Gender recognition in the wild: a robustness evaluation over corrupted images
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Abstract
In the era of deep learning, the methods for gender recognition from face images achieve remarkable performance over most of the standard datasets. However, the common experimental analyses do not take into account that the face images given as input to the neural networks are often affected by strong corruptions not always represented in standard datasets. In this paper, we propose an experimental framework for gender recognition “in the wild”. We produce a corrupted version of the popular LFW+ and GENDER-FERET datasets, that we call LFW+C and GENDER-FERET-C, and evaluate the accuracy of nine different network architectures in presence of specific, suitably designed, corruptions; in addition, we perform an experiment on the MIVIA-Gender dataset, recorded in real environments, to analyze the effects of mixed image corruptions happening in the wild. The experimental analysis demonstrates that the robustness of the considered methods can be further improved, since all of them are affected by a performance drop on images collected in the wild or manually corrupted. Starting from the experimental results, we are able to provide useful insights for choosing the best currently available architecture in specific real conditions. The proposed experimental framework, whose code is publicly available, is general enough to be applicable also on different datasets; thus, it can act as a forerunner for future investigations.
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1 Introduction
Face analysis has attracted in the last years several scientists working in artificial intelligence and computer vision, and a huge amount of contributions has been produced. Nowadays, plenty of researchers are working on face recognition (Guo and Zhang 2019), gender recognition (Ng et al. 2015), age estimation (Carletti et al. 2020b), emotion analysis (Li and Deng 2020) and ethnicity recognition (Fu et al. 2014). Among them, gender recognition may be considered the easiest face analysis task, being a binary classification problem. Nevertheless, the recent literature shows that the accuracy achieved by the modern convolutional neural networks (CNNs) for gender recognition strongly depends on the environmental conditions, the quality of the image and other face variations (occlusions, different orientations) (Greco et al. 2020). Table 1 shows the top-3 results achieved over the most popular datasets, namely LFW+, GENDER-FERET, Adience and MIVIA-Gender, described in the following.

Labeled Faces in the Wild, popular with the name LFW (Huang et al. 2008), is the most widely used dataset for gender recognition. The term “in the wild” refers to the fact that people are not framed in controlled laboratory conditions. However, it is far from representing the challenging conditions happening in real environments, since the images depict famous people photographed with professional cameras. Therefore, excluding pose, age and ethnicity variations,
the dataset includes few corruptions that are common in real environments, such as blur, noise and challenging lighting conditions. Zhang et al. (2016) achieve 0.925 accuracy on the LFW dataset by using a SVM classifier trained with a fusion of texture and shape features. Ranjan et al. (2017) show that Hyperface, their multi-task network able to perform face detection, landmark localization, pose estimation and gender recognition, is able to obtain an accuracy of 0.940 on the aligned version of the dataset, i.e. LFWA (Huang et al. 2007). Afifi and Abdelhamed (2019) achieve an accuracy of 0.960 with an ensemble of CNNs trained with various facial components (eyes, mouth, nose and so on). Azzopardi et al. (2018b) hold the top-1 0.994 accuracy on the LFW dataset with their stacked classifier combining trainable COSFIRE filters and local SURF features.

It is important to mention that these methods have been trained and tested on the same dataset, without performing cross-dataset evaluation. The latter protocol has been adopted by Han et al. (2017), which tested their multi-task CNN, trained on the CASIA-WebFace images (Yi et al. 2014), on an extended version called LFW+ (Jia and Cristianini 2015), achieving an accuracy of 0.965. Following the same protocol, Jia and Cristianini (2015) show that their method based on multiscale LBP, trained with 4 millions of images, was able to achieve an accuracy of 0.968 on the LFW+ dataset. Antipov et al. (2016) demonstrate that with an ensemble of 3 lightweight convolutional neural networks (CNNs) trained with the CASIA-WebFace images is possible to obtain an accuracy of 0.971 on the same dataset. One year after, Antipov et al. (2017) achieve on the LFW+ the impressive 0.993 accuracy with a CNN inspired by the ResNet-50 architecture.

Another dataset used for recent gender recognition experiments is the GENDER-FERET (Azzopardi et al. 2016a); it is acquired in controlled laboratory conditions, but it includes only grayscale images. On this dataset, Azzopardi et al. (2016a) achieve an accuracy of 0.926 with a fusion of SVM classifiers fed with raw, texture and shape features. SVM classifiers trained with COSFIRE filters (Azzopardi et al. 2016b) or with a fusion of these features and local SURF descriptors (Azzopardi et al. 2018b) obtain 0.936 and 0.947 of accuracy, respectively. Basulaim and Dabash (2019) further improve the performance to 0.958 by using COSFIRE filters and a cubic SVM. Simanjuntak and Azzopardi (2019) retain the current state of the art performance on this dataset (0.974) with a fusion of CNN and COSFIRE-based features. With a similar approach based on the combination of edge-based and color-based COSFIRE filters Azzopardi et al. (2018a) achieve an accuracy of 0.964 on the GENDER-COLOR-FERET, a RGB version of the GENDER-FERET. In all these cases, the training and the test sets are obtained from the whole GENDER-FERET, so without cross-dataset evaluation.

The performance substantially decreases when the experimental analysis is carried out on more challenging datasets, even by adopting a portion of them for training the methods. An example is the Adience dataset, proposed by Levi and Hassner (2015), which includes strong variations in terms of age, pose, brightness, contrast and image quality; on their set, the authors achieved an accuracy of 0.868 by using a lightweight CNN with a 5-fold cross validation. Van de Wolfshaar et al. (2015) increase the accuracy of 0.872 with a CNN based on AlexNet for extracting the features fed to a SVM classifier. The above mentioned approach proposed by Afifi and Abdelhamed (2019) achieve on this dataset an accuracy of 0.906, 5.4% less than the performance obtained on LFW. A similar accuracy of 0.910 has been achieved by Dehghan et al. (2017) with DAGER, a deep network for age, gender and emotion recognition trained with 4 millions of images. The best performance on the Adience dataset is hold by Gurnani et al. (2019), obtaining an accuracy of 0.918 with SAF-BAGE, a deep network for age, gender and expression recognition.

The MIVIA-Gender dataset, proposed by Azzopardi et al. (2017), was recorded with a standard surveillance camera; therefore, the available images present most of the variations happening in real environments, namely blur, noise and brightness, contrast and constrast change. Azzopardi et al. (2017) achieve an accuracy of 0.802 with a SVM fed with a face descriptor based on the gradient magnitudes of facial landmarks, while Carletti et al. (2020a) substantially increase the performance to 0.902 with an algorithm based on HOG features optimized for running on board of smart cameras. Even on the MIVIA-Gender dataset Azzopardi et al. (2018b) hold the top-1 0.915 accuracy, but still a few experiments have been done in these data.

From the analysis of the state of the art, we can note that peaks exceeding 0.95 are reached even with relatively

| Table 1 Methods achieving the top-3 accuracy (Acc.) over LFW+, GENDER-FERET (GF), Adience and MIVIA-Gender (MG) |
| Dataset   | Method                        | Acc.  |
|-----------|-------------------------------|-------|
| LFW+      | Antipov et al. (2017)         | 0.993 |
|           | Antipov et al. (2016)         | 0.971 |
|           | Jia and Cristianini (2015)    | 0.968 |
| GF        | Simanjuntak and Azzopardi (2019) | 0.974 |
|           | Basulaim and Dabash (2019)    | 0.958 |
|           | Azzopardi et al. (2018b)      | 0.947 |
| Adience   | Gurnani et al. (2019)         | 0.918 |
|           | Dehghan et al. (2017)         | 0.910 |
|           | Afifi and Abdelhamed (2019)   | 0.906 |
| MG        | Azzopardi et al. (2018b)      | 0.915 |
|           | Carletti et al. (2020a)       | 0.902 |
|           | Azzopardi et al. (2017)       | 0.802 |
small architectures on LFW, LFWA, LFW+, GENDER-FERET and GENDER-COLOR-FERET (Del Coco et al. 2016); on the other hand, it emerges the evidence that on different test sets the performance can drop below 0.90, especially with cross-dataset evaluations, as happens for Adience and MIVIA-Gender. Only in a few cases the analysis is carried out on more than one benchmark (Azzopardi et al. 2018b) (Foggia et al. 2019) (Afifi and Abdelhamed 2019) to evaluate the generalization capabilities of the methods and, in most of the papers, the experimentation is performed on images not representing the real conditions. Think, as an example, to the method proposed by Haider et al. (2019), namely a CNN optimized for smartphones; despite the necessity of dealing with the challenging faces captured with the camera of a smartphone, they evaluate the performance on datasets recorded in controlled laboratory conditions (CAS-PEAL-R1 and FEI), achieving an average accuracy of 0.95 that is not easily reproducible in the operating phase.

The main considerations arising from the experimental analyses available in the literature are the following: (i) the conditions causing the performance degradation of the existing neural networks for gender recognition have not yet been deeply investigated; (ii) the methods are not evaluated in the real operating conditions. It is clear that the most challenging datasets contain variations not covered by the simplest ones, that should be further analyzed.

The robustness of the neural networks to image corruptions happening in real environments has been recently deeply studied in Hendrycks and Dietterich (2019). The authors of this research demonstrated that the images acquired with classic surveillance cameras are affected by various types of blur, noise and digital corruptions, which cause a dramatic performance drop of the neural networks. This is particularly true for faces of unaware people acquired in standard video-surveillance scenarios. Suddenly moving people or individuals walking towards the camera produce face images with motion and zoom blur, in addition to the variations of pose and occlusions that can occur in similar conditions. Blur and noise are due to the movement of the people or to the intrinsic characteristics of the cameras (e.g. specific configurations of the automatic gain control) and the variability of the operating environment (e.g. illumination conditions). The lighting conditions also affect the contrast and the brightness of the face: for example, a face image very dark can be obtained when a person is framed with a strong back-light. All these variations, together with partial occlusions (e.g. dirt on the camera lens), image compression (e.g. Motion JPEG for server-side elaboration) and rescaling (e.g. very small face of a person far from the camera upscaled before feeding it to the neural network), can strongly penalize the gender recognition classifiers; nevertheless, these factors have never been deeply investigated and should be instead reproduced in a realistic experimental analysis.

Even if such conditions are in part covered by some of the existing datasets, they are not globally considered into common gender recognition experimental frameworks. It is thus required to define a protocol for analyzing the performance of these methodologies in real conditions.

In this scenario, the contribution of the paper is three-fold:

- We make publicly available the code for generating corrupted versions of existing datasets. With this code we produced LFW+C and GENDER-FERET-C, obtained by corrupting the images available in the well known LFW+ and GENDER-FERET datasets, but the procedure can be applied also on different datasets. The experimental framework allows to analyze the robustness of gender recognition approaches to the corruptions affecting face images in real environments.
- We perform an extensive experimental analysis of nine state of the art CNNs on LFW+, LFW+C, GENDER-FERET, GENDER-FERET-C and MIVIA-Gender, in order to evaluate the performance degradation of the gender classifiers when dealing with facial image corruptions in the wild.
- We separately analyze the impact of the different corruption categories on the classification performance, in order to provide useful insights for choosing the best gender recognition methods according to the specific conditions of the operating environment.

2 Experimental framework

2.1 Methods

In our analysis, we selected nine different convolutional neural networks, reported in Table 2. Three of them are the most popular architectures in this field, namely VGG, SENet and DenseNet, since they demonstrated to be very effective in various face analysis and gender recognition tasks. The other six are lightweight architectures (three versions of MobileNet, ShuffleNet, SqueezeNet and Xception), recently proposed for gender recognition since the claimed simplicity of the problem pushed the researchers to propose smaller networks in order to gain processing time, memory and storage space without loosing accuracy; we want to investigate the generalization capability of these lightweight networks with respect to corruptions.

In the following, we provide a brief description of all the convolutional neural networks considered in our experimental framework.
VGG. Proposed by Simonyan and Zisserman (2014), it can be considered the most used network for face analysis. One of its versions, namely VGG-Face (Parkhi et al. 2015), was the first architecture trained on a public large scale dataset for the problem of face recognition, and it has been widely applied for face analysis problems. Thanks to the small size of the convolutional kernels \((3 \times 3)\), it is able to achieve good generalization capabilities also for quite small data sets.

SENet. It has been designed by Hu et al. (2018) and recently adopted for face recognition by Cao et al. (2018) and for emotion recognition by Albanie et al. (2018); it is based on the well known ResNet-50 architecture (He et al. 2016), using residual blocks to allow very deep CNNs to be trained, avoiding the vanishing gradient problem. Differently from the original ResNet architecture, SENet adds Squeeze and Excitation modules, introducing new connections for computing the feature maps by adaptively weighting the input channels; this architectural change allows to substantially reduce the error in various classification tasks (Hu et al. 2018).

DenseNet. This network, proposed by Huang et al. (2017), is based on two main design choices: dense connectivity and transition layers. Dense connectivity allows to share feature maps between consecutive layers; this mechanism includes a growth rate, that is used to establish how much each layer contributes to the global state. To enable the possibility of sharing features from different layers, the transition layers are in charge of convolution and pooling between connected dense blocks, with the aim to normalize the size of the feature maps computed by the different layers. Among the various DenseNet architectures, we chose the smallest version (DenseNet-121), which demonstrated impressive performance on ImageNet.

MobileNet. Designed by Sandler et al. (2018), it is among the most efficient networks available in the literature, thought for running on board of mobile and embedded devices. The second version (v2) is based on residual blocks and depthwise separable convolutions, i.e. a standard convolution decomposed into a depthwise and a pointwise component. We evaluate three versions of MobileNet v2: the vanilla one (hereinafter MobileNet-A), which has an input size \(224 \times 224\) and 17 residual blocks; MobileNet-B, that has the same architecture -A but reduced input size \((96 \times 96)\) and 25\% less feature maps for each layer; MobileNet-C, with an even smaller input size \((64 \times 64)\) and number of feature maps (50\% less) but only 8 residual blocks instead of 17.

ShuffleNet. It is a very efficient architecture as well, still optimized for embedded and mobile devices (Ma et al. 2018). ShuffleNet is based on pointwise group convolutions and bottleneck-like structures, combined with a channel split. There are various versions of this network designed to achieve a different trade-off between processing speed and representation capability. In this work we use the improved version of ShuffleNet (V2) with an input size of \(224 \times 224\) and a scale factor of 1.0.

SqueezeNet. Proposed by Iandola et al. (2016), it is a network widely used when there are strict requirements in terms of RAM and storage space. In fact, it is a compressed version of AlexNet designed for reducing the model size through pruning and quantization, in order to make it suitable for embedded and mobile devices.

Xception. It is a simplified version of the Inception network (Chollet 2017), optimized with design choices inspired by MobileNet and ResNet. In fact, Xception is composed by depthwise separable convolutional layers structured into modules, all of which have linear residual connections around them, except for the first and the last modules. In our implementation, we use Xception with an input size of \(71 \times 71\), since we want to evaluate the performance of its lightweight version.

### 2.2 Training strategy

As recently done in the literature by Antipov et al. (2017), we perform a cross-dataset evaluation, i.e. we train the CNNs by using the images of a dataset and test the learned model on different test sets without fine tuning. Such experimental protocol allows to evaluate the generalization capability of the CNNs on different datasets and it is more realistic for applications that have to run in real environments.

We use the largest gender recognition dataset in the world, namely VGG-Face2 (Cao et al. 2018), for training our CNNs. It includes 9131 subjects and 3.31 millions of images, providing variations in terms of pose, age, ethnicity and brightness. It is annotated with identity and gender, so it is suitable for our purposes.

| Network   | Input size | Parameters | FPS  |
|-----------|------------|------------|------|
| VGG       | 224 × 224  | 138.3 M    | 0.5  |
| SENet     | 224 × 224  | 21.5 M     | –    |
| DenseNet  | 224 × 224  | 7.0 M      | –    |
| MobileNet-A | 224 × 224  | 2.3 M      | 1.4  |
| MobileNet-B | 96 × 96   | 1.4 M      | 4.8  |
| MobileNet-C | 64 × 64   | 0.1 M      | 14.1 |
| ShuffleNet | 224 × 224  | 4.0 M      | 1.8  |
| SqueezeNet | 224 × 224  | 0.7 M      | 5.3  |
| Xception  | 71 × 71    | 20.9 M     | 1.6  |

For each network, we report the size of the input, the number of parameters and the processing frame rate (FPS) on embedded devices using an ARM v7 CPU 1.2 GHz and 1 GB RAM (not available for models that do not fit in the memory).
For all the models, we used the SGD optimizer with the following parameters: momentum=0.9, batch-size=128, learning rate=0.005 with a decay of a factor 5 every 20 epochs. As loss function we adopted the cross-entropy with a weight decay of 0.005 for regularization. The networks are trained for 70 epochs; after each training epoch, we use the VGG-Face2 validation set to evaluate the performance and we choose the checkpoint with the highest validation accuracy.

As for the input of the network, we crop the faces by using a face detector based on SSD (Liu et al. 2016) and ResNet-10 as backbone network. Then, as suggested by the authors of the VGG-Face2 dataset, we subtract the average face image computed on the training set to obtain zero-centered data over all the channels. Finally, we rescale the images to adapt them to the native input size of each network.

To increase the generalization capability of the CNNs, we apply various types of data augmentation strategies that are commonly adopted in the state of the art. Those strategies include random rotation ($\pm 10^\circ$), shear (up to 10%), cropping (up to 5% variation over the original face region), horizontal flipping (with 50% probability), change of brightness (up to $\pm 20\%$ of the available range) and contrast (up to $\pm 50\%$ of the maximum value). The ranges used in our procedure are chosen empirically to reproduce variations that are likely to occur in real scenarios.

All the models were fine-tuned from pretrained ImageNet weights, except for MobileNet v2-C, that was never trained on the ImageNet dataset, and VGG, for which we have adopted the VGG-Face weights.

### 2.3 Corrupted test sets

We adopt two of the most popular gender recognition data-sets for producing corrupted images, namely LFW+ (Han et al. 2017) and GENDER-FERET (Azzopardi et al. 2016a).

LFW+ is composed by 15,699 face images belonging to 8000 different unique subjects. Since there is not a standard division between training and test set, we adopted the whole dataset for our experiments. GENDER-FERET consists of 946 grayscale face images, already divided in training (474 images) and test set (472 images), balanced to have the same number of male and female subjects.

Starting from LFW+ and the test set of GENDER-FERET, we produced two new datasets, that we called LFW+C and GENDER-FERET-C. They have been generated from the original images by applying 13 different types of corruptions, namely the ones described by Hendrycks and Dietterich (2019) that can occur on faces acquired in real environments. Each type of corruption $C \in \{C_1, ..., C_{13}\}$ is applied to the original images with five levels of severity $s \in \{1, 2, 3, 4, 5\}$; increasing the severity value, the effect of the corruption is stronger over the original image. Therefore, LFW+C consists of $15,699 \times 13 \times 5 = 1,020,435$ images, while GENDER-FERET-C is composed by $472 \times 13 \times 5 = 6,136$ samples.

We partitioned the corruptions into three main categories, namely blur, noise and digital. More details about their implementation and parameters are reported in Table 3, while an overview of the effect of the different corruptions is shown in Fig. 1.

**Blur corruptions.** Surveillance cameras installed in real environments, differently from the setup reproduced in controlled laboratory conditions, frame people moving spontaneously, namely walking, talking to an interlocutor or on the phone, looking around, and so on. The sudden movements of the face can cause image blur, which can be very strong if the shutter time of the camera is not set properly. In addition, blur can be also manually added to attenuate the effects of a noisy image acquisition. The blur corruptions can therefore be partitioned in four categories. *Gaussian blur* $(C1)$ is a pre-processing operation often adopted by smart cameras to reduce the noise introduced during the image acquisition. *Defocus blur* $(C2)$ is the effect typically obtained when the acquisition is performed by cameras with limited depth of field (DoF) in scenarios characterized by a large DoF. *Zoom blur* $(C3)$ is caused by a person moving towards the camera. Finally, *motion blur* $(C4)$ happens when a person suddenly moves his face, quickly changing the pose and causing the face blur.

**Noise corruptions.** The digital cameras typically acquire images 24 h a day and could be installed in places not protected from heat. Moreover, they are often pointed outdoor, so as to frame the people entering inside the shop. Thus, the sensor is subjected to high temperature and exposure, which cause two categories of noise corruptions. *Gaussian noise* $(C5)$ substantially degrades the image quality with random speckles appearing when the temperature of the sensor increases. *Shot noise* $(C6)$ has a similar effect but it occurs in case of high exposure.

**Digital corruptions.** The image acquired by the camera is also subjected to corrections aimed at improving its rendering. For example, modern cameras have a dynamic contrast control which allows to improve the contrast when the difference between the brightest and the darkest pixels in the image is high; therefore, we consider *contrast increase* $(C7)$ and *contrast decrease* $(C8)$ as possible digital corruptions. Similarly, we include in this category *brightness increase* $(C9)$ and *brightness decrease* $(C10)$, since the automatic gain control (AGC) available on the cameras dynamically change the image brightness according to the environmental lighting conditions. To simulate partial occlusions of the face, which can be due to smartphone, tissue, scarf, sunglasses, parts of the body or other people, we include *spatial* $(C11)$ among the digital corruptions. The occlusions are...
Table 3 Description of the considered corruptions and parameter values adopted to implement the various levels of severity (s)

| Corruption          | Parameter | Values         | Description                                                                 |
|---------------------|-----------|----------------|-----------------------------------------------------------------------------|
|                     |           | s = 1 | s = 2 | s = 3 | s = 4 | s = 5 |
| Gaussian blur       | σ         | 1.0  | 1.8  | 2.6  | 3.4  | 4.0  |
| Defocus blur        | r         | 1.5  | 2.0  | 2.5  | 3.0  | 3.5  |
| Zoom blur           | z         | 1.11 | 1.18 | 1.26 | 1.32 | 1.40 |
| Motion blur         | r         | 3.3  | 5.0  | 5.0  | 5.0  | 6.7  |
| Gaussian noise      | σ         | 0.08 | 0.12 | 0.18 | 0.24 | 0.30 |
| Shot noise          | q         | 0.60 | 0.29 | 0.15 | 0.08 | 0.05 |
| Contrast inc.       | q         | 1.5  | 1.9  | 2.6  | 3.3  | 5.0  |
| Contrast dec.       | q         | 0.4  | 0.33 | 0.24 | 0.16 | 0.10 |
| Brightness inc.     | q         | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  |
| Brightness dec.     | q         | -0.1 | -0.2 | -0.3 | -0.4 | -0.5 |
| Spatter             | c_0       | 0.65 | 0.65 | 0.65 | 0.65 | 0.67 |
|                     | c_1       | 0.3  | 0.3  | 0.3  | 0.3  | 0.4  |
|                     | c_2       | 4.3  | 3.2  | 2.1  | 1.0  | 1.0  |
|                     | c_3       | 0.69 | 0.68 | 0.68 | 0.65 | 0.65 |
|                     | c_4       | 0.0  | 0.0  | 0.0  | 1.0  | 1.0  |
| JPEG compr.         | quality   | 25   | 18   | 15   | 10   | 7    |
| Pixelation          | q         | 0.6  | 0.5  | 0.41 | 0.3  | 0.25 |

\(I(x, y, d)\) refers to the original image and \(I_c(x, y, d)\) to the corrupted image, while \(d \in \{R, G, B\}\) represents the channel in the RGB color space. The value of the parameter is scaled proportionally with larger images.

The \(r\) and \(\sigma\) parameter value are expressed in pixels and referred to a 48 x 48 image. The \(\sigma\) parameter value are expressed in pixels and referred to a 48 x 48 image.

Implementation from the Pillow library:

- Gaussian blur: https://pillow.readthedocs.io/en/3.1.x/handbook/image-file-formats.html#jpeg
- ImageMagick: https://imagemagick.org/api/8.5.6 MotionBlurImage

**Fig. 1** Examples of corrupted images available in LFW+C. Each image is obtained by applying the considered corruptions (one for each column) with increasing value of severity \(s\) (one for each row from 1 to 5).
rendered by adding bright random patterns on the image for low corruption severity and dark elements for higher corruption severity, as proposed by Hendrycks and Dietterich (2019). When the processing is performed on external servers, the acquired image is compressed to reduce the bandwidth consumption and sent through the network. Thus, JPEG compression (C12) can cause artifacts simulated by gradually decreasing the quality of the resulting image, which is a configurable parameter, inversely proportional to the severity. Finally, we consider image pixelation (C13), namely the effect arising when a low resolution image is upsampled, as the last digital corruption. It typically occurs when the size in pixels of the face is smaller than the input size of the convolutional neural network and the upscaling causes a pixelation effect.

2.4 Real corruptions

The experiments on LFW+C and GENDER-FERET-C allow to determine the negative impact of image corruptions on existing datasets; the considered corruption patterns are manually added one at a time so that we can evaluate the effect of each of the corruption categories separately. However, it is also important to analyze the performance of the considered convolutional neural networks even in real extreme conditions, in which the corruptions may also be mixed.

To the best of our knowledge, the only publicly available gender recognition dataset acquired in real environments is the MIVIA-Gender. It has been collected in two different scenarios, inside a university and at the entrance of a supermarket. The image acquisition has been performed in different illumination conditions, in order to produce strong noise and digital corruptions. The people, unaware of the presence of the surveillance camera, suddenly moved their faces causing severe blur effects.

The whole dataset is composed by 5832 face images of 900 subjects. Following on the publicly available partition adopted in (Carletti et al. 2020a), we use one half of the subjects as test set for evaluating the robustness of the considered convolutional neural networks to corruptions happening in real scenarios.

2.5 Performance metrics

For all the datasets, we evaluate the performance by computing the gender classification accuracy, namely the ratio between the number of correct classifications and the total number of samples. This protocol is different with respect to the one proposed by Hendrycks and Dietterich (2019), adopting indeed metrics for evaluating the absolute and the relative classification error with respect to a baseline. The reason behind this choice lies in the fact that we find more intuitive for a binary classification problem the direct evaluation of the accuracy for each network.

3 Results

In this Section we analyze the results achieved by the considered convolutional neural networks, summarized in Table 4. First, we analyze the performance on LFW+ and GENDER-FERET, and on their corrupted versions LFW+C and GENDER-FERET-C, identifying the possible motivations of the drop and the CNNs more resilient to the considered corruptions. Then, we analyze the accuracy achieved on MIVIA-Gender, which includes images corrupted due to the real conditions of the environment, and show that the results are coherent with the findings over LFW+C and GENDER-FERET-C.

3.1 Performance on LFW+ and LFW+C

The accuracy of the considered methods over LFW+ is comparable with the best in the state of the art (0.993). As shown in Table 4, most of them, except MobileNet-C, Xception and SqueezeNet, achieve an accuracy higher than 0.98; this result points out the generalization capability obtained with the proposed training procedure and is not negligible, since we do not fine tune the CNNs over the images of this dataset.

As expected, we can note that all the methods suffer a substantial influence from the application of corruptions. SENet seems to be the most resilient, having an average accuracy of 0.968 on the corrupted samples, which also correspond to the lowest drop (2.12%) compared with the other architectures. VGG achieves a similar accuracy (0.963), with a slightly higher drop with respect to LFW+ (2.63%). The

| Table 4 Comparison of the accuracy (%) achieved by the experimented CNNs on the considered datasets |
| Method | LFW+ | LFW+C | GF | GF-C | MG |
| VGG | 0.989 | 0.963 | 0.936 | 0.887 | 0.954 |
| SENet | 0.989 | 0.968 | 0.949 | 0.865 | 0.918 |
| MobileNet-A | 0.984 | 0.958 | 0.943 | 0.858 | 0.904 |
| DenseNet | 0.985 | 0.955 | 0.951 | 0.867 | 0.898 |
| ShuffleNet | 0.983 | 0.946 | 0.943 | 0.834 | 0.893 |
| MobileNet-B | 0.983 | 0.941 | 0.936 | 0.831 | 0.891 |
| MobileNet-C | 0.966 | 0.929 | 0.818 | 0.760 | 0.848 |
| Xception | 0.957 | 0.923 | 0.811 | 0.739 | 0.820 |
| SqueezeNet | 0.948 | 0.906 | 0.773 | 0.697 | 0.746 |

For the sake of readability, GENDER-FERET is abbreviated with GF, as well as MIVIA-Gender with MG. The best results for each dataset are highlighted in bold. The methods are ordered for descending accuracy over the MIVIA-Gender dataset.
accuracy on LFW+C is still higher than 0.95 for MobileNet-A (0.958, 2.64% less) and DenseNet (0.955, 3.05% less).

While the performance on the original LFW+ dataset has a slight variability, on the LFW+C we note a higher variance. In particular, we notice that smaller networks such as ShuffleNet (0.946), MobileNet-B (0.941), MobileNet-C (0.929) and Xception (0.923) have more substantial performance drops of 3.76%, 4.27%, 3.83% and 3.55%. SqueezeNet has the highest decrease (4.43%), with an accuracy on LFW+C of 0.914, the lowest one.

By looking at Fig. 2, we can note that most of the networks, namely MobileNet-A, ShuffleNet, MobileNet-B, MobileNet-C and Xception, suffer a performance drop mainly caused by noise corruptions. SENet and VGG achieve a balanced accuracy over all the corruptions, while DenseNet and SqueezeNet are less effective on samples affected by blur corruptions.

Table 5 reports more detailed results, which allow to refine the analysis of the impact of the various corruptions. In particular, we notice that SENet and VGG are substantially more effective than the other methods when dealing with noise corruptions (average accuracy 0.969); the type of noise, namely gaussian and shot, seems to be not crucial, but the negative impact is relevant on the accuracy achieved by the other networks. As for the blur corruptions, SENet obtains the best accuracy in average (0.964) and on zoom (0.980) and motion (0.964) categories; VGG retains the highest performance on samples affected by gaussian blur (0.987), while ShuffleNet is the most robust to defocus blur (0.933). The latter has a very negative impact on the performance of all the networks; this corruption, as evident from Fig. 1, causes a strong loss of details in the face image, making very difficult the gender classification. SENet achieves the best average accuracy even over digital corruptions (0.969); in this case VGG obtains the highest accuracy on most of the categories (contrast increase and decrease and brightness increase and decrease), but SENet overcomes VGG for the accuracy on spatter (0.897 vs 0.851). Indeed, this digital corruption causes a strong performance drop to all the methods: the highest accuracy is achieved by MobileNet-A (0.913), but the average is lower than 0.90. Apparently, the presence of occlusions can substantially complicate the recognition of the gender.

### 3.2 Performance on GENDER-FERET and GENDER-FERET-C

From Table 4 we can note that DenseNet (0.951) and SENet (0.949) achieve the best accuracy on GENDER-FERET, while MobileNet-A (0.943), ShuffleNet (0.943), VGG (0.936) and MobileNet-B (0.936) are very close to the top rank. The remaining methods, coherently with the previous analysis over LFW+, achieve a very low accuracy (under

| Method       | LFW+C Blur | Noise | Digital |
|--------------|------------|-------|---------|
| SENet        | 0.968      | 0.980 | 0.945   |
| VGG          | 0.963      | 0.961 | 0.945   |
| MobileNet-A  | 0.958      | 0.953 | 0.935   |
| MobileNet-B  | 0.946      | 0.942 | 0.942   |
| MobileNet-C  | 0.941      | 0.933 | 0.933   |
| Xception     | 0.923      | 0.910 | 0.910   |
| SqueezeNet   | 0.906      | 0.897 | 0.897   |

The best results for each corruption type are highlighted in bold.
0.82) and demonstrate a poor generalization capability also on this dataset.

We notice that on GENDER-FERET-C the performance drop in case of corruptions is even higher than the loss observed for LFW+C; this is probably caused by the additional challenge due to the presence of only grayscale images. VGG is the convolutional neural network more robust to corruptions on this dataset, achieving an accuracy of 0.887 and the lowest drop (5.23%). DenseNet (0.867, 8.83% less) and SENet (0.865, 8.85% less) suffer substantially more the effect of the corruptions, even obtaining the best performance on the original dataset. MobileNet-A (0.858, 9.01% less) still achieves accuracy comparable with CNNs substantially more complex; on the other hand, ShuffleNet (0.834, 11.56% less) and MobileNet-B (0.831, 11.22% less) seem to have a not sufficient representative power to effectively classify the images of GENDER-FERET-C. As previously observed, MobileNet-C (0.760, 7.09% less), Xception (0.739, 9.83% less) and SqueezeNet (0.697, 8.88% less) are very far from the other networks in terms of accuracy.

The chart in Fig. 3 shows that the effect of noise corruptions is disruptive on the GENDER-FERET-C for almost all the considered methods. Only VGG and DenseNet seem to be more resilient to this type of corruption, which is probably more challenging when present on grayscale images. Blur and digital corruptions are substantially less harmful than the noise for this specific dataset.

The detailed results reported in Table 6 further reinforce such experimental evidence. VGG and DenseNet achieve an average accuracy on noise corruptions substantially higher than the other methods (0.870 and 0.865); SENet obtains

**Table 6** Accuracy of the considered CNNs on the corruption categories in GENDER-FERET-C (GF-C)

| Method      | GF-C | Blur | Noise | Digital |
|-------------|------|------|-------|---------|
| VGG         | 0.887| 0.865| 0.882| 0.866   |
| DenseNet    | 0.867| 0.865| 0.896| 0.888   |
| SENet       | 0.858| 0.858| 0.894| 0.880   |
| MobileNet-A | 0.834| 0.834| 0.891| 0.888   |
| MobileNet-B | 0.821| 0.821| 0.892| 0.882   |
| MobileNet-C | 0.760| 0.760| 0.834| 0.827   |
| Xception    | 0.739| 0.739| 0.783| 0.758   |
| SqueezeNet  | 0.697| 0.697| 0.814| 0.725   |

The best results for each corruption type are highlighted in bold in Table 6. The average accuracy across all corruption categories is reported in the second column, while the remaining columns are divided into three blocks, one for each corruption category (blur, noise, digital). The methods are ordered for descending accuracy over GF-C.
0.802, while the remaining CNNs do not overcome 0.700. As observed for LFW+C, there are no significant differences between the impact of gaussian and shot noise. MobileNet-A achieves the best average accuracy over blur corruptions (0.892), followed by VGG (0.888), that is the most robust to defocus blur (0.865) and SENet (0.881), which obtains the highest accuracy on samples affected by gaussian and motion blur (0.939 and 0.908). As already noticed for LFW+C, the defocus blur seems to be the most challenging type for this corruption category, while spatter is the counterpart among the digital corruptions. VGG achieves the highest average accuracy over digital corruptions (0.890) and most of the success is due to the best performance on samples affected by spatter (0.834). In fact, the leadership for contrast increase and brightness decrease is got by DenseNet (0.922 and 0.836), for JPEG compression and pixelation by SENet (0.908 and 0.931) and for contrast decrease and brightness increase by MobileNet-A (0.922 and 0.958). In addition, on this dataset we can also note a low average accuracy on images affected by brightness decrease; this is reasonable, since in grayscale images the loss of brightness can substantially degrade the details and make very hard the recognition of facial traits useful to recognize males and females.

3.3 Performance on MIVIA-Gender

The accuracy achieved by the considered methods on the MIVIA-Gender dataset is reported in Table 4. We notice a strong superiority of VGG, which widely overcomes the best current state of the art performance on this dataset (0.915), obtaining an accuracy of 0.954. This result confirms the robustness demonstrated by this method over LFW+C and GENDER-FERET-C; its higher resilience to noise with respect to other CNNs and the good generalization capability over different types of corruptions allows VGG to achieve remarkable performance on images acquired in real environments.

The second top rank is obtained by SENet (0.918), which probably pays its lower robustness to noise with respect to VGG, especially on grayscale images. MobileNet-A (0.904) and DenseNet (0.898) hold the third and the fourth positions; the better resilience of MobileNet-A to defocus blur and spatter slightly overcomes the higher robustness to noise demonstrated by DenseNet. ShuffleNet (0.893) and MobileNet-B (0.891) achieve performance very close to the ones obtained by more complex methods; they are interesting alternative candidates when the available computing resources are limited.

Finally, MobileNet-C (0.848), Xception (0.820) and SqueezeNet (0.746) confirm their inadequacy for effectively performing gender recognition in real environments.

4 Discussion

The analysis of the results achieved by the considered convolutional neural networks allows to deduce some insights about the general behaviour of the gender recognition methods when dealing with image corruptions.

It is evident that the noise has the highest negative effect on most of the networks, while blur and digital corruptions are less disrupting. It may be counter intuitive if we look at the dataset sample shown in Fig. 1; in fact, we notice that blur corruptions subtract a great amount of information from the image with respect to noise corruptions, being the facial traits sufficiently evident to the human eye. However, it is well known that the sensitivity to high frequency noise is still a substantial problem with CNN architectures (Hendrycks and Dietterich 2019).

VGG and DenseNet appear to be the exceptions to this rule: the former probably achieves robustness to noise thanks to its simple structure, which often demonstrated to generalize well in different scenarios; the latter uses average pooling in its transition layers, making it more resilient to high frequency noise than architectures which rely more heavily on max pooling. Both the architectures seem to have more problems with blur. However, VGG obtains an impressive accuracy over the MIVIA-Gender, while DenseNet does not generalize so well on this dataset acquired in real environments.

SENet and MobileNet-A obtained very positive results; the former, in terms of accuracy, is probably the best alternative to VGG; the latter, being a lightweight network optimized for mobile devices, is the best solution when no GPU
is available or a higher frame rate is required. Similar considerations may be done for ShuffleNet and MobileNet-B, but the expected accuracy is slightly lower.

Most of the tested architectures are reasonably resilient to blur, meaning that the training procedure relied on low frequency features more than on high frequency ones. A possible solution for reducing the average classification error and its variance between the different categories of corruptions may be the adoption of more sophisticated augmentation techniques, as the ones proposed by Lim et al. (2019), which demonstrated to provide the CNNs with a strong generalization capability. Since defocus (blur) and spatter (digital) demonstrated to be the most challenging corruption types, a data augmentation strategy which takes into account these image corruptions may be very useful for increasing the performance.

5 Conclusion

In this paper we proposed and applied a novel experimental framework for investigating the performance of CNNs for gender recognition from face images. It allows to evaluate the classification accuracy on images corrupted as happens in real environments. We produced the LFW+C and the GENDER-FERET-C datasets, the corrupted versions of the popular LFW+ and GENDER-FERET, in order to evaluate the robustness of nine different convolutional neural networks to specific image corruptions. Then we analyzed the accuracy achieved by the same networks using a dataset acquired in real environments, namely the MIVIA-Gender. The experimental analysis confirmed the expected performance drop. VGG and SENet result the most robust solutions in absolute, but a lightweight networks such as MobileNet-A is an effective alternative when limited processing hardware is available.

From the analysis of the results we deducted interesting insights, for example the disruptive impact of noise, defocus and spatter. We discussed about the capability of the various networks to generalize with respect to these corruptions. These observations may suggest possible countermeasures for dealing with corruptions happening in operating environments. A possible future direction may be the investigation of more sophisticated data augmentation strategies or specific changes to the network architectures, which may further improve the robustness of the gender recognition solutions to image corruptions.

The experimental framework, publicly available, can be easily extended for including more datasets and more convolutional neural networks, in order to extensively evaluate the performance of gender recognition methods on new datasets.
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