Abstract—Location fingerprinting based on Received Signal Strength Indicator (RSSI) becomes a mainstream indoor localization technique due to its advantage of not requiring the installation of new infrastructure and the modification of existing devices, especially given the prevalence of Wi-Fi-enabled devices and the ubiquitous Wi-Fi access in modern buildings. The use of Artificial Intelligence (AI)/Machine Learning (ML) technologies like Deep Neural Networks (DNNs) makes location fingerprinting more accurate and reliable, especially for large-scale multi-building and multi-floor indoor localization. The application of DNNs for indoor localization, however, depends on a large amount of preprocessed and deliberately-labeled data for their training. Considering the difficulty of the data collection in an indoor environment, especially under the current epidemic situation of COVID-19, we investigate three different methods of RSSI data augmentation based on Multi-Output Gaussian Process (MOGP), i.e., by a single floor, by neighboring floors, and by a single building; unlike Single-Output Gaussian Process (SOGP), MOGP can take into account the correlation among RSSI observations from multiple Access Points (APs) deployed closely to each other (e.g., APs on the same floor of a building) by collectively handling them. The feasibility of the MOGP-based RSSI data augmentation is demonstrated through experiments based on the state-of-the-art Recursive Neural Network (RNN) indoor localization model and the UJIIndoorLoc, i.e., the most popular publicly-available multi-building and multi-floor indoor localization database, where the RNN model trained with the UJIIndoorLoc database augmented by using the whole RSSI data of a building in fitting an MOGP model (i.e., by a single building) outperforms the other two augmentation methods as well as the RNN model trained with the original UJIIndoorLoc database, resulting in the mean three-dimensional positioning error of 8.42 m.

Index Terms—Indoor localization, data augmentation, multi-output Gaussian process (MOGP), recurrent neural network (RNN).

I. INTRODUCTION

Triangulation-based indoor localization methods like Time of Arrival (ToA), Time Difference of Arrival (TDoA), and Angle of Arrival (AoA) have been extensively studied for decades and well known for their sub-meter-level localization accuracy [1]. However, the stricter requirements of the clock synchronization among all transmitters and/or receivers in a system for ToA/TDoA and the use of antenna arrays for AoA not suitable for small devices, in addition to their dependence on anchor nodes whose exact locations are to be known, make it impractical to deploy them in large-scale multi-building and multi-floor indoor environments. Location fingerprinting based on Received Signal Strength Indicator (RSSI) or geomagnetic field intensity, on the other hand, becomes a mainstream indoor localization technique due to its advantage of not requiring the installation of new infrastructure and the modification of existing devices [2].

As Artificial Intelligence (AI)/Machine Learning (ML) technologies become mature and wide-spread, the use of AI/ML for location fingerprinting is now one of the hottest research topics, which is demonstrated, for instance, through the use of deep neural networks (DNNs) for large-scale multi-building and multi-floor indoor localization based on not only feed-forward neural networks (FNNs) [3] but also advanced DNNs like convolutional neural networks (CNNs) [4], [5] and recursive neural networks (RNNs) [6]. Note that the application of DNNs for indoor localization depends on a large amount of preprocessed and deliberately-labeled data for their training. Because the data collection in an indoor environment, especially under the current epidemic situation of COVID-19, is costly in terms of time and man-power, the importance of publicly-available datasets cannot be stressed enough for the research and development of indoor localization schemes.

The UJIIndoorLoc database from the Jaume I University in Spain is one of the most popular publicly-available datasets and provides multi-building and multi-floor Wi-Fi RSSI data, which were collected over three buildings with four to five floors [7]. Although the UJIIndoorLoc is among the largest Wi-Fi RSSI dataset with various features, the coverage of measurement places—called reference points—is limited to part of the areas: For example, the number of reference points for the third floor of building 2 is 2709, while this number is significantly reduced to 948 for the third floor of building 1, which might have been related with the measurement strategy. Our investigation shows that the uneven coverage of reference points in the UJIIndoorLoc dataset affects the performance of the location estimation by DNNs due to the lack of training for less-covered areas.
Data augmentation based on the interpolation/extrapolation of existing RSSI data could be used to mitigate the impact of the lack of coverage in location estimation. One possible approach is Gaussian Process (GP) regression, also called Kriging in geostatistics\(^3\), using the existing data, GP regression can give an optimal linear unbiased prediction at unsampled locations. In the existing work for RSSI data augmentation (e.g.,\(^2\)), GP regression is used to exploit the spatial correlation among RSSI observations, which, however, is limited to those from one Access Point (AP) only, i.e., the regression based on Single-Output GP (SOGP). Note that there could be a significant correlation among RSSI observations from multiple APs which are deployed closely to each other (e.g., APs on the same floor of a building). To exploit the correlation among observations from multiple APs, therefore, we extend GP regression to the case of Multi-Output GP (MOGP) and investigate an optimal way of RSSI data augmentation based on MOGP in this paper.

Another data augmentation algorithm for indoor localization has been recently proposed in\(^10\), which is based on a selective Generative Adversarial Network (GAN) for the generation of fake unlabeled RSSI data and a semi-supervised DNN for pseudo-labeling of the generated fake RSSI data. Unlike our MOGP-based approach exploiting the correlation among observations from different APs over multiple floors, the use of selective GAN in\(^10\) is limited to the RSSI data of a single floor of a building. Also, their algorithm requires two separate neural networks for the generation of fake RSSI vectors and their pseudo-labels, respectively, and depends on rather complicated selection criteria to address the issue of the limited coverage of the generated fake RSSI data because the selective GAN cannot directly model the mapping between location coordinates and RSSI data. Our approach based on MOGP regression, on the other hand, fits a model based on the existing RSSI data, which can be sampled at any point in a given area; hence, it could solve the uneven spatial distribution and lack of RSSI data relatively easily and flexibly.

II. MULTI-OUTPUT GAUSSIAN PROCESS (MOGP)

A. Regression

Let \(X\) and \(Y\) be a training set of \(L\)-dimensional input points (e.g., location coordinates) and a set of the corresponding \(M\)-dimensional output observations (e.g., RSSIs for multiple APs), which are defined as follows:

\[
X = \{x_1, \ldots, x_N\},
\]

\[
Y = \{y(x_1), \ldots, y(x_N)\},
\]

where

\[
x_i = (x_{i,1}, \ldots, x_{i,L})^\top,
\]

\[
y(x_i) = (y_1(x_i), \ldots, y_M(x_i))^\top.
\]

for \(i=1, \ldots, N\). Given \(X\) and \(Y\), MOGP collectively approximates \(M\) outputs \(f = \{f_1, \ldots, f_M\}^\top\) based on the assumption that their joint distribution is given by a multivariate Gaussian distribution, i.e.,

\[
f(x) \sim \mathcal{GP}(m(x), K(x, x')),
\]

where \(m(x)\) is a mean vector, i.e., \((m(x_1), \ldots, m(x_L))^\top\), which are typically set to 0, and \(K(x, x')\) is a covariance matrix defined as follows:

\[
K(x, x') = \begin{bmatrix}
k_{1,1}(x, x') & k_{1,2}(x, x') & \cdots & k_{1,M}(x, x') \\
k_{2,1}(x, x') & k_{2,2}(x, x') & \cdots & k_{2,M}(x, x') \\
\vdots & \vdots & \ddots & \vdots \\
k_{M,1}(x, x') & k_{M,2}(x, x') & \cdots & k_{M,M}(x, x')
\end{bmatrix}, \tag{4}
\]

where \(k_{ij}(\cdot, \cdot)\) is a covariance function also called kernel\(^11\): unlike the mean, the kernel heavily impacts the fitting performance of MOGP\(^12\).

Note that the observations with independent and identically distributed Gaussian measurement noise are modeled as follows:

\[
y_i = f_i(x) + \epsilon_i, \quad i = 1, \ldots, M, \tag{5}
\]

where \(\epsilon_i \sim \mathcal{N}(0, \sigma_i^2)\). In this case, the likelihood function \(\mathcal{L}\) is given by

\[
\mathcal{L}(f, x, \Sigma|y) = p(y|f, x, \Sigma) = \mathcal{N}(f(x), \Sigma), \tag{6}
\]

where \(\Sigma\) is a diagonal matrix with \(\{\sigma_i^2\}_{1 \leq i \leq M}\). Also, the posterior distribution of \(f_* \triangleq f(x_*)\) at a test point \(x_*\) given \(X\) and \(Y\) is

\[
f_*|x_*, X, Y \sim \mathcal{N}\left(\hat{f}(x_*), \hat{\Sigma}(x_*)\right), \tag{7}
\]

where \(\hat{f}(x_*)\) and \(\hat{\Sigma}(x_*)\) are the mean and the variance of the prediction, respectively. Fitting an MOGP with a covariance matrix having a general structure, by the way, is quite difficult; the computational complexity for \(n\) inputs and \(p\) outputs is \(O(n^3 p^3)\)\(^14\). Given the symmetric nature of RSSI data for indoor localization, therefore, we consider symmetric MOGPs in this paper per the suggestion from\(^13\), of which we focus on separable models treating the inputs and outputs separately.

Using the generative approach called Linear Model of Coregionalization (LMC), we can model MOGP outputs as a linear combination of \(R\) latent functions as follows:

\[
f_i(x) = \sum_{r=1}^{R} \alpha_{i,r} g_r(x), \quad i = 1, \ldots, M, \tag{8}
\]

where \(g_r(x) \sim \mathcal{GP}(0, k_r(x, x'))\) and \(\alpha_{i,r}\) is its coefficient. A special case of \(R=1\) is called Intrinsic Coregionalization Model (ICM), and its covariance matrix is given by

\[
K(x, x') = AK_1(x, x'), \tag{9}
\]

where

\[
A = \begin{bmatrix}
\alpha_{1,1} & \alpha_{1,2} & \cdots & \alpha_{1,M,1} \\
\vdots & \ddots & \vdots & \vdots \\
\alpha_{M,1} & \alpha_{M,2} & \cdots & \alpha_{M,M,1}
\end{bmatrix}. \tag{10}
\]

The covariance matrix can be greatly simplified by LMC and ICM, but we still need to specify the kernel—i.e., \(k_1\) in\(^2\)—for a given application. A new kernel can be obtained by linear

\(^1\)The readers are referred to\(^13\) for the details of their derivations.
operations of the known kernel functions \cite{15}, and one of the most wildly used kernels is the Square-Exponential kernel, also called Gaussian Radial Basis Function (RBF) \cite{16}:
\[
k_\gamma(x, x') = \exp \left( -\frac{\|x - x'\|^2}{\gamma^2} \right).
\]
(11)

Since it is infinitely differentiable, the function becomes smoother as $\gamma$ increase; some argues in this regard that the Gaussian RBF is too smooth to model applications in the physical world \cite{16}. In this paper, therefore, we use the Matérn kernel with coefficients $\alpha=5/2$, which is not overly smooth \cite{17}:
\[
k_{5/2,h}(x, x') = \left( 1 + \sqrt{5} \frac{\|x - x'\|}{h} + \frac{\sqrt{5} \|x - x'\|^2}{3h^2} \right) \times \exp \left( -\sqrt{5} \frac{\|x - x'\|}{h} \right).
\]
(12)

**B. Advantages over SOGP in RSSI Data Augmentation**

The reason for using MOGP for RSSI data augmentation instead of SOGP is two-fold. First, MOGP is known to outperform SOGP in predicting multivariate outputs because MOGP can exploit the correlation among the related outputs; for instance, it was demonstrated through the experimental assessment of the prediction performance of GP with eight examples that eight of the ten MOGP models with different characteristics show superiority over SOGP \cite{13}.

Second, the very problem of RSSI data augmentation for multi-building and multi-floor indoor localization suits well MOGP regression as shown in Fig. 1. During the construction of RSSI dataset, RSSIs from multiple APs (i.e., multiple outputs) are measured simultaneously at a given reference point (i.e., an input). As shown in Fig. 1 (a), we can fit multiple SOGP models, i.e., one for each AP by separately and independently processing the RSSI data from that AP. In this case, we can exploit only the spatial correlation among them. To exploit the correlation among RSSIs from multiple APs, especially the APs deployed closely to each other, we process them in an integrated way using a single MOGP as shown in Fig. 1 (b).

**III. RSSI DATA AUGMENTATION BASED ON MOGP**

Figure 2 shows the RSSI samples for W AP13 at building 0 and floor 0 of the UJIIndoorLoc database. The red points on the bottom of Fig. 2 are the reference points where RSSIs were measured, whose cross shape is consistent with the actual shape of the building (i.e., Fig. 4 of \cite{7}). The colors of the points off the bottom represent their signal strengths. When the details of the floor plan are not available, we have to rely on the extreme coordinates of the reference points (i.e., upper left and lower right points based on the assumption of a rectangular floor) during the sampling, which, however, could affect the localization accuracy as discussed in Section IV. Based on the investigation of the RSSI statistics of the UJIIndoorLoc database, we consider three different methods of data augmentation by MOGP, which are discussed in Sections III-A to III-C.

**A. By A Single Floor**

This augmentation method is the simplest of all because it fits an MOGP based only on the RSSIs from APs on a single floor; sampling for the fake RSSI generation is also limited to the same floor as shown in Fig. 3. This method is suitable for a floor with lower signal attenuation in the horizontal direction.
but higher signal attenuation in the vertical direction, the latter of which reduces the effect of APs located on different floors on the RSSIs on the floor under consideration. Unlike SOGP limited to one AP in fitting, this method still can take into account the effect of all the APs on the same floor.

### B. By Neighboring Floors

When there exist impacts on RSSIs from APs on different floors, which is the case for the UJIIndoorLoc database with the floor height of 4 m, we can extend the two-dimensional correlation of the augmentation method by a single floor to the three-dimensional one as shown in Fig. 4 by including RSSIs of the neighboring floors when aggregating the data for the current floor. For example, when a target is the second floor, we fit an MOGP model to the data from the first and the third floors as well as those of the second floor. Compared with the data augmentation method by a single floor, one significant difference is that there is one additional dimension in the kernel to contain height or floor information.

### C. By A Single Building

In this method, the data of a building is taken as a whole in fitting one common MOGP model as shown in Fig. 5. When a building contains staircases, patios, lofts, and so on, this method can consider the correlation of signals in those special structures depending on the coverage of the original data.

### IV. Experiment Results

We select the state-of-the-art RNN model with Long Short-Term Memory (LSTM) cells [6] as our reference localization scheme and carry out experiments with the original and the augmented UJIIndoorLoc datasets in order to investigate the effects of the MOGP-based augmentation on the localization performance. The MOGP regression is implemented based on GPy—i.e., a GP framework in Python developed at the Sheffield machine learning group [18]—following the steps outlined in Section II-A. The Stacked AutoEncoder (SAE) of the RNN model consists of three hidden layers of 256, 128, and 64 nodes, which is followed by two common hidden layers with 128 and 128 nodes. For building and floor classifiers, we have two stacked LSTM cells followed by two Fully-Connected (FC) layers of 32 nodes and 1 output node. Position estimator consists of three FC layers of 512 and 512 nodes and 2 output nodes for two-dimensional location coordinates. We apply early stopping with patience of 10 for coordinate estimation model and 30 with save best only functions activated for building/floor classification model. Table I summarizes the key RNN parameter values for the experiments.

| Parameter               | Value       |
|-------------------------|-------------|
| SAE Hidden Layers       | 256-128-64  |
| SAE Activation          | ReLu        |
| SAE Optimizer           | Adam        |
| SAE Loss                | MSE         |
| Common Hidden Layers    | 128-128     |
| Common Activation       | ReLu        |
| Common Dropout          | 0.2         |
| Common Loss             | MSE         |
| LSTM Cells              | 256-256     |
| LSTM Activation         | ReLu        |
| LSTM Optimizer          | Adam        |
| LSTM Loss               | MSE         |
| BF Classifier Hidden Layers | 32-1       |
| BF Classifier Activation| MSE         |
| BF Classifier Optimizer | Adam        |
| BF Classifier Dropout   | 0.2         |
| BF Classifier Loss      | ReLu        |
| Position Hidden Layers  | 512-512-2   |
| Position Activation     | MSE         |
| Position Optimizer      | Adam        |
| Position Dropout        | 0.1         |
| Position Loss           | tanh        |

The localization performance of the RNN model with the original and augmented UJIIndoorLoc datasets is summarized in Table II, where the floor hit rate is for the correct identification of both building and floor Identifiers (IDs) and the 3D error is the mean of three-dimensional Euclidean distances [19]. It is clear from the results that the data augmentation by a single building outperforms the other two augmentation methods as well as the original data; for all three performance metrics, the data augmentation by a single building provides the best results, though the differences are minor. As discussed in Section II-B, the data augmentation by a single building can take into account the correlation among all RSSI data of a building and thereby provide better predictions at sampling points. These results show that the effects of APs located on different floors—including those on non-neighboring floors—on RSSIs cannot be ignored for the UJIIndoorLoc dataset.

We also compare the localization performance of the RNN with the UJIIndoorLoc dataset augmented by a single building with the three best results from the EvAAL competition [19] as well as the results of [6] in Table III. Note that the comparison in Table III is not done on a fair and strict basis: The original UJIIndoorLoc testing set is not publicly available but was given to those participating in the EvAAL competition; the results from the experiments in this paper and those in [6] are based only on the training and the validation sets of the
TABLE II
COMPARISON OF THE LOCALIZATION PERFORMANCE WITH THE ORIGINAL AND THE AUGMENTED UJIINDOORLOC [7] DATASETS.

| Performance metric | Original dataset | Augmented dataset |
|--------------------|------------------|-------------------|
|                    | By a single floor | By neighboring floors | By a single building |
| Building hit rate [%] | 99.99 | 99.99 | 99.80 | 99.99 |
| Floor hit rate [%] | 92.92 | 93.12 | 92.70 | 93.84 |
| 3D error [m] | 8.61 | 8.87 | 8.85 | 8.59 |

TABLE III
RESULT COMPARISON

| Performance metric | RNN with augmented dataset | RNN [6] | MOS-AIC | HFTS | ICSL |
|--------------------|-----------------------------|---------|---------|------|------|
|                    | 100 | 98.65 | 100 | 100 | |
| Floor hit rate [%] | 94.20 | 95.23 | 93.86 | 96.25 | 86.93 |
| 3D error [m] | 8.42 | 8.62 | 11.64 | 8.49 | 7.67 |

UJIIndoorLoc database, where the validation set was splitted into new validation and testing sets. Also, note that the results in Table III is the best ones unlike the average ones in [11] Still, the results in Table III are enough to demonstrate the feasibility of the proposed RSSI augmentation by a single building, where the 3D positioning error is reduced by 0.2 m compared to that of [6].

V. CONCLUDING REMARKS

In this paper, we have proposed MOGP-based RSSI data augmentation for multi-building and multi-floor indoor localization and evaluated its localization performance using the RNN model [6] and the UJIIndoorLoc dataset [7]. We first compared three different methods of augmentation—i.e., by a single floor, by neighboring floors, and by a single building—and found that the augmentation by a single building outperforms the other two. Then, we also compared the localization performance of the RNN model with the UJIIndoorLoc data augmented by a single floor with the three best results from the EvAAL competition [19] as well as the results of [6]. These results demonstrate the feasibility of using MOGP to augment the existing localization databases, which is important given the difficulty of data collection in an indoor environment, especially under the current epidemic situation of COVID-19.

Note that the localization error can be further reduced if the database can provide more detailed information on floor plans: When generating fake RSSI data with MOGP, sampling locations based on the simple assumption of rectangular floors could be located outside actual buildings like the cross-shaped building in the UJIIndoorLoc database discussed in Section III. In such a case, we can adjust sampling points based on the detailed floor plans from the database, e.g., imposing more limiting parameters on MOGP or filtering sampling points based on the floor plans, which is to be investigated in future work.
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