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Abstract

In many fields of study, we only observe lower bounds on the true response value of some experiments. When fitting a regression model to predict the distribution of the outcomes, we cannot simply drop these right-censored observations, but need to properly model them. In this work, we focus on the concept of censored data in the light of model-based optimization where prematurely terminating evaluations (and thus generating right-censored data) is a key factor for efficiency, e.g., when searching for an algorithm configuration that minimizes runtime of the algorithm at hand. Neural networks (NNs) have been demonstrated to work well at the core of model-based optimization procedures and here we extend them to handle these censored observations. We propose (i) a loss function based on the Tobit model to incorporate censored samples into training and (ii) use an ensemble of networks to model the posterior distribution. To nevertheless be efficient in terms of optimization-overhead, we propose to use Thompson sampling s.t. we only need to train a single NN in each iteration. Our experiments show that our trained regression models achieve a better predictive quality than several baselines and that our approach achieves new state-of-the-art objectives and can speed up optimization by orders of magnitude (Hutter, 2017; Kleinberg, Leyton-Brown, and Lucier, 2017; Kleinberg et al., 2019). Censoring strategies thus substantially contribute to the state of the art for automated algorithm configuration; the potential of which has been demonstrated in many domains of AI by providing speedup factors of up to 3000× in satisfiability solving (Hutter et al., 2017), 118× in AI planning (Vallati et al., 2013), 100× for reinforcement learning (Falkner, Klein, and Hutter, 2018), 28× for time-tableing (Chiarandini, Fawcett, and Hoos, 2008), 52× for mixed integer programming (Hutter, Hoos, and Leyton-Brown, 2010), and 14× for answer set solving (Gebser et al., 2011). However, the efficiency of the model-based optimizers stands and falls with the quality of the empirical performance model at their core.

Bayesian optimization (BO) (Shahriari et al., 2016), as one of the most studied model-based approaches, commonly uses Gaussian processes (GPs) (Mockus, 1994; Brochu, Cora, and de Freitas, 2010; Snoek, Larochelle, and Adams, 2012) or random forests (RFs) (Feurer et al., 2015; Cáceres, Bischl, and Stützle, 2017; Candelieri, Perego, and Archetti, 2018), but recently methods based on neural networks (NNs) have been shown to perform superior on some applications (Schilling et al., 2015; Snoek et al., 2015; Springenberg et al., 2016; Perrone et al., 2018; White, Neiswanger, and Savani, 2019). In this work, we extended this NN-based Bayesian optimization to work in the presence of partially censored data. Specifically, our contributions are:

1. We propose to use the Tobit loss for training NNs to properly handle noisy and censored observations.
2. We study the impact of censoring on the training of NNs using this loss function.
3. We show that ensembles of NNs, trained on censored data, in combination with Thompson Sampling yield efficient optimization procedures.
4. We demonstrate the benefit of our model on two runtime minimization problems, outperforming the previous state of the art.

Introduction

When studying the outcome of an experiment we might only observe a lower or an upper bound on its true value – a censored observation. Such censored data is present in many applications, in particular if individual observations are costly in terms of time and resources. For example when studying the impact of a fertilizer, the quantity of a toxin can drop below the detection level of the measurement device; when studying the expected lifetime of hard drives, the study might be stopped before all hard drives have exceeded their lifetime; or when studying the damage of insect pests to growing crops, some plants might still be healthy at harvesting time. To analyze such time-to-event data it is crucial to handle censored data correctly to avoid over- or underestimation of the quantity of interest.

In this work, we study the concept of censored data in the light of model-based optimization where we are interested in minimizing an objective function describing the time required to achieve a desired outcome. We focus on optimization procedures that actively terminate evaluations to speed up the optimization by spending less time on poorly performing evaluations and thus generate right-censored data. This censoring mechanism enables to efficiently tune costly objectives and can speed up optimization by orders of magnitude (Hutter, 2017; Kleinberg, Leyton-Brown, and Lucier, 2017; Kleinberg et al., 2019). Censoring strategies thus substantially contribute to the state of the art for automated algorithm configuration; the potential of which has been demonstrated in many domains of AI by providing speedup factors of up to 3000× in satisfiability solving (Hutter et al., 2017), 118× in AI planning (Vallati et al., 2013), 100× for reinforcement learning (Falkner, Klein, and Hutter, 2018), 28× for time-tableing (Chiarandini, Fawcett, and Hoos, 2008), 52× for mixed integer programming (Hutter, Hoos, and Leyton-Brown, 2010), and 14× for answer set solving (Gebser et al., 2011). However, the efficiency of the model-based optimizers stands and falls with the quality of the empirical performance model at their core.

Bayesian optimization (BO) (Shahriari et al., 2016), as one of the most studied model-based approaches, commonly uses Gaussian processes (GPs) (Mockus, 1994; Brochu, Cora, and de Freitas, 2010; Snoek, Larochelle, and Adams, 2012) or random forests (RFs) (Feurer et al., 2015; Cáceres, Bischl, and Stützle, 2017; Candelieri, Perego, and Archetti, 2018), but recently methods based on neural networks (NNs) have been shown to perform superior on some applications (Schilling et al., 2015; Snoek et al., 2015; Springenberg et al., 2016; Perrone et al., 2018; White, Neiswanger, and Savani, 2019). In this work, we extended this NN-based Bayesian optimization to work in the presence of partially censored data. Specifically, our contributions are:

1. We propose to use the Tobit loss for training NNs to properly handle noisy and censored observations.
2. We study the impact of censoring on the training of NNs using this loss function.
3. We show that ensembles of NNs, trained on censored data, in combination with Thompson Sampling yield efficient optimization procedures.
4. We demonstrate the benefit of our model on two runtime minimization problems, outperforming the previous state of the art.
Furthermore, we assume that the true (non-censored) value has been censored and the empirically observed distribution. Fitting a maximum-likelihood model on such data could lead to substantial underestimations of the target value’s true mean.

We will explain in the next section how such data is generated by a stochastic process as is the case for, e.g., observing the time of a non-deterministic algorithm.

### Formal Problem Setting

First, we formally describe the problem setting we address in this work by discussing the challenges of regression under censored observations and showing how these relate to model-based optimization.

#### Regression under Censored Data

We focus here on a specific type of data where the variable of interest is the time\(^1\) until an event occurs, e.g., until an algorithm has solved a task at hand. If this event does not occur within the time allocated for an evaluation, we obtain a right-censored observation, i.e., a lower bound on its actual runtime, but not the actual value. There exist two other types of censored values which we do not consider here since they do not occur during the type of optimization we are interested in: left-censored values for which the start time is unknown, but the event has happened (e.g., we do not know when the algorithm has started) and interval-censored values for which we know that the event has happened within some time interval (e.g., we know that the algorithm has solved the problem within 10 to 20 seconds).

Our goal is to build a regression model trained on data \( \mathcal{D} = (x_i, y_i, I_i)_{i=1}^n \), where \( x_i \in \mathbb{R}^d \) is the \( d \)-dimensional input, \( y_i \) is the observed value and \( I_i \in \{1, 0\} \) is a binary variable indicating whether the value of this observation has been censored or not; if \( I_i = 1 \), the \( i \)-th observation has been censored and \( y_i \) is only a lower bound of the true value. Furthermore, we assume that the true (non-censored) value \( y_i \) is generated by a stochastic process as is the case for, e.g., observing the time of a non-deterministic algorithm. We will explain in the next section how such data is generated. In Figure 1 we visualize how the observed distribution changes when some of the samples are censored. The upper plot shows the true distribution which generated the observations, and the middle (lower) plot shows how censoring at fixed (randomly chosen) censoring thresholds skew the empirically observed distribution. Fitting a maximum-likelihood model on such data could lead to substantial underestimations of the target value’s true mean.

\(^1\)We use the term *time* for simplicity, but we note that this notation also generalizes to other metrics, e.g., CPU cycles, gradient descent steps, training epochs, and number of memory accesses.

### Censoring Strategies

As discussed before, we consider optimization procedures that actively cap the evaluation of poorly performing configurations. A well known example for such procedures is algorithm configuration (AC) (Hutter et al. 2009) based on BO methods using a censoring strategy. In Figure 2 we provide an overview of this iterative procedure. AC in principle performs the same steps as BO, but instead of evaluating a selected configuration in isolation, it is raced against the best configuration seen so far and might be prematurely terminated if it performs worse. This racing procedure accommodates for noise across repeated evaluations of the same configuration using different seeds or solving different problem instances. Thus, besides choosing a configuration \( \lambda \) to evaluate next, AC methods in addition define a cutoff time \( \kappa \) at which each evaluation will be terminated. The cutoff \( \kappa \) can either be a globally set cutoff \( \kappa_{\text{max}} \) or be adapted for each new run, such that new configurations use at most as much time as the best configuration seen so far (Hutter et al. 2009). For a configuration \( \lambda_i \) at the \( i \)-th observation, we then observe

\[
c_i = \min (\kappa_i, c(\lambda_i))
\]

with \( c(\lambda_i) \) being a sample from the cost metric (which we only fully observe if \( c(\lambda_i) \leq \kappa_i \)). These observations form the training data \( \mathcal{D} = (\lambda_i, c_i, I_i)_{i=1}^n \) for the model (i.e.,

---

**Figure 1**: True and observed normal distributions with and without censored observations.

**Figure 2**: Model-based algorithm configuration using racing and censoring strategies.

**Sequential Model-based Optimization Using Censoring Strategies**

We aim to find a solution \( \lambda^* \) minimizing a black-box function describing the stochastic cost metric \( c: \lambda \rightarrow \mathbb{R}^+ \) of evaluating \( \lambda \in \Lambda \) (e.g., the time to obtain a solution):

\[
\lambda^* \in \arg \min_{\lambda \in \Lambda} \mathbb{E}[c(\lambda)].
\]

Sequential model-based optimization, especially Bayesian Optimization (BO; (Brochu, Cora, and de Freitas 2010; Shahriari et al. 2016)), has been demonstrated to work well for such problems. This optimization procedure typically iterates over three phases: (i) fitting a probabilistic model on all observations, (ii) choosing the next configuration to evaluate based on the model and an acquisition function, e.g., Expected Improvement (Jones, Schonlau, and Welch 1998) and (iii) evaluating this configuration. In this work, we focus on how to conduct step (i) in the presence of censored observations.

As discussed before, we consider optimization procedures that actively cap the evaluation of poorly performing configurations. A well known example for such procedures is algorithm configuration (AC) (Hutter et al. 2009) based on BO methods using a censoring strategy. In Figure 2 we provide an overview of this iterative procedure. AC in principle performs the same steps as BO, but instead of evaluating a selected configuration in isolation, it is raced against the best configuration seen so far and might be prematurely terminated if it performs worse. This racing procedure accommodates for noise across repeated evaluations of the same configuration using different seeds or solving different problem instances. Thus, besides choosing a configuration \( \lambda \) to evaluate next, AC methods in addition define a cutoff time \( \kappa \) at which each evaluation will be terminated. The cutoff \( \kappa \) can either be a globally set cutoff \( \kappa_{\text{max}} \) or be adapted for each new run, such that new configurations use at most as much time as the best configuration seen so far (Hutter et al. 2009). For a configuration \( \lambda_i \) at the \( i \)-th observation, we then observe

\[
c_i = \min (\kappa_i, c(\lambda_i))
\]

with \( c(\lambda_i) \) being a sample from the cost metric (which we only fully observe if \( c(\lambda_i) \leq \kappa_i \)). These observations form the training data \( \mathcal{D} = (\lambda_i, c_i, I_i)_{i=1}^n \) for the model (i.e.,
Related Work on Modeling under Censored Data

Handling censored data has a long history in the field of survival analysis [Kleinbaum and Klein, 2012]. Haider et al. (2020) studying statistical procedures to describe survival or hazard functions. Commonly used methods are the Kaplan-Meier estimator [Kaplan and Meier, 1958], the Cox Proportional Hazards model [Cox, 1972], the accelerated failure time model [Kalbfleisch and Prentice, 2002], and also extensions to regression models, such as NNS [Katzman et al., 2018; Lee et al., 2019] and RFs [Ishwaran et al., 2008]. However, here, we are not interested in the impact of different risk factors or the risk of the occurrence of the event at a specific time step (the so-called hazard function), but we are interested in the mean survival time given a configuration. Additionally, for methods modeling the survival function relying on a non-parametric survival function, such as the Kaplan-Meier estimator, the mean survival time is not well defined if the largest observation is censored, which is the case for model-based optimization.

Survival analysis methods in the context of modeling algorithm performance have been studied by [Gagliolo, 2010] in order to construct online portfolios of algorithms to solve a sequence of problem instances. However, much more related to our work is the method introduced by Schmee and Hahn (1979) for regression with censored data. This method iteratively increases the values of censored data using a two step procedure: (1) Fit a model to the current data and (2) update the censored values according to the mean of the predicted normal distribution truncated at the observed censored value (to ensure that the updated value can never become smaller than the observed value). Steps (1) and (2) are repeated until the method converged or a manually defined number of iterations was performed. This procedure has been adapted to work with Random Forests and has been demonstrated to work well as a model for model-based optimization to minimize the runtime of stochastic algorithms [Hutter, Hoos, and Leyton-Brown, 2011a]. As we show in our experiments, this method performs similarly to our approach, but because of its iterative nature, it is slower than ours by at least a factor of $k$ if using $k$ iterations.

Other related work includes regression models for handling censored data in a specific context different from ours, e.g., a weighted loss function for fitting a linear regression for high-dimensional biomedical data [Li, Vinzamuri, and Reddy, 2016] or a two-step procedure for Gaussian process regression to build a model that resembles the output of a (physical) experiment where observations might be censored due to unknown resource constraints [Chen et al., 2019].

Training a Neural Network on Censored Observations

The model at the heart of state-of-the-art model-based optimization methods has to handle various challenges such as highly varying noise and most importantly for us: censored data. Neural Networks (NNs) provide a flexible learning framework based on (stochastic) gradient descent allowing to use any differentiable loss function. We will make use of this flexibility to incorporate censored data during training.

First, we want to model the value of interest as a random variable with a normal distribution, e.g. data fed into the model describing the cost of a stochastic algorithms can contain aleatoric noise. We model this parametric distribution by adding a second output neuron to the last layer modeling the variance [Nix and Weigend, 1994], i.e. our NN predicts a mean $\mu_i$ and variance $\sigma^2_i$ depending on the input $\lambda_i$.

To train our network on data $D = \{(\lambda_i, c_i, I_i)_{i=1}^{n}\}$, we use the negative log-likelihood (NLL), customary in deep learning:

$$-\log L((\hat{\mu}_i, \hat{\sigma}^2_i)_{i=1}^{n} | D) = -\sum_{i=1}^{n} \log(\phi(Z_i)),$$

with $\hat{\mu}_i$ and $\hat{\sigma}^2_i$ being the predicted mean and variance of the objective value for a configuration $\lambda_i$ and $\phi$ being the standard normal probability density function.

Using this loss also for censored observations yields sub-optimal estimators underestimating the true distribution (see Plot (a) in Figure 3). A simple solution would be to employ the iterative model-agnostic procedure proposed by Schmee and Hahn (1979) (SKH) to restore censored values before training the final model. However, this multiplies the training time depending on an additional hyperparameter, the number of iterations (e.g. for 5 iterations we would need to train 5 models). Furthermore, treating the censored information would be decoupled from the training procedure potentially misleading the estimator (see Plot (b) in Figure 3).

Instead, our approach relies on a solution handling censored data directly within the loss function. In the sum of likelihoods from Eq. (3) we correct the terms for censored observations. For right-censored data, all we know is a lower bound on the actual time of occurrence and this quantity can be described by $1 - \Phi(Z_i)$, with $\Phi$ being the standard normal cumulative distribution function [Gagliolo and Schmidhuber, 2006; Klein and Moeschberger, 2006], also known as the Tobit likelihood function [Tobin, 1958]. These two terms complement each other by describing the information obtained from censored observations, i.e., the probability that the true value for this observation lies above the observed value, and the information obtained from uncensored observations, i.e., the probability of observing the observed value. This yields the following loss function we use to train our network on data $D = \{(\lambda_i, c_i, I_i)_{i=1}^{n}\}$:
and ensembles of NNs using the Tobit loss (d). We show results for random censoring in (a, b, c, d) and fixed censoring in (e).

Figure 3: Comparing the predictive quality of NNs ignoring censoring information (a) using S&H (b) using the Tobit Loss (c) and ensembles of NNs using the Tobit loss (d). We show results for random censoring in (a, b, c, d) and fixed censoring in (e).

\[- \log L \left( \left( \hat{\mu}_i, \hat{\sigma}_i^2 \right)_{i=1}^n \mid D \right) = \]
\[- \log \left( \phi(Z_i)^{1-I_i} (1 - \Phi(Z_i))^{I_i} \right), \]
\[I_i = \begin{cases} 0, & \text{if } c_i \leq \kappa_i \\ 1, & \text{otherwise} \end{cases} \]

Using this loss function allows to directly handle the information obtained from censored observations during training without any additional overhead as in S&H and can yield predictions close to the actual values (see Plot (c) in Figure 3) predicting values for censored points to be higher than the observed censored value (orange markers).

Integration into Model-Based Optimization

Next, we will describe how we make use of our NN model within model-based optimization and how we use model uncertainty to select the next configuration to evaluate.

First, since the runtime distributions of stochastic algorithms are known to exhibit heavy-tails for each configuration (Gomes and Selman 1997; Eggensperger, Lindauer, and Hutter 2018) and are constrained to be larger than zero we model the log of the observed runtime. Thus, we can model the distribution of its log-function values as a normal distribution. Such a parametric distribution assumption allows us to efficiently model the distribution of the quantity of interest (Pinhile 2006).

Secondly, we note that the model uncertainty is different from the aleatoric noise modeled by the second output neuron (which is not relevant for modeling the mean performance of a configuration). A full Bayesian treatment of all weights in the NN would provide model uncertainty (Neal 1996); however, this would come with a large computational overhead and additional hyperparameters to tune. Recently, Lakshminarayanan, Pritzel, and Blundell (2017) showed that an ensemble of NNs with random initializations also yield robust and meaningful predictive uncertainty estimates. We use this approach to model the posterior distribution of the objective function with the modification that we do not use the estimated aleatoric noise, since the goal in BO is to compute a predictive distribution over the true function value at a point, not for the noisy observations at the point. Hence, we compute the mean \( \mu_\lambda \) and variance \( \sigma_\lambda^2 \) for a configuration \( \lambda \) based on an ensemble of size \( M \) as follows:

\[ \mu_\lambda = \frac{1}{M} \sum_{m=1}^{M} \hat{\mu}_\lambda^{(m)} \quad \sigma_\lambda^2 = \frac{1}{M} \sum_{m=1}^{M} (\hat{\mu}_\lambda^{(m)} - \mu_\lambda)^2. \]

Plot (d) in Figure 3 shows the predictive mean and variance of an NN ensemble trained on noisy data with randomly censored data. The uncertainty favorably increases for unseen locations and the NNs were able to prune out the noise.

However, the most natural idea to simply use these ensembles comes with the risk of over-exploring poor regions: The mixed loss function we use to train our network only constrains the network to predict above the censoring threshold and the models can, in principle, predict arbitrarily high values resulting in a potentially high empirical variance (see the left part of Plot (e) in Figure 3). This could make poorly performing areas, where we have only observed censored data, promising for acquisition functions using the predictive uncertainty despite the fact that none of the NNs predict the area to be promising. For this reason in practice we use Thompson Sampling (Thompson 1933), i.e. we draw a sample function from the posterior distribution of the surrogate model and evaluate the configuration at its optimum. Thompson sampling based on ensembles has been shown to work well for online decision problems and reinforcement learning (Osband et al. 2016; Lu and Roy 2017). However, in contrast to this work, we do not maintain a set of ensemble members and draw from it to select the next configuration to evaluate but train a network from scratch in each iteration. This renders the requirement for reasonable uncertainty estimates in poor areas with only censored samples unnecessary and comes with the benefit of significantly reducing the computational requirement since we only need to train a single NN instead of the whole ensemble.

Studying the Impact of Censored Observations

Now, we turn to the empirical evaluation of our model.

Implementation Details. Following Snoek et al. (2015), we use a fully connected feedforward NN with 3 hidden layers, each with 50 neurons and \textit{tanh} activations. To train our
network, we use SGD with momentum, a batch size of 16, and a cyclic learning rate with one cycle increasing the learning rate to $1e^{-2}$ and then decreasing it again (Smith, 2018). As regularization, we apply weight decay of $1e^{-2}$ and clip the gradients to be within $[-0.1, 0.1]$. To stabilize training, we use a softplus function for our second output neuron to ensure a positive value of the predicted standard deviation. Also, naturally all methods achieved the best results on the 80th percentile and 19.5% censored data.

![Figure 4: Mean and variance of RMSE across a 5-fold CV of an ensemble built by using 5 iterations of the S&H algorithm and using the Tobit loss. Left: Hartmann6 with aggressive censoring starting at the 20th percentile and 52% censored data. Right: Hartmann6 with mild censoring starting at the 80th percentile and 19.5% censored data.](image)

**Model-based Optimization**

Next, we study two real-world runtime minimization problems which we first briefly describe.

**Tuning the runtime of a local-search SAT solver.** We use an existing benchmark for consistency with prior work and tune 4 continuous hyperparameters of Saps (Hutter, Tompkins, and Hoos, 2002) on 3 SAT instances as introduced by Hutter et al. (2010). The instances are quasigroup completion problems ($QC\Pi$) (Gomes and Selman, 1997) of increasing difficulty denoting the 50th ($QC\Pi_{med}$), 75th ($QC\Pi_{q075}$) and 95th ($QC\Pi_{q095}$) quantiles of hardness for Saps w.r.t. a large distribution of instances. Instead of runtime in seconds, we optimize the number of steps as a more robust measurement (Eggenberger et al., 2018). We ran each optimization method for 60min and set the overall cutoff to

**Baselines.** First, we study how well NNs trained with the Tobit loss function (T) perform on censored data. We compare our loss function to three alternative baselines using only NLL as a loss function: ignoring the censoring information, i.e., the ensemble trains on the same data but does not know which of the values are censored (I); dropping censored data, i.e., training the ensemble only on non-censored values (D); and using 5 iterations of the iterative procedure proposed by Schmei and Hahn (1979) (S&H). For all methods, we trained ensembles of size 5 and trained each network for 10 000 epochs.

**Problem Setup.** To study our NNs under controlled conditions, we consider 4 synthetic global optimization problems: Branin (2D), Camelback (2D), and 2 versions of the Hartmann Function (3D and 6D), to obtain training data. For each function $f$ we sample $100 \times D$ locations. We generated 10 copies of our training data and added normally distributed noise with $\mu = 0$ and $\sigma = (\max(f) - \min(f)) \cdot 0.1$ to obtain noisy training data. Then, we use a threshold $\gamma$, e.g. the 20th percentile of all observations, and censor all observations at a location $x_i$ for which $f(x_i) \geq \gamma$ with a probability increasing from 0 to 1. This mimics the data obtained during optimization, where censoring caps poorly-performing runs. To study the impact of censored samples, we study 4 different thresholds (10th, 20th, 40th and 80th) covering aggressive censoring and almost no censoring.

**Results.** In Table 1 we report the average root-mean-squared-error (RMSE) using a 5-fold CV of the ensemble mean prediction w.r.t. to the true function values. Looking at the overall results, T achieved the best results, not surprisingly, followed by S&H since both methods incorporate censoring information. However, we note that S&H requires $5\times$ the training time of using the Tobit loss. The alternative, I, performs worse since the model learns from biased data. In contrast, D can yield relatively good results for some cases if the uncensored samples provide enough information. Also, naturally all methods achieved the best results on the datasets with the least fraction of censored observations.

**Figure 4:** Mean and variance of RMSE across a 5-fold CV of an ensemble built by using 5 iterations of the S&H algorithm and using the Tobit loss. Left: Hartmann6 with aggressive censoring starting at the 20th percentile and 52% censored data. Right: Hartmann6 with mild censoring starting at the 80th percentile and 19.5% censored data.

Table 1: RMSE values for ensembles of NNs ignoring censoring information (I), dropping censored observations (D), and using the Tobit loss (T); and under varying levels of randomized censoring (a higher threshold indicates less censoring, see text).

| Model | 10th percentile | 20th percentile | 40th percentile | 80th percentile |
|-------|-----------------|-----------------|-----------------|-----------------|
|       | I   | D   | S&H | T   | I   | D   | S&H | T   | I   | D   | S&H | T   |
| brain | 62.6 | 33.6 | 31.5 | **28.6** | 57.1 | **21.4** | 22.7 | 22.8 | 53.3 | 22.2 | 22.4 | **19.2** | 24.6 | 15.1 | 14.0 | **8.2** |
| camel | 31.9 | 25.5 | 24.2 | **23.6** | 31.4 | 25.2 | 23.9 | **22.6** | 29.6 | 25.8 | 22.7 | **20.4** | 15.3 | 18.0 | 11.7 | **8.7** |
| hart3 | 1.6 | 0.2 | 0.3 | 0.3 | 1.2 | 0.2 | 0.3 | 0.2 | 0.5 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| hart6 | 0.5 | 0.2 | 0.2 | 0.3 | 0.3 | 0.2 | 0.2 | 0.2 | 0.3 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
Evaluating the quality of our NNs on runtime data

Before turning to the optimization problem, we first study the performance of our model on data obtained from actual optimization runs. For this, we train our model posthoc on runhistories \((\lambda_i, c_i, I_i)_{i=1}^n\) obtained from running random search with racing, containing all observations evaluated during optimization. We consider one task from each of our optimization problems: Tuning Saps on QCP\(_{q095}\) and tuning time-to-accuracy on the Adult dataset. We used 32 runhistories for QCP\(_{q095}\) and 16 for Adult and used 8 and 4, respectively, of these as a hold-out test set. For each configuration in the test set, we collected observations to obtain an empirical estimate of its actual performance.

To obtain results in a feasible time we applied a global cutoff yielding still some globally censored values. To obtain a ground truth value for each configuration to compare our prediction against, instead of using the empirical mean biased due to the global cutoff, we use the mean of a normal distribution fitted via maximizing the Tobit likelihood on the log-values. We note that this only makes a difference for configurations where we observed uncensored and timed-out runs. We replaced all values higher than the globally set cutoff by the cutoff before computing any metrics.

Figure 5: Results for I, D, S&H and T on actual runtime data. The upper plots show RMSE and CC when training on increasing fractions of observed data during optimization and tested on unseen data from the same distribution. The lower plots show predicted values versus true observations on a log-scale for training on 100% of the data obtained on the QCP\(_{q095}\).
CC values indicate how well a method preserves the ranking between configurations and again, T performs best followed by S&H. Both, D and I, perform worse due to underestimating the true values. In the second row, we plot actual predictions against the empirical mean showing the difference in the quality of the predictions. While T preserves the ranking between configurations best, D and I tend to predict the training data mean, making these bad choices for the optimization procedure. S&H performs slightly better but does not restore censored values with the same quality as T.

Table 2: Results for minimizing number of steps for Saps (upper) and the time-to-accuracy for NNs (lower). For each optimization method, we report the median, the lower and upper quartiles across 32 (Saps) and 16 (NN) repetitions. We evaluated the final configuration 1000 times for Saps and 100 times for the NN. We underline the best found value and boldface values that are not statistically different due to a random permutation test with 100000 permutations. In the lower part of the table, we report the average rank and the averaged normalized score for each optimization method.

| Set          | Default | Rand | RF w\ S&H | NN w\ TS & Tobit |
|--------------|---------|------|-----------|------------------|
| QCPred       | 64.57   | 12.10| 12.09[11.79;12.52] | **11.43**[11.27;11.87] |
| QCP5075      | 2889.52 | 27.09| **26.22**[25.35;27.49] | **24.99**[24.28;25.58] |
| QCP9095      | 9928.54 | 131.26| **130.33**[118.17;140.07] | **113.16**[108.72;119.54] |
| adult        | 8.69    | 8.69[7.58;8.69] | 4.42[4.27;5.43] | **3.85**[3.80;4.15] |
| airlines     | 38.99   | 32.40[28.76;36.22] | 26.82[25.47;28.94] | **24.32**[24.04;24.90] |
| bank         | 12.17   | 11.02[10.36;11.88] | 9.57[9.24;10.10] | **9.04**[8.93;9.36] |
| connect-4    | 47.41   | 22.55[21.43;27.47] | **12.54**[12.02;13.65] | **15.87**[13.97;17.27] |
| credit-g     | 39.71   | **10.77**[5.79;19.14] | 4.52[4.28;5.86] | **4.98**[4.96;7.56] |
| jannis       | 16.61   | 11.97[11.30;12.41] | **10.33**[10.20;10.58] | **10.90**[10.22;10.52] |
| numerai      | 15.36   | 9.06[8.68;9.44] | **8.37**[8.31;8.75] | **8.67**[7.72;9.33] |
| vehicle      | 7.5     | **3.35**[3.26;3.46] | 3.10[2.91;3.25] | **2.80**[2.04;3.47] |
| average rank | -       | 3     | 1.77      | 1.27             |
| average score| -       | 63.77 | 86.08     | 91.39            |

NNs for Algorithm Configuration

Now, we turn to the results of using our model on 11 minimization tasks. As a competitive baseline, we use the state-of-the-art sequential model-based optimization framework SMAC (Hutter, Hoos, and Leyton-Brown, 2011b) using RFs to handle censored data with S&H (Hutter, Hoos, and Leyton-Brown, 2011a), which we replace with our NNs using Thompson Sampling (NN w\ TS & Tobit). Additionally, we ran random search (Rand) as a baseline to quantify the contribution of a model to the optimization procedure. We ran the experiments as discussed above and report the median performance of all methods in Table 2. Additionally, we report the average rank and the average normalized score across all scenarios (see appendix (Table 3) for more details).

In general, all methods found configurations that substantially improve over the default configuration being more than 80× (Saps on QCP9095) and 8× (time-to-accuracy on credit-g) faster. Furthermore, all model-based methods perform better than Rand for all benchmarks and almost always statistically significantly so. Looking at the Saps results and comparing the RF-based method to our method, we found that NN w\ TS & Tobit performed better on all scenarios indicating that the networks with Thompson sampling indeed work well for such low-dimensional and noisy bench-

marks. On the higher dimensional tasks minimizing time-to-accuracy, the RF model performs more competitively, but still NN w\ TS & Tobit performs significantly better on 2 out of 8 tasks and better or competitively on the remaining datasets. Also, looking at the aggregated rank and score, NN w\ TS & Tobit obtained the lowest rank and the highest score showing that NNs are a promising alternative.

Conclusion and Future Work

Better methods for efficiently handling censored data directly lead to improvements for model-based optimization in a wide variety of domains, e.g., minimizing the time-to-accuracy for machine learning algorithms and the solution time for combinatorial optimization. Recently, the potential of NNs to rival and outperform GP- and RF-based Bayesian optimization has been demonstrated, but they have not yet been extended for optimization procedures relying on censoring strategies as one of their primary factor for efficiency. In this work, we propose a theoretically motivated loss function (Tobin, 1958) which directly incorporates censored data, and thus, the missing piece for NN-driven optimization procedures for these domains. We empirically showed how well our loss function works for censored data and evaluated our solution on real optimization benchmarks outperforming the previous state of the art.

Building on these promising results, for future work, it would be interesting to investigate how to extend our model for training on non-Gaussian distributions and in the joint space of configurations and tasks (Eggersperger, Lindauer, and Hutter, 2018). Furthermore, another interesting direction would be to study whether the model capacity of the NNs can be adapted over time during the optimization (Franke et al., 2019). Finally, we believe the overhead of training the model can be further reduced by studying how to reuse trained NNs during optimization (Huang et al., 2017).
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More details for Studying the Impact of Censored Observations

Here, we provide additional results for evaluating the predictive quality of our NNs on actual data obtained during optimization. Based on the same experiments as in the main paper, we plot the L2 loss between the predicted median and the empirical median (as a more robust metric when observing censored data) and the RMSE when only considering configurations for which the mean performance is better than the global cutoff value (to provide an alternative measurement that takes only the actually observed performance range into account).

Figure 1: Results for I, D, S&H and T on actual runtime data. The upper plots show L2 loss w.r.t. the empirical and predicted median and the lower plots show RMSE w/o timeouts when training on increasing fractions of observed data during optimization and tested on unseen data from the same distribution.

More details for Model-based Optimization

Here, we provide the configuration spaces used for tuning the number of steps for Saps (Table 2) and for tuning time-to-accuracy for neural networks (Table 1). Further-

Figure 2: Results for I, D, S&H and T. We show predicted values versus true observations on a log-scale for training on 100% of the data obtained on the time-to-accuracy benchmark adult.

more, analogously to Table 2 in the main paper, we provide in Table 3 for each optimization problems the median score, which describes the percentage of the best found configuration per run and the overall best found function value normalized between the best and worst found configuration per scenario.
Table 1: 4-dimensional searchspace for tuning Saps.

| name     | range    | default | type | log |
|-----------|----------|---------|------|-----|
| alpha     | [1, 1.4] | 1.3     | float | ✓  |
| rho       | [0, 1]   | 0.8     | float | X  |
| ps        | [0, 0.2] | 0.05    | float | X  |
| wp        | [0, 0.06]| 0.01    | float | X  |

Table 2: 7-dimensional searchspace for tuning neural networks.

| name          | range                   | default | type | log |
|---------------|-------------------------|---------|------|-----|
| batch size    | [16, 512]               | 32      | int  | ✓  |
| learning rate | $[1e^{-4}, 1e^{-3}]$    | $1e^{-3}$| float | ✓  |
| momentum      | [0, 0.99]               | 0.99    | float | X  |
| weight decay  | $[1e^{-5}, 1e^{-3}]$    | $1e^{-3}$| float | X  |
| #layers       | [1, 5]                  | 2       | int  | X  |
| #units        | [64, 1024]              | 128     | int  | ✓  |
| dropout       | [0, 1]                  | 0.5     | float | X  |

Table 3: Results for minimizing number of steps for Saps (upper) and the time-to-accuracy for NNs (lower), see Table 2 in the main paper. We report the averaged score normalized with the best and worse final configuration found by an optimization procedure. For each optimization method we report the median, the lower and upper quartiles across repetitions. For Saps, we conducted 32 runs and evaluated the final configuration 1000 times run with a different seed while for the NNs, we conducted 16 runs and evaluated each configuration 100 times run with a different seed. We underline the best found value and boldface values that are not statistically different due to a random permutation test with 100 000 permutations.

| Set          | Rand  | RF w\S&H | NN w\TS & Tobit |
|--------------|-------|----------|------------------|
| QCP<sub>med</sub> | 70.21 | 70.65    | 86.74            |
| QCP<sub>q075</sub>  | 94.0  | 95.23    | 97.97            |
| QCP<sub>q095</sub>  | 99.65 | 99.66    | 99.86            |

|       | adult | airlines | bank | connect-4 | credit-g | jannis | numerai | vehicle |
|-------|-------|----------|------|-----------|---------|--------|---------|---------|
|       | 16.37 | 43.07    | 30.75| 55.22     | 82.42   | 53.95  | 89.52   | 66.34   |
| QCP<sub>med</sub> | 88.22 | 79.59    | 69.5 | 90.66     | 97.5    | 85.19  | 93.09   | 77.62   |
| QCP<sub>q075</sub>  | 97.91 | 95.91    | 83.74| 78.89     | 96.38   | 85.89  | 91.55   | 91.43   |
| QCP<sub>q095</sub>  |       |          |      |           |         |        |         |         |

| average rank | 3     | 1.72     | 1.27 |
| average score| 63.77 | 86.08    | 91.39|