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Abstract—Lifted Markov chains are Markov chains on graphs with added local “memory” and can be used to mix towards a target distribution faster than their memoryless counterparts. Upper and lower bounds on the achievable performance have been provided under specific assumptions. In this paper, we analyze which assumptions and constraints are relevant for mixing, and how changing these assumptions affects those bounds. Explicitly, we find that requesting mixing on either the original or the full lifted graph, and allowing for reducible lifted chains or not, have no essential influence on mixing time bounds. On the other hand, allowing for suitable initialization of the lifted dynamics and/or imposing invariance of the target distribution for any initialization do significantly affect the convergence performance. The achievable convergence speed for a lifted chain goes from diameter-time to no acceleration over a standard Markov chain, with conductance bounds limiting the effectiveness of the intermediate cases. In addition, we show that the relevance of imposing ergodic flows depends on the other criteria. The presented analysis allows us to clarify in which scenarios designing lifted dynamics can lead to better mixing, and provide a flexible framework to compare lifted walks with other acceleration methods.

I. INTRODUCTION

The importance of algorithms based on Markov chains has been widely demonstrated. In computer science, random walks and Markov chain Monte Carlo form the backbone of many randomized algorithms to solve tasks such as approximating the volume of convex bodies [1] or the permanent of a non-negative matrix [2], or to solve combinatorial optimization problems using simulated annealing methods [3]. In physics, Markov chain Monte Carlo is an indispensable tool for sampling and simulation of many-body systems. Some examples are the use of Glauber dynamics to simulate the Ising model [4] or the Metropolis-Hastings algorithm [5], [6] to sample from the Gibbs distribution.

In general, a Markov chain can be used to sample from a probability distribution that is not directly available nor fully known. This is done by engineering a stochastic evolution, obeying the imposed constraints and using only the available information, that converges, or mixes, to an equilibrium which coincides with the target distribution. What is critical to these applications is how fast the process approaches its equilibrium. Estimating its convergence speed or mixing time is often a main hurdle [7], [8]. Approaches range from estimating the spectral radius of the transition map [9], [10] to the use of advanced coupling and stopping time arguments [11].

In order to accelerate the convergence speed, other stochastic evolutions beyond Markov chains have been proposed: among these are lifted Markov chains [12], [13], [14], where a memory effect is introduced by considering Markov evolutions on an enlarged state space, and quantum walks [15], where the evolution mechanisms are allowed to exploit quantum superposition effects. In this work, we focus on the former, and discuss under which constraints the non-Markovian effects induced by the lifting allow for an improvement over the best available Markov chain on the original state space. More specifically, we consider lifts of a Markov chain originally specified on a graph, and we establish how lower bounds on the mixing time stem not only from the topology of the graph itself, but also from a combination of properties imposed on the lifted evolution. Our results add to the recently revived interest in irreversible and beyond-Metropolis-Hastings techniques, some interesting results of which are presented in [16], [17], [18], [19]. In addition, one of the motivations for the present work is to pave the way towards a quantitative and fair comparison between lifted chains and quantum walks: although very different from an internal dynamics perspective, both these models rely on non-Markovian effects and share many formal similarities that can be made precise within the proposed framework.

Before comparing our analysis with the existing literature, we first introduce the models of interest in Section II, and the constraints we consider in Section III. This will allow us to properly collocate our results with respect to existing ones and highlight the importance of two aspects that have a key role in lift designs: the ability of locally initializing the lifted chain, at least as a function of the initial condition on the reference graph, and the constraints regarding invariance of the target distribution. These two properties allow us to immediately identify some “extreme” scenarios, described in Section IV, where either lifting does not yield any advantage or it allows for reaching the target in the minimum possible finite time, corresponding to the diameter of the graph. This is achieved by embedding in the lift a set of stochastic bridges [20], [21].

Between these two extreme scenarios, we establish lower bounds on the mixing time when only one of the above constraints is requested, together with constraints on the reducibility of the lifted Markov chain, its own mixing properties and
its ergodic flows, in Section V. These bounds depend on the conductance of the graph, which provides a richer description of the graph topology than the diameter. In particular, we show that a conductance bound for the mixing time of lifted Markov chains holds under either of two seemingly unconnected constraints: (i) if we impose that the lifted chain mixes from any initial state in the entire lifted state space (this result is essentially due to [13]); or (ii) we impose that the dynamics leaves the target distribution invariant. Conductance bounds are typically stricter than the diameter-time bound, yet examples show how they still allow for the lifted chains to significantly outperform the best possible standard Markov chain. We note that only one of the two constraints can be imposed if one wants accelerated convergence: when both (i) and (ii) are imposed, the results of the previous sections show that no speedup is possible as compared to a simple Markov chain. On the other hand, if both are relaxed, we are exactly in the diameter-time mixing scenario mentioned above.

A discussion of the results and an outlook on future developments is provided in Section VI. While some of the specific results we include here may not be quite surprising or could even seem to have incremental value, we believe that the present paper fills a hole in the relevant literature and might inspire new developments towards more practical algorithms.

II. MIXING DYNAMICS ON GRAPHS AND THEIR LIFTS

Consider a graph $G = (V, E)$, with $V$ a set of $N$ nodes, which we label as $V = \{1, \ldots, N\}$ and $E$ the set of edges i.e. pairs of nodes. Throughout the paper, graphs are assumed to be connected, and functions on the node space will be represented as vectors in $\mathbb{R}^N$. More details on the linear algebraic representation, in particular on product spaces, are provided in Appendix A. Let $P_N$ be the set of probability vectors in $\mathbb{R}^N$, i.e. each $p \in P_N$ satisfies $x_i \geq 0$ for all $i$ and $\sum_{i \in V} p_i = 1$. Each such $p_i$ represents the probability of node $i \in V$. The basic task, throughout the paper, is the following:

**Problem 1** (Design of mixing dynamics). Design a discrete-time stochastic dynamical system that converges towards a target probability distribution $\pi$ on $V$, as fast as possible from any initial condition on $V$, while respecting the locality associated to the graph.

By respecting the locality of the graph, we mean that the evolution over one time step can only involve transitions between nodes connected by an edge. The target distributions of interest in the following are $\pi$ with full support, namely such that $\pi_i > 0$ for all $i \in \{1, \ldots, N\}$. These are a dense set in $P_N$, and allow us to simplify the analysis. A number of further constraints on the solution process, which precisely specify the design problem at hand, will be discussed in Section III and, as we shall see, the performance of the best available solution will critically depend on these assumptions.

A common approach to address the mixing problem is to converge towards the steady-state distribution $\pi \in P_N$ by iterating a linear, stochastic discrete-time map

$$p(t+1) = P p(t).$$

The transition map $P$ contains the probabilities $P_{i,j}$ to jump from node $i$ to node $j$ and it must satisfy the locality constraints induced by $G$: namely, $P_{i,j} = 0$ if $E$ contains no edge from $i$ to $j$. The goal is to converge towards $\pi$ as fast as possible from any initial $p(0)$. Note that, as $\pi_i > 0$ for all $i$, $P$ must be irreducible in order to allow $p(t)$ to converge to $\pi$ from any $p(0)$. $P$ defines a Markov chain on the node set $V$.

It has been shown [12], [13] that convergence can be accelerated, under the same locality constraints, by adding memory to the Markov chain. Formally, this leads to Markov chains on lifted graphs or, for short, lifted Markov chains.

**Definition 1.** A graph $\hat{G} = (\hat{V}, \hat{E})$ on $\hat{N}$ nodes is called a lift of $G$ if there exists a surjective map $c : \hat{V} \rightarrow V$, such that:

$$(i,j) \in \hat{E} \text{ implies } (c(i),c(j)) \in E.$$

We denote by $c^{-1}$ the map that takes as input a single node $k \in V$ and outputs the set of nodes $\hat{j} \in \hat{V}$ for which $c(\hat{j}) = k$.

We will denote by $x \in P_{\hat{N}}$ a distribution over the lifted graph nodes $\hat{V}$. The associated marginal distribution over $\hat{V}$ is given by $p_k = \sum_{\hat{j} \in c^{-1}(k)} x_j$. In vector representation, this induces the linear map

$$p = C x,$$  \hspace{1cm} (1)

with $C$ a matrix of zeroes and ones. In a lifted Markov chain for $\hat{G}$, the distribution $p(t)$ on $\hat{V}$ at time $t$ is obtained as the marginal of $x(t)$, whose evolution is generated by a linear, stochastic discrete-time map on the lifted graph:

$$x(t+1) = A x(t)$$  \hspace{1cm} (2)

where $A$ satisfies the locality constraints on $\hat{G}$ induced by the underlying $G$, i.e. $A_{\hat{j}, \hat{k}} \neq 0$ only if $(c(\hat{j}),c(\hat{k}))$ is an edge of $G$.

The locality of the lifted chain equivalently means that for each $x$ there exists a stochastic matrix $P^{(x)}$ satisfying the locality constraints of $G$ and such that (2) corresponds to $p(t+1) = P^{(x)} p(t)$, with $p(t) = C x(t)$ as in (1). Explicitly, this is given by $P^{(x)} = C A B^{(x)}$ where $B^{(x)}$ is a linear stochastic map from $\mathbb{R}^N$ to $\mathbb{R}^N$, with

$$B^{(x)}_{i,j} = \sum_{k \in c^{-1}(j)} \frac{x_k(t)}{x_i(t)} x_k(t) \quad \text{if } c(i) = j,$$

and $B^{(x)}_{i,j} = 0$ otherwise.

**Remark:** In Markov modeling, $A$ would be called a hidden Markov chain [22]. In algorithmic applications, which motivate our setting, the pair $(\hat{G}, A)$ is to be designed in order to accelerate the convergence towards $\pi$ with respect to the (best) Markov chain $P$ on the original graph $G$. The use of $x$ as the...
variable in the larger state space is inspired by system theory, and it also hints to the fact that the dynamics of \( x \) to be designed.

III. Mixing time and design scenarios

The main message for this paper is that what is possible in terms of mixing performance is critically dependent on some constraints and insensitive to some others, besides the locality associated to the graph of interest \( G \). Hence, before we proceed, we need to carefully specify the constraints and emerging design scenarios. It will be clear that even the most natural definition of mixing time crucially depends on the imposed constraints.

A. Initialization of the lift

When a stochastic dynamics is seen as an algorithm, one must specify how to initialize it. We assume that the input of such an algorithm is a node of \( V \), chosen accordingly to an initial distribution \( p(0) = p_0 \), on which we have no control.

We consider two possible scenarios and the associated set of initial distributions \( S \):

(S) In a first scenario, it is possible to initialize the lifted evolution depending on the initial input. The algorithm design can then, in addition to \( G \) and \( A \), choose how to lift the weight \( p_k(0) \) attributed to each node \( k \in V \) of the original graph \( G \), onto a distribution over its associated lifted nodes \( x_{i}(\hat{c}(k))(0) \) in agreement with the locality constraints. We further require, in order to maintain linearity of the whole process, that the designed initialization is a linear map \( F : p(0) \mapsto x(0) \), satisfying:

\[
CFp(0) = p(0) \quad \forall p(0).
\]

The latter plays the role of a locality constraint on \( F \), as it implies \( F_{k,j} = 0 \) whenever \( \epsilon(k) \neq j \). In this scenario, the set of relevant initial conditions \( S \) for the lifted Markov chain does not comprise all possible distributions \( x(0) \) on \( V \), but only those of the form \( x(0) = Fp(0) \), for all initial distributions \( p(0) \) on \( V \).

(s) In some other cases, there might be no control over the initialization of the lifted dynamics. The set of relevant initial conditions \( S \) is then the whole \( \mathbb{P}_N \).

B. Invariance of the target marginal

For a Markov chain on \( G \), mixing is necessarily towards its unique invariant distribution, i.e. \( P\pi = \pi \). For a lifted Markov chain, however, even if the marginal converges to \( \pi \), in the transient \( Cx(t) = \pi \) does not necessarily imply \( Cx(t+1) = \pi \). One may request that the system does not leave the target \( \pi \) when it starts there at \( t = 0 \). This mimics the invariance of the target in an un-lifted Markov chain. It arguably imposes to “avoid unnecessary work”, and it plays an essential role towards interfacing the Markov chain with other algorithmic elements, in particular implementing the key task of amplification, i.e., boosting the success probability of a randomized algorithm (in our case the closeness to the stationary distribution) by rerunning the algorithm on its own output, see e.g. [23]. We thus identify two possible scenarios:

(i) We impose \( Cx(t) = \pi \) for all \( t > 0 \) whenever \( Cx(0) = \pi \), for all allowed \( x(0) \in S \).

(l) We allow \( Cx(t) \neq \pi \) for some \( t \geq 0 \) and some \( x(0) \) even when \( Cx(0) = \pi \).

C. Marginal vs lift mixing time

A time-homogenous Markov chain on \( G \) associated to a transition matrix \( P \) is said to mix to \( \pi \) if \( P\pi = \pi \) and for all \( \epsilon > 0 \) there exists \( \tau(\epsilon) > 0 \) such that, for all \( p \in \mathbb{P}_N \), we have:

\[
\| P^t p - \pi \|_{TV} \leq \epsilon \quad \text{for all} \quad t \geq \tau(\epsilon).
\]

We call \( \tau(\epsilon) \) its \( \epsilon \)-mixing time\(^1\). It is typical to consider \( \tau(1/4) \) as a reference mixing time. Most papers that bound the mixing time of lifted Markov chains, analyze in fact how fast the state on the lifted space \( x \) converges to its stationary value \( \bar{x} \), i.e. they consider \( \| A^t x - \bar{x} \|_{TV} \). Our original algorithmic task however is to accelerate convergence of the marginal \( p(t) = Cx(t) \), compared to the performance of the original chain \( P \).

To this aim, we define the marginal mixing time.

Definition 2 (Marginal mixing time). A lifted chain on \( \hat{G} \) associated to a transition matrix \( A \) is said to mix to \( \pi \) on \( \hat{G} \) from initial conditions \( S \), if for all \( \epsilon > 0 \) there exists \( \tau_M(\epsilon) > 0 \) such that for all \( x \in S \) we have:

\[
\| CA^t x - \pi \|_{TV} \leq \epsilon \quad \text{for all} \quad t \geq \tau_M(\epsilon).
\]

We call \( \tau_M(\epsilon) \) its \( \epsilon \)-marginal mixing time.

Of course, \( \tau_M(\epsilon) \leq \tau(\epsilon) \) for all \( \epsilon \). While the convergence of \( x \) is indeed a sufficient proxy for the convergence of \( p = Cx \), it is not truly necessary. One might argue that for generic \( A \) we expect \( x \) and \( p = Cx \) to have similar convergence speeds. However in our application, the specific lifts designed to speed up convergence are all but generic, and this distinction could become relevant. For instance, some typical designs involve constructions where the lifted Markov chain \( x \) in fact does not converge to a stationary value, but the projected state \( p \) does — see the periodic clock lift in Appendix B. Furthermore, it is easy to construct lifted walks where \( p \) converges much faster than \( x \). One should wonder whether conversely, a Markov chain with quickly converging \( p \) can always be adapted to also have quickly converging \( x \), or whether sometimes there is a strict advantage to be gained when we are only interested in \( p \). We therefore need to specify which type of convergence we are requesting:

(M) convergence of the marginal \( p(t) \) towards \( \pi \), as measured by \( \tau_M(\epsilon) \).

(m) convergence of \( x(t) \) towards \( \bar{x} \), as measured by \( \tau(\epsilon) \).

\(^1\)For completeness, we recall that the total variation distance between two distributions \( p(1) \) and \( p(2) \) is \( 1/2 \) times the 1-norm of their difference \( \| p(1) - p(2) \|_1 = \sum_{i=1}^N |p_1(i) - p_2(i)| \).
D. Reducibility of the lift

A Markov chain $P$ that globally converges to a unique stationary distribution $\pi$ with $\pi_i > 0 \forall i$, must be irreducible – that is, there cannot exist a partition of $\mathcal{V}$ into subsets $\mathcal{X}$ and $\mathcal{V} \setminus \mathcal{X}$ such that $P_{i,j} = 0$ for all $(i,j)$ with $i \in \mathcal{X}$ and $j \in \mathcal{V} \setminus \mathcal{X}$. However, the same need not necessarily apply to a lifted Markov chain $A$, depending on the rest of the setting. Hence two scenarios emerge:

(R) The lifted Markov chain $A$ is allowed to be reducible.

(r) The lifted chain $A$ must be irreducible.

It is easy to come up with combinations of the other constraints for which (R) makes sense – as well as cases where we have convergence of any $x(0)$ towards a unique $\hat{\pi}$, but where $\pi_i = 0$ for some $i$.

E. Matching ergodic flows

When $G$ and $\pi$ are given, one can think about the optimization problem of computing the compatible Markov chain $P$ with fastest convergence towards $\pi$, see for instance [24] for symmetric $P$. For the lifted Markov chain, one would perform a similar optimization on $A$. Yet in some cases, one may be given a reference $P$ whose associated “typical flows”, for some reason, should not be altered or increased by the transitions induced by the lifted chain [13]. In that case, one would request the optimization on $A$ to take into account the reference $P$ on $G$.

More precisely, for a given Markov chain $P$, the associated ergodic flows are defined by $Q_{i,j}^{(P)} = P_{i,j} \pi_j$ i.e. the weight that flows from $j$ to $i$ when the system is on the steady state $y = \pi$. For a lifted chain $A$ and (one of) its steady state(s) $\hat{\pi}$, one can similarly define ergodic flows $\hat{Q}_{i,j}^{(A;\hat{\pi})} = A_{i,j} \hat{\pi}_j$. To compare “typical flows” in $A$ and $P$, one then compares $Q_{i,j}^{(P)}$ and $\hat{Q}_{i,j}^{(A;\hat{\pi})}$ and

$$\hat{Q}_{e^{-1}(i),e^{-1}(j)}^{(A;\hat{\pi})} = \sum_{\ell,k:e(\ell)=i,e(k)=j} \hat{Q}_{e^{-1}(\ell),e^{-1}(k)}^{(A;\hat{\pi})}.$$

The Markov chain $\hat{P}^{(A;\hat{\pi})}$ on $G$ defined by $\hat{P}_{i,j}^{(A;\hat{\pi})} = \hat{Q}_{e^{-1}(i),e^{-1}(j)}^{(A;\hat{\pi})}$ is called the induced chain on $G$ by the lift $A$ and distribution $\hat{\pi}$. This leads to the following scenarios.

(e) A reference Markov chain $P$ is given and the ergodic flows of $A$ must match the ergodic flows of $P$, or in other words, the induced Markov chain $\hat{P}^{(A;\hat{\pi})}$ must be equal to the reference $P$. When $A$ has several steady states $\hat{\pi}$ and hence several ergodic flows $\hat{Q}^{(A;\hat{\pi})}$, they must all have the same induced chain $\hat{P}^{(A;\hat{\pi})} = P$.

(E) No constraint is imposed on the ergodic flows of the lifted Markov chain.

It is worth noting that the definition of ergodic flows for irreducible $A$ is in fact an extension of the traditional definition, see for instance [7].

F. On combinations of constraints and relations between lift design problems

In the following, in order to compactly refer to a set of requirements in the statements of our results and to carry out proper comparisons, we shall specify an alternative (upper- or lower-case letter) for each of the scenarios described in the previous subsections, e.g. (smrE).

We denote the set of dynamics allowed by design scenario by the corresponding string of 5 letters. A shorter string may be used to indicate properties that hold for all the compatible alternatives: e.g. (slmE) includes all scenarios in (smrE) and (slmRE). The lower- and upper-case letters in the previous subsections have been chosen so that the upper-case properties yield scenarios that are less constrained than the one with the same rest of the string but a lower-case letter. This implies that a scenario associated to multiple capital letters always includes all lifts available in a scenario where some of those letters are substituted by their lowercase versions, i.e.:

$$(S)|_x \supseteq (s)|_x \ ; \ (l)|_x \supseteq (i)|_x \ ; \ (M)|_x \supseteq (m)|_x \ ; \ (R)|_x \supseteq (r)|_x \ ; \ (E)|_x \supseteq (e)|_x,$$

where $|_x$ denotes arbitrary but equal choices of the left and right-hand sides for the other four letters. From this observation follows that lower or at most equal optimal mixing times are expected when relaxing the constraints from lowercase to uppercase. This will be useful in assessing the potential speedup of the scenarios. For example, scenarios with S, I, M, R have the possibility to better improve mixing performance, compared to the fastest non-lifted Markov chain $P$, with respect to their non-capital counterparts.

The comparison of E, e scenarios and non-lifted chains needs particular care, because e is the only constraint type that uses a reference non-lifted Markov chain $P$. Indeed, requiring no particular ergodic flows allows to select better lifted walks, but it simultaneously gives the freedom to optimize $P$ for the non-lifted process.

Considering a binary alternative for each property yields $2^5 = 32$ possible (fully specified) scenarios in total, which are not necessarily all equally relevant. One might question for instance the practical situations where one would encounter (Sm) or (mR). We leave such considerations to the end-user, and here report the bounds on the mixing speed for all scenarios. Finally, a very important aspect of engineered mixing dynamics is the amount of resources they require for implementation. Following other abstract work on mixing bounds, we will not consider this aspect in detail, as it further depends on the specific application and the available information. All the constructions we employ in the proofs, while having mostly existential rather than practical value, have a number of lifted nodes polynomial in $N$.

G. Discussion of previous work

Previous work by [12], [14] and [13] considered the (slmR) or (slmRE) context. In particular, [13] established the conductance bound we derive in Theorem 3, for the particular scenario (slmRE). More recently, this result was extended to the continuous-time case [18], which we will not treat here. In the following sections, however, we will prove that such bounds can be derived from just the (s) and (se) constraints, and that these constraints are also in some sense necessary when other requirements are missing: if they are omitted then the diameter becomes the trivial yet tight lower bound.
Jung et al. [25] introduced the concept of a “pseudo-lift” as a relaxation of the lifted Markov chain formalism, by allowing post-selection on the sampling outcome. They show that pseudo-lifts can mix in diameter time on any graph, yet due to post-selection their construction is effectively a Las Vegas–type algorithm. As our analysis is concerned with Monte Carlo–type algorithms, discussion of pseudo-lifts goes beyond the scope of the present work. It might however be possible to cast their construction as a higher-lifted Markov chain Monte Carlo algorithm. Our results then show that necessarily this construction would fail both the (s) and (i) constraints.

Theorem 2 on diameter-time mixing is reminiscent of finite-time consensus results such as those in [26]. Here we have a more constrained setting, including positivity constraints and time-invariant dynamics. Allowing for a lifted dynamics takes care of the latter, as we shall see, while positivity is intrinsically built in our framework apparently without affecting the fast convergence.

**IV. Minimal and Maximal Acceleration of Mixing: the Interplay of Invariance and Initialization**

We start by identifying the scenarios for which the lift cannot provide any advantage in mixing time with respect to a regular Markov chain, and those that allow for the fastest (diameter time) mixing. Remarkably, the only constraints that are relevant to determine these “extreme” behaviors concern the capability of initializing the lift, together with the requirement on the invariance of the target distribution $\pi$.

**A. Scenarios where lifting does not speed up mixing**

We start by showing that, under the constraints (s), the lifted Markov chain cannot go faster than the best non-lifted chain $P$ compatible with the graph, even if we only look at the marginal mixing time. This is made precise in the following result.

**Theorem 1.** In all scenarios featuring constraints (s), for any lifted Markov chain $(\tilde{G}, A)$ whose marginal $p_t = CAx_t$ mixes to $\pi$, there exists a stochastic matrix $P^q$ such that $p_{t+1} = P^q p_t$ for all $t$.

**Proof.** The essential idea of the proof is that, in order for the underlying lifted dynamics to satisfy invariance of $\pi$ for all initializations on $V$, it is necessary that any two $x^{(1)}$, $x^{(2)}$ for which $CAx^{(1)} = CAx^{(2)}$, induce the same flow on $G$. Since we have (s), the lift can start from any distribution $x$ over $\tilde{V}$. Invariance (i) then requires that for any $x$ for which $CAx = \pi$, we have $CAx = \pi$.

Given a lifted Markov chain satisfying (s), consider a map $q : V \to V$ that maps every $j \in V$ to a single node $k_j \in \tilde{V}$ for which $c(k_j) = j$. Let $x = q(p)$ denote the distribution with $x_{q(j)} = p_j$ for all $j \in V$, and $x_i = 0$ for all remaining $i \in \tilde{V}$. Defining

$$P^q_{i,j} = \sum_{k \in c^{-1}(i)} A_{x(q(j)), k} ,$$

we will show that for any $x(t)$ with $p(t) = CAx(t)$, the lifted Markov chain satisfies

$$p(t+1) = P^q p(t) ,$$

i.e. it behaves like the non-lifted Markov chain $P^q$. Proving (4) amounts to proving that

$$CAx = P^q CAx$$

for all $x \in P_N$. For any $x$ of the form $x = q(p)$, with $p \in P_N$, we indeed have (5) by construction. For any other $x$, defining $x' = q(CAx)$, there remains to show that $CAx' = CAx'^q(q)$. To do so, select some $a > 0$ such that $a\pi_j > p_j$ for all $j \in V$ and define $\pi' = (a\pi - y)$, with $1/\eta = \sum_{j \in V} (a\pi_j - p_j) = a - 1$ i.e. $a = 1 + 1/\eta$. It is easy to check that $\pi' \in P_N$. Now select any distribution $x'$ over $\tilde{V}$ such that $CAx' = \pi'$ and let $x^{(1)} = (x + x'\eta)/a$, $x^{(2)} = (x^{(q)} + x'\eta)/a$, which are properly normalized distributions. We then have by construction $A(x^{(1)} - x^{(2)}) = x - x^{(0)}$, and with $CAx^{(1)} = CAx^{(2)} = \pi$. Invariance (i) requires that $CAx^{(1)} = CAx^{(2)} = \pi$, which readily implies $CA(x - x^{(q)}) = 0$.

**B. Scenarios where lifting allows for diameter-time mixing**

A basic bound on mixing time is that, under locality constraints, the equilibrium distribution cannot be reached in a time that is shorter than the graph diameter. The same bound holds also for time-inhomogeneous (non-lifted) dynamics, and it is easy to see that lifted dynamics must satisfy it as well. We next show that a class of scenarios allow for mixing in diameter time. Remarkably, this is possible for any graph, as soon as we are allowed to suitably initialize the lifted chain and we don’t necessarily require invariance of $y(0) = \pi$. The proof uses basic building blocks for constructing lifts, which we develop in Appendix B, and we urge the reader interested in the details to read this Appendix first. While scenarios including (re) constraints are not directly covered by the following result, we will provide a corollary that addresses a slightly relaxed problem.

**Theorem 2.** All scenarios in (SI), with the exception of (5re), admit a lifted Markov chain for which $\tau_M(1/4) \leq \tau(1/4) \leq D_G + 1$, with $D_G$ the graph diameter; the associated lifted graph has of order $D_G N^2$ nodes.

**Proof.** We use the notation $e_i$ for a unit vector with all components 0 except $i$. Given any $G$ and $\pi$, for each node $i \in \tilde{V}$ we can build the stochastic bridge (see Appendix B) from a $p(0)$ concentrated on $i$, towards the target $p(D_G) = \pi$. We can then combine these bridges via a node-clock-lift (see Appendix B) into a single lifted Markov chain which, when initialized (S) with $F_{(s=0, q_0 = i, v=1)i} = 1 \forall i \in V$ and all other $F_{i,j} = 0$, converges exactly (c = 0) to $\pi$ in $D_G$ time steps (and stays there during the following steps). Moreover, any such $x(0)$ converges to $x(t \geq D_G + 1) = x(D_G + 1) = e_{D_G+1} \otimes \pi \otimes \pi$. This proves the claim for (S(re) and (SIMre), since the resulting lift is reducible and does not follow any specific ergodic flows. The latter is easy to circumvent with the singular definition of ergodic flows with (R): in the last term of (15), replace $I_V \otimes I_V$ by $I_V \otimes P$. Indeed, since $P\pi = \pi$,
In particular, we can make sure that the ergodic flows are exactly those of the spanning tree \( \gamma \) when much whenever \( \gamma \ll 1 \) a small positive parameter. Second, we drop the lifted nodes that are never populated in the full node-clock-lift, in order to obtain an irreducible graph. Third, we must adjust some transition values from \( (1-\gamma)\sum_{\ell,k}P_{\ell,k} G_{\ell,k} \) to \( (1-\gamma)\sum_{\ell,k}P_{\ell,k} G_{\ell,k} \) in order to ensure that \( \pi = \pi \) the target steady state. To compute this adjustment, we first note that with \( \hat{P} \) the steady state \( \hat{\pi} \) will be of the form

\[
\hat{\pi} = \frac{1}{1+(D_G+1)\gamma}P_{D_G+1} \otimes \pi \otimes \hat{\pi} + \sum_{k=0}^{D_G} \frac{-\gamma}{1+(D_G+1)\gamma}A^tF^{\hat{\pi}},
\]

where \( \hat{\pi} = \gamma \pi + (1-\gamma)\hat{P}\hat{\pi} \). We will \( a \) first compute a \( \hat{P} \) close to \( \pi \) and such that \( C\pi = \pi \) in the expression (6), without caring about its relation to \( \hat{P} \); \( b \) next, we will show how to construct a corresponding \( \hat{P} \).

Proof. The construction described in the proof of Theorem 2 produces a \( \hat{P} \) close to \( P \) and a distribution \( \hat{\pi} \) close to \( \pi \) on the top layer of the node-clock-lift, such that the corresponding ergodic flows can be made \( \delta \)-close to those imposed by \( P, \pi \), for any \( \delta > 0 \), by taking \( \gamma \) small enough.

Remark: It may be interesting to note that fast convergence of \( x(t) \) towards \( \pi \), holds not only for the 1/4 distance, but in fact up to any distance \( \epsilon > 0 \). This can be seen by observing that the “clock” degrees of freedom (see Appendix B) undergo an independent Markov chain on \( V^{(clock)}(s = 0,1,...,D_G+1) \) with transition matrix

\[
P^{(clock)} = \sum_{i=0}^{D_G} e_{i+1}e_i^t + (1-\gamma)e_{D_G+1}e_{D_G+1} + \gamma e_{D_G+1}e_{D_G+1}.
\]

This is a particular Markov chain on a path or cycle graph, which is independent of the original problem and \( G \), except for its length \( D_G \). Then write \( y^{(clock)} = p^{(clock)} \gamma q \) with \( q \) the deviation from the stationary \( \pi^{(clock)} \) of \( P^{(clock)} \), satisfying

\[
\sum_{i=0}^{D_G+1} q_i = 0.
\]

Then one gets

\[
\sum_i |q_i(t+D_G+1)| \leq 2(D_G+1)\gamma \sum_i |q_i(t)|
\]

by explicit computation of \( (P^{(clock)})^D_{G+1} \), bounding \( q_i(t+D_G+1) \) for \( i = 0, ..., D_G \) with the property \( (1-\gamma)^k \leq 1 \) for all \( k, \) and estimating \( q_{D_G+1}(t+D_G+1) \) from \( \sum_i q_i = 0 \). Fixing any \( \gamma \) such that \( 2\gamma(D_G+1) \leq \alpha < 1 \) then indeed ensures a fast convergence rate \( \alpha \) for all times. Regarding the other degrees of freedom of the lift, it is obvious that the distribution over the different nodes \( (s, v_0, v) \) associated to a fixed clock value \( s \), is exactly proportional to \( A^t\hat{\pi} \) for any times larger than \( D_G+1 \), and modulo proper initialization \( x(0) = \hat{F} \hat{p}(0) \).
V. Results on Conductance Bounds

A. Existing conductance bounds on the mixing time

A key quantity, widely used in obtaining bounds on the mixing time [27], [9], [28], is the conductance of a stochastic \( P \) on \( \mathcal{G} \). For a subset \( \mathcal{X} \subseteq \mathcal{V} \) let \( \pi(\mathcal{X}) = \sum_{i \in \mathcal{X}} \pi_i \), where we recall that \( \pi \) is the stationary distribution under \( P \). The conductance \( \Phi(P) \) of \( P \) is defined as [8]:

\[
\Phi(P) = \min_{\mathcal{X} \subseteq \mathcal{V}, \pi(\mathcal{X}) \leq \frac{1}{2}} \sum_{i \in \mathcal{X}, j \notin \mathcal{X}} P_{j,i} \pi_i \pi(\mathcal{X}).
\]

(9)

This characterizes the minimal steady-state probability flow that is cut when separating the nodes into two disjoint sets of weight less than \( \frac{1}{2} \). Given only a graph \( \mathcal{G} \) and a target stationary distribution \( \pi \) over \( \mathcal{V} \), the conductance \( \Phi \) of \( \mathcal{G} \) towards \( \pi \) is the maximum of \( \Phi(P) \) over all stochastic \( P \) satisfying the locality constraints of \( \mathcal{G} \) and whose unique stationary distribution is \( \pi \). If \( \pi \) is the uniform distribution, then \( \Phi \) is upper bounded by the edge expansion of \( \mathcal{G} \).

The conductance can be used to bound how the minimum time for the convergence of a mixing process is constrained. Loosely speaking, it is known that \( \tau(1/4) \) is of the order of \( 1/\Phi \) or larger, for any Markov chain \( P \) (Conductance bound, [8]); and [13] among others proved that the same bound holds for lifted Markov chains. These bounds are however proven only in the scenario (slimme), which is a quite restrictive setting among those we consider. Clarifying whether such a bound, or only in the scenario \((e)\), will play a role in lift scenarios with \((e)\) is imposed. This expresses how the mixing time for the convergence of a mixing process is constrained. In this context, the same caveat as after (3) is in order: when relaxing the scenario from (e) to (E), better lifts are admitted but also possibly a more favorable conductance. In particular, a fair treatment shall compare for each graph \( \mathcal{G} \), the fastest possible lifted Markov chain \( A \) (in terms of \( \tau(1/4) \)) with the best possible conductance \( \Phi(P) \) (over all admissible \( P \)), where the optimal \( P \) may differ from the \( \tilde{P}(A;\hat{P}) \) obtained as an induced Markov chain of the fastest lift.

B. Scenarios providing advantage within the conductance bound

Let us start with two examples.

Example 1 (Diaconis lift on the cycle, see [12]): Consider a stochastic process on the finite cycle graph, i.e. the graph with nodes \( \mathcal{V} = \{1, \ldots, N\} \), and where node \( k \) is connected by an edge to nodes \( k + 1 \mod N \) and \( k - 1 \mod N \). The idea is to modify the standard random walk on the graph, where from any given node one moves with equal probability to either of the two neighbors, in order to make the walker’s next step depend on its last move on the cycle \( \mathcal{G} \). Explicitly, an extended graph is constructed by associating to each node \( k \in \mathcal{V} \) of the original graph, two nodes \((\pm 1, k)\) which indicate if the current position \( k \) has been reached from \( k + 1 \) or \( k - 1 \) respectively. The lifted node set thus becomes: \( \mathcal{V} = \{(s, k) : k = 1, 2, \ldots, N \text{ and } s \in \pm 1\} \). According to Definition 1, the allowed edge set consists of the edges \( \mathcal{E} = \{((s', k \pm 1 \mod N), (s, k)) : k = 1, 2, \ldots, N \text{ and } s, s' \in \pm 1\} \). The lifted graph is constructed by keeping a subset only of all the in principle authorized edges, while maintaining circular symmetry. In the following, \( e_{s}^{\pm} \) denotes the column vectors \((1, 0)^T\) and \((0, 1)^T\), \( P^{(\pm 1)} \) denote clockwise and anti-clockwise rotation on the cycle \( \mathcal{G} \), respectively, and \( \otimes \) is the Kronecker product. In a matrix representation, the lifted transition map takes the form:

\[
A = \sum_{i,j \in \pm 1} Q_{i,j} e_{i} e_{j}^\dagger \otimes P^{(j)}.
\]

A walker on node \((+, k)\) will thus always move towards position \( k + 1 \), although in principle the lifted graph could also have allowed it to move back to \( k - 1 \). The element \( Q \) is a stochastic matrix which defines a Markov chain on the additional states \pm 1, with \( Q_{+1,+1} = Q_{-1,-1} = 1/2 \), \( Q_{+1,-1} = Q_{-1,+1} = 1/N \). With this choice, maintaining the same “direction” of movement is preferred, but there is a small \( 1/N \) probability of switching. The allowed transitions and the relative probabilities are depicted in Figure 1.

The mixing time \( \tau(1/4) \) of the whole distribution on \( \mathcal{V} \) with this lift is of order \( N \), while the mixing time \( \tau(1/4) \) of any non-lifted walk on the cycle (see e.g. [30], showing the best is the simple walk with probability \( 1/2 \) to take each edge) would be of order \( N^2 \).

Fig. 1. (upper) The transitions for the “Diaconis lift” on the cycle with \( N \) nodes. (lower) The Barbell graph on \( 2n = 12 \) nodes.
For large $N$, this speedup becomes significant. It is obtained within a (slmE) scenario, or (slmre) with the reasonable constraint of imposing ergodic flows with circular symmetry. This lift does not satisfy invariance, i.e. starting at $x$ with $C x = \pi$ would not necessarily imply $C Ax = \pi$. Indeed, just consider e.g. $x_i(0) = 1/N$ for $i = +1, 3$ and $i = -1, 1 \in V$, and an arbitrary distribution of the weight $1/N$ over the set $c^{-1}(k)$ associated to each other node of $k \in V \setminus \{1, 3\}$. Then in the first step, no weight can flow to the nodes $c^{-1}(2) = \{+1, 2\}$, which in turn lose their own weight to neighbors $\pm 1, 1$ and $\pm 1, 3$, i.e. we have $(Cx)_2 = 0$. This loss of invariance is consistent with the fact that, i.e. with (si), the setting would have to satisfy Theorem 1 and hence could not feature any speedup.

The diameter of the cycle is graph of course $D_G = N/2$, so the Diaconis lift appears to reach (order of) the optimum considered in Theorem 2, yet by exploiting the more constraining setting (si). Now since for the cycle in particular the conductance is of order $1/N$, the Diaconis lift satisfies the $1/\Phi$ conductance bound as well, which here is equivalent to the diameter bound. The next example shows that for some graphs, $1/\Phi$ can significantly differ from $D_G$.

For completeness, let us mention that for the cycle one can build a lift satisfying (Si) and converging exactly to the uniform distribution in $D_G + 1$ steps. Indeed the lift constructed for the proof of Theorem 2, by exploiting the symmetry, will satisfy invariance. This does not contradict the upcoming bounds involving conductance because for the cycle, conductance and diameter give the same bound. It does warrant caution however, namely highlighting that a lower bound $\tau_*$ on $\tau(1/4)$ does not necessarily imply an associated exponential convergence with characteristic time $\tau_*$. \hfill $\square$

**Example 2 (Barbell graph):** The $2n$-node Barbell graph $K_n - K_n$, see Figure 1, consists of two completely connected graphs on $n$ nodes, connected by a single “central” edge $(n, n+1) \in E$. This graph is a notable example in mixing time studies because of the clear bottleneck behavior of this central edge [7], [31]. As a consequence, the inverse conductance $1/\Phi$ associated to the uniform distribution $\pi$ on the Barbell graph, is unavoidably significantly larger than the diameter $D_G = 3$. Indeed, consider the particular cut $\mathcal{X} = X_n$ where $X_n$ contains all the nodes on one side of the central edge $(n, n+1)$; the latter is thus the only one to be cut. We have

$$\Phi = \max_P \Phi(P) = \max_P \min_{\mathcal{X} \subset V, \pi(\mathcal{X}) \leq \frac{1}{2}} \sum_{i \in \mathcal{X}, j \notin \mathcal{X}} \frac{P_{i,j} \pi_i}{\pi(\mathcal{X})} \leq \max_P \frac{\sum_{i \in X_n, j \notin X_n} P_{i,j} \pi_i}{\pi(X_n)} = \frac{1}{\pi(X_n)} \frac{P_{n,n+1} \pi_n}{\pi(X_n)} \leq 1/n$$

since the central edge can at most have $P_{n,n+1} = 1$. \hfill $\square$

The previous examples show that there exist situations where (i) lifts do allow to significantly accelerate mixing, compared to the best non-lifted walks; and (ii) the standard conductance bound is significantly more constraining than the diameter bound of Theorem 2. The aim of this section is precisely to identify scenarios where, while a lifted Markov chain could outperform the non-lifted chains (as in Example 1), it can never significantly beat the conductance bound. It is important to note that, in this sense, Example 1 is not just a particular case, and the lifts satisfying the constraints in the scenarios characterized here are indeed expected to exceed the performance of the best possible non-lifted Markov chain $P$. In support of this, [13] shows that a lift satisfying the constraints (slmre) can reach the conductance bound, modulo allowing a stochastic “stopping rule” (see e.g. [11]).

We start with some preliminary results.

**Lemma 1.** Consider a stochastic matrix $P$, not necessarily irreducible, on a node set $V$ and one of its stationary distributions $\pi$. Take any $\mathcal{X} \subseteq V$ such that $\pi(\mathcal{X}) \neq 0$ and define the distribution $\tilde{\pi}(\mathcal{X})$ by

$$\tilde{\pi}_i(\mathcal{X}) = \begin{cases} \frac{\eta_i}{\eta} \pi_i & \text{for } i \in \mathcal{X} \setminus \mathcal{X} \setminus \mathcal{X} \\ 0 & \text{for } i \notin \mathcal{X} \end{cases}$$

Then for all $t \geq 1$ we have

$$\sum_{j \notin \mathcal{X}} (P^t \tilde{\pi}(\mathcal{X}))_j \leq t \Phi_{\mathcal{X}, \pi}(P),$$

where $\Phi_{\mathcal{X}, \pi}(P) = \sum_{i \in \mathcal{X}, j \notin \mathcal{X}} P_{i,j} \pi_i = 1$. can be viewed as a conductance associated to $\tilde{\pi}$ and the particular subset $\mathcal{X}$.

**Proof.** We will first prove and later use the following facts:

$$\sum_{j \notin \mathcal{X}} (P^t \tilde{\pi}(\mathcal{X}))_j = \left\| P^t \tilde{\pi}(\mathcal{X}) - \tilde{\pi}(\mathcal{X}) \right\|_{TV}, \tag{10}$$

To obtain the equality in (10), we rewrite the total variation distance:

$$\left\| P^t \tilde{\pi}(\mathcal{X}) - \tilde{\pi}(\mathcal{X}) \right\|_{TV} = \sum_{u \in V : (P^t \tilde{\pi}(\mathcal{X}))_u \geq \frac{\pi_u}{\tilde{\pi}_u}} (P^t \tilde{\pi}(\mathcal{X}))_u - \tilde{\pi}_u(\mathcal{X}).$$

We then observe that $(P^t \tilde{\pi}(\mathcal{X}))_u \geq \frac{\pi_u}{\tilde{\pi}_u(\mathcal{X})} = 0$ trivially for all $u \notin \mathcal{X}$, while the following computations yield the opposite conclusion for all $u \in \mathcal{X}$. Indeed, by the definition of $\tilde{\pi}(\mathcal{X})$, we have

$$(P^t \tilde{\pi}(\mathcal{X}))_u = \sum_{j \notin \mathcal{X}} P_{u,j} \tilde{\pi}_j(\mathcal{X}) = \sum_{j \notin \mathcal{X}} P_{u,j} \pi_j = \frac{\pi_u}{\pi(\mathcal{X})} \tilde{\pi}_u(\mathcal{X}).$$

Thus the rewritten total variation distance reduces to

$$\sum_{j \notin \mathcal{X}} ((P^t \tilde{\pi}(\mathcal{X}))_j - 0).$$
To obtain the inequality in (10), we expand the total variation distance:

$$
\| P^t \hat{\pi}(x) - \hat{\pi}(x) \|_{TV} = \frac{1}{2} \sum_{u \in Y} \left| (P^t \hat{\pi}(x))_u - \hat{\pi}(x)_u \right|
+ \frac{1}{2} \sum_{u \in \hat{X}} \left| (P^t \hat{\pi}(x))_u - \hat{\pi}(x)_u \right|
\geq \frac{1}{2} \sum_{u \in \hat{X}} (P^t \hat{\pi}(x))_u
+ \frac{1}{2} \left( 1 - \sum_{u \in \hat{X}} (P^t \hat{\pi}(x))_u \right)
= \frac{1}{2} \sum_{u \notin \hat{X}} (P^t \hat{\pi}(x))_u
,$$

thus proving (10).

Next we now obtain (see justifications below):

$$
\| P^t \hat{\pi}(x) - \hat{\pi}(x) \|_{TV}
\leq \| P^t \hat{\pi}(x) - P^{t-1} \hat{\pi}(x) \|_{TV} + \| P^{t-1} \hat{\pi}(x) - P^{t-2} \hat{\pi}(x) \|_{TV}
+ \cdots + \| P \hat{\pi}(x) - \hat{\pi}(x) \|_{TV}
\leq t \| P \hat{\pi}(x) - \hat{\pi}(x) \|_{TV} = t \Phi_{X,\pi}(P). \tag{11}
$$

From the first to second line we have used the triangle inequality on the $\ell_1$ norm; from second to third line, we have used recursively that any stochastic matrix $P$ contracts the $\ell_1$ norm [8], i.e. for arbitrary distributions $p^{(1)}$ and $p^{(2)}$ we have $\| P p^{(1)} - P p^{(2)} \|_{TV} \leq \| p^{(1)} - p^{(2)} \|_{TV}$; for the last equality, we have used the equality in (10) and the explicit computation $\sum_{j \notin X} (P \hat{\pi}(x))_j = \sum_{u \in X, j \notin X} A_{P,u,j} \hat{\pi}(x)_u = \sum_{u \in X, j \notin X} A_{P,u,j} \frac{P_{u,j} \hat{\pi}(x)_u}{\pi(x)_u}$ where the last expression is the definition of $\Phi_{X,\pi}(P)$. The stated result then follows by using inequality (10) in the first inequality of the above chain of inequalities.

To get the last inequality, for the first term we have used our assumption that $\pi(x) \leq 1/2$. For the second term we have used Lemma 1, for which the only condition was that $\hat{\pi}(\hat{X}) > 0$; the latter holds since $\hat{\pi}(\hat{X}) = \pi(\hat{X})$ and the paper throughout assumes $\pi(i) > 0$ for all $i$. The final equality is obtained by recalling that the induced chain is defined precisely such that $\hat{P}_{i,j} \pi_i = \sum_{u \in \hat{X}, j \in \hat{X}} A_{P,u,j} \hat{\pi}(x)_u$; this readily implies that for the particular pre-image subsets $\hat{X} = c^{-1}(\hat{X}) \in \hat{V}$ we do have $\Phi_{X,\pi}(A) = \Phi_{X,\pi}(P_{A;\pi})$.

If the mixing time $\tau(1/4)$ is equal to $T$, then in particular the initial condition $\hat{\pi}(x)$ must converge close enough to $\pi$ within $T$ steps, i.e. we need

$$
\| C A^T \hat{\pi}(x) - C \hat{\pi} \|_{TV} \leq \frac{1}{4}.
$$

By (12) this requires $\frac{1}{2} - T \Phi_{X,\pi}(P_{A;\pi}) \leq 1/4$ i.e. $T \geq 1/(4 \Phi_{X,\pi}(P_{A;\pi}))$. Since this is true for all $\hat{X} \in \hat{V}$ with $\pi(\hat{X}) \leq 1/2$, it is in particular true for the $\hat{X}$ for which the minimum value of $\Phi_{X,\pi}(P_{A;\pi})$, i.e. the conductance $\Phi_{P_{A;\pi}}$ is attained.

Note that the above results hold irrespective of having invariance property (i) or (l). The following result extends the bound from [13] in the (smlre) setting to the (s) and (se) settings, i.e., allowing for reducible lifts and for situations where we only care about the mixing time $\tau_M$ of the marginal distribution.

**Theorem 3.** The scenarios including (s) satisfy a conductance bound of the form $\tau(1/4) \geq \tau_M(1/4) \geq 1/(4 \Phi)$, or
\[\tau(1/4) \geq \tau_M(1/4) \geq 1/(4\Phi(P)) \text{ in scenarios with (e) and ergodic flows specified by } P.\]

**Proof.** Lemma 2 applies directly to (sMe), where (e) imposes that \(\tilde{P}^{(A; \hat{\pi})} = P\) for all \((A; \hat{\pi})\) and thus \(\Phi(\tilde{P}^{(A; \hat{\pi})}) = \Phi(P)\). Regarding (sME), assume that the claim would not hold i.e. a particular \(A, \hat{\pi}\) would allow \(\tau_M(1/4) < 1/(4\Phi)\) with \(\Phi\) the largest \(\Phi(P)\) among all admissible \(P\). This particular lift satisfies, as any other, that \(\tau_M(1/4) \geq \frac{1}{4\Phi(\tilde{P}^{(A; \hat{\pi})})}\), where the induced chain \(\tilde{P}^{(A; \hat{\pi})}\) is by construction an admissible \(P\), yielding an admissible conductance \(\Phi(P)\) on \(\mathcal{G}\). This directly gives a contradiction. The corresponding scenarios with (m) instead of (M) follow by (3). \(\square\)

Theorem 3 completes the pictures for the scenarios of type (s), since for (s) we already know a stronger bound from Theorem 1. There remains to treat the scenarios with (Si).

We next show that, when looking at the convergence of the marginals in absence of requirements about irreducibility and ergodic flows, as in (MRE), one can trade the constraint (i) for the constraint (s) by paying a small price in the mixing time.

**Lemma 3.** Let \(A\) be a lift in (SiMRE) with mixing time \(\tau_M(1/4) = \tau\). Then there exists another lift in (SiMRE) that has \(\tau_M(1/4) = 2\tau\), with a lifted graph whose dimension is of order \(N \dim(A)\).

**Proof.** Consider the given lift \(A\) in (SiMRE); we can construct the periodic node-clock lift (see Appendix B) that, modulo proper initialization, first follows \(A\)'s evolution from \(t = 0\) to \(t = T = \tau_M(1/4)\), and then periodically repeats this evolution. The proper initialization \(F\) associates the weight \(p_i\) to the lifted node \((t, v_0, v) = (0, i, i)\). To see how this allows to trade (i) for (s), we examine the evolution of an initial state \((t_i, v_0, v)\) of this periodic node-clock lift (equivalent to considering a Kronecker delta distribution as initial distribution \(x(0)\)). After \(T - t_i\) steps, each such state is mapped to the set of nodes \(\mathcal{F}_0 := \{(0, v, v)\}\). From there, it follows the periodic evolution generated by \(A\). This implies that after \(T = \tau_M(1/4)\) more steps, i.e. at \(t = t + 2T - t_i\), for any \(v_0, v\) defining the initial marginal \(x(0)\), the distribution \(x(t)\) satisfies \(\|Cx(t) - \pi\|_{TV} \leq 1/4\) and has support on the image of the initialization map \(F\). By construction we can thus write \(x(t) = F p(t)\) for some distribution \(p(t)\) over \(\mathcal{V}\). For the next \(T\) steps, we thus have \(x(t) = A^T F p(t)\). Invariance (I) of \(\pi\) under \(A\) means \(CA^T F \pi = CF \pi = \pi\). Therefore we can write:

\[\|Cx(t) - \pi\|_{TV} = \|CA^T F p(t) - CA^T F \pi\|_{TV} \leq \|A^T F p(t) - A^T F \pi\|_{TV} \leq \|F p(t) - \pi\|_{TV} = \|p(t) - \pi\|_{TV} .\]

The second inequality holds because the stochastic matrix \(A\) contracts the \(\ell_1\) norm. The last equality holds since the \(F\) associated to our bridge is just a relabeling of nodes, from \(\mathcal{V}\) to a subset of \(\hat{\mathcal{V}}\). Since we had \(\|Cx(t) - \pi\|_{TV} \leq 1/4\) already, we have just shown that \(\|Cx(t) - \pi\|_{TV} \leq 1/4\) for all \(t \geq t\), when we start with all the weight of \(x(0)\) concentrated on a single node in \(\hat{\mathcal{V}}\).

For an arbitrary \(x(0)\), the state after \(2T\) steps is a convex combination of cases with \(x_i(0) = 1\), so the property \(\|Cx(t) - \pi\|_{TV} \leq 1/4\) for all \(t \geq 2T\) is maintained. The periodic node-clock-lift is thus a chain in (SiMRE), whose \(\tau_M(1/4)\) mixing time is at most twice the one of the chain \(A\) in (SiMRE).

**Remark:** The lift constructed in the proof (potentially) loses invariance. This is the case because the periodic node-clock-lift is built to follow \(A\), and thus leave \(\pi\) invariant, only if initialized in the set \(\mathcal{F}_0 := \{(0, v, v)\}\); as soon as in trading (S) towards (s) we relax this initialization and allow starting at nodes \((t_i, v_0, v)\) with \(t_i \neq 0\) we have no guarantee anymore about what happens when \(C x(0) = \pi\). In fact, we know from Theorem 1 that no lift satisfying (si) can be faster than the best non-lifted Markov chain, so for graphs where the periodic node-clock-lift construction keeps invariance, also (SiMRE) would not allow to go faster than the (possibly already very good) fastest non-lifted Markov chain. We also note that through the periodic node-clock-lift construction, we could lose any matching ergodic flows that were present in \(A\), so scenarios with (Sic) are not covered by this result.

**Theorem 4.** Settings with (SiE) satisfy \(\tau(1/4) \geq \tau_M(1/4) \geq 1/(8\Phi)\)

**Proof.** Since we have shown in Theorem 3 that \(\tau_M(1/4) \geq 1/(4\Phi)\) for (SiMRE), by Lemma 3 we have \(\tau_M(1/4) \geq 1/(8\Phi)\) for (SiMRE). The same bound then holds for all scenarios with (SiE), since they are all more constrained than (SiMRE) and with the same conductance. \(\square\)

We cannot strengthen (E) to (e) directly in the above proof, since this would affect both sides of the inequality: the allowed lifts, and the allowed \(P\) for computing the conductance. We thus conclude our characterization by treating the scenarios of type (Sic) on their own. In fact, we would argue that (Sic) is perhaps the most natural scenario: a tailored initialization is allowed, invariance of the target under such initialization is required, and matching ergodic flows are imposed; irreducibility or mixing on the full distribution may be imposed or not, depending on the application. Hence, while the following discussion may appear technical and somewhat incremental, as it hinges on details, it might actually be the most important towards applications.

We first illustrate with an example that acceleration via lifting is indeed possible within this scenario.

**Example 3 (Cycle on 4 nodes):** Consider the cycle on 4 nodes, \(\mathcal{V} = \{0, 1, 2, 3\}\), with imposed transition probabilities \(P_{0,1} = P_{1,0} = P_{2,3} = P_{3,2} = (1 - \phi)\delta, P_{0,3} = P_{3,0} = P_{2,1} = P_{1,2} = (1 - \phi)(1 - \delta),\) and \(P(i, i) = \phi\) for all \(i \in \mathcal{V}\). The corresponding stationary \(\pi\) is uniform and the conductance is \(\Phi(P) = (1 - \phi)\min(\delta, 1 - \delta)\). We will show that a lifted walk satisfying (Sic), with ergodic flows as imposed, can beat the self-loops are really not essential in general, they just allow to consider a simpler graph, which without self-loops would have a periodicity problem.
associated conductance bound, by an arbitrarily large amount if \( \delta \) is taken correspondingly close to 0 or 1.

To this end, we construct the following directed clock-lift on \( \mathcal{V} = \{ (s, v) \mid s \in \{ 0, 1, 2 \} \text{ and } v \in \mathcal{V} \} \), see Fig. 2.

- Each node \((0,v) \in \hat{\mathcal{V}}\) sends its weight, split evenly, to the neighbors \((1,v\pm\text{mod}4)\), i.e.
  \[
  A_{(1,v\text{ mod}4),(0,v)} = A_{(1,v\text{ mod}4),(0,v)} = 1/2 ;
  \]
- Each node \((1,v)\) sends half its weight to \((2,v)\), and a quarter respectively to \((2,v\pm\text{mod}4)\):
  \[
  A_{(2,v),(1,v)} = 1/2 \text{ and } A_{(2,v\text{ mod}4),(1,v)} = A_{(2,v\text{ mod}4),(1,v)} = 1/4 ;
  \]
- Each node \((2,v)\) undergoes a probabilistic superposition of two different behaviors: with probability \(\gamma < 1\), it sends all its weight back to \((0,v)\), on the first level; or, with probability \(1-\gamma\), it evolves accordingly to a Markov chain similar to \(P\) on the third level of the lift, namely on the subset of nodes \(\mathcal{F}_2 := \{(s,v) : s = 2\}\). More precisely, we choose:
  \[
  A_{(2,v),(0,v)} = \gamma \text{ for all } v \in \mathcal{V},
  \]
  \[
  A_{(2,0),(2,1)} = A_{(2,1),(2,0)} = A_{(2,2),(2,3)} = A_{(2,3),(2,2)} = (1-\gamma)\epsilon, \]
  \[
  A_{(2,0),(2,3)} = A_{(2,3),(2,0)} = A_{(2,2),(2,1)} = A_{(2,1),(2,2)} = (1-\gamma)(1-\epsilon) \text{, for some } \epsilon > 0.
  \]

Next, we will jointly tune \(\gamma,\epsilon,\phi\) such that the ergodic flows of \(A\) match those of \(P\).

If we initialize the lift with \(F\) in the subspace \(\mathcal{F}_0 := \{(s,v) : s = 0\}\), as allowed by (S), then \(\rho = Cx\) converges in two time steps exactly to \(\pi\), the uniform distribution over \(\mathcal{V}\). Moreover, property (i) is satisfied by symmetry and we have in fact \(Cx(t) = \pi\) for all \(t \geq 2\). The lift is irreducible. To cover all scenarios in (SIE), before we check (e) there remains to cover (m), i.e. check the convergence of \(x(t)\) itself towards its steady state. Towards this, we note that after \(t \geq 2\), i.e. when \(Cx\) has converged to \(\pi\), the only remaining dynamics of \(x(t)\) concerns the \(s\) part of the lifted nodes \((s,v)\). It corresponds to a Markov chain on \(\mathcal{V}' = \{ s \in \{ 0, 1, 2 \} \}\) with

\[
P' = \begin{bmatrix}
0 & 0 & \gamma & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 
\end{bmatrix}.
\]

This \(P'\) has a steady state \(\pi = \frac{1}{1+2\gamma} \begin{bmatrix} \gamma & 1 \end{bmatrix} \) and, for \(\gamma < 1\) it converges very close to this steady state in just two steps, such that \(\|x(t) - \hat{\pi}\|_{TV} < \frac{1}{2}\) for all \(t \geq 2\) for any \(x(0) \in \mathcal{F}_0\). This beats \(1/\Phi(P)\) by a factor \(1/(2\delta)\) which can be very large for \(\delta \ll 1\).

Finally, to satisfy (e), we must tune \(\gamma,\epsilon,\phi\) to indeed make the ergodic flows of \(A\) and \(P\) match. From

\[
\hat{\pi} = \begin{bmatrix}
\frac{\gamma}{1+2\gamma} & \frac{1}{1+2\gamma} \\
\frac{1}{1+2\gamma} & \frac{1}{1+2\gamma}
\end{bmatrix} \otimes \begin{bmatrix}
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} \end{bmatrix}
\]

we directly compute \(Q^{(A \hat{\pi})}_{\epsilon^{-1}(i),\epsilon^{-1}(j)}\). Identification with \(Q = P/4\) yields the constraints

\[
\phi = \frac{3\gamma/2}{1+2\gamma}, \quad (1-\epsilon) = \frac{1+\gamma/2}{1-\gamma}(1-2\delta)
\]

for which we can clearly find satisfactory \(\phi, \epsilon \in (0,1)\) for any arbitrarily small \(\delta\), provided we take \(\gamma\) sufficiently small such that the right hand side of the last constraint lies below 1.

The principle of the above construction is that most of the steady state distribution is concentrated on the nodes \((s,v) \in \mathcal{V}\) with \(s = 2\), where with high probability \((1-\gamma)\) the walk has a similarly bad behavior as \(P\) itself; however when starting in the initialization set \(\mathcal{F}_0\), a completely different behavior dominates and yields fast mixing on \(\mathcal{V}\) through the first 2 time steps. Without allowing initialization in \(\mathcal{F}_0\) exclusively, i.e. in scenarios with (S), this advantage would drop.\(\square\)

The above example shows that when ergodic flows are imposed, the lift can nevertheless significantly beat the conductance bound associated to these ergodic flows. However, we next show that for scenarios (SIE), the lifts can never beat the conductance bound associated to \(\Phi\), the highest conductance over all possible \(P\) on \(\mathcal{G}\). In this sense, in (SIE) scenarios the lifts serve as a way to circumvent the limitations imposed by (overly-constraining) ergodic flows.

Theorem 5. Any lifted Markov chain satisfying (SIE), has its mixing time bounded by \(\tau(1/4) \geq \tau_M(1/4) \geq 1/(8\Phi)\), the conductance bound associated to the graph \(\mathcal{G}\).

Proof. This follows from Theorem 4. Indeed, assume the opposite i.e. that we can make \(\tau_M(1/4)\) arbitrarily smaller than \(1/(8\Phi)\) by choosing an appropriate lift. This particular lift \(A\) of course remains a valid option when relaxing the ergodic flow constraint, i.e. for the corresponding setting in (SIE). Therefore we would also have \(\tau(1/4) \leq 1/(8\Phi)\) for (SIE) which is a contradiction with Theorem 4.\(\square\)

The situation described by Example 3 and Theorem 5 is now quite clear. The more constrained scenarios (SIE) cannot go faster than those in (SIE). However, while imposing ergodic flows may directly constrain \(P\) to be a slow mixer, these do not pose a hard limit on the mixing time of a lifted Markov chain when a suitable initialization is allowed. Example 3 above is meant to show that a speedup within this scenario is indeed possible. Its relatively simple structure suggests that there may
When lifted Markov chains can be accelerated by imposing ergodic flows, this is a standard phenomenon in the lifted walks literature. However, as noted in [13], there are cases in which the mixing time bound associated to \(\Phi(P)\) becomes impractical, and the non-lifted Markov chain would be more efficient in these cases. Our last result thus indicates that its combination with (S) must be treated with caution. By comparing the last result with Theorem 3, it becomes apparent that trading (s) for (i) does have an effect when (e) is also part of the scenario.

We have provided an extensive classification of scenarios in which lifted Markov chains can take place. It is shown that the limits and opportunities of lifts feature a subtle yet clear dependency on the scenario in which they take place. Our main occupation was to investigate the validity of conductance-like bounds on the mixing time. We have investigated 5 reasonable constraints which can be imposed on a lift, and shown that the occurrence of a conductance bound can be attributed to merely two of these. Either of the following properties of the lift imposes a conductance bound: (s) - impossibility of locally initializing the lift, or (i) - demanding invariance of the target distribution. We further invigorate this claim by proving that requiring neither (s) nor (i) allows to mix in diameter time, so no conductance bound can be found, whereas requiring both (s) and (i) is too restrictive - a lift in this scenario can not accelerate the mixing time as compared to a non-lifted Markov chain.

These results are summarized in Table I.

The main message of this analysis is that one should be careful with specifying scenarios for accelerated mixing. The relevance of imposing ergodic flows for instance, becomes rather questionable when one allows for algorithm initialization. Properly identifying such properties gains particular importance when lifted Markov chains are to be compared to other acceleration strategies, like the discrete-time quantum walks [15] which we are addressing in a forthcoming paper.

Our proofs are constructive and thus also indicate the potential in the use of lifted Markov chains to speed up mixing. However, as in [13], from an algorithmic viewpoint the value of the processes we construct is more existential than practical. Our proof of Theorem 2 for instance heavily relies on the importance when lifted Markov chains are to be compared to non-lifted Markov chains.

VI. SUMMARY AND PERSPECTIVE

We refer the reader to the references for Markov chains, consensus algorithms, and quantum walks.
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A. Linear representation of Markov process on graphs and their products

In describing Markov chains on graphs, building their lifts and analyzing their performance by resorting to system-theoretic ideas, it is particularly convenient to use a matrix representation. Consider a graph \( G = (V, E) \), with \( V = \{1, \ldots, N\} \) and the associated real vector space \( \mathbb{R}^N \). We will use the notation \( e_i \) to canonical basis vectors of \( \mathbb{R}^N \), namely vectors with all elements zero except its \( i \)th element equal to one; this denotes a probability distribution on \( G \) with all weight on node \( i \in V \). The notation \( e_i \) will be used more generally for elementary vectors whose dimension is clear by the context.

A real function \( f \) on \( V \) can then be associated to a vector, which we still denote \( f \) with some abuse of notation, \( f = \sum_i f(i) e_i \). The value of the function on \( i \) is then obtained as \( \langle e_i, f \rangle = e_i^T f \), where \( ^T \) indicates the transpose (adjoint) of a column vector or matrix. In particular, we associate in this way vectors to probability distributions on \( V \). The set of the resulting vectors, which we call probability vectors, is denoted by \( \mathbb{P}_N \) and its elements have non-negative entries which sum to one.

A Markov chain on the graph is a Markov discrete-time stochastic process \( \{v(t)\}_{t \geq 0} \) on the node space, with conditional probabilities \( \text{Prob}(v(t+1) = j | v(t) = i) = P_{i,j} \), and \( P_{i,j} \neq 0 \) only if \( (i,j) \) is an edge of the graph i.e. \( (i,j) \in E \). If \( p(t) \) is the probability vector associated to the distribution of state of the Markov chain at time \( t \), then its evolution is generated by its one-step transition matrix \( P = (P_{i,j}) \), via:

\[
p(t + 1) = P p(t).
\]

In order for \( p(t+1) \) to be a probability vector we need \( P \) to be a column-stochastic matrix, i.e. \( \sum_j P_{i,j} = 1 \) for all \( i \). Notice that in probability theory, what we call \( P \) is often called \( P^T \).

Our convention avoids cumbersome notations in the definitions of the lifted chains and when we take powers of the transition maps.

From \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) two graphs with node sets of cardinality \( N_1 \) and \( N_2 \), respectively, we can construct a graph on the cartesian product \( V = V_1 \times V_2 \), whose nodes are pairs \( (i,j) \), with \( i \in V_1 \) and \( j \in V_2 \). The edges \( E \) will be all the quadruples \( (i,j),(k,\ell) \) such that \( (i,k) \in E_1 \) and \( (j,\ell) \in E_2 \). Even though vectors associated to \( i \in V_1 \) and \( j \in V_2 \), respectively, we must associate to the corresponding product node \( (i,j) \) the Kronecker product vector \( e_{1,i} \otimes e_{2,j} \) (see e.g. [32] for more details). The latter form a basis for the real space associated to \( V \), that is \( \mathbb{R}^{N_1 \times N_2} = \mathbb{R}^{N_1} \otimes \mathbb{R}^{N_2} \). A time-homogeneous Markov chain on the product graph is defined by specifying a \( N_1 N_2 \times N_1 N_2 \) stochastic matrix \( A \), with nonzero elements only in positions corresponding to pairs of nodes connected by an edge.

B. Basic lift constructions

The following basic lift constructions are based on product graphs and are used in the proof of the main results.

1) Clock lift: The following construction, which we call a clock-lift, allows us to construct a time-homogeneous lifted chain, whose marginal follows the evolution of some specified time-inhomogeneous Markov chain represented by a finite sequence of \( T \) stochastic matrices \( P(0), \ldots, P(T-1) \). This is attained by including the time variable in the node space, in a way that is reminiscent of the inclusion of time as state variable in a dynamical system, in order to make it time-invariant.

Explicitly, consider the product graph of the original graph \( G = (V, E) \) with the path graph associated to the time interval \([0,T]\). The latter thus has node set \( \{0, 1, \ldots, T\} \) and edges \( (t, t+1) \) for \( t = 0, 1, \ldots, T-1 \). The product graph produces a lift that effectively introduces \( T \) copies of each original node, indexed by time. The basic idea is depicted in Figure 3 for \( G \) a path graph of 4 nodes. As a lifted node space we thus consider \( \hat{V} = \{(t,v) : t \in \{0,1,\ldots,T\} \text{ and } v \in V\} \), and as edges the ones of the product graph. If we consider the surjective map \( c : \hat{V} \to V \) defined as \( c((t,v)) = v \), it is easy to see that the product graph is a valid lift of \( G \). We then construct a lifted Markov chain on \( \hat{G} \) by choosing a \( \hat{G} \)-local, time-inhomogeneous stochastic matrix on \( \mathbb{R}^{T+1} \otimes \mathbb{R}^N \) of the form:

\[
A = \sum_{t=1}^{T} e_t e^\dagger_{t-1} \otimes P(t) + e_T e^\dagger_T \otimes I_V,
\]

where \( e_t \) are the elementary vectors in \( \mathbb{R}^{T+1} \); \( v^\dagger \) denotes the adjoint (row vector) of \( v \) (column vector); \( \otimes \) denotes the Kronecker product as above, such that \( B \otimes P \) acts on vectors of \( \mathbb{R}^{(T+1)|V|} = \mathbb{R}^V \) when \( B \) acts on \( \mathbb{R}^{(T+1)} \) and \( P \) on \( \mathbb{R}^{|V|} \); and \( I_V \) is the identity on \( \mathbb{R}^{|V|} \). This \( A \) produces the target time-inhomogeneous evolution of the marginals, when it is initialized (as in the description of the (5) scenarios) using the linear map :

\[
F : p(0) \mapsto x(0) = e_0 \otimes p(0).
\]

The evolution of the lifted distribution then follows

\[
x(t) = A^t x(0) = e_t \otimes P(t) P(t-1) \cdots P(1) p(0),
\]

so that \( C x(t) = P(t) P(t-1) \cdots P(1) p(0) = p(t) \) for all \( 0 \leq t \leq T \) and \( C x(t) = p(T) \) for all \( t \geq T \).

A periodic clock-lift is a variant of the clock-lift where the product graph is constructed by replacing the path in time by a cycle, obtained by connecting the time-index \( e_{T-1} \) back to \( e_0 \). The corresponding evolution is now:

\[
A = \sum_{t=1}^{T-1} e_t e^\dagger_{t-1} \otimes P(t) + e_0 e^\dagger_{T-1} \otimes P(T).
\]
For an initial state $x(0) = e_0 \otimes p(0)$, the output $p(t)$ is then given by periodically applying the time-varying Markov chain transitions $\{P(t)\}$. This makes the evolution, when it starts at an arbitrary lifted node $(t, v) \in \hat{\mathcal{V}}$ (as must be allowed in scenarios with (s)), to undergo $T - t$ steps towards some $C_x(T - t) = p'(0)$, and after that it follows the same behavior as with the well-understood initialization $x'(0) = e_0 \otimes p'(0)$. Moreover, unlike the clock-lift, the periodic clock-lift can be irreducible. At the same time, it implies that the sequence $P(T)P(T - 1) \ldots P(1)$ is applied periodically, which might imply more complicated dynamics than the simpler non-periodic clock-lift.

2) Node-clock lift: Assume that for each extreme initial state $p(0) = e_i$, we have built target stochastic evolutions $p^{(i)}(t) = P^{(i)}(t)P^{(i)}(t-1)\ldots P^{(i)}(1) e_i$, with all the sequences $\{P^{(i)}(k)\}$ satisfying the locality constraints of $\mathcal{G}$. The motivation for this assumption is that such sequences can be built to attain the desired target distribution $\pi$ in minimal finite time, independently for each known initial state $e_i$ with $i = 1, 2, ..., N$ (see next point of this Appendix). We would then like to exploit these $N$ independent evolutions such that, starting from an initial distribution $p(0)$, the system follows the whole trajectory of the particular chain $p^{(i)}(t)$ with a probability $p_i(0)$, and thus it converges towards $\pi$ in finite time for all the valid $x(0)$ associated to any $p(0) \in \mathbb{P}_N$.

We can indeed combine these target sequences for different $i$ independently, by using a lifted Markov chain which we call a node-clock lift. The graph is now further augmented by constructing the product graph that includes the time index, as in the previous point of this appendix, and two copies of the original graph, as depicted on Figure 4. The lifted node space becomes $\hat{\mathcal{V}} = \{(t, v_0, v) : t \in \{0, 1, ..., T + 1\} \text{ and both } v_0, v \in \mathcal{V}\}$. The surjective map that shows how this is a lift is $\psi: \mathcal{V} \rightarrow \hat{\mathcal{V}}$ where $\psi(t, v_0, v) = v$. We consider dynamics on the lifted graph associated to

$$A = \sum_{t=1}^{T} \sum_{v \in \mathcal{V}} e_i \epsilon_{i,t-1}^{e_i} \otimes e_i^{e_i} \otimes P^{(i)}(t) + e_{t+1} \epsilon_{t+1}^{e_i} \otimes \pi^{v} \otimes I_{\mathcal{V}} + e_{t+1} \epsilon_{t+1}^{e_i} \otimes I_{\mathcal{V}} \otimes I_{\mathcal{V}}$$

with the same notation as in the previous paragraph. Here $\pi^v$ reinitializes all $v_0 \in \mathcal{V}$ to the same initial state, i.e. $\pi^v x = \pi$ for all vectors $x \in \mathbb{P}_N$. The lift is initialized using:

$$F: p(0) \rightarrow x(0) = e_0 \otimes \sum_{v \in \mathcal{V}} p_i(0)(e_v \otimes e_v).$$

In particular, for a distribution $e_i$ concentrated on any initial node $i$ of the original graph, the initial state for the lift is $x(0) = e_0 \otimes e_i \otimes e_i$. Note that some of the lifted nodes will never be populated (e.g. $(0, v_0, v) \in \hat{\mathcal{V}}$ with $v_0 \neq v$), so in fact $\mathcal{V}$ can be slightly reduced at the cost of a somewhat less compact description. If each of the $\{P^{(i)}(k)\}$, set up for starting on a node $i$, was driving the state on $\mathcal{V}$ towards the same target distribution $\pi$ in $T$ steps, then on the lift after $T$ steps, each sub-evolution starting from $e_0 \otimes e_i \otimes e_i$ will have reached the state $e_\mathcal{V} \otimes e_i \otimes \pi$; and hence by convexity for any initial distribution on $\mathcal{V}$, provided the lift is accordingly initialized with $F$, the induced marginal on the original state will have reached $\pi$. The extra step does not change the marginal and is used to ensure convergence in finite time on the whole lifted space: the choice of projecting onto $\pi$ is not serving any particular purpose. Similarly to the periodic clock-lift, we can construct a periodic node-clock-lift, where we identify $e_{T+1} \otimes e_v \otimes e_v$ with $e_0 \otimes e_v \otimes e_v$, i.e. any walk that has arrived at node $v$ at time $T + 1$ starts again with the sequence $P^{(v)}(t)$.

3) Stochastic bridge: In the above lifts, we join different $\{P^{(i)}(k)\}$ depending on the initial node $i \in \mathcal{V}$. In the applications of interest, these will correspond to time-inhomogeneous evolutions attaining a target distribution in finite (diameter) time. More precisely, consider two distributions $p$ and $p'$ over the nodes $\mathcal{V}$ of a graph $\mathcal{G}$ with diameter $D_{\mathcal{G}}$. There exists a time-varying Markov chain $\{\bar{P}(t)\}_{t=1}^{D_{\mathcal{G}}}$ such that $p' = \bar{P}(D_{\mathcal{G}})P(D_{\mathcal{G}} - 1) \ldots P(1) p$, where all the $P(t)$ satisfy the locality constraints imposed by $\mathcal{G}$, see e.g. [20], [21]. We
call this sequence \( \{P(t)\}_{t=1}^{D_2} \) a \textit{stochastic bridge} from \( p \) to \( p' \). We shall build stochastic bridges from each \( p = e_i \) towards the same target \( p' = \pi \), and use the node-clock lift to join them into a single lifted Markov chain.