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Abstract

In this paper, we first prove that any power quasi-symmetry of two metric spaces induces a rough quasi-isometry between their infinite hyperbolic cones. Second, we prove that for a complete metric space $Z$, there exists a point $\omega$ in the Gromov boundary of its infinite hyperbolic cone such that $Z$ can be seen as the Gromov boundary relative to $\omega$ of its infinite hyperbolic cone. Third, we prove that for a visual Gromov hyperbolic metric space $X$ and a Gromov boundary point $\omega$, $X$ is roughly similar to the infinite hyperbolic cone of its Gromov boundary relative to $\omega$. These are the generalizations of Theorem 7.4, Theorem 8.1 and Theorem 8.2 in [3] since the underlying spaces are not assumed to be bounded and the hyperbolic cones are infinite.

1 Introduction

Gromov hyperbolic spaces have been studied by many authors, see e.g., [1–3, 5–8, 12]. Among the authors, Bonk-Schramm proved that every Gromov hyperbolic geodesic metric space with bounded growth at some scale is roughly similar to a convex subset of a hyperbolic $n$-space $\mathbb{H}^n$ for some integer $n$ (see [3, Theorem 10.2]). See [3, Section 9] for the definition of bounded growth at some scale. To prove this result, Bonk-Schramm constructed a class of Gromov hyperbolic spaces based on bounded metric spaces $(Z,d_Z)$, named as hyperbolic cones, which are defined as follows:

$$\text{Con}(Z) = Z \times (0, D(Z)],$$

where $D(Z) = \text{diam}Z$. Then they demonstrated that $(\text{Con}(Z), \rho)$ is Gromov hyperbolic (see [3, Theorem 7.2]), where the metric $\rho : \text{Con}(Z) \times \text{Con}(Z) \to [0, \infty)$ is defined by

$$\rho((x, s), (y, t)) = 2 \log \left( \frac{d_Z(x, y) + s \vee t}{\sqrt{st}} \right)$$
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1.1 Theorem. The authors asked what can remain of the conclusion of [3, Theorem 10.2] if the assumption that \( X \) has bounded growth at some scale is removed. Bonk-Schramm considered this problem themselves in [3]. To discuss this problem, they introduced a class of metric spaces \( \text{Con}_h(Z, d_h) \), where

\[
\text{Con}_h(Z) = Z \times (0, \infty),
\]

the metric \( d_h : \text{Con}_h(Z) \times \text{Con}_h(Z) \to [0, \infty) \) is defined by the formula:

\[
d_h((x, s), (y, t)) = \cosh^{-1}\left(1 + \frac{d_Z(x, y)^2 + (s - t)^2}{2st}\right),
\]

for \((x, s), (y, t) \in \text{Con}_h(Z)\), and \(\cosh\) denotes the hyperbolic cosine function. Then all \((\text{Con}_h(Z), d_h)\) are Gromov hyperbolic (see [3, Section 10]), and every Gromov hyperbolic space is roughly similar into the space \((\text{Con}_h(l_\infty(A)), d_h)\) (see [3, Theorem 10.4] for the details). See [8, 11] for more discussions on this line.

Obviously, we can extend the metric defined by (1.1) from the hyperbolic cone \(\text{Con}(Z)\) to its infinite case \(\text{Con}_h(Z)\), and in the following, we denote the extended metric by \(\rho_h\). Sometimes, we also use the notation \(\rho_{h,Z}\) to emphasize the underlying spaces. Then the similar reasoning as in the proofs of [3, Lemma 7.1 and Theorem 7.2] ensures that \(\rho_h\) is a metric on \(\text{Con}_h(Z)\), and the metric space \((\text{Con}_h(Z), \rho_h)\) is Gromov hyperbolic. In this paper, we always equip \(\text{Con}_h(Z)\) with the metric \(\rho_h\). To distinguish \(\text{Con}_h(Z)\) from \(\text{Con}(Z)\), in the following, we call it the \textit{infinite hyperbolic cone} of \(Z\).

In [3], Bonk-Schramm proved that, for any power quasi-symmetry between two bounded metric spaces \((Z, d_Z)\) and \((W, d_W)\), there is a rough quasi-isometry between \(\text{Con}(Z)\) and \(\text{Con}(W)\) (see [3, Theorem 7.4]). The first purpose of this paper is to establish an analogue of [3, Theorem 7.4] in our setting, that is, the underlying metric spaces are not assumed to be bounded and the hyperbolic cones are infinite. Since this study concerns quasi-symmetries, the metric spaces involved in this paper are assumed to have at least three points. Our first result is as follows.

**Theorem 1.1.** Suppose that \(f: (Z, d_Z) \to (W, d_W)\) is a \((\theta, \lambda)\)-power quasi-symmetry with \(\theta \geq 1\) and \(\lambda \geq 1\). Then there is a \((\theta, k)\)-rough quasi-isometry \(\hat{f}: (\text{Con}_h(Z), \rho_{h,Z}) \to (\text{Con}_h(W), \rho_{h,W})\), where \(k = k(\theta, \lambda)\). Furthermore, if \(f\) is an \((\alpha, C)\)-snowflake mapping with \(\alpha > 0\) and \(C \geq 1\), then \(\hat{f}\) is an \((\alpha, k')\)-rough similarity with \(k' = k'(\alpha, C)\).

Here, the notation \(k(\theta, \lambda)\) denotes a positive constant depending only on \(\theta\) and \(\lambda\).

For a Gromov hyperbolic space \(X\), we use the notation \(\partial_G X\) to denote the \textit{Gromov boundary} of \(X\) defined as the set of all equivalence classes of sequences converging to infinity. Given a point \(\omega \in \partial_G X\), we use the notation \(\partial_\omega X\) to denote the \textit{Gromov boundary relative to} \(\omega\) of \(X\) defined as the set of all equivalence classes of sequences in \(X\) converging to infinity with respect to \(\omega\). The precise definitions of the boundaries \(\partial_G X\) and \(\partial_\omega X\) will
be given in Section 2.2 below. It is known that there is an identification of $\partial_\omega X$ and $\partial_G X \setminus \{\omega\}$, see Proposition 2.4 below.

In [3], Bonk-Schramm also proved that, as sets, the Gromov boundary $\partial_G \text{Con}(Z)$ of $\text{Con}(Z)$ and $Z$ can be identified with each other, and $d_Z$ induces a visual metric on $\partial_G \text{Con}(Z)$ with parameter 1, when $(Z, d_Z)$ is a complete bounded metric space. Furthermore, if $X$ is a visual Gromov hyperbolic metric space, then $X$ and $\text{Con}(\partial_G X)$ are roughly similar (see [3, Theorem 8.1 and Theorem 8.2]). Recall that a metric space $X$ is called $k$-visual with respect to $o \in X$, if each point in $X$ lies on a $k$-roughly geodesic ray emanating from $o$. We call $X$ visual, if it is $k$-visual with respect to some point $o \in X$ for some $k \geq 0$. The second purpose of this paper is to establish the analogues of [3, Theorem 8.1] and [3, Theorem 8.2] by using the Gromov boundary relative to $\omega$ to replace the Gromov boundary.

For a complete metric space $(Z, d_Z)$, there is a point $\omega \in \partial_G \text{Con}_h(Z)$ such that any sequence $\{(z_n, h_n)\}$ in $\text{Con}_h(Z)$ which satisfies $\lim_{n \to \infty} h_n = \infty$ belongs to the equivalence class of $\omega$, see Lemma 3.1 below. Then we get the Gromov boundary relative to $\omega$ of $\text{Con}_h(Z)$, denoted by $\partial_\omega \text{Con}_h(Z)$.

**Theorem 1.2.** Suppose that $(Z, d_Z)$ is a complete metric space. Then $\partial_\omega \text{Con}_h(Z)$ and $Z$ can be identified as sets, and $d_Z$ induces a visual metric $d$ on $\partial_\omega \text{Con}_h(Z)$ based at $\omega$ with parameter 1.

Remark 5.1 below shows that Theorem 1.2 coincides with [3, Theorem 8.1] when $(Z, d_Z)$ is a complete bounded metric space.

In the study of asymptotic geometry, Buyalo-Schroeder constructed a class of Gromov hyperbolic spaces, named as hyperbolic fillings [5]. A hyperbolic filling of a metric space $(Z, d_Z)$ is a simplicial graph with construction parameters $\alpha$ and $\tau$. See Section 3 for the details. Given a completed metric space $(Z, d_Z)$, the hyperbolic cone $\text{Con}_h(Z)$ is roughly similar to every hyperbolic filling of $Z$, see Theorem 3.4 below. Jordi proved that for a bounded metric space $(Z, d_Z)$, each hyperbolic filling of $(Z, d_Z)$ is roughly isometric to the hyperbolic filling of $(Z, d_Z')$ with same construction parameters, where $d_Z'$ is the inversion of $d_Z$ at a point in $Z$ (see [10, Theorem 7]). Based on these facts, we get the following result which is a generalization of [3, Theorem 8.2].

**Theorem 1.3.** Suppose that $X$ is a visual Gromov hyperbolic metric space and $\omega \in \partial_G X$. Then $X$ and $\text{Con}_h(\partial_\omega X)$ are roughly similar.

Throughout this paper, the letter $C = C(a, b, \ldots)$ will denote a positive constant that depends only on $a, b, \ldots$, and may change at different occurrences. The notation $O(1)$ will be used for a real number whose absolute value is bounded by a positive numerical constant that can be computed explicitly in principle. Similarly, we use the notation $O_{a, b, c, \ldots}(1)$ for a real number whose absolute value is bounded by a constant which can be chosen in a way only depending on the parameters $a, b, c, \ldots$.

The paper is organized as follows. In Section 2, necessary notions and notations will be introduced. In Section 3, we will introduce infinite hyperbolic cones and hyperbolic
fillings and discuss their intrinsic relationship. Sections 4, 5 and 6 shall be devoted to the proofs of Theorems 1.1, 1.2 and 1.3, respectively.

2 Preliminaries

In this section, we shall introduce necessary notions and notations.

2.1 Rough quasi-isometries and quasi-symmetries

Let $(X, d_X)$ and $(Y, d_Y)$ denote metric spaces. The distance of two sets $A, B \subset X$ is denoted by $\text{dist}(A, B)$, i.e., $\text{dist}(A, B) = \inf \{d_X(x, y) : x \in A, y \in B\}$. A set $A \subset X$ is called $k$-cobounded (in $X$) for $k \geq 0$ if $\text{dist}(\{x\}, A) \leq k$ for every point $x \in X$. If $A$ is $k$-cobounded for some $k \geq 0$, then we say that $A$ is cobounded.

Let $f: (X, d_X) \rightarrow (Y, d_Y)$ be a mapping (not necessary continuous), and let $k \geq 0$ and $\alpha \geq 1$ be constants. Suppose that $f(X)$ is $k$-cobounded in $Y$. If, in addition, for all $x, z \in X$,

$$\alpha^{-1}d_X(x, z) - k \leq d_Y(f(x), f(z)) \leq \alpha d_X(x, z) + k,$$

then $f$ is called an $(\alpha, k)$-rough quasi-isometry. If

$$\alpha d_X(x, z) - k \leq d_Y(f(x), f(z)) \leq \alpha d_X(x, z) + k,$$

then $f$ is an $(\alpha, k)$-rough similarity. If $\alpha = 1$ in \((2.1)\), then $f$ is a $k$-rough isometry.

A geodesic, a geodesic ray or a geodesic segment in $X$ is an isometry $\gamma: I \rightarrow X$ into $X$, where $I$ is $\mathbb{R}$, $[0, \infty)$ or a closed segment in $\mathbb{R}$, respectively. Similarly, if $\gamma: I \rightarrow X$ is a $k$-rough isometry of $I = \mathbb{R}$ into $X$, we call it a $k$-rough geodesic. We also speak of $k$-roughly geodesic rays or $k$-roughly geodesic segments, if $I = [0, \infty)$ or $I$ is a closed segment in $\mathbb{R}$, respectively. A geodesic metric space is a metric space $X$ such that for any two points $x, y \in X$ there is a geodesic segment joining $x$ and $y$.

Definition 2.1. A homeomorphism $f$ between two metric spaces $(Z, d_Z)$ and $(W, d_W)$ is called $\eta$-quasi-symmetric if there exists a self-homeomorphism $\eta$ of $[0, +\infty)$ such that for all triples of points $x, y, z \in Z$,

$$\frac{d_W(f(x), f(z))}{d_W(f(y), f(z))} \leq \eta \left(\frac{d_Z(x, z)}{d_Z(y, z)}\right).$$

If there are constants $\theta \geq 1$ and $\lambda \geq 1$ such that

$$\eta_{\theta, \lambda}(t) = \begin{cases} \lambda t^{\frac{\theta}{\lambda}} & \text{for } 0 < t < 1, \\ \lambda t^{\theta} & \text{for } t \geq 1, \end{cases}$$

then $f$ is called a $(\theta, \lambda)$-power quasi-symmetry. Here, the notation $\eta_{\theta, \lambda}$ means that the control function $\eta$ depends only on the given parameters $\theta$ and $\lambda$. 
A homeomorphism \( f : (Z, d_Z) \rightarrow (W, d_W) \) is called an \((\alpha, C)\)-snowflake mapping if there exist constants \( \alpha > 0 \) and \( C \geq 1 \) such that for all \( x, y \in Z \),
\[
C^{-1} d_Z(x, y)\alpha \leq d_W(f(x), f(y)) \leq C d_Z(x, y)\alpha.
\]

Obviously, every snowflake mapping is a power quasi-symmetry. The inverses and the compositions of power quasi-symmetries are again power quasi-symmetries. Indeed, the inverse of a \((\theta, \lambda)\)-power quasi-symmetry is a \((\theta, C)\)-power quasi-symmetry, where \( C = C(\theta, \lambda) \) (cf. [9, Proposition 10.6]).

A quasimetric space is a set \( Z \) together with a map \( d : Z \times Z \rightarrow [0, \infty) \) such that
1. \( d(x, y) = 0 \) if and only if \( x = y \);
2. \( d(x, y) = d(y, x) \) for all \( x, y \in Z \);
3. there is a constant \( C \geq 1 \) such that \( d(x, y) \leq C \max\{d(x, z), d(z, y)\} \) for all \( x, y, z \in Z \). Obviously, each metric space is a quasimetric space.

For two quasimetric spaces \((Z, d_1)\) and \((Z, d_2)\), we say that \( d_1 \) is biLipschitz equivalent to \( d_2 \) if there exists a constant \( C \geq 1 \) such that for all \( x, y \in Z \),
\[
C^{-1} d_1(x, y) \leq d_2(x, y) \leq C d_1(x, y).
\]

### 2.2 Gromov hyperbolic spaces

Let \((X, d_X)\) be a metric space. Let \( x, y, o \) be three points in \( X \). The Gromov product of \( x \) and \( y \) with respect to \( o \) is defined as
\[
(x|y)_o = \frac{1}{2}(d_X(x, o) + d_X(y, o) - d_X(x, y)).
\]

Then for all points \( x, y, o, o' \in X \), we have
\[
|(x|y)_o - (x|y)_{o'}| \leq d_X(o, o'). \tag{2.2}
\]

A metric space \((X, d_X)\) is called Gromov \( \delta \)-hyperbolic for some \( \delta \geq 0 \) if for all points \( x, y, z, o \in X \),
\[
(x|y)_o \geq (x|z)_o \wedge (z|y)_o - \delta.
\]
Here, \( a \lor b \) (resp. \( a \land b \)) denote the maximum (resp. the minimum) of \( a, b \in \mathbb{R} = \mathbb{R} \cup \{\infty\} \).

Sometimes, we briefly say that \( X \) is Gromov hyperbolic.

In the rest of this section, we assume that \( X \) is a Gromov \( \delta \)-hyperbolic metric space for some \( \delta \geq 0 \) and assume that \( o \in X \) is a fixed point.

A sequence of points \( \{x_i\} \subset X \) is said to converge to infinity if
\[
(x_i|x_j)_o \to \infty \quad \text{as} \quad i, j \to \infty.
\]

Two sequences \( \{x_i\} \) and \( \{y_i\} \) that converge to infinity are said to be equivalent if
\[
(x_i|y_i)_o \to \infty \quad \text{as} \quad i \to \infty.
\]
This defines an equivalence relation for sequences in $X$ converging to infinity. The convergence to infinity of a sequence and the equivalence of two sequences do not depend on the choice of $o$ because of (2.2).

The Gromov boundary $\partial G X$ of $X$ is defined as the set of all equivalence classes of sequences converging to infinity. For a point $\omega \in \partial G X$ and a sequence $\{x_n\}$ converging to infinity, we say that $\{x_n\}$ converges to $\omega$ or $\{x_n\} \in \omega$, if $\{x_n\}$ belongs to the equivalence class of $\omega$.

Let $\xi \in \partial G X$, and let $y \in X$. The Gromov product $(y|\xi)_o$ with respect to $o$ is defined as follows:

\begin{equation}
(\xi|y)_o = \inf \left\{ \liminf_{i \to \infty} (x_i|y)_o : \{x_i\} \in \xi \right\},
\end{equation}

and for $\zeta, \xi \in \partial G X$, define

\begin{equation}
(\zeta|\xi)_o = \inf \left\{ \liminf_{i \to \infty} (x_i|y_i)_o : \{x_i\} \in \zeta \text{ and } \{y_i\} \in \xi \right\}.
\end{equation}

For any $\varepsilon > 0$, we define a quasimetric on $\partial G X$ as follows: For any $\zeta, \xi \in \partial G X$, define

\begin{equation}
\vartheta_{\varepsilon,o}(\zeta, \xi) = e^{-\varepsilon(\zeta|\xi)_o}.
\end{equation}

A metric $d$ is a visual metric on $\partial G X$ with parameter $\varepsilon$ if $d$ is biLipschitz equivalent to $\vartheta_{\varepsilon,o}$. The notion of visual metrics based at $o$ does not depend on the choice of $o$ in $X$ by (2.2). Obviously, for any visual metrics $d_1, d_2$, the identity mapping $id : (\partial G X, d_1) \to (\partial G X, d_2)$ is a snowflake mapping.

The boundary $\partial G X$ equipped with any visual metric is complete and bounded, cf. [3, Propsition 6.2].

For any $\omega \in \partial G X$, define the Busemann function $b_{\omega,o} : X \to \mathbb{R}$ by

\begin{equation}
b_{\omega,o}(x) := (\omega|o)_x - (\omega|x)_o,
\end{equation}

where $(\omega|o)_x$ and $(\omega|x)_o$ are Gromov products given in (2.3).

**Definition 2.2.** Let $\omega \in \partial G X$. The set $\mathcal{B}(\omega)$ consists of all Busemann functions $b : X \to \mathbb{R}$ for which there are $o' \in X$ and a constant $c \in \mathbb{R}$ with

\[ |b(x) - b_{\omega,o'}(x)| \leq c, \quad \forall \ x \in X. \]

For any $b \in \mathcal{B}(\omega)$, define the Gromov product $(x|y)_b$ based at $b$ for $x, y \in X$ by

\[ (x|y)_b = \frac{1}{2}(b(x) + b(y) - d_X(x, y)). \]

For $\xi \in \partial G X \setminus \{\omega\}$ and $y \in X$, define

\[ (\xi|y)_b = (y|\xi)_b = \inf \left\{ \liminf_{i \to \infty} (x_i|y)_b : \{x_i\} \in \xi \right\}, \]
and for $\zeta, \xi \in \partial_G X \setminus \{\omega\}$, define

$$(\zeta|\xi)_b = \inf \left\{ \liminf_{i \to \infty} (x_i|y_i)_b : \{x_i\} \in \zeta \text{ and } \{y_i\} \in \xi \right\}.$$  

It is known that given any Busemann functions $b_1, b_2 \in \mathcal{B}(\omega)$, there is a constant $c \in \mathbb{R}$ so that

$$(2.6) \quad |(x|y)_{b_1} - (x|y)_{b_2}| \leq c$$

for all $x, y \in X \cup (\partial_G X \setminus \{\omega\})$ (cf. [5, Section 3.1]).

Fix a function $b \in \mathcal{B}(\omega)$. A sequence $\{x_n\}$ converges to infinity with respect to $\omega$ if

$$(x_m|x_n)_b \to \infty \text{ as } m, n \to \infty,$$

and two sequences $\{x_n\}$ and $\{y_n\}$ converging to infinity with respect to $\omega$ are equivalent if

$$(x_n|y_n)_b \to \infty \text{ as } n \to \infty.$$  

This defines an equivalence relation for sequences in $X$ converging to infinity with respect to $\omega$, see [5, Section 3.4.1]. The notations are both independent of the choice of the Busemann function $b$ based at $\omega$ because of $(2.6)$.

The Gromov boundary relative to $\omega$ is defined as the set $\partial_\omega X$ of all equivalence classes of sequences converging to infinity with respect to $\omega$. For $\zeta \in \partial_\omega X$ and a sequence $\{x_n\}$ that converges to infinity with respect to $\omega$, we say that $\{x_n\}$ converges to $\zeta$ with respect to $\omega$, if $\{x_n\}$ belongs to the equivalence class of $\zeta$.

**Lemma 2.3** ([5, Lemma 3.2.4]). Let $b \in \mathcal{B}(\omega)$. Then

(1) for any $\xi, \zeta \in \partial_G X \setminus \{\omega\}$ and any $\{x_n\} \in \xi$, $\{y_n\} \in \zeta$, we have

$$|(\zeta|\xi)_b \leq \liminf_{i \to \infty} (x_i|y_i)_b \leq \limsup_{i \to \infty} (x_i|y_i)_b \leq (\zeta|\xi)_b + 600\delta,$$

and the same holds if we replace $\zeta$ with $x \in X$.

(2) for any $\xi, \zeta, \eta \in X \cup (\partial_G X \setminus \{\omega\})$, we have

$$|(\xi|\zeta)_b \geq (\xi|\eta)_b \wedge (\eta|\zeta)_b - 600\delta.$$  

**Proposition 2.4** ([5, Proposition 3.4.1]). A sequence $\{x_n\}$ converges to infinity with respect to $\omega$ if and only if $\{x_n\}$ converges to a point $\xi \in \partial_G X \setminus \{\omega\}$. This correspondence defines an identification of $\partial_\omega X$ and $\partial_G X \setminus \{\omega\}$.
Under this identification, we shall thus use the notation $\partial_\omega X$ instead of $\partial_G X \setminus \{\omega\}$ throughout the rest of this paper.

For any $\varepsilon > 0$ and any $b \in B(\omega)$, define a function $\vartheta_{\varepsilon,b}$ on $\partial_\omega X$ by letting
\begin{equation}
\vartheta_{\varepsilon,b}(\zeta, \xi) = e^{-\varepsilon|\zeta - \xi|_b}, \quad \forall \, \zeta, \xi \in \partial_\omega X.
\end{equation}
In general, $\vartheta_{\varepsilon,b}$ does not define a metric. A metric $d$ is a visual metric on $\partial_\omega X$ based at $\omega$ with parameter $\varepsilon$ if $d$ is biLipschitz equivalent to $\vartheta_{\varepsilon,b}$. The notion of visual metrics on $\partial_\omega X$ does not depend on the choice of $b \in B(\omega)$.

Using the similar argument with [3, Proposition 6.2], we know that the boundary $\partial_\omega X$ equipped with any visual metric based at $\omega$ is complete.

**Lemma 2.5.** Let $\omega \in \partial_G X$, and let $b \in B(\omega)$. Assume that $p,q \in X \cup \partial_\omega X$ and $x,y \in X$. If there is a constant $c \geq 0$ such that
\begin{equation}
(p|x)_b \geq b(x) - c \quad \text{and} \quad (q|y)_b \geq b(y) - c,
\end{equation}
then
$$d_X(x,y) = b(x) + b(y) - 2(b(x) \wedge (p|q)_b \wedge b(y)) + O_{\delta,c}(1).$$

**Proof.** Let $\omega \in \partial_G X$, and let $b \in B(\omega)$. It is known from [5, Proposition 3.1.5] that for any $u,v \in X$,
$$|b(u) - b(v)| \leq d_X(u,v) + 10\delta,$$
which shows that
\begin{equation}
(u|v)_b \leq b(u) \wedge b(v) + 5\delta.
\end{equation}
Let $p,q \in X \cup \partial_\omega X$ and $x,y \in X$. We infer from Lemma 2.3(2) that
\begin{align*}
(p|q)_b & \geq (p|x)_b \wedge (x|q)_b - 600\delta \geq (p|x)_b \wedge (x|y)_b \wedge (y|q)_b - 1200\delta \\
& \geq b(x) \wedge (x|y)_b \wedge b(y) - 1200\delta - c,
\end{align*}
where, in the last inequality, the inequalities in (2.10) are applied. Then (2.11) gives
$$b(x) \wedge (p|q)_b \wedge b(y) \geq (x|y)_b - 1205\delta - c.$$
Again, we deduce from Lemma 2.3(2) and (2.10) that
\begin{align*}
(x|y)_b & \geq (x|p)_b \wedge (p|y)_b - 600\delta \geq (x|p)_b \wedge (p|q)_b \wedge (q|y)_b - 1200\delta \\
& \geq b(x) \wedge (p|q)_b \wedge b(y) - 1200\delta - c.
\end{align*}
These imply that
$$b(x) = b(x) \wedge (p|q)_b \wedge b(y) + O_{\delta,c}(1),$$
and so, we have
$$d_X(x,y) = b(x) + b(y) - 2(b(x) \wedge (p|q)_b \wedge b(y)) + O_{\delta,c}(1),$$
which is what we need. \qed
Assume that $X$ contains a geodesic ray $\gamma : [0, \infty) \to X$. Observe that, there is a point $\omega \in \partial_G X$ such that all sequences $\{\gamma(t_n)\}$ with $t_n \to \infty$ belong to $\omega$. We say $\omega$ the endpoint of $\gamma$. Define the function $b_\gamma : X \to \mathbb{R}$ associated to $\gamma$ by the limit

$$b_\gamma(x) = \lim_{t \to \infty} (d_X(\gamma(t), x) - t).$$

By [5, Lemma 2.2.2 and Lemma 3.1.2], for any $x \in X$,

$$b_\gamma(x) = b_{\omega, \gamma(0)}(x) + O_\delta(1).$$

Then $b_\gamma \in B(\omega)$.

3 Infinite hyperbolic cones and hyperbolic fillings

3.1 Infinite hyperbolic cones

Let $(Z, d_Z)$ be a metric space. As we know, $(\text{Con}_h(Z), \rho_h)$ is a Gromov $\delta$-hyperbolic metric space for some $\delta = O(1) \geq 0$, where $\text{Con}_h(Z)$ and $\rho_h$ are defined as in (1.2) and in (1.1), respectively. In the following, we give some properties of $\text{Con}_h(Z)$.

Define a mapping

$$R_z : \mathbb{R} \to \text{Con}_h(Z), \quad t \mapsto (z, e^t).$$

Obviously, as a set in $\text{Con}_h(Z)$, $R_z$ is given by

$$(3.1) \quad R_z = \{z\} \times (0, +\infty).$$

A direct calculation gives that

$$\rho_h(R_z(t_1), R_z(t_2)) = |t_2 - t_1|.$$ 

Then $R_z : \mathbb{R} \to \text{Con}_h(Z)$ is an isometry, and so, $R_z$ is a geodesic in $\text{Con}_h(Z)$.

Lemma 3.1. There exists $\omega \in \partial_G \text{Con}_h(Z)$ such that for any sequence $\{x_n = (z_n, h_n)\}$ in $\text{Con}_h(Z)$, if

$$\lim_{n \to \infty} h_n = \infty,$$

then $\{x_n\} \in \omega$.

Proof. Fix a point $o = (z, h) \in \text{Con}_h(Z)$. Let $x_n = (z_n, h_n)$ with

$$\lim_{n \to \infty} h_n = \infty.$$ 

Without loss of generality, assume that $h_n \geq h$ for all $n$. Then

$$(x_n|x_m)_o = \frac{1}{2} (\rho_h(x_n, o) + \rho_h(x_m, o) - \rho_h(x_n, x_m)).$$
In the following, we show that \((x_n|x_m)_o \to \infty\) as \(m, n \to \infty\). It suffices to consider two cases by symmetry: \(d_Z(z_n, z) \geq d_Z(z_m, z), h_n \geq h_m;\) and \(d_Z(z_m, z) \geq d_Z(z_n, z), h_n \geq h_m.\)

For the former case, that is, if \(d_Z(z_n, z) \geq d_Z(z_m, z)\) and \(h_n \geq h_m\), then

\[
\begin{align*}
& d_Z(z_n, z_m) \leq 2d_Z(z_n, z) \\
& \text{and}
& (x_n|x_m)_o \geq \log \frac{(d_Z(z_n, z) + h_n)(d_Z(z_m, z) + h_m)}{(2d_Z(z_n, z) + h_n)} \\
& \geq \log(d_Z(z_m, z) + h_m) - \log(2h).
\end{align*}
\]

This shows that \((x_n|x_m)_o \to \infty\) as \(m, n \to \infty\).

For the case \(d_Z(z_m, z) \geq d_Z(z_n, z)\) and \(h_n \geq h_m\), we have

\[
\begin{align*}
& d_Z(z_n, z_m) \leq 2d_Z(z_m, z), \\
& \text{and then}
& (x_n|x_m)_o \geq \log \frac{(d_Z(z_n, z) + h_n)(d_Z(z_m, z) + h_m)}{h(2d_Z(z_m, z) + h_n)} \\
& \geq \log \frac{(d_Z(z_n, z) + h_n)(d_Z(z_m, z) + h_m)}{d_Z(z_m, z) + h_n} - \log(2h).
\end{align*}
\]

Note that

\[
\frac{d_Z(z_m, z) + h_n}{(d_Z(z_n, z) + h_n)(d_Z(z_m, z) + h_m)} \leq \frac{d_Z(z_m, z) + h_n}{h_n(d_Z(z_m, z) + h_m)} \\
\leq \frac{1}{h_n} + \frac{1}{d_Z(z_m, z) + h_m} \to 0
\]

as \(m, n \to \infty\). This shows that \((x_n|x_m)_o \to \infty\) as \(m, n \to \infty\).

As a result, there is a point \(\omega \in \partial C\text{Con}_h(Z)\) such that \(\{x_n\}\) converges to it. Next, we show that such point \(\omega\) is unique.

Let \(\{y_n\}\) be any sequence in \(\text{Con}_h(Z)\) with \(y_n = (z'_n, t_n)\) and \(\lim_{n \to \infty} t_n = \infty\). Without loss of generality, we assume that \(\min\{h_n, t_n\} \geq h\) for all \(n\). Then

\[
(x_n|y_n)_o = \log \frac{(d_Z(z'_n, z) + h_n)(d_Z(z_n, z) + t_n)}{(d_Z(z'_n, z_n) + h_n \vee t_n)h}.
\]

Using the same argument with estimating (3.2), we see that

\[
(x_n|y_n)_o \to \infty \quad \text{as} \quad n \to \infty.
\]

This shows that \(\{x_n\}\) and \(\{y_n\}\) are equivalent, and thus, \(\{y_n\}\) converges to \(\omega\) as well. This shows that the lemma is true.
We make a notational convention. In the rest of this section, we use \( \omega \) to denote the equivalence class of all sequences \( \{x_n = (z_n, h_n)\} \) in \( \text{Con}_h(Z) \) with \( \lim_{n \to \infty} h_n = \infty \).

Let \( z \in Z \), and let \( \gamma = R_z \ll 0, \infty \). Note that \( \omega \) is the endpoint of \( \gamma \), and \( b_\gamma \) defined by (2.12) is a Busemann function based at \( \omega \). For any \( x = (z', h) \in \text{Con}_h(Z) \), a direct calculation gives

\[
(b_\gamma(x) = \lim_{t \to \infty} (\rho_h(x, \gamma(t)) - t) = \lim_{t \to \infty} \left( 2 \log \frac{d_Z(z', z) + h \vee e^t}{\sqrt{he^t}} - t \right) = -\log h. \tag{3.3}
\]

**Lemma 3.2.** Let \( z \in Z \). There exists a point \( \xi \in \partial_\omega \text{Con}_h(Z) \) such that for any sequence \( \{x_n = (z, h_n)\} \) in \( R_z \), if \( \lim_{n \to \infty} h_n = 0 \),

then \( \{x_n\} \) converges to \( \xi \) with respect to \( \omega \).

**Proof.** Let \( z \in Z \), and let \( \gamma = R_z \ll 0, \infty \). Assume that \( \{x_n = (z, h_n)\} \) is a sequence in \( R_z \) such that \( \lim_{n \to \infty} h_n = 0 \). It follows from (3.3) that

\[
(x_n|_{x_m})_{b_\gamma} = \frac{1}{2} \left( b_\gamma(x_n) + b_\gamma(x_m) - \rho_h(x_n, x_m) \right)
= \frac{1}{2} \left( -\log h_m - \log h_m - 2 \log \frac{h_n \vee h_m}{\sqrt{h_nh_m}} \right) = -\log(h_n \vee h_m),
\]

which shows that

\[
(x_n|_{x_m})_{b_\gamma} \to \infty \quad \text{as} \quad m, n \to \infty.
\]

Then \( \{x_n\} \) converges to \( \xi \) with respect to \( \omega \) for some \( \xi \in \partial_\omega \text{Con}_h(Z) \).

Let \( \{y_n = (z, t_n)\} \) be a sequence in \( R_z \) such that \( \lim_{n \to \infty} t_n = 0 \). By using (3.3) again, we see that

\[
(x_n|y_n)_{b_\gamma} \to \infty \quad \text{as} \quad m \to \infty.
\]

This shows that \( \{x_n\} \) and \( \{y_n\} \) are equivalent. This completes the proof of the lemma. \( \square \)

### 3.2 Hyperbolic fillings

For a metric space \((Z, d_Z)\), we always denote the sets \( B(z, r) \) and \( \tau B(z, r) \) by

\[
B(z, r) = \{ y \in Z : d_Z(y, z) < r \}
\]

and

\[
\tau B(z, r) = \{ y \in Z : d_Z(y, z) < \tau r \}
\]

for any \( z \in Z, r > 0 \) and \( \tau > 0 \).

Let \((Z, d_Z)\) be a complete metric space. Let \( \alpha > 10 \) and \( \tau > 3 \). We construct a hyperbolic filling \( \text{Hyp}(Z) \) of \( Z \) as follows. For each \( n \in \mathbb{Z} \), we select a maximal \( \alpha^{-n} \)-separated subset \( S_n \) of \( Z \). Also, we choose \( S_n \) such that \( S_m \subset S_n \) whenever \( m \geq n \). The
existence of such sets is guaranteed by a standard application of Zorn’s lemma. Then for each \( n \in \mathbb{Z} \), the sets \( B(z, \alpha^{-n}) \), \( z \in S_n \), cover \( Z \). The vertex set has the form

\[ V = \bigcup_{n \in \mathbb{Z}} V_n, \]

where \( V_n = \{(z, n) : z \in S_n\} \).

To each vertex \( v = (z, n) \), we associate the dilated ball \( B(v) := \tau B(z, \alpha^{-n}) \). We also define the height function \( h : V \to \mathbb{Z} \) by \( h(z, n) = n \).

Given two different vertices \( v, w \in V \), we say that \( w \) is a neighbor of \( v \), denoted by \( w \sim v \), when (i) \( h(v) = h(w) \) and \( B(v) \cap B(w) \neq \emptyset \), or (ii) \( h(v) = h(w) + 1 \) and \( B(v) \subset B(w) \).

Define the hyperbolic filling \( \text{Hyp}(Z) \) of \( Z \) to be the graph formed by the vertex set \( V \) together with the above neighbor relation (edges). Also, we say that \( \alpha \) and \( \tau \) are the construction parameters of \( \text{Hyp}(Z) \).

We consider \( \text{Hyp}(Z) \) to be a metric graph, where the edges are unit intervals. The graph distance between two points \( x, y \in \text{Hyp}(Z) \), denoted by \( |x - y| \), is the length of the shortest curve connecting them.

If \( (Z, d_Z) \) is bounded, then the largest integer \( k \) with \( \text{diam} Z < \alpha^{-k} \) exists, and we denote it by \( k_0 \). For every \( k \leq k_0 \), the vertex set \( V_k \) consists of one point. We modify the graph \( \text{Hyp}(Z) \) by putting \( V_k = \emptyset \) for every \( k < k_0 \), and call the modified graph the truncated hyperbolic filling \( \text{Hyp}_T(Z) \).

For any edge \([v, w]\) in \( \text{Hyp}(Z) \), we extend the height function \( h \) to \([v, w]\) by

\[ h(x) = th(w) + (1 - t)h(v) \]

for \( x \in [v, w] \) with \( |x - v| = t \in [0, 1] \).

The parameters \( \alpha > 10 \) and \( \tau > 3 \) ensure that

\[ \tau \alpha^{-n} \geq 2\tau \alpha^{-n-1} + \alpha^{-n}. \]

Then for any \( v = (z_1, n) \in V_n \) and \( w = (z_2, n + 1) \in V_{n+1} \), if

\[ B(z_1, \alpha^{-n}) \cap B(z_2, \alpha^{-n-1}) \neq \emptyset, \]

then \( B(w) \subset B(v) \) and \( w \sim v \).

For any \( z \in Z \), there is a geodesic \( \gamma_z : \mathbb{R} \to \text{Hyp}(Z) \) such that \( h(\gamma_z(t)) = t \) and

\[ z \in B(z_m, \alpha^{-m}) \]

for any vertex \((z_m, m) \in \gamma_z\). Such \( \gamma_z \) may be not unique, in the following, we fix one such geodesic, still denote \( \gamma_z \).

Obviously, there is a point \( \xi(z) \in \partial \text{Hyp}(Z) \) such that \( \xi(z) \) is the endpoint of \( \gamma_z|_{[0, \infty)} \). By using the similar argument with [6, Lemma 5.11], there exists a point \( \hat{\omega} \in \partial \text{Hyp}(Z) \)
such that \( \hat{\omega} \) is the endpoint of \( \gamma_z \) for any \( z \in Z \). Note that \( \xi(z) \) and \( \hat{\omega} \) are both independent of the choice of \( \gamma_z \) and \( \xi(z) \neq \hat{\omega} \) for any \( z \in Z \), see [6, Section 5].

Define a mapping \( \phi : Z \to \partial_{\hat{\omega}}\text{Hyp}(Z) \) by letting

\[
\phi(z) = \xi(z)
\]

for any \( z \in Z \). The following result shows there is an identification of \( Z \) and \( \partial_{\hat{\omega}}\text{Hyp}(Z) \) when \( (Z,d_Z) \) is a complete metric space. See [10, Theorem 3], [6, Proposition 5.13] and [5, Theorem 6.3.1, 6.3.4].

**Theorem 3.3.** Let \( (Z,d_Z) \) be a complete metric space. The hyperbolic filling \( \text{Hyp}(Z) \) is a visual geodesic Gromov \( \delta \)-hyperbolic space with \( \delta = \delta(\alpha, \tau) \), and the mapping \( \phi : Z \to \partial_{\hat{\omega}}\text{Hyp}(Z) \) defines an identification of \( Z \) with \( \partial_{\hat{\omega}}\text{Hyp}(Z) \). Under this identification, \( d_Z \) defines a visual metric on \( \partial_{\hat{\omega}}\text{Hyp}(Z) \) such that \( d_Z \) is biLipschitz equivalent to \( \alpha^{-1} \cdot | \cdot \) for any Busemann function \( b \) based at \( \hat{\omega} \).

Moreover, if \( (Z,d_Z) \) is bounded, then the truncated hyperbolic filling \( \text{Hyp}_T(Z) \) is also a visual geodesic Gromov \( \delta \)-hyperbolic space with \( \delta = \delta(\alpha, \tau) \), and there is an identification \( \partial_G\text{Hyp}_T(Z) = Z \) of sets. For any \( o \in \text{Hyp}_T(Z) \), \( d_Z \) is biLipschitz equivalent to \( \alpha^{-1} \cdot o \).

Let \( z \in Z \), and let \( \gamma := \gamma_z((\infty,0]) \) be a geodesic ray with \( h(\gamma(0)) = 0 \). It follows from [6, Lemma 5.12] that

\[
|b(x) - h(x)| \leq 3
\]

for any \( x \in \text{Hyp}(Z) \), where \( b := b_\gamma \) is the Busemann function associated to \( \gamma \).

For \( x,y \in \text{Hyp}(Z) \cup \partial_{\hat{\omega}}\text{Hyp}(Z) \), we define the Gromov product \( (x|y)_h \) based at the height function \( h \) to be the same as the Gromov product \( (x|y)_b \) by replacing the Busemann function \( b \) with the height function \( h \). More precisely, for any \( x,y \in \text{Hyp}(Z) \),

\[
(x|y)_h = \frac{1}{2}(h(x) + h(y) - |x - y|).
\]

For \( \xi \in \partial_{\hat{\omega}}\text{Hyp}(Z) \) and \( y \in \text{Hyp}(Z) \), we define

\[
(\xi|y)_h = (y|\xi)_h = \inf \left\{ \liminf_{i \to \infty} (x_i|y)_h : \{x_i\} \in \xi \right\},
\]

and for \( \zeta, \xi \in \partial_{\hat{\omega}}\text{Hyp}(Z) \),

\[
(\zeta|\xi)_h = \inf \left\{ \liminf_{i \to \infty} (x_i|y_i)_h : \{x_i\} \in \zeta, \{y_i\} \in \xi \right\}.
\]

For all \( x,y \in \text{Hyp}(Z) \cup \partial_{\hat{\omega}}\text{Hyp}(Z) \),

\[
|(x|y)_h - (x|y)_b| \leq 3.
\]
This follows from (3.5) and the inequality

\[ |(x|y)_h - (x|y)_b| \leq (|b(x) - h(x)| + |b(y) - h(y)|)/2. \]

Now let us discuss the relationship between \( \text{Con}_{\hat{h}}(Z) \) and \( \text{Hyp}(Z) \). For this, we construct a mapping \( \sigma \) from \( \text{Con}_{\hat{h}}(Z) \) to \( \text{Hyp}(Z) \). Define \( \sigma : \text{Con}_{\hat{h}}(Z) \to \text{Hyp}(Z) \) as follows:

For all \((z,s) \in \text{Con}_{\hat{h}}(Z)\),

\[ \sigma(z,s) = \gamma_z \left( \frac{\log \frac{1}{s}}{\log \alpha} \right). \]

Obviously, \( \sigma \) maps each ray \( R_z \) onto each geodesic \( \gamma_z \). For any \((z,s) \in \text{Con}_{\hat{h}}(Z)\),

\[ h(\sigma(z,s)) = \frac{\log \frac{1}{s}}{\log \alpha}. \]

For \( s_1, s_2 \in (0, \infty) \), if \( s_1 > s_2 \), then \( h(\sigma(z,s_1)) < h(\sigma(z,s_2)) \).

The following result shows that the mapping \( \sigma \) defined as above is a rough similarity.

**Theorem 3.4.** Let \( (Z,d_Z) \) be a complete metric space. The mapping \( \sigma : \text{Con}_{\hat{h}}(Z) \to \text{Hyp}(Z) \) is a \((1/\log \alpha, C)\)-rough similarity with \( C = C(\alpha, \tau) \).

**Proof.** Recall that \( \partial_{\hat{\omega}} \text{Hyp}(Z) = Z \) as sets, and \( d_Z \) is a visual metric on \( \partial_{\hat{\omega}} \text{Hyp}(Z) \) with parameter \( \log \alpha \) by Theorem 3.3.

For convenience, we use \( z \in Z \) to denote \( \xi(z) \in \partial_{\hat{\omega}} \text{Hyp}(Z) \). That is, \( \xi(z) := z \). Then there is a \( C = C(\alpha, \tau) \geq 1 \) such that for any \( z, z' \in Z \),

\[ C^{-1} \alpha^{-(z|z')_b} \leq d_Z(z, z') \leq C \alpha^{-(z|z')_b}. \]

It follows from (3.7) that

\[ C^{-1} \alpha^{-(z|z')_h} \leq d_Z(z, z') \leq C \alpha^{-(z|z')_h}. \]

For any \((z,s) \in \text{Con}_{\hat{h}}(Z)\), we know that \( \sigma(z,s) \in \gamma_z \) and \( z \) is the endpoint of \( \gamma_z \).\( [0,\infty) \). So, \( \gamma_z \) is a geodesic from \( \hat{\omega} \) to \( z \). We claim that

\[ (z|\sigma(z,s))_h = h(\sigma(z,s)) + O_\delta(1). \]

Let \( \{x_n\} \in z \) be a sequence in \( \gamma_z \). Then \( h(x_n) \to \infty \) as \( n \to \infty \). Recall that \( \text{Hyp}(Z) \) is Gromov \( \delta \)-hyperbolic for some \( \delta = \delta(\alpha, \tau) > 0 \). By Lemma 2.3 and (3.7), we see that

\[ (z|\sigma(z,s))_h - 6 \leq \lim \inf_{n \to +\infty} (x_n|\sigma(z,s))_h \]

\[ \leq \lim \sup_{n \to +\infty} (x_n|\sigma(z,s))_h \leq (z|\sigma(z,s))_h + 600\delta + 6. \]
Since both \(x_n\) and \(\sigma(z, s)\) are contained in \(\gamma_z\), if \(h(x_n) \geq h(\sigma(z, s))\), then
\[
(x_n | \sigma(z, s))_h = h(\sigma(z, s)),
\]
which, together with (3.12), gives
\[
(z | \sigma(z, s))_h = h(\sigma(z, s)) + O_\delta(1).
\]
Then (3.11) is true.

For any \((z, s)\) and \((z', s')\) in \(\text{Con}_h(Z)\), we infer from (3.11) that
\[
(z | \sigma(z, s))_h \geq h(\sigma(z, s)) - C(\delta) \quad \text{and} \quad (z' | \sigma(z', s'))_h \geq h(\sigma(z', s')) - C(\delta),
\]
and so, Lemma 2.5 and (3.7) lead to
\[
|\sigma(z, s) - \sigma(z', s')| = h(\sigma(z, s)) + h(\sigma(z', s'))
\]
\[
- 2(h(\sigma(z, s)) \wedge (z | z')_h \wedge h(\sigma(z', s'))) + O_{\alpha, \tau}(1).
\]
It follows from (3.9) that
\[
|\sigma(z, s) - \sigma(z', s')| = - \frac{\log s + \log s'}{\log \alpha} + 2 \left( - \frac{\log s}{\log \alpha} \wedge (z | z')_h \wedge \frac{- \log s'}{\log \alpha} \right) + O_{\alpha, \tau}(1)
\]
\[
= \frac{2}{\log \alpha} \log \left( - \frac{\log s + \log s'}{\sqrt{ss'}} \right) + O_{\alpha, \tau}(1),
\]
and thus, we conclude from (1.1) and (3.10) that
\[
|\sigma(z, s) - \sigma(z', s')| = \frac{2}{\log \alpha} \log \left( - \frac{d_z(z, z') + s \lor s'}{\sqrt{ss'}} \right) + O_{\alpha, \tau}(1)
\]
\[
= \frac{1}{\log \alpha} \rho_h((z, s), (z', s')) + O_{\alpha, \tau}(1).
\]
To prove the rough similarity of \(\sigma\), it remains to check that the image of \(\text{Con}_h(Z)\) under \(\sigma\) is cobounded in \(\text{Hyp}(Z)\). For this, let \(x \in \text{Hyp}(Z)\). Then there exists a vertex \(v = (z, n) \in V\) such that \(|x - v| \leq 1\). Note that \(\gamma_z(n) \in V_n\) for every \(n \in Z\) and \(z \in B(\gamma_z(n))\) by (3.4). This ensures that
\[
z \in B(v) \cap B(\gamma_z(n))
\]
for all \(n \in Z\). Then \(v \sim \gamma_z(m)\) with \(m = h(v)\), and so, \(\text{dist}(\{v\}, \gamma_z) \leq 1\). We deduce from the fact
\[
\text{dist}(\{x\}, \gamma_z) \leq |x - v| + \text{dist}(\{v\}, \gamma_z)
\]
that
\[
\text{dist}(\{x\}, \gamma_z) \leq 2.
\]
Since \(\sigma\) maps \(R_z \subset \text{Con}_h(Z)\) onto \(\gamma_z\) for any \(z \in Z\), the image of \(\text{Con}_h(Z)\) under \(\sigma\) is 2-cobounded in \(\text{Hyp}(Z)\). Therefore, the theorem is proved. \(\square\)
4 Proof of Theorem 1.1

In this section, we prove Theorem 1.1. Before the proof, let us do some preparation.

For a metric space \((Z, d_Z)\) and a point \(x \in Z\), recall that

\[ R_x = \{x\} \times (0, +\infty). \]

Assume that \(f\) is a \((\theta, \lambda)\)-power quasi-symmetry between two metric spaces \((Z, d_Z)\) and \((W, d_W)\), where \(\theta \geq 1\) and \(\lambda \geq 1\). Under this assumption, we are going to define a mapping \(f_x\) acting on \(R_x\) for each \(x \in Z\).

For \(x \in Z\), let \(S_x \subset Z\) denote the set of all \(l \in Z\) such that the set \(A_Z(x, l) = \{z \in Z : 2^{-l-1} < d_Z(z, x) \leq 2^{-l}\}\) is nonempty, where \(Z\) stands for the integer set. The set \(S_x\) can be regarded as the scale spectrum of \(Z\) at \(x\). Obviously, \(S_x\) is non-empty since \(\text{diam} Z > 0\). Similarly, let \(S_{x'}\) denote the scale spectrum of \(W\) at \(x'\), where \(x' = f(x)\), and

\[ A_W(x', l') = \{w \in W : 2^{-l'-1} < d_W(w, x') \leq 2^{-l'}\}. \]

First, we define a function \(\phi_x : S_x \to S_{x'}\): For \(l \in S_x\), let

\[ \phi_x(l) = \sup \{l' : \text{there is } y \in Z \text{ such that } 2^{-l-1} < d_Z(y, x) \text{ and } y' \in A_W(x', l')\}, \]

where \(y' = f(y)\).

For \(l_1, l_2 \in S_x\), if \(l_1 \leq l_2\), obviously, \(\phi_x(l_1) \leq \phi_x(l_2)\). This implies that \(\phi_x\) is non-decreasing on \(S_x\).

**Lemma 4.1.** Let \(l \in S_x\). If \(y \in A_Z(x, l)\), then there is \(l' \in S_{x'}\) such that \(y' = f(y) \in A_W(x', l')\) and

\[ |\phi_x(l) - l'| \leq C(\theta, \lambda). \]

Let us recall that, here and in the following, \(C(\theta, \lambda)\) denotes a constant depending only on the given parameters \(\theta\) and \(\lambda\). Although, in different occurrences, their values may be different, we still use the same notation.

**Proof.** Let \(l \in S_x\) and \(y \in A_Z(x, l)\). Then there must be a unique \(l' \in S_{x'}\) such that \(y' \in A_W(x', l')\), where \(y' = f(y)\). Also, by the definition of \(\phi_x(l)\), there exist a point \(y_0 \in Z\) and an integer \(l'_0 \in S_{x'}\) such that

\[ 2^{-l-1} < d_Z(y_0, x), \quad y'_0 \in A_W(x', l'_0) \quad \text{and} \quad |\phi_x(l) - l'_0| \leq 1. \]

Subsequently, we have

\[ l' \leq \phi_x(l) \leq l'_0 + 1. \]
Since \( f \) is a \((\theta, \lambda)\)-power quasi-symmetry, the fact
\[
d_Z(y, x) \leq 2^{-l} < 2d_Z(y_0, x)
\]guarantees that
\[
\frac{2^{-l'} - 1}{2^{-l_0}} \leq \frac{d_W(y', x')}{d_W(y_0', x')} \leq 2^\theta \lambda.
\]We infer from (4.2) that
\[
-1 \leq l'_0 - l' \leq 1 + \theta + \log_2 \lambda.
\]Then (4.1) leads to
\[
|\phi_x(l) - l'| \leq |\phi_x(l) - l'_0| + |l'_0 - l'| \leq C(\theta, \lambda).
\]This completes the proof.

Further, the functions \( \phi_x \) possess the following property.

**Lemma 4.2.** For \( l_1, l_2 \in S_x \), we have
\[
\frac{1}{\theta}|l_1 - l_2| - C(\theta, \lambda) \leq |\phi_x(l_1) - \phi_x(l_2)| \leq \theta|l_1 - l_2| + C(\theta, \lambda).
\]

**Proof.** If \( l_1 = l_2 \), the lemma is trivial. If \( l_1 \neq l_2 \), without loss of generality, we assume that \( l_1 < l_2 \). Since \( A_Z(x, l_1) \neq \emptyset \neq A_Z(x, l_2) \), let \( y_1 \in A_Z(x, l_1) \) and \( y_2 \in A_Z(x, l_2) \). Then we get
\[
2^{l_2 - l_1 - 1} \leq \frac{d_Z(y_1, x)}{d_Z(y_2, x)} \leq 2^{l_2 - l_1 + 1}.
\]

Also, it follows from Lemma 4.1 that there are integers \( l'_i \), where \( i \in \{1, 2\} \), such that \( y'_i = f(y_i) \in A_W(x', l'_i) \) and
\[
|\phi_x(l_i) - l'_i| \leq C(\theta, \lambda).
\]

By the assumption that \( f \) is a \((\theta, \lambda)\)-power quasi-symmetry and the estimates in (4.3), we know that
\[
2^{\frac{l_2 - l_1}{\theta}} C(\theta, \lambda)^{-1} \leq \frac{d_W(y'_1, x')}{d_W(y'_2, x')} \leq 2^{(l_2 - l_1)\theta} C(\theta, \lambda),
\]
and thus, we infer from the fact \( y'_i = f(y_i) \in A_W(x', l'_i) \) for \( i \in \{1, 2\} \) that
\[
\frac{1}{\theta}|l_1 - l_2| - C(\theta, \lambda) \leq |l'_1 - l'_2| \leq \theta|l_1 - l_2| + C(\theta, \lambda).
\]
Then (4.4) gives
\[
|\phi_x(l_1) - \phi_x(l_2)| \leq |\phi_x(l_1) - l'_1| + |l'_1 - l'_2| + |\phi_x(l_2) - l'_2| \leq \theta|l_1 - l_2| + C(\theta, \lambda)
\]
and
\[ |\phi_x(l_1) - \phi_x(l_2)| \geq |l_1' - l_2'| - |\phi_x(l_2) - l_2'| - |\phi_x(l_1) - l_1'| \geq \frac{1}{\theta} |l_1 - l_2| - C(\theta, \lambda), \]
from which the lemma follows.

We extend the function \( \phi_x : S_x \to S_{x'} \) to a new function on \( \mathbb{R} \) by linear interpolation, which is denoted by \( \Phi_x \). Let
\[ M_x := \sup S_x \quad \text{and} \quad m_x := \inf S_x. \]
Then
\[ M_x \in \mathbb{Z} \cup \{+\infty\} \quad \text{and} \quad m_x \in \mathbb{Z} \cup \{-\infty\}. \]

Let \( x \in \mathbb{Z} \). For \( t \in \mathbb{R} \), if \( t \in S_x \), let \( \Phi_x(t) = \phi_x(t) \).

If \( S_x \) contains only one element, then \(-\infty < m_x = M_x < \infty\). At this time, let
\[ \Phi_x(t) = \phi_x(M_x) + (t - M_x). \]

If \( S_x \) contains at least two elements, then \( m_x < M_x \). For \( t \in (m_x, M_x) \setminus S_x \), there exists an interval \([l_1, l_2]\) with \( l_1, l_2 \in S_x \) and \((l_1, l_2) \cap S_x = \emptyset\) such that \( t \in [l_1, l_2] \). (For convenience, in the following, we call \([l_1, l_2]\) a nested interval for \( t \). Sometimes, in order to emphasize the base point \( x \), we say that \([l_1, l_2]\) is a nested interval for \( t \) with respect to \( x \).) Obviously, for every \( t \in (m_x, M_x) \setminus S_x \), its nested interval is unique.) Now, we define
\[ \Phi_x(t) = (1 - \mu_t)\phi_x(l_1) + \mu_t\phi_x(l_2), \]
where \( t = (1 - \mu_t)l_1 + \mu_tl_2 \) with \( \mu_t \in [0, 1] \). Then equivalently,
\[ \Phi_x(t) = \frac{l_2\phi_x(l_1) - l_1\phi_x(l_2)}{l_2 - l_1} + \frac{\phi_x(l_2) - \phi_x(l_1)}{l_2 - l_1}t. \]

If \( M_x < +\infty \), then \( M_x = \max S_x \). For \( t \geq M_x \), let
\[ \Phi_x(t) = \phi_x(M_x) + (t - M_x). \]

If \( m_x > -\infty \), then \( m_x = \min S_x \). For \( t \leq m_x \), let
\[ \Phi_x(t) = \phi_x(m_x) + (t - m_x). \]

Obviously, the extended function \( \Phi_x \) is non-decreasing and continuous on \( \mathbb{R} \), and satisfies
\[ \lim_{t \to -\infty} \Phi_x(t) = -\infty, \quad \lim_{t \to +\infty} \Phi_x(t) = +\infty \quad \text{and} \quad \Phi_x(\mathbb{R}) = \mathbb{R}. \]
Lemma 4.3. For an interval \([u, v] \subset \mathbb{R}\), suppose that it is contained in \((-\infty, m_x]\) with \(m_x > -\infty\), or \([l_1, l_2]\) with \(l_1, l_2 \in S_x\) and \((l_1, l_2) \cap S_x = \emptyset\), or \([M_x, +\infty)\) with \(M_x < +\infty\). For \(t \in [u, v]\), if \(t = (1 - \mu_t)u + \mu_tv\) with \(\mu_t \in [0, 1]\), then

\[
\Phi_x(t) = (1 - \mu_t)\Phi_x(u) + \mu_t\Phi_x(v).
\]

Proof. Let \(t = (1 - \mu_t)u + \mu_t v\) with \(\mu_t \in [0, 1]\). If \([u, v] \subset (-\infty, m_x]\) with \(m_x > -\infty\), then

\[
\Phi_x(u) = \phi_x(m_x) + u - m_x, \quad \Phi_x(v) = \phi_x(m_x) + v - m_x \quad \text{and} \quad \Phi_x(t) = \phi_x(m_x) + t - m_x.
\]

These lead to

\[
\Phi_x(t) = (1 - \mu_t)\Phi_x(u) + \mu_t\Phi_x(v).
\]

Similarly, if \([u, v] \subset [M_x, +\infty)\) with \(M_x < +\infty\), then

\[
\Phi_x(t) = \phi_x(M_x) + (t - M_x) = (1 - \mu_t)\Phi_x(u) + \mu_t\Phi_x(v).
\]

If \([u, v] \subset [l_1, l_2]\) with \(l_1, l_2 \in S_x\) and \((l_1, l_2) \cap S_x = \emptyset\), then (4.6) ensures that

\[
\Phi_x(u) = \frac{l_2\phi_x(l_1) - l_1\phi_x(l_2)}{l_2 - l_1} + \frac{\phi_x(l_2) - \phi_x(l_1)}{l_2 - l_1}u,
\]

\[
\Phi_x(v) = \frac{l_2\phi_x(l_1) - l_1\phi_x(l_2)}{l_2 - l_1} + \frac{\phi_x(l_2) - \phi_x(l_1)}{l_2 - l_1}v
\]

and

\[
\Phi_x(t) = \frac{l_2\phi_x(l_1) - l_1\phi_x(l_2)}{l_2 - l_1} + \frac{\phi_x(l_2) - \phi_x(l_1)}{l_2 - l_1}t.
\]

These guarantee that

\[
\Phi_x(t) = (1 - \mu_t)\Phi_x(u) + \mu_t\Phi_x(v),
\]

and hence, the lemma is proved. \qed

The following result concerning \(\Phi_x\) is a generalization of Lemma 4.2.

Lemma 4.4. The function \(\Phi_x : \mathbb{R} \to \mathbb{R}\) is a \((\theta, C)\)-rough quasi-isometry, where \(C = C(\theta, \lambda)\). More precisely, for any \(t_1, t_2 \in \mathbb{R}\), we have

\[
(4.9) \quad \frac{1}{\theta}|t_1 - t_2| - C(\theta, \lambda) \leq |\Phi_x(t_1) - \Phi_x(t_2)| \leq \theta|t_1 - t_2| + C(\theta, \lambda).
\]

Proof. Let \(t_1, t_2 \in \mathbb{R}\). Without loss of generality, we assume that \(t_1 < t_2\). If \(S_x\) contains only one element, or \([t_1, t_2] \subset (-\infty, m_x]\) with \(m_x > -\infty\), or \([t_1, t_2] \subset [M_x, \infty)\) with \(M_x < \infty\), then the proofs are obvious since, in these cases,

\[
|\Phi_x(t_1) - \Phi_x(t_2)| = |t_1 - t_2|.
\]
In the following, we assume that \( S_x \) contains at least two elements, \([t_1, t_2] \notin (-\infty, m_x]\) with \( m_x > -\infty \), and \([t_1, t_2] \notin [M_x, \infty)\) with \( M_x < \infty \).

If \([t_1, t_2] \cap S_x = \emptyset\), then there exist \( l_1, l_2 \in S_x\) such that \([l_1, l_2]\) is the nested interval for both \( t_1 \) and \( t_2 \). This implies that for \( i \in \{1, 2\} \),

\[
\Phi_x(t_i) = \frac{l_2 \phi_x(l_1) - l_1 \phi_x(l_2)}{l_2 - l_1} + \frac{l_1 \phi_x(l_2) - \phi_x(l_1)}{l_2 - l_1} t_i,
\]

and so, it follows from Lemma 4.2 that

\[
\frac{1}{\theta} |t_1 - t_2| - C(\theta, \lambda) \leq \Phi_x(t_2) - \Phi_x(t_1) = \frac{\phi_x(l_2) - \phi_x(l_1)}{l_2 - l_1}(t_2 - t_1) \leq \theta |t_1 - t_2| + C(\theta, \lambda),
\]

where the fact \( 0 < t_2 - t_1 < l_2 - l_1 \) is applied.

Now, we assume that \([t_1, t_2] \cap S_x \neq \emptyset\). Then there are \( l_3, l_4 \in [t_1, t_2] \cap S_x\) such that

\[
(4.10) \quad [t_1, t_2] \cap S_x = [l_3, l_4] \cap S_x.
\]

It is possible that \( l_3 = l_4 \). If this case occurs, we regard the closed interval \([l_3, l_4]\) as the singlet \( \{l_3(= l_4)\}\).

Since \( \phi_x \) is non-decreasing, again, by Lemma 4.2, we see that

\[
\frac{1}{\theta}(l_4 - l_3) - C(\theta, \lambda) \leq \phi_x(l_4) - \phi_x(l_3) \leq \theta(l_4 - l_3) + C(\theta, \lambda).
\]

This shows that (4.9) holds true for the case when \( t_1 = l_3 \) and \( t_2 = l_4 \).

We separate the rest arguments into the following cases.

**Case 4.1.** Suppose that \( t_1 \neq l_3 \) and \( t_2 = l_4 \).

From (4.10), we see that \([t_1, l_3] \cap S_x = \emptyset\). If \( l_3 = m_x > -\infty \), then

\[
(4.11) \quad \Phi_x(l_3) - \Phi_x(t_1) = l_3 - t_1.
\]

If \( l_3 > m_x \), then there is \( k_1 \in S_x\) such that \([k_1, l_3]\) is the nested interval for \( t_1 \). It follows that

\[
(4.12) \quad \Phi_x(l_3) - \Phi_x(t_1) = \frac{\phi_x(l_3) - \phi_x(k_1)}{l_3 - k_1}(l_3 - t_1).
\]

Since \( t_2 = l_4 \) and

\[
\Phi_x(t_2) - \Phi_x(t_1) = \phi_x(l_4) - \phi_x(l_3) + \Phi_x(l_3) - \Phi_x(t_1),
\]

it follows from Lemma 4.2, together with (4.11) and (4.12), that

\[
\frac{1}{\theta}(t_2 - t_1) - C(\theta, \lambda) \leq |\Phi_x(t_1) - \Phi_x(t_2)| \leq \theta(t_2 - t_1) + C(\theta, \lambda).
\]
**Case 4.2.** Suppose that \( t_1 = l_3 \) and \( t_2 \neq l_4 \).

Similarly, under this assumption, if \( l_4 = M_x < +\infty \), then

\[
\Phi_x(t_2) - \Phi_x(l_4) = t_2 - l_4,
\]

and if \( l_4 < M_x \), then there is \( k_2 \in S_x \) such that \([l_4, k_2]\) is the nested interval for \( t_2 \), and

\[
\Phi_x(t_2) - \Phi_x(l_4) = \frac{\phi_x(k_2) - \phi_x(l_4)}{k_2 - l_4}(t_2 - l_4),
\]

and so, Lemma 4.2 leads to

\[
\frac{1}{\theta}(t_2 - t_1) - C(\theta, \lambda) \leq |\Phi_x(t_1) - \Phi_x(t_2)| \leq \theta(t_2 - t_1) + C(\theta, \lambda).
\]

**Case 4.3.** Suppose that \( t_1 \neq l_3 \) and \( t_2 \neq l_4 \).

The similar reasoning as in the discussions in Cases 4.1 and 4.2 shows that

\[
\Phi_x(l_3) - \Phi_x(t_1) = \begin{cases} 
    l_3 - t_1, & \text{if } l_3 = m_x > -\infty \\
    \frac{\phi_x(l_3) - \phi_x(k_3)}{l_3 - k_3}(l_3 - t_1), & \text{if } l_3 > m_x
\end{cases}
\]

and

\[
\Phi_x(t_2) - \Phi_x(l_4) = \begin{cases} 
    t_2 - l_4, & \text{if } l_4 = M_x < +\infty \\
    \frac{\phi_x(k_4) - \phi_x(l_4)}{k_4 - l_4}(t_2 - l_4), & \text{if } l_4 < M_x
\end{cases}
\]

where \( k_3 \in S_x \) and \([k_3, l_3]\) is the nested interval for \( t_1 \) (resp. \( k_4 \in S_x \) and \([l_4, k_4]\) is the nested interval for \( t_2 \)).

Since

\[
\Phi_x(t_2) - \Phi_x(t_1) = \Phi_x(t_2) - \Phi_x(l_4) + (\phi_x(l_4) - \phi_x(l_3)) + \Phi_x(l_3) - \Phi_x(t_1),
\]

it follows from Lemma 4.2 that

\[
\frac{1}{\theta}|t_1 - t_2| - C(\theta, \lambda) \leq |\Phi_x(t_1) - \Phi_x(t_2)| \leq \theta|t_1 - t_2| + C(\theta, \lambda).
\]

Now, the lemma is proved. \( \square \)

**Lemma 4.5.** Suppose that \( x \neq y \in Z \). Then we have

\[
(4.13) \quad \left| \log_2 \frac{1}{d_W(x', y')} - \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) \right| \leq C(\theta, \lambda)
\]

and

\[
(4.14) \quad \left| \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) - \Phi_y \left( \log_2 \frac{1}{d_Z(x, y)} \right) \right| \leq C(\theta, \lambda).
\]
Proof. Let \( x, y \in Z \) with \( x \neq y \), \( x' = f(x) \) and \( y' = f(y) \). Obviously, there exists \( l \in S_x \) such that \( y \in A_Z(x, l) \), i.e.,

\[
l \leq \log_2 \frac{1}{d_Z(x, y)} < l + 1.
\]

Also, we know from Lemma 4.1 that there is \( l' \in S_{x'} \) such that \( y' \in A_W(x', l') \), i.e.,

\[
l' \leq \log_2 \frac{1}{d_W(x', y')} < l' + 1 \text{ and } |\Phi_x(l) - l'| \leq C(\theta, \lambda).
\]

Moreover, it follows from (4.15) and Lemma 4.4 that

\[
0 \leq \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) - \Phi_x(l) \leq \Phi_x(l + 1) - \Phi_x(l) \leq C(\theta, \lambda).
\]

Since

\[
\left| \log_2 \frac{1}{d_W(x', y')} - \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) \right| \leq \left| \log_2 \frac{1}{d_W(x', y')} - l' \right| + |l' - \Phi_x(l)|
\]

\[
+ \left| \Phi_x(l) - \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) \right|,
\]

it follows from the inequalities (4.16) and (4.17) that

\[
\left| \log_2 \frac{1}{d_W(x', y')} - \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) \right| \leq C(\theta, \lambda),
\]

which is the estimate (4.13) in the lemma. This estimate implies that the second estimate, i.e., (4.14), in the lemma is true as well, and hence, the proof of the lemma is complete. \( \square \)

Lemma 4.6. Suppose that \( x, y \in Z \) with \( x \neq y \) and \( l \in S_x \cup S_y \) with \( l < \log_2(1/d_Z(x, y)) \).

Then

\[
|\Phi_x(l) - \Phi_y(l)| \leq C(\theta, \lambda).
\]

Proof. Without loss of generality, we assume that \( l \in S_x \). We separate the proof into two possibilities: \( \log_2(1/d_Z(x, y)) - 2 \leq l < \log_2(1/d_Z(x, y)) \) and \( l < \log_2(1/d_Z(x, y)) - 2 \). For the first possibility, since

\[
|\Phi_x(l) - \Phi_y(l)| \leq \left| \Phi_x(l) - \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) \right|
\]

\[
+ \left| \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) - \Phi_y \left( \log_2 \frac{1}{d_Z(x, y)} \right) \right|
\]

22
\[
\phi_y \left( \log_2 \frac{1}{d_Z(x, y)} \right) - \phi_y(l),
\]
\[
|\phi_x(l) - \phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right)| \leq |\phi_x(l + 2) - \phi_x(l)|
\]
and
\[
|\phi_y \left( \log_2 \frac{1}{d_Z(x, y)} \right) - \phi_y(l)| \leq |\phi_y(l + 2) - \phi_y(l)|,
\]
we infer from (4.14) in Lemma 4.5 and Lemma 4.4 that
\[
|\phi_x(l) - \phi_y(l)| \leq C(\theta, \lambda).
\]

For the remaining possibility, that is, \( l < \log_2(1/d_Z(x, y)) - 2 \), we easily know that
\[
d_Z(x, y) \leq 2^{-l-2}.
\]
Since \( l \in S_x \), we see that there exists a point \( z \in A_Z(x, l) \) such that
\[
d_Z(x, y) \leq 2^{-l-2} < 2^{-l-1} < d_Z(z, x) \leq 2^{-l}.
\]
and thus, we obtain from the fact
\[
d_Z(z, x) - d_Z(x, y) \leq d_Z(y, z) \leq d_Z(z, x) + d_Z(x, y)
\]
that
\[
2^{-l-2} < d_Z(y, z) < 2^{-l+1}.
\]
This implies that there is \( k \in S_y \) with \( l - 1 \leq k \leq l + 1 \) such that \( z \in A_Z(y, k) \). So, by Lemma 4.1, there exists \( l'_y \in S_{y'} \) such that \( z' \in A_W(y', l'_y) \) and
\[
|\phi_y(k) - l'_y| \leq C(\theta, \lambda).
\]
Furthermore, by the fact \( l - 1 \leq k \leq l + 1 \), Lemma 4.4 gives
\[
|\phi_y(k) - \phi_y(l)| \leq C(\theta, \lambda),
\]
and so,
\[
|\phi_y(l) - l'_y| \leq C(\theta, \lambda).
\]
Since \( z \in A_Z(x, l) \), again, we deduce from Lemma 4.1 that there exists \( l'_x \in S_{x'} \) such that \( z' \in A_W(x', l'_x) \) and
\[
|\phi_x(l) - l'_x| \leq C(\theta, \lambda).
\]
Moreover, the assumption that \( f \) is a \((\theta, \lambda)\)-power quasi-symmetry, together with (4.19) and (4.20), guarantees that
\[
\frac{d_W(x', z')}{d_W(y', z')} \leq 2^{2\theta} \lambda \quad \text{and} \quad \frac{d_W(y', z')}{d_W(x', z')} \leq 2^{2\theta} \lambda.
\]
Then we infer from the facts \( z' \in A_W(x', l'_x) \) and \( z' \in A_W(y', l'_y) \) that
\[
|l'_x - l'_y| \leq C(\theta, \lambda).
\]
Hence we see from (4.21) and (4.22) that
\[
|\Phi_x(l) - \Phi_y(l)| \leq |\Phi_x(l) - l'_x| + |l'_x - l'_y| + |l'_y - \Phi_y(l)| \leq C(\theta, \lambda).
\]
(4.23)
Now, we conclude from (4.18) and (4.23) that the lemma is true.

\[\square\]

**Lemma 4.7.** Suppose that \( x, y \in Z \) with \( x \neq y \). If \( t \geq d_Z(x, y) \), then
\[
|\Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) | \leq C(\theta, \lambda).
\]
(4.24)

**Proof.** It follows from the inequality (4.14) in Lemma 4.5 that
\[
|\Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) - \Phi_y \left( \log_2 \frac{1}{d_Z(x, y)} \right) | \leq C(\theta, \lambda).
\]
(4.25)

Let \( t > d_Z(x, y) \). For the proof under this assumption, let
\[
m_x = \inf S_x, \quad M_x = \sup S_x, \quad m_y = \inf S_y \quad \text{and} \quad M_y = \sup S_y.
\]
Since there is an integer \( l \) with \( l \leq \min\{M_x, M_y\} \) such that \( y \in A_Z(x, l) \) and \( x \in A_Z(y, l) \), it follows that
\[
\log_2 \frac{1}{t} < \log_2 \frac{1}{d_Z(x, y)} < l + 1 \leq \min\{M_x, M_y\} + 1.
\]
(4.26)

First, we consider the possibility: \( \min\{M_x, M_y\} \leq \log_2 \frac{1}{\lambda} < \min\{M_x, M_y\} + 1 \). Then \( \min\{M_x, M_y\} < \infty \). Without loss of generality, we assume that \( M_x = \min\{M_x, M_y\} \).
Since
\[
|\Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) | \leq |\Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_x (M_x) | + |\Phi_x (M_x) - \Phi_y (M_x) |
\]
\[
+ |\Phi_y (M_x) - \Phi_y \left( \log_2 \frac{1}{t} \right) |.
\]
and
\[ M_x < \log_2 \frac{1}{d_z(x, y)}, \]
we know from Lemmas 4.4 and 4.6 that
\[
(4.27) \quad \left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq C(\theta, \lambda).
\]
This shows that (4.24) holds for this possibility.

Next, we consider the other possibility: \( \log_2 \frac{1}{t} < \min\{M_x, M_y\} \). In the following, we find the possible positions of \( \log_2 \frac{1}{t} \).

If \( m_x = -\infty \) (resp. \( m_y = -\infty \)), obviously, there exists a nested interval for \( \log_2 \frac{1}{t} \) with respect to \( x \) (resp. with respect to \( y \)).

If \( m_x = M_x \) (resp. \( m_y = M_y \)), then \( \log_2 \frac{1}{t} \in (-\infty, m_x) \) (resp. \( \log_2 \frac{1}{t} \in (-\infty, m_y) \)).

Now, we assume that \( m_x < M_x \) (resp. \( m_y < M_y \)).

If \( m_x > -\infty \) (resp. \( m_y > -\infty \)), then \( \log_2 \frac{1}{t} \) is contained in \((-\infty, m_x]\) or \((m_x, M_x)\) (resp. \((-\infty, m_y]\) or \((m_y, M_y)\)). If \( \log_2 \frac{1}{t} \in (m_x, M_x) \) (resp. \( \log_2 \frac{1}{t} \in (m_y, M_y) \)), then there exists a nested interval for \( \log_2 \frac{1}{t} \) with respect to \( x \) (resp. with respect to \( y \)).

From the discussions as above, we know that the possible positions of \( \log_2 \frac{1}{t} \) are as follows:

(i) \( \log_2 \frac{1}{t} \in (-\infty, m_x] \cap (-\infty, m_y] \), where \( m_x > -\infty \) and \( m_y > -\infty \).

(ii) \( \log_2 \frac{1}{t} \in (-\infty, m_x] \cap [k_1, k_2] \), where \( m_x > -\infty \), \( m_y < M_y \) and \([k_1, k_2]\) is a nested interval for \( \log_2 \frac{1}{t} \) with respect to \( y \).

(iii) \( \log_2 \frac{1}{t} \in (-\infty, m_y] \cap [l_1, l_2] \), where \( m_y > -\infty \), \( m_x < M_x \) and \([l_1, l_2]\) is a nested interval for \( \log_2 \frac{1}{t} \) with respect to \( x \).

(iv) \( \log_2 \frac{1}{t} \in [l_1, l_2] \cap [k_1, k_2] \), where \( m_x < M_x \) (resp. \( m_y < M_y \)) and \([l_1, l_2] \cap [k_1, k_2]\) is a nested interval for \( \log_2 \frac{1}{t} \) with respect to \( x \) (resp. with respect to \( y \)).

We continue the discussions according to the aforementioned possible positions of \( \log_2 \frac{1}{t} \).

**Case 4.4.** Suppose that \( \log_2 \frac{1}{t} \in (-\infty, m_x] \cap (-\infty, m_y] \), where \( m_x > -\infty \) and \( m_y > -\infty \).

Without loss of generality, we assume that \( m_x \geq m_y \). Since (4.7) gives
\[
\Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) = \Phi_x(m_x) - \Phi_y(m_y) - m_x + m_y
\]
and
\[
\Phi_x(m_y) = \Phi_x(m_x) + (m_y - m_x),
\]

and since the fact \( x \in A_Z(y, l) \) leads to \( m_y \leq l \leq \log_2(1/d_Z(x, y)) \), we know from Lemma 4.6 that

\[
(4.28) \quad \left| \Phi_x \left( \log_2 \frac{1}{l} \right) - \Phi_y \left( \log_2 \frac{1}{l} \right) \right| \leq C(\theta, \lambda).
\]

**Case 4.5.** Suppose that \( \log_2 \frac{1}{t} \in (-\infty, m_x] \cap [k_1, k_2] \), where \( m_x > -\infty \) and \([k_1, k_2] \) is a nested interval for \( \log_2 \frac{1}{t} \) with respect to \( y \).

Since \( \log_2 \frac{1}{t} \in (-\infty, m_x] \cap [k_1, k_2] \), we know that \( m_x \geq k_2 \) or \( k_1 \leq m_x < k_2 \).

If \( m_x \geq k_2 \), then \([k_1, k_2] \subset (-\infty, m_x] \). Since there is \( \mu_1 \in [0, 1] \) such that

\[
\log_2 \frac{1}{t} = (1 - \mu_1)k_1 + \mu_1k_2,
\]

by Lemma 4.3, we have

\[
\Phi_x \left( \log_2 \frac{1}{t} \right) = (1 - \mu_1)\Phi_x(k_1) + \mu_1\Phi_x(k_2)
\]

and

\[
\Phi_y \left( \log_2 \frac{1}{t} \right) = (1 - \mu_1)\Phi_y(k_1) + \mu_1\Phi_y(k_2).
\]

We divide the arguments into two cases: \( k_2 < \log_2(1/d_Z(x, y)) \) and \( k_2 \geq \log_2(1/d_Z(x, y)) \).

For the first case, we infer from Lemma 4.6 that

\[
(4.29) \quad \left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq (1 - \mu_1)|\Phi_x(k_1) - \Phi_y(k_1)| + \mu_1|\Phi_x(k_2) - \Phi_y(k_2)| \leq C(\theta, \lambda).
\]

For the remaining case, that is, \( k_2 \geq \log_2(1/d_Z(x, y)) \), similarly, we know that there is \( \mu_2 \in [0, 1] \) such that

\[
\left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq (1 - \mu_2)|\Phi_x(k_1) - \Phi_y(k_1)|
\]

\[
+ \mu_2 \left| \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) - \Phi_y \left( \log_2 \frac{1}{d_Z(x, y)} \right) \right|.
\]

Again, we deduce from Lemma 4.6, together with (4.25), that

\[
(4.30) \quad \left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq C(\theta, \lambda).
\]

If \( k_1 \leq m_x < k_2 \), then \( \log_2 \frac{1}{t} \in [k_1, m_x] \), and so, Lemma 4.3 guarantees that there is \( \mu_3 \in [0, 1] \) such that

\[
\Phi_x \left( \log_2 \frac{1}{t} \right) = (1 - \mu_3)\Phi_x(k_1) + \mu_3\Phi_x(m_x)
\]
and
\[ \Phi_y \left( \log_2 \frac{1}{t} \right) = (1 - \mu_3)\Phi_y(k_1) + \mu_3\Phi_y(m_x). \]

Since (4.26) implies that \( m_x < \log_2 1/d_Z(x, y) \), once more, Lemma 4.6 ensures that
\[
\left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq (1 - \mu_3)|\Phi_x(k_1) - \Phi_y(k_1)| + \mu_3|\Phi_x(m_x) - \Phi_y(m_x)|
\]
\[ \leq C(\theta, \lambda). \]

**Case 4.6.** Suppose that \( \log_2 \frac{1}{t} \in (-\infty, m_y]\cap [l_1, l_2] \), where \( m_y > -\infty \), \( m_x < M_x \) and \([l_1, l_2]\) is a nested interval for \( \log_2 \frac{1}{t} \) with respect to \( x \).

Similar arguments as in Case 4.5 show that
\[ (4.32) \quad \left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq C(\theta, \lambda). \]

**Case 4.7.** Suppose that \( \log_2 \frac{1}{t} \in [l_1, l_2]\cap [k_1, k_2] \), where \( m_x < M_x \) (resp. \( m_y < M_y \)) and \([l_1, l_2]\) (resp. \([k_1, k_2]\)) is a nested interval for \( \log_2 \frac{1}{t} \) with respect to \( x \) (resp. with respect to \( y \)).

If \( \log_2 \frac{1}{t} \in [l_1, l_2]\cap [k_1, k_2] \), we only need to consider the cases: \( l_1 \leq k_1 \leq k_2 \leq l_2 \) and \( l_1 \leq l_2 \leq k_2 \), since the discussions for the other two cases, those are \( k_1 \leq l_1 \leq l_2 \leq k_2 \) and \( k_1 \leq l_1 \leq k_2 \leq l_2 \), are very similar. It follows from (4.26) that \( l_1 \vee k_1 < \log_2 1/d_Z(x, y) \). Also, according to the discussions in Case 4.5, we may assume that \( k_2 \vee l_2 < \log_2 1/d_Z(x, y) \).

For the case \( l_1 \leq k_1 \leq k_2 \leq l_2 \), that is, \([k_1, k_2]\subset [l_1, l_2] \), it follows from Lemma 4.3 that there is \( \mu_4 \in [0, 1] \) such that
\[
\left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq (1 - \mu_4)|\Phi_x(k_1) - \Phi_y(k_1)| + \mu_4|\Phi_x(k_2) - \Phi_y(k_2)|,
\]
and then, Lemma 4.6 gives
\[ (4.33) \quad \left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq C(\theta, \lambda). \]

For the remaining case, that is, \( l_1 \leq k_1 \leq l_2 \leq k_2 \), we know from Lemma 4.3 that there is \( \mu_5 \in [0, 1] \) such that
\[
\left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq (1 - \mu_5)|\Phi_x(k_1) - \Phi_y(k_1)| + \mu_5|\Phi_x(l_2) - \Phi_y(l_2)|,
\]
and thus, Lemma 4.6 gives

\[(4.34) \quad \left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right| \leq C(\theta, \lambda). \]

Now, we conclude from (4.25), (4.27)–(4.34) that (4.24) holds true for all \( t \geq d_Z(x, y) \), and hence, the lemma is proved.

Now, we are ready to define the mappings \( f_x \) based on \( \Phi_x \). For \((x, t) \in \text{Con}_h(Z)\), let

\[(4.35) \quad f_x(x, t) = \left( x', 2^{-\Phi_x \left( \log_2 \frac{1}{t} \right)} \right). \]

Recall here that \( x' = f(x) \). Then it follows from (4.5)–(4.8) that \( f_x(R_x) = R_{x'} \) for every \( x \in Z \).

The following lemma concerning the mappings \( f_x \) is a generalization of [3, Lemma 7.3] since neither \((Z, d_Z)\) nor \((W, d_W)\) is assumed to be bounded.

**Lemma 4.8.** Suppose that \( f \) is a \((\theta, \lambda)\)-power quasi-symmetry between two metric spaces \((Z, d_Z)\) and \((W, d_W)\), where \( \theta \geq 1 \) and \( \lambda \geq 1 \). For \( x \in Z \), the mapping \( f_x : R_x \to R_{x'} \) defined as in (4.35) satisfies the following properties:

1. There exists a constant \( k = k(\theta, \lambda) \geq 0 \) such that for every \( x \in Z \), the mapping \( f_x \) is a \((\theta, k)\)-rough quasi-isometry.
2. For \( x, y \in Z \) with \( x \neq y \), if \( t = d_Z(x, y) \) and \( f_x(x, t) = (x', t') \), then
   \[ C(\theta, \lambda)^{-1} d_W(x', y') \leq t' \leq C(\theta, \lambda) d_W(x', y'). \]
3. For \( t_1, t_2 \in (0, \infty) \), let \( f_x(x, t_1) = (x', t'_1) \) and \( f_x(x, t_2) = (x', t'_2) \). If \( t_1 \leq t_2 \), then \( t'_1 \leq t'_2 \).
4. For \( x, y \in Z \) with \( x \neq y \), if \( t \geq d_Z(x, y) \), then
   \[ \rho_h(f_x(x, t), f_y(y, t)) = O_{\theta, \lambda}(1). \]

**Proof.** For (1), let \( t_1, t_2 \in (0, \infty) \) with \( t_1 \leq t_2 \). Then for \( x \in Z \),

\[ \Phi_x \left( \log_2 \frac{1}{t_1} \right) \geq \Phi_x \left( \log_2 \frac{1}{t_2} \right). \]

Elementary calculations show that

\[ \rho_h(f_x(x, h_1), f_x(x, h_2)) = 2 \log \frac{2^{-\Phi_x \left( \log_2 \frac{1}{h_1} \right)} \lor 2^{-\Phi_x \left( \log_2 \frac{1}{h_2} \right)}}{\sqrt{2^{-\Phi_x \left( \log_2 \frac{1}{h_1} \right)} - \Phi_x \left( \log_2 \frac{1}{h_2} \right)}} \]
By Lemma 4.4, we have
\begin{equation*}
\rho_h(f_x(x, t_1), f_x(x, t_2)) \leq (\log_2 t_2 - \log_2 t_1)\theta \log 2 + C(\theta, \lambda) = \theta \rho_h((x, t_1), (x, t_2)) + C(\theta, \lambda)
\end{equation*}
and
\begin{equation*}
\rho_h(f_x(x, t_1), f_x(x, t_2)) \geq (\log_2 t_2 - \log_2 t_1)\frac{\log 2}{\theta} - C(\theta, \lambda) = \frac{1}{\theta} \rho_h((x, t_1), (x, t_2)) - C(\theta, \lambda).
\end{equation*}
Thus each mapping \( f_x : R_x \to R_{x'} \) is a \((\theta, k)\)-rough quasi-isometry with \( k = C(\theta, \lambda) \).

For (2), let \( x, y \in Z \) with \( x \neq y \), \( t = d_Z(x, y) \), and let \( f_x(x, t) = (x', t') \). Then the inequality (4.13) in Lemma 4.5 gives
\begin{equation*}
C(\theta, \lambda)^{-1}d_W(x', y') \leq t' = 2^{-\Phi_x(\log_2 \frac{1}{t} )} \leq C(\theta, \lambda)d_W(x', y'),
\end{equation*}
which is what we need.

For (3), it is clear since \( \Phi_x \) is non-decreasing.

For (4), let \( x, y \in Z \) with \( x \neq y \), and let \( t \geq d_Z(x, y) \). It follows from the inequality (4.13) in Lemma 4.5 and the fact that \( \Phi_x \) is non-decreasing that
\begin{equation*}
\log_2 \frac{1}{d_W(x', y')} \geq \Phi_x \left( \log_2 \frac{1}{d_Z(x, y)} \right) - C(\theta, \lambda) \geq \Phi_x \left( \log_2 \frac{1}{t} \right) - C(\theta, \lambda).
\end{equation*}
Then we have
\begin{equation*}
d_W(x', y') \leq C(\theta, \lambda) \cdot 2^{-\Phi_x(\log_2 \frac{1}{t} )},
\end{equation*}
which gives
\begin{equation*}
\frac{d_W(x', y') + 2^{-\Phi_x(\log_2 \frac{1}{t} )} \vee 2^{-\Phi_y(\log_2 \frac{1}{t} )}}{\sqrt{2^{-\Phi_x(\log_2 \frac{1}{t} )} - \Phi_y(\log_2 \frac{1}{t} )}} \leq C(\theta, \lambda)2^{-\frac{\Phi_x(\log_2 \frac{1}{t} ) - \Phi_y(\log_2 \frac{1}{t} )}{2}}.
\end{equation*}
Thus we know from
\begin{equation*}
\rho_h(f_x(x, t), f_y(y, t)) = 2 \log \frac{d_W(x', y') + 2^{-\Phi_x(\log_2 \frac{1}{t} )} \vee 2^{-\Phi_y(\log_2 \frac{1}{t} )}}{\sqrt{2^{-\Phi_x(\log_2 \frac{1}{t} )} - \Phi_y(\log_2 \frac{1}{t} )}}
\end{equation*}
that
\begin{equation*}
\rho_h(f_x(x, t), f_y(y, t)) \leq C(\theta, \lambda) + \log 2 \cdot \left| \Phi_x \left( \log_2 \frac{1}{t} \right) - \Phi_y \left( \log_2 \frac{1}{t} \right) \right|.
\end{equation*}
Therefore, Lemma 4.7 leads to
\begin{equation*}
\rho_h(f_x(x, t), f_y(y, t)) = O_{\theta, \lambda}(1),
\end{equation*}
which shows that the statement (4) of the lemma is true, and hence, the lemma is proved.
Suppose that $f$ is a power quasi-symmetry (which includes snowflake mappings) between two metric spaces $(Z, d_Z)$ and $(W, d_W)$. Then we define $\hat{f} : \text{Con}_h(Z) \to \text{Con}_h(W)$ as follows: For $(x, t) \in \text{Con}_h(Z)$, let
\[
\hat{f}(x, t) = f_x(x, t),
\]
where the mapping $f_x$ is defined as in (4.35).

Now, we are ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** Assume that $f : Z \to W$ is a $(\theta, \lambda)$-power quasi-symmetry with $\theta \geq 1$ and $\lambda \geq 1$. First, we know from (4.8) that for every $x \in Z$, $f_x(R_x) = R_{x'}$, where $x' = f(x)$. This leads to
\[
\hat{f}(\text{Con}_h(Z)) = \bigcup_{x \in Z} f_x(R_x) = \bigcup_{x \in Z} R_{x'} = \text{Con}_h(W),
\]
which implies that $\hat{f}(\text{Con}_h(Z))$ is cobounded in $\text{Con}_h(W)$.

Next, we show that for any $q_1, q_2 \in \text{Con}_h(Z)$,
\[
\theta^{-1} \rho_h(q_1, q_2) - k \leq \rho_h\left(\hat{f}(q_1), \hat{f}(q_2)\right) \leq \theta \rho_h(q_1, q_2) + k,
\]
where $k = k(\theta, \lambda)$.

For the proof, let $q_1 = (x_1, t_1)$, $q_2 = (x_2, t_2)$, and let $q'_1 = \hat{f}(q_1) = (x'_1, t'_1)$, $q'_2 = \hat{f}(q_2) = (x'_2, t'_2)$. Set $t = d_Z(x_1, x_2) \vee t_1 \vee t_2$, $p_1 = (x_1, t)$, $p_2 = (x_2, t)$, $p'_1 = \hat{f}(p_1) = (x'_1, t')$, and $p'_2 = \hat{f}(p_2) = (x'_2, t')$. Then elementary calculations ensure that
\[
\rho_h(p_1, p_2) \leq \log 4,
\]
and hence,
\[
\rho_h(q_1, q_2) \leq \rho_h(q_1, p_1) + \rho_h(q_2, p_2) + \log 4.
\]

Since $t \leq d_Z(x_1, x_2) + t_1 \vee t_2$, we have
\[
\rho_h(q_1, p_1) + \rho_h(q_2, p_2) = 2 \log \frac{t}{\sqrt{t_1 t_2}} \leq \rho_h(q_1, q_2).
\]
These show that
\[
(4.37) \quad \rho_h(q_1, q_2) = \rho_h(q_1, p_1) + \rho_h(q_2, p_2) + O(1).
\]

Next, we prove the following estimate
\[
(4.38) \quad \rho_h(q'_1, q'_2) = \rho_h(q'_1, p'_1) + \rho_h(q'_2, p'_2) + O_{\theta, \lambda}(1).
\]
For the proof, we consider two possibilities: \( t = d_Z(x_1, x_2) \) and \( t = t_1 \vee t_2 \) since \( t = d_Z(x_1, x_2) \vee t_1 \vee t_2 \). For the first possibility, it follows from Lemma 4.8(2) that
\[
(4.39) \quad C(\theta, \lambda)^{-1}d_W(x'_1, x'_2) \leq \min \{ t', \tilde{t} \} \leq \max \{ t', \tilde{t} \} \leq C(\theta, \lambda)d_W(x'_1, x'_2).
\]
Also, by Lemma 4.7, we know that
\[
\left| \Phi_{x_1} \left( \log_2 \frac{1}{t} \right) - \Phi_{x_2} \left( \log_2 \frac{1}{t} \right) \right| \leq C(\theta, \lambda),
\]
and then, we get
\[
(4.40) \quad C(\theta, \lambda)^{-1}t' = C(\theta, \lambda)^{-1}2^{-\Phi_{x_1} \left( \log_2 \frac{1}{t} \right)} \leq t' = 2^{-\Phi_{x_1} \left( \log_2 \frac{1}{t} \right)} \leq C(\theta, \lambda)2^{-\Phi_{x_2} \left( \log_2 \frac{1}{t} \right)} = C(\theta, \lambda)t^\tilde{t}.
\]
Since \( t \geq t_1 \vee t_2 \), by Lemma 4.8(3), we have that \( t' \geq t'_1 \) and \( t^\tilde{t} \geq t'_2 \). Then (4.40) leads to
\[
(4.41) \quad t'_1 \vee t'_2 \leq C(\theta, \lambda) \min \{ t', \tilde{t} \} \leq C(\theta, \lambda)\sqrt{t't^\tilde{t}},
\]
which, together with (4.39), implies that
\[
\rho_h(q'_1, q'_2) = 2\log \frac{d_W(x'_1, x'_2) + t'_1 \vee t'_2}{\sqrt{t'_1t'_2}} = 2\log \sqrt{t't^\tilde{t}} + O_{\theta, \lambda}(1)
\]
\[
= \rho_h(p'_1, p'_2) + \rho_h(q'_2, p'_2) + O_{\theta, \lambda}(1),
\]
which is what we need.

For the remaining possibility, that is, \( t = t_1 \vee t_2 \), without loss of generality, we assume that \( t = t_1 \). Then \( t \geq d_Z(x_1, x_2) \) and \( q'_1 = p'_1 \), and thus, Lemma 4.8(4) gives
\[
\rho_h(p'_1, p'_2) = \rho_h(f_{x_1}(x_1, t), f_{x_2}(x_2, t)) = O_{\theta, \lambda}(1).
\]
By the triangle inequality, we obtain that
\[
\rho_h(q'_2, p'_2) - C(\theta, \lambda) \leq \rho_h(q'_1, q'_2) = \rho_h(p'_1, q'_2) \leq \rho_h(q'_2, p'_2) + C(\theta, \lambda),
\]
that is,
\[
\rho_h(q'_1, q'_2) = \rho_h(q'_2, p'_2) + O_{\theta, \lambda}(1).
\]
This proves (4.38) since in this case \( q'_1 = p'_1 \).

On the one hand, we have that
\[
(4.37) \quad \rho_h(q'_1, q'_2) \leq \rho_h(q'_1, p'_1) + \rho_h(q'_2, p'_2) + O_{\theta, \lambda}(1),
\]
(by (4.38))
\[
\leq \theta(\rho_h(q_1, p_1) + \rho_h(q_2, p_2)) + C(\theta, \lambda) \quad \text{(by Lemma 4.8(1))}
\]
\[
\leq \theta \rho_h(q_1, q_2) + C(\theta, \lambda). \quad \text{(by (4.37))}
\]
On the other hand, we obtain that
\[ \rho_h(q'_1, q'_2) \geq \frac{1}{\theta} (\rho_h(q_1, p_1) + \rho_h(q_2, p_2)) - C(\theta, \lambda) \geq \frac{1}{\theta} \rho_h(q_1, q_2) - C(\theta, \lambda). \]

These prove (4.36) with \( k = C(\theta, \lambda) \), and hence, \( \tilde{f} \) is a \((\theta, k)\)-rough quasi-isometry. This shows that the first part of Theorem 1.1 is true.

Similarly, we can prove that the second part of Theorem 1.1 holds true as well. Based on the arguments in Lemmas 4.2 and 4.4, if \( f : Z \to W \) is an \((\alpha, C)\)-snowflake mapping, then for each \( x \in Z \), \( \Phi_x \) is an \((\alpha, k_0)\)-rough similarity with \( k_0 = k_0(\alpha, C) \). Hence, by Lemma 4.8, \( f_x \) is an \((\alpha, k')\)-rough similarity with \( k' = k'(\alpha, C) \) for each \( x \in Z \). Using the proof of the first part again, \( \tilde{f} \) is an \((\alpha, k'')\)-rough similarity with \( k'' = k''(\alpha, C) \). The proof of Theorem 1.1 is complete.

5 Proof of Theorem 1.2

Assume that \((Z, d_Z)\) is a complete metric space. Let \( \omega \in \partial G \operatorname{Con}_h(Z) \) be given in Lemma 3.1. Define a mapping \( \psi : Z \to \partial \omega \operatorname{Con}_h(Z) \) by letting
\[ \psi(z) = \xi, \tag{5.1} \]
where \( \xi \in \partial \omega \operatorname{Con}_h(Z) \) is the equivalence class such that each element \( \{(z, h_n)\} \) in the class satisfies \( \lim_{n \to \infty} h_n = 0 \) and converges to \( \xi \) with respect to \( \omega \), see Lemma 3.2.

Fix a point \( z_0 \in Z \), let \( \gamma = R_{z_0}|_{[0, \infty)} \). Then \( \omega \) is the endpoint of \( \gamma \). In the following, we fix the Busemann function \( b := b_z \in B(\omega) \).

**Proof of Theorem 1.2.** To prove that \( \partial \omega \operatorname{Con}_h(Z) \) and \( Z \) can be identified as sets, it suffices to show that \( \psi : Z \to \partial \omega \operatorname{Con}_h(Z) \) is a bijection.

First, we prove that \( \psi \) is injective. For this, let \( z_1, z_2 \in Z \), and let \( \{x_n = (z_1, h_n)\} \) and \( \{y_n = (z_2, s_n)\} \) be two sequences in \( \operatorname{Con}_h(Z) \) with
\[ \lim_{n \to \infty} h_n = \lim_{n \to \infty} s_n = 0. \]
Then \( \{x_n\} \) converges to \( \psi(z_1) \) with respect to \( \omega \), and \( \{y_n\} \) converges to \( \psi(z_2) \) with respect to \( \omega \). It follows from (3.3) that
\[ (x_n | y_n)_b = -\log(d_Z(z_1, z_2) + h_n \lor s_n), \tag{5.2} \]
and then, by letting \( n \to \infty \) and using Lemma 2.3, we know that there is a constant \( C = C(\delta) \geq 1 \) such that
\[ C^{-1} d_Z(z_1, z_2) \leq e^{-\psi(z_1) \psi(z_2))}_b \leq C d_Z(z_1, z_2), \tag{5.3} \]
which shows that \( \psi \) is injective.
Second, we show that \( \psi \) is surjective. To reach this goal, let \( \xi \in \partial_\omega \text{Con}_h(Z) \), and let 
\( \{x_n = (z_n, h_n)\} \) be a sequence converging to \( \xi \) with respect to \( \omega \). Since

\[
(x_n|x_m)_b = -\log(d_Z(z_n, z_m) + h_n \lor h_m),
\]

by letting \( m, n \to \infty \), we have

\[(5.4) \quad d_Z(z_n, z_m) \to 0 \quad \text{and} \quad h_n, h_m \to 0.\]

Then \( \{z_n\} \) is a Cauchy sequence in \( Z \), and so, it converges to a point \( z \in Z \) by the assumption that \( (Z, d_Z) \) is a complete metric space.

We claim that \( \psi(z) = \xi \). For the proof, let \( \{x'_n = (z, u_n)\} \) be a sequence in \( \text{Con}_h(Z) \) with \( \lim_{n \to \infty} u_n = 0 \). Then \( \{x'_n\} \) converges to \( \psi(z) \) with respect to \( \omega \). We infer from (5.4) that

\[
(x'_n|x_n)_b = -\log(d_Z(z, z_n) + u_n \lor h_n) \to \infty \quad \text{as} \quad n \to \infty,
\]

which shows that \( \{x'_n\} \) and \( \{x_n\} \) are equivalent with respect to \( \omega \). Hence, \( \psi(z) = \xi \) and \( \psi \) is surjective. Now we conclude that \( \psi : Z \to \partial_\omega \text{Con}_h(Z) \) is a bijection.

For \( z_1, z_2 \in Z \), let

\[
d(\psi(z_1), \psi(z_2)) := d_Z(z_1, z_2).
\]

Then it follows from (5.3) that \( d_Z \) induces a visual metric \( d \) on \( \partial_\omega \text{Con}_h(Z) \) based at \( \omega \) with parameter 1. The proof of this theorem is complete. \( \square \)

**Remark 5.1.** Suppose that \( (Z, d_Z) \) is a complete bounded metric space. Let \( o = (z, h) \in \text{Con}(Z) \). For any \( x = (z_1, h_1), y = (z_2, h_2) \in \text{Con}_h(Z), \)

\[(5.5) \quad (x|y)_o = -\log(d_Z(z_1, z_2) + h_1 \lor h_2) + \log \frac{(d_Z(z_1, z) + h_1 \lor h)(d_Z(z_2, z) + h_2 \lor h)}{h}.
\]

If a sequence \( \{(z_n, h_n)\} \) does not converge to \( \omega \), then \( h_n \) does not go to infinity as \( n \to \infty \) by Lemma 3.1. So, any sequence \( \{(z_n, h_n)\} \) converges to a point in \( \partial_G \text{Con}_h(Z) \setminus \{\omega\} \) if and only if

\[
d_Z(z_n, z_m) + h_n \lor h_m \to 0 \quad \text{as} \quad m, n \to \infty.
\]

This implies that \( \partial_G \text{Con}_h(Z) \setminus \{\omega\} = \partial_G \text{Con}(Z) \), and then, by Proposition 2.4, as sets,

\[
\partial_G \text{Con}(Z) = \partial_\omega \text{Con}_h(Z).
\]

An elementary calculation by using (3.3) and (5.5) shows that for any \( x, y \in \text{Con}(Z), \)

\[
|(x|y)_o - (x|y)_b| \leq 2 \log(2 \text{diam} Z),
\]

which shows that \( \partial_{\epsilon,b} \) is biLipschitz to \( \partial_{\epsilon,o} \). Theorem 1.2 recovers [3, Theorem 8.1] when \( (Z, d_Z) \) is a complete bounded metric space.
6 Proof of Theorem 1.3

Assume that $X$ is a visual Gromov $\delta$-hyperbolic metric space for some $\delta \geq 0$ and assume that $\omega \in \partial G X$. Before going to proof Theorem 1.3, we first gives an illustration that Theorem 1.3 does not depend on the choices of visual metrics on $\partial G X$ and $\partial \omega X$.

If $d_1$, $d_2$ are two visual metrics on $\partial G X$, then $\text{Con}((\partial G X, d_1))$ and $\text{Con}((\partial G X, d_2))$ are roughly similar by [3, Theorem 7.4]. Similar arguments also ensure that $\text{Con}((\partial \omega X, d_1))$ and $\text{Con}((\partial \omega X, d_2))$ are roughly similar with visual metrics $d_1$, $d_2$ with respect to $\omega$ by using Theorem 1.1.

Now, we define a visual metric on $\partial G X$. The existence of such metric follows from [3, Lemma 6.1]: Fix a point $o \in X$, there is a $\epsilon_0 > 0$ such that when $\epsilon \delta \leq \epsilon_0$, we can find a visual metric $d_{o, \epsilon}$ on $\partial G X$ satisfying

$$\frac{1}{2} e^{-\epsilon(x|y)_o} \leq d_{o, \epsilon}(x, y) \leq e^{-\epsilon(x|y)_o}$$

for all $x, y \in \partial G X$.

In the following, we fix a $\epsilon > 0$ with $\epsilon \delta \leq \epsilon_0$, and let $d := d_{o, \epsilon}$. Then we get a complete bounded metric space $(\partial G X, d)$, see [3, Proposition 6.2].

Next, we define a visual metric with respect to $\omega$ on $\partial \omega X$. Consider the inversion $\rho$ of $d$ with respect to $\omega$, which is defined by

$$\rho(x, y) = \frac{d(x, y)}{d(x, \omega) d(y, \omega)}$$

for any $x, y \in \partial \omega X$. Then $\rho$ is a quasimetric on $\partial \omega X$. There exists a metric $\rho_0$ on $\partial \omega X$ such that $\rho$ is biLipschitz equivalent to $\rho_0$ by [4, Lemma 3.1]. More precisely, for any $x, y \in \partial \omega X$,

$$\frac{1}{4} \rho(x, y) \leq \rho_0(x, y) \leq \rho(x, y)$$

See [4, Section 3] or [5, Section 5.3] for more informations about the inversion of metric.

Combining (6.1), (6.2) and (6.3), we see that there is a constant $c \geq 1$ such that for any $x, y \in \partial \omega X$,

$$c^{-1} e^{-\epsilon(x|y)_o} \leq \rho_0(x, y) \leq c e^{-\epsilon(x|y)_o}$$

Let $b(\cdot) = b_{\omega, o}(\cdot)$, where $b_{\omega, o}(\cdot)$ is given in (2.5). We infer from [5, Example 3.2.1] that for any $u, v \in X$,

$$(u|v)_b = (u|v)_o - (u|\omega)_o - (v|\omega)_o$$

and then, by using Lemma 2.3 and [5, Lemma 2.2.2], for any $x, y \in \partial \omega X$,

$$(x|y)_b = (x|y)_o - (x|\omega)_o - (y|\omega)_o + O_{\delta}(1).$$
It follows from (6.4) that there is a $c_0 \geq 1$ such that for any $x, y \in \partial_\omega X$,

$$c_0^{-1} e^{-\varepsilon(x|y)b} \leq \rho_0(x, y) \leq c_0 e^{-\varepsilon(x|y)b}.$$ 

This shows that $\rho_0$ is a visual metric on $\partial_\omega X$ based at $\omega$ with parameter $\varepsilon$. In the following, we denote

$$\partial_\omega X := (\partial_\omega X, \rho_0)$$

and

$$\partial_G X := (\partial_G X, d).$$

**Proof of Theorem 1.3.** Since $X$ is a visual Gromov hyperbolic metric space, $X$ is roughly similar to $\text{Con}(\partial_G X)$ by [3, Theorem 8.2]. Recall that $\partial_G X$ is a complete bounded metric space, and $\partial_\omega X$ is a complete metric space.

By Theorem 3.3, the truncated hyperbolic filling

$$Y := \text{Hyp}_T(\partial_G X)$$

is also a visual Gromov hyperbolic space. Moreover, there is an identification $\partial_G Y = \partial_G X$ of sets, and $d$ is biLipschitz equivalent to $\alpha^{-1} \rho_0$. Here, $\alpha > 10$ is one construction parameter of $\text{Hyp}(\partial_G X)$. Then $d$ is also a visual metric on $\partial_G Y$. We equip $\partial_G Y$ with this metric $d$, still denote this bounded metric space by

$$\partial_G Y := (\partial_G Y, d).$$

Obviously, $\partial_G X$ is isometric to $\partial_G Y$, and thus, $\text{Con}(\partial_G X)$ is roughly similar to $\text{Con}(\partial_G Y)$ by [3, Theorem 7.4].

By using [3, Theorem 8.2] again, $Y$ is roughly similar to $\text{Con}(\partial_G Y)$, and then, is roughly similar to $\text{Con}(\partial_G X)$. As a result, $X$ is roughly similar to $Y$.

Recall that on $\partial_\omega X$, the visual metric $\rho_0$ is biLipschitz equivalent to the inversion

$$\rho(x, y) = \frac{d(x, y)}{d(x, \omega)d(y, \omega)}.$$ 

Using [10, Theorem 7] and [10, Remark 4], we see that $Y = \text{Hyp}_T(\partial_G X)$ is roughly isometric to $\text{Hyp}(\partial_\omega X)$, and hence, is roughly similar to $\text{Con}_h(\partial_\omega X)$ by Theorem 3.4.

Therefore, $X$ is roughly similar to $\text{Con}_h(\partial_\omega X)$.
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