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Abstract

Missing value imputation is an important practical problem. There is a large body of work on it, but there does not exist any work that formulates the problem in a structured output setting. Also, most applications have constraints on the imputed data, for example on the distribution associated with each variable. None of the existing imputation methods use these constraints. In this paper we propose a structured output approach for missing value imputation that also incorporates domain constraints. We focus on large margin models, but it is easy to extend the ideas to probabilistic models. We deal with the intractable inference step in learning via a piecewise training technique that is simple, efficient, and effective. Comparison with existing state-of-the-art and baseline imputation methods shows that our method gives significantly improved performance on the Hamming loss measure.

1 Introduction

In many real world machine learning and data mining applications, data often contain missing values. While ignoring examples with missing elements is one option, this results in throwing away some valuable information such examples could provide. There have been several approaches presented in the machine learning and statistics literature to address this problem by imputing missing values. These approaches include density estimation and Expectation-Maximization [17, 7, 6, 29], matrix factorization [11, 13] and conditional modeling methods [24, 25, 23, 19, 2, 21, 20].

Often many methods impute values that are unreasonable. And, the quality of imputation is assessed, for example, by comparing the distribution of observed values with the imputed values. Therefore, it will be helpful if domain constraints can be used while imputing values so that the imputed values are as per user expectation. An example constraint is: the label distribution of observed values for a variable should be same as that of the imputed values. To the best of our knowledge there does not exist any imputation method that incorporates constraints.

Structured output methods have been successfully used in a number of settings. But there has been no work on formulating missing value imputation as a structured output problem.

Motivated by these observations, in this paper we develop a simple and novel approach that uses structured outputs to model variable dependencies and does imputation while satisfying domain constraints. We develop full details for a large margin setting, but the ideas can be easily extended to probabilistic structured output models. Our learning algorithm is iterative in nature with each iteration involving a model update step and a missing value imputation step. The algorithm alternates between these two steps until there is no change in the imputed missing values and no improvement in the training objective function value.

Learning the structured prediction model is intractable. The main computational burden comes from solving an intractable inference problem in each iteration of the learning algorithm. A number of large margin based methods have been proposed in the literature [11, 16, 18] to address this problem via suitable approximations. Most of these methods rely on decomposing the structure into pieces or components such that inference is cheaper on the components; it is possible that variables are shared across the components. Depending on the choice of components and approximations involved, either in the formulation and/or component level inference, the training time and achievable accuracy vary.

Though they work well, we found existing approxima-
tion methods [18], [17], [15] to be very inefficient. To address this problem, we propose an efficient piecewise large margin learning method for learning structured prediction models. One important aspect of the missing value imputation problem is that we need to keep in mind the noisy imputed values (obtained during the iterations) that are used in the learning step. Therefore, we present formulations where the large margin constraints are placed using only the observed values. This helps in getting robust performance. These formulations are based on the popularly known Crammer-Singer formulation (CSF) and Weston-Watkins formulation (WWF) that are used in designing large margin classifiers [4], [25]. We discuss solution methods for both these formulations. With squared hinge loss, WWF becomes differentiable, and standard unconstrained optimization techniques requiring function and gradient computations can be used. Therefore, we recommend and use piecewise WWF based method in our experiments. We found that this method is an order of magnitude faster than other state of the art large margin methods when tested on several supervised learning benchmark datasets, and there was no significant loss in accuracy.

The missing value imputation step involves solving a discrete optimization problem which is intractable. For this purpose, we use the popular dual decomposition method proposed by Komadakis et al [12]. As emphasized earlier, imputed values should be reasonable, and should have certain desirable properties as expressed by the user. Furthermore, it is well known in the semi-supervised learning literature [8], [5], [4] that constraints play an important role in getting good accuracy. As we shall see, incorporating constraints is easier in our approach, and also, they give significant boost to the performance. Recently, Chang et al. [4] proposed a dual decomposition method that can handle constraints. We use their method for imputing the missing values subject to constraints. Overall, the proposed large margin structured prediction model based imputation method that can incorporate domain knowledge via constraints is an important contribution in addressing the missing value imputation problem.

The paper is organized as follows. We present related work in Section 2. In Section 3, we present our approach in detail. In Section 4, we demonstrate the usefulness of the proposed imputation method compared to state of the art methods on several benchmark datasets. Experimental results show that our method outperforms these methods on the Hamming loss measure. Discussion and Future work are presented in Section 5. We conclude with Section 6.

2 Related Work

One important class of missing value imputation algorithms is based on density estimation. A standard approach is to learn the joint distribution of the data as a mixture model by treating missing values as latent variables, and using the Expectation Maximization (EM) algorithm [17], [7] or Variational Bayes EM [6], [29], [30]. Then use the learned model to infer the the posterior distribution over the missing values given the observed values. The drawback is that accurately modeling the joint distribution of high-dimensional data is a hard problem, and it is not strictly necessary if the goal is to only predict the missing values. By adopting a discriminative approach, we avoid the difficulty of joint distribution learning altogether.

Algorithms based on matrix factorization and neighborhood models are popular in collaborative filtering (CF) for predicting missing entries of a ratings matrix [4], [13]. The missing value imputation setting differs from CF in important ways: 1) the dataset can contain mixed variable types (real, categorical, binary, etc.), so matrix factorization based algorithms need to be modified to such mixed type data, and 2) CF applications have much higher missing percentages (e.g. 99%), and 3) evaluation is focused more on predicting a few relevant missing entries rather than all of them.

Several imputation algorithms in the statistics literature use a “pseudo-Gibbs” sampling procedure that alternates between 1) sampling the missing values and 2) sampling the parameters of a predictor for each variable that uses all other variables as inputs [24], [25], [23], [19], [2], [21], [26]. Multiple Imputations using Chained Equations (MICE) [20] is a popular example of this approach. It is well-known that MICE and its variants have no convergence guarantees, and can even be shown to diverge in some special cases [17], [14]. In contrast, our learning algorithm is a convex optimization problem, and our imputation algorithm allows for constraints in the optimization of the missing values, while MICE does not. Empirically, MICE is indeed one of the best imputation methods, and hence we evaluate our method against it to demonstrate value.

3 Our Approach

We present details of our large margin structured prediction learning approach for solving the missing value imputation problem. The proposed method is iterative in nature, and involves two key steps. (1) Learning step (Section 3.2): learn a structured prediction model given the full data matrix. (2) Imputation Step (Section 3.3): impute missing values subject to con-
strains given the model parameters. See Algorithm [1]
As we shall see, our large margin learning approach to
learn the model parameters is different from conven-
tional methods. After giving the details of the learning
step, we discuss a dual decomposition based method
to impute the missing values subject to distribution
constraints [9].

Algorithm 1: Large Margin Structured Prediction
based Imputation Method
Choose \( y_m \) (e.g., fill-in using the mode value for each
column), \( tol \) (e.g., \( 10^{-4} \)), \( iter \) (e.g., 25);
for \( r = 1 \ldots , iter \) do

1. Learning Step: Compute model parameters
\((\theta)\) by solving the learning problem \([7]\);
2. Imputation Step: Solve the imputation problem \([9]\).
3. Update \( y_m \);
4. Exit if the relative improvement in the
objective function value is less than \( tol \);
end

3.1 Background

Notations Let \( y \) denote the \( K \)-dimensional label vec-

tor with \( j^{th} \) variable \( y_j \in \mathcal{Y}_j \), where \( \mathcal{Y}_j \) is the la-

tel space. Let \( y^{(i)} \) denote the \( i^{th} \) example where
\( i \in \{1, \ldots , n\} \); \( y^{(i)}_o \) and \( y^{(i)}_m \) denote the observed
and missing variables in the \( i^{th} \) example. Let \( \mathbf{Y} \) denote
the data matrix with \( y^{(i)} \) being the \( i^{th} \) row. We use \(| \cdot |\)
to indicate the cardinality of a set.

Problem Statement Given the data matrix \( \mathbf{Y} \), the
goal is to fill-in (impute) values for the missing entries,
\( i.e., \) given \( \{y^{(i)}_o : i = 1, \ldots , n\} \), get values for
\( \{y^{(i)}_m : i = 1, \ldots , n\} \). This paper concerns work-
ing with discrete variables. Continuous variables can
be handled by applying a suitable discretization tech-
nique.

Structure and Scoring Function Model We model
the data as in structured output problems. In these
problems, the random variables constituting \( y \) are con-
ected as defined by a network \( \mathcal{G} \). Given the struc-
ture \( \mathcal{G} \), a scoring function returns a value for any given
assignment to the variables. In our study, we consider
structures with scoring function defined as:

\[
s(y) = \sum_{c \in C} s_c(y_c; \theta_c) \tag{1}
\]

where \( c \) and \( C \) denote \( e^{th} \) component in a collection of
components \( C \) in \( \mathcal{G} \); \( y_c \) and \( \theta_c \) denote the \( e^{th} \) com-
ponent variables and associated model parameters. Let
us assume that \( s_c(y_c; \theta_c) \) takes the form:

\[
s_c(y_c; \theta_c) = \sum_{\alpha} \theta_{c,\alpha} \phi_{\alpha}(y_c) \tag{2}
\]

where \( \phi_{\alpha} \) denote the sufficient statistics for \( y_c \).
One example is: \( \phi_{\alpha}(y_c) = I(y_c = \prod_{j \in \alpha} I(y_j = y_j) \)
where \( I(\cdot) \) is the indicator function taking value 1
when the argument is true, and 0 otherwise, and
\( \alpha = \bar{y} \in \mathcal{Y}_c \). The approach presented in this paper
is quite generic; to make explanations easier and con-
crete, we illustrate through pairwise Markov Random
Field (MRF).

Pairwise MRF Example Consider a network \( \mathcal{G} \)
where all the variables are connected to each other,
with the scoring function \( s(y) \) defined as:

\[
s(y) = \sum_{j=1}^{K} s_j(y_j) + \sum_{j=1}^{K} \sum_{k=j+1}^{K} s_{jk}(y_j, y_k) \tag{3}
\]

where \( s_j(y_j) \) and \( s_{jk}(y_j, y_k) \) denote the scores
for node \( j \) and edge \((j, k)\) respectively. In linear form,
they are given by:

\[
s_j(y_j) = \sum_{\bar{y}_j \in \mathcal{Y}_j} \theta_j(y_j) I(\bar{y}_j = y_j), \quad
s_{jk}(y_j, y_k) = \sum_{\bar{y}_j \in \mathcal{Y}_j} \sum_{\bar{y}_k \in \mathcal{Y}_k} \theta_{jk}(y_j, y_k) I(\bar{y}_j = y_j, \bar{y}_k = y_k).
\]

Imputation Given the model parameters, imputation
of missing values can be done via solving the follow-
ing discrete (variables) optimization problem:

\[
y^*_m = \arg \max_{y_m} s(y_m; y_o, \theta_{mo}) \tag{4}
\]

where \( \theta_{mo} \) denotes the model parameters involved
in connecting missing variables with themselves and
observed variables. Note that the connections involving
only the observed variables do not play a role. The
main issue in the structured prediction setting is that
the cardinality of the label space of \( y_m \) can be ex-
ponential. Therefore, solving the inference problem is
intractable (except for simple structures such as trees).
Komadakis et al [12] proposed a dual decomposi-
tion method that can be used to solve \([4]\).

Given the model, scoring function and basic imputa-
tion step, we show how a large margin structured pre-
diction model with the scoring function \([4]\) can be built
into the learning step of the algorithm.

3.2 Learning Step

Large Margin Learning Approach There are four
key elements that need to be defined in learning large
margin structured prediction models: (1) weight reg-
ularization, (2) an error function \( \Delta(y, y^{(i)}) \) that
specifies the margin that we would like to impose be-
tween the true label assignment \( y^{(i)} \) and any other assign-
ment \( \bar{y} \in \mathcal{Y}^{(i)} \) for the \( i^{th} \) example; \( \mathcal{Y}^{(i)} \) denotes
the label space, (3) large margin constraints, and (4) loss
function (\( e.g., \) hinge loss, squared hinge loss) defined
using slack variables that appear in the constraints.
Using these elements, an objective function is defined
as a linear combination of the weight regularization and loss function terms, and optimized for the model parameters (weights). In our study, we use the L2 norm for weight regularization, and the Hamming distance for the error function. We will discuss our choice of large margin constraints and loss function shortly.

A Simple Idea Let us assume that \( \{y^{(i)}_m : i = 1, \ldots, n\} \) is available; for example, we can fill-in the missing values with the mode value of each variable, or sample according to the distribution over the observed values. Then, we can consider the learning problem as learning a structured prediction model in supervised setting, where \((\hat{y}^{(i)}_m, y^{(i)}_o)\) is treated as an input-output example pair. Then, the learning problem can be posed as:

\[
\min_{\theta} \frac{1}{2} \| \theta \|^2 + \lambda \sum_{i=1}^n \max(0, \psi(i)).
\] (5)

Let \( \hat{y}^{(i)}_o = \arg \max_{y_o \in Y_o} s(i)(\hat{y}^{(i)}_o; y^{(i)}_m) + \Delta(\hat{y}^{(i)}_o, y^{(i)}_o), \)
\psi(i) = s(i)(\hat{y}^{(i)}_o; y^{(i)}_m) + \Delta(\hat{y}^{(i)}_o, y^{(i)}_m) - s(i)(y^{(i)}_o; y^{(i)}_m), \)
\( \lambda \) is a regularization constant, \( y^{(i)}_o = \prod_{y \in Y} y_j \) is the index set of the observed variables, and \( y_j \) is the label space of the \( j \)th variable; \( s(i)(\cdot) \) denotes the score associated with the \( i \)th example. This primal formulation arises from using the large margin constraints \( s(i)(\hat{y}^{(i)}_o; y^{(i)}_m) - s(i)(y^{(i)}_o; y^{(i)}_m) \geq \Delta(\hat{y}^{(i)}_o, y^{(i)}_o) - \psi(i), \forall i, \hat{y}^{(i)}_o \in Y^{(i)}_o \) with one slack variable per example, and optimizing over the model parameters and slack variables using hinge loss as the loss function; this formulation is also known as the Crammer-Singer Formulation (CSF) \(^4\).

We make the following observations. (1) The number of target variables that appear in each example is different. (2) The total number of input and output variables is a constant \( K \); this is usually not the case, in structured output problems. (For example, consider sequence or tree labeling problems; though the input feature dimension can be same, the number of outputs (i.e., nodes in a sequence or tree) needs not be same for all the sequences or trees.) (3) We have suppressed the dependency of the model parameters in the scoring functions. The most important thing to note is that not all the model parameters appear in every example, and, some model parameters are shared across the examples depending on the patterns of missing variables. Some of these characteristics are specific to learning a structured prediction model for the missing value imputation problem compared to conventional supervised learning of structured prediction models.

One way to solve the optimization problem \(^5\) is to use a stochastic sub-gradient algorithm \(^6\), \(^7\), \(^8\) where the sub-gradient is computed for a randomly picked example in each iteration, and the model weights are updated. This step involves solving a modified inference problem with a decomposable error function \( \Delta(\cdot) \) added to the scoring function in \(^3\). Solving this inference problem is intractable except for simple structures such as trees or when \( |y^{(i)}_m| \) is small and finding the maximum is easy. To address this problem several efficient methods have been proposed in the literature \(^12\), \(^27\). One approach that is relevant to this work is piecewise training \(^22\) where the structure is decomposed into pieces or components such that inference in each of the components is tractable; this helps in reducing the training complexity. While the existing piecewise large margin training methods \(^13\), \(^14\) can be used to solve \(^5\), we need a much more efficient learning algorithm. This is because our imputation method is iterative in nature, and the learning problem needs to be solved repeatedly. Our experiments show that the speeds offered by the existing methods are not good enough. To address this problem, we propose a simple piecewise large margin formulation, which we will also demonstrate to be very effective; and the resulting optimization problem is differentiable, and standard unconstrained optimization algorithms such as L-BFGS \(^3\) can be used. Before describing the final method, we first present a piecewise version of \(^5\).

Piecewise Large Margin Training The basic idea behind our formulation can be explained as the following steps. (1) For each example \( i \), we construct multiple pairs of observed variables \( y^{(i)}_o \) by partitioning \( y^{(i)}_o \) into two parts in multiple ways. Let \( \{u^{(i)}_{q,o} : q = 1, \ldots, Q_i\} \) denote choices for the first part, and let \( u^{(i)}_{q,o} = y^{(i)}_o \setminus u^{(i)}_{q,o}, \forall i, q \). (2) Given these sets, we construct input-output example pairs: \( (\hat{u}^{(i)}_{q,o}, u^{(i)}_{q,o}), \forall i, q \) where \( \hat{u}^{(i)}_{q,o} = \{u^{(i)}_{q,o}, y^{(i)}_m\} \). In other words, we form the input by appending one part of the observed variables \( \hat{u}^{(i)}_{q,o} \) with \( y^{(i)}_m \), and the other part \( u^{(i)}_{q,o} \) forms the output. Thus, each example \( i \) is repeated multiple times \( Q_i \) with different input-output pairs. The important aspect of such subset formation is that \( |u^{(i)}_{q,o}| \) is small so that finding the maximum is easy (e.g., via enumeration with one or two variables). (3) Using this constructed dataset \( \{ (\hat{u}^{(i)}_{q,o}, u^{(i)}_{q,o}), \forall i, q \} \), we form the constraints for each example. (We show how this dataset is constructed for a pairwise MRF below.) This results in the following optimization problem in Crammer-Singer Formulation-Piecewise (CSFP).

\(^4\)http://www.di.ens.fr/~mschmidt/Software/minFunc.html
CSFP:

\[
\min_{\theta} \frac{||\theta||^2}{2} + \lambda \sum_{i=1}^{n} \sum_{q=1}^{Q_i} \max(0, \psi_q) \cdot (\hat{u}_{q,o} - s_{q,o} \psi_q + \Delta_{q,o})^2
\]

Let \( \hat{u}_{q,o} \) be the arg max of \( s_{q,o} \) over \( u_{q,o} \) in \( \mathcal{Y}_{q,o} \), where \( \psi_q = s_{q,o} \hat{u}_{q,o} - s_{q,o} \hat{u}_{q,o} + \Delta_{q,o} \hat{u}_{q,o} - s_{q,o} \hat{u}_{q,o} \), and \( \mathcal{Y}_{q,o} = \prod_{j \in I_{q,o}} y_j \). \( I_{q,o} \) is the index set of the observed variables \( u_{q,o} \). As earlier, this primal formulation arises from using the large margin constraints \( s_{q,o} \hat{u}_{q,o} - s_{q,o} \hat{u}_{q,o} + \Delta_{q,o} \hat{u}_{q,o} - s_{q,o} \hat{u}_{q,o} \geq \Delta_{q,o} \hat{u}_{q,o} - \psi_q \), \( \forall i \), \( \hat{u}_{q,o} \in \mathcal{Y}_{q,o} \) with one slack variable per piece per example, and optimizing over the model parameters and slack variables using hinge loss as the loss function.

The following observations can be made. (1) The optimization problem \( \mathcal{O} \) can be solved using stochastic sub-gradient algorithm. (2) The number of constraints used in \( \mathcal{O} \) is dependent on \( Q_i \) and how the partitions of \( \mathcal{Y}_{q,o} \) are defined. (3) Since the constraints used in \( \mathcal{O} \) and \( \mathcal{U} \) are different, the solutions will be different. (4) The above problem can be solved using an efficient multi-class dual coordinate descent method \( \mathcal{U} \) as the cardinality \( |u_{q,o}| \) is small. (5) While the optimization problem \( \mathcal{O} \) is Crammer-Singer formulation based, we can have another popular formulation known as Weston-Watkins formulation (WWF) with squared hinge loss. This formulation with squared hinge loss is differentiable; therefore, any standard unconstrained optimization technique can be used. Our experimental results show that this method is very efficient. We present this formulation next.

Weston-Watkins Formulation (WWF) In CSF, the number of slack variables involved per piece per example is 1. On the other hand, one slack variable is associated with each possible label assignment \( \hat{u}_{q,o} \in \mathcal{Y}_{q,o} \), \( \forall i \), \( q \). Then, the optimization problem in the Weston-Watkins Formulation - Piecewise (WWFP) is given by:

WWFP:

\[
\min_{\theta} \frac{||\theta||^2}{2} + \sum_{i=1}^{n} \sum_{q=1}^{Q_i} \max(0, \psi_q) \cdot (\hat{u}_{q,o} - s_{q,o} \psi_q + \Delta_{q,o})^2
\]

where \( \hat{u}_{q,o} = s_{q,o} \hat{u}_{q,o} - s_{q,o} \hat{u}_{q,o} + \Delta_{q,o} \hat{u}_{q,o} - s_{q,o} \hat{u}_{q,o} \). Comparing (6) and (7), we note that (7) has an extra, third summation at the innermost level; though this leads to more loss terms, this is the key to getting a differentiable objective function, with associated efficiency. In our experiments on the missing value imputation problem, we used WWFP since fast optimization techniques such as L-BFGS can be used, leading to great improvements in speed. Also, it has been found that there is no evidence of significant difference in generalization performance between CSFP and WWFP.

Partitioning Examples As mentioned earlier, partitions can be created in several ways. We give two examples. One simple example is to take \( |u_{q,o}| = 1 \), and consider each variable in \( y_{o} \) as \( u_{q,o} \) as we vary \( q \); for this case, we have \( Q_i = |y_{o}| \). Another example is to take every pair of variables in \( y_{o} \) as \( u_{q,o} \). In this case, \( Q_i = |y_{o}|(|y_{o}| - 1) \). Note that it is not necessary to restrict to only one type of partitioning (i.e., single variable or pairwise); we can have both types in \( \mathcal{I} \). For the purpose of illustration, let us consider the single variable type partitioning and see how the scoring function looks like in the pairwise MRF model. In pairwise MRF, the scoring function \( s(y) \) can be decomposed as:

\[
s(y) = \sum_j s_j(y_{j} \cdot y_{-j})\]

\[
\hat{s}_j(y_{j} \cdot y_{-j}) = s_j(y_{j}) + \sum_{k \neq j} \frac{s_{jk}(y_{j}, y_{k})}{2}
\]

This decomposition has the interpretation of decomposing the structure into \( K \) spanning trees with \( s_j(y_{j} \cdot y_{-j}) \) representing the score of \( j \)-th spanning tree with the \( j \)-th variable as the root node. This is the scoring function that we use in \( \mathcal{I} \) with \( u_{q,o} = y_{j} \). This completes the specification of all quantities in \( \mathcal{I} \). It is worth noting that the model parameters are shared across the trees as edges are shared across the trees.

3.3 Imputation Step

While \( \mathcal{I} \) is useful to impute missing values for each row independently, our goal is to impute \( \{y_{i} : i = 1, \ldots, n\} \) jointly. Joint imputation becomes a necessity when constraints that involve multiple rows are specified, as discussed below.

Constraints We give two examples of constraints that we used in our experiments. These constraints are specified as distributions over individual and pair of variables.

(1) Label Distribution: Let \( p_j \) denote the label distribution over \( y_j \). Constraints of this form are useful to quantitatively specify one consistency check that is done manually by visually looking at the distribution
of observed and imputed values for each variable; this visual consistency check is provided with several practically used statistical methods (e.g., MICE).

(2) **Pairwise Distribution**: Let \( q_{j,k} \) denote the pairwise distribution over \( \mathcal{Y}_j \times \mathcal{Y}_k \). These constraints are 2-d extension of label distribution constraints, and are useful to capture co-occurrence statistics.

Given the observed data, we can compute \( p_j \) and \( q_{j,k} \) using the observed values; and, constrain the imputed values to have the same distributions. When multiplied by the number of examples, these distributions specify the fraction of examples \((\tilde{n}_j, \tilde{n}_{j,k})\) in which the labels and pairs of labels occur. Let \( \mathcal{C} \) denote these constraints. Since these constraints span across the rows, imputation cannot be done independently via [4].

**Optimization Problem** The imputation step involves solving the following optimization problem.

\[
\max_{\mathbf{Y}_m} \sum_{i=1}^{n} s(i)(\mathbf{y}_m(i), \mathbf{y}_s(i), \theta_{mo}) \text{ s.t. } \mathcal{C}
\]

where \( \mathbf{Y}_m = \{\mathbf{y}_m(i) : i = 1, \ldots, n\} \). This problem can be solved using a joint inference method proposed by Chang et al [3]. They extended the dual decomposition method [12] to handle constraints. It is an iterative method that alternates between imputing the missing values and finding the dual parameters associated with the constraints. Due to constraints and non-differentiability reasons, a projected sub-gradient method is used to solve these sub-problems in the alternating optimization steps.

### Table 1: Details of various datasets used in the missing value imputation experiments

| dataset | # variables | type   |
|---------|-------------|--------|
| flare   | 9           | multinomial |
| spect   | 22          | binomial  |
| mushroom | 10          | multinomial |
| yeast   | 14          | binomial  |

For the MEDICAL dataset, we considered top 10 output variables selected as per the class proportion; outputs with high class imbalance were dropped. We compared our WWFP method with three state of the art large margin structured prediction model learning methods; the first method is dual decomposition based learning (DDL) method [11], and the second method [16], [20] is a primal stochastic sub-gradient (SSG) method. We use test set Hamming loss as the measure for comparing the performance. On the MEDICAL dataset, all the methods (averaged over 2 splits) gave a test error of 9.36%, and the training time taken by WWFP, DDL and SSG were 54.6, 349.5 and 4662.6 seconds respectively. On the SCENE dataset, the test errors obtained were 11.37%, 10.62% and 9.89%, and the training times were 7.74, 147.7, 6073 seconds. These results clearly show that the proposed method achieves significant training time speed-up without significant loss in accuracy.

### 4.2 Missing Value Imputation Experiments

#### 4.2.1 Experimental Setup

**Datasets** We used four categorical datasets from the UCI repository (http://archive.ics.uci.edu/ml/). Details of these datasets are listed in table 1. Note that none of these datasets contain missing values originally. We introduce missing values completely at random such that a certain fraction of each column of the dataset is missing. In our experiment, we consider 3 missing percentages, i.e., we allow 10/30/50% of the dataset to be missing.

**Measure for Comparison** We use Hamming loss on the imputed values. We get one table at the end of the optimization from our methods, MODE and BF, and we compare this output with the ground truth table to compute the Hamming loss. MICE and MM are sampling based methods; therefore, these methods can generate multiple imputations. We generate 100 samples, and then compute the expected Hamming loss by averaging over the Hamming loss obtained using these 100 tables.

**Methods for Comparison** We compare our large
margin method with four popular methods in the statistics literature. They are:

1. **Mode (MO):** Fills up all missing values in a column with the mode of the observed values in the column.

2. **Mixture Model (MM):** A model in which each mixture component is a product of univariate distributions over each variable. Inference and learning performed using variational Bayes inference [30].

3. **MICE (MICE):** State of the art imputation algorithm [26]. Involves an iterative procedure of training predictors over each output variable (by minimizing the logistic loss), keeping the other variables as inputs, and sampling the predictor’s output distributions over the states of each variable to generate the imputations of the dataset. Note that both parameter learning and imputation is carried out through sampling the posterior distribution over the model weights and states of the variables respectively.

4. **Backfitting (BF):** A deterministic version of MICE, where instead of the sampling step, we select the optimal parameters obtained from solving the learning (optimization) problem using hinge loss, and the imputed values are obtained by solving the individual inference problem.

5. **WWFP-WO** Our proposed method without constraints. Note that imputations are done independently for each row by solving (4).

6. **WWFP-WC** Our proposed method with label and pairwise distribution constraints. In this case, joint inference is needed, as explained in Section 3.3.

Implementation Details To set the regularization constant \( \lambda \), we perform a cross validation step as follows. Given the missing value data, we build a model for each \( \lambda \). Using the model built, for each column, we predict the observed variables in that column using values for the remaining variables picked from the ground truth data. We average the zero-loss computed on each column. Finally, we choose the constant that gives the minimum loss. To make a fair comparison, we used this approach uniformly for all the methods. We are exploring other cross validation approaches for the missing value data scenario. To evaluate the performance, we create six splits of each dataset, and run all the imputation algorithms on all the splits. The results are averaged across the splits of each dataset and presented.

### 4.2.2 Experimental Results

Experimental results on the benchmark datasets are shown in Tables 2. The best performance numbers are highlighted in bold. From these tables, the following observations can be made. First, on comparing the last two columns corresponding to our methods without and with constraints clearly demonstrate that significant performance improvement can be achieved by incorporating constraints. Second, the best performance is achieved by WWFP-WC in 9 out of 12 cases. In particular, this method starts dominating as the percentage of missingness \((pm)\) increases. This is expected because as \(pm\) increases, the amount of information available in the data decreases; therefore, additional information such as constraints help in getting improved performance. Similar observation has been made in the semi-supervised learning literature [3], [5].

The performance of BF is close to our method in some cases; and, BF is the second best method. This method has two advantages: (1) it is easy to implement, and (2) is faster compared to our method. When the accuracy performance is of great importance, our method is preferred. The popular MICE method comes next followed by MM. Worst performance was achieved by the simple baseline method MO. This is expected since there is no information used from other variables; also, the estimates are crude.

#### 5 Discussion and Future Work

Probabilistic methods such as MICE and MM have the advantage that multiple imputations can be made. This is useful to capture uncertainty in imputations. On doing some detailed analysis, we found that the performance achieved by MICE using the mode computed from the generated samples was found to be good, and very close to BF. However, as the results show, the expected loss is worse; this is because significant mass was present on other samples with high Hamming loss. Similar observation was made with the MM method as well. These observations suggest that there is a need to come out with probabilistic imputation methods that give good performance in expectation. In this context, it is worthwhile to modify our method to make it a probabilistic model. The piece-wise learning ideas developed in [3] can be suitably adapted for this purpose.

We observed in our experiments that our method converged in 10-15 iterations. Although we never faced any convergence issue, there is no formal convergence proof to our method. Our method can be improved in the imputation step by changing the optimization problem. For example, instead of solving (9), we can
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| dataset       | MO   | MM   | MICE  | BF   | WWFP-WO | WWFP-WC |
|---------------|------|------|-------|------|---------|---------|
| FLARE (10%)   | 34.15 ± 1.74 | 29.59 ± 0.76 | 25.48 ± 0.9 | 20.04 ± 1.27 | 20.75 ± 2.07 | 19.87 ± 1.77 |
| SPECT (10%)   | 30.23 ± 2.95   | 31.39 ± 1.47   | 23.76 ± 1.45 | 18.76 ± 2.01 | 17.57 ± 1.58 | 15.29 ± 1.7  |
| MUSHROOM (10%)| 45.39 ± 0.88   | 35.5 ± 1.69    | 27.78 ± 0.50 | 25.51 ± 0.63 | 30.95 ± 0.97 | 25.54 ± 0.52 |
| YEAST (10%)   | 23.26 ± 0.74   | 23.99 ± 1.73   | 9.62 ± 0.83  | 6.59 ± 0.82  | 9.20 ± 0.85  | 7.00 ± 1.48  |
| FLARE (30%)   | 34.25 ± 0.5    | 32.89 ± 1.12   | 28.51 ± 0.29 | 23.71 ± 0.6  | 24.86 ± 1.24 | 22.48 ± 0.76 |
| SPECT (30%)   | 30.38 ± 2.0    | 31.22 ± 0.9    | 25.8 ± 0.67  | 21.98 ± 1.09 | 19.35 ± 1.09 | 17.77 ± 1.01 |
| MUSHROOM (30%)| 45.57 ± 0.62   | 40.62 ± 1.93   | 30.11 ± 4.96 | 28.56 ± 0.48 | 34.25 ± 1.01 | 28.27 ± 0.57 |
| YEAST (30%)   | 23.13 ± 0.74   | 27.01 ± 0.55   | 15.33 ± 0.42 | 11.54 ± 0.8  | 13.75 ± 0.91 | 11.7 ± 0.63  |
| FLARE (50%)   | 34.67 ± 0.22   | 39.3 ± 0.9     | 32.24 ± 0.53 | 27.34 ± 0.71 | 27.8 ± 1.12  | 25.76 ± 0.69 |
| SPECT (50%)   | 30.93 ± 1.01   | 33.87 ± 0.75   | 28.86 ± 0.29 | 25.11 ± 1.12 | 28.28 ± 1.9  | 19.25 ± 0.62 |
| MUSHROOM (50%)| 45.59 ± 0.46   | 50.36 ± 1.68   | 38.05 ± 0.41 | 33.96 ± 0.53 | 38.80 ± 0.54 | 32.7 ± 0.36  |
| YEAST (50%)   | 23.12 ± 0.51   | 31.66 ± 0.36   | 20.91 ± 0.124| 15.87 ± 0.61 | 17.77 ± 0.8  | 15.7 ± 0.38  |

Table 2: Hamming Loss (%) for different percentage of missing data indicated in brackets.

solve the following optimization problem:

$$\max_{\mathbf{y}_m} \sum_{i=1}^{n} \sum_{q=1}^{Q_i} \sum_{\hat{v}_{q,o} \neq v_{q,o}} \max(0, \psi(t)(\hat{u}_{q,o} - u_{q,o}))^2 \text{ s.t. } C \quad (10)$$

This formulation has the advantage that the objective function used in the imputation step is also used in the learning step. Therefore, we would expect the objective function to decrease in every step. With bounded objective function value, the method will converge. However, the imputation step becomes complex with the WWFP formulation because of the squared hinge loss term. This term produces higher order potentials in the form of products of scoring functions; for example, multiplying one pairwise scoring function with another results in higher order potentials. Although dual decomposition can be used to solve the problem, the complexity increases and, the overall time taken by the method goes up. On the other hand, higher order potentials would not appear when hinge loss is used; but, the learning step becomes slower due to the non-differentiable nature of the problem. Therefore, there is a trade-off involved in getting overall improvement in speed. This aspect of the problem requires further study.

The proposed method can also be used to solve large margin semi-supervised learning problems for structured outputs. For example, our method can be extended to solve multi-label classification problems, when only partially labeled information is available. The extension is straightforward as the scoring functions can be appropriately modified to incorporate input features.

While we incorporated distributions based constraints, a detailed study incorporating other types of constraints in different missing value scenarios (e.g., when data is not missing completely at random) is an interesting future work. Finally, though our method can be applied when continuous variables are discretized, coming up with an imputation method that handles mixed data types (e.g., real, categorical and ordinal) directly is another important research problem.

6 Conclusion

We proposed a large margin structured prediction modeling based imputation method to solve the missing value problem. We showed how constraints can be incorporated while imputing the missing values. This is a very powerful feature since consistency checks that are often done to assess the quality of imputation methods can be quantitatively integrated while imputing the missing values. As our experimental results show constraints help in getting significantly improved performance.
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