Abstract

In recent years, deep metric learning and its probabilistic extensions claimed state-of-the-art results in the face verification task. Despite improvements in face verification, probabilistic methods received little attention in the research community and practical applications.

In this paper, we, for the first time, perform an in-depth analysis of known probabilistic methods in verification and retrieval tasks. We study different design choices and propose a simple extension, achieving new state-of-the-art results among probabilistic methods. Finally, we study confidence prediction and show that it correlates with data quality, but contains little information about prediction error probability. We thus provide a new confidence evaluation benchmark and establish a baseline for future confidence prediction research. PyTorch implementation is publicly released.

1. Introduction

The goal of metric learning is to map data to an embedding space so that the embeddings of similar data are close together and those of dissimilar data are far apart (Bengio et al., 2013; Musgrave et al., 2020). Deep metric learning achieved state-of-the-art results in many computer vision tasks, including face verification (Wang & Deng, 2020; Huang & Learned-Miller, 2014), person re-identification (Cheng et al., 2016), and image retrieval (Huang et al., 2015; Oh Song et al., 2016).

Motivated by previous research in mixture density networks (Bishop, 1994) and variational auto-encoders (Kingma & Welling, 2014), probabilistic extensions were proposed to deep metric learning (Oh et al., 2018; Shi & Jain, 2019; Scott et al., 2019; Chang et al., 2020; Li et al., 2021; Scott et al., 2021). Within this approach, which we call probabilistic embeddings (PE), the algorithm predicts a distribution of embeddings rather than a single vector, as shown in Figure 1. Compared to traditional metric learning algorithms, which we call deterministic methods, PE have the following advantages: (1) probabilistic losses can stabilize training on noisy data (Oh et al., 2018), (2) PE allows accurate embeddings aggregation and comparison (Shi & Jain, 2019; Scott et al., 2021), (3) predicted uncertainty can be used to measure data quality and detect out-of-domain data (Scott et al., 2019). Confidence can potentially be applied for classification with rejection tasks (Mena et al., 2020; Shi & Jain, 2019; Chang et al., 2020). However, to the best of our knowledge, there are currently no works confirming that confidence is accurate enough for robust error detection.

While PE methods claimed quality improvements in face verification (Chang et al., 2020; Li et al., 2021) and handwritten character recognition tasks (Oh et al., 2018; Scott et al., 2019), they received little attention in the research community. Recent metric learning benchmarks avoided comparison with PE (Musgrave et al., 2020; Roth et al., 2020), and is still unclear how different PE methods compare to each other and how they perform in different retrieval tasks.

Figure 1: (a) Deterministic methods map input image to a single embedding vector. (b) Probabilistic methods predict the distribution of embeddings. Same-class embeddings are close to each other while embeddings from different classes are far away.
In this work, we perform a comparison and in-depth analysis of probabilistic embeddings. The main contributions of this paper can be summarized as follows:

1. We propose an evaluation protocol and compare known probabilistic embeddings approaches with modern deterministic methods on the following datasets: CUB200 (Welinder et al., 2010), Cars196 (Krause et al., 2013), In-shop Clothes Retrieval Benchmark (Liu et al., 2016), and Stanford Online Products (Oh Song et al., 2016). We focus on both verification and retrieval quality. According to our results, probabilistic methods improve retrieval on datasets with thousands of classes (In-shop, SOP), while there is no clear improvement on datasets with hundreds of classes (CUB200, Cars196).

2. We perform ablation studies which were not found in previous works. In particular, we studied the effects of distribution type and comparison function on verification and retrieval quality. According to our experiments, simple techniques such as normal distribution and cosine similarity achieve on-par or slightly better results than more sophisticated approaches.

3. In our qualitative and quantitative studies, we show that confidence, predicted by probabilistic methods, can be used for data quality estimation. In particular, predicted confidence better correlates with the degree of data corruption than simple non-probabilistic baselines. We also show that confidence, predicted by current methods, produces only a small improvement in retrieval on rejection tasks, compared with trivial approaches.

4. We propose an improved probabilistic method, named DUL-reg-cls, which outperforms previous probabilistic approaches in most comparisons. We therefore claim a new state-of-the-art approach among probabilistic methods for image retrieval.

5. We release PyTorch implementation of all considered methods\(^1\). To the best of our knowledge, it is the first public implementation of vMF-FL (Hasnat et al., 2017) and vMF-loss (Scott et al., 2021) approaches.

2. Related Work

2.1. Deep Metric Learning

The goal of metric learning is to construct a mapping from input data into latent space so that the embeddings of similar items are close to each other while those of unrelated items are far away (Bengio et al., 2013; Musgrave et al., 2020). Such representations can be re-used in different machine learning tasks, including verification and retrieval. In verification tasks, the algorithm solves a binary classification problem of deciding whether two items are similar or not (Huang & Learned-Miller, 2014). As distance in metric learning reflects the items’ dissimilarity, classification can be performed by simple distance thresholding (Hadsell et al., 2006; Liu et al., 2017). In image retrieval tasks, the algorithm has to find a gallery image which is the most similar to the query image (Phillips et al., 2003; Oh Song et al., 2016). The metric learning model estimates the similarity score between the query and each gallery image, and selects the gallery image with the maximum score.

There are two main groups of metric learning methods. The first group implements distance-based losses computed directly in an embedding space (Hadsell et al., 2006; Weinberger & Saul, 2009; Wang et al., 2017b; Sohn, 2016; Yu & Tao, 2019; Wang et al., 2019). Another group of methods solves a classification problem in such a way that representations before the last linear layer can be compared using L2 or cosine scoring (Wang et al., 2017a; Liu et al., 2017; Wang et al., 2018b;a; Deng et al., 2019). In addition to the above, there are hybrid methods that have trainable target class centroids, but use distance-based losses (Movshovitz-Attias et al., 2017; Aziere & Todorovic, 2019; Kim et al., 2020).

Comprehensive comparisons of deterministic methods were recently provided by different authors (Musgrave et al., 2020; Roth et al., 2020). In our work, we compare probabilistic methods with state-of-the-art deterministic ones (Movshovitz-Attias et al., 2017; Wang et al., 2018b;a; Deng et al., 2019; Wang et al., 2019; Kim et al., 2020). We focus on loss functions and omit sophisticated methods such as ensembles and distillation (Zheng et al., 2021; Roth et al., 2021).

\(^1\)https://github.com/tinkoff-ai/probabilistic-embeddings
2.2. Probabilistic Embeddings

The ability of neural networks to predict distributions was originally studied in the work called Mixture Density Networks (MDN) (Bishop, 1994). MDN were applied to multi-dimensional regression problems with target vectors known during training. This approach is different from metric learning, where only class labels or annotated pairs are available. Distributions of latent vectors appeared in Variational Auto-Encoders (VAE) (Kingma & Welling, 2014). In contrast to metric learning, the goal of VAE is high-quality data generation.

The first work that applied probabilistic embeddings to image retrieval and verification tasks is Hedged Instance Embeddings (HIB) (Oh et al., 2018). HIB maps each input image to a normal distribution, which is parameterized by the mean vector and covariance matrix. A sampling-based training objective and matching function were proposed to train and evaluate the model. HIB was applied to the N-digit MNIST dataset of handwritten digits. It was shown that trained uncertainty improves classification and retrieval on corrupted data. Stochastic Prototype Embeddings (SPE) applied ideas from HIB to few-shot classification (Scott et al., 2019). While SPE applies ideas from probabilistic embeddings, it did not provide a scoring function for retrieval and verification.

Independently of HIB and SPE, Probabilistic Face Embeddings (PFE) (Shi & Jain, 2019) were proposed for face verification. In PFE, each image is mapped to a normal distribution with a mean vector produced by a pre-trained deterministic model and covariance matrix predicted by a specially trained subnetwork. PFE also introduced the Mutual Likelihood Score (MLS) for measuring similarity between distributions. Since MLS can be expressed in closed-form, PFE does not require sampling the way HIB does.

PFE gave rise to other probabilistic face verification approaches. Data Uncertainty Learning (DUL) (Chang et al., 2020) introduced end-to-end classification and two-stage regression methods called DUL-cls and DUL-reg respectively. Both methods demonstrated improvements over deterministic baselines. DUL handles uncertainty during training, but computes cosine similarity between distribution means during inference, similar to traditional metric learning approaches.

Some works combined directional statistics with probabilistic embeddings. Sphere Confidence Face (SCF) (Li et al., 2021) is similar to DUL-reg, but applies the von Mises-Fisher distribution to model embeddings in the n-sphere latent space. Another method, called vMF-FL (Hasnat et al., 2017), follows the same approach while applying softmax activation and training the model end-to-end. In vMF-loss (Scott et al., 2021), both image embeddings and classes centroids are modeled using the von Mises-Fisher distribution.

When it comes to evaluations, PFE and its successors (Chang et al., 2020; Li et al., 2021) were not compared to HIB and vMF-FL. SCF does not refer to DUL (Li et al., 2021), and vMF-loss was not compared to other probabilistic methods (Scott et al., 2021). Previous studies can be found summarized in Figure 2. In this work, we perform missing comparisons following the best practices for metric learning evaluation (Musgrave et al., 2020).

2.3. Evaluation

Metric learning and probabilistic embeddings are usually evaluated using retrieval and verification benchmarks (Huang & Learned-Miller, 2014; Musgrave et al., 2020). In retrieval, popular metrics include Recall@1, MAP@R, Top-K accuracy, and clustering-based approaches (Musgrave et al., 2020). Verification metrics include TPR@FPR and accuracy (Shi & Jain, 2019; Deng et al., 2019).

Recent works highlighted multiple evaluation flaws in popular metric learning benchmarks (Musgrave et al., 2020; Roth et al., 2020). Common issues include overfitting to a
test set, single random seed evaluation, and unclear hyperparameter selection protocols. All the flaws highlighted in these papers are not unique to metric learning approaches, but also highly relevant to probabilistic embeddings. We address these issues by implementing an evaluation protocol inspired by Reality Check (Musgrave et al., 2020).

## 3. Background

In this section, we review concepts related to probabilistic embeddings.

### 3.1. Metric Learning

Suppose we have a dataset of images \( x_i, i = 1, N \) with class labels \( y_i \). The goal of metric learning is to construct a feature mapping \( z_i = f(x_i) \) where new features are close for elements of the same class and far away for elements of different classes. Ideally, there is a distance threshold \( \alpha \) such that

\[
\begin{align*}
\|z_1 - z_2\|^2 &\leq \alpha & &\text{if } y_1 = y_2, \\
\|z_1 - z_2\|^2 &> \alpha & &\text{if } y_1 \neq y_2. \\
\end{align*}
\]

In practice, however, perfect separation is not possible, and existing methods aim to reduce the number of possible errors in different ways.

The popular contrastive loss (Hadsell et al., 2006) has the following form:

\[
L = [d_p]_+ - [m - d_n]_+, \tag{2}
\]

where \( d_p \) is the distance between elements of the same class, \( d_n \) is the distance between elements of different classes, and \( m \) is a positive margin, that controls embeddings separability. This approach gave rise to many more methods (Weinberger & Saul, 2009; Wang et al., 2019; Musgrave et al., 2020), detailed discussion of which goes beyond the scope of our work.

Another way to choose the mapping \( f \) is based on classification. Suppose \( g \) is a classification model and class probabilities are computed using the following formula:

\[
P(y = c|x) = \text{Softmax}(g(f(x)))_c. \tag{3}
\]

If the model \( g \) is simple enough (for example, linear), then embeddings produced by mapping \( f \) are suitable for metric learning as suggested in previous works (Liu et al., 2017; Wang et al., 2018a; Deng et al., 2019). If \( g(z) = Az \) and both \( z \) and rows \( A_c \) are normalized, than \( g \) evaluates cosine similarity scores between \( z \) and \( A_c \) for each \( c \). In this case, the rows \( A_c \) can be seen as centroids of target classes. We call them target embeddings throughout the paper.

### 3.2. Probabilistic Embeddings

In PE, the model predicts parameters of some distribution \( P(z|x) \) in latent space rather than a single vector as shown in Figure 3. Existing methods are summarized in Table 1. The detailed description of submodules is given below.

#### Distributions.

Most methods model embeddings by normal distribution or spherical von Mises-Fisher distribution. The multivariate normal distribution is parameterized by the mean vector \( \mu \) and covariance matrix \( \Sigma \). Normal probability density function (PDF) is defined as

\[
\mathcal{N}(z; \mu, \Sigma) = \frac{1}{\sqrt{(2\pi)^n |\Sigma|}} e^{-\frac{1}{2} (z-\mu)^T \Sigma^{-1} (z-\mu)}. \tag{4}
\]

In practice, most methods use a single positive number \( \sigma^2 \) to approximate \( \Sigma \) as \( \sigma^2 I \).

In many state-of-the-art metric learning approaches, embeddings are normalized to have constant length (Wang et al., 2018b; Deng et al., 2019). The von Mises-Fisher (vMF) distribution is designed to model normalized data and is parameterized by mean direction \( \mu \), \( \|\mu\|_2 = 1 \) and concentration parameter \( \kappa \). Concentration is roughly equivalent to the inverse of normal distribution’s variance. VMF probability density function for \( n \)-dimensional vectors is defined as

\[
vMF_n(z; \mu, \kappa) = \frac{\kappa^{n/2-1}}{(2\pi)^{n/2}I_{n/2-1}(\kappa)} e^{\kappa \mu^T z}, \tag{5}
\]

where \( I_v \) denotes the modified Bessel function of the first kind for order \( v \).

The mean prediction branch of PE model is usually similar to a deterministic model. Variance or concentration is predicted by a special sub-network. In the case of the von Mises-Fisher distribution, concentration \( \kappa \) can be encoded into the norm of mean vector \( \hat{\mu} \) so that \( \kappa = \|\hat{\mu}\|_2 \) (Scott et al., 2021).

#### Scoring functions.

An essential feature of metric learning methods is the ability to compare embeddings. In the case of probabilistic embeddings, there are three main approaches to evaluate similarity. The first one uses distance between predicted means (Chang et al., 2020):

\[
S_{\mu}(x_1, x_2) = -d(\mu(x_1), \mu(x_2)), \tag{6}
\]

where \( d \) is either L2 or negative cosine. This approach is equivalent to metric learning and does not take into account the uncertainty predicted by the model. Some methods estimate the expected distance via sampling (Scott et al., 2021; Oh et al., 2018):

\[
S_{E}(x_1, x_2) = -E_{z_1 \sim P(z_1|x_1)}d(z_1, z_2). \tag{7}
\]
Finally, to eliminate sampling from comparison, a special Mutual Likelihood Score (MLS) was proposed (Shi & Jain, 2019). In MLS, the similarity between two distributions is computed as

$$S_{MLS}(x_1, x_2) = \int z P(z|x_1)P(z|x_2)dz. \quad (8)$$

In the case of normal and von Mises-Fisher distributions, MLS has closed form expression (Shi & Jain, 2019; Li et al., 2021).

**Training objectives.** Probabilistic methods use different training objectives to handle distributions of embeddings. In HIB, a binary classification problem is solved by a sampling-based similarity estimation:

$$\Pr(y_1 = y_2|x_1, x_2) = E_{z_1 \sim P(z_1|x_1)} E_{z_2 \sim P(z_2|x_2)} g(-\alpha d(z_1, z_2) + \beta), \quad (9)$$

where $\alpha$ and $\beta$ are learned parameters and $g$ is a logistic function. The loss function incorporates binary cross-entropy and KL divergence to prevent variance from converging to zero:

$$\mathcal{L}_{HIB} = -\log P(y_1 = y_2|x_1, x_2) + KL(P(z_1|x_1)||\mathcal{N}(0, I)) + KL(P(z_2|x_2)||\mathcal{N}(0, I)). \quad (10)$$

Probabilistic Face Embeddings (PFE) (Shi & Jain, 2019) take a pretrained deterministic model (like CosFace or ArcFace) for mean prediction and train a variance prediction module to maximize the MLS score between elements of the same class from the batch.

DUL-cls (Chang et al., 2020) samples from predicted distribution and computes deterministic classification loss (CosFace or ArcFace) for each sample. KL-divergence is also added to the loss, similar to HIB. Another method, called DUL-reg (Chang et al., 2020), takes pretrained target class centroids $z_y$ and performs regression to these centroids via cross-entropy loss, similar to Mixture Density Networks (MDN) (Bishop, 1994):

$$\mathcal{L}_{Reg} = -\log P(z_y|x). \quad (11)$$

The SCF (Li et al., 2021) training is close to DUL-reg, but uses von Mises-Fisher distribution instead of normal. Both SCF and DUL-reg do regression to the pretrained centroids. In contrast to these methods, vMF-FL (Hasnat et al., 2017) applies softmax activation to posteriors and trains the model end-to-end:

$$\mathcal{L}_{vMF-FL} = -\log \frac{P(z_y|x)}{\sum_c P(z_c|x)}. \quad (12)$$

The vMF-loss approach (Scott et al., 2021) models two distributions $P(z|x)$ and $P(z|y)$. The method then minimizes the upper bound of the expected softmax loss function, which takes the form:

$$\mathcal{L}_{vMF} = -E_{z_1 \sim P(z|x)} E_{z_2 \sim P(z|y)} \log \frac{e^{\beta d(z, z_y)}}{\sum_c e^{\beta d(z, z_c)}}, \quad (13)$$

where $d$ is cosine similarity and $\beta$ is a learned parameter. At inference time, vMF-loss uses sampling-based cosine scoring from Equation 7.

### 4. Evaluation Protocol

To address previously highlighted evaluation flaws (see Section 2.3 for details), we implemented an evaluation protocol inspired by recent metric learning benchmarks (Musgrave et al., 2020; Roth et al., 2020). In this section, we describe the used datasets, metrics, and training procedure.
4.1. Datasets

We use the CUB200-2011 (CUB200) (Welinder et al., 2010), Cars196 (Krause et al., 2013), In-shop clothes (In-shop) (Liu et al., 2016), and Stanford Online Products (SOP) (Oh Song et al., 2016) datasets for evaluation. While In-shop and SOP have class-disjoint train/test splits provided by the authors, CUB200 and Cars196 are closed-set classification datasets. In order to convert them into class-disjoint retrieval benchmarks, we split classes into two equal subsets, using the first one for development and the second for testing (Wu et al., 2017). The first quarter of development classes is used for validation and the remaining part is used for training.

We construct a verification testset for each benchmark. To do this, we sample pairs of elements with the same class (positives) and pairs of elements with different classes (negatives). Both the number of positives and the number of negatives are equal to the size of the source classification dataset.

We also build corrupted variants of the datasets for confidence prediction evaluation. To reduce the amount of information in each image, we extract a central crop with a random size between 0.5 and 1 of the image’s original size. The size of the crop is used as the ground truth estimation of image quality.

4.2. Metrics

We evaluate the image retrieval quality using the Recall@1 and MAP@R metrics (Musgrave et al., 2020). Both metrics are evaluated in embedding space rather than using classification head outputs. We also evaluate the verification accuracy as the maximum binary classification accuracy among decision thresholds on verification testsets described above.

4.3. Model Architecture and Training

We use a BN-inception convolutional neural network (CNN) for predicting embeddings following recent metric learning benchmarks (Musgrave et al., 2020; Roth et al., 2020). We freeze batch normalization layers during training and replace the average pooling with a sum of average and max pooling layers as suggested by previous works (Kim et al., 2020; Jun et al., 2019). The embedding size is fixed to 128 in all experiments. In probabilistic methods, an extra sub-network is connected to the CNN output, as shown in Figure 3. We use a single fully-connected layer for mean prediction and 3 fully-connected layers with ReLU activations for confidence estimation following SCF (Li et al., 2021).

We use different learning rates for the CNN and final classification layer following (Kim et al., 2020; Scott et al., 2021). Both learning rates are considered model hyperparameters. We use stochastic gradient descent with momentum 0.9 and weight decay 0.0001 for optimization. Training stops when validation quality does not improve for 10 epochs. The model from the epoch with the best validation quality (MAP@R) is used for testing.

During training, we augment data using random horizontal flip, brightness, contrast, and saturation jittering with factors between 0.75 and 1.25, random center crop with a scale between 0.16 and 1 and aspect ratio between 0.75 and 1.33. The cropped image is resized to 224 pixels on each side. During testing, we resize the image to 256 pixels on the shortest side and center-crop image to a size 224.

To tune the methods’ hyperparameters, we run 50 iterations of Bayesian Hyperparameter Search. The set of hyperparameters with maximum validation MAP@R is evaluated using 5 random seeds. We report the mean and STD of the produced set of metrics.

5. Experiments

5.1. Probabilistic Embeddings Performance

As some methods were previously applied only to the face verification task, and many methods were not directly compared, we asked the following questions: (1) do probabilistic embeddings improve verification and retrieval quality compared to deterministic metric learning baselines and (2) which methods are more suited for the considered tasks?

We compared different probabilistic methods with ArcFace (Deng et al., 2019), CosFace (Wang et al., 2018b), Proxy-Anchor (Kim et al., 2020), Multi-similarity (Wang et al., 2019), and Proxy-NCA (Movshovitz-Attias et al., 2017). Results are reported in Table 2 and Table 3.

To summarize the results, probabilistic methods achieve higher quality than deterministic baselines in 7 out of 12 comparisons (3 metrics for 4 datasets). On small datasets (Cars196 and CUB200), results are mixed. On In-shop and SOP multi-similarity achieves the highest verification accuracy and DUL methods are better in 3 out of 4 retrieval comparisons. At the same time DUL outperforms its backbone Cosface model in both verification and retrieval.

We measured the training time of considered methods on a single Nvidia Tesla V100 GPU. According to our results, probabilistic methods add at most 3% computation overhead compared to ArcFace and CosFace, except for the vMF-loss approach. The latter’s training time depends on the number of target classes, and ranges from 6% (1.71 ms vs 1.62 ms per sample) on Cars196 to 30% (2.07 ms vs 1.62 ms per sample) on the SOP dataset in comparison to ArcFace and CosFace.
### Probabilistic Embeddings Revisited

Table 2: Comparison of deterministic and probabilistic methods on Cars196 and CUB200 datasets. Deterministic methods are at the top and probabilistic in the middle of the table. Results for our non-standard variant of the probabilistic DUL method are presented at the bottom. Results greater than those of deterministic methods (ArcFace – Proxy-NCA) are underlined. Methods with maximum performance are shown in bold. All values are reported in percentages.

| Method       | Recall@1 | MAP@R | Accuracy | Recall@1 | MAP@R | Accuracy |
|--------------|----------|-------|----------|----------|-------|----------|
| ArcFace      | 71.3 ± 0.4 | 18.4 ± 0.1 | 82.1 ± 0.3 | **61.0 ± 0.5** | **22.3 ± 0.4** | 84.1 ± 0.2 |
| CosFace      | 72.7 ± 0.5 | 19.0 ± 0.2 | 80.4 ± 0.2 | 57.1 ± 1.0 | 20.0 ± 0.8 | 83.9 ± 0.4 |
| Proxy-Anc.   | **75.7 ± 0.6** | 19.2 ± 0.5 | 79.0 ± 0.3 | 60.0 ± 0.9 | 21.2 ± 0.3 | 83.3 ± 0.3 |
| Multi-sim.   | 72.0 ± 0.5 | 18.3 ± 0.3 | 81.2 ± 0.3 | 58.1 ± 0.4 | 20.7 ± 0.1 | 84.7 ± 0.2 |
| Proxy-NCA    | 63.3 ± 0.7 | 15.1 ± 0.6 | 81.3 ± 0.2 | 49.3 ± 0.4 | 15.0 ± 0.2 | 82.2 ± 0.3 |
| HIB          | 39.6 ± 0.9 | 6.7 ± 0.3 | 80.4 ± 0.2 | 43.3 ± 0.8 | 11.8 ± 0.3 | 81.4 ± 0.2 |
| PFE          | 71.0 ± 0.3 | 18.0 ± 0.1 | 82.2 ± 0.2 | 60.8 ± 0.4 | **22.3 ± 0.4** | **85.1 ± 0.2** |
| DUL-cls      | 73.6 ± 0.7 | 19.5 ± 0.2 | 81.3 ± 0.1 | 59.8 ± 0.4 | 21.2 ± 0.4 | 83.7 ± 0.3 |
| DUL-reg      | 70.1 ± 0.7 | 19.1 ± 0.2 | **82.6 ± 0.2** | 58.7 ± 0.7 | 21.3 ± 0.4 | 84.3 ± 0.2 |
| SCF          | 70.4 ± 0.4 | 18.3 ± 0.1 | 82.4 ± 0.2 | 57.6 ± 1.0 | 20.2 ± 0.6 | 84.0 ± 0.3 |
| vMF-FL       | 63.2 ± 0.5 | 11.9 ± 0.1 | 77.7 ± 0.4 | 52.5 ± 0.6 | 15.2 ± 0.3 | 81.3 ± 1.0 |
| vMF-loss     | 62.8 ± 0.3 | 14.5 ± 0.2 | 80.2 ± 0.3 | 52.7 ± 1.0 | 17.8 ± 0.7 | 83.2 ± 0.4 |

| Method      | Recall@1 | MAP@R | Accuracy | Recall@1 | MAP@R | Accuracy |
|-------------|----------|-------|----------|----------|-------|----------|
| DUL-cls     | 72.7 ± 0.4 | **20.1 ± 0.3** | 81.9 ± 0.4 | 60.1 ± 0.8 | 21.6 ± 0.4 | 84.5 ± 0.3 |

Table 3: Comparison of deterministic and probabilistic methods on In-shop and SOP datasets. Deterministic methods are at the top and probabilistic in the middle of the table. Results for our non-standard variant of probabilistic DUL method are presented at the bottom. Results greater than those of deterministic methods (ArcFace – Proxy-NCA) are underlined. Methods with maximum performance are shown in bold. All values are reported in percentages.

| Method       | Recall@1 | MAP@R | Accuracy | Recall@1 | MAP@R | Accuracy |
|--------------|----------|-------|----------|----------|-------|----------|
| ArcFace      | 78.6 ± 0.3 | 37.6 ± 0.2 | 92.5 ± 0.2 | 59.7 ± 0.3 | 30.6 ± 0.2 | 89.9 ± 0.1 |
| CosFace      | 87.5 ± 0.2 | 45.1 ± 0.1 | 92.5 ± 0.1 | 67.4 ± 0.4 | 37.5 ± 0.3 | 91.0 ± 0.1 |
| Proxy-Anc.   | 71.1 ± 0.2 | 31.2 ± 0.1 | 91.0 ± 0.2 | 59.8 ± 0.2 | 30.5 ± 0.1 | 90.3 ± 0.1 |
| Multi-sim.   | 86.5 ± 0.4 | **47.5 ± 0.4** | **95.4 ± 0.1** | 66.9 ± 0.2 | 37.4 ± 0.1 | **92.5 ± 0.0** |
| Proxy-NCA    | 67.5 ± 0.9 | 28.7 ± 0.4 | 90.6 ± 0.3 | 49.6 ± 0.6 | 22.8 ± 0.4 | 88.4 ± 0.2 |
| HIB          | 52.6 ± 1.9 | 21.9 ± 1.1 | 92.0 ± 0.3 | 55.3 ± 0.5 | 27.4 ± 0.4 | 91.2 ± 0.1 |
| PFE          | 87.2 ± 0.2 | 44.5 ± 0.1 | 89.6 ± 0.1 | 67.0 ± 0.4 | 37.1 ± 0.3 | 90.4 ± 0.1 |
| DUL-cls      | 88.9 ± 0.1 | 47.0 ± 0.1 | 93.8 ± 0.1 | 68.8 ± 0.3 | 39.4 ± 0.3 | 91.7 ± 0.1 |
| DUL-reg      | 88.4 ± 0.1 | 46.4 ± 0.2 | 93.6 ± 0.1 | 68.3 ± 0.3 | 38.7 ± 0.3 | 91.9 ± 0.1 |
| SCF          | 87.3 ± 0.2 | 44.7 ± 0.1 | 89.5 ± 0.2 | 67.4 ± 0.4 | 37.5 ± 0.3 | 91.2 ± 0.1 |
| vMF-FL       | 40.1 ± 0.5 | 13.8 ± 0.3 | 82.9 ± 0.3 | 46.1 ± 0.5 | 20.2 ± 0.3 | 81.9 ± 0.4 |
| vMF-loss     | 61.5 ± 0.7 | 24.7 ± 0.4 | 80.0 ± 0.5 | 43.0 ± 0.5 | 18.8 ± 0.2 | 81.1 ± 1.0 |

| Method      | Recall@1 | MAP@R | Accuracy | Recall@1 | MAP@R | Accuracy |
|-------------|----------|-------|----------|----------|-------|----------|
| DUL-cls     | **89.0 ± 0.1** | 47.2 ± 0.1 | 94.3 ± 0.0 | **69.2 ± 0.3** | **39.9 ± 0.3** | 92.3 ± 0.2 |
5.2. Target Choice

Some probabilistic methods, such as SCF and DUL-reg, train regression to precomputed target embeddings. In contrast, DUL-clst trains a model from scratch, including target embeddings. We implemented a new variant of the DUL method, which applies DUL-reg to the target embeddings, pretrained by the DUL-clst method, instead of ArcFace or CosFace. Evaluation results of this method, called DUL-reg-clst, are presented at the bottom of Table 2 and Table 3.

DUL-reg-clst improves DUL performance in 10 out of 12 benchmarks, and achieves top-performing results in 4 out of 12 cases. On In-shop and SOP datasets DUL-reg-clst achieves state-of-the-art performance among probabilistic methods and outperforms deterministic approaches in terms of retrieval quality in 3 out of 4 comparisons. We conclude there, that the choice of target embeddings largely affects probabilistic embeddings performance. Many metric learning approaches, such as classification-based losses and proxy-anchors, provide target embeddings. For these methods, probabilistic regression can be used to fine-tune the model after training.

5.3. Distribution Type

As shown in Table 1, some probabilistic methods use the normal distribution to model embeddings, and the others are based on the von Mises-Fisher distribution. While the vMF distribution was specially designed for spherical spaces (Li et al., 2021; Scott et al., 2021), a normal distribution is more computationally effective when dealing with sampling or re-parametrization trick (Kingma & Welling, 2014; Davidson et al., 2018). Furthermore, many methods apply the normal distribution to normalized embeddings, making it similar to vMF. In most methods, one distribution can be used in place of another. Finding the one which is the most preferable in practice is the main question of this experiment.

We compared variants of probabilistic methods based on the vMF and normal distributions. Results are presented in Table 4. HIB is excluded from this experiment, as it uses unnormalized embeddings which cannot be modeled via the von Mises-Fisher distribution (Li et al., 2021). The vMF-loss method was not compared with its normal-based counterpart as its special loss function (Scott et al., 2021) requires sophisticated derivation, which goes beyond the scope of this work. In most cases, there is little difference between methods based on different types of distributions. One exception is the DUL-clst method, as its quality is largely reduced with the vMF distribution.

5.4. Scoring Functions

The scoring function is an essential part of the probabilistic embeddings pipeline, which is usually independent of the training objective. While probabilistic methods discussed in this work are based on different scoring approaches, the effect of scoring was not studied in the original papers. Most scoring functions are interchangeable, and it is important to determine which one is better to use in practice.

According to Table 1, there are three groups of probabilistic methods. PFE and SCF use Mutual Likelihood Scoring (MLS), HIB and vMF-loss apply deterministic scoring after sampling from predicted distribution, and DUL performs simple cosine scoring between distribution means. As PFE and SCF train only variance prediction module, cosine scoring between distribution means is equivalent to the corresponding deterministic model (ArcFace or CosFace). We thus exclude these combinations from the comparison.

Keeping this in mind, we compared probabilistic methods with different scoring functions. Results are presented in Table 5. In most cases, the distance between distribution means provides on-par or better results than other scoring functions. For PFE and SCF cosine scoring is meaningless, as was mentioned above. For these methods MLS usually achieves higher quality than the sampling-based approach.

5.5. Confidence and Data Quality Estimation

Distribution entropy, predicted by probabilistic methods for each input image, can be used as a measure of model uncertainty (Shi & Jain, 2019). The inverse of entropy is sometimes called confidence, and can potentially be used for outlier and adversarial sample detection, dataset cleaning, classification with rejection, active learning and best shot selection (Scott et al., 2019). Because of this, we raise the following questions: (1) does confidence score correlate with prediction quality, and (2) can confidence be used for data quality assessment? To answer these questions, we use corrupted variants of the datasets from our evaluation protocol.

As a baseline, we implement two popular approaches to confidence estimation in deterministic models. Classification-based ArcFace and CosFace methods can estimate confidence as a maximum posterior class probability (Jung et al., 2021). Some metric learning models implicitly encode confidence to the embeddings’ magnitude before the L2-normalization layer (Meng et al., 2021). The magnitude estimation outperformed maximum posterior in all experiments, presented below.

In our first experiment, we evaluate methods quality for different filter-out rates using the methodologies from previous works on data quality assessment (El-Yaniv et al., 2010; Li et al., 2021). For a given filter-out rate $\alpha$ and dataset size N,
Table 4: Comparison of the vMF and normal distributions for probabilistic methods in terms of MAP@R (%). Distributions used in the source papers are underlined.

| Method   | Distribution | Cars196  | Cub200  | In-shop | SOP    |
|----------|--------------|----------|---------|---------|--------|
|          | Normal       | 18.0 ± 0.1 | 22.3 ± 0.4 | 44.5 ± 0.1 | 37.1 ± 0.3 |
|          | vMF          | 17.5 ± 0.2 | 22.3 ± 0.4 | 43.9 ± 0.2 | 36.9 ± 0.3 |
| PFE      | Normal       | 19.5 ± 0.2 | 21.2 ± 0.4 | 47.0 ± 0.1 | 39.4 ± 0.3 |
|          | vMF          | 4.0 ± 1.8  | 0.9 ± 0.5  | 4.1 ± 0.3  | 12.4 ± 0.6 |
| DUL-cls  | Normal       | 19.1 ± 0.2 | 21.3 ± 0.4 | 46.4 ± 0.2 | 38.7 ± 0.3 |
|          | vMF          | 19.0 ± 0.3 | 22.1 ± 0.1 | 46.4 ± 0.2 | 38.6 ± 0.3 |
| DUL-reg  | Normal       | 18.3 ± 0.1 | 20.4 ± 0.2 | 45.0 ± 0.1 | 37.5 ± 0.3 |
|          | vMF          | 18.3 ± 0.1 | 20.2 ± 0.6 | 44.7 ± 0.1 | 37.5 ± 0.3 |
| SCF      | Normal       | 11.9 ± 0.5 | 15.5 ± 0.3 | 13.7 ± 0.3 | 20.3 ± 0.3 |
|          | vMF          | 11.9 ± 0.1 | 15.2 ± 0.3 | 13.8 ± 0.3 | 20.2 ± 0.3 |
| vMF-FL   | Normal       | 11.9 ± 0.5 | 15.5 ± 0.3 | 13.7 ± 0.3 | 20.3 ± 0.3 |
|          | vMF          | 11.9 ± 0.1 | 15.2 ± 0.3 | 13.8 ± 0.3 | 20.2 ± 0.3 |

Table 5: Comparison of scoring functions in terms of MAP@R (%). Scoring functions used in the original papers are underlined.

| Method   | Scoring       | Cars196  | Cub200  | In-shop | SOP    |
|----------|---------------|----------|---------|---------|--------|
|          | L2            | 6.7 ± 0.3 | 11.8 ± 0.3 | 21.9 ± 1.1 | 27.4 ± 0.4 |
| HIB      | Sampling + L2 | 6.7 ± 0.3 | 11.8 ± 0.3 | 21.9 ± 1.1 | 27.4 ± 0.4 |
|          | MLS           | 6.6 ± 0.2 | 11.3 ± 0.2 | 21.7 ± 1.1 | 26.0 ± 0.2 |
| PFE      | Sampling + Cosine | 17.8 ± 0.1 | 20.7 ± 0.5 | 44.7 ± 0.1 | 36.7 ± 0.2 |
|          | MLS           | 18.0 ± 0.1 | 22.3 ± 0.4 | 44.5 ± 0.1 | 37.1 ± 0.2 |
| DUL-cls  | Cosine        | 19.5 ± 0.2 | 21.2 ± 0.4 | 47.0 ± 0.1 | 39.4 ± 0.3 |
|          | Sampling + Cosine | 19.5 ± 0.2 | 21.1 ± 0.4 | 47.0 ± 0.1 | 39.4 ± 0.3 |
|          | MLS           | 18.4 ± 0.2 | 20.4 ± 0.4 | 46.8 ± 0.1 | 37.9 ± 0.3 |
| DUL-reg  | Cosine        | 19.1 ± 0.2 | 21.3 ± 0.4 | 46.4 ± 0.2 | 38.7 ± 0.3 |
|          | Sampling + Cosine | 18.3 ± 0.3 | 18.4 ± 0.5 | 45.7 ± 0.2 | 37.5 ± 0.2 |
|          | MLS           | 19.0 ± 0.2 | 20.1 ± 0.5 | 46.1 ± 0.2 | 38.7 ± 0.3 |
| SCF      | Sampling + Cosine | 16.2 ± 0.1 | 17.7 ± 0.5 | 43.3 ± 0.2 | 34.5 ± 0.3 |
|          | MLS           | 18.3 ± 0.1 | 20.2 ± 0.6 | 44.7 ± 0.1 | 37.5 ± 0.3 |
| vMF-FL   | Cosine        | 11.9 ± 0.1 | 15.2 ± 0.3 | 13.8 ± 0.3 | 20.2 ± 0.3 |
|          | Sampling + Cosine | 6.4 ± 1.7  | 7.7 ± 0.3  | 4.4 ± 0.4  | 7.9 ± 0.3  |
|          | MLS           | 7.3 ± 1.6  | 10.3 ± 0.3 | 11.7 ± 0.4 | 16.1 ± 0.4 |
| vMF-loss | Cosine        | 17.0 ± 0.1 | 19.8 ± 0.7 | 25.0 ± 0.4 | 19.4 ± 0.2 |
|          | Sampling + Cosine | 14.5 ± 0.2 | 17.8 ± 0.7 | 24.7 ± 0.4 | 18.8 ± 0.2 |
|          | MLS           | 15.1 ± 0.5 | 17.9 ± 0.4 | 21.2 ± 0.2 | 19.2 ± 0.3 |
### Table 6: Recall@1 (%) versus confidence-based error detection accuracy (CEDA, %) on the truncated training part of the dataset.

| Method  | Cars196 Recall@1 | CUB200 Recall@1 | In-shop Recall@1 | SOP Recall@1 |
|---------|------------------|------------------|------------------|-------------|
|         | CEDA             | CEDA             | CEDA             | CEDA        |
| Baseline| 89.9             | 89.9             | 90.6             | 83.4        |
| HIB     | 62.7             | 63.0             | 90.6             | 67.4        |
| PFE     | 89.9             | 91.0             | 90.6             | 83.4        |
| DUL-cls | 90.8             | 91.6             | 90.6             | 83.4        |
| DUL-reg | 88.0             | 89.5             | 90.6             | 83.4        |
| SCF     | 89.9             | 91.2             | 90.6             | 83.4        |
| vMF-FL  | 96.6             | 96.8             | 90.6             | 99.5        |
| vMF-loss| 89.6             | 90.5             | 90.6             | 64.6        |
| DUL-reg-cls | 89.8 | 91.2 | 90.6 | 83.2 |

### Table 7: Recall@1 (%) versus confidence-based error detection accuracy (CEDA, %) on the testing part of the dataset.

| Method  | Cars196 Recall@1 | CUB200 Recall@1 | In-shop Recall@1 | SOP Recall@1 |
|---------|------------------|------------------|------------------|-------------|
|         | CEDA             | CEDA             | CEDA             | CEDA        |
| Baseline| 71.3             | 61.0             | 87.5             | 67.4        |
| HIB     | 39.6             | 60.2             | 52.6             | 55.3        |
| PFE     | 71.0             | 71.8             | 87.2             | 67.0        |
| DUL-cls | 73.6             | 73.4             | 88.9             | 68.8        |
| DUL-reg | 70.1             | 70.9             | 88.4             | 68.3        |
| SCF     | 70.4             | 71.8             | 87.3             | 67.4        |
| vMF-FL  | 63.2             | 63.5             | 40.1             | 46.1        |
| vMF-loss| 70.7             | 71.5             | 62.1             | 43.5        |
| DUL-reg-cls | 72.7 | 73.4 | 60.1 | 69.2 |

### Table 8: Spearman’s rank correlation coefficient between confidences and image quality on corrupted datasets. We used maximum class probability predicted by a deterministic model (ArcFace for Cars196 and CUB200, and CosFace for In-shop and SOP) as a baseline.

| Method  | Cars196 | CUB200 | In-shop | SOP |
|---------|---------|--------|---------|-----|
|         |         |        |         |     |
| Baseline-prob | 0.31 ± 0.02 | 0.06 ± 0.01 | 0.14 ± 0.01 | 0.05 ± 0.00 |
| Baseline-norm  | 0.50 ± 0.02 | 0.54 ± 0.02 | 0.23 ± 0.01 | 0.43 ± 0.02 |
| HIB     | 0.27 ± 0.10 | 0.22 ± 0.12 | 0.04 ± 0.08 | 0.20 ± 0.03 |
| PFE     | 0.60 ± 0.06 | 0.51 ± 0.03 | 0.16 ± 0.02 | 0.41 ± 0.02 |
| DUL-cls | 0.60 ± 0.02 | 0.56 ± 0.05 | 0.22 ± 0.00 | 0.43 ± 0.02 |
| DUL-reg | 0.65 ± 0.02 | 0.51 ± 0.02 | 0.53 ± 0.02 | 0.66 ± 0.07 |
| SCF     | 0.66 ± 0.03 | 0.46 ± 0.03 | 0.20 ± 0.04 | 0.50 ± 0.02 |
| vMF-FL  | 0.72 ± 0.02 | 0.65 ± 0.01 | 0.64 ± 0.04 | 0.28 ± 0.04 |
| vMF-loss| 0.50 ± 0.02 | 0.55 ± 0.05 | 0.17 ± 0.01 | 0.33 ± 0.03 |
| DUL-reg-cls | 0.67 ± 0.01 | 0.56 ± 0.05 | 0.50 ± 0.04 | 0.62 ± 0.02 |
we exclude approximately $N_o$ samples with the lowest confidences. We then evaluate the MAP@R metric for the remaining part of the dataset. Corresponding curves for different methods are shown in Figure 4. It can be seen that curve position largely depends on initial MAP@R value. At the same time, most probabilistic methods outperform deterministic baselines for large filter-out rates even if initial quality had minor or no improvement. In general, PFE and DUL-reg-cls demonstrate the highest quality for most filter-out rates.

In our second experiment, we measure the model’s ability to predict retrieval error using confidence by trying to detect cases where the embedding nearest to the query has a different label. For this purpose, we introduce Confidence-based Error Detection Accuracy (CEDA), which is evaluated for the threshold with maximum accuracy. We compute CEDA for training and testing parts of the datasets. As retrieval quality largely depends on the number of classes, we reduce the train set during evaluation to match the size of the test set. Retrieval quality and CEDA are reported in Table 6 and Table 7. As a baseline, we use ArcFace for Cars196 and CUB200 datasets and CosFace for In-shop and SOP datasets with confidences evaluated in the same way as in the previous experiment. It can be seen that CEDA is close to Recall@1 for both training and testing parts of the dataset.

Finally, we study the ability of probabilistic methods to evaluate data quality. We perform this by computing Spearman’s rank correlation coefficient (Wu et al., 2018) between predicted confidence and image crop size on corrupted datasets. Results are presented in Table 8. Confidences from DUL and vMF-FL have the highest correlation among all methods including deterministic baselines. Examples of images with different confidences for DUL-reg-cls are presented in Figure 5. It can be seen that images with the lowest confidences are usually blurred, cropped or contain out-of-domain data. Therefore, we suggest using probabilistic methods for data quality assessment in future works.

6. Future Work

Top-performing probabilistic methods, including DUL-reg, PFE and SCF, use deterministic pretraining. These methods are usually based on ArcFace and CosFace. On the other hand, Multi-similarity outperforms both methods in terms of verification accuracy. Future work can consider probabilistic extensions of Multi-similarity to further improve verification performance.
In our experiments, we have shown that confidence, predicted by known methods, cannot be directly used for classification with rejection due to low error prediction quality. We thus suggest two directions for future work. First, attention must be paid to confidence’s ability to predict verification and retrieval errors, something which was not studied in previous PE works. Second, confidence must generalize well to unseen data. Generalization is hard to estimate for current methods due to low error prediction quality on the training set.

7. Conclusion

While many probabilistic methods were proposed for the face verification domain, it was unclear how well they would perform on other tasks. In addition, some essential ablation studies and comparisons between different branches of research were not provided in previous studies. In this work, we compared probabilistic methods in multiple image retrieval and verification tasks. Our experiments show that results depend on the dataset’s size. Probabilistic embeddings demonstrate on-par performance with deterministic ones in problems with hundreds of classes. On datasets with thousands of classes, probabilistic embeddings are superior to deterministic baselines in terms of retrieval quality. We also made ablation studies and showed that multivariate normal distribution with distance scoring achieves the highest quality in most cases while having the lowest computational complexity. Furthermore, probabilistic methods provide out-of-the-box confidence estimation. The predicted confidence correlates with image quality and can be used for data quality assessment. Future research of probabilistic methods can be focused on accurate confidence prediction and confidence generalization for the retrieval with rejection task.
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