ESTIMATES FOR THE ERGODIC MEASURE AND POLYNOMIAL STABILITY OF PLANE STOCHASTIC CURVE SHORTENING FLOW
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Abstract. We establish moment estimates for the invariant measure $\mu$ of a stochastic partial differential equation describing motion by mean curvature flow in (1+1) dimension, leading to polynomial stability of the associated Markov semigroup. We also prove maximal dissipativity on $L^1(\mu)$ for the related Kolmogorov operator.

1. Introduction and preliminaries

We study the invariant measure $\mu$ on $L^2(0, 1)$ and the stability of the following SPDE for a function $u(t) \in L^2(0, 1)$ introduced in [4], describing curve shortening flow in (1+1)D driven by additive noise

$$du(t) = (\arctan u_x(t))_x dt + \sigma dW_t, \quad t \geq 0.$$ (1.1)

Here $W$ is cylindrical white noise on a separable Hilbert space $U$ defined on a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ and $\sigma$ is a Hilbert-Schmidt operator from $U$ to the Sobolev space $H^1_0(0, 1)$. Existence of a unique generalized Markov solution of (1.1) and its ergodicity were shown in [4], working in the variational SPDE framework of Pardoux resp. Krylov-Rozovskiï. However, certain modifications of standard arguments apply since in contrast to previous works (like e.g. [2]) on variational SPDE the drift operator in (1.1) is neither coercive nor strongly dissipative. As a consequence exponential stability of the semigroup cannot be expected here, and it is our main goal to establish polynomial stability instead (see corollary 3.3 below). To this aim we derive moment estimates for the invariant measure of (1.1) which become crucial for the control of the contraction by the drift of (1.1) along the flow.

As a second application we establish the maximal dissipativity of the Kolmogorov operator $J_0$ associated to (1.1), acting on smooth test functions $\phi : L^2(0, 1) \mapsto \mathbb{R}$ by

$$J_0\phi(u) = \frac{1}{2} \text{Tr} QD^2\phi(u) + \left\langle \frac{u_x}{1 + u_x^2}, D\phi(u) \right\rangle,$$ (1.2)

with the covariance operator $Q = \sigma \sigma^*$ on $L^2(0, 1)$ and

$$D_0 := \{ u \in W^{1, 1}_{\text{loc}}(0, 1) \mid (\arctan(u_x))_x \in L^2(0, 1) \}.$$ (1.3)

In contrast to the variational approach, here we shall work with a realization of the drift as a maximally monotone operator on $L^2(0, 1)$ given by a subgradient $V = \partial \Phi$ of a convex l.s.c. functional $\Phi$ on $L^2(0, 1)$, using results of Andreu et al. [1] for variational PDE of linear growth functionals. Combining this with the moment estimates we prove that operator $J_0$ defined on the domain $D(J_0) = C^2_b(H) \subset L^1(H, \mu)$ with $H = L^2(0, 1)$ is closable on $L^1(H, \mu)$ and its closure generates a strongly continuous Markov semigroup on $L^1(H, \mu)$ (cf. [7] for related results).
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2. Moment estimates for the invariant measure

In the sequel we denote by \((e_k)_{k \geq 0}\) the system of eigenfunctions corresponding to the Laplace operator \(\Delta\) on \((0,1)\) with Dirichlet boundary condition. For \(n \geq 1\) we denote by \(H_n := \text{span}\{e_1, \ldots, e_n\}\) and \(E := H^1_0(0,1)\) and hence \(E^* = H^{-1}(0,1)\). Recall also that \(u \in L^1_{\text{loc}}(0,1)\) belongs to the space \(BV\) of bounded variation functions if

\[
[Du] := \sup\left\{\int_{[0,1]} uv_x \, d\xi : v \in C_0^\infty(0,1), \|v\|_\infty \leq 1\right\} < +\infty.
\]

The main result of this section reads as follows.

**Theorem 2.1.** The measure \(\mu\) is concentrated on the subset \(D_0 \cap \{u \in L^2(0,1) \mid u_x \in BV(0,1)\}\) and

\[
\int [Du]^{\frac{1}{2}} \mu(du) + \int \|v\|_{E}^2 \mu(du) + \int \|(\arctan u_x)x\|_{L^2(0,1)}^2 \mu(du) < +\infty.
\]

**Proof.** Introducing the operator \(A : E \to E^*\)

\[
\langle Au, v \rangle = -\int_0^1 \arctan u_x(z) \cdot v_x(z) \, dz, \quad u, v \in E.
\]

we may write (1.1) as a variational SPDE in the Gelfand triple \(E \subset H \subset E^*\) as

\[
du(t) = Au(t) \, dt + \sigma dW_t, \quad t \geq 0.
\]

Below we write \(E^* \langle \cdot, \cdot \rangle_E\) for the duality in \(E^* \times E\), whereas \(\langle \cdot, \cdot \rangle_E\) denotes the inner product in \(E\), i.e. \(E^* \langle \xi, \zeta \rangle_E = \langle \xi, \zeta \rangle_{L^2(0,1)}\) and \((\xi, \zeta)_E = (\xi_x, \zeta_x)_{L^2(0,1)}\) for \(\xi, \zeta \in C_c^\infty(0,1)\).

It is not difficult to see that the operator \(A\) satisfies the following properties.

(H1) For all \(u, v, x \in E\) the map

\[
\mathbb{R} \ni \lambda \mapsto E^* (A(u + \lambda v), x)_E
\]

is continuous.

(H2) (Monotonicity) For all \(u, v \in E\)

\[
E^* \langle Au - Av, u - v \rangle_E \leq 0.
\]

(H3) For \(n \in \mathbb{N}\), the operator \(A\) maps \(H^n := \text{span}\{e_1, \ldots, e_n\} \subset E\) into \(E\) and there exists a constant \(c_1 \in \mathbb{R}\) such that

\[
\langle Au, u \rangle_E + \|\sigma\|_{L^2(0,1)}^2 \leq c_1 (1 + \|u\|_E^2) \quad \forall u \in H^n, n \in \mathbb{N}.
\]

(H4) There exists a constant \(c_2 \in \mathbb{R}\) such that

\[
\|A(u)\|_{E^*} \leq c_2 (1 + \|u\|_E).
\]

Define \(P_n : E^* \to H_n\) by

\[
P_n y := \sum_{i=1}^n E^* \langle y, e_i \rangle_E e_i, \quad y \in E^*.
\]

Then \(P_n|_H\) is just the orthogonal projection onto \(H_n\) in \(H\). Define the family of \(n\)-dimensional Brownian motions in \(U\) by

\[
W^n_t := \sum_{i=1}^n \langle W_t, f_i \rangle_U f_i = \sum_{i=1}^n B^i(t) f_i,
\]
As in [4] we apply the Itô formula in finite dimensions to derive for $u$ has a unique globally defined solution, cf. [6, chapter 3]. It is proved in [4] that for initial datum $u_0$, and $P_n, T_n$ for some $c > 0$. In particular, by the compactness of the embedding $H^1(0,1) \subset L^2(0,1)$ for each $n \in \mathbb{N}$ the family of measures $\nu(n,t)(du) := \frac{1}{t} \int_0^t P(u^n(s) \in du) ds, t \geq 0$, is tight
Lemma 2.2. For

\[
\int \left( \int_{(0,1)} |u_x^n| \, dx \wedge L \right) \nu_n(du) + \int \left( \int_{(0,1)} \frac{u_x^2}{1 + u_x^2} \, dx \wedge L \right) \nu_n(du) < C
\]

where \( C = C_1 + C_2 \). Letting tend \( L \) to infinity, by Fatou’s lemma we obtain

\[
\sup_{n \geq 1} \int \int_{(0,1)} |u_x| \, dx \nu_n(du) + \sup_{n \geq 1} \int \int_{(0,1)} \frac{u_x^2}{1 + u_x^2} \, dx \nu_n(du) < +\infty.
\]

(2.5)

Since

\[
\|(\arctan u_x)x\|_{L^2(0,1)}^2 = \int_{(0,1)} \frac{u_x^2}{(1 + u_x^2)^2} \, dx \leq \int_{(0,1)} \frac{u_x^2}{1 + u_x^2} \, dx
\]

this implies

\[
\sup_{n \geq 1} \int_H \|(\arctan u_x)x\|_{L^2(0,1)}^2 \nu_n(du) < +\infty.
\]

(2.6)

Again, due to the compactness of \( W_0^{1,1}(0,1) \subset H \) the bound (2.5) implies that the sequence \((\nu_n)_{n \geq 1}\) is tight w.r.t. the \( H \)-topology. This will now be amplified.

Lemma 2.2. For \( u \in C_0^\infty(0,1) \)

\[
\left( \int_{(0,1)} |u_{xx}(x)| \, dx \right)^{\frac{1}{2}} \leq \frac{1}{2} \int_{(0,1)} \frac{u_{xx}^2(x)}{1 + u_x^2(x)} \, dx + \frac{3}{2} + \frac{1}{2} \|u_x\|_{L^1(0,1)}.
\]

Proof. Starting from

\[
\int_{(0,1)} |u_{xx}(x)| \, dx \leq \left( \int_{(0,1)} \frac{u_{xx}^2(x)}{1 + u_x^2(x)} \, dx \right)^{\frac{1}{2}} \left( \int_{(0,1)} (1 + u_x^2(x)) \, dx \right)^{\frac{1}{2}},
\]

we get

\[
\left( \int_{(0,1)} |u_{xx}(x)| \, dx \right)^{\frac{1}{2}} \leq \left( \int_{(0,1)} \frac{u_{xx}^2(x)}{1 + u_x^2(x)} \, dx \right)^{\frac{1}{2}} \left( \int_{(0,1)} (1 + u_x^2(x)) \, dx \right)^{\frac{1}{2}}
\]

\[
\leq \frac{1}{4} \int_{(0,1)} \frac{u_{xx}^2(x)}{1 + u_x^2(x)} \, dx + \frac{3}{4} \left( \int_{(0,1)} (1 + u_x^2(x)) \, dx \right)^{\frac{1}{2}}.
\]

Combining this with

\[
\int_{(0,1)} (u_x(x))^2 \, dx = - \int_{(0,1)} u_{xx}(x) u(x) \, dx \leq \int_{(0,1)} |u_{xx}(x)| \, dx \cdot \|u\|_{\infty}
\]

\[
\leq \int_{(0,1)} |u_{xx}(x)| \, dx \cdot \|u_x\|_{L^1(0,1)}
\]

(2.7)

the claim is obtained using Youngs inequality

\[
\left( \int_{(0,1)} |u_{xx}(x)| \, dx \right)^{\frac{1}{2}} \leq \frac{1}{4} \int_{(0,1)} \frac{u_{xx}^2(x)}{1 + u_x^2(x)} \, dx + \frac{3}{4} \left( \int_{(0,1)} |u_{xx}(x)| \, dx \right)^{\frac{1}{2}} \cdot \|u_x\|_{L^1(0,1)}
\]

\[
\leq \frac{1}{4} \int_{(0,1)} \frac{u_{xx}^2(x)}{1 + u_x^2(x)} \, dx + \frac{3}{4} + \frac{1}{2} \left( \int_{H} |u_{xx}(x)| \, dx \right)^{\frac{1}{2}} + \frac{1}{4} \|u_x\|_{L^1(0,1)}.
\]
Combining (2.5) with Lemma 2.2 we obtain a uniform bound
\[
\sup_n \int_H \left( \int_{(0,1)} |u_{ex}(x)| \, dx \right)^{\frac{2}{3}} \nu_n(du) < \infty. \tag{2.8}
\]
Due to the compactness of the embedding \( W^{2,1}(0,1) \to E \) this implies that the sequence of measures \( (\nu_n)_{n \geq 1} \) is tight w.r.t. the \( E \)-topology. Let \( \nu \) be the limit of a converging subsequence. From the weak convergence of \( \nu_n \) to \( \nu \) w.r.t. the \( E \)-topology and the fact that for \( \zeta \in L^2(0,1) \) the function \( u \to \langle \zeta, \arctan u_x \rangle_{L^2(0,1)} \) is bounded continuous on \( E \) we have
\[
\int_H \langle \pi_k, \arctan u_x \rangle^2 \nu(du) = \lim_{n \to +\infty} \int_H \langle \pi_k, \arctan u_x \rangle^2 \nu_n(du).
\]
Hence for \( m \geq 1 \)
\[
\sum_{k=1}^{m} \int_H (\pi_k)^2 \langle \pi_k, \arctan u_x \rangle^2 \nu(du) = \lim_{n \to +\infty} \sum_{k=1}^{m} \int_H (\pi_k)^2 \langle \pi_k, \arctan u_x \rangle^2 \nu_n(du)
\]
\[
\leq \lim_{n \to +\infty} \int_H \sum_{k=1}^{+\infty} (\pi_k)^2 \langle \pi_k, \arctan u_x \rangle^2 \nu_n(du)
\]
\[
\leq \lim_{n \to +\infty} \int_H \| \arctan u_x \|_{L^2(0,1)}^2 \nu_n(du) < +\infty,
\]
using (2.6) in the last step. Sending \( m \) to infinity we arrive at
\[
\int_H \| \arctan u_x \|_{L^2(0,1)}^2 \nu(du) = \sum_{k=1}^{+\infty} \int_H (\pi_k)^2 \langle \pi_k, \arctan u_x \rangle^2 \nu(du) < +\infty.
\]
Moreover, due to the lower semicontinuity of \( u \to [Du_x] \) w.r.t. to the \( E \)-topology (2.8) yields
\[
\int [Du_x]^\frac{1}{2} \nu(du) < \infty.
\]
From this and the boundedness of the embedding \( W^{2,1}_0(0,1) \to W^{1,2}_0(0,1) \) we finally obtain
\[
\int \| u \|^\frac{1}{2}_E \nu(du) < \infty.
\]
It remains to show that the measures \( \nu \) and \( \mu \) coincide. Recall that for \( T > 0 \) and regular initial condition \( u_0 \in E \) the sequence of Galerkin approximations \( u^n \) converges to \( u \) in the space \( L^2([0,T] \times \Omega, H) \), c.f. [6, Chap. 4]. Hence, for all \( t > 0, \rho > 0, x \in E \) and bounded Lipschitz function \( \varphi : H \to \mathbb{R} \)
\[
P_t^{n,\rho} \varphi(x) := \frac{1}{\rho} \int_t^{t+\rho} P_s^n \varphi(x) \, ds \to P_t^\rho \varphi(x) := \frac{1}{\rho} \int_t^{t+\rho} P_s \varphi(x) \, ds.
\]
A straightforward application of Itô’s formula yields for all \( n \in \mathbb{N} \)
\[
|P_t^{n,\rho} \varphi(x) - P_t^{n,\rho} \varphi(y)| \leq \text{Lip}(\varphi) \| x - y \|_H \quad \forall x, y \in H.
\]
Hence the family of functions \( (P_t^{n,\rho} \varphi)_{n \geq 0} \) is uniformly continuous on \( H \), and for given compact subset \( K \subset H \) the Arzela-Ascoli theorem guarantees the existence of a subsequence of \( (P_t^{n,\rho} \varphi)_{n \geq 0} \) converging uniformly on \( K \) to \( P_t^\rho \varphi \). Moreover, by (2.8) and Chebyshev’s inequality for the collection of compact subsets \( K_R = \{ u \in H : \| u \|_E \leq R \} \subset H \) we find
\[
\lim_{R \to \infty} \sup_n \nu_n(H \setminus K_R) = 0.
\]
These two facts allow to select a further subsequence, still denoted by \( n \), such that
\[
\lim_{n} \int_{H} P_{t}^{\rho} \varphi(x) \nu_{n}(dx) = \int_{H} P_{t}^{\rho} \varphi(x) \nu(dx).
\]
Since \( \nu_{n} \) is \( P_{t}^{\rho} \)-invariant the l.h.s. above equals
\[
\lim_{n} \int_{H} \varphi(x) \nu_{n}(dx) = \int_{H} \varphi(x) \nu(dx),
\]
i.e. \( \nu \) is \( P_{t}^{\rho} \)-invariant, hence also \( P_{t} \)-invariant by letting \( \rho \) tend to zero. By the uniqueness of invariant measure for the ergodic semigroup \( (P_{t}) \) we conclude that \( \nu = \mu \).

\[\square\]

3. Polynomial stability

**Theorem 3.1.** Let \( (u_{t})_{t \geq 0}, (v_{t})_{t \geq 0} \) be two solutions of (1.1) with initial condition \( u_{0}, v_{0} \in E \). Then we have for \( \alpha \in (0,1] \)
\[
\|u_{t} - v_{t}\|_{H}^{2} \leq t^{-\alpha} \left( 3^{\alpha} \left( 1 + \frac{1}{t} \int_{0}^{t} \|u_{s}\|_{E}^{2\alpha} ds + \frac{1}{t} \int_{0}^{t} \|v_{s}\|_{E}^{2\alpha} ds \right) \right) \|u_{0} - v_{0}\|_{H}^{2\alpha}.
\]

**Proof.** For the proof of the theorem we need the following elementary assertion.

**Lemma 3.2.** For \( u, v \in E \) we have
\[
E \langle V(u) - V(v), u - v \rangle \leq -\frac{1}{1 + \|u\|_{E}^{2} + \|v\|_{E}^{2}} \|u - v\|_{H}^{2}.
\]

**Proof.** Let \( \gamma(t) := v + t(u-v) \), \( t \in [0,1] \). Then
\[
E \langle V(u) - V(v), u - v \rangle = -\int_{(0,1)} \left( \arctan u_{x}(r) - \arctan v_{x}(r) \right) \left( u_{x}(r) - v_{x}(r) \right) dr
\]
\[
= -\int_{(0,1)} \int_{(0,1)} \frac{1}{1 + \gamma_{x}^{2}(t,r)}(u_{x}(r) - v_{x}(r))^{2} dr dt,
\]
Note that for \( h := u - v \) we have \( h(0) = 0 \) and hence for all \( t \in [0,1] \)
\[
h^{2}(x) = \left( \int_{0}^{x} h_{x}(r) dr \right)^{2} \leq \int_{0}^{x} \frac{h_{x}^{2}(r)}{1 + \gamma_{x}^{2}(t,r)} dr \cdot \int_{0}^{x} (1 + \gamma_{x}^{2}(t,r)) dr
\]
\[
\leq \int_{0}^{x} \frac{h_{x}^{2}(r)}{1 + \gamma_{x}^{2}(t,r)} dr \cdot \int_{0}^{x} (1 + u_{x}^{2}(r) + v_{x}^{2}(r)) dr
\]
which in view of (3.2) yields the claim after integration w.r.t. \( x \) and \( t \). \(\square\)

For \( u_{0}, v_{0} \in E \) let \( (u_{t})_{t \geq 0} \), \( (v_{t})_{t \geq 0} \) be the strong solutions of (1.1) starting from \( u_{0} \) resp. \( v_{0} \). Then
\[
\frac{1}{2} \frac{d}{dt} \|u_{t} - v_{t}\|_{H}^{2} = E \langle V(u_{t}) - V(v_{t}), u_{t} - v_{t} \rangle \leq -\frac{\|u_{t} - v_{t}\|_{H}^{2}}{1 + \|u_{t}\|_{E}^{2} + \|v_{t}\|_{E}^{2}}.
\]
In particular \( t \mapsto \|u_{t} - v_{t}\|_{H}^{2} \) is decreasing and thus
\[
\|u_{0} - v_{0}\|_{H}^{2} \geq \|u_{t} - v_{t}\|_{H}^{2} + \int_{0}^{t} \frac{2\|u_{s} - v_{s}\|_{H}^{2}}{1 + \|u_{s}\|_{E}^{2} + \|v_{s}\|_{E}^{2}} ds
\]
\[
\geq \|u_{t} - v_{t}\|_{H}^{2} \left( 1 + \frac{\int_{0}^{t} \frac{2}{1 + \|u_{s}\|_{E}^{2} + \|v_{s}\|_{E}^{2}} ds}{\int_{0}^{t} \frac{\|u_{s}\|_{E}^{2}}{1 + \|u_{s}\|_{E}^{2} + \|v_{s}\|_{E}^{2}} ds} \right).
\]
Since for any $\alpha \in (0, 1]$ by Jensen’s inequality
\[
(1 + t^{\alpha - 1}) \int_0^t \left( \frac{2^\alpha}{1 + \|u_s\|_E^2 + \|v_s\|_E^2} \right)^\alpha ds \leq 2^{1-\alpha} \left( 1 + \int_0^t \frac{1}{1 + \|u_s\|_E^2 + \|v_s\|_E^2} ds \right)^\alpha
\]
this implies
\[
\|u_t - u_0\|_H^{2\alpha} \leq 2^{\alpha - 1} \left( 1 + t^{\alpha - 1} \int_0^t \left( \frac{2^\alpha}{1 + \|u_s\|_E^2 + \|v_s\|_E^2} \right)^\alpha ds \right) \|u_0 - v_0\|_H^{2\alpha}.
\] (3.3)

Furthermore, using again Jensen for the convex function $1/x$
\[
\int_0^t \left( \frac{1}{1 + \|u_s\|_E^2 + \|v_s\|_E^2} \right)^\alpha ds \geq \frac{t^2}{\int_0^t \left( \frac{1}{1 + \|u_s\|_E^2 + \|v_s\|_E^2} \right)^\alpha ds}
\]
\[
\geq \frac{t^2}{3^{\alpha - 1} \left( t + \int_0^t \|u_s\|_E^{2\alpha} ds + \int_0^t \|v_s\|_E^{2\alpha} ds \right) / t}
\]
\[
= \frac{t^2}{3^{\alpha - 1} \left( 1 + \frac{t}{t} \int_0^t \|u_s\|_E^{2\alpha} ds + \frac{1}{t} \int_0^t \|v_s\|_E^{2\alpha} ds \right)},
\]
which inserted into (3.3) gives
\[
\|u_t - u_0\|_H^{2\alpha} \leq 2^{\alpha - 1} \left( 1 + \frac{2^\alpha \rho}{3^{\alpha - 1} \left( 1 + \frac{t}{t} \int_0^t \|u_s\|_E^{2\alpha} ds + \frac{1}{t} \int_0^t \|v_s\|_E^{2\alpha} ds \right) \right)
\]
\[
\leq 2^\alpha \left( 1 + \frac{2^\alpha \rho}{3^\alpha \left( 1 + \frac{t}{t} \int_0^t \|u_s\|_E^{2\alpha} ds + \frac{1}{t} \int_0^t \|v_s\|_E^{2\alpha} ds \right) \right) \|u_0 - v_0\|_H^{2\alpha}
\]
\[
= 2^\alpha \frac{3^\alpha \left( 1 + \frac{t}{t} \int_0^t \|u_s\|_E^{2\alpha} ds + \frac{1}{t} \int_0^t \|v_s\|_E^{2\alpha} ds \right)}{2^\alpha \rho + 3^\alpha \left( 1 + \frac{t}{t} \int_0^t \|u_s\|_E^{2\alpha} ds + \frac{1}{t} \int_0^t \|v_s\|_E^{2\alpha} ds \right)} \|u_0 - v_0\|_H^{2\alpha}
\]
\[
\leq t^{-\alpha} \left( 3^\alpha \left( 1 + \frac{t}{t} \int_0^t \|u_s\|_E^{2\alpha} ds + \frac{1}{t} \int_0^t \|v_s\|_E^{2\alpha} ds \right) \right) \|u_0 - v_0\|_H^{2\alpha}.
\]

Choosing $\alpha = \frac{1}{2}$, we obtain in particular
\[
\|u_t - u_0\|_H^{\frac{1}{2}} \leq t^{-\frac{1}{4}} C \left( 1 + \frac{1}{t} \int_0^t \|u_s\|_E^{\frac{1}{2}} ds + \frac{1}{t} \int_0^t \|v_s\|_E^{\frac{1}{2}} ds \right) \|u_0 - v_0\|_H^{\frac{1}{2}},
\] (3.4)

for some positive constant $C$. As a consequence we arrive at the following statement.

**Corollary 3.3.** Let $\varphi : L^2(0, 1) \to \mathbb{R}$ bounded and $\frac{1}{2}$-Hölder-continuous, i.e.
\[
\sup_{x \neq y \in L^2(0, 1)} \frac{\varphi(x) - \varphi(y)}{\|x - y\|^{1/2}_{L^2(0, 1)}} =: |\varphi|_{1/2} < \infty,
\]
then for $u, v \in E$
\[
\limsup_{t \to \infty} \left[ t^{1/4} \frac{\|P_t \varphi(u) - P_t \varphi(v)\|}{\|u - v\|^{1/2}_{L^2(0, 1)}} \right] \leq \frac{1}{\sqrt{2}} |\varphi|_{1/2} C \left( 1 + 2 \int \|u\|_E^{1/2} \mu(du) \right).
\]
In this final section we prove the maximal dissipativity of the operator \( L \) is a maximal monotone operator in \( L^1(H, \mu) \), where \( J_0 \) is defined in (1.3) and \( D(J_0) := C_b^2(H) \). As a standard consequence the transition semigroup \((P_t)\) corresponding to the generalized solution of (1.1) admits a unique extension to a strongly continuous semigroup \((P^0_t)_{t \geq 0}\) on \( L^1(H, \mu) \).

For the proof we exploit that the drift in (1.1) can be associated to a subdifferential of a convex l.s.c. functional on \( L^2(0, 1) \), using the general set-up introduced in [1] for \( L^2 \)-gradient flows of linear growth functionals. Let \( G \) denote the primitive of the function \( s \mapsto \arctan s \), then \( G \) is a convex function with linear growth at infinity. For a measure \( \nu \) on \([0, 1]\) with Lebesgue decomposition

\[
\nu := h dx + \nu^s
\]

with \( \nu = h|\nu| \) and \( \nu^s \) is singular part of \( \nu \), we define a new measure \( G(\nu) \) on the Borel sets \( B \subset [0, 1] \) by

\[
\int_B G(\nu) := \int_B G(h(x)) \, dx + \int_B G_{\infty}\left(\frac{d\nu}{d|x|}\right) \, d|\nu|^s.
\]

where

\[
G_{\infty}(x) := \lim_{t \to +\infty} \frac{G(tx)}{t} = \frac{\pi}{2} x.
\]

We introduce the functional \( \Phi \) on \( L^2(0, 1) \)

\[
\Phi(x) = \begin{cases} 
\int_{[0,1]} G(Du), & u \in BV(0, 1) \\
+\infty, & u \in L^2(0, 1) \setminus BV(0, 1).
\end{cases}
\]

By the results in [1] the functional \( \Phi \) is convex on \( BV(0, 1) \) and lower semicontinuous on every \( L^p(0, 1) \). Hence the subdifferential \( \partial \Phi \) of \( \Phi \), which is the multi-valued operator in \( L^2(0, 1) \) defined by

\[
v \in \partial \Phi \iff \Phi(\zeta) - \Phi(u) \geq \int_{(0,1)} v(\zeta - u) \, dx, \ \forall \zeta \in L^2(0, 1)
\]

is a maximal monotone operator in \( L^2(0, 1) \). Clearly \( u \in BV_0^1(0, 1) \) if \( u \in W^{1,1}_0(0, 1) \) with \( \|Du\| = \|u_x\|_{L^1(0,1)} \) and so if

\[
v = -(\arctan u_x)_x \in L^2(0, 1),
\]

then \( v \in \partial \Phi(u) \). Moreover, since

\[
For \zeta \in \mathbb{R}, \ |\zeta| - C_1 \leq \arctan \zeta \cdot \zeta \quad \text{for some} \quad C_1 > 0
\]

\( u \in D_0 \) implies \( u \in W^{1,1}(0, 1) \), i.e. with \( V(u) := -\partial \Phi(u) \) for \( u \in D_0 \) we find that \( V(u) = u_{xx}/(1 + u_x^2) \). Thus, considering the Kolmogorov operator \( J_0 \) as unbounded operator in \( L^1(H, \mu) \) with domain \( D(J_0) := C_b^2(H) \) we can write for \( \varphi \in C_b^2(H) \)

\[
J_0 \varphi(u) = \frac{1}{2} \text{Tr} Q D^2 \varphi(u) + \langle V(u), D\varphi(u) \rangle, \quad \varphi \in C_b^2(H).
\]

4. Maximal dissipativity of the operator \( J \)

In this final section we prove the maximal dissipativity of the operator \((J_0, D(J_0))\) on the space \( L^1(H, \mu) \), where \( J_0 \) is defined in (1.3) and \( D(J_0) := C_b^2(H) \). As a standard consequence the transition semigroup \((P_t)\) corresponding to the generalized solution of (1.1) admits a unique extension to a strongly continuous semigroup \((P^0_t)_{t \geq 0}\) on \( L^1(H, \mu) \).
Note that this definition of $J_0$ makes sense in $L^1(H, \mu)$, because by Theorem 2.1
\[ \int_H V(u)^2 \mu(du) < +\infty. \]

Secondly, it follows from Itô’s-formula for $\|u(t)\|_H^2$ for solutions with regular initial condition that the measure $\mu$ is infinitesimally invariant for the operator $J_0$, i.e.
\[ \int J_0 \varphi(u) \mu(du) = 0 \quad \text{for all } \varphi \in D(J_0), \]
and moreover, since
\[ J_0 \varphi^2 = 2 \varphi J_0 \varphi + \frac{1}{2} (QD \varphi, D \varphi), \quad \varphi \in D(J_0) \]
also
\[ \int_H J \varphi(u) \varphi(u) \mu(du) = -\frac{1}{2} \int_H \|\sigma^* D \varphi(u)\|^2 \mu(du). \]
which entails that $J_0$ is dissipative in the Hilbert space $L^2(H, \mu)$. By similar argument as in [5] one proves that $J_0$ is also dissipative in $L^1(H, \mu)$. Therefore it is closable and its closure $J := \overline{J_0}$ with domain $D(J)$ is dissipative. Now the main assertion of this section reads as follows.

**Theorem 4.1.** The operator $(J, D(J))$ generates a $C_0$-semigroup of contractions on $L^1(H, \mu)$.

**Proof.** We shall prove that $\text{rg}(\lambda - J)$ is dense in $L^1(H, \mu)$. To this aim for $\alpha > 0$ consider the Yosida approximation of $V$ defined by
\[ V_{\alpha}(x) = V(J_{\alpha}(x)), \quad \text{where } J_{\alpha}(x) = (\text{Id} - \alpha V)^{-1}(x), \quad x \in D(V). \]

For the sequence $V_{\alpha}$ we have the following:

(i) For any $\alpha > 0$, $V_{\alpha}$ is dissipative and Lipschitz continuous.

(ii) $\|V_{\alpha}(x)\| \leq \|V(x)\|$ for any $x \in D(V)$.

Note that the function $V_{\alpha}$ is not differentiable in general. Therefore we shall consider a $C^1$-approximation as in [3]. For $\alpha, \beta > 0$ we set
\[ V_{\alpha,\beta}(x) := \int_H e^{\beta \Delta} V_{\alpha}(e^{\beta \Delta} x + y) N_{0,\sigma_{\beta}}(dy) \]
where $N_{0,\sigma_{\beta}}$ is the Gaussian measure on $H$ with mean 0 and covariance operator defined by
\[ \sigma_{\beta} := \int_0^\beta e^{2s\Delta} \, ds. \]
Then, $V_{\alpha,\beta}$ is dissipative and by the Cameron-Martin formula it is $C^\infty$ differentiable. Moreover, as $\alpha, \beta \rightarrow 0$, $V_{\alpha,\beta} \rightarrow V$ pointwise. Let us now introduce the following approximating equation
\[
\begin{cases}
du_{\alpha,\beta}(t) = V_{\alpha,\beta}(u_{\alpha,\beta}(t))dt + \sigma dW_t, & t \geq 0 \\
u_{\alpha,\beta}(0) = x.
\end{cases}
\tag{4.1}
\]
Since $V_{\alpha,\beta}$ is globally Lipschitz, equation (4.1) has a unique strong solution $(u_{\alpha,\beta}(t))_{t \geq 0}$. Moreover by the regularity of $V_{\alpha,\beta}$ the process $(u_{\alpha,\beta}(t))_{t \geq 0}$ is differentiable on $H$. For any $h \in H$ we set $\eta_h(t, x) := Du_{\alpha,\beta}(t, x) \cdot h$ it holds
\[
\begin{cases}
\frac{d}{dt} \eta_h(t, x) = DV_{\alpha,\beta}(u_{\alpha,\beta}(t, x)) \cdot \eta_h(t, x), \\
\eta_h(0, x) = h \in H.
\end{cases}
\tag{4.2}
\]
From the dissipativity of $V_{\alpha,\beta}$ we have that
\[ (DV_{\alpha,\beta}(z)h, h) \leq 0, \quad h \in H, z \in D(V). \]
Hence by multiplying both sides of (4.2) by \( \eta_h(t,x) \), integrating with respect to \( t \), we have
\[
\|\eta_h(t,x)\|^2 \leq \|h\|^2. \tag{4.3}
\]
Now for \( \lambda > 0 \) and \( f \in C_0^2(H) \), consider the following elliptic equation
\[
(\lambda - J_{V_{\alpha,\beta}})\varphi_{\alpha,\beta} = f, \quad \lambda > 0. \tag{4.4}
\]
where \( J_{V_{\alpha,\beta}} \) is the Kolmogorov operator corresponding to the SDE (4.1). It is well-known that this equation has a solution \( \varphi_{\alpha,\beta} \in C_0^2(H) \) and can be written in the form
\[
\varphi_{\alpha,\beta} = R(\lambda, J_{V_{\alpha,\beta}}) f,
\]
where \( (R(\lambda, J_{V_{\alpha,\beta}}) f)(x) = \int_0^{+\infty} e^{-\lambda t} \mathbb{E}(f(u_{\alpha,\beta}(t,x))) \, dt \) is the pseudo resolvent associated with \( J_{V_{\alpha,\beta}} \). Thus we have
\[
\|\lambda \varphi_{\alpha,\beta}\|_{\infty} \leq \|f\|_{\infty}. \tag{4.5}
\]
We have, moreover, for all \( h \in H \),
\[
D\varphi_{\alpha,\beta}(x)h = \int_0^{+\infty} e^{-\lambda t} \mathbb{E}(Df(u_{\alpha,\beta}(t,x))(Du_{\alpha,\beta}(t,x)h)) \, dt.
\]
consequently by using (4.3) it follows that
\[
\sup_{\alpha,\beta > 0} \|D\varphi_{\alpha,\beta}(x)\| \leq \frac{1}{\lambda} \|Df\|_{\infty}.
\]
From (4.4) we have
\[
\lambda \varphi_{\alpha,\beta}(x) - \frac{1}{2} \text{Tr} QD^2 \varphi(x) + \langle V(x), D\varphi_{\alpha,\beta}(x) \rangle = f(x) + \langle V(x) - V_{\alpha,\beta}(x), D\varphi_{\alpha,\beta}(x) \rangle, \quad \lambda > 0, \ x \in D(V).
\]
Using gradient bound (4.5) we deduce that
\[
\int_H |(V_{\alpha,\beta}(x) - V(x), D\varphi_{\alpha,\beta}(x))| \mu(dx) \leq \frac{1}{\lambda^2} \|Df\|_{\infty}^2 \|V_{\alpha,\beta} - V\|_{L^2(H,\mu)}.
\]
By Lebesgue’s theorem \( \|V_{\alpha,\beta} - V\|_{L^2(H,\mu)} \) converges to 0 as \( \alpha, \beta \to 0 \). Therefore we deduce that for \( \alpha, \beta \to 0 \),
\[
\lambda \varphi_{\alpha,\beta}(x) - \frac{1}{2} \text{Tr} QD^2 \varphi_{\alpha,\beta}(x) + \langle V(x), D\varphi_{\alpha,\beta}(x) \rangle \to f
\]
strongly in \( L^1(H,\mu) \). This implies that
\[
C_0^2(H) \subset (\lambda - J_0)(D(J_0)).
\]
Since \( C_0^2(H) \) is dense in \( L^1(H,\mu) \), the proof is complete.

\[\square\]
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