A Deep Neural Network Architecture to Model Reference Evapotranspiration Using a Single Input Meteorological Parameter
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Abstract

Hydro-agrological research considers the reference evapotranspiration (ETo), driven by meteorological variables, crucial for achieving precise irrigation in precision agriculture. ETo modelling based on a single meteorological parameter would be beneficial in places where the collection of climatic parameters is challenging. The aim of this research is to develop a deep neural network (DNN) architecture that predicts daily ETo with a single input parameter selected based on the feature importance (FI) score generated by the machine learning techniques, random forest (RF), and extreme gradient boosting (XGBoost). This study also investigated the potential of SHapley Additive exPlanations to interpret and validate the outcomes of the feature selection methods by assessing the contributions of each feature to the ETo prediction. These methods recommended solar radiation as a significant parameter in the datasets of three California Irrigation Management System (CIMIS) weather stations located in distinct ETo zones. Three ETo models (DNN-Ret, XGB-Ret, and RF-Ret) were built using solar radiation as the sole input, and CIMIS ETo as the output. The performance evaluation of the developed models proved that DNN-Ret outperformed XGB-Ret and RF-Ret regardless of the dataset, with coefficients of determination ($R^2$) ranging from 0.914 to 0.954 in the local scenario, with an average decrease of 8–9.5% in mean absolute error and root mean squared error, and an improvement of 2.6–2.9% in Nash–Sutcliffe efficiency and 1.7–2% increase in $R^2$. The overall result analysis highlighted the efficiency of DNN-Ret in the single input parameter based ETo modelling in diverse climatic zones.
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1 Introduction

In this modern era of advanced technologies, the significance of proper water management is indispensable, with a skyrocketing demand for fulfilling the domestic, industrial, and agricultural needs of the booming population. As about 70% of all water drained from rivers and aquifers worldwide is diverted to crop production and other agricultural activities, agriculture captures the major share of water resources in most countries (Shang et al. 2019). Though various strategies have been proposed to ensure an adequate water management method in irrigation (Roy 2021), the role of agricultural irrigation scheduling is pivotal in a water-scarce country like India. The accurate estimation of the quantity of water for crop cultivation, and the forecasting of various agronomic and climatic conditions for its growth, aids the farmers as it enhances the effectiveness of irrigation scheduling and water resource management (Feng et al. 2017b; Mohammadi and Mehdizadeh 2020). The concept of crop water requirement, that is, the amount of water needed to meet the water loss through evapotranspiration (ET), serves as a potential tool for a reliable estimation of water consumption (Allen et al. 1998).

Reference evapotranspiration (ETo), a variant of ET, is the percentage of ET of the reference crop, a grass with distinctive characteristics (Allen et al. 1998). The precise estimate of ETo for a specific location and crop coefficient (Kc) for various growing seasons of a particular crop are multiplied together to obtain the actual ET (ETc) of that crop. Various mathematical equations have been proposed by hydrologists (Xiang et al. 2020) to quantify ETo and subsequently estimate ETc. The calculation is based solely on meteorological variables. Of these empirical models, the Food and Agricultural Organization of the United States (FAO) has developed a combination type of empirical equation, Penman–Monteith (FPM-56) (Allen et al. 1998), which has gained total acceptance among the hydrological research community and is strongly recommended as a standard method to estimate ETo. However, the need to accumulate a large number of meteorological variables for applying the FPM-56 equation paved the way for the implementation of other empirical methods, which use fewer input meteorological parameters (Xiang et al. 2020). Nevertheless, the inconsistent behavior and complex and data-intensive calculation of conventional empirical methods led to the application of artificial intelligence (AI) in ETo modelling. Using the “black-box” aspect of AI, various soft computing approaches have been used as an ETo prediction mechanism and have successfully addressed the non-linear interaction between inputs and ETo (Chia et al. 2020b).

Minimal input parameter-based ETo modelling research has acquired wide recognition in hydro-meteorological communities, especially in developing nations where weather stations and data collection methods are few (Adamala et al. 2015; Debnath et al. 2015; Roy 2021). Among these, certain recent studies have implemented the AI techniques such as artificial neural networks (ANN) and their derivatives (Ferreira et al. 2019; Reis et al. 2019; Ferreira and da Cunha 2020a; Sowmya et al. 2020; Bellido-Jiménez et al. 2021; Kaya et al. 2021), adaptive neuro fuzzy inference systems (ANFIS) (Petković et al. 2020; Üneş et al. 2020), support vector machine (SVM) and their hybrid variants (Chia et al. 2020a; Tikhamarine et al. 2020; Ahmadi et al. 2021), tree based soft computing methods (Fan et al. 2018; Wu et al. 2020), gene expression programming (GEP) (Kazemi et al. 2021; Muhammad et al. 2021), hybrid ML models (Mohammadi and Mehdizadeh 2020; Zhu et al. 2020; Kisi et al. 2021; Gong et al. 2021), and ensemble of ML models (Wu et al. 2021; Martín et al. 2021) for the ETo modelling. Most of these studies have reported success by experimenting with different input parameters for modelling, such as only...
temperature (Bellido-Jiménez et al. 2021), a combination of temperature and solar radiation (Chia et al. 2020a), temperature and relative humidity (Ferreira and da Cunha 2020a), temperature and wind speed (Nagappan et al. 2020) or a variety of other combinations to minimize meteorological data usage. Furthermore, when temperature and radiation data were included to the input set, these investigations demonstrated excellence and superiority compared to the equivalent traditional empirical techniques (Chia et al. 2020a; Üneş et al. 2020). In temperature-based studies, Rahimikhoob (2010), Wang et al. (2011), Feng et al. (2017b) and Sanikhani et al. (2019) used maximum and minimum air temperature and the extra-terrestrial radiation data for their modelling process, whereas Reis et al. (2019) and Adamala (2018) utilized only maximum and minimum temperature and proved their superiority to the Hargreaves-Samani empirical method. Recently, Bellido-Jiménez et al. (2021) employed several machine learning techniques to estimate ETo using intra-daily temperature-based variables. This study reported reasonably good performance compared to previous temperature-based studies. However, AI-based ETo modelling research based on a single input parameter is quite rare in the literature. Hence, one of the objectives of the present work is to create an ETo prediction model that uses a single and relevant input parameter while maintaining estimation accuracy comparable to FPM-56, consequently enriching the limited input parameter-based ETo research.

Feature engineering and feature selection are extensively used in machine learning algorithms to boost the prediction accuracy by eliminating irrelevant features that impair the model’s generalization capability. ANFIS is often used in several domains to identify the optimal parameters for prediction tasks. In agriculture sector, Kuzman et al. (2021) analyzed the impact of various environmental parameters on the fertilizers for an optimal crop yield. Multiple studies have been done in the energy domain to determine the ideal parameters that enhance the performance of Kusum biodiesel (Petković et al. 2021), maximize the fatty acid methyl ester yield and exergy efficiency (Milić et al. 2021), maximize the forecasting efficiency of the water-jet assisted underwater laser cutting parameters (Nikolić et al. 2016), and so on. In the educational domain, Gavrilović et al. (2018) detected the significant factors that influence the mathematics lectures. Petković et al. (2017a) applied ANFIS to select the most influential inputs for precipitation concentration index estimation.

ET domain also applied the ANFIS to select the dominant parameters in the ETo assessment (Petković et al. 2015, 2020), where sunshine hours and global solar radiation were found to be the most relevant parameters. Most dominant features have been identified by Xing et al. (2016) using path analysis theory, and sunshine hours have been chosen as the best attribute for creating input combinations for ETo prediction. To ascertain optimal input combinations for support vector regression (SVR), Mohammadi and Mehdizadeh (2020) experimented relief, random forest (RF), principal component analysis (PCA), and Pearson’s correlation as pre-processing data techniques. Based on the findings obtained from ANFIS, multilinear regression (MLR) and SVM, Üneş et al. (2020) selected temperature and solar radiation as the inputs for ETo modelling. Certain related researches have attempted genetic algorithm (Jovic et al. 2018), PCA (Nagappan et al. 2020), maximum information coefficient techniques (Chen et al. 2020a), subset regression analysis (Afzaal et al. 2020), and gamma test (Patil and Deka 2017) to analyze the effect of input parameters on ETo. These investigations were conducted in various climatic zones and most of them have chosen solar radiation as one of the most influential parameters on ETo. However, none of them has reported an accurate ETo model utilizing only the solar radiation data.

ETo is a meteorological parameter, and its specific and complicated relationship with other meteorological factors depends greatly on the diverse climatic conditions of different global areas. Thus, the identification of the highly significant meteorological parameter...
that contributes the most to ETo estimation for each meteorological area under study will lead to the development of a cost-effective ETo prediction model, particularly in limited input parameter ETo modelling experiments. Ranking and filtering the features as per the calculated feature importance (FI) score is a type of pre-modelling task, and RF and extreme gradient boosting (XGBoost) belong to those classes of embedded techniques that integrate feature selection into their modelling process, and are referred to as RF-FI and XGB-FI, respectively, throughout the paper. Petković et al. (2017b) have modelled the multi target regression problem using RF coupled with Genie 3 ranking method. By identifying key features from the XGBoost FI scores and recursively eliminating the low ranked features, Shi et al. (2019) obtained an accurate predictive model from their study. Zhang et al. (2018) have adopted an XGBoost framework based on the top ranked features that were chosen using RF-FI methodology. In their ETo modelling study, Wang et al. (2019) assessed the importance of meteorological variables on ETo using the FI ranking capability of both RF and GEP. Although these approaches have been successfully implemented in several other domains, they have not yet been extensively applied in ETo datasets for optimal feature selection.

For validating the proposed FI techniques, this study utilized the SHAP (SHapley Additive exPlanations), a cutting-edge methodology for explaining the output of machine learning models by measuring the contribution of each input feature to the predicted output value (Lundberg and Lee 2017). The SHAP values have been widely used to measure the importance of features in various domains, such as gold price prediction (Jabeur et al. 2021), online review (Meng et al. 2021), COVID-19 diagnosis (Zoabi et al. 2021), and traumatic brain injury prognostication (Farzaneh et al. 2021). Effrosynidis and Arampatzis (2021) examined the consistency and effectiveness of various feature selection techniques in environmental datasets and demonstrated SHAP’s excellence. In ET domain, Başağaoğlu et al. (2021) applied the SHAP value analysis to identify the contributions of hydro-climatic variables on different ET parameters. This study identified that shortwave solar radiation, air temperature, and relative humidity are the optimal features for the daily ETo prediction. The encouraging results of these studies motivated the authors to apply FI analysis approaches in the current study to select the most relevant meteorological parameters for ETo modelling. This will eventually help to construct unique ETo estimate models according to diverse geographic locations and climatic circumstances, as well as to address the seasonal fluctuations of ETo.

One of the key challenges of the machine learning technique is to enhance prediction accuracy and produce more reliable results-producing models. This can be achieved through providing more data to train the model, introducing large architectures, and providing more computing resources. The neural network research on ETo modelling was commenced by Kumar et al. (2002) using a shallow feed-forward multi-layer perceptron (FFMLP), and this has currently reached in the implementation of deep neural network architectures (de Oliveira e Lucas et al. 2020; Roy 2021). Most ET-based hydrological studies rely primarily on FFMLP for modelling purposes with back-propagation as a learning algorithm (Antonopoulos and Antonopoulos 2017; Abrishami et al. 2019). Later FFMLP was refined to the radial basis function network using Gaussian as a transfer function (Trajkovic 2005), generalized regression neural network (Feng et al. 2017b), extreme learning machine (ELM), and its hybridised variants (Reis et al. 2019; Zhu et al. 2020). Recently, deep learning models have gained a great deal of attention among other AI models attributed to their features such as increased accuracy, robustness, efficiency, decreased computational costs, and overall modelling effectiveness (Han et al. 2019). In the domain of hydrology, especially in ETo modelling, the exploration of deep learning architectures
has been sporadic. Saggi and Jain (2019) introduced the deep neural network (DNN) concept in ETo modelling by depicting the relationship between the entire set of seven input parameters and ETo. This research showed the potential of the deep learning architecture to model ETo by comparing its performance with the gradient boosting machine, the generalized linear model, and the RF. Özgür and Yamaç (2020) tested the power of DNN in ETo estimation by using SeLU activation function. A reduced feature one-dimensional convolution neural network (CNN) model for ETo prediction was developed by Nagappan et al. (2020) and succeeded with promising results. Sowmya et al. (2020) developed various DNN variants for ETo prediction using different feature combinations, and analyzed their predictive performances. Both local and regional based ETo forecasting studies (Ferreira and da Cunha 2020a, b), and ETo time-series forecasting study (de Oliveira e Lucas et al. 2020) demonstrated the strength of CNN and its variants. Research conducted on the temporal convolutional neural network (TCN) (Chen et al. 2020a, b) and recurrent neural network (RNN) architectures (Afzaal et al. 2020) highlighted the advantages of deep learning models over traditional machine learning and empirical methods. Because the present study uses only one input parameter for modelling, the machine learning methods for modelling require sophisticated hyper-parameter optimization. The feature learning capabilities of deep learning algorithms and the encouraging findings of previously mentioned deep learning-based ETo modelling studies have motivated the authors to select the deep learning architectures for this complex modelling task.

The tree-based ETo estimation models, such as RF (Feng et al. 2017a; Wang et al. 2019; Karimi et al. 2020), gradient boosting decision tree (Ponraj and Vigneswaran 2020), XGBoost (Fan et al. 2018; Wu and Fan 2019), and light gradient boosting machine (Fan et al. 2019) were observed to provide more stable results, faster predictions, management of large datasets, and also the capability to prevent over-fitting, in comparison to other soft computing techniques. Recently, Wu et al. (2021) unveiled stacking and blending ensemble ETo models and demonstrated their supremacy over basic machine learning and empirical models in prediction precision, stability, portability, and computing cost under complete and minimal input scenarios. While the strength of the ensemble and boosting techniques have given rise to these models and highlighted their state-of-the-art impacts in various studies, their applications in the ETo modelling are very abundant in the literature. Therefore, the present study selected the ensemble techniques, XGBoost and RF, to create baseline models for evaluating the proposed DNN architecture for ETo modelling.

The remarkable features of deep learning architectures, the relevance of feature selection approaches in machine learning algorithms, the significance of the most prominent single input parameter in ETo modelling, and the state-of-the-art outcomes of bagging and boosting techniques have motivated the authors to execute this research. The novelty of the present study is the proposal of a methodology to develop a DNN architecture for ETo modelling, which utilizes only one meteorological input parameter. Another contribution is the application of FI techniques such as RF-FI, XGB-FI and SHAP to identify the most influential feature for the ETo calculation in various climatic zones. The authors implemented the proposed methodology by taking the daily meteorological data from the dataset of three California Irrigation Management System (CIMIS) weather stations located in distinct ETo zones in California as a case, resulting in the development of the solar radiation based ETo prediction model, which is another contribution made by the current study. To execute the methodology, the authors set the objectives of the case study as: (1) Applying the feature selection techniques RF-FI, XGB-FI and SHAP to the datasets to identify a single input parameter that significantly contributes to the ETo prediction; (2) Building a DNN architecture, tree-based ensemble RF and XGBoost models to predict daily ETo by
using the selected parameter as input and FPM-56 ETo as output; and (3) Evaluating the performance of the proposed DNN model by considering the RF and XGBoost models as a baseline.

2 Materials and Methods

2.1 Study Site Description

CIMIS is a free data resource administered by the Department of Water Resources that functions by gathering input from over 145 weather stations of California (Kisi 2011). The proposed case study, taking into consideration the varied landmass and atmosphere of California, selected the following three weather stations of CIMIS: Oakville, Pomona and Alturas. These comprise distinct ETo zones. Oakville lies in the ETo zone of the inland San Francisco Bay area and has 1254.76 mm of ETo as the monthly average. A cool and temperate climate also characterizes it because of the coastal influence with an average annual temperature of about 8.4 °C and an average yearly rainfall of 794 mm. The mid-central valley ETo zone, Pomona, has peak summer sunshine and wind, and experiences a warm climate with a monthly average ETo of 1447.8 mm. The annual mean temperature and precipitation of Pomona are 17.9 °C and 421 mm, respectively. The north-eastern plain, Alturas, at 1331 m above sea level, has a mild and temperate climate with an estimated annual temperature of 8.2 °C. There is comparatively more precipitation in winter than in summer, with an average value of 322 mm per year and a mean monthly ETo average of 1102.36 mm. More geographical details of the study sites are described in Table 1.

2.2 Dataset Used

The data collection at CIMIS weather stations is carried out on a per-minute basis. The measured and estimated parameters are then recorded on an hourly and daily basis in the CIMIS database. The datasets used in this study include the daily data from the three automated weather stations of CIMIS for 32 years, from March 1989 to October 2020. CIMIS weather stations have used various measurement instruments for data collection, such as solar radiation pyranometers, air temperature thermistors, relative humidity sensors, and wind speed anemometers (Kisi 2011), and these gauged data are expected to meet input data criteria at different points of the current analysis. In addition to the measured parameters, the ETo value, which is the output parameter of this study, is the estimated parameter and is computed for each CIMIS weather station using the CIMIS Penman equation (Kisi 2011), and it is given in Eq. (1). The FPM-56 equation (Allen et al. 1998), as presented in Eq. (2) is revised by integrating a wind function in addition to other climatic parameters to form the CIMIS Penman equation:

| Station | Latitude | Longitude | Altitude |
|---------|----------|-----------|----------|
| Oakville| 38.26° N | 122.25° W | 57.912 m |
| Pomona  | 34.4° N  | 117.49° W | 222.504 m|
| Alturas | 41.26° N | 120.29° W | 1342.644 m|

Table 1 Study site description
\[ E_{To} = \left( \frac{\Delta}{\Delta + \gamma} \right) R_n + \left( 1 - \frac{\Delta}{\Delta + \gamma} \right) (e_s - e_a) f_u \]  

(1)

\[ E_{To} = \frac{0.408 \Delta (R_n - G) + \gamma \left( \frac{900}{T_m + 273} \right) u_2 (e_s - e_a)}{\Delta + \gamma (1 + 0.34 u_2)} \]  

(2)

where \( \Delta \) is the slope of vapour pressure curve (kPa/°C), \( \gamma \) is the psychometric constant (kPa/°C), \( R_n \) is the net solar radiation (MJ/m²/day), \( e_s \) is mean saturation vapour pressure (kPa), \( e_a \) is actual vapour pressure (kPa), \( f_u \) is the wind function (m/s), \( G \) is the soil heat flux (MJ/m²/day), \( T_m \) is the daily mean temperature (°C), and \( u_2 \) is the wind speed at 2 m height (m/s).

The hourly measured weather data such as maximum, minimum, and average air temperature (\( T_{\text{max}}, T_{\text{min}}, T_{\text{avg}} \)), solar radiation (\( R_S \)), maximum and minimum relative humidity (\( \text{RH}_{\text{max}}, \text{RH}_{\text{min}} \)), and wind speed (\( u_2 \)) at two meters, and other values estimated from these measured parameters are given as input parameters for the CIMIS Penman equation to estimate hourly \( E_{To} \) and summed it up over 24 h to estimate daily \( E_{To} \). The descriptive statistics of the datasets are tabulated in Table 2.

### 2.3 Dataset Pre-processing

#### 2.3.1 Removal of Missing Values and Outliers

Missing data causes bias in the forecasting model, and these models are often very vulnerable to outliers too. Hence, it should be managed to ensure the proper data quality and achieve better prediction accuracy (Lin and Tsai 2020). In the aforementioned datasets, a count of 456, 716 and 320 records lack feature values from Oakville, Pomona and Alturas stations, respectively. Certain feature values indicate anomalies in all datasets, mainly in \( E_{To}, \text{max}, \text{min}, T_{\text{avg}}, R_S \) and \( u_2 \) data. As a pre-processing step, the datasets were prepared by removing the missing values and inconsistent outliers. The correlation coefficients depicting the difference in the pairwise correlation between the features and \( E_{To} \) before and after the pre-processing phase are listed in Table 3. This comparison table shows a slight increase in correlation between the \( E_{To} \) and \( T_{\text{max}}, T_{\text{avg}}, R_S \) and \( \text{RH}_{\text{min}} \) in Oakville dataset. The Pomona dataset also achieved a high correlation between \( E_{To} \) and all other features except \( R_S \). However, there was no discrepancy in correlation in Alturas dataset because it contained negligible missing and outlier values.

#### 2.3.2 Normalization

The learning process of the neural network simulation is worse influenced by the disparity in the dimensions of the input features of the dataset. Normalization maps the input and output variables to a similar magnitude, and modifies the input data within the domain of the transfer function of the neural network, resulting in much faster learning and convergence (Antonopoulos and Antonopoulos 2017; Abrishami et al. 2019). In this analysis, the min–max scaling procedure is used to normalize the attributes between 0 and 1 using Eq. (3) before loading them into the model training:
$X_{\text{norm}} = \frac{(X_n - X_{\text{min}})}{(X_{\text{max}} - X_{\text{min}})} \quad (3)$

where $X_{\text{norm}}$ is the normalized value, $X_n$ is the actual value, $X_{\text{max}}$ is the maximum value, and $X_{\text{min}}$ is the minimum value of the attributes.
2.4 Feature Importance Measuring Techniques for Feature Selection

As the AI models usually portray the relationship between input and output variables, the role of dimensionality reduction as a pre-processing technique, particularly in limited data cases, is high and results in a low-cost solution for AI modelling tasks (Chen et al. 2020a). FI is one of the input selection methods, which includes several techniques to assess the value of each attribute in model building, and consequently makes the right predictions. Based on an estimated score, the relevance of the feature in the predictive modelling process is ranked, and an input selection can be rendered by preserving the high score features and removing the low score features from the dataset (Chen et al. 2019). This score aims to provide an insight into the data and model under consideration, reduce the dimensionality, and decrease the memory and time required for the modelling task (Petković et al. 2017b).

Tree-based ensemble learning algorithms such as RF and XGBoost have a built-in ability to rank features according to their relevance because its construction itself is focused on the reduction in the criterion used to pick split points such as variance in regression and Gini in classification (Joharestani et al. 2019; Shi et al. 2019).

2.4.1 Random Forest

RF is a forest of many classification and regression trees (CARTs) modelled by Breiman (2001) to simulate the input–output relationship in both classification and regression problems intelligently with strong tolerance to outliers and anomalies. The robust interpretability of the RF bagging technique is because of its ability to infer the significance of each variable in the tree construction decision (Zhang et al. 2018). The RF measures the noise or impurity of the features; that is, it checks how much each feature degrades the performance of the model, or it tests how much each attribute reduces impurity. The more the feature lowers the impurity, the more important it is. As a result, the final importance of the feature is obtained by taking the average decrease in impurity from each attribute across trees (Petković et al. 2017b).

Component trees in the RF train independently on a different dataset that is sampled with replacement from the original data. The out-of-bag error (OOB) is calculated in all data points by using the value of the attribute from another OOB point that was not used during training (Wang et al. 2019). Based on the fact that the more frequent splitting

### Table 3

| Dataset     | Data pre-processing | Correlation coefficients between ETo and |
|-------------|---------------------|----------------------------------------|
|             |                     | $T_{\text{max}}$ | $T_{\text{min}}$ | $T_{\text{avg}}$ | $R_S$ | $u_2$ | $R_{\text{Hmax}}$ | $R_{\text{Hmin}}$ |
| Oakville    | ✗                   | 0.82            | 0.51            | 0.79            | 0.96  | 0.17  | −0.25            | −0.61            |
|            | ✓                   | 0.83            | 0.51            | 0.80            | 0.97  | 0.17  | −0.25            | −0.6             |
| Pomona     | ✗                   | 0.78            | 0.55            | 0.74            | 0.96  | 0.08  | −0.018           | −0.34            |
|            | ✓                   | 0.79            | 0.56            | 0.75            | 0.96  | 0.085 | −0.012           | −0.33            |
| Alturas    | ✗                   | 0.87            | 0.68            | 0.85            | −0.09 | 0.94  | −0.28            | −0.68            |
|            | ✓                   | 0.87            | 0.68            | 0.85            | 0.94  | −0.1  | −0.28            | −0.68            |
attribute lowers the training error, feature ranking is conducted according to the frequency
of splitting of branches in the trees. Hence, the features selected at the top of the trees are
usually more important than the features selected at the end nodes of the trees (Zhang et al.
2018; Wang et al. 2019).

2.4.2 XGBoost

Boosting is an ensemble strategy that integrates a group of weak learners to maximize fore-
cast accuracy. XGBoost is a member of the boosting algorithm family that uses as its core
the gradient-boosting paradigm, which creates a tree ensemble by collecting information
from previously generated trees (Chen and Guestrin 2016). Generally, the weak models are
CARTs, which are grown one by one by reducing the error in predictive modelling tasks
and disbursing weights according to the model result. The weights refer to the relative con-
tribution of a feature to the model and signify the importance of an attribute in the modell-
ing process. This employs an additive training procedure to build a boosted tree learner
from the weak learners by minimizing the variance in the model output and trying to fit
into the tree ensemble yielding an optimal loss function (Wu and Fan 2019). Hence, once
the boosted trees are built, the importance score metric can be directly retrieved for each
attribute (Shi et al. 2019). The potential to tackle overfitting problems and parallelize com-
putation makes XGBoost a state-of-the-art machine learning technique (Fan et al. 2018).

2.4.3 SHapley Additive exPlanations (SHAP)

SHAP is a game-theoretic technique introduced by Lundberg and Lee (2017) to explain
the prediction of any machine learning model, either globally or locally. This is a unified
measure of feature importance based on Shapley values, computed by quantifying each
feature’s contribution to the prediction and aggregating it across the whole population. The
collective Shapley values offer SHAP’s global interpretability. The local interpretability
of SHAP is driven by the Shapley values of each instance of the dataset, which assists in
detecting and assessing the impacts of features on the output. Consequently, these values
assist the SHAP in distinguishing between features that push the model’s prediction higher
and those that drive the prediction lower.

Lundberg et al. (2018) proposed TreeSHAP, a fast and model-specific variant of SHAP
designed specifically for tree-based ensemble machine learning models such as decision
trees, RF, and gradient boosted trees like XGBoost. TreeSHAP incorporates interaction
effects of features into the Shapley values using the conditional expectation function and
explains the model through sophisticated visualization of individual feature characteriza-
tions, which excels conventional feature attribution approaches. The visualization tools
such as feature importance plots, SHAP dependence plots, and force plots to depict indi-
vidual SHAP value provide global and local interpretability to tree ensemble models.

2.5 Deep Neural Network

DNN is an improved variant of ANN; however, unlike ANN, the nodes in DNN are
strongly interdependent and imply long-term dependence through weight sharing. As a
recursive feed-forward neural network, it uses more than one hidden layer in addition to
one input and one output layer to achieve reduced overfitting and enhanced generalizability
(Vieira et al. 2020). The number of neurons in the input and output layer of DNN aligns
with the number of predictor and response variables. The numerous hidden layers responsible for the entire computation enable the DNN to receive and process huge volume of input data. There should be an appropriate number of neurons in the hidden layers, enabling the DNN to learn more sophisticated data characteristics (Lecun et al. 2015).

The DNN learning mechanism involves the iterative execution of feed-forward and error back-propagation cycles until the optimal degree of precision has been attained (Saggi and Jain 2019; Sowmya et al. 2020). DNN’s generalization efficiency relies on the activation function used. The activation function triggered in each neuron includes hyperbolic tan function, rectified linear unit function (ReLU), logistic sigmoid function, and so on (Zhu et al. 2018; Datta 2020). During the training process, the use of higher number of hidden layers may raise gradient vanishing, which can be eliminated by using ReLU as the activation function (Datta 2020). It can be represented as Eq. (4):

\[
ReLU(k) = \begin{cases} 
  k, & \text{if } k < 0 \\
  0, & \text{if } k \leq 0 
\end{cases}
\]  

(4)

The training period of the neural network requires iterative weight adjustment, which necessitates certain random initialization of weights at the beginning, and this mode of initialization is another cause of the gradient boosting and vanishing phenomena. Glorot and Bengio (2010) and He et al. (2015) have suggested several ways to generate values from some statistical distributions to initialize weights. All of these initialization methods aim to maintain the gradient variance consistent across the layers and adjust it to the activation function employed. As the selection of weight values for one layer depends on the previous layer’s neuron characteristics, it allows achieving a smoother and more efficient gradient descent without any saturation. Among the different kernel initializers, he initialization derived from Normal and Uniform distribution (he_normal and he_uniform) (He et al. 2015) is currently leading in deep learning research. Moreover, Datta (2020) demonstrated the combined effect of using ReLU with he initialization and surveyed several studies that implemented it.

The back-propagation error mechanism reinforces the model through a derivative method of error calculation and weight and bias updation. The weights of each neuron are adjusted with a loss function, and the loss function has to be minimized during the training process to increase model performance (Sowmya et al. 2020; Vieira et al. 2020). For regression, the widely used loss function is mean squared error (MSE) and it is computed using Eq. (5):

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (X_{\text{pred}} - X_{\text{org}})^2
\]

(5)

where \(N\) is the total data record count, \(X_{\text{pred}}\) and \(X_{\text{org}}\) are the predicted and actual output values, respectively.

The Stochastic Gradient Descent Optimizer, Adam, is mainly used for weight optimization in all deep learning architectures (Zhu et al. 2018). Thus, the intensity of the signal or output of each neuron moving to the next layer depends on the weight, bias, and activation function and is presented in Eq. (6):

\[
Y = \varnothing \left( \sum (w_i * x_i + b) \right)
\]

(6)

where \(\varnothing\) is the activation function, \(w_i\) is the neuron weight, \(x_i\) is the neuron input, and \(b\) is the neuron bias.
In addition to the factors mentioned above, such as hidden layer counts, neuron counts in hidden layers, activation functions, optimization, certain other factors are also required to describe the DNN architecture, such as momentum, dropout, learning rate, regularisation, and epoch size (Sowmya et al. 2020; Vieira et al. 2020).

The workflow of the proposed methodology of the present study is depicted in Fig. 1.

### Implementation Specifics of the Proposed Methods

#### 2.6.1 Input Data Selection

The present study employed three FI measuring techniques, i.e., RF-FI, XGB-FI and SHAP, to identify the highest FI score feature from the seven predictor parameters of the Oakville, Pomona and Alturas datasets. Through computing a score by quantifying the noise that adversely affects its predictive modelling performance, RF-FI and XGB-FI methods ranked the features. The scores are tabulated in Table 4 for each dataset. Table 5 lists the ranks of the predictor features as per the average FI score of RF-FI and XGB-FI applied to each dataset.

Table 4 shows a similarity between the RF-FI and XGB-FI scores with only a negligible variation in all datasets. According to the average score analysis described in Table 5,
R$_S$ ranked first in the Oakville, Pomona and Alturas datasets, with scores of 0.93, 0.92 and 0.86, respectively. The dataset-wise average score analysis reported an improvement of 98.8%, 98.6%, and 97.2% in FI score of R$_S$ relative to all other features in Oakville, Pomona and Alturas, respectively. The average FI scores of the second-ranked feature in the Oakville ($T_{\text{max}}$), Pomona ($T_{\text{max}}$) and Alturas ($T_{\text{avg}}$) datasets were 0.016, 0.039 and 0.082, respectively, showing a decline of 98.3%, 95.7%, and 90.5% in comparison to the FI score of R$_S$. These factors imply the strength of the relationship between R$_S$ and ETo.

The summary plot generated from TreeSHAP, as shown in Fig. 2, was utilized to validate the FI rank list that resulted from RF-FI and XGB-FI. It displays the order of seven variables based on their importance in influencing the ETo in the three weather station datasets, Oakville, Pomona and Alturas. Features with large absolute Shapley values are significant, and the global importance measure of a dataset is calculated by aggregating these values per feature throughout the data and plotting them in decreasing order of importance. The plots in Fig. 2 reported that R$_S$ is the most important feature in the ETo prediction model design, and therefore, supported the findings of both RF-FI and XGB-FI. Moreover, $T_{\text{min}}$ and $R_{\text{H max}}$ were found as the least significant features. There are minor discrepancies relating the positions of $T_{\text{max}}$, $T_{\text{avg}}$ and $R_{\text{H min}}$ in the rank list compared to the plot’s interpretation. However, the variations in the Shapley values of these variables are so negligible compared to R$_S$ that the inclusion of these parameters would not enhance prediction accuracy and can be ignored. As a result, the interpretation of the summary plot reinforces the fact that the single predictor variable, R$_S$, is ideal for modelling the ETo in this case study. A more in-depth explanation of feature analysis with SHAP is given in Sect. 3.1.

### 2.6.2 Predictive Model Development

In this study, three models were designed for ETo prediction: bagging-based RF-Ret, boosting-based XGB-Ret and deep learning-based DNN-Ret using only one input parameter, R$_S$, which was found to have the most influencing effect on the output parameter, ETo. The training process involved in the model building consumed 80% example records of the weather station datasets. The remaining 20% records were reserved for testing purposes, and the splitting count of the data records for the training and testing processes is shown in Fig. 3. For implementing these models, Google cloud’s virtual machine platform with a graphical processing unit was explored, along with packages like Scikit-learn ver.0.22.2,

| Features   | Oakville Score | Rank | Pomona Score | Rank | Alturas Score | Rank |
|------------|----------------|------|--------------|------|--------------|------|
| $T_{\text{max}}$ | 0.016          | 2    | 0.039        | 2    | 0.014        | 5    |
| $T_{\text{min}}$ | 0.005          | 7    | 0.004        | 7    | 0.006        | 7    |
| $T_{\text{avg}}$ | 0.014          | 4    | 0.011        | 4    | 0.082        | 2    |
| R$_S$      | **0.933**      | 1    | **0.920**    | 1    | **0.859**    | 1    |
| $u_2$      | 0.009          | 5    | 0.007        | 5    | 0.016        | 3    |
| $R_{\text{H max}}$ | 0.008      | 6    | 0.006        | 6    | 0.008        | 6    |
| $R_{\text{H min}}$ | 0.015        | 3    | 0.012        | 3    | 0.015        | 4    |
Fig. 2 SHAP summary plots showing the relative importance of each feature in the ETo prediction at: a Oakville; b Pomona; and c Alturas datasets. FI is computed by averaging the absolute Shapley values per feature across the dataset.

Fig. 3 Training/testing records split
XGBoost ver.0.90, Tensorflow ver.2.3.0, Keras ver. 2.4.3 and Python programming language.

Hyper parameters of the RF-Ret and XGB-Ret models were chosen using a grid search technique. The \textit{n\_estimator} parameter indicates the tree count in the RF-Ret forest (Ferreira and da Cunha 2020a), and in the case of XGB-Ret, it is the count of boosted trees to fit (Ferreira and da Cunha 2020b). This parameter has the potential to manage the computational complexity and generalizability of these models. Both models used the search space (30, 50, 70, 100, 200, 300) for the \textit{n\_estimator}. The \textit{max\_depth} is the tree depth control parameter of the model, and thus, handles the overfitting problem effectively throughout the modelling process. The \textit{max\_depth} values experimented in this study for RF-Ret were 3, 5, 7 and 9, while those for XGB-Ret were 3, 5, 7, 9, 15 and 20. Another relevant parameter for designing the XGB-Ret is the \textit{learning\_rate}, which governs the weighting of new trees applied to the model and its search space included (0.05, 0.1, 0.15, 0.2). The optimal hyper parameters of these models resulted from the grid search were tabulated in Table 6.

The DNN-Ret architecture for ETo modelling at different stations and its hyper parameters were identified by trial-and-error. As this study focuses on a single input parameter-based regression model, the input and output layers of the DNN-Ret requires only one neuron. The hidden layer count and the number of neurons in each layer are characterized by the consistency and number of training data records taken into account and vary with regard to the dataset. Here, the DNN-Ret models have examined with one to four hidden layers with 10, 15, 20, 25, 30, 40 and 60 neurons per hidden layer. Four hidden layers of (40, 60, 60, 40) neurons combination performed better in Oakville and Alturas data scenarios, while (10, 15, 15, 10) worked better in Pomona dataset. The DNN-Ret model architecture (40-60-60-40) deployed in the current study is shown in Fig. 4.

The initial weights of DNN-Ret were chosen from a uniform distribution ranging from $-\sqrt{6/1}$ to $+\sqrt{6/1}$, where $f1$ is the \textit{fan\_in} (the number of input units in the weight tensor) as per the \textit{he\_uniform} kernel initialiser (He et al. 2015). \textit{ReLU} activation in hidden layers and \textit{linear} activation in the output layer were also used during feed-forward operation of model training. The weights and biases were modified and refined during the back propagation process with \textit{Adam} optimizer and \textit{MSE} loss function, resulting in a globally minimum cost value. With a batch size of 16 and a default learning rate, the entire model training was carried out for a maximum of 200 epochs using the early stopping criterion.

### 2.7 Criteria for Model Performance Assessment

As this case study belongs to the regression category, statistical performance metrics such as mean absolute error (MAE), root mean square error (RMSE), Nash–Sutcliffe efficiency coefficient (NSE), and coefficient of determination ($R^2$) between actual and predicted ETo were

| Dataset   | RF-Ret | XGB-Ret |
|-----------|--------|---------|
|           | max\_depth | n\_estimator | max\_depth | n\_estimator | learning\_rate |
| Oakville  | 5      | 300     | 3         | 100         | 0.1          |
| Pomona    | 5      | 70      | 3         | 100         | 0.1          |
| Alturas   | 5      | 100     | 3         | 100         | 0.1          |
used to analyze the performance of the proposed DNN model and other baseline machine learning models of this study. RMSE, the goodness of the fit metric, is the standard deviation of the discrepancy between the predicted and the actual values (Yaseen et al. 2018; Wu et al. 2021). As analogous to RMSE, the goodness of fit measure that does not govern the direction of the value is considered as MAE (Yaseen et al. 2018; Wu et al. 2021). In relation to the calculated data variance, NSE shows how much the map of observed and simulated data matches the 1:1 line by evaluating the relative magnitude of the residual variance (Saggi and Jain 2019; Wu et al. 2021). R² is an assessment parameter which shows the degree of the linear relationship between the expected and actual values of the output variable (Yaseen et al. 2018; Wu et al. 2021). All these criteria are presented using Eqs. (7) to (10):

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} \left| ET_p^i - ET_a^i \right| \tag{7}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (ET_p^i - ET_a^i)^2} \tag{8}
\]

\[
NSE = 1 - \frac{\sum_{i=1}^{n} (ET_p^i - ET_a^i)^2}{\sum_{i=1}^{n} (ET_a^i - ET_a^i)^2} \tag{9}
\]

\[
R^2 = \left( \frac{\sum_{i=1}^{n} \left( ET_p^i - ET_a^i \right) \left( ET_a^i - ET_a^i \right)}{\sqrt{\left( \sum_{i=1}^{n} (ET_p^i - ET_a^i)^2 \right) \left( \sum_{i=1}^{n} (ET_a^i - ET_a^i)^2 \right)}} \right)^2 \tag{10}
\]
where $n$ is the number of data records, $ET^p_i$ is the predicted ETo values, $ET^a_i$ is the actual FPM-56 ETo values, $\overline{ET^p_i}$ is the mean of predicted ETo values, $\overline{ET^a_i}$ is the mean of actual ETo values.

### 3 Results and Discussion

#### 3.1 Feature Analysis

Figure 5 presents the distribution of the impacts of each feature on ETo prediction by plotting the Shapley value of that particular feature for every sample. The points on this beeswarm plot represent Shapley values of the features related to the daily records of meteorological data, providing insight into the importance and association of each of the seven features on the ETo prediction. The red and blue hues in the figure represent the higher and lower values of ETo prediction, respectively. All three plots in Fig. 5 clearly indicate that $R_S$ is the most significant feature in all datasets. Higher $R_S$ values, shown in red color, lead to a higher ETo prediction value, indicating a positive relationship between $R_S$ and ETo. However, the larger $RH_{\text{min}}$ and $RH_{\text{max}}$ values result in a low ETo prediction value, which is depicted in blue in the plot, and of these, $RH_{\text{min}}$ ranks top in FI measure. Although these plots demonstrate a positive association between ETo and the temperature variables, the correlation may cause some redundancy in these features and push these parameters down in the FI rank list.

SHAP force plots show the marginal influence of features on the predicted model input by highlighting the features that contribute most to push the output from the base value to the expected output value. This is illustrated using two colors: red for higher value prediction and blue for lower value prediction. For example, in Fig. 6, the lower value of ETo prediction, 1.42 mm, is attributed to $R_S$ with 42 Watt/m², $RH_{\text{min}}$ with 87.1%, $u_2$ with 4 m/s and $T_{\text{avg}}$ with 16.65 °C. However, the values of 350 Watt/m² for $R_S$, 20.2% for $RH_{\text{min}}$, and 100% for $RH_{\text{max}}$ raise the ETo forecast to 6.41 mm. This confirms the idea that greater $R_S$ and $u_2$ and lower $RH_{\text{max}}$ and $RH_{\text{min}}$ drive the ETo to a higher value, with $R_S$ contributing more.

To further investigate the association between features and ETo prediction output, dependence plots of SHAP can be used. This helps in examining the significant impact of individual predictor variables and their interactions. The dependence plot in Fig. 7a demonstrates the impact of $R_S$ on ETo as the value of $T_{\text{avg}}$ rises from 8 to 22 °C. The ETo prediction value increases with increasing $R_S$ value, particularly from 200 Watt/m², which is indicated as the red zone. The reverse effect can also be seen in Fig. 7b, where $RH_{\text{min}}$ values more than 75% and $R_S$ values less than 200 Watt/m² generate a lower value of ETo prediction, which is indicated as the blue zone. In addition, when compared to other features in the dataset, this finding shows a significant positive association between $R_S$ and ETo prediction.

#### 3.2 Model Performance Comparison

The ETo prediction models RF-Ret, XGB-Ret and DNN-Ret developed in this study were evaluated using the MAE, RMSE, NSE and $R^2$ metrics. Results are listed in Tables 7 and 8. In model predictions, MAE and RMSE denote the magnitude of error, and NSE and $R^2$ represent the efficiency of the model prediction. Hence, the lower value of MAE and
RMSE towards 0 and the higher values of NSE and $R^2$ towards 1 determine the model’s efficiency.

This section analyses the results of the proposed study in the local and general context. In the local scenario, the model performance assessment is carried out study station-wise, whereas performance assessments are averaged across the study stations and analysed in the general scenario.

### 3.2.1 Evaluation of the Developed Models in the Local Scenario

The performance metrics of the ETo prediction models developed for the Oakville, Pomona, and Alturas stations during the test period are listed in Table 7. The table entries show that the DNN-Ret significantly outperformed both the RF-Ret and XGB-Ret models at all weather stations in this study.
At Oakville station, the MAE values of the developed models during testing decreased from 0.356 to 0.335 mm/day through 0.348 mm/day, gaining a percentage decrease of 5.9 for the DNN-Ret with respect to RF-Ret model and 3.7 with respect to XGB-Ret model.

Fig. 6 SHAP force plots for the interpretation of individual ETo predictions in the Oakville dataset. The base value is the mean prediction ETo value calculated from the training data. The amount of positive and negative contribution of features to ETo prediction is shown by red and blue arrows: a depicts low ETo prediction of 1.42 mm with low Rs value; b depicts high ETo prediction of 6.41 mm with high Rs value.

Fig. 7 SHAP dependence plots depicting the association and interaction between predictor variables, with feature values on x-axis and Shapley values on y-axis: a Rs dependence plot with Tavg interaction; b RHmin dependence plot with Rs interaction.
The RMSE value of 0.472 mm/day for DNN-Ret indicates a decline of 6.5% and 4.8% relative to RF-Ret and XGB-Ret. There is a marginal gap in NSE (0.934 and 0.937) and R² (0.944 and 0.946) between RF-Ret and XGB-Ret. However, 0.95 of NSE and 0.954 of R² shows a substantial increase in DNN-Ret forecast accuracy compared to the other two models.

The test records of Pomona weather station dataset proved the DNN-Ret model as the ideal ETo estimation model because it showed the lowest MAE (0.325 mm/day) and RMSE (0.464 mm/day) as well as the highest NSE (0.934) and R² (0.938) relative to other models. In MAE and RMSE, the DNN-Ret obtained a 6.9% and 5.5% decrease compared to RF-Ret, and a 5.2% and 4.1% decrease compared to XGB-Ret. Although the DNN-Ret showed a drop in the MAE and RMSE error estimates relative to the Oakville dataset, there was no significant improvement in the NSE and R² estimates. However, in the Pomona ETo variants, DNN-Ret showed a considerable improvement in NSE and R² (NSE = 0.934, R² = 0.938) relative to RF-Ret (NSE = 0.917, R² = 0.924) and XGB-Ret (NSE = 0.918, R² = 0.926).

The ETo models developed using the Alturas dataset exhibited lower efficiency compared to the models developed in other stations, irrespective of the architecture employed. On an average, the models reported a MAE of 0.525 mm/day, an RMSE of 0.712 mm/day, an NSE of 0.883, and an R² of 0.894 in Alturas. This may be caused by the characteristics

### Table 7

| Dataset  | Model    | MAE (mm/day) | RMSE (mm/day) | NSE   | R²    |
|----------|----------|--------------|---------------|-------|-------|
| Oakville | DNN-Ret  | 0.335        | 0.472         | 0.95  | 0.954 |
|          | XGB-Ret  | 0.348        | 0.496         | 0.937 | 0.946 |
|          | RF-Ret   | 0.356        | 0.505         | 0.934 | 0.944 |
| Pomona   | DNN-Ret  | 0.325        | 0.464         | 0.934 | 0.938 |
|          | XGB-Ret  | 0.343        | 0.484         | 0.918 | 0.926 |
|          | RF-Ret   | 0.349        | 0.491         | 0.917 | 0.924 |
| Alturas  | DNN-Ret  | 0.478        | 0.646         | 0.911 | 0.914 |
|          | XGB-Ret  | 0.545        | 0.741         | 0.87  | 0.886 |
|          | RF-Ret   | 0.551        | 0.75          | 0.868 | 0.883 |

### Table 8

| Model   | Period | MAE (mm/day) | RMSE (mm/day) | NSE   | R²    |
|---------|--------|--------------|---------------|-------|-------|
| DNN-Ret | Training | 0.370        | 0.508         | 0.937 | 0.941 |
|          | Testing | 0.379        | 0.527         | 0.932 | 0.935 |
| XGB-Ret | Training | 0.399        | 0.540         | 0.920 | 0.926 |
|          | Testing | 0.412        | 0.574         | 0.908 | 0.919 |
| RF-Ret  | Training | 0.396        | 0.536         | 0.922 | 0.927 |
|          | Testing | 0.419        | 0.582         | 0.906 | 0.917 |
of the dataset, as this station is at a high altitude and experiences a mild and temperate climate. However, DNN-Ret maintained its consistency in performance excellence when compared to RF-Ret (13.2% and 13.9% decrease in MAE and RMSE) and XGB-Ret (12.2% and 12.8% decrease in MAE and RMSE). Both RF-Ret and XGB-Ret underperformed, with NSE values of 0.868 and 0.87 and $R^2$ values of 0.883 and 0.886, respectively, compared to DNN-Ret, which scored NSE=0.911 and $R^2=0.914$.

A comparison of the relationship between the predicted and actual daily ETo values for the developed models at Oakville, Pomona and Alturas during the testing period is illustrated in Figs. 8, 9 and 10 respectively. The line charts, which depict the parallel distribution between the actual and predicted values, clearly indicate that the predicted ETo values of DNN-Ret closely follow the corresponding FPM-56 ETo values in all stations (Figs. 8a, 9a and 10a). The plotted data points in the scatter plots of DNN-Ret (Figs. 8d, 9d and 10d) show more closeness towards the 1:1 regression line relative to XGB-Ret and RF-Ret in Pomona and Alturas weather stations. At Oakville station, XGB-Ret exhibited a similar scattered ETo estimate to DNN-Ret with an $R^2$ of 0.95.

![Fig. 8](image_url) Line charts and scatter plots showing the comparison of predicted and actual ETo values and their relationship for a, d DNN-Ret, b, e XGB-Ret, and c, f RF-Ret at Oakville weather station during the testing period.
Figure 11 presents the performance comparison metrics for the developed RS based models at Oakville, Pomona and Alturas weather stations. The plotted data points for each station exhibit the performance excellence of DNN-Ret by showing a lower MAE and RMSE and a higher NSE and $R^2$ compared to other models.

3.2.2 Evaluation of the Developed Models in the General Scenario

Table 8 lists the mean performance metrics of the models during the training and testing phases of the model construction process using the three CIMIS data sets. Figure 12 illustrates the average model performance evaluation of DNN-Ret, XGB-Ret, and RF-Ret during both training and testing phases.

Regardless of the dataset, DNN-Ret exhibited superior results with MAE = 0.370 mm/day, RMSE = 0.508 mm/day, NSE = 0.937, and $R^2$ = 0.941 during training, and MAE = 0.379 mm/day, RMSE = 0.527 mm/day, NSE = 0.932, and $R^2$ = 0.935 during testing. The negligible variation in the training and testing metric data of the DNN-Ret

Fig. 9 Line charts and scatter plots showing the comparison of predicted and actual ETo values and their relationship for a, d DNN-Ret, b, e XGB-Ret, and c, f RF-Ret at Pomona weather station during the testing period
signifies its capability to cope with the overfitting issues. The flexibility shown by the model for simulating the dataset records with different climatic attributes is evident from the average percentage decrease in both MAE and RMSE and a percentage rise in both NSE and R² quantities. With the same 9.5% decrease in both MAE and RMSE and 2.9% and 2% increase in NSE and R² with respect to RF-Ret and an 8% decrease in MAE and 8.2% reduction in RMSE as well as a 2.6% increase in NSE and 1.7% increase in R² relative to XGB-Ret, DNN-Ret prove its consistency in ETo modelling performance at all stations.

The remaining RF-Ret and XGB-Ret models reported a relatively equivalent performance during the testing phase of the modelling with a magnitude of variation of 0.007 mm/day, 0.008 mm/day, 0.002, and 0.002 for MAE, RMSE, NSE and R² respectively. Yet, the RF-Ret showed a considerable difference in the evaluation parameter values during the training and testing phases. This variation signals some glimpses of overfitting in the RF-Ret model. Furthermore, a reduction in the MAE and RMSE and an
Fig. 11 Evaluation of the developed ETo prediction models in the local scenario: Plots comparing the performance evaluation metrics a MAE, b RMSE, c NSE and d $R^2$ for DNN-Ret, XGB-Ret, and RF-Ret with regard to Oakville, Pomona, and Alturas weather stations during the testing period.

Fig. 12 Evaluation of the developed ETo prediction models in the general scenario: Plots comparing the performance evaluation metrics a MAE, b RMSE, c NSE and d $R^2$ for DNN-Ret, XGB-Ret, and RF-Ret during the training and testing periods, by averaging it across Oakville, Pomona, and Alturas weather stations.
improvement in the NSE and $R^2$ values of the XGB-Ret assisted it to hit the second position among the developed ETo models.

4 Discussion

DNN-Ret, the DNN architecture implemented in the CIMIS datasets of the present study, outperformed XGB-Ret and RF-Ret by exhibiting the best performance measures such as MAE of 0.325 mm/day and RMSE of 0.464 mm/day in the Pomona weather station and NSE of 0.95 and $R^2$ of 0.954 in the Oakville weather station. In the general scenario, DNN-Ret won by achieving an average performance measure of MAE = 0.379 mm/day, RMSE = 0.527 mm/day, NSE = 0.932, and $R^2$ = 0.935. This study complements the previous research of Sowmya et al. (2020), which implemented the DNN architecture in CIMIS datasets for ETo prediction and concluded with a recommendation to use $T_{\text{max}}$ and $R_S$ for modelling. They attempted utilizing simply the $R_S$ parameter as input in the ETo modelling and reported an RMSE of 0.61 mm/day and an $R^2$ of 0.91 in the Oakville dataset. The present study improves the results by providing a decrease of 23% in RMSE and an increase of 5% in $R^2$ through the sophisticated hyper parameter optimization of the DNN model architecture. Saggi and Jain (2019) modelled a DNN based ETo estimation process using the entire climatic parameters required by the FPM-56 equation. They reported RMSE ranging from 0.1921 to 0.2691 mm/day and $R^2$ ranging from 0.95 to 0.99. Özgür and Yamaç (2020) subsequently improved this model by using the SeLU activation function in their DNN architecture, yielding the best performance metrics of RMSE = 0.2073 mm/day and $R^2$ = 0.9934 at the Aksaray weather station, Turkey. Recently, Nagappan et al. (2020) developed a one-dimensional CNN ETo estimation model with only three input parameters extracted from PCA with $R^2$ = 0.979 and RMSE = 0.21 mm/day as the performance metrics. These values fall within the performance ranges of the previously mentioned full input parameter investigations ($R^2$ = 0.95–0.99 and RMSE = 0.19–0.27 mm/day). The observed results point to the fact that the efficiency of the ETo prediction model depends more on the model architecture and the optimization of hyper parameters done during the design phase rather than the number of input variables used. Therefore, this study focused on both of these criteria and demonstrated superior performance accuracy with only one input parameter when compared to prior minimal parameter-based deep learning studies that employed more than one parameter for modelling. For instance, Ferreira and da Cunha (2020a) reported that the CNN models developed with hourly temperature and humidity have reduced the RMSE values from 0.71 to 0.51 and raised the $R^2$ from 0.79 to 0.88 in the local context, and the lowest RMSE of 0.45 and the highest $R^2$ value of 0.87 were observed in the regional scenario. Chen et al. (2020b) reported that the temperature, radiation, and humidity-based TCN and long short-term memory models outscored the other machine learning and empirical models developed in the local scenario by 0.755–0.49 in RMSE and 0.83–0.92 in $R^2$. In the pooled scenario, a maximum of 0.5 in RMSE and 0.91 in $R^2$ was also observed. The RNN architecture designed by Afzaal et al. (2020) also exhibited a minimum RMSE of 0.38 mm/day and a maximum $R^2$ of 0.92. Hence, the overall performance analysis confirmed the excellence of the proposed single input DNN model that exhibited RMSE values ranging from 0.472 to 0.646 mm/day and $R^2$ values ranging from 0.914 to 0.954 in the local context, and the best RMSE of 0.527 and $R^2$ of 0.935 in the general context.
The temperature parameter was the focus of the majority of the minimal parameter-based ETo modelling studies reported in the literature. Compared to other climate variables, the temperature measuring process tends to be very convenient and cost-effective, and thus, ETo soft computing based prediction studies using temperature are leading, mostly in humid areas. Reis et al. (2019) modelled ETo prediction using ANN and MLR, employing only maximum and minimum temperatures, and resulting in NSE = 0.687 and 0.55 in local and general applications, respectively. In semiarid, arid, subhumid, and humid climatic zones, Adamala (2018) built generalized wavelet neural networks with RMSE values of 0.658, 0.92, 0.66, and 0.62 mm/day and NSE values of 0.83, 0.81, 0.87, and 0.76, respectively. Although these statistical measures indicated lower performance when compared to the performance metric of current study, certain temperature-based studies revealed a slight improvement in MAE and $R^2$. For instance, Sanikhani et al. (2019) assessed the performance of six AI models for ETo estimation using two weather station datasets in Turkey and observed that the RBNN and ANFIS-SC models performed well at the Isparta station, with MAE = 0.332 mm/day, RMSE = 0.43 mm/day, and $R^2$ = 0.929. Feng et al. (2017b) reported the efficiency of ELM in both local and pooled dataset implementation with MAE = 0.267 and 0.263 mm/day, NSE = 0.891 and 0.895, respectively. Compared to the RMSE values of the present study, the highest performing MLP models published by Rahimikhoob (2010) (RMSE = 0.41 mm/day and $R^2$ = 0.95), and Wang et al. (2011) (RMSE = 0.3 mm/day and $R^2$ = 0.92) have shown a modest performance enhancement. This could be because these studies, in addition to temperature, included the extra-terrestrial radiation parameter in ETo modelling.

Solar radiation plays a vital role in the quantification of ETo, in addition to temperature. Numerous ETo modelling studies have documented the efficacy of solar radiation to improve the predictive performance of soft computing models (Fan et al. 2018; Petković et al. 2020; Üneş et al. 2020; Kazemi et al. 2021). Radiation-based empirical models commonly use temperature and solar radiation as the input parameters for estimation, which have always resulted in a lower outcome compared to the prediction performance of soft computing models employing the same input parameters for modelling (Antonopoulos and Antonopoulos 2017; Chia et al. 2020a; Zhu et al. 2020). However, no studies have been reported in the literature intending to estimate ETo using only solar radiation data using soft computing methods, although various studies attempted it for their model’s performance comparison. Üneş et al. (2020) attempted to model ETo using different combinations of input parameters, including individual parameters alone, using MLR and SVM. They reported the same correlation coefficient of 0.749, MAE of 0.579 and 0.620 mm/day, and MSE of 0.634 and 0.533 mm/day for the solar radiation input model. Kaya et al. (2021) tested several input combinations for the ETo modelling. The single input parameter modelling results demonstrated that the solar radiation input model using SVR outperformed the MLP and MLR models with MAE = 0.575 mm/day, RMSE = 0.814 mm/day, and $R^2$ = 0.888. The performance metrics of the single input parameter-based radial basis M5 model tree models developed by Kisi et al. (2021) using three Turkish weather station datasets revealed that the solar radiation input model developed at the Isparta weather station outperformed the temperature model with MAE = 0.524 mm/day, RMSE = 0.678 mm/day, NSE = 0.835, and $R^2$ = 0.927. With the gradient boosting with categorical feature support technique, the ETo estimation models developed by Wu et al. (2020) achieved an accuracy with an average RMSE of 0.567 mm/day, MAE of 0.420 mm/day, and Adj-$R^2$ of 0.8514. These observations demonstrated that DNN-Ret surpassed all the above-mentioned solar radiation input models. In comparison to the results presented by Kaya et al. (2021) and Kisi et al. (2021), DNN-Ret showed a significant reduction in MAE from 0.575 and
0.524 to 0.325 mm/day, a reduction in RMSE from 0.814 and 0.678 to 0.464 mm/day, a rise from 0.835 to 0.95 in NSE, and a rise from 0.888 and 0.927 to 0.954 in $R^2$.

One of the objectives of this research is to bring minimalism in terms of the number of input parameters, and therefore, it focused on selecting the most dominant single climatic parameter on ETo for modelling. The FI-based input selection phase of this study revealed that the $R_S$ is the most influential parameter on ETo in all stations considered. The SHAP validated and interpreted the tree based XGB-FI and RF-FI approaches and supported the finding. The summary plots and dependency plots generated during the feature analysis phase of SHAP identified temperature ($T_{\text{max}}$ and $T_{\text{avg}}$) and $R_{\text{hmin}}$ were exhibiting some interaction and associativity with $R_S$ in the ETo prediction, although this varied depending on the dataset. However, regardless of the datasets, the $R_S$ parameter maintained consistency in FI and was chosen as the sole parameter as input to the proposed DNN architecture. However, $R_S$ is not a widely used measure in underdeveloped countries, and hence, $R_S$-based ETo modelling studies are scarce in those regions. This may be because $R_S$ measurement equipment, such as pyranometers, is very costly, and certain research has also found that the influence of $R_S$ on ETo predictions differs for various climatic areas (Fan et al. 2019). Difficulty in capturing $R_S$ can be overcome by using the Angstrom formula as it defines a connection between extra-terrestrial radiation and relative duration of sunshine without $R_S$ data (Patil and Deka 2017). Allen et al. (1998) suggested other procedures to estimate the missing $R_S$ data from $T_{\text{max}}$ and $T_{\text{min}}$. In some climatic zones, RH and temperature have a greater impact on ETo than $R_S$. The scope of this research is not restricted to $R_S$ as the sole single input, but to any parameter that has the most significant influence on ETo. As a result, this study provides a generic approach for picking a single input parameter and developing a DNN architecture for ETo estimation based on that parameter. The inclusion of RH and temperature will certainly improve the performance of ETo models; nevertheless, that variation in the prediction accuracy might well be regained through an efficient deep learning architecture. Moreover, seasonal variations in ETo have been identified in certain studies (Gong et al. 2006), which can be addressed by applying machine learning-based clustering techniques to classify the climatic characteristics of the data and model them accordingly (Chen et al. 2020b).

5 Conclusions

This paper presented a new methodology for ETo modelling employing only one meteorological variable as input and exploring the state-of-the-art deep learning approach, DNN, for model architecture construction. This study proposed two FI measuring techniques that are integrated into the tree-based ensemble machine learning techniques, XGBoost (XGB-FI) and RF (RF-FI), to select the most influential input parameter for ETo modelling. This research also investigated the potential of a game theory approach, SHAP, to interpret the input selection methods and analyze the features of the dataset. SHAP ensured the reliability of the selected meteorological parameter in ETo modelling by measuring the contributions of each feature to the ETo prediction. Because the number of input parameters positively correlates with the efficiency of the machine learning model, single input parameter modelling may result in a decrease in prediction accuracy. However, this can be mitigated through sophisticated optimization of DNN hyper parameters, and thus, establish an efficient mapping between input and output.
In this research, the proposed methodology was implemented by modelling the CIMIS Penman ETo paradigm with DNN and using a single climatic parameter as input, without compromising accuracy. Initially, the study identified solar radiation as the most influential parameter for ETo prediction using XGB-FI and RF-FI, which was verified using the SHAP technique. SHAP’s visualization interpretations confirmed the findings of XGB-FI and RF-FI and recommended solar radiation as the top-ranked feature in all CIMIS datasets under consideration for the case study. The model building process incorporated three distinct datasets from various ET zones during model training, aiming for a specific model suitable for each evapotranspiration zone. For each of the three CIMIS weather stations, three models were developed using the DNN, XGBoost, and RF frameworks, with CIMIS-Penman ETo as a target feature and solar radiation as an input feature, namely DNN-Ret, XGB-Ret, and RF-Ret, respectively. The performance of the models was verified in both local and general scenarios, and from the overall result analysis, DNN-Ret had a comparable performance enhancement relative to the other two models. The best accuracy was observed for DNN-Ret at Oakville weather station with MAE = 0.335 mm/day, RMSE = 0.472 mm/day, NSE = 0.95, $R^2 = 0.954$. The mean metric values of DNN-Ret exhibited a decrease of 9.5% in MAE and RMSE, 2.9% increase NSE and 2% increase in $R^2$ compared to RF-Ret. A similar performance enhancement of DNN-Ret was also visible with respect to XGB-Ret, with approximately 8% decrease in MAE and RMSE, 2.6% increase in NSE, and 1.7% increase in $R^2$. The XGB-Ret and RF-Ret were similar in performance, and of these, XGB-Ret performed more consistently with both training and testing datasets. Therefore, from the overall efficiency assessment, DNN-Ret, XGB-Ret, and RF-Ret were ranked first, second, and third, respectively.

The hydro and agro-communities are pursuing ET research outcomes based on minimal climate data, especially in developing countries where the weather station network is not well established and the collection of meteorological parameters such as wind speed and relative humidity is not feasible. This research is immensely significant in such situations, as it utilizes only one input parameter, exploits the feature learning capability of DNN in input and output mapping, and achieves robust performance in ETo estimation. However, this study could not be applied in a global scenario because it is focused on developing a unique ETo model that depicted the climatic characteristics of a specific ET zone. ETo is merely a meteorological parameter that is highly influenced by environmental and seasonal variations. Therefore, the order of significance of features influencing ETo varies depending on the characteristics of various climatic zones. Hence, a generalized and consistent single input parameter-based ETo prediction model suitable for all types of climates is needed in the ET domain to provide a cost-effective and accurate solution for ETo prediction. The future research can include the development of deep learning models hybridized with unsupervised machine learning techniques like clustering to aggregate data from diverse climatic zones into a pooled dataset and subsequently utilize it to build a global ETo model.
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