SU(3)-guided Realistic Nucleon-nucleon Interactions for Large-scale Calculations
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We examine nucleon-nucleon realistic interactions, based on their SU(3) decomposition to SU(3)-symmetric components. We find that many of these interaction components are negligible, which, in turn, allows us to identify a subset of physically relevant components that are sufficient to describe the structure of low-lying states in 12C and related observables, such as excitation energies, electric quadrupole transitions and rms radii. We find that paring the interaction down to half of the SU(3)-symmetric components or more yields results that practically coincide with the corresponding ab initio calculations with the full interaction. In addition, we show that while various realistic interactions differ in their SU(3) decomposition, their renormalized effective counterparts exhibit a striking similarity and composition that can be linked to dominant nuclear features such as deformation, pairing, clustering, and spin-orbit effect.

I. INTRODUCTION

Ab initio calculations aim to describe nuclear features while employing high-precision interactions that describe two- and three-nucleon systems (often referred to as “realistic interactions”), such as those derived from meson exchange theory [1,2] (e.g. CD-Bonn [3]), chiral effective field theory [4,5] (e.g. NNLOopt [7] and N3LO [8]), or J-matrix inverse scattering (JISP16 [9,10]). As such calculations do not depend on any information about the nucleus in consideration, these methods can be used in nuclear regions where experimental data is currently sparse or not available, e.g., along the pathways of nucleosynthesis and toward a further exploration of exotic physics of rare isotopes.

While realistic interactions build upon rich physics at the nucleon-nucleon (NN) level, it is impossible to identify terms in the interaction that are responsible for emergent dominant features in nuclei, such as deformation, pairing, and clustering. These features, which are revealed in even the earliest data on nuclear structure, have informed many successful nuclear models such as Elliott’s SU(3) model [11,12] and Bohr collective model [13] with a focus on deformation, as well as algebraic [14,15] and exact [16] pairing models. Recently, we have shown that calculations that consider Hamiltonians that build upon the ones used in these earlier studies and, in addition, allow for configuration mixing [17], yield results that are consistent with the ones in the ab initio symmetry-adapted no-core shell model (SA-NCSM) [18,19]. In particular, the no-core symplectic model (NCSpM) has offered successful descriptions for excitation energies, monopole and quadrupole transitions, quadrupole moments, and rms radii for a range of nuclei (from A=8 to A=24 systems, including cluster effects in the 12C Hoyle state) [18,19,20], by employing quadrupole-quadrupole (Q·Q) and spin-orbit interaction terms. In Ref. [20], exact solutions to the shell model plus isoscalar and isovector pairing have been provided for low-lying 0+ states and, e.g., the energy of the lowest isobaric analog state in 12C has been shown to agree with the corresponding ab initio findings. Therefore, it is interesting to trace this similarity in outcomes down to specific features of the realistic interactions.

In this paper, we provide new insight into correlations within realistic interactions through the use of the deformation-related SU(3) symmetry. Specifically, we show that only a part of the nucleon-nucleon interaction appears to be essential for the description of nuclear dynamics, especially at low energies. When expressed in the SU(3) symmetry-adapted basis, the interaction – given as SU(3) tensors – shows a clear preference toward a specific subset of tensors, allowing us to determine its dominant components. Most importantly, these features appear regardless of the underlying theory used to construct the interaction. Furthermore, an almost universal behavior is revealed by “soft-core” potentials such as JISP16, or by the renormalized (“softened”) counterparts of “harder” interactions that use, e.g., Okubo-Lee-Suzuki (OLS) [21,22] and Similarity Renormalization Group (SRG) [23] renormalization techniques. And further, to complete the picture, we show that these features are directly linked to the important physics, i.e., deformation, clustering, pairing, and spin-orbit effects, that drove the development of earlier, and considerably simpler, schematic models.

The importance of various interaction components is studied in SA-NCSM calculations. In particular, we study nuclear structure observables of 12C, such as the low-lying excitation spectrum, B(E2) reduced transition probabilities and root mean square (rms) radii. We compare the results that use the entire interaction with those that use interactions that have been selected down to their dominant components. The agreement observed for all these observables is remarkable, even when a small fraction of the interaction is used.
II. THEORETICAL METHOD

A. SA-NCSM framework

The SA-NCSM is a no-core shell model with an SU(3)-coupled or Sp(3,R)-coupled symmetry-adapted basis \cite{21,22}. Similar to NCSM \cite{27,28}, it uses a harmonic oscillator (HO) basis, where the HO major shells are separated by a parameter $\hbar \Omega$. The model space is capped by an $N_{\text{max}}$ cutoff which is the maximum total number of oscillator quanta above the lowest HO configuration for a given nucleus. The SA-NCSM calculates eigenvalues and eigenvectors of the nuclear interaction Hamiltonian and subsequently uses the eigenvectors for calculations of the nuclear observables. The results approach the exact value as the $N_{\text{max}}$ increases, and at the $N_{\text{max}} \to \infty$ limit they become independent of the HO parameter $\hbar \Omega$. Within a given complete $N_{\text{max}}$ model space, the SA-NCSM results exactly match those of the NCSM for the same interaction. The use of symmetries in SA-NCSM allows one to select the model space by considering only the physically relevant subspace, which is only a fraction of the corresponding complete $N_{\text{max}}$ space.

In the SA-NCSM, the SA basis is constructed using an efficient group-theoretical algorithm for each HO major shell \cite{29}. While we do not use explicit construction of conventional NCSM bases, for completeness, we show the unitary transformation from a two-particle $JT$-coupled basis state to an SU(3)-coupled state:

$$|\eta_r \eta_s \omega \kappa (LS) \Gamma M_T \rangle = \frac{1}{\sqrt{1 + \delta_{\eta_r, \eta_s}}} \left\{ a^\dagger_{\eta_r 0} \left( \frac{1}{2} \right) \times a^\dagger_{\eta_s 0} \left( \frac{1}{2} \right) \right\}^\omega (LS) \Gamma M_T \ |0\rangle,$$

$$= \frac{1}{\sqrt{1 + \delta_{\eta_r, \eta_s}}} \sum_{j_r j_s} \Pi_{j_r j_s} \langle LS (\eta_r, 0) | j_r, \eta_r 0 \rangle \langle L S (\eta_s, 0) | j_s, \eta_s 0 \rangle \omega \kappa L \rangle \times \left\{ \begin{array}{cc} l_r & l_s & L \\ j_r & j_s & J \end{array} \right\} \left\{ a^\dagger_{\eta_r 0} \left( \frac{1}{2} \right) a^\dagger_{\eta_s 0} \left( \frac{1}{2} \right) \right\}^{\Gamma M_T} |0\rangle,$$

where we use conventional labels $r(s) = \{ \eta(\frac{1}{2}) j = \frac{1}{2} \}$ and $\Gamma = JT$, with $\eta = 0, 1, 2, \ldots$ is the oscillator shell number and $\Pi_j = \sqrt{2j + 1}$, and with $a^\dagger_{(\eta \frac{1}{2})}$ being the creation operator that creates a particle of spin $\frac{1}{2}$ and in a HO major shell $\eta$. We use SU(3) quantum num-
bers, $\omega \equiv (\lambda \mu) = (\eta, 0) \times (\eta, 0)$, $\tilde{\omega} \equiv (\mu \lambda)$, and $\kappa$ the multiplicity of total orbital momentum $L$ for a given $\omega$; $S$ is the total intrinsic spin, and $\langle \cdot | \cdot \rangle$ are reduced SU(3) Clebsch-Gordan coefficients.

**B. SU(3) interaction tensors**

Two-body isoscalar (charge-independent) interactions are typically given in a representation of a $JT$-coupled HO basis, $|rs\Gamma M_f\rangle$, that is, $V_{rs\mu} = \langle rs\Gamma M_f | 0 | tu\Gamma M_f = 0 \rangle$. This takes advantage of the fact that this interaction transforms as a scalar under rotations in coordinate and isospin space, that is, it is an $SO(3) \times SU(2)_{T}$ tensor of rank zero. Analogously, the interaction can be represented in an SU(3)$\times$SU(2)$_{S} \times$SU(2)$_{T}$-coupled HO basis $|\eta, \rho, \omega, \kappa (LS) \Gamma M_f \rangle$. The corresponding interaction matrix elements are similarly given as $V_{\chi, \omega, \kappa (LS) \Gamma M_f} \equiv \langle (\chi, \omega, \kappa (LS) \Gamma M_f) | V | (\chi, \omega, \kappa (LS) \Gamma M_f) \rangle$, with $\chi \equiv \{\eta, \rho, \omega\}$ and with symmetry properties $V_{(\chi, \omega, \kappa (LS) \Gamma M_f)} = V_{(\chi, \omega, \kappa (LS) \Gamma M_f)}^\dagger$. Using that the interaction can be represented as a sum of SU(3)$\times$SU(2)$_{S}$ tensors, $V = \sum_{\rho, \omega, \kappa} V_{\rho, \omega, \kappa}$, the matrix elements can be further reduced with respect to SU(3) and the spin-isospin space (for $T = 0$), $V_{(\chi, \omega, \kappa) S, T} \equiv \langle (\chi S) f ; T | V | (\omega S) \rangle \langle (\omega S) | (\chi S) f ; T \rangle_{\rho_0}$ (see Appendix).

The following conjugation relations hold for the SU(3)$\times$SU(2)$_{S}$ tensors,

$$V_{\rho, \omega, \kappa S, T_{\rho_0}} = (-)^{S_{f} - S_{f} + S_{0}} (-)^{\omega_{f} - \omega_{i}} \sqrt{\text{dim} \omega_{j}} V_{\rho, \omega, \kappa S, T_{\rho_0}}^\dagger,$$

$$V_{\rho, \omega, \kappa S, T} = (-)^{S_{0}} V_{\rho, \omega, \kappa S, T_{\rho_0}},$$

where

$$\text{dim} \omega = \frac{1}{2} (\lambda + 1)(\mu + 1)(\lambda + \mu + 2).$$

To simplify the equations in the paper, we introduce a symmetrized tensor,

$$v_{\rho, \omega, \kappa S, T_{\rho_0}} = (-)^{\omega_{i} - S_{f} - T} \sqrt{\text{dim} \omega_{j}} V_{\rho, \omega, \kappa S, T_{\rho_0}}^\dagger,$$

with a conjugation relation,

$$v_{\rho, \omega, \kappa S, T} = (-)^{S_{0}} v_{\rho, \omega, \kappa S, T_{\rho_0}}.$$

We note that, in the case when $\chi_{i} = \chi_{f}$, $\omega_{i} = \omega_{f}$, and $S_{i} = S_{f}$, we will use the notation $v_{\chi, \omega, \kappa S, T_{\rho_0}}$.

**C. Strength of SU(3) interaction tensors**

The significance of the various SU(3) tensors can be estimated by their Hilbert-Schmidt norm, which is analogous to the norm of a matrix $A$ defined as $||A|| = \sqrt{\sum_{ij} A_{ij} A_{ij}}$. In particular, the strength of a Hamiltonian $H$ can be estimated by the norm $\sigma_{H}$ constructed as

$$\sigma_{H}^{2} = \langle (H - \langle H \rangle)^{\dagger} (H - \langle H \rangle) \rangle = \langle H^{2} \rangle - \langle H \rangle^{2},$$

where $\langle \ldots \rangle \equiv \frac{1}{N} \text{Tr}(\ldots)$ specifies the trace of the Hamiltonian matrix divided by the $N$ number of diagonal matrix elements. In the present study, $H$ is a two-body Hamiltonian, and $N$ enumerates all possible two-particle configurations.

For given $T_{f} = T_{i} = T$ and a $|\chi_{\omega \kappa (LS) \Gamma M_f} \rangle$ basis with $\chi \equiv \{\eta, \rho, \omega\}$, $\eta \leq \eta_{f}$, the norm $\sigma_{\omega, \kappa S, T}$ of each SU(3)-symmetric tensor is determined using Eq. (6):

$$\sigma_{\omega, \kappa S, T}^{2} = \frac{1}{N} \sum_{\chi, \omega S} \frac{1}{\Pi_{f} T_{f} \rho_{0}} \frac{1}{\text{dim} \omega_{j}} |v_{\rho, \omega, \kappa S, T_{\rho_0}}|^{2},$$

where the number of two-particle basis states $N_{\chi}$ and the average monopole part $V_{\omega, \kappa S, T} = \langle \omega, \kappa S, T \rangle_{\rho_0} = 0 | M_{f_{0}} = 0 \rangle$ are given, respectively, as

$$N_{\chi} = \sum_{\chi, \omega S} 1 = \sum_{\chi, \omega S} \Pi_{S}^{2} \text{dim} \omega,$$

$$V_{\omega, \kappa S, T} = \frac{1}{N} \sum_{\chi, \omega S} \frac{1}{\Pi_{S} T_{f} \rho_{0}} \frac{1}{\text{dim} \omega(\omega, \kappa S, T_{\rho_0})} \langle \omega, \kappa S, T \rangle_{\rho_0} \langle \omega, \kappa S, T \rangle_{\rho_0}.$$
FIG. 3: Same as Fig. 2 but for the rms radius (in fm) of the $^{12}$C ground state (experimental value from Ref. 37) and the B(E2: $2^+ \rightarrow 0^+$) value (in $e^2$fm$^4$) (experimental value from [30]) as a function of the fraction of the terms kept in the interaction. SA-NCSM calculations use various selections for the JISP16 interaction for $\hbar \Omega = 15$ MeV and different $N_{\text{max}}$ model spaces.

For a given isospin $T$, the strength of the entire Hamiltonian $H_T$ is determined by the strengths of its components, $\sigma^2_{H_T} = \sum_{\omega_0,\kappa_0,S_0} \sigma^2_{\omega_0,\kappa_0,S_0:T}$. We can then define a relative strength for each SU(3)-symmetric component $(\omega_0\kappa_0 S_0)$ as

$$g^2_{\omega_0,\kappa_0 S_0:T} = \frac{\sigma^2_{\omega_0,\kappa_0 S_0:T}}{\sigma^2_{H_T}} = \frac{\sum_{\omega_0,\kappa_0,S_0} \sigma^2_{\omega_0,\kappa_0,S_0:T}}{\sum_{\omega_0,\kappa_0,S_0} \sigma^2_{\omega_0,\kappa_0,S_0:T}}. \tag{10}$$

Using Eq. (13), we can decompose any two-body interaction into SU(3)-symmetric components. The contribution of each of the components within the interaction is given by its relative strength (10) (see Fig. 1 for the realistic JISP16 and N3LO interactions). As can be seen from these results, only a small number of SU(3) tensors dominate the interaction, with the vast majority of the components having less than 1% of the total strength. Similar behavior is observed for other interactions. It should be noted that in the $JT$-coupled basis, no such dominance of interaction matrix elements is apparent. This exercise demonstrates a long-standing principle that holds across all of physics; namely, one should work within a framework that is as closely aligned with the dynamics as possible.

III. RESULTS AND DISCUSSIONS

A. Observables in $^{12}$C

The decomposition of the interaction in the SU(3) basis allows us to choose sets of major components to construct new selected interactions. These interactions can be used for calculations of various nuclear properties that can then be compared to the results from the initial interaction. In this way, we can examine how sensitive specific nuclear properties are to the interaction components.

Several selected interactions were constructed for this study. The selection is done by ordering the interaction tensors from the highest relative strength to the lowest and then including the largest ones to add up to 60 - 90% of the initial total strength. Depending on the $N_{\text{max}}$ of the interaction the number of selected SU(3) tensors differs. For example, JISP16 interaction in $N_{\text{max}} = 10, \hbar \Omega = 15$ MeV has overall 169 unique $(\lambda_0\mu_0)\kappa_0$ tensors, out of which 51 largest ones account for about 80% of the total strength. After selection the total strengths are not rescaled to the initial interaction. Throughout this work we will refer to selected interactions in terms of the fraction of interaction tensors kept, that is the number of SU(3)-symmetric components in the selected interaction relative to the number of all such components in the initial interaction for a given $N_{\text{max}}$ and $\hbar \Omega$.

Analysis of the results shows that low-lying excitation energies of $^{12}$C are not sensitive to the number of selected SU(3) tensors, given that the most dominant ones are included in the interaction (Fig. 2). With only half of the interaction tensors the excitation energies essentially do not differ from the corresponding results that use the full interaction, and even with less than 30% of the interaction components the deviation for most of the values is insignificant. The comparatively large deviation in $4^+$ energy for $N_{\text{max}} = 6$ that happens when about 20% of the SU(3) components are used is likely due to the small model space. This issue disappears in higher $N_{\text{max}}$ values, and even $N_{\text{max}} = 6$ results for the $2^+$ state compare remarkably well to the initial interaction for all selections.

The selected interactions yield very close results to the initial one for other observables as well. For example, the $^{12}$C rms radius of the ground state and the B(E2: $2^+ \rightarrow 0^+$) have very low dependence on the selection (Fig. 3), with variations nearly inconsequential compared to the deviations from the experiment (the under-prediction of these observables for the JISP16 interac-
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In addition, vital information about the nuclear structure can be found through analysis of the $(\lambda\mu)S$ configurations that comprise the SA-NCSM wavefunction. This uncovers the physically relevant features that arise from the complex nuclear dynamics as shown in Ref. 21. In other words, the wavefunctions contain a manageable number of major SU(3) components that account for most of the underlying physics. Indeed, we find that calculations with various selected interactions largely preserve the major components of the wavefunction (Fig. 4). For the ground state of $^{12}$C calculated in the $N_{\text{max}} = 12$ model space the probability amplitude for each set of the quantum numbers $(\lambda\mu)S$ almost does not change when a little less than half (46%) of the JISP16 interaction tensors are used for the calculations. Even with about quarter (26%) of the tensors, the SU(3) structure remains the same with only a slight difference in the amplitudes.

As mentioned above, the dependence on the HO parameter $\hbar\Omega$ disappears at the $N_{\text{max}} \to \infty$ limit, however, even for comparatively small $N_{\text{max}}$ model spaces, there is often a range of $\hbar\Omega$ values, which achieves convergence for selected observables, while typically larger

![FIG. 4: Probability amplitudes for the $(\lambda\mu)S$ configurations that make up the $^{12}$C ground state ($0^+_1$), calculated in $N_{\text{max}} = 12$ model space using JISP16 interaction for $\hbar\Omega = 15$ MeV (labeled by “All”) and two selected interactions (labeled by the fraction of the interaction components kept, 46% and 26%). Only states with probability amplitudes $> 0.003$ are shown.](image)

![FIG. 5: $^{12}$C ground state rms radius from SA-NCSM calculations with $N_{\text{max}} = 6$ model space vs. $\hbar\Omega$, using the full (“All”) and selected (labeled by the percentage of the tensors kept) JISP16 interaction.](image)

![FIG. 6: Excitation energies of the first $2^+$ and $4^+$ states for $^{12}$C from SA-NCSM calculations with $N_{\text{max}} = 6$ and $N_{\text{max}} = 8$ model spaces using full JISP16 interaction (“All”) and its selected counterpart (with 37% of the tensors kept), with $\hbar\Omega = 15, 20$ and 25 MeV, and compared to experiment.](image)
Similarly, the excitation energies for \( \hbar \Omega = 15 \) MeV calculations are much less sensitive to the interaction selection (Fig. 6), whereas the deviation in the results between the initial and selected interactions increases for higher \( \hbar \Omega \). However, this difference gets smaller with increasing model space. To summarize, the selection of the interactions affects the calculations with optimal \( \hbar \Omega \) values the least.

It is interesting to examine how the selection of NN interactions affects the nucleon-nucleon physics. As a simple illustration, we study the Hamiltonian for the proton-neutron system and its corresponding eigenvalues. In addition to \( T = 0 \) states, we consider \( T = 1 \) states, which can also inform the proton-proton and neutron-neutron systems. To do this, we look for deviations in the corresponding eigenvalues as compared to those computed with the full interaction. We note that these comparisons use bound single-particle basis states, so results will not apply to the proton-neutron scattering states, however, using the same many-body method, any deviations will inform about the interaction selection. In particular, we observe that only about quarter of the SU(3)-symmetric interaction components (the most dominant ones) can reproduce, with high accuracy, the energies that use the full interaction for most of the low-lying states of the proton-neutron system (Fig. 7). To estimate the difference in energies, we calculate the root mean square error (RMSE), \( \text{RMSE} = \sqrt{\frac{1}{N_s} \sum_i N_a (E_i^{\text{all}} - E_i^{\text{sel}})^2} \) where \( E_i^{\text{all}} \) and \( E_i^{\text{sel}} \) are the eigenenergies calculated with the initial and selected interactions, respectively, the summation is over all positive- or negative-parity states and \( N_a \) is the total number of states. For negative-parity 0 \( \leq J \leq 5 \) states up through energy with 30 MeV, we find RMSE to be about 0.9 - 1.2 MeV depending on \( \hbar \Omega \), whereas for positive-parity states, it is between 0.5 and 0.9 MeV. Similar RMSE values are seen even for the higher lying spectrum up to 50 MeV. As it can be seen from Fig. 7, the main deviations come from the second and third \( 1^+ \) and \( 3^+ \) states indicating that certain states are more sensitive to the selection than others.

B. Dominant features in realistic interactions

There are various techniques of renormalization such as OLS and SRG that are employed to “soften” the realistic interactions, which in turn can be used in comparatively smaller model space. Comparing the SU(3) decompositions of initial interactions to their renormalized (effective) counterparts shows that the same major SU(3) tensors remain dominant after renormalization (Fig. 1). In the case of JISP16 the tensors with the largest relative strengths practically do not change. The renormalization has a larger impact on the N3LO interaction where the spread over various tensors is larger. Here, only a few SU(3)-symmetric components change significantly while the others change slightly. It should be noted that the two effective counterparts of the interactions resemble each other (Fig. 1). A similar behavior is observed for, e.g., the AV18 and CD-Bonn interactions [21].

Examining the largest contributing tensors of realistic interactions we can link them to the monopole operator (the HO potential), \( Q \cdot Q \), pairing, spin-orbit and tensor forces. The key idea is that the position and momentum operators, \( \vec{r} \) and \( \vec{p} \), respectively, have an SU(3) rank \( (1,0) \), and conjugate \( (0,1) \) (to preserve hermicity), with SU(2) rank zero \( (S_0 = 0, \text{that is, the operator does not change spin}) \). Hence, the HO potential operator \( \sim r^2 = \vec{r} \cdot \vec{r} \) has orbital momentum \( L_0 = 0 \) and spin \( S_0 = 0 \), and SU(3) rank \( (20) \) \( (00) \) (and conjugates), whereas the quadrupole operator \( Q \), given by the tensor product of \( \vec{r} \), has \( L_0 = 2 \) and \( S_0 = 0 \), and \( (20) \) and \( (11) \) (and conjugates) [19]; similarly for the tensor force, but with \( L_0 = 2 \) and \( S_0 = 2 \). The \( Q \cdot Q \) operator, which describes the interaction of each nucleon with the quadrupole moment of the nucleus, will then have \( L_0 = 0 \) and spin \( S_0 = 0 \), along with \( (40), (20), (22) \) and \( (00) \) (and conjugates). The spin-orbit operator has \( L_0 = 1 \) and \( S_0 = 1 \), with an SU(3) rank of \( (11) \). Indeed, the scalar \( (00) \) \( S_0 = 0 \) dominates for a variety of realistic interactions, and especially in their effective counterparts (see Fig. 1); it is typically followed by \( (20), (40) \) and \( (22) \), \( S_0 = 0 \) and their conjugates. These SU(3) modes are the ones that appear in the \( Q \cdot Q \) interaction, while \( (\lambda \lambda) \) configurations dominate the pairing interactions within a shell [40]. The dominant \( (20) \) and \( (11) S_0 = 2 \) modes, and conjugates, can be linked to the tensor force. Finally, the \( (11) S_0 = 1 \) can be linked to the spin-orbit force. These features, we find, repeat for various realistic interactions and, more notably, the similarity is found to be further enhanced for their renormalized counterparts. Given the link between the phenomenon-tailored interactions and major terms in realistic interactions, it is then not surprising that both \textit{ab initio} approaches and ear-
lier schematic models can successfully describe dominant features in nuclei.

IV. CONCLUSIONS

Realistic NN interactions expressed in SU(3) basis show a clear dominance of only a small fraction of terms. We performed ab initio calculations of several observables in $^{12}$C using interactions that were selected down to the most significant terms and compared them to the calculations with the initial interactions. We found that for the small $h\Omega$ values even the interactions with less than half of the terms produce almost the same results as the initial interaction for the low-lying spectrum, B(E2) values and rms radii of $^{12}$C. The selection appears to affect more the calculations that use interactions with higher $h\Omega$ values in small model spaces, however the deviations between the initial and selected interaction results decrease as the model space becomes larger. In addition, the eigenvalues of the proton-neutron system for all of the positive and negative parity states below 30 MeV change only slightly with as few as the quarter of the initial interaction terms.

By analyzing the most dominant terms of various realistic interactions, we found that they can be linked to initial interaction terms. We performed ab initio calculations of several observables in $^{12}$C using interactions that were selected down to the most significant terms and compared them to the calculations with the initial interactions. We found that for the small $h\Omega$ values even the interactions with less than half of the terms produce almost the same results as the initial interaction for the low-lying spectrum, B(E2) values and rms radii of $^{12}$C. The selection appears to affect more the calculations that use interactions with higher $h\Omega$ values in small model spaces, however the deviations between the initial and selected interaction results decrease as the model space becomes larger. In addition, the eigenvalues of the proton-neutron system for all of the positive and negative parity states below 30 MeV change only slightly with as few as the quarter of the initial interaction terms.

By analyzing the most dominant terms of various realistic interactions, we found that they can be linked to well known nuclear forces. In particular, inspection of these terms allowed us to link them to the widely used HO potential, $Q\cdot Q$, pairing, spin-orbit and tensor forces. Moreover, we saw that after renormalization the NN interactions, regardless of their type, have mainly the same dominant terms with similar strengths, indicating that the renormalization techniques strengthen the same dominant terms in all interactions.
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APPENDIX

In standard second quantized form, a one- and two-body interaction Hamiltonian is given in terms of fermion creation $a_j^1$ and annihilation $\tilde{a}_j^{-1}$ tensors, which create or annihilate a particle of type $\sigma = \pm 1/2$ (proton/neutron) in the HO basis.

In Eq. (11), $V_{rstu}^T$ is the two-body antisymmetric matrix element in the JT-coupled scheme $V_{rstu}^T = (-1)^{t+s}V_{rstu}^T = (-1)^{t+u}V_{rstu}^T = (-1)^{r+s-t-u}V_{rstu}^T = V_{rstu}^{1T}$. For an isospin nonconserving two-body interaction of isospin rank $T$, the coupling of fermion operators is as follows, $\{a_r^T \otimes a_u^T\}^{0T} = \{a_r \otimes a_u\}^{JT}$, with $V_{rstu}^{JT}$ matrix elements.

$$V = \frac{1}{3} \sum_{rstu} \sqrt{(1 + \delta_{rs})(1 + \delta_{tu})} \Pi_T V_{rstu} \{a_r^T \otimes a_u^T\} \{\tilde{a}_r \otimes \tilde{a}_u\} \{\Gamma_0 M_{\Gamma u}\}$$

$$= \sum_{(\chi \omega \rho \sigma)^f_i} \frac{(-1)^{\omega_i - \omega_f + \omega_i} \omega_i}{(1 + \delta_{\rho \sigma})} \Pi_{\rho \sigma} \sum_{\rho_0} \Phi_{\rho_0 \rho_0} (\omega_i \omega_f \omega_i) \{\{a_{\rho \sigma}^f \otimes a_{\rho_0}^f\} \omega_i S_i T \otimes \{\tilde{a}_{\rho \sigma} \otimes \tilde{a}_{\rho_0}\} \omega_i S_i T \} \rho_0 \omega_i \omega_0 (L_0 = S_0 S_0) \Gamma_0 = 0 \} M_{\Gamma u} = 0_i \} \times$$

where $\dim \omega$ is defined in Eq. (3) and the phase matrix $\Phi_{\rho_0 \rho_0} (\omega_0 \omega_1 \omega_2)$ accommodates the interchange between the coupling of $\omega_0$ and $\omega_i$ to $\omega_f$, so for SU(3) Clebsch-Gordon coefficients we have [41]

$$\langle \omega_0 \kappa_0 L_0 M_0; \omega_i \kappa_i L_i M_i; \omega_f \kappa_f L_f M_f \rangle_{\rho_0} = \sum_{\rho_0} \Phi_{\rho_0 \rho_0} (\omega_0 \omega_i \omega_f) \langle \omega_i \kappa_i L_i M_i; \omega_0 \kappa_0 L_0 M_0; \omega_f \kappa_f L_f M_f \rangle_{\rho_0}. \quad (12)$$

For the special case when $\rho = 1$, that is, where the SU(3) coupling $\{\omega_i \otimes \omega_0\} \rightarrow \omega_f$ is unique,
the phase matrix reduces to a simple phase factor $(-1)^{(\lambda_0+\mu_0)+ (\lambda_i+\mu_i)- (\lambda_f+\mu_f)}$. Finally, the interaction reduced matrix elements in a SU(3)$\times$SU(2)$_S \times$SU(2)$_T$-coupled HO basis are given as,

$$V_{\chi_{\omega LS}f_J}^{\mu_0\lambda_0\lambda_f}= (-)^{S_f+S_0} \Pi _{S_0} \frac{\dim \omega_0}{\dim \omega_f} \sum_{J_f (J_L)_f} \frac{\dim \omega_f}{\dim \omega_J} \frac{(-)^{L_f+J_f}}{(-)^{L_f+J_f}} \emptyset \{ L_f \} \frac{\dim \omega_f}{\dim \omega_J} \frac{(-)^{L_f+J_f}}{(-)^{L_f+J_f}} \emptyset \{ L_f \} \frac{\dim \omega_f}{\dim \omega_J} \frac{(-)^{L_f+J_f}}{(-)^{L_f+J_f}} \emptyset \{ L_f \} \frac{\dim \omega_f}{\dim \omega_J} \frac{(-)^{L_f+J_f}}{(-)^{L_f+J_f}} \emptyset \{ L_f \}

$$

where $V_{\chi_{\omega LS}f_J}^{\mu_0\lambda_0\lambda_f}$ is a two-body interaction in a SU(3)-$JT$-coupled scheme, as mentioned above $\langle \cdot ; \| \rangle$ are reduced SU(3) Clebsch-Gordan coefficients, and we use SU(2) Wigner 6-j and 9-j symbols.
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