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Abstract

Restarting is a technique frequently employed in randomized algorithms. After some number of computation steps, the state of the algorithm is reinitialized with a new, independent random seed. Luby et al. (Inf. Process. Lett. 47(4), 173–180, 1993) introduced a universal restart strategy. They showed that their strategy is an optimal universal strategy in the worst case. However, the optimality result has only been shown for discrete processes. In this work, it is shown that their result does not translate into a continuous setting. Furthermore, we show that there are no (asymptotically) optimal strategies in a continuous setting. Nevertheless, we obtain an optimal universal strategy on a restricted class of continuous probability distributions. Furthermore, as a side result, we show that the expected value under restarts for the lognormal distribution tends towards 0. Finally, the results are illustrated using simulations.
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1 Introduction

Numerous algorithms use restarts to boost their performance: If the algorithm fails to find a solution, the algorithm’s state is reset to its initial state. Restarts are usually governed by a discrete quantity. For example, stochastic local search algorithms restart if the number of local search steps exceeds a certain threshold and backtracking algorithms commence a restart after a certain number of backtracking steps. In settings such as these, the results by Luby et al. [12] can be applied. They studied the case of Las Vegas algorithms, where restarts can be triggered at discrete time steps. They proved that restarts potentially help to improve the expected runtime of this type of algorithms. In their work, they introduced two of the most important restart strategies: The fixed-cutoff strategy and Luby’s (universal) strategy. They
showed that the fixed-cutoff strategy is optimal w.r.t. the expected runtime for some parameter $t^*$. However, in practice, $t^*$ is rarely known and hard to determine. Luby’s strategy solves this problem: In expectation, it is only worse by a logarithmic factor as compared to the optimal fixed-cutoff strategy. Gomes et al. [6] use randomization and restarts to increase the performance of SAT and CSP-solvers by several orders of magnitude. Nowadays, virtually every state-of-the-art SAT solver utilizes restarts [1]. In an empirical study, Huang [7] found that Luby’s strategy is the best performing strategy in practice. Luby’s strategy is also beneficial in other contexts, such as (1 + 1) evolutionary algorithms [5].

Albeit both the fixed-cutoff strategy and Luby’s strategy have only been introduced for discrete quantities, the restart paradigm can also be applied to continuous quantities to minimize the expected value of this quantity. Eliazar et al. [2] examined enzymes searching for a target in a DNA strand. One of the search strategies of the enzyme is arbitrarily relocating after some time. This relocation corresponds to a restart in the algorithmic setting. Evans and Majumdar [3] analyzed general diffusion processes and found that random resets can be beneficial in expectation. Both works study the effect of restarts on the expected value of a continuous quantity: time. Generally, restarts can help to minimize continuous resources such as money, amount of fuel, traveled distances, emitted greenhouse gases, and so forth. In such scenarios, it seems natural to use established strategies from algorithmics such as the fixed-cutoff and Luby’s strategy. However, this raises the question of whether these are also good strategies in a continuous setting since their performance guarantees have only been shown for the discrete case.

Since (most) computers are discrete systems working with finite precision, it may seem unreasonable to consider real-valued restart times for computational purposes. Nevertheless, the results presented here are statements about all universal strategies, including those that can be represented by a digital computer. Therefore, when facing a situation involving a computer controlling a real-time system, e.g., transmission times in a network, the optimal restart time may be an irrational value. This kind of scenario is relevant, e.g., for distributed computations.

Our contribution Luby et al. [12] prove the optimality of Luby’s strategy by upper and lower bounds in their work. In this work, we show that the upper bounds do not apply in a continuous setting. Furthermore, we show that there is no reasonable upper bound for either Luby’s strategy or any other universal strategy. These results show that in a continuous framework, optimal strategies cannot exist.

However, we determine classes of distributions for which optimal universal strategies exist. These classes are defined by the optimal restart times $t^*$ of the fixed-cutoff strategy. We prove that if $t^*$ is not too close to zero, then there are optimal strategies defined on these classes. Furthermore, we improve the known bounds of Luby’s strategy and, therefore, implicitly show that it is an optimal strategy on those classes.

Finally, the quality of Luby’s strategy is checked by means of simulations. We use Lévy-Smirnov, generalized Pareto, and lognormal distributions. As a spin-off result, we also show that the expected value under restarts of the lognormal distribution approaches zero under certain circumstances.
2 Preliminaries

Let $X$ be a positive, continuous random variable. In the following, $F_X$ denotes the cumulative distribution function, the survival function $1 - F_X(x)$ is denoted by $S_X(x)$, and $f_X$ denotes the density function of $X$. If it is evident within the context, then the subscripts are omitted.

2.1 Fundamental Restart Strategies

In this section, we formally define the concept of restarts and universal strategies.

**Definition 1** [12] Let $A$ be a randomized algorithm, and $x$ be its input. Let $L = (t_1, t_2, \ldots)$ be an arbitrary sequence of numbers with $t_i \in R_+ \cup \{\infty\}$ and consider the following modified algorithm $A_L$: Let $A(x)$ run for $t_i$ time-units in the $i$-th try. If a solution is found, return it and quit; otherwise, reset $A(x)$ and proceed with the $(i + 1)$-st try with new and independent random choices. Then, $L$ is called a restart strategy. Let $X$ be a random variable that describes the runtime behavior of $A$. In the following, $X_L$ describes the runtime behavior of $A_L$. If $L$ is not dependent on the algorithm $A$ and its input $x$, then $L$ is called a universal strategy.

Luby et al. [12] introduced two essential restart strategies. The first one is called the fixed-cutoff strategy. The fixed-cutoff strategy consists of always restarting after some time $t$ has passed.

**Definition 2** [12] Let $X$ be a random variable which is defined on $R_+$ and let $L = (t_1, t_2, \ldots)$ be a restart strategy with $t_i = t_1$ for all $i \in N$. Then, $L$ is called a fixed-cutoff strategy. Note that $t_1$ uniquely determines a fixed-cutoff strategy. We often write $X_{t_1}$ to denote a random variable which describes the runtime with fixed-cutoff restarts using $L$.

Luby et al. [12] showed that the fixed-cutoff strategy is optimal w.r.t. the expected runtime for some restart time. In other words, there are no other restart strategies performing better on average. Their claim is originally for discrete runtime distributions. For continuous distributions, it was first conjectured [14] that the fixed-cutoff strategy (also called sharp restarts) is optimal; later, this was proven by Pal and Reuveni [15].

**Theorem 1** [12, 15] Let $X$ be any random variable. Then there is a $t^* \in R_+$ such that the fixed-cutoff strategy $(t^*, t^*, \ldots)$ is an optimal strategy w.r.t. the expected value under restarts. Furthermore, the expected value $E[X_t]$ of $X$ with fixed-cutoff restarts at $t \in R_+$ is given by:

$$E[X_t] = 1 - \frac{F(t)}{F(t)} t + E[X | X < t].$$

(1)

In the following, $\alpha^*_X = \inf_{t < \infty} E[X_t]$ denotes the expected runtime using the optimal fixed-cutoff strategy. It is worth noting that there are certain universal
principles regarding $\alpha_X^*$ applying for all distributions $X$. An example is that $\alpha_X^* = (1 - F_X(t^*)) / f_X(t^*)$ holds, where $t^*$ is the optimal restart time [14, 16].

While the fixed-cutoff strategy is theoretically intriguing, it suffers from a significant drawback: Finding the optimal restart time $t^*$ is a non-trivial task. In fact, nearly the complete runtime behavior has to be known a priori to find $t^*$. Moreover, even if the distribution is known, exactly determining $t^*$ exactly is NP-hard [10]. In case the cumulative distribution function is known, there is an appropriate approximation algorithm [11]. However, the distribution is usually dependent on the problem instance, and the runtime behavior is therefore unknown. Thus, the fixed-cutoff strategy usually is not used in practice. Luby et al. [12] introduced a second strategy, referred to as Luby’s strategy. This strategy does not use any knowledge of the distribution.

**Definition 3** [12] Let $L = (t_1, t_2, \ldots)$ be a universal restart strategy. If $t_i$ is of the form

$$t_i = \begin{cases} 2^{k-1} & \text{if } i = 2^k - 1 \\ t_{i-2^{k-1}+1} & \text{if } 2^{k-1} \leq i < 2^k - 1 \end{cases}$$

then $L$ is called **Luby’s strategy**.

We denote the expected value of a random variable $X$ using Luby’s strategy by $E[X_{\text{Luby}}]$. Luby et al. showed that the expected runtime of Luby’s strategy can be bounded w.r.t. the best fixed-cutoff strategy.

**Theorem 2** [12] For all discrete distributions $X$ which are defined on $\mathbb{N}$

$$E[X_{\text{Luby}}] \leq 192 \alpha^* (5 + \log_2 \alpha^*)$$

holds.

In their paper, Luby et al. introduced Luby’s strategy for discrete runtime distributions. They also showed that their strategy is asymptotically optimal in the worst case. This universal strategy is also highly relevant in practice [7].

### 2.2 Properties of the Weibull Distribution

Throughout this work, we often use the Weibull distribution in proofs. Here, we define this distribution and show some of its properties.

**Definition 4** [13] Let $X$ be a positive real-valued random variable. The random variable $X$ is **Weibull distributed** if and only if its cumulative distribution function $F_X$ is given by

$$F_X(x) = 1 - e^{-\left(\frac{x}{\lambda}\right)^k},$$

where $\lambda \in \mathbb{R}_+$ is called scale, and $k \in \mathbb{R}_+$ is called shape.

It is known that for some Weibull distributions, the expected value with restarts approaches zero.
Lemma 1 [9] Let $X$ be a Weibull distribution with shape $k < 1$ and arbitrary scale $\lambda \in \mathbb{R}_+$. Then,

$$\lim_{t \to 0} E[X_t] = 0 \quad (5)$$

holds. Here, $E[X_t]$ is the expected value with fixed-cutoff restarts after $t$ time units.

Furthermore, we show that the expected values with restarts are strictly monotone for Weibull distributions.

Lemma 2 Let $X$ be a Weibull distributed random variable with arbitrary scale $\lambda > 0$. Then, the expected value $E[X_t]$ with restarts at $t$ is strictly monotonically increasing for $t > 0$ if and only if the shape parameter $k$ is less than one. If the shape parameter $k$ is greater than one, then $E[X_t]$ is strictly monotonically decreasing.

Proof The expected value $E[X_t]$ with restarts after $t$ time units is implicitly given in [9].

$$E[X_t] = \frac{1}{1 - \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right)} \left( t \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right) + \frac{1}{\lambda^k} \gamma\left(1 + \frac{1}{k}, \left(\frac{\lambda t}{k}\right)^k\right) \right). \quad (6)$$

where $\gamma(s, x) = \int_0^x t^{s-1}e^{-t}dt$ is the lower incomplete gamma function. To determine the derivative of $E[X_t]$, the derivative of the lower incomplete gamma function $\gamma\left(1 + \frac{1}{k}, \left(\frac{\lambda t}{k}\right)^k\right)$ is considered. Using the definition of $\gamma$ and the chain rule yields:

$$\frac{d}{dt} \gamma\left(1 + \frac{1}{k}, \left(\frac{\lambda t}{k}\right)^k\right) = k \cdot \lambda \cdot \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right) \cdot \left(\left(\frac{\lambda t}{k}\right)^k\right)^{\frac{1}{k}} \cdot \left(\frac{\lambda t}{k}\right)^{k-1} \quad (7)$$

$$= k \cdot \lambda \cdot \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right) \cdot \left(\frac{\lambda t}{k}\right)^k \quad (8)$$

We now calculate the derivative of $E[X_t]$ w.r.t. $t$ and denote it by $g(t)$. The derivative $g(t)$ is then given by:

$$\frac{\exp\left(-\left(\frac{\lambda t}{k}\right)^k\right)}{1 - \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right)} \left( 1 - \frac{\exp\left(-\left(\frac{\lambda t}{k}\right)^k\right) k \left(\frac{\lambda t}{k}\right)^k + k \left(\frac{\lambda t}{k}\right)^{k-1} \gamma\left(1 + \frac{1}{k}, \left(\frac{\lambda t}{k}\right)^k\right)}{1 - \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right)} \right).$$

We show that $g(t) > 0$ for all $t > 0$. This inequality can be transformed to:

$$\frac{1 - \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right)}{k} - \left(\frac{\lambda t}{k}\right)^k \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right) - \left(\frac{\lambda t}{k}\right)^{k-1} \gamma\left(1 + \frac{1}{k}, \left(\frac{\lambda t}{k}\right)^k\right) > 0. \quad (9)$$

First, this inequality is observed for the limit $t \to 0$. The limit of the term $-\left(\frac{\lambda t}{k}\right)^{k-1} \gamma\left(1 + \frac{1}{k}, \left(\frac{\lambda t}{k}\right)^k\right)$ has to be examined closely for $k < 1$. The limit of all other terms is clearly zero. Due to L’Hospital’s rule, we have:

$$\lim_{t \to 0} \frac{\gamma\left(1 + \frac{1}{k}, \left(\frac{\lambda t}{k}\right)^k\right)}{\left(\frac{\lambda t}{k}\right)^{1-k}} = \lim_{t \to 0} \frac{-\exp\left(-\left(\frac{\lambda t}{k}\right)^k\right) k \left(\frac{\lambda t}{k}\right)^{2k}}{1 - k} = 0.$$

Thus, the left side of inequality (9) approaches zero in the limit. We now show that the derivative of the left side of inequality (9) is positive for all $t > 0$. This inequality can be transformed to

$$\frac{1 - \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right)}{k \left(\frac{\lambda t}{k}\right)^{k-1}} - \exp\left(-\left(\frac{\lambda t}{k}\right)^k\right) \gamma\left(1 + \frac{1}{k}, \left(\frac{\lambda t}{k}\right)^k\right) > 0. \quad (10)$$
The derivative $h(t)$ of the left side of inequality (10) is given by:

$$h(t) = \frac{(1 - \exp(-\lambda t^k))(1 - k)\lambda}{k(\lambda t)^k}$$

It can be easily verified that for $t > 0$, $h(t)$ evaluates to:

$$h(t) = \begin{cases} 
> 0, & \text{for } k < 1, \\
= 0, & \text{for } k = 1, \\
< 0, & \text{for } k > 1.
\end{cases}$$

Thus, for $k < 1$ we have $h(t) > 0$ which implies $g(t) > 0$ for all $t$. This property means that $E[X_t]$ is strictly monotonically increasing. On the other hand, $k > 1$ implies that $E[X_t]$ is strictly monotonically decreasing.

3 Continuous Universal Strategies

Theorem 2 presents a useful performance guarantee for Luby’s strategy w.r.t. the optimal fixed-cutoff strategy. However, the bounds are obtained for discrete runtime distributions. This raises the question of whether the performance guarantee w.r.t. the optimal fixed-cutoff strategy also applies to continuous runtime distributions.

3.1 Nonexistence Results

Here, we prove that, generally, there are no optimal universal strategies in a continuous setting. First, we show a useful property of the fixed-cutoff strategy: The expected value of any strategy can be expressed as a convex combination of expected values of fixed-cutoff strategies.

**Lemma 3** Let $X$ be any random variable and let $L = (t_1, t_2, \ldots)$ be an arbitrary restart strategy. Let $E[X_{t_i}]$ denote the expected value of $X$ with the fixed-cutoff strategy with restart time $t_i$. Then, $E[X_L]$ can be expressed by

$$E[X_L] = \sum_{i=1}^{\infty} a_i E[X_{t_i}],$$

where $(a_1, a_2, \ldots)$ is a sequence with $a_i \in \mathbb{R}_+$ and $\sum_{i=1}^{\infty} a_i = 1$.

**Proof** Luby et al. [12] showed this property for discrete distributions. We prove the continuous case.

Let $L = (t_1, t_2, \ldots)$ be an arbitrary restart strategy. Define the cumulative restart times $T_i := \sum_{k=1}^{i} t_k$ and set $T_0 := 0$ by convention. Let $Y := X_L$ be a random variable describing the process of restarting $X$ with strategy $L$. The functions $f_Y$ and $F_Y$ denote the pdf and, respectively, the cumulative distribution function of $Y$. Furthermore, $S_Y(x)$ is used as abbreviation for $\Pr(Y > x) = 1 - F_Y(x)$. The function
$S_Y$ may be specified with respect to $F_X$. Consider the probability $S_Y(T_i + x)$ with $x < t_{i+1}$ and $i \in \mathbb{N}$. Only if the first $i$ runs failed and the first $x$ time units of the $(i+1)$-th run are not successful, $Y$ is greater than $T_i + x$. By definition, the runs are mutually independent. Therefore, the probability $S_Y(T_i + x)$ is:

$$S_Y(T_i + x) = (1 - F_X(x)) \prod_{k=1}^{i} (1 - F_X(t_k)).$$

(13)

The pdf $f_Y$ of $Y$ can easily be determined using the appropriate derivative:

$$f_Y(T_i + x) = f_X(x) \prod_{k=1}^{i} (1 - F_X(t_k)) = f_X(x)S_Y(T_i)$$

(14)

Next, the following auxiliary identity is shown:

$$\sum_{i=0}^{\infty} T_i S_Y(T_i) F_X(t_{i+1}) = \sum_{i=1}^{\infty} t_i S_Y(T_i).$$

(15)

The first term of the left sum can be omitted as its value is zero. Furthermore, it should be noted that $S_Y(T_i) F_X(t_{i+1})$ is the probability $\Pr(T_i < Y \leq T_{i+1})$. The result is then obtained using the following transformations.

$$\sum_{i=0}^{\infty} T_i S_Y(T_i) F_X(t_{i+1}) = \sum_{i=1}^{\infty} T_i S_Y(T_i) F_X(t_{i+1})$$

(16)

$$= \sum_{i=1}^{\infty} \sum_{k=1}^{i} t_k S_Y(T_i) F_X(t_{i+1}) = \sum_{k=1}^{\infty} t_k \sum_{i=k}^{\infty} S_Y(T_i) F_X(t_{i+1})$$

(17)

$$= \sum_{k=1}^{\infty} t_k \sum_{i=k}^{\infty} \Pr(T_i < Y \leq T_{i+1}) = \sum_{k=1}^{\infty} t_k S_Y(T_k)$$

(18)

We now proceed to determine the expected value $E[Y]$:

$$E[Y] = \int_{0}^{\infty} xf_Y(x) \, dx = \sum_{i=0}^{T_{i+1}} \int_{0}^{T_i} xf_Y(x) \, dx$$

(19)

$$= \sum_{i=0}^{\infty} \int_{0}^{T_i + x} (T_i + x)f_Y(T_i + x) \, dx$$

(20)

$$= \sum_{i=0}^{\infty} T_i S_Y(T_i) \int_{0}^{t_{i+1}} f_X(x) \, dx + S_Y(T_i) \int_{0}^{t_{i+1}} xf_X(x) \, dx$$

(21)

$$= \sum_{i=0}^{\infty} T_i S_Y(T_i) F_X(t_{i+1}) + S_Y(T_i) \int_{0}^{t_{i+1}} xf_X(x) \, dx.$$ 

(22)
The left part of (22) can be transformed with (15). We use Theorem 1 and the definition of the conditional expected value to simplify the right part:

\[ \int_0^{t_i} xf_X(x) \, dx = FX(t_i)E[X_{t_i}] - t_i (1 - FX(t_i)), \]

where \( E[X_{t_i}] \) is the expected value of \( X \) utilizing the fixed-cutoff strategy \((t_i, t_i, \ldots)\). Using this equation and additional transformations result in

\[ E[Y] = \sum_{i=1}^{\infty} t_i S_Y(T_i) + S_Y(T_{i-1}) \left( FX(t_i)E[X_{t_i}] - t_i (1 - FX(t_i)) \right) \]

\[ = \sum_{i=1}^{\infty} t_i S_Y(T_i) + S_Y(T_{i-1})FX(t_i)E[X_{t_i}] - t_i SY(T_i) \]

\[ = \sum_{i=1}^{\infty} SY(T_{i-1})FX(t_i)E[X_{t_i}] = \sum_{i=1}^{\infty} \Pr(T_{i-1} < Y \leq T_i)E[X_{t_i}] . \]

For obtaining (25), (13) is used. The expected value \( E[Y] \) can, therefore, be expressed as a combination of the expected values of fixed-cutoff strategies. Evidently \( \Pr(T_{i-1} < Y \leq T_i) \) is non-negative, and the sum \( \sum_{i=1}^{\infty} \Pr(T_{i-1} < Y \leq T_i) \) equals one.

We will now proceed and show that there is no universal strategy in a continuous setting that allows for any reasonable bound in contrast to the discrete case.

**Theorem 3** There is no universal strategy \( L = (t_1, t_2, \ldots) \) such that there is a function \( f : \mathbb{R}^+ \to \mathbb{R} \) with \( \lim_{x \to 0} f(x) < \infty \) and \( \exists x \in \mathbb{R}^+ : f(x) < \infty \) with

\[ E[X_L] \leq \alpha^* \cdot f(\alpha^*) \]

for all runtime distributions \( X \).

**Proof** We consider two cases: Either the restart times of the universal strategy are all equal to zero or there is at least one restart time \( t_j \) which is not equal to zero. First, consider the strategy \( L_1 = (t_1, t_2, \ldots) \) such that there is a \( j \in \mathbb{N} \) with \( t_j > 0 \). Define the cumulative restart times \( T_i := \sum_{k=1}^{i} t_k \) and set \( T_0 := 0 \) by convention. Let \( Z \) be a Weibull distribution with shape \( k < 1.0 \) and arbitrary scale \( \lambda \in \mathbb{R}^+ \). According to Lemma 3, \( \Pr(T_{j-1} < Z_{L_1} \leq T_j)E[Z_{t_j}] \) bounds the expectation of the universal strategy \( E[Z_{L_1}] \) from below.

Furthermore, the expected value \( E[Z_{t_j}] \) is greater than zero due to Lemma 1 and Lemma 2. In addition, \( \Pr(T_{j-1} < Z_{L_1} \leq T_j) \) is also strictly greater than zero. On the other hand, the minimal expected value \( \alpha^* \) is zero, as stated in Lemma 1. Let \( f : \mathbb{R}^+ \to \mathbb{R} \) be any function with \( \lim_{x \to 0} f(x) < \infty \). Due to this property, \( \alpha^* \cdot f(\alpha^*) = 0 \) must be valid. Hence, we conclude that

\[ E[X_{L_1}] \geq \Pr(T_{j-1} < Z_{L_1} \leq T_j) \cdot E[Z_{t_j}] > 0 = \alpha^* \cdot f(\alpha^*) \]

holds. Put differently, Inequality (27) is not valid.
In the second case, the universal strategy $L_2 = (0, 0, \ldots)$ is considered. However, it is easy to construct a distribution such that the expected value with restarts using $L_2$ diverges to infinity. To this end, we consider the limiting value of the expected value when the restart times approach 0. First, we use (1) for the expected value and modify slightly modify its terms. The following derivation is well-known, compare, for example, Wolter [16].

$$
\lim_{t \to 0} E[X_t] = \lim_{t \to 0} \frac{1 - F(t)}{F(t)} - t + E[X \mid X < t]
$$

(29)

$$
\lim_{t \to 0} \frac{t}{F(t)} - t + \frac{\int_0^t x \cdot f(x) \, dx}{F(t)} = \lim_{t \to 0} \frac{1}{f(t)}
$$

(30)

In (30), L’Hospital’s rule is used. We now define a new Weibull distributed random variable $U$ with shape $k > 1.0$. The scale parameter $\lambda$ is discussed later. As can be easily checked by derivation of (4), the pdf $f_U$ is given by

$$
f_U(x) = \frac{k}{\lambda} \left( \frac{x}{\lambda} \right)^{k-1} \exp \left[ - \left( \frac{x}{\lambda} \right)^k \right],
$$

(31)

for $x \geq 0$. And since $k > 1$, it follows that $f(0) = 0$ is valid. Then (30) states that the expected value $E[U_{L_2}]$ diverges towards infinity. On the other hand, restarts have a negative effect on the expected value of $U$, according to Wolter [16]. In this case, this indicates $\alpha^* = E[U]$. The expected value $E[U]$ is given by $\lambda \cdot \Gamma(1 + \frac{1}{k})$, where $\Gamma(x) = \int_0^\infty t^{x-1} e^{-t} \, dt$ is the gamma function [13].

By assumption there is a $x \in \mathbb{R}_+$ with $f(x) < \infty$. Therefore, choose $\lambda$ such that $\lambda \cdot \Gamma(1 + \frac{1}{k}) = x$ holds. Then the following observation is valid

$$
\alpha^* \cdot f(\alpha^*) = x \cdot f(x) < \infty.
$$

(32)

As discussed above, $E[U_{L_2}]$ approaches infinity; it follows that Inequality (27) does not hold in this case as well.

Theorem 3 can be applied to Luby’s strategy. This is because the logarithm approaches minus infinity as its argument approaches zero. This means that the bound in Theorem 2 does not hold in a continuous setting. Of course, this statement also applies to all other bounds, according to Theorem 3. Given that Luby’s strategy is of great importance in practice, we present this finding as a corollary.

**Corollary 1** There is no function $f : \mathbb{R}_+ \to \mathbb{R}$ with $\lim_{x \to 0} f(x) < \infty$ such that

$$
E[X_{\text{Luby}}] \leq \alpha^* \cdot f(\alpha^*)
$$

(33)

for all runtime distributions $X$.

**Proof** This statement immediately follows from Theorem 3.

Since computers are inherently discrete systems, not all real-valued restart times and, accordingly, not all restart strategies can be represented on a computer. Since computers are inherently discrete systems, not all real-valued restart times and, accordingly, not all restart strategies can be represented on a computer. Then, of
course, a bound of the form given in Theorem 3 is too strong for the strategies that can actually be represented. This, however, raises the question of whether a suitable bound can be found by introducing an error term depending on the machine precision. As shall be seen, the answer to this question is also negative.

To formalize this result, we use $\mathcal{R} \subset \mathbb{R}$ to denote a subset of the real numbers that are representable by a computer. For example, $\mathcal{R}$ could be floating-point numbers. However, we will not impose any further requirements on $\mathcal{R}$, so $\mathcal{R}$ can be defined arbitrarily. Instead, we use a constant $c_\mathcal{R} \in \mathbb{R}_+$, which is supposed to describe a precision error with respect to $\mathcal{R}$. We call a restart strategy $(t_1, t_2, \ldots)$ representable with respect to $\mathcal{R}$ if $t_i \in \mathcal{R}$ holds for all $i \in \mathbb{N}$.

**Corollary 2** Let $\mathcal{R} \subset \mathbb{R}$ be a set of representable numbers and let $c_{\mathcal{R}} \in \mathbb{R}_+$ be an associated constant. There is no universal strategy $L = (t_1, t_2, \ldots)$ representable with respect to $\mathcal{R}$ such that there is a function $f : \mathbb{R}_+ \to \mathbb{R}$ with $\lim_{x \to 0} f(x) < \infty$ and $\exists x \in \mathbb{R}_+ : f(x) < \infty$ with

$$E[X_L] \leq \alpha^* \cdot f(\alpha^*) + c_{\mathcal{R}}$$

(34)

for all runtime distributions $X$.

**Proof** Once more, we have to distinguish whether the restart strategy $L$ is constantly zero or not. In case $L$ is constantly zero, the corresponding arguments from the proof of Theorem 3 can be applied. We, therefore, focus on the other situation.

Let $X$ be a Weibull distributed random variable with shape parameter $k < 1$. In the following, we assume that $x \in \mathcal{R}$ is the smallest positive representable number. Since $L$ is a representable strategy, $x \leq t, \forall t \in L$ holds. As a consequence of Lemma 2 and 3, the following statement holds true:

$$E[X_L] \geq E[X_x].$$

(35)

The expected value $E[X_x]$ can be bounded from below by applying Theorem 1:

$$E[X_x] = \frac{1 - F(x)}{F(x)} x + E[X \mid X < x] \geq \frac{1 - F(x)}{F(x)} x.$$  

(36)

We now use the cdf of $X$, which is given in Definition 4:

$$\frac{1 - F(x)}{F(x)} x = \frac{\exp \left( - \left( \frac{x}{\lambda} \right)^k \right)}{1 - \exp \left( - \left( \frac{x}{\lambda} \right)^k \right)} x.$$  

(37)

If the scale parameter $\lambda$ approaches infinity, the following limiting value is obtained:

$$\lim_{\lambda \to \infty} \exp \left( - \left( \frac{x}{\lambda} \right)^k \right) = 1.$$  

(38)

This means that (37) approaches infinity as $\lambda$ approaches infinity. Therefore, there is a $\lambda$, such that $\frac{1 - F(x)}{F(x)} x > c_{\mathcal{R}}$ holds. Finally, according to Lemma 1, $\alpha^* = 0$ for every
Weibull distribution with \( k < 1 \), so \( \alpha^* \cdot f(\alpha^*) + c_R = c_R \). By bringing all these findings together, we obtain:

\[
E[X_L] \geq E[X_x] \geq \frac{1 - F(x)}{F(x)} x > \alpha^* \cdot f(\alpha^*) + c_R = c_R. \tag{39}
\]

This completes the proof. \( \square \)

### 3.2 Existence Results

In this part, we show that there are optimal universal strategies if a more restricted class of distributions is considered. The proofs so far used the fact that if the runtime distribution is Weibull distributed, then both the optimal restart time and the expected runtime approach zero. Generally, the optimal expected value can be bounded from above. Our rationale is based on the reasoning presented in [8] and is adjusted to the continuous case. Primarily, we provide an enhanced analysis of the expected value in Theorem 4 and thus derive, to the best of our knowledge, the currently best known upper bound for the expected value when applying Luby’s strategy.

In the following, \( \beta_X^* \) denotes \( \min_{t \in \mathbb{R}^+} \frac{t}{F(t)} \) and \( k^* \in \mathbb{R}^+ \) is a real number with \( k^* \cdot \frac{1}{F(k^*)} = \beta_X^* \).

**Lemma 4** [8, 12] The inequality

\[
\beta_X^* \leq 4\alpha_X^* \tag{40}
\]

holds for all distributions \( X \).

**Proof** Luby et al. [12] state this property for discrete probability distributions. However, the proof is omitted in their work. A slightly modified version of the proof presented in [8] shows this property for continuous distributions.

Let \( t \in \mathbb{R}^+ \) be an optimal restart time, i.e., \( E[X_t] = \alpha^* \). Two cases are distinguished: First, it is assumed that \( E[X_t] < \frac{1}{2F(t)} \) holds. In this case, \( \Pr(X \leq 2E[X_t]F(t)) \geq 0.5 \) follows. An auxiliary random variable \( Y := \min(X, t) \) is defined to show this. It can be seen that the expected values \( E[Y] \) and \( E[X_t] \) are related:

\[
E[Y] = F(t) \cdot E[X \mid X < t] + (1 - F(t)) \cdot t = F(t) \cdot E[X_t]. \tag{41}
\]

We analyze the probability \( \Pr(X > 2E[X_t]F(t)) \) in more detail. The following inequality can be derived by applying Markov’s inequality and the assumption \( 2E[X_t]F(t) < t \):

\[
\Pr(X > 2E[X_t]F(t)) = \Pr(Y > 2E[X_t]F(t)) \tag{42}
\]

\[
= \Pr(Y > 2E[X_t]F(t)) = \frac{1}{2} \leq \frac{1}{2}. \tag{43}
\]

From this inequality, \( \Pr(X \leq 2E[X_t]F(t)) \geq 1/2 \) also follows. And thus we can estimate \( \beta^* \) as follows:

\[
\beta^* = \min_{x} \frac{x}{F(x)} \leq \frac{2E[X_t]F(t)}{\Pr(X \leq 2E[X_t]F(t))} \leq 4E[X_t]F(t) \leq 4E[X_t] = 4\alpha^*.
\]
Secondly, we now assume that \(2E[X_t]F(t) > t\) is valid. With this assumption, \(\alpha^*\) can be estimated as follows:

\[
\alpha^* = E[X_t] > \frac{t}{2F(t)} \geq \frac{1}{2} \min_x \frac{x}{F(x)} = \frac{\beta^*}{2}.
\]

In conclusion, \(\beta^* \leq 4\alpha^*\) is true for all distributions.

This Lemma can be used to show that distributions from a more restricted class admit an upper bound on the expected value of Luby’s strategy. That is, only runtime distributions are considered such that the optimal restart time does not approach zero.

**Theorem 4** Let \(X\) be a positive real-valued distribution such that there is a \(k^*\) with \(\frac{k^*}{F(k^*)} = \beta^*\) and \(k^* > 2^{-d-1}\) for some \(d \in \mathbb{N}_0\). Then,

\[
E[X_{Luby}] \leq 2^{d+7}\alpha^*(d + 4 + \log_2 \alpha^*), \tag{44}
\]

holds, where \(\alpha^*\) is the optimal expected runtime under restart.

**Proof** The presentation of the proof follows [8].

Let \(Y := X_{Luby}\) denote a random variable describing the process of restarting \(X\) with Luby’s strategy. The number \(z := 2^{\lceil \log_2 k^* \rceil + d}\) is the smallest element of Luby’s strategy guaranteed to be at least as large as \(k^*\). The elements of Luby’s strategy are those natural numbers being powers of two. This is because all elements in Luby’s strategy are natural numbers, which are powers of two. Furthermore, \(k^* > 2^{-d-1}\) is valid by assumption, so \(z \geq k^*\) and \(z \in \mathbb{N}\) is ensured. Two auxiliary values \(j_0 := \lceil \log_2 k^* \rceil + d\) and \(n_0 := \lceil -\log_2 F(k^*) \rceil\) are used in the following.

First, the case \(n_0 = 0\) is examined. This case implies \(F(k^*) = 1\). In addition, let \(m \in \mathbb{N}\) and \(j \in \mathbb{N}_0\) be two natural numbers with \(j < m\). As can be verified using Definition 3 there are at least \(2^{m-1-j}\) runs with length of \(2^j\) if \(Y > m2^{m-1}\). Accordingly, for \(Y > (j_0 + 1)2^{j_0}\) there is at least one run of length \(2^{j_0}\). Since \(F(k^*) = 1\) is valid, \(Pr(Y > (j_0 + 1)2^{j_0}) = 0\) ensues. This allows the expected value \(E[Y]\) to be bounded from above:

\[
E[Y] \leq (\lceil \log_2 k^* \rceil + d + 1)2^{\lceil \log_2 k^* \rceil + d} \leq k^*(\log_2 k^* + d + 2)2^{d+1} \tag{45}
\]

\[
= \beta^*(\log_2 \beta^* + d + 2)2^{d+1} \leq \alpha^*(\log_2 \alpha^* + d + 4)2^{d+3} \tag{46}
\]

In (46), we initially apply \(\beta^* = k^*/F(k^*)\) and \(F(k^*) = 1\), then we use Lemma 4. The last inequality conforms to the statement of the theorem.

We may now assume \(n_0 \geq 1\). Furthermore, \(j_0 \geq 0\) holds due to the definition of \(j_0\). Since, by definition, \(j_0 \geq 0\), we may also use \(j_0 + n_0 \geq 1\). Above, we have already indicated that if \(Y > m2^{m-1}\), then there are at least \(2^{m-1-j}\) runs with a length of \(2^j\). This fact can be used to bound the probability \(Pr(Y > m2^{m-1})\) from above:

\[
Pr(Y > m2^{m-1}) \leq Pr(X > 2^j)^{2^{m-1-j}}. \tag{47}
\]
The tail probability of $Y$ is estimated by means of Inequality (47). The following holds for $\ell \in \mathbb{N}_0$:
\[
\Pr(Y > (j_0 + n_0 + \ell + 1)2^{j_0+n_0+\ell}) \leq \Pr(X > 2^{j_0})^{2^{j_0+\ell}} \leq (1 - F(k^*))^{\frac{e^x}{e^{2x}} \leq \exp(-2^\ell)}. \tag{49}
\]
Let $d(\ell) := (j_0 + n_0 + \ell + 1)2^{j_0+n_0+\ell}$ for $\ell \geq 0$ and $d(-1) := 0$. The expected value $E[Y]$ can be bounded from above by using Inequality (49).
\[
E[Y] = \sum_{\ell=0}^{\infty} \int_{d(\ell-1)}^{d(\ell)} (1 - F_Y(x))dx
\]
\[
\leq (j_0 + n_0 + 1)2^{j_0+n_0} + \sum_{\ell=0}^{\infty} (j_0 + n_0 + \ell + 3)2^{j_0+n_0+\ell} \exp(-2^\ell)
\]
\[
\leq 2(j_0 + n_0)2^{j_0+n_0} + \sum_{\ell=0}^{\infty} (j_0 + n_0)(\ell + 4)2^{j_0+n_0+\ell} \exp(-2^\ell) \tag{50}
\]
\[
\leq (j_0 + n_0)2^{j_0+n_0} \left(2 + \sum_{\ell=0}^{\infty} (\ell + 4) \left(\frac{2}{\exp(2)}\right)^\ell\right) \tag{51}
\]
In Inequality (50), the assumption $j_0 + n_0 \geq 1$ is implicitly utilized. Next, we examine the series $\sum_{\ell=0}^{\infty} (\ell + 4) \left(\frac{2}{\exp(2)}\right)^\ell$.
\[
\sum_{\ell=0}^{\infty} (\ell + 4) \left(\frac{2}{\exp(2)}\right)^\ell = \sum_{\ell=1}^{\infty} \ell \left(\frac{2}{\exp(2)}\right)^{\ell-1} + 3 \sum_{\ell=0}^{\infty} \left(\frac{2}{\exp(2)}\right)^\ell
\]
\[
= \left(\frac{e^2}{e^2 - 2}\right)^2 + 3 \frac{e^2}{e^2 - 2} \leq 6 \tag{52}
\]
The estimation of the expected value $E[Y]$ is simplified by inserting Inequality (53) into Inequality (51).
\[
E[Y] \leq 8(j_0 + n_0)2^{j_0+n_0}. \tag{54}
\]
Using the definition of $j_0$ and $n_0$ results in:
\[
2^{j_0+n_0} \leq 2^{d+2 + \log_2 k^* - \log_2 F(k^*)} = 2^{d+2} \frac{k^*}{F(k^*)} = 2^{d+2} \beta^* . \tag{55}
\]
In the final step, we insert Inequality (55) into Inequality (54) and apply Lemma 4.
\[
E[Y] \leq 2^{d+5} \beta^* (d + 2 + \log_2 \beta^*) \leq 2^{d+7} \alpha^* (d + 4 + \log_2 \alpha^*). \tag{56}
\]
Inequality (56) describes the desired property, and therefore the proof is complete. \hfill \Box

Note that for $d = 0$, the upper bound of the expected runtime is $128\alpha^*(4 + \log_2 \alpha^*)$, which is, to the best of our knowledge, the best known bound for Luby’s
strategy. This proof can also be transferred to discrete distributions, and thus this bound can be achieved in these distributions as well.

Furthermore, Theorem 7 in [12] bounds the performance of any universal strategy from below. While the proof is for discrete probability distributions, the arguments can be directly transferred to the case discussed here. This implies that Luby’s strategy is asymptotically optimal on the class of distributions examined here.

Theorem 4 limits the minimal restart time to $2^{-d-1}$. However, for some distributions, the optimal restart time approaches zero, and the reasoning from Theorem 4 cannot be applied. Theorem 3 states that for these distributions, there is no guarantee of the form $E[X_L] \leq \alpha^*_X \cdot g(\alpha^*_X)$ with $\lim_{t \to 0} g(t) < \infty$. The only remaining option is to provide a runtime guarantee for universal strategies with respect to the optimal fixed-cutoff strategy is using a bound function $g$ with $\lim_{t \to 0} g(t) = \infty$. It is known that the expected runtime $E[X_r]$ approaches $1/f(x)$ as $x$ approaches zero, where $f$ is the density function. One of the critical distributions is the Weibull distribution, which has the property $f(x) \sim x^{k-1}$ for $x \to 0$ and $k \in (0, 1)$. Thus, every possible bound function $g(x)$ has to approach infinity at least as fast as $1/x$ for $x \to 0$. It is possible, though, that there are distribution types for which their density function approaches infinity faster than the Weibull distribution in the neighborhood of zero.

4 Simulations

So far, the Weibull distribution has been used to show the negative result. In this section, we take other distributions into account. More specifically, the quality of Luby’s strategy in terms of the optimal expected value under restarts is examined. For this purpose, we consider the Lévy-Smirnov, the generalized Pareto, and the lognormal distribution. These distributions cover three possibilities: The Lévy-Smirnov distribution considered here will be shown to fulfill the conditions of Theorem 4. For the generalized Pareto distribution, it turns out that Theorem 4 is not applicable, but Luby’s strategy often yields good results. Finally, in the case of the lognormal distribution, Theorem 4 can be applied to any given parameter combination. In the limit, however, Theorem 4 is not applicable. Consequently, the results of Luby’s strategy become increasingly worse as the parameters approach the limit.

4.1 Setup of the Simulations

The following simulations are conducted as follows. For each random variable $X$, we use 1000 samples from $X_{Luby}$. In other words, we apply Luby’s strategy 1000 times to $X$. Using the collected data, we calculate the sample mean $\bar{x}$ as an estimate for $E[X_{Luby}]$. Additionally, we provide the 95% confidence interval in each case. The results are graphically illustrated and compared with $\alpha^*$. The data and the source code used to obtain the results are freely available online at https://github.com/jahehalo/restart_universal_strategies.
4.2 The Lévy-Smirnov Distribution

We start by defining the Lévy-Smirnov distribution.

**Definition 5** [4] Let $X$ be a positive, real-valued random variable. The random variable $X$ is **Lévy-Smirnov distributed** if and only if its cumulative distribution function $F_X$ is given by

$$F_X(x) = \text{erfc} \left( \sqrt{\frac{c}{2x}} \right),$$

where $c \in \mathbb{R}_+$ is called scale, and erfc is the complementary error function with $\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^\infty e^{-u^2} \, du$.

To examine the effect of the scale parameter $c$, we will test different values of $c$. The values of $c$ range between $10^{-3}$ and $10^2$. In order to estimate the quality of the Luby strategy, we first determine $\alpha^*$. For this purpose, we use the methodology presented in [9]. This method involves finding the optimal restart quantile $p^* \in [0, 1]$ by solving the following equation:

$$(p - 1) \cdot Q(p) + (1 - p) \cdot p \cdot Q'(p) - \Omega(p) + \Omega(0) = 0,$$

where $Q$ is the quantile function of $X$, $Q'$ is the derivative of $Q$ and $\Omega$ is the antiderivative of $Q$. In the case of the Lévy-Smirnov distribution, these three functions are given by:

$$Q(p) = \frac{c}{2 \cdot \text{erfc}^{-1}(p)^2},$$

$$Q'(p) = c \cdot \frac{\sqrt{\pi} \cdot \exp \left[ \text{erfc}^{-1}(p)^2 \right]}{2 \cdot \text{erfc}^{-1}(p)^3},$$

$$\Omega(p) = c \cdot \left(1 - p + \frac{\exp \left[ -\text{erfc}^{-1}(p)^2 \right]}{\sqrt{\pi} \cdot \text{erfc}^{-1}(p)} \right).$$

Here, $\text{erfc}^{-1}$ is the inverse of the complementary error function erfc. As shown in [9], the optimal restart quantile $p^*$ is invariant to the choice of the scale parameter $c$. Thus, we fix $c$ to 1 and solve (58) numerically.

This approach leads to $p^* \approx 0.2963$. Using $p^*$ the optimal restart time $t^* = Q(p^*)$ can be determined. This way, the optimal restart time $t^* \approx 0.9170 \cdot c$ is obtained, resulting in $\alpha^* \approx 2.6718 \cdot c$.

We also examine whether the Lévy-Smirnov distribution satisfies the conditions of Theorem 4. Therefore $k^*$ has to be determined. For this purpose we have to minimize $t / F(t)$. By substituting $t = Q(p)$, we can alternatively consider $Q(p)/p$, because $Q$ is the quantile function and therefore $F(Q(p)) = p$. Numerical calculations show that $Q(p)/p$ assumes its minimum at $p' \approx 0.23381$. Resubstituting yields $k^* = Q(p') \approx 0.7055 \cdot c$. Thus, the conditions for Theorem 4 are met for each $c > 0$. 

\[ Springer \]
Therefore we can safely assume, that $E[X_{\text{Luby}}]$ performs reasonably well if the value of $c$ is not too small.

The results of the simulation are shown in Fig. 1. The blue line shows $\alpha^*$ while the orange dots represent the sample mean $\bar{x}$ of Luby’s strategy. The particularly good performance of the Luby strategy at $c = 1$ is notable here. In this case, the sample mean is $\bar{x} \approx 2.7835$ with a 95% confidence interval of $(2.6043, 2.9626)$. As can be seen on the log-log plot, Luby’s strategy is also well suited for the other values of the scale parameter. Partly based on these results, we suspect that for many distributions, a much tighter bound than the one given in Theorem 4 can be achieved.

4.3 The Generalized Pareto Distribution

Next, we will focus on the generalized Pareto distribution.

Definition 6 [13] Let $X$ be a positive, real-valued random variable. The random variable $X$ is **generalized Pareto (GP) distributed** if and only if its cumulative distribution function $F_X$ is given by

$$F_X(x) = 1 - \left(1 + \frac{kx}{\sigma}\right)^{-1/k},$$

(62)

where $\sigma \in \mathbb{R}_+$ is called scale, and $k \in \mathbb{R}$ is called shape.

For the generalized Pareto distribution it is known that restarts have a beneficial effect if and only if $k > 0$. Therefore we focus on the case $k > 0$. In this case, it

![Lévy-Smirnov distribution](image)

**Fig. 1** This plot represents the expected values under restarts of the Lévy-Smirnov distribution. The scale parameter $c$ is displayed on the x-axis. The resulting expected values are on the y-axis. The blue line corresponds to $\alpha^*$. The orange dots correspond to the sample mean of Luby’s strategy from 1000 runs. In other words, the closer the orange dots are to the blue line, the better is Luby’s strategy. The whiskers represent the 95% confidence interval. If the whiskers are not visible, this indicates that the confidence interval is smaller than the dot size.
is known [9] that the optimal restart time is zero, and the associated expected value is $\alpha^* = \sigma$. It is also well known that $E[X_t] \leq t/F(t)$ holds for all $t$. To see this, consider the following:

$$E[X_t] = \frac{1 - F(t)}{F(t)} t + E[X \mid X < t] \leq \frac{1 - F(t)}{F(t)} t + t \leq \frac{t}{F(t)}. \quad (63)$$

Only the fact $E[X \mid X < t] \leq t$ has been used here.

We consider the limit of $t/F(t)$ for $t \to 0$. According to L’Hospital’s rule, the limit approaches $1/f(0)$, where $f(t) = \frac{1}{\sigma} (1 + \frac{k \cdot x}{\sigma})^{-\frac{1}{k} - 1}$ and therefore $1/f(0) = \sigma = \alpha^*$. In [9] it was implicitly shown that $E[X_t] > \sigma$ is valid for all $t > 0$. Together with Inequality (63), it follows that $k^* = 0$ and $\beta^* = \sigma$. This makes the GP distribution an interesting case: Since $k^* = 0$, Theorem 4 is not applicable. On the other hand, due to $\alpha^* > 0$, the proof of Theorem 3 is also not directly applicable either. In other words, neither of the two main results apply directly. Instead, we can only rely on numerical simulations to clarify how well suited Luby’s strategy is for the GP distribution.

We particularly want to clarify the role of the two parameters $\sigma$ and $k$. For this purpose, in Fig. 2, the scale parameter $\sigma$ is set to 10, and different values of $k$ are tested. The orange dots indicate the sample mean of Luby’s strategy, while the blue line indicates $\alpha^*$. As can be seen from the diagram, Luby’s strategy seems to be quite suitable for this kind of parameter combination. As $k$ increases, the expected value of Luby’s strategy appears to increase approximately linearly. In this scenario, the difference between $\alpha^*$ and $E[X_{\text{Luby}}]$ is limited. On the other hand, for $k \to 0$,
it seems that $\alpha^*$ and $E[X_{\text{Luby}}]$ approach the same value. This is consistent with the fact that in the limit for $k \to 0$, the GP distribution becomes an exponential distribution. For exponential distributions, it is known that restarts do not affect the expected value.

Next, we consider the case where the shape parameter $k$ is fixed, and the scale parameter $\sigma$ is a variable. Figure 3 shows the case with $k = 5$. As can be seen here, although the absolute difference between $\alpha^*$ and $E[X_{\text{Luby}}]$ grows with increasing $\sigma$, the log-log plot shows that they have the same order of magnitude for high values of $\sigma$. On the other hand, the expected value of Luby’s strategy decreases considerably slower than $\alpha^*$ for $\sigma \to 0$.

### 4.4 The Lognormal Distribution

Finally, we consider the lognormal distribution.

**Definition 7** [4] Let $X$ be a positive, real-valued random variable. The random variable $X$ is **lognormal distributed** if and only if its cumulative distribution function $F_X$ is given by

$$F_X(x) = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{-\ln(x) - \mu}{\sqrt{2} \cdot \sigma} \right),$$

(64)

where erf is the error function $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-u^2} du$. The parameter $\sigma \in \mathbb{R}_+$ is called shape, and the parameter $\mu \in \mathbb{R}$ is called scale.

![This plot represents the expected values under restarts of the generalized Pareto distribution. The shape parameter $k$ is fixed to 5, while the scale parameter $\sigma$ is displayed on the x-axis. The resulting expected values are on the y-axis. The blue line is $\alpha^* = \sigma$, which has been derived in [9]. The orange dots correspond to the sample mean of Luby’s strategy from 1000 runs. In other words, the closer the orange dots are to the blue line, the better is Luby’s strategy. The whiskers represent the 95% confidence interval. If the whiskers are not visible, this indicates that the confidence interval is smaller than the dot size. The x-axis of the left plot is scaled logarithmically, while in the right plot, both axes have a logarithmic scale.](Fig. 3)
The lognormal distribution has the interesting property that for each parameter combination \((\mu, \sigma)\), \(k^*\) is greater than zero, and thus Theorem 4 is applicable. However, in the limit for \(\sigma \to \infty\) both, \(k^*\) and \(\alpha^*\), approach zero. This is, to the best of our knowledge, a previously unknown property.

**Theorem 5** Let \(X_{\mu,\sigma}\) denote a lognormal distributed random variable with scale \(\mu\) and shape \(\sigma\). Then the following holds for the optimal expected value under restarts:

\[
\lim_{\sigma \to \infty} \alpha^*_{X_{\mu,\sigma}} = 0. \tag{65}
\]

**Proof** In the following, we set the restart time \(t\) to \(t = \exp(\mu - \sigma^2)\). It has already been explained in Inequality (63) that \(E[X_t] \leq t/F(t)\) is valid. We, therefore, examine the limit of \(t/F(t)\) for \(\sigma \to \infty\) more closely. Two technical details should be noted in advance. First, \(\lim_{x \to -\infty} \text{erf}(x) = -1\) and also the derivative of the error function given by \(\frac{d}{dx} \text{erf}(x) = \frac{2}{\sqrt{\pi}} \exp(-x^2)\). The limiting value can then be determined by applying L'Hospital's rule twice.

\[
\lim_{\sigma \to \infty} \frac{t}{F(t)} = \lim_{\sigma \to \infty} \frac{2\exp(\mu - \sigma^2)}{1 + \text{erf}(\frac{-\sigma}{\sqrt{2}})} = \lim_{\sigma \to \infty} \frac{-4\sigma \exp(\mu - \sigma^2)}{-\exp(-\frac{\sigma^2}{2})} \sqrt{\frac{\pi}{2}} = \lim_{\sigma \to \infty} \frac{\sqrt{8\pi} \exp(\mu)\sigma}{\exp\left(\frac{\sigma^2}{2}\right)} = \lim_{\sigma \to \infty} \frac{\sqrt{8\pi} \exp(\mu)}{\sigma \exp\left(\frac{\sigma^2}{2}\right)} = 0 \tag{66}
\]

Thus, since \(t/F(t)\) tends towards zero, we can conclude that \(E[X_t]\) also approaches zero. Due to the fact that \(\alpha^* = \inf_x E[X_x] \leq E[X_t]\) holds, the statement follows. \(\square\)

This not only shows that the optimal expected value \(\alpha^*\) approaches zero. As Theorem 5 is shown by using \(t/F(t)\) as an upper bound for \(E[X_t]\), this also implies that \(k^*\) approaches zero. Furthermore, the proof also indicates that \(\alpha^*\) is approaching zero super exponentially.

As \(\alpha^*\) tends to zero under the discussed circumstances, the reasoning from the proof of Theorem 3 is applicable. It is, therefore, reasonable to assume that the expected values of the optimal restart strategy and Luby’s strategy are significantly different for large \(\sigma\) values. This behavior can be observed in Fig. 4. Note that the optimal restart time was not used on this occasion, but \(t = \exp(\mu - \sigma^2)\), as in the proof for Theorem 5.

For the sake of completeness, the case in which the shape parameter \(\sigma\) is fixed and the scale parameter \(\mu\) is a variable illustrated as well. In Fig. 5, \(\sigma\) is 3. In this scenario, it seems that the difference between \(E[X_{\text{Luby}}]\) and \(\alpha^*\) only increases slightly. The relative difference decreases as \(\mu\) increases.

The main findings of this section are that Luby’s strategy is, in many circumstances, a good alternative to the optimal fixed-cutoff strategy. Especially if the exact probability distribution is unknown, however, it is worth checking if one of the boundary cases is present. Then the relative difference of the expected values may
These plots represent the expected values under restarts of the lognormal distribution. The scale parameter $\mu$ is fixed to 5, while the shape parameter $\sigma$ is displayed on the x-axis. The resulting expected values are on the y-axis. Here, the fixed-cutoff strategy uses the restart time $t = e^{\mu - \sigma^2}$, which is, in general, not an optimal strategy. The orange dots correspond to the sample mean of Luby’s strategy from 1000 runs. In other words, the closer the orange dots are to the blue dots, the better is Luby’s strategy. The whiskers represent the 95% confidence interval. In the left plot, both axes are scaled linearly, while in the right plot, the y-axis is scaled logarithmically.

These plots represent the expected values under restarts of the lognormal distribution. The shape parameter $\sigma$ is fixed to 3, while the scale parameter $\mu$ is displayed on the x-axis. The resulting expected values are on the y-axis. Here, the fixed-cutoff strategy uses the optimal restart time, as obtained in [9]. The orange dots correspond to the sample mean of Luby’s strategy from 1000 runs. In other words, the closer the orange dots are to the blue line, the better is Luby’s strategy. The whiskers represent the 95% confidence interval. If the whiskers are not visible, this indicates that the confidence interval is smaller than the dot size. In the left plot, both axes are scaled linearly, while in the right plot, the y-axis is scaled logarithmically.
be significant, as has been illustrated by the GP distribution for low $\sigma$ values and the lognormal distribution for high $\sigma$ values.

5 Conclusion

Many established algorithms (e.g., [5, 6]) use restarts to optimize their respective expected runtimes. Among those algorithms, the use of Luby’s universal strategy is especially prevalent. Luby’s strategy consists of a slowly exponentially growing sequence of restart times. In their work, Luby et al. [12] showed that their universal strategy is asymptotically optimal in the worst case.

These properties have only been shown for discrete distributions. In this work, Luby’s strategy and universal strategies are studied in a continuous setting. We show that Luby’s strategy does not permit any bounds in a continuous setting.

Theorem 3 shows that in a continuous setting, there are no universal strategies with reasonable worst-case bounds. In other words, every universal strategy, including Luby’s strategy, is arbitrarily worse than an optimal strategy for some distributions.

Universal strategies are attractive to practitioners because knowledge of the underlying distribution is not necessary. Nonetheless, some information about the distribution is often available. Therefore, we study under which circumstances there are worst-case bounds for Luby’s strategy. Theorem 4 shows that if the optimal restart time is not too small, there are useful worst-case bounds. In particular, we improved the original bounds from Luby et al. [12] if the optimal restart time is at least 0.5. The results are also demonstrated with simulations. As can be observed, the results are often significantly better than the worst-case bound of Theorem 4.

In conclusion, there are two extreme cases: On the one hand, if the underlying distribution is completely known, then an optimal restart time can be calculated, resulting in an optimal strategy. On the other hand, if the distribution is entirely unknown, then only universal strategies are available. For future work, it would be interesting whether partial knowledge of the distribution can be exploited to efficiently create an intermediate restart strategy that performs better than Luby’s strategy.

In addition, the generalized Pareto distribution does not satisfy the conditions of Theorem 4 if its parameters are chosen appropriately. On the other hand, the simulations have shown that Luby’s strategy often yields good results in this case. Therefore the question arises whether the statement of Theorem 4 can be extended to cover cases like the generalized Pareto distribution.
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