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Abstract

In this paper, we propose a multi-beam non-orthogonal multiple access (NOMA) scheme for hybrid millimeter wave (mmWave) systems and study its resource allocation. A beam splitting technique is designed to generate multiple analog beams to serve multiple users for NOMA transmission. Compared to conventional mmWave orthogonal multiple access (mmWave-OMA) schemes, the proposed scheme can serve more than one user on each radio frequency (RF) chain. Besides, in contrast to the recently proposed single-beam mmWave-NOMA scheme which can only serve multiple NOMA users within the same beam, the proposed scheme can perform NOMA transmission for the users with an arbitrary angle-of-departure (AOD) distribution. This provides a higher flexibility for applying NOMA in mmWave communications and thus can efficiently exploit the potential multi-user diversity. Then, we design a suboptimal two-stage resource allocation for maximizing the system sum-rate. In the first stage, assuming that only analog beamforming is available, a user grouping and antenna allocation algorithm is proposed to maximize the conditional system sum-rate based on the coalition formation game theory. In the second stage, with the zero-forcing (ZF) digital precoder, a suboptimal solution is devised to solve a non-convex power allocation optimization problem for the maximization of the system sum-rate which takes into account the quality of service (QoS) constraint. Simulation results show that our designed resource allocation can achieve a close-to-optimal performance in each stage. In addition, we demonstrate that the proposed multi-beam mmWave-NOMA scheme offers a higher spectral efficiency than that of the single-beam mmWave-NOMA and the mmWave-OMA schemes.

I. INTRODUCTION

Recently, the requirements of ultra-high data rate and massive connectivity [2] have triggered explosive demands of traffic, which has imposed unprecedentedly challenges for the development of the fifth-generation (5G) wireless communications. In particular, spectrum congestion under
6 GHz in current cellular systems creates a fundamental bottleneck for capacity improvement and sustainable system evolution. Subsequently, it is necessary and desirable to extend the use of spectrum to high frequency bands, where a wider frequency bandwidth is available, such as millimeter wave (mmWave) bands \[3\] ranging from 30 GHz to 300 GHz. On the other hand, multiple access technology is fundamentally important to support multi-user communications in wireless cellular networks. Although communication systems utilizing microwave bands, i.e., sub-6 GHz, have been widely investigated, the potential multiple access scheme for mmWave communication systems is still unclear. Meanwhile, non-orthogonal multiple access (NOMA) has been recognized as a promising multiple access technique for the 5G wireless networks due to its higher spectral efficiency and capability to support massive connectivity \[4\]–\[6\]. This treatise aims to explore the interwork between the two important techniques via applying the NOMA concept in mmWave communications.

In the literature, two kinds of architectures have been proposed for mmWave communications, i.e., fully digital architecture and hybrid architecture \[7\]–\[10\]. Specifically, the fully digital architecture requires a dedicated radio frequency (RF) chain for each antenna. Hence, the tremendous energy consumption of RF chains, and the dramatically increased signal processing complexity and cost become a major obstacle in applying the fully digital architecture to mmWave systems in practical implementations. In contrast, hybrid architectures, including fully access \[8\] and subarray structures \[9\], provide a feasible and compromise solution for implementing mmWave systems which strike a balance between energy consumption, system complexity, and system performance. In particular, for the fully access hybrid structures, each RF chain is connected to all antennas through an individual group of phase shifters \[8\]. For subarray hybrid structures \[9\], each RF chain has access to only a disjoint subset of antennas through an exclusive phase shifter for each antenna. In essence, the two kinds of hybrid structures separate the signal processing into a digital precoder in baseband and an analog beamformer in RF band. The comparison of the two types of hybrid structures can be found in \[10\]. In general, the hybrid mmWave architectures are practical for implementation due to the promising system performance, which is also the focus of this paper. Lately, most of existing works \[8\]–\[10\] have investigated the channel estimation and hybrid precoding design for hybrid mmWave architectures. However,

\[1\] A RF chain consists of an analog digital converter/digital analog converter (ADC/DAC), a power amplifier, a mixer, and a local oscillator, etc. \[10\].
the design of potential and efficient multiple access schemes for hybrid mmWave systems is rarely discussed.

Conventional orthogonal multiple access (OMA) schemes adopted in previous generations of wireless networks cannot be applied directly to the hybrid mmWave systems, due to the associated special propagation features and hardware constraints \([2], [3]\). For instance, in hybrid mmWave systems, an analog beamformer is usually shared by all the frequency components in the whole frequency band. Subsequently, frequency division multiple access (FDMA) and orthogonal frequency division multiple access (OFDMA) are only applicable to the users covered by the same analog beam. Unfortunately, the beamwidth of an analog beam in mmWave frequency band is typically narrow with a large antenna array\(2\) and hence only limited number of users can be served via the same analog beam. As a result, the limited beamwidth in practical systems reduces the capability of accommodating multiple users via FDMA and OFDMA, despite the tremendous bandwidth in mmWave frequency band. Similarly, code division multiple access (CDMA) also suffers from the problem of narrow beamwidth, where only the users located within the same analog beam can be served via CDMA. Even worse, the CDMA system performance is sensitive to the power control quality due to the near-far effects. Another OMA scheme, time division multiple access (TDMA), might be a good candidate to facilitate multi-user communication in hybrid mmWave systems, where users share the spectrum via orthogonal time slots. However, it is well-known that the spectral efficiency of TDMA is inferior to that of non-orthogonal multiple access (NOMA) \([5], [12]\). Moreover, the key challenge of implementing TDMA in hybrid mmWave systems is the requirement of high precision in performing fast timing synchronization since mmWave communications usually provide a high symbol rate. On the other hand, spatial division multiple access (SDMA) \([8]\) is a potential technology for supporting multi-user communications, provided that the base station (BS) is equipped with enough number of RF chains and antennas. However, in hybrid mmWave systems, the limited number of RF chains restricts the number of users that can be served simultaneously via SDMA, i.e., one RF chain can serve at most one user. In particular, in overloaded scenarios, i.e., the number of users is larger than the number of RF chains, SDMA fails to accommodate all the users. More importantly, in order to serve a large number of users via SDMA, more RF chains are required which translates to a higher implementation cost, hardware complexity, and energy

\[\text{The } -3 \text{ dB beamwidth of a uniform linear array with } M \text{ half wavelength spacing antennas is about } \frac{102.4}{M} \text{ degrees } [11].\]
consumption. Thus, the combination of SDMA and mmWave [8] is unable to cope with the emerging need of massive connectivity required in the future 5G communication systems [13]. Therefore, this paper attempts to overcome the limitation incurred by the small number of RF chains in hybrid mmWave systems. To this end, we introduce the concept of NOMA into hybrid mmWave systems, which allows the system to serve more users with a limited number of RF chains.

In contrast to conventional OMA schemes mentioned above, NOMA can serve multiple users via the same degree of freedom (DOF) and achieve a higher spectral efficiency [14], [15]. Several preliminary works considered NOMA schemes for mmWave communications, e.g. [16]–[18]. The authors in [16] firstly investigated the coexistence of NOMA and mmWave via using random beamforming and demonstrated the performance gain of mmWave-NOMA over conventional mmWave-OMA schemes. Then, based on the random beamforming mmWave-NOMA scheme, the optimal user scheduling and power allocation were designed with the branch-and-bound approach [17]. In [18], the authors proposed a beamspace multiple-input multiple-output (MIMO) NOMA scheme for mmWave communications by using lens antenna array to improve the spectral and energy efficiency. However, the proposed schemes in [16]–[18] are single-beam mmWave-NOMA schemes where NOMA transmission can only be applied to users within the same analog beam. In general, when the users within the same analog beam are clustered as a NOMA group and share a RF chain, the single-beam mmWave-NOMA scheme outperforms the conventional mmWave-OMA scheme. Yet, due to the narrow analog beamwidth in hybrid mmWave systems, the number of users that can be served concurrently by the single-beam mmWave-NOMA scheme is very limited and it depends on the users’ angle-of-departure (AOD) distribution. This reduces the potential performance gain brought by NOMA in hybrid mmWave systems. On the other hand, very recently, the general idea of multi-beam NOMA, which applies NOMA to multiple users with separated AODs, was proposed and discussed for hybrid mmWave systems in [19]. However, the authors in [19] only offered a conceptual discussion while a practical method for realizing multi-beam NOMA is still unknown. Although the joint power allocation and beamforming design [20] was proposed for a pure analog mmWave system, it is not applicable to practical hybrid mmWave systems with multiple RF chains and digital precoders.

In this paper, we propose a multi-beam NOMA framework for a multiple RF chain hybrid mmWave system and study the resource allocation design for the proposed multi-beam mmWave-
NOMA scheme. Specifically, all the users are clustered into several NOMA groups and each NOMA group is associated with a RF chain. Then, multiple analog beams are formed for each NOMA group to facilitate downlink NOMA transmission by exploiting the channel sparsity and the large scale antenna array at the BS. To this end, a *beam splitting* technique is proposed, which dynamically divides the whole antenna array associated with a RF chain into multiple subarrays to form multiple beams. Compared to the conventional single-beam mmWave-NOMA scheme [16]–[18], our proposed multi-beam NOMA scheme offers a higher flexibility in serving multiple users with an arbitrary AOD distribution. As a result, our proposed scheme can form more NOMA groups, which facilitates the exploitation of multi-user diversity to achieve a higher spectral efficiency.

To improve the performance of our proposed multi-beam mmWave-NOMA scheme, we further propose a two-stage resource allocation design. In the first stage, given the equal power allocation and applying an identity matrix as the digital precoder, the joint design of user grouping and antenna allocation is formulated as an optimization problem to maximize the conditional system sum-rate. We recast the formulated problem as a coalition formation game [21]–[25] and develop an algorithmic solution for user grouping and antenna allocation. In the second stage, based on the obtained user grouping and antenna allocation strategy, the power allocation problem is formulated to maximize the system sum-rate by taking into account the quality of service (QoS) requirement. A suboptimal power allocation algorithm is obtained based on the difference of convex (D.C.) programming technique. Compared to the optimal benchmarks in the two stages, we show that our proposed resource allocation design can achieve a close-to-optimal performance in each stage in terms of the system sum-rate. Simulation results demonstrate that the proposed multi-beam mmWave-NOMA scheme can achieve a higher spectral efficiency than that of the conventional single-beam mmWave-NOMA scheme and mmWave-OMA scheme.

Notations used in this paper are as follows. Boldface capital and lower case letters are reserved for matrices and vectors, respectively. \((\cdot)^T\) denotes the transpose of a vector or a matrix and \((\cdot)^H\) denotes the Hermitian transpose of a vector or a matrix. \(\emptyset\) denotes an empty set; \(\mathbb{C}^{M \times N}\) denotes the set of all \(M \times N\) matrices with complex entries; \(\mathbb{R}^{M \times N}\) denotes the set of all \(M \times N\) matrices with real entries; \(|\cdot|\) denotes the absolute value of a complex scalar or the cardinality of a set; and \(||\cdot||\) denotes the \(l_2\)-norm of a vector. The circularly symmetric complex Gaussian distribution with mean \(\mu\) and variance \(\sigma^2\) is denoted by \(\mathcal{CN}(\mu, \sigma^2)\).
(a) The proposed multi-beam mmWave-NOMA scheme.  (b) Hybrid structure receiver at users.

Fig. 1. System model of the proposed multi-beam NOMA scheme for hybrid mmWave systems.

II. SYSTEM MODEL

We consider the downlink hybrid mmWave communication in a single-cell system with one base station (BS) and $K$ users, as shown in Fig. 1. In this work, we adopt a fully access hybrid structure\(^3\) to illustrate the proposed multi-beam NOMA framework for hybrid mmWave systems [8]–[10]. In particular, the BS is equipped with $M_{BS}$ antennas but only connected to $N_{RF}$ RF chains with $M_{BS} \gg N_{RF}$. We note that each RF chain can access all the $M_{BS}$ antennas through $M_{BS}$ phase shifters, as shown in Fig. 1(a). Besides, each user is equipped with $M_{UE}$ antennas connected via a single RF chain, as shown in Fig. 1(b). We employ the commonly adopted uniform linear array (ULA) structure [8] at both the BS and user terminals. We assume that the antennas at each transceiver are deployed and separated with equal-space of half wavelength with respect to the neighboring antennas. In this work, we focus on the overloaded scenario with $K \geq N_{RF}$, which is fundamentally different from existing works in hybrid mmWave communications, e.g. [8]–[10]. In fact, our considered system model is a generalization of that in existing works [8]–[10]. For example, the considered system can be degenerated to the conventional hybrid mmWave systems when $K \leq N_{RF}$ and each NOMA group contains only a single user.

We use the widely adopted the Saleh-Valenzuela model [18] as the channel model for our considered mmWave communication systems. In this model, the downlink channel matrix of user $k$, $H_k \in \mathbb{C}^{M_{UE} \times M_{BS}}$, can be represented as

$$H_k = \alpha_{k,0} H_{k,0} + \sum_{l=1}^{L} \alpha_{k,l} H_{k,l},$$

where $H_{k,0} \in \mathbb{C}^{M_{UE} \times M_{BS}}$ is the line-of-sight (LOS) channel matrix between the BS and user $k$ with $\alpha_{k,0}$ denoting the LOS complex path gain, $H_{k,l} \in \mathbb{C}^{M_{UE} \times M_{BS}}$ denotes the $l$-th non-

\(^3\)To simplify the presentation in this paper, the proposed scheme and resource allocation design are based on the fully access hybrid structures as an illustrative example, while they can be easily extended to subarray hybrid structures.
line-of-sight (NLOS) path channel matrix between the BS and user $k$ with $\alpha_{k,l}$ denoting the corresponding NLOS complex path gains, $1 \leq l \leq L$, and $L$ denoting the total number of NLOS paths. In particular, $H_{k,l}, \forall l \in \{0, \ldots, L\}$, is given by

$$H_{k,l} = a_{\text{UE}}(\phi_{k,l}) a_{\text{BS}}^H(\theta_{k,l}),$$

(2)

with $a_{\text{BS}}(\theta_{k,l}) = [1, \ldots, e^{-j(M_{\text{BS}}-1)\pi \cos \theta_{k,l}}]^T$ denoting the array response vector for the AOD of the $l$-th path $\theta_{k,l}$ at the BS and $a_{\text{UE}}(\phi_{k,l}) = [1, \ldots, e^{-j(M_{\text{UE}}-1)\pi \cos \phi_{k,l}}]^T$ denoting the array response vector for the angle-of-arrival (AOA) of the $l$-th path $\phi_{k,l}$ at user $k$. Besides, we assume that the LOS channel state information (CSI), including the AODs $\theta_{k,0}$ and the complex path gains $\alpha_{k,0}$ for all the users, is known at the BS owing to the beam tracking techniques. For a similar reason, the AOA $\phi_{k,0}$ is assumed to be known at user $k$, $\forall k$.

### III. The Multi-beam NOMA Scheme

The block diagram of the proposed multi-beam NOMA framework for the considered hybrid mmWave system is shown in Fig. 2. Based on the LOS CSI, we cluster users as multiple NOMA groups and perform antenna allocation among users within a NOMA group. Then, we control the phase shifters based on the proposed beam splitting technique to generate multiple analog beams. Effective channel is estimated at the BS based on the uplink pilot transmission and the adopted analog beamformers. Then, according to the effective channel, the digital precoder and power allocation are designed for downlink data transmission. Since superposition transmission is utilized within a NOMA group, SIC decoding will be performed at the strong users as commonly adopted in traditional downlink NOMA protocol. The shaded blocks are the design focuses of this paper, which are detailed in the sequel.

#### A. User Grouping and Antenna Allocation

Based on the LOS AODs of all the users $\{\theta_{1,0}, \ldots, \theta_{K,0}\}$ and their path gains $\{\alpha_{1,0}, \ldots, \alpha_{K,0}\}$, we first perform user grouping and antenna allocation. In particular, multiple users might be
allocated with the same RF chain to form a NOMA group. We can define the user scheduling variable as follows:

\[ u_{k,r} = \begin{cases} 
1, & \text{user } k \text{ is allocated to RF chain } r, \\
0, & \text{otherwise}.
\end{cases} \]  

(3)

To reduce the computational complexity and time delay of SIC decoding within the NOMA group, we assume that at most 2 users \(^5\) can be allocated with the same RF chain, i.e., \( \sum_{k=1}^{K} u_{k,r} \leq 2 \), \( \forall r \). In addition, due to the limited number of RF chains in the considered hybrid systems, we assume that each user can be allocated with at most one RF chain, i.e., \( \sum_{r=1}^{N_{RF}} u_{k,r} \leq 1 \), \( \forall k \). The beam splitting technique proposed in this paper involves antenna allocation within each NOMA group. Denote \( M_{k,r} \) as the number of antennas allocated to user \( k \) associated with RF chain \( r \), we have \( \sum_{k=1}^{K} u_{k,r} M_{k,r} \leq M_{BS} \), \( \forall r \).

B. Multiple Analog Beams with Beam Splitting

In the conventional single-beam mmWave-NOMA schemes \([16]–[18]\), there is only a single beam for each NOMA group. However, as mentioned before, the beamwidth is usually very narrow in mmWave frequency bands and a single beam can rarely cover multiple NOMA users, which restricts the potential performance gain brought by NOMA. Therefore, we aim to generate multiple analog beams for each NOMA group, wherein each beam is steered to a user within the NOMA group. To this end, we propose the beam splitting technique, which separates adjacent antennas to form multiple subarrays creating an analog beam via each subarray. For instance, in Fig. 1(a) user \( k \) and user \( i \) are scheduled to be served by RF chain \( r \) at the BS, where their allocated number of antennas are \( M_{k,r} \) and \( M_{i,r} \), respectively, satisfying \( M_{k,r} + M_{i,r} \leq M_{BS} \). Then, the analog beamformer for the \( M_{k,r} \) antennas subarray is given by

\[
\mathbf{w}(M_{k,r}, \theta_{k,0}) = \frac{1}{\sqrt{M_{BS}}} \begin{bmatrix} 1, \ldots, e^{j(M_{k,r}-1)\pi \cos \theta_{k,0}} \end{bmatrix}^T,
\]

(4)

and the analog beamformer for the \( M_{i,r} \) antennas subarray is given by

\[
\mathbf{w}(M_{i,r}, \theta_{i,0}) = \frac{e^{jM_{k,r} \pi \cos \theta_{k,0}}}{\sqrt{M_{BS}}} \begin{bmatrix} 1, \ldots, e^{j(M_{i,r}-1)\pi \cos \theta_{i,0}} \end{bmatrix}^T,
\]

(5)

where \( j \) is the imaginary unit, \( \mathbf{w}(M_{k,r}, \theta_{k,0}) \in \mathbb{C}^{M_{k,r} \times 1} \), and \( \mathbf{w}(M_{i,r}, \theta_{i,0}) \in \mathbb{C}^{M_{i,r} \times 1} \). Note that the phase shift term \( e^{jM_{k,r} \pi \cos \theta_{k,0}} \) in (5) is introduced to synchronize the phase between two subarrays. Besides, since the phase shift term is imposed on all the elements in the \( M_{i,r} \) antennas subarray, it does not change the beam pattern response for the \( M_{i,r} \) antennas subarray.

\(^5\)This assumption is commonly adopted in the NOMA literature \([27], [28]\), to facilitate the system resource allocation design.
We assume $M_{BS} = 128$, $M_{i,r} = 50$, $M_{k,r} = 78$, $\theta_i = 70^\circ$, $\theta_k = 90^\circ$, and $\theta_{k'} = 120^\circ$.

The same normalized factor $\sqrt{\dfrac{1}{M_{BS}}}$ is introduced in (4) and (5) to fulfill the constant modulus constraint [29] of phase shifters. As a result, the analog beamformer for RF chain $r$ is given by

$$w_r = \left[ w^T(M_{k,r}, \theta_{k,0}), w^T(M_{i,r}, \theta_{i,0}) \right]^T.$$  \hspace{1cm} (6)

On the other hand, if user $k'$ is allocated with RF chain $r'$ exclusively, then all the $M_{BS}$ antennas of RF chain $r'$ will be allocated to user $k'$. In this situation, the analog beamformer for user $k'$ is identical to the conventional analog beamformer in hybrid mmWave systems, i.e., no beam splitting, and it is given by

$$w_{r'} = w(M_{BS}, \theta_{k',0}) = \frac{1}{\sqrt{M_{BS}}} \left[ 1, \ldots, e^{j(M_{BS}-1)\pi\cos \theta_{k',0}} \right]^T.$$  \hspace{1cm} (7)

Note that, compared to the single-beam mmWave-NOMA schemes [16]–[18], the AODs of the LOS paths $\theta_{k,0}$ and $\theta_{i,0}$ in the proposed scheme are not required to be in the same analog beam. In other words, the proposed multi-beam NOMA scheme provides a higher flexibility in user grouping than that of the single-beam NOMA schemes.

Based on the analog beamformers $w_r$ and $w_{r'}$, RF chain $r$ generates two analog beams steering toward user $k$ and user $i$, respectively, while RF chain $r'$ forms a single analog beam steering to user $k'$. The antenna array beam pattern responses for $w_r$ and $w_{r'}$ are shown in Fig. 3 to illustrate the multiple analog beams generated via beam splitting. Compared to the single analog beam for user $k'$, we can observe that the magnitude of the main beam response decreases and the beamwidth increases for both the two analog beams for users $k$ and $i$. Although forming multiple analog beams via beam splitting sacrifices some beamforming gain of the original single analog beam, it can still improve the system performance via accommodating more users on each RF chain.
Now, we integrate the users scheduling variables $u_{k,r}$ with $w_r$ as follows

$$w_r = \left[ w^T(u_{1,r}, M_{1,r}, \theta_{1,0}), \ldots, w^T(u_{K,r}, M_{K,r}, \theta_{K,0}) \right]^T,$$

(8)

with

$$w(u_{k,r}, M_{k,r}, \theta_{k,0}) = \begin{cases} \emptyset, & u_{k,r} = 0, \\ \sqrt{M_{BS}} \left[ 1, \ldots, e^{j(M_{k,r}-1)\pi \cos(\theta_{k,0})} \right]^T, & u_{k,r} = 1. \end{cases}$$

(9)

It can be observed in (9) that $w(u_{k,r}, M_{k,r}, \theta_{k,0})$ is an empty set $\emptyset$ when $u_{k,r} = 0$, $\forall k$, and $w_r$ consists of the analog beamformers for the users allocated with RF chain $r$, i.e., $u_{k,r} = 1$, $\forall k$.

C. Effective Channel Estimation

For a given user grouping strategy, antenna allocation, and multiple analog beamforming, all the users transmit their unique orthogonal pilots to the BS in the uplink to perform effective channel estimation. In this paper, we assume the use of time division duplex (TDD) and exploit the channel reciprocity, i.e., the estimated effective channel in the uplink can be used for digital precoder design in the downlink. The effective channel of user $k$ on RF chain $r$ at the BS is given by

$$\tilde{h}_{k,r} = v_k^H H_k w_r, \forall k, r,$$

(10)

where $v_k$ and $w_r$ denote the analog beamformers adopted at user $k$ and the RF chain $r$ at the BS, respectively. In the following, we denote the effective channel vector of user $k$ as

$$\tilde{h}_k = \left[ \tilde{h}_{k,1}, \ldots, \tilde{h}_{k,N_{RF}} \right]^T \in \mathbb{C}^{N_{RF} \times 1}$$

and denote the effective channel matrix between the BS and the $K$ users as

$$\tilde{H} = \left[ \tilde{h}_1, \ldots, \tilde{h}_K \right] \in \mathbb{C}^{N_{RF} \times K}.$$

D. Digital Precoder and Power Allocation Design

Given the estimated effective channel matrix $\tilde{H}$, the digital precoder and the power allocation can be designed accordingly. With the proposed user grouping design, there are totally $N_{RF}$ NOMA groups to be served in the proposed multi-beam NOMA scheme and the users within each NOMA group share the same digital precoder. Assuming that the adopted digital precoder is denoted as $G = [g_1, \ldots, g_{N_{RF}}] \in \mathbb{C}^{N_{RF} \times N_{RF}}$, where $g_r$ with $\|g_r\|^2 = 1$ denotes the digital
precoder for the NOMA group associated with RF chain \( r \). In addition, denoting the power allocation for user \( k \) associated with RF chain \( r \) as \( p_{k,r} \), we have the sum power constraint
\[
\sum_{k=1}^{K} \sum_{r=1}^{N_{RF}} u_{k,r} p_{k,r} \leq p_{BS},
\]
where \( p_{BS} \) is the power budget for the BS. Then, the received signal at user \( k \) is given by
\[
y_k = \tilde{h}_k^H G_t + z_k = \tilde{h}_k^H \sum_{r=1}^{N_{RF}} g_r t_r + z_k
\]
\[
= \tilde{h}_k^H g_r \sqrt{p_{k,r}} s_k + \tilde{h}_k^H \sum_{d\neq k}^{K} u_{d,r} \sqrt{p_{d,r}} s_d + \tilde{h}_k^H \sum_{r'\neq r}^{N_{RF}} g_{r'} \sum_{d=1}^{K} u_{d,r'} \sqrt{p_{d,r'}} s_d + z_k,
\]
where \( t_r = \sum_{k=1}^{K} u_{k,r} \sqrt{p_{k,r}} s_k \) denotes the superimposed signal of the NOMA group associated with RF chain \( r \) and \( t = [t_1, \ldots, t_{N_{RF}}]^T \in \mathbb{C}^{N_{RF} \times 1} \). Variable \( s_k \in \mathbb{C} \) denotes the modulated symbol for user \( k \) and \( z_k \sim \mathcal{CN}(0, \sigma^2) \) is the additive white Gaussian noise (AWGN) at user \( k \), where \( \sigma^2 \) is the noise power. For instance, in Fig. 1(a), if user \( k \) and user \( i \) are allocated to RF chain \( r \) and user \( k' \) is allocated to RF chain \( r' \), we have \( t_r = \sqrt{p_{k,r}} s_k + \sqrt{p_{i,r}} s_i \) and \( t_{r'} = \sqrt{p_{k',r'}} s_{k'} \). In (11), the first term represents the desired signal of user \( k \), the second term denotes the intra-group interference caused by the other users within the NOMA group associated with RF chain \( r \), and the third term is the inter-group interference originated from all the other RF chains.

E. SIC Decoding at Users

At the user side, as the traditional downlink NOMA schemes [27], SIC decoding is performed at the strong user within one NOMA group, while the weak user directly decodes the messages by treating the strong user’s signal as noise. In this paper, we define the strong or weak user by the LOS path gain. Without loss of generality, we assume that the users are indexed in the descending order of LOS path gains, i.e., \( |\alpha_{1,0}|^2 \geq |\alpha_{2,0}|^2 \geq \ldots \geq |\alpha_{K,0}|^2 \).

According to the downlink NOMA protocol [27], the individual data rate of user \( k \) when associated with RF chain \( r \) is given by

\footnotetext{Note that the concept of RF chain association is more clear for a pure analog mmWave system, i.e., \( G = I_{N_{RF}} \), where the signal of a NOMA group or an OMA user is transmitted through its associated RF chain, as shown in Fig. 1(a). In hybrid mmWave systems with a digital precoder, \( G \), the signals of NOMA groups and OMA users are multiplexed on all the RF chains. In this case, the RF chain allocation is essentially the spatial DOF allocation, where a NOMA group or an OMA user possesses one spatial DOF. However, we still name it with RF chain association since each associated RF chain generates multiple analog beams for a NOMA group or a single beam for an OMA user, as shown in Fig. 1(a).}
\[ R_{k,r} = \log_2 \left( 1 + \frac{u_{k,r}p_{k,r} \left| \mathbf{h}_k^H \mathbf{g}_r \right|^2}{I_{\text{inter}}^{k,r} + I_{\text{intra}}^{k,r} + \sigma^2} \right), \quad (12) \]

with \( I_{\text{inter}}^{k,r} = \sum_{r' \neq r}^{N_{\text{RF}}} \left| \mathbf{h}_k^H \mathbf{g}_{r'} \right|^2 \sum_{d=1}^{K} u_{d,r}p_{d,r} \) and \( I_{\text{intra}}^{k,r} = \left| \mathbf{h}_k^H \mathbf{g}_r \right|^2 \sum_{d=1}^{k-1} u_{d,r}p_{d,r} \) denoting the inter-group interference power and intra-group interference power, respectively. Note that with the formulation in (12), we have \( R_{k,r} = 0 \) if \( u_{k,r} = 0 \). If user \( k \) and user \( i \) are scheduled to form a NOMA group associated with RF chain \( r \), \( \forall i > k \), user \( k \) first decodes the messages of user \( i \) before decoding its own information and the corresponding achievable data rate is given by

\[ R_{k,i,r} = \log_2 \left( 1 + \frac{u_{i,r}p_{i,r} \left| \mathbf{h}_k^H \mathbf{g}_r \right|^2}{I_{\text{inter}}^{k,r} + I_{\text{intra}}^{k,i,r} + \sigma^2} \right), \quad (13) \]

where \( I_{\text{intra}}^{k,i,r} = \left| \mathbf{h}_k^H \mathbf{g}_r \right|^2 \sum_{d=1}^{i-1} u_{d,r}p_{d,r} \) denotes the intra-group interference power when decoding the message of user \( i \) at user \( k \). To guarantee the success of SIC decoding, we need to maintain the rate condition as follows \[28\]:

\[ R_{k,i,r} \geq R_{i,r}, \forall i > k. \quad (14) \]

Note that, when user \( i \) is not allocated with RF chain \( r \), we have \( R_{k,i,r} = R_{i,r} = 0 \) and the condition in (14) is always satisfied. Now, the individual data rate of user \( k \) is defined as \( R_k = \sum_{r=1}^{N_{\text{RF}}} R_{k,r}, \forall k \), and the system sum-rate is given by

\[ R_{\text{sum}} = \sum_{k=1}^{K} \sum_{r=1}^{N_{\text{RF}}} \log_2 \left( 1 + \frac{u_{k,r}p_{k,r} \left| \mathbf{h}_k^H \mathbf{g}_r \right|^2}{I_{\text{inter}}^{k,r} + I_{\text{intra}}^{k,r} + \sigma^2} \right). \quad (15) \]

**Remark 1:** In summary, the key idea of the proposed multi-beam NOMA framework is to multiplex the signals of multiple users on a single RF chain via beam splitting, which generates multiple analog beams to facilitate non-orthogonal transmission for multiple users. Intuitively, compared to the natural broadcast in conventional NOMA schemes considered in microwave frequency bands \[5\], \[6\], the proposed multi-beam NOMA scheme generates multiple non-overlapped virtual tunnels in the beam-domain and broadcast within the tunnels for downlink NOMA transmission. It is worth to note that the beam splitting technique is essentially an allocation method of array beamforming gain. In particular, allocating more antennas to a user means allocating a higher beamforming gain for this user, and vice versa. Specifically, apart from

\[ \text{Note that this paper proposes a multi-beam NOMA framework for hybrid mmWave communication systems, where different analog beamformer designs, channel estimation methods, and digital precoder designs can be utilized in the proposed framework.} \]
the power domain multiplexing in conventional NOMA schemes \cite{5}, \cite{6}, the proposed multi-beam NOMA scheme further exploits the beam-domain for efficient multi-user multiplexing. Besides, the proposed multi-beam NOMA scheme only relies on AODs of the LOS paths, $\theta_{k,0}$, and the complex path gains, $\alpha_{k,0}$, which is different from the existing fully digital MIMO-NOMA schemes \cite{31}. Clearly, the performance of the proposed multi-beam mmWave-NOMA scheme highly depends on the user grouping, antenna allocation, power allocation, and digital precoder design, which will be detailed in the next section.

IV. RESOURCE ALLOCATION DESIGN

In this section, we focus on resource allocation design for the proposed multi-beam mmWave-NOMA scheme. As shown in Fig. 2, the effective channel seen by the digital precoder depends on the structure of analog beamformers, which is determined by the user grouping and antenna allocation. In other words, the acquisition of effective channel is coupled with the user grouping and antenna allocation. In fact, this is fundamentally different from the resource allocation design of the fully digital MIMO-NOMA schemes \cite{31}, \cite{32} and single-beam mmWave-NOMA schemes \cite{16}--\cite{18}. As a result, jointly designing the user grouping, antenna allocation, power allocation, and digital precoder for our proposed scheme is very challenging and generally intractable. To obtain a computationally efficient design, we propose a two-stage design method, which is commonly adopted for the hybrid precoder design in the literature \cite{30}, \cite{33}. Specifically, in the first stage, we design the user grouping and antenna allocation based on the coalition formation game theory \cite{21}--\cite{25} to maximize the conditional system sum-rate assuming that only analog beamforming is available. In the second stage, based on the obtained user grouping and antenna allocation strategy, we adopt a ZF digital precoder to manage the inter-group interference and formulate the power allocation design as an optimization problem to maximize the system sum-rate while taking into account the QoS constraints.

A. First Stage: User Grouping and Antenna allocation

1) Problem Formulation: In the first stage, we assume that only analog beamforming is available with $G = I_{N_{RF}}$ and equal power allocation $p_{k,r} = \frac{p_{BS}}{K}$, $\forall k, r$, i.e., each RF chain serves its associated NOMA group correspondingly. The joint user grouping and antenna allocation to maximize the achievable sum-rate can be formulated as the following optimization problem:
\[
\text{maximize } \overline{R}_{\text{sum}} = \sum_{k=1}^{K} \sum_{r=1}^{N_{RF}} R_{k,r} \\
\text{s.t. } C1: u_{k,r} \in \{0, 1\}, M_{k,r} \in \mathbb{Z}^+, \forall k, r; \quad C2: \sum_{k=1}^{K} u_{k,r} \leq 2, \forall r, \quad C3: \sum_{r=1}^{N_{RF}} u_{k,r} \leq 1, \forall k; \quad C4: \sum_{k=1}^{K} u_{k,r} M_{k,r} \leq M_{BS}, \forall r, \quad C5: u_{k,r} M_{k,r} \geq u_{k,r} M_{\text{min}}, \forall k, r,
\]

where the user scheduling variable \( u_{k,r} \) and antenna allocation variable \( M_{k,r} \) are the optimization variables. The objective function \( \overline{R}_{\text{sum}} \) denotes the conditional system sum-rate which can be given with \( R_{\text{sum}} \) in (15) by substituting \( p_{k,r} = \frac{p_{\text{BS}}}{K} \) and \( G = I_{N_{RF}} \). Similarly, \( \overline{R}_{k,r} \) denotes the conditional individual data rate of user \( k \) associated with RF chain \( r \) which can be obtained with \( R_{k,r} \) in (12) by substituting \( p_{k,r} = \frac{p_{\text{BS}}}{K} \) and \( G = I_{N_{RF}} \). Constraint C2 restricts that each RF chain can only serve at most two users. Constraint C3 is imposed such that one user can only be associated with at most one RF chain. Constraint C4 guarantees that the number of all the allocated antennas on RF chain \( r \) cannot be larger than \( M_{BS} \). Constraint C5 is imposed to keep that the minimum number of antennas allocated to user \( k \) is \( M_{\text{min}} \) if it is associated with RF chain \( r \). The reasons for introducing constraint C5 is two-fold: 1) we need to prevent the case where a user is not served by any antenna for a fair resource allocation; 2) constraint C5 can prevent the formation of high sidelobe beam, which introduces a high inter-group interference and might sacrifice the performance gain of multi-beam NOMA. Note that constraint C5 are inactive when user \( k \) is not assigned on RF chain \( r \), i.e., \( u_{k,r} = 0 \).

The formulated problem is a non-convex integer programming problem, which is very difficult to find the globally optimal solution. In particular, the effective channel gain in the objective function in (16) involves a periodic trigonometric function of \( M_{k,r} \), which cannot be solved efficiently with existing convex optimization methods [34]. In general, the exhaustive search can optimally solve this problem, but its computational complexity is prohibitively high, which is given by

\[
\mathcal{O} \left( (M_{BS} - 2M_{\text{min}})^{K-N_{RF}} \left( \frac{K}{2N_{RF} - K} \right)^{K-N_{RF}} \prod_{r=1}^{2r-1} \right),
\]

where \( \mathcal{O} (\cdot) \) is the big-O notation. As a compromise solution, we recast the formulated problem as a coalition formation game [21]–[25] and propose a coalition formation algorithm for obtaining an efficient suboptimal solution of the user grouping and antenna allocation.

2) The Proposed Coalition Formation Algorithm: In this section, to derive an algorithm for the user grouping and antenna allocation with a low computational complexity, we borrow the
concept from the coalitional game theory \[21\]–[25] to achieve a suboptimal but effective solution. Note that, although the game theory is commonly introduced to deal with the distributed resource allocation design problem \[22\], it is also applicable to the scenario with a centralized utility \[23\]–[25]. Besides, it is expected to achieve a better performance with centralized utility compared to the distributed resource allocation due to the availability of the overall resource allocation strategy and the system performance.

**Basic concepts:** We first introduce the notions from the coalitional game theory \[21\]–[25] to reformulate the problem in (16). In particular, we view all the \( K \) users as a set of cooperative players, denoted by \( \mathcal{K} = \{1, \ldots, K\} \), who seek to form coalitions \( S \) (NOMA groups in this paper), \( S \subseteq \mathcal{K} \), to maximize the conditional system sum-rate. The *coalition value*, denoted by \( V(S) \), quantifies the payoff of a coalition in a game. In this paper, we characterize the payoff of each player as its individual conditional data rate, since we aim to maximize the conditional system sum-rate in (16). In addition, for our considered problem, since the payoff of each player in a coalition \( S \) depends on the antenna allocation within the coalition and thus cannot be divided in any manner between the coalition members, our considered game has a nontransferable utility (NTU) property \[25\]. Therefore, the coalition value is a set of payoff vectors, \( V(S) \subseteq \mathbb{R}^{|S|} \), where each element represents the payoff of each player in \( S \). Furthermore, due to the existence of inter-group interference in our considered problem, the coalition value \( V(S) \) depends not only on its own coalition members in \( S \), but also on how the other players in \( \mathcal{K} \setminus S \) are structured. As a result, the considered game falls into the category of *coalition game in partition form*, i.e., coalition formation game \[21\].

**Coalition value:** More specific, given a coalitional structure \( \mathcal{B} \), defined as a partition of \( \mathcal{K} \), i.e., a collection of coalitions \( \mathcal{B} = \{S_1, \ldots, S_{|\mathcal{B}|}\} \), such that \( \forall r \neq r', S_r \cap S_{r'} = \emptyset \), and \( \bigcup_{r=1}^{|\mathcal{B}|} S_r = \mathcal{K} \), the value of a coalition \( S_r \) is defined as \( V(S_r, \mathcal{B}) \). Moreover, based on (12), we can observe that \( R_{k,r} \) is affected by not only the antenna allocation strategy \( \mathcal{M}_r = \{M_{k,r} | \forall k \in S_r\} \) in the coalition \( S_r \), but also the antenna allocation strategy \( \mathcal{M}_{r'} = \{M_{k,r'} | \forall k \in S_{r'}\} \) in other coalitions \( S_{r'}, r' \neq r \). Therefore, the coalition value is also a function of the antenna allocation strategy \( \mathcal{M}_r \) of the coalition \( S_r \) and the overall antenna allocation strategy \( \Pi = \{\mathcal{M}_1, \ldots, \mathcal{M}_{|\mathcal{B}|}\} \), i.e., \( V(S_r, \mathcal{M}_r, \mathcal{B}, \Pi) \). Then, the coalition value of \( S_r \) in place of \( \mathcal{B} \) can be defined as

\[
V(S_r, \mathcal{M}_r, \mathcal{B}, \Pi) = \{v_k(S_r, \mathcal{M}_r, \mathcal{B}, \Pi) | \forall k \in S_r\}, \tag{18}
\]

with the payoff of user \( k \) as
\[ v_k (S_r, M_r, B, \Pi) = \begin{cases} \frac{N_{\text{RF}}}{|B|} R_{k,r}, & |B| > N_{\text{RF}}, \\
\frac{N_{\text{RF}}}{|B|} R_{k,r}, & |B| \leq N_{\text{RF}}, \end{cases} \] (19)

where \( \frac{N_{\text{RF}}}{|B|} \) is the time-sharing factor since the number of coalitions is larger than the number of system RF chains. To facilitate the solution design, based on (12), the conditional individual data rate of user \( k \) associated with RF chain \( r \), \( R_{k,r} \), can be rewritten with the notations in coalition game theory as follows

\[
\tilde{R}_{k,r} = \log_2 \left( 1 + \frac{\sum_{r' \neq r, S_r \in B} p_{k,r'} |\tilde{h}_{k,r'}|^2 \sum_{d \in S_r} p_{d,r} + \sum_{d<k, d \in S_r} p_{d,r} |\tilde{h}_{d,r'}|^2 + \sigma^2}{\sum_{d \in S_r} p_{d,r} + \sum_{d<k, d \in S_r} p_{d,r} |\tilde{h}_{d,r'}|^2 + \sigma^2} \right), \quad k \in S_r, \quad \text{otherwise},
\]

(20)

with \( p_{k,r} = \frac{\alpha_k}{K} \) and \( G = I_{N_{\text{RF}}} \).

Based on the aforementioned coalitional game theory notions, the proposed coalition formation algorithm essentially forms coalitions among players iteratively to improve the system performance. To facilitate the presentation of the proposed coalition formation algorithm, we introduce the following basic concepts.

**Definition 1:** Given two partitions \( B_1 \) and \( B_2 \) of the set of users \( K \) with two antenna allocation strategies \( \Pi_1 \) and \( \Pi_2 \), respectively, for two coalitions \( S_r \in B_1 \) and \( S_{r'} \in B_2 \) including user \( k \), i.e., \( k \in S_r \) and \( k \in S_{r'} \), the preference relationship for user \( k \in K \) is defined as

\[
(S_r, B_1) \preceq_k (S_{r'}, B_2) \Leftrightarrow \max_{M_r} R_{\text{sum}} (B_1, \Pi_1) \leq \max_{M_{r'}} R_{\text{sum}} (B_2, \Pi_2),
\]

(21)

with

\[
R_{\text{sum}} (B, \Pi) = \sum_{S_r \in B} \sum_{k \in S_r} v_k (S_r, M_r, B, \Pi).
\]

(22)

The notation \((S_r, B_1) \preceq_k (S_{r'}, B_2)\) means that user \( k \) prefers to be part of coalition \( S_{r'} \) when \( B_2 \) is in place, over being part of coalition \( S_r \) when \( B_1 \) is in place, or at least prefers both pairs of coalitions and partitions equally. As shown in (21) and (22), we have \((S_r, B_1) \preceq_k (S_{r'}, B_2)\) if and only if the resulting conditional system sum-rate with \( B_2 \) and \( \Pi_2 \) is larger than or at least equal to that with \( B_1 \) and \( \Pi_1 \), with the optimized antenna allocation over \( M_r \) and \( M_{r'} \), respectively. Furthermore, we denote their asymmetric counterpart \( \prec_k \) and \( \prec \) to indicate the strictly preference relationship.

Note that, the maximization \( \max_{M_r} R_{\text{sum}} (B_1, \Pi_1) \) in (21) is only over \( M_r \) for the involved coalition \( S_r \) via fixing all the other antenna allocation strategies in \( \Pi_1 \setminus M_r \) when \( B_1 \) is in place. Similarly, the maximization \( \max_{M_{r'}} R_{\text{sum}} (B_2, \Pi_2) \) in (21) is only over \( M_{r'} \) for the involved coalition \( S_{r'} \) via fixing all the other antenna allocation strategies in \( \Pi_2 \setminus M_{r'} \) when \( B_2 \) is in place. Let \( M_r^* = \arg \max_{M_r} R_{\text{sum}} (B_1, \Pi_1) \) and \( M_{r'}^* = \arg \max_{M_{r'}} R_{\text{sum}} (B_2, \Pi_2) \) denote the
optimal solutions for the maximization problems in both sides of (21). To find the optimal $M^*_r$ and $M^*_{r'}$ in (21), we use the full search method over $M_r$ and $M_{r'}$ within the feasible set of C4 and C5 in [16]. Recall that there are at most two members in each coalition, the computational complexity for solving the antenna allocation in each maximization problem is acceptable via a one-dimensional full search over the integers in set $[M_{\text{min}}, M_{\text{BS}} - M_{\text{min}}]$. Based on the defined preference relationship above, we can define the strictly preferred leaving and joining operation in the iter-th iteration as follows.

**Definition 2:** In the iter-th iteration, given the current partition $B_{\text{iter}} = \{S_1, \ldots, S_{|B_{\text{iter}}|}\}$ and its corresponding antenna allocation strategy $\Pi_{\text{iter}} = \{M_1, \ldots, M_{|B_{\text{iter}}|}\}$ of the set of users $\mathcal{K}$, user $k$ will leave its current coalition $S_r$ and joint another coalition $S_{r'} \in B_{\text{iter}}$, $r' \neq r$, if and only if it is a strictly preferred leaving and joining operation, i.e.,

$$(S_r, B_{\text{iter}}) \prec_k (S_r \cup \{k\}, B_{\text{iter}+1}),$$

where new formed partition is $B_{\text{iter}+1} = \{B_{\text{iter}} \setminus \{S_r, S_{r'}\}\} \cup \{S_r \setminus \{k\}, S_{r'} \cup \{k\}\}$. Let $M_r^c$ denote the optimal antenna allocation strategy for the coalition $\{S_r \setminus \{k\}\}$ if user $k$ leaves the coalition $S_r$. Due to $|S_r| \leq 2$, there are at most one member left in $\{S_r \setminus \{k\}\}$, and thus we have

$$M_r^c = \begin{cases} M_{\text{BS}}, & |S_r \setminus \{k\}| = 1, \\ 0, & |S_r \setminus \{k\}| = 0. \end{cases}$$

On the other hand, we denote $M_{r'}^c$ as the optimal antenna allocation to maximize the conditional system sum-rate for the new formed coalition $S_{r'} \cup \{k\}$ if user $k$ joins the coalition $S_{r'}$. Similarly, we note that the maximization is only over $M_{r'}$ via fixing all the others antenna strategies $\{\Pi_{\text{iter}} \setminus \{M_r, M_{r'}\}\} \cup \{M_r^c\}$. Then, we can define the new antenna allocation strategy for the new formed partition $B_{\text{iter}+1}$ as $\Pi_{\text{iter}+1} = \{\Pi_{\text{iter}} \setminus \{M_r, M_{r'}\}\} \cup \{M_r^c, M_{r'}^c\}$. In other words, we have the update rule as $\{S_r, S_{r'}\} \rightarrow \{S_r \setminus \{k\}, S_{r'} \cup \{k\}\}$, $\{M_r, M_{r'}\} \rightarrow \{M_r^c, M_{r'}^c\}$, $B_{\text{iter}} \rightarrow B_{\text{iter}+1}$, and $\Pi_{\text{iter}} \rightarrow \Pi_{\text{iter}+1}$.

The defined strictly preferred leaving and joining operation above provides a mechanism to decide whether user $k$ should move from $S_r$ to $S_{r'}$, given that the coalition and partition pair $(S_{r'} \cup \{k\}, B_{\text{iter}+1})$ is strictly preferred over $(S_r, B_{\text{iter}})$. However, as we mentioned before, there is a constraint on the size of coalition, i.e., $|S_r| \leq 2, \forall r$. As a result, we should prevent the size of the new coalition being larger than 2, i.e., $|\{S_{r'} \cup \{k\}\}| > 2$. To this end, we need to introduce the concept of strictly preferred switch operation [22] as follows to enable user $k \in S_r$ and user $k' \in S_{r'}$ switch with each other, such that the new formed coalitions satisfy $|\{S_r \setminus \{k\} \cup \{k'\}\}| \leq 2$ and $|\{S_{r'} \setminus \{k'\} \cup \{k\}\}| \leq 2$. 


Definition 3: In the iter-th iteration, given a partition \( \mathcal{B}_{\text{iter}} = \{S_1, \ldots, S_{|\mathcal{B}_{\text{iter}}|}\} \) and an corresponding antenna allocation strategy \( \Pi_{\text{iter}} = \{\mathcal{M}_1, \ldots, \mathcal{M}_{|\mathcal{B}_{\text{iter}}|}\} \) of the set of users \( \mathcal{K} \), user \( k \in S_r \) and user \( k' \in S_{r'} \) will switch with each other, if and only if it is a strictly preferred switch operation, i.e.,

\[
(S_r, S_r', \mathcal{B}_{\text{iter}}) \prec^k_k (S_r \setminus \{k\} \cup \{k'\}, S_r' \setminus \{k'\} \cup \{k\}, \mathcal{B}_{\text{iter}+1})
\]

\[
\iff \max_{\mathcal{M}_r, \mathcal{M}_r'} \mathcal{T}_{\text{sum}}(\mathcal{B}_{\text{iter}}, \Pi_{\text{iter}}) < \max_{\mathcal{M}_r, \mathcal{M}_r'} \mathcal{T}_{\text{sum}}(\mathcal{B}_{\text{iter}+1}, \Pi_{\text{iter}+1}),
\]

where new formed partition is \( \mathcal{B}_{\text{iter}+1} = \{\mathcal{B}_{\text{iter}} \setminus \{S_r, S_{r'}\}\} \cup \{\{S_r \setminus \{k\} \cup \{k'\}\}, \{S_r' \setminus \{k'\} \cup \{k\}\}\}. \)

Let \( \mathcal{M}_r^+ \) and \( \mathcal{M}_{r'}^+ \) denote the optimal solutions for the maximization on the right hand side of (25). Then, we can define the new antenna allocation strategy for the new formed partition \( \mathcal{B}_{\text{iter}+1} \) as \( \Pi_{\text{iter}+1} = \{\Pi_{\text{iter}} \setminus \{\mathcal{M}_r, \mathcal{M}_{r'}\}\} \cup \{\mathcal{M}_r^+, \mathcal{M}_{r'}^+\}. \) In other words, we have the update rule \( \{S_r, S_{r'}\} \rightarrow \{S_r \setminus \{k\} \cup \{k'\}, S_{r'} \setminus \{k'\} \cup \{k\}\}, \{\mathcal{M}_r, \mathcal{M}_{r'}\} \rightarrow \{\mathcal{M}_r^+, \mathcal{M}_{r'}^+\}, \mathcal{B}_{\text{iter}} \rightarrow \mathcal{B}_{\text{iter}+1}, \) and \( \Pi_{\text{iter}} \rightarrow \Pi_{\text{iter}+1}. \)

Again, the maximization in (25) is only over \( \mathcal{M}_r \) and \( \mathcal{M}_{r'} \) within the feasible set of C4 and C5 in (16) for the involved coalitions \( S_r \) and \( S_{r'} \) in the switch operation, via fixing all the other antenna allocation strategies \( \{\Pi_{\text{iter}} \setminus \{\mathcal{M}_r, \mathcal{M}_{r'}\}\}. \) Also, the computational complexity for each maximization is acceptable via a two-dimensional full search over the integers in \([M_{\text{min}}, M_{\text{BS}} - M_{\text{min}}]. \) From (25), we can observe that a switch operation is a strictly preferred switch operation of users \( k \) and \( k' \) if and only if when this switch operation can strictly increase the conditional system sum-rate. The defined strictly preferred switch operation above provides a mechanism to decide whether to switch user \( k \) and user \( k' \) with each other, given that it is a strictly preferred switch operation by users \( k \) and \( k'. \)

Now, the proposed coalition algorithm for the user grouping and antenna allocation problem in (16) is shown in Algorithm 1. The algorithm is initialized with each user as a coalition, i.e., OMA, and each user is allocated with the whole antenna array. In each iteration, all the users visit all the potential coalitions except its own coalition in current coalitional structure, i.e., \( S_{r'} \in \mathcal{B}_{\text{iter}} \) and \( S_{r'} \neq S_r. \) Then, each user checks and executes the leaving and joining operation or the switch operation based on the Definition 2 and Definition 3, respectively. The iteration stops when no more preferred operation can be found.

3) Effectiveness, Stability, and Convergence: In the following, we briefly discuss the effectiveness, stability, and convergence for our proposed coalition formation algorithm due to the page limit. Interested readers are referred to [22]–[24] for detailed proofs. From the Definition
Algorithm 1 User Grouping and Antenna Allocation Algorithm

1: Initialization
   Initialize the iteration index \( \text{iter} = 0 \). The partition is initialized by \( B_0 = \mathcal{K} = \{S_1, \ldots, S_K\} \) with \( S_k = k, \forall k \), i.e., OMA. Correspondingly, the antenna allocation is initialized with \( \Pi_0 = \{\mathcal{M}_1, \ldots, \mathcal{M}_K\} \) with \( \mathcal{M}_k = \{\mathcal{M}_{BS}\}, \forall k \).

2: repeat
   3: for \( k = 1:K \) do
      4: User \( k \in S_r \) visits each existing coalitions \( S_{r'} \in B_{\text{iter}} \) with \( S_{r'} \neq S_r \).
      5: if \( |\{S_r \cup \{k\}\}| \leq 2 \) then
         6: if \( (S_r, B_{\text{iter}}) \prec_k (S_r \cup \{k\}, B_{\text{iter}+1}) \) then
            7: Execute the leaving and joining operation in Definition 2
            8: \( \text{iter} = \text{iter} + 1 \).
         9: end if
      10: else
         11: if \( (S_r, S_{r'}, B_{\text{iter}}) \prec_k ^{S_r}(S_r \setminus \{k\} \cup \{k'\}, S_{r'} \setminus \{k'\} \cup \{k\}, B_{\text{iter}+1}) \) then
            12: Execute the switch operation in Definition 3
            13: \( \text{iter} = \text{iter} + 1 \).
         14: end if
      15: end if
   16: end for
   17: until No strictly preferred leaving and joining operation or switch operation can be found.

18: return \( B_{\text{iter}} \) and \( \Pi_{\text{iter}} \).

2 and Definition 3 we can observe that every executed operation in Algorithm 1 increases the conditional system sum-rate. In other words, Algorithm 1 can effectively increase the conditional system sum-rate in (16). The stability of Algorithm 1 can be proved by contradiction, cf. [22]–[24]. Firstly, we need to note that each user has an incentive to leave its current coalition only and if only when this operation can increase the conditional system sum-rate, i.e., a strictly preferred leaving and joining operation or switch operation. Then, we can define a stable coalitional structure state as a final state \( B^* \) after Algorithm 1 terminates where no user has an incentive to leave its current coalition. If there exists a user \( k \) want to leave its current coalition \( S_r \) in the final coalitional structure \( B^* \), it means that Algorithm 1 will not terminate and \( B^* \) is not a final state, which causes a contradiction.

Now, the convergence of Algorithm 1 can be proved with the following logic. Since the number of feasible combinations of user grouping and antenna allocation in (16) is finite, the number of strictly preferred operations is finite. Moreover, according to Algorithm 1, the conditional system sum-rate increases after each approved operation. Since the conditional system sum-rate is upper bounded by above due to the limited number of RF chains and time resources, Algorithm 1 terminates when the conditional system sum-rate is saturated. In other words,
Algorithm II converges to the final stable coalitional structure $B^*$ within a limited number of iterations.

4) Computational Complexity: Assume that, in the $iter$-th iteration, a coalitional structure $B_{iter}$ consists of $|B_{iter}^1|$ single-user coalitions and $|B_{iter}^II|$ two-users coalitions with $|B_{iter}| = |B_{iter}^1| + |B_{iter}^II|$. For user $k$, the computational complexity to locate a strictly preferred leaving and joining operation is $O\left(2(|B_{iter}^1| + 1)(M_{BS} - 2M_{min})\right)$ in the worst case and the counterpart to locate a strictly preferred switch operation is $O\left(4|B_{iter}^II|(M_{BS} - 2M_{min})^2\right)$ in the worst case. As a result, the computational complexity in each iteration of our proposed coalition formation algorithm is $O\left(2(|B_{iter}^1| + 1)(M_{BS} - 2M_{min}) + 4|B_{iter}^II|(M_{BS} - 2M_{min})^2\right)$ in the worst case, which is substantially low compared to that of the exhaustive search. i.e., (17).

B. Second Stage: Digital Precoder and Power Allocation Design

1) ZF Digital Precoder: Given the obtained user grouping strategy $B^* = \{S^*_1, \ldots, S^*_NRF\}$ and the antenna allocation strategy $\Pi^*$ in the first stage, we can obtain the effective channel matrix $\tilde{H} \in \mathbb{C}^{RF \times K}$ via uplink pilot transmission. We adopt a ZF digital precoder to suppress the inter-group interference. Since there might be more than one users in each group $S^*_r \in B^*$, we perform singular value decomposition (SVD) on the equivalent channel for each NOMA group $S^*_r$ with $|S^*_r| = 2$. In particular, let $\tilde{H}_r \in \mathbb{C}^{RF \times |S^*_r|}$, $\forall r$, denotes the effective channel matrix for all the $|S^*_r|$ users in the coalition $S^*_r$. We have the SVD for $\tilde{H}_r$ as follows:

$$\tilde{H}_r^H = U_r \Sigma_r V_r^H,$$

where $U_r = [u_{r,1}, \ldots, u_{r,|S^*_r|}] \in \mathbb{C}^{|S^*_r| \times |S^*_r|}$ is the left singular matrix, $\Sigma_r \in \mathbb{R}^{|S^*_r| \times RF}$ is the singular value matrix with its diagonal entries as singular values in descending order, and $V_r \in \mathbb{C}^{RF \times RF}$ is the right singular matrix. Then, the equivalent channel vector of the NOMA group $S^*_r$ is given by

$$\tilde{h}_r = \tilde{H}_r u_{r,1} \in \mathbb{C}^{RF \times 1},$$

where $u_{r,1} \in \mathbb{C}^{|S^*_r| \times 1}$ is the first left singular vector corresponding to the maximum singular value. Note that, the equivalent channel for a single-user coalition with $|S^*_r| = 1$ can be directly given with its effective channel, i.e., $\tilde{h}_r = \tilde{h}_r$. Now, the equivalent channel for all the coalitions on all the RF chains can be given by

$$\tilde{H} = [\tilde{h}_1, \ldots, \tilde{h}_{NRF}] \in \mathbb{C}^{RF \times NRF}.$$  

Furthermore, the ZF digital precoder can be obtained by

$$G = \tilde{H}^H \left(\tilde{H} \tilde{H}^H\right)^{-1} \in \mathbb{C}^{RF \times NRF},$$

where $G = [g_1, \ldots, g_{NRF}]$ and $g_r$ denotes the digital precoder shared by all the user in $S^*_r$. 


2) Power Allocation Design: Given the effective channel matrix $\tilde{\mathbf{H}}_r$ and the digital precoder $\mathbf{G}$, the optimal power allocation can be formulated as the following optimization problem:

$$\begin{align*}
    \text{maximize} & \quad R_{\text{sum}} \\
    \text{s.t.} & \quad C1: p_{k,r} \geq 0, \forall k, r, \quad C2: \sum_{k=1}^{K} \sum_{r=1}^{N_{RF}} u_{k,r}^* p_{k,r} \leq p_{\text{BS}}, \\
    & \quad C3: u_{k,r}^* R_{k,i,r} \geq u_{i,r}^* R_{i,k,r}, \forall i > k, \forall r, \quad C4: \sum_{r=1}^{N_{RF}} R_{k,r} \geq R_{\text{min}}, \forall k, \\
\end{align*}$$

where $R_{k,r}$, $R_{k,i,r}$, and $R_{\text{sum}}$ are given by (12), (13), and (15) with replacing $u_{k,r}$ with $u_{k,r}^*$, respectively. Note that the user scheduling $u_{k,r}^*$ can be easily obtained by the following mapping:

$$\begin{align*}
    u_{k,r}^* = \begin{cases} 
    1, & \text{if } k \in S_r^*, \\
    0, & \text{otherwise}. 
\end{cases} \tag{31}
\end{align*}$$

Constraint C2 is the total power constraint at the BS. Constraint C3 is introduced to guarantee the success of SIC decoding. Note that constraint C3 are inactive when $u_{k,r}^* = 0$ or $u_{i,r}^* = 0$. Constraint C4 is imposed to guarantee a minimum rate requirement for each user.

The formulated problem is a non-convex optimization, but can be equivalently transformed to a canonical form of D.C. programming [27] as follows:

$$\begin{align*}
    \text{minimize} & \quad H_1 (p) - H_2 (p) \\
    \text{s.t.} & \quad C1: p_{k,r} \geq 0, \forall k, r, \quad C2: \sum_{k=1}^{K} \sum_{r=1}^{N_{RF}} u_{k,r}^* p_{k,r} \leq p_{\text{BS}}, \\
    & \quad C3: u_{k,r}^* u_{i,r}^* \left| \tilde{h}_k^\mathbf{H} \mathbf{g}_r \right|^2 D_{2}^{k,i,r} (p) \leq \left| \tilde{h}_k^\mathbf{H} \mathbf{g}_r \right|^2 D_{2}^{i,k,r} (p), \forall i > k, \forall r, \\
    & \quad C4: u_{k,r}^* p_{k,r} \left| \tilde{h}_k^\mathbf{H} \mathbf{g}_r \right|^2 \geq (2 u_{k,r}^* R_{\text{min}} - 1) D_{2}^{k,k,r} (p), \forall k, \\
\end{align*}$$

where $p \in \mathbb{R}^{K N_{RF} \times 1}$ denotes the collection of $p_{k,r}$, $H_1 (p)$ and $H_2 (p)$ are given by

$$\begin{align*}
    H_1 (p) &= -\sum_{k=1}^{K} \sum_{r=1}^{N_{RF}} \log_2 \left( D_{1}^{k,k,r} (p) \right) \quad \text{and} \quad H_2 (p) &= -\sum_{k=1}^{K} \sum_{r=1}^{N_{RF}} \log_2 \left( D_{2}^{k,k,r} (p) \right), \tag{33}
\end{align*}$$

respectively, and $D_{1}^{k,i,r} (p)$ and $D_{2}^{k,i,r} (p)$ are given by

$$\begin{align*}
    D_{1}^{k,i,r} (p) &= \sum_{r' \neq r}^{N_{RF}} \left| \tilde{h}_k^\mathbf{H} \mathbf{g}_{r'} \right|^2 \sum_{d=1}^{K} u_{d,r}^* p_{d,r} + \sum_{d=1}^{i} u_{d,r}^* p_{d,r} \left| \tilde{h}_k^\mathbf{H} \mathbf{g}_r \right|^2 + \sigma^2, \\
    D_{2}^{k,i,r} (p) &= \sum_{r' \neq r}^{N_{RF}} \left| \tilde{h}_k^\mathbf{H} \mathbf{g}_{r'} \right|^2 \sum_{d=1}^{K} u_{d,r}^* p_{d,r} + \sum_{d=1}^{i-1} u_{d,r}^* p_{d,r} \left| \tilde{h}_k^\mathbf{H} \mathbf{g}_r \right|^2 + \sigma^2, \tag{34}
\end{align*}$$

respectively. Note that $H_1 (p)$ and $H_2 (p)$ are differentiable convex functions with respect to $p$. Thus, for any feasible solution $p^{\text{iter}}$ in the iter-th iteration, we can obtain a lower bound for $H_2 (p)$, which is given by

$$\begin{align*}
    H_2 (p) &\geq H_2 (p^{\text{iter}}) + \nabla_p H_2 (p^{\text{iter}})^T (p - p^{\text{iter}}), \tag{35}
\end{align*}$$
Algorithm 2 Power Allocation Algorithm

1: Initialization
   Initialize the convergence tolerance $\epsilon$, the maximum number of iterations $\text{iter}_{\max}$, the iteration index $\text{iter} = 1$, and the initial feasible solution $\mathbf{p}^{\text{iter}}$.

2: repeat
3:   Solve (37) for a given $\mathbf{p}^{\text{iter}}$ to obtain the power allocation $\mathbf{p}^{\text{iter+1}}$.
4:   Set $\text{iter} = \text{iter} + 1$.
5: until $\text{iter} = \text{iter}_{\max}$ or $\|\mathbf{p}^{\text{iter}} - \mathbf{p}^{\text{iter-1}}\| \leq \epsilon$.
6: Return the solution $\mathbf{p}^* = \mathbf{p}^{\text{iter}}$.

with $\nabla_{\mathbf{p}} H_2 (\mathbf{p}^{\text{iter}}) = \left\{ \frac{\partial H_2 (\mathbf{p})}{\partial p_{k,r}} \right\}_{k=K, r=N_{\text{RF}}}^{k=1, r=1} \in \mathbb{R}^{KN_{\text{RF}} \times 1}$ denoting the gradient of $H_2(\cdot)$ with respect to $\mathbf{p}$ and

$$
\frac{\partial H_2 (\mathbf{p})}{\partial p_{k,r}} \big|_{\mathbf{p}^{\text{iter}}} = -\frac{1}{\log(2)} \sum_{k'=1}^{K} \sum_{r' \neq r}^{N_{\text{RF}}} \frac{\mathbf{h}_{k,r}^H \mathbf{g}_{r'}^2}{D_2^{k,k',r'} (\mathbf{p}^{\text{iter}})} - \frac{1}{\log(2)} \sum_{k'=k+1}^{K} \frac{\mathbf{h}_{k',r}^H \mathbf{g}_{r}^2}{D_2^{k,k',r'} (\mathbf{p}^{\text{iter}})}. \tag{36}
$$

Then, we obtain an upper bound for the minimization problem in (32) by solving the following convex optimization problem:

$$
\begin{align*}
\text{minimize} & \quad H_1 (\mathbf{p}) - H_2 (\mathbf{p}^{\text{iter}}) - \nabla_{\mathbf{p}} H_2 (\mathbf{p}^{\text{iter}})^T (\mathbf{p} - \mathbf{p}^{\text{iter}}) \\
\text{s.t.} & \quad \text{C1: } p_{k,r} \geq 0, \forall k, r, \quad \text{C2: } \sum_{k=1}^{K} \sum_{r=1}^{N_{\text{RF}}} u_{k,r}^{*} \sum_{k'=1}^{K} \sum_{r'=1}^{N_{\text{RF}}} p_{k,r} \leq p_{\text{BS}}, \forall r, \\
& \quad \text{C3: } u_{k,r}^{*} u_{i,r}^{*} \left| \mathbf{h}_{k,r}^H \mathbf{g}_{r} \right|^2 \left( \mathbf{p} \right) \leq u_{k,r}^{*} u_{i,r}^{*} \left| \mathbf{h}_{k,r}^H \mathbf{g}_{r} \right|^2 \left( \mathbf{p} \right) \geq \left( 2u_{k,r}^{*} R_{\text{min}} - 1 \right) D_2^{k,k',r} (\mathbf{p}), \forall i > k, \\
& \quad \text{C4: } u_{k,r}^{*} p_{k,r} \left| \mathbf{h}_{k,r}^H \mathbf{g}_{r} \right|^2 \geq \left( 2u_{k,r}^{*} R_{\text{min}} - 1 \right) D_2^{k,k',r} (\mathbf{p}), \forall k.
\end{align*}
\tag{37}
$$

Now, the problem in (37) is a convex programming problem which can be solved efficiently by standard convex problem solvers, such as CVX [35]. Based on D.C. programming [36], an iteration algorithm is developed to tighten the obtained upper bound in (37), which is shown in Algorithm 2. The power allocation algorithm is initialized with $\mathbf{p}^1$, which is obtained by solving the problem in (37) with $H_1 (\mathbf{p})$ as the objective function. In the $\text{iter}$-th iteration, the updated solution $\mathbf{p}^{\text{iter+1}}$ is obtained by solving the problem in (37) with $\mathbf{p}^{\text{iter}}$. The algorithm will terminate when the maximum iteration number is reached, i.e., $\text{iter} = \text{iter}_{\max}$, or the change of power allocation solutions between adjacent iterations becomes smaller than a given convergence tolerance, i.e., $\|\mathbf{p}^{\text{iter}} - \mathbf{p}^{\text{iter-1}}\| \leq \epsilon$. Note that, with differentiable convex functions $H_1 (\mathbf{p})$ and $H_2 (\mathbf{p})$, the proposed power allocation algorithm converges to a stationary point with a polynomial time computational complexity [36].

V. Simulation Results

In this section, we evaluate the performance of our proposed multi-beam mmWave-NOMA scheme via simulations. Unless specified otherwise, the simulation setting is given as follows.
We consider an mmWave system with carrier frequency at 28 GHz. There are one LOS path and \( L = 10 \) NLOS paths for the channel model in [1] and the path loss models for LOS and NLOS paths follow Table I in [37]. A single hexagonal cell with a BS located at the cell center with a cell radius of 200 m is considered. All the \( K \) users are randomly and uniformly distributed in the cell unless further specified. The maximum transmit power of the BS is 46 dBm, i.e., \( p_{BS} \leq 46 \) dBm and the noise power at all the users is assumed identical with \( \sigma^2 = -80 \) dBm. We assume that there are \( M_{BS} = 100 \) antennas equipped at the BS and \( M_{UE} = 10 \) antennas equipped at each user terminals. The minimum number of antennas allocated to each user is assumed as 10% of \( M_{BS} \), i.e., \( M_{min} = \frac{1}{10} M_{BS} \). The minimum rate requirement \( R_{min} \) is selected from a uniform distributed random variable with the range of \((0, 5]\) bit/s/Hz. The simulation results shown in the sequel are averaged over different realizations of the large scaling fading, the small scale fading, and the minimum rate data requirement.

To show the effectiveness of our proposed two-stage resource allocation design, we compare the performance in the two stages to their corresponding optimal benchmark, respectively. In particular, we compare the performance of our proposed coalition formation algorithm to the optimal exhaustive user grouping and antenna allocation. Given the same obtained user grouping and antenna allocation strategy in the first stage, the performance of our proposed digital precoder and power allocation is compared to the optimal dirty paper coding (DPC) scheme [38] in the second stage. On the other hand, to demonstrate the advantages of our proposed multi-beam mmWave-NOMA scheme, we consider two baseline schemes in our simulations. For baseline 1, the conventional mmWave-OMA scheme is considered where each RF chain can be allocated to at most one user. To accommodate all the \( K \) users on \( N_{RF} \) RF chains with \( N_{RF} \leq K \leq 2N_{RF} \), users are scheduled into two time slots. In each time slot, we perform the downlink mmWave-OMA transmission via a ZF digital precoder and a power allocation design without intra-group interference terms and constraint \( C3 \) in (30). Note that, for a fair comparison, a user can be allocated to at most one time slot in our considered mmWave-OMA scheme since a user can only be associated with at most one RF chain in our proposed multi-beam mmWave-NOMA scheme. For baseline 2, the single-beam mmWave-NOMA scheme is considered where only the users’ LOS AOD within the same \(-3 \) dB main beamwidth can be considered as a NOMA
Fig. 4. Convergence of our proposed coalition formation algorithm in the first stage.

If the resulting number of users and single-beam NOMA groups is equal or smaller than $N_{RF}$, mmWave-OMA transmission is used for spatial multiplexing. Otherwise, all the users and single-beam NOMA groups are scheduled into two time slots and then we perform mmWave-OMA transmission on each time slot. For a fair comparison, both our proposed scheme and the baseline schemes are based on the LOS CSI only, i.e., $\{\theta_{1,0}, \ldots, \theta_{K,0}\}$ and $\{\alpha_{1,0}, \ldots, \alpha_{K,0}\}$.

A. Convergence of the Proposed Coalition Formation Algorithm

Fig. 4 illustrates the average conditional system sum-rate in the first stage versus the iteration index to show the convergence of our proposed coalition formation algorithm for user grouping and antenna allocation. The performance of the exhaustive search on user grouping and antenna allocation is also shown as a benchmark. Due to the large computational complexity of the optimal exhaustive search, we consider two simulation cases with $N_{RF} = 3, K = 5$ and $N_{RF} = 6, K = 8$. The BS transmit power is set as $p_{BS} = 30$ dBm. Note that our proposed coalition formation algorithm is applicable to the case with a larger number of RF chains and users as shown in the following simulation cases. We can observe that the average conditional system sum-rate of our proposed coalition formation algorithm monotonically increases with the iteration index. Particularly, it can converge to a close-to-optimal performance compared to the exhaustive search within only 10 iterations on average. This demonstrates the fast convergence and the effectiveness of our proposed coalition formation algorithm. With the user grouping and antenna allocation strategy obtained from our proposed coalition formation algorithm, the average
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Fig. 4. Convergence of our proposed coalition formation algorithm in the first stage.

It has been demonstrated that, in mmWave systems, the angle difference based user pairing is superior to the channel gain based user pairing as in conventional NOMA schemes.
Fig. 5. Average system sum-rate (bit/s/Hz) versus the transmit power (dBm) at the BS.

conditional sum-rate performance of a multipath channel with both LOS and NLOS paths is also shown. It can be observed that the performance degradation due to the ignorance of NLOS paths information in the first stage is very limited, especially for the case with small numbers of RF chains and users. In fact, the channel gain of the LOS path is usually much stronger than that of the NLOS paths in mmWave frequency bands due to the high attenuation in reflection and penetration, c.f. [3], [18]. Besides, the analog beamforming of the massive antennas array at the BS can focus the energy on the LOS AOD and reduce the signal leakage to the NLOS AODs, and hence further reduce the impact of NLOS paths on the system performance.

B. Average System Sum-rate versus Transmit Power at the BS

Fig. 5 illustrates the average system sum-rate versus the total transmit power $p_{\text{BS}}$ at the BS. The performance for our proposed scheme with the optimal DPC in the second stage is also shown as the performance benchmark. Two baseline schemes are considered for comparison and two simulation cases with $N_{\text{RF}} = 4, K = 7$ and $N_{\text{RF}} = 8, K = 12$ are included. We observe that the average system sum-rate monotonically increases with the transmit power since the proposed algorithm can efficiently allocate the transmit power when there is a larger transmit power budget. Besides, it can be observed that the performance of our proposed resource allocation scheme can approach its upper bound achieved by DPC in the second stage. It is owing to the interference management capability of our proposed resource allocation design. In particular, the designed user grouping and antenna allocation algorithm is able to exploit the users’ AOD distribution to avoid a large inter-group interference. Besides, the adopted ZF digital precoder can further suppress the inter-group interference. Within each NOMA group, the intra-group interference
experienced at the strong user can be controlled with the SIC decoding and the intra-group interference at the weak user is very limited owing to our proposed power allocation design.

Compared to the existing single-beam mmWave-NOMA scheme and the mmWave-OMA scheme, the proposed multi-beam mmWave-NOMA scheme can provide a higher spectral efficiency. This is because that the proposed multi-beam mmWave-NOMA scheme is able to pair two NOMA users with arbitrary AODs, which can generate more NOMA groups and exploit the multi-user diversity more efficiently. We note that the performance of the single-beam mmWave-NOMA scheme is only slightly better than that of the mmWave-OMA scheme. It is due to the fact that the probability of multiple users located in the same analog beam is very low [39]. Note that, the average system sum-rate of mmWave systems is much larger than the typical value in microwave systems [27]. It is due to the array gain brought by the large number of antennas equipped at both the BS and user terminals.

C. Average System Sum-rate versus Number of Antennas at the BS

Fig. 6 illustrates the average system sum-rate versus the number of antennas $M_{\text{BS}}$ equipped at the BS. Note that, we fix the number of RF chains and only vary the number of antennas equipped at the BS ranging from 50 to 200 for the considered hybrid mmWave system. The simulation setup is the same as Fig. 5 except that we fix the transmit power as $p_{\text{BS}} = 30$ dBm. We observe that the average system sum-rate increases monotonically with the number of antennas equipped at the BS due to the increased array gain. Compared to the two baseline schemes, a higher spectral efficiency can be achieved by the proposed multi-beam NOMA scheme due to its higher flexibility of user pairing and enabling a more efficient exploitation of multi-user diversity. In addition, it can be observed that the performance of the single-beam mmWave-NOMA scheme is almost the same as that of the mmWave-OMA scheme and it is only slightly better than that of the mmWave-OMA scheme when there is a small number of antennas. In fact, the beamwidth is larger for a small number of antennas, which results in a higher probability for serving multiple NOMA users via the same analog beam. Therefore, only in the case of a small number of antennas, the single-beam mmWave-NOMA scheme can form more NOMA groups and can provide a higher spectral efficiency than the mmWave-OMA scheme.

10We note that the average sum-rate per user obtained in our simulations is comparable to the simulation results in the literature in the field of mmWave communications [8], [30].
D. Average System Sum-rate versus User Density

Recall that the performance of the baseline single-beam mmWave-NOMA scheme is related to all the users’ AOD distribution depending on the user density. It is interesting to investigate the relationship between the system performance and the user density $\rho = \frac{K}{\text{Area}}$, where Area denotes the area of the selected portions in the cell. Fig. 8 illustrates the average system sum-rate versus the normalized user density. To facilitate the simulations, we keep the number of RF chains as $N_{RF} = 8$ and the number of users as $K = 12$ and change the area by selecting different portions of the cell, as illustrated in Fig. 7. In the selected area, all the $K$ users are uniformly and randomly deployed. For instance, the minimum normalized user density is obtained with all the $K$ users randomly scattered in the whole hexagonal cell, while the maximum normalized user density is obtained with all the $K$ users randomly deployed in the $\frac{1}{6}$ cell. The total transmit power at the BS is $p_{BS} = 30$ dBm. We can observe that the average system sum-rate of the mmWave-OMA scheme decreases with the user density due to the high channel correlation among users, which introduces a higher inter-user interference. In addition, the average system sum-rate of the single-beam mmWave-NOMA scheme firstly increases and then decreases with user density. It is because that, in the low density regime, increasing the user density can provide a higher probability of multiple users located in the same analog beam and thus more NOMA groups can be formed. On the other hand, in the high density regime, the inter-group interference becomes more severe with the increasing user density. Besides, it can be observed that our proposed multi-beam mmWave-NOMA scheme can offer a higher average system sum-rate compared to the baseline schemes in the whole user density range. Note that although the performance of the proposed scheme decreases with the user density, it decreases much slower than that of
the mmWave-OMA scheme. In fact, the inter-group interference becomes severe when more than two users are located in the same analog beam due to the high user density. However, the proposed scheme can still exploit the multi-user diversity and provide a substantial system performance gain compared to the mmWave-OMA scheme.

![Fig. 7. An illustration of the selected portions of a cell.](image1)

![Fig. 8. Average system sum-rate (bit/s/Hz) versus the normalized user density.](image2)

VI. CONCLUSION

In this paper, we proposed a multi-beam NOMA framework for hybrid mmWave systems and studied the resource allocation design for the proposed multi-beam mmWave-NOMA scheme. In particular, a beam splitting technique was proposed to generate multiple analog beams to serve multiple users for NOMA transmission. Our proposed multi-beam mmWave-NOMA scheme is more practical than the conventional single-beam mmWave-NOMA schemes, which can flexibly pair NOMA users with an arbitrary AOD distribution. As a result, the proposed scheme can generate more NOMA groups and hence is able to explore the multi-user diversity more efficiently. To unlock the potential of the proposed multi-beam NOMA scheme, a two-stage resource allocation was designed to improve the system performance. More specific, a coalition formation algorithm based on coalition formation game theory was developed for user grouping and antenna allocation in the first stage, while a power allocation based on a ZF digital precoder was proposed to maximize the system sum-rate in the second stage. Simulation results demonstrated that the proposed resource allocation can achieve a close-to-optimal performance in each stage and our proposed multi-beam mmWave NOMA scheme can offer a substantial system sum-rate improvement compared to the conventional mmWave-OMA scheme and the single-beam mmWave-NOMA scheme.
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