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Abstract

Context: Artificial intelligence (AI) has made its way into everyday activities, particularly through new techniques such as machine learning (ML). These techniques are implementable with little domain knowledge. This, combined with the difficulty of testing AI systems with traditional methods, has made system trustworthiness a pressing issue.

Objective: This paper studies the methods used to validate practical AI systems reported in the literature. Our goal is to classify and describe the methods that are used in realistic settings to ensure the dependability of AI systems.

Method: A systematic literature review resulted in 90 papers. Systems presented in the papers were analysed based on their domain, task, complexity, and applied validation methods.

Results: The validation methods were synthesized into a taxonomy consisting of trial, simulation, model-centred validation, and expert opinion. Failure monitors, safety channels, redundancy, voting, and input and output restrictions are methods used to continuously validate the systems after deployment.

Conclusions: Our results clarify existing strategies applied to validation. They form a basis for the synthesize, assessment, and refinement of AI system validation in research and guidelines for validating individual systems in practice. While various validation strategies have all been relatively widely applied, only few studies report on continuous validation.
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1. Introduction

Artificial intelligence (AI) has taken society like a storm. Autonomous systems provide us with recommendations of what to watch, where to travel, and where to eat. If newspapers are to be believed, even self-driving cars are just around the corner. With such promises, we must ask how can these systems be trusted? This question has been acknowledged as a major software engineering challenge in the research literature and industry, for both its importance and difficulty [1, 2]. The inherent continuous adaptability and unpredictability of intelligence not only promise opportunities but also create problems unforeseen in traditional software. When considering software quality in use, we must pay attention to effectiveness, efficiency, satisfaction, freedom of risk, and context coverage [3]. Thus, a self-driving car is supposed to work as intended in a crossroads it has never seen, with other cars it has never seen, and with a pothole it has never seen. The question has become even more important with the emergence of easily implementable AI libraries, such as TensorFlow\(^1\) and PyTorch\(^2\), that provide efficient tools for use even to those who have no experience with or knowledge of the practical implications of the technologies.

In particular, machine learning (ML)—currently a trendy AI paradigm—has spurred roadmaps [4] and research (see e.g. [5]) on how learning systems should be and are developed while ensuring their correct functionality. However, earlier research is focused primarily on ML as such and does not address AI systems as a whole where, for example, an ML model is just one component. Furthermore, the main focus has been on the correctness and robustness of the ML models themselves, even though the importance of the correctness and robustness of the entire system or application is both acknowledged by the aforementioned research and is of paramount concern for software engineering overall.

This paper aims to gather a holistic view on the validation of practical AI systems and applications. By practical, we mean a complete system that performs a purposeful function in a realistic context. Henceforth, AI systems and applications are referred to shortly as systems [3]). Our focus on practical systems is motivated by earlier research pointing out the lack of such comprehensive work in current research [5]. A large share of software engineering research has also been observed to be relevant mainly for the research community and less so for practitioners [6, 7]. Thus, focusing on practical AI systems could help to both improve the state of research in general and to allow more practical research to take the leap into actual practice. For clarity, we are not limited to ML but consider any system that can be characterized as containing AI. Respectively, we are not limited to any application domain or task. On the one hand, we are interested in research concerning practical AI systems that are validated using one or more methods, and, on the other hand, research on validation method proposals that are applied to some practical system. Thus, solution proposals, ideas, and theoretical settings—even though often valuable for the research community—are out of the scope of this paper. We un-

\(^1\)https://www.tensorflow.org/
\(^2\)https://pytorch.org/
understand validation—in contrast to verification—as a method of ensuring that a system works as intended and designed, fulfilling its objectives in the context [8]. This means has special indications with practical AI systems, as they are intended to function with little to no human intervention or even to tune their behaviour autonomously in response to the environment [9]. Moreover, measures may be needed to ensure that the system keeps fulfilling its objectives well after deployment. Thus, in addition to the initial validation of the system, we are also interested in these additional measures, henceforth referred to as continuous validation. Finally, any non-natural entity that autonomously monitors its environment and changes its behaviour accordingly, or is built with ML techniques, may be considered artificially intelligent. However, as the focus of this paper is on practical systems, we are only interested in multi-component systems containing some AI or simpler smart systems, which have clear implications of their usability as is. To avoid confusion, such simple systems will henceforth be referred to as “model-centred”. This means that, for example, autonomous robots and surveillance systems with autonomous access control are in the scope of this paper, whereas whether or not artificial neural networks can be trained to recognize a dog in a stock photo out of context is not.

This study is conducted as a Systematic Literature Review (SLR) because SLRs are an efficient means to acquire knowledge about the current stage of research [10]. SLR as a research method helps to reach beyond the present knowledge on certain domains and venues of individual researchers. A review based solely on the present body of knowledge may not cover all aspects and possible applications of the subject at hand, especially in the case of such a broad one as AI. Thus, conducting systematic searches in multiple databases and selecting papers based on inclusion-exclusion criteria expands the scope of the review from what the researcher is already familiar with to a potentially much wider body of knowledge—if the search string formation is successful. SLR can be paralleled to surveys, as both aim to gather evidence from a set of sources. However, these sources differ in respect to research type (SLR or surveys), being either reported research or empirical settings, respectively. SLR was chosen from the two because the existing research—which would provide a good background for the survey—had not been synthesized. We used four databases (Scopus, Web of Science, ACM Digital Library, and IEEE Xplorer) in this SLR to gather the papers using automatic searches. The papers were first selected based on their title, keywords, and abstract. Closer selection, sorting, and analyses were conducted after the initial selection.

This paper is organized as follows. Section 2 describes the background and related work. The research questions and methods are described in Sections 3 and 4, respectively. Section 5 provides an overview of the final set of papers, including an analysis of their rigour and relevance. Section 6 summarizes the results for the first research question. Section 7 summarizes the results for the second research question. Sections 8 and 9 discuss our results and their validity, respectively. Section 10 concludes the paper.

2. Previous work: AI Systems and Validation

2.1. Background

There are numerous definitions for AI. IEEE-USA defines AI in [11] as follows: “Artificial Intelligence (AI) is the theory and development of computer systems that are able to perform tasks that normally require human intelligence such as visual perception, speech recognition, learning, decision-making, and natural language processing.” On the other hand, in their report for Stanford University, Stone et al. [12] use the following: “Artificial Intelligence is that activity devoted to making machines intelligent, and intelligence is that quality that enables an entity to function appropriately and with foresight in its environment.” Based on these, we understand artificially intelligent systems as systems that adapt to, have extensive knowledge of, or learn from their environment or application domain.

The conceptual basis of validation, as applied in this paper, stems from the IEEE standard [8] that defines validation as “an activity that ensures that an end product stakeholder’s true needs and expectations are met.” In other words, a validation process is for assessing whether or not the final product works as it is supposed to, or whether or not “the right product was built.” As such, validation is a part of the verification & validation (V&V) process of a system. However, verification and other parts of the V&V process besides validation are not in the scope of this paper.

The problems in validation begin to stack up when attention is turned to special characteristics of AI systems compared to traditional ones. According to Vassev & Hinchey [9], if an AI system should function with very few interruptions by humans in its own environment, its requirements should be changed accordingly to include, for example, what objectives the system should perform autonomously, what knowledge it should have, what it should monitor, what it should be aware of, how robust the system is to errors, how adaptable it should be, how dynamic it should be in its adaptations at runtime, how it should resolve unanticipated disruptions, and which parts of the system can be repurposed. Specifying and meeting such highly complex requirements is difficult, as is validating the AI system based on these requirements and showing that the requirements are actually met. Of course, not every AI system is supposed to adapt its behaviour radically after deployment, but surely e.g. a self-configuring system should not only find the initial best configuration but also the most suitable configuration for the changing environment. Additionally, it is a well-known fact that a once descriptive ML model may become outdated as the world around it changes (known as concept drift in the literature) [13]. Thus, validating AI systems is not only about what to validate, but also when to validate.

It is important to note that what we mean by validation is not the same as ML model validation: ML model validation often means testing the generalization ability of a model [14]. We do not rule out that ML model validation could be used by some as a validation method for the entire system, but it is not what our study is strictly about. Therefore, it is not meaningful to discuss the validation of AI systems without using at least nearly realistic systems and contexts.
Finally, we also differentiate something that we call continuous validation, which emerges from the above-mentioned special characteristics of AI systems. Continuous validation observes a deployed system and is applied to ensure that the AI system also works in situations unseen during development or in training data, essentially testing that the AI system operates as intended, which is the definition of validation. There is, however, no established conceptualization for continuous validation. For instance, Zhang et al. [5] address continuous validation as a part of online testing, whereas Breck et al. [4] use the term “monitoring testing”. Continuous validation differs somewhat from the traditional way of seeing validation as something usually applied to the end product [8]. Many AI systems continue to change their behaviour well after deployment or—as discussed above—are difficult to validate to a satisfactory degree before deployment, thus challenging the idea of an unchangeable end product to a degree. Considering this, post-deployment methods to ensure desired functionality and requirements are met, such as monitoring, fault-tolerance measures, and other safety or quality assurance, are reported as continuous validation in this work.

2.2. Related work

As it turns out, validation has been shown to be problematic for AI-based systems. Kemeny’s literature review about software engineering challenges for ML systems [2] reports that validation was one of the major difficulties reported in the literature related to ML systems. This is paralleled by Gao et al. [1], who argue that the difficulty of setting the required level of assurance and criteria are amongst the major challenges in ensuring the quality of software utilizing AI. These challenges may arise from many qualities quintessential to AI systems, one of them being the so-called Oracle Problem: if the system is supposed to function autonomously for a long time, adapt, or change its behaviour accordingly to its environment over time, it may be difficult or even impossible to know what the desired outcome will be beforehand. While consistency of behaviour is usually viewed as a desired quality in traditional software, this may not be the case with AI. Another source of challenges includes the sheer scale and diversity of the intended environments and contexts of use. For example, according to Kalra & Paddock [15], to statistically prove significant in a real environment that a fully autonomous car is less prone to fatal accidents than human drivers are would require driving 275 million test miles (approximately 443 million kilometers), and Koopman & Wagner [16] present the same kind of infeasibility regarding time. Menghi et al. [17] also argue that even simulations of cyber-physical systems can suffer from the enormous state space of AI systems if not applied purposefully. Consequently, validation challenges have been well observed in the earlier research, and our aim in this paper is to study the validation methods that resolve or alleviate these challenges.

Gao et al. [1] also argue that there is a deficiency in supporting tools for validating AI systems. Readily available tools are not non-existent. For example, Simulink\(^3\) provides tools for simulating cyber-physical systems, and Menghi et al. [17] have developed SOCRaTeS to automatically generate test oracles for Simulink simulations. The Dronology initiative by Cleland-Huang et al. [18] is another example, which provides an environment for both simulations and physical trials of small unmanned aerial vehicles (UAVs or “drones”). However, Gao et al. do not argue that there are no tools but rather that suitable tools are difficult to find. This could suggest that either the tools and frameworks are still rare or focused on certain domains, or that they are still very recent, scattered, and poorly available. While it is also important to have tools, we focus on how to validate, i.e. the methods for validation that the tools can then support, and do not cover the topic of assisting tools.

The problematic nature of validating AI systems, along with the difficulty of finding suitable solutions, calls out for research on the validation of artificially intelligent systems. In addition to the mentioned tools, reports [5] and guidelines [4] have spawned to find answers to these problems in the realm of ML. However, Zhang et al.’s [5] literature review on testing ML software focuses solely on machine learning and mainly on what they call offline testing. This essentially means ML model validation and less the validation of the complete AI system. If we return to the example of a self-configuring system, the ML model-centred approach is questionable: in [19], Nair et al. show that even a less accurate learning model outperforms finer learning models when the validation metrics are chosen more appropriately. Thus, validating just the ML model may be inadequate, and the question of what is validated should be emphasized. Zhang et al. acknowledge the importance of validating entire systems—which they call “online testing”—and are supported in this by the guideline of Breck et al. [4]. Zhang et al. also say that more knowledge on online testing should be attained by the research community. This leaves room and desire for a literature review on the validation methods of practical systems, which is the focus of our paper.

3. Research questions

In this work, we seek answers to the following two research questions:

- **RQ1:** What kinds of practical AI systems and their characteristics are presented and validated in the research literature?
- **RQ2:** What kinds of validation methods are used with practical AI systems in the research literature?

The goal of RQ1 is to understand the realm of current research. Knowing what kinds of systems are handled in the research literature helps to understand not only what is being covered but also where research gaps may exist. This helps to see and understand the focus, limitations, and shortcomings of the current research. Moreover, a way can be paved for studies focusing on the less covered areas of AI systems.

RQ2 aims to synthesise the scattered information concerning the validation methods, including continuous validation.

---

\(^3\)https://www.mathworks.com/products/simulink.html
Knowing what validation methods others have considered effective, what validation methods exist in the first place, and how they are implemented can make a difference when building a new system utilizing AI: skill and awareness of appropriate measures are keys for safe and reliable systems.

4. Research method

The research method of this work follows the SLR method [10]. The literature search was conducted with four databases (Scopus, Web of Science, ACM Digital Library, and IEEE Xplore) and using semantically the same search string. After the search, three selection stages were applied to reduce the initial set of 1164 papers. The remaining 90 final papers were analysed. The structure of the applied search and selection process is shown in Figure 1.

4.1. Search strategy

The first phase (“Search”) of the search and selection process (the full process in Figure 1) was to gather the initial set of papers by searching scientific databases. The search strategy was revised, and the following steps were taken when conducting the search:

1. Identify general terms used for systems that utilize ML or other types of AI
2. Identify synonyms and alternative forms for terms used for systems that utilize AI
3. Identify prominent domains that utilize AI in the research literature
4. Identify terms associated with or supporting the term validation as described above
5. Identify terms that imply usability or industrial relevance of systems described in the research literature
6. Form a search string based on the identified terms and discussions
7. If the database allows, use wildcards in the search terms when reasonable
8. Exclude search hits already found in previous databases

Automatic search was chosen over manual search and snowballing [20] due to the wide range of domains in which AI can be of use. Manual search may lead to missing important venues utilizing the techniques in, e.g., medicine or agriculture. This is especially noteworthy considering the chosen focus on practical systems over the techniques themselves: realistic, applied AI systems may not be presented in venues focusing on, e.g., computer science but in those focusing on the application domain of the said system. For example, a system looking for tumours in CT scans is very likely to be presented in a venue focusing on medicine.

The final search string consisted of three parts: a part for capturing AI; a part to filter out articles that do not emphasize the validation of the system it is presenting; and a part to emphasize articles with the intended use of the system it is presenting. The AI part of the search string consisted of the term “artificial intelligence”, its abbreviation “AI”, a set of terms commonly used for artificially intelligent systems, and a few recent and prominent domains of AI, all connected through logical OR. Inclusion of these domains is not intended to narrow down but rather to widen the scope of the review: according to our earlier experience and acquired knowledge while working on steps 1—3 of the search, these domains are prominent and of interest for this research, but the papers related to them often lack explicit mentions of more general AI terms. We decided it was better to include these few specific terms explicitly, rather than risk not having any of the papers included in the review. These terms may have implications on the results, which are discussed further as a threat to validity in Section 9. The validation part of the search string required the term “validation” and additional terms to emphasize that validation is meant as a part of the V&V process, as described in Section 2. This was necessary
because, as also discussed in Section 2, validation has a different, established meaning in the ML domain, i.e. ML model validation. Thus, combining “machine learning” or “ML” with “validation” without additional restrictions resulted in a very large number of false-positive search hits. The final part was to narrow down the scope to practical systems with intended use or industrial relevance, and it thus consists of terms deemed to reliably imply such qualities in the research literature.

The three parts were connected through the logical AND, and the terms in each part are connected through the logical OR, resulting in the following final search string:

(\text{AI OR artificial intelligence OR machine learning OR autonomous system OR self-adaptive system OR self-learning system OR intelligent system OR robot OR self-driving vehicle OR autonomous vehicle OR self-driving car OR autonomous car}) \text{ AND} \\ \
(\text{validation AND (verification OR testing OR v-model)}) \text{ AND} \\ \
(\text{user OR customer OR industrial OR industry})

The searches were targeted to the title, keywords, and abstract of the articles. However, ACM Digital Library yielded a large number of hits that did not match the search string when searching in these fields. Therefore, in the said database, the search was narrowed down to only include hits in the keywords. A total of 1164 unique papers were found using the search string. The databases were searched sequentially, starting with Scopus and continuing to Web of Science, then to ACM Digital Library, and finally to IEEE Xplore. This way, 619 papers were found in Scopus, 200 in Web of Science, 57 in ACM, and 551 in IEEE on November 11th 2019, February 10th 2020, March 11th 2020, and March 18th 2020, respectively. The initial set of 1164 papers was reached by removing duplicates.

4.2. Paper selection

The paper selection was performed in three stages (Figure 1) by the first author, who discussed a few unclear papers with the other authors. At the first stage, all 1164 preliminary papers from the search were assessed and included using the inclusion criteria found below. At the second stage, the remaining 372 papers were assessed and excluded using the exclusion criteria. At the third stage, the remaining 142 papers were assessed based on their relevance, resulting in the final set of 90 papers.

4.2.1. The first stage

The first stage of selection yielded 372 papers. The selection was based on the title, abstract, and keywords of the papers, and the inclusion criteria below, both of which a paper had to fulfill to be included.

IC1 The paper introduces/discusses a method for validating an AI system or the paper applies a method for validating an AI system and IC2 to count as a system, the presence of at least two components must be declared or implied or direct usability of the said system must be declared or clearly implied.

A consequence of the second criterion (IC2) is that the focus is on papers that acknowledge AI as part of a larger system or as an application as such. For example, the methods of ML model validation or the model’s ability to learn are not included in this study unless the paper describes other components or if the paper gives a strong indication that the proposed model is being used by someone as is, even if the main focus of the paper is on the AI or ML model. As using a model in a context implies the existence of at least a user interface and raises the model from a technique to a product, this satisfies the definition of a system as a “combination of interacting elements organized to achieve one or more stated purposes” [3].

4.2.2. The second stage

The second stage of the selection resulted in 142 papers. The assessment was based on the full texts of the papers. The papers were not included but excluded from the previously narrowed down set. A paper was excluded if at least one of the following exclusion criteria was met:

EC1 The full paper was not available in English
EC2 The full paper was not acquirable with reasonable effort
EC3 The paper turned out to not validate the system it described
EC4 The paper turned out to not describe a system or a validation method as described above
EC5 The described system turned out to not have properties recognizable as AI
EC6 The paper was less than six pages long
EC7 The paper was published in a workshop, a symposium, or another minor forum

EC1 was enforced by our language skills and the prominent status of English language in SE research. As to EC2, a paper was excluded if it could not be found or accessed in full through measures considered a normal information search. It is hard to assess the effect such papers could have had, as we simply could not get our hands on them, but only a very small number of papers were excluded based on this criterion. EC3—EC5 are derived directly from our research topic. EC6 and EC7 rose from the fact that, according to Kitchenham et al. [21], workshop papers, opinion papers, and other grey literature often do not have much to add to the SLRs when included. Kitchenham et al. do advise to be cautious when excluding papers solely based on the publication venue and suggest to first ponder what kind of information is of value to the SLR. However, we are more interested in detailed descriptions of the systems, settings, and validation methods, which, in our experience, are the characteristics that grey literature papers often lack due to the preliminary nature of the results and to page limitations. Also, the preliminary results
of workshop and symposium papers are often later expanded to full conference and journal papers. Thus, we decided to focus our effort on papers with presumed higher detailed descriptions, accepting the risk of missing a few relevant grey literature papers.

4.2.3. The third stage

The final set of 90 papers was achieved in the third stage of the selection. The selection was made based on the relevance assessment of the papers, so that only papers of high enough relevance were included in the final set. We measure relevance in a paper by the degree of realism in the research settings (see [7]). The selection was made because our research topic demands a certain level of relevance from the included papers, as we are interested in practical, utilizable systems with intended usability. We decided to label the papers based on the six-label classification of Alves et al. [22] and to outright exclude the lower tier papers. Only papers labelled L4, L5, or L6 were included in this study. The papers were labelled by applying the following criteria for each label:

L1 No evidence
L2 The system, its functionality or setup is heavily simplified considering its context, the applicability of the system is not easily recognizable even if it can be recognized as a system, or the evaluation environment is valid but arbitrary considering the context
L3 The evidence of the paper is not based on empirical evaluation presented in the paper but on a domain expert’s preferences of how things should be. For example, general guidelines with no actual evidence presented in the paper
L4 The system, its functionality or setup is not overly simplified and the evaluation environment of the study is realistic, yet not real considering the context
L5 The evaluation environment of the study is real but the study is conducted by researchers and the system is not actively used in the industry, even if it is being developed for industrial use
L6 The described system is actively used by someone in the industry

For example, if a robot with obstacle avoidance functionality was tested in just any room with a single box in it, the paper would fall in the L2 category. If the same robot had been tested with a thought-out obstacle course with appropriate structure, it could have fallen in the L4 category. Furthermore, if it had been tested at an industrial facility, it could have been labelled as L5. On the other hand, if it was not only tested in an industrial facility, but also explicitly put into actual, practical use for which it was designed for at that facility, it could be labelled as L6.

| Abbreviation | Field                |
|--------------|----------------------|
| F1           | Author(s)            |
| F2           | Title                |
| F3           | Year                 |
| F4           | Domain               |
| F5           | Task                 |
| F6           | System complexity    |
| F7           | System malfunction impact |
| F8           | Validation method    |
| F9           | Continuous validation|
| F10          | Relevance score      |
| F11          | Rigour score         |
| F12          | Machine learning     |

4.3. Information extraction

Data from each paper were extracted using the data extraction form (Table 1) and stored on a spreadsheet. Likewise as in the search and selection process, the first author performed the analysis and discussed unclear papers with other authors.

Items F1—F3 in data extraction cover basic bibliographic information. The values for F4—F9 were extracted and generalized from the papers without prior values. That is, the papers were analysed bottom-up by generalizing and categorizing from the data in a manner similar to grounded theory analysis presented in [23]. F4—F7 are characteristics of the AI system under validation in the papers. If a paper did not describe an intelligent system but rather a tool or method to validate such systems, it was classified based on what kind of system was validated with it.

The domain of a system (F4) is the broad idea of its applicability. For example, the domain of an autonomous car or a system related to it would be “car”, whereas an autonomous radiation shield for projectional radiography would be labelled as “medical”.

The task of the system (F5) is the actual objective it has. For example, the task of a robot searching for and fixing cracks in the hull of a ship would be “maintenance” and the task of a service robot for the elderly would be “care”. Tasks are primarily considered as tasks of the full system. Exceptions to this are papers that focus on describing and evaluating a specific subsystem of a larger system, which has a different task of its own. For example, the objective of an autonomous car is to drive people from one place to another but the objective of the navigation system is to find the most suitable road to the desired destination. Thus, an autonomous navigation system can be seen as a complete subsystem of its own in the context of the car. If a paper described and evaluated the navigation system instead or in the context of a full car, the task would be considered as “navigation” instead of “transportation”, albeit its domain would still be “car”.

The papers were categorized according to the complexity of the system they presented (F6), which resulted in three groups: a model-centred system, system, and multi-component. A model-centred system is a simple, yet complete system,
which essentially consists of an AI model and a user interface. A system consists of at least two components (not including user-interface) working together. For example, a surveillance system consisting of a camera and an AI model attempting to autonomously recognize unlawful activity would be considered a system per its complexity. A multi-component system is a complex system with multiple components and possibly multiple AI models. For example, an autonomous car would be considered a multi-component system. If a system’s complexity was not clear or not inferential within reason, the system was labelled as “unspecified”.

The malfunction impact (F7) of the systems was also considered. Systems were categorized based on their worst yet probable outcome in the event of a malfunction. For example, an autonomous drone for crop ripeness detection could fall out of the sky and kill someone, but that cannot be considered as a probable worst outcome. Instead, such a drone’s malfunction impact category would be “economic”, as the probable malfunction would be the misclassification of the crop that would result in the loss of income.

The methods used to validate the system (F8) were extracted. Based on the methods used, validation methods were categorized by comparing the similarities and differences of the validation methods each paper presented. These categories were further split into subcategories based on the minor variance between the papers in the same category, resulting in a taxonomy. The names of the categories and subcategories were either directly from or inspired by the papers or the validation methods described. In addition, the described methods were analysed qualitatively in greater detail and provided with a descriptive account. For each method, at least one high-quality paper is used as a more detailed exemplar, with others supplementing it. These more detailed descriptions can be found in Section 7.2.

If a paper describes a method for continuous validation of the system during its life cycle (F9), that too, was analysed. Respectively, as for F8, a categorization, a qualitative analysis, and an exemplar are then presented. These more detailed descriptions can be found in Section 7.3.

To assess the quality of the final papers, we adopted the rigour & relevance framework [7] that represents two orthogonal dimensions for the quality assessment of a paper. Relevance in the framework refers to the realism of the environment used in the study along with the applied research method. Rather than adopting the relevance measures from the framework directly, we used the labels of relevance already analyzed during paper selection for the relevance score (F10) (see Section 4.2.3) because the labels represent realism similarly as in the framework. We omitted the explicit analysis of research methods for relevance, although the research methods roughly match the applied levels. It is noteworthy that, as relevance was already applied during the selection of the final papers, only the papers assessed to levels 4–6 are included in the set of final papers. Rigour (F11) refers to the precision or exactness of the research method used and reported, and it was assessed as a sum according to a rubric of three concerns (context description, design description, and validity discussion of the study) and three scores in each concern adapted from [7] as follows.

**Rigour scores:**

**Context description**

- 1: To the degree where a reader can understand and compare it to another context.
- .5: Briefly, but not to the degree to which a reader can understand and compare it to another context.
- 0: No description.

**Study design description**

- 1: To the degree where a reader can understand, e.g., the variables measured, the control used, the treatments, the selection/sampling used etc.
- .5: Briefly, but not in detail.
- 0: No description.

**Study validity discussion**

- 1: Validity is discussed in detail through several threats or mitigation strategies, or at least through two different validity types in a clear manner.
- .5: The validity of the study is mentioned once or twice but not described in detail.
- 0: No discussion.

We assessed whether or not the system utilized ML (F12). If ML or an ML technique was explicitly mentioned, or if the system was interpreted as using ML, the paper was classified as ‘yes’. If the paper mentioned other types of intelligence, or performed tasks not typical for ML, the paper was classified as ‘no’. Papers not belonging to either of these categories were classified as ‘plausible’.

5. Overview of the final papers

The final papers are listed in Appendix in Table 10. Results of the data extraction are also provided in the Appendix in Tables 11 and 12.

Of the 90 final papers, 50 were published by IEEE, 15 by Elsevier, 11 by Springer, 5 by ACM, and 9 by other publishers. The newest papers were published in 2020 and the oldest in 2001, the median being 2017.5. There is a clear rising trend towards recent years (Figure 2), with 2017, 2018, and 2019 having the most published articles (10, 19, and 23, respectively), as can be expected considering the rising interest in the field. The search covered only the beginning of year 2020. In 2012 and from there onward, a notable rise is seen in the number of papers compared with preceding years.

On the rigour score (F11), 71 (79%) papers received a score of 1.5 or 2 out of 3 (see Table 12 in the Appendix, as well as Figure 3). This means that most papers either scored high on one or two dimensions (presented in Section 4.3) and poorly on one, or adequately on all. Only seven papers got a rigour score of at least 2.5. Most papers reported well their context
and design, whereas result validity was rarely discussed. 62 papers scored a 1 for their context and 55 scored a 1 for their design. In stark contrast, 76 papers do not discuss validity at all.

Relevance was assessed with a relevance level, which was also applied as an inclusion criteria (see Table 12 in the Appendix, as well as Figure 3). Thus, only papers at level 4 or higher were included. The majority, i.e., 72.2% of the papers were assessed as being at level 4, 24.4% at level 5, and 3.3% at level 6, which is considered the industrial level.

The highest scoring papers of each validation method are highlighted in their respective subsections in Section 7.2 and Section 7.3 below. As we already used the relevance score for paper selection, and only papers with a high enough relevance score were included, we consider all papers in the final set to be relevant. Quality comparison and synthesis are therefore primarily based on rigour scores.

6. Characteristics of validated AI systems (RQ1)

This section characterizes the validated AI systems by representing quantitative statistics extracted from the papers. The statistics represent results for answering RQ1.

A significant observation is that most presented systems applied some form of ML (F12). Seventy-nine papers either explicitly concerned ML or were reasonably interpretable as such. Six systems were deemed to clearly not be concerned with ML. The final five were considered plausible. The non-ML papers were not excluded from the results, as the search method was not designed to only include ML papers. However, the reader should be aware of this while going through the results.

Robotics was the most frequent domain, with 21 papers. The second most common domain was systems with some commercial use—e.g. user experience evaluation tools [S88] or storage time estimators [S21]—with 13 papers. The third most common domain was industrial—e.g. a system to assess tunnel construction progress [S38] or a metallic structure defect detection tool [S10]—systems with 12 papers, followed by the car, with 10 papers. A total of 13 domains were recognized in the final papers, excluding unspecified domains. Domains reported with their frequencies are presented in Table 2.

| Domain         | Number of papers | Percentage |
|----------------|------------------|------------|
| Agriculture    | 4                | 4.4%       |
| Aviation       | 2                | 2.2%       |
| Car            | 10               | 11.1%      |
| Commercial     | 13               | 14.4%      |
| Gaming         | 1                | 1.1%       |
| Government     | 1                | 1.1%       |
| Industrial     | 12               | 13.3%      |
| Medical        | 7                | 7.8%       |
| Robotics       | 21               | 23.3%      |
| Safety         | 3                | 3.3%       |
| Smart environment | 4               | 4.4%       |
| Software testing | 4               | 4.4%       |
| Unspecified    | 3                | 3.3%       |
| Wearable AI    | 5                | 5.6%       |

Recognition & classification was by far the most common task reported by the papers, with 31 such systems. It was followed by transportation, with nine papers. Systems with other tasks than these two were presented fewer than seven times each. Eighteen tasks were recognized, excluding unspecified ones. The remaining, less frequent tasks are presented in Table 3.

The papers represented somewhat evenly the different levels of system complexity. A full system was described in 36 papers. A more complex multi-component system was described in 31 papers. A simple model-centred system was described in 21 papers, and 2 papers were categorized as ‘unspecified’. Considering system malfunction impacts, a total of eight categories were recognized, excluding 'unspecified'. Economic damage was the most common category with 28 papers. Of the systems, 17 were deemed 'lethal', which was the second most common category along with 'nuisance', which also had 17 occurrences. All the malfunction categories can be seen in Table 4.

Considering how the system domains have been covered over the years (Figure 4), commercial, industrial, and medical systems have been presented somewhat consistently. Robots and cars, on the other hand, have significantly risen in numbers in recent years. Other domains pop up here and there, but do not
seem to be studied consistently. Perhaps interestingly, the small peak in papers in 2012–2013 seems to consist of nearly equal numbers of systems in almost all domains.

7. Validation methods (RQ2)

7.1. Quantitative analysis of validation methods

This section presents statistics concerning the validation methods. The categories emerged from the data analysis in a bottom-up manner (Cf. Section 4.3). This section, along with more detailed descriptions of the methods in Sections 7.2 and 7.3, represents results to RQ2.

Of the papers that used only one validation method, a total of 42 used some form of trial (Table 5). This is more than twice the number compared to simulation, which was the second most frequent method, with 20 occurrences. In 13 papers, the system was validated with a combination of the listed methods. Expert opinion was rare but was used twice as the sole validation method.

If papers using multiple validation methods are partitioned into their respective categories, trial is the largest gainer with an additional 13 occurrences, resulting in a total of 55 occurrences (Table 6). This means that every combined set of validation methods included a trial of some sort. Simulation gained 11 occurrences, rising to a total of 31 occurrences. Model-centred validation and expert opinion gained 3 and 1 occurrences, resulting in a total of 16 and 3 occurrences, respectively.

Table 5: Individual validation methods used when multiple methods are divided into their respected categories.

| Validation method | Occurrences |
|-------------------|-------------|
| Expert opinion    | 3           |
| Simulation        | 31          |
| Model-centred     | 15          |
| Trial             | 55          |
| Multiple          | 13          |
| **Total**         | **104**     |

Methods for continuous validation (described in more detail in Section 7.3) over the life cycle of the presented system were described in 14 papers (Table 7). This leaves 76 papers that did not report using any method of continuous validation. The pa-
Researchers described a total of six methods for continuous validation. Safety channel was the most frequent one with five occurrences. Safety channel was followed by a failure monitor with four occurrences. The other described methods were input and output restrictions, redundancy, and voting.

| Validation method   | Occurrences | Percentage |
|---------------------|-------------|------------|
| Failure monitor     | 4           | 4.4%       |
| Input restrictions  | 2           | 2.2%       |
| None                | 63          | 70%        |
| None – method       | 13          | 14.4%      |
| Output restrictions | 2           | 2.2%       |
| Redundancy          | 1           | 1.1%       |
| Safety channel      | 5           | 5.6%       |
| Voting              | 1           | 1.1%       |

When observing the popularity of the validation methods in different domains (Table 8), trials appeared to be popular in all domains. Model-centred approaches were relatively popular in commercial, industrial, and medical domains—all of which have raised research interest quite consistently over time (cf. Section 6). Simulations, in turn, were extremely popular in cyber-physical domains, especially in cars and robots.

| Domain                | Expert opinion | Simulation | Model-centred | Trial |
|-----------------------|----------------|------------|---------------|-------|
| Agriculture           | 0              | 0          | 0             | 4     |
| Aviation              | 0              | 1          | 1             | 1     |
| Car                   | 0              | 7          | 1             | 5     |
| Commercial            | 0              | 1          | 4             | 8     |
| Gaming                | 0              | 0          | 0             | 1     |
| Government            | 0              | 1          | 0             | 0     |
| Industrial            | 1              | 2          | 5             | 7     |
| Medical               | 0              | 1          | 3             | 4     |
| Robot                 | 0              | 13         | 0             | 14    |
| Safety                | 0              | 1          | 1             | 1     |
| Smart                 | 0              | 2          | 1             | 1     |
| environment software  | 0              | 0          | 0             | 4     |
| Test                  | 1              | 1          | 0             | 1     |
| Unspecified           | 1              | 0          | 0             | 4     |

Considering how the popularity of validation methods has evolved over time (Figure 5), trials (blue) and simulations (green) have nearly exploded in recent years, following the overall increase of research (cf. Table 2). This change in popularity, especially in the case of simulations, follows the rising interest in cyber-physical domains such as cars and robots, in which simulations and trials were very popular (cf. Table 8 and Section 6). Model-centred approaches (orange) and expert opinions (red) have been used quite consistently, although they remain low in total numbers without any clear trends.

7.2. Descriptive analysis on validation methods

While analysing the papers, we observed that the validation methods form a shallow taxonomy (Figure 6). In this section, we describe in more detail how the validation methods within the taxonomy are used and which factors seem to affect the choice of using these methods. We go over the basic principles of the four main validation methods (cf. Table 5), and their variations, along with their strengths and weaknesses. This section, along with the following Section 7.3, provides a more in-depth analysis for the methods presented in Section 7.1 for RQ2. The papers that used multiple validation methods or multiple variations are acknowledged individually in each section.

7.2.1. Simulation

In this section, we describe three simulation variations. Overall, in simulations, the system is validated in a clearly artificial environment (virtual or real) mimicking the actual deployment environment. Simulations seem to be heavily favoured in cyber-physical systems, as 11 out of 21 papers about robotics and 8 out 10 papers about cars describe simulations (see Table 8).

**Fully virtual simulation.** In a fully virtual simulation, the final deployment environment of the system is replicated with a virtual simulator, along with possible physical components of the system itself [S1], [S5], [S9], [S20], [S22], [S34], [S35], [S37], [S38], [S44], [S50], [S53], [S56], [S70], [S73], [S75], [S77], [S78]. Basically, the inputs of the real scenario are replaced with inputs created by the simulator. Depending on the system, the outputs can be assessed as is or they can be mimicked by a virtual model of the system. 11 of the 18 systems are either cars or robots. The only paper with a rigour score of 2.5 or higher is [S78]. In [S78], the test cases are modelled real-life traffic situations. A single vehicle in the situation is replaced...
with a virtual model of an autonomous car while other models in the simulator mimic the vehicles of the modelled situation. The system-under-test navigates amidst the models of real cars, and the simulator observes whether or not the virtual model violates declared safety constraints and reports on the violations.

Alternatively, the test cases can, for example, be passed down as ontologies or as a set of constraints from which the simulator extracts the different situations in a combinatorial manner [S1], [S9], or the tests can be designed by hand [S9]. Another example is to inject faults and errors into the software or some established test scenarios to find the components and test cases that are the most prone to faults [S5].

Fully virtual simulation makes validating safety-critical systems safer, as the functionality of the system can be tested in potentially dangerous situations without actual danger [S78], [S1]. Also, simulations provide a faster and more convenient way to run the tests of a highly complex system than a trial in a real environment would [S1], [S9], [S78].

As a downside, a fully virtual simulation puts a lot of pressure on the simulator [S1]. Any deviation between the real environment and the simulation or the full system and its simulated counterpart can have serious consequences. That is, as also noted by [S78], the validity of a simulator is difficult to prove.

Simulation can also serve as initial validation before other validation methods [S20], [S22], [S75]. This way the full system does not have to be built before there is some level of certainty of its functioning through modelling the system. As such, some potentially malfunctioning components will fail rapidly and can be fixed early on.

**Hardware-in-the-loop simulation (HIL).** In HIL simulation—as it is called by [S6]—the final deployment environment of the system is replicated with a virtual simulator or some other artificial means [S6], [S72], [S83], [S86]. The main difference compared with the fully virtual simulation is that other, non-virtual components of the system are included in the validation setup for handling inputs or outputs. All systems in this category are cyber-physical systems (cars and robots). No paper reached a higher rigour score than 2.0 on the rigour scale, and so [S72] is used as the top example.

A way of conducting HIL simulation is to give inputs to the actual sensors of the systems instead of inputting them directly to the software [S6], [S72], [S83]. In the top example [S72], pictures and videos of 3D-printed stand-ins for microrobots are used to validate the depth estimation of optical tweezers. The images, however, are not fed to the software directly but through a microscope used in the system setup. Thus, the images and videos simulate the actual inputs that would be microrobots observed with the microscope. For a more imaginative example, in [S83], a physical steering wheel reacts to commands resulting from inputs in a traffic simulator, and the steering wheel angle is used as the metric for successful lanekeeping.

HIL is in many ways comparable to fully virtual simulation. The benefits and drawbacks of HIL are similar to those of fully virtual simulation. However, in comparison to a fully virtual simulation, faults can be injected into hardware and software in HIL simulations. Also, hybrid-faults originating from the combination of hardware and software can be monitored more easily [S6]. As hardware is included in the validation environment, not everything must be modelled in the simulator. However, HIL simulation is impractical or even impossible for most simple model-centred systems, as some physical components are required.

**System-in-the-loop simulation (SIL).** In SIL simulation, the full system is placed into an artificial environment [S8], [S10], [S17], [S19], [S28], [S42], [S45], [S48], [S68]. Thus, the full system is under test. The environment can be a virtual or a physical one. In SIL simulation, the environment is clearly artificial and does not necessarily aim to replicate a real environment as is but some of its features. The only paper with a rigour score of 2.5 or higher is [S8]. Six out of nine systems were robots or cars.

SIL simulation can be conducted by picking presumed key tasks and challenges the system is expected to face and building an environment for simulating these [S8], [S68]. For example, in [S8], a service robot for an elderly care centre was initially validated in a laboratory setting with specific tasks before validating it in its real deployment environment. It was instructed to enter a room, to locate and approach a person, and to recognize the said person, etc. Thus, the setting does not replicate the environment, i.e., an elderly care centre, its obstacles, or its noise, but the system can be sent on similar missions than in a real environment. In other words, the robot does what it is supposed to do, but not in its final environment. In a similar manner, for the mining industry, a “simulated test environment” was built to replicate the difficulties a robot would face in a mine stope.
and to make the observations of the robot under test easier than in a real stope [S68].

The environment can also be virtual [S42]. Unlike in fully virtual simulation, the full system is used, not just its software. Essentially, virtual inputs are given to the full system and the system’s behaviour is observed in real time. For example, in [S42], a UAV is tasked with following a virtual cow in a virtual environment while the vehicle itself is hovering in a laboratory. Instead of the UAV being modelled in the simulator, its actions are copied into it.

An interesting case of SIL simulation is presented in [S17]. For validating autonomous cars, the paper presents a mixed-reality approach, in which the avatars of real-world traffic participants are projected into a virtual simulator. These avatars can be projected into shared situations, which could potentially be dangerous in the real world. As a result, more realistic behaviour of the system under test and other traffic participants can be provided for the simulator compared with other, more modelling-oriented simulations.

The benefits of SIL simulation include safety and precision. As with other simulations, tests can be conducted even in scenarios that could be dangerous to the system or to other participants in real environments [S17], [S42]. On the one hand, having the full system in the validation process yields a more precise picture of how the system would behave in the validation scenarios. On the other hand, requiring real-world participants is heavy for the process compared with other simulation methods, and careless design in the environment may give a false impression of the system’s functionality. This can be seen in our example paper [S8], in which the robot’s interaction suggestion “touch me” resulted in people touching the robot anywhere instead of on its UI screen. This only occurred during later validations and did not come up during the simulation.

SIL simulation may be used as initial validation before other validation methods, as in [S8]. Success in a more controlled environment can provide confidence to update the system to even more realistic environments, for example, for a trial in the actual deployment environment.

7.2.2. Trial

This section describes the different trial variations. In the trials, the system, as is, is deployed and monitored in the final deployment environment or something close to it. The setting and goals are similar to alpha or beta testing in software engineering [24]. However, while alpha and beta testing may be somewhat uncontrolled, the trials should be planned so that at least some key scenarios are covered. Additionally, compared with alpha and beta testing, the inclusion of potential end-users in the trials may not be necessary.

**Trial in a real environment.** Trial in a real environment aims to validate the system by using the system as it would be used in the final deployment environment [S3], [S4], [S7], [S8], [S14], [S18], [S20], [S21], [S24], [S26], [S29], [S30], [S31], [S33], [S35], [S36], [S38], [S48], [S50], [S52], [S54], [S58], [S62], [S63], [S65], [S67], [S71], [S74], [S75], [S81], [S82], [S83], [S84], [S85], [S88], [S90]. Thus, the system is put under similar pressure as it is designed to be in during real use. The validation environment is a use case or an actual intended usage where it is observed, possibly accompanied with additional precautions. Also, ML systems that gather test data the way the complete system would be used fall into this category (e.g., [S24]). Papers with a high rigour score in QA are [S7], [S8], [S30], [S54], and [S71].

As an example, in [S7], a gaming-based application is built to assist in the screening of attention-deficit/hyperactivity disorder (ADHD). Test subjects are monitored while they play, and the data gathered by the instructor and the game are fed to the application, which gives a prediction of whether or not the subject has ADHD. This is then compared with the medical diagnoses of the subjects. The subjects are chosen from a larger sample of children, diagnosed with or without ADHD. This is to ensure that both key scenarios—the subject having and not having ADHD—are included in the validation process. Thus, even if the system is used in an actual use case, the validation settings can be arranged in a way that ensures that all the key scenarios are covered.

Because all papers using multiple validation methods also used trials, one approach for validating systems is to acquire a higher level of certainty in key scenarios by validating the system with other validation methods—such as SIL simulation—first, and only then proceeding to the trial in a real environment (e.g., [S8]). Alternatively, trials can be conducted sequentially, starting from small and simple missions and then proceeding to the full scope [S26].

Trials in real environments hold one feature above other validation methods: the entire system is under test as intended. Thus, possible problems in component collaboration, communication, sensors, or usability become more easily evident, which may not be the case in simulations or less rigorous trials [S35].

On the other hand, rigorous trials are laborious. Even in the above example [S7], the number of test subjects is too small to give full confidence in the system. To their credit, however, the authors do discuss this when considering the validity of their application.

**Trial in a mock environment.** Trial in a mock environment is a form of trial in which the full system is validated in an environment that replicates an actual environment [S2], [S11], [S13], [S15], [S16], [S22], [S23], [S25], [S27], [S32], [S40], [S43], [S47], [S59], [S60], [S66], [S77], [S80], [S86]. There are no artificial components in the system under validation, but the environment is not real in a sense that it is designed to replicate or duplicate the actual deployment environment. The only paper in this category with a high rigour score is [S25].

In [S25], the trial of an intelligent music selection application was conducted in a laboratory setting. The application was installed on a phone, and it monitored the subjects’ heartbeats while they were studying, trying to select music that would help the subjects be more efficient. Thus, the system was used as intended, but the environment was stripped of the noise of a real environment: the students were asked to study in an environment probably strange to them, and not necessarily when they were prepared to study. A trial can also be conducted in an environment that is a straight or partial copy of the deployment
environment [S2], [S11]. It can also be a simple example part of the deployment environment [S15], [S16].

Malfunction in a mock environment instead of a real one relieves the possibility of major damage to the real environment or tasks at hand. Also, the system does not have to be brought into potentially dangerous environments, where it could be a distraction to other participants (e.g., [S27]).

The narrowed simplified environment can also serve as a downside. For example, [S25] discusses that people’s emotions are influenced by many things. The authors do not elaborate, but one interpretation is that the limited test environment narrows down the validity of their emotion-centred application.

In some cases, distinguishing between a trial in a mock environment and SIL simulation (presented earlier in Section 7.2.1) may be difficult or even arbitrary. However, the main difference is the environment, which is clearly artificial in SIL simulation and does not necessarily aim to replicate the real environment as is but some of its features.

7.2.3. Model-centred validation

Model-centred validation is a set of validation methods that focus on ensuring the correct functioning of the used AI model [S12], [S46], [S49], [S51], [S55], [S57], [S61], [S64], [S69], [S76], [S79], [S82], [S85], [S87], [S89]. This type of validation is often data-centred and can be seen as having trust in the system by ensuring that the model works. These methods are mostly used in testing simple, model-centred systems (10 out of 15 of the systems are model-centred), but there are some more complicated systems, such as in [S69], which also rely on model-centred methods. No paper received a rigour score of 2.5 or higher. [S57] is used as the main example.

The approaches are often the same as approaches to ML model validation in general [5]. Cross-validation is widely used: for example, in [S57], a subset of the training data is placed aside and later used to show that the system under test correctly predicts most of the test inputs. Another approach (referred to as “torture tests” in [S46]) tests the robustness of the model by intentionally altering or deleting small pieces of the model between inputs or by giving slightly modified inputs to see how this affects the model’s performance. As such, model-centred validation includes ML model validation, as described in Section 2. Compared with the trials described in Section 7.2.2, it is noteworthy that in model-centred validation methods the data are not gathered the way a finalized system would.

Model-centred validation can be used as an initial validation before other validation methods [S82], [S85]. For example, the model-centred system in [S82] is first tested statistically to investigate the—-as they put it—model errors. Afterward, the system is further validated by comparing it with corresponding benchmarks and through a trial.

7.2.4. Expert opinion

Expert opinion [S39], [S41], [S82] is a rarely reported method for validation. Its main feature is that the expertise required to conduct the validation is not present in the team responsible for the system but is obtained from the outside: the focus is less on rigorous testing and more on the expert’s ideas of what is important in the system. The said expert is not necessarily an expert of software engineering or AI but rather an expert of the application domain, such as an intended end-user. Thus, expert opinion can be seen as a related term to beta testing of the system [24]. No paper received a rigour score of 2.5 or higher. [S39] is used as the main example.

In [S39], a decision support system for emergency resource management was validated through interviews with fire officers. Example scenarios were presented to the experts, who then elaborated on which features they believe would add value to their work, and which deficits or delays are bearable and which are not. Also, the fire officers suggested that lower system accuracy is acceptable, thus suggesting thresholds for further development. A benefit of expert opinion is that the perceived usability and severity of potential problems are evaluated by those who actually face them in actual use.

Another approach is to compare the system’s decisions with those of an expert or benchmark application [S41], [S82]. In this approach, the expert—or in the case of a benchmark application, “the expert application”—can provide insight into which scenarios—and failures—are crucial ones.

All three papers include the usage of the system by or presented to the expert. However, we decided to differentiate the category from trials, as other means are included, such as interviews. These include assessing the success of modelling and even the acceptable thresholds to be used in further validations [S39].

Compared with more rigorous trials, a short and rare session with experts may leave some problems related to key scenarios hidden. The same goes for benchmark applications, as comparisons made directly with them may not reveal what the benchmark application is not suitable for. Using expert opinions in addition to other validation methods is a way of tackling this issue [S39], [S82].

This kind of validation is most likely prone to the same problems as trials. With complex systems, presenting the system to an acceptable degree may turn out to be time-consuming. Also, as the expert comes from the end-user side and not necessarily from the production team, scheduling the validation sessions could prove problematic. As a benefit, more immature systems may possibly receive valuable feedback on how—and whether—to proceed with development.

7.3. Descriptive analysis of continuous validation methods (RQ2)

As discussed at the end of Section 2, we report on system monitoring and other safety assurance as continuous validation methods. In this section, we describe these methods in more detail. We go over the basic principles of the different continuous validation methods (cf. Table 7). As less research has been conducted on these methods, we also synthesize the major benefits and drawbacks to a lesser degree than in the previous section. This section, along with Sections 7.1 and 7.2, answers RQ2.
7.3.1. Failure monitoring

Failure monitoring is a form of continuous validation for ensuring that system malfunctions do not go unnoticed during a system’s life cycle. Failure monitors are designed to observe the system, its subsystems, and components and alert the user in case of malfunction or suspicious behaviour [S5], [S26], [S29], [S45]. No paper received a rigour score of 2.5 or higher. [S5] is used as the main example.

In [S5], a failure monitor of an autonomous vehicle observes other components. In case one shows signs of failure, the failure monitor alerts the human driver of a potential problem. The details of the observations, however, are not discussed in the paper.

Failure monitors only provide users with information and take no actions by themselves. Thus, human interference is always required in the case of a malfunction. This may be problematic or even dangerous in situations requiring rapid actions.

7.3.2. Safety channel

A safety channel is a backup component that takes over if primary components are compromised [S6], [S35], [S48], [S67], [S78]. This way the systems can continue to function in the presence of danger or malfunction, i.e. they may “fail safely”, as [S67] puts it. Safety channels are a form of continuous validation. [S78] is the only paper with a rigour score of 2.5 or higher.

In [S78], if the sensor of an autonomous car detects another vehicle too close in front, the safety channel forces the car to slow down. Thus, the system’s safety constraints are compromised, and the main controller’s directions are disregarded. Similarly, in [S48], if physical obstacles are recognized, the robot’s functionalities are reduced accordingly to ensure the safety of the situation.

A safety channel may be a simpler, yet more robust version of the main controller of a car [S6]. Alternatively, in a group of systems, other systems can take over the tasks of a failed system [S35].

As the safety channel’s primary objective is to keep the system running safely when needed, it usually reduces system functionality. This could mean that it cannot necessarily keep the system safe for longer periods and thus requires interference at some point.

7.3.3. Redundancy

In redundancy, critical components are duplicated within the system [S15]. This way the duplicating components can work as a backup along the lines of a safety channel. While a safety channel takes over in case of a malfunction or safety hazard and attempts to keep the situation safe, redundant components take over the malfunctioning component they duplicate and attempt to keep up initial functionality. In addition, the components can share the workload of the primary components if the performance level of the system drops. [S15] has a rigour score of 2.

In [S15], every component responsible for a task in the software controller of an autonomous car is replicated to achieve redundancy. Implementation details are not really described in the paper, but when introducing the idea of using redundancy, they cite Jiang & Yu [25], on which we base much of this description.

Redundancy makes systems more tolerant to faults but also adds costs [S15]. This is due to the need to multiply the same components. In addition, the state space of the system grows, which may make it more difficult to monitor.

7.3.4. Voting

Various intelligent components can be implemented in a system to execute the same task and then vote among each other on the action to be taken [S20]. Thus, damage caused by a single failing component is reduced if the others are still functional. Voting is a form of continuous validation. [S20] has a rigour score of 2.

In [S20], a robot assembles small objects by mimicking a person performing the same task. Voting is involved when determining which motions the person takes based on the video input, and hence, what the robot should do. Unfortunately, further details of the voting process itself are not clearly discussed in the paper.

Similar to redundancy, voting requires multiple components capable of performing the same task and plan to be voted on. This raises the costs of the system.

7.3.5. Output and input restrictions

Output restrictions are hard limits given to a system [S50], [S78]. This is to continuously validate that the system will not take actions that are known to be potentially dangerous or false. This way the system can also work more predictably. [S78] has a rigour score of 2.5.

In [S78], an autonomous car has limited outputs if certain criteria apply. For example, if another vehicle is directly adjacent to the vehicle-under-test, the vehicle-under-test will not change into that lane, no matter what the controller suggests.

Input restrictions, in turn, limit what kinds of situations the system is allowed to handle autonomously [S74], [S87]. By limiting inputs, the system can be ensured to not attempt to handle a situation it is not designed or trained for. Neither of the papers received a rigour score of 2.5 or higher. [S87] is used as an example.

In [S87], a report assignment tool is built to automatically assign incoming reports to the corresponding development team. While making predictions, the system does not take into account certain strings (such as “error” and “ericsson”) in the input, as the commonality of these strings in the product reports decreases prediction accuracy.
8. Discussion

8.1. Overview of results

Practical intelligent systems are receiving rising interest in the research literature. We found 90 primary studies in total. The number of publications in the area has risen for five consecutive years. The sudden peak in numbers from 2012 to 2013, however, remains a mystery, as the papers are published on several forums.

The quality assessment of the papers revealed a wide disregard for validity discussion among the papers. While more than half of the papers received a high score in context, design, or both, the vast majority of the papers in no way mentioned the validity of their research. Explicitly discussing validity threats or limitations of the research is important, especially because the majority of research is conducted in academic, simplified contexts. Another significant observation is the lack of realistic industrial studies, i.e. studies in evidence levels 5 and 6, which would increase validity and facilitate research on continuous validation.

Our focus was only on papers with solid empirical evidence representing at least level L4 in the taxonomy of Alves et al. [22]. Thus, the numbers do not represent the research literature as a whole. Thus, the selection of papers aims to cover more mature research and disregard immature solution proposals that may become breakthroughs but equally could just fade away. Even the original SLR guidelines [10] emphasize empirical evidence, and recent experiences concerning systematic reviews [26] suggest limiting analysis to papers with a higher level of evidence and quality, which grants a better stand when analysing the papers qualitatively.

8.2. Answer to RQ1: Characteristics of validated systems

As for RQ1, a wide variety of systems has been reported in the research literature, as we identified 13 classes of systems. Considering this variety over different aspects of the systems (detailed below), it is difficult to pinpoint large common characteristics beyond the apparent dominance of ML (at least 87% of all included studies). Thus, it may be that the practical use of AI is not naturally characterizable in regards to the specific domains, complexity, or malfunction impact but broadly spreads across various dimensions.

The variety can be seen in the large numbers of application domains. Large numbers in certain domains may be a result of our search method, but the diversity of the identified domains indicates wide applicability of AI research interests. Of course, the actual variety was even vaster, as, for example, commercial and industrial domains contain systems very different from one another but that were “forced” into the same category.

The same variety goes for tasks performed by systems. Recognition & classification are by far the most common tasks assigned to systems with AI, but they are by no means the only ones. Variety can be seen as an implication of the flexibility of AI techniques. However, the popularity of a few tasks may pose a threat where progress is not made holistically but research rather focuses on minor, local improvements in known, well-suited tasks, such as recognition and classification, and applies the task to similar problems in slightly different domains.

Variety can also be found in the impact of system malfunction. The impact of the systems ranges from nuisance to lethal. This supports the previous implications that AI raises interest in a wide range of problems, whether they are dangerous or not. However, systems concerning people’s privacy or the risk of discrimination are scarce and far apart. Also, every system may...
not have to be validated to the same degree: a system annoying someone is much more forgivable than a system that kills someone. Thus, the impact level of the system malfunction should be taken into account when building a system.

However, while the systems are widely spread across different categories, they are heavily characterized by narrow application within these categories. Many categories in each aspect were represented by only a few or even only one system. For example, some domains were significantly less represented than others, as well as less consistently represented. Robotics overshadowed agriculture and even medical applications, and this difference has been growing in recent years. Recognition & classification dominated the system tasks. This may be due to researchers’ accessibility to certain resources, such as robots, or to the sheer popularity of certain applications, such as autonomous cars, or perhaps to the maturing technology’s ability to finally be applied in these more complex domains. Nonetheless, the less popular domains should not go unnoticed in further studies, as lower popularity does not mean they are less valuable, and AI could prove to be a great asset in problems such as crop ripeness assessment and crop disease detection, or MRI scan assistance. This is especially noteworthy considering that practical research on these potentially hugely benefiting areas could help the technologies reach the practitioners and should be taken to account in research. This has not always been the strong point of software engineering research [6, 7].

We also note that a large portion of the tasks assigned to the systems are relatively low level in complexity. For example, the largest category ‘recognition & classification’ is not an easy task, but it is often relatively simple in terms of the problems that it solves: Is there mould in the goods? Are these pictures taken of the same person? Is the crop ripe for harvesting? Now compare this to the rare task of assembly, which can be seen as consisting of recognition and something more: recognize the relevant pieces and put them together in a purposeful manner. Thus, it seems that only a little of the research on practical AI systems is focused on highly complex tasks. This may indicate that the time is only just ripening for the field to take on these complex problems in practical settings.

8.3. Answer to RQ2: Validation methods

As for the second research question (RQ2, see summary in Table 9), a taxonomy of validation methods was extracted from the papers (see also Figure 6). The validation methods were identified, described, and provided with exemplars from the papers. The taxonomy consists of four main validation methods: simulation, trial, model-centred validation, and expert opinion. The simulation is further divided into fully virtual simulations, hardware-in-the-loop simulations, and system-in-the-loop simulations. The trial is further split into trials in a real environment and trials in a mock environment. In 77 papers, a single validation method was reported. This means that only 13 papers reported using more than one method.

Trial was the most used validation method among the included papers and a popular approach across domains. This suggests that researchers prefer bringing their systems close to their intended settings. Trials can be cheaper in situations where the final environment is simple enough, as building a high-quality simulation is likely to add costs. Also, trials are not prone to deficits in simulators or data, which speaks for using trials: if a system works, it works because it should and not because of imprecise modelling. Considering the close relation of trials to alpha and beta testing and their established position in software engineering, it may not be that far-fetched to assume that trials are also commonly practiced in the industry.

However, even otherwise well-constructed papers, such as [S7], rely on very small sample sizes in their trials. This could be because, as declared by [15, 16], some systems are laborious, hard, or infeasible to test by trial. Additionally, some systems may be considered too hazardous to be validated by trials, such as safety-critical systems. These seem to be reflected in the numbers: a large portion of more complex cyber-physical systems, such as cars and robots, rely on simulation over trials. This can be seen in the rising interest in simulations along with the rising interest in these domains. Thus, it seems that researchers believe that high-level simulations are the way to tackle these problems pertaining to trials. However, this does not come without its problems, as stated in [S1]: even the slightest deviations between a simulation and the real environment can have dire consequences, and according to [S78], the simulator’s validity is hard to prove. In addition, many—especially virtual—simulators were presented with one or two example cases. This may suggest that current high-level simulators have been difficult to find, as suggested by Gao et al. [1], or, for some reason, they have not been satisfactory to the researchers at the time of developing their system.

Model-centred validation is also widely applied, especially among model-centred systems. Its rarity in validating other kinds of systems can be considered a relief when considering the earlier idea that model performance may not be the best metric for validating systems [19].

Expert opinion is rarely reported in the research literature. We also note that we do not know how common it is for researchers to not validate their systems at all, as a presented validation method was an inclusion criterion in our paper selection phase.

As data-driven ML testing in general, a large part of the validations based on model-centred approaches are prone to data problems [5]. However, if enough good-quality data are available, model-centred methods are an efficient and potentially faster way of validating model-centred systems or at least models used in the systems. If a system consisted of multiple components, we would advise to carefully consider whether or not the model-centred approach is a suitable validation method.

Many traditional software testing methods (e.g. unit, integration, or regression testing) were not mentioned in the papers. This could be due to the Oracle problem and the differing requirements of traditional and AI systems [9]: testing non-deterministic systems is difficult with deterministic tests. Usually in traditional software testing, the indication of correct functioning is that with a given series of inputs, a certain state or output is reached at any given time. But how to choose the deterministic tests that indicate that a possibly non-deterministic system works as intended? It may well be that getting a differ-
ent outcome at two points in time is the intended or acceptable functionality. Respectively, what to actually test with unit tests and what the actual desired outcome is can be difficult to identify. For example, when an autonomous car is sent on a mission, it goes through an enormous set of inputs, most of which have multiple outputs that can be considered correct, as well as multiple outputs that can be considered incorrect, with possibly no indication of which can be considered the best. How do you choose which ones to implement? However, this does not mean that no such tests were used in the systems at all, as most systems do not consist solely of non-deterministic components. We even consider a total lack of these tests unlikely. Nevertheless, even if the tests are there, the researchers have not considered them essential enough to be mentioned when validating their entire systems. This, too, could underline the troubled relationship between traditional testing to non-determinism.

That being said, traditional testing may also have a place in validating AI systems. Not every AI system changes its behaviour autonomously. Also, those that do adapt over time can have some corner cases in which functionality should remain the same, no matter how much they should adapt to their environment. For example, if the sensors of a robot indicate a steep slope in front of it, the robot should probably always stop, and a financial bot should probably never grant loans to someone with no income or assets. Such corner cases could potentially be used in regression testing, at least in self-learning systems, to indicate possible deterioration of the system over time. This may be an interesting topic for future research.

Only 14 papers reported using a method for continuous validation. Failure monitoring, safety channel, redundancy, voting, and output and input restrictions were identified as methods for continuous validation (Table 9). The number of studies carrying out continuous validation seems low considering that other literature has emphasized the importance of monitoring the system even if the initial validation was successful [4, 5]. The methods were often described cursorily, with little emphasis, and often in papers with low QA scores. However, we must note that not mentioning a method does not necessarily mean that one does not exist or was not intended: many of the papers describe a system to the point of its initial validation, and the settings are typically academic rather than industrial use. Thus, methods for continuous validation may not have been in the scope of the paper and were left out. Also, 13 of the papers mainly focused on describing a tool or method for initial validation, leaving little room for describing the validated system and its life cycle altogether. Either way, research reporting on continuous validation is far from desired.

Overall, initial validation seems to be emphasized in the literature over continuous validation. This may not be surprising, as this is the traditional way of doing things: to put it simply, when the system seems ready to be deployed, it is tested and then it is ready. However, considering again the differing requirements of AI and traditional systems [9], this may not be the case. If we once again return to the example of a self-configuring system, the initial validation would probably include the validation of self-configurability and the initial configuration. However, should the system reconfigure itself during deployment, the new configuration should probably be validated as well, to ensure the system still meets its requirements. The same goes, let us say, for the recommendation algorithm of a video streaming platform, the user base of which may constantly be changing: with no continuous validation, the algorithm may fail to meet its requirements, unbeknownst to the developers and users.

Our validation and continuous validation classifications were based on and emerged from the primary studies. As such, it is not our aim to assess the completeness of the classifications in this study. As various taxonomies may also be useful, a future challenge is to assess, extend, and refine these taxonomies for validity and utility for classifying and understanding AI validation.

9. Threats to validity

The numbers presented in this paper only investigate papers published over the years by the scientific community. Thus, they can give an indication of what has been of interest to researchers in the AI field. However, they do not necessarily reflect what is happening in the industry, nor should they be considered representative of the commonness or rareness of various systems or validation methods used in the industry.

Our choice of an automatic search may have left some relevant papers out, as the search is so dependent on the successful compaction of the search string. This dependability can probably be seen in the high occurrence rates of the domains that were specifically mentioned in the search string. Although the use of certain domains may have influenced the included domains, we did not intentionally select the domains in favour of something. Instead, we selected all the domains we identified to be relevant to the topic but that could be at risk of being excluded if more general terms were used solely. The use of trendy domains may also be one of the reasons why recent papers were much more common than older ones. However, the wide variety of domains, tasks, and other characteristics, along with the number of papers found is encouraging when considering the trustworthiness and coverage of the search.

The dominance of ML in the results poses a threat to the generalizability of the results. As most papers presented systems utilizing ML, the results would be safest to interpret as results concerning ML literature, not AI in general. The skewed results could be due to the search terms 'ML' and 'validation' usually going hand-in-hand. Also, it is not uncommon for technologies to "lose" their status as AI, and not be referred to as AI anymore, thus leaving the stage for ML to roam free. Finally, the amount and rigour of empirical research in computer science and software engineering have risen over the years. Older research concerning AI, which is more often theoretical or basic research, and predates the resurgence of ML, may not have been conducted or reported in the required manner to reach the desired level of relevance.

No description of validation methods was based on a single paper, but in the case of continuous validation, the evidence was scarce. This gives confidence in the construct validity of the descriptions, as commonalities could be used as the core of each description. Thus, some light is shed on the validation of
entire AI systems, as requested by Zhang et al. [5]. Methods for continuous validation, however, were often described in less detail and in fewer papers. Also, the analysis was largely done by a single researcher, which leaves the taxonomy prone to bias.

Bias is of course a potential threat in other forms as well. One potential source of bias is caused by most of our paper selection and analysis being performed by the first author. Unclear cases were evaluated with other researchers, but there is no guarantee that what the first author views as a clear case would also be clear and unambiguous to others. This applies to both paper selection and the analysis of the final set of papers. Some relevant papers may have been excluded based on a mere interpretation of them, and some analyses may not be accurate because of how they were interpreted. Bias may also affect the terms used in the search string. The terms may not be biased in and of themselves, but the choices of including or excluding a term are of course guided by what the authors consider to be intelligent behaviour and what type of research the authors are aware of in the first place. The latter is especially true in the case of including domains thought to be relevant yet at risk of not being included when only using general terms. Other domains were considered, but nothing can guarantee that no choices were misguided, or that there are no domains that should have been included but were not considered for some reason.

Sometimes differentiating between validation methods—for example, system-in-the-loop simulation and trial in a mock environment—can be difficult or even arbitrary. This can be problematic when categorizing papers precisely. However, as no description of a validation method was based on a single paper, categorizing one or two papers “wrongly” should not pose any threat to the validity of the descriptions. More precise and consistent use of terminology in publications could ease further assessments.

10. Conclusions

We presented a systematic literature review on the validation methods of AI systems based on 90 primary studies. The primary studies represent 14 domains carrying out 18 tasks and their impact on malfunction ranges from nuisance to lethal, which demonstrates a wide variety and broad application of AI technologies. As our selection focused on studies with solid empirical evidence, these studies represent relatively mature practical applications rather than immature solution proposals in early-stage research. However, most of these systems applied ML. Concerning the quality of the papers, most described their context and design well but lacked discussion on the validity of the study. This is something the research community should be more aware of.

We identified a taxonomy of four validation methods: simulation, trial, model-centred validation, and expert opinion. In addition to this, we described the validation methods and their common variations, provided with examples from empirical studies. Thus, the taxonomy should be easily used as a basis for further attempts to synthesize the validation of AI systems or even to propose general ideas on how to validate systems. However, as the taxonomy emerged from the included papers alone, it may not be complete. Thus, further assessment and refinement may be needed for it to be fully utilized in understanding the validation of AI systems.

A set of continuous validation methods was also presented, consisting of seven classes. These methods are described in only 13 papers and in less detail. Thus, not only is the set in need of assessment, but we also suggest placing more emphasis on these methods in system descriptions, as they can be vital for the safety and functionality of systems during their life cycles.

Given our results, it seems that more care needs to be taken, specifically for a few concerns. Overall, study validity needs to be taken more into account in the measures and discussions, as many papers deal with, e.g., academic settings and small samples, yet do not discuss this in the paper. In terms of research design, on the one hand, academic research settings could improve their validity by more commonly adopting multiple validation methods to mitigate the threats to study validity. On the other hand, more research, assessment, and development need to be conducted in realistic, industrial settings. This, in particular, would also allow to better adopt and study continuous validation methods, as they are currently discussed in very little detail. More research should be done on continuous validation if these ideas are to be generalized. Also, if high-quality simulators are indeed intended to carry out the validation of high-complexity systems in the future, more research is to be conducted on them. Many simulators in the papers seem small in scale, and, as discussed by the papers, their validity is difficult to prove. Initiatives e.g., Simulink and Dronology have taken fine first steps in the area but should be accompanied by others, possibly aimed at different domains. Finally, we would also like to see more research on the rarer application domains, along with completely new ones.
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Table 10 continued
| ID | Domain (F4) | Task (F5) | Complexity (F6) | Malfunction (F7) | Validation (F8) | Continuous validation (F9) | ML (F12) |
|----|-------------|-----------|-----------------|------------------|-----------------|-----------------------------|--------|
| S1 | car         | transportation | multi-component | lethal             | simulation       | no - test description       | plausible |
| S2 | robot       | recognition | multi-component | nuisance          | trial            | no                          | yes     |
| S3 | wearable ai | recognition | system          | bias              | trial            | no                          | yes     |
| S4 | smart environment | security | system          | privacy           | trial            | no                          | yes     |
| S5 | car         | transportation | multi-component | lethal             | simulation       | failure monitor             | yes     |
| S6 | car         | transportation | multi-component | lethal             | simulation       | safety channel              | yes     |
| S7 | medical     | recognition | system          | bias              | trial            | no                          | yes     |
| S8 | robot       | care        | multi-component | nuisance          | simulation & trial | no                          | yes     |
| S9 | robot       | unspecified | system          | mission critical  | simulation       | no - test description       | plausible |
| S10| industrial  | recognition | model           | mission critical  | simulation       | no                          | yes     |
| S11| industrial  | recognition | system          | economic          | trial            | no                          | yes     |
| S12| commercial  | recognition | model           | economic          | trial            | no                          | yes     |
| S13| robot       | recognition | system          | nuisance          | trial            | no                          | yes     |
| S14| testing     | recognition | system          | bias              | trial            | no                          | yes     |
| S15| car         | transportation | multi-component | lethal             | trial            | redundancy                  | yes     |
| S16| robot       | recognition | system          | nuisance          | trial            | no                          | yes     |
| S17| car         | transportation | multi-component | lethal             | simulation       | no                          | yes     |
| S18| commercial  | recognition | model           | economic          | trial            | no                          | yes     |
| S19| robot       | maintenance | multi-component | lethal             | simulation & trial | no                          | yes     |
| S20| robot       | assembly    | multi-component | economic          | simulation & trial | voting                     | yes     |
| S21| commercial  | recognition | system          | no                | trial            | no                          | yes     |
| S22| robot       | critical missions | multi-component | lethal             | simulation & trial | no - test description       | yes     |
| S23| unspecified | unspecified | unspecified      | unspecified       | unspecified       | no test description         | yes     |
| S24| agriculture | recognition | system          | economic          | trial            | no                          | yes     |
| S25| wearable ai | decision support | system          | nuisance          | trial            | no                          | yes     |
| S26| robot       | search and rescue | multi-component | lethal             | trial            | failure monitor             | no      |
| S27| robot       | maintenance | system          | economic          | trial            | no                          | yes     |
| S28| robot       | maintenance | multi-component | economic          | simulation       | no - test description       | yes     |
| S29| robot       | care        | multi-component | nuisance          | trial            | failure monitor             | yes     |
| S30| commercial  | recognition | model           | economic          | trial            | no                          | yes     |
| S31| industrial  | recognition | model           | economic          | trial            | no                          | yes     |
| S32| industrial  | recognition | system          | environmental     | trial            | no                          | yes     |
| S33| commercial  | recognition | model           | economic          | trial            | no                          | yes     |
| S34| robot       | loading     | multi-component | nuisance          | simulation       | no - test description       | no      |
| S35| robot       | unspecified | multi-component | mission critical  | simulation & trial | simulation & trial          | yes     |
| S36| commercial  | decision support | model         | unspecified      | trial            | no                          | yes     |
| S37| smart environment | safety | multi-component | lethal             | simulation       | no - test description       | no      |
| S38| industrial  | recognition | system          | economic          | simulation & trial | no                          | plausible |
| S39| unspecified | decision support | system          | economic          | expert opinion   | no - test description       | yes     |
| S40| robot       | unspecified | multi-component | nuisance          | trial            | no                          | yes     |
| S41| wearable ai | recognition | system          | lethal             | simulation       | no                          | yes     |
| S42| aviation    | recognition | multi-component | nuisance          | simulation       | no                          | yes     |
| S43| car         | recognition | model           | economic          | trial            | no                          | yes     |
| S44| smart environment | safety | system          | lethal             | simulation       | no - test description       | plausible |
| S45| robot       | loading     | multi-component | mission critical  | simulation       | failure monitor             | yes     |
| S46| medical     | unspecified | model           | unspecified      | statistical proof | no - test description       | yes     |
| S47| industrial  | design      | model           | economic          | trial            | no                          | yes     |
| S48| robot       | loading     | multi-component | harmful           | simulation & trial | safety channel             | yes     |
| S49| industrial  | recognition | model           | economic          | statistical proof | no                          | yes     |
| S50| robot       | transportation | multi-component | lethal             | simulation & trial | output restrictions        | yes     |
| S51| medical     | assessment  | system          | harmful           | statistical proof | no                          | yes     |
| S52| agriculture | recognition | system          | economic          | trial            | no                          | yes     |
| S53| government  | control     | model           | harmful           | simulation       | no                          | yes     |
| S54| gaming      | testing     | multi-component | economic          | trial            | no                          | yes     |
| S55| commercial  | decision support | model         | economic          | statistical proof | no                          | yes     |
| S56| unspecified | unspecified | unspecified      | unspecified       | simulation       | no - test description       | yes     |
| S57| commercial  | recognition | model           | economic          | statistical proof | no                          | yes     |
| S58| testing     | recognition | system          | economic          | trial            | no                          | yes     |
| S59| wearable ai | recognition | system          | nuisance          | trial            | no                          | yes     |
| S60| medical     | recognition | multi-component | nuisance          | trial            | no                          | yes     |
| S61| industrial  | decision support | model         | mission critical  | statistical proof | no                          | yes     |
| S62| testing     | testing     | system          | economic          | trial            | no                          | yes     |
| S63| industrial  | recognition | model           | unspecified       | trial            | no                          | yes     |
| S64| safety      | recognition | system          | privacy           | trial            | no                          | yes     |
| S65| commercial  | decision support | system          | nuisance          | trial            | no                          | yes     |
| S66| commercial  | rehabilitation | multi-component | harmful           | trial            | yes                         | yes     |
| ID | Domain (F4) | Task (F5) | Complexity (F6) | Malfunction (F7) | Validation (F8) | Continuous validation (F9) | ML (F12) |
|----|-------------|-----------|-----------------|------------------|-----------------|---------------------------|----------|
| S67 | robot       | security  | multi-component  | harmful          | trial           | safety channel             | no       |
| S68 | safety      | safety    | multi-component  | lethal            | simulation      | no - test description     | plausible |
| S69 | industrial  | maintenance| system          | economic        | statistical proof| no                        | yes      |
| S70 | commercial  | safety    | model           | harmful          | simulation      | no                        | yes      |
| S71 | wearable ai | control   | system          | nuisance         | trial           | no                        | yes      |
| S72 | robot       | recognition| system         | mission critical | simulation      | no                        | yes      |
| S73 | robot       | control   | system          | unspecified      | simulation      | no - test description     | plausible |
| S74 | agriculture | recognition| system         | economic         | trial           | input restrictions        | yes      |
| S75 | car         | control   | system          | lethal            | simulation & trial| no                        | yes      |
| S76 | medical     | assessment| system         | harmful          | statistical proof| no                        | yes      |
| S77 | medical     | assistance| system         | harmful          | simulation & trial| no                        | yes      |
| S78 | car         | transportation| multi-component | lethal            | simulation      | safety channel & output restrictions | yes |
| S79 | commercial  | assessment| model           | nuisance         | statistical proof| no                        | yes      |
| S80 | safety      | assessment| system          | economic         | trial           | no                        | yes      |
| S81 | agriculture | control   | multi-component | economic        | trial           | statistical proof & expert opinion & trial | plausible |
| S82 | industrial  | scheduling| model           | economic         | trial           | no                        | yes      |
| S83 | car         | control   | multi-component | lethal            | simulation & trial| no                        | yes      |
| S84 | medical     | recognition| system         | lethal            | trial           | no                        | yes      |
| S85 | aviation    | transportation| multi-component | mission critical | statistical proof & trial | no | yes |
| S86 | car         | transportation| multi-component | lethal            | simulation & trial| no                        | no       |
| S87 | industrial  | recognition| model           | economic         | statistical proof| no - test description     | yes      |
| S88 | commercial  | assessment| system          | nuisance         | trial           | no                        | yes      |
| S89 | smart environment | assessment | model | nuisance | statistical proof | no | yes |
| S90 | testing     | testing   | system           | economic         | trial           | no                        | yes      |
Table 12: Quality assessment and evidence levels as a measures for rigor and relevance.

|   | Context | Design | Validity | Rigor | Relevance |
|---|---------|--------|----------|-------|-----------|
| S1 | 1       | 1      | 0        | 2     | 4         |
| S2 | 0.5     | 1      | 0        | 1.5   | 4         |
| S3 | 0.5     | 1      | 0        | 1.5   | 4         |
| S4 | 1       | 1      | 0        | 2     | 4         |
| S5 | 1       | 1      | 0        | 2     | 4         |
| S6 | 1       | 0.5    | 0        | 1.5   | 4         |
| S7 | 1       | 1      | 1        | 3     | 4         |
| S8 | 1       | 1      | 0.5      | 2.5   | 5         |
| S9 | 0       | 1      | 0        | 1     | 4         |
| S10| 1       | 0.5    | 0        | 1.5   | 4         |
| S11| 0.5     | 0.5    | 0        | 1     | 4         |
| S12| 0       | 1      | 0.5      | 1.5   | 4         |
| S13| 1       | 0.5    | 0        | 1.5   | 4         |
| S14| 0.5     | 0.5    | 0.5      | 1.5   | 4         |
| S15| 1       | 1      | 0        | 2     | 4         |
| S16| 0.5     | 0      | 0        | 0.5   | 4         |
| S17| 0.5     | 0.5    | 0.5      | 1.5   | 4         |
| S18| 0.5     | 1      | 0        | 1.5   | 4         |
| S19| 1       | 0.5    | 0        | 1.5   | 4         |
| S20| 1       | 1      | 0        | 2     | 4         |
| S21| 1       | 0.5    | 0        | 1.5   | 4         |
| S22| 1       | 1      | 0        | 2     | 4         |
| S23| 0.5     | 1      | 0        | 1.5   | 4         |
| S24| 1       | 1      | 0        | 2     | 4         |
| S25| 1       | 1      | 1        | 3     | 4         |
| S26| 1       | 1      | 0        | 2     | 6         |
| S27| 0.5     | 0.5    | 0        | 1     | 4         |
| S28| 0.5     | 0.5    | 0        | 1     | 4         |
| S29| 0.5     | 0.5    | 0        | 1     | 5         |
| S30| 1       | 1      | 1        | 3     | 6         |
| S31| 1       | 0.5    | 0        | 1.5   | 5         |
| S32| 1       | 1      | 0        | 2     | 4         |
| S33| 1       | 0      | 0        | 1     | 5         |
| S34| 1       | 1      | 0        | 2     | 4         |
| S35| 1       | 1      | 0        | 2     | 4         |
| S36| 1       | 0      | 0        | 1     | 5         |
| S37| 1       | 0.5    | 0        | 1.5   | 4         |
| S38| 1       | 1      | 0        | 2     | 5         |
| S39| 1       | 1      | 0        | 2     | 4         |
| S40| 1       | 1      | 0        | 2     | 4         |
| S41| 1       | 1      | 0        | 2     | 4         |
| S42| 1       | 1      | 0        | 2     | 4         |
| S43| 1       | 0.5    | 0        | 1.5   | 4         |
| S44| 1       | 0      | 0        | 1     | 4         |
| S45| 0.5     | 0.5    | 0.5      | 1.5   | 4         |
| S46| 1       | 1      | 0        | 2     | 4         |
| S47| 1       | 1      | 0        | 2     | 5         |
| S48| 1       | 0.5    | 0        | 1.5   | 5         |
| S49| 1       | 0.5    | 0        | 1.5   | 4         |
| S50| 1       | 1      | 0        | 2     | 4         |
| S51| 1       | 0.5    | 0        | 1.5   | 5         |
| S52| 1       | 1      | 0        | 2     | 4         |
| S53| 1       | 0.5    | 0        | 1.5   | 4         |
| S54| 1       | 1      | 1        | 3     | 5         |
| S55| 0.5     | 0.5    | 0        | 1     | 4         |
| S56| 1       | 0.5    | 0        | 1.5   | 5         |
| S57| 1       | 1      | 0        | 2     | 5         |
| S58| 1       | 0.5    | 0        | 1.5   | 5         |
| S59| 0.5     | 1      | 0        | 1.5   | 4         |
| S60| 1       | 1      | 0        | 2     | 4         |
| S61| 0.5     | 1      | 0        | 1.5   | 5         |
| S62| 0.5     | 0.5    | 1        | 2     | 5         |
| S63| 0.5     | 0.5    | 1        | 2     | 4         |
| S64| 1       | 1      | 0        | 2     | 4         |
| S65| 0.5     | 1      | 0        | 1.5   | 5         |

Table 12 continued

|   | Context | Design | Validity | Rigor | Relevance |
|---|---------|--------|----------|-------|-----------|
| S66| 1       | 1      | 0        | 2     | 4         |
| S67| 0.5     | 0.5    | 0        | 1     | 5         |
| S68| 1       | 1      | 0        | 2     | 5         |
| S69| 1       | 1      | 0        | 2     | 4         |
| S70| 1       | 0.5    | 0        | 1.5   | 4         |
| S71| 1       | 1      | 0.5      | 2.5   | 4         |
| S72| 1       | 1      | 0        | 2     | 4         |
| S73| 0.5     | 1      | 0        | 1.5   | 4         |
| S74| 1       | 0.5    | 0        | 1.5   | 4         |
| S75| 1       | 1      | 0        | 2     | 4         |
| S76| 1       | 1      | 0        | 2     | 4         |
| S77| 1       | 1      | 0        | 2     | 4         |
| S78| 1       | 1      | 0.5      | 2.5   | 4         |
| S79| 0.5     | 1      | 0        | 1.5   | 4         |
| S80| 1       | 1      | 0        | 2     | 4         |
| S81| 1       | 0      | 0        | 1     | 4         |
| S82| 1       | 0.5    | 0        | 1.5   | 6         |
| S83| 1       | 0.5    | 0        | 1.5   | 4         |
| S84| 1       | 1      | 0        | 2     | 5         |
| S85| 1       | 1      | 0        | 2     | 4         |
| S86| 1       | 1      | 0        | 2     | 4         |
| S87| 0.5     | 1      | 0        | 1.5   | 5         |
| S88| 0.5     | 1      | 0        | 1.5   | 5         |
| S89| 0.5     | 1      | 0        | 1.5   | 5         |
| S90| 0.5     | 1      | 0        | 1.5   | 4         |
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