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Abstract—The problem of uncertainty is a challenging issue to solve in opinion mining models. Existing models that use machine learning algorithms are unable to identify uncertainty within online customer reviews because of broad uncertain boundaries. Many researchers have developed fuzzy models to solve this problem. However, the problem of large uncertain boundaries remains with fuzzy models. The common challenging issue is that there is a big uncertain boundary between positive and negative classes as user reviews (or opinions) include many uncertainties. Dealing with these uncertainties is problematic due in many frequently used words may be non-relevant. This paper proposes a three-way based framework which integrates fuzzy concepts and deep learning together to solve the problem of uncertainty. Many experiments were conducted using movie review and ebook review datasets. The experimental results show that the proposed three-way framework is useful for dealing with uncertainties in opinions and we were able to show that significant F-measure for two benchmark dataset.
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I. INTRODUCTION

The decision-making process for analysing customer reviews using machine learning algorithms has become a challenging issue [1]. Today, people write large numbers of opinions and make them available via the Internet. Therefore, online customers find it challenging to make decisions based on such reviews. However, the growth of online customers has led to a reliance on reading previous customer opinions before new customers make decisions. At the same time, organizations generate useful information from customer reviews by using text mining techniques. This concept is known as sentiment analysis or opinion mining [2]. Many models have been proposed in recent years for opinion mining [3], [4]. However, because of uncertainties and vagueness of opinions within the wide range of reviews usually posted, these models can create unexpected results in some cases [5]. Therefore, the ability to handle uncertainty is important in opinion classification models.

*Corresponding Author

The concept of uncertainty refers to unclear and inconsistent opinions. Therefore, the ability to handle uncertainty is important in opinion classification models [5]. When it comes to opinion classification models, the mechanism for managing these uncertainties is a challenging task [6] as a lot of user generated opinions contain uncertainties. The main challenge is to automatically deal with these uncertainties to enhance the performance of machine learning algorithms. For example, a customer expresses review for a camera as "The camera's resolution is ok but the sound quality looks not fine". This review is uncertain as the frequent features can appear in both the negative or positive categories. However, machine learning algorithms do not know how to wisely use them; therefore, it is very difficult to decide the relevant category. In this example, it is hard to decide the relevant category with the uncertainty of using two frequent features, "ok" and "fine", particularly the review is "not fine" rather than "fine". Also, uncertainties are a hard issue in opinion mining since many frequently used words may be non-relevant to a class. Therefore, we argue that using patterns or concepts to link several features together to make the meaning clear is a possible solution for dealing with uncertainties in opinions. Another alternative way is to put uncertain reviews into an uncertain boundary provisionally, and then design a more specific method to make a right decision.

Fuzzy logic has been used by researchers to solve the problem of uncertainties in opinion mining [5], [7], [8]. It represents uncertainties of features using fuzzy values between zero and one. Fig. 1 and Fig. 2 show the process of how to reduce the impacts of noisy features by using fuzzy logic. In the figures, opinion words "fine" and "ok" were frequently used in both positive and negative categories so they are noisy features. Although they have large weights, they are not useful for understanding the difference between the positive and negative categories. By using the fuzzy composition, we can reduce the large weights of noisy features to "1" if they are great than "1". The advantage of using fuzzy composition is to reduce impacts of noisy features, e.g., OK and fine in Fig. 1 and Fig. 2. Fuzzy composition can reduce their impacts
by adjusting their values (e.g., frequency) to one.

After analyzing many experimental results, we found that there is a critical problem for using fuzzy concepts to make binary decisions when the fuzzy similarity values of two categories are very close. To solve this hard research issue, in this paper, we propose a three-way decision framework to identify the uncertain boundary firstly. This framework classifies reviews into three regions in the first stage: the positive region, negative region, and uncertain boundary. It then presents a new feature selection model for using deep learning to further split the uncertain boundary into positive and negative regions. The three-way decision framework provides an elegant way to integrate fuzzy logic and deep learning in a single umbrella. There are many approaches that come up with different feature selection methods in opinion mining [5], [9], [10]. To find more specific features, the popular way is using three feature selection indexes. For using deep learning, people usually transfer textual features into numerical vectors (e.g., using word2vec, word embedding technique, to generate a vector for each word). This process requires a huge collection of documents that are related to the given topic; however, normally the very large collection is not designed specially for this opinion classification task. Therefore, the input vectors to a deep learning algorithm describe more general knowledge for the opinion classification. Also, deep learning does not have the capacity for dealing with uncertainties in features; therefore, it is very hard to produce satisfactory results for using deep learning directly. To make the proposed three-way decision framework more effective, we also propose a new feature selection model. It firstly discover closed patterns using the selected features, and then select fuzzy formal concepts (higher-level concepts) from the discovered closed patterns. The selected concepts are also used for the three-way decision framework to classify reviews into three regions in the first stage. After that, in the second stage, we integrate word-embedding vectors with the selected concepts and identify the difference between vectors and their mean value.

This research contributes to opinion classification with a new feature selection model and a three-way decision framework. It presents a two-stage feature selection model to integrate an uncertainty processing model (e.g., fuzzy composition) and deep learning technique using a three-way decision framework. This research contributes new feature selection model and a three-way decision framework for opinion classification. To conduct a comprehensive evaluation for the proposed framework, we selected ve state-of-the-art models for performance comparison. We have conducted many experiments on the two datasets and the proposed model achieved impressive performance on F-measure (the F-measure value is 94.67% and 97.44% in movie review and ebook review datasets, respectively).

II. RELATED WORK

A. Opinion Mining

Opinion mining (also known as sentiment analysis) refers to the use of natural language processing and text analysis to systematically identify, extract, quantify, and study affective states and subjective information. Opinion is widely applied to customer reviews and social media. Opinion mining contains the goal (entity) of the opinion, the attributes of the goal that the opinion is aimed at, and the sentiment (polarity) of a positive, negative or neutral opinion [11], [12].

B. Feature Selection

In feature selection there are term based methods such as TF-IDF, bm25. Uniformity (Uni) and Inverted Conformity Frequency (ICF). The bm25 is a ranking function used to rank matching documents according to their relevance to a given query. Li and Tsai used TF-IDF for feature selection in their model with Uniformity (Uni) and Inverted Conformity Frequency (ICF) [5].

Eq.1 and Eq.2 are the equations for Uni and ICF, respectively [5].

$$\text{Uni}(t_i) = \max_j \left[ \frac{d_{ij}}{t_{ij}} \times \frac{d_{ij}}{\sum_{j=1}^{k} d_{ij}} \right] , k = 2$$

Where $t_i$ is a term $i$, $d_{ij}$ is the number of documents in which term $i$ appears in category $j$. $t_{ij}$ indicates the number of times
where term $i$ appears in category $j$. When the Uni value in the Eq.1 is larger, it means that the term is more distinctive in a specific category. Li and Tsai used $\text{Uni} > 0.2$ as a threshold value for feature selection [5].

$$ICF(t_i) = \sum_{j=1}^{k} P_{ij} \log_2 P_{ij}, \quad P_{ij} = \frac{d_{ij}}{|j|} \tag{2}$$

Where $t_i$ indicates a term and $j$ indicates category, $d_{ij}$ is the number of documents which contain term $t_i$ in category $j$, $|j|$ is the total number of reviews in category $j$. The ICF in Eq.2 indicates a term should appear frequently in a specific category instead of others. The smaller the ICF value indicates term frequently appears in a specific category. Li and Tsai used $ICF < \log(2)$ [5].

C. Knowledge Discovery

Discovered knowledge from opinions can be represented in different forms, such as terms, patterns, phrases, concepts, rules, relations, or ontologies. Some of them are combined with others to increase the accuracy.

For knowledge discovery pattern based methods are used as a higher level method [13]. In opinion mining, pattern mining can discover sequencing terms that frequently co-occur in a customer review, and such set of terms can represent the knowledge in reviews effectively. Frequent patterns and closed patterns are frequently employed to represent knowledge and trends in a dataset [13], [14]. Selecting reliable pattern is very vital, which enhances the efficiency of generating the frequent itemsets without losing any item [15]. In order to enhance the efficiency of pattern identification, researchers proposed several techniques: maximum frequent pattern mining [16], closed frequent pattern mining [17], top-k closed pattern mining [18]. Closed patterns [17] were proposed for handling large number of frequent patterns. A closed pattern is also a frequent pattern but it is not included in another sequential pattern that has the exact same support. Therefore, the computational time of finding closed patterns may be reduced and it can also largely reduce the number of frequent patterns.

Fuzzy Logic can be used to extract knowledge from text data where a lot of uncertainties need to be coped with. Fuzzy Formal Concept Analysis (FFCA) [5], [7] is a theory which combines fuzzy logic and Formal Concept Analysis (FCA) to represent the uncertainties in data. FCA is a technique based on lattice theory [19], [20]. Formal concept is used to define the relationships between objects and attributes in a domain.

D. Classification

Classification can be supervised, unsupervised or semi-supervised learning [21]. Semi-supervised learning falls between unsupervised learning (with no labeled training data) and supervised learning (with only labeled training data). Therefore, supervised learning algorithm is very costly process, especially when dealing with large volumes of data. Semi-supervised was introduced [21]–[26]. Word polarity disambiguation is one important part of recent efforts on semi-supervised learning for social data analysis. At the pre-processing stage, a vector of context features is built for each word $w$ based on all its occurrences in the positive polarity corpus and another vector on its contexts in the negative polarity corpus [27], [28]. An ensemble framework for intensity prediction of sentiment and emotion is developed using three deep learning models based on LSTM, CNN and GRU and one feature-driven classical supervised model based on SVR [29]. Convolutional Neural Networks (CNNs) is the most popular neural network model used in recent years for opinion mining with significant performance [30]–[35]. Long Short Term Memory LSTM employs a bidirectional variant to capture sentiment for sentiment classification [36]. Recursive Tensor Neural Network is used to model correlations between different dimensions of child node vectors [37]. Hierarchical Convolutional Attention Networks (HCAN) was developed for text classification [38]. A novel attention model was recently implemented to incorporate user and product information for sentiment classification [39]. The newest technique applied in attention models has been reinforcement-Learning which implemented the learning based on how to best-react to situations through trial and errors [40]. New type of model called transformers are developed for sentiment analysis. Transformer-based method for sentiment analysis that encodes representation from a transformer and applies deep intelligent contextual embedding to enhance the quality of data by removing noise while taking word sentiments, polysemy, syntax, and semantic knowledge into account [41], [42].

Fuzzy composition was used to retrieve the relationships between concepts and categories in opinion classification [5]. They have shown high accuracy than other existing models [5], [43] in opinion mining. Rule-based fuzzy logic systems were built by several researchers [44], [45].

III. Proposed Model

As there are a lot of uncertainties in user reviews, there is an uncertain boundary, a margin that includes both positive and negative samples [6], between positive and negative reviews.
the problem of uncertain boundary for binary classification [6] as in Fig. 3.

A. Fuzzy-based concept discovery and three-way decisions

It includes two transformations: ‘two-way to three-way’ (obtaining three regions: the positive region, negative region and uncertain boundary), and then ‘three-way to two-way’ (classifying the uncertain boundary into positive and negative regions). It also used a vector space model to find the uncertain boundary and then classify the uncertain boundary. The problem with using this existing framework for opinion mining is that the uncertain boundary is very big as the vector space model is not suitable for representing short text documents, such as user reviews.

In this paper, we extend the three-way decision framework for opinion mining. We firstly proposed a fuzzy-based model to infer the positive region, negative and uncertain boundary. We also integrate the fuzzy-model with a deep learning process to accurately classify the big uncertain boundary into positive and negative classes.

Term-based feature selection approaches suffer from polysemy and synonymy [46] when used to deal with uncertainties within user reviews. Currently, a popular way for solving this problem in text mining is to extend low-level term spaces to higher level patterns or concepts [13]. In the following sections, we firstly define formal concepts within user reviews. We then provide a method to weight associations between concepts and selected term features. At last, we discuss how to use fuzzy composition to make the classification.

1) Formal concepts: Formally, let $R$ be a set of reviews (a training set), $T$ be a set of attributes (or terms that are used to describe reviews) and $I \subseteq R \times T$ be a binary relation between $R$ and $T$ (e.g., $rIt$ means $i \in r$). A formal context is a triple $K := (R, T, I)$.

For a review sub-set $X \subseteq R$ and a term sub-set $Y \subseteq T$, derivation operators are defined as follows [47]:

$$
X^I := \{ t \in T | rIt \text{ for all } r \in X \}
$$

$$
Y^I := \{ r \in R | rIt \text{ for all } t \in Y \}
$$

The two derivation operators have the following properties:

$$
Z_1 \subseteq Z_2 \implies Z_1^I \supseteq Z_2^I,
$$

$$
Z \subseteq Z^II, \text{ and } Z^III = Z^I.
$$

A pair $(A, B)$ is called a formal concept of $K$ if $A \subseteq T$, $B \subseteq R$, $A = B^I$ and $B = A^I$. A is called its intent and $B$ is called its extent.

The sub-concept (or super-concept) relation between two pairs of formal concepts can be formally described as follows:

$$
(A_1, B_1) \preceq (A_2, B_2) \iff A_1 \subseteq A_2 \iff B_1 \supseteq B_2
$$

Let $B(K)$ be the set of all formal concept of $K$, then $B(K)$ is a complete lattice (the concept lattice of $K$) for the above sub-concept relation.

Let $A$ be a pattern (a sub-set of terms). Its coverset is a sub-set of reviews that include pattern $A$, and its closure is $\text{coverset}(A)^I$. We call $A$ be a closed pattern if $A = \text{closure}(A)$ [48].

Based on the above definition, a pair $(A, \text{coverset}(A))$ is a formal concept if pattern $A$ is a closed pattern. We can prove $A^I = \text{coverset}(A)$ as $r \in \text{coverset}(A) \iff \text{for all } i \in A \text{ we have } t \in r$. Also, we have $[\text{coverset}(A)]^I = \text{closure}(A) = A$.

2) Feature selection for generating formal concepts: Formal concepts have elegant properties as described above; however, closed patterns only discuss terms’ binary appearances and long-closed patterns have very low frequency [49]. To solve these issues, in this paper, we select some useful term features firstly to reduce the time complexity for finding concepts; then using fuzzy composition to find the associations between concepts and categories.

In this research, reviews are pre-processed and applied bm25, Uni and ICF (three feature selection techniques) to find the useful terms. This is a very important step as we need to conduct many experiments to decide the combination strategy of using multiple feature selections. Preprocessing is very much vital for improving the performance of the classification process of customer reviews. Natural Language Processing (NLP) techniques of stemming, stop words removal and tokenization for pre-processing were applied as they have been identified by literature as the best techniques presently available. The output will be a set of terms as shown in Table I. Feature selection indexes of bm25, Uni and ICF are applied for the term selection. We have applied feature selection separately for both categories with the same method.

| TABLE I | REVIEWS AFTER FEATURE SELECTION |
|---------|--------------------------------|
| Review  | funny | good | pretty | great | comedy | awful |
| r1      | x     | x    | x      | x     | x      |       |
| r2      | x     | x    | x      | x     | x      |       |
| r3      | x     | x    | x      | x     | x      |       |
| r4      | x     | x    | x      | x     | x      |       |
| r5      | x     | x    | x      | x     | x      |       |
| r6      | x     | x    | x      | x     | x      |       |
| r7      | x     | x    | x      | x     | x      |       |

In this model multiple indexes of bm25 > 0.2 and ICF < log(2) are used. The condition of bm25 > 30 was suggested based on the experiment results and the other two were based on the past literature [5]. The three conditions were checked simultaneously and if one condition did not satisfy, the term is eliminated. Table I shows an example of feature selection, where we assume that term set $T = \{\text{funny, good, pretty, great, comedy, awful}\}$ and review set $R = \{r_1, r_2, ..., r_7\}$.

The frequency of terms might vary according to user reviews’ size. The normalization values of bm25 weights are calculated in Eq. 3 [50] for a given category $j$ (for binary classification, $j$ is either the positive class or negative class).

$$
\text{nbm25}(t_i) = \text{bm25}(t_i) \log_2 (1 + \frac{\text{avgR}}{d_{ij}})
$$

where $\text{avgR}$ is the average review length in the whole collection; $t_i$ is the original term frequency; $d_{ij}$ is the number of
reviews in term $i$ in category $j$ and $c$ is the free parameter of the normalization method which is 0.75.

The next task is to define a threshold to reduce the number of noisy terms. The significance of the feature selection method is to identify relevant features for mining closed patterns, and also reduce the size of reviews for generating closed patterns efficiently.

Closed patterns were generated using frequent itemset generation in FTree algorithm by defining a minimum support [51].

Identified patterns are larger than the terms. Hence, how to effectively deal with large amount of discovered patterns was the next challenge. Closed pattern mining algorithm with a minimum support value which is greater than 20 was introduced in our experiments. Thereafter, the change of the minimum support is used to control the size of discovered patterns. The discovered closed patterns are further processed to determine the formal concepts using a suitable minimum support as the threshold. Table II shows the selected formal concepts from closed patterns $CP = \{p_1, p_2, p_3, p_4, p_5\}$.

| Concept | Intent | Extent | Original Pattern |
|---------|--------|--------|------------------|
| c1      | funny, pretty | r1, r3, r5 | p1               |
| c2      | funny, good   | r2, r6, r7 | p5               |

3) Fuzzy-based three-way decisions: According to the above analysis, we can find a set of concepts $C$ for a given set of reviews $R$, where $R$ is either a set of positive reviews or a set of negative reviews, and we have $C = \{c = (Terms(p), coverset(p)) | p \in CP, \text{supp}(p) \geq \theta\}$ where parameter $\theta$ is a minimum support; $Terms(p)$, the set of terms used in pattern $p$, is the intent of $c$ and $\text{coverset}(p)$ is the extent of $c$.

In this sub-section, we discuss the relation between concepts and categories (e.g., the positive class and negative class for binary classification) using fuzzy composition [5] in order to classify reviews into three regions: the positive, negative and uncertain boundary.

The relation between concepts and categories is denoted as $(IC_{-Catg})$ which can be evaluated by using the fuzzy composition to integrate relation $(IC_{-T})$ between concepts and terms relation $(IT_{-Catg})$ between terms and categories as described in Eq. 4.

$$IC_{-Catg} = IT_{-Catg} \circ IC_{-T}$$

where $IC_{-Catg}(i,j) = \max_{k \in T} \min\{IC_{-T}(i,k), IT_{-Catg}(k,j)\}$

The $IC_{-T}$ relation is used to describe the uncertain factor of terms in a concept. In this paper, we use the normalized bm25 value $nbm25(t_k)$ as the uncertain factor for term $k$ in concept $i$ (see Eq. 5).

$$IC_{-T}[i,k] = nbm25(t_k)$$

The relation of Term-Category $(IT_{-Catg})$ can be obtained using the fuzzy composition over the Term-Review relation $(IT_{-R})$ and Review-Category relation $(IR_{-Catg})$ as shown in Eq. 6. In this paper, we use $nbm25(t_k)$ values to represent the relevant strength between terms and reviews and reviews and categories, respectively. Therefore (see the Eq. 7), $IT_{-Catg}(k,j)$ can be calculated using $nbm25$ weights for a given category $j$.

$$IT_{-Catg} = IT_{-R} \circ IR_{-Catg}$$

$$IT_{-Catg}(k,j) = \begin{cases} nbm25(t_k), & \text{if } nbm25(t_k) < 1 \\ 1, & \text{otherwise} \end{cases}$$

Algorithm 1 illustrates the idea for classifying user reviews into three regions: the positive region (POS), negative region (NEG) and the uncertain boundary (BND).

**Algorithm 1** Three-way Classification

**Require:** $C$, $IC_{-T}$, $IT_{-Catg}$, $U$, two categories: $j = 1$ and $j = 0$ and an experimental coefficient $\delta$

**Ensure:** $IC_{-Catg}$ and three regions: POS, NEG, BND

1: for each $j$ do
2: for $c_i \in C$ do
3: $IC_{-Catg}(i,j) = \max_{k \in T} \min\{IC_{-T}(i,k), IT_{-Catg}(k,j)\}$
4: end for
5: end for
6: for $r \in U$ do
7: $C_r = \{c_i \in C | \text{intent}(c_i) \leq r\}$
8: for $j$ do
9: $f_j(r) = \max_{c_i \in C_r} \{IC_{-Catg}(i,j)\}$
10: end for
11: end for
12: for $r \in U$ do
13: $POS = \{r \in R, f_j > \delta\}$
14: $NEG = \{r \in R, f_j < \delta\}$
15: $BND = \{r \in R, |f_j - \delta| \leq \delta\}$
16: end for
17: end for

It firstly describes the training process (the first for loop) to calculating the relation $IC_{-Catg}$ (a concept-category matrix) by using the fuzzy composition. It then calculates a fuzzy value for each new review $r$ to a category $j$ (see the second for loop). At last, it determines the three regions (POS, NEG and BND) based on these fuzzy values for a given unlabeled review set $U$. The time complexity for the first for loop is $O(|C| \times |T|)$ as we only two categorizes for binary opinion classification. For the second for loop, the time complexity is $O(|U| \times |C|)$ as $|C_r| \leq |C|$; and the last for loop needs $O(|U|)$. Therefore, the time complexity of Algorithm 1 is $O(|C| \times (|U| + |T|))$.

**B. Boundary Classification**

Algorithm 2 uses a parameter $\delta$ (a minimal value) to classify reviews into three regions as it is very difficult to decide the class of a review when its fuzzy values to the two classes are very closed.
Algorithm 2 Deciding parameter $\delta$

Require: $R$, $IC_{\cdot \cdot R}$ two categories: $j = 1$ and $j = 0$

Ensure: $\delta$

1: for $r \in R$ do
2: for each $j$ do
3: \hspace{1em} $f_j(r) = \sum_{t_i \in (x)} \sum_{(c_i) \subseteq r} IC_{\cdot \cdot C}(i, k)$
4: end for
5: \hspace{1em} $f(r) = \frac{f_0(r) + f_1(r)}{2}$
6: end for
7: for $r \in R$ do
8: \hspace{1em} $\mu = \frac{1}{|R|} \sum_{r \in R} f(r)$
9: end for
10: let $\delta = \sqrt{\frac{\sum_{r \subseteq R} (f(r) - \mu)^2}{|R|}}$

It clearly shows that the boundary region is a big problem for the classification. In this sub-section, we firstly propose a method to decide parameter $\delta$. Different from other methods that use a probability-based loss function to decide $\delta$ [6], in this paper we use a standard derivation to decide parameter $\delta$ as it is a very small value. Algorithm 2 describes the process for calculating the value for parameter $\delta$ based on a training set $R$ and the concept-term relations. The time complexity of Algorithm 2 is $O(|T| \cdot |C| \cdot |R|)$. As the numbers of terms and concepts are not very big, the algorithm for deciding $\delta$ is efficient.

It is obvious that the uncertain boundary (BND) includes a lot of uncertain reviews. Table III and Table IV show the size and the percentage of the uncertain boundary in both movie review and ebook review datasets, respectively.

In this sub-section, we also develop a new method to further classify the uncertain boundary (BND) as the data in BND are not linearly separable. In this paper, we assume that it may be possible to map the data into a higher-dimensional space resulting in a linearly separable set. There are many methods to do the mapping. For example, we may map a set of terms (a n-dimensional vector) $[t_1, t_2, ..., t_n]$ to a 2n-dimensional vector $[t_1, t_2, ..., t_n, t_1^2, t_2^2, ..., t_n^2]$. However, it is likely to find the dependency between features. In this paper we use word embedding to do the mapping. It can find a higher dimensional space easily. Word embedding models map each word from the vocabulary to a vector of real numbers. We use word2vec model [52] in our experiments and each word was encoded by 8 dimention vector, that is,

$$\overrightarrow{w} = (x_1, x_2, ..., x_8)$$

for all words $w \in \Omega$, where $x_i$ are real numbers.

To solve the hard issue, in this paper, we integrate word embedding vectors and the terms (with assigned fuzzy values) that we selected from the intents of the formal concepts; and then use a CNN classifier to classify the uncertain boundary.

CNN consists with input layer, two convolution layers, two max-pooling layers, and a fully connected layer with softmax as the activation function. This is a more powerful CNN architecture when compared to standard CNN architecture [31]. This architecture has achieved high accuracy than CNN architecture of Kim. The outputs of new word embedding are fed to the CNN for the input layer. The first convolution layer consists of 100 feature maps with filter size 4. The second convolution layer had 50 feature maps with filter size 2. The stride in each convolution layer is 1 as we wanted to tag each word. A max-pooling layer followed each convolution layer. The pool size we used in the max-pool layers was 3. We used regularization with drop-out on the penultimate layer with a constraint on norms of the weight vectors, with 50 epochs. The output of each convolution layer was computed using a non-linear function; in our case we used the hyperbolic sine.

### IV. Experiment Results

Many experiments were conducted to evaluate the effectiveness of the proposed model. The purpose of these experiments is to evaluate our model and compare it with other state-of-the-art classification models. The performance of the model is measured by the F-measure. In addition, pair wise t-test is performed to verify the significance.

#### A. DataSets

The movie review dataset and ebook review dataset are used for the evaluation since two sets are standard datasets in opinion mining research [53]. The movie review dataset and ebook review dataset consist of 2000 movie reviews, with 1000 reviews for each category (negative and positive) for both testing and training purpose.

#### B. Baseline Models

In this research, we provide a comprehensive evaluation of the proposed model, we have selected eight baseline models. The models, including the state-of-the-art and closely related work, are used as baselines to evaluate the performance of the proposed model.

- Li and Tsai’s [5] fuzzy model was developed and evaluated on movie review and ebook review datasets.
- SVM is used since it is an outstanding model in opinion mining in the literature [5].
- CNN model of Kim [31] is a deep learning model for opinion mining. It only used a movie review dataset for training and testing.
- Graph Convolutional Networks (GCN) [55] is a recent model developed using GCN and has shown significant

### Table III

| Category | Boundary Reviews | Percentage |
|----------|------------------|------------|
| Positive | 115              | 11.5%      |
| Negative | 102              | 10.2%      |
| Total    | 217              | 21.7%      |

### Table IV

| Category | Boundary Reviews | Percentage |
|----------|------------------|------------|
| Positive | 104              | 10.4%      |
| Negative | 101              | 10.1%      |
| Total    | 205              | 20.5%      |
results. It has shown the accuracy of 76.74% for the movie review dataset.

- Attention Network [56] used Multi-sentiment-resource Enhanced Attention Network (MEAN) to alleviate the problem by integrating three kinds of sentiment linguistic knowledge (e.g., sentiment lexicon, negation words, intensity words) into the deep neural network via attention mechanisms.

C. Results

In order to evaluate the effectiveness of the proposed model, we compare the results with existing classification models as in Table V and Table VI. It is evident that the proposed model has the best performance in the two datasets comparing with models: FFCM [5], CNN [31], SVM [5], SVM [54], GCN [55] and Attention Network [56]. In Table VI we have not included CNN [31], GCN [55] and Attention Network [56] because those models were not evaluated with ebook review dataset. We also conducted the statistical significance testing (a two-tailed t-test). The results for the above models are shown in Table VII. The t-test results show that the proposed model is better than the four baseline models. It has shown from the Table VII our model is more significant than CNN and Attention Network which indicated that increment is > 0.5.

**TABLE V**

| Model      | Precision | Recall | F measure |
|------------|-----------|--------|-----------|
| Proposed Model | 0.9404    | 0.9509 | 0.9467    |
| FFCM       | 0.8870    | 0.8640 | 0.8800    |
| CNN        | Not Given | Not Given | 0.8150    |
| SVM        | 0.8770    | 0.8690 | 0.8730    |
| GCN        | Not mention | Not mention | 0.7674    |
| Attention  | Not mention | Not mention | 0.8450    |

**TABLE VI**

| Model      | Precision | Recall | F measure |
|------------|-----------|--------|-----------|
| Proposed Model | 0.9710    | 0.9777 | 0.9744    |
| FFCM       | 0.9509    | 0.9508 | 0.9509    |
| SVM        | 0.9382    | 0.9381 | 0.9382    |

**TABLE VII**

| Model     | P values -Movie | P values -ebook |
|-----------|-----------------|-----------------|
| Proposed Model | 0.0023        | 0.0013          |
| FFCM      | 0.0376         | 0.0317          |
| CNN       | 0.0213         | -               |
| SVM       | 0.0199         | 0.0123          |
| GCN       | 0.0087         | -               |
| Attention | 0.0075         | -               |

V. CONCLUSION

This study proposes a three-way based new framework for binary opinion classification by integrating fuzzy concepts and deep learning. This framework addresses the problem of uncertainties in opinion classification. This framework provides a promising way to construct an opinion classifier by identifying boundary region. This model uses statistical features for opinion classification. The experiment results show that the model can significantly improve the performance of binary opinion classification in terms of F-measure. The results indicate that the proposed three-way based new framework performs binary classifications of user reviews with high accuracy.

The contributions made by the proposed framework are as follows:

- An innovative statistical feature selection method (combination of three feature selection indexes bm25, ICF and Uni) is proposed to retrieve fuzzy concepts.
- An effective classifier is implemented using fuzzy concepts and deep learning to classify three regions negative, positive, and boundary.

One potential future direction is to explore the effects of semantic structure of text data on the same architecture. Semantic structure might help to exploit the additional representation of fuzzy concepts and to investigate the impact of semantic patterns in fuzzy concepts is vital in opinion mining.
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