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Abstract We propose and study a class of numerical schemes to approximate time-fractional differential equations. The methods are based on the approximations of the Caputo fractional derivative of order $\alpha \in (0, 1)$ by using continuous piecewise polynomials, which are strongly related to the backward differentiation formulae. We investigate their theoretical properties, such as the local truncation error and global error estimates with respect to sufficiently smooth solutions, and the numerical stability in terms of stability region and $A(\frac{\pi}{2})$-stability. Numerical experiments are given to verify our theoretical investigations.
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1 Introduction

Fractional calculus, as a generalization of classical calculus, has been an intriguing topic for many famous mathematicians since the end of the 17th century. During the last 4 decades, many scholars have been working on the development of theory for fractional derivatives and integrals, found their ways in the world of fractional calculus and their applications. For more detailed information on the historical background, we refer the interested reader to the following books: [6, 21, 22, 34–36, 38] and [20]. As an application of fractional calculus, differential equations possessing terms with fractional derivatives in the space- or time- or space-time direction have become very important in many areas. Particularly, in recent years a huge amount of interesting and surprising fractional models have been proposed. Here, we mention just a few typical applications: in the theory of Hankel transforms [15], in financial...
models [40,42], in elasticity theory [5], in medical applications [23,39], in geology [8,27], in physics [7,10,33] and many more.

Similar to the work for ordinary differential equations, investigation of numerical methods for time-fractional differential equations (tfDEs) started its development. This paper will consider numerical approaches to tfDEs of the form

$$C D^\alpha u(t) = f(t, u(t)), \quad t \in (0, T]$$

(1.1)

with initial condition $u(0) = u_0$, where the operator $C D^\alpha$ denotes Caputo fractional derivative of order $\alpha$, whose definition will be given in Definition 2.1 in the next section. As shown in [12], if $f(t, u(t))$ is continuous and satisfies the Lipschitz condition with respect to $u$, then equation (1.1) possesses a unique solution in $C[0, T]$. For this case, (1.1) combined with the initial condition is equivalent to the following Volterra-type integral equation:

$$u(t) = u_0 + \frac{1}{\Gamma(\alpha)} \int_0^t (t - \xi)^{\alpha - 1} f(\xi, u(\xi)) d\xi, \quad t \in (0, T].$$

(1.2)

With respect to numerical approximations for (1.2), two general approaches, called product integration method and fractional linear multistep methods, have been widely discussed. In these cases, a general discrete form of (1.2) is written as

$$u_n = u_0 + (\Delta t)^\alpha \sum_{j=0}^{n} \omega_{n-j} f(t_j, u_j) + (\Delta t)^\alpha \sum_{j=0}^{m} w_{n,j} f(t_j, u_j), \quad n \geq k$$

(1.3)

with fixed $m \in \mathbb{N}$. Fractional linear multistep methods were originally proposed in [30] in the mid eighties of the last century. This type of methods construct the convolution quadrature weights $\{\omega_j\}_{j=0}^{\infty}$ satisfying

$$\sum_{j=0}^{\infty} \omega_j \xi^j = \left(\frac{\sigma(1/\xi)}{\rho(1/\xi)}\right)^\alpha,$$

where $(\rho, \sigma)$ denote the classical implicit linear multistep formulae. For the motivation behind this idea we refer to [28], [29] and [31] discuss the accuracy and stability properties of this type of methods. We can see they highly benefit from those of the corresponding multistep methods. Another more straightforward approach to generate the weights $\{\omega_j\}$ and $\{w_{n,j}\}$ is based on product integration, that is to replace the integrand $f(\xi, u(\xi))$ by some piecewise interpolation polynomials, and construct their fractional integrals of order $\alpha$ as approximations of the integral in (1.2). On the accuracy and efficiency of these methods applied to some Volterra-type integral equations with irregular kernels, we can refer to [9, 11, 13, 26] and [6, 24]. In addition, [18] applies exponential integrators to fractional order problems. Generalized Adams methods and so-called $m$-steps methods are utilized by [1, 2].

Under the framework of product integration, recently, some new numerical approximations of the Caputo fractional derivative of order $\alpha \in (0, 1)$, named $L1$ method [25], $L1-2$ method [17], $L2-1_\sigma$ method [4] and method [32], were proposed and applied for solving time-fractional differential equations. These methods are based on piecewise linear or quadratic interpolating polynomials approximations. In this paper, we generalize the approach by improving the degree of the piecewise polynomial to $3 \leq k \leq 6$ to approximate the function that possesses suitable smoothness. For this situation higher order of accuracy can be obtained. We establish local truncation errors and global errors estimates of the numerical schemes for (1.1) in detail. In addition, we mainly study the numerical stability of the $L1$ method, $L1-2$ method, method in [32] and higher-order methods proposed in this paper. We
apply the technique in [31] to the investigation of the stability regions of this type of numerical methods. Further, we give rigorous proof that $L1$ method, $L1-2$ method and method in [32] possess $A(\frac{\pi^2}{4})$-stability. Numerical experiments confirm our theoretical analyses and show that this class of methods are $A(\theta)$-stable uniformly for $0 < \alpha < 1$, and for some specific $\alpha$, $A$-stability can even be obtained.

The paper is organized as follows. Section 2 introduces numerical approximations of the Caputo fractional derivative of order $\alpha \in (0, 1)$, and applies them to the discretization of problem (1.1). The local truncation errors of the proposed methods are discussed. Sections 3 and 4 respectively treat the stability and convergence of the discrete methods. In Sect. 5, numerical experiments confirm our theoretical considerations with respect to order of convergence and stability restrictions.

2 Approximations of Caputo Fractional Derivatives Using Continuous Piecewise Polynomials

We first introduce fractional derivatives in the Caputo sense:

**Definition 2.1** ([12]) Let $\alpha > 0$, and $n = [\alpha]$, the $\alpha$-th order Caputo fractional derivative of a function $u(t)$ on $[0, T]$ is defined by

$$C D^\alpha u(t) = \frac{1}{\Gamma(n - \alpha)} \int_0^t \frac{u^{(n)}(\xi)}{(t - \xi)^{\alpha - n + 1}} d\xi$$

whenever $u^{(n)}(t) \in L^1[0, T]$. In particular, the Caputo fractional derivative of order $\alpha \in (0, 1)$ is defined by

$$C D^\alpha u(t) = \frac{1}{\Gamma(1 - \alpha)} \int_0^t (t - \xi)^{-\alpha} u^{(1)}(\xi) d\xi$$

whenever $u^{(1)}(t) \in L^1[0, T]$.

Next, we will derive a class of numerical approximations of the Caputo fractional derivative of order $\alpha \in (0, 1)$ by constructing a series of continuous piecewise polynomials. The main idea is as follows.

Let $\mathcal{J} = [0, T]$ be an interval and the $M + 1$ nodes $\{t_i\}_{i=0}^M$ define a partition

$$0 = t_0 < t_1 \cdots < t_{M-1} < t_M = T.$$  

Assume that $p^k_{j,q}(t)$ are a class of polynomials of degree $k \geq 1$ with compact supports $\mathcal{J}_j = [t_{j-1}, t_j]$. Their coefficients are uniquely determined by the following $k + 1$ conditions

$$p^k_{j,q}(t_n) = u(t_n), \quad n = j + q - 1, j + q - 2, \ldots, j + q - k - 1.$$  

Here the index $q$ records the number of shifts of the $k + 1$ interpolating nodes $\{t_n\}_{n=j-1-k}$, and the sign of $q$ indicates the direction of the shift. Then we have

$$p^k_{j,q}(t) = \sum_{n=j+q-k-1}^{j+q-1} u(t_n) \prod_{m=j+q-k-1}^{j+q-1} \frac{t - t_m}{t_n - t_m}, \quad t \in \mathcal{J}_j.$$

$$\intertext{ Springer}$$
If the partition (2.3) is equidistant, i.e., \( t_n = n \Delta t \), \( 0 \leq n \leq M \) and \( \Delta t = \frac{T}{M} \), then (2.5) can be written as
\[
p^k_{j,q}(t) = \sum_{n=0}^{k} \frac{\nabla^n u(t_{j+q-1})}{n!(\Delta t)^n} \prod_{l=0}^{n-1} (t - t_{j+q-1-l}), \quad t \in \mathcal{I}.
\] (2.6)

For convenience of notation, let \( t = t_{j-1} + s \Delta t \), we get
\[
p^k_{j,q}(t) = \sum_{r=0}^{k} \binom{s-q+r-1}{r} \nabla^r u(t_{j+q-1}), \quad 0 < s < 1,
\] (2.7)
where \( \binom{s-q+r-1}{r} \) denotes a binomial coefficient, and the \( r \)-th order backward difference operators \( \nabla^r \) satisfy
\[
\nabla^0 u(t_i) = u(t_i), \quad \nabla^r u(t_i) = \nabla^{r-1} u(t_i) - \nabla^{r-1} u(t_{i-1}), \quad r \geq 1.
\]

Let
\[
C_p(\mathcal{I}) = \{ v(t) \in C(\mathcal{I}) : v(t) = \sum_{i=0}^{k} a_{j,l} t^l \text{ on } \mathcal{I} \}
\]
be the space of continuous piecewise polynomials of degree at most \( k \). On the uniform grid, we construct a class of polynomials of the form
\[
P^k_i(t) = \sum_{j=1}^{k-i} P^k_{j,k-j}(t) + \sum_{j=k}^{n} P^k_{j-i+1,j}(t) + \sum_{j=n-l+2}^{n} P^k_{j,n+1-j}(t),
\] (2.8)
where \( 1 \leq i \leq k \leq 6 \) and \( t \in (t_{n-1}, t_n] \) for \( 1 \leq n \leq M \). \( \sum_{j=1}^{k-i} P^k_{j,k-j}(t) = 0 \) and \( \sum_{j=n-l+2}^{n} P^k_{j,n+1-j}(t) = 0 \) if \( k-i < 1 \) and \( n-i+2 > n \), respectively. Then \( P^k_i(t) \) are considered as approximations of the function \( u(t) \) in (2.2) in the space \( C_p(\mathcal{I}) \).

Correspondingly, we propose the operator
\[
D^\alpha_{k,i} u(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-\xi)^{-\alpha} \frac{dP^k_i(t)}{d\xi} d\xi
\] (2.9)
for \( t \in \mathcal{I} \) as an approximation to (2.2). If \( t = t_n \), we rewritten (2.9) as
\[
D^\alpha_{k,i} u_n = \frac{(\Delta t)^{-\alpha}}{\Gamma(1-\alpha)} \sum_{j=1}^{n} \int_0^1 (n-j+1-s)^{-\alpha} \frac{dP^k_i(t_{j-1} + s \Delta t)}{ds} ds
\]
\[= (\Delta t)^{-\alpha} \sum_{j=0}^{k-1} w^{(k,i)}_{n,j} u_j + (\Delta t)^{-\alpha} \sum_{j=0}^{n} c^{(k,i)}_{n-j} u_j,
\] (2.10)
where \( u_n := u(t_n) \).

**Remark 1** The construction of \( P^k_i(t) \) in (2.8) mainly depends on the continuity requirement on the interval \( \mathcal{I} \), i.e., the interpolation conditions
\[
p^k_{j,q}(t_n) = u(t_n), \quad n = j - 1, \ j
\] (2.11)
should be satisfied. This means that on each $\mathcal{J}_j$, the conditions $j+q-1 \geq j$ and $j+q-k-1 \leq j-1$ in (2.4) should be satisfied, which yields $1 \leq q \leq k$. Therefore, for $k = 1$, there is only one piecewise polynomial, denoted by $P^1_1(t)$, in the space $C^1_p(\mathcal{J})$. Moreover, (2.8) yields

$$P^1_1(t) = \sum_{j=1}^n p^1_{j,1}(t).$$

It is easy to see that $P^1_1(t)$ coincides with the known $L_1$ method proposed in [25]. For $k = 2$, we can choose $p^1_{j,1}(t), p^2_{j,1}(t)$ and $p^2_{j,2}(t)$ on each $\mathcal{J}_j$ such that (2.11) holds. To preserve the convolution property as much as possible, here we provide two cases

$$P^2_1(t) = p^1_{1,1}(t) + \sum_{j=2}^n p^2_{j,1}(t) \quad \text{and} \quad P^2_2(t) = \sum_{j=1}^{n-1} p^2_{j,2}(t) + p^2_{n,1}(t), \quad (2.12)$$

where $t \in (t_{n-1}, t_n]$. The two cases in (2.12) coincide with the approximate methods discussed in [17] and [32], respectively. In addition, as presented in (2.8), we restrict our further discussion to the case $i \leq k$. Because under the condition, the corresponding discrete operators $D^q_{k,i} u_n$ in (2.10) can be computed with the least starting values.

In the following part, we present the explicit representations of the weight coefficients $\{w^{(k,i)}_{n,j}\}$ and $\{\omega^{(k,i)}_j\}$ for $1 \leq i \leq k \leq 3$ as examples. Note that in the case $1 \leq i \leq k \leq 2$, the weight coefficients have been derived by [17,25,32] in a similar way. Here we rewrite them into the form of integrals for convenience of further theoretical analyses. First, we define a class of integrals of the form

$$I^r_{n,q} = \begin{cases} \frac{1}{\Gamma(1-\alpha)} \int_0 \frac{r+1}{s} \alpha d^{r+1} \alpha \, d s, & n \geq 0, \\ 0, & n < 0, \end{cases} \quad (2.13)$$

where $q, r \in \mathbb{N}^+$ and $n \in \mathbb{Z}$. If we denote

$$I_n := I^1_{n,q}, \quad \forall \ q = 1, 2, \ldots, \quad \nabla^k I^r_{n,q} = \nabla^{k-1} I^r_{n,q} - \nabla^{k-1} I^r_{n-1,q}, \quad \forall \ k \in \mathbb{N}^+, \quad (2.13)$$

then the weight coefficients can be expressed as

$$\begin{cases} (k, i) = (1, 1) : \ w_{m,0} = -I_m, \quad m \geq 1, \quad \omega_n = \nabla I_n, \quad n \geq 0, \\ (k, i) = (2, 1) : \ w_{m,0} = 2I^2_{m-1,1} - I^2_{m,1} - I_m, \quad w_{m,1} = -I^2_{m-1,1}, \quad m \geq 2, \\ \omega_n = \nabla I_n + \nabla^2 I^2_{m,1}, \quad n \geq 0, \\ (k, i) = (2, 2) : \ w_{m,0} = -\nabla^2 I^2_{m+1,1} + I^2_{m,2}, \quad w_{m,1} = -I^2_{m,1}, \quad m \geq 2, \\ \omega_0 = I_0 + I_1 + I^2_{0,1}, \quad \omega_1 = \nabla I_2 - I_0 + I^2_{0,2} - 2I^2_{0,1} - 2I^2_{1,2}, \\ \omega_2 = \nabla I_3 + \nabla^2 I^2_{3,2} + I^2_{0,1}, \quad \omega_n = \nabla I_{n+1} + \nabla^2 I^2_{n+1,2}, \quad n \geq 3, \end{cases}$$

and
\[(k,i) = (3,1):\]
\[
\begin{aligned}
w_{m,0} &= -\nabla I_m - I_{m,1}^2 + 2I_{m-1,2}^2 - I_{m,2}^3 - 3I_{m-1,1}^3 - 3I_{m-2,1}^3, \\
w_{m,1} &= -2I_{m-1} - 2I_{m-1,2}^2 - I_{m-1,1}^3 - 3I_{m-1,1}^3 + 3I_{m-2,1}^3, \\
w_{m,2} &= I_{m-1} + I_{m-1,2}^2 - 3I_{m-2,1}^2, \quad m \geq 3, \\
w_n &= \nabla I_n + \nabla^2 I_{n,1}^2 + \nabla^3 I_{n,1}^3, \quad n \geq 0,
\end{aligned}
\]  

(2.14)

\[(k,i) = (3,2):\]
\[
\begin{aligned}
w_{m,0} &= -\nabla I_{m+1} - 2I_{m,2}^2 - I_{m+1,2}^3 + 3I_{m,2}^3 - 3I_{m+1,2}^3, \\
w_{m,1} &= I_m - I_{m,2}^2 - I_{m,2}^3 + 3I_{m-1,2}^3, \\
w_{m,2} &= -I_{m-1,2}^3, \quad m \geq 3, \\
\omega_0 &= l_0 + I_1 + I_{0,1} + I_{0,1}^2 + I_{0,1}^3 + I_{0,1}, \\
\omega_1 &= \nabla I_2 - l_0 + 2I_{2,2}^2 - 2I_{0,1} + I_{2,1}^2 - 3I_{2,2}^3 - 3I_{0,1}^3, \\
\omega_2 &= \nabla I_3 + \nabla^2 I_{3,2}^2 + I_{0,1}^2 + I_{3,2}^2 - 3I_{2,2}^3 + 3I_{3,2}^3 + 3I_{3,3}^3, \\
\omega_3 &= \nabla I_4 + \nabla^2 I_{4,2}^2 + \nabla^3 I_{4,2}^3 - I_{0,1}, \\
w_n &= \nabla I_{n+1} + \nabla^2 I_{n+1,2}^2 + \nabla^3 I_{n+1,2}^3, \quad n \geq 4,
\end{aligned}
\]  

(2.15)

\[(k,i) = (3,3):\]
\[
\begin{aligned}
w_{m,0} &= -\nabla I_{m+2} - \nabla^2 I_{m+2,2}^2 - I_{m+2,3}^3 + 3I_{m+1,3}^3 - 3I_{m,3}^3, \\
w_{m,1} &= -\nabla I_{m+1} - I_{m+1,3}^2 + 2I_{m,3}^2 - I_{m+1,3}^3 + 3I_{m,3}^3, \\
w_{m,2} &= -I_m - I_{m,3}^2 - I_{m,3}^3, \quad m \geq 3, \\
\omega_0 &= l_0 + I_1 + I_2 + I_{0,1}^2 + I_{1,2}^2 + I_{2,3}^2 + I_{0,1}^3 + I_{1,2}^3 + I_{2,3}^3, \\
\omega_1 &= \nabla I_3 - l_0 - I_1 + I_{3,3}^2 - 2I_{2,3}^2 - 2I_{1,2}^2 - 2I_{0,1} + I_{3,3}^2 - 3I_{2,3}^3 - 3I_{1,2}^3 - 3I_{0,1}^3, \\
\omega_2 &= \nabla I_4 + \nabla^2 I_{4,3}^2 + I_{1,2}^2 + I_{0,1}^2 + I_{4,3}^2 - 3I_{3,3}^3 + 3I_{2,3}^3 + 3I_{0,1} + I_{1,2}^3, \\
\omega_3 &= \nabla I_5 + \nabla^2 I_{5,3}^2 + \nabla^3 I_{5,3}^3 - I_{1,2} - I_{0,1}, \\
w_n &= \nabla I_{n+2} + \nabla^2 I_{n+2,3}^2 + \nabla^3 I_{n+2,3}^3, \quad n \geq 4.
\end{aligned}
\]  

(2.16)

It can be observed that when \(\alpha \to 1\), the operator \(D_{k,i}^\alpha u_n\) in (2.10) recovers the \(k\)-step BDF method.

Using (2.10), we construct the discrete schemes
\[
D_{k,i}^\alpha u_n = f(t_n, u_n), \quad n \geq k,
\]  

(2.17)

as approximations of Eq. (1.1). If starting values are given, then we define the local truncation errors of the \(n\)-th step by
\[
\tau_n^{(k,i)} = D_{k,i}^\alpha u(t_n) - C D^\alpha u(t_n), \quad n \geq k,
\]  

(2.18)

where \(u(t)\) is the exact solution of (1.1).

**Theorem 2.1** Let \(0 < \alpha < 1\) and \(1 \leq k \leq 6\). If \(u(t) \in C^{k+1}[0, T]\), then for \(1 \leq i < k\), it holds that
\[
\tau_n^{(k,i)} = O\left(\left(t_{n-k+i} - t_n\right)^{-\alpha} \Delta t^{k+1} + \Delta t^{k+1-\alpha}\right), \quad n \geq k.
\]  

(2.19)
In particular,
\[ \tau_n^{(k,k)} = O(\Delta t^{k+1-\alpha}), \quad n \geq k. \quad (2.20) \]

**Proof** From (2.7), we have
\[ p_j^{k}(t) - u(t) = u^{(k+1)}(\xi_j) \left( \frac{s-q+k}{k+1} \right) (\Delta t)^{k+1} \quad (2.21) \]
for \( t = t_{j-1} + s \Delta t, 0 \leq s \leq 1 \), where \( t_{j+q-k} \leq \xi_j \leq t_{j+q-1} \).

Inspired by [17], integration by part yields
\[ \tau_n^{(k,i)} = \frac{1}{\Gamma(1-\alpha)} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} (t_n-t)^{-\alpha} \left( \frac{dP_j^{k}(t)}{dt} - \frac{du(t)}{dt} \right) \, dt \]
\[ = -\alpha \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} (t_n-t)^{-\alpha-1} \left( P_j^{k}(t) - u(t) \right) \, dt \quad (2.22) \]
for \( n \geq k \). Substituting (2.8) and (2.21) into the last formula of (2.22) and taking \( i = k \), we get
\[
\left| \tau_n^{(k,k)} \right| \leq \frac{\alpha (\Delta t)^{k+1-\alpha}}{\Gamma(1-\alpha)} \max_{\xi \in \mathcal{X}} \left| u^{(k+1)}(\xi) \right| \left( \sum_{j=1}^{n-k+1} \left| \int_{0}^{1} (n-j+1-s)^{-\alpha-1} \left( \frac{s}{k+1} \right) ds \right| \right) \]
\[ + \sum_{j=n-k+2}^{n} \left| \int_{0}^{1} (n-j+1-s)^{-\alpha-1} \left( \frac{s+k-n-1+j}{k+1} \right) ds \right|, \]
and for \( 1 \leq i \leq k-1 \),
\[
\left| \tau_n^{(k,i)} \right| \leq \frac{\alpha (\Delta t)^{k+1-\alpha}}{\Gamma(1-\alpha)} \max_{\xi \in \mathcal{X}} \left| u^{(k+1)}(\xi) \right| \left( \sum_{j=1}^{k-i} \left| \int_{0}^{1} (n-j+1-s)^{-\alpha-1} \left( \frac{s+j-1}{k} \right) ds \right| \right) \]
\[ + (\Delta t)^{k+1} \max_{\xi \in \mathcal{X}} \left| u^{(k+1)}(\xi) \right| \left( \sum_{j=k-i+1}^{n-i+1} \left| \int_{0}^{1} (n-j+1-s)^{-\alpha-1} \left( \frac{s+k-i}{k+1} \right) ds \right| \right) \]
\[ + (\Delta t)^{k+1} \max_{\xi \in \mathcal{X}} \left| u^{(k+1)}(\xi) \right| \left( \sum_{j=n-i+2}^{n} \left| \int_{0}^{1} (n-j+1-s)^{-\alpha-1} \left( \frac{s+k-n-i+j}{k+1} \right) ds \right| \right). \]

Since for any \( q \leq k \) with \( q, k \in \mathbb{N}^+ \), the factor \( (1-s) \) is included in \( \left( \frac{s-q+k}{k+1} \right) \) and the term \( \frac{1}{1-s} \left( \frac{s-q+k}{k+1} \right) \) is bounded for \( 0 \leq s \leq 1 \), we have
where \( C^{(k)} \) are bounded and depend on \( u^{(k+1)} \) and \( k \). On the other hand, if \( i < k \), it holds that

\[
|\tau^{(k,i)}_n| \leq \frac{\alpha}{\Gamma(1 - \alpha)} C^{(k,i)} \left( (\Delta t)^{k-i} \sum_{j=1}^{n} \int_0^1 (n - j + 1 - s)^{-\alpha-1} ds \right. \\
+ \left. (\Delta t)^{k+1-\alpha} \sum_{j=1}^{n} \int_0^1 (n - j + 1 - s)^{-\alpha-1} (1-s) ds \right) \\
\leq C^{(k,i)} \left( \frac{\alpha}{\Gamma(1 - \alpha)} (\Delta t)^{k+1} (k-i)(t_{n-k+1})^{-\alpha-1} \right. \\
+ \left. (\Delta t)^{k+1-\alpha} \left( \frac{1}{\Gamma(1 - \alpha)} + \frac{1}{\Gamma(2 - \alpha)} \right) \right),
\]

where \( C^{(k,i)} \) are constants dependent on \( u^{(k)} \), \( u^{(k+1)} \) and \( k, i \).

3 Stability Analysis

To analyse the stability of discrete schemes (2.17) with initial value \( u(0) = u_0 \), we apply (2.9) to the test equation

\[
C D^\alpha u(t) = \lambda u(t), \quad \lambda \in \mathbb{C}
\]

and obtain

\[
D_{k,i}^\alpha u_n = \lambda u_n, \quad n \geq k.
\]

We rewrite (3.2) as the formal power series form

\[
\sum_{n=0}^{\infty} D_{k,i}^\alpha u_{n+k} \xi^n = \lambda \sum_{n=0}^{\infty} u_{n+k} \xi^n.
\]

Replaced by (2.10), formula (3.3) becomes

\[
\omega^{(k,i)}(\xi) \mathcal{U}(\xi) = z \mathcal{U}(\xi) + g^{(k,i)}(\xi),
\]

where \( z := \lambda (\Delta t)^\alpha \). The above notations are defined as

\[
\mathcal{U}(\xi) = \sum_{n=0}^{\infty} u_{n+k} \xi^n, \quad \omega^{(k,i)}(\xi) = \sum_{n=0}^{\infty} \omega_n^{(k,i)} \xi^n, \\
g^{(k,i)}(\xi) = -\sum_{j=0}^{k-1} u_j \sum_{n=0}^{\infty} \left( w_{n+k,j}^{(k,i)} + \omega_{n+k-j}^{(k,i)} \right) \xi^n.
\]
**Theorem 3.1** The stability region of (3.2) with $1 \leq i \leq k \leq 6$ is $\mathbb{C}\{\omega^{(k,i)}(\xi) : |\xi| \leq 1\}$.

**Remark 2** The stability region of a method applied to the test equation (3.1) is the set of $z = \lambda(\Delta t)^{\alpha} \in \mathbb{C}$ with $\Delta t > 0$ such that $u_n \to 0$ as $n \to \infty$ whenever the starting values $u_0, \ldots, u_{k-1}$ are bounded.

**Proof** If we denote the stability region of (3.2) by $S^{(k,i)}$, then the proof of $S^{(k,i)} = \mathbb{C}\{\omega^{(k,i)}(\xi) : |\xi| \leq 1\}$ is equivalent to proving $S^{(k,i)} \supseteq \mathbb{C}\{\omega^{(k,i)}(\xi) : |\xi| \leq 1\}$ and $S^{(k,i)} \subseteq \mathbb{C}\{\omega^{(k,i)}(\xi) : |\xi| \leq 1\}$, i.e., to prove that if $z \in \mathbb{C}\{\omega^{(k,i)}(\xi) : |\xi| \leq 1\}$, then $z \in g^{(k,i)}$ and if $z \notin \mathbb{C}\{\omega^{(k,i)}(\xi) : |\xi| \leq 1\}$, then $z \notin S^{(k,i)}$.

On the one hand, if $z \in \mathbb{C}\{\omega^{(k,i)}(\xi) : |\xi| \leq 1\}$ and $|z| \leq 1$, then $z - \omega^{(k,i)}(\xi) \neq 0$ for $|\xi| \leq 1$. Thus, by Lemmas A.4, A.5 and Theorem A.1, the coefficient sequence of the reciprocal of $z - \omega^{(k,i)}(\xi)$ is in $l^1$ and the coefficient sequence of $g^{(k,i)}(\xi)$ tends to zero.

If $|z| > 1$, formula (3.4) can be rewritten as

$$\mathcal{U}(\xi) = \frac{g^{(k,i)}(\xi)}{z - \omega^{(k,i)}(\xi)} - 1,$$

in which case the coefficient sequence of the reciprocal of $\frac{g^{(k,i)}(\xi)}{z - \omega^{(k,i)}(\xi)} - 1$ is in $l^1$, and the coefficient sequence of $\frac{g^{(k,i)}(\xi)}{z}$ converges to zero. In addition, if $\lim_{n \to \infty} \sum_{j=0}^{n} |l_i| = L < +\infty$ and $\lim_{j \to \infty} c_j = 0$, then $\lim_{n \to \infty} \sum_{j=0}^{n} l_{n-j} c_j = 0$ follows. This implies $u_n \to 0$ as $n \to \infty$.

On the other hand, assume that $z = \omega^{(k,i)}(\xi_0)$ for some $|\xi_0| \leq 1$, then formula (3.4) becomes

$$\left(\omega^{(k,i)}(\xi) - \omega^{(k,i)}(\xi_0)\right) \mathcal{U}(\xi) = g^{(k,i)}(\xi).$$

(6.3)

If applying the methods (2.10) on a constant function, we obtain from Theorem 2.1 that the corresponding truncation errors are zero, which leads to

$$\sum_{j=0}^{k-1} w^{(k,i)}_{n,j} + \sum_{j=0}^{n} \omega^{(k,i)}_{n-j} = 0, \quad n \geq k,$$

and consequently,

$$\sum_{n=k}^{\infty} \left(\sum_{j=0}^{k-1} w^{(k,i)}_{n,j} + \sum_{j=0}^{n} \omega^{(k,i)}_{n-j}\right) \xi^{-k}$$

$$= \sum_{n=0}^{\infty} \left(\sum_{j=0}^{k-1} w^{(k,i)}_{n+k,j} + \sum_{j=0}^{n+k} \omega^{(k,i)}_{n+k-j}\right) \xi^{n}$$

$$= \sum_{n=0}^{\infty} \sum_{j=0}^{k-1} \left( w^{(k,i)}_{n+k,j} + \omega^{(k,i)}_{n+k-j}\right) \xi^{n} + \frac{\omega^{(k,i)}(\xi)}{1 - \xi} = 0.$$

Assume that $u_0 = \cdots = u_{k-1} \neq 0$, with the expression of $g^{(k,i)}(\xi)$, we find $g^{(k,i)}(\xi) = u_0 \omega^{(k,i)}(\xi)$. If $\omega^{(k,i)}(\xi_0) = 0$, then $\mathcal{U}(\xi) = \frac{u_0}{1 - \xi}$, which means that $u_n = u_0$ for all $n \in \mathbb{N}$. If $\omega^{(k,i)}(\xi_0) \neq 0$, then we have

\[\mathcal{U}(\xi) = \frac{g^{(k,i)}(\xi)}{z - \omega^{(k,i)}(\xi)} - 1,\]
\[ \mathcal{U}(\xi)(1 - \xi) \frac{\omega^{(k,i)}(\xi) - \omega^{(k,i)}(\xi_0)}{\xi - \xi_0} = u_0 \frac{\omega^{(k,i)}(\xi) - \omega^{(k,i)}(\xi_0)}{\xi - \xi_0} + u_0 \frac{\omega^{(k,i)}(\xi_0)}{\xi - \xi_0}. \]

If assume that \( u_n \to 0 \) as \( n \to \infty \), then from Lemma A.6, it follows that the coefficient sequence of \( (1 - \xi) \frac{\omega^{(k,i)}(\xi) - \omega^{(k,i)}(\xi_0)}{\xi - \xi_0} \) is in the space \( l^1 \). This indicates that the coefficient sequence of \( \mathcal{U}(\xi)(1 - \xi) \frac{\omega^{(k,i)}(\xi) - \omega^{(k,i)}(\xi_0)}{\xi - \xi_0} \) tends to zero. In addition, Lemma A.3 presents that the coefficient sequence of \( \frac{1}{\xi - \xi_0} \frac{\omega^{(k,i)}(\xi) - \omega^{(k,i)}(\xi_0)}{\xi - \xi_0} \) converges to zero. However, the divergence of the coefficient sequence of \( \frac{1}{\xi - \xi_0} \) for \( |\xi_0| \leq 1 \) leads to a contradiction. Thus, there exist some nonzero bounded initial values \( \{u_i\}_{i=0}^{k-1} \) such that \( u_n \not\to 0 \) as \( n \to \infty \), which indicates \( z \not\in S^{(k,i)} \).

\( \square \)

Analogous to the \( A(\theta) \)-stability for classical ODE mentioned in [19], we define \( A(\theta) \)-stability of methods for fractional ODE.

**Definition 3.1** A method is said to be \( A(\theta) \)-stable with \( \theta \in [0, \pi - \frac{\alpha \pi}{2}] \) and \( 0 < \alpha < 1 \), if the sector

\[ S_\theta = \{ z : |\arg(-z)| \leq \theta, \ z \neq 0 \} \]

is contained in the stability region.

**Theorem 3.2** The method (3.2) is \( A(\frac{\pi}{2}) \)-stable for \( 1 \leq i \leq k \leq 2 \).

**Proof** For \( \theta = \frac{\pi}{2} \) in Definition 3.1, it suffices to prove \( S_{\frac{\pi}{2}} \subseteq S^{(k,i)} \) for \( 1 \leq i \leq k \leq 2 \), namely, to prove \( \omega^{(k,i)}(\xi) = 0 \) for some \( |\xi| \leq 1 \) and \( \text{Re}(\omega^{(k,i)}(\xi)) > 0 \) otherwise.

First of all, it can be readily verified that \( \omega^{(k,i)}(1) = 0 \), which implies \( 0 \not\in S_{\frac{\pi}{2}} \). Next we prove the results for the case \((k, i) = (1, 1), (k, i) = (2, 1) \) and \((k, i) = (2, 2) \) separately.

Case \((k, i) = (1, 1)\): from the expression of \( \omega^{(1,1)}(\xi) \), we obtain

\[ \omega^{(1,1)}(\xi) = I_0 + \sum_{j=1}^{\infty} \nabla I_j \xi^j = (1 - \xi)I(\xi), \] (3.7)

where \( I(\xi) = \sum_{n=0}^{\infty} I_n \xi^n \). Lemma A.1 and Theorem A.2 yield

\[ I_n = \int_0^1 r^n d\sigma(r), \quad n \in \mathbb{N}, \] (3.8)

where \( \sigma(r) \) is a non-decreasing function. Suppose that \( |\xi| < 1 \), substituting (3.8) into (3.7) yields

\[ \text{Re}(\omega^{(1,1)}(\xi)) = \text{Re}(1 - \xi) \sum_{n=0}^{\infty} \int_0^1 r^n \xi^n d\sigma(r) = \int_0^1 \text{Re} \left( \frac{1 - \xi}{1 - r \xi} \right) d\sigma(r). \]

Let \( \xi = |\xi|(\cos \theta + i \sin \theta) \), then

\[ \frac{1 - \xi}{1 - r \xi} = \frac{(1 - (r + 1)|\xi| \cos \theta + r|\xi|^2) + i ((r - 1)|\xi| \sin \theta)}{(1 - r|\xi| \cos \theta)^2 + (r|\xi| \sin \theta)^2}. \]

For \( 0 \leq r \leq 1 \) and \( |\xi| < 1 \), we find

\[ 1 - (r + 1)|\xi| \cos \theta + r|\xi|^2 \geq \min \left( (1 - |\xi| \cos \theta)^2, 1 - |\xi| \cos \theta \right), \]

\[ 1 - 2r|\xi| \cos \theta + r^2|\xi|^2 \leq (1 + r|\xi|)^2 \leq 4, \]
which yield

\[
\int_0^1 \text{Re} \left( \frac{1 - \xi}{1 - r \xi^2} \right) d\sigma(r) \geq \min \left( \frac{(1 - |\xi| \cos \theta)^2}{4}, 1 - |\xi| \cos \theta \right) I_0.
\]

Case \((k, i) = (2, 1)\): using the definition of \(\omega^{(2, 1)}(\xi)\), we observe

\[
\omega^{(2, 1)}(\xi) = \sum_{n=0}^{\infty} (\nabla I_n + \nabla^2 I^2_{n,1}) \xi^n
\]

\[
= (1 - \xi) I(\xi) + (1 - \xi)^2 I^2(\xi)
\]

\[
= (1 - \xi) \left( I(\xi) - 2I^2(\xi) + (3 - \xi)I^2(\xi) \right),
\]

where

\[
I(\xi) = \sum_{n=0}^{\infty} I_n \xi^n, \quad I^2(\xi) = \sum_{n=0}^{\infty} I^2_{n,1} \xi^n.
\]

Lemmas A.1, A.2 and Theorem A.2 yield

\[
I_n - 2I^2_{n,1} = \int_0^1 r^n d\nu(r), \quad n = 0, 1, \ldots
\]

and

\[
I^2_{n,1} = \int_0^1 r^n d\gamma(r), \quad n = 0, 1, \ldots
\]

where both \(\nu\) and \(\gamma\) are non-decreasing functions. Then for \(|\xi| < 1\),

\[
\text{Re} \left( \omega^{(2, 1)}(\xi) \right) = \int_0^1 \text{Re} \left( \frac{1 - \xi}{1 - r \xi^2} \right) d\nu(r) + \int_0^1 \text{Re} \left( \frac{(1 - \xi)(3 - \xi)}{1 - r \xi^2} \right) d\gamma(r).
\]

Moreover,

\[
\frac{(1 - \xi)(3 - \xi)}{1 - r \xi^2} = \frac{(3 - 4|\xi| \cos \theta + |\xi| \cos \theta)^2 + (4 - 2|\xi| \cos \theta)r^2 \sin^2 \theta}{(1 - r|\xi| \cos \theta)^2 + (r|\xi| \sin \theta)^2} + i \frac{(3r - |\xi|^2 r - 4 + 2|\xi| \cos \theta)|\xi| \sin \theta}{(1 - r|\xi| \cos \theta)^2 + (r|\xi| \sin \theta)^2}.
\]

Since

\[
3 - 4|\xi| \cos \theta + |\xi|^2 \cos 2\theta = 3 - 4|\xi| \cos \theta + 2|\xi|^2 \cos^2 \theta - |\xi|^2 \geq 2(1 - |\xi| \cos \theta)^2,
\]

we get

\[
\int_0^1 \text{Re} \left( \frac{(1 - \xi)(3 - \xi)}{1 - r \xi^2} \right) d\gamma(r) \geq \min \left( \frac{(1 - |\xi| \cos \theta)^3}{2}, \frac{(1 - |\xi| \cos \theta)^2}{2} \right) I^2_{0,1}.
\]
Case \((k, i) = (2, 2)\): the series \(\omega^{(2,2)}(\xi)\) satisfies

\[
\omega^{(2,2)}(\xi) = I_0(1 - \xi) + I_{0,1}^2(1 - \xi)^2 + (1 - \xi)^2 \left( \sum_{n=0}^{\infty} I_{n+1}^2 \xi^n + (1 - \xi)^2 \sum_{n=0}^{\infty} I_{n+1,1}^2 \xi^n \right)
\]

\[
= I_{0,1}^2(1 - \xi)(3 - \xi) + (1 - \xi)^2 \sum_{n=0}^{\infty} I_{n+1,1}^2 \xi^n + (1 - \xi) \left( I(\xi) - 2I_1^2(\xi) \right),
\]

(3.12)

since for \(n \geq 0\), the relation \(I_n + I_{n,2}^2 = I_{n,1}^2\) yields

\[
(1 - \xi)^2 \sum_{n=0}^{\infty} I_{n+1}^2 \xi^n + (1 - \xi)^2 \sum_{n=0}^{\infty} I_{n+1,1}^2 \xi^n \\
= (1 - \xi)^2 \left( \sum_{n=0}^{\infty} I_{n+1,1}^2 \xi^n - \xi \sum_{n=0}^{\infty} I_{n+1,1}^2 \xi^n \right) \\
= (1 - \xi)^2 \sum_{n=0}^{\infty} I_{n+1,1}^2 \xi^n + (1 - \xi) \sum_{n=0}^{\infty} (I_{n+1} - 2I_{n+1,1}) \xi^{n+1} \\
= (1 - \xi)^2 \sum_{n=0}^{\infty} I_{n+1,1}^2 \xi^n + (1 - \xi) \left( I(\xi) - 2I_1^2(\xi) - (I_0 - 2I_{0,1}) \right).
\]

Suppose that \(|\xi| < 1\), substituting (3.10) and (3.11) into (3.12), we obtain

\[
\text{Re}\left(\omega^{(2,2)}(\xi)\right) = \int_0^1 \text{Re}\left((1 - \xi)(3 - \xi)\right) d\gamma(r) \\
+ \int_0^1 r \text{Re}\left(\frac{1 - \xi^2}{1 - r \xi}\right) d\gamma(r) + \int_0^1 \text{Re}\left(\frac{1 - \xi}{1 - r \xi}\right) d\nu(r).
\]

Furthermore,

\[
\frac{1 - \xi^2}{1 - r \xi} = \frac{(1 - |\xi|^2 \cos 2\theta)(1 - r |\xi| \cos \theta) + r |\xi|^3 \sin \theta \sin 2\theta}{(1 - r |\xi| \cos \theta)^2 + (r |\xi| \sin \theta)^2} \\
+ i \frac{(1 - |\xi|^2 \cos 2\theta)r |\xi| \sin \theta - (1 - r |\xi| \cos \theta)\rho^2 \sin 2\theta}{(1 - r |\xi| \cos \theta)^2 + (r |\xi| \sin \theta)^2}.
\]

Since for \(0 \leq r \leq 1\),

\[
(1 - |\xi|^2 \cos 2\theta)(1 - r |\xi| \cos \theta) + r |\xi|^3 \sin \theta \sin 2\theta \\
= 1 - |\xi|^2 \cos 2\theta - r |\xi| \cos \theta + r |\xi|^3 \cos \theta \geq (1 - |\xi|^2)(1 - |\xi| |\cos \theta|),
\]

we obtain

\[
\int_0^1 r \text{Re}\left(\frac{1 - \xi^2}{1 - r \xi}\right) d\gamma(r) \geq \frac{(1 - |\xi|^2)(1 - |\xi| |\cos \theta|)}{4} \int_0^1 d\gamma(r) \\
= \frac{(1 - |\xi|^2)(1 - |\xi| |\cos \theta|)}{4} I_{1,1}^2.
\]
Finally, for $1 \leq i \leq k \leq 2$, we conclude
\[
\Re(\omega^{(k,i)}(\xi)) \geq \frac{\min \left((1 - |\xi| \cos \theta)^2, 1 - |\xi| \cos \theta\right)}{4} I_0 > 0, \quad |\xi| < 1.
\]

In addition, according to Lemma A.6, there exist constants $M^{(k,i)} > 0$ such that
\[
|\omega^{(k,i)}(\xi) - \omega^{(k,i)}(\xi_0)| \leq \frac{M^{(k,i)}}{|1 - \xi|} |\xi - \xi_0|, \quad \xi \neq 1.
\]
This implies that $\omega^{(k,i)}(\xi)$ is continuous for $|\xi| \leq 1$ and $\xi \neq 1$. Therefore, for any fixed $\xi$ lying on the unit circle, the angle of which satisfies $\arg(\xi) = \theta_\xi \neq 0$, there exists a sequence $\xi_n = (1 - \frac{1}{n})\xi, n = 1, 2, \ldots$, with $|\xi_n| < 1$, such that
\[
\Re(\omega^{(k,i)}(\xi)) = \lim_{n \to \infty} \Re(\omega^{(k,i)}(\xi_n)) \geq \frac{I_0}{4} \min \left((1 - \cos \theta_\xi)^2, 1 - \cos \theta_\xi\right) > 0.
\]

\section{4 Convergence Analysis}

In this section, we will establish the error estimate for (2.17). Assume that $u(t)$ is the exact solution of (1.1), then it satisfies
\[
D^\alpha_{k,i} u(t_n) = f(t_n, u(t_n)) + \tau^{(k,i)}_n, \quad k \leq n \leq N,
\]
where the difference operator $D^\alpha_{k,i}$ and the local truncation error $\tau^{(k,i)}_n$ are defined by (2.10) and (2.18), respectively. Suppose that $u^{(k,i)}_n$ is the solution of (2.17) for each $k, i$, we denote global errors by
\[
e^{(k,i)}_n = u(t_n) - u^{(k,i)}_n, \quad 0 \leq n \leq N.
\]

Subtracting (2.17) by (4.1) yields
\[
D^\alpha_{k,i} e^{(k,i)}_n = \delta f^{(k,i)}_n + \tau^{(k,i)}_n, \quad k \leq n \leq N,
\]
where $\delta f^{(k,i)}_n = f(t_n, u(t_n)) - f(t_n, u^{(k,i)}_n)$. From (2.10) and (4.3), we have
\[
\sum_{m=0}^{k-1} u^{(k,i)}_m e^{(k,i)}_m + \sum_{j=0}^n a^{(k,i)}_m e^{(k,i)}_j = (\Delta t)^\alpha \delta f^{(k,i)}_n + (\Delta t)^\alpha \tau^{(k,i)}_n, \quad k \leq n \leq N. \quad (4.4)
\]

Multiplying $\xi^{n-k}$ on both sides of (4.4) and summing up for all $n \geq k$, we obtain
\[
\sum_{n=0}^{\infty} \sum_{m=0}^{k-1} \left( w^{(k,i)}_{n+k+m} + a^{(k,i)}_{n+k-m} \right) e^{(k,i)}_m \xi^{n} + \sum_{n=0}^{\infty} \sum_{j=k}^{\infty} a^{(k,i)}_{n+k-j} e^{(k,i)}_j \xi^n
\]

\[
= (\Delta t)^\alpha \sum_{n=0}^{\infty} \delta f^{(k,i)}_n \xi^{n} + (\Delta t)^\alpha \sum_{n=0}^{\infty} \tau^{(k,i)}_n \xi^{n}.
\]

It follows that
\[
\omega^{(k,i)}(\xi)e^{(k,i)}(\xi) = \sum_{m=0}^{k-1} e^{(k,i)}_m s^{(k,i)}_m(\xi) + (\Delta t)^\alpha \delta f^{(k,i)}(\xi) + (\Delta t)^\alpha \tau^{(k,i)}(\xi), \quad (4.5)
\]
where
\[ s_m^{(k,i)}(\xi) := \sum_{n=0}^{\infty} s_n^{(k,i)} \xi^n = - \sum_{n=0}^{\infty} \left( u_{n+k,m}^{(k,i)} + \omega_{n+k-m}^{(k,i)} \right) \xi^n, \quad e_n^{(k,i)}(\xi) = \sum_{n=0}^{\infty} e_n^{(k,i)} \xi^n, \]
\[ \omega_n^{(k,i)}(\xi) = \sum_{n=0}^{\infty} \omega_n^{(k,i)} \xi^n, \quad \delta f_n^{(k,i)}(\xi) = \sum_{n=0}^{\infty} \delta f_n^{(k,i)} \xi^n, \quad \tau_n^{(k,i)}(\xi) = \sum_{n=0}^{\infty} \tau_n^{(k,i)} \xi^n. \]

(4.6)

**Theorem 4.1** Let \( u(t) \) and \( u_n, k \leq n \leq N \) be the solutions of Eqs. (1.1) and (4.4), respectively. Assume that \( f(t, u(t)) \) in (1.1) satisfies the Lipschitz continuous condition with respect to \( u \). If \( u(t) \in C^{k+1}[0, T] \), then

(i) for \( 1 \leq k \leq 3 \),
\[ |e_n^{(k,i)}| \leq C^{(k,k)} \left( \sum_{m=0}^{k-1} |e_m^{(k,j)}| + (\Delta t)^{k+1} + (\Delta t)^{k+1-\alpha} r_n^{\alpha} \right), \quad k \leq n \leq N, \quad (4.7) \]

(ii) for \( 1 \leq i < k \leq 3 \),
\[ |e_n^{(k,i)}| \leq C^{(k,i)} \left( \sum_{m=0}^{k-1} |e_m^{(k,j)}| + (\Delta t)^k + (\Delta t)^{k+1-\alpha} r_n^{\alpha} \right), \quad k \leq n \leq N, \quad (4.8) \]

where \( \Delta t > 0 \) is sufficiently small, \( N \Delta t = T \), and \( C^{(k,i)} > 0 \) are independent of \( N \) and \( n \).

**Proof** Substituting formula (B.14) into (4.5), and using (B.21), we have
\[ e_n^{(k,i)}(\xi) = \frac{r_n^{(k,i)}(\xi)}{(1 - \xi)^\alpha} \left( \sum_{m=0}^{k-1} e_m^{(k,j)} s_m^{(k,i)}(\xi) + (\Delta t)^\alpha \delta f_n^{(k,i)}(\xi) + (\Delta t)^\alpha \tau_n^{(k,i)}(\xi) \right). \quad (4.9) \]

For \( k \leq n \leq N \), we rewrite (4.9) in the equivalent form
\[ e_n^{(k,i)} = \sum_{m=0}^{k-1} e_m^{(k,i)} s_m^{(k,i)} + (\Delta t)^\alpha \sum_{j=0}^{n-k} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} s_{i,m}^{(k,i)} + (\Delta t)^\alpha \sum_{j=0}^{n-k} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} f_{i+k}^{(k,i)}, \quad (4.10) \]

where coefficients \( g_n^{(-\alpha)} \) are given in Lemma B.2. Since \( f(t, u(t)) \) satisfies the Lipschitz continuous condition by assumption, there exist constants \( L^{(k,i)} > 0 \) such that \( |\delta f_n^{(k,i)}| \leq L^{(k,i)} |e_n^{(k,i)}| \) for \( k \leq n \leq N \). It follows that
\[ \left| e_n^{(k,i)} \right| \leq \sum_{m=0}^{k-1} |e_m^{(k,i)}| \left| s_m^{(k,i)} \right| + (\Delta t)^\alpha \sum_{j=0}^{n-k} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} \left| s_{i,m}^{(k,i)} \right| \]
\[ + (\Delta t)^\alpha \sum_{j=0}^{n-k} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} \left| f_{i+k}^{(k,i)} \right| \left( L^{(k,i)} \left| e_{i+k}^{(k,i)} \right| + \left| \tau_{i+k}^{(k,i)} \right| \right). \quad (4.11) \]
On the one hand, by (B.11) and (B.20), there exist constants $\tilde{c}_{k,i} > 0$, such that $|s_{n,0}^{(k,i)}| \leq c_{k,i} \frac{n^{-\alpha}}{\Gamma(1-\alpha)} \leq \tilde{c}_{k,i} g_n^{(\alpha-1)}$. Hence, we obtain

\[
\sum_{j=0}^{n-k} \left| r_{n-k-j}^{(k,i)} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} s_{i,0}^{(k,i)} \right| \leq \tilde{c}_{k,i} \sum_{j=0}^{n-k} \left| r_{n-k-j}^{(k,i)} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} g_i^{(\alpha-1)} \right|
\]

\[
\leq \tilde{c}_{k,i} \sum_{j=0}^{\infty} \left| r_j^{(k,i)} \right| = \tilde{c}_{k,i} M_{\alpha}^{(k,i)}, \tag{4.12}
\]

where $\sum_{i=0}^{j} g_{j-i}^{(-\alpha)} g_i^{(\alpha-1)} = 1$ for any $j \geq 0$ in view of the identity $(1 - \xi)^{-\alpha} (1 - \xi)^{\alpha-1} = (1 - \xi)^{-1}$. On the other hand, there exist constants $\varepsilon_m^{(k,i)} > 0$, $m \geq 1$, such that $|s_{n,m}^{(k,i)}| \leq \varepsilon_m^{(k,i)} \frac{n^{-\alpha}}{\Gamma(\alpha)} \leq \tilde{c}_m^{(k,i)} |s_n^{(\alpha)}|$. This gives

\[
\sum_{j=0}^{n-k} \left| r_{n-k-j}^{(k,i)} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} s_{i,m}^{(k,i)} \right| \leq \tilde{c}_m^{(k,i)} \sum_{j=0}^{n-k} \left| r_{n-k-j}^{(k,i)} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} g_i^{(\alpha)} \right|
\]

\[
\leq 2 \tilde{c}_m^{(k,i)} \sum_{j=0}^{n-k} \left| r_{n-k-j}^{(k,i)} g_j^{(-\alpha)} \right|, \tag{4.13}
\]

where the last inequality holds since it is satisfied that $\sum_{i=0}^{j} g_{j-i}^{(-\alpha)} g_i^{(\alpha)} = 0$ for any $j \geq 1$, and $\left| \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} g_i^{(\alpha)} \right| = g_j^{(-\alpha)} g_0^{(\alpha)} - \sum_{i=1}^{j} g_{j-i}^{(-\alpha)} g_i^{(\alpha)} = 2 g_j^{(-\alpha)}$ follows from Lemma B.2. In addition, the sequences $\{r_n^{(k,i)}\}$ belong to $l^1$, and $g_n^{(-\alpha)} \to 0$ as $n \to \infty$. Therefore, $\sum_{j=0}^{n-k} |r_{n-k-j}^{(k,i)} g_j^{(-\alpha)}| \to 0$ as $n \to \infty$. Then, the sequences $\sum_{j=0}^{n-k} |r_{n-k-j}^{(k,i)}| \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} |s_{i,m}^{(k,i)}|$ can be bounded by $2 \tilde{c}_m^{(k,i)} M_{\alpha}^{(k,i)}$.

In the cases $1 \leq k \leq 3$, recalling $|r_n^{(k,k)}| \leq C_{\alpha}^{(k)} (\Delta t)^{k+1-\alpha}$ uniformly for $n \geq k$ in Theorem 2.1, together with (B.17), we have

\[
(\Delta t)^{\alpha} \sum_{j=0}^{n-k} \left| r_{n-k-j}^{(k,k)} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} s_{i+k}^{(k,k)} \right| = (\Delta t)^{\alpha} \sum_{j=0}^{n-k} \left| r_{j-i}^{(k,k)} \sum_{i=0}^{j} g_{j-i}^{(-\alpha)} s_{i+k}^{(k,k)} \right|
\]

\[
\leq (\Delta t)^{k+1} C_{\alpha}^{(k)} M_{\alpha}^{(k,k)} \sum_{j=0}^{n-k} g_j^{(-\alpha)}
\]

\[
\leq (\Delta t)^{k+1} C_{\alpha}^{(k)} M_{\alpha}^{(k,k)} \left(1 + C \sum_{j=1}^{n-k} j^{\alpha-1} \right)
\]

\[
\leq (\Delta t)^{k+1} C_{\alpha}^{(k)} M_{\alpha}^{(k,k)} \left(1 + \frac{C}{\Gamma(\alpha)} \int_0^{n-k} t^{\alpha-1} dt \right)
\]

\[
\leq C_{\alpha}^{(k,k)} \left( (\Delta t)^{k+1} + (\Delta t)^{k+1-\alpha} n^{-\alpha} \right). \tag{4.14}
\]

In other cases $1 \leq i < k \leq 3$, according to Theorem 2.1, there exist constants $C_{\alpha}^{(k,i)} > 0$, such that

\[
|s_n^{(k,i)}| \leq C_{\alpha}^{(k,i)} \left( (\Delta t)^{k-\alpha} \frac{(n-k)^{-\alpha-1}}{\Gamma(\alpha)} + \frac{(\Delta t)^{k+1-\alpha}}{\Gamma(1-\alpha)} \right), \quad n \geq k.
\]
Together with (B.17), it follows that

\[
(\Delta t)^\alpha \sum_{j=0}^{n-k} |r_{n-k-j}^{(k,i)}| \sum_{l=0}^{j} g_{j-l}^{(-\alpha)} |e_{l+k}^{(k,i)}| \leq C_{\alpha}^{(k,i)} \left( (\Delta t)^k \tilde{c}_{\alpha} \sum_{j=0}^{n-k} |r_{n-k-j}^{(k,i)}| \sum_{l=0}^{j} g_{j-l}^{(-\alpha)} |g_{l}^{(\alpha)}| \right)
\]

\[
+ (\Delta t)^{k+1} \sum_{j=0}^{n-k} |r_{n-k-j}^{(k,i)}| \sum_{l=0}^{j} g_{l}^{(-\alpha)} \right)
\]

\[
\leq C_{\alpha}^{(k,i)} \left( 2(\Delta t)^k \tilde{c}_{\alpha} \sum_{j=0}^{n-k} |r_{n-k-j}^{(k,i)}| g_{j}^{(-\alpha)} \right)
\]

\[
+ (\Delta t)^{k+1} \sum_{j=0}^{n-k} |r_{n-k-j}^{(k,i)}| \sum_{l=0}^{j} g_{l}^{(-\alpha-1)} \right)
\]

\[
\leq \tilde{C}_{\alpha}^{(k,i)} \left( (\Delta t)^k + (\Delta t)^{k+1-\alpha} r_{n-k}^{\alpha} \right).
\]

Therefore formula (4.11) becomes

\[
|e_{n}^{(k,i)}| \leq (\Delta t)^\alpha L^{(k,i)} \left( \sum_{j=0}^{n-k-1} g_{n-k-j}^{(-\alpha)} \sum_{l=0}^{j} |r_{j-l}^{(k,i)}| |e_{l+k}^{(k,i)}| + g_{0}^{(-\alpha)} \sum_{l=0}^{n-k-1} |r_{n-k-l}^{(k,i)}| |e_{l+k}^{(k,i)}| \right) + \delta_{n}^{(k,i)}, \quad n \geq k.
\]

For \(1 \leq i \leq k \leq 3\), we obtain from (4.12), (4.13), (4.14) and (4.15) that

\[
\delta_{n}^{(k,i)} = C_{\alpha}^{(k,k)} \left( \sum_{m=0}^{k-1} |e_{m}^{(k,k)}| + (\Delta t)^{(k+1)} + (\Delta t)^{k+1-\alpha} r_{n-1}^{\alpha} \right), \quad n \geq k
\]

and

\[
\delta_{n}^{(k,i)} = C_{\alpha}^{(k,i)} \left( \sum_{m=0}^{k-1} |e_{m}^{(k,i)}| + (\Delta t)^{k} + (\Delta t)^{k+1-\alpha} r_{n-1}^{\alpha} \right), \quad n \geq k,
\]

where \(C_{\alpha}^{(k,i)} = \max\{\tilde{c}_{k,i} M_{\alpha}^{(k,i)}, 2\tilde{c}_{k,i} M_{\alpha}^{(k,i)}, \tilde{C}_{\alpha}^{(k,i)}\}\). Let \(\Delta t > 0\) be sufficiently small. Then there exist bounded constants \(c_{k,i}^{\alpha}\) such that \(0 < \frac{1}{1-(\Delta t)^\alpha L^{(k,i)} |r_{0}^{(-\alpha)}|} \leq c_{k,i}^{\alpha}\), and

\[
|e_{k}^{(k,i)}| \leq \tilde{c}_{k}^{(k,i)},
\]

\[
|e_{n}^{(k,i)}| \leq \tilde{c}_{n}^{(k,i)} + (\Delta t)^\alpha c_{k,i}^{\alpha} L^{(k,i)} \left( \sum_{j=0}^{n-k-1} g_{n-k-j}^{(-\alpha)} \sum_{l=0}^{j} |r_{j-l}^{(k,i)}| |e_{l+k}^{(k,i)}| \right) + g_{0}^{(-\alpha)} \sum_{l=0}^{n-k-1} |r_{n-k-l}^{(k,i)}| |e_{l+k}^{(k,i)}|, \quad n \geq k + 1,
\]
where $\delta_{n}^{(k,i)} = c_{k,i}^{n} s_{n}^{(k,i)}$. Next, assume that $\{p_{n}^{(k,i)}\}_{n \geq 0}$ are a series of non-negative sequences satisfying

$$
\begin{align*}
\begin{cases}
\tilde{\delta}_{n}^{(k,i)} = p_{0}^{(k,i)}, \\
p_{n}^{(k,i)} = \tilde{\delta}_{n+k}^{(k,i)} + \frac{(\Delta t)^{\alpha} \tilde{L}^{(k,i)}}{\Gamma(\alpha)} \sum_{j=0}^{n-1} (n-j)^{-\alpha-1} p_{j}^{(k,i)}, & n \geq 1,
\end{cases}
\end{align*}
$$

(4.17)

where $\tilde{L}^{(k,i)}$ are chosen such that

$$
\tilde{L}^{(k,i)} = \max \{ c_{k,i}^{n} L_{\alpha}^{(k,i)} (1 + \Gamma(\alpha) g_{1}^{(-\alpha)}) , c_{k,i}^{n} L_{\alpha}^{(k,i)} g_{n}^{(-\alpha)} n^1 - \alpha \Gamma(\alpha) \}.
$$

Then using the weakly singular discrete Gronwall inequality in [14], we conclude that $\{p_{n}^{(k,i)}\}_{n \geq 1}$ is monotonically increasing with respect to $n$, and satisfy

$$
p_{n}^{(k,i)} \leq \tilde{\delta}_{n+k}^{(k,i)} E_{\alpha} \left( \tilde{L}^{(k,i)} (n \Delta t)^{\alpha} \right), \quad n \geq 1,
$$

where $E_{\alpha} \cdot$ denote Mittag-Leffler functions. In addition, from (4.16) and (4.17), we have

$$
|e_{n}^{(k,i)}| \leq p_{n-k}^{(k,i)}
$$

for $k \leq n \leq N$.

**Remark 3** Note that the error estimates (4.7) and (4.8) are uniform for all $n \geq k$. For those $t_{n}$ away from the origin, under the conditions $e_{n}^{(k,i)} = O((\Delta t)^{k})$ for $1 \leq m \leq k - 1$, we can observe that the errors are $(k + 1 - \alpha)$-th order accurate in time in the cases $1 \leq i \leq k \leq 3$.

## 5 Numerical Experiments

In this section, we utilize (2.10) to approximate the equations in Examples 5.1 and 5.2, and prescribe starting values exactly.

**Example 5.1** Consider the linear fractional ordinary differential equation

$$
\begin{align*}
\begin{cases}
C D^{\alpha} u(t) = \lambda u(t) + f(t), & t \in (0, 1], \\
 u(0) = u_{0},
\end{cases}
\end{align*}
$$

(5.1)

where $0 < \alpha < 1$. The exact solution is given by $u(t) = e^{-t} \in C^{\infty}[0, 1]$, if $f(t) = -t^{1-\alpha} E_{1,2-\alpha}(-t) - \lambda e^{-t} \in C[0, 1] \cap C^{\infty}(0, 1]$, where the Mittag-Leffler functions [36] are defined by

$$
E_{\alpha,\beta}(t) = \sum_{k=0}^{\infty} \frac{t^{k}}{\Gamma(\alpha k + \beta)}, \quad \alpha > 0, \ \beta > 0.
$$

In Fig. 1a–d, we plot the truncated boundary locus curves $\sum_{n=-\theta}^{6000} \omega_{n}^{(k,i)} e^{\sqrt{-1} \theta_{n}} (0 \leq \theta \leq 2\pi)$ for $1 \leq i \leq k \leq 3$ and some $\alpha \in (0, 1)$. It is already known from Theorem 3.1 that the stability regions of methods (3.2) lie outside their boundary locus curves. Here, we introduce the points $z_{n} = \lambda (\Delta t_{n})^{\alpha}, 1 \leq n \leq 5$, where $\Delta t_{n} = 1/2^{n+6}$ denote different time steps. Tables 1 and 2 show the accuracy and convergence rates of the error $|u(t_{M}) - u_{M}^{(k,i)}|$ for
Example 5.1, where \( t_M = 1 \) is fixed and \( M = 2^j \) for \( 7 \leq j \leq 11 \), \( u(t_M) \) and \( u^{(k,i)}_M \) are the exact solution and computed solution for (5.1), respectively.

From Fig. 1a–d and Tables 1, 2, we can see the influence of the stability of a numerical method on global error. In Fig. 1a, the points \( z_n \) with \( 1 \leq n \leq 5 \) all lie in the stability regions for \( \alpha = 0.5, \lambda = -50 \), we get \( (k + 1 - \alpha) \)-th order of accuracy shown in Tables 1, 2. In Fig. 1b, c, \( \{z_n\}_{n=1}^5 \) fall on the half line with angle \( \frac{\pi\alpha}{2} \). It is observed that when all \( \{z_n\}_{n=1}^5 \) fall out of the instability region (cf. Fig. 1b), correspondingly, as shown in Tables 1, 2, the global error agrees with \( (k + 1 - \alpha) \)-th order of accuracy. On the other hand, due to the points \( z_4 \) and \( z_5 \) outside the stability regions for \( k = 3 \) (cf. Fig. 1c), perturbation errors are magnified and accumulated significantly, which are shown in Tables 1, 2 as well. In Fig. 1d, \( \{z_n\} \) are chosen on the imaginary axis with pure imaginary number \( \lambda \), Theorem 3.2 tells us that all \( \{z_n\} \) are in the stability region for \( k = 1, 2 \). The error and convergence order are obtained (cf. Table 1).

As a counter example, in Fig. 1d, the point \( z_3 \) doesn’t belong to the stability region for \( \alpha = 0.98 \), for this case, the errors shown in Table 2 blow up. In fact, it can be observed that for \( k = 3 \), methods (3.2) don’t possess \( A(\frac{\pi}{2}) \)-stability when \( \alpha \) tends to 1, as it is known that BDF3 method for ODEs is not \( A(\frac{\pi}{2}) \)-stable.
| $\alpha$ | $\lambda$ | $M$ | $(k, i) = (1, 1)$ | | $(k, i) = (2, 1)$ | | $(k, i) = (2, 2)$ |
|---|---|---|---|---|---|---|
| | | | $|u(t_M) - u_M| - 128$ | 1.59038E−04 | 1.60073E−04 | 1.34983E−07 |
| 0.5 | −1 | 128 | 5.53407E−05 | 1.52 | 2.86635E−08 | 2.37399E−08 | 2.51 |
| 256 | 1.93502E−05 | 1.52 | 5.11315E−09 | 2.49 | 4.18230E−09 | 2.50 |
| 512 | 6.7837E−06 | 1.51 | 9.09687E−10 | 2.49 | 7.37621E−10 | 2.50 |
| 1024 | 2.38698E−06 | 1.51 | 1.61541E−10 | 2.49 | 1.30187E−10 | 2.50 |
| 2048 | 0.3 | 128 | 20 × $e^{\frac{1}{2} \pi \alpha}$ | 1.34901E−06 | 2.69029E−09 | 1.08970E−09 |
| 256 | 3.73401E−07 | 1.85 | 4.44355E−10 | 2.60 | 1.62447E−10 | 2.75 |
| 512 | 1.04588E−07 | 1.84 | 7.14993E−11 | 2.64 | 2.44242E−11 | 2.73 |
| 1024 | 2.96205E−08 | 1.82 | 1.13426E−11 | 2.66 | 3.69238E−12 | 2.73 |
| 2048 | 8.47625E−09 | 1.81 | 1.78666E−12 | 2.67 | 5.57796E−13 | 2.73 |
| 0.9 | 1000 × $e^{\frac{1}{2} \pi \alpha}$ | 128 | 7.84215E−07 | 1.11 | 9.18845E−10 | 8.91101E−10 |
| 256 | 3.63985E−07 | 1.11 | 9.18845E−10 | 2.10 | 8.91101E−10 | 2.10 |
| 512 | 1.69345E−07 | 1.10 | 2.14033E−10 | 2.10 | 2.07571E−10 | 2.10 |
| 1024 | 7.88889E−08 | 1.10 | 4.98901E−11 | 2.10 | 4.83852E−11 | 2.10 |
| 2048 | 3.67748E−08 | 1.10 | 1.16334E−11 | 2.10 | 1.12827E−11 | 2.10 |
| 0.98 | 500√−1 | 128 | 2.55224E−06 | 1.02 | 1.32455E−08 | 1.31778E−08 |
| 256 | 1.25624E−06 | 1.02 | 3.25627E−09 | 2.02 | 3.23963E−09 | 2.02 |
| 512 | 6.18899E−07 | 1.02 | 8.01689E−10 | 2.02 | 7.97599E−10 | 2.02 |
| 1024 | 3.05047E−07 | 1.02 | 1.97518E−10 | 2.02 | 1.96512E−10 | 2.02 |
| 2048 | 1.50388E−06 | 1.02 | 4.86819E−11 | 2.02 | 4.84347E−11 | 2.02 |
Table 2 Errors and convergence rates of $|u(t_M) - u_M^{(k,i)}|$ for Example 5.1 with different $\alpha$, $\lambda$

| $\alpha$ | $\lambda$ | $M$  | $(k, i) = (3, 1)$ | Rate | $(k, i) = (3, 2)$ | Rate | $(k, i) = (3, 3)$ | Rate |
|-------|-------|-----|-----------------|------|-----------------|------|-----------------|------|
| 0.5   | -1    | 128 | 1.04028E-09     | --   | 9.41107E-10     | --   | 9.99698E-10     | --   |
|       |       | 256 | 9.23186E-11     | 3.49 | 8.25515E-11     | 3.51 | 8.86817E-11     | 3.49 |
|       |       | 512 | 8.18229E-12     | 3.50 | 7.25575E-12     | 3.51 | 7.85577E-12     | 3.50 |
|       |       | 1024| 7.25420E-13     | 3.50 | 6.37490E-13     | 3.51 | 6.92002E-13     | 3.50 |
|       |       | 2048| 6.82232E-14     | 3.41 | 5.34572E-14     | 3.58 | 5.85643E-14     | 3.56 |
| 0.3   | $20 \times e^{\sqrt{-1} \pi \alpha / 2}$ | 128 | 1.73101E-11     | --   | 1.03070E-11     | --   | 1.53161E-11     | --   |
|       |       | 256 | 1.33740E-12     | 3.69 | 7.55245E-13     | 3.77 | 1.18503E-12     | 3.69 |
|       |       | 512 | 1.03673E-13     | 3.69 | 5.58325E-14     | 3.76 | 9.13054E-14     | 3.70 |
|       |       | 1024| 6.13266E-15     | 4.08 | 4.40825E-15     | 3.66 | 7.52355E-15     | 3.60 |
|       |       | 2048| 1.20505E-15     | 2.35 | 6.86635E-16     | 2.68 | 1.12983E-15     | 2.74 |
| 0.9   | $1000 \times e^{\sqrt{-1} \pi \alpha / 2}$ | 128 | 2.28884E-11     | --   | 2.24089E-11     | --   | 2.26564E-11     | --   |
|       |       | 256 | 2.66545E-12     | 3.11 | 2.60061E-12     | 3.11 | 2.62969E-12     | 3.11 |
|       |       | 512 | 3.09096E-13     | 3.10 | 3.02593E-13     | 3.10 | 3.05970E-13     | 3.10 |
|       |       | 1024| 9.71032E-07     | -21.58| 4.20376E-06    | -23.73| 4.42542E-07    | -20.46| |
|       |       | 2048| 6.28199E+34     | -135.57| 1.41894E+35   | -134.63| 1.09390E+34   | -134.18| |
| 0.98  | $500\sqrt{-1}$ | 128 | 7.76488E-11     | --   | 7.73754E-11     | --   | 7.75095E-11     | --   |
|       |       | 256 | 9.52734E-12     | 3.03 | 9.49401E-12     | 3.03 | 9.51047E-12     | 3.03 |
|       |       | 512 | 9.64788E-07     | -16.63| 1.77544E-06    | -17.51| 1.37083E-06    | -17.14| |
|       |       | 1024| 3.86868E-14     | 24.57 | 1.83022E-13    | 23.21| 1.31363E-13    | 23.31| |
|       |       | 2048| 1.75624E-14     | 1.15 | 1.70830E-14     | 3.42 | 1.66951E-14     | 2.98 |
Table 3 Errors and convergence orders of $|u(t_M) - u^{(k,i)}_M|$ for Example 5.2 with $\mu = -1$

| $\alpha$ | M     | $(k, i) = (1, 1)$ | rate | $(k, i) = (2, 1)$ | rate | $(k, i) = (2, 2)$ | rate |
|---------|-------|------------------|------|------------------|------|------------------|------|
| 0.1     | 32    | 1.77420E-05      | –    | 1.34563E-07      | –    | 1.44620E-08      | –    |
|         | 64    | 5.02145E-06      | 1.82 | 2.09471E-08      | 2.68 | 5.84367E-10      | 4.63 |
|         | 128   | 1.41283E-06      | 1.83 | 3.17430E-09      | 2.72 | 3.71249E-10      | 0.65 |
|         | 256   | 3.95463E-07      | 1.84 | 4.71557E-10      | 2.75 | 8.48118E-11      | 2.13 |
|         | 512   | 1.10196E-07      | 1.84 | 6.89781E-11      | 2.77 | 1.56365E-11      | 2.44 |
| 0.3     | 32    | 1.02368E-04      | –    | 1.16950E-06      | –    | 7.44373E-08      | –    |
|         | 64    | 3.21104E-05      | 1.67 | 1.92603E-07      | 2.60 | 1.07277E-07      | 2.79 |
|         | 128   | 1.00362E-05      | 1.68 | 3.12510E-08      | 2.62 | 1.57091E-08      | 2.77 |
|         | 256   | 3.12764E-06      | 1.68 | 5.01368E-09      | 2.64 | 3.23621E-09      | 2.76 |
|         | 512   | 9.72370E-07      | 1.69 | 7.97379E-10      | 2.65 | 3.47263E-10      | 2.74 |
| 0.5     | 32    | 3.61074E-04      | –    | 5.29046E-06      | –    | 4.57737E-08      | –    |
|         | 64    | 1.28284E-04      | 1.49 | 9.63089E-07      | 2.46 | 7.97338E-07      | 2.52 |
|         | 128   | 4.55113E-05      | 1.50 | 1.73854E-07      | 2.47 | 1.39694E-07      | 2.51 |
|         | 256   | 1.61301E-05      | 1.50 | 3.11964E-08      | 2.48 | 2.45589E-08      | 2.51 |
|         | 512   | 5.71284E-06      | 1.50 | 5.57391E-09      | 2.48 | 4.32640E-09      | 2.51 |
| 0.7     | 32    | 1.13040E-03      | –    | 1.95934E-05      | –    | 1.8894E-05       | –    |
|         | 64    | 4.59858E-04      | 1.30 | 4.02983E-06      | 2.28 | 3.82681E-06      | 2.30 |
|         | 128   | 1.86904E-04      | 1.30 | 8.24861E-07      | 2.29 | 7.76005E-07      | 2.30 |
|         | 256   | 7.59344E-05      | 1.30 | 1.68344E-07      | 2.29 | 1.57456E-07      | 2.30 |
|         | 512   | 3.08447E-05      | 1.30 | 3.42933E-08      | 2.30 | 3.19602E-08      | 2.30 |

Example 5.2 Consider the nonlinear equation

$$\begin{align*}
C D^\alpha u(t) &= -u^2 + f(t), \quad t \in (0, 1] \\
u(0) &= u_0.
\end{align*}$$

(5.2)

The source function is prescribed by $f(t) = \mu t^{1-\alpha} E_{1,2-\alpha}(\mu t) + e^{2\mu t}$ such that the exact solution reads $u(t) = e^{\mu t}$.

We use (2.17) in combination with Newton’s method for solving the nonlinear equation (5.2). Tables 3, 4, 5 and 6 show the global error $|e^{(k,i)}_M| = |u(t_M) - u^{(k,i)}_M|$ and orders of accuracy for Example 5.2 with different $\mu$ and $\alpha$, where $t_M = 1$ is fixed and $\Delta t = 1/M$ with $M = 2^j, \ 5 \leq j \leq 9$. Further, it is observed that $|e^{(k,i)}_M| = O(\Delta t^{k+1-\alpha})$ for $1 \leq i \leq k \leq 3$.

6 Conclusions

We have proposed a class of new high-order approximations for solving time-fractional initial value models of order $0 < \alpha < 1$. Furthermore, the local truncation error estimate in terms of a smooth solution is presented. Additionally, stability and convergence analysis of these numerical methods are discussed in detail. This will promote further investigation of the proposed methods for solving time-fractional partial differential equations.
### Table 4 Errors and convergence orders of $|u(t_M) - u^{(k,i)}_M|$ for Example 5.2 with $\mu = -1$

| $\alpha$ | $M$ | $(k, i) = (3, 1)$ | Rate | $(k, i) = (3, 2)$ | Rate | $(k, i) = (3, 3)$ | Rate |
|---|---|---|---|---|---|---|---|
| 0.1 | 32 | $5.97442E-09$ | – | $4.12374E-09$ | – | $5.22481E-09$ | – |
| | 64 | $4.22608E-10$ | 3.82 | $2.53599E-10$ | 4.02 | $3.70957E-10$ | 3.82 |
| | 128 | $2.96461E-11$ | 3.83 | $1.56801E-11$ | 4.02 | $2.61735E-11$ | 3.83 |
| | 256 | $2.06629E-12$ | 3.84 | $9.72611E-13$ | 4.01 | $1.83664E-12$ | 3.83 |
| | 512 | $1.51434E-13$ | 3.77 | $5.90084E-14$ | 4.04 | $1.25844E-13$ | 3.87 |
| 0.3 | 32 | $3.63586E-08$ | – | $2.98609E-08$ | – | $3.32377E-08$ | – |
| | 64 | $2.85491E-09$ | 3.67 | $2.18534E-09$ | 3.77 | $2.60248E-09$ | 3.67 |
| | 128 | $2.22890E-10$ | 3.68 | $1.61522E-10$ | 3.76 | $2.03176E-10$ | 3.68 |
| | 256 | $1.73471E-11$ | 3.68 | $1.20285E-11$ | 3.75 | $1.58175E-11$ | 3.68 |
| | 512 | $1.35003E-12$ | 3.68 | $9.01168E-13$ | 3.74 | $1.22508E-12$ | 3.69 |
| 0.5 | 32 | $1.38110E-07$ | – | $1.27455E-07$ | – | $1.32024E-07$ | – |
| | 64 | $1.23087E-08$ | 3.49 | $1.10139E-08$ | 3.53 | $1.17199E-08$ | 3.49 |
| | 128 | $1.09270E-09$ | 3.49 | $9.57697E-10$ | 3.52 | $1.03891E-09$ | 3.50 |
| | 256 | $9.68335E-11$ | 3.50 | $8.36696E-11$ | 3.52 | $9.20156E-11$ | 3.50 |
| | 512 | $8.57364E-12$ | 3.50 | $7.33291E-12$ | 3.51 | $8.14260E-12$ | 3.50 |
| 0.7 | 32 | $4.71501E-07$ | – | $4.61657E-07$ | – | $4.64497E-07$ | – |
| | 64 | $4.82156E-08$ | 3.29 | $4.66544E-08$ | 3.31 | $4.73668E-08$ | 3.29 |
| | 128 | $4.91018E-09$ | 3.30 | $4.71769E-09$ | 3.31 | $4.87946E-09$ | 3.30 |
| | 256 | $4.99217E-10$ | 3.30 | $4.77606E-10$ | 3.30 | $4.89591E-10$ | 3.30 |
| | 512 | $5.07119E-11$ | 3.30 | $4.84126E-11$ | 3.30 | $4.97420E-11$ | 3.30 |

### Table 5 Errors and convergence orders of $|u(t_M) - u^{(k,i)}_M|$ for Example 5.2 with $\mu = \sqrt{-1}$

| $\alpha$ | $M$ | $(k, i) = (1, 1)$ | Rate | $(k, i) = (2, 1)$ | Rate | $(k, i) = (2, 2)$ | Rate |
|---|---|---|---|---|---|---|---|
| 0.1 | 32 | $2.54121E-05$ | – | $3.52358E-07$ | – | $8.56779E-08$ | – |
| | 64 | $7.32713E-06$ | 1.79 | $5.14268E-08$ | 2.78 | $8.08705E-09$ | 3.41 |
| | 128 | $2.09321E-06$ | 1.81 | $7.42653E-09$ | 2.79 | $7.38063E-10$ | 3.45 |
| | 256 | $5.93428E-07$ | 1.82 | $1.06282E-09$ | 2.80 | $8.51842E-11$ | 3.12 |
| | 512 | $1.67161E-07$ | 1.83 | $1.50938E-10$ | 2.82 | $1.47554E-11$ | 2.53 |
| 0.3 | 32 | $1.44121E-04$ | – | $2.21534E-06$ | – | $1.22445E-06$ | – |
| | 64 | $4.58574E-05$ | 1.65 | $3.56433E-07$ | 2.64 | $1.77215E-07$ | 2.79 |
| | 128 | $1.44905E-05$ | 1.66 | $5.68067E-08$ | 2.65 | $2.58224E-08$ | 2.78 |
| | 256 | $4.55432E-06$ | 1.67 | $8.98792E-09$ | 2.66 | $3.78933E-09$ | 2.77 |
| | 512 | $1.42539E-06$ | 1.68 | $1.41404E-09$ | 2.67 | $5.59864E-10$ | 2.76 |
| 0.5 | 32 | $4.89012E-04$ | – | $8.26670E-06$ | – | $6.43523E-06$ | – |
| | 64 | $1.75193E-04$ | 1.48 | $1.49308E-06$ | 2.47 | $1.12324E-06$ | 2.52 |
| | 128 | $6.25162E-05$ | 1.49 | $2.67884E-07$ | 2.48 | $1.96610E-07$ | 2.51 |
| | 256 | $2.22470E-05$ | 1.49 | $4.78471E-08$ | 2.49 | $3.44997E-08$ | 2.51 |
| | 512 | $7.90153E-06$ | 1.49 | $8.51955E-09$ | 2.49 | $6.06569E-09$ | 2.51 |
Table 5 continued

\[
\begin{array}{c|c|c|c|c|c|c|c}
\alpha & M & (k, i) = (1, 1) & (k, i) = (2, 1) & (k, i) = (2, 2) \\
\hline
& |u(t_M) - u_M| & \text{Rate} & |u(t_M) - u_M| & \text{Rate} & |u(t_M) - u_M| & \text{Rate} \\
0.7 & 32 & 1.47058E-03 & - & 2.70727E-05 & - & 2.47625E-05 & - \\
& 64 & 6.00118E-04 & 1.29 & 5.55402E-06 & 2.29 & 5.02488E-06 & 2.30 \\
& 128 & 2.44341E-04 & 1.30 & 1.13475E-06 & 2.29 & 1.01945E-06 & 2.30 \\
& 256 & 9.94448E-05 & 1.30 & 2.31281E-07 & 2.29 & 2.06856E-07 & 2.30 \\
& 512 & 4.04305E-05 & 1.30 & 4.70707E-08 & 2.30 & 4.19810E-08 & 2.30 \\
\end{array}
\]

Table 6

Errors and convergence orders of \(|u(t_M) - u_M^{(k,i)}|\) for Example 5.2 with \(\mu = \sqrt{-1}\)

\[
\begin{array}{c|c|c|c|c|c|c|c}
\alpha & M & (k, i) = (3, 1) & (k, i) = (3, 2) & (k, i) = (3, 3) \\
\hline
& |u(t_M) - u_M| & \text{Rate} & |u(t_M) - u_M| & \text{Rate} & |u(t_M) - u_M| & \text{Rate} \\
0.1 & 32 & 8.71434E-09 & - & 4.79960E-09 & - & 7.47072E-09 & - \\
& 64 & 6.27059E-10 & 3.80 & 2.95994E-10 & 4.02 & 5.39926E-10 & 3.79 \\
& 128 & 4.46205E-11 & 3.81 & 1.81797E-11 & 4.03 & 3.86592E-11 & 3.80 \\
& 256 & 3.15064E-12 & 3.82 & 1.11308E-12 & 4.03 & 2.74569E-12 & 3.82 \\
& 512 & 2.15830E-13 & 3.87 & 6.89707E-14 & 4.01 & 1.94223E-13 & 3.82 \\
0.3 & 32 & 5.23976E-08 & - & 3.73908E-08 & - & 4.68436E-08 & - \\
& 64 & 4.16942E-09 & 3.65 & 2.78549E-09 & 3.75 & 3.72285E-09 & 3.65 \\
& 128 & 3.28853E-10 & 3.66 & 2.08205E-10 & 3.74 & 2.93824E-10 & 3.66 \\
& 256 & 2.57840E-11 & 3.67 & 1.56249E-11 & 3.74 & 2.30683E-11 & 3.67 \\
& 512 & 2.01141E-12 & 3.68 & 1.17766E-12 & 3.73 & 1.80270E-12 & 3.68 \\
0.5 & 32 & 1.90898E-07 & - & 1.62656E-07 & - & 1.78745E-07 & - \\
& 64 & 1.71443E-08 & 3.48 & 1.42466E-08 & 3.51 & 1.60163E-08 & 3.48 \\
& 128 & 1.53023E-09 & 3.49 & 1.24931E-09 & 3.51 & 1.42842E-09 & 3.49 \\
& 256 & 1.36106E-10 & 3.49 & 1.09734E-10 & 3.51 & 1.27023E-10 & 3.49 \\
& 512 & 1.20810E-11 & 3.49 & 9.65029E-12 & 3.51 & 1.12707E-11 & 3.49 \\
0.7 & 32 & 6.21914E-07 & - & 5.86156E-07 & - & 6.04267E-07 & - \\
& 64 & 6.37330E-08 & 3.29 & 5.95612E-08 & 3.30 & 6.18239E-08 & 3.29 \\
& 128 & 6.50169E-09 & 3.29 & 6.04415E-09 & 3.30 & 6.30254E-09 & 3.29 \\
& 256 & 6.61800E-10 & 3.30 & 6.13212E-10 & 3.30 & 6.41338E-10 & 3.30 \\
& 512 & 6.72836E-11 & 3.30 & 6.22274E-11 & 3.30 & 6.52096E-11 & 3.30 \\
\end{array}
\]
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A Preliminary Results for Theorems 3.1 and 3.2

Lemma A.1 Let $k \in \mathbb{N}$ and $n \geq k$. $I_{n,q}^r$ is defined by (2.13). Then it holds that

$$(-1)^{k+r+1} \nabla^k I_{n,q}^r \geq 0,$$  \hspace{1cm} (A.1)

if $r \leq q$. Otherwise,

$$(-1)^{k+q+1} \nabla^k I_{n,q}^r \geq 0.$$ \hspace{1cm} (A.2)

Proof First, if $r \leq q$, from (2.13), we have

$$I_{n,q}^r = \frac{1}{\Gamma(1-\alpha)} \int_0^1 \frac{(n+1-s)^{-\alpha}}{(s-q+r-1)^{\alpha}} \, ds.$$  \hspace{1cm} (A.3)

Since $(s-q+n) \leq 0$ for $0 \leq s \leq 1$ and $n = 0, \ldots, r-1$, we obtain $(-1)^r (s-q+r-1)^{\alpha} \geq 0$ and $(-1)^r \frac{d}{dr} (s-q+r-1)^{\alpha} \geq 0$. This leads to $(-1)^r I_{n,q}^r \geq 0$. In addition, we can see that

$$\nabla I_{n,q}^r = \frac{1}{\Gamma(1-\alpha)} \int_0^1 \left( (n+1-s)^{-\alpha} - (n-s)^{-\alpha} \right) \frac{d}{dr} \left( s-q+r-1 \right) \, ds.$$  \hspace{1cm} (A.4)

where $(s+q-n)^{-\alpha-1} \geq 0$ for $n \geq 1$ and $0 \leq \xi, s \leq 1$, then $(-1)^{r+2} \nabla I_{n,q}^r \geq 0$.

For $k \geq 2$, assume that

$$\nabla^k I_{n,q}^r = \frac{(-\alpha)_{k-1}}{\Gamma(1-\alpha)} \int_{[0,1]^k} \left( \sum_{i=1}^{k-1} \xi_i + n - k + 2 - s \right)^{-\alpha-k+1} d^{k-1} \xi (s-q+r-1)^{\alpha}.$$  \hspace{1cm} (A.5)

Since $(\sum_{i=1}^k \xi_i + n - k + 1 - s) \geq 0$ for $n \geq k \geq 1$ and $0 \leq \xi_i, s \leq 1$, we can get the result (A.1).
In the case $r \geq q + 1$, by means of integrating by part, we get
\[ I_{n,q}^r = \frac{1}{\Gamma(1 - \alpha)} \int_0^1 (n + 1 - s)^{-\alpha} d\left(\frac{s - q + r - 1}{r}\right) \]
\[ = \frac{-\alpha}{\Gamma(1 - \alpha)} \int_0^1 (n + 1 - s)^{-\alpha-1} \left(\frac{s - q + r - 1}{r}\right) ds. \tag{A.6} \]

Since \(\binom{s-q+r-1}{r}\) includes a factor \(s(s-1)\) for \(r \geq q + 1, q \in \mathbb{N}^+\), the sign of \(\binom{s-q+r-1}{r}\) equals the sign of \(\prod_{i=1}^q (s-i)\). Thus, from \((-1)^q \binom{s-q+r-1}{r} \geq 0\) it follows that \((-1)^{q+1} I_{n,q}^r \geq 0\) for \(n \geq 0\). Furthermore, an induction process yields
\[ \nabla^k I_{n,q}^r = \frac{(-\alpha)_{k+1}}{\Gamma(1 - \alpha)} \int_{[0,1]^{k+1}} \left(\sum_{i=1}^k \xi_i + n - k + 1 - s\right)^{-\alpha-k-1} \left(\frac{s - q + r - 1}{r}\right) d^k \xi ds. \tag{A.7} \]

for \(n \geq k \geq 1\), which proves (A.2). \hfill \Box

**Lemma A.2** Set
\[ s_n = \frac{1}{\Gamma(1 - \alpha)} \int_0^1 (n + 1 - s)^{-\alpha} \varphi(s) ds, \quad n \geq 0, \]
where \(\varphi(s) \geq 0\) for \(0 \leq s \leq 1\). Then for \(n \geq k\), it holds that \((-1)^k \nabla^k s_n \geq 0\).

**Proof** It is easy to verify that \(s_n \geq 0\) for all \(n \geq 0\), since for \(n \geq 0, 0 \leq s \leq 1\), one has \((n + 1 - s)^{-\alpha} > 0\) and \(\varphi(s) \geq 0\). The definition of \(s_n\) implies that
\[ \nabla s_n = \frac{1}{\Gamma(1 - \alpha)} \int_0^1 ((n + 1 - s)^{-\alpha} - (n - s)^{-\alpha}) \varphi(s) ds \]
\[ = \frac{-\alpha}{\Gamma(1 - \alpha)} \int_0^1 \int_0^1 (n + \xi - s)^{-\alpha-1} \varphi(s) d\xi ds, \quad n \geq 1. \]

Since \((n + \xi - s)^{-\alpha-1} > 0\) and \(\varphi(s) \geq 0\) for \(n \geq 1\) and \(0 \leq s, \xi \leq 1\), we obtain \(\nabla s_n \leq 0\). Furthermore, an induction process yields
\[ \nabla^k s_n = \frac{(-\alpha)_n}{\Gamma(1 - \alpha)} \int_{[0,1]^{k+1}} \left(\sum_{i=1}^k \xi_i + n - k + 1 - s\right)^{-\alpha-k} \varphi(s) d^k \xi ds, \]
then we can see \((-1)^k \nabla^k s_n \geq 0\) for \(n \geq k\). \hfill \Box

**Lemma A.3** ([31]) Assume that the coefficient sequence of a series \(a(\xi)\) is in \(l^1\). Let \(|\xi_0| \leq 1\). Then the coefficient sequence of
\[ b(\xi) = \frac{a(\xi) - a(\xi_0)}{\xi - \xi_0} \]
converges to zero.

**Theorem A.1** ([37, 43]) Suppose that
\[ f(z) = \sum_{n=0}^{\infty} c_n z^n, \quad \sum_{n=0}^{\infty} |c_n| < \infty, \]
and \( f(z) \neq 0 \) for every \( |z| \leq 1 \). Then
\[
\frac{1}{f(z)} = \sum_{n=0}^{\infty} a_n z^n \quad \text{with} \quad \sum_{n=0}^{\infty} |a_n| < \infty.
\]

**Theorem A.2** ([3,41]) The moment problem

\[ s_k = \int_0^1 u^k d\sigma(u), \quad k = 0, 1, \ldots \]

is solvable within the class of non-decreasing functions iff the inequalities

\[
(-1)^m \nabla^m s_k \geq 0
\]

hold for \( k \geq m \).

**Lemma A.4** Assume that \( k \in \mathbb{N}^+ \) and \( 1 \leq i \leq k \). Then for each pair \((k, i)\), the coefficient sequence of \( g^{(k,i)}(\xi) \) in (3.5) converges to zero.

**Proof** From the expression of \( \nabla^m I_{n,q}^r \) shown in Lemma A.1, we have

\[
\lim_{n \to \infty} \nabla^m I_{n,q}^r \quad = \quad \frac{(-\alpha)^{m+1}}{\Gamma(1 - \alpha)} \int_{[0,1]^{m+1}} \lim_{n \to \infty} \left( \sum_{i=1}^{m} \xi_i + n - m + 1 - s \right)^{-\alpha - m} d^m \xi d \left( s - q + r - 1 \right)
\]

or

\[
\lim_{n \to \infty} \nabla^m I_{n,q}^r \quad = \quad \frac{(-\alpha)^{m+1}}{\Gamma(1 - \alpha)} \int_{[0,1]^{m+1}} \lim_{n \to \infty} \left( \sum_{i=1}^{m} \xi_i + n - m + 1 - s \right)^{-\alpha - m} \left( s - q + r - 1 \right) d^m \xi d s
\]

for some \( m, q, r \in \mathbb{N}^+ \) independent of \( n \) and \( \alpha > 0 \). Note that \( g_n^{(k,i)} = - \sum_{j=0}^{k-1} u_j (w_{n+k,j}^{(k,i)} + \omega_{n+k-j}^{(k,i)}) \) is a finite linear combination of \( \nabla^m I_{n,l,q}^r \) with \( 0 \leq m \leq k \) if \( k \) is finite. This gives \( g_n^{(k,i)} \to 0 \) as \( n \to \infty \) for bounded \( \{u_j\}_{j=0}^{k-1} \).

**Lemma A.5** For \( 1 \leq i \leq k \leq 6 \), the coefficient sequence of \( \omega^{(k,i)}(\xi) \) belongs to \( l^1 \) space.

**Proof** As indicated in Lemma A.1 and Lemma A.4, the following relation

\[
\sum_{n=p}^{\infty} |\nabla^k I_{n,q}^r| = \left| \sum_{n=p}^{\infty} (\nabla^{k-1} I_{n,q}^r - \nabla^{k-1} I_{n-1,q}^r) \right| = |\nabla^{k-1} I_{p-1,q}^r| \quad (A.8)
\]

holds for \( p \geq k \geq 1 \). Therefore, by the definition of \( \{\omega_n^{(k,i)}\}_{n=0}^{\infty} \), we can find finite positive integers \( M = M(k,i) \) such that

\[ \square \]
that on the one hand, from Lemma A.5, we find
\[
\sum_{n=0}^{\infty} \left| \omega_n^{(k,i)} \right| \leq M \sum_{n=0}^{M} \left| \omega_n^{(k,i)} \right| + \sum_{m=1}^{k} \sum_{n=m}^{\infty} |\nabla^m f_{n,i}^{m}| \\
\leq M \sum_{n=0}^{M} \left| \omega_n^{(k,i)} \right| + \sum_{m=1}^{k} \left| \nabla^{m-1} f_{m-1,i}^{m-1} \right| ,
\]
which leads to the result. \(\square\)

**Lemma A.6** For \(1 \leq i \leq k \leq 6\) and \(|\xi_0| \leq 1\), the coefficient sequence of \((1 - \xi) \frac{\omega^{(k,i)}(\xi) - \omega^{(k,i)}(\xi_0)}{\xi - \xi_0}\) belongs to the space \(l^1\).

**Proof** Using the expression of \(\omega^{(k,i)}(\xi)\), we have
\[
(1 - \xi) \frac{\omega^{(k,i)}(\xi) - \omega^{(k,i)}(\xi_0)}{\xi - \xi_0} = (1 - \xi) \sum_{n=0}^{\infty} \omega_n^{(k,i)} \frac{\xi^n - \xi_0^n}{\xi - \xi_0} \\
= (1 - \xi) \sum_{n=1}^{\infty} \omega_n^{(k,i)} \sum_{m=0}^{n-1} \xi_0^{n-1-m} \xi^m \\
= (1 - \xi) \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \omega_n^{(k,i)} \xi_0^{n} \xi^m \\
= \sum_{n=0}^{\infty} \omega_{n+1}^{(k,i)} \xi_0^n + \sum_{n=0}^{\infty} \sum_{n=0}^{\infty} \nabla \omega_n^{(k,i)} (\xi_0^n) \xi^m.
\]

On the one hand, from Lemma A.5, we find
\[
\left| \sum_{n=0}^{\infty} \omega_n^{(k,i)} \xi_0^n \right| \leq \sum_{n=0}^{\infty} \left| \omega_n^{(k,i)} \right| ||\xi_0^n|| \leq \sum_{n=0}^{\infty} \left| \omega_n^{(k,i)} \right| < +\infty.
\]

On the other hand, by the definition of \(\left\{ \nabla^{k+1} f_{n,q}^{k+1} \right\}_{n=k+1}^{\infty} \) in Lemma A.1, it can be verified that
\[
\sum_{m=p}^{\infty} \sum_{n=0}^{\infty} \left| \nabla^{k+1} f_{m+n+1,q}^{k+1} \right| = \sum_{m=p}^{\infty} \sum_{n=0}^{\infty} \left| \nabla^{k} f_{m+n+1,q}^{k} - \nabla^{k} f_{m+n+1,q}^{k} \right| \\
= \sum_{m=p}^{\infty} \left| \nabla^{k-1} f_{m,q}^{k-1} - \nabla^{k-1} f_{m-1,q}^{k-1} \right| \\
= \left| \nabla^{k-1} f_{p-1,q}^{k-1} \right|
\]
for \(p \geq k \geq 1\). Therefore, there exist \(M_1 = M_1(k,i) \geq 1\) and \(M_2 = M_2(k,i) \geq 0\) such that
\[
\sum_{m=1}^{\infty} \sum_{n=0}^{\infty} \left| \nabla \omega_n^{(k,i)} \right| \leq M_1 \sum_{m=1}^{M_1} \sum_{n=0}^{M_2} \left| \nabla \omega_n^{(k,i)} \right| + \sum_{p=1}^{k} \sum_{m=p}^{\infty} \sum_{n=0}^{\infty} \left| \nabla^{p+1} f_{m+n+1,i}^{p+1} \right| \\
\leq M_1 \sum_{m=1}^{M_1} \sum_{n=0}^{M_2} \left| \nabla \omega_n^{(k,i)} \right| + \sum_{p=1}^{k} \sum_{m=p}^{\infty} \left| \nabla^{p-1} f_{m+n+1,i}^{p-1} \right| .
\]
Combining this with
\[
\left| \sum_{n=0}^{\infty} \omega_{n+1}^{(k,i)} x_0^n + \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} \nabla \omega_{n+m+1}^{(k,i)} x_0^n \right| \leq \sum_{n=0}^{\infty} |\omega_{n+1}^{(k,i)}| + \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} |\nabla \omega_{n+m+1}^{(k,i)}|, \\
\]
we arrive at the conclusion. \(\square\)

**Corollary A.3** For \(|x_0| \leq 1\) and \(1 \leq i \leq k \leq 6\), the sequence
\[
(1 - x)(1 - x_0) \frac{\varphi^{(k,i)}(x) - \varphi^{(k,i)}(x_0)}{x - x_0}
\]
belongs to \(l^1\), where the series \(\varphi^{(k,i)}(x)\) satisfy \(\varphi^{(k,i)}(x) = (1 - x)\varphi^{(k,i)}(x)\).

**Proof** Based on the definition of \(\varphi^{(k,i)}(x)\), we obtain
\[
(1 - x) \frac{\omega^{(k,i)}(x) - \omega^{(k,i)}(x_0)}{x - x_0} = (1 - x) \frac{\varphi^{(k,i)}(x) - (1 - x_0)\varphi^{(k,i)}(x_0)}{x - x_0} \\
= (1 - x)(1 - x_0) \frac{\varphi^{(k,i)}(x) - \varphi^{(k,i)}(x_0)}{x - x_0} - \omega^{(k,i)}(x).
\]

From the absolute convergence of the sequences \((1 - x) \frac{\omega^{(k,i)}(x) - \omega^{(k,i)}(x_0)}{x - x_0}\) and \(\omega^{(k,i)}(x)\) given in Lemma A.5 and Lemma A.6, respectively, we arrive at the result. \(\square\)

**B Preliminary Results for Theorem 4.1**

**Theorem B.1** For \(1 \leq i \leq k \leq 3\), \(\omega^{(k,i)}(x)\) satisfies the following conclusions:

(i) \(\omega^{(k,i)}(x) \neq 0\) for \(|x| \leq 1\) and \(x \neq 1\);

(ii) \(x = 1\) is a simple zero.

**Proof** It can be easily verified that \(\omega^{(k,i)}(1) = 0\), implying that \(x = 1\) is a zero. We rewrite \(\omega^{(k,i)}(x)\) as
\[
\omega^{(k,i)}(x) = (1 - x)\varphi^{(k,i)}(x),
\]
then the proof of results (i) and (ii) is equivalent to proving \(\varphi^{(k,i)}(x) \neq 0\) for \(|x| \leq 1\). In the following discussion, we consider three situations of \(x\) separately, i.e., \(|x| < 1\); \(|x| = 1\) and \(x \neq 1\); \(x = 1\). First, we prove the results for different \(k\) and \(i\) respectively under the condition \(|x| < 1\).

Case \(|x| < 1\): Denote \(x = |x| e^{i\theta}\). In the case \((k, i) = (1, 1)\), from (3.7) and (3.8), we deduce
\[
\varphi^{(1,1)}(x) = I(x) = \int_0^1 \frac{1}{1 - r x} \, d\sigma(r),
\]
furthermore,
\[
\text{Re} \left( \varphi^{(1,1)}(x) \right) = \int_0^1 \text{Re} \left( \frac{1}{1 - r x} \right) \, d\sigma(r) := \int_0^1 f(r, |x|, \theta) \, d\sigma(r),
\]
where \(f(r, |x|, \theta) = \frac{1 - r |x| |x| \cos \theta}{1 - 2 r |x| |x| \cos \theta + r^2 |x|^2}\). In addition,
\[
\frac{\partial f}{\partial \theta}(r, |x|, \theta) = \frac{-r |x| \sin \theta (1 - r^2 |x|^2)}{(1 - 2 r |x| |x| \cos \theta + r^2 |x|^2)^2}
\]
for $0 \leq r \leq 1$ and $0 \leq |\xi| < 1$ implies that $0 < f(r, |\xi|, \pi) \leq f(r, |\xi|, \theta) \leq f(r, |\xi|, 0)$. Thus

$$\text{Re} \left( \psi^{(1.1)}(\xi) \right) \geq \int_0^1 \frac{1}{1 + r|\xi|} \, d\sigma(r) \geq \frac{I_0}{2}. $$

In the case $(k, i) = (2, 1)$, using (3.9), (3.10) and (3.11), we obtain

$$\varphi^{(2,1)}(\xi) = \int_0^1 \frac{1}{1 - r\xi} \, d\upsilon(r) + \int_0^1 \frac{3 - \xi}{1 - r\xi} \, d\gamma(r),$$

therefore,

$$\text{Re} \left( \varphi^{(2,1)}(\xi) \right) = \int_0^1 \text{Re} \left( \frac{1}{1 - r\xi} \right) \, d\upsilon(r) + \int_0^1 \text{Re} \left( \frac{3 - \xi}{1 - r\xi} \right) \, d\gamma(r)$$

$$\geq \int_0^1 \frac{1}{1 + r|\xi|} \, d\upsilon(r) + 2 \int_0^1 \frac{1}{1 + r|\xi|} \, d\gamma(r) + \int_0^1 \text{Re} \left( \frac{1 - \xi}{1 - r\xi} \right) \, d\gamma(r)$$

$$\geq \frac{I_0}{2}. $$

In the case $(k, i) = (2, 2)$, it follows from (3.12) that

$$\varphi^{(2,2)}(\xi) = I_{0,1}^2 (3 - \xi) + (1 + \xi) \sum_{n=0}^{\infty} I_{n+1,1}^2 \xi^n + I(\xi) - 2 I_1^2 (\xi).$$

Consequently,

$$\text{Re} \left( \varphi^{(2,2)}(\xi) \right) = I_{0,1}^2 \text{Re}(3 - \xi) + \int_0^1 r \text{Re} \left( \frac{1 + \xi}{1 - r\xi} \right) \, d\gamma(r) + \int_0^1 \text{Re} \left( \frac{1}{1 - r\xi} \right) \, d\upsilon(r)$$

$$\geq \frac{I_0}{2} + I_{0,1}^2.$$

Let

$$f(r, |\xi|, \theta) = \text{Re} \left( \frac{1 + \xi}{1 - r\xi} \right) = \frac{1 - r|\xi| \cos \theta + |\xi| \cos \theta - r|\xi|^2}{1 - 2r|\xi| \cos \theta + r^2|\xi|^2}. $$

Then $\frac{df}{\pi \sigma}(r, |\xi|, \theta) = \frac{-|\xi| \sin \theta (r+1)(1-r^2|\xi|^2)}{(1-2r|\xi| \cos \theta + r^2|\xi|^2)^2}$ implies $f(r, |\xi|, \theta) \geq f(r, |\xi|, \pi) > 0$ for $0 \leq r < 1$ and $0 \leq |\xi| < 1$. This means $\int_0^1 r \text{Re} \left( \frac{1 + \xi}{1 - r\xi} \right) \, d\gamma(r) \geq 0$. In addition, we find $I_{0,1}^2 \text{Re}(3 - \xi) \geq 2 I_{0,1}^2$ for $|\xi| \leq 1$. Therefore, we obtain $\text{Re} \left( \varphi^{(2,2)}(\xi) \right) \geq \frac{I_0}{2} + I_{0,1}^2 > 0$.

In the case $(k, i) = (3, 1)$, using (2.14), we have

$$\omega^{(3,1)}(\xi) = (1 - \xi) I(\xi) + (1 - \xi)^2 I_1^2 (\xi) + (1 - \xi)^3 I_1^3 (\xi),$$

and consequently,

$$\varphi^{(3,1)}(\xi) = I(\xi) + (1 - \xi) I_1^2 (\xi) + (1 - \xi)^2 I_1^3 (\xi)$$

$$= I(\xi) - 3 I_1^3 (\xi) + (1 - \xi) I_1^3 (\xi) + (4 - 2\xi + \xi^2) I_1^3 (\xi).$$

Lemma A.2 and Theorem A.2 yield the existence of a non-decreasing function $\eta$ such that

$$I_n - 3 I_{n,1}^2 = \int_0^1 r^n \, d\eta(r), \quad n = 0, 1, \ldots.
From Lemma A.1, we also obtain
\[ I_{n,1}^3 = \int_0^1 r^n d\beta(r), \quad n = 0, 1, \ldots, \quad (B.2) \]
where \( \beta(r) \) is non-decreasing on \([0, 1]\). Thus,
\[
\text{Re} \left( \varphi^{(3,1)}(\xi) \right) = \int_0^1 \text{Re} \left( \frac{1}{1-r} \right) d\eta(r) + \int_0^1 \text{Re} \left( \frac{1-\xi}{1-r} \right) d\gamma(r) \\
+ \int_0^1 \text{Re} \left( \frac{4-2\xi+\xi^2}{1-r} \right) d\beta(r).
\]
Since
\[
\text{Re} \left( \frac{3}{2} \frac{2\xi+\xi^2}{1-r} \right) = \frac{(1-r|\xi| \cos \theta)(\frac{3}{2}-2|\xi| \cos \theta + |\xi|^2 \cos 2\theta) + 2r|\xi|^2 \sin^2 \theta(1-|\xi| \cos \theta)}{1-2r|\xi| \cos \theta + r^2|\xi|^2},
\]
and
\[
\frac{3}{2} - 2|\xi| \cos \theta + |\xi|^2 \cos 2\theta = \frac{1}{2}(1-2|\xi| \cos \theta)^2 + (1-|\xi|^2) \geq 0
\]
for \(|\xi| \leq 1\) and \(\theta \in \mathbb{R}\), we have
\[
\text{Re} \left( \varphi^{(3,1)}(\xi) \right) \geq \int_0^1 \frac{1}{1+r|\xi|} d\eta(r) + \frac{5}{2} \int_0^1 \frac{1}{1+r|\xi|} d\beta(r) \geq \frac{1}{2} I_0 - \frac{1}{4} I_{0,1}^3.
\]
In the case \((k,i) = (3,2)\), by (2.15), we derive
\[
\varphi^{(3,2)}(\xi) = I_0 + \sum_{j=0}^{\infty} I_{j+1,1} \xi^j + I_{1,0,1}^2(1-\xi) + (1-\xi) \sum_{j=0}^{\infty} I_{j+1,2} \xi^j + (1-\xi^2) I_{1,0,1}^3
\]
\[ + (1-\xi^2) \sum_{j=0}^{\infty} I_{j+1,1} \xi^j. \quad (B.3) \]
Substituting the relations \(I_{n,2}^2 = I_{n,1}^2 - I_n\) and \(I_{n,2}^3 = I_{n,1}^3 - I_{n,1}^2\) into (B.3), we find
\[
\varphi^{(3,2)}(\xi) = I(\xi) + (1-\xi) I_1^2(\xi) + (1-\xi^2) \sum_{j=0}^{\infty} I_{j+1,1} \xi^j \\
- 2(1-\xi) I_1(\xi) + (3-\xi)(1-\xi) I_{1,0,1}^3 \\
= \left( \frac{5}{6} + \frac{1}{6} \xi \right) I(\xi) + (1-\xi) \left( I_1^2(\xi) - 2I_1^3(\xi) + \frac{1}{6} I(\xi) \right) \\
+ (1-\xi^2) \sum_{j=0}^{\infty} I_{j+1,1} \xi^j + (3-\xi)(1-\xi) I_{1,0,1}^3.
\]
Since
\[
I_{n,1}^2 - 2I_{n,1}^3 + \frac{1}{6} I_n = \frac{1}{\Gamma(1-\alpha)} \int_0^1 (n+1-s)^{-\alpha}s(1-s)ds, \quad n \geq 0,
\]
using Lemma A.2, we obtain
\[ I_{n,1}^2 - 2I_{n,1}^3 + \frac{1}{6}I_n = \int_0^1 r^n d\mu(r), \quad n = 0, 1, \ldots \]  \hspace{1cm} (B.4)
with \( \mu(r) \) being non-decreasing on \([0, 1]\). Therefore, from (3.8), (B.2) and (B.4), it follows that
\[
\text{Re}(\psi(3,2)(\xi)) = \int_0^1 \text{Re} \left( \frac{\xi + \frac{1}{6}\xi}{1 - r\xi} \right) d\sigma(r) + \int_0^1 \text{Re} \left( \frac{1 - \xi}{1 - r\xi} \right) d\mu(r) \\
+ \int_0^1 r\text{Re} \left( \frac{1 - \xi^2}{1 - r\xi} \right) d\beta(r) + \text{Re}((3 - \xi)(1 - \xi))I_{0,1}^3 \\
\geq \frac{2}{3} \int_0^1 \frac{1}{1 + r|\xi|} d\sigma(r) \geq \frac{I_0}{3}.
\]
In the case \((k, i) = (3, 3)\), from the relation
\[
\omega^{(3,3)}(\xi) = (1 - \xi)(I_0 + I_1) + (1 - \xi) \sum_{j=0}^{\infty} I_{j+2}^2\xi^j + (1 - \xi)^2(I_{0,1}^2 + I_{1,2}^2) \\
+ (1 - \xi) \sum_{j=0}^{\infty} I_{j+2,3}^2\xi^j + (1 - \xi)^3(I_{0,1}^3 + I_{1,2}^3) + (1 - \xi)^3 \sum_{j=0}^{\infty} I_{j+2,3}^3\xi^j,
\]
\hspace{1cm} (B.5)
\[
\text{it follows that}
\psi^{(3,3)}(\xi) = I_0 + I_1 + \sum_{j=0}^{\infty} I_{j+2}^2\xi^j + (1 - \xi) (I_{0,1}^2 + I_{1,2}^2) + (1 - \xi) \sum_{j=0}^{\infty} I_{j+2,3}^2\xi^j \\
+ (1 - \xi)^2 (I_{0,1}^3 + I_{1,2}^3) + (1 - \xi)^2 \sum_{j=0}^{\infty} I_{j+2,3}^3\xi^j.
\]
\hspace{1cm} (B.6)
In addition, substituting the following relations
\[
I_{n,3}^2 = I_{n,2}^2 - I_n = I_{n,1}^2 - 2I_n, \\
I_{n,3}^3 = I_{n,2}^3 - I_{n,2}^2 = I_{n,1}^3 - 2I_{n,1}^2 + I_n, \quad n \geq 0
\]
into (B.6) yields
\[
\psi^{(3,3)}(\xi) = I_0 + I_1 + \sum_{j=0}^{\infty} I_{j+2}^2\xi^j + (1 - \xi) (I_{0,1}^2 + I_{1,1}^2 - I_1) \\
+ (1 - \xi) \sum_{j=0}^{\infty} \left( I_{j+2,1}^2 - 2I_{j+2} \right)\xi^j \\
+ (1 - \xi)^2 (I_{0,1}^3 + I_{1,1}^3 - I_{1,1}^2) + (1 - \xi)^2 \sum_{j=0}^{\infty} \left( I_{j+2,1}^3 - 2I_{j+2,1}^2 + I_{j+2} \right)\xi^j \\
= I(\xi) + (1 - \xi)I_1^2(\xi) - 2(1 - \xi)I_1^3(\xi) + (1 - \xi)^2
\]
\[
\sum_{j=0}^{\infty} I_{j+2,2}^3 \xi^j - (3 - 4 \xi + \xi^2) \sum_{j=0}^{\infty} I_{j+1,2}^3 \xi^j \\
+(3 - \xi)(1 - \xi) \left( I_{0,1}^3 + I_{1,2}^3 \right) + (1 - \xi^2) \sum_{j=0}^{\infty} I_{j+1,1}^3 \xi^j.
\]

By Lemma A.1, we find that the sequence \((- I_{n,2}^3)_{n=0}^{\infty}\) is completely monotonic. Thus there exists a non-decreasing function \(\theta(r)\) defined on \([0, 1]\) such that
\[
-I_{n,2}^3 = \int_0^1 r^n \, d\theta(r), \quad n = 0, 1, \ldots.
\]
This yields
\[
(1 - \xi^2) \sum_{j=0}^{\infty} I_{j+2,2}^3 \xi^j - (3 - 4 \xi + \xi^2) \sum_{j=0}^{\infty} I_{j+1,2}^3 \xi^j = \int_0^1 \frac{(3r - r^2) - 4r \xi + (r^2 + r) \xi^2}{1 - r \xi} \, d\theta(r)
\]
for \(|\xi| < 1\). Since
\[
\text{Re} \left( \frac{(3r - r^2) - 4r \xi + (r^2 + r) \xi^2}{1 - r \xi} \right) = \frac{(3r - r^2)(1 - r|\xi| \cos \theta) + 4r^2|\xi|^2 - 4r \xi^2 \cos \theta + (r^2 + r)|\xi|^2 \cos 2\theta - (r^3 + r^2)|\xi|^3 \cos \theta}{1 - 2r|\xi| \cos \theta + r^2|\xi|^2} \\
:= f(r, |\xi|, \theta).
\]
Taking partial differentiation with respect to \(\xi\) yields
\[
\frac{\partial f}{\partial \xi}(r, |\xi|, \theta) = \frac{r|\xi| \sin \theta}{(1 - 2r|\xi| \cos \theta + r^2|\xi|^2)^2} g(r, |\xi|, \theta),
\]
where
\[
g(r, |\xi|, \theta) = \left( 4 + 3r - r^2 - 4(r + 1)|\xi| \cos \theta + (r^2 + r)|\xi|^2 \right) \left( 1 - 2r|\xi| \cos \theta + r^2|\xi|^2 \right) \\
- 2 \left( (3r - r^2)(1 - r|\xi| \cos \theta) + 4r^2|\xi|^2 - 4r |\xi| \cos \theta \\
+ (r^2 + r)|\xi|^2 \cos 2\theta - (r^3 + r^2)|\xi|^3 \cos \theta \right).
\]
From
\[
\frac{\partial g}{\partial \xi}(r, |\xi|, \theta) = 4|\xi| \sin \theta (r + 1)(1 - 2r|\xi| \cos \theta + r^2|\xi|^2),
\]
it follows that \(g(r, |\xi|, 0) \leq g(r, |\xi|, \theta) \leq g(r, |\xi|, \pi)\). In addition, we see
\[
g(r, |\xi|, 0) = (4 - 3r + r^2) - 4(1 + r)|\xi| + (7r + 3r^2 + 3r^3 - r^4)|\xi|^2 \\
- 4(r^3 + r^2)|\xi|^3 + (r^3 + r^4)|\xi|^4
\]
and
\[
\frac{\partial g}{\partial |\xi|}(r, |\xi|, 0) = -4(1 + r) + 2(7r + 3r^2 + 3r^3 - r^4)|\xi| - 12(r^3 + r^2)|\xi|^2 \\
+ 4(r^3 + r^4)|\xi|^3.
\]
Since
\[ \frac{\partial^2 g}{\partial |\xi|^2}(r, |\xi|, 0) = r \left( 12(r + 1)(r|\xi| - 1)^2 + 2(1 - r)^3 \right) \geq 0 \]
for \( 0 \leq r \leq 1 \) and \( 0 \leq |\xi| < 1 \), we obtain that \( \frac{\partial g}{\partial |\xi|}(r, |\xi|, 0) < \frac{\partial g}{\partial |\xi|}(r, 1, 0) \). Using (B.9), we find
\[ \frac{\partial g}{\partial |\xi|}(r, 1, 0) = 2(r^3 - 3r + 2)(r - 1) \leq 0 \]
for \( 0 \leq r \leq 1 \). From this it follows that \( \frac{\partial g}{\partial |\xi|}(r, |\xi|, 0) < \frac{\partial g}{\partial |\xi|}(r, 1, 0) \leq 0 \) for all \( 0 \leq r \leq 1 \) and \( 0 \leq |\xi| < 1 \). Then we finally obtain
\[ g(r, |\xi|, 0) \geq g(r, 1, 0) = 0, \quad 0 \leq r \leq 1, \quad 0 \leq |\xi| < 1. \]

Hence, it holds that \( g(r, |\xi|, \theta) \geq g(r, |\xi|, 0) > 0 \) in the cases \( 0 \leq r \leq 1 \) and \( 0 \leq |\xi| < 1 \). From formula (B.8), we have \( f(r, |\xi|, 0) \leq f(r, |\xi|, \theta) \leq f(r, |\xi|, \pi) \) for all \( 0 \leq r \leq 1 \) and \( 0 \leq |\xi| < 1 \). The definition of \( f(r, |\xi|, \theta) \) in (B.7) yields
\[ f(r, |\xi|, 0) = \frac{3r - r^2 - 4r|\xi| + r^2|\xi|^2 + r|\xi|^2}{1 - r|\xi|}. \]
Taking its partial derivative with respect to \(|\xi|\), we obtain
\[ \frac{\partial f}{\partial |\xi|}(r, |\xi|, 0) = \frac{r}{(1 - r|\xi|)^2} \left( -4 + 3r - 2(r + 1)|\xi| - (r^2 + r)|\xi|^2 \right) \]
\[ = \frac{r}{(1 - r|\xi|)^2} h(r, |\xi|). \]
The inequality \( \frac{\partial h}{\partial |\xi|}(r, |\xi|) \geq 2(1 - r^2) \geq 0 \) for \( 0 \leq r \leq 1 \) with \( h(r, 1) = -2(1 - r)^2 \leq 0 \) yields \( h(r, |\xi|) \leq h(r, 1) \leq 0 \) for \( 0 \leq r \leq 1 \). Consequently, in combination with \( \frac{\partial f}{\partial |\xi|}(r, |\xi|, 0) \leq 0 \), we have \( f(r, |\xi|, 0) \geq f(r, 1, 0) \) for \( 0 \leq r \leq 1 \) and \( 0 \leq |\xi| < 1 \). Further, from \( f(r, 1, 0) = 0 \), it follows that
\[ f(r, |\xi|, \theta) \geq f(r, |\xi|, 0) \geq 0, \quad \forall 0 \leq r \leq 1, \quad |\xi| < 1, \quad \theta \in \mathbb{R}. \]

Therefore,
\[ \text{Re}(\varphi^{(3,3)}(\xi)) = \int_0^1 \text{Re} \left( \frac{\xi^5}{1 - \xi^2} \right) d\sigma(r) + \int_0^1 \text{Re} \left( \frac{1 - \xi^2}{1 - r^2} \right) d\mu(r) + \int_0^1 r \text{Re} \left( \frac{\xi^2}{1 - r^2} \right) d\beta(r) \]
\[ + \int_0^1 \text{Re} \left( \frac{(3r^2 - r^2 - 4r\xi + (r^2 + r)^2\xi^2)}{1 - r\xi} \right) d\sigma(r) \]
\[ + \text{Re} ((3 - \xi)(1 - \xi)) (i_0^3 + i_1^3) + \frac{2}{3} \int_0^1 \frac{1}{1 + r|\xi|} d\sigma(r) \geq \frac{i_0}{2} \]
where the last inequality follows from the fact that \( i_0^3 + i_1^3 = \frac{2^{1-\alpha}(\alpha^2 + \alpha)}{3! (4 - \alpha)} \geq 0 \) for all \( 0 \leq \alpha \leq 1 \).

Case \( \xi = 1 \): assume that \( \varphi^{(k,i)}(1) = 0 \), from the definition of \( \varphi^{(k,i)}(\xi) \), we find
\[ \varphi^{(k,i)}(\xi) = I(\xi) + I^{(k,i)}(\xi), \quad \tag{B.10} \]
where $I^{(k,i)}(\xi)$ are absolutely convergent series. The definition of the coefficients of $I(\xi)$ yields that $\sum_{i=0}^{n} I_i$ is arbitrary large as increasing $n$. However, the boundedness of $I^{(k,i)}(1)$ contradicts (B.10) with $\xi = 1$, which shows $\varphi^{(k,i)}(1) \neq 0$.

Case $|\xi| = 1$ and $\xi \neq 1$: from Corollary A.3, it follows that $\varphi^{(k,i)}(\xi)$ is pointwise continuous for $|\xi| \leq 1$ except $\xi = 1$. If $\xi_n = (1 - \frac{1}{n})\xi$ with $|\xi_n| < 1$ for all $n \in \mathbb{N}^+$, then $\varphi^{(k,i)}(\xi)$ are the limit points of the sequences $\varphi^{(k,i)}(\xi_n)$. Further, there exist positive constants $c^{(k,i)}$, which are independent of $n$, such that

$$\text{Re}(\varphi^{(k,i)}(\xi)) = \lim_{n \to +\infty} \text{Re}(\varphi^{(k,i)}(\xi_n)) \geq c^{(k,i)}.$$

□

Lemma B.1 Let $1 \leq i \leq k \leq 3$ and $0 \leq m \leq k - 1$, $\sum_{n=0}^{\infty} s^{(k,i)}_{n,m}$ are defined in (4.6). Then there exist bounded constants $c_m^{(k,i)} > 0$ independent of $n$ and $\alpha$ such that

$$|s^{(k,i)}_{n,0}| \leq \frac{c_0^{(k,i)} n^{-\alpha}}{\Gamma(1 - \alpha)}, \quad |s^{(k,i)}_{n,m}| \leq \frac{c_m^{(k,i)} n^{-\alpha - 1}}{|\Gamma(-\alpha)|} \quad (B.11)$$

for $n \geq 1$ and $m \geq 1$.

Proof It is known from (2.13) that for any finite $q, r \in \mathbb{N}^+$, $I_{n,q}^r$ is bounded for $n \in \mathbb{Z}$. Since the coefficients $s^{(k,i)}_{n,m}$ are denoted as the linear combinations of $I_{n,q}^r$, we can immediately obtain the boundedness of $s^{(k,i)}_{n,m}$ for all integer $n \geq 0$.

Moreover, for $1 \leq i \leq k \leq 3, s^{(k,i)}_{n,0}$ can be expressed as a linear combination of $I_{l,1}$ with $l \geq n$ and $1 \leq r \leq 3$. Using formulae (A.3) and (A.6), we obtain $I_n = O\left(\frac{n^{-\alpha}}{\Gamma(1 - \alpha)}\right)$ and $I_{n,1}^r = O\left(\frac{n^{r-1}}{\Gamma(-\alpha)}\right) = o\left(\frac{n^{r-1}}{\Gamma(-\alpha)}\right)$ for $r \geq 2$ and $n \geq 1$. This implies that there is a uniform bound independent of $n$, denoted by $c_0^{(k,i)} > 0$, such that $|s^{(k,i)}_{n,0}| \leq \frac{c_0^{(k,i)} n^{-\alpha}}{\Gamma(1 - \alpha)}$ for $n \geq 1$.

In terms of $m \geq 1$, observe that $s^{(k,i)}_{n,m}$ are the linear combinations of $\nabla I_{l,1}$ and $\nabla^p I_{l,1}$ for $l \geq n + 1, r \geq 2$ and $1 \leq p \leq 3$. From formulae (A.4) and (A.7), we know that $\nabla I_n = O\left(\frac{(n-1)^{-\alpha-1}}{\Gamma(-\alpha)}\right) = O\left(\frac{n^{-\alpha-1}}{\Gamma(-\alpha)}\right)$ and $\nabla^p I_{n,1}^r = O\left(\frac{(n-p)^{-\alpha-p-1}}{\Gamma(-\alpha-\alpha-p)}\right) = o\left(\frac{n^{-\alpha-1}}{\Gamma(-\alpha)}\right)$ for $r \geq 2$, therefore we get $s^{(k,i)}_{n,m} = O\left(\frac{n^{-\alpha-1}}{\Gamma(-\alpha)}\right)$, and hence there exist constants $c_m^{(k,i)} > 0$ such that the last inequality of (B.11) holds.

□

Lemma B.2 Assume that $\{g^{(\beta)}_n\}_{n=0}^{\infty}$ are generated by the series $(1 - \xi)^\beta$ for $\beta \in \mathbb{R}$, i.e.,

$$(1 - \xi)^\beta = \sum_{n=0}^{\infty} (-1)^n \left(\begin{array}{c} \beta \\ n \end{array}\right) \xi^n = \sum_{n=0}^{\infty} g^{(\beta)}_n \xi^n. \quad (B.12)$$
Then the following relations hold

\[
\begin{align*}
\beta & \in (-1, 0) : \quad s_0^{(\beta)} = 1, \quad g_0^{(\beta)} > g_1^{(\beta)} > \ldots > 0, \\
& \quad \sum_{i=0}^{n} s_i^{(\beta)} = s_n^{(\beta-1)}, \quad n \geq 0; \\
\beta & \in (0, 1) : \quad s_0^{(\beta)} = 1, \quad g_0^{(\beta)} < 0, \quad n \geq 1, \\
& \quad 1 > |g_1^{(\beta)}| > |g_2^{(\beta)}| > \ldots > 0, \\
& \quad \sum_{i=0}^{\infty} s_i^{(\beta)} = 0, \quad \sum_{i=0}^{n} g_i^{(\beta)} = g_n^{(\beta-1)}, \quad n \geq 0.
\end{align*}
\]

(B.13)

From (B.1), we set

\[
\omega^{(k,i)}(\xi) = (1 - \xi)^{\alpha} \psi^{(k,i)}(\xi)
\]

(B.14)

for \(0 < \alpha < 1\), and

\[
\psi^{(k,i)}(\xi) = (1 - \xi)^{1-\alpha} \varphi^{(k,i)}(\xi).
\]

(B.15)

Note that (B.14) implies a relation between the proposed methods and the fractional Euler method mentioned in [30]. In the following part, we discuss some relevant properties of the series \(\psi^{(k,i)}(\xi)\).

**Lemma B.3** For \(1 \leq i \leq k \leq 6\), the coefficient sequence of \(\psi^{(k,i)}(\xi)\) belongs to the space \(l^1\).

**Proof** Using the expressions of \(\varphi^{(k,i)}(\xi)\) presented in Theorem B.1, we obtain

\[
\varphi^{(k,i)}(\xi) = I(\xi) + l^{(k,i)}(\xi), \quad \text{with} \quad \sum_{n=0}^{\infty} |l^{(k,i)}| < \infty.
\]

(B.16)

Together with (B.15), it follows that

\[
\psi^{(k,i)}(\xi) = (1 - \xi)^{(1-\alpha)} I(\xi) + (1 - \xi)^{(1-\alpha)} l^{(k,i)}(\xi).
\]

Therefore, it suffices to prove that the coefficient sequence of \((1 - \xi)^{(1-\alpha)} I(\xi)\) belongs to \(l^1\).

From the definition of Gamma function

\[
\Gamma(\beta) = \lim_{n \to \infty} \frac{n^\beta}{(-1)^n \left(\frac{-\beta}{n}\right) (n + \beta)}, \quad \beta \neq 0, -1, -2, \ldots,
\]

we obtain the asymptotic relation

\[
\frac{n^{\beta-1}}{\Gamma(\beta)} \approx (-1)^n \left(\frac{-\beta}{n}\right), \quad \text{as} \quad n \to \infty,
\]

(B.17)

where the notation \(\approx\) means that \(\left(n^{\beta-1}/\Gamma(\beta)\right) / (-1)^n \left(\frac{-\beta}{n}\right) \to 1\) as \(n \to \infty\). Furthermore, it is known from [16,31] that
\[ (-1)^n \left( \frac{-\beta}{n} \right) = \frac{n^{\beta-1}}{\Gamma(\beta)} \left( 1 + O \left( \frac{\beta - 1}{n} \right) \right). \]  

(B.18)

Also, the definition of \( I_n \) yields that \( I_n \approx \frac{n^{-\alpha}}{\Gamma(1-\alpha)} \) as \( n \to \infty \), and

\[
\sum_{n=1}^{\infty} \left| I_n - \frac{n^{-\alpha}}{\Gamma(1-\alpha)} \right| = \frac{1}{\Gamma(1-\alpha)} \sum_{n=1}^{\infty} \int_0^1 \left( n^{-\alpha} - (n + 1 - s)^{-\alpha} \right) ds
\]

\[
= \frac{\alpha}{\Gamma(1-\alpha)} \int_0^1 \int_0^{1-s} \sum_{n=1}^{\infty} (n + t)^{-\alpha-1} dt ds
\]

\[
\leq \frac{\alpha}{\Gamma(1-\alpha)} \sum_{n=1}^{\infty} n^{-\alpha-1}
\]

\[
\leq \frac{\alpha}{\Gamma(1-\alpha)} \left( 1 + \int_1^{\infty} x^{-\alpha-1} dx \right)
\]

\[
= \frac{\alpha + 1}{\Gamma(1-\alpha)} < +\infty.
\]  

(B.19)

Combine this with (B.18), we get

\[ I_n = g_n^{(\alpha-1)} + v_n, \quad \text{with} \quad \sum_{n=0}^{\infty} |v_n| < \infty. \]  

(B.20)

Hence,

\[ (1 - \xi)^{1-\alpha} I(\xi) = \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} g_n^{(1-\alpha)} I_k \right) \xi^n \]

in combination with the relation

\[
\sum_{n=0}^{\infty} \sum_{k=0}^{n} g_n^{(1-\alpha)} I_k \]

\[
= \sum_{n=0}^{\infty} \sum_{k=0}^{n} g_n^{(1-\alpha)} \left( g_k^{(\alpha-1)} + v_k \right)
\]

\[
\leq \sum_{n=0}^{\infty} \sum_{k=0}^{n} g_n^{(1-\alpha)} g_k^{(\alpha-1)} + \sum_{n=0}^{\infty} \sum_{k=0}^{n} g_n^{(1-\alpha)} v_k
\]

\[
\leq 1 + \sum_{n=0}^{\infty} |g_n^{(1-\alpha)}| \sum_{k=0}^{\infty} |v_k| < \infty
\]

yields the result.

\[ \square \]

**Lemma B.4** Let \( 1 \leq i \leq k \leq 3 \). Then it holds that \( \psi^{(k,i)}(\xi) \neq 0 \) for any \( |\xi| \leq 1 \).

**Proof** In the proof of Theorem B.1, we know that \( \psi^{(k,i)}(\xi) \neq 0 \) for all \( |\xi| \leq 1 \) and \( 1 \leq i \leq k \leq 3 \). For any \( |\xi| \leq 1 \), \((1 - \xi)^{1-\alpha}\) is located within the sector \( S_\alpha = \{ z : \arg(z) \leq \frac{(1-\alpha)\pi}{2} \} \).

In addition, note that \((1 - \xi)^{1-\alpha} = 0\) if and only if \( \xi = 1 \). Thus, it remains to find the value of \((1 - \xi)^{1-\alpha} \psi^{(k,i)}(\xi)\) at \( \xi = 1 \). Indeed, from formulae (B.16) and (B.20), we have
\[
\sum_{n=0}^{\infty} \sum_{l=0}^{n} g_{n-l}^{(1-\alpha)} \varphi_{l}^{(k,i)} = \sum_{n=0}^{\infty} \sum_{l=0}^{n} g_{n-l}^{(1-\alpha)} \left( g_{l}^{(\alpha-1)} + v_{l} + l_{l}^{(k,i)} \right)
\]
\[
= \sum_{n=0}^{\infty} \sum_{l=0}^{n} g_{n-l}^{(1-\alpha)} g_{l}^{(\alpha-1)} + \sum_{n=0}^{\infty} \sum_{l=0}^{n} g_{n-l}^{(1-\alpha)} \left( v_{l} + l_{l}^{(k,i)} \right)
\]
\[
= 1 + \sum_{n=0}^{\infty} g_{n}^{(1-\alpha)} \sum_{l=0}^{\infty} \left( v_{l} + l_{l}^{(k,i)} \right) = 1,
\]
where the last equality holds based on Lemma B.2. \(\square\)

As a result, from Theorem A.1, Lemmas B.3 and B.4, we obtain that for 1 \(\leq i \leq k \leq 3\) and 0 < \(\alpha < 1\), if
\[
\frac{1}{\varphi_{l}^{(k,i)}(\xi)} = r_{l}^{(k,i)}(\xi) = \sum_{n=0}^{\infty} r_{n}^{(k,i)} \xi^{n},
\]
then there exist bounded positive constants \(M_{\alpha}^{(k,i)}\), such that
\[
\sum_{n=0}^{\infty} |r_{n}^{(k,i)}| = M_{\alpha}^{(k,i)}.
\]
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