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ABSTRACT

Knowledge of three-dimensional protein structure is integral to most modern drug discovery efforts. Recent advancements have highlighted new techniques for 3D protein structure determination and, where structural data cannot be collected experimentally, prediction of protein structure. We have undertaken a major effort to use existing protein structures to collect, characterize, and catalogue the inter-atomic interactions that define and compose 3D structure by mapping hydropathic interaction environments as maps in 3D space. This work has been performed on a residue-by-residue basis, where we have seen evidence for relationships between environment character, residue solvent-accessible surface areas and their secondary structures. In this graphical review, we apply principles from our earlier studies and expand the scope to all common amino acid residue types in both soluble and membrane proteins. Key to this analysis is parsing the Ramachandran plot to an 8-by-8 chessboard to define secondary structure bins. Our analysis yielded a number of quantitative discoveries: 1) increased fraction of hydrophobic residues (alanine, isoleucine, leucine, phenylalanine and valine) in membrane proteins compared to their fractions in soluble proteins; 2) less burial coupled with significant increases in favorable hydrophobic interactions for hydrophobic residues in membrane proteins compared to soluble proteins; and 3) higher burial and more favorable polar interactions for polar residues now preferring the interior of membrane proteins. These observations and the supporting data should provide benchmarks for current studies of protein residues in different environments and may be able to guide future protein structure prediction efforts.

Introduction

Our knowledge and understanding of protein structure and function are continuously evolving, in large part aided by studies that solve three-dimensional structures of interest. These data have become a foundation for insight into the functional dependence of protein structure and for future drug discovery endeavors. To date, the Protein Data Bank (Bernman et al., 2000) has close to 200,000 deposited entries and continues to expand as we continue to explore protein structure. Identifying and cataloguing those inter-atomic interactions and other structural characteristics as a function of secondary structure in three-dimensional protein maps (Ahmed et al., 2015; Ahmed et al., 2019; AL Mughram et al, 2021; Herrington and Kellogg, 2021) and implementations of Baker’s Rosetta (Yang et al., 2020) are particularly noteworthy. Our approach has focused on characterizing and cataloguing those inter-atomic interactions and other structural characteristics as a function of secondary structure in three-dimensional protein maps (Ahmed et al., 2015; Ahmed et al., 2019; AL Mughram et al, 2021; Catalano et al., 2021; Herrington and Kellogg, 2021).

One interesting area of study concerns the major structural differences between soluble and membrane-bound proteins. Soluble proteins, notably, are known to have exteriors covered with polar residues facing outward into solvent where they interact favorably with water...
molecules, while their hydrophobic residues are usually packed within their interiors. Most membrane proteins, on the other hand, consist of extra- and intracellular domains connected by a large membrane-spanning domain, whose outer environment is the hydrophobic membrane interior. For this reason, it is much more common to find hydrophobic residues on the surface of this membrane-spanning domain. Many reports highlight this and the fact that many membrane protein phobic residues on the surface of this membrane-spanning domain, whose outer environment is the hydrophobic membrane interior; extra- and intracellular domains connected by a large membrane-
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Results

Our two datasets are as follows: 2703 soluble proteins described earlier (Ahmed et al., 2015) and 369 membrane protein structures extracted (Catalano et al., 2021) from the MemProtMD database (Newport et al., 2019). This set includes an artificial lipid molecule (dipalmytoylphosphatidylcholine, DPPC) to simulate the (Newport et al., 2019). In brief, GETAREA is a program that calculates the SASA of every protein residue in our datasets to identify relationships between secondary structure and solvent accessibility. We also utilized the HINT force field (Kellogg and Abraham, 2000; Sarkar and Kellogg, 2010) to calculate the relative contributions of hydrophobic and polar interactions between those residues and their environments.

To gain insight into the relationship between residue type and secondary structure preferences, the relative residue populations of each secondary structure were tabulated (Table S2). These are displayed in Figs. 2 and 3, for soluble and membrane proteins, respectively, as the sizes (represented in a log scale) of the solid boxes in each chess square (see legend). The colors of the boxes represent their solvent accessibility, calculated using a metric, $f_{\text{solute}}$, described previously (AL Mughram et al., 2021). In brief, $f_{\text{solute}}$ represents the fraction of residues in the set reported by GETAREA to have SASA $\geq 0.5$ of reference random coil values. Note that GETAREA is not normally parameterized to recognize the DPPC molecule as either a solvent or to be part of the protein, so residues interacting with it are considered solvent-accessible (vide infra).

In our analyses of SASA (Figs. 2 and 3), a few patterns are immediately apparent. First, the more hydrophobic residues tend to have lower solvent accessibility in both soluble and membrane-bound proteins, compared to their more polar counterparts. Residues such as phenylalanine, leucine, isoleucine, and valine have large clusters of $f_{\text{solute}} < 0.4$ in their right hand $\alpha$-helix and $\beta$-pleat regions, indicating these residues tend to be highly buried within those secondary structures. Polar residues, such as glutamine and aspartic acid, on the other hand, are more likely to consistently appear in higher solvent-accessible environments across secondary structures, indicated by large clusters of $f_{\text{solute}} > 0.6$ squares. Additionally, all residues, apart from glycine and proline,

![Fig. 1. Ramachandran ($\phi$ versus $\psi$) plots and the observed frequencies for residues in soluble and membrane proteins in our datasets. A) Ramachandran plot based on data of Lovell et al. (2003) with superimposed chessboard schema (blue) for all residues (except glycine and proline); B) Plot for glycine; and C) Plot for proline. Chess square centroids are illustrated with red dotted lines, e.g., in 1C, M$_4$ ($\phi = -132.5$, $\psi = -47.5$); D) Mapping of secondary structure motif elements onto chessboards (upper board, all except PRO and GLY; lower left, PRO; lower right GLY); E) Observed amino acid residue frequencies for soluble (blue) and membrane (orange) proteins in the datasets. Images in A, B and C were adapted from https://en.wikipedia.org/wiki/Ramachandran_plot using the Creative Commons License 3.0 (https://creativecommons.org/licenses/by/3.0/legalcode) by superposition of guidelines and labels from our chessboard schema. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](https://example.com/fig1)
exhibit their highest solvent accessibility in the left-hand $\alpha$-helix region. These observations were anticipated, as we have seen them previously (Ahmed et al., 2015; Ahmed et al., 2019; AL Mughram et al., 2021; Catalano et al., 2021), and they are consistent with literature observations of SASA with respect to secondary structure (Lins et al. 2003).

Also of note is how solvent accessibility changes in hydrophobic and polar residues between soluble and membrane-bound proteins: those that are hydrophobic tend to become more solvent-accessible in membrane proteins, while polar residues tend to bury themselves in the protein interior. The former is particularly evident in the $\alpha$-helix regions where the $d4$ chess square is nearly always the most populated – contributing $\sim$50% of the total population of several residue types in membrane proteins (Figs. 2 and 3, also Table S2). This is consistent with previous reports (Luckey, 2016; Tamm et al., 2004; Zhang et al., 2015). The Zhang et al. article reported that soluble helical bundles are spaced further apart with bulky hydrophobic residues, while transmembrane helices are brought closer together via hydrogen bonding and electrostatic networks. Clearly, solvent environment has a significant impact on the folding and other association phenomena of proteins and sequence identity is not the sole determining factor for a protein’s three-dimensional structure.

We also analyzed each residue type’s interaction character as a
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Fig. 2. Ramachandran chessboards illustrating chess square populations and solvent accessibility (fraction outside) in the soluble protein dataset. The size of the colored box within each square represents the population of each residue in log$_{10}$ scale, as indicated by the key in the legend. Each represents the fractional percent of that residue’s total population. Solvent accessibility is represented by fraction outside, which is derived from the GETAREA solvent accessible surface area, colored from dark red = most buried to dark blue = most exposed, as shown in the legend. For reference, chess squares associated with secondary structure motifs are mapped in Fig. 1D. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
function of its secondary structure. Using the HINT force field (Kellogg and Abraham, 2000; Sarkar and Kellogg, 2010), we evaluated the hydrophobic environments around each residue in our data set as a quartet of interaction types: positive polar (i.e., hydrogen bonding, salt bridges, \(\pi\)-cation), negative polar (i.e., acid-acid, base-base), positive hydrophobic (i.e., hydrophobic packing, \(\pi\)-\(\pi\) stacking), and negative hydrophobic (i.e., hydrophobic-polar – a desolvation cost). We determined the average fractional contribution by each interaction type for each chess square for each residue type (Figs. 4 and 5, also Table S2). One expected trend was that hydrophobic residues, being more “solvent” (actually lipid) exposed in membrane-bound proteins, would exhibit a greater fraction of positive hydrophobic interactions. Indeed, many residues of this type, including valine, isoleucine, tryptophan, and especially phenylalanine show a larger proportion of these interactions across many chess squares, as indicated by more substantial green bars in Fig. 5, which is attributable to their increased presence on protein surfaces, as suggested by Figs. 2 and 3, and hence in the artificial membrane environment. This raised the question of how polar residues would be

Fig. 3. Ramachandran chessboards illustrating chess square populations and solvent accessibility (fraction outside) in the membrane protein dataset. See caption for Fig. 2.
impacted by being shifted inward toward the protein interior. Our analysis shows a mixture of effects. Residues such as serine show decreased fractions of negative polar interactions (thinner red bars) in membrane protein structures and small increases in negative hydrophobic interactions (thicker purple bars). Serine and similar residues, preferring the more polar protein interior, force its C$\beta$ into an environment with more unfavorable hydrophobic interactions with other polar residues. Lysine and arginine, based on the same principle of buriedness, show increased favorable polar and decreased unfavorable polar interactions in membrane proteins, likely due their being able to make closer, stronger polar interactions in the membrane protein interior. However, it should be mentioned that, even in membrane-bound proteins, there are extra- and intracellular components (loops, etc.) that are not within the membrane interior, and are exposed to water solvent at their surfaces. At present, our computational protocol does not include crystallographic or simulated waters of solvation, i.e., that surround extended sidechains for highly polar residues. Thus, we are likely underestimating the favorable and unfavorable polar interactions of

Fig. 4. Ramachandran chessboards illustrating fractional hydrophobic interaction characters in the soluble protein dataset. The interaction character of each residue was extracted from its hydrophobic interaction maps as described in the text as four classes, layered, from top, within each chess square as: unfavorable hydrophobic (purple horizontal bars), favorable hydrophobic (green), unfavorable polar (red) and favorable polar (blue). These were averaged over all residues of the specified type within the chess square. The heights of these colored bars represent the character fractions for each of the four interaction types, while the transparencies of the sets of bars for each chess square indicate its relative population in terms of fractional percent (see legend, most solid = most populous). For reference, chess squares associated with secondary structure motifs are mapped in Fig. 1D. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
such residues in soluble proteins.

An alternative arrangement of these plots is given in Supporting Information Fig. S1 A–U, where the four plots for each residue type are grouped together in each image.

**Summary and conclusions**

Since the dawn of structural biology, science has made leaps and bounds in developing our understanding of the relationship between structure and function. Numerous studies have already analyzed this phenomenon from a variety of perspectives. Here, we put forth a comprehensive study that unites current understanding of protein secondary structure elements with their relative solvent accessibility and interaction environments with both graphical and numerical data. We feel that these results will be useful to numerous researchers investigating protein structure from both experimental and predictive viewpoints. It is difficult to formulate strong and definitive conclusions from these data as there are multiple moving pieces with complex and multifactorial relationships. Nevertheless, this graphical review begins to tie together secondary structure, solvent accessibility and interaction...
character and sheds light on the more delicate details of residue-specific environments. A key has been our “chessboard” schema, which we believe captures subtle differences within secondary structural regions (e.g., the seven squares within the right-hand α-helical regions), while including enough data in each bin for the results to be meaningful.

One caveat of significance is that, while the set of soluble protein structures is fairly mature and likely reasonably diverse, there are fewer solved membrane protein structures available, and the difficulties inherent in their data collection and solution suggest that, over time, the nature of this group of proteins may change. For example, what we have reported appears to be overly weighted towards right-hand α-helical residue backbones, compared to left-hand α-helical or β-pleated backbone conformations. In conclusion, we hope this review offers a point of reference and new understanding for protein structural elements as they compose larger, more complex bodies. Moving forward, we intend to use the information we have gathered through dissecting these large data-sets of structures to develop protein structure prediction tools.

Materials and methods

The chessboard schema was constructed from the standard Ramachandran plots (Lovell et al., 2003) by superimposing an 8×8 two-dimensional grid of 45°×45° bins, slightly frame shifted to more efficiently encompass secondary structure elements (Ahmed et al., 2015).

We conducted our analyses for this work primarily using two tools. All solvent-accessible surface area calculations for each residue in our data set were conducted with Fraczkiewicz and Braun’s (1988) GETAREA server. The average SASA was calculated for each chess square using all residues in that chess square; other metrics were calculated as described previously (AL Mughram et al., 2021). Hydroopathic character fractions were calculated using our in-house HINT force field (Kellogg and Abraham, 2000; Sarkar and Kellogg, 2010). Briefly, HINT utilizes residue-specific dictionaries of atomistic partial calculated partition coefficients (logP(1-octanol/water)) encoding free energy terms used to score the favorability of inter-atomic interactions. 3D maps of interactions between each residue’s sidechain and its environment were calculated for each of the (quartet of) interaction types, positive polar, negative polar, positive hydrophobic, and negative hydrophobic, using methods reported earlier (Ahmed et al., 2015; Ahmed et al., 2019). Each resulting map was analyzed by summing the grid points by interaction type, and the fractional characters for each residue were calculated as described in a previous communication (Catalano et al., 2021). We then calculated the average fraction of each interaction type over all residues in a specific chess square.
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