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A heatbath algorithm is proposed for pure SU(N) lattice gauge theory based on the Manton action of the plaquette element for general gauge group N. Comparison is made to the Metropolis thermalization algorithm using both the Wilson and Manton actions. The heatbath algorithm is found to outperform the Metropolis algorithm in both execution speed and decorrelation rate. Results, mostly in D = 3, for N = 2 through 5 at several values for the inverse coupling are presented.
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I. INTRODUCTION

A heatbath algorithm is proposed for pure SU(N) lattice gauge theory based on the Manton action of the plaquette element [1]. The relation of the Wilson and Manton actions is equivalent to the relation of the Frobenius and Riemann metrics for the distance between elements of the gauge group [2]. While heatbath efficiency has been achieved for the cases of SU(2) and U(1) using a biased-Metropolis algorithm [3, 4], and a heatbath algorithm for SU(2) is known [5, 6] which may be extended to N > 2 using covering subgroups [7], the composition of a direct heatbath updating scheme for general gauge group N has been an outstanding problem in lattice gauge theory for quite some time. As the direct approach seems intractable, we consider an indirect means to accomplish the thermal updating. By relating the Riemann norm of a plaquette in the matrix representation Q to the Frobenius norm of the plaquette in the vector representation q, one may generate random plaquette elements of known Manton action, which reduces to the Yang-Mills action in the continuum limit. The algorithm here generates a proposal for the updated mean plaquette by averaging some number of random elements with action drawn from a gamma distribution. Dividing out the mean environment contribution then provides the updated link value.

After calibration against known results [8], we compare the performance of the proposed heatbath algorithm to the Metropolis thermalization algorithm [9] using both the Wilson and Manton actions [10]. We show that one may generate identical lattice action distributions using either thermal updating scheme, with demonstration for a D = 3 and L = 4 isotropic lattice having periodic boundary conditions. The running time of the heatbath algorithm compares favorably with that of the Metropolis algorithm using either action and displays the expected linear dependence on lattice volume L^D. Both the link and plaquette decorrelation rates are evaluated for a particular case of N and β, where the heatbath algorithm is found to outperform the Metropolis algorithm in both execution speed and decorrelation rate.

Summary of notation:
Isotropic Euclidean lattice regularization x/a ∈ \{L^D\}
Special unitary group SU(N) with identity Tr I = N
Link variables U ∈ \{U\}, plaquette variables Q ∈ \{Q\}
Exponential parametrization Q = exp(i \sum_a q_a H_a)
Generator normalization Tr H_a H_b = 2 \delta_{ab}
Conjugate transposition U^† = U^{-1}, H^† = H
Frobenius norm ||Q||^2_F = Tr Q^† Q, ||q||^2_F = \sum_a q_a^2
Riemann metric d_F(Q_1, Q_2) = ||Q_1 - Q_2||^2_F
Riemann norm ||Q||^2_R = ||log Q||^2_F/2
Boltzmann factor exp(-S) = exp(-1/\beta \sum_Q S_Q)
Wilson action S_W(Q) = d_F^2(I, Q)/2N = 1 - Re Tr Q/N
Manton action S_M(Q) = d_F^2(I, Q)/N = ||log Q||^2_F/2N

II. COMPARISON OF ACTION DEFINITIONS

The Wilson action is recognized as a measure of the gauge invariant plaquette element’s distance from the identity normalized by the gauge group N. Working backwards from the usual expression, one writes

\[ S_W(Q) = 1 - \text{Re} \ Tr \ Q/N, \]

\[ = \text{Tr} \ [2I - (Q + Q^\dagger)] / 2N, \]

\[ = \text{Tr} \ [(I - Q)^\dagger (I - Q)] / 2N, \]

\[ = d_F^2(I, Q)/2N, \]  

where the Frobenius metric measures the distance from the identity to the plaquette in the space of the general linear group GL(N, \mathbb{C}). Similarly, the Manton action is related to the Riemann metric of the plaquette matrix Q, which measures the distance along the one parameter subgroup of SU(N) connecting I to Q, given by Q^\rho = \exp(\rho \log Q) for 0 ≤ ρ ≤ 1. Using the exponential parametrization Q = exp(i \sum_a q_a H_a) for traceless Hermitian generators H normalized to Tr H_a H_b = 2 \delta_{ab}, the Riemann norm in the matrix representation is equal to the Frobenius norm in the vector representation, ||log Q||^2_F = Tr \sum_a q_a^2 H_a^2 = 2 ||q||^2_F, so that the Manton action is proportional to squared radius of the pa-
Wilson action to the Yang-Mills action is well known \cite{10} and will not be repeated here. Picking up the derivation for the Manton action in \(D = 4\) at the plaquette discretization \(Q_{\mu\nu}(x) = \exp[-a^2 G_{\mu\nu}(x)]\) for \(G_{\mu\nu}(x) = F_{\mu\nu}(x) + O(a)\), one finds \(\log Q = -a^2 F_{\mu\nu} + O(a^3)\). Then one may write
\[
S_M(Q) = \frac{1}{N} d_R^2(I, Q) = \frac{1}{2N} \|\log Q\|^2 = \frac{a^4}{2N} \text{Tr} G_{\mu\nu}^1 G_{\mu\nu}^1 ,
\]
and doubling the plaquette sum \(2 \sum_Q = \sum_{x, \mu, \nu}\), one obtains
\[
S = \beta \sum_Q S_M(Q) = -\frac{\beta}{4N} \sum_x a^4 F_{\mu\nu}(x) F^{\mu\nu}(x) + O(a^5) ,
\]
where the minus sign appears because \(A_\mu(x) = -igA_\mu^0 H_b\) for coupling constant \(g\). Thus, pure lattice gauge field theory may be described equally in the limit \(\beta \to \infty\) by either the Wilson or the Manton action. The coupling may become dimensionful \(\beta = 2N/a^4 - Dg^2\) when \(D \neq 4\). The numerator for \(\beta\) is conventional and serves to cancel the normalization factor in the denominator of the definition of the action; it might be more physical to normalize by the number of degrees of freedom in the gauge field \(d = N^2 - 1\) so that the normalized Manton action becomes the mean squared value of the parameters in the vector representation.

Later we will make use of the average of some number of \(\text{SU}(N)\) elements, so let us now look at how the projection of the sum relates to the choice of action. The link to be updated \(U\) is surrounded by \(n_C \equiv 2^{D-1}\) staples \(G_k \in \text{SU}(N)\) composed of the remainder of the plaquettes involving \(U\) whose sum belongs to the general linear group \(\sum_k G_k = G \in \text{GL}(N, \mathbb{C})\). Generalizing the discussion by Moakher \cite{2}, the Frobenius mean is the group element \(\overline{G}_F \in \text{SU}(N)\) which minimizes the metric of \(\text{GL}(N, \mathbb{C})\), such that \(\overline{G}_F = \arg \min_k d_F(U, G_k)\), which one may show is equal to the projection of \(G\) onto \(\text{SU}(N)\) that maximizes \(\text{Re} \; \text{Tr} \; \overline{G}_F G\). The most expedient evaluation \cite{11,12} is first to project from \(\text{GL}(N, \mathbb{C})\) to \(\text{SL}(N, \mathbb{C})\) by dividing out the \(N\)th root of the determinant \(\overline{G} = G/|G|^{1/N}\) and then from \(\text{SL}(N, \mathbb{C})\) to \(\text{SU}(N)\) using \(\overline{G}_F = \overline{G}(\overline{G})^{-1/2}\). Alternately, one may write
\[
\overline{G}_F = G(G^1G)^{-1/2}(G^{-1}G^1)^{1/2N} ,
\]
requiring care that the determinant comes out 1 when \(G\) is far from \(\text{SU}(N)\). The Riemann mean is the element \(\overline{G}_R\) which minimizes the metric of \(\text{SU}(N)\), such that \(\overline{G}_R = \arg \min_k d_R(U, G_k)\), which coincides with \(\overline{G}_F\) for the case \(n_C = 2\); otherwise, the means may differ but only by some small amount for elements sufficiently close together. No simple formula exists for \(\overline{G}_R\) in the general case (to our knowledge), though it may be found from a numerical minimization of the metric, and so for the following we will write \(\overline{G}\) for the projection of the staple sum, using \(\overline{G}_F\) for its evaluation when we really ought to be using \(\overline{G}_R\).

The bi-invariance of either metric ensures that distances are preserved under a unitary transformation.
d(UAV, UBV) = d(A, B), which for the Wilson action accounts for the permutation of the order of the elements under the trace. Thus, one can relate graphically the action of the plaquettes $Q_k = U G_k$ to the distances from $U^\dagger$ to the environment elements $G_k$, as shown in Fig. 2. The projection of the plaquettes is given simply by $Q = U G$. One can see that the action of the projected plaquette sum need not be simply related to the sum of the plaquette actions.

### III. DESCRIPTION OF THERMALIZATION ALGORITHMS

We will start by discussing the commonly used algorithm by Metropolis as well as the Creutz-Kennedy-Pendleton heatbath algorithm for SU(2) and why its direct extension appears intractable for $N > 2$. We will then describe our prescription for a general heatbath algorithm using the Manton action in $D = 3$. We verify our construction of the MP algorithm by comparing its results to those presented by Teper making use of the algorithm by Cabibbo and Marinari.

#### A. Metropolis algorithm

The benchmark algorithm for the thermal updating of gauge field configurations according to the Boltzmann factor $\exp(-S) = \exp(-\beta \sum_Q S_Q) \equiv \prod_Q W_Q$ is that of Metropolis, where the local transition probability for non-uniform sampling is composed of a trial and acceptance probability $p(U_{\text{new}} \leftarrow U_{\text{old}}) = p_A(U_{\text{new}} \leftarrow U_{\text{old}})$ such that

$$p_A(U_{\text{new}} \leftarrow U_{\text{old}}) \propto \min \left[1, \frac{W_{\text{new}}}{W_{\text{old}}} / \frac{p_T(U_{\text{new}} \leftarrow U_{\text{old}})}{p_T(U_{\text{old}} \leftarrow U_{\text{new}})} \right].$$

The usual implementation of the multi-hit Metropolis (MP) algorithm updates a link $U_{\text{new}} \leftarrow U_{\text{old}}$ by accumulating proposals $P \in SU(N)$ on the left of the original link $U_{\text{new}} = P U_{\text{old}}$. If the proposals $P$ are chosen such that inverses are equally likely $p_T(P) = p_T(P^\dagger)$, then the trial probabilities cancel in Eq. (7), leaving an acceptance probability proportional to the Boltzmann ratio $p_A \propto \exp[-\beta(S_{\text{new}} - S_{\text{old}})] = \exp(-\beta \Delta S)$, which is compared to a uniform deviate $\rho \in [0,1]$. Here, the $h_T = 10$ proposals $P = \exp(i \sum_p p a H_a)$ are generated by a Gaussian deviate on the parameters $p$ in $d$ dimensions with zero mean and variance controlled by a parameter $\epsilon_p \ll 1$, which adjusts during thermalization to tune the hit ratio $h_A/h_T \approx 1/2$ then is held fixed during measurements, so that $P$ and $P^\dagger$ have equal likelihood peaked at the identity.

Using the Wilson action, one can write $\Delta S = \text{Re Tr} \ (I - P) U_{\text{old}} G / N$, where $G$ is the sum of the staple elements $G_k$ surrounding the link to be updated. For the Manton action, each term in $\sum_k S_M(Q_k)$ must be evaluated; the most efficient means is to notice that $S_M(Q) = -\sum_j (\log \lambda_j)^2 / 2N$ where $\lambda_j$ are the eigenvalues of $Q = V_Q \Lambda Q V_Q^\dagger$. The additional calculational load approximately doubles the running time of the MP algorithm using the Manton action in $D = 3$. We verify our construction of the MP algorithm by comparing its results to those presented by Teper making use of the algorithm by Cabibbo and Marinari.

#### B. Creutz-Kennedy-Pendleton algorithm

For the case of $N = 2$ a direct heatbath algorithm is known. The CKP algorithm makes use of two features peculiar to SU(2): the simplicity of the spectral parametrization of group elements, $U = u_0 I + i \vec{u} \cdot \vec{H}$.

![FIG. 2. Distances are preserved under a unitary transformation of the group elements. The environment projection $\overline{G}$ minimizes the sum of the distances to the elements $G_k$, as shown by the dashed lines. The distances appearing in the action are shown by the solid lines.](image)
for $\vec{H} = \vec{\sigma}$ the Pauli matrices and $u_0 = \pm (1 - \|\vec{u}\|^2)^{1/2}$, and the proportionality of a sum of elements to another group element, $\bar{G} = G/|G|^{1/2}$. The Haar measure is reduced to $dU = du_0(1-u_0^{2})^{1/2}d^2\Omega_u$, where $\Omega_u$ is the solid angle along $\vec{u}$, and the Boltzmann weight according to the Wilson action is $\prod Q W_Q \propto \exp(\beta \text{Tr} U G/2)$. The action is parametrized as $U G = |G|^{1/2} U \bar{G} = |G|^{1/2} \bar{G}$ for $\bar{Q} = q_0 I + i \vec{q} \cdot \vec{\sigma}$, yielding a final distribution $\int \bar{Q} W_Q \propto \int \frac{1}{2} d q_0 (1-q_0^2)^{1/2} \exp(\beta |G|^{1/2} q_0) \int d^2 \Omega_u$. The angular distribution may be generated from normalized Gaussian deviates as above, leaving the single parameter $q_0$ to be determined. The Creutz algorithm generates the exponential factor from the cumulative distribution and corrects for the Haar measure using a rejection step, while the Kennedy-Pendleton variant includes a piece of the Haar measure with the exponential distribution under a suitable change of variable and corrects for the remainder with a rejection step.

The generalization of the CKP algorithm is depicted in Fig. 3 related to the right hand side of Fig. 2 by $G_k = \bar{G} (G^\dagger G_k)$. The proposal is parametrized as $P = \exp(i \vec{r} \vec{p} \cdot \vec{H})$ such that $P^0 = I$ and $P^{-r} = P^{r\dagger}$, where $\vec{p}$ is a random unit vector and $r$ is the Riemann metric between that element which minimizes the action $I_G$ and the proposal $P^r$. Decomposing the angular dependence $P^1 = V_1 \Lambda_1 V_1^\dagger$ lets one write the sum of the actions as $S_{\text{sum}} = \sum_k S_Q (V_1 \Lambda_1^{-1} V_1^\dagger G_k)$, which one relates to an action value drawn from the desired distribution by $S_{\text{draw}} = S_{\text{sum}}/n_G$. Using the Wilson action, one can write $S_{\text{sum}} = n_G - \text{Re} \text{ Tr } P^{-r}(G^\dagger G)^{1/2}/|G^{-1}G|^{1/2} N$ where $(G^\dagger G)^{1/2}$ is not an element of SU($N$). For the Manton action, the evaluation of the sum as a function of $r$ is even less tractable, so that no clear means of generating its distribution presents itself. We remark, however, that a biased-Metropolis algorithm [3, 4] may be built along these lines, where the distance $r$ would appear in the trial probability $p_T(P^r)$ and the distances for $S_{\text{sum}}$ appear in the Boltzmann ratio.

FIG. 3. Generalization of the CKP algorithm in terms of the group metric. The proposal $P^r$ is parametrized by its distance from the element which minimizes the action. These elements are related to those of Fig. 2 by $G_k = \bar{G} (G^\dagger G_k)$.

FIG. 4. Indirect heatbath updating generates $n_G$ proposals for plaquettes according to the canonical distribution whose projection is $\bar{P}$. Supposing $\bar{G} \rightarrow \bar{P}$ given fixed $\bar{G}$ requires the updated link to take the value $U_{\text{new}} = \bar{P} \bar{G}^\dagger$.

C. Indirect heatbath algorithm for general $N$

The first step in developing a local heatbath (HB) algorithm is to break the relationship between the links $U_{\text{new}}$ and $U_{\text{old}}$ so that updates are generated with the canonical distribution $d U_{\text{new}} \exp(-\beta S_{\text{new}})$ without regard to the current link value $U_{\text{old}}$. As the direct generalization of the CKP heatbath algorithm is intractable, we propose an indirect scheme for generating the updates $U_{\text{new}}$. We start by generating $n_G$ proposals for plaquette elements $P_k$ with action drawn from a gamma distribution as detailed below—one may think of these as selecting new environment elements for a fixed link value of $U_{\text{old}}$. After taking their projection $\bar{P}$, we reverse the sense of what has changed, supposing the environment projection remains $\bar{G}$ while the plaquette projection $\bar{G} \rightarrow \bar{P}$, so that the updated link takes the value $U_{\text{new}} = \bar{P} \bar{G}^\dagger$, as shown in Fig. 4. While it would be nice to get $\bar{P}$ with the generation of a single random element, the action of the projected sum does not appear to be simply related to the sum of the actions for $N \gg 2$.

The generation of the gamma distribution for the action $S_M(P_k)$ is accomplished using the rejection method [15]. Retaining only the radial coordinate, the Haar measure [10] (accounting for our generator normalization) is $dP \propto dr^{d-1} \exp\left[-r^2 N/6 + O(r^4)\right]$, and the local partition function $Z_P$ is written as

$$
\int dP e^{-\beta S_M(P)} \propto \int_0^{\|I\|_R} dr r^{d-1} e^{-\beta N/6) r^2} ,
$$

$$
\int_0^{\|I\|_R} dr r^a e^{-b r^2} ,
$$

and

$$
\gamma \left( \frac{a + 1}{2} , b ||I||^2_R \right) ,
$$

where $\gamma(a, y) = \int_0^y dr r^{a-1} e^{-r}$ is the incomplete gamma function. The cumulative distribution is $F(r) = \gamma((a + 1)/2, br^2)/Z_P$, and the unnormalized frequency distribution is $f(r) = r^a \exp(-br^2) \propto dF/dr$. The frequency
distribution is peaked at $r_p = (a/2b)^{1/2}$ with a value $f_p = (a/2b)^{1/2} \exp(-a/2)$. The distribution is approximated by first fitting a Gaussian to the range $r > r_p$ by minimizing $\int dr \{ \exp[-(r-r_p)^2/2\sigma^2] - f/f_p \}^2$ and then writing $g(r) = f_p \exp[-(r-r_p)^2/s^2]$, where $s \equiv (3\sigma^2)^{1/2}$ expands the Gaussian so that $g > f$. Its integral yields the cumulative distribution

$$G(r) \equiv \int_0^r dr' g(r') ,$$

$$\propto \text{erf} \left( \frac{r_p}{s} \right) - \text{erf} \left( \frac{r_p - r}{s} \right) ,$$

which one may invert analytically. For a value $G_{\text{draw}}$ drawn uniformly from the range $[0, G(||F'||R)]$, one gets

$$r_{\text{draw}} = r_p - s \text{erf}^{-1} \left[ \text{erf} \left( \frac{r_p}{s} \right) - G_{\text{draw}} \right] ,$$

which is accepted with a probability of $f(r_{\text{draw}})/g(r_{\text{draw}})$.

The normalized values of these distributions are shown in Fig. 5 for $N = 3$ and $\beta = 24$, along with the frequency distribution of $10^4$ draws. Due to the close approximation $g \approx f$, there is a fairly high acceptance rate of $F_{\text{max}}/G_{\text{max}} \gtrsim 75\%$.

**IV. LATTICE ACTION DISTRIBUTION**

To evaluate the performance of the indirect heatbath algorithm, we compare the expectation value of the plaquette action using the Manton definition $S_M \equiv \langle S_M(Q) \rangle_{Q\{\}}$ on a $D = 3, L = 4$ isotropic lattice measured over 100 configurations separated by 10 thermal sweeps following 100 thermalization sweeps from a warm start. We consider the MP algorithm using either the Wilson or Manton action, and for the HB algorithm we compare the effect of neglecting the exponential factor of the Haar measure $b_0 = \beta/N$ with its inclusion $b_H = b_0 + N/6$, as shown in Fig. 6. Normalizing the coupling by the number of degrees of freedom, the $N$ dependence of the mean action disappears so that the values of $\bar{S}_M(\beta/d)$ all follow the same linear relation on logarithmic axes—a similar plot obtains from the values presented by Teper. The effect of the choice of action definition in the MP algorithm is most noticeable at low $\beta$ values, where $\bar{S}_M(\text{MP}_W) > \bar{S}_M(\text{MP}_H)$. For the HB algorithm, we find that the mean action for $\text{SU}(2)$ is consistently slightly higher than the corresponding values for $N > 2$; we have not yet been able to root out the source of the discrepancy, but as the direct CKP algorithm applies here this issue is of no great concern. Interestingly, we find agreement between using HB with $b_0$ and MP with $S_W$ and between using HB with $b_H$ and MP with $S_M$, which is understandable considering that both $b_H$ and $S_M$ include higher order corrections to $b_0$ and $S_W$ as elements get further from the identity.

We next compare the plaquette action distribution for $\text{SU}(3)$ at $\beta = 24$ thermalized by MP with $S_M$ to that for HB with $b_H$, displayed in Fig. 7 as histograms using either linear or logarithmically spaced bins. The relation between the linear and logarithmic histograms may be expressed as $f_Q dS_M = S_M f_Q d(\log S_M)$, and a least squares regression over the logarithmic bins of a
function
\[ f_Q \propto S_M^{1+d/2} \exp (-\beta_{\text{fit}} S_M D/2) \]  
(14)
yields an estimate of the coupling from the generated action distribution of \( \beta_{\text{fit}}(\text{MP}_M) = 24.42 \) and \( \beta_{\text{fit}}(\text{HB}_H) = 24.24 \). (Technically one should perform a Bayesian regression to extract the parameters, but for our purposes here a simple fit is adequate.) The fitting function also is shown in Fig. 7, where the agreement of the action distributions is apparent.

We use the fitting function Eq. (14) to extract the coupling from the generated distributions used in Fig. 6 for \( N \in \{2, 3, 4, 5\} \) and \( \beta/d \in \{2, 3, 4, 5\} \), displayed in Table I. For consistency of comparison we use \( S_M \) in Eq. (14) even when using \( S_W \) or \( b_0 \) in the thermalization algorithm—these \( \beta_{\text{fit}} \) values are lower as \( S_W < S_M \). The \( \beta_{\text{fit}} \) values for MP with \( S_M \) and HB with \( b_H \) are in excellent agreement with each other and with the coupling \( \beta \) used in the updating algorithm, except for the case \( N = 2 \) which seems to show a slight systematic discrepancy as mentioned above. Certainly for the larger \( N \), the Metropolis and indirect heatbath algorithms generate mutually compatible lattice action distributions when using the Manton action and accounting for the exponential factor of the Haar measure.

| \( N \) | \( \beta_{\text{fit}} \) for \( \text{MP with } S_M \) | \( \beta_{\text{fit}} \) for \( \text{HB with } b_H \) |
|---|---|---|
| 2 | 5.56 | 5.11 |
| 3 | 14.48 | 14.65 |
| 4 | 26.87 | 27.38 |
| 5 | 42.96 | 43.44 |

V. RUNNING TIMES AND DECORRELATION RATES

To compare the efficiency of the algorithms, we measure the running time \( t_{10} \) of 10 thermalization sweeps for lattices with \( L \in \{4, 6, 8\} \) and \( D \in \{2, 3, 4\} \), as shown in Fig. 8. No optimizations have been made beyond the obvious, and the evaluation is on a serial processor. The expected linear dependence on lattice volume \( t_{10} \propto L^D \) is observed. The ratio of the running time for the MP algorithm using the Manton action to that for the Wilson action increases along with the lattice dimension \( D \). The running time for HB (using \( b_H \)) is always less than that for MP using \( S_M \) and is usually less than that for MP using \( S_W \). The indirect heatbath algorithm allows for the use of the Manton action with a computational efficiency exceeding that of the corresponding Metropolis algorithm.

To measure the correlation between two configurations \( \{U(x)\} \) and \( \{U'(x)\} \) separated by a given number of update sweeps, we consider both the link correlation \( C(U, U') = 1 - \|U U'|_{L} \|/\|U'|_{R} \| \) and the plaquette correlation \( C(Q, Q') \equiv 1 - \|Q Q'|_{L} \|/\|Q'|_{R} \| \) evaluated for a particular site and averaged over the lattice directions and volume. This measure of correlation equals 1 when \( U = U' \) and descends to some residual value determined by the inverse statistical temperature, as for high \( \beta \) none of the elements may stray far from the identity—early on...
FIG. 8. Running times $t_{10}$ for 10 thermal updating sweeps as a function of lattice volume $L^D$ for MP with $S_M$ shown as □, for MP with $S_W$ as ♦, and for HB with $b_H$ as ○.

we reproduced values similar to those of Ref. [13] using that definition of correlation.

VI. LINK VS PLAQUETTE SIMULATION

As an interesting conjoiner to our investigation of link updating by the heatbath algorithm, we would like to present some thoughts on an alternative approach to quantum gauge field simulations on a Euclidean lattice. An efficient means of generating random elements $Q$ with known action $S_M(Q)$ suggests the possibility of running a lattice simulation with plaquettes rather than links as the dynamic variables. As there is a $1:1$ geometrical correspondence between the number of links and the number of plaquettes, a given lattice configuration $\{U\}$ may equally well be represented as a configuration $\{Q\}$. Furthermore, the representation in $\{Q\}$ is gauge invariant, corresponding to an entire class of $\{U\}$ related by gauge transformations. Essentially, the plaquette representation “integrates out” the gauge degrees of freedom to leave one with invariant SU($N$) elements. How the lattice Bianchi identities should be satisfied needs to be investigated [20].

The obvious difficulty with such an approach is the construction of operators—how should they appear in the plaquette representation? We conjecture that the building blocks of plaquette elements should be added
as links are multiplied in their representation, so that all boundaries are closed (in the pure gauge theory). That construction is not unlike the depiction of bound currents in the macroscopic treatment of electromagnetism, a topic which may be familiar to some readers [21]. For the sectors of $J^{PC}$ with $C = +$ for $N \geq 2$, the usual operator $\text{Re } \text{Tr } Q C$ built from the trace of a product of links $Q C \equiv \Pi C U(C)$ over a closed path $C$ is obviously related to the Manton action for the element $Q C$, but for $C = -$ a similar construction is not yet known to us. Investigation of this approach is beyond the scope of the present work but remains a topic of interest.

VII. CONCLUSIONS

The availability of a general heatbath algorithm for $SU(N)$ lattice gauge theory has long been desired. While the Metropolis algorithm certainly is effective at thermalization, its implementation requires an overcommitment of resources to achieve a significant level of decorrelation. The advantage of the indirect heatbath algorithm is that a fewer number of trials are proposed for each link in a sweep, with consequent savings in time, energy, and ultimately money, as each flop exacts a price however small from the investigator. While we have not compared the indirect heatbath algorithm directly to that by Cabibbo and Marinari [7], we expect to see a similar savings due to treating each element as a unit rather than decomposing it according to a covering set of subgroups.

From the identification of the lattice action as the squared distance from the identity of the invariant plaquette element we have constructed a general heatbath algorithm for $SU(N)$ pure gauge theory. The algorithm consists of proposing a number of new plaquette elements, whose mean yields the updated link after dividing out the projection of the surrounding staple elements. The internal energy distribution obtained by the heatbath algorithm agrees with that produced by Metropolis updating, and the link and plaquette decorrelation rates compare favorably, as does the execution speed. The indirect heatbath algorithm incorporates the Manton action, to which the Wilson action is a leading order approximation, accounting for the metric within the special unitary group rather than the general linear group. By breaking the relationship between the link to be updated and its replacement, the indirect heatbath algorithm achieves the maximal decorrelation of gauge invariant objects with a minimal amount of effort.
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