Abstract—This paper deals with physical layer network-coding for the four-way wireless relaying scenario where four nodes A, B, C and D wish to communicate their messages to all the other nodes with the help of the relay node R. The scheme given in the paper is based on the denoise-and-forward scheme proposed first by Popovski et al. in [1]. Intending to minimize the number of channel uses, the protocol employs two phases: Multiple Access (MA) phase and Broadcast (BC) phase with each phase utilizing one channel use. This paper does the equivalent for the four-way relaying scenario as was done for the two-way relaying scenario by Koike-Akino et al. [2], and for three-way relaying scenario in [3]. It is observed that adaptively changing the network coding map used at the relay according to the channel conditions greatly reduces the impact of multiple access interference which occurs at the relay during the MA phase. These network coding maps are so chosen so that they satisfy a requirement called exclusive law. We show that when the four users transmit points from the same M-PSK constellation, every such network coding map that satisfies the exclusive law can be represented by a 4-fold Latin Hyper-Cube of side M. The network code map used by the relay for the BC phase is explicitly obtained and is aimed at reducing the effect of interference at the MA stage.

I. BACKGROUND AND PRELIMINARIES

Physical layer network coding for the two-way relay channel exploits the multiple access interference occurring at the relay so that the communication between the end nodes can be done using a two stage protocol. This two-stage protocol was first introduced in [4], and [5], [6] deal with the information theoretic studies for the scheme. In [2], modulation schemes to be used at the nodes for uncoded transmission for the two-way relaying were studied.

Work done for the relay channels with three or more user nodes is given in [3], [7]–[10]. In [7], a two stage operation called joint network and superposition coding, which employs four channel uses, three for the MA phase and one for the BC phase, has been proposed. The three users transmit to the relay node one-by-one in the first phase, and the relay node makes two superimposed XOR-ed packets and transmits back to the users in the BC phase. The packet from the node with the worst channel gain is XOR-ed with the other two packets. It is claimed by the authors that this scheme can be extended to more than three users as well. Work by Pischella and Ruyet in [9] proposes a lattice-based coding scheme combined with power control, composed of alternate MA and BC phases, consisting of four channel uses for three-way relaying. The relay receives an integer linear combination of the symbols transmitted by the user nodes. It is stated that the scheme can be extended to more number of users. These two works however deal with the information theoretic aspects of multi-way relaying.

In [10], the authors Jeon et al. adopt an ‘opportunistic scheduling technique’ for physical network coding where using a channel norm criterion and a minimum distance criterion, users in the MA as well as the BC phase are selected on the basis of instantaneous SNR. Their approach utilizes six channel uses in case of three-way relaying and it is mentioned that the approach can be extended to more number of users. A ‘Latin square-like condition’ for the three-way relay channel network code is proposed in [9], and it is suggested that cell swapping techniques on these Latin Cubes can be employed to improve upon these network codes. The protocol employs five channel uses, and the network coding map discussed doesn’t deal with the channel gains associated with the channels explicitly. Latin Cubes have been further explored as a tool to find the network coding map used by the relay, depending on the channel gain in [8]. The throughput performance of the two stage protocol for three-way relaying given in [3] is better than the throughput performance of the ‘opportunistic scheduling technique’ given in [10] at high SNR, as can be observed from the plots given in [3]. Our work in this paper further extends the approach used in [3] to four-way relaying and employs two channel uses for the entire information exchange amongst the four users, which makes the throughput performance of the scheme better than the other existing schemes.

We consider the four-way wireless relaying scenario shown in Fig. 1, where four-way data transfer takes place among the nodes A, B, C and D with the help of the relay R assuming that the four nodes operate in half-duplex mode. The relaying protocol consists of two phases, multiple access (MA) phase, consisting of one channel use during which A, B, C and D
transmit to R; and broadcast (BC) phase, in which R transmits to A, B, C and D in a single channel use. Network Coding is employed at R in such a way that A/B/C/D can decode B’s, C’s and D’s (A’s, C’s and D’s /A’s, B’s and C’s) messages, given that A/B/C/D knows its own message.

Our physical layer network coding strategy uses a mathematical structure called a Latin Hyper-Cube defined as follows:

Definition 1: An n-fold Latin Hyper-Cube $L$ of r-th order of size $M \times M \times \ldots \times M$ (n times) array containing $M^r$ entries, $M^{n-r}$ of each of $M^r$ kinds, such that each symbol occurs at most once for each value taken by each dimension of the hyper-cube.

For our purposes, we use only 4-fold Latin Hyper-Cubes of size M on the symbols from the set $Z_4 = \{0, 1, 2, \ldots, t-1\}$, $t \geq M$. In this hyper-cube, fixing the first dimension, that represents A’s transmitted symbol, we get a three dimensional array, which we will be referring to as cube; then B(C/D)’s transmitted symbols are along the files/rows/columns of each cube.

II. Signal Model

Multiple Access (MA) Phase:

Suppose A/B/C/D wants to send a 2-bit binary tuple to B, C and D(A, C and D/A, B and D/A, B and C). The symmetric 4-PSK constellation $\{\pm 1, \pm j\}$ denoted by $S$ as shown in Fig. 2, is used at A, B, C and D, and $\mu : \mathbb{F}_2^2 \to S$ denotes the map from bits to complex symbols used at A, B, C and D where $\mathbb{F}_2 = \{0, 1\}$. Let $x_A = \mu(s_A), x_B = \mu(s_B), x_C = \mu(s_C), x_D = \mu(s_D) \in S$ denote the complex symbols transmitted by A, B, C and D respectively, where $s_A, s_B, s_C, s_D \in \mathbb{F}_2$. We assume that the Channel State Information (CSI) is not available at the transmitting nodes and perfect CSI is available at the receiving nodes. The received signal at R in the MA phase is given by,

$$Y_R = H_{AA}x_A + H_{AB}x_B + H_{AC}x_C + H_{AD}x_D + Z_R,$$  \hspace{1cm} (1)

where $H_{AA}, H_{AB}, H_{AC}$ and $H_{AD}$ are the fading coefficients associated with the A-R, B-R, C-R and D-R link respectively. The additive noise $Z_R \sim \mathcal{CN}(0, \sigma^2)$ denotes the circularly symmetric complex Gaussian random variable with variance $\sigma^2$.

Let the effective constellation seen at the relay during the MA phase channel be denoted by $S_R(H_A, H_B, H_C, H_D)$, i.e.,

$$S_R(H_A, H_B, H_C, H_D) = \{H_Ax_A + H_Bx_B + H_Cx_C + H Dx_D | x_A, x_B, x_C, x_D \in S\}.$$

The minimum distance between the points in the constellation $S_R(H_A, H_B, H_C, H_D)$ denoted by $d_{min}(H_A, H_B, H_C, H_D)$ is given in [3] on the next page, where $S^n = S \times S \times \ldots \times S$ (n times). From [3], it is clear that there exists values of $(H_A, H_B, H_C, H_D)$, for which $d_{min}(H_A, H_B, H_C, H_D) = 0$. Let $\mathcal{H}$ = $\{(H_A, H_B, H_C, H_D) \in \mathbb{C}^4 | d_{min}(H_A, H_B, H_C, H_D) = 0\}$. The elements of $\mathcal{H}$ are called singular fade states. For singular fade states, $|S_R(H_A, H_B, H_C, H_D)| < 4^4$.

Definition 2: A fade state $(H_A, H_B, H_C, H_D)$ is defined to be a singular fade state for the MA phase of four-way relaying, if the cardinality of the signal set $S_R(H_A, H_B, H_C, H_D)$ is less than $4^4$.

Let the Maximum Likelihood (ML) estimate of $(x_A, x_B, x_C, x_D)$ be denoted by $(\hat{x}_A, \hat{x}_B, \hat{x}_C, \hat{x}_D) \in S^4$ at R based on the received complex number $Y_R$, i.e.,

$$\hat{x}_A, \hat{x}_B, \hat{x}_C, \hat{x}_D = \arg \min_{(x_A, x_B, x_C, x_D) \in S^4} \| Y_R - HX \|,$$  \hspace{1cm} (2)

where $H = [H_A H_B H_C H_D]$ and $X = [x_A x_B x_C x_D]^T$.

Broadcast (BC) Phase:

During the BC phase, the received signals at A, B, C and D are respectively given by,

$$y_A = h'_{A}x_R + z_A, \hspace{1cm} y_B = h'_{B}x_R + z_B, \hspace{1cm} y_C = h'_{C}x_R + z_C, \hspace{1cm} y_D = h'_{D}x_R + z_D$$

where $X_R = \mathcal{M}^{H_{A}, H_{B}, H_{C}, H_{D}}((\hat{x}_A, \hat{x}_B, \hat{x}_C, \hat{x}_D)) \in S'$ denotes the complex number transmitted by R and $H_{A}', H_{B}', H_{C}',$ and $H_{D}'$ respectively are the fading coefficients corresponding to the links R-A, R-B, R-C, and R-D. The additive noises $Z_A, Z_B, Z_C$ and $Z_D$ are $\mathcal{CN}(0, \sigma^2)$. During BC phase, R transmits a point from a signal set $S'$ given by a many to one map $\mathcal{M}^{H_{A}, H_{B}, H_{C}, H_{D}} : S^4 \to S'$ chosen by R, depending on the values of $H_A, H_B, H_C$ and $H_D$. The cardinality of $S' \geq 64 = 2^6$, since 6 bits about the other three users needs to be conveyed to each of A, B, C and D.

A cluster is the set of elements in $S'$ which are mapped to the same signal point in $S'$ by the map $\mathcal{M}^{H_{A}, H_{B}, H_{C}, H_{D}}$. Let $C_{H_{A}, H_{B}, H_{C}, H_{D}} = \{L_1, L_2, \ldots, L_l\}$ denote the set of all such clusters.

Definition 3: The cluster distance between clusters $L_i, L_j \in C_{H_{A}, H_{B}, H_{C}, H_{D}}$, as given in [4] on the next page, is the minimum among all the distances calculated between the points $(x_A, x_B, x_C, x_D) \in L_i$ and $(\hat{x}_A, \hat{x}_B, \hat{x}_C, \hat{x}_D) \in L_j$ in the effective constellation seen at the relay node R. The minimum among all the cluster distances among all pairs of the clustering $C_{H_{A}, H_{B}, H_{C}, H_{D}}$ is its minimum cluster distance, as given in [5] on the next page.

The performance during the MA phase depends on the minimum cluster distance, while the performance during the BC phase is dependent on the minimum distance of the signal set $S'$. A phenomenon referred to as distance shortening, given in [4], is described as the significant reduction in the value of...
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move the singular fade state defined as:

\[ d \in \text{the same cluster of the clustering used at relay node } R \]

As stated in Section II, a clustering satisfies the exclusive law, if it can be represented by a 4-fold Latin Hyper-Cube of side 4 so obtained, is a 4-fold Latin Hyper-Cube of side 4, for \( t \geq 64 \) (Definition 1). The clusters are obtained by putting together all the tuples \((i, j, k, l), i, j, k, l \in 0, 1, \ldots, t - 1 \) such that the entry in the \((i, j, k, l)\)-th slot is the same entry from \( Z_t \).

The same can be extended to an M-PSK constellation, i.e., if the network code used by the relay node in the BC phase satisfies exclusive law, it can be represented by a 4-fold Latin Hyper-Cube of side M and \( t \geq M^3 \) with cubes/rows/columns being indexed by the constellation point used by \( (A/B/C/D) \), symbols from the set \( Z_M \) (Fig. 3). Any arbitrary but unique symbol from \( \{L_1, \ldots, L_t\} \) denotes a unique cluster of a particular clustering.

IV. SINGULAR FADE SUBSPACES

As stated in Section II, a clustering \( C_{HA, HB, HC, HD} \) is said to remove singular fade state \( (H_A, H_B, H_C, H_D) \in \mathcal{H} \), if \( d_{min} (C_{HA, HB, HC, HD}) > 0 \), i.e., any two message sequences \((x_A, x_B, x_C, x_D) \in S^4 \) that coincide in the effective constellation received at the relay during the MA phase should be kept in the same cluster of \( C_{HA, HB, HC, HD} \). So, removing singular fade states for a four-way relay channel can alternatively be defined as:

**Definition 5:** A clustering \( C_{HA, HB, HC, HD} \) is said to remove the singular fade state \( (H_A, H_B, H_C, H_D) \in \mathcal{H} \), if any two possibilities of the messages sent by the users \((x_A, x_B, x_C, x_D), (x'_A, x'_B, x'_C, x'_D) \in S^4 \) that satisfy

\[ H_A x_A + H_B x_B + H_C x_C + H_D x_D = H_A x'_A + H_B x'_B + H_C x'_C + H_D x'_D \]

are placed together in the same cluster by the clustering.

**Definition 6:** A set \( \{(x_A, x_B, x_C, x_D)\} \in S^4 \) consisting of all the possibilities of \((x_A, x_B, x_C, x_D)\) that must be placed in the same cluster of the clustering used at relay node R in the BC phase in order to remove the singular fade state \( (H_A, H_B, H_C, H_D) \) is referred to as a Singularity Removal Constraint for the fade state \( (H_A, H_B, H_C, H_D) \) for four-way relaying scenario.

The relay receives a complex number, given by \( (1) \), at the end of MA phase. Using the ML estimate of this received complex number, R transmits a point from the constellation \( \mathcal{S}' \) with cardinality at most \( 4^4 \). Instead of R transmitting a point from the \( 4^4 \) point constellation resulting from all the possibilities of \((x_A, x_B, x_C, x_D)\), depending on the fade states, the relay R can choose to group these possibilities into clusters represented by a smaller constellation, so that the minimum cluster distance is minimized, as well as all the users receive the messages from the other three users, i.e., the clustering satisfies the exclusive law. We provide one such clustering for the case of four-way relaying in the following.

Let \((H_A, H_B, H_C, H_D)\) be the fade coefficient in the MA phase. Suppose \((H_A, H_B, H_C, H_D)\) is a singular fade state, and \( \Gamma \) is a singularity removal constraint corresponding to the singular fade state \((H_A, H_B, H_C, H_D)\). Then there exist \((x_A, x_B, x_C, x_D), (x'_A, x'_B, x'_C, x'_D) \in \Gamma\), \((x_A, x_B, x_C, x_D) \neq (x'_A, x'_B, x'_C, x'_D)\) such that,

\[ H_A x_A + H_B x_B + H_C x_C + H_D x_D = H_A x'_A + H_B x'_B + H_C x'_C + H_D x'_D \]

\[ \Rightarrow (H_A, H_B, H_C, H_D) \in \left\{ \left[ \begin{array}{cccc} x_A & x'_A \\ x_B & x'_B \\ x_C & x'_C \\ x_D & x'_D \end{array} \right] \right\} \]

where for a 4 \times 1 non-zero vector \( v \) over \( \mathbb{C} \),

\[ \langle v \rangle = \left\{ w = (w_1, w_2, w_3, w_4) \in \mathbb{C}^4 \mid w_1 v_1 + w_2 v_2 + w_3 v_3 + w_4 v_4 = 0 \right\} \]

It can be proven that \( \langle v \rangle \perp \) is a three-dimensional vector subspace of \( \mathbb{C}^4 \). Since \((x_A, x_B, x_C, x_D, x'_A, x'_B, x'_C, x'_D) \in S\), where \( S \) is finite, there are only finitely many possibilities for the right-hand side of \( (12) \). Thus the uncountably infinite singular fade states \((H_A, H_B, H_C, H_D)\), are points in a finite number of vector subspaces of \( \mathbb{C}^4 \). We shall refer to these finite number of vector subspaces as the Singular Fade Subspaces \( S \). There are four possibilities of singular fade subspaces for four-way relaying as we explain individually in the following.

**Case 1:** Only one of \( x_A - x'_A, x_B - x'_B, x_C - x'_C \) or \( x_D - x'_D \) is non-zero, resulting in the following 4 subcases:

1. \( x_B = x'_B, x_C = x'_C, x_D = x'_D \) and \( x_A \neq x'_A \)
2. \( x_A = x'_A, x_C = x'_C, x_D = x'_D \) and \( x_B \neq x'_B \)
3. \( x_A = x'_A, x_B = x'_B, x_D = x'_D \) and \( x_C \neq x'_C \)
4. \( x_A = x'_A, x_B = x'_B, x_C = x'_C, x_D \neq x'_D \)

**Case 2:** Two of \( x_A - x'_A, x_B - x'_B, x_C - x'_C \) or \( x_D - x'_D \) are non-zero, resulting in the following 6 subcases:

1. \( x_A = x'_A, x_B = x'_B, x_C \neq x'_C \) and \( x_D \neq x'_D \)
2. \( x_A = x'_A, x_C = x'_C, x_B \neq x'_B \) and \( x_D \neq x'_D \)
3. \( x_A = x'_A, x_D = x'_D, x_B \neq x'_B \) and \( x_C \neq x'_C \)
4. \( x_B = x'_B, x_C = x'_C, x_A \neq x'_A \) and \( x_D \neq x'_D \)
5. \( x_B = x'_B, x_D = x'_D, x_A \neq x'_A \) and \( x_C \neq x'_C \)
6. \( x_C = x'_C, x_D = x'_D, x_A \neq x'_A \) and \( x_B \neq x'_B \)

**Case 3:** Three of \( x_A - x'_A, x_B - x'_B, x_C - x'_C \) or \( x_D - x'_D \) are non-zero, resulting in the following 4 subcases:
x_A = x'_A, x_B \neq x'_B, x_C \neq x'_C \text{ and } x_D \neq x'_D \text{ } \lnot

2) x_A \neq x'_A, x_B = x'_B, x_C \neq x'_C \text{ and } x_D \neq x'_D \text{ } \lnot

3) x_A \neq x'_A, x_B \neq x'_B, x_C = x'_C \text{ and } x_D \neq x'_D \text{ } \lnot

4) x_A \neq x'_A, x_B \neq x'_B, x_C \neq x'_C \text{ and } x_D = x'_D

**Case 4:** All of x_A - x'_A, x_B - x'_B, x_C - x'_C, or x_D - x'_D are non-zero, i.e., x_A \neq x'_A, x_B \neq x'_B, x_C \neq x'_C \text{ and } x_D \neq x'_D.

**Case 1:** Only one of x_A - x'_A, x_B - x'_B, x_C - x'_C or x_D - x'_D is non-zero, resulting in 4 subcases. Without loss of generality, we discuss the first subcase of Case 1. The singular fade subspace in this case will be given by S' = \begin{bmatrix} x_A - x'_A \\ x_B - x'_B \\ x_C - x'_C \\ x_D - x'_D \end{bmatrix}^\perp.

Let D denote the set of differences of the points of S, i.e., D = \{x_i - x_j \mid x_i, x_j \in S\} = \{\pm1, \pm1, \pm2, \pm2\}. We can write, D = \{0\} \cup D_1 \cup D_2, where D_1 = \{\pm1, \pm1\} and D_2 = \{\pm2, \pm2\}.

Now, x_A - x'_A \in D can take eight non-zero values. So there are eight total possibilities for the vector [x_A - x'_A, 0, 0, 0]^T, where v^T denotes the transpose of a vector v. Since each one of ±1, ±2 can be obtained as scalar multiples of 1 + j over C, we have,

\begin{align*}
(-1)[1 + j, 0, 0, 0]^T &= [-1 - j, 0, 0, 0]^T \\
(j)[1 + j, 0, 0, 0]^T &= [1 + j, 0, 0, 0]^T \\
(-j)[1 + j, 0, 0, 0]^T &= [1 - j, 0, 0, 0]^T \\
(1 + j)[1 + j, 0, 0, 0]^T &= [2j, 0, 0, 0]^T \\
(-1 - j)[1 + j, 0, 0, 0]^T &= [-2j, 0, 0, 0]^T \\
(1 - j)[1 + j, 0, 0, 0]^T &= [2j, 0, 0, 0]^T \\
(-1 + j)[1 + j, 0, 0, 0]^T &= [-2, 0, 0, 0]^T
\end{align*}

Therefore,

\begin{align*}
\left[ \begin{array}{cccc}
1 + j \\
0 \\
0 \\
0
\end{array} \right] &= \left[ \begin{array}{cccc}
1 + j \\
1 + j \\
1 + j \\
1 + j
\end{array} \right] \\
\left[ \begin{array}{cccc}
0 \\
0 \\
0 \\
0
\end{array} \right] &= \left[ \begin{array}{cccc}
0 \\
0 \\
0 \\
0
\end{array} \right]
\end{align*}

As a result, only one singular fade subspace arises from this subcase, viz., S' = \begin{bmatrix} 1 + j, 0, 0, 0 \end{bmatrix}^T. Similarly, for the other three subcases, there is a single singular fade subspace, resulting in a total of 4 singular fade subspaces arising from this case.

**Case 2:** Two of x_A - x'_A, x_B - x'_B, x_C - x'_C, or x_D - x'_D are non-zero, resulting in 6 subcases. Without loss of generality, we consider the case for which the singular fade subspace for this case is given by S'' = \begin{bmatrix} x_A - x'_A \\ x_B - x'_B \\ x_C - x'_C \\ x_D - x'_D \end{bmatrix}^\perp. Both x_A - x'_A and x_B - x'_B \in D can take eight non-zero values each. There are therefore, 64 total possibilities for the vector [x_A - x'_A, x_B - x'_B, 0, 0]^T.

**Lemma 1:** Given v = [x_A - x'_A, x_B - x'_B, x_C - x'_C, x_D - x'_D]^T with entries from \( D_1 \cup D_2 \), when at least one of \( x_A \neq x'_A, x_B \neq x'_B, x_C \neq x'_C \) and \( x_D \neq x'_D \), there are precisely 4 or 8 vectors (including v) with entries from \( D_1 \cup D_2 \) that generate the same vector space over \( \mathbb{C} \) as v.

We partition and prove this Lemma in three parts: Lemma 2, Lemma 3, Lemma 4 given in Case 2, Case 3, and Case 4 respectively of this paper.

**Lemma 2:** When \( x_A \neq x'_A, x_B \neq x'_B, x_C = x'_C \text{ and } x_D = x'_D \), for a given vector \( v = [x_A - x'_A, x_B - x'_B, 0, 0]^T \) over \( D_1 \cup D_2 \), there are precisely 4 or 8 vectors (including v) over \( D_1 \cup D_2 \) that generate the same vector space over \( \mathbb{C} \) as v.

Proof: The difference constellation \( D = \Delta S = \{s - s' : s, s' \in S\} \) where S is 4-PSK constellation, is given by [12].

\[ \Delta S = \{0\} \cup \{2\sin(\pi n/4) e^{j\pi/2} \mid n \text{ odd} \} \]

\[ \cup \{2\sin(\pi n/4) e^{j(\pi/2 + \pi/4)} \mid n \text{ even} \}, \]

where 1 \leq n \leq 2 and 0 \leq k \leq 3. So, v can also be written as,

\[ v = \begin{bmatrix} x_A - x'_A \\ x_B - x'_B \\ x_C - x'_C \\ x_D - x'_D \end{bmatrix} = \begin{bmatrix} 2\sin\frac{2\pi k_1}{4} e^{j\phi_1} \\ 2\sin\frac{2\pi k_2}{4} e^{j\phi_2} \\ 0 \\ 0 \end{bmatrix} \]

where \( \phi_1 = k_1\pi/2 \) if \( k_1 \) is odd and \( \phi_1 = k_1\pi/2 + \pi/4 \) if \( k_1 \) is even.

A vector v over \( D_1 \cup D_2 \) shall generate the same vector space over \( \mathbb{C} \) iff w is a scalar multiple of v, i.e., for some complex number \( re^{j\theta} \in \mathbb{C} \),

\[ v = re^{j\theta}w \iff \begin{bmatrix} 2\sin\frac{\pi k_1}{4} e^{j\phi_1} \\ 2\sin\frac{\pi k_2}{4} e^{j\phi_2} \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} 2\sin\frac{\pi k_1}{4} e^{j\phi_3} \\ 2\sin\frac{\pi k_2}{4} e^{j\phi_4} \\ 0 \\ 0 \end{bmatrix} \]

where for \( i = 3, 4 \), \( \phi_i = k_i\pi/2 \) if \( k_i \) is odd and \( \phi_i = k_i\pi/2 + \pi/4 \) if \( k_i \) is even.

Then,

\[ 2\sin\frac{\pi k_1}{4} e^{j\phi_1} = re^{j\theta} \times 2\sin\frac{\pi k_3}{4} e^{j\phi_3} \tag{14} \]

and

\[ 2\sin\frac{\pi k_2}{4} e^{j\phi_2} = re^{j\theta} \times 2\sin\frac{\pi k_4}{4} e^{j\phi_4}. \tag{15} \]

Dividing (14) by (15) and taking modulus of both sides, we get

\[ \frac{\sin \frac{\pi k_1}{4}}{\sin \frac{\pi k_2}{4}} = \frac{\sin \frac{\pi k_3}{4}}{\sin \frac{\pi k_4}{4}}. \tag{16} \]

As shown in [12], this is possible only if \( k_1 = k_3 \) and \( k_2 = k_4 \). Also, from (14) and (15) we have

\[ \frac{\sin \frac{\pi k_1}{4}}{\sin \frac{\pi k_2}{4}} e^{j(\phi_1 - \phi_2)} = \frac{\sin \frac{\pi k_3}{4}}{\sin \frac{\pi k_4}{4}} e^{j(\phi_3 - \phi_4)}. \tag{17} \]

From (16) and (17), we have

\[ e^{j(\phi_1 - \phi_2)} = e^{j(\phi_3 - \phi_4)}. \tag{18} \]
Note that here, the LHS is fixed. It therefore suffices to compute the number of values that RHS takes for the fixed value of the LHS. It can be verified, that for a fixed value of $\phi_3 - \phi_4$, there are precisely four pairs of values of $\phi_3$ and $\phi_4$ that result in the same value of $\phi_3 - \phi_4$. We now look at the following possibilities:

**Case 1**: $k_1 = k_2$. Then, $k_3 = k_4$, i.e., there are exactly two possibilities for $k_1$ and $k_2$, viz., $k_3 = k_1 = 1$ and $k_1 = k_2 = 2$. With two pairs of values for $k_3$ and $k_4$ and four pairs of values for $\phi_3$ and $\phi_4$, we have a total of eight set of values that $w$ can take. Hence, in this case, the vector space generated by $v$ can be generated by exactly eight other vectors over $D_1 \cup D_2$.

**Case 2**: $k_1 \neq k_2$. Then, $k_3 \neq k_4$, i.e., there is precisely one possibility for $k_1$ and $k_2$, viz., $k_3 = k_1$ and $k_1 = k_2$. With only one possible set of values for $k_3$ and $k_4$ and four pairs of values for $\phi_3$ and $\phi_4$, we have a total of four set of values that $w$ can take. Hence, in this case, the vector space generated by $v$ can be generated by exactly four other vectors over $D_1 \cup D_2$.

In this case we end up with 12 singular fade subspaces given by the null spaces of the spaces given above in Fig. 4. Similarly, for each of the other five subcases, there are 12 singular fade subspaces, resulting in a total of 72 singular fade subspaces for the case.

**Case 3**: Three of $x_A - x'_A$, $x_B - x'_B$, $x_C - x'_C$, or $x_D - x'_D$ are non-zero, resulting in 4 subcases. Consider the subcase, where the singular fade subspace in this case is given by,

$$S'' = \langle \begin{bmatrix} x_A - x'_A \\ x_B - x'_B \\ x_C - x'_C \\ x_D - x'_D \end{bmatrix} \rangle.$$  

Here each of $x_A - x'_A$, $x_B - x'_B$, and $x_C - x'_C$, $x_D - x'_D \in D$ can take eight non-zero values. There are therefore, 512 total possibilities for the vector $[x_A - x'_A, x_B - x'_B, x_C - x'_C, x_D - x'_D]^T$.

**Lemma 3**: For the case when $x_A - x'_A \neq 0$, $x_B - x'_B \neq 0$, $x_C - x'_C \neq 0$ and $x_D - x'_D = 0$, for a given vector $v = [x_A - x'_A, x_B - x'_B, x_C - x'_C, 0]^T$ over $D_1 \cup D_2$, there are precisely 4 or 8 vectors (including $v$) over $D_1 \cup D_2$ that generate the same vector space over $C$ as $v$.

**Proof**: The proof of this Lemma is similar to the proof of Lemma 1 and is therefore omitted.

Since $x_A - x'_A$, $x_B - x'_B$ and $x_C - x'_C \in D$ are non-zero, we can say that $x_A - x'_A$, $x_B - x'_B$ and $x_C - x'_C \in D_1 \cup D_2$.

As a result, we have the following three subcases:

1) One of $x_A - x'_A$, $x_B - x'_B$ and $x_C - x'_C \in D_1$.
2) Two of $x_A - x'_A$, $x_B - x'_B$ and $x_C - x'_C \in D_1$.
3) All of $x_A - x'_A$, $x_B - x'_B$ and $x_C - x'_C \in D_1$.

We deal with each one of the subcases one-by-one.

**Subcase 1**: One of $x_A - x'_A$, $x_B - x'_B$ and $x_C - x'_C \in D_1$.

Without loss of generality, we assume that $x_A - x'_A \in D_1$ and $x_B - x'_B$, $x_C - x'_C \in D_2$. There are 64 possibilities for the vector $v' = [x_A - x'_A, x_B - x'_B, x_C - x'_C, 0]^T$.

For each of the 64 possibilities for the vector $v' = [x_A - x'_A, x_B - x'_B, x_C - x'_C, 0]^T$, precisely 4 vectors of length 4 over $D_1 \cup D_2$ generate the same vector space over $C$. As a result, this case leads to 16 singular fade subspaces.

The same holds for the case when $x_A - x'_A \in D_1$ and $x_B - x'_B, x_C - x'_C \in D_2$, or when $x_C - x'_C \in D_1$ and $x_A - x'_A, x_B - x'_B \in D_2$. This subcase therefore results in 48 singular fade subspaces.

**Subcase 2**: Two of $x_A - x'_A$, $x_B - x'_B$ and $x_C - x'_C \in D_1$.

This subcase can be dealt with similar to the Subcase 1 and hence also results in 48 singular fade subspaces.

**Subcase 3**: All of $x_A - x'_A$, $x_B - x'_B$ and $x_C - x'_C \in D_1$ (or $D_2$). There are 128 possibilities for the vector $[x_A - x'_A, x_B - x'_B, x_C - x'_C, 0]^T$ over $D_1$ (or $D_2$). For a given such vector, 8 other possibilities of $4$ length vectors over $D_1 \cup D_2$ that generate the same vector space over $C$. The subcase therefore leads to a total of $128/8=16$ singular fade subspaces.

The three subcases result in a total of $48+48+16=112$ singular fade subspaces. So, there are a total of $4 \times 112 = 448$ singular fade subspaces corresponding to Case 3.
**Case 4:** All of $x_A - x'_A$, $x_B - x'_B$, $x_C - x'_C$, or $x_D - x'_D$ are non-zero. The singular fade subspace in this case is given by, $S'' = \{ \left[ \begin{array}{c} x_A - x'_A \\ x_B - x'_B \\ x_C - x'_C \\ x_D - x'_D \end{array} \right] \}$. Here each of $x_A - x'_A$, $x_B - x'_B$, $x_C - x'_C$, and $x_D - x'_D \in D$ can take eight non-zero values. There are therefore, 4096 total possibilities for the vector $[x_A - x'_A, x_B - x'_B, x_C - x'_C, x_D - x'_D]$. 

**Lemma 4:** For the case when $x_A \neq x'_A$, $x_B \neq x'_B$, $x_C \neq x'_C$ and $x_D \neq x'_D$, for a given vector $v = [x_A - x'_A, x_B - x'_B, x_C - x'_C, x_D - x'_D] \in D_1 \cup D_2$, there are precisely 4 or 8 vectors (including $v$) over $D_1 \cup D_2$ that generate the same vector space over $C$ as $v$.

**Proof:** As mentioned in the proof of Lemma 1, from [12],

$$D = \Delta S = \{0\} \cup \{2\sin(\pi n/4) e^{j\pi k/2} | n \text{ odd}\} \cup \{2\sin(\pi n/4) e^{j(\pi k/2+\pi/4)} | n \text{ even}\},$$

where $1 \leq n \leq 2$ and $0 \leq k \leq 3$. Therefore, we can write,

$$v = \begin{bmatrix} x_A - x'_A \\ x_B - x'_B \\ x_C - x'_C \\ x_D - x'_D \end{bmatrix} = \begin{bmatrix} 2\sin\frac{\pi k_1}{4} e^{j\phi_1} \\ 2\sin\frac{\pi k_2}{4} e^{j\phi_2} \\ 2\sin\frac{\pi k_3}{4} e^{j\phi_3} \\ 2\sin\frac{\pi k_4}{4} e^{j\phi_4} \end{bmatrix}$$

where $\phi_i = k_i \pi/2$ if $k_i$ is odd and $\phi_i = k_i \pi/2 + \pi/4$ if $k_i$ is even.

A vector $w$ over $D_1 \cup D_2$ shall generate the same vector space over $C$ iff $w$ is a scalar multiple of $v$, i.e. for some complex number $re^{j\theta} \in C$,

$$v = re^{j\theta}w \Rightarrow \begin{bmatrix} 2\sin\frac{\pi k_1}{4} e^{j\phi_1} \\ 2\sin\frac{\pi k_2}{4} e^{j\phi_2} \\ 2\sin\frac{\pi k_3}{4} e^{j\phi_3} \\ 2\sin\frac{\pi k_4}{4} e^{j\phi_4} \end{bmatrix} = \begin{bmatrix} 2\sin\frac{\pi k_1}{4} e^{j\phi_1} \\ 2\sin\frac{\pi k_2}{4} e^{j\phi_2} \\ 2\sin\frac{\pi k_3}{4} e^{j\phi_3} \\ 2\sin\frac{\pi k_4}{4} e^{j\phi_4} \end{bmatrix}$$

where for $i = 4, 5, 6$, $\phi_i = k_i \pi/2$ if $k_i$ is odd and $\phi_i = k_i \pi/2 + \pi/4$ if $k_i$ is even.

Then,

$$2\sin\frac{\pi k_1}{4} e^{j\phi_1} = re^{j\theta} \times 2\sin\frac{\pi k_5}{4} e^{j\phi_5}, \quad (19)$$

$$2\sin\frac{\pi k_2}{4} e^{j\phi_2} = re^{j\theta} \times 2\sin\frac{\pi k_6}{4} e^{j\phi_6}, \quad (20)$$

$$2\sin\frac{\pi k_3}{4} e^{j\phi_3} = re^{j\theta} \times 2\sin\frac{\pi k_7}{4} e^{j\phi_7}, \quad (21)$$

and,

$$2\sin\frac{\pi k_4}{4} e^{j\phi_4} = re^{j\theta} \times 2\sin\frac{\pi k_8}{4} e^{j\phi_8}. \quad (22)$$

Dividing (19) by (20) and taking modulus of both sides, we get

$$\frac{\sin\frac{\pi k_1}{4}}{\sin\frac{\pi k_5}{4}} = \frac{\sin\frac{\pi k_5}{4}}{\sin\frac{\pi k_1}{4}}. \quad (23)$$

As shown in [12], this is possible only if $k_1 = k_5$ and $k_2 = k_6$. Similarly, dividing (19) by (21) and taking modulus of both sides, we get

$$\frac{\sin\frac{\pi k_1}{4}}{\sin\frac{\pi k_7}{4}} = \frac{\sin\frac{\pi k_7}{4}}{\sin\frac{\pi k_1}{4}}. \quad (24)$$

This is possible only if $k_1 = k_5$ and $k_3 = k_7$. Similarly,

$$k_1 = k_6 \text{ and } k_4 = k_8. \quad (25)$$

Also, from (19) and (20) we have

$$\frac{\sin\frac{\pi k_1}{4}}{\sin\frac{\pi k_2}{4}} e^{j(\phi_1 - \phi_2)} = \frac{\sin\frac{\pi k_5}{4}}{\sin\frac{\pi k_6}{4}} e^{j(\phi_5 - \phi_6)}. \quad (26)$$

From (25) and (26), we have

$$e^{j(\phi_1 - \phi_2)} = e^{j(\phi_5 - \phi_6)}. \quad (27)$$

Similarly,

$$e^{j(\phi_1 - \phi_3)} = e^{j(\phi_5 - \phi_7)}. \quad (28)$$

and

$$e^{j(\phi_1 - \phi_4)} = e^{j(\phi_5 - \phi_8)}. \quad (29)$$

In (27), (28) and (29), the LHS is fixed. It therefore suffices to compute the number of values that the RHS takes for fixed LHS in the three equations. It can be verified, that for a fixed value of $\phi_1$, $\phi_2$, $\phi_3$ and $\phi_4$, there are precisely four set of values of $\phi_5$, $\phi_6$, $\phi_7$ and $\phi_8$ that result in the same value of $\phi_1 - \phi_2$, $\phi_1 - \phi_3$ and $\phi_1 - \phi_4$. We now look at the following possibilities:

**Case 1:** $k_1 = k_2 = k_3 = k_4$. Then, $k_5 = k_6 = k_7 = k_8$, i.e., there are exactly two possibilities for $k_5$, $k_6$, $k_7$ and $k_8$, viz., $k_5 = k_6 = k_7 = k_8 = 1$ or $k_5 = k_6 = k_7 = k_8 = 2$. With two sets of values for $k_5$, $k_6$, $k_7$ and $k_8$ and four sets of values for $\phi_5$, $\phi_6$, $\phi_7$ and $\phi_8$, we have a total of eight set of values that $w$ can take. Hence, in this case, the vector space generated by $v$ can be generated by exactly eight other vectors over $D_1 \cup D_2$.

**Case 2:** At least one of $k_i \neq k_j$, for $1 \leq i \leq 4$, $1 \leq j \leq 4$. Then, $k_{i+4} \neq k_{j+4}$, so that, using (23), (24) and (25), there is precisely one possibility for $k_5$, $k_6$, $k_7$, $k_8$, viz., $k_5 = k_1$, $k_6 = k_2$, $k_7 = k_3$ and $k_8 = k_4$. With only one possible set of values for $k_5$, $k_6$, $k_7$ and $k_8$ and four sets of values for $\phi_5$, $\phi_6$, $\phi_7$ and $\phi_8$, we have a total of four set of values that $w$ can take. Hence, in this case, the vector space generated by $v$ can be generated by exactly four other vectors over $D_1 \cup D_2$.

In Case 4, since all of $x_A - x'_A$, $x_B - x'_B$, $x_C - x'_C$ and $x_D - x'_D \in D$ are non-zero, we can say that

$$x_A - x'_A, x_B - x'_B, x_C - x'_C \text{ and } x_D - x'_D \in D_1 \cup D_2. \quad \square$$

As a result, we have the following four subcases:

1) Only one of $x_A - x'_A$, $x_B - x'_B$, $x_C - x'_C$, and $x_D - x'_D \in D_1$

2) Two of $x_A - x'_A$, $x_B - x'_B$, $x_C - x'_C$ and $x_D - x'_D \in D_1$

3) Three of $x_A - x'_A$, $x_B - x'_B$, $x_C - x'_C$ and $x_D - x'_D \in D_1$

4) All of $x_A - x'_A$, $x_B - x'_B$, $x_C - x'_C$ and $x_D - x'_D \in D_1$

We deal with each one of the subcases one-by-one.
**Subcase 1:** Only one of \( x_A - x'A, \ x_B - x'B, \ x_C - x'C \) and \( x_D - x'D \in D_1 \). Without loss of generality, we assume that \( x_A - x'A \in D_1 \) and \( x_B - x'B, x_C - x'C, x_D - x'D \in D_2 \). There are 256 possibilities for the vector \( v' = [x_A - x'A, x_B - x'B, x_C - x'C, x_D - x'D]^t \). But precisely 4 vectors of length 4 over \( D_1 \cup D_2 \), i.e. the \{±1, ±j\} scalar multiples of the vector generate the same vector space over \( \mathbb{C} \). As a result, the case \( x_A - x'A \in D_1 \) and \( x_D - x'D \in D_2 \) leads to 64 singular fade subspaces. The same holds for the case when \( x_B - x'_B \in D_1 \) and \( x_A - x'A, x_C - x'C, x_D - x'D \in D_2 \), when \( x_C - x'C \in D_1 \), and \( x_A - x'A, x_B - x'B, x_C - x'C, x_D - x'D \in D_2 \), or when \( x_D - x'D \in D_1 \) and \( x_A - x'A, x_B - x'B, x_D - x'D \in D_2 \). This subcase therefore results in 256 singular fade subspaces.

**Subcase 2:** Two of \( x_A - x'A, x_B - x'B, x_C - x'C, \) and \( x_D - x'D \in D_1 \). This subcase can be dealt with similar to the Subcase 1 and results in 384 singular fade subspaces.

**Subcase 3:** Three of \( x_A - x'A, x_B - x'B, x_C - x'C, \) and \( x_D - x'D \in D_1 \). This subcase can also be dealt with similar to the Subcase 1 and results in 256 singular fade subspaces.

**Subcase 4:** All of, or none of \( x_A - x'A, x_B - x'B, x_C - x'C, \) and \( x_D - x'D \in D_1 \). There are 256 possibilities for the vector \( [x_A - x'A, x_B - x'B, x_C - x'C]^t \) over \( D_1 \cup D_2 \) that generate the same vector space over \( \mathbb{C} \) are the \{±1, ±j, ±1 ± j\} scalar multiples of the vector. The case \( x_A - x'A, x_B - x'B, x_C - x'C \in D_1 \) leads to a total of 64 singular fade subspaces. These 64 singular fade subspaces have been listed in the Appendix.

The four cases result in a total of 47+72+448+960=1484 singular fade subspaces. As done for 4-PSK case, this computation can be similarly done for the case when M-PSK \((M > 4)\) constellation is used at the nodes. We now discuss how these singular fade subspaces can be removed using 4-fold Latin Hyper-Cube of side 4.

**V. REMOVING SINGULAR FADE SUBSPACES**

We now cluster the possibilities of \((x_A, x_B, x_C, x_D)\) into a clustering that can be represented by a 4-fold Latin Hyper-Cubes of side 4. This clustering is represented by a constellation given by \(S'\), which is utilized by the relay node \( R \) in the BC phase. The objective is to obtain a clustering that removes the singular fade subspaces, and then attempts to minimize the size of this constellation used by \( R \). This clustering to be used at \( R \), first constrains the possibilities of \((x_A, x_B, x_C, x_D)\) received at the MA phase, with the objective of removing the singular fade subspaces, and fills the entries of a 4 × 4 × 4 × 4 array representing the map to be used at the relay using these constraints, and then completes the partially filled array obtained to form a 4-fold Latin hyper-cube of side 4. The mapping to be used at \( R \) can be obtained from the complete Latin hyper-cube keeping in mind the equivalence between the relay map with the 4-fold Latin Hyper-Cube of side 4 as shown in Section III.

During the MA phase for the four-way relaying scenario, nodes A, B, C and D transmit to the relay \( R \). As shown in the previous section, there is a total of 1484 singular fade subspaces. Let the fade state \((h_A, h_B, h_C, h_D)\) denote a point in one of the 1484 singular fade subspaces. The constraints on the \(4 \times 4 \times 4 \times 4\) array representing the map at the relay node \( R \) during BC phase for a singular fade state, can be obtained using the vectors of differences, viz., \([x_A - x'A, x_B - x'B, x_C - x'C, x_D - x'D]\), contributing to this particular singular fade state. So, if \((h_A, h_B, h_C, h_D)\) is \([x_A - x'A, x_B - x'B, x_C - x'C, x_D - x'D]\), then, \((x_A, x_B, x_C, x_D, \{x_A - x'A, x_B - x'B, x_C - x'C, x_D - x'D\}) \) is in \(S'\). For a clustering to remove the singular fade state \((h_A, h_B, h_C, h_D)\), i.e., for the minimum distance of the clustering to be greater than 0 (Section II), the pair \((x_A, x_B, x_C, x_D)\) in the \(4 \times 4 \times 4 \times 4\) array must be the same as the entry corresponding to \((x_A, x_B, x_C, x_D)\) in the same cluster. Alternatively, we can say that the entry corresponding to \((x_A, x_B, x_C, x_D)\) in the \(4 \times 4 \times 4 \times 4\) array must be in a 4-fold Latin Hyper-Cube of side 4. This algorithm is given in detail in Algorithm 1. The above clustering scheme, however, cannot be utilized to remove the singular fade subspaces of Case 1, Case 2 and Case 3 of the previous section, as shown in the following lemma.

**Lemma 5:** The clustering map used at the relay node \( R \) cannot remove a singular fade state corresponding to the Case 1, Case 2 and Case 3 of the previous section and simultaneously satisfy the mutually exclusive law.

We refer to the singular fade subspaces given in Case 1, Case 2 and Case 3 of the previous section, whose harmful effects cannot be removed by a proper choice of the clustering, as the non-removable singular fade subspaces. We now illustrate the removal of a Case 4 singular fade state with the help of the following example.

**Example 1:** Consider the case for which the singular fade subspace is given by

\[
\begin{bmatrix}
1 & -1 & j & 0 \\
1 & 1 & -j & 0 \\
1 & -1 & -j & 0 \\
1 & 1 & j & 0
\end{bmatrix}
\]

The first vector is \([-1 - j, 1 + j, 1 + j, 1 - j]\). Now, \(-1 - j\) can be obtained either as a difference of \(x_A = -1\) and \(x_A' = j\) or as a difference of \(x_A = -j\) and \(x_A' = 1\). Similarly, \(1 + j\) can be obtained as a difference of \(1\) and \(-j\) or as a difference of \(-1\) and \(-j\). \(-1 - j\) and \(-1 + j\) can be obtained as a difference of \(x_D = 1\) and \(x_D' = j\) or as a difference of \(x_D = -j\) and \(x_D' = 1\). Thus, the entries corresponding to

\[
\{(1, 1, 1, 1), (j, -j, -j, j), (1, -1, 1, -1), (j, -j, j, -1), (1, -1, 1, j), (j, -j, -1, j), (1, -1, j, -1), (j, -j, -1, -1)\}
\]
The completed Latin Hyper Cube is as shown in Table I.

Algorithm 1 to form a 4-fold Latin Hyper-Cube of side 4.

Repeating the constraints of the previous section, a clustering of size between 64 to 90 can be achieved by first constraining the array representing the relay map in order to remove the singular fade state and then completing the constrained array using the provided algorithm.

|Eb/No, dB| 0 | 2.5 | 5 | 7.5 | 10 |
|---|---|---|---|---|---|
|Non-Adaptive Network Coding| 10^−5| 10^−3| 10^−2| 10^−1| 0.5|
|Adaptive Network Coding| 10^−5| 10^−3| 10^−2| 10^−1| 0.5|

Here, $H_A, H_B, H_C, H_D, H'_A, H'_B, H'_C$, and $H'_D$ are distributed according to Rician distribution and channel variances equal to 0 dB. The plot for the case with a Rician Factor of 20 dB for a frame length of 256 bits is as shown Fig. 5. The figure shows the SNR vs bit-error-rate curves for the following schemes: (a) the adaptive network coding scheme presented in this paper; (b) the non-adaptive network coding using two channel uses, in which the same $4 \times 4 \times 4 \times 4$ array is used by relay as an encoder for all channel conditions, given by Table II. It can be seen from Fig. 5 that the scheme based on the adaptive clustering relaying perform better than the schemes based on non-adaptive clustering at high SNR, since adaptive clustering removes 960 singular fade states.

VI. SIMULATION RESULTS

Our scheme enables information exchange in the four way relaying scenario amongst the four users in total two channel uses. It is based on the removal of singular fade states for the case. Removing a singular fade state essentially means ensuring a minimum cluster distance greater than zero for the fade state. This scheme removes a subset of singular fade states, called removable singular fade states. Simulation results presented in this section, done for the case when the end nodes use 4-PSK signal set, identify some cases where the proposed scheme outperforms the naive approach that uses the same map for all fade states and vice versa.

![Fig. 5. SNR Vs BER curves for different schemes](image)

![Fig. 6. SNR Vs Throughput curves for different schemes](image)
channel use. At high SNR regime, the scheme presented in this paper leads to higher throughput, i.e., (a) outperforms both (b) and (c).

**VII. CONCLUSION**

We considered the four-way wireless relaying scenario, where four nodes operate in half-duplex mode and transmit points from the same M-PSK constellation. Information exchange is made possible using just two channels uses, unlike the existing work done for the case, to the best of our knowledge. The Relay node clusters the 4^4 possible transmitted tuples \((x_A, x_B, x_C, x_D)\) into various clusters such that the exclusive law is satisfied and singular fade subspaces are removed. This necessary requirement of satisfying the exclusive law is shown to be the same as the clustering being represented by a 4-fold Latin Hyper-Cube of side M, if M-PSK is used at the end nodes. Using the proposed scheme that uses two channel uses, the size of the resulting constellation used by the relay node R in the BC phase is reduced from 4^4 to lie between 64 to 90 for M=4. The size of the clustering utilizing modified clustering may not be the best that can be achieved, and it might be possible to fill the array with lesser than 90 symbols.
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APPENDIX

Null Spaces of the Singular Fades Spaces for the case $x_A - x'_A$, $x_B - x'_B$, $x_C - x'_C$ and $x_D - x'_D \in D_1$.

1. $\begin{bmatrix} 1 + j & 1 + j \\ 1 + j & 1 + j \end{bmatrix} = \begin{bmatrix} -1 - j \\ -1 - j \end{bmatrix} = \begin{bmatrix} -1 - j \\ -1 - j \end{bmatrix} = \begin{bmatrix} 1 - j \\ 1 - j \end{bmatrix} = \begin{bmatrix} -2 \\ -2 \end{bmatrix} = \begin{bmatrix} -2 \\ -2 \end{bmatrix}$

2. $\begin{bmatrix} 1 + j & 1 + j \\ 1 + j & 1 + j \end{bmatrix} = \begin{bmatrix} -1 - j \\ -1 - j \end{bmatrix} = \begin{bmatrix} 1 - j \\ 1 - j \end{bmatrix} = \begin{bmatrix} 2 \\ 2 \end{bmatrix} = \begin{bmatrix} 2 \\ 2 \end{bmatrix}$

3. $\begin{bmatrix} 1 + j & 1 + j \\ 1 + j & 1 + j \end{bmatrix} = \begin{bmatrix} -1 - j \\ -1 - j \end{bmatrix} = \begin{bmatrix} 1 - j \\ 1 - j \end{bmatrix} = \begin{bmatrix} 2 \\ 2 \end{bmatrix} = \begin{bmatrix} 2 \\ 2 \end{bmatrix}$

4. $\begin{bmatrix} 1 + j & 1 + j \\ 1 + j & 1 + j \end{bmatrix} = \begin{bmatrix} -1 - j \\ -1 - j \end{bmatrix} = \begin{bmatrix} 1 - j \\ 1 - j \end{bmatrix} = \begin{bmatrix} 2 \\ 2 \end{bmatrix} = \begin{bmatrix} 2 \\ 2 \end{bmatrix}$

5. $\begin{bmatrix} 1 + j & 1 + j \\ 1 + j & 1 + j \end{bmatrix} = \begin{bmatrix} -1 - j \\ -1 - j \end{bmatrix} = \begin{bmatrix} 1 - j \\ 1 - j \end{bmatrix} = \begin{bmatrix} 2 \\ 2 \end{bmatrix} = \begin{bmatrix} 2 \\ 2 \end{bmatrix}$
| \( \{-1 + j\} \) | \( \{-1 - j\} \) | \( \{-1 - j\} \) | \( \{1 - j\} \) | \( \{1 - j\} \) | \( \{-1 + j\} \) | \( \{1 + j\} \) | \( \{-2\} \) | \( \{2j\} \) | \( \{-2\} \) | \( \{2\} \) |
|---|---|---|---|---|---|---|---|---|---|---|
| \( \{1 - j\} \) | \( \{-1 - j\} \) | \( \{-1 + j\} \) | \( \{1 + j\} \) | \( \{1 - j\} \) | \( \{-1 + j\} \) | \( \{1 + j\} \) | \( \{-2\} \) | \( \{2j\} \) | \( \{-2\} \) | \( \{2\} \) |
| \( \{-1 - j\} \) | \( \{1 + j\} \) | \( \{-1 + j\} \) | \( \{1 + j\} \) | \( \{1 - j\} \) | \( \{-1 + j\} \) | \( \{1 + j\} \) | \( \{-2\} \) | \( \{2j\} \) | \( \{-2\} \) | \( \{2\} \) |
| \( \{-1 + j\} \) | \( \{1 + j\} \) | \( \{-1 + j\} \) | \( \{1 + j\} \) | \( \{1 - j\} \) | \( \{-1 + j\} \) | \( \{1 + j\} \) | \( \{-2\} \) | \( \{2j\} \) | \( \{-2\} \) | \( \{2\} \) |
| \( \{1 - j\} \) | \( \{-1 - j\} \) | \( \{-1 - j\} \) | \( \{1 - j\} \) | \( \{-1 + j\} \) | \( \{1 + j\} \) | \( \{-2\} \) | \( \{2j\} \) | \( \{-2\} \) | \( \{2\} \) |