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Abstract

Oriented object detection is a crucial task in computer vision. Current top-down oriented detection methods usually directly detect entire objects, and not only neglecting the authentic direction of targets, but also do not fully utilise the key semantic information, which causes a decrease in detection accuracy. In this study, we developed a single-stage rotating object detector via two points with a solar corona heatmap (ROTP) to detect oriented objects. The ROTP predicts parts of the object and then aggregates them to form a whole image. Herein, we meticulously represent an object in a random direction using the vertex, centre point with width, and height. Specifically, we regress two heatmaps that characterise the relative location of each object, which enhances the accuracy of locating objects and avoids deviations caused by angle predictions. To rectify the central misjudgement of the Gaussian heatmap on high-aspect ratio targets, we designed a solar corona heatmap generation method to improve the perception difference between the central and non-central samples. Additionally, we predicted the vertex relative to the direction of the centre point to connect two key points that belong to the same goal. Experiments on the HRSC 2016, UCASAO D,
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and DOTA datasets show that our ROTP achieves the most advanced performance with a simpler modelling and less manual intervention.
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1 Introduction

Object detection is a basic and challenging task in computer vision. CNN algorithms are required to obtain each instance of interest in an image, as well as bounding boxes with category labels. Currently, object detection algorithms have shifted from conventional methods to deep learning-based algorithms, such as YOLO[1], SSD[2], and Fast RCNN[3]. These algorithms have achieved significant success in the detection of horizontal objects. However, if an object inclines significantly, as shown in Figure 1 (a), the bounding box detected by these horizontal detectors contains a lot of background, which decreases the accuracy when describing the object information. Moreover, when multiple objects of the same category are very close, the horizontal bounding box will include parts of multiple objects, which may be misjudged as the same object in the later processing stage of the model, leading to misdetection. To overcome these problems, existing studies[4–9] have modified the mainstream horizontal object detector to detect oriented objects, including by increasing predictions of angle or position of four corner points directly to represent oriented objects. Although better results have been achieved, some issues remain. These issues can be caused either by the horizontal object detector or by defects in the model design. The detection performance of an anchor-based detector[5, 6, 10] has certain requirements regarding the size, aspect ratio, and quantity of anchors. Further, although the ratio and aspect ratio of the anchors remain unchanged after initialisation, even with elaborate design, it is difficult to deal with candidates with large shape changes, specifically for targets in oriented objects. Moreover, a predefined positioning framework can hinder the generalisation ability of the detector. For example, the YOLOv3[11] anchor clustering based on different data cannot be applied to objects with large sizes or reduced aspect ratios. To achieve a higher average precision rate, the anchor-based detector RRPN was established[5]. Due to differences in angles, anchors must be placed densely on the input image, providing many parameters for model calculation. However, these anchors increase the number of negative samples, which leads to an imbalance between the positive and negative samples for training. Although in other methods[8, 9, 12] the directly predicted angle reached a high mAP, they still have the problem of inaccurate angle prediction. More specifically, the angle difference between the predicted and real values should be minimal. Although the slant border based on this angle can locate an object, as shown in Figure 1 (a), the accuracy of the final model is reduced.
In this study, we developed a single-stage rotating object detector via two points with a solar corona heatmap (ROTP). Traditional detectors use an anchor-based mechanism based on the regression angle, object size, and corner coordinates. In contrast to the two modes of most popular oriented detectors, our proposed ROTP adopts two key points to detect targets. As shown in Figure 1 (b), by locating the two key points of the vertex and the centre, as well as predicting the size of the target, a simple mapping function can be used to generate a slanted rectangular border of the oriented objects. To achieve this, the ROTP outputs five feature maps, including a heatmap of the centre point and vertex, and predicts the target centre and vertex positions using keypoint detection. The other feature maps indicate the long and short sides of a target, the offsets of the key points, and the direction of the vertex relative to the central point.

Our contributions in this paper can be summarized as follows:

1. We propose a single-stage rotating object detector via two points with a solar corona heatmap (ROTP). ROTP uses the predicted vertex and centre points to describe the oriented object, which avoids the regression error caused by direct prediction of the angle. It also replaces angle prediction with prediction of the relative direction, thus improving the accuracy to describe the orientation of objects.
2. We designed a solar corona heatmap (SCH) based on the spatial position relationship to predict the centre point more accurately for slender objects. This method considers the large aspect ratio of remote sensing objects, which has a more robust performance than Gaussian heatmaps.
3. Our method obtains preferable precision with more semantic design and fewer hyperparametric designs compared with other classical-oriented object detection methods based on deep learning.

The rest of this paper is organised as follows: Section 2 reviews related work in the field of horizontal object detection and oriented object detection. Section 3 presents the overall framework of the proposed ROTP model in detail, as well as the function design. Implementation details, comparison experiments, and ablation studies are presented in Section 4, then conclusions are drawn in Section 5.
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Fig. 1  (a) Deviation that inevitably occurs when only the angle is predicted in rotating target detection. (b) Addition of predicted top position, which enhances accuracy of bounding boxes.

2 Related Work

Many excellent oriented object detectors are based on horizontal object detectors. In this section, we first introduce horizontal object detection methods and then introduce oriented object detection methods.

**Horizontal object detection.** Object detection aims to detect each object in natural scene images with a rectangular border. Deep learning, which has a broad range of applications [13–15], has already been successfully applied in object detection. Current classical deep learning-based methods can be summarised as single-stage and two-stage methods. The single-stage method directly predicts all objects, whereas the two-stage method is subdivided based on preliminary predictions. Therefore, although the two-stage method is more accurate, it is also slower. These methods can be further categorised into anchor-based and anchor-free methods. Specifically, the anchor-based two-stage model represented by RCNN[16], Fast RCNN[3] and faster RCNN[17] set multiscale anchor boxes in advance, which can be understood as a series of candidate regions of scales and sizes. First, they generate ROIs and then use features of the ROI to predict object categories. SSD[2], YOLOv2[18] and its variants[11] are representative single-stage anchor-based methods. There is no candidate ROI area, and the classification and regression results are regressed in the final stage. Specifically, SSD[2] combines the advantages of two-stage and single-junction segments to achieve a balance between speed and precision. Subsequently, RetinaNet[19] and DSSD[20] are used to fuse multiscale features in the model to further improve the detection accuracy. In addition, anchor-free methods are becoming popular, including FoveaBox[21], RepPoints[22] and FCOS[23] based on per-pixel detection, while heatmaps were introduced in [24] and CenterNet[25] for object detection to achieve object-to-key mapping. These detection methods simplify the network structure by removing the anchors and improving the detection speed, and provide a new research direction to detect objects. Nevertheless, the abovementioned object detection methods only generate position information in the horizontal or vertical directions, which limits their universality. For example, in scene text and other rotating object images, the aspect ratio of the instance is relatively large, the
arrangement is dense, and the direction is arbitrary, which requires more accurate position information to describe these objects. Therefore, oriented object detection has gradually become a popular research direction.

**Oriented object detection.** Owing to the huge scale changes and arbitrary directions, detecting oriented targets is challenging. Extensive research has been devoted to this task. Many oriented object detectors have been proposed based on horizontal object detectors. RRPN\cite{5} and $R^2$CNN\cite{4} are the classical methods. Based on Fast RCNN\cite{3}, $R^2$CNN\cite{4} raises two pooling sizes and an output branch to predict the corner positions. RRPN\cite{5} achieved better prediction results by adding rotating anchors at different angles. Based on SSD\cite{2}, textboxes\cite{6} and textboxes++\cite{7} have been proposed. According to the characteristics of slender text lines, a rectangular convolution kernel was proposed, and the results of the instance are regressed by the vortices. RRD\cite{26} predicts a rotating object based on the invariance property of rotation features, improving the accuracy of regression of long text. EAST\cite{12} had a U-shaped network\cite{27} and predicted the border with angle and the four corner positions of the instance simultaneously. The above methods are applicable to the field of scene text detection, whereas aerial remote sensing target detection is more difficult. Compared with text lines, remote sensing targets have many categories, such as complex background, multiscale, and a large number of dense small targets. Many robust oriented target detectors have emerged based on horizontal detectors. For example, ROI-Transformer\cite{28} extracts rotation-invariant features on the ROI, which increases the accuracy of the next step of classification and regression. ICN\cite{29} combines pyramid and feature pyramid modules and achieves good results on remote sensing datasets. The glide vertex\cite{10} predicts the deviation of the four angled corner points at the horizontal border to obtain a more accurate direction bounding box. P-RSDet\cite{8} and BBVector\cite{9} introduced the anchor free heatmap detection method into oriented target detection to achieve a fast and accurate detection effect.

The above anchor free rotation detector still uses the method of horizontal target mapping heatmap, and does not take into account the problem that Gaussian heatmap is prone to position perception deviation on high aspect ratio targets.
Fig. 2 ROTP architecture. The ROTP is divided into three parts: backbone, neck, and head. When an image with the size of $W \times H \times 3$ is input into our model, it will output five feature maps, among which two are heatmaps for predicting the centre points and vertices, and the other three are regression for the targets’ size, coordinates bias, and direction, respectively. Finally, all key points are matched to obtain the final output.

3 Proposed Method

Herein, we first elaborate on the instance representation of our method and then describe the SCH generation. Finally, we present details of the proposed ROTP and its loss function.
Fig. 3 Current work only considers the angle of the boundary box relative to the image coordinate system, as shown in (a) and (b), but does not consider the real orientation of the object. The red border in (c) represents the groundtruth, and the purple border is the predicted. The predicted border covers the whole target, but the IOU between it and the groundtruth seems large. As shown in (d), a coordinate system was established for each target. The centre point of the target is coordinate point zero, and the angle represents the included angle of the vector between the vertex and the centre point relative to the positive direction of the X-axis.

3.1 Instance Representation

Oriented objects can generally be expressed by two patterns, which can be used interchangeably. The first type of pattern is represented by \((x_1, y_1)\), \((x_2, y_2)\), \((x_3, y_3)\), and \((x_4, y_4)\) in the order of four clockwise corners, and the second type is \((x, y, w, h, \alpha)\), where \((x, y)\) represents the center point, \(w\) and \(h\) are the width and height of the target, \(\alpha\) represents the rotation angle of the target. In this study, oriented objects are modelled with two key points: \((\sum_{i=1}^{4} x_i/4, \sum_{i=1}^{4} y_i/4)\), which is the centre point \((x_c, y_c)\), and \((\sum_{i=1}^{2} x_i/2, \sum_{i=1}^{2} y_i/2)\), which is the vertex \((x_t, y_t)\).

From the introduction in the previous section, we use the vertex, centre point, and length and width to represent a target. First, \((x_c^i, y_c^i)\), which represents the coordinate of the centre point from the heatmap, is extracted. Here, \(i\) represents the index of the targets. Thereafter, \((x_t^i, y_t^i)\), which represents the positions of all vertices, is extracted. Because datasets are labelled with the problem of inaccuracy, the vertex label is occasionally marked on the background area, and the training input for the vertex coordinates is 0.9 times the coordinates along the centre point. To combine the centre point and the
corresponding vertices, we added a prediction head in order to predict the direction of the vertices relative to the centre point, as shown in Figure 3 (a) and (b). Previous studies only focused on the target bounding box angle in the image coordinate system and but ignored the targets; although this approach decreases the predicted angle range, the value of angle loss value may suddenly increase during the calculation, [30]. In this paper, we propose a relative direction that is not based on an image coordinate system but is rather based on our well-designed coordinate system of the centre of the object. As shown in Figure 3 (d), the relative direction can be expressed as the included angle between the vector from the vertex to the centre and with respect to the positive X-axis. The relative direction is calculated using the following formula:

$$
\theta_i = \begin{cases} 
\frac{180}{\pi} \arccos \frac{x_t^i - x_c^i}{\sqrt{(x_t^i - x_c^i)^2 + (y_t^i - y_c^i)^2}} & x_t^i - x_c^i \geq 0, y_t^i - y_c^i \geq 0 \\
\frac{180}{\pi} \arccos \frac{x_t^i - x_c^i}{\sqrt{(x_t^i - x_c^i)^2 + (y_t^i - y_c^i)^2}} & x_t^i - x_c^i > 0, y_t^i - y_c^i > 0 \\
360 - \frac{180}{\pi} \arccos \frac{x_t^i - x_c^i}{\sqrt{(x_t^i - x_c^i)^2 + (y_t^i - y_c^i)^2}} & x_t^i - x_c^i \leq 0, y_t^i - y_c^i \leq 0 \\
360 - \frac{180}{\pi} \arccos \frac{x_t^i - x_c^i}{\sqrt{(x_t^i - x_c^i)^2 + (y_t^i - y_c^i)^2}} & x_t^i - x_c^i > 0, y_t^i - y_c^i < 0
\end{cases}
$$

(1)

The relative direction $\theta_i$ is defined as ranging from 0 to 360. We first establish the vector from the centre point $(x_c, y_c)$ to the vertex $(x_t^i, y_t^i)$, and then calculate the cosine of the positive angle $\alpha$ between the vector and the X-axis according to Eq2. We then obtain the radian through the inverse trig function. Finally, according to the position of the vertex relative to the central point, the vertex is mapped to the four quadrants with the central point as the origin, and the relative direction is determined. The advantage of this method is that the angle is regarded as a constant with the same scale as that of the target, and the regression prediction can be directly performed without additional processing.

$$
\cos \alpha = \frac{x_t - x_c}{\sqrt{(x_t - x_c)^2 + (y_t - y_c)^2}}
$$

(2)

In the training stage, the direction of the tagets was optimized with a smooth $L_1$ loss as follows:

$$
L_D = \frac{1}{N} \sum_{i=1}^{N} \text{Smooth}_{L_1}(\theta_i - \hat{\theta}_i)
$$

(3)

Where $N$ is the number of whole peak elements, $\theta_i$ refers to the direction of instance, $\hat{\theta}_i$ denotes the prediction of direction, and $i$ denotes the index of all objects in a batch. The smooth $L_1$ loss is represented as follows:

$$
f(x) = \begin{cases} 
0.5x^2 & x < 1 \\
x - 0.5 & \text{otherwise}
\end{cases}
$$

(4)
Large quantities of edge feature information are lost in the Gaussian heatmap when describing a rotating target with a large aspect ratio, as shown in (b) and (d). When the object is very narrow, the model can only learn a small amount of information available near the centre point. Our heatmap method, as shown in (a) and (c), enables the model to learn information at the edges of objects while learning information around the centre point. Panels (e) and (f) show the heatmap with colours.

### 3.2 Solar Corona Heatmap

Existing studies on key point detections have mostly used the Gaussian kernel function, $Y_{hm} = \exp\left(-\frac{(x-x_p)^2+(y-y_p)^2}{2\sigma^2}\right)$, to map objects into heatmap $Y \in [0,1]^{W \times H \times C}$, where $(x_c,y_c)$ represents the coordinates of the centre point, $(x_p,y_p)$ is an element on heatmap, and $\sigma$ is the radius of the Gaussian kernel. When mapping a remote-sensing object into a Gaussian heatmap, as shown in Figure 4 (b) and (d), the heatmap area only accounts for a small part of the ground truth bounding box when the target is extremely slender (for example, large trucks, bridges, and some designated ships). In the case of a large aspect ratio, the radius of the heatmap is small, and the resulting area would be small. For long and block objects without obvious texture changes, the detector may miscalculate the peak value at the top or tail during reasoning, which is detrimental to oriented object detection. Such defects are also reflected in the horizontal heatmap detector; thus, the detector should be able to better learn the peak value of the heatmap. CenterNet\cite{25} performs many data enhancement operations, such as cutting, reversing, and translating, to ensure the accuracy of the detector. For remote sensing images, as the objects are small and dense, such data enhancement operations will lower the accuracy.
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of the detector. Therefore, this study proposes a spatial perception heatmap to address this problem, as shown in Figure 4 (a). As shown in Figure 4 (c), the heatmap radius based on half of the longer side can include all objects. In the scenario of dense objects, this method judges the peak value of the surrounding objects into a low confidence level. Thus, our solar corona heatmap is based on both the short and long sides; therefore, it retains the weights of the surrounding area of the centre point and perceives the area of the head and tail. The formula used is as follows:

\[ H_c = \frac{1}{2} \left( e^{-\frac{(x_p-x_c)^2+(y_p-y_c)^2}{\mu_1 \times h}} + e^{-\frac{(x_p-x_c)^2+(y_p-y_c)^2}{\mu_1 \times w}} \right) (x_p, y_p) \in T \]  

\[ H_t = e^{-\frac{(x_p-x_t)^2+(y_p-y_t)^2}{\mu_1 \times h}} \]  

Where \( H_c \) is the heatmap of center point, \( H_t \) means the heatmap of vertex point, \( w \) is the side length with the smallest difference from the value of twice the distance from the vertex to the centre point, and \( h \) is another side length. \( T \) represents the entire point-group of an instance. In this study, we used \( \mu = 0.125 \) in all the experiments. In the training stage, only the peak points were positive. All other points, including those in the Gaussian bulge, were negative. The model learns only one point, and the loss function does not usually converge because the number of positive samples is not sufficient compared with the number of background samples. To deal with this issue, Eq7 is used. The closer the target is to the peak point, the higher the confidence is; thus, the gap between the peak point and other points can be measured effectively. The variant focal loss is used to calculate the ground truth and prediction.

\[ L_{hm} = -\frac{1}{N_{pos}} \sum_{ps} \left\{ \begin{array}{ll} (1 - \rho_{ps})^\alpha \log(\rho_{ps}) & \rho_{ps} = 1 \\ (1 - \rho_{ps})^\beta (\rho_{ps})^\alpha \log(1 - \rho_{ps}) & \rho_{ps} \neq 1 \end{array} \right. \]  

where \( N_{pos} \) represents the number of pixels covered by the heatmap, \( \rho_{ps} \) represents the predicted confidence, \( \rho_{ps} \) represents the ground truth, \( \alpha \) and \( \beta \) are adjustable parameters that are used to ensure that the model can better learn the pixels with different confidence levels; their values are set to 2 and 4, respectively, in this study.

3.3 Offset

When in the inference stage, the position of the maximum confidence points from the centre heatmaps is extracted as the central position of the objects, and the position of the maximum confidence points from vertex heatmaps is extracted as the vertex of the objects. However, the difference between the sizes of the output heatmaps and the input images is four times larger. Because the coordinate position can only be an integer, floating point deviation loss will occur in the mapping process, which affects the positioning of slender oriented objects. To compensate for the floating point bias loss, we predict the offset map \( O \in R^4 \times \frac{W}{4} \times \frac{H}{4} \times C \). Given the peak point \( \tilde{c} = (\tilde{c}_x, \tilde{c}_y) \) and \( \tilde{t} = (\tilde{t}_x, \tilde{t}_y) \) in
each input image, the floating point deviation value $O$ is calculated using the following formula:

$$O = \left[ \tilde{c}_x - \lfloor \tilde{c}_x \rfloor, \tilde{c}_y - \lfloor \tilde{c}_y \rfloor, \tilde{t}_x - \lfloor \tilde{t}_x \rfloor, \tilde{t}_y - \lfloor \tilde{t}_y \rfloor \right] \quad (8)$$

In this study, targets of the same category share one vertex float offset and one centre float offset. In the training stage, the offset is optimised with a smooth $L_1$ loss as follows.

$$L_{offsets} = \frac{1}{N} \sum_{i=1}^{N} \text{Smooth}_{L_1}(O_i - \hat{O}_i) \quad (9)$$

### 3.4 Framework

Figure 2 illustrates the overarching pipeline of the proposed ROTP. The network architecture is divided into three parts: the backbone, neck, and output heads. In addition, the formulation of the input image size is $I \in \mathbb{R}^{H \times W \times 3}$, where $W$ and $H$ are the width and height, respectively, of the input image. The input image is first sent to the backbone for the convolution operation to obtain feature maps; these feature maps are then sent to the neck. In the present study, ResNet101[31] was selected as the ROTP encoder-decoder. The neck is a deformed FPN structure. The FPN extracts different feature maps of the receptive field. To ensure that the detector detects large and small targets simultaneously, the feature maps are combined with up-sampling before being sent to the heads. ROTP outputs five feature maps of size $F \in \mathbb{R}^{W_d \times H_d \times S}$, where $S$ is the degree of depth of the corresponding prediction of outputs, and $d$ is the output step size, which was set to four in this study. Of the five output maps, one is the vertex predicted in the form of a heatmap ($T \in \mathbb{R}^{W_d \times H_d \times cls}$), and the other ($C \in \mathbb{R}^{W_d \times H_d \times cls}$) is the centre point predicted by the heatmap form; the other three are the length and width of the regression target ($Reg \in \mathbb{R}^{W_d \times H_d \times 2}$), the offsets of the peaks ($O \in \mathbb{R}^{W_d \times H_d \times 4}$), and the direction of the vertex ($D \in \mathbb{R}^{W_d \times H_d \times 1}$) relative to the centre point.

### 3.5 Loss Function

In the training stage, the regress loss $L_{Reg}$ of the width and height of the objects is also optimised with a smooth $L_1$ loss. The loss function of the proposed method is defined as follows:

$$L = \lambda_0 L_{ht} + \lambda_1 L_{hc} + \lambda_2 L_{Reg} + \lambda_3 L_{offsets} + \lambda_4 L_{D} \quad (10)$$

$\lambda_0$, $\lambda_1$, $\lambda_2$, $\lambda_3$, and $\lambda_4$ are the hyperparameters that balance all loss functions, where the inner $\lambda_3$ is 0.1, and the rest are set to 1.0; all losses except for $L_{ht}$ and $L_{hc}$ are calculated only when $\rho'$ is 1.0.
4 Experiment

4.1 Datasets

The HRSC2016 dataset was used in the present study. In the annotation attribute of HRSC2016, there are annotations for vertex and centre point positions, and we directly use this information for training, whereas in the UCAS-AOD dataset, the marks in some images were not marked according to the four points clockwise from the top left corner of the bounding box, which misled our method. We marked the vertex first, then marked the centre point, and remarked these targets in terms of the long and short sides of the original objects. We used the DOTA datasets to verify the effectiveness of our method in various categories.

**HRSC2016**[32] The dataset is a remote ship detection dataset, containing 1061 images marked with a rotating bounding box, ranging in size from 300 × 300 to 1500 × 900. The standard mAP evaluation protocol was used to evaluate the HRSC2016 dataset.

**UCAS-AOD**[33] The dataset comprises 1000 aircraft images with 7482 instances and 510 car images with 7114 instances. The resolution of the UCASAOD is approximately 1280 × 700, which is composed of a horizontal label box and a slanted label box. We used only the slanted label box for the training.

**DOTA**[34] The dataset contains 2806 aerial images in 15 categories. In this dataset, the smallest image is 800 × 800 and the largest is 4000 × 4000. The training, validation, and test sets were divided into a 3 : 1 : 2 ratio. We cut the image to 1024 × 1024 and the gap was set 200 pixels as the step size.

4.2 Implementation Details

In the training stage, ROTP used Resnet101[31] as the backbone, the image input resolution is set to 800 × 800, and the size of the output feature map is 200 × 200. The image sizes of the training data differed in the present study. Ensuring that the target would not be deformed during the process of image scaling, we scaled the image without changing its aspect ratio, and zero filling was carried out for the rest. For the UCASAOD dataset, 70% of the data were shuffled as the training set and 30% as the test set. For the DOTA dataset, direct scaling would cause object loss owing to the high image resolution; we therefore cut the DOTA image to a 1024 × 1024 size and gap set to 200. For all the data, we used random rotation, random flip, pixel transformation, and other processing methods to enhance the data. Adam[35] acted as an optimiser for our network and uses a warmup policy, with batch size set to 4, and training to loss convergence. In the testing stage, the test images were scaled in the same way as the train images scaled in the training stage. The first 200 key points were selected, and the confidence was set to 0.25. For other datasets, we calculated AP with the default IOU parameter in PASCAL VOC[36], that is, 0.5. The accuracy is used for performance evaluation, which is well sued in
other data mining and machine learning tasks [37, 38]. All experiments were trained with Pytorch on an Nvidia RTX 2080TI GPU.

Fig. 5 Visualization of the detection results of DOTA, UCAS-AOD and HRSC2016.

4.3 Comparisons with STATE-OF-THE-ART

Table 1 Comparisons on DOTA between ROPT and some classic oriented detection methods.

| Method       | PI  | Bd  | Br  | Glt | Sr  | Lv  | Sh  | Te  | Br  | St  | Shf | Ra  | Ha  | Sp  | He  | mAP |
|--------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| R2CNN[4]     | 80.94 | 65.67 | 35.34 | 67.44 | 59.92 | 50.91 | 55.81 | 90.67 | 66.92 | 72.39 | 55.06 | 52.23 | 55.14 | 53.35 | 48.22 | 60.67 |
| R2CNN[4]     | 80.94 | 65.67 | 35.34 | 67.44 | 59.92 | 50.91 | 55.81 | 90.67 | 66.92 | 72.39 | 55.06 | 52.23 | 55.14 | 53.35 | 48.22 | 60.67 |
| RCNN[28]     | 88.64 | 78.52 | 43.44 | 75.92 | 68.81 | 73.68 | 83.59 | 90.74 | 77.27 | 81.46 | 58.39 | 53.54 | 62.83 | 59.01 | 69.67 | 69.56 |
| RoI-Transformer[28] | 88.58 | 77.84 | 50.44 | 69.29 | 71.10 | 75.79 | 78.66 | 90.88 | 80.10 | 84.71 | 57.92 | 63.03 | 66.30 | 69.77 | 63.13 | 72.30 |
| ROPT         | 81.17 | 84.34 | 47.33 | 62.65 | 71.42 | 71.04 | 78.09 | 89.93 | 80.34 | 84.78 | 44.74 | 60.81 | 66.43 | 69.14 | 62.15 | 70.29 |

The results of the comparison of the performance of ROPT and some famous one-stage or two-stage oriented object detection methods on DOTA
are illustrated in Table 1. The accuracy of our method for Bd, Sv, Bc, St, and Ha was 5.82%, 0.32%, 0.24%, 3.07% and 0.13% higher, respectively, than those of the second method. The total mAP was 2.01% lower than that of P-RSDET which is also based on the anchor free heatmap method. This is because the AP value of our model was very low when detecting Br and Sbf categories, resulting in a decline in overall accuracy. In addition, the accuracy of the category is competitive with that of other methods.

| Method       | Plane | Car | mAP  |
|--------------|-------|-----|------|
| RRPN[5]      | 88.04 | 74.36 | 81.2 |
| R$^2$CNN[4]  | 89.76 | 78.89 | 84.32|
| R-DFPN[39]   | 88.91 | 81.27 | 85.09|
| X-LineNet[40]| 91.3  | -    | -    |
| P-RSDET[8]   | 92.69 | 87.38 | 90.03|
| ROPT         | **95.42** | 84.76 | **90.09** |

The results of the comparison of the performance of ROTP and other classical-oriented object detectors on the UCAS-AOD dataset are shown in Table 2. ROTP demonstrated a certain degree of improvement over other methods in mAP. P-RSDET also used a single-stage heatmap method to detect rotating targets and achieved a 90.3% mAP, while ROTP was 2.73% higher than P-RSDET in the aircraft category, but 2.62% lower in the car category. We assume this to be because P-RSDET cuts the image to 512 × 512, while we scaled the image at equal proportions. Our method will make the small target size smaller, reducing the detection accuracy of the automobile category.

| Method       | $R^2$CNN[4] | RC1&RC2[41] | Axis Learning[42] | RRPN[5] | TOSO[43] | ROTP |
|--------------|-------------|-------------|-------------------|--------|---------|------|
| mAP          | 73.03       | 75.7        | 78.15             | 79.08  | 79.29   | **80.6** |

The results of the comparison of performance for HRSC2016 of ROTP and other mainstream deep-learning-based methods are shown in Table 3. R2CNN adds multi-scale ROI pooling and inclined frame detection based on FastRCNN, achieving an AP of 73.07. The RRPN introduced several tilted anchors and reached 79.08 AP, while our model reached 80.6 AP, representing a certain improvement over the above algorithm. However, shortcomings are also
present that require many data enhancement strategies to ensure the uptake of positive samples.

4.4 Ablation Studies

We examine the availability of the proposed method from three perspectives: the separate use of angles or angles with key points, different encoder-decoders, and different heatmap generation methods.

| Encoder-Decoder | Plane | Car | mAP  |
|-----------------|-------|-----|------|
| Unet[27]        | 93.69 | 86.15 | 89.92 |
| 104-Hourglass[44] | 96.34 | 88.56 |      |
| ROPT            | 95.42 | 84.76 | 90.09 |

**Different encoders and decoders:** In ROTP, we used the improved Restnet101 with FPN as the encoders and decoders, as shown in Table 4. To test the impact of different encoders and decoders on our model, we replaced the previous Heads architecture with the network architecture of Unet and 104-Hourglass. We conducted experiments using the UCASAOD dataset. As shown in the table, the AP of our codec is 1.73% higher than that of Unet in the aircraft category, but that of Unet is 1.43% higher than that of our codec in the automobile category. This result is caused by the network structure. To keep the ROTP robust in the detection of targets at different scales, the network structure is built by combining different feature maps from the FPN; this is well reflected in the airplane image. However, in the car image, the change in the size of the car target is small, which can be understood to be a small target. After resizing, the car image becomes smaller, and a feature image with a large receptive field will lose information for the small target, which will cause little interference to the feature image after combination. However, unit-smooth convolution processing does not involve this shortcoming. In addition, using hourglass as the backbone improves the mAP by 2.36% over that of Resnet101. The experiments show that the proposed improved network structure is effective.
KeyPoints Match: In this study, we added the top prediction to the direction prediction. To demonstrate the advanced nature of our proposed method, various experiments were carried out on the UCAS-AOD. As shown in Table 5, when the keypoint matching method was adopted, the mAP value was 8.97% higher than that of the angle prediction method alone. As shown in Figure 6, the direction prediction was not accurate for some objects, leading to failure of prediction. Therefore, the keypoint matching method is effective for ROTP.

Difference in Heatmaps: A comparison of the Solar Corona and Gaussian heatmaps is shown in Table 6. In the comparison experiment, a directed target detection experiment was carried out on the UCAS-AOD dataset, based on different heatmap generation schemes. Owing to the high aspect ratio and the differing sizes of the directed targets, Gaussian heatmaps have a low AP when treating small targets, as shown in Figure 4. It may also be that the original small target becomes smaller upon resizing the input images. Finally, using the Solar Corona heatmap improves the mAP by 4.15% over that of the Gaussian heatmap, thus proving the effectiveness of our heatmap generation method.

Table 5 Comparison between angles and keypoints with angles

| KeyPoints Match          | Plane | Car  | mAP  |
|--------------------------|-------|------|------|
| Angles                   | 93.69 | 86.15| 89.92|
| Angles and Keypoints     | 95.42 | 84.76| 90.09|

Table 6 Comparison between Gauss Heatmap and Ours

| Heatmap Generation | Plane | Car  | mAP  |
|--------------------|-------|------|------|
| Gauss Heatmap      | 92.26 | 79.62| 85.94|
| Ours               | 95.42 | 84.76| 90.09|
5 Conclusion

In the present study, an instance generation method is proposed for rotating target representation and solar corona heatmap (SCH) generation for multi-object-oriented perception. A single-stage rotating object detector via two points with a solar corona heatmap ROTP was proposed for rotating object detection. Via simultaneous vertex and centre point detection, ROTP can avoid the position offset caused by the direct prediction angle, and the model can achieve good results without complex pre-design without using anchors and can detect key points. This method enables ROTP to quickly detect densely arranged objects of different sizes, such as cars, boats, and small planes. Experimental results on multiple datasets indicate that the modelling of rotation detectors based on vertices and centre points is effective. However, this study also has shortcomings. If the central area of the target to be detected is covered, ROTP will not be able to capture the real central position of the instance, resulting in detection failure. In addition, our attempted to use ROTP to detect scene text images [45, 46] did not have a satisfactory result. The real centre point of a text sentence cannot be captured based on a single central heatmap. In fact, detection targeting of a single character is the correct way to use a single-stage heatmap to detect scene text. In future work, researchers are encouraged to mark the vertices of the rotating target or other useful key points, and we hope to extend this work to the field of 3D detection and tracking.
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