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HIGHLIGHTS

\begin{itemize}
  \item The Design of Experiments methodology and statistical analysis is introduced.
  \item Design of experiments is a valuable tool for the design and development of lithium-ion batteries.
  \item Critical review of Design of Experiments applied to different aspects of lithium-ion batteries.
  \item Ageing, capacity, formulation, active material synthesis, electrode and cell production, thermal design, charging and parameterisation are covered.
\end{itemize}
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ABSTRACT

The statistical design of experiments methodology (DoE) has been a valuable tool since its conception for the understanding of the relationship between factors and responses. Although it has been employed successfully in different research fields and industries for years, its application to the evaluation of lithium-ion batteries (LIBs) is just getting recognition. LIBs are one of the most promising technologies for a complete transition to sustainable energies, are the main technology behind electric vehicles and are fundamental for the continual development of portable electronic devices. This paper presents a critical literature review of the available DoE works applied to the manufacturing and characterisation of LIBs. An overview of DoE and the most important available designs are first presented, followed by a general introduction of the statistical analysis required for the interpretation of the results including regression models. Several aspects of the LIBs such as ageing, capacity, electrode formulation, active material synthesis, thermal design, charging and parameterisation are discussed based on the main objective of the respective DoE studies found in the literature. A case study is presented to visualise the practical application of DoE to the LIBs field. Perspectives and future outlook are given to highlight opportunities and potential areas of research in the application of traditional and modern designs to the LIB’s field. This critical review contributes to a better understanding of the DoE methodology with a focus on LIBs or LIBs related aspects which will lead to faster developments in the field.

1. Introduction

The search for more sustainable alternatives to fossil fuel energy resources and the information era has led to the development of lithium-ion batteries (LIBs). LIBs are helping in the substitution of oil powered cars by electric vehicles (EVs) [1], and are aiding in the transition to renewable energy sources by serving as energy storage devices [2]. Additionally, the demand for portable electronic devices such as mobile phones, laptops, digital cameras, wearables and drones, has resulted in a considerable growth in LIBs production [3]. However, battery performance and cost still need to be improved to facilitate a complete transition towards electrification.

LIBs performance is mainly described by their energy density, power density, capacity, lifetime and charging time, characteristics that are a function of electrochemical properties (e.g. current and ion density, coulombic efficiency, ohmic resistance, polarization and reaction losses) and physical electrode properties (e.g. thickness, mass loading, porosity, adhesion, conductivity) [1]. The electrochemical and physical properties, and finally, the performance of the battery is the result of the interaction of battery components (anode, cathode, binder, separator...)
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and electrode structures created in the several manufacturing process steps [4]. In order to optimize the performance, quality and cost of the manufactured LIBs it is first necessary to understand how the different components and manufacturing processes interact and their impact on battery characteristics.

The understanding of the relationship between the manipulated variables and the output variables is essentially done by experimentation, frequently by trial-and-error through a best-guess approach, or in a few cases by a one-factor-at-a-time approach. In the context of LIBs manufacture and performance, the manipulated variables are, for instance, the types and amounts of materials in the electrode formulation, the thickness and porosity of the electrode, charge and discharge temperatures, and equipment operating parameters, whereas the output variables can include the battery’s energy density, discharge capacity and temperature rise.

In recent years, the combination of experiments and modelling has shown to be a promising alternative to only experimental work [5]. Some researchers have focused on reducing the number of experiments required to understand the relationship between battery performance and the manufacturing process by using models at different scales [6,7]. Schmidt et al. [4], for instance, combined a process chain simulation consisting of the coating, drying and calendering processes, and a homogenized cell model to identify the most relevant process parameters and their impact on battery performance.

Nevertheless, accurate experimental data underpins all modelling work for either its development, testing, validation or parameterisation. To reduce the time and efforts associated with experimentation, the statistical Design of Experiments (DoE), is a valuable tool to obtain the maximum amount of relevant data at the minimum economic cost and time. DoE has successfully been used in different areas and industries, such as the pharmaceutical [8,9], agricultural [10,11], energy and bioenergy [12], fuel cells [13], microencapsulation [14], analytical chemistry [15] and chemical and biochemical processes [12,16]. In the battery field, however, DoE seems to be just gaining recognition as shown in the number of published papers through time (Fig. 1).

This paper presents a review of DoE works applied to LIBs within the academic literature. The paper is organised as follows: first, an introduction to DoE is provided, covering the aspects of design methodology, available experimental designs and the statistical tools used for the analysis of the collected data. The article then presents and discusses a collection of works where DoE has been applied specifically to the LIBs field. The works have been classified in the following categories depending on the main objective of the DoE: battery ageing, energy capacity, formulation, active material synthesis, electrode and cell production, thermal design, charging, other applications, optimisation studies and model parameterisation. A DoE case study is presented to illustrate a practical example of the application of DoE and how the experimental effort is reduced compared when traditional methods are employed. Perspectives and future outlook are given highlighting potential areas of research. General conclusions are presented at the end. The paper contributes to a better understanding of the DoE methodology applied to the LIBs field and clarifies a few of its misconceptions.

2. DoE methodology

DoE can be defined as the branch of statistics involved in the planning, the collection and analysis of experimental data to ensure valid and objective engineering conclusions are attained [17]. DoE deals with the understanding of the effect of independent or input variables (factors) on the dependent or output variable (response) [11]. DoE is built on concepts of randomisation, blocking, replication, factorial approach and analysis of variance first introduced by Fisher [10,18]. The study areas in which DoE is often applied in engineering are comparative, screening, modelling, optimisation, robust design and formulation (Fig. 2) [11,19].

DoE involves a series of methodical steps (Fig. 3) [20]. First, the problem as well as the objectives of the experimental study are stated. The problem can be classified in one of the study areas shown in Fig. 2. The response(s), as well as the factors and their suitable levels (settings of the process parameters) are chosen based on the objective of the experimental study. Several factors (>4) at only 2 levels are normally considered for screening studies, whereas 2 or 3 factors with 3 or more levels are common for optimisation or robust parameter design. Next, an experimental design is selected, which is the category comprising the series of experiments that are undertaken considering the number of factors, levels, replicates, blocks, randomisation and the consideration of an (empirical) model.

The next step is performing the experiments as dictated by the experimental design. In most cases, particularly in screening, it is useful to run a few preliminary experiments to ensure that a suitable range of the factors has been chosen.

Once the data has been collected, it is processed using statistical methods. The statistical analysis commonly involves the analysis of variance (ANOVA), as well as the use of graphical methods (e.g., Pareto charts, histograms, normal or half normal probability plots and mean plots). In this step, a model, usually empirical, can be used to interpret the results and to represent the relationship between the factors and the response (Section 4.1). Finally, the evidence given by the statistical analysis provides a basis to arrive to objective conclusions.

3. Experimental designs

It is beyond the scope of this paper to discuss in detail the different experimental design methods. Further details are provided in a number of publications and educational texts, for example [11,21,22]. However, for completeness, a summary of the main experimental designs is provided below.

3.1. Factorial

This type of designs involves either the testing of all possible combinations of two or more factors and their levels (full factorial) or the testing of only a subset of the full factorial (fractional factorial design). The number of experiments (N) for a full factorial is given by $N = L^k$, where $L$ is the number of levels and $k$ the number of factors. For a fractional factorial it is $N = L^{k-p}$, where $p$ generates the confounding
Full factorials are rarely used when the number of factors or levels is relatively large ($L > 3, k > 5$). Common factorial designs are the $2^k$ and the $3^k$. The former is mainly employed in screening (see Section 3.2), whereas the latter when a quadratic function between response and factors is suspected. Nevertheless, $3^k$ are common only when the number of factors is relatively low, and if quadratic or higher interactions are expected, response surface methodology (RSM) provides with better designs.

An example of a factorial DoE applied to LIBs is given by Rangappa and Rajoo [23] (see Table 7) who used a full $3^3$ design for the identification of the main factors in battery temperature rise.

### 3.2. Screening

As previously mentioned, $2^k$ designs are primarily used for screening purposes. A special type of $2^k$ fractional factorials are the saturated designs in which up to $k = N − 1$ factors can be studied in $N$ runs. An example of a saturated design used for screening is the Plackett-Burman in which $N$ is a multiple of 4 [24]. Despite their effectiveness in finding main factors, the use of Plackett-Burman designs has not been reported in the LIBs field.

Screening designs have been mentioned for the study of vehicle-to-grid (V2G) and grid-to-vehicle (G2V) strategies on battery degradation [25], and for the analysis of impurities on lithium extraction ($2^4$ design) [26]. A limited collection of papers reported the use of screening designs for the identification of main factors as a preliminary research step. Some works identified the main factors by orthogonal arrays (OAs) with more than two levels (e.g., [27–30]) which may not be economical.

### 3.3. Response surface methodology

After the work of Fisher [10], a wider application of DoE in industry came with the RSM proposed by Box and Wilson [18,31,32]. The methodology focuses primarily on process optimisation but is also used for robust product and process design. RSM acquires its name from the graphical representation of the surface created from the values of the factors and the resulting value of the response. For the case of two variables, the surfaces are a 3D plot with its associated contour plot (see for instance Fig. 6). RSM studies are recommended after screening designs in order to perform targeted experiments only on the main factors.

The relationship between factors and response is expressed by a mathematical model, normally a second-order polynomial (Section 4). If the model is deemed to represent the relationship between factors and levels, it can then be used to determine the settings to optimise the response.

Although there are different RSM designs (central composite, Box-Behnken, the small composite design, equiradial designs, hybrid design) [11], the most popular and widely used in industry are the Box-Wilson central composite design (CCD) and the Box-Behnken design...
CCD is an orthogonal array of the predicted response. The total number of experiments for a design of experiments (DOE) is given by:

$$N = k^2 + 2k + c.$$  

The BBD, conversely, consists of three evenly spaced levels and the number of experiments is:

$$N = 2k(k - 1) + c,$$  

for $$k > 2$$. The designs are formed by the combination of $$2^k$$ factorial designs with incomplete block designs [32].

A detailed application of RSM to electrode formulation is discussed by Lv et al. [34] (see Table 4).

### 3.4. Taguchi

The popularization of DoE in industry came with Taguchi’s work on what was termed robust parameter design (RPD). RPD is a methodology and philosophy to determine the best settings of the controllable factors to make the process insensitive to noise factors in order to reduce process or product variation [11,32]. The product or process is, in this sense, optimised. Noise factors are defined as the variables that cannot be controlled in the actual process but can be controlled or simulated in the experiments. Taguchi promoted the use of fractional factorial designs in the form of OAs (a class of orthogonal main effects designs) consisting of a $$N \times k$$ matrix [35]. The nomenclature used to define the Taguchi designs is $$L_0(L^k)$$, or simply $$L_N$$.

In Taguchi designs an OA of the control variables (factors) is crossed with an OA containing the noise variables. The signal-to-noise ratio ($$S/N$$) is used as a measure of the variability of the response with respect to the target value due to the noise factors. Three common $$S/N$$ relationships can be specified depending on the objective of the RPD experiment: nominal-the-best, larger-the-better and smaller-the-better (Table 1).

| Signal-to-noise ratio type | Objective | Equation |
|----------------------------|-----------|----------|
| Nominal-the-best           | To achieve a specific value of the response, e.g., electrode thickness | $$S/N = -10\log\left(\frac{y_i}{\bar{y}_i}\right)$$ |
| Larger-the-better          | Maximise the response, e.g., coating adhesion | $$S/N = -10\log\left(\frac{\sum y_i^2}{n}\right)$$ |
| Smaller-the-better         | Minimise the response, e.g., electrode defects | $$S/N = -10\log\left(\frac{\sum x_i^2}{n}\right)$$ |

where $$\bar{y}_i$$ is the sample mean, $$\sigma^2$$ is the population variance, $$y_i$$ is the $$i$$th element of the response, and $$n$$ is the number of data points.

5. are of the Taguchi type.

### 3.5. Mixture

Mixture designs are a special type of designs in which the factors ($$x$$) are the compounds in a mixture and the levels their proportions, related according to Eqs. (1) and (2), where $$q$$ is the number of components. [37]:

$$0 \leq x_i \leq 1, \quad i = 1, 2, \ldots, q$$  \hspace{1cm} (1) 

$$\sum_{i=1}^{q} x_i = 1$$  \hspace{1cm} (2)

In mixture designs it is commonly assumed that the response is only a function of the proportions and not of the amount of the total mixture. Graphically, for two components, the factor space is a line, for three components it is a triangle and for four components it is a tetrahedron. The common types of mixture designs are the simplex lattice, simplex centroid, simplex axial and extreme vertices design [21,38].

In the simplex lattice, there are $$m + 1$$ equally spaced proportions (Eq. (3)) in the range from 0 to 1, and all mixtures with these proportions for each compound are evaluated (see for instance Fig. 4a). These designs

![Diagram of the DoE methodology](image-url)
are labelled as a \((q, m)\) simplex lattice, where \(m\) is the degree of the lattice. The number of experiments in a simplex lattice is \((q+m-1)\). \(\tag{3}\)

\[
x_i = 0, \frac{1}{m}, \ldots, 1 \quad i = 1, 2, \ldots, q
\]

In the simplex centroid design, the experimental points are in the centroid points, the vertices and the overall centroid (centre point of the triangle, for \(q = 3\)). The total number of experimental points is \(2^q - 1\) (Fig. 4b).

In simplex axial designs, the experimental points are on the axial of the components. The axial is defined as the line extending from the base point \(x_i = 0, x_j = \frac{1}{q+1}\) to the vertex \(x_i = 1, x_j = 0\), for all \(j \neq i\) [21]. The total number of points in a simplex axial is given by \(3q + 1\), corresponding to \(q\) vertex points, \(q\) centroid of constraint planes, \(q\) axial points and the overall centroid.

In the extreme vertices design, a reduced design space of the simplex is created due to linear constraints or upper and lower bounds on the proportions. The number of runs depends on whether axial points and overall centroid point are added.

Recently, Rynne et al. [39] optimised a specific electrode formulation by a constrained mixture design [21,40]. The research consisted in testing the proportions of active material (AM), conductive additives (CA) and polymer binder (B), and their effect on discharge/charge capacities. The analysis showed that the AM should be maximised while keeping a small fraction of CAs and minimum B content.

### 3.6. Optimal designs

The previous designs are also called traditional or classic designs [17,19]. Optimum designs, on the other hand, are an umbrella term for designs created based on specific objective optimality criteria. Because of their complexity, computer algorithms are often needed for the implementation of optimum designs, and are therefore also termed as computer-generated designs [41,42]. There are various types of optimal designs, but frequent ones are D-optimal, G-optimal, I-optimal, A-optimal and V-optimal, each with different features (Fig. 5) [43,44].

Optimal designs are primarily used when dealing with non-standard models, a restricted number of experiments or restricted experimental

![Fig. 5. Common optimal designs and their main characteristic [11,44,45].](image)
4. Statistical analysis

4.1. Regression model

One of the goals of DoE is to obtain a mathematical model that represents the relationship between the response and the factors. For a process represented by a $k$ number of $x$ factors, the response $y$ is given by Eq. (4) where $\epsilon$ is the random error:

$$ y = f(x_1, x_2, \ldots, x_k) + \epsilon $$  (4)

If the expected response, $E(y)$, is a function of the $x_i$ factors (Eq. (5)), then the surface represented by Eq. (6) is the response surface [11].

$$ E(y) = f(x_1, x_1, \ldots, x_k) $$  (5)

$$ \eta = f(x_1, x_1, \ldots, x_k) $$  (6)

In DoE, an empirical model in the form of a polynomial is used to fit the experimental data. The simplest model to represent the response is the linear function (Eq. (7)), also called the main effects model since it only contains the effects of the $x_i$ factors. $\beta_i$ is the average value of the response.

$$ y = \beta_0 + \sum_{i=1}^k \beta_i x_i + \epsilon $$  (7)

More complex relationships can be studied by including an interaction term to the main effects model. For instance, a model with two-way interactions ($x_i x_j$) can be expressed as in Eq. (8).

$$ y = \beta_0 + \sum_{i=1}^k \beta_i x_i + \sum_{i=1}^{k-1} \sum_{j=i+1}^k \beta_{ij} x_i x_j + \epsilon $$  (8)

If curvature is shown or expected in the system, then higher order polynomials may be used. The higher-order polynomial can also include higher interaction products (e.g., three-way) but for most DoE studies, normally up to the second-order model is considered (Eq. (9)).

$$ y = \beta_0 + \sum_{i=1}^k \beta_i x_i + \sum_{i=1}^{k-1} \sum_{j=i+1}^k \beta_{ij} x_i x_j + \sum_{i=1}^k \beta_{ii} x_i^2 + \epsilon $$  (9)

The coefficients $\beta_i$, $\beta_{ij}$ and $\beta_{ii}$ in Eqs. (7)–(9) are the first order, the interaction and the quadratic coefficients, respectively. The $\beta$ parameters are estimated from fitting of the experimental data by the method of least-squares.

Eqs. (7)–(9) can be expressed in matrix notation according to:

$$ y = X\beta + \epsilon $$  (10)

A special matrix resulting from a given experimental design and model is the hat matrix ($H$) defined as:

$$ H = X(X'X)^{-1}X' $$  (11)

The fitted regression model is given by:

$$ \hat{y} = Hy $$  (12)

The fitted regression model is given by:

$$ \hat{\beta} = (X'X)^{-1}X'y $$  (13)

The difference between the observed values ($y_i$) and the fitted values ($\hat{y}_i$) is the residual, $\epsilon_i$. The vector of residuals is therefore:

$$ e = y - \hat{y} $$  (15)

The covariance matrix of $\hat{\beta}$ is defined as:

$$ \text{Cov}(\hat{\beta}) = \sigma^2(X'X)^{-1} $$  (16)

where $XX$ is called the design information matrix.

It is noteworthy that for mixture designs, the polynomials representing the response surface are different due to the constraint given by Eq. (2). The second-order canonical mixture (or second-order Scheffé model) and the special cubic models are given by Eqs. (17)–(18) [21,44]. Other models can be found in the review of Cornell [21].

$$ \eta = \sum_{i=1}^k \beta_i x_i + \sum_{i<j}^k \beta_{ij} x_i x_j $$  (17)

$$ \eta = \sum_{i=1}^k \beta_i x_i + \sum_{i<j}^k \beta_{ij} x_i x_j + \sum_{i<j<k} \beta_{ijk} x_i x_j x_k $$  (18)

4.2. Model diagnostics

The first step in the model diagnostics is to look at residual plots in the form of residual vs predictions, residual histogram, normal probability plot of residuals, among others [17,46]. Numerical indicators for

Fig. 6. Response surfaces and corresponding contour plots showing: (a) a maximum discharge capacity [34]; (b) a generic rising ridge system.
model testing basically involve ANOVA, that is an analysis of the total variability in the response. The analysis starts with the computation of the regression sum of squares (SSR), the residual sum of squares (SSE) and their contribution to the total sum of squares (SST) according to Eqs. ((19)–(21)).

\[
SST = \sum_{i=1}^{n} y_i - \frac{1}{n} \left( \sum_{i=1}^{n} y_i \right)^2 = SSR + SSE
\]  
(19)

\[
SSR = \sum_{i=1}^{k} \left( y_i - \hat{\theta} X y \right)^2
\]  
(20)

\[
SSE = y_i - \hat{\theta} X y
\]  
(21)

The regression (MSR) and residual (MSE) mean squares are then computed according to Eqs. (22) and (23), respectively, which are in turn used to determine the F-value (F-statistics test, Eq. (24)).

\[
MSR = \frac{SSR}{k}
\]  
(22)

\[
MSE = \frac{SSE}{n-k-1}
\]  
(23)

\[
F-value = \frac{MSR}{MSE}
\]  
(24)

If F-value > F_{a,k-1}^*, then the null hypothesis (H0 : \beta_1 = \beta_2 = \ldots = \beta_k = 0) is rejected and the model equals noise. Values of F_{a,k-1}^* can be obtained from tables in statistics books, where \alpha is the level of statistical significance.

It is also customary to use P-value criteria to reject the null hypothesis when the P-value < \alpha. Calculation methods of the P-value are not straightforward, and it is normally done by statistical software (e.g., SAS, Design Expert, Minitab, R, MATLAB and JMP). \alpha is generally set between 0.05 and 0.1; the latter value is preferred in screening designs.

The coefficient of determination (R^2) computed from Eq. (25) is commonly used to explain the data variation that the regress model can explain. The closer R^2 to 1 the better the model is in representing the data. However, because the addition of terms in the model increases R^2 regardless of their statistical significance, the adjusted R^2 (R^2_adj) (Eq. (26)), is a preferred representation of the data variation explained by the model. Unnecessary terms will decrease the value of R^2_adj.

\[
R^2 = \frac{SSR}{SST} = 1 - \frac{SSE}{SST}
\]  
(25)

\[
R^2_adj = 1 - \frac{(n - 1)SSE}{(n-k-1)SST}
\]  
(26)

A proposed estimate of the predictive capability of a model is given by R^2_pred according to Eqs. (27) and (28).

\[
R^2_pred = 1 - \frac{PRESS}{SST}
\]  
(27)

\[
PRESS = \sum_{i=1}^{n} \left( e_i \right)^2
\]  
(28)

\( h_{ii} \) in Eq. (28) are the diagonal elements of the hat matrix (Eq. (11)).

The method behind Eq. (27) is to remove one of the i data points, fit the regression model to the remaining n - 1 observations and use that model to predict the removed y_i point. The process is repeated for all data points to compute PRESS.

5. DoE applied to batteries

The following sections present the application of DoE by subject to a battery aging problem. The details are explained in Section 6.0.

5.1. Battery ageing

Ageing within a LIB is classified as cycle ageing and calendar ageing; the former is related to degradation processes linked to mechanisms to the charge-discharge cycle, whereas the latter to independent mechanisms of such cycles. Calendar ageing has been mainly attributed to the build-up of the solid-electrolyte-interphase (SEI) [47]. Cycling ageing is attributed to SEI growth, lithium plating in the anode, volume changes and material degradation in both electrodes [48]. These mechanisms are influenced by several factors like cell chemistry, cell temperature, state of charge (SoC), current magnitude, depth of discharge (DoD), frequency of the charge-discharge process [49,50], voltage (charging voltage, end-of-discharge voltage and end-of-charge voltage) [51], pulse duration [52] and superimposed AC current [53,54].

Ageing is mainly defined as capacity fade and power fade (increase in the internal resistance or impedance) [50]. The understanding of the relationship between the different ageing factors on these two performance indicators (responses) is important for both, the design of more durable LIBs and for the management of existing batteries through battery management systems (BMS). The relationship between ageing factors and the response is expressed mathematically by either a physico-chemical model or an empirical or semi-empirical model. Nevertheless, the several factors involved in the aging process make the physico-chemical modelling a challenging task [55], and the simple empirical and semi-empirical models are sometimes preferred. The calibration of these models (parameterisation) is done by fitting of experimental data.

Performing the minimum number of experiments is important in ageing tests since these can take from months to years, especially when dealing with new chemistries or in the development of new battery designs [48,56]. DoE is useful not only to determine the minimum and most valuable number of ageing tests conditions but also to obtain the parameters to underpin empirical model development. A detailed review of literature in this domain is summarised in Table 2.

Although different chemistries have been involved in the ageing studies (Table 2), generally, temperature (T) and SoC have been identified as the two main important factors in capacity fading. The effect of SoC is mainly due to interaction with temperature. While the effect of temperature and SoC was already determined by studies not using DoE [47], the usefulness of the DoE methodology is in arriving to such conclusions faster, as well as to obtain an empirical model to explain the observations.

Using a D-optimal design, Mathieu et al. [48] obtained cycling degradation data that was later coupled with independently tested calendar data to develop an integrated empirical model for both ageing types. The resulting model was a double quadratic expression with interaction (Eq. (29)). The response surfaces at constant charge current (Ic) and discharge current (Id) are saddle points that can be used as an indication of the behaviour for capacity fade rate under the studied factors ranges. The model revealed the capacity fades plateaus corresponding to the graphite potential plateaus when SEI growth is the predominant ageing mechanism as pointed out by Keil et al. [47].

\[
\frac{d\ln(Ic)}{d\ln(Id)} = \beta_0 + \beta_1 Ic + \beta_2 SoC + \beta_3 Ic \times Id + \beta_4 Ic \times \frac{Ic}{Id} + \beta_5 \frac{Ic}{Id} + \beta_6 SoC^2
\]  
(29)

5.2. Energy capacity

Energy capacity is one of the LIB’s key performance indicators and an active area of research. The required capacity of a LIB depends on its final application (e.g. portable electronic, EVs, storage unit) [63]. As shown in Table 3, only a few papers have used DoE to study the effect of electrode physical properties (e.g. thickness, volume fraction, porosity)
| Title                                                                 | Item                                                                 | Chemistry Anode / Cathode | Application                       | Design       | Factors (levels) and replicates                                                                 | Response(s) Model                          | \( R^2 \), \( R^2_{adj} \), \( R^2_{pred} \) | \( P \)-value | Ref. |
|----------------------------------------------------------------------|----------------------------------------------------------------------|---------------------------|-----------------------------------|--------------|-----------------------------------------------------------------------------------------------|-------------------------------------------|------------------------------------------|-------------|------|
| Fast charging of lithium-ion cells: Identification of ageing minimal current profiles using a design of experiment approach and a mechanistic degradation analysis | Cell                                                                | N/A                       | To identify aging-minimal fast charging profile combination | D-optimal    | Four superimposed profiles in terms of C-rate (3)                                              | Capacity fade                            | Quadratic, Linear                         | >0.985, N/A, N/A | N/A  |
| Battery durability and reliability under electric utility grid operations: Representative usage aging and calendar aging | Battery                                                             | LTO / (LCO + NCA) pouch cells | Study of the degradation of commercial Li-ion cells | D-optimal    | Pulses C-rate (3), SoC swing rate (3) and (3)\( T \)                                           | Capacity fade                            | Linear, Combined interactions, Quadratic, Cubic, Pondered exponential variation | 0.84-0.89, N/A, N/A | <0.05 |
| D-optimal design of experiments applied to lithium battery for ageing model calibration | Battery                                                             | Graphite based / LMO, NMC | Evaluation of the relevant terms of an ageing model | D-optimal    | \( T \) (3), SoC (4) and Charge and discharge current (2)                                       | Capacity fade rate                        | Double quadratic with interaction expression | 0.959, 0.94, N/A | N/A  |
| Investigation of the influence of superimposed AC current on lithium-ion battery aging using statistical design of experiments | Battery                                                             | N/A / LCO                 | Investigation of the effect of a superimposed AC waveform on the discharge current on battery aging | N/A          | RMS current (2), DC current amplitude during discharge (2), AC current waveform shape (2) and frequency (3) | Resistance of the battery cell            | Quadratic                                  | N/A, N/A | [53] |
| Durability and reliability of electric vehicle batteries under electric utility grid operations: Bidirectional charging impact analysis | Battery                                                             | Panasonic graphite (GIC) / NCA | Investigation of the effect of V2G and G2V strategies on vehicle battery degradation | Fractional factorial 4\(^2\) | Parked periods (4), \( T \) (4) and SoC (8), 3 repeats.                                        | Capacity fade, resistance, rate capability | Double quadratic                          | >0.958, N/A, N/A | <0.1  |
| Lithium-Ion battery ageing assessment based on a reduced design of experiments | Battery                                                             | Graphite / NMC            | Assessment of the effect of \( T \), current and SoC on aging | Full factorial 3\(^3\) | \( T \) (3), current (3) and SoC (3)                                                          | Capacity fade rate                        | Quadratic and first order interactions    | 0.837, N/A, N/A | <0.05 |
| Separating key less well-known properties of drive profiles that affect lithium-ion battery aging by applying the statistical design of experiments. | Battery                                                             | Panasonic NCR18650PF      | Evaluation of the effect of dynamic drive profiles properties on battery aging, and to study the interaction between RMS current value and \( T \) | N/A          | RMS value (2), regeneration (2) and current (2)                                               | Resistance                               | Linear                                   | N/A        | <0.1  |
| Identifying main factors of capacity fading in lithium ion cells using orthogonal design of experiments | Cell                                                                | Graphite / NCA            | Ranking of the factors causing capacity fade | L\(_{10A}(2 \times 3^7)\) | Ambient \( T \), charge current during CC process, cut-off voltage of the charge process, CV time of the charge process, discharge current during CC process, cut-off voltage of the discharge process and CV time of the \( T \) | Deceleration factor                      | Linear                                   | N/A        | <0.05 |

(continued on next page)
on energy density and power density. Gitzendanner et al. [64] employed a fractional factorial design for the identification of the main factors affecting the discharge capacity in the design of a 20 Ah prismatic cell for military and aerospace applications. The only statistically significant factor ($\alpha < 0.05$) was the cathode/anode weight loading ratio. From the statistical analysis and engineering design considerations, suitable values of the factors were chosen resulting in cells exceeding the design goals, for instance higher cycle life.

The work of Hosseinzadeh et al. [65] used DoE to assess the effect of individual parameters and parameter interactions on specific energy and specific power. A 1D electrochemical-thermal model previously developed [66] was first implemented in COMSOL Multiphysics and validated against literature experimental data. The model was then used to determine the values of the specific energy and specific power at different parameter settings according to a full factorial design to identify and ranked the main parameters based on a first order polynomial with interactions. The empirical model was used for optimisation of the responses based on the main factors and significant interactions. The contour plots, however, do not reveal optima for any of the responses, exhibiting instead a rising ridge for specific energy and a falling ridge for specific power, due to the interaction terms.

5.3. Formulation

Electrode formulation comprises a mixture of components, mainly AM, CA and B. At the cell level, an electrolyte solution creates a medium for the movement of Li-ions between the electrodes. The proportions of these components have a direct effect on battery energy density and power density and will vary depending on the final application [70,71].

Typical anode AMs are a form of carbon such as graphite, synthetic graphite, hard carbon. More recent developments include metallic lithium [72], lithium titanate (Li$_4$Ti$_5$O$_{12}$, LTO) [73,74], tin-based alloys [72], and lately silicon-based materials [1]. The cathode is commonly a metal oxide, including lithium cobalt oxide (LiCoO$_2$, LCO), lithium nickel manganese cobalt oxide (LiNiCoMnO$_2$, NMC), lithium nickel cobalt aluminium oxide (LiNiCoAlO$_2$, NCA), lithium manganese oxide (LiMn$_2$O$_4$, LMO), lithium iron phosphate (LiFePO$_4$, LFP), FeS$_2$ and V$_2$O$_5$ [1,2]. Typical conductive additives include carbon black, carbon nanofibers and conductive graphite [63,72]. The mechanical integrity of the electrode is provided by the polymer binder, which is commonly polyvinylidene difluoride (PVDF) for cathodes and carboxymethyl cellulose for anodes [75]. The use of polyethylene-co-ethyl acrylate-co-maleic anhydride (TPP) and hydrogenated nitrile butadiene rubber (HNBR) as a binder for the cathode has also been studied [39]. The materials are dispersed in a solvent, normally N-methyl-2-pyrrolidone (NMP) for NMC cathodes and water for anodes. NMP replacements are being investigated with the aim of greener and cheaper processes [76-78].

The electrolyte consists of a mixture of an organic salt such as lithium hexafluorophosphate (LiPF$_6$, the most common), lithium tetrafluoroborate (LiBF$_4$) and lithium perchlorate (LiClO$_4$) in an organic solution of at least two carbonate solvents such as ethylene carbonate (EC), dimethyl carbonate (DMC), diethyl carbonate (DEC), ethyl methyl carbonate (EMC) and vinylene carbonate (VC) [79-81].

Factorial and RSM have been employed in the screening of several factors, including cathode and anode materials, solvent type and doping materials (Table 4). This is a valid approach if the response is not studied as a function of the relative proportions of the ingredients but rather as the total amount of the components. For the cases where the response
studies are important, for instance, to determine the best electrode. The response and these factors need to be carefully controlled in this type of experiment. Only one paper truly identified optimum conditions by RSM [83]. The work of Park et al. [82] (Table 4) determined the optimum conditions for electrode material synthesis. However, only a few publications were identified employing DoE to this area (Table 5). Only one paper truly identified optimum conditions by RSM [83]. The rest of the papers determined the optimum conditions by Taguchi orthogonal designs. Taguchi designs, however, cannot identify the second order terms necessary to determine curvature, and can only identify interactions in a few cases [32,36]. The OA, as employed in the works in Table 5, helped only to the identification of the main factors affecting the synthesis process. The conditions reported as optimum are only the factor settings that resulted in the highest or lowest value of the response, but these are not necessarily the optimum.

5.5. Electrode and cell production

The quality, and therefore performance of the battery not only depends on the components of the electrodes, but also of the production processes at the electrode and cell level. Studies on process uncertainties and their effect on battery performance are scarce due to the considerable amount of time required in manufacturing the cells and the electrochemical measurements [4]. Several processes are involved in the electrode and cell production including mixing, coating, drying, calendering, welding, winding (or stacking or Z-folding), cutting, contacting, housing and electrolyte filling [1,91]. Of the many processes, however, only a few (welding, winding, coating and calendering) have been studied using DoE methods (Table 6).

Contributions of DoE applied to cell manufacturing are presented by Meyer et al. [92] and Billot et al. [93]. The former optimised the web tensions for the electrode and the separator in the jelly roll winding process for plug-in hybrids EVs. A CCD identified the optimum settings for the web tensions for six different responses. Since no general optimum was found for all responses, desirability indices determined the optimal levels of the factors. Of the six responses studied, only one (spring back after 25 h) resulted in $R^2 > 0.9$, probably due to the omission of other influential factors in the model [92].

Billot et al. [93] presented a comprehensive study of the adhesion strength (a parameter linked to LIB’s capacity) from four different approaches combined.
| Title | Item | Chemistry | Application | Design | Factors (levels) and replicates | Response(s) | Model | $R^2$, $R^2_{adj}$ | $P$-value | Ref. |
|-------|------|-----------|-------------|--------|--------------------------------|--------------|-------|----------------|----------|------|
| Exploiting materials to their full potential, a li-ion battery electrode formulation optimization study | Electrode | LTO / LFP | Study of the impact of electrode formulation and type of binder on several properties for two active materials. Optimal formulation found for each active material. Study of the effect of microstructural properties on electrode performance. | • Mixture  
• D- and l-optimal | Active material (75-95%), carbon black (C65) (0-20%), carbon nanofibers (0-10%), Binder (2), 5 replicates | Discharge/charge capacity at C/25, 5C and 15C, Mac Mullin number, electronic conductivity | Linear  
Quadratic | N/A, 0.98, 0.97 | <0.05 [39] |
| Optimization of cathode material components by means of experimental design for li-ion batteries | Cathode | NMC | To study the effects of active material, conductive additive and binder on electrochemical performance | Full factorial with centre points | Amounts of carbon black, graphite, and PVDF (3 for each) | Initial discharge capacity and Warburg coefficient | Linear with interactions | >0.99, >0.99, >0.98 | <0.05 [84] |
| Optimization of titanium and vanadium co-doping in LiFePO4/C using response surface methodology | Cathode | Titanium and vanadium co-doped LFP | To determine the optimum doping amounts of V and Ti | CCD | Amounts of doping V and Ti (5 for each), 5 replicates | Discharge capacity and capacity retention ratio at 10C | Quadratic with linear and interaction terms. | 0.999, 0.998, N/A | <0.1 [34] |
| Design of experiment methodology to improve the energy density of lithiated metal phosphates | Cathode | LiFe1/2-y-yMn0.5Co0.5B2PO4 | Optimization of battery active material composition | Mixture | Fe (0-33.3%), Mn (28.4-90%), Co (0-33.3%) and B (0-5%) quantities | Discharge capacity at C/10 | First order with linear interactions | 90.2, 82.1, N/A | N/A [85] |
| Optimization of electrophoretic suspension to fabricate Li[0.53Co0.28Mn1/3]2O2 based positive electrode for li-ion batteries | Cathode | NMC | • To determine optimum quantities of active material, conductive agent and binder in an electrophoretic process. | BBD | Amounts of active material, conductive material and binder. (3 for each) | Discharge capacity at 0.2C and capacity retention ratio | Second order with linear interactions | 0.9897, 0.9767, N/A | <0.05 [86] |
| A new tolerance design method for a secondary rechargeable battery using design of experiments with mixture | Battery (electrolyte) | Graphite / LCO | • To establish a tolerance design method for mixture design problems. | Mixture (extreme vertices) and $2^{k-1}$ fractional factorial design. [Crossed experimental design] | Mixture: EC, EMC and DEC or DMC. (4 for each) Fractional factorial: process variables (2) | C-rate capacity and irreversible capacity | First order with interactions | N/A, N/A | [82] |
| High thermal conductivity negative electrode material for lithium-ion batteries | Anode | Graphite | • To determine the effect of different parameters on thermal conductivity of a graphite anode. | N/A | Graphite particle size (4), PVDF content (2), C-black content (2), compression pressure (3) and (3)T | Thermal conductivity | N/A, N/A | <0.05 [87] |
| Recent development of rechargeable lithium-ion cells at JPL | Cell | Coke / LCO | • To evaluate the effect of design factors on cell performance. | $L_4$ | Cathode material, anode material, electrode porosity, interelectrode spacing, cell balancing, electrolyte salt and electrolyte solvent type. (2 for each) | Cell performance | N/A, N/A | N/A [88] |
adhesion theories: mechanical, thermodynamic, chemical and micro-mechanical. Influencing key factors were chosen from each theory (mechanical: roughness of the foil; thermodynamic: surface tension of the liquid; chemical: binder amount; micromechanical: coating thickness) through a series of DoE plans. The main factors identified were the amount of binder and the coating thickness. In a different DoE, the compression rate, porosity and roll temperature were analysed. All main factors were identified as highly statistically significant, as well as the porosity–temperature interaction. Contrasting with the findings in the literature where observations are normally done at room temperature, making the adhesion strength less noticeable, the results showed an increase in adhesion strength at low porosity and high temperature [93]. In another DoE, the effect of roll diameter, layer thickness, roll temperature, number of passes, porosity and web speed were studied. Results showed that smaller roll diameters result in lower adhesion strengths. Unfortunately, not many details of the DoE plans were presented, and only the use of a D-optimal design is reported in the study of the roll diameters.

5.6. Thermal design

Temperature is an important aspect of battery performance and safety, manifested in the forms of operating temperature, storage temperature and battery temperature distribution. In the mildest case, temperature contributes to the calendar and cycling mechanisms, and its effects are seen as battery degradation [63] (Section 5.1). In extreme cases, a poor battery temperature distribution and localised hot or cold spots could lead to accelerated battery degradation and in thermal runaway [96].

DoE plays an important role in battery design to study the effects of potential design parameters (materials, dimensions, coolant flowrates, added features, etc.) that guarantee an even battery temperature distribution, minimise temperature rise and released energy. These aspects in turn reduce the possibility of unexpected thermal runaway, or in the worst case, minimise its catastrophic effects.

The DoE types in thermal design found in the literature varied from fractional factorial designs to BBD and even full factorials (Table 7). Most of the studies have determined a linear or quadratic relationship between factors and responses. A comprehensive DoE study by Walker et al. [97] have shown that inclusion of a bottom vent in the battery reduces the severity of a thermal runaway and improves the prediction of the event. Design features studied also included battery capacity, manufacturer separator material, cell casing thickness and an internal short-circuiting device. on the responses were energy distribution, total energy released and mass distribution. A bespoke calorimeter was developed to examine the effect of thermal runaway. A lognormal distribution model explained the relationship between the factors and the response.

5.7. Battery charging

An interesting application of DoE in LIBs is in finding the optimum charging pattern, or optimum settings of charging parameters, that will result in faster charging times, higher charging capacities or increased cycle life. Two charging methods that have been proposed as alternatives to the simple constant current (CC), constant voltage (CV) and the more commercially deployed CC-CV methods, are the pulse charging (PS) and the multi-stage CC (MS-CC). In PS, the intermittent voltage or current used to charge the battery reduces dendrite formation by avoiding accumulation of the Li⁺ ions on the electrode surface, resulting in larger charging currents and lower charging times at the fixed cut-off voltage [98]. The optimisable pulse charging parameters are frequency, peak charge current amplitude and duty cycle [99]. In MS-CC, the total charging time is divided into stages, each set to a predetermined charging current. When the cut-off voltage is reached during charging at the present current, charging moves to a new stage under a new current until the final stage number is reached (normally between 4 and 5) [100]. The challenge in MS-CC is to find the optimum current value for each stage. Although the optimum can be found through optimization algorithms (including genetic algorithms, particle swarm optimisation, ant colony system), these rely on accurate battery models which are difficult to
obtain due to the varied and complex electrochemical LIBs’ properties [101, 102].

DoE has been applied as a substitute tool for finding the optimum settings of the PS method and for finding the optimum current for each of the MS-CC, avoiding the reliance on a battery model and on the time-consuming testing of all the current candidates. In particular, OAs as promoted in the Taguchi method have been the preferred DoE type in these kind of studies (Table 8).

Liu and Luo [103], and in more detailed Liu et al. [101] proposed the use of Taguchi designs to determine optimum charging patterns for the MS-CC method. A few variations of the proposed methodology have been developed (Table 8), but the central idea is that through an iterative process, the best charging current combination for each stage is obtained by finding the best cost function from the charging conditions determined by an initial OA and an initial set of current candidates. If the termination criteria are satisfied at this iteration, the optimum charging pattern is that given by the best cost function; if not, a new iteration with updated current candidates is tested by creating a new OA. The process is repeated until the termination criteria is satisfied.

Despite the effectiveness in the use of OA for finding the best conditions in MS-CC methods, the number of elements in the testing matrix (design matrix) can be reduced by first creating the factorial design and

Table 6
List of DoE studies related to electrode and cell production.

| Title | Item | Chemistry | Application | Design | Factors (levels) and replicates | Response(s) | Model | $R^2$, $R^2_{adj}$, $R^2_{pred}$ | P-value | Ref. |
|-------|------|-----------|-------------|--------|--------------------------------|-------------|-------|---------------------------------|--------|------|
| Tailoring micro resistance spot welding parameters for joining nickel tab to inner aluminium casing in a cylindrical lithium ion cell and its influence on the electrochemical performance | Cell | Graphite / LFP | Optimisation of spot welding parameters | L_0 | Clamping load, weld current and weld time. (3 for each) | Minimum electric contact resistance and the maximum shear strength | S/N | N/A | <0.05 | [94] |
| Development and implementation of statistical methods for quality optimization in the large-format lithium-ion cells production | Cell | N/A | Identification of quality parameters for the winding process of the jellyroll followed by optimization of the electrodes and separator web tensions. | CCD | Web tension electrodes and web tension separator (3 for each) | Deviation of winding width, deviation of Cu-S, deviation of Al-S, spring back after 25 h, displacement of anode, displacement of cathode | Quadratic with interactions | 0.9, N/A, N/A | [92] |
| Investigation of the adhesion strength along the electrode manufacturing process for improved lithium-ion anodes | Anode | Graphite | Identification of main factors influencing adhesion strength according to four different adhesion theories (mechanical, thermodynamic, chemical and micromechanical). | D-optimal for roll diameters | Foil roughness (6), coating thicknesses (3) and surface tension (3). Calendering: porosity (6), T (6) and roll diameter (2). Also: layer thickness, roll T, number of passes, porosity and web speed (N/A). 3 repeats. | Adhesion strength | N/A | N/A | <0.05 | [93] |
| Reliability improvement of lithium cells using laser welding process with design of experiments | Cell | N/A | Variance reduction of the weld penetration depth in the hermetically welding process of battery cans. | 1/4 factorial ($2^{2-2}$) for inner array and 1/4 factorial ($2^{4-2}$) | Flow rate of the protection gas, type of case material, pulse frequency, ration between pulse time and welding time, welding speed, type of protective gas, power of the laser beam. Noise factors: pressure of the case to the cover, optical lenses’ cooling system T, optical cleanliness, holders stability and uniformity. (2 for each). 4 replicates. | Weld penetration depth | S/N | N/A | <0.05 | [95] |

aN/A: Not available.

---

Liu and Luo [103], and in more detailed Liu et al. [101] proposed the use of Taguchi designs to determine optimum charging patterns for the MS-CC method. A few variations of the proposed methodology have been developed (Table 8), but the central idea is that through an iterative process, the best charging current combination for each stage is obtained by finding the best cost function from the charging conditions determined by an initial OA and an initial set of current candidates. If the termination criteria are satisfied at this iteration, the optimum charging pattern is that given by the best cost function; if not, a new iteration with updated current candidates is tested by creating a new OA. The process is repeated until the termination criteria is satisfied.

Despite the effectiveness in the use of OA for finding the best conditions in MS-CC methods, the number of elements in the testing matrix (design matrix) can be reduced by first creating the factorial design and
then applying optimal design criteria taking advantage that no factor interactions are needed, i.e., only the main effects of each charging stage are needed. For instance, a design based on D-optimality would comprise 11 experiments instead of 16 as in the L16 array, for a main factors model.

Optimum pulse charging parameters are also better obtained by RSM instead of OA, since the latter do not allow in most of the cases for the study of two-way interactions, or second order terms as mentioned in Section 3.4.

### 5.8. Other applications

DoE is also valuable in studying aspects surrounding LIBs, which when integrated to the whole production chain, can result in lower battery development costs, lower energy consumption or improved performance. The primary examples are presented in Table 9, and include research on improved synthesis conditions for electrode materials, a study on the effects of impurities in lithium extraction and a materials study on corrosion processes. Notably, all the studies involve full or fractional factorial designs.

---

**Table 7**

List of DoE studies related to lithium-ion batteries thermal design.\(^{*}\)

| Title | Item | Chemistry | Application | Design | Factors (levels) and replicates | Response(s) | Model | R\(^2\), R\(^2\)\(_{adj}\), R\(^2\)\(_{pred}\) | P-value | Ref. |
|-------|------|-----------|-------------|--------|-----------------------------|-------------|-------|---------------------------------|--------|------|
| Decoupling of heat generated from ejected and non-ejected contents of lithium-ion cells using statistical methods | Battery pack | Graphite / NMC | To determine the effect of several parameters, like design features and cell manufacturer on thermal runaway | N/A | Cell manufacturer and capacity (4), separator material (3), inclusion of a bottom vent (2), inclusion of an internal short-circuiting device (2) and cell casing thickness (2). | Total energy release, distribution of energy and post-test mass distribution. | Lognormal | N/A | N/A [97] |
| Effect of thermo-physical properties of cooling mass on hybrid cooling for lithium-ion battery pack using design of experiments | Battery pack | Carbon microsphere / NMC | Finding the optimum conditions for minimum temperature rise | BBD | Cathode thickness, cathode particle size, cathode volume fraction, C-rate, battery thickness, initial/ambient T. (3 for each) 2 replicates | T rise Quadratic | N/A | N/A [96] |
| Coupling multi-physics simulation and response surface methodology for the thermal optimization of ternary prismatic lithium-ion battery | Battery pack | N/A | Identification of the main factors influencing temperature rise of batteries | L\(_{16}(4^4)\) | Channel width, channel height, amount of pipe and velocity of coolant. (4 for each) | Average T of the cooling plate and T difference of cooling plate | N/A | N/A | N/A [104] |
| Orthogonal experimental design of liquid-cooling structure on the cooling effect of a liquid-cooled battery thermal management system | Battery pack | N/A | To study the feasibility of replacing conventional polymer insulator with Boron nitride coating as battery insulator | L\(_{16}(3^4)\) | Casing surface roughness and coating thickness. (3 for each). Experiments repeated 3 times | Adhesion strength Linear | N/A | <0.1 | [105] |
| Feasibility study of Boron Nitride coating on Lithium-ion battery casing | Battery casing | N/A | Characterization of the thermal performance of two commercial plug-in hybrid electric vehicles pouch cells | Fractional factorial (Nested Face Centred) | Ambient T and C-rate. (4 for each) | Cell surface T and heat generation Second order with interactions >0.99, N/A | N/A <0.05 | [106] |
| | Cell | • Graphite / LFP • Graphite / LMO and NMC | | | | | |

\(*\text{N/A: Not available.}\)
5.9. Optimisation studies

One of the primary applications of DoE is for process optimisation. This step is normally carried out focused on two or three main factors identified through a screening design. When the relationship between factors and response can be approximated by a second order or higher polynomial (Eq. (9)), it is possible to find the stationary points of the equation corresponding to minimum, maximum or saddle points. The contour plots for response surfaces exhibiting maximum or minimum equation corresponding to minimum, maximum or saddle points. The factors and response can be approximated by a second order or higher saddle point, the contour plots correspond to hyperbolas. When the polynomial (Eq. (9)), it is possible to find the stationary points of the presented as optimisation by OAs were used as part of the Taguchi six used RSM as the proper method for optimisation (one is a mixture the misinterpretation of the applied to find optimum settings in terms of best values for minimum noise factors and primarily to the identification of main effects, and it is optimum values since no stationary point is being reported. The OA and the analysis of means can be used for the identification of main factors and the optimisation carried out by other methods. For instance, Lee et al. [69] identified the four main factors from an initial pool of eight, which were then considered design variables for the specific energy optimisation based on Newman’s electrochemical model and the micro genetic global optimisation algorithm.

Only a few papers presented response surface plots or contour plots, and where mainly ridge systems or bended planes. The surface reported by Lv et al. [34], on the other hand, clearly shows an optimum in the study of doping quantities of vanadium and titanium in LFP cathodes (Fig. 6a). The authors also reported the statistical analysis of the results (R², ANOVA, F-value, P-value), something not generally reported in the reviewed works despite being the statistical analysis a core principle of DoE.

5.10. Model parameterisation

The design and efficient management of LIBs relies on accurate models to describe their behaviour at different operating conditions and for different chemistries. Such models are used, for instance, in BMS controlling voltage, current, SoC, state of health (SoH) and temperature [121].

Available models can be classified into three main categories: empirical models, electrochemical models (EMs) and the equivalent circuit model (ECM). The empirical models are the simplest of all but also have the lowest accuracy [51]. EMs involve the modelling of physico-chemical phenomena, are more complex, but are also more accurate [48]. ECMs are a trade-off between the empirical and the EMs, are formed of basic electrical components (voltage sources, resistances, capacitances) and in some instances of nonlinear elements [122-124]. A detailed EM is the Doyle-Fuller-Newman (DFN) model, also known as the pseudo-two-dimensional (P2D) model [125,126]. However, their complexity has hindered its widespread application and simpler EMs have been proposed, like the single particle model (SPM) or SPM with electrolyte dynamics (SPMe) [123,126]. The effects of temperature on battery behaviour are also important for accurate modelling, and require coupling of electrical-thermal models [127].

Regardless of the type of model, parameter estimation is an inherent

### Table 8

| Title | Chemistry | Design | Factors (levels) and replicates | Response(s) | Ref. |
|-------|-----------|--------|---------------------------------|-------------|-----|
| Optimization of multi-stage constant current charging pattern based on Taguchi method for Li-ion battery | N/A | \(L_0(4^6)\) | Currents of five charging stages (4 for each) | Charging time, charging capacity and charging efficiency. | [100] |
| Improved performance of Li-ion polymer batteries through improved pulse charging algorithm | Li-ion polymer | OA | Duty cycle (3), frequency (6) and ambient T (3) | Charging time, battery charge, energy efficiencies and cycle life | [99] |
| Taguchi-based Pso for searching an optimal four-stage charge pattern of Li-ion batteries | Sanyo UR14500P | \(L_0(3^4)\) \(L_0(2^6)\) | 4 Charging stages (3 and 2) | Charging time and discharge capacity ratio | [107] |
| Implementation of an SOC-based four-stage constant current charger for Li-ion batteries | Sanyo 840 mAh | \(L_0(3^4)\) | 4 charging stages (3 for each) | Charging efficiency, charging time and T variation | [108] |
| The impact of pulse charging parameters on the life cycle of lithium-ion polymer batteries | Li-ion polymer | Graphite / LCO | Duty cycle (3), frequency (6) and ambient T (3) | Battery cycle life, series resistance and charge transfer resistance | [109] |
| Search for optimal pulse charging parameters for Li-ion polymer batteries using Taguchi orthogonal arrays | NMC | \(L_0(3^4)\) | 4 charging patterns (3 for each). 5 repeats | Energy efficiency, charge efficiency and charge time | [110] |
| Multi segment charging strategy for lithium ion battery based on Taguchi method | A fast-charging pattern search for li-ion batteries with fuzzy-logic-based Taguchi method | N/A | \(L_0(2^1 \times 3^6)\) | Charging time and normalized discharge capacity | [112] |
| New charging strategy for lithium-ion batteries based on the integration of Taguchi method and state of charge estimation | Graphite / LMO | \(L_0(3^4)\) | 4 charging stages (3 for each) | Energy efficiency charging time and T variation | [113] |
| Obtaining optimal membership functions using fuzzy-based Taguchi method | N/A | \(L_0(4^2 \times 3^3)\) | 5 charging stages (3 for each) | Charging time, charge capacity and T variation. | [114] |
| Optimization of a fuzzy-logic-control-based five-stage battery charger using a fuzzy-based Taguchi method | N/A | \(L_0(2^1 \times 3^3)\) | 5 charging stages (3 for each) | Charging time, charging efficiency and T variation. | [115] |
| The implementation of consecutive orthogonal array method on searching optimal five step charging pattern for lithium-ion batteries | LMO | \(L_0(2^1 \times 3^3)\) | 5 charging stages (3 for each) | Charge capacity | [116] |
| Search for an optimal five-step charging pattern for li-ion batteries using consecutive orthogonal arrays | LMO | \(L_0(2^1 \times 3^3)\) | 5 charging stages (3 for each) | Charge capacity | [101] |
| Search for an optimal rapid-charging pattern for li-ion batteries using the Taguchi approach | LMO | \(L_0(2^1 \times 3^3)\) | 5 charging stages (3 for each) | Charge capacity and charging time | [103] |

a N/A: Not available.
part of the modelling process. While some parameters can be measured or predefined, others are obtained from experimental data. The methods and complexity of the parameter estimation from experimental data will vary depending on the model use but are in general more complicated for the ECM and EM.

Here, we highlight the use of DoE for parameter identification based on two approaches. The first is the use of DoE to reduce the number of experiments needed to construct the response surface from which the parameters are obtained. The second, DoE as a tool for parameter estimation and identifiability, that is, determining whether these can be obtained from experimental data [128]. An example of the former is presented by Mathew et al. [127] (Table 11), where a CCD constructed the response surface to get the parameters of an electro-thermal model. A comparison of the use of DoE with Non-DoE methods and look-up tables revealed that although the same accuracy was obtained from the three approaches, the DoE reduced the experimental time by around 75%.

The number of experiments can also be reduced by specifying the number of experiments based on D-optimal design. This approach will also maximise the parameter estimation information, since as mentioned in Section 3.6, D-optimal designs maximise the determinant of the information matrix (Eq. (16)). In this way, Forman et al. [129] proposed a framework for optimal experimental design applied to battery experimental and modelling development. The framework was first demonstrated on an empirical cubic model from 14 experiments, and later in the identification of 88 DFN model parameters [130].

Since the unbiased least-square estimator satisfies the Crâ머-Rao inequality [129], the best possible covariance in estimating is given by the inverse of Eq. (30), called the Fisher information matrix. Parameter estimation based on Eq. (30), are referred as Fisher-based optimal experimental designs. Several battery models have been studied and their parameterization obtained by the Fisher-based approach (Table 11). The relationship between estimator performance and model structure (ill-conditioning) was also studied by López C et al. [131]. The use of the Fisher-based optimal experimental design has revealed that some of the parameters of the DFN model are unidentifiable.

Table 9
List of DoE studies related to lithium-ion batteries.

| Title                                                                 | Item                        | Application                                                                 | Design                     | Factors (levels) and replicates | Response(s)                                                                 | Model                      | $R^2$, $R^2_{adj}$, $P$-value | Ref.  |
|----------------------------------------------------------------------|-----------------------------|----------------------------------------------------------------------------|----------------------------|---------------------------------|----------------------------------------------------------------------------|----------------------------|-------------------------------|-------|
| Taguchi method in experimental procedures focused on corrosion process of positive current collector in lithium-ion batteries | Aluminium foil              | Identification of the main factors promoting corrosion of the aluminium foil. | $L_n$ and Full factorial 3$^\dagger$ | $T$, ethylene carbonate/diethyl carbonate ratio and lithium salt. (3 for each) | Cyclic voltammetry and electrochemical impedance spectroscopy | $S/N$                      | $N/A$                         | $N/A$ | [117] |
| Impact of the impurities on lithium extraction from β-spodumene in the sulfuric acid process | Lithium extraction          | Operating parameters effects of lithium extraction and impurity leaching.   | Full factorial 2$^\dagger$ | $H_2SO_4$ excess, roasting $T$, roasting duration and mechanical stirring. (3 for each) | % Li extracted and leaching of impurities | $N/A$                      | $N/A$                         | $<0.05$ | [26] |
| A TOPSIS-based Taguchi design to investigate optimum mixture proportions of graphene oxide powder synthesized by Hummers method | Graphene Oxide              | To analyse and optimise the Hummers method for the graphene oxide synthesis. | $L_n$                      | graphene oxide: Centrifuge, filtering, washing with HCl solution, amounts of: graphite, NaNO$_3$, KMnO$_4$ and $H_2SO_4$, reduced graphene oxide: time, residence time in ultrasonic bath, amounts of graphene oxide, NaBH$_4$, distilled water; type of heating process and type of drying process. (2 for each). 2 replicates | Intensity of D peak to G peak ratio, Intensity of 2D peak, Intensity of D + D' peak, average surface roughness, crystallite size and carbon to oxygen ratio | $S/N$                      | $N/A$                         | $<0.05$ | [118] |
| optimizing synthesis of maghemite nanoparticles as an anode for Li-ion batteries by exploiting design of experiment | Maghemite                   | To study the effect of operating parameters in the synthesis of iron oxide nanoparticles via the co-precipitation method, and to identify optimum operating conditions. | Fractional factorial       | $pH$, $T$, reaction time and Fe$^{3+}$/Fe$^{2+}$ ratio (2 for each) | Crystallite size and phases | $N/A$                      | $N/A$                         | $N/A$ | [119] |
| Taguchi optimization of the carbon anode for Li-ion battery from natural precursors | Carbon                      | To identify the best natural precursors and operating settings to obtain the best carbon from a pyrolysis process and acid and alkali treatment. | $L_n(3^\dagger)$          | Precursor, $T$, Pre-treatment and gas. (3 for each). 2 repeats | Charge capacity and $S/N$ | $S/N$                      | $N/A$                         | $N/A$ | [120] |

$^a$ N/A: Not available.
Table 10
List of optimisation DoE studies related to lithium-ion batteries.∗

| Title                                                                 | Chemistry | Anode / Cathode | Design | Factors (levels) and replicates | Response(s)                                                                 | Model | $R^2$, $R^2_{adj}$, $R^2_{pred}$, P-value | Ref. |
|----------------------------------------------------------------------|-----------|-----------------|--------|---------------------------------|----------------------------------------------------------------------------|-------|---------------------------------------------|------|
| Exploiting materials to their full potential, a Li-ion battery electrode formulation optimization study | LTO / LFP | • Mixture       | D- and I-optimal | Active material (75-95%), carbon black (26%) (0-20%), carbon nanofibers (0-10%), Binder (2). 5 replicates | Discharge/charge capacity at C/25, 3C and 15C, Mac Mullin number, electronic conductivity | • Linear | N/A, 0.98, 0.97 | <0.05 | [39] |
| Tailoring micro resistance spot welding parameters for joining nickel tab to inner aluminium casing in a cylindrical lithium ion cell and its influence on the electrochemical performance | Graphite / LFP | L0 | (3) | Clamping load, weld current and weld time. (3 for each) | Minimum electric contact resistance and the maximum shear strength | S/N | N/A, N/A | [94] |
| Development and implementation of statistical methods for quality optimization in the large-format lithium-ion cells production | N/A       | CCD             |        | Web tension electrodes and web tension separator (3 for each) | Deviation of winding width deviation of Cu-S, deviation of Al-S, Spring back after 25 h, displacement of anode, displacement of cathode | Quadratic with interactions | 0.9, N/A, N/A | N/A | [92] |
| Optimize hydrothermal synthesis and electrochemical performance of Li$_2$FeTiO$_4$ composite cathode materials by using orthogonal experimental design method | Li$_2$FeTiO$_4$ | L0 (3) |        | T, time of hydrothermal synthesis, molar ratio and pH value. (3 for each) | Specific capacity | N/A | N/A | N/A | [30] |
| Effect of thermo-physical properties of cooling mass on hybrid cooling for lithium-ion battery pack using design of experiments | Graphite / NMC | Full factorial | 2 × 3$^3$ and RSM | Mass of phase changing material, thermal conductivity of paraffin-copper composite, rate of water flow. (3 for each). 2 replicates | $T$ rise | Linear | N/A, N/A | N/A | [23] |
| Coupling multi-physics simulation and response surface methodology for the thermal optimization of ternary prismatic lithium-ion battery | Carbon microsphere / NMC | BBD |        | Cathode thickness, cathode particle size, cathode volume fraction, C-rate, battery thickness, initial/ambient $T$. (3 for each) | $T$ rise | Quadratic | N/A, N/A | N/A | [96] |
| Optimization of a lithium-ion battery for maximization of energy density with design of experiments and micro-genetic algorithm | Li$_6$Co$_2$[LiPFe$_6$]. EC/DMC| LMO | OA | Anode particle size, Cathode particle size, Anode porosity, Cathode porosity, Separator porosity, Anode thickness, Cathode thickness and Separator thickness. (5 for each) | Specific energy density and specific power density | N/A | N/A | N/A | [69] |
| Orthogonal experimental design of liquid-cooling structure on the cooling effect of a liquid-cooled battery thermal management system | N/A       | L$_{16}$(4$^4$) |        | Channel width, channel height, amount of pipe and velocity of coolant. (4 for each) | Average $T$ of the cooling plate and $T$ difference of cooling plate | N/A | N/A | N/A | [104] |
| Optimized synthesis of Cu-doped LiFePO$_4$/C cathode material by an ethylene glycol assisted co-precipitation method | LFP and cupric ion doped LFP | L$_4$ |       | Calcination $T$, calcination time, and heating rate. (2 for each) | Specific capacity | N/A | N/A | N/A | [89] |
| Electrochemical-thermal modelling and optimisation of lithium-ion battery design parameters using analysis of variance | graphite / LFP | Full factorial 3$^4$ | (4) Particle radius, Electrode thickness, volume fraction of the electrode and C-rate. (3 for each) | Specific energy and specific power | Electrochemical-thermal model, Doyle-Newman model | >96.4, N/A, N/A | <0.05 | [65] |
| Optimizing synthesis of maghemite nanoparticles as an anode for Li-ion batteries by exploiting design of experiment | Maghemite | Fractional factorial | pH, $T$, reaction time and Fe$^{3+}$/Fe$^{2+}$ ratio (2 for each) | Crystallite size and phases | N/A | N/A | N/A | [119] |
| Optimization of titanium and vanadium co-doping in Titanium and vanadium co-doped LFP | CCD | Amount of doping V and Ti (5 for each). 5 replicates | | Discharge capacity and capacity retention ratio at 10C | Quadratic with linear and interaction terms | 0.999, 0.998, N/A | <0.1 | [34] |

(continued on next page)
6. DoE application case study

6.1. Experimental design

To illustrate the benefits of applying the DoE methodology to the LIBs field, the experimental data reported by Hamed et al. [138] on LiNi$_{1/3}$Mn$_{1/3}$Co$_{1/3}$O$_2$ (NMC) electrodes is studied in the present work through a DoE approach. The authors were investigating the correlation between the electrodes’ rate capability and their microstructural properties through a series of experiments and the P2D model. The research involved the study of three factors: dry thickness ($\delta = 38$ $\mu$m, 76 $\mu$m and 108 $\mu$m), NMC loading ($m_{\text{NMC}} = 87$ wt%, 92 wt% and 95 wt%) and binder/carbon weight ratio ($B/C = 1$, 1.25, 1.67 and 2.5), at 3, 3 and 4 levels, respectively. The examined responses were the tortuosity ($\tau$), the rate capability coefficient ($\gamma$) and the fractional long-range energy loss ($\omega$). A series of 36 experiments were performed which are the product of testing all the factors and level combinations, i.e., performing the full factorial experimental design. The study successfully demonstrated, by a series of 2D plots, the influence of the selected factors on tortuosity and the performance limitations of the electrodes.

As mentioned in Section 3.1, full factorials are rarely used for $L > 3$, since the number of experimental runs increases considerably. If the 3 factors would have been studied at 3 levels each, the required number of experiments for the full factorial would have resulted in, perhaps, a more manageable number of 27 experiments. Nevertheless, the selection of a 4th level for $B/C$ may have been deemed necessary, or a requirement, for development purposes. An alternative to the full factorial design used in the original publication is presented in the current work for the same number of factors and levels. The proposed design is a RSM I-optimal design aimed at developing a predictive empirical model containing the statistically significant terms and to visualise the effect of the factors on the responses. The optimal design was created in Design-Expert [139] treating the factors as discrete variables to be able to use the reported data in the original publication. The minimum number of experiments to fit a quadratic model (Eq. (10)) for the given combination of factors is 10, but a total of 15 experiments were considered to obtain a robust model. Even with 15 experiments, the I-optimal design chosen reduces considerably the experimental effort by more than 50%. Failure to include enough experiments for parameter estimation would have required augmenting the design with extra runs. The design matrix for the RSM I-optimal design is presented in Table 12. The corresponding values of the responses were taken from the reported data by Hamed et al. [138] and are also presented in Table 12.

6.2. Response analysis

6.2.1. Tortuosity

Linear regression analysis revealed the quadratic model, including all model terms, to be suitable to represent the tortuosity as a function of $\delta$, $m_{\text{NMC}}$ and $B/C$ ($R^2 = 0.89$). However, the calculated $R^2_{\text{pred}}$ was negative implying that the model is not useful for prediction, mainly because of the inclusion of non-statistically significant terms at a 90% level ($\alpha > 0.1$). The model was then reduced by forward elimination and P-values criterion ($\alpha < 0.1$). Furthermore, the response data was transformed to the inverse function ($y' = 1/y$) to obtain a normal distribution. The model, after removing non-statistically significant terms (Eq. (31)), shows a strong relationship of tortuosity with the three main factors and the quadratic contribution of the NMC content (P-values < 0.0067), with high correlation and predictive capabilities ($R^2 = 0.95$ and $R^2_{\text{pred}} = 0.86$) and adequate precision (signal-to-noise ratio) of 23.1. Although Hamed et al. [138] had already pointed out the significant sensitivity of tortuosity to the slurry formulation and the electrode thickness, the advantage of the DoE approach is that a response surface is obtained whose visual examination can guide further experimental efforts. The response surface shown in Fig. 7a is a 3D representation of Fig. 1 (a)-(b) in the original paper [138]. Fig. 7a also shows that a maximum tortuosity is expected around 92% NMC content, electrodes thicker than 108 $\mu$m and higher $B/C$ ratios than 2.5. Further experiments beyond those conditions would be required to determine such a maximum point. Additionally, more experimental points in that region are required to improve the model prediction, since a large deviation between the experimental tortuosity ($1/\tau$ = and the modelling value ($2/\tau$ =) is observed at those conditions.

$$\frac{1}{\tau} = 87.66865 - 0.00433\delta - 1.8896m_{\text{NMC}} - 0.072308B/C + 0.010263m_{\text{NMC}}^2$$  (31)
6.2.2. Rate-capability coefficient

A rate-capability coefficient ($\gamma$) was used by Hamed et al. [138] to quantify the reduction of discharge energy by the increase in C-rate. $\gamma$ was explained mainly as a function of the NMC loading, and a critical value of 92% NMC was reported. The RSM analysis revealed, however, that such critical value strongly depends on the value of $R^2$. As can be seen in the ridge system in Fig. 7b obtained from the plot of Eq. (32). The curvature of the system is mainly provided by the squared term of the NMC content. Although the $R^2$ is relatively high (0.83) and the adequate precision is 9.9 (values > 4 are desirable), the $R^2_{pred}$ is only 0.48, discouraging the use of the model for prediction aims. Validation experiments would be needed to confirm the validity of the obtained model.

$$ \gamma = -85.77669 - 0.0019823 + 1.97804m_{\text{NMC}} - 2.11034B/C + 0.023735m_{\text{NMC}}B/C - 0.011275m_{\text{NMC}}^2 $$

(32) [138]

6.2.3. Fractional discharge energy loss

To understand the relative contributions of the short- and long-range transport in the rate-capability limitations, a dimensionless index quantifying the fractional discharge energy loss ($\omega$) was introduced by the authors in the original paper [138]. The ANOVA shows a significant quadratic model for this response (P-value = 0.0022), with thickness and NMC content as the only significant factors (Eq. (33)); i.e., B/C has no effect on $\omega$. The response surface (Fig. 7c) is a 3D representation of the 2D plot in the original paper (Fig. 2 in [138]) and helps to clearly visualise the effect that the factors have on $\omega$. Maximum fractional
energy losses are obtained at around 91% NMC content and increases at higher thicknesses. However, similar to the case of $\tau$, Fig. 7c shows that the optimum is outside the experimental region.

$$\omega = -195.0467 + 0.002428s + 4.3021m_{NMC} - 0.023663m_{NMC}^2$$ (33)

It is important to point out that although the DoE approach aids in determining the relationship between the different variables, an in-depth analysis is always required to truly establish a cause-effect relationship between the factors and the response, as it was done in the work of Hamed et al. [138].

7. Perspectives and future outlook

Although DoE has been applied to several aspects of the LIB research, as shown in the present review, its application to the different manufacturing processes (mixing, coating, drying, calendering, cutting) has not been widely reported in the academic literature. The understanding of operating parameters on electrode quality and performance is important for process optimisation and ultimate LIB quality and life. The DoE methodology can be applied to the study of manufacturing processes to first determine the main factors influencing the responses, followed by a robust parameter design or an optimisation study. For instance, in the coating process, an initial list of factors including slot die head type, web speed, coating ratio, bump roll gap, web tension, drying temperature and drying air speed can be reduced to the two or three main factors for subsequent analysis.

The obtention of manufacturing data, especially at pilot-plant and industrial scales is, nonetheless, challenging due to the several operating variables involved and the usual time and budget constraints. Fast and efficient designs are therefore particularly important to generate large enough valuable data with the minimum experimental cost. In this regard, designs such as Plackett-Burman can be used to identify the main influencing factors when interactions or higher order terms can be neglected. The more recently proposed Definitive Screening designs [67,140] are also promising in the application of DoE to manufacturing processes since main factors as well as curvature can be detected with the minimum number of experiments.

Hart-to-change factors (HTC) and the need for blocking could be expected in the application of DoE to the manufacturing processes. Electrode drying temperature is an example of an HTC factor whose analysis would involve the identification of split-plot designs, not yet reported in the LIBs field. If optimisation is the objective of the DoE and involves an HTC factor, then a RSM with split-plot design would be required. The available literature on this kind of designs and in particular designs that include blocking is, however, rare highlighting the need for further research in this area [141].

To deal with competitive quality criteria normally found in the design of LIBs, for instance, maximum gravimetric capacity but at a minimum electrode thickness, maximum mechanical stability but with minimum insulating polymer binder, the use of desirability functions is recommended since these can be applied to the simultaneous optimisation of multiple responses [142]. Nevertheless, only the work of Meyer et al. [92] has reported the use of desirability functions in the LIBs’ field. In particular the authors studied the winding process as a function of the electrodes and separator web tensions.

An alternative to CCD and BBD are the Doehlert designs [143] which present the advantages of mixed level factors and the construction of a new experimental region from previous adjacent points [144]. Doehlert
designs have not been reported yet to the LIB’s field, so further studies should be explored to quantify their value and their experimental economy compared with traditional designs and optimal designs.

D-optimal designs and RSM are more efficient alternatives to the orthogonal arrays used in finding the optimum pulse charging parameters, largely due to a lower number of experiments and the possibility to detect parameter interactions and second order terms.

Even though DoE approaches have already been used to study ageing in LIBs, the studies so far have only focused on the cell and battery level. Application of the DoE methodology to study degradation at the pack level where several batteries are connected in series and parallel are also important since these are more related to real battery applications [145]. Factors such as chemistry, formulation, cell sizes, temperature, C-rate, cooling system, cooling medium, SoC, SoH, storage time and cycling can be studied by optimal designs to identify the key factors, factor interactions, as well as to obtain an empirical model. The experimental data obtained can also be used for parameterisation of existing theoretical models.

Excluding the work of Park et al. [82] on mixture tolerances, there are no DoE papers reported on RPD. RPD studies, specially through RSM, would be a very valuable contribution for the LIBs’ manufacturing processes at the different scales (electrode, cell, battery and pack).

The examples presented above highlight future areas of research in which the potential advantage of DoE application has yet to be fully explored and quantified within the field of LIB research. Within the context of LIB manufacturing, the authors propose the study of the individual electrode manufacturing processes to, first, identify the main operating variables and output electrode physical properties at each stage, followed by a series of DoEs to determine optimum settings of the key variables and electrode physical characteristics that will ultimately maximise LIB performance.

8. Conclusions

The DoE methodology was briefly introduced in this paper and its application to LIBs has been presented by a critical literature review of the available papers on the subject. The review shows how the DoE methodology has already been applied to several aspects of the LIBs field, from active material synthesis and electrode formulation, to the study of influencing electrochemical and physical properties on LIBs’ key performance indicators such as capacity and ageing. The review shows how DoE has also helped in the mechanical design of safer batteries by determining suitable operating conditions or to evaluate the addition of safety features. Better charging strategies have also been evaluated by DoE avoiding complex or specialised optimisation algorithms. The best set of parameters have been identified for empirical, semiempirical and theoretical models taking advantage of the maximum information characteristic inherent in DoE.

There are still, however, major opportunities for the application of DoE to LIBs, specially related to manufacturing processes where cost and time are the usual constraints. Efficient designs such as Definitive Screening designs are good candidates for the identification of main factors and curvature in the system. If the number of affordable experiments is fixed, optimal designs could help in determining the best set of experiments.

Ageing studies, which can take several years to complete, can be established using DoE approaches to guarantee that the maximum of relevant information is obtained from the minimum number of experiments. The application of DoE for ageing studies at the pack level are especially needed due to the several factors involved.

Although Taguchi designs are still the most widely used in DoE, even for studies different from RPD, other designs are generally more efficient and should be the preferred option depending on the objective of the study. Optimisation studies, for instance, should be done by RSM. In general, the use of optimal designs is recommended. As exemplified by the case study presented in the review, an I-optimal design can help to understand qualitatively and quantitatively the effect of the input variables on the responses, and to identify optimum regions and settings. A better understanding of the DoE principles and knowledge of the available designs will result in a wider use of the methodology and ultimately in faster developments in the LIBs’ field.
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