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Abstract

For a general Fuchsian group of the first kind with an arbitrary unitary representation we define zeta functions related to the contributions of the identity, hyperbolic, elliptic and parabolic conjugacy classes in Selberg’s trace formula. We present Selberg’s zeta function in terms of a regularized determinant of the automorphic Laplacian. We also present the zeta function for the identity contribution in terms of a regularized determinant of the Laplacian on the two dimensional sphere. We express the zeta functions for the elliptic and parabolic contributions in terms of certain regularized determinants of one dimensional Schrödinger operator for harmonic oscillator. We decompose the determinant of the automorphic Laplacian into a product of the determinants where each factor is a determinant representation of a zeta function related to Selberg’s trace formula. Then we derive an identity connecting the determinants of the automorphic Laplacians on different Riemannian surfaces related to the arithmetical groups. Finally, by using the Jacquet-Langlands correspondence we connect the determinant of the automorphic Laplacian for the unit group of quaternions to the product of the determinants of the automorphic Laplacians for certain congruence subgroups.
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1 Introduction

Regularized determinants (RD) for Laplace operators on compact Riemannian manifolds have been extensively studied and used in mathematics and theoretical (mathematical) physics already for a long time. In mathematics, it was started in 1971 by Ray and Singer (see [57]) where they introduced an analytic torsion for a compact manifold. The regularization of the determinant was done through the analytic continuation of the spectral zeta function which was defined and studied by Minakshisundaram and Pleiyel in 1949 (see [51], and also see the paper by Krein [45]).

In quantum field theory, RD of differential operators were defined and applied by the outstanding physicists Fock [32] in 1937, Schwinger [61] in 1951, Faddeev [30] in 1967, Hawking [37] in 1977, and their students (for more references and interesting comments see also the book of Leon Takhtajan [64]).

The results are much more explicit mathematically when we consider compact Riemannian surfaces (see [39, 40, 34, 60, 71, 36]). The Selberg zeta function is important in this context (see also [42, 43, 44] and Efrat [28]). RD and the Selberg zeta function have some more interesting applications:

1. In the AdS/CFT correspondence [2, 26].
2. To derive a semiclassical approximation to topological quantum invariants coming from the Chern-Simons action on 3d hyperbolic manifolds [33].
3. To study a Ricci flow on non-compact surfaces [1].
4. In 2+1 quantum gravity [50, 27].

Coming back to Riemannian surfaces, Efrat [28] and Koyama [42] considered the much more difficult situation of a surface (or 3 dim hyperbolic manifold) which is non compact but has finite area (volume) (see also [16, 17, 18, 19, 24, 46]). We consider manifolds with constant negative sectional curvature. In that case the corresponding Laplace operator has also a continuous spectrum with finite
multiplicity. We still can define a regularized determinant in that situation on the basis of only discrete eigenvalues as Koyama did in strong arithmetical cases. Or, one can take into account also the resonances, the poles of the determinant of the scattering matrix, together with the eigenvalues of the Laplacian as Efrat did. In both cases we have some interesting problems to understand. In the first case if we deform the metric on the surface then generically, according to the Phillips and Sarnak conjecture [55], the discrete spectrum of the corresponding Laplacian may have only finitely many eigenvalues and the determinant is trivial. In the second case, the set of the resonances is not canonically well defined when we talk about operators which are unitary equivalent to our Laplacian [4, 6, 7, 8, 13, 22, 23, 25, 41].

The Selberg zeta function for a Fuchsian group $\Gamma$ of the first kind is defined in the half-plane $\Re(s) > 1$ by an absolutely convergent infinite product given by [62]

$$Z(s) = \prod_{k=0}^{\infty} \prod_{\{P\}} (1 - \mathcal{N}(P)^{-k-s})$$

where $P$ runs over all primitive hyperbolic conjugacy classes in $\Gamma$ and $\mathcal{N}(P) > 1$ denotes the norm of $P$. The Selberg zeta function is related to the contribution of the hyperbolic elements in the Selberg trace formula for a certain test function [66]. The zeta functions $Z_I(s)$, $Z_E(s)$ and $Z_P(s)$ are defined by requiring similar relations with the identity, elliptic and parabolic contributions in the aforementioned trace formula [70], [42].

In [42], Koyama defined a regularized determinant $\det(A, s)$ for the automorphic Laplacian $A$ for the congruence subgroups with the trivial representation, $\det(A, s) := \det_D(A - s(1 - s))\det_C(A, s).$ (1.2)

In this formula $\det_D(A - s(1 - s))$ is the regularized determinant related to the discrete spectrum of $A$ and $\det_C(A, s)$ is the regularized quasi-determinant related to the continuous spectrum of $A$. The RD related to the discrete spectrum is defined by using the zeta regularization method. In this method first, a spectral zeta function is assigned to the increasingly ordered sequence of real eigenvalues of $A$, $\lambda_0 \leq \lambda_1 \leq \ldots$,

$$\zeta(w, s) := \sum_{n=0}^{\infty} \frac{1}{(\lambda_n - s(1 - s)) w}, \quad \Re(s) \gg 0, \quad w \gg 0.$$ (1.3)

It turns out that for fixed $s$, $\Re(s) \gg 0$, the spectral zeta function $\zeta(w, s)$ has an analytic continuation to the whole complex $w$-plane as a meromorphic function which is holomorphic at $w = 0$. Then the RD of the Laplacian related to the discrete spectrum is defined by

$$\det_D(A - s(1 - s)) := \exp(-\frac{\partial}{\partial w} \zeta(w, s)|_{w=0}).$$ (1.4)

The quasi-determinant related to the continuous spectrum of the automorphic Laplacian is defined by

$$\frac{d}{ds} C(s) = \frac{d}{ds} \frac{1}{2s - 1} \frac{d}{ds} \log \det_C(A, s)$$ (1.5)
where $C(s)$ is the contribution of the continuous spectrum in the Selberg trace formula with a certain test function. Finally, applying the Selberg trace formula leads to the following identity, up to a nonzero holomorphic factor,

$$\det(A, s) = Z(s)Z_I(s)Z_E(s)Z_P(s). \quad (1.6)$$

In an earlier paper Sarnak [60] had done similar work for cocompact groups. Later, Efrat [28] generalized this work to torsion free noncocompact groups twisted with a character $\theta$. In this work the RD of the Laplacian $\det(A - s(1 - s))$ is defined by the zeta regularization method where in the spectral zeta function the resonances have also been taken into account. Again applying the Selberg trace formula, one obtains the following identity, up to a nonzero holomorphic factor,

$$\det(A - s(1 - s)) = (s - \frac{1}{2})^{-K_0} \varphi(s) Z^2(s, \theta) Z^2_I(s, \theta) Z^2_E(s, \theta). \quad (1.7)$$

In this formula $\varphi(s)$ is the determinant of the scattering matrix, $K_0$ is a certain constant, $Z(s, \theta)$, $Z_I(s, \theta)$, and $Z_P(s, \theta)$ are zeta functions twisted with the character $\theta$.

Now we present all results and definitions of our paper in a compact form. For more details we refer to the corresponding lemmas, theorems and definitions. In this paper we consider a general Fuchsian group $\Gamma$ of the first kind twisted with an arbitrary unitary finite dimensional representation $\chi$.

In subsection 2.1 we recall Selberg’s zeta function for $\Gamma$ and $\chi$,

$$Z(s; \Gamma; \chi) = \prod_{k=0}^{\infty} \prod_{(P) \neq} \det(1 - \chi(P)N(P)^{-k-s}). \quad (1.8)$$

In definitions 2.1, 2.2 and 2.3 we introduce the zeta functions for the contributions of the identity, elliptic and parabolic elements as follows,

$$Z_I(s; \Gamma; \chi) = ((2\pi)^s \Gamma_2^2(s) \Gamma(s)^{-1})^{\frac{\nu(P)}{2}}, \quad (1.9)$$

$$Z_E(s; \Gamma; \chi) = \prod_{(R) \neq} \prod_{l=0}^{\nu-1} \Gamma\left(\frac{s + l}{2} - \frac{1}{2} \left(1 - \frac{1}{\nu} \left(l - \nu \frac{1}{2}\right)\right)\right)^{-1}, \quad (1.10)$$

$$Z_P(s; \Gamma; \chi) = e^{-c(n,k)s} 2^{-k(\Gamma; \chi)s} (s - \frac{1}{2})^{-\frac{n+t}{2}} \Gamma(s + \frac{1}{2})^{-k(\Gamma; \chi)}. \quad (1.11)$$

In subsection 3.3 we define the complete Selberg zeta function as (see formula 3.0)

$$\tilde{Z}(s; \Gamma; \chi) = Z(s; \Gamma, \chi)Z_I(s; \Gamma, \chi)Z_E(s; \Gamma, \chi)Z_P(s; \Gamma, \chi). \quad (1.12)$$

In Theorem 2.1 we recall an extended version of Hadamard’s theorem on the factorization of meromorphic functions. As a consequence of this theorem, in Lemma 2.2 we present a factorization for Selberg’s zeta function as an absolutely convergent product given by

$$Z(s; \Gamma; \chi) = e^{Q(s)}(1 - 2s)^{-K_0 g_{\mu_0}} \prod_{z \in S_2} (1 - \frac{z}{2}) \prod_{z \in S_2 \cup S_2 \cup S_4^*} (1 - \frac{z}{2}) e^{\frac{3}{2} \lambda(z)} \prod_{z \in S_2^*} (1 - \frac{z}{2}) e^{\frac{3}{2} \lambda(z)} \quad (1.13)$$
In Lemma 2.3, in the special case of congruence groups with a trivial representation, we derive a factorization for Selberg’s zeta function $Z(s)$ as a pointwise convergent product given by

$$Z(s) = (1 - 2s)^{-K_0} e^{Q(s)} \prod_{z \in S_1 \cup S_2 \cup S_3}(1 - \frac{z}{2}) \prod_{z \in S_4}(1 - \frac{z}{2}) \prod_{z \in S_5}(1 - \frac{z}{2}).$$  \hfill (1.14)

In Theorem 2.4, we recall the determinant expression of Selberg’s zeta function for a finite index subgroup $\Gamma$ in $PSL(2, \mathbb{Z})$ and a unitary representation $\chi$ in terms of Mayer’s transfer operator (see formula 2.49),

$$\det(1 - L_{\Gamma, \chi}^s) = Z(s; \Gamma; \chi).$$  \hfill (1.15)

In Lemma 3.2 we express the zeta function for the contribution of the identity in terms of a regularized determinant of the Laplace operator on the two dimensional sphere,

$$Z_I(s; \Gamma; \chi) = \left[ \sqrt{2\pi} \det(L_2 + s) \right]^{-\frac{\nu(\Gamma)}{2}}.$$

In Lemmas 3.3 and 3.4 we express the zeta functions for the elliptic and parabolic contributions in terms of regularized determinants of the Schrödinger operator for the harmonic oscillator respectively given by

$$Z_E(s; \Gamma; \chi) := \prod_{\{R\}_I} \prod_{l=0}^{\nu-1} \left( (2\pi)^{-\frac{1}{2}} \det(H_1 + s + l \nu_R)^{\frac{-n(\nu - 1) + \nu(\Gamma, \lambda)}{2}} \right),$$ \hfill (1.17)

$$Z_P(s; \Gamma; \chi) := e^{c(n, h)s^2 - k(\Gamma, \chi)(s - \frac{1}{2})^{-\frac{k(\Gamma, \chi)}{2}}} \det(H_1 + s + \frac{1}{2})^{k(\Gamma, \chi)}.$$

In section 3.3, as a generalization of Efrat’s work [28], we define the regularized determinant of the automorphic Laplacian $A(\Gamma, \chi)$ by using the zeta regularization method. Then in Lemma 3.8 we derive a generalized version of identity (1.7), namely

$$\det(A(\Gamma, \chi) - s(1 - s)) = e^{c'(s - \frac{1}{2})(s - \frac{1}{2})^{-K_0} \varphi(s)} \tilde{Z}(s; \Gamma; \chi).$$  \hfill (1.19)

In Corollary 3.1, as a direct consequence of this identity, we come to the following functional equation for the complete Selberg zeta function,

$$\tilde{Z}(1 - s; \Gamma; \chi) = \exp(-\frac{i\pi K_0}{2}) \varphi(s) \tilde{Z}(s; \Gamma; \chi).$$  \hfill (1.20)

For finite index subgroups $\Gamma \subset PSL(2, \mathbb{Z})$, by inserting the determinant representations given in (1.15-1.18) into (1.19), up to a nonzero holomorphic factor, we get

$$\det(A - s(1 - s)) = (s - \frac{1}{2})^{-K_0} e^{(\Gamma, \chi)} \det(\Phi(s) \det(L_2 + s)^{-\frac{\nu(\Gamma)}{2}} \prod_{\{R\}_I} \prod_{l=0}^{\nu-1} \det(H_1 + s + l \nu_R)^{\frac{-n(\nu - 1) + \nu(\Gamma, \lambda)}{2}} \det(L_{\Gamma, \chi}^s)^2.$$

(1.21)
which is formulated in Theorem 3.9.

In [29], Faddeev introduced a compact operator on certain Banach spaces and used it for analytic continuation of the resolvent of the automorphic Laplacian to the whole complex plane. In a soon coming paper, we prove that for a Fuchsian group $\Gamma$ of the first kind with a unitary representation $\chi$, a generalized version of this operator denoted by $\mathcal{H}(s; \Gamma; \chi)$ fulfills the following identity, up to a nonzero holomorphic factor,

$$\det(1 - \mathcal{H}(s; \Gamma; \chi)) = \tilde{Z}(s; \Gamma; \chi)$$  \hspace{1cm} (1.22)

where $\det$ denotes certain regularized determinant. For more details about the operator $\mathcal{H}(s; \Gamma; \chi)$ see [67]. From (1.22) and (1.19), up to a nonzero holomorphic factor, we get

$$\det((A - s(1 - s)) = (s - \frac{1}{2})^{-K_0(1 + 1)} \Phi(s) \det(1 - \mathcal{H}(s; \Gamma; \chi))^2$$  \hspace{1cm} (1.23)

which is also formulated in Theorem 3.9. The factorizations (1.21) and (1.23) in Theorem 3.9 are the first part of our main results.

In Theorem 3.11 we derive an identity connecting certain regularized determinants defined on different hyperbolic surfaces. This is our second main result:

$$\prod_{\psi_1 \in (\Gamma - \Gamma)^*} f(\Gamma_1; \psi_1; s) \det(A(\Gamma_1; \psi_1) - s(1 - s)) \times \det^{-1}(1 + \Phi_1; \psi_1; s) \left[\det(L_2 + s)\right]^{\frac{\dim(\psi_1)}{s}} \times \det(H_1 + s + \frac{1}{2})^{-2k(\Gamma_1; \psi_1)} \prod_{\{R_1\}_{\Gamma_1}} \prod_{l=0}^{\nu - 1} \det(H_1 + \frac{s + l}{\nu R}) \epsilon(\Gamma_1; \psi_1)$$

$$= \prod_{\psi_1 \in (\Gamma - \Gamma)^*} f(\Gamma_1; \psi_1; s) \det(A(\Gamma_1; \psi_1) - s(1 - s)) \times \det^{-1}(1 + \Phi_1; \psi_1; s) \left[\det(L_2 + s)\right]^{\frac{\dim(\psi_1)}{s}} \times \det(H_1 + s + \frac{1}{2})^{-2k(\Gamma_1; \psi_1)} \prod_{\{R_2\}_{\Gamma_1}} \prod_{l=0}^{\nu - 1} \det(H_1 + \frac{s + l}{\nu R}) \epsilon(\Gamma_2; \psi_2).$$  \hspace{1cm} (1.24)

In the last section, applying the results of Bolte and Johansson [11], we derive a determinant identity, connecting the determinant of the Laplacian for the unit group of quaternion with the trivial representation to the product of determinants of the Laplacian for certain congruence subgroups with the trivial representation. This identity is presented in Theorem 4.8 as our last main result,

$$F(s) \det(A(\mathcal{O}_1^{\text{max}}) - s(1 - s)) = \prod_{m \mid n} \det(A(\Gamma_0(m)) - s(1 - s))^{\beta(\frac{\pi}{2})}.$$  \hspace{1cm} (1.25)

We would like to thank Dieter Mayer for reading of the text and also for his important remarks.
2 Zeta functions

2.1 Selberg’s zeta function

Let $\Gamma$ be a Fuchsian group of the first kind with a unitary representation $\chi$ of degree of nonsingularity $k(\Gamma; \chi)$ (see formula (A.21)). The Selberg zeta function for $\Gamma$ and $\chi$ is defined in the domain $\text{Re}(s) > 1$ by an absolutely convergent infinite product given by (see [62], [66])

$$Z(s; \Gamma; \chi) = \prod_{k=0}^{\infty} \prod_{\{P\}_s} \det(1_V - \chi(P)N(P)^{-k-s})$$  \hspace{1cm} (2.1)

where $P$ runs over all primitive hyperbolic conjugacy classes of $\Gamma$ and $N(P) > 1$ denotes the norm of $P$. By definition every hyperbolic element $P$ of the group $\Gamma$ can be conjugated, by an element from $PSL(2, \mathbb{R})$, to a 2 by 2 matrix of the form

$$\left( \begin{array}{cc} \rho & 0 \\ 0 & \rho^{-1} \end{array} \right)$$  \hspace{1cm} (2.2)

with $\rho > 1$ which defines the norm of $P$ by $N(P) = \rho^2$.

The Selberg trace formula (see Theorem A.2) provides a huge amount of information about Selberg’s zeta function. Let us choose the test function $h$ in the left hand side of the trace formula in (A.35) as follows,

$$h(r^2 + \frac{1}{4}) = \frac{1}{r^2 + \frac{1}{4} + s(s - 1)} - \frac{1}{r^2 + \beta^2}, \quad (\beta > \frac{1}{2}, \ \text{Re}(s) > 1).$$  \hspace{1cm} (2.3)

According to equation (A.39), the function $g$ is given by

$$g(u) = \frac{1}{2s-1} e^{-(s-\frac{1}{2})|u|} - \frac{1}{2\beta} e^{-\beta|u|}.$$  \hspace{1cm} (2.4)

Then the following identity holds [60],

$$\frac{d}{ds} H(s; \Gamma; \chi) = \frac{1}{2s-1} \frac{d}{ds} \log Z(s; \Gamma; \chi)$$  \hspace{1cm} (2.5)

where $H(s; \Gamma; \chi)$, given in (A.38), is the contribution of the hyperbolic elements in the trace formula with the test function given in (2.3). The $s$-dependence of $H(s; \Gamma; \chi)$ comes from the $s$-dependence of the test function.

Based on (2.5) it is proved that $Z(s; \Gamma; \chi)$ has an analytic (meromorphic) continuation to the whole complex $s$-plane and satisfies the functional equation (see [60] and the references there),

$$Z(1 - s; \Gamma; \chi) = \Psi(s; \Gamma; \chi) \varphi(s; \Gamma; \chi) Z(s; \Gamma; \chi)$$  \hspace{1cm} (2.6)

where $\varphi(s; \Gamma; \chi)$ is the determinant of the scattering matrix and $\Psi(s; \Gamma; \chi)$ is a known function. We note that for cocompact groups $\varphi(s; \Gamma; \chi) \equiv 1$.

The nontrivial zeros of $Z(s; \Gamma; \chi)$ are related to the eigenvalues of the automorphic Laplacian $A(\Gamma; \chi)$ and the resonances [66]. We distinguish the following sets of zeros of Selberg’s zeta function:
The discrete set $S_1$ is defined to be the set of points $s$ which are the spectral parameters of cusp forms (see (A.31)). These are located symmetric relative to the real axis on the line $\mathrm{Re}(s) = \frac{1}{2}$ and $s \neq \frac{1}{2}$ or in the interval $(\frac{1}{2}, 1]$. For such a point $s$, $s(1 - s)$ is an eigenvalue of the automorphic Laplacian $A(\Gamma; \chi)$. The multiplicity of each zero at $s$ is equal to the multiplicity of the corresponding eigenvalue $s(1 - s)$ [18, 56].

The discrete set $S_2$ containing the poles of the determinant of the scattering matrix $\varphi(s; \Gamma; \chi)$, lying in the half plane $\mathrm{Re}(s) < \frac{1}{2}$. The elements of $S_2$ are called resonances. The multiplicity of a zero at a point $s \in S_2$ is equal to the order of the pole of $\varphi(s; \Gamma; \chi)$ at the point $s$ [56].

The set $S_3$ containing finitely many poles of the determinant of the scattering matrix $\varphi(s; \Gamma; \chi)$ in the interval $(\frac{1}{2}, 1]$. For a point $s \in S_3$, $s(1 - s)$ is an eigenvalue of the automorphic Laplacian. The multiplicity of a zero at $s \in S_3$ is equal to the multiplicity of the eigenvalue $s(1 - s)$ [66].

The set $S_4^+$ including negative integers $-j$, $j \in \mathbb{N}$ with multiplicity $n_j > 0$ given by [56]

$$n_j := \frac{|F| \dim \chi}{\pi} (j + \frac{1}{2}) - \sum_{(R)} \sum_{k=1}^{m-1} \frac{|\nu V\chi(R^k)|}{m} \sin \frac{k\pi}{m} \sin \left(\frac{k\pi(2j + 1)}{m}\right). \quad (2.7)$$

We note that for values of $j$ for which $n_j > 0$, $n_j$ is the multiplicity of the zero of Selberg’s zeta function at $s = -j$ whereas for $n_j < 0$ the point $s = -j$ is a pole of order $-n_j$.

The poles of Selberg’s zeta function are the following [66]:

1. The point $s = \frac{1}{2}$ with multiplicity $\frac{1}{2}(k(\Gamma; \chi) - \mathrm{tr}\Phi(\frac{1}{2}; \Gamma; \chi))$ where $\Phi(s; \Gamma; \chi)$ is the scattering matrix (see formula (A.24)).

2. The set $S_5$ of trivial poles including the points $(-j + \frac{1}{2})$, $j \in \mathbb{N}$ with multiplicity $k(\Gamma; \chi)$.

3. The set $S_4^-$ of finitely many poles at the negative integers $s = -j$ of order $-n_j > 0$, given in (2.7).

The point $s = 0$ is a pole of order $-n_0$ if $n_0 < 0$ and it is a zero of multiplicity $n_0$ if $n_0 > 0$

Remark 2.1. We assume that all these sets contain repeated elements according to the corresponding multiplicity of a zero or an order of a pole.

Next we write Selberg’s zeta function as a product running over its zeros and poles. This factorization is a consequence of an extended version of Hadamard’s theorem. First we recall this theorem from [65].

Theorem 2.1. Let $f(s)$ be a meromorphic function on $\mathbb{C}$ of finite order $\rho$ with zeros $a_1, a_2, \ldots$ and poles $b_1, b_2, \ldots$ where the only limiting points of these sequences are at infinity and $f(0) \neq 0$. 
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1 There exist integers \( p_1 \) and \( p_2 \) not exceeding \( \rho \) such that the products formed with zeros and poles of \( f(s) \) respectively given by (see [65] page 284g)

\[
P_1(s) = P_1(s, p_1) = \prod_{n=1}^{\infty} P \left( \frac{s}{a_n}, p_1 \right)
\]

and

\[
P_2(s) = P_2(s, p_2) = \prod_{n=1}^{\infty} P \left( \frac{s}{b_n}, p_2 \right),
\]

are absolutely convergent for all values of \( s \). Here the primary factors \( P \) are defined by (see [65] page 246).

\[
P(u, p) = \begin{cases} (1 - u) \exp \sum_{i=1}^{p} \frac{u^i}{i}, & p \in \mathbb{N}, \\ 1 - u, & p = 0. \end{cases}
\]

2 Let \( P_1(s) = P_1(s, q_1) \) and \( P_2(s) = P_2(s, q_2) \) be canonical that is, \( q_1 \) and \( q_2 \) are the minimum values of \( p_1 \) and \( p_2 \) for which the corresponding products \( P_1(s, p_1) \) and \( P_2(s, p_2) \) are absolutely convergent. Let \( \rho_1 \) and \( \rho_2 \) denote the exponents of convergence of the zeros of \( P_1(s) \) and \( P_2(s) \) respectively. That is,

\[
\rho_1 = \inf \left\{ \alpha \mid \sum \left| a_n \right|^{-\alpha} < \infty \right\}
\]

and

\[
\rho_2 = \inf \left\{ \alpha \mid \sum \left| b_n \right|^{-\alpha} < \infty \right\}.
\]

Then (see [65], page 250)

a) \( q_1 = \lfloor \rho_1 \rfloor \) if \( \rho_1 \) is not an integer.

b) \( q_1 = \rho_1 \) if \( \sum \left| a_n \right|^{-\rho_1} \) is divergent.

c) \( q_1 = \rho_1 - 1 \) if \( \sum \left| a_n \right|^{-\rho_1} \) is convergent.

and

d) \( q_2 = \lfloor \rho_2 \rfloor \) if \( \rho_2 \) is not an integer.

e) \( q_2 = \rho_2 \) if \( \sum \left| b_n \right|^{-\rho_2} \) is divergent.

f) \( q_2 = \rho_2 - 1 \) if \( \sum \left| b_n \right|^{-\rho_2} \) is convergent.

3 The function \( f(s) \) has the following representation (see [65], page 284),

\[
f(s) = e^{Q(s)} \frac{P_1(s)}{P_2(s)}
\]

where \( Q(s) \) is a polynomial of order at most \( \rho \). In the case of a function \( f \) with a zero at the point \( s = 0 \) of multiplicity \( m \), this representation is modified to

\[
f(s) = s^m e^{Q(s)} \frac{P_1(s)}{P_2(s)}.
\]
Lemma 2.2. The Selberg zeta function can be written as the following absolutely convergent product,

\[ Z(s; \Gamma; \chi) = e^{Q(s)} (1 - 2s)^{-K} s^{n_0} \prod_{z \in S_3} (1 - \frac{z}{2}) \prod_{z \in S_1 \cup S_2 \cup S_4^+} (1 - \frac{z}{2}) \prod_{z \in S_5} (1 - \frac{z}{2}) e^{\frac{s}{2}(z + \frac{3}{2})^2} \]

(2.15)

where \( K = \frac{1}{4}(k(\Gamma; \chi) - tr \Phi(\frac{1}{2}; \Gamma; \chi)), n_0 \) is given in \( \footnote{2.16} \) with \( j = 0 \), and \( Q(s) \) is a polynomial of degree at most two. Moreover, \( S_1, S_2, S_3, S_4^+, S_5^- \), and \( S_5^+ \) are the aforementioned sets of zeros and poles of Selberg’s zeta function (see pages 7 and 8).

Proof. Selberg proved that Selberg’s zeta function is a meromorphic function of order 2 with the aforementioned set of zeros and poles \( \footnote{2.17} \). We remove the finitely many poles of Selberg’s zeta function in the set \( S_4^- \cup \{1/2\} \) by multiplying it by the polynomial \( (1 - 2s)^K \prod_{z \in S_4^-} (1 - \frac{z}{2}) \). Note that \( S_4^- \) has finitely many elements and the pole \( s = 1/2 \) is of order \( K \). Then we remove the finitely many zeros of Selberg’s zeta function in the set \( S_3 \) by dividing it by the polynomial \( \prod_{z \in S_3} (1 - \frac{z}{2}) \). Therefore we obtain a function

\[ f(s) := (1 - 2s)^K s^{n_0} e^{Q(s)} \prod_{z \in S_4^+} (1 - \frac{z}{2}) \prod_{z \in S_5} (1 - \frac{z}{2}) Z(s; \Gamma; \chi) \]

(2.16)

with the set of zeros \( S_1 \cup S_2 \cup S_4^+ \) and set of poles \( S_5 \). Multiplying and dividing a function by polynomials doesn’t change its order, hence \( f(s) \) is of order 2. Thus we can apply the previous theorem to \( f(s) \). According to the formula \( \footnote{2.18} \), \( f(s) \) can be represented as

\[ f(s) = s^{n_0} e^{Q(s)} \frac{P_1(s)}{P_2(s)} \]

(2.17)

where \( Q(s) \) is a polynomial of degree at most 2. Hence, Selberg’s zeta function is represented as

\[ Z(s; \Gamma; \chi) = e^{Q(s)} s^{n_0} (1 - 2s)^{-K} \prod_{z \in S_3} (1 - \frac{z}{2}) P_1(s) \prod_{z \in S_5} (1 - \frac{z}{2}) P_2(s) \]

(2.18)

If \( n_0 > 0 \) then it is the multiplicity of the zero of \( Z(s; \Gamma; \chi) \) at \( s = 0 \) and if \( n_0 < 0 \) then \(-n_0\) is the order of the pole of \( Z(s; \Gamma; \chi) \) at \( s = 0 \). According to the first part of the previous theorem, the products \( P_1(s) \) and \( P_2(s) \) are given by

\[ P_1(s) = \prod_{a_n \in S_1 \cup S_2 \cup S_4^+} \mathcal{P}(\frac{a}{a_n}, p_1), \quad P_2(s) = \prod_{b_n \in S_5} \mathcal{P}(\frac{a}{b_n}, p_2). \]

(2.19)

The exponent of convergence of \( P_1(s) \) is given by

\[ \rho_1 = \inf \left\{ \alpha \mid \sum_{a_n \in S_1 \cup S_2} |a_n|^{-\alpha} + \sum_{a_n \in S_4^+} |a_n|^{-\alpha} < \infty \right\}. \]

(2.20)
We are going to investigate the convergence of each sum in the above expression. Let \( a_j = \sigma_j + i\gamma_j \in S_1 \cup S_2 \). Then
\[
\sum_{a_j \in S_1 \cup S_2} |a_j|^{-\alpha} = \sum_{a_j \in S_1 \cup S_2} |\sigma_j^2 + \gamma_j^2|^{-\alpha/2} < \sum_{a_j \in S_1 \cup S_2} |\gamma_j|^{2(-\alpha/2)}. \tag{2.21}
\]
From (A.46) and (A.47) we get \(|\gamma_j|^2 \sim j\). Hence
\[
\sum_{a_j \in S_1 \cup S_2} |\gamma_j|^{2(-\alpha/2)} \sim \sum_{a_j \in S_1 \cup S_2} j^{-\alpha/2} \tag{2.22}
\]
which is convergent for \( \alpha > 2 + \delta \), \( \forall \delta > 0 \). For the sum over \( S_1^+ \), obviously we have
\[
\sum_{a_n \in S_1^+} |a_n|^{-2 - \delta} < \infty, \quad \forall \delta > 0. \tag{2.23}
\]
Thus \( \rho_1 = 2 \). The sum over \( S_1^+ \) in (2.23) is not convergent for \( \delta = 0 \), for this reason the sum
\[
\sum_{a_n \in S_1 \cup S_2 \cup S_1^+} |a_n|^{-\alpha} \tag{2.24}
\]
is not convergent for \( \alpha = 2 \). Hence, according to part 2b of the previous theorem the product \( P_1(s) \) in (2.19) becomes a canonical product with the choice \( p_1 = 2 \). The convergent exponent of \( P_2(s) \) is determined by the elements of the set \( S_5 \),
\[
\rho_2 = \inf \left\{ \alpha \mid \sum_{a_n \in S_5} |a_n|^{-\alpha} = k \sum_{n \in \mathbb{N}} |n + \frac{1}{2}|^{-\alpha} \right\} < \infty. \tag{2.25}
\]
The series
\[
\sum_{n \in \mathbb{N}} \frac{1}{|n + \frac{1}{2}|^{1+\delta}} \tag{2.26}
\]
is convergent for all \( \delta > 0 \), hence \( \rho_1 = 1 \). Since this series is divergent for \( \delta = 0 \), according to part 2e of the previous theorem for \( p_2 = 1 \) the product \( P_2(s) \) is canonical. By inserting the canonical products \( P_1(s) \) and \( P_2(s) \) given in (2.19) with \( p_1 = 2 \) and \( p_2 = 1 \) respectively into formula (2.18) we get the desired factorization.

**Lemma 2.3.** Let \( Z(s) \) be Selberg’s zeta function for a congruence subgroup with the trivial representation \( \chi = 1 \). Then \( Z(s) \) can be factorized into a conditional convergent infinite product given by
\[
Z(s) = (1 - 2s)^{-K_s^n} e^{Q(s)} \prod_{x \in S_1 \cup S_2 \cup S_3} (1 - \frac{x}{2}) \prod_{x \in S_4^+} (1 - \frac{x}{2}) e^{(\frac{1}{2})} \prod_{x \in S_4^-} (1 - \frac{x}{2}). \tag{2.27}
\]
Here we used the same notations as in the previous lemma.

**Proof.** We note that the product over \( S_4^+ \) is absolutely convergent because of the exponential factor. Also the products over \( S_3 \) and \( S_4^- \) are obviously absolutely convergent because these sets contain finitely many elements. Therefore, it is enough to investigate the convergence of the product,
\[
Z_1(s) := \prod_{a_j \in S_1 \cup S_2} (1 - \frac{a_j}{2}). \tag{2.28}
\]
To this end, we take logarithmic derivatives of both sides of $Z_1(s)$,

$$
\frac{d}{ds} \log Z_1(s) = \sum_{s_j \in S_1 \cup S_2} \frac{1}{s - s_j} - \sum_{s_j \in S_5} \frac{1}{s - s_j}.
$$

(2.29)

To prove the convergence of $Z_1(s)$, one must prove the convergence of this series. For $s_j \in S_5$, $s_j = -j + \frac{1}{2}$ with multiplicity $k = k(F; \chi)$ and therefore,

$$
\frac{d}{ds} \log Z_1(s) = \sum_{s_j \in S_1 \cup S_2} \frac{1}{s - s_j} - \sum_{j \in \mathbb{N}} \frac{k}{s + j - \frac{1}{2}}.
$$

(2.30)

Let $S'$ be the set such that $S' \cup S' = S_1 \cup S_2$ where $S'$ denotes the set of complex conjugate elements of $S'$. Then (2.30) can be written as,

$$
\frac{d}{ds} \log Z_1(s) = \sum_{s_j \in S'} \frac{1}{s - s_j} - \sum_{j \in \mathbb{N}} \frac{k}{s + j - \frac{1}{2}}.
$$

(2.31)

or

$$
\frac{d}{ds} \log Z_1(s) = \sum_{j \in \mathbb{N}} \frac{2s - 2\sigma_j}{(s - \sigma_j)^2 + \gamma_j^2} - \sum_{j \in \mathbb{N}} \frac{k}{s + j - \frac{1}{2}}.
$$

(2.32)

where $s_j = \sigma_j + i\gamma_j$. By adding and subtracting

$$
\frac{2s - 2\sigma_j}{1 + \gamma_j^2}
$$

(2.33)

from the term in the first sum, we can extract its divergent part. Hence the right hand side of (2.32) can be written as,

$$
\sum_{j \in \mathbb{N}} \frac{(2s - 2\sigma_j)(1 - (s - \sigma_j)^2)}{(1 + \gamma_j^2)((s - \sigma_j)^2 + \gamma_j^2)} + \sum_{j \in \mathbb{N}} \frac{2s - 2\sigma_j}{1 + \gamma_j^2} - \sum_{j \in \mathbb{N}} \frac{k}{s + j - \frac{1}{2}}.
$$

(2.34)

According to the Weyl-Selberg asymptotic formula (see formulas (A.48), (A.49) in Appendix), for large $j$ the following estimates hold,

$$
\gamma_j^2 \sim j \quad \text{for } s_j = \sigma_j + i\gamma_j \text{ an eigenvalue}
$$

(2.35)

and

$$
\gamma_j \log \gamma_j \sim j \quad \text{for } s_j = \sigma_j + i\gamma_j \text{ a resonance.}
$$

(2.36)

Thus the first sum and also the part of the second sum running over the resonances in (2.34) are absolutely convergent. Note that to conclude the later we also used the fact that for each congruence group, $\sigma_j$ is bounded from the left

$$
\sigma_j \geq \frac{1}{2}.
$$

Therefore it remains to prove the convergence of the following term,

$$
\mathcal{S} := \sum_{j \in \mathbb{N}} \frac{2s - 2\sigma_j}{1 + \gamma_j^2} - \sum_{j \in \mathbb{N}} \frac{k}{s + j - \frac{1}{2}}.
$$

(2.37)

where $\sum'$ means the sum runs over the eigenvalues $s_j = \sigma_j + i\gamma_j$. Since $\sigma_j = \frac{1}{2}$, the sum in (2.37) reduces to

$$
\mathcal{S} := \sum_{j=1}^{\infty} \frac{2s - 1}{1 + \gamma_j^2} - \sum_{j=1}^{\infty} \frac{k}{s + j - \frac{1}{2}}.
$$

(2.38)
According to the estimates in (2.35) the convergence of $S$ is equivalent to the convergence of the sum,

$$S' := \sum_{j=1}^{\infty} \frac{2s-1}{1+j} - \sum_{j=1}^{\infty} \frac{k}{s+j-\frac{1}{2}}. \quad (2.39)$$

We regularize this sum by considering it as a limit of a suitable sequence of sums,

$$S' = \lim_{N \to \infty} \left( \sum_{j=1}^{N} \frac{2s-1}{1+j} - \sum_{j=1}^{\frac{t(N)}{s+1}} \frac{k}{s+j-\frac{1}{2}} \right). \quad (2.40)$$

Adding and removing $\frac{2s-1}{j}$ and $\frac{k}{j}$ from the first and the second sum respectively, we get

$$S' = \lim_{N \to \infty} \left( -\sum_{j=1}^{N} \frac{2s-1}{j(1+j)} + \sum_{j=1}^{\frac{t(N)}{s+1}} \frac{k(s-\frac{1}{2})}{(s+j-\frac{1}{2})j} \right)$$

$$+ \lim_{N \to \infty} \left( \sum_{j=1}^{N} \frac{2s-1}{j} - \sum_{j=1}^{\frac{t(N)}{s+1}} \frac{k}{j} \right). \quad (2.41)$$

The first limit is convergent. The second limit above is convergent if we put

$$t(N) = N \frac{2s-1}{k} \quad (2.42)$$

where to obtain $t(N)$ we used the asymptotic behavior for the harmonic series

$$\sum_{j=1}^{t} \frac{1}{j} \sim \ln(t). \quad (2.43)$$

We recall the determinant expression of Selberg’s zeta function in terms of Mayer’s transfer operator. Let $PSL(2, \mathbb{Z})$ be the projective modular group which is generated by the elements

$$S = \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right), \quad T = \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right). \quad (2.44)$$

Let $\Gamma$ be a subgroup of $PSL(2, \mathbb{Z})$ of finite index $\mu = [PSL(2, \mathbb{Z}) : \Gamma] < \infty$ and $U^{x\Gamma}$ be the representation of $PSL(2, \mathbb{Z})$ induced from the representation $\chi$ of $\Gamma$. More precisely, for $g \in PSL(2, \mathbb{Z})$,

$$U^{x\Gamma}(g)_{i,j} = \omega_T(r_i gr_j^{-1}) \quad (2.45)$$

where

$$\omega_T(g) = \begin{cases} \chi(g) & g \in \Gamma \\ 0 & g \notin \Gamma \end{cases} \quad (2.46)$$

and $\{r_i\}_{i=1}^{\mu}$ is a set of right coset representatives of $\Gamma$ in $PSL(2, \mathbb{Z})$. 
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Let
\[ D = \{ z \in \mathbb{C} \mid |z - 1| < \frac{3}{2} \} \] (2.47)
and let \( B(D) \) denote the Banach space
\[ B(D) = \{ f : D \to \mathbb{C} \mid f \text{ holomorphic on } D \text{ and continuous on } \partial D \} \] (2.48)
with the sup norm \( \|f\| = \sup_{z \in \partial D} |f| \).

Mayer’s transfer operator for the group \( \Gamma \) with a unitary representation \( \chi \), in the domain \( \Re(s) > \frac{1}{2} \), is defined by \[ L_{s}^{\Gamma,\chi} : \bigoplus_{i=1}^{2\dim \chi} B(D) \to \bigoplus_{i=1}^{2\dim \chi} B(D) \]
\[ L_{s}^{\Gamma,\chi} \tilde{f}(z, \epsilon) = \sum_{n=1}^{\infty} \left( \frac{1}{z+n} \right)^{2s} \chi_{\Gamma}(ST_{n})(\epsilon^{-}) \tilde{f}(\frac{1}{z+n}, \epsilon), \quad \epsilon \in \{\pm 1\} \] (2.49)

It turns out that Mayer’s transfer operator is a nuclear operator of order zero and its Fredholm determinant is defined in the sense of Grothendieck by \[ \det(1 - L_{s}^{\Gamma,\chi}) = \exp \left( -\sum_{n=1}^{\infty} \frac{\text{tr} \left[ L_{s}^{\Gamma,\chi} \right]^{n}}{n} \right). \] (2.50)

There is a close connection between this Fredholm determinant and Selberg’s zeta function which is a striking feature of Mayer’s transfer operator \[ \text{[21]} \].

**Theorem 2.4.** Let \( Z(s; \Gamma; \chi) \) be Selberg’s zeta function for a finite index subgroup \( \Gamma \) in \( \text{PSL}(2, \mathbb{Z}) \) with a unitary representation \( \chi \) and \( L_{s}^{\Gamma,\chi} \) be Mayer’s transfer operator for \( \Gamma \) and \( \chi \) as defined in (2.49). Then the following identity holds,
\[ \det(1 - L_{s}^{\Gamma,\chi}) = Z(s; \Gamma; \chi), \quad \Re(s) > \frac{1}{2} \] (2.51)
where the determinant is defined in the sense of Grothendieck in (2.50) and the analytic continuation of both sides to the whole complex plane coincides.

### 2.2 The zeta function for the identity contribution

In \[ \text{[70]} \], Vigneras defined a zeta function related to the identity contribution in Selberg’s trace formula for modular group with the trivial representation. In the general case of a Fuchsian group \( \Gamma \) of the first kind with a unitary representation \( \chi \), she also suggested a definition for the zeta function for identity but without presenting the calculations leading to this definition. In this section, for the aforementioned general case, we derive the definition of the zeta function for identity, mentioned by Vigneras.

The Selberg zeta function is related to the contribution of the hyperbolic elements in the Selberg trace formula through the differential equation \[ \text{[28]} \]. In the same way a zeta function \( Z_{I}(s; \Gamma; \chi) \) corresponding to the identity contribution \( I \) in the Selberg trace formula can be defined by requiring the following differential equation:
\[ \frac{d}{ds} I(s; \Gamma; \chi) = \frac{1}{ds} \frac{d}{2s-1} \frac{d}{ds} \log Z_{I}(s; \Gamma; \chi). \] (2.52)
Here, $I(s; \Gamma; \chi)$ is the contribution of the identity in the Selberg trace formula as given in (2.37) with the test function $h(r^2 + \frac{1}{4})$ given in (2.3). We note that equation (2.52) determines $Z_I(s; \Gamma; \chi)$ up to a factor
\[ e^{c_1 s(s-1) + c_2} \]  (2.53)
where $c_1$ and $c_2$ are two arbitrary constants.

We are going to find a solution of (2.57) for $Re(s) > \frac{1}{2}$. By inserting formula (2.3) into (A.37), we get
\[ I(s; \Gamma; \chi) = \frac{n |F|}{4\pi} \int_{-\infty}^{\infty} r \tanh(\pi r) \left\{ \frac{1}{r^2 + (s - \frac{1}{2})^2} - \frac{1}{r^2 + \beta^2} \right\} dr \]  (2.54)
where $n = \dim \chi$. This integral can be calculated by using Cauchy’s integral formula. Let $N \in \mathbb{N}$ and
\[ I(s; N) := \frac{n |F|}{4\pi} \int_{C_N} z \tanh(\pi z) \left\{ \frac{1}{z^2 + (s - \frac{1}{2})^2} - \frac{1}{z^2 + \beta^2} \right\} dz \]  (2.55)
where the integration is performed counter clockwise along the path $C_N$, consisting of the interval $[-N, N]$ and the semi-circle $C_N$ of radius $N$ with center at the origin, lying in the upper half-plane $Re(z) > 0$.

In the domain $Re(s) > \frac{1}{2}$, in the upper half-plane $Re(z) > 0$, the integrand of the integral (2.55),
\[ f(z) := z \tanh(\pi z) \left\{ \frac{1}{z^2 + (s - \frac{1}{2})^2} - \frac{1}{z^2 + \beta^2} \right\} \]  (2.56)
has only simple poles at $z_k := i(k + \frac{1}{2})$, $k \in \mathbb{N} \cup \{0\}$ coming from $\tanh(\pi z)$ and simple poles at $z = i(s - \frac{1}{2})$ and $z = i\beta$ coming from the denominators. Thus according to Cauchy’s integral formula we have
\[ I(s; N) = \frac{n |F|}{4\pi} \left\{ 2\pi i \text{Res}_{z=i(s-\frac{1}{2})} f(z) + 2\pi i \text{Res}_{z=i\beta} f(z) + 2\pi i \sum_{k=0}^{N-1} \text{Res}_{z=z_k} f(z) \right\} \]  (2.57)
where $\text{Res} f(z)$ denotes the residue of the function $f(z)$ at the point $z = u$.

Then by a simple calculation we get
\[ 2\pi i \text{Res}_{z=i(s-\frac{1}{2})} f(z) = -\pi \tan(\pi(s - \frac{1}{2})) \]  (2.58)
\[ 2\pi i \text{Res}_{z=i\beta} f(z) = -\pi \tan(\pi \beta) \]  (2.59)
and
\[ 2\pi i \text{Res}_{z=z_k} f(z) = -2 \left\{ \frac{k + \frac{1}{2}}{-(k + \frac{1}{2})^2 + (s - \frac{1}{2})^2} - \frac{k + \frac{1}{2}}{-(k + \frac{1}{2})^2 + \beta^2} \right\} \]  (2.60)

Now by separating the contributions of the segment $[-N, N]$ and the semi-circle $C_N$ in the integral $I(s, N)$, the formula (2.57) can be written as
\[ \frac{n |F|}{4\pi} \int_{-N}^{N} f(z)dz + \frac{n |F|}{4\pi} \int_{C_N} f(z)dz = \]
\[ \frac{n |F|}{4\pi} \left\{ 2\pi i \text{Res}_{z=i(s-\frac{1}{2})} f(z) + 2\pi i \text{Res}_{z=i\beta} f(z) + 2\pi i \sum_{k=0}^{N-1} \text{Res}_{z=z_k} f(z) \right\} \]  (2.61)
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Since
\[ f(z) = O(z^{-3}) \quad \text{as} \quad |z| \to \infty \] (2.62)
the second integral over \( C'_N \) vanishes as \( N \to \infty \). Hence, by inserting (2.58), (2.60) into (2.61) and then taking the limit \( N \to \infty \), we get
\[ I(s, \Gamma; \chi) = -n|F| \pi \tan\left(\pi \left(s - \frac{1}{2}\right)\right) - \frac{n|F|}{4\pi} \pi \tan(\pi \beta) + G(s) \] (2.63)
where \( G(s) \) is an absolutely convergent sum given by
\[ G(s) := -2n|F| 4\pi \sum_{k=0}^{\infty} \left\{ \frac{k + \frac{1}{2}}{-(k + \frac{1}{2})^2 + (s - \frac{1}{2})^2} - \frac{k + \frac{1}{2}}{-(k + \frac{1}{2})^2 + \beta^2} \right\}. \] (2.64)
By inserting (2.63) into (2.52), we get
\[ -\frac{n|F|}{4\pi} \frac{d}{ds} \tan(\pi(s - \frac{1}{2})) + \frac{d}{ds} G(s) = \frac{d}{ds} \frac{1}{2s - 1} \frac{d}{ds} \log Z_I(s; \Gamma; \chi). \] (2.65)
Then double integration of both sides of this identity leads to
\[ \log Z_I(s; \Gamma; \chi) = -\frac{n|F|}{4\pi} \int_{\frac{1}{2}}^{s} (2s' - 1)\pi \tan(\pi(s' - \frac{1}{2}))ds' + F(s) + c_1(s - \frac{1}{2})^2 + c_2 \] (2.66)
where
\[ F(s) = \int_{\frac{1}{2}}^{s} (2s' - 1)G(s')ds' \] (2.67)
and \( c_1, c_2 \) are some constants. Since \( G(s) = G(1 - s) \), it can be easily verified that
\[ F(s) = F(1 - s). \] (2.68)
Next, by changing the variable, \( s' \to s' + \frac{1}{2} \), we get
\[ \log Z_I(s; \Gamma; \chi) = -\frac{n|F|}{2\pi} \int_{0}^{s - \frac{1}{2}} \pi s' \tan(\pi s')ds' + F(s) + c_1(s - \frac{1}{2})^2 + c_2. \] (2.69)
Now changing \( s \to 1 - s \), we get
\[ \log Z_I(1 - s; \Gamma; \chi) = \frac{n|F|}{2\pi} \int_{0}^{s - \frac{1}{2}} \pi s' \tan(\pi s')ds' + F(s) + c_1(s - \frac{1}{2})^2 + c_2 \] (2.70)
where we used (2.68). Hence,
\[ \frac{Z_I(s; \Gamma; \chi)}{Z_I(1 - s; \Gamma; \chi)} = \exp \left( -\frac{n|F|}{\pi} \int_{0}^{s - \frac{1}{2}} \pi s' \tan(\pi s')ds' \right). \] (2.71)

**Lemma 2.5.** The following expression holds,
\[ \int_{0}^{s - \frac{1}{2}} \pi s' \tan(\pi s')ds' = -(s - \frac{1}{2}) \log 2\pi + \frac{1}{2} \log \frac{\Gamma(s)}{\Gamma(1 - s)} + \log \frac{\Gamma_2(1-s)}{\Gamma_2(s)} \] (2.72)
where \( \Gamma_2(s) \) denotes the double Barnes gamma function.
Proof. To prove this assertion we need the Kinkelin formula (see [70], page 239),
\[
\int_{0}^{s} \pi x \cot \pi x dx = s \log 2\pi - \log \frac{\Gamma_2(1-s)}{\Gamma_2(1+s)}
\]  
(2.73)
The double Barnes gamma function satisfies the following identity (see [54], page 144),
\[
\frac{1}{\Gamma_2(1+s)} = \frac{\Gamma(s)}{\Gamma_2(s)}.
\]  
(2.74)
Inserting this into (2.73) we get
\[
\int_{0}^{s} \pi x \cot \pi x dx = s \log 2\pi - \log \Gamma(s) - \log \frac{\Gamma_2(1-s)}{\Gamma_2(s)}.
\]  
(2.75)
On the other hand the integral above can be written as
\[
\int_{0}^{s} \pi x \cot \pi x dx = \int_{0}^{\frac{1}{2}} \pi x \cot \pi x dx + \int_{\frac{1}{2}}^{s} \pi x \cot \pi x dx.
\]  
(2.76)
But we have (see [35], page 417)
\[
\int_{0}^{\frac{1}{2}} \pi x \cot \pi x dx = \frac{\log 2}{2},
\]  
(2.77)

hence (2.76) reduces to
\[
\int_{0}^{s} \pi x \cot \pi x dx = \frac{\log 2}{2} + \int_{\frac{1}{2}}^{s} \pi x \cot \pi x dx.
\]  
(2.78)
By variable changing \( x \rightarrow x + \frac{1}{2} \) in the integral in the right hand side of the formula above, we get
\[
\int_{0}^{s} \pi x \cot \pi x dx = \frac{\log 2}{2} - \int_{0}^{s-\frac{1}{2}} \pi (x + \frac{1}{2}) \tan \pi x dx
\]  
(2.79)
or
\[
\int_{0}^{s} \pi x \cot \pi x dx = \frac{\log 2}{2} - \int_{0}^{s-\frac{1}{2}} \pi \frac{x}{2} \tan \pi x dx - \int_{0}^{s-\frac{1}{2}} \pi x \tan \pi x dx.
\]  
(2.80)
But (see [54], page 122 and page 138)
\[
- \int_{0}^{s-\frac{1}{2}} \frac{\pi}{2} \tan \pi x dx = \frac{1}{2} \log \sin \pi s = \frac{1}{2} \log \frac{\pi}{\Gamma(1-s)\Gamma(s)},
\]  
(2.81)
hence (2.80) reduces to
\[
\int_{0}^{s} \pi x \cot \pi x dx = \frac{\log 2\pi}{2} + \frac{1}{2} \log \frac{1}{\Gamma(1-s)\Gamma(s)} - \int_{0}^{s-\frac{1}{2}} \pi x \tan \pi x dx.
\]  
(2.82)
Now inserting this into (2.75) we get
\[
\int_{0}^{s-\frac{1}{2}} \pi x \tan \pi x dx = \frac{\log 2\pi}{2} + \frac{1}{2} \log \frac{1}{\Gamma(1-s)\Gamma(s)} - s \log 2\pi + \log \Gamma(s) + \log \frac{\Gamma_2(1-s)}{\Gamma_2(s)}
\]  
(2.83)
which leads to the desired result by some simple algebraic manipulations.
Inserting (2.72) into (2.71), we get

\[
\frac{Z_I(s; \Gamma; \chi)}{Z_I(1-s; \Gamma; \chi)} = \left[ (2\pi)^{2s-1} \frac{\Gamma(1-s)}{\Gamma(s)} \frac{\Gamma^2_2(s)}{\Gamma^2_2(1-s)} \right]^{n|F|} \frac{2\pi}{2s-1} \quad (2.84)
\]
or

\[
\frac{Z_I(s; \Gamma; \chi)}{Z_I(1-s; \Gamma; \chi)} = \left( (2\pi)^s \Gamma_2(s)^2 \Gamma(s)^{-1} \right)^{n|F|} \frac{2\pi}{(2\pi)^{1-s} \Gamma(1-s) \Gamma(1-s)^{-1}} \quad (2.85)
\]

On the basis of arithmetical motivations, this suggests the following choice for \(Z_I(s; \Gamma; \chi)\),

Definition 2.1. The zeta function for the contribution of the identity element in the Selberg trace formula for a Fuchsian group \(\Gamma\) of the first kind with an \(n\)-dimensional unitary representation \(\chi\) is given by

\[
Z_I(s; \Gamma; \chi) = \left( (2\pi)^s \Gamma^2_2(s) \Gamma(s)^{-1} \right)^{n|F|} \quad (2.86)
\]

where \(|F|\) denotes the measure of the fundamental domain of \(\Gamma\) and \(\Gamma_2(s)\) is the double Barnes gamma function.

2.3 The zeta function for the elliptic contribution

In [31], Fischer considered the Laplacian for automorphic forms with multiplier system. Then he defined a zeta function related to the contribution of elliptic elements in the corresponding resolvent trace formula. In the case of weight zero for congruence groups with a trivial representation, Koyama defined the zeta functions for elliptic elements by using the original Selberg trace formula [42]. In this section we generalize Koyama’s approach to the case of a Fuchsian group of the first kind with an arbitrary unitary representation.

The zeta function \(Z_E(s; \Gamma; \chi)\) corresponding to the elliptic contribution \(E\) in the Selberg trace formula is defined as a solution of the following differential equation,

\[
\frac{d}{ds} E(s; \Gamma; \chi) = \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_E(s; \Gamma; \chi) \quad (2.87)
\]

where

\[
E(s; \Gamma; \chi) = \frac{1}{2} \sum_{\{R\}, \nu=1} \nu \sin \frac{\pi m}{\nu} \int_{-\infty}^{\infty} \frac{\exp(-2\pi r m/\nu)}{1 + \exp(-2\pi r)} \times \left( \frac{1}{r^2 + (s - \frac{1}{2})^2} - \frac{1}{r^2 + \beta^2} \right) dr \quad (2.88)
\]

is the contribution of the elliptic elements given by [\(\Lambda, 40\)] with the test function \(h(r^2 + \frac{1}{4}; s)\) as in (2.3). We consider a solution of (2.87) satisfying,

\[
\frac{d}{ds} \log Z_E(s; \Gamma; \chi) = (2s-1)\Omega(s; \Gamma; \chi) \quad (2.89)
\]
\[
\Omega(s; \Gamma; \chi) = \frac{1}{2} \sum_{\{R\}_r} \sum_{m=1}^{\nu-1} \text{tr}_V \chi^m(R) \int_{-\infty}^{\infty} \frac{\exp(-2\pi rm/\nu)}{1 + \exp(-2\pi r)} r^2 + \left(s - \frac{1}{2}\right)^2 dr
\]

(2.90)

Purely for technical reasons, instead of identity (2.89) we consider the following identity

\[
\frac{d}{ds} \log Z_E(s; \Gamma; \chi) - \frac{d}{da} \log Z_E(a; \Gamma; \chi) = (2s - 1)\Omega(s; \Gamma; \chi) - (2a - 1)\Omega(a; \Gamma; \chi)
\]

(2.91)

where \(a > \frac{1}{2}\). We note that according to (2.89) and (2.90),

\[
\lim_{a \to \infty} \frac{d}{da} \log Z_E(a; \Gamma; \chi) = \lim_{a \to \infty} (2a - 1)\Omega(a; \Gamma; \chi) = 0
\]

(2.92)

hence (2.91) reduces to (2.89) in the limit \(a \to \infty\). In the following first we calculate the right hand side of (2.91) and then we let \(a \to \infty\).

Thus we have

\[
\frac{d}{ds} \log Z_E(s; \Gamma; \chi) - \frac{d}{da} \log Z_E(a; \Gamma; \chi) =
\]

\[
\frac{1}{2} \sum_{\{R\}_r} \sum_{m=1}^{\nu-1} \text{tr}_V \chi^m(R) \int_{-\infty}^{\infty} \frac{\exp(-2\pi rm/\nu)}{1 + \exp(-2\pi r)} r^2 + \left(s - \frac{1}{2}\right)^2 dr
\]

(2.93)

or

\[
\frac{d}{ds} \log Z_E(s; \Gamma; \chi) - \frac{d}{da} \log Z_E(a; \Gamma; \chi) =
\]

\[
-\frac{1}{2i} \sum_{\{R\}_r} \sum_{m=1}^{\nu-1} \text{tr}_V \chi^m(R) \times \int_{-\infty}^{\infty} \frac{\exp(-2\pi rm/\nu)}{1 + \exp(-2\pi r)} \left( \frac{1}{r + i(s - \frac{1}{2})} - \frac{1}{r + i(a - \frac{1}{2})} \right) dr
\]

(2.94)

\[
+\frac{1}{2i} \sum_{\{R\}_r} \sum_{m=1}^{\nu-1} \text{tr}_V \chi^m(R) \times \int_{-\infty}^{\infty} \frac{\exp(-2\pi rm/\nu)}{1 + \exp(-2\pi r)} \left( \frac{1}{r - i(s - \frac{1}{2})} - \frac{1}{r - i(a - \frac{1}{2})} \right) dr.
\]

We calculate these integrals in the domain \(\text{Re}(s) > \frac{1}{2}\) by using Cauchy’s integral formula. Let

\[
\mathcal{I}_{N,\pm}(s, a, m) := \int_{\gamma_{N,\pm}} f_{\pm}(z) dz
\]

(2.95)

where

\[
f_{\pm}(z) := \frac{\exp(-2\pi zm/\nu)}{1 + \exp(-2\pi z)} \left( \frac{1}{z \pm i(s - \frac{1}{2})} - \frac{1}{z \pm i(a - \frac{1}{2})} \right).
\]

(2.96)
$C_{N,-}$ and $C_{N,+}$ denote contours consisting of the line element from $-N$ to $N$ along the real axis and the semi-circle from $N$ to $-N$ lying in the lower and upper half plane, respectively.

**Lemma 2.6.** Let

$$E_N := \frac{1}{2i} \sum_{\{R\}_+} \sum_{m=1}^{\nu-1} \frac{\text{tr} \chi^m(R)}{m \pi m / \nu} I_{N,+}(s, a, m)$$

$$+ \frac{1}{2i} \sum_{\{R\}_-} \sum_{m=1}^{\nu-1} \frac{\text{tr} \chi^m(R)}{m \pi m / \nu} I_{N,-}(s, a, m).$$

Then

$$\lim_{N \to \infty} E_N = \frac{d}{ds} \log Z_E(s; \Gamma; \chi) - \frac{d}{da} \log Z_E(a; \Gamma; \chi).$$

**(2.97)**

**Proof.** First we decompose the integral $I_{N,\pm}(s, a, m)$ as the following

$$I_{N,\pm}(s, a, m) = \int_{-N}^{N} f_{\pm}(z)dz + \int_{C_{N,\pm}} f_{\pm}(z)dz$$

**(2.99)**

where $C_{N,+}$, $C_{N,-}$ denote the semi-circles of radius $N$ centered at the origin lying in the upper and lower half-planes, respectively. For the points $z = N \exp(i\theta)$ with $0 \leq \theta < 2\pi$ lying on $C_{N,\pm}$, we have

$$|f_{\pm}(z)| = O(N^{-2}), \text{ as } N \to \infty.$$ 

**(2.100)**

Thus in the limit $N \to \infty$, the integral over $C_{N,\pm}$ vanishes. Hence, inserting the right hand side of (2.99) into (2.97) and taking the limit $N \to \infty$ yields the right hand side of (2.94) which completes the proof.  

Now we are going to calculate the integrals $I_{N,\pm}(s, a, m)$ in (2.99). The integrands $f_{\pm}(z)$ have inside the contours $C_{N,\pm}$ simple poles at the points $z_n = \pm i(n + \frac{1}{2})$, $n = 0, 1, 2, \ldots$, with residues given by

$$\text{Res}_{z=z_n} f_{\pm} = \pm \frac{1}{2\pi i} \exp \left( \mp 2\pi i(n + \frac{1}{2}) \frac{m}{\nu} \right) \left( \frac{1}{s + n} - \frac{1}{a + n} \right).$$

**(2.101)**

But according to Cauchy’s integral formula, the integrals in (2.99) are equal to the sum of the residues of the integrands $f_{\pm}$ at the corresponding poles inside the contours $C_{N,\pm}$ times $\pm 2\pi i$. Therefore we get

$$I_{N,\pm}(s, a, m) = \sum_{n=0}^{N-1} \exp \left( \mp 2\pi i(n + \frac{1}{2}) \frac{m}{\nu} \right) \left( \frac{1}{s + n} - \frac{1}{a + n} \right).$$

**(2.102)**

where $N - 1$ is the number of poles inside the contours $C_{N,\pm}$. According to Lemma 2.6, by inserting (2.102) into (2.97) and then taking the limit $N \to \infty$,
we get

$$\frac{d}{ds} \log Z_E(s; \Gamma; \chi) - \frac{d}{da} \log Z_E(a; \Gamma; \chi) =$$

$$- \frac{1}{2i} \sum_{\{R\}_l} \sum_{m=1}^{\nu-1} \frac{1}{\nu} \frac{\text{tr}_V \chi^m(R)}{\nu \sin \pi m / \nu} \sum_{n=0}^{\infty} \exp \left( -2\pi i \left( n + \frac{1}{2} \frac{m}{\nu} \right) \right) \left( \frac{1}{s + n} - \frac{1}{a + n} \right)$$

$$+ \frac{1}{2i} \sum_{\{R\}_l} \sum_{m=1}^{\nu-1} \frac{1}{\nu} \frac{\text{tr}_V \chi^m(R)}{\nu \sin \pi m / \nu} \sum_{n=0}^{\infty} \exp \left( 2\pi i \left( n + \frac{1}{2} \frac{m}{\nu} \right) \right) \left( \frac{1}{s + n} - \frac{1}{a + n} \right)$$

(2.103)

Replace $n \to \nu m + l$ where the new $n$ runs over $\mathbb{N} \cup \{0\}$ and $0 \leq l \leq \nu - 1$. Then (2.103) can be written as

$$\frac{d}{ds} \log Z_E(s; \Gamma; \chi) - \frac{d}{da} \log Z_E(a; \Gamma; \chi) =$$

$$- \sum_{\{R\}_l} \frac{1}{2i} \sum_{m=1}^{\nu-1} \frac{1}{\nu} \frac{\text{tr}_V \chi^m(R)}{\nu \sin \pi m / \nu} \times$$

$$\sum_{l=0}^{\nu-1} \exp \left( -2\pi i \left( l + \frac{1}{2} \frac{m}{\nu} \right) \right) \sum_{n=0}^{\infty} \left( \frac{1}{n + \frac{s + l}{\nu}} - \frac{1}{n + \frac{a + l}{\nu}} \right)$$

$$+ \sum_{\{R\}_l} \frac{1}{2i} \sum_{m=1}^{\nu-1} \frac{1}{\nu} \frac{\text{tr}_V \chi^m(R)}{\nu \sin \pi m / \nu} \exp \left( 2\pi i \left( l + \frac{1}{2} \frac{m}{\nu} \right) \right) \sum_{n=0}^{\infty} \left( \frac{1}{n + \frac{s + l}{\nu}} - \frac{1}{n + \frac{a + l}{\nu}} \right)$$

(2.104)

The di-gamma function $\psi(z)$ is defined by

$$\psi(z) = \sum_{n=0}^{\infty} \left( \frac{1}{n + 1} - \frac{1}{n + z} \right) - \gamma. \quad (2.105)$$

where $\gamma$ is Euler’s constant. The sum over $n$ in formula (2.104) can be written in terms of di-gamma function,

$$\frac{d}{ds} \log Z_E(s; \Gamma; \chi) - \frac{d}{da} \log Z_E(a; \Gamma; \chi) =$$

$$\sum_{\{R\}_l} \frac{1}{2i} \sum_{m=1}^{\nu-1} \frac{1}{\nu} \frac{\text{tr}_V \chi^m(R)}{\nu \sin \pi m / \nu} \sum_{l=0}^{\nu-1} \exp \left( -2\pi i \left( l + \frac{1}{2} \frac{m}{\nu} \right) \right) \left( \psi \left( \frac{s + l}{\nu} \right) - \psi \left( \frac{a + l}{\nu} \right) \right)$$

$$- \sum_{\{R\}_l} \frac{1}{2i} \sum_{m=1}^{\nu-1} \frac{1}{\nu} \frac{\text{tr}_V \chi^m(R)}{\nu \sin \pi m / \nu} \sum_{l=0}^{\nu-1} \exp \left( 2\pi i \left( l + \frac{1}{2} \frac{m}{\nu} \right) \right) \left( \psi \left( \frac{s + l}{\nu} \right) - \psi \left( \frac{a + l}{\nu} \right) \right).$$

(2.106)

**Lemma 2.7.** The following identity holds,

$$\sum_{m=1}^{\nu-1} \frac{\text{tr}_V \chi^m(R)}{\nu \sin \pi m / \nu} \exp \left( 2\pi i \left( l + \frac{1}{2} \frac{m}{\nu} \right) \right) =$$

$$\sum_{m=1}^{\nu-1} \frac{\text{tr}_V \chi^m(R)}{\nu \sin \pi m / \nu} \exp \left( -2\pi i \left( l + \frac{1}{2} \frac{m}{\nu} \right) \right)$$

(2.107)
where $\overline{tr_V}$ denotes the complex conjugate of $tr_V$.

**Proof.** It is enough to change $m$ to $\nu - m$ in the sum in the left hand side and to use the facts that $\chi$ is a unitary representation and $R^{-m} = R^{\nu-m}$.

Applying this lemma, (2.106) can be written as

$$
\frac{d}{ds} \log Z_E(s; \Gamma; \chi) - \frac{d}{da} \log Z_E(a; \Gamma; \chi) = 
\sum_{(R)_1} \frac{1}{\nu} \sum_{m=1}^{\nu-1} \left[ \frac{\text{tr}_V \chi^m(R)}{\nu \sin \pi m/\nu} + \frac{\text{tr}_V \overline{\chi}^m(R)}{\nu \sin \pi m/\nu} \right] \times
\sum_{l=0}^{\nu-1} \exp \left( -2\pi i(l + \frac{1}{2}) \nu \right) \left( \psi(s + \frac{l}{\nu}) - \psi(a + \frac{l}{\nu}) \right). 
$$

(2.108)

**Lemma 2.8.** For $1 \leq m < \nu$, the following limit holds,

$$
\lim_{a \to \infty} \sum_{l=0}^{\nu-1} \exp \left( -2\pi i(l + \frac{1}{2}) \nu \right) \psi(a + \frac{l}{\nu}) = 0 
$$

(2.109)

**Proof.** First we show that

$$
\sum_{l=0}^{\nu-1} \exp \left( -2\pi i(l + \frac{1}{2}) \nu \right) = 0.
$$

(2.110)

We have

$$
\exp \left( -\pi i \frac{m}{\nu} \right) \sum_{l=0}^{\nu-1} \exp \left( -2\pi i \frac{m}{\nu} l \right) = \exp \left( -\pi i \frac{m}{\nu} \right) \sum_{l=1}^{\nu} \exp \left( -2\pi i \frac{m}{\nu} l \right).
$$

(2.111)

From the identities (see [35], page 30),

$$
\sum_{l=1}^{\nu} \sin lx = \sin \left( \nu + \frac{1}{2} x \right) \sin \frac{\nu x}{2} \csc \frac{x}{2},
\sum_{l=1}^{\nu} \cos lx = \cos \left( \nu + \frac{1}{2} x \right) \sin \frac{\nu x}{2} \csc \frac{x}{2}
$$

with $x = -2\pi i \frac{m}{\nu}$, it follows that

$$
\sum_{l=1}^{\nu} \exp \left( -2\pi i \frac{m}{\nu} l \right) = 0
$$

(2.112)

Hence, formula (2.110) is proved. According to [10], the asymptotic behavior of the digamma function at infinity is given by

$$
\psi(z) = \log z + O\left( \frac{1}{z} \right), \quad |z| \to \infty.
$$

(2.114)

Hence,

$$
L := \lim_{a \to \infty} \sum_{l=0}^{\nu-1} \exp \left( -2\pi i(l + \frac{1}{2}) \nu \right) \psi(a + \frac{l}{\nu}) =
\lim_{a \to \infty} \sum_{l=0}^{\nu-1} \exp \left( -2\pi i(l + \frac{1}{2}) \nu \right) \log(a + \frac{l}{\nu}).
$$

(2.115)
Since
\[
\log\left(\frac{a+l}{\nu}\right) = \log(a+l) - \log\nu,
\]
according to (2.110) we get
\[
L = \lim_{a \to \infty} \sum_{l=0}^{\nu-1} \exp\left(-2\pi i (l + \frac{1}{2}) \frac{m}{\nu}\right) \log(a+l) = 
\sum_{l=0}^{\nu-1} \exp\left(-2\pi i (l + \frac{1}{2}) \frac{m}{\nu}\right) \log(1 + \frac{l}{a})
\]
(2.117)
On the other hand by inserting
\[
\log\left(\frac{a+l}{\nu}\right) = \log a + \log(1 + \frac{l}{a})
\]
(2.118)
into (2.117) we get
\[
L = \lim_{a \to \infty} \sum_{l=0}^{\nu-1} \exp\left(-2\pi i (l + \frac{1}{2}) \frac{m}{\nu}\right) \log(1 + \frac{l}{a}) = 
\nu - 1 \sum_{l=0}^{\nu-1} \exp\left(-2\pi i (l + \frac{1}{2}) \frac{m}{\nu}\right) \log(1) = 0
\]
(2.119)
which completes the proof.

According to this Lemma and formula (2.92), by taking the limit of both sides of (2.108) we get
\[
\frac{d}{ds} \log Z_E(s; \Gamma; \chi) = \sum_{\{R\} \nu} \frac{1}{2} \nu^2 \sum_{m=1}^{\nu-1} \left[ \frac{\text{tr}_Y \chi^m(R)}{2 \sin \pi m/\nu} + \frac{i \text{tr}_Y \chi^m(R)}{2 \sin \pi m/\nu} \right] \times
\]
\[
\sum_{l=0}^{\nu-1} \exp\left(-2\pi i (l + \frac{1}{2}) \frac{m}{\nu}\right) \psi(s + \frac{l}{\nu}).
\]
(2.120)

The following lemma has been proved by Fischer (see [31], page 67).

**Lemma 2.9.** Let \(\exp(-\frac{2\pi i}{\nu} \alpha_p(R))\) with \(\alpha_p(R) \in \{0, \ldots, \nu - 1\}\), \(p = 1, \ldots, n\) denote the eigenvalues of \(\chi(R)\). Furthermore, let
\[
\alpha_p(R, l) = (l + \alpha_p(R)) \mod \nu, \quad \hat{\alpha}_p(R, l) = (l - \alpha_p(R)) \mod \nu
\]
(2.121)
where \(l \in \{0, 1, \ldots, \nu - 1\}\). Then the following identities hold,
\[
\sum_{m=1}^{\nu-1} \frac{i \text{tr}_Y \chi^m(R)}{2 \sin \pi m/\nu} \exp\left(-2\pi i (l + \frac{1}{2}) \frac{m}{\nu}\right) = \frac{1}{2} \nu(n - 1) + \sum_{p=1}^{n} \alpha_p(R, l),
\]
(2.122)
\[
\sum_{m=1}^{\nu-1} \frac{i \text{tr}_Y \chi^m(R)}{2 \sin \pi m/\nu} \exp\left(2\pi i (l + \frac{1}{2}) \frac{m}{\nu}\right) = \frac{1}{2} \nu(n - 1) + \sum_{p=1}^{n} \hat{\alpha}_p(R, l).
\]
(2.123)

According to this lemma, equation (2.120) can be written as
\[
\frac{d}{ds} \log Z_E(s; \Gamma; \chi) = \sum_{\{R\} \nu} -\frac{1}{\nu^2} \sum_{l=0}^{\nu-1} \left(\alpha(n - 1) - \alpha(R, l)\right) \psi(s + \frac{l}{\nu})
\]
(2.124)
where
\[ \alpha(R, l) := \sum_{p=1}^{n} (\hat{g}_p(R, l) + \alpha_p(R, l)). \tag{2.125} \]

Finally, since
\[ \psi\left(\frac{s + l}{\nu}\right) = \nu \frac{d}{ds} \log \Gamma\left(\frac{s + l}{\nu}\right), \tag{2.126} \]
formula (2.124) can be written as
\[ \frac{d}{ds} \log Z_E(s; \Gamma; \chi) = \sum_{\{R\}_\nu} \sum_{l=0}^{\nu-1} \frac{-n(\nu - 1) + \alpha(R, l)}{\nu} \frac{d}{ds} \log \Gamma\left(\frac{s + l}{\nu}\right). \tag{2.127} \]

This formula gives us a solution of (2.87) for \( Z_E(s; \Gamma; \chi) \). Thus the zeta function for the elliptic contributions can be defined by

**Definition 2.2.** The zeta function for the contribution of the elliptic elements in the Selberg trace formula for a Fuchsian group \( \Gamma \) of the first kind with an \( n \)-dimensional unitary representation \( \chi \) is given by
\[ Z_E(s; \Gamma; \chi) \colon \mathbb{C} \setminus (-\infty, 0) \to \mathbb{C}, \tag{2.128} \]
\[ Z_E(s; \Gamma; \chi) := \prod_{\{R\}_\nu} \prod_{l=0}^{\nu-1} \Gamma\left(\frac{s + l}{\nu}\right)^{-\frac{\alpha(R, l)}{\nu}}. \tag{2.129} \]

Here \( R \) denotes a representative of an elliptic conjugacy class of \( \Gamma \) of order \( \nu \) and \( \alpha(R, l) \) is given in (2.125).

### 2.4 The zeta function for the parabolic contribution

The zeta function for the parabolic contribution \( Z_P(s; \Gamma; \chi) \) is defined in the same way as the zeta functions for the other contributions. According to Theorem 2.2, the contribution of the parabolic elements in the Selberg trace formula for a Fuchsian group \( \Gamma \) of the first kind with an \( n \)-dimensional unitary representation \( \chi \) and a test function \( h \) is given by
\[ P(h; \Gamma; \chi) = -(k(\Gamma; \chi) \ln 2 + c(n, h)) g(0) \]
\[ -\frac{k(\Gamma; \chi)}{2\pi} \int_{-\infty}^{\infty} \psi(1 + ir) h(r^2 + \frac{1}{4}) \frac{dr}{\nu} + \frac{k(\Gamma; \chi)}{4} h(\frac{1}{4}). \tag{2.130} \]

where
\[ c(n, h) := \sum_{\alpha=1}^{h} \sum_{l=k_{\alpha}+1}^{n} \ln |1 - \exp(2\pi i \theta_{\alpha})|. \tag{2.131} \]

For the pair of functions,
\[ h(r^2 + \frac{1}{4}) = \frac{1}{r^2 + \frac{1}{4} + s(s - 1)} - \frac{1}{r^2 + \beta^2}, \quad (\beta > \frac{1}{2}, \ Re(s) > 1). \tag{2.132} \]
and
\[ g(u) = \frac{1}{2s - 1} e^{-(s - \frac{1}{2})|u|} - \frac{1}{2\beta} e^{-\beta|u|} \tag{2.133} \]
this definition is reduced to
\[
P(s; \Gamma; \chi) = -(k(\Gamma; \chi) \ln 2 + c(n, h)) \left( \frac{1}{2s - 1} - \frac{1}{2\beta} \right)
- \frac{k(\Gamma; \chi)}{2\pi} \int_{-\infty}^{\infty} \psi(1 + ir) \left( \frac{1}{r^2 + \frac{1}{4} + s(s - 1)} - \frac{1}{r^2 + \beta^2} \right) dr
+ \frac{k(\Gamma; \chi)}{4} \left( \frac{1}{(s - \frac{1}{2})^2} - \frac{1}{\beta^2} \right).
\]  

(2.134)

We define the zeta function for parabolic elements as a solution of the differential equation

\[
\frac{d}{ds} P(s; \Gamma; \chi) = \frac{d}{ds} \log Z_P(s; \Gamma; \chi).
\]  

(2.135)

Koyama solved this equation for \( Z_P(s; \Gamma; \chi) \) in the case of the congruence groups with the trivial representation \( \chi = 1 \) [42]. Assuming \( \Re(s) > \frac{1}{2} \), we are going to find a solution \( Z_P(s; \Gamma; \chi) \) of the differential equation (2.135) in the more general case of a Fuchsian group of the first kind \( \Gamma \) with an arbitrary unitary representation \( \chi \).

Inserting (2.134) into (2.135) we get

\[
\frac{d}{ds} \log Z_P(s; \Gamma; \chi) = -(k(\Gamma; \chi) \ln 2 + c(n, h)) \frac{1}{2s - 1}
- \frac{k(\Gamma; \chi)}{2\pi} \int_{-\infty}^{\infty} \psi(1 + ir) \left( \frac{d}{ds} \frac{1}{r^2 + \frac{1}{4} + s(s - 1)} \right) dr
+ \frac{k(\Gamma; \chi)}{4} \left( \frac{d}{ds} \frac{1}{(s - \frac{1}{2})^2} \right).
\]  

(2.136)

By integrating over \( s \) we get

\[
\frac{d}{ds} \log Z_P(s; \Gamma; \chi) = -(k(\Gamma; \chi) \ln 2 + c(n, h))
- (s - \frac{1}{2}) \frac{k(\Gamma; \chi)}{\pi} \int_{-\infty}^{\infty} \psi(1 + ir) dr
+ \frac{k(\Gamma; \chi)}{2} \frac{1}{s - \frac{1}{2}}.
\]  

(2.137)

The integral in this formula can be calculated by using Cauchy’s integral formula (see [67], page 83),

\[
- \frac{k(\Gamma; \chi)}{\pi} \int_{-\infty}^{\infty} \psi(1 + ir) dr =
- \frac{k(\Gamma; \chi)}{s - \frac{1}{2}} \frac{d}{ds} \log \Gamma(s + \frac{1}{2}) + 2k(\Gamma; \chi) \sum_{j=1}^{\infty} \frac{1}{(s - \frac{1}{2})^2 - j^2} + c.
\]  

(2.138)
Hence, (2.137) can be written as

\[
\frac{d}{ds} \log Z_P(s; \chi) = -(k(\Gamma; \chi) \ln 2 + c(n, h)) - k(\Gamma; \chi) \frac{d}{ds} \log \Gamma(s + 1) + \frac{k(\Gamma; \chi)}{2} \frac{1}{s - \frac{1}{2}}.
\] (2.139)

This equation determines the function \(Z_P(s; \Gamma; \chi)\) up to a holomorphic nonzero factor:

**Definition 2.3.** The zeta function for the contribution of the parabolic elements in the Selberg trace formula for a Fuchsian group \(\Gamma\) of the first kind with an \(n\)-dimensional unitary representation \(\chi\) on the entire complex plane is given by

\[
Z_P(s; \Gamma; \chi) := e^{-c(n, h)s} 2^{-k(\Gamma; \chi)s} (s - \frac{1}{2})^{-k(\Gamma; \chi)} \Gamma(s + \frac{1}{2})^{-k(\Gamma; \chi)}
\] (2.140)

Here \(c(n, h)\) is given in (2.137) and \(k(\Gamma; \chi)\) is the degree of non-singularity (see formula (A.21) in the Appendix) of the representation.

In [31], Fischer defined a zeta function for parabolic elements by using the resolvent trace formula related to the Laplacian for automorphic forms with multiplier system. In his definition, the zeta function for parabolic elements is indeed related to the contribution of parabolic elements and also continuous spectrum in the resolvent trace formula (see [31], page 102). This is different from our definition where the zeta function for parabolic elements is related only to the parabolic contribution (see formula (2.135)).

### 3 Regularized determinants and zeta functions

#### 3.1 Determinant expression of the zeta function for the identity

In this subsection we express the zeta function for the identity contribution for a general Fuchsian group \(\Gamma\) of the first kind with an arbitrary representation \(\chi\) in terms of a regularized determinant connected to the Laplace operator on the two dimensional sphere. For a cocompact group with a trivial representation this has been done by Voros in [20], [71].

The regularized determinant is defined by the zeta regularization method. We recall briefly this method. Let

\[
\lambda_0, \lambda_1, \lambda_2, \ldots
\] (3.1)

be the sequence of all eigenvalues including their multiplicities of an operator \(K\). The following zeta function can be assigned to this sequence

\[
Z(z, w) = \sum_{k=0}^{\infty} \frac{1}{(\lambda_k + w)^z}.
\] (3.2)
We assume that this series converges in a domain of $z$ and admits an analytic continuation to a domain containing $z = 0$ such that $Z(z, w)$ is holomorphic at $z = 0$. Then the regularized determinant of $K$ is defined by

$$\det(K - \lambda) := \exp(-Z'(0, -\lambda)) \quad (3.3)$$

where $Z'$ denotes the first derivative of $Z$ with respect to $z$.

Let $\Delta_2$ denote the Laplacian on the two dimensional sphere. The set of eigenvalues of this operator is given by

$$\{\lambda_l = l(l + 1) \mid l = 0, 1, 2, \ldots\} \quad (3.4)$$

with multiplicity $2l + 1$. We put,

$$L_2 := \sqrt{\Delta_2 + \frac{1}{4} - \frac{1}{2}}. \quad (3.5)$$

We are going to assign a regularized determinant to this operator. The set of eigenvalues of $L_2$ is given by

$$\{\lambda_l = l \mid l \in \mathbb{N} \cup \{0\}\} \quad (3.6)$$

with multiplicity $2l + 1$. The zeta function associated to this eigenvalues is given by

$$Z(z, w) = \sum_{k=0}^{\infty} \frac{2k + 1}{(k + w)^2}, \quad \text{Re}(z) \gg 0, \text{Re}(w) \gg 0. \quad (3.7)$$

This sum can be written as,

$$Z(z, w) = 2 \sum_{m,n=0}^{\infty} \frac{1}{(m + n + w)^2} - \sum_{k=0}^{\infty} \frac{1}{(k + w)^2}. \quad (3.8)$$

or in terms of the Barnes multiple zeta functions,

$$Z(z, w) = 2\zeta_2(z, w| 1, 1) - \zeta_1(z, w|1). \quad (3.9)$$

The general Barnes multiple zeta function is defined by [59],

$$\zeta_N(z, w| a_1, a_2, \ldots, a_N) = \sum_{m_1, m_2, \ldots, m_N=0}^{\infty} \frac{1}{(w + m_1a_1 + m_2a_2 + \ldots, m_Na_N)^z} \quad (3.10)$$

which is convergent for $\text{Re}(w) > 0$, $\text{Re}(z) > N$. We also note that $\zeta_1(z, w|1)$ coincides with the Hurwitz zeta function $\zeta(z, w)$,

$$\zeta(z, w) = \zeta_1(z, w|1). \quad (3.11)$$

We summarize the analytic properties of the Barnes multiple zeta function in the following lemma [9]:

**Lemma 3.1.** The Barnes multiple zeta function $\zeta_N(z, w| a_1, a_2, \ldots, a_N)$ has a meromorphic continuation to the whole complex $z$-plane with simple poles at $z = 1, 2, \ldots, N$ and is holomorphic at $w = 0$. Moreover,

$$\Psi_N(w| a_1, a_2, \ldots, a_N) := \partial_z \zeta_N(z, w| a_1, a_2, \ldots, a_N)|_{z=0} \quad (3.12)$$

has an analytic continuation to the whole complex $w$-plane.
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Hence, $Z(z,w)$ as given in (3.9) is holomorphic at $z = 0$ and we can define the regularized determinant of $L_2$ as follows

$$\det(L_2 + s) := \exp(-Z'(0,s)).$$

By inserting the right hand side of (3.9) into this definition we get

$$\det(L_2 + s) := \exp (-2\zeta_2'(0,1,1) + \zeta_1'(0,1)) = \exp (-2\Psi_2(s|1,1) + \Psi_1(s|1))$$

or equivalently,

$$\det(L_2 + s) := \frac{\exp \Psi_1(s|1)}{[\exp \Psi_2(s|1,1)]^2}.$$ 

The Barnes multiple gamma functions are defined as (see for example [59], page 119)

$$\Gamma_N(w|a_1,a_2,...,a_N) = \exp(\Psi_N(w|a_1,a_2,...,a_N)).$$

According to this definition the identity (3.15) can be written as

$$\det(L_2 + s) = \frac{\Gamma_1(s|1)}{\Gamma_2(s|1,1)}.$$ 

On the other hand we note that (see [9], page 363),

$$\Gamma_2^{-1}(s|1,1) = \Gamma_2^{-1}(s)(2\pi)^{-s/2}$$ 

where $\Gamma_2(s)$ is the Barnes double gamma function and also (see [59], formula 3.27),

$$\Gamma_1(s|1) = \Gamma(s)(2\pi)^{-\frac{s}{2}}.$$ 

Hence, (3.17) can be written as

$$\det(L_2 + s) = (2\pi)^{-s}\Gamma(s)\Gamma_2^{-2}(s).$$

Comparing this with (2.86) we arrive at

**Lemma 3.2.** Let $\Delta_2$ be the Laplace operator on the two dimensional sphere and $L_2 := \sqrt{\Delta_2 + \frac{1}{4} - \frac{1}{2}}$. Moreover, let $Z_I(s;\Gamma;\chi)$ be the zeta function for the identity contribution for the Fuchsian group $\Gamma$ of the first kind with an $n$-dimensional representation $\chi$ and $|F|$ be the measure of the fundamental domain of $\Gamma$. Then the following identity holds,

$$Z_I(s;\Gamma;\chi) = \left[\sqrt{2\pi \det(L_2 + s)}\right]^{-\frac{n|F|}{2}}$$

where the determinant is defined in (3.13).

### 3.2 Determinant expressions of the zeta functions for the elliptic and parabolic contributions

We are going to find some determinant representations for the zeta functions for the parabolic and elliptic contributions. To this end we must write the gamma
function as a determinant of an operator. Consider the Schroedinger operator for the one dimensional harmonic oscillator

\[ H = -\hbar^2 \frac{d^2}{dx^2} + \frac{m\omega^2}{2} x^2. \]  

(3.22)

The set of eigenvalues of \( H \) is given by

\[ \{ E_n = (n + \frac{1}{2})\hbar \omega \mid n \in \mathbb{N} \cup \{0\} \}. \]  

(3.23)

Then we put

\[ H_1 := H - \frac{1}{2}. \]  

(3.24)

The set of eigenvalues of \( H_1 \) is \( \mathbb{N} \cup \{0\} \). The zeta function \( \zeta(z, w) \) assigned to this sequence of eigenvalues is the Hurwitz zeta function,

\[ \zeta(z, w) = \sum_{n=0}^{\infty} \left( \frac{1}{n+w} \right)^z \]  

(3.25)

with a well known analytic continuation to the whole complex plane in both variables \( z \) and \( w \). As in the previous section we define

\[ \det(H_1 + \lambda) = \exp(-\partial_{\lambda} \zeta(z, \lambda)|_{z=0}). \]  

(3.26)

Thus from (3.11), (3.12), (3.16), (3.19) we conclude that

\[ \det(H_1 + \lambda) = \frac{1}{\Gamma(1)}(\lambda|1) = \frac{(2\pi)^{\frac{1}{2}}}{\Gamma(\lambda)}. \]  

(3.27)

By comparing this determinant with the definitions of the zeta functions \( Z_E \) and \( Z_P \) we obtain the desired determinant expressions:

**Lemma 3.3.** Let \( Z_E(s; \Gamma; \chi) \) be the zeta function for the elliptic contribution for a Fuchsian group \( \Gamma \) of the first kind with an \( n \)-dimensional unitary representation \( \chi \) of degree of non-singularity \( k(\Gamma; \chi) \), let \( H \) be the Schroedinger operator for the one dimensional harmonic oscillator and \( H_1 := H - \frac{1}{2} \). Then the following determinant expression holds

\[ Z_E(s; \Gamma; \chi) = \prod_{(R), \nu} \forall \lambda \left( (2\pi)^{-\frac{1}{2}} \det(H_1 + \frac{s + \lambda}{\nu_{\lambda}}) \right)^{-\frac{n(\nu-1)+s(n,\lambda)}{2}}. \]  

(3.28)

In this identity \( R \) denotes a representative of an elliptic conjugacy class in \( \Gamma \) of order \( 2 \), \( \alpha(R, \lambda) \) is given in (2.125) and the determinant is defined by (3.26).

**Lemma 3.4.** Let \( Z_P(s; \Gamma; \chi) \) be the zeta function for the parabolic contribution for a Fuchsian group \( \Gamma \) of the first kind with an \( n \)-dimensional unitary representation \( \chi \) of degree of non-singularity \( k(\Gamma; \chi) \), let \( H \) be the Schroedinger operator for the one dimensional harmonic oscillator and \( H_1 := H - \frac{1}{2} \). Then the following determinant expression holds

\[ Z_P(s; \Gamma; \chi) = e^{-c(n, h)s} \frac{k(\Gamma; \chi)}{2} \left( 2\pi \right)^{-\frac{k(\Gamma; \chi)}{2}} (s - \frac{1}{2})^{\frac{k(\Gamma; \chi)}{2}} \det(H_1 + s + \frac{1}{2})^\frac{k(\Gamma; \chi)}{2}. \]  

(3.29)

In this identity \( c(n, h) \) is given in (2.131) where \( h \) denotes the number of inequivalent cusps of \( \Gamma \) and the determinant is defined by (3.22).
3.3 Regularized determinant of the automorphic Laplacian

In this subsection we generalize Efrat’s work [28] on the regularized determinant for the shifted automorphic Laplacian. Consider the automorphic Laplacian \( A(\Gamma; \chi) \) for a general Fuchsian group \( \Gamma \) of the first kind with an \( n \)-dimensional unitary representation \( \chi \) and the sets \( S_1, S_2, \) and \( S_3 \) as defined in subsection 3.1. For \( s \in S_1, \) \( s(1-s) \) is an eigenvalue of \( A(\Gamma; \chi) \), corresponding to a cusp form as eigenfunction. For \( s \in S_2, \) \( s(1-s) \) is an eigenvalue of \( A(\Gamma; \chi) \) where the corresponding eigenfunction is the residue of an Eisenstein series at its pole \( s \in S_3 \). We denote by \( S_3' \) the set of zeros of the determinant of the scattering matrix in the interval \([0, \frac{1}{2})\) and hence

\[
S_3' = \{1-s | s \in S_3\}. \quad (3.30)
\]

We also recall that \( S_2 \) is the set of resonances in the half-plane \( \text{Re}(s) < \frac{1}{2} \).

A spectral zeta function is defined by

\[
\zeta(w, s) := \sum_{\sigma \in S} \frac{1}{(\sigma(1-\sigma) - s(1-s))^w}, \quad s \gg 0, \quad w \gg 0 \quad (3.31)
\]

where \( S = S_1 \cup S_2 \cup S_3' \). As we recalled in formula (3.3), the regularity of \( \zeta(w, s) \) at \( w = 0 \) is crucial for defining a regularized determinant. First we describe the analytic continuation of \( \zeta(w, s) \) to a domain in the complex \( w \)-plane including \( w = 0 \). Then we prove the regularity of \( \zeta(w, s) \) at \( w = 0 \).

Let

\[
\theta(t) := \sum_{\sigma \in S} e^{-\sigma(1-\sigma)t}, \quad t > 0. \quad (3.32)
\]

Then the zeta function \( \zeta(w, s) \) can be represented as the Mellin transform of \( \theta(t) \) (similar to [28], page 446),

\[
\zeta(w, s) = \frac{1}{\Gamma(w)} \int_0^\infty \theta(t)e^{s(1-s)t} \frac{dt}{t}, \quad s \gg 0, \quad w \gg 0. \quad (3.33)
\]

Based on this identity, the analytic continuation of \( \zeta(s, w) \) is obtained from the asymptotics of \( \theta(t) \) as \( t \to \infty \) and \( t \to 0 \). It is easy to see that:

**Lemma 3.5.** The following asymptotic holds,

\[
\theta(t) = O(1), \quad t \to \infty. \quad (3.34)
\]

**Lemma 3.6.** For some constants \( \alpha, \beta, \gamma, \delta \), the function \( \theta(t) \) has the following asymptotic behavior for \( t \to 0 \):

\[
\theta(t) = \frac{\alpha}{t} + \frac{\beta}{\sqrt{t}} + \frac{\gamma}{\sqrt{t}} + \frac{\delta}{t} + O(\sqrt{t} \log t), \quad t \to 0 \quad (3.35)
\]

**Proof.** Let

\[
h(r^2 + \frac{1}{4}) := e^{-(r^2 + \frac{1}{4})t}, \quad t > 0 \quad (3.36)
\]

and

\[
g(u) = \frac{1}{2\sqrt{\pi t}} e^{-\frac{u^2}{4t}}. \quad (3.37)
\]
Hence the Selberg trace formula (3.38) reduces to
\[ \sum_{\sigma \in S_1 \cup S_2 \cup S_3} e^{-\sigma(1-\sigma)t} + C_1(t) + C_2(t) = I(t) + H(t) + E(t) + P_1(t) + P_2(t) + P_3(t) \]
(3.38)
where
\[ C_1(t) = -\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\varphi'(1/2 + ir; \Gamma; \chi)}{\varphi} e^{-(r^2 + \frac{1}{4})t} dr, \]
(3.39)
\[ C_2(t) = \frac{K_0}{2} e^{-\frac{t}{4}}, \]
(3.40)
\[ I(t) = \frac{n[F]}{2\pi} \int_{-\infty}^{\infty} r \tanh(\pi r) e^{-(r^2 + \frac{1}{4})t} dr, \]
(3.41)
\[ H(t) = \frac{1}{\sqrt{\pi t}} e^{-\frac{t}{4}} \sum_{(P)_r} \sum_{k=1}^{\infty} \frac{\text{tr} V \chi^k(P) \log N(P)}{N(P)^{3/2} - N(P)^{-3/2}} e^{-(k \log N(P))^2}, \]
(3.42)
\[ E(t) = \sum_{(R)_r} \sum_{m=1}^{\nu-1} \frac{\text{tr} V \chi^k(R)}{\nu \sin \pi m/\nu} \int_{-\infty}^{\infty} \frac{\exp(-2\pi m/\nu)}{1 + \exp(-2\pi r)} e^{-(r^2 + \frac{1}{4})t} dr \]
(3.43)
\[ P_1(t) = -\frac{k(\Gamma; \chi)}{\pi} \int_{-\infty}^{\infty} \psi(1 + ir) e^{-(r^2 + \frac{1}{4})t} dr, \]
(3.44)
\[ P_2(t) = -2 \left( k(\Gamma; \chi) \ln 2 + \sum_{\alpha=1}^{n} \frac{1}{2} \left\{ \ln |1 - \exp(2\pi i\theta_\alpha)| \right\} \right) \frac{1}{2\sqrt{\pi t}} e^{-\frac{t}{4}}, \]
(3.45)
\[ P_3(t) = \frac{k(\Gamma; \chi)}{2} e^{-\frac{t}{4}}. \]
(3.46)

Note that in (3.38), the sum runs over spectral parameters $\sigma \in S_1 \cup S_2 \cup S_3$ which is twice the sum over the eigenvalues in (A.35). This is why all contributions in (3.38) are twice the corresponding contributions in (A.35).

By a simple calculation, from Theorem 3.5.5 and formula 3.5.2 in [67], one can conclude the following formula,
\[ -\frac{\varphi'(1/2 + ir; \Gamma; \chi)}{\varphi} = \sum_{\sigma \in S_2} \frac{1 - 2\beta}{(r - \gamma)^2 + (\frac{1}{2} - \beta)^2} + \sum_{\sigma \in S_3} \frac{1 - 2\beta}{r^2 + (\frac{1}{2} - \beta)^2} + c_0 \]
(3.47)
where $\sigma = \beta + i\gamma$ and $c_0$ is a constant. Inserting this into (3.38) and using Cauchy’s integration method one gets
\[ C_1(t) = \sum_{\sigma \in S_2} e^{-\sigma(1-\sigma)t} - \sum_{\sigma \in S_3} e^{-\sigma(1-\sigma)t}. \]
(3.48)

Hence the Selberg trace formula (3.38) reduces to
\[ \sum_{\sigma \in S_1 \cup S_2 \cup S_3} e^{-\sigma(1-\sigma)t} = I(t) + H(t) + E(t) + P_1(t) + P_2(t) + P_3(t) - C_2(t). \]
(3.49)
By investigating the asymptotics of each term in the right hand side of this identity as \( t \to 0 \), we obtain the estimate of \( \theta(t) \) as \( t \to 0 \). According to Venkov (see [67], page 78), the following estimates hold

\[
I(t) = \frac{n|F|}{2\pi} t + O(1), \quad H(t) = o(1), \quad E(t) = O(1), \quad t \to 0
\]

\[
C_2(t) = O(1), \quad P_1(t) = O\left(\frac{\log t}{\sqrt{t}}\right), \quad t \to 0
\]

\[
P_2(t) = O\left(\frac{1}{\sqrt{t}}\right), \quad P_3(t) = O(1). \quad t \to 0
\]

To obtain the desired result we need a more precise estimates for \( P_1(t) \) and \( P_2(t) \). For \( P_2(t) \) we obtain

\[
P_2(t) = \frac{c}{\sqrt{t}} + O(\sqrt{t}), \quad t \to 0.
\]

Now we calculate the desired estimate for \( P_1(t) \). Similar calculations has been done in [68]. The digamma function \( \psi(1+ir) \) can be written in terms of Gamma function,

\[
\psi(1 + ir) = \frac{1}{i} \frac{d}{dr} \log \Gamma(1 + ir).
\]

Inserting this into (3.44) we get

\[
P_1(t) = -\frac{k(\Gamma; \chi)}{\pi t} e^{-\frac{1}{4} t} \int_{\infty}^{-\infty} \frac{d}{dr} \log \Gamma(1 + ir)e^{-tr^2} dr.
\]

Then integrating by parts leads for \( P_1(t) \) to

\[
P_1(t) = -\frac{2k(\Gamma; \chi)}{\pi} i \frac{1}{4} \int_{\infty}^{-\infty} re^{-tr^2} \log \Gamma(1 + ir) dr.
\]

The following estimate holds (part 12.33 of [72]):

\[
\ln \Gamma(z) = (z - \frac{1}{2}) \ln z - z + \frac{1}{2} \ln 2\pi + \frac{1}{12} \frac{1}{z + 1} + O(z^{-2}), \quad \Re z > 0
\]

Inserting this estimate into (3.54), we get

\[
P_1(t) = -\frac{2k(\Gamma; \chi)}{\pi} i t [A(t) + B(t) + C(t) + D(t)] + O(t \log t), \quad t \to 0
\]

where

\[
A(t) = \int_{-\infty}^{\infty} re^{-tr^2} \frac{1}{2} \log(1 + ir) dr,
\]

\[
B(t) = -\int_{-\infty}^{\infty} re^{-tr^2} (1 + ir) dr = -i \int_{-\infty}^{\infty} r^2 e^{-tr^2} dr = -i \frac{i}{4t} \sqrt{\frac{\pi}{t}},
\]

\[
C(t) = \frac{1}{2} \ln 2\pi \int_{-\infty}^{\infty} re^{-tr^2} dr = 0,
\]

\[
D(t) = \frac{1}{12} \int_{-\infty}^{\infty} re^{-tr^2} \frac{1}{2 + ir} dr.
\]
The estimate \( O(t \log t) \) in \((3.56)\), is obtained from the estimate of the following integral as \( t \to 0 \),
\[
\int_{-\infty}^{\infty} |re^{-ir^2}(1 + ir)^{-2}|dr
\]
(3.61)

By a simple caculation this integral can be written as
\[
e^t \int_1^{\infty} \frac{e^{-tu}}{u} du
\]
(3.62)

As \( t \to +0 \), this integral behaves like \( -\log t \) which leads to the desired result.

For \( A(t) \) the following estimate holds (see [28], page 447)
\[
A(t) = c_1 \ln t \sqrt{t} + c_2 \frac{1}{\sqrt{t}} + c_3 \frac{1}{t} + O(\frac{1}{\sqrt{t}}), \quad t \to 0
\]
(3.63)

where \( c_1, c_2, \) and \( c_3 \) are some constants. The integral \( D(t) \) can be written as
\[
D(t) = -\frac{i}{6} \int_0^{\infty} \frac{r^2 e^{-ir^2}}{4 + r^2} dr
\]
(3.64)

According to [35] (see there page 338), for some constant \( c_4 \) we get
\[
D(t) = \frac{c_4}{\sqrt{t}} + O(1), \quad t \to 0.
\]
(3.65)

Finally, by inserting \((3.58), (3.59), (3.63)\), and \((3.65)\) into \((3.56)\), we get the desired estimate for \( P_1(t) \), namely
\[
P_1(t) = a_1 \ln t \sqrt{t} + a_2 \frac{1}{\sqrt{t}} + a_3 + O(t \log t), \quad t \to 0
\]
(3.66)

where \( a_1, a_2, \) and \( a_3 \) are some constants. The identity \((3.49)\) together with the estimates \((3.50), (3.51), \) and \((3.66)\) complete the proof.

Lemma 3.7. For a fixed real \( s \gg 0 \) the zeta function \((3.31)\) has an analytic (meromorphic) continuation to the half-plane \( \text{Re}(w) > -\frac{1}{2} \) and it is holomorphic at \( w = 0 \).

Proof. According to Lemma 3.5 and Lemma 3.6, there exist a function \( f(t) \) with asymptotics
\[
f(t) = O(\sqrt{t} \log t), \quad f(t) = O(1), \quad t \to \infty
\]
(3.67)

such that
\[
\theta(t) = \frac{\alpha}{t} + \beta \frac{\log t}{\sqrt{t}} + \frac{\gamma}{\sqrt{t}} + \delta + f(t).
\]
(3.68)

Inserting \((3.68)\) into \((3.33)\) and calculating the integrals (see [28], page 448) one gets,
\[
\zeta(w, s) = \frac{\Gamma(w - 1)}{\Gamma(w)} [s(s - 1)]^{1-w} + \gamma \frac{\Gamma(w - \frac{1}{2})}{\Gamma(w)} [s(s - 1)]^{\frac{1}{2}-w} + \frac{\delta}{[s(s - 1)]^w} + \beta \frac{\Gamma(w - \frac{1}{2})}{\Gamma(w)} [s(s - 1)]^{\frac{1}{2}-w} \left( \frac{\Gamma'}{\Gamma} (w - \frac{1}{2}) - \log(s(s - 1)) \right) + \frac{1}{\Gamma(w)} \int_0^{\infty} f(t) e^{(1-s)t} t^{w-1} dt.
\]
(3.69)
Because of the estimates in (3.67), the integral in the last formula is convergent for $\text{Re}(w) > -\frac{1}{2}$. On the other hand, $\frac{1}{\Gamma(w)}$ is regular and vanishing at $w = 0$. Hence, $\zeta(w, s)$ is holomorphic at $w = 0$.

The regularized determinant $\det_R$ of the automorphic Laplacian $A = A(\Gamma; \chi)$ is defined as

$$\det(A - s(1 - s)) := \exp \left( -\frac{\partial}{\partial w} \zeta(w, s) |_{w=0} \right).$$

This relation is closely related to Selberg’s zeta function. To derive this relation, consider the trace formula (A.35) with the test function $h$ as given in (2.3),

$$\sum_{\sigma \in S_1 \cup S_3 \cup S_3'} \left( \frac{1}{\sigma(1 - \sigma) - s(1 - s)} - \frac{1}{\sigma(1 - \sigma) + \beta^2 - \frac{1}{4}} \right) + C_1(s) + C_2(s) = 2I(s) + 2H(s) + 2E(s) + 2P(s)$$

(3.71)

where $H(s)$, $I(s)$, $E(s)$, and $P(s)$ are the contributions of hyperbolic, identity, elliptic and parabolic elements for the aforementioned test function and they are the same as the corresponding contributions in formulas (2.3), (2.52), (2.87) and (2.135), respectively. Moreover,

$$C_1(s) := -\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\varphi'(\frac{1}{2} + ir; \Gamma; \chi)}{r^2 + \frac{1}{4} - s(1 - s)} + \frac{1}{r^2 + \beta^2} dr \quad (3.72)$$

and

$$C_2(s) := \frac{K_0}{2} \left( \frac{1}{(s - \frac{1}{2})^2} - \frac{1}{\beta^2} \right). \quad (3.73)$$

We note that all contributions in (3.71) are twice the contributions in Selberg’s trace formula (A.35) because in the right hand side of (3.71), the sum is over the spectral parameters $\sigma \in S_1 \cup S_3 \cup S_3'$ while in (A.35) the sum is over the eigenvalues. According to Venkov (see [67], p.84), for some constant $c$, the following holds

$$C_1(s) = -\frac{1}{2s - 1} \frac{d}{ds} \log \phi(s) + \sum_{\sigma \in S_2} \left( \frac{1}{\sigma(1 - \sigma) - s(1 - s)} - \frac{1}{\sigma(1 - \sigma) + \beta^2 - \frac{1}{4}} \right) - \sum_{\sigma \in S_3} \left( \frac{1}{\sigma(1 - \sigma) - s(1 - s)} - \frac{1}{\sigma(1 - \sigma) + \beta^2 - \frac{1}{4}} \right) + c. \quad (3.74)$$

Now, inserting this and (3.73) into (3.71), we get

$$\sum_{\sigma \in S_1 \cup S_2 \cup S_3} \left( \frac{1}{\sigma(1 - \sigma) - s(1 - s)} - \frac{1}{\sigma(1 - \sigma) + \beta^2 - \frac{1}{4}} \right) = -\frac{1}{2s - 1} \frac{d}{ds} \log \phi(s) + 2I(s) + 2H(s) + 2E(s) + 2P(s) - \frac{K_0}{2} \left( \frac{1}{(s - \frac{1}{2})^2} - \frac{1}{\beta^2} \right). \quad (3.75)$$
Next, by differentiating both sides of this we get
\[ \sum_{\sigma \in \mathcal{S}_1 \cup \mathcal{S}_2 \cup \mathcal{S}_3} \frac{-2s-1}{2s-1} = \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log \phi(s) + \]
\[ 2 \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} E(s) + 2 \frac{d}{ds} P(s) - \frac{K_0}{2} \frac{1}{(s-\frac{1}{2})^2}. \]

(3.76)

On the other hand, according to (3.70) and (3.31), the following identity holds
\[ \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log \det(A - s(1-s)) = \sum_{\sigma \in \mathcal{S}_1 \cup \mathcal{S}_2 \cup \mathcal{S}_3} \frac{-2s-1}{2s-1} \frac{d}{ds} \log \phi(s). \]

(3.77)

Therefore (3.76) can be written as
\[ \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log \det(A - s(1-s)) = \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log \phi(s) + \]
\[ 2 \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_I(s) + 2 \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_E(s) + \]
\[ 2 \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_P(s) - \frac{K_0}{2} \frac{1}{(s-\frac{1}{2})^2}. \]

(3.78)

where in the right hand side we used formulas (3.80), (3.81), (3.82) and (3.83).

This formula leads to the desired identity formulated as a lemma.

**Lemma 3.8.** Let \( A = A(\Gamma; \chi) \) be the automorphic Laplacian for a Fuchsian group \( \Gamma \) of the first kind with a unitary representation \( \chi \). Let \( Z(s) := Z(s; \Gamma; \chi) \) be Selberg’s zeta function, \( Z_I(s) = Z_I(s; \Gamma; \chi) \), \( Z_E(s) := Z_E(s; \Gamma; \chi) \), and \( Z_P(s) := Z_P(s; \Gamma; \chi) \) be the zeta functions for the contributions of the identity, elliptic, and parabolic classes, respectively, and also let \( \varphi(s) = \varphi(s; \Gamma; \chi) \) be the determinant of the scattering matrix \( \Phi(s) = \Phi(s; \Gamma; \chi) \). Then the following identity holds
\[ \det(A - s(1-s)) = e^{(c_1 s(s-1)+c_2)} (s - \frac{1}{2})^{-K_0 \varphi(s)} Z_I^2(s) Z_E^2(s) Z_P^2(s) Z^2(s). \]

(3.79)

In this formula, \( K_0 := \text{tr} \Phi(\frac{1}{2}; \Gamma; \chi) \), and the determinant of the Laplacian is defined in (3.70). Finally, the constants \( c_1 \) and \( c_2 \) can be determined by the asymptotic behavior of both sides as \( s \to \infty \).

The complete Selberg zeta function for a Fuchsian group \( \Gamma \) of the first kind and a unitary representation \( \chi \) is defined by
\[ \tilde{Z}(s; \Gamma; \chi) := Z_I(s; \Gamma; \chi) Z_E(s; \Gamma; \chi) Z_P(s; \Gamma; \chi) Z(s; \Gamma; \chi). \]

(3.80)

Thus identity (3.79) can be written as
\[ \det(A - s(1-s)) = e^{(c_1 s(s-1)+c_2)} (s - \frac{1}{2})^{-K_0 \varphi(s)} \tilde{Z}^2(s; \Gamma; \chi). \]

(3.81)

**Corollary 3.1.** The complete Selberg zeta function fulfills the following functional equation
\[ \tilde{Z}(1-s; \Gamma; \chi) = \exp\left(-i\pi K_0 \frac{s}{2}\right) \varphi(s) \tilde{Z}(s; \Gamma; \chi). \]

(3.82)
Proof. The regularized determinant $\det_R(A - s(1 - s))$ is invariant under $s \to 1 - s$. Hence, from the equation (3.81) we get

$$
(s - \frac{1}{2})^{-K_0} \varphi(s) \tilde{Z}(s; \Gamma; \chi) = (-s + \frac{1}{2})^{-K_0} \varphi(1 - s) \tilde{Z}(1 - s; \Gamma; \chi). \tag{3.83}
$$

The determinant of the scattering matrix fulfills the following identity [66]

$$
\varphi(s) \varphi(1 - s) = 1. \tag{3.84}
$$

Hence, (3.83) can be written as

$$
\varphi(s)^2 \tilde{Z}(s; \Gamma; \chi) = (-1)^{-K_0} \tilde{Z}(1 - s; \Gamma; \chi) \tag{3.85}
$$

or

$$
\tilde{Z}(1 - s; \Gamma; \chi) = \exp(-i\pi K_0) \varphi(s)^2 \tilde{Z}(s; \Gamma; \chi). \tag{3.86}
$$

This equation determines the following, up to the sign:

$$
\tilde{Z}(1 - s; \Gamma; \chi) = \exp(-i\pi K_0) \varphi(s) \tilde{Z}(s; \Gamma; \chi). \tag{3.87}
$$

In [29], Faddeev introduced a compact operator on certain Banach spaces and applied it for analytical continuation of the resolvent of the automorphic Laplacian $R(s)$ to the whole complex plane. In a soon coming paper we prove that for a generalized version of this operator, denoted by $\mathcal{H}(s; \Gamma; \chi)$, for a Fuchsian group $\Gamma$ of the first kind with a unitary representation $\chi$ the following identity, up to a nonzero holomorphic factor, holds

$$
\det(1 - \mathcal{H}(s; \Gamma; \chi)) = \tilde{Z}(s) \tag{3.88}
$$

where $\det$ denotes certain regularized determinant. We use this identity in Theorem 3.9. For more details about the operator $\mathcal{H}(s; \Gamma; \chi)$ see [67].

By inserting the determinant expression of each element in the right hand side of (3.79), the regularized determinant of the automorphic Laplacian can be written as a product of determinants. We formulate this identities in the following theorem.

**Theorem 3.9.** For a Fuchsian group $\Gamma$ of the first kind with an $n$-dimensional unitary representation $\chi$, up to a nonzero holomorphic factor, the following identities hold

$$
\det(A - s(1 - s)) = (s - \frac{1}{2})^{-K_0} \det \Phi(s) \det(1 - \mathcal{H}(s; \Gamma; \chi))^2. \tag{3.89}
$$

In the case of a congruence subgroup $\Gamma$ of finite index in $PSL(2, \mathbb{Z})$ we have also

$$
\prod_{\nu = 0}^{\nu - 1} \prod_{\{R\}_\nu} \det(H_1 + s + \frac{1}{2} e^{i(\Gamma; \chi)}) \det(H_1 + s + \frac{1}{2} e^{2i(\Gamma; \chi)}) \det(1 - \mathcal{L}_s^{\Gamma; \chi})^2. \tag{3.90}
$$
Here $\Phi(s) = \Phi(s; \Gamma; \chi)$ is the scattering matrix, $K_0 = \text{tr}(\Phi(s; \Gamma; \chi))$, $k(\Gamma; \chi)$ is the degree of non-singularity of $\chi$, $\{R\}_\Gamma$ denotes a set of all representatives $R$ with order $\nu$ of the elliptic conjugacy classes of $\Gamma$, $\alpha(R, l)$ and $c(n, h)$ have been defined in (2.125) and (2.131), respectively. Moreover,

$$e(\Gamma; \chi) := 2^{-\dim \chi(\nu - 1) + \alpha(R, l)} \nu . \ (3.91)$$

### 3.4 Determinant identities for commensurable groups

In this subsection we derive an identity, connecting the determinants of automorphic Laplacians for different manifolds. In general we are interested in determinant functor for space time category [58]. To this end we need the following theorem [66].

**Theorem 3.10.** Let $\chi_1$ and $\chi_2$ be unitary representations of a Fuchsian group $\Gamma$ of the first kind. Further, let $\Delta$ be a Fuchsian group of the first kind and $\Gamma \subset \Delta$ be of finite index in $\Delta$. Then the following identities hold

- $Z(s; \Gamma; \chi_1 \oplus \chi_2) = Z(s; \Gamma; \chi_1)Z(s; \Gamma; \chi_2)$
- $Z(s; \Gamma; \chi) = Z(s; \Delta; u^\chi)$

where $u^\chi$ is the representation of $\Delta$ induced by the representation $\chi$ of $\Gamma$.

For a normal subgroup $\Gamma \subset \Delta$ with trivial representation $\chi = 1$ the second assertion of the theorem above can be expressed as (see [66], page 50),

$$Z(s; \Gamma; 1) = \prod_{\psi \in (\Gamma \setminus \Delta)^*} Z(s; \Delta; \psi)^{\dim \psi} \ (3.92)$$

where $\psi$ runs over the set of irreducible pairwise non-equivalent representations of the finite group $\Gamma \setminus \Delta$.

Now we consider commensurable groups $\Gamma_1$ and $\Gamma_2$ and we put $\Gamma_3 := \Gamma_1 \cap \Gamma_2$. Assume that $\Gamma_3$ is a normal subgroup of $\Gamma_1$ and $\Gamma_2$. The formula (3.92) for $\Gamma_3$ as a subgroup of $\Gamma_1$ and $\Gamma_2$ is written respectively as,

$$Z(s; \Gamma_3; 1) = \prod_{\psi_1 \in (\Gamma_3 \setminus \Gamma_1)^*} Z(s; \Gamma_1; \psi_1)^{\dim \psi_1} \ (3.93)$$

and

$$Z(s; \Gamma_3; 1) = \prod_{\psi_2 \in (\Gamma_3 \setminus \Gamma_2)^*} Z(s; \Gamma_2; \psi_2)^{\dim \psi_2} . \ (3.94)$$

Hence, we get the following identity,

$$\prod_{\psi_1 \in (\Gamma_3 \setminus \Gamma_1)^*} Z(s; \Gamma_1; \psi_1)^{2\dim \psi_1} = \prod_{\psi_2 \in (\Gamma_3 \setminus \Gamma_2)^*} Z(s; \Gamma_2; \psi_2)^{2\dim \psi_2} . \ (3.95)$$

On the other hand from (3.79) we have

$$Z^2(s; \Gamma; \chi) = e^{-(c_1s(s-1) - c_2)} (s - 1)^{\nu} \frac{\det(A(\Gamma; \chi) - s(1 - s))}{\det(\Phi(s) Z_f(s; \Gamma; \chi) Z_E(s; \Gamma; \chi) Z_P(s; \Gamma; \chi))} . \ (3.96)$$
where \( K \) given by \( \Gamma \) kind such that theorem: tion between different determinants. We formulate this relation in the following correspondings groups and representations in both sides of (3.95), we get a relation between different determinants. We formulate this relation in the following theorem:

**Theorem 3.11.** Let \( \Gamma_1 \) and \( \Gamma_2 \) be commensurable Fuchsian groups of the first kind such that \( \Gamma_3 := \Gamma_1 \cap \Gamma_2 \) is a normal divisor of both \( \Gamma_1 \) and \( \Gamma_2 \). Then, up to a nonzero holomorphic factor, the following identity holds

\[
\prod_{\psi_1 \in (\Gamma_3 \backslash \Gamma_1)_{\ast}} (s - \frac{1}{2})^{a(\Gamma_1; \psi_1)} \det(\Phi(\Gamma_1; \psi_1) - s(1 - s))^{\dim \psi_1} \times \\
\det(\Phi(\Gamma_1; \psi_1; s) - \dim \psi_1 \det(L_2 + s)^{(\dim \psi_1) \frac{s}{2}} \times \\
\det(H_1 + s + \frac{1}{2})^{-2k(\Gamma_1; \psi_1) \dim \psi_1} \prod_{\{R\}_1} \prod_{l=0}^{\nu-1} \left( \det(H_1 + \frac{s + l}{\nu_R}) \right)^{\frac{\nu}{\nu_R}} \chi_s(\Gamma_1; \psi_1) \dim \psi_1
\]

\[
= \prod_{\psi_2 \in (\Gamma_3 \backslash \Gamma_2)_{\ast}} (s - \frac{1}{2})^{a(\Gamma_2; \psi_2)} \det(\Phi(\Gamma_2; \psi_2) - s(1 - s))^{\dim \psi_2} \times \\
\det(\Phi(\Gamma_2; \psi_2; s) - \dim \psi_2 \det(L_2 + s)^{(\dim \psi_2) \frac{s}{2}} \times \\
\det(H_1 + s + \frac{1}{2})^{-2k(\Gamma_2; \psi_2) \dim \psi_2} \times \\
\prod_{\{R\}_2} \prod_{l=0}^{\nu-1} \left( \det(H_1 + \frac{s + l}{\nu_R}) \right)^{\frac{\nu}{\nu_R}} \chi_s(\Gamma_2; \psi_2) \dim \psi_2.
\]

Here \( \psi_1 \) and \( \psi_2 \) run over the set of irreducible pairwise non-equivalent representations of the finite group \( \Gamma_3 \backslash \Gamma_1 \) and \( \Gamma_3 \backslash \Gamma_2 \), respectively. The term \( a(\Gamma; \chi) \) is given by

\[
a(\Gamma; \chi) := [K_0(\Gamma; \chi) + k(\Gamma; \chi)] \dim \chi
\]

where \( K_0 = tr(\Phi(\frac{1}{2}; \Gamma; \chi)) \), \( k(\Gamma; \chi) \) is the degree of non-singularity of \( \chi \), \( \{R\}_\Gamma \) denotes a set of representatives \( R \) with order \( \nu \) of the elliptic conjugacy classes of \( \Gamma \), \( \alpha(R, l) \) has been defined in (2.125), and

\[
e(\Gamma; \chi) := 2 - \frac{\dim \chi(\nu - 1) + a(R, l)}{\nu}.
\]

### 4 Jacquet-Langlands correspondence

In this section we only consider the trivial representation \( \chi = 1 \). In [38] an explicit integral operator lift with the Siegel theta function as kernel, between
Maass forms of the unit group of an indefinite quaternion division algebra and a congruence subgroup of the modular group is constructed. This is indeed a special case of the Jacquet-Langlands correspondence which Hejhal reproved by using classical arguments [38]. Following [38], [12], and [11] we illustrate this correspondence. We need first to recall the unit group of a quaternion algebra.

4.1 Unit group of quaternion algebra

Here we follow [52]. A ring $B$ with unity is called an algebra of dimension $n$ over a field $F$, if the following three conditions are satisfied:

1. $F \subset B$ and the unity of $F$ coincides with the unity of $B$;
2. the elements of $F$ commute with the elements of $B$;
3. $B$ is a vector space over $F$ of dimension $n$.

Let $B$ be an algebra over $F$ with center $Z(B)$. The algebra $B$ is called a central algebra if $Z(B) = F$. The algebra $B$ is called simple if it is simple as a ring that is, $B$ has no two-sided ideals except for $\{0\}$ and $B$ itself. The algebra $B$ is a division algebra if every nonzero element of $B$ is invertible.

**Definition 4.1. A central simple algebra $B$ of dimension 4 over a field $F$ is called a quaternion algebra over $F$.**

Furthermore, if $B$ is a division algebra, we call $B$ a division quaternion algebra.

Let $B$ be a quaternion algebra over a field $F$. Then there are only two possibilities (see [49], page 43)

1. either $B$ is a division quaternion algebra
2. or $B$ splits over $F$ that is, $B$ is isomorphic to $M_2(F)$, the algebra of all $2 \times 2$ matrices with entries from $F$.

Let $K$ be an extension of $F$ then one says that $B$ is ramified respectively splits over $K$ if $B \otimes_F K$, the tensor product of $B$ and $K$ as algebras over $F$, is a division quaternion algebra or is isomorphic to $M_2(K)$.

A norm on $B$ is defined by using the following results [73]:

1. If $F$ is algebraically closed, that is if every one variable polynomial of degree at least 1 with coefficients in $F$ has a root in $F$ (see [47], page 178), then $M_2(F)$ is the unique quaternion algebra over $F$ up to isomorphism.

2. If $K$ is any extension over $F$, then $B \otimes_F K$ is a quaternion algebra over $K$.

Let $B$ be a quaternion algebra over $F$, and let $\overline{F}$ be the algebraic closure of $F$. According to the results above $B \otimes_F \overline{F}$ is a quaternion algebra over the algebraically closed field $\overline{F}$ and hence $B \otimes_F \overline{F}$ is isomorphic to $M_2(\overline{F})$. Now we can define the (reduced) norm and the (reduced) trace of elements of $B$ by

$$N_B(\beta) = \det(\beta), \quad tr_B(\beta) = tr(\beta), \quad (4.1)$$

where $\det(\beta)$ and $tr(\beta)$ are the determinant and the trace of $\beta$ as an element in $M_2(\overline{F})$. In [73] it was shown that both $N_B(\beta)$ and $tr_B(\beta)$ belong to $F$. 
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Definition 4.2. For an algebra $B$ not necessarily of quaternion type over the field of rational numbers $F = \mathbb{Q}$ or its $p$-adic extensions $F = \mathbb{Q}_p$ an order is defined as a subset $\mathcal{O}$ of $B$ satisfying the two conditions

1. $\mathcal{O}$ is a subring containing the unity of $B$

2. $\mathcal{O}$ is finitely generated over $\mathbb{Z}$ or $\mathbb{Z}_p$ and contains a basis of $B$ over $F$.

An order of $B$ is called maximal if it is maximal with respect to inclusion. All maximal orders of an algebra $B$ are conjugate (see for example [35, page 135]).

From now on we assume $B$ to be a quaternion algebra over the field of rationals $\mathbb{Q}$. The algebra $B$ is characterized up to isomorphism by a positive integer $d(B)$ called the (reduced) discriminant which is defined to be the product of primes $p$ where $B$ is ramified over $\mathbb{Q}_p$ that is $B \otimes_{\mathbb{Q}} \mathbb{Q}_p$ is a division quaternion algebra. Note that some authors define discriminant as the square of what we presented as the definition of $d(B)$ [52, 38]. The discriminant is also defined for orders of the algebra $B$: the (reduced) discriminant $d(\mathcal{O})$ of an order $\mathcal{O}$ of the algebra $B$ is defined by (see [12] and references there)

$$d(\mathcal{O}) = \sqrt{\det[\text{tr}_B(\xi_j \xi_k)]]}$$

(4.2)

where $\xi_1, \xi_2, \xi_3, \xi_4$ is any $\mathbb{Z}$-basis of $\mathcal{O}$ and

$$[\text{tr}_B(\xi_j \xi_k)] = \begin{pmatrix}
\text{tr}_B(\xi_1 \xi_1) & \text{tr}_B(\xi_1 \xi_2) & \text{tr}_B(\xi_1 \xi_3) & \text{tr}_B(\xi_1 \xi_4) \\
\text{tr}_B(\xi_2 \xi_1) & \text{tr}_B(\xi_2 \xi_2) & \text{tr}_B(\xi_2 \xi_3) & \text{tr}_B(\xi_2 \xi_4) \\
\text{tr}_B(\xi_3 \xi_1) & \text{tr}_B(\xi_3 \xi_2) & \text{tr}_B(\xi_3 \xi_3) & \text{tr}_B(\xi_3 \xi_4) \\
\text{tr}_B(\xi_4 \xi_1) & \text{tr}_B(\xi_4 \xi_2) & \text{tr}_B(\xi_4 \xi_3) & \text{tr}_B(\xi_4 \xi_4)
\end{pmatrix}.$$  

(4.3)

For a maximal order $\mathcal{O}_{\text{max}}$ the discriminant is equal to the discriminant of the algebra $B$ that is $d(B) = d(\mathcal{O}_{\text{max}})$ (see [38] and references there).

Definition 4.3. The algebra $B$ is called indefinite or definite according to $B \otimes_{\mathbb{Q}} \mathbb{R}$ being isomorphic to $M_2(\mathbb{R})$ or being a division quaternion algebra ([122], page 201).

We recall the following remark from [63]:

Remark 4.1.  
- For each square free number $d \in \mathbb{Z}^+$, there is exactly one quaternion algebra $B$ over $\mathbb{Q}$ up to isomorphisms with $d(B) = d$,

- $d(B) > 1$ if and only if $B$ is a division algebra,

- $B$ being indefinite means that $d(B)$ has an even number of prime factors.

Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$. We fix an isomorphism of $B \otimes_{\mathbb{Q}} \mathbb{R}$ and $M_2(\mathbb{R})$ and consider $B$ as a subalgebra of $M_2(\mathbb{R})$ through this isomorphism. Then the norm $N_B(\beta)$ of an element $\beta$ of $B$ is nothing but the determinant of $\beta$ as a matrix. Let $\mathcal{O}$ be an order of $B$. Then the unit group (of norm 1) of $\mathcal{O}$ is defined by ([52], page 209)

$$\mathcal{O}^1 = \{\beta \in \mathcal{O} | N_B(\beta) = 1\} \subset SL(2, \mathbb{R}).$$

(4.4)

Now we recall the following well known result (see [52], page 209):
Theorem 4.1. Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$, and $\mathcal{O}$ be an order of $B$. Then $\mathcal{O}^1$ is a Fuchsian group of the first kind. Moreover, if $B$ is a division quaternion algebra, then $\mathcal{O}^1 \setminus \mathcal{H}$ is compact.

Because of this theorem from now on we restrict ourselves to an order $\mathcal{O}$ of an indefinite quaternion algebra over the field of rational numbers $\mathbb{Q}$ and its unit group $\mathcal{O}^1$.

4.2 Siegel theta function

In this subsection we introduce the Siegel theta function by following [38], [12], and [11]. Let $\mathcal{O}$ be an order of an indefinite quaternion algebra over $\mathbb{Q}$. Since $\mathcal{O}$ is isomorphic to $\mathbb{Z}$, one can fix a basis $e_i$, $1 \leq i \leq 4$ of $\mathcal{O}$ over $\mathbb{Z}$ such that

$$\mathcal{O} = e_1\mathbb{Z} \oplus e_2\mathbb{Z} \oplus e_3\mathbb{Z} \oplus e_4\mathbb{Z}. \quad (4.5)$$

For an element $q \in \mathcal{O}$, let

$$k_q = \begin{pmatrix} k_1 \\ k_2 \\ k_3 \\ k_4 \end{pmatrix} \quad (4.6)$$

be the vector representation of $q$ in the given basis. Furthermore, since $\mathcal{O}$ is indefinite, one can fix an emmbeding $\sigma : \mathcal{O} \rightarrow M_2(\mathbb{R})$. (4.7) There is a unique $B \in GL_4(\mathbb{R})$ describing this emmbeding in the following way:

$$\sigma(q) = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \quad \text{whenever} \quad Bk_q = \begin{pmatrix} \alpha \\ \beta \\ \gamma \\ \delta \end{pmatrix}. \quad (4.8)$$

Let

$$S = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ -1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}. \quad (4.9)$$

Then by a simple calculation it can be shown

$$n(q) = \det(\sigma_q) = (\alpha\delta - \beta\gamma) = \frac{1}{2}(Bk_q)^tSBk_q. \quad (4.10)$$

Thus the norm $n(q)$ of $q$ as a four dimensional vector space over $\mathbb{Z}$ is defined by the quadratic form

$$n(q) = \frac{1}{2}k_q^tS'k_q \quad (4.11)$$

where $S'$ is a $4 \times 4$ symmetric matrix given by

$$S' = B^tSB. \quad (4.12)$$
For \( L_1, L_2 \in SL(2, \mathbb{R}) \) such that
\[
\begin{pmatrix}
\alpha_1 & \beta_1 \\
\gamma_1 & \delta_1
\end{pmatrix} = L_1 \begin{pmatrix}
\alpha_2 & \beta_2 \\
\gamma_2 & \delta_2
\end{pmatrix} L_2^{-1}
\]
(4.13)
an element \( A(L_1, L_2) \in M_4(\mathbb{R}) \) is defined by
\[
\begin{pmatrix}
\alpha_1 & \beta_1 \\
\gamma_1 & \delta_1
\end{pmatrix} = A(L_1, L_2) \begin{pmatrix}
\alpha_2 & \beta_2 \\
\gamma_2 & \delta_2
\end{pmatrix}.
\]
(4.14)

Definition 4.4. For a symmetric matrix \( S \), the majorant \( P \) is defined to be a positive definite symmetric matrix such that \( PS^{-1}P = S \).

Let \( M_z := \begin{pmatrix} y^\frac{1}{2} & xy^{-\frac{1}{2}} \\
0 & y^{-\frac{1}{2}} \end{pmatrix} \in SL(2, \mathbb{R}), \ z = x + iy \in \mathbb{H} \). (4.15)

Then
\[
P_{zw} := A(M_z^{-1}, M_w^{-1}) A(M_z^{-1}, M_w^{-1})
\]
is a majorant of \( S \) (see [12], page 14). If \( P \) is a majorant of \( S \) then \( B^t PB \) is a majorant of \( B^t SB \) (see [12], page 14). According to this fact,
\[
P'_{zw} := B^t P_{zw} B
\]
is the majorant of \( S' = B^t SB \) that is \( P'_{zw} \) is symmetric positive definite.

Now fix \( z_0 \in \mathbb{H} \) and take \( \tau = u + iv \in \mathbb{H}, \ z = x + iy \in \mathbb{H} \). With \( R := uS' + ivP'_{z_0} \), the Siegel theta function \( \theta(z; \tau) \) is defined as
\[
\theta(z; \tau) := \text{Im}(\tau) \sum_{k \in \mathbb{Z}^4} e^{\pi ik^t R k} = \text{Im}(\tau) \sum_{q \in O} e^{\pi ikq^t R k},
\]
(4.18)
The Siegel theta function has the following transformation properties which is crucial for the application in the next subsection. (for the proof see [12], page 16).

Theorem 4.2. Let \( O \) be an order in an indefinite quaternion algebra over \( \mathbb{Q} \), with (reduced) discriminant \( d \). Then
\[
(1) \ \theta(\sigma q z; \tau) = \theta(z; \tau), \ \forall q \in O^1
\]
\[
(2) \ \theta(z; g \tau) = \theta(z; \tau), \ \forall g \in \Gamma_0(d).
\]
Note that for \( q \in O^1, \ \sigma_q = \sigma(q) \in SL(2, \mathbb{R}) \).

4.3 Theta-lifts

In this subsection we recall two integral transformations providing a lift between Maass forms for congruence subgroups and nonconstant square integrable automorphic eigenfunctions of the hyperbolic Laplacian for the unit group of quaternions. As before, let \( O \) be an order with discriminant \( d(O) \) in an indefinite quaternion division algebra over \( \mathbb{Q} \) and \( O^1 \) be the corresponding unit group. We also put \( X_d := \Gamma_0(d) \backslash \mathbb{H} \) and \( X_O := O^1 \backslash \mathbb{H} \). The following theorem was proved in [12]:
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Theorem 4.3. For a fixed reference point \( z_0 \in \mathbb{H} \) in the Siegel theta function the maps

\[
\Theta : L^2_0(X_\mathcal{O}) \rightarrow \mathcal{C}_d(\mathcal{O}) \quad \text{and} \quad \tilde{\Theta} : \mathcal{C}_d(\mathcal{O}) \rightarrow L^2_0(X_\mathcal{O})
\]

(4.19)
given by

\[
\Theta \varphi(\tau) := \int_{\mathcal{F}_\mathcal{O}_1} \theta(z; \tau) \varphi(z) d\mu(z) \quad \text{(4.20)}
\]

and

\[
\tilde{\Theta} g(z) := \int_{\mathcal{F}_d} \theta(z; \tau) g(\tau) d\mu(\tau) \quad \text{(4.21)}
\]
define bounded linear operators preserving Laplace and also Hecke eigenvalues.

Here \( L^2_0(X_\mathcal{O}) \) denotes the space of non-constant square integrable automorphic functions on \( X_\mathcal{O} := \mathcal{O}^1 \setminus \mathbb{H} \) and \( \mathcal{C}_d(\mathcal{O}) \) denotes the space of cusp forms for the congruence subgroup \( \Gamma_0(d(\mathcal{O})) \) whose level is equal to the discriminant of the order \( \mathcal{O} \). \( \mathcal{F}_\mathcal{O}_1 \) and \( \mathcal{F}_d \) are the corresponding fundamental domains and \( \theta(z; \tau) \) is the Siegel theta function.

According to this theorem it follows that [12]:

Theorem 4.4. All eigenvalues of the hyperbolic Laplacian on \( L^2(X_\mathcal{O}) \) also occur as eigenvalues of the hyperbolic Laplacian on \( L^2(X_d) \) where \( d = d(\mathcal{O}) \).

For a maximal order \( \mathcal{O}_{\max} \) it is shown that the right hand side of Selberg’s trace formula for \( \mathcal{O}_1^{\max} \) with the trivial representation \( \chi = 1 \) coincides with the right hand side of Selberg’s trace formula for the new forms (see formula (4.28)) of a congruence subgroup of level equal to the discriminant of \( \mathcal{O}_{\max} \) with the trivial representation \( \chi = 1 \) (see Theorem 4.6). Therefore one gets equality of the left hand sides of these trace formulas:

\[
\sum_{\varphi \in L^2(X_{\mathcal{O}_{\max}})} h(\lambda_k) = \sum_{g \in \mathcal{C}_0 \oplus \mathcal{C}_{\text{new}}^d} h(\lambda_k)
\]

(4.22)

where \( \mathcal{C}_d^\text{new} \) denotes the space of new Maass cusp forms for the congruence subgroup of level \( d = d(\mathcal{O}_{\max}) \). This together with the last theorem leads to

Theorem 4.5. For a maximal order \( \mathcal{O}_{\max} \), the eigenvalues of the hyperbolic Laplacian, including multiplicities, on \( X_{\mathcal{O}_{\max}} \) coincide with the Laplace spectrum on the space of new Maass forms for the congruence subgroup \( \Gamma_0(d) \), where \( d \) is the discriminant of the maximal order \( \mathcal{O}_{\max} \).

4.4 Selberg trace formula for new forms

Consider the congruence subgroup \( \Gamma_0(n) \subset SL(2, \mathbb{Z}) \) with the trivial representation \( \chi = 1 \). The space \( \mathcal{C}_n(\lambda) \) of Maass cusp forms with eigenvalue \( \lambda \) can be decomposed into two subspaces of new and old forms \( \mathcal{C}_n(\lambda) = \mathcal{C}_n^{\text{old}}(\lambda) \oplus \mathcal{C}_n^{\text{new}}(\lambda) \).

The space \( \mathcal{C}_n^{\text{old}}(\lambda) \) is the linear span of all forms with eigenvalue \( \lambda \) coming from all overgroups \( \Gamma_0(m) \supset \Gamma_0(n) \) with \( m | n \) and \( \mathcal{C}_n^{\text{new}}(\lambda) \) is defined to be the orthogonal complement of \( \mathcal{C}_n^{\text{old}}(\lambda) \). Let us denote the dimension of \( \mathcal{C}_n(\lambda) \) and \( \mathcal{C}_n^{\text{new}}(\lambda) \) by \( \delta(n, \lambda) \) and \( \delta^{\text{new}}(n, \lambda) \) respectively. Then the following identity holds [3]

\[
\delta^{\text{new}}(n, \lambda) = \sum_{m | n} \beta\left(\frac{n}{m}\right) \delta(m, \lambda)
\]

(4.23)
with

\[ \beta(a) = \sum_{l | a} \mu(l) \mu(\frac{a}{l}), \quad (4.24) \]

where \( \mu(n) \) is the Moebius function, defined on \( \mathbb{N} \) by (see for example [54], page 639)

\[ \mu(n) = \begin{cases} 
1 & \text{if } n \text{ is a square-free positive integer with an even number of prime factors,} \\
-1 & \text{if } n \text{ is a square-free positive integer with an odd number of prime factors,} \\
0 & \text{if } n \text{ is not square-free.} 
\end{cases} \quad (4.25) \]

Identity (4.23) leads to the following formula [11]:

\[ \sum_{u_k \in C_n^{\text{new}}} h(\lambda_k) = \sum_{m | n} \beta(\frac{n}{m}) \sum_{u_k \in C_m} h(\lambda_k) \quad (4.26) \]

This suggests to take the sum

\[ \sum_{u_k \in C_n^{\text{new}}} h(\lambda_k) + \sum_{m | n} \beta(\frac{n}{m}) h(\lambda_0) = \sum_{m | n} \beta(\frac{n}{m}) \sum_{u_k \in C_m} h(\lambda_k) \quad (4.27) \]

for defining the left hand side of the Selberg trace formula for the new forms. Thus we arrive at the following definition of a trace formula for new forms for the congruence subgroup \( \Gamma_0(n) \) (see also [63]):

\[ \sum_{u_k \in C_n^{\text{new}}} h(\lambda_k) + \sum_{m | n} \beta(\frac{n}{m}) h(\lambda_0) = I_{n}^{\text{new}} + H_{n}^{\text{new}} + E_{n}^{\text{new}} + P_{n}^{\text{new}} - C_{n}^{\text{new}}. \quad (4.28) \]

The terms \( I_{n}^{\text{new}}, H_{n}^{\text{new}}, E_{n}^{\text{new}}, \) and \( P_{n}^{\text{new}} \) are given by

\[ I_{n}^{\text{new}} = \sum_{m | n} \beta(\frac{n}{m}) I_m \quad (4.29) \]
\[ H_{n}^{\text{new}} = \sum_{m | n} \beta(\frac{n}{m}) H_m \quad (4.30) \]
\[ E_{n}^{\text{new}} = \sum_{m | n} \beta(\frac{n}{m}) E_m \quad (4.31) \]
\[ P_{n}^{\text{new}} = \sum_{m | n} \beta(\frac{n}{m}) P_m \quad (4.32) \]
\[ C_{n}^{\text{new}} = \sum_{m | n} \beta(\frac{n}{m}) C_m \quad (4.33) \]

where \( I_m, H_m, E_m \) and \( P_m \) denote the contributions of identity, hyperbolic, elliptic, and parabolic conjugacy classes for the congruence subgroup \( \Gamma_0(m) \) and the trivial representation \( \chi = 1 \). The term \( C_m \) refers to the contribution of the continuous spectrum for the corresponding group \( \Gamma_0(m) \). Next we recall the following theorem which is proved in [11]:
Theorem 4.6. Let $O_{\text{max}}$ be a maximal order with discriminant $d(O_{\text{max}})$ in an indefinite quaternion division algebra over the field of rationals. Then the right hand side of the new form Selberg trace formula for the congruence subgroup $\Gamma_0(n)$ with $n = d(O_{\text{max}})$ coincides with the right hand side of the Selberg trace formula for the unit group of $O_{\text{max}}$ that is
\begin{align*}
I_{O_{\text{max}}}^1 &= I_n^\text{new}, \quad E_{O_{\text{max}}}^1 = E_n^\text{new}, \quad P_n^\text{new} = C_n^\text{new} = 0 \quad (4.34) \\
H_{O_{\text{max}}}^1 &= H_n^\text{new} \quad (4.35)
\end{align*}
where $I_{O_{\text{max}}}^1$, $E_{O_{\text{max}}}^1$, $H_{O_{\text{max}}}^1$ denote the contributions of the identity, elliptic, and hyperbolic elements in the right hand side of Selberg’s trace formula for the unit group of quaternions $O_{\text{max}}^1$ with the trivial representation $\chi = 1$.

4.5 Determinant identities

For a congruence subgroup $\Gamma_0(n)$, new form zeta functions, $Z_{I,n}^\text{new}(s)$, $Z_{E,n}^\text{new}(s)$, $Z_{P,n}^\text{new}(s)$, and $Z_{H,n}^\text{new}(s)$ respectively corresponding to the identity, elliptic, parabolic, and hyperbolic contributions in the Selberg trace formula for the new forms are defined as a solution of the following differential equations,
\begin{align*}
\frac{d}{ds} I_n^\text{new}(s) &= \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_{I,n}^\text{new}(s), \quad (4.36) \\
\frac{d}{ds} E_n^\text{new}(s) &= \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_{E,n}^\text{new}(s), \quad (4.37) \\
\frac{d}{ds} P_n^\text{new}(s) &= \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_{P,n}^\text{new}(s), \quad (4.38) \\
\frac{d}{ds} H_n^\text{new}(s) &= \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_{H,n}^\text{new}(s) \quad (4.39)
\end{align*}
where $I_n^\text{new}(s)$, $E_n^\text{new}(s)$, $P_n^\text{new}(s)$ and $H_n^\text{new}(s)$ are the contributions of the identity, elliptic, parabolic, and hyperbolic elements in the Selberg trace formula for the new form with the test function
\begin{equation}
R(r^2 + \frac{1}{4}) = \frac{1}{r^2 + \frac{1}{4} + s(s - 1)} = \frac{1}{r^2 + \beta^2} \quad \beta > \frac{1}{2}, \quad s \in \mathbb{C}. \quad (4.40)
\end{equation}
Moreover, by definition we have
\begin{align*}
\frac{d}{ds} I_{O_{\text{max}}}^1 &= \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_{I,O_{\text{max}}}^1(s), \quad (4.41) \\
\frac{d}{ds} E_{O_{\text{max}}}^1 &= \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_{E,O_{\text{max}}}^1(s), \quad (4.42) \\
\frac{d}{ds} H_{O_{\text{max}}}^1 &= \frac{d}{ds} \frac{1}{2s-1} \frac{d}{ds} \log Z_{H,O_{\text{max}}}^1(s) \quad (4.43)
\end{align*}
where $I_{O_{\text{max}}}^1$, $E_{O_{\text{max}}}^1$, and $H_{O_{\text{max}}}^1$ are the continuations of the identity, elliptic, and hyperbolic elements in Selberg’s trace formula for $O_{\text{max}}^1$ twisted with the trivial representation, with the test function given in (4.40).

From identities (4.29-4.32) it follows that
\begin{equation}
Z_{I,n}^\text{new}(s) := \prod_{m|n} Z_{I,m}^{\beta(\frac{1}{2})}(s), \quad (4.44)
\end{equation}
where \( Z_{I,m}(s) \), \( Z_{E,m}(s) \), \( Z_{P,m}(s) \), and \( Z_{m}(s) \) denote the zeta function for the congruence subgroup \( \Gamma_0(m) \) with the trivial representation corresponding to the contributions \( I \), \( E \), \( P \), and \( H \).

On the other hand, Theorem 4.6 together with formulae (4.36-4.39), (4.41-4.43), and (4.44-4.47), up to a nonzero holomorphic factor, lead to Theorem 4.7.

The following formulae hold

\[
Z_{I,\mathcal{O}_{\text{max}}}^{\text{new}}(s) = Z_{I,m}^{\text{new}}(s) = \prod_{m \mid n} Z_{\beta}(\sqrt{d(m)}) Z_{I,m}^{\beta}(s),
\]

\[
Z_{E,\mathcal{O}_{\text{max}}}^{\text{new}}(s) = Z_{E,m}^{\text{new}}(s) = \prod_{m \mid n} Z_{\beta}(\sqrt{d(m)}) Z_{E,m}^{\beta}(s),
\]

\[
Z_{H,\mathcal{O}_{\text{max}}}^{\text{new}}(s) = Z_{H,n}^{\text{new}}(s) = \prod_{m \mid n} Z_{\beta}(\sqrt{d(m)}) Z_{m}^{\beta}(s),
\]

where \( n = d(\mathcal{O}_{\text{max}}) \).

Finally, we can also connect the automorphic Laplacians for the different groups by their regularized determinants. Indeed from (3.79) and the previous theorem we get

**Theorem 4.8.** For the congruence subgroup \( \Gamma_0(m) \) with the trivial representation, let \( h_m \) be the number of inequivalent cusps, \( \Phi_m(s) \) be the scattering matrix, \( K_m = \text{tr} \Phi_m(s) \). Also let \( \mathcal{O}_{\text{max}} \) be a maximal order with discriminant \( d(\mathcal{O}_{\text{max}}) \) in an indefinite quaternion division algebra over the field of rationals. Then the following identity, up to a nonzero holomorphic factor, holds

\[
F(s) \det(A(\mathcal{O}_{\text{max}}) - s(1 - s)) = \prod_{m \mid n} \det(A(\Gamma_0(m)) - s(1 - s)) \beta(\sqrt{d(m)})
\]

where

\[
F(s) = (s - \frac{1}{2})^{-\sum_{m \mid n} K_m \beta(\sqrt{d(m)})} \prod_{m \mid n} \det \Phi_m(s) \beta(\sqrt{d(m)}),
\]

\( n = d(\mathcal{O}_{\text{max}}) \), and \( \beta(u) \) is given in (4.24).
and the Poincaré measure,
\[ d\mu(z) = \frac{dx\,dy}{y^2}. \]  
(A.3)

The Laplace operator \( L \) on \( \mathbb{H} \) associated to the Poincaré metric is called the hyperbolic Laplacian. It has in Cartesian coordinates the following explicit form,
\[ L = -y^2\left(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}\right) \]  
(A.4)

where we defined the Laplacian with minus sign.

**Isometries of \( \mathbb{H} \)** The group of all orientation preserving isometries of \( \mathbb{H} \) is identified with the group \( G = \text{PSL}(2, \mathbb{R}) \),
\[ G = \left\{ g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid \det g = 1, \quad a, b, c, d \in \mathbb{R} \right\} / \{\pm 1\}, \]  
(A.5)

acting on \( \mathbb{H} \) by linear fractional transformations,
\[ G \times \mathbb{H} \to \mathbb{H} \]
\[ (g, z) := gz = \frac{az + b}{cz + d}. \]  
(A.6)

The elements of \( G \) except the identity are classified in three disjoint classes according to their traces as a matrix. An element \( g \in G \) is called elliptic, parabolic or hyperbolic if \(|\text{tr}(g)| < 2\), \(|\text{tr}(g)| = 2\) or \(|\text{tr}(g)| > 2\), respectively. Since the action of \( G \) can be extended by continuity to \( \mathbb{H} \cup \mathbb{R} \cup \{\infty\} \), this classification can be reformulated as the following: elliptic elements have only one fixed point on \( \mathbb{H} \), the parabolic ones have a unique fixed point on \( \mathbb{R} \cup \{\infty\} \) and the hyperbolic elements have two distinct fixed points on \( \mathbb{R} \cup \{\infty\} \).

**Fuchsian groups** A discrete subgroup \( \Gamma \subset \text{PSL}(2, \mathbb{R}) \) is called a Fuchsian group.

A cusp of a Fuchsian group \( \Gamma \) is defined to be the fixed point of a parabolic element of \( \Gamma \).

A fundamental domain \( F \) for a Fuchsian group \( \Gamma \) is defined to be the closure of a domain \( \bar{U} \in \mathbb{H} \), including all non-\( \Gamma \)-equivalent points of \( \mathbb{H} \) such that
\[ \mathbb{H} = \bigcup_{\gamma \in \Gamma} \gamma F. \]

The volume of the quotient space \( \Gamma \setminus \mathbb{H} \), represented by the fundamental domain \( F \), is given by,
\[ \text{vol}(\Gamma \setminus \mathbb{H}) := |F| := \int_F d\mu(z). \]  
(A.7)

A Fuchsian group \( \Gamma \) for which the volume of \( \Gamma \setminus \mathbb{H} \) is finite, is called Fuchsian group of the first kind (or cofinite).

If the surface \( \Gamma \setminus \mathbb{H} \) is compact, the group \( \Gamma \) is called cocompact.

A Fuchsian group \( \Gamma \) of the first kind is determined by

1. a finite number \( 2g \) of hyperbolic generators, \( A_1, B_1, \ldots, A_g, B_g \)
2. a finite number \( l \) of elliptic generators, \( R_1, \ldots, R_l \)
a finite number $h$ of parabolic generators, $S_1, \ldots, S_h$

such that the following relations hold,

$$\left[A_1, B_1\right] \ldots \left[A_g, B_g\right] S_1 \ldots S_h R_1 \ldots R_l = E,$$

$$R_1^{m_1} = Id, \ldots, R_l^{m_l} = Id. \quad (A.8)$$

Here $[,]$ denotes the commutator and $m_j \in \mathbb{N} \cup \{0\}$ is the order of the elliptic element $R_j$. The signature of a group $\Gamma$, determined by a set of generators is defined to be the set of numbers,

$$(g; m_1, \ldots, m_l; h) \quad (A.9)$$

which is a topological invariant of the group as is the fundamental group of the corresponding surface. We note that $g$ is the genus of the surface $\Gamma \backslash \mathbb{H}$ and $h$ is the number of cusps of the surface. Moreover the group $\Gamma$ is cocompact if and only if $h = 0$.

For a Fuchsian group of the first kind with signature as in $(A.9)$, the volume of $\Gamma \backslash \mathbb{H}$ is given by the Gauss-Bonnet formula \cite{66},

$$|F| = 2\pi \left(2g - 2 + \sum_{j=1}^{l} (1 - \frac{1}{m_j}) + h\right). \quad (A.10)$$

Modular group and its congruence subgroups are examples of the Fuchsian groups of the first kind. The modular group is defined by

$$SL(2, \mathbb{Z}) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid ad - bc = 1, \ a, b, c, d \in \mathbb{Z} \right\}. \quad (A.11)$$

This group has the signature $(0, 3, 2, 1)$ and it is generated by the parabolic element

$$T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad (A.12)$$

and the elliptic element

$$Q = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \quad (A.13)$$

The principal congruence group of level $N \in \mathbb{N}$ is a subgroup of modular group defined by \cite{56}

$$\Gamma(N) = \left\{ g \in SL(2, \mathbb{Z}) \mid g \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \mod N \right\}. \quad (A.14)$$

A subgroup of $SL(2, \mathbb{Z})$ containing $\Gamma(N)$ is called a congruence group \cite{56}. The Hecke congruence group of level $N$ is an example of congruence subgroups defined by \cite{56}

$$\Gamma_0(N) = \{ g \in SL(2, \mathbb{Z}) \mid g_{21} \equiv 0 \mod N \}. \quad (A.15)$$
Automorphic Laplacian The Fuchsian groups allow us to define the notion of automorphy of functions and operators on $\mathbb{H}$.

Let $V$ denote a Hermitian space of dimension $n := \dim V$ and $\chi$ be a unitary representation of $\Gamma$ on $V$.

Then a vector valued function $f : \mathbb{H} \to V$ such that,

$$f(\gamma z) = \chi(\gamma)f(z), \quad \gamma \in \Gamma,$$

is called an automorphic function with respect to $\Gamma$ and $\chi$. We denote by $\mathcal{H} = \mathcal{H}(\Gamma; \chi)$, the Hilbert space of automorphic functions with respect to $\Gamma$ and $\chi$, square integrable on the fundamental domain $F$ with the scalar product given by,

$$(f, h) = \int_F \langle f(z), h(z) \rangle_V d\mu(z), \quad f, h \in \mathcal{H}$$

where $\langle , \rangle$ denotes the Hermitian form on $V$.

Let $D$ be the dense domain in $\mathcal{H}(\Gamma; \chi)$ consisting of the functions $g$ which are restrictions of functions $f$ on $\mathbb{H}$ to $F$ such that

- $f \in \oplus_{i=1}^{\dim V} C^\infty(\mathbb{H})$
- $f(z) = \chi(\gamma)f(\gamma z), \quad \gamma \in \Gamma$
- $f$ and $Lf$ belong to $\mathcal{H}(\Gamma; \chi)$

An operator $\tilde{A}$ is defined by

$$\tilde{A}f = Lf, \quad f \in D$$

which is symmetric and non-negative. It turns out that this operator is essentially self adjoint \cite{[67, 29]}. The automorphic Laplacian $A$ is defined as the unique self-adjoint extension (Fredrichs extension) of the operator $\tilde{A}$ on $\mathcal{H}$. Thus the automorphic Laplacian $A$ is a self-adjoint non-negative unbounded operator.

For more detail and proofs of the assertions see \cite{[67, 29]}. 

**Spectral decomposition** Let $\Gamma$ be a Fuchsian group of the first kind with inequivalent cusps $x_\alpha$, $1 \leq \alpha \leq h$. An element $\gamma \in \Gamma$ is primitive if it can not be written as a power of another element of the group. Let $S_\alpha$ be a primitive parabolic element leaving the cusp $x_\alpha$ invariant $S_\alpha x_\alpha = x_\alpha$. Then $S_\alpha$ is the generator of the maximal stabilizer group of the cusp $x_\alpha$, denoted by $\Gamma_\alpha$.

**Definition A.1.** A finite dimensional representation $\chi$ of $\Gamma$ is called singular in the cusp $x_\alpha$ if

$$\dim \ker(\chi(S_\alpha) - 1_V) = 0$$

where $1_V$ is the identity operator in $V$. Otherwise we say that the representation $\chi$ is non-singular in the cusp $x_\alpha$.

**Definition A.2.** If $\chi$ is non-singular at a cusp $x_\alpha$, we say that the cusp is open.

**Definition A.3.** A representation $\chi$ is called singular if it is singular in all cusps.
Definition A.4. The representation \( \chi \) is called non-singular if it is non-singular at least in one cusp, that is if at least one cusp is open.

Remark A.1. The definition of singularity of a representation is opposite to Selberg’s definition (see [62], [66]) but it is more reasonable from the point of view of mathematical physics and it is due to E. Balslev\(^1\). If the spectrum of the hyperbolic Laplacian on a non-compact surface is purely discrete, that means the situation is singular. In non-singular situation, we have a continuous spectrum and may be a discrete one.

For cocompact groups and also for non-cocompact groups with singular representation, the automorphic Laplacian \( A = A(\Gamma; \chi) \) has only a purely discrete spectrum in \( H = H(\Gamma; \chi) \), spanned by the corresponding discrete set of eigenfunctions of \( A \) (see [66] pages 17 and 18).

For non-cocompact groups with a non-singular representation \( \chi \) the automorphic Laplacian \( A(\Gamma; \chi) \) in \( H = H(\Gamma; \chi) \) has a continuous spectrum and may be a discrete one. The continuous spectrum is described by the Eisenstein series analytically continued to the spectrum [66, 67].

Before proceeding further, we need some notations. The subspace \( V_\alpha \subset V \) for \( x_\alpha \) a cusp with \( S_\alpha x_\alpha = x_\alpha \) is defined by

\[
V_\alpha := \{ v \in V \mid \chi(S_\alpha)v = v \} \tag{A.20}
\]

and we put \( k_\alpha := \dim V_\alpha \). We denote an orthonormal basis of \( V_\alpha \) by \( \{ e_l(\alpha) \}_{l=1}^{k_\alpha} \).

The degree \( k \) of non-singularity of the representation \( \chi \) is defined as

\[
k := k(\Gamma; \chi) := \sum_{\alpha=1}^{h} k_\alpha. \tag{A.21}
\]

We denote by \( P_\alpha \) the orthogonal projection of \( V \) onto \( V_\alpha \).

For every open cusp \( x_\alpha \), \( 1 \leq \alpha \leq h \), the Eisenstein series \( E_\alpha(.,s) : \mathbb{H} \to V_\alpha \) is a \( k_\alpha \) dimensional vector whose components \( E_\alpha,l \) are defined as an absolutely convergent series in the domain \( \Re(s) > 1 \), uniformly convergent in \( z \) on any compact subsets of \( \mathbb{H} \) by

\[
E_{\alpha,l}(z,s) = \sum_{\sigma \in \Gamma \setminus \Gamma_\alpha} (\text{Im}(\sigma^{-1}_\alpha z))^{s} \chi^*(\sigma) e_l(\alpha), \quad 1 \leq l \leq k_\alpha \quad \Re(s) > 1 \tag{A.22}
\]

where \( \chi^* \) denotes the adjoint of \( \chi \) as operators in the Hermitian space \( V \), \( \sigma_\alpha \in PSL(2,\mathbb{R}) \) denotes the element such that \( \sigma_\alpha \infty = x_\alpha \) and \( e_l(\alpha) \) is an element of the orthonormal basis of \( V_\alpha \). In the domain \( \Re(s) > 1 \), the Eisenstein series has the following properties [65, 67]:

1. \( E_\alpha(z,s) \) is holomorphic in \( s \).

2. For fixed \( s \), \( LE_\alpha(z,s) = s(1-s)E_\alpha(z,s) \).

3. For fixed \( s \), \( E_\alpha(z,s) \) is automorphic relative to \( \Gamma \) and \( \chi \).

4. The zero-th order term of the Fourier expansion of the components \( E_{\alpha,l}(z,s) \) of \( E_\alpha(z,s) \) at a cusp \( x_\beta \) is given by,

\[
\delta_{\alpha,\beta} y^{s} e_l(\alpha) + \phi_{\alpha l,\beta}(s) y^{1-s}. \tag{A.23}
\]

\(^1\)Private communication between Alexei Venkov and Erik Balslev
The elements of the automorphic scattering matrix
\[ \Phi(s) = \Phi(s; \Gamma; \chi) := \{ \Phi_{bd}(s) \}_{b,d=1}^{k(\Gamma; \chi)} \] (A.24)
are given by
\[ \Phi_{bd}(s) = \Phi_{\alpha l, \beta k}(s) = \langle e_k(\beta), \phi_{\alpha l, \beta}(s) \rangle_V \] (A.25)
where \( \langle \cdot, \cdot \rangle_V \) denotes the inner product in \( V \). The indexes are defined by
\[ b = k_1 + k_2 + \ldots + k_{\alpha - 1} + l, \quad d = k_1 + k_2 + \ldots + k_{\beta - 1} + k \] (A.26)
such that
\[ 1 \leq \alpha, \beta \leq h, \quad 1 \leq l \leq k_\alpha, \quad 1 \leq k \leq k_\beta. \] (A.27)

Then the following Theorem holds [66, 67]

**Theorem A.1.** The following assertions hold,

- **a** The scattering matrix \( \Phi(s) \) and the Eisenstein series \( E_\alpha(z, s) \) admit meromorphic continuations to the entire \( s \)-plane, the order of these meromorphic functions is not greater than four.

- **b** In the half plane \( \Re(s) \geq \frac{1}{2} \), \( \Phi(s) \) and \( E_\alpha(z, s) \) have only a finite number of common simple poles \( s_j \in (\frac{1}{2}, 1] \) such that \( \lambda_j := s_j(1 - s_j) \) is a real eigenvalue of \( A(\Gamma; \chi) \).

- **c** The scattering matrix fulfills the functional equations
  \[ \Phi(s) = \Phi(s)^T, \quad \Phi(s)\Phi(1 - s) = Id. \] (A.28)

- **d** The Eisenstein series satisfies the following functional equation,
  \[ E(z, s) = \Phi(s)E(z, 1 - s) \] (A.29)
where
\[ E(z, s) = (E_1(z, s), \ldots, E_h(z, s))^T. \] (A.30)

An eigenfunction of the automorphic Laplacian,
\[ A(\Gamma; \chi)f = s(1 - s)f, \quad f \in \mathcal{H}(\Gamma; \chi) \] (A.31)
with vanishing constant term of the Fourier expansion at each cusp is called a cusp form with spectral parameter \( s \) [66]. A cusp form \( f \) decays exponentially fast in all cusps and \( f \) is orthogonal to the Eisenstein series [66]. The spectral parameters of the cusp forms are a discrete set of points \( s \), lying on the line \( \Re s = \frac{1}{2} \) and in the interval \( (\frac{1}{2}, 1] \) [66] [67] [18]. We denote the space of all cusp forms by \( \mathcal{H}_0 \).

Let \( \mathcal{H}_0 \) be the finite dimensional space, spanned by the residues of Eisenstein series at finitely many poles in \( (\frac{1}{2}, 1] \) and let \( \Theta_1 \) be the orthogonal complement of \( \mathcal{H}_0 \oplus \mathcal{H}_0 \) in \( \mathcal{H} \). The automorphic Laplacian \( A(\Gamma; \chi) \) splits the space \( \mathcal{H} \) into three invariant subspaces defined above [66],
\[ \mathcal{H} = \mathcal{H}_0 \oplus \Theta_0 \oplus \Theta_1. \] (A.32)

The automorphic Laplacian \( A = A(\Gamma; \chi) \) has a purely discrete spectrum on the space \( \mathcal{H}_0 \oplus \Theta_0 \subset \mathcal{H} \) [66]. The spectrum of \( A(\Gamma; \chi) \) on \( \Theta_1 \) is absolutely continuous, filling up the semi-axis \( \lambda \geq \frac{1}{4} \) with multiplicity \( k(\Gamma; \chi) \). In this case the eigenfunctions are described by \( E_\alpha(z, s = \frac{1}{2}) \) which are not in \( \Theta_1 \) [66].
Selberg trace formula  The Selberg trace formula is an identity connecting the spectrum of the automorphic Laplacian on $\Gamma \backslash \mathbb{H}$ to the geometry of this surface. We recall it from [66]. First we need some notations. Let $\{e_i(\alpha)\}_{i=1}^n$ be a basis of $V$ in which $\chi(S_\alpha)(1_V - P_\alpha)$ is diagonal,

$$
\chi(S_\alpha)(1_V - P_\alpha)e_i(\alpha) = \nu_{ai}e_i(\alpha).
$$

(A.33)

Then the following holds

$$
\nu_{ai} = \begin{cases} 
0 & e_i(\alpha) \in V_\alpha, \\
\exp(2\pi i \theta_{ai}) & e_i(\alpha) \in V \ominus V_\alpha.
\end{cases}
$$

(A.34)

where $0 < \theta_{ai} < 1$.

Theorem A.2. Let $\widetilde{h}(r) := h(r^2 + \frac{1}{4})$ be a function of a complex variable $r$ which satisfies the following conditions:

- As a function of $r$, $\widetilde{h}(r)$ is holomorphic in the strip $\{r \in \mathbb{C} : |Im(r)| < \frac{1}{4} + \varepsilon\}$ for some $\varepsilon > 0$.
- In that strip, $\widetilde{h}(r) = O((1 + |r^2|)^{-1 - \varepsilon})$ and all the series and integrals appearing below converge absolutely.

Then the following identity holds

$$
\sum_{k=0}^{\infty} h(\lambda_k) + C = I + H + E + P
$$

(A.35)

where $\{\lambda_n \mid 0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots\}$ are the discrete eigenvalues of $A(\Gamma; \chi)$. Here $C$ corresponds to the continuous part of the spectrum given by

$$
C = C(\widetilde{h}(r); \Gamma; \chi) = -\frac{1}{4\pi} \int_{-\infty}^{\infty} \phi^2(\frac{1}{2} + ir; \Gamma; \chi)h(r^2 + \frac{1}{4})dr + \frac{K_0}{4} h(\frac{1}{4})
$$

(A.36)

where $\phi$ denotes the determinant of the scattering matrix $\Phi(s)$ and $K_0 = \text{tr}(\Phi(\frac{1}{2}; \Gamma; \chi))$. On the right hand side of (A.35) $I$ corresponds to the contribution of the identity element of the group which is given by

$$
I = I(\widetilde{h}(r); \Gamma; \chi) = \frac{n|F|}{4\pi} \int_{-\infty}^{\infty} r \tanh(\pi r) h(r^2 + \frac{1}{4})dr
$$

(A.37)

The term $H$ denotes the contribution of the hyperbolic conjugacy classes and is given by

$$
H = H(\widetilde{h}(r); \Gamma; \chi) = \sum_{(P)_{\Gamma}} \sum_{m=1}^{\infty} \frac{\text{tr}(\chi^m(P)\log N(P))}{N(P)^{3/2} - N(P)^{1/2}} g(m \log N(P))
$$

(A.38)

where $\{P\}_{\Gamma}$ denotes the primitive hyperbolic conjugacy classes and the function $g$ appears through the Selberg transformation:

$$
g(u) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iru} h(r^2 + \frac{1}{4})dr
$$

(A.39)
The next term \( E \) refers to the contribution of the elliptic elements and is given by a summation over primitive elliptic conjugacy classes \( \{R\}_\Gamma \) of order \( \nu \)

\[
E = E(h(r); \Gamma; \chi) = \frac{1}{2} \sum_{\nu} \sum_{m=1}^{\nu-1} \frac{1}{\nu \sin \pi m/\nu} \int_{-\infty}^{\infty} \frac{\exp(-2\pi r m/\nu)}{1 + \exp(-2\pi r)} h(r^2 + \frac{1}{4})dr
\]

Finally, the last term comes from the parabolic conjugacy classes given by

\[
P = P(h(r); \Gamma; \chi) = -\frac{k(\Gamma; \chi)}{2\pi} \int_{-\infty}^{\infty} \psi(1 + ir) h(r^2 + \frac{1}{4}) dr + \frac{k(\Gamma; \chi)}{4} h(\frac{1}{4})
\]

where \( h \) is the number of cusps and \( \psi \) is the di-gamma function.

In the case of cocompact groups like the unit group of quaternion algebras there is no continuous spectrum and no parabolic element and the trace formula (A.35) reduces to

\[
\sum_{k=0}^{\infty} h(\lambda_k) = I + H + E.
\]

Weyl-Selberg Formula In this subsection we recall briefly the Weyl-Selberg formula which clarifies the asymptotics of the distribution of the eigenvalues of the automorphic Laplacian.

The discrete eigenvalues \( \{\lambda_n \mid 0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots\} \) of the automorphic Laplacian \( A(\Gamma; \chi) \) can be represented as \( \lambda_j = \frac{1}{4} + r_j^2, r_j \in \mathbb{R} \). Then the distribution function for the eigenvalues of \( A(\Gamma; \chi) \) is defined by

\[
N(T; \Gamma; \chi) = \sharp \{\lambda_j \mid |r_j| < T\} \geq 0.
\]

The continuous spectrum is measured by

\[
M(T; \Gamma; \chi) = \frac{1}{4\pi} \int_{-T}^{T} -\phi' \left( \frac{1}{2} + ir; \Gamma; \chi \right) dr \geq 0.
\]

Weyl-Selberg formula is given by (page 52)

\[
N(T; \Gamma; \chi) + M(T; \Gamma; \chi) = \frac{|F|\dim V}{4\pi} T^2 - \frac{k(\Gamma; \chi)}{\pi} T \log T + \frac{1}{\pi} \left[ k(\Gamma; \chi)(1 - \log 2) - \sum_{\alpha=1}^{\dim V} \sum_{l=k_{\alpha}+1}^{\infty} \log |1 - \exp(2\pi i \theta_{\alpha l})| \right] T
\]

\[
+ O\left( \frac{T}{\log T} \right), \quad T \to \infty
\]

where all notations are introduced in the previous section. We note that if the group is cocompact or the representation \( \chi \) is singular then the second term in the left hand side of the equality is absent.
The functions $N(T; \Gamma; \chi)$ and $M(T; \Gamma; \chi)$ can be estimated separately as follows (see [31], page 138, Corollary 3.3.14),

\[ N(T; \Gamma; \chi) = O(T^2), \quad T \to \infty \]  
(A.46)

and

\[ M(T; \Gamma; \chi) = O(T^2), \quad T \to \infty. \]  
(A.47)

In the case of congruence subgroups with trivial representation there are more precise estimates, that is (see [41], page 159),

\[ N(T; \Gamma; \chi) = \frac{|F|}{4\pi} T^2 + O(T \log T), \quad T \to \infty \]  
(A.48)

and

\[ M(T; \Gamma; \chi) = O(T \log T), \quad T \to \infty. \]  
(A.49)
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