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Abstract

Cooperative relay systems have become an active area of research during recent years since they help cellular networks to enhance data rate and coverage. In this paper we develop a method to jointly optimize precoding matrices for amplify-and-forward relay station and base station. Our objective is to increase max–min SINR fairness within co-channel users in a cell. The main achievement of this work is avoiding any tedious alternating optimization for joint design of RS/BS precoders, in order to save complexity. Moreover, no convex solver is required in this method. RS precoding is done by transforming the underlying non-convex problem into a system of nonlinear equations which is then solved using Levenberg-Marquardt algorithm. This method for RS precoder design is guaranteed to converge to a local optimum. For the BS precoder a low-complexity iterative method is proposed. The efficiency of the joint optimization method is verified by simulations.
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I. INTRODUCTION

This paper considers a two-way relay system (TWRS) in which a multiple antenna relay station (RS) assists a multiple antenna base station (BS) and several single antenna mobile stations (MS) to communicate. Such a system is expected to show a better performance in comparison with non-cooperative systems, in terms of both sum-rate and fairness among all users. Normally, the RS must be mounted sufficiently above roof top such that it can serve shadowed users. Since the relay is not capable of simultaneous reception and transmission, the communication is split into two distinct half-duplex hops. In the first hop which is known as medium access (MAC), all
users and the BS transmit their data symbols towards the RS which amplifies and forwards the received signal in the next hop, known as broadcast (BC). The back propagated self-interference is known at each node and can be easily removed if all nodes have perfect knowledge of the channel coefficients. The remaining concern is how to minimize the interference of other users. In this works we aim at maximizing the signal-to-interference-plus-noise ratio (SINR) of the weakest user link subject to some given power constraint.

**Related Work:** The cooperative communication via an RS was first introduced in systems equipped with one-way relay channels where only one-way transmission (either downlink or uplink) is possible. In [2], the authors propose an optimal solution for a system consisting of one transmitting node and one receiving node via multiple one-way single antenna relay station. The bottleneck of this system compared to TWRS is that it requires four time hops for a complete bidirectional communication which leads to capacity loss. To overcome this shortcoming, TWRS are to reduce the number of hops to two and hence gain double throughput as the former case. Such a cooperative scenario for a single pair of users is studied in several works such as [3]–[7]. Later multiuser TWRS (MU-TWRS) with several transmitting pair of users, attracted a big attention as extension of the former one. So far, different scenarios are known as MU-TWRS. For instance [8] and [9] consider multiple single antenna relays, while in [1], [10] and [11] the system is equipped with one multiple antenna RS. One frequently used objective function in these works is to maximize equalized SINR among users [1], [8] and [9]. The corresponding optimization problem for finding the RS precoding matrix is known as max–min SINR optimization which is non-convex and \( NP \)-hard in general [12]. Most proposed algorithms are oriented around convexifying this problem by means of various relaxation/approximation methods [1]. While the aforementioned works regard the so-called symmetric cooperative relay systems, many other works investigate the asymmetric case in which a multiple antenna BS (and RS) and several single antenna users exist [13]–[17]. None of these works offer any optimal solutions and come up with sub-optimal methods. In [16] and [17] authors propose closed-form solutions based on zero-forcing (ZF). But, ZF is known to impose constraint on the number of antennas on the system while attaining optimal solution only in very high signal-to-noise (SNR) regimes. On the other hand, [13]–[15] incorporate an alternating method into their algorithms which increases the computational complexity.
**Contribution:** Most recent works, i.e., [13]–[15], handle the BS-RS precoding via alternating optimization. Alternating means that the problem is chopped into two subproblems, one for BS and another for RS precoder. One of the problems is solved while the other precoder is fixed. The solution is then used as fixed input for the other problem. This whole process continues iteratively to find a suboptimal solution. It is known that the max–min fairness problem for RS is non-convex [1]. Nevertheless, the optimization problem of BS precoder is convex, the overall alternating problem becomes non-convex and hence not convergent to the global optimum, in general. More importantly, the alternating scheme is very slow. To overcome this shortcoming, we isolate two subproblems and propose a non-alternating method which offers a suboptimal low-complexity solution to the joint design problem. Our method for BS precoder design requires no knowledge of the RS precoder since it only tries to maximize the upper bound on SINR of the latter. Then the resultant BS precoder is used as fixed matrix within the RS problem. The main benefit of the proposed method is that it induces no outer (alternating) iterations on the design algorithm and a joint design is carried out in one iteration. The RS precoder can be computed right away after BS precoder design at BS and be transmitted as side information along with data symbols. More importantly, most existing methods for BS/RS precoders utilize optimization tools which are in turn non real-time and prolong the process of joint optimization, exceedingly. In this paper, we convert RS precoder problem into a system of nonlinear equations and then solve it iteratively by Levenberg-Marquardt (LM) method. Elaborate explanation of this method can be found in [18] in which convergence is proven. On the other hand, design of BS precoder is converted to a non-convex problem which is solved fast by introducing proper approximations. The rest of the paper is organized as follows. In Section II the system model and configuration is described. Section III-A formulates the optimization problem for RS precoding design while Section III-B discusses the proposed algorithm for BS precoding problem. Numerical results along with complexity analysis are given in Section IV. Finally, Section V concludes this paper.

**Notation:** Along this paper, upper and lower case boldface symbols denote matrix and vector, respectively. The \( i \)th row (or column) of matrix \( A \) is shown by \( [A]_{i,:} \) (or \( [A]_{:,i} \)) while \( [A]_{i,j} \) refers to the element with indices \( i \) and \( j \). The identity matrix of size \( m \times m \) is denoted by \( I_m \). Operators \( ( \cdot )^T \), and \( ( \cdot )^H \), \( ( \cdot )^* \) and \( \otimes \) stands for transpose, hermitian, complex conjugate and Kronecker product, while functions \( E( \cdot ) \), \( H( \cdot ) \) and \( \text{Tr}( \cdot ) \) refer to expected value, harmonic mean and trace, respectively. Also magnitude of a complex number and the Euclidean
norm of vector (or matrix) are shown by $| \cdot |$, and $\| \cdot \|$. The vectorized version of a matrix $A$ which is obtained by stacking its columns into a single column and is denoted by $\text{vec}(A)$. The $i^{th}$ eigenvalue and a vector of all eigenvalues of matrix $A$ is shown by $\lambda_i(A)$ and $\lambda(A)$, respectively.

**II. DATA MODEL AND SYSTEM SETUP**

This paper considers a system consisting of one BS equipped with $N_b$ antennas, one RS with $N_r$ antenna and $N_u \geq 1$ users ($N_u \leq N_r$). For simplicity we choose $N_u = N_b$ and assume there exits no LoS or specular link between BS and users. We also assume that channel state information (CSI) is perfectly known at each node. Figure 1 depicts the setting of the considered system including all channels and precoding matrices. In MAC phase the received signal at the RS is determined by

$$r_R = H_2 W x_2 + H_1 T_1 x_1 + n_R,$$

where $W \in \mathbb{C}^{N_b \times N_u}$ is the BS precoding matrix. Throughout the paper we refer to user and BS with indices 1 and 2, respectively. $H_2 \in \mathbb{C}^{N_r \times N_b}$ and $H_1 \in \mathbb{C}^{N_r \times N_u}$ denote the channel from BS to RS and users to RS. More precisely, the $i^{th}$ column of $H_2$ represents the channel from $i^{th}$ antenna element of BS towards the RS, while $[H_1]_{i,j}$ corresponds to propagation channel between $j^{th}$ user and $i^{th}$ antenna of the RS. The matrix $T_1 = \text{diag}(\sqrt{P_1}, \ldots, \sqrt{P_{N_u}})$ notifies the transmission power at MS side with $P_i$ being power constraint per MS. For simplicity this paper constrains all MSs to have the same power budget, i.e., $T_1 = \sqrt{\frac{P_U}{N_u}} I_{N_u}$ where $P_U$ is a given sum-power constraint for the users. We assume data symbols $x_k \in \mathbb{C}^{N_u \times 1}$ at both ends are normalized, independent and identically distributed (i.i.d) such that $E(x_k x_k^H) = I_{N_u}$, $k \in \{1, 2\}$. It is necessary to mention that $x_1 = [x_1, \ldots, x_{N_u}]^T$ and $x_i$ is a transmitted symbol from $i^{th}$ MS. Furthermore, the sum power constraint at BS equals to $P_B$, that is $\text{Tr}(W^H W) \leq P_B$. The additive noise $n_R \sim \mathcal{CN}(0, \sigma_R^2 I_{N_r})$ at RS, is assumed to be zero-mean circular complex Gaussian noise (CCGN), i.e., $E(n_R n_R^H) = \sigma_R^2 I_{N_r}$. After performing amplify-and-forward precoding, the RS broadcasts the signal $s_R = \Omega r_R$ in BC phase, where $\Omega \in \mathbb{C}^{N_r \times N_r}$ is the corresponding RS
precoding matrix. The BS and the users receive the disturbed signals (2) and (3):

\[
\text{MS: } (k = 1) \quad r_1 = H_1^T s_R + n_1 = H_1^T \Omega H_2 W x_2 + H_1^T \Omega H_1^T x_1 + H_1^T \Omega n_R + n_1
\]

\[
\text{BS: } (k = 2) \quad r_2 = H_2^T s_R + n_2 = H_2^T \Omega H_1^T x_1 + H_2^T \Omega H_2 W x_2 + H_2^T \Omega n_R + n_2.
\]

\(n_2 \in \mathbb{C}^{N_b \times 1}\) describes the additive noise at BS antennas, while \(n_1 \in \mathbb{C}^{N_u \times 1}\) is built by concatenating additive noise terms at each MS into a single vector. Both noise terms \(n_1, n_2 \sim \mathcal{CN}(0, \sigma^2 I_{N_u})\) have zero-mean and variance \(\sigma^2\), that is \(E(n_1 n_1^H) = E(n_2 n_2^H) = \sigma^2 I_{N_u}\). In order to have a compact representation we rephrase (2) and (3) into the following form:

\[
r_k = A_k \Omega B_k x_k + A_k \Omega C_k x_k + A_k \Omega n_R + n_k, \quad k \in \{1, 2\}, \ k \neq \bar{k}.
\]

It is clear that terms including \(B_k\) include useful signal while terms with \(C_k\) represent interference. Note that the BS is aware of its back-propagated signal, i.e., \(x_2\) as well as all channels. Thus, the BS can remove this self-interference which leads to \(C_2 = 0\). Similarly, each MS can remove its self-interference term which leads to equation (5) as the SINR for each MS stream.

\[
\gamma_i^k = \frac{|[A_k \Omega B_k]_{i,i}|^2}{\sum_{j=1}^{N_u} |[A_k \Omega B_k]_{i,j}|^2 + \sum_{j=1}^{N_u} |[A_k \Omega C_k]_{i,j}|^2 + \sigma^2 + \sigma^2 R |[A_k \Omega]_{i,i}|^2 + \sigma^2}.
\]

### III. Optimization Problem

#### A. Optimization at RS

First, we consider fixed \(W\) and optimize the max–min fairness problem over \(\Omega\). In the next section we will perform autonomous BS precoding regardless of the choice of \(\Omega\). For simplicity of notation, we merge uplink and downlink SINRs into one set, i.e., \(\{\gamma_1, \ldots, \gamma_{2N_u}\} = \{\gamma_1, \ldots, \gamma_{N_u}^1, \gamma_1^2, \ldots, \gamma_{N_u}^2\}\), \(i \in A, j \in S\), and define sets \(A = \{1, \ldots, 2N_u\}\) and \(j \in S = \{1, \ldots, N_u\}\). Thus, the max–min fairness problem can be expressed by the following optimization problem:

\[
\gamma^* = \max_{\Omega} \min_{i \in A} \gamma_i^k
\]

\[
\text{s.t. } \text{Tr}(\Omega Y \Omega^H) \leq P_R,
\]

where \(Y = H_2 W W^H H_2^H + \frac{P}{N_u} H_1 H_1^H + \sigma^2 I_{N_r}\) and \(P_R\) is the maximum allowed transmit power at RS. This problem is non-convex due to non-convexity of its objective function.
Now, we rewrite (6) into a simpler equivalent form as in [18]. Let us define \( \omega = \text{vec}(\Omega) \) and matrices \( N^k_i = (\sigma^2_i I_{N_r}) \otimes ([A_k]^H i ; [A_k] i,i) \), \( Q^k_i j = (q^k_i j)(q^k_i j)^H \), \( Q^k i = ([B^k]^T i \otimes [A^k] i,i)^H \), \( S^k i j = (s^k i j)(s^k i j)^H \), \( \gamma = \min_{i A} \frac{\omega^H Q^i \omega}{\omega^H P^i \omega + \sigma^2} \) s.t. \( \omega^H Z \omega \leq P_R \),

where \( Z = Y^T \otimes I_{N_r} \). For detailed explanation of the above transformation, we encourage readers to see [18]. The objective function (7) is non-convex and \( NP \)-hard in general, since it is a quadratic fractional program and makes our problem non-convex [19]. This problem can be solved using semidefinite relaxation (SDR) [20] using the fact \( \omega^H Q^i \omega = \text{Tr}(Q_i \omega \omega^H) \). Let \( X = \omega \omega^H \) and assume \( \text{rank}(X) = 1 \), then (7) can be solved by bisection over \( \gamma \) as a feasibility check problem. For each value of \( \gamma \) the following semidefinite program (SDP) must be solved:

\[
\text{find } X \\
\text{s.t. } \text{Tr} \left( ZX \right) \leq P_R, \text{Tr} \left( \frac{1}{\gamma} Q_i - P_i \right) X \geq \sigma^2, X \succeq 0,
\]

where \( X \succeq 0 \) means that \( X \) is positive semidefinite. If \( \text{rank}(X) = 1 \) the problem (8) is solved optimally, otherwise other techniques such as randomization [21] and dominant eigenvector decomposition can be applied [22]. Now, we solve the problem (7) with a low-complex method presented in [18] which takes advantage of minimax inequality to transform (7) into a system of non-linear equations and can be interpreted as a least-squares problem. In [18], the system of equations is solved by LM method in which bisection over SINR is utilized to comply with the power constraint. In [18], it is proved that problem (7) is upper-bounded by (9). This bound is used in the next section for BS predecing design.

**Proposition 1.** [18] Let \( \tilde{P}_i = P_i + \frac{\sigma^2}{P_R} Z \), then problem (7) is upper bounded by

\[
\hat{\gamma} = \min_{i A} \lambda_{\text{max}}(\tilde{P}_i^{-1} Q_i) = \min_{i A} \lambda_{\text{max}}(\tilde{P}_i^{-1/2} Q_i \tilde{P}_i^{-1/2}). \tag{9}
\]

**Proof:** This proposition can be easily proved based on results in [18]. Hereafter, we refer to \( \hat{\gamma} \) as minimax bound of problem (7).
B. Optimizing the BS precoder

Before introducing our proposed method, we need to formulate BS precoding problem similar to (8) to be solved by SDP-bisection technique (for a given \( \Omega \)) within alternating method. Let \( \mathbf{F} = \mathbf{H}_1^T \mathbf{\Omega} \mathbf{H}_2, \mathbf{\theta} = \text{vec}(\mathbf{W}) \), \( \sigma_{w,i}^2 = (\sum_{j=1}^{N_u} ||(\mathbf{H}_1^T \mathbf{\Omega} \mathbf{H}_1)_{i,j}||^2 + \sigma_i^2), \)
\( \bar{\mathbf{I}}_j = (\mathbf{I}_{N_u} j,:)^T \mathbf{I}_{N_u} j,:) \), \( \tilde{\mathbf{I}}_j = (\mathbf{I}_{N_u} j,:)^T \mathbf{I}_{N_u} j,:) \), \( \tilde{\mathbf{F}}_i = (\mathbf{F}_i,:)^H \mathbf{F}_i,:) \) and \( \mathbf{X} = \mathbf{\theta} \mathbf{\theta}^H \). Then, after similar operations as in Section III-A, the BS precoding design can be done similar to (8). Note that in the current problem \( \mathbf{Z}, \mathbf{P}_i \) and \( \mathbf{Q}_i \) are replaced with \( \mathbf{I}_{N_u}, \mathbf{D}_i = \sum_{j=1}^{N_u} \tilde{\mathbf{I}}_j \otimes \tilde{\mathbf{F}}_i \) and \( \mathbf{C}_i = \tilde{\mathbf{I}}_i \otimes \tilde{\mathbf{F}}_i \), respectively. Also the power constraint in this case is \( P_B \) and \( \sigma^2 \) must be replaced with \( \sigma_{w,i}^2 \) as well. Now, we start to develop our proposed method. Let \( [\mathbf{A}_1]_{i,:} = \mathbf{a}_i \) and \( \mathbf{b}_j = ([\mathbf{B}_1]_{j,:})^T = ([\mathbf{H}_2 \mathbf{W}]_{j,:})^T = ([\mathbf{H}_2 \mathbf{w}_j])^T \), where \( \mathbf{w}_j = [\mathbf{W}]_{j,:}, i, j \in S \), then \( \mathbf{q}_{ij} = \mathbf{b}_j^H \otimes \mathbf{a}_i^H \) which results in \( \mathbf{Q}_{ij}^1 = (\mathbf{b}_j^H \mathbf{b}_j) \otimes (\mathbf{a}_i^H \mathbf{a}_i) \).

According to Proposition 1, problem (7) is upper bounded by (9), so we aim at maximizing \( \min_{\mathbf{w} \in \mathcal{A}} \lambda_{\max}(\tilde{\mathbf{P}}_{i}^{-1} \mathbf{Q}_i \tilde{\mathbf{P}}_{i}^{-1/2}) \). Roots of the characteristic polynomial of \( \tilde{\mathbf{P}}_{i}^{-1} \mathbf{Q}_i \) and \( \tilde{\mathbf{P}}_{i}^{-1/2} \mathbf{Q}_i \tilde{\mathbf{P}}_{i}^{-1/2} \) for a given \( i \) are identical since they are similar matrices \([23]\). Hence, the first one inherits the property of positive semidefiniteness from the latter. Notice that \( \mathbf{Y} \) (and hence \( \mathbf{Z} \)) is the only relevant term in determining uplink SINR which is affected by \( \mathbf{W} \). Thus, we expect negligible influence of BS precoding on uplink SINR. This is also evidenced by simulations. Also, unlike downlink, the back propagated interference from other users can be removed in the uplink. Consequently, the maximum eigenvalues of corresponding matrices in downlink are likely to be smaller than those of the uplink. Taking this reasoning into consideration, we hope that maximizing the corresponding maximum eigenvalues in downlink leads to an increase in minimax bound. Let \( S' = \{1, \ldots, N_u\} \) denote all indices relevant to downlink, e.g., \( \mathbf{Q}_i, i \in S' \) refers to \( \mathbf{Q}_i^1, i \in S \). We know that \( \mathbf{Q}_i, \mathbf{P}_i \) and \( \mathbf{b}_i \) are functions of \( \mathbf{W} \), but for simpler representation we omit to write them as \( \mathbf{Q}_i(\mathbf{W}), \mathbf{P}_i(\mathbf{W}) \) and \( \mathbf{b}_i(\mathbf{W}) \). From now on, we presume all indices \( i \) belong to \( S' \). The following optimization problem is non-convex:

\[
\max_{\mathbf{W}} \min_{i \in S'} \lambda_{\max}(\tilde{\mathbf{P}}_{i}^{-1/2} \mathbf{Q}_i \tilde{\mathbf{P}}_{i}^{-1/2})
\]

\[
\text{s.t. } \text{Tr}(\mathbf{W}^H \mathbf{W}) \leq P_B.
\]

But \( \lambda_{\max}(\tilde{\mathbf{P}}_{i}^{-1/2} \mathbf{Q}_i \tilde{\mathbf{P}}_{i}^{-1/2}) \) is in turn bounded by \([23]\):

\[
\lambda_{\max}(\tilde{\mathbf{P}}_{i}^{-1/2} \mathbf{Q}_i \tilde{\mathbf{P}}_{i}^{-1/2}) \leq ||\tilde{\mathbf{P}}_{i}^{-1/2} \mathbf{Q}_i \tilde{\mathbf{P}}_{i}^{-1/2}|| \leq ||\mathbf{Q}_i|| ||\tilde{\mathbf{P}}_{i}^{-1/2}||^2.
\]
Using the fact that $(X_1 \otimes Y_1)(X_2 \otimes Y_2) = (X_1X_2) \otimes (Y_1Y_2)$ and also $\text{Tr}(X \otimes Y) = \text{Tr}(X)\text{Tr}(Y)$, it is easy to see that $||Q_i|| = ||a_i||^2||b_i||^2$ and 

\[ ||\tilde{P}_i^{-1/2}||^2 = \text{Tr}\left(\left(\tilde{P}_i^{-1/2}\right)^H\tilde{P}_i^{-1/2}\right) = \text{Tr}\left(\tilde{P}_i^{-1}\right) = \sum_{k=1}^{N_u^2} \lambda_k(\tilde{P}_i^{-1}) = \frac{N_r^2}{\mathcal{H}(\lambda(\tilde{P}_i))}. \]  

(12)

Since $0 < \lambda_{\min}(\tilde{P}_i) \leq \mathcal{H}(\lambda(\tilde{P}_i)) \leq \lambda_{\max}(\tilde{P}_i)$, $\mathcal{H}(\lambda(\tilde{P}_i))$ may decrease (and $||\tilde{P}_i^{-1/2}||^2$ increases accordingly) by decreasing $\lambda_{\max}(\tilde{P}_i)$. Thus, we proceed by decreasing the bound on $\lambda_{\max}(\tilde{P}_i)$: 

\[ \lambda_{\max}(\tilde{P}_i) \leq ||\tilde{P}_i|| = ||\frac{\sigma^2}{P_R}Z + N_i + \sum_{j=1}^{N_u} S_{i,j} + \sum_{j=1}^{N_u} Q_{i,j}||, \quad i \in S'. \]  

(13)

which can be further expanded using triangle inequality and the fact that $||Q_{ij}|| = ||a_i||^2||b_j||^2$: 

\[ \lambda_{\max}(\tilde{P}_i) \leq ||\frac{\sigma^2}{P_R}Z + N_i + \sum_{j=1}^{N_u} S_{i,j}|| + \sum_{j=1}^{N_u} ||Q_{i,j}|| = ||\frac{\sigma^2}{P_R}Z + N_i + \sum_{j=1}^{N_u} S_{i,j}|| + ||a_i||^2\sum_{j=1}^{N_u} ||b_j||^2. \]  

(14)

Putting (11)-(14) all together we conclude that our optimization problem is: 

\[ \max_W \min_{i \in S'} \frac{||b_i||}{\sum_{j=1}^{N_u} ||b_j||} \]  

(15)

s.t. $\text{Tr}(W^H W) \leq P_B$. 

Remember that each $b_i$ is a function of $W$. It is not straightforward to determine the convexity of this problem. However, for each user we need to maximize $||b_i||$ while minimizing $||b_j||, \forall j \neq i$. However, this decreases the upper bound for other users, as an outcome. Hence, the best case is to equalize $||b_i||$ for all users to satisfy (15): 

\[ ||b_i|| = ||(H_2w_i)^T|| = \sqrt{w_i^H H_2^H H_2 w_i} = \text{const}, \quad \forall i \in S'. \]  

(16)

Since $H_2^H H_2$ is Hermitian and thus normal, it is unitarily diagonalizable [24], i.e., $H_2^H H_2 = U \Lambda U^H$, $U^{-1} = U^H$, where $\Lambda$ is a diagonal matrix whose diagonal entries are eigenvalues of $H_2^H H_2$. Let $\Psi = \text{diag}(\psi_1, \ldots, \psi_{N_u})$ and $H_0 = U \Lambda^{-1/2}$, then we choose $W(\Psi) = H_0 \Psi$. Therefore, $W^H H_2^H H_2 W = \Psi^2$ and also $||b_i|| = \psi_i$. The positive real-valued matrix $\Psi$ relates to power allocation at BS, i.e., $\text{Tr}(W^H W) = \text{Tr}(\Psi^2 \Lambda^{-1}) \leq P_B$. If $\Psi = I_{N_u}$ then (15) is solved but not (10), since $\lambda_{\max}(\tilde{P}_i^{-1}Q_i)$ are not equal for all users. In order to equalize all $\lambda_{\max}(\tilde{P}_i^{-1}Q_i)$'s, we now propose a fast convergent method for power allocation at BS. Let $l$ represent the iteration
index. Apparently, positive definite matrices \(X_i(l) = \tilde{P}_i^{-1}(l) + Q_i(l)\) change from iteration to iteration by varying power distribution amongst users. It is easy to see:

\[
\lambda_{\max}(\tilde{P}_i^{-1}(l)Q_i(l)) = \lambda_{\max}(\tilde{P}_i^{-1}(l)X_i(l)) - 1 = \frac{1}{\lambda_{\min}(\tilde{X}_i^{-1}(l)P_i(l))} - 1
\]

\[
= \frac{1}{1 - \lambda_{\max}(\tilde{X}_i^{-1}(l)Q_i(l))} - 1 = \frac{\lambda_{\max}(X_i^{-1}(l)Q_i(l))}{1 - \lambda_{\max}(X_i^{-1}(l)Q_i(l))}.
\]  

(17)

We know that rank-1 matrix \(\tilde{P}_i^{-1}(l)Q_i(l) \geq 0\), then \(\lambda_{\max}(\tilde{P}_i^{-1}(l)Q_i(l)) \geq 0\). The same holds for \(X_i^{-1}(l)Q_i(l)\), therefore it can be concluded that \(0 \leq \lambda_{\max}(X_i^{-1}(l)Q_i(l)) < 1\). The relation between these eigenvalues is represented in Figure 2. Qualitatively speaking, in each iteration we need to decrease the power of users who have higher SINR and do the opposite for users have lower SINR. By doing so, after some iterations all users are expected to have the same SINR. It appears that if we find \(\Psi(l)\) such that equalizes \(X_i^{-1}(l)Q_i(l)\), we have also equalized the upper bound on SINR for all users in the downlink case. Let \(\psi_i(l) = \lambda_{\max}(X_i^{-1}(l)Q_i(l))\) be \(i^{th}\) diagonal entry of \(\Psi(l)\) and \(W(l)\) be the BS precoder in the \(i^{th}\) iteration, then

\[
W(l) = \sqrt{\frac{P_B}{\text{Tr}((W'(l))^H W'(l))}} W'(l), \ W'(l) = W(l-1)\Psi(l-1).
\]  

(18)

It is significant to notice that the choice of \(H_0 = U\Lambda^{-1/2}\) is rather heuristic and does not guarantee to increase the SINR for any given channels since it only aims at increasing the minimax upper bound on \(\lambda_{\max}(\tilde{P}_i^{-1}Q_i)\). Some cases may still exist, depending on the channel, in which BS precoding may either worsen SINR or achieve no benefit. In such cases the BS precoding reduces to a simple power allocation of (18) with \(H_0 = I_{N_b}\). We examine this with the harmonic mean of maximum eigenvalues of all downlink users. Algorithm 1 summarizes our proposed method for finding a sub-optimal solution for (10). The resulting \(W\) is then used as fixed input for LM algorithm to find near-optimal solution of (2).

IV. SIMULATION RESULTS AND COMPLEXITY ANALYSIS

To justify the proposed method, we have performed simulations for 1000 different realizations of channel matrices. The presented results are averaged over all attained data. We have assumed that \(N_r = 6, N_u = N_b = 3, P_R = P_B = P_U = 10^{1.5}\) and fixed \(\sigma_R = 1\) while varying \(\sigma\) from 0.01 to 1.5. The underlying channel is Rayleigh fading which is generated similar to [25]. First, channel matrices \(H_1\) and \(H_2\), whose entries are i.i.d Gaussian random variables
with zero means and unit variances, are generated. Then, in order to create correlation between different links they are manipulated by $H_1 = R^{1/2}_{RS} H_1 R^{1/2}_{MS}$ and $H_2 = R^{1/2}_{RS} H_2 R^{1/2}_{BS}$ where $[R_{BS}]_{ij} = (\rho_{BS})^{i-j}$, $[R_{RS}]_{ij} = (\rho_{RS})^{i-j}$ and $[R_{MS}]_{ij} = (\rho_{MS})^{i-j}$. We have chosen values $\rho_{BS} = 0.6172$, $\rho_{RS} = 0.5883$ and $\rho_{MS} = 0.1$.

We have solved the RS precoding optimization (7) using LM-bisection and also by SDP-bisection. These are performed twice, i.e., first before BS precoding and then after precoding at BS using Algorithm 1. Also as a reference the alternating method is simulated with number of iterations of $N_a = 6$. Even this method does not result in the optimal solution to the joint optimization method since one of the problems, i.e., RS precoding, is non-convex and so is the whole problem. At the end we choose the best achieved rate amongst $N_a$ iterations regardless of which iteration yields so.

Figure 3 shows the achievable rate for the worst user in different methods along with minimax upper bound of (9). Even though there exits no guarantee to achieve upper bound in general, we observe in the figure that this bound is really tight in high SNR situations. Simulations admit that our proposed methods works well by handing in a relatively close rate to the alternating algorithm. Anyhow, the optimal solution is hard to find due to non-convexity of joint optimization problem. Figure 4 illustrates that the average number of iterations for finding $W$ is between 7 − 10 depending on SNR value. This well confirms that Algorithm 1 is a fast method. Similarly, Figure 5 portrays the number of iterations in LM-bisection method. With an identical number of iterations, LM-bisection after BS precoding has a bigger gap with minimax bound compared to the case without precoding. Most probably, the reason is that after performing BS precoding the initial precoder (in Levenberg-Marquardt method), that we acquire from Proposition 1, is further away from the optimal beamformer in comparison with the case $W = I_{N_b}$.

Table 1 compares the complexity of the proposed with the alternating method. In the table, $N_w$ and $N_{LM}$ refer to the number of iterations in Algorithm 1 and LM-bisection, respectively. Also in our simulation $\epsilon_{SDP} = 1.489 \cdot 10^{-8}$ is used. Figure 3 along with Table 1 show that the proposed method offers a good compromise between achieved worst-case rate and complexity. In the worst case (in the strongest noise conditions) the achieved rate of our method (0.66 \textit{bits/sec/Hz}) amounts to 78\% of the latter.
V. Conclusion

This paper proposes a novel non-alternating low-complexity method for joint optimization of BS-RS precoders design. To find the near-optimal beamformer of RS, the minimax upper bound is first found whose corresponding beamformer is then used as starting point of iterative Levenberg-Marquardt algorithm. The main idea of this algorithm as shown in [13] is to avoid any convex solver after converting the original non-convex problem to a set of nonlinear equations. The solution always converges to a local optimum. Later a fast iterative method is presented to find a sub-optimal solution for BS precoder. Indeed, two subproblems are isolated at the expense of small loss of rate in comparison with alternating approach. Simulations show that Algorithm 1 always converges fast.
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Fig. 1. System setup of the considered network consisting of a multiple antenna BS, a multiple antenna bidirectional RS and multiple users.

| Method         | RS precoding                  | BS precoding                  | Total (for $N_r \geq N_b$)                                      |
|----------------|-------------------------------|-------------------------------|---------------------------------------------------------------|
| Alternating    | SDP-bisection: $\mathcal{O}((N_r^2)^6)\cdot\mathcal{O}(\sqrt{2N_bN_r \log(1/\epsilon_{SDP})})$ | SDP-bisection: $\mathcal{O}((N_r^2)^6)\cdot\mathcal{O}(\sqrt{N_bN_r \log(1/\epsilon_{SDP})})$ | $N_a \cdot \mathcal{O}((N_r^2)^6) \times \mathcal{O}(\sqrt{2N_bN_r \log(1/\epsilon_{SDP})})$ |
| Proposed       | LM-bisection [18]: $N_L \cdot \mathcal{O}((N_r^2)^3)$ | Algorithm [1]                 | $(N_w + N_{LM})\cdot \mathcal{O}((N_r^2)^3)$                 |

TABLE I
Comparison of the complexity of the proposed algorithm with alternating method.
Fig. 2. Maximum eigenvalue of matrix $\tilde{P}^{-1}_i(l)Q_i(l)$ against different values of $\lambda_{max}(X^{-1}_i(l)Q_i(l))$. Note that both matrices are rank-1 and positive semidefinite.
Fig. 3. The minimum achievable rate amongst all downlink and uplink in different values of SNR.
Fig. 4. Number of iterations to find $\mathbf{W}$ using Algorithm 1 in different values of SNR.
Fig. 5. Total number of iterations in LM-bisection method versus SNR. Here the number of iterations is calculated by adding up number of iterations in each bisection step.
Algorithm 1 Iterative Algorithm for finding sub-optimal solution of (10)

initialization: $\Psi(0) = \sqrt{\frac{P_B}{N_b}} I_{N_b}$, $l \leftarrow 0$, $i \in S'$

\[
A_0 = \mathcal{H}(\lambda_{\max}(\tilde{P}_i^{-1}Q_i)), \quad W(0) = \sqrt{\frac{P_B}{N_b}} I_{N_b}
\]

\[
A_1 = \mathcal{H}(\lambda_{\max}(\tilde{P}_i^{-1}Q_i)), \quad W(0) = \sqrt{\frac{P_B}{\text{Tr}(\Lambda^{-1})}} U \Lambda^{-1/2}.
\]

if $A_0 \geq A_1$ then

\[
W(0) = \sqrt{\frac{P_B}{N_b}} I_{N_b}
\]

else

\[
W(0) = \sqrt{\frac{P_B}{\text{Tr}(\Lambda^{-1})}} U \Lambda^{-1/2}
\]

end if

while convergence do

$l \leftarrow l + 1$

find $W(l)$ with (18) and update $Q_i(l)$, $\tilde{P}_i^{-1}(l)$ and $X_i(l)$

end while

return $W$. 