On the character of turbulent-like flows in self-consistent models of core-collapse supernovae
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Abstract

Neutrino-driven convection plays a crucial role in the development of core-collapse supernova (CCSN) explosions. However, the complex mechanism that triggers the shock revival and the subsequent explosion has remained inscrutable for many decades. Multidimensional simulations suggest that the growth of fluid instabilities, especially development of convection, will determine the morphology of the explosion. We have performed 3D simulations using spherical-polar coordinates covering a reduced angular extent (90° computational domain), and with angular resolutions of 2°, 1°, 1/2°, and 1/4°, to study the development of turbulent-like flows in core-collapse supernova explosions on a time scale of order 100 ms. We have employed the multi-physics CHIMERA code that includes detailed nuclear physics and spectral neutrino transport. Coarse resolution models do not develop an inertial range, presumably due to the bottleneck effect, such that the energy is prevented from cascading down to small scales and tends to accumulate at large scales. High-resolution models instead, start to recover the $k^{-5/3}$ scaling of Kolmogorov’s theory. Stochasticity and few simulation samples limit our ability to predict the development of explosions. Over the simulated time period, our models show no clear trend in improving (or diminishing) conditions for explosion as the angular resolution is increased. However, we find that disordered flow provides an effective pressure, as characterized by the Reynolds stress, behind the shock. This contribution, $\sim$40%–50% of the thermal pressure, aids shock revival and thus the development of the explosion. Finally, we show that the kinetic energy power spectrum of reduced angular extent and full 4π models are consistent, thus indicating that a 90° computational domain is an adequate configuration to study the character of turbulence in CCSNe.
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1. Introduction

Massive stars ($M > 8 M_\odot$) explode as core-collapse supernovae (CCSNe) and release kinetic energies of $\sim 1$ B (1 B $= 10^{54}$ J) [1]. The iron core collapses and matter bounces back once nuclear densities are achieved ($\rho > 10^{14}$ g cm$^{-3}$). The shock wave eventually stalls after tens of milliseconds, due to photodissociation and escaping neutrinos. In the delayed-neutrino mechanism, neutrinos escaping the newborn neutron star, heat the material in the gain (or net neutrino heating) region, reviving the stalled shock and powering the final explosion. Therefore, in the neutrino-driven convection context, neutrinos are decisive in powering the explosion by depositing a small fraction of their energy in the gain region. Owing to neutrino heating, the base of the gain region becomes unstable to convection, which is fully developed within $\sim 50$–100 ms. The growth of fluid instabilities and the development of convection enhances the effective neutrino heating by transporting energy to the stalled shock, which defines the top of the gain region, and increasing the dwell time of a fluid element in the heating region. Empirically, the redevelopment of the explosion in simulations coincides with the development of large scale convective flows that span the gain region. Such flows allow efficient transport of energy from the inner gain region, where most of the heating occurs, out to the shock. It is therefore important that the development of large scale flows not be aided artificially.

For more comprehensive expositions of the physics of core-collapse supernovae, the reader is directed to several recent reviews [2–6], however the essential elements are highlighted below. Detailed spherically symmetric simulations do not produce explosions, except for the lightest progenitors [7–10]. Spherically symmetric simulations with parameterized neutrino transport can be used to reproduce explosion properties and nucleosynthetic yields, mainly by adding an extra heating source into the system: piston [11], thermal bomb [12], absorption methods [13], light-bulb based schemes [14], or the PUSH method [15]. Nonetheless, simulations in spherical symmetry exclude multi-D effects, such as fluid circulation and instabilities, that are critical to investigate the nature of the explosion and its ejecta. Multi-D studies have revealed several processes that result in disordered flows and seem to aid in reviving the shock, such as the standing accretion shock instability (SASI; [16, 17]), neutrino-driven convection in the gain region [3, 17–20], and progenitor asphericities [21, 22]. Furthermore, it is believed that these flows contribute to the pressure that counteracts the ram pressure of the infalling material, thus aiding power the final explosion. Previous multi-D studies have shown that the turbulent pressure, as characterized by the Reynolds stress, provide $\sim 30$–50% of the total thermal pressure [23–25].

Radice et al [25] explored the role of turbulence in the context of neutrino-driven convection. They employed a high-order finite-difference scheme, as implemented in the WhiskyTHC code [26, 27]. Their simulations were performed with simplified physics, such as a fixed accretion rate at the shock, point-mass gravity that approximates the influence of the proto-NS, and parameterized neutrino heating and cooling. The study presented 3D simulations in spherical-polar coordinates using a reduced angular extent ($90^\circ$ wedge format) with constant angular resolutions of $1.8^\circ$, $0.9^\circ$, $0.45^\circ$, $0.3^\circ$, $0.15^\circ$, and $0.09^\circ$. They found that low-resolution calculations truncated the inertial range, which affected interactions between eddies of different scales and interrupted the energy transfer down to small scales [28–30]. These low-resolution models presumably suffer from the bottleneck effect, which tends to accumulate energy at large-scales. Since reinvigoration of the shock seems to be linked to the development of large scale flows, this is concerning. At high resolutions, the kinetic energy power spectrum presents a region compatible with Kolmogorov’s $k^{-5/3}$ scaling (especially for the model with an angular resolution of $0.09^\circ$). Moreover, Radice et al indicate that turbulence contributes with an extra pressure ($\sim 30$–40% of the thermal pressure), that may help revive the shock.

We report on self-consistent simulations of CCSNe, initiated from a $15 M_\odot$ progenitor and evolved fully convective for about 150 ms, in 3D with angular resolutions of $2^\circ$, $1^\circ$, $1/2^\circ$, and $1/4^\circ$ using our neutrino radiation hydrodynamics ($\nu$RHD) code CHIMERA [31], which includes comprehensive nuclear physics and spectral neutrino transport, to study the evolution and possible impacts of intense small-scale structures in high-fidelity CCSN models. As the work presented by [25] employed simplified physics, a reanalysis of the effect of turbulence as function of the numerical resolution in the context of neutrino-driven convection is warranted. We employed the same reduced angular extent ($90^\circ$ wedge format) utilized in [25], to reach high spatial resolution and limit computational cost. Our results are consonant with the work of [25], and our findings confirm that high resolution is necessary to begin to resolve the inertial range. Our most refined models (e.g. $\delta \theta = \delta \phi = 1/2^\circ$) start recovering the $k^{-5/3}$ scaling of Kolmogorov’s theory, though spanning only one decade due to computational cost of these neutrino radiation-hydrodynamic simulations. Notwithstanding the lack of a substantial dynamic range, occasionally, we may refer to intense small-scale velocity fluctuations as turbulence, to agree with the CCSN literature. Furthermore, we also find that the Reynolds stress represents $\sim 40$–50% of the thermal pressure behind the shock, which should aid shock revival. Thus, turbulence, especially the avoidance of bottleneck effect trapping energy at large scales, is crucial for understanding the realism of the models. We also show a
comparison between a full 4π and a 90° wedge model using the same angular resolution of 2°. This comparison indicates that a 90° computational domain sufficiently captures the flow on the smallest resolved scales. The results presented here may help inform resolution requirements for planned CCSN models.

2. Input physics and initial setup

We employed our neutrino radiation hydrodynamic code CHIMERA, a multi-physics, parallel, code built specifically for multidimensional simulation of CCSNe in spherical-polar coordinates (r, θ, φ) [31]. Hydrodynamics is evolved via a dimensionally split, Lagrangian-plus-remap Newtonian scheme with piecewise parabolic reconstruction (PPMLR [32]) as implemented in VH1 [33]. Self-gravity is computed with a Newtonian multipole expansion [34, 35] corrected by a spherical, general relativistic (GR) potential for the 4π-model with the multipole expansion expansion excluded for the wedge models as the solver is not designed for sub-4π domains and the gravitational field is dominated by the spherical terms. The neutrino transport solver is an improved and updated version of the multi-group (frequency) flux-limited diffusion (MGFLD) transport solver of Bruenn [36], enhanced for GR [37].

We solve for all three flavors of neutrinos and anti-neutrinos with four coupled species: \( \nu_e, \bar{\nu}_e, \nu_x, \bar{\nu}_x \), using 20 logarithmically spaced energy groups \( \alpha \varepsilon = 4\)–250 MeV, where \( \alpha \) is the lapse function and \( \varepsilon \) the comoving-frame group-center energy. The neutrino–matter interactions used are the full set of [38]. We utilize the LS220 EoS [39] (incompressibility \( K = 220 \) MeV) for \( \rho > 10^{11} \) g cm\(^{-3} \) and an enhanced version of the Cooperstein EoS [40] for \( \rho < 10^{11} \) g cm\(^{-3} \). In regions out of nuclear statistical equilibrium (NSE), we use an alpha network, consisting of 17 nuclear species [41] designed to capture the important isotopes present in supernova conditions.

Simulations employ a 15 \( M_\odot \) pre-supernova progenitor [42], initialized from a 1D simulation at \( t = 100 \) ms post-bounce by introducing a density perturbation interior to the shock, mimicking perturbations seen in multi-D simulations evolved from bounce. We performed spherical-polar simulations in a reduced angular extent that covered \( \theta \in [\pi/4, 3\pi/4] \) and \( \phi \in [0, \pi/4] \). We employed different constant angular resolutions (i.e., \( \delta \theta = \delta \phi \)):

| Model                  | \( \delta \theta = \delta \phi \) (°) | \( t_{\text{initial}} \) (ms) | \( t_{\text{final}} \) (ms) | \( \delta_{\\text{FFT}} \) (km) |
|------------------------|--------------------------------------|-----------------------------|-----------------------------|-----------------------------|
| D15-W2.00-3D           | 2.00                                 | 100                         | 285.0                       | 2.5 √2                     |
| D15-W1.00-3D           | 1.00                                 | 100                         | 297.0                       | 1.25 √2                    |
| D15-W0.50-3D           | 0.50                                 | 100                         | 282.0                       | 0.625 √2                   |
| D15-W0.25-3D           | 0.25                                 | 150                         | 195.0                       | 0.3125 √2                  |
| C15-3D-2deg            | 2.00                                 | 1.3                         | 440.0                       | 2.5 √2                     |

\( \delta \theta = \delta \phi = 1/2 \)° for D15-W0.50-3D, 90° uniform zones (\( \delta \theta = \delta \phi = 1 \)°) for D15-W1.00-3D, and 45° uniform zones (\( \delta \theta = \delta \phi = 2 \)°) for D15-W2.00-3D. In table 1, we describe the properties of each model: name of the model, angular resolution employed (\( \delta \theta = \delta \phi \)), initial time at which we start the multi-D simulations (\( t_{\text{initial}} \)), final time of the simulations (\( t_{\text{final}} \)), and grid spacing on the Cartesian box employed to perform the Fourier analysis (\( \delta_{\\text{FFT}} \)). The inner region (10,700 km; 2.32 \( M_\odot \)) is remapped onto 540 radial shells, except for D15-W0.25-3D that used 1080 radial zones instead, on logarithmic radial grid (\( \delta r/r \)) modified to track density gradients for all the models. C15-3D-2deg is a full 4π model from Series C (see section 4.3 for more details). During the evolution, the radial zones are gradually and automatically repositioned during the remap step to follow changes in the radial structure.

3. Simulation overview

The 3D simulations were started from a 1D run at \( t = 100 \) ms, relative to core bounce, except for D15-W0.25-3D, which was started from D15-W0.50-3D at \( t = 150 \) ms. The gain region is the region above the proto-NS, within the shock cavity, where neutrino heating rates dominate over neutrino cooling rates. The gain region becomes unstable to convection when neutrino heating at the base results in the formation of initial plumes, which grow against the infalling material onto the proto-NS. Rising plumes arise in the gain region at \( t \approx 130 \) ms and begin deforming the shock. The shock is deformed from spherical as the initial plumes reach the shock followed by the development of convective circulation. Low-resolution models give rise to a few big plumes that occupy the entire gain region, while in high-resolution models, large-scale structures are prevented from forming and plumes break into smaller features, resulting in a more complex flow. A polar slice of the entropy profile (figure 1) shows the development of full convection in the gain region for the wedge models at \( t = 169.2 \) ms. The entropy profile displays the morphology of the fluid, and the evolution of structures of different scales during convection. Hence, the snapshots account for the convective pattern at different resolutions. Clearly, figure 1 shows the presence of large plumes at low resolutions (lower quadrant), as opposed to the formation of small-scale structures interacting with intermediate-scale features at high resolutions (right quadrant).
Within 50 ms of initiation, a fully convective state is achieved in the four computed wedge models. However, we do not see any conclusive trend with resolution in the shock growth during this period (see upper panel of figure 2 for the evolution of the average shock radii for each model). After $t \sim 200$ ms, the shock radii starts increasing steadily until the end of the simulations. The rising plumes reach the shock and deform it, as secondary Raleigh-Taylor instabilities arise all along the gain region. The shock radii for all models start increasing progressively through the end of the simulations. The shock radius is a good parameter for exploring the explodability of the models, as a more extended shock is a potential indicator of an earlier explosion. D15-W2.00-3D presents a larger mean shock radius increase, possibly indicating the development of an earlier explosion. High-resolution models present less extended shocks, though at $t \sim 250$ ms, the mean shock radius for D15-W0.50-3D increases faster than that of D15-W1.00-3D, which may signal an earlier explosion. D15-W0.25-3D also shows a vigorous shock evolution, however it is worth noting that this model was initiated at $t \sim 150$ ms, a time at which the initial plumes are already developed, and was evolved for only 45 ms due to cost.

In the lower panel of figure 2, we show the turbulent kinetic energy in the gain region for the 3D models, $E_{\text{turb}}^X$, which measures the energy associated with disordered flows:

$$E_{\text{turb}}^X = \int_{\text{gain}} \frac{1}{2} \rho |\mathbf{v}^X|^2 dV,$$

where $\mathbf{v}^X$ are the velocity components in the gain region. The anisotropic turbulent kinetic energy, $E_{\text{turb}}^{an}$, includes the contribution of all the velocity components with the $v_r$ component measured as $v_r^{an} = (v_r - \langle v_r \rangle)$. The lateral turbulent kinetic energy, $E_{\text{turb}}^{lat}$, is calculated by removing the radial velocity component $v_r$ in $v^{lat} = (\mathbf{v} - v_r \hat{\mathbf{r}})$, and thus, it only includes the angular velocity components. Once convection sets in after $t \sim 150$ ms, the competition between rising plumes and the infalling material results in lateral motions, and therefore, the lateral turbulent kinetic energy starts increasing. The turbulent kinetic energy provides another good diagnostic for the explodability of the models, as larger kinetic energies tend to correlate with the onset of explosions. Presumably, a higher turbulent pressure would contribute to the shock revival [23]. The turbulent kinetic energy is larger for D15-W2.00-3D, potentially indicating an earlier shock revival, while it is smaller for high resolution models, thus signaling more likely delayed explosions. However, D15-W2.00-3D and D15-W0.50-3D present similar energy profiles. The latter model exhibits a larger turbulent kinetic energy.

A rather arbitrary definition of an explosion is when the shock reaches 500 km.
energy than D15-W1.00-3D, possibly as a consequence of the stochastic behavior induced by turbulence.

4. Energy cascade

4.1. Methodology

We computed the kinetic energy power spectrum by Fourier transform of the velocity components as found in [25, 43, 44], using the FFTW library. We mapped the polar-spherical grid onto a Cartesian grid and selected a cubic box of size $50 \sqrt{2} \text{ km}^3$ placed within the gain region, interpolating the velocity to the analysis box by trilinear interpolation. We started with a box spacing ($\delta x$ in table 1) of $2.5 \sqrt{2} \text{ km}$ for D15-W2.00-3D (i.e. angular resolution of $2^\circ$), which is similar to the spacing utilized in [25]. The spacing for the rest of the simulations is chosen according to the corresponding angular resolutions: $1.25 \sqrt{2} \text{ km}$ for D15-W1.00-3D (1°), $0.625 \sqrt{2} \text{ km}$ for D15-W0.50-3D (0.5°), and $0.3125 \sqrt{2} \text{ km}$ for D15-W0.25-3D (0.25°).

We applied a windowing function to enforce periodicity within the cube:

$$W(x, y, z) = w(x - x_0) w(y - y_0) w(z - z_0)$$

(2)

where $(x_0, y_0, z_0)$ and $(x_1, y_1, z_1)$ are the vertices of the cube and $x$, $y$, and $z$ are the coordinates within the box.

We employed an exponential function following [25]:

$$w(\psi) = \begin{cases} 
0 & \text{if } \psi = 0 \\
\exp\left(\frac{-1}{1 - (\frac{\Delta}{\psi})^2}\right) + 1 & \text{if } 0 < \psi < \Delta \\
1 & \text{if } \Delta < \psi \leq (1 - \Delta) \\
\exp\left(\frac{-1}{1 - (\frac{1 - \Delta}{\psi})^2}\right) + 1 & \text{if } (1 - \Delta) < \psi < 1 \\
0 & \text{if } \psi = 1
\end{cases}$$

(3)

The windowing function (see figure 3 for details) equals zero at the edges of the cube and increases (or decreases) exponentially depending on the value of the parameter $\Delta$, which is arbitrarily set to 3 points. By this procedure, the initial input quantity remains unchanged for most of the points in the center of the cube.

We calculate the Fourier amplitudes of the velocity components multiplied by the above-mentioned windowing function:

$$\tilde{X}(k) = \frac{1}{V_L} \int_{V_L} X(x) \exp(ik \cdot x) \, dV,$$

(4)

Figure 3. Example of the effect of the windowing function in a 1D grid with 40 points. The windowing function is set to zero at the edges, increases exponentially along the 3 first grid points according to equation (3), remains unity for the next set of points, and decreases exponentially for the last 3 points, until reaching zero again.

where $X(x) = W(x) \sqrt{\rho} \nu_i$, for $x \in [x, y, z]$, $W(x)$ is the windowing function, $\rho$ is the density, and $\nu_i$ is the velocity component. We calculate the spectral kinetic energy density in each $k$-space shell as:

$$E(k) = \frac{1}{2} \int_{k_{\text{shell}}} \tilde{X}(k)^2 \, k^2 \, d\Omega_k,$$

(5)

where $k$ is the wavenumber $k = |k| = (k_x^2 + k_y^2 + k_z^2)^{1/2}$, and $d\Omega_k$ is the solid angle element in Fourier space. The solid angle is the covered opening measured from a specific point in the $k$-space. We fulfill Parseval’s theorem, that is, the sum of the spectral kinetic energy densities ($e_{\text{kin}}$ multiplied by the windowing function $W(x, y, z)$) over $k$-space equals the total energy densities in real-space:

$$\int_{k_{\text{min}}}^{k_{\text{max}}} \hat{e}_{\text{kin}}(k) \, dk = \int_{V_L} W(x, y, z) e_{\text{kin}}(x) \, dV,$$

(6)

Finally, we compute the normalized kinetic energy power spectrum as:

$$\tilde{E}(k) = \left[ \int_{k_{\text{min}}}^{k_{\text{max}}} \hat{e}_{\text{kin}}(k) \, dk \right]^{-1} \hat{e}_{\text{kin}}(k).$$

(7)

4.2. Kinetic energy power spectra of wedge models

We computed the normalized time-averaged kinetic energy power spectrum as a function of the wavenumber for the 3D models (see figure 4), from $t \sim 150 \text{ ms}$ to the end of the simulation: $t \sim 285.0 \text{ ms}$ for D15-W2.00-3D, $t \sim 297.0 \text{ ms}$ for D15-W1.00-3D, $t \sim 282.2 \text{ ms}$ for D15-W0.50-3D, and $t \sim 195.0 \text{ ms}$ for D15-W0.25-3D. The slope of the power spectra becomes steeper when the resolution increases,
transitioning from shallow slopes of $\sim -1.30$ (D15-W2.00-3D and D15-W1.00-3D) to slopes of $\sim -1.51$ (D15-W0.25-3D). Thus, high-resolution models start recovering the $k^{-5/3}$ scaling predicted by Kolmogorov’s theory [45]. In the log-log and log-linear plots of figure 4, we identify two separate regions: one region at large to intermediate scales for which the power spectrum is approximately a power-law function and another region at smaller scales for which the power spectrum is approximately an exponential function. We have performed a correlation study to determine the slope of the energy power spectrum in both regions. The Pearson’s correlation coefficient indicates a very strong correlation for all analysis. At large to intermediate scales, the energy power spectra obey the following power-laws: $\sim k^{-1.28}$ in $0.09 < k \leq 0.36 \text{ km}^{-1}$ (model D15-W2.00-3D), $\sim k^{-1.33}$ in $0.09 < k \leq 0.53 \text{ km}^{-1}$ (model D15-W1.00-3D), $\sim k^{-1.43}$ in $0.09 < k \leq 0.80 \text{ km}^{-1}$ (model D15-W0.50-3D), and $\sim k^{-1.51}$ in $0.09 < k \leq 1.07 \text{ km}^{-1}$ (model D15-W0.25-3D).

At smaller scales (larger $k$), the energy power spectra are approximated by the following exponential functions: $\sim e^{-8.3k}$ in $0.44 < k \leq 0.80 \text{ km}^{-1}$ (model D15-W2.00-3D), $\sim e^{-6.6k}$ in $0.62 < k \leq 1.60 \text{ km}^{-1}$ (model D15-W1.00-3D), $\sim e^{-2.8k}$ in $0.89 < k \leq 2.49 \text{ km}^{-1}$ (model D15-W0.50-3D), and $\sim e^{-1.63k}$ in $1.16 < k \leq 4.00 \text{ km}^{-1}$ (model D15-W0.25-3D).

Figure 4. Upper panel: kinetic energy power spectrum of the 3D models in a log-log scale. The $k^{-5/3}$ scaling of Kolmogorov’s theory is displayed for comparison. Lower panel: kinetic energy power spectrum of the 3D models in a log-linear scale.

For all simulations, the power-law behavior starts around $k \sim 0.10 \text{ km}^{-1}$. We notice that increasing the resolution results in an extension of the region covered by a power-law function. Low-resolution simulations present bumps at large scales (presumably owing to a numerical artifact), which hinder the energy cascade down to small scales. High-resolution simulations instead, diminish the effect of this numerical artifact and present a wider region compatible with a power-law function. Finer resolutions (hence, steeper slopes) can track the energy cascade down to smaller scales more precisely, and therefore, the right cut-off of the region compatible with a power-law function is shifted to higher wavenumbers. Right cut-offs range from $k \sim 0.36 \text{ km}^{-1}$ (model D15-W2.00-3D) to $k \sim 1.07 \text{ km}^{-1}$ (model D15-W0.25-3D). However, the largest region dominated by a power-law function only spans one decade (model D15-W0.25-3D), and the power-law exponent is approaching $-5/3$, indicating that we barely begin to resolve the inertial range.

Furthermore, increasing the resolution also results in an extension of the region compatible with an exponential function. At higher resolutions, the latter region is shifted to higher wavenumbers and spans a wider range. High-resolution models are able to resolve smaller scales, and the kinetic energy power spectrum is dominated by intense small-scale features at high wavenumbers. Additionally, we have estimated the value of the viscous scale for our models: $k \sim 0.37 \text{ km}^{-1}$ for model D15-W2.00-3D, $k \sim 0.52 \text{ km}^{-1}$ for model D15-W1.00-3D, $k \sim 0.71 \text{ km}^{-1}$ for model D15-W2.00-3D, and $k \sim 0.92 \text{ km}^{-1}$ for model D15-W2.00-3D. The viscous scale separates the region where dissipation effects become important, and is calculated by fitting a parabola to the power spectra and by determining its intersection with the abscissa [46]. For our models, the viscous scale is placed around the transition between the power-law and the exponential function regions. Therefore, high resolutions shift the viscous scale towards larger wavenumbers, as we begin to recover an inertial range.

We present the compensated power spectrum, $E(k) k^{5/3}$, in figure 5. It is worth noting the presence of notable peaks, especially at low resolutions, which are the result of an accumulation of energy at large scales ($k \sim 0.2 \text{ km}^{-1}$ for D15-W2.00-3D and $k \sim 0.3 \text{ km}^{-1}$ for D15-W1.00-3D). The presence of shallow slopes and pronounced peaks at low resolutions are also found in previous studies [23, 47–50]. The peaks may be due to a numerical artifact called the bottleneck effect [28–30]. Owing to an insufficient resolution, the interaction among eddies of different sizes is impeded, thus preventing the expected energy transfer down to small scales, such that more energy resides at larger scales. This is consistent with the presence of long-lived, large-scale structures seen in our low-resolution simulations. High-resolution models instead...
exhibit short-lived, small scale structures. Therefore, interactions among eddies becomes more effective, which in turn, result in a smoother energy transfer from large to small scales. Consequently, D15-0.50-3D and D15-0.25-3D show attenuated peaks in the compensated power spectrum and slopes more compatible with the predicted Kolmogorov scaling. Whether the build up of turbulent power at large scales or dissipation at smaller scales following the cascade to smaller scales impacts shock revival will be examined through the contributions to the Reynolds stress in section 5.

4.3. Kinetic energy power spectra of full models: comparison between full and wedge models

We calculated the kinetic energy power spectrum of a full $4\pi$ model with an angular resolution of $2^\circ$ (C15-3D-2deg in table 1). This model is a $2^\circ$ resolution counterpart of the model in [51]. Initial conditions were also taken from the 15 $M_\odot$ pre-supernova progenitor of [42], and the simulation was computed from a 1D simulation at 1.3 ms after bounce by applying a 0.1% density perturbation over radii 10–30 km, mimicking perturbations seen in simulations evolved through bounce in 2D. The angular computational domain spans the full sphere $\theta \in [0, \pi]$ and $\phi \in [0, 2\pi]$, respectively. Model C15-3D-2deg was initialized with a 180-zone $\phi$-grid ($d\phi = 2^\circ$) and a 90-zone $\theta$-grid ($d\theta = 2^\circ$).

In figures 6 and 7, we present a comparison of the kinetic energy power spectrum and compensated power spectrum, respectively, between $2^\circ$ resolution wedge (D15-W2.00-3D) and $4\pi$ (C15-3D-2deg) models. We adopted the same cubic box of $(50\sqrt{2} \, \text{km})^3$ placed in the gain region for both models. Figures 6 and 7 show that the computational domain (90° wedge model versus full $4\pi$ model) has a minor impact on the power spectrum at the scales captured within the analysis box. Furthermore, the power-law and exponential functions that define the energy spectrum for both simulations are also very similar: $\sim k^{-1.22}$ for model C15-3D-2deg and $\sim k^{-1.28}$ for model D15-W2.00-3D in $0.09 \leq k \leq 0.36 \, \text{km}^{-1}$; and $\sim e^{-8.64}$ for model C15-3D-2deg and $\sim e^{-8.34}$ for model D15-W2.00-3D in $0.44 \leq k \leq 0.80 \, \text{km}^{-1}$. Moreover, the viscous scales in both models are consistent: $k \sim 0.38 \, \text{km}^{-1}$ for model C15-3D-2deg, and $k \sim 0.37 \, \text{km}^{-1}$ for model D15-W2.00-3D. Therefore, a reduced computational domain (i.e. the 90° computational domain utilized in the wedge model) does not introduce numerical artifacts and is a robust configuration to perform a numerical resolution study of turbulence during the initial explosion phase of CCSNe.

Figure 5. Compensated kinetic energy power spectrum ($E(k)k^{5/3}$ versus $k$) of the 3D models.

Figure 6. Upper panel: comparison of the kinetic energy power spectrum between D15-W2.00-3D (wedge) and C15-3D-2deg (full), in a log-log scale, using the same cubic box configuration of $50\sqrt{2} \times 50 \sqrt{2} \times 50 \sqrt{2} \, \text{km}^3$, placed in the gain region. Lower panel: comparison of the kinetic energy power spectrum between the same models in a log-linear scale.

9 The time-averaged kinetic energy power spectrum for C15-3D-2deg is computed over the time extending from $t = 150$ ms to $t = 400$ ms.
gain radius and the radial Reynolds stress and the thermal pressure, contributes an additional source of pressure.

Recent studies [31] employed our neutrino radiation hydrodynamics code CHIMERA [31] to perform four 3D simulations with a reduced angular extent, using a 15 M sun progenitor model at different angular resolutions ($2^2$, $1^2$, $1/2^2$, $1/4^2$). The kinetic energy power spectra show a region at large to intermediate scales compatible with a power-law dependence, and a region at small scales compatible with an exponential function. Increasing the resolution results in an extension of both regions, because high resolutions models start capturing the inertial range and resolving smaller scale structures. The turbulent kinetic energy power spectra for low resolution models exhibit shallow slopes that progressively steepen as the resolution increases. The energy cascade to small scales appears to be influenced by the bottleneck effect. It truncates or, as is the case for our lowest resolution model, eliminates any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales.

5. Reynolds stress

Recent studies [23–25] suggest that turbulent convection contributes an additional source of pressure (stress) that aids in counteracting the ram pressure of the infalling material, such that the stalled shock is revived. According to [24], the Reynolds decomposition at the shock jump provides a means to study this turbulent pressure component. The Reynolds stress measures the mean pressure induced by velocity fluctuations and its radial component is calculated as $R_{rr} = \langle \rho v_r' v_r' \rangle / \langle \rho \rangle$, where $v_r'(r, \theta, \phi) = \langle v_r(r) \rangle - v_r(r, \theta, \phi)$ [38] and $\langle \cdot \rangle$ is the angle, or shell, averaging operator.

In figure 8, we present the angle-averaged ratio between the radial Reynolds stress and the thermal pressure, $\langle \rho R_{rr} / P \rangle$, for the 3D models, from $t = 150.4$ ms to $t = 282.2$ ms, except for D15-W0.25-3D, as it was computed until $t \sim 195$ ms. The turbulent pressure represents $\sim$40%–50% of the total pressure for D15-W1.00-3D and D15-W0.50-3D, while the contribution is smaller for D15-W2.00-3D. Therefore, resolving turbulence may be crucial for the development of the explosion, as it provides an extra pressure that results in a shock revival. The values of the contribution of the turbulent pressure prior to the shock revival are consistent with those reported in previous works ($\sim$50% in [23], and $\sim$30%–40% in [25]). Our models are stopped prior to shock revival, and hence, they do not develop an explosion. However, high pressures behind the shock and high kinetic energies, combined with a more extended shock, can potentially result in earlier shock revival. Intense small-scale features, that are fully developed in our high-resolution models, may influence the explodability of our models. The build-up of these small-scale structures may result in a more evolved shock structure, and in a higher kinetic energy and a higher pressure field. For instance, based on figures 2 and 8, model D15-W2.00-3D presents the most favorable conditions for explosion, closely followed by model D15-W0.50-3D. Therefore, the development of small-scale structures seen at high resolution may have an impact on the explodability.

6. Discussion

Previous parameterized multidimensional studies reveal that small-scale velocity fluctuations (turbulence) can play a role in reviving the shock, as it provides an additional pressure ($\sim$30%–40% of the thermal pressure) that aids in pushing the shock outwards [23–25]. We have analyzed the effect of numerical resolution on such velocity fluctuations in CCSN simulations. We employed our neutrino radiation hydrodynamics code CHIMERA [31] to perform four 3D simulations with a reduced angular extent, using a 15 M sun progenitor model at different angular resolutions ($2^2$, $1^2$, $1/2^2$, $1/4^2$). The kinetic energy power spectra show a region at large to intermediate scales compatible with a power-law dependence, and a region at small scales compatible with an exponential function. Increasing the resolution results in an extension of both regions, because high resolutions models start capturing the inertial range and resolving smaller scale structures. The turbulent kinetic energy power spectra for low resolution models exhibit shallow slopes that progressively steepen as the resolution increases. The energy cascade to small scales appears to be influenced by the bottleneck effect. It truncates or, as is the case for our lowest resolution model, eliminates any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales. Previous studies using parameterized models have argued that the bottleneck effect may lead to spurious or premature explosions [23, 25, 47, 49] at low resolution. Our models lack conclusive evidence of this, given no clear trends any inertial range, and turbulent energy accumulates on large scales.
extended region that progressively recovers the predicted Kolmogorov scaling ($-5/3$ slope), with a spectral slope of $E(k) \propto k^{-1.51}$ (especially for model D15-W0.25-3D). Unfortunately, the region compatible with a power-law spectrum spans a short dynamic range (one decade for the largest region), which limits the calculation of the exponent of the respective power-law.

The reduced angular extent ($90^\circ$ computational domain) deployed to achieve high resolution may impose some restrictions on the study of turbulence characteristics by introducing boundary effects and excluding large scale dynamics of a full model. However, a comparison of the kinetic energy power spectrum between a full and a wedge model confirms that the limited domain does not introduce noticeable artifacts, and that the wedge format is an adequate configuration to capture convective features and to study the character of turbulence in CCSNe.

We have quantified the relative contribution of the radial Reynolds stress to the thermal pressure in our 3D models. Turbulent stresses adds $\sim 40\%$ to the total pressure (values in the range of $30\% - 50\%$ are reported in previous studies), reaching $\sim 45\%$ for D15-W0.50-3D. The turbulent pressure contributes throughout the gain region, particularly near the shock. This is consistent with previous results [23, 25], and suggests that turbulent pressure may be an important factor in the shock revival. It is worth mentioning that high-resolution models favor the development of intense small-scale structures, which in turn, may affect the explodability conditions: The formation of small-scale features may result in a higher kinetic energy and higher Reynolds stresses. However, our simulations are not evolved for a sufficient duration to determine the impact of resolution and turbulence on explodability.

By performing an examination of disordered flows in CCSNe using the full complement of physics used in sophisticated explosion models, except for the use of the reduced angular domain, we have demonstrated the viability of parameterized models for high-resolution studies of CCSN turbulence. Firstly, we demonstrated that the full-physics models, like their more parameterized counterparts, show the bottleneck effect at lower resolutions with the development of an inertial range and a kinetic energy power spectrum approaching the $E(k) \sim k^{-5/3}$ Kolmogorov scaling at higher resolutions, with a slope of $\sim -1.51$ spanning over one decade for model D15-W0.25-3D. Secondly, the comparison of turbulent properties of a wedge and $4\pi$ model of identical resolution demonstrates that the properties of disordered flows in the analysis box are captured in the wedge model showing that the restricted domain can realistically sample the turbulent-like behavior found in full models at smaller scales. Together, these show the continued usefulness of high-resolution, parameterized models in the study of the properties of turbulence in CCSNe. The larger question of how turbulence impacts the development of explosions and how truncating the turbulent cascade at larger scales impacts lower-resolution, full CCSN models is not clear. It is known that large-scale modes are present in simulated CCSNe explosions that can’t be captured in the restricted domain simulations and that parameterized models can be tuned to drive explosions without relying on natural feedbacks in the simulation. However, studies of turbulent flows in limited-domain simulations and parameterized simulations at higher resolutions than can be afforded for full (physics, domain, and duration) simulations are important. These studies can aid in understanding the role played by turbulence in the limited examinations of resolution in full simulations [23, 24] that are at the lower end of the resolutions studied in this and similar turbulent CCSN studies [25, 52, 53].

Acknowledgments

This research was supported by the U.S. Department of Energy Offices of Nuclear Physics and Advanced Scientific Computing Research, individually and jointly through the Scientific Discovery through Advanced Computing program. This research relied on an award of computer time provided by the Innovative and Novel Computational Impact on Theory and Experiment (INCITE) program at the Oak Ridge Leadership Computing Facility (OLCF), which is a DOE Office of Science User Facility supported under contracts DE-AC05-00OR22725. This research is part of the Blue Waters sustained-petascale computing project, which is supported by the National Science Foundation (awards OCI-0725070 and ACI-1238993) and the state of Illinois. Blue Waters is a joint effort of the University of Illinois at Urbana-Champaign and its National Center for Supercomputing Applications. This work is also part of the ‘Core-collapse Supernovae Through Cosmic Time’ Petascale Computational Resource (PRAC) allocation support by the National Science Foundation (award ACI-144005).

This manuscript has been authored in part by UT-Battelle, LLC, under contract DE-AC05-00OR22725 with the US Department of Energy (DOE). The US government retains and the publisher, by accepting the article for publication, acknowledges that the US government retains a nonexclusive, paid-up, irrevocable, worldwide license to publish or reproduce the published form of this manuscript, or allow others to do so, for US government purposes. DOE will provide public access to these results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan).

ORCID iDs

J Austin Harris @ https://orcid.org/0000-0003-3023-7140

References

[1] Smartt S J, Eldridge J J, Crockett R M and Maund J R 2009 MNRAS 395 1409
[2] Burrows A 2013 Rev. Mod. Phys. 85 245
[3] Janka H-T 2012 Annu. Rev. Nucl. Part. Sci. 62 407
[4] Janka H-T, Melson T and Summa A 2016 Annu. Rev. Nucl. Part. Sci. 66 341
