Optimal Reconstruction Codes for Deletion Channels
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Abstract—The sequence reconstruction problem, introduced by Levenshtein in 2001, considers a communication scenario where the sender transmits a codeword from some codebook and the receiver obtains multiple noisy reads of the codeword. Motivated by modern storage devices, we introduced a variant of the problem where the number of noisy reads \( N \) is fixed (Kiah et al. 2020). Of significance, for the single-deletion channel, using \( \log_2 \log_2 n + O(1) \) redundant bits, we designed a codebook of length \( n \) that reconstructs codewords from two distinct noisy reads.

In this work, we show that \( \log_2 \log_2 n + O(1) \) redundant bits are necessary for such reconstruction codes, thereby, demonstrating the optimality of our previous construction. Furthermore, we show that these reconstruction codes can be used in t-deletion channels (with \( t \geq 2 \)) to uniquely reconstruct codewords from \( n^{t-1} + O(n^{t-2}) \) distinct noisy reads.

I. INTRODUCTION

As our data needs surge, new technologies emerge to store these huge datasets. Interestingly, besides promising ultra-high storage density, certain emerging storage media, such as DNA based storage [1]–[4] and racetrack memories [5]–[7], rely on technologies that provide users with multiple cheap, albeit noisy, reads. In our companion paper [9], we proposed a coding solution to leverage on these multiple reads to increase the information capacity of these next-generation devices, or equivalently, reduce the number of redundant bits.

Our code design problem is based on the sequence reconstruction problem, formulated by Levenshtein [8]. In Levenshtein’s seminal work, he considers a communication scenario where the sender transmits a codeword from some codebook and the receiver obtains multiple noisy reads of the codeword. The common setup assumes the codebook to be the entire space and the problem is to determine the minimum number of distinct reads \( N \) that is required to reconstruct the transmitted codeword. In contrast, in our problem, the parameter \( N \) is fixed and our task is to design a codebook such that every codeword can be uniquely reconstructed from any \( N \) distinct noisy reads.

Hence, our fundamental problem is then: how large can this codebook be? Or equivalently, what is the minimum redundancy? Modifying a code construction in [7], we provided in [9] a number of reconstruction codes for the single-edit channel and its variants with \( \log_2 \log_2 n + O(1) \) bits of redundancy. In this paper, we focus on the converse of the problem and demonstrate that \( \log_2 \log_2 n + O(1) \) redundant bits are necessary. To ease our exposition, we focus on channels with deletions only and our first contribution is to demonstrate this lower bound on redundancy for the case \( N = 2 \) and single deletions.

In our proof, we characterize the conditions when two single-deletion balls have intersection size two (i.e. when two different codewords result in two noisy reads through the single-deletion channel). In this same spirit, we determine when two single-deletion balls have intersection size one. Using this characterization, we show that the same reconstruction code for the single-deletion channel can be used to uniquely reconstruct codewords with approximately half the number of reads (as compared to the case with no coding) for the \( t \)-deletions channel with \( t \geq 2 \). We formally describe our problem and results next.

II. PRELIMINARIES

Consider a data storage scenario described by an error-ball function. Formally, given an input space \( \chi \) and an output space \( \gamma \), an error-ball function \( B \) maps a word \( x \in \chi \) to a subset of noisy reads \( B(x) \subseteq \gamma \). Given a code \( \mathcal{C} \subseteq \chi \), we define the read coverage of \( \mathcal{C} \), denoted by \( \nu(\mathcal{C}; B) \), to be the quantity

\[
\nu(\mathcal{C}; B) \triangleq \max_{x,y \in \mathcal{C}, x \neq y} \{|B(x) \cap B(y)| : x, y \in \mathcal{C}, x \neq y\}.
\]

In other words, \( \nu(\mathcal{C}; B) \) is the maximum intersection between the error-balls of any two codewords in \( \mathcal{C} \). The quantity \( \nu(\mathcal{C}; B) \) was introduced by Levenshtein [8], where he showed that the number of reads required to reconstruct a codeword from \( \mathcal{C} \) is at least \( \nu(\mathcal{C}; B) + 1 \). The problem to determine \( \nu(\mathcal{C}; B) \) is referred to as the sequence reconstruction problem.

The sequence reconstruction problem was studied in a variety of storage and communication scenarios [7], [10]–[17]. In these cases, the codebook is usually assumed to be the entire space (all binary words of some fixed length) or a classical error-correcting code. However, in most storage scenarios, the number of noisy reads \( N \) is a fixed system parameter and when \( N \) is at most \( \nu(\{0, 1\}^n; B) \), we are unable to uniquely reconstruct the codeword. In [9], we propose the study of code design when the number of noisy reads is strictly less than \( \nu(\{0, 1\}^n; B) \). Formally, we say that \( \mathcal{C} \) is an \((n, N; B)\)-reconstruction code if \( \mathcal{C} \subseteq \{0, 1\}^n \) and \( \nu(\mathcal{C}; B) < N \).

This gives rise to a new quantity of interest that measures the trade-off between codebook redundancy and read coverage. Specifically, given \( N \) and an error-ball \( B \), we study the quantity

\[
\rho(n, N; B) \triangleq \min \left\{ n - \log|\mathcal{C}| : \mathcal{C} \subseteq \{0, 1\}^n, \nu(\mathcal{C}; B) < N \right\}.
\]

A. Levenshtein’s Sequence Reconstruction Problem

In this work, we focus on channels that introduce deletions only. Specifically, let \( D_t(x) \) denote the deletion ball of \( x \) with exactly \( t \) deletions. Let \( D_t(n) \) denote the maximum deletion ball size of words of length \( n \), that is, \( D_t(n) = \max\{|D_t(x)| : x \in \{0, 1\}^n\} \). It is well known (see for example, [18]) that

\[
D_t(n) = \sum_{i=0}^{t} \binom{n}{t} = n^t + O(n^{t-1}), \quad \text{for } 0 \leq t \leq n. \tag{1}
\]

For convenience, we assign \( D_0(n) = 0 \) when \( t < 0 \) or \( t > n \).

For purposes of brevity, we let \( \nu_t(n) \) denote \( \nu(\{0, 1\}^n; D_t) \), the read coverage of \( \{0, 1\}^n \). We have the following landmark result of Levenshtein.
Theorem 1 (Levenshtein [18]).

\[ \nu_1(n) = 2D_{t-1}(n-2) = 2n^{t-1} + O(n^{t-2}). \] (2)

Recently, the authors of [11] studied the sequence reconstruction problem when \( C \) is a single-deletion-correcting code or an \((n,1;D_1)\)-reconstruction code. Namely, they showed that \( C \) allows unique reconstruction with significantly less reads (as compared to \( \nu_1(n) \)) for deletions with \( t \geq 2 \).

Theorem 2 ([11]). Let \( x \) and \( y \) be two words of length \( n \geq 7 \). If \( D_1(x) \cap D_1(y) = \emptyset \), then \( |D_1(x) \cap D_1(y)| \leq N_1^t(n) \) for \( t \geq 2 \), where

\[ N_1^t(n) = 2D_{t-2}(n-4) + 2D_{t-2}(n-5) + 2D_{t-2}(n-7) + D_{t-3}(n-6) + D_{t-3}(n-7) = 2^{n^{t-2}} + O(n^{t-3}). \] (3)

Hence, if \( C \) is an \((n,1;D_1)\)-reconstruction code, then \( \nu(C;D_1) \leq N_1^t(n) \). So, for \( t \geq 2 \) and \( n \geq 7 \), \( C \) is also an \((n,N_1^t(n) + 1;D_1)\)-reconstruction code. Furthermore, this implies that \( \rho(n,N_1^t(n) + 1) \leq \log_2 n + O(1) \).

In the same spirit, we study the sequence reconstruction problem when the codebook \( C \) is an \((n,2;D_1)\)-reconstruction code. Specifically, in Section IV, we show that if every channel introduces \( t \) deletions, then it is possible to uniquely reconstruct codewords from \( C \) with approximately \( \nu_1(n)/2 \) reads.

B. Reconstruction Codes with \( N = 2 \) for Single Deletions

We motivate the case for reconstruction codes in the context of the single-deletion channel. As mentioned earlier, when we use the whole space \( \{0,1\}^n \) as our codebook, we require \( \nu_1(n) + 1 = 3 \) noisy reads to uniquely reconstruct any codeword. Hence, we have \( \rho(n,N;D_1) = 0 \) for \( N \geq 3 \).

In contrast, when \( N = 1 \), or, when we have only one noisy read, we recover the usual notion of error-correcting codes and the classical Varshamov-Tenengolts (VT) code is an \((n,1;D_1)\)-reconstruction code whose redundancy is at most \( \log_2 n + 1 \) [19]. Hence, we have \( \rho(n,1;D_1) = \log_2 n + \Theta(1) \). Therefore, it remains to ask: how should we design the codebook when we have only two noisy reads? Or, what is the value of \( \rho(n,2;D_1) \)?

Now, the first construction of a \((n,2;D_1)\)-reconstruction code was proposed in [7] for the design of codes in racetrack memory. The codebook uses \( \log_2 \log_2 n + O(1) \) redundant bits and in [9], we modified the construction to obtain codebooks that uniquely reconstruct codewords for the single-edit channel and its variants. The construction can be seen as a generalization of the classical VT code proposed by Levenshtein [19] and the shifted VT codes proposed by Schoeny et al. [20].

Definition 3 (Constrained Shifted VT Codes [7], [9]). For \( n \geq P > 0 \) and \( P \) even, let \( c \in \mathbb{Z}_{1+P/2} \) and \( d \in \mathbb{Z}_2 \). The constrained shifted VT code \( C_{\text{CSVT}}(n,P;c,d) \) is defined to be the set of all words \( x = x_1x_2 \cdots x_n \) such that the following holds.

(i) \( \text{Syn}(x) = c \mod 1 + P/2 \).
(ii) \( \sum_{i=1}^n x_i = d \mod 2 \).
(iii) The longest \( 2 \)-periodic run in \( x \) is at most \( P \).

Here, \( \text{Syn}(x) \) denotes the VT syndrome \( \text{Syn}(x) \triangleq \sum_{i=1}^n i \cdot x_i \) and a \( 2 \)-periodic run refers to a contiguous substring \( x_i x_{i+1} \cdots x_j \) where \( x_k = x_{k+2} \) for all \( i \leq k \leq j - 2 \).

When \( P = 2n \) and we remove Condition (ii)\(^1\) we recover the classical VT code that corrects a single deletion. On the other hand, when we remove the Condition (iii), we recover the shifted VT code that is used in the correction of a single burst of deletions [20]. It was recently demonstrated that the CSVT code enables unique reconstruction whenever we have two distinct noisy reads.

Theorem 4 ([7], [9]). For all choices of \( c \) and \( d \), we have that \( C_{\text{CSVT}}(n,P;c,d) \) is an \((n,2;D_1)\)-reconstruction code. Furthermore, if we set \( P = \log_2 n + 2 \), the code \( C_{\text{CSVT}}(n,P;c,d) \) has redundancy \( \log_2 \log_2 n + O(1) \) for some choice of \( c \) and \( d \). Thus, \( \rho(n,2;D_1) \leq \log_2 \log_2 n + O(1) \).

In this paper, we demonstrate that the codes in Theorem 4 are asymptotically optimal. Specifically, in Section III, we show that an \((n,2;D_1)\)-reconstruction code requires at least \( \log_2 \log_2 n - O(1) \) redundant bits.

To demonstrate this necessary condition, we first observe that \( \nu_1(n) = 2 \) and thus, we need to characterize pairs of words whose single-deletion balls have intersection size exactly two. To do so, we have the following definition of confusability.

Definition 5 (Type-A-confusability [9]). Two words \( x \) and \( y \) are Type-A-confusible if \( x = uav \) and \( y = u\bar{a}v \) for some subwords \( a, u, \) and \( v \) such that \( |a| \geq 2 \), \( \bar{a} \) is the complement of \( a \), and \( a = a_1a_2 \cdots a_j \) is an alternating sequence, that is, \( a \) is \( 2 \)-periodic and \( a_1 \neq a_2 \).

The following characterization was demonstrated in [9].

Lemma 6 (Type-A-confusability [9]). Let \( x \) and \( y \) be binary words. We have that \( |D_1(x) \cap D_1(y)| = 2 \) if and only if \( x \) and \( y \) are Type-A-confusible.

In Section IV, we derive an analogous result that characterizes when two single-deletion balls intersect at exactly one word. Using this characterization, we then analyse the read coverage of an \((n,2;D_1)\)-reconstruction code.

C. Main Contributions

In summary, our contributions are as follows.

- In Section III, we consider the case where \( t = 1 \) and \( N = 2 \), and demonstrate that a \((n,2;D_1)\)-reconstruction code requires at least \( \log_2 \log_2 n - O(1) \) bits of redundancy. Therefore, the CSVT code constructed in Theorem 4 is asymptotically optimal and we have that \( \rho(n,2;D_1) = \log_2 n + \Theta(1) \). Furthermore, we have the complete solution for \( \rho \) in the case for \( t = 1 \).

Theorem 7. The value \( \rho(n,N;D_1) \) satisfies

\[ \rho(n,N;D_1) = \begin{cases} \log_2 n + \Theta(1) & \text{when } N = 1, \\ \log_2 \log_2 n + \Theta(1) & \text{when } N = 2, \\ 0 & \text{when } N \geq 3. \end{cases} \]

Theorem 7 shows that as the number of noisy reads increases, the optimal number of redundant bits required is gracefully reduced from \( \log_2 n + \Theta(1) \) to \( \log_2 \log_2 n + \Theta(1) \), and then to zero.

\(^1\)When \( P = 2n \), then any \( 2 \)-periodic run is at most \( n < P \). Hence, Condition (iii) is always true.
In Section IV, we consider the case where \( t \geq 2 \) and show that if \(|D_2(x) \cap D_1(y)| = 1\), then \(|D_2(x) \cap D_1(y)| \leq D_{t-1}(n-1) + \nu_{t-2}(n-3)\). Hence, for the special case of \( t = 2 \), an \((n, 2; D_1)\)-reconstruction code can uniquely reconstruct codewords with \( n+1 \) distinct reads. By refining our arguments, we show that with appropriate choice of \( P \), the constrained SVT codes from Theorem 4 can uniquely reconstruct codewords with less than \( n+1 \) distinct reads.

### III. LOWER Bound for \( t = 1 \) and \( N = 2 \)

In this section, we provide a lower bound on the number of redundant bits of an \((n, 2; D_1)\)-reconstruction code \( C \), or equivalently, an upper bound on the size of \( C \). To this end, we borrow graph theoretical tools and consider the graph \( G(n) \) whose vertices correspond to \([0, 1]^n\). The vertices \( x \) and \( y \) are adjacent if and only if \(|D_1(x) \cap D_1(y)| = 2\), or equivalently, \( x \) and \( y \) are Type-A-confusable.

Hence, \( C \) is an \((n, 2; D_1)\)-reconstruction code if and only if the corresponding set of vertices are independent in \( G(n) \).

#### Definition 8.
A collection \( \mathcal{Q} \) of cliques is a clique cover of \( G \) if every vertex in \( G \) belongs to some clique in \( \mathcal{Q} \).

We have the following fact from graph theory (see for example, [22]).

**Theorem 9.** If \( \mathcal{Q} \) is a clique cover, then the size of any independent set is at most \(|\mathcal{Q}|\).

Hence, our objective is to construct a clique cover for \( G(n) \). To this end, we consider another parameter \( \ell \), and set \( m = n/(2\ell) \) and \( r = n - 2\ell m \). We divide each word of length \( n \) into \( m \) blocks of length \( 2\ell \) and one block of length \( r \). Set

\[
\Lambda = \{(01)^j(10)^{\ell-j} : j \in [\ell]\} \cup \{(10)^j(01)^{\ell-j} : j \in [\ell]\}
\]

where \((01)^0 = (10)^0\) is the empty word, and \( \bar{\Lambda} = \{0, 1\}^{2\ell} \setminus \Lambda \).

So, \(|\Lambda| = 2^\ell \) and \(|\bar{\Lambda}| = 2^{2\ell} - 2^\ell \). To construct our clique cover \( \mathcal{Q}(n, \ell) \), we consider two types of cliques. The first type of cliques are singletons of the form

\[
S_x = \{x\}, \quad \text{where } x \in \bar{\Lambda}^m \times \{0, 1\}^r.
\]

The second type of cliques are cliques of size \( \ell \). Here, we define

\[
\Gamma = \{(u, w, i) : u \in \bar{\Lambda}^{i-1}, w \in \{0, 1\}^{2^{(m-i)+i}}, i \in [m]\},
\]

where \((01)^0 = (10)^0\) is the set containing an empty word. For each \( z = (u, w, i) \), we define two sets of vertices (which we later show to be cliques of size \( \ell \)):

\[
Q_z^{(0)} = \{u(01)^j(10)^{\ell-j}w : j \in [\ell]\},
\]

\[
Q_z^{(1)} = \{u(10)^j(01)^{\ell-j}w : j \in [\ell]\}.
\]

We then define

\[
\mathcal{Q}(n, \ell) = \{S_x : x \in \bar{\Lambda}^m \times \{0, 1\}^r\} \cup \{Q_z^{(0)}, Q_z^{(1)} : z \in \Gamma\}.
\]

**Lemma 10.** \( \mathcal{Q}(n, \ell) \) is a clique cover for \( G(n) \).

**Proof.** Clearly, all singletons are cliques. Next, we show that the \( \ell \)-set \( Q_z^{(\mu)} \) is a clique for all \( z \in \Gamma \) and \( \mu \in \{0, 1\} \). We assume \( \mu = 0 \) and the proof for \( \mu = 1 \) is similar.

Let \( x = u(01)^j(10)^{\ell-j}w \) and \( y = u(01)^j(10)^{\ell-j}w \) be two words in \( Q_z^{(0)} \). Without loss of generality, let \( i < j \). Then we can rewrite \( x \) and \( y \) as

\[
x = u(01)^j(10)^{j-i}(10)^{\ell-j}w,
\]

\[
y = u(01)^j(01)^{j-i}(10)^{\ell-j}w.
\]

Thus, \( x \) and \( y \) are Type-A-confusable and so, \( x \) and \( y \) are adjacent in \( G(n) \). Therefore, \( Q_z^{(0)} \) is a clique.

It remains to show that any word \( x \in \{0, 1\}^n \) belongs to some clique in \( \mathcal{Q}(n, \ell) \). If \( x \in \bar{\Lambda}^m \times \{0, 1\}^r \), then \( x \in S_x \).

Otherwise, \( x \notin \bar{\Lambda}^m \times \{0, 1\}^r \) and one of the \( m \) subblocks of \( x \) belongs to \( \Lambda \). Let the \( i \)-th subblock be the first subblock from the left that belongs to \( \Lambda \). Hence, this subblock is either of the form \((01)^j(10)^{\ell-j}\) or \((10)^j(01)^{\ell-j}\) for some \( j \in [\ell] \). In the first case, \( x \) belongs to \( Q^0_{(u, w, i)} \) where \( u \) is the first \((i-1)\)-subblocks and \( w \) is the last \((m-i+1)\)-subblocks. In the second case, \( x \) belongs to \( Q^1_{(u, w, i)} \) where \( u \) and \( w \) are similarly defined.

**Example 11.** Set \( \ell = 2 \) and so, \( \Lambda = \{0110, 0101, 1001, 1010\} \).

When \( n = 12 \) and \( m = 3 \), a possible element \( z \in \Gamma \) is the triple \((0000, 1000, 2) \) and the cliques corresponding to \( z \) are

\[
Q^0_{(000011010000, 000010110000)} = \{000001101000, 000001011000\},
\]

\[
Q^1_{(000100110000, 000010101000)} = \{000001001100, 000001010100\}.
\]

For general \( n = 2m\ell \), since \(|\bar{\Lambda}| = 12 \), the number of singletons is \( 12^m \). Furthermore, the number of \( \ell \)-cliques is \( 2|\Gamma| \). Since the size of \( \Gamma \) is given by \( \sum_{i=1}^m 12^{i-1} 4^{(m-i)} = 2^{2\ell-2} \), we have that the size of the clique cover \( \mathcal{Q}(n, 2) \) is

\[
2 \cdot (2^{2\ell-2} - (1/3)^m) + 12^m = 2^{n-1} + o(1).
\]

So, \( \log |\mathcal{Q}(n, 2)| = n - 1 + o(1) \) and an \((n, 2; D_1)\)-reconstruction code requires at least one redundant bit asymptotically.

To obtain the lower bound of \( \log_2 \log_2 n - o(1) \) redundant bits, we refine our analysis by allowing \( \ell \) to grow with \( n \).

Now, we write \( \lambda = |\bar{\Lambda}| = 2^{2\ell} - 2^\ell \). Similar to the analysis in Example 11, we have the following lemma.

**Lemma 12.** The size of \( \mathcal{Q}(n, \ell) \) is given by

\[
2^n \left( \left( 1 - \frac{2\ell}{2^{2\ell}} \right)^{\left\lceil \frac{n}{2\ell} \right\rceil} + 1 \right) - 1 + o(1).
\]

**Proof.** Recall that \( n = 2m\ell+r \), where \( 0 \leq r < 2\ell \). The number of singletons is \( 2^\ell \lambda^m \), while the number of \( \ell \)-cliques is \( 2|\Gamma| \), where \( |\Gamma| = \sum_{i=1}^m \lambda^{i-1} 2^{2\ell(m-i)+r} \). Hence, the size of \( \mathcal{Q}(n, \ell) \) is

\[
2^\ell \lambda^m + 2 \sum_{i=1}^m \lambda^{i-1} 2^{2\ell(m-i)+r} = 2^\ell \lambda^m + 2^{n-2\ell+1} \left( \frac{\lambda}{2^{2\ell}} \right)^m - 1.
\]

Straightforward manipulations then yield the lemma.
Since \( \log_2 \ell \geq \log_2 \log_2 n - O(1) \), it suffices to show that 
\( \log_2 (1 + \ell f(n)) = o(1) \).

**Lemma 13.** We have that 
\( \lim_{n \to \infty} \ell f(n) = 0 \), or equivalently, 
\( \lim_{n \to \infty} \ln(\ell f(n)) = -\infty \).

**Proof.** First, we show that
\[
\lim_{n \to \infty} \frac{\ln \ell}{\ln f(n)} = 0. \tag{4}
\]
Note that for \( 0 < x < 1 \), we have \( |\ln(1 - x)| \geq x \). Therefore,
\[
\lim_{n \to \infty} \frac{\ln \ell}{\ln f(n)} = \lim_{n \to \infty} \frac{\ln \ell}{\ln(1 - 2\ell/n)} \leq \lim_{n \to \infty} \frac{\ln \ell}{(2\ell - 1) 2\ell/n} = \lim_{n \to \infty} \frac{2\ell \ln \ell}{n - 2\ell} \leq \frac{2\ell \ln \ell}{n - 2\ell} = 4 \lim_{n \to \infty} \frac{n \ln \ell}{n^2(2\ell - 2\ell/n)} = 0
\]
which implies (4). Note that since \( \lim_{n \to \infty} \ln \ell = \infty \), and 
\( f(n) < 1 \) for sufficiently large \( n \), combined with (4), this implies that 
\( \lim_{n \to \infty} \ln f(n) = -\infty \). Therefore, together with (4), we have the following:
\[
\lim_{n \to \infty} \ln(\ell f(n)) = \lim_{n \to \infty} \ln \ell + \ln f(n) = \lim_{n \to \infty} (\ln f(n)) \left( 1 + \frac{\ln \ell}{\ln f(n)} \right) = \lim_{n \to \infty} \ln f(n) \lim_{n \to \infty} \left( 1 + \frac{\ln \ell}{\ln f(n)} \right) = -\infty. \tag*{\blacksquare}
\]

Therefore, the results in this section can be summarized in following theorem.

**Theorem 14.** Let \( \mathcal{C} \) be an \( (n, 2; \mathcal{D}_1) \)-reconstruction code. For \( \epsilon > 0 \), we have that
\[
\log_2 |\mathcal{C}| \leq n - \log_2 \log_2 n + \log_2(1 - \epsilon) + o(1). \tag{5}
\]
Therefore, \( \rho(n, 2; \mathcal{D}_1) \geq \log_2 \log_2 n - O(1) \). Combining with Theorem 4, we have that \( \rho(n, 2; \mathcal{D}_1) = \log_2 \log_2 n + \Theta(1) \).

In the arXiv version of [9], we generalize the construction in Theorem 4 for the nonbinary alphabet. A similar analysis can also demonstrate these nonbinary reconstruction codes are also asymptotically optimal. Details can be found in the arXiv version of this paper [23].

IV. RECONSTRUCTION CODES FOR \( t \geq 2 \) DELETIONS

In this section, we consider two words \( x \) and \( y \) whose single-deletion balls have intersection size one and study the size of intersection of their corresponding \( t \)-deletion balls for \( t \geq 2 \). We have the following result.

**Theorem 15.** Let \( x \) and \( y \) be binary words of length \( n \geq 6 \) and \( t \geq 2 \). If \( |\mathcal{D}_1(x) \cap \mathcal{D}_1(y)| = 1 \), then we have that
\[
|\mathcal{D}_t(x) \cap \mathcal{D}_t(y)| \leq D_{t-1}(n - 1) + \nu_{t-1}(n - 3) \tag{6}
\]
\[
= n^{t-1} + O(n^{t-2}) \text{ for fixed values of } t.
\]

Furthermore, when \( t < n/2 \), the inequality is strict.

Due to the space constraints, we omit the detailed proof of Theorem 15 and the interested reader may refer to the arXiv version of this paper [23].

Instead, we look at the implication of this theorem. Suppose that we have an \( (n, 2; \mathcal{D}_1) \)-reconstruction code \( \mathcal{C} \). Then the intersection size of the single-deletion balls of any two codewords in \( \mathcal{C} \) is at most one. Applying Theorems 2 and 15, we have that the read coverage \( \nu(\mathcal{C}; \mathcal{D}_1) \) is at most \( N'_t(1) = \max \left\{ N'_t(1), N'_t(2) \right\} \), where \( N'_t(2) = D_{t-1}(n - 1) + \nu_{t-1}(n - 3) \). Hence, \( \mathcal{C} \) is an \( (n, N'_t(1) + 1; \mathcal{D}_1) \)-reconstruction code. For fixed values of \( t \), we have that \( N'_t(2) = D_{t}(n) \) for sufficiently large \( n \) and also observe that \( N'_t(2)(n) \sim \nu_t(n)/2 \), or, \( \lim_{n \to \infty} \nu'_t(n)/\nu_t(n) = 1/2 \). Therefore, by sacrificing \( \log_2 \log_2 n + O(1) \) bits of information, the codes in Theorem 4 are able to uniquely reconstruct codewords with half the number of noisy reads (as compared to no coding). Note also that by Theorem 2, if the number of redundancy is roughly \( \log_2 n \), then the number of noisy reads has to be \( 2n^{t-2} + O(n^{t-3}) \). We summarize our discussion with the following theorem.

**Theorem 16.** Let \( n \geq 6 \) and \( t \geq 2 \). Set \( N'_t(2) = D_{t-1}(n - 1) + \nu_{t-1}(n - 3) \) and \( N'_t(1)(n) = \max \left\{ N'_t(1)(n), N'_t(2) \right\} \). If \( \mathcal{C} \) is an \( (n, 2; \mathcal{D}_1) \)-reconstruction code, then \( \mathcal{C} \) is also an \( (n, N'_t(1) + 1; \mathcal{D}_1) \)-reconstruction code. Furthermore, when the value of \( t \) is fixed, this implies that \( \rho \left( n, N'_t(2)(n) + 1; \mathcal{D}_1 \right) \leq \log_2 \log_2 n + O(1) \).

When \( t = 2 \), we have that \( N'_t(2)(n) = n + 1 \). In what follows, we focus on this special case and show that constrained SVT codes in Definition 3 are able to uniquely reconstruct codewords with strictly less than \( n + 1 \) reads.

To do so, we require a stronger version of Theorem 15 for the case \( t = 2 \). The proof is omitted due to space constraints.

**Theorem 17.** Let \( x \) and \( y \) be words of length \( n \geq 4 \) that are Type-B-confusables. If \( \mathcal{D}_1(x) \cap \mathcal{D}_1(y) = \{ z \} \) and then we have that
\[
\left| \left( \mathcal{D}_2(x) \cap \mathcal{D}_2(y) \right) \setminus \mathcal{D}_1(z) \right| \leq 2, \tag{7}
\]
Next, we make the following simple observation.

**Lemma 18.** Let \( z \) be a word of length \( n \). If the length of any alternating run in a word \( z \) is at most \( P \), then the number of runs in \( z \) is at most \( n - [n/P] + 1 \).

**Proof.** Let \( S = \{ i \in Z : z_i = z_{i+1} \} \). We order the elements of \( S \) and call them \( s_1, s_2, ..., s_{|S|} \) from smallest to biggest. We want to show that \( |S| \geq \lfloor n/P \rfloor - 1 \). Note that \( s_{i+1} - s_i \leq P \) for all \( i \geq 1, s_1 \leq P \) and \( s_{|S|} \geq n - P \), since otherwise there would be an alternating run of length more than \( P \).

Suppose on the contrary that \( |S| < \lfloor n/P \rfloor - 1 \), this implies that \( s_{|S|} = s_1 + \sum_{i=1}^{s_{|S|} - s_i} s_i \leq |S|P \leq \lfloor (n/P) - 2 \rfloor P < (n/P + 1 - 2)P = n - P \), which contradicts that \( s_{|S|} \geq n - P \). Therefore \( |S| \geq \lfloor n/P \rfloor - 1 \), and hence the number of runs in \( z \) is at most \( n - [n/P] + 1 \).

\[ \blacksquare \]
Recall that by design, the length of any alternating run of any codeword $x$ in a constrained SVT code is at most $P$. Hence, the same property holds for any word $z$ in the single-deletion ball of $x$. So, we can apply Lemma 18 and provide a tighter bound on the size of $D_2(z)$.

**Proposition 19.** For any $c \in \mathbb{Z}_{1+P/2}$ and $d \in \mathbb{Z}_2$, the constrained SVT code $C_{SVT}(n, P, c, d)$ is an $(n, N_P; D_2)$-reconstruction code where $N_P = \max\{n - \lceil n/P \rceil + 4, 7\}$.

**Proof.** Let $x$ and $y$ be distinct codewords. Then $|D_1(x) \cap D_1(y)| \leq 1$ and it remains to show that $|D_2(x) \cap D_2(y)| < N_P$.

- If $|D_1(x) \cap D_1(y)| = 0$, then Theorem 2 states that $|D_2(x) \cap D_2(y)| \leq 6 < N_P$.

- If $|D_1(x) \cap D_1(y)| = 1$, then let $\{z\} = D_1(x) \cap D_1(y)$. Since the length of any alternating run of $x$ is at most $P$, by Lemma 18, the number of runs in $x$ is at most $n - \lceil n/P \rceil + 1$. Applying (7), we have that $|D_2(x) \cap D_2(y)| = |D_1(z)| + 2 \leq n - \lceil n/P \rceil + 3 < N_P$, as required.

Let $P \geq 4$. It is well-known (see for example, [7]) that the number of length-$n$ words whose 2-periodic run is at most $P$ is $4F_{P-1}(n-2)$, where

$$F_\ell(n) = \begin{cases} 2^n, & \text{if } 0 \leq n \leq \ell - 1, \\ \sum_{i=1}^{\ell} F_\ell(n - i), & \text{otherwise.} \end{cases}$$

Hence, we have the following lower bound on the size.

**Corollary 20.** For $P \geq 4$, set $N_P = \max\{n - \lceil n/P \rceil + 4, 7\}$. Then there exists an $(n, N_P; D_2)$-reconstruction code of size at least $4F_{P-1}(n-2)/(P+2)$.

To conclude, for codelengths $n \in \{127, 255, 1023\}$, we vary the parameter $P$ in the constrained SVT codes and compute the corresponding values of $N_P$ and redundancy. The numerical results are given in Table I. As expected, as we decrease the value of $P$, the number of required reads also decreases. However, the number of redundant bits also increases significantly and in this case (where $P$ is small), the VT code uses significantly less redundant bits. For completeness, we list the values of read-coverage and redundancy of a VT code of length $n$ and the space $\{0, 1\}^n$ (corresponding to the uncoded case).

### TABLE I: List of constrained SVT codes and their read coverage and redundancy

| $n$  | $P$ | Read Coverage | Redundancy | Remarks |
|------|-----|---------------|------------|---------|
| 127  | 6   | 7.00          | VT code    |         |
| 127  | 6   | 6.016         |            | –       |
| 128  | 8   | 4.018         |            | –       |
| 127  | 10  | 3.753         |            | –       |
| 127  | –   | 0.00          | $\{0, 1\}^n$ |         |
| 255  | 6   | 8.00          | VT code    |         |
| 255  | 8   | 4.762         |            | –       |
| 255  | 10  | 3.935         |            | –       |
| 255  | 12  | 3.894         |            | –       |
| 255  | –   | 0.00          | $\{0, 1\}^n$ |         |
| 1023 | 6   | 10.00         | VT code    |         |
| 1023 | 8   | 9.22          |            | –       |
| 1023 | 10  | 5.03          |            | –       |
| 1023 | 12  | 4.17          |            | –       |
| 1023 | 14  | 4.09          |            | –       |
| 1023 | –   | 0.00          | $\{0, 1\}^n$ |         |
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