STABLY FREE MODULES OVER SMOOTH AFFINE THREEFOLDS

JEAN FASEL

Abstract. We prove that the stably free modules over a smooth affine threefold over an algebraically closed field of characteristic different from 2 and 3 are free.

1. Introduction

Let $R$ be a noetherian ring of Krull dimension $d$ and let $P$ be a projective $R$-module of rank $r$. We say that $P$ is cancellative if for any projective $R$-module $Q$ such that $P \oplus R^n \simeq Q \oplus R^n$ then $P \simeq Q$. A famous theorem by Bass and Schanuel asserts that any $P$ is cancellative if $r > d$ ([11, Theorem 9.3]). When $R$ is an algebra over an algebraically closed field, then Suslin showed that the condition $r \geq d$ suffices ([29]). More generally, the same result holds when $R$ is an algebra over a perfect $C_1$ field such that $d! \in R^\times$ ([6, Theorem 4.1]). In general, this improved result is wrong even if $R$ is a smooth algebra over a field (as shown by the well known example of the tangent bundle to the algebraic real 2-sphere).

An important subproblem is to understand when $R$ itself is cancellative, i.e. when stably free modules of rank $s$ are free. If $R$ is an algebra over an algebraically closed field, then we saw above that stably free modules of rank $d$ are free. Even for smooth rational algebras, there are examples of stably free non free modules of rank $d - 2$ ([19]). This led to the following question:

Question. Let $R$ be an algebra of Krull dimension $d$ over an algebraically closed field. Are the stably free modules of rank $d - 1$ free?

The answer is known only for very few algebras $R$ ([20; 15]), but is for example still unknown when $R$ is a smooth threefold. To illustrate the difficulty of the problem, let us mention a question which has been open for many years:

Question. Let $k$ be an algebraically closed field, and let $S \subset \mathbb{P}^4_k$ be a generic hypersurface of degree 4 with complement $U$. Let $L = \mathcal{O}_U(2)$. Then $L \oplus L^\vee$ is a stably free $\mathcal{O}_U$-module. Is it free?

In this note, we prove the following theorem (Theorem 5.4):

Theorem. Let $R$ be a smooth affine threefold over an algebraically closed field $k$ of characteristic different from 2 and 3. Then every stably free module is free.

This gives an affirmative answer to the first question (and therefore the second as well) in the case of smooth threefolds. This is the first general answer and it seems now likely that stably free modules of rank $d - 1$ on smooth algebras of...
dimension $d$ (over an algebraically closed field) are free. However, the methods we use are quite specific to threefolds, and are not immediately generalizable to higher dimensions. The assumption that $2$ is invertible is crucial for our arguments, while the assumption that $3$ is invertible shouldn’t be taken too seriously. Further work will most certainly drop this hypothesis. The smoothness assumption is also needed for the tools we use, but should soon disappear.

Our strategy goes as follows: In section 2 we recall briefly the definition of the elementary symplectic Witt group $W_E(R)$. We also prove that there is an exact sequence involving this group, symplectic $K$-theory and algebraic $K$-theory (Proposition 2.7):

$$K_1Sp(R) \xrightarrow{f'} SK_1(R) \xrightarrow{\psi'} W_E(R) \xrightarrow{\varphi'i} \tilde{K}_0Sp(R) \xrightarrow{f} \tilde{K}_0(R).$$

The next section is devoted to the study of the homomorphism $f : \tilde{K}_0Sp(R) \to \tilde{K}_0(R)$. We use the second Gersten-Grothendieck-Witt spectral sequence $E(2)^{p,q}$ defined in [10, Theorem 25]. This sequence, together with some basic computations of Grothendieck-Witt groups show that the study of $f$ is reduced to the study of groups of cycles. This allows to prove that $f$ is indeed injective. We deduce from the above exact sequence and some general stability results that $\eta'$ induces an isomorphism $\tilde{\eta} : SL_4(R)/E_4(R)Sp_4(R) \to W_3(R)$ (Proposition 3.3).

In Section 4 we deal with the group $W_2(R)/SL_3(R)$. The main result is that this group is $2$-divisible. This is obtained by showing that this group is isomorphic to $Um_3(R)/E_3(R)Sp_3(R)$ which is $2$-divisible by a result of Ravi Rao. All the pieces finally fall together in Section 5. We introduce the Vaserstein symbol, thus identifying $W_2(R)/SL_3(R)$ with $Um_3(R)/SL_3(R)$, the set of isomorphism classes of stably free modules of rank $2$. Using the Swan-Towber theorem, we prove that $W_2(R)/SL_3(R)$ is also $2$-torsion, thus trivial. It follows that stably free modules of rank $2$ are free, proving the main theorem.

1.1. Notations and conventions. The fields considered in this paper are of characteristic different from $2$. All schemes are of finite type over a field. If $X$ is a scheme and $x_p \in X^{(p)}$, we denote by $m_p$ the maximal ideal in $\mathcal{O}_{X,x_p}$ and by $k(x_p)$ its residue field. Finally $\omega_{x_p}$ will denote the $k(x_p)$-vector space $\Lambda^p(m_p/m_p^2)$ (which is one-dimensional if $X$ is regular at $x_p$). Finally, given a ring $R$ and two square matrices $M, N$ with coefficients in $R$, we denote by $M \bot N$ the matrix \[
\begin{pmatrix}
M & 0 \\
0 & N
\end{pmatrix}.
\]

2. The elementary symplectic Witt group

Let $R$ be a ring (with $2 \in R^\times$). For any $n \in \mathbb{N}$, let $S_{2n}^\dagger(R)$ be the set of antisymmetric matrices in $GL_{2n}(R)$. For any $r \in \mathbb{N}$, Let $\psi_{2r}$ be the matrix defined inductively by

$$\psi_2 := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$

and $\psi_{2r} := \psi_2 \bot \psi_{2r-2}$. Observe that $\psi_{2r} \in S_{2r}^\dagger(R)$. For any $m < n$, there is an obvious inclusion of $S_{2m}^\dagger(R)$ in $S_{2n}^\dagger(R)$ defined by $G \mapsto G \bot \psi_{2n-2m}$. We consider the union $S'(R) := \cup S_{2n}^\dagger(R)$. There is an equivalence relation on $S'(R)$ defined as follows:
Lemma 2.2. Moreover, since we consider isometry classes, the equivalence relation vanishes in 
\[ \phi \text{ see that the maps} \]

The sequence

Proposition 2.3. \[ \text{Proposition 2.3.} \]

One can be a bit more precise on the image of \( \phi \):

Lemma 2.2. The map \( \varphi : S'(R) \to \tilde{K}_0\text{Sp}(R) \) induces a homomorphism

One can also consider the subsets \( S_2(R) \subseteq S_2(R) \) of invertible antisymmetric matrices with Pfaffian equal to 1. If \( S(R) := \cup S_2(R) \), it is easy to see that \( \sim \) induces an equivalence relation on \( S(R) \) and that \( S(R)/\sim \) is also an abelian group.

Definition 2.1. We denote by \( W_E'(R) \) the group \( S'(R)/\sim \) and by \( W_E(R) \) the group \( S(R)/\sim \). The latter is called elementary symplectic Witt group.

Let \( \tilde{K}_0\text{Sp}(R) \) the reduced symplectic \( \tilde{K}_0 \) of the ring \( R \). If \( \tilde{K}_0(R) \) denotes the reduced \( K_0(R) \), there is a forgetful homomorphism

sending an antisymmetric pair \( (P, \phi) \) to the class of \( P \) in \( K_0(R) \).

Let \( G \in S_2(R) \) be an antisymmetric invertible matrix. Then \( G \) can be viewed as an antisymmetric form on \( R^{2n} \) and therefore we get a map

defined by \( \varphi_2(G) = [R^{2n}, G] \), where the latter denotes the isometry class of the antisymmetric pair \( (R^{2n}, G) \). Since the class of \( (R^2, \psi_2) \) vanishes in \( \tilde{K}_0\text{Sp}(R) \), we see that the maps \( \varphi_2 \) induce a map

Moreover, since we consider isometry classes, the equivalence relation vanishes in \( \tilde{K}_0\text{Sp}(R) \). Hence:

Lemma 2.2. The map \( \varphi : S'(R) \to \tilde{K}_0\text{Sp}(R) \) induces a homomorphism

One can be a bit more precise on the image of \( \varphi \):

Proposition 2.3. The sequence

is exact.

Proof. It is obvious that \( f \varphi = 0 \) by definition of \( \varphi \). Any element of \( \tilde{K}_0\text{Sp}(R) \) is of the form \( [P, \phi] \) for some projective module \( P \) and some antisymmetric form \( \phi : P \to P^\vee \) (Theorem 2). Now \( f(P, \phi) = 0 \) if and only if \( P \) is stably free and adding a suitable \( H(R^*) \) we see that \( P \) is given by an antisymmetric matrix on some \( R^{2n} \).
2.1. **Relations with \( K_1 \).** Let \( G \in GL_n(R) \) and \( G' \in GL_m(R) \). Observe that if \( G \) and \( G' \) are antisymmetric, then \( G \perp G' \) also is. We define a map
\[
\eta_{2n} : GL_{2n}(R) \to S'(R)
\]
by \( \eta_{2n}(G) = G' \psi_{2n} G \) for any \( G \in GL_{2n}(R) \), and a map
\[
\eta_{2n+1} : GL_{2n+1}(R) \to S'(R)
\]
by \( \eta_{2n+1}(G) = (G \perp 1)^t \psi_{2(n+1)} (G \perp 1) \) for any \( G \in GL_{2n+1}(R) \). Those maps obviously pass to the limit, and we obtain a map
\[
\eta : GL(R) \to W'_E(R)
\]
after composing with the projection \( S'(R) \to W'_E(R) \).

**Lemma 2.4.** The map \( \eta : GL(R) \to W'_E(R) \) induces a homomorphism
\[
\eta : K_1(R) \to W'_E(R).
\]

**Proof.** First observe that the subgroup \( E(R) \subset GL(R) \) vanishes because of the definition of \( W'_E(R) \). It remains to show that \( \eta \) is a homomorphism. If \( A \) is a matrix in \( GL_n(R) \), then the matrix
\[
\begin{pmatrix}
A & 0 \\
0 & A^{-1}
\end{pmatrix}
\]
is elementary by [17] Proof of Lemma 2.5. But
\[
\begin{pmatrix}
AB & 0 \\
0 & 1
\end{pmatrix} = \begin{pmatrix}
A & 0 \\
0 & B
\end{pmatrix} \cdot \begin{pmatrix}
B & 0 \\
0 & B^{-1}
\end{pmatrix}
\]
showing that
\[
\eta \begin{pmatrix}
AB & 0 \\
0 & 1
\end{pmatrix} = \eta \begin{pmatrix}
A & 0 \\
0 & B
\end{pmatrix}.
\]
Therefore \( \eta \) is a homomorphism. \( \square \)

Recall that \( K_1 Sp(R) \) is the group \( Sp(R)/ESp(R) \). Since \( Sp(R) \subset SL(R) \) and \( ESp(R) \subset E(R) \), there is a natural homomorphism
\[
f' : K_1 Sp(R) \to K_1(R).
\]

**Proposition 2.5.** There is an exact sequence
\[
\begin{array}{cccc}
K_1 Sp(R) & \xrightarrow{f'} & K_1(R) & \xrightarrow{\eta} & W'_E(R) & \xrightarrow{\varphi} & \tilde{K}_0 Sp(R) & \xrightarrow{f} & \tilde{K}_0(R).
\end{array}
\]

**Proof.** Unfolding the definitions, it is easy to see that the sequence is a complex. We first prove that it is exact at \( W'_E(R) \). If \( \varphi(G) = 0 \), then \( G \perp \psi_{2s} \) is isometric to \( H(R^{m+s}) \) for some \( m, s \in \mathbb{N} \) by definition of \( \tilde{K}_0 Sp(R) \). Since \( G \perp \psi_{2s} = G \) in \( W'_E(R) \), this proves that \( G = \eta(M) \) for some invertible matrix \( M \).

Suppose now that \( \eta(M) = 0 \) for some \( M \). We can suppose that \( M \in GL_{2n}(R) \) for some \( n \in \mathbb{N} \) and the triviality of \( \eta(M) \) is expressed as \( M^t \psi_{2n} M \sim \psi_2 \). This translates as
\[
\psi_{2(n+s)} = E^t((M^t \psi_{2n} M) \perp \psi_{2s}) E = E^t((M \perp I_{2s})^t \psi_{2(n+s)} (M \perp I_{2s})) E
\]
for some \( s \in \mathbb{N} \) and some \( E \in E_{2(n+s)}(R) \). Therefore \((M \perp I_{2s})E \in Sp_{2(n+s)}(R) \), showing that \( M = f'(N) \) for some \( N \in K_1 Sp(R) \). The end of the sequence is exact. \( \square \)
Remark 2.6. In a forthcoming paper, we will use this exact sequence to prove that $W_E^2(R)$ is isomorphic to the Grothendieck-Witt group $GW_i^3(R)$ as defined by Schlichting.

Now it is clear that the Pfaffian induces a homomorphism $Pf : W_E^1(R) \to R^\times$ such that the following sequence is split exact

$$0 \longrightarrow W_E(R) \xrightarrow{i} W_E^1(R) \xrightarrow{Pf} R^\times \longrightarrow 0.$$  

This yields the following result whose proof is straightforward:

**Proposition 2.7.** The homomorphism $\eta : K_1(R) \to W_E^1(R)$ induces a homomorphism $\eta' : SK_1(R) \to W_E(R)$ such that there is an exact sequence

$$K_1Sp(R) \xrightarrow{f'} SK_1(R) \xrightarrow{\eta'} W_E(R) \xrightarrow{\varphi_i} K_0Sp(R) \xrightarrow{f} K_0(R).$$

3. Computation of $W_E(R)$

In this section, we study further the exact sequence of Proposition 2.7 in the case where $R$ is a smooth affine threefold over an algebraically closed field. We begin by the homomorphism $f : K_0Sp(R) \to K_0(R)$.

3.1. The Gersten-Grothendieck-Witt spectral sequence. Let $k$ be a field and $X$ be a regular scheme of dimension $d$ over $k$. Recall from [10, Theorem 25] (which uses yet unpublished results of Schlichting, see [26]) that there is a spectral sequence $E(n)^{p,q}$ for any $n \in \mathbb{N}$ called the $n$-th Gersten-Grothendieck-Witt spectral sequence. After dévissage ([10, Proposition 28]), the terms at page 1 are the following (recall our conventions at the beginning of the paper about $\omega_{x_p}$):

$$E(n)^{pq}_1 = \left\{ \begin{array}{ll}
GW_{n-p}^{n-p}(k(x_p), \omega_{x_p}) & \text{if } 0 \leq p \leq d \\
0 & \text{otherwise.}
\end{array} \right.$$  

and the sequence converges to $GW_{n-m}(X)$. One of the important properties of these spectral sequences is that the Chow-Witt groups $CH^d(X)$ (see [12, §10.2], or [3]) appear at page 2. More precisely $E(n)^{2,0}_1 = CH^d(X)$ by [10, Theorem 33]. This is the Grothendieck-Witt analogue of Bloch’s formula in $K$-theory.

There are two important kind of maps linking Grothendieck-Witt groups and Quillen $K$-theory, namely the hyperbolic homomorphisms

$$H : K_i(X) \to GW_i^n(X)$$

and the forgetful homomorphisms

$$f : GW_i^n(X) \to K_i(X)$$

defined for any $i, n \in \mathbb{N}$ ([10 §2.2]). For $n = 2$, $i = 0$ and $X = \text{Spec}(R)$ affine, the homomorphism $f : GW_0^2(X) \to K_0(X)$ is just the forgetful homomorphism

$$f : K_0Sp(X) \to K_0(X)$$

we used in the previous section (use [27, Remark 4.16] and [14] to see that in this situation $GW_0^2(R) = K_0Sp(R)$). Those homomorphisms induce morphisms of spectral sequences between the Gersten-Grothendieck-Witt spectral sequences and the Brown-Gersten-Quillen spectral sequence ([10, §3.4]).
3.2. Computation of $\tilde{K}_0 Sp(R)$. In this section $k$ is an algebraically closed field, $R$ is an integral smooth $k$-algebra of dimension 3. We consider the second Gersten-Grothendieck-Witt spectral sequence $E(2)^{pq}$, which converges to $GW^2_{2-m}(R)$ by definition. In particular, the diagonal $p + q = 2$ gives a filtration of $GW^2(R)$. Recall also that if $\kappa(R)$ denotes the field of fractions of $R$, we have a split exact sequence

$$0 \longrightarrow \tilde{K}_0 Sp(R) \longrightarrow GW^2(R) \longrightarrow GW^2(\kappa(R)) \longrightarrow 0$$

by definition of $\tilde{K}_0 Sp(R)$.

**Proposition 3.1.** The second Gersten-Grothendieck-Witt spectral sequence $E(2)^{pq}$ induces an isomorphism

$$\tilde{K}_0 Sp(R) \rightarrow \hat{CH}^2(R).$$

**Proof.** Using that for any field $F$, $W^1(F) = W^2(F) = 0$ ([2, Theorem 6.1]) we see that the line $q = 2$ contains only $GW^2(\kappa(R))$ as non-trivial group. Since $GW_3^2(F) = K_1 Sp(F)$ by [27, Remark 4.16] and [14], we get $GW^2_2(F) = 0$ for any field and then the line $q = 1$ contains only trivial terms (use [9, Lemma 4.1] to see that $E(2)^{1,1}_1 = 0$). Moreover, we’ve seen that $E(2)^{2,0}_2 = \hat{CH}^2(R)$ by [10, Theorem 33].

As explained above, the hyperbolic homomorphism $H : K_2(R) \rightarrow GW^2_2(R)$ gives a morphism of spectral sequences. This shows that $E(2)^{3,-1}_2$ fits in the following commutative diagram (where we abbreviate $x \in \text{Spec}(R)^{(i)}$ by $x \in R^{(i)}$):

$$
\begin{array}{ccc}
\bigoplus_{x_2 \in R^{(2)}} K_1 (k(x_2)) & \longrightarrow & \bigoplus_{x_3 \in R^{(3)}} K_0 (k(x_3)) \\
H & & H \\
\bigoplus_{x_2 \in R^{(2)}} GW^1(k(x_2), \omega_{x_2}) & \longrightarrow & \bigoplus_{x_3 \in R^{(3)}} GW^3(k(x_3), \omega_{x_3}) \\
\end{array}
\Rightarrow
\begin{array}{ccc}
\bigoplus_{x_3 \in R^{(3)}} CH^3 (X) & \longrightarrow & 0 \\
E(2)^{3,-1}_2 & \longrightarrow & 0.
\end{array}
$$

Now $CH^3(R)$ is divisible by [8, Lemma 1.2]. Moreover, $H : K_0(F) \rightarrow GW^3(F)$ induces for any field $F$ an isomorphism $K_0(F)/2 \rightarrow GW^3(F)$ by [9, Lemma 4.2]. Therefore $H$ induces a surjection $CH^3(R)/2 \rightarrow E(2)^{3,-1}_2$ and so the latter is trivial. So the spectral sequence shows that we have an exact sequence

$$0 \longrightarrow \hat{CH}^2(R) \longrightarrow GW^2(R) \longrightarrow GW^2(\kappa(R)) \longrightarrow 0$$

This proves the claim. $\square$

Let $SK_0(R) \subset K_0(R)$ be the joint kernel of the rank and determinant homomorphisms. The forgetful homomorphism $f : \tilde{K}_0 Sp(R) \rightarrow \tilde{K}_0(R)$ defined in Section 2 factors through $SK_0(R)$ since a symplectic module of rank 2 is of trivial determinant (use also [10, Proposition 11]). But $f$ induces a morphism of spectral sequences and we therefore get a commutative diagram

$$
\begin{array}{ccc}
\tilde{K}_0 Sp(R) & \xrightarrow{f} & SK_0(R) \\
\downarrow & & \downarrow \\
\hat{CH}^2(R) & \xrightarrow{f} & CH^2(R)
\end{array}
$$
where the vertical homomorphisms are the edge homomorphisms in the corresponding spectral sequences. Observe that the homomorphism

\[ \tilde{f} : \tilde{CH}^2(R) \to CH^2(R) \]

is the one defined in \[12\] Remark 10.2.15. Indeed, both are induced by the forgetful homomorphisms \( GW(k(x_2), \omega_{x_2}) \to K_0(k(x_2)) \) (see also \[10\] §3.4).

**Remark 3.2.** As the reader might have guessed, the vertical homomorphisms coincide with (respectively) the Euler class \( \tilde{c}_2 \) defined in \[12\] Definition 13.2.1 and the second Chern class \( c_2 \). Since we don’t use this fact here, we leave the proof as an exercise (which is not easy at all, see \[12\] Proposition 15.3.10).

As the edge homomorphism \( \tilde{K}_0 Sp(R) \to \tilde{CH}^2(R) \) is an isomorphism, it suffices to prove that \( \tilde{f} : \tilde{CH}^2(R) \to CH^2(R) \) is injective to prove that the forgetful map \( f : \tilde{K}_0 Sp(R) \to SK_0(R) \) also is. In the next section, we prove in fact that \( \tilde{f} \) is an isomorphism.

### 3.3. The homomorphism \( \tilde{f} : \tilde{CH}^2(R) \to CH^2(R) \)

First observe that we have \( \tilde{CH}^2(R) = H^2(R, G^2) \), where \( G^2 \) is the sheaf defined in \[11\] Definition 3.25. Let \( T^3 \) be the sheaf associated to the presheaf \( V \mapsto \ker(d_I) \) where

\[
I^3(k(V)) \xrightarrow{d_I} \bigoplus_{x \in V^{(1)}} I^2(k(x), \omega_{k(x)})
\]

with \( d_I \) the residue map defined in \[12\] Corollary 9.2.6, \( I^3(k(V)) \) the third power of the fundamental ideal in \( W(k(V)) \) and \( I^2(k(x), \omega_{k(x)}) \) the twisted analogue of the second power of the fundamental ideal in \( W(k(x)) \) (\[12\] Definition E.1.1]). If \( K_2^M \) denotes the sheaf associated to the group \( K_2^M \) (see \[25\] Corollary 6.5]), it is not hard to see that there is an exact sequence of sheaves

\[
0 \longrightarrow T^3 \longrightarrow G^2 \longrightarrow K_2^M \longrightarrow 0.
\]

There is then an exact sequence of groups

\[
H^2(R, T^3) \longrightarrow \tilde{CH}^2(R) \xrightarrow{\tilde{f}} CH^2(R) \longrightarrow H^3(R, T^3).
\]

**Proposition 3.3.** The homomorphism \( \tilde{f} : \tilde{CH}^2(R) \to CH^2(R) \) is an isomorphism.

**Proof.** In view of the above exact sequence, it suffices to prove that \( H^2(R, T^3) \) and \( H^3(R, T^3) \) are both trivial.

For any field \( F \) and any \( d \geq 0 \), let \( I^d(F) \) be the \( d \)-th power of the fundamental ideal and \( T^d(F) = I^d(F)/I^{d+1}(F) \). For any \( d \geq 0 \), we consider the sheaf \( T^d \) associated to the presheaf \( V \mapsto \ker(\partial_0) \) where

\[
T^d(k(V)) \xrightarrow{\partial_0} \bigoplus_{x \in V^{(1)}} T^{d-1}(k(x))
\]

is the residue map considered in \[12\] Corollary 9.2.6. If \( H^i \) denotes the sheaf associated to the presheaf \( V \mapsto H^i_{\mu_2}(V, \mu_2) \), the norm residue homomorphisms yield isomorphisms \( H^i(R, T) \simeq H^i(R, H) \) for any \( i \geq 0 \) by \[21\] Theorem 4.1 and \[36\] Theorem 7.4.
But we have \( H^i(R, \mathcal{H}') = H^i(R, \overline{T}') = 0 \) for \( i \geq 0 \) and \( j \geq 4 \). Indeed, \( cd_2(k) = 0 \) implies that \( \overline{T}' = H^d(k(x), \mathbb{Z}/2) = 0 \) for any \( d \geq 1 + \text{tr.deg}(k(x)/k) \) and any \( x \in \text{Spec}(R) \) (\cite{34}, Proposition 11). Now the Arason-Pfister Hauptsatz \cite{11} implies that \( H^d(k(x)) = 0 \) for any \( x \in \text{Spec}(R) \) and any \( d \geq 1 + \text{tr.deg}(k(x)/k) \). This shows in particular that \( H^2(R, \mathcal{I}^3) = H^2(R, \overline{T}^3) \) and \( H^3(R, \mathcal{I}^3) = H^3(R, \overline{T}^3) \).

To conclude, observe that the Bloch-Ogus spectral sequence (\cite{7}, \S 6) implies that \( H^2(R, \mathcal{I}^3) = H^2_{et}(R, \mu_2) \) and \( H^3(R, \mathcal{I}^3) = H^6_{et}(R, \mu_2) \). Since \( R \) is of finite type over \( k \), both groups are trivial by \cite{16} Chapter VI, Theorem 7.2.

**Corollary 3.4.** Let \( R \) be a smooth algebra of dimension 3 over an algebraically closed field. Then we have an exact sequence

\[
K_1 Sp(R) \xrightarrow{f'} SK_1(R) \xrightarrow{\eta'} W_E(R) \rightarrow 0.
\]

**Proof.** We just proved that the map \( f : \widetilde{K}_0 Sp(R) \rightarrow \widetilde{K}_0(R) \) is injective for such algebras. The result follows then from Proposition 2.4. \( \square \)

Finally, we get the computation of \( W_E(R) \). Denote by \( \eta'' \) the composition

\[
S_{L4}(R)/E_{4}(R) \xrightarrow{\eta''} SK_1(R) \xrightarrow{\eta'} W_E(R)
\]

where the first homomorphism is induced by the inclusion \( S_{L4}(R) \subset S_L(R) \).

**Proposition 3.5.** Let \( R \) be a smooth algebra of dimension 3 over an algebraically closed field. If \( 6R = R \), the homomorphism \( \eta'' : S_{L4}(R)/E_4(R) \rightarrow W_E(R) \) induces an isomorphism

\[
\tilde{\eta} : S_{L4}(R)/E_4(R)Sp_4(R) \rightarrow W_E(R).
\]

**Proof.** In view of the above corollary, it is enough to prove that the map

\[
S_{L4}(R)/E_{4}(R) \rightarrow SK_1(R)
\]

is an isomorphism and the map \( Sp_4(R) \rightarrow K_1 Sp(R) \) is an epimorphism. This is clear by \cite{24} Theorem 3.4 and \cite{33} Theorem 7.3, Lemma 7.5. \( \square \)

4. Computation of \( W_E(R)/SL_3(R) \)

Let \( R \) be a ring of dimension \( d \) and let \( n \geq 3 \). We denote by \( U_{mn}(R) \) the set of unimodular rows of length \( n \), i.e. the set of \((a_1, a_2, \ldots, a_n)\) such that the ideal spanned by the \( a_i \) is \( R \). The group \( GL_n(R) \) acts on \( U_{mn}(R) \) by multiplication on the right, and therefore any subgroup of \( GL_n(R) \) also acts. The set \( U_{mn}(R)/E_{n}(R) \) can be endowed with an abelian group structure if \( n \geq (d + 4)/2 \) (\cite{24} Theorem 4.1]). When \( d = 2 \) and \( n = 3 \), this group structure coincides with the structure given by the Vaserstein symbol considered in Section 5.

If \( d \geq 2 \), then the map \( SL_{d+1}(R) \rightarrow U_{md+1}(R) \) sending a matrix to its first row induces a homomorphism (\cite{24} Theorem 5.3(ii))

\[
SL_{d+1}(R)/E_{d+1}(R) \rightarrow U_{md+1}(R)/E_{d+1}(R).
\]
4.1. **An exact sequence.** Let now \( R \) be a smooth algebra of dimension 3 over an algebraically closed field of characteristic different from 2 and 3. The homomorphism

\[
SL_4(R)/E_4(R) \to Um_4(R)/E_4(R)
\]

becomes surjective because \( SL_4(R) \) acts transitively on \( Um_4(R) \) by [30] Theorem 2.4 (see [31] for an English translation). This induces a surjective homomorphism

\[
r : SL_4(R)/E_4(R)Sp_4(R) \to Um_4(R)/E_4(R)Sp_4(R).
\]

Now the inclusion \( SL_3(R) \to SL_4(R) \) yields a homomorphism

\[
SL_3(R) \to SL_4(R)/E_4(R)Sp_4(R)
\]

and we get:

**Proposition 4.1.** The sequence

\[
SL_3(R) \longrightarrow SL_4(R)/E_4(R)Sp_4(R) \xrightarrow{r} Um_4(R)/E_4(R)Sp_4(R) \longrightarrow 0
\]

is exact.

**Proof.** It only remains to prove that the sequence is exact in the middle. Since a unimodular row of the form \((a_1, a_2, a_3, 0)\) is clearly completable in an elementary matrix, the sequence is a complex.

Let \( G \in SL_4(R) \) such that \( e_1G = e_1M \) for some \( M \in E_4Sp_4(R) \). Then there exists \( E \in E_4(R) \) such that \( EGM^{-1} \) is of the form

\[
G' := \begin{pmatrix} 1 & 0 \\ 0 & B \end{pmatrix}
\]

for some matrix \( B \in SL_3(R) \). Then \( G = G'(G')^{-1}E^{-1}G'M \) with \((G')^{-1}E^{-1}G'\) elementary because \( E_4(R) \) is normal in \( SL_4(R) \). \( \square \)

Using Proposition 4.1, we complete the computation of \( W_E(R)/SL_3(R) \):

**Corollary 4.2.** Let \( R \) be a smooth algebra of dimension 3 over an algebraically closed field of characteristic different from 2 and 3. Then the isomorphism

\[
\tilde{\eta} : SL_4(R)/E_4(R)Sp_4(R) \to W_E(R)
\]

induces an isomorphism \( Um_4(R)/E_4(R)Sp_4(R) \to W_E(R)/SL_3(R) \).

**Corollary 4.3.** Let \( R \) be a smooth algebra of dimension 3 over an algebraically closed field of characteristic different from 2 and 3. Then \( W_E(R)/SL_3(R) \) is a 2-divisible group.

**Proof.** The group \( Um_4(R)/E_4(R) \) is 2-divisible by [23] Proposition 5.4(i) (and [22] Lemma 1.3.1) and therefore \( Um_4(R)/E_4Sp_4(R) \) is also 2-divisible. \( \square \)

5. **Main result**

5.1. **The Vaserstein symbol.** For any \((a, b, c) \in Um_3(R)\), choose \((a', b', c')\) such that \(aa' + bb' + cc' = 1\) and consider the following matrix:

\[
V(a, b, c) := \begin{pmatrix} 0 & -a & -b & -c \\ a & 0 & -c' & b' \\ b & c' & 0 & -a' \\ c & -b' & a' & 0 \end{pmatrix}
\]


A famous theorem of Vaserstein asserts that the class of \( V(a, b, c) \) in \( W_3(R) \) does not depend on the choice of \((a', b', c')\). Moreover, the map
\[
V : Um_3(R)/E_3(R) \to W_3(R)
\]
is well defined ([35] Theorem 5.2).

The original result of Vaserstein showing that \( V \) was a bijection when \( R \) is of dimension 2 was later improved by Rao and van der Kallen ([24] Corollary 3.5):

**Theorem 5.1.** Let \( R \) be a regular affine algebra of Krull dimension 3 over a perfect field \( k \) of cohomological dimension \( \leq 1 \). Suppose that \( 6R = R \). Then the Vaserstein symbol \( V \) is a bijection.

This result also proves that \( Um_3(R)/E_3(R) \) is endowed with the structure of an abelian group.

Recall that \( SL_3(R) \) acts on \( Um_3(R) \) by right multiplication, and that \( SL_3(R) \) acts on \( W_3(R) \) by conjugation (Section 2). It turns out that the Vaserstein symbol is equivariant under the action of \( SL_3(R) \) ([35] proof of Theorem 5.2(a))). This gives an isomorphism \( V : Um_3(R)/SL_3(R) \to W_3(R)/SL_3(R) \).

Our next goal is to show that \( Um_3(R)/SL_3(R) \) is a 2-torsion group. We will need the following lemma:

**Lemma 5.2.** Let \( R \) be a ring and suppose that \(-1\) is a square in \( R \). Let \((a, b, c)\) be a unimodular row. Then \( V(a^2, b, c) = 2V(a, b, c) \) in \( W_3(R) \).

**Proof.** First, we deduce from [35] Theorem 5.2(a2)] that \(-V(a, b, c) = V(-a', b, c)\) for any \(a'\) with \(aa' = 1\) modulo \((b, c)\). Following [33] (3.18)(ii), we see that if \( (1 + at, b, c) \) is unimodular, then \( V(1 + at, b, c) = V(1 + at, bt^2, c) \). In particular, \(-1\) being a square in \( R \), we get \( V(a, b, c) = V(-a, b, c) \) in \( W_3(R) \). Using now [33] (3.18)(iii), we see that \( V(a, b, c) + V(d^2, b, c) = V(ad^2, b, c) \) for any \((a, b, c)\) and \((d, b, c)\) unimodular. We can mimic [22] proof of Lemma 1.3.1 to conclude.

**Corollary 5.3.** Let \( R \) be a smooth algebra of dimension 3 over an algebraically closed field of characteristic different from 2 and 3. Then the group \( Um_3(R)/SL_3(R) \) is trivial.

**Proof.** The above lemma shows that \( 2V(a, b, c) = V(a^2, b, c) \) in \( W_3(R) \). By the Swan-Towber theorem ([22] Theorem 2.1)], the unimodular row \((a^2, b, c)\) is completeable in an invertible matrix. This proves that \( W_3(R)/SL_3(R) \) is 2-torsion. But Corollary 4.3 shows that it is also 2-divisible. Hence it is trivial.

Finally:

**Theorem 5.4.** Let \( R \) be a smooth affine threefold over an algebraically closed field \( k \) of characteristic different from 2 and 3. Then every stably free module is free.

**Proof.** First observe that every stably free module of rank \( \geq 3 \) is free by Suslin cancellation theorem. Since stably free line bundles are obviously free, it suffices to prove that the stably free modules of rank 2 are free. But \( Um_3(R)/SL_3(R) = 0 \) by Corollary 5.3.

**Remark 5.5.** This result is wrong when the base field is \( \mathbb{C}(t) \) (which is of cohomological dimension 1), see [18] Example 4.
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