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ABSTRACT Labanotation is one of the well-known notation systems for the documenting and archiving of human motion. It plays a powerful role in dance protection, choreography analysis, and so on. Recently, researchers are committed to using computer technology to automatically generate Labanotation rather than manually drawing. However, the existing generation methods cannot deal with the various changes in motion data, such as different scales, angles, motion modes and limbs. In this paper, we aim to generate Labanotation from motion capture data acquired through real folk dance performances. The main steps include feature extraction, motion segmentation and unit movement analysis. Firstly, a normalized feature named Lie group feature is extracted, which can cope with the challenges of different scales and angles in motion data. Secondly, in order to divide motion with different modes into unit fragments for further recognizing, we propose a segmentation method that combines the speed threshold and the region partition. Thirdly, to generate Laban symbols of unit movements for different limbs, two kinds of neural networks are used for the analysis. On the one hand, LieNet, a powerful network for analyzing time series data based on Lie group structure, is utilized to recognize the lower limb movements. On the other hand, extreme-learning machine, a single hidden layer feedforward neural network, is used to identify the upper limb postures. Experimental results demonstrate that our method of feature extraction, motion segmentation and unit movement analysis achieves better results than the previous works, which makes the generated Labanotation score more reliable.

INDEX TERMS Labanotation, motion segmentation, unit movement analysis, LieNet, extreme-learning machine.

I. INTRODUCTION Folk dance is not only the crystallization of culture, but also an important part of intangible cultural heritage. With the passage of time, many of these dances are facing the risk of transmission loss, so the protection of folk dance has become an urgent task. Compared with videos, dance notation is an effective approach for recording human motion. Therefore, the generation of dance notation by computer technology is an important way to protect folk dance.

When it comes to recording methods of dance movements, people generally think of using intuitive video. However, it often happens that part of the body cannot be seen in the video. Therefore, the video cannot record the three-dimensional human motion completely. Similar to the function of music score, dance score is an appropriate recording method for three-dimensional human motion. Unlike video, dance score can record human motion completely. In addition, the scores are saved in the form of paper or digital pictures, which not only takes up less storage space, but also popularizes the way of reading and communication.

However, it is difficult to obtain dance score. Taking Labanotation score, which is widely used in the world, as an example, its main acquisition method is manual record. Compared with a large number of folk dances in the world that need to be protected and recorded, this way of artificial acquisition is too slow to meet the demand. Therefore, the generation of Labanotation by computer technology has shown great advantages due to its high efficiency. Naturally, this topic has gradually entered the vision of researchers [1]–[8].

The automatic generation of Labanotation is an interdisciplinary subject of dance and computer technology, which is still in its infancy. Although video recording has existed for a long time, the two-dimensional video cannot be used as a bridge between the computer technology and Labanotation score for analyzing the three-dimensional human motion.
Therefore, before the technology of 3D human motion capture is mature, there are no sufficient conditions for the research of automatic generation of Labanotation.

In general, the steps of generating Labanotation are as follows: first, process human motion capture data and extract feature; second, carry out motion segmentation to get unit movements that can be represented by Labanotation symbols; third, conduct operation of unit movement analysis to recognize upper and lower limb movement; finally, generate Labanotation score. The flow chart is shown in Figure 1. Due to the various changes in 3D human motion capture data, the existing generation methods cannot deal with the motion data robustly. Therefore, we put forward a new scheme for the three steps of generation procedure.

![Flow chart of Labanotation generation from motion capture data.](image)

In order to solve the problem that existing feature representation is sensitive to scale and angle, we propose to use Lie group feature to represent motion data. The previous works [3], [6] used three dimensional coordinates of human joints as the feature. However, the coordinates can neither deal with the data variety of people with different shapes (tall, short, fat and thin) nor with the influence of different directions in data caused by various shooting angles. To address this issue, we introduce the Lie group feature. This feature describes the angular relationship between joints, so it not only standardizes the data variety of people, but also eliminates the influence of various shooting angles. In addition, the Lie group feature in Riemannian space is also useful to distinguish the subtle differences between similar motions.

In order to solve the problem that the existing segmentation methods are sensitive to the motion mode, we propose a method that combines the speed threshold and the region partition. For motion segmentation, to obtain the unit movements of the upper and lower limbs from human motion, a challenge is how to deal with various motion modes, such as fast changing and gentle motion. In previous studies [3], [4], [6], the methods based on the change of velocity is used to segment human motion. However, these methods cannot deal with smooth and slow motion because there is no significant change in the speed. In order to solve this problem, we combine speed threshold and region partition to analyze motion from time and space respectively, which makes the segmentation algorithm more robust. Furthermore, we match the segmentation results with the time units in Labanotation to ensure that the starting and ending positions of the unit movements are standard and accurate.

In order to solve the problem that the existing movement analysis methods are sensitive to different limbs, we propose to use two kinds of neural networks to deal with the motion data respectively according to the different properties of the upper and lower limb movements. In Labanotation, movement analysis of the lower limb focuses on the process and the upper limb focuses on the final posture. The previous works [3], [4], [6] just used one method to process both upper and lower limb motion, which is not appropriate. In this work, we propose to utilize two neural networks to recognize the corresponding Laban symbols of two kind of unit movements according to their different properties. For lower limb movements, we use the powerful spatiotemporal analysis function of LieNet [9] to recognize different categories of movements and assign them to relevant Laban symbols. For upper limb postures, we use extreme-learning machine as a multi-class classifier to identify the corresponding symbols.

Experiments show that compared with the previous works, our methods of feature extraction, motion segmentation and unit movement analysis have achieved better results. Therefore, the generated Labanotation scores will be more reliable. In summary, the contributions of this paper are as follows:

- Lie group feature is introduced to the Labanotation generation to deal with the challenge of both different appearances of persons and various directions of movements.
- A robust motion segmentation method based on speed threshold and region partition is proposed. It analyzes the problem from two aspects of time and space. Furthermore, the time units in Labanotation is used to refine the segmentation result.
- According to the different characteristics of upper and lower limb movements defined in Labanotation, we propose to use LieNet to recognize lower limb movements, and use extreme-learning machine to identify upper limb postures.
- Based on the above architecture, we realize the idea of protecting folk dance by generating Labanotation from motion capture data. Experimental results show that our method performs better than the previous works for generating Labanotation scores.

The rest of this paper is arranged as follows. Section II introduces the background of Labanotation and motion capture. Section III describes the related works of combining Labanotation with computer technology. In Section IV, we describe the proposed method in detail, including feature extraction, motion segmentation and unit movement analysis. In Section V, we conduct experimental analysis, including quantitative evaluation based on two motion capture datasets and qualitative evaluation from users. Section VI contains the conclusion and future work.

II. PRELIMINARY

A. LABANOTATION

Labanotation is a notation system designed by Rudolf von Laban, an Austro-Hungarian choreographer and dancer in the
20th century, which is used to record and analyze human motion [10]. It is made up of two parts: structure and notation. Figure 2 shows a four-page instance of Labanotation. The reading rules are as follows: in the page, read from the bottom up; between the pages, read from left to right.

**FIGURE 2.** A 4-page Labanotation instance.

**FIGURE 3.** Structure of Labanotation.

Figure 3 displays the structure of Labanotation. The vertical dimension shows the time. The horizontal dimension consists of 4 to 11 columns, each corresponding to a part of the human body. The number of columns can be changed according to user requirements. If a notation appears in a column, it indicates that the corresponding body part is moving.

**FIGURE 4.** Basic notations and the space division.

Figure 4 shows 27 basic notations and corresponding space division. Each notation defines a class of unit movement. For notations, the form represents the horizontal direction and the decorative pattern represents the vertical level. Please refer to [10] for more information.

**B. MOTION CAPTURE**

The motion capture device can record the motion track of human body in three-dimensional space. In 1973, Gunnar Johansson first proposed the technology of motion capture [11]. At present, the technology has been widely used in human-computer interaction, sport analysis, film production and other fields.

The format of capture data includes Bio-vision Hierarchy (BVH), Hierarchical Translation Rotation (HTR), Acclaim Skeleton File/ Acclaim Motion Capture data (ASF/ AMC), etc [12]. In this work, BVH format is chosen because of its universality. The BVH document consists of two parts. The first part is the structural information of human skeleton joints. The second is to use Euler angel data to save the motion of all joints [13].

**III. RELATED WORK**

The application of combining Labanotation with computer technology mainly includes three aspects. The first is to write Labanotation through software. In recent years, the most widely used editing software is Laban Writer [14]. It is promoted by International Council of Kinetography Laban (ICKL). The similar software includes Labanatory [15], Calaban [16] and LED&LINTEL [17]. Compared with drawing on paper, the software can improve the convenience and save time. However, the professionals still need to spend a lot of time. Therefore, this kind of research cannot solve the problem of low efficiency of writing Labanotation.

The second is to drive the human model through Labanotation. Laban Editor [18], Laban Dancer [19] and Life Forms [20] are the tools to convert Labanotation into human animation. However, the significance of this research lies in visual display, rather than improving the efficiency of Labanotation generation.

The third is to research the automatic generation of Labanotation. Hachimura and Nakamura [1] first proposed an approach to generate Labanotation through human motion. On the basis of spatial analysis, the Labanotation of upper limb movement is generated. This method can only handle the simple upper limb motion for unit movement analysis. Chen et al. [2] analyzed human motion by designing rules. However, they ignored the pause in human motion. So, its motion segmentation is not good. Guo et al. [3] added reserved notations to their spatial rule-based approach. Its feature of motion data is three dimensional coordinates, which is not robust. Worawat et al. [4], [5] built an instrument named “GenLaban” which can generate Labanotation automatically. GenLaban chose the key frames of human motion, and then analyzed human posture with curvature. However, the rhythm of Labanotation is not taken into account when selecting key frames. So, the result of motion segmentation is unsatisfactory. These methods attempt to formulate rules to map movements to Laban symbols. We call them rule-based methods. However, the human movement is very flexible, and it is difficult to be described with rules. If the motion data is not standard or contains noise, these methods may not produce the correct results. In the approach presented by Zhou et al. [6], [7], the unknown motion is compared
with the established template library by template matching to identify the category. However, the feature of motion data is coordinates, which lacks robustness. This affects the generality of template and limits the practicability. Li et al. [8] proposed a method to model human motion based on Hidden Markov chains. However, not all movements are consistent with the observation independence hypothesis of Hidden Markov Model. Besides, it can only handle the lower limb motion for unit movement analysis. These two methods are more flexible and superior than rule-based ones, but their application is limited due to their shortcomings in the feature extraction and unit movement analysis.

Compared with the previous methods, we have made improvements from the three aspects of feature extraction, motion segmentation and unit movement analysis. In order to make the feature of motion data robust, we use the Lie group feature to deal with the data variety of people and different shooting angles from the capture device. For motion segmentation, we use speed threshold and region partition to segment the motion from two aspects of time and space. In addition, the rhythm is used to refine the segmentation result. For unit movement analysis, we recognize the movements by two neural networks according the different characteristics of upper and lower limb motion. In experiments, we obtain better performances for the feature, segmentation and movement analysis.

IV. PROPOSED METHOD

In this work, the procedure of generating Labanotation consists of three main steps: data processing, motion segmentation and unit movement analysis. Data processing includes data transformation and feature extraction. The purpose of motion segmentation is to divide a long period of human motion into unit fragments. Unit movement analysis recognizes the corresponding Laban symbols of each movement. Finally, the Labanotation score of motion capture data is generated. The flow chart of our method is shown in Figure 5.

A. DATA PROCESSING

For motion data in BVH format, the human skeleton is a tree structure, and the motion information is recorded by the rotation of joints as Euler angle in each frame. In human skeleton, the nodes represent the joints in human body, and each node has a definition of the initial position offset with its parent node. The skeleton contains 26 nodes in this work, as shown in Figure 6. This is the same as that used in our previous work [21].

![Figure 6. Human skeleton [21](since the skeleton is facing us, the left and right sides are opposite).](image)

1) DATA TRANSFORMATION

In BVH file, Euler angle represents the relative rotation of the node and its parent node, excluding the intuitive position. However, motion segmentation needs to analyze the location and speed of nodes. Therefore, we transform the Euler angle into three-dimensional coordinates for further segmentation.

For a non-leaf node \( J_p \), its child node \( J \) is located by the information of \( J_p \). Assuming the original position offset of child node \( J \) is \((x_0, y_0, z_0)\), then after a rotation of node \( J_p \), the new offset \((x_c, y_c, z_c)\) of child node \( J \) can be calculated by \((x_0, y_0, z_0)\) and the angular displacement matrix \( M \) of node \( J_p \), as shown in Equation (1).

\[
\begin{bmatrix} x_c \\ y_c \\ z_c \end{bmatrix} = \begin{bmatrix} x_0 \\ y_0 \\ z_0 \end{bmatrix} \cdot M
\]

(1)

For a node chain, \( J, J_1, J_2 \ldots J_r \) (the former node is the child of the latter one and \( J_r \) is the root node), the position offset of node \( J \) in the chain can be obtained by calculating Equation (1) layer by layer until the root node. As a result, the offset of any node can be calculated. In this way, we convert the Euler angle into coordinates. For more information about the format conversion, please refer to [21].

2) FEATURE EXTRACTION

Considering the problem that the same human movement will result in dissimilar data because of people with different shapes and various directions caused by random shooting angles, we extract features for unit movement analysis to deal with this problem. In order to achieve robust representation of motion data, we introduce a normalized feature, Lie group feature, in the field of Labanotation generation.
For two adjacent nodes in human skeleton, the Lie group feature records the relative angle relationship between nodes. A set of $3 \times 3$ rotation matrices in $\mathbb{R}^3$, the matrix of Lie group feature, constitutes a special orthogonal group $SO_3$. Then, the motion sequence of a series of skeletons can be seen as a curve on the Lie group $SO_3 \times \ldots \times SO_3$. On the one hand, because the relative angle between joints is independent of the length of bone, this feature normalizes different body shapes. On the other hand, the relative angle is completely determined by the joints of human body, so it also addresses the issue of various shooting angles.

Assuming the Euler angle of node $J$ is $(r, p, y)$, the corresponding rotation matrix $R_J$ representing the Lie group feature is calculated as follows:

Based on the human skeleton in Figure 6, assuming that the motion sequence contains $N$ frames, then the Lie group feature of this sequence is represented by $(26 – 1) \times N$ rotation matrices, which has a differentiable Riemannian manifold structure [9].

**B. MOTION SEGMENTATION**

In the long-term motion sequence, there are a series of unit movements, each corresponding to a Laban symbol. In order to generate the Labanotation score, it is necessary to segment the motion into unit fragments. We propose to use speed threshold and region partition to segment the motion data from the perspective of time and space respectively. After segmentation, the results are refined according to the rhythm of Labanotation to ensure that the generated symbols are standard.

1) SPEED THRESHOLD AND REGION PARTITION

Considering that the change of motion speed is sometimes very fast, sometimes very slow, we propose to divide the human motion (leg and arm motion) by speed threshold and region partition. The treatment of the lower and upper limbs is the same.

When the motion speed changes rapidly, i.e. the motion has obvious pauses, the speed threshold has a good effect. Take the swing of the arm as an example: let’s say that the arm first moves to the left and then to the right. When the direction of motion changes, the arm will pause with a local minimum speed, and the cutting point of the motion is at the position where the speed is the minimum. The same goes for leg motion. Whenever the speed of the limb drops below the threshold, it means that a new movement will be started. For the selection of speed threshold, considering that the limb length of people with different shape is quite different, so in this paper, the angular speed is chosen to replace the speed of the limb end. According to the empirical data in references [7] and [23], the angular speed threshold in this paper is 0.18 rad/s. Furthermore, to reduce noise interference, fragments are ignored if they last less than 0.1 seconds.

However, the speed threshold method is not applicable to gentle motion, such as Taijiquan (another name is Tai Chi, a kind of traditional Chinese shadow boxing) [24]. In this case, we use region partition to deal with the motion with approximate uniform velocity. The Laban direction consists of 9 horizontal directions and 3 vertical levels (shown in Figure 4), so it is combined into 27 subspaces. In Figure 4, for horizontal and vertical division, the angles between two adjacent solid lines are 45 degrees and 60 degrees, respectively. In human skeleton, we use vectors to represent the arms and legs. For a limb, we obtain the vector $V$ by subtracting the coordinates of its root node from the endpoint. Suppose that vector $V_1$ represents the arm before a movement and vector $V_2$ after the movement, and then generates angle $\theta$ between two vectors. If angle $\theta$ exceeds 180 degrees and there is still no segmentation by speed threshold, we will use region partition to cut the motion when vector $V$ moves from one subspace to another.

2) IMPROVEMENT OF SEGMENTATION RESULTS

After segmentation by speed threshold and region partition, we get a set of unit movements. However, the segmentation result does not take rhythm into account. For Labanotation, rhythm is a very important property. So we modify the result to match the rhythm.

![Diagram of 3/4 beats rhythm.](image)

Similar to the rhythm of a music score, the bar line and beat line are used to represent the rhythm in Labanotation, too. Take the rhythm of 3/4 beats as an example, see Figure 7. The 1/4 note is a beat, and a section contains three beats. Generally speaking, in Labanotation a quarter of beat is the smallest unit. In order to make the symbols consistent with the time unit, we choose the closest 1/4 beat, 1/2 beat or beat line as the starting or ending position for each symbol. In this way, the generated symbols no longer have irregular positions, thus becoming more standard and accurate.

In addition, as a dance notation, Labanotation is not to record movements for any specific person, but to write down the basic idea of movements [4]. Therefore, our conception of “modify segmentation result to match the rhythm” improves the generality of the generated Labanotation, which is quite appropriate.

**C. UNIT MOVEMENT ANALYSIS**

Movement of the lower limbs causes the moving of human body. In Labanotation, its analysis focuses on the whole pro-
cess. In contrast, movement of upper limbs only changes its own position, which focuses on the final posture. Therefore, different analysis methods are needed for lower limb and upper limb movements. According to the different definitions for the supporting movements of lower limb and the non-supporting movements of upper limb in Laban theory, we adopt two analysis methods. For one thing, LieNet, a neural network with powerful spatiotemporal analysis function, is used for supporting movements. For another, extreme-learning machine is for non-supporting ones.

1) SUPPORTING MOVEMENT ANALYSIS
LieNet, a novel neural network architecture, is designed for analyzing the process of 3D human motion. Similar to convolution network, LieNet has one or more fully connected convolution layers called RotMap and and corresponding pooling layers called RotPooling. Based on the Lie group feature, Equation (3) and (4) represent the functions of RotMap and RotPooling respectively.

\[
\begin{align*}
    f_r((R_1^{k-1}, R_2^{k-1}, \ldots, R_K^{k-1}); W_1, W_2, \ldots, W_K) \\
    = (W_1 R_1^{k-1}, W_2 R_2^{k-1}, \ldots, W_K R_K^{k-1}) = (R_1^k, R_2^k, \ldots, R_K^k)
\end{align*}
\]

Equation (3)

\[
\begin{align*}
    f_l((R_1^{k-1}, R_2^{k-1}, \ldots, R_K^{k-1})) \\
    = (\log(R_1^{k-1}), \log(R_2^{k-1}), \ldots, \log(R_K^{k-1}))
\end{align*}
\]

Equation (4)

In the equations, \( k \) represents the \( k \)-th layer; \( K \) is the number of rotation matrices; \((R_1^{k-1}, R_2^{k-1}, \ldots, R_K^{k-1})\) is the Lie group feature; and \((W_1, W_2, \ldots, W_K)\) are transformation matrices. The calculation of logarithm mapping \( \log(\cdot) \) is detailed in [9].

In this work, the LieNet structure is composed of 3 RotMap layers, a logarithm mapping layer, and other regular layers in the neural network, including a rectifier linear unit layer (ReLU), a fully-connected layer (FC) and a SoftMax output layer, shown in Figure 8. The dimension of weight in FC layer is \( c \times d_k-1 \), where \( c \) is the category number of lower limb unit movements and \( d_k-1 \) is corresponding to the output in logarithm mapping layer. Specially, there is no RotPooling layers because the scale of features of a lower limb is much less than that of the whole body.

In our human skeleton, one leg contains 5 nodes. The relationship between two adjacent nodes is expressed by a rotation matrix. So, for one frame in the motion sequence, the Lie group feature of one leg contains 4 rotation matrices. We train the LieNet with tagged data. After training, given an unknown movement \( e \) to network, the category label of movement \( e \) can be recognized as:

\[
\text{label}(e) = \arg \max_j h_j(e)
\]

2) NON-SUPPORTING MOVEMENT ANALYSIS
Extreme-learning machine (ELM) is a single hidden layer feedforward neural network [25], which is capable of classifying the posture of human motion data.

The architecture of the ELM contains a input layer, a hidden layer with 300 neurons and a SoftMax output layer, shown in Figure 9. The goal of training for ELM network is to obtain the minimum training error and the minimum parameter matrix weight norm. For \( L \) training samples \( \{x_i, y_i\} \), where \( i = 1, \ldots, L; x_i \) is the Lie group feature; \( y_i \) is the category label, then the output of the \( n \)-th hidden neuron is \( g(x; w_n, b_n) = g(x \cdot w_n + b_n) \), where \( g(\cdot) \) is a nonlinear activation function, multivariate quadratic function; \( w_n \) is the weight vector between the input layer and the hidden layer; \( b_n \) is the offset. Therefore, the mapping matrix from the input layer to the hidden layer is:

\[
\text{Mapping}(x) = [g(x; w_1, b_1), \ldots, g(x; w_{300}, b_{300})]
\]

where the activation function is:

\[
g(x; w_n, b_n) = \sqrt{1 + (x \cdot w_n + b_n)^2}
\]

Assuming that \( u_{nm} \) is the weight between the \( n \)-th hidden neuron and the \( m \)-th output node, then the relationship between

\[
R_j = R_{z(-\pi)} R_{x(-p)} R_{x(-y)}
\]

\[
= \begin{pmatrix}
\cos r \cos y - \sin r \sin p \sin y \\
\sin r \cos y + \cos r \sin p \sin y \\
-\cos p \sin y
\end{pmatrix}
\]

\[
= \begin{pmatrix}
-\sin r \cos p \\
\cos r \sin y + \sin r \sin p \cos y \\
\sin r \sin y - \cos r \sin p \cos y
\end{pmatrix}
\]

\[
\begin{pmatrix}
\cos p \cos y
\end{pmatrix}
\]
the output node and the hidden neuron is as follows:

$$d_m(x) = \sum_{n=1}^{300} u_{nm}(x; w, b)$$

(8)

Finally, the mapping matrix of neural network from the input layer to output layer is expressed as:

$$D(x) = \text{Mapping}(x)U$$

(9)

In the ELM network, the output matrix of the hidden layer is uniquely confirmed after the weight vector $w_n$ and offset $b_n$ are randomly determined. The training of single hidden layer neural network ELM can be transformed into the solution of linear system. Please refer to literature [26], [27] for the detailed training process.

After the training, the process of judging the category of unknown upper limb posture and corresponding Laban symbol is the same as that of lower limb.

V. EXPERIMENTS AND EVALUATIONS

In order to conduct a comprehensive analysis, both objective and subjective evaluation are used to evaluate the effectiveness of the method. At present, most of the existing Labanotation scores are recorded by experts. However, for a motion sequence, sometimes even the results recorded by two experts are not exactly the same. Therefore, the performance measures need both objective and subjective ones.

A. DATASETS

For experimental data, considering the low popularity of motion capture devices and the fewer existing motion capture databases, we construct the datasets with our motion capture device: OptiTrack [28]. It consists of 18 infrared cameras with a frame rate of 150 Hz. As a commercial equipment, its accuracy is enough to meet the experimental requirements. The construction environments is shown in Figure 10. Based on this device, our team has accumulated more than 200 pieces of motion capture data in the preliminary works [3], [6]–[8], [13], [21], [29]–[31]. Each piece of motion data lasts about 30 seconds to 2 minutes. The total number of frames for all motion data exceeds 1,500,000 frames. In this paper, we use a part of the data that has been collated. The three datasets are shown below.

Dataset A consists of 19,200 unit movements that are manually segmented and tagged. These unit movements are the supporting ones of both left and right legs. The movements of each leg contain 24 categories, including 8 horizontal directions and 3 vertical levels. Each category consist of 400 samples. For each sample, due to the different duration of time, the number of frames varies from 90 to 200. The original motion data is captured from four volunteers of different shapes (their heights range from 160 cm to 190 cm) and the shooting angles of the capture device are different, too. This dataset is available from the work [21].

Dataset B consists of 453 unit movements that are manually segmented and tagged. These unit movements are not the supporting ones of two arms. For left and right arm, there are 231 and 222 unit movements respectively. Each movement contains about 200 frames, and there are 10 categories of common movements for each arm. The original motion data is captured from two volunteers, and this dataset is available from the work [7].

Dataset C consists of 116 pieces of motion data. The types of motion include: walking gait (vertical and horizontal changes of gravity center), jumping gait and arm waving, etc. This dataset covers most of the basic limb movements, including 464 unit movements of two arms and two legs (without segmented). In addition, these unit movements cover all the basic notations in Figure 4, including 9 horizontal ones (forward, backward, left, right, left-forward, right-forward, left-backward, right-backward and origin) and 3 vertical ones (low, middle and high). The original motion data is captured from two volunteers with dance basis during the work [21], and it can be opened to the public.

B. OBJECTIVE EVALUATION

In this section, we verify the effect of the proposed feature, motion segmentation and unit movement analysis respectively. At last, we compare the generated Laban symbols with the ground truth.

1) EVALUATION OF THE FEATURE

Based on dataset A, we compare our feature with the ones in other methods. The different features are input into the same neural network LieNet, and then we compare the recognition accuracy. In Table 1, the first feature represents the original 3D coordinates of the joint position. The second feature normalizes the orientation of human body based on the first feature. The purpose of the second one is to reduce the impact of various directions caused by shooting angles from the motion capture device. The third feature represents the relative vectors of the joint position based on the first feature. The goal of the third one is to weaken the influence of different shapes of people. The fourth feature normalizes the orientation of human body for the relative vectors of the
The fifth feature, Euler angle, is a set of three angle parameters used to determine the rotation position of a point. This kind of relative angle relationships can eliminate the influence of different orientation of human body and different shapes of people. However, this angle feature is too simple, and this description of data is not as comprehensive as the rotation matrix. Our Lie group feature normalizes both different shapes of people and various directions caused by shooting angles. In addition, the feature uses a set of $3 \times 3$ rotation matrices to describe data comprehensively. It can be seen from Table 1 that our feature achieves the best recognition accuracy. Our accuracy is about 96%, which is 2% higher than the Euler angle feature used in work [36]. This proves the validity of the Lie group feature for our task.

2) EVALUATION OF THE SEGMENTATION

We compare our motion segmentation method with other works, including speed threshold [3], rhythm statistics [31] and spatial segmentation [31]. Based on dataset A, segmentation accuracy is the measure. The unit movements in dataset A are manually segmented, and we use the segmentation results as the ground truth. If the segmentation error is less than 0.1 seconds, i.e. 15 frames, we consider that the segmentation is correct. The comparison results are shown in Table 2. From the table, our segmentation method achieves the best segmentation accuracy. The speed threshold and region partition in our method can segment the motion from the aspects of time and space. Therefore, our approach can do well in different kinds of motion, and this is better than the other segmentation methods.

3) EVALUATION OF THE MOVEMENT ANALYSIS

Based on dataset A and dataset B, we compare the average recognition accuracy of unit movements for lower and upper limb respectively. The comparison results are shown in Table 3 and Table 4.

For lower limb, the compared methods include rule-based method [3], template-based method [6], HMM-based method [32] and three CNN- and LSTM-based methods [33]–[35]. The rule-based and template-based methods belong to the traditional ways. The accuracy of two traditional ones is lower than that of our method, which reflects the superiority of neural network LieNet. The HMM-based method uses chain structure model. However, the descriptive ability of the chain is inferior to that of LieNet. So its accuracy is lower than ours. The three CNN- and LSTM-based methods are originally designed for action recognition, which are similar to but different from our work. We applied them to our case for comparison. As shown in Table 3, our method achieves the best results in the average recognition accuracy of unit movements. This indicates that the proposed neural network architecture, LieNet based on Lie group feature, is suitable for the analysis of the unit movement data.

For upper limb, the compared methods include the ones based on Laban space theory [1] and based on SVM [30]. From Table 4, we can see that the proposed method based on extreme-learning machine is about 15% higher than the method based on Laban space theory in the recognition accuracy, which shows that compared with the fixed parameter method, the extreme-learning machine network can learn more comprehensive motion information. Compared with the method of support vector machine, our result is still about 7% higher. The extreme-learning machine is easy to train and suitable for the requirements of real-time computing tasks. Furthermore, the number of upper limb movements is small at present, the extreme-learning machine network fully plays its effectiveness in this task.
4) EVALUATION OF THE GENERATED LABAN SYMBOLS

Based on dataset C, we compare our generated Labanotation scores with those recorded by an expert. Bingyu Luo, a famous Labanotation expert in China, is invited to record the human motion in the dataset. Ms. Luo, the former director of Literary and Engineering Group of the Political Department of the Air Force of the People’s Liberation Army, has nearly 40 years of research experience, and she has translated the book Labanotation [10].

The Labanotation scores recorded by Ms. Luo and the generated ones by our method are shown in Figure 11. In the figure, there are 6 groups of comparison results, including 3 pieces of supporting motion of legs and 3 pieces of non-supporting motion of arms. We take the first and the fourth group as examples. The motion (a) is “walking backward” and there are three Laban symbols. From the bottom up in chronological order, the first symbol represents the unit movement “backward, middle” of left leg; the second symbol shows the unit movement “backward, middle” of right leg; and the third one is the same with the first. The motion (d) is “waving left arm” and there are four Laban symbols. From the bottom up, the first symbol represents the unit movement “left, middle” of left arm posture; the second symbol shows the unit movement “origin, high” of arm posture; the third symbol represents the unit movement “right, middle”; and the fourth one shows the unit movement “origin, low”. From the observation of Figure 11, it can be concluded that the generated Labanotation scores are consistent with those drawn by the expert. In other words, the generated results are correct.

C. SUBJECTIVE EVALUATION

For Labanotation scores, even if two experts record the same human motion, the results may not be exactly the same. In other words, the recording task of Labanotation is partly subjective. Therefore, objective evaluation alone is not enough to comprehensively measure our results. Based on this consideration, we have done two more experiments from the subjective point of view. One is to generate Labanotation for a long-term motion sequence, and then compare the original motion with the generated Laban symbols. The other is to invite a group of graduate students with relevant research experience of Labanotation to evaluate the results of our method.

Firstly, we analyze the generated result for a long-term sequence. The description of this motion capture data is as follows:
1. Dance category: A section of Guzi Yangge, named “Xuanhaiyan”, a traditional Folk Dance in Shandong Province of China.
2. Details of data: Frame rate 150, a total of 6133 frames, BVH format.
3. Capture equipment: OptiTrack motion capture system.
4. Capture place and time: Center for Ethnic and Folk Literature and Art Development of Culture and Tourism of P.R.C., Beijing, China. October 11, 2016.

![Figure 13. Generated Laban symbols with the corresponding original motion.](image)

![Figure 14. Video screenshots of Guzi Yangge that synthesized with video data (three channels) and motion capture data. There are 6 screenshots corresponding to Figure 13, each of which is a live video shot from three different angles on the left and motion capture data of two performers on the right (the upper right corner is the same with Figure 13).](image)

For this section of folk dance, the generated Labanotation score contains 4 pages, as shown in Figure 12. The comparison between the original motion and generated notations is shown in Figure 13. The video screenshots synthesized with video data (three channels) and motion capture data (two performers) is shown in Figure 14. The analysis order of the limbs is as follows: first, analyze the supporting movement of leg, then analyze the arm posture. When analyzing the movement and posture, first say the horizontal direction and then the vertical level, for example: “forward, middle”, “left-forward, high”, “origin, low”, where “forward”, “left-forward” and “origin” represent the horizontal direction, “middle”, “high” and “low” indicate the vertical level. For the name and space division of all Laban symbols, please see Figure 4.

The first motion ① is the initial state. The person is standing on two legs normally, i.e., the horizontal direction is “origin”, and vertical level of gravity center is “middle”. So, the Laban symbols “origin, middle” are applied to indicate the legs. For arm postures, the left one is “left-forward, low” and the other one is “right-forward, low”. Motion ② shows the left leg is towing the gravity center “forward”, and the vertical level of gravity center is “middle”. So, Laban symbol “forward, middle” is used to represent the supporting movement of left leg. At this time, the movement of right leg is accompanied by that of left leg, which does not need to be recorded according to the rules of Labanotation. For arm postures, the left one is “left, high”, and the other is “right, low”. Motion ③ indicates the right leg produces a “forward, middle” shifting of gravity center. For arms, left one is “left-forward, low” and other is “right, middle”. Motion ④ shows right leg produces a “forward, middle” shifting of gravity center. For arms, they are “left-forward, middle” and “right-forward, middle”. Motion ⑤ indicates a jumping. The left leg supports the gravity. Similar to motion ①, “origin, middle” is applied to represent the supporting movement of left leg. Both arms are “origin, high”. Motion ⑥ shows the ending posture. It is similar to the initial one. Two legs are “origin, middle”. Arms are “left-forward, low” and “right-forward, low”. Through the analysis of the original motion from ① to ⑥, it is concluded that the generated notations are consistent with the human motion. Therefore, the generated Labanotation score is basically correct.

Secondly, 9 graduate students with relevant research experience are invited to evaluate and give feedback on the generated Labanotation scores. The students have studied Labanotation from six months to three years. In addition, 8 of them have published papers in this field, and 6 of them have participated in the course of Labanotation offered by Beihang University (formerly Beijing University of Aeronautics and Astronautics).

After using our generation system, each student completes a questionnaire. The questions and answers are shown in the appendix. For question one, watch videos of motion capture data and write down the Labanotation. They can record about 60%-85% of the Laban symbols themselves. In contrast, with the assist of our software, the percentage has risen to 75%-95%. For question two, 8 out of 9 students agree that the software will help with the recording task. This proves that the generation system can provide ideas for recording Labanotation. With the help of our system, most of the students can improve their completion rate and writing efficiency. For question three, the students deem that the accuracy of the generation result for basic human motion is about 87%-95%. Therefore, the generated Labanotation scores can be used as a good reference.

VI. CONCLUSION AND FUTURE WORK
Labanotation, a scientific and logical recording system of human motion, is an effective approach for protecting folk dance. Based on the data obtained from motion capture device, we propose a method of automatically generating Labanotation to record and protect the intangible cultural
heritage of performing arts. First, the Lie group feature is extracted from the motion capture data for robust representation. Second, a segmentation method based on speed threshold and region partition is proposed to segment the long-term motion sequence. In addition, we match the segmentation results with the time units in Labanotation to ensure that the generated symbols are rhythmic. As far as we can see, it is difficult for computer technology researchers to consider the rhythm of Labanotation. Third, for unit movement analysis, we train the neural network LieNet to recognize the supporting movements of lower limbs, and use extreme-learning machine as a multi-class classifier to identify the non-supporting postures of upper limbs. Finally, we obtain the Laban symbols of all unit movements and generate the corresponding Labanotation score for the motion sequence. Experimental results show that our method has a better effect on the feature, motion segmentation and unit movements analysis compared with the previous works. Furthermore, our generated results can be used as a good reference for recording Labanotation scores and reduce the workload of recording personnel.

In the future work, given that there are many symbols used to decorate the details of human motion in Labanotation, we will expand our generation system to add these decorative symbols. After that, the system will be more practical for recording folk dance and contribute to the protection of performing arts for intangible cultural heritage.

APPENDIX

QUESTIONS AND ANSWERS IN THE QUESTIONNAIRE

Question 1: (watch a piece of motion capture data and then record the Labanotation) According to your experience, what is the accuracy of your own record? With the help of our generation system, what is the accuracy?

Answer 1: About 65%-85% (by themselves); About 75%-92% (with the help of the generation system).

Question 2: For the Labanotation recording task, are you willing to choose the generated results as a reference? If so, what is the help?

Answer 2: Among 9 students, 8 are willing to use it. The "help" is summarized as follows: it has auxiliary function, such as providing ideas and shortening the time for recording; in addition, it can provide reference for ambiguous movements.

Question 3: According to your experience, what is the accuracy of the generated Labanotation?

Answer 3: About 87%-95% for basic human motion. For the motion with large amplitude, the generated result is better. In contrast, for the slow rotating motion, the effect is not ideal.
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