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Abstract: Fog computing is becoming popular as a solution to support applications based on geographically distributed sensors that produce huge volumes of data to be processed and filtered with response time constraints. In this scenario, typical of a smart city environment, the traditional cloud paradigm with few powerful data centers located far away from the sources of data becomes inadequate. The fog computing paradigm, which provides a distributed infrastructure of nodes placed close to the data sources, represents a better solution to perform filtering, aggregation, and preprocessing of incoming data streams reducing the experienced latency and increasing the overall scalability. However, many issues still exist regarding the efficient management of a fog computing architecture, such as the distribution of data streams coming from sensors over the fog nodes to minimize the experienced latency. The contribution of this paper is two-fold. First, we present an optimization model for the problem of mapping data streams over fog nodes, considering not only the current load of the fog nodes, but also the communication latency between sensors and fog nodes. Second, to address the complexity of the problem, we present a scalable heuristic based on genetic algorithms. We carried out a set of experiments based on a realistic smart city scenario: the results show how the performance of the proposed heuristic is comparable with the one achieved through the solution of the optimization problem. Then, we carried out a comparison among different genetic evolution strategies and operators that identify the uniform crossover as the best option. Finally, we perform a wide sensitivity analysis to show the stability of the heuristic performance with respect to its main parameters.
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1. Introduction

In the last few years, we have witnessed an ever increasing popularity of sensing applications, characterized by the fact that geographically distributed sensors produce huge amounts of data that are then pushed towards the Internet core where cloud computing data centers are located to be processed. However, this traditional approach may cause excessive delays for those applications and services that require data to be processed with very low and predictable latency, such as those related to systems for smart traffic monitoring, support for autonomous driving, smart grid, or fast mobility applications (i.e., smart connected vehicle or connected rails). Another important observation is that not all the data needs to go to the cloud data centers, but in many cases data could be preprocessed, aggregated, and filtered to store in the network core only a reduced meaningful set of data, thus avoiding unnecessarily stressing the network infrastructure.

The emerging paradigm of fog computing represents a solution that can improve scalability and reduce application latency by extending cloud computing towards the edge of network [1,2]. Although in the traditional cloud architecture (Figure 1a) the data flows are sent directly from the “sensor layer“...
to the data center(s) in the “cloud layer”; in the fog infrastructure (Figure 1b), tasks and services may be moved close to the sources of data to be processed thanks to the presence of an intermediate layer of fog nodes, located at the network edge interposed between the cloud data center(s) and the sources of data. The innovative paradigm of fog computing is promising in addressing the still unsolved issues of cloud computing related to unreliable latency, lack of mobility support, and location-awareness. However, realizing the full potential of fog computing introduces several new challenges [3,4]. Many existing papers focus on balancing the load distribution between fog and cloud resources: among them, we should mention the studies in the works by the authors of [5,6] that tackle the issue of optimizing the allocation of the processing tasks coming from the fog nodes over the cloud infrastructure. To this aim, different solutions are proposed, such as the possibility to rely on horizontal communication among fog nodes to reduce the service delay through load sharing mechanism.

![Figure 1. Cloud and Fog infrastructures.](image)

On the other hand, less attention was received by the lower level connecting the data sources to the fog nodes. In the literature, indeed, many studies rely on the assumption that fog nodes communicate directly with sensors or mobile users through single-hop wireless connections [5] or that a domain of sensor nodes communicate with a specific and application-defined domain of fog nodes [6]. However, the choice of the fog node that receives and processes the data flow originated by a specific sensor may significantly affect the perceived latency and the overall performance of the application. Therefore, we claim that mapping the data flows from the sensors over the available fog nodes for processing and filtering tasks represents a critical issue to guarantee a high QoS in terms of latency and/or response time.

The contribution of this paper is two-fold:

- We present an optimization model for mapping the incoming data flows (sensor workload) over the nodes of the fog layer: the proposed model considers not only the processing time on the fog nodes depending on the local load, but also the latency between sensors and fog nodes due to the communication delay of the geographically distributed infrastructure.
- We propose an heuristic to provide a scalable solution to the problem of mapping sensors over fog nodes that could be applied to large-scale instances. The proposed heuristic is based on Genetic Algorithms (GAs), a method for solving both constrained and unconstrained optimization problems that relies on the natural selection process that drives biological evolution: those kind of algorithms have been previously, and successfully, exploited in the context of cloud computing and Software-as-a-Service placement [7]; but, to the best of our knowledge, it has never applied to fog computing infrastructures.

This paper extends a previous study by the same authors [8], representing a clear step ahead for the following reasons:

- the proposal of a more streamlined model for the optimization problem,
• a in-depth discussion of the genetic algorithm features and of their adaptation to the specific context,
• a new and more significant experimental setup, and
• new experimental results including a broad sensitivity analysis on the main heuristic parameters.

To evaluate the performance of the proposed solution, we consider a realistic smart city scenario as an example of a typical sensing environment where geographically distributed sensors produce data flows that require efficient processing for a wide range of possible applications, such as traffic monitoring and control, support for autonomous driving, and environmental sensing. Experiments were carried out on a geographic testbed representing a fog architecture whose nodes are realistically placed in the streets of a small-sized city (~180,000 inhabitants) in Emilia Romagna, Italy. The experiments show that the proposed heuristic can achieve performance similar to the one of a commercial solver applied to an optimization problem for mapping the data flows over the fog nodes. Then, we compare different genetic evolution strategies and operators to identify the best options (for example, we show how the uniform crossover outperforms other crossover operator or we demonstrate that the tournament selection is a better choice than the roulette selection). Finally, we evaluate the stability of the heuristic performance with respect to parameters, such as the number of generations, the probability of mutation and crossover, and the population size.

The remainder of this paper is organized as follows. Section 2 describes the problem formally and defines the considered optimization model, and Section 3 presents the heuristic algorithms proposed for solving the problem. Section 4 describes the experimental testbed and the results used to prove the viability of our approach. Finally, Section 5 discusses the related work and Section 6, concludes the paper with some final remarks, and outlines open research problems.

2. Problem Definition

This section describes the fog infrastructure and the problem of efficiently mapping the data flows coming from the sensors over the available fog nodes. In the second part of the section, we present the optimization model that formalized the mapping problem.

2.1. Mapping Problem

Our problem concerns the management of data flows in a fog infrastructure such as the one shown in Figure 1b. The infrastructure, which we assume to be deployed in a smart city scenario, is composed of three layers: a sensor layer, which produces data (represented as a set of wireless sensors at the bottom of the figure); a fog layer, which is responsible for a preliminary processing of data from the sensors (second layer in the figure); and a cloud layer, which is the final destination of the data (at the top of the figure). The underlying application logic involves the typical services of a smart city scenario. Sensors collect information about the city status, such as traffic intensity or air quality [9]. Such data should be collected at the level of a Cloud infrastructure to provide value-added services such as traffic or pollution forecast. The proposed fog layer intermediates the communication between the sensors and the cloud to provide scalability and reliability in the smart city services.

In our model, we assume a stationary scenario, where a set of similar sensors, \( S \), are distributed over an area (we consider the sensors to be not moving; although, a different scenario, where mobility is taken into account, can be easily introduced in our model). Furthermore, we assume that sensors are producing data at a steady rate, with a frequency that we denote as \( \lambda_i \) for the generic sensor \( i \) (for a summary of the symbols used in the model, the reader may refer to Table 1). The fog layer comprises a set of nodes \( \mathcal{F} \) that receive data from the sensors and perform operations on them. These operations typically include preprocessing of the data, such as filtering and/or aggregation, or may include some form of analysis to identify anomalies or problems as fast as possible. The refined data samples from the fog nodes are then sent to a cloud platform where additional analysis is carried out and where all the information is stored. These additional analysis tasks are typically highly expensive from a computational point of view.
As the problem concerning the management of large cloud data centers has been widely addressed in the literature [10,11], we do not consider the inner details of the cloud layer in our problem modeling, such as the computation time at the level of the cloud data center. Similarly, we do not consider the network-based latency due to the communication between the fog nodes and the cloud data center, as we assume this latency to be the same for all fog nodes and hence having no impact on the optimum mapping solution. Instead, we focus our attention to the problem of coordinating the communication of the elements in the sensor layer with the nodes in the fog layer. Specifically, we want to guarantee a high QoS, in terms of fast response. To this aim, we model the response time according to a queuing theory-based formulation, considering that the response time has two major contributions that should be taken into account:

- Network-based latency due to the communication between the sensor and the fog nodes. We denote this value as $\delta_{i,j}$, where $i$ is a sensor and $j$ is a fog node.
- Computation time on the fog node. According to queuing theory, this time depends on the computation cost of the request (we denote as $1/\mu_j$ the time to process a packet of data from a sensor on fog node $j$, relying on the typical queuing theory notation) and on the rate, $\lambda_j$, of the jobs incoming at fog node $j$, where the value of $\lambda_j$ is the sum of all the outgoing data rates, $\lambda_i$, of all the sensors, $i$, that are communicating with the fog node $j$.

For the sake of clarity we summarize the symbols used throughout the paper in Table 1.

### Table 1. Notation.

| Symbol | Meaning/Role |
|--------|--------------|
| $x_{i,j}$ | Sending data flow from sensor $i$ to fog node $j$ |
| $S$ | Set of sensors |
| $F$ | Set of Fog nodes |
| $\lambda_i$ | Outgoing data rate from sensor $i$ |
| $\lambda_j$ | Incoming data rate at fog node $j$ |
| $1/\mu_j$ | Processing time at fog node $j$ |
| $\delta_{i,j}$ | Communication latency between sensor $i$ to fog node $j$ |
| $i$ | Index of a sensor |
| $j$ | Index of a fog node |

2.2. Optimization Model

The main problem in the considered fog scenario is how to map on the fog nodes the data flows coming from the sensors. To this aim, we define an optimization problem where we use as the main decision variable a matrix of Boolean flags, $x_{i,j}$. In our model, $x_{i,j} = 1$ if and only if sensor $i$ is sending data to fog node $j$; otherwise, $x_{i,j} = 0$. As the function of fog nodes is to preprocess the incoming data performing filtering and aggregation, we consider that all the data of a sensor must be sent to the same fog node and cannot be distributed across the fog layer.

Again, the reader may refer to Table 1 for a summary of the parameters used in our model.

The optimization model to address the previously-described problem can be formalized as follows, with an approach similar to the problem of allocating requests over a distributed infrastructure, such as VMs on a cloud [10,12,13]. In particular, we introduce a matrix of Boolean decision variables $X = \{x_{i,j}\}$ that is used to define the objective function and the constraints as follows,

$$\min_{X} \text{obj}(X) = \sum_{i \in S} \sum_{j \in F} x_{i,j} \cdot \left( \frac{1}{\mu_j - \lambda_j} + \delta_{i,j} \right)$$ (1)
subject to
\[
\lambda_j = \sum_{i \in S} x_{ij} \cdot \lambda_i, \quad \forall j \in F, \tag{2}
\]
\[
\sum_{j \in F} x_{ij} = 1, \quad \forall i \in S, \tag{3}
\]
\[
\lambda_j < \mu_j, \quad \forall j \in F, \tag{4}
\]
\[
x_{ij} \in \{0, 1\}, \quad \forall i \in S, j \in F, \tag{5}
\]

In the problem formalization, objective function (1) aims to reduce the total (and hence the average) latency and processing time from every sensor to the fog computing nodes. The expression of response time used for our objective function is consistent with other studies in literature focusing on distributed cloud infrastructures [14]. Specifically, the average processing time is derived from Little’s result applied to a M/G/1 model and considers just the average arrival frequency \(\lambda_j\) and the processing rate \(\mu_j\) of each fog node \(j\). This definition of the response time has been widely adopted in literature, for example in [14]. The second part of the objective function, that is, the latency contribution, effectively captures the communication delay of a geographically distributed infrastructure using the latency \(\delta_{i,j}\).

Together with the objective function, we have a set of constraints. Equation (2) defines the incoming load, \(\lambda_j\), on each fog node, \(j\). Constraint (3) means that for every sensor, \(i\), we direct its output to one and only one fog node. Constraint (4) guarantees that, for every fog node \(j\), we avoid a congestion situation, where the incoming load \(\lambda_j\) exceeds the processing capability \(\mu_j\) of that node. Finally, constraint (5) defines the Boolean nature of the decision variables \(x_{i,j}\).

3. Heuristic Algorithm

The optimization problem defined in the previous section aims to map sensors over fog nodes. This model can be processed using commercial solvers, like CPLEX or KNITRO [15], that have been successfully used in similar problems [16]. However, in this paper, we explore the opportunity to develop a specific heuristic to tackle the problem.

When considering heuristic algorithms, multiple options are available. Greedy heuristics tend to be quite fast, but their performance may depend heavily on the inherent nature of the problem due to the risk, common to several gradient descent methods, of being stuck in local minima. With respect to this problem, the combination of a nonlinear objective function and a feasibility domain that is not guarantee to be convex may hinder the application of greedy solutions. On the other hand, the dimensionality of the problem with potentially many fog nodes and many sensors, may reduce the performance of the branch and bound approaches, which have a large decision variable space to explore. Since our goal is to provide a general and flexible approach to tackle this problem, we focus on meta-heuristics that should be more able to adapt to a wide and heterogeneous set of problems [17]. We focus on evolutionary programming (and in particular on genetic algorithms (GAs)) because this class of heuristics has already provided good results in problems with similar characteristics, such as the allocation of VMs on a cloud infrastructure [7].

3.1. Genetic Algorithms Overview

We now provide an overview of the use of genetic algorithms (GAs) to solve an optimization problem. When using GAs, we consider a population of individuals. Each individual encodes a solution of a problem as a “chromosome”: for example, a generic individual \(k\) will be represented as a its chromosome \(C^k\). In turn, the chromosome \(C^k\) is a sequence of a fixed number “genes”, that is, \(C^k = \{c_i^k\}\), and each gene represents a parameter that characterize the solution for that individual.
The algorithm is initialized with a randomly generated population of individuals. To each individual is applied a fitness function, that is, the objective function of the optimization problem. Therefore, to each individual we assign a fitness score that is the value of the objective function for that solution of the optimization problem. The population of individuals evolves through a defined number of generations, where the overall fitness of the population is increased using the following operators:

- Selection decides if an individual is passed from the \( K^{th} \) generation to the \( (K + 1)^{th} \). Selection typically uses the fitness score of each individual with the goal to discard unfit individuals. The typical approach in this case is to apply the fitness function to every individual (including new individuals generated through mutation and crossover) and to consider a probability of being selected for the next generation that depends on the fitness value.
- Mutation is a (random) change in single gene or in a group of genes. In GAs, mutation plays the role of adding new genetic material with the main goal to explore new areas of the solution space.
- Crossover is a merge of two individuals by exchanging part of their chromosomes. The main role of crossover in GAs is to allow successful genes in the parent solutions to spread throughout the population.

These operators are combined to create an evolutionary strategy. In our analysis, we consider the following two evolutionary strategies.

- Simple strategy is a strategy, described in the work by the authors of [18], that, at every generation, samples the previous generation population using the selection operator. In doing so, the fittest individuals (that are more likely to be picked by the selection operator) are replicated, whereas the least fit individuals are left out of the new generation. Next, the mutation and crossover operators are applied to the new population, where each individual can be mutated or can undergo crossover with a given probability (defined as \( P_{mut} \) and \( P_{cx} \), respectively). Mutated individuals replace the originals, and the offspring replace the parent individuals.
- Mu Plus Lambda strategy \((\mu + \lambda)\) is another popular approach in evolutionary programming [18]. In this case, we apply the mutation and crossover operation to the previous generation population in order to create a set of offspring with a size of \( \lambda \) individuals. Next, the selection operator is invoked on the original population plus the offspring, with the aim to select \( \mu \) individual for the next generation population (\( \mu \) is selected to maintain the population stable over the generations). It is worth to note that the symbols \( \mu \) and \( \lambda \) for the selection strategy are unrelated to the parameters with the same name introduced in the model of Section 2. We preserve this notation, to match the definition of evolutionary strategies, as described in the works by the authors of [18,19].

### 3.2. Selection Operator

The selection operator is used together with the evolutionary strategy to define how individuals are passed from a generation to the next. The selection operation is called multiple times on a pool of individuals (typically from the older generation) and returns one individual for each invocation that will be passed in the current generation. In our analysis, we focus on two selection operators:

- Tournament selection is a selection operator, where for each individual to return, the operator picks randomly \( N \) elements in the population and returns the fittest one among them.
- Roulette selection is an operator that selects, for each individual to return, a chromosome from the population with a probability that is proportional to its fitness score.

### 3.3. Mutation Operator

The mutation operator is called on each individual within the population with a probability that we call \( P_{mut} \). Mutation alters one or more genes of the selected chromosome. Multiple mutation operators can be implemented. In our study, we consider two types of mutation operators:
• Shuffle mutation is a mutation where the mutated individual takes the genes of original chromosome applying a permutation to them. An example of shuffle mutation is shown in the upper part of Figure 2, where the genes that are involved in the mutation are marked with a darker color and arrows are used to show the genes permutation.

• Uniform Integer mutation is a mutation operator in which one or more genes are modified. The value of the affected genes is replaced using a uniform random distribution. In Figure 2, this mutation operator is shown in the lower part of the image, and the affected gene is marked with a darker color.

![Figure 2. Examples of mutation operators.](image)

3.4. Crossover Operator

The crossover operation takes two individuals and then mates them to create two new individuals (offspring) that inherit their genes form the two parents. In the sensitivity analyses in Section 4, we will refer to the probability of selecting an individual for a crossover operation as $p_{cx}$. There are several possible crossover operators. In our analysis, we consider the following options.

• Uniform crossover is the crossover operator where the offspring will inherit each gene from a randomly selected parent. In Figure 3, the Uniform crossover operation is shown in the leftmost of the image. Each of the parents is characterized with a color. The offspring inherits each gene from one of the parents, and the parents from which the gene is inherited is marked with the same color of the parent.

• One-Point Crossover is characterized by a splitting point in the chromosome is randomly selected. The two resulting sections of the chromosome (from beginning to the spitting point and from the splitting point to the end) are then inherited from the parents as shown in the center part of Figure 3.

• Two-Point Crossover is similar to the One Point version, but we have two splitting points, as shown in the rightmost part of Figure 3.

• Uniform Partially Matched crossover (UPMX) is a variant of the Uniform crossover operator proposed in the work by the authors of [20] that considers the possible presence of identical genetic material between the parents.
3.5. GA-Based Problem Model

We now discuss how the GA-based model of the problem can be derived from the optimization model described in Section 2.

The fist critical choice is how to encode a solution in a chromosome. To this aim, we describe a chromosome as a sequence of $S$ genes, with $S = |S|$ being number of sensors. The generic $i^{th}$ gene, $c_i$, is represented as an integer number from 1 to $F$ (with $F = |F|$ being the number of fog nodes in our infrastructure) and captures the information on which fog node will receive the output of that sensor. The chromosomes contain the information of the decision variable $x_{ij}$ in the problem defined in the work by the authors of Section 2. Specifically, we can define the generic $i^{th}$ gene as $c_i = \{j : x_{ij} = 1\}$. As only one fog node will receive data from sensor $i$, due to constraint (3) in the optimization model, we can map each possible solution of the optimization problem in Section 2 into a chromosome, with no conflicts or ambiguities.

The second critical problem is the definition of the fitness function for the evaluation of the chromosomes. This design choice is straightforward because, due to the mapping between chromosomes and optimization problem solutions, we can simply adapt the objective function (1) to the GA-based model and use this function for the evaluation of individuals.

Finally, we must take into account the constraints of the optimization problem. Constraints (3) and (5) are automatically satisfied by our encoding of the chromosomes. We need to implement also constraint (4) concerning the fog node overload. We chose not to embed directly the notion of unacceptable solution in a genetic algorithm, as it may hinder the ability of the heuristic to converge towards a solution. Instead, we added this constraint into the fitness function, so that an individual that contains a solution with one or more overloaded fog nodes is characterized by a high penalty and is, therefore, likely to exit the genetic pool in few generations. To define the value of the penalty, we refer to the model used in the problem definition. In particular, for most solvers the constraint (4) must be reformulated using a lesser-or-equal relationship, rather than a lesser-to relationship. Therefore, constraint (4) becomes $\lambda_j \leq \mu_j - \varepsilon$, with $\varepsilon = 10^{-5}$. We also leverage this alternative formulation for the GA-based model, forcing the penalty in such a way that if there is overload, the processing time contribution to the objective function becomes equal to $1/\varepsilon$.

4. Experimental Results

We now present the main findings of our research. We start by introducing the reference scenario of our experiments. Next, we compare the ability to achieve an optimal solution of the GA-based approach with the AMPL-based [21] model solved using KNITRO [15]. In the remainder of the paper, we discuss the sensibility of the GA-based heuristic with respect its main parameters: the number of generations, the evolutionary strategies and operators, the probability of mutation and crossover, and the population size.
4.1. Experimental Testbed

To evaluate the viability of our proposal, we consider a fog scenario characterized by (1) a significant number of sensors; (2) a set of fog nodes, with limited computational power that aggregate and filter the data from the sensors; and (3) a cloud data center that collects the information processed by the fog nodes. Our testbed scenario is based on a smart city whose topology is based on a real Italian city (Modena) with a population in the order of 180,000 inhabitants.

Our reference use case is a traffic monitoring application. The sensors, fog nodes, and cloud data center are shown in Figure 4 to represent the smart city scenario. To gather data concerning traffic-related measures, such as the number of cars passing in each street (with their speed), we place wireless sensors on the main streets of the city. To model the application, we referred to the Trafair Project [9], currently involving the city of Modena considered for the topology model.

![Figure 4. Smart city scenario.](image)

The sensor map in Figure 4 is created starting from the georeferenced list of the streets of the cities characterized by higher volumes of traffic: we assume to have one sensor for each one of these streets. Furthermore, we selected a group of six buildings that host offices of the municipality and are interconnected with a high speed metropolitan area network: each one of these buildings is assumed to host a fog node. The final scenario is composed of a 89 sensors and six fog nodes. The interconnection between fog nodes and sensors is characterized by a delay that we model using the euclidean distance between the nodes. The average delay is in the order of 10 ms, which is consistent with a geographic network. Finally, we assume to have only one cloud data center, which is located where the Modena municipality data center actually is, and is connected to the fog nodes through low latency links not considered in the optimization model.

Concerning the traffic model, we describe each scenario based on two metrics. The first metric is the average load of the system, \( \rho \), and the other parameter, \( \delta \mu \), represents the ratio between the average network delay (\( \delta \)) and the average service time (\( 1/\mu \)). Specifically, we define the two parameters as

\[
\rho = \frac{\sum_{i \in S} \lambda_i}{\sum_{j \in F} H_j}
\]

\[
\delta \mu = \frac{\sum_{i \in S} \sum_{j \in F} \delta_{i,j} \cdot \sum_{j \in F} H_j}{|F||S| - \sum_{j \in F} H_j}
\]
In our experiments, we consider several scenarios, corresponding to different combinations of these parameters, to analyze the performance of the GA-based solution for the sensor mapping problem. For example, a scenario where $\rho = 0.8$ and $\delta \mu = 0.01$ (corresponding to the bottom right corner of Figure 5) represents a case where the network delay is much lower than the average job service time, and the processing demand on the system is high. This means that the scenario is CPU-bound because managing the computational requests is likely to be the main driver to optimize the objective function. On the other hand, a scenario where $\rho = 0.2$ and $\delta \mu = 1$ (top left corner of Figure 5) is a scenario characterized by a low workload intensity and a network delay comparable with service time of a job, where it becomes important to optimize also the network contribution to the objective function. Throughout our experiments, we first consider the implementation of the model discussed in Section 2, using the AMPL language [21] and KNITRO [15] as the solver. Due to the nature of the problem, we were not able to let the solver run until the convergence. Instead, we placed a walltime limit of 120 minutes, with a 16-core CPU and 16 concurrent threads. We compare the results of this solver with the GA-based implementation, that uses the Distributed Evolutionary Algorithms in Python (DEAP) framework [19]. Using the same framework, we also evaluate and compare several evolutionary strategies and operators, as described in Section 3.

![Figure 5. Performance comparison: $\epsilon$ [%].](image)

When evaluating the GA-based approach, we ran the experiments 100 times and reported the main performance metrics in the form of average value and confidence interval. In particular, for the confidence interval, we consider a span of $\pm 2\sigma$, where $\sigma$ is the standard deviation that accounts for $\approx 95\%$ of the samples. The genetic algorithm considers the default parameters shown in Table 2, which were selected after some preliminary experiments. Furthermore, when considering the convergence speed, we consider as the convergence criteria the case of a fitness value within 1\% of the optimum value obtained using the AMPL solver.
Table 2. Default genetic algorithm (GA) parameters.

| Parameter       | Value                              |
|-----------------|------------------------------------|
| Strategy        | Simple strategy                    |
| Selection       | Tournament selection               |
| Mutation        | Uniform Integer mutation           |
| Crossover       | Uniform crossover                  |
| Population size | 200                                |
| Generations     | 300                                |
| $P_{mut}$       | 0.8%                               |
| $P_{cx}$        | 0.8%                               |

4.2. Comparison of Solver and GA-Based Approaches

The first analysis of our research compares the difference between the solution found by the genetic algorithm and the one obtained by the KNITRO solver. To this aim, we introduce as the main performance metric the discrepancy $\epsilon$ defined as follows,

$$\epsilon = \frac{Opt_S - Opt_{GA}}{Opt_S}$$ (8)

where $Opt_S$ is the value of the objective function for the best solution found by the solver and $Opt_{GA}$ is the value based on the best solution found using the genetic algorithm. Note that the run with KNITRO is not guaranteed to reach optimality because we stop the solver after a given amount of time. Therefore, in some cases, the genetic algorithm may outperform the solver, resulting in $\epsilon < 0$, as we will see in the results.

Figure 5 shows as a heatmap the value of $\epsilon$ for $\rho$ ranging from 0.2 to 0.8 and $\delta \mu$ ranging from 0.01 to 1. In the color-coded representation of $\epsilon$, blue hues refer to a better performance of the genetic algorithm, while red hues correspond to better performance of the solver. From this comparison, we observe that the performance of the two approaches are similar; the genetic algorithm provides slightly better performance in some cases (e.g., for $\rho = 0.8$, $\delta \mu = 0.03$ we have $\epsilon = -3.3\%$) and the solver prevailing in other cases (for $\rho = 0.8$, $\delta \mu = 0.01$ we have $\epsilon = 3.8\%$). Note that most differences occur for $\rho = 0.8$, that is, when the risk of overloading the fog nodes is higher and the value of the objective function is highly variant with respect to the considered solution.

Using this heatmap, we select two relevant cases that will be used throughout the remainder of the paper, to analyze the stability of the genetic algorithm behavior: we consider an intermediate value for the load ($\rho = 0.5$); whereas, for the delay impact, we consider three scenarios in the range of $\delta \mu = 0.01$ to $\delta \mu = 1$ to fully explore the variations in problem properties from the solver point of view.

4.3. Convergence Analysis of GAs

The second critical analysis concerns the impact of the number of generations on the performance of the genetic algorithm. We carry out this analysis for the two previously presented two scenarios, that is, $\rho = 0.5$, $\delta \mu = 0.01$ and $\rho = 0.5$, $\delta \mu = 1$.

In this, and the subsequent, evaluation, we consider the previously introduced discrepancy between the GAs and the solver ($\epsilon$). The value of $\epsilon$ is measured at every generation for the GA (compared with the final output of the solver). This allows us to evaluate if the population is converging over the generations to an optimum.

Figure 6 presents the results of this analysis. Specifically, we consider the evolution of $\epsilon$ for the considered scenarios through 300 generations of the genetic algorithm. The graph shows also an horizontal line at the value of 1%: we consider that the genetic algorithm has reached convergence when $\epsilon \leq 1\%$, and we consider the generation when this condition is verified as a metric to measure of how fast the algorithm can find a suitable solution. Note that, given the generally low value of $\epsilon$, this convergence criteria returns values quite similar to the more common formulation where
convergence is defined on the basis of being close (i.e., within 1%) to the best result achieved with the genetic algorithm itself.

Figure 6. Convergence analysis.

Comparing the three curves, we observe two highly different behaviors. On one hand, for the curve characterized by $\delta \mu = 1$ (curve marked with filled triangles in Figure 6), we observe a clear descending trend. At the opposite end of the behavior spectrum, the curve for $\delta \mu = 0.01$ (curve marked with filled squares), is characterized by a value of $\epsilon$ that is very low right from the first generation and remains stable over the generations. The third curve ($\delta \mu = 0.1$, marked with filled circles) is similar to the case with $\delta \mu = 0.01$, even if a small descending trend can be observed in the first generations. The reason for this behavior can be explained considering the nature of the problem, where the objective function depends on two main contributions: the processing time (that depends mainly on the ability of the algorithm to distribute fairly the sensors among the fog nodes) and the network latency, that depends on the ability of the algorithm to map the sensors on the closest fog node. When $\delta \mu = 0.1$ and $\delta \mu = 0.01$, the impact of the second contribution is reduced by one or two orders of magnitude compared to the case $\delta \mu = 1$. Therefore, any solution that provides a good level of load sharing will be close to the optimum. As the genetic algorithm initializes the chromosomes with a random solution (with a uniform probability distribution), it may have one or more individuals from the first generation that provide very good performance. Further evolution of the population provides limited benefit (due to the reduced weight of the network latency component) in explaining the stable values of $\epsilon$ over the generations. The case when $\delta \mu = 1$ is remarkably different as the two contributions to the objective function have a comparable impact. Therefore, the genetic algorithm must evolve through the generations to explore a large space of solutions to find good individuals letting the population evolve.

4.4. Comparison of Evolutionary Strategies and Operators

We now discuss how the considered evolutionary strategies and operators affect the performance of the genetic algorithm. In these analyses, we will consider two main metrics: the best value of $\epsilon$ over the generations introduced in Section 4.2 (we recall that we run the algorithm for 300 generations), and the number of generations required to reach convergence, introduced in Section 4.3. For each of the
two metrics, we record the average value over the 100 repetitions of the experiments and a confidence interval that accounts for ~95% of the results.

Table 3 shows the value of the considered metrics as a function of different evolutionary strategies, selection operators, mutation operators, and crossover operators. Each of these options has been introduced and described in Section 3.

**Table 3. Evolutionary strategies.**

| Strategy or Operator | $\rho = 0.5, \delta \mu = 0.01$ | $\epsilon$ [%] | # Gen. | $\rho = 0.5, \delta \mu = 0.1$ | $\epsilon$ [%] | # Gen. | $\rho = 0.5, \delta \mu = 1.0$ | $\epsilon$ [%] | # Gen. |
|----------------------|---------------------------------|----------------|--------|---------------------------------|----------------|--------|---------------------------------|----------------|--------|
| **Evolutionary Strategies** |                                 |                |        |                                 |                |        |                                 |                |        |
| Simple               | $-0.20 \pm 0.01$                | 0.00 ± 0.00    | 0.53 ± 0.07 | 0.00 ± 0.00                | 0.54 ± 0.15    | 23.43 ± 3.82 |                                 |                |        |
| $\mu + \lambda$      | $-0.27 \pm 0.01$                | 0.00 ± 0.00    | 0.02 ± 0.05 | 0.00 ± 0.00                | 0.65 ± 0.17    | 21.36 ± 3.68 |                                 |                |        |
| Tournament           | $-0.21 \pm 0.01$                | 0.00 ± 0.00    | 0.52 ± 0.08 | 0.00 ± 0.00                | 0.54 ± 0.13    | 23.85 ± 3.69 |                                 |                |        |
| Roulette             | $0.23 \pm 0.27$                 | 0.00 ± 0.00    | 1.54 ± 0.26 | 0.00 ± 0.00                | 11.25 ± 0.56   | 300.00 ± 0.00 |                                 |                |        |
| **Selection Operators** |                                 |                |        |                                 |                |        |                                 |                |        |
| Shuffle              | $-0.23 \pm 0.01$                | 0.00 ± 0.00    | 0.48 ± 0.04 | 0.00 ± 0.00                | 1.92 ± 0.29    | 30.29 ± 5.79 |                                 |                |        |
| Uniform Int          | $-0.21 \pm 0.01$                | 0.00 ± 0.00    | 0.53 ± 0.08 | 0.00 ± 0.00                | 0.54 ± 0.15    | 22.82 ± 3.66 |                                 |                |        |
| **Mutation Operators** |                                 |                |        |                                 |                |        |                                 |                |        |
| Uniform              | $-0.20 \pm 0.01$                | 0.00 ± 0.00    | 0.52 ± 0.07 | 0.00 ± 0.00                | 0.53 ± 0.13    | 24.21 ± 3.48 |                                 |                |        |
| One Point            | $-0.24 \pm 0.01$                | 0.00 ± 0.00    | 0.28 ± 0.08 | 0.00 ± 0.00                | 0.81 ± 0.19    | 27.50 ± 4.26 |                                 |                |        |
| Two Points           | $-0.23 \pm 0.01$                | 0.00 ± 0.00    | 0.34 ± 0.07 | 0.00 ± 0.00                | 0.78 ± 0.17    | 26.27 ± 4.10 |                                 |                |        |
| UPMX                 | $-0.27 \pm 0.01$                | 0.00 ± 0.00    | 0.11 ± 0.07 | 0.00 ± 0.00                | 1.07 ± 0.22    | 27.38 ± 4.28 |                                 |                |        |

A first result from the values in the table is the confirmation of the main difference between the considered scenarios. When $\delta \mu = 0.01$ and $\delta \mu = 0.1$, the convergence occurs after just a few generations (typically right in the initial population) because the balancing part of the solution is reached easily; whereas, the network part, which receives the most benefit from population evolution, plays a minor role in the objective function. As a consequence, the impact of most considered options (that drive the evolution of the population) is reduced. On the other hand, the scenario with $\delta \mu = 1$ provides a more significant comparison of the alternatives. Also note that the best solution may depend on the scenario, as the inner nature of the problem may change as the balance in the contributions to the objective function shifts.

Starting from the evolutionary strategies, we observe that both the simple strategy and the $\mu + \lambda$ alternative provide similar results, both in terms of objective function value and in terms of convergence. However, due to the additional complexity of the $\mu + \lambda$ strategy (that adds additional parameters to the algorithm), we consider the more straightforward simple strategy as the best option.

Switching to the selection operators, we observe a major difference in the performance of the two alternatives (roulette and tournament selection). In the considered problem, the roulette selection tends to keep over the generations also unfit individuals, rather than purging them from the genetic pool. This hinders the convergence, as shown by the results of our experiments where the roulette selection is outperformed by the alternative in every considered scenario both in terms of $\epsilon$ and in terms of number of generations for convergence. Indeed, the roulette selection provides a good behavior when there is a difference that spans order of magnitude in the objective function, which is unlikely to occur in this type of problem. The tournament operator, instead, provides a good ability in filtering individuals from a generation to the next, guaranteeing lower values of $\epsilon$ (we recall that the best value of $\epsilon$ is computed over the span of 300 generations; so, even if convergence occurs in the initial population, we may experience a positive impact of the strategy on the final value of $\epsilon$).

If we consider mutation operators, we observe another effect of the changes in the problem nature with the different scenarios. For $\delta \mu = 0.01$ and $\delta \mu = 0.1$, the Shuffle operator is better, because it
preserves the most important characteristics that is the load balancing. However, this behavior has a negative impact in the $\delta \mu = 1$ scenario as it hinders a more free exploration of the solution space. On the other hand, a uniform mutation operator provides better performance for the $\delta \mu = 1$ scenario, but at the expense of a less effective search for the optimum when $\delta \mu = 0.01$ or $\delta \mu = 0.1$.

Finally, we compare the four crossover operators. The basic performance of these operators are quite similar, with a limited difference in both $\epsilon$ and in the number of generations to reach convergence. We also observe the opposite behavior between the scenarios where the load balancing is more important than the search for the closest fog nodes ($\delta \mu = 0.01$ and $\delta \mu = 0.1$) compared to the opposite case, where distance reduction through optimized topology plays an important role in performance ($\delta \mu = 1$). However, due to the reduced impact of this parameter, we consider as the best option the uniform crossover, due to its fast and simple implementation and due to its stable performance over the different scenarios.

4.5. Sensitivity to Population Size

As an additional analysis we evaluate how the population size affects the performance of the genetic algorithm. To this aim, we change the population size from 50 to 500 individuals and we measure the difference in the objective function $\epsilon$, the generations required to reach convergence and the execution time considered as the time elapsed until the algorithm reaches the convergence criteria (the main results are shown in Figure 7). Each metric also shows the confidence intervals, represented with error bars in the graphs of Figure 7.

The first significant result, shown in Figure 7a, comes from the evolution of $\epsilon$ with the population size: in this case, we show that for the more challenging scenario $\delta \mu = 1$, increasing the population has a positive impact as it helps reducing the best value of $\epsilon$ reached. On the other hand, the other scenarios, $\delta \mu = 0.01$ and $\delta \mu = 0.1$, show that the impact of the population size is less evident, as the exploration of the solution space improving the existing solutions has a limited effect. In a similar way, the behavior of the other main metric, that is the number of generations to reach convergence, remains stable for the scenarios $\delta \mu = 0.01$ and $\delta \mu = 0.1$, while drops with the population when $\delta \mu = 1$, due to the more efficient exploration of the solution space when the population is higher.

Another interesting result, shown in Figure 7c, concerns the time to execute the genetic algorithm until convergence is reached (as the result of this experiment provides values spanning over multiple orders of magnitude, we use a logarithmic scale for the y axis). We observe that for $\delta \mu = 0.01$ and $\delta \mu = 0.1$, the time to reach convergence grows linearly (the logarithmic scale results in a curve that is not a straight line) and corresponds with the setup time of the algorithm, as convergence is reached in the first generation, as shown in Figure 7b. For the case where $\delta \mu = 1$, the number of generations to convergence decreases with the population size. However, this effect is not enough to compensate the higher computation time needed to handle a larger population, resulting in a curve that is monotonically increasing with the population size, even if the growing rate is less evident in the first part of the graph (i.e., for populations of 200 individuals or less) compared with the other curves.
4.6. Sensitivity to Mutation and Crossover Probability

As a final analysis, we consider the sensitivity of the genetic algorithm to the two probabilities that define the evolution of the population, that is, the mutation probability $P_{\text{mut}}$ and the crossover probability $P_{\text{cx}}$.

Concerning the mutation probability, Figure 8 shows how this parameter affects the ability of the algorithm to reach a value close to the solver-based output through the $\epsilon$ metric (Figure 8a) and how many generations it takes to converge (Figure 8b). We recall that, as the scenarios $\delta \mu = 0.01$ and $\delta \mu = 0.1$ achieve a value of $\epsilon < 1\%$ in the first generation, the number of generations to reach convergence is not meaningful in these cases. Focusing on the $\epsilon$ metric, we observe for the scenarios a U-shaped curve that is more evident as $\delta \mu$ increases. In this curve both low values ($P_{\text{mut}} \leq 0.2\%$) and high values ($P_{\text{mut}} \geq 0.9\%$) result in poor performance while values in the range $0.4\% \leq P_{\text{mut}} \leq 0.8\%$ result in low values of $\epsilon$.

This behavior is explained considering the two-fold impact of mutations. On one hand, a low value of $P_{\text{mut}}$ hinders the ability to explore the solutions space by creating variations in the genetic material. On the other hand, an higher mutation rate may simply reduce the ability of the algorithm to converge, because the population keeps changing too rapidly and good genes cannot be passed through the generations. The low values of $P_{\text{mut}}$ has an interesting effect on the convergence curve for $\delta \mu = 1$ in Figure 8b: low mutation rates result in a poor ability to explore the solution space, with a high variance in the number of generations to reach convergence; this value depends significantly on the initial population setup.

The analysis shown in Figure 9 evaluates the impact of the probability of selecting an individual for a crossover operation $P_{\text{cx}}$. Again, both $\epsilon$ (Figure 9a) and the generations reach convergence (Figure 9b) as a function of this parameter. As we change the probability over a large range of values (from $0.1\%$ to $20\%$), we use a logarithmic scale for the x-axis. From the analysis, we observe that also crossover probability has a major impact on the performance of the genetic algorithm, but this parameter has a different effect on the algorithm depending on the considered scenario. For $\delta \mu = 1$, low values of $P_{\text{cx}}$ reduce the ability of the algorithm to converge rapidly; where, for higher values (that is $P_{\text{cx}} \geq 0.8\%$), this behavior does not occur. The reason for this is that a low crossover probability hinders the distribution of good genes in the population, thus slowing down the improvement of the population. For $\delta \mu = 0.01$ and $\delta \mu = 0.1$, the effect is opposite because for the exploration of the solution space, mutation is more important than crossover and a high crossover rate interferes with the mutation operator (when crossover is applied mutation does not occur) hindering its action.
5. Related Work

The explosive growth in the generation of data and the need for their processing to provide innovative services and applications has recently led researchers to focus on fog computing solutions to complement the cloud systems capabilities. Constantly exchanging localized data from and to the remote cloud, indeed, tends to be inefficient under different points of view, thus motivating fog computing to partially process workload and data locally on fog nodes [3,5,22,23].

A survey discussing representative application scenarios and identifying various issues related to design and implementation of fog computing systems can be found in the work by the authors of [3], where the work by the authors of [23] provides an overview of the core issues, challenges, and future research directions in fog-enabled orchestration for IoT services, focusing on smart cities as main motivating example of the research. Also our study considers the smart cities as a meaningful scenario where large amount of sensors and smart devices produce a huge volume of data on a geographically distributed area. Specifically, we focus on the specific issue of distributing the incoming workload over the fog nodes to minimize communication latency while avoiding overload.

Some existing studies focus on the issue of allocating the processing tasks coming from the fog nodes to the cloud nodes to optimize performance and reduce latency. Among these studies, Deng et al. [5] explore the trade-off between power consumption and transmission delay in the fog-cloud computing system, formulating an optimization of the allocation problem among fog and cloud nodes. The study by the authors of [6] explicitly focuses on the issue of minimizing the service delay in IoT-fog-cloud application scenarios, proposing a delay-minimizing policy for fog nodes: in contrast to other proposals in literature, the proposed policy employs fog-to-fog communication to reduce the service delay by sharing load. Similarly, in the work by the authors of [24], an offloading mechanism is proposed where a fog-to-fog collaboration based on the FRAMES load balancing scheme aims to reduce the overall latency experienced by the services. Note that these studies do not consider the issue of mapping data sources on the fog nodes: the fog nodes directly communicate with the mobile users through single-hop wireless connections using the off-the-shelf wireless interfaces (e.g., WiFi, Bluetooth, LR-WPANs, etc.) or the considered scenario envisions a domain of IoT nodes (in a factory, for instance) that communicate with a domain of fog nodes, associated with the specific domain application(s). On the other hand, our study focuses on the issue of optimizing the mapping of the workload coming from data sources over the fog nodes.

Few studies assume a flexible mapping of data sources over the fog nodes. The study by the authors of [25] proposes a framework to design services for smart building-based on edge and fog computing paradigms, where the IoT sensors communicate data through the MQTT protocol: this study assumes a potential flexible mapping for design purposes but does not propose any specific (optimized) solution to address this issue. The authors of [26,27] propose a coordination scheme between cloud and fog nodes applied to a healthcare-driven IoT application and to a real-time streaming application,
respectively. In these studies, the data sources can choose to connect to the fog node or directly to the cloud data center according to specific conditions. However, in our solution the sensors always send data to an intermediate fog node to be selected within the fog layer to optimize the service performance.

Among the studies focusing on fog computing applied to the same context of our paper, in the work by the authors of [22], a hierarchical 4-layer fog computing architecture is proposed for big data analysis in smart cities. The layered fog computing network exploits the natural characteristic of geodistribution in big data generated by massive sensors, performing latency-sensitive applications and providing quick control loop to ensure the safety of critical infrastructure components. In this paper, the mapping between fog nodes and sensors is fixed: each fog node is connected to and responsible for a local group of sensors that cover a neighborhood or a small community.

The authors of [28] consider Data Stream Processing (DSP) applications and, specifically, the so-called operator placement problem, that is the allocation of DSP operator on fog nodes with the goal of optimizing the applications Quality of Service (QoS). The optimal DSP placement is modeled as an Integer Linear Programming (ILP) problem. In this case the authors made the assumption that it is possible to split the incoming data flow for parallel processing, while we consider generic applications where this assumption may not be true.

Regarding the use of Genetic Algorithms (GAs), they have been successfully applied to the context of cloud computing in recent literature. The study by the authors of [7] exploits GAs to produce a suitable and scalable solution for the Software as a Service (SaaS) Placement Problem [7], whereas Karimi et al. [29] propose a QoS-aware service composition for cloud computing systems based on GAs. A previous version of the paper by the same authors was presented in [8], proposing the use of a GA-based heuristic to map data flows over the fog nodes. However, this paper represents a clear step ahead with respect to the previous work, with improvements regarding both the theoretical contribution and the experimental setup, including new scenarios and sensitivity analysis.

6. Conclusions and Future Work

This paper presents a solution based on fog computing to address the issues of the typical scenario of a smart city, where sensors or smart devices disseminated over a geographic area produce a large amount of data. We pointed out that a traditional cloud infrastructure, with all data flows converging on a single cloud data center (or, at most, on few data centers) is at risk of network congestion. Moreover, as some applications in such scenarios are latency-sensitive (e.g., applications related to automated traffic management) or produce a bulk of data that could create congestion at the network level (e.g., widespread sensors for environmental analysis), the most suitable approach is to exploit a layer of intermediate fog nodes located as close as possible to the data sources to perform preprocessing (e.g., filtering and aggregation) or latency-critical tasks.

The innovative paradigm of fog computing opens several new issues. In this paper, we focus on the problem of mapping the data streams produced by the sensors over the fog nodes. We provided a formal model for the problem of minimizing the overall latency experienced in the system, considering both data transfer and processing times. Furthermore, we proposed an heuristic algorithm, based on genetic programming to solve the problem without the need to rely on an external solver.

The proposed solution is evaluated in the context of a realistic smart city scenario. The experiments show the excellent performance of the proposed genetic algorithm to solve the mapping problem. Moreover, different evolutionary strategies and genetic operators are compared to identify the best performing one in the considered scenario. Finally, we demonstrate the stability of the proposed heuristic through a sensitivity analysis on its main parameters, such as the number of generations, the probability of mutation and crossover, and the population size.

As a future work, we plan to extend the current research, taking into account more complex scenarios that involve dynamic changes in the workload, for example, to introduce mobility in the data sources or to consider adaptive sampling techniques at the sensor level producing dynamic outgoing
data rate. To support these new scenarios, we plan to provide contributions not only in terms of the definition of the topology, but also at the level of adaptive algorithms proposal.
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