Modelling and Analysis of Surface Evolution on Turning of Hard-to-Cut CLARM 30NiCrMoV14 Steel Alloy
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Abstract: Industrial practitioners are working on predictive solutions for the precise evaluation of input parameters and processed surfaces of engineering materials. To aid the aeronautical industry, this study is an effort to develop the mathematical modelling for comprehensive surface analysis of input parameters and surface finish after dry machining of CLARM HBR, a steel alloy with attractive mechanical properties and wide applications in large caliber gun barrels and high-pressure vessels. Feed rate, rotational speed, and depth of cut were taken as quantitative parameters, whereas machining time was considered as a categorical factor with a classification of three levels. Response surface methodology (RSM) with a central component design has been used for the constitution of the experimental design, mathematical modelling, and analysis of developed models. Eighteen samples were prepared to perform the experimentation for the development of prediction models. The adequacy of the developed models was verified using analysis of variance (ANOVA), and the models were validated using confirmatory trial experiments, which revealed the experimental results agreeing with predictions. The feed rate was the most significant parameter in achieving the desired surface finish. An increase in rotational speed at a low feed rate resulted in very fine surface texture, as though it deteriorated the surface finish at higher feed rates. The superior surface quality obtained was 0.137 µm at parametric settings of 0.19 mm/rev feed, 90 rpm speed, 3 mm depth of cut, and 4 min time. Overall, higher values of surface roughness were recorded in the third level of process variable time. The developed empirical models are expected to aid manufacturers and machining practitioners in the prediction of the desired surface finish concerning different parameters before the experimentations.
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1. Introduction

Approximately 400 million small and medium-sized enterprises around the world contribute to global manufacturing, with average revenue ranging from $5–$10 million. In the USA, 28 million enterprises mainly account for 54% of the country’s sales [1]. The
fluctuations in the revenues globally affect the die and mold sector directly. In 2017, imports and exports related to dies and molds of China’s manufacturing sector reached US $7.5 billion, showing an annual increase of 11.01% [2]. Modern-day industrial demands are compelling manufacturers to seek the most sophisticated engineering materials that can cope with these ever-increasing requirements due to their highly competitive physical and mechanical properties [3,4]. While these modern materials are selected for designed requirements, it is equally important to choose the most compatible manufacturing processes that are the least harmful to the products and the overall structures [5,6]. Among the manufacturing processes, machining is a widely used shape-changing process that may alter the mechanical properties of machined parts. However, it needs to be carried out in a controlled fashion. One challenge with machined parts made by alloy steels is minimizing the surface roughness influenced by the tool wear and other machining parameters [7,8].

In the past, hard turning/machining of alloy steel components emerged as a very popular and effective technique that can replace successive grinding processes and give a comparable surface finish [9]. During hard machining/turning of forged, heat-treated materials, reasonable dimensional accuracy can be achieved and machining time has been reduced by up to 60% [10,11]. Other reasons for hard turning being considered as a better option as compared to grinding include substantial reduction in manufacturing cycles and costs, reduction in setting up times, and exclusion of environmentally unsafe coolants [12]. However, these advantages cannot be fully achieved without the proper optimization of cutting parameters [13,14]; in particular, the effects of machining parameters on surface roughness need to be precisely investigated [15,16]. Modelling and optimization of process parameters to achieve desired surface roughness are, therefore, imperative for the meaningful application of hard turning/machining [17].

Many researchers from industry and academia have worked on machining parameters to investigate their effects on surface roughness. As far as the literature on the hard machining of modern alloys is concerned, an appropriate amount of research has reported on experimentation-oriented works that did not necessarily emphasize modelling and future predictions. The studies by Ippolito et al. [12] on high-speed machining of steel, Grzesik [17] on the hard turning of 40 H steel, Das et al. [13] on AISI 52100 hardened steel, Chinchanikar et al. [18] on the hard turning of AISI 4340 steel, and Carou et al. [19] on UNS M11917 magnesium alloy during intermittent turning are a few instances of such literature. The main problem in the previous research work is that they presented only limited clues about a future prediction tool regarding the effects of machining parameters on surface roughness.

In recent decades, many studies have, therefore, reported on modelling and simulation of the machining characteristics to establish predictive analyses of surface finish consequences. Researchers have utilized several statistical and empirical techniques for the modelling of machining characteristics. In many cases, regression analysis was applied to develop the models. A few instances of regression analysis include the studies by Das et al. [13] to predict the effects of different parameters on surface finish during hard turning of EN 24 steel and the work reported by Kini and Chincholkar [20] to investigate the effects during turning of glass fiber-reinforced polymer. Das et al. [13] combined Taguchi orthogonal array to design the experiments. On top of the statistical techniques, researchers have combined traditional modelling tools, like the finite element method (e.g., Kini et al. [20]), and non-traditional techniques, like artificial neural networks (e.g., Nalbant et al. [10]), to constitute the predictive mathematical models.

However, it has been recognized from the literature that response surface methodology (RSM) is one of the most effective statistical modelling techniques due to its good predictive capacity, information transferring characteristics, and good data approximations with appropriate combinations of parameters [21]. In the recent past, RSM has, therefore, been utilized for empirical modelling to predict the real-time effects of machining parameters on surface finish. Mandal et al. [11] worked out the effects of depth of cut (DOC), cutting speed, and feed on surface finish in HSM (high-speed machining) of AISI 4340 steel using
a zirconia-toughened alumina cutting insert and developed a second-order mathematical model to predict surface finish for a given set of parameters. RSM models developed by Lalwani et al. [22] provided different relationships between machining parameters and surface finish during hard turning of MDN250 steel.

The focus of much of the literature [23] and, specifically, Suresh et al. [24] has been on hardened AISI 4340 steel, in order to develop its RSM-based predictive models during machining. The workpiece material used by Gaitonde et al. [25] in their RSM modelling was AISI D2 cold-worked tool steel, and the tool was made of ceramics with a TiN coating. Noordin et al. [26] investigated the effects of a variety of machining parameters on surface finish during turning of AISI 1045 steel using a multilayer tungsten carbide tool. Some researchers have also implemented RSM to analyze the machining effects on surfaces of superalloys. Some instances include Ezilarasan et al. [27] and Ezilarasan and Velayutham [28] on Nimonic C-263 alloy. Despite the wide variety of RSM applications in different machining, non-machining, and other industrial problems, there is no comprehensive modelling in the literature that presents predictions about real-time machining behaviors of steel alloys like CLARM-HBR, which is a martensitic, forged, and heat-treated alloy steel.

The literature review shows that researchers have worked on different alloy steels, super alloys, and non-metallic alloys, as discussed earlier. The effects of significant contributing parameters like feed, speed, and depth of cut have been identified in turning operations under wet conditions, using MQL and hard turning for a variety of materials. However, the real-time behavior of these process parameters on CLARM HBR steel alloy, despite its excellent mechanical properties and attractive applications in pressure vessels, has not yet been analyzed, even with traditional methodologies other than RSM. Based on the research gaps explored, the scope of the current research was to develop a predictive mathematical model incorporating in-depth and combined effects of feed rate, rotational speed, depth of cut, and machining time upon the surface finish of CLARM HBR steel alloy using RSM and regression analysis. The developed mathematical model was utilized to describe the surface roughness responses with respect to varying input parameters i.e., feed, speed, depth of cut, and time. The research encompassed the theoretical study of cutting tools, including tool holder types and insert geometry, and, in addition, an analysis of the impact of other significant process parameters in isolation has also been carried out. The ranges were selected in accordance with ISO 3685 and were found to be practical in relation to their subsequent utilization. Four parameters, three quantitative and one categorical, have been selected. For the quantitative parameters, five levels were identified, whereas, for the remaining, there were three levels. The experiments were designed as per RSM. Fifty-four experiments were performed per design. The surface finish and tool wear as a response was measured. A predictive model for each categorical level for a set of process parameters was developed. Evaluation of the predicted model was confirmed by performing a validation test. Recommendations for future work are given at the end.

The next section of this paper provides details about experimental setup, material specifications, and adopted procedures. The methodology of the experimentation and the experimental design are presented in Section 2. The mathematical models, developed using RSM and regression analysis based on the real-time machining data, are provided in Section 3, named “Results and Discussions”. This same section includes a discussion about response surface plots for different machining parameters, which is then followed by a conclusions section.

2. Materials and Methods

2.1. Experimental Procedure

The CLARM HBR steel alloy (30NiCrMoV14) was selected as the material for this research, owing to its utilization in high-pressure vessels, tubes, and other parts, entailing yield strength from 900–1200 MPa [29]. It holds high mechanical and physical properties and exhibits excellent impact strength, even at cryogenic temperatures. Moreover, it
performs well at elevated temperatures. The chemical composition (Table 1) and mechanical properties of the CLARM HBR steel alloy are stated in Table 2.

Table 1. Chemical composition of CLARM HBR steel alloy 30NiCrMoV14 [29].

| Element | Fe  | C   | Mn  | Cr  | Ni  | Mo  | V   |
|---------|-----|-----|-----|-----|-----|-----|-----|
| % wt    | 93.92 | 0.3 | 0.2 | 1.5 | 3.5 | 0.4 | 0.18 |

Table 2. Mechanical properties of CLARM HBR steel alloy 30NiCrMoV14.

| UTS (MPa) | 0.2% Ys (MPa) | % Elongation | Impact Strength (−40 °C) (J) |
|-----------|---------------|--------------|-------------------------------|
| 1300      | 1200          | 15           | 60                           |

The surface finish responses, which are mostly evaluated as a result of machining, depend upon the various cutting process parameters and the types of cutting tools. In the current study, the selected quantitative input process parameters included feed rate, speed, and depth of cut because of their direct and intensive influence on the obtained surface finish. Time, as the fourth parameter selected for this study, was considered as a categorical parameter and defined in the form of different categories, which are called “levels”.

The criteria for range selection mainly depend on the type of material, its mechanical properties, cutting tool type, and insert geometry and grade. Therefore, preliminary experimentation was carried out to select a feasible range for mature experimentation [15,30]. In this case, the selection of cutting parameters and their ranges complied with the ISO 3685 [31] and Sandvik Technical Guide [24]. The material was forged, heat-treated alloy steel with hardness ranging from 380 to 410 HB. Its composition was verified by using a spectrometer (model: PMI-MASTER PRO, OXFORD Instruments, (Concord, MA, USA)). Samples were machined to maintain a leveled surface to preempt dynamic imbalance during experimentation and alleviate any surface unevenness. In order to achieve the credible and repeatable results, prepared samples were of diameter 175 mm and 280 mm in length, which were in compliance with ISO 3685 [31].

The cutting tool holder selected for the experimentation was ISO DSDNN, with a 45° cutting entry angle. The insert was ISO SNMG 250716 (ISO 3002) (insert included an angle of 90°), a CVD-coated wear-resistant carbide substrate with thick TiCN and alpha-alumina coating (CVD/CVD-TiN-TiCN-Al₂O₃-TiN) that provides the wear resistance required for machining materials such as alloy steels. A Computer Numerical Control CNC lathe machine (BOOHI SK50P, Baoji Zhongcheng, Shanghai, China) equipped with Siemens 840D professional control with a 39 kW main spindle motor was utilized for performing the experiments. The RPMs of the main spindle ranged from 0–4500.

A Mahr’s Perthometer M1 (Mahr, Milton Keynes, UK) was used to measure the surface finish, which was one of the responses to be measured after experimenting with various combinations of process parameters. From an experimentation point of view, arithmetic mean “Ra” values of surface finish were measured, analyzed, and compared accordingly because of its wide acceptability in the manufacturing industry. To visualize machined surfaces, the TESA profile projector (Carmar Accuracy Co., Ltd., Taichung City 40850, Taiwan) was used.

2.2. Experimental Design

This section includes a discussion on the design of experiments (DOE) and the methodology adopted. The experimentation parameters were designed using response surface methodology (RSM)—central composite design and carried out accordingly. Various responses, which are mostly evaluated in response to machining, largely depend on the several cutting process parameters and type of cutting tool. After a thorough literature review, feed, speed, and depth of cut were found to be the main quantitative input process meters, whereas time, in this case, was the categorical parameter and fell in the same bracket of parameters [11,23,32]. The range selection mainly depends on the type of material, its mechanical properties, cutting tool type, and insert geometry and grade. In this
case, the selection of cutting parameters and their ranges complied with the ISO 3685 [31] and the Sandvik Technical Guide [33]. The experimental conditions/parameters were calculated using Software Package Design-Expert version 9. There were three quantitative input parameters (i.e., feed, rotational speed, and depth of cut) with five parametric levels for a thorough investigation, whereas time, in this case, was the categorical parameter and had three levels. The number of experiments to be performed was calculated using Equation (1).

\[
\text{Number of Experiments} = (2^n + 2^n + n_c) \times 3
\]  

(1)

where \( n \) = number of parameters, \( n_c \) = number of experiments on the center point.

The value of \( n_c \) ranges from 4 to 6. However, in this case, \( n_c \) was taken as 4. The fourth parameter, i.e., time (categorical) had three levels, which made the total number of experiments 54.

Experiments were conducted according to the experimental design generated through parametric levels mentioned in Table 3. Based on the numbers on the specimens prepared as test samples, the outer surface was made to the required diameter by rough turning prior to the start of experimentation.

Table 3. Parameters with levels based on the preliminary experimentation.

| Parameters          | Levels |
|---------------------|--------|
| Feed (mm/rev)       | -2, -1, 0, +1, +2 |
| Speed (rpm)         | 40, 60, 90, 120, 140 |
| Depth of Cut (mm)   | 1.32, 2.00, 3.00, 4.00, 4.68 |
| Time (min)          | -4, 8, 12, - |

3. Results and Discussion

In this section, the results obtained through experimentations are compiled and relevant statistical techniques have been utilized for the development of corresponding mathematical models for the prediction of machining characteristics. Moreover, the recommended model validations and applied RSM for in-depth analysis of surface finish with respect to different parameters are provided.

3.1. Development of Mathematical Models

Mathematical models have been developed in this section, based on the responses measured through standard experimentations and by performing the statistical data analysis in respective commercially available software. The surface finish of the machined samples was measured using a Mahr’s Perhometer M1. The responses were measured after machining for both the quantitative and categorical parameters. As an example, the third row explains the surface finish achieved when feed rate was 0.3 mm/rev, speed was 60 rpm, and depth of cut (DOC) was 4 mm. The categorical level of time in this row was 2, i.e., 8 min, and the surface finish was \( Ra = 2.715 \). To establish the mathematical model between the input variables and response, i.e., settings which could predict the surface finish quality for a given set of parameters, Design Expert Software Package (Version 9, Stat-Ease, Minneapolis, MN, USA) was used.

The mathematical models for surface finish are given below in terms of actual variables for three time levels:

Surface Finish (Time Level 1) = \(-1.70364 + (8.94524 \times A) - (0.013129 \times B) + (0.80007 \times C) + (0.11561 \times A \times B) + (1.62556 \times A \times C) - (0.014217 \times B \times C) - (15.18306 \times A^2)\)  

(2)

Surface Finish (Time Level 2) = \(-1.5892 + (8.94524 \times A) - (0.013129 \times B) + (0.80007 \times C) + (0.11561 \times A \times B) + (1.62556 \times B \times C) - (15.18306 \times A^2)\)  

(3)
Surface Finish (Time Level 3) = \(-1.19348 + (8.94524 \times A) - (0.013129 \times B) + (0.80007 \times A \times B)
+ (1.62556 \times A \times C) - (0.014217 \times B \times C) - (15.18306 \times A^2)\)  
(4)

### 3.1.1. Comparison of Models

To find a model that can better predict the surface finish, all the models were compared with each other. The models that had a \(p\)-value less than 0.05 were selected, as shown in Table 4. The interactions of models are stated in the table with respect to their significance. The highest interaction is the most desirable one, therefore, quadratic vs. 2FI is suggested for better representation of the system. However, the cubic vs. quadratic interaction was aliased. Alias refers to the variables that are linearly dependent on others, causing multicollinearity, which hinders prediction. Therefore, the model interactions were significantly good in terms of quadratic vs. 2FI.

**Table 4.** Comparison of models.

| Source                      | Sum of Squares | DF | Mean Square | F Value | \(p\)-Value | Prob > F |
|-----------------------------|----------------|----|-------------|---------|-------------|----------|
| Mean vs. Total              | 643.86         | 1  | 643.86      |         |             |          |
| Linear vs. Mean             | 108.54         | 5  | 21.70       | 52.66   | <0.0001     |          |
| 2FI vs. Linear              | 12.788         | 9  | 1.42        | 7.91    | <0.0001     |          |
| Quadratic vs. 2FI           | 4.877          | 3  | 1.62        | 7.91    | <0.0001     |          |
| Cubic vs. Quadratic         | 1.41           | 16 | 0.08        | 2.50    | 0.0269      |          |
| Residual                    | 0.70           | 20 | 0.035       |         |             |          |
| Total                       | 772.19         | 54 | 14.29       |         |             |          |

### 3.1.2. Lack of Fit Test

The sum of squares is calculated based on the components of the residuals in ANOVA. It is used as the numerator for the \(F\)-test of a null hypothesis, which affirms that the model is valid and fits well. The next step was to perform a lack of fit test. The model that had a high \(F\) value was selected. As shown in Table 5, based on the lack of fit test, the quadratic model had a higher \(F\) value than the cubic and 2FI models.

**Table 5.** “Lack of fit” test.

| Source       | Sum of Squares | DF | Mean Square | F-Value | \(p\)-Value | Prob > F |
|--------------|----------------|----|-------------|---------|-------------|----------|
| Linear       | 19.19178065    | 39 | 0.4921      | 7.448663| 0.0016      |          |
| 2FI          | 6.403758775    | 30 | 0.21346     | 3.231033| 0.0343      |          |
| Quadratic    | 1.52597495     | 27 | 0.05652     | 0.855483| 0.6471      |          |
| Cubic        | 0.110821801    | 11 | 0.01007     | 0.152497| 0.9975      |          |
| Pure Error   | 0.59458625     | 9  | 0.06607     |         |             |          |

### 3.1.3. Model Summary Statistics

The \(R^2\) value is of great importance in the statistical analysis as it shows the confidence of the model for the prediction of the responses over continuous predictors. The quadratic model had an acceptable standard deviation, and the \(R^2\) value was close to unity, as shown in Table 6. This shows that the quadratic model is best for predicting the surface finish of the machined surface for a given set of parameters.

**Table 6.** Model summary statistics.

| Source       | Std. Deviation | \(R^2\) | Adjusted \(R^2\) | Predicted \(R^2\) | PRESS |
|--------------|----------------|--------|-----------------|------------------|-------|
| Linear       | 0.6429         | 0.8458 | 0.8297          | 0.7995           | 25.72 |
| 2FI          | 0.4236         | 0.9454 | 0.9258          | 0.8998           | 12.85 |
| Quadratic    | 0.2427         | 0.9834 | 0.9756          | 0.9615           | 4.92  |
| Cubic        | 0.1878         | 0.9945 | 0.9854          | 0.9786           | 2.73  |
3.1.4. ANOVA for Surface Finish

ANOVA for the surface finish was performed at a confidence level of 95%, as shown in Table 7. The model had a p-value of 0.0001, which was less than 0.05, showing that the model was significant. All other significant factors have also been mentioned in Table 7, and it had a p-value less than 0.05. The independent, combined, and exponential effect of significant input variables is listed in Table 7.

Table 7. ANOVA table for surface finish.

| Source          | Sum of Squares | DF | Mean Square | F-Value | p-Value | Prob > F |
|-----------------|----------------|----|-------------|---------|---------|----------|
| Model           | 125.60         | 9  | 13.95       | 225.51  | <0.0001 | Significant |
| A—Feed          | 102.83         | 1  | 102.83      | 1661.72 | <0.0001 |           |
| B—Speed         | 0.5195         | 1  | 0.5195      | 8.39    | 0.0058  |           |
| C—Depth of cut  | 2.60           | 1  | 2.60        | 42.06   | <0.0001 |           |
| D—Time          | 2.57           | 2  | 1.28        | 20.84   | <0.0001 |           |
| AB              | 6.49           | 1  | 6.49        | 104.96  | <0.0001 |           |
| AC              | 1.42           | 1  | 1.42        | 23.05   | <0.0001 |           |
| BC              | 4.36           | 1  | 4.36        | 70.54   | <0.0001 |           |
| A²              | 4.77           | 1  | 4.77        | 77.16   | <0.0001 |           |
| Residual        | 2.72           | 44.00 | 0.062  |      |         |          |
| Lack of Fit     | 2.13           | 35.00 | 0.061  | 0.92  | 0.6029  | Not Significant |
| Pure Error      | 0.59           | 9.00 | 0.066  |      |         |           |
| Cor Total       | 128.32         | 53  |            |        |         |           |

3.2. Adequacy Measures and Model Validation

The developed mathematical models have been validated using statistical analysis to ensure their adequacy. One attribute to measure the model adequacy is the coefficient of determination, "\( R^2 \)", which should be closer to unity for a model to be considered as an accurate one. In the current case, the \( R^2 \) value of 0.9788 justified this requirement. Moreover, the value of adequate precision, which is a signal-to-noise ratio, was computed as 55.097 (greater than 4), thus another statistical test approved the developed mathematical models. As per the standard procedure of ANOVA, residuals for surface finish were plotted as shown in Figure 1a. All points lie on the line, which means that the error was normally distributed, thus confirming the normality assumptions. Figure 1b shows the graph of predicted against actual values of surface roughness. The line in the middle shows the predicted value of surface roughness and the points represent the actual values obtained from experiments. The points of predicted values are situated very close to the line representing the actual values, which means that the predictability of the models is strong enough to consider them as adequate models.

It can, therefore, be concluded from these validation tests that the developed empirical models are capable of predicting the responses precisely with only minor deviations.

3.3. Response Surface Plots

This section shows the comparative effects of feed, speed, and depth of cut on the surface finish with respect to different time levels. These effects were plotted using the response surface methodology and are represented in the form of 3D graphs.
3.3.1. Response Surface Plots for Rotational Speed and Feed

The RSM 3D graphs representing a combined effect of rotational speed and feed rate on the roughness of the machined surface are shown in Figure 2a–c for three different levels of time, i.e., 4, 8, and 12 min. The graphs for the first two time levels are very similar. A slight increase in surface quality was observed with an increase in rotational speed. However, surface roughness increased with the increase in feed rate. The steeper curve of feed rate shows that the effect of feed rate on the generated surface was more than that of the rotational speed, and it was negative as well. Maximum values of surface roughness have been observed at maximum feed and rotational speed. This overall behavior of feed rate and rotational speed on surface roughness was almost the same in the case of the third time level. However, the intensity of surface roughness increased during this level, which means that as the machining time increases and the cutting tool became worn, the combined effect of feed and speed on surface roughness increased.

Figure 3 shows 2D images of the machined surface obtained for compound microscopic analysis. The images provide comprehensive insight into the surfaces of minimum and comparatively higher roughness parameters. At the higher levels of parameters shown in Figure 3b, 0.3 mm/rev feed, 60 rpm speed, 4 mm depth of cut, and 8 min time, numerous scratches and feed marks were visible on the machined surface, which were mild under lower parametric conditions. In addition, the plowing grooves and plastic deformation evidence were also present because of the high depth of cut, low speed, and higher value of feed rate. On the other hand, Figure 3a shows mild feed marks on the machined surface produced under 0.3 mm/rev feed, 120 rpm speed, 2 mm depth of cut, and 4 min time conditions. Less intense scratches, plowing grooves, and plastic deformation evidence were observed. The feed marks were visible for both conditions, which was potentially due to vibrations [14]. The altered surface features and roughness profile significantly affected the functional properties of the treated surface [34]. In addition, the harsh cutting conditions raised the temperature at the point of interaction of the tool and the workpiece, and promoted irregular plastic deformation, tooling wear and adhesion of chips, undesirable surface texture, traces of feed, and unwanted surface irregularities. The phenomenon was also reported by Liang et al. [35].
Figure 2. (a) 3D graph of rotational speed vs. feed for surface finish (level 1), (b) 3D graph of rotational speed vs. feed for surface finish (level 2), and (c) 3D graph for rotational speed vs. feed (level 3).

Figure 3. (a) Compound microscopical surface texture at the low time variable, producing low surface roughness at 0.3 mm/revfeed, 120 rpm speed, 2 mm depth of cut, and 4 min time. (b) Higher surface roughness at 0.3 mm/revfeed, 60 rpm speed, 4 mm depth of cut, and 8 min time.
3.3.2. Response Surface Plots for Feed and Depth of Cut

The RS 3D graphs in Figure 4a–c summarize the stand-alone, as well as combined, effects of depth of cut (DOC) and feed rate on the surface roughness with respect to three time levels, respectively. It is evident from the graphs that at low feed rates, the effect of DOC surface roughened. However, higher values of surface roughness were recorded at higher feed rates. It is evident from the graphs that the combined effect of DOC and feed decreased the surface finish quality at higher values of input parameters.

Figure 4. (a) 3D Graph for feed vs. depth of cut (level 1), (b) 3D graph for feed vs. depth of cut (level 2), and (c) 3D graph for feed vs. depth of cut (level 3).

The pattern of these 3D relationships was, again, more intensive during the third level of time, as shown in Figure 4c, thus, more surface roughness was observed as more time passed and the cutting tool became worn.

3.3.3. Response Surface Plots for Depth of Cut and Speed

The effects of DOC and feed rates on the surface finish/roughness are shown in the form of 3D graphs in Figure 5a–c. The pattern suggests that the best surface finish was achieved at low speed and DOC. A sudden decrease in surface finish quality at low speed was observed with an increase in DOC. However, this effect was observed to a lesser extent at the same DOC but with higher rotational speed. Considering the individual effects of speed on the surface finish, it also increased the surface roughness, though this increase was not as steep as it was in the case of the individual effect of DOC. It can be observed from the graph that the combined effect of DOC and speed, interestingly, gave a lesser value of surface roughness, which implies that if both the speed and DOC are increased, they produce a better surface finish. In this case, the increased machining time once again had an
overall negative effect on the surface finish. Contrary to level 1 and level 2, overall higher surface roughness values were observed in all scenarios of speed and DOC during level 3.

![Figure 5](image)

**Figure 5.** (a) 3D graph for depth of cut vs. speed (level 1), (b) 3D graph for depth of cut vs. speed (level 2), and (c) 3D graph for depth of cut vs. speed (level 3).

The optimum selection of process variables improves process efficiency as well as surface integrity [36] and significantly affects the tool wear mechanism, as shown in Figure 6. The mechanics that occur in machining and are linked to the mechanical loading subjected at the workpiece to remove material distort the shape of the machined surface and a shallow layer, triggering the surface damage. This primarily happens during the turning process under low cutting speed. It is presumed that the mechanical loading is predominantly responsible for cracking, plucking, and grain deformation on the superficial surface of the workpiece, as shown in Figure 3. The magnitude of plastic deformation is interrelated with machining circumstances like high tool wear, cutting speed, and feed rate [32]. Under less aggressive machining conditions, the subsequent high mechanical load at the machined surface layer causes severe plastic deformation with the chance of grain refinement. This machining influences surface integrity, which assists the initiation and propagation of cracks at the workpiece surface [32]. Therefore, higher surface quality in terms of roughness is required for the fabrication of safety-critical parts for applications where high surface integrity is compulsory (for example, the automotive and aerospace industries). Generally, the mechanically produced hardened layer can be ascribed to the rise of strain (equivalent to the machining shear deformation) and strain rate (consistent with the speed and feed rate) [32].
3.3.4. Analysis Based on Time

It has been observed in all 3D patterns generated using RS methodology that surfaces became rougher as time passes and tool wears. The trend observed in the surface finish over time has been generated and placed in Figure 7, which depicts that between time levels 1 and 2, the reduction in the surface finish was lower as compared to the time levels 2 and 3.

![Figure 6](image-url)  
**Figure 6.** Shearing phenomenon and machining science during turning (redrawn from [32]).

![Figure 7](image-url)  
**Figure 7.** Contour plot for surface finish vs. time.

3.4. Confirmatory Trial Investigations

Four confirmation tests were performed for the validation of developed regression models. Although the values selected for these tests were within the designed space, these were not included in the main central composite design matrix [37]. Table 8 shows the details of these confirmation tests with a variety of input parameters and the calculated surface roughness. Each experimental test was repeated three times for reliability and precision, and the average experimental value of surface roughness $R_a$ is reported. The
standard deviation of the repetitions was within the acceptable limit. A comparison was made between the predicted and experimental roughness values. The recorded errors between predicted and experimental values depict that the comparative results were within a confidence level of 95%. It can, therefore, be concluded from these validation tests that the developed models provide reliable results and can be confidently used within their designed space [38].

Table 8. Confirmation test results for surface roughness.

| Exp. Test | Feed (mm/rev) | Speed (rpm) | DOC (mm) | Time (min) | Avg. Experimented | Predicted | Error % |
|-----------|--------------|-------------|----------|------------|-------------------|-----------|---------|
| 1         | 0.5          | 75          | 2        | 4          | 3.563             | 3.417     | 4.3     |
| 2         | 0.6          | 60          | 3        | 12         | 4.599             | 4.453     | 3.3     |
| 3         | 0.4          | 80          | 2        | 8          | 2.737             | 2.834     | -3.4    |
| 4         | 0.65         | 110         | 3.5      | 8          | 5.787             | 5.657     | 2.3     |

4. Conclusions

The main focus in this research was to examine the effects of different input variables on the machined surface of CLARM HBR 30NiCrMoV14 steel alloy and to develop mathematical models that may predict different scenarios of surface roughness with respect to these input parameters. The combined and individual effects of parameters like rotational speed, feed rate (0.2–0.7 mm/rev), depth of cut, and machining time were modelled using a response surface methodology with a central component design.

- From the investigation of the influence of the parameters on surface finish, it was revealed that feed rate is the most significant parameter, followed by the rotational speed. The increase in rotational speed at a low feed rate improves the surface finish, whereas, at a higher feed rate, the effect follows a slightly different trend, i.e., quality of surface finish is reduced, which is exhibited as a combined effect of feed, speed, and DOC.
- At low feed rates, the effect of DOC is not highly significant. However, at a higher feed rate, it greatly affects the tool wear. The combined effect of DOC and feed decreases the surface finish quality at higher values of input parameters. The sudden decrease in surface finish quality at low speeds has been measured with an increase in DOC. However, the same effect is less influenced at the same DOC with the increase in speed.
- Machining time, which was considered a categorical parameter in this research, also reduces the surface finish, though it is negligible at lower levels of time. This may be because of the tool wear observed as the machining time lapses.
- RSM has been successfully used in this research for the analysis of results and the development of mathematical models. The adequacy of the models was verified using standard statistical techniques and by applying the confirmatory experimental tests.
- The superior value of surface roughness obtained was 0.137 µm at parametric settings of 0.19 mm/rev feed, 90 rpm speed, 3 mm depth of cut, and 4 min time.

The practitioners will, therefore, be able to use the mathematical models, developed in this research to set the input variables to achieve desired surface finish and estimate the tooling requirements.
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