The neural basis of monitoring goal progress
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INTRODUCTION

The majority of human activity is goal-directed (Locke, 1969) and consequently, the process by which people strive for goals has been the focus of much social, cognitive, and neuropsychological research. Berkman and Lieberman (2009) drew on dominant frameworks for understanding goal-directed behavior (e.g., Miller et al., 1960; Wicklund and Gollwitzer, 1981; Kuhl, 1984; Gollwitzer, 1990; Higgins et al., 1994; Carver and Scheier, 1998) to suggest that goal striving can be divided into several sub-processes, namely goal setting, attention, motor control, response inhibition, and progress monitoring. For example, if a person sets himself the goal to lose weight, he may start to pay attention to information related to losing weight (such as the caloric value of food), increase his level of physical activity, inhibit the urge to eat sugary snacks, and periodically weigh himself to check whether progress is being made. It is generally agreed that all of these processes are important for successful goal achievement (e.g., Carver and Scheier, 1990, 1998; Higgins, 1996). However, while the neural bases of attention, motor control, and response inhibition have received considerable research attention (for a review, see Berkman and Lieberman, 2009), less research has focused on the neural basis of progress monitoring (Liberman and Dar, 2009), despite indications that monitoring may be essential for processes such as inhibitory control (Chatham et al., 2012). Furthermore, research that does purport to investigate progress monitoring has tended to focus on the neural systems involved in the detection of errors, or situations where errors are likely to occur.

Progress monitoring, however, involves more than simply the detection of errors, and reviews (e.g., Carver and Scheier, 1990; Webb et al., 2013) point to the importance of four processes: (i) periodically attending to relevant information (e.g., the caloric value of food items, or weight as indicated by a set of scales), (ii) updating the current state in working memory (WM) (e.g., replacing previous weight with current weight); (iii) comparing the information to a target or reference value (e.g., current weight compared to desired weight); and (iv) detecting a discrepancy (e.g., that current weight is higher than expected). The processes of comparing information on the current state with a target or reference value and detecting a discrepancy have been often studied using three main tasks: the Stroop task (e.g., Pardo et al., 1990), the flanker task (e.g., Ullsperger and von Cramon, 2001), and the Simon task (e.g., Kerns, 2006). However, comparing information to a reference value does not always result in the identification of a discrepancy (e.g., if progress is going as expected), and thus should be considered as a separate process from the detection of errors. Furthermore, some researchers (e.g., Berkman and Lieberman, 2009) include the selection of actions designed to reduce discrepancy (e.g., changing one’s diet) as part...
of the process of progress monitoring. However, while action selection may be essential for successful goal-directed behavior, it is not part of the monitoring process, as monitoring may not always result in action, or indicate that action is required. There is, therefore, a need to rethink the way that the neural basis of progress monitoring has been examined to date.

**CURRENT EVIDENCE ON THE NEURAL BASIS OF PROGRESS MONITORING**

A range of evidence points to the likely neural basis of processes involved in progress monitoring (for a review, see Berkman and Lieberman, 2009). In the following, we focus on the roles of attention, WM, and the detection and assessment of discrepancies between current and desired states.

**Attention**

Attention is likely to be the first process that is engaged when monitoring goal progress. Attention is defined as the process that selects which sensory information is processed (and possibly reaches awareness) at any one time. As such, attention is considered to be a multi-channel process that can be driven by either bottom–up (e.g., when attention is diverted to a salient stimulus) or top–down (e.g., goal directed) processes. While stimulus-driven attention is mostly supported by the ventral network (that consists of the lateral and inferior frontal/prefrontal cortex (PFC) and the temporo-parietal junction, Corbetta and Shulman, 2002), the dorsal network (that includes the frontal eye field; Brodmann Area (BA)8) and the superior parietal cortex have been shown to be involved in goal-directed attention (Corbetta and Shulman, 2002; Fox et al., 2005).

How bottom–up and top–down systems interact to control attention has been the focus of considerable research in recent years (e.g., Buschman and Miller, 2007; Asplund et al., 2010). For example, Spreng et al. (2013), examined connectivity within and between the neural networks supporting top–down and bottom–up attention. They suggest that, while each of the two networks are mostly connected within themselves, a third fronto-parietal network (Vincent et al., 2008; Niendam et al., 2012) flexibly engages with either of the networks (Spreng et al., 2010; Spreng and Schacter, 2012). This fronto-parietal “control” network includes the lateral prefrontal cortex, precuneus, inferior parietal lobule, medial superior prefrontal cortex, and the insula (Vincent et al., 2008; Spreng et al., 2010; Niendam et al., 2012). It has been suggested that this fronto-parietal network plays an important role in goal-directed behavior, as it flexibly directs the focus of attention from one network to another, and hence provides “executive control” of directed attention. It therefore seems likely that this network is involved in monitoring progress toward a current goal.

Finally, there is some evidence that top–down directed attention can modulate activity in early sensory cortices, resulting in regions such as the primary visual cortex, that are often associated with processing of existing visual stimuli, being activated in anticipation of a specific visual stimulus (Chawla et al., 1999; Kastner et al., 1999; Hopfinger et al., 2000). In relation to monitoring goal progress, therefore, this finding suggests that goal-related information, particularly if anticipated, is more likely to be attended to. This idea is consistent with research which suggests that people are “perceptually ready” to encounter stimuli that are relevant for attaining their goal (Aarts et al., 2001).

**Working memory**

Attending to information is the first step involved in progress monitoring. However, this information then needs to be stored and updated as new information becomes available. Storage and updating is considered to involve WM (Baddeley, 2010). Similar to attentional processes, research has suggested that WM is supported by a network of brain regions that extends from the PFC to the parietal cortex (Gazzaley et al., 2004; Sauseng et al., 2005). For example, it was recently shown that patients with schizophrenia, who show WM deficits, also exhibit reduced connectivity in the fronto-parietal network. This extensive fronto-parietal network has distinguishable roles: while the posterior parietal region is involved in manipulating information, the dorso-lateral PFC (DLPFC) is associated with keeping track of the information that is being manipulated (Champod and Petrides, 2007, 2010). Given that monitoring goal progress may involve manipulating information (e.g., to allow comparison with relevant reference values, Ashford and Cummings, 1983; or to emphasize certain aspects, Huang et al., 2012) both the posterior parietal region and the DLPFC are likely to be involved.

Behaviorally and from a neuroscience perspective, there seem to be close relationships, and possibly an overlap, between processes involved in tasks that engage WM and those that involve selective attention (Gazzaley and Nobre, 2012). Behaviorally, selective attention has been shown to enhance WM performance (Murray et al., 2011; Backer and Alain, 2012). From a neuroscience perspective, repetitive transcranial magnetic stimulation directed at the inferior frontal junction, which has previously shown to be involved in modulating visual attention (Zanto et al., 2010), reduces the accuracy of WM (Zanto et al., 2011). These findings suggest that processes involved in WM and attention may be difficult to distinguish from one another. In the context of progress monitoring, it means that attending to information, committing it to memory, and updating the information as new information becomes available, are likely to be difficult to empirically distinguish. While research to date has attempted to understand these processes in isolation, there may be added value in observing how these processes interact in a relatively naturalistic task such as monitoring progress over a period of time.

**Detection and assessment of discrepancies**

Once the current state has been identified and committed to memory, the person seeking to evaluate their goal progress must compare that information to their reference value or goal and identify any discrepancies. Most research to date has investigated the neural basis of discrepancy detection (i.e., recognizing that the current state does not match the reference value) using paradigms involving error detection (i.e., identifying conflict between the current and desired response). For example, the first study using functional magnetic resonance imagining (fMRI) to examine error monitoring (Carter et al., 1998) used a Continuous Performance Test, in which participants were presented with probes (either A or B) preceded by cues (either X
or Y). The target response was only to be performed when the letter A was followed by the letter X. The results suggested that the anterior cingulate cortex (ACC) was active when participants made an error. However, Carter and colleagues also observed activation in the ACC when participants responded correctly if there was increased response competition (i.e., BX and AY, which has one letter correct, compared with AX or BY where both letters are either correct or incorrect). Carter and colleagues concluded that the ACC is involved in detecting conditions under which errors are likely to occur (i.e., detecting potential conflict) rather than being activated in response to the errors themselves, and hence is used to detect situations in which action (or inhibition) is required (for a review, see Botvinick et al., 2001).

Since Carter et al.'s study, similar paradigms have been studied using a range of neuroimaging techniques, including intracranial recordings (Gehring et al., 1993; Brázdil et al., 2002, 2005; Wang et al., 2005; Pourtois et al., 2010), magnetoencephalography (MEG) (Miltner et al., 2003; Keil et al., 2010), and fMRI (Holroyd et al., 2004; Debener et al., 2005). More recently, it has been suggested that the ACC’s structural and functional organization can be subdivided (Vogt, 2009). One of its sub-structures—the dorsal ACC (dACC)—has been reported to be involved in the detection of conflict between, for example, intended and actual responses (Berkman et al., 2012, for a review, see Carter and Van Veen, 2007). Given that the detection of errors and situations in which erroneous responses are likely is one aspect of monitoring goal progress over time, it is reasonable to expect that the dACC will be involved in monitoring goal progress.

UNANSWERED CONCEPTUAL AND METHODOLOGICAL ISSUES
Despite a range of evidence on the likely neural regions involved in monitoring goal progress, several conceptual and methodological issues remain unanswered. Monitoring goal progress is a complex process that simultaneously involves elements or combinations of the processes described above. That is to say, while these sub-processes are temporally organized, they are not easily distinguishable (e.g., WM and attention overlap, as discussed above), and processes are not necessarily evoked in a linear temporal fashion. For example, Control Theory (Carver and Scheier, 1982, 1990) suggests that attending to information on goal progress identifies the current state (e.g., current weight), which is then compared to the desired state, and any discrepancy is identified and used to inform subsequent goal-directed effort. Progress monitoring (and its associated sub-processes) are therefore part of a continuous feedback loop, rather than a linear temporal sequence. However, despite the dynamic and continuous nature of progress monitoring, most studies to date examine the sub-processes of progress monitoring in isolation, often employing an event-related design. Studying the sub-processes of goal-directed behavior in isolation may limit our understanding of how these processes are integrated and operate in real-life.

In an effort to overcome this problem, Berkman et al. (2012) used a mixed design. However, their study still employed a task that only required participants to monitor their performance on each trial separately. As a result, it is difficult to know whether the same neural regions, such as those involved in WM or sustained and directed attention, would be involved if participants were required to monitor their progress over a series of trials. Furthermore, the variant of the go-no-go task used by Berkman et al. (2012) still involved contrasting erroneous with correct responses, raising the possibility that some elements of progress monitoring, such as those involved in comparing the current state to the desired outcome (a process that would be invoked even if the response were correct), were not examined.

There are a number of other limitations to studying the neural basis of progress monitoring using tasks that only involve trial-by-trial monitoring. Typically, monitoring goal progress requires that the person periodically attend to relevant information (Berger, 2002). This may take place over a period of minutes (e.g., achieving a target in a game) or days (e.g., assessing progress toward the goal of losing weight before the summer). Berkman and Lieberman (2009) point to the need to develop tasks that reflect, within the constraints of neuroimaging studies, monitoring over the medium term, stating that: “Neuroscientists have yet to examine long-term goals. Although methodological constraints limit our ability to examine the representation of long-term goals in a magnetic resonance imaging (MRI) scanner (e.g., imaging participants while they engage in the task of being a ‘good American’), an initial step would be to extend our existing knowledge of short-term goals to slightly broader ones, termed here ‘medium-term’ goals.” (p. 104). Therefore, there is a need to study progress monitoring using a block—rather than an event-related design, in order to examine how the sub-processes of progress monitoring, that have until now been explored individually, are integrated when people assess their progress on tasks that span over time and multiple events.

Finally, as noted earlier, previous studies have focused on conflict monitoring, and have tended to employ paradigms involving error detection. However, monitoring goal progress is fundamentally different to monitoring for errors, as progress monitoring is an ongoing process where relevant information has to be updated, or aggregated, in order to assess the current state in relation to the goal. In contrast, error monitoring involves identifying discrete errors. Furthermore, while conflict monitoring focuses on detecting errors, or detecting situations where errors may occur, progress monitoring involves both the detection of erroneous and correct responses (i.e., in both instances people ask themselves “did I get that one right?”). Therefore, focusing on the brain regions activated by erroneous, compared with correct, responses is likely to mask the areas that are involved in progress monitoring.

THE PRESENT RESEARCH
The present research investigated the neural basis of monitoring progress over a medium term (rather than on a trial-by-trial basis) in a context that does not rely on comparing the neural substrates of erroneous responses to correct ones. Two computer games were designed whose conditions differed in the nature of the progress monitoring that was required. One computer game involved processing numerical stimuli, since progress monitoring often involves numerical processing (e.g., checking finances, counting calories, etc.) and evidence suggests that people find it easier to monitor quantifiable outcomes (Josephs et al., 1994; Chang et al., 2013). The other game involved monitoring progress...
toward the goal of recreating a pattern of shapes; a task that relied on visuo-spatial processing. Both tasks were designed not to give participants direct feedback on the to-be-monitored aspect of the task, but rather to examine self-initiated progress monitoring by asking participants to keep track of the relevant dimension. Each of the tasks were designed to minimize individual variations in the process of monitoring (e.g., by providing specific instructions), allowing the contrasts between conditions to reveal the neural substrates that are involved in the various processes involved in monitoring goal progress.

Given the role of the parietal cortex in selective attention and WM (Gazzaley and Nobre, 2012) and in processing visuo-spatial (Culham and Kanwisher, 2001) and numerical stimuli (Dehaene et al., 2003), we hypothesized that monitoring progress in the present study would activate a core network in the parietal cortex that is common to both numerical and visuo-spatial tasks (Benn et al., 2012). Specifically, we anticipated that monitoring progress over time (as compared to trial-by-trial monitoring, and the baseline conditions) would involve bilateral parietal activation. Furthermore, we expected to observe activation of the fronto-parietal network, due to the task demanding attention and WM resources (Gazzaley and Nobre, 2012). Specifically, we anticipated that monitoring progress over time (e.g., to carry over the current value from one trial to the next). Lastly, we hypothesized that we would observe activation in the dACC when participants were monitoring their progress toward a specific reference value, and hence when there is the greatest potential for a discrepancy to occur between desired and actual responses. However, activation of other areas within the cingulate gyrus was also hypothesized, due to its reported role in many tasks requiring attention and executive control (Fan et al., 2005).

METHODS

ETHICAL STATEMENT

Ethical approval for the study was granted by the Ethics Sub-Committee in the Department of Psychology at The University of Sheffield. The research was conducted in a manner consistent with the American Psychological Association’s ethical principles.

PARTICIPANTS

Twenty healthy, native English speaking, right-handed (as assessed by the revised Edinburgh handedness questionnaire, Oldfield, 1971; Cohen, 2008) undergraduate students (Mean age = 18.90 years, SD = 0.31) received £40 for participating in the study. Half of the participants were female and all had normal or corrected-to-normal vision, and were screened for MRI compatibility. Prior to the study, participants were informed that the study investigated the neural correlates of computer game playing. At the end of the study, participants were debriefed about the real purpose of the study, and were given the chance to ask any questions.

STIMULI AND DESIGN

The tasks were developed using Pygame 1.9.1. Participants played two different games: a numerical game termed the “harbormaster game” and a visuo-spatial game termed the “nursery game.” In the harbormaster game, participants were asked to play the role of a harbormaster at a busy port. As such, participants were presented with three boats arriving at the port on each trial, and asked to decide which of the three boats should enter the port (by selecting a boat using an MR-compatible mouse; NATE technologies, FOM-2B-10B IMRI Mouse). There were three different types of boats indicated by different values; boats marked with a zero represented tourist boats (no fish bought or sold), boats with a positive number represented fishing boats (bringing fish into the port, with the amount of fish indicated by the number on the boat), and boats with a negative number represented merchant boats (wishing to buy the amount of fish indicated by the number on the boat; Figure 1A).

There were four conditions in the harbormaster game: In the no monitoring condition (Condition 1), participants were told that it was a national holiday and, as such, only tourist boats should be allowed to enter the port. Condition 1 was used as a control condition to subtract the elements of calculation, visual processing, and motor responses from the subsequent conditions. In the trial-by-trial monitoring condition (Condition 2), participants were also instructed to only allow tourist boats to enter the port. However, in addition, they were also told that an inspector may visit the port and that they would need to calculate the sum of fish arriving at the port on each trial, ready to report to the inspector. As such, participants were required to select the tourist boat, and to calculate the sum of the other two boats separately on each trial (without having to carry it over from one trial to the next). Condition 2, therefore, required trial-by-trial monitoring, and enabled us to differentiate this process from monitoring over time.

In the condition involving monitoring information over time without a reference value (Condition 3), participants were told that it was a trading day and, as such, they were instructed to only allow merchant or fishing boats to enter the port and to keep track of the cumulative total of fish held at the port over the trials. Participants in this condition were not given a clear target, but were rather told to “maximize trading.” Hence, Condition 3 allowed us to examine the processes involved in monitoring progress over time, but without comparing the current state to a specific reference value. Finally, in the condition involving monitoring over time with respect to a reference value (Condition 4), participants were told that they could allow any boat to enter the port in each trial, but that they should ensure that cumulative fish stocks at the port did not go below zero or above a randomly set number between four and 10 (depending on the storage capacity at the port that day), set at the start of the condition. Condition 4, therefore, enabled us to examine the neural basis of monitoring over time with respect to a reference value.

In each of the conditions, after every 4–6 trials, participants were asked a question to test whether they had followed the instructions. In Conditions 3 and 4, participants were asked about the current fish stocks at the port. In Condition 2, they were asked to report the sum of the two non-zero boats that had arrived at the port on the last trial. In Condition 1, participants were given a simple calculation question, similar to the one required in Condition 2, but unrelated to the task (e.g., the sum of −2 and 0, as illustrated in Figure 1B). In all conditions, participants used
In the nursery game, participants were asked to imagine themselves as an infant in a nursery being presented with three trucks to play with. On each trial, they were asked to select which of the three trucks appearing on the screen they wished to play with. There were always two trucks marked with a randomly selected shape representing toy blocks, and one truck that was not marked with a shape—the “empty truck” (Figure 2B).

The nursery game had two conditions. In the no monitoring condition (Condition 1), participants were told that they preferred to watch TV rather than play with the trucks and so were instructed to always select the empty truck. This condition was used as a control task for subtracting visual processing and mouse clicking from the monitoring condition. In the monitoring condition (Condition 2), participants were told that they wanted to play with the trucks and that their goal was to collect the blocks (by selecting the relevant truck holding that shape using the mouse) that were required to match a pattern of three shapes that was presented at the start of the condition (the shapes were drawn from the set presented in Figure 2A). While no constraints were placed on the order with which participants collected the shapes in Condition 2, participants were given a reference pattern to work toward. The task, therefore, required participants to monitor their progress over time by keeping track of which shapes they had collected and which they still needed to collect.
In both games the vehicles were animated to move toward the participant for 1.5 s before the participant was able to make a selection. Two aspects of participants’ performance were measured during the tasks. First, we recorded which vehicle participants selected on each trial. This information was used to verify that participants followed the instructions. Responses were scored by assigning one point every time a participant selected an appropriate vehicle (e.g., selected a tourist boat in the no monitoring condition of the harbormaster game), and zero points if they selected the wrong vehicle (e.g., selected a tourist boat on a trading day). Second, we recorded participants’ responses to the questions designed to check that participants were monitoring progress as required in the harbormaster game.

PROCEDURE
Participants were given instructions for each game and an opportunity to practice all conditions on a computer before entering the scanner. Once lying in the scanner, participants practiced the games a second time to familiarize themselves with the MRI compatible mouse. Stimuli were viewed on a LCD screen via a head-coil-mounted, rear-facing mirror.

SCAN DESIGN
The experiment used a block design, with three runs (Figure 3). Each run began with a 30-s fixation block. Thereafter, participants performed each condition for 30 s preceded by instructions for 12 s. The conditions of each game were grouped (i.e., participants played four conditions of the harbormaster game before playing two conditions of the nursery game). The order of the games, as well as the order of the conditions within each game, was counterbalanced between and within participants. Once participants had completed the first set of two games, a 30 s fixation period provided a short break before starting the next set of two games. Following the functional scans, a high-resolution, whole-brain 3D structural scan was acquired. In total, participants played each game six times and were in the scanner for approximately 50 min.

DATA ACQUISITION
All MR images were acquired at 3T (Ingenia 3.0T, Philips Healthcare, Best Holland) using a fifteen-channel radiofrequency receive-only head coil. Cerebral vascular response to the
tasks was recorded using the blood oxygenation level-dependent (BOLD) T2* -weighted signal time-course. During each functional scan, a time series of 194 dynamic datasets was obtained using a 2-dimensional single-shot, echo-planar imaging (EPI) sequence. The EPI scan parameters were as follows: repetition time (TR) = 3000 ms; echo time (TE) = 35 ms; sensitivity-encoding factor = 1.8; flip angle = 90°; in-plane voxel size = 2.4 × 2.4 mm interpolated to 1.8 × 1.8 mm; 35 contiguous 2-dimensional transaxial slices each having slice thickness = 4 mm. Anatomical reference data were obtained for each subject using a Magnetization Prepared-Rapid Acquisition Gradient Echo (MP-RAGE) technique (TE = 3.8 ms; TR = 8.3 ms; TI = 963 ms; flip angle = 8°). This 3D-encoded acquisition yielded T1-weighted data covering the entire intra-cranial structures at a voxel resolution of 1 × 1 × 1 mm.

DATA PROCESSING

Data analysis was performed using SPM8 (Wellcome Department of Imaging Neuroscience, London; www.fil.ion.ucl.ac.uk/spm/) implemented in MatLab (The MathWorks Inc., Natick, MA). Functional images were corrected for spatial variation between dynamics. Realigned images were then spatially normalized to the standard SPM EPI template. Following normalization, images were smoothed using an 8 mm full-width half-maximum (FWHM) Gaussian filter. After specifying the block-design matrix for each participant, the BOLD signals obtained under different conditions were assessed using a general linear model. Statistical contrasts were constructed for each individual, and then used for the second level group analysis. All contrasts presented here were created using a Family Wise Error (FWE) correction (p < 0.05), unless otherwise stated.

RESULTS

BEHAVIORAL RESPONSES

The mean accuracy with which participants selected the targets (Figure 4) suggests that participants followed the instructions, and were reasonably competent in doing so (minimum of 80% accuracy)1. Given that chance level on each trial is 33%, and the average number of trials per block was 7, this level of accuracy is likely to be achieved by chance in just 0.08% of cases.

FIGURE 4 | Mean accuracy and reaction time to the question designed to check that participants were monitoring as intended in the harbormaster game (A) and mean accuracy and reaction time of responses (i.e., target selection) across both games (B).

1On participant was identified whose performance was significantly worse than the average for the group in two out of the six conditions (>2.5 standard deviations from the mean). To see whether inclusion of this participant influenced our findings, we reran the behavioral and fMRI analysis excluding this participant. The results were largely unchanged and so the analyses reported include all participants.
In terms of the time taken to respond to the questions designed to assess monitoring, a One-Way ANOVA revealed a significant difference between the conditions of the harbormaster game, $F_{(3, 75)} = 11.52, p < 0.001$. Participants took longer to answer the simple addition questions in Condition 1, which involved no monitoring, compared to the questions about monitoring asked in Condition 2 (Mean difference $= −370.49$ ms, $p < 0.001$), Condition 3 (Mean difference $= −376.84$ ms, $p < 0.001$), and Condition 4 (Mean difference $= −284.53$ ms, $p = 0.003$). This further suggests that participants followed the task instructions because in Condition 1 participants needed to perform the relevant calculation in response to the question as it was presented, whereas participants in the monitoring conditions were monitoring and updating the relevant information as they went along and so did not need to make any new calculations in response to the question.

**Imaging results**

Given that all conditions had a high rate of correct responses, as reflected by the behavioral data, we did not exclude individual responses from the fMRI analysis as they are unlikely to significantly influence the group data. Furthermore, since a similar level of errors was observed in all conditions, it is likely that activations related to errors would not be statistically significant following subtraction of one condition from another.

**The harbormaster game**

There were four conditions in the harbormaster game: no monitoring (Condition 1), trial-by-trial monitoring (Condition 2), monitoring over-time without a reference value (Condition 3), and monitoring progress over-time with respect to a reference value (Condition 4). To examine the neural processes involved in the different types of monitoring, we computed three contrasts: Condition 2 > 1, Condition 3 > 1, and Condition 4 > 1. Contrast 2 > 1 involved right superior parietal, left inferior parietal and bilateral cingulate and superior and medial frontal gyri. Contrast 3 > 1 resulted in activation in the right middle and medial frontal gyri, cingulate gyrus and left inferior and superior parietal regions. Contrast 4 > 1 resulted in activation of the bilateral precuneus, inferior and superior parietal lobules, inferior, medial and middle frontal gyri and cingulate gyrus (Table 1). The dACC was only significantly activated in the contrast between Conditions 4 > 1.

To identify the differences between monitoring over time and trial-by-trial monitoring, we computed the contrast between Conditions 3 > 2, where WM and calculation demands are similar. The results revealed large areas of activation in the right superior and middle frontal gyri (BA8/9/10) (Table 2).

To further examine the neural basis of monitoring progress over time with a clear reference value, we computed the contrasts from BOLD imaging data between Conditions 4 > 2 and Conditions 4 > 3 (Table 3). The contrast between Conditions 4 > 2 revealed activations of the right middle frontal gyrus (BA9) and inferior parietal lobule (BA39, BA40). The contrast between Condition 4 > 3 differed only on one dimension—whether monitoring occurred with or without a reference value or goal—and revealed only one area of activation in the left cuneus (BA17) (Table 3).

**The nursery game**

The nursery game was designed to examine the brain regions involved in monitoring progress toward a visuo-spatial target. To do so, we computed the contrast between Conditions 2 > 1 (Table 4). This contrast is conceptually similar to the contrast between Conditions 4 > 1 in the harbormaster game as both compare monitoring progress over time with a reference value to no monitoring. Much like the contrast between Conditions 4 > 1, this contrast resulted in an extensive fronto-parietal network of activation. However, while in the contrast for the nursery game this network was bilateral, the contrast between Conditions 4 > 1 of the harbormaster game predominantly involved the left parietal and right frontal regions. In addition, the contrast between Conditions 2 > 1 of the nursery game included the dACC and bilateral cuneus (BA17).

**Conjunction (inclusive) analysis of the harbormaster and nursery games**

To identify the neural basis of progress monitoring in a way that is relatively independent of the modality of the target representations (verbal or visual), we computed the combined contrast between Conditions 4 > 1 of the harbormaster game and Conditions 2 > 1 of the nursery game. The results are presented in Table 5 and Figure 5. As expected from the activations observed in the two games individually, an extended fronto-parietal network was activated when monitoring progress over time with respect to a reference value. Activations were also observed in the bilateral primary visual cortex (BA17/18) and the dACC.

**Discussion**

The present research examined the neural regions involved in monitoring goal progress, across numerical and visuo-spatial modalities. Two computer games were designed whose conditions differed in the nature of the progress monitoring that was required. In the harbormaster game, Condition 1 acted as a baseline condition, Condition 2 involved trial-by-trial monitoring, Condition 3 involved monitoring information over time without comparing progress to a reference value, and Condition 4 involved monitoring progress over time with respect to a numerical reference value. In the nursery game, Condition 1 acted as a baseline condition, while Condition 2 involved monitoring progress over time with respect to a reference value of a visual nature. The findings from both games were used to identify a modality-independent network of activations involved in monitoring progress over time.

The findings point to a series of activations in the fronto-parietal network, including the right DLPC (BA9) and bilateral inferior and superior parietal regions. This network is largely similar to activations identified in studies of the neural basis of attention and WM (Corbetta and Shulman, 2002; Fox et al., 2005; Gazzaley and Nobre, 2012) supporting the idea that these processes are involved in monitoring goal progress. In addition, the dACC was activated when progress was measured against a reference value confirming previous findings, which indicate that the
Rather than on a trial-by-trial basis. As predicted, all conditions in the neural basis of monitoring progress over a medium term, cortex (Chawla et al., 1999; Hopfinger et al., 2000).

...conditions, monitoring with respect to a reference value resulted in activation of early visual processing regions (BA17). We suggest that this activation provides evidence of top–down processing in activation of early visual processing regions (BA17). We suggest that this activation provides evidence of top–down processing as stimulus being presented in the monitoring and no monitoring conditions being presented in the no monitoring conditions.

Between the current and target state is likely (Carter et al., 1998; dACC is activated in response to situations where a discrepancy Ullsperger and von Cramon, 2001; Kerns et al., 2004; Abutalebi et al., 2012; Berkman et al., 2012). Finally, despite identical visual stimuli being presented in the monitoring and no monitoring conditions, monitoring with respect to a reference value resulted in activation of early visual processing regions (BA17). We suggest that this activation provides evidence of top–down processing of goal-directed attention to information in the primary visual cortex (Chawla et al., 1999; Hopfinger et al., 2000).

To our knowledge, the present research is the first to examine the neural basis of monitoring progress over a medium term, rather than on a trial-by-trial basis. As predicted, all conditions (in comparison to baseline) increased activation in the frontoparietal network. This included activation of the inferior frontal gyrus, previously shown to be involved in stimulus-driven attention (Corbetta and Shulman, 2002) and the right superior parietal cortex and superior and middle frontal gyri (BA9, BA10), including the fronto eye field, which have previously been implicated in goal-directed attention (Corbetta and Shulman, 2002; Fox et al., 2005). A similar network has been shown to be involved in WM (Gazzaley and Nobre, 2012). This pattern of activation, suggests that attention and WM resources may be needed for the effective monitoring of goal progress.

We hypothesized that the DLPFC would be activated when monitoring goal progress over time, due to its involvement in

### Table 1 | Brain regions activated in the different conditions of the harbormaster game (FWE Corrected, p = 0.05).

| Region | Anatomical localization of cluster | BA | Max coordinate | Z score | Cluster size | Beta value |
|--------|----------------------------------|----|----------------|---------|--------------|------------|
| **Lobe** |
| **CONDITION 2 > CONDITION 1** |
| Right |
| Parietal | Superior parietal lobule | – | 30 –64 46 | 4.87 | 1 | 1.03 |
| Inter-hemispheric |
| Frontal | Superior (L,C,R)/medial (L,R) frontal gyrus | 6(L,R),8(L) | 0 12 56 | 5.35 | 19 | 1.38 |
| Frontal(L)/limbic(L,R) | Cingulate gyrus | 32 | –8 18 42 | 5.36 | 27 | 1.16 |
| Left |
| Parietal | Inferior parietal lobule | 40 | –34 –54 48 | 5.25 | 12 | 1.29 |
| Inferior parietal lobule | 40 | –44 –40 46 | 5.32 | 25 | 1.54 |
| Frontal | Inferior frontal gyrus | – | –48 10 20 | 5.0 | 1 | 1.47 |
| **CONDITION 3 > CONDITION 1** |
| Right |
| Frontal | Middle frontal gyrus | 8 | 32 22 52 | 5.28 | 21 | 2.0 |
| Frontal/limbic | Cingulate/medial frontal gyrus | 32 | 4 24 42 | 6.52 | 213 | 1.91 |
| Parietal | Inferior parietal lobule | 40 | 50 –36 48 | 5.39 | 76 | 1.51 |
| Left |
| Parietal | Inferior parietal lobule | 40 | –6 –74 50 | 5.39 | 76 | 1.65 |
| Precuneus/superior parietal lobule | 7 | 50 –36 48 | 5.92 | 105 | 1.51 |
| **CONDITION 4 > CONDITION 1** |
| Right |
| Parietal | Inferior parietal lobule, sub gyral | – | 34 –60 40 | 4.97 | 3 | 1.2 |
| Inferior parietal lobule, post-central gyrus | 40 | 50 –38 48 | 5.53 | 97 | 1.35 |
| Inferior parietal lobule | 7 | 36 –62 44 | 4.97 | 2 | 1.33 |
| inferior parietal lobule | 40 | 48 –60 46 | 4.98 | 3 | 1.09 |
| Inferior/superior parietal lobule | 7 | 36 –68 48 | 5.13 | 16 | 1.44 |
| Precuneus, superior parietal lobule | 7 | 8 –68 48 | 5.64 | 77 | 1.68 |
| Frontal | Insula/inferior frontal gyrus/extra nuclear | 47 | 34 18 –6 | 5.57 | 19 | 0.99 |
| Middle frontal gyrus | – | –44 46 –4 | 5.26 | 9 | 1.5 |
| Frontal/limbic | Inferior/media/superior/cingulate frontal gyrus | 6,8,9,46 | 38 34 32 | 6.37 | 738 | 1.6 |
| Limbic | Anterior cingulate | – | 10 32 26 | 5.01 | 1 | 1.03 |
| Left |
| Cerebellum | Posterior lobe-Uvula | – | –32 –64 –34 | 5.0 | 4 | 1.25 |
| Parietal | Precuneus, inferior/superior parietal lobule | 7,19,40 | –44 –40 44 | 6.45 | 396 | 1.59 |
| Precuneus | 7 | –8 –72 48 | 5.63 | 29 | 1.27 |
| Frontal | Inferior/middle frontal gyrus | 10,46 | –42 38 18 | 5.17 | 37 | 1.8 |
| Middle/18superior frontal gyrus | 6 | –14 58 | 4.98 | 7 | 1.12 |
| Frontal/limbic | Cingulate/medial frontal gyrus | 8,32 | –2 20 48 | 5.36 | 22 | 1.76 |
Table 2 | Brain regions identified for monitoring over time (Condition 3) relative to trial-by-trial monitoring (Condition 2) in the harbormaster game (FWE Corrected, p = 0.05).

| Lobe                  | Region                      | BA | Max coordinate | Z score | Cluster size | Beta value |
|-----------------------|-----------------------------|----|----------------|---------|--------------|------------|
| HARBORMASTER 3 > HARBORMASTER 2 |                             |    |                |         |              |            |
| Right                 | Sub-lobar                   | 13 | 32             | 14      | −6           | 5.14       | 2          | 0.77       |
|                       | Insula/extra nuclear        | 13 | 30             | 16      | −8           | 4.86       | 1          | 0.65       |
|                       | Extra nuclear               | −  | 20             | 14      | 10           | 4.91       | 1          | 0.45       |
|                       |                             | −  | 8              | −4      | 0            | 5.28       | 5          | 0.5        |
|                       | Frontal                     | 10 | 40             | 50      | 8            | 5.04       | 15         | 1.54       |
|                       | Middle frontal gyrus        | 10 | 30             | 56      | 20           | 4.91       | 3          | 1.59       |
|                       | Superior frontal gyrus      | 8/9/10 | 22       | 32      | 42           | 5.97       | 386        | 1.17       |
|                       | Superior/middle frontal gyri|  8/9/10 | 22       | 32      | 42           | 5.97       | 386        | 1.17       |
|                       | Limbic/parietal             | 7  | 6              | −36     | 44           | 4.86       | 3          | 0.9        |
|                       | Cingulate gyrus/precuneus   |  7 | 6              | −36     | 44           | 4.86       | 3          | 0.9        |
| Left                  | Frontal                     |  8 | −24            | 24      | 50           | 4.97       | 1          | 0.83       |
|                       | Middle frontal gyrus        |  6 | −20            | 12      | 60           | 4.88       | 1          | 0.84       |

Table 3 | Brain regions identified for monitoring over time with respect to a reference value (Condition 4) vs. monitoring over time without a reference value (Condition 3) and trial-by-trial monitoring (Condition 2) in the harbormaster game (FWE Corrected, p = 0.05).

| Lobe                  | Region                      | BA | Max coordinate | Z score | Cluster size | Beta value |
|-----------------------|-----------------------------|----|----------------|---------|--------------|------------|
| HARBORMASTER 4 > HARBORMASTER 2 |                             |    |                |         |              |            |
| Right                 | Parietal                    | 40 | 52             | −44     | 46           | 5.24       | 11         | 1.21       |
|                       | Inferior parietal lobule    |  39,40 | 48       | −64     | 38           | 5.04       | 10         | 1.21       |
|                       | Angular gyrus/inferior parietal lobule | 39,40 | 48       | −64     | 38           | 5.04       | 10         | 1.21       |
|                       | Frontal                     | 10,46 | 44       | 44      | 18           | 5.10       | 7          | 1.73       |
|                       | Middle frontal gyrus        |     | −26            | 18      | 44           | 4.89       | 1          | 1.19       |
|                       | Middle/superior frontal gyrus|  9  | 38             | 38      | 34           | 5.81       | 35         | 1.49       |
| HARBORMASTER 4 > HARBORMASTER 3 |                             |    |                |         |              |            |
| Left                  | Occipital                   | 17 | −16            | −88     | 4            | 5.37       | 26         | 1.01       |

Updating WM (Petrides, 2000; Provost et al., 2010). Consistent with this idea, two of the contrasts in the harbormaster game (contrasts 4 > 2 and 3 > 2) and the contrast in the nursery game (contrast 2 > 1), revealed activations in the right DLPFC (BA9). These findings are likely to reflect the fact that these conditions required participants to keep track of their current state and update this value on each trial (e.g., when fish were bought or sold, or new shapes were added to the current collection). We conclude, therefore, that the right DLPFC is likely to play an important role in monitoring progress toward goals over time, regardless of the nature of information that needs to be considered.

Activations in the inferior and superior parietal cortices were also observed in all conditions involving monitoring (e.g., trial-by-trial and over time) compared with the baseline conditions. It is likely that in some contrasts (namely, contrasts 2 > 1, 3 > 1 and 4 > 1 in the harbormaster game, contrast 2 > 1 in the nursery game) activations of the right superior and left inferior parietal reflect, at least in part, processes involved in calculation (Benn et al., 2012) and the manipulation of visuo-spatial information (Culham and Kanwisher, 2001). However, parietal activation may also be directly related to the process of monitoring information over time since parietal activation was also observed in contrasts 4 > 2 and 3 > 2 of the harbormaster game (where calculation demands are similar) and in the nursery game contrast, where parietal activation extended over a large bilateral region including both inferior and superior parietal lobules. Several studies using fMRI (e.g., Rao et al., 2001; for a review, see Lewis and Miall, 2003) and EEG (Mohl and Pfurtscheller, 1991) show that the right parietal cortex, particularly the right inferior parietal region, plays a role in the perception of time. It has further been suggested that the right parietal cortex is a hub for the processing of magnitude, including numerical, spatial and temporal processing (Walsh, 2003). It therefore seems likely that, regardless of the modality of the stimuli being processed, a circuit involving the frontal-parietal network is involved in monitoring goal progress over time, as demonstrated by the joint contrast of the nursery and harbormaster games.
Table 4 | Brain regions identified for monitoring progress (Condition 2) vs. not monitoring progress (Condition 1) in the nursery game.

| Region | Anatomical localization of cluster | BA | Max coordinate (MNI) X | Y | Z | Z score | Cluster size | Beta value |
|--------|----------------------------------|----|-----------------------|---|---|-------|------------|------------|
| **RIGHT** | | | | | | | | |
| Cerebellum | Posterior lobe/Pyramis | – | 24 | −64 | −38 | 5.27 | 7 | 0.90 |
| Occipital | Cuneus | 17/28/23/30 | 12 | −74 | 10 | 5.4 | 76 | 1.38 |
| | | 18 | 6 | −90 | 18 | 4.99 | 6 | 1.11 |
| Parietal | Inferior/superior parietal lobule/precuneus/sub gyral | 7/19/39/40 | 32 | −72 | 44 | 6.01 | 301 | 2.21 |
| Frontal | Inferior frontal gyrus | 47 | 30 | 24 | −6 | 5.14 | 43 | 2.48 |
| | Inferior frontal gyrus/sub-gyral | – | 46 | 10 | 18 | 4.95 | 6 | 2.31 |
| | Middle frontal gyrus | 10 | 36 | 50 | 6 | 4.97 | 3 | 2.20 |
| | | 9/46 | 48 | 32 | 30 | 5.45 | 100 | 3.17 |
| Thalamus | Pulvinar | – | 10 | 36 | 36 | 4.84 | 1 | 1.37 |
| | | – | 20 | −30 | 2 | 5.02 | 1 | 0.49 |
| | | – | 22 | −28 | 4 | 4.85 | 1 | 0.48 |
| Limbic | Anterior cingulate/cingulate gyrus | – | 12 | 26 | 30 | 4.95 | 2 | 1.19 |
| **INTER-HEMISPHERIC** | | | | | | | | |
| Parietal | Precuneus (L,R)/sub-gyral (R)/superior parietal (L) | 7 | 10 | −76 | 46 | 5.82 | 200 | 1.64 |
| Limbic | Cingulate gyrus/medial frontal gyrus (L,R) | 6,8,32 (L,R) | 4 | 24 | 46 | 6.17 | 239 | 2.66 |
| **LEFT** | | | | | | | | |
| Cerebellum | Anterior lobe/Culmen | – | −38 | −44 | −26 | 4.84 | 1 | 1.19 |
| Occipital | Cuneus | 17/19 | −12 | −78 | 4 | 5.28 | 33 | 1.29 |
| | | 18/19 | −12 | −90 | 22 | 5.18 | 19 | 0.84 |
| Occipito-temporal | Fusiform gyrus/sub-gyral | 37 | −46 | −60 | −14 | 5.09 | 14 | 2.0 |
| Parietal | Inferior/superior parietal lobule/sub gyral | 7/19/40 | −28 | −68 | 42 | 6.08 | 317 | 2.71 |
| | Inferior parietal lobule | – | −46 | −38 | 44 | 4.98 | 6 | 1.58 |
| Frontal | Insula/inferior frontal gyrus | 13/47 | −30 | 20 | −6 | 5.19 | 21 | 2.0 |
| | Middle/inferior frontal gyrus/sub-gyral | 46 | −46 | 32 | 22 | 5.66 | 168 | 2.92 |
| | Inferior frontal gyrus/sub-gyral | – | −40 | 8 | 24 | 5.11 | 20 | 2.64 |
| | Middle frontal gyrus | 6 | −28 | 10 | 62 | 5.71 | 18 | 1.28 |
| Thalamus | Pulvinar | – | −10 | −8 | −2 | 4.96 | 1 | 0.52 |
| Sub-lober | Extra nuclear/corpus callosum | – | −2 | 4 | 24 | 4.86 | 3 | 0.93 |

FWE Corrected, p = 0.05.

In contrast to the consistent activation observed in the frontoparietal network, the dACC, which has been previously associated with discrepancy detection and reduction (Carter et al., 1998; Ullsperger and von Cramon, 2001; Kerns et al., 2004; Abutalebi et al., 2012; Berkman et al., 2012), was only activated in the contrasts where the baseline condition was compared to a task that involved monitoring with respect to a reference value. In the present paradigm, the dACC was likely involved in identifying potential discrepancies between the current state (i.e., the amount of fish in the port or the current combination of shapes that had been collected) and the reference value (i.e., the total amount of fish allowed at the port, or the target set of shapes). These findings suggest that, while the dACC is an important part of the process of monitoring progress, it is not the only process involved, and monitoring progress over time often involves attending to and updating information without any discrepancy necessarily occurring (e.g., when progress is as expected).

As noted earlier, monitoring with respect to a reference value (contrast 4 > 3 of the harbormaster game and the contrast between the conditions of the nursery game) led to activation in early visual processing regions (BA17). This finding is consistent with accumulating evidence that early sensory processing is involved in goal-directed behavior. For example, evidence suggests that top-down directed attention results in increased firing of neurons in the visual cortex (V1 and V4) of rhesus monkeys (McAdams and Maunsell, 1999), and that goal-directed attention can modulate activity in the early visual cortex of humans (Chawla et al., 1999; Hopfinger et al., 2000). More recently, Levita et al. (2014) demonstrated using EEG that the early visual cortex is involved in processing learned danger signals (i.e., serving the goal of avoiding harm). In the current research, while the two tasks involving monitoring progress with respect to a reference value evoked activation in this region, this activation was more pronounced in the nursery game, where the reference value and the expected stimuli were of visual nature (i.e., not nameable). Future research might, therefore, investigate how the nature of the reference value as well as the nature of the to-be-monitored information influences activations in early sensory cortices.
Table 5 | Brain regions activated during monitoring progress over time with respect to a reference value in both the harbormaster and the nursery games (FWE corrected, $p = 0.05$).

| Lobe                   | Anatomical localization of cluster | BA                  | Max coordinate | Z score | Cluster size | Beta value |
|------------------------|-----------------------------------|---------------------|----------------|---------|--------------|------------|
| LEFT                   |                                    |                     |                |         |              |            |
| Cerebellum             | Posterior lobe-cerebellar tonsil   |                     |                |         |              |            |
| Occipital              | Cuneus                            | 17,18,23,30         | 14 −78        | 6       | 5.21         | 73         | 1.32       |
| Parietal               | Inferior/superior parietal lobule, precuneus, angular gyrus, sub-gyral | 7,19,39,40         | 32 −70        | 44      | 6.22         | 256        | 2.62       |
|                       | Superior parietal lobule, precuneus | 7                   | 10 −78        | 48      | 5.82         | 178        | 2.92       |
|                       | Inferior parietal lobule, post-central gyrus | 40                 | 52 −44        | 50      | 5.83         | 44         | 1.86       |
| Frontal                | Inferior frontal gyrus. Insula, sub-gyral | 13,47              | 34 20 −6      | 5       | 5.32         | 74         | 2.85       |
|                       | Middle/superior frontal gyrus      | 10                  | 28 60 −8      | 5       | 5.31         | 11         | 3.73       |
|                       | Middle frontal gyrus, sub-gyral    | 10                  | 36 50 6       | 5       | 5.44         | 29         | 3.61       |
|                       | Inferior/middle/superior frontal gyrus | 9,10,46            | 42 34 34      | 5       | 5.71         | 233        | 4.26       |
|                       | Middle/superior frontal gyrus      | 6,8                 | 30 20 46      | 5       | 6.35         | 188        | 2.43       |
| INTER-HEMISPHERIC      |                                    |                     |                |         |              |            |
| Limbic/frontal         | Anterior cingulate(R), cingulate/medial frontal gyrus(L,R), superior frontal gyrus (L,C,R) | 6,8,32(L,R),9(R)  | 6 26 46      | 5       | 6.78         | 530        | 2.66       |
| LEFT                   |                                    |                     |                |         |              |            |
| Cerebellum             | Posterior lobe-cerebellar tonsil   |                     |                |         |              |            |
| Occipital              | Cuneus                            | 18                  | −10 −88       | 12      | 5.09         | 8          | 1.17       |
|                       |                                   | 18,19               | −8 −94        | 22      | 5.2          | 20         | 1.11       |
| Parietal               | Inferior/superior parietal lobule, precuneus, supramarginal/angular gyrus, sub-gyral | 7,19,39,40         | −28 −68       | 42      | 6.49         | 588        | 2.72       |
|                       | Precuneus, superior parietal lobule | 7                  | −6 −74        | 50      | 6.25         | 119        | 2.17       |
| Frontal                | Inferior frontal gyrus/insula/extra nuclear | 13,47              | −28 20 0      | 5       | 5.25         | 29         | 1.73       |
|                       | Inferior frontal gyrus, sub-gyral  | −                     | −36 38 6      | 5       | 5.5          | 29         | 1.08       |
|                       |                                   | −40 10 24           | 5.29          | 55      | 2.14         |            |            |
|                       | Middle frontal gyrus              | −                     | −42 44 −6     | 5       | 5.52         | 13         | 2.62       |
|                       |                                   | 6                    | −26 12 46     | 5       | 5.01         | 10         | 1.38       |
|                       | Inferior/middle frontal gyrus, sub-gyral | 46                  | −46 34 22     | 5       | 5.82         | 238        | 3.4         |
|                       | Middle/superior/medial frontal gyrus | 6,32                | −24 14 60     | 5       | 5.52         | 76         | 1.63       |

LIMITATIONS AND FUTURE DIRECTIONS

Monitoring strategies may differ between individuals. For example, one participant may keep track of the shapes that they have collected by trying to form an aggregated image, while another participant may try to remember individual shapes. However, in the present research we analyzed the findings at the group level, assuming that all participants approached the task in a similar way—which seemed reasonable given the relatively constrained nature of the focal tasks. Future research might, however, wish to examine the neural basis of different monitoring strategies. This could be done in a quasi-experimental fashion by asking participants what strategy (or strategies) they used, or in an experimental fashion by directing participants to use one strategy or another. Relatedly, the behavioral responses in the present experiment (namely, whether participants selected appropriate targets, or could report on the relevant dimension that they were monitoring) were simply designed to ensure that participants followed task instructions, rather than to elucidate the nature or difficulty of monitoring progress. Future research could, however, use behavioral measures to examine the nature of progress monitoring—e.g., examining the effect of different monitoring strategies on performance on a secondary task (e.g., one involving WM). We would expect that more demanding forms of monitoring, such as comparing a current value to a reference value, would impact performance on a secondary task to a greater extent than less demanding forms of monitoring.

In addition, given the role of the parietal cortex in both numerical and visuo-spatial processing and the observed activation in primary visual cortex, one limitation of the present research is that it is difficult to identify the determinants of activations in these regions. Future research could, however, address this issue by using an auditory paradigm. For example, participants could work toward recreating a musical rhythm by selecting sub-patterns of this rhythm. An auditory paradigm could further help to establish whether monitoring goal progress affects activation in other primary sensory cortices, and to what degree parietal activation can be attributed to visuo-spatial, numerical or attentional processing.
ACKNOWLEDGMENTS

We are grateful to Tom C. Benn, for programming the experimental paradigm. This research was funded by a grant from the European Research Council (ERC-2011-StG-280515).

REFERENCES

Aarts, H., Dijksterhuis, A., and DeVries, P. (2001). On the psychology of drinking: being thirsty and perceptually ready. Br. J. Psychol. 92, 631–642. doi: 10.1348/000712601162383

Abutalebi, J., Della Rosa, P. A., Green, D. W., Hernandez, M., Sciò, P., Keim, R., et al. (2012). Bilingualism tunes the anterior cingulate cortex for conflict monitoring. Cereb. Cortex 22, 2076–2086. doi: 10.1093/cercor/bhr287

Ashford, S. J., and Cummings, L. L. (1983). Feedback as an individual resource: Personal strategies of creating information. Org. Behav. Hum. Perform. 32, 370–398. doi: 10.1016/0030-5073(83)90156-3

Asplund, C. L., Todd, J. J., Snyder, A. P., and Marois, R. (2010). A central role for the lateral prefrontal cortex in goal-directed and stimulus-driven attention. Nat. Neurosci. 13, 507–512. doi: 10.1038/nn.2509

Backer, R. C., and Alain, C. (2012). Orienting attention to sound object representations attenuates change deafness. J. Exp. Psychol. Hum. Percept. Perform. 38, 1554. doi: 10.1037/a0027858

Baddeley, A. (2010). Working memory. Curr. Biol. 20, R136–R140. doi: 10.1016/j.cub.2009.12.014

Benn, Y., Zheng, Y., Siegal, M., Wilkinson, I., and Varley, R. (2012). Language in calculation: a core mechanism? Neuropsychologia 50, 1–10. doi: 10.1016/j.neuropsychologia.2011.09.045

Berger, C. R. (2002). Strategic and nonstrategic information acquisition. Hum. Com. Res. 28, 287–297. doi: 10.1111/j.1468-2958.2002.tb00809.x

Berkmann, E. T., Falk, E. B., and Lieberman, M. D. (2012). Intercare effects of three core goal pursuit processes on brain control systems: goal maintenance, performance monitoring, and response inhibition. PLoS ONE 7:e40334. doi: 10.1371/journal.pone.0040334

Berkman, E. T., and Lieberman, M. D. (2009). “The neuroscience of goal pursuit bridging gaps between theory and data,” in The Psychology of Goals, eds G. B. Moskowitz and H. Grant (New York, NY: Guilford Press), 98–126.

Botvinick, M. M., Braver, T. S., Barch, D. M., Carter, C. S., and Cohen, J. D. (2001). Conflict monitoring and cognitive control. Psychol. Rev. 108, 624–652. doi: 10.1037/0033-295X.108.3.624

Brázdil, M., Roman, R., Daniel, P., and Rektor, I. (2005). Intracerebral error-related negativity in a simple go/no task. J. Psychophysiol. 19, 244–250. doi: 10.1027/0269-8803.19.4.244

Brázdil, M., Roman, R., Falkenstein, M., Daniel, P., Jurák, P., and Rektor, I. (2002). Error processing—evidence from intracerebral ERP recordings. Exp. Brain Res. 146, 460–466. doi: 10.1007/s00221-002-1201-y

Buschman, T. I., and Miller, E. K. (2007). Top-down versus bottom-up control of attention in the prefrontal and posterior parietal cortices. Science 315, 1860–1862. doi: 10.1126/science.1138071

Carter, C. S., Braver, T. S., Barch, D. M., Botvinick, M. M., Noll, D., and Cohen, J. D. (1998). Anterior cingulate cortex, error detection, and the online monitoring of performance. Science 280, 747–749. doi: 10.1126/science.280.5364.747

Carter, C. S., and Van Veen, V. (2007). Anterior cingulate cortex and conflict detection: an update of theory and data. Cogn. Affect. Behav. Neurosci. 7, 367–379. doi: 10.3758/CABN.7.4.367

Carver, C. S., and Scheier, M. F. (1982). Control theory: a useful conceptual framework for personality social, clinical, and health psychology. Psychol. Bull. 92, 111–135. doi: 10.1037/0033-2909.92.1.111

Carver, C. S., and Scheier, M. F. (1990). Origins and functions of positive and negative affect: a control process view. Psychol. Rev. 97, 19–35. doi: 10.1037/0033-295X.97.1.19

Carver, C. S., and Scheier, M. F. (1998). On the Self-Regulation of Behavior. New York, NY: Cambridge University Press.

Champod, A. S., and Petrides, M. (2007). Dissociable roles of the posterior parietal and the prefrontal cortex in manipulation and monitoring processes. Proc. Nat. Acad. Sci. U.S.A. 104, 14837–14842. doi: 10.1073/pnas.0607101104

Champod, A. S., and Petrides, M. (2010). Dissociation within the frontoparietal network in verbal working memory: a parametric functional magnetic resonance imaging study. J. Neurosci. 30, 3849–3856. doi: 10.1523/JNEUROSCI.0097-10.2010

Chang, B., Webb, T. L., Benn, Y., and Stride, C. (2013). “How do people monitor their progress on personal goals?” in Paper Presented at EASP Small Group Meeting on Motivational, Affective, and Cognitive Sources of the Knowledge Formation Process (Krakow).

Chatham, C. H., Claus, E. D., Kim, A., Curran, T., Banich, M. T., and Munakata, Y. (2012). Cognitive control reflects context monitoring, not motoric.
stopping, in response inhibition. *PLoS ONE* 7:2, doi: 10.1371/journal.pone.0031546

Chawla, D., Rees, G., and Friston, K. J. (1999). The physiological basis of attentional modulation in extrastriate visual area. Nat. Neurosci. 2, 671–676, doi: 10.1038/10230

Cohen, M. S. (2008). The Revised Edinburgh Handedness Questionnaire. Available online at: http://www.brainmapping.org/shared/Edinburgh.php

Corbetta, M., and Shulman, G. L. (2002). Control of goal-directed and

Debener, S., Ullsperger, M., Siegel, M., Fiehler, K., Von Cramon, D. Y., and Engel, A. K. (2005). Trial-by-trial coupling of concurrent electroencephalogram and functional magnetic resonance imaging identifies the dynamics of performance monitoring. *J. Neurosci.* 25, 11730–11737, doi: 10.1523/JNEUROSCI.3286-05.2005

Dehaene, S., Piazza, M., Pinel, P., and Cohen, L. (2003). Three parietal circuits for number processing. Cogn. Neuropsychol. 20, 487–506, doi: 10.1080/02643290244000239

Fan, J., McCandliss, B. D., Fossella, J., Flombaum, J. I., and Posner, M. I. (2002). Anterior cingulate and prefrontal cortex activity in an fMRI study of trial-to-trial adjustments on theSimon task. *NeuroImage* 33, 399–405, doi: 10.1016/j.neuroimage.2006.06.012

Kerns, J. G., Cohen, J. D., MacDonald, A. W., Cho, R. Y., Stenger, V. A., and Carter, C. S. (2004). Anterior cingulate conflict monitoring and adjustments in control. *Science* 303, 1023–1026, doi: 10.1126/science.1089910

Kuhl, J. (1984). Volitional aspects of achievement motivation and learned helplessness: toward a comprehensive theory of action control. *Prog. Exp. Pers. Res.* 13, 99–171.

Levita, L., Hovosey, P., Jordan, J., and Johnston, P. (2014). Potentiation of the early visual response to learned danger signals in adults and adolescents. *Soc. Cogn. Affect. Neurosci.* doi: 10.1093/scan/nos048. [Epub ahead of print]

Lewis, P. A., and Miall, R. C. (2003). Distinct systems for automatic and cognitively controlled time measurement: evidence from neuroimaging. *Curr. Opin. Neurobiol.* 13, 250–255, doi: 10.1016/S0959-4388(03)00036-9

Liberman, N., and Dar, R. (2009). “Normal and pathological consequences of encountering difficulties in monitoring progress towards goals,” in *The Psychology of Goals*, eds G. B. Moskowitz and H. Grant (New York: Guilford Press), 277–303.

Locke, E. A. (1969). Purpose without consciousness: a contradiction. *Psychol. Rep.* 25, 991–1009.

McAdams, C. J., and Maunsell, J. H. (1999). Effects of attention on orientation-tuning functions of single neurons in macaque cortical area V4. *J. Neurosci.* 19, 431–441.

Miller, G. A., Galanter, E., and Pribram, K. H. (1960). *Plans and the Structure of Behavior.* New York, NY: Holt, Rinehart, & Winston.

Miltner, W. H., Lemke, U., Weiss, T., Holroyd, C., Scheffers, M. K., and Coles, M. G. (2000). Implementation of error-processing in the human anterior cingulate cortex: a source analysis of the magnetic equivalent of the error-related negativity. *Biol. Psychol.* 64, 157–166, doi: 10.1016/S0301-0511(03)00107-8

Mohi, W., and Pfurtscheller, G. (1991). The role of the right parietal region in a movement time estimation task. *Neuroreport* 2, 309–312.

Murray, A. M., Nobre, A. C., and Stokes, M. G. (2011). Markers of preparatory attention predict visual short-term memory performance. *Neuropsychologia* 49, 1458–1465, doi: 10.1016/j.neuropsychologia.2011.02.016

Niendam, T. A., Laird, A. R., Ray, K. L., Dean, Y. M., Glahn, D. C., and Carter, C. S. (2012). Meta-analytic evidence for a superordinate cognitive control network subserving diverse executive functions. *Cogn. Affect. Behav. Neurosci.* 12, 241–268, doi: 10.1016/j.cabn.2011.08.004

Oldfield, R. C. (1971). The assessment and analysis of handedness: the Edinburgh inventory. *Neuropsychologia* 9, 97–113, doi: 10.1016/0028-3932(71)90067-4

Pardo, J. V., Pardo, P., Janer, K. W., and Raischle, M. E. (1990). The anterior cingulate cortex mediates processing selection in the stroop attentional conflict paradigm. *Proc. Nat. Acad. Sci. U.S.A.* 87, 256–259, doi: 10.1073/pnas.87.1.256

Petrides, M. (2000). Dissociable roles of mid-dorsolateral prefrontal and anterior inferior temporal cortex in visual working memory. *J. Neurosci.* 20, 7496–7503.

Pourotos, G., Vocat, R., N’Diaye, K., Spinnelli, L., Seek, M., and Vuilleumier, P. (2010). Errors recruit both cognitive and emotional monitoring systems: simultaneous intracranial recordings in the dorsal anterior cingulate gyrus and amygdala combined with fMRI. *Neuropsychologia* 48, 1144–1159, doi: 10.1016/j.neuropsychologia.2009.12.020

Provost, J. S., Petrides, M., and Monchi, O. (2010). Dissociating the role of the caudate nucleus and dorsolateral prefrontal cortex in the monitoring of events within human working memory. *Euro. J. Neurosci.* 32, 873–880, doi: 10.1111/j.1460-9568.2010.07333.x

Rao, S. M., Mayer, A. R., and Harrington, D. L. (2001). The evolution of brain activation during temporal processing. *Nat. Neurosci.* 4, 317–323, doi: 10.1038/85191

Sauseng, P., Klimesch, W., Stadler, W., Schabus, M., Doppelmayr, M., Hansmays, S., et al. (2005). A shift of visual spatial attention is selectively associated with human EEG alpha activity. *Euro. J. Neurosci.* 22, 2917–2926, doi: 10.1111/j.1460-9568.2005.04482.x

Spreng, R. N., and Schacter, D. L. (2012). Default network modulation and large-scale network interactivity in healthy young and old adults. *Cereb. Cortex* 22, 2610–2621, doi: 10.1093/cercor/bhr339

Spreng, R. N., Sepulcre, J., Turner, G. R., Stevens, W. D., and Schacter, D. L. (2013). Intrinsic architecture underlying the relations among the default, dorsal attention, and frontoparietal control networks of the human brain. *J. Cogn. Neurosci.* 25, 74–86, doi: 10.1162/jocn_a_00281

Spreng, R. N., Stevens, W. D., Chamberlain, J. P., Gilmore, A. W., and Schacter, D. L. (2010). Default network activity, coupled with the frontoparietal control network, supports goal-directed cognition. *NeuroImage* 53, 303–317, doi: 10.1016/j.neuroimage.2010.06.016

Ullsperger, M., and von Cramon, D. Y. (2001). Subprocesses of performance monitoring: a dissociation of error processing and response competition
retrieved by event-related fMRI and ERPs. *Neuroimage* 14, 1387–1401. doi: 10.1016/j.neuroimage.2001.09.095

Vincent, J. L., Kahn, I., Snyder, A. Z., Raichle, M. E., and Buckner, R. L. (2008). Evidence for a frontoparietal control system revealed by intrinsic functional connectivity. *J. Neurophysiol.* 100, 3326–3342. doi: 10.1152/jn.90355.2008

Vogt, B. A. (2009). “Regions and subregions of the cingulate cortex,” in *Cingulate Neurobiology and Disease*, ed B. A. Vogt (New York, NY: Oxford University Press).

Walsh, V. (2003). A theory of magnitude: common cortical metrics of time, space and quantity. *Trends Cogn. Sci.* 7, 483–488. doi: 10.1016/j.tics.2003.09.002

Wang, C., Ulbert, I., Schomer, D. L., Marinkovic, K., and Halgren, E. (2005). Responses of human anterior cingulate cortex microdomains to error detection, conflict monitoring, stimulus-response mapping, familiarity, and orienting. *J. Neurosci.* 25, 604–613. doi: 10.1523/JNEUROSCI.4151-04.2005

Webb, T. L., Chang, B., and Benn, Y. (2013). “The ostrich problem”: motivated avoidance or rejection of information on goal progress. *Soc. Pers. Psychol. Compass* 7, 794–807. doi: 10.1111/spc3.12071

Wicklund, R. A., and Gollwitzer, P. M. (1981). Symbolic self-completion, attempted influence, and self-deprecation. *Basic Appl. Soc. Psychol.* 2, 89–114. doi: 10.1207/s15324834basp0202_2

Zanto, T. P., Rubens, M. T., Bollinger, J., and Gazzaley, A. (2010). Top-down modulation of visual feature processing: the role of the inferior frontal junction. *Neuroimage* 53, 736–745. doi: 10.1016/j.neuroimage.2010.06.012

Zanto, T. P., Rubens, M. T., Thangavel, A., and Gazzaley, A. (2011). Causal role of the prefrontal cortex in top-down modulation of visual processing and working memory. *Nat. Neurosci.* 14, 656–661. doi: 10.1038/nn.2773

**Conflict of Interest Statement:** The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 09 May 2014; accepted: 17 August 2014; published online: 10 September 2014.

Citation: Benn Y, Webb TL, Chang BPI, Sun Y-H, Wilkinson ID and Farrow TFD (2014) The neural basis of monitoring goal progress. Front. Hum. Neurosci. 8:688. doi: 10.3389/fnhum.2014.00688

This article was submitted to the journal Frontiers in Human Neuroscience. Copyright © 2014 Benn, Webb, Chang, Sun, Wilkinson and Farrow. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.