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Abstract

Private data generated by edge devices — from smart phones to automotive electronics — are highly informative when aggregated but can be damaging when mishandled. A variety of solutions are being explored but have not yet won the public’s trust and full backing of mobile platforms. In this work, we propose numerical aggregation protocols that empirically improve upon prior art, while providing comparable local differential privacy guarantees. Sharing a single private bit per value supports privacy metering that enable privacy controls and guarantees that are not covered by differential privacy. We put emphasis on the ease of implementation, compatibility with existing methods, and compelling empirical performance.

1 Introduction

Smart phones and smart watches, fitness trackers, automotive electronics, building sensors, and other edge devices collect large amounts of private data, including locations, timestamps, behaviors, personal preferences, as well as data related to financial and medical information. While useful to online advertising, such data can be stolen and used maliciously, which has prompted serious concerns and mistrust in technology among the public, government regulators, and some industry participants. A number of recent laws and regulations (e.g., https://gdpr-info.eu/) limit collection or storage of private data, but a gap remains between what is allowed and what would be considered entirely acceptable by all parties involved. In particular, Apple has implemented more restrictive data collection policies in iOS 14.5 [13], whose impact on ad networks has been described in detail [11]. Learning to work with less private data than before is a challenge for existing ad networks. Convincing the public that their private data are safe is an even greater challenge.

Technical solutions for improving data privacy are receiving significant attention from academia and industry, including Google (Chrome [9]), Microsoft (Windows [5]), Apple (iOS [4]), Intel (SGX [16]) and others. To limit the impact and potential damage caused by a private datum, aggregation is used whenever possible and often suffices. Aggregation can take the form of a sample mean, the 90th percentile or a histogram over a sufficiently large sample. To protect data from leakage before aggregation is complete, Intel offers hardware with Secure Guard Extensions (SGX) [16], which assumes trust in the security of hardware beyond an edge device and in communications with such hardware. Another potential danger is that the aggregated data may nevertheless reveal some information about individual contributors in rare cases. To prevent that, federated analytics methods [21] use aggregation protocols with mathematical guarantees (termed differential privacy [8] and extended to federated learning [20, 4, 10]), where the underlying idea is to add noise to private data before aggregation to provide plausible deniability through randomized response techniques [27].

Under differential privacy, any contribution of any client is compatible with any private values for that client, but some contributions are more likely. The strength of differential privacy is captured by the parameter $\epsilon > 0$ which (via $\exp(\epsilon)$) bounds the likelihood of truthfully reporting about the correct data — the lower the $\epsilon$, the stricter the privacy requirement. Local differential privacy extends differential privacy guarantees to each client locally regardless of third-party servers [17, 25], so that aggregators do not see original data. Sequential composition [25, Theorem 1] enables more sophisticated algorithms.

Apple pioneered the use of differential privacy in its products [4], and the 2020 US Census [15] has been using differential privacy to aggregate results. These developments demonstrated that differential privacy can be deployed in serious applications but also exposed its technical shortcomings [14, 22] — counter-intuitive choices of privacy parameters, misunderstandings of differential privacy concepts, and deficient implementations impacted roll-out in practice. While promising and mathematically rigorous, differential privacy techniques alone do not currently appear compelling to the media [14], the public, civic groups [22], government regulators, the industry [18] and even the research community [6, 25, Section 7]. To put it plainly, differential privacy alone is insufficient in practice because it does not provide common-sense privacy guarantees that consumers and product managers tend to assume — that an individual’s data are safe from unauthorized parties (which are
not included in the DP formalism). Instead, an individual’s data is shared for aggregation, thus shifting trust to the aggregation protocols, software and hardware used to implement aggregation. With its significant complexity, this strategy makes private data vulnerable to (i) future implementation mistakes ranging from hardware and software to security infrastructure and UIs, (ii) system glitches, and (iii) clever hacking along a variety of attack vectors.

1.1 Our approach and contributions

The mathematical sophistication of existing methods complicates audit and verification, increases the chances of implementation mistakes, and leaves many possible attack vectors. Our work addresses these challenges, while absorbing or extending prior solutions. In particular, we do not assume secure hardware but can make use of it. Likewise, we do not introduce novel differentially private mechanisms, but provide a DP guarantee by leveraging an off-the-shelf mechanism.

Privacy metering. We propose to meter private data not at the value level (such as an integer representing someone’s current longitude), but at the bit level. Rather than transmit an entire private value with noise added, our aggregation protocols only transmit a single private bit (and limit subsequent bits per value and per client). From the perspective of a model like differential privacy, transmitting one bit out of 32 can be equivalent to adding noise on 31 bits and transmitting the entire value. However, actually transmitting fewer private bits simplifies audit, verification and metering. To this end, we show how to perform many types of aggregation by combining random bits from different edge devices. At a time when many federated analytics stacks are under active development, our proposal suggests that limits on transmitting private information can be surfaced as controls at the level of mobile platforms and, perhaps, help the public improve trust in technology.

Bit-efficient numerical aggregation. Our mathematical contributions are the introduction and analysis of more efficient techniques for the computational estimation of means, variances, etc. Prior LDP techniques either operate directly on real numbers, e.g., adding Laplace noise, or produce some noisy discrete values as a result of rounding, range checks, comparisons to thresholds, etc. In contrast, we approximate real numbers with fixed-point (or integer) representations, expand them in binary, select some of the resulting bits, and postprocess those bits before communicating them. Several considerations are both novel and essential to the correctness and efficiency of this approach:

- The bits we extract from the numbers to be aggregated form a linear decomposition of such numbers in each bit;1
- Communicated bits have distinct weights associated with them (in the linear decomposition);
- The sets of numbers that share a specified value of some bit do not usually form ranges, but do overlap.

Additional considerations are helpful to simplify analysis, streamline implementation or improve performance:

- We sample bits using a custom-optimized frequency distribution;
- Sampling frequencies can be adjusted based on early sampling results; in particular, unused bits (with estimated mean 0) do not need to be sampled;
- Where genuine random sampling is unnecessary, we replace it with quasi-Monte Carlo (QMC) methods.

We show empirically that gathering statistics using the new binary-expansion approach offers significant advantages over established approaches as well as recently proposed techniques. Our analysis shows that the error decreases quickly, proportionally to $1/\sqrt{n}$, where $n$ is the number of client bit reports (formalized in Lemma 1). In practice, we see that gathering reports from a few thousand users is sufficient to achieve a normalized RMSE of around 3% for a 10-bit quantity, and ten thousand reports ensure that the error level is comfortably below 1%. We observe that the efficiency of existing approaches often relies on knowing tight bounds on the range in which the values fall. We relax this assumption and allow our approach to adapt to the distribution of values observed in practice. Additional optimizations and extensions are discussed below.

1.2 Paper organization

In the remaining part of the paper, Section 2 covers prior work and identifies the main competitors of our methods. Section 3 introduces our “bit pushing” technique for mean estimation, gives formal analysis and extends it to provide LDP guarantees. In addition to additive aggregation for which bit pushing was developed, we discuss nonlinear extensions, including variance

1Note that signed binary expansions are not linear in the sign bit.
estimation. Section 4 introduces key implementation parameters, reports on parameter optimization, and compares the performance of bit pushing to that of leading prior techniques. Section 5 puts our work in perspective, pointing out some limitations and pitfalls, discussing likely applications, and suggesting how follow-up efforts might proceed. In particular, novel privacy infrastructure should ensure the separation of private and non-private bits, and support privacy metering.

2 Prior work

When aggregating private values held by clients, a key challenge is to ensure sufficient privacy for plausible deniability. In particular, (i) the information shared by any client should be insufficient to deduce their private value, but (ii) the information shared collectively by many clients should suffice to estimate aggregate values with acceptable accuracy. Prior work approaches this challenge in terms of (Local) Differential Privacy [25]. Centralized Differential Privacy can add a relatively small amount of noise to the correct answer, but typically requires that each client disclose their true value. In this work, we prefer the stronger privacy constraint where each client reveals a smaller fraction of their data, via the local model of privacy.

\( \epsilon \)-Local Differential Privacy \((\epsilon\text{-LDP or just LDP})\) requires that for any given output value that the client may emit, the probability of producing the same output for a different input can vary by at most a factor of \(\exp(\epsilon)\). As \(\epsilon\) approaches zero, this requires all outputs to approach uniform likelihood, whereas when \(\epsilon\) tends to infinity, this imposes effectively no constraint on the output distribution. The baseline approach to differential privacy is to add appropriately scaled statistical noise to the true value of a function – most commonly, noise sampled from the Laplace distribution (with variance \(O(1/\epsilon^2)\)). In our setting, this would entail each client taking their input value, and adding Laplace noise, scaled by the maximum value that a client may hold. This ensures that each report is masked effectively, but by aggregating reports from multiple clients, the independent noise will tend to cancel out on average, and impose an overall error that is an order of magnitude smaller than the aggregated signal.

Adding Laplace noise is a simple, but rather blunt instrument. Several LDP mechanisms instead aim to add noise at the bit level, by making use of Randomized Response or its generalizations. In randomized response, a binary value is reported accurately with probability \(p \geq \frac{1}{2}\), else its complement is sent. This achieves \(\epsilon\)-LDP with \(\epsilon = \ln(p/(1-p))\). A simple way to incorporate randomized response is to combine it with randomized rounding, as proposed by Duchi et al. in an early work on LDP [7]. Assuming that an input value \(x\) is pre-scaled so that \(0 \leq x \leq 1\), we can treat \(x\) as a probability, and represent it with 1 with probability \(x\), else with 0 (randomized rounding). Applying randomized response to this bit satisfies the LDP requirement. Gathering many such noisy binary reports from clients, we can compute an unbiased estimate of the population mean. The variance of each response is \(O\left(\frac{\arctan(x)}{\epsilon}\right)\). Similar ideas have been deployed by Microsoft for Windows app usage data collection [5]. Subsequent work by Wang et al. modifies the procedure to sample a value so that values closer to the input are chosen with higher probability than those that are further away, referred to as the “piecewise” mechanism [24].

Another common approach to privacy represents a value via a histogram: given a set of bucket divisions of the input space, we effectively represent an input value as a one-hot vector. For privacy, each client noisy their vector, by perturbing it according to an LDP mechanism, and shares the noisy result with an aggregator [26]. The error in the estimate comes from combining the noise added (which grows proportionally to the number of buckets) and the uncertainty due to placing values in buckets (which decreases with the number of buckets). Balancing these two effects when estimating the mean of \(n\) reports leads to variance proportional to \(O\left(\frac{1}{\epsilon \sqrt{n}}\right)\).

Communication-efficient numerical aggregation (regardless of privacy) can be illustrated by theoretical work on low-bandwidth sensor networks [19] with “the constraint that the communication from each sensor to the fusion center must be a one-bit message.” Here, a natural approach to gather statistics on distributed data is to sample individual bits. However, when dealing with packet-switched networks such as TCP/IP (as in our work), the basic transmission unit is a packet of at least 100-1000 bytes, and optimizing communication below that level is not a direct concern. Despite different objectives and resource metrics, basic analysis by Luo [19] concords with ours: in the absence of further information about the data distribution, sending binary-expansion digits with exponentially decreasing probabilities is the optimal strategy. From there, our studies diverge since Luo analyzes undesirable uncontrolled noise on sensor readings, whereas we deliberately add carefully calibrated bit-level noise to values that are being aggregated, in order to attain local differential privacy guarantees.

More recent interest in communication-efficient transmission of values (also not tied to privacy) has been motivated by machine-learning applications. Dealing with multi-dimensional data, distributed ML applications may be able to leverage bit-level efficiency to reach-packet efficiency. Ben-Basat et al. analyze leading approaches for estimating a real value using a single bit sent from a client to a server, as a function of the amount of shared randomness between the two parties [2]. In
our setting, the relevant point of comparison is given by subtractive dithering\textsuperscript{1}. For their input value $0 \leq x \leq 1$, each client samples $h \in U[0, 1]$, and send $b = 1$ if $x \geq h$. The server receives $b$ and $h$, and estimates $\hat{x} = b + h - 0.5$. This offers some privacy when $h \approx \frac{1}{2}$, but when $h$ is chosen to be close to 0 or 1, we can learn if the value of $x$ is close to $h$. The variance for each estimate (between 0 and 1) is bounded by a constant. In order to use subtractive dithering as a baseline for comparisons to our work, we add a formal privacy guarantee by applying randomized response to the input-dependent output $b$.

The need for adaptive protocols. The methods above assume inputs in the range $[0, 1]$ or, equivalently, in some range $[L, H]$ so they can be mapped to $[0, 1]$ via $f(x) = \frac{x - L}{H - L}$. Assuming loose bounds on the input values has a negative impact on accuracy: while methods that are optimal for $[0, 1]$ can be applied to $[L, H]$, the variance of their estimates scales with $(H - L)^2$\textsuperscript{2}. More promising are protocols that adapt to the data distribution and “zoom in” on the range where the data truly lies. We implement such adaptation in our protocols using a small number of rounds and show (i) sharper analytical bounds for variance, backed by (ii) reduced variance in simulations. When combined with the intuitive nature of the bit-level privacy metering and ease of achieving a formal $\epsilon$-LDP guarantee, bit-pushing becomes an attractive option for mean estimation and related tasks. Our approach to localizing the range of the data could also be combined with other methods to estimate the mean within the resulting range. The advantage of the bit-pushing approach to find the data range is that it operates with only a single round of interaction, rather than the multiple rounds that would be required to perform a binary search.

3 The Bit-pushing Approach

In this section, we outline our algorithms for mean estimation, and formally analyze their properties. They can be used as subroutines in many applications including federated learning and can be extended to aggregate some nonlinear quantities.

3.1 Basic bit pushing algorithm

Assume that each client $i$ out of $n$ owns a private value $x_i$: we work with $b$-bit integer and fixed-point values. In the narrative below, we first assume non-negative integers, but this is not a limitation of the approach. Our goal is to estimate the mean $\bar{x} = \sum_{i=1}^{n} x_i/n$. We write $x^{(j)}$ to denote the $j$’th bit in the binary representation of $x$, and $\bar{x}^{(j)}$ to denote the $j$’th bit of the mean, $\bar{x}$. In the basic form of bit pushing, each client selects bit $j$ with probability $p_j$, and sends the value of their input at this bit location, as the pair $\langle x^{(j)}_i, j_i \rangle$. An alternative is where the server randomly selects a $p_j$ fraction of clients to report back on bit $j$. This reduces the variance in the number of reports of each bit, and removes the requirement for the server to specify a sampling distribution to clients. Unless stated otherwise, we adopt this quasi-Monte Carlo sampling method as the default.

Lemma 1. The basic bit pushing protocol provides an estimate that is unbiased and has variance equal to $\frac{1}{n} \sum_{j=0}^{b-1} 4^j \bar{x}^{(j)} (1 - \bar{x}^{(j)}) / p_j$.

Corollary 2. If each client sends $b_{\text{send}}$ bits, the variance decreases to $\frac{1}{n b_{\text{send}}} \sum_{j=0}^{b-1} 4^j \bar{x}^{(j)} (1 - \bar{x}^{(j)}) / p_j$.

The proofs of all claims are presented in the Appendix. This result relies on the fact that the mean is a linear function of the values at each bit location. Clearly, the quality of this bound will depend on the choice of the sampling probabilities $p_j$, so we consider different choices for setting the $p_j$ values. We note that it is likely that individual bits will be correlated – for example, if the mean is close to a power of 2, then it is much more likely that the top-two most significant bits of the input will be 01 or 10 than 11 or 00. This does not affect our variance bounds. If $b_{\text{send}} = 1$, then such correlations do not impact the protocol, since each sampled input value is independent of the others. Meanwhile, if $b_{\text{send}} > 1$, then bit correlations will have negative covariance, and so reduce the variance of our estimates further. In what follows, we focus on the case $b_{\text{send}} = 1$. Algorithm\textsuperscript{1} gives pseudocode for the core functionality of bit pushing, given a probability vector $p$ of weights to sample bits with.

Uniform sampling probabilities. The simplest setting is to pick $p_j = 1/b_{\text{max}}$, i.e., each bit is uniformly likely to be picked. In this case, our bound on the variance becomes $\frac{b_{\text{max}}}{n} \sum_{j=0}^{b_{\text{max}}-1} 4^j \bar{x}^{(j)} (1 - \bar{x}^{(j)}) / p_j \leq \frac{b}{8n} 4^{b_{\text{max}}} (\text{since } x(1-x) \leq \frac{1}{4} \text{ for } 0 \leq x \leq 1)$. Commonly, we may expect that the mean value is proportional to $2^{b_{\text{max}}}$ (i.e., when $\bar{x}(b_{\text{max}})$ is a constant). Then we can write the variance as proportional to $b_{\text{max}} \bar{x}^2/n$, and the expected absolute error to be proportional to $\sqrt{b_{\text{max}} \cdot \bar{x} / \sqrt{n}}$. However, this is a suboptimal choice, and we can do strictly better as discussed below. Increasing $b_{\text{send}}$ from 1 towards $b_{\text{max}}$ would have the effect of removing the dependence on $b_{\text{max}}$ in the variance, although when $b_{\text{send}} = b_{\text{max}}$, the algorithm is equivalent to sending the client’s entire input value.

\textsuperscript{1}When we evaluated in our setting several approaches that were described in [2], subtractive dithering was a clear frontrunner.
Optimizing sampling probabilities. To look for a trend, we can treat the input bits as independent. Where ∗ is used to denote scalar-vector multiplication.

Algorithm 1: Basic bit-pushing algorithm

| Input | No. of bits b, bit weights p, no. of clients n |
|-------|-----------------------------------------------|
| Output| (Result r, mean of bits m, sum of bits s) |
|       | Initialize result r = 0 |
|       | for j = 0 to b − 1 in parallel do |
|       |     Contact c[j] = p[j] · n clients to request bit j |
|       |     Gather weighted sum of bits as s[j] |
|       |     Compute bit means m[j] = s[j] / c[j] |
|       |     r ← r + (2^j · m[j]) |
|       | return (r, m, s) |

Weighted sampling probabilities. It seems intuitive that higher-order bits should have greater probability of being sampled, since they contributed more highly to the computation. Some natural choices are \( p_j \propto 2^j \), or more generally, \( p_j \propto c^j = 2^{\alpha j} \) for some \( c \) or \( \alpha \). We see next that this is indeed a principled choice.

Optimizing sampling probabilities. To look for a trend, we can treat the input bits as independent.

**Lemma 3.** The variance of the bit-pushing estimator is minimized by picking \( p_j = \sum_{j=0}^{b-1} \frac{\sqrt{\beta_j}}{A} \), where \( \beta_j = 4^j \bar{x}^{(j)} (1 - \bar{x}^{(j)}) \), and \( A = \sum_{j=0}^{b-1} \sqrt{\beta_j} \).

From Lemma 1 and our independence assumption, we have \( \beta_j = \bar{x}^{(j)} (1 - \bar{x}^{(j)}) 4^j \), where \( \bar{x}^{(j)} \) denotes the mean value at the \( j \)th bit index. If we simply bound the contribution of \( \bar{x}^{(j)} (1 - \bar{x}^{(j)}) \) values by \( \frac{1}{2^j} \), so that \( \beta_j = \frac{1}{4} 4^j \), this leads us to set \( p_j = 2^j / (2^b - 1) \), and so we obtain

\[
\mathbb{V}[X] \leq \frac{1}{n} \sum_j (2^b - 1) \bar{x}^{(j)} (1 - \bar{x}^{(j)}) 2^j < \bar{x} (2^{b-2}) / n. \tag{1}
\]

If the inputs make use of most input bits, then \( \bar{x} \) is reasonably large, i.e., \( \bar{x} \propto 2^b \), and so \( \mathbb{V}[X] \propto \bar{x}^2 / n \). Hence, the expected absolute error will be of magnitude \( \bar{x} / \sqrt{n} \). Sending \( b_{\text{send}} > 1 \) bits per client would further reduce this absolute error by a factor of \( 1 / \sqrt{b_{\text{send}}} \).

Local vs. central randomness. On the surface, it does not matter whether the choice of which bit(s) to sample is performed by each client (local randomness) or prescribed by the server to each client (central randomness). In other words, rather than sending bit-sampling frequencies to each client, the server can send the bit index/indices to sample, potentially reducing communication costs. Given that bit-sampling frequencies tend to be skewed toward significant bits, letting the client to sample bits does not significantly improve privacy. However, the local setting is more vulnerable to clients who may try to poison the response by distorting the reported values of high-order bits. On the other hand, central randomness supports quasi-Monte Carlo sampling, where the server enforces sampling frequencies, potentially improving the accuracy of estimation. Therefore, we favor central randomness.

### 3.2 Adaptive Bit Pushing

A more sophisticated approach is to use a first round of bit pushing to estimate the bit means \( \bar{x}^{(j)} \). That is, we first choose a set of sampling probabilities \( p_j \) independent of the input, and ask a \( \delta \) fraction of the clients to report an input bit according to this distribution. From these reports, we estimate \( \bar{x}^{(j)} \) as \( \hat{x}^{(j)} \) for all \( j \), and use these estimates to compute a new set of weights based on \( \beta'_j = \hat{x}^{(j)} (1 - \hat{x}^{(j)}) 4^j \). We can then perform a second round of bit pushing using sampling probabilities \( p_j = \sqrt{\beta'_j} / \sum_{j=0}^{b-1} \sqrt{\beta'_j} \) for the remaining \( 1 - \delta \) fraction of clients. To instantiate this two-round approach, we need to determine (i) what split parameter \( \delta \) to apply; and (ii) how to choose the initial weights \( \beta_j \). Naively, we might choose \( \delta = \frac{1}{2} \) to balance accuracy of learned \( \beta'_j \)'s and accuracy of reported results. For \( \beta_j \)'s, we might default to choosing \( \beta_j = 4^j \) (and hence \( p_j \propto 2^j \)), according to the above argument. Our analysis below guides the choice of \( \delta \), and we will try different settings for both these choices in our empirical evaluations. Algorithm 2 provides pseudocode for the adaptive bit pushing approach, where \( * \) is used to denote scalar-vector multiplication.

Algorithm 2: Pseudocode for the adaptive bit pushing approach

```
Initialize result r = 0
for j = 0 to b − 1 in parallel do
    Contact c[j] = p[j] · n clients to request bit j
    Gather weighted sum of bits as s[j]
    Compute bit means m[j] = s[j] / c[j]
    r ← r + (2^j · m[j])
return (r, m, s)
```
Bit pushing is a natural fit to additive aggregation, such as mean estimation, because the binary expansion of non-negative
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Caching. We note a simple but impactful optimization. Rather than producing our final estimate based solely on the reported
3.3 Local Differential Privacy Variant
Given a (private) bit $y$, randomized response is a simple procedure to mask the bit: with (public) probability $p$, we report $y$,
onlyear{Note that the dependence on $2^{b_{\text{max}}}$ is a somewhat unintuitive quantity, and arises from pessimistically assuming that sampling weights are proportional to $2^b/(2^{b_{\text{max}}})$.}
pushing. In this section, we describe how the approach can be extended to several non-linear estimation tasks.

**Signed values.** Consider the additive aggregation of signed integers, whose value depends nonlinearly on the sign bit. We consider two ways to address this task. First, this case can be handled by adding a large number $C$ so as to make each client value positive during the aggregation, and then subtracting $C$ times the number of clients $n$ from the aggregate. This is easy to implement, but requires a good bound on $C$, the shift value. This *additive shifting* approach can be contrasted to what we call *bit-splitting*. For each bit $b_i$, we consider two derived bits computed as $\text{AND}(\text{sign==0, } b_i)$ and $\text{AND}(\text{sign==1, } b_i)$. This way, we separately aggregate positive and negative values and then add the estimates of their sums. In our initial simulations, there is no clear winner when a tight bound on $C$ is known, but when only a loose bound is available, the signed approach outperforms the shifting approach.

**Variance estimation.** The empirical variance of a collection of data items is another fundamental aggregate. Among many other applications, having estimates of the mean and the variance immediately enables feature normalization in federated learning. Computing the variance of the inputs, $\sigma^2$, can be reduced to two mean estimations of derived values: $\mathbb{V}[X] = \mathbb{E}[(X - \mathbb{E}[X])^2] = \mathbb{E}[X^2] - (\mathbb{E}[X])^2$. These two expressions are equivalent when evaluated exactly but behave differently when used for estimation.

**Lemma 5.** The estimated variance using bit-pushing via $\mathbb{E}[(X - \mathbb{E}[X])^2]$ has variance proportional to $(\sigma^2 + \bar{x}^2/n)^2/n$, while the estimated variance using bit-pushing via $\mathbb{E}[X^2] - (\mathbb{E}[X])^2$ has variance proportional to $(\sigma^2 + \bar{x}^2)^2/n$.

**Higher moments.** The same approach can be adopted to estimate higher moments. As in the variance case, care is needed to ensure numerical stability of the estimates, and more bits are needed: the $k$th moment will in general require $kb$ bits to represent. Higher moments provide one way to track the overall shape of the distribution [12].

**Estimating products and geometric means.** In a simple example, we can compute products by applying additive aggregation to logarithms computed by clients and then exponentiating the aggregate at the server. Here, more care is needed to ensure sufficient accuracy is maintained for the values in their logarithmic form, for example by tracking additional bits of precision below the decimal point. This allows finding geometric means via the mean of the logarithms.

4 Experiments

We perform experiments based on implementations in Python, and simulate the computational costs and accuracy of mean estimation. In addition to the bit-pushing approach, we also implement methods based on Laplace noise addition (“Laplace”), piecewise-constant output distribution [24] (“piecewise”), randomized-rounding, and subtractive dithering [2] (“dithering”). We compare these to our two main variants of bit pushing: the two-round adaptive bit pushing (“adaptive”), and the single round approach based on a fixed allocation of weights to bits (“weighted”).

4.1 Experimental Setup

We perform experiments on both human-generated and synthetic data. To generate synthetic data, we draw values from Normal, uniform and exponential distributions with varying parameters, as specified below. The human-generated data (real data for short) are the reported ages from publicly-available deidentified data from the US Census.

Our main focus is on comparing the accuracy of the different techniques, measured by the normalized root-mean-squared error (NRMSE): in each experiment, we compare the true (empirical) value of the mean $\mu$ to the estimate $\hat{x}$, and compute the mean of the squared difference over 100 independent repetitions, then divide by the true mean $\mu$ for normalization. When error bars are shown on our plots, they indicate the standard error of these repetitions. Our default number of clients — 10K — is representative of typical federated analytics scenarios.

4.2 Parameter Tuning

We begin with a set of experiments to understand some of the internal parameters in bit pushing and adaptive bit pushing. In the first round, adaptive bit pushing collects information on all bits of the input, controlled by a parameter $\gamma$, which determines how much weight to put on bit $j$: bit $j$ is sampled in round one with probability $p_j = 2^j$. Figure 1a shows that the procedure

[https://archive.ics.uci.edu/ml/datasets/Census-Income+%28KDD%29](https://archive.ics.uci.edu/ml/datasets/Census-Income+%28KDD%29)
is relatively insensitive to this parameter across the range $0 \leq \gamma \leq 1$, while above 1, the error increases appreciably. We do observe that there is a reduction in error for $\gamma = 0.5$, so we adopt this as a default in subsequent experiments.

The parameter $\delta$ determines how the bit collection is split across the two rounds: given a budget of $n$ clients, we query $\delta n$ clients in round 1 to estimate the bit means, and $(1 - \delta)n$ in round 2 to build the final estimates. Unsurprisingly, setting $\delta$ close to 0 or 1 gives poorer results, and the best results here are found with $\delta$ between $1/3$ and $2/3$. This agrees with our theoretical analysis (Section 3.2), which predicts that $\delta = 1/3$ optimizes the error. We see that adaptive bit pushing with caching (i.e., using the bit means from round 1 as part of the final estimation in round 2) is important here, since without caching the accuracy degrades particularly poorly. This is because with extreme values of $\delta$, adaptive bit pushing with caching still functions effectively as (single round) weighted bit pushing, where all the information comes from one of the rounds.

The last parameter we study is $\alpha$, which determines the weights placed on bits in the final round of data collection, so that $p_j \propto 2^{\alpha j}$. This applies in both the adaptive and (single round) weighted case. In the single round case, there is a clear minimum on this data with $\alpha \sim 0.5$, rather smaller than the theoretical choice of $\alpha = 1$. In our subsequent experiments, we will show results for both $\alpha = 0.5$ and $\alpha = 1$. For the two-round protocol, the dependence on $\alpha$ is much flatter, and choosing $\alpha = 1$ is supported by the data, which we make our default from now on. Note that $\alpha = 0$ corresponds to “uniform weights”: all bits are equally likely to be sampled. This rarely performs well in practice, so we do not focus further on this case.

The absolute values of NRMSE are also encouraging: the error is typically around 1-2% of the true mean value.

4.3 Accuracy Experiments

Our second set of experiments focus on accuracy (Figure 2). Here, we evaluate the subtractive dithering approach as an alternative approach which reveals only one bit of information about the client’s value. We compare against the single round and adaptive bit pushing techniques, with parameters set as determined in the previous section.

Figure 2a shows the accuracy as we vary the mean of the input (Normal) distribution. There is a general trend for the normalized error to decrease, as the normalizing constant increases faster than the magnitude of the errors. This is most
notable for the dithering approach around powers of two, where there is a step up in error at the point where we increase the bound on the input values by a factor of 2. As in the previous experiments, in a single round, choosing weights based on $\alpha = 0.5$ generally leads to more accurate results. Across the whole domain, we find that the adaptive approach reliably achieves the least error.

We see a different set of behaviors when we attempt to estimate the variance of the distribution, in Figure 2b. This is a harder task, as evidenced by error values, which are substantially larger. We allocate a larger cohort of 100,000 clients to this task. Here, the dithering approach is orders of magnitude worse, due to its inability to adapt to the scale of the input values. Among the weighted approaches, it is now the $\alpha = 0.5$ results that are preferred. However, the adaptive approach achieves the best accuracy. The larger user cohort helps keep the errors manageable: the adaptive approach keeps the normalized errors down in the 1-2% range. Increasing the number of clients $n$ would improve the accuracy further.

We further study the importance of finding accurate bounds on the magnitude of the quantities involved in Figure 2c. We vary the “bit depth”, which is the number of bits $b$ used in the bit-pushing algorithms (so $2^b$ is the bound used for the dithering approach). We see that all the one-round approaches grow in error as $b$ increases: less so for $\alpha = 0.5$, since less weight is apportioned to the (vacuous) high order bits than in the $\alpha = 1.0$ case. The adaptive approach, meanwhile, is able to identify the redundant bits in the first round, and discards them in round two. Hence, it is largely oblivious to the increase in bit depth.

A corresponding set of experiments varying $N$ on real data are shown in Figure 3. As expected, the normalized error for both mean (Figure 3a) and variance (Figure 3b) estimation tends to decrease as $n$ increases, broadly consistent with the predicted dependence on $n^{-1/2}$. Unsurprisingly, there is some fluctuation, with the adaptive approach showing more variability for smaller values of $n$ for variance estimation. Again, we see that the adaptive approach handles the increasing number of bits the best of the methods (Figure 3c).

### 4.4 Differential Privacy

In this section, we study the impact of providing a differential privacy (DP) guarantee on mean estimation. We additionally consider the “piecewise” mechanism [24], as well as our previous one-bit methods augmented with randomized response to provide a DP guarantee. Figure 4 shows the RMSE accuracy as we vary the privacy parameter $\epsilon$, split into two regimes: high privacy ($\epsilon < 1$), Figure 4a, and moderate privacy ($\epsilon \geq 1$, Figure 4b). Here, we omit results for the Laplace mechanism, where the observed error was considerably higher than others, as expected. On a log scale plot, the lines are fairly closely clustered, but we see that in this experiment, the single round approach with $\alpha = 1.0$ achieves the least error. Only when $\epsilon > 3$ do we see points where the adaptive and piecewise approaches achieve lower error. Note that the absolute value of RMSE is an order of magnitude larger than without DP noise. This is all consistent with our theoretical analysis, where we showed that the variance depends on $\exp(-\epsilon)$, and is independent of the value of the bit means. Hence, there is no obvious advantage for the adaptive approach, which tries to focus its attention on the bits with higher variance.

Because of the DP noise, we cannot rely on the bit means of unused bits to be zero. Instead, we should apply some filtering to determine which bits are mostly noise, and should have their weight reduced. This is captured in Figure 5a, where we apply a simple heuristic: if the value of a bit mean is less than a threshold, we assume that this bit is capturing noise, and ‘squash’ it (i.e., we downweigh its importance). The plot shows the effect on RMSE as we vary the threshold, as a multiple of the expected amount of DP noise. It turns out that applying a threshold of $1 \pm 0.25$ is very effective at improving accuracy by almost two orders of magnitude. Figure 5b shows an example in more detail, with a histogram of the estimated bit means for
the noisy data with $\epsilon = 2$. We see that the DP noise causes some of these estimates to exceed 1.0 or fall below 0.0 (when the DP subtrahend exceeds the true mean). However, there is a clear “dense” region up to bit 11, with higher bits showing random noise. The bit-squashing approach treats bits 12 and above as noise, and bases the estimate on bits 0-11 only. Figure 5c shows this in practice as we increase the bit depth: the adaptive approach using bit squashing maintains the same level of accuracy, while all other methods grow in error proportional to the magnitude of the (noisy) values.

5 Conclusions and Perspectives

We have seen that the bit-pushing approach offers strong numerical accuracy with a simple privacy promise: at most one bit of a client’s value is disclosed to the server, and such individual bits are shared with plausible deniability via randomized response [27]. Our theoretical analysis is confirmed by empirical evaluation across a range of settings. Compared to prior techniques, bit pushing is particularly effective when aggregated values cluster in a narrow range not known in advance.

Notions of optimality for single-bit estimates have been explored in the recent literature, and methods such as subtractive dithering were shown optimal [2]. Hence, it may look surprising that bit pushing empirically outperforms those methods. This apparent paradox stems from the assumptions made in prior proofs of optimality. In particular, optimality is invalidated when the true mean can be narrowed down further within a fixed subrange $[0, 1]$, and this bracketing is performed by adaptive bit pushing using the same type of inputs used by other protocols. In other words, prior optimality results can provide loose bounds in practice, and in some practical cases we improve accuracy by orders of magnitude.
Limitations of the approach are the flip side of its advantages: when a tight bound on the values is known in advance, then bit pushing and existing methods attain similar accuracy. However, accuracy is not the only relevant metric. In many cases, a single bit of the client’s input does not reveal any sensitive information, and so bit pushing alone can provide an intuitive privacy promise to non-experts. When some bits of a value can be privacy-revealing (say, disclosing whether a value is above or below a threshold), plausible deniability for communicated bits is ensured using differential privacy (via randomized response) [27].

Communication costs of our approach are low, since only a single private bit of data is disclosed. However, there are additional overheads to include header information, and list which bit was sampled, so the distinction between sending a single bit versus a few numeric values is not meaningful: both can be easily communicated within a single (encrypted) network packet. In settings where each client sends multiple bits, or reveals information about multiple features, the communication benefits become more apparent.

Robustness to poisoning attacks is a concern for many LDP algorithms [3,1]. We want to understand how easy it is for a group of clients to collude to force an erroneous estimate. Since the estimate is built by averaging over all client reports, no one client can influence the outcome significantly. However, if the clients can choose which bit to report, then an adversarial client could choose the most significant bit ($b_{max}$) and deterministically send a 1 (say), to bias the result upwards. In this setting, central randomness, where the server picks which bits to report (Section 3.1), can reduce the impact of a such poisoning attacks.

Extensions of bit pushing can be easy to build, but must be analyzed carefully. For example, it is straightforward to apply bit pushing when aggregating gradient updates in Federated Learning. However, gradient compression techniques already provide significant savings in communication, which warrants more comparisons and possibly hybrids [23,10]. It is also straightforward to apply these methods to other statistical estimation tasks. For example, covariance estimation is performed by building the Hessian matrix of the input data. We can easily apply mean estimation at the client level, by having each client reveal information about the contribution of their input to the Hessian. This allows estimation of the correlation coefficient, as well as related quantities such as the Kendall rank correlation coefficient.

Non-numeric data often arises in Federated Learning applications, i.e., categorical values (such as colors or account types) and sparse features (such as user IDs). In order to support (1) privacy metering, and (2) differential privacy with randomized response, it is natural to represent those values with bits and transmit individual bits. However, mean estimation is not a perfect match for such tasks, and when sketching their distribution, bit correlations that we could largely neglect when dealing with numeric data (due to linear separability) can become significant. Future work will seek to extend bit pushing notions to gather correlated bits.

Privacy metering at the bit level can be used in conjunction with bit pushing and differential privacy to provide stronger privacy guarantees and help the general public improve trust in technology. Our work shows how to communicate fewer private bits when aggregating data, and metering private bits shared by an edge device may provide a language more accessible and more convincing to the general public than the language of differential privacy. While counting private bits may give a reasonable metric, one should also consider tallying fractional private bits when randomized response is used. For example, if a private bit is transmitted with a 50% chance and otherwise replaced with a non-private (possibly random) bit, this would count as half a bit. However, reasoning about fractional bits may be challenging to the public.

Privacy infrastructure is needed to turn our proposal into a reality. Our approach draws a red line and limits private bits shared by the device, but the device will naturally share additional (non-private) bits to implement the protocol. Platforms for federated analytics and federated learning should provide configurable aggregation services that would package private bits into larger network packets and provide layers of separation to rule out the mixing of private and non-public bits. With such infrastructure, it should be relatively easy to add privacy metering and monitoring, potentially giving the users greater control of their data privacy.
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A Omitted Proofs

Proof of Lemma 1 Let \( X^{(j)} \) denote the distribution of the \( j \)’th bit value. We can assume that each \( X^{(j)} \) follows a Bernoulli distribution with parameter \( \mathbb{E}[X^{(j)}] \). Assuming the quasi-Monte Carlo case, where bit \( j \) is reported on by exactly \( np_j \) clients, our estimate \( \hat{X}^{(j)} \) is the mean of these \( np_j \) reports. Clearly \( \mathbb{E}[X^{(j)}] = \mathbb{E}([X^{(j)}] \) which, by linearity of expectation, is \( \bar{x}^{(j)} \). Our estimate \( X \) is the sum of these bit means, weighted by \( 2^j \), so \( X = \sum_{j=0}^{b-1} 2^j \hat{X}^{(j)} \) (applying linear decomposition), and by definition,

\[
\mathbb{E}[X] = \mathbb{E} \left[ \sum_{j=0}^{b-1} 2^j X^{(j)} \right] = \sum_{j=0}^{b-1} 2^j \bar{x}^{(j)} = \bar{x}. \tag{2}
\]

For bit \( j \), each report on this bit is assigned weight \( 2^j \). The corresponding contribution to the variance is \( V[2^j X^{(j)}] = 4^j \bar{x}^{(j)} (1 - \bar{x}^{(j)}) \). Averaged over the \( np_j \) reports, the contribution to the variance from the estimate of bit \( j \) is \( 4^j \bar{x}^{(j)} (1 - \bar{x}^{(j)}) / (np_j) \), so the overall variance of the estimator is

\[
V[X] = \sum_{j=0}^{b-1} \frac{4^j}{np_j} \bar{x}^{(j)} (1 - \bar{x}^{(j)}) := \sum_{j=0}^{b-1} \frac{\beta_j}{np_j} \tag{3}
\]

Proof of Corollary 2 This result follows immediately by adaptive the previous proof to average over \( (np_j b_{send}) \) samples for bit \( j \).

Proof of Lemma 3 For a fixed budget of bit samples, we seek to minimize \( V[X] = \frac{1}{n} \sum_j \beta_j / p_j \) with \( \beta_j, p_j > 0 \). To optimize variance in terms of \( p_j \) such that \( \sum_j p_j = 1 \), we perform unconstrained optimization of

\[
f(p_1, \ldots, p_{k-1}) = \frac{\alpha_k}{1 - \sum_{j=0}^{k-1} p_j} + \sum_{j=0}^{k-1} \frac{\beta_j}{p_j} \tag{4}
\]

Looking for a local extremum inside the probability simplex, we obtain

\[
\forall i = 1..k - 1, \quad \frac{\partial f(p_1, \ldots, p_k)}{\partial p_i} = \frac{\alpha_k}{(1 - \sum_{j=0}^{k-1} p_j)^2} - \frac{\alpha_i}{p_i^2} = 0 \tag{5}
\]

Therefore

\[
\forall i, l \quad \alpha_i / p_i = \alpha_l / p_l \quad \Rightarrow \quad p_i / p_l = \sqrt{\alpha_i / \alpha_l} \tag{6}
\]

and this extends to \( l = k \) via renumbering. Therefore, \( p_j = \sqrt{\beta_j / \sum_k \beta_k} \) and to find \( p_j \), we can just \( L_1 \)-normalize the vector of \( \sqrt{\beta_j} \). To confirm that this unique critical point is the global minimum, we compute

\[
\forall i, j \quad \frac{\partial V}{\partial p_i \partial p_j} = \begin{cases} 0, & \text{for } i \neq j \\ 2 \beta_j / p_j^3 n & \text{for } i = j \end{cases} \tag{7}
\]

Given that \( p_j, \beta_j > 0 \forall j \), the Hessian is positive semidefinite.

Proof of Lemma 4 With adaptive bit pushing, the first round allows us to find accurate estimates for each of the \( \beta_j \) parameters in \ref{eq:lemma3}, and we proceed by substituting our choice of \( p_j \) into \ref{eq:lemma3}. We first assume that the estimates from the first round give exact values for \( p_j \propto \sqrt{\beta_j} \). Write \( A = \sum_{j=0}^{b-1} \sqrt{\beta_j} \), so that \( p_j = \sqrt{\beta_j} / A \). Then \ref{eq:lemma3} sets

\[
V[X] = \frac{1}{(1 - \delta)n} \sum_{j=0}^{b-1} A \sqrt{\beta_j} = \frac{A}{(1 - \delta)n} \sum_{j=0}^{b-1} \sqrt{\beta_j} = \frac{A^2}{(1 - \delta)n} \tag{8}
\]

Next, we can observe that, using the Cauchy-Schwarz inequality on a vector of up to \( b_{max} \) different \( \beta_j \) values,

\[
A^2 \leq b_{max} \sum_{j=0}^{b_{max}-1} \beta_j = b_{max} \sum_{j=0}^{b_{max}-1} 4^j \bar{x}^{(j)} (1 - \bar{x}^{(j)}) := b_{max} \sigma^2 \tag{9}
\]
where, \( \sigma^2 \) is the variance of the input distribution since, by linearity of expectation, we can decompose \( \sigma^2 = \sum_{j=0}^{b-1} (\sigma^2)^{(j)} = \sum_{j=0}^{b-1} 4\bar{x}^{(j)}(1 - \bar{x}^{(j)}) \). Hence, our estimate is as efficient as the trivial (non-private) estimator of taking the mean of \( n \) samples, up to the factor of \( b_{\text{max}}/(1 - \delta) \).

We now consider the effect of sampling \( \delta n \) clients in the first round. For a given bit \( j \), if we estimate this based on a sample of size \( s \), then the error in our estimate of \( \bar{x}^{(j)} \) will be proportional to \( 1/\sqrt{s} \), from standard sampling bounds. Then our estimate of \( \beta_j \) (as \( \hat{\beta}_j \)) will accordingly have an error of \( O(\sqrt{n}) \). Putting this into our expression for \( \sigma^2 \) yields

\[
\hat{\sigma}^2 = \sum_{j=0}^{b_{\text{max}}} \hat{\beta}_j = \sum_{j=0}^{b_{\text{max}}} (\beta_j + O(\sqrt{s})) < \sigma^2 + O(b_{\text{max}}/\sqrt{s}).
\] (10)

Hence, the contribution to the total variance from this error term is, from (8), (9), and (10), proportional to \( 4b_{\text{max}} \sqrt{n} \). This term is minimized, as a function of \( \delta \), if we maximize the expression \( (1 - \delta)\sqrt{s} \). Writing \( z = \sqrt{s} \), we aim to maximize \( z - z^3 \).

We differentiate to obtain \( 1 - 3z^2 = 0 \), and so set \( z^2 = \delta = 1/3 \).

Consequently, our bound on the variance is \( b_{\text{max}}\sigma^2/n + O(b_{\text{max}}^{1/2}/n) \). Provided the variance in the high-order bits is significant (e.g., if \( (\sigma^2)^{b_{\text{max}}} \) is at least a constant), then this is dominated by the first term of \( \sigma^2/n \).

**Proof of Lemma 5**

**Case 1:** \( \mathbb{E}[(X - \mathbb{E}[X])^2] \). Assume we have an (unbiased) estimator for \( \mathbb{E}[X] = \bar{x} \), which gives us \( \hat{x} \). Let the variance of this estimator be denoted by \( \hat{\sigma}_x^2 \).

Let \( Z = (X - \hat{x})^2 \), and we seek to approximate the mean of \( Z \). We first compute \( \mathbb{E}[Z] \):

\[
\mathbb{E}[Z] = \mathbb{E}[(X - \hat{x})^2] = \mathbb{E}[(X - \bar{x} + \bar{x} - \hat{x})^2] = \mathbb{E}[(X - \bar{x})^2 + (\bar{x} - \hat{x})^2 + 2(X - \bar{x})(\bar{x} - \hat{x})] = \mathbb{E}[(X - \bar{x})^2] + \mathbb{E}[(\bar{x} - \hat{x})^2] + 2\mathbb{E}[(X - \bar{x})(\bar{x} - \hat{x})] = \sigma^2 + \hat{\sigma}_x^2 + 0.
\]

From our analysis of bit pushing above (Section 3.1), the variance of the estimate using bit pushing can be approximated by \( \hat{z}^2/n \), i.e., \( (\sigma^2 + \hat{\sigma}_x^2)^2/n \). Similarly, we can bound \( \hat{\sigma}_x^2 \propto \bar{x}^2/n \). So the total variance is approximated by \( (\sigma^2 + \bar{x}^2/n)^2/n \).

**Case 2:** \( \mathbb{E}[X^2] - (\mathbb{E}[X])^2 \). As above, assume we have \( \tilde{x} \) with variance \( \hat{\sigma}_z^2 \) (approximated by \( \bar{x}^2/n \)). We will use our bit-pushing estimator (twice) to estimate \( \mathbb{E}[X^2] \) and \( (\mathbb{E}[X])^2 \), then subtract the two to get the final estimate of \( \mathbb{E}[X] \).

If we let \( Y = X^2 \), then using the analysis above (Section 5), we can bound the expected squared error in our estimate of \( Y \) (as \( \hat{y} \)) by \( \hat{y}^2/n \). We can use the fact that \( \mathbb{V}[X] = \mathbb{E}[X^2] - (\mathbb{E}[X])^2 \) to write \( \tilde{y} = \mathbb{V}[X] + \bar{x}^2 \), and so the error in estimating \( \mathbb{E}[X^2] \) is bounded by \( (\sigma^2 + \bar{x}^2)^2/n \). We will overlook the contribution to the squared error from approximating the second term \( (\mathbb{E}[X])^2 \), although this may also be large.

To compare standard deviations, we get \( (\sigma^2 + \bar{x}^2)/\sqrt{n} \) for Case 1, and \( (\sigma^2 + \bar{x}^2)/\sqrt{n} \) for Case 2. Consequently, the Case 1 estimator is more attractive.