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ABSTRACT. We consider the plasma confined in a general axisymmetric spatial
domain with perfect conducting boundary which reflects particles specularly, and
look at a certain class of equilibria, assuming axisymmetry in the problem. We prove
a sharp criterion of spectral stability under these settings. Moreover, we provide
several explicit families of stable/unstable equilibria using this criterion.

1. INTRODUCTION

In plasma theory, an important goal is to study the stability properties of plasmas.
The study of the stability properties of macroscopic systems like MHD and other
fluid-like models has been carried out a lot (for example [2], [13]). However, many
plasma phenomena are microscopic so one must consider kinetic models, including
the (relativistic and nonrelativistic) Vlasov-Maxwell system, Vlasov-Poisson system,
Boltzmann equation, etc. (see [2], [13]).

When the temperature is high or the density is low, the effect of collisions becomes
minor compared to the effect of the electromagnetic forces. Such plasmas are modeled
by the relativistic Vlasov-Maxwell system (RVM). The stability of the RVM has been
studied a lot in the physics literature. The simplest case is a spatially homogeneous
equilibrium with vanishing magnetic fields (for example [3], [6]). One of the most
important results is Penrose’s sharp criterion on linear stability for a spatially homo-
geneous equilibrium of the Vlasov-Poisson system (14). In [8] and [10], the analysis
of a spatially inhomogeneous equilibrium was carried out in domains without any
spatial boundaries (i.e. whole space or periodic setting). A sharp criterion for spec-
tral stability was given in [10], with some families of stable and unstable examples
provided. The question of nonlinear stability is much more difficult, see, for example,
[9].

On the other hand, in many real world applications, the plasma is confined to
a bounded region. A typical example is the tokamak, which is one of the main
foci of research in fusion energy. Therefore, an important topic is to understand the
stability properties of a confined plasma. In [7], the confinement of a tokamak plasma
is discussed using some fluid models and the role of different parts of the boundary
are explored. For the microscopic model RVM, there are very few rigorous studies
in bounded domains. A key paper in this direction is [12], in which the authors
considered the case when the spatial domain is a solid torus (like a tokamak), and toroidal symmetry is assumed. A sharp criterion of spectral stability is obtained, thus reducing the problem of determining the linear stability to the positivity of a simpler self-adjoint operator $L^0$.

However, there are other domains worthwhile studying. We want to investigate how the geometric structure of the domain influences the stability of the plasma. In this paper, we consider the RVM on a general axisymmetric spatial domain. We consider a certain class of equilibria, assuming axisymmetry in the problem. It is surprising that a sharp criterion of spectral stability can be proven, not just for a torus, but for any axisymmetric domain. In [12] the domain $\Omega$ is exactly a torus and the authors used toroidal coordinates, while here we show that $\Omega$ can be any axisymmetric domain using cylindrical coordinates $(r, \varphi, z)$. An example here is the case when $\Omega$ is a solid ball. A major difficulty in that case is that $\Omega$ might include part of the $z$-axis, which creates a singularity in the problem. This difficulty is surmounted by using the identity $-\Delta(ge^{i\varphi}) = (-\Delta + \frac{1}{r^2})ge^{i\varphi}$, which is valid for any $\varphi$-independent function $g$.

We prove that the linear stability of the equilibrium is equivalent to the positivity of a self-adjoint operator $L^0$, which acts only on scalar functions (see Theorem 3.1).

Moreover, we use the operator $L^0$ to provide several explicit examples of stable and unstable equilibria. Explicit inequalities determine the stability. They contain information on the domain and hence enable a partial analysis of the effect of the geometry, see Theorem 7.1 and Corollary 7.3. For example, a thin torus with large major radius tends to favor instability for the equilibria rather than one with smaller radius. This is the first result on this question for the RVM model, and shows plenty of possibilities to carry out deeper investigations. On the other hand, we obtain instability for a family of equilibria that depend strongly on the angular momentum. In contrast to Section 5.2 in [12], we allow the equilibria to have electric as well as magnetic potentials, and therefore we are able to prove instability for a larger family of equilibria, see Proposition 8.1. In addition, we show that under some constraint on the shape of the domain and some smallness assumption on the steady density distribution, such unstable equilibria can be constructed explicitly (see Theorem 8.6).

The system RVM is

\[
\begin{align*}
\partial_t f^\pm + \hat{v} \cdot \nabla_x f^\pm \pm (E + \hat{v} \times B) \cdot \nabla_v f^\pm &= 0, \\
\nabla_x \cdot E &= \rho = \int_{\mathbb{R}^3} (f^+ - f^-) dv, \quad \nabla_x \cdot B = 0, \\
\partial_t E - \nabla_x \times B &= -j = -\int_{\mathbb{R}^3} \hat{v}(f^+ - f^-) dv, \quad \partial_t B + \nabla_x \times E = 0
\end{align*}
\]

In this system, $f^\pm(t, x, v) \geq 0$ is the density distribution of ions (+) and electrons (−). We confine the plasma in a region $\Omega \subset \mathbb{R}^3$, so that $x \in \Omega$ is the particle position.
$v \in \mathbb{R}^3$ is the particle momentum, $\langle v \rangle = \sqrt{1 + v^2}$ is the particle energy, and $\hat{v} = v/\langle v \rangle$ is the particle velocity. Also, $E$ is the electric field, $B$ is the magnetic field, and therefore $\pm (E + \hat{v} \times B)$ is the electromagnetic force. Moreover, the charge density $\rho$ and the current density $j$ are defined as

\begin{equation}
\rho = \int_{\mathbb{R}^3} (f^+ - f^-) dv, \quad j = \int_{\mathbb{R}^3} \hat{v}(f^+ - f^-) dv.
\end{equation}

At the boundary we impose the specular condition (which means that $f^\pm$ is even with respect to $v_n = v \cdot e_n$ on $\partial \Omega$, with $e_n$ being the outward normal vector of $\partial \Omega$ at $x$):

\begin{equation}
f^\pm(t, x, v) = f^\pm(t, x, v - 2(v \cdot e_n(x))e_n(x)), e_n(x) \cdot v < 0, \forall x \in \partial \Omega,
\end{equation}

as well as the perfect conductor boundary condition

\begin{equation}
E(t, x) \times n(x) = 0, \quad B(t, x) \cdot n(x) = 0, \forall x \in \partial \Omega.
\end{equation}

The system RVM with these boundary conditions enjoys the conservation of the total energy

\begin{equation}
\mathcal{E}(t) = \int_{\Omega} \int_{\mathbb{R}^3} \langle v \rangle (f^+ + f^-) dv dx + \frac{1}{2} \int_{\Omega} (|E|^2 + |B|^2) dx.
\end{equation}

The contents in the paper are arranged as follows. In Section 2 we set up the problem, including the coordinates and the symmetry assumptions. Section 3 gives the description of the particle trajectories and the family of equilibria we consider in this paper. We linearize around the equilibria and give a precise statement of the main results. Chapter 4 is devoted to the description of the boundary conditions on the linearized problem. For the first main result (the sharp stability criterion), the proof of the stability part is given in Section 5 using some invariants of the linearized RVM system. For the proof of the instability part, which is given in Section 6, we express $f^\pm$ in terms of the electric and magnetic potentials by integrating the Vlasov equation along the particle trajectory, then plugging it into the linearized Maxwell system to obtain equations on the potentials, enabling us to obtain growing modes by a continuation argument on the corresponding self-adjoint operators. Section 7 is devoted to some analysis on the operator $L^0$ that determines the stability of some equilibria (Theorem 7.1), as well as an example analyzing the effect of the geometry (Corollary 7.3). At last, in Section 8, we derive an explicit sufficient condition for instability by a more detailed study on $L^0$ (Proposition 8.1). We also construct a family of unstable equilibria using this condition by solving the coupled elliptic system satisfied by the electric and magnetic potentials (Theorem 8.6).

2. Coordinates and Symmetry

We deal with the equation in the language of cylindrical coordinates $(r, \varphi, z)$, and consider the plasma constrained inside a region $\Omega$, which is a $C^4$ axisymmetric (with respect to the $z$-axis) domain in $\mathbb{R}^3$, i.e. rotational invariant around the $z$-axis. $\Omega$ can
be viewed as a solid of revolution, determined as follows: Consider a counterclockwisely parametrized closed $C^1$ curve $C$ in the plane $\{\phi = 0\}$, where $\beta$ is the arclength parameter:

$$r = \tilde{r}(\beta), \quad z = \tilde{z}(\beta), \quad \beta \in [0, \beta_0], \quad \tilde{r} \geq 0 \text{ for all } \beta \in (0, 1), \quad \tilde{r}, \tilde{\beta} \in C^1(0, 1),$$

with either

$$\tilde{r}(0) = \tilde{r}(1) > 0, \quad \tilde{z}(0) = \tilde{z}(1),$$

or,

$$\tilde{r}(0) = \tilde{r}(1) = 0, \quad \tilde{z}'/\tilde{r}' = 0 \text{ at } \beta = 0, 1.$$

Let $\partial \Omega$ be the surface obtained by rotating $C$ around the $z$-axis. Then the boundary $\partial \Omega$ is $C^1$ smooth.

Let $e_r, e_\phi$ and $e_z$ be the unit vectors in the cylindrical coordinate system (see Appendix A), and $e_n, e_{tg}$ to be the unit vectors in outward normal direction and tangential direction orthogonal to $e_\phi$ on $\partial \Omega$, respectively. Then on $\partial \Omega$, the outward unit normal vector $e_n(x) = (\tilde{z}'e_r - \tilde{r}'e_z)/\sqrt{\tilde{z}'^2 + \tilde{r}'^2}$, and $e_{tg}(x) = (-\tilde{r}'e_r - \tilde{z}'e_z)/\sqrt{\tilde{z}'^2 + \tilde{r}'^2}.

On the boundary, we assume the specular condition on the density function $f^\pm$. This means that $f^\pm$ is even with respect to $v_n = v \cdot e_n/|e_n|$ on $\partial \Omega$, i.e.

$$f^\pm(t, x, v) = f^\pm(t, x, v - 2(v \cdot e_n(x))e_n(x)), \quad e_n(x) \cdot v < 0, \forall x \in \partial \Omega, \forall v \in \mathbb{R}^3$$
as well as the perfect conductor boundary condition on the electric and magnetic fields:

$$E(t, x) \times e_n(x) = 0, \quad B(t, x) \cdot e_n(x) = 0, \forall x \in \partial \Omega.$$

We also introduce the electric potential $\phi$ and the magnetic potential $A$:

$$E = -\nabla \phi - \partial t A, \quad B = \nabla \times A$$

and impose the Coulomb gauge

$$\nabla \cdot A = 0.$$

**Remark** The choices of $\phi$ and $A$ are not unique. Actually the choice of $A$ can differ by the gradient of a harmonic function.

The Maxwell system then becomes

$$-\Delta \phi = \rho,$$

$$\left(\partial_t^2 - \Delta + \frac{1}{r^2}\right) A_\phi = j_\phi,$$

$$\left(\partial_t^2 - \Delta\right) \tilde{A} + \partial_t \nabla \tilde{\phi} = \tilde{j}.$$
Using cylindrical coordinates \((r, \varphi, z)\), we make the axisymmetry assumption:

\[
\text{(2.11)} \quad \phi, A_r, A_z, A_\varphi \text{ are independent of } \varphi.
\]

Therefore, \(f^\pm\) does not depend explicitly on \(\varphi\), although it might depend on it implicitly through the components of \(v\).

### 3. Equilibrium, Linearization and Main Result

We consider an equilibrium such that \(B^0_\varphi = 0, A^0 = A^0_\varphi e_\varphi\). Then the equilibrium field is

\[
\text{(3.1)} \quad \mathbf{E}^0 = -\nabla \phi^0 = -\frac{\partial \phi^0}{\partial r} e_r - \frac{\partial \phi^0}{\partial z} e_z ,
\]

\[
\text{(3.2)} \quad \mathbf{B}^0 = -\frac{\partial A^0_\varphi}{\partial z} e_r + \frac{1}{r} \frac{\partial(r A^0_\varphi)}{\partial r} e_z .
\]

We define the particle trajectories as

\[
\text{(3.3)} \quad \dot{X}^\pm = \dot{V}^\pm, \quad \dot{V}^\pm = \pm \mathbf{E}^0(X^\pm) \pm \dot{V}^\pm \times \mathbf{B}^0(X^\pm)
\]

with initial values \((X^\pm(0; x, v), V^\pm(0; x, v)) = (x, v)\). Each particle trajectory exists and preserves the axisymmetry up to the first time it meets the boundary. Let \(s_0\) be a time when the trajectory \(X^\pm(s_0; x, v)\) hits the boundary \(\partial \Omega\). Recall that \(v_n = v \cdot e_n = \frac{v^r n^r - v^g n^g}{\sqrt{v^r n^r + v^g n^g}}, v_tg = v \cdot e_{tg} = \frac{-v^r n^g + v^g n^r}{\sqrt{v^r n^r + v^g n^g}}\). For any given \((x, v)\) and \((X^\pm, V^\pm)\) with \(x\) and \(X^\pm\) on \(\partial \Omega\), we re-decompose \(v\) and \(V^\pm\) into their \(n\)-component, \(tg\)-component and \(\varphi\)-component: \(v = v_n e_n + v_t e_t + v_\varphi e_\varphi, V^\pm = V^\pm_n e_n + V^\pm_t e_t + V^\pm_\varphi e_\varphi,\) and define

\[
\text{(3.4)} \quad v_* = -v_n e_n + v_t e_t + v_\varphi e_\varphi , \quad V_*^\pm = -V^\pm_n e_n + V^\pm_t e_t + V^\pm_\varphi e_\varphi .
\]

Thus from the specular boundary condition, the trajectory can be continued by the rule

\[
\text{(3.5)} \quad (X^\pm(s_0+; x, v), V^\pm(s_0+; x, v)) = (X^\pm(s_0--; x, v), V_*^\pm(s_0--; x, v)) .
\]

Furthermore we assume the equilibrium has a particle density of the form \(f^{0,\pm}(x, v) = \mu^\pm(e^\pm(x, v), p^\pm(x, v)),\) where

\[
\text{(3.6)} \quad e^\pm(x, v) = \langle v \rangle \pm \phi^0(r, z), \quad p^\pm(x, v) = r(v_\varphi \pm A^0_\varphi(r, z)) .
\]

\(e^\pm\) and \(p^\pm\) are invariant along the particle trajectories. (The proof of the invariance of \(e^\pm\) and \(p^\pm\) can be found in Appendix B.) We assume that \(\mu^\pm(e^\pm, p^\pm)\) are non-negative \(C^1\) functions which satisfy

\[
\text{(3.7)} \quad \mu_e^\pm(e, p) < 0, \quad |\mu^\pm_e(e, p)| + |\mu^\pm_e(e, p)| \leq \frac{C_\mu}{1 + |e|^\gamma}, \quad \gamma > 3 .
\]

Denote the transport operator by

\[
\text{(3.8)} \quad D^\pm = \partial \cdot \nabla_x \pm (\mathbf{E}^0 + \dot{\phi} \times \mathbf{B}^0) \cdot \nabla_v .
\]
Linearizing around the equilibrium $\mu^\pm$, we obtain the linearized Vlasov equation

$$\partial_t f^\pm + D^\pm f^\pm = \mp (E + \dot{v} \times B) \cdot \nabla_v f^{0,\pm},$$

which can be written in cylindrical coordinates as

$$\partial_t f^\pm + D^\pm f^\pm = \pm (\mu_e^\pm D^\pm \phi + \mu_v^\pm \partial_t A) + r \mu_\mu^\pm \partial_t A + \mu_\mu^\pm (r A_\phi).$$

As we will mention in Section 4, in the linearized problem we can assume the homogeneous Dirichlet condition for $\phi$ and $A_\phi$.

We use the letter $\tau$ to denote the axisymmetric constraint for functions. Denote $Y = L^2_{1/r^2}(\Omega)$, i.e. the weighted-$L^2$ space with weight $1/r^2$. Also, let

$$H^{k\dagger}(\Omega) := \{ g \in L^{2,\tau}(\Omega) | e^{i\phi} g \in H^k(\Omega) \} (k = 1, 2).$$

Then $H^{2\dagger}(\Omega) \subset Y$ because the identity $-\Delta (ge^{i\phi}) = (-\Delta + \frac{1}{r^2})ge^{i\phi}$ holds for any $\phi$-independent function $g$. We will show in Lemma 5.2 that $A_\phi$ is automatically in $H^{2\dagger}(\Omega)$ once we assume $E, B \in L^2(\Omega)$. Let $\mathcal{X}$ be the space consisting of all the scalar functions in $H^{2,\tau}(\Omega) \cap H^{2\dagger}(\Omega)$ that satisfy the Dirichlet boundary condition. We define the weighted-$L^2$ spaces $\mathcal{H}^\pm$ as

$$\mathcal{H}^\pm := L^2_{|\mu^\pm|}(\Omega \times \mathbb{R}^3).$$

By saying that an equilibrium is spectrally unstable, we mean that the linearized system with the boundary conditions admits a growing mode, which is defined to be a solution of the form $(e^{\lambda t} f^\pm, e^{\lambda t} E, e^{\lambda t} B)$ with $\text{Re} \lambda > 0$, $f^\pm \in \mathcal{H}^\pm$, and $E, B \in L^{2,\tau}(\Omega; \mathbb{R}^3)$.

Let $\mathcal{P}^\pm$ be the orthogonal projection on the kernel of $D^\pm$ in the space $\mathcal{H}^\pm$. Formally, we define

$$\mathcal{A}_0^0 h = \Delta h + \sum_\pm \int_{\mathbb{R}^3} \mu_e^\pm (1 - \mathcal{P}^\pm) h dv,$$

$$\mathcal{A}_2^0 h = (-\Delta + \frac{1}{r^2}) h - \sum_\pm \int_{\mathbb{R}^3} \dot{v}_\phi (\mu_r^\pm rh + \mu_v^\pm (\dot{\phi} h)) dv,$$

$$\mathcal{B}^0 h = - \sum_\pm \int_{\mathbb{R}^3} \dot{v}_\phi (1 - \mathcal{P}^\pm) h dv,$$

These operators are naturally derived from integration of the Vlasov equation along the particle trajectories. Now we can state our first main result as follows.

**Theorem 3.1.** Let $(f^{0,\pm}, E^0, B^0)$ be an equilibrium of the relativistic Vlasov-Maxwell system satisfying $f^{0,\pm}(x, v) = \mu^\pm(e^\pm, p^\pm) \geq 0$ and $\mu^\pm(e, p) < 0$, $|\mu_r^\pm| + |\mu_v^\pm| \leq \frac{C_{\mu}}{1 + |v|^7}$ with $\gamma > 3$, $\mu^\pm \in C^1$, $\phi^0 \in C(\bar{\Omega})$, $A_\phi^0 \in C(\bar{\Omega})$. Then the operator

$$L^0 = \mathcal{A}_2^0 - \mathcal{B}^0 (\mathcal{A}_0^0)^{-1} (\mathcal{B}^0)^*.$$
on $\mathcal{X}$ is self-adjoint. Also, we have

(i) If $\mathcal{L}^0 \geq 0$, there exists no growing mode of the linearized equation (3.9).

(ii) Any growing mode, if it exists, must be purely growing, i.e. the exponent $\lambda$ of instability must be a real number.

(iii) If $\mathcal{L}^0 \nleq 0$, there exists a growing mode of the linearized Vlasov equation (3.9) and the linearized Maxwell system with the boundary conditions.

In other words, the equilibrium is spectrally stable if and only if $\mathcal{L}^0 \geq 0$.

Our second main result provides some explicit examples of spectrally stable/unstable equilibria using the criterion provided in Theorem 3.1. We give a summarized version of the theorem here, and the precise statements will come in later.

**Theorem 3.2.** Let $(\mu^\pm, E^0, B^0)$ be an equilibrium, with $\mu^\pm$ satisfying the decaying assumption (7.1) (which is slightly stronger than (3.7)).

(i) If $p_{\mu^\pm}(e, p) \leq 0$, and both $|A^0_r|$ and $|\phi^0|$ satisfy some smallness condition (7.3) or (7.6), then $\mathcal{L}^0 \geq 0$ and hence the equilibrium is spectrally stable. The smallness condition on $|A^0_r|$ and $|\phi^0|$ depends on the shape of the domain. (See Corollary 7.3.)

(ii) If $\sup_{x \in \Omega} r(x) > 1$, and $\mu^\pm$ satisfies $p_{\mu^\pm} \geq C'_\mu|p|(|p|^{-\epsilon}\nu(e)$ together with some function $\nu(e)$ which satisfies $\nu(e) \geq C_\nu \exp(-e)$ for some positive constants $C'_\mu$ and $C_\nu$, then we obtain a spectrally unstable equilibrium from $(\mu^\pm, E^0, B^0)$ by suitable scaling. In particular, in the case that $C_\mu$ satisfies some smallness condition, such unstable equilibrium is constructed explicitly.

4. Boundary Conditions

In this section, we derive from (2.5) the explicit boundary conditions in cylindrical coordinates for the linearized electric and magnetic fields.

From (2.6), we have

\begin{equation}
E = e_r(-\frac{\partial \phi}{\partial r} - \frac{\partial A_r}{\partial t}) + e_\varphi(-\frac{\partial A_\varphi}{\partial z}) + e_z(-\frac{\partial \phi}{\partial z} - \frac{\partial A_z}{\partial t})
\end{equation}

\begin{equation}
B = e_r(-\frac{\partial A_\varphi}{\partial z}) + e_\varphi(-\frac{\partial A_r}{\partial z} - \frac{\partial A_z}{\partial r}) + e_z\frac{1}{r}\frac{\partial(rA_\varphi)}{\partial r}.
\end{equation}

See Appendix A for detailed explanation to the coordinates. On $\partial \Omega$, (2.5) becomes

\begin{equation}
- r'E_\varphi e_r + (r'E_r + z'E_z)e_\varphi - z'E_\varphi e_z = 0, \forall x \in \partial \Omega
\end{equation}

and

\begin{equation}
\tilde{z}'B_r - \tilde{r}'B_z = 0, \forall x \in \partial \Omega,
\end{equation}

where $'$ denotes the derivative with respect to $s$. Assuming that the boundary conditions are time-independent and plugging (4.1) and (4.2) into (4.3) and (4.4), we can
write (4.3) and (4.4) in terms of the potentials as
\[
(\tilde{r}' \frac{\partial}{\partial r} + \tilde{z}' \frac{\partial}{\partial z}) \phi = 0 ,
\]
(4.5)
\[
(\tilde{r}' \frac{\partial}{\partial r} + \tilde{z}' \frac{\partial}{\partial z} + \tilde{r}' \frac{1}{r}) A_\varphi = 0
\]
for all \( x \in \partial \Omega \). The first line together with \( \partial \phi / \partial \varphi = 0 \) from (2.11) implies that \( \phi \) is a constant along the surface \( \partial \Omega \). As for the second line, for each \( x \in \partial \Omega \), let \( \Gamma_x \) be the curve \( \{ y \in \partial \Omega : \varphi(y) = \varphi(x) \} \). Then the second line becomes
\[
\frac{\partial}{\partial s} \left( \exp \left( \int_1^s \frac{\tilde{r}'(\sigma)}{r(\sigma)} d\sigma \right) A_\varphi \right) = 0 ,
\]
after being multiplied by \( \exp \left( \int_1^s \frac{\tilde{r}'(\sigma)}{r(\sigma)} d\sigma \right) \). This implies
\[
A_\varphi = C \exp \left( - \int_1^s \frac{\tilde{r}'(\sigma)}{r(\sigma)} d\sigma \right) = \frac{C}{\tilde{r}(\beta)} .
\]
(4.6)
Since the choice of \( A \) can differ by the gradient of a harmonic function, we can remove the singularity in the boundary condition on \( A \) by adding to it the gradient of a harmonic function with the same boundary condition. The linearized problem must then satisfy
\[
A_\varphi = 0
\]
on \( \partial \Omega \).

The Coulomb gauge becomes
\[
\frac{1}{r} \frac{\partial (r A_r)}{\partial r} + \frac{1}{r} \frac{\partial A_\varphi}{\partial \varphi} + \frac{\partial A_z}{\partial z} = \frac{1}{r} \frac{\partial (r A_r)}{\partial r} + \frac{\partial A_z}{\partial z} = 0 .
\]
(4.7)
On the boundary, we use subscripts \( n \) and \( tg \) to denote the normal and tangential components, respectively. Then
\[
\partial_z = \frac{-\tilde{z}' \partial_{tg} - \tilde{r}' \partial_n}{\sqrt{\tilde{z}'^2 + \tilde{r}'^2}} , \quad \partial_r = \frac{-\tilde{r}' \partial_{tg} + \tilde{z}' \partial_n}{\sqrt{\tilde{z}'^2 + \tilde{r}'^2}}
\]
and
\[
A_z = \frac{-\tilde{z}' A_{tg} - \tilde{r}' A_n}{\sqrt{\tilde{z}'^2 + \tilde{r}'^2}} , \quad A_r = \frac{-\tilde{r}' A_{tg} + \tilde{z}' A_n}{\sqrt{\tilde{z}'^2 + \tilde{r}'^2}} .
\]
(4.8)
We rewrite the Coulomb gauge in terms of the normal and tangential components on \( \partial \Omega \) as
\[
(\partial_n A_n + \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}'^2}} A_n) + (\partial_{tg} A_{tg} - \frac{\tilde{r}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}'^2}} A_{tg}) = 0 .
\]
(4.9)
Thus we assume
\[
\partial_n A_n + \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}'^2}} A_n = 0
\]
(4.10)
and

\begin{equation}
\partial_{tg} A_{tg} - \frac{\tilde{r}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}'^2}} A_{tg} = 0.
\end{equation}

Again, for each \( x \in \partial \Omega \), let \( \Gamma_x \) be the curve \( \varphi = \varphi(x) = \text{const.} \) and \( s \) be its arc length parameter. We obtain

\[ A_{tg} = \exp \left( \int_1^s \frac{\tilde{r}'(\sigma)}{\tilde{r}(\sigma) \sqrt{\tilde{z}'^2(\sigma) + \tilde{r}'^2(\sigma)}} \, d\sigma \right). \]

Thus the linearized problem must satisfy

\begin{equation}
A_{tg} = 0
\end{equation}
on \( \partial \Omega \). The condition (4.12) is equivalent to

\[ \tilde{z}' \partial_r A_n - \tilde{r}' \partial_z A_n + \frac{\tilde{z}'}{\tilde{r}} A_n = 0. \]

To summarize, we consider the linearized problem with the following boundary condition on \( \phi \) and \( A \):

\begin{equation}
\phi = 0, \quad A_{\varphi} = 0, \quad A_{tg} = 0, \quad \tilde{z}' \partial_r A_n - \tilde{r}' \partial_z A_n + \frac{\tilde{z}'}{\tilde{r}} A_n = 0, \quad x \in \partial \Omega.
\end{equation}

5. LINEAR STABILITY

In this section, we prove the first part of Theorem 3.1. Firstly we introduce some property of \( D^\pm \).

**Lemma 5.1.** Let \( g(x, v) = g(r, z, v_r, v_\varphi, v_z) \) be a \( C^1 \) axisymmetric function on \( \Omega \times \mathbb{R}^3 \), then \( g \) satisfies the specular boundary condition iff

\begin{equation}
\int_\Omega \int_{\mathbb{R}^3} g D^\pm h \, dv \, dx = - \int_\Omega \int_{\mathbb{R}^3} h D^\pm g \, dv \, dx
\end{equation}

holds for all \( C^1 \) axisymmetric function \( h \) with \( v \)-compact support that satisfy the specular boundary condition (denote this set of functions by \( \mathcal{C} \)).

**Proof.** Integrating by parts in \( x \) and \( v \), we obtain

\[ \int_\Omega \int_{\mathbb{R}^3} (g D^\pm h + h D^\pm g) \, dv \, dx = 2\pi \int_0^1 \int_{\mathbb{R}^3} r g h \hat{v} \cdot e_n \, dv \, dz |_{r = \tilde{r}(\beta), z = \tilde{z}(\beta)}. \]

If \( g \) satisfies the specular boundary condition, then both \( g \) and \( h \) are even functions of \( v_n = v \cdot n/|n| \) on \( \partial \Omega \), and therefore the right side of the equality vanishes. Conversely, if the right side vanishes for all \( h \), then

\[ \int_0^1 \int_{\mathbb{R}^3} g k(r, z, v_r, v_\varphi, v_z) \, dv \, dz |_{r = \tilde{r}(\beta), z = \tilde{z}(\beta)} = 0 \]

for all test functions \( k \) which are odd in \( v_n = v \cdot e_n \). So \( g(r, z, v_r, v_z, v_\varphi) |_{r = \tilde{r}(\beta), z = \tilde{z}(\beta)} \) is even in \( v_n \), which gives the specular boundary condition. \( \square \)
Define
\begin{equation}
\text{dom}(D^\pm) = \{g \in \mathcal{H} | D^\pm g \in \mathcal{H}, \langle D^\pm g, h \rangle_{\mathcal{H}} = -\langle g, D^\pm h \rangle_{\mathcal{H}}, \forall h \in \mathcal{C} \}.
\end{equation}
Then \text{dom}(D^\pm) are dense in \mathcal{H}, D^\pm are skew-adjoint on \mathcal{H}.

Denote \(F^\pm = f \mp r\mu_p^\pm A_\varphi\). Then \(F^\pm\) satisfies
\begin{equation}
(\partial_t + D^\pm)F^\pm = \mp \mu^\pm \hat{v} \cdot E.
\end{equation}

Next we prove that the functions and fields are in the right spaces that we expect them to live in.

**Lemma 5.2.** Let \((e^{\lambda t} f^\pm, e^{\lambda t} E, e^{\lambda t} B)\) be a growing mode (then by definition \(f^\pm \in \mathcal{H}, E, B \in L^2(\Omega; \mathbb{R}^3)\)) and define \(F^\pm = f \mp r\mu_p^\pm A_\varphi\). Then \(E, B \in H^1(\Omega; \mathbb{R}^3)\),

\begin{equation}
\int_\Omega \int_{\mathbb{R}^3} \frac{1}{|\mu_e^\pm|} (|F^\pm|^2 + |D^\pm F^\pm|^2) dv dx < +\infty.
\end{equation}
Moreover, we have \(A_\varphi \in H^2(\Omega) \cap L^2_{1/2}(\Omega)\).

**Proof.** Plug in \((e^{\lambda t} f^\pm, e^{\lambda t} E, e^{\lambda t} B)\), we obtain
\begin{equation}
(\lambda + D^\pm)F^\pm = \mp \mu^\pm \hat{v} \cdot E.
\end{equation}
Since \(f^\pm \in \mathcal{H}, \ A_\varphi \in L^2(\Omega)\), \(\sup_x \int_{\mathbb{R}^3} |\mu_e^\pm| dv < +\infty\), and \(\hat{v} \cdot E \in \mathcal{H}\) (This is because we have the decaying assumption \(|\mu_e^\pm(x, v)| \lesssim \frac{1}{1 + |v|^2(x, v)^\gamma}\), which gives that \(\int_\Omega \int_{\mathbb{R}^3} |\hat{v} \cdot E|^2 |\mu_e^\pm| dv dx \lesssim \int_\Omega \int_{\mathbb{R}^3} |\hat{v} \cdot E|^2 \frac{1}{1 + |v|^2} dv dx \lesssim \|E\|^2_{H^1(\Omega; \mathbb{R}^3)}\), we obtain that \(D^\pm F^\pm \in \mathcal{H}\). Also, \(F^\pm\) satisfies the specular boundary condition in the weak sense.

Let \(k^\pm = \frac{F^\pm}{|\mu_e^\pm|}\), then the equation for \(F^\pm\) is equivalent to \((\lambda + D^\pm)k^\pm = \mp \hat{v} \cdot E\). Let \(\epsilon\) be any postive number, \(w_\epsilon = \frac{\mu_e^\pm}{\epsilon + |\mu_e^\pm|}, \ k_\epsilon = w_\epsilon k^\pm = \frac{F^\pm}{(\epsilon + |\mu_e^\pm|)}\), then multiplying the equation \((\lambda + D^\pm)k^\pm = \mp \hat{v} \cdot E\) by \(w_\epsilon\) and pair with \(k_\epsilon\) gives
\begin{equation}
\langle \lambda k_\epsilon + D^\pm k_\epsilon, k_\epsilon \rangle_{\mathcal{H}} = \langle w_\epsilon \hat{v} \cdot E, k_\epsilon \rangle_{\mathcal{H}}
\end{equation}
We have \(k_\epsilon \in \text{dom}(D^\pm)\), so by the skew-symmetry of \(D^\pm\) we deduce that \(\langle D^\pm k_\epsilon, k_\epsilon \rangle_{\mathcal{H}} = 0\). The equation becomes
\begin{equation}
\|\lambda\|_H \|k_\epsilon\|_H^2 = \langle w_\epsilon \hat{v} \cdot E, k_\epsilon \rangle_{\mathcal{H}} \leq \|E\|_H \|k_\epsilon\|_H.
\end{equation}
Letting \(\epsilon \to 0\), we obtain that \(k^\pm \in \mathcal{H}\), \(\int_\Omega \int_{\mathbb{R}^3} \frac{|F^\pm|^2}{|\mu_e^\pm|} dv dx < +\infty\).

Substitute \((e^{\lambda t} f^\pm, e^{\lambda t} E, e^{\lambda t} B)\) into the Maxwell system together with the boundary conditions. Note that by the definition of \(F^\pm\) the charge density and the current density of the system are:
\begin{equation}
\rho = \int_{\mathbb{R}^3} (F^+ - F^-) dv + r A_\varphi \int_{\mathbb{R}^3} (\mu^+_p + \mu^-_p) dv
\end{equation}
\begin{equation}
\mathbf{j} = \int_{\mathbb{R}^3} \hat{v} (F^+ - F^-) dv + r A_\varphi \int_{\mathbb{R}^3} \hat{v} (\mu^+_p + \mu^-_p) dv.
\end{equation}
Since we already have that $\int_\Omega \int_{\mathbb{R}^3} \frac{|x|^2}{|x|^2} dx < +\infty$, $\sup_x \int_{\mathbb{R}^3} (|\mu^e| + |\mu^p|) dx < +\infty$, $A_\varphi \in L^2(\Omega)$, we now know that $\rho$ and $j$ are finite almost everywhere and they are in $L^2(\Omega)$.

Since $\Omega$ may meet the z-axis, where $r = 0$, we mimic the process in $[8]$. Note that

\begin{equation}
\tag{5.7}
- \Delta (ge^{i\varphi}) = (-\Delta + \frac{1}{r^2}) ge^{i\varphi}, \ \forall g \in X.
\end{equation}

Hence we can apply the standard elliptic theory to the equation $\lambda^2 A_\varphi e^{i\varphi} - \Delta (A_\varphi e^{i\varphi}) = j_\varphi e^{i\varphi}$ to conclude that $A_\varphi e^{i\varphi} \in H^2(\Omega)$, $A_\varphi \in H^{2\frac{1}{2}}(\Omega)$. For $A_n$ we have

\begin{equation}
\lambda^2 - \Delta A_n + \lambda (\nabla \phi)_n = \sum_{\pm} \int_{\mathbb{R}^3} v_n \left( \mu^e_n (1 - Q^\pm_n) \phi + \mu^p_n r A_\varphi + \mu^e_n Q^\pm_n (\hat{v} \cdot A) \right) dx.
\end{equation}

Therefore

\begin{equation}
- \Delta A_n = - \lambda (\nabla \phi)_n - \lambda^2 A_n + \sum_{\pm} \int_{\mathbb{R}^3} v_n \left( \mu^e_n (1 - Q^\pm_n) \phi + \mu^p_n r A_\varphi + \mu^e_n Q^\pm_n (\hat{v} \cdot A) \right) dx.
\end{equation}

Taking the square of both sides and integrating on $\Omega$, we compute the left side:

\begin{equation}
\int_\Omega (\Delta A_n)^2 dx = - \int_\Omega \nabla (\Delta A_n) \cdot \nabla A_n dx + \int_{\partial \Omega} (\Delta A_n) \frac{\partial A_n}{\partial n} \cdot dS_x
\end{equation}

\begin{equation}
\int_\Omega |D^2 A_n|^2 dx - \int_{\partial \Omega} \nabla \left( \frac{\partial A_n}{\partial n} \right) \cdot \nabla A_n dS_x + \int_{\partial \Omega} (\Delta A_n) \frac{\partial A_n}{\partial n} \cdot dS_x
\end{equation}

\begin{equation}
\int_\Omega |D^2 A_n|^2 dx - \int_{\partial \Omega} \left| \frac{\partial A_n}{\partial n} \right| (\Delta A_n) dS_x + \int_{\partial \Omega} (\Delta A_n) \frac{\partial A_n}{\partial n} \cdot dS_x
\end{equation}

\begin{equation}
\int_\Omega |D^2 A_n|^2 dx - \int_{\partial \Omega} A_n (\Delta A_n) \cdot \frac{-z'}{r \sqrt{z'^2 + r^2}} r d\varphi dx_{tg}
\end{equation}

\begin{equation}
+ \int_{\partial \Omega} (\Delta A_n) \frac{-z'}{r \sqrt{z'^2 + r^2}} \cdot r d\varphi dx_{tg}.
\end{equation}

The boundary terms are well-defined integrals and they can be controlled by a constant times $|A_n|^2_{H^{1}}$. Hence

\begin{equation}
(5.9)
|A_n|^2_{H^{2}} < +\infty.
\end{equation}

Therefore $A_n$ is in $H^2(\Omega)$.

Also, $\phi$ is in $H^2(\Omega)$ and $A_{tg} \in H^2(\Omega)$, according to elliptic theory (with Dirichlet boundary condition), so $\hat{A} \in H^2(\Omega; \mathbb{R}^2)$. Hence $E, B \in H^1(\Omega; \mathbb{R}^3)$. We also obtain from the equation $(\lambda + D^\pm) F^\pm = \mp \mu^e_n \hat{v} \cdot E$ that $\int_\Omega \int_{\mathbb{R}^3} \frac{|D^\pm F^\pm|^2}{|\mu^e_n|} dx < +\infty$.

Next we prove the adjointness properties for the operators $A^0_1, A^0_0$ and $B^0$. Recall that $X$ is the space consisting of all the scalar functions in $H^{2, \tau}(\Omega) \cap H^{2\frac{1}{2}}(\Omega)$ that satisfy the Dirichlet boundary condition.
Lemma 5.3. (i) \( A_0^1 \) and \( A_0^2 \) are self-adjoint on \( L^2(\Omega) \) with domain \( \mathcal{X} \). The adjoint operator of \( B^0 \) is

\[(B^0)^* h = \sum_{\pm} \int_{\mathbb{R}^3} (\mu_\varepsilon^\pm r h + \mu_\varepsilon^\pm (\hat{v} \cdot \varphi) h) dv .\]

Proof. The conclusion follows from the fact that \( P^\pm \) is self-adjoint on \( H^\pm \) and the Dirichlet boundary conditions. \( \square \)

Note that \( P^\pm \) is bounded with norm no larger than \( \sup_x \int_{\mathbb{R}^3} |\mu_\varepsilon^\pm| dv \), and that \( A_0^1 - \Delta \), \( A_0^2 + \Delta \) and \( B^0 \) are bounded \( \mathcal{X} \to L^2(\Omega) \). Therefore \( A_0^1 \) and \( A_0^2 \) are well-defined on \( \mathcal{X} \). Also, noticing that \( P^\pm \) are orthogonal projections and the Dirichlet boundary condition, we have

\[ -\langle A_0^1 h, h \rangle_{L^2} = -\langle \Delta h, h \rangle_{L^2} + \sum_{\pm} \| (1 - P^\pm) h \|_{H}^2 \geq \| \nabla h \|_{L^2}^2 \geq c_p^{-1} \| h \|_{L^2}, \forall h \in \mathcal{X} \]

with \( c_p = c_p(\Omega) \) being the square of the Poincaré constant of \( \Omega \). Therefore we have

Lemma 5.4. \( (A_0^1)^{-1} \) exists and it is bounded \( L^2(\Omega) \to \mathcal{X} \). Moreover, its bound is no larger than the square of the Poincaré constant of \( \Omega \), which we denote by \( c_p \). Hence we can define the operator

\[ L^0 = A_0^2 - B^0 (A_0^1)^{-1} (B^0)^* \]

on \( \mathcal{X} \), and it is self-adjoint on \( L^2(\Omega) \) with domain \( \mathcal{X} \).

The following couple of lemmas are the same as the ones stated in Section 3.1 in [12], simply differing by a change of coordinates, so we omit the proofs.

Lemma 5.5. Let \( (f^\pm, E, B) \) be a solution of the linearized system, and suppose that \( F^\pm \in C^1(\mathbb{R}, L^2(\Omega \times \mathbb{R}^3)) \), \( E, B \in C^2(\mathbb{R}, H^2(\Omega)) \). Then the linearized energy functional

\[ I(f^\pm, E, B) = \sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} \left( \frac{1}{|\mu_\varepsilon^\pm|} |F^\pm|^2 - r \mu_\varepsilon^\pm (\hat{v} \cdot \varphi) |A\varphi|^2 \right) dv dx + \int_{\Omega} (|E|^2 + |B|^2) dx \]

is time-invariant.

Lemma 5.6. By the same assumption as in Lemma 5.5, the functionals

\[ K_g(f^\pm, A) = \int_{\Omega} \int_{\mathbb{R}^3} (F^\pm \mp \mu_\varepsilon^\pm \hat{v} \cdot A) g dv dx \]

are time-invariant for all \( g \in \ker D^\pm \). In particular, we can deduce that \( \int_{\Omega} \int_{\mathbb{R}^3} f^\pm(t, x, v) dv dx \) are time-invariant by taking \( g = 1 \).

Proposition 5.7. If \( (e^{\lambda t} f^\pm, e^{\lambda t} E, e^{\lambda t} B) \) is a complex growing/decaying mode with \( \text{Re} \lambda \neq 0 \), then \( \lambda \) must be real, i.e. the mode is purely growing/decaying.
The proof is basically the same as in Section 3.2 in [12], except that when expanding $\int_{\Omega} |B|^2 \, dx$ we obtain a term $\int_{\Omega} \frac{1}{r^2} |A_{\phi}|^2 \, dx$, which turns out to be finite since $A_{\phi}$ is in $L^2_{1/r^2}$. We start with splitting $F^\pm$ into its even and odd parts (denoted by $F_{ev}^\pm$ and $F_{od}^\pm$, respectively) with respect to the variable $(\nu_r, \nu_z)$. Note that $D^\pm$ map even functions to odd functions and vice versa, so that we obtain the equation for $F_{od}^\pm$:

$$
(\lambda^2 - D^{\pm 2}) F_{od}^\pm = \mp \lambda \mu_c^\pm \hat{\nu} \cdot \hat{E} \pm \mu_c^\pm D^\pm (\hat{\nu} \cdot \vec{E}) .
$$

We multiply this equation by $\frac{1}{|\mu_c^\pm|} |F_{od}^\pm|^2$, integrate over $\Omega \times \mathbb{R}^3$, then add up the $+$ and $-$ identities, and examine the imaginary part of the resulting identity. In the end we obtain

$$
Re \lambda Im \sum_\pm \int_{\Omega} \int_{\mathbb{R}^3} \frac{1}{|\mu_c^\pm|} |F_{od}^\pm|^2 \, dv \, dx = -Re \lambda Im \int_{\Omega} (|B_{\phi}|^2 + |E_{\phi}|^2) \, dx .
$$

The opposite signs of the integrals together with the assumption that $Re \lambda \neq 0$ imply that $\lambda$ must be real.

Next, fixing $A \in L^2(\Omega)$, we define

$$
(5.15) \quad J_A(F^+, F^-) = \sum_\pm \int_{\Omega} \int_{\mathbb{R}^3} \frac{1}{|\mu_c^\pm|} |F_{\phi}^\pm|^2 \, dv \, dx + \int_{\Omega} |\nabla \phi|^2 \, dx ,
$$

where the electric scalar potential $\phi$ satisfies the following Poisson equation

$$
(5.16) \quad -\Delta \phi = \rho = \int_{\mathbb{R}^3} (F^+ - F^-) \, dv + r A_{\phi} \int_{\mathbb{R}^3} (\mu_p^+ \mu_p^-) \, dv, \quad \phi|_{\partial \Omega} = 0 .
$$

The right side in the Poisson equation is in $L^2$ so $\phi$ is well-defined (exists and is uniquely determined). Define

$$
(5.17) \quad \mathcal{F}_A = \{(F^+, F^-) \in (L^2_{1/|\mu_c^\pm|}(\Omega \times \mathbb{R}^3))^2 \cap (L^2(\Omega))^2 : \int_{\Omega} \int_{\mathbb{R}^3} (F^\pm \mp \mu_c^\pm \hat{\nu} \cdot A) \, dv \, dx = 0, \forall g \in ker D^\pm \}
$$

for fixed $A \in L^2(\Omega)$. In particular,

$$
(5.18) \quad \mathcal{F}_0 = \{(h^+, h^-) \in (L^2_{1/|\mu_c^\pm|}(\Omega \times \mathbb{R}^3))^2 \cap (L^2(\Omega))^2 : \int_{\Omega} \int_{\mathbb{R}^3} h^\pm g \, dv \, dx = 0, \forall g \in ker D^\pm \} .
$$

Then $J_A$ is well-defined and nonnegative on $\mathcal{F}_A$, and its infimum over $\mathcal{F}_A$ is finite. We want to minimize $J_A$ on the manifold $\mathcal{F}_A$.

**Lemma 5.8.** For fixed $A \in L^2(\Omega)$, there exists a minimizer $(F^+_*, F^-_*)$ of the functional $J_A$ on $\mathcal{F}_A$. Furthermore, if $\phi_* \in H^2(\Omega)$ is the solution of the Poisson equation (5.10) with respect to $(F^+_*, F^-_*)$, then

$$
(5.19) \quad F^\pm_* = \pm \mu_c^\pm (1 - P^\pm) \phi_* \pm \mu_c^\pm P^\pm (\hat{\nu} \cdot A) .
$$
Proof. Take a minimizing sequence \((F^+_h, F^-_h)\) in \(J_A\) of \(J_A\). Note that \(F^\pm_n\) are bounded in \(L^2/|\mu^\pm_e|\); we can take weak limits (extracting subsequences if necessary) \(F^\pm_*\), which is also in \(J_A\). Therefore \((F^+_*, F^-_*)\) is a minimizer.

Let \(\phi_*\) be as described in the lemma. We want to derive the \((5.19)\). Denote \(h^\pm = F^\pm \mp \mu^\pm_e \hat{v} \cdot A\), in particular, \(h^\pm_* = F^\pm_* \mp \mu^\pm_e \hat{v} \cdot A\). Then \((F^+, F^-) \in J_A\) iff \((h^+, h^-) \in F_0\).

We observe
\[
\int_{\mathbb{R}^3} (h^+ - h^-) dv = \int_{\mathbb{R}^3} (F^+ - F^-) dv - \int_{\mathbb{R}^3} (\mu^+_e - \mu^-_e) \hat{v} \cdot A dv
\]
\[
= \int_{\mathbb{R}^3} (F^+ - F^-) dv - \int_{\mathbb{R}^3} (\mu^+_e - \mu^-_e) \hat{v} \cdot A dv
\]
\[
= \int_{\mathbb{R}^3} (F^+ - F^-) dv + r A \int_{\mathbb{R}^3} (\mu^+_p - \mu^-_p) dv.
\]

Here we used that \(\mu^+_e(\hat{v}_e \cdot A_e + \hat{v}_z A_z)\) is odd in \((\hat{v}_e, \hat{v}_z)\) (the second line of computation), and \(\partial_{\hat{v}}(\mu^\pm) = \mu^\pm \hat{v} + r \mu^\pm_p\) (the third line of computation). Therefore \(\phi\) is independent of the change of variables \(F^\pm \to h^\pm\). \((F^+, F^-)\) is a minimizer of \(J_A(F^+, F^-)\) on \(J_A\) iff \((h^+, h^-)\) is a minimizer of the following functional \(J_0\) on \(F_0\):
\[
J_0(h^+, h^-) = \int_{\Omega} \int_{\mathbb{R}^3} \frac{1}{|\mu^\pm_e|} |h^\pm + \mu^\pm_e \hat{v} \cdot A|^2 dv dx + \int_{\Omega} |\nabla \phi|^2 dx.
\]

Now we turn to minimize \(J_0\) on \(F_0\). We write down its first variation
\[
\sum \int_{\Omega} \int_{\mathbb{R}^3} \frac{1}{|\mu^\pm_e|} (h^\pm_* \mp \mu^\pm_e \hat{v} \cdot A) h^\pm dv dx + \int_{\Omega} \nabla \phi_* \cdot \nabla \phi dx
\]
and let it be 0 for all \((h^+, h^-) \in F_0\). Using the Dirichlet boundary condition on \(\phi\), we compute
\[
0 = \sum \int_{\Omega} \int_{\mathbb{R}^3} \frac{1}{|\mu^\pm_e|} (h^\pm_* \mp \mu^\pm_e \hat{v} \cdot A) h^\pm dv dx + \int_{\Omega} \nabla \phi_* \cdot \nabla \phi dx
\]
\[
= \sum \int_{\Omega} \int_{\mathbb{R}^3} \frac{1}{|\mu^\pm_e|} (h^\pm_* \mp \mu^\pm_e \hat{v} \cdot A) h^\pm dv dx - \int_{\Omega} \phi_* \Delta \phi dx
\]
\[
= \sum \int_{\Omega} \int_{\mathbb{R}^3} \frac{1}{|\mu^\pm_e|} (h^\pm_* \mp \mu^\pm_e \hat{v} \cdot A) h^\pm dv dx + \int_{\Omega} \int_{\mathbb{R}^3} \phi_* (h^+ - h^-) dv dx
\]
\[
= \sum \int_{\Omega} \int_{\mathbb{R}^3} \frac{1}{|\mu^\pm_e|} (h^\pm_* \mp \mu^\pm_e \hat{v} \cdot A \mp \mu^\pm_e \phi) h^\pm dv dx.
\]

Taking \(h^\pm = 0\), we obtain the identity for \(h^\pm_*\). The computation then implies that
\[
\frac{1}{|\mu^\pm_e|} (h^\pm_* \pm \mu^\pm_e \hat{v} \cdot A) \in (\ker D^\pm)^{-\pm} = \ker D^\pm.\]

Therefore,
\[
D^\pm(F^\pm_* \mp \mu^\pm_e \phi) = -\mu^\pm_e D^\pm \left(\frac{1}{|\mu^\pm_e|} (h^\pm_* \pm \mu^\pm_e \hat{v} \cdot A)\right) = 0.
\]
Hence
\[(5.25) \quad (1 - \mathcal{P}^\pm)(F^\pm_\ast \mp \mu^\pm_e \phi_\ast) = 0.\]

Note that the constraint \(\int_\Omega \int_{\mathbb{R}^3} (F^\pm_\ast \mp \mu^\pm_e \hat{v} \cdot \mathbf{A})gdvdx = 0\), \forall g \in \ker D^\pm\) in the definition of \(\mathcal{F}_A\) is equivalent to \(\mathcal{P}^\pm(F^\pm_\ast \mp \mu^\pm_e \hat{v} \cdot \mathbf{A}) = 0\). Combining this together with \(D^\pm(F^\pm_\ast \mp \mu^\pm_e \phi_\ast) = -\mu^\pm_e D^\pm(\frac{1}{|\mu^\pm_e|}(h^\pm_\ast + \mu^\pm_e \hat{v} \cdot \mathbf{A})) = 0\), we obtain the desired identity \((5.19)\).

\[\square\]

Next, we derive a connection between the minimizer of \(\mathcal{J}_A\) and the operator \(\mathcal{L}_0\).

**Lemma 5.9.** For fixed \(\mathbf{A} \in L^{2,\tau}(\Omega)\), and \(A_\varphi \in \mathcal{X}\), let \(F^\pm_\ast\) be a minimizer of \(\mathcal{J}_A\) on \(\mathcal{F}_A\), then
\[(5.26) \quad \mathcal{J}_A(F^\pm_\ast, F^\ast_\ast) = -(\mathcal{B}^0(A_1^0)^{-1}(\mathcal{B}^0)^*A_\varphi, A_\varphi) + \sum_{\pm} \|\mathcal{P}^\pm(\hat{v} \cdot \mathbf{A})\|_H^2.\]

**Proof.** Plugging in \(F^\pm_\ast = \pm \mu^\pm_e (1 - \mathcal{P}^\pm)\phi_\ast \pm \mu^\pm_e \mathcal{P}^\pm(\hat{v} \cdot \mathbf{A})\) into the expression of \(\mathcal{J}_A\), we obtain
\[(5.27) \quad \mathcal{J}_A(F^\pm_\ast, F^\ast_\ast) = \sum_{\pm} \|(1 - \mathcal{P}^\pm)\phi_\ast\|_H^2 + \int_\Omega \|\nabla \phi_\ast\|^2dx + \sum_{\pm} \|\mathcal{P}^\pm(\hat{v} \cdot \mathbf{A})\|_H^2
\]
\[= -\langle A_0^1 \phi_\ast, \phi_\ast \rangle_{L^2} + \sum_{\pm} \|\mathcal{P}^\pm(\hat{v} \cdot \mathbf{A})\|_H^2.\]

Now it suffices to show that \(\phi_\ast = -(A_1^0)^{-1}(\mathcal{B}^0)^*A_\varphi\). This can be done by plugging in \(F^\pm_\ast = \pm \mu^\pm_e (1 - \mathcal{P}^\pm)\phi_\ast \pm \mu^\pm_e \mathcal{P}^\pm(\hat{v} \cdot \mathbf{A})\) into the Poisson equation:
\[(5.28) \quad -\Delta \phi_\ast = \sum_{\pm} \left(\int_{\mathbb{R}^3} \mu^\pm_e (1 - \mathcal{P}^\pm)\phi_\ast dv + \int_{\mathbb{R}^3} r \mu^\pm_p dv A_\varphi + \int_{\mathbb{R}^3} \mu^\pm_e \mathcal{P}^\pm(\hat{v} \cdot \mathbf{A})dv\right)
\]
\[= \sum_{\pm} \left(\int_{\mathbb{R}^3} \mu^\pm_e (1 - \mathcal{P}^\pm)\phi_\ast dv + \int_{\mathbb{R}^3} r \mu^\pm_p dv A_\varphi + \int_{\mathbb{R}^3} \mu^\pm_e \mathcal{P}^\pm(\hat{v} \varphi A_\varphi)dv\right)
\]
which is equivalent to \(-A_1^0 \phi_\ast = (\mathcal{B}^0)^*A_\varphi\). Therefore \(\phi_\ast = -(A_1^0)^{-1}(\mathcal{B}^0)^*A_\varphi\) since \(A_1^0\) is invertible. (Here in the last line of the computation we have used the fact that \(\mathcal{P}^\pm(\hat{v}_r A_r + \hat{v}_z A_z)\) is odd in \((v_r, v_z)\).)

\[\square\]

Now we are in a position to prove the linear stability result:

**Proposition 5.10.** \(L^0 \geq 0\) implies that there is no growing mode \((e^{\lambda t} f^\pm, e^{\lambda t} E, e^{\lambda t} B)\) with \(\text{Re} \lambda > 0\).

**Proof.** We argue by contradiction. Assuming the contrary, we know that \(\lambda \in \mathbb{R}\), so we can assume that \((f^\pm, E, B)\) is real-valued. Since \(\mathcal{I}(f^\pm, E, B)\) and \(\mathcal{K}_g(f^\pm, A)\) is
invariant in time, they then must be 0 all the time since we have the factor $e^{\lambda t}$. We can write
\begin{equation}
0 = \mathcal{I}(f^\pm, E, B) = \sum_\pm \int_\Omega \int_{\mathbb{R}^3} (\frac{1}{|\mu^\pm|} |F^\pm|^2 - r \mu^\pm \hat{\varphi} |A_\varphi|^2) dv dx + \int_\Omega (|E|^2 + |B|^2) dx
\end{equation}
\begin{equation}
= \mathcal{J}_A(F^+, F^-) - \sum_\pm \int_\Omega \int_{\mathbb{R}^3} r \mu^\pm \hat{\varphi} |A_\varphi|^2 dv dx + \int_\Omega (\lambda^2 |A|^2 + |B|^2) dx .
\end{equation}

Here we used the connection between $\phi$ and $A$, and the Coulomb gauge $\nabla \cdot A = 0$ as well as the Dirichlet boundary condition on $\phi$.

Since $\mathcal{K}^\pm_g(f^\pm, A) = 0$ actually gives the constraint in the definition of $\mathcal{F}_A$, we can now minimize $\mathcal{J}_A(F^+, F^-)$ on $\mathcal{F}_A$. Let $(F^*_+, F^-_*)$ be the minimizer, then by the previous lemmas, we have
\begin{equation}
0 = \mathcal{I}(f^\pm, E, B) \geq -(\mathcal{B}^0(\mathcal{A}_1^0)^{-1}(\mathcal{B}^0)^* A_\varphi, A_\varphi) + \sum_\pm \|\mathcal{P}^\pm(\hat{\varphi} \cdot A)\|_{\mathcal{H}}^2
\end{equation}
\begin{equation}
- \sum_\pm \int_\Omega \int_{\mathbb{R}^3} r \mu^\pm \hat{\varphi} |A_\varphi|^2 dv dx + \int_\Omega (\lambda^2 |A|^2 + |B|^2) dx .
\end{equation}

We compute, as in the proof of Proposition 5.7
\begin{equation}
\int_\Omega |B|^2 dx = \int_\Omega (|\nabla A_\varphi|^2 + \frac{|A_\varphi|^2}{r^2} + |B|^2) dx .
\end{equation}

Also, we have
\begin{equation}
\langle \mathcal{A}_2^0 A_\varphi, A_\varphi \rangle_{L^2} = \int_\Omega (|\nabla A_\varphi|^2 + \frac{|A_\varphi|^2}{r^2}) dx + \sum_\pm \|\mathcal{P}^\pm(\hat{\varphi} A_\varphi)\|_{\mathcal{H}}^2
\end{equation}
\begin{equation}
- \sum_\pm \int_\Omega \int_{\mathbb{R}^3} r \mu^\pm \hat{\varphi} |A_\varphi|^2 dv dx
\end{equation}
and
\begin{equation}
\|\mathcal{P}^\pm(\hat{\varphi} \cdot A)\|_{\mathcal{H}}^2 = \|\mathcal{P}^\pm(\hat{\varphi} A_\varphi)\|_{\mathcal{H}}^2 + \|\mathcal{P}^\pm(\hat{\varphi} A_r + \hat{\varphi} A_z)\|_{\mathcal{H}}^2 + \langle \mathcal{P}^\pm(\hat{\varphi} A_\varphi), \mathcal{P}^\pm(\hat{\varphi} A_r + \hat{\varphi} A_z) \rangle_{\mathcal{H}}
\end{equation}
\begin{equation}
= \|\mathcal{P}^\pm(\hat{\varphi} A_\varphi)\|_{\mathcal{H}}^2 + \|\mathcal{P}^\pm(\hat{\varphi} A_r + \hat{\varphi} A_z)\|_{\mathcal{H}}^2 .
\end{equation}

(Here we used the Dirichlet boundary condition on $A_\varphi$.) Plugging all the three into the $\mathcal{I}(f^\pm, E, B)$ inequality, we obtain
\begin{equation}
0 = \mathcal{I}(f^\pm, E, B) \geq \langle \mathcal{L}^0 A_\varphi, A_\varphi \rangle_{L^2} + \int_\Omega (\lambda^2 |A|^2 + |B|^2) dx
\end{equation}
\begin{equation}
+ \sum_\pm \|\mathcal{P}^\pm(\hat{\varphi} A_r + \hat{\varphi} A_z)\|_{\mathcal{H}}^2 .
\end{equation}
If $\mathcal{L}^0 \geq 0$, this implies $A = 0$. Using that $I(f^\pm, E, B) = 0$, we deduce $f^\pm = 0$, $E = 0$. A contradiction.

6. **Linear Instability**

We now turn to the instability part of Theorem 3.1.

For almost every particle in $\Omega \times \mathbb{R}^3$, the trajectory is well-defined and hits the boundary at most finite times in each finite time interval. We have the following lemmas as in [12]:

**Lemma 6.1.** Let $\partial \Omega$ be $C^1$. For almost $(x, v) \in \Omega \times \mathbb{R}^3$, the particle trajectories $(X^\pm, V^\pm)$ are piecewise $C^1$ in $s \in \mathbb{R}$. For each $s$, the map $(x, v) \rightarrow (X^\pm(s; x, v), V^\pm(s; x, v))$ is $1 - 1$ and differentiable with Jacobian 1 at all points $(x, v)$ such that $X^\pm(s; x, v)$ are not on the boundary. Moreover, we have the change-of-variable formula

$$\int_\Omega \int_{\mathbb{R}^3} g(x, v) dxdv = \int_\Omega \int_{\mathbb{R}^3} g(X^\pm(-s; y, w), V^\pm(-s; y, w)) dwdy$$

The proof is identical to the one to Lemma 4.1 in [12] since it has nothing to do with the coordinates.

Recall that for any given $(X^\pm, V^\pm) \in \partial \Omega \times \mathbb{R}^3$, we can decompose $V^\pm$ into its $n$-component, $tg$-component and $\varphi$-component, and define $V^\pm = -V^\pm_n e_n + V^\pm_{tg} e_{tg} + V^\pm_\varphi e_{\varphi}$ as in (3.4). We have

**Lemma 6.2.** Let $g(x, v)$ be a $C^1$ radial function on $\overline{\Omega} \times \mathbb{R}^3$. If $g$ is specular on $\partial \Omega$ then for all $s$, $g(X^\pm(s; x, v), V^\pm(s; x, v))$ is continuous and also specular on $\partial \Omega$, i.e.

$$g(X^\pm(s; x, v), V^\pm(s; x, v)) = g(X^\pm(s; x, v_\ast), V^\pm(s; x, v_\ast))$$

for almost every $(x, v) \in \partial \Omega \times \mathbb{R}^3$. $v_\ast$ is defined as in (3.4).

**Proof.** From the equation of the particle trajectory we know that for almost every $x \in \partial \Omega$, the trajectory is unaffected by whether it starts with $v$ or $v_\ast$. Therefore for all $s$ we have

$$X^\pm(s; x, v) = X^\pm(s; x, v_\ast)$$

$$V^\pm_n(s; x, v) = V^\pm_n(s; x, v_\ast) \text{ if } X^\pm(s; x, v) \notin \partial \Omega$$

$$V^\pm_n(s; x, v) = -V^\pm_n(s; x, v_\ast) \text{ if } X^\pm(s; x, v) \in \partial \Omega$$

$$V^\pm_j(s; x, v) = V^\pm_j(s; x, v_\ast) \text{ for } j = tg, \varphi$$

Since $g$ is specular, on the boundary it takes the same value at $v_n$ and $-v_n$. Hence $g(X^\pm(s), V^\pm(s))$ is a continuous function of $s$ at the points of reflection. Also, it is specular because of the rule (3.3).
We already know from Proposition 5.7 that a growing mode must be purely growing. Consider any growing mode \((e^{\lambda t}f^\pm, e^{\lambda t}E, e^{\lambda t}B)\). Our goal is to find such a solution for the linearized equation for some \(\lambda > 0\).

Plugging \((e^{\lambda t}f^\pm, e^{\lambda t}E, e^{\lambda t}B)\) into the linearized Vlasov-Maxwell system, we obtain

\[
\lambda f^\pm + D^\pm f^\pm = \pm(\mu_e^\pm D^\pm \phi + \mu_e^\pm \hat{\phi} \cdot \lambda A + r \mu_p^\pm \lambda A_\phi + \mu_p^\pm D^\pm (r A_\phi))
\]

Multiplying this equation by \(e^{\lambda s}\) and integrating along the particle trajectories \((X^\pm(s;x,v), V^\pm(s;x,v))\) from \(s = -\infty\) to 0, we obtain

\[
f^\pm(x,v) = \pm(\mu_e^\pm (1 - Q_{\lambda}^\pm) \phi + \mu_p^\pm r A_\phi + \mu_e^\pm Q_{\lambda}^\pm (\hat{\phi} \cdot A - \phi))
\]

where \(Q_{\lambda}^\pm(g)(x,v) = \int_{-\infty}^{0} \lambda e^{\lambda s}g(X^\pm(s;x,v), V^\pm(s;x,v)) ds\). Plug (6.4) into the Maxwell system, we obtain

\[
-\Delta \phi = \sum_{\pm} \int_{\mathbb{R}^3} \mu_e^\pm(1 - Q_{\lambda}^\pm) \phi + \mu_p^\pm r A_\phi + \mu_e^\pm Q_{\lambda}^\pm (\hat{\phi} \cdot A))dv,
\]

\[
(\lambda^2 - \Delta + \frac{1}{r^2}) A_\phi = \sum_{\pm} \int_{\mathbb{R}^3} \hat{\phi} (\mu_e^\pm(1 - Q_{\lambda}^\pm) \phi + \mu_p^\pm r A_\phi + \mu_e^\pm Q_{\lambda}^\pm (\hat{\phi} \cdot A))dv,
\]

\[
(\lambda^2 - \Delta) A + \lambda \nabla \phi = \sum_{\pm} \int_{\mathbb{R}^3} \hat{\phi} (\mu_e^\pm(1 - Q_{\lambda}^\pm) \phi + \mu_p^\pm r A_\phi + \mu_e^\pm Q_{\lambda}^\pm (\hat{\phi} \cdot A))dv.
\]

We formally define

\[
A_1^\lambda h = \Delta h + \sum_{\pm} \int_{\mathbb{R}^3} \mu_e^\pm(1 - Q_{\lambda}^\pm) hdv,
\]

\[
A_2^\lambda h = (\lambda^2 - \Delta + \frac{1}{r^2}) h - \sum_{\pm} \int_{\mathbb{R}^3} \hat{\phi} (\mu_p^\pm r h + \mu_e^\pm Q_{\lambda}^\pm (\hat{\phi} h)) dv,
\]

\[
B^\lambda h = -\sum_{\pm} \int_{\mathbb{R}^3} \hat{\phi} \mu_e^\pm(1 - Q_{\lambda}^\pm) hdv,
\]

\[
(B^\lambda)^* h = \sum_{\pm} \int_{\mathbb{R}^3} (\mu_p^\pm r h + \mu_e^\pm Q_{\lambda}^\pm (\hat{\phi} h)) dv,
\]

\[
T_1^\lambda h = -\lambda \nabla h - \sum_{\pm} \int_{\mathbb{R}^3} \frac{\hat{\phi}}{\langle v \rangle} \mu_e^\pm Q_{\lambda}^\pm h dv,
\]

\[
T_2^\lambda h = \sum_{\pm} \int_{\mathbb{R}^3} \frac{\hat{\phi}}{\langle v \rangle} (\mu_e^\pm Q_{\lambda}^\pm (\hat{\phi} A_\phi) + 2 \mu_p^\pm r Q_{\lambda}^\pm A_\phi) dv,
\]
The adjointness will be proved in Lemma 6.6. Then the equations (6.5), (6.6), (6.7) can be written as

\[(T_1^\lambda)^*\widehat{h} = \sum_{\pm} \int_{\mathbb{R}^3} \mu_e^\pm Q^\pm_\lambda (\hat{v} \cdot \widehat{h}) dv + \lambda \nabla \cdot \widehat{h} ,\]

(6.15) \[(T_2^\lambda)^*\widehat{h} = - \sum_{\pm} \int_{\mathbb{R}^3} \hat{v}_e \mu_e^\pm Q^\pm_\lambda (\hat{v} \cdot \widehat{h}) dv ,\]

(6.16) \[S^\lambda \widehat{h} = (-\lambda^2 + \Delta)\widehat{h} + \sum_{\pm} \int_{\mathbb{R}^3} \frac{\hat{v}}{v} \mu_e^\pm Q^\pm_\lambda (\hat{v} \cdot \widehat{h}) dv .\]

Motivated by (4.16), we define

\[
\begin{pmatrix}
A_1^\lambda & (B^\lambda)^* & (\overline{T}_1^\lambda)^*
B^\lambda & A_2^\lambda & (\overline{T}_2^\lambda)^*
\overline{T}_1^\lambda & \overline{T}_2^\lambda & S^\lambda
\end{pmatrix}
\begin{pmatrix}
\phi \\
A_\phi \\
\overline{A}
\end{pmatrix} = 0 .
\]

Lemma 6.3. Let \(0 < \lambda < +\infty\), then

(i) \(Q^\pm_\lambda\) is bounded from \(\mathcal{H}\) to itself with operator norm one to one.

(ii) \(A_1^\lambda - \Delta, A_2^\lambda - \lambda^2 + \Delta\) and \(B^\lambda\) are bounded from \(\mathcal{X}\) to \(L^{2,\tau}(\Omega)\).

(iii) \(S^\lambda + \lambda^2 - \Delta\) is bounded from \(L^{2,\tau}(\Omega; \mathbb{R}^2)\) to \(L^{2,\tau}(\Omega; \mathbb{R}^2)\).

(iv) \(\overline{T}_1^\lambda + \lambda \nabla\) and \(\overline{T}_2^\lambda\) are bounded from \(L^{2,\tau}(\Omega)\) to \(L^{2,\tau}(\Omega; \mathbb{R}^2)\). All the operator norms here are independent of \(\lambda\).

Proof. \(\forall g, h \in \mathcal{H}^\pm,\)

\[(6.18) |\int_{\Omega} \int_{\mathbb{R}^3} \mu_e^\pm g Q^\pm_\lambda hdvdx| = |\int_{-\infty}^{0} \int_{\Omega} \int_{\mathbb{R}^3} \lambda e^{\lambda s} \mu_e^\pm g(x, v) h(X^\pm(s), V^\pm(s)) dvdxds| \leq |\int_{-\infty}^{0} \lambda e^{\lambda s} \int_{\Omega} \int_{\mathbb{R}^3} |\mu_e^\pm||g(x, v)||^2 dvdxds|^{1/2} (\int_{-\infty}^{0} \lambda e^{\lambda s} \int_{\Omega} \int_{\mathbb{R}^3} |\mu_e^\pm||h(X^\pm(s), V^\pm(s))|^2 dvdxds)^{1/2} \leq ||g||_{\mathcal{H}} ||h||_{\mathcal{H}} .\]

Here we changed the variables \((x, v) = (X^\pm(s; x, v), V^\pm(s; x, v))\), with Jacobian determinant one. This gives that \(||Q^\pm_\lambda||_{\mathcal{H} \rightarrow \mathcal{H}} \leq 1\). Note that \(Q^\pm_\lambda(1) = 1\), so \(||Q^\pm_\lambda||_{\mathcal{H} \rightarrow \mathcal{H}} = 1\).

(i) is proved.
For $A_1^\lambda - \Delta$, we have (for $h \in L^{2,\tau}(\Omega)$)
\begin{equation}
|\langle (A_1^\lambda - \Delta)h, h \rangle_{L^2}| = |\sum_{\pm} \int_{\mathbb{R}^3} \int_{\Omega} \mu_e^\pm (1 - Q_e^\pm) h^2 dv dx|
\leq 2 \sum_{\pm} \|h\|_{H^\pm}^2
\leq 2 \sup_x \left( \sum_{\pm} \int_{\mathbb{R}^3} |\mu_e^\pm| dv \right) \|h\|_{L^2}^2.
\end{equation}
(6.19)

Hence $A_1^\lambda - \Delta$ is $L^{2,\tau}(\Omega)$ to $L^{2,\tau}(\Omega)$. Similarly, $B^\lambda$ is bounded from $L^{2,\tau}(\Omega)$ to $L^{2,\tau}(\Omega)$, and $A_2^\lambda - \lambda^2 + \Delta$ is bounded from $L^{2,\tau}(\Omega) \cap Y$ to $L^{2,\tau}(\Omega)$ since there is the part including $1/r^2$. (ii) is proved.

(iii) and (iv) follow directly from the definitions and (i).

Therefore we deduce

**Lemma 6.4.** Let $0 < \lambda < +\infty$, then

(i) $A_1^\lambda$ and $A_2^\lambda$ are well-defined operators from $X \subset L^{2,\tau}(\Omega)$ to $L^{2,\tau}(\Omega)$.

(ii) $S^\lambda$ is well-defined from $\tilde{X} \subset L^{2,\tau}(\Omega; \mathbb{R}^2)$ into $L^{2,\tau}(\Omega; \mathbb{R}^2)$.

(iii) $T^\lambda_1$ is well-defined from $X_1 := \{h \in H^{1,\tau}(\Omega) | h = 0, \forall h \in \partial \Omega\}$ into $L^{2,\tau}(\Omega; \mathbb{R}^2)$.

For the proof of the adjointness of the operators, we begin with an adjoint formula for $Q_e^\pm$.

**Lemma 6.5.** For all $h(x, v)$, $g(x, v)$ that are independent of the $\varphi$-component of $x$, we have
\begin{equation}
\int_{\Omega} \int_{\mathbb{R}^3} \mu_e^\pm h(x, v) Q_e^\pm (g(x, v)) dv dx = \int_{\Omega} \int_{\mathbb{R}^3} \mu_e^\pm g(x, v) Q_e^\pm (h(x, v)) dv dx
\end{equation}
where $Rv := -v_x e_x - v_y e_y + v_\varphi e_\varphi$ for $v = v_x e_x + v_y e_y + v_\varphi e_\varphi$, $g, h \in H^\pm$.

**Proof.** We do the change of variables, which has Jacobian 1:

$$(y, w) := (X^\pm(s; x, v), V^\pm(s; x, v)), (x, v) := (X^\pm(-s; y, w), V^\pm(-s; y, w)).$$

Therefore the left side of the desired formula can be written as
\begin{equation}
\int_{-\infty}^{0} \int_{\mathbb{R}^3} \lambda e^{\lambda s} \mu_e^\pm h(x, v) g(X^\pm(s; x, v), V^\pm(s; x, v)) dv dx ds
= \int_{-\infty}^{0} \int_{\mathbb{R}^3} \lambda e^{\lambda s} \mu_e^\pm h(X^\pm(-s; y, w), V^\pm(-s; y, w)) g(y, w) dw dy ds.
\end{equation}
(6.21)

Note that the ODE for the characteristics and the specular condition are invariant under the transformation $s \rightarrow -s$, $r \rightarrow r$, $\varphi \rightarrow \varphi$, $z \rightarrow z$, $v_r \rightarrow -v_r$, $v_z \rightarrow -v_z$.
Let \( X_{r,z} \) be the projection on \((r,z)\)-plane of \( X \). Note that \( E^0 \) and \( B^0 \) has no \( e_\varphi \)-component. For \( x \notin \partial \Omega \), a direct computation gives

\[
X^\pm_{r,z}(-s; x, v) = X^\pm_{r,z}(s; x, Rv), V^\pm(-s; x, v) = RV^\pm(s; x, Rv).
\]

Hence

\[
\int_{-\infty}^{0} \int_{\Omega} \int_{\mathbb{R}^3} \lambda e^{\lambda s} \mu_e \hat{h}(x, v) g(X^\pm(s; x, v), V^\pm(s; x, v)) dv dx ds
\]

(6.22)

\[
= \int_{-\infty}^{0} \int_{\Omega} \int_{\mathbb{R}^3} \lambda e^{\lambda s} \mu_e \hat{h}(X^\pm(s; y, Rw), R\hat{V}^\pm(-s; y, Rw)) g(y, w) dw dy ds
\]

\[
= \int_{-\infty}^{0} \int_{\Omega} \int_{\mathbb{R}^3} \lambda e^{\lambda s} \mu_e \hat{h}(X^\pm(s; x, v), R\hat{V}^\pm(s; x, v)) g(x, Rv) dv dx ds
\]

since \( h(x, v), g(x, v) \) that are independent of the \( \varphi \)-component of \( x(X) \). This gives the formula we want.

- We now have

**Lemma 6.6.** Let \( 0 < \lambda < +\infty \), then

(i) \( \mathcal{A}_1^\lambda \) and \( \mathcal{A}_2^\lambda \) are self-adjoint operators on \( \mathcal{X} \).

(ii) \( \tilde{S}^\lambda \) is self-adjoint on \( L^{2,\tau}(\Omega; \mathbb{R}^2) \) with domain \( \tilde{\mathcal{Y}}_1 = \{ \tilde{h} \in H^{2,\tau}(\Omega; \mathbb{R}^2) : \tilde{r} \tilde{z}' \partial_r h_n - \tilde{r} \tilde{r}' \partial_z h_n + \tilde{z}' h_n = 0, h_t g = 0, \forall x \in \partial \Omega \} \).

(iii) The adjoint of \( \tilde{T}_1^\lambda, \tilde{T}_2^\lambda, B^\lambda \) are as stated before. \( (\tilde{T}_1^\lambda)^*, (\tilde{T}_2^\lambda)^*, (B^\lambda)^* \) are well-defined on \( \{ \tilde{h} \in L^{2,\tau}(\Omega; \mathbb{R}^2) : \nabla \cdot \tilde{h} = 0 \}, L^{2,\tau}(\Omega; \mathbb{R}^2) \) and \( L^{2,\tau}(\Omega) \), respectively. \( (\tilde{T}_2^\lambda)^*, (B^\lambda)^*, \) and \( (\tilde{T}_1^\lambda + \lambda \nabla)^* \) are bounded operators.

**Proof.** For \( h, g \in L^{2,\tau}(\Omega) \) (note that they are just functions of \( x \)), we have

(6.23)

\[
\langle (\mathcal{A}_1^\lambda - \Delta) h, g \rangle_{L^2} = \sum_{\pm} \langle (1 - \mathcal{Q}_\lambda^\pm) h, g \rangle_{\mathcal{H}} = \sum_{\pm} \langle h, (1 - \mathcal{Q}_\lambda^\pm) g \rangle_{\mathcal{H}} = \langle h, (\mathcal{A}_1^\lambda - \Delta) g \rangle_{L^2},
\]

\[
\langle (\mathcal{A}_2^\lambda + \Delta) h, g \rangle_{L^2} = \frac{1}{\gamma_2} \langle h, g \rangle_{L^2} - \sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} \dot{v}_e (\mu_e r h g + \mu_e^+ \mathcal{Q}_\lambda^\pm(\dot{v}_e h) g) dv dx
\]

(6.24)

\[
= \frac{1}{\gamma_2} \langle h, g \rangle_{L^2} - \sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} \dot{v}_e (\mu_e r h g + \mu_e^+ \mathcal{Q}_\lambda^\pm(\dot{v}_e g) h) dv dx
\]

\[= \langle (\mathcal{A}_2^\lambda + \Delta) g, h \rangle_{L^2}.
\]

From this we obtain that \( \mathcal{A}_1^\lambda - \Delta \) and \( \mathcal{A}_2^\lambda + \Delta \) are self-adjoint. Since we have the Dirichlet boundary condition, it then follows that \( \mathcal{A}_1^\lambda \) and \( \mathcal{A}_2^\lambda \) are self-adjoint on \( \mathcal{X} \).
The adjointness of $\mathcal{B}^\lambda$ and $(\mathcal{B}^\lambda)^*$ also follows from the previous lemma because
\[
\langle \mathcal{B}^\lambda h, g \rangle_{L^2} = -\sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} \hat{\varphi} \mu_e^\pm (1 - Q_\lambda^\pm) h \cdot g \, dv \, dx
\]
\[
= \sum_{\pm} \int_{\mathbb{R}^3} h (\mu_e^\pm r + \mu_e^\pm Q_\lambda^\pm (\hat{\varphi} g)) \, dv \, dx .
\]

(6.25)

For $\tilde{T}_1^\lambda$ and $\tilde{T}_2^\lambda$, we have ($h \in \mathcal{X}_1, \tilde{g} \in L^2(\Omega; \tilde{\mathbb{R}}^2)$)
\[
\langle (\tilde{T}_1^\lambda + \lambda \nabla) h, \tilde{g} \rangle_{L^2} = \sum_{\pm} \langle Q_\lambda^\pm h, \hat{\varphi} \cdot \hat{\tilde{g}} \rangle_{H^\pm} = -\sum_{\pm} \langle h, Q_\lambda^\pm (\hat{\varphi} \cdot \hat{\tilde{g}}) \rangle_{H^\pm} ,
\]
\[
\langle \tilde{T}_2^\lambda h, \tilde{g} \rangle_{L^2} = -\sum_{\pm} \langle Q_\lambda^\pm (\hat{\varphi} h), \hat{\varphi} \cdot \hat{\tilde{g}} \rangle_{H^\pm} = \sum_{\pm} \langle h, \hat{\varphi} Q_\lambda^\pm (\hat{\varphi} \cdot \hat{\tilde{g}}) \rangle_{H^\pm} .
\]

From the Dirichlet boundary condition on $\varphi$, there holds
\[
\langle \nabla h, \tilde{g} \rangle_{L^2} = \langle h, \nabla \cdot \tilde{g} \rangle_{L^2} + \int_{\partial \Omega} h \tilde{g} \cdot e_r \, dS_x = -\langle h, \nabla \cdot \tilde{g} \rangle_{L^2} .
\]

Hence,
\[
\langle \tilde{T}_1^\lambda h, \tilde{g} \rangle_{L^2} = -\sum_{\pm} \langle h, Q_\lambda^\pm (\hat{\varphi} \cdot \hat{\tilde{g}}) \rangle_{H^\pm} + \lambda \langle h, \nabla \cdot \tilde{g} \rangle_{L^2} = \langle h, (\tilde{T}_1^\lambda)^* \tilde{g} \rangle_{L^2} ,
\]
\[
\langle \tilde{T}_2^\lambda h, \tilde{g} \rangle_{L^2} = \sum_{\pm} \langle h, \hat{\varphi} Q_\lambda^\pm (\hat{\varphi} \cdot \hat{\tilde{g}}) \rangle_{H^\pm} = \langle h, (\tilde{T}_2^\lambda)^* \tilde{g} \rangle_{L^2} .
\]

The adjointness of $\tilde{T}_1^\lambda$ and $(\tilde{T}_1^\lambda)^*$, $\tilde{T}_2^\lambda$ and $(\tilde{T}_2^\lambda)^*$ are therefore verified.

Also, since $Q_\lambda^\pm$ is bounded with norm one, it follows that all these operators are bounded.

For $\tilde{S}^\lambda$, we have (let $\tilde{h} \in \tilde{\mathcal{Y}}_1$)
\[
\langle (\tilde{S}^\lambda - \Delta) \tilde{h}, \tilde{g} \rangle_{L^2} = -\lambda^2 \langle \tilde{h}, \tilde{g} \rangle_{L^2} - \sum_{\pm} \langle Q_\lambda^\pm (\hat{\varphi} \cdot \tilde{h}), \hat{\varphi} \cdot \tilde{g} \rangle_{H^\pm} .
\]

Therefore $\tilde{S}^\lambda - \Delta$ is self-adjoint on $\tilde{\mathcal{Y}}_1$. Recall that $\partial_n$ means taking derivative in the normal direction, and $g_r$, $g_z$, $h_r$, $h_z$ are the $r$, $z$-components of $\tilde{g}$, $\tilde{h}$. For the operator $\Delta$, if $\tilde{h} \in \tilde{\mathcal{Y}}_1$, we have
\[
\langle \Delta \tilde{h}, \tilde{g} \rangle_{L^2} = \langle \tilde{h}, \Delta \tilde{g} \rangle_{L^2}
\]
\[
= \int_{\partial \Omega} (\partial_n \tilde{h} \cdot \tilde{g} - \partial_n \tilde{g} \cdot \tilde{h}) \, dS_x
\]
\[
= \int_{\partial \Omega} (\partial_n h_n \cdot g_n - \partial_n g_n \cdot h_n + \partial_n h_{tg} \cdot g_{tg} - \partial_n g_{tg} \cdot h_{tg}) \, dS_x
\]
\[
= \int_{\partial \Omega} (\frac{z'}{r \sqrt{\hat{z}'^2 + \hat{r}^2}} h_n g_n - \partial_n g_n h_n + \partial_n h_{tg} \cdot g_{tg} - \partial_n g_{tg} \cdot h_{tg}) \, dS_x .
\]

(6.26)
This requires exactly that \( \tilde{g} \) should also lie in \( \tilde{Y}_1 \) if we want it to be zero for arbitrary \( \tilde{h} \):

\[
\langle \Delta \tilde{h}, \tilde{g} \rangle_{L^2} - \langle \tilde{h}, \Delta \tilde{g} \rangle_{L^2} = 0.
\]

Here the integral \( \int_{\partial \Omega} \frac{z'}{\sqrt{z'^2 + r'^2}} h_n g_n dS_x \) is finite, since \( dS_x = r d\varphi dx_g = \tilde{r} \sqrt{1 + \tilde{r}'^2 / \tilde{z}'^2} d\varphi dz \), which eliminates the \( 1/r \) factor. Also,

\[
\int_{\partial \Omega} \partial_n g_n \cdot h_{tg} dS_x = \lim_{\epsilon \to 0} \int_{x \in \partial \Omega, \epsilon \leq z \leq 1-\epsilon} \partial_n g_n \cdot h_{tg} \tilde{r} \sqrt{1 + \tilde{r}'^2 / \tilde{z}'^2} d\varphi dz = 0
\]

and the analogue happens to \( \int_{\partial \Omega} \partial_n h_{tg} \cdot g_{tg} dS_x \).

Therefore we can conclude that \( \mathcal{S}^\lambda \) is self-adjoint.

Next we study the signs of certain operators.

**Lemma 6.7.** (i) Let \( 0 < \lambda < +\infty \). The operator \( A_\lambda^1 \) is negative definite on \( L^2(\Omega) \) with domain \( X_0 \) and it is \( 1 - 1 \) from \( X_0 \) to \( L^2(\Omega) \). The inverse \( (A_\lambda^1)^{-1} \) maps \( L^2(\Omega) \) into \( X \) with operator bound independent of \( \lambda \). Here \( X_0 \) is the space consisting of scalar functions in \( H^2(\Omega) \) which satisfy the Dirichlet boundary condition.

(ii) For \( \lambda \) sufficiently large, \( \mathcal{S}^\lambda \) as well as \( \mathcal{S}^0 \) are negative definite on \( L^2(\Omega; \mathbb{R}^2) \) with domain \( \tilde{Y} \).

**Proof.** (i) Since \( Q_\lambda^\pm \) is bounded with norm one, we have

\[
\sum_\pm \int_{\Omega} \int_{\mathbb{R}^3} \mu_\epsilon^\pm \tilde{h} (1 - Q_\lambda^\pm) \tilde{h} dv = \sum_\pm \int_{\Omega} \int_{\mathbb{R}^3} \mu_\epsilon^\pm \tilde{h}^2 dv - \sum_\pm \int_{\Omega} \int_{\mathbb{R}^3} \mu_\epsilon^\pm \tilde{h} Q_\lambda^\pm(\tilde{h}) dv \\
\leq 0.
\]

Therefore \( A_\lambda^1 \) is negative definite. Note that \( \| Q_\lambda^\pm(\tilde{h}) \|_H = \| \tilde{h} \|_H \) iff \( \tilde{h} = \text{const.} \). Hence \( A_\lambda^1 h = 0 \) iff \( h = \text{const.} \). But we have the Dirichlet boundary condition, so \( A_\lambda^1 h = 0 \) iff \( h = 0 \). \( A_\lambda^1 \) has discrete spectrum since it is relatively compact with respect to \( \Delta \), and it has trivial kernel. Therefore it is invertible.

(ii) For \( \tilde{h} = h_r e_r + h_z e_z \in \tilde{Y} \), we have

\[
-\langle \mathcal{S}^\lambda \tilde{h}, \tilde{h} \rangle_{L^2} = \langle (\lambda^2 - \Delta) \tilde{h}, \tilde{h} \rangle_{L^2} + \sum_\pm \left( \langle Q_\lambda^\pm(\hat{v}_r h_r), \hat{v}_r h_r \rangle_H + \langle Q_\lambda^\pm(\hat{v}_z h_z), \hat{v}_z h_z \rangle_H - 2 \langle Q_\lambda^\pm(\hat{v}_r h_r), \hat{v}_z h_z \rangle_H \right).
\]
Using the constraints on the space $\tilde{Y}$, we compute
\begin{equation}
(\langle \lambda^2 - \Delta \rangle \tilde{h}, \tilde{h})_{L^2} \\
= \lambda^2 \| \tilde{h} \|^2_{L^2} + \| \nabla \tilde{h} \|^2_{L^2} - \int_{\partial \Omega} \partial_n (h_n e_n + h_{tg} e_{tg}) \cdot (h_n e_n + h_{tg} e_{tg}) dS_x \\
= \lambda^2 \| \tilde{h} \|^2_{L^2} + \| \nabla \tilde{h} \|^2_{L^2} + \int_{\partial \Omega} \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}^2}} h_n^2 dS_x.
\end{equation}

Hence we have
\begin{equation}
-\langle \tilde{S}^\lambda \tilde{h}, \tilde{h} \rangle_{L^2} = \lambda^2 \| \tilde{h} \|^2_{L^2} + \| \nabla \tilde{h} \|^2_{L^2} + \int_{\partial \Omega} \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}^2}} h_n^2 dS_x \\
+ \sum_{\pm} (\langle \mathcal{Q}_\lambda^\pm (\hat{v}_r h_r), \hat{v}_r h_r \rangle_{\mathcal{H}} + \langle \mathcal{Q}_\lambda^\pm (\hat{v}_z h_z), \hat{v}_z h_z \rangle_{\mathcal{H}} - 2 \langle \mathcal{Q}_\lambda^\pm (\hat{v}_r h_r), \hat{v}_z h_z \rangle_{\mathcal{H}})
\geq \lambda^2 \| \tilde{h} \|^2_{L^2} + \| \nabla \tilde{h} \|^2_{L^2} + \int_{\partial \Omega} \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}^2}} h_n^2 dS_x - C \| \tilde{h} \|^2_{L^2}
\end{equation}
where $C$ only depends on $\mu_e^\pm$. Therefore if $\lambda > 0$ is large enough, $\langle \tilde{S}^\lambda \tilde{h}, \tilde{h} \rangle_{L^2} \leq 0$, so that $\tilde{S}^\lambda$ is negative definite.

As for $\tilde{S}^0$, we compute
\begin{equation}
-\langle \tilde{S}^0 \tilde{h}, \tilde{h} \rangle_{L^2} = \langle (-\Delta) \tilde{h}, \tilde{h} \rangle_{L^2} \\
+ \sum_{\pm} (\langle \mathcal{P}^\pm (\hat{v}_r h_r), \hat{v}_r h_r \rangle_{\mathcal{H}} + \langle \mathcal{P}^\pm (\hat{v}_z h_z), \hat{v}_z h_z \rangle_{\mathcal{H}} - 2 \langle \mathcal{P}^\pm (\hat{v}_r h_r), \hat{v}_z h_z \rangle_{\mathcal{H}})
\geq \| \nabla \tilde{h} \|^2_{L^2} + \int_{\partial \Omega} \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}^2}} h_n^2 dS_x \\
+ \sum_{\pm} (\| \mathcal{P}^\pm (\hat{v}_r h_r) \|^2_{\mathcal{H}} + \| \mathcal{P}^\pm (\hat{v}_z h_z) \|^2_{\mathcal{H}} - 2 \langle \mathcal{P}^\pm (\hat{v}_r h_r), \mathcal{P}^\pm (\hat{v}_z h_z) \rangle_{\mathcal{H}})
\geq \| \nabla \tilde{h} \|^2_{L^2} + \int_{\partial \Omega} \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}^2}} h_n^2 dS_x \\
+ \sum_{\pm} \| \mathcal{P}^\pm (\hat{v}_r h_r) - \mathcal{P}^\pm (\hat{v}_z h_z) \|^2_{\mathcal{H}}.
\end{equation}

Here the integral $\int_{\partial \Omega} \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}'^2 + \tilde{r}^2}} h_n^2 dS_x$ is finite, since $dS_x = rd\varphi dx_{tg} = \tilde{r} \sqrt{1 + \tilde{r}^2 / \tilde{z}'^2} d\varphi dz$, which eliminates the $1/\tilde{r}$ factor. Also,
\[
\int_{\partial \Omega} \partial_n h_{tg} \cdot h_{tg} dS_x = \lim_{\epsilon \to 0} \int_{x \in \partial \Omega, \epsilon \leq z \leq 1-\epsilon} \partial_n h_{tg} \cdot h_{tg} \tilde{r} \sqrt{1 + \tilde{r}^2 / \tilde{z}'^2} d\varphi dz = 0
\]
from the Dirichlet boundary condition. Therefore $\tilde{S}^0$ is also negative definite.

\[\square\]

We introduce a lemma on the behavior of $\mathcal{Q}_\lambda^\pm$ when $\lambda = 0$ and $\lambda \to +\infty$. 

Lemma 6.8. Let \( \lambda, \mu > 0, g \in H \), then

(i) \( \lim_{\lambda \to 0^+} \|Q^\pm_\lambda g - P^\pm g\|_H = 0 \).

(ii) \( \lim_{\lambda \to +\infty} \|Q^\pm_\lambda g - g\|_H = 0 \).

(iii) \( \|Q^\pm_\lambda - Q^\pm g\|_{H \to H} \leq 2|\log \lambda - \log \mu| \).

The proof is identical to the one for Lemma 4.7 in [12].

Recall from (6.17) that we want to solve the Maxwell equation

\[
\begin{pmatrix}
A_1^\lambda \\
B^\lambda \\
\tilde{T}_1^\lambda \\
\tilde{T}_2^\lambda \\
\tilde{S}^\lambda
\end{pmatrix}
\begin{pmatrix}
\phi \\
A_\varphi \\
\tilde{V}_1^\lambda \\
\tilde{V}_2^\lambda \\
\tilde{U}^\lambda
\end{pmatrix}
= 0.
\]

We can eliminate \( \phi \) from the first line of the equation since \( A_1^\lambda \) is invertible:

\[
\phi := -(A_1^\lambda)^{-1}((B^\lambda)^*A_\varphi + (\tilde{T}_1^\lambda)^*\tilde{A}^\lambda).
\]

Substituting this into the second and the third line, we obtain the following equation

\[
\mathcal{M}^\lambda \begin{pmatrix}
A_\varphi \\
\tilde{A}^\lambda
\end{pmatrix} = \begin{pmatrix}
\mathcal{L}^\lambda \\
\tilde{V}_1^\lambda \\
\tilde{V}_2^\lambda \\
\tilde{U}^\lambda
\end{pmatrix} \begin{pmatrix}
\phi \\
A_\varphi \\
\tilde{V}_1^\lambda \\
\tilde{V}_2^\lambda \\
\tilde{U}^\lambda
\end{pmatrix} = 0
\]

where

\[
\mathcal{L}^\lambda := A_2^\lambda - B^\lambda (A_1^\lambda)^{-1}(B^\lambda)^*,
\]

\[
\tilde{V}_1^\lambda := \tilde{T}_2^\lambda - \tilde{T}_1^\lambda (A_1^\lambda)^{-1}(B^\lambda)^*,
\]

\[
\tilde{V}_2^\lambda := \tilde{S}^\lambda - \tilde{T}_1^\lambda (A_1^\lambda)^{-1}(\tilde{T}_1^\lambda)^*.
\]

\( \mathcal{L}^\lambda \) is well-defined from \( \mathcal{X} \) to \( L^{2,\tau}(\Omega) \) and it is self-adjoint on \( L^{2,\tau}(\Omega) \). \( \tilde{U}^\lambda \) is well-defined from \( \tilde{Y} \) to \( L^{2,\tau}(\Omega; \mathbb{R}^2) \) and it is self-adjoint on \( L^{2,\tau}(\Omega; \mathbb{R}^2) \). \( \tilde{V}_1^\lambda \) is well-defined from \( L^{2,\tau}(\Omega) \) to \( L^{2,\tau}(\Omega; \mathbb{R}^2) \). Therefore, \( \mathcal{M}^\lambda \) is self-adjoint on \( L^{2,\tau}(\Omega) \times L^{2,\tau}(\Omega; \mathbb{R}^2) \) with domain \( \mathcal{X} \times \tilde{Y} \).

We shall study the behavior of these operators when \( \lambda \) is close to 0 and when \( \lambda \) is large. With all the ingredients provided in the previous several lemmas, we are able to repeat the process in [12] and obtain

Lemma 6.9. Let \( 0 < \lambda < +\infty \), then

(i) \( \mathcal{L}^\lambda \geq 0 \) for \( \lambda \) sufficiently large. \( \forall h \in \mathcal{X}, \lim_{\lambda \to 0^+} \|(\mathcal{L}^\lambda - \mathcal{L}^0)h\|_{L^2(\Omega)} = 0 \).

(ii) Let \( \kappa^\lambda := \inf_{h \in \mathcal{X}, \|h\|_{L^2} = 1} \langle \mathcal{L}^\lambda h, h \rangle_{L^2(\Omega)} \) be the smallest eigenvalue of \( \mathcal{L}^\lambda \), then \( \kappa^\lambda \) is continuous as a function of \( \lambda \) when \( \lambda > 0 \).

From the strong convergence of \( \mathcal{L}^\lambda \) to \( \mathcal{L}^0 \), we obtain

Corollary 6.10. If \( \mathcal{L}^0 \) is not positive definite, then \( \exists \lambda_3 > 0, \), s.t. \( \forall 0 \leq \lambda \leq \lambda_3, \mathcal{L}^\lambda \) is not positive definite.

Next we state some continuity results for the operators. The proof is identical to the one for Lemma 4.9 in [12].
Lemma 6.11. For fixed $\mu > 0$,

(i) $\lim_{\lambda \to \mu} \|L^\lambda - L^\mu\|_{L^2 \to L^2} = 0$. Similar results hold for $\tilde{S}^\lambda$, $\tilde{T}_1^\lambda + \lambda \nabla$ and $\tilde{T}_2^\lambda$.

(ii) $\forall \tilde{h}, \tilde{g} \in \tilde{Y}$, $\lim_{\lambda \to \mu} \langle (\tilde{U}^\lambda - \tilde{U}^\mu) \tilde{h}, \tilde{g} \rangle_{L^2} = 0$, $\lim_{\lambda \to \mu} \| (\tilde{V}^\lambda - \tilde{V}^\mu)^* \tilde{h} \|_{L^2} = 0$. The same thing holds for $\hat{V}^\mu = 0$ with $\mu = 0$.

(iii) $\forall h \in \mathcal{X}$, $\hat{g} \in \hat{Y}$, $\lim_{\lambda \to +\infty} \langle \hat{V}^\lambda h, \hat{g} \rangle_{L^2} = 0$.

The next lemma gives a bound on $\tilde{U}^\lambda$.

Lemma 6.12. (i) $\exists 0 < \lambda_1 \leq \lambda_2 < +\infty$, s.t. $\forall 0 < \lambda \leq \lambda_1$ and $\lambda \geq \lambda_2$, the operator $\tilde{U}^\lambda$ is $1-1$ and onto from $\tilde{Y}$ to $L^2(\Omega; \mathbb{R}^2)$.

(ii) Furthermore, there holds

\begin{equation}
-\langle \tilde{U}^\lambda \tilde{h}, \tilde{h} \rangle_{L^2} \geq C_0 ( \| \tilde{h} \|^2_{L^2} + \| \nabla \tilde{h} \|^2_{L^2} + \int_{\partial \Omega} \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}^2 + \tilde{r}^2}} h_n^2 dS_x + \langle (A^\lambda_1)^{-1} (\tilde{T}_1^\lambda)^* \tilde{h}, (\tilde{T}_1^\lambda)^* \tilde{h} \rangle_{L^2} \\
+ \sum_{\pm} \langle Q^\pm_\lambda (\hat{v}_r h_r), \hat{v}_r h_r \rangle_{H^1} + \langle Q^\pm_\lambda (\hat{v}_z h_z), \hat{v}_z h_z \rangle_{H^1} - 2 \langle Q^\pm_\lambda (\hat{v}_r h_r), \hat{v}_z h_z \rangle_{H^1} \rangle .
\end{equation}

By the boundedness of $Q^\pm_\lambda$ and $(A^\lambda_1)^{-1}$, for large $\lambda$ we have

\begin{equation}
-\langle \tilde{U}^\lambda \tilde{h}, \tilde{h} \rangle_{L^2} \geq (\lambda^2 - C) \| \tilde{h} \|^2_{L^2} + \| \nabla \tilde{h} \|^2_{L^2} + \int_{\partial \Omega} \frac{\tilde{z}'}{\tilde{r} \sqrt{\tilde{z}^2 + \tilde{r}^2}} h_n^2 dS_x \\
\geq C_0 ( \| \tilde{h} \|^2_{L^2} + \| \nabla \tilde{h} \|^2_{L^2}) .
\end{equation}

For small $\lambda$, we argue by contradiction. Suppose that there are sequences $\lambda_j \to 0^+$, $\tilde{h}^j \in \tilde{Y}$, s.t. $\| \tilde{h}^j \|^2_{L^2} + \| \nabla \tilde{h}^j \|^2_{L^2} = 1$, but $\langle \tilde{U}^\lambda \tilde{h}^j, \tilde{h}^j \rangle_{L^2} \to 0$.

By extracting subsequence if necessary, $\tilde{h}^j$ converges weakly to some $\tilde{h}^0$ in $H^1$ and strongly in $L^2$ as $n \to +\infty$, and $\tilde{h}^0$ satisfies $\tilde{h}^0 \in \tilde{Y}$ and $\| \tilde{h}^0 \|^2_{L^2} + \| \nabla \tilde{h}^0 \|^2_{L^2} = 1$. Also, we have $\| (\tilde{T}_1^\lambda)^* \tilde{h}^j \|^2_{L^2} \to 0$. Therefore $\langle (A^\lambda_1)^{-1} (\tilde{T}_1^\lambda)^* \tilde{h}^j, (\tilde{T}_1^\lambda)^* \tilde{h}^j \rangle_{L^2} \to 0$.

Moreover,

\begin{equation}
\sum_{\pm} \langle Q^\pm_\lambda (\hat{v}_r h_r^0), \hat{v}_r h_r^0 \rangle_{H^1} + \langle Q^\pm_\lambda (\hat{v}_z h_z^0), \hat{v}_z h_z^0 \rangle_{H^1} - 2 \langle Q^\pm_\lambda (\hat{v}_r h_r^0), \hat{v}_z h_z^0 \rangle_{H^1} \\
\to \sum_{\pm} (\| \mathcal{P}^\pm (\hat{v}_r h_r^0) \|^2_{H^1} + \| \mathcal{P}^\pm (\hat{v}_z h_z^0) \|^2_{H^1} - 2 \langle \mathcal{P}^\pm (\hat{v}_r h_r^0), \mathcal{P}^\pm (\hat{v}_z h_z^0) \rangle_{H^1} \\
\geq 0
\end{equation}
as \( n \to +\infty \). Therefore, \( \| \nabla \tilde{h}^0 \|^2_{L^2} + \int_{\partial \Omega} \frac{z'}{r \sqrt{z'^2 + r^2}} (h^0_n)^2 dS_x = 0 \), which implies \( \tilde{h}^0 = 0 \) by the boundary conditions. This is a contradiction to \( \| \tilde{h} \|^2_{L^2} + \| \nabla \tilde{h} \|^2_{L^2} = 1 \).

Now we shall prove (i). From (ii) we know that \( \hat{U}^\lambda \) is 1-1 from \( \tilde{Y} \) to \( L^2(\Omega; \mathbb{R}^2) \). We use the Lax-Milgram Theorem to prove this. Let \( \tilde{Y}_2 := \{ \tilde{h} \in H^{1/2}(\Omega; \mathbb{R}^2) | \nabla \cdot \tilde{h} = 0, \forall x \in \Omega; \tilde{r}z' \partial_z h_n - \tilde{r} \partial_r h_n + \tilde{r}z'h_n = 0, h_{tg} = 0, \forall x \in \partial \Omega \} \).

From the definition of \( \tilde{Y}_2 \), we introduce the corresponding bilinear form

\[
B^\lambda (\tilde{h}, \tilde{g}) := \int_\Omega (\lambda^2 \tilde{h} \cdot \tilde{g} + \nabla \tilde{h} \cdot \nabla \tilde{g}) dx + \int_{\partial \Omega} \frac{z'}{r \sqrt{z'^2 + r^2}} h_n g_n dS_x \\
+ \sum_\pm \langle Q^\pm (\dot{\tilde{v}} \cdot \tilde{h}), \dot{\tilde{v}} \cdot \tilde{g} \rangle_\mathcal{H} + \langle (A^\lambda)^{-1}(\tilde{T}^\lambda)^* \tilde{h}, (\tilde{T}^\lambda)^* \tilde{g} \rangle_{L^2}.
\]

From (ii), \( B^\lambda \) is coercive on \( \tilde{Y}_2 \times \tilde{Y}_2 \) when \( \lambda \) is small enough or large enough. Hence by Lax-Milgram there exists an \( \tilde{h} \in \tilde{Y}_2 \) for each \( f \in L^2(\Omega; \mathbb{R}^2) \) such that \( \hat{U}^\lambda \tilde{h} = f \).

From the definition of \( \hat{U}^\lambda \), \( \Delta \tilde{h} \in L^2(\Omega; \mathbb{R}^2) \). Thus, \( \tilde{h} \in H^2(\Omega; \mathbb{R}^2) \cap \tilde{Y}_2 = \tilde{Y} \). Hence \( \hat{U}^\lambda \) is 1-1 and onto from \( \tilde{Y} \) to \( L^2(\Omega; \mathbb{R}^2) \).

From \( (6.35) \), our goal is to prove that

\[
\mathcal{M}^\lambda \left( \begin{array}{c} k \\ \tilde{h} \end{array} \right) = \left( \begin{array}{c} \mathcal{L}^\lambda \\ \mathcal{Y}^\lambda \\ \hat{U}^\lambda \end{array} \right) \left( \begin{array}{c} k \\ \tilde{h} \end{array} \right) = 0
\]

admits a nonzero solution in \( \mathcal{X} \times \tilde{Y} \) for some \( \lambda > 0 \). This is done by repeating the process in [12]: first truncate it into a finite-dimensional problem and compare the number of negative eigenvalues for the cases when \( \lambda \) is small and large, obtain a solution for the finite-dimensional system, and then pass to the limit, attaining a solution to the infinite-dimensional system, and then naturally recover the growing mode. We omit this part of the proof. For details, see Lemma 4.11 and 4.12 in [12]. In the end we have

**Lemma 6.13.** If \( \mathcal{L}^0 \) is NOT positive definite, then there exists \( \lambda_0 > 0 \) and a non-zero vector function \( (k_0, \tilde{h}_0) \in \mathcal{X} \times \tilde{Y} \) such that

\[
\mathcal{M}^{\lambda_0} \left( \begin{array}{c} k_0 \\ \tilde{h}_0 \end{array} \right) = 0
\]

Now we can recover a growing mode of the linearized Vlasov-Maxwell system with its boundary conditions and prove the instability result.

**Theorem 6.14.** Assume that \( \mathcal{L}^0 \) is NOT positive definite, then there exists a growing mode \( (e^{\lambda_0 t} f^\pm, e^{\lambda_0 t} E, e^{\lambda_0 t} B) \) of the linearized Vlasov-Maxwell system. Here \( \lambda_0 > 0 \), \( f^\pm \in \mathcal{H}^\pm \), \( E, B \in H^1(\Omega; \mathbb{R}^3) \).
Proof. Let \( \lambda_0, k_0, \tilde{H}_0 \) be as constructed in the previous lemma. Define
\[
\phi := -\left(\mathcal{A}_1^{\lambda_0}\right)^{-1}((\mathcal{B}^{\lambda_0})^*k_0 + (\tilde{T}_1^{\lambda_0})^*\tilde{H}_0),
\]
\[
A := \tilde{H}_0 + k_0 e_\varphi,
\]
(6.44)
\[
f^\pm(x, v) := \pm \mu_\varphi^\pm(1 - Q_{\lambda_0}^\pm)\phi \pm r \mu_p^\pm A_\varphi \pm \mu_e^\pm Q_{\lambda_0}^\pm(\hat{v} \cdot A),
\]
\[
E := -\nabla \phi - \lambda_0 A,
\]
\[
B := \nabla \times A.
\]
Then by definition \( e^{\lambda t_0} \phi, e^{\lambda t_0} A \) solves the equations \( -\Delta \phi = \rho \) and \( \partial_t^2 A - \Delta A + \partial_t \nabla \phi = j \), \( e^{\lambda t_0} E, e^{\lambda t_0} B \) solves the linearized Maxwell system. Since \( \phi, A_\varphi \in \mathcal{X} \) and \( A \in \mathcal{Y} \), we have \( E, B \in H^1(\Omega) \) and they satisfy the specular boundary condition. Also, since \( Q_{\lambda_0}^\pm(g) \) satisfies the specular boundary condition as long as \( g \) does, we obtain that \( f^\pm \) also satisfies the specular boundary condition.

Now it suffices to check the Vlasov equations for \( e^{\lambda t} f^\pm \). We do it for \( f^+ \) since \( f^- \) goes similarly.

Let \( g^+ := f^+ - \mu_\varphi^+ \phi - r \mu_p^+ A_\varphi, h^+ := \mu_e^+(\hat{v} \cdot A - \phi), \) then the formula for \( f^+ \) above is equivalent to
\[
g^+ = Q_{\lambda_0}^+ h^+.
\]
We can rewrite the Vlasov equation for \( f^+ \) as
\[
(\lambda_0 + D^+)g^+ = \lambda_0 h^+
\]
in the distributional sense.

Recall that for \( v = v_r e_r + v_\varphi e_\varphi + v_z e_z \) and \( Rv = -v_r e_r - v_\varphi e_\varphi + v_z e_z \), we have
\[
(Rg)(x, v) = g(x, Rv).
\]
For each test function \( k(x, v) \) in \( C^1_c(\Omega \times \mathbb{R}^3) \) that satisfies the axisymmetry and the specular condition, using the adjoint formula for \( Q_{\lambda_0}^+ \), and the facts that \( R^2 = Id, RD^+R = -D^+ \), and \( Q_{\lambda_0}^+(\lambda_0 + D^+)k = \lambda_0 k, \) we compute
\[
\langle (\lambda_0 + D^+)g^+, k \rangle_H = \langle g^+, (\lambda_0 - D^+)k \rangle_H = \langle Q_{\lambda_0}^+ h^+, (\lambda_0 - D^+)k \rangle_H
\]
(6.47)
\[
= \langle Rh^+, Q_{\lambda_0}^+ R(\lambda_0 - D^+)k \rangle_H = \langle Rh^+, Q_{\lambda_0}^+(\lambda_0 + D^+)Rk \rangle_H
\]
\[
\langle Rh^+, \lambda_0 Rk \rangle_H = \langle \lambda_0 h^+, k \rangle_H.
\]
The Vlasov equation (6.46) is verified. This completes the proof of Theorem 3.1 (iii).

\[
\square
\]

7. Example: Stable Equilibria

In this section, we construct a family of stable equilibria and prove the first part of Theorem 3.2. We assume that \( \mu^\pm \) satisfies a slightly stronger decay assumption than (3.7):
\[
\mu^\pm_\varphi(e, p) < 0, \quad |\mu^\pm_\varphi(e, p)| + |\mu^\pm_p(e, p)| \leq \frac{C_\mu}{1 + |e|^\gamma}, \quad \gamma > 4.
\]
Recall that by definition, for any $h \in X$:
\begin{align}
\langle \mathcal{L}^0 h, h \rangle_{L^2} &= \langle \mathcal{A}^0 h, h \rangle_{L^2} - \langle (\mathcal{A}^0)^{-1}(\mathcal{B}^0)^* h, (\mathcal{B}^0)^* h \rangle_{L^2} .
\end{align}
Since $\mathcal{A}^0$ is negative definite, the second term above is non-negative. We now focus on the first term.

Using the Dirichlet boundary condition, we have
\begin{align}
\langle \mathcal{A}^0 h, h \rangle_{L^2} &= \int_{\Omega} (|\nabla h|^2 + \frac{1}{r^2}|h|^2) dx \\
&- \sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} r \mu_{\pm}^2 |\hat{v}_\varphi h|^2 dv dx + \sum_{\pm} \|P_{\pm}(\hat{v}_\varphi h)\|^2_{\mathcal{H}} .
\end{align}
Only the second term on the right side does not have a definite sign, and the others are all non-negative.

The main result of this section is the following result, which gives Theorem 3.2 (i).

**Theorem 7.1.** Let $(\mu^{\pm}, \phi^{0}, A^{0})$ be an inhomogeneous equilibrium. Suppose $\mu^{\pm}$ satisfy
\begin{align}
p \mu_{\pm}^2 (e, p) &\leq 0 .
\end{align}
Then the equilibrium is spectrally stable provided either (i) or (ii) holds.
(i)
\begin{align}
\sup_x (|A^{0}_r(x)| r(x)(2 + 2^\gamma |\phi^{0}(x)|^\gamma)) &\leq C \cdot C_p^{-1} c_p^{-1} , \quad \forall x \in \Omega
\end{align}
where $C = C(\gamma) = (\frac{8}{27} \pi + \frac{4}{7} \pi^2)^{-1} \leq (2 \int_{\mathbb{R}^3} \langle v \rangle^{-1} \frac{1}{1 + \langle v \rangle} dv)^{-1}$ is a constant only depends on $\gamma$. The constant $c_p$ is the square of the Poincaré constant, therefore it depends on the boundary $\partial \Omega$.
(ii)
\begin{align}
\sup_x (|A^{0}_r(x)| r^3(x)(2 + 2^\gamma |\phi^{0}(x)|^\gamma)) &\leq C_{\mu}^{-1}/2 , \quad \forall x \in \Omega
\end{align}

In order to prove Theorem 7.1, we first introduce the following lemma, which will be useful throughout Section 7 and 8.

**Lemma 7.2.** For each $x \in \Omega$, $-\infty < \zeta < 1$, there holds
\begin{align}
\int_{\mathbb{R}^3} \frac{1}{1 + \langle v \rangle^{\zeta}} \frac{1}{1 + \langle v \rangle^{\gamma}} dv &\leq (2 + 2^\gamma |\phi^{0}(x)|^\gamma) \int_{\mathbb{R}^3} \langle v \rangle^{\gamma} \frac{1}{1 + \langle v \rangle^{\gamma}} dv
\end{align}

**Proof.** For any $x \in \Omega$, $\zeta < 1$, the integral $\int_{\mathbb{R}^3} \langle v \rangle^{\zeta} \frac{1}{1 + \langle v \rangle^{\gamma}} dv$ is convergent because of (7.1). For any $x$, it suffices to prove
\begin{align}
1 + \langle v \rangle^{\gamma} &\leq (2 + 2^\gamma |\phi^{0}(x)|^\gamma)(1 + \langle v \rangle^{\gamma}) .
\end{align}
Let $D_1 := \{ v \in \mathbb{R}^3 : |\langle v \rangle^{\pm} \phi^{0}(x)| > \frac{1}{2} \langle v \rangle \}$, $D_2 := \{ v \in \mathbb{R}^3 : |\langle v \rangle^{\pm} \phi^{0}(x)| \leq \frac{1}{2} \langle v \rangle \}$. We will show that the claim holds true on both sets. Indeed, on $D_1$, (7.9)
\begin{align}
1 + \langle v \rangle^{\gamma} &\leq 2(1 + |\langle v \rangle^{\pm} \phi^{0}(x)|^\gamma) .
\end{align}
On $D_2$, note that $|\langle v \rangle \pm \phi^0(x)| \leq \frac{1}{2}\langle v \rangle$ implies $1 \leq \langle v \rangle \leq 2|\phi^0(x)|$. Therefore

\begin{equation}
1 + \langle v \rangle \gamma \leq 1 + 2\gamma|\phi^0(x)|\gamma .
\end{equation}

The lemma is verified. \hfill \Box

Now we prove Theorem 7.1.

**Proof.** To prove (i), it suffices to make sure that the term $-\sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} r\mu_p^\pm \hat{\varphi} |h|^2 dv dx$ is controlled by the other terms. Recalling (3.6), we estimate

\begin{equation}
-\sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} r\mu_p^\pm \hat{\varphi} |h|^2 dv dx
\end{equation}

\begin{align*}
&= -\sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} p^\pm \mu_p^\pm (e^\pm, p^\pm) |h|^2 / \langle v \rangle dv dx + \sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} rA^0_\varphi \mu_p^\pm (e^\pm, p^\pm) |h|^2 / \langle v \rangle dv dx \\
&\geq \sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} rA^0_\varphi \mu_p^\pm (e^\pm, p^\pm) |h|^2 / \langle v \rangle dv dx \\
&\geq -\sum_{\pm} \int_{\Omega} |A^0_\varphi| (\int_{\mathbb{R}^3} \langle v \rangle^{-1} |\mu_p^\pm (e^\pm, p^\pm) dv) r|h|^2 dx \\
&\geq -C\mu \sum_{\pm} \int_{\Omega} |A^0_\varphi| (\int_{\mathbb{R}^3} \langle v \rangle^{-1} \frac{1}{1 + |\langle v \rangle \pm \phi^0(x)|\gamma} dv) r|h|^2 dx .
\end{align*}

Using Lemma 7.2 with $\zeta = -1$, the last line is bounded from below by

\[-2C\mu \sup_x (|A^0_\varphi(x)| r(x)(2 + 2\gamma|\phi^0(x)|\gamma)) (\int_{\mathbb{R}^3} \langle v \rangle^{-1} \frac{1}{1 + \langle v \rangle \gamma} dv) (\int_{\Omega} |h|^2 dx) .
\]

Hence by (7.5),

\[-\sum_{\pm} \int_{\Omega} \int_{\mathbb{R}^3} r\mu_p^\pm \hat{\varphi} |h|^2 dv dx \geq -\|\nabla h\|^2_{L^2} .
\]

Therefore, by (7.11), $\langle A^0_2 h, h \rangle_{L^2} \geq 0$, from which we deduce $\langle \mathcal{L}^0 h, h \rangle_{L^2} \geq 0$, i.e. the equilibrium is spectrally stable.

The proof of (ii) is identical to the one of (i), except that in the last line of (7.11), we bound the term

\[-C\mu \sum_{\pm} \int_{\Omega} |A^0_\varphi| (\int_{\mathbb{R}^3} \langle v \rangle^{-1} \frac{1}{1 + |\langle v \rangle \pm \phi^0(x)|\gamma} dv) r|h|^2 dx
\]

by $-\int_{\Omega} \frac{1}{\gamma} |h|^2 dx$ from below. \hfill \Box

By estimating the Poincaré constant, we can obtain a detailed description of the condition (7.5), and deduce the following lemma. This sheds some light on our understanding of the role of geometry of the boundary on the stability of the equilibrium.
Corollary 7.3. Let \( L_1 = \sup_{x \in \Omega} z(x) - \inf_{x \in \Omega} z(x) \), \( L_2 = \sup_{x \in \Omega} r(x) - \inf_{x \in \Omega} r(x) \). Then the Poincaré constant on \( \Omega \) for \( \varphi \)-independent functions (with homogeneous Dirichlet boundary condition) is bounded by \( \min\{(\pi^{-2} \sup_{x \in \Omega} r(x) \frac{L_1 L_2}{L_1^2 + L_2^2})^{1/2}, L_1^{1/2}\} \). Therefore the condition for stability as derived in Theorem 7.1 can be expressed as

\[
\mu_p^\pm(e, p) \leq 0
\]

and

\[
\sup_x |A^0_x| \sup_x (r(x)(2 + 2\gamma) |\phi^0(x)|^\gamma) \leq \left(\frac{8}{3} \pi + \frac{4}{\gamma} \pi^2\right)^{-1} \max\{\pi^2 \inf_{x \in \Omega} r(x)^{-1} \frac{L_1^2 + L_2^2}{L_1^4 L_2^4}, L_1^{-1}\}, \quad \forall x \in \Omega.
\]

Proof. It suffices to work out the bound for the Poincaré constant. Take \( \Omega_0 := \{x \in \Omega : \varphi(x) = 0\} \). Let \( \Omega'_0 \) be a rectangle with \( \Omega \) inscribed in it, and the length of the side parallel to the \( z \)-axis being \( L_1 \), and the length of the side perpendicular to it being \( L_2 \). For any function defined on \( \Omega_0 \) with homogeneous Dirichlet boundary condition, we do zero extension for \( g \), making it into a function defined on \( \Omega'_0 \). We compute, using that the first Dirichlet eigenvalue on the rectangle \( \Omega'_0 \) is \( \pi^2 (\frac{1}{L_1^2} + \frac{1}{L_2^2}) \):

\[
\|u\|_{L^2(\Omega)}^2 = \int_{\Omega} |u|^2 dx
\]

\[
= 2\pi \int_{\Omega_0} |u(r, z)|^2 r dr dz
\]

\[
\leq 2\pi \sup_x r(x) \int_{\Omega_0} |u(r, z)|^2 dr dz
\]

\[
\leq 2\pi \sup_x r(x) \pi^{-2} \frac{L_1 L_2}{L_1^2 + L_2^2} \|\nabla u(r, z)\|_{L^2(\Omega)}^2
\]

\[
\leq 2\pi \sup_x r(x) \pi^{-2} \frac{L_1 L_2}{L_1^2 + L_2^2} (2\pi)^{-1} \|\nabla u(r, z)\|_{L^2(\Omega)}^2
\]

\[
= \pi^{-2} \sup_x r(x) \frac{L_1 L_2}{L_1^2 + L_2^2} \|\nabla u(r, z)\|_{L^2(\Omega)}^2.
\]

On the other hand, we can use \((x_1, x_2, x_3)\) to denote the Cartesian coordinates. Choose the coordinate frame such that \( \inf_x x_3 \geq -L_1/2 \), \( \sup_x x_3 \leq L_1/2 \). We compute

\[
u(x_1, x_2, x_3) = \int_{-L_1/2}^{x_3} \partial x_3 u(x_1, x_2, x_3) dx'_3.
\]

Hence

\[
|u(x_1, x_2, x_3)| \leq L_1 \|\nabla u(x_1, x_2, x_3)\|_{L^2_{x_3}}.
\]

Integrating in \((x_1, x_2, x_3)\), by Cauchy-Schwarz we obtain

\[
\|u(x_1, x_2, x_3)\|_{L^2} \leq L_1 \|\nabla u(x_1, x_2, x_3)\|_{L^2_{x_3}}.
\]
The bound for the Poincaré constant hence follows. Noticing that \(2 \int_{\mathbb{R}^3} \langle v \rangle^{-1} \frac{1}{1 + \langle v \rangle^2} dv \leq \left( \frac{8}{3} \pi + \frac{4}{7} \pi^2 \right)^{-1} \), the result then follows from Theorem 7.1.

\[ \square \]

Remark Based on this theorem, we can begin to discuss the role of the shape of the domain. Suppose we have a thin torus with large radius \(a_0\) with respect to the axis of rotation, and the size of the cross-section is small compared to \(a_0\), then as \(a_0\) gets large, the constraint on \(|A^0_\varphi|\) required for stability gets stronger, and hence the instability increases.

8. Example: Unstable Equilibria

Now we construct a family of unstable equilibria and prove the second part of Theorem 3.2. Again we assume that \(\mu^\pm\) satisfies the additional decay assumption (7.1).

Our main task in this section is to prove Theorem 3.2 (ii). Firstly, we find some conditions on the equilibrium that imply instability. The main condition is the strong dependence on the angular momentum. Later in Theorem 8.6, we prove that such an equilibrium exists under certain circumstances. Here we do not attempt to make the conditions on \(\mu^\pm\) or all the constants sharp.

Proposition 8.1. Denote \(b := \sup_{x \in \Omega} r(x) > 1\). Let \(\delta, \epsilon\) be constants in \((0,1)\) such that \(\delta > \epsilon, 0 < \epsilon + \delta < 1\). Let \(\mu^\pm\) be such that

\[
(8.1) \quad p\mu^\pm(e, p) \geq C'_{\mu} |p|\langle p \rangle^{-\epsilon} \nu(e)
\]

for some positive function \(\nu(e)\), with

\[
(8.2) \quad \nu(e) \geq C_{\nu} \exp(-e)
\]

for some constant \(C_{\nu} > 0\), and that \(\mu^\pm\) satisfies (7.1). For each \(K \geq 1\), let

\[
\mu^{K, \pm}(e, p) = \frac{1}{K^\delta} \mu^\pm(e, Kp)
\]

Suppose for some \(K \geq 1\) that \((\phi^{K, 0}_\varphi, A^{K, 0}_\varphi)\) is a pair of solutions to the following coupled system

\[
(-\Delta + \frac{1}{r^2})A^{K, 0}_\varphi = \int_{\mathbb{R}^3} \hat{v}_\varphi(e^{K, +}, p^{K, +}) - \mu^K_-(e^{K, -}, p^{K, -}) dv
\]

where

\[
e^{K, \pm} = \langle v \rangle \pm \phi^{K, 0}_\varphi(x), \quad p^{K, \pm} = r(\hat{v}_\varphi \pm A^{K, 0}_\varphi(x))
\]

and

\[
A^{K, 0}_\varphi = 0, \quad \phi^{K, 0}_\varphi = 0 \text{ on } \partial \Omega,
\]
such that \(\|\phi^{K,0}\|_{L^\infty} \leq 1/2\), and \(\|A_{\varphi}^{K,0}\|_{L^\infty} \leq 1/2\). If \(K\) is large enough, then the equilibrium \((\mu^{K,\pm}(e, p), \phi^{K,0}, A_{\varphi}^{K,0})\) is spectrally unstable.

More precisely, let \(h \in X\) being normalized in such a way that \(\int_{\Omega}(|\nabla h|^2 + \frac{1}{r^2}|h|^2)dx = 1\), and \(K\) is so large that
\[
1 - H_1 C_1 C^\mu K^{1-\delta-\epsilon} + 120 \cdot 2^7 \pi^2 b^2 (H_1 + H_2) C^\mu K^{1-2\delta} + 2^\gamma H_2 C_2 C^\mu K^{\delta-\epsilon} + 256 \pi^2 c_p C^2_\mu H_2 K^{-2\delta} < 0,
\]
holds, where
\[
H_1 = \int_{r \geq 1} r |h|^2 dx,
\]
\[
H_2 = \|h\|_{L^2},
\]
\[
C_1 = 2^{-1-\epsilon/2} b^{-\epsilon},
\]
\[
C_2 = \frac{8}{3} \pi + \frac{4}{\gamma - 1} \pi^2,
\]
and \(c_p\) is the square of the Poincaré constant of \(\Omega\), \(C_v\) is as defined in (8.2). Then the equilibrium \((\mu^{K,\pm}(e, p), \phi^{K,0}, A_{\varphi}^{K,0})\) is spectrally unstable.

\textbf{Remark} The condition \(p\mu^\pm \geq C_\mu |p| p^{-\epsilon} \nu(e)\) together with that \(\|\mu^\pm(e, p)\| \leq \frac{C_v}{1+|e|^7}\) (assumed throughout all discussion) implies that \(|\nu(e)| \leq \frac{(\rho e)^*}{1+|e|^7}\) with \(\gamma > 4\), which ensures the integrals in the proof are convergent.

Now we discuss the proof of Theorem 8.1. We replace \(\mu^{\pm}\) in the operators by \(\mu^{K,\pm}\) and define
\[
D^{K,\pm} = v \cdot \nabla_x \pm (E^{K,0} + \hat{\nu} \times B^{K,0}) \cdot \nabla_v.
\]
Here \(E^{K,0} = -\nabla \phi^{K,0}\), \(B^{K,0} = \nabla \times A^{K,0}\), \(A^{K,0} = A_{\varphi}^{K,0} e_{\varphi}\), where \(A_{\varphi}^{K,0}\) is a bounded solution to the equation
\[
(-\Delta + \frac{1}{r^2}) A_{\varphi}^{K,0} = \int_{\mathbb{R}^3} \hat{\nu} (\mu^{K,\pm}(e, p^{\pm}) - \mu^{K,-}(e, p^{\pm})) dv.
\]
Let \(\mathcal{H}^{K,\pm}\) be the space of functions of \(x \in \Omega\) and \(v \in \mathbb{R}^3\) with the norm
\[
\|g(x, v)\|_{\mathcal{H}^{K,\pm}} := \left( \int_{\Omega} \int_{\mathbb{R}^3} |(\mu^{K,\pm})_e (e^\pm, p^\pm)| g^2(x, v) dx dv \right)^{1/2}
\]
and \(\mathcal{P}^{K,\pm}\) be the orthogonal projection from \(\mathcal{H}^{K,\pm}\) onto \(\ker D^{K,\pm}\). In analogy with (3.12), (3.13) and (3.14), we define
\[
A^{0, K}_1 h := \Delta h + \sum_{\pm} \int_{\mathbb{R}^3} (\mu^{K,\pm})_e (1 - \mathcal{P}^{K,\pm}) h dv,
\]
\[
A^{0, K}_2 h := (-\Delta + \frac{1}{r^2}) h - \sum_{\pm} \int_{\mathbb{R}^3} \hat{\nu} ((\mu^{K,\pm})_p r h + (\mu^{K,\pm})_e \mathcal{P}^{K,\pm} (\hat{\nu} h)) dv.
\]
We have the following lemma analogous to Lemma 5.4:

**Lemma 8.2.** We have

\[(8.13) \|A^0, K_1\|_{L^2 \rightarrow L^2} \geq c^{-1}_P.\]

Hence for all \(\tilde{g} \in X\), there holds

\[(8.14) |\langle (A^0, K_1)^{-1} \tilde{g}, \tilde{g} \rangle_{L^2} | \leq c_P \|\tilde{g}\|^2_{L^2}.\]

Here \(c_P\) is the square of the Poincaré constant of \(\Omega\).

The proof is analogous to the one in Lemma 5.4, so we omit it.

We also need the following

**Lemma 8.3.** For all \(K \geq 1\), \(\|(B^0, K)^*\|_{L^2 \rightarrow L^2} \leq 8\sqrt{2\pi} C_{\mu K^3}.\)

**Proof.** Firstly, we have, for each \(x \in \Omega\),

\[
\int_{\mathbb{R}^3} \| (\mu^{K, \pm}) e \|_{L^\infty} dv \\
\leq \frac{1}{K^{\delta}} \int_{\mathbb{R}^3} |\mu^{\pm}_e (e^{K, \pm}, Kp^{K, \pm})| dv \\
\leq C_{\mu} \frac{1}{K^{\delta}} \int_{\mathbb{R}^3} \frac{1}{1 + |e^{K, \pm}|^\gamma} dv \\
\leq C_{\mu} \frac{1}{K^{\delta}} (2 + 2^{\gamma} |\phi^{K, 0}|^{\gamma}) \int_{\mathbb{R}^3} \frac{1}{1 + (v)^{\gamma}} dv \\
\leq 3C_{\mu} \frac{1}{K^{\delta}} \int_{\mathbb{R}^3} \frac{1}{1 + (v)^{\gamma}} dv \\
\leq \frac{8\pi C_{\mu}}{K^\delta}.
\] 

by Lemma 7.2 with \(\zeta = 0\). Therefore from \(0 = \int_{\mathbb{R}^3} \partial_{\nu_v} (\mu^{K, \pm}) dv = \int_{\mathbb{R}^3} r (\mu^{K, \pm})_p dv + \int_{\mathbb{R}^3} \hat{\nu}_v (\mu^{K, \pm}) dv\), we obtain

\[(8.16) |r \int_{\mathbb{R}^3} (\mu^{K, \pm})_p (e^{K, \pm}, p^{K, \pm}) dv| = | \int_{\mathbb{R}^3} \hat{\nu}_v (\mu^{K, \pm})_e dv | \leq | \int_{\mathbb{R}^3} (\mu^{K, \pm})_e dv | \leq \int_{\mathbb{R}^3} \| (\mu^{K, \pm})_e \|_{L^\infty} dv \leq \frac{8\pi C_{\mu}}{K^\delta}.\]
Now, from the definition (8.11) and the decay assumption (7.1), we have, for all $h \in L^2(\Omega)$,

\begin{equation}
\frac{1}{2} \|(B^{0,K})^* h\|_{L^2}^2 \leq \sum_{\pm} \int_{\Omega} \left( \int_{\mathbb{R}^3} (\mu^{K,\pm})_p rhdv \right)^2 dx + \sum_{\pm} \int_{\Omega} \left( \int_{\mathbb{R}^3} (\mu^{K,\pm})_e \mathcal{P}^{K,\pm}(\hat{\nu}_\varphi h)dv \right)^2 dx
\end{equation}

\[ \leq \sum_{\pm} \int_{\Omega} \left( \int_{\mathbb{R}^3} (\mu^{K,\pm})_p dv \right)^2 |h|^2 dx + \sum_{\pm} \left( \int_{\mathbb{R}^3} \left( \int_{\Omega} \left( (\mu^{K,\pm})_e \mathcal{P}^{\pm}(\hat{\nu}_\varphi h) \right)^2 d\nu \right)^{1/2} dv \right)^2 \]

\[ \leq \sum_{\pm} \left( \int_{\mathbb{R}^3} \left( \int_{\Omega} \left( (\mu^{K,\pm})_e \| \mathcal{P}^{\pm}(\hat{\nu}_\varphi h) \|_2 \right) d\nu \right)^{1/2} dv \right)^2 \sum_{\pm} \left( \int_{\mathbb{R}^3} \left( \int_{\Omega} \left( (\mu^{K,\pm})_e \| \mathcal{P}^{\pm}(\hat{\nu}_\varphi h) \|_2 \right) d\nu \right)^{1/2} dv \right)^2 \]

\[ \leq \sum_{\pm} \sup_x \left( \int_{\mathbb{R}^3} (\mu^{K,\pm})_p dv \right)^2 \int_{\Omega} |h|^2 dx + \sum_{\pm} \left( \int_{\mathbb{R}^3} (\mu^{K,\pm})_e \| \mathcal{P}^{\pm}(\hat{\nu}_\varphi h) \|_2 \right) \sum_{\pm} \left( \int_{\mathbb{R}^3} (\mu^{K,\pm})_e \| \mathcal{P}^{\pm}(\hat{\nu}_\varphi h) \|_2 \right) \]

\[ \leq \sum_{\pm} \left( \int_{\mathbb{R}^3} (\mu^{K,\pm})_p dv \right)^2 \|h\|_{L^2}^2 + \sum_{\pm} \left( \int_{\mathbb{R}^3} (\mu^{K,\pm})_e \| \mathcal{P}^{\pm}(\hat{\nu}_\varphi h) \|_2 \right)^2 \]

\[ \leq 64\pi^2 C^2 \frac{1}{\mu K^{18}} \|h\|_{L^2}^2 . \]

In the last line we used (8.16) and (8.15). The lemma then follows. \hfill \Box

Using Lemma 8.2 and Lemma 8.3 we obtain

**Lemma 8.4.** For any $h \in \mathcal{X}$, there holds

\begin{equation}
\langle (A^{0,K})^{-1} (B^{0,K})^* h, (B^{0,K})^* h \rangle_{L^2} \leq c_P \| (B^{0,K})^* h \|_{L^2}^2
\end{equation}

(8.18)

\[ \leq 2c_P \cdot 128\pi^2 C^2 \frac{1}{\mu K^{18}} \|h\|_{L^2}^2 \]

\[ = 256\pi^2 c_P C^2 H K^{-2\delta} . \]

We will also need the following
Lemma 8.5. Suppose for some $K \geq 1$, there exists a pair of solution $(\phi^{K,0}, A^{K,0}_\varphi)$ to the coupled system (8.3) (8.4), and we have $\|\phi^{K,0}\|_{L^\infty} \leq 1/2$, $\|A^{K,0}_\varphi\|_{L^\infty} \leq 1/2$. Then there holds furthermore that

$$
(8.19) \quad \|\phi^{K,0}\|_{L^\infty} \leq \frac{20\pi b^2 C_\mu}{K^\delta},
$$

$$
(8.20) \quad \|A^{K,0}_\varphi\|_{L^\infty} \leq \frac{20\pi b^2 C_\mu}{K^\delta}.
$$

Proof. $\phi^{K,0}$ and $A^{K,0}_\varphi$ satisfies the elliptic equations (8.4) and (8.3). Using the assumption that $\|\phi^{K,0}\|_{L^\infty}$ is bounded by $\frac{1}{2}$ as well as Lemma 7.2 (applied in this cases $\zeta = 1$ and $\zeta = 0$), we obtain

$$
(8.21) \quad \left|(-\Delta + \frac{1}{r^2})A^{K,0}_\varphi\right| \leq 2C_\mu \frac{1}{K^\delta} \int_{\mathbb{R}^3} \frac{|p|}{1 + |e|^\gamma} \, dv
\leq 2C_\mu \frac{1}{K^\delta} \left(2 + 2^{\gamma} \right) \phi^{K,0}(x)^\gamma \left( \int_{\mathbb{R}^3} \frac{|v_\varphi|}{1 + \langle v \rangle^\gamma} \, dv + \int_{\mathbb{R}^3} \frac{|A^{K,0}_\varphi(x)|}{1 + \langle v \rangle^\gamma} \, dv \right)
\leq 6C_\mu \frac{1}{K^\delta} \left( \int_{\mathbb{R}^3} \frac{|v_\varphi|}{1 + \langle v \rangle^\gamma} \, dv + \int_{\mathbb{R}^3} \frac{1}{1 + \langle v \rangle^\gamma} \, dv \right)
\leq 6C_\mu \frac{1}{K^\delta} \left( \int_{|v| \geq 1} |v|^{-\gamma+1} \, dv + \int_{|v| \geq 1} |v|^{-\gamma} \, dv + 2 \int_{|v| < 1} 1 \, dv \right)
\leq 6C_\mu \frac{1}{K^\delta} \left( \int_{|v| \geq 1} |v|^{-\gamma+1} \, dv + \int_{|v| \geq 1} |v|^{-\gamma} \, dv + 2 \int_{|v| < 1} 1 \, dv \right)
\leq 78\pi C_\mu \frac{1}{K^\delta},
$$

\begin{equation}
\tag{8.21}
\end{equation}

Since $(-\Delta + \frac{1}{r^2})A^{K,0}_\varphi = -\exp(-i\varphi)\Delta(A^{K,0}_\varphi \exp(i\varphi))$, we set $u = K^\delta A^{K,0}_\varphi \exp(i\varphi)$, and then for (8.20) it suffices to show that $\sup_{x \in \Omega} |u(x)| \leq 20\pi b^2 C_\mu$. In fact, multiplying (8.21) by $K^\delta$, we obtain

$$
| - \Delta u | \leq 78\pi C_\mu
$$

Recall $b = \sup_{x \in \Omega} r(x)$. Let $w_1 = -r^2 \cdot \frac{78\pi C_\mu}{4} + 20\pi b^2 C_\mu$, so that $w_1 \geq 0$ on $\partial \Omega$. Then

$$
-\Delta (u - w_1) \leq 0.
$$

By the maximum principle, $u - w_1 \leq 0$, $u \leq w_1 \leq \sup_{x \in \Omega} w_1(x)$.

On the other hand, let $w_2 = r^2 \cdot \frac{78\pi C_\mu}{4} - 20\pi b^2 C_\mu$, such that $w_2 \leq 0$ on $\partial \Omega$. Then

$$
-\Delta (u - w_2) \geq 0.
$$

By the maximum principle, $u - w_2 \geq 0$, $u \geq w_2 \geq \inf_{x \in \Omega} w_2(x)$.

Hence $\sup_{x \in \Omega} |u(x)| \leq \max\{\sup_{x \in \Omega} w_1(x), -\inf_{x \in \Omega} w_2(x)\} \leq 20\pi b^2 C_\mu$. Therefore $\|A^{K,0}_\varphi\|_{L^\infty} \leq \frac{20\pi b^2 C_\mu}{K^\delta}$, and similarly $\|\phi^{K,0}\|_{L^\infty} \leq \frac{20\pi b^2 C_\mu}{K^\delta}$ from (8.3). \hfill $\square$
Now we are ready to prove Proposition 8.1.

Proof. For $h \in X$, we first take care of the term $\langle A_2^0 h, h \rangle_{L^2}$. For simplicity, we normalize $h$ such that $\int_\Omega (|\nabla h|^2 + \frac{1}{r^2} |h|^2) \, dx = 1$. Recall that $e^{K, \pm} = (v) \pm \phi^{K,0}(x)$, $p^{K, \pm} = r(\dot{\phi} \pm A^{K,0}_\varphi(x))$.

We observe

$$\langle A_2^0 h, h \rangle_{L^2} = 1 - \sum_{\pm} \int_\Omega \int_{\mathbb{R}^3} \langle v \rangle^{-1} K \frac{1}{K^\delta} p^{K, \pm}(e^{K, \pm}, K p^{K, \pm}) |h|^2 \, dv \, dx$$

$$+ \sum_{\pm} \int_\Omega \int_{\mathbb{R}^3} K \frac{1}{K^\delta} \mu_p^{\pm}(e^{K, \pm}, K p^{K, \pm}) r A^{K,0}_\varphi |h|^2 \, dv \, dx + \sum_{\pm} \|P^{K, \pm}(\dot{\phi} \pm A^{K,0}_\varphi)\|_{H^{K, \pm}}^2 \leq 1 + I + II + III \, .$$

We are going to show that when $K \geq 1$ is large enough, the term $I$ dominates all the others and remains negative. We compute

$$I = -\sum_{\pm} \int_\Omega \int_{\mathbb{R}^3} \langle v \rangle^{-1} K \frac{1}{K^\delta} p^{K, \pm}(e^{K, \pm}, K p^{K, \pm}) \, dv \, |h|^2 \, dx$$

$$\leq -C'\mu \sum_{\pm} \int_\Omega \int_{\mathbb{R}^3} \langle v \rangle^{-1} K^{1-\epsilon} \frac{1}{K^\delta} |p^{K, \pm}| |(p^{K, \pm})^{-\epsilon} \nu(e^{K, \pm}) \, dv \, |h|^2 \, dx$$

$$\leq -C'\mu K^{1-\delta-\epsilon} \sum_{\pm} \int_\Omega \int_{|p^{K, \pm}(x, v)| > 1} \langle v \rangle^{-1} |p^{K, \pm}|^{1-\epsilon} \cdot 2^{-\epsilon/2} \nu(e^{K, \pm}) \, dv \, |h|^2 \, dx$$

$$\leq -C'\mu K^{1-\delta-\epsilon} M \, ,$$

where

$$M = 2^{-\epsilon/2} \sum_{\pm} \int_{r(x) \geq 1} \inf_{x \in \Omega, r(x) \geq 1} \left[ \int_{\{v \in \mathbb{R}^3, |p^{K, \pm}(x, v)| > 1\}} \langle v \rangle^{-1} |v \dot{\phi} \mp A^{K,0}_\varphi(r, z)|^{1-\epsilon} \nu(e^{K, \pm}) \, dv \right] r^{1-\epsilon} \, |h|^2 \, dx \, .$$
Noting that \( \| A^{K,0}_\nu \|_{L^\infty} \leq 1/2 \) and \( \| \phi^{K,0} \|_{L^\infty} \leq 1/2 \), we have
\[
(8.24) \quad M = 2^{-\epsilon/2} \sum_{\pm} \inf \int_{r(x) \geq 1} x \in \Omega, r(x) \geq 1 \left[ \int_{\{v \in \mathbb{R}^3, |p^{K,\pm}(x,v)| \geq 1\}} (v)^{-1} |v| + A^{K,0}_\nu(r, z)^{1-\epsilon} \nu(e^{K,\pm}) dv \right] r^{1-\epsilon} |h|^2 dx
\]
\[
\geq 2^{-\epsilon/2} \sum_{\pm} \inf \int_{r(x) \geq 1} x \in \Omega, r(x) \geq 1 \left[ \int_{\{v \in \mathbb{R}^3, |v| > 2 + \frac{1}{r(x)}\}} (v)^{-1} (1 + \frac{1}{r(x)})^{1-\epsilon} \nu(v \pm \phi^{K,0}) dv \right] r^{1-\epsilon} |h|^2 dx
\]
\[
\geq 2^{-\epsilon/2} \sum_{\pm} \inf \int_{r(x) \geq 1} x \in \Omega, r(x) \geq 1 \left[ \int_{\{v \in \mathbb{R}^3, |v| > 3\}} (v)^{-1} \nu(v \pm \phi^{K,0}) dv \right] r^{1-\epsilon} |h|^2 dx
\]
\[
\geq 2^{-\epsilon/2} C_\nu \sum_{\pm} \inf \int_{r(x) \geq 1} x \in \Omega, r(x) \geq 1 \left[ \int_{\{v \in \mathbb{R}^3, |v| > 3\}} (v)^{-1} \exp(-\langle v \rangle) \nu(v \pm \phi^{K,0}) dv \right] r^{1-\epsilon} |h|^2 dx
\]
\[
\geq 2^{-\epsilon/2} C_\nu \cdot 2 \exp(-\frac{1}{2}) \int_{r(x) \geq 1} \int_{\{v \in \mathbb{R}^3, |v| > 3\}} (v)^{-1} \exp(-\langle v \rangle) dv r^{1-\epsilon} |h|^2 dx
\]
\[
\geq 2^{-\epsilon/2} C_\nu \cdot \frac{1}{2} \int_{r(x) \geq 1} r^{1-\epsilon} |h|^2 dx
\]
\[
\geq 2^{-\epsilon/2} \cdot \frac{1}{2} b^{-\epsilon} C_\nu \int_{r(x) \geq 1} r |h|^2 dx,
\]
where \( b = \sup_{x \in \Omega} r(x) > 1 \). Hence
\[
I \leq -H_1 C_1 C_\nu C_\mu K^{1-\delta - \epsilon},
\]
where \( H_1 = \int_{r \geq 1} r |h|^2 dx \), \( C_1 = 2^{-1-\epsilon/2} b^{-\epsilon} \). From Remark 1, we have \( |\nu(e^{K,\pm})| \leq \frac{\nu^{(v)}}{C(1 + |e^{K,\pm}|^\gamma)} \) with \( \gamma > 4 \), which ensures that the integral \( \int_{\mathbb{R}^3} (v)^{-1} \nu^{(v)}(e^{K,\pm}) dv \) is convergent. In the end we obtain \( I = O(K^{1-\delta - \epsilon}) \).

II vanishes if \( A^{K,0}_\nu = 0 \). If \( A^{K,0}_\nu \neq 0 \), we estimate, using Lemma 8.5
\[
II \leq 20 \pi b^2 C_\mu \left( \sum_{\pm} \sup_x \int_{\mathbb{R}^3} (v)^{-1} |\mu^{(\pm)}_\nu(e^{K,\pm}, Kp^{K,\pm})| dv \right)
\]
\[
\leq 20 \pi b^2 C_\mu \left( \sum_{\pm} \sup_x \int_{\mathbb{R}^3} \left( \frac{1}{1 + |e^{K,\pm}|^\gamma} \right) dv \right)
\]
\[
(8.25) \quad \leq 20 \pi b^2 C_\mu \left( \sum_{\pm} \sup_x \int_{\mathbb{R}^3} \frac{1}{1 + |\langle v \rangle \pm \phi^{K,0}(x)|^\gamma} dv \right)
\]
\[
\leq 40 \cdot 2^\gamma \pi b^2 (H_1 + H_2) C_\mu^2 K^{1-\delta} \int_{\mathbb{R}^3} \left( \frac{1}{1 + |\langle v \rangle|^\gamma} \right) dv
\]
\[
\leq 40 \cdot 2^\gamma \pi b^2 (H_1 + H_2) C_\mu^2 K^{1-\delta} \cdot 3\pi
\]
\[
\leq 120 \cdot 2^\gamma \pi^2 b^2 (H_1 + H_2) C_\mu^2 K^{1-\delta}.
\]
Here \( H_2 = \int_{\Omega} |h|^2 dx = \|h\|_{L^2}^2 \). Therefore the term II is \( O(K^{1-\delta}) \).
For $III = \sum_{\pm} \|P^{K,\pm}(\ddot{\varphi}h)\|_{H^{K,\pm}}^2$, we estimate

\begin{equation}
III = \|P^K(\ddot{\varphi}h)\|_{H^K}^2 \leq \frac{1}{K^2} \sum_{\pm} \int_{\Omega} \sup_v |P^{K,\pm}(\ddot{\varphi}h)|^2 \, dx \sup_x |\mu_e^{\pm}(e^{K,\pm}, Kr^{K,\pm})| \, dv
\end{equation}

\begin{align*}
&\leq \frac{1}{K^2} H^2 \sum_{\pm} \int_{\Omega} |\mu_e^{\pm}(e^{K,\pm}, Kr^{K,\pm})| \, dv \\
&\leq \frac{1}{K^2} \sum_{\pm} \int_{\Omega} \left( 1 + |v|^{\pm \phi^{K,0}(x)|\gamma} \right) dv \\
&\leq 2\gamma H^2 C^2 \cdot \frac{2}{K} \int_{\Omega} \frac{1}{1 + \langle v \rangle^\gamma} dv \\
&\leq 2\gamma H^2 C^2 \cdot \frac{1}{K}. 
\end{align*}

Here $C_2 = \frac{8\pi}{3} + \frac{4}{\gamma-1} \pi^2$. Therefore $III = O(K^{-\delta})$.

Combining together all the estimates, as well as Lemma 8.1, we conclude

\begin{equation}
\langle L^{0,K} h, h \rangle_{L^2} (8.27) \leq 1 - H_1 C_1 C^2_\mu K^{1-\delta-\varepsilon} + 120 \cdot 2^\gamma \pi^2 b^2 (H_1 + H_2) C_\mu^2 K^{1-2\delta} + 2\gamma H^2 C_2 C^2 \cdot \frac{1}{K}. 
\end{equation}

Hence $(\mu^{K,\pm}, \phi^{K,0}, A^{K,0}_\varphi)$ is spectrally unstable if $C_\mu, K$ and $h$ satisfies (8.5).

The theorem below ensures that the unstable equilibria constructed in Proposition 8.1 do exist under certain circumstances when $\mu^{\pm}$ satisfy some smallness assumption, which gives Theorem 3.2 (ii). This result is obtained by solving a coupled elliptic system. There is a possibility to extend this existence result to more general cases without such assumption.

**Theorem 8.6.** Suppose that $\Omega$ satisfies $b = \sup_{x \in \Omega} r(x) > 1$ and the constant $C_\mu$ satisfies a certain smallness condition. Then there exists an unstable equilibrium as constructed in Theorem 8.1.

**Proof.** Firstly we show that if $C_\mu K \leq \frac{1}{r} e^C$ for some constant $C$ which only depends on $\gamma$ and $\Omega$, then there exists a solution to the elliptic system (8.4), (8.3), with the homogeneous Dirichlet boundary conditions as well as $\|\phi^{K,0}\|_{L^\infty} \leq 1/2$ and $\|A^{K,0}_\varphi\|_{L^\infty} \leq 1/2$. For this, we adapt the idea from Appendix C in [12].

For any fixed $0 < \alpha < 1$, let $S := \{ (\phi, A_\varphi) \in C^\alpha(\overline{\Omega}) \times C^\alpha(\overline{\Omega}) : \sup_{x \in \Omega} |\phi(x)| \leq 1/2, \sup_{x \in \Omega} |A_\varphi(x)| \leq 1/2 \}$ furnished with the norm $\|(\phi, A_\varphi)\|_S = \|\phi\|_{C^\alpha} + \|A_\varphi\|_{C^\alpha}$.

Let $K \geq 1$. Denote the right hand side of the system by $F = (F_1, F_2)$:

\begin{equation}
F_1(x, \phi, A_\varphi) := \int_{\mathbb{R}^3} (\mu^{K,\varphi}(e^+, p^+) - \mu^{K,\varphi}(e^-, p^-)) \, dv,
\end{equation}

and
\( F_2(x, \phi, A_\phi) := \int_{\mathbb{R}^3} \hat{v}_\phi(\mu^{K,+}(e^+, p^+) - \mu^{K,-}(e^-, p^-)) dv, \)

where \( e^\pm \) and \( p^\pm \) are defined as
\[
e^\pm = \langle v \rangle \pm \phi(x), \ p^\pm = r(\hat{v}_\phi \pm A_\phi(x)),
\]

for any \((\phi, A_\phi) \in S.\)

We have
\[
|F_1(x, \phi(x), A_\phi(x)) - F_1(y, \phi(y), A_\phi(y))| \\
\leq \sum_{\pm} \int_{\mathbb{R}^3} |\mu^{K,\pm}(e^\pm(x, v), p^\pm(x, v)) - \mu^{K,\pm}(e^\pm(y, v), p^\pm(y, v))| dv \\
\leq C_\mu \sum_{\pm} \int_{\mathbb{R}^3} \frac{1}{1 + |\hat{e}^\pm(x, y, v)|}\{ |\phi(x) - \phi(y)| + K|r(x)v_\phi - r(y)v_\phi| \\
+ K|r(x)A_\phi(x) - r(y)A_\phi(y)| \} dv,
\]

where \( |\hat{e}^\pm(x, y, v)| = \min\{|e^\pm(x, v)|, |e^\pm(y, v)|\}.\) The same bound is valid for \( F_2.\)

For any \((\phi, A_\phi) \in S,\) there holds \( |\hat{e}^\pm(x, y, v)| \geq \langle v \rangle - 1/2 \geq 1/2.\) Thus
\[
\|F(\cdot, \phi, A_\phi)\|_S \leq \frac{8\pi b}{\gamma} \cdot C_\mu K (1 + \|(\phi, A_\phi)\|_S)
\]

Hence if \( C_\mu K \leq \frac{\gamma}{16\pi b},\) then \( F \) maps \( S \) into \( S.\)

For each \((\phi, A_\phi) \in S,\) standard elliptic theory implies that there exists a unique solution \((\phi^1, A^1_\phi) \in C^{2+\alpha}(\bar{\Omega}) \times C^{2+\alpha}(\bar{\Omega})\) of the linear problem
\[
-\Delta \phi^1 = \int_{\mathbb{R}^3} (\mu^{K,\pm}(e^+, p^+) - \mu^{K,\pm}(e^-, p^-)) dv
\]

\[
(-\Delta + \frac{1}{r^2})A^1_\phi = \int_{\mathbb{R}^3} \hat{v}_\phi(\mu^{K,\pm}(e^+, p^+) - \mu^{K,\pm}(e^-, p^-)) dv
\]

(note that \((-\Delta + \frac{1}{r^2})A^1_\phi = -\exp(-i\phi)\Delta(A^1_\phi \exp(i\phi))\)) with homogeneous Dirichlet boundary conditions. Moreover,
\[
\|(\phi^1, A^1_\phi)\|_{C^{\alpha+2}} \leq C_0 \cdot C_\mu K \|(F_1(\cdot, \phi, A_\phi), F_2(\cdot, \phi, A_\phi))\|_{C^\alpha}.
\]

for a fixed constant \( C_0 \) which only depends on \( \gamma \) and \( \Omega.\)

Now, we define \( T(\phi, A_\phi) = (\phi^1, A^1_\phi),\) then \( T \) maps \( S \) into itself. Similarly, for any \((\phi^2, A^2_\phi) \in S,\) \((\phi^3, A^3_\phi) \in S,\) there holds
\[
\|T(\phi^2, A^2_\phi) - T(\phi^3, A^3_\phi)\|_S \leq C_0 \cdot C_\mu K \| (\phi^2, A^2_\phi) - (\phi^3, A^3_\phi) \|_S.
\]

If \( C_\mu K \leq \min\{1/(2C_0), \frac{\gamma}{16\pi b}\},\) we can see that \( T \) is a contraction, and therefore it has a unique fixed point \((\phi^{K,0}, A^{K,0})\) in \( S,\) which is the solution pair we want.
To construct an unstable equilibrium, it suffices to find $C_\mu$, $K$ and $h \in X$, such that both $C_\mu K \leq \min \{1/(2C_0), \frac{\gamma}{16\pi b} \}$ and (8.5) hold. In order to achieve this, we first pick $K \geq 1$, such that

$$K^{\delta-\epsilon} > 2000 \cdot 2^\gamma \pi^2 b^2 C^{-1}_1 C^{-1}_\nu,$$

(8.36)

$$K^{1-\epsilon} > 8 \cdot 2^\gamma C^{-1}_1 C_2 C^{-1}_\nu,$$

$$K^{1+\delta-\epsilon} > 2048 \pi^2 c_p C^{-1}_1 C^{-1}_\nu.$$

We pick $C_\mu \in (0, 1)$ and $C'_\mu \geq \frac{1}{2} C_\mu$ such that

$$C_\mu K \leq \min \{1/(2C_0), \frac{\gamma}{16\pi b} \}.$$  

Since $\sup_{x \in \Omega} r(x) > 1$, there exists $h \in X$, with $\int_\Omega (|\nabla h|^2 + \frac{1}{r^2} |h|^2) dx = 1$, $H_2 = \int_\Omega |h|^2 dx \leq 1$, and $H_1 = \int_{r \geq 1} r |h|^2 dx > 1$ large enough (hence $H_1 + H_2 \leq 2H_1$), such that

$$K^{1-\delta-\epsilon} > 4 C^{-1}_1 C^{-1}_\nu (C'_\mu)^{-1} H_1^{-1}.$$  

(8.37)

(8.36) and (8.37) together with the conditions on $h$ and $C_\mu \in (0, 1)$, $C'_\mu \geq \frac{1}{2} C_\mu$ imply (8.5). Hence the corresponding equilibrium $(\mu^{K,\pm}(e, p), \phi^{K,0}, A^{K,0}_\nu)$ is spectrally unstable. \hfill \Box

9. Appendix A

For the readers’ convenience, we provide the information of the derivatives under the cylindrical coordinates. Using $(x_1, x_2, x_3)$ to denote the Cartesian coordinates and $(r, \varphi, z)$ to be the cylindrical coordinates, we have

$$x_1 = r \cos \varphi, \quad x_2 = r \sin \varphi, \quad x_3 = z$$

and therefore

$$e_r = (\cos \varphi, \sin \varphi, 0), \quad e_\varphi = (- \sin \varphi, \cos \varphi, 0), \quad e_z = (0, 0, 1).$$

Hence for any function $f(r, \varphi, z)$ and any vector field $A(r, \varphi, z)$, we have

$$\nabla_x f = \frac{\partial f}{\partial r} e_r + \frac{1}{r} \frac{\partial f}{\partial \varphi} e_\varphi + \frac{\partial f}{\partial z} e_z,$$

$$\Delta_x f = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial f}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 f}{\partial \varphi^2} + \frac{\partial^2 f}{\partial z^2},$$

$$\nabla_x \cdot A = \frac{1}{r} \frac{\partial}{\partial r} (r A_r) + \frac{1}{r} \frac{\partial A_\varphi}{\partial r} + \frac{\partial A_z}{\partial z},$$

$$\nabla_x \times A = \left( \frac{1}{r} \frac{\partial A_z}{\partial \varphi} - \frac{\partial A_\varphi}{\partial z} \right) e_r + \left( \frac{\partial A_r}{\partial z} - \frac{\partial A_z}{\partial r} \right) e_\varphi + \frac{1}{r} \left( \frac{\partial (r A_\varphi)}{\partial r} - \frac{\partial A_r}{\partial \varphi} \right) e_z.$$
10. Appendix B

In this section, we prove the invariance of $e^\pm(x, v) = \langle v \rangle \pm \phi^0(r, z)$ and $p^\pm(x, v) = r(v_\varphi \pm A^0_\varphi(r, z))$ along the particle trajectories:

\begin{align}
\dot{X}^\pm = \dot{V}^\pm, \quad \dot{V}^\pm = \pm E^0(X^\pm) \pm \dot{V}^\pm \times B^0(X^\pm).
\end{align}

We only compute the $+$ case for simplicity. The $-$ case is similar. In fact, along the particle trajectories, we have

\begin{align}
\dot{e} &= \dot{V} \cdot \hat{V} + \dot{X} \cdot \nabla \phi^0 \\
&= \dot{V} \cdot (E^0 + \dot{V} \times B^0) + \dot{V} \cdot \nabla \phi^0 \\
&= \dot{V} \cdot (-\nabla \phi^0 + \dot{V} \times B^0) + \dot{V} \cdot \nabla \phi^0 \\
&= 0,
\end{align}

\begin{align}
\dot{p} &= \dot{X} \cdot \nabla X p + \dot{V} \cdot \nabla V p \\
&= \dot{X} \cdot \nabla_X (r(\varphi + A^0_\varphi(r, z))) + \dot{V} \cdot \nabla_X (r(\varphi + A^0_\varphi(r, z))) \\
&= \dot{X} \cdot \nabla_X (r\varphi) + \dot{X} \cdot \nabla_X (rA^0_\varphi) + \dot{V} \cdot r \nabla_X \varphi \\
&= \dot{X} \cdot \nabla_X (r\varphi) + \dot{X} \cdot A^0_\varphi e_r + \dot{X} \cdot r \frac{\partial A^0_\varphi}{\partial r} e_r + \dot{X} \cdot r \frac{\partial A^0_\varphi}{\partial z} e_z + r(E^0 + \dot{V} \times B^0) \cdot e_r \\
&= \dot{X} \cdot \nabla_X (r\varphi) + \dot{X} \cdot A^0_\varphi e_r + \dot{X} \cdot r \frac{\partial A^0_\varphi}{\partial r} e_r + \dot{X} \cdot r \frac{\partial A^0_\varphi}{\partial z} e_z \\
&\quad + r(-\nabla \phi^0 + \dot{X} \cdot \frac{\partial A^0_\varphi}{\partial z} + \dot{X} \cdot \frac{1}{r} A^0_\varphi e_r + \dot{X} \cdot \frac{\partial A^0_\varphi}{\partial r} e_z) \cdot e_r \\
&= \dot{X} \cdot \nabla_X (r\varphi) + \dot{X} \cdot A^0_\varphi e_r + \dot{X} \cdot r \frac{\partial A^0_\varphi}{\partial r} e_r + \dot{X} \cdot r \frac{\partial A^0_\varphi}{\partial z} e_z - r \frac{\partial A^0_\varphi}{\partial r} \dot{X} \cdot e_r - A^0_\varphi \dot{X} \cdot e_r - r \frac{\partial A^0_\varphi}{\partial r} \dot{X} \cdot e_r \\
&= \dot{X} \cdot \nabla_X (r\varphi).
\end{align}

(Here we used that $\nabla \phi^0$ does not have $e_\varphi$-component.) We compute $\dot{X} \cdot \nabla_X (r\varphi)$ using the Cartesian coordinates:

\begin{align}
\dot{X} \cdot \nabla_X (r\varphi) &= \dot{X} \cdot \nabla_X (rV \cdot \left(-\frac{X_2}{r}, \frac{X_1}{r}, 0\right)) \\
&= \dot{X} \cdot \nabla_X (-X_2 V_1 + X_1 V_2) \\
&= \frac{1}{\langle V \rangle} (V_1, V_2, V_3) \cdot (V_2, -V_1, 0).
\end{align}

\begin{align}
&= 0
\end{align}

Hence $\dot{p} = 0$. The invariance along the particle trajectories is verified.
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