Comprehensive Study of Cross-Section Dependent Effective Masses for Silicon Based Gate-All-Around Transistors
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Abstract: The use of bulk effective masses in simulations of the modern-day ultra-scaled transistor is erroneous due to the strong dependence of the band structure on the cross-section dimensions and shape. This has to be accounted for in transport simulations due to the significant impact of the effective masses on quantum confinement effects and mobility. In this article, we present a methodology for the extraction of the electron effective masses, in both confinement and the transport directions, from the simulated electronic band structure of the nanowire channel. This methodology has been implemented in our in-house three-dimensional (3D) simulation engine, NESS (Nano-Electronic Simulation Software). We provide comprehensive data for the effective masses of the silicon-based nanowire transistors (NWTs) with technologically relevant cross-sectional area and transport orientations. We demonstrate the importance of the correct effective masses by showing its impact on mobility and transfer characteristics.
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1. Introduction

The scaling of the metal-oxide-semiconductor field effect transistor (MOSFET) has been the cornerstone of the progress of the microelectronics industry for the last five decades. This has led to faster transistors, an increase in the packing density, and the reduction in the cost per transistor [1,2]. However, the scaling has also had a negative impact on the off-state power dissipation of the microchips. Hence, the industry has moved from bulk planar transistors to 3D FinFETs. Current research trend suggests that gate-all-around (GAA) nanowire or stacked-nanowires transistors could be the next stage in device architectures [3,4]. This is because the GAA transistor has better electrostatic integrity as they effectively have more gates as compared to other device architectures like FinFETs (Fin Field Effect Transistors) and planar structures. This allows the GAA transistor to switch-off more easily. Thus enabling the industry to continue the scaling of the gate length further [5,6]. In this journey of scaling, simulations have played a crucial role in path-finding teams, and in performing analysis that is deemed to be difficult, expensive, or time-consuming to be done experimentally.

Some of the simulation methodologies, in general, rely on a number of parameters that must be calibrated-to, or extracted-from more predictive but expensive simulations or from experiments in order to be predictive. The rationale for using such simulation methodologies, including Kubo–Greenwood (KG), drift–diffusion or Non-Equilibrium Green’s Function with effective mass approximation (NEGF),
is that they are much faster and consume less computing resources compared to the more accurate methods like full-band Monte Carlo (FB-MC) technique, or full-band Non-Equilibrium Green’s Function (FB-NEGF) method. This makes the earlier methodologies more viable for performing large pathfinding studies or detailed analysis of a given technology.

One key parameter needed for the low-cost (in terms of time needed for simulation and computing resources) simulation techniques is the effective mass for electrons or holes. The effective mass is a renormalization of the electron and holes masses that takes into account the presence of the crystal’s periodic potential. Consequently, the electron has different effective masses in different crystallographic directions and materials and this has to be considered carefully when dealing with nanostructures. It is well known that for characteristic dimensions below 10 nm the band structure and therefore the effective masses become geometry dependent [7]. The effective mass values have a direct impact on the density of states (consequently on electrostatics) and the carrier transport in MOSFET devices. Consequently, proper calculation of the effective masses is crucial to enhance the accuracy of electronic and thermal simulations of nanodevices [8,9].

In this paper, we provide a methodology to extract effective masses for nanostructures from their band structures calculated from a higher order technique and compile the effective masses for a wide range of cross-sectional area and three crystallographic orientations (namely, [100], [110] and [111]).

This paper is organized as follows. In Section 2, we provide a brief overview of our in-house 3D device simulator, NESS. We discuss the methodology to calculate the effective masses from the electronic band structure in Section 3. Then, Section 4 outlines results, providing the calculated effective masses for different nanowire cross-section shapes, areas, and orientations. We also illustrate briefly the impact of the effective masses on mobility and transfer characteristics. This is then followed by our concluding remarks.

2. Nano-Electronic Simulation Software

In the NEGF and KG modules of our in-house 3D device simulation software, NESS (Nano-Electronic Simulation Software), the simulated transistors are partitioned into slices normal to the transport direction. The coupling in these slices is considered up to the nearest neighbor. The 2D Schrödinger equation is solved for each layer separately. The solution of these 2D Schrödinger equations is used in our coupled mode-space NEGF solver to compute the charge distribution and the current flowing in the device. The charge distribution is obtained after reaching self-consistency between 3D Poisson and NEGF transport equations. [10] This is illustrated in Figure 1a. Figure 1b shows a schematic diagram for a device that we have considered in this work. To calculate the mobility using the KG formalism, we employ long-channel simulations and a 1D multi-subband formalism for the simulation of the low-field electron mobility. First, we utilize the potential distribution, the corresponding wavefunctions, and the relevant subband levels calculated in the ballistic NEGF module to compute the scattering rates for the dominant mechanisms in silicon nanowires [11]: acoustic phonon (Ac Ph) scattering, optical phonon (Op Ph) scattering, and surface roughness (SR) scattering. The scattering rates have been directly calculated from the Fermi golden rule accounting for the quantization in the confinement plane [12]. Second, the Kubo–Greenwood formalism is adopted to calculate the scattering-limited mobility solving the semi-classical Boltzmann transport equation (BTE) within the relaxation time approximation. The Matthiessen rule is used to determine the combined effect of the scattering mechanisms. More information about the mobility calculation as well as the specific equations for the different scattering mechanisms can be found in Ref. [12]. A detailed discussion on NESS can be found in [10].
3. Effective Mass Calculation Methodology

Effective masses are an integral part of all the NESS modules and here we discuss their extraction methodology. The transport effective mass is calculated from the curvature of the lowest subband in the band structure as

\[ m_x = \frac{\hbar^2}{\partial^2 E(k_x)} \]  \hspace{1cm} (1)

However, the calculation of the confinement effective masses is not as straightforward and is discussed below. In the parabolic effective mass approximation, the Schrödinger equation is given by:

\[ \frac{\hbar^2}{2m_y} \frac{\partial^2}{\partial y^2} + \frac{\hbar^2}{2m_z} \frac{\partial^2}{\partial z^2} + V(y,z;x_i) \psi_n(y,z;x_i) = E_n \psi_n(y,z;x_i) \]  \hspace{1cm} (2)

where \( m_y \) and \( m_z \) are the effective masses along the \( y \)- and \( z \)- (confinement) directions, respectively. \( x_i \) is the \( i \)th cross-section plane of the device in the transport, \( x \)- direction and \( V(y,z;x_i) \) is the total potential energy in the cross-section of the device at \( x_i \). By diagonalizing Equation (2), the subband energies \( E_n \) and their corresponding wave-functions \( \psi_n(y,z;x_i) \) are computed. In addition, in Equation (2), \( \hbar \) is the reduced Planck’s constant, \( n \) denotes the subband index, and the valley index has been suppressed for clarity. For calculating the effective masses, the electrostatic potential energy (the conduction band edge) is taken to be zero so as to be consistent with the band structure solver.

To calculate the confinement effective masses \( (m_y, m_z) \), we have used the electronic band structure calculated with \( sp^3d^5s^* \) tight-binding method. These simulations were done using QuantumATK tool from Synopsys [14] with the parameter set specified in Ref. [15]. First, the quantization energy, \( E_Q \) (the increase in the subband energy due to geometrical confinement), is calculated by subtracting the conduction band edge of the bulk silicon \( (E^B_C) \), which is calculated from the tight binding method using the same set of parameters. Thus, for the subband energies from the parabolic effective mass approximation to match those from the tight binding formulation, the following relationship must be satisfied:

\[ E_n^{EPM}(m_y, m_z) - (E_n^{TB} - E^B_C) = 0 \] \hspace{1cm} (3)

where \( E_n^{EPM} \) and \( E_n^{TB} \) are the \( n \)th subband energies from the parabolic effective mass approximation and the tight-binding method, respectively, and \( i = 1, 2 \). To compute the pair of confinement effective masses, we have considered the first two subbands for each valley. The corresponding system of
equation can be then solved numerically using the Newton–Raphson method. The Jacobian of the system is given by

\[
J = \begin{bmatrix}
\frac{\partial E_{EPM}(m_y, m_z)}{\partial m_y} & \frac{\partial E_{EPM}(m_y, m_z)}{\partial m_z} \\
\frac{\partial E_{EPM}(m_y, m_z)}{\partial m_y} & \frac{\partial E_{EPM}(m_y, m_z)}{\partial m_z}
\end{bmatrix},
\]

and it is numerically evaluated by perturbing the effective masses. The initial guess for the effective masses \(m_y\) and \(m_z\) was calculated using the longitudinal \((m_l)\) and transverse \((m_t)\) effective masses of the valleys using appropriate rotations matrices for the different crystallographic orientations [16,17].

4. Results and Discussion

4.1. Effective Mass Results

Following the methodology discussed in Section 3 we calculated the effective masses for square, circular and elliptical nanowires. Figure 2 compares the parabolic band structures calculated within the parabolic effective mass approximation and tight binding method for square nanowires with a side of 5 nm. The comparison shows that the subband minima and the curvature of the lowest (dominant) subbands are accurately extracted using the methodology discussed earlier. For [111] direction, the non-parabolicity in the band structure results in the mismatch between the parabolic and tight-binding method at energies away from the subband minima.

![Figure 2](image)

**Figure 2.** Comparison of the electronic band structure calculated within the parabolic effective mass approximation and tight binding method for nanowires oriented along: (a) [100] direction; (b) [110] direction; and (c) [111] direction. Good agreement in terms of the subband minima and curvature at the minima are obtained for all the three orientations.

Tables 1–3 list the confinement \((m_y\) and \(m_z\)) and transport \((m_x)\) effective masses for square, circular and elliptical nanowires. For square and circular nanowires oriented along [100] direction, \(m_y\) of \(\Delta_y\) must be the same as \(m_z\) of \(\Delta_z\) and \(m_z\) of \(\Delta_y\) must be the same as \(m_y\) of \(\Delta_z\). This is because the structure is symmetric and hence the quantum confinement is the same along “y” and “z” directions. The small discrepancy in the effective masses arises due to the small difference in the subband minima obtained from the tight binding simulations. For square and circular nanowires oriented along [111] crystallographic direction, all the \(\Delta\) valleys are identical and hence their effective masses along “y” must also be identical and same argument also holds for the effective masses along “z”. However, since the impact of \(m_y\) and \(m_z\) on the eigen energies is same the for circular and square nanowire (due to their symmetrical cross-section), their individual values can become interchanged depending on the initial guess. Thus, it is more appropriate that for these structures the pair of effective masses \((m_y\) and \(m_z\)) must be the same for all three valleys for a nanowire with a particular cross-section. This phenomenon is observed in Tables 1 and 2. Small differences, in the pair of effective masses that was observed, are due to differences in the subband minima in the electronic band structure calculated.

The transport effective mass, \(m_x\), reported in the tables are in good agreement with those calculated using the QuantumATK Tool. A clear trend in \(m_x\) is visible: as the cross-sectional area increases, the effective mass \((m_x)\) tends to its bulk counterpart (Table 4). For example, in the case of
square nanowire oriented along [100] direction, as the cross-section area increases, the \(m_x\) for the \(\Delta_x\) valley tends to \(m_x\) of \(\Delta_x\) value of the bulk silicon, which is the same as \(m_x\). The \(m_x\) for \(\Delta_y\) and \(\Delta_z\) also tend to their bulk counterparts which are same as \(m_x\). Similarly, for [110] and [111] orientations, the \(m_x\) (each \(\Delta\) valley) tends to its corresponding bulk values, which can be calculated by appropriate rotation of the coordinate system, as discussed in [13,16,17].

Table 1. Effective masses for square nanowire.

| Side [nm] | Valley | \(\Delta_x\) | \(\Delta_y\) | \(\Delta_z\) |
|-----------|--------|--------------|--------------|-------------|
| 3         | \(\Delta_x\) | 0.279        | 0.279        | 0.947       |
|           | \(\Delta_y\) | 1.008        | 0.262        | 0.266       |
|           | \(\Delta_z\) | 0.253        | 0.983        | 0.266       |
| 4         | \(\Delta_x\) | 0.245        | 0.245        | 0.921       |
|           | \(\Delta_y\) | 0.986        | 0.229        | 0.244       |
|           | \(\Delta_z\) | 0.230        | 0.922        | 0.244       |
| 5         | \(\Delta_x\) | 0.229        | 0.229        | 0.911       |
|           | \(\Delta_y\) | 0.951        | 0.219        | 0.231       |
|           | \(\Delta_z\) | 0.219        | 0.894        | 0.231       |
| 6         | \(\Delta_x\) | 0.246        | 0.246        | 0.905       |
|           | \(\Delta_y\) | 0.967        | 0.253        | 0.222       |
|           | \(\Delta_z\) | 0.253        | 0.929        | 0.222       |
| 7         | \(\Delta_x\) | 0.238        | 0.238        | 0.902       |
|           | \(\Delta_y\) | 0.947        | 0.256        | 0.217       |
|           | \(\Delta_z\) | 0.256        | 0.901        | 0.217       |
| 8         | \(\Delta_x\) | 0.209        | 0.209        | 0.896       |
|           | \(\Delta_y\) | 0.896        | 0.212        | 0.212       |
|           | \(\Delta_z\) | 0.202        | 0.878        | 0.212       |

Table 2. Effective masses for circular nanowire.

| Diameter [nm] | Valley | \(\Delta_x\) | \(\Delta_y\) | \(\Delta_z\) |
|---------------|--------|--------------|--------------|-------------|
| 3             | \(\Delta_x\) | 0.254        | 0.254        | 0.942       |
|               | \(\Delta_y\) | 0.836        | 0.250        | 0.273       |
|               | \(\Delta_z\) | 0.237        | 0.875        | 0.273       |
| 4             | \(\Delta_x\) | 0.239        | 0.239        | 0.910       |
|               | \(\Delta_y\) | 0.930        | 0.223        | 0.250       |
|               | \(\Delta_z\) | 0.225        | 0.897        | 0.250       |
| 5             | \(\Delta_x\) | 0.227        | 0.227        | 0.910       |
|               | \(\Delta_y\) | 0.894        | 0.222        | 0.235       |
|               | \(\Delta_z\) | 0.218        | 0.886        | 0.235       |
| 6             | \(\Delta_x\) | 0.221        | 0.221        | 0.907       |
|               | \(\Delta_y\) | 0.880        | 0.216        | 0.226       |
|               | \(\Delta_z\) | 0.216        | 0.879        | 0.226       |
| 7             | \(\Delta_x\) | 0.229        | 0.229        | 0.901       |
|               | \(\Delta_y\) | 0.827        | 0.249        | 0.219       |
|               | \(\Delta_z\) | 0.246        | 0.837        | 0.219       |
| 8             | \(\Delta_x\) | 0.233        | 0.233        | 0.896       |
|               | \(\Delta_y\) | 0.809        | 0.263        | 0.214       |
|               | \(\Delta_z\) | 0.262        | 0.797        | 0.214       |
Table 3. Effective masses for elliptical nanowire having major and minor diameter as “a” and “b”, respectively.

| a [nm] | b [nm] | Valley | Ellipse [100] | Ellipse [110] | Ellipse [111] |
|--------|--------|--------|---------------|---------------|---------------|
|        |        |        | \(m_x\) [m\(_0\)] | \(m_y\) [m\(_0\)] | \(m_z\) [m\(_0\)] | \(m_x\) [m\(_0\)] | \(m_y\) [m\(_0\)] | \(m_z\) [m\(_0\)] | \(m_x\) [m\(_0\)] | \(m_y\) [m\(_0\)] | \(m_z\) [m\(_0\)] |
| 3      | 2.00   | \(\Delta_x\) | 0.383 | 0.238 | 0.986 | 0.469 | 0.251 | 0.574 | 0.972 | 0.292 | 0.570 |
|        |        | \(\Delta_y\) | 0.205 | 1.072 | 0.283 | 0.570 | 0.209 | 0.574 | 1.005 | 0.284 | 0.570 |
|        |        | \(\Delta_z\) | 0.683 | 0.287 | 0.283 | 0.183 | 1.290 | 0.135 | 0.767 | 0.294 | 0.570 |
| 4      | 2.67   | \(\Delta_x\) | 0.342 | 0.189 | 0.935 | 0.553 | 0.201 | 0.629 | 0.667 | 0.245 | 0.467 |
|        |        | \(\Delta_y\) | 0.199 | 0.916 | 0.254 | 0.489 | 0.207 | 0.629 | 0.674 | 0.242 | 0.467 |
|        |        | \(\Delta_z\) | 0.887 | 0.210 | 0.254 | 0.213 | 1.149 | 0.160 | 0.593 | 0.232 | 0.467 |
| 5      | 3.33   | \(\Delta_x\) | 0.300 | 0.193 | 0.915 | 0.452 | 0.205 | 0.560 | 0.389 | 0.301 | 0.449 |
|        |        | \(\Delta_y\) | 0.203 | 0.880 | 0.238 | 0.472 | 0.195 | 0.560 | 0.395 | 0.295 | 0.449 |
|        |        | \(\Delta_z\) | 0.816 | 0.218 | 0.238 | 0.241 | 0.797 | 0.183 | 0.419 | 0.255 | 0.449 |
| 6      | 4.00   | \(\Delta_x\) | 0.274 | 0.199 | 0.912 | 0.391 | 0.218 | 0.563 | 0.344 | 0.319 | 0.455 |
|        |        | \(\Delta_y\) | 0.207 | 0.895 | 0.228 | 0.409 | 0.205 | 0.563 | 0.338 | 0.322 | 0.455 |
|        |        | \(\Delta_z\) | 0.892 | 0.214 | 0.228 | 0.218 | 0.917 | 0.188 | 0.396 | 0.259 | 0.455 |
| 7      | 4.67   | \(\Delta_x\) | 0.261 | 0.200 | 0.906 | 0.409 | 0.207 | 0.565 | 0.331 | 0.322 | 0.438 |
|        |        | \(\Delta_y\) | 0.210 | 0.879 | 0.220 | 0.405 | 0.204 | 0.565 | 0.320 | 0.327 | 0.438 |
|        |        | \(\Delta_z\) | 0.896 | 0.212 | 0.220 | 0.224 | 0.882 | 0.192 | 0.389 | 0.254 | 0.438 |
| 8      | 5.33   | \(\Delta_x\) | 0.243 | 0.202 | 0.903 | 0.370 | 0.208 | 0.548 | 0.327 | 0.331 | 0.444 |
|        |        | \(\Delta_y\) | 0.207 | 0.878 | 0.215 | 0.373 | 0.201 | 0.548 | 0.312 | 0.338 | 0.444 |
|        |        | \(\Delta_z\) | 0.875 | 0.208 | 0.215 | 0.208 | 0.885 | 0.193 | 0.394 | 0.248 | 0.444 |

Table 4. Effective masses for Bulk silicon along different crystallographic directions.

| Valley | Bulk [100] | Bulk [110] | Bulk [111] |
|--------|------------|------------|------------|
|        | \(m_x\) [m\(_0\)] | \(m_y\) [m\(_0\)] | \(m_z\) [m\(_0\)] | \(m_x\) [m\(_0\)] | \(m_y\) [m\(_0\)] | \(m_z\) [m\(_0\)] |
| \(\Delta_x\) | 0.201 | 0.201 | 0.891 | 0.328 | 0.201 | 0.546 | 0.431 | 0.201 | 0.431 |
| \(\Delta_y\) | 0.891 | 0.201 | 0.201 | 0.328 | 0.201 | 0.546 | 0.431 | 0.201 | 0.431 |
| \(\Delta_z\) | 0.891 | 0.201 | 0.201 | 0.891 | 0.201 | 0.546 | 0.431 | 0.201 | 0.431 |

4.2. Mobility: A Kubo-Greenwood Study

The aim of this section is to present a simulation study of the impact of the effective masses on the electron mobility in silicon nanowires as a function of their diameter and orientation, comparing the use of the bulk (\(m_{\text{bulk}}\)) and the calibrated (\(m_{\text{eff}}\)) effective masses. For this purpose, we chose a square shape NWT with an equivalent oxide thickness (EOT) of 0.8 nm and diameters ranging from 3 to 8 nm to describe the electronic behavior from a device with strong confinement impact (3 nm) to a near bulk-like device (8 nm) [18]. We studied the following intrinsic mobility limiting mechanisms: (i) acoustic phonon scattering, with acoustic deformation potential 12 eV; (ii) optical phonon scattering, with the fixed parameters for the different branches defined in Table 5; and (iii) surface roughness scattering, with root mean square (\(\Delta_{\text{RMS}}\)) and correlation length 0.48 and 1.3 nm, respectively. In particular, we report the mobility for the total phonon (Ph) and the combined total phonon and surface roughness (Ph+SR) scattering effects with a sheet density of \(3 \times 10^{12} \text{cm}^{-2}\).
Table 5. Deformation potential ($D_{OP}$) and energy considered for the different branches in the optical scattering mechanism.

| Optical Phonon Type | $D_{OP}$ (eV/m) | Energy (eV) |
|---------------------|-----------------|-------------|
| g-type, TA          | $5 \times 10^9$ | 0.01206     |
| g-type, LA          | $8 \times 10^9$ | 0.01853     |
| g-type, LO          | $3 \times 10^{10}$ | 0.063     |
| f-type, TA          | $1.5 \times 10^9$ | 0.01896    |
| f-type, LA          | $3.4 \times 10^9$ | 0.0474     |
| f-type, TO          | $4 \times 10^{10}$ | 0.059     |

Figure 3 shows the Ph and Ph+SR electron mobilities considering both $m_{bulk}$ and the calibrated $m_{eff}$, which values are taken from Table 1, for different channel orientations: (a) [100]; (b) [110]; and (c) [111]. In general, as the transport effective masses were introduced in the scattering rate equations [12], their modification directly altered the mobility. Due to the relaxation time approach, the mobility for a particular scattering mechanism was inversely proportional to its rate and thus to the transport effective mass. As expected in Figure 3, the inclusion of SR significantly reduced the mobility because it dominated for very high sheet concentrations. Moreover, the lowest mobility was [111] devices due to the lower valley splitting energy and higher transport masses [11].

Then, different results can be highlighted when $m_{eff}$ was included for the different channel orientations. First, the electron’s Ph limited mobility was reduced in the [100] orientation due to the higher $m_{eff}$ in comparison to $m_{bulk}$ for the dominant valley ($\Delta y$) [19]. This reduction was caused when $m_{eff}$ was considered instead of $m_{bulk}$, which was less pronounced when SR was introduced in the total mobility (Ph+SR), because this mechanism mainly depended on the electrostatic force normal to the Si-SiO$_2$ interface. Second, two scenarios could be distinguished as a function of the diameter in the [110] orientation for both Ph and Ph+SR cases. On the one hand, the electron mobility increased when $m_{eff}$ was taken into account for the devices with the smallest cross-sections (3 and 4 nm devices). The reason was similar but opposite compared to the one for the [100] orientation: the lower transport $m_{eff}$ in comparison to $m_{bulk}$ for the dominant valley ($\Delta z$) reduced the scattering rate and, thus, enhanced the mobility. On the other hand, for square nanowires with diameter bigger than 5 nm, this difference was significantly reduced and thus the influence of the other valleys, which presented higher $m_{eff}$, had more importance. Third, there was a mismatch in the transport $m_{eff}$ tendency between 5 and 6 nm devices for the [111] orientation (as shown in Table 1). Accordingly, even though the impact of $m_{eff}$ was quite low for smaller devices in this orientation, the mobility for...
both Ph and Ph+SR cases decreased following the aforementioned tendency for diameters higher than 6 nm.

4.3. Ballistic Transfer Characteristic: A NEGF Study

Figure 4 shows the transfer characteristic of a square NWT having a cross-sectional area of 9 nm$^2$ and gate length of 10 nm. The simulations were performed in a ballistic transport approximation, as, for smaller channel lengths, the scaling was expected to play a relatively smaller role [10]. The comparison showed that the on-current could be significantly different if calibrated effective masses were used instead of the bulk masses. In this particular case, the drain current was reduced if calibrated effective masses were used rather than the bulk ones. This was because transport effective masses for the $\Delta$ valleys were more than their bulk counterparts and hence resulted in a reduction of the current.

![Figure 4. Comparison of the transfer characteristics calculated using the calibrated and bulk effective mass.](image)

5. Conclusions

In this study, we developed a systematic methodology to extract the effective masses of a nanostructure from their electronic band structure. We employed our method to compile the effective masses for technologically relevant dimensions and cross-section shapes for silicon nanowires achieving a good agreement with their tight binding counterparts. This makes the tabulated effective masses presented in this paper valuable to the entire microelectronic community. We also performed a comprehensive mobility study for a square nanowire with different crystallographic orientations and cross-sectional areas, which emphasized the importance of using correct effective masses. The importance of the calibrated effective mass was also corroborated by performing a full transfer characteristic simulation using ballistic NEGF.
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