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Event detection in power systems aims to identify triggers and event types, which helps relevant personnel respond to emergencies promptly and facilitates the optimization of power supply strategies. However, the limited length of short electrical record texts causes severe information sparsity, and numerous domain-specific terminologies of power systems makes it difficult to transfer knowledge from language models pre-trained on general-domain texts. Traditional event detection approaches primarily focus on the general domain and ignore these two problems in the power system domain. To address the above issues, we propose a Multi-Channel graph neural network utilizing Type information for Event Detection in power systems, named MC-TED, leveraging a semantic channel and a topological channel to enrich information interaction from short texts. Concretely, the semantic channel refines textual representations with semantic similarity, building the semantic information interaction among potential event-related words. The topological channel generates a relation-type-aware graph modeling word dependencies, and a word-type-aware graph integrating part-of-speech tags. To further reduce errors worsened by professional terminologies in type analysis, a type learning mechanism is designed for updating the representations of both the word type and relation type in the topological channel. In this way, the information sparsity and professional term occurrence problems can be alleviated by enabling interaction between topological and semantic information. Furthermore,
to address the lack of labeled data in power systems, we built a Chinese event detection dataset based on electrical Power Event texts, named PoE. In experiments, our model achieves compelling results not only on the PoE dataset, but on general-domain event detection datasets including ACE 2005 and MAVEN.
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1 INTRODUCTION

Electrical power systems [1, 10] provide the whole electricity supply across the country to ensure the basic needs of people’s livelihood. The application of automated monitoring and analysis on the device-related event reports in the electrical power systems can improve management efficiency, save labor cost, and maintain power supplement stability [17, 47]. One critical step for this is Event Detection (ED) [12, 32, 35] and specifically, the electrical event detection. The electrical event detection task refers to identifying triggers from power records and correctly classifying the device-related events. Through precisely detecting electrical events, we can swiftly obtain essential information, e.g., latent device risks, and help execute subsequent analysis. Thus, we focus on the event detection task in the electrical power systems.

There are two main problems for electrical event detection: short texts and professional terminology. Due to the advantage of short texts being easy to read and spread, device events are often described in short sentences for efficient communication in the electrical power systems. However, the descriptions of short texts are inadequate, sparse, and irregular, which imposes higher requirements on feature learning. Furthermore, electricity texts contain many terminologies, such as “high voltage” and “laying path” (shown in Figure 1), which are rarely mentioned in general-domain texts.

Event detection methods based on graph representation learning learn semantic structural information in text by composing graphs. Graph representation learning aims to map nodes, edges, and even the entire graph to a low-dimensional space. It maintains the structure and properties of the graph itself, which in turn serves the downstream graph data mining task. Homogeneous graphs can only characterize data with simple structure and semantic homogeneity, while textual composition graphs will contain multiple types of nodes and relations with rich semantic information. Heterogeneous graphs can fully portray such responsible nonlinear relationships with stronger representational and inference capabilities. Each type of node in a heterogeneous graph contains a variety of rich semantic information and complex interactions between nodes. Each type of semantic information also reflects only one aspect of the node’s characteristics. In order to learn a more comprehensive node representation, the model needs to fuse multiple aspects of information to enhance the node representation.

Existing methods for power system event detection fail to address the above two problems. In recent years, researchers have proposed many methods for event detection and achieved promising results [2, 33, 63]. However, most of these methods focus on dealing with the long-tail distribution [57] of data and few-shot data [4, 63], ignoring the above-mentioned problems in power systems. Existing methods can be categorized into two main paradigms: BERT-based methods [55] and graph-based methods [5, 36, 60]. (1) BERT-based models perform well in general domain event detection due to the large amount of data available for pre-training. However, in the domain of
power systems, some combinations of common words can have different meanings. For example, “laying path” means “put something on a path” in generation domain, but it means “laying a route of cable” in a power system. The distinction between general and electrical domains causes severe semantic confusion. This problem can be potentially resolved by pre-training models on labeled data in the power field, which takes time and experience. (2) Graph-based models integrate various methods to design a graph with texts. As shown in Figure 1, we give an example of words, and relation is obtained by the Stanford CoreNLP tool. It can bring a variety of interactive information among words. Nevertheless, graphs constructed from short electricity texts contain few nodes and relations, which hinders the effectiveness of graph representation learning.

To solve these problems, we propose a Multi-Channel GNN Utilizing Type Information for Event Detection (MC-TED). It contains a semantic channel and a topological channel to fuse multiple sources of information to learn better node representations. The semantic channel reflects the similarity of words through adding relation with lower cosine distance. The topological channel constructs a relation-type-aware graph and a word-type-aware graph to learn more comprehensive node representations. They consider the word type and relation type to portray nonlinear relationships with stronger representative and inference capabilities fully. Each type of word and relation contains a variety of rich semantic information and complex interaction between nodes. Furthermore, we use the Stanford CoreNLP tool to initialize the word and relation type, which is updated in training to mitigate the errors caused by the CoreNLP syntactic analysis tools. To address the lack of labeled data in the domain of the power systems, we build a Power Event detection dataset (PoE). Experimental results show that our approach can achieve excellent performance on both the PoE dataset and public event detection datasets, including the ACE 2005 and MAVEN datasets. We also demonstrate that our word type and relation type learning strategies are particularly beneficial for the word-type-aware graph and relation-type-aware graph.

This paper makes the following contributions.

- We design a novel multi-channel event detection model (MC-TED) utilizing word and relation type information for the power systems from semantic and topological channels with type utilized multi-channel GNNs to capture richer information.
- Topological channel designs a relation-type-aware graph to utilize the relation type and a node-type-aware graph considering the node type. The two types can be learnable to mitigate the errors caused by the CoreNLP syntactic analysis tools.
- We construct a Chinese event detection dataset — PoE, in the domain of power systems, derived from power system records. Our model achieves state-of-the-art performance on the PoE as well as on the general-domain datasets including the ACE 2005 and MAVEN.

---

1[http://corenlp.run/](http://corenlp.run/).
2The source code is available at [https://anonymous.4open.science/r/MC-TED-3C77](https://anonymous.4open.science/r/MC-TED-3C77).
2 RELATED WORK

The electrical power systems contain numerous event text, but engineers only focus on the core events regularly. It requires models to capture certain types of events, which is a schema-based event detection task [5, 28, 36, 44, 60]. Thus, event detection in power systems is to find triggers from the text and identify the event type corresponding to the triggers.

2.1 Event Detection in Power Systems

Large-scale new energy is integrated into the power grid system, which introduces strong uncertainty to the power system [18]. It brings significant challenges to detect events in the modern power systems. Traditional methods convert it to a constrained optimization problem [51], or non-convex optimization learning algorithms [65], and the like. To detect the abnormal events in the power systems using reduced phasor measurement units data, Liu et al. [34] propose the unequal-interval reduction method with local outlier factor. Zhou et al. [65] propose a hidden structure semi-supervised machine for the event detection task. It incorporates information from labeled data and unlabeled data for the power distribution network. HS$^2$M [65] combines unlabeled data and partly labeled data in a large margin learning objective, which is a classical method for event detection in the power systems. It incorporates partial knowledge for event detection. SS-LOF [34] is an event detection algorithm in the power systems using reduced data and local outlier factor for detecting the events in power systems. It is employed to determine the region of the event source. There are some graph-based methods for spatio-temporal solar irradiance forecasting [21], and short-term wind speed prediction [22], and so on. To our best knowledge, there are few graph representation learning methods for the event detection task [20, 40].

2.2 Graph-Based Event Detection

In recent years, there are two main branches: BERT based models [15, 29, 55] and graph based models [25, 26, 41, 42, 46]. The BERT-based methods learn a better context representation through self-attention mechanisms, and large-scale pre-train [6]. However, for the text with professional terms and short text, there are no apparent advantages. The graph based methods commit to constructing syntactic dependency graph [5, 39, 60], and building event correlations [9, 59], and so on. There have been previous approaches to incorporate syntactic information into the Graph Convolutional Network (GCN) [60], often ignoring dependency tag information to convey rich and valuable language knowledge to ED. Nguyen et al. [39] propose a GCN-based event detection model over syntactic dependency trees and entity mention-guided pooling. It operates a pooling over the graph-based convolution vectors of the current word and the entity mentioned in the sentences. MOGANED [60] uses a dependency tree-based GCN with aggregative attention to explicitly model and aggregate multi-order syntactic representations in sentences. It models multi-order representations via graph attention network (GAT). It utilizes both first-order syntactic graphs and high-order syntactic graphs to explicitly model multi-order representations of candidate triggers. These methods for ED fail to exploit the overall contextual importance of the words, which can be obtained via the dependency tree, to boost the performance. Lai et al. [27] propose a novel gating mechanism to filter noisy information in the hidden vectors of the GCN models for ED based on the information from the candidate triggers. They also introduce a mechanism to achieve the contextual diversity for the gates and the importance of score consistency for the graphs and models in ED. They demonstrate how gating mechanisms, gate diversity, and graph structure can integrate syntactic information and improve the hidden vectors for ED models. GatedGCN [26] is a gating mechanism to filter noisy information in the hidden vectors of the GCN models for ED. Lai et al. [25] present how transferring open-domain knowledge from word sense disambiguation and regulating representation based on pruned dependency graphs can improve
few-shot learning on large-scale datasets. They propose a training signal derived from dependency graphs to regularize the representation learning.

There have been previous approaches to incorporate syntactic information into the GCN, often ignoring dependency tag information to convey rich and valuable language knowledge to ED. Cui et al. [5] propose an edge-enhanced graph convolutional network, which uses both syntactic structures and dependent label information to perform ED. For the event correlations-based graph for event detection task, Xie et al. [59] formulate event detection task as a graph parsing problem, to overcome the inherent issues with existing trigger classification-based models. It can explicitly model the multiple event correlations and naturally utilize the rich information conveyed by event type and sub-type. Dutta et al. [9] propose a framework for incorporating both dependencies and their labels using the graph transformer networks [61]. However, these methods cannot be completely applied to electrical power systems due to the characteristics of short text and professional terms.

2.3 Topological Graph Learning

Graph neural network [2, 48, 64] can fully describe the complex nonlinear structure on the graph and has a more vigorous representation and reasoning ability [58, 64]. Through topological graph learning and utilizing the heterogeneity, the high-level information can be mined to overcome the short text [13, 43]. Graph representation learning and graph neural networks have gradually become the hot field of graph data mining. Traditional graph representation algorithms are mainly shallow models, such as Metapath2vec [8] and HERec [50] based on the random walk and Skip-Gram model. They cannot effectively capture complex nonlinear structures on the graph. Graph neural network aims to map nodes, edges, or even the whole graph to low-dimensional vector space and keep the structure and properties of the graph itself. It can fully describe the complex nonlinear structure on the graph and has a more vigorous representation and reasoning ability. The spatial embedding fusion method based on graph convolution neural network mainly realizes the aggregation and updating of node information in a multi-layer network. In recent years, multi-graph [16, 19, 31, 37] and heterogeneous graph [11, 13, 14, 52, 56, 62] are effective methods to mining high-order and hidden information. Khan et al. [19] propose a multi-graph convolutional network model to solve the embedding problem of the existing multivariate relational network model. Ma et al. [37] propose a graph convolution model of multi-dimensional networks to capture more abundant node-level information. Considering that most of the existing methods are over-parameterized and limited to learning node representation, Vashishth et al. [53] propose a Composition-based multi-relational Graph Convolutional Network (CompGCN) in which nodes and relations are embedded into the relational graph. Huang et al. [16] propose the framework of a multi-graph convolutional network by developing new convolution operators on multi-graph. To solve the problem of short text classification, Hu et al. [13] convert text into a heterogeneous graph and design a dual-level heterogeneous graph attention network for learning text representation.

Heterogeneous graph neural networks can fully mine the complex structure and rich semantics to learn node representation and improve the performance of subsequent tasks. PTE [52] decomposes the text corpus into multiple heterogeneous text graphs and realizes the representation learning of text graphs through the joint decomposition of multiple graphs. HAN [56] is a heterogeneous graph neural network integrating hierarchical attention mechanism, which learns node representation by weighted fusion from node level and semantic level, respectively. MEIRec [11] is a classical heterogeneous graph neural network, which can learn node representation by integrating rich semantic information provided by multi-element paths. HGT [14] learns node representation based on heterogeneous graph neural network by aggregating heterogeneous relation triples.
Fig. 2. Our multi-channel event detection framework, MC-TED. It contains a topological channel and semantic channel. The topological channel includes two heterogeneous graphs utilizing word dependencies and part-of-speech tags. A relation-type-aware graph updates relation type, and a node-type-aware graph updates node type. The semantic channel refines the textual representations with semantic similarity.

3 FRAMEWORK

We build a multi-channel event detection model for the power systems (MC-TED), as shown in Figure 2. The inputs of our MC-TED model are the words obtained by the CoreNLP syntactic dependency analysis tool. All words are fed into a Bidirectional Long Short-Term Memory (BiLSTM) [49] to get their initial representations. Then, the MC-TED model learns from the topological and semantic channels through the type utilized multi-channel GNN:

- In the topological channel, we construct a syntactic graph based on the syntactic dependency analysis results generated by the Stanford CoreNLP tool. To consider the heterogeneity of relations and words, we further design a relation-type-aware graph and a word-type-aware graph, considering the relation types between words and the word types, respectively. In the two graphs, the representations of relation types and node types are both learnable.
- In the semantic channel, we build a semantic-aware graph according to the semantic distance of the current word representations. The structure of the semantic-aware graph dynamically changes during the training process of the MC-TED. It reflects the similarity of words through adding relation with lower cosine distance.

Through the topological and semantic channels, the MC-TED integrates multiple aspects of multiple sources of information (e.g., node and context) to learn better word representations through the type utilized multi-channel GNN. The type utilized multi-channel GNN considers the word type and relation type to portray nonlinear relationships with stronger representative and inference capabilities fully. At the final step of the MC-TED, the weighted average of the two channels is normalized to obtain the final representation of each word. It then detects triggers and event types in each sentence through a weighted mechanism to obtain the optimal weights.
3.1 Word Feature Representation

We use the CoreNLP syntactic analysis tool to divide a sentence $T$ into words $[w_1, w_2, \ldots, w_N]$, where $N$ is the number of words in $T$. The word representation can be contained by the GloVe 100-dimensional word vectors $[30, 45]$. For our Chinese power event detection dataset PoE, a sentence needs to be firstly segmented through word segmentation tools. The word with multiple characters is initialized randomly to keep dimensions consistent. Then the word embeddings are fed into a BiLSTM to obtain the contextual representations $H^0$.

3.2 Type Utilized Multi-Channel GNNs

Graph neural network [58] can mine the complex structure and rich semantics of the graph to learn node representation and improve the performance of subsequent tasks. In event detection, by modeling multiple syntactic dependency associations between words, GNN-based models can aggregate diverse interaction information to understand the multi-semantic expression of words.

To harness the great power of GNN, we design a multi-channel graph neural network for event detection through semantic and topological channels. As illustrated in Figure 2, it contains: (1) **topological channel**, where a relation-type-aware graph (Figure 2(a)) and a word-type-aware graph (Figure 2(b)) are generated to achieve a more detailed and comprehensive description considering the semantics of word and relation types, and (2) **semantic channel**, where a semantic-aware graph is constructed based on the semantic similarity to refine the textual representations for the event detection. With the two channels, MC-TED integrates multiple aspects of information to learn a more comprehensive word representation.

3.3 Topological Channel

The text contains rich syntactic (topological) information, and the representations of words change in different contexts. To improve comprehensively word representation, we use the Stanford CoreNLP syntactic analysis tool to construct a syntactic graph where the nodes denote the words in a sentence and edges denote the dependencies between words, with the part-of-speech tags (e.g., noun and verb) as node types and the dependency classes (e.g., nominal subject and direct object) as relation types. Formally, the syntactic graph is a form of heterogeneous graph $G = (V, E)$ with a word type mapping function $\psi_w : V \rightarrow A$ and a relation type mapping function $\psi_r : E \rightarrow R$, where $V$ is the set of words and $E$ is the set of relations, $A$ is the set of word types and $R$ is the set of relation types, and $|A| + |R| > 2$.

**Insights on different type information.** Different from the common heterogeneous graphs, the syntactic graph contains two kinds of type information that cannot be substituted or deduced from each other, the word type and the relation type. It is noticed that there are two phenomenons in the syntactic graph: (1) some relations between two words with the same type belong to different types (i.e., “$A_1 \xrightarrow{R_1} A_2$ and $A_1 \xrightarrow{R_2} A_2$”), and (2) relations with the same type may connect two words whose types are different (i.e., “$A_1 \xrightarrow{R} A_2$ and $A_1 \xrightarrow{R} A_3$”). Taking the text in Figure 1 as an example, as shown in Figure 3, the relation types between the words with type “VB” and type “NN” are from {“nsubj”, “obj”), and the relation with type “amod” connects two words with types {“NN”, “JJ”} and {“NN”, “VBG”}. Therefore, only obtaining relation type information or word type information is inadequate, as the two types cannot be substituted or deduced. To address the above issue, we divide the syntactic graph into a relation-type-aware graph and a word-type-aware graph to utilize different type information for the type utilized multi-channel GNN. Specifically, (1) the **relation-type-aware graph** has only one word type (i.e., $|A| = 1$) and multiple relation types (i.e., $|R| > 1$) to learn the topological information under the relation type
Fig. 3. The heterogeneity of relations and words. For one sentence, there are both multi-relationship types for the same node type as the left, and multi-node types for the same relation type as the right.

constraint, and (2) the word-type-aware graph has multiple word types (i.e., \(|\mathcal{A}| > 1\)) and only one relation type (i.e., \(|\mathcal{R}| = 1\)) for word type learning.

Furthermore, the type information in syntactic is obtained by the CoreNLP syntactic analysis tool, which leads to type fault in some cases, especially for the electrical power system with numerous professional terminology (see an example in Section 5.7). We design a type learning mechanism in both the relation-type-aware graph and word-type-aware graph for the type utilized multi-channel GNNs to lessen this error caused by short text and professional terms.

**Relation-type-aware graph.** To consider the heterogeneity of relations, we design a relation-type-aware graph \(G_r = (V_r, E_r)\) with the mapping functions \(\psi_{r,v} : V_r \rightarrow A_r\) and \(\psi_{r,e} : E_r \rightarrow R_r\), where \(|A_r| = 1\) and \(|R_r| > 1\). The relation-type-aware graph does not introduce node type information that means all nodes are the same type. However, the relation types of this graph are different, which are obtained by the CoreNLP syntactic analysis tool. In this way, the relation-type-aware graph only focus on the relation types. In order to utilize the information of relation types, we propose to learn the corresponding relation type vectors as the edge representations:

\[
E_{ij} \leftarrow R_{\psi_{r,e}(e_{ij})}, i, j \in [1, N],
\]

where \(E \in \mathbb{R}^{N \times N \times d_r}\) is the representation of the edge \(e\), and \(R \in \mathbb{R}^{|R_r| \times d_r}\) is the representation of the edge type which is a learnable tensor in the type learning mechanism \((d_r\) is the dimension of the relation type representation between two nodes).

In the relation-type-aware graph, the representations of edges and nodes in the \(l\)-th layer are

\[
E^l, H^l_r = \text{GNN}(E^{l-1}, H^{l-1}_r),
\]

where \(H^{l-1}_r\) is the word (node) representations in layer \(l - 1\) and \(H^0_r\) is the output of BiLSTM in word feature representation. In this paper, we adapt a two-layer GCN and the edge representation is used as the weight of the edge during the message-passing process.

In order to make the model better learn the representation of nodes under different relationships, our relation-type-aware graph updates the edge representation in each layer, making the model focus on learning edge information. The representation of edge in the layer \(l\) is updated as

\[
E^l_{ij} = W_r \left[ E^{l-1}_{ij} || h^l_i || h^l_j \right], i, j \in [1, N],
\]

where || means the concatenation operator, \(h^l_i\) and \(h^l_j\) denote the representations of the two nodes \(i\) and node \(j\) connected by the edge \(e_{ij}\) in the \(l\)-th layer, respectively, \(W_r \in \mathbb{R}^{(2d + d_r) \times d_r}\) is a learnable transformation matrix \((d\) is the dimension of word representation).

**Word-type-aware graph.** We next design a word-type-aware graph \(G_w = (V_w, E_w)\) with the mapping functions \(\psi_{w,v} : V_w \rightarrow A_w\) and \(\psi_{w,e} : E_w \rightarrow R_w\), where \(|A_w| > 1\) and \(|R_w| = 1\). The word-type-aware graph does not introduce the relation type and considers the word types obtained by the CoreNLP syntactic tool. The node embedding of this graph is the concatenation
of word embedding and word type embedding. Thus, for word type learning, we propose to learn the corresponding word type vectors with the word representation:

$$H_w, A^l = \text{GNN}(|H_w^{-1}||A^{-1}|),$$  \hspace{1cm} (4)

where $A \in \mathbb{R}^{N \times d_w}$ is a learnable vector for the word type representation in the type learning mechanism ($d_w$ is the dimension of the word type representation).

The nodes and edges in the node-type-aware graph are the same as the relation-type-aware graph, but the difference is that the types of nodes in this graph are considered instead of the types of relations between nodes. Our node-type-aware graph updates the representation for each node by aggregating the information from its neighbors through the adjacency matrix. It helps for learning more context information for each node. In order to make the model better learn the representation of nodes under different node types, our node-type-aware graph channel only updates the node type representation, making the model focus on learning node information.

### 3.4 Semantic Channel

Topological channel can learn word representations based on syntactic dependencies from two dimensions: node type and relation type. In addition, we design a semantic channel to learn connections based on the semantic distance between words. It metrics the similarity of semantics among words. The semantic channel can establish relationships between words that are far apart and grammatically independent but have similar meanings.

**Semantic-aware graph.** Different from the topological channel, we establish links between the words based on the semantic similarity. We then generate edge weights based on word semantic embeddings over the corpus. The similarity score can be calculated through cosine distance. If the similarity score exceeds a predefined threshold $\rho_{\text{sem}}$, it means that the two words have a semantic relationship in the current sentence. The edge weight of each pair of words can be obtained by

$$\alpha_{i,j} = \text{sim}(h_i, h_j) = \begin{cases} \frac{h_i \cdot h_j}{||h_i|| \cdot ||h_j||}, & \text{if } \cos(\theta) \geq \rho_{\text{sem}} \\ 0, & \text{if } \cos(\theta) < \rho_{\text{sem}} \end{cases},$$  \hspace{1cm} (5)

where $\alpha_{i,j}$ denotes the edge weight between words $i$ and $j$.

Note that the structure of the semantic-aware graph is dynamically changing in the training process, because the edge weight depends on the current representations of words in each step of the training process. Finally, given the current structure of the semantic-aware graph, a GNN is used for learning the representations of words $H_s$.

### 3.5 Event Detection

Event detection is a fundamental task in the field of natural language processing, aiming at identifying trigger words from the text and classifying the text into corresponding event types. Although current methods and models for event detection have achieved increasingly good results, they are mostly trained based on generic domain datasets and often encounter the problem of insufficient annotated data when faced with event detection tasks in a specific domain. In electrical power systems, device events are often described in short sentences for efficient communication and convenience for reading and spreading. Thus, it requires the model to impose higher requirements on feature learning and fuse multiple aspects of information to enhance the node representation.

We pass the representation of the topological channel and the semantic channel through a weighted mechanism to obtain the optimal weights of the three different graphs. The word representations in text are formulated as follows:

$$Z = \lambda_1 H_r + \lambda_2 H_w + \lambda_3 H_s,$$  \hspace{1cm} (6)
Table 1. Statistics of Datasets used in Our Work

| Dataset | Field    | Language | #Events | #Event Types | #Sentences | #Tokens   | Average Sentence Length |
|---------|----------|----------|---------|--------------|------------|-----------|------------------------|
| MAVEN [57] | General | English | 111,611 | 168          | 49,873     | 1,276,000 | 25.5                   |
| ACE 2005 [7] | General | English | 4,090   | 33           | 15,789     | 303,000   | 19.1                   |
| PoE (Ours) | Power   | Chinese | 5,124   | 26           | 4,767      | 53,071    | 11.1                   |

Different from other datasets, our dataset is a Chinese dataset in electrical power systems.

Table 2. Event Type and Sub-type on PoE

| Number | Event Type | Event Sub-type |
|--------|------------|----------------|
| 1      | measurement| measurement    |
| 2      | statistics | total, ratio   |
| 3      | requirement| stipulate, expect |
| 4      | operate    | connect, disconnect, modify, check |
| 5      | happen     | start, complete, cancel, analyze, implement, suffer |
| 6      | defect     | damage, break, burn, placement, dislocation, deformation, corrosion |
|        |            | mismatch, shed, variant |

It contains six event types and twenty-six sub-types. The defect event type consists of eleven sub-types and the measurement event type only has one sub-type.

where $\lambda_1$, $\lambda_2$, $\lambda_3$ are the parameters. We feed the representation of each word into a fully-connected network. It is followed by a softmax function to compute distribution $p(t | Z)$ for event type $t$:

$$ p(t | Z) = \text{softmax}(W_t Z + b_t), $$

where $W_t$ maps the word representation $Z$ to the feature score for each event type and $b_t$ is a bias term. After softmax, the event label with the largest probability is chosen as the event classification result. The loss function is formulated as follows:

$$ J(\theta) = - \sum_{i=1}^{N_T} \sum_{j=1}^{N_i} \log p(P_j^t | T_i, \theta), $$

where $N_T$ is the number of sentences, $N_i$ is the number of words in the $i$-th sentence, $P_j^t$ is the event type $t$ in the $j-th$ word, and $T_i$ is the $i$-th sentence.

4 DATASETS AND SETTINGS

4.1 Datasets

We construct a Chinese event detection dataset in electrical power systems, called PoE. The text is device-related event reports in electrical power systems, written by a professional. Due to the advantage of short texts being easy to read and spread, device events are often described in short sentences for efficient communication in electrical power systems. Furthermore, the event release in power system is usually short and contains numerous professional terms, which is convenient for relevant personnel to respond quickly. Thus, the raw data are the short sentence-level data. It describes daily operation of electrical equipment containing 763 event reports. There are 4,767 sentences, 5,124 events, and 53,071 tokens, containing 26 sub-categories of events, as shown in Table 1. To verify the effect of MC-TED on open datasets, we also conduct experiments on ACE 2005 and MAVEN datasets. The average sentence length are 11.1 tokens in PoE, which is 14.4 and 8.0 less than MAVEN and ACE 2005. Furthermore, compared with ACE 2005 and MAVEN datasets, PoE has a few None event type sentences, which is the most event type in other datasets.

Table 2 shows the event type and sub-type detail of PoE. It contains six categories of event type and 26 categories of event sub-type. The PoE mainly describes the equipment statistics, defects,
It is divided into three parts: train, valid, and test sets. The partition rule is to make the ratio of sentence number, event sentence number, and candidate trigger close to 8:1:1.

Table 4. Statistical Information of Co-occurrence Events on PoE Training Data

| Dataset    | #One Type Number | #Two Type Number | #Three Type Number | #Four Type Number | #Co-occurrence Proportion |
|------------|------------------|------------------|--------------------|-------------------|---------------------------|
| Event Type | 2,675            | 423              | 282                | 141               | 0.24                      |
| Event Sub-type | 2,289          | 634              | 352                | 246               | 0.35                      |

#One Type Number means the number of sentences having only one event type or one sub-type. #Co-occurrence Proportion means the proportion of co-occurrence sentences.

requirements, and maintenance events in the electric power systems. The data set focuses on nine major equipment defects, including damage, burn, corrosion, long-term placement, dislocation, deformation, fall off, and open circuit. The datasets are divided into training, validation, and test sets at an 8:1:1 ratio according to the sentence number, as shown in Table 3. The proportion of event number, event trigger, and no event trigger in the three datasets are basically the same. The training set contains all event types to ensure that there are no invisible event types in the test set. Table 4 shows co-occurrence events information of the event type and sub-type detail of PoE on training data. The co-occurrence sentences means a sentence belong to different event types or event sub-types. Our data set contains up to four co-occurrence event types. For the event type and event sub-type, most sentences on the PoE contain only one event type and sub-type, which is the same as the existing event detection data set. However, the PoE contains more multi-event sentences. It has 12% sentences containing two different event types and 18% sentences containing two different event sub-types. Thus, our data set is more suitable for studying the event type detection problem caused by event co-occurrence.

Furthermore, we analysis the sentence length and event type distributions in Figures 4 and 5. In Figure 4(a), the maximum and shortest sentence length are 224 and 6. The most sentences are in [10, 25], accounting for 72% of the total data set. The average sentence length is 18.88. It can be seen that the text length is short in PoE, increasing the difficulty of event detection. In Figure 4(b), the event “operate” is the largest number of events in the six categories, with a total of 2,049 sentences.
accounting for 39.98%. The events with the least number are “measure” events (403 events in total, accounting for 7.86%). In Figure 5, the type with the largest number of events is “implementation” in 26 sub-categories, with a total of 743 events. The least number of events is the “deformation” event, 11 events in total. The difference between the type with the largest number of events and the type with the least number of events is very large, indicating that the long tail phenomenon is obvious in the sub-categories, the same as ACE 2005 [7] and MAVEN [57].

Compared with the common ED datasets, PoE contains the following four differences:

- **Power Field.** Different from ACE 2005 and MAVEN, PoE is an event detection dataset from the power systems instead of the general field. The events in PoE, including electrical equipment maintenance measures and recommendations, are closely related to the business in the electric power field.
- **Short Text.** The texts in PoE are collected from the electrical records, which are usually the short sentences with non-compliant grammar. The little information brings difficulty to semantic understanding. (In PoE, the average text length is 18.8.)
- **Professional Terms.** PoE is a Chinese sentence-level event detection dataset, containing numerous professional terms in the power systems, such as “laying path”, “direct buried”, and “penetration seal”. It brings limitations to the existing methods in the general field, since the semantics of some terms change when they are used in the power systems.
- **Colloquial expressions.** The existing data sets are crawling from news, whose expression is more formal, basically in accordance with the grammar rules. The PoE comes from equipment maintenance records of electrical worker. Therefore, it contains numerous colloquial expressions, and missing sentence elements.

### 4.2 Implementation Details

All models are implemented based on PyTorch, an open-source deep learning framework. The model parameters are initialized as Gaussian distribution and updated and optimized by Adam algorithm [23]. For re-implementation, Table 5 reports our hyper-parameter settings in MC-TED on ACE 2005, MAVEN, and PoE. The common parameters are set as follows: the learning rate is 0.15, the regularization coefficient is 0.001, the model layer is 2, the word representation dimension is 100, the word type representation dimension is 25, and the relation type representation dimension is 25. The batch size is 10 on ACE 2005 and PoE, and 32 on MAVEN. For our MC-TED, we adopt a two-layer GCN [56] as the graph neural network in our framework. The random dropout ratio is
Table 5. Hyper-parameter Settings in MC-TED

| Hyper-parameters       | ACE 2005 | MAVEN | PoE |
|------------------------|----------|-------|-----|
| GCN initial learning rate | 0.15     | 0.15  | 0.15|
| Train epoch            | 100      | 100   | 100 |
| Model dimensions       | 150      | 150   | 150 |
| Batch size             | 10       | 32    | 10  |
| Model layer            | 2        | 2     | 2   |
| Dropout rate           | 0.55     | 0.50  | 0.60|
| Threshold $\rho_{\text{sem}}$ | 0.10     | 0.12  | 0.15|
| $\lambda_1$           | 2        | 2     | 2   |
| $\lambda_2$           | 1        | 1     | 1   |
| $\lambda_3$           | 2        | 2     | 2   |

Due to the differences among the three datasets, the optimal hyper-parameters are different.

set to 0.55, 0.50, and 0.60 on ACE 2005, MAVEN, and PoE. The similarity score thresholds $\rho_{\text{sem}}$ are 0.10, 0.12, and 0.15 on ACE 2005, MAVEN, and PoE. The early stop strategy is selected to prevent the model from overfitting. Specifically, if the model does not decrease the loss function of the validation set for 100 consecutive turns, the operation is stopped.

To ensure the fairness, all baseline models use the same dataset partitioning as stated in Section 4.1. We use the same value for the common hyper-parameters, including the optimizer, learning rate, batch size, and epoch. All graph-based, LSTM-based, and CNN-based models use the same node representation dimension, which is set to 150 dimensions to keep dimensions consistent with the GNN-based models. For CNN-based methods, the filter kernel size is set to $3 \times 3$ with two layers. For LSTM-based methods, the model layer is two. For BERT-based approaches, we use BERT [6] as sequence encoder, which has 12 layers, 768-dimensional hidden embeddings, and 12 attention heads. All the experiments are conducted on one NVIDIA V100 32GB GPU. Note that all the hyper-parameter settings are tuned on the validation set by the grid search with five trials.

4.3 Baselines

Many event detection models have been designed for these years, which can be divided into CNN-based, LSTM-based, GNN-based, BERT-based, and power systems baselines according to model structure. We compare our method with the following four types of ED baselines:

**CNN-based baselines.** (1) CNN is a two-layer CNN model. It uses sequence tagging to implement event detection. (2) DMCNN [3] leverages a CNN to automatically learn sequence representations with a dynamic multi-pooling mechanism.

**LSTM-based baselines.** (3) BiLSTM (2-layer) is a two layer BiLSTM. (4) MLBiNet (2-layer) [36] uses a multi-layer bidirectional network to model document-level dependencies. We use CoreNLP to obtain the entity for embedding.

**GNN-based baselines.** (5) GCN (2-layer) [24] is a semi-supervised graph convolutional network without considering node type and relation type. (6) GAT (2-layer) [54] uses attention mechanism for learning neighbor weights. (7) MOGANED [60] uses a multi-order graph attention network to effectively model the multi-order syntactic relations in dependency trees. (8) GatedGCN [26] designs a graph based on dependency tree and distance to the candidate trigger of each word.
Table 6. Event Detection Results on our Electrical Power Dataset PoE and PoE-Multi

| Datasets | PoE (Our Dataset) | PoE-Multi (only multiple event sentences) |
|----------|-------------------|------------------------------------------|
| Metric   | F1 (%) | Precision (%) | Recall (%) | F1 (%) | Precision (%) | Recall (%) |
| CNN      | 61.03 ± 1.24  | 59.17 ± 1.71  | 63.02 ± 1.10  | 55.23 ± 0.21  | 54.19 ± 1.01  | 58.63 ± 1.34  |
| DMCNN [3] | 62.34 ± 1.53  | 59.83 ± 1.57  | 64.27 ± 1.93  | 55.83 ± 1.21  | 57.39 ± 0.94  | 58.30 ± 0.74  |
| BiLSTM   | 62.50 ± 1.66  | 56.98 ± 1.72  | 65.89 ± 1.56  | 54.83 ± 1.02  | 53.39 ± 0.26  | 57.73 ± 1.07  |
| MLBNet (2-layer) [36] | 62.50 ± 1.66  | 56.98 ± 1.72  | 65.89 ± 1.56  | 60.78 ± 1.12  | 54.89 ± 1.20  | 61.83 ± 1.04  |
| GCN [24] | 60.36 ± 1.13  | 61.14 ± 1.09  | 59.60 ± 1.54  | 57.48 ± 1.30  | 57.89 ± 1.98  | 54.38 ± 1.48  |
| GAT [34] | 58.88 ± 1.47  | 57.43 ± 1.93  | 60.42 ± 1.27  | 54.89 ± 2.73  | 56.84 ± 2.83  | 57.38 ± 1.03  |
| MOGANED [60] | 61.95 ± 1.78  | 58.94 ± 1.73  | 64.84 ± 1.34  | 58.87 ± 0.84  | 56.48 ± 0.92  | 59.89 ± 1.26  |
| GatedGCN [26] | 61.83 ± 1.92  | 60.73 ± 1.34  | 65.89 ± 1.92  | 59.34 ± 1.43  | 58.72 ± 2.04  | 60.73 ± 1.44  |
| EE-GCN [5] | 62.46 ± 1.17  | 57.41 ± 1.42  | 67.80 ± 1.21  | 60.02 ± 2.32  | 56.37 ± 1.93  | 60.78 ± 2.34  |
| BERT+CRF | 63.48 ± 1.05  | 61.13 ± 1.52  | 67.48 ± 1.81  | 60.37 ± 0.83  | 61.08 ± 0.89  | 63.92 ± 0.38  |
| BERT+BiLSTM | 63.23 ± 1.87  | 61.83 ± 1.30  | 66.83 ± 1.93  | 61.73 ± 2.84  | 60.47 ± 1.93  | 63.78 ± 0.47  |
| BERT+CNN | 63.21 ± 1.92  | 61.83 ± 0.37  | 66.98 ± 1.32  | 61.87 ± 1.37  | 60.29 ± 1.93  | 63.37 ± 2.29  |
| DMBERT [55] | 63.56 ± 1.72  | 62.21 ± 1.78  | 67.70 ± 1.33  | 61.28 ± 0.73  | 59.48 ± 1.34  | 64.28 ± 1.27  |
| HS-M [65] | 60.23 ± 1.21  | 57.95 ± 1.25  | 64.93 ± 1.75  | 56.32 ± 1.02  | 56.76 ± 1.52  | 56.69 ± 1.59  |
| SS-LOF [34] | 62.53 ± 1.17  | 59.65 ± 1.83  | 62.90 ± 1.76  | 58.25 ± 0.70  | 58.19 ± 1.54  | 55.29 ± 1.65  |
| MC-TED (Ours) | 65.58 ± 1.24  | 63.71 ± 1.29  | 69.93 ± 1.61  | 62.82 ± 1.23  | 61.03 ± 1.72  | 65.38 ± 1.29  |

The PoE-Multi means the sentences set that contain multiple events in a sentence. Our approach performs best, even when only considering multiple event sentences, which shows MC-TED is the best choice in PoE.

It considers the important scores to build the graph. (9) EE-GCN [5] is an edge-enhanced graph convolutional network using the syntactic structure, which uses the syntactic structure and the typed dependent label information.

**BERT-based baselines.** (10) BERT+CRF is a vanilla BERT model. It uses a multi-classification approach to implement event detection. (12) BERT+BiLSTM uses a BERT based model and a two layer BiLSTM after the BERT. (13) BERT+CNN adapts a BERT model and a two layer CNN model after the BERT. (14) DMBERT [55] takes advantage of BERT and adopts the dynamic multi-pooling mechanism to aggregate features.

**Power systems baselines.** (15) HS-M [65] combines unlabeled data and partly labeled data in a large margin learning objective, which is a classical method for event detection in the power systems. It incorporates partial knowledge for event detection. (16) SS-LOF [34] is an event detection algorithm in the power systems using reduced data and local outlier factor for detecting the events in power systems. It is employed to determine the region of the event source.

5 EXPERIMENTS AND RESULTS

5.1 Experimental Results

In order to verify the effectiveness of MC-TED, the latest CNN-based, LSTM-based, graph-based, and BERT-based event detection models are selected as the baseline models. We perform event detection on PoE, MAVEN, and ACE 2005 datasets and report the average results with the standard deviation across the 10-folds cross-validation in Tables 6 and 7. Part of the results are from the original papers [3, 5, 36, 55, 57, 60].

MC-TED consistently outperforms all comparison algorithms on the **electrical power datasets (PoE)**, as well as only having multiple event sentences on the PoE in Table 6. Compared with CNN-based models (CNN and DMCNN), MC-TED achieves 4.55% and 3.24% improvements in terms of the F1-score on PoE, and promotes at least 6% points on only multiple event sentences, respectively. It should be contributed to semantic dependencies modeling and syntactic topology preserving ability of the proposed model. Compared with BERT+CRF, BERT+BiLSTM, BERT+CNN, and DMBERT, MC-TED improves the F1-score by at least 2% on PoE and 1% on only multiple
Table 7. Event Detection Results on General Datasets MAVEN and ACE 2005

| Datasets          | MAVEN            | ACE 2005          |
|-------------------|------------------|-------------------|
|                   | F1 (%) | Precision (%) | Recall (%) | F1 (%) | Precision (%) | Recall (%) |
| DMCNN [3]         | 60.60 ± 0.20    | 66.30 ± 0.89     | 55.90 ± 0.50 | 68.00 ± 1.95 | 73.70 ± 2.42 | 63.30 ± 3.30 |
| MLBiNet (2-layer) [36] | 63.69 ± 1.29    | 62.52 ± 1.61     | 66.91 ± 2.75 | 74.60 ± 1.82 | 72.62 ± 1.35 | 76.74 ± 1.83 |
| MOGANED [60]      | 63.80 ± 0.18    | 63.40 ± 0.88     | 64.10 ± 0.90 | 72.10 ± 0.39 | 70.40 ± 1.38 | 73.90 ± 2.24 |
| GatedGCN [26]     | 65.82 ± 1.37    | 63.72 ± 1.73     | 67.78 ± 1.83 | 73.40 ± 1.89 | 76.70 ± 1.48 | 70.50 ± 1.72 |
| EE-GCN [5]        | 66.92 ± 1.53    | 64.29 ± 1.67     | 69.82 ± 1.38 | 74.84 ± 1.87 | 75.84 ± 1.92 | 72.93 ± 1.62 |
| BERT+CRF         | 67.80 ± 0.15    | 65.00 ± 0.84     | 70.90 ± 0.94 | 74.10 ± 1.56 | 71.30 ± 1.77 | 77.10 ± 1.99 |
| DMBERT [55]       | 67.10 ± 0.41    | 62.70 ± 1.01     | 72.30 ± 1.03 | 74.30 ± 0.81 | 70.20 ± 1.71 | 78.90 ± 1.64 |
| MC-TED (Ours)     | 68.47 ± 1.04    | 66.55 ± 1.43     | 70.09 ± 1.78 | 75.26 ± 1.53 | 74.62 ± 1.73 | 73.38 ± 1.82 |

Our model achieves the best performance on F1, which demonstrates the universality of our method.

Table 7 shows the overall results of each approach per evaluation dataset using uniform parameter settings in Section 4.2. MC-TED achieves a significant improvement in most cases on MAVEN and ACE 2005. Compared with DMCNN and MLBiNet, our model consistently outperforms in both ACE 2005 and MAVEN on F1, precision, and recall. Thus, our method performed significantly better than the CNN-based and LSTM-based methods, which learns word representation from topological and semantic perspectives. Compared with BERT+CRF and DMBERT, MC-TED has the best performance and uses significantly fewer word representation dimensions through building graph for each sentence. Compared with MOGANED [60], GatedGCN [26], and EE-GCN [5], three recent graph neural network models, our model respectively achieves 4.67%, 2.65%, and 1.55% improvements on the F1-score on MAVEN, and improves at least 0.42% points on ACE 2005. It shows that our method is significantly superior to the graph-based methods due to utilizing node and edge types information.

Specifically, compared with EE-GCN, it achieves 3.12%, 1.55%, and 0.42% improvements of F1-score on PoE, MAVEN, and ACE 2005. It demonstrates that MC-TED fully accounts for the rich semantics reflected by multiple node types and relations. Therefore, the node representation is more comprehensive and differentiated. GCN, GAT, EE-GCN, MOGANED, MLBiNet, GatedGCN, and MC-TED consider the importance of neighbors in learning node representations, and the performance of our model is more competitive due to its ability to capture multiple semantic information on multi-channel heterogeneous graphs.

It should be noted that the improvement of MC-TED is more significant on the PoE dataset. It improves at least 1.5 points on the three evaluation metrics. The major reason is that PoE is a Chinese power field dataset, which increases the difficulty of syntactic analysis and type recognition. Therefore, even though MC-TED can fuse multiple node types and relations types, its improvement is not obvious because ACE 2005 does not provide validity information. Therefore, for Precision and Recall evaluation metrics, our model is not optimal. It has the best performance in F1 evaluation metric. Taken together, MC-TED achieved peak performance across all datasets, demonstrating the need to model relation-type-aware graph, node-type-aware graph as well as semantic-aware graph.

5.2 Ablation Study on Three Graphs

For further evaluation on the components of MC-TED, we conduct the ablation experiments on PoE and report the results in Table 8.
Table 8. Ablation Study of Topological Channel and Semantic Channel

| Method                                      | F1 (%)   | Precision (%) | Recall (%)   |
|---------------------------------------------|----------|---------------|--------------|
| Relation-type-aware graph (G1)              | 62.94 ± 1.25 | 59.00 ± 1.91 | 67.45 ± 1.65 |
| Word-type-aware graph (G2)                  | 61.95 ± 1.93 | 59.91 ± 1.26 | 64.14 ± 1.38 |
| Semantic-aware graph (G3)                   | 62.90 ± 1.33 | 57.42 ± 1.33 | 69.53 ± 1.25 |
| Homogeneous graph (G0)+G3                   | 62.64 ± 1.15 | 59.48 ± 1.64 | 66.15 ± 1.48 |
| G1+G2                                       | 63.94 ± 1.62 | **64.77 ± 1.52** | 63.13 ± 1.38 |
| G1+G3                                       | 64.07 ± 1.12 | 62.27 ± 1.79 | **70.25 ± 1.61** |
| G2+G3                                       | 63.48 ± 1.42 | 60.18 ± 1.92 | 67.17 ± 1.43 |
| G1+G2+G3                                    | **65.58 ± 1.24** | 63.71 ± 1.29 | 69.93 ± 1.61 |

The bold values are the best result and the underlined values are the second best result.

Table 9. Ablation Study of Topological Channel

| Method                                      | F1 (%)   | Precision (%) | Recall (%)   |
|---------------------------------------------|----------|---------------|--------------|
| MC-TED (only Topological Channel)           | 63.94 ± 1.62 | 64.77 ± 1.52 | 63.13 ± 1.38 |
| w/o relation type module                    | 62.82 ± 1.39 | 62.78 ± 1.23 | 62.20 ± 1.89 |
| w/o node type module                        | 63.28 ± 1.90 | 64.29 ± 2.14 | 63.01 ± 1.29 |
| w/o relation and node types module          | 61.83 ± 1.27 | 62.51 ± 1.43 | 64.10 ± 1.03 |
| w/o relation type learning module           | 63.14 ± 1.19 | **65.94 ± 2.37** | 63.26 ± 1.43 |
| w/o node type learning module               | 62.39 ± 1.04 | 63.30 ± 1.58 | 63.18 ± 1.13 |
| w/o relation and node types learning module | 62.02 ± 2.05 | 62.21 ± 1.61 | **64.47 ± 1.75** |

The bold values are the best result and the underlined values are the second best result.

**Topological channel.** Both the relation-type-aware graph and the word-type-aware graph are vitally essential for the type utilized multi-channel GNN. As shown in Table 8, on the one hand, compared with the full MC-TED, removing the relation-type-aware graph (G1 in Table 8) results in low performance (e.g., a 2.10% decrease in terms of F1 score). On the other hand, considering inside the topological channel, compared with only applying the word-type-aware (G2 in Table 8), G1 plus G2 makes an improvement of 1.99%, implying the relation-type-aware graph contributes to the topological information capture. The conclusion is consistent for the word-type-aware graph. The main reason is that it achieves a more detailed and comprehensive description considering the semantics of word and relation types. Furthermore, we replace the two graphs with a single GCN and use a homogeneous graph (i.e., without any word type information and relation type information, G0 in Table 8) as its input. The results show a 2.94% decrease after the replacement and a 2.68% decrease when only applying the semantic channel, which reflect the importance of the topological channel with type utilizing multi-channel GNN. It may be because the topological channel designs two different heterogeneous graphs utilizing word dependencies and part-of-speech tags. The relation-type-aware graph updates the edge representation in each model layer, making the model focus on learning edge information. All the observations indicate that our model through utilizing the relation type improves the event detection performance.

**Semantic channel.** The semantic-aware graph helps capture richer semantic information beyond the original syntactic topology. From Table 8, it is noticed that the performance drops by 1.64% in terms of F1 score when not including the semantic-aware graph (G3 in Table 8). It demonstrates that the semantic channel can establish relationships between words that are far apart and grammatically independent but have similar meanings. The structure of the semantic-aware graph dynamically changes during the training process. Furthermore, after adding the semantic-aware graph, the performance of only applying the relation-type-aware graph or word-type-aware graph increases by 1.13% and 1.53%, respectively. Therefore, the semantic channel improves the...
superiority of MC-TED, independent of the topological channel. It also demonstrates that the semantic channel refines textual representations with semantic similarity, building the semantic information interaction among potential event-related words.

All the observations demonstrate the effectiveness of two channels in our model. With the two channels, MC-TED integrates multiple aspects of information to learn a more comprehensive word representation through fusing multiple sources of information. The semantic channel reflects the similarity of words through adding relation with lower cosine distance. The topological channel constructs a relation-type-aware graph and a word-type-aware graph to learn more comprehensive node representations. They consider the word type and relation type to portray nonlinear relationships with stronger representative and inference capabilities fully.

5.3 Ablation Study on Topological Channel

We evaluate variants on topological channel of our approach, as shown in Table 9. We show the experimental results and observe that:

**Type module.** We exclude the relation type module of relation-type-aware graph for the type utilized multi-channel GNN. As a consequence, excluding the module decreases the F1-scores by 1.12%, as well as precision by 1.99%, and recall by 0.97%. Thus, the F1-scores decrease in all metrics, thereby showing that the relation type module could significantly improve the performance. The relation type module positively affected the learning of word relationship, and relation type knowledge is helpful for event detection with the type utilized multi-channel GNN. We further exclude the node type module, which improves event detection by utilizing node type knowledge. The decreases for the F1, precision, and recall are 0.66%, 0.48%, and 0.12%, respectively, with significant effects on performance. When both the relation type and node type are excluded, the performance is decreased dramatically. These findings indicate that relation type module in G1 and word type module in G2 can effectively improve event detection.

**Type learning module.** The topological channel has relation type learning and node type learning module for learning more appropriate word representations according to context. It is designed for weaken word and relation type errors in the electric power texts caused by the terminology vocabulary. When the relation type learning module is excluded, the F1-score is decreased by 0.80%. Compared with removing the whole relation type module, the performance is increased which demonstrates the validity of adding relation type. We further exclude both relation and node type learning modules, the F1-score decreases 1.92% points. These results suggest that all of the modules are useful, and that the relation type module is the most important for event detection because excluding them dramatically degraded the performance.

5.4 Discussion on Generalized Variants

To evaluate the effectiveness and generality of components, we experiment various variants on our dataset, as shown in Table 10. Specifically, for word initial representation, we employ six models: Random, Random+BiLSTM, Glove, Glove+BiLSTM, BERT and BERT+BiLSTM. It consists of two branches, that is whether to use BiLSTM. For the encoder, we apply GAT, GCN, and BERT to learn word embedding. For the aggregation method, we adopt concatenation and average methods to merge the representation of three graphs. We analyze the experimental results and observe that:

**Initial representation.** In the most circumstance, using BiLSTM can boost word representation through learning context information. Furthermore, based on different static word representation methods, the random method acquires the best performance in most instances, which utilizes significantly fewer dimensions of words than BERT.

**Encoder.** GCN encoder is better than GAT encoder in our scheme. This is mainly because GCN structure alleviates the effect of word representation smoothing, which is more suitable for our
### Table 10. Evaluation for Variants on PoE

| Initial Representation | Encoder | Aggregation     | F1 (%)       | Precision (%) | Recall (%)  |
|------------------------|---------|-----------------|--------------|---------------|-------------|
| **Random**             |         |                 |              |               |             |
|                        | GAT     | Concatenation   | 62.38 ± 1.66 | 61.28 ± 1.98  | 65.21 ± 1.46 |
|                        |         | Weighted        | 60.02 ± 1.62 | 58.24 ± 1.20  | 62.32 ± 1.74 |
|                        | GCN     | Concatenation   | 61.19 ± 1.08 | 60.23 ± 1.60  | 62.79 ± 1.04 |
|                        |         | Weighted        | 61.76 ± 1.01 | 60.23 ± 1.01  | 59.37 ± 1.63 |
|                        | BERT    | Concatenation   | 62.53 ± 1.12 | 60.93 ± 1.29  | 66.93 ± 1.32 |
|                        |         | Weighted        | 63.83 ± 1.27 | 61.92 ± 1.72  | 67.28 ± 1.28 |
| **Random+BiLSTM**      |         |                 |              |               |             |
|                        | GAT     | Concatenation   | 60.87 ± 1.76 | 61.39 ± 1.03  | 64.29 ± 1.84 |
|                        |         | Weighted        | 60.06 ± 1.44 | 60.90 ± 1.37  | 63.05 ± 1.17 |
|                        | GCN     | Concatenation   | 59.64 ± 1.81 | 60.45 ± 1.10  | 62.82 ± 1.39 |
|                        |         | Weighted (Ours) | 65.58 ± 1.24 | 63.71 ± 1.29  | 69.93 ± 1.61 |
|                        | BERT    | Concatenation   | 63.82 ± 1.01 | 60.92 ± 1.73  | 66.38 ± 1.83 |
|                        |         | Weighted        | 63.23 ± 1.87 | 61.83 ± 1.30  | 66.83 ± 1.93 |
| **Glove**              |         |                 |              |               |             |
|                        | GAT     | Concatenation   | 60.76 ± 1.19 | 59.74 ± 1.29  | 62.22 ± 1.98 |
|                        |         | Weighted        | 60.20 ± 1.92 | 58.20 ± 1.76  | 62.72 ± 1.93 |
|                        | GCN     | Concatenation   | 59.32 ± 1.90 | 62.36 ± 1.81  | 61.01 ± 1.89 |
|                        |         | Weighted        | 62.14 ± 1.25 | 57.18 ± 1.53  | 56.67 ± 1.65 |
|                        | BERT    | Concatenation   | 63.34 ± 1.74 | 62.03 ± 1.24  | 67.38 ± 1.74 |
|                        |         | Weighted        | 62.93 ± 1.83 | 60.35 ± 1.39  | 66.87 ± 1.39 |
| **Glove+BiLSTM**       |         |                 |              |               |             |
|                        | GAT     | Concatenation   | 63.85 ± 1.52 | 60.13 ± 1.39  | 61.71 ± 1.21 |
|                        |         | Weighted        | 60.91 ± 1.63 | 53.52 ± 1.94  | 61.62 ± 1.75 |
|                        | GCN     | Concatenation   | 59.16 ± 1.51 | 60.73 ± 1.09  | 59.58 ± 1.02 |
|                        |         | Weighted        | 62.55 ± 1.14 | 62.64 ± 1.12  | 61.01 ± 1.60 |
|                        | BERT    | Concatenation   | 63.04 ± 1.37 | 60.65 ± 1.63  | 65.26 ± 1.35 |
|                        |         | Weighted        | 63.84 ± 1.84 | 60.74 ± 1.63  | 67.83 ± 1.34 |
| **BERT**               |         |                 |              |               |             |
|                        | GAT     | Concatenation   | 61.68 ± 1.25 | 60.28 ± 1.29  | 65.12 ± 1.78 |
|                        |         | Weighted        | 60.90 ± 1.84 | 58.49 ± 1.02  | 59.94 ± 1.82 |
|                        | GCN     | Concatenation   | 62.96 ± 1.53 | 61.37 ± 1.35  | 66.40 ± 1.06 |
|                        |         | Weighted        | 61.61 ± 1.10 | 60.46 ± 1.30  | 65.50 ± 1.43 |
|                        | BERT    | Concatenation   | 62.84 ± 1.23 | 61.05 ± 1.35  | 66.92 ± 1.83 |
|                        |         | Weighted        | 63.48 ± 1.05 | 61.13 ± 1.52  | 67.48 ± 1.81 |
| **BERT+BiLSTM**        |         |                 |              |               |             |
|                        | GAT     | Concatenation   | 63.64 ± 1.83 | 60.38 ± 1.23  | 61.70 ± 1.87 |
|                        |         | Weighted        | 61.74 ± 1.64 | 59.53 ± 1.92  | 62.76 ± 1.85 |
|                        | GCN     | Concatenation   | 59.60 ± 1.34 | 60.63 ± 1.29  | 63.01 ± 1.54 |
|                        |         | Weighted        | 64.16 ± 1.81 | 60.25 ± 1.62  | 64.17 ± 1.01 |
|                        | BERT    | Concatenation   | 61.63 ± 1.53 | 60.74 ± 1.26  | 66.26 ± 1.25 |
|                        |         | Weighted        | 63.06 ± 1.03 | 61.24 ± 1.53  | 66.42 ± 1.32 |

The bold values are the best result and the underlined values are the second best result.

dataset with short sentences. For BERT-based encoder, performance will be reduced compared to Random+BiLSTM+GCN method. The main reason is that event detection in short texts is more dependent on syntactic dependency correlation. In our baseline methods, the BERT-based method has better performance than all LSTM-based models and GNN-based models. However, in the BERT-based models, we try to combine the graph method and the model has a bad effect. It may be because the whole model is strongly dependent on BERT’s representation, so it is difficult to further improve. Furthermore, the training time of BERT-based model was significantly longer than that of graph-based model. In order to meet the practical application requirements, we use graph-based model as the encoder.

**Aggregation method.** Our weighted aggregation method is to set appropriate weights among relation-type-aware graph, word-type-aware graph, and semantic-aware graph for obtaining the
5.5 Parameter Study

In order to further evaluate the sensitivity of MC-TED to parameters, we conduct parameter experiments on PoE. Figures 6, 7, 8, and 9 show the effects of label rate, the GCN layer, the dimension of node representation, and the cosine distance of node representation.

Label rate. As shown in Figure 6, we compare our model with EE-GCN and MLBiNet using two layers. MC-TED is significantly superior to the advanced graph-based methods on most label rates. It shows that our model utilizes the node type and relation type is efficient regardless of the number of labeled samples. MC-TED performs best when we use the full dataset.

Model layer. The number of layers of the heterogeneous graph neural network is relatively shallow. As the number of layers deepens, the effect of heterogeneous graph neural network will decrease significantly (semantic confusion phenomenon). Figure 7 shows the performance of MC-TED with 1-5 layers GCN. It can be seen that as the number of model layers deepens, the performance of our model will decrease significantly (semantic confusion phenomenon). The 2-layer, MC-TED can learn the node representation with distinguishing degree by capturing the final representation of each word. Our concatenation aggregation method merges the representation of three graphs, which makes the word dimension three times larger. In our scheme, the weighted method usually obtains better results than the concatenation method.
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Fig. 8. Parameter study on representation dimension. PoE not only have the problems of long tail and multi-event difficulties existing in ACE and MAVEN, but also have the characteristics of short text, many terms, and colloquial language, which increase the difficulty of detection. Therefore, the performance of PoE is lower than that of the other two data sets. In addition, our model performs best on representation dimension of 150.

Fig. 9. Parameter study on threshold $\varrho_{\text{sem}}$. In all datasets, our model performs best on the threshold of 0.3. F1 values vary significantly in our data set and ACE 2005, which demonstrates the validity of semantic channel.

heterogeneous structure and retain rich semantics on the graph, while the node representation learned by the 5-layer of our model has become indistinguishable. The number of layers of MC-TED is relatively shallow (usually, 1-2 layers are better). The MC-TED model performs best with 2 GCN layers.

**Model dimensions.** The representation dimension of nodes will directly affect the performance of MC-TED. As shown in Figure 8, with the increase of node representation dimension, the performance of our model increased slowly at first, then remained unchanged, and finally decreased slowly. This is because MC-TED needs enough dimensions to encode semantic and structural information, but too large dimensions may introduce some redundancy and lead to the over-fitting phenomenon. MC-TED performs best when the node representation dimension is 150. Therefore, we finally set the node representation dimension as 150.

**Cosine distance.** In the semantic-aware channel, we construct the edge between nodes according to cosine distance. We let nodes whose distance is less than the threshold have no edges, and MC-TED updates edge in training. As shown in Figure 9, with the increase of the threshold, the performance of the MC-TED model increased slowly at first, and then decreased slowly. It achieves optimal performance when the threshold value is 0.3.
Table 11. Analysis of Type Learning Mechanism

| Method                        | F1 (%)       | Precision (%) | Recall (%)    |
|-------------------------------|--------------|---------------|---------------|
| MC-TED                        | 65.58 ± 1.24 | 63.71 ± 1.29  | 69.93 ± 1.61  |
| w/o relation type learning module | 63.75 ± 1.47 | 64.92 ± 1.92  | 62.63 ± 1.03  |
| w/o word type learning module | 63.29 ± 1.58 | 60.65 ± 1.37  | 66.16 ± 1.65  |

The bold values are the best result.

Fig. 10. Analysis of multiple channels: topological graph and learning process of the semantic graph. In the semantic channel, the connection of the graph will change with the increase of model training epochs. The words in one event will be connected, and the connection of words in different events will be disconnected.

5.6 Analysis of Multiple Channels

We further provide more detailed analysis on topological channel and semantic channel. Specifically, we (1) investigate the type learning mechanism in topological channel for the type utilized multi-channel GNN by ablation study, (2) visualize the structure change of the semantic-aware graph to study the effect of network reconstruction, and (3) compare the two graphs to seek the relation between the two channels. We have the following three observations.

**Type learning in topological channel is essential.** As an important part of reducing the error of wrong analysis of both relation types and word types, the type learning mechanism is proven to be necessary in Table 11. Without the relation type learning or word type learning, the results of event detection have a decline by 1.83% and 2.29% in terms of F1 score. Thus, the type learning mechanism can effectively reduce the cumulative error caused by the analysis tool, which is exacerbated by the professional domain-specific terms in the power systems.

**Dynamic structure learning in semantic channel is obviously effective.** The semantic channel reconstructs the semantic-aware graph and learns a new structure based on the current representations in each training step. We visualize the structure change of semantic-aware graph during a training process in Figure 10(b), (c), and (d), taking 50 epochs as an interval. The effectiveness of structure learning is obvious that the semantic-relevance words in an event are becoming a cluster during the training process and the corresponding trigger is eventually at the cluster center. The tight connections between the trigger and core arguments makes the trigger identification more accurate, and cluster characteristics help to classify the event type.

**Semantic channel and topological channel complement each other.** Figure 10(a) and (b) show examples of the topological graph and semantic graph. It is clearly noticed that the semantic channel learns a graph which supplements the non-semantic shortcomings of the topological one in some cases. For instance, the words “voltage” and “cable” are connected with semantic relevance, while ignored by the topological graph. The above conclusion is also the same for the topological channel with the type utilized multi-channel GNN.
Fig. 11. An example of event type prediction. The red color represents wrong prediction. Our method identifies the candidate trigger penetration is a real trigger and the event type is operate-measure, and judges the candidate trigger prefabricated is not a real trigger. It demonstrates that our model can accurately predict some easily confused events.

5.7 Case Study
As shown in Figure 11, we give the event detection results of EE-GCN, MLBiNet, and MC-TED. Through the CoreNLP tools, an event “penetration seals” is a “compound” and misrepresented as an element of the clause. Therefore, it is difficult to detect the trigger word “penetration” based on the syntactic dependency graph. MC-TED utilizes the type information and makes the node type and relation type learnable. MC-TED can accurately classify the events corresponding to the trigger “penetration” by introducing node and relation type. It shows that MC-TED can optimize the representation of nodes and edges with a relation-type-aware graph and node-type-aware graph. Furthermore, the topological graph is constructed based on a CoreNLP syntactic analysis tool, thus there are some node type and relation type that are easily to be classified to be the trigger words, such as the word “prefabricated” where the word type are classified as "VBN". It demonstrates that MC-TED introduces nodes type and edges type learnable mechanism, weakening the misleading effect of node type.

6 CONCLUSION
In this paper, we propose MC-TED, a multi-channel GNN which utilizes type information for event detection in power systems. To solve the problems incurred by short texts and professional terminologies in power systems, MC-TED learns representations from topological and semantic channels to capture richer information. The topological channel generates a relation-type-aware graph and a word-type-aware graph, learning relation-type- and word-type-constrained features. The relation type and word type can both be learned in these two graphs to reduce errors generated by syntactic analysis tools. Furthermore, we build a Chinese event detection dataset in power systems, called PoE, which is derived from electrical power records. Extensive experimental results demonstrate that MC-TED achieves state-of-the-art performance on ACE, MAVEN, and PoE datasets.
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