PERFORMANCE EVALUATION OF A SINGLE-MODE BIOMETRIC ACCESS CONTROL SYSTEM
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Abstract: The present work evaluates the performance of a fingerprint-based access control system to secure premises. In order to evaluate these performances, we used a regression model in which the dependent variable is of qualitative type, more precisely, the variable: "the new individual who takes the entrance test is positive or negative". Our model is therefore a classifier capable of diagnosing whether fingerprints will be accepted or not. This performance evaluation model is realized by means of the confusion matrix, the calculations of the evaluation parameters (Sensitivity, Specificity, Positive Predictive Value, Negative Predictive Value and False Negative), and finally the plots of the sensitivity values against 1-Specificity (ROC curve). On a sample of six hundred individuals of which 470 enrolled and 130 not enrolled, the access control system obtained the results of which 456 true positives, 14 false negatives, 10 false positives and 120 true negatives which constitute our confusion matrix, which we were able to evaluate the performance of our system by applying the calculations of the evaluation parameters.
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1. Introduction

1.1. Problematic

When assessing the diagnostic value of a sign for a condition, the sign is sought in individuals with and without the condition in question [6].

Two experimental situations are to be considered:

✓ A representative sample of a population is taken. From this sample, we can estimate all the probabilities of events by the corresponding observed frequencies;
✓ Two samples are taken, one representative of the individuals for whom the diagnosis is true, the other representative of the individuals for whom it is false. This is often the only way to proceed in practice, especially when the disease under consideration is rare. It should be noted, however, that it is no longer possible to estimate any probability by the corresponding observed frequency [6, 15].

The real problems that arise in controlling access to students in a multi-entry institution, especially when verifying academic fee payment slips, must be assessed to determine the acceptability or otherwise of the system.

Thus, in order to motivate the continuation of this work, questions of the kind listed below will not be excluded:

✓ What are the most effective methods we can apply to properly evaluate the performance of the access control system?
✓ How can the problem of access control performance to secure premises by fingerprints be properly assessed?

These questions constitute the set of problems that we will attempt to examine in the following lines.

1.2. Assumptions

To solve these problems, the optimal solution that we propose in this work is to evaluate the performance of this system, using a regression model where the dependent variable is of qualitative type, more precisely, it is the variable: "the new individual who makes the entry test is positive or negative".

Specifically, we will:

✓ To design a model that would be a classifier that could diagnose whether the impression is accepted or not.
✓ To make a confusion matrix, to calculate the parameters of the evaluation (Sensitivity, Specificity, the positive predictive value, the negative predictive value and the false negative), and finally to plot the values of the sensitivity Se as a function of 1-Sp (ROC curve), which will have the purpose of well evaluating the performance of our system.
1.3. Lenses

1.3.1. General objective

The overall objective of this work is to design a tool that will allow the evaluation of the access control management system.

1.3.2. Specific objectives

Our approach will achieve the following objectives:

- Implement a classifier that can diagnose whether the fingerprint is accepted or not;
- Design a system performance evaluation model based on the confusion matrix, calculations of the evaluation parameters (Sensitivity, Specificity, Positive Predictive Value, Negative Predictive Value and False Negative), and finally the plots of the sensitivity values $S_e$ versus $1-S_p$ (ROC curve)

1.4. Interest of the subject

The interest of such an approach is to make a major contribution to the scientific community, by providing them with a logical approach to evaluate the performance of a fingerprint-based access control system to secure premises.

2. Presentation of the problem

Let $A$ (Set of individuals enrolled in the access control system) and $B$ (Set of individuals not enrolled in the access control system) be any two events of a fundamental set $E$ consisting of six hundred individuals, with a probability distribution $IP[1, 2]$.

We are interested in what happens to the probability of $A$ when we learn that $B$ has already been realized and the probability of $B$ when we learn that $A$ has already been realized, i.e. when we restrict the set of possible outcomes $E$ to $B$ and $E$ to $A$ [10, 16].

The conditional probability of $A$, knowing that event $B$ is realized, is denoted $IP(A/B)$ and is defined by the following relation:

$$IP(A/B) = \frac{IP(A \cap B)}{IP(B)} \quad (2.1)$$

The conditional probability of $B$, knowing that event $A$ is realized, is noted $IP(B/A)$ and is defined by the following relation:

$$IP(B/A) = \frac{IP(B \cap A)}{IP(A)} \quad (2.2)$$

In these equations, the probabilities of the events $A \cap B$, $A$ and $B$ must be calculated over the entire fundamental set $E$.

Consider $E$, the experiment that consists in verifying the performance of an access control system on a fundamental set $E$ of six hundred students of the University of Kinshasa [3].

The probabilities of True Positive, False Positive, False Negative and True Negative events have certain values.

The Venn diagram below shows the distribution of each event:

![Venn diagram of set E](image)

Figure 2-1: The Venn diagram of the set $E$.

2.2 Estimation of evaluation parameters

2.2.1. A representative sample

2.2.1.1. The data

When we have a representative sample of a population, we can summarize the data of the experiment by a 2x2 confusion matrix, on which the numbers are indicated.

Given two fundamental subspaces of the space $E$, the random events are $B_1$: "being enrolled" and $B_2$: "not being enrolled".

Let $VP$, $FP$, $FN$ and $VN$ be the events from the fundamental set $E$.

The elements of $E$, possible results of the tests are as follows [7, 8]:

- $VP$ (True Positives), represents the individuals enrolled ($E^+$) and accepted by the system $\{S\}$;
- $FP$ (False Positives), represents the individuals not enrolled ($E^-$) and in whom the system has accepted them $\{S\}$;
- $FN$ (False Negatives), represents the individuals enrolled ($E^+$) and in whom the system has rejected them $\{S^-\}$;
- $VN$ (True Negatives), represents individuals who were not enrolled ($E^-$) and where the system rejected them $\{S^-\}$;

2.2.1.2. Confusion matrix

In supervised machine learning, the confusion matrix is a matrix that measures the quality of a classification system. Each row corresponds to a real class, each column corresponds to an estimated class. The cell row $L$, column $C$ contains the number of elements of the real class $L$ that have been estimated as belonging to the class $C$ [11, 13].

One of the interests of the confusion matrix is that it quickly shows whether a classification system manages to classify correctly.

|       | E+ | E- |
|-------|----|----|
| **Table 1: Confusion Matrix** |    |    |
| 272   | JREAS, Vol. 07, Issue 01, Jan 22 |
2.2.1.3. Estimation of sensitivity and specificity

The sensitivity of a sign for a disease is the probability that the sign will be present if the subject has the disease in question. It is therefore the conditional probability that can be noted [14]:

\[ Se = \frac{VP}{VP + FN} \]  
(2.3)

This conditional probability is estimated by the ratio of the corresponding numbers to the observed confusion matrix:

\[ Se \approx \frac{VP}{VP + FN} \]  
(2.4)

**Note:** True parameters, which are conditional probabilities, and their estimates, which are ratios of observed numbers, are noted identically, following established usage [5].

The specificity of an access control test is the probability that the individual will not be enrolled and the system will deny access.

\[ Specificity = Sp = \frac{FP}{FP + TN} \]  
(2.5)

A diagnostic test is therefore all the more specific as subjects free of the disease present the sign less often.

For a "perfect" test, i.e. one that makes no errors, the sensitivity and specificity values are equal to 1.

2.2.1.4. Estimation of predictive values

In practice, let’s assume, when a doctor receives the result of a complementary examination, positive or negative, he does not know whether the patient suffers from the condition he is trying to diagnose or not, and the probabilities he is interested in are expressed as follows: what is the probability of the presence of disease E in this patient, knowing that the examination has given a positive (or negative) result?. These probabilities are called predictive values [2, 14].

Specifically, we have:

- **The negative predictive value (VPN)** of a sign for a disease is the probability that the subject is free of the disease if the sign is absent [14].

The estimates are obtained from the same data table:

\[ VPP = \frac{VP}{VP + FN} \]  
(2.6)

\[ VPN = \frac{VN}{VN + FP} \]  
(2.7)

2.2.1.5. Calculation of the evaluation parameters

2.2.1.5.1. Calculation of the parameters of the evaluation on the fundamental set E

Let us compute the estimators of these parameters in the case where we want to evaluate the performance of the access control system on the fundamental set E, consisting of six hundred individuals distributed in the confusion matrix below:

Table 3: Individuals distributed in the Confusion Matrix

|       | E+   | E-   |
|-------|------|------|
| S+    | 456  | 10   |
| S-    | 14   | 120  |

\[ Se = \frac{456}{456 + 10} \Rightarrow Se = 0.97021277 \]

\[ Sp = \frac{120}{120 + 10} \Rightarrow Sp = 0.92307692 \]

\[ VPP = \frac{456}{456 + 10} \Rightarrow VPP = 0.97854077 \]

\[ VPN = \frac{120}{120 + 14} \Rightarrow VPN = 0.89552239 \]

\[ FN = 1 - SP \Rightarrow FN = 1 - 0.92307692 \Rightarrow FN = 0.07692308 \]

2.2.1.5.2. Calculation of the evaluation parameters on the partitions of E

Consider events \( A_1 \) ... \( A_n \) such that they form a partition of the fundamental set \( E \) [7]. By definition, \( A_i \) are mutually exclusive and their union is \( E \):

\[ \forall (i \neq j), (A_i \cap A_j = \emptyset); \]  
(2.8)

\[ \bigcup_{j=1}^{n} A_i = E \]  
(2.9)

The following table illustrates the composition of our fifteen events that create the partition of the fundamental set \( E \):

Table 4: Fifteen events create the partition of the fundamental set E
Let us compute the estimators of these parameters in the case where we seek to evaluate the performance of the access control system.

For given thresholds $S_1, S_2 \ldots S_{15}$, and Average (AVG), we obtain the table below (Se=VP/(VP+FN), Sp=VN/(VN+FP), VPP=VP/(VP+FP), VPN=VN/(VN+FN), and FN = 1-Sp):

Table 5: Calculation of estimating parameters.

| Group | Se     | Sp     | VPP    | VPN    | FN     |
|-------|--------|--------|--------|--------|--------|
| $S_1$ | 1      | 0,833333 | 0,972972 | 0,875 | 0,166666 |
| $S_2$ | 0,978260 | 0,875 | 0,978260 | 0,875 | 0,125 |
| $S_3$ | 0,972972 | 0,875 | 0,972972 | 0,875 | 0,125 |
| $S_4$ | 0,972222 | 0,875 | 0,972222 | 0,875 | 0,125 |
| $S_5$ | 0,970588 | 0,888888 | 0,970588 | 0,888888 | 0,111111 |
| $S_6$ | 0,969069 | 0,888888 | 0,969069 | 0,888888 | 0,111111 |
| $S_7$ | 0,96875  | 0,96875 | 0,96875 | 0,9 | 0,1 |
| $S_8$ | 0,967741 | 0,967741 | 0,967741 | 0,9 | 0,1 |
| $S_9$ | 0,966666 | 0,909090 | 0,966666 | 0,909090 | 0,909090 |
| $S_{10}$ | 0,965517 | 0,923076 | 0,965517 | 0,923076 | 0,076923 |
| $S_{11}$ | 0,964285 | 0,964285 | 0,964285 | 0,964285 | 0 |
| $S_{12}$ | 0,961538 | 0,961538 | 0,961538 | 0,857142 | 0 |
| $S_{13}$ | 0,958333 | 0,958333 | 0,958333 | 0,857142 | 0 |
| $S_{14}$ | 0,956521 | 0,956521 | 0,956521 | 0,857142 | 0 |

2.3 Representation using bar graphs

Here is our bar chart for the distribution of a quantitative statistical variable. This diagram represents the results of the 15 groups including the average of the observations [3, 7]:

As we can notice on the figure above, the average values are represented as follows: Sensitivity is 0.96887309, Specificity is 0.92455193, Positive predictive value is 0.98035934, Positive predictive value is 0.89359955 and False Negative = 1-Sp is 0.07544807.

2.4 Graphical representation using ROC curve

The receiver operating characteristic (ROC), also known as the performance characteristic of a test or the sensitivity/specificity curve, is a measure of the performance of a binary classifier, i.e. a system whose objective is to categorize items into two distinct groups on the basis of one or more of the characteristics of each of these items [6], [8].

Graphically, the ROC measure is often represented as a curve that gives the true positive rate (fraction of positives that are actually detected) versus the false positive rate (fraction of negatives that are incorrectly detected).

When a test provides continuous results, the best threshold between the estimated values and the normal values should be determined. Ideally, sensitivity and specificity should be equal to 1. This is usually not possible, and the highest values for these two parameters should be sought, knowing that they vary in opposite directions [6, 9].

For this choice, we use a graphical tool, the ROC curve (Receiver Operating Characteristics). A ROC curve is a plot of the sensitivity values Se versus 1-Sp.
which constitutes our confusion matrix, that we were able to evaluate the performance of our system.

false negatives, 10 false positives and 120 true negatives. The system had the following results: 456 true positives, 14 false negatives, 10 false positives and 120 true negatives. There were 470 enrolled and 130 not enrolled, the access control system therefore a better classifier that can diagnose whether the footprint is accepted or not with $R^2=0.7$.

CONCLUSION

Here we are at the end of our work which consisted in evaluating the performance of an access control system to premises secured by fingerprints. To evaluate this performance, we used a regression model in which the dependent variable is of the qualitative type, more precisely, the variable: "the new individual who takes the entry test is positive or negative".

Our model would therefore be a classifier that can diagnose whether the fingerprint is accepted or not. This model for evaluating the performance of the fingerprint-based access control system is carried out by means of the confusion matrix, calculations of the evaluation parameters (Sensitivity, Specificity, positive predictive value, negative predictive value and false negative), and finally plots of the sensitivity values $Se$ as a function of $1-Sp$ (ROC curve) [9].

However, we can confirm that our objectives were achieved because on a sample of six hundred individuals of which 470 enrolled and 130 not enrolled, the access control system had the following results: 456 true positives, 14 false negatives, 10 false positives and 120 true negatives which constitutes our confusion matrix, that we were able to evaluate the performance of our system.

From all the tests performed we can conclude that the mean values are represented as follows: Sensitivity is 0.96887309, Specificity is 0.92455193, Positive Predictive Value is 0.98035934, Positive Predictive Value is 0.89359955 and False Negative = 1-Sp is 0.07544807. In terms of success rate of the single mode identification (fingerprint) that we have just performed, we can say that the results obtained are satisfactory since the performance is 96%.
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