The analysis of genomewide SNP data using nonparametric and kernel machine regression
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Abstract
This paper illustrates novel use of nonparametric regression in the challenging problem of reliably identifying true association patterns in high dimensional data without the cost, inherent in existing methods, of increasing the false positives. The proposed nonparametric association test (NPAT) treats p-values from multiple hypothesis tests as summaries of association that preserves the correlation in the data and capitalises on this correlation to increase power while minimising false discoveries, relative to existing methods. Distributional results are used to support estimation of the tuning parameter and significance thresholds for NPAT. The method is applied to the WTCCC study of Crohn’s disease and results compared with a sequence kernel association test (SKAT) that conversely uses nonparametric regression techniques to group sets of explanatory variables, prior to association testing. Results show that NPAT is efficient, computationally tractable and produces findings comparable with Bonferroni correction while SKAT misses a strong association signal in the data.
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Introduction
A key challenge in the statistical analysis of high dimensional datasets with a small number of individuals studied relative to the number of explanatory variables is the so called "curse of dimensionality" (Bellman, 2003). Although multiple hypothesis test procedures provide a solution and are computationally feasible with stable algorithms, the associated lack of power can mitigate against their usage in, for example, genomic studies where small effect sizes are the norm. This paper addresses this lack of power by novel use of nonparametric regression in multiple hypothesis tests of data from a genomewide association study (GWAS). GWAS is an approach which involves rapidly scanning a large number of SNP markers across the genome to find genetic variations associated with a particular disease or condition. A single nucleotide polymorphism, or SNP, is a variation at a single position in a DNA sequence among individuals.

Permutation tests control the error rate in multiple hypothesis test procedures by comparing each observed test statistic with an empirical distribution constructed from the observed data. In the "exact" test, this distribution is based on each possible data permutation while in the Monte Carlo test, the distribution is based only on a randomly selected subset of
permutations. Benefits of a permutation test are that no assumptions regarding the null distribution of the test statistic are required and the data's correlation structure is potentially inherently accounted for in the empirical distribution. However, while resampling is suitable for smaller studies, substantial computational effort in still required in high-dimensional studies despite effort, (see for example Dudbridge & Gusnanto, 2008), to reduce this burden.

Bonferroni correction $\alpha / m$, where $m$ is the number of hypothesis tests conducted, is the most basic method for controlling the type I error $\alpha$ in multiple hypothesis tests but it is well known to be conservative when the independence assumption between tests do not hold. Furthermore, due to the large number of tests in a GWAS, there is no gain in efficiency from using traditional modifications such as Šidák (1967) and Holm, Hochberg and Rom procedures (Olejnik et al., 1997). Risch & Merikangas (1996) recommended that Bonferroni correction should be modified to $\alpha = \alpha \times 10^{-6}$. This ad-hoc recommendation, which has been claimed (Johnson et al., 2010) to be the standard in GWAS, is based on an estimated $10^5$ genes in the human genome (now accepted as an overestimation) and 10 independent tests for each gene.

Cheverud (2001) proposed that the eigenvalues of the correlation matrix for observed SNPs in the GWAS be used to estimate the effective number of independent tests $M_{\text{eff}}$. This number then replaces $m$ in the Bonferroni correction. However, Cheverud's method is still overly conservative when there is high LD among SNPs (Li & Ji, 2005). Nyholt (2004) suggested a modification of the Cheverud's approach to improve the adjustment by excluding all SNPs in perfect LD except one, but this was still found to be overly conservative. Li & Ji (2005) proposed a method based on partitioning each eigenvalue into integral and fractional components. They argue that each integer represents identical tests and should be counted as one in $M_{\text{eff}}$. On the other hand, the fractional part represents a partially correlated test that should be counted as a number between 0 and 1. The authors only present results on a small number of SNPs (< 15 for each gene) and did not clarify how to perform the method in large datasets. (Gao et al., 2010) proposed a principal components approach, which they call SimpleM, based on use of clusters or small subsets of SNPs, in an attempt to filter out the correlation among tests. $M_{\text{eff}}$ is derived from the number of principal components that explains a certain percentage of the variability in the data. In practice, this percentage is subjectively determined by the researcher. Gao et al. (2010) evaluated their approach with a related approach (Moskvina & Schmidt, 2008) that estimates the number of independent SNPs using pairwise linkage disequilibrium (LD) directly. Using two real GWAS datasets, they found that the simpleM approach gave the best approximation (the smallest distance) to the thresholds obtained using permutation whereas the method by Moskvina gave more conservative estimates and Bonferroni gave the most conservative results. The authors further claim that the simpleM approach greatly reduced the computer time and resources required.

As in the above independent number of tests approach, multi-marker methods attempt to alleviate the multiple testing burden by pooling information within the observed dataset. A commonly employed technique is to aggregate the effects of markers within a known genomic region and then testing for joint association with the disease. Classic aggregation approaches include combining the p-values from single hypothesis tests (Fisher, 1932) and assessing the smallest p-value within the set of $m$ values (Tippett, 1931). In situations where the statistical tests are not independent, Fisher's method tend to be anti-conservative while Tippett's method has well-controlled type I error rate but has been shown to have low power to identify multiple genes with small effects (Dai et al., 2012). Modifications of Fisher's method proposed for genomewide studies, based on use of only a subset of the p-values in calculating the test statistic, include the threshold truncated product (Zaykin et al., 2007), the rank truncated product (Dudbridge & Koeleman, 2003) and the adaptive rank truncated product (Yu et al.,
2009) methods. The difference between the threshold and rank truncated methods is that the test statistic in the former is calculated using only those p-values smaller than some pre-specified threshold while in the latter it is calculated using a pre-specified quantity of the smallest p-values. For dependent single SNP tests, the overall significance level is obtained by a permutation method. The adaptive rank truncated method extends the rank truncated method by first calculating test statistics for a pre-specified range of possible truncation points in the ordered set of all p-values from the single SNP tests. These test statistics may then be compared with the relevant distributions and the p-value for the global hypothesis test is then the smallest among the set of p-values obtained.

An obvious limitation of the above modifications of Fisher’s method is the need to pre-specify truncation points or thresholds, the choice of which can be somewhat arbitrary for genomewide studies and can affect the power to detect true associations (Chen et al., 2013). To avoid the threshold selection problem, Chen et al. (2013) proposed a sequential method for rejecting the global null hypothesis based on the cumulative product of the ordered p-values. More specifically, p-values from the single SNP tests are first ordered from smallest to largest and a sequence of test statistics are constructed. The first element of this sequence is the smallest p-value, the second element is the product of the first element and second smallest p-value, the third element of the sequence is the product of its second element and the third smallest p-value, and so on. The distributions of these test statistics are obtained using a permutation procedure and the thresholds for declaring significance are determined numerically. The authors present simulation results suggesting that the type I error rate will be close to the nominal value and that the power of the test procedure is comparable to the above modifications of Fisher’s method.

Alternatively, Wu et al. (2010) proposed grouping SNPs based on prior biological knowledge of their proximity to genes or haplotype blocks and evaluating the joint effects of each group. The authors argue that grouping in these so-called SNP sets permits the borrowing of information from correlated SNPs and increases the power to detect individual SNP effects. A logistic kernel-machine regression model is used to allow for modelling of epistatic and nonlinear effects. Proposed kernels include a measure of the number of alleles shared by a pair of individuals in the study and can be viewed as providing measures of genetic similarity between two individuals in the study. The authors propose use of the score statistic in testing association between SNP set and disease. The null distribution of this statistic is a complex mixture of $\chi^2$ distributions which the authors approximate by a scaled $\chi^2$ distribution. The scale parameter and degrees of freedom of this approximate distribution are estimated using the method of moments (see Wu et al., 2010, for details). Simulation results presented by the authors suggest that the type I error rate of their sequence kernel association test (SKAT) is protected and that SKAT has greater power than Bonferroni-corrected single SNP tests. This semiparametric method for modelling the joint effect of markers was proposed by Liu et al. (2007) while theory underpinning the approach utilised by the authors can be found in Hastie et al. (2009).

This paper illustrates novel use of nonparametric kernel regression for interpreting results from single SNP tests by capitalising on the location and correlation of SNPs to reliably identify true disease-gene associations and, at the same time, reduces the number of false positives. The proposed nonparametric association test (NPAT) avoids the aforementioned computational and other issues associated with existing methods and is premised on the fact that the majority of SNPs in a GWAS cannot be associated with the disease of interest and hence the collection of p-values from single SNP tests will mainly comprise of non-significant results, or noise, possibly interspersed with true signals of disease-gene association. Then the
The challenge is to distinguish these rare signals from the noise. Framed in this context, the problem is similar to other application areas requiring signal cleaning such as microarray experiments where nonparametric regression is frequently used to remove systematic biases arising from the technology used to obtain the data, (see for example Lee, 2004, for details). Results of the method applied to The Wellcome Trust Case-Control (2007) study of Crohn’s disease is compared with results from SKAT and multiple testing with Bonferroni correction.

**Materials and methods**

The general nonparametric regression model with one predictor variable may be written as

\[ u_i = b(x_i) + \varepsilon_i, \tag{1} \]

where \( u_i \) and \( x_i \) are the \( i \)th response and predictor, respectively, \( i = 1, ..., m \) and \( b(\cdot) \) is an arbitrary function of \( x \). In this paper \( u_i \) is the \(-\log_{10}\) transformation of the p-value \( p_i \) from the association test of the \( i \)th SNP while \( x_i \) marks the position of this SNP. As in linear regression, it is standard to assume that \( \varepsilon_i \sim i.i.d(0, \sigma^2) \). Unlike linear regression, the function \( b(\cdot) \) is not specified in advance via a set of parameters and hence fitting the model involves estimating \( b(\cdot) \) directly, rather than via parameter estimation. Most methods implicitly assume that \( b(\cdot) \) is a smooth, continuous function and thus nonparametric regression may be viewed as nonlinear regression, but without explicitly stating the form of the function to be fitted.

Nadaraya (1964) and Watson (1964) proposed to estimate \( b(\cdot) \) as a locally weighted average of the responses \( u_i, i = 1, ..., m \) by using

\[ \hat{b}(x) = \frac{\sum_{i=1}^{m} w(x_i,x) u_i}{\sum_{i=1}^{m} w(x_i,x)}, \tag{2} \]

where the assigned weights \( w(x_i,x) = K(\frac{x-x_i}{h})/\hat{h} \) are determined by a kernel function \( K \) and the size of the weights are determined by the smoothing parameter \( h \). Common kernels are usually functions of the distance between SNPs with the property that SNPs in close proximity to the \( i \)th SNP contribute more to the fitted value \( \hat{u}_i \) than SNPs further away. The normal kernel with weights

\[ w(x_i,x) = \frac{\exp\left(-\frac{1}{2}\frac{(x-x_i)^2}{h}\right)}{\sum_{i=1}^{m} \exp\left(-\frac{1}{2}\frac{(x-x_i)^2}{h}\right)}, \tag{3} \]

is used in this paper.

The value of the smoothing parameter \( h \) is very important when fitting a nonparametric regression model as too large a value results in oversmoothing and potential loss in information while too small a value leads to insufficient accounting of the noise in the data. Existing methods (Wand & Johns, 1995; Härdle, 1990) for finding the optimal value for \( h \) are computationally expensive to implement in large datasets and additionally, the guiding principle underlying commonly used cross-validation methods is optimisation of the predictive power of the fitted regression curve, which is not the objective in this paper. Rather, of interest is identification of sections of the fitted curve that are highly unlikely to confirm to any of the possible patterns under the global null hypothesis of no association between disease and gene.
This is achievable by finding the smoothing parameter that produces a good estimate of the noise by allowing for the correlation in the data. In this light, it is proposed to select a smoothing parameter satisfying the condition that the average squared residuals from the fitted model equals the difference estimate (von Neumann, 1941) of the variance $\sigma^2$ defined as

$$s_d^2 = \frac{1}{2m} \sum_{i=1}^{m-1} (u_{i+1} - u_i)^2. \tag{4}$$

This method is justifiable on the basis that

$$E(s_d^2) \approx \frac{1}{(\ln 10)^2} \left(1 - \sum_{i=1}^{m-1} r_{i,i+1}^2 \right), \tag{5}$$

and so $s_d^2$ is adjusted for the correlation of adjacent SNPs in the data. Indeed $s_d^2$ is expected to be a slight underestimate of the true noise which is appropriate for the stated objective of finding local structures in the data. Furthermore, there is precedence for use of a differencing approach (see for example Hart, 1991) in methodology for estimating the smoothing parameter in kernel regression problems.

In order to prove equation (5) above, first note that the distribution of the random variable $U = -\log_{10}(p)$ is exponential with rate parameter $\lambda = \ln(10)$ and furthermore that $\text{Cor}(U_i, U_j), i \neq j$ is approximately equal to the correlation $r_{i,j}$ between the $j^{th}$ and $(i)^{th}$ SNPs. (This result in proved in a forthcoming manuscript). Assuming $b(x_{i+1}) \approx b(x_i)$ gives $s_d^2$ as approximately $\frac{1}{2m} \sum_{i=1}^{m-1} (e_{i+1} - e_i)^2$ which, by expanding the square and summing, becomes $(\text{MSR}) - \frac{1}{m} \sum_{i=1}^{m-1} e_{i+1}^2$. Assuming $\text{MSR} \approx \frac{1}{m} \sum_{i=1}^{m-1} e_i^2$. Taking expectations

$$E(s_d^2) \approx E(\text{MSR}) - \frac{1}{m} \sum_{i=1}^{m-1} E(e_i e_{i+1}). \tag{6}$$

Equation (5) follows by noting that from the distribution of $U$, $E(\text{MSR}) = \frac{1}{(\ln 10)^2}$ and by definition of covariance, the assumption $E(e_i) = 0$ and using the property that covariances are preserved under linear transformations, $E(e_i e_{i+1}) \approx \frac{r_{i+1}}{\ln 10}$.  

Evidence for disease-gene association is likely to be provided by SNPs that are correlated with the disease causing gene(s) and pooling this evidence should increase the chance of finding true associations while spurious associations are less likely to likewise supported. In other words, utilising the correlation structure in the data is likely to improve both true positive (TP) and false positive (FP) rates of the test procedure. The kernel in equation (2) assumes that that physical proximity is a good proxy for correlation. This is a reasonable assumption for genomic data. In addition, NPAT identifies regions of the genome that show significance with the disease which is relevant as there is no guarantee that disease pre-disposing SNPs will be studied in the GWAS. Under the proposed method, significant regions are genomic regions for which the plot of the fitted nonparametric regression curve against basepair position of SNPs lie above some significance threshold.

The fitted value $\hat{U}_i = \sum_{j=1}^{m} w(x_j, x_i) U_j$ of the nonparametric model is a linear combination of exponential random variables with different rate parameters $w(x_j, x_i) \ln(10); j = 1, \ldots, m$ and so follows a hypoexponential or generalized Erlang distribution, ignoring the dependency structure. It follows that a significance threshold that is adjusted for multiple testing and assumes independence of tests is $q_1 - \frac{\epsilon}{m}$ given by
where \( f(u) \) is the density of the hypoexponential distribution with rates \( w(x_j, x_i) \ln(10) \); \( j = 1, ..., m \) and \( \alpha \) is the global type I error of the multiple hypothesis test procedure. In situations where evaluation of this threshold is time consuming, the following normal approximation may be used. As the expected value of \( \hat{\bar{U}}_i \) is clearly \( 1/\ln 10 \) while the variance is given by

\[
\text{Var}(\hat{\bar{U}}_i) \approx \frac{1}{(\ln 10)^2} \left( \sum_{j=1}^{m} w(x_j, x_i)^2 + 2 \sum_{j < j'} w(x_j, x_i) w(x_{j'}, x_i) \right),
\]

(7)

it follows that an approximate significance threshold is provided by

\[
\frac{1}{\ln 10} \left( 1 + q_{1-\frac{\alpha}{m}} \sqrt{\left( \sum_{j=1}^{m} w(x_j, x_i)^2 + 2 \sum_{j < j'} w(x_j, x_i) w(x_{j'}, x_i) \right) } \right),
\]

(8)

where \( q_{1-\frac{\alpha}{m}} \) is the \( 1 - \frac{\alpha}{m} \) quantile of the standard normal distribution.

Results
Simulation study

In a simulation evaluation of the proposed approach, each of the 1,504 genotypes in the UK Blood Services dataset is first used to construct two haplotypes, to give a total of 3,008 haplotypes. The constructed haplotypes are randomly paired to simulate genotypes of 13,479 SNPs each, and having LD pattern consistent with that of the UK Blood Services Cohort. Next a disease pre-disposing SNP, rs3789038 located at position 4486587bp on Chromosome 16, is selected and used to simulate a total of 3000 diseased individuals and 3000 unaffected individuals based on a log-odds ratio for disease of 0.2. A plot of the LD pattern in the region containing SNP rs3789038 is produced in Figure 1. This data, comprising 6000 randomly generated genotypes of 13,479 SNPs each, is then analysed using the proposed NPAT and SKAT with 5% significance level. Whether a region containing the disease SNP is correctly identified as associated with the disease as well as the number of false positive regions is recorded for both tests. Simulation results of the true positive (TP) and the false positive (FP) detection rates based on 1,500 replications of the above is shown in Table 1. As the results show, the FP rate of NPAT is approximately 10% that of SKAT whereas the TP rates are comparable.

| Method          | TP rate | FP rate  |
|-----------------|---------|----------|
| NPAT            | 0.83    | 0.00087  |
| SKAT (default)  | 0.85    | 0.00939  |

Table 1. The TP and FP rates of NPAT and SKAT with disease SNP rs3789038 and effect size 0.2
WTCCC study

The proposed NPAT is illustrated using WTCCC (The Wellcome Trust Case-Control, 2007) genotype data at 13,479 SNPs on Chromosome 16 for 2005 individuals with Crohn's disease and 1,504 controls from UK Blood Services. All analyses were done in R (R Core Team, 2016). The WTCCC study reports evidence for disease-gene association at SNP rs17221417 located on gene NOD2 and cites the significant region 1,250,000 basepairs to either side of rs17221417. The boundaries of this region, which was pointed out to experience high levels of recombination, were chosen to coincide with SNPs for which the $-\log_{10}$ p-values were deemed to have returned to expected levels under no genetic effect.

A manhattan plot of the $-\log_{10}$ p-values for single SNP tests assuming an additive genetic model is provided in Figure 2. Application of NPAT next involves smoothing this plot using the method described in the above section with predictors the SNPs' basepair positions scaled to lie within the interval $[0,1]$. Using equation (4), the value of $s_{\alpha}^2 = 0.2873933$ was calculated and the value of the smoothing parameter $h = 1.26635 \times 10^7$ producing mean square residual $\frac{1}{m} \sum_{i=1}^{m} (u_i - \hat{u}_i)^2$ equal to $s_{\alpha}^2$ was found using a simple search algorithm. The fitted curve (solid line) and threshold values (dotted line) provided by equation (8) with type I error $\alpha = 0.05$ are superimposed on the manhattan plot. A group of SNPs will be declared significant if the fitted curve exceeds the threshold.

Grouping the WTCCC SNP data by genes and intragenic regions produces a total of 914 groups. For purposes of comparison, these groups were also analysed by applying SKAT with its default linear weighted kernel and the default parameter for the correlation structure kernels. The SKAT p-values (squares) and its Bonferroni threshold (dot-dashed line) based on 914 tests are also plotted in Figure 2, as is a Bonferroni threshold (dashed line) based on the 13,479 single SNP tests with a global type I error $\alpha = 0.05$.

As is evident in Figure 2, NPAT finds two significant regions, the larger of which is 110,000 basepairs wide on gene NOD2, located at around $4.93 \times 10^7$ basepairs and contains a cluster of 24 SNPs (rs16948715-rs11076540) that includes SNP rs17221417 at 50,000 basepairs from rs16948715. The second significant region found by NPAT is a cluster of two SNPS (rs4471699, rs11644392) located in the intron (non-coding) region of locus NR_002453.5 and has not been reported in the WTCCC (The Wellcome Trust Case-Control Consortium, 2007) study. SKAT also finds this second region and a cluster of three SNPs (rs16957197, rs13312720, rs868213) in intron regions around $6.71 \times 10^7$ basepairs but fails to detect the NOD2 gene ($p$-value = 0.096). All regions declared as significant by NPAT and SKAT were also found to be significant using Bonferroni multiple testing correction.

Discussion

NPAT isolates regions of the genome that present true signals of disease-gene association by enhancing these signals and simultaneously suppressing the noise generated by the large number of genetic markers that are not associated with the disease. Evidence for this is provided by a simulation evaluation and the results of the analysis of the WTCCC data. Note that there is biological support for a link between NOD2 mutations and Crohn's disease (Philpott et al., 2014; Nabatov, 2015). Unlike existing multi-marker methods which attempt to increase power by aggregating the effects of markers within predetermined genomic regions, NPAT is shown to use the information contained in the data to determine the pooling of the evidence and the form of the fitted curve. Furthermore unlike SKAT, NPAT is less computationally demanding, the association patterns do not depend on pre-selected groupings of SNPs and the actual effect of causal SNPs or SNPs linked to the causal SNPs on disease are readily available.
This latter point is invaluable in quantifying the disease-gene relationship and in the design of follow-up and replication studies.

![Heat spectrum of pairwise values $r^2$ for 1,000 SNPs within a region of Chromosome 16 containing SNP rs3789038. The observed pattern of small rectangular blocks are of contiguous SNPs in strong LD.](image)

**Figure 1.** Heat spectrum of pairwise values $r^2$ for 1,000 SNPs within a region of Chromosome 16 containing SNP rs3789038. The observed pattern of small rectangular blocks are of contiguous SNPs in strong LD.

The non-parametric regression model in this paper was fitted using the Nadaraya-Watson estimator which has been criticised for its tendency to produce a nonlinear relationship when the true relationship is linear and for the property that the fitted value for data points at the boundaries of the dataset are based largely on observations on one side only. In contrast, local linear estimators preserves linearity and has much better properties at the boundary. However, the Nadaraya-Watson estimator is simpler to calculate and, for GWAS data, there is no reasonable expectation that the relationship is linear. Additionally, this estimator is preferable as it is not influenced by outliers as much as local linear estimators. A simulation comparison of methods based on Nadaraya-Watson and local linear estimators for disease SNPs at the edges of the chromosome would nevertheless be interesting. Also of interest is exploring the threshold error rates with the view of developing more computationally efficient improvements that do not require the normality and independence assumptions. Furthermore, it is generally agreed that finding the optimal tuning parameter for any given problem is difficult and, as often happens when using cross validation methods, is also computationally demanding and data specific. Additionally, cross validation methods have been shown to perform poorly when the data are correlated (see Altman, 1990, for example). In contrast, NPAT is easily...
implemented via a simple search for the tuning parameter over a range of values but further investigations of the effectiveness of the differencing approach is warranted.

The proposed nonparametric regression approach is a promising alternative to existing methods in terms of improved efficiency and lower false positive rates. Extensions of the method to non-genetic explanatory variables is straightforward as these can simply be included in the single SNP models. Finally, it is hoped that the method can serve as a precursor to the further development of multiple hypothesis testing methods in realm of high-dimensional data analysis.

**Figure 2.** Manhattan plots of p-values from single SNP tests and SKAT p-values (squares) against their median basepair position, along with the fitted nonparametric regression curve (solid line) obtained in the analysis of WTCCC study on Crohn’s disease
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