INTEGRABILITY OF THE SIX-VERTEX MODEL AND THE YANG-BAXTER GROUPOID
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ABSTRACT. We study the Yang-Baxter equation for the $R$-matrices of the six-vertex model. We analyze the solutions and give new parametrizations of the Yang-Baxter equation. In particular, we find the maximal commutative families of parametrized solutions which generalize the $R$-matrices from the affine quantum (super)-groups. Then we give a new parametrization of the Yang-Baxter equation by a groupoid of non-free-fermionic matrices. In the appendix, we study the general algebraic structure of the solutions of the Yang-Baxter and formulate a conjecture that extends the conjecture by Brubaker, Bump, and Friedberg that the composition law on the Yang-Baxter solutions is always associative.

1. Introduction

The six-vertex model is a famous exactly solvable model in statistical physics with a wide range of applications in various fields of mathematics and physics. It was introduced by Pauling in 1935 [Pau35].

In [Bax82], Baxter introduced a new way of solving the six-vertex model based on a local equation for the weights that gives a sufficient condition for the row transfer matrices to commute. Independently, Yang [Yan67] introduced the same equation in his work on the exact solution of the related ice-type models. The equation is now called the Yang-Baxter equation (YBE) and is one of the most important equations in exactly solvable models.

Later, the Yang-Baxter equation was reformulated in the context of the representation theory and the affine quantum (super)-groups [Dri87]. For the six-vertex model, the relevant quantum groups are the affine quantum group $U_q(\widehat{\mathfrak{sl}}(2))$ and the affine quantum supergroup $U_q(\widehat{\mathfrak{sl}}(1|1))$. They give examples of the solutions parametrized by $\mathbb{C}$ and $\mathbb{C}^\times$ that we revisit in Example 3.3.

Another source of the parametrized solutions comes from the direct analysis of the Yang-Baxter equation. In [KBI93, BS82], an example of parametrized Yang-Baxter equation by a non-commutative group $\text{SL}_2(\mathbb{C})$ was given. In [BBF11], authors extended the result to a larger group $\text{GL}_2(\mathbb{C}) \times \text{GL}_1(\mathbb{C})$. We revisit their result in Section 3.

In the present paper, we study the parametrized Yang-Baxter equation for the six-vertex model and give new parametrized solutions. In particular, we find the maximal commutative families of parametrized solutions that generalize the $R$-matrices from the affine quantum (super)-groups. They also include the combinatorial five-vertex matrices, which could be considered as the combinatorial $R$-matrices of the crystallization of the corresponding affine quantum groups. We discuss it in Example 3.3 and Example 3.4.
Theorem. For any constants $q_1, q_2 \in \mathbb{C}$, and $\beta \in \mathbb{C}$, we have the parametrized Yang-Baxter equations

\begin{align}
(1.1) \quad & \left[ [R_{q_1,q_2;\beta}^{df}(g), R_{q_1,q_2;\beta}^{df}(gh), R_{q_1,q_2;\beta}^{df}(h)], \right. \\
(1.2) \quad & \left. [R_{q_1,q_2;\beta}^{ff}(g), R_{q_1,q_2;\beta}^{ff}(gh), R_{q_1,q_2;\beta}^{ff}(h)], \right. \\
& \quad g, h \in (\mathbb{C}^\times)^3,
\end{align}

where the maps $R_{q_1,q_2;\beta}^{df}$ and $R_{q_1,q_2;\beta}^{ff}$ are defined by Equation (3.2).

Our main result is the parametrized Yang-Baxter equation, where the parameter space is not a group, but a groupoid consisting of non-free-fermionic six-vertex matrices. To our knowledge, it is the first example of the parametrized Yang-Baxter equation with a non-group parameter space.

Theorem. We have the parametrized Yang-Baxter equation

\[ \left[ [\pi(g), \pi(g \ast h), \pi(h)], g, h \in G_{nff}, \right\]

where the non-free-fermionic groupoid $G_{nff}$ is defined in Section 4.2.

When the parametrization is restricted to the vertex groups in the groupoid, we get the commutative parametrization from the previous result. However, the unique feature of the groupoid structure is the interactions between the different vertex groups. In particular, associativity is a non-trivial property as it does not come from a group structure as in previous examples.

In Section 2 of [BBF11], authors conjectured that the composition law on the solutions of the Yang-Baxter equations is always associative. They give a heuristic argument suggesting that a composition law is always associative. This conjecture is supported by examples of the parametrized solutions which satisfy associativity. Our result provides additional evidence to the conjecture of Brubaker, Bump, and Friedberg. In fact, we prove even more: if $u \ast v$ and $v \ast w$ are defined, then so is $u \ast v \ast w$. It motivates the extended conjecture that we formulate in Conjecture B.2.
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2. Yang-Baxter equation for the six-vertex model

The six-vertex model in statistical mechanics can be described algebraically in terms of the matrices of weights for each vertex. See [BBF11], Section 1 for details. We study the Yang-Baxter equation for the matrices which arise from the six-vertex model.

Definition 2.1. A six-vertex matrix $u \in \text{GL}_4(\mathbb{C})$ is an invertible $4 \times 4$ matrix of the form

\begin{equation}
(2.1) \quad u = \begin{pmatrix} a_1(u) & c_1(u) & b_1(u) \\ b_1(u) & c_1(u) & b_1(u) \\ a_2(u) & b_2(u) & c_2(u) \end{pmatrix}.
\end{equation}

The corresponding projective matrix $[u] \in \text{PGL}_4(\mathbb{C})$ is called a projective six-vertex matrix.
Let \( V \cong \mathbb{C}^2 \) with the standard basis \( e_1, e_2 \). We view a six-vertex matrix as a matrix of an operator \( u \in \text{End}(V \otimes V) \) in basis \( e_1 \otimes e_1, e_1 \otimes e_2, e_2 \otimes e_1, e_2 \otimes e_2 \). By abuse of notation, we denote by \( u \) both the six-vertex matrix and the corresponding operator.

The determinant of a six-vertex matrix \( u \in S \) is given by
\[
\det(u) = a_1(u)a_2(u)(c_1(u)c_2(u) - b_1(u)b_2(u)).
\]

We define the dual six-vertex matrix \( u^* \in S \) of a matrix \( u \in S \) as the adjugate matrix \( u^* = \det(u)u^{-1} \). Explicitly, \( u^* \) is given by
\[
\begin{pmatrix}
a_1^* (u) & c^*_1 (u) & b^*_1 (u) \\
b_2^* (u) & c_2^* (u) \\
-2c_2^* (u)
\end{pmatrix}
= 
\begin{pmatrix}
a_1^* (u) & c_2 (u) & -b_1 (u) \\
-b_2 (u) & c_1 (u) \\
a_2^* (u)
\end{pmatrix},
\]
where \( a_1^* (u) \) and \( a_2^* (u) \) are defined by
\[
c_1 (u)c_2 (u) - b_1 (u)b_2 (u) = a_1 (u)a_1^* (u) = a_2 (u)a_2^* (u).
\]
Note that if \( u \) is projective, then \( u^* = u^{-1} \).

Let \( V \cong \mathbb{C}^2 \). For \( u, w, v \in \text{End}(V \otimes V) \), define the Yang-Baxter commutator on \( V \otimes V \otimes V \):

(2.2) \[ [u, w, v] = (u \otimes 1)(1 \otimes w)(v \otimes 1) - (1 \otimes v)(w \otimes 1)(1 \otimes u). \]

Then the Yang-Baxter equation is given by

(2.3) \[ [u, w, v] = 0, \quad u, w, v \in \text{End}(V \otimes V). \]

Let \( S \) be the set of the six-vertex matrices with \( c_1, c_2 \neq 0 \). Note that since the six-vertex matrices are invertible, we have \( a_1, a_2 \neq 0 \). Let \( S^\times \) be the subset with \( b_1, b_2 \neq 0 \).

We now give the complete solution to the Yang-Baxter equation for the six-vertex matrices.

**Theorem 2.2.** Let \( u, w, v \in S \) be the six-vertex matrices. Then the Yang-Baxter equation \([u, w, v] = 0\) holds if and only if one of the following equivalent cases holds. Moreover, the solutions are unique up to a constant.

1. **Solving for \( w \) in terms of \( u \) and \( v \).** If the following condition holds:
   \[
   (a_1^* (u) - a_2 (u))b_1 (v) = (a_2^* (v) - a_1 (u))b_1 (u),
   (a_1^* (v) - a_2 (v))b_2 (u) = (a_2^* (u) - a_1 (u))b_2 (v),
   \]
   then \( w \) is given by
   \[
   a_1 (w) = a_1 (u)a_1 (v) - b_1 (v)b_2 (u),
   a_2 (w) = a_2 (u)a_2 (v) - b_1 (u)b_2 (v),
   b_1 (w) = a_1^* (u)b_1 (v) - a_1 (v)b_1^* (u)
   = a_2^* (v)b_1 (u) - a_2 (u)b_1^* (v),
   b_2 (w) = a_1^* (v)b_2 (u) - a_1 (u)b_2^* (v)
   = a_2^* (u)b_2 (v) - a_2 (v)b_2^* (u),
   c_1 (w) = c_1 (u)c_1 (v),
   c_2 (w) = c_2 (u)c_2 (v).
   \]
   The condition ensures that the expressions for \( b_1 (w), b_2 (w) \) agree.
(2) **Solving for \( u \) in terms of \( w \) and \( v \).** If the following condition holds:

\[
(a_2(w) - a_1^*(w))b_1(v) = (a_2(v) - a_1^*(v))b_1(w),
\]
\[
(a_2(v) - a_1^*(v))b_2(v) = (a_2^*(v) - a_1^*(v))b_2(w).
\]

then \( u \) is given by

\[
a_1(u) = a_1(w)a_1^*(v) + b_1(v)b_2(w),
\]
\[
a_2(u) = a_2(w)a_2^*(v) + b_1(w)b_2(v),
\]
\[
b_1(u) = b_1(w)a_2(v) - b_1(v)a_2(w),
\]
\[
= b_1(w)a_1^*(v) - b_1(v)a_1^*(w),
\]
\[
b_2(u) = a_1(v)b_2(w) - a_1(w)b_2(v),
\]
\[
= a_2^*(v)b_2(w) - a_2^*(w)b_2(v),
\]
\[
c_1(u) = c_1(w)c_2(v),
\]
\[
c_2(u) = c_1(v)c_2(w).
\]

The condition ensures that the expressions for \( b_1(u), b_2(u) \) agree.

(3) **Solving for \( v \) in terms of \( u \) and \( w \).** If the following condition holds:

\[
(a_1(u) - a_2^*(u))b_1(w) = (a_1(w) - a_2^*(w))b_1(u),
\]
\[
(a_2(u) - a_1^*(u))b_2(w) = (a_2(w) - a_1^*(w))b_2(u).
\]

then \( v \) is given by

\[
a_1(v) = a_1(w)a_1^*(u) + b_1(w)b_2(u),
\]
\[
a_2(v) = a_2(w)a_2^*(u) + b_1(u)b_2(w),
\]
\[
b_1(v) = b_1(w)a_1(u) - b_1(u)a_2(w),
\]
\[
= b_1(w)a_1^*(u) - b_1(u)a_1^*(w),
\]
\[
b_2(v) = a_2(u)b_2(w) - a_2(w)b_2(u),
\]
\[
= a_1^*(u)b_2(w) - a_1^*(w)b_2(u),
\]
\[
c_1(v) = c_1(w)c_2(u),
\]
\[
c_2(v) = c_1(u)c_2(w).
\]

The condition ensures that the expressions for \( b_1(v), b_2(v) \) agree.

**Proof.** The proof is in Appendix A. \( \square \)

**Remark 2.3.** Theorem 2.2 slightly extends Theorem 1 of [BBF11], where the Yang-Baxter equation was solved for six-vertex matrices with non-zero entries \( b_1, b_2 \). We also give compact formulas for the solution in terms of the dual matrices, which are useful in applications.
For the six-vertex matrices $S^\times$, we can reformulate the theorem in terms of the statistics $\Delta_1, \Delta_2 : S^\times \to \mathbb{C}$ defined by
\[
\Delta_1(w) = \frac{a_1(w)a_2(w) + b_1(w)b_2(w) - c_1(w)c_2(w)}{2a_1(w)b_1(w)} = \frac{a_2(w) - a_1^*(w)}{2b_1(w)},
\]
\[
\Delta_2(w) = \frac{a_1(w)a_2(w) + b_1(w)b_2(w) - c_1(w)c_2(w)}{2a_2(w)b_2(w)} = \frac{a_1(w) - a_2^*(w)}{2b_2(w)}.
\]

Note that since the statistics are homogeneous in the coefficients, they are well-defined on projective six-vertex matrices. Note that the statistics $\Delta_1, \Delta_2$ are only defined for matrices with $b_1 \neq 0$ and $b_2 \neq 0$.

**Remark 2.4.** The form of the statistics $\Delta_1, \Delta_2$ is chosen to match the existing literature. In the field-free case, Baxter [Bax82] defined the statistics
\[
\Delta(w) := \frac{a^2(w) + b^2(w) - c^2(w)}{2a(w)b(w)},
\]
where $a_1 = a_2 = a$, $b_1 = b_2 = b$, and $c_1 = c_2 = c$. In [BBF11], authors extended $\Delta$ to two statistics $\Delta_1, \Delta_2$ that we use here.

Now we can reformulate Theorem 2.2 in terms of the statistics $\Delta_1, \Delta_2$ extending Theorems 1,2 of [BBF11].

**Corollary 2.5.** Let $u, w, v \in S^\times$ be the six-vertex matrices. Then the Yang-Baxter equation $[[u, w, v]] = 0$ holds if and only if one of the following equivalent cases holds.

1. $\Delta_1(u) = \frac{a_2(v)}{a_1(v)}\Delta(v), \quad \Delta_2(u) = \frac{a_1(u)}{a_2(v)}\Delta_2(v)$, and $w$ is given by Theorem 2.2
2. $\Delta_1(w) = \Delta_1(v)$ and $\Delta_2(w) = \Delta_2(v)$, and $u$ is given by Theorem 2.2
3. $\frac{a_2(u)}{a_1(u)}\Delta_1(u) = \Delta_1(w), \quad \frac{a_1(u)}{a_2(u)}\Delta_2(u) = \Delta_2(w)$, and $v$ is given by Theorem 2.2

**Proof.** It follows from Theorem 2.2 and the fact that for any $u \in S^\times$, we have
\[
\Delta_1(u^{-1}) = \frac{a_2(u)}{a_1(u)}\Delta_1(u), \quad \Delta_2(u^{-1}) = \frac{a_1(u)}{a_2(u)}\Delta_2(u),
\]
which is a direct calculation. \qed

We now study the properties of the solutions of the Yang-Baxter equations. It will be natural to consider two classes of the six-vertex matrices:

1. The free-fermionic six-vertex matrices with $\Delta_1 = \Delta_2 = 0$;
2. The constant-field six-vertex matrices with $a_1 = a_2$.

**Proposition 2.6.** Let $A \subset S^\times$ be a set of the six-vertex matrices such that for any $u, v \in A$, there exists $w \in A$ such that $[[u, w, v]] = 0$. Then $A$ is either the set of the free-fermionic six-vertex matrices or the set of the constant-field six-vertex matrices.

**Proof.** Consider $[[u, w, u]] = 0$. Then $\Delta_1(u) = \Delta_1(u^{-1}) = \frac{a_2(u)}{a_1(u)}\Delta_1(u)$. Then either $\Delta_1(u) = 0$, but then $\Delta_2(u) = 0$, and $\Delta_1(v), \Delta_2(v) = 0$ for any other $v \in A$. Otherwise, $\Delta_1(u), \Delta_2(u) \neq 0$, and then $a_1(u) = a_2(u)$ for all $u \in A$. \qed
In other words, the free-fermionic and constant-field matrices are the only classes of matrices that form sets closed under the Yang-Baxter equation.

Generally speaking, the equation \([u, w, v] = 0\) and \([[v, w], u]] = 0\) do not imply that \(w = w'\). However, many important solutions coming from the representation theory of the affine quantum (super)-groups have the property because they are parametrized by commutative groups.

**Definition 2.7.** Let \(u, w, v \in S\). We say that \(u, w, v\) is a **commutative solution** of the Yang-Baxter equation if \([u, w, v] = 0\) and \([[v, w], u]] = 0\).

**Proposition 2.8.** The six-vertex matrices \(u, w, v \in S\) form a commutative solution if and only if

\[
\begin{align*}
\frac{b_1(u)b_2(v)}{b_1(v)b_2(u)}, \quad (a_1(u) - a_1^*(u))b_1(v) &= (a_1(v) - a_1^*(v))b_1(u), \\
(a_2(u) - a_2^*(u))b_2(v) &= (a_2(v) - a_2^*(v))b_2(u).
\end{align*}
\]

**Proof.** Follows from the explicit formulas from Theorem 2.2

\[
\begin{align*}
a_1(w) &= a_1(u)a_1(v) - b_1(v)b_2(u) = a_1(v)a_1(u) - b_1(u)b_2(v) = a_1(w'), \\
a_2(w) &= a_2(u)a_2(v) - b_1(u)b_2(v) = a_2(v)a_2(u) - b_1(v)b_2(u) = a_2(w'), \\
b_1(w) &= a_1^*(u)b_1(v) + a_1(v)b_1(u) = a_1^*(v)b_1(u) + a_1(u)b_1(v) = b_1(w'), \\
b_2(w) &= a_2^*(u)b_2(v) + a_2(v)b_2(u) = a_2^*(v)b_2(u) + a_2(u)b_2(v) = b_2(w'), \\
c_1(w) &= c_1(u)c_1(v) = c_1(w'), \\
c_2(w) &= c_2(u)c_2(v) = c_2(w').
\end{align*}
\]

Let \(\Delta^\text{ff}, \Delta^\text{cf}\) be new simplified statistics on \(S^x\) defined by

\[
\Delta^\text{ff}(u) = \frac{a_1(u) - a_2(u)}{2b_1(u)}, \quad \Delta^\text{cf}(u) = \frac{a_1(u) - a_1^*(u)}{2b_1(u)}.
\]

**Corollary 2.9.** Let \(u, w, v \in S^x\). Then \([[u, w, v]] = 0\) and \([[v, w], u]] = 0\) hold at the same time if and only if one of the following cases holds:

1. (Commutative free-fermionic case) for both \(u, v\), we have \(a_1^* = a_2, a_2^* = a_1, b_2 = t b_1\) for some \(t \in \mathbb{C}^x\), and \(\Delta^\text{ff}(u) = \Delta^\text{ff}(v)\).
2. (Commutative constant-field case) for both \(u, v\), we have \(a_1 = a_2, a_1^* = a_2^*, b_2 = t b_1\) for some \(t \in \mathbb{C}^x\), and \(\Delta^\text{cf}(u) = \Delta^\text{cf}(v)\).

**Proof.** It is a direct check that both cases satisfy the conditions of Theorem 2.2 and Proposition 2.8.

Conversely, suppose that both equations hold. If \(a_1^*(u) = a_2(u)\) and \(a_1^*(v) = a_2(v)\), then \(\Delta_i(x) = 0\) for \(i = 1, 2, x = u, v\), and the equations have a solution \(w \in S^x\). Then by Proposition 2.8 we have \(b_2(u) = t b_1(u)\) and \(b_2(v) = t b_1(u)\), and

\[
\Delta^\text{ff}(u) = \frac{a_1(u) - a_2(u)}{b_1(u)} = \frac{a_1(v) - a_2(v)}{b_1(v)} = \Delta^\text{ff}(v).
\]

If \(a_1^*(u) \neq a_2(u)\) and \(a_1^*(v) \neq a_2(v)\), then denote \(\Delta_2(u)/\Delta_1(u) = b_2(u)/b_1(u) = t\). Then from Theorem 2.2 and Proposition 2.8 it follows that \(\Delta^\text{cf}(u) = \Delta^\text{cf}(v)\), together with \(a_1 = a_2\) and \(a_1^* = a_2^*\). \(\square\)
Theorem 2.2 and Proposition 2.8 help us define various classes of the six-vertex matrices:

1. The diagonal matrices with $b_1, b_2 = 0$;
2. The five-vertex matrices with $b_1 = 0, b_2 \neq 0$ or $b_1 \neq 0, b_2 = 0$;
3. The free-fermionic matrices with $a_1 = a_2$ and $a_1^* = a_2^*$;
4. The non-free-fermionic matrices with $a_1^* \neq a_1$ and $a_2^* \neq a_2$;
5. The constant-field matrices with $a_1 = a_2$;
6. The non-constant-field matrices with $a_1 \neq a_2$;
7. The field-free matrices with $a_1 = a_2$, $b_1 = b_2$, and $c_1 = c_2$;
8. The degenerate matrices with $a_1 = a_2 = a_1^* = a_2^*$.

Remark 2.10. The names free-fermionic and constant-field come from identifying the six-vertex models with XXZ spin chains where the free-fermionic condition ensures that the fermions do not interact. See [FW70], where the term “free-fermionic” first appeared in the context of the eight-vertex models.

Let $u, v$ be two free-fermionic matrices from the same commutative family. We want a convenient parametrization for the entire family of commutative free-fermionic matrices. By the results above, it means that we have both $b_2(u)/b_1(u) = b_2(v)/b_1(v) = t$ and $\Delta^\text{ff}(u) = \Delta^\text{ff}(v)$. Consider the free-fermionic quadric

$$a_1a_2 + b_1b_2 = c_1c_2.$$ 

Let $t = q_1q_2$ and $\Delta^\text{ff} = \frac{q_1+q_2}{2}$. Then we have

$$a_1^2 - 2\Delta^\text{ff}a_1b_1 + tb_1^2 = c_1c_2$$

$$(a_1 - q_1b_1)(a_1 - q_2b_2) = c_1c_2.$$ 

Then we can parametrize the commutative free-fermionic weights as follows:

$$a_1(v) = q_1z_1 - q_2z_2, \quad b_1(v) = q_1(z_1 - z_2)\beta, \quad c_1(v) = z_1(q_1 - q_2)w,$$
$$a_2(v) = q_1z_2 - q_2z_1, \quad b_2(v) = q_2(z_1 - z_2)\beta^{-1}, \quad c_2(v) = z_2(q_1 - q_2)w^{-1}.$$ 

Similarly, let $u, v$ be two constant-field matrices from the same commutative family. By above, we have $b_2(u)/b_1(u) = b_2(v)/b_1(v) = t$, and $\Delta^\text{cf}(u) = \Delta^\text{cf}(v)$. Then consider the definition of the dual elements:

$$a_1a_1^* + b_1b_2 = c_1c_2.$$ 

Then set $t = q_1q_2$ and $\Delta^\text{cf} = \Delta^\text{cf}(v) = \frac{q_1+q_2}{2}$. Then we have

$$a_1^2 - 2\Delta^\text{cf}a_1b_1 + tb_1^2 = c_1c_2$$

$$(a_1 - q_1b_1)(a_1 - q_2b_2) = c_1c_2.$$ 

Then we can parametrize the commutative constant-field weights as follows:

$$a_1(v) = q_1z_1 - q_2z_2, \quad b_1(v) = q_1(z_1 - z_2)\beta, \quad c_1(v) = z_1(q_1 - q_2)w,$$
$$a_2(v) = q_1z_2 - q_2z_1, \quad b_2(v) = q_2(z_1 - z_2)\beta^{-1}, \quad c_2(v) = z_2(q_1 - q_2)w^{-1}.$$ 

In the next section, we use these expressions to give parametrized solutions with commutative parameter parameter groups. Moreover, the discussion shows that these families are the largest commutative parametrizations.
3. Parametrized Yang-Baxter equation

Let $G$ be a group, and let $\pi: G \rightarrow \text{End}(V \otimes V)$. We say that we have a parametrized solution of the Yang-Baxter equation when we have

$$[[\pi(g), \pi(gh), \pi(h)]] = 0, \quad g, h \in G.$$  

Let us first review the parametrized Yang-Baxter equation for the free-fermionic matrices by a non-commutative group. This result first appeared in [KBI93] (page 126) as “another curious solution”. The original parameter group was $\text{SL}_2(\mathbb{C})$. In Theorem 2 of [BBFT11], the authors extended the parametrization to the non-commutative group $\text{GL}_2(\mathbb{C}) \times \text{GL}_1(\mathbb{C})$. These are the only examples of a parametrized Yang-Baxter equation by a non-commutative group. See [Buc16] for the FRT construction of the free-fermionic bialgebra built on this parametrized solutions.

Let the parametrization map $\tau: \text{GL}_2(\mathbb{C}) \times \text{GL}_1(\mathbb{C}) \rightarrow S$ be defined by

$$\tau \left( \left( \begin{array}{cc} a_1 & b_2 \\ -b_1 & a_2 \end{array} \right) \times (c_1) \right) \rightarrow \left( \begin{array}{cc} a_1 & c_1 \\ b_2 & b_2 \end{array} \right),$$

where $c_2 = (a_1a_2 + b_1b_2)/c_1$. Note that the resulting matrices are free-fermionic as they by design satisfy $a_1a_2 + b_1b_2 = c_1c_2$.

**Theorem 3.1** (Theorem 3 in [BBFT11]). We have the parametrized Yang-Baxter equation

$$[[\tau(g), \tau(gh), \tau(h)]] = 0, \quad g, h \in \text{GL}_2(\mathbb{C}) \times \text{GL}_1(\mathbb{C}).$$

**Proof.** It follows from the explicit formulas in Theorem 2.2. \hfill \Box

Let $q_1, q_2 \in \mathbb{C}, \beta \in \mathbb{C}^x$ be constants that we think of as global parameters. Let

$$R_{q_1,q_2;\beta}^c: R_{q_1,q_2;\beta}^f: (\mathbb{C}^x)^3 \rightarrow S$$

be the parametrization maps defined by

$$R_{q_1,q_2;\beta}^c(z_1, z_2; w) = \begin{pmatrix} q_1z_1 - q_2z_2 \\ z_1(q_1 - q_2)w & q_1(z_1 - z_2) \beta \\ q_2(z_1 - z_2)\beta^{-1} & z_2(q_1 - q_2)w^{-1} \end{pmatrix},$$

$$R_{q_1,q_2;\beta}^f(z_1, z_2; w) = \begin{pmatrix} q_1z_1 - q_2z_2 \\ z_1(q_1 - q_2)w & q_1(z_1 - z_2) \beta \\ q_2(z_1 - z_2)\beta^{-1} & z_2(q_1 - q_2)w^{-1} \end{pmatrix}.$$  

Note that we used the explicit parametrization of the largest commutative families of the free-fermionic and constant-field matrices from (2.4) and (2.5). We also note that the only difference is in the entry $a_2$ in both matrices.

**Proposition 3.2.** We have the parametrized Yang-Baxter equations

$$[[R_{q_1,q_2;\beta}^c(g), R_{q_1,q_2;\beta}^c(gh), R_{q_1,q_2;\beta}^c(h)]] = 0, \quad g, h \in (\mathbb{C}^x)^3;$$

$$[[R_{q_1,q_2;\beta}^f(g), R_{q_1,q_2;\beta}^f(gh), R_{q_1,q_2;\beta}^f(h)]] = 0, \quad g, h \in (\mathbb{C}^x)^3;$$
Proof. Direct calculation.

We now show that many known parametrized solutions of the Yang-Baxter equations are special cases of this maximal commutative parametrization.

**Example 3.3** (The R-matrices of affine quantum (super)-groups). Let \( \beta = 1, w = 1, q_1 = q, q_2 = q^{-1}, z_1 = z, \) and \( z_2 = z^{-1} \). Then the six-vertex matrices \( R^f_q(z) := R^f_{q,q^{-1};1}(z,z^{-1};1) \) match the R-matrices for the evaluation modules of the affine quantum group \( U_q(\widehat{\mathfrak{sl}}(2)) \):

\[
R^f_q(z) = \begin{pmatrix}
qz - q^{-1}z^{-1} & z(q - q^{-1}) & q(z - q^{-1}) \\
q^{-1}(z - z^{-1}) & q^{-1}(z - z^{-1}) & z^{-1}(z^{-1} - q^{-1}) \\
q^{-1}z^{-1} - q^{-1}z & q^{-1}z^{-1} & q^{-1}z^{-1} - q^{-1}z
\end{pmatrix}.
\]

Similarly, the six-vertex matrices \( R^f_q(z) := R^f_{q,q^{-1};1}(z,z^{-1};1) \) match the R-matrices for the evaluation modules of the affine quantum supergroup \( U_q(\widehat{\mathfrak{sl}}(1|1)) \):

\[
R^f_q(z) = \begin{pmatrix}
qz - q^{-1}z^{-1} & z(q - q^{-1}) & q(z - q^{-1}) \\
q^{-1}(z - z^{-1}) & q^{-1}(z - z^{-1}) & z^{-1}(z^{-1} - q^{-1}) \\
q^{-1}z^{-1} - q^{-1}z & q^{-1}z^{-1} & q^{-1}z^{-1} - q^{-1}z
\end{pmatrix}.
\]

The freedom of choosing \( \beta \) comes from the Drinfeld twist of the corresponding quantum group. The freedom in choosing the parameter \( w \) comes from the change of basis in the evaluation modules.

**Example 3.4** (Five-vertex matrices). Let \( q_1 = 0 \) or \( q_2 = 0 \). Then the resulting degeneration does not depend on the second \( q \)-parameter. After rescaling, we get

\[
R^f_{\beta, b_1=0} = \begin{pmatrix}
z_1 & (z_1 - z_2)\beta \\
0 & z_2w^{-1}
z_1
\end{pmatrix}, \quad R^f_{\beta, b_2=0} = \begin{pmatrix}
z_2 & z_1w \\
(z_1 - z_2)\beta & 0 \\
z_2 & z_2w^{-1}
z_2
\end{pmatrix}.
\]

\[
R^{ff}_{\beta, b_1=0} = \begin{pmatrix}
z_1 & (z_1 - z_2)\beta \\
0 & z_2w^{-1}
z_1
\end{pmatrix}, \quad R^{ff}_{\beta, b_2=0} = \begin{pmatrix}
z_2 & z_1w \\
(z_1 - z_2)\beta & 0 \\
z_2 & z_2w^{-1}
z_2
\end{pmatrix}.
\]

When \( w = 1 \) and \( \beta = 1 \), the five-vertex constant-field matrices can be considered as the combinatorial R-matrices of the crystallization for \( U_q(\widehat{\mathfrak{sl}}(2)) \) and \( U_q(\widehat{\mathfrak{sl}}(1|1)) \) when formally set \( q \to 0 \).

**Example 3.5.** Consider \( R^f_{q_1,q_2;\beta}(z_1, z_2; w) \) with \( q_1 = q, q_2 = q^{-1}, \beta = 1, \) and \( w = 1 \). Then

\[
R^f_q(z_1, z_2) = (qz_1 - q^{-1}z_2)I + (z_1 - z_2)E,
\]
where $E$ is given by

$$
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -q^{-1} & q & 0 \\
0 & q^{-1} & -q & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
$$

Let $V \cong \mathbb{C}^2$. Consider $V^\otimes n$. Let $E_k$ be the operator on $V^\otimes n$ acting on $k$-th and $(k + 1)$-th component by $E$, and by identity elsewhere. Then the elements $E_k$ form the Temperley-Lieb algebra with $\delta = -(q + q^{-1})$, that is, they satisfy the following relations:

1. $E_k^2 = -(q_1 + q_2)E_k$
2. $E_kE_{k+1}E_k = E_k$
3. $E_{k+1}E_kE_{k+1} = E_{k+1}$
4. $E_iE_j = E_jE_i$ when $|i - j| > 1$

Then the matrices $(R^\text{cf}_{q; \beta}(z_1, z_2))_k$ can be seen as elements in this Temperley-Lieb algebra.

**Example 3.6.** Set $q_1 = q$, $q_2 = q^{-1}$. Set $b = q^{-1}$, $z_1 = z$, $z_2 = z^{-1}$, and $w = z^{-1}$. Let $\zeta_3$ be the primitive cube of $-1$. Then set $q = \zeta_3$ and $z = \zeta_3$. Then the matrix $R^\text{cf}_{q_1, q_2; \beta}(z_1, z_2; w)$ becomes

$$
\begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{pmatrix},
$$

which is used in the enumeration of the alternating sign matrices. See [BDFZ12] and citations therein.

### 4. Yang-Baxter Groupoid

The Yang-Baxter equation can be used to define a partial operation on the set of the projective six-vertex matrices. In this section, we study the properties of this operation and find that the set of the non-free-fermionic matrices with the Yang-Baxter composition forms a groupoid. Thanks to uniqueness, Theorem 2.2 gives a well-defined partial binary operation $*: \mathbb{P}(S^\times) \times \mathbb{P}(S^\times) \to \mathbb{P}(S^\times)$

given by $(u, v) \mapsto w = u * v \in \mathbb{P}(S^\times)$ whenever $[[u, w, v]] = 0$. We call it the Yang-Baxter composition. Note that if $w \notin \mathbb{P}(S^\times)$, we leave the composition $u * v$ undefined. In particular, despite $[[u, 1, u^{-1}]] = 0$, we do not set $u * u^{-1} = [I]$ or $u^{-1} * u = [I]$ because $[I] \notin \mathbb{P}(S^\times)$.

#### 4.1. Structure of the Yang-Baxter equation

In this section we consider the general structure of the solutions of the Yang-Baxter equations. We will apply the results of this section for the six-vertex matrices in the next section. Note that the results are applicable to any solutions of the Yang-Baxter equations, not only for the six-vertex matrices.

Let $V \cong \mathbb{C}^n$. For $u, w, v \in \text{End}(V \otimes V)$. Recall that the Yang-Baxter commutator on $V \otimes V \otimes V$ is given by

$$[[u, w, v]] = (u \otimes 1)(1 \otimes w)(v \otimes 1) - (1 \otimes v)(w \otimes 1)(1 \otimes u).$$
Lemma 4.1. Let \( u, v, w \in \text{End}(V \otimes V) \) be invertible endomorphisms. Then
\[
[[u, w, v]](1 \otimes u^{-1}) + (u \otimes 1)[[u^{-1}, v, w]] = 0,
\]
\[
[[u, w, v]](v^{-1} \otimes 1) + (1 \otimes v)[[w, u, v^{-1}]] = 0.
\]

Proof. Direct calculation:
\[
(u \otimes 1)(1 \otimes w)(v \otimes 1)(1 \otimes u^{-1}) - (1 \otimes v)(w \otimes 1)(1 \otimes u)(1 \otimes u^{-1}) + 
+ (u \otimes 1)(u^{-1} \otimes 1)(1 \otimes v)(w \otimes 1) - (u \otimes 1)(1 \otimes w)(v \otimes 1)(1 \otimes u^{-1}) = 0.
\]
The second identity is proved analogously. \( \square \)

Corollary 4.2. Let \( u, v, w \in \text{End}(V \otimes V) \) be invertible endomorphisms. Then the following Yang-Baxter equations are equivalent:
\[
[[u, w, v]] = 0 \iff [[w, u, v^{-1}]] = 0 \iff [[u^{-1}, v, w]] = 0 \iff [[v^{-1}, w^{-1}, u^{-1}]] = 0 \iff [[v, u^{-1}, w^{-1}]] = 0 \iff [[w^{-1}, v^{-1}, u]] = 0.
\]

Proof. Repeated application of the previous lemma. \( \square \)

Let \( I \in \text{End}(V \otimes V) \) be the identity endomorphism.

Lemma 4.3. Let \( u \in \text{End}(V \otimes V) \) be an invertible endomorphism. We have \([I, u, u] = 0\) and \([u, I, u^{-1}] = 0\) and \([u^{-1}, I, u] = 0\).

Proof. Direct calculation:
\[
[[I, u, u]] = (I \otimes 1)(1 \otimes u)(u \otimes 1) - (1 \otimes u)(u \otimes 1)(1 \otimes I) = 0.
\]
\[
[[u, I, u^{-1}]] = (u \otimes 1)(1 \otimes I)(u^{-1} \otimes 1) - (1 \otimes u^{-1})(I \otimes 1)(1 \otimes u) = 0.
\]
Other identities are proved analogously. \( \square \)

4.2. Construction of the non-free-fermionic groupoid. Recall that an (algebraic) groupoid is a set \( G \) with a unary operation \(^{-1} : G \to G\), and a partial binary operation \( G \times G \to G\) such that for all \( a, b, c \in G\), we have

1. (Associativity) If \( a * b \) and \( b * c \) are defined, then \( (a * b) * c \) and \( a * (b * c) \) are defined and equal. Conversely, if \( (a * b) * c \) and \( a * (b * c) \) are defined, then so are both \( a * b \) and \( b * c \), as well as \( (a * b) * c = a * (b * c) \);
2. (Inverse) \( a^{-1} * a \) and \( a * a^{-1} \) are always defined;
3. (Identity) If \( a * b \) is defined, then \( a * b * b^{-1} = a \) and \( a^{-1} * a * b = b \).

It follows from above that \( (a^{-1})^{-1} = a \) and if \( a * b \) is defined, then \( (a * b)^{-1} = b^{-1} * a^{-1} \).

Recall that \( S^x \) be the set of six-vertex matrices with non-zero entries \( a_1, a_2, b_1, b_2, c_1, c_2 \). Recall that \( \Delta = (\Delta_1, \Delta_2) \), and the statistics \( \Delta_1, \Delta_2 \) are defined in the previous section. Let \( S_{\text{aff}} \) be the subset set of non-free-fermionic matrices, that is, the six-vertex matrices \( u \in S^x \) with \( \Delta(u) \neq (0,0) \). The goal of this section is to construct the non-free-fermionic groupoid.

Let \( G \) be the set of pairs \((u, \Delta(u)) \in S_{\text{aff}} \times (C^x)^2 \) together with the set of identities \((I, (\delta_1, \delta_2)) \) for all \( \delta_1, \delta_2 \in (C^x)^2 \). Define an unary operation \(^{-1} : G \to G\) by \((u, \delta(u)) \mapsto (u^{-1}, \delta(u^{-1}))\), where \( u^{-1} \) is the usual matrix inverse. Define a partial binary operation \(* : G \times G \to G\) by
\[
(u, \Delta(u)) * (v, \Delta(v)) = (u * v, \Delta(u * v)),
\]
where \( u \ast v \) is the Yang-Baxter composition, and the composition is defined only when \( \Delta(u) = \Delta(v^{-1}) \). We also set
\[
(I, \Delta(v^{-1}))(v, \Delta(v)) = (v, \Delta(v)),
\]
\[
(u, \Delta(u))(I, \Delta(u)) = (u, \Delta(u)).
\]

**Lemma 4.4.** The Yang-Baxter composition is associative in \( S_{\text{aff}} \): if \( u \ast v \) and \( v \ast w \) are defined, then \( u \ast (v \ast w) \) and \( (u \ast v) \ast w \) are defined, and they are equal.

**Proof.** Since \( u \ast v \) and \( v \ast w \) are defined. Then by Corollary 4.2 and Theorem 2.2
\[
\Delta(u) = \Delta(v^{-1}) = \Delta((v \ast w)^{-1}) \quad \text{and} \quad \Delta(u \ast v) = \Delta(v) = \Delta(w^{-1}),
\]
hence, \( u \ast (v \ast w) \) and \( (u \ast v) \ast w \) are defined. Now we show that they are equal using the explicit formulas for the coefficients. The coefficients \( c_1, c_2 \) are easy. For \( i = 1, 2 \), we have
\[
c_i((u \ast v) \ast w) = c_i(u \ast v)c_1(w) = c_i(u)c_i(v)c_i(w) = c_i(u)c_i(v \ast w) = c_i(u \ast (v \ast w)).
\]

For coefficients \( b_1, b_2 \), we use the explicit weights from Theorem 2.2. For \( i = 1, j = 2 \) or \( i = 2, j = 1 \) we have
\[
b_i((u \ast v) \ast w) = a_i((u \ast v)^{-1})b_i(w) + a_i(w)b_i(u \ast v)
\]
\[
= (a_i(v^{-1})a_1(u^{-1}) - b_i(u)b_i(v))b_i(w) + a_i(w)(a_1(u^{-1})b_i(v) + a_i(v)b_i(u))
\]
\[
= a_i(u^{-1})(a_i(v^{-1})b_i(w) + a_i(w)b_i(v)) + (a_i(v)a_i(w) - b_i(w)b_i(v))b_i(u)
\]
\[
= a_i(u^{-1})b_i(v \ast w) + a_i(v \ast w)b_i(u)
\]
\[
= b_i(u \ast (v \ast w)).
\]

Similarly, for coefficients \( a_1 \), we have
\[
a_1((u \ast v) \ast w) = a_1(u \ast v)a_1(w) + b_1(w)b_2(u \ast v)
\]
\[
= (a_1(u)a_1(v) + b_1(v)b_2(u))a_1(w) - b_1(w)(a_1(u)b_2(v) + a_1^*(v)b_2(u))
\]
\[
= a_1(w)a_1(v)a_1(w) - a_1(v)b_1(w)b_2(u) - a_1(u)b_1(w)b_2(v) - a_1^*(v)b_1(w)b_2(u)
\]
\[
= a_1(u)(a_1(v)a_1(w) - b_1(w)b_2(v)) - b_2(u)(a_1(w)b_1(v) + a_1^*(v)b_1(w))
\]
\[
= a_1(u)a_1(v \ast w) - b_1(v \ast w)b_2(u)
\]
\[
= a_1(u \ast (v \ast w)),
\]
and \( a_2 \) is dealt mutatis mutandis. Hence, the Yang-Baxter composition is associative. \( \square \)

**Remark 4.5.** In Section 2 of [BBF11], authors give an heuristic argument that a well-defined binary operation \( u \ast v \) which solves the Yang-Baxter equation \( [[u, u \ast v, v]] = 0 \) is always associative. Our results can be seen as additional evidence to support the claim. Moreover, we prove something stronger: if \( u \ast v \) and \( v \ast w \) are defined, then so is \( u \ast v \ast w \).

**Corollary 4.6.** The set \( G \) described above is a groupoid.

**Proof.** We already proved all the pieces in the previous results.

1. (Associativity) is proved in Lemma 4.4
2. (Inverse) It follows from Theorem 2.2
3. (Identity) It follows from Corollary 1.2

Hence, the set \( G \) is a groupoid. \( \square \)
Let \( \pi: G \to S \) be the map from the groupoid to the non-free-fermionic six-vertex matrices defined by \( \pi(u, \Delta(u)) = u \) by choosing any representative, and \( \pi(I, (\delta_1, \delta_2)) = I \). By above, we get the following result.

**Theorem 4.7.** We have the parametrized Yang-Baxter equation
\[
[[\pi(g), \pi(g \ast h), \pi(h)]] = 0, \quad g, h \in G_{\text{aff}}.
\]

**Remark 4.8.** Formally, we can include the free-fermionic matrices to extend \( G_{\text{aff}} \) to the groupoid of all six-vertex matrices \( S^\times \), but by Theorem 2.2, the free-fermionic matrices have the defined composition only with other free-fermionic matrices. Hence, they form an isolated vertex in the groupoid. The vertex group equals exactly \( \text{GL}_2(\mathbb{C}) \times \text{GL}_1(\mathbb{C}) \) as was shown in the previous section.

**Appendix A. Proof of Theorem 2.2**

Let \( u, w, v \in S \). We solve the Yang-Baxter equation \([u, w, v] = 0\) by solving equations for matrix coefficients:
\[
[u, w, v]_{i_1, i_2, i_3}^{j_1, j_2, j_3} := \{ e_{i_1} \otimes e_{i_2} \otimes e_{i_3} \mid [u, w, v]_{j_1, j_2, j_3}^{i_1, i_2, i_3} = 0 \}.
\]

All of the equations are:
\[
\begin{align*}
&c_1(w)c_2(u)c_2(v) = c_1(u)c_1(v)c_2(w), \\
&a_1(w)c_1(u)c_1(v) + b_1(v)b_2(u)c_1(w) = a_1(u)a_1(v)c_1(w), \\
&a_1(w)b_1(u)c_1(v) + b_1(v)c_1(w)c_2(u) = a_1(u)b_1(w)c_1(v), \\
&a_1(w)b_2(v)c_1(u) + b_2(u)c_1(w)c_2(v) = a_1(v)b_2(w)c_1(u), \\
&a_1(w)b_1(u)c_2(v) + b_1(v)c_1(u)c_2(w) = a_1(u)b_1(w)c_2(v), \\
&a_2(w)c_1(u)c_1(v) + b_1(u)b_2(v)c_1(w) = a_2(u)a_2(v)c_1(w), \\
&a_2(w)b_1(v)c_1(u) + b_1(u)c_1(w)c_2(v) = a_2(v)b_1(w)c_1(u), \\
&a_1(w)b_2(v)c_2(u) + b_2(u)c_1(v)c_2(w) = a_1(v)b_2(w)c_2(u), \\
&a_1(w)c_2(u)c_2(v) + b_1(v)b_2(u)c_2(w) = a_1(u)a_1(v)c_2(w), \\
&a_2(w)b_2(u)c_1(v) + b_2(v)c_1(w)c_2(u) = a_2(u)b_2(w)c_1(v), \\
&a_2(w)b_1(v)c_2(u) + b_1(u)c_1(v)c_2(w) = a_2(v)b_1(w)c_2(u), \\
&a_2(w)b_2(u)c_2(v) + b_2(v)c_1(u)c_2(w) = a_2(u)b_2(w)c_2(v), \\
&a_2(w)c_2(u)c_2(v) + b_1(u)b_2(v)c_2(w) = a_2(u)a_2(v)c_2(w).
\end{align*}
\]

We set \( c_1(w) = c_1(u)c_1(v) \) and \( c_2(w) = c_2(u)c_2(v) \). By making this choice, we choose a representative for \([w]\). After deleting duplicates, the equations become
\[
\begin{align*}
&a_1(u)a_1(v) = a_1(w) + b_1(v)b_2(u), \\
&a_2(u)a_2(v) = a_2(w) + b_1(u)b_2(v), \\
&a_1(w)b_1(u) + b_1(v)c_1(u)c_2(u) = a_1(u)b_1(w), \\
&a_1(w)b_2(v) + b_2(u)c_1(v)c_2(v) = a_1(v)b_2(w), \\
&a_2(w)b_1(v) + b_1(u)c_1(v)c_2(v) = a_2(v)b_1(w), \\
&a_2(w)b_2(u) + b_2(v)c_1(u)c_2(u) = a_2(u)b_2(w).
\end{align*}
\]
We get $a_1(w) = a_1(u)a_1(v) - b_1(v)b_2(u)$ and $a_2(w) = a_2(u)a_2(v) - b_1(u)b_2(v)$. The remaining equations become

\[
\begin{align*}
    a_1(u)a_1(v)b_1(u) + b_1(v)c_1(u)c_2(u) &= a_1(u)b_1(w) + b_1(u)b_1(v)b_2(u), \\
    a_1(u)a_1(v)b_2(v) + b_2(u)c_1(v)c_2(v) &= a_1(v)b_2(w) + b_1(v)b_2(u)b_2(v), \\
    a_2(u)a_2(v)b_1(v) + b_1(u)c_1(v)c_2(v) &= a_2(v)b_1(w) + b_1(u)b_1(v)b_2(v), \\
    a_2(u)a_2(v)b_2(u) + b_2(v)c_1(u)c_2(u) &= a_2(u)b_2(w) + b_1(u)b_2(u)b_2(v).
\end{align*}
\]

Then the equations become

\[
\begin{align*}
    b_1(w) &= a_1^*(u)b_1(v) + a_1(v)b_1(u) = a_1^*(u)b_1(v) - a_1(v)b_1^*(u) \\
        &= a_2^*(v)b_1(u) + a_2(u)b_1(v) = a_2^*(v)b_1(u) - a_2(u)b_1^*(v), \\
    b_2(w) &= a_1^*(v)b_2(u) + a_1(u)b_2(v) = a_1^*(v)b_2(u) - a_1(u)b_2^*(v) \\
        &= a_2^*(u)b_2(v) + a_2(v)b_2(u) = a_2^*(u)b_2(v) - a_2(v)b_2^*(u).
\end{align*}
\]

For consistency of the solution, expressions for $b_1(w)$ and $b_2(w)$ should agree. We write these conditions as follows:

\[
\begin{align*}
    (a_1(v) - a_2^*(v))b_1(u) &= (a_2(u) - a_1^*(u))b_1(v), \\
    (a_1(u) - a_2^*(u))b_2(v) &= (a_2(v) - a_1^*(v))b_2(u).
\end{align*}
\]

The proof of the other cases follows from Corollary 4.2.

**Appendix B. Algebraic structure of the Yang-Baxter equation**

In this section we consider the general algebraic structure of the solutions of the Yang-Baxter equations. We will apply the results of this section for the six-vertex matrices in the next section. Note that the results are applicable to any solutions of the Yang-Baxter equations, not only for the six-vertex matrices.

Recall that a **magmoid** is a set $M$ with a partial binary operation $*: M \times M \to M$. A magmoid is called **quasiassociative** if the following holds: if $u * v$ and $v * w$ exist, then if either $(u * v) * w$ or $u * (v * w)$ exist, then so does the other, and the two are equal. A magmoid is called associative if the following holds: if $u * v$ and $v * w$ exist, then both $(u * v) * w$ and $u * (v * w)$ exist, and they are equal. Let $^{-1}: M \to M$ be an unary operation. A magmoid is called **involution magmoid** if $(u^{-1})^{-1} = u$ and if $u * v$ exists, then $v^{-1} * u^{-1}$ exists and equal to $(u * v)^{-1}$. An involution magmoid is called **invertible** if when $u * v$ exists, then $(u * v)^{-1} = u$ and $u^{-1} * (u * v) = v$. The invertible magmoid can also be called **invertible quasigroup**. A magmoid is called **unital** if there is a unique element $I \in M$ such that $u * I$ and $I * u$ are defined for all $u \in M$, and $u * I = u$ and $I * u = u$.

Let $A \subseteq \text{End}(V \otimes V)$ be a set with the following properties:

1. If $u, v \in A$, there there exists a unique (up to a scalar multiple) solution $w \in A$ of the Yang-Baxter equation $[[u, w, v]] = 0$.
2. Every $a \in A$ is invertible, and $a^{-1} \in A$.

Thanks to uniqueness, we have a well-defined partial binary operation on the projective endomorphisms of $A$ that we call the **Yang-Baxter composition**. It is a partial operation

\[
*: \mathbb{P}(A) \times \mathbb{P}(A) \to \mathbb{P}(A)
\]
given by \((u, v) \mapsto w = u \ast v \in \mathbb{P}(A)\) whenever \([u, w, v] = 0\). See Section 2 of [BBF11] for details. Note that if \(w \not\in \mathbb{P}(A)\), we leave the composition \(u \ast v\) undefined. In particular, if \(I \not\in A\), then despite \([u, I, u^{-1}] = 0\), we do not set \(u \ast u^{-1} = [I]\) or \(u^{-1} \ast u = [I]\) because \([I] \not\in \mathbb{P}(A)\).

**Proposition B.1.** The set \(A\) satisfying the properties above forms an invertible magmoid \((A, \ast, ^{-1})\). If \(I \in A\), then \(A\) is unital as well.

**Proof.** We reformulate Corollary 4.2 in terms of the Yang-Baxter equation. If \(u \ast v\) is defined, then we have the following identities:

1. \((u \ast v)^{-1} = v^{-1} \ast u^{-1}\)
2. \((u \ast v) \ast v^{-1} = u\)
3. \(u^{-1} \ast (u \ast v) = v\)
4. \(v \ast (u \ast v)^{-1} = u^{-1}\)
5. \((u \ast v)^{-1} \ast u = v^{-1}\)

Hence, \(A\) is an invertible magmoid. \(\square\)

As we have shown in the previous section, the set of the six-vertex matrices \(S^\times\) satisfies the conditions of the proposition. Moreover, \(S^\times\) is associative, hence, forms an associative invertible magmoid. It is always possible to complete a (typically non-unital) invertible magmoid to make it a groupoid by adding the necessary units as we did in the previous section for the six-vertex matrices. We formulate the following conjecture that extends the conjecture from Section 2 of [BBF11].

**Conjecture B.2.** Let \(A \subset \text{End}(V \otimes V)\) be a set with the following properties:

1. If \(u, v \in A\), there there exists a unique (up to a scalar multiple) solution \(w \in A\) of the Yang-Baxter equation \([u, w, v] = 0\).
2. Every \(a \in A\) is invertible, and \(a^{-1} \in A\).

Then \((A, \ast, ^{-1})\) is an associative invertible magmoid. When completed with the units, \((A, \ast, ^{-1})\) forms a groupoid.

We note that in Section 2 of [BBF11], the authors only conjecture that \((u \ast v) \ast w = u \ast (v \ast w)\) assuming that \(u \ast v, v \ast w, (u \ast v) \ast w,\) and \(u \ast (v \ast w)\) are defined in the first place. We conjecture that if \(u \ast v\) and \(v \ast w\) are defined, then both \((u \ast v) \ast w\) and \(u \ast (v \ast w)\) exist, and they are equal.
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