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The massive parallelism present in GPUs comes at the cost of reduced L1 and L2 cache sizes per thread, leading to serious cache contention problems such as thrashing. Hence, the data access locality of an application should be considered during thread scheduling to improve execution time and energy consumption. Recent works have tried to use the locality behavior of regular and structured applications in thread scheduling, but the difficult case of irregular and unstructured parallel applications remains to be explored.

We present PAVER, a Priority-Aware Vertex Scheduling, which takes a graph-theoretic approach toward thread scheduling. We analyze the cache locality behavior among thread blocks (TBs) through a just-in-time compilation, and represent the problem using a graph representing the TBs and the locality among them. This graph is then partitioned to TB groups that display maximum data sharing, which are then assigned to the same streaming multiprocessor by the locality-aware TB scheduler. Through exhaustive simulation in Fermi, Pascal, and Volta architectures using a number of scheduling techniques, we show that PAVER reduces L2 accesses by 43.3%, 48.5%, and 40.21% and increases the average performance benefit by 29%, 49.1%, and 41.2% for the benchmarks with high inter-TB locality.
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1 INTRODUCTION

The massive parallelism provided by General-Purpose GPUs (GPGPUs) is in demand from many areas of industry and research. Possessing numerous compute cores in their Streaming Multiprocessors (SMs) and enormous memory bandwidths as high as 1,555 GB/s [41], GPGPUs have become the de-facto accelerator of choice in many scientific domains. To support the complex memory access patterns of applications, GPGPUs have a multi-level memory hierarchy consisting
of an L1 data cache private to each SM, a banked shared L2 cache connected through an interconnection network across all SMs and high-bandwidth banked DRAM.

With the amount of parallelism GPUs can provide, memory traffic becomes a major bottleneck for present-day GPUs, mostly due to the small amount of private cache that can be allocated for each thread, and the constant demand of data from the GPU’s many computation cores. With the ever-increasing data size of GPU applications, and each thread having to process more data, simply increasing the cache sizes is not a viable option, since the additional area will incur extra cost and overhead. This means that smaller L1 and L2 caches are much more likely to suffer from cache thrashing, i.e., eviction of cache lines which could have been used by other functional units. Cache thrashing can lead to more cache operations, which means more energy consumption, and tremendous under-utilization of the other GPU resources, resulting in under-performance [11, 23, 56, 62, 63]. To minimize this, all threads need to utilize the shared cache memory spaces with each other as efficiently as possible.

The most common relationships between the threads sharing the cache are read-after-write (RAW) and read-after-read (RAR) cases. RAW consists of data dependency among tasks, e.g., thread blocks (TBs), also known as structured parallelism. In this case, a certain execution order among the tasks will be formed and the execution time will be bound to a critical path. Exploiting this order can improve the performance substantially. There have been numerous works on structured parallelism in CPUs [3, 12, 14, 51], and more recently in the realm of GPUs [2, 6, 16, 60]. In particular, they try to exploit the data locality between parent and child TBs.

RAR, or local data sharing, on the other hand, happens in unstructured parallelism, in which the tasks are similar and independent, and thus free to be executed in any order. Its impact is more prominent when there is no write-allocate policy in place. As a result, the program’s outcome would be correct regardless of task ordering. However, processes can still subtly affect each other in terms of shared resources and, subsequently, the performance, in contrast to the more explicit sharing in structured parallelism. To make better use of the cache data, the data locality of the parallel-run tasks must be observed and considered with respect to a given cache architecture. Research works have addressed this issue in the multi-core CPU area [20, 61], and Wang et al. [60] improved cache performance with respect to data reuse involving parent-child TBs in GPUs. To the best of our knowledge, however, PAVER (Priority-Aware Vertex schedulER) is the first work on exploiting data locality in unstructured parallelism in GPUs.

At the TB level, there have been attempts to take advantage of locality based on a specific data access pattern [22]. In [29], Lee et al. propose Block CTA Scheduling (BCS) which naively assigns two consecutive TBs to the same SM. However, their approach works only for row-major applications, i.e., applications optimized to run with row-major data structures, such as matrix multiplication, n-body, and hotspot. Since the grid structure of the tasks is application-specific, PAVER addresses this problem with a generic graph-based approach to improve performance and memory efficiency. We do so by creating a graph of TBs using their data sharing statistics, where the vertices represent the TBs and weighted edges between TBs denote the number of shared data locations.

Designing a graph structure requires us to know the access footprint per TB in the application a priori and then deciding which TBs to group in the same SM to maximize the cache utilization. Hence, it is necessary to analyze the cache access characteristics before the execution. There has been substantial work on CPU data access profiling using compilers in the past [4, 20, 58, 64, 65]. Such profiling work has also been done for GPUs [13, 53]. Research has started recently to speed up the GPU profiling through sampling and other techniques [20]. However, profiling requires the user to run the code in order to detect opportunities to improve the performance [17]. Compiler-assisted methods can extract information directly from the code itself, e.g., static compiler analysis,
which can be used to optimize cache bypassing, warp scheduling, and thread throttling [23, 24, 32, 47]. In PAVER, we propose a just-in-time (JIT) compilation approach to gather the data sharing statistics among the TBs which constitute the same kernel and are able to use the same allocated memory. The JIT analysis is accomplished after compilation and before the kernel launch [40].

We partition the graph in order to assign TB groups with the most locality to SMs. We explore various graph partitioning policies, such as $k$-way and recursive bi-partitioning algorithms based on METIS graph partitioning software [21], and Prim’s maximum spanning tree (MST) -based algorithm [46]. The partitioning is stopped when the maximum number of TBs is allocated to an SM, as determined by the application and resources. To improve load balancing between SMs, we also incorporate a task-stealing process to move a TB from one SM queue to another when all the TBs in the latter finish early. This ensures a decent load balance in the final phase of the execution. In short, PAVER presents a novel graph-theoretic approach for TB scheduling on GPUs based on the cache sharing behavior between the TBs. Our partitioning algorithm ensures maximum cache sharing within an SM for L1 locality, high L2 locality among the SMs, and also ensures load balancing between the SMs. In a SM, maximum allowed concurrent TBs are sent for execution in the form of bunches of 32 threads each, called a warp, to a warp scheduler. This scheduler checks for ready warps within the pool of available warps and once a TB has finished execution, another TB assigned to that SM starts executing. There are several warp scheduling policies with the baseline policy as Greedy Then Oldest (GTO) in which a single warp is prioritized for execution until it hits a long latency operation after which it is replaced by the warp which was assigned to the core for the longest period of time.

The following outlines the organization of this article:

— In Section 2, we explore the baseline architecture and show how locality awareness can benefit the application performance.

— In Section 3, we generate the TB locality graphs of various benchmarks through analyzing memory access behavior of individual TBs. We also present details of the JIT compiler analysis, adopted in this article.

— In Section 4, we design TB scheduling policies, starting from MST, and improve it to $k$-way partitioning and recursive graph bi-partitioning. We compare these partitioning techniques to understand its effect on L1 and L2 locality.

— In Section 5, we explain the PAVER runtime and TB scheduling and how task stealing can help with an application’s load balancing. We further discuss the architectural support to store the TB groups produced by various TB-partitioning strategies and use them to guide TB scheduling.

— In Section 6, we evaluate PAVER and show that our proposed scheduler can achieve average speedup of 29%, 49.1%, and 41.2% compared to the baseline scheduler LRR in Fermi, Pascal, and Volta architectures. Benchmarks selected from widely used benchmark suites Parboil [54], Rodinia [7], Polybench [45], ISPASS [1], and CUDA SDK [36] were analyzed and classified into high, low, and no inter-TB locality categories.

2 BACKGROUND AND MOTIVATION

TB scheduling is managed by the GigaThread engine in Nvidia GPUs [30]. Despite efforts to approximate the behavior of the TB scheduler [34], there are few official details on it. The baseline TB scheduler is assumed to be using a loose round-robin (LRR) policy, as empirically observed in prior work [31]. A round-robin policy implicitly takes advantage of locality among consecutive TBs that can simultaneously access the L2 cache. To capture both L1 and L2 locality, some prior works assign TBs at the granularity of a group of consecutive TBs (typically groups of two) to an
Table 1. Fermi, Pascal, Volta GPU Specifications (for Evaluation)

| Architecture | Fermi | Pascal | Volta |
|--------------|-------|--------|-------|
| # of SMs     | 15    | 28     | 80    |
| Max # of TBs/Warps/Threads per SM | 8/48/1,536 | 32/32/2,048 | 32/64/2,048 |
| L1/Shared Mem. Cache Size per SM  | 16/48 KB | 48/96 KB | 32/96 KB |
| Total L2 Cache Size               | 768 KB | 3 MB   | 4.5 MB |
| Core Frequency                     | 700 MHz | 1 GHz  | 1.2 GHz |

As a novelty, we attempt to establish an order in TB execution by using a graph-based approach to maximize data locality. This method is completely generic and is able to extract locality patterns through graph-theoretic approaches regardless of the application’s data layout or algorithmic behavior. To this end, we determine the locality among all the TBs per kernel before the kernel launch, and create a weighted graph pertaining to that kernel (for multi-kernel applications, a graph is generated for each kernel). The vertices are annotated with TB IDs and the edge weights represent the number of shared data references between two TBs. The higher the weight of an edge between two nodes, the higher is the locality between the two TBs. We will later explore various locality graph partitioning techniques in order to assign TBs to SMs to maximize cache reuse.

2.1 Baseline GPGPU Architecture

In this work, we use Nvidia GTX480 (Fermi [37]), Nvidia TITANX (Pascal [38]), and Nvidia TITANV (Volta [39]) architectures for evaluation purposes. Our technique exploits application-level characteristics and can be generally applicable to all architectures. Table 1 describes the specifications of GTX480, TITANX, and TITANV, and Figure 1 depicts the memory hierarchy layout for a generic GPU. As can be seen, every SM has an L1 cache, and there is an L2 cache per memory channel that is shared by all the SMs. Whenever a load operation attempts to access a data which is already cached, it is considered a cache hit. Otherwise, it results in a cache miss, and the cache will request the data from the lower memory in the hierarchy. A miss can occur due to the data simply never being present (cold miss), or due to the data block being evicted from cache because of cache size limit (capacity miss), or set conflicts (conflict miss), or becoming stale after another

![Fig. 1. GPU memory hierarchy.](image-url)
“sibling” cache has modified it. In Fermi, however, since there is a write-evict policy [42], we do not experience cache invalidations due to coherence protocols.

All load/store units in the SMs have a memory coalescing unit to reduce unnecessary cache accesses. To further accommodate memory coalescing and avoid extra memory traffic, an SM’s L1 data cache has a miss status holding register (MSHR) table, which sends the request to the L2 cache and holds the pending data block request while it is being loaded. If another thread tries to access the same block again, it is called a hit reserve or MSHR hit. In this case, the operation will wait for the request in the MSHR to be finished. There can be MSHR hits in a cache only if there is data sharing across warps. If the MSHR is full, any more requests will be a miss and named a reservation fail [5].

2.2 L1/L2 Hit and Miss Distribution

There are two main types of locality: temporal and spatial. Temporal locality refers to the same data in the cache used at different times, while spatial locality involves different units accessing different parts of the same data block, e.g., two TBs accessing two adjacent elements in the same cache line. We define a term called “block locality” to capture the usage frequency of any data element inside a data block either due to temporal or spatial locality during the execution. If the GPU knows which data block is needed by which specific TB, it can schedule the appropriate TB before the data block is evicted. GPU execution can benefit from a planned scheduling, which maximizes data locality in all caches. If TBs that use distant parts of the memory also share the same SM, it will lead to unnecessary L1 evictions and thrashing, hurting the performance. Similarly, if TBs executing on different SMs lack block locality, they will suffer from L2 eviction.

We measured the L1 data cache and L2 cache hit and miss distribution for different benchmarks and observed that on an average, 33.6% of all misses in L1 are conflict or capacity misses. More conflict or capacity misses lead to more frequent L2 cache accesses, which may in turn result in L2 evictions. Also, it was noted 9% conflict + capacity misses in L2 on average. Our method will reduce the average cache miss rate due to both conflict and capacity misses.

Data Reference Distribution: Figure 2 shows the data reference distribution for different benchmarks. The y-axis shows the normalized total number of global read accesses in an application as a percentage. We categorize data accesses into the following type of references:

- Unshared - single warp in a TB accesses a data;
- Intra-TB - multiple warps within a TB access same data;
- Inter-TB - multiple TBs access same data; and
- Intra-TB ∩ Inter-TB - data block is accessed by multiple warps within a TB, and across multiple TBs.
Fig. 3. PAVER overview: PAVER generates the locality graphs by identifying the locality information in the PTX code at JIT. The TB-graph partitions are then fed to the TB scheduler at runtime to leverage the inter-TB data locality.

As can be seen, the benchmarks SYRK, SYR2K, MM, BTR, HTW, HS, and SRAD have heavy inter-TB data sharing; BFS, TPACF, DWT, SPMV, PF, STO, and MGS have low inter-TB sharing; SAD, MUM, BP, and BLK have no inter-TB data sharing.

Therefore, if TBs sharing the data are assigned to the same SM, we can increase the L1 hits, thereby reducing the number of L2 accesses and lowering L2 conflict misses, and improving IPC. On average, 27% of data sharing between TBs is observed. Hence, this article targets exploiting inter-TB and intra-TB ∩ inter-TB references by cleverly scheduling the TBs instead of the naive LRR TB scheduler.

3 GENERATING LOCALITY GRAPHS

3.1 PAVER Overview

Figure 3 overviews the PAVER framework. It is a locality-aware TB scheduling framework, which is guided by locality graph analysis. The load address ranges for a TB are extracted from the PTX code. The locality graph is constructed from the extracted locality information, where the vertices of the graph represent the TB ID and the edge weight represents the number of common shared data references accessed by those TBs. The TB graph capturing the inter-TB locality is partitioned such that each partition contains TBs having maximum locality among them (explained in Section 4). After this stage, we enforce the execution of a TB partition in an SM through hardware support. A locality-aware TB scheduler assigns the TBs to the SMs in the order specified by the partitioning algorithm (explained in Section 5).

3.2 Locality Graph

The data reference sharing information is used to generate a locality graph in the form of an adjacency matrix. In this matrix, every element in location \((i, j)\) specifies the number of data references shared between \(TB_i\) and \(TB_j\). We represent the graph by an adjacency matrix that is symmetrical around the diagonal (undirected graph). The examples of an adjacency matrix and the corresponding locality graph are shown in Figure 4. The nodes are numbered as per the TB ID, and node weights represent the number of instructions executed by the node. In our case, the weights of all nodes are the same, because all the TBs execute the same number of static instructions in a single instruction, multiple data manner.

Figure 5 visualizes the adjacency matrix representing the locality graph for different applications. Both X and Y dimensions represent the TB numbers. The sharing (edge) between them is represented by a point in the figure, where the color density of the point represents weight on the particular edge. It may be observed that maximum sharing between two TBs may occur when they are adjacent (MGS, STO, PF, HTW) or when they are far away (BFS, BTR, SPMV). Though
the prior work in [29] assumes that consecutive TB have max locality, this is not necessarily true. Sometimes there is sharing among adjacent TBs in the same row and same column of the 2D Grid (SYRK, SYR2K, MM), same row and first column of 2D Grid (HS, DWT, SRAD), same row of 1D Grid (MGS, STO, PF, HTW), or arbitrary (BFS, BTR, SPMV). A generic graph representation accounts for all these cases.

### 3.3 Identifying Locality Information

In order to run CUDA applications, the CUDA code must first be parsed into the PTX intermediate representation during compilation. In this stage, the code is converted into a quasi-assembly structure, with instructions using input/output registers, indirect addressing, and so forth. However, after conversion to PTX, the code is still not ready for execution on real hardware, as GPUs require a code format specific to their architecture, i.e., the SASS representation. The conversion from PTX to SASS is performed via JIT compilation at the time of application load [40]. This is when some of the remaining unknown parameters are resolved that might be dependent on user input during the kernel launch in order to specify the kernel’s characteristics, such as input/output arguments and pointers, grid and block sizes, and so forth. When the kernel is converted to SASS
format with all the necessary parameters, only then can it run on the target GPU. In our work, we aim to perform analysis on the PTX code before the kernel launch in order to extract locality information from the kernel PTX.

Profiling has been extensively used in CPUs [4, 58, 65]. In a recent paper for GPUs [13], Ocelot [10] was used to instrument the PTX code. The instrumentation involves inserting a device function call to gather the memory trace of the entire program in order to detect the uncoalesced accesses in the code. Alternatively, Shen et al. [53] use an instrumentation engine, built on top of LLVM [28] to place bits of code on both the host and device sides to track statistics such as memory reuse distance. The code will then be translated into PTX. However, profiling requires the user to run the application once to extract all the relevant information, which is not desirable if the data size is large. To minimize the user burden, preprocessing the code before execution is needed. In PAVER, we propose a JIT-based static analysis to extract TB locality information from each kernel. In a CUDA application, inputs and outputs are given to the CUDA kernel call as base pointers initialized through `cudaMalloc()`. The kernel would then read the data from the input data structures and write the results in the outputs. In order to generate a locality graph for our application, the accessed read addresses will need to be extracted in order to determine addresses in the global memory, accessed by a TB.

Figure 6 shows an example of the matrix multiplication code in CUDA converted into PTX. Some of the corresponding codes on both sides have been highlighted with matching colors. It is in our interest to extract the information from the global memory read instructions (e.g., `ld.global`, underlined) for each TB in order to determine the locality among all TBs in the kernel. In order to extract memory access information, a JIT analysis is necessary, since the arguments in a kernel call may not be known until the kernel is finally being called. In addition, some of the kernel parameters, such as kernel grid size, block size, and input data size, may also be unknown before the call, e.g., if they are dependent on user input. However, once the kernel is called, all the information stated above will be available. Therefore, each thread’s unique parameters, such as thread ID and block ID, would also be known at that time, and would remain the same throughout the kernel’s execution, which simplifies our analysis. Once the analysis is complete for the called
Table 2. Data Reference Sharing Across TBs for Various Applications from [1, 7, 36, 54]

| Benchmark | Description                      | SpScore | Total TB | Total data references | Shared TB | Degree of sharing |
|-----------|----------------------------------|---------|----------|-----------------------|-----------|-------------------|
| HS        | Hotspot                          | 0.995823097 | 1,849    | 524,288               | 1,849     | 0.009194          |
| PF        | Pathfinder                       | 0.95689675 | 463      | 2,100,000             | 463       | 0.036717          |
| STO       | StoreGPU                         | 0.99480523 | 384      | 49,164                | 384       | 0.044271          |
| BFS       | Breadth-First Search             | 0.006408691 | 3,907    | 7,811,036             | 3,907     | 0.066406          |
| SRAD      | (Speckle Reducing Anisotropic Diffusion) | 0.977020264 | 16,384   | 4,196,352             | 16,384    | 0.066406          |
| TPACF     | Two Point Angular Correlation Function | 0.745055815 | 201      | 148,388               | 201       | 0.084577          |
| MM        | Matrix-Multiply                  | 0.857988166 | 169      | 1,024                 | 169       | 0.100592          |
| SYR2K     | Symmetric Rank-2k                | 0.4140625  | 256      | 196,608               | 256       | 0.265625          |
| SYRK      | Symmetric Rank-k                 | 0.4140625  | 256      | 131,072               | 256       | 0.265625          |
| HTW       | Heart Wall                       | 0.923875433 | 51       | 78,135                | 51        | 0.333333          |
| MGS       | Merge Sort                       | 0.939453125 | 32,768   | 8,454,144             | 32,768    | 0.375             |
| BTR       | B+ Tree                          | 0.000167  | 10,000   | 674,287               | 10,000    | 0.0017            |
| DWT       | Discrete Wavelet                 | 0.862603306 | 4,096    | 65,536                | 4,096     | 0.386364          |
| SPMV      | Sparse-Matrix Dense-Vector Multiplication | 0.430555556 | 765      | 6,981,392             | 765       | 0.472222          |
| MUM       | MummerGPU                        | 1        | 196      | 1,055,946             | 0         | -                 |
| SAD       | Sum of Absolute Differences      | 1        | 1,584    | 25,344                | 0         | -                 |
| BLK       | Black Scholes                    | 1        | 480      | 6,000,000             | 0         | -                 |
| BP        | Back-Propagation                 | 1        | 4,096    | 1,114,112             | 0         | -                 |

kernel, we have each TB’s memory access locations, which can then be used to construct a locality graph. The exact values of the matrix size $N$ and the base addresses of input/output matrices $A, B, C$ are known after malloc in GPU. When the grid size and TB size become available, so do the ranges of the existing thread-specific values, namely, $threadIdx$ and $blockIdx$. Therefore, $ROW$ and $COL$ (colored red and teal) expressed in terms of these two values can readily be determined for each thread at JIT compilation. Also, we can locate the global memory access instructions and identify which elements of the arrays are accessed by each TB, thereby determining the value range of the memory accesses per TB. Here, for example, with $ROW$ and $N$ being known and $i$ iterating from $0$ to $N$, we know all the possible values of index $ROW * N + i$, and thus all elements of $A$ being read in the kernel by a particular thread. Similarly, all the elements of matrix $B$ and the TBs accessing them can be known. Any $TB_k \in \{0, 1, \ldots, gridDim.x \times gridDim.y \times gridDim.z\} = U_{TB}$ accesses a set of elements in matrices $A$ and $B$. For $A$ and $B$, the access sets for $TB_k$ will be $A_k = \{i + N(\lfloor TB_k / gridDim.x \rfloor blockDim.y + j) \mid i \in [0, N), j \in [0, blockDim.y)\}$ and $B_k = \{(i.N(TB_k / gridDim.x)blockDim.x + j) \mid i \in [0, N), j \in [0, blockDim.y)\}$. Using this, we can obtain the common set of elements in matrices accessed by every $TB_i$ and $TB_j$, denoted by sets $(A_i, B_i)$ and $(A_j, B_j)$. Therefore, the number of common data elements accessed by $TB_i$ and $TB_j$ in the locality graph will be

$$L(TB_i, TB_j) = |A_i \cap A_j| + |B_i \cap B_j|.$$
The reported statistics are averaged over all the kernels for an application. It may be noticed that the degree of sharing (ratio of shared blocks to shared TBs) varies widely depending on the application. The applications with large sharing are likely to benefit from proper TB scheduling.

In PAVER, our focus is static memory analysis at JIT, or analysis of memory locations available before the execution of the kernel, such as device variable addresses, immediate values, and kernel parameters. As an example, if A is an input kernel argument, it counts as a static memory location if we use an index that is available at JIT, such as A[0], A[i] (where i is a loop parameter), A[tid], and so forth. At this time, we do not analyze non-static memory locations, which can only be known during runtime, e.g., pointer chasing. An example of a non-static memory location is A[A[0]], since the value stored in A[0] cannot be known except at runtime, which is outside the scope of this work.

Overhead: The JIT analysis is done before the kernel launch and hence does not affect the kernel-execution time, but it increases the host side time. The functions like initialization, memory allocation (malloc), cudaMalloc, cudaMemcpy, defining the gridDim, and blockDim contribute toward the host side time. Usually, the kernel load is executed in CPU before the GPU execution starts and is negligible. Since the JIT analysis is done right after the grid and block dimensions are defined, the JIT overhead is calculated as Overhead = \( \frac{JIT \text{ time}}{host \text{ side \ time \ in \ baseline} + JIT \text{ time}} \times 100 \). The JIT overhead for some applications with high inter-TB locality SYRK, SYR2K, and MM are 0.26%, 0.2%, and 0.01%, respectively. Note that the device to host cudaMemcpy has been excluded from the overhead calculation as it does not delay the kernel load time. The overhead will reduce further if the device to host cudaMemcpy time is included.

4 PAVER TB SCHEDULING

In this section, we explore three different graph-based locality analysis techniques to partition and group TBs to guide TB scheduling, namely, a naive approach using MST; a k-way partition-based method to improve the hit rate of L1 caches; and a recursive bi-partitioning-based approach to account for both L1 and L2 cache performances. Figure 7 shows an overview of each grouping strategy. TB grouping and ordering is done at the JIT compilation and then the TB partitions are passed onto the GPU’s global memory to guide TB scheduling.

4.1 Maximum Spanning Tree-Based TB Scheduler (MST-TS)

In our first approach, we map this problem into a variant of the traveling salesman problem (TSP), which aims to traverse all the vertices (TBs) in the graph with minimum (or maximum) traveling cost. In our case, we can leverage the TSP problem to capture all the significant cases of data sharing in terms of maximum edge weights in the graph G.
The heuristic we use to solve TSP is the MST. The MST could be constructed using either Prim’s \cite{prim1957algorithm} or Kruskal’s algorithm \cite{kruskal1956shortest}. In this work, we use Prim’s MST.

Once the MST is constructed, we have a path connecting all the TBs. An example of an MST solution (red lines) is displayed in Figure 7(a), where each node represents a TB. We then partition consecutive TBs in the MST into $N$ groups of size $x$, where $x$ is equal to the number of TBs that can run concurrently in the SM and $N$ is the number of SMs in the GPU architecture. $N$ is limited by the hardware resources (registers, shared memory, number of threads, maximum number of TBs in an SM, etc.). After kernel launch, the first TB group of size $x$ is assigned to a SM; thereafter, the subsequent TB groups assigned to the SM have one TB each. For example, if our $N$ is 2 and $x$ is 2, then we have six groupings of (0,4), (1,5), (2), (3), (7), and (6). This assignment aims at achieving high L1 locality and load-balancing across the SMs.

This approach captures more inter-TB locality than BCS and LRR. BCS groups two consecutive TBs into a pair and assigns them to the same SM. This approach will not work for the applications having column-wise locality in a 2D grid or arbitrary locality pattern. Additionally, the TB pair assignment is delayed until the TB contexts for the pair are available, leading to resource starvation in the SM. MST-TS overcomes the SM under-utilization issue observed in BCS by assigning a TB as to the SM as soon as the context becomes available and using a graph-based representation which accounts for all types of locality patterns.

However, it only captures one-dimensional sharing without considering data sharing between more than one TB. Thus, we need a more generalized approach.

\subsection*{4.2 $k$-Way Partition-Based TB Scheduler (kway-TS)}

Although the MST ordering could enhance the data locality within TB groups, it considers a TB that has the highest data sharing on the path and ignores other connections to a TB that may also share data. Given a graph $G(V,E)$, $E'$ is the set of edges belonging to the MST. In the MST ordering, we only order the TBs based on the data sharing on $E'$. A partition based on the complete edge set $E$ should produce better inter-TB locality-aware groupings for L1 cache locality inside the SM.

We present $k$-way partitioning, in which $k$ is the total number of partitions equal to the number of SMs. We evenly partition the entire set of TBs to all the $k$ SMs considering data sharing. For example, in Figure 7(b), we partition the graph $G$ into four groups to be assigned to four SMs. Graph-partitioning tools, such as METIS \cite{metis} or Chaco \cite{chaco}, can be used to partition the graph in a load-balanced manner while maximizing the sum of edge weights within partitions. In this work, we utilize METIS for graph partitioning. The main advantage of this method over MST-ordering is that the graph is partitioned in a way that the groups have the highest connectivity, i.e., TBs have the highest locality within a group. Therefore, it leads to a much higher L1 locality. Since all the TBs in a partition cannot execute concurrently due to resource limitation in an SM, we re-order the TBs in each partition using Prim’s MST such that the subset of TBs in each partition executing concurrently has maximum locality with each other.

One disadvantage of $k$-way partitioning is that L1 data locality is maximized within each partition. However, each partition is executed in an SM over the entire kernel runtime, with multiple partitions without locality running simultaneously on different SMs. The locality between the SMs may be lost leading to L2 thrashing. This type of scheduling prioritizes L1 locality over L2 locality.

\subsection*{4.3 Recursive Bi-Partition-Based TB Scheduler (RB-TS)}

The problem mentioned before with $k$-way partitioning inspires us to design the recursive bi-partitioning scheduling for TBs to guarantee maximum data locality across L1 and L2 and load balance between TB groups. As shown in Figure 7(c), we recursively partition the graph $G$ into two parts until the partition size is less than the maximum allowed TBs in each SM (which we
Algorithm 1: Recursive Bi-partitioning

1. Let Q be the queue of TB groups
2. Let L be the list of TB groups for SM scheduling
3. Q.push($G_0$)
4. while Q not empty do
   5. $G_i$ = Q.front()
   6. Q.pop()
   7. ($G_0^i$, $G_1^i$) = METIS.partition($G_i$, $n = 2$)
   8. if $G_0^i$.size() < maxTB then
      9. move $G_0^i$ to list L
   10. else
      11. Q.push($G_0^i$)
   12. end
   13. if $G_1^i$.size() < maxTB then
      14. move $G_1^i$ to list L
   15. else
      16. Q.push($G_1^i$)
   17. end
5. end

This essentially creates a binary tree where the leaf nodes ($G_1$, $G_2$, $G_3$, and $G_4$) are prioritized from left to right. This preserves L1 locality by TBs grouped within the same leaf node, and preserves L2 data locality by concurrently scheduling adjacent groups on different SMs that share the same parent.

The pseudocode for our recursive bi-partitioning algorithm is shown in Algorithm 1. $Q$ is the queue to store the TB groups, which need further partitioning. $L$ stores all the final leaf TB groups in the partition tree. At every iteration, we pop out one sub-graph $G_i$ from the queue and partition it into two different TB groups. If $G_i$ is smaller than the TB capacity of an SM, we get one final TB group. Otherwise, the algorithm pushes it to the back of the queue $Q$ and waits for further bi-partitioning. Our algorithm uses METIS to achieve recursive bi-partitioning with load balancing.

## 5 PAVER Runtime

In this section, we will discuss the generalized PAVER runtime, which schedules TBs based on graph-based TB grouping strategies. Once the TB groups have been created and re-ordered at JIT compilation, the TB scheduler uses them at runtime to schedule TBs among SMs. For PAVER TB scheduling policies, a global queue (located in global memory) is used to store the pointers to the TB groups. We assume that the maximum number of concurrent TBs executing on an SM is $x$, which is dependent on the kernel resource requirements like registers, shared memory, local memory, and number of threads in a TB.

### 5.1 Hardware Implementation

The architectural modification needed for supporting PAVER is shown in Figure 8. Once the kernel is loaded, the TB groups and ordering within each group are stored in the global memory as an array of arrays. The global queue stores the array of partitions. Each entry in the array corresponds to a partition and points to the head pointer of an array that stores all the TB groups of that partition in order. The number of TB groups and size of each TB group differs by the partitioning technique used. Each SM is associated with two registers (next, tail) which point to the TB group's head.
Fig. 8. Storing TB Groups in Global Memory: Once the TB Groups are generated by different graph-partitioning strategies (MST, Kway, Recursive Bi-partitioning), they are stored in the global memory. A global queue (located in global memory) is used to store the pointers to these TB groups. Each SM is associated with two registers (\textit{next}, \textit{tail}) which point to the TB group’s head (initially) and tail assigned to that SM, respectively. Once the current TB from the TB group is issued to the SM and starts executing, the \textit{next} register value is updated to point to next TB in the TB group and the \textit{next} TB register is loaded with the new value, i.e., TB group[\textit{next}]. This next TB register guides the TB scheduler.

Storage Overhead: The three extra registers per SM to store \textit{next}, \textit{tail}, and \textit{nextTB} incur an area overhead of $64$-bit * 2 (for \textit{next} and \textit{tail}) + 16-bit (for \textit{nextTB}), i.e., 18 Bytes. So, total storage overhead for Fermi (15 SMs), Pascal (28 SMs), and Volta (80 SMs) are 270 Bytes, 504 Bytes, and 1,440 Bytes, respectively. This overhead is negligible compared with the area of other on-chip storage structures in Fermi/Pascal/Volta GPU such as L1 cache (240 KB/720 KB/480 KB), shared memory (1920 KB/3,840 KB/3,840 KB), and Register File (1920 KB/14 MB/40 MB).

Timing Overhead: Any timing overhead would occur when the \textit{nextTB} is yet to be loaded from memory. However, this operation is off the critical path as the fetching occurs while the TBs are executing on the SM. The only time the penalties occur is when there is a free TB context available in an SM but there is no ready TB to be issued. However, this scenario is very rare as the time taken for loading a TB from memory is very small compared to the TB execution time.

5.2 Task Stealing

Toward the end of the execution run, if the scheduling of a group to an SM leads to load imbalance, we utilize task stealing to balance out the load of the last group amongst SMs. Note that since PAVER focuses on RAR locality, rather than RAW, it will not preclude cases where issued TBs on a busy GPU are dependent on still-unissued TBs which can result in a deadlock.

When there are no more unassigned groups, we employ \textit{task stealing} to improve performance through load-balancing. Ideally, SMs should finish their workloads all at the same time. However, there are workloads of different sizes on each SM. Therefore, an SM could finish early and stay idle while the other SMs are still working on their TB groups. With task stealing, however, we take a TB assigned to a busy SM (but not yet issued) and reassign it to a free SM. By tapping into the freed
resources, we can make sure that the SMs are utilized as much as possible until the application’s termination, resulting in additional performance.

**ALGORITHM 2: Task-Stealing Algorithm**

```
1 # MaxWaitingTB = 0
2 # AverageWaitingTB = 0
3 for SM in range(0, total SM) do
4   WaitingTB = SM.tail - SM.next
5   if WaitingTB > MaxWaitingTB then
6     MaxWaitingTB = WaitingTB
7     DonorSM = SM
8   end
9   AverageWaitingTB += WaitingTB
10 end
11 AverageWaitingTB /= total SM
12 Stolen TB count = MaxWaitingTB - AverageWaitingTB
13 return DonorSM, Stolen TB count
```

Task stealing is employed in \( k \)-way-TS and RB-TS. In MST-TS, the TB-Group size is 1, hence a SM does not have more than 1 TB waiting in the TB group. When all the tasks in the TB group are exhausted and SM has a free TB context, it is marked as recipient SM. While, the SM with maximum number of waiting tasks in the TB group is the donor SM. The “WaitingTB” of each SM is determined by the number of waiting tasks in its TB group (obtained from \( SM.next \) and \( SM.tail \)). The granularity of tasks stolen is determined as \( MaxWaitingTB - AverageWaitingTB \).

If \( Stolen TB count > 2 \), it still captures some locality. Task stealing affects the L1 locality within the donor SM but the overall kernel execution saves the extra cycles by load-balancing the SMs. Also, the locality at L2 level is still preserved.

**Storage Overhead:** For the task-stealer, three 16-bit registers are used to store the \( MaxWaitingTB, AverageWaitingTB, Stolen TB count \) which accounts for 6 Bytes. This overhead is negligible compared with the area of other on-chip storage structures in Fermi, Pascal, and Volta GPU.

**Control Logic Overhead:** The task stealer uses a very simple control circuit consisting of three adders, one comparator, and one divider. The area and power overhead of the control logic would be negligible compared to the GPU chip area.

### 5.3 Generalized Runtime Algorithm for All TB Policies

Once the kernel starts executing, TB scheduler assigns the TB groups from the global queue to the SMs in a round-robin manner. As shown in Figure 9, once a TB group is assigned to an SM, the \( SM.next \) and \( SM.tail \) are initialized to point to the TB group’s head and tail, respectively. Due to limited hardware resources, a limited number of TBs can be issued and executed concurrently in an SM. A TB (stored in \( SM.nextTB \)) from the assigned TB group is issued to the SM as soon as a free TB context is available. Upon TB issue, \( SM.next \) is updated to point to next TB in the assigned TB-Group. TB-scheduler then fetches the nextTB to be issued, located at TB Group[\( SM.next \)] and fills up the \( SM.nextTB \) register. If \( SM.next == SM.tail \), then all the TBs in the TB group are exhausted. The PAVER TB scheduler will then assign another available TB group to the SM.

When all the entries in the global queue are exhausted, the load imbalance occurs, as an SM has exhausted its TB group and has a free TB context available, while other busy SMs have TBs waiting in their assigned TB groups. In this scenario, the task stealing is enabled. The donor SM and number
of TBs to steal are determined as per the task-stealing algorithm (described in Algorithm 2). The tasks are stolen from the tail of the donor TB group and the tail of the donor SM is updated. After the task stealing, SM.next and SM.tail are updated accordingly. For example, there are four waiting TBs in the TB-Group of the donor SM indexed as (TB₀, TB₁, TB₂, TB₃), DonorSM.next = TB₀, DonorSM.tail = TB₃, and Stolen TB count = 2. After task-stealing, recipient SM.tail is updated to donor SM.tail, i.e., TB₃. Donor SM.tail is decremented by the stolen TB count and points to TB₁. Recipient SM.tail points to (DonorSM.tail + 1), i.e., TB₂.

6 EVALUATION

6.1 Methodology

We use GPGPU-Sim [5] with simulation parameters in Table 1 to model GTX480 Fermi, TITANX Pascal, and TITANV Volta GPUs. The warp scheduling policy follows a greedy-then-oldest (GTO) policy [48]. Our TB scheduling technique can be run with any warp scheduler, but we find GTO to provide the best performance. Apart from our MST-TS, k-way-TS and RB-TS, we also implement the LRR and Block CTA Scheduler (BCS) scheduling policy as the baseline. We did not compare with warp scheduling policies, such as CCWS [49], because they are orthogonal to TB scheduling and can be applied to PAVER to further improve the performance.

LRR scheduler selects one SM at a time, and assigns a TB in a sequential order. LRR is one of the fairest schedulers. However, since non-adjacent TBs are assigned to the same SM, there is less locality among them and their data accesses may cause the L1 cache to suffer from thrashing. Meanwhile, the locality will mostly remain on the L2 cache level because adjacent TBs will execute at the same time but in different SMs. BCS [29] is similar to LRR with one difference: it schedules two neighboring TBs at the same time with the assumption that the highest locality among TB occurs in neighboring pairs. This specifically benefits 2D grid-type workloads only. Since BCS will only schedule if the SM has enough resources to fit in two new TBs, it can potentially lead to performance reduction due to lack of resources. In the worst case, if no free context for a TB pair can be found during the execution, it may add unnecessary cycles to the execution by causing task serialization, whereas it could avoid such cases by filling any free context in the SM without
pairing the remaining TBs in that cycle. BCS has better L1 locality than LRR, but it can be improved much more. The L2 locality remains the same as LRR.

### 6.2 Benchmarks

Benchmarks shown in Table 2 are selected from Parboil [54], Rodinia [7], Polybench [45], ISPASS [1], and CUDA SDK [36] benchmark suites. All these suites are widely used in evaluating a GPU architecture’s performance. Out of all the kernels in these suites, we used a subset that have high as well as low inter-TB locality. However, we also used a few benchmarks with little to no locality to test the impact of our TB scheduling policies to see if they are affected in any way. As shown in Figure 2, the benchmarks such as SYR2K, SYRK, MM, BTR, HTW, HS, and SRAD which have at least 50% Inter-TB Data-references (Inter-TB + Intra-TB ∩ Inter-TB) are considered high-TB locality. The benchmarks with less than 50% Inter-TB Data-references are considered low-TB locality. The benchmarks which show low-TB locality are BFS, TPACF, DWT, SPMV, PF, STO, and MGS. The benchmarks without any inter-TB locality are SAD, MUM, BP, and BLK.

### 6.3 Results

**Speedup:** Figure 10 displays the kernel execution time as well as JIT Analysis Overhead of our different TB scheduling policies with respect to LRR and BCS. The x-axis shows the benchmark name, and the y-axis shows the Execution time + JIT Overhead w.r.t. LRR. The results have been normalized to the LRR TB scheduler. The TB policies LRR and BCS do not involve JIT analysis, hence, JIT time is excluded in the BCS result. GPU kernel execution time is calculated using the

---

**Fig. 10.** Kernel Execution Time and JIT Analysis Overhead of BCS, MST-TS, k-way-TS, RB-TS normalized w.r.t. baseline TB scheduling policy (LRR), on Fermi (top row), Pascal (middle), and Volta architectures (bottom).
kernel execution cycles and core frequency (from Table 1). On average, the JIT overhead is observed to be a very negligible fraction (1%) of the total kernel execution time.

Figure 11 displays the speedup of our different TB scheduling policies with respect to LRR and BCS. The x-axis shows the benchmark name, and the y-axis shows the speedup w.r.t. LRR. The results have been normalized to the LRR TB scheduler. The speedup of PAVER TB scheduling policies over the baseline (LRR) is calculated as \( \text{Speedup} = \frac{\text{kernel execution time in baseline}}{\text{kernel execution time in PAVER + JIT analysis time}} \).

In Fermi (Figure 11 (top)), for applications with high inter-TB locality, on average, the TB policies MST-TS, k-way partition-based TB Scheduler (k-way-TS), and RB-TS have 2.8%, 23.8%, and 29% speedups, respectively, as compared to baseline LRR. The average speedup for applications with low inter-TB locality for MST-TS, k-way-TS, and RB-TS are 1.8%, 2.5%, and 3.8%, respectively. We also tested our TB policies on the benchmarks SAD, MUM, BP, and BLK, which do not have any inter-TB locality to see if the IPC is affected by the new TB scheduling policies. It is observed that the performance of our proposed TB policies for these applications is reduced by a negligible amount 0.15%, 0.3%, and 0.5% for MST-TS, k-way-TS, and RB-TS, respectively, as compared to the baseline LRR scheduler. Overall, considering the applications from different inter-TB locality categories (high, low, and no-sharing), MST-TS, k-way-TS, and RB-TS show an average speedup of 1.8%, 10.1%, and 12.6%, respectively. PAVER was evaluated for the recent architectures Pascal and Volta. Our graph-based TB policies MST-TS, k-way-TS, and RB-TS achieve an average speedup of
10.8%, 32.5%, and 49.1% for high inter-TB benchmarks; 0.2%, 1.8%, and 3.7% for low inter-TB benchmarks; and 3.3%, 13.32%, and 20.49% overall for different inter-TB locality applications in Pascal (Figure 11 (middle)). We observe that PAVER fares well in Volta (Figure 11 (bottom)), where MST-TS, k-way-TS, and RB-TS achieve an average speedup of 4.5%, 28.6%, and 41.2% for high inter-TB benchmarks; 0.4%, 3.5%, and 3.8% for low inter-TB benchmarks; and 0.18%, 12.4%, and 17.4% overall for different inter-TB locality applications.

The high inter-TB locality benchmarks get significant improvement in IPC through our graph-based TB scheduling policies, up to 2.2× for SYRK benchmark (Fermi). Note that our work is orthogonal to warp scheduling techniques, and therefore adding a warp scheduler [18, 35] on top of the TB scheduler could further increase the speedup.

In the case of BCS, if the maximum TB per SM limit is an odd number, it leads to TB throttling, which means some of the TBs could not be jointly assigned due to the lack of free TB contexts in the SM. For example, in the STO application, there are 384 TBs and yet three TBs executing on the SM at the same time (maximum concurrent TB execution per SM depends on the resources like registers, local memory, shared memory, constant memory consumed by each TB). The BCS suffers drastically because every SM is assigned to execute two TBs instead of three as in the baseline. Similarly, in the HS benchmark three TBs execute concurrently in a SM and lead to severe throttling in the case of BCS TB policy, which leads to around 22% slower execution than LRR. Similarly, for benchmarks like SYR2K, SYRK, BP, and MGS even if the maximum TB per SM is even i.e., 6, 6, 6, and 8, respectively, whenever a TB finishes execution in a SM, BCS does not start executing the next TB immediately. Rather, it waits for two TB contexts to be freed up so that a pair of TBs can start executing. This leads to SM resources starvation and inferior performance by increasing the execution time of SYR2K, SYRK, BP, and MGS by 7%, 9%, 6%, and 5%, respectively, w.r.t. LRR. Our policies, however, do not lead to throttling as evident in Figure 11. In addition, BCS assigns every two consecutive TBs to the SM based on the assumption that the neighboring TBs would always have a high inter-TB locality, which does not hold for two- and higher-dimensional grid applications, where the locality could be between TBs in a column. Our graph-based approaches, however, are generalized methods and take all types of data access patterns into account.

It may be pointed out that prior work [31] covers a limited pattern behavior which has locality along the X-dimension or Y-dimension of the grid. In our article, any locality pattern (shown in Figure 5) can be analyzed in the form of a graph and partitioned among the SMs to leverage maximum locality within the SM. Applications such as BTR, BFS, and SPMV having irregular data-locality pattern application have been analyzed through our graph-based approach and gives significant speedup for the Fermi, Pascal, and Volta architectures as shown in Figure 11. We get significant performance benefits compared to the baseline LRR for the unstructured applications BTR (4.52% for Fermi, 22.8% for Pascal, and 5.9% for Volta), BFS (4.4% for Fermi, 12.8% for Pascal, and 9.85% for Volta); and SPMV (−0.5% for Fermi, 4.9% for Pascal, and 13.7% for Volta).

**Effect of Task Stealing:** When all the TBs on an SM finish early and the SM is idle, the TBs on a busy SM are reassigned to the free SM for load balancing purposes. Task stealing is beneficial for only the k-way-TS and RB-TS approaches as in these approaches the TB groups are pre-assigned to the SM without accounting for the actual execution time of each SM. However, in the MST-TS the load-balancing is done implicitly when the TBs from the MST are assigned to the SM in a round-robin fashion. Task stealing re-balances the workload of each SM when the kernel is on the verge of finishing the execution and some of the SMs have already finished their work. Average performance benefits of 3% and 2% were observed for k-way-TS and RB-TS, respectively, w.r.t. the no task-stealing case in Fermi.

**Effect of Cache Size:** Increasing the cache size shall reduce the capacity misses in the cache. However, the cache in GPUs tend to be limited in size. Since in the Fermi architecture 64 KB of
RAM had configurable partitioning between shared memory and L1 cache, we increased the L1 cache size from 16 KB to 48 KB to see the effect of the cache size on the performance of applications. With increased cache size, PAVER[R-B-TS] outperforms the baseline configuration by 16%.

**Miss Rates:** Figure 12 shows the L1 miss rate of different TB scheduling methods explored in this article: MST-TS, k-way-TS, RB-TS, BCS, and LRR. It can be seen that our recursive bi-partitioning method reduces the L1 miss rate over LRR by 43.3% (high inter-TB locality), 10% (low inter-TB locality), and 21% (all applications), contributing to the speedup. The L1 miss rate shown in Figure 12 is proportional to the L2 accesses shown in Figure 13 (Fermi). Hence, we excluded the L1 miss rate results for Pascal and Volta as normalized L2 accesses accounts for that.

The average conflict and capacity misses for all the benchmarks is 9% and the cold miss constitutes 91% of the total L2 misses. Hence, we observe very minimal reduction in L2 misses as the majority of them are cold misses; however, the accesses to L2 are reduced by 21% as the graph-based TB policies reduce the misses at L1. Reduced accesses to L2 and shorter execution time leads to energy saving. Figure 13 shows the L2 accesses for all the TB scheduling policies normalized to the baseline LRR. In Fermi (Figure 13(top)), TB policies MST-TS, k-way-TS, and RB-TS lead to reduced L2 accesses of 78.4%, 61.4%, and 56.7% for high inter-TB benchmarks; 95%, 91.88%, and 90.22% for low inter-TB benchmarks; and 89.6%, 81.7%, and 79.3% overall for all applications. In Pascal (Figure 13(middle)), TB policies MST-TS, k-way-TS, and RB-TS lead to reduced L2 accesses of 79%, 67%, and 51.59% for high inter-TB benchmarks; 94.2%, 92.6%, and 89.1% for low inter-TB benchmarks; and 89.6%, 84.3%, and 76.94% overall for different inter-TB locality applications. L2 transactions are reduced for Volta (Figure 13 (bottom)), where MST-TS, k-way-TS, and RB-TS reduce accesses by significant fractions of 76.4%, 65%, and 59.8% for high inter-TB benchmarks; 90.9%, 85.5%, and 85.3% for low inter-TB benchmarks; and 87%, 80.5%, and 78.3% overall for all applications.

It is noteworthy that in both k-way partitioning (k-way-TS) and recursive bi-partitioning (RB-TS), in cases where the number of TBs is less than the total SM capacity, i.e., total TBs that all SMs can hold, all TBs are assigned to their respective SMs immediately after the kernel’s initialization. This means that both schedulers would perform the same.

Locality captured in each partition is compared to k-way-TS and RB-TS. Locality is expressed in terms of the sum of the edge weights of the sub-graph in the partition. The greater the edge weight of each partition, the greater is the locality captured. In k-way the partition size is huge and the concurrently running TB might not necessarily have the maximum sharing within the partition. However, in RB-TS we reach a sweet spot where all the concurrently running TB, i.e., all the TB inside a partition, are likely to have maximum sharing. This is why we observe lower L1 miss rates in RB-TS as compared to k-way-TS.

**Comparison with Cache-Fit Graph Partitioning Policy:** A prior work [9] has employed cache-fit policy on SPMV application using edge-partitioning and kernel-splitting. To perform a
comparison, we evaluated SPMV application in Parboil benchmark suite for cache-fit policy using GPGPU-Sim. Through benchmarking of the SPMV execution, the TB size was found to be 15 KB. Since the default L1 size in Fermi is 16 KB, 1 TB is mapped to the SM in the cache-fit policy. In our policy, we had employed five TBs based on the register and threads usage per TB. Similarly, the number of TBs per SM was reduced to three and two for Pascal and Volta architectures so that the working set of the concurrent TBs fits into the L1 cache. Overall, we observed that the normalized speedup is reduced in the cache-fit policy compared to the baseline LRR policy. They are 58% (Fermi) and 91.24% (Volta) of the baseline. Reducing the number of concurrent TBs in the SM in cache-fit policy helps reduce the pressure on L1 cache, resulting in lower L1 cache misses. However, it also results in the under-utilization of a SM and starvation of the other SM resources resulting in increased execution time. In Pascal, the number of TBs mapped to SM is set to three due to a larger L1 size, resulting in a speedup of 109.73% over baseline. However, it may be reminded that the RB-TS policy in PAVER is even better than the baseline LRR by 99.4% (Fermi), 104.94% (Pascal), and 114.9% (Volta). In cache-fit policy, the normalized L1 miss rate is reduced compared to the baseline—42.72% (Fermi), 87.32% (Pascal), and 100.6% (Volta) of the baseline; similarly, in RB-TS, the normalized L1 miss rate is reduced compared to the baseline—86.18% (Fermi), 94% (Pascal), and 99% (Volta) of the baseline. However, the L1 miss rates are reduced in our RB-TS for all architectures without under-utilizing the other SM resources, resulting in a high speedup.
7 RELATED WORK

Cache Locality: Koo et al. [25] categorize the load instructions into deterministic, where the address is calculated using thread ID, TB ID, and so forth, and non-deterministic (from user input, etc.). Deterministic loads are observed to have a more coalesced access pattern in stark contrast to the non-deterministic loads which can create far more reservation fails in the cache. They then suggest solutions to alleviate the issue with such loads, such as prefetching for indirect addresses [27], reworking the cache hierarchy, and assigning neighboring TBs with data locality to the same SM, the last one being the focus of our work. Vijaykumar et al. [59] has also shown the potential of exploiting locality by proposing the “Locality Descriptor,” which enables definition of locality abstractions on software by the programmer, and utilization thereof by the hardware, improving performance when exploiting locality in the caches. Our work lifts the requirement of software abstraction definition from the programmer, and instead seeks to use a generalized compiler-based approach to extract the block locality among the TBs and utilize them when assigning SMs.

TB Scheduling: Making use of the locality among TBs can prove challenging since very little is known about the exact underlying TB scheduling architecture. Several cache locality algorithms and structures have been proposed for GPGPUs in recent years which include some form of a TB scheduler within. As mentioned earlier, most of them have a rather naive approach as they develop heuristics based on workload behavior (e.g., data layout) to exploit data locality. Another drawback is that many of them target specific structures only, e.g., grid applications [57]. Our work, however, focuses on a more generalized approach to exploit data locality where there is no need to know the application’s access patterns, making it effective for applications with all types of structures.

Chen et al. [8] propose a hardware-software approach for applications with structural data access, both row- and column-major applications. It checks the address ranges of the ready TBs and issues the TB with the maximum overlapping address range with the TBs already executing on that SM, increasing data reuse and improving the performance. The maximum overlapping address is determined with the assumption that each TB accesses a continuous 2D space in the cache, whereas our work has a more generalized approach.

Also, in [55], Abdulaziz et al. devise a sharing-aware TB scheduler. Based on their observation, around 70% of data sharing takes place between consecutive TB IDs. It assigns TB groups of consecutive TB IDs to the SMs while maintaining load balance among SMs. To aid the scheduler, they also devise a cache replacement policy in L1 and L2 levels which prevents cache block duplication in L1 and L2. Most of their performance benefits come from efficient cache replacement policies as compared to their TB scheduling policy. The idea of temporal locality could also be extended to dynamic parallelism [19]. Wang et al. [60] propose a locality-aware scheduler specifically for dynamic parallelism, in which the TBs belonging to the child kernel will be scheduled on the same SM as those of the parent kernel. This article shows that similar to parallel TBs, locality among parent and child TBs can also be high and therefore exploited.

Graph Partitioning Based on Resource: In some of the emerging architectures, graph partitioning algorithms can be used to assign tasks to the best execution unit available. In [44], a wafer-scale architecture is proposed to minimize communication overheads and memory access latency. It aims to schedule TBs with high data sharing to adjacent processing modules. The partitioning algorithm used seeks to minimize the number of edges moving across the partitions, i.e., shared data references. However, for non-neighboring devices to share data, multiple “hops” are required among the modules, which can dramatically reduce the performance.
Warp Scheduling: Augmenting the warp schedulers exists in many works for different applications, including exploitation of data locality within the TB. In [49], the warp scheduler rearranges the access patterns of different warps as well as the threads in the warps to reduce the L1 cache misses and thrashing significantly, resulting in 24% performance improvement. The same authors proposed [50] which checks the control flow of the execution and divergences, and uses a predictive approach to schedule threads such that the L1 cache size usage and the likelihood of thrashing is minimized, resulting in a 26% improvement over [49].

Oh et al. [43] propose a locality-aware warp scheduler coupled with a prefetching scheme, yielding 31.7% performance improvement over the baseline. In this work, cache access patterns are analyzed and warps accessing the same cache line in the same time frame are grouped. If the first warp of the group hits the cache, the rest of the group will also be prioritized under the assumption that their accesses would also be hits, increasing data utilization before eviction. Should the first warp miss, the prefetcher would attempt to pre-load the data for the other warps in the group as well.

It must be pointed out that we consider only spatial locality among the TBs because the temporal localities depend on the warp scheduling policies inside a SM. These are best handled by warp scheduling policies, such as CCWS [49], which can work orthogonal to the TB scheduling policies. When applied with PAVER, they will further improve the performance.

Locality in CPU-Related Works: The idea of using data locality to improve the performance and reduce the memory bottleneck started in the realm of CPUs and continued to multicore. As the cores have become more complex, so have the cache hierarchies, which means that any unnecessary cache action can now leave more of a negative impact on the performance and the energy efficiency [61]. According to [64], even though exploiting inter-core cache locality is in progress, it should not be without taking intra-core locality into account, for it could actually perform worse than only exploiting intra-core locality. There have been analyses of the tradeoff between cache reuse and vectorization on CPUs, but in the end, they should be used in the right place and it mainly depends on the application type and the architecture [52]. Kandemir et al. [20] argue that different cache hierarchies in different architectures makes it difficult for the programmer to optimize the application for all architectures, and presents a compiler-based method in which loop iterations are assigned to different cores and scheduled based on the cache topology and cache access pattern.

In [64], Zhang et al. use a compiler-based strategy to create a computation block dependency graph, targeting data reuse on multicore CPUs. Their observation on data reuse balance leads them to develop a task mapping and scheduling policy that balances inter-core and intra-core data reuse.

Task stealing has also been incorporated and explored in recent literature. Yoo et al. [61] propose a locality-aware scheduler for unstructured parallel applications in a multi-core CPU which increases the speedup and reduces the energy consumption for a 32-core system by 2.05× and 47%, respectively, and shows that the benefit will increase as the number of cores increase, an additional 1.83× for 1,024 cores. They capture the data sharing of an application using special programming APIs and use this information to create a task sharing graph. Then, they generate task groups to be launched on each core keeping the cache topology in consideration. They also perform task reordering to capture temporal locality and task stealing for load balancing.

The work proposed by Lifflander et al. [33] increases cache locality for recursive programs by tracking data reuse opportunities and, using work stealing, interleaving the execution of the function that can use them.
8 CONCLUSION

In this article, we have shown that the inter-TB locality can be exploited to improve the performance substantially. Unstructured parallelism is a part of many GPU applications today and newer architectures should take advantage of the data locality among the TBs. To this end, we performed compiler analysis to measure the data reference sharing among TBs for various applications. Then we proposed three generalized graph-based TB scheduling policies based on MST, \( k \)-way partitioning, and recursive bi-partitioning. Our scheduling techniques reduce L2 accesses by 43.3%, 48.5%, and 40.21% and increase the average performance speedup by 29%, 49.1%, and 41.2% . We believe the results can be further improved by taking the time of data reference sharing into consideration.
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