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Abstract

Faces manifest large variations in many aspects, such as identity, expression, pose, and face styling. Therefore, it is a great challenge to disentangle and extract these characteristics from facial images, especially in an unsupervised manner. In this work, we introduce cycle-consistency in facial characteristics as free supervisory signal to learn facial representations from unlabeled facial images. The learning is realized by superimposing the facial motion cycle-consistency and identity cycle-consistency constraints. The main idea of the facial motion cycle-consistency is that, given a face with expression, we can perform de-expression to a neutral face via the removal of facial motion and further perform re-expression to reconstruct back to the original face. The main idea of the identity cycle-consistency is to exploit both de-identity into mean face by depriving the given facial attributes to the mean face. At training time, our model learns to disentangle two distinct facial representations to be useful for performing cycle-consistent face reconstruction. At test time, we use the linear protocol scheme for evaluating facial representations on various tasks, including facial expression recognition and head pose regression. We also can directly apply the learned facial representations to person recognition, frontalization and image-to-image translation. Our experiments show that the results of our approach is competitive with those of existing methods, demonstrating the rich and unique information embedded in the disentangled representations. Code is available at https://github.com/JiaRenChang/FaceCycle.

1. Introduction

Face perception is vital for human beings and is also essential in the field of computer vision. Neuroimaging studies of both human and monkey [13, 15, 43] reveal the neuroanatomical dissociation between expression and identity representations in face perception. Their findings suggest that these facial characteristics are processed in different brain areas. With the renaissance of deep learning in recent years, computer vision research field follows this thread of thinking and progresses in the direction of disentangling the face characteristics into separated low-dimensional latent representations, such as identity [40], expression [45, 48], shape/appearance [35, 44], intrinsic images [36], and fine-grained attributes (age, gender, wearing glasses, etc.) [34].

Several supervised methods have been proposed to disentangle face characteristics for image manipulation by conditioning generative models on a pre-specified face representation, including landmarks [47], action units [32], or facial attributes [27]. Particularly, these methods are able to manipulate faces while preserving the identity. Other studies incorporate head pose information to disentangle pose-invariant representations for robust identity [40]/expression [48] recognition. Provided with neutral face, moreover, de-expression feature learning [45] facilitates the model to learn identity-invariant expression representations for performing facial expression recognition.

The 3D Morphable Model (3DMM) [2, 4] for face shape modeling incorporates a similar thinking of dissociation for expression and identity. The most widely-used form of 3DMM is that a face shape $\mathbf{S}$ is a linear combination of mean shape $\bar{\mathbf{S}}$ and identity and expression vectors $(\mathbf{z}_{\text{id}}, \mathbf{z}_{\text{exp}})$: $\mathbf{S} = \bar{\mathbf{S}} + A_{\text{id}} \mathbf{z}_{\text{id}} + A_{\text{exp}} \mathbf{z}_{\text{exp}}$, where $A_{\text{id}}$ and $A_{\text{exp}}$ are the coefficients for identity and expression variations. This formulation allows for the disentanglement of identity and expression, enabling the model to manipulate faces while preserving the identity.
A_{exp} are the identity and expression PCA bases, respectively. Jiang \textit{et al.} [20] introduce a variational autoencoder approach for learning latent representations of expression mesh and identity mesh in the framework of 3DMM. However, they provided strong supervision for the disentanglement of identity and expression representations, including ground truths of shape meshes for expression, identity, and the mean face [20]. It is difficult to generalize such methods to 2D facial images without being given any ground truth.

In addition to the aforementioned works which are mostly based on supervised learning, recently a few studies begin to exploit the unsupervised learning framework to disentangle facial characteristics [26, 41, 42, 44]. These methods focus on extracting a part of facial characteristics. For example, FAb-Net [41] learns representations that encode information about pose and expression, [26, 41] introduce frameworks to learn representations for action unit detection, and Zhang \textit{et al.} [49] propose an autoencoder to locate facial landmarks. Some unsupervised methods [35, 44] attempt to separate two independent representations of face images, including shape and appearance. However, these unsupervised methods can only disentangle a part of information of facial images, but not yet investigate a more general generative procedure of a human face, that is, simultaneous disentanglement of expression and identity representations for a wider usage.

In this paper, we propose a novel framework that is able to simultaneously disentangle expression and identity representations from 2D facial images in an unsupervised manner. Particularly, the definition of the expression factor in our proposed method contains all the variations between an arbitrary face image and its corresponding neutral face of the same identity, including the facial expression and head pose. While for the identity factor, we define it to contain all the variations between a neutral face and the global mean face, including the facial identity and other subject-specific features such as hair style, age, gender, beard, glasses, etc. Based on these definitions, we propose two novel cycle-consistency constraints to drive our model learning, as illustrated in Figure 1.

The first cycle-consistency constraint stems from the idea of action unit [9] in which the head poses and facial expressions are the results of the combined and coordinated action of facial muscles. Therefore, the head poses and expression can be treated as the optical flow [38] between a neutral face and any face of the same identity. To this end, a decoder is trained to learn the optical flow field of the input face without the ground truth neutral face. This is achieved by applying the proposed idea called facial motion cycle-consistency, which is able to perform both the de-expression and re-expression operations.

The second cycle-consistency constraint originates from Eigenfaces [38], in which a facial image is represented by adding a linear combination of eigenfaces to the mean face, suggesting that the face identity is embedded in the linear combination of eigenfaces. Instead of representing the identity as the residue of neutral facial image relative to the mean face [38], we model the adding and depriving of identity as a renormalization procedure, analogues to the feed-forward style transfer tasks [18]. To this end, decoders are trained to learn the renormalized features without the ground truth mean face. This is achieved by applying the proposed idea called identity cycle-consistency, which is able to perform identity deprivation as de-identity and the identity styling as re-identity.

The main contributions of our work are summarized as follows:

- We propose a novel framework for unsupervised learning of facial representations from a single facial image, based on the novel ideas of facial motion cycle-consistency and identity cycle-consistency.

- The disentangled expression and identity features obtained by our proposed method can be easily utilized for various downstream tasks, such as facial expression recognition, head pose regression, person recognition, frontalization, and image-to-image translation.

- We demonstrate that the performance of the learned representations in different downstream tasks is competitive with the state-of-the-art methods.

2. Unsupervised Learning of Facial Representations

As motivated previously, in this paper we aim at disentangling the identity and expression representations from a single facial image. Our proposed method is mainly based on an important assumption that: a facial image $F$, from high-level perspective, can be decomposed as follows:

$$F = \bar{F} + \text{id} + \text{exp} = \hat{F} + \text{exp},$$

where $\bar{F}$ is the global mean face shared among all the faces, \text{id} and \text{exp} are the identity and expression factors respectively, and $\hat{F}$ is the neutral face of a particular identity specified by \text{id}. Therefore, our proposed model is trained to learn the expression and identity representations, denoted as $R_{exp}$ and $R_{id}$ respectively, for indicating the facial characteristics of facial images. We introduce four processes based on cycle-consistency for learning these representations, as shown in Figure 1:

- **de-expression.** We define the de-expression as removing $R_{exp}$ from the input facial image $F$, in which we can obtain the neutral face $\hat{F}$ accordingly.
2.1. Expression Representation

We start with the introduction of facial motion cycle-consistency in the following. We denote that the expression representations $R_{\text{exp}}$ are learned by an encoder $E_{\text{exp}}$ from the input face image $F$:

$$ R_{\text{exp}} = E_{\text{exp}}(F). $$

As the idea described in the previous section, we model a facial expression as the optical flow field between the neutral face and the face with expression. Therefore, the forward ($F \rightarrow \hat{F}$) optical flow field $flow_{\text{fw}} \in \mathbb{R}^{2 \times H \times W}$, where $H$ and $W$ is the height and width of the input image, is learned by the decoder $D_{\text{flow}}$ from expression representations. Moreover, according to the well-known forward-backward flow consistency [1, 19], we can compute the backward ($\hat{F} \rightarrow F$) optical flow field $flow_{\text{bw}}$ according to $flow_{\text{fw}}$, which basically is inverse $flow_{\text{fw}}$ by a warp function $W$:

$$ flow_{\text{fw}} = D_{\text{flow}}(R_{\text{exp}}), $$

$$ flow_{\text{bw}} = - W(flow_{\text{fw}}, flow_{\text{fw}}). $$

We use bilinear interpolation to implement the warping operation $W$ as in [39]. By using the forward optical flow field $flow_{\text{fw}}$ we can warp $F$ pixel-wisely to obtain an intermediate facial image, denoted as $\hat{F}$. Followed by using the corresponding backward optical flow field $flow_{\text{bw}}$, we are able to warp back from $\hat{F}$ to reconstruct $F$. This procedure straightforwardly lead to a reconstruction loss $L_{\text{flow}}$ which is defined as:

$$ L_{\text{flow}} = |F - W(W(F, flow_{\text{fw}}), flow_{\text{bw}})|. $$

Furthermore, we exploit a general image feature extraction to represent a face image, that is, the coarse-to-fine feature maps $feat_{\bar{F}}$ obtained from layers $\text{conv2}_{-1}$, and $\text{conv3}_{-1}$ of VGG19 network pre-trained on ImageNet [37]. Given a forward flow field $flow_{\text{fw}}$, we simply use the bilinear interpolation function $d_s(\cdot)$ to obtain $d_s(flow_{\text{fw}})$ of the size equal to $feat_{\bar{F}}$. The de-expression is then achieved by first warping $feat_{\bar{F}}$ with $d_s(flow_{\text{fw}})$ and then adopting a decoder $D_{\text{exp}}$ to generate neutral face image $\hat{F}$:

$$ \hat{F} = D_{\text{exp}}(W(feat_{\bar{F}}, d_s(flow_{\text{fw}}))). $$

Moreover, we argue that the image features $feat_{\bar{F}}$ of a neutral face obtained by VGG19 could be warped back via the downsampled backward flow $d_s(flow_{\text{bw}})$ and then be fed into the decoder $D_{\text{exp}}$ for reconstructing a face with expression, denoted as $F'$, which ideally should be identical to the
original face $F$. This process is exactly the re-expression:

$$F' = D_{\text{exp}}(W(\text{feat}_{\hat{F}}, d_s(\text{flow}_{\text{bw}}))).$$  \hspace{1cm} (6)

### 2.2. Facial Motion Cycle-Consistency: Invariance for Learning Expression Representation

The change on a face image $F$ caused by a facial motion can be expressed in terms of a spatial image transformation $T$, where we denote the corresponding face image with different motion but the same identity as $F_T$. As both $F$ and $F_T$ are with the same identity, their corresponding neutral faces should be also identical. That is, their decoded neutral faces after performing de-expression are invariant to each other, which leads to the constraint:

$$\hat{F} = F_T.$$  \hspace{1cm} (7)

Following the concept of this invariance, we should be able to apply the re-expression operation on $\text{feat}_{\hat{F}}$ (the features for the decoded neutral face of $F_T$) via the down-sampled backward flow $d_s(\text{flow}_{\text{bw}})$ of $F$ (related to the expression of $F$) to reconstruct a face image denoted as $F'' = D_{\text{exp}}(W(\text{feat}_{\hat{F}}, d_s(\text{flow}_{\text{bw}})))$, which ideally is quite similar to the original $F$ due to the hypothesis that $\text{feat}_{\hat{F}} = \text{feat}_{\hat{F}_T}$ as $\hat{F} = F_T$. The similar story holds for performing re-expression on $\text{feat}_{\hat{F}}$ by $d_s(\text{flow}_{\text{bw}})$ to reconstruct $F'' = D_{\text{exp}}(W(\text{feat}_{\hat{F}}, d_s(\text{flow}_{\text{bw}})))$, which is almost identical to $F_T$. The illustration of this invariance, also named as **facial motion cycle-consistency**, is shown in Figure 3(a).

The reconstruction derived from the invariance (that is $F''$ versus $F$ and $F''_T$ versus $F_T$) builds up the objectives $L_{\text{exp}}$ for learning the expression representations $R_{\text{exp}}$, where we utilize both the L1 loss and the perceptual loss [11, 21] to evaluate the error of reconstruction:

$$L_{\text{exp}}(F, F_T) = |F - F''| + |F_T - F''_T|$$  
$$+ \lambda (\Phi(F, F'') + \Phi(F_T, F''_T)),$$  \hspace{1cm} (8)

where $\lambda$ is set to 0.05 to balance the L1 and perceptual losses. The perceptual loss is defined as $\Phi(F, F') = \sum ||\phi^l(F) - \phi^l(F')||_2 + \sum ||G(\phi^l(F)) - G(\phi^l(F'))||_2$.

### 2.3. Identity Representation

In terms of identity representation $R_{\text{id}}$, we utilize the encoder $E_{\text{id}}$ to extract $R_{\text{id}}$ from the input face image $F$:

$$R_{\text{id}} = E_{\text{id}}(F).$$  \hspace{1cm} (9)

Based on the idea described previously, we argue that the identity representation could be deprived from the neutral face to obtain the mean face. To implement the de-identity operation, we design a decoder $D_{\text{id}}$ to generate the mean face $\bar{F}$ from the modulated VGG features $\text{feat}_{\hat{F}}$ of a neutral face $\hat{F}$, which is similar to the idea of feature modulation idea proposed in the AdaIN paper [18]:

$$\bar{F} = D_{\text{id}}(\frac{\text{feat}_{\hat{F}} \cdot \mu(\text{feat}_{\hat{F}})}{\sigma(\text{feat}_{\hat{F}})} - \sigma m + \mu m),$$  \hspace{1cm} (10)

where $\mu(\cdot)$ and $\sigma(\cdot)$ are used to compute the mean and standard deviation respectively, and $\mu m$ and $\sigma m$ are learned from $R_{\text{id}}$ by the multi-layer perceptron $\text{MLP}_{\text{de}}$:

$$\mu m, \sigma m = \text{MLP}_{\text{de}}(R_{\text{id}}).$$  \hspace{1cm} (11)

Furthermore, the re-identity can be achieved in a similar manner but reversely with the decoder $D_{\text{id}}$:

$$\hat{F'} = D_{\text{id}}(\frac{\text{feat}_{\hat{F}} \cdot \mu(\text{feat}_{\hat{F}})}{\sigma(\text{feat}_{\hat{F}})} - \sigma id + \mu id),$$  \hspace{1cm} (12)

where the $\mu id$ and $\sigma id$ are also learned from $R_{\text{id}}$ but by another multi-layer perceptron $\text{MLP}_{\text{in}}$.

### 2.4. Identity Cycle-Consistency: Invariance for Learning Identity Representation

We hypothesize that the mean face is global for all the faces. In other words, no matter starting from which neutral face of any identity, we should always obtain the same
mean face after performing de-identity operation. Given the neutral faces \( \hat{F}_1 \) and \( \hat{F}_2 \) of different identities, we can derive the invariance related to identity as:

\[
\hat{F}_1 = \hat{F}_2. \tag{13}
\]

Therefore, we should be able to reconstruct \( \hat{F}_1 \) by using its corresponding \( \{ \mu_{id}^1, \sigma_{id}^1 \} \) to apply the re-identity operation on the mean face obtained from \( \hat{F}_2 \). The result of this reconstruction is denoted as \( \hat{F}_1'' \):

\[
\hat{F}_1'' = D_{id}( \frac{\text{feat}_{\hat{F}_2} - \mu(\text{feat}_{\hat{F}_2})}{\sigma(\text{feat}_{\hat{F}_2})} \sigma_{id} + \mu_{id} ). \tag{14}
\]

Again, similar story holds to perform re-identity operation (with \( \{ \mu_{id}^2, \sigma_{id}^2 \} \)) on the mean face obtained from \( \hat{F}_1 \) to reconstruct \( \hat{F}_2 \). We denote the reconstruction result as \( \hat{F}_2'' \):

\[
\hat{F}_2'' = D_{id}( \frac{\text{feat}_{\hat{F}_1} - \mu(\text{feat}_{\hat{F}_1})}{\sigma(\text{feat}_{\hat{F}_1})} \sigma_{id} + \mu_{id} ). \tag{15}
\]

The illustration of this invariance related to identity representations, also named as identity cycle-consistency, is shown in Figure 3(b).

As the way that \( \mathcal{L}_{\text{exp}} \) is defined, the reconstruction derived from the invariance (that is, \( \hat{F}_1'' \) versus \( \hat{F}_1 \) and \( \hat{F}_2'' \) versus \( \hat{F}_2 \)) leads to the objectives \( \mathcal{L}_{\text{id}} \) for learning the identity representations \( R_{id} \):

\[
\mathcal{L}_{\text{id}}(\hat{F}_1, \hat{F}_2) = |\hat{F}_1 - \hat{F}_1''| + |\hat{F}_2 - \hat{F}_2''| + \lambda(\Phi(\hat{F}_1, \hat{F}_1'') + \Phi(\hat{F}_2, \hat{F}_2'')). \tag{16}
\]

Moreover, we additionally introduce a margin loss \( \mathcal{L}_{m} \) to constrain the mean face:

\[
\mathcal{L}_{m}(\hat{F}, \hat{F}) = \max\left( \| \hat{F} - \hat{F} \| - \alpha, 0 \right), \tag{17}
\]

where we set \( \alpha = 0.1 \) in all experiments. The main motivation behind this margin loss is that we would like to constrain the difference between the mean face and the neutral face to be within a margin. Otherwise the obtained mean face could potentially become an arbitrary image far from a face image.

### 3. Experiments

We report experimental results for a model trained on the combination of VoxCeleb1 [29] and VoxCeleb2 [5] from scratch. The trained representations are evaluated on several tasks, including facial expression recognition, head pose regression, person recognition, frontalization, and image-to-image translation. Through various experiments, we show that the acquired representation generalizes to a range of facial image processing tasks.

### 3.1. Training Procedures

The facial motion cycle-consistency described in Section 2.2 involves an image pair of faces with different expressions/poses but of the same identity. Fortunately, this type of data can be easily available from the video recording of human faces, for instance, the video of interview or talk-show, which exists widely on the Internet nowadays. Given any two frames in this type of video clip of a person, we can easily obtain a pair of facial images showing different expressions. Therefore, we can take the advantage of this type of video sequences (as the dataset described in the following) and collect training data for learning both the expression and identity representations in an unsupervised manner.

#### Dataset

The proposed model is trained on the combination of VoxCeleb1 [29] and VoxCeleb2 [5] datasets, in which both datasets are built upon videos of interviews. VoxCeleb1 has in total 153,516 video clips of 1,251 speakers, while VoxCeleb2 has 145,569 video clips of 5,994 speakers. Video frames were extracted at 6 fps, cropped to have faces shown in the center of frames, and then resized to the resolution of 64×64. We adopted VoxCeleb2 test dataset for visualizing the intermediate results of our disentanglement process.

#### Stage-wise Training Procedure

We introduce a stage-wise training procedure for our model learning. There are two main stages for sequentially training different parts of the proposed model, in order to disentangle the expression and identity representations.

1. **Stage 1**: training of \( E_{\text{exp}}, D_{\text{flow}} \) and \( D_{\text{exp}} \)

   For training the subnetworks related to the de-expression and re-expression parts, as the green-shaded components shown in Figure 2, the objectives of \( \mathcal{L}_{\text{flow}} \) and \( \mathcal{L}_{\text{exp}} \) are utilized to update \( \{ E_{\text{exp}}, D_{\text{flow}}, D_{\text{exp}} \} \). The transformation \( T \) needed for the use of \( \mathcal{L}_{\text{exp}} \) can be simply obtained by having the horizontal flipping (that is, \( F_T \) is the horizontally flipped version of \( F \)) or taking any arbitrary pair of faces from different frames (that is, two faces of the same person shown at different times in a video). We provide an ablation study in the supplementary materials.

2. **Stage 2**: training of \( E_{\text{id}}, D_{\text{id}}, \text{MLP}_{\text{rev}}, \text{MLP}_{\text{de}} \)

   For training the subnetworks related to the de-identity and re-identity parts, as the orange-shaded components shown in Figure 2, both the objectives of \( \mathcal{L}_{\text{id}} \) and \( \mathcal{L}_{m} \) are applied to update all of these subnetworks.

#### Implementation Details

Our proposed model is implemented based on PyTorch framework and trained with the Adam optimizer (\( \beta_1 = 0.5 \), and \( \beta_2 = 0.999 \)). The batch
size is set to 32 for all the training stages. The initial learning rate is 0.00005 in the Stage 1 and 0.0001 in the Stage 2. The Stage 1 and Stage 2 are trained for 40 and 20 epochs respectively. The learning rate is decreased by a factor of 10 at half of total epochs. Moreover, both representation encoders (i.e. $E_{\exp}$ and $E_{\id}$) adopt the same network architecture which is a 16-layer CNN. We leverage a VGG-19 [37] for the general feature extraction (denoted as VGG19 architecture which is a 16-layer CNN. We leverage a VGG-19 encoders ($E_{\exp}$ or $E_{\id}$) to generate new facial images. The model architectures are detailed in the supplementary materials.

Baselines. We adopt the following baselines for making evaluations and comparisons in terms of the quality and representativeness of the extracted facial features:

- HoG descriptor [6]: We follow the same setting as in [23], where the facial images are first rescaled to the size of 100×100, then the HoG feature of 3,240 dimensions is extracted for each image.

- LBP descriptor [30]: Similar to the HoG descriptor, we follow the same setting as in [23] to extract 1,450 dimensional LBP feature vector from each of the facial images which are resized to 100×100.

- MoCo [16]: We adopt the state-of-the-art self-supervised representation learning method, MoCo, as a strong baseline for us to compare with. We follow the MoCo algorithm to train the feature extractor (in which its network architecture is the same as our encoders) based on the same training dataset as ours (i.e. VoxCeleb1 and VoxCeleb2). The training runs for 40 epochs with SGD optimizer, batch size of 128, momentum 0.999, and 65,536 negative keys.

- Self-supervisedly learnt facial representations: Three state-of-the-art self-supervised frameworks of facial representation learning [24, 26, 41] are utilized to compare with our work. We directly adopt the models officially released by their authors (which are all pretrained on the Voxceleb dataset) for experimenting the downstream tasks of expression classification and head pose regression. Please note that we apply a linear protocol on their learnt features to have a fair comparison.

3.2. Intermediate Results of Our Model

Figure 4 illustrates several examples of the intermediate results obtained from our model, including the input faces, forward flow fields, neutral faces, backward flow fields, mean faces, and the faces reconstructed from their neutral ones. We demonstrate that the proposed method can handle face images with large variation in poses and can preserve facial attributes such as wearing glasses or beard.

Visualization of the facial motion flows presents both the head motion and the movement of facial muscles. The neutral faces are deprived of facial motions in comparison to their original facial images. Moreover, the mean faces obtained from different input images are almost identical to each other, which is in line with our assumption of identity invariance.

3.3. Evaluation for Expression Representation

Given the trained model, we investigate the learnt expression representation by evaluating the performance of its applications on expression recognition and head pose regression. The goal is to verify whether the expression representation successfully encodes the information related to the facial motions and poses as our definition (i.e. the expression factor contains all the variations between a face image and its corresponding neutral face of the same identity, including facial motions and head poses). We conduct linear-protocol evaluation scheme for demonstrating the effectiveness of our method.

3.3.1 Expression Recognition

Two datasets are used in the experiments of expression recognition, i.e. FER-2013 [12] and RAF-DB [23]. FER-2013 dataset [12] consists of 28,709 training and 3,589 testing images, while RAF-DB dataset consists of around 30K diverse facial images downloaded from the Internet. Please note that for the RAF-DB dataset, we follow the experimental setup as [23] to particularly use the basic emotion subset of RAF-DB, which includes 12,271 training and 3,068 testing images. For the evaluation scheme of linear-protocol, in order to directly verify the capacity of the expression fea-
### 3.3.2 Regression of Head Pose

Our definition indicates that the information of head poses would be also encoded into the expression representations. Obviously the calculated flow fields using the proposed method contain not only the local facial motion but also the global head motion, suggesting that our expression representation can also be used in the task of head pose regression. We adopt the 300W-LP [33] dataset and the AFLW2000 [52] dataset as the training and testing sets respectively, for experimenting the head pose regression. For the evaluation scheme of linear-protocol, we construct a linear regressor on top of the frozen expression representations $E_{id}$. The training runs for 300 epochs for the linear-protocol classifier upon the frozen expression representations to perform the expression recognition, as in [16]. We follow the same procedure as [16] to train the linear layer (as the classifier) for 300 epochs, where the learning rate starts from 30 and decreases by a factor of 10 for every 80 epochs. The classifiers are trained by the SGD optimizer with cross-entropy objective and 256 batch size.

The quantitative results shown in Table 1 demonstrate that the expression representation extracted from our proposed method is able to provide superior performance with respect to all the baselines. These results suggest that our proposed method can be used as a pretext task for expression recognition, where the rich information of facial expression is well learnt in a self-supervised manner.

### 3.4. Evaluating Identity Representations

We also investigate the applications of identity representations learned by using the proposed method on the VoxCeleb dataset. Good performance of person recognition demonstrates that our identity representations do contain rich information related to identities.

#### 3.4.1 Person Recognition

In this work we adopt LFW [17] and CPLFW [51] dataset for the evaluation of person verification, particularly on person verification. The LFW dataset comprises of 13,233 face images from 5,749 identities and has 6,000 face pairs for evaluating person verification. The CPLFW dataset is similar to LFW but includes larger head pose variation. We directly extract the identity representations for all of the images in the face pairs from two datasets by using the encoder $E_{id}$ and then compute the cosine similarity between identity representations of each pair of face images. Please note that, the features from baselines (i.e. LBP, HoG, and MoCo) are also directly applied to perform verification for a fair comparison. As shown in Table 3, our identity representations can achieve 73.72% in accuracy on LFW, which outperforms the unsupervised state-of-the-art method [7].

#### 3.5. Frontalization

Frontalization is the process of synthesizing the frontal facing view of a single facial image. In this work, there are two ways to obtain the neutral face in the frontal view: de-expression and re-identity. The de-expression operation removes the head motion and facial expressions from facial images and thus generates the neutral faces with frontal view. On the other hand, the re-identity operation recovers the neutral face by adding the identity to the mean representations.
| Method                   | LFW Accuracy(%) | CPLFW Accuracy(%) |
|-------------------------|-----------------|-------------------|
| Fully supervised        |                 |                   |
| VGG-Face [31]           | 98.95           | 84.00             |
| SphereFace [25]         | 99.42           | 81.40             |
| ArcFace [8]             | 99.53           | 92.08             |
| Unsupervised or hand-crafted features |         |                   |
| VGG [7]                 | 71.48           | -                 |
| LBP                     | 56.90           | 51.50             |
| HoG                     | 62.73           | 51.73             |
| MoCo                    | 65.88           | 55.12             |
| Ours                    | **73.72**       | **58.52**         |

Table 3. Evaluation on the task of person recognition based on the LFW [17] and CPLFW [51] dataset. We compare the performance of state-of-the-art methods in both supervised and unsupervised categories.

3.5. Image-to-image Translation

The proposed model can naturally be used to perform image-to-image translation by transferring the facial motion of the source image into the target one. To this end, we simply calculate and then apply the backward flow field of the source image to warp the neutral face of the target image via the re-expression operation. As shown in Figure 6,

Figure 6. Example results of the proposed method on image-to-image translation in comparison to the X2Face [42] baseline. X2Face shows artifacts when performing large pose transfer. Notice that the proposed method does not include adversarial training to disentangle facial motion and to improve image quality.

our method can transfer the head pose and expression from the source to the target without noticeable artifacts. On the other hand, the results of X2Face method [42] reveal visible artifacts when the pose difference between source and target is large.

4. Conclusions

In this work, we propose novel cycle-consistency constraints for disentangling of identity and expression representations from a single facial image, that is, facial motion cycle-consistency and the identity cycle-consistency. The proposed model can be trained in an unsupervised manner by superimposing the proposed cycle-consistency constraints. We perform extensive qualitative and quantitative evaluations on multiple datasets to demonstrate the efficacy of our proposed method on learning disentangled facial representations. These representations contain rich and distinct information of identity and expression, and can be used to facilitate a variety of applications, such as facial expression recognition, head pose estimation, person recognition, frontalization, and the image-to-image translation.
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