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Abstract

In this study, we introduce a novel platform Resource-Aware AutoML (RA-AutoML) which enables flexible and generalized algorithms to build machine learning models subjected to multiple objectives, as well as resource and hardware constraints. RA-AutoML intelligently conducts Hyper-Parameter Search (HPS) as well as Neural Architecture Search (NAS) to build models optimizing predefined objectives. RA-AutoML is a versatile framework that allows user to prescribe many resource/hardware constraints along with objectives demanded by the problem at hand or business requirements. At its core, RA-AutoML relies on our in-house search-engine algorithm, MOBOGA, which combines a modified constraint-aware Bayesian Optimization and Genetic Algorithm to construct Pareto optimal candidates. Our experiments on CIFAR-10 dataset shows very good accuracy compared to results obtained by state-of-art neural network models, while subjected to resource constraints in the form of model size.
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1. Introduction

With the significant success of deep learning models, a.k.a. Deep Neural Networks (DNN), in performing complex tasks (e.g., image recognition, natural language comprehension), various industry and government entities have begun to integrate DNNs in their, often times, complex analytical applications (for a survey, see Pouyanfar et al. (2018)). As the complexity of the tasks along with higher accuracy requirements grew more, so did the size, model architecture complexity, and training process of new DNN models (cf. Liu et al. (2017)).
To build such models efficiently, often times due to the high cost of training a DNN, engineers have to consider many factors in the design of model architecture, training process, as well as resources to be used by the production model. Engineer tasked to build and train the best model may be faced with— but not limited to— questions such as: business goals, training budget, training data size and data type, hardware constraints, security, model inference time, and memory/power consumption.

Research has utilized advanced optimization methods augmented with sophisticated search strategies to realize automated search to return the best performing machine learning models, a.k.a. ‘AutoML’. Conventional AutoML algorithms developed such that their search strategy is actively guided to maximize model accuracy or similar metrics given a predefined search space for parameters of interest (for a review on AutoML algorithms, cf. Zöller and Huber (2019)). Under these circumstances, the main task of an AutoML algorithm is usually to: a) Hyper-Parameter Search (HPS): where model architecture is fixed but the value of parameters such as learning rate or batch size can define the best performing model, or b) Neural Architecture Search (NAS): where model architecture is not a priori known and has yet to be ‘constructed’ by an iterative search algorithm (cf. Elsken et al. (2019)).

More recently, training very complex DNN models, e.g. ‘Turing-NLG’ a DNN language model with more than 17 billion parameters introduced by Microsoft (see Roset), has become feasible. However, the enormous energy power as well as hardware requirements opened a new research in AutoML, i.e. building machine learning models considering their performance on specific hardware architectures, e.g. model pruning, model quantization, and hardware-aware acceleration of DNNs (cf. He et al. (2018); Wang et al. (2019); Stamoulis (2020); Gupta and Akin (2020)).

Real-world applications may require DNN models to be agnostic to the hardware architecture, i.e. models can be trained, deployed, monitored, or re-trained on various system architectures, e.g. CPU, GPGPU, FPGA, cellular phones, cloud platforms, web-browser. This naturally imposes added limitations and constraints to building new or modification of existing models. In addition, taking into account business goals and other constraints such as budgetary limitations results in the need to make ad hoc decisions to be made during model building or training phases.

To address the more modern requirements needed to automatically build DNN models, the existing AutoML process has yet to be expanded to include: resource/hardware constraints, multiple goals to define the ‘best’ performing model, and robust and efficient search strategy which exhibits model candidates and the trade-offs between them and the desired goals. An efficient platform which can cope with the more sophisticated intricacies of modern AutoML should address issues such as: 1) how to minimize manually specifying an accurate range for hyper-parameters in the search space by human user, 2) how to automatically integrate resource and/or hardware constraints into the search process, 3) search parallelization and scaling up model optimization given the iterative nature of building/training different models, 4) conducting complex
search tasks on AutoML problems with a focus on both hyper-parameters search as well as neural architecture search subjected to the constraints concurrently, 5) appropriate tools or models to measure metrics such as memory consumption, power usage, inference time, and operational complexity, 6) transparency and flexibility in process of selecting ‘best’ model candidates, and 7) providing the end user with accurate charts and metrics showing the trade-offs amongst different objectives and potentially best performing models, are a few example.

To address the issues above, we introduce our generalized platform ‘RA-AutoML’ which provides algorithms and tools to build a machine learning modeling automatically. Asking a human engineer to translate business goals along with architectural requirements into an AutoML search problem, our RA-AutoML platform asks user for any number of objectives along with any number of resource (or hardware) constraints to build their machine learning. RA-AutoML is enabled by our in-house optimization algorithm MOBOGA which utilizes a modified constraint-aware Bayesian Optimization, non-dominating sorting genetic algorithm, NSGA-II, to extract Pareto optimal candidates, and TOPSIS algorithm to select ‘best’ performing model, automatically.

The current study is structured as follows. In §2 we present our platform RA-AutoML and its three main components along with our in-house optimization engine MOBOGA. We then proceed to present results for two sets of experiments on CIFAR-10 dataset using RA-AutoML in section §3. Finally, we present a summary and conclusion in §4. Many of supporting material and algorithms are also details in Appendix A.

2. Methodology

Imagine a machine learning engineer is tasked to design a DNN model and train it on a known training set. Additionally, business requirements demand that the final trained model should maintain very good test accuracy as well as minimal inference time. Due to hardware considerations, the final trained model has to be bounded by a set of known resource constraints, e.g. memory usage should be less than 0.5 Gb.

To address examples above, our RA-AutoML platform can be utilized in a semi-automatic fashion. Towards this, RA-AutoML is equipped with three main components which can return the ‘best model’ given problem statement. First, in ‘Problem setup’ (Fig. 1-I), user translates business requirements and problem constraints into measurable metrics and meaningful mathematical goals that can be estimated or profiled by RA-AutoML.

In second step, ‘Exploration’ (Fig. 1-II) our MOBOGA optimization engine performs intelligent search to query model candidates using BO and GA. Upon collecting enough samples, the final step is to ‘Exploit’ (Fig. 1-III) existing samples and create set of Pareto optimal model candidates. User is presented with clear trade-offs amongst different objectives. In the following, we provide the details for each components of our RA-AutoML framework and MOBOGA algorithm, which can address the challenges mentioned above.
2. Problem Setup

As the first step, engineer may be provided with various business and technical requirements, hardware choices, or even resource constraints. From the technical perspective, user translates such goals into meaningful and measurable optimization metrics for every machine learning model, e.g. model accuracy, Precision/Recall, inference time, memory consumption. Furthermore, any constraints ought to be formulated using proper mathematical relations, or proxy informative models. For instance, in a problem where memory should not surpass 1.5 Gb, a predictor model can be preconfigured so that it predicts whether or not a model size will violate the memory threshold. The main output of ‘Problem Setup’ includes proper optimization cost function(s), constraint(s), and model candidate search space ($\Omega$ in Fig. 1(I)). Other secondary choices can be also made or default values can be used, e.g. stopping criteria and initial models ($M_0$).
2.1.1. Objectives

Given problem statement, user assigns $K (\geq 1)$ objectives, $O = \{ob_1, \ldots, ob_K\}$, ought to be optimized to return the ‘best’ model candidates. Typically, objectives are chosen in a way that at the end of training cycle, they can be ‘measured’, e.g. model accuracy or forward inference time. In the remainder, we denote any quantified metrics representing $K$ objectives, $O$, by $Q = [q_1, q_2, \ldots, q_K]$. Mathematically speaking, any AutoML problem can be formulated as a single ($K = 1$) or multi-objective optimization task ($K > 1$) subjected to a given set of constraints with size $N_c (\geq 0)$, denoted by $c_j$:

$$
\text{Given: } q_1 : x \rightarrow \mathbb{R}, \ldots, q_K : x \rightarrow \mathbb{R} \quad (x \in \Omega), \\
\text{Minimize } q_1, \ldots, q_K. \\
\text{subject to: } c_1(x), \ldots, c_{N_c}(x)
$$

Since the true cost function(s) in a typical AutoML problem is not a priori known, applying ‘Gradient-based’ family to solve Eq. 1 is not feasible in a straightforward fashion. Alternatively, one can reduce the above problem into a single objective optimization via using surrogates for a cost function. Statistical measures such as $F_\beta$-score and Mathews Correlation Coefficient (MCC), scalarization (and its variants such as inverse efficiency score) are a few techniques. (cf. for a review Emmerich and Deutz (2018)). While these techniques can help reduce the computational cost and complexity associated with multi-objective search in problem 1, their performance and accuracy strongly depend on the choice of surrogate cost function. They can also suffer from producing sub-optimal solutions due to improper scaling, negative or fractional values. Furthermore, they remove the transparency in how model produce the ‘best’ solution by removing a Pareto front of ‘best’ model candidates w.r.t various objectives.

To address the challenges above, in our RA-AutoML framework, we employ a modified Bayesian optimization and Genetic Algorithm without the need for a surrogate cost function. BO is a derivative-free optimization technique that does not need the cost function and has numerous favorable properties (see § 2.2.2). For a review of derivative-free optimization algorithms, cf. Rios and Sahinidis (2013).

2.1.2. Constraints

Incorporating resource, hardware, and budget constraints in AutoML remains to be a challenging task. Example studies have addressed these issues with a focus on optimization of DNNs for various hardware architectures, memory limits and power constraints, cf. Stamoulis (2020); Gupta and Akin (2020), or budget constraints, cf. Lu et al. (2019).

In our framework, user can impose a set of $N_c (\geq 0)$ constraints, namely, $\text{Cst} = \{c_1, c_2, \ldots, c_{N_c}\}$ while searching for the best model(s). Let $C$ denote the $\text{Boolean}$ function indicating whether the $i^{th}$ constraint, $c_i$, is satisfied for given
input \( x \):

\[
C(x; c_i) = \begin{cases} 
\text{True (\(\equiv 1\))}; & \text{if for } x, \text{constraint } c_i \text{ is satisfied,} \\
\text{False (\(\equiv 0\))}; & \text{otherwise.} 
\end{cases} 
\quad (2)
\]

Here, \( x \) denotes any model candidate sampled from the search space \( \Omega \) (see § 2.1.3). In our framework, \( C \) in Eq. 2 is a priori known. Depending on the constraint user can provide explicit rule-based or classification models (which have been trained on dataset samples for various hardware architectures), or implicit theoretical models, cf. Bianco et al. (2018). Our RA-AutoML framework employs constraint-aware acquisition function(s) for every Bayesian Optimization agent, \( BO_j \), to enforce given constraints. For implementation details, see § 2.2.2 and § Appendix A.1.

2.1.3. Search Space

Similar to traditional Auto-ML framework, user of MOBOGA defines a general search space (denoted by \( \Omega \)), where model candidate, \( M_c \), can be sampled from to be queried (Fig. 1-I). In the most general form, search space may include hyper-parameters (e.g. learning rate) as well as model architecture parameters (e.g. number of neurons in a fully-connected layer, building blocks of a convolution layer). There, it is common to construct a high-dimensional space where each ‘point’ represents a candidate model. Each axis in \( \Omega \) represents a hyper-parameter of interest. These parameters can also be of mixed types, i.e. continuous (e.g., dropout rate), discrete (e.g., number of layers), and categorical (e.g., activation function type). While our RA-AutoML framework can, in general, allow for a large number of hyper-parameters, to reduce computational cost and better convergence behavior, it is recommended to keep the dimension of search space dimension low by only including the most important design and/or hyper-parameters.

2.2. Exploration Phase

Once the problem is formulated mathematically for RA-AutoML, search space \( \Omega \) has yet to be sampled intelligently to collect enough observations, ‘Exploration’. In general, AutoML techniques have utilized various search algorithms to perform the exploration task: a) grid search and its variants, random search and batch search (cf. Bergstra and Bengio (2012); Park et al. (2019)), which exhibit unfavorable exponential scaling as the number of parameters grow, b) heuristic search methods such as naïve evolution Real et al. (2017), anneal search (cf. Hyperband Li et al. (2016; 2017)), Tree-structured Parzen Estimator (TPE) Bergstra et al. (2011), Sequential Model-based Algorithm Configuration (SMAC) and Sequential model-based optimization (SMBO), cf. Hutter et al. (2011); Metis Tuner Li et al. (2018), and more recently, c) reinforcement learning: has been adopted to perform AutoML search showing promising results, Zoph and Le (2016); Schulman et al. (2017).

In the exploration phase (see Fig. 1-II), we employ a Bayesian Optimization (BO) unit as well as NSGA-II, a Genetic Algorithm (GA), to traverse the model
search space $\Omega$ intelligently using feedback from the previously trained (a.k.a. queried) model candidates. Combining BO and GA enables us to address challenges with regards to non-convex cost functions as well as optimizing for more than one objective function simultaneously. In this section, we provide details of each module in Exploration Phase.

2.2.1. Model Training
At iteration $n$, model candidate(s) denoted by $M_c^n$ is trained on existing training dataset. In addition, training agent (see Fig. 1-a) is equipped with necessary profiling tools to measure objectives $Q_c^n$ or other relevant metrics (e.g. hardware utilization). Also, a storage system records trained models as well as observed objectives in each iteration, i.e. $(M_c^n, Q_c^n)$. The entire collection will later be employed in the ‘Exploitation phase’ (see discussions in § 2.3).

2.2.2. Constraint-aware Multi-Objective Bayesian Optimization
In our RA-AutoML framework, we adopt a modified Bayesian Optimization (BO) method to suggest next model candidate(s), $M_{c}^{n+1}$, to be queried. Bayesian optimization is a powerful derivative-free optimization technique which addresses issues such as a non-convex or discontinuous shape for cost function. It also exhibits robust convergence properties along with flexibility to user through variety of choice of acquisition function (cf. Rios and Sahinidis (2013) for a review of derivative-free optimization algorithms and their implementations).

In our framework, we instantiate a total of $K$ ($\geq 1$) BO agents each optimizing an objective set by user, e.g. model accuracy and inference time (see Fig. 1 and § 2.1.1). Every BO$_j$ ($1 \leq j \leq K$) uses model candidates ($x \equiv M_c$) and associated measured objectives (quantities, $Q_c$) to update the surrogate function $s_j(x)$ representing cost function. In addition, acquisition function $f_j(x)$ aims to recognize next candidates in the search space for regions with highest uncertainty in surrogate function $s_j$ (cf. Frazier (2018)).

In RA-AutoML, $f_j(x)$ associated with BO$_j$, inherently satisfies resource- or other user-defined constraints. Towards this goal, we adopt a Constraint-Aware Expected Improvement (CA-EI) to construct the acquisition function (cf. Gelbart et al. (2014)). For a set of constraints $c_i$, modified acquisition function is written by

$$f_j(x) = \int_{-\infty}^{+\infty} \max \{y_j^+ - y_j, 0\} \cdot p_{s,j}(y_j | x) \cdot \prod_{i=1}^{N_c} C(x; c_i) \, dy, \quad j = 1, \ldots, K. \quad (3)$$

Here, $y_j$, $y_j^+$, and $p_{s,j}$ denote, respectively, the value of objective function, the value of the ‘best’ observed sample so far, and predictive marginal density of the objective function at $x$. A binary (1 or True, 0 or False) value returned by constraint-aware indicator function (see Eq. 2) guarantees a brute force enforcement of the given constraints. In order words, the regions of model search space $\Omega$ that violates constraints would never be explored by any BO$_j$ agent. User may relax strict enforcement of hard constraint and allow exploration of
search space but at a lower probability, i.e. ‘soft constraints’. For more details on soft-constraints, see § Appendix A.2 and § Appendix A.1).

2.2.3. Next Model Candidate Identification

In this step, we employ GA to recommend the future model candidate(s) $M_{n+1}^c$ to be queried in the next iteration, $n+1$, of search space exploration. For $K \geq 2$ objectives, identifying the next set of model candidates is not straightforward since every acquisition function $f_j$ (obtained from OB$_j$) can recommend different model samples. To address this, given enough computational resources, user can train all candidates from $K$ acquisition functions in the next iteration. However, as the number of objectives, $K$, increases, this results in added computational cost and inefficiency in search strategy. To address this, we employ a genetic algorithm called NSGA-II (Deb et al. (2002) to return a set of new candidates using Pareto optimality of the most informative next candidates. NSGA-II is a non-dominated sorting-based Multi-Objective Evolutionary Algorithm (MOEA) with benefits such as reduction in computational complexity and elimination of the need to specify a sharing parameter (see § Appendix B.1 for more details).

In our algorithm, NSGA-II utilizes acquisition functions $F^n = [f^n_1, f^n_2, \ldots, f^n_K]$ at iteration $n$ (with $f_j$ given in Eq. 3) to populate $J$ new potential candidate models

$$\Lambda = \{(M_{c,1}^*, F_1), (M_{c,2}^*, F_2), \ldots, (M_{c,J}^*, F_J)\}.$$ (4)

Next, we proceed to construct a Pareto optimal subset $P_M$ which includes the most informative model candidates to be queried in the next iteration

$$P_M = \{(M_{c}^*, F) \in \Lambda : \not\exists (M_{c}^*, F)’ \in \Lambda, \text{ such that } F' \prec F\}.$$ (5)

Here, $\prec$ operator stands for Pareto domination rule given by

$$\text{Given vectors: } \begin{cases} V = [v_1, v_2, \ldots, v_K] \\ W = [w_1, w_2, \ldots, w_K] \end{cases} \quad V \prec W \iff \begin{cases} \forall i \leq K, v_i \leq w_i, \\ \exists j \leq K, v_j < w_j. \end{cases}$$ (6)

Finally, user can set a custom rule to pick candidate(s) from $P_M$ or let MOBOGA automatically pick the most informative sample configuration $M_{n+1}^c$ from Pareto set $P_M$ (Eq. 5) using the TOPSIS algorithm (see § Appendix B.2).

2.2.4. Stop Exploration

In our platform, user can either set explicit rules, e.g. maximum number of iterations, or employ an automated and intelligent metric to stop the exploration. In doing so, at every iteration in the Exploration step, the minimum ‘distance’ between the next model candidate $M_{n+1}^c$ and existing (queried) models is calculated and compared to a predefined threshold $\delta$

$$d = \min \{\|M_{n+1}^c - M_i^c\|, i = 0, 1, \ldots, n\},$$

Stop exploring if: $d \leq \delta.$ (7)
If stoppage criterion is satisfied, ‘Exploration’ is terminated and MOBOGA proceeds to the ‘Exploitation’ step (see Fig. 1III). Otherwise, the new model candidate $M_n^{t+1}$ will be queried by the ‘Exploration unit’. We further remark that one can also include training budget or other metrics as other ‘constraints’ (cf. Falkner et al., 2018) in the search process to impose budgetary constraints.

2.3. Exploitation and Pareto Optimal Model Candidates

Once stoppage criteria in the Exploration step satisfied, no more model candidates is queried. Instead, ‘Exploitation’ unit retrieves stored data including model candidates $M_c$ and their measured objectives $Q_c$ into a new set

$$\Gamma = \left\{ (M_1^c, Q_1^c), (M_2^c, Q_2^c), \ldots, (M_T^c, Q_T^c) \right\}. \quad (8)$$

Here, $T$ denotes the total number of queried models in the Exploration step. As discussed in §2.1.1, generally speaking, one model candidate may not optimize every required objective concurrently. To address this, we construct a set of POF based on measured objectives

$$P_O = \{ (M, Q) \in \Gamma : \not\exists (M, Q)' \in \Gamma, \text{ such that } Q' \prec Q \}, \quad (9)$$

using NSGA-II algorithm (Deb et al., 2002). In RA-AutoML, we retain flexibility and transparency by constructing a set of potentially ‘best’ candidates through extracting a POF of model candidates. By definition, objectives set by user can demonstrate competing behavior which, in turn, makes it impossible to optimize every objective simultaneously, e.g. the most accurate model may not be the fastest model. Thus, having a transparent POF of models can present the trade-off between various objectives and model candidates to the user of platform.

2.3.1. Choosing the ‘BEST’ Model

After a POF of optimal models constructed (see Eq. 9), we proceed to recommend the ‘best’ model to the human user chosen automatically. In our framework, we utilize Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS), cf. Tzeng and Huang (2011), to identify the best candidate(s). This process is detailed in §Appendix B.2. Alternatively, user can pick the ‘best’ model by inspecting the constructed POF along with considering other business goals. For instance, for a given problem, it maybe acceptable to compromise on model accuracy by 1% if the consumed memory is reduced by 5%.

2.4. RA-AutoML: Overall workflow

To recap, our RA-AutoML framework consists of three main components:

1. Problem Setup: User translates business and technical requirements into proper mathematical objectives (or point to a range of available metrics, e.g. accuracy, loss, cross-entropy loss, top-1 accuracy, top-5 accuracy, etc.), resource and hardware considerations, and RA-AutoML model search space (Fig. 1I).
2. **Exploration Step**: MOBOGA optimization engine measures the multiple objectives for model candidates sampled from the search space $\Omega$, intelligently (Fig. [I][III]).

3. **Exploitation Step**: MOBOGA constructs a POF consisting of *Pareto optimal* model candidates. User can pick ‘best model from TOPSIS algorithm or inspect the trade-offs amongst various candidates to choose the appropriate ‘best’ model concerning their needs (Fig. [I][III]).

A step by step workflow of RA-AutoML including ‘Exploration’ and ‘Exploitation’ steps is illustrated in Fig. 2.

![Figure 2: Overall workflow demonstrating how our RA-AutoML framework is implemented. For details see §2](image)

### 3. Experiments and Results

In this section, we present results of two experiments obtained using our RA-AutoML platform. The main task is to perform image classification using CIFAR-10 dataset (Krizhevsky et al. (2009)) via a DNN. First experiment is focused on HPS in the context of transfer learning while the second setup builds a DNN via NAS and HPS search, simultaneously. In both experiments, we set three objectives ($K = 3$) as following:

$$O = \begin{cases} 
  ob_1 : \text{Minimize model `Top-5' validation error,} \\
  ob_2 : \text{Minimize model memory consumption,} \\
  ob_3 : \text{Minimize model forward inference.}
\end{cases}$$

To minimize forward inference in $ob_3$, we use floating-point operations (FLOPs) as the proxy metric following models in Bianco et al. (2018). In both experi-
ments, we apply one resource constraint, $c_1$: trained model should not consume memory more than 80 Mb (experiment 1) and 1,400 Mb (experiment 2), respectively.

**3.1. Experiment 1: Hyper-parameter Search in Transfer-learning**

In this experiment, user is asked to use RA-AutoML to perform transfer learning using existing pre-trained DNN models: VGG-16 or VGG-19 (Simonyan and Zisserman (2014)).

Table 1: Hyper-parameters returned by RA-AutoML for experiment 1 in § 3.1) using three objectives and one resource constraint. Best model candidate is chosen from a POF of model candidates using TOPSIS algorithm.

| Parameter Name | Parameter Type | Range      | Best Parameter Value |
|----------------|----------------|------------|----------------------|
| dropout rate   | continuous     | [0, 1]     | 0.006                |
| added-layer count | discrete  | (1,2,3,4,5) | 1                     |
| batch size     | discrete       | (32,64,128) | 64                   |
| activation function | categorical | {ReLU, Tanh} | Tanh                 |
| base model     | categorical    | {VGG-16, VGG-19} | VGG-16              |

To do so, we add an unknown number of fully-connected layers with equal number of neurons at the end of the base model while freezing already trained parameters. Table 1 provides hyper-parameters used to define RA-AutoML search space $\Omega$. Configured by user, hyper-parameters are of mixed types: categorical, discrete, and continuous.

**3.2. Generalized Search: Hyper-parameter and Neural Architecture Search**

Performing AutoML in the context of model architecture design has gained a lot of interest recently, cf. Elsken et al. (2019); Targ et al. (2016).

Table 2: Comparison of Top-5 error from existing ResNet networks and the ‘best’ models returned by platform RA-AutoML. For problem setup, see § 3.

| DNN Study | Top-5 Error (%) | Memory (Mb) | FLOPs |
|-----------|-----------------|-------------|-------|
| Experiment 1 | RA-AutoML | 7.33 | 57.15 | 8.302 G |
| Experiment 2 | RA-AutoML | 8.73 | 1.155 | 4.034 M |

Integrating Neural Architecture Search (NAS) into AutoML often times adds to the complexity of search strategy for best model architecture. More recently, utilization of basic ‘building blocks’ of DNNs to perform AutoML and NAS has demonstrated promising results via a higher efficiency, and a significant reduction in search complexity (Dutta et al. (2018)). Towards this, an AutoML
algorithm replaces searching for the best design parameters in a layer-by-layer by configuring and connecting predefined ‘building blocks’ (SMBO Hutter et al. (2011)), e.g. a ResNet block (cf. He et al. (2016)). We adopt a similar approach to setup experiment 2 whose goal is to build a DNN model from ‘scratch’ using ResNet blocks. We narrow the architecture search to two types of ResNet blocks (see Table 1 in He et al. (2016)) along with other hyper-parameters. It is worth mentioning that the results in this experiment could have included more variety of ‘building blocks’, i.e. one can add other types of existing blocks, e.g. Inception block, design their blocks based on their application and the complexity of NAS task. In summary, in experiment 2, search space is expanded to enable two tasks in our platform, i.e. HPS and NAS. Table 3 summarizes search space configuration and the parameters obtained for the ‘best’ model returned by our RA-AutoML using TOPSIS.

3.3. Pareto-Optimal Model Candidates
In real world applications of DNNs where multiple goals and resources are to be considered to choose a model for deployment, it is imperative to provide a human user with transparent and flexible means so that she/he can, in turn, inspect the trade-offs amongst different goals for candidate optimal models. In our RA-AutoML platform, we present a POF consisting of Pareto optimal model candidates retrieved in the Exploitation step along with the trade-off in measured objectives for every model candidate (see § 2.3). Figures 4 and 3 present POFs created by our RA-AutoML platform for experiments 1 and 2. It is insightful to better understand how Exploration step in our platform honors the the hard constraints imposed, i.e. memory constraint when running that specific configuration while maximizing the objectives three objectives (see Eq. 10).

4. Summary and Conclusions
Current work we have introduced RA-AutoML, a flexible, transparent and robust framework to perform automated machine learning with a focus on addressing more recent real world challenges such as multiple goals, resource constraints, and hardware-aware model optimization. Unlike traditional AutoML
algorithms, our framework provide problem setup, exploration and exploitation to build an end-to-end model building (see Figs. 1 and 2). In particular, our in-house optimization engine MOBOGA can combine hyper-parameter search as well as neural architecture search subjected to any arbitrary number of constraints and optimization objectives.

We have employed our solution to build and train image detection classifiers on CIFAR-10 dataset with three objectives: Top-5 accuracy, memory consumption, and inference complexity, subjected to one resource constraint. Our algorithm creates a POF of model candidates based on exploration-exploitation modules of MOBOGA presented to human along with suggestion of the ‘best’ model using TOPSIS algorithm. Human user can, in turn, inspect the trade-off between different Pareto optimal models and either pick the best model manually or accept the automatically returned ‘best’ model by RA-AutoML.

In the next steps, it is versatile to enable online and automated hardware profiling systems hosting RA-AutoML. This way, RA-AutoML could have access to a knowledge base and learns the model configuration, hardware profile, and corresponding hardware metrics (e.g. run-time, memory use, FLOPs). This information ultimately can be used to apply CA-EI acquisition function (see Eq. 3) of the Bayesian Optimization in a fully-automated manner.
Figure 4: Pareto optimal constructed from results by MOBOGA in Exploitation step. 3D view shows all model candidates suggested by BOs in the Exploration step. Yellow triangle ▼, blue sphere ●, and red star ★ correspond to, Parteo front model candidates, trained models in the exploration phase, and the ‘best’ model suggested by TOPSIS algorithm, respectively. For problem setup, see §3.2.
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Appendix A.

Experiments

Appendix A.1. CA-EI: Enforcing Soft-constraints

In addition to hard-constraints, our algorithm is capable of integrating soft-constraints where a constraint-violating region in the search space alters the BO’s acquisition function such that this region is can still be explored by the BO. Examples of scenarios for soft-constraints is where user is not strict about their resource-constraint bounds, or not even very sure of precise limit values. To implement soft-constraints in RA-AutoML, first we define a new function $S$ which penalizes the acquisition function by a factor $\beta$ in the regions violating a soft-constraint rule

$$S(C(x; c_i)) = \begin{cases} 
1 & \text{if for } x, c_i \text{ is satisfied,} \\
\beta & \text{otherwise, where } \beta \in [0, 1).
\end{cases} \quad (A.1)$$

Factor $\beta$ can be defined as any arbitrary function can return a constant value or vary depending on the ‘severity’ of violation, e.g. distance to the region bounds. Examples of such functions include inverse, polynomial, or exponential decay. Thus, CA-EI acquisition function (in Eq. 3) is updated in the following way:

$$f_j(x) = \int_{-\infty}^{+\infty} \max\{y_j^+ - y_j, 0\} \cdot p_{x,j}(y_j|x) \cdot \prod_{i=1}^{N_c} S(C(x; c_i)) \, dy, \quad j = 1, ..., K \quad (A.2)$$

We remark that for $\beta = 0$, a soft-constraint automatically acts as a hard-constraint.

Appendix A.2. Example of Constraint-Aware Bayesian Optimization

To demonstrate how our modification of the acquisition function in BO works, we apply the modified Bayesian Optimization to find the minimum $x$ of a known cost function with several local minima:

$$q(x) = 1.1 + (x - 0.5)^2 + \frac{1}{2} \sin \left( 6\pi x + \frac{\pi}{2} \right) \quad x \geq 0. \quad (A.3)$$

We subject the optimization task to both hard-constraints in region $0.2 \leq x \leq 0.6$, and soft-constraints in region $0.6 < x$. To enforce the soft-constraints, penalizing factor $\beta$ (in Eq. A.2) is defined by $\beta = 1/(x - 0.6)^4$.

Figure A.5 compares the solution of a constraint-free BO (left) with constraint-aware BO solution. Our constraint-aware modified Bayesian optimization has the ability to choose data points that meet the constraint requirements while honoring different types of constraints, i.e. at 15th iteration the constrained BO does not explore the regions with hard-constraints, but is able to query a few samples in the regions with soft-constraints.
Appendix A.3. MOBOGA Verification

In this section, we test our MOBOGA optimization to solve two known constrained and multi-objective cost functions. We further create and compare the extracted POFs using NSGA-II algorithm employed in our RA-AutoML framework. We choose Binh-Korn function (see Binh and Korn (1997))

\[
\min_{(x,y)\in \mathbb{R}^2} \left[ \begin{array}{c}
q_1(x,y) = 4x^2 + 4y^2 \\
q_2(x,y) = (x-5)^2 + (y-5)^2
\end{array} \right], \quad \text{subject to: } \begin{cases}
c_1 : (x-5)^2 + y^2 \leq 25 \\
c_2 : (x-8)^2 + (y+3)^2 \geq 7.7
\end{cases}
\tag{A.4}
\]

and Constr-Ex with two objective functions

\[
\min_{(x,y)\in \mathbb{R}^2} \left[ \begin{array}{c}
q_1(x,y) = x \\
q_2(x,y) = \frac{1+y}{x}
\end{array} \right], \quad \text{subject to: } \begin{cases}
c_1 : y + 9x \geq 6 \\
c_2 : -y + 9x \geq 1
\end{cases}
\tag{A.5}
\]

to conduct constraint-aware multi-objective minimization. Figure A.6 shows results obtained by MOBOGA after 50 iterations with analytical solution. These results demonstrate very good agreement on reproducing the POFs shown by the solid lines.
Figure A.6: Comparison of Pareto front obtained by MOBOGA against analytical solution given for two multi-objective minimization subjected to known constraints (see Eqs. A.4 and A.5). Green ‘×’ symbols show Pareto optimal points after 50 iterations conducted in the Exploration step (see Fig. 1). Results are in good agreement with analytical solution.

Appendix B. Algorithms

In this section, we summarize existing algorithms utilized in our framework.

Appendix B.1. NSGA-II Genetic Algorithm

NSGA-II is a non-dominated sorting-based Multi-Objective Evolutionary Algorithm (MOEA), cf. [Horn et al. 1994]. Evolutionary Algorithms (EA)-inspired by biological evolution processes, i.e. reproduction, mutation, recombination, and selection- aim to find the ‘best’ candidate(s) in a ‘population’ of potential candidates. EAs can be used in multi-objective optimization problems with non-convex cost functions, cf. [Horn et al. 1994]. In doing so, EA generates a new set of candidate points, evaluate their ‘cost or value’ given respective fitness functions, and repeat this process until termination. Here, the best, aka ‘fittest’ points are the ones that survive in each ‘iteration’. Numerous
Algorithm 1
Non-dominated Sorting in NSGA-II Genetic Algorithm

for each $p \in P$ do
  $S_p = 0$
  $n_p = 0$
  for each $q \in P$ do
    if $p \prec q$ // if $p$ dominates $q$ then
      $S_p = S_p \cup q$ // Add $q$ to the set of solutions dominated by $p$
    else if $q \prec p$ then
      $n_p = n_p + 1$ // Increment the domination counter of $p$
    end if
  end for
  if $n_p = 0$ // $p$ belongs to the first front then
    $p_{\text{rank}} = 1$
    $F_1 = F_1 \cup p$
  end if
end for

$i = 1$ // initialize the front counter
while $F_i \neq 0$ do
  $Q = \emptyset$ // Used to store the members of the next front
  for each $p \in F_i$ do
    for each $q \in S_p$ do
      $n_q = n_q - 1$
      if $n_q = 0$ // $q$ belongs to the next front then
        $q_{\text{rank}} = i + 1$
        $Q = Q \cup q$
      end if
    end for
  end for
  $i = i + 1$
  $F_i = Q$
end while

MOEA algorithms use non-dominated sorting with a few drawbacks: (1) their $O(K \cdot N^3)$ computational complexity (where $K$ is the number of objectives and $N$ is the population size); (2) their non-elitism approach; and (3) the need to specify a sharing parameter (cf. Deb et al. (2002)).

In RA-AutoML, we employ NSGA-II (Deb et al. (2002)) which can address problems mentioned above. Initially, a random parent population $P$ is created, the population is sorted based on non-domination. Each solution is assigned a fitness value equal to its non-domination level. Then, it applies a binary tournament selection, followed by recombination, and mutation operators to create an offspring population $Q_0$ of size $N$ in order to minimize the fitness. Algorithm 1 demonstrates how NSGA-II performs the non-dominant sorting. After non-dominance sorting is performed, NSGA-II algorithm can be implemented in the following manner (see Algorithm 2). The NSGA-II workflow diagram is illustrated in Fig. B.7. The new population $P_{t+1}$ of size $N$ is now used for selection, crossover, and mutation to create a new population $Q_{t+1}$ of size $N$.

Appendix B.2. TOPSIS Algorithm

After we construct a POF consisting of Pareto optimal points, RA-AutoML can proceed to recommend the ‘best’ data point, automatically. In our algorithm, we utilize Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS), see Tzeng and Huang (2011), to extract the best candidate(s). The process is carried out as follows:
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Algorithm 2
NSAG-II Algorithm

**Step 1:** A combined population $R_t = P_t \cup Q_t$ is formed. The population $R_t$ is of size $2N$.

**Step 2:** The population $R_t$ is sorted according to non-domination, since all previous and current population members are included in $R_t$, we can ensure elitism.

**Step 3:** If the size of $F_1$ is smaller than $N$, we choose all members of set $F_1$ for the new population $P_{t+1}$. The remaining members of the population $P_{t+1}$ are chosen from subsequent non-dominated fronts in the order of the ranking. Thus, solutions from the set $F_2$ are chosen next, followed by solutions from set $F_3$, and so on. Continue the procedure until no more sets can be accommodated.

Algorithm 3
TOPSIS Method

**Step 1:** Create an evaluation matrix consisting of $m$ alternatives and $n$ criteria, with the intersection of each alternative and criteria given as $x_{ij}$, we therefore have a matrix $(x_{ij})_{m \times n}$

**Step 2:** Normalize the matrix $(x_{ij})_{m \times n}$

**Step 3:** Calculate the weighted normalized decision matrix

**Step 4:** Determine the worst alternative and the best alternative

**Step 5:** Calculate the L2 distance between the target alternative $i$ and the worst condition $A_w$

**Step 6:** Calculate the similarity to the worst condition

**Step 7:** Rank the alternatives according to $s_{iw}$