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Abstract. This paper examines the asymptotic behavior of the price of anarchy as a function of the total traffic inflow in nonatomic congestion games with multiple origin-destination pairs. We first show that the price of anarchy may remain bounded away from 1, even in simple three-link parallel networks with convex cost functions. On the other hand, empirical studies show that the price of anarchy is close to 1 in highly congested real-world networks, thus begging the question: under what assumptions can this behavior be justified analytically? To that end, we prove a general result showing that for a large class of cost functions (defined in terms of regular variation and including all polynomials), the price of anarchy converges to 1 in the high congestion limit. In particular, specializing to networks with polynomial costs, we show that this convergence follows a power law whose degree can be computed explicitly.

1. Introduction

Almost every commuter in a major metropolitan area has experienced the frustration of being stuck in traffic. At best, this might mean being late for dinner; at worst, it means more accidents and altercations, not to mention the vastly increased damage to the environment caused by huge numbers of idling engines.

To name but an infamous example, China’s G110 traffic jam in August 2010 brought to a standstill thousands of vehicles for 100 kilometers between Hebei and Inner Mongolia. The snarl-up lasted twelve days and resulted in drivers being unable to move for more than 1 kilometer per day, reportedly spending up to five days trapped in the jam. Not caused by weather or a natural disaster, this massive tie-up was instead laid at the feet of a bevy of trucks swarming on the shortest route to Beijing, thus clogging the G110 highway to a halt (while ironically carrying supplies for construction work to ease congestion). This, therefore, raises the following question: how much better would things have been if all traffic had been routed by a benevolent social planner who could calculate (and enforce) the optimum traffic assignment?
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In game-theoretic terms, this question boils down to the inefficiency of Nash equilibria that are not Pareto optimal. The most widely used quantitative measure of this inefficiency is the so-called price of anarchy (PoA): introduced by Koutsoupias and Papadimitriou (1999) and so dubbed by Papadimitriou (2001), the price of anarchy is the ratio of the social cost of the least efficient Nash equilibrium divided by the minimum achievable social cost. By virtue of this straightforward definition, deriving worst-case bounds for the price of anarchy has given rise to a vigorous literature at the interface of computer science and economics, with many surprising results.

In the context of network congestion, Pigou (1920) was probably the first to study the inefficiency of selfish routing, and his elementary two-road example with a price of anarchy equal to $4/3$ is one of the two prototypical examples thereof. The other is due to Braess (1968), and consists of a four-road network where the addition of a zero-cost segment makes things just as bad as in Pigou’s original example. These two examples were the starting point for the seminal work of Roughgarden and Tardos (2002), who showed that the price of anarchy in (nonatomic) routing games with affine costs may never exceed $4/3$. On the other hand, if the network’s cost functions are polynomials of degree $d$ or less, the worst-case value of the price of anarchy grows as $\Theta(d/\log d)$, Roughgarden (2003), implying that selfish routing can be arbitrarily bad in networks with polynomial costs.

By this token, and given the typically nonlinear relation between traffic loads and travel times (the Internet being a prime example of this), the intervention of a central planner seems necessary in order to regain some measure of efficiency. At the same time however, these worst-case instances are typically realized in networks with delicately tuned traffic loads and costs. Hence, if the traffic inflow in a given network grows large (the so-called “high congestion” regime), it is not clear whether the price of anarchy also remains high in the limit.

In view of all this, our aim in this paper is to examine the asymptotic behavior of the price of anarchy in highly congested networks. By default, networks of this kind are usually modeled as nonatomic games with a continuum of players, each carrying a negligible amount of the overall traffic. In this setting, using both analytical and numerical methods, a recent study by O’Hare et al. (2016) suggests that the price of anarchy is usually close to 1 for very high and very low traffic, and it fluctuates in the intermediate regime. Colini-Baldeschi et al. (2016) further showed that the price of anarchy indeed converges to 1 in highly congested parallel-link networks with a single origin-destination (O/D) pair and costs that satisfy some regularity conditions; however, they also provided several two-link examples where the price of anarchy oscillates as a function of the traffic inflow.

All this leads to the following natural questions:

1. Under which conditions does the price of anarchy converge to 1 in highly congested networks? And, when it does, how fast is this convergence?
2. Do these conditions depend on the network topology, its cost functions, or both?
3. Can general results be obtained only for networks with one O/D pair or do they extend to networks with multiple such pairs?

Informally, our main result states that, for networks with multiple O/D pairs and for a large class of cost functions (including all polynomials), the price of anarchy indeed converges to 1 as the traffic inflow increases, independently of the network
topology – and at a rate that follows a power law in the case of polynomial costs. In other words, under heavy traffic, selfish routing becomes just as efficient as the optimum traffic assignment: in this setting, myopically taking the fastest path isn’t the root of the problem, the amount of traffic is.

1.1. Our results. We start, in Section 3, by constructing a 3-link network where the price of anarchy oscillates between two values strictly greater than 1 (cf. Fig. 1). As mentioned before, Colini-Baldeschi et al. (2016) provided several examples where the PoA oscillates in the high congestion limit, but the lower limit of this oscillation was always 1; by contrast, in the network of Fig. 1, the PoA is bounded away from 1. Since the cost functions in this example are convex, we deduce that convexity does not guarantee that selfish routing becomes optimal infinitely often in the high congestion limit. Moreover, this counterexample involves a very simple parallel network with just three edges; hence, the asymptotically bad behavior of the PoA is not due to the network’s topology, either.

The key feature of this example is that, as the load on each of the nonlinear edges grows large, the corresponding cost function $c_e(x)$ undergoes periodic oscillations at a logarithmic scale so that

$$\liminf_{x \to \infty} \frac{c_e(x)}{c_{e'}(x)} \neq \limsup_{x \to \infty} \frac{c_e(x)}{c_{e'}(x)}$$

for any two edges $e, e'$ in the network. To dispense with such pathologies, we focus in Section 4 on general networks with multiple O/D pairs that admit a regularly varying gauge function $c(x)$ that classifies edges into fast, slow or tight, depending on the growth rate of the cost along each edge.1 Paths are likewise fast, slow or tight, based on their slowest edge; and an O/D pair is tight if its fastest path is tight.2 Our main result may then be stated as follows: if every O/D pair has a path which is not slow and there is a tight O/D pair that carries a nonnegligible fraction of the traffic, the price of anarchy converges to 1 in the high congestion limit.

1Regular variation means here that $\lim_{t \to \infty} c(tx)/c(t)$ is finite and nonzero for all $x > 0$. The class of regularly varying functions therefore contains all affine functions, polynomials, (poly)logarithms and many other types of functions.

2For instance, if all the network’s cost functions are polynomials of degree $d$, all edges, paths and O/D pairs are tight with respect to the gauge function $c(x) = x^d$. 

Figure 1. A simple network where selfish routing remains inefficient in the high congestion regime.
Put differently, in a highly congested network as above, a benevolent central authority with full control of traffic assignment would do no better than what myopic agents would do by themselves. However, this leaves open the question of when a network enters this “highly congested” regime. We address this question in Section 5, where we examine the speed at which the price of anarchy converges to 1 as a function of the traffic inflow. Specializing to networks with polynomial costs, we find that this convergence follows a power law with respect to the total traffic inflow, and we derive an explicit estimate of the degree of this law.

Interestingly, if the network can only serve a finite amount of traffic, the situation can be quite different. Although intuition might suggest otherwise, when the total traffic inflow approaches the network’s capacity, the price of anarchy may converge to a value that is strictly greater than 1, even in simple two-link networks with M/M/1 cost functions. This suggests an important distinction between the two limits (high congestion vs. capacity), which also changes the impact that a social planner might have in one case or the other. We discuss this issue in Section 6.

1.2. Related work. Much of the literature on congestion games is devoted to the study of bounds for the price of anarchy under different conditions. Roughgarden and Tardos (2002) proved a bound of $4/3$ for the price of anarchy in the case of affine cost functions, independently of the topology of the network. This bound is sharp in that, for every $M > 0$, there exists a network with traffic inflow $M$ with price of anarchy equal to $4/3$. Importantly, our analysis in Section 4 shows that the order of the quantifiers cannot be exchanged: in any network as above, the price of anarchy gets arbitrarily close to 1 if the traffic inflow is sufficiently large.

Worst-case bounds for the price of anarchy have been obtained for larger classes of cost functions. For polynomial costs with degree at most $d$, Roughgarden (2003) showed that the worst possible instance grows as $\Theta(d/\log d)$. Dumrauf and Gairing (2006) provided sharper bounds for polynomial costs that consist of monomials of maximum degree $d$ and minimum degree $s$. Roughgarden and Tardos (2004) provided a unifying result for costs that are differentiable with $x_c(x)$ convex, while Correa et al. (2004, 2008) considered less regular classes of cost functions; in particular, Correa et al. (2004) studied networks with a finite capacity. Correa et al. (2007) also studied the price of anarchy when the goal is to minimize the maximum latency rather than the average latency. For a survey, the reader is referred to Roughgarden and Tardos (2007) and Roughgarden (2007).

The difference between the mean value of the price of anarchy and its worst value has been studied in the context of cognitive radio networks by Law et al. (2012). Youn et al. (2008) studied the difference between optimal and actual system performance in real transportation networks, focusing in particular on Boston’s road network. They observed that the price of anarchy depends crucially on the total traffic inflow: it starts at 1, it then grows with some oscillations, and then it returns to 1 as the flow increases. González Vayá et al. (2015) studied optimal scheduling for the electricity demand of a fleet of plug-in electric vehicles: without using the term, they showed that the price of anarchy goes to one as the number of vehicles grows. Cole and Tao (2016) showed that in large Walrasian auctions and in large Fisher markets the PoA goes to one as the market size increases. Finally, Piliouras et al. (2013) examined how the price of anarchy is affected by uncertainty in the game.
Friedman (2004) considered the behavior of the price of anarchy when the inflow is slightly perturbed with respect to the worst case scenario. They showed that, for any value of the inflow that produces large losses for selfish routing, the cost of equilibrium routing falls rapidly. Patriksson (2004) and Josefsson and Patriksson (2007) performed a sensitivity analysis of Wardrop equilibria with respect to a range of parameters. Englert et al. (2010) examined the variation of an equilibrium in a congestion game when either the total mass of players is increased by $\varepsilon$ or an edge that carries an $\varepsilon$-fraction of the mass is removed. More recently, Colini-Baldeschi et al. (2016) examined the asymptotic behavior of the price of anarchy in nonatomic congestion games when the underlying network consists of parallel edges linking a single O/D pair. Finally, Feldman et al. (2016) took a different asymptotic approach and considered atomic games where the number of players grows to infinity. Applying the notion of $(\lambda, \mu)$-smoothness to the resulting sequence of atomic games, they showed that the price of anarchy converges to the corresponding nonatomic limit.

2. Model and preliminaries

In this section, we present some basic definitions and results that are used throughout our paper. Specifically, in Section 2.1, we describe the class of nonatomic congestion games under study, while, in Section 2.2, we give a precise definition of the price of anarchy and the various optimality/equilibrium notions involved.

2.1. Network model. Following Beckmann et al. (1956) and Roughgarden and Tardos (2002), the basic component of our model is a finite directed multi-graph $G = (V, E)$ with vertex set $V$ and edge set $E$. We further assume there is a finite set of origin-destination (O/D) pairs $i \in I$, each with an individual traffic demand $\mu^i \geq 0$ which has to be routed from an origin $o^i \in V$ to a destination $d^i \in V$ via $G$.

To route this traffic, the $i$-th O/D pair employs a set $P^i$ of (simple) paths joining $o^i$ to $d^i$, each path $p \in P^i$ comprising a sequence of edges that meet head-to-tail in the usual way. For bookkeeping reasons, we also assume that the sets $P^i$ are disjoint (which holds in particular when all pairs $(o^i, d^i)$ are different). Then, writing $P = \bigcup_{i \in I} P^i$ for the union of all such paths, the set of feasible routing flows $f = (f_p)_{p \in P}$ in the network is defined as

$$F = \left\{ f \in \mathbb{R}^P_+ : \sum_{p \in P^i} f_p = \mu^i \text{ for all } i \in I \right\}.$$ 

(2.1)

In turn, a routing flow $f \in F$ induces a load on each edge $e \in E$ as

$$x_e = \sum_{p \ni e} f_p,$$ 

(2.2)

and we write $x = (x_e)_{e \in E}$ for the corresponding load profile on the network.

Given all this, the delay (or latency) experienced by an infinitesimal traffic element in order to traverse edge $e$ is determined by a nondecreasing, continuous cost function $c_e : [0, \infty) \to (0, \infty)$. Specifically, if $x = (x_e)_{e \in E}$ is the load profile induced by a feasible routing flow $f = (f_p)_{p \in P}$, the incurred delay on edge $e \in E$ is $c_e(x_e)$.

$^3$To be clear, we do not assume here that $P^i$ is the set of all paths joining $o^i$ to $d^i$, but only some (nonempty) subset thereof. This distinction is important for Internet-like network and software-defined networking where only paths with a low hop count are used.
Hence, with a slight abuse of notation, the associated cost of path $p \in \mathcal{P}$ is given by the expression

$$c_p(f) \equiv \sum_{e \in p} c_e(x_e). \quad (2.3)$$

Putting together all of the above, the tuple $\Gamma = (\mathcal{G}, \mathcal{I}, \{\mu^i\}_{i \in \mathcal{I}}, \{\mathcal{P}^i\}_{i \in \mathcal{I}}, \{c_e\}_{e \in \mathcal{E}})$ will be referred to as a (nonatomic) routing game.

2.2. Equilibrium, optimality, and the price of anarchy. In this nonatomic context, the notion of Nash equilibrium is captured by Wardrop’s first principle: at equilibrium, the delays along all utilized paths are equal and no higher than those that would be experienced by an infinitesimal traffic element going through an unused route (Wardrop, 1952). Formally, a routing flow $f^*$ is said to be a Wardrop equilibrium (WE) of $\Gamma$ if, for all $i \in \mathcal{I}$, we have

$$c_p(f^*) \leq c_{p'}(f^*) \quad \text{for all } p, p' \in \mathcal{P}^i \text{ such that } f^*_p > 0. \quad (2.4)$$

By the work of Beckmann et al. (1956), it is well known that Wardrop equilibria can be characterized equivalently as solutions of the (convex) minimization problem:

$$\begin{align*}
\text{minimize} & \quad \sum_{e \in \mathcal{E}} C_e(x_e), \\
\text{subject to} & \quad x_e = \sum_{p \ni e} f_p, \; f \in \mathcal{F}, \quad (\text{WE})
\end{align*}$$

where $C_e(x_e) = \int_0^{x_e} c_e(w) \, dw$ denotes the primitive of $c_e$.

On the other hand, a socially optimum (SO) flow is defined as a solution to the total cost minimization problem:

$$\begin{align*}
\text{minimize} & \quad L(f) = \sum_{p \in \mathcal{P}} f_p c_p(f), \\
\text{subject to} & \quad f \in \mathcal{F}, \quad (\text{SO})
\end{align*}$$

To quantify the gap between solutions to (WE) and (SO), we write

$$\text{Eq}(\Gamma) = L(f^*) \quad \text{and} \quad \text{Opt}(\Gamma) = \min_{f \in \mathcal{F}} L(f), \quad (2.5)$$

where $f^*$ is a Wardrop equilibrium of $\Gamma$. The game’s price of anarchy (PoA) is then defined as

$$\text{PoA}(\Gamma) = \frac{\text{Eq}(\Gamma)}{\text{Opt}(\Gamma)}. \quad (2.6)$$

Obviously, $\text{PoA}(\Gamma) \geq 1$ with equality if and only if Wardrop equilibria are also socially efficient. Our main objective in the rest of our paper will be to study the asymptotic behavior of this ratio in the limit where the traffic inflow grows large.

3. A network where selfish routing is always inefficient

In this section, we begin our study of heavily congested networks by constructing a simple three-link network where the price of anarchy oscillates between two values strictly greater than 1.

---

4That Wardrop equilibria have the same total cost is due to Beckmann et al. (1956).
To begin, let $\Gamma_M$ be a nonatomic routing game consisting of a single O/D pair with traffic inflow $M$. This traffic is to be routed over the three-link parallel graph of Fig. 1 with cost functions
\begin{align}
c_1(x_1) &= x_1^d \left[1 + \frac{1}{2} \sin(\log x_1)\right], \quad (3.1a) \\
c_2(x_2) &= x_2^d, \quad (3.1b) \\
c_3(x_3) &= x_3^d \left[1 + \frac{1}{2} \cos(\log x_3)\right]. \quad (3.1c)
\end{align}
The functions $c_e$, $e \in \{1, 2, 3\}$, are convex for $d \geq 2$. Moreover, the functions $x_\epsilon c_e(x_\epsilon)$ are strictly convex, so the problem (SO) admits a unique optimum traffic distribution. Hence, the only way for the game’s price of anarchy to be equal to 1 is if the game’s (unique) Wardrop equilibrium coincides with the network’s socially optimum flow.

For a given value of the total traffic inflow $M = x_1 + x_2 + x_3$, the load profile $x = (x_1, x_2, x_3)$ is a Wardrop equilibrium if and only if $c_1(x_1) = c_2(x_2) = c_3(x_3),^5$ i.e. if the normalized profile $z = x/M$ satisfies
\begin{align}
z_1^d \left[1 + \frac{1}{2} \sin(\log M z_1)\right] &= z_2^d = z_3^d \left[1 + \frac{1}{2} \cos(\log M z_3)\right]. \quad (3.2)
\end{align}
Likewise, after differentiating and rearranging, the corresponding conditions for the network’s socially optimum flow are
\begin{align}
z_1^d \left[1 + \frac{1}{2} \sin(\log M z_1) + \frac{1}{2(d+1)} \cos(\log M z_1)\right] &= z_2^d \\
&= z_3^d \left[1 + \frac{1}{2} \cos(\log M z_3) - \frac{1}{2(d+1)} \sin(\log M z_3)\right]. \quad (3.3)
\end{align}
Thus, the solutions to (3.2) and (3.3) coincide if and only if
\begin{align}
\cos(\log M z_1) &= 0 = \sin(\log M z_3), \quad (3.4)
\end{align}
that is, if and only if there exist integers $k_1, k_3 \in \mathbb{Z}$ such that
\begin{align}
\log M z_1 &= k_1 \pi + \frac{\pi}{2}, \\
\log M z_3 &= k_3 \pi. \quad (3.5)
\end{align}
This implies that $\sin(\log M z_1) = \pm 1$ and $\cos(\log M z_3) = \pm 1$, leading to the following cases:

**Case 1:** $\sin(\log M z_1) = 1$, $\cos(\log M z_3) = -1$. Substituting in (3.2) we get $z_1^d = z_3^d$ so that $\log z_1 = \log z_3$, and then (3.5) gives
\begin{align}
k_1 \pi + \frac{\pi}{2} &= k_3 \pi. \quad (3.6)
\end{align}
This amounts to $\frac{1}{2} = k_3 - k_1$, which cannot hold for integer values of $k_1$ and $k_3$.

**Case 2:** $\sin(\log M z_1) = 1$, $\cos(\log M z_3) = 1$. Similarly as above, from (3.2) we get $3z_1^d = z_3^d$ so that $\frac{1}{d} \log 3 + \log z_1 = \log z_3$, and then (3.5) gives
\begin{align}
\frac{1}{d} \log 3 + k_1 \pi + \frac{\pi}{2} &= k_3 \pi. \quad (3.7)
\end{align}
This yields $\log 3/\pi = d(k_3 - k_1 - \frac{1}{2})$, which again cannot hold for $k_1, k_3, d \in \mathbb{Z}$.

The remaining two cases lead to a contradiction in the same way, implying that the game’s Wardrop equilibrium and socially optimum flow cannot coincide for any value of $M$. Since Eqs. (3.2) and (3.3) are periodic in $\log M$, it also follows that

---

5Since an unused edge always has a cost of zero, all paths are used at equilibrium.
the game’s price of anarchy is periodic at a logarithmic scale. Thus, by focusing on
the period \(1 \leq M \leq e^{2\pi}\), we conclude that
\[
\inf_{M \geq 0} \text{PoA}(\Gamma_M) = \min_{1 \leq M \leq e^{2\pi}} \text{PoA}(\Gamma_M) > 1,
\]
i.e., Wardrop equilibria in the network of Fig. 1 remain strictly inefficient, even as \(M \to \infty\). Notice also that, given the logarithmic periodicity of \(\text{PoA}(\Gamma_M)\), the same holds when \(M \to 0\) as well.

**Remark.** The network discussed above complements a recent set of two-link counterexamples provided by Colini-Baldeschi et al. (2016), who showed that the price of anarchy may oscillate between 1 and an arbitrarily large value in the high congestion limit. From an efficiency standpoint, the saving grace of the latter class of instances is that the price of anarchy gets arbitrarily close (or even equal) to 1 infinitely often; by contrast, the instance presented here shows that even this weak guarantee may fail to hold in general.

### 4. The asymptotic behavior of the price of anarchy

The example of the previous section shows that, in complete generality, the price of anarchy can be bounded away from 1 for all values of the traffic inflow. However, given the irregular behavior of the cost model (3.1), the question remains: does selfish routing remain inefficient in highly congested networks under reasonable assumptions for the network’s cost functions?

To answer this, we must first give precise meaning to what “highly congested” means. If there is a single O/D pair in the network, this is straightforward: as in Section 3, the network becomes highly congested when the inflow of said pair grows to infinity. However, if there are several O/D pairs in the network, the traffic inflow of each pair could be growing at very different rates, with some pairs possibly contributing a negligible amount of traffic in the limit. In particular, the inflow of some O/D pairs could remain finite (or even vanish), but the network may still become heavily congested if the aggregation of these traffic demands grows large.

To account for this, we define the total traffic inflow in the network as
\[
M = \sum_{i \in \mathcal{I}} \mu_i,
\]
and we write
\[
\lambda^i = \frac{\mu_i}{M} \quad \text{for the fraction of the traffic generated by the } i\text{-th O/D pair.}
\]
Then, somewhat informally, the high congestion regime refers to the limit \(M \to \infty\), without making any assumptions on the behavior of the relative inflow vector \(\lambda = (\lambda^i)_{i \in \mathcal{I}}\) in this limit.

To make the statement of our main result (and its proof) less cumbersome, it will be more convenient to consider a sequence of inflow vectors \(\mu_n = M_n \lambda_n, \ n \in \mathbb{N}\). In this way, for each \(n\), we get a routing game \(\Gamma_n \equiv (G, \mathcal{I}, \mu_n, \{P^i\}_{i \in \mathcal{I}}, \{c_e\}_{e \in \mathcal{E}})\) over the same underlying network, but with different total inflow \(M_n\). The high congestion limit is then defined as follows:

**Definition 4.1.** We say that \(\Gamma_n\) becomes highly congested if \(M_n \to \infty\) as \(n \to \infty\). In this case, we will also refer to \(\Gamma_n\) as a highly congested network.
To distinguish between O/D pairs that consistently contribute to congestion, we also say that \( i \in I \) has *heavy traffic* (or is *heavy*) whenever \( \lim \inf_{n \to \infty} \lambda_i^n > 0 \); similarly, a subset \( I' \subseteq I \) of O/D pairs has *heavy traffic* if \( \lim \inf_{n \to \infty} \sum_{i \in I'} \lambda_i^n > 0 \).

Going back to the example of Section 3, the main source of inefficiency under heavy traffic is that two of the cost functions (3.1) exhibit (logarithmic) oscillations as \( x \to \infty \). To dispense with this kind of pathologies, it is necessary to impose some regularity on the asymptotic growth of the network’s cost functions. We do so by means of the following regularity notion:

**Definition 4.2.** A function \( g: [0, \infty) \to (0, \infty) \) is said to be *regularly varying* if

\[
\lim_{t \to \infty} \frac{g(tx)}{g(t)} \text{ is finite and nonzero for all } x \geq 0.
\]

Standard examples of regularly varying functions include all affine, polynomial and logarithmic/polylogarithmic functions. The notion itself dates back to the work of Karamata (1933, 1930) and has been used extensively in probability and large deviations theory (see, e.g. de Haan and Ferreira, 2006; Jessen and Mikosch, 2006; Resnick, 2007). Economic applications can also be found in Alcalá (2014); for a comprehensive survey, the reader is referred to Bingham et al. (1989).

With all this at hand, we will discard irregular growth phenomena (such as those observed in Section 3) by positing that each cost function \( c_e(x) \) can be compared asymptotically to some regularly varying function \( c(x) \). Specifically, given an ensemble of cost functions \( C = \{c_e\}_{e \in E} \), a regularly varying function \( c: [0, \infty) \to (0, \infty) \) is called a *benchmark function* for \( C \) if the (possibly infinite) limit

\[
\alpha_e = \lim_{x \to \infty} \frac{c_e(x)}{c(x)}
\]

exists for all \( e \in E \). When it exists, this limit will be called the *c-index* of edge \( e \) (or, more simply, its *index*), and \( e \) will be called *fast*, *slow*, or *tight* (relative to \( c \)) if \( \alpha_e \) is respectively 0, \( \infty \), or in-between. Since bottlenecks are caused by the slowest edges, we also define the c-index of a path \( p \in P \) as

\[
\alpha_p = \max_{e \in p} \alpha_e,
\]

and the path is said to be *fast*, *slow*, or *tight* based on whether \( \alpha_p \) is 0, \( \infty \), or between these two extremes. Finally, extending this terminology to O/D pairs, we say that a pair \( i \in I \) is *tight* if \( 0 < \alpha^i < \infty \), where the c-index \( \alpha^i \) of a pair is defined as the minimal index of its corresponding paths, namely

\[
\alpha^i = \min_{p \in P^i} \alpha_p.
\]

In other words, a path is fast (resp. tight, resp. slow) if its slowest edge is fast (resp. tight, resp. slow), and an O/D pair is tight if its fastest path is tight.

Finding a benchmark is trivial (for instance, we can always take \( c(x) = 1 \)), but finding a benchmark that yields a meaningful classification in the high congestion limit is less so. To that end, we introduce the following refinement:

**Definition 4.3.** A highly congested network is called *gaugeable* if it admits a benchmark function \( c: [0, \infty) \to (0, \infty) \) such that:

i) Every O/D pair has a path which is not slow: \( \alpha^i < \infty \) for all \( i \in I \).

ii) The set of tight O/D pairs has heavy traffic: \( \lim \inf_{n \to \infty} \sum_{i:0<\alpha^i<\infty} \lambda_i^n > 0 \).
In this case, the function $c$ will be called the network’s gauge function.

Essentially, the existence of a gauge function $c(x)$ guarantees that (i) every O/D pair can route its traffic along a path whose cost grows as $O(c(x))$; and (ii) a non-negligible fraction of the total traffic incurs a cost that scales as $\Theta(c(x))$. Both of these conditions are fairly general and ensure that the network’s cost functions are mutually comparable in the high congestion limit (as opposed to the oscillatory example of Section 3). For instance, (i) is satisfied automatically if the network’s cost functions are bounded or if they are polynomials (cf. Corollaries 4.5 and 4.7 below); likewise, (ii) is satisfied if every O/D pair is tight or if some O/D pair is both tight and heavy. Finally, in networks with a single O/D pair, the situation is even simpler as it suffices for the pair to be tight.

We are now in a position to state our main result for highly congested networks. This result extends Corollary 3 in Colini-Baldeschi et al. (2016), who considered only the single O/D case on a parallel link network.

**Theorem 4.4.** If a highly congested network $\Gamma_n$ is gaugeable, then $\text{PoA}(\Gamma_n) \to 1$.

Before discussing the proof of Theorem 4.4, we first present some immediate corollaries:

**Corollary 4.5.** Suppose that each O/D pair $i \in I$ has a path $p \in P^i$ such that all edges $e \in p$ have bounded costs, i.e. $\lim_{x \to \infty} c_e(x) < \infty$. Then, $\text{PoA}(\Gamma_n) \to 1$.

**Proof.** Taking $c(x) = 1$, we get $\alpha_e = \lim_{x \to \infty} c_e(x) \in (0,\infty]$ for all $e \in E$. By assumption, every O/D pair is tight, so our claim follows from Theorem 4.4. ■

**Corollary 4.6.** Suppose there exists a regularly varying function $c(x)$ such that $c(x) \leq c_e(x) \leq (1 + o(1)) c(x)$ for all $e \in E$. Then, $\text{PoA}(\Gamma_n) \to 1$.

**Proof.** Taking $c(x)$ as a benchmark, we get $\alpha_e = 1$ for all $e \in E$. This implies that every O/D pair is tight, so our claim follows from Theorem 4.4. ■

**Corollary 4.7.** If the network’s costs are polynomial and every O/D pair $i \in I$ has heavy traffic, then $\text{PoA}(\Gamma_n) \to 1$.

**Proof.** Let $d_e$ be the degree of $c_e$ and set $d_p = \max_{e \in p} d_e$ for all $p \in P$. Furthermore, let $d^i = \min_{p \in P} d_p$ and set $d = \max_{i \in I} d^i$. It is then easy to see that $c(x) = x^d$ is a gauge function for the network, so the result follows from Theorem 4.4. ■

**Corollary 4.8.** Suppose that the network’s cost functions $c_e$ are regularly varying and the (possibly infinite) limits $\alpha_{e,e'} = \lim_{x \to \infty} c_e(x)/c_{e'}(x)$ exist for all $e, e' \in E$. Assume further that every O/D pair $i \in I$ has heavy traffic. Then, $\text{PoA}(\Gamma_n) \to 1$.

**Proof.** Define a total order among the network’s edges by setting $e \preceq e'$ if and only if $\alpha_{e,e'} < \infty$. For each path $p \in P$, choose a maximal element $e_p$ of $p$, i.e. an edge $e_p \in p$ such that $e \preceq e_p$ for all $e \in p$. Also, for each O/D pair $i \in I$, choose a path $p^i$ for which $e_p^i$ is minimal, i.e. $e_p^i < e'_p$ for all $p' \in P^i$. Finally, pick an O/D pair $j \in I$ such that $e_j^*$ is maximal, i.e. $e_j^* \preceq e_j$ for all $i \in I$. Letting $e^* = e_{p^*}$, it follows that $c(x) = c_{e^*}(x)$ is a gauge function for the network, so our claim follows from Theorem 4.4. ■

**Remark 4.1.** Similar conclusions for networks with cost functions that are not regularly varying are not hard to obtain. For instance, an extension of the proof of Theorem 4.4 shows that Corollary 4.7 still holds if some of the network’s cost functions are superpolynomial, provided there exists a path with polynomial costs.
For an illustration of Theorem 4.4, Fig. 2 shows the behavior of the price of anarchy as a function of traffic inflow in the road network of the Sioux Falls metropolitan area, a standard case study in the transportation literature (see, e.g., O’Hare et al., 2016). The network’s (two-way) arterial roads are shown in Fig. 2(a), and the delay function of each road is shown to be of the BPR (Bureau of Public Roads) type

\[ c_e(x) = a_e + b_e x^4, \]

with constants \( a_e \) and \( b_e \) taken from the standard reference paper of LeBlanc et al. (1975, Table 1).\(^6\) Traffic data for the number of trips per hour between each pair of nodes in the network were taken from the same source; LeBlanc et al. (1975) report an average value of \( M_{avg} \approx 3.6 \times 10^5 \) trips/hour for the network’s total traffic inflow. The network’s price of anarchy for various values of \( M \) (both above and below \( M_{avg} \)) is then plotted in Fig. 2(b): as can be seen, the price of anarchy decreases rapidly, even when the total inflow is close to the reported average \( M_{avg} \).

**Proof of Theorem 4.4.** We now turn to the proof of Theorem 4.4. The main idea is to use the gauge function \( c(x) \) to capture the asymptotic behavior of the convex optimization problems (WE) and (SO), and then show that their solutions (Wardrop equilibria and socially optimums flows respectively) coincide in the limit.

We begin with some required notation. First, let \( \mu = (\mu^i)_{i \in I} \) denote a traffic inflow vector with total inflow \( M = \sum_{i \in I} \mu^i \) and relative inflows given by the vector \( \lambda = (\lambda^i)_{i \in I} \). Instead of working directly with the flow variables \( f \in F \), it will be more convenient to introduce the rescaled traffic allocation variables \( y^i = (y^i_p)_{p \in P^i} \) defined as

\[ y^i_p = \frac{f_p}{\mu^i}, \quad \text{for all } p \in P^i, \ i \in I. \]

We clearly have \( \sum_{p \in P^i} y^i_p = 1 \) for all \( i \in I \); we will also write \( \mathcal{Y}^i = \Delta(P^i) \) for the simplex of traffic allocations of \( i \in I \) and \( \mathcal{Y} = \prod_{i \in I} \mathcal{Y}^i \) for the product ensemble thereof. Moreover, descending to the edge level, we define the rescaled load per destination induced on \( e \in E \) as

\[ z^e_c(y) = \sum_{p \in P^i, p \ni e} y^i_p \]

See also the online repository https://github.com/bstabler/TransportationNetworks.
and we denote respectively the rescaled and total load on $e \in \mathcal{E}$ as
\begin{align}
\zeta_e(y, \lambda) &= \sum_{i \in I} \lambda^i z^i_e(y), \\
x_e(y, \mu) &= \sum_{i \in I} \mu^i z^i_e(y).
\end{align}

Clearly $x_e(y, \mu) = M \zeta_e(y, \lambda)$, and the objective function of (SO) may be expressed in terms of $y$ as
\begin{equation}
L_\mu(y) = \sum_{e \in \mathcal{E}} x_e(y, \mu) c_e(x_e(y, \mu)).
\end{equation}

With these transformed variables at hand, the next important component of our proof is the following characterization of regularly varying functions:

**Lemma 4.9 (Karamata).** If $g$ is regularly varying, there exists some $\rho \in \mathbb{R}$ such that
\begin{equation}
\lim_{t \to \infty} g(tx) \frac{g(x)}{g(x)} = x^\rho \text{ for all } x > 0.
\end{equation}
When this is the case, $g$ is called $\rho$-regularly varying.

A proof of Karamata’s lemma above can be found in Bingham et al. (1989). In what follows, we will often need to compare the asymptotic behavior of the cost along an edge to that of the network’s gauge, so we require a slightly stronger result for the asymptotic behavior of functions that are only asymptotically equal to a regularly varying function:

**Lemma 4.10.** Consider two functions $f, g: [0, \infty) \to (0, \infty)$ such that:
\begin{enumerate}
\item $f$ is nondecreasing.
\item $g$ is $\rho$-regularly varying for some $\rho > 0$.
\item $\lim_{x \to \infty} f(x)/g(x) = \alpha \in [0, \infty)$.
\end{enumerate}
If $M_n \to \infty$ and $z_n \to z \in [0, \infty)$, then
\begin{equation}
\lim_{n \to \infty} \frac{f(M_n z_n)}{g(M_n)} = \alpha z^\rho.
\end{equation}

**Proof.** If $z > 0$, the sequence $x_n = M_n z_n$ diverges to infinity, so our claim follows from Theorem 1.5.2 in Bingham et al. (1989) by writing
\begin{equation}
\frac{f(M_n z_n)}{g(M_n)} = \frac{f(x_n)}{g(x_n)} \cdot \frac{g(M_n z_n)}{g(M_n)} \to \alpha z^\rho.
\end{equation}
If $z = 0$, then, for all $\varepsilon > 0$, we have $z_n \leq \varepsilon$ if $n$ is sufficiently large. Then, using the monotonicity of $f$ and the previous argument, we get
\begin{equation}
0 \leq \limsup_{n \to \infty} \frac{f(M_n z_n)}{g(M_n)} \leq \limsup_{n \to \infty} \frac{f(M_n \varepsilon)}{g(M_n)} = \alpha \varepsilon^\rho.
\end{equation}
Taking $\varepsilon \to 0$, we conclude that $f(M_n z_n)/g(M_n) \to 0 = \alpha z^\rho$, as claimed. ■

Having established this auxiliary lemma, the heavy lifting for the proof of Theorem 4.4 is provided by the following asymptotic approximation result:

**Lemma 4.11.** Consider an ensemble of nondecreasing functions $g_e: [0, \infty) \to (0, \infty)$, $e \in \mathcal{E}$, and suppose that it admits a $\rho$-regularly varying benchmark $g$ with $\rho > 0$. Consider also a sequence of inflow vectors $\mu_n = M_n \lambda_n$ such that:
(a) The total inflow $M_n$ grows to infinity and the vector of relative inflows $\lambda_n$ converges to some $\lambda \in \Delta(\mathcal{I})$.

(b) Every O/D pair has a path which is not slow (relative to $g$), i.e. $\alpha^i < \infty$ for all $i \in \mathcal{I}$.

(c) There exists a heavy O/D pair which is also tight (relative to $g$), i.e. $\lambda^i > 0$ and $0 < \alpha^i < \infty$ for some $i \in \mathcal{I}$.

Then, the optimal allocation problem

$$G_n = \min_{y \in \mathcal{Y}} \sum_{e \in \mathcal{E}} g_e(x_e(y, \mu_n))$$

is such that

$$\lim_{n \to \infty} \frac{G_n}{g(M_n)} = V_\rho(\lambda),$$

where $V_\rho(\lambda) \in (0, \infty)$ is the value of the gauge problem\(^7\)

$$V_\rho(\lambda) = \min_{y \in \mathcal{Y}} \sum_{e \in \mathcal{E}} \alpha_e \zeta_e(y, \lambda)^\rho$$

Finally, if $\hat{y}_n$ is a sequence of solutions of $G_n$, every limit point of $\hat{y}_n$ solves $V_\rho(\lambda)$.

Proof. The arguments in the proof are similar (though not exactly the same) as those based on epi-convergence (Attouch, 1984). To streamline the presentation, we break up the proof in five steps as follows:

Step 1: $V_\rho(\lambda) < \infty$. Since each O/D pair admits a path that is not slow, routing all traffic through said path gives a finite value for the objective of (4.19), implying in turn that $V_\rho(\lambda) < \infty$. More precisely, for every $i \in \mathcal{I}$, take a traffic allocation $y^i \in \mathcal{Y}^i$ that assigns zero weight to the slow paths of $i$. Then, for every $e$ with $\alpha_e = \infty$ we have $z^i_e(y) = 0$ and, a fortiori, $\zeta_e(y, \lambda) = 0$; hence

$$V_\rho(\lambda) \leq \sum_{\alpha_e < \infty} \alpha_e \zeta_e(y, \lambda)^\rho < \infty.$$ \hspace{1cm} (4.20)

Step 2: $V_\rho(\lambda) > 0$. Let $i \in \mathcal{I}$ be a heavy pair which is also tight, so $\lambda^i > 0$ and $\alpha^i = \min_{e \in \mathcal{P}_i} \alpha_e \in (0, \infty)$. For every $y \in \mathcal{Y}$ we have $\sum_{p \in \mathcal{P}_i} y_p = 1$, so there exists some route $p \in \mathcal{P}_i$ with $y^i_p \geq 1/|\mathcal{P}_i|$. This gives $z^i_e(y) \geq 1/|\mathcal{P}_i|$ for all $e \in p$, and hence:

$$\sum_{e \in \mathcal{E}} \alpha_e \zeta_e(y, \lambda)^\rho \geq \sum_{e \in \mathcal{E}} \alpha_e (\lambda^i z^i_e(y))^\rho \geq \sum_{e \in p} \alpha_e (\lambda^i/|\mathcal{P}_i|)^\rho \geq \alpha^i (\lambda^i/|\mathcal{P}_i|)^\rho > 0.$$ \hspace{1cm} (4.21)

Minimizing over $y \in \mathcal{Y}$ then yields $V_\rho(\lambda) > 0$, as claimed.

Step 3: $\limsup_{n \to \infty} G_n / g(M_n) \leq V_\rho(\lambda)$. Fix an optimal solution $\hat{y} \in \mathcal{Y}$ of (4.19). By the finiteness of $V_\rho(\lambda)$, we have $\zeta_e(\hat{y}, \lambda) = 0$ for every edge $e \in \mathcal{E}$ with $\alpha_e = \infty$. If $\lambda^i > 0$, this implies that $z^i_e(\hat{y}) = 0$. Otherwise, if $\lambda^i = 0$, the objective function of (4.19) does not depend on $y^i$, so every $y^i$ with $z^i_e(y) = 0$ is also optimal. This means that we can choose the solution $\hat{y}$ of (4.19) so that all traffic is routed along edges that are not slow.

\(^7\)By convention, we take $\alpha_e z^\rho_e = 0$ if $\alpha_e = \infty$ and $z^\rho_e = 0$. 
Now, from optimality we have
\[ \frac{G_n}{g(M_n)} \leq \frac{1}{g(M_n)} \sum_{e \in E} g_e(M_n \zeta_e(\hat{y}, \lambda_n)). \]  
(4.22)

Using Lemma 4.10, for every edge \( e \in E \) with \( \alpha_e < \infty \) we get
\[ \frac{g_e(M_n \zeta_e(\hat{y}, \lambda_n))}{g(M_n)} \to \alpha_e \zeta_e(\hat{y}, \lambda)^\rho. \]  
(4.23)

On the other hand, if \( e \) is slow (i.e. \( \alpha_e = \infty \)), we have \( \zeta_e(\hat{y}, \lambda_n) = 0 \) and \( g(M_n) \to \infty \) (Bingham et al., 1989, Proposition 1.5.1), so
\[ \lim_{n \to \infty} \frac{g_e(M_n \zeta_e(\hat{y}, \lambda_n))}{g(M_n)} = 0 = \alpha_e \zeta_e(\hat{y}, \lambda)^\rho. \]  
(4.24)

Combining the previous three displayed equations, we obtain
\[ \limsup_{n \to \infty} \frac{G_n}{g(M_n)} \leq \sum_{e \in E} \lim_{n \to \infty} \frac{g_e(M_n \zeta_e(\hat{y}, \lambda_n))}{g(M_n)} = \sum_{e \in E} \alpha_e \zeta_e(\hat{y}, \lambda)^\rho = V_\rho(\lambda). \]  
(4.25)

Step 4: \( \liminf_{n \to \infty} G_n/g(M_n) \geq V_\rho(\lambda) \). Passing to a subsequence if necessary, we may assume that \( \liminf_{n \to \infty} G_n/g(M_n) \) is attained as a limit. Let \( \hat{y}_n \) be a sequence of solutions of \( G_n \). Taking a further subsequence we may assume that \( \hat{y}_n \) converges to some \( \hat{y} \in \mathcal{Y} \). Then, ignoring the network’s slow edges, we have
\[ \frac{G_n}{g(M_n)} \geq \sum_{e : \alpha_e < \infty} \frac{g_e(M_n \zeta_e(\hat{y}_n, \lambda_n))}{g(M_n)}, \]  
(4.26)

and hence, by Lemma 4.10, we obtain
\[ \liminf_{n \to \infty} \frac{G_n}{g(M_n)} \geq \sum_{e : \alpha_e < \infty} \alpha_e \zeta_e(\hat{y}, \lambda)^\rho. \]  
(4.27)

To proceed, we next show that \( \zeta_e(\hat{y}, \lambda) = 0 \) for every slow edge. Indeed, if this were not the case, we could find some \( \varepsilon > 0 \) such that \( \zeta_e(\hat{y}_n, \lambda_n) > \varepsilon \) for all sufficiently large \( n \). With \( g_e \) nondecreasing, we then get
\[ \frac{G_n}{g(M_n)} \geq \frac{g_e(M_n \zeta_e(\hat{y}_n, \lambda_n))}{g(M_n)} = \frac{g_e(M_n \zeta_e(\hat{y}_n, \lambda_n))}{g(M_n)} \to \alpha_e \varepsilon^\rho = \infty, \]  
(4.28)
in contradiction to Steps 1 and 3 above. From all this, it follows that
\[ \liminf_{n \to \infty} \frac{G_n}{g(M_n)} \geq \sum_{e \in E} \alpha_e \zeta_e(\hat{y}, \lambda)^\rho \geq V_\rho(\lambda), \]  
(4.29)

Step 5: Optimality of limit points. As above, let \( \hat{y}_n \) be a sequence of optimal solutions of (4.17) and, by descending to a subsequence if necessary, assume that it converges to some \( \hat{y} \in \mathcal{Y} \). From the previous steps we have \( G_n/g(M_n) \to \rho(\lambda) \) so, by proceeding as in Step 4, we get
\[ V_\rho(\lambda) = \lim_{n \to \infty} \frac{G_n}{g(M_n)} \geq \sum_{e \in E} \alpha_e \zeta_e(\hat{y}, \lambda)^\rho \geq V_\rho(\lambda), \]  
(4.30)

showing that \( \hat{y} \) solves (4.19).

With all this at hand, we are finally in a position to prove our main result:
Proof of Theorem 4.4. Let $L_n \equiv L_{i\mu_n}$ denote the objective (4.12), and let $y^*_n, \tilde{y}_n$ respectively denote the traffic allocation vectors of a Wardrop equilibrium and a socially optimum flow respectively. Then, the network’s price of anarchy may be expressed as

$$\text{PoA}(\Gamma_n) = \frac{\text{Eq}(\Gamma_n)}{\text{Opt}(\Gamma_n)} = \frac{L_n(y^*_n)}{L_n(\tilde{y}_n)},$$

so it suffices to show that $\lim\sup_{n \to \infty} \text{PoA}(\Gamma_n) \leq 1$.

Descending to a subsequence if necessary, we may assume without loss of generality that (i) $\lim_{n \to \infty} \text{PoA}(\Gamma_n)$ exists; (ii) the sequence $\lambda_n$ of relative inflows converges to some $\lambda \in \Delta(\mathcal{I})$; and (iii) the sequences $y^*_n$ and $\tilde{y}_n$ respectively converge to some $y^*, \tilde{y} \in \mathcal{Y}$.

With this in mind, we will derive the asymptotic behavior of $\text{Opt}(\Gamma_n)$ by means of Lemma 4.11. First, by Lemma 4.9, Proposition 1.5.1 of Bingham et al. (1989), and the fact that the network’s cost functions are nondecreasing, it follows that the network’s gauge function $c$ is $\beta$-regularly varying for some $\beta \geq 0$. Then, letting $g_c(x) = xc_c(x)$ and $g(x) = xc(x)$, we also get that $g$ is $\rho$-regularly varying with $\rho = 1 + \beta > 0$ and $\lim_{x \to \infty} g_c(x)/g(x) = \lim_{x \to \infty} c_c(x)/c(x) = \alpha_c$. This means that the requirements of Lemma 4.11 are all satisfied, so we obtain:

$$L_n(\tilde{y}_n) = \text{Opt}(\Gamma_n) \sim V_\rho(\lambda) g(M_n) \quad \text{as } n \to \infty. \quad (4.32)$$

In view of this, and since $0 < V_\rho(\lambda) \leq c(M_n) \to \infty$, it suffices to show that $L_n(y^*_n) \sim V_\rho(\lambda)g(M_n)$. To this end, we first analyze the asymptotic behavior of

$$V(\Gamma_n) = \min_{y \in \mathcal{Y}} \sum_{e \in \mathcal{E}} C_e(x_e(y, \mu_n))$$

by applying Lemma 4.11 to the primitives $C_e$ and $C$ of $c_e$ and $c$ respectively. By a standard result (Bingham et al., 1989, Theorem 1.5.11), $C$ is also $\rho$-regularly varying with $\rho = 1 + \beta$; moreover, by L'Hôpital’s rule we also have $\lim_{x \to \infty} C_e(x)/C(x) = \lim_{x \to \infty} c_e(x)/c(x) = \alpha_c$. By Lemma 4.11, it follows that $V(\Gamma_n)/C(M_n) \to V_\rho(\lambda)$. In addition, since the Wardrop equilibrium traffic allocations $y^*_n$ are solutions of $V(\Gamma_n)$, the limit $y^*$ of $y^*_n$ is optimal for $V_\rho(\lambda)$ by Lemma 4.11.

Noting that $x_e(y^*_n, \mu_n) = M_n\zeta_c(y^*_n, \lambda_n)$ we obtain

$$\frac{L_n(y^*_n)}{g(M_n)} = \sum_{e \in \mathcal{E}} \frac{g_e(M_n \zeta_c(y^*_n, \lambda_n))}{g(M_n)}. \quad (4.34)$$

Lemma 4.10 yields the following limit for every edge $e \in \mathcal{E}$ with $\alpha_e < \infty$

$$\frac{g_e(M_n \zeta_c(y^*_n, \lambda_n))}{g(M_n)} \to \alpha_e \zeta_e(y^*, \lambda)^\rho. \quad (4.35)$$

To establish a similar limiting result when $e \in \mathcal{E}$ is slow ($\alpha_e = \infty$), we first claim that there exists a constant $B \geq 0$ such that

$$g_e(M_n \zeta_c(y^*_n, \lambda_n)) \leq B \zeta_c(y^*_n, \lambda_n)g(M_n) \quad (4.36)$$

or, equivalently:

$$c_e(M_n \zeta_c(y^*_n, \lambda_n)) \leq B c(M_n) \quad (4.37)$$

This is trivial when $\zeta_c(y^*_n, \lambda_n) = 0$, so it suffices to consider the case $\zeta_c(y^*_n, \lambda_n) > 0$. In this case, $e$ receives some equilibrium traffic from at least one O/D pair $i \in \mathcal{I}$.

\footnote{The asymptotic equality notation “$f_n \sim g_n$” means here that $\lim_{n \to \infty} f_n/g_n = 1$.}
so it must belong to a path \( p \in \mathcal{P} \) with minimal cost. Then, if we consider an alternative path \( p' \in \mathcal{P} \) all of whose edges are tight or fast, we have

\[
c_e(M_n \zeta_e(y^*_n, \lambda_n)) \leq \sum_{e' \in p'} c_{e'}(M_n \zeta_{e'}(y^*_n, \lambda_n)) \leq \sum_{e' \in p'} c_{e'}(M_n \zeta_{e'}(y^*_n, \lambda_n)). \tag{4.38}
\]

Now, using the trivial bound \( M_n \zeta_e(y^*_n, \lambda_n) \leq M_n \), we further get

\[
c_e(M_n \zeta_e(y^*_n, \lambda_n)) \leq \sum_{e' \in p'} c_{e'}(M_n) \leq \sum_{e' : \alpha_{e'} < \infty} c_{e'}(M_n). \tag{4.39}
\]

However, for all \( e' \in \mathcal{E} \) with \( \alpha_{e'} < \infty \), we can find a constant \( B_{e'} \) such that \( c_{e'}(x)/c(x) \leq B_{e'} \); consequently, (4.37) follows by taking \( B = \sum_{e' : \alpha_{e'} < \infty} B_{e'} \). Thus, given that \( y^* \) is optimal for \( V_\rho(\lambda) \), we get \( \zeta_e(y^*_n, \lambda_n) \to \zeta_e(y^*, \lambda) = 0 \), and hence

\[
\frac{g_e(M_n \zeta_e(y^*_n, \lambda_n))}{g(M_n)} \leq B \zeta_e(y^*_n, \lambda_n) \to 0 = \alpha_e \zeta_e(y^*, \lambda)^\rho. \tag{4.40}
\]

Combining (4.35) and (4.40) into (4.34) we then obtain

\[
\lim_{n \to \infty} \frac{L_n(y^*_n)}{g(M_n)} = \sum_{e \in \mathcal{E}} \alpha_e \zeta_e(y^*, \lambda)^\rho = V_\rho(\lambda), \tag{4.41}
\]

and our proof is complete. 

5. Convergence rate analysis

Theorem 4.4 guarantees that \( \text{PoA}(\Gamma_n) \to 1 \), but it does not provide any indication for the rate of convergence thereof. This rate can be computed to leading order in the special case where all edges have polynomial costs of the form

\[
c_e(x) = \sum_{k=0}^{d_e} c_{e,k} x^k \tag{5.1}
\]

with \( c_{e,k} \geq 0 \) and a strictly positive leading coefficient \( c_{e,d_e} > 0 \). To state our result, we define the degree of an edge \( e \in \mathcal{E} \) to be \( d_e \), that of a path \( p \in \mathcal{P} \) as \( d_p = \max_{e \in p} d_e \); of an O/D pair \( i \in \mathcal{I} \) as \( d^i = \min_{p \in \mathcal{P}} d_p \), and of the network as \( d = \max_{i \in \mathcal{I}} d^i \). Moreover, we write \( \mathcal{E}_d \) for the set of edges with \( d_e \leq d \), and we let

\[
g = \min_{e \in \mathcal{E}_d} d_e - d. \tag{5.2}
\]

We call \( g \) the gap between \( d \) and the lowest edge degree greater than \( d \); we also write \( a = g/(d + g) \). Our main result for the rate of convergence of the price of anarchy may then be stated as follows:

**Theorem 5.1.** With notation as above, let \( \Gamma_n \) be a highly congested network, and assume there exists a heavy O/D pair \( i \in \mathcal{I} \) with \( d^i = d \). Then, there exist nonnegative constants \( K_1, K_a \geq 0 \) such that

\[
\text{PoA}(\Gamma_n) \leq 1 + \frac{K_1}{M_n} + \frac{K_a}{M_n^a}. \tag{5.3}
\]

If, in addition, there are no edges with degree greater than \( d \), we have \( K_a = 0 \).

---

9This covers in particular the case where all edges have BPR cost functions of the form (4.7).

10Note here the similarity between the above definitions and those for the index of an edge, path, and O/D pair in Section 4.

11We employ here the standard convention that \( \min \varnothing = \infty \), so \( g = \infty \) and \( a = 1 \) when \( \mathcal{E} = \mathcal{E}_d \); obviously, \( g \geq 1 \) always.
Consider a routing game with this network, we state our result directly in terms of the total traffic inflow in the high congestion limit. For simplicity, since there is only one O/D pair in each class of networks, cost functions, types of players (atomic vs. nonatomic), we provide a log-log plot of the price of anarchy as a function of the inflow. To the left, the price of anarchy is rescaled by $M^n$, showing that $\text{PoA}(\Gamma_M) \sim 1 + b/M^n$ with $b$ given by (5.5); the horizontal lines correspond precisely to this value.

**Remark 5.1.** If the costs are monomials of the same degree, then $K_1 = K_a = 0$ and $\text{PoA}(\Gamma_n) \equiv 1$ for all $n$.

According to this result (which we prove in Appendix A), $\text{PoA}(\Gamma_n)$ converges to 1 as $O(1/M_n)$. In particular, if $E_d = E$, the rate of convergence is $O(1/M_n)$; otherwise, in the presence of a single edge $e$ with $d_e > d$, the rate of convergence drops abruptly to $O(1/M_n^a)$. In this case, the exponent $a$ may be as small as $1/(d+1)$, but it gets closer to 1 as the gap $g$ increases.

This reduction in the speed of convergence is not an artifact of the proof but an essential feature of the problem. This can be seen by considering a two-edge Pigou network which exhibits a $\Theta(M^{-a})$ rate of convergence (see Fig. 3); as an added bonus, in this case we can also compute explicitly the proportionality constants in the high congestion limit. For simplicity, since there is only one O/D pair in this network, we state our result directly in terms of the total traffic inflow $M$ (as opposed to a sequence of inflow vectors):

**Proposition 5.2.** Consider a routing game $\Gamma_M$ with a single O/D pair on a two-link parallel network with cost functions $c_1(x) = x^d$ and $c_2(x) = x^{d+g}$ for some $g \geq 1$. Then:

$$\lim_{M \to \infty} (\text{PoA}(\Gamma_M) - 1) M^{g/(d+g)} = b,$$

where

$$b = (d + g) \left( \frac{d + 1}{d + g + 1} \right)^{1+1/(d+g)} - d > 0.$$  \hspace{1cm} (5.5)

We prove Proposition 5.2 in Appendix A; Fig. 3 illustrates numerically the convergence rate predicted by Eqs. (5.4) and (5.5) for different values of $d$ and $g$.

6. Discussion

Most of the literature on the price of anarchy – for congestion games and not only – has traditionally focused on establishing worst-case upper bounds for different classes of networks, cost functions, types of players (atomic vs. nonatomic),
etc. Several of these results have become milestones in the field and have had a significant impact in real-world considerations for traffic networks; however, many real-world situations involve a fixed network and heavy traffic flows that are not necessarily close to these worst-case scenarios. Thus, in addition to determining how bad can selfish routing be in general, it is also important to determine how bad it is under heavy traffic.

Our goal in this paper was to provide an answer to this question by determining the asymptotic behavior of the price of anarchy in networks where the total traffic inflow grows large. Under fairly light assumptions (namely that the network’s cost functions can be compared asymptotically to a regularly varying gauge function (for instance, a monomial of the form \( c(x) = x^\rho \)), we found that the price of anarchy goes to 1 in the high congestion limit, independently of the network’s topology, and even when there are multiple O/D pairs. Moreover, focusing on the baseline case of polynomial costs, a sharper asymptotic analysis reveals that this convergence follows a power law whose degree can be computed explicitly as a function of the degrees of the network’s cost functions.

What we find appealing about this result is that it is essentially independent of the underlying graph and/or the way with which the traffic inflow of different O/D pairs might grow to infinity. From the social planner’s point of view, this means that selfish routing is not the real cause of increased delays in highly congested networks. Instead, our findings suggest that if a network consistently exhibits very heavy traffic and increased delays, sophisticated tolling/rerouting schemes that target the optimum traffic assignment will not yield considerable gains over a “laissez-faire” approach where each traffic element takes the shortest path available.

That said, a word of caution is due if this high congestion regime cannot be reached because the network can only serve a finite amount of traffic – for instance, as in data networks with latencies modeled by M/M/1 functions (Bertsekas and Gallager, 1992). Intuitively, one might expect a certain rescaling to take place, mapping the high congestion limit to the so-called capacity limit (i.e. when the total inflow approaches the network’s capacity). However, this is not so, even in simple two-link networks with a single O/D pair and M/M/1 latencies of the form \( c_e(x) = (m_e - x)^{-1} \), \( e = 1, 2 \), with \( m_e \) denoting the capacity of each link.

As can be seen by a straightforward calculation (which we carry out in Appendix B), the capacity limit of the price of anarchy in this example is

\[
\lim_{M \to m_1 + m_2} \text{PoA}(\Gamma_M) = 1 + \left( \frac{1 - \sqrt{m_2/m_1}}{1 + \sqrt{m_2/m_1}} \right)^2.
\]  

Therefore, if there is a strong disparity between the capacity of each link, the price of anarchy could become as high as 2 when the traffic inflow approaches capacity. In this case, myopic routing decisions can become problematic, so the intervention of a social planner is warranted to reinstate efficiency. We intend to explore this direction in more detail in future work.

### Appendix A. Speed of convergence

In this appendix, we provide the proofs of the results presented in Section 5.
Proof of Theorem 5.1. Let \( y^*_n, \tilde{y}_n \in \mathcal{Y} \) be an equilibrium and an optimum flow of \( \Gamma_n \) respectively. The social cost of \( y^*_n \) can then be estimated as

\[
L_n(y^*_n) = \sum_{e \in E} \sum_{k=0}^{d_*} c_{e,k} \cdot (M_n \zeta_e(y^*_n, \lambda_n))^{k+1}
\]

\[
= \sum_{e \in E} \sum_{k=0}^{d_*} \left[ \frac{d + 1}{k + 1} + \frac{k - d}{k + 1} \right] c_{e,k} \cdot (M_n \zeta_e(y^*_n, \lambda_n))^{k+1}
\]

\[
= (d + 1) \sum_{e \in E} C_e(M_n \zeta_e(y^*_n, \lambda_n)) + \sum_{e \in E} \sum_{k=0}^{d_*} c_{e,k} \cdot (M_n \zeta_e(y^*_n, \lambda_n))^{k+1}
\]

\[
\leq (d + 1) \sum_{e \in E} C_e(M_n \zeta_e(\tilde{y}_n, \lambda_n)) + \sum_{e \notin E_d} (M_n \zeta_e(y^*_n, \lambda_n)) \cdot c_e(M_n \zeta_e(y^*_n, \lambda_n)),
\]

(A.1)

where we used the fact that \( \zeta_e(y^*_n, \lambda_n) \) minimizes the first sum, while in the double sum we dropped the edges \( e \in E_d \) since \((k - d)/(k + 1) \leq 0\) for all \( k \leq d_e\), and we used the inequality \((k - d)/(k + 1) \leq 1\) to bound the remaining terms \( e \notin E_d\) by factoring out \( M_n \zeta_e(y^*_n, \lambda_n)\) and using the definition (5.1) of \( c_e\).

Call \( L^I_n \) the first sum above and \( L^H_n \) the second. We assume in what follows that \( n \) is large enough so that \( M_n \geq 1 \). This assumption is done for convenience and it only affects the value of the constants \( K_1 \) and \( K_2\); by redefining them appropriately, the bound (5.3) can be assumed to hold for all \( n \). Now, denoting

\[
G = \sum_{e \in E} \sum_{k=0}^{d-1} \frac{d - k}{k + 1} c_{e,k}
\]

(A.2)

and using the fact that \( \tild{z}_{e,n} \leq 1 \), we can bound \( L^I_n \) as

\[
L^I_n = \sum_{e \in E} \sum_{k=0}^{d_*} \frac{d + 1}{k + 1} c_{e,k} \cdot (M_n \zeta_e(\tilde{y}_n, \lambda_n))^{k+1}
\]

\[
= \sum_{e \in E} \sum_{k=0}^{d_*} c_{e,k} \cdot (M_n \zeta_e(\tilde{y}_n, \lambda_n))^{k+1} + \sum_{e \in E} \sum_{k=0}^{d_*} \frac{d - k}{k + 1} c_{e,k} \cdot (M_n \zeta_e(\tilde{y}_n, \lambda_n))^{k+1}
\]

\[
= \text{Opt}(\Gamma_n) + \sum_{e \in E} \sum_{k=0}^{d_*} \frac{d - k}{k + 1} c_{e,k} \cdot (M_n \zeta_e(\tilde{y}_n, \lambda_n))^{k+1}
\]

\[
\leq \text{Opt}(\Gamma_n) + \sum_{e \in E} \sum_{k=0}^{d-1} \frac{d - k}{k + 1} c_{e,k} \cdot M_n^{k+1}
\]

\[
\leq \text{Opt}(\Gamma_n) + GM_n^d.
\]

(A.3)

In order to bound \( L^H_n \) consider any edge \( e \notin E_d \) that contributes to the sum with \( \zeta_e(\tilde{y}_n, \lambda_n) > 0 \). Since \( y^*_n \) is an equilibrium, this edge \( e \) belongs to a path \( p \in \mathcal{P}^i \) with minimal cost for some \( i \in \mathcal{I} \). Hence, taking an alternative path \( p' \in \mathcal{P}^i \) with all its edges in \( E_d \) and denoting

\[
B = \sum_{e' \in E_d} \sum_{k=0}^{d_*} c_{e',k},
\]

(A.4)
we get the bound
\[
c_e(M_n \zeta(y_n^*, \lambda_n)) \leq \sum_{e' \in p} c_{e'}(M_n \zeta_{e'}(y_n^*, \lambda_n))
\leq \sum_{e' \in p'} c_{e'}(M_n \zeta_{e'}(y_n^*, \lambda_n)) \leq \sum_{e' \in p'} c_{e'}(M_n) \leq BM_n^d.
\] (A.5)

In particular, we have
\[
c_{e, d_x} \cdot (M_n \zeta_{e}(y_n^*, \lambda_n))^{d_x} \leq c_{e} (M_n \zeta_{e}(y_n^*, \lambda_n)) \leq BM_n^d,
\] (A.6)
so, letting \( c_0 = \min_{y \in \mathcal{Y}} c_{e, d_x} \), we get \( M_n \zeta_{e}(y_n^*, \lambda_n) \leq (BM_n^d/c_0)^{1/d_x} \), and hence
\[
L_n^H \leq \sum_{e \in \mathcal{E}_d} (BM_n^d/c_0)^{1/d_x} BM_n^d \leq DM_n^{d/(d+g)}
\] (A.7)
where we set\(^\text{12}\) \( D = \sum_{e \in \mathcal{E}_d} (B/c_0)^{1/d_x} \). Hence, combining (A.3) and (A.7) we get
\[
\text{PoA}(\Gamma_n) = \frac{L_n(y_n^*)}{\text{Opt}(\Gamma_n)} \leq \frac{\text{Opt}(\Gamma_n) + GM_n^d + DM_n^{d/(d+g)}}{\text{Opt}(\Gamma_n)}.
\] (A.8)

Now, if we set \( H = \min_{y \in \mathcal{Y}} c_{e, d_x} \), we have the following lower bound for \( \text{Opt}(\Gamma_n) \).
\[
\text{Opt}(\Gamma_n) = \min_{y \in \mathcal{Y}} \sum_{e \in \mathcal{E}_d} M_n \zeta_e(y, \lambda_n) \cdot c_{e}(M_n \zeta_e(y, \lambda_n))
\geq H \min_{y \in \mathcal{Y}} \sum_{e \in \mathcal{E}_d} (M_n \zeta_e(y, \lambda_n))^{d_x + 1}.
\] (A.9)

Take a heavy O/D pair \( j \in \mathcal{I} \) with \( d^j = d \), and select \( \varepsilon > 0 \) so that \( \lambda_n' \geq \varepsilon \) for \( n \in \mathbb{N} \) large. For each feasible \( y \in \mathcal{Y} \) there exists a path \( p \in \mathcal{P}^j \) with \( y_p \geq 1/|\mathcal{P}^j| \) so \( \zeta_e(y, \lambda_n') \geq \varepsilon/|\mathcal{P}^j| \) for all \( e \in p \). For \( n \) large we may assume that \( M_n \varepsilon/|\mathcal{P}^j| \geq 1 \) and since the path \( p \) contains at least one edge \( e \in p \) with \( d_x \geq d \), setting \( H = H(\varepsilon/|\mathcal{P}^j|)^{d+1} \) we get
\[
\text{Opt}(\Gamma_n) \geq H (M_n \varepsilon/|\mathcal{P}^j|)^{d_x + 1} \geq H M_n^{d+1},
\] (A.10)
which, combined with (A.8), yields (5.3) with \( K_1 = G/H \) and \( K_a = D/H \). We conclude by observing that when \( \mathcal{E}_d = \mathcal{E} \) we can take \( D = 0 \) and hence \( K_a = 0 \). \( \blacksquare \)

**Proof of Proposition 5.2.** Let \( x \) denote the flow on edge \( e_2 \). At equilibrium, the costs on both edges must be equal so that \( x^{d+g} = (M - x)^d \), which is equivalent to \( x + x^\kappa = M \) with \( \kappa = (d + g)/d \). Since \( \kappa > 1 \) it follows that \( x = M^{1/\kappa}(1 + o(1)) \) \( (A.11) \)

so the equilibrium cost \( \text{Eq}(\Gamma_M) = M \cdot c_2(x) = M \cdot c_1(M - x) \) scales as
\[
\text{Eq}(\Gamma_M) = M \cdot \left[M - M^{1/\kappa}(1 + o(1)) \right]^d = M^{d+1} - dM^{d+1/\kappa} + o(M^{d+1/\kappa}).
\] (A.12)

Similarly, if \( \tilde{x} \) is the optimal flow on edge \( e_2 \), both edges have the same marginal cost
\[
(d + g + 1)\tilde{x}^{d+g} = (d + 1)(M - \tilde{x})^d.
\] (A.13)

\(^{12}\)Note that the above sum is zero if \( \mathcal{E} = \mathcal{E}_d \), so the bound also holds trivially in that case.
Therefore, if we let
\[ \theta = \left( \frac{d + 1}{d + g + 1} \right)^{1/d}, \tag{A.14} \]
we get \( \theta \bar{x} + \bar{x}^\kappa = \theta M \) as before, and hence
\[ \bar{x} = (\theta M)^{1/\kappa}(1 + o(1)). \tag{A.15} \]
Observing that \( (d + g + 1)/\kappa = d + 1/\kappa \) it follows that the optimal cost scales as
\[ \text{Opt}(\Gamma_M) = (M - \bar{x}) \cdot c_1(M - \bar{x}) + \bar{x} \cdot c_2(\bar{x}) \]
\[ = \left[ M - (\theta M)^{1/\kappa}(1 + o(1)) \right]^{d+1} + \left[ (\theta M)^{1/\kappa}(1 + o(1)) \right]^{d+g+1} \]
\[ = M^{d+1} - (d + 1)M^d(\theta M)^{1/\kappa} + o(M^{d+1/\kappa}) \]
\[ = M^{d+1} - \theta^{1/\kappa} [(d + 1) - \theta^d] M^{d+1/\kappa} + o(M^{d+1/\kappa}) \]
\[ = M^{d+1} - (b + d)M^{d+1/\kappa} + o(M^{d+1/\kappa}) \tag{A.16} \]
where the last equality follows from the identity \( \theta^{1/\kappa} [(d + 1) - \theta^d] = b + d \).

Combining the previous expressions we get
\[ \text{PoA}(\Gamma_M) = \frac{\text{Eq}(\Gamma_M)}{\text{Opt}(\Gamma_M)} = \frac{\text{Opt}(\Gamma_M) + bM^{d+1/\kappa} + o(M^{d+1/\kappa})}{\text{Opt}(\Gamma_M)} \]
\[ = 1 + \frac{bM^{d+1/\kappa} + o(M^{d+1/\kappa})}{M^{d+1} + o(M^{d+1})} \]
\[ = 1 + bM^{-g/(d+g)} + o(M^{-g/(d+g)}). \tag{A.17} \]

It remains to show that \( b > 0 \), which is equivalent to
\[ \left( \frac{d + 1}{d + g + 1} \right)^{d+g+1} > \left( \frac{d}{d + g} \right)^{d+g} \tag{A.18} \]
and which itself follows from the fact that \((1 - g/x)^x\) is increasing in \(x\). \(\blacksquare\)

**APPENDIX B. THE CAPACITY LIMIT**

In this appendix, we discuss an example of a capacitated network where the price of anarchy does not converge to 1 as the total inflow approaches capacity. In particular, we consider a routing game \( \Gamma_M \) over a parallel network with a single O/D pair and two edges with M/M/1 cost functions of the form
\[ c_e(x) = \frac{1}{m_e - x} \quad 0 \leq x < m_e, \ e = 1, 2. \tag{B.1} \]
To ensure that the inflow does not exceed the network’s capacity, we assume throughout that \( M < m_1 + m_2 \); moreover, for convenience (and without loss of generality), we assume that \( m_1 \leq m_2 \).

Now, with notation as in the proof of Proposition 5.2, the game’s Wardrop equilibrium is
\[ x^* = \begin{cases} 0 & \text{if } M \leq m_2 - m_1, \\ \frac{1}{2}(M + m_1 - m_2) & \text{if } m_2 - m_1 < M < m_1 + m_2. \end{cases} \tag{B.2} \]
Hence, the social cost at equilibrium is
\[
\text{Eq}(\Gamma_M) = \begin{cases} 
\frac{M}{m_2-M} & \text{if } M \leq m_2 - m_1, \\
\frac{2M}{m_1 + m_2 - M} & \text{if } m_2 - m_1 < M < m_1 + m_2.
\end{cases}
\] (B.3)

On the other hand, the network’s socially optimum flow is given by
\[
\tilde{x} = \begin{cases} 
0 & \text{if } M \leq m_2 - \sqrt{m_1 m_2}, \\
\frac{M - (m_2 - \sqrt{m_1 m_2})}{1 + \sqrt{m_2/m_1}} & \text{if } m_2 - \sqrt{m_1 m_2} < M < m_1 + m_2.
\end{cases}
\] (B.4)

Hence, the minimum total cost in the network will be
\[
\text{Opt}(\Gamma_M) = \begin{cases} 
\frac{M}{m_2-M} & \text{if } M \leq m_2 - \sqrt{m_1 m_2}, \\
\frac{2M-(\sqrt{m_2} - \sqrt{m_1})^2}{m_1 + m_2 - M} & \text{if } m_2 - \sqrt{m_1 m_2} < M < m_1 + m_2.
\end{cases}
\] (B.5)

Therefore, we get the following expression for the price of anarchy
\[
\text{PoA}(\Gamma_M) = \begin{cases} 
1 & \text{if } M \leq m_2 - \sqrt{m_1 m_2}, \\
\frac{(m_1 + m_2 - M)M}{(m_2-M)(2M-(\sqrt{m_1} - \sqrt{m_2})^2)} & \text{if } m_2 - \sqrt{m_1 m_2} < M \leq m_2 - m_1, \\
\frac{2M}{2M-(\sqrt{m_1} - \sqrt{m_2})^2} & \text{if } m_2 - m_1 < M < m_1 + m_2.
\end{cases}
\] (B.6)

Thus, taking the limit \( M \to m_1 + m_2 \), we obtain
\[
\lim_{M \to \infty} \text{PoA}(\Gamma_M) = 1 + \left( \frac{1 - \sqrt{m_2/m_1}}{1 + \sqrt{m_2/m_1}} \right)^2.
\] (B.7)

From the above, it follows that, if \( m_1 = m_2 \), the price of anarchy is identically equal to 1 for all values of the traffic inflow \( M \). Otherwise, not only is it strictly greater than 1, it does not even converge to 1 as the inflow approaches the network’s capacity (i.e. \( M \to m_1 + m_2 \)). For illustration purposes, Fig. 4 shows the behavior of the price of anarchy as a function of the inflow for \( m_1 = 1, m_2 = 2 \).

![Figure 4](image_url)

**Figure 4.** \( M/M/1 \) costs (left) and the network’s price of anarchy (right).
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