Modeling Temporal Concept Receptive Field Dynamically for Untrimmed Video Analysis
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ABSTRACT
Event analysis in untrimmed videos has attracted increasing attention due to the application of cutting-edge techniques such as CNN. As a well studied property for CNN-based models, the receptive field is a measurement for measuring the spatial range covered by a single feature response, which is crucial in improving the image categorization accuracy. In video domain, video event semantics are actually described by complex interaction among different concepts, while their behaviors vary drastically from one video to another, leading to the difficulty in concept-based analytics for accurate event categorization. To model the concept behavior, we study temporal concept receptive field of concept-based event representation, which encodes the temporal occurrence pattern of different mid-level concepts. Accordingly, we introduce temporal dynamic convolution (TDC) to give stronger flexibility to concept-based event analytics. TDC can adjust the temporal concept receptive field size dynamically according to different inputs. Notably, a set of coefficients are learned to fuse the results of multiple convolutions with different kernel widths that provide various temporal concept receptive field sizes. Different coefficients can generate appropriate and accurate temporal concept receptive field size according to input videos and highlight crucial concepts. Based on TDC, we propose the temporal dynamic concept modeling network (TDCMN) to learn an accurate and complete concept representation for efficient untrimmed video analysis. Experiment results on FCVID and ActivityNet show that TDCMN demonstrates adaptive event recognition ability conditioned on different inputs, and improve the event recognition performance of Concept-based methods by a large margin. Code is available at https://github.com/qzhb/TDCMN.
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1 INTRODUCTION
The receptive field is defined as the region in the input space that a particular CNN feature is looking at [16]. It has been studied extensively to assist us to construct more expressive neural networks in recent years for image recognition [32], semantic segmentation [43], object detection [24], etc. Most methods have been developed to deal with the spatial feature for image-based tasks. However, in video domain, this issue has been less studied in literature.

On the other hand, video analysis has attracted considerable attention due to its extensive applications. Neural-network-based methods have been proposed to promote the development of this field, such as [4, 12, 13, 20, 33, 34]. These methods extract feature representations directly from frames or optical flow, which is recognized as Appearance-based methods. The construction of these models inherits from image-based analysis models and considers the characteristics of video data itself.

Moreover, in order to produce more interpretable recognition results, some researches have focused on Concept-based event recognition methods [1, 5–7, 11, 36, 39, 40]. These models harness simple aggregation method to get video-level concept representations. They ignore the temporal characteristics of concept representations, which limits the feature representation ability. Essentially, the temporal concept receptive field has not been fully exploited, which results in a significant performance gap between Concept-based and Appearance-based event recognition methods.

The various temporal concept receptive field sizes related to the event categories to be classified is another key issue. For some simple event categories (e.g., ‘panda’ and ‘beach’, as shown in Figure 1(a)), crucial concepts existing in short time duration might be sufficient to recognize them. Therefore, the actually suitable temporal receptive field size is small. For some event categories that are subtle events (e.g. ‘drinking coffee’ and ‘drinking beer’, as shown in Figure 1(b)), concepts in a long time duration should be captured to differentiate them, which needs a large temporal receptive field size. This also holds for samples within the same
The contributions of this paper are three-fold.

- We propose to analyse video event from the temporal concept receptive field. Accordingly, we propose the dynamic temporal convolution, which can adjust temporal concept receptive field based on input adaptatively.
- We propose the temporal dynamic concept modeling network (TDCMN), a general concept-based event recognition model augmented with the temporal dynamic convolution. TDCMN can learn an accurate and complete concept representation for efficient untrimmed video analysis.
- TDCMN achieves adaptive inference conditioned on input videos by adjusting its temporal concept receptive field size. It can improve the performance of Concept-based methods by a large margin and obtain higher performance than some Appearance-based methods on two challenging datasets.

2 RELATED WORK

We review related works from two aspects: video event recognition methods, dynamic receptive field.

2.1 Video Event Recognition Methods

**Appearance-based methods.** With the rapid development of deep convolution neural networks, plenty of works have been proposed to learn vision and motion features via deep models for video event recognition, e.g., 2D-CNN-based methods [20], two-stream-based methods [13, 34] and 3D-CNN-based methods (C3D [33], I3D [4] and SlowFast [12]). These methods can achieve high performance, but lack of interpretability. Therefore, we focus on more interpretable event recognition models in this paper, and briefly review its recent process below.

**Concept-based methods.** For concept-based methods, the basic is the selection of the concepts. Some define event-driven concepts [8, 42], while others focus on using manually chosen concepts or concept libraries [1, 5–7, 11, 36, 39, 40]. Ye et al. [42] build a large scale event-specific concept library EventNet that covers as many real-world events and concepts as possible. In this paper, we consider three key elements when we select concepts, which can ensure the versatility and practicability of our method. First, the different types of concepts, our TDCMN contains two key elements, an intra-domain temporal dynamic concept modeling network (InTDCM) and a cross-domain temporal dynamic concept modeling network (CrTDCM). In InTDCM, we apply TDC on each type of concept representation separately. In CrTDCM, we construct two modeling pipelines, one of which is to apply TDC on the concatenation of all types of concept representations, and the other is to extend TDC to cross-domain temporal dynamic convolution. Our TDCMN can learn an accurate and complete concept representation for efficient untrimmed video analysis.

We conduct extensive experiments on two large-scale and challenging video datasets FCVID and ActivityNet. Experiment results show that TDCMN can achieve adaptive inference conditioned on input videos by adjusting its temporal concept receptive field size. Our TDCMN can improve the performance of Concept-based event recognition methods by a large margin. Besides, it can also obtain higher performance compared with some Appearance-based event recognition methods.

Figure 1: The difficulty of making recognition decisions relates to the event category to be classified. For different cases, the needed temporal concept receptive field size for capturing crucial concepts (marked as red bounding box) and differentiating them are varied.
concept detectors can be obtained directly without training from scratch. Second, different types of concept detectors must be used. Third, the concept categories of each type of concept detector must be varied and common.

As for event analysis methods, Chang et al. [7] propose a semantic pooling approach which learns the relation between concepts and events through skip-gram model, and the concept relation is used to prioritize the video shot representations. Xu et al. [39] build up a multiple feature learning framework for complex event detection. Wu et al. [36] introduce Object-Scene semantic Fusion (OSF) network for large-scale video understanding. Compared to these methods, we analyze concept representation from a new perspective, which is the temporal concept receptive field. We propose a temporal dynamic convolution (TDC), which can adjust the temporal concept receptive field adaptively based on different input videos and guarantee more flexible and effective concept modeling.

2.2 Dynamic Receptive Field

The receptive field is defined as the region in the input space that a particular CNN feature is looking at (i.e. be affected by) [16]. It is crucial for constructing expressive or light-weight convolution neural networks.

Some prior works improve the receptive field of neural networks by constructing deeper models [15, 31] with downsampling such as pooling operation or dilated convolution [45]. These works can accumulate some fixed-sized receptive fields at the expense of high computational burden to increase the feature expression. Some prior works [2, 10, 25, 45] focus on directly learning the convolution kernel parameters or the location offsets of convolution kernels. These works usually require a great number of parameters and are difficult to extend to multiple-layers neural networks.

Some prior works [9, 23, 41] focus on predicting the coefficients to combine multiple static convolution kernels. These methods can make models more expressive or reduce redundant calculations in convolution neural networks. Especially, Chen et al. [9] present a dynamic convolution to aggregate multiple parallel convolution kernels dynamically based on their attention, which can increase model expressive without increasing the network depth or width for constructing light-weight conventional neural networks. They use multiple convolution filters with the same kernel width. Instead, we utilize multiple convolution filters with different kernel widths in our work, which can provide multi-scale information. Li et al. [23] propose the SKNet to fuse the results of multiple convolution filters with different kernel sizes, which allows the neural network to adjust its receptive field size based on input information adaptively. Inspired by this idea, we develop the dynamic convolution for video event analysis. In contrast to these prior methods, there are several differences. We utilize the dynamic convolution to analysis temporal information for video task. Instead, they use it to process spatial information for image-based tasks. Instead of injecting the dynamic convolution on all layers of deep neural networks, our proposed dynamic convolution is only utilized as a small but crucial part of our model, which can not increase significant computational burden. Moreover, in terms of calculating the fusion coefficients, we take into account the relationships within and between different convolution filters, which can make our model more flexible and expressive. Instead, prior works only consider the relation between different convolution filters.

3 PROPOSED METHODOLOGY

In this section, we will start with the general framework of concept-based event recognition model in Section 3.1, which is the basic model of the following analysis. Then, we will introduce the temporal dynamic convolution (TDC) in Section 3.2. Finally, we propose the temporal dynamic concept modeling network (TDCMN) in Section 3.3.

3.1 Concept-based Event Recognition Model

The general framework of concept-based event recognition model is described below. First, each video V is evenly divided into N clips (C1, C2, ..., CN) and M frames are randomly sampled from each clip. Second, different types of concept detectors {D1, D2, ..., DO} are applied on all video clips to capture the initial concept representations. Specially, for each concept detector Di, we feed all video clips into it and obtain the initial concept representation Xi = [x1,i, x2,i, ..., xN,i] ∈ RL×N, where Li is the concept category number of Di. We will show how to select and use these different types of concept detectors in detail in Section 4.2. After that, the aggregation method such as max pooling is applied on Xi to obtain the aggregated concept representation. Next, we obtain the video level concept representation X ∈ RL×M by concatenating all types of aggregated concept representations, where L = Σi Li is the total number of concept category of all concept detectors. Finally, a simple MLP network is used to predict the event categories. For the sake of simplicity, we use two types of concept detectors {D1, D2} and obtain two types of initial concept representations X1 ∈ RL1×N and X2 ∈ RL2×N in the following sections.

3.2 Temporal Dynamic Convolution

We describe the temporal dynamic convolution (TDC) in this section, and its framework is shown in Figure 2. Our main goal is to learn a set of coefficients to fuse the results of multiple convolutions with different kernel widths that provide plenty of temporal receptive field sizes. Therefore, TDC can adjust the temporal concept receptive field size dynamically based on the different input concept representations.

Especially, given a type of concept representation Xi ∈ RL1×N, and three 1-d convolution filters with different kernel widths K1 ∈ R3, K2 ∈ R3, K3 ∈ R3 that provide different temporal receptive fields, we separately perform three 1-d convolutions on Xi and obtain the feature representations X1,i ∈ RL1×N, X2,i ∈ RL1×N, X3,i ∈ RL1×N through,

\[ X^j_i = Conv(X_i, K_j), \quad j \in \{1, 2, 3\} \quad (1) \]

where Conv represents a 1-d convolution operation, Kj is the parameters of the 1-d convolution filter (j is the convolution kernel index). In fact, we can utilize different numbers and sizes of convolution filters. We will give detail analysis in Section 4.3.

Based on the results of these three convolutions, we employ a coefficient generation module to produce a set of coefficients and a results fusion module to fuse the convolution results.
3.2.1 Coefficient Generation Module. The coefficient generation module is used to generate a set of coefficients based on the multiple convolution results, and its framework is shown in Figure 2(b).

In order to generate the coefficients more flexible, we concatenate the results of all convolutions and apply a 1d convolution with kernel width 1 to reduce its channel number and obtain the feature representation $X^i_t \in \mathbb{R}^{L_t \times N}$ through,

$$X^i_t = \text{Conv}(\text{concat}(X^1_t, X^2_t, X^3_t), K_1)$$

(2)

where Conv and concat represent a 1-d convolution operation and concatenation operation respectively.

Based on $X^i_t$, we will generate two sets of coefficients, which indicate the importance of different representations from two perspectives. They will be used to merge the multiple convolution results dynamically. It can assist us to capture appropriate and accurate temporal concept receptive field size for corresponding videos and highlight crucial concepts for efficient video recognition.

For one thing, we take into account the relations of all channels within the same convolution results and the relations of the same channel among all convolution results to generate a channel coefficient matrix $A_k = [a_{k,1}, a_{k,2}, a_{k,3}] \in \mathbb{R}^{L_t \times 3}$ through,

$$A_k = \text{softmax}(\text{tanh}(W_{k,1}^t)W_{k,2}^t)$$

(3)

where $W_{k,1}^t \in \mathbb{R}^{N \times 3}, W_{k,2}^t \in \mathbb{R}^{3 \times 3}$ are learnable parameters. $A_k$ will be used to highlight the importance of different channels of each convolution results. For another, we consider all the convolution results and generate a time coefficient matrix $A_t \in \mathbb{R}^{1 \times N}$ through,

$$A_t = \text{softmax}(W_{t,2}\text{tanh}(W_{t,1}X^i_t))$$

(4)

where $W_{t,1} \in \mathbb{R}^{L_t \times 1}, W_{t,2} \in \mathbb{R}^{1 \times 3}$ are learnable parameters. $A_t$ will be used to fuse the feature representation $X^i_t$ through temporal dimension to capture the video level concept representation.

3.2.2 Results Fusion Module. The framework of results fusion models is shown in Figure 2(a). Given the obtained convolution results $\{X^1_t, X^2_t, X^3_t\}$ and generated coefficients matrix $\{A_k, A_t\}$, we first apply $A_k$ on $\{X^1_t, X^2_t, X^3_t\}$ and sum the results through channel dimension to obtain the feature representation $X^{i*} = \mathbb{R}^{L \times N}$ through,

$$\hat{x}^i_{jt} = a_{k,j,t} \cdot x^i_{jt}; \ j \in \{1, 2, 3\}, t \in \{1, 2, ..., L_i\}$$

$$X^{i*} = \sum_{j=1}^{3} X^i_{jt}$$

(5)

where $a_{k,j,t} = [a_{k,j,1}; a_{k,j,2}; ...; a_{k,j,L_i}]$. $X^i = [x^i_{11}; x^i_{12}; ...; x^i_{1L_i}]$ and $X^i_{jt} = [x^i_{j,t1}; x^i_{j,t2}; ...; x^i_{j,tL_i}] \in \mathbb{R}^{L \times N}$. $\cdot$ is scalar-multiplication operation. After that, we capture the video level concept representation $X^{i*} = \mathbb{R}^{1 \times L_i}$ by matrix multiplication through,

$$X^{i*}_t = A_tX^{i*}$$

(6)

3.3 Temporal Dynamic Concept Modeling Network

Based on the introduced temporal dynamic convolution, we propose the temporal dynamic concept modeling network (TDCMN) for concept-based event recognition in this section.

Our TDCMN consists of an intra-domain temporal dynamic concept modeling network (InTDCM) and a cross-domain temporal dynamic concept modeling network (CrTDCM), which utilizes TDC to capture the accurate and complete concept representation within and between different types of concepts. As described in Section 3.1, we can obtain the initial concept representations $X_1 \in \mathbb{R}^{L \times N}$ and $X_2 \in \mathbb{R}^{L \times N}$. We feed $X_1$ and $X_2$ into the InTDCM and CrTDCM to capture intra-domain dynamic concept representation $X^{i*}$ and cross-domain dynamic concept representation $X^{i*}$. We will give the detail of InTDCM and CrTDCM in the following subsections.

3.3.1 Intra-domain Temporal Dynamic Concept Modeling Network.

In InTDCM, given $\{X_1, X_2\}$, we fed them into TDC separately and obtain the initial intra-domain dynamic concept representation $\{X^{i*}_1, X^{i*}_2\}$. Finally, we simply concatenate them and obtain the final intra-domain dynamic concept representation $X^{i*} = \mathbb{R}^{1 \times L_i}$.

3.3.2 Cross-domain Temporal Dynamic Concept Modeling Network.

For CrTDCM, we exploit two methods to get the final cross-domain dynamic concept representation $X^{i*}$ or $X^{i*}_c$ for event recognition.

The simplest and most direct way is to concatenate the initial concept representations $\{X_1, X_2\}$ and feed it to the TDC. As described in Section 3.3.1, we will obtain the final cross-domain dynamic concept representation $X^{i*}_c$. We term this method as CrTDCM$_{si}$.

Furthermore, we construct a more efficient module to capture the cross-domain dynamic concept representation, and its framework is shown in Figure 3. Specially, we feed $X_1$ and $X_2$ into three 1-d convolution layers with different kernel widths and obtain two types of concept representations $\{X^{i*}_1, X^{i*}_2\} \in \mathbb{R}^{L \times N}$ and $\{X^{i*}_1, X^{i*}_2, X^{i*}_3\} \in \mathbb{R}^{L \times N}$. Then we produce three sets of coefficients to fuse the convolution results dynamically and obtain the final cross-domain dynamic concept representation.

First, we fuse the concept representation of each type through element-wise summation and then concatenate them to obtain the...
feature representation $X' \in \mathbb{R}^{L \times N}$ for generating coefficients,

$$X' = \text{concat}(\text{sum}(X_1^2, X_1^3), \text{sum}(X_2^2, X_2^3))$$  \hspace{1cm} (7)

where $\text{sum}$ and $\text{concat}$ represent element-wise summation and concatenation operations, separately.

And then we generate three sets of coefficients to fuse multiple convolution results based on $X'$. On the one hand, we generate two channel coefficient matrix $A_{k1} \in \mathbb{R}^{L \times 3}$ and $A_{k2} \in \mathbb{R}^{L \times 3}$ through,

$$A_{k1} = \text{softmax}(\text{tanh}(X W_{k1,1} W_{k1,2}),)$$

$$A_{k2} = \text{softmax}(\text{tanh}(X W_{k2,1} W_{k2,2}),)$$  \hspace{1cm} (8)

where $W_{k1,1} \in \mathbb{R}^{N \times n}, W_{k1,2} \in \mathbb{R}^{n \times 3}, W_{k2,1} \in \mathbb{R}^{N \times n}, W_{k2,2} \in \mathbb{R}^{n \times 3}$ are learnable parameters. We take into account the relations within and between different types of concept representations when we calculate $A_{k1}$ and $A_{k2}$. They will be used to indicate the importance of different channels for each convolution results in different types of concepts, separately. On the other hand, we also generate a time coefficient matrix $A_t \in \mathbb{R}^{2 \times L_t}$ through,

$$A_t = \text{softmax}(W_{t,2} \text{tanh}(W_{t,1} X'))$$  \hspace{1cm} (9)

where $W_{t,1} \in \mathbb{R}^{L \times L_t}, W_{t,2} \in \mathbb{R}^{2 \times L_t}$ are learnable parameters. $A_t$ will be used to fuse the concept representation through temporal dimention to get the video level concept representation.

Next, we apply $A_{k1}$ and $A_{k2}$ on $\{X_1^1, X_1^2, X_1^3\}$ and $\{X_2^1, X_2^2, X_2^3\}$ to obtain the feature representation $X_1^r \in \mathbb{R}^{L \times N}$ and $X_2^r \in \mathbb{R}^{L \times N}$, separately,

$$X_1^r = \sum_{j=1}^3 \tilde{X}_1^j; \quad X_2^r = \sum_{j=1}^3 \tilde{X}_2^j$$  \hspace{1cm} (10)

where $X_1^j = [x_{1,1}^j, x_{1,2}^j, \ldots, x_{1,L_t}^j], X_2^j = [x_{2,1}^j, x_{2,2}^j, \ldots, x_{2,L_t}^j], A_{k1} = [a_{k1,1}, a_{k1,2}, a_{k1,3}], A_{k2} = [a_{k2,1}, a_{k2,2}, a_{k2,3}], X_1^j = [x_{1,1}^j, x_{1,2}^j, \ldots, x_{1,L_t}^j], X_2^j = [x_{2,1}^j, x_{2,2}^j, \ldots, x_{2,L_t}^j]$, represents scalar-multiplication. Finally, we capture the final cross-domain concept representation $X_{co}^r \in \mathbb{R}^{L \times L_t}$ through,

$$X_{co}^r = \text{concat}(a_{t,1} X_1^r, a_{t,2} X_2^r)$$  \hspace{1cm} (11)

where $A_t = [a_{t,1}, a_{t,2}]$ and $\text{concat}$ represents concatenation operation. We term this method as CrTDCMco.

### 3.3.3 Temporal Dynamic Concept Modeling Network

As discussed in Section 3.3.2, we have constructed two cross-domain temporal dynamic concept modeling networks CrTDCMsi and CrTDCMco, therefore we have two temporal dynamic concept modeling networks, which we call them TDCMsi and TDCCo, and the framework are shown in Figure 4(a) and Figure 4(b). For each model, we concatenate the obtained intra-domain and cross-domain dynamic concept representation and use an MLP network for final event recognition.

### 4 EXPERIMENTS

#### 4.1 Experimental Setup

**Evaluation Datasets:** We use two large scale datasets for video event recognition: Fudan-Columbia Video Dataset (FCVID)[18] and ActivityNet Dataset (ActivityNet)[3] in our experiments. The FCVID dataset contains 91,223 videos annotated with 239 event categories, including social events (e.g., ‘tailgate party’) and procedural events (e.g., ‘making a cake’). Some videos can not be downloaded, and there are some corrupted videos that can not be used to extract video frames. We filter out these videos and end up with a training set of 45,416 videos and a testing set of 45,437 videos. The ActivityNet dataset is a large-scale untrimmed video dataset. We use the latest released version of the dataset (v1.3), which contains about 20K videos from 200 activity categories. Note that the annotations of the testing set have not been publicly available, we only use the training and validation set, and report results on the validation set.

**Evaluation Metric:** We compute average precision (AP) for each event class and report the mean Average Precision (mAP) over all event categories.
Table 1: Ablation study about different types of concept detectors on FCVID.

| Model          | mAP (%) |
|---------------|---------|
| Baseline<sub>so</sub> | 72.9    |
| Baseline<sub>soa</sub> | 75.3    |
| TDCMN<sub>si</sub><sub>so</sub> | 80.6    |
| TDCMN<sub>si</sub><sub>soa</sub> | 81.9    |
| TDCMN<sub>co</sub><sub>so</sub> | 81.2    |
| TDCMN<sub>co</sub><sub>soa</sub> | 82.2    |

Table 2: Ablation study about modeling intra-domain and cross-domain concept representation on FCVID.

| Model          | InTDCM | CrTDCM<sub>si</sub> | CrTDCM<sub>co</sub> | mAP (%) |
|---------------|--------|---------------------|---------------------|---------|
| Baseline<sub>so</sub> | ✓      | ✓                   | ✓                   | 72.9    |
| +InTDCM       | ✓      | ✓                   | ✓                   | 77.9    |
| +CrTDCM<sub>si</sub> | ✓      | ✓                   | ✓                   | 78.4    |
| TDCMN<sub>si</sub><sub>so</sub> | ✓      | ✓                   | ✓                   | 80.6    |
| +CrTDCM<sub>co</sub> | ✓      | ✓                   | ✓                   | 77.6    |
| TDCMN<sub>co</sub><sub>so</sub> | ✓      | ✓                   | ✓                   | 81.2    |

Implementation Details: We implement the proposed models based on the PyTorch framework. All proposed models are trained by SGD optimizer. The momentum and weight decay are set to 0.9 and 0.0005, respectively. We set the N and M as 16 and 8, respectively. For FCVID dataset, the batch size is set as 12. The initial learning rate is set to 0.5 and drops by 0.1 every 32 epochs. The training procedure stops after 40 epochs. For ActivityNet, the batch size is set as 12. The initial learning rate is set to 0.5 and drops by 0.1 every 40 epochs. The training procedure stops after 48 epochs.

4.2 The Selection and Use of Concept Detectors

To guarantee the practicability of our method, we take into account several crucial elements when we pick concept detectors. First, in order to be practical, the concept detectors must be readily available. In other words, we can obtain them directly without training from scratch. Second, to guarantee the representation power of our model, different types of concept detectors must be employed. Third, the category of concepts included in each detector must be varied and universal, which assures the versatility of our model. Therefore, they can represent more event classes, and our model can be applied to more video event datasets.

Based on the above considerations, we select the scene, object and action concept detectors, as these are the essential concepts for recognizing events. All these concept detectors are pre-trained on standard datasets and are readily available. We only use them to obtain initial concept representations. All layers of each detector except the final classification layer are fixed when we train our model. We will show how to use them below.

**Scene Concept Detectors** \(D_s\), ResNet-50 [15] based \(D_s\) pre-trained on Places365-Standard [47] dataset is utilized. \(D_s\) contains 365 scene classes. The scene concept representation is extracted from the output of the last classification layer. Specially, an event video is evenly divided into \(N\) clips and \(M\) frames are randomly sampled from each clip. For each clip \(C_n\), the concept representation \(X_{s,n} \in \mathbb{R}^{365 \times M}\) is acquired by inputting \(C_n\) into \(D_s\). And then, the clip-level concept representation \(X_{s,t} \in \mathbb{R}^{365}\) is obtained by imposing maximum pooling on \(X_{s,n}\) over all frames. Lastly, the video-level initial scene concept representation \(X_s \in \mathbb{R}^{365 \times N}\) is obtained by concatenating the representations of all the video clips.

**Object Concept Detectors** \(D_o\), We use ResNet-50 based object concept detector \(D_o\) pre-trained on ImageNet [28] as \(D_o\). Similarly, we obtain the video-level initial object concept representation \(X_o \in \mathbb{R}^{1000 \times N}\), where 1000 is the number of object concepts in \(D_o\).

**Action Concept Detectors** \(D_a\), We use the I3D-based [4] \(D_a\) pre-trained on kinetics [21] dataset. There are 400 action classes in \(D_a\). We also employ the output of the last classification layer as the action concept representation. We input each video clip \(C_n\) to \(D_a\) and get the clip-level action concept representation \(X_{a,n} \in \mathbb{R}^{400}\). Finally, we concatenate the representation of all clips and obtain the video-level initial action concept representation \(X_a \in \mathbb{R}^{400 \times N}\).

4.3 Ablation Studies

In this section, we construct abundant experiments to testify the efficiency of each choice of our model.

4.3.1 The number of concept detectors. The video comprises a variety of concepts, which work together to describe the event of this video. In this subsection, we conduct six experiments on FCVID to show the efficiency of different types of concepts. The details setting are shown below, and the results are shown in Table 1.

We only use scene and object concept detectors in Baseline<sub>so</sub>. We concatenate the results of these two detectors and use a fully connected layer to perform event recognition. Baseline<sub>soa</sub> is similar to Baseline<sub>so</sub> except that the action concept detectors are also used. TDCMN<sub>si</sub><sub>so</sub> is TDCMN<sub>si</sub> with scene and object concept detectors. TDCMN<sub>si</sub><sub>soa</sub> is TDCMN<sub>si</sub> with scene, object and action concept detectors. TDCMN<sub>co</sub><sub>so</sub> is TDCMN<sub>co</sub> with scene and object concept detectors. TDCMN<sub>co</sub><sub>soa</sub> is TDCMN<sub>co</sub> with scene, object and action concept detectors.

By comparing the results of Baseline<sub>so</sub> and Baseline<sub>soa</sub> (or the results of TDCMN<sub>si</sub><sub>so</sub> and TDCMN<sub>si</sub><sub>soa</sub> or the results of TDCMN<sub>co</sub><sub>so</sub> and TDCMN<sub>co</sub><sub>soa</sub>), we can find that the event recognition performance is higher when more concept detectors are used. This is because more concept detectors can give us richer concept representations, which can describe the event more comprehensiveness and accuracy. By comparing the results of our model with baseline methods, we can find that the efficiency of our model is testified no matter how many concept detectors are used. Therefore, we will only use scene and object concept detectors in the following experiments of this section.

4.3.2 The necessary of modeling intra-domain and cross-domain concept representations. We propose two temporal dynamic concept modeling networks TDCMN<sub>si</sub> and TDCMN<sub>co</sub>. Each network models both intra-domain and cross-domain concept representations. We construct experiments to demonstrate the necessity...
of modeling intra-domain and cross-domain concept representations, and the results are shown in Table 2. We can see that the InTDCM and the CrTDCM \(_s, o\) (or CrTDCM \(_s, o_o\)) both can improve the event recognition performance to some extent compared to Baseline \(_o\), which indicates the efficiency of each module. Finally, the event recognition performance has further promoted by modeling the intra-domain and cross-domain concept representations at the same time in TDCMN \(_s, o\) (or TDCMN \(_c, o_o\)). This phenomenon verifies the necessary and complementarity of modeling intra-domain and cross-domain concept representations. Hence, we will only conduct experiments on InTDCM in the following subsections.

### 4.3.3 Temporal dynamic convolution

The core of this paper is the proposed temporal dynamic convolution, we prepare experiments to verify its effectiveness, and the results are shown in Table 3. According to the previous analysis, we construct experiments on InTDCM to see the performance change when we remove the temporal dynamic convolution from it. From Table 3, we can see that the event recognition performance dropped by 1.9\% mAP, which proves the effectiveness of the temporal dynamic convolution. The proposed TDC can generate two sets of coefficients, which indicates the importance of different channels within and between each convolution results and the importance of different video clips. Therefore, we can obtain crucial concepts through TDC.

### 4.3.4 The number of convolution filters with different kernel widths

Up to now, we verify the necessity of modeling intra-domain and cross-domain concept representations and the effectiveness of temporal dynamic convolution. Therefore, we construct experiments on InTDCM to see the event recognition performance change when a different number of convolution filters with different kernel widths are used. The results are shown in Table 4. We can find that event recognition performance is increased when we use more convolution filters. But it is mainly because that convolution with different kernel widths can provide different sizes of temporal concept receptive field. We can obtain various temporal receptive field sizes for different concepts. Hence, we can find the appropriate temporal concept receptive field size and capture useful concepts for event recognition. Besides, by comparing the results of Exp.4 and Exp.5 in Table 4, we can find a slight drop in performance when using too many convolution kernels. Therefore, we only use three convolution filters with kernel widths 1, 3, 5 and 7 in all experiments.

### 4.4 Comparison to start of the art

We compare our model with both Appearance-based methods and Concept-based methods on FCVID and ActivityNet datasets. The results are shown in Table 5 and Table 6. Concept-based Models. The comparison results between our method and other Concept-based methods on FCVID and ActivityNet datasets are shown in Table 5. As can be seen from the table, our models can improve the performance of Concept-based event recognition models by a large margin, especially on ActivityNet. Particularly, our model is at least 5.4\% mAP higher than OSF on FCVID. Though OSF uses vgg features and resnet are used in our model, OSF utilizes the generic vision feature that directly extracted from videos and more than 20000 concepts. Besides, OSF uses average pooling over the concept representations of all video clips and ignores the temporal characteristic of concept representations, which causes performance reduction.

Appearance-based Models. The comparison results between our method and some Appearance-based methods on FCVID and ActivityNet datasets are shown in Table 6. We can find that our model achieves higher event recognition performance compared with some Appearance-based methods on both datasets. Besides, our model is also better than Pivot CorrNN (19), which uses seven types of pre-extracted features to perform event recognition.
4.5 Visualization

To understand the temporal dynamic convolution more clearly, we visualize the distribution of the coefficients generated by TDC in InTDCM module, and the results are shown in Figure 5. On the one hand, we seek to see the behavior of TDC from the perspective of event categories. Especially, we randomly sample two event categories ‘Beach’ and ‘Birthday party’. Then, we calculate the average of the channel coefficients generated for each convolution filters across all validation videos in each category. From Figure 5(a) and 5(b), we can find that the channel coefficient distribution of convolutions with different kernel widths is similar for scene concept of ‘Beach’ event category. Instead, the channel coefficient distribution is quite different for object concept of ‘Birthday party’. This phenomenon is consistent with our motivation. For ‘Beach’, the temporal existence patterns of scene concepts at different time scales are similar. Therefore, the coefficient distribution for different convolution results are similar. In contrast, the temporal existence patterns of object concepts at different time scales are quite different for ‘Birthday party’. Hence, the learned coefficients of each convolution result are different.

On the other hand, we also exploit the behavior of TDC from the perspective of concept types. Notably, we calculate the difference of the channel coefficients generated for different convolution filters of each type of concept across all validation videos in all event categories. From Figure 5(c) and 5(d), we can find that the difference between K2 and K1 are similar for scene and object concepts. In contrast, the difference between K3 and K2 are different for scene and object concepts by comparing Figure 5(e) and 5(f). This is mainly because different types of concepts have its unique temporal existence pattern. Our model can generate corresponding temporal concept receptive field sizes adaptively based on different types of concepts.

5 CONCLUSION

In this paper, we explore the temporal receptive field of concept-based event recognition methods for efficiently untrimmed video event analysis. First, we introduce a temporal dynamic convolution (TDC) to give stronger flexibility to concept-based event recognition networks, which can adjust its receptive field size adaptively based on different inputs. Based on TDC, we propose the temporal dynamic concept modeling network (TDCMN) to learn an accurate and complete concept representation for efficient untrimmed video analysis. TDCMN employs TDC to analyze the temporal characteristic of concepts within the same type and between different types. To demonstrate the effectiveness of our model, we apply TDCMN on two challenging video datasets FCVID and ActivityNet. TDCMN can improve event recognition performance by a large margin compared with other concept-based event recognition methods.
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