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Abstract
In this article, the coordinated path-following control problem for networked unmanned surface vehicles is investigated. The communication network brings time delays and packet dropouts to the fleet, which will have negative effects on the control performance of the fleet. To attenuate the negative effects, a novel networked predictive control scheme is proposed. By introducing the predictive error into the control scheme, the proposed control strategy admits some advantages compared with existing networked predictive control strategies, for example, a degree of robustness to disturbances, lower requirements for the computing capacity of the onboard processors, high flexibility in controller design, and so on. Conditions that guarantee the control performance of the overall system are derived in the theoretical analysis. At last, experiments on hovercraft test beds are implemented to verify the effectiveness of the proposed control scheme.
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Introduction
Unmanned surface vehicles (USVs) play an important role in a wide range of applications, such as military uses, scientific research, and environmental missions.¹,² As a result, the research for USVs has drawn researchers’ attention, and many control problems have been studied for USVs such as collision avoidance,³,⁴ trajectory tracking,⁵,⁶ target tracking,⁷–⁹ and so on. Path-following control for USVs is a classical research topic in the control community. The aim of path-following control is to force a USV to follow a predefined spacial path.¹,¹⁰ Correspondingly, the aim of coordinated path-following control is to force a fleet of USVs to follow predefined paths meanwhile keep a given formation pattern. The coordinated path-following control problem for multiple USVs can be found in some important
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applications, for example, oceanographic sampling,\textsuperscript{11} pollution cleanup, and so on.\textsuperscript{1}

There have been abundant research results on both path-following control for a USV and coordinated path-following control for USVs. There are two traditional but effective path-following controller design methods: the line-of-sight method\textsuperscript{12–14} and the virtual-target method.\textsuperscript{15–17} Some excellent results have been achieved based on these two methods, for example, global asymptotic stability is guaranteed for multiple underactuated marine crafts derived from these two methods in the literature.\textsuperscript{15,18} Besides these two methods, backstepping technique is another dominant controller design tool for path-following control of USVs.\textsuperscript{19} In recent years, advanced control theories have been introduced to this field, for example, passivity theory,\textsuperscript{11} neural control theory,\textsuperscript{20} and invariant sets theory.\textsuperscript{21} Despite of the abundant research works, few results have been reported on the coordinated path-following control for USVs with communication constraints such as time delays. In practice, the information communication among vehicles are completed through various mediums such as networks. The introduction of networks will bring time delays and data losses to the system which will degrade the control performance of the overall system. A simple predictive strategy is proposed to mitigate the effects brought by time delays in the literature,\textsuperscript{22} where the formation velocity is used as the predicted velocities of USVs. However, this predictive controller neglects the transient process of formation when the practical velocity is not equal to the formation velocity and will thus cause deterioration of the formation performance. Networked predictive control (NPC) strategy is integrated with coordinated path-following controller to attenuate the negative effects of time delays in the literature.\textsuperscript{23} However, the control scheme can only be implemented on a centralized controller, that is, controllers of all USVs must be executed in a same processor, which degrades the flexibility and robustness of the multi-USV system. In fact, this is determined by the intrinsic weakness of the traditional NPC strategies.

The control strategies to attenuate negative effects brought by communication time delays can be categorized into two classes: the robust control strategies\textsuperscript{24–27} and the NPC strategies.\textsuperscript{28–30} For robust control strategies, the delayed information from other agents is used directly to design the controller such that a performance index can be satisfied for the overall system, while the NPC strategies try to predict the current states of other agents based on the delayed information to compensate for the time delays in transmission. The authors of the literature\textsuperscript{22,23} adopt an NPC strategy to improve the formation control performance of multi-USV systems. The NPC strategies have been proved to be effective to improve the control performance for a single networked system,\textsuperscript{31–33} therefore, many researchers try to extend this class of methods to multi-agent systems.\textsuperscript{34–36} However, the NPC strategies cannot be applied to multi-agent systems directly. First, most existing NPC strategies are designed for linear multi-agent systems, while most controlled plants in practice are nonlinear multi-agent systems; second, the computational efficiency of the NPC strategies is low, especially when applied to complicated plants. This drawback prevents the NPC strategy to be applied in practice, because the computing capacity of most onboard processors is limited; Third, the NPC strategies are based on precise models of the controlled plants, that is, no external disturbance nor model uncertainty can exist, or the predicting precision will be affected. Fourth, the predicting procedure requires further constraints on the communication topology of the system in implementation, this is the main reason why a centralized controller is adopted in the literature.\textsuperscript{23} At last, few experimental results have been reported to test the performance of the algorithms. To overcome these shortages, a modified NPC strategy is proposed in this article. Compared with existing NPC strategies, the proposed NPC strategy in this article admits advantages such as high computing efficiency, a degree of robustness to model uncertainties and external disturbances, and easiness to be applied to nonlinear plants (e.g. USVs in this article), and so on. At last, a control scheme based on the proposed NPC strategy is designed for the coordinated path-following control problem of multiple USVs with communication time delays. To make use of the limited bandwidth of the communication network efficiently, the communication period among USVs is set longer than the local path-following control system.

The remaining part of the article is organized as follows. The coordinated path-following control problem is formulated in the second section, the novel NPC scheme is designed in the third section, and the control performance of the proposed scheme is analyzed in the fourth section. In the fifth section, experiments on hovercraft test beds are designed and implemented to test the control performance of the proposed NPC scheme. At last, conclusion ends the article.

Problem formulation and preliminaries

The kinematics and kinetics of a USV can be expressed as\textsuperscript{19,37,38}

\[
\begin{align}
\dot{x} &= R^B_{0}(\phi)\nu \\
\dot{\nu} &= M_{0}^{-1}D(\nu)\nu + M_{0}^{-1}\tau
\end{align}
\] (1)

where \(x = [x, y, \phi]^T\) is the position vector in the earth-fixed frame, \(\nu = [u, v, \omega]^T\) is the velocity vector in body-fixed frame, \(\tau\) is the control input, \(M_{0} = M_{0}^{T} > 0\) is the inertial matrix, \(D(\nu)\) is the damping matrix, and \(R^B_{0}\) is the rotation matrix from body-fixed frame to earth-fixed frame.

Assume there are \(N\) vehicles in the fleet, a subscript \(i\) is used to index the \(i\)th USV, and the vehicles exchange information via networks. An undirected graph \(G(V, E)\) is
adopted to describe the communication topology, with \( V = \{v_i, i \in [1, 2, \ldots, N]\} \) the set of vertices and \( E = \{e_{ij}, i, j \in V, i \neq j\} \) the set of edges, the cardinality of \( E \) is \( r \). In the graph \( G(V,E) \), each vertex represents a USV, each edge represents an information channel. \( A = \{a_{ij}, i, j \in V\} \) is the adjacency matrix of the graph \( G \), \( N_r \) is the set of neighboring USVs of USV \( i \). \( D = \text{diag}(d_1, d_2, \ldots, d_N) \) is the degree matrix of graph \( G \), where \( d_i \) is the size of \( N_r \). \( L = D - A \) is defined as the Laplacian of the graph \( G \). A path from \( V_i \) to \( V_j \) is a sequence of edges starting from vertex \( V_i \) and ending in \( V_j \). A graph is connected if there exists at least one path for any two vertices \( V_i \) and \( V_j \), \( M = R^{N_r \times r} \) is the incidence matrix of graph \( G \). The method to induce incidence matrix for a bidirected graph can be found in the literature.\(^{39}\) As the incidence matrix is important in the theoretical analysis of this article, some important properties of the incidence matrix are given as follows:

1. The Laplacian \( L \) of a graph \( G \) is
   \[
   L = MM^T \quad (2)
   \]
2. If a graph \( G \) is connected, then \( \text{rank}(M^T) = N - 1 \) and \( \text{ker}(M^T) = 1 \).

Coordinated path-following control involves two objectives: path-following control and coordinated control. Path-following control requires that every USV tends to a prescribed path \( \chi'_i(\theta_i) \), and then moves along the path at given formation velocity \( v_f \). \( \theta_i \) is a scalar that parameterizes the path \( \chi'_i \), therefore, \( \theta_i \) is entitled as the path parameter. Coordinated control requires that the USVs form and maintain a predefined formation pattern. The path parameter \( \theta_i \) is of great importance in coordination control, the coordination among USVs is said to be accomplished when \( \theta_i = \theta_j, i, j \in V \). Other cases where coordination is defined by \( \theta_i \neq \theta_j \) cannot be converted to this form by performing coordinate transformation.\(^{39}\) It can be seen that the coordination can be achieved by adjusting \( \theta_i \) rather than coordinating the state \( \chi_i \) directly. Therefore, only \( \theta_i \) is needed to be exchanged among the USVs through network. The introduction of \( \theta_i \) reduces the required amount of information exchanged through the network thus improves the efficiency of the network. Meanwhile, it simplifies the coordination problem. The control objectives of coordinated path-following control can be concluded as

\[
\begin{align*}
\lim_{t \to \infty} v_f(t) - \chi'_i(\theta_i) &= 0 \quad (3) \\
\lim_{t \to \infty} \dot{\theta}_i(t) - v_f &= 0 \quad (4) \\
\lim_{t \to \infty} (\theta_i(t) - \theta_j(t)) &= 0, \quad \forall i, j \in V, i \neq j 
\end{align*}
\]

The objectives (3) and (4) represent path-following control, while the objective (5) represents coordinated control. As the control task can be decomposed into two parts: coordinated control and individual path-following control, we will discuss these two parts respectively in the following text.

To achieve coordination, we design the path parameter \( \theta_i \) as

\[
\dot{\theta}_i = v_f + v_i(t) \quad (6)
\]

with \( v_i \in \mathbb{R} \) a velocity component added to the formation velocity \( v_f \).

Besides time delays and packet dropouts, the digital nature of networks should be considered. In fact, most networks in practice are digital networks, such as the Internet. This feature makes the controllers update in discrete time instants. As networks are subjected to limited bandwidth, the sampling period cannot be set too small, or the increasing amount of data will cause the waste of bandwidth meanwhile increase the burden of networks. As a result, we design the communication period among USVs greater than the sampling period of the local system. In this case, the dynamics of \( \theta_i \) cannot be expressed as (6) anymore, a corresponding discrete-time model should be derived

\[
\theta_i(k + 1) = \theta_i(k) + T v_f + T v_i(k) \quad (7)
\]

with \( kT \) the time instant when the path parameter \( \theta_i \) is sampled, \( T \) is the sampling period. In the derivation of (7), the Forward Euler discrete approximation is applied.\(^{30}\) By designing \( v_i(k) \) properly, the objectives (4) and (5) can be achieved.

Now we turn to the path-following problem. Assume that there exists a path-following control law

\[
\tau_i = \kappa(\chi_i, \chi'_i, w_i) \quad (8)
\]

such that the closed-loop system takes the following form

\[
\begin{align*}
\dot{z}_i &= F_i(t, z_i, w_i) \\
y_i &= G_i(t, z_i)
\end{align*} \quad (9)
\]

where \( z_i \in \mathbb{R}^{n_i} \) is the state vector that includes the path-following error \( \chi_i - \chi'_i \) and its derivatives, \( w_i \in \mathbb{R}, y_i \in \mathbb{R} \) is the input and output of the USV \( i \), \( F_i : [0, \infty) \times \mathbb{R}^{n_i} \times \mathbb{R} \) is Lipschitz in \((z_i, w_i)\), continuous in \( t \), \( F_i(t, 0, 0) = 0 \), \( G_i : [0, \infty) \times \mathbb{R}^{n_i} \) is Lipschitz in \( z_i \) and continuous in \( t \). As there are many research results on this topic, existing methods can be directly adopted to design the path-following controller for a single USV. The following assumption is made for system (9).

**Assumption 1.** For the system (9), there exists a continuously differentiable function \( V_{2i} : [0, \infty) \times \mathbb{R}^{n_i} \rightarrow \mathbb{R}, \rho_0 > 0 \) and a class-K function \( f \) such that

\[
\begin{align*}
V_{2i}(t, z_i) &\geq 0 \\
\frac{\partial V_{2i}}{\partial t} + \frac{\partial V_{2i}}{\partial z_i} F_i(t, z_i, w_i) &\leq -\rho_0 \|z_i\|^2
\end{align*}
\]

for any given compact sets \( S_{z_i} \) and \( S_{w_i} \) that satisfy \( \|x\| \geq f(||w_i||) > 0 \).
Now each USV with the path-following controller (8) can be concluded as
\[
\begin{align*}
\dot{z}_i &= F_i(t, z_i, w_i) \\
y_i &= G_i(t, z_i) \\
\theta_i(k+1) &= \theta_i(k) + T_v y_i + T_v(k)
\end{align*}
\]

It can be seen that the system (10) is a hybrid system. Due to communication time delays, \(\theta_j(t - t_{ij})\), \(j \in N_i\) is available for USV \(i\) at time \(t\) with \(t_{ij}\) the communication time delay between USV \(i\) and USV \(j\). Meanwhile, the path parameter \(\dot{\theta}_j\) from neighboring USVs may not be available for USV \(i\) at time \(t\) due to packet dropouts. As a result, the control performance will be affected.

The time delays and the consecutive packet dropouts are commonly upper bounded for a properly functioning network, or faults may have occurred to the network and alternative networks have to be used to replace it. Meanwhile, controllers in practice need real-time data from the controlled plant and vice versa, historical data too old are not useful anymore for the controller/actuator, for the state of the controlled plant/controller may have changed drastically. As a result, it is reasonable to make following assumption:

**Assumption 2**

1. The consecutive packet dropouts and the time delays of the network are upper bounded by \(t_{d}\) and \(t_{c}\), respectively. Denote \(c = t_{c} + t_{d}\).
2. A time stamp is packaged with each packet.
3. The time of controllers is synchronized.

If the origin of system (9) is asymptotic stable, then control objective (3) is achieved. So the problem now is to design \(v_i(k)\) and \(w_i\) such that the origin of system (9) is asymptotic stable along with the achievement of objectives (4) and (5) under the communication constraints.

**Control scheme design**

In this section, the proposed NPC strategy is discussed in detail. A graphical diagram of the overall control scheme is given in Figure 1.

From Figure 1, it can be seen that the overall control scheme can be divided into two subsystems: the NPC subsystem and the local subsystem.

The NPC subsystem is designed to compensate for the communication time delays and packet dropouts, meanwhile, it adjusts the reference velocity \(w_i(t)\). It receives the predicted path parameters from its neighboring USVs and sends the reference velocity and its predicted path parameters to the path-following controller and the neighboring USVs, respectively. It comprises four modules: the data buffer 1 and 2, the predictor, and the coordination controller. Due to the randomness of time delays, packet sent earlier may arrive later and vice versa. The data buffer 1 is designed to solve this problem, it reorders the received packets by the enclosed time stamps and outputs the required path parameter. To compensate for packet dropouts, the data buffer 2 is designed. Considering the upper bound of the consecutive packet dropouts, the predicted path parameter of USV \(i\) is always available for its neighboring USVs if the length of data buffer 2 is properly designed. The coordination controller is designed as

\[
v_i(k + c) = k_{i1} \sum_{j \in N_i} a_j (\hat{\theta}_j(k + c|k) - \theta_j(k + c))
\]

where \(\hat{\theta}_j(k + c|k)\) is the predicted path parameter of time \(k + c\) based on the available information of time \(k\) and \(k_{i1}\) is the gain of the coordination controller.
The predictor is the core component of the NPC subsystem, it is designed to predict the future path parameters. The coordination performance relies heavily on the predictor.

If the existing NPC strategies are applied, the predictor will be designed as
\[ \hat{\theta}_i(k + q[k]) = \hat{\theta}_i(k + q - 1[k]) + TV_f + k_{i3}\hat{v}_i(k + q - 1[k]) \]

\[ \hat{v}_i(k + q - 1[k]) = k_{i3}\sum_{j \in N_i} \hat{\theta}_j(k + q - 1[k]) - \hat{\theta}_i(k + q - 1[k]) \]

with \( q \in [1, \ldots, C] \), \( \hat{\theta}_i(k|k) = \theta_i(k) \). It can be seen that the predictor needs \( \hat{\theta}_i(k + q - 1[k] - c) \) to calculate \( \hat{\theta}_i(k + q[k]) \) \( \hat{\theta}_j(k + q - 1[k]) \) is not available due to time delays. As a result, we need to compute \( \hat{\theta}_j(k + q - 1[k] - c) \) first to complete the predicting procedure. But it is impossible to calculate \( \hat{\theta}_j(k + q - 1[k] - c) \) without acquiring the path parameters of USV’s \( j \) neighboring USVs, which imposes further constraint on the communication topology. We can adopt a centralized controller to solve this dilemma, that is, all controllers are executed in a same workstation, but this solution destroys the decentralization of the multi-USV system thus degrades some advantages of multi-agent system, such as robustness and flexibility. From the discussion above, we can see that the predicting algorithm is complicated, which will lead to heavy computational burden of the onboard processor. These drawbacks make the existing NPC strategies hard to implement in practice.

Different from existing NPC strategies, the predictor in this article is designed as
\[ \hat{\theta}_i(k + q|k) = \hat{\theta}_i(k + qTv_f + TV_i(k + q - 1[k]) + k_{i3}\hat{v}_i(l + q|l) \]

\[ \hat{v}_i(l + q|l) = \theta_i(l + q) - \hat{\theta}_i(l + q|l) \]

where \( \hat{\theta}_i(k + s[k]) \) and \( \hat{v}_i(k + s[k]) \) are the state prediction and the virtual control input of the time instant \( k + s \) based on the available information at time \( k \), respectively; \( \hat{v}_i(l + q|l), l \in [k - c, k - q] \) is the predicted error of the path parameter of the time \( l \), \( k_{i3} \) is the gain value of the predictor.

**Remark 1.** Compared with existing NPC strategies, the proposed NPC strategy is different in the following aspects:

1. The design of the virtual control input \( \hat{v}_i(k + q - 1[k]) \) is flexible, for example, \( \hat{v}_i(k + q - 1[k]) = \hat{v}_i(k) \), \( \hat{v}_i(k + q - 1[k]) = 0 \), \( \hat{v}_i(k + q - 1[k]) = k_{i3}\sum_{\ell \in N_i,\ell \neq i} \theta_j(k + c) - \theta_i(k + q - 1[k]) \), and so on. The predicting procedure can be simplified when \( \hat{v}_i(k + q - 1[k]) \) is chosen properly, for example, when \( \hat{v}_i(k + q - 1[k]) = 0 \), the virtual control input is eliminated in the predictor. The design of the predicting feedback term is also flexible, \( l \) can be any number in \( [k - c, k - q] \).

2. In (12), the expression of virtual control input \( \hat{v}_i(k + q - 1[k]) \) is not necessarily same as the actual control input \( v_i(k + q - 1[k]) \). As a result, an difference between the predicted path parameter and the true path parameter is inevitable. To solve this problem, the predicting feedback term \( \hat{v}_i(l + q|l) \) is introduced to the predictor, which makes it a closed-loop system. In contrast, existing NPC strategies are based on the precise mathematical models without predicting feedback error, which makes them open-loop predictors. It is well known that a closed-loop system admits properties such as robustness to external disturbances and model uncertainties, therefore, the proposed predictor admits a degree of robustness compared with existing NPC strategies. To distinguish the proposed NPC strategy with existing NPC strategies, we entitle the proposed NPC strategy closed-loop networked predictive control (CLNPC) strategy.

3. For most existing predicting algorithms, each agent predicts its neighboring agents’ states based on the delayed information it received, therefore, redundant computation is inevitable (every agent’s state is predicted by all its neighboring agents). In contrast, the proposed predictor in this article predicts only its own future states, which improves the computing efficiency exceedingly (every agent’s state is predicted only once).

4. Observing (12), it can be seen that the predicting procedure totally depends on its own state (excluding its neighboring agents’ states). As a result, the predictor can be implemented in decentralized processors, meanwhile, no further restrictions on the communication topology are needed to implement the predictor. And this feature makes the predicting procedure simpler than existing NPC strategies, therefore, onboard processors with high computing capacity are not needed to implement the algorithm.

To guarantee the control performance of the overall system, the convergence of the predicting error must be achieved along with the control objectives (3), (4), and (5), that is
\[ \lim_{l \to \infty} \hat{v}_i(l + q|l) = 0 \]

From the discussion above, it can be seen that the CLNPC scheme admits the following advantages: robustness to model uncertainties and external disturbances, low computational requirements for processors, and relaxed restriction on the topology.

At time \( t \), each USV predicts its future path parameters by (12), then sends the predicted sequence to its neighboring USVs. At time \( t + c \), each USV computes its control input by (11).
In Figure 1, the local system comprises the USV (1) and the path-following controller (8). The path-following controller (8) is designed such that Assumption 1 is fulfilled. The input of the local system is designed as

$$w_i(t) = v_i(k), t \in [kT, kT + T)$$  (15)

**Performance analysis**

In this section, the control performance of the system (10) with the predictor designed as (12) and the coordination controller designed as (11) is analyzed. As the predictor (12) has many variations, only the case where $$v_i(k+q-1|k) = 0$$ with the predicting error designed as $$\hat{e}_i(k-c + q|k-c)$$ is considered, other cases can be analyzed similarly.

Define an error variable of the fleet as $$\zeta(k) = M^T \theta(k),$$ with $$\theta(k) = [\theta_1(k), \theta_2(k), \ldots, \theta_N(k)]^T.$$ It is obvious that $$\zeta(k) = 0$$ is corresponding to the synchronization of the $$\theta(k),$$ that is, $$\theta_i(k) = \theta_j(k), i,j \in V.$$ At time $$k+c,$$ the reference velocity (11) for USV $$j$$ (USV's $$i$$ neighboring USV) can be expressed as

$$v_j(k+c) = -k_1M_jM^T \hat{\theta}(k+c|k) - k_1d_j \hat{e}_j(k+c|k)$$  (16)

where $$M_{ij}$$ is the $$j$$th row of $$M, \hat{\theta}(k+c|k) = [\hat{\theta}_1(k+c|k), \hat{\theta}_2(k+c|k), \ldots, \hat{\theta}_N(k+c|k)]^T.$$

Substituting (16) into (7) yields

$$\theta_j(k+c + 1) = \theta_j(k+c) + TV_j - k_1TM_jM^T \hat{\theta}(k+c|k)$$

Then the corresponding path parameter vector of the USVs can be concluded as

$$\theta(k+c+1) = \theta(k+c) - TK_1D\hat{e}(k+c|k)$$

$$-TK_1MM^T \hat{\theta}(k+c|k) + TV_1N$$  (17)

where $$K_1 = \text{diag}(k_{11}, k_{21}, \ldots, k_{N1}), \hat{e}(k+c|k) = [\hat{e}_1(k+c|k), \hat{e}_2(k+c|k), \ldots, \hat{e}_N(k+c|k)]^T.$$

Denoting $$\tilde{\zeta}(k+c|k) = M^T \hat{\theta}(k+c|k),$$ then equation (17) can be further expressed as

$$\theta(k+c+1) = \theta(k+c) + TV_1N - TK_1D\hat{e}(k+c|k)$$

$$-TK_1M \tilde{\zeta}(k+c|k)$$  (18)

with $$1_N$$ all-one vector of size $$N.$$ Assume the graph $$G$$ is connected, then rank $$M^T = N - 1$$ and $$M^T 1_N = 0.$$ Then multiply both sides of (18) by $$M^T,$$ one gets

$$\tilde{\zeta}(k+c+1) = \tilde{\zeta}(k+c) - TM^T K_1 M \tilde{\zeta}(k+c|k)$$

$$-TM^T K_1 D \hat{e}(k+c|k)$$  (19)

By (12), the predicted parameters of the fleet can be inferred as

$$\hat{\theta}(k+c|k) = \theta(k) + cTV_f 1_N + K_3 \hat{e}(k+c|k)$$  (20)

where $$K_3 = \text{diag}(k_{13}, k_{23}, \ldots, k_{N3}).$$

From (20), one gets

$$\tilde{\zeta}(k+c|k) = \tilde{\zeta}(k) + MTK_3 \hat{e}(k+c|k)$$  (21)

Subtracting (7) from (12) yields the predicting error

$$\hat{e}(k+c|k) = T \sum_{s=0}^{c-1} v(k+s) - K_3 \hat{e}(k+c|k)$$  (22)

where $$v(k+s) = [v_1(k+s), v_2(k+s), \ldots, v_N(k+s)]^T$$ is the collective velocity input of the fleet at time instant $$k+s.$$ Combining (16), (21), and (22), the collective velocity input $$v(k+c)$$ can be induced as

$$v(k+c) = -K_1M \tilde{\zeta}(k) - TK_1D \sum_{l=0}^{c-1} v(k+l)$$

$$-(K_1MM^T K_3 - K_1DK_3) \hat{e}(k+c|k)$$  (23)

Define a compact vector $$X_1(k)$$ as

$$X_1(k) = [r^T(k), \ldots, r^T(k-c), v^T(k-1), \ldots, v^T(k-c), \hat{e}^T(k-1|k-c-1), \ldots, \hat{e}^T(k-c|k-2c)]^T$$

It can be seen that $$\lim_{k \to \infty} X_1(k) = 0$$ results in $$\lim_{k \to \infty} \tilde{\zeta}(k) = 0, \lim_{k \to \infty} v(k) = 0, \lim_{k \to \infty} \hat{e}(k|k-c) = 0.$$ Combining (19), (22), and (23) yields

$$X_1(k+1) = A_1X_1(k)$$

$$Y_1(k) = C_1X_1(k)$$  (24)

where the system matrix is

$$A_1 = \begin{bmatrix} A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33} \end{bmatrix}$$

$$A_{11} = \begin{bmatrix} I_r & O_{r \times (r-r)} & -TM^T K_1 M \\ I_r & O_{r \times r} \end{bmatrix}$$

$$A_{21} = \begin{bmatrix} O_{(Nc-N)^{r \times r}} & -K_1 M \\ O_{(Nc-N) \times r} \end{bmatrix}$$

$$A_{12} = \begin{bmatrix} -I_c^T \otimes T^2 M^T K_1 D \\ O_{r \times N\epsilon} \end{bmatrix}$$

$$A_{22} = \begin{bmatrix} -I_c^T \otimes TK_1 D \\ I_{N\epsilon-N} \otimes O_{(Nc-N) \times N} \end{bmatrix}$$

$$A_{31} = O_{(Nc-N) \times (r-r)}, A_{32} = \begin{bmatrix} I_c^T \otimes TI_N \\ O_{(Nc-N) \times N} \otimes O_{(r-c) \times N} \end{bmatrix}$$

$$A_{13} = \begin{bmatrix} O_{r \times (Nc-N)} & TM^T K_1 DK_3 - TM^T K_1 M M^T K_3 \end{bmatrix}$$
The overall system can be represented by the diagram in Figure 2. From Figure 2, it can be seen that the overall system admits a cascade structure. The following Lyapunov function is designed for the overall system

\[
V_0(k) = V_1(X_1(k)) + \sum_{i=1}^{N} V_2(t, z_i(k))
\]

Due to (25) and (27), the difference of \(V_0\) is

\[
\nabla V_0(k) = V_0(k + 1) - V_0(k) \\
\leq -X_1^T(k)QX_1(k) - \sum_{i=1}^{N} (T\rho_0 - T^2K_z)[z_i(k)]^2 - (\mu - T^2K_w)Y_1^T(k)Y_1(k) < 0
\]

where \(w(k) = Y_1(k), w(k) = [w_1(k), w_2(k), \ldots, w_N(k)]^T\) are applied. Given \(X_1 \in S_x\) and a set \(S \supseteq S_x \times S_x\), \((X_1(k), z(k))\) are bounded and stays in \(S\) (see proof for theorem 3 in the literature), that is, for any \((X_1(0), z(0)) \in S\), there exists a class-K function \(\alpha_1\) such that

\[
||X_1(k), z(k)|| \leq \alpha_1(||X_1(0), z(0)||)
\]

The output of the coordination subsystem (24) satisfies

\[
||Y_1(k)|| \leq ||C_1|| ||X_1(k)|| =: \alpha_2(||X_1(k)||)
\]

As the subsystem (9) is Input-to-State Stable (Assumption 1), there exist a class-K function \(\alpha_3\) and a class-KL function \(\beta_3\) such that following inequality holds true for \(t \in [kT, (k + 1)T]\)

\[
||z(t)|| \leq \beta_3(z(kT), t - kT) + \alpha_3(||Y_1(kT)||) \\
\leq \beta_3(z(kT), 0) + \alpha_3(\alpha_2(||X_1(k)||))
\]

As \(X_1(t), t \in [kT, (k + 1)T]\) remains constant, there exist class-K functions \(\alpha_4\) and \(\alpha_5\) such that

\[
||X_1(t), z(t)|| \leq \alpha_4(||X_1(kT), z(kT)||) \\
\leq \alpha_4(\alpha_1(||X_1(0), z(0)||))
\]

Therefore, the equilibrium \((X_1, z) = (0, 0)\) is asymptotic stable for the given set \(S\). In fact, it can be verified that (29) and (33) can be satisfied for any given set \(S \supseteq S_x \times S_x\). As a result, the semi-global asymptotic stability of the origin can be guaranteed, which leads to the accomplishment of the control objectives (3), (4), (5), and (14).

The proof is completed.

Simulations and experiments

To validate the effectiveness of the CLNPC scheme, experiments on hovercraft test beds are carried out.

The main components of a hovercraft test bed are marked in Figure 3. Pressured air is stored in the tank. The
thrusters are used to generate forces. When the relays are actuated, the air goes through the corresponding thrusters, the reacting forces and torques will be acted on the hovercraft test bed. The planar air bearings are used to lift the hovercraft test bed off the polished marble table such that the hovercraft test bed can move on the table with little friction. The wireless actuator is used to receive control commands from the controller (an Android cellphone) through wireless networks, then the received signals will be magnified and outputted to corresponding relays. The optical markers are used by the overhead cameras to capture the location and the attitude of the test bed.

The experimental platform is illustrated in Figure 4 where the dotted lines represent the information flows. The infrared cameras and the Vicon server constitute the positioning system, which is used to capture the position and attitude of the hovercraft test bed. Based on the feedback information from the positioning system, the Android cellphone computes the control commands for the hovercraft test bed. Then the control commands are sent to the wireless actuator. All information exchange is accomplished through the Wireless Local Area Network in the laboratory.

Software Netconlink is adopted to implement the CLNPC strategy. Details of the software can be found in the literature.43

The model of the hovercraft test bed can be expressed as (1),19,44 where the matrices are $M = \text{diag}(m, m, J)$

$R^E_B = \begin{bmatrix} \cos \phi & -\sin \phi & 0 \\ \sin \phi & \cos \phi & 0 \\ 0 & 0 & 1 \end{bmatrix}$, $D(\nu) = \begin{bmatrix} 0 & \omega & 0 \\ -\omega & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$

with $m = 17.2\text{kg}$ and $J = 1.03\text{kg} \cdot \text{m}^2$ the mass and the moment of inertia of the hovercraft test bed, respectively.

The given paths are sinusoid curves $y_i(x_i) = y_{i0} + b_i \sin(ax_i)$, $i = 1, 2, 3$, where $b_i \in \mathbb{R}$, $y_{i0} \in \mathbb{R}$, $a$ is a constant. The reference orientation $\phi_i$ is set to be tangent to the given path, that is, $\phi_i = \tan^{-1}\left(\frac{\partial y_i}{\partial x_i}\right)$. The formation velocity is set as $v_f = 0.05\text{ m/s}$. $x_i$ is chosen as the path parameter, that is, $\theta_i = x_i$.

The communication topology is given in Figure 5, where each vertex represents a hovercraft test bed. It is obvious that the communication topology is connected. The incidence matrix of the graph can be derived as

$M = \begin{bmatrix} -1 & -1 \\ 1 & 0 \\ 0 & +1 \end{bmatrix}$
The path-following controller is designed utilizing the backstepping technique, then the closed-loop subsystem takes the following form

$$\dot{z}_i = H_i(x_i)z_i + I_i(t,x_i,\theta)\theta_i$$

(34)

where $z_i \in \mathbb{R}^{n_i}$ is the state that includes the path-following error and its derivatives. $H_i(x_i)$ and $I_i(t,x_i,\theta)$ are system matrices with proper dimensions. It can be verified that Assumption 1 is satisfied.

For a given $\rho_0 < \infty$, the corresponding control law can be derived by adopting the backstepping technique in the literature. Combining with the given set $S_{zi}$, $K_z$ and $K_w$, can be derived from (25) and (28), respectively.

The compact sets $S_{zi}$ and $S_w$ are defined by $||z_i|| < 2$ and $||w_i|| < 0.1$, respectively. The parameters of the CLNPC strategy are designed as: $\rho_0 = 1$, $K_z = 0.5$, $K_w = 0.1$, $\mu = 0.5$, $K_1 = \text{diag}(0.03, 0.03, 0.03)$, $K_3 = \text{diag}(0.1, 0.1, 0.1)$, $Q = 0.1I$. The matrix $P$ can be achieved by the linear matrix inequality technique such that the conditions of theorem 1 are satisfied.

The sampling period of the local subsystem (34) is set to be 0.2 s, while $T = 0.6$ s for the subsystem (7). Experiments when $c = 0T$ (no time delays), $c = 5T$ (3.0 s) are implemented to exhibit the effectiveness of the CLNPC strategy. In the following figures, “Ref” is the abbreviation of “Reference,” “$T_i$” $i = 1, 2, 3$ represents “Hovercraft test bed $i$.”

**Simulation results**

Figures 1 and 2 in the supplement files give the trajectories and orientations of the hovercraft test beds, respectively. It can be seen that each hovercraft test bed can track its predefined path efficiently despite that the orientation is slightly affected by the time delays. This is because the time delays occur in the communication channels among hovercraft test beds thus have little effect on the path-following performance of individual hovercraft test bed.

The velocities of the hovercraft test beds are compared in Figure 6. The static error of the formation velocity increases from 0 m/s to 0.01 m/s after the time delays are introduced into the system, while the static error is reduced to 0 m/s after the CLNPC strategy is applied.

The time evolution of the path parameters $\theta_i$, $i = 1, 2, 3$ is demonstrated in Figure 7. The largest static distance of $\theta_i$ among the hovercraft test beds increases from 0.01 m to 0.043 m, while this index is reduced to 0.02 m after the CLNPC strategy is applied.

The time evolution of the predicting errors $\hat{e}_i(k + c|k), i = 1, 2, 3$ is demonstrated in Figure 8, it can be seen that the predicting errors converge to 0 rapidly.

From the figures above, we can see that the communication time delays have negative effects on the coordination performance of the system, while the coordination performances are improved obviously after the CLNPC strategy is applied.

**Experimental results**

The trajectories of the hovercraft test beds are compared in Figure 9. As the simulation results, the path-following performance for each hovercraft test bed is almost not affected by the communication time delays.

The velocities of the hovercraft test beds are compared in Figure 10. The communication time delays enlarge the static error of the formation velocity (from 0.02 m/s to 0.1 m/s), while this static error is reduced to 0.04 m/s after the CLNPC strategy is applied.

The time evolution of the path parameters is demonstrated in Figure 11. The largest static distance of $\theta_i$ among the hovercraft test beds increases from 0.054 m to 0.069 m after communication time delays are introduced, while this
index is reduced to 0.048 m after the CLNPC strategy is applied.

The trajectories of the predicting errors $\hat{e}_i$, $i = 1, 2, 3$ are illustrated in Figure 12. It can be seen that the predicting errors converge to 0, which validate the achievement of the control objective (14).

Both the simulation results and the experimental results exhibit that the time delays have manifest effects on coordination performances, that is, control objectives (4) and (5). In contrast, the individual path-following performance, that is, control objective (3), is almost not affected. In addition, the results validate the convergence of the predicting error, that is, the achievement of the control objective (14). In conclusion, the proposed CLNPC strategy can compensate for the communication time delays effectively thus improves the coordination control performances. The proposed NPC strategy can guarantee the achievement of the control objectives (3), (4), (5), and (14) if the upper bound of the time delays satisfy $c \leq 9T$, otherwise, the predicting errors diverge.

Obvious quantitative differences can be observed between simulation results and experimental results such as the difference in static errors of the formation velocity, this is mainly caused by model mismatches and/or external disturbances. The major factors that have heavy effects on the control performance include the dead-zone nonlinearity of the relays, the parameter variation of the thrusting system. Besides, the time delays in simulation strictly less or equal to the assumed upper bound while the communication time delays in practice may violate the assumed upper bound. Despite of the quantitative differences between the simulation results and the experimental results, qualitative consistency can be observed between the simulation results and the experimental results, for example, the communication time delays enlarge the static error of the formation velocity in both simulations and experiments. Simulations can validate the effectiveness of the proposed control scheme and the correctness of the theoretical analysis in ideal circumstances while experiments can test the control performance of the proposed control scheme in a more practical environment where disturbances are inevitable.
Conclusion

In this article, the authors investigate the formation control problem for networked USVs. A novel CLNPC strategy is proposed to attenuate the negative effects on the control performance of the fleet brought by network-induced time delays. Theoretical analysis is given to derive the conditions to guarantee the performance of the proposed CLNPC strategy. Experiments on hovercraft test beds are carried out to test the performance of the control scheme, and both the simulation results and the experimental results validate the effectiveness of the CLNPC strategy.
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