Modular commutator in gapped quantum many-body systems
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In arXiv:2110.06932, we argued that the chiral central charge — a topologically protected quantity characterizing the edge theory of a gapped (2+1)-dimensional system — can be extracted from the bulk by using an order parameter called the modular commutator. In this paper, we reveal general properties of the modular commutator and strengthen its relationship with the chiral central charge. First, we identify connections between the modular commutator and conditional mutual information, time reversal, and modular flow. Second, we prove, within the framework of the entanglement bootstrap program, that two topologically ordered media connected by a gapped domain wall must have the same modular commutator in their respective bulk. Third, we numerically calculate the value of the modular commutator for a bosonic lattice Laughlin state for finite sizes and extrapolate to the infinite-volume limit. The result of this extrapolation is consistent with the proposed formula up to an error of about 0.7%.

I. INTRODUCTION

Two-dimensional quantum many-body systems with a bulk energy gap can host a number of fascinating physical phenomena. The well-known fractional quantum Hall states [1] can host anyons [2–4], topologically protected ground state degeneracy [5], and long-range entanglement [6, 7]. Another important aspect of these systems is the appearance of chiral (i.e., unidirectional) gapless modes at the edge, which are intimately related to the systems’ well-known quantized Hall conductance [1, 8–10].

Quantum Hall systems have a $U(1)$ symmetry associated with charge conservation, but protected chiral gapless edge modes can remain even in the absence of such a symmetry [11]. The relevant transport coefficient in this context is the thermal Hall conductance, which is related to the energy current at the edge. This current, at a temperature $T$ low compared to the bulk energy gap, is

$$I = \frac{\pi}{12} c_- T^2,$$

where $c_-$ is the chiral central charge. While this formula can be derived assuming the edge is described by a conformal field theory, this formula is valid even if all the symmetries are absent [11, 12].

While the chiral central charge is a property of the edge, it is also intimately related to the properties of the bulk. For instance, the energy current at the edge can be related to the energy 2-current in the bulk, which can be computed from a microscopic Hamiltonian [12, 13]. In effective field theory approaches, chiral central charge appears in the gravitational Chern-Simons term of the bulk action, which is responsible for the framing anomaly of the underlying system [14]. This is responsible for the appearance of chiral central charge in the Hall viscosity on a sphere [15–18].

Moreover, the following relation, which applies to bosonic topologically ordered systems, is well-known:

$$\mathcal{D}^{-1} \sum_a d_a^2 \theta_a = e^{2\pi ic_-/8},$$

where $d_a$ is the quantum dimension of the superselection sector $a$, $\theta_a$ is its topological spin, and $\mathcal{D} = \sqrt{\sum_a d_a^2}$ is the total quantum dimension [19, 20]. The left hand side of this equation is determined completely by the low-energy excitations of the bulk whereas the right hand side is the property of the edge. One can view this equation as a manifestation of the bulk-edge correspondence [21–24].

It is also known that the chiral central charge leaves an imprint in the ground state entanglement. For instance, one can extract the chiral central charge from the entanglement spectrum of the ground state [24]. Moreover, there are methods to compute the chiral central charge (modulo some constant, e.g., 8) from the ground state wave function, such as the modular $S$- and $T$-matrix [25], momentum polarization [26], or the Berry curvature of the ground state wave function under adiabatic variation of the metric [17].

Recently, we derived a new formula for the chiral central charge that can be obtained from a single ground state wave function [27]. Our formula is defined in terms of the modular Hamiltonian [28] (also known as the entanglement Hamiltonian). Let $\sigma = \langle \psi | \psi \rangle$ be a many-body ground state and $\sigma_A$ be its reduced density matrix over a subsystem $A$. The modular Hamiltonian $K_A$ associated with the region $A$ is $K_A = -\ln \sigma_A$. Our formula
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for the chiral central charge reads:

\[ i\langle [K_{AB}, K_{BC}] \rangle = \frac{\pi}{3} c_-, \tag{3} \]

for a set of subsystems depicted in Fig. 1, where \( \langle \ldots \rangle \) is the expectation value over the ground state. Eq. (3) is insensitive to continuous deformation of the subsystems, so long as they remain to partition a disk.

There are several remarkable aspects about Eq. (3). The formula depends only on a single wave function, instead of a family of wave functions [17, 26] or the entire ground state subspace [25]. Moreover, the quantity that we use to extract the chiral central charge is not a known measure of entanglement, to the best of our knowledge. These facts motivate us to study the properties of the modular commutator and its relations to the ground state entanglement of gapped quantum many-body systems. We initiate these studies in this manuscript.

Our contribution can be divided into roughly two categories. First, we explore various properties of the modular commutator, including its relation to conditional mutual information [29], time-reversal, and modular flow [28]. These are results that hold for any many-body quantum states, as long as the underlying Hilbert space has a tensor product structure. That a single quantity has relations to these seemingly disparate subjects suggest that the modular commutator may be useful more broadly.

Second, we present further evidence for the validity of Eq. (3) in the form of a nontrivial consistency check for systems consisting of two different gapped phases sharing a domain wall. In such cases, one expects the two phases to admit the same chiral central charge. Using a part of the entanglement bootstrap program [30] dealing with gapped domain walls [31], we show that such a pair of phases has the same value of the modular commutator.

Another part of our evidence comes from a numerical investigation. We compute Eq. (3) for wave functions associated with a topological phase with a known value of chiral central charge. Specifically, we study a bosonic lattice Laughlin state proposed in Ref. [32]. Due to finite-size effects, the computed value of Eq. (3) deviates from the predicted value with a relative error of \( \sim 10\% \). We carefully analyze the scaling behavior of the chiral central charge, which agrees well with an exponentially decaying function in the length scale of the subsystems used in Eq. (3). By fitting the numerically obtained data to this ansatz and extrapolating to the thermodynamic limit, we obtain a relative error of 0.7%.

The rest of the paper is organized as follows. In Section II, we discuss general properties of the commutator of modular Hamiltonians. In Section III, we discuss the entanglement property of the gapped ground state wave functions, setting up the discussion in the rest of the paper. In Section IV, we prove that the modular Hamiltonian in gapped systems is a sum of local terms. In Section V, we define the modular current and study its properties. We also review an argument relating edge energy current and the modular current calculated from ground state wave function [27]. In Section VI, we prove that the modular commutator calculated from both sides of a gapped domain wall are identical, further supporting our formula for chiral central charge. In Section VII we discuss our numerical experiment. We end with a discussion in Section VIII.

## II. MODULAR COMMUTATOR

In this paper, we study the expectation value of the commutator of modular Hamiltonians, which we refer to as the modular commutator:

\[ J(A, B, C)_\rho := i\text{Tr}(\rho_{ABC}[K_{AB}(\rho), K_{BC}(\rho)]) . \tag{4} \]

Here, the modular Hamiltonian of \( \rho \) on subsystem \( X \) is denoted as \( K_X(\rho) = -\ln \rho_X \). For simplicity, we have suppressed the tensor product with the identity operator. For instance, \( K_{AB}(\rho) \) in Eq. (4) means \( K_{AB}(\rho) \otimes 1_C \); we shall drop the label \( \rho \) whenever this is obvious from the context. We shall assume throughout this paper that the tripartite state \( \rho_{ABC} \) lives on a finite-dimensional Hilbert space with a tensor product structure \( \mathcal{H}_{ABC} = \mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C \). Here we discuss general properties of the modular commutator, deriving how it behaves under time-reversal, and making contact with quantum Markov chains [33] and modular flow [28].

Let us first begin with three elementary properties. First, the modular commutator is bounded, assuming that the Hilbert space associated with \( A, B, \) and \( C \) are all finite-dimensional. (This is a somewhat nontrivial statement because, for density matrices with zero eigenvalues, the modular Hamiltonian can diverge due to the logarithm.) To see why, it is helpful to rewrite the modular commutator as follows:

\[ J(A, B, C)_\rho = -2\text{Im}(\langle \tilde{\psi}_{AB}\tilde{\psi}_{BC} \rangle) . \tag{5} \]

where

\[ \langle \tilde{\psi}_X \rangle = K_X|\psi_{ABCD}\rangle = -\sum_i \sqrt{\lambda_i} \ln \lambda_i |i_X\rangle \otimes |i_X\rangle . \tag{6} \]
Recalling that $J$ and $C$ can show that product. Namely, for state $\rho_{ABC}$ of a stoquastic Hamiltonian [34]. These are Hamiltonians which have nonnegative off-diagonal entries in the product basis over the local degrees of freedom, a famous example being the toric code Hamiltonian [35]. Therefore, in order for $J(A, B, C)$ to be nonzero, one must necessarily have a density matrix with complex-valued entries. However, the presence of complex entries is not sufficient. The modular commutator is invariant under the unitary conjugation

$$\rho_{ABC} \to (U_A \otimes U_B \otimes U_C) \rho_{ABC} (U_A^\dagger \otimes U_B^\dagger \otimes U_C^\dagger),$$

where $U_A, U_B,$ and $U_C$ are unitary operators acting on $A, B,$ and $C$ respectively, and any states whose complex entries can be removed via such a conjugation must thus have zero $J(A, B, C)$. In this way, one can easily produce a density matrix with complex entries which nevertheless have a zero modular commutator.

### A. Time reversal

An important property of $J(A, B, C)$ is the fact that it is odd under bosonic time-reversal operation on the quantum state. Consider an antilinear map $*: \rho \to \rho^*$, where the entries of $\rho^*$ over a product basis over $A, B,$ and $C$ are complex conjugates of the entries of $\rho$. One can show that

$$J(A, B, C)_{\rho^*} = \bar{i} \text{Tr}(\rho_{ABC}^* [K_{AB}^*, K_{BC}^*]) = i \text{Tr}(\rho_{ABC} [K_{AB}, K_{BC}])^*$$

Recalling that $J$ is real, we obtain

$$J(A, B, C)_\rho = -J(A, B, C)_{\rho^*}.$$  

A simple corollary is that $J(A, B, C) = 0$ for any density matrix with real entries in some product basis over $A, B,$ and $C$.

An important implication of Eq. (9) is that $J(A, B, C)$ is zero for any reduced density matrix of a Gibbs state of a stoquastic Hamiltonian [34]. These are Hamiltonians which have nonnegative off-diagonal entries in the product basis over the local degrees of freedom, a famous example being the toric code Hamiltonian [35]. Therefore, in order for $J(A, B, C)$ to be nonzero, one must necessarily have a density matrix with complex-valued entries. However, the presence of complex entries is not sufficient. The modular commutator is invariant under the unitary conjugation

$$\rho_{ABC} \to (U_A \otimes U_B \otimes U_C) \rho_{ABC} (U_A^\dagger \otimes U_B^\dagger \otimes U_C^\dagger),$$

where $U_A, U_B,$ and $U_C$ are unitary operators acting on $A, B,$ and $C$ respectively, and any states whose complex entries can be removed via such a conjugation must thus have zero $J(A, B, C)$. In this way, one can easily produce a density matrix with complex entries which nevertheless have a zero modular commutator.

### B. Quantum Markov chain

There is a sense in which $J(A, B, C)$ detects a genuine tripartite correlation between $A, B,$ and $C$. This is because $J(A, B, C) = 0$ if one of the subsystems is an empty set. This is trivially true if $B = \emptyset$ because $[K_{AB}, K_{BC}] = [K_A, K_C] = 0$. If $A = \emptyset$,

$$J(\emptyset, B, C)_\rho = i \text{Tr}(\rho_{ABC} [K_{BC}]) = i \text{Tr}(K_{BC} \rho_{BC} K_B) - i \text{Tr}(\rho_{BC} K_B) K_B = 0,$$

where in the second line we used the cyclicity of the trace and in the third line we used the fact that $\rho_{BC}$ and $K_{BC}$ commute with each other. Similarly, the same argument can be used to prove $J(A, B, \emptyset) = 0$. To summarize, we have

$$J(\emptyset, B, C)_\rho = J(A, \emptyset, C)_\rho = J(A, B, \emptyset)_\rho = 0.$$  

Moreover, if $\rho_{ABC}$ forms a product state over any partition, $J(A, B, C) = 0$. For instance, suppose $\rho_{ABC} = \rho_A \otimes \rho_{BC}$. Then $K_{AB} = K_A + K_B$, which leads to $J(A, B, C) = 0$. Other cases, e.g., $\rho_{ABC} = \rho_{AB} \otimes \rho_C$ and $\rho_{ABC} = \rho_B \otimes \rho_{AC}$, also lead to $J(A, B, C) = 0$.

In fact, there is a more general set of conditions under which $J(A, B, C)$ is equal to 0. These conditions can be concisely phrased in terms of the conditional mutual information, defined as $I(A : C|B)_\rho := S(\rho_{AB}) + S(\rho_{BC}) - S(\rho_B) - S(\rho_{ABC})$, where $S(\rho) := -\text{Tr}(\rho \ln \rho)$ is the von Neumann entropy of $\rho$. It turns out that if $I(A : C|B)_\rho = 0$ then $J(A, B, C)_\rho = 0$. This fact can be proved easily by noting that [33]

$$I(A : C|B)_\rho = 0 \iff K_{AB} + K_{BC} - K_B - K_{ABC} = 0$$

for positive definite $\rho_{ABC}$.

Note that

$$J(A, B, C)_\rho = \text{Tr}(\rho_{ABC} [K_{AB}, K_{BC}] = \text{Tr}(\rho_{ABC} [K_{AB}, K_{ABC} + K_B - K_{AB}]) = \text{Tr}(\rho_{ABC} [K_{AB}, K_{ABC} + K_B]) = 0$$

because both $\text{Tr}(\rho_{ABC} [K_{AB}, K_{ABC}])$ and $\text{Tr}(\rho_{ABC} [K_{AB}, K_B])$ are zero for any density matrix $\rho_{ABC}$. Therefore, we conclude

$$I(A : C|B)_\rho = 0 \implies J(A, B, C)_\rho = 0.$$  

Let us emphasize that Eq. (14) holds for both bosons and fermions. This is because the condition $I(A : C|B)_\rho = 0$ for fermions also implies $K_{ABC} = K_{AB} + K_{BC} - K_B - K_{ABC}$ [27].

---

1 If $\rho_{ABC}$ has zero eigenvalues, this equation means that it holds on the subspace spanned by the eigenstates of the nonzero eigenvalues of $\rho_{ABC}$. 
C. Modular flow

One way to interpret \( J(A, B, C) \) is to view it as a response of entanglement entropy under the modular flow. The modular Hamiltonian generates a modular flow, an automorphism on the algebra of operators acting on \( A \):

\[
O \to O(s) = e^{iK_A s}Oe^{-iK_A s}. \tag{15}
\]

The modular flow played an important role in the development of Tomita-Takesaki theory [28]. The modular flow generated by \( K_{BC} \), applied to a state, yields a one-parameter family of states \( \rho_{ABC}(s) := e^{-iK_{ABC}}\rho_{ABC}e^{iK_{ABC}} \). One can verify that

\[
\frac{d}{ds} S(\rho_{AB}(s))|_{s=0} = J(A, B, C). \tag{16}
\]

We leave the proof in Appendix A.

III. AREA LAW

The discussion we had about \( J(A, B, C) \) so far pertains to any quantum state. Now we shift our focus to a more special family of physical systems: gapped quantum many-body systems in two spatial dimensions. The ground state of a gapped system, which we denote as \( \sigma \), is independent of the purification, we can conclude \( \Phi \) is the purified state. Clearly, \( A \) is a subset of \( E \). Therefore,

\[
I(A : C|B)_{\sigma} = I(E : C|D|_{\psi_{BCDE}}. \tag{20}
\]

by using the strong subadditivity of entropy [29]. Because the right hand side is 0, again by the strong subadditivity of entropy, the left hand side must be zero as well. Since the reduced density matrix of \( |\psi\rangle \) over \( ABC \) is independent of the purification, we can conclude

\[
I(A : C|B)_{\sigma} = 0. \tag{21}
\]

An important implication of Eq. (19) is that one can prove \( I(A : C|B)_{\sigma} = 0 \) for any \( A \) which has no nontrivial overlap with \( BCD \), i.e., \( A \subset A \setminus (BCD) \). Let \( E \) be the purifying space of \( BCD \). Physically, \( E \) includes the rest of the physical system that constitutes the two-dimensional quantum many-body system as well as the abstract “environment” that purifies \( \sigma \). By using the purity of this global state, we conclude

\[
(S_{BC} + S_{CD} - S_B - S_D)_{\sigma} = 0 \tag{19}
\]

where \( |\psi\rangle_{BCDE} \) is the purified state. Clearly, \( A \) is a subset of \( E \). Therefore,

\[
I(A : C|B|_{\psi_{BCDE}} \leq I(E : C|D|_{\psi_{BCDE}} \tag{21}
\]

Under Eq. (17), the entanglement entropy obeys the following equation [30]:

\[
(S_{BC} + S_{CD} - S_B - S_D)_{\sigma} = 0 \tag{19}
\]

for regions which are topologically equivalent to the ones depicted in Fig. 2. Here \( (S_X)_{\sigma} \) is a shorthand notation for \( S(\sigma_X) \). (This entropy condition (19) is referred to as axiom A1 in Ref. [30].) This is the starting point of our derivation.

![Fig. 2. Axiom A1: \( (S_{BC} + S_{CD} - S_B - S_D)_{\sigma} = 0 \).](image)

An important implication of Eq. (19) is that one can prove \( I(A : C|B)_{\sigma} = 0 \) for any \( A \) which has no nontrivial overlap with \( BCD \), i.e., \( A \subset A \setminus (BCD) \). Let \( E \) be the purifying space of \( BCD \). Physically, \( E \) includes the rest of the physical system that constitutes the two-dimensional quantum many-body system as well as the abstract “environment” that purifies \( \sigma \). By using the purity of this global state, we conclude

\[
(S_{BC} + S_{CD} - S_B - S_D)_{\sigma} = 0 \tag{19}
\]

by using the strong subadditivity of entropy [29]. Because the right hand side is 0, again by the strong subadditivity of entropy, the left hand side must be zero as well. Since the reduced density matrix of \( |\psi\rangle \) over \( ABC \) is independent of the purification, we can conclude

\[
I(A : C|B)_{\sigma} = 0. \tag{21}
\]

Furthermore, from Eq. (12), we can also conclude that

\[
K_{AB} + K_{BC} - K_B - K_{ABC} = 0. \tag{23}
\]

A. Topological invariance

By using the modular Hamiltonian identities discussed above, we can show that the modular commutator for the tripartition of a disk shown in Fig. 1 is a topological invariant. In other words,

\[
J(A, B, C)_{\sigma} \text{ on a partition of the form } \tag{24}
\]

\[
\begin{align*}
B \quad C \quad D
\end{align*}
\]

Recall that the vanishing conditional mutual information implies a nontrivial linear relation between the modular commutators (Eq. (12)). Thus, by deriving \( I(A : C|B)_{\sigma} = 0 \) for a judiciously chosen set of subsystems \( A, B, \) and \( C \) from Eq. (17), we can derive nontrivial identities between modular commutators. We explain how this works in detail below.
is invariant under smooth deformations of $A$, $B$, or $C$ as long as the topology is preserved. (What follows is a review of Ref. [27], supplemented with more details.) To prove this statement, we shall consider small deformations of the subsystems $A$, $B$ and $C$ of the disk partition whilst keeping their topologies fixed.

First we show that deformations away from $B$ leaves the modular commutator $J(A, B, C)_\sigma$ invariant. Without loss of generality, we consider the two types of deformation of $A$, shown in Fig. 3. From the area law Eq. (17), we obtain

$$I(a : B|A)_\sigma = 0. \quad (25)$$

The fact that this conditional mutual information is zero is equivalent to the fact that $K_{aAB} = K_{AB} + K_{aA} - K_A$; see Eq. (12). Thus we conclude

$$J(Aa, B, C)_\sigma = i\langle[K_{aAB}, K_{BC}]\rangle$$

$$= J(A, B, C)_\sigma + i\langle[K_{aA}, K_{BC}]\rangle - i\langle[K_A, K_{BC}]\rangle$$

$$= J(A, B, C)_\sigma. \quad (26)$$

This argument also applies to the deformation of $C$ (instead of $A$).

![FIG. 3](image)

**FIG. 3.** Subsystems involved in the proof of invariance against deformation of $A$ and $C$ while keeping the other subsystems $(BC$ and $AB$, respectively) intact. Here, $a \subset A \setminus (ABC)$. Second, we show that deformations of $B$ away from $A$ and $C$ leaves the modular commutator $J(A, B, C)_\sigma$ invariant. This deformation is illustrated in Fig. 4. For this case, the crucial facts are the following two quantum Markov chain conditions:

$$I(b : A|B)_\sigma = 0,$$

$$I(b : C|B)_\sigma = 0. \quad (27)$$

Using an analysis similar to the one that leads to Eq. (26), we obtain

$$J(A, Bb, C)_\sigma = i\langle[K_{ABb}, K_{BbC}]\rangle$$

$$= i\langle[K_{AB} + K_{Bb} - K_b, K_{BC} + K_{Bb} - K_b]\rangle$$

$$= J(A, B, C)_\sigma + i\langle[K_{AB}, K_{Bb} - K_b] + [K_{Bb} - K_b, K_{BC}]\rangle$$

$$= J(A, B, C)_\sigma, \quad (28)$$

where we used $\langle[K_{AB}, K_{Bb}]\rangle = \langle[K_{Bb}, K_{BC}]\rangle = 0$.

Now there are two remaining cases, described in Fig. 5. The proofs for these cases are less straightforward because the “obvious” choice of partitions do not form quantum Markov chains in general, e.g., $I(b : A|B)_\sigma \neq 0$ and $I(b : C|B)_\sigma \neq 0$, for the left hand the right figure of Fig. 5, respectively.

![FIG. 4](image)

**FIG. 4.** Subsystems involved in the proof of invariance against deformation of $B$, while keeping $A$ and $C$ intact. Here $b \subset \Lambda \setminus (ABC)$ and $b$ is away from both $A$ and $C$.

Below we solve these cases by using a quantum Markov chain involving a region $D$; here, $D$ is the complement of $ABC$ on system $\Lambda E$, where $E$ is a (finite dimensional) purifying system, such that $\sigma_\Lambda$ is purified to $|\psi_{ABCD}\rangle$.

For each case shown in Fig. 5, we have

$$J(A, B, C)|\psi\rangle = J(D, C, B)|\psi\rangle \quad (29)$$

which replaces the middle entry of modular commutator $B$ by $C$, so that the middle entry is now away from the place of deformation for the left figure. Similarly,

$$J(A, B, C)|\psi\rangle = J(C, D, A)|\psi\rangle, \quad (30)$$

which replaces the middle entry $B$ by $D$, so that the middle entry is now away from the place of deformation for the right figure. Now the problem can be solved in the same manner as the previous cases. With the quantum Markov chain structure $I(b : C \setminus D \setminus b)|\psi\rangle = I(b : C \setminus D)|\psi\rangle = 0$ for the left figure and $I(b : D \setminus A \setminus b)|\psi\rangle = 0$ for the right figure, we prove the desired invariant property of $J(A, B, C)_\sigma$.

To conclude, given subsystems $A$, $B$, and $C$ which are topologically equivalent to those in Fig. 1, $J(A, B, C)_\sigma$ is invariant under any smooth deformation of $A$, $B$, or $C$ that preserves the topology. (Note that $J(A, B, C)_\sigma$ is precisely the quantity that appears on the left hand side of Eq. (3).)

### B. Non-orientable surface

An immediate consequence of this topological invariance is that if the ground state is defined on a non-
orientable surface ($\Lambda$ is non-orientable), then the modular commutator vanishes, i.e.,

$$J(A, B, C)_{\sigma} = 0 \text{ on a face of the form } \triangle. \quad (31)$$

(We note in passing that the following argument does not make use of the fact that $\sigma$ is a ground state. The only assumption used is the invariance of $J(A, B, C)_{\sigma}$ under continuous deformation of the subsystems.) This is because, on a non-orientable surface, one can smoothly deform the disk $ABC$ along a Möbius strip such that, when it comes back, $A$ and $C$ are switched. The topological invariance then says $J(A, B, C)_{\sigma} = J(C, B, A)_{\sigma}$. On the other hand, $J(A, B, C) = -J(C, B, A)$ for any state. This proves Eq. (31).

IV. LOCALITY OF MODULAR HAMILTONIAN

Modular Hamiltonians are generally nonlocal, but they can be local in certain special cases. In any quantum field theory with Lorentz symmetry, $K_A$ is local if $A$ forms a half-space [36, 37]. In conformal field theories, $K_A$ is local if $A$ is a disk [38]. The systems considered in this paper generally do not possess any such symmetries. As such, there seems no a priori reason to believe that the modular Hamiltonians in our setup would have a local structure.

Nevertheless, it is possible to show that the modular Hamiltonians can be local (even without assuming any symmetry), just from Eq. (17). For the derivation of Eq. (3), the decomposition of the modular Hamiltonian on a disk will play an important role and this will be our primary focus. In fact, the argument is more general and can be applied to a disk containing an anyon (as opposed to a modular Hamiltonian obtained from the vacuum).

Whether a local decomposition exists or not depends greatly on the topology of the subsystem. For instance, if the subsystem is an annulus, we shall see that the modular Hamiltonian generally does not admit a local decomposition.

For the ensuing discussion, it will be convenient to consider a sufficiently coarse-grained lattice, so that the correction term in Eq. (17) vanishes. Then we can apply an argument in Eq. (22) to conclude that certain conditional mutual information vanishes. (For example, $I(X : Z|Y)_{\sigma} = 0$ would hold for the partition described in Fig. 6.) This implies — via Eq. (12) — that the modular Hamiltonian can be broken down into a linear combination of modular Hamiltonians acting on smaller subsystems. By repeating this argument, we can decompose the modular Hamiltonian into a sum of operators each of which are localized.

To make our discussion concrete, we set up our convention. Without loss of generality, partition the system into hexagonal cells, each containing a coarse-grained degree of freedom. We can represent each of these cells as a vertex of the dual lattice — a triangular lattice.

For the ensuing discussion, we shall define $F, E, V$ as the sets of faces, edges, and vertices of the triangular lattice. We represent the elements of these sets as $f, e, v$. Let $A \subseteq V$ be a set of vertices. Define $A_g := \{v \in A : \exists(v, u) \in E \text{ s.t. } u \notin A\}$ and $A_{int} := A \setminus A_g$; see Fig. 7(a). Lastly, let $F(A) = \{(v, u, w) \in F : v, u, w \in A\}$, and $E(A) = \{(u, v) \in E : u, v \in A\}$, and $N(v) := \{u \in V : (u, v) \in E\}$.

A. Disk

Let us first show that the modular Hamiltonian over a disk is local. The basic idea is to eliminate one site at a time from the disk, starting from its boundary. Specifically, for a disk $D$, consider a site $u \in D_g$. One can decompose $K_D$ as

$$K_D = K_{D \setminus u} + K_{(N(u) \cap D) \cup \{u\}} - K_{(N(u) \setminus D)}. \quad (32)$$

In particular, we can decompose both $(N(u) \cap D) \cup \{u\}$ and $(N(u) \setminus D)$ into a linear combination of modular Hamiltonians over faces, edges, and vertices. One can always choose the removed site such that the remaining subsystem is still a disk. Thus, one can repeat this argument, obtaining:

$$K_D = \sum_{f \in F(D)} K_f - \sum_{e \in E(D) / E(D)_{\partial}} K_e + \sum_{v \in V_{int}} K_v. \quad (33)$$

(See Fig. 7(b) for examples of $K_f$, $K_e$, and $K_v$.)

Alternatively, we can also derive a different decomposition which will be useful in Section V, i.e., $K_D =$

\[ \text{FIG. 6. Upon coarse-graining the local degrees of freedom, one obtains a triangular lattice of "supersites". (What is shown here is the dual of the triangular lattice.) One can derive, using Eq. (22), that } I(X : Z|Y)_{\sigma} = 0. \]

To achieve this deformation, it is important to have axiom A1 holds on a set of bounded-radius disks which covers the Möbius strip.

\[ \text{FIG. 7. Upon coarse-graining the local degrees of freedom, one obtains a triangular lattice of "supersites". (What is shown here is the dual of the triangular lattice.) One can derive, using Eq. (22), that } I(X : Z|Y)_{\sigma} = 0. \]
all have disk topology, and an anyon X, Y, Z, XYZ
grained lattice; see Fig. 8(b) for an illustration. Suppose
Eq. (35). For concreteness, without loss of generality, as-
ning the conditional mutual information directly using
nonzero.

\[
\sum_{v \in \mathcal{D}} \tilde{K}_v \mathcal{D}, \quad
\tilde{K}_v = \left\{ \begin{array}{ll}
\frac{1}{2} \sum_{v \in \mathcal{E}, e \in \mathcal{E}} K_f - \frac{1}{2} \sum_{v \in \mathcal{E}, e \in \mathcal{E}} K_e & v \in \mathcal{D}_{\text{int}} \\
\frac{1}{2} \sum_{v \in \partial \mathcal{D}, f \in \Pi(\partial \mathcal{D})} K_f - \frac{1}{2} \sum_{v \in \partial \mathcal{D}, e \in \mathcal{E}(\partial \mathcal{D}, \mathcal{E}(\partial \mathcal{D}))} K_e & v \in \partial \mathcal{D}.
\end{array} \right.
\] (34)

Note that \( \mathcal{D} \) in the superscript is not without meanings; each term, e.g., \( K_v^{\mathcal{D}} \), depends on the choice of the disk \( \mathcal{D} \).

B. Disk with an anyon

The decomposition in Eq. (33) applies to the modu-
lar Hamiltonian of the ground state. Here we show that
a similar decomposition applies to excited states which
contains a single anyon. For concreteness, consider a low-
energy state with an anyon located in the interior of the
disk \( \mathcal{D} \); see Fig. 8(a). We denote this state by \( \sigma[^a]_{\mathcal{D}} \). (Let
us remark that we do not actually assume that \( \sigma[^a]_{\mathcal{D}} \)
is the reduced density matrix of an eigenstate of some local
Hamiltonian. The only fact we use is that the reduced
density matrices of \( \sigma[^a]_{\mathcal{D}} \) and \( \sigma_{\mathcal{D}} \) are equal on any disk-
shaped region \( D \subset \mathcal{D} \) that does not contain the anyon.)

The main complication in this context is that the ax-
ion in Fig. 2 does not always hold. If a disk contains a
single anyon \( a \), it has an extra contribution to the von
Neumann entropy \([6, 30]\):

\[
S(\sigma[^a]_{\mathcal{D}}) - S(\sigma_{\mathcal{D}}) = \ln d_a. \quad (35)
\]

Therefore, if the anyon is located in region \( C \) in Fig. 2,
then \( S_{BC} + S_{CD} - S_B - S_D = 2 \ln d_a \), which is generally
nonzero.

However, we can circumvent this issue by comput-
ing the conditional mutual information directly using
Eq. (35). For concreteness, without loss of generality, as-
sume that the anyon is located on a vertex of the coarse-
grained lattice; see Fig. 8(b) for an illustration. Suppose
XY, YZ, XY, YZX all have disk topology, and an anyon \( a \)
is located in \( Y \). Then the net contribution of entropy in
\( S_{XY} + S_{YZ} - S_Y - S_{XYZ} \), due to the anyon \( a \), is zero,

\[
\ln d_a + \ln d_a - \ln d_a - \ln d_a = 0. \quad \text{For example, the choices}
\]

\[
\ln d_a + \ln d_a - \ln d_a - \ln d_a = 0. \quad \text{The same local de-
]

\[
\ln d_a + \ln d_a - \ln d_a - \ln d_a = 0. \quad \text{Thus, the same local de-
]

\[
\ln d_a + \ln d_a - \ln d_a - \ln d_a = 0. \quad \text{Similarly, the net contribu-
]

\[
\ln d_a + \ln d_a - \ln d_a - \ln d_a = 0. \quad \text{This state is}
\]

\[
\ln d_a + \ln d_a - \ln d_a - \ln d_a = 0. \quad \text{Specifically, for an annulus}
\]

\[
\ln d_a + \ln d_a - \ln d_a - \ln d_a = 0. \quad \text{Consider a}
\]
Hamiltonian in the spirit of Eq. (33):

\[ K'^\sigma_{\mathcal{R}} := \sum_{f \in \mathcal{F}(\mathcal{R})} K_f - \sum_{e \in \mathcal{E}(\mathcal{R})/E(\mathcal{R}_0)} K_e + \sum_{v \in \mathcal{V}_{\text{int}}} K_v, \quad (37) \]

where each term in Eq. (37) is the modular Hamiltonian obtained from the ground state \( \sigma \). The left hand side is, in general, not equal to the modular Hamiltonian of \( \mathcal{R} \), which we denote as \( K_{\mathcal{R}}(\sigma) \). (For clarity, here we will make the dependence of the modular Hamiltonian to \( \sigma \) explicit by denoting it as \( K_{\mathcal{R}}(\sigma) \) instead of \( K_{\mathcal{R}} \).) The “Gibbs state” of the Hamiltonian \( K_{\mathcal{R}}(\sigma) \), i.e.,

\[ \rho_{\mathcal{R}}^{\sigma\text{max}} := e^{-K_{\mathcal{R}}}, \quad (38) \]

is actually the maximum-entropy state on \( \mathcal{R} \) among all the states that are locally indistinguishable from the ground state \( \sigma \) [30].

Let us consider the Levin-Wen partition [7] of the annulus \( \mathcal{R} = XYZ \), shown in Fig. 9. One can verify with Eq. (33), that

\[ K_{\mathcal{R}} = K_X Y(\sigma) + K_Y Z(\sigma) - K_Y(\sigma). \quad (39) \]

This is because \( XY \) and \( YZ \) are both disks, and that \( Y \) is a union of two disks on which \( \sigma_Y \) factorizes due to Eq. (17). A simple calculation shows that

\[
S(\sigma_{\mathcal{R}}||\rho_{\mathcal{R}}^{\sigma\text{max}}) = I(X:Z|Y)_\sigma
= 2\gamma,
\]

where \( S(\rho||\sigma) := \text{Tr}\rho(\ln \rho - \ln \sigma) \) is the relative entropy. The \( \gamma \) in the second line is the topological entanglement entropy.

When the state \( \sigma \) has zero topological entanglement entropy, Eq. (40) implies \( S(\sigma_{\mathcal{R}}||\rho_{\mathcal{R}}^{\sigma\text{max}}) = 0 \), and thus the modular Hamiltonian is local: \( K_{\mathcal{R}}(\sigma) = K_{\mathcal{R}} \). However, if \( \sigma \) has nonzero topological entanglement entropy, \( S(\sigma_{\mathcal{R}}||\rho_{\mathcal{R}}^{\sigma\text{max}}) > 0 \), i.e., \( \sigma_{\mathcal{R}} \) and \( \rho_{\mathcal{R}}^{\sigma\text{max}} \) are different states. Moreover, we see that \( K_{\mathcal{R}}(\sigma) \) cannot have any local decomposition in this case. This is because \( \rho_{\mathcal{R}}^{\sigma\text{max}} \) is the closest state to \( \sigma_{\mathcal{R}} \) in the set of the Gibbs states defined by all local Hamiltonians [39, 40] (see Theorem 3 of Ref. [40] in particular).

V. MODULAR CURRENT

Because the modular Hamiltonian for a disk \( \mathcal{D} \) is local, one can formally view it as a local Hamiltonian. Then, the reduced density matrix of the ground state, \( \sigma_{\mathcal{D}} = e^{-K_{\mathcal{D}}} \), can be viewed as a thermal state of this local Hamiltonian at temperature \( T = 1 \). In this Section, we shall study the “energy current” of this Hamiltonian on this “thermal state”

Let us review general facts about energy current in the many-body context. Let \( H = \sum_u h_u \) be a many-body Hamiltonian where the index \( u \) represents a site in a set \( \Lambda \) and \( h_u \) is a self-adjoint operator that acts nontrivially on a ball of bounded radius centered at \( u \). The energy current of this Hamiltonian at temperature \( T \), from \( u \) to \( v \), is defined as \( i\text{Tr}(e^{-H/T}Z^{-1}[h_u,h_v]) \), where \( Z = \text{Tr}(e^{-H/T}) \) is the partition function [12]. More generally, the energy current from \( A \) to \( B \), (where \( A, B \subset \Lambda \) and \( A \cap B = \emptyset \)) is defined as \( \sum_{u \in A,v \in B} \text{Tr}(e^{-H/T}Z^{-1}[h_u,h_v]) \). There are two immediate facts that follow from this definition. First, the energy current between two sufficiently well-separated sets vanishes. This is simply because \( h_u \) and \( h_v \) will be acting nontrivially on two disjoint sets if \( u \) and \( v \) are sufficiently far apart, leading to \( [h_u,h_v] = 0 \).

Second, the energy current is conserved, i.e.,

\[
\sum_u i\text{Tr}(e^{-H/T}Z^{-1}[h_u,h_v]) = \text{Tr}(e^{-H/T}Z^{-1}[H,h_v]) = 0,
\]

where we used the cyclicity of the trace in the last step.

The energy current associated with the modular Hamiltonian can be defined in an analogous way. We shall refer to this “energy current” as the modular current. Concretely, using the decomposition \( K_\mathcal{D} = \sum_{v \in \mathcal{D}} K_v^\mathcal{D} \) (see Eq. (34)), we define the modular current from \( v \) to \( u \) as:

\[
f_{vu}^\mathcal{D} := i(\langle \tilde{K}_v^\mathcal{D} \rangle - \langle \tilde{K}_u^\mathcal{D} \rangle).
\]

See Fig. 10(a) for an illustration. Because the modular Hamiltonian is formally a local Hamiltonian, the modular current is also local and conserved.

![FIG. 10. (a) Two sites within a disk, \( v, u \subset \mathcal{D} \), and the modular current from \( v \) to \( u \). (b) The disk \( \mathcal{D} \) is divided into \( L \), \( R \), and the remainder \( C = \mathcal{D} \setminus (LR) \).

\( f^\mathcal{D}(L,R) = \sum_{v \in L} f_{vu}^\mathcal{D} \).](https://example.com/figure10)

More generally, we shall define the modular current from subsystem \( L \) to subsystem \( R \) (such that \( L, R \subset \mathcal{D} \) and \( L \cap R = \emptyset \)) as

\[
f^\mathcal{D}(L,R) := \sum_{v \in L} f_{vu}^\mathcal{D}, \quad (43)
\]

It follows directly from the definition that the modular
current satisfies the following useful properties:

\[ f(L, R) = -f(R, L), \]
\[ f^D(L_1 L_2, R) = f^D(L_1, R) + f^D(L_2, R), \]
\[ f^D(L, R_1 R_2) = f^D(L, R_1) + f^D(L, R_2), \]
\[ f^D(L, D \setminus L) = 0, \]
\[ f^D(L, R) = f^D(R, C) = f^D(C, L), \text{ for any } LRC = D. \]

See Fig. 10(b) for one choice of \( L, R, C \) for the last case.

What we discussed so far are general properties of the modular current (so long as the modular Hamiltonian admits a local decomposition). However, more can be said about the modular current by utilizing the discussion in Section II, III and IV. Remarkably, any modular current between two subsystems can be determined by a modular current between a single pair of sites multiplied by a rational number determined by the geometry of the subsystems; see Section V A. Furthermore, the modular current vanishes in the bulk, leading to a conserved edge current flowing along the edge; see Section V B.

A. Simplifying the modular current

Below, we will provide a series of arguments that make the calculation of the modular current progressively simpler. Each term \( K^D \) is a linear combination of modular Hamiltonians acting on faces, edges, and vertices; see Eq. (34). For the purpose calculating the modular current, the vertex terms are irrelevant. Consider a vertex term associated with a vertex \( v \) (\( K_v \) of Fig. 7) for concreteness. The key point is that \( v \) is either a strict subset of \( A \subset \Lambda \) or disjoint from \( A \). Either way, modular commutator \( i([K_v, K_A]) \) vanishes because of Eq. (11).

What about the terms associated with the edges or faces (\( K_e, K_f \) of Fig. 7)? Commutators involving some terms of this type are zero. The most trivial case is when their respective supports are disjoint. Another case is when their supports overlap but in such a way that the non-overlapping parts are not adjacent to each other. For instance, for the two faces \( f \) and \( f' \) shown in Fig. 11, we have quantum Markov chain condition \( I(f \setminus f' : f' \setminus f|f \cap f')_\sigma = 0 \), which follows from the area law. Then, by Eq. (14), we conclude that the modular commutator \( i([K_f, K_{f'}]) = J(f \setminus f', f \cap f', f' \setminus f)_\sigma = 0. \)

Thus, the modular commutator is nonzero only if the ground state of the subsystems associated with the respective modular Hamiltonians do not define a quantum Markov chain, in a way discussed above. Furthermore, by the topological invariance of the modular commutator, all these nonzero terms are equal up to a sign. Thus, the commutators of any of the terms \( (K_f, K_e, K_v) \) attain a value of either 0 or \( \pm J \), where

\[ J := J(u, v, w)_\sigma \text{ on a face of the form } \sigma. \]

Let us emphasize that this expression is independent of the face we are choosing. This is because the modular commutator is a topological invariant, as discussed in Section III A.

B. Edge modular current

In this section, we observe that the modular current flows along the edge and vanishes in the bulk. This leads to a well-defined edge modular current; we further calculate its precise value: \( I_\sigma = J/4 \) in Eq. (48). After that, we arrive at our formula of chiral central charge by a physical argument.

First, as we discussed, the modular current \( f^D \) is both conserved and local. On the coarse-grained geometry, the locality is explicit: every individual \( K^D \) acts nontrivially on a ball of radius 1. Therefore, the modular current from \( u \) to \( v \) can be nonzero only if their distance is less or equal to 2. We shall only consider those cases.

Let us begin with the modular current between a pair of sites in the bulk, \( i.e., \mathcal{D}_{\text{int}} \). Using two facts we have already established, it is easy to show that the modular current vanishes between any two such sites: (i) modular commutator \( J(A, B, C) \) is antisymmetric under the exchange of \( A \) and \( C \) and (ii) \( J(A, B, C) \) is invariant under smooth deformation. The key point is that one can express the modular current as a sum of modular commutators wherein the \( A \) and \( C \) appear twice in the sum, with their order exchanged. Naturally, the sum vanishes and so does the modular current. In summary,

\[ f^D_{vu} = 0, \quad \forall v, u \subset \mathcal{D}_{\text{int}}. \]

Together with the locality and conservation properties of the modular current, Eq. (46) yields a conserved edge modular current flows continuously along the edge. Moreover, deforming part of the edge cannot change the current on another portion of the edge; this can be seen explicitly from the local decomposition (34). Therefore, the edge modular current must be invariant under all deformations of disk \( \mathcal{D} \), since such deformations can be built up from local deformations. For this reason, we shall use \( I_\sigma \) to denote the edge modular current, dropping the index \( \mathcal{D} \).

To be concrete, let us take the following formal definition of the edge modular current:

\[ I_\sigma := f^D(L, R), \]

FIG. 11. Two green faces \( f, f' \subset \mathcal{D} \), for which the corresponding modular commutator \( i([K_f, K_{f'}]) \) vanishes.
where $L$ and $R$ are subsystems of $\mathcal{D}$ such that they are sufficiently large and that the triple point that $L$, $R$, and the remainder meets together is sufficiently far away from the edge; see Fig. 10(b). The deformation of $L$ and $R$ in the bulk does not change the modular current $f^{\mathcal{D}}(L, R)$ because the contribution from any pair of bulk sites vanishes. Deformation along the edge also does not change anything, because the modular current is conserved and local. This is why $f^{\mathcal{D}}(L, R)$ represents a well-defined notion of current along the edge, independent of the fine-grained details on the shapes of $L$ and $R$.

In practice, the choice of $L$ and $R$ in Fig. 12 (as small as radius 1) is already a valid choice. The calculation of $I_{\sigma}$ can be done straightforwardly, again using the topological invariance of the modular commutator. All nonzero contributions are summarized in Fig. 12, leading to

$$I_{\sigma} = \frac{1}{4} f^{\mathcal{D}}.$$

As it stands, the edge modular current is indeed insensitive to the choice of disk $\mathcal{D}$, consistent with our expectation.

Now, using a physical argument explained in [27], we can calculate the value of $J$. The idea is to interpret the modular Hamiltonian of the disk as some local Hamiltonian. Viewed this way, the modular current is the energy current of this local Hamiltonian at a “temperature” of $T = 1$. Comparing this expression with Eq. (1), we obtain

$$J = \frac{\pi}{3} c_{\text{\tiny e}}.$$

C. Edge modular current, with a bulk anyon

Consider a disk containing an anyon, whose quantum state is $\sigma^{[u]}_{\mathcal{D}}$ (instead of the ground state $\sigma$); see Fig. 13 for an illustration. It is expected that the presence of an anyon can modify the entanglement spectrum of the disk.\(^3\) Nonetheless, as we shall see below, the edge modular current turns out to be well-defined and the value of this current is not affected by the presence of the anyon; see Eq. (50). Recall that we have already established that the modular Hamiltonian of $\sigma^{[u]}_{\mathcal{D}}$ is local; see Section IV B.

The local decomposition of $\sigma^{[u]}_{\mathcal{D}}$ and $\sigma_{\mathcal{D}}$ only differs in the bulk, in the vicinity of the anyon. This is because they have identical reduced density matrices on any disk $D \subset \mathcal{D}$ that does not contain the anyon. Thus, the commutators of terms (of the form $\langle i | [K^{\mathcal{D}}_u, K^{\mathcal{D}}_v] \rangle$) near the boundary of $\mathcal{D}$ are unaffected. Therefore, it is natural to speculate that the bulk anyon does not change the edge modular current, i.e.,

$$I_{\sigma^{[u]}_{\mathcal{D}}} = I_{\sigma}. \quad (50)$$

As we shall see below, Eq. (50) is indeed true. However, the argument, as it stands, is incomplete. The rest of this section is dedicated to completing this argument.

The missing piece of the argument is the justification of the fact that the edge modular current with respect to $\sigma^{[u]}_{\mathcal{D}}$ (denoted as $I_{\sigma^{[u]}_{\mathcal{D}}}$) is well-defined. Recall that the definition of $I_{\sigma}$ rests on three simple properties of the modular current $f^{\mathcal{D}}_{uv}$ of the ground state $\sigma$: locality, conservation of the current, and the fact that it vanishes in the bulk. We need to justify the same properties for the modular current of the state $\sigma^{[u]}_{\mathcal{D}}$. Both the locality and the conservation follow straightforwardly from the analysis in Section IV B. However, that the current vanishes in the bulk is less obvious and requires a further analysis.

\(^3\) This modification of entanglement spectrum must happen for non-Abelian anyons whose quantum dimension $d_{\alpha} > 1$. This can be seen from the entropy difference Eq. (35).

---

FIG. 12. Summary of all the nonzero modular currents that contribute to the edge modular current $I_{\sigma}$.

FIG. 13. A disk subsystem $\mathcal{D} \subset \Lambda$ containing an anyon, which is in a quantum state $\sigma^{[u]}_{\mathcal{D}}$. The edge modular current is denoted as $I_{\sigma^{[u]}_{\mathcal{D}}}$. As we shall see below, Eq. (50) is indeed true. However, the argument, as it stands, is incomplete. The rest of this section is dedicated to completing this argument.

The missing piece of the argument is the justification of the fact that the edge modular current with respect to $\sigma^{[u]}_{\mathcal{D}}$ (denoted as $I_{\sigma^{[u]}_{\mathcal{D}}}$) is well-defined. Recall that the definition of $I_{\sigma}$ rests on three simple properties of the modular current $f^{\mathcal{D}}_{uv}$ of the ground state $\sigma$: locality, conservation of the current, and the fact that it vanishes in the bulk. We need to justify the same properties for the modular current of the state $\sigma^{[u]}_{\mathcal{D}}$. Both the locality and the conservation follow straightforwardly from the analysis in Section IV B. However, that the current vanishes in the bulk is less obvious and requires a further analysis.

FIG. 14. An anyon $\alpha$ is located in an appropriate region of a tripartition of a disk. (a) The anyon is contained in $v$. (b) The anyon is contained in $b$ and $b \subset B$. (b) The anyon is contained in $c$ and $c \subset C$.

With an appropriate coarse-graining, we can always ensure that the anyon resides strictly inside a single unit.
cell. Therefore, it suffices to consider two types of modular commutators, \( J(u, v, w)_{\sigma[a]} \) and \( J(w, u, v)_{\sigma[a]} \) with respect to the partitions in Fig. 14(a). The argument for the topological invariance of the modular commutator in Section III A applies here as well, as long as the deformation occurs sufficiently far away from the anyon. This is because the requisite conditional independence relation was derived from A1 (see Eq. (22)), a local condition on \( \sigma \). Therefore, all we need to show is that \( J(A, B, C)_{\sigma[a]} = J \) for the partition in Fig. 14 (b) and (c) respectively.

If we remove the anyon by removing region \( b \) in Fig. 14(b), or removing region \( c \) from (c), then the tripartition of the disk contains no anyon. Therefore, \( J(A, B \setminus b, C) = J \) for (b) and \( J(A, B, C \setminus c) = J \) for (c), from the topological invariance of \( J \). Therefore, the remaining task is to show

- \( J(A, B, C)_{\sigma[a]} = J(A, B \setminus b, C)_{\sigma[a]} \) for the partition in Fig. 14(b).
- \( J(A, B, C)_{\sigma[a]} = J(A, B, C \setminus c)_{\sigma[a]} \) for the partition in Fig. 14(c).

We can prove both statements, using an argument similar to the one used in Section III A. A small difference is that the requisite conditional independence condition does not follow immediately from A1. Instead, we need to show \( I(b : A \setminus b) = I(b : C \setminus b) = 0 \) for the partition in Fig. 14(b) and \( I(c : B \setminus c) = 0 \) for the partition in Fig. 14(c). Happily, both of these conditions follow straightforwardly from known results [6, 30]. Thus, the modular current for the state \( \sigma_{\sigma[a]} \) vanishes in the bulk. This completes the derivation of Eq. (50).

The consequence of this analysis is the physical prediction that a single anyon in the bulk does not modify the magnitude of the edge energy current, when the temperature is low compared to the bulk energy gap and high enough such that the boundary length is large compared to the thermal correlation length. (In other words, formula (1) still holds when there is an anyon in the bulk.) This prediction is consistent with existing literature; see Appendix D.2 of Ref. [12].

VI. GAPPED DOMAIN WALL

In this Section, we show that two systems which are joined via a gapped domain wall has the same value of \( J \). This is a nontrivial evidence that \( J \) is indeed proportional to the chiral central charge.

The notion of gapped domain wall we use is based on the entanglement bootstrap program [31, 41]. In the entanglement bootstrap program, one begins with a set of axioms on local patches of the wave function and deduces the logical consequence of these axioms. These axioms are summarized in Fig. 15. Specifically, let \( \sigma \) be some reference state, which can be again thought as the ground state of the many-body system. We assume that \( (S_C + S_BC - S_B)_{\sigma} = 0 \) (red) and \( (S_C + S_CD - S_B - S_D)_{\sigma} = 0 \) (green), both in the bulk and on the domain wall, over arbitrarily large regions that can be smoothly deformed from the shown configurations. The subsystems are allowed to be deformed as long as the boundaries between \( B \) and \( D \) do not cross the domain wall.

The main result of this Section is the following theorem.

**Theorem 1.** The modular commutator calculated from gapped phases \( P \) and \( Q \) are identical,

\[ J^P = J^Q, \]

if the two phases \( P \) and \( Q \) are separated by a gapped domain wall.

**Proof.** Proving the statement \( J^P = J^Q \) is equivalent to proving the statement that \( J(A, B, C)_{\sigma} = 0 \) for the partition shown in Fig. 16(a). This is because \( J(A, B, C) \) is additive under a tensor product; see Eq. (7). (Here the relevant tensor product is the tensor product structure of \( \sigma \) on a disk in the \( P \) phase and its “mirror image” in

\[ (S_C + S_BC - S_B)_{\sigma} = 0 \quad \text{and} \quad (S_C + S_CD - S_B - S_D)_{\sigma} = 0 \]

**FIG. 15. Summary of the domain wall axioms.**

**FIG. 16. Passing through the domain wall.**
the $Q$ phase.) By the axiom on the bottom left corner of Fig. 15 (also known as $\text{A}0$ in Ref. [30]), any bulk region within $P$ and its counterpart in $Q$ are decoupled from each other.

Let us consider a reference state $\sigma$ on a large enough disk containing $AA'BCD$ and an extra layer around it. Let $|\psi_{AA'BCDE}\rangle$ be the purification of the reference state; here $E$ is the complement of $AA'BCD$ (with the purifying space included). It follows from the bulk-axiom $\text{A}1$ that

$$I(B : E|C)_{|\psi}\rangle = I(B : A'|A)_{|\psi}\rangle = 0. \quad (52)$$

Using the identity $K_{BCE} = K_{BC} + K_{CE} - K_{C}$, we obtain $J(A, B, C)_{|\psi} = J(A, B, C|E)_{|\psi}$. Similarly, using $K_{AA'B} = K_{AA'} + K_{AB} - K_{A}$, we obtain $J(A, B, C)_{|\psi} = J(AA', B, C|E)_{|\psi}$. Next, we deform the operators according to $K_X|\psi_{XY}\rangle = K_Y|\psi_{XY}\rangle$. We find that

$$\langle [K_{AA'B}, K_{BCE}] \rangle = \langle [K_{CDE}, K_{AA'D}] \rangle. \quad (53)$$

We further divide $D$ into $D_1D_2$, as is shown in Fig. 16(b). From the wall-axiom $\text{A}1$, one derives

$$I(D_2 : CE|D_1)_{|\psi}\rangle = I(D_1 : AA'|D_2)_{|\psi}\rangle = 0 \quad (54)$$

It follows that

$$\langle [K_{CDE}, K_{AA'D}] \rangle = \langle [K_{CED_1} + K_{D_1D_2} - K_{D_1}, K_{AA'D_2} + K_{D_1D_2} - K_{D_2}] \rangle = \langle [K_{CED_1}, K_{D_1D_2}] + [K_{D_1D_2}, K_{AA'D_2}] \rangle = 0. \quad (55)$$

The second line follows from the rewriting of the modular Hamiltonian using the Markov chain conditions Eq. (54). The third line is arrived after dropping non-overlapping terms and applying $\langle [K_A, K_{AB}] \rangle = 0$. The last line follows from the vanishing of modular commutators due to the Markov chain condition Eq. (54).

In conclusion, $J(A, B, C)_{|\psi} = 0$ for the partition in Fig. 16, which implies that $J^Q = J^P$. \hfill \square

To see the key point of the proof, we encourage the readers to repeat the proof for a special topology explained below, for which the topology of the regions may be easier to grasp. Suppose that the reference state is on a sphere and it is pure, denoted as $|\psi\rangle$. The northern hemisphere ($P$ phase) and the southern hemisphere ($Q$ phase) are separated by a domain wall at the equator.

We can formally view the sphere as a double-layered disk, with the two layers connected along the boundary of the disk. (The northern and the southern hemisphere can be thought as the first and the second layer, respectively.) This way, we can view the state on the sphere as a state on a disk with a gapped boundary. We want to show that $J(A, B, C)_{|\psi} = 0$ for the partition of this disk shown in Fig. 17.

It is easy to see that the regions in Fig. 17 are identical to those in Fig. 16 once we relabel $C'$ as $E$. Every step of the proof goes through.

In particular, $J(\tilde{A}, B, \tilde{C})_{|\psi} = J(A, B, C)_{|\psi}$ due to $I(B : A'|A)_{|\psi} = I(B : C'|C)_{|\psi} = 0$. Then

$$\langle [K_{AB}, K_{\tilde{B}\tilde{C}}] \rangle_{|\psi} = \langle [K_{C_D}, K_{\tilde{A}\tilde{D}}] \rangle_{|\psi} = \langle [K_{CD_2} + K_{D_1D_2} - K_{D_2}, K_{\tilde{A}\tilde{D}_1} + K_{D_1D_2} - K_{D_1}] \rangle_{|\psi} = 0. \quad (56)$$

Thus $J(A, B, C)_{|\psi} = 0$ for this gapped boundary problem. This implies that $J^Q = J^P$ under the aforementioned special topology.

The proof making use of Fig. 16 is based on the same idea but it is more flexible: it does not put any requirement of the global topology of the physical system and there is no need to assume a pure reference state.

**Corollary 1.1.** The modular commutator, for the partition in Fig. 1, has $J(A, B, C) = 0$ for any 2D reference state that admits a gapped boundary separating it and the vacuum.

The physical implication of theorem 1 and corollary 1.1 is that the equality of chiral central charge

$$c_-(P) = c_-(Q), \quad (57)$$

is a necessary condition for the two gapped 2D phases to be separated by a gapped domain wall. (At least, this has to be true if the phases can be described by the entanglement bootstrap approach.) Thus, the chiral central charge for a gapped phase describable by the entanglement bootstrap approach must have $c_- = 0$ if it admits a gapped boundary.

It is worth noting that $c_- = 0$ is a necessary condition for a gapped boundary to exist. However, it is not a sufficient condition. See [42] for an example. In a broader context, these obstructions come from the higher central charges [43–45]. It remains an interesting question whether it is possible to determine a necessary and sufficient condition for gapped boundary and domain walls to exist just from a ground state wave function.
VII. NUMERICAL EVIDENCE

In this Section, we provide a numerical evidence for our formula. We consider a model ground state wave function of an interacting quantum spin system on a lattice, whose underlying phase is known and well-studied. This is a model wave function that describes a chiral topological order with semion statistics, introduced by Nielsen et al [32]. This wave function can be thought as a discrete version of the \( \nu = \frac{1}{4} \) bosonic Laughlin state [46, 47].

While our focus lies in the chiral central charge, we also study the total quantum dimension \( D \) for comparison. That the latter quantity can be extracted from a topologically ordered ground state wave function is well-known [6, 7]. For our system of interest, \( c_- = 1 \) and \( D = \sqrt{2} \), leading to

\[
J = \pi/3 \approx 1.047, \\
\gamma = \ln \sqrt{2} \approx 0.347. \tag{58}
\]

Here \( \gamma \) is the topological entanglement entropy (18) calculated using the partition in Fig. 1.

Here are the essential details of the wave function [32] relevant to our calculation. Consider a pair \((N, \{z_j\}_{j=1}^N)\), where \( N \) is an even number and \( z_j \in \mathbb{C} \); all \( z_j \) are distinct but otherwise arbitrary. For each position \( z_j \) we assign a qubit; the total Hilbert space, being a tensor product of \( D = \sqrt{2} \), leading to

\[
|\Psi(N, \{z_j\}_{j=1}^N)\rangle = \sum_{\{s_i\}_{i=1}^N} c(\{s_i\}_{i=1}^N)|\{s_i\}_{i=1}^N\rangle. \tag{59}
\]

Here \( s_i = \pm 1 \) and the complex coefficients are given by

\[
c(\{s_i\}_{i=1}^N) = \delta_a \prod_{n < m} (z_n - z_m)^{2 s_n s_m}, \tag{60}
\]

where \( \delta_a = 1 \) for \( \sum_i s_i = 0 \) and \( \delta_a = 0 \) otherwise. (Compared to Ref. [32], we have chosen \( a = \frac{1}{2} \) for semion and a trivial phase factor of \( \chi_{p,s_p} = 1 \).)

In order to carry out the calculation of \( J \) and \( \gamma \), we put the model wave function on a sphere.\(^4\) This can be done via the stereographic projection. Namely, we assign \((\theta_j, \phi_j)\) to \( z_j \) according to

\[
\tilde{z}_j = (\sin \theta_j \cos \phi_j, \sin \theta_j \sin \phi_j, \cos \theta_j). \tag{61}
\]

where \( \theta_j \in [0, \pi] \) and \( \phi_j \in [0, 2\pi] \). The corresponding unit vector of in 3-dimensional Euclidean space is

\[
\hat{n}_j = (\sin \theta_j \cos \phi_j, \sin \theta_j \sin \phi_j, \cos \theta_j). \tag{62}
\]

where \( j = 1, 2, \cdots, N \). See Fig. 18 for an illustration of \( N = 24 \). The golden angle automatically makes the points fairly uniform for large \( N \).

The advantage of our choice of lattice is that one can generate a fairly evenly distributed set of points on a sphere with a modest effort. While these points are not perfectly evenly distributed, the calculated value of \( J \) should be insensitive to these microscopic details because our derivation of \( J = \frac{\pi}{c_-} \) did not depend on them. Indeed, our numerical analysis confirms this expectation.

Specifically, we computed the semion wave function for the lattice \( \Lambda(N, \varphi) \) for \( N \in \{12, 14, 16, 18, 20, 22, 24, 26\} \). For each \( N \), we partition the sphere into four subsystems \( A, B, C \) and \( D \) such that they have a tetrahedral symmetry. Because the points on the sphere are not perfectly evenly distributed, the value of \( J \) depends on which set of points belong to which of the subsystems. We thus average over different choices of subsystems over Haar-random rotation of the sphere. This way, we have obtained at least 1000 randomly generated values of \( (J, \gamma) \) for each \( N \in \{12, 14, 16, 18, 20, 22, 24, 26\} \). (The largest system size of \( N = 26 \) was limited to 1000 samples, whereas the other system sizes ranged all the way up to \( 1.6 \times 10^4 \).) For the largest size we can probe \((N = 26)\), we find \( \gamma \approx 0.381 \) and \( J \approx 0.964 \), each deviating 11.5\% and 8.3\% from the theoretically predicted value, respectively.

Intriguingly, the deviation monotonically decreases as \( N \) increases; see Fig. 19. Thus, by making an educated guess on the functional form of the correction, we can extrapolate the function to the \( N \to \infty \) limit. We used

\[\text{FIG. 18. The lattice } \Lambda(24, \varphi). \text{ The } 24 \text{ points are distributed fairly even on a sphere.}\]
two different families of ansatz:

\[ f_p(x) = ax^{-b} + c, \]
\[ f_e(x) = ae^{-bx^d} + c, \]

63

each corresponding to the “power-law” and “exponential” ansatz. For \( J \), the exponential ansatz provided a significantly better fit than the power-law ansatz. In particular, the value of \( d \) in the range of \( 0.4 < d < 0.6 \) provided comparable results, with the extrapolated value ranging between \( 1.067 \pm 0.013 \) and \( 1.045 \pm 0.009 \). (We note that, outside of this range, the quality of the fit degraded significantly. In particular, for \( d \geq 0.7 \), we could not fit the function to the data due to convergence issue.) In contrast, for \( \gamma \), the exponential ansatz did not provide a significantly better fit than the power-law based ansatz. For the exponential ansatz \( f_e(x) = ae^{-bx^{1/2}} + c \), the extrapolated value was \( 0.113 \pm 0.062 \), a significant deviation from \( \ln \sqrt{2} \approx 0.347 \). The best fit was produced by choosing \( d = 1.5 \), yielding \( 0.3384 \pm 0.0004 \). For the power law ansatz, for \( b = 0.5 \) and \( b = 1 \), the extrapolated values were \( 0.318 \pm 0.005 \) and \( 0.217 \pm 0.006 \), respectively. Thus, compared to the topological entanglement entropy, extrapolated value of \( J \) is significantly more consistent with our theoretical prediction.

While the precise dependence of \( J \) on system size \( N \) is unknown at this point, we can make an educated guess, based on the analysis above and the following physical argument. In the large \( N \) limit, we expect the correlation length to be \( \xi \propto 1/\sqrt{N} \), in the unit of the radius of the sphere. If the correction term decays exponentially with the inverse of the correlation length, we can expect the correction to decay exponentially in \( N^{0.5} \). This meshes well with the fact that the fit for the exponential ansatz performed well in the \( 0.4 < b < 0.6 \) range. Thus, we propose the following ansatz for \( J \) for finite \( N \):

\[ J(N) = a \exp(-bN^{0.5}) + J(\infty). \]
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From this ansatz, we obtain the best fit \( J(N) = 1.054 - 6.665 \exp(-0.845N^{0.5}) \), from which we conclude that

\[ J(\infty) = 1.054 \pm 0.013. \]
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The difference between the numerically estimated value and the predicted value of \( J \) is thus less than the standard deviation, supporting our formula.

VIII. DISCUSSION

The main contribution of our manuscript is twofold. First, we have elucidated a general relationship between the modular commutator (Eq. (4)), conditional mutual information, (bosonic) time reversal, modular flow. The modular commutator is a single quantity that possesses an intimate relationship with these seemingly unrelated objects, and this relationship calls for a further study of modular commutator in other physical systems.

Secondly, we provided nontrivial evidence for our formula for the chiral central charge, i.e., Eq. (3). There were two main pieces of evidence, one being analytical and the other being numerical. The analytical evidence is the proof (in the framework of the entanglement bootstrap program [30, 31]) that the formula yields the same value if two bulk phases are joined via a gapped domain wall. This result is consistent with the physical intuition that a gapped domain wall can exist only if the two bulk phases separated by the domain wall have the same chiral central charge. The numerical evidence was based on an exact calculation and an extrapolation based on model wave functions describing the semion model [32]. This model wave function has a chiral central charge of \( c_- = 1 \), and our numerical study yields (upon extrapolation) a result consistent with \( \approx 0.7\% \) error. These results add credence to the claim that the modular commutator is related to the chiral central charge for gapped quantum many-body systems in two spatial dimensions.

Below, we list natural questions that arise from our work, which we leave as open problems.
1. Can one prove the quantization of the chiral central charge from the axioms of entanglement bootstrap [30]? In Section V, we only used one of the two entanglement bootstrap axioms (axiom A1) and a physical argument to arrive at our formula. Perhaps, to make further progress on this problem, axiom A0 may play a role.

2. Can one deduce symmetry-protected topological invariants (e.g., [50–54]) of the phase from the modular Hamiltonian?

3. It will be interesting to calculate the modular commutator in other systems that have a chiral nature. Notable candidates are: (1) the critical point of the quantum phase transition between a pair of gapped chiral phases; (2) gapless systems (with a non-quantized) thermal Hall response, e.g., those proposed to be described by a chiral spin liquid with spinon Fermi surfaces [55, 56]; and (3) free-fermion systems, which may admit a simple form of the quantity [57]. Another interesting example is the Standard model of particle physics, which is a chiral theory; precisely speaking, it violates both parity $P$ [58, 59] and time reversal $T$ (which is better known as $CP$ violation) [60–62].

4. Is the modular commutator UV-finite in quantum field theory in general? In our manuscript, the UV-finiteness of the modular commutator follows from the entanglement area law and its relation to the energy current at the edge. This line of reasoning will clearly not apply, for instance, if there is a correction to the entanglement entropy that scales logarithmically with the subsystem size [38, 63–65].

5. It will be interesting to understand if the modular commutator has any bearing in quantum information theory. Clearly, the modular commutator quantifies something quantum; it is trivially zero for classical states because their reduced density matrices commute. However, it is unclear if the modular commutator has any operational interpretation in quantum information theory.

6. We showed that the modular commutator $J$ vanishes for states whose conditional mutual information vanishes on the three regions used to define $J$. We leave open the problem of proving a robust version of that statement that holds for states with nearly zero conditional mutual information, as is often the case for physical systems.

7. Chiral objects appear in nature in diverse forms, from large objects such as seashells and pinecones to their constituent molecules [66]. Chirality also has found its importance in synthetic chemicals, and the catalyzes that are needed to produce them [67]. These chiral molecules are examples of few-body quantum systems that possess chirality. (As objects with finite size, the thermal state can be a superposition of both chiralities, but the time it takes to relax to that equilibrium state can be longer compared with any practical time scales.) It is interesting to ask if the modular commutator or a suitable generalization can be useful to characterize the chirality of few-body quantum systems.
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$\rho$ is a full-rank state, and then take the
$\epsilon = 0$ limit.

By Duhamel’s formula, (suppressing the explicit $s$-
dependence)

$$\frac{d}{ds} S(\rho(s))|_{s=0} = -\text{Tr} \left( \frac{d\rho(s)}{ds} \ln \rho(s) \right) |_{s=0} - \text{Tr} \left( \rho(s) \frac{d}{ds} \ln \rho(s) \right) |_{s=0}. \quad (A2)$$

Dividing both sides by $\rho^2$, both on the left and the right, we obtain

$$\rho^{-\frac{1}{2}} \frac{d\rho}{ds} \rho^{-\frac{1}{2}} = \int_{-\frac{1}{2}}^{\frac{1}{2}} \rho^t \left( \frac{d}{ds} \ln \rho \right) \rho^{-t} dt$$

$$= \sum_{i,j} \left( \frac{d}{ds} \ln \rho \right)_{ij} |i\rangle \langle j| \sinh \left( \frac{\ln \lambda_i - \ln \lambda_j}{2} \right) \frac{1}{\ln \lambda_i - \ln \lambda_j}, \quad (A4)$$

Any density matrix can be made positive definite by adding a
tiny perturbation. Specifically, we can take $\rho \rightarrow \rho(1 - \epsilon) + \epsilon \sigma$, where $\sigma$ is a full-rank state, and then take the $\epsilon \rightarrow 0$ limit.
where \(|\{i\}\rangle\) and \(|\lambda_i\rangle\) are the set of eigenstates and the eigenvalues of \(\rho(s)\), respectively. Thus, we obtain
\[
\frac{d\ln \rho}{ds} = \Phi \left( \rho^{-\frac{1}{2}} \frac{d\rho}{ds} \rho^{-\frac{1}{2}} \right),
\]
(A5)
where \(\Phi\) is a linear operator defined as
\[
\Phi[O] = \sum_{i,j} O_{ij} |i\rangle \langle j| \frac{\ln \lambda_i - \ln \lambda_j}{\sinh \left( \frac{\ln \lambda_i - \ln \lambda_j}{2} \right)}
\]
(A6)
for any operator \(O\). Moreover, the dual of \(\Phi\) (denoted as \(\Phi^\dagger\)) with respect to the Hilbert-Schmidt inner product satisfies \(\Phi^\dagger|\rho\rangle = \rho\). Thus,
\[
\text{Tr} \left( \rho \frac{d}{ds} \ln \rho \right) = \text{Tr} \left( \rho^{-\frac{1}{2}} \frac{d\rho}{ds} \rho^{-\frac{1}{2}} \right) = \text{Tr} \left( \frac{d\rho}{ds} \right) = 0.
\]
(A7)
Thus, we conclude that
\[
\frac{d}{ds} S(\rho)_{|s=0} = -\text{Tr} \left( \frac{d\rho}{ds} \ln \rho \right)_{|s=0} = 0.
\]
(A8)

Plugging in \(\rho_{ABC}(s) = e^{iK_{BC}s}\rho_{ABC}e^{-iK_{BC}s}\), we obtain Eq. (A1).

Below is an alternative way to see \(\text{Tr} \left( \rho \frac{d}{ds} \ln \rho \right) = 0\). First, this is true when \(\rho(s)\) is classical, namely when \(\rho(s) = \sum_i |i\rangle \langle i|\), where the orthonormal basis \(|i\rangle\) is independent of \(s\); this follows from \(\text{Tr} \left( \rho \frac{d}{ds} \ln \rho \right) = \sum_i \lambda_i \frac{d}{ds} \ln \lambda_i = \sum_i \frac{d}{ds} \lambda_i = \frac{d}{ds} \text{Tr} \rho = 0\).

For the quantum case, the basis can change as well. For small \(s\), in a proper choice of basis \(^6\) we have
\[
\rho = U \left( \sum_i \lambda_i |i\rangle \langle i| \right) U^\dagger,
\]
(A9)
\[
\ln \rho = U \left( \sum_i \ln \lambda_i |i\rangle \langle i| \right) U^\dagger.
\]
Here, the unitary operator \(U\) and the eigenvalues \(|\lambda_i\rangle\) depend on \(s\), whereas the orthonormal basis \(|i\rangle\) does not. Therefore
\[
\text{Tr} \left( \rho \frac{d}{ds} \ln \rho \right) = \text{Tr} \left( \rho \frac{dU}{ds} U^\dagger \ln \rho + \rho \ln \rho U \frac{dU^\dagger}{ds} \right)
\]
\[
+ \sum_i \lambda_i \frac{d\ln \lambda_i}{ds} = 0.
\]
We have used \(\frac{dU}{ds} U^\dagger + U \frac{dU^\dagger}{ds} = 0\), which follows from unitarity.

---

**Appendix B: Numerical Method**

In this Section, we discuss a numerical method to compute \(J(A, B, C)\), given access to the full many-body wave function. Note that the modular commutator can be expressed as
\[
J(A, B, C) = 2\text{Im}(\langle \bar{\psi}_A | \bar{\psi}_B | \bar{\psi}_C \rangle),
\]
(B1)
where \(|\bar{\psi}_X\rangle = K_X |\psi\rangle\). Thus, calculation of \(J(A, B, C)\) can be reduced to the calculation of \(|\bar{\psi}_X\rangle\).

While this calculation can be performed by computing the reduced density matrix over \(X\), taking the logarithm, tensor with the identity on the complement of \(X\), and then applying this operator to the state |\(\psi\rangle\), there is a more efficient approach. Given |\(\psi\rangle\), we can always perform a Schmidt decomposition over the partition of the system into \(X\) and its complement. Denoting the complement of \(X\) as \(\bar{X}\), we get
\[
|\psi\rangle_{X\bar{X}} = \sum_n \sqrt{p_n} |\phi_n\rangle_X |\psi_n\rangle_{\bar{X}},
\]
(B2)
where \(|\phi_n\rangle_{X}\) and \(|\psi_n\rangle_{\bar{X}}\) are orthonormal basis sets for the Hilbert space over \(X\) and \(\bar{X}\) respectively. One can simply define a matrix \(\sum_{i,j} \bar{\psi}_{ij} |i\rangle_X \langle j|\) and compute its singular value decomposition. Now the calculation of \(|\bar{\psi}_X\rangle\) is straightforward. One can simply change each singular value \(\lambda\) to \(-2\lambda \ln \lambda\). Mapping the resulting operator back to a state, we obtain \(|\bar{\psi}_X\rangle\).
