Transition from spatial coherence to incoherence in coupled chaotic systems
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We investigate the spatio-temporal dynamics of coupled chaotic systems with nonlocal interactions, where each element is coupled to its nearest neighbors within a finite range. Depending upon the coupling strength and coupling radius, we find characteristic spatial patterns such as wave-like profiles and study the transition from coherence to incoherence leading to spatial chaos. We analyze the origin of this transition based on numerical simulations and support the results by theoretical derivations identifying a critical coupling strength and a scaling relation of the coherent profiles.

To demonstrate the universality of our findings we consider time-discrete as well as time-continuous chaotic models realized as logistic map and Rössler or Lorenz system, respectively. Thereby we establish the coherence-incoherence transition in networks of coupled identical oscillators.
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I. INTRODUCTION

While isolated nonlinear systems are fairly well understood, much less is known about emergent dynamics of coupled systems [1–6]. Complete synchronization, also known as zero-lag synchronization, where all nodes of a network behave identically, is just the simplest scenario. Nevertheless, it has important applications, for instance, as chaos synchronization for secure communications [7, 8]. Other types of synchronization have been found as well, including phase-lag, cluster, or generalized synchronization [4]. Recently a new form of dynamics called chimera state triggered a lot of research [9–19]. These chimera states arise in regular networks of identical phase oscillators and consist of parts with high spatial coherence and regions where spatial coherence is lost. They can be realized with carefully prepared initial conditions and a nonlocal network topology, which both are crucial ingredients for these states. Similar phenomena, localized patterns surrounded by a chaotic background, were found in populations of threshold elements with nonlocal interaction, related to a continuity-discontinuity transition [20].

In this paper we investigate in detail the transition from spatial coherence to incoherence in both time-discrete and time-continuous chaotic systems, using the well-known models of the logistic map and the Rössler system, respectively. See also Ref. [21] for a first report on this transition. We consider a ring topology and use the coupling strength and coupling range as bifurcation parameters. At the transition we observe partially incoherent chimera-like states that we identify as spatial chaos [22, 23].

This paper is structured as follows: Section II introduces the model equations. Sections III and IV describe the general coherence-incoherence scenario and numerical results on the coherence-incoherence transition, respectively. Analytical results are presented in Sec. V. In Sec. VI we demonstrate that the observed scenario can also be found in the Lorenz model. Finally we conclude in Sec. VII.

II. MODELS

In order to investigate the universality of the coherence-incoherence transition for $N$ coupled oscillators we consider different nonlinear models: As chaotic systems we employ the time-discrete, logistic map as well as the Rössler system. The latter is paradigmatic for chaos described by ordinary differential equations.

As a control parameter we use the coupling strength $\sigma$ and the coupling radius $r = P/N$, where $P$ denotes the number of nearest neighbors in each direction on a ring. Varying the value of $P$ from 1 to $N/2$ we cover the range of regular network topologies from local (nearest-neighbor) to global (all-to-all) coupling.

A. Logistic map

As an example for time-discrete systems, we study coupled maps:

$$z_{i}^{t+1} = f(z_{i}^{t}) + \sigma \frac{1}{2P} \sum_{j=-P}^{P} [f(z_{j}^{t}) - f(z_{i}^{t})],$$

(1)
where \( z_i \) \((i = 1, ..., N)\) are real dynamic variables and \( t \) denotes the discrete time. In the coupling term the index \( i \) is periodic mod \( N \). The function \( f(z) \) is a local one-dimensional map that we choose as the logistic map \( f(z) = az(1 - z) \). We fix the bifurcation parameter \( a \) at the value \( a = 3.8 \) unless stated otherwise. This is a value that yields chaotic behavior with a positive Lyapunov exponent \( \lambda \approx 0.431 \).

### B. Rössler system

In order to show that the coherence-incoherence transition scenario is universal, we will also discuss nonlocally coupled networks of time-continuous systems. As a prominent example for chaotic systems, we consider the Rössler model. In analogy to Eq. (1) the compound system is given by

\[
\begin{align*}
\dot{x}_i &= -y_i - z_i + \frac{\sigma}{2P} \sum_{j=-P}^{+P} (x_j - x_i), \\
\dot{y}_i &= x_i + ay_i + \frac{\sigma}{2P} \sum_{j=-P}^{+P} (y_j - y_i), \\
\dot{z}_i &= b + z_i(x_i - c) + \frac{\sigma}{2P} \sum_{j=-P}^{+P} (z_j - z_i),
\end{align*}
\]

with \( i = 1, ..., N \). Again the index \( i \) is periodic mod \( N \) to realize the underlying ring topology. The system’s parameters are chosen as \( a = 0.42 \), \( b = 2 \), and \( c = 4 \) showing chaotic behavior in the uncoupled case.

The \( 3N \) coupled Eqs. (2) can also be written in compact form as follows

\[
\dot{X} = F(X) + \frac{\sigma}{2P} (G \otimes H) X
\]

with \( X = (x_1, y_1, z_1, ..., x_N, y_N, z_N) \) and a \( 3 \times 3 \) coupling matrix \( H \) that determines, which components are transmitted. The \( N \times N \) matrix \( G \) describes the network topology. In the case of Eqs. (2), we have the identity matrix for \( H \), and a circulant matrix with cyclically permuted rows \((-2P, 1, ..., 0, 1, ..., 0, 1, ..., 1)\) is chosen for \( G \) such that \( g_{ii} = -2P \).

This notation has been employed in the framework of the master stability function in order to investigate complete, potentially chaotic synchronisation [24]. Based on a variational equations this formalism allows for calculation of the Lyapunov exponent transverse to the synchronisation manifold [25, 26]. The master stability function technique has been used in various contexts ranging from generic models [27, 28] to coupled lasers [29, 30] and neuroscience [31, 32]. It can also be extended to cluster synchronization [33], but does not give conclusive results for the purpose of the investigation of spatially incoherent states.

### III. STRUCTURE OF COHERENCE TONGUES

Let us discuss first the coherence-incoherence transition for coupled logistic maps described by Eq. (1). For large values of coupling radius \( r \) and coupling strength \( \sigma \) we observe complete chaotic synchronization. There the oscillators behave identically \((z_{\text{sync}} = z_1 = ..., = z_N)\), but chaotically in time following the dynamics of \( f \).

Using the fact that the coupling matrix of system (1) is a circulant matrix, with cyclically permuted rows \((-2P, 1, ..., 0, ..., 0, 1, ..., 1)\), we obtain analytically the values for \( N - 1 \) transversal Lyapunov exponents of the completely synchronized solution \( z_{\text{sync}} \):

\[
\lambda_{\perp,m} = \lambda_{||} + \ln \left| \frac{1 - \sigma}{\sigma} + \frac{\sigma}{2P} \sum_{k=1}^{P} \cos \left( \frac{2\pi mk}{N} \right) \right| ,
\]

\( m = 1, ..., N - 1 \), where \( \lambda_{||} > 0 \) denotes the longitudinal Lyapunov exponent corresponding to the one-dimensional local map, and the second term on the right-hand side is derived from the eigenvalues of the Jacobian matrix of the system, using the fact that coupling matrix is circulant.

With a decrease of the coupling radius \( r \) or the coupling strength \( \sigma \) the completely synchronized solution loses its stability in a blowout bifurcation, where the largest transverse Lyapunov exponent becomes positive. The position of the blowout bifurcation line in the \((r, \sigma)\)-plane depends on the local dynamics of the system elements. Figure 1 shows examples for the blowout bifurcation curves for \( a = 3.6, 3.8, \) and \( 4.0 \). For any of these values the local logistic maps operate in the chaotic regime. The region of complete chaotic synchronization is the region above the blowout bifurcation curves.
The completely synchronized state represents the simplest example of spatial coherence. To be precise, we will call a network state $z^i_k$, $i = 1, \ldots, N$, coherent on the circle $S^1$ as $N \to \infty$, if for any point $x \in S^1$ the following limit holds:

$$
\lim_{N \to \infty} \lim_{t \to \infty} \sup_{i,j \in U^N_k(x)} |z^i_k - z^j_k| \to 0, \quad \text{for } \delta \to 0, \quad (4)
$$

where $U^N_k(x) = \{ j : 0 \leq j \leq N, \ |j/N - x| < \delta \}$ denotes a network neighborhood of the point $x$. Intuitively it means that the profile becomes smooth in the thermodynamic limit $N \to \infty$. If the limit (4) does not vanish for $\delta \to 0$, at least for one point $x$, the network state is considered incoherent.

Below the blowout bifurcation curve, several further regions of coherence appear as the control parameters $\sigma$ or $r$ decrease. Figure 2 depicts these regions as shaded (color) tongues for the logistic map and the Rössler system in panels (a) and (b), respectively. The blowout bifurcation line is added as dashed curve (BB), and the regime of complete, chaotic synchronisation is indicated by the light hatching.

A coherent state has a smooth profile characterized by the number of maxima, i.e., the wave number $k$. Only regions for wave numbers $k = 1, 2, 3$ are shown. The corresponding coherent states $z^i_k$ are shown as snapshots in the insets of Fig. 2(a) for the logistic map. Further decrease of $r$ yields additional thin higher-order regions following a period-adding cascade $k = 4, 5, \ldots$ (not shown). Inside the regions, the states are coherent in space and periodic in time and undergo a period-doubling cascade in time as $r$ or $\sigma$ decrease. In the parameter space between the coherence regions the network dynamics remains coherent but not periodic anymore. The states alternate chaotically between the adjacent $k$-states and periodic regimes with coherent and incoherent dynamics. The light hatched regime bounded by the blowout bifurcation curve BB refers to completely synchronized chaotic states. The insets in panel (a) display snapshots of typical coherent states. System parameters: panel (a) $a = 3.8$; panel (b) $a = 0.42, b = 2$, and $c = 4.0$. The vertical dashed lines refer to values of $\sigma$ in Fig. 2. Triangles denote parameter values used to describe the bifurcation scenario in Figures 4 and 5.
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**FIG. 2.** (Color online) Coherence regions in the $(r, \sigma)$ parameter plane for $N = 100$ logistic maps (a) and Rössler systems (b), labeled by the wave number $k$. Gray scale (color code) inside the coherence regions distinguishes different periods and the coherence-incoherence bifurcation (CIB) curve separates regimes with coherent and incoherent dynamics. The light hatched region bounded by the blowout bifurcation curve BB refers to completely synchronized chaotic states. The insets in panel (a) display snapshots of typical coherent states. System parameters: panel (a) $a = 3.8$; panel (b) $a = 0.42, b = 2$, and $c = 4.0$. The vertical dashed lines refer to values of $\sigma$ in Fig. 2. Triangles denote parameter values used to describe the bifurcation scenario in Figures 4 and 5.
period-4 region.

The coupling radius appears to be the crucial parameter in the system with nonlocal couplings. With increasing the system size $N$ and a proportional increase of the number of coupled neighbors, we obtain similar coherent solutions. If with increasing $N$ the number of coupled neighbors $P$ does not change, then the coupling radius decreases, and the point of operation $(r, \sigma)$ moves in the stability diagram (Fig. 2) to the left, obtaining coherent solutions with larger wave numbers or itineracy regions between them.

The bifurcation diagrams presented in Fig. 2 have been obtained by means of numerical simulations. Note, however, that in the thermodynamic limit $N \to \infty$ it is also possible to obtain some analytic results. Details on such derivations are given in Sec. IV e.g., by identifying a scaling relation of the coherent profiles.

IV. COHERENCE-INCOHERENCE TRANSITION

The described combination of period-adding in space and period-doubling in time for coherent solutions is valid for sufficiently large coupling strength ($\sigma \geq 0.4$). In Ref. [21] we have shown that with decreasing coupling strength $\sigma$ a coherence-incoherence bifurcation is observed in the time-discrete system (1). The typical scenario of this transition is shown in Fig. 4 for the logistic map: The smooth wave-like solution profile $x^r_1$ splits up into upper and lower branches. Furthermore, two narrow boundary layers of incoherence appear around the points $x_1$ and $x_2$ in Fig. 4(b). They are indicated by shaded stripes $\alpha_1$ and $\alpha_2$ in Figs. 4(c) and (d). The width of the incoherence stripes increases for smaller coupling strength $\sigma$ (see Fig. 4(d)) until the dynamics becomes completely incoherent as depicted in Figs. 4(e) and (f).

Below the bifurcation parameter value $\sigma \approx 0.40$ numerous hybrid, that is, partially coherent states arise. They are characterized by coherence on some intervals of the ring $S^1$ and incoherence on the complementary intervals. Figs. 4(c) and (d) display exemplary realizations of these partially coherent states. Within the incoherence intervals, i.e., $\alpha_1$ and $\alpha_2$, any combinations of the upper and lower states are admissible for appropriately prepared initial conditions.

Thus the coherence-incoherence bifurcation leads to spatial chaos [22, 23] that appears first at narrow incoherence intervals and, with decreasing coupling strength, encompasses the whole ring. Therefore we identify a chimera-like state of coexisting coherent and incoherent regions as a transitional state in the coherence-incoherence bifurcation scenario. Opposed to previously reported chimera states in time-continuous systems [9, 10, 36, 38], however, the temporal behavior in the present case is periodic rather than chaotic. The complexity arises due to the huge variety of multistable incoherent states and corresponds to permutations of the sequence of upper and lower local states. With further decrease of the coupling strength, the chimera states cease to exist and we find completely incoherent behavior.

The findings above are based on numerical simulations of coupled chaotic logistic maps. Even if the local logistic maps operate in the periodic regime, one can observe a
sequence similar to Fig. 4 as reported in Ref. [21]. Note that, when the local dynamics of the system is periodic, the region of stability of the completely synchronized solution covers almost all of the \((r, \sigma)\) parameter plane, and the system is characterized by multistability.

FIG. 5. (Color online) Snapshots of the variables \(x_i\) (upper panels, \(x_{50}\) as black dot) and space-time plots (lower panels) for the Rössler system. The coupling strength is chosen as \(\sigma = 0.12, 0.1, 0.09,\) and \(0.06\) in (a) to (d), respectively. The coupling radius is fixed at \(r = 0.28\). Other parameters as in Fig. 2.

Figures 5 and 6 display the typical scenario of coherence-incoherence transition for nonlocally coupled Rössler systems, similar to the one described above for the logistic map. In the upper panels of Fig. 5, snapshots of the variables \(x_i\) are shown. Here all nodes are shown in gray, and an exemplary node \((i = 50)\) is highlighted as a black point. Similarly to the coupled maps, the smooth profile of the coherent \((k = 1)\) solution of Fig. 5(a) breaks up into two clusters in Fig. 5(b). With further decrease of the coupling strength a partially coherent solution appears in the system as shown in Fig. 5(c). Finally we observe a chimera-like state around the upper cluster state in Fig. 5(d), which combines spatially coherent and spatially chaotic parts. The lower panels of Fig. 5 show space-time plots. Here the spatial structure and the breaking up of the profile is clearly visible. Furthermore one can already infer the temporal behavior that will be discussed in the following.

Figure 6 shows three-dimensional phase portraits of the \(x_i\) variables and the superimposed time series of all \(x_i(t), i = 1, \ldots, N\) of the Rössler systems for the same parameter values as in Fig. 5. Again the time series of node \(i = 50\) is highlighted as black (red). Note that in Figs. 5(b) and (c) the time series of the points from the incoherent regions are grouped into two clusters that are formed by the two coherent parts of the solution. In Fig. 5(d) one can visualize the chaotic dynamics already in the short time interval shown. In the time domain one can observe a period-doubling bifurcation in Figs. 6(a) to 6(c) eventually leading to chaos in Fig. 6(d) (lower panels). At the same time the spatial irregularity becomes more pronounced as described above.

V. ANALYTICAL RESULTS

After the numerical exploration of the coherence-incoherence transition, we provide some analytical derivations in this Section. We will discuss an approximation for the value of the critical coupling strength at the coherence-incoherence transition and present a scaling of the profiles in different coherence tongues, which holds in the limit \(N \to \infty\).

A. Critical coupling strength

In the following, we derive an approximation of the critical coupling strength at the transition from coherent to incoherent states, see the line CIB in Fig. 2(a). We will restrict the investigation to the logistic map introduced in Sec. II A but a similar argument holds for the Rössler system as well.

From a geometrical point of view and in the thermodynamic limit \(N \to \infty\), coherent solutions \(z_i^c\) approach a smooth profile \(z_i^c(x)\) of the spatially continuous version of Eq. (1) given by

\[
z_{i+1} = f(z_i) + \frac{\sigma}{2r} \int_{x-r}^{x+r} [f(z_{i}(y)) - f(z_i)] \, dy.
\]  

A transition from coherence to incoherence occurs when the respective solution profile \(z_i(x)\) becomes discontinuous in some points \(x\) of the ring \(S^1\).

Let us now discuss in more detail this coherence-incoherence bifurcation. Consider a solution of system (5) with wave number \(k = 1\) and period-2 dynamics in time. Hence we can reduce the dynamics by even and odd time steps \(z_0(x)\) and \(z_1(x)\), respectively. This leads to

\[
z_{1-j}(x) = (1-\sigma)f(z_j(x)) + \frac{\sigma}{2r} \int_{x-r}^{x+r} f(z_j(y)) \, dy
\]  

with \(j = 0, 1\). Taking the spatial derivative yields

\[
z_{1-j}'(x) = (1-\sigma)f'(z_j(x)) z_j'(x) + \frac{\sigma}{2r} [f(z_j(x + r)) - f(z_j(x - r))].
\]
FIG. 6. (Color online) Phase space trajectories (upper panels) and time series $x_i(t)$, $i = 1, 2, ..., N$, (lower panels) for the Rössler system. The coupling strength is chosen as $\sigma = 0.12, 0.1, 0.09, 0.06$ in panels (a) to (d), respectively, corresponding to Fig. 5. The exemplary time series $x_{50}(t)$ is highlighted in black (red). The coupling radius is fixed at $r = 0.28$. Other parameters as in Fig. 2.

At the point $x$ where the smooth profile breaks up, the spatial derivative becomes infinite. Considering that $z_0'(x), z_1'(x)$ diverge to infinity, we can neglect the coupling term on the right-hand side of Eq. (7). The main contribution comes from the first term. Multiplying the equations for even and odd time steps we obtain:

$$z_0'(x)z_1'(x) = [\left(1 - \sigma\right)^2 f'(z_0(x)) f'(z_1(x))] z_0'(x)z_1'(x),$$

which yields the following condition

$$1 = \left(1 - \sigma\right)^2 f'(z_0(x)) f'(z_1(x)).$$

(8)

(9)

Keeping in mind that the local dynamics is governed by the logistic map $f(z) = az(1-z)$ and that its derivative is equal to $f'(z) = a(1-2z)$, we introduce the function

$$G(x) = (1 - \sigma)^2 a^2 (1 - 2z_0(x))(1 - 2z_1(x)) - 1$$

(10)

as a deviation from condition (9).

For fixed system parameters $r$ and $\sigma$ that correspond to the region of coherent solutions with periodic behavior of period 2 in time, and thus fixing $z_0(x)$ and $z_1(x)$, we can calculate $G(x)$ and determine values $x$, where $G(x) = 0$. The obtained values $x$ are the locations at which the smooth profile break up into two parts. Figure 7 illustrates $G(x)$ for a fixed coupling radius $r = 0.32$ for the finite case of 100 elements. Numerical evaluation shows that for a coupling strength $\sigma \approx 0.41$ the function $G$ approaches zero in two points. Figure 7(b) displays the corresponding snapshot of the solution. One can see that the profile breaks up at positions at which $G$ vanishes as indicated by the vertical dashed lines.

To derive an approximation for this coupling strength let $z^*$ be the fixed point of the local logistic map: $z^* = f(z^*) = az^*(1-z^*)$, hence $z^* = 1 - 1/a$. Here, for
For $a = 3.8$ we have $z^* \approx 0.737$. Under the assumption $z_0(x) = z_1(x) = z^*$ if $G = 0$, we obtain an approximation for $\sigma$:

$$G(x) = [a(1 - \sigma)(1 - 2z^*)]^2 - 1 = 0 \quad (11)$$

$$\Rightarrow \sigma \approx 1 - \frac{1}{a - 2}. \quad (12)$$

For $a = 3.8$ we get $\sigma \approx 0.44$.

From the numerical experiments we obtain that the transition from coherence to incoherence in system (1) occurs for a coupling strength $\sigma$ close to 0.4, which roughly agrees with our approximation. The deviation is due to the finite number of nodes in the simulations. The derivation above was presented for wavenumber $k = 1$. Note that coherent solutions with higher wavenumber undergo the same bifurcation scenario, with the smooth profile breaking up into $2k$ parts.

**B. Scaling of coherent profiles**

As a second analytic result we will derive in the following a scaling relation that allows a mapping of coherent profiles in different regimes of coherence. These regimes were depicted in Fig. 2 by shaded (color coded) tongues labeled $k = 1, 2, \ldots$. Our considerations apply to rings of oscillators in the thermodynamic limit $N \to \infty$, $N$ being the number of coupled oscillators. A comparison with numerical simulation shows that for sufficiently large finite $N$ the result holds in good approximation. For notational convenience, we consider the case of time-continuous systems, but our findings are also valid for maps as we will show later (Fig. 3).

The network model of a ring of $N$ linearly coupled oscillators, each coupled to its $P$ nearest neighbors,

$$\dot{x}_i = f(x_i) + \frac{\sigma}{2P} \sum_{j = i - P}^{i + P} (Hx_j - Hx_i) \quad (13)$$

becomes, in the limit $N \to \infty$,

$$\dot{x}(u) = f(x(u)) + \frac{\sigma}{2r} \int_{u-r}^{u+r} [Hx(v) - Hx(u)] dv \quad (14)$$

with coupling range $r$ and coupling strength $\sigma$ as used in the previous sections. $u \in [0, 1]$ denotes the spatial position on the ring. Compare Eq. (5) for the spatially continuous version of time-discrete maps. The coupling scheme is determined by the matrix $H$. In the case of the Rössler system introduced by Eqs. (2), $H$ is the identity matrix and the vector describing each node is given by $x_i = (x_i, y_i, z_i)$. Considering the logistic maps of Eq. (1), the coupling term $Hx_j$ changes to $f(z_j^r)$, but the following argument still holds (Fig. 3(a),(b)).

In short, we will show that for fixed $\sigma$ the spatially $k_1$-periodic dynamics of an oscillator at the position $u$ with coupling range $r_1$ is identical to that at a rescaled position $u_kk_1/k_2$ of the corresponding $k_2$-periodic state in a network with coupling range $r_2 = r_1k_1/k_2$. From this we can conjecture to find a $k_2$-periodic state at $r_2$, if a stable $k_1$-periodic state is found at $r_1$, such that $r_2 = \text{const}$.

**FIG. 8.** (Color online) Scaling of coherent profiles: Black points are snapshots of numerical simulations (a),(b) for coupled logistic maps with $N = 100$, $\sigma = 0.7$, $r = 0.22$ and $r = 0.11$, respectively, and (c),(d) for Rössler systems with $N = 100$, $\sigma = 0.6$, $r = 0.12$ and $r = 0.06$, respectively. Gray (red) points in panels (b),(d) show rescaled $k = 1$ solutions from panels (a) and (c). Other parameters as in Fig. 2.

Assume that a state $x(u)$ with spatial period $k_1$ exists. For simplicity and notational convenience consider $k_1 =
1. This state evolves according to

\[ \dot{x}_s(u) = f(x_s(u)) + \frac{\sigma}{2r} \int_{u-r}^{u+r} [H_{xs}(v) - H_{xs}(u)] dv. \] (15)

In order to compare another \( k \)-periodic state \( x_k \) with the state \( x_s \), in the way described above, we assume

\[ x_s(u) = x_k \left( \frac{u + m}{k} \right) \] (16)

with \( m = 0, 1, 2, \ldots, k - 1 \). Vice versa, scaling the spatial coordinate of \( x_k(u) \) with \( u \in [0, 1] \), as well as \( r \), by a factor \( k^{-1} \) leads to

\[ \dot{x}_k(k^{-1}u) = f(x_k(k^{-1}u)) + \frac{k\sigma}{2r} \int_{k^{-1}(u-r)}^{k^{-1}(u+r)} [H_{xk}(v) - H_{xk}(k^{-1}u)] dv. \] (17)

Substituting \( v = k^{-1}u \) gives

\[ \dot{x}_k(k^{-1}u) = f(x_k(k^{-1}u)) + \frac{\sigma}{2r} \int_{u-r}^{u+r} [H_{xk}(k^{-1}w) - H_{xk}(k^{-1}u)] dw. \] (18)

and, using Eq. (16), results in

\[ \dot{x}_k(k^{-1}u) = f(x_s(u)) + \frac{\sigma}{2r} \int_{u-r}^{u+r} [H_{xs}(w) - H_{xs}(u)] dw. \] (19)

Comparing the right-hand side of Eq (19) to Eq. (15), we find \( \dot{x}_k(k^{-1}u) = x_s(u) \), if the coupling radius \( r \) is appropriately rescaled by \( k^{-1} \).

This derivation shows that one can recover the coupling parameters leading to a state with wave number \( k_2 \) from the parameters of a \( k_1 \) state. This finding is illustrated in Fig. 8 for \( k_1 = 1 \) and \( k_2 = 2 \) by corresponding snapshots of 100 logistic maps and 100 Rössler system in panels (a),(b) and (c),(d), respectively. Already for \( N = 100 \) there is strong agreement between the numerically obtained and scaled profiles. In the case of logistic maps (Rössler systems), we choose the coupling strength as \( \sigma = 0.7 \) (0.6) and the coupling radius as \( r = 0.22 \) (0.12) in Fig. 8(a) (Fig. 8(c)) and, according to the scaling relation, as \( r = 0.11 \) (0.06) for the \( k_2 = 2 \) profile in Fig. 8(b) (Fig. 8(d)). The gray (red) dots in Figs. 8(b) and (d) depict the scaled profile of Fig. 8(a) and (b), respectively.

VI. LORENZ MODEL

To investigate how universal the results obtained so far are, we provide one more example of a chaotic time-continuous system that exhibits the coherence-incoherence bifurcation scenario described above. Figure 9 displays the coherence-incoherence transition for nonlocally coupled Lorenz systems:

\[ \begin{align*}
\dot{x}_i &= \sigma(y_i - x_i) + \frac{\sigma}{2P} \sum_{j=1-P}^{i+P} (x_j - x_i), \\
\dot{y}_i &= x_i(\rho - z_i) - y_i + \frac{\sigma}{2P} \sum_{j=1-P}^{i+P} (y_j - y_i), \\
\dot{z}_i &= x_iy_i - \beta z_i + \frac{\sigma}{2P} \sum_{j=1-P}^{i+P} (z_j - z_i),
\end{align*} \] (20)

where the local parameters are fixed at the values \( \varsigma = 10, \rho = 28, \beta = 8/3 \). Fig. 9 reveals a striking similarity with the sequences of snapshots for nonlocally coupled chaotic logistic maps (Fig. 4) and Rössler systems (Fig. 3). For fixed coupling radius and with decreasing coupling strength the smooth profile breaks up into two parts (Fig. 9(b)). Further decrease of the coupling strength leads to the appearance and growth of incoherent parts, repeating again the typical scenario of the coherence-incoherence bifurcation described above.

Additional numerical evidence shows that system (20) is characterized by high multistability involving different types of solutions. There are no clearly separated tongues in the \((r, \sigma)\)-parameter plane present as in logistic maps.
and Rössler systems, but there is strong overlap of the regimes of different wave numbers \( k = 1, 2, 3, \ldots \) and the region of spatially coherent synchronized chaotic dynamics \((k = 0)\). This is due to the completely different local dynamics, which is characterized by a double scroll and two symmetric saddle-foci. The coupling induces stable spatially coherent steady states in the form of wavelike profiles with wave numbers \( k = 1, 2, 3, \ldots \) (Fig. 9(a)).

VII. CONCLUSION

By both numerical and analytical means we have investigated the transition from coherence to incoherence in coupled chaotic systems. In dependence upon the coupling strength and coupling range we have observed a combination of period-adding in space and period-doubling in time for nonlocally coupled chaotic maps and Rössler systems. An inspection of the spatial profiles reveals a coherence-incoherence bifurcation, where the smooth coherent profile of the solution breaks up into parts and gives rise to partially coherent solutions and chimera states. Upon further decrease of the coupling strength completely incoherent states are found as a sign of fully developed spatial chaos. A similar transition from coherence to incoherence is found for nonlocally coupled Lorenz systems. Our findings hold for both time-discrete and time-continuous systems indicating the universality of the transition.

In conclusion, we have analyzed in detail the transition between spatial coherence and incoherence that appears in different systems with nonlocal couplings, and we find similar bifurcation scenario for nonlocally coupled logistic maps, Rössler and Lorenz systems. Beyond numerical investigations, we have determined analytically the critical coupling strength for this bifurcation, and established a scaling relation for profiles with different wave numbers.

ACKNOWLEDGMENTS

IO and PH acknowledge support by the BMBF under the grant no. 01GQ1001B (Förderkennzeichen). ES and YM acknowledge support by Deutsche Forschungsgemeinschaft in the framework of SFB910. We thank Edward Ott for stimulating discussions.

[1] Y. Kuramoto, Chemical Oscillations, Waves and Turbulence (Springer-Verlag, Berlin, 1984).
[2] K. Kaneko and I. Tsuda, Chaos and Beyond, A Constructive Approach with Applications in Life Sciences (Springer, Berlin, 1996).
[3] E. Mosekilde, Y. Maistrenko, and D. Postnov, Chaotic Synchronization: Applications to Living Systems (World Scientific, Singapore, 2002).
[4] A. S. Pikovsky, M. Rosenblum, and J. Kurths, Synchronization: A universal concept in nonlinear sciences (Cambridge University Press, Cambridge, 2003), Vol. 12.
[5] Handbook of Chaos Control, edited by E. Schöll and H. G. Schuster (Wiley-VCH, Weinheim, 2008), second completely revised and enlarged edition.
[6] H. Naito and A. S. Mikhailov, Nature Physics 6, 544 (2010).
[7] L. B. Shaw, I. B. Schwartz, E. A. Rogers, and R. Roy, Chaos 16, 015111 (2006).
[8] I. Fischer, R. Vicente, J. M. Buldú, M. Peil, C. R. Mirasso, M. C. Torrent, and J. García-Ojalvo, Phys. Rev. Lett. 97, 123902 (2006).
[9] Y. Kuramoto and D. Battogtokh, Nonlin. Phen. in Complex Sys. 5, 380 (2002).
[10] D. M. Abrams and S. H. Strogatz, Phys. Rev. Lett. 93, 174102 (2004).
[11] D. M. Abrams and S. H. Strogatz, International Journal of Bifurcation and Chaos 12, 21 (2006).
[12] O. E. Omel’chenko, Y. Maistrenko, and P. A. Tass, Phys. Rev. Lett. 100, 044105 (2008).
[13] C. R. Laing, Physica D 238, 1569 (2009).
[14] C. R. Laing, Chaos 19, 013113 (2009).
[15] M. Wolfrum and O. E. Omel’chenko, Phys. Rev. E 84, 015201 (2011).
[16] M. Wolfrum, O. E. Omel’chenko, S. Yanchuk, and Y. L. Maistrenko, Chaos 21, 013112 (2011).
[17] W. S. Lee, J. G. Restrepo, E. Ott, and T. M. Antonsen, Chaos 21, 023122 (2011).
[18] C. R. Laing, Physica D 240, 1960 (2011).
[19] R. Singh, S. Dasgupta, and S. Sinha, Europhys. Lett. 95, 10004 (2011).
[20] H. Sakaguchi, Prog. Theor. Phys. 100, 467 (1998).
[21] I. Omelchenko, Y. Maistrenko, P. Hövel, and E. Schöll, Phys. Rev. Lett. 106, 234102 (2011).
[22] S. N. Chow and J. Mallet-Paret, IEEE Trans. Circ. Sys. 42, 746 (1995).
[23] L. P. Nizhnik, I. L. Nizhnik, and M. Hasler, Int. J. Bif. Chaos 12, 261 (2002).
[24] L. M. Pecora and T. L. Carroll, Phys. Rev. Lett. 80, 2109 (1998).
[25] M. Chavez, D. U. Hwang, A. Amann, H. G. E. Hentschel, and S. Boccaletti, Phys. Rev. Lett. 94, 218701 (2005).
[26] D. U. Hwang, M. Chavez, A. Amann, and S. Boccaletti, Phys. Rev. Lett. 94, 138701 (2005).
[27] C. U. Choe, T. Dahms, P. Hövel, and E. Schöll, Phys. Rev. E 81, 025205(R) (2010).
[28] V. Flunkert, S. Yanchuk, T. Dahms, and E. Schöll, Phys. Rev. Lett. 105, 254101 (2010).
[29] S. Heinigenthal, T. Dahms, S. Yanchuk, T. Jüngling, V. Flunkert, I. Kanter, E. Schöll, and W. Kinzel, Phys. Rev. Lett. 107, 234102 (2011).
[30] V. Flunkert and E. Schöll, pre-print (2011), arXiv:1111.5131v1.
[31] M. Dhamala, V. K. Jirsa, and M. Ding, Phys. Rev. Lett. 92, 074104 (2004).
[32] M. Dhamala, V. K. Jirsa, and M. Ding, Phys. Rev. Lett. 92, 028101 (2004).
[33] J. Lehnert, T. Dahms, P. Hövel, and E. Schöll, EPL 96, 60013 (2011).
[34] F. Sorrentino and E. Ott, Phys. Rev. E 76, 056114 (2007).
[35] K. Kaneko and I. Tsuda, Chaos 13, 926 (2003).
[36] G. C. Sethia, A. Sen, and F. M. Atay, Phys. Rev. Lett. 100, 144102 (2008).
[37] C. R. Laing, Phys. Rev. E 81, 066221 (2010).
[38] O. E. Omel’chenko, M. Wolfrum, and Y. L. Maistrenko, Phys. Rev. E 81, 065201(R) (2010).