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Abstract—Simulation modeling of robots, objects, and environments is the backbone for all model-based control and learning. It is leveraged broadly across dynamic programming and model-predictive control, as well as data generation for imitation, transfer, and reinforcement learning. In addition to fidelity, key features of models in these control and learning contexts are speed, stability, and native differentiability. However, many popular simulation platforms for robotics today lack at least one of the features above. More recently, position-based dynamics (PBD) has become a very popular simulation tool for modeling complex scenes of rigid and non-rigid object interactions, due to its speed and stability, and is starting to gain significant interest in robotics for its potential use in model-based control and learning. Thus, in this paper, we present a mathematical formulation for coupling position-based dynamics (PBD) simulation and optimal robot design, model-based motion control and system identification. Our framework breaks down PBD definitions and derivations for various types of joint-based articulated rigid bodies. We present a backpropagation method with automatic differentiation, which can integrate both positional and angular geometric constraints. Our framework can critically provide the native gradient information and perform gradient-based optimization tasks. We also propose articulated joint model representations and simulation workflow for our differentiable framework. We demonstrate the capability of the framework in efficient optimal robot design, accurate trajectory torque estimation and supporting stiffness estimation, where we achieve minor errors. We also implement impedance control in real robots to demonstrate the potential of our differentiable framework in human-in-the-loop applications.

I. INTRODUCTION

A. Optimization in Robotics

In most control and planning problems, the standard approach to modeling robot kinematics and dynamics is by describing the robots as articulated rigid bodies that can be described efficiently by a set of partial differentiable equations derived from the Newton-Euler or Euler-Lagrange method [1]. They provide a natural solution for solving static and dynamic solutions efficiently. However, with simulations and model predictions propagating in time, these models usually can only be solved using approximate integration schemes such as small timestep discretizations which can lead to inaccuracies in the robot states. In cases where explicit constraints must be satisfied, convergence can slow down dramatically and stability issues may arise. The problem becomes exacerbated when solving inverse problems, i.e., parameter identification, with explicit constraints given that there is no general inverse solution to the partial differentiable equations.

Instead of directly solving the implicit robot motion equations, a prevalent strategy to forward and inverse problems for robot simulation involves relying on iteration through gradients. In most control or parameter identification problems, the gradients for the dynamic states, system parameters, and control policies should be provided to the controller for faster performance and better convergence properties. Regarding high degree-of-freedom (d.o.f.) robotic dynamics, the analytical derivations require dense computations that typically need to be approximated by finite differences. This also suffers from numerical rounding errors and slow convergence, and can generally be less stable.

Another way to obtain gradients is through automatic differentiation (auto-diff). This programming approach builds a computation graph for backward differentiation by using the chain rule, but is limited by memory storage requirements for the graph and the number of simulation steps used during backpropagation. However, a major advantage that should not be minimized is that the computation graphs can be generated and computed in the backend, i.e., without user involvement. This has made autodifferentiability in simulation models a feature sought after by many scientists. With proper definitions, simulations that support this feature may be used with popular existing libraries for auto-diff, such as PyTorch [2] and CppAD [3].

Although many optimization tools have been developed, the state-of-art physical engines generally are not natively differentiable (e.g., Mujoco [4], Bullet [5], Gym [6], Nvidia Flex). This is non-ideal for most applications involving optimization and learning, and with the heavy emphasis today in deep learning, there has been a push for differentiable physics and simulation [7], [8], [9], [10], [11], [12], [13], [14]. These approaches provided additional features such as
ready-to-use gradients for optimization problems.

One of the most interesting developments for simulation and its potential for model-based control and learning is position-based dynamics (PBD) [15]. Where the classical methods for a simulation involving Newton’s second law update force and velocity fields, and then finally positions are determined implicitly by numerical integration, position-based methods directly modify the positions for states updates. PBD approaches can thus solve kinematic and dynamic constraints by working with positions directly, and drastically improving both the speed, robustness, and accuracy of position-constrained simulations. It does this using non-linear projected Gauss-Seidel (NPGS) or Jacobi solvers, which are unconditionally stable.

While PBD’s original development was towards complex rendering scenes for particle simulation, fluid, and soft bodies, rigid body simulation has been detailed through the formulation of position-based dynamics [16], more recently, applications in robotics has been investigated. This includes deformable tissue modeling [17], [18], and blood fluid simulation [19], [20]. The obvious advantage of PBDs towards robot learning is that their speed, robustness, and native capability for defining constraints make it a scalable tool for eventually tackling complex scenarios and environments. However, to the best of our knowledge, only our previous works [19], [20] are differentiable, but these are not suitable for simulating articulated rigid body robots for lacking joint representations.

B. Contributions

In this work, we extend the approach proposed [16] to define a differentiable framework for robotics. Taking advantage of the introduction of positional and angular joint constraints, the robot system states will be represented by only several particles. We can then leverage auto-diff to differentiate through the forward dynamics computation of articulated rigid robots. We applied the differentiable solution for three typical robotics applications, i.e., optimal robot design, parameter identification, and motion control. Specifically, we summarized the paper’s contributions below:

- We propose the implementation of a position-based dynamics framework for articulated rigid body robots, involving joint constraints representations and updates,
- We formulate an optimization-based simulation workflow for differentiable framework by providing ready-to-use gradients,
- We demonstrate the utility of differentiable position-based physics (PBD) in optimal robotic design, parameter estimation, and motion control.

The novelty of our approach compared to existing differentiable works lies in introducing differentiability via computation graphs into a position-based framework. It maintains a sparse state representation using particles to represent articulated rigid robots. Our differentiable framework can provide both robust forward and backward position-based dynamics computation that works fluently with most optimization strategies in control and learning. We also implement our approach both on simulation and the 7-d.o.f Baxter robot arms (Rethink Robotics, GmBH) to show the real-world effectiveness, as a result shown in Fig. 1.

II. RELATED WORKS

In this section, we cover recent work in differentiable rigid physical simulation. Benefiting from the new capabilities enabled by differentiability, several interesting robotic problems can be formulated into optimization problems with ready-to-use gradients. We then review three typical robotic applications that have been investigated in the literature. These application areas will also be targeted in our subsequent proposed method for differentiable rigid body simulation using PBDs.

A. Differentiable Rigid Physical Simulation

An end-to-end differentiable simulator that can be embedded into deep neural networks is proposed in [7]. The rigid body dynamics are simulated with a linear complementarity problem (LCP) by considering contact and friction constraints. However, only 2D rigid bodies in Cartesian coordinates are validated, insufficient for high d.o.f articulated robots. Meanwhile, the presence and absence of collision are non-differentiable. By LCP formulation, a more efficient differentiable simulation of articulated bodies is presented [9]. The adjoint method derives the analytical gradients through spatial algebra faster than auto-diff tools and requires less memory. However, the effectiveness is only tested on simulated robots. Similarly, the analytical gradients are also provided [10] through LCP solution. The elastic collision gradients are approximated in continuous time to support complex contact geometry. This method is also integrated into an existed physics engine DART [21] for performance verification. However, the proposed method is not able to differentiate through the robot geometric properties, such as link length and inertia. Thus, it will be limited for parameter estimation applications. Neural networks have been deployed into an augmented differentiable rigid-body engine in [11]. This hybrid simulator shows the ability to learn complex dynamics from real data by replacing the Quadratic programming (QP) solver inside a model-predictive controller with neural layers. Some other differentiable rigid simulated are introduced in [22], [23], [24]. However, they are mostly applied to learning-based tasks with adaptation to neural networks. Apart from the rigid body dynamics modeling, the multi-body differentiable framework is proposed in [25], [8], [26]. They are applicable to both rigid and deformable objects within a unified method. The former one analytically computes derivatives via sensitivity analysis, while the latter two use source-code transformation for gradients backpropagation. Although several existing works have been investigated for rigid body simulation. However, only a few of them have considered a real field robot for dynamics problems, such as motion control. Meanwhile, the states spaces representation still mainly falls into traditionally Euler-Lagrange variables, which requires intensive calculation of analytical gradients.
a) Optimal Robotic Design: The design and building of a robot is cost- and time-consuming which normally requires many iterations for the final version. It is challenging to ensure the design parameters without incorporating motion control constraints (such as d.o.f, work-space, etc.). In literature, the parameterization methods based on primitive shapes have been proposed using gradient-based [27] and gradient-free [28] approaches for optimizations of design. However, these primitive shapes are limited by simple geometrical features. Recently, the differentiable simulation have been applied to optimize the control scheme and the robot design jointly, in [29], [30], [31], [32], namely the co-design of robots.

Differentiability within the end-to-end framework can result in better performance with a significantly fewer number of iterations, compared to gradient-free approaches. More importantly, more complex morphology can be optimized by providing analytical gradients for data efficiency. For instance, an interesting robotic application for automated routing and controlling of muscle fibers has been researched in [32]. The differentiability of deformation gradient modeled by a hyperelastic material simulation, can be obtained by a moving least-squares formulation. It paved a way for data-driven actuator modeling and control over generalized artificial muscles design. Similar works regarding active-actuator modeling have also been implemented in [31], [33]. In our following work, we will consider the co-design of a robot arm by optimizing kinematics and dynamics variables, as well as control parameters simultaneously.

b) Dynamical Motion Control: Optimization plays as a key method solving dynamical motion control and trajectory planning for robots. Differentiable works in [34], [35], [36] can natively support for model-based motion control, such as dynamic locomotion, contact handling etc. In these works, the sensitivity analysis (also known as adjoint method) approach were employed to calculate the analytical derivatives of motion trajectories with respect to control polices. Thus, the optimal motion control can be generated from a high-level forward cost function directly. In [35], the authors compared their methods to the state-of-art reinforcement learning approaches. The advantages of differentiability were also highlighted in comparison with other gradient-based and gradient-free methods in [36]. In the following sections, dynamically compliant motion control (i.e., impedance modulation) is formulated as an optimization problem and demonstrated.

c) Parameter Identification: In recent works, the reinforcement learning approach suffers from the reality gap between simulation and real life [37]. To reduce the reality gap, a first step beyond using idealized models is to have the parameterized mathematical model fit to measurements of the real world [38], [39]. This is basically solving the inverse problem for model-based control and learning. Recent works with differentiable simulation lead to a new path for real-to-sim or sim-to-real applications. Therefore, the differentiability can be easily applied for system estimation and parameter identification such as in [40], [41], [42], [43], [44]. The dynamics of the system can be differentiable regarding parameters by defining a loss function over sensors or even images. In this way, the data efficiency allows a cheaper transfer of the simulated model to the real world. In this work, we also demonstrate this capability by optimizing parameters from collected real data.

III. DIFFERENTIABLE PBD SIMULATION

This section presents the forward dynamics for articulated rigid body robots using position-based dynamics (PBD). Then, we introduce the differentiability of the method for robotic applications.

A. Articulated Rigid Body Position-based Dynamics

Position-based dynamics (PBD) has been a popular approach in recent years for fast simulation of particle-based dynamics. A detailed review for common objects such as cloth, deformable bodies, and fluid can be found in [15]. These works fundamentally show the modeling of deformable materials as particles in Cartesian space with relationships between nearest neighbors. While most geometric constraints are defined only as a function of the positional information of particles and their adjacent members, orientation plays important role in simulations of objects such as rigid bodies. The approaches using shape matching [45], and oriented particles [46] have been proposed as an extension of PBD to handle orientation and angular for arbitrary numbers and arrangements of particles. However, these methods still need a dense particle cloud to represent a single rigid body, which is not computation efficient. In [47], positional constraints are introduced to handle rigid-body dynamics. Only one particle is needed for the representation of each link. However, how to model articulated rigid bodies using this sparse representation is not defined.

To define a rigid body which can both translate and rotate in space, the particle representation per link (i.e., rigid body) is extended with orientation information to model joint kinematic constraints. It should be noted that each link of the articulated robot connected by joints can be represented as a single particle with both positional and angular constraints. Then, the PBD for both soft and rigid articulated bodies was solved jointly as a constraint-based optimization problem. As a contribution, we follow the classical position-based dynamics pipeline to present the derivation of articulated constraints. To clarify, a list of parameters used is in Table I.

In the simulation, a rigid body link that within the articulated system is represented by (i) a particle (located at the center of mass, COM) with Cartesian coordinates $x \in \mathbb{R}^3$ and (ii) quaternion $q \in \mathbb{R}^4$ representing the orientation of the body, mass $m$ and moments of inertia $I \in \mathbb{R}^3$, as well as vectors $r_i, r_j \in \mathbb{R}^3$ pointing from the COM towards its and the next hinge joint position. To join two links together via a hinge joint, three different constraints need to be considered for each joint, i.e. positional, angular and angle limit constraints. The non-linear projected Gauss-Seidel solver will update the translational and rotational correction iteratively.
TABLE I: NOMENCLATURE

\[ \begin{align*}
\lambda & \quad \text{multipliers:} \\
\mathbf{C}_P, \mathbf{c}_P & \quad \text{position constraints} \\
\mathbf{C}_A, \mathbf{c}_A & \quad \text{angular constraints}
\end{align*} \]

For a more comprehensive demonstration, the solving of constraints convergence is shown in Fig. 2. The robot links are detached from each other for the initial state.

1) Positional Constraint: We begin with two connected links, each represented by particles located at their respective centers of mass, i.e., \( \mathbf{x}_i, \mathbf{x}_{i+1} \), with the quaternion representing orientation denoted as \( \mathbf{q}_i, \mathbf{q}_{i+1} \) respectively. The positional constraint aims to solve the correction terms at their center of masses that ensure that the particle distances relative to the hinge are constant. A generalized distance constraint should be satisfied between each particle pair resulting in \( 3N \) constraints, i.e., \( \mathbf{C}_P(\mathbf{x}, \mathbf{q}) = \{ \mathbf{c}_P(\mathbf{x}_i, \mathbf{x}_{i+1}, \mathbf{q}_i, \mathbf{q}_{i+1}) \mid i \in \{1, 2, \cdots, N\} \} \), where

\[ \mathbf{c}_P(\mathbf{x}_i, \mathbf{x}_{i+1}, \mathbf{q}_i, \mathbf{q}_{i+1}) = \left[ \mathbf{x}_{i+1} + \frac{1}{w} \mathbf{R}(\mathbf{q}_{i+1}) \mathbf{t}_{i+1} \right] \]

\[ - \left[ \mathbf{x}_i + \frac{1}{w} \mathbf{R}(\mathbf{q}_i) \mathbf{r}_i \right] \]

is in \( \mathbb{R}^3 \) and where \( \mathbf{t}_{i+1} \) and \( \mathbf{r}_i \) are local position vector to the hinge relative to the COM and \( \frac{1}{w} \mathbf{R}(\cdot) \) is the rotation matrix represented by rotation vector, from local frame to world frame.

The constraints may be satisfied via gradient steps where the steps are defined via Taylor expansion,

\[ \begin{align*}
\mathbf{c}_P(\mathbf{x}_i + \Delta \mathbf{x}_i, \mathbf{q}_i \oplus \Delta \mathbf{q}_i) & \approx \mathbf{c}_P(\mathbf{x}_i, \mathbf{q}_i) + \nabla_{\mathbf{x}} \mathbf{c}_P(\mathbf{x}_i, \mathbf{q}_i) \Delta \mathbf{x}_i + \nabla_{\mathbf{q}} \mathbf{c}_P(\mathbf{x}_i, \mathbf{q}_i) \Delta \mathbf{q}_i \\
& = 0
\end{align*} \]

with \( \Delta \mathbf{x}_i \in \mathbb{R}^3 \) describing a small step in position of the link COM and \( \Delta \mathbf{q}_i \in \mathbb{R}^3 \) representing a small rotation the be applied to the orientation vector of the link, and \( \nabla_{\mathbf{x}} \mathbf{c}_P(\mathbf{x}_i, \mathbf{q}_i), \nabla_{\mathbf{q}} \mathbf{c}_P(\mathbf{x}_i, \mathbf{q}_i) \in \mathbb{R}^{1 \times 3} \) representing the gradient of the constraint with respect to the position and rotation variables. Given this, the positional and orientation updates are defined as

\[ \begin{align*}
\Delta \mathbf{x}_i & = \mathbf{W}_x \nabla_{\mathbf{x}} \mathbf{c}_P(\mathbf{x}_i, \mathbf{q}_i) \lambda^{\mathbf{x}_i} \\
\Delta \mathbf{q}_i & = \mathbf{W}_q \nabla_{\mathbf{q}} \mathbf{c}_P(\mathbf{x}_i, \mathbf{q}_i) \lambda^{\mathbf{q}_i}
\end{align*} \]

Weight terms \( \mathbf{W}_x, \mathbf{W}_q \) are introduced in order to conserve linear and angular momentum by limiting the correction direction to being parallel to the gradient. Ideally, the correction should be proportional to the pair-wise generalized inverse masses and rotational inertia, i.e.,

\[ \mathbf{W}_x = m_i^{-1} \cdot \text{diag}\{1, 1, 1\} \quad \mathbf{W}_q = \mathbf{I}_i^{-1} \]

It should be noticed the concatenated vector \( \mathbf{A}_P \) is only one scalar value regarding each constraint index \( i \). Since each constraint \( \mathbf{c}_P^i \) is a three-dimensional vector and its elements are isotropically weighted, we introduce \( l^2 \)-norm (i.e., \( || \cdot || \)) for simplification. Consequently, by taking Eq. 3 into Eq. 2 we can get the following relationship regarding the Lagrange multipliers:

\[ \lambda_i = - \left( \sum_{\pi \in \{i, i+1\}} \nabla_{\mathbf{q}} \mathbf{c}_P^i \mathbf{W}_{\mathbf{x}_\pi} \nabla_{\mathbf{x}_\pi} \mathbf{c}_P^i \right)^{-1} \left( \mathbf{c}_P^i \right) \]

and our simplified positional update rules will be,

\[ \begin{align*}
\Delta \mathbf{x}_i & = \mathbf{W}_x \nabla_{\mathbf{x}} \mathbf{c}_P^i \lambda_i \\
\Delta \mathbf{q}_i & = \mathbf{W}_q \nabla_{\mathbf{q}} \mathbf{c}_P^i \lambda_i
\end{align*} \]

Adapting to the positional distance constraint \( \mathbf{C}_P \) in Eq. 1 each constraint gradient can be calculated as,

\[ \begin{align*}
\nabla_{\mathbf{x}_i} \mathbf{c}_P^i & = -1_{3 \times 3} \mathbf{n}_i^P \\
\nabla_{\mathbf{x}_{i+1}} \mathbf{c}_P^i & = 1_{3 \times 3} \mathbf{n}_i^P \nabla_{\mathbf{q}_i} \mathbf{c}_P^i & = -\frac{\partial}{\partial \mathbf{q}_i} \mathbf{R}(\mathbf{q}_i) \mathbf{r}_i \mathbf{n}_i^P = \frac{1}{w} \mathbf{R}(\mathbf{q}_i) \mathbf{r}_i \times \mathbf{n}_i^P \nabla_{\mathbf{q}_{i+1}} \mathbf{c}_P^i & = \frac{\partial}{\partial \mathbf{q}_{i+1}} \mathbf{R}(\mathbf{q}_{i+1}) \mathbf{t}_{i+1} \times \mathbf{n}_i^P
\end{align*} \]

where \( \mathbf{n}_i^P = \mathbf{c}_P^i / || \mathbf{c}_P^i || \), and the gradients regarding rotation vector is derived from Lie Group according to the left perturbation scheme, and \( \times \) is the skew-symmetric representation.

Then, by following the derivative of generalized inverse masses with impulse based rigid body solvers in [16], it leads
Combining the above equations with Eq. 5 for Lagrange multiplier $\lambda_i$, one can quickly obtain the following implementation for distance constraints of positional updates in

\[
\nabla_x \| c_i \| \begin{bmatrix} W_{x_i}^P \left( \nabla_x, \| c_i \| \right) \end{bmatrix}^T = m_i^{-1}
\]

\[
\nabla_{x_{i+1}} \| c_i \| \begin{bmatrix} W_{x_{i+1}}^P \left( \nabla_x, \| c_i \| \right) \end{bmatrix}^T = m_{i+1}^{-1}
\]

\[
\nabla_{\Delta \phi_i} \| c_i \| \begin{bmatrix} W_{\Delta \phi_i}^P \left( \nabla_{\Delta \phi_i}, \| c_i \| \right) \end{bmatrix}^T = \left( \left[ \begin{bmatrix} [w_i R(\phi_i) \cdot t_{i+1}] \times n_i \end{bmatrix}^P \right] \right)^T \left[ \begin{bmatrix} [w_i R(\phi_i) \cdot t_{i+1}] \times n_i \end{bmatrix}^P \right]^{-1}
\]

\[
\nabla_{\Delta \phi_{i+1}} \| c_i \| \begin{bmatrix} W_{\Delta \phi_{i+1}}^P \left( \nabla_{\Delta \phi_{i+1}}, \| c_i \| \right) \end{bmatrix}^T = \left( \left[ \begin{bmatrix} [w_i R(\phi_i) \cdot t_{i+1}] \times n_i \end{bmatrix}^P \right] \right)^T \left( \begin{bmatrix} [w_i R(\phi_i) \cdot t_{i+1}] \times n_i \end{bmatrix}^P \right)^{-1}
\]

(8)

Eq. 6:

\[
\Delta x_i^P = -m_i^{-1} \cdot \lambda_i^P \cdot n_i^P
\]

\[
\Delta x_{i+1}^P = m_{i+1}^{-1} \cdot \lambda_i^P \cdot n_i^P
\]

\[
\Delta \phi_i^P = \begin{bmatrix} [w_i R(\phi_i) \cdot t_{i+1}] \times n_i \end{bmatrix}^P \cdot \lambda_i^P
\]

(9)

\[
\Delta \phi_{i+1}^P = -\begin{bmatrix} [w_i R(\phi_i) \cdot t_{i+1}] \times n_i \end{bmatrix}^P \cdot \lambda_i^P
\]

The rotation represented with quaternions will also be corrected simultaneously. Following the small value changes of the rotation vector for Lie group in [48], the updates of quaternions $\Delta q_i^P$, $\Delta q_{i+1}^P$ for alignment of orientation can be approximated with Euler method as,

\[
\Delta q_i^P = \frac{1}{2} \left[ 0, \Delta \phi_i^P \right] \otimes q_i
\]

\[
\Delta q_{i+1}^P = \frac{1}{2} \left[ 0, \Delta \phi_{i+1}^P \right] \otimes q_{i+1}
\]

(10)

where $\otimes$ indicates the multiplication of two quaternions. It should be noticed that the above inertia tensors depend on the rotation center. Thus, they must be updated in the global world frame after every constraint projection solving.

2) Angular Constraint: Hinge joint angular constraint aims at aligning the rotational axes of two connected links (i.e., $i$ and $i+1$) attached to the same hinge joint, regarding their local joint position vector from COM, as $r_i$ and $t_{i+1}$ respectively. Let $b_i^* \in \mathbb{R}^3$ and $a_i^* + 1 \in \mathbb{R}^3$ denote the normalized rotational axis vector in local frame for link $i$ and link $i+1$. Then, a generalized angular constraint should be satisfied by $C^A(q_i) = \{c_i^A(q_i, q_{i+1}) | i \in [1, 2, \cdots, N]\}$. Thus, the angular constraint should be defined by,

\[
c_i^A(\phi_i, \phi_{i+1}) = \left[ \begin{bmatrix} [w_i R(\phi_i) \cdot b_i^*] \times [w_i R(\phi_{i+1}) \cdot a_i^* + 1] \end{bmatrix}^P \right] = \Delta \phi_i = -\Delta \phi_{i+1}
\]

(11)

with angular positional updates,

\[
\Delta \phi_{k \in \{i, i+1\}} = W_{\Delta \phi_k}^A \left( \nabla_{\Delta \phi_k}^A \right)^T \lambda_i^A
\]

(12)

Then, we can follow the same derivation for positional constraints as above, the Lagrange multiplier for angular
The updates of quaternion $\Delta q^A_i$ which leads to,

$$\lambda^A_i = - \left( \sum_{i \in \{\Delta \phi, \Delta \phi^+\}} \nabla_{\phi^A_i} \| c^A_i \| W_{\phi^A_i} \left( \nabla_{\phi^A_i} c^A_i \right)^T \right)^{-1} \cdot c^A_i \tag{13}$$

Similarly, each angular constraint gradient can be calculated through Lie group derivation as,

$$\nabla_{\phi^A_i} \| c^A_i \| = n^A_i$$

$$\nabla_{\phi^A_{i+1}} \| c^A_i \| = -n^A_i \tag{14}$$

where $n^A_i = c^A_i / \| c^A_i \|$. By multiplying generalized inverse matrices, we obtain

$$\nabla_{\phi^A_i} \| c^A_i \| W_{\phi^A_i} \left( \nabla_{\phi^A_i} c^A_i \right)^T = (n^A_i)^T I^{-1}_i n^A_i$$

$$\nabla_{\phi^A_{i+1}} \| c^A_i \| W_{\phi^A_{i+1}} \left( \nabla_{\phi^A_{i+1}} c^A_i \right)^T = (n^A_i)^T I^{-1}_i n^A_i \tag{15}$$

which leads to,

$$\Delta \phi^A_i = I^{-1}_i n^A_i \lambda^A_i$$

$$\Delta \phi^A_{i+1} = -I^{-1}_i n^A_i \lambda^A_i \tag{16}$$

The updates of quaternion $\Delta q^A_i$, $\Delta q^A_{i+1}$ is,

$$\Delta q^A_i = \frac{1}{2} \left[ 0, \Delta \phi^A_i \right] \otimes q_i$$

$$\Delta q^A_{i+1} = \frac{1}{2} \left[ 0, \Delta \phi^A_{i+1} \right] \otimes q_{i+1} \tag{17}$$

### B. Differentiability

To make our forward PBD simulation easily differentiable and accessible for learning problems, we specifically cater the method to automatic differentiation (auto-diff) frameworks such as PyTorch [49]. Fig. 4 gives an overview of the differentiable simulation. The gradients will be tracked and stored by a sequence of elementary mathematical operations. The parameter and system states can be optimized by the backpropagation of a computation graph with a defined loss function. A practical challenge is that the number of time steps of forward simulation that might be leveraged for backpropagating losses is limited by the memory required for automatic differentiation. In practice, this problem can be addressed by wrapping up certain functions, computing intermediate results and storing these intermediate checkpoints for later use.

### IV. PARAMETER IDENTIFICATION AND MODEL-PREDICTIVE CONTROL

The ultimate objective of the differentiable simulation is to perform sim-to-real applications, where there is a mismatch between the simulation and the real world and solving an inverse problem can help reduce this gap. These scenarios present themselves in problems of parameter identification, as well as certain model-predictive control problems. Below we lay out the methods for parameter identification and model-predictive control that include parameter estimation via backpropagating error through the entire control/simulation chain (which includes our differentiable model).

Consider the problem of parameter estimation, where we aim to infer the parameters $\alpha$ (i.e., inertia $I$ etc.) and system states $\xi$ (i.e., link represented by PBD particle position $x$, velocity $v$, orientation $q$, and angular velocity $\omega$), or control signals $u$ (i.e., input torque $\tau$) using position-based constraints. The optimization problem can be written implicitly as,

$$\alpha^*, \xi^*, u^* = \arg \min L(\alpha, u)$$

s.t. $C^P(x, q) = 0$

$C^A(q) = 0 \tag{18}$

where $C^P$ and $C^A$ are the position-based constraints, $L$ is the loss function generated from the representation of forward PBD simulation.

#### A. Parameter Identification

For dynamical systems, a traditional Euler-Lagrange formulation requires generalized non-conservative force as input to the system $\tau \in \mathbb{R}^N$, which is described by,

$$\frac{d}{dt} \frac{\partial L(p, \dot{p})}{\partial \dot{p}} - \frac{\partial L(p, \dot{p})}{\partial p} = \tau \tag{19}$$

with the Lagrangian value defined by,

$$L = T - V \tag{20}$$

where $T$ and $V$ are the kinetic and potential energy respectively, $p$ and $\dot{p}$ are the generalized coordinates of a robotic system. For joint-space values, we can assume $[p, \dot{p}, \ddot{p}]$ are the joint level position, velocity, and acceleration respectively, and $\tau$ are torques applied to the joints. Werling and Lutter [10], [50] present the Recursive-Newton-Euler (RNE) algorithm for the kinetic and potential models for differentiability.

In sim-to-real application, it is convenient to transform the PBD states to joint values with a kinematic mapping. In this way, the control strategy can be described in joint-space which converts naturally to motor trajectories after accounting for gearing and transmission couplings (if present). We denote function $f$ as the kinematic mapping from PBD states $\xi \in [x, v, q, \omega]$ to the generalized joint states $[p, \dot{p}]$ of the simulated robot, i.e.,

$$\pi_{\in\{p,p\}} = f_{\pi}(x, v, q, \omega)$$

$$= f_{\pi} \left( \bigcup_{\xi \in [x, v, q, \omega]} \xi \right) \tag{21}$$

Then without loosing generality, a loss function for parameter identification involving joint values can be explicitly
Algorithm 1: Differentiable Articulated Robot Framework

**Input**: Current time-step link representation with particle position $x^t$, velocity $v^t$, quaternion $q^t$, angular velocity $ω^t$, control torque $τ^t$, gravity $g$, local inertia tensor $I^t$ at time-step 0 etc.

**Output**: Gradients of loss function $L$ regarding system parameters $α^t$, PBD system states $q^t$, or control input $u^t$

1. $α^t ← \{\text{inertia} \ I^0, \ldots\}$
2. $u^t ← τ^t$
3. $ξ^t ← x^t, v^t, q^t, ω^t$
4. $v^{t+1} ← v^t + Δt \cdot g$
5. $x^{t+1} ← x^t + Δt \cdot v^t$

// Initialize corresponding gradients variables
6. $\hat{L} ← L^t$
7. $\hat{q} \leftarrow q^t$
8. $\hat{ω} \leftarrow ω^t$

// Angular states Euler prediction
9. $\hat{q}^{t+1} ← q^t + \frac{1}{2}Δt \cdot [0, \omega^{t+1}]q^t$
10. $\hat{ω}^{t+1} ← ω^t + Δt \cdot (I^t)^{-1}(u^t + ω^t × (I^t ω^t))$

// Position states Euler prediction
11. $\hat{x}^{t+1} ← x^t + Δt \cdot v^t$
12. $\hat{v}^{t+1} ← v^t + Δt \cdot g$

13. $\hat{L}^t = \hat{L} \cdot R(\hat{q}^t) \cdot I^0 \cdot \hat{R}(\hat{q}^t)$
14. $\hat{q}^{t+1} ← q^t + \frac{1}{2}Δt \cdot [0, \omega^{t+1}]q^t$
15. $\hat{ω}^{t+1} ← ω^t + Δt \cdot (I^t)^{-1}(u^t + ω^t × (I^t ω^t))$

16. $\Delta q^t = R(q^{t+1}) \cdot q^t$ and $q^{t+1}$
17. $\Delta q^t = R(q^{t+1}) \cdot q^t$
18. $\Delta q^t = R(q^{t+1}) \cdot q^t$
19. $\Delta q^t = R(q^{t+1}) \cdot q^t$

20. $\Delta q^t = R(q^{t+1}) \cdot q^t$

21. SolvePositional (C^P (x^{t+1}, q^{t+1}) = 0)
22. SolveAngular (C^A (q^{t+1}) = 0)
23. $\Delta q^{t+1} ← q^{t+1} - q^t$
24. $\Delta q^{t+1} ← q^{t+1} - q^t$
25. $\Delta q^{t+1} ← q^{t+1} - q^t$
26. $\Delta q^{t+1} ← q^{t+1} - q^t$
27. $\Delta q^{t+1} ← q^{t+1} - q^t$

28. $\hat{L} = L(\hat{x}^{t+1}, \hat{v}^{t+1}, \hat{q}^{t+1}, \hat{ω}^{t+1})$
29. Compute $\frac{∂L}{∂α^t}$, $\frac{∂L}{∂q^t}$, $\frac{∂L}{∂ω^t}$
30. $\frac{∂L}{∂α^t}, \frac{∂L}{∂q^t}, \frac{∂L}{∂ω^t}$

Algorithm 2: Differentiable Articulated Robot Algorithm

1. $L = \min_{\pi, \xi} \sum_{i=1}^{n} d(R(\hat{q}^i) \cdot b_i^t, \hat{p}^t\cdot u^t)$
2. $\frac{∂L}{∂α^t} = \sum_{j} \frac{∂L}{∂p_j} \frac{∂p_j}{∂α^t} + \sum_{k} \frac{∂L}{∂ω_k} \frac{∂ω_k}{∂α^t}$

The first partial derivative (i.e., $\frac{∂L}{∂α^t}$) can be straightforward to calculate as long as the loss function is explicitly expressed. Normally it will be a combination or a single joint-level trajectory value, i.e., $π$. The second partial derivative (i.e., $\frac{∂L}{∂ω_k}$) depends on the forward kinematic mapping from PBD states to joint states. In our case, we proposed the kinematic mapping via iterative linear transforms (shown algorithmically in Algorithm 2).

One might notice that for Eq. (23) the joint states of joint velocity may be considered. In this case, we don’t directly get the loss function regarding $p$, but instead we process it by transferring the observed data (i.e., $\hat{p}$) back into PBD state space, that is,

$$\hat{u} \cdot \hat{ω}^{t, n} = \sum_{i=1}^{n} d(R(\hat{q}^i) \cdot b_i^t, \hat{p}^t\cdot u^t)$$
Algorithm 2: The gradient of kinematic mapping from PBD states to joint states (joint angle)

Input: The link axis \( \mathbf{n}_i \) and \( \mathbf{n}_{i+1} \) with shared joint rotation axis \( \mathbf{b}_i^* \) (or \( \mathbf{a}_{i+1}^* \)) in local frame as shown in Fig. 3, quaternions \( \mathbf{q}_i \) and \( \mathbf{q}_{i+1} \) for link \( i \) and link \( i+1 \) respectively

Output: Gradients of loss function \( \frac{\partial \pi}{\partial \xi} \)

1. \( \mathbf{n}_i = R(\mathbf{q}_i^*) \mathbf{n}_i \)
2. \( \mathbf{n}_{i+1} = R(\mathbf{q}_{i+1}^*) \mathbf{n}_{i+1} \)
3. \( \mathbf{b}_i^* = R(\mathbf{q}_i^*) \mathbf{b}_i^* \)

// transfer link axes from local to world frame

4. introduce joint limit constraint within \([-\pi, \pi]\)
5. \( \mathbf{p}_i = \arcsin(\mathbf{w}_i \times \mathbf{n}_{i+1}) \cdot \mathbf{w}_i \)
6. if \( \langle \mathbf{w}_i, \mathbf{n}_{i+1} \rangle < 0 \) then
7. \( \mathbf{p}_i = \pi - \mathbf{p}_i \)
8. if \( \mathbf{p}_i > \pi \) then
9. \( \mathbf{p}_i = \mathbf{p}_i - 2\pi \) // \( \mathbf{p}_i \in [-\pi, \pi] \)
10. if \( \mathbf{p}_i < \pi \) then
11. \( \mathbf{p}_i = \mathbf{p}_i + 2\pi \) // \( \mathbf{p}_i \in [-\pi, \pi] \)

// Obtain the gradients values
12. \( \mathbf{p}_i \leftarrow \mathbf{p}_i \)
13. \( \xi \leftarrow \mathbf{q}_i, \mathbf{q}_{i+1} \)

// Calculate the gradients using auto-diff
14. \( \frac{\partial \mathbf{p}_i}{\partial \xi} = \text{autodiff}(\mathbf{p}_i, \xi) \)
15. return \( \frac{\partial \pi}{\partial \xi} \)

B. Torque Estimation From Trajectory

Similar to the parameter identification problem, we now will define a loss function for torque estimation as

\[
L(p, \omega) = \min_u \frac{1}{K} \sum_i \sum_j \lambda_1 \left\| P_i^t - P_j^t \right\|^2 + \lambda_2 \left\| \omega_i^t - \omega_j^t \right\|^2 + \lambda_3 \left\| u_i^t - u_{i-1}^t \right\|^2
\]

with factor \( \lambda_1, \lambda_2, \lambda_3 \) for weight adjustment and \( 1/K \) being the average factor for MSE, the loss function includes not only mean square error terms for joint angles, angular velocity to simulate true trajectory, but also counting of torque difference for minimizing torque change to avoid overshooting. Indices \( i \) and \( t \) enumerate the joints and time steps, respectively.

Similar to Eq. 27, the chain-rule gradient can be formulat

\[
\frac{\partial L(p, \omega)}{\partial u} = \sum_t \sum_i \sum_j \frac{\partial L}{\partial P_i^t} \frac{\partial P_i^t}{\partial q_j^t} \frac{\partial q_j^t}{\partial u^t} + \sum_t \sum_i \frac{\partial \omega_i^t}{\partial u^t} + \text{constant}
\]

Compared to Eq. 27, the difference for this chain-rule involves all time-steps for torque estimation in order to obtain a continuous control input.

We are also able to set up the torque estimation in a model-predictive control (MPC) pattern. For example, we will simultaneously initialize and estimate three (or more) torque control inputs (i.e., \( u^t, u^{t+1}, u^{t+2}, \cdots \)) at time frame \( t \). We will get the summarized loss function for all predictive states (i.e., \( \xi^{t+1}, \xi^{t+2}, \xi^{t+3}, \cdots \)). We can then solve for the finite horizon control commands using a concatenated loss, where forward simulation and backward calculation are concatenated one by one, as shown in Fig. 4.

C. Impedance Control in Joint Space

When the robot encounters environmental contact that can be unsafe to the robot or the environment, impedance control has often been a method of choice for imposing a safer dynamic profile. Here, we propose joint impedance control laws comprising proportional–derivative (PD) controllers and model-based components for contact force prediction as in Eq. 28

\[
u = D(\dot{q}_d - \dot{q}) + K(q_d - q) + \tau_{pd} + M(q)\ddot{q}_d + S(q, \dot{q})\dot{q} + g(q)
\]

The PD control terms \( \tau_{pd} \) includes damping term \( D \) and stiffness term \( K \). Dynamics models could be used for calculating net torque \( \tau_{net} \) includes inertial, Coriolis, and gravitational elements, which would be predicted based on optimization in our differentiable simulation framework with a given initial state and a final state.

V. EXPERIMENT AND RESULT

In this section, we implement our differentiable framework and conduct gradient-based optimization tasks, including robot design, parameter estimation, torque estimation, and impedance control. Inherently all these problems involve the use of gradient information in some way, with some solving forward while other solving inverse problems for robot control and model learning. We show that the method is capable of being used in all of these scenarios successfully.

A. Experimental Setup

Our differentiable simulation framework uses a Jacobi solver with Pytorch. Constraints are solved in 30 iterations to guarantee convergence and gravity is set to 9.8 m/s² with time interval \( \Delta t = 0.01 \text{s} \). The Baxter robot in simulation consists of 7 Baxter links and 7 hinge joints corresponding to their shoulder, elbow, and wrist (\( s_0, s_1, c_0, c_1, w_0, w_1, w_2 \)).
The first link is attached to a base link with infinite mass so that the base is still. To configure the Baxter left arm, parameters in the Unified Robot Description Format (URDF) file provided in the ROS package baxter_common are utilized. While the file provides inertia tensor, mass, etc., the positional and rotational information in local frames needs transformation to the global frame.

B. Double Pendulum Robot Design

A double pendulum experiment involving parameter identification is described below. Suppose we have a specified trajectory that we wish to follow repeatedly (e.g., an assembly line) and we wish to determine the link lengths of a robot arm that would best carry out this trajectory while minimizing overall energy expenditure, i.e., $\alpha = \{l_1, l_2\}$. The arm uses a stiffness controller \[51\] that calculates motor torque values as

$$\tau = J^T(q)(K(p_{des} - p_{ee}) + D(p_{des} - p_{ee}))$$

(29)

with stiffness $K = 60$ and damping $D = 6$. $J^T$ is the robot Jacobian mapping of the pendulum robot, $p_{ee}$ is the Cartesian position of the end effector, and $p_{des}$ is a desired trajectory in Cartesian space. In this experiment, $p_{des}$ is a circular trajectory with radius 0.3m in Fig. 5. The objective function for parameter estimation includes torque energy and projection loss of simulated trajectory into preset trajectory,

$$\mathcal{L} = \sum_t \|p_{des}^t - p_{ee}^t\| + \lambda(\theta^t - \theta^{t-1}) \cdot \tau^t.$$  

(30)

where $\theta^t$ is the vector of the angle of two joints at time $t$. The scaling factor $\lambda$ is 25.

The final optimized result is shown in Table II. The optimal result of the first link and the second link are $l_1 = 2.707m$ and $l_2 = 0.302m$. Under the optimized configuration, the pendulum can follow the preset trajectory by changing the second joint angle only. Thus, it has minimal movement and the energy consumption is also optimal.

Fig. 6: The upper figure is the power of joint torque overtime for the double pendulum. Lower left and lower right figures are the torque value change over the angles of two joints.
Fig. 7: Kinematic diagram for joint $s_0$, joint $s_1$, joint $e_0$ and joint $s_1$ spring configuration. Parameters collected from the robot are marked in blue, measured parameters or calculations are marked in green, and parameters for estimation are marked in red.

the optimized one completes the task. Fig. 6 shows the application of the model for optimizing for minimum energy usage as a robot design objective.

![Diagram](image.png)

**TABLE II**: Links length, loss and maximum power for the initial case and optimized case.

| Joint | Link 1 (m) | Link 2 (m) | Loss (J) | Work (J) |
|-------|------------|------------|----------|----------|
| Initial | 3.0 | 0.1 | 51.716 | 1.475 |
| Optimal | 2.7026 | 0.3074 | 14.448 | 0.368 |

**C. Gravity Compensation and Parameter Estimation**

In this experiment, we consider the Baxter robot from Rethink Robotics that uses 7-DOF series elastic arms, which are not only providing compliance for safety but are additionally set up to provide the arm with a passive gravity counterbalance. One of the challenges with series elastic actuators is that it can be difficult to calibrate as environment conditions, wear and tear, and other factors can often cause expected values to deviate and be non-stationary day to day (thereby affecting gravity counterbalance as well). Thus, we consider the problem of estimating the true spring stiffness $k$ and offset angle $\alpha_2$, i.e., $\alpha = \{k, \alpha_2\}$, for Baxter’s shoulder as shown in Figure [7].

We collect 30 frames of different robot static poses from a real Baxter. Using those pose measurements, we reconstruct the robot in simulation and let the robot stay still for one time step in the simulation. We set $\lambda_1 = 1$, $\lambda_2 = 0.02$, $\lambda_3 = 0$ for the loss function in Eq. [26]. Ground truth torque is then estimated using the Euler-Lagrange equations (Eq. [19]). Table [III] shows that the mean square error for three joints have similar values, but have less impact on joint $s_1$ and joint $e_1$ than on joint $w_1$ since joint $s_1$ and joint $e_1$ both have relatively large torques values. The errors propagate through the kinematic chains and thus a discrepancy between the model and the measurements is seen.

The torque provided by the spring on joint $s_1$ is defined as

$$\tau_s = \sin((\pi - \alpha_1 - \alpha_2 - \theta_2)\frac{l_1 l_2}{x}k(x - x_{rest}))$$

$$x = \sqrt{2l_1 l_2 \cos(\pi - \alpha_1 - \alpha_2) + l_1^2 + l_2^2}$$

(31)

where $l_1$, $l_2$, and $\alpha_2$ are measured or computed with trigonometric relationships. Spring length $x$ is calculated with the law of cosine and the rest length is 0.2m from the hardware manual [52]. Thus, the spring torque is calculated with Eq. [31]. Two estimation schemes, curve fitting, and the differentiable simulation method are used. For curve fitting, we compute the spring torque $\tau_s$ with ground truth motor torque and estimated gravity compensation torque. With computed spring torque $\tau_s$ and ground truth joint angle $\theta_2$, we can perform curve fitting with stiffness $k$ and offset angle $\alpha_2$ by minimizing the mean square error between computed and estimated spring torque. For differentiable simulation, we integrate the spring model into the differentiable simulation model and obtain gradient with respect to $k$ and $\alpha_2$. Similar to gravity compensation, we set $\lambda_1 = 1$, $\lambda_2 = 0.2$ for loss function in Eq. [26] and let robot stay still.

The optimization loss and result are shown in Figure 8. The use of measured links length ($l_1$, $l_2$) and offset angle $\alpha_2$ for the spring model ensures the curve fitting and the differentiable simulation method converged to similar values. Offset angle $\alpha_2$ did not influence the local minimum value but shifted where it appeared. Only stiffness $k$ is used for estimation since it is coupled with rest length $x_{rest}$. Unlike
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**TABLE III**: Mean, maximum, minimum, and means absolute value (MAE) of estimated gravity compensation torque. We show statistic of joint $s_1$, joint $e_1$, joint $w_1$ which are mainly involved in gravity compensation.

| Joint | $s_1$ | $e_1$ | $w_1$ |
|-------|-------|-------|-------|
| Mean (Nm) | -2.90e+01 | -1.08e+01 | -1.26e+01 |
| Max (Nm) | -1.16e+01 | -3.99e+00 | -5.09e+00 |
| Min (Nm) | -3.91e+01 | -1.42e+01 | -1.56e+00 |
| MAE (Nm) | 6.69e-01 | 4.31e-01 | 6.98e-01 |
curve fitting where we compute the gravity compensation torque and then perform optimization, differentiable simulation provides an approach that can estimate parameters in one step.

We also considered the real possibility that, with the offset angle $\alpha_2$, the link lengths $l_1$, $l_2$ have some minor deviations from ideal manufacturing specifications. So we estimate link lengths $l_1$, $l_2$ and offset angle $\alpha_2$ independently first, before optimizing stiffness $k$. With these calibrated links length $l_1$ and $l_2$, curve fitting with updated parameters has better performance and the optimized stiffness is closer to reference stiffness compared to without the link length calibration.

D. Real-to-Sim MPC Torque Estimation

With Baxter, we tested our method in the context of model-predictive control. The goal is to determine the control inputs to the simulated dynamics model such that the error between a measured trajectory and a modeled trajectory are minimized. This is the real-to-sim problem that has been of more recent interest as a method for imitation and transfer learning [17], [53]. MPC is used to determine the control inputs iteratively since solving the full trajectory worth of control inputs at once that results in matching trajectories between sim and real would be difficult. A short and long horizon MPC was implemented. For MPC with a short horizon, we optimize the torques for the current time step and use it to update robot states. For MPC with a long horizon, we optimize the torques for 3 time steps simultaneously and update robot states.

To accommodate the use of different sensors (i.e. encoders, IMU) in various circumstances, we design 3 different loss functions for MPC with short horizon: a loss with only joint angles ($\lambda_1 = 1, \lambda_2 = 0, \lambda_3 = 0$), with only angular velocities ($\lambda_1 = 0, \lambda_2 = 1, \lambda_3 = 0$), and with both ($\lambda_1 = 1, \lambda_2 = 0.02, \lambda_3 = 2\pi - 7$). To start optimization for $u^t$, we choose the torque initialization schemes from zeros, previous optimized torque $u^{t-1}$ and gravity compensation torque. MPC with long horizon involved a 3-step forward prediction. The torque initialization used the previously optimized torque for the first two steps and the gravity compensation torque from the model for the third step. With multiple steps, we can now assign a value for the loss attributed to preventing rapid torque changes ($\lambda_1 = 1, \lambda_2 = 0.02, \lambda_3 = 2\pi - 7$). Fig. 9 shows our results, demonstrating joint angles nearly match.

![Fig. 9: Joints angle generated with torque estimation with different schemes and ground truth trajectory joints angle. From left to right, from up to down, figures show the result for joint $s_0$, joint $s_1$, joint $e_0$, joint $e_1$, joint $e_0$, joint $w_1$ respectively. Zero torque, optimized torque for previous time step or gravity compensation torque are optional initial torque for optimization. Loss function schemes are angle only ($\lambda_1 = 1, \lambda_2 = 0, \lambda_3 = 0$), angular velocity only ($\lambda_1 = 0, \lambda_2 = 1, \lambda_3 = 0$) and angle & angular velocity ($\lambda_1 = 1, \lambda_2 = 0.02, \lambda_3 = 0$). All schemes use ADAM with 80 or 120 iterations. The learning rate is 1 for zero initialization or 0.2 otherwise. Right: Endpoint trajectory visualization of true trajectory and MPC torque estimation simulated trajectory. The MPC has horizon 3 and initializes to previously optimized torque for the first two steps and to gravity compensation torque for the third step. Loss function for MPC implies constraint to limit the torque change rate ($\lambda_1 = 1, \lambda_2 = 0.02, \lambda_3 = 2\pi - 7$). Optimization is performed with an ADAM optimizer with a 0.1 learning rate and 120 iterations.](image-url)
Fig. 10: Joint torque generated with torque estimation with different schemes and ground truth trajectory joint torques versus time. From left to right, from up to down, figures show the result for joint $s_0$, joint $s_1$, joint $e_0$, joint $e_1$, joint $w_0$, joint $w_1$ respectively. Schemes are specified in Fig. 9.

Fig. 11: Violin plot of torque error with torque estimation schemes for joints $s_0$, joint $s_1$, joint $e_0$, joint $e_1$.

Fig. 12: Net torque map is a lookup map for $\tau_{net}$ with key theta difference and angular velocity. With the simulation time step being 0.01s, Maximum angular velocity is set to 0.5 rad/s and maximum angular displacement in one-time step is set to 0.00625 rad. Optimized net torque is found for all sampled grid points and interpolated into map space.

E. Impedance Control

An impedance control experiment in joint space was conducted for joint $s_1$, following Eq. (28) and the use of our simulation framework for calculating various elements within the equation. For simplification, the Centrifugal and Coriolis term $S(q, \dot{q})\dot{q}$ were not considered; we implemented the PD control term $\tau_{pd}$ and inertia matching term $M(q)\ddot{q}$. Gravity compensation was handled by Baxter’s internal model and is not shown (so only the impedance controller torque is shown). All other joints were fixed during motion. We consider joint $s_1$ angle displacement and angular velocity to optimize net torque. A net torque lookup map, which maps angle difference and angular velocity to net torque $\tau_{net}$ is the ground truth for the various configurations of the MPC problem. Fig. 10 and Fig. 11 also show the capability for accurately estimating torque with dynamics and kinematics information.

The RMSE in Table IV mainly consists of two parts, the torque offset, the noise when performing torque estimation. In Fig. 10 the torque error for joint $e_1$, joint $w_0$, joint $w_1$, occurs on account of unmodel parts of Baxter’s arm, and friction noise requires a more significant torque to actuate joints in the real-world than that in simulation. The error also comes from the optimization noise.
built with a differentiable simulation framework (Figure 12).
To construct such a map, we first sample different pairs of angular velocity and angle differences within the simulator. We set the goal joint angle and initialize angular velocity according to the key’s value and optimize to find the control torque (i.e., the net torque). Thus, the loss function for Eq. (26) only contained angular error ($\lambda_1 = 1, \lambda_2 = 0, \lambda_3 = 0$). An external torque is applied twice for 10 seconds in the simulation. Damping and stiffness for the impedance controller is set to $D_m = 0.01, K_m = 30$ respectively.

Fig. 13 shows the simulated application of PD control and impedance control in simulation with the torque map as its backbone. Fig. 14 shows the real case, demonstrating that the contact torque is reduced and impedance control is successfully implemented.

VI. DISCUSSION AND CONCLUSION

This paper implements a differentiable framework based on position-based dynamics for articulated rigid bodies, with specific application to robot control. With automatic differentiation, we can compute gradients concerning any parameters involved in the simulation and perform gradient-based optimization. This allows one to solve forward and inverse problems that involve position-based dynamics efficiently. Our framework demonstrates its ability in real-to-sim applications, motion control, and parameter identification. Future work will demonstrate the use of the simulation framework for controlling interactions with more complex environments and objects, leveraging the efficient capability of PBDs for solving contact boundaries down to particle resolution.
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