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ABSTRACT

An accurate covariance matrix is essential for obtaining reliable cosmological results when using a Gaussian likelihood. In this paper we study the covariance of pseudo-$C_{\ell}$ estimates of tomographic cosmic shear power spectra. Using two existing publicly available codes in combination, we calculate the full covariance matrix, including mode-coupling contributions arising from both partial sky coverage and non-linear structure growth. For three different sky masks, we compare the theoretical covariance matrix to that estimated from publicly available N-body weak lensing simulations, finding good agreement. We find that as a more extreme sky cut is applied, a corresponding increase in both Gaussian off-diagonal covariance and non-Gaussian super-sample covariance is observed in both theory and simulations, in accordance with expectations. Studying the different contributions to the covariance in detail, we find that the Gaussian covariance dominates along the main diagonal and the closest off-diagonals, but farther away from the main diagonal the super-sample covariance is dominant. Forming mock constraints in parameters that describe matter clustering and dark energy, we find that neglecting non-Gaussian contributions to the covariance can lead to underestimating the true size of confidence regions by up to 70 per cent. The dominant non-Gaussian covariance component is the super-sample covariance, but neglecting the smaller connected non-Gaussian covariance can still lead to the underestimation of uncertainties by 10–20 per cent. A real cosmological analysis will require marginalisation over many nuisance parameters, which will decrease the relative importance of all cosmological contributions to the covariance, so these values should be taken as upper limits on the importance of each component.
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1. Introduction

There are currently many unanswered questions in cosmology, including the origin of the accelerating expansion of the universe and apparent tensions within the dominant A cold dark matter model (e.g. Di Valentino et al. 2021, and references therein). One of the most promising tools with which to make progress on these questions in the coming years is the analysis of weak gravitational lensing of distant galaxies by large-scale structure, also known as cosmic shear. The upcoming ESA Euclid space mission (Laureijs et al. 2011), as well as other surveys such as those with the Vera C. Rubin Observatory in Chile (the Legacy Survey of Space and Time2; Ivezić et al. 2019) and the Square Kilometre Array (SKA) radio observatory in Australia and South Africa3 (Square Kilometre Array Cosmology Science Working Group et al. 2020), will observe over a billion galaxies, which is expected to lead to unprecedented precision on cosmological constraints – a more than an order of magnitude increase over the previous generation of experiments (Harrison et al. 2016). In order to obtain reliable results, this precision is necessarily
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accompanied by a requirement to understand all elements of an analysis pipeline to an equally unprecedented degree, including the interplay between the likelihood and estimator effects.

In this paper we are concerned specifically with pseudo-$\ell$ contributions to the cosmic shear power spectrum covariance. We discuss our conclusions in Sect. 5.

A Gaussian likelihood is the covariance matrix, so in this paper we are concerned specifically with pseudo-$\ell$ covariance. We recently shown in Upham et al. (2021) that a Gaussian likelihood is sufficient to obtain accurate cosmological results from weak lensing pseudo-$\ell$ estimates. An important ingredient for a Gaussian likelihood is the covariance matrix, so in this paper we focus on the calculation of a cosmic shear pseudo-$\ell$ covariance matrix.

The problem of calculating covariance matrices for weak lensing has been extensively discussed in the literature, ranging from analytic or semi-analytic approaches (Cooray & Hu 2001; Schneider et al. 2002; Joachimi et al. 2008; Takada & Jain 2009; Pielorz et al. 2010; Hilbert et al. 2011; Barreira et al. 2018a; Hall & Taylor 2019; Gouyou Beauchamps et al. 2021) through to estimation from simulations (Sato et al. 2011; Harnois-Dérap & Van Waerbeke 2015; Sellentin & Heavens 2016a,b; Harnois-Dérap et al. 2018, 2019; Sgier et al. 2019; Schneider et al. 2020).

In Sect. 2 we discuss the different Gaussian and non-Gaussian components of the cosmic shear pseudo-$\ell$ covariance and their implementation in existing publicly available code. We compare this theoretical covariance to that measured from publicly available weak lensing simulations in Sect. 3. In Sect. 4 we examine the relative importance of the different covariance contributions and how this depends on the mask, which describes the details of sky coverage. This part of our analysis shares some similarities with that of Barreira et al. (2018b), who also studied the relative importance of the different contributions to the cosmic shear covariance for a *Euclid*-like survey and concluded that the ‘connected non-Gaussian’ component (see Sect. 2) can be neglected for only a $\lesssim 5$ per cent underestimation in single-parameter $\ell$-error errors. However, in this paper we specifically study pseudo-$\ell$ estimates, for which the survey mask mixes power between all multipoles and induces correlations even for Gaussian fields, which for many covariance elements dominate over other sources of correlation (see Sect. 3). This effect was not included in the analysis of Barreira et al. (2018b), who assumed a diagonal Gaussian covariance, and its inclusion may lead to different conclusions about the relative importance of the different contributions to the covariance. We discuss our conclusions in Sect. 5.

2. Cosmic shear power spectrum covariance contributions

We begin this section by summarising the different contributions to the cosmic shear power spectrum covariance. We refer the reader to Barreira et al. (2018a) and the other references provided therein and below for a thorough theoretical background and derivation.

Starting in three-dimensional space, the covariance of the matter power spectrum receives two contributions: one that depends on the matter power spectrum itself, and one that depends on a particular (‘parallelogram’) configuration of the matter trispectrum that corresponds to the Fourier transform of the connected four-point correlation function. For a Gaussian matter distribution, only the first contribution is non-vanishing, and hence it is commonly referred to as the ‘Gaussian covariance’, which we will use here. (It is also sometimes referred to as the ‘disconnected’ covariance.) We follow Barreira et al. (2018a) in referring to the second contribution as the ‘connected non-Gaussian’ component.

However, for any realistic finite-volume survey such as *Euclid*, the observed matter power spectrum is convolved with a three-dimensional window function. While the Gaussian and non-Gaussian terms remain distinct, this has the effect of introducing additional non-Gaussian couplings between large-scale modes outside the survey and small-scale modes within the survey. This is commonly known as ‘super-sample’ (originally ‘beat-coupling’; Hamilton et al. 2006) covariance, and physically can be explained by the fact that unobservable large-scale modes within which the survey is embedded can influence the rate of small-scale non-linear structure growth, and therefore also the strength of coupling between small-scale modes (Takada & Hu 2013; Barreira et al. 2018a). Perhaps counter-intuitively, it turns out that this is generally the dominant source of non-Gaussian covariance (Hamilton et al. 2006; Barreira et al. 2018b).

Progressing to projected two-point statistics such as cosmic shear angular power spectra, the same three components – Gaussian, super-sample and connected non-Gaussian – contribute to the covariance. Strictly speaking, the separation of the super-sample and connected non-Gaussian components is only exact under the Limber approximation (Barreira et al. 2018a), but the inaccuracy of the Limber approximation is only relevant on very large scales (very low multipoles, $\ell \lesssim 20$) where non-Gaussian correlations are small.

We will now discuss the calculation of each of the three cosmic shear covariance components in turn.

2.1. Gaussian covariance

To calculate the Gaussian covariance, we used the ‘improved narrow kernel approximation’ method (Nicola et al. 2021) implemented using the publicly available code NaMaster⁶ (Alonso et al. 2019; García-García et al. 2019). We now provide further details and some background on this method.

The Gaussian covariance component of a general statistically isotropic field on the sphere is equivalent to the total covariance of a Gaussian field with the same power spectrum. The analytic covariance of pseudo-$\ell$ estimates on Gaussian fields has been well studied in the cosmic microwave background literature (Efstathiou 2004; Challinor & Chon 2005; Brown et al. 2005; Upham et al. 2020, for a non-Gaussian likelihood method) as well as in the context of weak lensing (García-García et al. 2019; Nicola et al. 2021). The exact Gaussian pseudo-$\ell$ covariance can be written down analytically, and includes terms of the fol-
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lowing form (e.g. Brown et al. 2005):

\[
\text{Cov}(\tilde{C}_\ell, \tilde{C}_\ell') = \sum_{m, m'} W_{\ell m}^{m'} (W_{\ell m}^{m'})^\dagger W_{\ell' m'} \tilde{C}_\ell \tilde{C}_{\ell'}
\]

\[+ \text{similar terms},\]

where the harmonic space window functions \( W \) are given in Eq. 8 of Brown et al. (2005), and the ‘similar terms’ involve different combinations of power spectra depending on the situation and spins being considered (Hansen & Górski 2003; Challinor & Chon 2005).

The evaluation of Eq. (1) requires \( O(n_{\text{max}}^2) \) operations per term, so it is impractical to evaluate exactly and in practice approximations are used. These commonly involve substitutions of the following kind: \( \text{Efstathiou 2004; Brown et al. 2005; García-García et al. 2019):} \)

\[C_{\ell_1} C_{\ell_2} \rightarrow C_{\ell_1} C_{\ell_2'}\]

which allows the power spectrum dependence to be brought out of the sums in Eq. (1). This means that the coefficients in the similar terms are now all the same (except for any possible spin dependence, or if different fields use different masks).

Symmetry properties of the harmonic space window function allow the calculation of these coefficients to be further simplified, to the point where the covariance can be evaluated in a reasonable time. In essence, the approximation in Eq. (2) assumes that the power spectrum is constant over the region around a given \( \ell \) in which the window function is non-negligible. This will be accurate as long as the window function is sufficiently sharply peaked, and therefore this approximation is often known as the ‘narrow kernel approximation’ (NKA). A generalised version of this method, the NKA is described in García-García et al. (2019) and implemented in NaMaster, which supports an arbitrary number of correlated spin-0 and spin-2 fields and has both curved-sky and flat-sky support. We used the curved-sky spin-2 version, which naturally accounts for \( E \rightarrow B \) leakage (we assume noise-only \( B \)-modes). By default, NaMaster provides the covariance of deconvolved pseudo-\( C_\ell \) estimates, but we set the coupled=True option to instead obtain the covariance of ‘raw’, un-deconvolved estimates such as those produced by the pseudo-\( C_\ell \) estimator developed for Euclid, which is described in Loureiro et al. (2021). We did not apply any \( E \rightarrow B \) purification or noise de-biasing either.

Nicola et al. (2021) introduced a small modification to the NKA that turns out to significantly increase its accuracy, which they refer to as the improved NKA. It involves simply replacing the \( \text{normal mode coupling approximation} \)

\[\tilde{C}_\ell \rightarrow \frac{\tilde{C}_\ell}{f_{\text{sky}}},\]

where \( \tilde{C}_\ell \) is the usual pseudo-\( C_\ell \) estimate, and \( f_{\text{sky}} \) is the fraction of the sky covered by the survey. The window function \( W \) for a particular mask can be used to account for any estimator effects such as cut-sky mode coupling. Within the context of the pseudo-\( C_\ell \) method, the closest way to interpret the covariance output from CosmoLike is as the covariance of deconvolved pseudo-\( C_\ell \) estimates. This is how it is interpreted in Camacho et al. (2021) and how we chose to interpret it here. In this case, the unbiased estimates \( \tilde{C}_\ell \) may in principle be obtained from raw pseudo-\( C_\ell \) estimates \( \tilde{C}_\ell \)

\[\tilde{C}_\ell = \sum_{\ell} \overline{M}_{\ell \ell'} \tilde{C}_{\ell'}.
\]

2.2. Super-sample covariance

To calculate the super-sample covariance contribution we used the publicly available code CosmoLike\(^7\) (Krause & Eifler 2017). Specifically, we used an adapted version of the CosmoCov\(^8\) correlation function covariance package (Fang et al. 2020), which obtains the real-space non-Gaussian covariance as a transform of the harmonic space covariance. CosmoCov has been used for the DES Year 1 and Year 3 cosmological analyses (Krause et al. 2017, 2021; Friedrich et al. 2021), as well as for the non-Gaussian covariance in the Year 1 pseudo-\( C_\ell \) analysis in Camacho et al. (2021). Our adapted code to expose the harmonic space covariance directly is available at https://github.com/robinupham/CosmoCov_CICov.

CosmoLike calculates the super-sample covariance using the approach introduced in Takada & Hu (2013), by considering the response of the small-scale non-linear matter power spectrum to changes in the mean linear density field (see also Chiang et al. 2014; Li et al. 2014). The response of the non-linear matter power spectrum is evaluated using a halo model, with the details given in Eqs. A7–A11 of Krause & Eifler (2017). We note that since that paper was published, the calculation of the survey variance \( \sigma^2_\ell(z) \) in their Eq. A8 has been replaced within CosmoLike with the following calculation:

\[\sigma^2_\ell(z) = \frac{1}{4\pi^2} \frac{1}{C_{\text{max}}} \sum_{t=0}^{100} (2t + 1) C_{\text{max}}^m P_{\text{lin}} \left( \frac{\ell + 1/2}{r}, z \right),\]

where \( r = f_\ell(\chi(z)) \), and \( C_{\text{max}}^m \) is the power spectrum of the mask. This treatment of the cut sky was developed in Barreira et al. (2018a). The value of \( \ell_{\text{max}} = 1000 \) in Eq. (4) is arbitrary, but has a negligible impact in practice because the power spectrum of both masks is negligible above \( \ell \sim 100 \). We note that CosmoLike also provides an alternative implementation of both the super-sample and connected non-Gaussian covariance using the ‘response approach’, which additionally accounts for a tidal contribution to the super-sample covariance and has been found to be more accurate than the standard implementation (Wagner et al. 2015; Barreira & Schmidt 2017a,b; Barreira et al. 2018a; Schmidt et al. 2018). Here we use the standard CosmoLike implementation as used by the DES Collaboration (Krause et al. 2017, 2021; Friedrich et al. 2021; Camacho et al. 2021).

As stated previously, we wish to forward-model the effect of the mask to obtain the covariance of raw un-deconvolved pseudo-\( C_\ell \) estimates following Loureiro et al. (2021). The non-Gaussian covariance output from CosmoLike corresponds to the covariance of unbiased estimates of the underlying power spectrum \( \tilde{C}_\ell \), and does not account for any estimator effects such as cut-sky mode coupling. Within the context of the pseudo-\( C_\ell \) method, the closest way to interpret the covariance output from CosmoLike is as the covariance of deconvolved pseudo-\( C_\ell \) estimates. This is how it is interpreted in Camacho et al. (2021) and how we chose to interpret it here. In this case, the unbiased estimates \( \tilde{C}_\ell \) may in principle be obtained from raw pseudo-\( C_\ell \) estimates \( \tilde{C}_\ell \) as

\[\tilde{C}_\ell = \sum_{\ell} \overline{M}_{\ell \ell'} \tilde{C}_{\ell'}.
\]

\(^7\) https://github.com/CosmoLike

\(^8\) https://github.com/CosmoLike/CosmoCov
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It follows that the covariance matrices of \( \hat{C}_\ell \) and \( C_\ell \), which we denote respectively as \( \hat{\Sigma} \) and \( \Sigma \), are related as
\[
\hat{\Sigma} = (M^{-1}) \Sigma (M^{-1})^\top.
\]

We interpret the covariance as output from CosmoLike as \( \hat{\Sigma} \). This choice is necessarily an approximation since CosmoLike does not account for any estimator effects, including pseudo-\( C_\ell \) mode coupling, but it is a necessary choice and is equivalent to that made in the DES Y1 pseudo-\( C_\ell \) analysis in Camacho et al. (2021). In both that paper and this one (Sect. 3), the resulting covariance is compared to simulations, with good agreement. A full general non-Gaussian pseudo-\( C_\ell \) covariance is presented in Shirasaki et al. (2015), but in practice an approximation such as the one we make here is necessary. We therefore inverted Eq. (6) to obtain the relation that we used to transform \( \hat{\Sigma} \) to the raw pseudo-\( C_\ell \) covariance, \( \Sigma \).
\[
\Sigma = M \hat{\Sigma} M^\top.
\]

We obtained the spin-2 mixing matrix \( M \) for this calculation using NaMaster.

2.3. Connected non-Gaussian covariance

We also calculated the connected non-Gaussian covariance component using CosmoLike (referred to in Krause & Eifler 2017 as the ‘non-Gaussian covariance in the absence of survey window effects’), using the same adapted version of the CosmoCov package that we make available at the URL provided in Sect. 2.2.

CosmoLike calculates the connected non-Gaussian covariance as the projected matter trispectrum. The trispectrum is calculated using a halo model, with the details given in eqs. A3–A6 of Krause & Eifler (2017) (see also Cooray & Sheth 2002; Takada & Jain 2009). We find this to be suitably accurate in Sect. 3.2, and we also find in Sect. 4 that the contribution from the connected non-Gaussian component to the total parameter posterior error is no more than 10–20 per cent. As with the super-sample covariance component, we multiplied the connected non-Gaussian covariance matrix by the mixing matrix using Eq. (7).

The calculation of the connected non-Gaussian covariance component is much slower than the other two components. As a result, in Sect. 4.2 we use an approximation to directly estimate the connected non-Gaussian covariance of power spectrum bandpowers (i.e. power spectra that have been binned in multipole space), which we subsequently use to obtain mock parameter constraints. The approximation is described in that section. However, the results provided in Sects. 3 and 4.1 are obtained using the full (i.e. per-multipole) connected non-Gaussian covariance matrix for a single redshift bin. This took 36 days to calculate on 55 CPUs for 32 million elements. By contrast, the equivalent Gaussian and super-sample covariance matrices each took around an hour to calculate on 12 CPUs.

3. Comparison to simulations

3.1. Method

We used the publicly available\(^{10} \) full-sky simulated spin-2 shear maps of Takahashi et al. (2017), which were produced by ray tracing through cosmological N-body simulations. The simulations use a maximum box size of 6300 \( h^{-1}\)Mpc. These simulated maps are quite versatile, not only because they cover the full sky, but also because they describe the underlying shear field with no shape noise or shot noise (which could be added if required, but we chose not to here). A total of 108 realisations were performed, which is a relatively small number considering that very large numbers of realisations may be required for full convergence of a simulated covariance (Blot et al. 2016), but we find that a useful comparison between theory and simulations is still possible.

In addition, finite box simulations will necessarily underestimate the super-sample covariance (Hamilton et al. 2006; Li et al. 2014), but we do not detect a significant deficit. We refer the reader to Takahashi et al. (2017) for further details and validation of the simulations, and we note that density maps, halo catalogues and lensed cosmic microwave background maps are also made available at the same URL.

The shear maps are provided at 38 redshift slices from \( z = 0.05 \) to 5.3. For each realisation, we combined these into five redshift bins, following a Gaussian redshift distribution centred at \( z = 0.65, 0.95, 1.25, 1.55, 1.85 \) with a standard deviation of 0.3. The combined shear map for each redshift bin is formed as a weighted average over all 38 slices, with the weights given by the probability density of a Gaussian distribution with the appropriate mean and standard deviation. We comment on this choice of redshift distribution below, in Sect. 3.1.1. We then took three copies: one full-sky with no mask, one with a full Euclid-like mask including the survey footprint and a bright star mask (\( f_{\text{sky}} = 0.31 \)), and one with a Euclid DR1-like footprint but no bright star mask (\( f_{\text{sky}} = 0.06 \)). The full Euclid-like and Euclid DR1-like masks are shown in Fig. 1. These masks approximate the coverage of the Euclid Wide Survey at different stages but do not exactly correspond to what will be observed, which is described in Euclid Collaboration: Scaramella et al. (2021). We also assume that the masks are uncorrelated with the signal, which may not be the case in practice (e.g. Fabbian et al. 2021). Finally, we used the healpy\(^{11} \) (Zonca et al. 2019) interface to the HEALPix\(^{12} \) (Görski et al. 2005) software to measure the spin-2 shear power spectra for each realisation. The comparisons shown in this section are for the \( E \)-mode auto-power in the lowest redshift bin.

For the theoretical covariance components described in Sect. 2, we used the same cosmology and redshift distribution as the simulations. We used \( \ell_{\text{max}} = 8000 \) in intermediate calculations to fully account for all relevant mode coupling, but we limited the comparison to \( \ell \leq 3000 \) because the \( n_{\text{side}} = 4096 \) maps that we used experience distortion from limited angular resolution above this point, as documented in Takahashi et al. (2017). We note that \( n_{\text{side}} = 8192 \) maps are also available, so the \( \ell \) range could in principle be extended, albeit with significantly increased computational requirements.

3.1.1. Choice of redshift distribution

The choice of redshift distribution used here – five Gaussian bins, centred on \( z = 0.65, 0.95, 1.25, 1.55, 1.85 \) with a standard deviation of 0.3 – was made for simplicity, with the relatively low number of redshift bins (five) also chosen for computational efficiency. Since we have the freedom to enforce agreement between the redshift distributions in the simulations and theory, there is little additional value in choosing a more compli-
cated, more realistic distribution. Future cosmological analyses of real Euclid data are likely to use a larger number of bins with less overlap than is used here (e.g. Euclid Collaboration: Pocino et al. 2021). There is no reason that this will affect the results presented in this paper, although we note that marginalising over nuisance parameters describing photometric redshift uncertainties will reduce the importance of all cosmological contributions to the covariance.

3.2. Results

In Fig. 2 we show correlation matrices for the simulated covariance compared to the total theoretical covariance for each mask, as well as the individual components of the theory covariance. There appears to be good agreement between the simulated and total theoretical correlation matrices for all three masks. We discuss the relative contributions from the three covariance components in Sect. 4.

In Fig. 3 we show a detailed comparison of certain diagonals of the covariance matrix. For the main diagonal (Δℓ = 0) we show the variance divided by the square of the power spectrum, to remove any effects coming from disagreement in the power spectrum between the simulations and theory, which is not our focus here. For the off-diagonals (Δℓ = 2, 10, 100) we show the correlation. In all panels the simulated line is a rolling average over 50 ℓs and the shaded region is the standard deviation over this range. For the full-sky and full Euclid-like masks, we find excellent agreement between the theory and simulations. For the more extreme Euclid DR1-like mask there is a slightly worse, but still generally good, level of agreement. In particular, the super-sample covariance component is clearly correctly increasing with the severity of the sky cut to match the additional correlation found in the simulations. We discuss the relative sizes and importance of the three theory contributions further in Sect. 4. We conclude from Figs. 2 and 3 that CosmoLike’s non-Gaussian covariance calculations appear to be suitably accurate, to the degree that can be assessed using these simulations.

We also repeat this comparison for purely Gaussian fields, which we simulated using healpy. The results are shown in Fig. 4, where we find an excellent level of agreement between the Gaussian field simulations and the prediction from the improved NKA, which is a significant improvement over the standard NKA (not shown).

4. Importance of covariance components and dependence on mask

In this section we discuss the size and importance of the different components of the cosmic shear pseudo-Cℓ covariance, and how these properties depend on the mask.

4.1. Relative sizes of components

4.1.1. Without shape noise

We first discuss the case without shape noise, which has already been shown in Figs. 2 and 3. We find from the full correlation matrices plotted in Fig. 2 that the main diagonal of the matrix is dominated by the Gaussian component, which is purely diagonal in the full-sky case and visibly broadens slightly as the sky cut is increased. The super-sample covariance is the dominant off-diagonal component, particularly at higher ℓ but extending down visibly even to ℓ < 500 in the case of the most extreme Euclid DR1-like mask. The connected non-Gaussian contribution is barely visible on the colour scale, other than for the Euclid DR1-like mask at low ℓ.

A more detailed comparison of the relative sizes of the different components is possible with the selected diagonals shown in Fig. 3. We find again that the main diagonal (Δℓ = 0) is dominated by the Gaussian component, but the extent to which this is the case is reduced as the sky cut is increased, as the contribution increases from both non-Gaussian components. Moving away from the main diagonal, at Δℓ = 10 the Gaussian is still the largest component (except on the full sky, where its contribution is purely diagonal), but by Δℓ = 100 the super-sample component is dominant and increasing towards higher ℓ. It is clear that the super-sample covariance contribution increases with a more severe sky cut, though notably it is still visibly non-zero even for full-sky observations. The connected non-Gaussian component is the subdominant non-Gaussian contribution at all values of ℓ and Δℓ for all masks.

4.1.2. With shape noise

In Fig. 5 we show an equivalent comparison of the sizes of the theoretical covariance components with shape noise included. We assumed Gaussian shape noise and included it as a contri-
Fig. 2. Correlation matrices for the simulated covariance compared to the total theoretical covariance for each mask and for the individual components of the theory covariance: Gaussian (G), super-sample (SS), and connected non-Gaussian (CNG). The covariance shown here is for the shear $E$-mode power spectrum in the lowest redshift bin, without shape noise.
Fig. 3. Comparison between the covariance predicted by theory and measured from simulations, for the three masks. The top row shows the variance divided by the power spectrum squared, and the lower three rows show correlation. In all panels the simulated line is a rolling average over 50 $\ell$’s, and the shaded region is the standard deviation over this range. The covariance shown here is for the shear $E$-mode power spectrum in the lowest redshift bin, without shape noise.

With shape noise included, we find quite different behaviour to the no-noise case. The Gaussian-dominated main diagonal is substantially increased, especially at higher $\ell$, resulting in non-Gaussian off-diagonal correlations being significantly suppressed. The result is that the Gaussian component is dominant at all $\ell$ as far away from the main diagonal as $\Delta \ell = 10$. By $\Delta \ell = 100$, the Gaussian component is no longer dominant at lower $\ell$, but continues to account for the largest contribution at higher $\ell$: above $\ell \sim 1000$ for the full Euclid-like mask and $\ell \sim 1500$ for the Euclid DR1-like mask. This suggests that once shape noise is included, the Gaussian component is more important than the no-noise results in Fig. 3 suggest.

4.2. Importance for parameter constraints

While the relative size of the different covariance components studied in Sect. 4.1 offers interesting insight into their behaviour, it says relatively little about the actual importance of each component. In particular, it is unclear to what extent the dominance of the Gaussian component on and close to the main diagonal is offset by its sub-dominance farther away from the main diagonal. Here, to gain more insight into this, we produce mock parameter constraints. Shape noise is included in this section, following Eq. (9).

Here we used five redshift bins, including all auto- and cross-spectra ($E$-modes only), giving 15 power spectra in total. We used scales up to $\ell_{\text{max}} = 5000$. The full data vector for this setup would have $n = 75 \ 000$ elements ($15 \times 5000$), which gives $n(n + 1)/2 = 2.8$ billion unique covariance elements. Due to the time needed to evaluate the projected matter trispectrum, it would be unfeasible to calculate the connected non-Gaussian contribution in full. As a result, we elected to bin into 12 logarithmically spaced bandpowers and use an approximation to obtain the connected non-Gaussian bandpower component from a more modest number of per-$\ell$ covariance calculations. We describe this approximation in Sect. 4.2.1. The Gaussian and super-
Fig. 4. Comparison between covariance measured from Gaussian field simulations and predicted using the improved NKA method, for the three masks. In all panels the simulated line is a rolling average over 50 $\ell$s, and the shaded region is the standard deviation over this range. No shape noise is included.

sample covariance components were calculated in full, using scales up to $\ell_{\text{max}} = 8000$ for intermediate calculations, before being binned into bandpowers as

$$P_b = \sum_\ell P_{b\ell} C_\ell,$$

where $P$ is the bandpower binning matrix whose elements are given by

$$P_{b\ell} = \begin{cases} \ell (\ell + 1) \left[ \frac{\ell_{\text{min}}}{\ell + 1} - \frac{\ell_{\text{min}}}{\ell_{\text{min}}} \right]^{-1} & \text{for } \ell_{\text{min}} \leq \ell < \ell_{\text{min}}+1, \\ 0 & \text{otherwise,} \end{cases}$$

where $\ell_{\text{min}}$ is the lower edge of bin $b$.

We obtained a mock observation by sampling from a Gaussian likelihood with the total covariance. The input mean was the fiducial theory power spectra, plus noise for auto-spectra given by Eq. (9), mixed using the mixing matrix obtained using NaMaster, then binned following Eq. (10). This random sampling process replicates the randomness of cosmic variance that is present in a real observation, and means that – as with real data – the resulting posterior distributions are not centred on the ‘true’ input parameters. We verified that bandpowers measured from the Takahashi et al. (2017) simulations used in Sect. 3 are no more non-Gaussian than those measured from Gaussian field simulations, and therefore since a Gaussian likelihood was shown to be sufficiently accurate for Gaussian fields in Upham et al. (2021), it is a suitable choice here. To obtain parameter constraints, we iterated over two-parameter grids produced using CosmoSIS\(^{13}\) (Zuntz et al. 2015), following the pipeline described in sect. 2.2.1 of Upham et al. (2021).\(^{14}\) All other parameters were held fixed. At each point in parameter space, we compared theory bandpowers – calculated in the same way as the input mean to the observation described above – to the observed bandpowers using a Gaussian likelihood with different combinations of covariance components. All combinations necessarily include the Gaussian component, since this on its own is a valid positive definite covariance matrix, unlike the super-sample and connected non-Gaussian components.

4.2.1. Connected non-Gaussian approximation

As noted above, it is impractical to calculate the connected non-Gaussian component for all 2.8 billion unique elements of the full covariance matrix. Instead we used an approximation to di-
directly obtain its contribution to the bandpower covariance. This approximation was designed to mimic two effects: the mixing of power by the survey mask, and the binning of individual multipoles into bandpowers. In our analysis, both of these processes are cosmology-independent: each shear field uses the same mask, and all power spectra use the same binning scheme. As a result, both processes should have approximately the same effect on every power spectrum, and consequently also every covariance block. Therefore, the approximation that we make used two sets of weights – one to mimic binning and the other to
mimic mixing – which were calibrated for the covariance of the shear auto-power spectrum in the lowest redshift bin and then applied to all further blocks.

First, we evaluated in full the connected non-Gaussian component for a single covariance element per bandpower pair, for all combinations of power spectra. This was chosen to be for the weighted average \( \ell \) in each bandpower, with the weights given by \( P_\ell \) (Eq. 11), rounded to the nearest integer. This vastly reduced the number of projected trispectrum calculations, to 16 290.\(^{15}\) We then re-weighted the result using the weights calibrated using the covariance of the shear auto-power spectrum in the lowest redshift bin, which was calculated in full for the previous sections.

The weighting can be understood as a two-step process. First, we applied a ‘binning’ weighting, designed to mimic the effect of taking the full unbinned covariance matrix and binning it into bandpowers. Then we applied a ‘mixing’ weighting, designed to mimic the effect of the mixing matrix. In both cases, the weights were obtained by carrying out the process in full for the shear auto-power spectrum in the lowest redshift bin.

This can be illustrated using equations as follows. For the first block (covariance of shear auto-power in the lowest redshift bin), the following procedure was used to transform the full unbinned covariance \( \text{Cov}_{\text{unbinned}} \) into a final binned and mixed block \( \text{Cov}_{\text{mixed}} \), via a binned and unmixed stage \( \text{Cov}_{\text{binned}} \):

\[
\text{Cov}_{\text{binned}} = P \text{Cov}_{\text{unbinned}} P^T; \tag{12}
\]

\[
\text{Cov}_{\text{mixed}} = M \text{Cov}_{\text{binned}} M^T, \tag{13}
\]

where \( P \) and \( M \) are the bandpower binning and pseudo-\( C_\ell \) mixing matrices, respectively. Elements were selected from \( \text{Cov}_{\text{unbinned}} \) corresponding to the weighted average \( \ell \) within each bandpower to give \( \text{Cov}_{\text{sampled}} \). The matrices of binning weights \( w_{\text{bin}} \) and mixing weights \( w_{\text{mix}} \) were then calculated as

\[
w_{\text{bin}} = \frac{\text{Cov}_{\text{binned}}}{\text{Cov}_{\text{sampled}}} \quad \text{(elementwise)}; \tag{14}
\]

\[
w_{\text{mix}} = \frac{\text{Cov}_{\text{mixed}}}{\text{Cov}_{\text{binned}}} \quad \text{(elementwise)}. \tag{15}
\]

Finally, the sampled covariance blocks \( \text{Cov}_{\text{sampled}} \) were calculated for every block in the full covariance matrix, and transformed to give approximate binned and mixed covariance blocks.
as

\[ \text{Cov}_{\text{binned, approx}} = w_{\text{bin}} \ast \text{Cov}_{\text{sampled}} \quad (\text{elementwise}); \tag{16} \]

\[ \text{Cov}_{\text{mixed, approx}} = w_{\text{mix}} \ast \text{Cov}_{\text{binned, approx}} \quad (\text{elementwise}). \tag{17} \]

While this two-step weighting process could be equivalently formulated as a single step, we chose to separate the effect of the binning and mixing approximations for additional insight into their respective effects.

We were able to validate these approximations by carrying out an equivalent process for the super-sample covariance matrix and comparing the results to those obtained using the full correct treatment. Histograms of the ratios between the approximate and exact covariance for each step, for all elements of the bandpower covariance across all redshift bins, are shown in Fig. 6. We find that each step introduces a bias of order per cent on average (although conveniently in opposite directions) with a spread of a few per cent. We find this to be sufficiently accurate for our purposes here, especially considering that the connected non-Gaussian component is the smallest of the three, but nevertheless this small potential error should be borne in mind when interpreting the results. Since the super-sample and connected non-Gaussian covariance contributions were shown to be similarly smooth in Sect. 3, the fact that this approximation works well for the former suggests that it should also for the latter.

4.2.2. Results

Two-parameter constraints for different combinations of covariance components are shown in Fig. 7. The top row shows dark energy equation of state parameters \((w_0, w_a)\), where \( w(a) = w_0 + w_a (1 - a) \). The bottom row shows the matter density \( \Omega_m \) and the amplitude of the matter power spectrum at \( z = 0 \) on the scale of \( 8 h^{-1} \text{Mpc} \). The three columns are for the three different masks. In each panel, all parameters other than the two shown are held fixed. Only the 1 and 3 \( \sigma \) confidence regions are marked, which respectively contain the highest 68.3 and 99.7 per cent of the posterior probability mass. We list the relative areas of the 3\( \sigma \) confidence region for each combination of parameters and mask in Table 1.

We find that the Gaussian contribution (G) alone only covers 30–38 per cent of the full 3\( \sigma \) region for \((w_0, w_a)\) and 37–49 per cent for \((\Omega_m, \sigma_8)\). The Gaussian and connected non-Gaussian components combined (G + CNG) cover 51–63 and 54–70 per cent for \((w_0, w_a)\) and \((\Omega_m, \sigma_8)\), respectively, while the Gaussian and super-sample components combined (G + SS) cover 82–84 and 90–92 per cent. These results are broadly in line with the single-parameter error bar ratios obtained in Barreira et al. (2018b).

There is some amount of apparent mask dependence: we find that as the sky cut is increased, the relative area of G + SS sees a very small increase (by 2–3 per cent) whereas G + CNG and G see larger decreases (by 16–22 and 8–12 per cent, respectively). This is consistent with the expectation that super-sample covariance should become more important as the sky is cut further, since this excludes more modes from the survey.

We also find some small shifts in the posterior means between the different composite covariance results for a given mask, despite the fact that the mean of the Gaussian likelihood used in each case is identical and only the covariance differs. This demonstrates how an incorrect covariance leads to an incorrect weighting of the random scatter present in the data due to cosmic variance, and therefore to posterior constraints having not only the wrong size but an erroneous position too, although this is a small effect.

4.2.3. Effect of marginalisation over additional parameters

We are motivated to explore the impact of marginalisation over additional parameters on the relative importance of each covariance component by the results of Barreira et al. (2018b). In that paper, the authors produced mock parameter constraints with different covariance contributions included, both for a single parameter at a time with all others fixed and for five parameters with all five allowed to vary simultaneously. For the latter case, they display marginalised two-parameter constraints (Barreira et al. 2018b, their Fig. 3). For \((w_0, w_a)\) in particular (and to a lesser extent with some other parameter pairs), the 2\( \sigma \) confidence region obtained with the Gaussian covariance alone appears roughly the same as that for the total covariance, to within the sampling noise. This is in contrast to their single-parameter constraints, for which the Gaussian covariance only produced \( \sim 50\) per cent of the 1\( \sigma \) uncertainty on \( w_0 \) obtained using the full covariance (see Fig. 2 of Barreira et al. 2018b). This raises the question of whether marginalisation might reduce the differences between the constraints obtained using different combinations of covariance components.

We explore this question by performing a three-parameter likelihood analysis using the full Euclid-like mask over \((w_0, w_a, \Omega_m)\), with all other parameters still held fixed. We show one- and two-parameter marginalised constraints in Fig. 8. In Table 2 we compare relative areas and widths of one- and two-parameter 3\( \sigma \) confidence regions before and after marginalisation over a third parameter.

While the relative areas in Fig. 8 appear qualitatively similar to those in Fig. 7, we find that there are in fact some substantial quantitative differences, as shown by the values in Table 2. In particular, there is almost a doubling in the area of the constraints on \((w_0, w_a)\) from the Gaussian covariance only (G) relative to the total covariance (G + SS + CNG) – from 36 to 69 per cent – when marginalising over \( \Omega_m \) rather than holding it fixed. A similar but smaller increase is seen for the other subsets (G + SS, G + CNG) of the total covariance for the same parameters.

For constraints on \( w_a \) alone, we find that the width of the 3\( \sigma \) confidence region for G relative to G + SS + CNG increases slightly when marginalising over both \( w_0 \) and \( \Omega_m \) compared to only marginalising over \( w_0 \), and a similar slight increase is seen for G + SS and G + CNG. However, for constraints on \( w_0 \), we find a small decrease in relative widths when marginalising over both \( w_a \) and \( \Omega_m \) rather than only \( w_a \). One reason for this difference in behaviour between \( w_0 \) and \( w_a \) may be that – as seen in Fig. 8 – there is clearly a much stronger correlation between \( w_a \) and \( \Omega_m \) than between \( w_0 \) and \( \Omega_m \). Marginalisation over a strongly correlated parameter should broaden constraints more than marginalisation over a more weakly correlated parameter (indeed, marginalisation over a truly independent parameter should have no effect at all), but it is not obvious that this should change the ratio of relative areas rather than simply broadening all constraints by the same factor. Regardless of the origin of this behaviour, it does appear to be the case that marginalisation over additional parameters – particularly those with which the constrained parameters are correlated – affects the relative importance of the difference covariance contributions. This is in agreement with the findings of Barreira et al. (2018b).

5. Conclusions

As the era of next-generation weak lensing surveys such as Euclid rapidly approaches, it is increasingly important to understand the properties of all steps of an analysis pipeline, includ-
Table 1. Relative areas of $3\sigma$ confidence regions in Fig. 7.

| Parameters          | Mask                  | G + SS + CNG | G + SS | G + CNG |
|---------------------|-----------------------|--------------|--------|---------|
| $(w_0, w_a)$        | Full sky              | 100          | 82     | 63      | 38      |
|                     | Full Euclid-like mask | 100          | 84     | 61      | 36      |
|                     | Euclid DR1-like mask  | 100          | 85     | 51      | 30      |
| $(\Omega_m, \sigma_8)$ | Full sky              | 100          | 90     | 70      | 49      |
|                     | Full Euclid-like mask | 100          | 90     | 66      | 45      |
|                     | Euclid DR1-like mask  | 100          | 92     | 54      | 37      |

Notes. The table shows the relative area of the $3\sigma$ confidence region in Fig. 7 for each combination of parameters and mask and for different combinations of covariance components: Gaussian (G), super-sample (SS), and connected non-Gaussian (CNG). The relative $1\sigma$ areas are similar to the $3\sigma$ areas.

Fig. 8. Two- and one-parameter marginalised constraints obtained from a joint three-parameter analysis of $(w_0, w_a, \Omega_m)$ for the full Euclid-like mask, including different combinations of covariance contributions: Gaussian (G), super-sample (SS), and connected non-Gaussian (CNG). Shape noise is included, following Eq. (9). The constraints in each panel have been obtained by marginalising over one or two parameters in the joint three-parameter posterior; for example, the panel marked ‘Marg. $w_a, \Omega_m$’ has been marginalised over $w_a$ and $\Omega_m$. All other parameters are held fixed. Only the 1 and $3\sigma$ confidence regions are marked.

Fig. 8. Two- and one-parameter marginalised constraints obtained from a joint three-parameter analysis of $(w_0, w_a, \Omega_m)$ for the full Euclid-like mask, including different combinations of covariance contributions: Gaussian (G), super-sample (SS), and connected non-Gaussian (CNG). Shape noise is included, following Eq. (9). The constraints in each panel have been obtained by marginalising over one or two parameters in the joint three-parameter posterior; for example, the panel marked ‘Marg. $w_a, \Omega_m$’ has been marginalised over $w_a$ and $\Omega_m$. All other parameters are held fixed. Only the 1 and $3\sigma$ confidence regions are marked.

Full Euclid-like mask

1-3$\sigma$ confidence
All other parameters fixed
\[ G + SS + CNG \]
\[ G + SS \]
\[ G + CNG \]
\[ G \]

This is encouraging for the use of pseudo-$C_\ell$ estimators in weak lensing, whose convenience and speed make them an attractive choice of analysis framework for future surveys. However, an outstanding challenge with such estimators is the need to understand their statistical properties sufficiently well such that they can be used to deliver reliable cosmological constraints to the precision and accuracy needed by future high-precision weak lensing surveys. This challenge has now to a large degree been
Table 2. Impact of marginalisation on $3\sigma$ confidence regions.

| Parameter(s) | Marginalised over | Relative area or width of $3\sigma$ confidence region (%) | $G$ | $G + SS$ | $G + SS + CNG$ |
|--------------|-------------------|----------------------------------------------------------|-----|---------|---------------|
| $(w_0, w_a)$  | $\Omega_m$        | 100 84 61 36                                            |     |         |               |
| $w_0$        | $w_a$             | 100 91 88 72                                            |     |         |               |
| $(w_a, \Omega_m)$ | $w_0$             | 100 90 83 69                                            |     |         |               |
| $(w_0, \Omega_m)$ | $w_a$             | 100 96 85 74                                            |     |         |               |

Notes. The table shows the relative areas (for two-parameter constraints) and widths (for one-parameter constraints) of the $3\sigma$ confidence regions obtained using different combinations of covariance contributions, Gaussian (G), super-sample (SS), and connected non-Gaussian (CNG), for the full Euclid-like mask. Each row contains two sub-rows: the top sub-row is based on a two-parameter fit, which is marginalised over zero or one parameters; the bottom sub-row is based on a three-parameter fit, which is marginalised over one or two parameters. The relative $1\sigma$ areas are similar to the $3\sigma$ areas.

addressed since we now know that not only is a Gaussian likelihood sufficient (Upham et al. 2021), but a full covariance can be evaluated and validated using the methods shown in this paper.

We have found that it is essential to include the non-Gaussian contributions to the covariance, even though cut-sky mode coupling means that the Gaussian covariance component dominates off-diagonal modes close to the main diagonal. The relative size and importance of the Gaussian component increases when including shape noise, but we have shown in Sect. 4 that only including the Gaussian component in parameter inference can lead to an underestimation of uncertainties by up to 70 per cent. The dominant non-Gaussian covariance component is the super-sample covariance, but neglecting the subdominant connected non-Gaussian covariance component can still lead to uncertainty underestimation on the scale of 10–20 per cent. In addition, neglecting some covariance contributions can lead to biases in the position of posterior parameter constraints as well as their size. However, a real cosmological analysis will require marginalisation over many nuisance parameters, which will decrease the relative importance of all cosmological contributions to the covariance, so these values should be taken as upper limits on the importance of each component. Perhaps for this reason it was found in the analysis of DES Year 3 data in Friedrich et al. (2021) that the connected non-Gaussian contribution could be entirely neglected, but our results suggest that we cannot necessarily extend this conclusion to a Euclid-like survey. However, this need not be an inconvenience, since we have shown that approximations of the kind described in Sect. 4.2.1 can be used to obtain the connected non-Gaussian component in a manageable amount of time with a loss of accuracy of only a few per cent on an already subdominant term. Finally, we have found that marginalisation over additional cosmological parameters may have a substantial effect on the relative importance of the different covariance components. We can conclude from this that it is important to take all marginalisation into account when, for example, determining the required accuracy of theoretical results for a particular science goal or producing forecasts of parameter constraints. The consistency of our results with those of Barreira et al. (2018b) implies that cut-sky mode coupling has relatively little impact on the respective importance of the covariance components.

The N-body weak lensing simulations are available at http://cosmo.phys.hirosaki-u.ac.jp/takahashi/allsky_raytracing and are described in Takahashi et al. (2017). We additionally make available

1. tomographic pseudo-$C_l$ power spectra measured from these simulations and
2. the full connected non-Gaussian covariance matrix for the lowest redshift bin at https://doi.org/10.5281/zenodo.5163132. All other data used in this article can be quickly generated using code that we have made available at https://github.com/robinupham/shear_pcl_cov.
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