Computing the broadcast time of a graph
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Abstract

Given a graph and a subset of its nodes, referred to as source nodes, the minimum broadcast problem asks for the minimum number of steps in which a signal can be transmitted from the sources to all other nodes in the graph. In each step, the sources and the nodes that already have received the signal can forward it to at most one of their neighbor nodes. The problem has previously been proved to be NP-hard. In the current work, we develop a compact integer programming model for the problem. We also devise procedures for computing lower bounds on the minimum number of steps required, along with methods for constructing near-optimal solutions. Computational experiments demonstrate that in a wide range of instances with sufficiently dense graphs, the lower and upper bounds under study collapse. In instances
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where this is not the case, the integer programming model proves strong capabilities in closing the remaining gap.
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1. Introduction

Fast and efficient distribution of information gives rise to many optimization problems of growing interest. Information dissemination processes studied in the mathematical and algorithmic literature \[8, 10, 15, 17\] often fall into one of the categories *gossiping* or *broadcasting*. When all network nodes control each their unique piece of information, and all pieces are to be disseminated to all nodes, the process is called gossiping \[2, 3\]. Dissemination of the information controlled by one particular source node to all network nodes is referred to as broadcasting \[20, 23\], and multicasting \[1\] if a subset of the network nodes are information targets. If the information is to be stored at the source, and assembled by pieces stored at all other nodes, then the information flows in the reverse of the broadcasting direction, and the dissemination process is *accumulation*. Broadcasting and accumulation can both be generalized to processes where only a subset of the nodes need to receive/disseminate information, while the remaining nodes are available as transit units that pass the information on to neighboring nodes.

Information dissemination follows a certain *communication model*. In the *whispering* model, each node sends/receives information to/from at most one other node in its vicinity at the time. The *shouting* model corresponds to the case where nodes communicate with all their neighbor nodes simultaneously. Generalizing whispering and shouting, the communication can also be
constrained to neighbor subsets of given cardinality.

In the current work, a problem in the domain of broadcasting is studied. The minimum broadcast time (MBT) problem is identified by a graph and a subset of its nodes, referred to as source nodes. Each node in the graph corresponds to a communication unit. The task is to disseminate a signal from the source nodes to all other nodes in a shortest possible time (broadcast time), while abiding by communication rules. A node is said to be informed at a given time if it is a source, or it already has received the signal from some other node. Otherwise, the node is said to be uninformed. Consequently, the set of informed nodes is initially exactly the set of sources. Reflecting the fact that communication can be established only between pairs of nodes that are located within a sufficiently close vicinity of each other, the edge set of the graph consists of potential communication links along which the signal can be transmitted.

The time is divided into a finite number of steps. Agreeing with the whispering model, every informed node can, in each time step, forward the signal to at most one uninformed neighbor node. Therefore, the number of informed nodes can at most be doubled from one step to the next. This communication protocol appears in various practical application such as communication among computer processors or telephone networks. In situations where the signals have to travel large distances, it is typically assumed that the signal is sent to one neighbor at the time. Inter-satellite communication networks thus constitute a prominent application area [4]. Particularly, the MBT problem arises when one or a few satellites need to broadcast data quickly by means of time-division multiplexing.
The current literature on MBT offers some theoretical results, including complexity and approximability theorems. Although inexact solution methods also have been proposed, few attempts seem to be made in order to compute the exact optimum, or to find lower bounds on the minimum broadcast time. The goal of the current text is to fill this gap, and we make the following contributions in that direction:

First, a compact integer programming model is developed. While the model targets the exact minimum in instances of moderate size, its continuous relaxation is suitable for computation of lower bounds in larger instances. Second, we derive lower bounding techniques, both of an analytical nature and in terms of a combinatorial relaxation of MBT, that do not rely on linear programming. Third, we devise an upper bounding algorithm, which in combination with the lower bounds is able to close the optimality gap in a wide range of instances.

The remainder of the paper is organized as follows: Next, we review the current scientific literature on MBT and related problems, and in Section 2, a concise problem definition is provided. The integer program is formulated and discussed in Section 3. Lower and upper bounding methods are derived in Section 4 and 5, respectively. Computational experiments are reported in Section 6, before the work is concluded by Section 7.

1.1. Literature overview

Deciding whether an instance of MBT has a solution with broadcast time at most $t$ has been shown to be NP-complete [26]. For bipartite planar graphs with maximum degree 3, NP-completeness persists even if $t = 2$ or if there is only one source [18]. When $t = 2$, the problem also remains NP-complete for
cubic planar graphs [21], grid graphs with maximum degree 3, complete grid graphs, chordal graphs, and for split graphs [18]. The single-source variant of the decision version of MBT is NP-complete for grid graphs with maximum degree 4, and for chordal graphs [18]. The problem is known to be polynomial in trees [26]. Whether the problem is NP-complete for split graphs with a single source was stated as an open questions in [18], and has to the best of our knowledge not been answered yet.

A number of inexact methods, for both general and special graph classes, have been proposed in the literature during the last three decades. One of the first works of this category [24] introduces a dynamic programming algorithm that identifies all maximum matchings in an induced bipartite graph. Additional contributions of [24] include heuristic approaches for near optimal broadcasting. Among more recent works, [14] describes a meta heuristic algorithm for MBT, and provides a comparison with other existing methods. The communication model is considered in an existing satellite navigation system in [4], where a greedy inexact method is proposed together with a mathematical programming model. Examples of additional efficient heuristics can be found e.g. in [12, 11, 27].

Considerable attention was devoted to finding approximation algorithms for MBT. In [19], the authors argue that methods presented in [24] provide no guarantee on the performance, and show that wheel-graphs are examples of unfavourable instances. Another contribution from [19] is an $O(\sqrt{n})$-additive approximation algorithm for broadcasting in general graphs with $n$ nodes. The same work also provides approximation algorithms for several graph classes with small separators with approximation ratio proportional to
the separator size times $\log n$. Authors of \cite{23} improve the approximation result by presenting a $O\left(\frac{\log^2 n}{\log\log n}\right)$-approximation algorithm, and thus remove the additive $O(\sqrt{n})$ term. Subsequently, \cite{1} provides a $O(\log n)$ approximation. This work also shows that it is NP-hard to approximate MBT of any graph within a factor of $3 - \epsilon$. An algorithm with $O\left(\frac{\log n}{\log\log n}\right)$-approximation ratio given in \cite{6} improves the result further. Most of the works cited above consider a single source. (Throughout the current text, the symbol $\log$ refers to the logarithm of base 2.)

A related problem extensively studied in the literature is the minimum broadcast graph problem \cite{9,20}. A broadcast graph supports a broadcast from any node to all other nodes in optimal time $\lceil\log n\rceil$. For a given integer $n$, a variant of the problem is to find a broadcast graph of $n$ nodes such that the number of edges in the graph is minimized. In another variant, the maximum node degree rather than the edge cardinality is subject to minimization. MgGarvey et al. \cite{20} study integer linear programming (ILP) models for $c$-broadcast graphs, which is a generalization where signal transmission to at most $c$ neighbours is allowed in a single time step.

Despite a certain resemblance with MBT, the minimum broadcast graph problem is clearly distinguished from our problem, and will consequently not be considered further in the current work.

2. Network Model and Definitions

The communication network is represented by a connected graph $G = (V, E)$ and a subset $S \subseteq V$ referred to as the set of sources. We denote the number of nodes and the number of sources by $n = |V|$ and $\sigma = |S|$,
respectively. The digraph with nodes $V$ and arcs $(u,v)$ and $(v,u)$ for each \{u,v\} \in E is denoted $\vec{G} = (V, \vec{E})$.

**Definition 1.** The broadcast time $\tau(G,S)$ of a node set $S \subseteq V$ in $G$ is defined as the smallest integer $t \geq 0$ for which there exist a sequence $V_0 \subseteq \cdots \subseteq V_t$ of node sets and a function $\pi : V \setminus S \to V$, such that:

1. $V_0 = S$ and $V_t = V$,
2. for all $v \in V \setminus S$, $\{\pi(v), v\} \in E$,
3. for all $k = 1, \ldots, t$ and all $v \in V_k$, $\pi(v) \in V_{k-1}$, and
4. for all $k = 1, \ldots, t$ and all $u, v \in V_k \setminus V_{k-1}$, $\pi(u) = \pi(v)$ only if $u = v$.

Referring to Section 1, the node set $V_k$ is the set of nodes that are informed in time step $k$. Initially, only the sources are informed ($V_0 = S$), whereas all nodes are informed after $t$ time steps ($V_t = V$), and the set of informed nodes is monotonously non-decreasing ($V_{k-1} \subseteq V_k$ for $k = 1, \ldots, t$). The parent function $\pi$ maps each node to the node from which it received the signal. Conditions 2–3 of Definition 1 thus reflect that the sender is a neighbor node in $G$, and that it is informed at an earlier time step than the recipient node. Because each node can send to at most one neighbor node in each time step, condition 4 states that $\pi$ maps the set of nodes becoming informed in step $k$ to distinct parent nodes. The preimage of $v$ under $\pi$, that is, the set of child nodes of $v$, is denoted $\pi^{-1}(v)$.

The optimization problem in question is formulated as follows:

**Problem 1 (Minimum Broadcast Time).** Given $G = (V, E)$ and $S \subseteq V$, find $\tau(G, S)$. 
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Definition 2. For any \( V_0, \ldots, V_t \) and \( \pi \) satisfying the conditions of Definition 1, possibly with the exception of \( t \) being minimum, the corresponding broadcast forest is the digraph \( D = (V, A) \), where \( A = \{ (\pi(v), v) : v \in V \} \). If \( t \) is minimum, \( D \) is referred to as a minimum broadcast forest. Each connected component of \( D \) is a communication tree.

It is easily verified that the communication trees are indeed arborescences, rooted at distinct sources, with arcs pointing away from the source. Let \( T(s) = (V(s), A(s)) \) denote the communication tree in \( D \) rooted at source \( s \in S \), and let \( T_k(s) \) be the subtree of \( T(s) \) induced by \( V(s) \cap V_k \). Analogously, let \( D_k \) be the directed subgraph of \( D \) induced by node set \( V_k \). For the sake of notational simplicity, the dependence on \( (V_0, \ldots, V_t, \pi) \) is suppressed when referring to the directed graphs introduced here.

The degree of node \( v \) in graph \( G \) is denoted by \( \deg_G(v) \). For a given subset \( U \subseteq V \) of nodes, we define \( G[U] \) as the subgraph of \( G \) induced by \( U \). We let \( \deg_G^+(v) \) and \( \deg_G^-(v) \) denote, respectively, the out-degree and the in-degree of node \( v \) in \( G \), and we let \( \deg_G(v) = \deg_G^+(v) + \deg_G^-(v) \). When \( p \) is a logical proposition, \( \delta_p = 1 \) if \( p \) is true, and \( \delta_p = 0 \), otherwise.

3. Exact methods

In this section, we formulate an ILP model for Problem 1 and discuss possible solution strategies.
3.1. Broadcast time model

Given an integer \( t \geq \tau(G, S) \), define the variables \((u, v) \in \overrightarrow{E}, k = 1, \ldots, t\)

\[
x_{uv}^k = \begin{cases} 
1, & \text{if } v \in V_k \setminus V_{k-1} \text{ and } \pi(v) = u, \\
0, & \text{otherwise},
\end{cases}
\]

\[
z_k = \begin{cases} 
1, & \text{if } k \leq \tau(G, S), \\
0, & \text{otherwise}.
\end{cases}
\]

Variable \( x_{uv}^k \) thus represents the decision whether or not the signal is to be transmitted from node \( u \) to node \( v \) in period \( k \), while \( z_k \) indicates whether transmissions take place as late as in period \( k \).

An upper bound \( t \) on the broadcast time \( \tau(G, S) \) is easily available. Because \( G \) is connected, the cut between any set \( V_i \) of informed nodes and its complement is non-empty, and therefore at least one more node can be informed in each period. It follows that \( \tau(G, S) \leq n - \sigma \). The bound is tight in the worst case instance where \( S = \{v_1\} \), and \( G \) is a path with \( v_1 \) as one of
its end nodes. Problem (1) is then formulated as follows:

\[
\begin{align*}
\text{min} & \quad \sum_{k=1}^{t} z_k & \quad (1a) \\
\text{s. t.} & \quad \sum_{k=1}^{t} \sum_{v \in N(u)} x_{uv}^k = 1 & \quad u \in V \setminus S, \quad (1b) \\
& \quad \sum_{v \in N(u)} x_{uv}^k \leq \sum_{u \in V \setminus S} x_{wu}^\ell \quad u \in V, \forall k = 2, \ldots, t, \quad (1c) \\
& \quad \sum_{v \in N(u)} x_{uv}^k \leq z_k & \quad u \in V, \forall k = 1, \ldots, t, \quad (1d) \\
& \quad z_k \leq z_{k-1} \quad & \quad \forall k = 2, \ldots, t, \quad (1e) \\
& \quad x_{uv}^1 = 0 \quad & \quad (u, v) \in \overrightarrow{E}, u \in V \setminus S, \quad (1f) \\
& \quad x_{uv}^k = 0 \quad & \quad (u, v) \in \overrightarrow{E}, v \in S, \forall k = 1, \ldots, t \quad (1g) \\
\end{align*}
\]

\[x \in \{0, 1\}^{\overrightarrow{E} \times \{1, \ldots, t\}}, z \in \{0, 1\}^{\{1, \ldots, t\}}.\]  

(1h)

By (1b), every non-source node \(u\) receives the signal from exactly one adjacent node \(v\) in some time step \(k\). The requirement that a non-source node \(u\) informs a neighbor \(v\) in the \(k\)-th time step only if \(u\) is informed by some adjacent node \(w\) in an earlier time step is modeled by (1c). Constraints (1d) enforce that each node \(u \in V\) forwards the signal to at most one adjacent node \(v\) in each time step. It also sets correct values to the \(z\)-variable that appear in the objective function. The valid inequalities (1e) reflect that \(k \leq \tau(G,S)\) only if \(k - 1 \leq \tau(G,S)\). Lastly, constraints (1f) and (1g) state, respectively, that non-source nodes do not transmit in the first time step, and that sources never receive the signal.
3.1.1. Decision version

The nature of MBT suggests another modelling approach derived from Model (1). For a given positive integer $t$, we maximize the number of nodes $v$ that receive a signal from some neighbor $u$ within $t$ time steps. Hence, $\tau(G, S)$ is the smallest value of $t$ for which the maximum attains the value $n - \sigma$. If the optimal objective function value is $n - \sigma$, the corresponding values of the decision variable induce a broadcast forest with broadcast time $t$. Otherwise, if the optimal objective function value is smaller than $n - \sigma$, $t < \tau(G, S)$, and Model (2) is solved again with $t$ replaced by $t + 1$. The computational efficiency of a search where $t$ is increased from some lower bound on $\tau(G, S)$ is largely dependent of the tightness of available upper and lower bounds on $\tau(G, S)$. If an upper bound $\bar{t} \geq \tau(G, S)$ is known, and it is revealed that for $t = \bar{t} - 1$ fewer than $n - \sigma$ can receive the signal in time $t$, it is concluded that $\tau(G, S) = \bar{t}$.

The decision version of a model for Minimum Broadcast Time takes the form

$$\max \sum_{v \in V \setminus S} \sum_{u \in N(v)} \sum_{k=1}^{t} x_{uv}^k \quad (2a)$$

s. t. $$\sum_{k=1}^{t} \sum_{v \in N(u)} x_{vu}^k \leq 1 \quad u \in V \setminus S, \quad (2b)$$

$$x \in \{0, 1\}^{E \times \{1, \ldots, t\}}. \quad (2c)$$

In the transition from the optimization model (1), constraint (1b) is replaced by (2b). The former is an inequality in the decision version, because
not all nodes are necessarily reached within the given time limit.

4. Lower bounds

Strong lower bounds on the minimum objective function value are of vital importance to combinatorial optimization algorithms. In this section, we study three types of lower bounds on the broadcast time $\tau(G, S)$.

4.1. Analytical lower bounds

Any solution $(V_0, \ldots, V_t, \pi)$ satisfying conditions 1–4 of Definition 1 also satisfies $|V_{k+1}| \leq 2|V_k|$ for all $k \geq 0$. Combined with the observation made in Section 3.1.1, this yields the following bounds:

**Observation 1.** For all instances $(G, S)$ of Problem 1,

$$\left\lceil \log \frac{n}{\sigma} \right\rceil \leq \tau(G, S) \leq n - \sigma. \quad (3)$$

Consider the $m$-step Fibonacci numbers $\{f^m_k\}_{k=1,2,\ldots}$, a generalization of the well-known (2-step) Fibonacci numbers, defined by $f^m_k = 0$ for $k \leq 0$, $f^m_1 = 1$, and other terms according to the linear recurrence relation

$$f^m_k = \sum_{j=1}^{m} f^m_{k-j}, \quad \text{for } k \geq 2.$$

The generalized Fibonacci numbers are instrumental in the derivation of a lower bound on $\tau(G, S)$, depending on the maximum node degree $d = \max \{\deg_G(v) : v \in V\}$ in $G$. The idea behind the bound is that the broadcast time can be no shorter than what is achieved if the following ideal, but not
necessarily feasible, criteria are met: Every source transmits the signal to
a neighbor node in each of the periods $1, \ldots, d$, and every node $u \in V \setminus S$
transmits the signal to a neighbor node in each of the first $d - 1$ periods
following the period when $u$ gets informed. An exception possibly occurs in
the last period, as there may be fewer nodes left to be informed than there
are nodes available to inform them.

**Proposition 2.**

$$\tau(G, S) \geq \min \left\{ t : 2\sigma \sum_{j=1}^{t} f_{j}^{d-1} \geq n \right\}.$$  

**Proof.** Consider a solution $(V_0, \ldots, V_t, \pi)$ with associated broadcast graph $D$, such that $V_0 \neq V_1 \neq \cdots \neq V_{t-1} \neq V_t$,

- conditions 1 and 3–4 of Definition 1 are satisfied,
- for each source $u \in S$ and each $j = 1, \ldots, \min\{d, t - 1\}$, there exists a
  node $v \in V_j \setminus V_{j-1}$ such that $\pi(v) = u$, and
- for each $k \in \{1, \ldots, t - 2\}$, each node $u \in V_k \setminus V_{k-1}$, and each $j = k + 1, \ldots, \min\{k + d - 1, t - 1\}$, there exists a node $v \in V_j \setminus V_{j-1}$ such
  that $\pi(v) = u$.

That is, all sources send the signal to some uninformed node (not necessarily
a neighbor node) in all periods up to $\min\{d, t - 1\}$. All nodes that received
the signal in period $k$, forward it to some uninformed node in all periods up to
$\min\{d - 1, t - 1\}$, and all nodes are informed in period $t$. Because condition 2
of Definition 1 stating that the flow of information follows $E$, is not imposed,
such a solution \((V_0, \ldots, V_t, \pi)\) exists for an appropriate choice of \(t\). Since the solution implies that every node is actively receiving or sending for up to \(d\) consecutive periods, until the signal is broadcasted in period \(t\), it follows that \(\tau(G, S) \geq t\). It remains to prove that the chosen \(t\) is the smallest value satisfying \(2\sigma \sum_{k=1}^{t} f_k^{d-1} \geq n\), i.e., that \(2\sigma \sum_{k=1}^{t-1} f_k^{d-1} < n \leq 2\sigma \sum_{k=1}^{t} f_k^{d-1}\).

For \(k = 1, \ldots, t\), let \(L_k = \{v \in V_k : \deg_{D_k}(v) = 1\}\) denote the set of nodes with exactly one out- or in-neighbor in \(D_k\), and let \(L_k = \emptyset\) for \(k \leq 0\). That is, for \(k > 1\), \(L_k\) is the set of nodes that receive the signal in period \(k\), whereas \(L_1\) consists of all nodes informed in period 1, including the sources \(S\). Hence, \(L_1, \ldots, L_{t-1}\) are disjoint sets (but \(L_t\) may intersect \(L_{t-1}\)), and \(V_k = L_1 \cup \cdots \cup L_k\) for all \(k = 1, \ldots, t\).

Consider a period \(k \in \{2, \ldots, t-1\}\). The assumptions on \((V_0, \ldots, V_t, \pi)\) imply that \(\pi\) is a bijection from \(L_k\) to \(L_k \cup \cdots \cup L_{k-d+1}\). Thus, \(|L_k| = \sum_{j=1}^{d-1} |L_{k-j}|\). Since also \(|L_1| = 2\sigma = 2f_1^{d-1}\) and \(|L_j| = f_j^{d-1} = 0\) for \(j \leq 0\), we get \(|L_k| = 2\sigma f_k^{d-1}\). Further, \(|L_t| \leq \sum_{j=1}^{d-1} |L_{t-j}| = 2\sigma f_t^{d-1}\). It follows that \(2\sigma \sum_{k=1}^{t-1} f_k^{d-1} - \sum_{k=1}^{t-1} |L_k| = |V_{t-1}| < n = |V_t| \leq \sum_{k=1}^{t} |L_k| \leq 2\sigma \sum_{k=1}^{t} f_k^{d-1}\), which completes the proof.

\[\square\]

4.2. Continuous relaxations of integer programming models

For \(t \in \mathbb{Z}_+\), define \(\Omega(t) \subseteq [0,1]^{\bar{E} \times \{1, \ldots, t\}}\) as the set of feasible solutions to the continuous relaxation of \((2a)–(2d)\), and let

\[\Omega^-(t) = \left\{ x \in \Omega(t) : \sum_{u \in N(v)} \sum_{k=1}^{t} x_{uv}^k = 1 \quad (v \in V \setminus S) \right\}.\]

Let \(t^* = \min \{t \in \mathbb{Z}_+ : \Omega^-(t) \neq \emptyset\}\) be the smallest value of \(t\) for which the optimal objective function value in the relaxation equals \(n - \sigma\). Existence of \(t^*\) follows directly from \(\Omega^-(\tau(G, S)) \neq \emptyset\).
The continuous relaxation of (1a)–(1h) is feasible for sufficiently large $t$. We denote its optimal objective function value by $\zeta(t)$.

**Proposition 3.** For all $t \in \mathbb{Z}_+$ such that $\Omega^-(t) \neq \emptyset$, $\zeta(t) \leq t^* \leq \tau(G, S)$.

**Proof.** We first prove that $\zeta(t)$ is non-increasing with increasing $t$: Let $\Gamma(t)$ denote the set of feasible solutions to the continuous relaxation of (1a)–(1h), and assume $(x, z) \in \Gamma(t)$. Define $\tilde{x} \in [0, 1]^{\tilde{E} \times \{1, \ldots, t+1\}}$ such that for all $(u, v) \in \tilde{E}$, $\tilde{x}_{uv}^k = x_{uv}^k$ ($k \leq t$) and $\tilde{x}_{uv}^{t+1} = 0$. An analogous extension of $z$ to $\tilde{z} \in [0, 1]^{\{1, \ldots, t+1\}}$ yields $(\tilde{x}, \tilde{z}) \in \Gamma(t+1)$, and $\sum_{k=1}^{t+1} \tilde{z}_k = \sum_{k=1}^{t} z_k$ proves that $\zeta(t+1) \leq \zeta(t)$.

For $t \in \mathbb{Z}_+$ such that $\Omega^-(t) \neq \emptyset$, $t \geq t^*$ thus implies $\zeta(t) \leq \zeta(t^*) \leq t^*$, where the latter inequality follows from (1a) and $z_1, \ldots, z_{t^*} \leq 1$. The proof is complete by observing that $t^* \leq \tau(G, S)$ follows from $\Omega^- = (\tau(G, S)) \neq \emptyset$.

**Remark 4.** To compute a lower bound on $\tau(G, S)$, Proposition 3 suggests to solve a sequence of instances of the continuous relaxation of problem (2a)–(2d), and stop by the first value of $t = 1, 2, \ldots$ for which the optimal objective function value is $n - \sigma$. Such an approach yields a lower bound ($t^*$) on $\tau(G, S)$, which is no weaker than the bound achieved by solving the continuous relaxation of (1a)–(1h).

**Remark 5.** Remark 4 also applies to a reformulation of (1a)–(1h), where a unique integer variable $y$ replaces $z_1, \ldots, z_t$, and the objective is to minimize $y$ subject to the constraints $y \geq \sum_{k=1}^{t} k \sum_{u \in N(v)} x_{uv}^k$ ($v \in V \setminus S$), (1b)–(1c), and (1f)–(1h).
4.3. Combinatorial relaxations

Lower bounds on the broadcast time $\tau(G, S)$ are obtained by omitting one or more of the conditions imposed in Definition 1. For the purpose of strongest possible bounds, the relaxations thus constructed can be supplied with conditions that are redundant in the problem definition. Conditions 1-4 of Definition 1 imply that

5. for all $v \in V$, $|\pi^{-1}(v)| \leq \deg_G(v) - \delta_{v \in V \setminus S}$.

A lower bound on $\tau(G, S)$ is then given by the solution to:

**Problem 2 (Node Degree Relaxation).** Find the smallest integer $t \geq 0$ for which there exist a sequence $V_0 \subseteq \cdots \subseteq V_t$ of node sets and a function $\pi : V \setminus S \rightarrow V$, satisfying conditions 1 and 3-5.

Observe that the bound given in Proposition 2 is obtained by exploiting the lower-bounding capabilities of the Node Degree Relaxation. By considering the degree of all nodes $v \in V$, rather than just the maximum degree, stronger bounds may be achieved in instances where $G$ is not regular ($\min_{v \in V} \deg_G(v) < \max_{v \in V} \deg_G(v)$).

Denote the source nodes $S = \{v_1, \ldots, v_\sigma\}$ and the non-source nodes $V \setminus S = \{v_{\sigma+1}, \ldots, v_n\}$, where $\deg_G(v_{\sigma+1}) \geq \deg_G(v_{\sigma+2}) \geq \cdots \geq \deg_G(v_n)$, and let $d_i = \deg_G(v_i)$ ($i = 1, \ldots, n$). Thus, $\{d_1, \ldots, d_n\}$ resembles the conventional definition of a non-increasing degree sequence of $G$, with the difference that only the subsequence consisting of the final $n - \sigma$ degrees is required to be non-increasing.

For a given $t \in \mathbb{Z}_+$, consider the problem of finding $(V_0, \ldots, V_t, \pi)$ such that $V_0 = S$, conditions 3-5 are satisfied, and $|V_t|$ is maximized. The small-
est value of $t$ for which the maximum equals $n$ is obviously the solution to Problem 2.

The algorithm for Problem 2 to follow later in the section, utilizes that the maximum value of $|V_t|$ is achieved by transmitting the signal to nodes in non-increasing order of their degrees. Observe that, contrary to the case of Problem 1, transmissions to non-neighbors are allowed in the relaxed problem. Any instance of Problem 2 thus has an optimal solution where, for $k = 1, \ldots, t - 1$, $u \in V_k \setminus V_{k-1}$ and $v \in V_{k+1} \setminus V_k$ implies $\deg_G(u) \geq \deg_G(v)$.

A rigorous proof of this follows next.

**Lemma 6.** The maximum value of $|V_t|$ over all $(V_0, \ldots, V_t, \pi)$ satisfying $V_0 = S$ and conditions 3–5 is attained by some $(V_0, \ldots, V_t, \pi)$ where

$$
\min \{i : v_i \in V_k \setminus V_{k-1} \} > \max \{i : v_i \in V_{k-1} \} \quad (k = 1, \ldots, t).
$$

**Proof.** Consider an arbitrary optimal solution $(V_0, \ldots, V_t, \pi)$, and assume that $v_i \in V_p \setminus V_{p-1}$, $v_j \in V_q \setminus V_{q-1}$, $i < j$, and $1 \leq q < p \leq t$. We prove that the solution obtained by swapping nodes $v_i$ and $v_j$ is also optimal. Let $\bar{V}_k = V_k$ for $k = 0, \ldots, q - 1, p, p + 1, \ldots, t$, and $\bar{V}_k = (V_k \setminus \{v_j\}) \cup \{v_i\}$ for $k = q, \ldots, p-1$. Because $|\bar{V}_i| = |V_i|$, we only need to show that $(\bar{V}_0, \ldots, \bar{V}_t, \bar{\pi})$ is feasible for some $\bar{\pi}$. In the following, we demonstrate that a valid parent function $\bar{\pi}$ can be obtained by swapping $\pi(v_i)$ and $\pi(v_j)$, along with a simple adjustment ensuring that $|\pi^{-1}(v_j)| \leq |\pi^{-1}(v_j)|$.

Define $m = \max \{0, |\pi^{-1}(v_i)| - |\pi^{-1}(v_j)|\}$. Consider the case where $m > 0$. Because $v_i$ has at most one child in each $V_k \setminus V_{k-1}$ ($k = p + 1, \ldots, t$), there exist $p_1 > \cdots > p_m > p$, and $u_r \in V_{p_r} \setminus V_{p_r-1}$ ($r = 1, \ldots, m$) such that $\pi(u_r) = v_i$, whereas $v_j$ has no child in $\bigcup_{r=1}^m (V_{p_r} \setminus V_{p_r-1})$. Let $U = \{u_1, \ldots, u_m\}$, and let $U = \emptyset$ if $m = 0$. 17
Let $\bar{\pi}(v) = v_i$ for all $v \in U$, and $\bar{\pi}(v) = v_j$ for all $v \in \pi^{-1}(v_i) \setminus U$. Also, let $\bar{\pi}(v) = v_i$ for all $v \in \pi^{-1}(v_j) \setminus \{v_i\}$. If $\pi(v_i) = v_j$, let $\bar{\pi}(v_j) = v_i$, otherwise let $\bar{\pi}(v_j) = \pi(v_i)$. Let $\bar{\pi}(v_i) = \pi(v_j)$. For all other non-source nodes, that is, all $v \in V \setminus S$ for which $v_i \neq \pi(v) \neq v_j$, let $\bar{\pi}(v) = \pi(v)$.

If $m > 0$, $|\bar{\pi}^{-1}(v_i)| = |\pi^{-1}(v_i)| \leq \deg_G(v_i) - 1$ and $|\bar{\pi}^{-1}(v_j)| = |\pi^{-1}(v_j)| \leq \deg_G(v_j) - 1$. Otherwise, $|\bar{\pi}^{-1}(v_i)| = |\pi^{-1}(v_j)| \leq \deg_G(v_i) - 1 \leq \deg_G(v_j) - 1$, and $|\bar{\pi}^{-1}(v_j)| = |\pi^{-1}(v_i)| \leq |\pi^{-1}(v_j)| \leq \deg_G(v_j) - 1$. For $v_i \neq v \neq v_j$, $|\bar{\pi}^{-1}(v)| = |\pi^{-1}(v)|$, and thus $(\bar{V}_0, \ldots, \bar{V}_t, \bar{\pi})$ satisfies condition (5). It is straightforward to show that $(\bar{V}_0, \ldots, \bar{V}_t, \bar{\pi})$ also satisfies condition (4).

Alg. 1 takes as input the number $\sigma$ of sources and the number $n$ of nodes, along with the vertex degrees $d_1, \ldots, d_n$, where $d_{\sigma+1} \geq \cdots \geq d_n$. It operates with a counter $\nu$ of informed nodes, initiated to $\sigma$. Thus, nodes $v_1, \ldots, v_\nu$ are informed, whereas $v_{\nu+1}, \ldots, v_n$ are not. A counter denoted $a_i$ ($i = 1, \ldots, n$) keeps track of the number of nodes informed by node $v_i$. The set $F$ consists of indices $i$ of informed nodes that still have not sent the signal to $d_i - 1$ nodes ($d_i$ nodes if $i \leq \sigma$). In each iteration of the outer loop of the algorithm, all nodes $v_i$ for which $i \in F$, informs some currently uninformed node, and all counters are updated accordingly. The process stops when all $n$ nodes are informed, and the number of performed iterations is returned.

**Proposition 7.** Alg. 1 returns a lower bound on $\tau(G, S)$.

**Proof.** Follows from Lemma 6 and the subsequent discussion. 

5. **Upper bounds**

Access to an upper bound $\bar{t} \geq \tau(G, S)$ affects the number of variables in the models studied in Section 3.1. Particularly in the decision version (2),
Data: $\sigma, n, d_1, \ldots, d_n \in \mathbb{Z}_+$

1. $a_1 \leftarrow \cdots \leftarrow a_n \leftarrow 0, \nu \leftarrow \sigma$

2. for $t = 1, 2, \ldots$ do

\[ F \leftarrow \{i = 1, \ldots, \nu : a_i < d_i - \delta_i > \sigma\} \]

3. for $i \in F$ do

\[ a_i \leftarrow a_i + 1 \]

4. $\nu \leftarrow \nu + |F|$

5. if $\nu \geq n$ return $t$

7. end

Algorithm 1: Lower bound exploiting the degree distribution

the iterative approach can be terminated once the solution is found to be infeasible for broadcast time limit $\ell - 1$. Algorithms that output feasible, or even near-optimal solutions, are instrumental in the computation of upper bounds. Further, such methods are required in sufficiently large instances, where exact approaches fail to terminate in practical time.

5.1. Existing heuristic methods

Building on earlier works \[12, 13\], Harutyunyan and Jimborean \[11\] study a heuristic (considering $\sigma = 1$) departing from a shortest-path tree of $G$. A sequence of local improvements is performed in the bottom-up direction in the tree, starting by the leaves and terminating at the root node. Rearrangements of the parent assignments are made in order to reduce the broadcast time needed in subtrees. The heuristic has running time $O(|E| \log n)$.

5.2. A construction method

Consider an integer $t' \geq 0$, node sets $S = V_0 \subseteq V_1 \subseteq \cdots \subseteq V_{t'} \neq V$ and a function $\pi : V \setminus S \mapsto V$, where $\{\pi(v), v\} \in E$ for all $v \in V_{t'} \setminus S$, and
conditions 3–4 of Definition 1 are satisfied for \( t = t' \). That is, \((V_0, \ldots, V_t, \pi)\) defines a broadcast forest corresponding to the instance \((G[V_{t'}], S)\), but the forest does not cover \( V \). In particular, if \( t' = 0 \), the broadcast forest is a null graph on \( S \), while it is a matching from \( S \) to \( V \setminus S \) if \( t' = 1 \).

This section addresses the problem of extending the partial solution \((V_0, \ldots, V_t, \pi)\) by another node set \( V_{t'+1} \), such that the conditions above also are met for \( t = t'+1 \). With \( t' = 0 \) as departure point, a sequence of extensions results in a broadcast forest corresponding to instance \((G,S)\). Each extension identifies a matching from \( V_{t'} \) to \( V \setminus V_{t'} \), and all matched nodes in the latter set are included in \( V_{t'+1} \). A key issue is how to determine the matching.

Since the goal is to minimize the time (number of extensions) needed to cover \( V \), a maximum cardinality matching between \( V_{t'} \) and \( V \setminus V_{t'} \) is a natural choice. Lack of consideration of the matched nodes’ capabilities to inform other nodes is however an unfavorable property. Each iteration of Alg. 2 rather sees \( k \geq 1 \) time periods ahead, and maximizes the total number of nodes in \( V \setminus V_{t'} \) that can be informed in periods \( t' + 1, \ldots, t' + k \). Commitment is made for only one period, and the matched nodes are those that are informed in period \( t' + 1 \) from some node in \( V_{t'} \). The maximization problem in question is exactly the one addressed by model (2), where \( V_{t'} \) is considered as sources, \( k \) the upper bound on the broadcast time, and the graph is \( G \) with all edges within \( V_{t'} \) removed. Choosing \( k = 1 \) corresponds to the maximum matching option, whereas large values of \( k \) (e.g., \( k = n - \sigma \)) makes Alg. 2 an exact method.

In many instances, there are multiple options for selecting an optimal solution \( x \) (line 3). Two different sequences of solutions generated during
Data: \( G = (V, E), S \subseteq V, k \in \{1, \ldots, n - \sigma\} \)

1 \textbf{for} \( t' = 0, 1, \ldots \) \textbf{do}
2 \hspace{1em} \textbf{if} \( S = V \) \textbf{return} \( t' \)
3 \hspace{1em} \( x \leftarrow \) optimal solution to the instance of model (2) with \( t = k \)
4 \hspace{1em} \textbf{for} \( \{u, v\} \in E \) \textbf{such that} \( u \in S, v \in V \setminus S, \) and \( x^t_{uv} = 1 \) \textbf{do}
5 \hspace{2em} \( S \leftarrow S \cup \{v\} \)
6 \hspace{1em} \textbf{end}
7 \textbf{end}

\textbf{Algorithm 2:} Construction of near-optimal solutions through sequences of matchings

The course of Alg. 2 may result in different broadcast times. Let us take a hypercube \( C_j \) as an example which has \( \tau(C_j, S) = j \) for \( \sigma = 1 \) regardless of selection of the source node. Alg. 2 with \( k = 1 \) always finds \( \tau(C_j, S) \) for \( j = 1 \ldots 3 \). It also finds the optimum for \( j \geq 4 \) provided that the subgraph induced by the current \( S \) at the beginning of each iteration \( t' \) forms a hypercube \( C_{t'} \). If this tie-breaking rule is violated, the algorithm may fail to find the optimum as demonstrated in \( C_4 \) (TODO: image or description in the text?)

Intuitively, the broadcast time found by Alg. 2 is likely to be closer to the optimum for larger \( k \). This intuition is also confirmed by a vast majority of instances in the experimental section. Nevertheless, there are instances for which Alg. 2 with smaller \( k \) finds a better solution. One such example is a tree \( T \) on 17 nodes with one source \( s \) and \( \deg(s) = 2 \). The first neighbor \( n_1 \) of \( s \) is a root of a binomial tree \( B_2 \) of degree two. One of the leafs of \( B_2 \) is an endpoint of a path of length 3. The second neighbor \( n_2 \) of \( s \) is adjacent to
a root of binomial tree $B_3$. Alg. 2 with $k = 3$ decides that $n_1 \in V_1$, $n_2 \in V_2$ and eventually finds $\tau T, \{s\}$. With $k = 5$, $n_1 \in V_2$, $n_2 \in V_1$, which results in a suboptimal solution. (TODO: is such an example useful? Should there be an illustration?)

Remark 8. If $k = 1$, then the running time of Alg. 2 is $O\left(n^{3/2}|E|\right)$, because the number of iterations is no more than $n$, and the maximum cardinality matching is found in $O(\sqrt{n}|E|)$ time [16]. For fixed $k = 2$, the problem solved in each iteration is NP-hard [18].

Remark 9. If $k = 1$, no attempt is made to favor the nodes with many uninformed neighbors. To that end, maximum cardinality matching can be replaced by maximum vertex-weight matching (MVM), where each node $v \in V \setminus S$ is assigned the weight $1 + |\{u \in V \setminus S : \{u, v\} \in E\}|$. Other weights reflecting the capability of node $u$ to inform other nodes in later periods could also be considered. The running time of Alg. 2 increases to $O\left(n^2|E|\right)$, as MVM is solved in $O\left(n|E|\right)$ time [5]. An approximate MVM-solution within $\frac{2}{3}$ of optimality is found in $O\left(|E| + n \log n\right)$ time [3].

6. Experimental Results

The aim of our experiments is to evaluate computational abilities of B&B applied to the studied model, and determine its usability on different instance types. Also, we assess the strength of upper and lower bounding methods discussed above, as well as continuous relaxations of the models.

In some of the experimental settings we use randomly generated instances. The generating procedure takes a number of nodes and a parameter $p$ as an
input. First, it generates a random tree with the given number of nodes. It then iterates over all pairs of nodes that are not yet connected by an edge, and places an edge between them with the probability $p$.

Apart from randomly generated instances, we also evaluated data sets of various sizes and densities available online [25]. These existing collections of instances are used as benchmarks for algorithms for the minimum Steiner tree problem. We evaluate datasets named “I160”, “I320” and “I640” with selected edge cardinalities stated in the tables with results. The only source node in these instances is always the node with id 1. In each instance category, 20 graphs are available.

6.1. Comparison of upper and lower bounds

In the first set of experiments we study how does the strength of different methods depend on the parameter $p$. We generate random single and double-source instances of sizes 125, 250, 500 and 1000 with increasing $p$. Tabs. [1] and [2] summarize the results of randomly generated instances. Each entry is calculated as an average from 100 instances for a given $n$, $p$ and a selected method. Results obtained for existing instances are stated in Tab. [3] where 20 instances are used for obtaining average objective function value for each instance category. Instead of the parameter $p$, the number of edges is given in the second column.

The column ‘fib’ consists of Fibonacci bounds. The values are rarely higher than the trivial logarithmic bound. Lower bound obtained from degree sequence in the column ‘deg’ is slightly better, but in majority of cases is far weaker than the LP bound, which is very tight in all considered experimental settings. Upper bounds UB-$t$, $t = 1, \ldots, 4$ are obtained using Alg. [2].
which takes \( t \) as one of its input parameters. In general, we observe that the higher \( t \), the tighter upper bound is calculated. There are however some instances where it does not hold, particularly for instances with larger \( p \), but the differences is very small, and can be explained as a coincidence.

We further observe that the span of bounds decreases with increasing \( p \), within one instance size, and also increases for a constant \( p \) with increasing instance size. The experiments were not pursued for higher values of \( p \), because it is very common that upper and lower bounds 'deg' and 'UB-4' coincide. This behavior is easy to explain. There are more possibilities how to relay a signal in dense graphs as compared to sparser graphs. It is therefore likely that denser graphs have optimal broadcast time close to the lower bounds. The decreasing span of bounds is also noticeable with increasing instance size.

Note that due to the computational time restriction, results in columns 'OPT' are in fact lower bounds, whenever an interruption occurs. If the iterative decision procedure is interrupted, it is not guaranteed that the number of iterations performed is the optimal value. This is apparent in Tab. 3 in instances with \( n = 640 \) and \( \sigma = 960 \). The LP relaxation of the model provides a tighter lower bound in average than the integer model.

6.2. Solution time

Average solution time of instances from the previous section is reported in Tabs. 4 and 5. The columns LP and OPT consists of solution times of solving LP relaxation and B&B applied to the ILP model, respectively. The column 'int.' consists of the percentage of instances of which solving was interrupted after 1 hour, before the optimal solution was found. Each
| Instance Lower bounds | Upper bounds |
|----------------------|--------------|
|                      | n  | p  | fib | deg | LP  | OPT | UB-4 | UB-3 | UB-2 | UB-1 |
|                      | 125 |    |     |     |     |     |      |      |      |      |
| 0.001                |    |    | 7.23| 8.35| 16.46| 16.49| 18.72| 20.28| 20.77| 23.75|
| 0.002                |    |    | 7.21| 8.20| 13.97| 13.98| 15.80| 17.18| 17.21| 19.50|
| 0.004                |    |    | 7.03| 8.08| 11.44| 11.49| 13.07| 14.06| 14.30| 16.05|
| 0.008                |    |    | 7.00| 7.86| 9.09 | 9.22 | 10.71| 11.25| 11.85| 12.90|
| 0.016                |    |    | 7.00| 7.59| 7.94 | 8.01 | 9.11 | 9.42 | 9.83 | 10.58|
|                      | 250 |    |     |     |     |     |      |      |      |      |
| 0.001                |    |    | 8.01| 9.29| 16.18| 16.28| 18.72| 20.09| 20.49| 23.22|
| 0.002                |    |    | 8.00| 9.17| 12.87| 12.93| 15.23| 16.19| 16.84| 18.78|
| 0.004                |    |    | 8.00| 8.92| 10.06| 10.33| 12.23| 12.87| 13.46| 14.70|
| 0.008                |    |    | 8.00| 8.83| 8.96 | 9.03 | 10.31| 10.73| 11.34| 12.18|
| 0.016                |    |    | 8.00| 8.24| 8.24 | 8.24 | 9.40 | 9.42 | 9.71 | 10.51|
|                      | 500 |    |     |     |     |     |      |      |      |      |
| 0.001                |    |    | 9.01| 10.20| 14.35| 14.54| 17.06| 18.47| 18.92| 20.96|
| 0.002                |    |    | 9.00| 9.95 | 11.19| 11.55| 13.69| 14.54| 15.11| 16.53|
| 0.004                |    |    | 9.00| 9.86 | 10.09| 10.12| 11.81| 12.12| 12.69| 13.57|
| 0.008                |    |    | 9.00| 9.33 | 9.42 | 9.43 | 10.53| 10.71| 11.07| 11.84|
| 0.016                |    |    | 9.00| 9.00 | 9.00 | 9.00 | 10.00| 9.94 | 10.00| 11.06|
|                      | 1000|    |     |     |     |     |      |      |      |      |
| 0.001                |    |    | 10.00| 10.92| 12.39| 12.83| 15.44| 16.39| 17.08| 18.49|
| 0.002                |    |    | 10.00| 10.77| 11.06| 11.07| 12.99| 13.38| 14.00| 14.98|
| 0.004                |    |    | 10.00| 10.41| 10.54| 10.57| 11.80| 11.93| 12.06| 13.06|
| 0.008                |    |    | 10.00| 10.01| 10.01| 10.01| 11.02| 11.02| 11.02| 12.04|
| 0.016                |    |    | 10.00| 10.00| 10.00| 10.00| 10.11| 10.06| 10.13| 12.00|

Table 1: Objective function values yielded by different methods of randomly generated instances with $\sigma = 1$
| Instance | Lower bounds | Upper bounds | 
|----------|--------------|--------------|
| n        | p            | fib | deg | LP | OPT | UB-4 | UB-3 | UB-2 | UB-1 |
|----------|--------------|-----|-----|----|-----|------|------|------|------|
| 0.001    | 6.26         | 7.10| 13.33| 13.35| 15.20| 16.70| 16.88| 19.23|
| 0.002    | 6.20         | 7.04| 11.96| 11.99| 13.57| 14.67| 14.92| 17.11|
| 125      | 0.004        | 6.04| 7.01| 9.75| 9.77| 11.14| 12.05| 12.36| 13.73|
| 0.008    | 6.00         | 6.96| 7.78| 7.91| 9.19| 9.71| 10.21| 11.38|
| 0.016    | 6.00         | 6.78| 6.90| 6.97| 8.10| 8.27| 8.62| 9.40 |
| 250      | 0.001        | 7.03| 8.14| 14.59| 14.63| 16.92| 18.07| 18.40| 20.67|
| 0.002    | 7.00         | 8.01| 11.46| 11.51| 13.40| 14.32| 14.7 | 16.61|
| 0.004    | 7.00         | 7.98| 8.99| 9.16| 10.94| 11.57| 12.11| 13.29|
| 0.008    | 7.00         | 7.86| 7.98| 7.99| 9.22| 9.61| 10.08| 10.89|
| 0.016    | 7.00         | 7.26| 7.27| 7.27| 8.33| 8.35| 8.61| 9.44 |
| 500      | 0.001        | 8.00| 9.04| 12.82| 12.96| 15.47| 16.47| 17.05| 18.86|
| 0.002    | 8.00         | 8.98| 10.12| 10.29| 12.38| 13.24| 13.91| 15.11|
| 0.004    | 8.00         | 8.87| 8.98| 8.99| 10.61| 11.03| 11.47| 12.41|
| 0.008    | 8.00         | 8.54| 8.56| 8.56| 9.50| 9.67| 9.96| 10.79|
| 0.016    | 8.00         | 8.09| 8.09| 8.09| 8.98| 8.94| 8.98| 10.05|
| 1000     | 0.001        | 9.00| 10.00| 11.23| 11.44| 14.02| 14.79| 15.56| 16.95|
| 0.002    | 9.00         | 9.01| 9.02| 9.03| 9.18| 9.14| 9.21| 11.06|
| 0.004    | 9.00         | 9.51| 9.59| 9.61| 10.83| 10.97| 11.10| 12.06|
| 0.008    | 9.00         | 9.03| 9.03| 9.03| 10.00| 10.00| 10.00| 11.01|
| 0.016    | 9.00         | 9.00| 9.00| 9.00| 9.12| 9.07| 9.15| 11.00|

Table 2: Objective function values yielded by different methods of randomly generated instances with $\sigma = 2$
| Instance | Lower bounds |  | Upper bounds |  |
|----------|--------------|---|--------------|---|
|          | n  | p  | fib  | deg  | LP  | OPT | UB-4 | UB-3 | UB-2 | UB-1 |
| 160      | 240 | 8.00 | 8.00 | 8.05 | 8.05 | 10.10 | 10.90 | 11.20 | 12.55 |
| 160      | 320 | 8.00 | 8.00 | 8.00 | 8.00 | 9.30  | 9.70  | 10.05 | 10.85 |
| 320      | 480 | 9.00 | 9.00 | 9.05 | 9.20 | 11.60 | 12.60 | 12.85 | 14.75 |
| 320      | 640 | 9.00 | 9.00 | 9.00 | 9.00 | 10.40 | 10.85 | 11.20 | 12.75 |
| 640      | 960 | 10.00 | 10.00 | 10.11 | 10.00 | 13.06 | 13.94 | 14.67 | 16.39 |
| 640      | 1280 | 10.00 | 10.00 | 10.00 | 10.00 | 12.00 | 12.25 | 12.85 | 13.80 |

Table 3: Objective function values yielded by different methods of existing instances available online with $\sigma = 1$ interrupted instance counts with 3600 to the resulting average solution time. The values in the last column 'col.' are the numbers of instances in which the upper and lower bounds collapsed. I.e., how many instances have the lower bound 'deg' value equal to the upper bound 'UB-4' value. In these instances, the optimal solution is not pursued, because its objective function value is already known. Values in the second last column are therefore the proportion of interruptions in the total number of instances to which B&B is actually applied (in which the bounds do not collapse). All investigated instances of size up to 500 nodes are solved to optimality within the imposed 1 hour time limit. The resulting times are not reported for sparse instance sets of size 125 and 250 in Table 4 because in the worst case it takes 3 seconds to solve an instance to optimality, and interruptions or bound collapses never occur. Computation of B&B on instances of 1000 nodes is frequently interrupted before the optimal solution is found, particularly
those with large $p$. Even though the objective function value decreases with increasing $p$, and so the decision procedure needs to perform less iterations, overall solution time often increases. However, there are some exceptions in the monotonous growth of the solution time. Instances with $n = 1000$ and $p = 0.001$ in average take more time than instances with $n = 1000$ and $p = 0.002$. Similar behavior is exhibited in existing instances, where solution time tends to be longer for sparser graphs. It is also obvious and in accordance with the intuition that in denser graphs, the upper and lower bounds collapse more often.

7. Concluding Remarks

This work focuses on the minimum broadcast time problem and presents several techniques for determining lower bounds, upper bounds as well as optimal solutions. The main contribution consists in introducing an ILP model and a suitable solving method. Its LP relaxation provides a strong lower bound which often coincides with the optimum, and is stronger than other lower bounding methods presented in this work in vast majority of test instances. We consider various instance types and sizes both from existing datasets and randomly generated.

We also develop and test a heuristic method that provides an upper bound. Large instances that are too time consuming for B&B can often be solved to optimality by comparing objective function values yielded by LP relaxation and upper bounding methods. The results of numerical experiments indicate that instances with many edges are more time consuming to solve by B&B. At the same time, however, the denser graph, the more likely
| Instance | $n$ | $p$ | LP | OPT | int. col. | LP | OPT | int. col. |
|----------|-----|-----|-----|-----|---------|-----|-----|---------|
| 125      | 125 | 0.016 | 0 | 1 | 0 | 4 | 0 | 1 | 0 | 9 |
| 250      | 250 | 0.008 | 1 | 4 | 0 | 2 | 0 | 3 | 0 | 1 |
|          |     | 0.016 | 1 | 17 | 0 | 20 | 1 | 13 | 0 | 34 |
| 500      | 500 | 0.001 | 3 | 7 | 0 | 0 | 2 | 5 | 0 | 0 |
|          |     | 0.002 | 2 | 26 | 0 | 0 | 2 | 22 | 0 | 0 |
|          |     | 0.004 | 3 | 53 | 0 | 0 | 2 | 26 | 0 | 0 |
|          |     | 0.008 | 6 | 214 | 0 | 13 | 4 | 101 | 0 | 0 |
|          |     | 0.016 | 11 | 390 | 0 | 10 | 6 | 212 | 0 | 11 |
| 1000     | 1000| 0.001 | 12 | 1366 | 30 | 0 | 9 | 866 | 17 | 0 |
|          |     | 0.002 | 20 | 814 | 17 | 0 | 24 | 378 | 0 | 0 |
|          |     | 0.004 | 56 | 1637 | 33 | 10 | 69 | 1647 | 30 | 8 |
|          |     | 0.008 | 101 | 3399 | 75 | 6 | 107 | 3378 | 74 | 30 |
|          |     | 0.016 | 172 | 3600 | 100 | 89 | 235 | 3600 | 100 | 88 |

Table 4: Solution time in seconds of LP relaxation and B&B of randomly generated instances
Table 5: Solution time in seconds of LP relaxation and B&B of existing instances available online for $\sigma = 1$

| $n$  | $|E|$ | LP | OPT | int. | col. |
|------|------|----|-----|------|------|
| 160  | 240  | 0  | 2   | 0    | 0    |
| 160  | 320  | 0  | 1   | 0    | 0    |
| 320  | 480  | 1  | 227 | 0    | 0    |
| 320  | 640  | 1  | 17  | 0    | 0    |
| 640  | 960  | 3  | 3155| 85   | 0    |
| 640  | 1280 | 5  | 236 | 0    | 0    |

There is a potential for the future research in developing stronger upper bounding algorithms and improving the existing ILP model. The problem definition assumes that a node transmits a signal to at most one neighbor in each time step. A further direction of the research considers a generalization of the problem, where nodes can transmit a signal to up to a certain number of neighbors at the same time.
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