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Abstract

We propose a method to probe the local density of states (LDOS) of atomic systems that provides both spatial and energy resolution. The method combines atomic and tunneling techniques to supply a simple, yet quantitative and operational, definition of the LDOS for both interacting and non-interacting systems: it is the rate at which particles can be siphoned from the system of interest by a narrow energy band of non-interacting states contacted locally to the many-body system of interest. Ultracold atoms in optical lattices are a natural platform for implementing this broad concept to visualize the energy and spatial dependence of the atom density in interacting, inhomogeneous lattices. This includes models of strongly correlated condensed matter systems, as well as ones with non-trivial topologies.

1. Introduction

The scanning tunneling microscope (STM)\textsuperscript{[1–5]} is arguably the most versatile instrument for probing the local density of states (LDOS) of material surfaces, molecules, and devices. However, there are physical limitations on the information that can be retrieved from such a system due to the scale of the device and the lack of tunable atomic parameters. While measuring the LDOS at the position of the probe tip, the scanning probes do not have access to the whole energy spectrum. Although alternative spectroscopic techniques overcome this limitation, they do not generally provide spatial resolution. Cold atoms provide many-body, tunable systems that allow for physically simulating models of traditional solid-state materials\textsuperscript{[6–10]}, including at timescales suitable for quantum transport\textsuperscript{[11–17]}. These systems allow for a direct simulation of electronic current through the motion of fermionic atoms in an artificially generated potential. Thus, they give a platform to study—in a controllable manner—strongly correlated materials or those with many relevant interactions and treat issues difficult for solid-state experiments and simulation.

The density of states is ubiquitous in classical and quantum physics, as it quantifies the energy distribution of available states. In particular, the LDOS gives the available states at position \( r \) and frequency \( \omega \),

\[
D(\mathbf{r}, \omega) = \sum_{n} \left| \langle \psi_{n} | \phi_{n} \rangle \right|^{2} \delta (\omega - \omega_{n}).
\]

Here, \( \langle \phi_{n} | \psi_{n} \rangle \) is the \( n \)th eigenfunction of the full Hamiltonian with energy eigenvalue \( h\omega_{n} \) and \( h \) is the reduced Planck’s constant. Direct evaluation and probing of the LDOS, however, are challenging in interacting systems\textsuperscript{[18]}, so one usually resorts to an operational definition. In the standard operation of a STM, to probe the LDOS \( D(\mathbf{r}) \) at energy \( h\omega \) (and implicitly at the position of the tip), the tip distance is held constant while the sample voltage bias — \( V \) is changed. This leads to a steady-state current\textsuperscript{[2–5]},
The LDOS is then found from the differential conductance,\[ I \propto \int_{\epsilon V/h} D(\omega) \, d\omega. \] (2)

The LDOS is then found from the differential conductance,
\[ D(\mu) \propto \left. \frac{dI}{dV} \right|_{V/h + \mu} . \] (3)

This expression neglects the voltage dependence of the electronic transmission from tip to sample, among other factors. Interpretation issues notwithstanding, this limits the accurate extraction of the native electronic density of states to the linear response regime, as not all changes in the current are due to changes in the LDOS. In particular, when the system has strong many-body interactions, such as a poorly screened electronic impurity, a large applied bias will disturb the natural local state by disrupting the nearby electron density.

Here, we use the tunability of cold-atom lattices to give a direct protocol for LDOS measurement and interpretation. This allows, for instance, the characterization of energy states and the prediction and delineation of contributions to steady-state currents. These systems provide a means to simulate condensed matter [6–10], including transport phenomena [11, 12, 14, 17], while simultaneously yielding opportunities to go beyond solid-state scenarios. In this vein, rather than an applied bias, we propose to use a narrow band probe \( \mathcal{P} \) that scans in energy to interrogate the many-body system \( \mathcal{S} \) (see figure 1). The particle current into (out of) an empty (full) reservoir of bandwidth \( 4\omega_p \) offset to a frequency \( \mu \) is proportional to the LDOS, i.e. the fraction of particles at frequency \( \mu \),
\[ I \approx -2\omega_p \int_{\mu - 2\omega_p}^{\mu + 2\omega_p} D(\omega) \, d\omega \approx -8\omega_p^2 D(\mu), \] (4)

so long as \( \omega_p \) is small relative to variations of \( D(\omega) \). The occupied (unoccupied) LDOS is given by using an empty (full) probe \( \mathcal{P} \).

This setup requires tunability of \( \mathcal{P} \): its chemical potential, occupation, bandwidth/hopping, and ‘contact’ magnitude/location with \( \mathcal{S} \) need to be adjustable without compromising its non-interacting behavior. Ultracold atoms in artificial lattice potentials are naturally suited for this, see figure 1(a) for a schematic. In this context, the method is applicable to a wider class of systems and simulations than spatially resolved radio-frequency spectroscopy, a powerful, yet invasive, tomographic method better suited to homogeneous systems with appropriate atomic hyperfine electronic states and photodissociative mechanisms [21, 22].

**Figure 1.** The many-body LDOS of an interacting system \( \mathcal{S} \) is measured by putting it ‘in contact’ with a non-interacting, narrow band probe \( \mathcal{P} \) via the focused laser beam \( \mathcal{C} \). (a) The cold-atom system scenario can be realized by optical tweezers or optical lattice potentials, as shown schematically, with alkaline-earth atoms [19]. The lattice laser beams’ intensities and dimensions determine the coupling rates and trapping frequencies. The system (probe) lattice traps only atoms in their ground (metastable excited) electronic state [20]. Coupling between the probe and system lattices is driven by a laser beam (i) tuned to the transition between the two electronic states of the atoms, and (ii) focused on the sites where the atoms ‘flow’ between \( \mathcal{S} \) and \( \mathcal{P} \). The probing band has a frequency offset \( \mu \) and a small hopping frequency \( \omega_p \). (b) A representation of the setup in frequency space shows the narrower range of frequencies and offset of the probe. We focus on one-dimensional systems in this work, though this technique applies to any number of dimensions.
2. Results

2.1. General approach

The Hamiltonian, $H_I$, of the system and probe is

$$H_S + H_C = \hbar \omega_P \sum_{i \in P} (c_i^\dagger c_{i+1} + \text{h.c.}) + \hbar \mu \sum_{i \in P} c_i^\dagger c_i,$$  \hspace{1cm} (5)

where $\omega_P$ and $\mu$ are the hopping and relative onsite frequencies, respectively, (i.e. the trapping frequencies for a cold-atom system) and $c_i^\dagger$ ($c_i$) are the creation (annihilation) operators of site $i$. The many-body Hamiltonian of $S$ is $H_S$, and the contact Hamiltonian between $S$ and $P$ is $H_C$, which we also take to have hopping frequency $\omega_P$, giving a weak tunneling into a narrow band. Although not necessary, for simplicity, the probe and systems are taken to be one-dimensional.

Ultracold atoms in dynamically generated optical lattices and tweezers are ideal for implementing the concept above. Independent manipulation of atoms in their ground and excited states, laser beam $\theta t$-pulses of duration $t$ and phase $\delta$ focused on sites $s$ and $p$ will activate the contact between $S$ and $P$:

$$H_C = \hbar \omega_P a_s^\dagger a_s + \text{h.c.,}$$

with $\omega_P = i\theta e^{i\delta}$. In principle, $\omega_P$ can be tuned, but in the following analysis we take $\omega_P' = \omega_P$ for simplicity. The composite system then evolves, giving rise to the current $I$, which yields the LDOS at frequency $\mu$ according to equation (4). The measurement is repeated for each $\mu$ of interest. Furthermore, the system could be probed at multiple contact points, repeatedly, and using several probes. The detection of the tunneling current can be achieved by monitoring the particle density in the probe [25], whose time derivative is the particle current exchanged between the system and the probe.

Any experimental realization of this method requires tunability of hopping frequencies (the probe bandwidth), onsite frequencies (the probe offset/chemical potential), among other parameters. The trap depth and spacing controlling the hopping can be tuned via the magnitude of the trapping potential. The onsite frequency is related to the ground state of each well, which can be adjusted with the transverse size of the lattice beam. The chemical potential is tuned via the external trapping potential, and is also influenced by the particle density. In $S$, Bose–Fermi mixtures can be loaded or the optical potential engineered beyond a lattice to allow for the simulation of different types of many-body systems, such as spatially inhomogeneous or varying strength interactions. Further control, including interactions via optical or orbital Feshbach resonances [26–28], can be achieved by assembling the two non-overlapping lattices atom by atom [23, 24].

2.2. Non-interacting LDOS

We illustrate this method by examining a many-body system with Hamiltonian

$$H_S = -\hbar \sum_{i \in S, \sigma} \omega_i (c_{i,\sigma}^\dagger c_{i+1,\sigma} + \text{h.c.}) + \hbar \sum_{i \in S} U_i n_{i,\uparrow} n_{i,\downarrow},$$  \hspace{1cm} (6)

where $\omega_i$ are tunneling frequencies in the system (sometimes taken to be uniform, i.e. $\omega_i = \omega_S$), $n_{i,\sigma} = c_{i,\sigma}^\dagger c_{i,\sigma}$ is the number operator, and $U_i$ is the interaction frequency. The two (or more) components may refer to the spins of electrons or internal states of ultracold atoms. $H_P$ can also be expanded in a similar manner to include spin.

We first examine a spin-polarized, non-interacting system $S$: $U_i = 0$ and $\omega_i = \omega_S$ for all $i \in S$, which can be both solved exactly for the current [13, 16, 29] and the LDOS (see appendix B). Figure 2(c) shows the reconstruction of the LDOS using equation (4) with a finite lattice and time average, giving quantitative agreement with the exact LDOS. The dominant source of error is the finite probe bandwidth $\omega_P$, not the length of the lattice or the time of the average (figures 2(d) and (e)). This demonstrates that cold-atom systems or many-body simulations are well suited to implement this method, even though they are limited to finite lengths and times. As the total lattice length, $N \rightarrow \infty$, the averaging time, $|T| \rightarrow \infty$, and the probe bandwidth, $\omega_P \rightarrow 0$ (in this order), the exact LDOS would be recovered.

2.3. Many-body LDOS

We now apply the same approach to an interacting system with a constant $U_i = U$. Figure 3 shows the LDOS of a Mott-insulator like state, using numerical many-body calculations. As the interaction strength increases, the band splits and a gap forms between the occupied and unoccupied bands, as is typical for a Mott insulator. However, the Fermi level, $\omega_F \approx U/2$, and the occupied band is shifted to higher frequency. The observations also agree well with the approximate predictions from Green’s function calculations (see appendix C).

Moreover, the energy–resolved LDOS elucidates the role of interactions on the physical response. For instance, a filling-dependent, conducting-to-nonconducting transition occurs as a function of $U$ for interaction-
induced transport [15]: an inhomogeneous quench in $U$, where the interaction strength is taken from 0 to a finite value for half the lattice, drives particles from that half of the lattice to the other (non-interacting) half so long as $U$ is not too strong and the filling not too large. Figure 3(b) demonstrates that it is this shift of the occupied bands to higher frequency that aligns occupied states in the interacting side to open states in the non-interacting side, allowing particles to flow. As $U$ is increased further, eventually only the tail of the occupied band is aligned with open states, thus giving a decreasing—but non-zero—current solely due to many-body interactions. The mean-field solution [15], however, predicts the current should go exactly to zero.

When the spatial dependence of the density of states is of interest, the probe can be used in a regime analogous to a ‘scanning-mode’: the probe can be coupled to the system at any lattice site, as shown in Figure 4(a).

As an example, we examine the Su–Schrieffer–Heeger (SSH) model of electrons hopping in polyacetylene [30, 31] in the presence of many-body interactions. The SSH model has alternating electronic hopping coefficients that dimerize the lattice. Here, $\omega_2$ is $\omega_1(\omega_2)$ when $t \in S$ is even (odd). In the non-interacting case, it
has a topological invariant—the winding number. When this number is 1, edge states will be present at the boundary. When the lattice is half-filled, the presence of a homogeneous interaction \( U \) does not remove the edge states. These can be seen in figures 4(b) and (c) as the sharp, localized peak of the LDOS at the boundary, and the interaction acts by simply shifting the LDOS. When the filling is increased to three-quarters, the LDOS peak at the boundary is broadened into the upper band. Moreover, the splitting that occurs for half-filling is washed out as the Fermi frequency increases beyond the band gap.

2.4. LDOS of an inhomogeneous interaction

In previous sections, we focused on systems that have a uniform interaction term \( U \) applied to the entirety of \( S \). As an additional example, we examine a system in scanning-mode with spatially inhomogeneous interactions—e.g. a linear decrease in the interaction strength \( U \), figure 5(b)—can determine both how the particle density shifts in space and energy. Figure 5(c) shows the occupied and unoccupied LDOS of this inhomogeneous lattice as a function of position. The spatial decrease of the interactions forces particles to the region with small interactions, where at the very end the lattice has an LDOS similar to a non-interacting system. Just near the non-interacting boundary, however, a large peak in occupied density of states forms, i.e. states pinned well below the Fermi level. On the interacting side, the number of particles is small with an LDOS just below the Fermi level. A superimposed even–odd effect is visible, which is due to finite lattice effects, creating oscillations away from the boundaries.

Up to the calculated error, there is a direct correspondence between the particle occupation and the integrated occupied LDOS, as with the typical non-interacting LDOS. Figure 6 shows the comparison between
the particle occupation from the simulation and the LDOS integrated over the full energy range from the application of the scanning-mode configuration to the inhomogeneous, interacting system. We note that the atomic scanning probe approach to numerically computing the LDOS gives a straightforward alternative to other numerical methods [32].

3. An implementation example with ultracold strontium in optical lattices

Among several embodiments of the energy-resolved atomic scanning probe with ultracold atoms, such as one using nano-patterned magnetic traps, we consider as an example a highly-controllable system based on engineered dynamically-generated optical potentials with alkaline-earths, specifically, fermionic strontium atoms, $^{87}$Sr [19]. In the setup introduced in the above, we consider the electronic ground state $^1S_0$ and the metastable state $^3P_0$ coupled by a clock laser [33], or a targeted three-photon process [34]. The system (probe) lattice is tuned to the magic-zero wavelength of the metastable (ground) state [20, 35]. Therefore, atoms of $\mathcal{S}$ in the ground state do not see the lattice of $\mathcal{P}$, and, vice versa, atoms of $\mathcal{P}$ in the metastable state do not see the lattice of $\mathcal{S}$. This guarantees independent control of both the system and probe trapping potentials and interactions. Controllably overlapping the system, probe and coupling light fields can be readily implemented with feedback-controlled tweezers and lattices generated by deformable micro-mirror devices and spatial light modulators [23, 24]. As a first demonstration, and to avoid weak interactions between atoms in the ground state,
we consider implementing this probe for weakly-interacting models. Additional weak, but unwanted, interactions between atoms in the probe and the system can be reduced by a spatial offset between the probe and system sites, albeit with an increased tunneling time.

Multiple energy-resolved atomic scanning probes (tweezers) could be potentially implemented, and each probing performed multiple times in a scheme technically demanding, but not fundamentally limited. For example, a 1D lattice system $\sum$ could be probed by multiple $\tau_i$ aligned perpendicular to the system. For fermionic strontium atoms, the number of atoms in each probe $\tau_i$ could be measured via fluorescence in a cycling transition as follows [20]. First, carry out a Raman transfer of the atoms in $\tau_i$ from the state $5s5p^3P_0$ to $5s5p^3P_2$ via $5s6s^3S_1$. Second, implement pulsed Raman sideband imaging on the cycling transition $5s5p^3P_2-5s6d^3D_3$ as in [36] but using the Zeeman manifold [37]. Third, bring atoms back to the original probe state $5s5p^3P_0$ with a Raman transfer as in the first step. At this point, the probe $\tau_i$ could be brought again into contact with the system.

A key requirement of the scanning probe is the ability to tune $\mu$, which for our probe is determined by the particle density as well as the lattice and external trapping potentials. Experimentally produced degenerate gases usually have a chemical potential of about 1 kHz, as considered in the calculations above, but it has been tuned from zero to 20 kHz [38]. By using engineered optical potentials, we can expand the degree of control and range of our probe by enabling different lattice shapes (per lattice site) between the probe and the system, so that the ground state levels are different between the two. The energy difference acts as an onsite energy, giving a probe offset/change in chemical potential.
Finally, we note that in this work we focus on probing the LDOS by zero-temperature transport. At finite temperatures in experiments, the Fermi–Dirac distribution will enter the expression of the particle current in equation (4). Therefore, extracting the LDOS from the current needs to account for this thermal broadening.

4. Conclusion

We conclude by noting that the density of states is a central concept in our description of matter. We have provided an operational definition of the LDOS for many-body systems, applicable in and out of equilibrium (e.g. exciting \( \hat{S} \) via a quench or some other process), to fermionic or bosonic systems, etc. The core principle is that for a current to flow—whether in a steady state or not—into an empty, narrow probe band, there must be occupied states at that energy (similarly for a full narrow band and unoccupied states). In contrast to other methods (such as the single-site method from [39]), this approach uses the restriction of the probe to access the long-time properties of the total current and does not require time-dependent variation once the particles are in motion. The measurement is resolved in both energy and space, as well in other characteristics (e.g. spin-resolved). We demonstrated that a cold-atom setup will allow for the measurement of this operational definition: the many-body LDOS can be extracted with minimal disturbance to the system. While cold-atom systems allow for tunability, issues still can arise regarding, e.g. the orbital character of the local states, higher energy excitations, or system-probe coupling (of which there are typically ways to treat it more accurately [40, 41]). Unlike solid-state systems, however, the effect of these issues can be separated or even corrected in this setup.

A related approach would be to use tunable cold-atom systems to more controllably—i.e. with less disturbance to the native state—implement equations (2) and (3). The energy-resolved scanning probe, however, acts not to mimic solid-state systems, but rather to implement the ideal, tunneling-based probe, one that minimizes the total current flowing and other disturbances. This will complement the quantum-gas microscope [42], which resolves the spatial location of atoms. The flourishing of quantum simulations, from emulating condensed matter [43, 44] to the physics of the early universe [45, 46], demonstrates the need to probe—both experimentally and numerically—the undisturbed density of states with spatial and energy resolution up to many-body scales. In this vein, the energy-resolved atomic scanning probe will illuminate the nature of excitations and symmetry breaking in everything from the mundane to the exotic.
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Appendix A. Error quantification

In order to extract the LDOS from real-time measurements on finite lattices, the current must be averaged over a finite time, i.e. the current will be in a quasi-steady state [47]. The estimate of the LDOS is thus

\[ D(\mu) \propto \frac{1}{T} \int T I(t) dt. \]  

(A1)

As \( T \to \infty \), this will converge to the true steady state. As we demonstrate, an accurate LDOS is already apparent for small lattices and short times, and thus it requires only modest resources (it is not experimentally or numerically taxing).

The numerical calculations are as follows: for the non-interacting system, we integrate the equations of motion to find the current [13, 16, 29]. The transient current when the probe ‘comes in contact’ with the system is damped on the characteristic tunneling time and the recurrence time is proportional to the lattice size, which dictates both the lower and upper limits to the time region \( T \) given a finite lattice length. We use \( T = [2 \text{ ms}, N/2 \text{ ms}] \), where \( N \) is the lattice length. We can also define an error for the non-interacting case,

\[ \text{Percentage Error} = 100\% \cdot \frac{\int [D(\mu) - D_{\text{ex}}(\mu)]^2 d\mu}{\sqrt{\int D_{\text{ex}}(\mu)^2 d\mu}}, \]  

(A2)

where \( D_{\text{ex}}(\mu) \) is the exact LDOS.

The uncertainty due to probe broadening is due to contributions to the current from anywhere within the probe bandwidth of \( 4\omega_p \), which results in an error, \( \sigma_{\text{ex}}(\mu) \), of

\[ D(\mu) = \max \left[D(\mu), D(\mu - 2\omega_p), D(\mu + 2\omega_p)\right] \]  

(A3)

for the positive \( \mu \) side and,

\[ D(\mu) = \min \left[D(\mu), D(\mu - 2\omega_p), D(\mu + 2\omega_p)\right] \]  

(A4)

for the negative side. We combine this with the standard deviation, \( \sigma_{\text{stdev}} \), from the time-dependent current, giving a total error of

\[ \sigma_{\text{tot}}^2 = \sigma_{\text{ex}}^2 + \sigma_{\text{stdev}}^2. \]  

(A5)

For interacting systems, we perform time-dependent, density matrix renormalization group calculations [48, 49] within the ITensor tensor product library [50]. In all simulations, we decrease the time step until the calculation converges with respect to energy and we allow the matrix product bond dimension to increase without bound. The energy cutoff is \( 10^{-7}\omega_0 \). The averaging is in the region \( T = [2 \text{ ms}, N/2 \text{ ms}] \), as with the non-interacting case.

Appendix B. Non-interacting LDOS

The non-interacting lattice is exactly solvable for both the particle current and the LDOS. For simplicity, we take the probing lattice to be a paradigmatic, one-dimensional lattice with homogeneous hopping frequency \( \omega_p \). Since we are interested in a narrow band reservoir, we take the weak hopping \( \omega_p \) to also be the coupling between \( S \) and \( P \). For the current, we need the retarded Green’s function for this semi-infinite lattice with a frequency offset \( \mu \) (i.e. an onsite potential shift), which is [16, 51]

\[ g_p^r(\omega) = \frac{1}{2\omega_p^2} \left[ (\omega - \mu) - i\sqrt{4\omega_p^2 - (\omega - \mu)^2} \right]. \]  

(B1)

Using this expression, the particle current for the infinite lattice, \( N \to \infty \), is given by the Landauer formula [47],

\[ I = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \left[ f_S(\omega) - f_p(\omega) \right] T(\omega), \]  

(B2)

where \( f_S(P) \) are the initial particle distributions (Fermi–Dirac distributions or completely filled/empty) in \( S(P) \) and \( T(\omega) \) is the transmission coefficient

\[ T(\omega) = \frac{4\text{ Re} \left[ \sqrt{4\omega_p^2 - (\omega - \mu)^2} \right] \text{ Re} \left[ \sqrt{4\omega_S^2 - \omega^2} \right]}{|\mu + i\sqrt{4\omega_p^2 - (\omega - \mu)^2} + i\sqrt{4\omega_S^2 - \omega^2}|^2}. \]  

(B3)

Implementing the setup with \( f_p(\omega) \in \{0, 1\} \) gives the reconstructed LDOS as simply a sum of the occupied and unoccupied states, and also directly yields the Fermi level, \( \omega_F \). Above, the system of interest \( S \) is half filled and in its zero-temperature ground state. Here, we show, for simplicity, how the LDOS of a fully filled non-interacting
system can be mapped out. The current in this case is

\[ I = \frac{-e}{2\pi} \int_{\mu-2\omega_p}^{\mu+2\omega_p} T(\omega) d\omega \approx -(2/\pi)\omega_p T(\mu) \]  

when \( \omega_p \ll \omega_S \). Thus,

\[ I \approx -\frac{4}{\pi} \left( \frac{\omega_p}{\omega_S} \right)^2 \sqrt{4\omega_S^2 - \mu^2} \]  

(B4)

for \(|\mu| \ll \omega_S\). Then equation (4) gives the exact LDOS, \( D_{ex}(\mu) = \sqrt{4\omega_S^2 - \mu^2} / (2\pi\omega_S^2) \), for a non-interacting \( S \).

The remaining terms in the full expression broaden the reconstructed LDOS by approximately the probe bandwidth, \( 4\omega_p \), which thus has to be small enough to discriminate features in the LDOS of \( S \) and, when using a cold-atom setup, the bandwidth should be large enough to get an appreciable current.

For systems in the thermodynamic limit, the LDOS is related to the real-space Green’s function by [52]

\[ D(r, \omega) = -\frac{1}{\pi} \text{Im} \left[ g^r(r, r, \omega) \right]. \]  

(B5)

These two equations give the same expression for a non-interacting semi-infinite lattice. The energy dispersion is \( \omega_k = -2\omega_S \cos[k\pi/(N + 1)] \) and \( \langle r = 0 | \phi_k \rangle = \sqrt{2/(N + 1)} \sin[k\pi/(N + 1)] \) with \( k = 0, 1, \ldots, N \). Thus, \( (L = N + 1) \)

\[ D(r = 0, \omega) = \int \frac{dk}{L} \sin^2 \left( \frac{k\pi}{L} \right) \frac{Lb(k - k_S)}{2\pi\omega_S \sin^2 \left( \frac{k\pi}{L} \right)} \]

\[ = \frac{1}{2\pi\omega_S} \sqrt{4\omega_S^2 - \omega^2}. \]  

(B6)

Here, \( k_S \) is the value when \( \omega - \omega_S = 0 \) is satisfied. The Green’s function is similar to equation (B1). Explicitly,

\[ g^r_\sigma(\omega) = (\omega - \sqrt{4\omega_S^2 - \omega^2}) / (2\omega_S^2), \]

so \( D(r = 0, \omega) = -(1/\pi) \text{Im} (g^r) = \sqrt{4\omega_S^2 - \omega^2} / (2\pi\omega_S^2) \). These both agree with that obtained from equation (4) and the Landauer formula.

Figure B1 shows the topological system of dimerized lattices from figure 4(b) without an interaction term, which yields to non-perturbed state of the SSH system.

**Appendix C. Mean-field approximation**

The Green’s function of the infinite, uniform Hubbard model in the mean-field approximation is [52]

\[ g_{mf}(k, \sigma, \omega) = \frac{\omega + \mu_S - U(1 - n)}{(\omega + \mu_S - \omega_S)(\omega + \mu_S - U) - Un\omega_k}. \]  

(C1)

Here, we focus on the 1D case with \( \omega_k = -2\omega_S \cos(k\pi/L) \) and chemical potential \( \mu_S \) representing an onsite energy shift. \( \sigma = \uparrow, \downarrow \) denotes the chosen spin species, and \( n \) is the filling factor. The poles of the Green’s function lead to the energy dispersion, which has the form \( (\omega - \omega_k)(\omega - \omega_k) \) with \( \omega_k \) giving the two bands:

\[ \omega_k = -2\omega_S \cos(k\pi/L), \]

\[ \omega_k = 2\omega_S \cos(k\pi/L). \]
\[
\omega^\pm_k = \frac{U}{2} - \mu_g + \frac{\omega^2_k}{2} \pm \sqrt{\frac{U^2}{4} + \left( \frac{n - 1}{2} \right) U \omega_k + \frac{\omega^2_k}{4}}.
\]

The retarded Green’s function in real space is
\[ g_{\text{ret}}(r, \sigma, \omega) = \frac{1}{N} \sum_k e^{i \omega t} g_{\text{ret}}^k(k, \sigma, \omega + i0^+) \]
where the summation is within the first Brillouin zone and \(N\) is the lattice size. Since the Green’s function is for a uniform, translational invariant system, we may choose \(r = 0\). The LDOS, however, is from the Green’s function of a half-infinite lattice. An infinite lattice can be thought of as an assembly of two half-infinite lattices connected by an additional central site, so we use a derivation similar to [16] and obtain
\[ g_{\text{ret}}^k(r = 0, \sigma, \omega) = \frac{\omega + \mu_g - Un - \omega^2 g'(r = 0, \sigma, \omega)}{\omega^2 + \mu_g - U} \]
Inverting the relation, we find \(g^*(r = 0, \sigma, \omega)\) for a half-infinite chain, and the LDOS can be obtained from equation (85).

In the isolated-site limit (i.e. the ’atomic limit’) where \(\omega_g/U \to 0\), the Green’s function is exactly solvable and on a selected site it is
\[
\begin{align*}
g_S(\sigma, \omega) &= \left[ \frac{\omega + \mu_g - U}{\omega + \mu_g - U - \omega_1 + \omega_2} \right]^2 \\
&\quad + \left[ \frac{\omega + \mu_g - U}{\omega + \mu_g - U - \omega_1 + \omega_2} \right]^2. 
\end{align*}
\]
In this limit there is no distinction between an infinite lattice and a half-infinite lattice because there is no tunneling between sites. By an analytic continuation \(\omega \to \omega - i0^+\), we obtain \(g_S^*(\omega)\). Then,
\[
D(\sigma, \omega) = \left( \frac{1}{\pi} \right) \frac{2}{\omega_1 - \omega_2} \left( \omega + \mu_g - U \right). 
\]
Thus, there are two peaks at \(-\mu_g\) and \(-\mu_g + U\). Away from the isolated-site limit, the two peaks broaden into two bands separated by \(U\), and this agrees with our observation shown in figure 3.
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