Comparing Frequency of Listener Responses Between Adolescents with and Without ASD During Conversation
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Abstract
In conversation, the listener plays an active role in conversation success, specifically by providing listener feedback which signals comprehension and interest. Previous work has shown that frequency of feedback positively correlates with conversation success. Because individuals with ASD are known to struggle with various conversational skills, e.g., turn-taking and commenting, this study examines their use of listener feedback by comparing the frequency of feedback produced by 20 adolescents with ASD and 23 neurotypical (NT) adolescents. We coded verbal and nonverbal listener feedback during the time when participants were listening in a semi-structured interview with a research assistant. Results show that ASD participants produced significantly fewer instances of listener feedback than NT adolescents, which likely contributes to difficulties with social interactions.
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Introduction
It is well established that individuals with autism spectrum disorder (ASD) have difficulties with reciprocal social interactions (Lord et al., 2012). Previous research indicates differences in many aspects of speaker behavior, including turn-taking, question-asking, comment-making, and topic-shifting (Arie et al., 2008; Jones & Schwartz, 2009; Koegel et al., 2014). In general, research suggests that individuals with ASD are less likely than neurotypical (NT) peers to initiate conversation in the first place (Jones & Schwartz, 2009), and when they do, they tend to focus on topics of interest to them, use repetitive language, and have difficulty switching topics or asking questions in order to accommodate their conversation partner (Eales, 1993; Carpenter & Tomasello, 2000). They are also less likely to comment on information provided by their communication partner (Jones & Schwartz, 2009). This research has also shown that individuals with ASD attend less to cues from their partner, and this results in them appearing disinterested in the conversation (Klinger & Williams, 2009). Relatedly, NT conversation partners often report that conversation with ASD individuals is awkward and that they perceive the individual with ASD to be boring, rude, disinterested or inappropriate (Brinton & Fujiki, 1989; Marans et al., 2005).

Collectively, these data show that individuals with ASD often do not demonstrate normative conversational behavior as a speaker, but very little research has focused on listener behaviors in ASD, including the amount and quality of listener feedback they provide during reciprocal social interactions.

Listener Feedback
Successful conversation depends on the listener showing they are paying attention and following what the speaker is saying (Tolins & Tree, 2014). This is achieved by an active display of attention, interest, understanding, and willingness to let the speaker continue (Ward et al., 2007). Therefore, in dyadic face-to-face conversations the listener does not typically remain mute or motionless, but instead frequently
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provides verbal and nonverbal signals that help regulate the interaction and provide key semantic and emotional feedback (Jonsdottir et al., 2007).

These verbal and nonverbal signals are referred to as listener feedback and include head nods and shakes, sentence completions, brief restatements and clarification requests (Duncan, 1974; Krauss et al., 1977). Studies have also found that listeners provide feedback in the form of facial feedback (smiles, grimaces, and raised eyebrows), gaze shifts, and laughter (Bertrand et al., 2007; Jonsdottir et al., 2007; Bavelas & Gerwing, 2011). A further important type of listener feedback is short utterances such as ‘m-hm’ or ‘uh-huh’ known as ‘backchanneling’. This term reflects its role within the two channels of communication operating simultaneously in a conversation; the speaker owns the front channel, directing the speech flow and the listener makes minimal, non-interruptive responses, forming the backchannel (Yngve, 1970).

Listener feedback does not add content to the interaction but instead shows that the speaker is being attended to and understood (Schröder et al., 2006). Such feedback, therefore, does not signal an attempt by the listener to take a speaker turn, instead, it serves the purpose of inviting the speaker to continue (Ward & Tsukahara, 2000). Listener feedback is brief so that it does not disrupt the speaker’s turn; feedback either occurs during short pauses between speaker phrases or it overlaps very quickly with the speaker’s words (Goodwin, 1986; Mueller, 1996). In fact, backchanneling brevity specifically has been used as a characteristic that distinguishes it from other conversational behaviors, like commenting (Koiso et al., 1995).

Speakers depend on feedback in order to understand the effect of their words on the listener’s mental state and their thoughts and feelings about what is being said (Schröder et al., 2006). When listeners do not provide feedback, they can appear uninterested or even discourteous to the speaker (Ward et al., 2007). A study by Bavelas et al. (2000) involved participants who were randomly assigned in pairs as narrators or listeners. Participants engaged in an interaction where narrators told a detailed story with a dramatic ending. The narrators or listeners. Participants engaged in an interaction where narrators told a detailed story with a dramatic ending. The listeners were split into four conditions, one of which, relevant to this issue, was to listen to narratives while simultaneously participating in a distracting task. It was found that listeners in this condition provided significantly fewer instances of listener feedback than participants in the other conditions who were not being distracted. From the narrators’ perspective, reduced listener feedback was experienced as disruptive, and narrators therefore produced less coherent and satisfying stories. Complementary evidence shows that removal of listener feedback results in speakers having to use more words to convey a message (Krauss & Weinheimer, 1966). These data demonstrate that speakers rely on listener feedback for collaborative and successful conversation.

The Relationship Between Eye Contact and Listener Feedback

Visual contact (direct eye contact or at least visual contact with the interlocutor’s face) plays an important role in the perception and production of listener feedback (Vranjes et al., 2018). From the speaker’s perspective, maintenance of visual contact with the listener allows for the detection of nonverbal listener feedback which signals the listener’s attention and comprehension. And, vice versa, eye contact is crucial for the listener, since effective listener feedback requires the listener to detect, and respond to, gaze cues that indicate the speaker welcomes feedback (Fujie et al., 2005; Ward & Bayyari, 2007). Bavelas et al. (2002) investigated the link between eye contact and listener feedback. The study involved 18 unacquainted psychology students who were paired and given the role of speaker or listener. The speaker had to tell a close-call story while the listeners’ instances of feedback were recorded along with the onsets and offsets of mutual gaze, i.e. periods when participants were simultaneously looking at one another. Findings revealed the listener tended to produce feedback when the speaker looked at them, and the speaker tended to look away soon after the listener gave feedback. Another study (Sandgren et al., 2012) found that even when listeners were visually distracted by a challenging task, their gaze intermittently returned to the speaker’s face for the purpose of asking questions and verbal listener feedback. This enabled the conversational partners to collaborate and succeed on the task. Together, speakers and listeners created and used mutual gaze to coordinate their communication.

Not only do moments of mutual gaze regulate the timing and occurrence of listener feedback, they also affect whether the listener uses visual/nonverbal signals like head nods or auditory/verbal signals, like ‘mhm’ (Erickson & Shultz, 1982). Studies show that listeners use more nonverbal signals than verbal when they are engaged in mutual gaze with the speaker (Eberhard & Nicholson, 2010; Truong et al., 2011). In summary, gaze at a conversational partner is highly relevant for listener feedback, which is used to shape the continuation of the conversation.

Listener Feedback in ASD

While no previous study has explored the use of all types of listener feedback generally (i.e., verbal and nonverbal signals) in ASD, there is evidence that individuals with ASD provide certain nonverbal listener signals less frequently than NT peers, specifically head nods and shakes. For example, a study involving six-minute conversations with a partner about schools, friends, and holidays, found
participants with ASD were less likely to nod while listening to their partners (Capps et al., 1998). Complementary research reported an absence of head nods/shakes from 12 ASD adolescent participants compared to 12 NT peers when an interviewer was talking to them (Garcia-Pérez et al., 2007). Although these studies did not set out to examine listener feedback specifically, as they looked at conversation behavior in general, they do indicate that individuals with ASD provide less nonverbal listener feedback, which may be detrimental to conversational clarity and lead to increased communicative breakdown. The current study builds on this work by examining the use of all listener feedback, including verbal signals (e.g., backchannels) and including other nonverbal signals (e.g., responsive facial expressions) that have not previously been explored.

As outlined earlier, maintaining facial gaze with the speaker is important to cue the onset of listener feedback in face-to-face conversations. When a speaker glances at the listener, this can signal a moment when the speaker is checking that her message is being attended to and understood. In these moments, the listener should use feedback to indicate attention and comprehension (either verbally or nonverbally). If a listener is not attending to the speaker’s face, she should miss these cues. This aspect of listener feedback should be challenging for individuals with ASD since there is lots of evidence that individuals with ASD have atypical social gaze to other people’s faces and eyes compared to NT individuals (Falck-Ytter et al., 2013; Guillon et al., 2014). Thus, reduced face-directed gaze in this population could have a significant negative impact on their listener feedback, in that individuals with ASD may simply miss moments when they should provide feedback and will therefore provide less feedback than NT peers. Further, a lack of eye contact could result in fewer nonverbal listener signals in ASD, specifically, since nonverbal signals are only appropriate when the speaker is looking at the listener (Eberhard & Nicholson, 2010; Truong et al., 2011). A listener who is not visually attending to the speaker’s face should not be able to tell when the speaker is looking at them and will therefore not recognize that a nonverbal (vs. verbal) signal of attention is warranted. In this case, individuals with ASD should show significantly fewer listener responses, generally, since they are missing moments for providing them. However, there is increasing evidence that the context and methodology of social gaze measurements may significantly influence the amount of time individuals with ASD explore others’ faces, with some studies finding no difference between the amount of social gaze between ASD and NT individuals (Falck-Ytter, 2015; Grossman et al., 2019; for review Papagiannopoulou et al., 2014). Therefore, it is possible that when individuals with ASD play the role of the listener, they do maintain enough visual contact with their interlocutor in order to detect when the speaker is looking at them. However, they may still produce less listener feedback than NT peers during these moments, because they do not recognize that the speaker is seeking feedback. Struggles with interpreting others’ nonverbal behavior are well documented in ASD (e.g., Olney, 2000). In this case, while NT individuals should produce more listener feedback during moments of mutual gaze, individuals with ASD should produce a similar amount of feedback whether they are sharing gaze with the speaker or not.

Current Study

Despite the fact that listener feedback and its relationship to social gaze are crucial for conversation, there has been no research to date that has specifically examined how individuals with ASD use listener feedback in conversation. The current study addresses this gap in the literature by examining the frequency of all listener feedback (nonverbal and verbal signals, including backchanneling) by older children and adolescents with and without ASD, and explores how moments of mutual gaze impact the frequency of feedback.

In face-to-face interactions between participants and a research assistant (RA) we hypothesize that adolescents with ASD will show reduced frequency of verbal and nonverbal listener feedback compared to NT peers and that this difference will be more apparent when the listener and speaker are looking at one another (mutual gaze). We also hypothesize that higher levels of social communication difficulties (measured by the Social Communication Questionnaire [SCQ]) scores will be related to decreased listener feedback frequency across both diagnostic groups.

Methods

Participants

Forty-six ASD and NT participants aged 10–17 years were recruited through local schools, advertisements placed in local magazines, newspapers, the Internet, advocacy groups for families of children with ASD, and word of mouth. The Institutional Review Board of Emerson College Boston, Massachusetts approved this study. The study also received ethical approval from the University of Bath Ethics Committee. We obtained written informed consent from each participant’s parent or guardian as well as the participant themselves if they were over the age of 12. We also obtained verbal assent from participants prior to each research task. Participants were compensated for their time with Amazon gift cards.

We confirmed ASD diagnosis for the ASD sample via the Autism Diagnostic Observation Schedule, 2nd edition.
(ADOS-2, Lord et al., 2012) by administrators who achieved research reliability with a certified trainer. NT controls were not included if they had a sibling with ASD. All participants completed the Core Language Subtests of the Clinical Evaluation of Language Fundamentals, 5th Edition (CELF-5; Wiig et al., 2013) to assess their language and communication skills in a variety of contexts. We used the Kaufman Brief Intelligence Test, 2nd Edition (K-BIT-2; Kaufman, 2004) to assess IQ. For inclusion in the study, participants had to have a minimum score of 85 on both the CELF and K-BIT determining that all ASD participants had language and cognitive abilities within the normal range. Caregivers for ASD and NT participants completed the SCQ (Rutter et al., 2003), a widely used screen for social communication ability. Children from the NT group were excluded if their scores on the SCQ indicated a possible risk of ASD (scores > 15). Furthermore, participants were only included in the final dataset if their eyes could be successfully tracked for at least 70% of the conversational interaction. Three participants (one ASD and two NT) were excluded due to technical issues with eyetracking. These inclusion and exclusion criteria resulted in a final sample of 20 ASD (16 male, four female) participants and 23 NT participants (14 male, nine female). The mean age in years for the ASD group was 13.8 (SD = 2.01) and for the NT group 13.4 (SD = 2.44). See Table 1 for a descriptive summary of the demographic information across groups.

The two groups did not significantly differ in the ratio of males to females ($\chi^2(1, N = 43) = 1.86, p = 0.17$), age ($t(41) = 0.60, p = 0.553$), IQ ($t(41) = 0.91, p = 0.370$), or language ability ($t(41) = 0.64, p = 0.524$). As expected, the two groups differed significantly in their scores for the SCQ ($t(41) = 10.90, p < 0.001$). The mean SCQ score for the ASD group was 19 (SD = 6.77) and for the NT group 2.48 (SD = 2.48), showing that the ASD cohort had significantly more social communication impairments.

### Materials

We video-recorded the participant’s face and torso using a HDV camera mounted on a tripod and placed three feet behind and to the side of the RA. We simultaneously recorded the RA’s face and torso using a webcam mounted on the table about a foot to the side of the participant and at approximately the same height as their head, so that it could face the RA directly. The eyetracker described below also filmed the RA’s face. See Fig. 1.

Concurrent with video-recording, we used a SensoMotoric Instruments (SMI) RED (RED) eye-tracker to record participant’s eye movements (sampling rate at 100 Hz). We affixed the eye-tracker to a freestanding base and placed it on a small table with two chairs either side. This allowed for adjustment of up/down angle, as well as a small riser to adjust height, as necessary. We used Velcro to attach the eye-tracker to the table to ensure it did not move during the task. Eyetracking was frame-synched with the webcam video of the RA’s face, so that gaze locations could be superimposed onto video of the recording volume.

### Procedure

We utilized a semi-structured face-to-face interaction between participants and a RA. Participants’ listener feedback was recorded in relation to two gaze conditions (during mutual gaze and not during mutual gaze) and different types of listener feedback (verbal and nonverbal). The interactive task was modeled on the Double Interview (Garcia-Winner, 2002) during which an RA and a participant take turns interviewing one another. Participants sat at a small table across from the RA, who faced the participant. See Fig. 1. To begin, when the participants sat down, we completed a five-point eyetracking calibration, aiming for $< 1^\circ$ of deviation in either axis. To conduct calibration, we asked participants to look at each one of five dots printed on a laminated sheet of paper (one dot in the center of the sheet and one in each corner), and ensured

---

**Table 1** Mean scores (SD) and sex for the two groups

|        | ASD          | NT          |
|--------|--------------|-------------|
| Age    | 13.8 (2.01)  | 13.4 (2.44) |
| Sex (m, f) | 16, 4      | 14, 9       |
| K-BIT-2  | 116.2 (18.22)| 111.78 (13.64)|
| CELF-5   | 109.6 (16.89)| 112.87 (16.41)|
| SCQ      | 19 (6.77)    | 2.48 (2.48)  |

Higher K-BIT score = greater IQ. Higher CELF score = greater language abilities. Higher SCQ score = more social impairments.

---

![Fig. 1 Experiment set-up](image)
that the eyetracker’s determination of the point of fixation was within 1° of each dot. In order to make sure that calibration values were representative of participant gaze on the RA’s face, the RA sat on a chair during calibration and the sheet of paper was placed directly in front of their face and neck and we adjusted the webcam so that only the sheet was in view. Thus, the shape and location of this sheet defined the spatial extent of the volume within which eye-tracking would be recorded throughout the interview task. We moved the calibration sheet out of the way once calibration was complete so that the RA and participant could communicate with each other freely across the table.

The RA would instruct the participant they were about to have a conversation where, first, the RA would ask questions of the participant that were related to family, holidays, hobbies, and school such as “Who are all the people in your family and do you all get along?” Participants were instructed the roles would then be reversed and that it would be the participant’s job to ask the RA similar questions. Different RAs played the role of interviewer during this task, but they all relied on the same script during the first half of the interview. Consequently, each RA asked the same questions of participants and therefore provided each participant with the same model for the second half of the interview (when the participant would ask questions and listen to the RA’s answers). This ensured that similar conversation topics and context occurred for each interview, thus enabling comparison of performance across groups, and providing a balance between naturalistic conversation and methodological control.

The focus of this investigation was on the second portion of the interview, when it was the participant’s turn to interview the RA. Before starting the second portion of the interview, the participant was shown photographs of the RA with different people and/or in different locations. These photographs were used to help participants generate interview questions (e.g., “It looks like you went to Disneyland. When did you go and who did you go with?”). When showing the participant the photographs the RA would ask them to describe what they saw to check their understanding. Once understanding was confirmed the interview time started and the photographs were removed in order to not impact gaze. The RA was instructed to avoid using prompts once it was the participant’s turn to interview them. On rare occasions participants paused for a long period after only asking one or two questions, leading the RA to prompt with “do you have anything else to ask me?” or “do you have any other questions about the photographs?” If the participant said no, the interview ended. If participants did not say no, but were still struggling to create a new question, the photographs were held up for a few seconds over the researcher’s face so that gaze was still directed toward the conversation partner while participants looked at the photographs. Neither listener responses nor gaze were coded during these moments, since gaze-to-face was obstructed for both participants.

This interaction task was designed to mimic realistic conversations, in that we did not manipulate the speaker’s gaze or limit the interaction to a given number of seconds. While the RA aimed for each interview to last around 3–4 min this did not always happen because, to ensure the interviews were as natural as possible, conversation was not forced and the RA allowed the interviews to come to a natural end. The participant-led portion of the interview lasted an average of 4.12 min, with a range of 1.93–8.43 min in the ASD group and an average of 3.5 min with a range of 1.18–12.01 min in the NT group. There was a statistically significant difference in mean interview length between ASD and NT groups, t(41) = 2.030, p = 0.049. To account for this difference, we divided each participants’ listener feedback count by the length of their interview to calculate frequencies of listener feedback per minute.

Listener Feedback and Gaze Coding

We defined the beginning of the conversational exchange as the moment when the participant asked their first question and the end as the moment when the RA finished providing their final answer. We imported the resulting videos into ELAN software (ELAN, 2018), which was used to code verbal and nonverbal listener feedback from video and audio channels.

To determine what should be coded as listener feedback we consolidated existing relevant literature and found work that included verbal feedback only (Duncan, 1974; Krauss et al., 1977; Lake et al., 2011), nonverbal feedback only (Bertrand et al., 2007; Jonsdottir et al., 2007; Bavelas & Gerwing, 2011), and some that included both (Hess & Johnston, 1988; Morency et al., 2008). In the end, we decided to include both types of listener feedback, so that our analysis would represent a holistic view of listener behavior in ASD. Our final codes included the following: Nonverbal feedback incorporated head shakes, head nods and responsive facial expressions; verbal feedback included backchannels, restatements, clarifications, completions, and laughter. These types of listener feedback have been defined by Yngve (1970), Duncan (1974) and Duncan & Fiske, (1977). As explained in the introduction, backchannels are minimal, short utterances that are non-interruptive (e.g., m-hm). Sentence completions are when the listener completes a sentence that the speaker had already begun but does not continue beyond this brief completion and the speaker continues as if uninterrupted (e.g., S: “I’m not good with spice and accidentally ordered a vindaloo curry which…” L: “was so hot!” S: “…and I had to…” ). Brief restatements are similar to completions except the listener immediately restates a few words expressed by the speaker. Clarification requests are also brief, they are the
use of a few words to confirm what the speaker said or meant but do not take the speaking turn (e.g., S: “…they’re better at dealing with it …” L: “The stress?” S: “…the stress”). Since this is a preliminary study about listener feedback in ASD, generally, we only analyzed the two larger categories of listener feedback (verbal vs. nonverbal) rather than examining frequencies of different subtypes (e.g., backchannels vs. completions). Two independent, trained coders identified when listener feedback was produced by the participants during the second half of the interview. During training, coders were taught the definition of listener feedback and they were shown examples of listener feedback in conversations (videos of participants who were excluded from the experimental dataset). The coders then coded listener feedback in five practice interview files. Coders were taught to watch the videos very carefully, and to use assistive tools such as zooming in and reducing the speed, to accurately identify listener feedback and code them appropriately. The first author then went over the practice coding with them to check they were accurate. Any questions the coders had were answered prior to them carrying out any coding used in the analysis reported here.

After undergoing training and practice coding, the two coders independently coded listener feedback for all participant videos. Their coding of listener feedback was checked for reliability by comparing each moment when one coder indicated feedback. If the other coder did not identify feedback in that moment, a third independent, trained coder was called in to watch the same video and to mark moments of listener feedback. Where the third coder agreed with one of the initial coders (either by identifying feedback or by coding no feedback), the majority view was accepted. On the rare occasion that the third coder presented a third alternative (e.g., one coder marked a backchannel when another marked a restatement and a third marked a completion), then the coders watched the moment together, discussed what they saw and why they thought it should be coded one way or the other, and made a final determination by consensus. All three coders were blind to the diagnosis of the participant in each video.

Coders used eyetracking recordings to determine moments of mutual gaze in the video of the RA, which included an overlay of the participant’s scan path as recorded by the eyetracker. We coded “participant gaze” as all the times when the participant’s gaze marker fell within the area of the RA’s face. When the RA in the same video appeared to be looking towards the participant’s face we marked “RA gaze”. Since the video was recorded from the same vantage point as the participant, we were able to determine times of face directed gaze relatively easily. The identification of RA and participant gaze was also checked for reliability. Similar to the procedure for listener feedback coding, when there was a disagreement for gaze coding a third trained coder was brought in. Once reliability was confirmed, when the moments of RA gaze overlapped with the participant gaze we designated them as periods of ‘mutual gaze’. This measure allowed us to compare the number and type of listener feedback that occurred within periods of mutual gaze vs. periods when one or the other interlocutor, or both, were looking away.

**Analysis**

To test our hypotheses that NT adolescents would provide more listener feedback than their ASD peers and that group differences would increase during times of mutual gaze, we conducted a 2 (group: ASD, NT) × 2 (condition: mutual gaze, no mutual gaze) repeated-measures ANOVA to analyze the frequency of listener feedback. The dependent variable (DV) was the frequency of listener feedback per minute, as measured by dividing the total number of listener feedback instances per person by the length of their interview in minutes. On the condition that the first ANOVA would show significant group differences, we planned to then conduct a 2 (group: ASD, NT) × 2 (feedback modality: verbal vs. not verbal) repeated-measures ANOVA to see whether differences in frequency of listener feedback between groups was driven by one or other type of feedback (verbal or nonverbal feedback). Finally, to assess the relationship between SCQ scores and listener feedback frequency (all, verbal and nonverbal) we conducted three Spearman’s rank-order correlations on the combined participant group. This non-parametric test was selected as the SCQ scores were not normally distributed, as assessed by a Shapiro–Wilk test (p < 0.05).

**Results**

For our main analysis, we found a significant main effect of condition, $F(1, 41) = 6.49, p = 0.014, \eta^2_G = 0.080$, with a greater mean frequency of listener feedback in the mutual gaze condition ($M = 3.13, SD = 2.74$), than the no mutual gaze condition ($M = 1.98, SD = 1.36$). There was also a significant main effect of group, $F(1, 41) = 14.00, p < 0.001$, $\eta^2_G = 0.134$, with lower frequency of listener feedback in the ASD group ($M = 3.4, SD = 2.76$) than the NT group ($M = 6.56, SD = 2.66$), regardless of the condition. We did not find a significant interaction between group and condition, $F(1, 41) = 2.60, p = 0.115, \eta^2_G = 0.033$. The descriptive statistics for this can be seen in Table 2.

The results of the second ANOVA, conducted to determine whether the group difference in listener feedback frequency was specific to verbal or nonverbal listener feedback, showed a significant interaction between the condition (modality of listener feedback—verbal vs. nonverbal) and group (NT vs. ASD), $F(1, 41) = 14.57, p < 0.001$, $\eta^2_G = 0.268$, with a larger group difference in listener feedback frequency during periods of mutual gaze than when either one or both of the interlocutors were looking away.
There was a significant main effect of group, $F(1,41) = 11.25$, $p = 0.002$, $\eta^2_G = 0.118$. There was also a significant main effect of condition, $F(1,41) = 10.57$, $p = 0.002$, $\eta^2_G = 0.117$, with a greater frequency of nonverbal listener feedback ($M = 3.53$, $SD = 3.13$) than verbal listener feedback ($M = 1.94$, and $SD = 1.66$). The descriptive statistics for this can be seen in Table 2.

As a post-hoc measure, we conducted a Tukey HSD test to explore the significant interaction between modality and diagnosis. Beginning with within-group comparisons, the Tukey HSD test revealed a significant difference in modality for the NT group ($p < 0.0001$), reflecting significantly more frequent nonverbal listener feedback as compared to verbal listener feedback. For the ASD group, this difference was not significant ($p = 0.937$). Between-group comparisons showed that the frequency of nonverbal listener feedback amongst NT participants was significantly higher than both nonverbal ($p < 0.0001$) and verbal ($p < 0.0001$) listener feedback amongst ASD participants. The difference between verbal listener feedback was not statistically significant between groups ($p = 0.980$), nor was the difference between verbal listener feedback amongst the NT group and nonverbal listener feedback in the ASD group ($p = 0.996$).

There was no significant group difference in mutual gaze time (in seconds) across groups (ASD $M = 85.3$ s, $SD = 66.09$, NT $M = 74.73$ s, $SD = 72.78$, 95% CI $[-32.50, 53.64]$, $t(41) = 0.50$, $p = 0.62$). Additionally, there was no significant difference in the proportion of mutual gaze time per interview length across groups (ASD $M = 0.30$, $SD = 0.21$, NT $M = 0.32$, $SD = 0.16$, 95% CI $[-0.14, 0.09]$, $t(41) = 0.40$, $p = 0.69$) (Fig. 2).

The Spearman’s rank-order correlation found there was a statistically significant, moderate, negative correlation between SCQ scores and frequency of listener feedback, $r_s(41) = -0.478$, $p = 0.001$. That is, as SCQ scores increase, listener feedback frequency decreases, as displayed in Fig. 3. When correlations between SCQ scores and listener feedback frequency were run within groups, results were not significant. Further to this, when assessing the relationship between SCQ scores and frequency of just verbal listener feedback we found a non-significant, very weak, positive correlation, $r_s(41) = 0.10$, $p = 0.75$. Whereas for SCQ scores and frequency of nonverbal listener feedback a statistically significant moderate, negative correlation, $r_s(41) = -0.478$, $p = 0.001$. Table 2 shows the descriptive statistics for frequency of listener feedback per minute.

### Table 2: Descriptive statistics for frequency of listener feedback per minute

| Condition                          | Diagnosis | Total (n=43) |
|------------------------------------|-----------|--------------|
|                                    | ASD (n=20) | NT (n=23)    |
| Mean frequency gaze (SD)           | 1.91 (2.20) | 4.19 (2.77) | 3.13 (2.74) |
| Mean frequency no gaze (SD)        | 1.54 (1.11) | 2.36 (1.46) | 1.98 (1.36) |
| Mean frequency verbal (SD)         | 2.08 (1.71) | 1.82 (1.69) | 1.94 (1.66) |
| Mean frequency nonverbal (SD)      | 1.67 (1.69) | 5.14 (3.29) | 3.53 (3.13) |
| Overall mean frequency (SD)        | 1.73 (1.73) | 3.28 (2.38) | 5.11 (3.10) |

Fig. 2: Bar graph with 95% CIs for the mean frequency of verbal vs. nonverbal listener feedback for ASD and NT groups.

\[\eta^2_G = 0.154.\]
significant, moderate, negative correlation, $r_s(41) = -0.58$, $p < 0.00001$ was found.

Finally, given the large range of interview lengths within and between groups, we used Pearson’s correlations to measure the relationship between interview length and listener feedback count for each group. For the NT group this correlation was significant, showing a strong positive relationship, $r(41) = 0.92$, $p < 0.0001$; for the ASD group, there was a non-significant, weak positive correlation, $r(41) = 0.29$, $p = 0.066$.

**Discussion**

The results from this study support our hypothesis that adolescents with ASD provide listener feedback less frequently than their NT peers. Participants with ASD produced less listener feedback, no matter whether they were engaged in mutual gaze or not. This is an important finding, since listener feedback is an integral part of successful communication (Levinson & Enfield, 2006). Relatively infrequent listener feedback could be a contributing factor in why interactions with individuals with ASD are perceived as awkward by others (Brinton & Fujiki, 1989; Marans et al., 2005). As described in the introduction, when listeners produce little or no listener feedback, speakers feel less comfortable in the interaction and have to use more words to convey their message (Bavelas et al., 2000; Marans et al., 2005). Such effects may have occurred in the current study because the participants with ASD gave fewer indications to their interlocutor they were listening or engaged in the interaction. As a result, their conversation partners may have spoken less cohesively and used more words, leading to the significantly longer interview lengths for the ASD group than for the NT group.

In the NT group, as interview length increased so did occurrences of listener feedback. This may suggest that the child’s listener feedback contributed positively to the maintenance of the interaction, i.e., that RAs spoke more when the child indicated engagement by producing listener feedback and/or that children who produce more listener feedback were more interested/motivated in sustaining the interview. However, the relationship could indicate that longer interviews had more listener feedback simply because there were more opportunities for them. In contrast to the NT group, there was not a significant relationship between interview length and listener feedback count for interactions with ASD children. This suggests that factors aside from listener feedback contributed to longer interactions, and it

---

1 It is important to underscore that all other analyses used listener feedback frequency (the count of listener feedback divided by the length of the interview) as the numerical representation of listener feedback. Thus, our feedback measure always accounts for interview length. Only for this analysis—in which we correlate the number of listener feedback behaviors with interview length—do we use raw feedback counts.
suggestions that lower rates of listener behaviors in the ASD group are not dependent on fewer opportunities to produce them.

The non-significant correlation between SCQ scores and listener feedback frequency when run within groups suggests that the overall significant correlation between SCQ and listener feedback frequency was driven by group differences in SCQ scores (significantly higher in the ASD group) and group differences in listener feedback frequency (significantly lower in the ASD group). It is interesting that SCQ scores were significantly negatively correlated with listener feedback for the entire participant group, indicating that social communication ability, rather than diagnostic category, may be foundational to our findings. Further investigation of the relationship between SCQ scores and type of listener feedback showed there was only a significant negative correlation for nonverbal listener feedback. This complements literature that found sensitivity to, and understanding of, nonverbal cues was associated with a lower number of autistic characteristics in a sample of NT undergraduates (Ingersoll, 2010). However, we should interpret these findings carefully, since the relationship between SCQ scores and listener feedback was not found within groups. Within-group correlations show that individuals with ASD with higher SCQ scores did not provide listener feedback significantly less frequently than individuals with ASD with lower SCQ scores. And similarly, NT individuals with higher SCQ scores did not provide listener feedback less often. Therefore, we interpret our results for this hypothesis (SCQ scores will negatively correlate with the frequency of listener feedback) as simply confirming results for our first hypothesis (group differences): Adolescents with ASD – who have significantly higher SCQ scores – provide listener feedback (specifically nonverbal feedback) significantly less often than NT adolescents.

Interestingly, NT individuals produced significantly more nonverbal forms of listener feedback than ASD individuals but there was no significant difference between groups in the frequency of verbal forms of listener feedback. It is possible that ASD individuals, who have difficulty reading the nonverbal cues of others (Olney, 2000), do not recognize nonverbal listener feedback as an important aspect of conversation. They may not acquire nonverbal listener feedback through observation of others or understand why it is relevant and therefore produce nonverbal listener feedback less than NT individuals. For example, studies have shown ASD individuals were less likely to nod or shake their head when listening to conversational partners than NT controls (Capps et al., 1998; Garcia-Pérez et al., 2007).

Another possible explanation for the ASD group providing less nonverbal listener feedback is that they may not realize when such feedback is required or expected. Existing studies show that individuals with ASD find it hard to pick up on verbal and nonverbal cues from the speaker such as the prosodic features (pausing, upward intonation that indicates questioning) and facial expressions (when the speaker might glance toward the listener to ensure they’re paying attention/understanding) which signal the need for listener feedback (Ward & Tsukahara, 2000). Even ASD individuals with average or above average language scores, seem to have reduced ability to produce nonverbal social signals (Garcia-Pérez et al., 2007). In our study, ASD individuals’ intact verbal abilities may have enabled them to produce verbal, but not nonverbal listener feedback. Future research should look specifically to identify moments where the speaker was actively seeking or providing opportunity for listener feedback to determine whether individuals with ASD respond less frequently to those cues or invitations.

Alternatively, one might suspect that ASD individuals produce fewer nonverbal forms of listener feedback because they look at their conversation partner less. This would be consistent with findings of atypicality in eye contact in ASD literature (Guillon et al., 2014). If NT individuals had more time looking at their conversation partner, they would receive more visual cues from the speaker to provide feedback, and then they could accordingly provide more nonverbal feedback. However, other research using similar methods to ours, found ASD participants did not look at their conversation partner any less than NT controls did (Fletcher-Watson et al., 2009; McPartland et al., 2011; Grossman et al., 2019) and higher autistic traits were not associated with reduced looking at the social partner (Vabalas & Freeth, 2016). Our findings support these results as the mutual gaze time in both groups was the same, even when taken as a proportion of each participants’ interview length. This finding further strengthens the noted difference in listener feedback for ASD and NT individuals: even though ASD and NT participants had similar opportunities to see speaker’s prompts for listener feedback, there were significant differences between the amounts of nonverbal feedback produced during moments of mutual gaze for the two groups. Overall, our findings show that adolescents with ASD are sharing gaze with their conversational partner similarly to their NT peers, but are not providing the same level of visual/nonverbal listener feedback during those times of mutual gaze. These data indicate that individuals with ASD may not recognize the need to provide such feedback or cues from speakers seeking feedback, despite having the same level of visual access to their conversation partner as NT individuals.

Our data also confirm our hypothesis that significantly more listener feedback would occur during times of mutual gaze than times of no shared gaze across all participants. This is consistent with findings that show gaze is used by the speaker as a cue to request listener feedback (Sandgren et al., 2012) and studies on NT individuals that found feedback
occurs when the speaker looks to the listener for acknowledge-ment (Bavelas et al., 2002). Moments of mutual gaze also provide opportunity for more listener feedback, because when there is mutual gaze the listener is not restricted to just verbal listener feedback and instead can provide both verbal and nonverbal listener feedback meaningfully (Bertrand et al., 2007). Our hypothesis that individuals with ASD would show less of a difference in frequency of feedback across gaze conditions (during mutual gaze vs. not during mutual gaze) was also supported by our data.

This research can potentially inform interventions to help address the social communication difficulties of individuals with ASD. Interventions targeting the appropriate and effective use of listener feedback could be of critical importance. Interventions aiming to enhance or remediate the conversational performance of individuals with ASD have targeted essential conversational skills like maintaining a topic, topic shift, turn taking, repairing breakdowns and checking for understanding and interruptions (Charlop et al., 2008; Koegel et al., 2014). The results from this study suggest that interventions focusing on nonverbal listener feedback and their relation to gaze, could also prove beneficial.

Limitations

The results from this study should be interpreted in the light of some limitations. One limitation is that the RA’s listener feedback was not controlled for in the first half of the interview where the participant was the speaker and the RA was the listener. The RA’s listener feedback may have varied for each participant depending on who the RA was, their mood during the testing session, and/or how they related to their conversational partner. The frequency/type of listener feedback produced by the RA in the first half of the interview may have affected the way the child did it in the second half, in that it may have modelled this behavior for the participant. Further, it is known that NT individuals are more influenced by their conversational partner as they imitate their speech, gestures, expressions and posture (Richardson et al., 2008) than individuals with ASD (Hobson & Meyer, 2005). Therefore, not only may participants have been impacted by their partner’s listener feedback, but also participant groups may have been differently impacted by their partner’s feedback behaviors.

Another limitation of our findings is that we are only able to speak to the frequency of feedback, but not its quality or timing. These features are important as they impact the quality of the interaction. Listener feedback that is delayed or mistimed negatively affects an interaction (Ward et al., 2007). And inappropriate responses – for example, laughter that occurs after the speaker says something serious – will also obviously affect the interaction. Our coding system did not account for this. We interpret our results as a preliminary investigation into listener responsiveness in ASD, and we encourage future studies to follow up on our findings, by examining other aspects of listener feedback, like quality and timing.

One strength of the present study is the use of an ecologically valid, natural dyadic face-to-face interaction to measure listener feedback, rather than a very structured interaction (for instance, one where the RA produced speech from a script). While this provides a more spontaneous interaction, there are limitations in this method, in that we did not ensure consistency from interview to interview (as described above). Different participants asked the RA different questions, and the RAs then provided different answers. This variation likely impacted opportunities for listener responsiveness in each interview. Conversely, the fact that we recorded listener feedback during a semi-structured interview, rather than an unstructured conversation, makes it difficult to determine whether responsiveness would generalize to more spontaneous interactions. Additionally, interactions were with unknown adults rather than with a familiar person, so again, it is difficult to know whether listener behaviors in the current study would generalize to interactions with friends/family. While it would be elucidating to measure responsiveness in truly natural/spontaneous conversations with familiar people, such a study significantly reduces the ability to control topic and format across participants.

Finally, for a few participants there was a moment during the interview during which gaze to the face was not captured. This moment happened when photographs were held up, covering the RA’s face, for participants who were struggling to create interview questions. Future research in this area should avoid the inclusion of any extraneous visual stimuli that might disrupt or obstruct gaze from the region of interest (the interlocutor’s face).

Conclusions

Our study aimed to determine whether adolescents with ASD produce less listener feedback than their NT peers, particularly during times of mutual gaze. Results show that adolescents with ASD provide listener feedback less frequently than NT peers and in particular use fewer nonverbal forms of listener feedback. The findings of the present study may contribute to larger social skills interventions for education and therapy for those with ASD such as self-management, a motivational intervention that helps those with ASD become more aware and monitor their own behavior (Koegel & Koegel, 2006). Interventions could focus on increasing awareness of speaker cues for feedback such as gaze as well as teaching the communicative purpose of listener feedback, particularly nonverbal forms, which could have a positive
impact on how individuals with ASD are perceived during conversation.
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