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Abstract

Over the past 15 years, the volume, richness and quality of data collected from the combined social networking platforms has increased beyond all expectation, providing researchers from a variety of disciplines to use it in their research. Perhaps more impactfully, it has provided the foundation for a range of new products and services, transforming industries such as advertising and marketing, as well as bringing the challenges of sharing personal data into the public consciousness. But how to make sense of the ever-increasing volume of big social data so that we can better understand and improve the user experience in increasingly complex, data-driven digital systems. This link with usability and the user experience of data-driven system bridges into the wider field of human-computer interaction (HCI), attracting interdisciplinary researchers as we see the demand for consumer technologies, software and systems, as well as the integration of social networks into our everyday lives. The fact that the data largely posted on social networks tends to be textual, provides a further link to linguistics, psychology and psycholinguistics to better understand the relationship between human behaviours offline and online.

In this thesis, we present a novel conceptual framework based on a complex digital system using collected longitudinal datasets to predict system status based on the personality traits and emotions extracted from text posted by users. The system framework was built using a dataset collected from an online scholarship system in which 2000 students had their digital behaviour and social network behaviour collected for this study. We contextualise this research project with a wider review and critical analysis of the current psycholinguistics, artificial intelligence and human-computer interaction literature, which reveals a gap of mapping and understanding digital profiling against system status.

Through developing and applying a hybrid approach of data science and data analysis techniques to the datasets which ultimately led to the development of the novel conceptual model and PMSys system. The empirical foundation and validation is underpinned by a chain of experiments exploring the association and interrelations between the key parameters, linking back to the wider literature, which is used to improve the response of the intelligent agents based on the reported errors, as well as predicting the emotions raised by the user and selecting the appropriate answer. By extracting the user’s behaviour (personality traits and emotions), the proposed conceptual model predicted 68% of the system statuses (idle, down, slow and error). Furthermore, a web-based application was developed to simulate events to users and to verify the framework; this model
predicted 61% of the system statuses.

Alongside the wider academic dissemination of this work, features of this novel model and system are currently being commercialised as part of an intelligent chatbot engine to provide customer services support to a range of commercial clients across a variety of industrial sectors.
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Chapter 1

Introduction

1.1 Overview

Marc Andreessen – co-author of Mosaic, the first widely used web browser – boldly stated in 2011 that “software is eating the world” [12], with software and technology playing a huge role in our daily life, from communication, entertainment, education and across the economy. Changes in the software engineering domain have occurred just as rapidly, with the increased requirements on the responsiveness, robustness, and usability of software. Furthermore, we are seeing the emergence of artificial intelligence and machine learning as general-purpose technologies that could transform whole industries and even re-invent the process of invention itself [44] – with potentially serious positive and negative consequences [43]; so, does this raise the question: will AI eat software?

In the broader software realm, there is the grand question of “how will users react to this application?”. In the user experience and software design research domains, there are some intersecting strands of research and development in an attempt to address this question. Researchers have previously used a range of different approaches to measuring the satisfaction of users and how they behave when using their products. However, this currently does not provide the necessary level of insight into behaviours and emotions of users; more so with the increasingly complex software systems that we encounter today.

Our world has an ever-increasing economic, educational and socio-cultural dependency on data, technology and computation – and thus interconnected computer systems – from smart cities and {big,open,personal} data [69, 332, 333, 67]; supporting advancements in science and engineering [75, 76, 78, 77, 323, 322]; knowledge representation and reasoning [87, 37, 73, 74]; insight into political systems, processes and policymaking [335, 357, 319, 45, 88]; innovation and the economy [66, 79, 52, 349]; to developing digitally competent and capable citizens [14, 42, 222, 219, 85]. People use and interact with complex platforms and systems in various ways, providing insight
into aspects of their personality, behaviour and emotional responses [234, 300]. These multiple interactions can be measured, profiled and modelled to critically analyse the communications and related processes and provide valuable insight into improving system architectures and designs. Furthermore, it provides a predictive capability to better understand digital behaviours – particularly through big social media datasets and corpora [186, 271, 220, 45, 5, 6, 4] – and thus develop systems that are more resilient and robust against undesirable behaviour and security breaches, such as “insider threat” scenarios [168, 236, 331], cyberhate [46, 352], as well as more generally for crime informatics [238, 47, 237, 239].

Figure 1.1: Intersection of the key research areas for this thesis (adapted from [143, 266, 112, 159, 51])
This research project is grounded in the area of human-computer interaction where it intercepts with the fields of artificial emotional intelligence and behavioural sciences under the umbrella of computer science (see Figure 1.1). It aims to develop new theoretical modelling of digital behaviour in complex computer systems – namely, pervasive, data-driven social networks. Data were initially collecting and analysed from Facebook and through complex information systems, we demonstrate the intrinsic relationship between offline behaviour and online behaviour. Moreover, by investigating the relationship between personality and emotions encountered during different events, we can describe the associations between the traits which eventually led to extracting the fine-grained features used in the model. Thus, evidence that user’s emotions correlate with different complex computer system status, giving us deeper, predictive insight into behaviours and sentiments.

The primary objective of the human-computer interaction (HCI) research field is to ultimately make systems more useful and usable. A key part of this research and development improvement process is to understand user’s behaviour by developing user-profiling. With the rise of social networks and “big social data” providing easily accessible large-scale datasets; furthermore, enhancing the user’s interactions of the system, attracted researchers from different fields to develop robust methodologies to achieve this objective. Furthermore, HCI is increasingly an inter-, multi- and trans-disciplinary field, embracing aspects of artificial intelligence, cognitive science, psychology and user experience. This research project is an attempt to provide a solid theoretical foundation – with practical validation and verification – of profiling digital behaviour through the intersection of HCI with other key research areas (see Figure 1.1). This work is based on a unique and rich longitudinal dataset of user’s interaction with a complex online computer system, supported by the use of social networking platform (Facebook) data and other modes of interaction (e.g. help desk ticketing system). Thus, with these varied data extracted from the complex system for each user, we are able to apply various hybrid data mining, data science, artificial intelligence and machine learning methodologies.

The large-scale longitudinal dataset consisting of interactions of applicants to a real-world online scholarship mobility platform. These interactions constitute part of the “digital footprint” of the users, including the important artefacts and communications, as well as the user interactions and activities during a predetermined system failure event. New conceptual models will be developed using these datasets and associated empirical data, making theoretical contributions to domain knowledge, as well as an adaptive framework for a range of real-world practical applications to some problem domains.
1.2 Contribution to Knowledge

The primary contribution to knowledge from this thesis is the development of novel conceptual models and an adaptive framework to improve predictions of user interactions and behaviours. Thus, this can be widely applied to enhance system design and user experience for modern complex information systems across a number of domains. This will provide a deeper critical understanding of the relationship between user emotions, personality and behaviours and computer system interactions.

Specifically, this thesis:

- Critically reviews the state-of-the-art domain research, contextualised by the relevant human-computer interaction, artificial intelligence (including natural language processing, sentiment analysis, and machine learning) and human-computer interaction literature with regards to relationships between user behaviour, emotion and personality and their digital interactions and activities.

- Analyses and investigates the key relationships between emotion and personality and online/digital behaviour to develop new conceptual models.

- This research study, provides robust empirical validation and evidence for relationships between user’s online behaviour and responses and associated personality/emotion, particularly during disruptive system events.

- Develops a novel adaptive framework to provide predictive capability for user’s behaviour in various computer systems, providing new insight to enhancing the design, usability and user experience of complex computer systems across some domains.

- The is study, validates the new theoretical models and adaptive framework against some challenging problem sets in various domains; including user experience, software engineering, and system design.

1.3 Publications

To further reinforce the novel contributions to knowledge from this research project, both theoretical foundations and applications derived from this work have been published in (or submitted to) the following peer-reviewed journals and international conferences:

- J. Rafferty, M. Mostafa, T. Crick, G. Oatley, C. Ranson, and I. S. Moore. Using machine learning to predict concussions in professional rugby union. Submitted to Artificial Intelligence in Medicine, 2019 [278] – in this paper, various data
science/machine learning techniques that have been used in this thesis has been applied to a novel application areas (sports injuries).

- J. Rafferty, C. Ranson, G. Oatley, M. Mostafa, P. Mathema, T. Crick, and I. S. Moore. On average, a professional rugby union player is more likely than not to sustain a concussion after 25 matches. British Journal of Sports Medicine, 2018, https://doi.org/10.1136/bjsports-2017-098417 – in this paper, various data science/machine learning techniques that have been used in this thesis has been applied to a novel application areas (sports injuries).

- M. Mostafa, T. Crick, A. C. Calderon, and G. Oatley. Incorporating Emotion and Personality-Based Analysis in User-Centered Modelling in Research and Development in Intelligent Systems XXXIII, pp. 383–389, Springer, 2016, https://doi.org/10.1007/978-3-319-47175-4_29 – this paper directly relates to the studies and outputs from this thesis, in particular as presented in Chapter 6.

- G. Oatley, T. Crick, and M. Mostafa. Digital Footprints: Envisaging and Analysing Online Behaviour in Proceedings of 2015 Symposium on Social Aspects of Cognition and Computing Symposium (SSAISB), 2015, https://cronfa.swan.ac.uk/Record/cronfa43383 – this paper directly relates to the building of the conceptual model, as presented in Chapter 7.

1.4 Ethics Approval

The main dataset has been approved to be used as part of this research project by the registered data owner: the International Office at Cardiff Metropolitan University. The wider PhD study and in particular, the verification experiment presented in Section 7.3 was approved by Cardiff Metropolitan University’s Ethics Committee (CSM: 2015S0054).

1.5 Thesis Outline

Following on from this introduction in Chapter 1, the rest of the thesis is structured as follows, contextualised by three literature review chapters:

Chapter 2 provides the theoretical background and critical review of the psycholinguistics and personality theory literature, focusing on the Big Five personality traits as it plays a vital role in the study. Furthermore, it provides an in-depth background to the Linguistic Inquiry and Word Count (LIWC) approach from a
computer science perspective, and critically reviews the current literature in the field of LIWC and personality traits. Moreover, we present the key interaction with cognitive science, highlighted the state of art in emotions and temporal behaviour with respect to the wider human-computer interaction field.

Chapter 3 builds from the previous chapter to provide a deeper discussion of cognitive science’s role in human-computer interaction (HCI); this chapter critically reviews the relevant research themes and provides a summary of HCI, user experience and usability literature and background and state of art. Demonstrate and define the complex computer system and how human perceptual to different computer status.

Chapter 4 reviews the history of natural language processing (NLP) and provides an in-depth background to data usage and applications. In addition, we provide a summary of relevant regressions, classifiers, and analyses used in this research study.

Then we present the main methodology and modelling, the underlying system and data architecture, as well as the key experiments:

Chapter 5 gives an overview to the complex computer system used as part of this study from a technical and non-technical perspective. In addition, it provides a detailed information about the data sources and how it been extracted and highlights the challenges and the developed application/tools used as part of the extraction process. Furthermore, this chapter explains the algorithm used to identify the status of the complex computer system and matching the users between Facebook and the system. This chapter also defines the extraction of the personality traits and emotions and providing a rational of usage the Big Five Personality traits as part of the experiments.

Chapter 6 demonstrate list of experiments conducted as part of the study, structured to provide a rationale and key contributions, as well as presenting summary findings and analysis.

Chapter 7 concludes the features extracted from all experiments presented in Chapter 6 focusing on the usage of the random forest tree classifier to build the model, demonstrating the main findings. Furthermore, it provides detailed information about the verification methodology used.

Finally, we present the key discussions in Chapter 8 and the concluding remarks in Chapter 9 providing a summary of the key contributions and findings, as well as an overview of future work.
Chapter 2

Personality, Behaviour and Emotions

2.1 Introduction

This chapter presents a review and analysis of the key literature at the intersection of personality, behaviour and emotions. Personality traits make us who we are and that what attracted researchers from different disciplines to investigate how to describe the personality and human behaviour. For decades psychologists proposed different theories of personality that contributed to towards a better understanding of how to reform a footprint of a person [202]. In this chapter we present different personality theories [201], demonstrating the development of those theories and how computers contributed to this development, drawing on an extraordinarily broad array of research from cognitive science and emotion science. Different research studies suggested that it is possible to infer emotion through the communication between people and computers [146]. This chapter presents a broader view of the role of emotions in communication between people and computers in everyday life as [225].

2.2 Psycholinguistics

Psycholinguistics is a branch of psychology that deals with and aims at studying the relationship between linguistics and psychology. It primarily studies the cognitive process that forms the foundation of language understanding and the interactions between social cultures, linguistics and psychology in a broader framework [141]. Researchers in this field try to obtain objective data regarding models of prediction of linguistic behaviours by various users of the language. The study attempt to find out the mental processes that are involved and used during language use [163] psycholinguistics is crucial as it creates a platform through which language gets a chance to be processed, developed, used, broken down and interpreted.
2.3 Personality Theories

As with our genetic make-up, our personalities are unique and personal to each of us. Over several decades, the term “personality” has not only been used to describe features of a person but also denoted the characteristic patterns of thinking coupled with their general feeling and acting towards others. Thus, the consistency of the way people think feels and act derives models. However, the theories of personality view people and try to associate their choices with the hereditary closeness that they share. The theories of personality are thus a tool for not only learning but also understanding and questioning personality as we currently understand it. There are four general personality theories, that is a psychoanalytic theory, trait theory, behavioural theory / social learning theory and lastly the humanistic view [170]. The discussed personality theories in this section determine the general definition of the personality as we know it; however, from a large population sample, regardless of how one views personality, it has to be denoted by specific elements. These elements are: stability of character, consistency, and uniqueness of personality [170].

The psychoanalytic theory of personality was first described by Freud [31], with the foundation of the theory built on human consciousness. According to Freud [263], human behaviour is a factor of human thoughts, ideas, and wishes to originate in the brain. Freud develops and expands this theory on the importance and position that is held by the unconscious mind, sexual aggression and early life experiences on a person’s personality [136]. Furthermore, Freud implies that characters are such that some thoughts can be pushed off and not acted upon from the conscious state to the unconscious. He proposes that awareness exists in various forms; unconscious state, conscious state and pre-conscious state. During the conscious level, the experience is limited to present moments while the pre-conscious level reveals information one is currently unaware of but can immediately enter the conscious level. We are unaware of the ideas and feelings are marked by of the last level. However, has a direct impact on the conscious mind [105].

This version of personality was controversial at first, since it implied that the brain “knew” things that the mind did not. Freud tried to explain the theory further by creating a clear structure to explain it [105]. This structure bases it is assumptions on the human hormone libido which fuels anger, aggression, and sexual anxiety. He proposes three structures that interact with each other: id, ego and superego. It is the primitive part of people that are susceptible to morality and social expectations; it is a self-centred behaviour and seeks to please itself. Ego, on the other hand, goes hand in hand with the reality principle, implies that it acts as a balance between human emotion and external social demands. The superego is part of the conscious self and is influenced by social upbringing and guidance on morality. Based on these three structures, a person’s personality is defined.

The second personality theory is the trait theory which was developed and analysed
by Sheldon (1977) [174], Allport (1937) [8] and Cattell (1943) [58]. This theory is simple and specific elaborating that human behaviour is a factor of well-known effects from the organisms passed on traits and capabilities from the past [102]. This theory was labelled as a dependent theory since it relied heavily on past events and characterised personality because humans engage in actions which form patterns and judgements that a form a level of cross-situations uniformity.

The third theory which was the behavioural/social learning theory was from Bandura, Miller and Dollard and is commonly referred to as the social cognitive theory [18]. It is termed and viewed as a factor of cognition, environmental factors, past and present and behaviour. Bandura puts forth the argument that social learning is directly related to experiences that a person has by observing the behaviours of other people. This form of learning is principled by the action-reaction constant. That is, the consequences or rewards derived from behaviour. This means that when confronted by situations, people have to choose what response to offer with regards to either the benefits or the consequence that will come from the after effects. The major limitation of this theory is that it fails to consider the conscious self and biological disposal as factors of personality and eventually behaviour [18].

The last theory presented here is the humanistic theory. To understand the human behaviour the theory asserts with regards to a person’s internal perceptions of his or herself and others leading toward personal fulfilment. It was developed by Rogers and Maslow [195, 167]. The central features of this theory are the personal conscious choice, freedom and free will which all lead to self-actualisation. This theory took over a new leaf as it addressed human behaviour in a manner suggestive of human growth and meaning. Maslow argues that self-actualisation directly influences human motives which in the end are all with physiological and transcended needs [195], eventually presenting us with the now-famous Maslow’s hierarchy of needs [209]. Moreover, further leads to the conclusion that self-actualised individuals make decisions with more spontaneity, ease, creativity and enjoy the positive aspects of life more which is in line with Carls perspective on the actualisation tendencies. Although, there are other personality theories, the discussion above sets forth the principal theories regarding personality as a front.

2.3.1 Cattell’s 16 Personality Factors

Characters or behaviours associated with specific people define the Human traits. Traits are unique with regards to the degree in which we exhibit them at a personal level. Over 4000 different traits represent the Human behaviour and personality in its nature. In a bid to rationalise all the different traits into a simplified and meaningful manner, Cattell made a list of 16 traits that he referred to as dimensions of the human personality [57]. Cattell’s view of personality was that it reflected human being behaviour in certain situations. Leads to the face that, inferred the person’s behaviour through a set of
behaviours obtained from information about their personality traits.

Cattell initially carried out statistical analysis to come up with data. He considered the experimental data, life data, and questionnaire data as a basis for his argument on the dimensions of human personality and eventually the 16 Personality Factors (16PF) [291]. The arbitrary scale whose scores relate to specific personality type is the core of the 16PF is a personality assessment. The first scale traits are; vigilance, sensitivity, perfectionism, tension, reliance, open-mindedness, social assertiveness, warmth, rational, emotional firmness, pensiveness, tension, dominance, rule awareness, private, alertness and perfectionism [57]. Its use is primarily in determining personality types and holds the position of the most used model of personality test with each trait relating to testing subjects in different ways.

The 16PF is a factor of primary and secondary level traits. The primary traits are the most important and most potent and form the basis of human personality and behaviour. Upon analysis of the first traits, the “Big Five” or the global order of human traits emerged. The Big Five has been re-defined in recent times to include; control or lack of resistance, tough-mindedness or open-mindedness to ideas, extraversion or introversion to social life, high or low levels of anxiety and independence of self or accommodation towards others [57]. Research suggests that a variety of other personality traits are all housed in the Big Five. For example, high anxiety/low anxiety is an umbrella to bold-shy, self-reliant group-oriented, private-forthright, lively-serious and warm-reserved. The Big Five personality traits demonstrate into a more straightforward yet broader perspective [272].

2.3.2 The Enneagram of Personality

The Enneagram of personality is a branch of human psychology based upon the nine personality types of humans. The original enneagram bases it originality on some ancient traditions and can be traced as far back to the mystical Judaism, Christianity, Islam, Buddhism and ancient Greek philosophy [284]. Despite its broad rooted history, the enneagrams representation of human nature still stands as all the traits it represents are still relevant.

As a concept, enneagram was taught and introduced by Ichazo [158] and based on the three groups or three triads. The organisation of these triads is such that nine personality types are birthed from three personality types in each of the three groups. These three namely; 1-the instinctive triad, 2-feeling triad, 3-the thinking triad. As their names suggest, each one of these triads is representative of the associated traits such that a person who is oriented towards feelings and self-image belongs to the feeling triad [285]. The feeling triad sets forth the helper; who is encouraging, demonstrative, possessive, the motivator; who is marked by ambition, pragmatism and image consciousness and the individualist; who is sensitive, self-absorbed, and depressive. The thinking triad, on the other hand, is composed of the investigator; perceptive, cerebral, provocative,
the loyalist; the active, dutiful and suspicious type and finally the enthusiast who are spontaneous, fun-loving and excessive. The last triad, instinctive, we find the leader who shows assertiveness, self-confidence and very confrontational. This triad also represents the peacemaker who is pleasant, easy-going and very complacent. The last trait representation of this triad is the reformer who shows excellent heights of rationality, idealistic nature and orderly.

2.3.3 Analytical Psychology (Jungian)

Analytical psychology or analytic psychology is a school of thoughts and teaching that trace its roots from psychiatrist Carl Jung. Carls teachings and concepts idealise and emphasise on psychology on a personal front at achieving wholeness. The most important concepts according to his teachings were archetypes, complexes, the persona, the shadow, the anima and animus, individuation, symbols, collective unconsciousness, and finally the unconscious. Jung developed the concept of pattern archetypes which elaborated human complexes from his research on the human-response relationship. The relationship bases its assumptions on previous experiments that showed if a person takes a long time to respond to specific words generally read to them in the form of a list, the person was most likely experiencing a complex in the form of experience. For instance, someone with a mother complex might have faced a lot of early experiences with their mother.

2.3.4 Myers-Briggs Personality Types

Perception as a concept includes the process of becoming aware of things. The Meyer Briggs Personality Type Indicator is a questionnaire that structured as a way of demonstrating various psychological alignments concerning their environmental perceptions. It was developed and constructed by Katherine Cook Briggs and her daughter and considered as an extension of the Jungian theory of human experience is a retrospect of sensation, intuition, feeling and thinking.

2.4 The “Big Five” Personality Traits

In the late 19th century, Galton solved one of the fundamental problems at the time in the research of psychology, which is how to represent classification of human character traits based on the “lexical hypothesis”. In 1884, Galton, estimated the personality characters traits in respect of the English Dictionary and in 1936, Allport and Odbert, were the first psychologists to put Galton’s hypothesis into practice, by extracting adjectives that they believed would describe the personality traits from the language style. Cattell continued the work conducted by Allport and Odbert, and eliminated
synonyms to reduce the total to 171 instead of 4,504 \[17\]. In 1940, Raymond \[58\] constructed a self-report methodology for the classifying the personality traits found from the adjectives, which he later called the *Sixteen Personality Factor Questionnaire*. Cattell limited the personality dimensions into 20 out of 36. Later in 1961, Christal and Tuples suggested that all personality traits can be shorted to only five broad factors which *surgency, agreeableness, dependability, emotional stability and culture* \[336\]. The trait *dependability* has been relabelled to *conscientiousness* according to previous study by Norman in 1936 \[234\].
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Figure 2.1: The “Big Five” personality traits, describing individual personality differences (adapted from \[164\], \[206\], \[70\], \[71\])

The “Big Five” personality traits have been the centre of attention of the psychology
used to describe the constituent features of personality in the field of contemporary psychology [125][126][70][164], there has been consensus on its superiority by researchers in the field of organisational behaviour upon its performance for two decades. The title is an emphasis, not on the underlying greatness but in the broadness of the select factors in the model. The Big Five personality traits are typically assessed along the constituent five dimensions – see Figure 2.1.

As per John and Srivastava (1999) [164], every one of the five dimensions constitutes character at the broadest level of abstraction, and each size summarises a number of distinct, extra and precise personality traits. A study conducted by McCrae in 2002 [205], suggested that personality traits curve does not change over time.

Studies have deduced several characteristics of the Big Five traits [206]. First, data suggest that the characteristics can be termed as universal due to their occurrence where there are personality tests involving traits in various languages [204]. Secondly, along with the consideration of the role of genetics or biological factors and environment [269][89], research findings show the Big Five traits are highly stable over time [127]. Lastly, the Big Five personality trait model has been accredited as the basic discovery model of personality psychology due to its history of usage, use across different cultures and the empirical evidence from several methods and experimentation [206].

According to Costa and McCrae [70], the Big Five personality dimensions can be divided into five factors namely; extraversion, agreeableness, conscientiousness, openness, and neuroticism [71,206,164]. Extraversion as the emotional aspects of people characterised by positive feelings and inclination to seek the company of others. People in this dimension are cheerful and sociable while being assertive, optimistic ad naturally talkative. Besides their preference for company results to groups and they relish stimulation. People in this group experience positive effect such as energy, zeal, and excitement [71,164]. On the other hand, Agreeableness is the predisposition to be trusting, compliant, caring, kind, and tender. Such persons have a favourable view of human kind. They are concerned about others and have a yearning to help others; in return they expect others to be helpful. Agreeable individuals are pro-social and have harmonious integration with the public [71,164].

The third dimension in the Big Five, Conscientiousness, describes the group of people who are very objective in life and show determination in their undertaking. They are responsible for an aspect of self-discipline that is manifested in their ability to work without supervision and surpass the expectations. According to John (1999) [164], people in this category have a prescribed impulse control that results to goal oriented tasks making them think displays tendency to think before act, strictly follow the rules, regulations, and norms and observe the order of planning, organ sign and giving priority to some tasks over others.

The fourth group defined by Openness which can be described as an individual’s tendency to the imagination while at the time being original in thinking. They have a
liking for art and are sensitive to beauty with an attachment to feelings. Due to their liberal thought, they are intellectually curious and are willing to entertain new ideas and unique values. Lastly, the neurotic dimension encompasses the individuals who have an array of emotions such as fear, nervousness, sadness, tension, anger, and guilt. These people are subject to emotional adjustment or stability and emotional maladjustment or neuroticism.

The aspect of personality that makes its analysis complex is because it is an assortment of behavioural, temperamental, emotional and mental attributes that make a person unique. For instance, communication is a trait that depends on the behaviour, temperament, emotion and psychological status of a person. As such, a person’s choice of words, the way they say it, their semantic content and their physical prompts creates a significant variation between people. As such, while evaluating a trait, the behaviour, temperament, emotion and mental status of a person should be considered.

By applying factor analysis to the lists of the trait adjectives under the five factors listed above, researchers have obtained the five personality traits. The analysis based on the lexical hypothesis, which follows the principle that the most consistent personal varieties encoded into the language, and the more significant the difference, the more possible represented as a one word. Although there are some limitations and drawbacks of the Big Five model, through experiments, the model has succeeded in becoming the standard evaluation technique in psychology. These experiments have shown that personality has a significant impact on task-related individual behaviour. For instance, the personal traits influence how leaders conduct their roles, workplace performance, attitude towards work tools and machinery, sales, the effectiveness of instructors, trainers and observers, and academic ability.

2.4.1 Linking Online Social Networks and Personality

The global use of online social networks has increased dramatically over the last fifteen years, across all age demographics. In 2005, a study of social networking websites concluded that an approximate number of users using online social networks totalled 115 million. Five years later in 2010, 200 million users were actively using one social network: Twitter. In the process of building social networking profiles, users share a significant amount of detailed, personal, temporal and location-based information about their lives: likes, thoughts, interactions, check-ins and activities. Through self-description, status updates, pictures, videos, group membership and hobbies, much of a users emotional state – and personality – manifests through their social media profiles. More recently, studies have shown that online social networks have attracted billions of users worldwide, many of whom view online social interactions as a core part of their everyday lives. In a study conducted by Cosenza in 2012, Facebook had more than two billion active user around the globe and it is the largest online...
social network, serving 127 countries [104]. Further statistics shown by the China Internet Network Information Centre, the total number of users online social network users increased to nearly three billion in early 2013 [60].

Psychology researchers have attempted to better understand and explain personality more formally. After extended work to expand and verify commonly accepted personality models, researchers have revealed relationships between the “Big Five” personality traits and many types of behavior. These studies have revealed a strong correlation between personality and psychological disorders [295], job production [19] and well-being [166].

One of the areas that attracted researchers is to Automatic recognition of personality traits based on linguistic analysis, in an attempt conducted by Alam [3] to classify the personality using text, provides a very good result of accuracy. Further work has revealed that the user’s Facebook profile is a reflection of their real personalities, not self-idealisation [16]. A 2011 study of Twitter [274] presented an attempt of predicting a user’s personality traits using three public parameters from Twitter profiles: following, followers, and listed counts. Identifying these three values will lead to predicting the “big five” traits of this user [317]. In another study supporting Quercia’s findings, Golbeck et al. (2011) [123], applied the Big Five Personality traits to 279 twitter’s users, and extracted their 2000 recent tweets, and were capable to produce a model that can correctly predict each of the “big five” traits. The capability to predict personality traits has associations in different areas existing research has shown associations between personality traits and success in different levels of social communications (i.e, professional and personal relationships) [59]. Another research study, claims it is possible to use Facebook Likes to recognise and potentially predict personality traits, age, gender and sexual orientation [180].

2.5 Language Analysis

Studies based on the relationships between personality traits and language styles have presented a variety of results and outcomes. Certain studies have presented a strong correlation between personality traits and people’s writing style [142, 162, 94], on the other hand other studies, resulted that there are low significant relationship between personality and language usage [63, 53]. Pennebaker [258] asserts that despite the body of a message being similar, different people will express themselves differently and in unique styles. This is due to the observed defense in the way people speak or write, with varying accents and choice of words in writing. However, researchers have managed to trace word use in an attempt to form “Linguistics Fingerprinting” for a generation. For instance, analysis of the text and use of words have been used in the 1800s during the wars to the differentiation between soldiers [273] allowing capturing of the way people committed (both verbally and written) to be obtained as a form of a fingerprint.
Another text analysis strategy used it the word-based counting system introduced in Stone (1996) [260], Dunphy (1981) [41].

2.5.1 Open Vocabulary Approaches

Open vocabulary is a method of language analysis, which is a popular approach within computational linguistics and relevant disciplines [244]. This approach is a data-driven methodology to the researcher where the dependent class representation typically used in linguistic research. One of the main differences between close and open vocabulary, that the open vocabulary methods use statistical and probabilistic methods to recognise related language patterns or topics. An example of an open-vocabulary method is topic modelling, which handles unsupervised clustering algorithms (i.e., latent Dirichlet allocation or LDA [30]) to find possibly meaningful groups of words in big sample of natural language.

2.5.2 Closed Vocabulary Approaches

The most modern implementation of closed vocabulary analysis in cognitive science is the Linguistic Inquiry and Word Count (LIWC) tool [254], which automatically counts words relating to more than sixty predefined classifications. Such as positive sentiment (e.g., “happy”, “love”, “nice”), Achievement (e.g., “make”, “star”, “acquire”), articles (e.g., “some”, “an”) and Tentative words (e.g., “possibly”, “reasonably”, “maybe”).

The closed-vocabulary approach depends on researchers to define categories and psychological labelling [221]. Define category points to divide the dictionary into groups of words and assign each word to the affiliated group. For instance, a group of first-person singular words (e.g, “i”,“mine”) or precautions (e.g, “in”,“at). Psychological labelling, by identify the semantic context if the word belongs to the positive or negative group [320].

2.5.3 The Linguistic Inquiry and Word Count (LIWC) Tool

As mentioned in the previous section, the Linguistic Inquiry and Word Count (LIWC) tool is the most common applications of closed-vocabulary methods, it is broadly used for quantitative text analysis in the social sciences [256]. Although LIWC is able to detect features in text by quantifying them, which allows a text classification and predictions and open the door for further text analysis and modelling, it has been fundamentally used to detect word features that are informative of the underlying psychological states of an individual or group of people [111]. LIWC was first produced to address content analytic issues in experimental psychology [260]; nowadays, it has wider applications across different fields such as social science, computational linguistics, shopping, and health care.
The core of the LIWC program is its dictionary engine, with the most modern version based on the default dictionaries, built up of a total of approximately 4,500 words and word stems. The default dictionaries commonly fall into one of four widespread language dimensions that are grammatical match to the word type, e.g. pronouns, numbers, articles, social, emotions and cognitive.

The wider literature shows that there has been a focus on critique traits by new researchers in psychology [120, 294, 297, 346] which have utilised different units of analysis on the same [260]. We have also identified several ways of computing the Big Five and other personality traits. Pennebaker’s approach [262] developed a method that derives the features from textual information, relying on the previous research and corresponds with the traditional procedures. For instance, by using a LIWC psycholinguistic dictionary, meaningful word categories can be obtained, and used to improve the user experience in interacting with computer systems [138].

The method inferred both values needed to compute the traits. For the values, coefficients between values and LIWC categories was missing from the recent literature. As such, the coefficients from the value scores from surveys with LIWC category scores and texts written by more than 800 individuals which was compared and analysed [138]. As for the needs, ground-truth scores used to acquired from a needs survey and text written by more than 200 users. Moreover, the textual features were calculated using a custom dictionary that was constructed from diverse text users. Therefore, using three ground-truth scores associated with the textual elements, the generated a statistical model to come up with the needs [138].

For the past decades, research into character tendencies increased rapidly to many researchers in different fields, with interest in technology that has the capability to understand people’s personality and feelings [91]. A recent concern has been the relationship between online social behaviour and real-life behaviour; citing examples such as the Facebook and Twitter, researchers assert that the profiles in these accounts have relation to the personality of a person [274].

Previous studies to establish a correlation between posted interactions on social networks and personality traits suggested mixed evidence of correlations between social network usage and social anxiety. In a study of the behaviour characters conducted by Zahra [286], personality is a critical aspect to be examined to better understand the behavioural influences of a sample population. Quercia (2011) [274] argues that there is a strong correlation between personality and online social behaviour on platforms such as Facebook. By using the users’ status texts, Zahra [286] suggested that the findings of the study shows that personality traits and social anxiety did not linked with high usage of the Facebook [286]. However, according to another study conducted by McCord [203], there are positive correlations between the usage of Facebook and social anxiety, reflecting the emerging nature of this research domain.

A 1986 study conducted by Gottschalk [129] shows that there is a relationship
between the emotional and cognitive dimensions as observed from the way individuals talk and write. Moreover, empirical evidence over the last four decades shows that a person’s choice of words and their utterances are linked to their physical and mental health [129]. This has been substantiated by findings from an experiment that showed improvements in psychological and physical health when individuals wrote or talked sincerely about their emotional experiences. These findings can be explained by the text analysis that shows tendency by those who write to use words of positive emotion while avoiding or suing moderate words of negative emotion. Furthermore, the writers tend to benefit from increasing usage of cognitive words which invoke relatively high rates of positive sentiment [259].

According to a 2004 study by Kendall [173], in an attempt to create a model that allows learning about the emotional, mental and physical relations between the oral and written texts of individuals, researchers developed the LIWC engine. LIWC has undergone developments since the first version which was developed as part of an exploratory study of language and disclosure. A further innovation, the second version, LIWC2001 [257] was an upgrade of the dictionary alongside usage of more modern software. The latest versions LIWC2007 offers the merit of a more advanced software and dictionary options. However, despite the advancements, the software retains its initial design objective of analysing one or more language files faster and better while remaining transparent and flexible in its operations.

LIWC is largely applied in the field of social sciences to analyse texts quantitatively. Hence it counts the number of words [254]. The software was initially developed to address content analytic issues in experimental psychology and identify word features that can be used to assess the primary hidden psychological states of the writer or speaker. Moreover, by determining the elements in a text, it can classify it and predict the various associated behaviour outcomes which can after that be used for psychological applications [256].

### 2.6 Cognitive Science

#### 2.6.1 Emotional Intelligence

In his work “What is emotion?” [48], Cabanac argues that the world has so far not agreed or come to a consensus regarding a canonical definition of an emotion. However, he identifies a list of motivational states of consciousness that is largely dependant on pleasure. These states include: anger, fear, disgust, joy, sadness, and surprise. However, emotion can be regarded through the lens of events which humans get to experience hedonic content (i.e. pleasure or displeasure). For the majority of humans, emotions make up our everyday life, as very few people are in the position of being devoid of any emotions since they originate from the same part of the brain, the limbic system. Emotions
may change over time as people mature, develop and encounter new experiences as they require different triggers, but they are constant. In evolutionary psychology, emotions are deemed necessary for normal day to day living whether they are positive or negative [188]. Behaviour has been defined by the IRIS Center as activities which people engage in and can be visually assessed, quantified and occurs in a repetitive manner. This definition, however, does not bring to the attention of the reader that behaviour is a direct factor of emotion and ultimately manifests through the pleasure principle [139].

There are many types of emotions, from the basic emotions identified by Ekman and Friesen (2013) [99], to a range of secondary emotions. One differentiating factor is the origin of these emotions. An analysis shows that a relationship between developing of the brain and the emotion [328]. The basic emotion is the emotions a person has from birth and are less likely to change as one grows up since they already ingrained in the brain at infancy [137]. However, some of the basic emits can be modified by saying, for instance, changing the environment although the changes would not develop much over the life time. As for the secondary emotions, these are as a result of the child’s experiences from infancy throughout life basing on social and environmental experiences [326, 98]. For instance, as one interacts with friends and peers, parents, siblings, caregivers, peers, etc, they will invoke and evoke different forms of emotions depending on the nature of the interaction. Thus, secondary emotions are a factor of how a child views his/her surroundings and how the environment treats the child.

There is one common characteristic of emotions whether basic or secondary: the limited nature of uncontrollably of emotions and that emotions will always result in its disturbance of the initial setup before the occurrence. If emotions were fully controllable them, we would be emotionless (Lewis). As such, Basic emotions such as fear, anger, joy, sadness, disgust, interest, and surprise are all shown in early infancy expression and used by all cultures a basic emotions facial expressions are always done quickly without thought [160]. Thus, research supports the theorem that basic emotions are universal. Another theory of emotion is by Tomkins (1963) [326] and Ekman (1984) [98] who are part of the cognitive revolution of the 1960s and 1970s and its states that emotions “were discrete entities, separate from though interacting with other psychological systems including cognition” The theory had three components with the third being a consequent of the first to indent the subjective experience of emotions. The neurotic behavioural element is the most essential component [326, 98]. Supporting their research on Darwin (1872) [84], Tomkins and Ekman conducted tests on infants in the category of facial expressions across different cultures. The findings showed that the facial expressions in infants did not change regardless of different cultures, a reflection of the basic emotions neural features component. These were the basic emotions also known

---

1 The IRIS Center at Vanderbilt University in the USA is a national centre dedicated to improving education outcomes for all children, especially those with disabilities birth through age twenty-one, through the use of effective evidence-based practices and interventions: [https://iris.peabody.vanderbilt.edu](https://iris.peabody.vanderbilt.edu)
as the primary emotions [95].

Primary emotions and behavioural sciences have widely studied emotions as an essential element of human nature [306, 155]. Increasingly, this has been the case across the cognate field of computer science given the frontline applications of computers in the area of human interactions. Through the advanced concept of textual analysis. It has been possible to interpret the emotional aspect of communication into through computational linguistic. This has allowed the researcher to ensure moving detection through sue of the new concepts of textual analysis. However, there has been inadequately minimal efforts into detecting emotion from text. Shivhare (2012) assumes that its word appearance essentially represents emotional reaction of an input sentence [306].

2.6.2 Self Assessment of Emotions

Extracting emotions using self assessment is one of the most common approaches in the cognitive science, the Self-Assessment Manikin (SAM) (see Figure 2.2 has been commonly used in the approach of self assessment, it was first introduced by Lang in 1980 [185] and reported as a fast and simple method for self assessing emotions which can be used in different various contexts, the SAM as methodology have been used for decades [36], however, with the revolving usage of modern technology with advanced interfaces and methods of communication, it was essential to design a new methodology to support nowadays mindset [194]. The Affective Slider (AS) first appeared in 2016,
and where the design of the slider was used to capture the emotions instead of the SAM methodology and produced more efficient in the usage of the AS [25](see Figure 2.3).
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Figure 2.3: The “Affective Slider” (AS) [25]

### 2.6.3 Temporal Behaviour

Temporal behaviour is characterised by a change in behaviour patterns over a short time. This is especially true with regards to the digital age which sees trend creation develop and die on the daily. This is elaborated by Roenneberg (2017) [288] in his research on studying temporal behaviour on Twitter. Temporal behaviour is especially important in the marketing industry and can be taken advantage of to bring in numbers. Over the years, psychology as a field of study has focused more on scientific modelling and data collection of the field as compared to emotional intelligence importance and role [215]. However, over the past two decades, emotional intelligence has been categorised into ability and trait. The Trait Emotional Intelligence Questionnaire (TEIQue) [264] is an emotional intelligence assessment developed to demonstrate how individuals understand their emotions and how it reflects their communications with others. TEIQue was originally developed by Petrides (2001) [264] as part of his research at the University college of London. It offers variety in the type of audiences it can serve from grown-ups to children. It is widely used in the business industry as a tool of assessing employee’s capability adapt and cope at the work place by assessing how intelligently they control their emotions. TEIQue assessment is an emotional intelligence questionnaire that assesses emotional management from a personal perspective to a social aspect which eventually leads to relationship management with self and the rest [215].
2.6.4 Applications of Cognitive Science

As discussed in Section 2.4, the visual, vernal or written way of communication by an individual can pinpoint their personality traits. For instance, in the social media concept, a status update by a person when communication to the online community can use a wide range of forms of speech depending on factors such as age, gender or occupation. Though these updates, although primarily communicating, such a person can leave evidence of a particular personality trait(s).

In 1992, Costa conducted a research study on the possibilities of acquiring personality models of the Big Five personality traits through observation rather than directly asking the author or user [70]. The view is made on the linguistic input of a person by analysing his/her texts and conversation. The study also acknowledges other classification models that use the personality recognition in texts and blog postings. The results reported by Maitresse in 2006 were the first in the field to examine the identification of personality in dialogue, and to apply regression and ranking models that allow us to model personality recognition using the continuous scales traditional in psychology, also systematically examine the use of different feature sets, suggested by psycholinguistic research, and report statistically significant results [197].

A 2007 research study conducted by Pennebaker [254] determined which language style are significant of specific personality dimensions based on Facebook status updates from myPersonality\(^2\) as a dataset to build an engine that counts words in psychologically classified traits. The result of the research showed a capability to extract different features, emotions traits, social tones, and personality difference, which was later assessed and verified by Appling in 2013 [13].

Another application is in using machine learning approach to make improvements or investigations about the proficiency of play in avenues such as computer gaming [90]. The research and development in this direction, however, has not been exhausted with little impact being observed. For instance, while the experience of play is entirely a psychological phenomenon, it is noted that game designs have not widely adopted useful psychological theories, such as the nature of dispositions [228, 72].

Personality traits have been employed in the wider field of artificial intelligence (AI) where current studies have ventured into scrutinising methods to automatically infer other types of logical variations and differences in texts and conversations, such as emotion [247, 190], deception [230, 101, 131, 147], speaker charisma [289], mood [217], dominance in meetings [282], point of view or subjectivity [350, 355, 315, 312], and sentiment or opinion [38, 270, 248, 337]. However, while the me consideration in AI maybe contextualised or short-lived, the component personality is given a long-term perspective and is viewed as a more stable aspect of individuals [296].

Further research in this area shows that personality also influences other aspects of

\(^2\)myPersonality was a popular Facebook application that allowed users to take real psychometric tests, and allowed recording – with explicit consent – their psychological and Facebook profiles.
linguistic production [139, 183]. Strong relations have been observed between the Big Five dimensions with personality interacting and having an effect on them. For example, there is a clear-cut relation between the traits of the extraverts and the conscientious and the extraversion and conscientiousness traits and the constructive outcomes, and amongst neurotic individuals and those with disagreeableness [344]. Another case is personality “vices” – such as lying – which contradict the dimension of agreeableness across modes such as visual and acoustic. It is such inconsistencies that create the avenue for human judgement’s ability to figure out the cases of deception [144].

For instance, the individuals in the extraversion are outgoing and energetic with higher scores at deception while those in neuroticism are not good at lying. Moreover, the individuals in the agreeableness and openness category are good at identifying potential fraud [283]. Similarly, extraverts have demonstrated excellent public speaking skills [101] with a study on those who dominate meetings showing the extrovert features. Thus, the functions used to pinpoint introversion and extraversion automatically can also be used to detect cases of deception automatically [230].

Outgoing and active people – extraverts – are more successful at deception, while worried – neurotic – people are not as successful in this area [283], and people that score highly on the agreeableness and openness to experience characteristics are also skilled at identifying deception [101]. Newman (2003) and Bono (2004) claimed that features that used to automatically detect introversion and extraversion are also important for automatically identifying deception [230, 32], personality models can be applied to other uses to improve the accuracy of results [130]. For instance, opinion mining can use personality models to gain more valuable information. Also, the recognition of user personality in computer systems such as social platforms can be applied to other computer applications [32]. Such areas include but not limited to; online dating platforms where character can be matched from analysis of the user text messages resulting to a more prosperous relationships, identifying the right leaders in meetings that require analytical skills through examining the personality dimensions of the candidates, ensuring that tutoring systems are tailored to fit the learner’s personality traits and in language systems. Automatically recognising the author’s persona in quantity, could also improve language conception, as the differences among people affected in the manner of expressing the concepts [282, 243].

Another major area of application is in language and conversation where automatically Identification of the author’s persona in quantity, could also improve language conception, as the differences among people affected in the manner of expressing the concepts. As per current research, there are only two studies on programmed identification of user personality [150, 334, 235] in addition to our research. These studies have shown that users evaluation of conversational agents depends on their personality [55], which suggests a requirement for such systems to adapt to the user’s personality like humans are able to do [208, 113].
2.7 Summary

This chapter presented a critical review of the core psycholinguistic literature and the state of the art personality theories in the social science domain, summarising the strengths and limitations of personality theories as traits perspectives. A significant advantage of the trait perspectives is their capability to classify apparent behaviours. Several research studies reveal that observing the aggregate actions of people over time and in various situations provides substantial justification for the personality traits and categorised in the traits hypotheses [92]. Furthermore, the use of objective criteria for classification and identifying behaviours. A rationale for this that many trait theories (e.g. Big Five traits) were developed independently of others and eventually concluded the same classified personality traits [201, 264, 128, 92]. On the other hand, other studies argue that trait theories provides a false prediction of the behaviour in some situation where involves other environmental factors, and that combination of trait and situation parameters impact of the behaviour [35]. For instance, an extroverted person is excited by social communications and tries out social situations, but trait theory does not offer any evidence for why this might happen or why an introvert would avoid such situations [49].

Furthermore, this chapter highlights LIWC as a key application to analyse trait theory; LIWC is a critical algorithm used to extract the personality traits and emotions using lexicon-based approach. The broader application of this lexicon-based approach is attractive to researchers, especially with the rise of the social networks; a recent study [254] revealed a strong correlation between Facebook status and personality traits, opening the doors for more application of cognitive science within our daily-life bases and touching the human-computer interactions field. This chapter sets the foundation for the next chapter by highlighting the intersection between the cognitive science and human-computer interaction.
Chapter 3

Human-Computer Interaction

3.1 Introduction

Human-computer interaction (HCI) is a branch of intellectual science-based practical approaches and is aimed at establishing usage of devices and the components contained in their systems [54, 90]. HCI as a field of study is cognitive specific as it includes processing of information in the form of solving problems, making decisions, perceived concepts, alertness and pattern corresponding. HCI is becoming of significant importance as a method of achieving more high-quality, efficient and effective designs that are easier for the consumer to interact with. With the constant shift in consumer needs, HCI’s importance cannot be underestimated [310, 90]. Technologies are constantly changing and under significant upgrades which may or may not suit consumers’ needs, now and in the future. However, our world is shifting towards the concept of what people can do with technology as opposed to what technology can do for them [310].

HCI was initially designed to meet and improve five core goals: safety, utility, effectiveness, efficiency, and usability with the latter being the least promoted and advanced. However, these goals have changed over time and established a sense of revolution that encompasses usability as the crucial role of HCI. HCI as a topic is widely research-based and includes some areas that are progressive and some developing progressively. These include; use of multimedia, gesture identification, amplified reality; computer-based cooperative work, natural language processing, simulated reality and gesture recognition [210, 212]. As with any other form of technology, HCI is organised in a basic manner that can be simplified as an umbrella of sorts [152]. This is because HCI directly deals with various disciplines such as education, psychology, ergonomics, efficiency, and collaboration. HCI can be subdivided into smaller domains; for example, computer-supported collaborative learning (CSCL), computer-supported collaborative working (CSCW) and lastly computer-supported collaborative research [152, 90]. The domains are organised in such a way that subsequent domains are sub divisions of pre-
Usability as a factor of HCI has to be measured and analysed to verify its effectiveness and also as a way of finding out system gaps. There are ten rules which are proposed as basic foundations to guide the HCI usability verification criteria [152]. These are; simple, and natural dialogues should be easily identifiable, using of a user familiar language should be maintained, light memory loads for users to recall, consistency with regards to the system, transparency from developers to the users regarding the system. Others are; ease in exit executions, shortcut availability, easy error relay methods and solutions, error prevention while using the system and help and documented information regarding the systems to make clarifications when need be [152].

3.2 Applications

HCI has found applications in a variety of fields, especially education [310, 304, 50, 211, 21]. A primary aim of HCI research is to make the interaction with users as pleasurable and effective as possible, allowing researchers to look at technology from the user’s point of view. Humans interact with computers using all the channels that they get computer output from in the form of sensory input on their end. These include; visual channels, auditory channels, haptic channels and precise movement. This information has to be stored as various forms long term, short term and sensory. The aim is however not to store the information but rather to create a reaction which can ultimately be measured as the interaction with the computer. These reactions are factors of other external variables giving developers a very critical function of enhancing computer usability regardless of other factors [330].

3.3 User Experience and Usability

User experience – commonly referred to as UX – is a complex concept that can be divided into three camps regarding the relation to usability [287]. Namely, UX encompassing usability, UX complementing usability and UX as a factor contained within the spectrum of usability. It is important to note that UX and usability are very different concepts dealing with very changing topics and concepts. While usability deals more with making the users experience easier whilst using computer systems, UX deals with engaging other emotions of the user such as their interest and amusement. This way, computers may be usable but not necessarily engaging, thus failing on the spectrum of UX.

UX can be categorised into three broad dimensions: the user, the product and the interaction. These dimensions lay forth the foundation of UX development since it is essential first to understand the users needs for developers to make products [313].
Product aspects are primarily linked to the human emotions which the product evokes. These include, but are not limited to: memorability of the experience, the ubiquity of the system and the general perception revolving around the system. All these are considered as outputs from the system whose input include; appropriate product properties; proper consumer needs tackling, the usability of the system, cognitive associations with the system and finally the context in which the user is using the system from. The interaction in which the user finds themselves engaged in with the product sets forth a new dimension of research and gaps in UX development. Through data generated from the user and product interactions, developers can assess market gaps that lie not addressed and not searched [287].

It is important to note that user experience and usability are different concepts; this can be shown with the example of UX and usability creation. UX cannot be designed but can instead be planned for. On the other hand, system usability is practical to design as it does not inherently rely wholly on the user of the system. UX is composed of two Meta levels that are exhibited in all dimensions of UX; these two are the sense-making aspect of UX and the aesthetic appeal of UX. UX also addresses functional, physical, perceptual, cognitive, social and holistic dimensions of computing systems. As compared to system usability, UX is very subjective and depends wholly on the attitudes of the user during the moment at which they access the system. It is also not static as it progresses with time as users engage with it. This is a distinct similarity between usability and UX; however, context is king when it comes to UX.

In recent years, we have witnessed significant efforts to raise data and knowledge explaining UX and its relationship with usability [287], as well as within the wider field of software sustainability [341]. Of key concern is human emotion during the use of technology as it sets up the foundation on which user experience is laid upon. Based on past research findings, it is difficult to establish definite, specific results by studying conscious human experiences. This is due to the technicalities related to the broad field. Tests techniques are destroyed by incompatible definitions, various assumptions and the ever-changing human state of mind. These constrain thus bring forth human emotion as a gateway for inferences regarding UX and their importance [313]. The emotional facet of UX can be broken down into four main groups; competence frustration models, individual coping differences in human technology interaction, mental contents of emotional experience and non-conscious cognitive process associated with the appraisal process.

Emotional design is a branch of UX development that deals with the creation of products in the form of systems that elicit appropriate emotions. The main aim of the emotional design is to manipulate or evoke positive emotions from the users [191]. Developers thus have to consider the relationships established between users and systems constantly. These relationships can either be negative or positive. Negative relationships curtail the amount of trust that a user gives to systems and becomes rather careful during
use. Positive relationships, on the other hand, create bonds with the users in the form of memories which peek at the interest of the users. The context of the type of relationship established influences the users final emotional indulgence with the system. For example, horror-themed games elicit fear which is a negative emotion, but at the same time, fear adds to user adaptability by boosting adrenaline from game use.

Emotional connections act as central connectors between the world and human capacity to learn. Human emotion can be categorised into three levels; visceral, behavioural and reflective [287]. Visceral emotions are those elicited when we first encounter the system. This forms the basis for adaptability of the system by the user and aesthetics coupled with the products ability to address consumer needs play a great role. It is therefore essential to first obtain data regarding market opinions on the product before exploring production. The behavioural, emotional design is the usability of the product. Usability in this context is with regards to how effective the system is, how satisfying its use is and how efficient it is. General concept formation clouds this stage of emotional acceptance regarding the product or system and clear opinions have already been established [191]. The final form of emotional design is experience based and makes second purchase/adaptation predictable. It is dependent on the cognitive features of the user and uses objective analysis to affect future decisions.

Every human interaction made by humans is emotionally aligned in a specific direction [191]. It is thus essential for developers to factor in how users feel while using their products. User emotions are a factor of external and internal factors. Human emotions are of two main streams; dimensional perspective and discrete perspective. The last sets forth human emotion as a sum of categories that can be further divided into other sub-categories that come about as a result of human action-reaction interaction, that is, fight or flight coping mechanism [191]. However, this stream of human emotion is limited to a controlled set of external factors that may affect the user thus making human emotion dimensional since it can take various dimensions due to its context. Choosing emotion is crucial as it directly determines the final consumer adaptation of products.

3.4 Usability of Complex Information Systems

3.4.1 System Events

The computer systems world is organised into clusters and structures that could at first appear as very simple due to the final user interface in which they are represented [182]. However, most systems are very complex and require input from various factors for them to be successful. The complexity of systems includes; work complexity, information complexity, technological complexity and topic complexity [182].

All forms of complications have a variety of input which exists in more than one type and works synergistic-ally for the system. The systems in-processing is specific to
the system, and so are the outputs. However, outputs appear more straightforward than the processing involved. A good example is the buying action of consumers. While it may seem like a simple action brought about by the need to satisfy a need, buying is a factor of both internal and external consumer-related factors and is affected by other market drivers. With regards to system engineering, the term complexity is very diverse and can range in its spectrum of meaning. Complexity may arise from the presentation of data, non-linearity of data, numerosity of data, data organisation, lack of central control of data, the spontaneity of data and feedback associated with the data [26].

Complex information systems have to be developed while paying close attention to consumer usability and user experience. Despite their complexity, ease of use and user emotions have to be well thought of and executed. Thus, complex information systems are a broad set of information technology that deals with processing, evaluating and analysing data. Computer systems can be categorised into complex systems as they involve the incorporation of various aspects of computing to achieve set objectives and functions [26]. This is shown by simple computer applications such as word processors that use text formation and visual confirmation which may sometimes be aided by audio endorsement to create desired sets of documented info. Computer systems usability may, however, be phased with challenges in the form of system status. These statuses include system idle, system error, system down and system slow [117]. These status couples the computer during usage and is set by default on the system’s framework.

Web-Based Applications

Web applications have been around even before the popularity of the World Wide Web. For instance, Larry Wall (1987) [342], developed a server-side scripting language named Perl before the mainstream of the internet. In the early 90s, the first web applications were developed to perform simple functions [246]. Nowadays, current web applications classified as complex applications as it is used across the globe to perform complex functions (e.g. taxes, online banking, socialising and more) [121].

The web application uses the Hypertext Transfer Protocol (HTTP) protocols [108]. The web application consists of two main components: client and server. The “client” is the application used to enter the information, and the “server” is the application used to store the information [24]. Web applications generally use a mixture of server-side script (e.g. PHP, JSP) [145] and client-side script (e.g. Javascript, HTML5) to produce an application [110]. The client-side script handles the visualisation of the data while the server-side script deals with the back-end functions [24]; for instance, handling the server connections, storing the information in the database, etc.

Hypertext Transport Protocol (HTTP) is a stateless application-level protocol that is used for distributed, collaborative and hypermedia information systems [108]. HTTP integrates servers as the key information transfer mechanism between the user and itself. Users send requests to the server which creates a response back to the consumer in the
form of an HTTP protocol. The chain of command is straightforward but may include other parties designed to send out information within the request-response chain. An excellent example of such an intermediary is the existence of a proxy that is used to send out information and acts as a gateway or forwarding agent [108].

HTTP includes the following elements: text marked up using HTML and CSS, scripts, and hypermedia [108]. Hypertext is first media in the form of text that can be viewed easily by users and can contain connected networks called hyperlinks to other hypertext. Hypermedia is the representation of hypertext in modes that represent pre-determined sets of logical extensions. Hyperlinks, as the name suggests, are network structures formed over and around the web to create links to related information from one source to the other. Scripts are instructions that can be made and put into action by the user from their end. HTTP as a concept is primarily built on its simplicity which enhances the ease of use coupled with faster response based platforms that interact with the user quickly. Client requests are independent and co-occur due to the amount of capacity that is built on the framework of the HTTP system use [108].

### Statues of Web Applications

Web applications are commonly to experience a variety of system status that includes but are not limited to, system errors, hardware malfunction (Server Down) Runtime/Application errors [358] and Server Slow Stop Error (Termination) [132]. Server errors are more severe in effect as they affect a chain of user computers which rely on them for functionality. It is thus important to constantly upgrade, maintain and assess data provided by servers after they have decoded system information [165].

**System idle** is commonly displayed by computers on the task manager and comes with clear declarations of the username it bears on the system, the memory it occupied within the system, and a general descriptor used to describe it [313]. During system idle, the process runs in the background with the primary aim being continuous processing of instructions in the computing unit. The idle system status allows one to know how much of the system is not under usage from other processes. System idle is constant and appears in the task bar every time. The values of system idle range on a wide spectrum between individual computers due to internal and external conditions.

**System error** is a default setting that acts as a warning mechanism to alert users of incompatibility of systems running on the computer and the inherently built system [117]. System error is a temporary status for most computer systems and requires the click of a button for it to disappear. Most errors as indicated above show incompatibility and are a result of safety concerns within the system. Fatal system errors lead to system stop or crash [182]. In modern web systems each type of error has a standard HTTP error code, in 1999, Internet Engineering Task Force (IETF)\(^1\) divided the error codes as
following indicating any 5xx server error is an indication of error cause from the server side. [108]:

*System down* is another form of computer status. This is mainly a concept of computer software and applications. During system down, the system undergoes a crushing event in which it loses its intended functionality and exits from the system. System down is characterised by information hangs and in the worst case scenario [132], fatal system errors which break down the whole computing system. This status is mainly as a result of inputting the wrong set of information into the system primarily in the form of key instructions. The instructions may overlap and have a ripple effect on the system thus causing failure [117].

*System slow* as the name suggests is a system status primarily based on processing speed. It is associated with the continuous flow of information that may serve as inadequate in executing specific functions of the system. System slow is performance-based and evaluated. System errors are either handled automatically by built in systems within computers or manually by the users. If manually done, the system provides guidelines which are in the form of displayed text for the user to follow. The instructions can range from simple to complex actions with regards to the type of error [117]. It occurs due to a variety of dynamics such as: internal computer factors such as space contained, number of processes being run on the computer, type of computer and capacity. External factors can include; data being input into the system which may be faulty, software introduced into the system which could induce the lag, system hardware elements.

### 3.4.2 Response Times and Human Perceptions

For decades researchers investigated the relationship between the response time of a system that satisfies the user [83]. According to Miller [216] and Myers [224], the server response time can be clustered into three main points *Discontinuity of waiting time at 15 seconds* and *Time recovery from errors and failures* and linked to the performance of the user after recovering from those two errors [231][232] 0.1 seconds, 1.0 seconds and 10 seconds. The 0.1 second, indicate that the system is working idle and displayed the requested output to the user. while in case of, 2 to 10 seconds, the user starts to lose that the system is slow and that there is not operating as expected, furthermore, more than 10, 15 seconds, clearly indicates to the user that the tasks has occurs an error and the system is not expected to return any feedback to the users.

**Server Response Analytics**

Technology as a field has brought with it tools of trade that make everyday living experiences much faster and simpler [268]. This is especially true in the analytics world.
The diversity in types of internet based media has generated tones of data that needs to be analysed as it represents the consumer directly. One of Googles most useful tools in analysis is the Google Analytics which is an analytics tool that includes tracking websites and accessing reports to view data that is collected from the websites [268]. The tool can thus be used to estimate the status of data servers as the reports suggest direct relationships with website status and ultimately server status, part of the reports provided by Google analytic is Average server response time, the time for the server to respond to a user action or event.

3.5 Summary

This chapter has presented and critically reviewed the key domain literature of the wider field of human-computer interaction (HCI), recognising the importance and impact of the HCI domain, providing the theoretical and practical foundation for design and developments that make it easier for users to interact with digital devices [194]. The user usability is a critical factor of the HCI domain to measure the effectiveness and systems and interfaces; however, the user experience interested more of the cognitive science, emotions and user’s behaviours [310]. The emerging of the cognitive science with user experience leads to the development of a new branch called emotional design that deals with the user’s emotions and behaviours opening a new topic to attract researchers from a different discipline (e.g. system design, marketing, business development) [225]. The chapter sum up the system status and human-interactions from two perspectives technical and human perception. With broadly identify four system status from a technical perspective that includes System errors, hardware malfunction (System Down) runtime/application errors [358] and System Slow and running idle mode System idle. The technical classification aligns with the three response time limit theory introduced by Nielsen [231], a concept based on the human perception of server waiting time. Nielsen argues that even a few seconds’ delays are enough to create an unpleasant user experience, triggering various emotions that affect their interactions [232]. In the following chapter, we will focus on the use of emerging – and increasingly impactful – domain of artificial intelligence and machine learning in the context of linguistic analysis and HCI.
Chapter 4

Artificial Intelligence

4.1 Introduction

The “digital” era has become almost ubiquitous – especially in the developed world – with technology finding its way into the home, businesses, government, military, environment, education and healthcare [293, 192]. There is an ever-increasing market demand for intelligent machines and intelligent approaches to a variety of domain problems. This is mainly because of demand and competitive nature – higher capacity and ease of access, processing and analysing of data whether input or output [192]. This need has thus lead to the awareness, growth, development and application of artificial intelligence (AI). AI can be defined as the science (and art) that aims to create human-like intelligence capabilities in machines. While existing traditional computational paradigms are fundamentally limited by physical constraints, they are not limited by the biological constraints as for human intelligence. The application areas of AI and users are diverse (and widening), and certain AI applications have already surpassed their expectations falling into a class of technology referred to as part of the singularity event phenomenon; this category of AI has developed at a near-exponential rate [308]. With AI finding use in applications such as autonomous vehicles, statistical analysis (especially through the application of natural language processing approaches) and medical diagnostics, its superiority over humans has already been established [200].

AI as a broader field of study is founded on the basis that intelligent thoughts are a way through which computation is established; that is, one that can be formalised and ultimately mechanised [308]. This means that knowledge has to be firstly represented and then manipulated. Knowledge representation is solely based on human imagination and perception of specific items. Knowledge manipulation, on the other hand, is solution based offering solutions to problems designed by the human imagination process [308].

The development and application of AI comes with both positives and negatives; the advantages include: development of autonomous vehicles, lack of cognitive bias, high
flexibility and adaptability, and variety regarding applications\[308\]. Furthermore, AI systems are very flexible since they can be easily re-purposed to suit specific needs as compared to human experience which may be aligned in specific fields of interest and savvy\[233\]. Its flexibility also comes from the variety which it exists; this means that the scope of application is very wide and easy to integrate\[227\]. Autonomous vehicles are of a wide range including cars, industrial systems, analytic systems, cognitive science\[338\] and medical systems to state a few. The introduction of the automated system not only introduces more capacity in what can be done at a go but also creates a higher chance of accuracy\[65\]. The disadvantages are primarily represented as risks associated with AI as a field, as well as its potential applications – AI systems lack cognitive bias in that they operate based on statistical data pre-fed into the systems and thus limit chances of error as compared to systems that are human operated. AI has not been able to function as full-brain activities such as self-consciousness, self-control, self-control and self-motivation. Furthermore, other limitations of the AI, is lack of original creativity as any AI engine base it is choices and decision based on pre-defined data\[119\].

The wide applicability and potential of AI use come with great risks that are directly translated into challenges that are already taking shape. Risks as a challenge from AI adaptation can be looked at as either being a positive or negative risk\[308, 348\]. Positive risk is risks initiated by developers as a vision of the potential opportunity or failure of the system. Negative risk, on the other hand, is the type of risk associated with loss of the chance\[308\] – AI as a field faces human misuse as a major risk in its implementation. AI developers have to be extremely careful when carrying out a risk assessment to reduce human misuse of their developments, with the emerging field of “ethical AI” taking shape. Humans tend to be selfish and could manipulate AI to carry out agendas of self-interest which fall back on the developers\[175\].

### 4.2 Computational Intelligence

Computational intelligence (CI) is the ability of a computer to learn a specific task from data or experimental observation\[97, 100, 96\]; while there is no commonly accepted definition of computational intelligence, it is recognised as a sub-branch of AI and commonly considered a synonym of soft computing. According to the IEEE Computational Intelligence Society, CI is “a domain focusing on the natural intelligence and behavior”. The main objective for researchers in this field to link the Nature with artificial methodologies to replicate the Nature activities inhuman to a computer intelligent activities in an attempt to improve the efficiency and benefit from the computer advantages. The three main areas of CI are neural networks, fuzzy systems and evolutionary computation\[97, 100, 96\]. This section focuses on the core parts of CI that are used in this study as following neural networks, with in-depth discussion to wide range of neural network applied (see Section 4.2.1), natural language processing (NLP) (see Section 4.2.2) and
4.2.1 Neural Networks

Neural networks are generated and developed as a way of increasing the effectiveness of machine pattern classification. As with biological neural networks, machine neural networks are specific and bound to limitations of their specificity and can be simple or complex and highly integrated. This means that they only give an output of what they are programmed to provide as output. Neural networks have anticipatory capacities and are considered as new age mathematical, computational methods which are used to solve unanticipated dynamic problems in developed behavioural systems during a specific time or period [2]. These connections thus have the ability to unravel based on pre-learned patterns by use of vast survey models that can anticipate various variables. Neural networks can process information at increasingly faster speeds thus rationalising the time that would have been used if other methods were used.

Neural networks are grouped into two broad paradigms: unsupervised and supervised. Unsupervised neural networks are best suited for the purposes of clustering patterns and can be approached in three ways: self-organising feature maps, competitive learning, and adaptive resonance theory (ART) networks [309]. Supervised paradigms are established to be universal approximates of continuous/discontinuous functions and are thus suitable for applications where approximations are made regarding the input and the output data. In this case, the network is first trained using specific input and output that is approximated. Based on this, inputs are then fed into the network to counter check that the output map reflects the original map from the comparative data. In software engineering, neural networks have found practical use especially as test oracles, effort estimators, and cost estimators.

Multilayer Perceptron

A multilayer perceptron (MLP) of neural networks is a variation of the novel perception model proposed by Rosenblatt in 1957 [290], in his research work “The perceptron: A theory of statistical separability in cognitive systems”, and is a class of feedforward artificial neural network. Rosenblatt explains that future electric and electro-mechanical systems would be able to learn and thus recognise similarities or identities between patterns of optical, electrical or tonal information in a manner which may be closely analogue to the human brain [199]. The systems would be dependent on a probabilistic model of operation as compared to the use of a deterministic principle-based approach for its operation. Further, the system would be able to work well with large populations of diversified elements. Once the system had incorporated all the above, it would be referred to as a perception [199].
The modern model for multilayer perceptron is not dissimilar from this model and includes the use of backpropagation training algorithm [280]. The network is designed to bear one or more hidden layers between its input and output layers. The neurons are also arranged in layers, with connections arising from the lower end all the way to the upper layers. However, neurons located in the same layer are not interconnected [280]. With regards to numbers, the network design is such that the number in the input layer is equal to the number of the measurement for the pattern problem and the neurons number in the output layer.

**Random Forest Trees**

Random Forests is data classification approach that creates random trees and primarily used in fields that classify data by creating random trees [40]. The main advantage of random forests as a method of classification is the ease of interpretation which it offers to the end users. The data obtained is easy to explain and interpret. Random forests can be as a factor of various variables as the trees formed different support variables. These trees can term as simple algorithms that show relationships in a tree-based approach [40]. This approach solves problems from a bagging approach in which different variables clustered in different ways and the final result obtained by getting the average across the different trees. When creating random forests, it is crucial to consider homogeneity of the data as this enables clusters to established on the right principle background [40]. Random forests, in essence, work the same way as deeply connected neural networks by creating simple multi-layers of information in the form of input or output.

Random forests application is broad due to its ease of operation and interpretation [40]. They are however mainly applied in the analysis sector as they form the broad range of algorithms, meaning that they can be used in regression and individually as a tool in machine learning. Their efficiency in this specific field based on pre-training and input data previously provided. In classification, random forests used for internet traffic interception, video and other media classification, image classification, and voice classification. All these uses can be termed as media classification as they are different forms of media.

Random trees are classification tools that can also be used to solve regression problems as with random forests mentioned above [40]. Random tree classification works by the use of input information referred to as the vector which classified into a tress classified in a forest. The outputs of the resulting class become the final classes. Trees within forests undergo the same type of training but have specific training sets for individual tree allocation. The vectors occur in random subsets that will be present or absent in a random manner or subspace. Errors are unavoidable when using random trees. However, by establishing reference error limits during the training, it reduces the errors [40]. Random trees have advantages over other types of data in that they are easy
to read, can manage both statistical and categorical data, and perform well on large data-
sets, extremely fast, easy to understand. However, they also require algorithms which
demand allocation of various optical choices making them a centralised option for clas-
sification [40]. The other disadvantage is that they are inherently prone to over-fitting
of items due to the amount of specificity required while making them. According to
Breiman and Cutler (2004) [40] random trees grow based on the following; firstly, if
the amount of instances in the training set is $N$, sample $N$ cases at random - but with re-
placement, from the primary data. This training set will be consisted of the samples and
used as the training set for developing the tree. Secondly, if there are $M$ input variables,
a number

$$m << M$$

is specified such that at each node, $m$ variables are selected at random out of the $M$, and
the best split on this $m$ is used to split the node. During the forest growing the value of
$m$ is held constant. Lastly, each tree grows to the most significant extent possible. There
is no pruning of the trees.

**J48 Decision Tree Classifier**

The ID3 (Induction of Decision Tree) method is used generate a decision trees from the
dataset and were introduced by Quinlan (1979) [275]. In early 90s, Quinlan (1993) [277]
produced the C4.5 method is an extension of the ID3 methods, and has been used for
classifications purposes [153]. Furthermore, Quinlan (1996) [276] developed the J48
classifier is an improvement classifier based on the C4.5 method. The decision tree
generated by the J48 classifier is referred to as a statistical classifier as it creates trees
based on datasets [251]. J48 is part of a larger group of classifiers mentioned above;
supervised classifiers. It works by deciding the target value that is the dependent variable
of a sample based on a variety of characteristics. In between the branches of different
classes exists nodes that dictate the outcomes that the characteristics can be seen in the
sample population. The predicted variable is referred to as the dependent variable [251].

**4.2.2 Natural Language Processing**

Natural language processing represents a programmed method of carrying out analysis
on writing founded on models and technological expertise [189]. The semantic is very
theory motivated, allowing very large variety of automated methods for carrying out
analysis and expressing normally. Output strings occur naturally relate to various lan-
guages, modes and genres which the text can take [189]. Natural language processing
originated from various disciplines; linguistics, computer science, cognitive psycho-
logy, electrical and electronics engineering, robotics, mathematics and artificial intelli-
gence [61]. Linguistics forms the formal structures of language while technology from
The main aim of natural language processing is to build database or generate summaries in a manner that was human-like. Artificial intelligence was denoted as natural language understanding. It was mainly composed of: paraphrased input text, translated texts, answered questions regarding the context and drawn up inferences. On the contrary, natural language processing has its main goal as achieving natural language understanding [189]. The systems work by maintaining dialogue with the user as part of database retrieval [7]. This means that other than information retrieval, natural language processing is also used for machine translation, expert systems, speech recognition, artificial intelligence and question and answering as part of the analysis [61].

One of the common applications of NLP is with chatbots [305], which works as an intelligent agent to respond to customer’s inquiry grounding on NLP to understand the context of the conversation, which is able of managing any situation of dialogue with people (for example, api.ai, Microsoft Language Understanding Intelligent Service (LUIS)) [213].

4.2.3 IBM Watson Tone Analyzer

The IBM Watson “brand” is as a well-known term for a broad range of various intelligent applications including emotions recognition, expression recognition, NLP and sentiment analysis [157]. The IBM Watson’s Tone Analyzer basic fundamental working principle is rooted in human behaviour and thus factors in how humans interact with the world. This can be simplified through the Big Five personality traits and emotion; fear, disgust, anger, joy, and sadness. These five are both as a result of needs from people and values imparted to them by the society. The tone analyser factors in these two while generating output from language input made into its system as it generates answers of questions depicted in the form of natural language, IBM Watson follows the LIWC approach as discussed in Section 2.5.3, furthermore, in the emotion extraction, IBM Watson based their research on emotion lexicon [343, 176]. Concerning the Big Five, the system describes them in three major ways; facets, the range of characteristics and primary and secondary dimensions [187]. Characteristics have descriptors that lead to single term eluding personal traits. This kind of behavioural forecasting is essential, especially in emotional mining and marketing. According to a 2014 technical report from IBM [157], for the human analysis, IBM used a well-known annotation crowdsourcing
| Emotion  | Description |
|----------|-------------|
| Joy      | Joy or happiness has suggestions of pleasure and satisfaction. It is a feeling of safety and comfort [133]. |
| Fear     | A reaction to threatening dangers. It is a survival approach that is a response to any negative motive [245]. |
| Sadness  | Shows a perception of losing. Sometimes sadness is noticeable when a person is seen to be calm less active and isolated [169]. |
| Disgust  | An emotional response of disgust to something considered offensive or unNLeasant. It is a sensation that refers to something revolting [62]. |
| Anger    | Triggered due to abuse, conflict, embarrassment, carelessness or dishonesty [327]. |

Table 4.1: Emotion codes for IBM Tone Analyzer

platform called CrowdFlower, which filters the participant to choose the top-rated annotators for the task, five participant had to confirm the classification of the sentence to ensure the highest quality of the annotation process and eventually comparing the $F1$ score for each analytic tone the overall difference were acceptable which indicate that the tool is working in a good performance. The Tone Analyzer looked at five different emotions (see Table 4.1) [157].

Earlier released of the engine used the LIWC with its machine-learning approach. However, the open-vocabulary engine just performed better than the LIWC-based approach.

### 4.3 Machine Learning

Machine learning is one of the most popular and rapidly growing fields in the wider AI/computer science domain. The increase in the digital technology and the social networks played a major role in increasing the integration in our daily life and widen our digital footprints and rate of data generation which require a quicker processing to relay specific information [10]. This leeway from data has not only challenged machine learning but also caused a push and diversity in the way we look and engage with at machine learning as a concept [311]. Machine learning takes various forms of our everyday technology use and is mainly used to re-arrange and re-organise data. For the last decade, statistical data has been flooded by estimation models of actual situations.
This is mainly due to the bulky nature of data. This means that the data classified was not categorical, lacked data points and had spread out data points. Machine learning is the science that deals with understanding the ways through which machines improve how knowledge is acquired [309]. Machine learning allows systems to learn directly from examples, data, and expertise. To increase expert performance, knowledge has to be smart and very specific to enhance the process of knowledge engineering.

Machine learning can be categorised into two types: inductive and deductive machine learning [309]. As the name suggests, deductive learning works by deducing information. It uses past knowledge and facts to infer outcomes or new knowledge. The system works by clustering information from large data into simple easy to understand knowledge. On the other hand, inductive education forms establish computer programs/knowledge by mining rules and designs from large data clusters [309]. Machine learning largely overlaps with statistics and finds its basis in statistics algorithms. There are a variety of uses of machine learning including. These are search engines, natural language processing, medical diagnosis, bioinformatics, cheminformatics, and stock market analysis. Additionally, speech and handwriting recognition, genetic sequencing; game playing classifying DNA sequences, object recognition in computer vision, robot locomotion, and banking; credit card fraud recognition [309].

The future of machine learning is of great importance to its users. This is mainly because of the role which it plays in knowledge generation. It is therefore of key importance for developers and societies, in general, to think critically and carefully regarding the role of machine learning in the society [311]. Research has to change its focus and aim at taming the various benefits that can be brought forth by machine learning. These benefits also have to be shared across the society for them to be of great impact. Some areas of machine learning require public acceptance for them to be impactful in the community at large. Researchers can engage themselves in issues surrounding algorithm interpretability, robustness, privacy, and fairness, the inference of causality, human-machine interactions and security with regards to the future.

### 4.4 Classifiers and Regressions

Data mining is the process through which patterns are derived though analysis of information presented as data which later becomes a source of knowledge [135]. Data mining uses co-relations and establishes various relationships among a given set of stored datasets. Through data mining, businesses are able to predict the future trends in consumerism and business approaches. Classifiers and classification analysis as the name implies classifies data into various clusters and is used as a data mining technique. It involves a dual-phased process, that is, model construction which precedes model usage. In model construction, the classes are pre-determined and classified under sets of rules, decision trees and mathematical formulas [135]. Model usage on the other hand
classifies unknown objects. It is very useful in estimating the accuracy of the model since it uses a pre-determined label of experimental specimens which are related to the categorised data from tested models. There are a variety of algorithms used for classification, namely; regression trees, decision tree induction, rule-based classifiers, Bayesian classifiers, nearest neighbour classifiers, support vector machine, ensemble classifier, artificial neural network, rule based classifiers, decision tree induction, nearest neighbour classifiers, Bayesian classifiers, artificial neural network, support vector machine, ensemble classifier, regression trees [135].

Regression analysis is a form of predictive modelling that is frequently used to determine the relationship between dependent targets and independent variables otherwise called predictors [161]. This form of analysis is thus primarily used to estimate or predict relationships between various variables. The model established through this form of analysis indicates the importance of established relationships and the effect which more than one variable may induce on the dependent variable. Factors are pre-determined using the foundation that one factor is defined as the dependent/explained while the other factor is referred to as the independent/predicting variable. While working with regression, the variables show elasticity in nature with regards to their economies of scale or existence; regression thus helps find out the average correlation amongst a group of associated examinations that are expressed through the use of a regression equation [161]. There are various forms of regression with the specific types being situational and variable specific. Namely, they include: polynomial regression, step-wise regression, logistic regression, lasso regression, elastic net regression, linear regression and ridge regression.

4.4.1 Linear Regression

Linear regression is an approach to statistical analysis that assumes that the relationship established between a variable and an independent factor fit in a linear scale. The variables can be one or more. There are various forms of linear relationships established between different factors. In the case of a single variable, the relationship is termed as a simple linear regression while in case the variable is more than one, the relationship becomes a multiple linear regression. Multivariate linear regression on the other hand involves multiple co-related dependent variables. Linear regression adopts the use of predictor functions expressed in a linear manner making use of unfamiliar paradigm limits that process set of data [303]. Linear regression is the most widely read on and oldest form of regression known [316]. In simple linear regression, the predictor variable \( x \) is represented with a scalar response variable \( y \). The model however makes various assumptions; that a weak ergogenous exists between the predictors, linearity in the relationship between the variables, constancy in the variance in errors, independence of errors, and lack of perfect multicollinearity in the predictors. During data forecast and with the use of linear regression, past information is used to forecast trends that vary in
usability depending on the person undertaking the analysis. This form of analysis is also used widely in the business field to pre-determine occurrences, manage product quality and assess the differences established in data types as input in decision making [161].

### 4.4.2 Multiple Linear Regression

As indicated previously, multiple linear regressions include the existence of more than one variable with relation to a single independent factor. The relationship works to fit the information obtained from data into a single linear equation and as with linear regression, the relationship between $x$ and $y$ has to be established. The variables are expressed as:

$$x_1, x_2, x_3, \ldots, x_p \quad (4.2)$$

where:

$$y = b_0 + b_1x_1 + b_2x_2 + \ldots + b_px_p \quad (4.3)$$

This line shows how the mean response $y$ changes with the explanatory variables [356]. The observed values for $y$ vary about their means $y$ and are assumed to have the same standard deviation. The fitted values $b_0, b_1, \ldots, b_p$ estimate the parameters $0, 1, \ldots, p$ of the population regression line. Multiple regression is great model for establishing variable linear relationships.

Multiple linear regressions include the existence of more than one variable with relation to a single independent factor. The relationship works to fit the information obtained from data into a single linear equation, and as with linear regression, the relationship between $x$ and $y$ has to be established. The relationship between independent and dependent variables is established by using regression standard multiple regression where all of the independent factors are combined within the regression equation at the same time [161] $R$ and $R$ are used to determine the power of relations amongst the dependent variables [161]. Multiple regressions are great model for establishing variable linear relationships. This form of regression analysis best befits the forecast of a continuous dependent variable from a variety of independent factors. Multiple linear regression can be further categorised into either hierarchical or step-wise multiple regression. In hierarchical or sequential regression, independent factors are submitted in binary steps, and the statistical change in $R$ is applied to determine the significance of the variables introduced in the second stage [161]. Step-wise or statistical regression, on the other hand, is useful in identifying the subclass of independent factors which display the strongest relations to the dependent factors more economically inclined with regards to regression analysis [161].
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4.4.3 Ordinal Regression

Ordinal regression can also be referred to as ordinal classification. This model of regression is widely used for the classification of ordinal variables [356]. These are variables which have values on an arbitrary scale thus creating a situation whereby only where the relative ordering between different values is of importance. There are two main examples of ordinal regression; ordered logit and ordered probit. The main use for ordinal regression is in social sciences where sociological literature is a factor of importance [356].

4.4.4 Multinomial Logistics Regression

This is another model of regression that is commonly used to provide estimations regarding nominal dependent variable given one or more independent variables [64]. Through constant updates and research, this model has been consequentially referred to as being somewhat an annex of binomial logistic regression that offers a platform for the dependent factor to have more than two classes [20]. This means that it is paramount if the dependent factor contains more than two nominal or ordered categories. Multinomial logistic regression results to dependent variables that exist in the form of dual ship and independent variables that are incessant and or specific [20]. When using multinomial logistic regression analysis, dummy coding is frequently used as a tool of the trade. A close relationship with other types of regression is that multinomial logistic regression also exhibits the ability for the nominal and continuous independent variables to interact. It is widely used in risk analysis as it offers an advantage over other types of regression analysis methods [20].

4.4.5 Binomial Logistic Regression

This model of regression is similar to the multinomial logistic regression model. It is commonly referred to as logistic regression and predicts probability on the basis that tendencies, as noted above are very binary with regards to the number of dependent factors founded on more than one independent variable. If the groups are more than one, we have a multinomial logistic regression [214].

4.4.6 Mahalanobis Distance

The Mahalanobis distance is a method of measuring distance between a point and a distribution centre [207]. The points were defined as P while the distribution was defined as D. This theory is a way of establishing proponents that could cause deviations from the point P to the mean dimension of the distribution point D. It is commonly used in
classifying data and involves consideration of variances that may occur within different data clusters [207].

4.4.7 Naive Bayes Classifier

Naive Bayes classifier is a cluster/classification technique that users the Bayes theorem which asserts a level of independence between variables [249] and features that are to be classified. This means that the theory assumes the existence or non-existence of very feature is not connected to other features of the objects to be classified [218]. As demonstrated by Gabriele et al. (2016) [329], a Naive Bayes classifier is best suited for dataset that is heterogeneous, incomplete, of small set sizes and categorical variables. Different datasets include data is very categorical and involves variables such as gender, nationality or race. The incomplete dataset is data that may have other attached variables to it. A good example is education level which can be a factor of nationality and gender [329]. This type of classifier is most widely used in machine learning that requires the use of heterogeneous sources for data such as social sciences. Robotics integration into the human world is increasing at a swift rate, and thus the need to study their cognitive behaviour is important since it forms a basis of knowledge on how they adapt to various social environments.

4.5 Sentiment Analysis

Sentiment Analysis is a form of information analysis primarily employing a range of techniques to obtain individual clusters of information from test data provided [249]. Sentiment analysis uses include, though they are not constrained to; business intelligence, politics, and sociology. Data used for sentiment analysis is not limited to what users say but can also be analysed from what they prefer when they are on internet-based platforms [22]. This includes the videos they choose to watch, the sites they visit, the kind of information they look for and the items they upload. These leads to their opinions and sentiments since they are first-hand choices made by the user. Sentiment analysis is readily available for data mining since the social media industry has been on an upward growth curve. The ability to link different platforms also makes it easy to obtain more specific and accurate data.

According to Ghazaleh et al. [22] sentiment analysis is multidisciplinary and examines attitudes, emotions, opinions analysis regarding people oriented organisations, services and with other people. Other are events, topics and includes multiple fields such as natural language processing, computational linguistics, information retrieval, machine learning and artificial intelligence. However, sentiment classification approaches can be classified into three main methods: lexicon based, hybrid approach and machine learning [82]. In the machine learning approach, sentiment analysis is used to predict how
polarised sentiments are based on trained as well as test datasets. The lexicon approach does not take into account previous training or induction but instead uses a pre-existing list of words that have been previously defined to assert certain sentiments. The last approach; the hybrid approach is a combination of machine learning and lexicon-based approach. This approach is the most diverse and has a better potential of improving sentiment classification performance [82].

The use of sentiment analysis dates back to the spread of the Web in the early 2000s. It has undergone development into various morphological states but can be categorically classified into five major steps of analysis; sentiment classification data collection, sentiment detection, text preparation, and lastly presentation output [82]. As the name suggests, data collection involves gathering information from the source. Natural language processing and test analytics are used to extract the data since it is bulky and disorganised making it impossible to collect manually. Text preparation is a data clean-up process before analysis and involves removing all the unwanted content. Sentiment detection is an examination phase where the subjectivity and objectivity of the data are verified. Objective data is discarded while subjective data is stored. The last step; presentation of output is the end goal of sentiment analysis as it converts various personal information to specific and meaningful data [82].

However, despite its importance, sentiment analysis can pose challenges when using it and often end up providing incorrect results. Opinions are shaped by trends, social status, economic status, geographical factors and even political factors. This means that opinions may not be as independent as they should be. The bias created by factors affecting the opinion of people consequentially means incorrect results when it comes to sentiment analysis. Sentiment analysis also faces the challenge that emanates from ambiguity that can couple social media posts [226]. Posts being analysed contain may contain forms of opinions that are ironical and sarcastic which is very difficult for analysing tools to detect.

4.6 Summary

This chapter summarises keys elements of the intersections between social networks, artificial intelligence, natural language processing and sentiment analysis. With the rise of research on large, complex networks and their characteristics, a substantial number of studies have investigated social networks in an attempt to Understand its structures whose nodes represent persons in the social context, and whose edges represent communication, collaboration, or connections between nodes and entities. With the increased usage of the social networks, increasing the availability of big, complex datasets leading to the stimulated extensive study of their fundamental properties [1, 56, 230, 229, 345]. Attracting scientists from a different discipline, to contribute to revealing more properties of the social network. Artificial intelligence and linguistics analysis play a vital role
in such process. AI attempts to simulate the human intelligence by the computer. Language/text data is one of the primary sources of interactions and expressions for human-intelligence. Computational intelligent is a significant part of the field of AI, especially with the growth of the Linguistics field and natural process area. The core issue of computational intelligence is the modelling of the primary linguistics process – “learning” the languages and context. Overlapping with the broader problem of AI, to learn perception, interaction, planning, decision making based on reasoning. A combination of sentiment analysis and NLP is frequently used to help machine understanding the text, using machine learning algorithms to enable the program to learn from the previous dataset, popular applications include but not limited to chatbots, detecting spam filters and opinion mining. This chapter also highlights cutting-edge classifiers and statistics analysis used in the study, emphasises the usage of the sentiment analysis. Furthermore, describing state of the art technology presented by IBM in the field of extracting personality and emotions using state-of-art languages analysis and AI.
Chapter 5

Methodology

5.1 Introduction

Building on from the wider domain context and critical review of the literature from the previous chapters, this chapter provides an detailed overview of the research methods that were developed and followed in the study. It provides information on how the data have been extracted from the complex computer system used as part of the stud. Explain different types of data sources and how they were sampled. The researcher describes the research design that was chosen for the purpose of this study and the reasons for this choice.

5.2 System Overview

The dataset used in this study was collected and extracted from the online portal for a European Union (EU) international scholarship mobility hosted at a UK university, which we will further explain in Section 5.3; however, this section gives an overview about the architecture of the system from technical perspective. The primary framework for the web portal was, Joomla!\(^1\) and it is divided into three layers as presented in Figure 5.1 [325].

**Extension layer** with responsibility of handling the *modules* displaying information on the interface, *components*, producing a complete functionality and interactive dynamic like mini application. *template*, handling the development and design of front-end and back-end template.

**Application Layer** to allow developers to run other and integrate other application into Joomla core functionality.

\(^1\)Joomla! is a free and open-source content management system (CMS) for publishing web content.
The underpinning software design architecture used in Joomla is the Model/View/Controller (MVC) paradigm, a software design model commonly used for developing user interfaces that separate an application into three interconnected parts (see Figure 5.2). The MVC design pattern is a frequently used methodology for the developing of well-structured modular applications [148]; it is the main design pattern using in Joomla’s Components. The primary function is to split an application into three layers to give the application flexibility of debugging and investigation process for any 
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performance issues. By separate models and views as shown in fig 5.2, MVC helps to improve the ease of the complexity in architectural design and to increase the refactoring and reuse of programming code [80].

The primary programming language in the web-based system is PHP\(^2\) and in the backend database, are MySQL and the server running Linux on an Apache web server.

### 5.3 Data Sources and Workflows

The digital footprint dataset used as part of this study is extracted from the behaviour of the user on a web-based educational application portal: “Online Portal for Scholarship Mobility”. We make use of textual data, analysing with these same psycholinguistic techniques, and employ standard statistical methods on non-textual data. The textual data also includes interaction with a dedicated Facebook Page for resolving problems with the applications (of which there were many); and, the actual documents submitted, including a free-text application motivation letter. The non-textual data includes the final scoring of the individual for the grant they applied for (e.g. success, reserved, failure) and the individual’s behaviour on the site (when they uploaded their documents, how close to the deadline and so on).

The data comes from an online portal for a European Union (EU) international scholarship mobility hosted at a UK university. The mobility programme aims to enhance quality in higher education through scholarships and academic cooperation between Europe and the rest of the world. It provides mobility grants for students at different educational levels (Undergraduate, Masters, PhD, Post-Doctoral, Faculty) and has numerous courses available from a wide range of institutions across the EU.

The features of the call were as follows: there were 2,706 applications submitted by 1,170 candidates, applying to 10 EU universities and ten non-EU universities. The system allows an applicant to use up to three courses from all courses offered by the ten universities, and the applicant is required to assign a priority for each module. This priority field is the primary source of final selection status in the selection stage, for instance, if the applicant Accepted at Course A as a priority (1) and Course B as a priority (2), then the 1st priority will be offered.

Each mobility call has an opening date/time and closing date/time, with occasional extensions given for specific reasons (for instance due to administrative reasons or technical issues with the portal). Applicants are required to submit for their application specific necessary files, such as motivation letter, passport/identification, curriculum vitae), as well as optional data (supporting documents). The primary modes of communication between candidates and the project team are via emails, telephone and the dedicated

\(^2\)PHP: Hypertext Preprocessor is a commonly-used open source multi-purpose scripting language that is particularly suited for web development and can be embedded into HTML.
Facebook Page. The selection process divided into three stages: Eligibility, Evaluation and Final Selection.

Based on which rank the applicant assigned to the host university, the final selection is the top $n$ of applicants. $n$ is calculated based on the host capacity and budget of the project. This process results in the final classification of the applicant as either:

- *Accepted* (ranked highest);
- *Reserved* (passed but not selected);
- *Rejected* (below passing grade);
- *Ineligible* (missing documents or out-dated documents).

While the call is running there were three approaches used to provide the user with a platform to communicate with the technical support team and the administrator’s team in case of project coordinator team:

- Facebook Page;
- Ticketing (help desk platform);
- Emails.

### 5.3.1 Motivation Letters

All users asked to submit a motivation letter (personal statement) as part of the application process; the uploading process applies certain technical restrictions to the file type, in which only limits to image files, not PDF files. For this study, all motivation-letter image files converted using an OCR Java SDK\(^3\) and Google Cloud Vision API for OCR\(^4\) to save all image files into Text files.

### 5.3.2 Role of the Facebook Page

Facebook Pages play a vital role in improving the communication between users and program coordinators, and the significant positive influence of “Friends like”, “online activities” in promoting to business\(^2\). In the current system, a Facebook created and managed by project coordinators to interact and communicate with users. During the scholarship calls as described previously, the Facebook page is used to receive an administrator enquires and technical reports. Facebook provides an SDK to allow developed to retrieve and to interact with their database via the API\(^3\). A PHP with

---

\(^3\)ABBYY FineReader v11.0.102.583 OCR Corporate Edition JAVA SDK

\(^4\)https://cloud.google.com/vision/docs/ocr
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$db= JFactory::getDBO();
$graphEdge=$response->getGraphEdge();
do {
    foreach ($graphEdge as $graph) {
        if (isset($graph['message'])) {
            $message=$graph['message'];
            $msg_id=$graph['id'];
            try {
                $response_comments = $fb->get('slash.$msg_id/comments/?limit='.
                                            $maxPages, $accessToken);
            } catch (Facebook\Exceptions\FacebookResponseException $e) {
                echo 'Graph returned an error: ' . $e->getMessage();
                exit;
            } catch (Facebook\Exceptions\FacebookSDKException $e) {
                echo 'Facebook SDK returned an error: ' . $e->getMessage();
                exit;
            }
            $commentNext=0;
            $graphComments=$response_comments->getGraphEdge();
do {
    // comments
    foreach ($graphComments as $graphcomment) {
        $filter = JFilterInput::getInstance();
        $msg=$filter->clean($graphcomment['message'], 'filter');
        $msg = preg_replace('/[A-Za-z0-9]/', '', $msg);
        $sql='INSERT INTO `allCommentsData` (`id`, `message_id`, `fb_id`
             , `date_time`, `name`, `message`, `system`) VALUES ("NULL", ""
                                      , $graphcomment['from']['id'], "",
                                      $graphcomment['created_time']->format("Y-m-d h:i:s")
                                      , "$msg.", "",
                                      $graphcomment['from']['name'], "",
                                      "$msg.", "",
                                      $system.");
        $db->setQuery($sql);
        if (!$db->query()) {
            exit();
        }
        $commentNext++;
    }
} while ($commentNext < $maxPages && $graphComments = $fb->next($graphComments));
}
Listing 5.1: Retrieve Facebook Posts and Store to local MySQL for further analysis

5.3.3 Help Desk Platform and Ticketing System

The ticketing help desk deployed and installed as part of the methods to communicate with the users in case they have any questions or problems using the system. The help desk in our system\(^5\) used MySQL as the backend database. The stored data has been collected with all Date/Time stamp and merged with the data gathering from Facebook posts.

5.4 Identifying Computer System Status and Events

As presented in Section\(^3,4,1\) we have a range of computer errors, system errors and applications that map on the HTTP/Web application to HTTP status codes for server errors for server slow and both can be triggered by a different computer error. To identify the system events to be able to investigate the personality and emotion. For this analysis started by dividing the source of data into three types:

To investigate the Google Analytics data and specifically speed-time loading of the page to monitor the page impression and detect the number of users on the system and this point. And investigate the Apache log server to track the triggered errors at the different time to understand more about the system behaviour. The four categories reflect the detailed system status as an output from this process:

- **Idle**: The system reported as working fine and server response time is fast.
- **Slow**: The system reported as slow in response by the users and the server response time is below acceptable average.
- **Down**: The system reported as not accessible by the users and the server response time is zero.
- **Error**: The system reported as accessible by the users but not working as expected with a crenin error code or unexpected behaviour

\(^5\)HESK – a free PHP help desk – https://www.hesk.com/
5.4.1 Identifying System Status

In this section we present the steps undertaken to identify the system status from the dataset collected:

**Step 1**

| Server Status | Keywords                                      |
|---------------|-----------------------------------------------|
| Idle          | Working fine, thanks                          |
| Error         | Error, FTP, SQL, code                         |
| Down          | Down, not working, cannot access              |
| Slow          | Cannot upload, slow, upload                   |

Table 5.1: Keywords used to identify each server status

For the dataset – collected from the system as explained in Section 5.3 – the users had two platforms to submit their technical problem: a Facebook Page and the HESK helpdesk platform. All text collected and search by keywords as following to identify the status of the system as shown in Table 5.1.

**Step 2**

From the start of the project, Google Analytics is integrated into the web-application system to monitor the system behaviour and to detect and verify of the reported system status, the average server response (seconds) were all stored on MySQL database and investigated in the next step. Figure 5.3 shows an indicative sample of the server response from 8 January 2012.

Figure 5.3: Average server response (in seconds) from Google Analytics on 8 January 2012
Step 3

Searching through all posts posted by users during the usage of the system with a sample of keywords as per Table 5.1. Investigating the Google Analytics, in the exact date and time of each post and check if the server response time confirms the status or not.

| User ID | Facebook Post                                                                 | Date time            | Server Response (Seconds) |
|---------|--------------------------------------------------------------------------------|----------------------|---------------------------|
| 1466    | *i have this msg Database Error Unable to connect to the database* Could not connect to MySQL *Database Error Unable to connect to the database* Could not connect to MySQL *this message error show now* | 2012-01-08 21:26:50 | 2.16                      |
| 2449    | *please advice about the below:* *An Error has occurred! Unable to open JFTP connection* | 2012-01-08 21:42:51 | 4.95                      |
| 2304    | 2012-01-08 22:57:58                                                              | 15.33                |

Table 5.2: Facebook posts with keyword *error* and server response

- Table 5.3 shows a sample of the posts posted on Facebook page with the keyword *down*, and the server response extracted from Google Analytics; as shown, the server response reported were zero, which confirms the server status as *down*.

- Table 5.4 shows a sample of the posts posted on the Facebook page with the keyword *thanks* or *working fine*, alongside with the server response rate reported by Google Analytics in same time and date. The server response rate stated was below 0.1 and above 0 and according to Nielsen (1993) [232] that considered as acceptable idle system behaviour for the users, which confirms the server status as *Idle*.

- Table 5.2 shows sample of the posts posted on Facebook page with the keyword *error*, and figure 5.3 shows the Server response time reported in Google Analytics. At the time of the posts reported in the 5.2 the server response reported were above the idle system response reported by Nielsen [232] which confirms the server status as *error*

- Table 5.5 shows sample of the posts posted on Facebook page with the keyword *slow* or *uploading*. Using Google analytics as the main source of extracting the
| User ID | Facebook Message                                                                 | Datetime            | Server Response (Seconds) |
|---------|----------------------------------------------------------------------------------|---------------------|---------------------------|
| 4669    | the site is down i just need to upload few doc only                              | 2012-01-22 05:32:38 | 0                         |
| 163     | i didnt complete the upload of my papers and i am trying from friday and the site give me always error and always down please if you can help me Youssif Rady please send me the solution | 2012-01-23 11:02:26 | 0                         |
| 3650    | i know time is over now but i am one of many people who wanted to just click submit the application but the site was down due to high traffic and that s not just today yesterday and 2 days before Justice is needed Admin | 2012-01-22 22:10:53 | 0                         |
| 4895    | i just want to click my submission button and the system is down                  | 2012-01-21 20:57:36 | 0                         |
| 4895    | everything is already uploaded since yesterday i just need to click on the submission button and the system have bee down for the past 24 hours and i dont know what to do | 2012-01-21 21:03:16 | 0                         |
| 3396    | Thanks it wasn t necessary to extend it 13 days more 6 or 7 days would have been enough to downsize the traffic load but anyway thanks a lot | 2012-01-09 19:45:50 | 0                         |
| 3339    | The site is down Element Scholarships Program                                    | 2012-01-20 19:15:19 | 0                         |
| 1841    | Please check the website it is down to complete the uploading                    | 2012-01-21 12:58:43 | 0                         |

Table 5.3: Facebook posts with keyword “down” and server response

server response a shown in the Table 5.5. The average seconds reported is above 10 seconds which confirms the status as slow assumed by Nielsen (1993) [232].
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Table 5.4: Facebook posts with keyword “idle” and server response

| User ID | Facebook posts | Datetime          | Server Response (Seconds) |
|---------|----------------|-------------------|---------------------------|
| 2016    | Thanks for considering me I think the problem is not only the traffic because I haven t wait to the last minutes I ve tried to upload my documents since lots of days | 2012-01-22 16:32:05 | 0.03 |
| 1918    | thanks I received am to login and submit but I already logged in | 2012-01-22 18:01:28 | 0.04 |
| 1918    | Dear Element Scholarships Program admin I received an email but I can t to submit can you help please thanks | 2012-01-22 18:19:09 | 0.04 |
| 2498    | i am the only student who applied from the faculty of science ain shams university only only only i need to submit my application to graz university could you do that please username ahmed mounir email bashkora yahoo com thanks very much | 2012-01-22 18:28:25 | 0.04 |

**Server response time**, as part of Google Analytics, there are behaviour reports, to indicate how system behaviour over time, as Reduce back-end processing time or place a server closer to users. According to Nielse (1993) in [232], to determine an excellent acceptable server response time from the server is measured as following with the three Important Limits, there are three primary time limits (which are defined by human perceptual abilities) to keep in mind when optimising web and application performance. The fundamental knowledge regarding response times has been about the same for thirty years as it is human perceptual abilities.

- **0.1 second** is approximately the limit for having the user sense that the system is reacting immediately, meaning that no particular feedback is required except to display the result.
- **1.0 second** is approximately the boundary for the user’s stream of thought to stay constant, even though the user will notice the lag. Typically, no feedback expected during stoppages of longer than 0.1 but less than 1.0 second, but this may cause
Table 5.5: Facebook posts with keywords related to uploading/slow performance, alongside server response

| User ID | Facebook Message                                                                 | Date time       | Server Response (Seconds) |
|---------|----------------------------------------------------------------------------------|-----------------|---------------------------|
| 1361    | when i upload any word file not accepted what is the type of file you need to submit | 2012-01-07 14:23:47 | 14.72                     |
| 339     | i have a question this error message means that the paper is not uploaded although this message appeared i saw correct sign in the front of the required paper so that i submitted my application | 2012-01-09 00:31:27 | 28.89                     |
| 2022    | am tryn 2 upload only 2 files for7 hours still didn t succeed                    | 2012-01-09 02:49:27 | 16.42                     |
| 3598    | i have one document left plzzz i struggled to get my documents fixed i need to upload the last one | 2012-01-09 14:39:44 | 22.77                     |
| 3937    | Same here I cannot upload all my documents due to lack of access to the programme s website | 2012-01-09 16:10:44 | 19.51                     |
| 3339    | The site is not working at all please help I wanna upload the invitation letter   | 2012-01-19 11:46:49 | 54.15                     |

the user to lose interest in continue working on the data directly.

- 10 seconds is approximately the limit for retaining the user’s concentration on the system interface. For continued delays, users will want to accomplish other jobs while waiting for the system to finish, in such cases it is suggested to give the user an indicates about the system’s progress. In many cases, the user will lose interest and might interrupt or cancel the task.

5.5 Extracting Personality Traits

As part of the feedback process, and for propose of this research. A Big Five Questionnaire sent to users used this system to for further analysis as part of this study. The number of responders if 80 users filled out the questionnaire. For extracting the per-
sonality traits, a Java engine developed to check if the user filled out the survey it will be the primary source of Big Five Traits. However, in case the user did not fill in the questionnaire, then the motivation letter combined with all Facebook and Help Desk correspondents will be used as the primary source to extract Big Five Personality Traits (Using either Mairesse tool or IBM Watson Tool).

5.5.1 Using the Mairesse Approach

Mairesse (2007) [196], research study, presented a model to extract the personality and posted the source code publicly to be used [6]. Suggested model built based on querying the Medical Research Council (MRC) Psycholinguistic Database [7] and LIWC, also, the Mairesse’s tool were validated and assessed [354, 255, 220]. Mairesse’s tool used as one of the leading approaches to extract the personality traits until IBM released a new tool to allow us to retrieve the personality traits more efficiently (See Section 5.8 for further information).

5.5.2 Rationale of Using the Big Five Personality Theory

According to the literature we reviewed in Section 2.4 the Big Five personality traits is state of the art in classifying the personality, furthermore, the classification based on the lexical hypothesis, which was first produced in 1884, by Sir Francis Galton [116]. For last decades psychology researchers have used the adjectives to describe personality and classify the traits according to the adjective in English dictionary till it is now limited to five factors [17, 336, 234]. As the Big Five personality traits original based in the lexical hypothesis, it was decided the best fit in this study, as the main dataset stream (see Section 5.3) to extract social networks interactions as text posted or motivation letters uploaded to the system.

5.6 Extracting Emotions from Text

As the literature revealed a powerfull produced by IBM (See section - 4.2.3) Using emotion tone the methodology is output from their emotion analysis research, which is an ensemble framework to infer emotions from a given text.

Generalisation-based ensemble framework is applied to derive emotion scores from the text. A stacked generalization is a general method of using a high-level model to combine lower-level models to achieve more significant predictive accuracy.

6Online Java code based on Mairesse model
7Psycholinguistic information about more than 150,000 words over 14 linguistic features.
Features such as n-grams (unigrams, bigrams and trigrams), punctuation, emoticons, curse words, greeting words (such as “hello”, “hi”, and “thanks”), and sentiment polarity are fed into state-of-the machine learning algorithms to classify emotion categories.

Emotion categories are the benchmark against standard emotion datasets such as ISEAR\textsuperscript{8} and SEMEVAL\textsuperscript{9}. The emotion tone engines outcomes reveal that the average performance of the model (macro-average F1\textsuperscript{10} score is approximately 41% and 68%, sequentially). The output is stated to be statistically better than the top efficiency by the state-of-the-art models (F1 are approximately 37% and 63% sequentially) \textsuperscript{[157]}.

5.7 Mapping Facebook User Profiles

As explained previously, the primary dataset of this study is coming from Facebook as social interactions and professional interaction with the complex computer system used to accept an application for the particular program. The dataset collected from web-application and Facebook, however, one of the challenges were to match Facebook User and their account on the system, since the EU Scholarship System did not deploy the Login using Facebook OAuth. OAuth is a login protocol introduced in late 2007 to support login by social networks\textsuperscript{178}.

Figure 5.4 shows the flowchart of the matching algorithm to achieve this task as well as manual detection is included in different stages and a random sample of the output of the algorithm to ensure the accuracy.

The primary objective of the matching algorithm is to match between users from the Facebook page detected to the system and with the users from the system. Furthermore, the number of Facebook posts collected is 2,681. Therefore, an automation algorithm suggested producing to obtain all text from the social network (Facebook) and start to classify the interactions text by FacebookID 871 user. However, although the automation model proofed an excellent accuracy the nature of the Facebook privacy restrictions and the use of Nicknames rather than the real names, impacted on the outcome of the automation process.

The usage of the Facebook Page was not only for social or announcement purposes. The project coordinators decided to lunch the page as for technical errors support. Furthermore, the administrators of the project meant to ask the Facebook users to post their username on their correspondences on social media to allow the administrator team to located the user’s quickly especially when it is related to technical support. Therefore, part of the automation process is to search for the word Username and return the next word as the username as shown in Figure 5.5, however, as shown in Figures 5.6 some

\textsuperscript{8}ISEAR Databank: Over a period of several years during the 1990s, a large group of psychologists all over the world gathered data in the ISEAR project \textsuperscript{[298]}.
\textsuperscript{9}Sentiment Analysis in Twitter \textsuperscript{[351]}.
\textsuperscript{10}F1 score is a means of a test’s accuracy
other cases the next word was is. Therefore, the algorithm as shown in Figure 5.4 and see Listing 5.2 check if the following word number of characters is less than three (Minimum number accepted by Joomla!) then escape this word and pass the word after to the matchUserName function to return the username is found.

The function matchUserName verifies if the username matches the name of the user on Facebook and returns the User ID on the system; if not then Return False, and move to the other process to match the user details from Facebook to the User’s Basic Information.

The outcome of the first phase find username in the post successful matched 9% of the dataset. The next phase in the automation process is to match the user’s details from
the Facebook with the essential information from the system, the primary limitation for this process was the privacy applied by each user is different from each. The algorithm managed to successfully match 39% of the dataset by matching Name, Gender, City, University. The final output of the automation process is 58% successful matches.

As shown in Table 5.6 the semi-manual verification phase, is to match the rest of 42% of the dataset that failed to be matched by the previous automated system, by manually match the profile picture of the user with proposed users from the system. The reason it is called semi-manual, the proposed list of users is generated by the algorithm to get the closest users from the system to the Facebook profile with the available data although, it is not totally match, it is still suggested to the manual verification due to the fact the users on Facebook uses a nicknames instead of the real names. The outcome of the semi-manual verification is 15%. And the overall failed to match is 36%.

```php
/**
 * Function getUsername
 * @param: $message String, $name String, $system
 * @param: Return false if not found, user_id if found
 * @throws: none
 */
function getUsername($message, $name, $fb_id, $sys)
{
    // Param Sys refer to which system since there was three systems running on same time.
    $message=strtolower($message);
    $msg=explode(" ",$message);
    for ($i=0;$i<count($msg);$i++)
    {
        if ($msg[$i]=="username" || ($msg[$i]=="name" && $msg[$i-1]=="user")
        {
```
$next = $msg[$i + 1];
    if (strlen($next) <= 3)
    {
        $check = $this->matchUserName($msg[$i + 2], $name, $fb_id, strtolower($sys));
        if ($check)
        {
            return $check;
        }
    }
    else
    {
        $check = $this->matchUserName($next, $name, $fb_id, strtolower($sys));
        if ($check)
        {
            return $check;
        }
    }
}
return false;

Listing 5.2: Matching Algorithm - PHP SnapShot Code: Searching for username

| Process                          | Progress of matching |
|----------------------------------|----------------------|
| Find username in post            | 9%                   |
| Match Basic Information          | 39%                  |
| Semi-Manual Verification         | 15%                  |
| Failed to match                  | 36%                  |

Table 5.6: The performance of the matching algorithm

5.8 Verifying Accuracy using the IBM Watson Tone Analyzer

5.8.1 Introduction

In 2013, IBM announced the release of its Watson Tone Analyzer service to allow the identification of personality traits based on how people write. The tool is based on uses linguistic analysis to read and demonstrate emotions, personality traits, and language
usage found in text. Emotions extracted based on basic emotion methodology as discussed in Section 4.2.3.

The *Personality Insights* service suggests personality traits from textual data based on an open-vocabulary method. This tool represents the latest research developments in inferring personality [301, 267]. This section will highlight a specific service inside IBM Watson tool, which used mainly to extract personality traits. The service first segment the input text to develop the design in a *n-dimensional space*. The service uses an open-source word-embedding method called GloVe\(^{11}\) to obtain a vector representation for the words in the input document [262]. It then provides this output to a machine learning algorithm that predicts a personality profile with the “Big Five”. The tool uses scores collected from questionnaires carried between thousands of users along with data from their Twitter supplies to train the model.

This experiment is to verify the accuracy of the IBM Watson Engine before using it for further analysis. Although, IBM conducted a validation study to understand the accuracy of the service’s approach to understanding a personality profile. IBM collected questionnaire responses, and Twitter feeds for more than 2000 active users for all features and languages [301, 267]. It is thus essential to verify the tool for the dataset used in this thesis (as presented in Section 5.3).

The dataset of all experiments extracted from a complex web-based application designed to accept scholarship applications from users. After the result is announced the program administration posted certain questions in order to get a feedback about the scholarship and services in general for propose of improving user experience and system quality. Approaching administration team to post Big Five questionnaire as part of the follow up stages in order to improve user experience by understand more about the user’s personality type.

The Big Five Questionnaire were filled out by 87 participant as it was posted the Facebook page of the scholarship program, and were open for anyone to fill in the Questionnaire, however, not all of the 87 participant were an existed user of the previous existed dataset. Using the matching algorithm in Section 5.7 to match users from Facebook with users from the system 67 users have been found. Only 43 users from the 67 dataset reported to have filled in the motivation letter which will be used as Text Source for the this experiment. The final dataset consist of 43 user filled out the Big Five questionnaire and had records of the motivation letter and Facebook interactions on the database.

### 5.8.2 Comparing Statistical Differences Between Traits

Independent-samples t-test, the independent-samples t-test is used to determine if a difference exists between the means of two independent groups on a continuous dependent

\(^{11}\)GloVe is an unsupervised training algorithm for getting vector representations for words [261].
variable. More specifically, it will let you determine whether the difference between these two groups is statistically significant. Before applying the t-test to the dataset, a check to determine if the dataset is normally distributed or not is part of the assumption before using t-test. Table 5.7 shows the Tests of Normality, independent variables are Big Five traits and groups divided into Questionnaire result and IBM Watson Personality insight.

| Kolmogorov-Smirnova | Shapiro-Wilk |
|----------------------|--------------|
| Statistic            | df | Sig. | Statistic | df | Sig. |
| Extraversion         | .114 | 86 | .008 | .960 | 86 | .009 |
| Agreeableness        | .118 | 86 | .005 | .922 | 86 | .000 |
| Conscientiousness    | .145 | 86 | .000 | .931 | 86 | .000 |
| Neuroticism          | .094 | 86 | .057 | .966 | 86 | .023 |
| Openness             | .159 | 86 | .000 | .922 | 86 | .000 |

Table 5.7: Independent samples t-test - Tests of Normality

The Big Five traits (Extraversion, Agreeableness, Conscientiousness, Neuroticism and Openness) were usually not distributed, as assessed by Shapiro-Wilk’s test ($p < .05$). The assumption is not met, however, the decision is to run the test regardless because the independent-samples t-test is relatively robust to deviations from normality and in the run the Mann-Whitney U test to confirm the result.

There was a statistically significant difference in mean traits score between Big Five Questionnaire and IBM Watson Personality Insight across all traits as reported in the Table 5.8.

5.8.3 The Mann-Whitney U Test

The Mann-Whitney U test is a non-parametric method to verify the output of the previous independent-samples t-test, used to confirm the t-test result.

The Mann-Whitney U test was run to determine if there were differences in traits score between personality traits produced from IBM Watson and the questionnaire.

Table 5.8: Independent Samples Test
The distribution of Extraversion is the same across categories of Group Independent C5- Samples Mann-Whitney U Test 0.056 Retain the null hypothesis
The distribution of Agreeableness is the same across categories of Group Independent C5- Samples Mann-Whitney U Test 0.188 Retain the null hypothesis
The distribution of Conscientiousness is the same across categories of Group Independent C5- Samples Mann-Whitney U Test 0.89 Retain the null hypothesis
The distribution of Neuroticism is the same across categories of Group Independent C5- Samples Mann-Whitney U Test 0.344 Retain the null hypothesis
The distribution of Openness is the same across categories of Group Independent C5- Samples Mann-Whitney U Test 0.327 Retain the null hypothesis

Table 5.9: Hypothesis Test Summary - Mann-Whitney U Test

| Null Hypothesis                                           | Test                       | Sig.  | Decision          |
|-----------------------------------------------------------|----------------------------|-------|-------------------|
| The distribution of Extraversion is the same across categories of Group | Independent C5- Samples Mann-Whitney U Test | 0.056 | Retain the null hypothesis |
| The distribution of Agreeableness is the same across categories of Group | Independent C5- Samples Mann-Whitney U Test | 0.188 | Retain the null hypothesis |
| The distribution of Conscientiousness is the same across categories of Group | Independent C5- Samples Mann-Whitney U Test | 0.89 | Retain the null hypothesis |
| The distribution of Neuroticism is the same across categories of Group | Independent C5- Samples Mann-Whitney U Test | 0.344 | Retain the null hypothesis |
| The distribution of Openness is the same across categories of Group | Independent C5- Samples Mann-Whitney U Test | 0.327 | Retain the null hypothesis |

Distributions of the all traits for both IBM Watson and the Questionnaire were similar, as assessed by visual inspection Extraversion for IBM Watson (48.64) and Questionnaire (38.36) was not statistically significantly different, U = 43, p = 0.056, Agreeableness for IBM Watson (47.05) and Questionnaire (39.95) was not statistically significantly different, U = 43, p = 0.188, Conscientiousness for IBM Watson (48.07) and Questionnaire (38.93) was not statistically significantly different, U = 43, p = 0.89, Neuroticism for IBM Watson (46.05) and Questionnaire (40.95) was not statistically significantly different, U = 43, p = 0.344 and Openness for IBM Watson (40.86) and Questionnaire (46.14) was not statistically significantly different, U = 43, p = 0.327.

5.8.4 Summary

The output from The Mann-Whitney U tests shows no significantly statistically different between both groups. Furthermore, it agrees with the evaluation report produced by IBM discussed previously in Chapter 3.2.3 and confirms the conclusion from Independent-samples t-test.

5.9 Summary

Following on from the discussion and analysis in this chapter, the following chapter outlines the flow of the experiments and how each experiment builds upon the previous one, underpinned by the literature review findings.
Figure 5.7: Population pyramid representing personality traits
Chapter 6

Empirical Grounding for the PMsys Engine

6.1 Introduction

This chapter presents the experiments conducted as part of this study towards extracting the key features, to allow the development of the conceptual model. It starts by exploring the structure of the available variables of the dataset and demonstrates the flow the feature process. Furthermore, this chapter examines the underlying association between personality and emotions, and its impact on users behaviour in a digital domain, identifying the main features and elements of our proposed model.

6.2 Profiling Complex Online Interactions

6.2.1 What Behaviour Can You Infer From a Digital Footprint?

Understanding the software development process is essential to facilities it’s effective and efficient to use as a core part of the broad field of human-computer interaction. Different users from different conceptual models about their interactions and have different ways of obtaining and developing knowledge and skills; cultural and national differences may also play a significant role. Another consideration in human-computer interaction is that technology – and in particular, user interface technology – changes rapidly, offering new interaction possibilities to which previous research findings may not necessarily apply. Alongside this, user preferences (and the way in which they interact with the software) change as they gradually master new interfaces and environments. Personality and behaviour is determined from digital data [256, 340, 156, 236, 242].

Previously, the textual information consisted of the container of the blogs, status posts and photo comments [28, 29], there is also a wealth of information in the other ways
of interacting with digital artefacts; for instance, it is possible to observe the ordering (and frequency) of button clicks for a user\cite{196}. Demonstrating the use of features from the psycholinguistic databases LIWC \cite{256} and MRC \cite{353} to create a range of statistical models for each of the Big Five personality traits \cite{234,253,124}. As discussed previously, these five traits are: Extraversion, Emotional Stability, Agreeableness, Conscientiousness and Openness to Experience. Equation \ref{eq:6.1} describes Extraversion, where each feature is prefixed by the containing database.

\begin{equation}
\text{Extraversion} = \nonumber \\
-0.0379 \times \text{MRC.K_F_NSAMP} + \\
-0.0803 \times \text{LIWC.UNIQUE} + \\
-0.6074 \times \text{LIWC.ABBREVIATIONS} + \\
0.1445 \times \text{LIWC.PRONOUN} + \\
-0.3941 \times \text{LIWC.HEARING} + \\
17.1407; \tag{6.1}
\end{equation}

Initially, in this analysis it is divided into three different types of experiments:

**Experiment 1** comparing the motivation letters against the Facebook interactions;

**Experiment 2** examining the interaction footprints against the motivation letters;

**Experiment 3** validating the raw data using multiple regression.

### 6.2.2 Parameters and Feature Extraction

Applicants are required to upload a description of why they are applying for this particular mobility grant, the motivation letter. Applicants also communicated with the project team through the project Facebook page \cite{242}.

This experiment is part of the feature extraction process, one of the objectives it to the determination whether to include final selection as part of the features or not (see Section \ref{sec:5.3}). The text was extracted from all motivation letters and Facebook interactions and analysed both blocks of text according to the Five Factor personality traits as discussed previously. To examine the strength of the relationship between the two extracted five big personality traits list. Kendall’s Tau and Spearman’s rank correlation coefficient assess statistical associations based on the ranks of the data. Kendall’s tau! Roger News (1990) \cite{172} argues that the distribution of Kendalls tau has better statistical properties that Spearman’s rank and the interpretation of Kendalls tau regarding the probabilities of observing the agreeable (concordant) and non-agreeable (discordant) pairs are very direct. Kendall rank is used to investigate the relative position of each and compare both lists, after extracting the five factors for each applicant. Kendall rank correlation statistic \cite{171}. For these groups, the average Kendall’s tau coefficient
value is reported, for each of the Five Factor features. By considering rank position and not absolute value, we mitigate against explaining values without baseline experimentation [242].

Key Findings  Experiment 1, Table 6.1 shows the results of the Kendall’s tau coefficient, specifically the variant that makes adjustments for ties (\(\tau-b\)). Values of \(\tau-b\) range from -1 (100% negative association, or perfect inversion) to +1 (100% positive association, or perfect agreement). A value of zero indicates the absence of association.

| Group    | E    | ES   | A    | C    | O    |
|----------|------|------|------|------|------|
| All      | -0.094 | 0.099 | 0.145 | 0.025 | -0.379 |
| Accepted | 0.000 | 0.000 | 0.000 | 0.000 | 0.800 |
| Rejected | -0.244 | **0.333** | -0.067 | 0.022 | -0.244 |
| Reserved | 0.010 | 0.010 | 0.162 | 0.153 | -0.6 |

Table 6.1: Average rank correlation for applicant group versus personality traits (E: Extraversion; ES: Emotional Stability; A: Agreeableness; C: Conscientiousness; O: Openness to Experience)

The most significant positive relationship is between those applicants Accepted and the feature Openness to Experience (\(\tau-b = 0.8\)). A strong negative relationship exists between those applicants Reserved and the feature Openness to Experience (\(\tau-b = -0.6\)).

6.2.3 Relating a User’s Digital Behaviour and Personality Traits

Classification the applicant’s timeline by simplified an applicant’s interaction, or timeline, with the portal to include the following milestones: \(T0\) Registration Time; \(T1\) First Action; \(T2\) Last Action; and, \(T3\) Submission. Additionally, representing the extension to the submission deadline as \(T4\) Extension. In this way it is possible to represent an applicant’s interaction as shown in Figure 6.1, which shows seven example timelines.

Using these milestones it is possible to identify interesting behaviours that compare and contrast with personality traits and other sources of information. Behaviours such as: how long it was before an applicant became aware of the call, and when they registered; how long after registration did the applicant carry out their first action with the system; how long did they take to complete their application; and, how close to the deadline did they submit their application.

The timeline of the call was divided into five segments as presented in the following Table 6.2. The complete timeline from opening to final close was 125 days. There was an extension from day 112 until day 125. The presentation of the segments or timeline periods is as percentage chunks of the entire timeline, for instance, segment \(S0\) is the
Figure 6.1: Seven example user time-lines. \( T0 \) (black bar) is when the applicant first registered with the call. \( T1 \) (red bar) represents when the applicant uploaded their first document, or First Action. \( T2 \) (green bar) represents an applicants’ Last Action. \( T3 \) (blue bar) represents the applicants’ Submission. \( T4 \) (aquamarine bar) represents the first deadline (certain calls had initial deadlines extended)

first 20% of the timeline, and so ranges from day one until day 25, segment \( S1 \) ranges from day 26 until day 50, and so on [242].

| Segment | Start | Finish |
|---------|-------|--------|
| \( S0 \) | 0     | 20     |
| \( S1 \) | 20    | 40     |
| \( S2 \) | 40    | 60     |
| \( S3 \) | 60    | 90     |
| \( S4 \) | 90    | 100    |

Table 6.2: Timeline periods as percentages of total timeline

Using these segments it is possible to assign the various applicant actions (\( T0 \) Registration, \( T1 \) First Upload, \( T2 \) Last Upload, \( T3 \) Submission) to various time periods. The segmentation allowed us to assign applicants to statistically significant categories, and also to add in a few categories from observations. These shown in Table 6.3, a small number of applicants (\( n = 4 \)) registered within the segment \( S1 \) (20-40% of the timeline),
and then uploaded all of their documents and submitted within the segment S3 (60-90% of the timeline). Class A represent this segment. The rest of rows applies the same classification.

| Class | n  | T0 | T1 | T2 | T3 |
|-------|----|----|----|----|----|
| A     | 4  | S1 | S3 | S3 | S3 |
| B     | 14 | S2 | S2 | S2 | S2 |
| C     | 128| S2 | S3 | S3 | S3 |
| D     | 29 | S2 | S3 | S4 | S4 |
| E     | 678| S3 | S3 | S3 | S3 |
| F     | 202| S3 | S3 | S4 | S4 |
| G     | 9  | S3 | S4 | S4 | S4 |
| H     | 54 | S4 | S4 | S4 | S4 |

Table 6.3: Applicants’ time-line actions assigned to segments

We do not want to be too quick to ascribe an alias to the behaviours, as we recognise that there are several possible interpretations; nevertheless, we have used the ‘Potential Alias’ column in Table 6.4 to indicate some initial thoughts.

**Key Findings** The following Figures 6.2–6.6 show box and whisper plots for each of the five factors, with the y-axis of each figure displaying the range for that particular feature. For example, Figure 6.2 displays the Extraversion feature, and the y-axis displays these values accordingly. The x-axis is comprised of the various classes from Figure 6.2 combined with the status of the application (1. Accepted, 2. Rejected, 3. Reserved, 4. Ineligible). Therefore, A1 are the Class A applicants who were Accepted, distinguished from A2, who were the same class (i.e. same activity based on timeline/milestones), but who were Rejected.

**Mahalanobis Distance** Checking the Mahalanobis distance, we found that 102 records exceed the critical values, so we have removed these records since it is more than 2% of the total number.

### 6.2.4 Extracting LIWC Data Features

While the compound features of the five factors are an interesting perspective, we also needed to check the raw data underneath this, in the form of the psycholinguistic features LIWC and MRC. For this investigation we chose multiple regression.

We extracted the LIWC row data features (87 features) from the motivation letters and analysed the input dataset against the ‘status’ of the application. The method used
| Class | Description | Potential Alias |
|-------|-------------|-----------------|
| A     | Register early, and take some time to upload documents, but submit with plenty of time before deadline | EverythingEarly |
| B     | Register reasonably early, but then upload documents and submit straight after with plenty of time before deadline, making no amendments | QuiteEarlyAndQuick |
| C     | Similar to Class B, but submitting more slowly | Cautious |
| D     | Registers reasonably early, and then takes time to upload, and only submits at the last days | VeryCautious |
| E     | Latecomer to registration, but then uploads and submits quickly thereafter | Cautious |
| F     | Latecomer to registration, but then uploads and submits slowly | Cautious |
| G     | Latecomer to registration, but delays uploading and submission to last days | Cautious |
| H     | Does everything at the last days, from registration to submission | EverythingLastMinute |

Table 6.4: Description of each class

was multiple regression, the dependent variable being ‘status’ and the independent variables are the LIWC features. We proceeded as follows:

- Our first assumption is multicollinearity, which refers to the relationship when two independents variables are highly correlated;
- Removing the above features, carry out regression;
- Detecting outliers using Mahalanobis distance, and since we have 60 features remaining after the multicollinearity elimination, our critical value is: **99.607** (see Table 6.6);
Figure 6.2: Extraversion. All features are hard to distinguish between, excepting that B2 is significantly smaller than B3 and B4.

Figure 6.3: Emotional Stability. No real features larger or smaller, although the range on all of the E features seems much greater than the other features.

- Screening for outliers, since multiple regression is very sensitive regarding outliers;
- Making sure that we have linear relationship between the independent variables and the outcome.

**Key Findings** We extracted the LIWC row data features (87 features) from the motivation letters and analysed the input dataset against the final selection of the application. The method used was multiple regression, the dependent variable being ‘status’ and the
Figure 6.4: *Agreeableness*. D4 is significantly smaller than D1, D2, and D3. G2 appears significantly less conscientious than G3.

Figure 6.5: *Conscientiousness*. G2 appears significantly less conscientious than G3. To a lesser degree D4 is smaller than D1, D2, and D3.

Independent variables are the LIWC features (see Table 6.6).

The first result set shows the correlation between a dependent variable (status) and independent variables (LIWC features). In our first assumption multicollinearity, we
Figure 6.6: Openness to Experience. As with Emotional Stability, there are no exceptional features, although the range on all of the E features seems much greater than the other features. The Class E were the applicants that were relative late comers to registration, but who then uploaded and submitted quickly thereafter. Openness to Experience would seem to have very little relationship with this class of applicant

use an R-value of 0.7 or higher to say two predictable values have multicollinearity. Based on Table 6.6, if the tolerance is smaller than 0.1 then we have the probability of multicollinearity, while VIF is the inverse of the tolerance, and so in the case of VIF greater than 10 then we have a case of multicollinearity. In this way, we found that the below LIWC features are related through multicollinearity.

6.2.5 Discussion

There seems to be a strong relationship between the Five Factor feature Openness to Experience with a strong correlation with the Accepted group. The exploration of timeline behaviour is dependent on our representation used for interactions, and the classes derived. The same feature Openness to Experience has no group/class combinations that are significantly different than others. The outcome suggests to ignore the Final selec-
tion as a feature in any further analysis as it only correlates with one personality trait and also, has different other parameter affecting it.

6.3 Mapping User Behaviour to System Stages

6.3.1 Introduction

Previous experiment encourage to progress forward in more investigation specially in relationship between user’s personality and different stages or events in the system. In this experiment the data collected from the main dataset and consist of 322 record. The experiment objective is to explore the relationship between personality, stages, and sentiment of the users.

The typical approaches investigate extracting the personality traits and emotion from
| Model                  | Tolerance | VIF   |
|-----------------------|-----------|-------|
| (Constant)            |           |       |
| REFERENCE_PEOPLE      | 0.003     | 290.011 |
| LEISURE_ACTIVITY      | 0.004     | 266.827 |
| AFFECTIVE_PROCESS     | 0.006     | 181.557 |
| PHYSICAL_STATES       | 0.006     | 181.512 |
| POSITIVE_EMOTION      | 0.006     | 176.569 |
| SPORTS                | 0.007     | 139.147 |
| OTHER                 | 0.007     | 138.914 |
| BODY_STATES           | 0.008     | 122.386 |
| YOU                   | 0.009     | 108.779 |
| SENSORY_PROCESS       | 0.011     | 89.824  |
| HOME                  | 0.015     | 67.555  |
| PRONOUN               | 0.022     | 46.061  |
| DIC                   | 0.023     | 43.246  |
| SEEING                | 0.025     | 39.69   |
| SELF                  | 0.029     | 34.103  |
| WE                    | 0.033     | 30.494  |
| MUSIC                 | 0.037     | 27.254  |
| TV_OR_MOVIE           | 0.041     | 24.26   |
| FEELING               | 0.043     | 23.21   |
| SLEEPING              | 0.044     | 22.841  |
| HEARING               | 0.047     | 21.488  |
| SEXUALITY             | 0.049     | 20.536  |
| OCCUPATION            | 0.05      | 19.857  |
| SOCIAL_PROCESS        | 0.07      | 14.252  |
| COGNITIVE_PROCESS     | 0.075     | 13.407  |
| NEGATIVE_EMOTION      | 0.089     | 11.213  |

Table 6.5: Coefficients of multicollinearity variance influence factor

Text using linguistic analysis [256] with the recent growth of human-computer interaction on daily bases the need to understand how personality and emotions incorporate in different stages. In the current dataset the web-application involved different stages before submission of the application form. Therefore, for this analysis the system have been divided into stages as shown on Table 6.10.

Retrieve user’s timeline in the proposed stages each user has his own time stamp on the system, which represents the user’s interactions during the life cycle of the call [242].
Table 6.6: Sample of the dataset: 87 LIWC features and more than 1000 candidates; UID represent the user and rest of the columns represent the LIWC features

| UID | WC   | WPS   | UNIQUE  | SIXLTR  |
|-----|------|-------|---------|---------|
| 1003| 364  | 24.2667| 41.4835 | 37.9121 |
| 1008| 275  | 22.9167| 61.4545 | 22.5455 |
| 1010| 197  | 8.20833| 68.0203 | 37.0558 |
| 1014| 577  | 19.2333| 53.7262 | 28.9428 |
| 1016| 348  | 19.3333| 55.4598 | 29.5977 |
| 1023| 538  | 16.8125| 53.9033 | 26.9517 |
| 1033| 517  | 23.5   | 54.352  | 35.9768 |
| 1035| 165  | 23.5714| 62.4242 | 27.8788 |
| 1039| 388  | 16.1667| 56.1856 | 31.701 |
| 1040| 491  | 14.8788| 58.2485 | 33.4012 |
| 1049| 462  | 25.6667| 55.8442 | 33.1169 |
| 1058| 293  | 32.5556| 55.2901 | 26.9625 |
| 1069| 436  | 29.0667| 52.5229 | 26.1468 |
| 1073| 162  | 27     | 61.1111 | 25.9259 |
| 1078| 334  | 17.5789| 55.988  | 34.4311 |

Table 6.7: Evaluation of the model and ability to predicate the status values

|                         | Sum of Sq. | df | Mean Sq. | F      | Sig. |
|-------------------------|------------|----|----------|--------|------|
| Regress.                | 41.602     | 56 | 0.743    | 1.172  | 0.187b|
| Residual                | 563.465    | 889| 0.634    | -      | -    |
| Total                   | 605.067    | 945| -        | -      | -    |

Table 6.8: Model summary after removing the multicollinearity features and above critical value of Mahalanobis distance

In this study, user’s timeline will be segmented with respect to the proposed stages as shows on Table 6.10. To give an illustration of such classification. Figure 6.9 shows a timeline of one of the users on the system and how the proposed stages are cross overlapped. Code A used to pick the text associated with the user at each stage and saved it with the StageID based on Start-End date explained on Table 6.10.

An algorithm responsible to detect the stage of each user by identifying the dates of each stage from the system interaction timestamps. Start and end of each stage have been identified as per the Figure 6.9 the algorithm automatically detect the start/end of
| Model | Stnd. Coeff. | Sig. |
|-------|--------------|------|
| 1 (Constant) | 0.000 | |
| NEGATIONS | 0.109 | 0.004 |
| QMARK | 0.107 | 0.199 |
| SPACE | 0.098 | 0.044 |
| ABBREVIATIONS | 0.076 | 0.038 |
| CAUSATION | 0.073 | 0.051 |
| DASH | 0.068 | 0.093 |
| UNIQUE | 0.068 | 0.247 |
| INHIBITION | 0.062 | 0.072 |
| JOB.OR_WORK | 0.051 | 0.188 |
| DISCREPANCY | 0.045 | 0.389 |
| SCHOOL | 0.044 | 0.279 |

Table 6.9: Top effective coefficient LIWC features over the model

| StageID | Phase Name | Description |
|---------|------------|-------------|
| 1 | Start Stage | From start of the call till the first engagement from the user with the system |
| 2 | Uploading Stage | During the uploading process of the documents. |
| 3 | Submission Stage | The period after the uploading and submission |
| 4 | After Submission Stage | Stage after submission and before end of the call |
| 5 | Extension Stage | Stage where an extension have been granted for users to continue applying (After deadline - Extension date) |

Table 6.10: System Stages

each stage and identify which stage and extract all text associated with the user. The Table 6.11 shows a sample of the data after preparation, notice for each user there are different text associated with different stageID, which associated with Table 6.10.

Applying sentiment analysis allowed us to label each text as positive or negative with respect to each stages, with the expected output for each text being positive, negative. The API Text-Processing used\(^1\) where it expect the text input and the output consist of 3 attributes (Pos, Neg and Natural) as shown in Table 6.12, the first column StageTextID represent a record on the Table 6.11 to match the text, stageID with the output of this text. Negative, Neutral and Positive represent the probability of each label. negative and positive adding up to 1, however, neutral is standalone. If neutral is greater than 0.5 then the label marked as neutral. For this experiment this rule will be ignored the study focus in the probability of positive and negative only. Therefore, the neutral label replaced with other higher probability. For example in the Table 6.12 in the case of record number 12 of StageTextID the positive = 0.492328951 , Neutral = 0.670260584

\(^1\)http://www.text-processing.com
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Figure 6.9: Timestamp of two users (Users 199 and 2698) with respect to proposed stages

and negative = 0.507671049 while it is labelled neutral the negative probability is higher than positive therefore, the label changed to neg

The text processing uses the NLTK Naive Bayes Classification in the methodology with a dictionary of movies review labelled as following a movie reviews corpus has 1000 positive files and 1000 negative files. 75% of the dataset use as the training set, and the rest as the test set. Training and Testing the Naive Bayes Classifier. The outcome of the modelling is 73% accuracy.

There are two sources for extracting the personality traits motivation letter and Big Five Questionnaire as part of the user’s experience the program coordinator encourage users to fill in the Big Five Questionnaire. Therefore, before an attempt to extract the personality traits from the motivation letter first checking the if the User filled out the

\[ \text{Personal statement document submitted as part of the application process} \]
I have 3 questions 1-for the required selected documents there are two requirements MASTER TRANSCRIPT and TRANSCRIPTS What is meant by the Transcripts because there is a slot already to upload the master certificate. 2- you say it is needed to I have 3 questions i have only two documents to upload the site sometimes open but when it does i cant reach the upload page my username amrnawar what about me i only have two documents left because the research proposal needed to be revised by college staff and they just did revising yesterday i need to upload it and submit please admin please thanks alot thats very kind of you thak you very very much

admin thankkkkkkkkkkkks to you i think i uploaded necessary documents but i cant submit now please help me to submit user amrnawar i have only two documents to upload the site sometimes open but when it does i cant reach the upload page my username amrnawar what about me i only have two documents left because the research proposal needed to be revised by college staff and they just did revising yesterday i need to upload it and submit please admin please thanks alot thats very kind of you please urgently help istarted uploading everything only 2 pages of research proposal left when site crashed all my work will go in vain

username Luis Olano tried to apply for Mass Communication program Ain Shams University several times but it s impossible to upload any document please tell me if i can send by email so we spent two weeks fully dedicated to obtaining every document needed to apply for this scholarship and in the end all the effort made was not worth at all it is very sad

My username is mo3taz elsawy i already uploaded my papers and only want to submit my application it still isn t working for me up tell now i can log in but i can not do any thing after that the site is very slow mo3taz elsawy is my user name

Thaaaaaaaaaaaaaaaaaanks Reassure for my Documents

my username is Hatem Hassan plz just one document to complete my submission

whenever i upload any file with it’s required extension (JPG )website says message appears BAD REQUEST Your browser sent a request that this server could not understand

Table 6.11: Sample of Stages Text collected per user [242]
| StageTextID | Negative       | Neutral       | Positive       | Label |
|------------|---------------|---------------|---------------|------|
| 1          | 0.518402657   | 0.366022022   | 0.481597343   | neg  |
| 2          | 0.733416831   | 0.167587171   | 0.266583169   | neg  |
| 9          | 0.606781287   | 0.165370162   | 0.266583169   | neg  |
| 10         | 0.823030133   | 0.176314817   | 0.176969867   | neg  |
| 11         | 0.780114198   | 0.303985047   | 0.219885802   | neg  |
| 12         | 0.803123608   | 0.229718524   | 0.196876392   | neg  |
| 13         | 0.810792691   | 0.168979215   | 0.189207309   | neg  |
| 14         | 0.740935943   | 0.235929961   | 0.259064057   | neg  |
| 15         | 0.762828024   | 0.768115205   | 0.237171976   | neg  |
| 16         | 0.762828024   | 0.768115205   | 0.237171976   | neutral |
| 17         | 0.38153628    | 0.420256869   | 0.61846372    | pos  |
| 18         | 0.332127272   | 0.3738164     | 0.667872728   | pos  |
| 19         | 0.492328951   | 0.670260584   | 0.507671049   | neutral |
| 20         | 0.715223337   | 0.310831638   | 0.284776663   | neg  |
| 21         | 0.549909425   | 0.661750668   | 0.450090575   | neutral |

Table 6.12: Sample of the sentiment analysis output

*Big Five Questionnaire* if not then move to the personality trait extraction methodology stated on Section 5.5.

### 6.3.2 Binomial Logistic Regression (Logistic Regression)

The dataset consists of the Big Five traits, stages of the system and the sentiment positive/negative output. Since the “Big Five” traits are continues values and sentiment output are either positive or negative (dichotomous dependent variable), and the *stageID* is an *ordinal variables*. Therefore, the mix of data types suggests to use Binomial logistic regression, to calculate the probability sentiment behaviour of a user based on personality trait and stage. To observe the possibility of modelling the user’s behaviour based on specific stages.

For a logistic regression to be accurate, the “big five” traits values need to be linearly related to the logit transformation of the *Sentiment Output*. This hypothesis can be examined using the Box-Tidwell (1962) method. The Box-Tidwell is a method to examine this assumption [34]. To achieve this, we follow the below steps:

- Using IBM SPSS, the transformation of all “big five” traits to its natural logs.
- Create interactive term for each of all “big five” traits to its original values and respective natural logs.
It is well-known practice to use Bonferroni correction based on all terms in the model when evaluating this linearity hypothesis [34, 318].

|        | B    | S.E. | Wald | df | Sig. | Exp(B) |
|--------|------|------|------|----|------|--------|
| stageid | 21.862 |      |      | 4  | 0    |        |
| stageid(1) | -1.575 | 0.435 | 13.084 | 1 | 0   | 0.207  |
| stageid(2) | -0.472 | 0.458 | 1.065 | 1 | 0.302 | 0.624  |
| stageid(3) | 0.031 | 0.705 | 0.002 | 1 | 0.965 | 1.032  |
| stageid(4) | -1.554 | 0.459 | 11.481 | 1 | 0.001 | 0.211  |
| Openness | -0.017 | 1.306 | 0    | 1 | 0.989 | 0.983  |
| Conscientiousness | -0.296 | 1.296 | 0.052 | 1 | 0.819 | 0.744  |
| Extraversion | -1.305 | 0.835 | 2.443 | 1 | 0.118 | 0.271  |
| Agreeableness | 2.031 | 0.798 | 6.475 | 1 | 0.011 | 7.624  |
| Neuroticism | -0.272 | 0.929 | 0.086 | 1 | 0.77  | 0.762  |
| Log_OP by Openness | 3.508 | 3.293 | 1.135 | 1 | 0.287 | 33.365 |
| Conscientiousness by Log_Cons | 0.843 | 3.154 | 0.071 | 1 | 0.789 | 2.324  |
| Extraversion by Log_ext | 0.141 | 2.595 | 0.003 | 1 | 0.957 | 1.151  |
| Agreeableness by Log_Agree | -2.017 | 2.288 | 0.778 | 1 | 0.378 | 0.133  |
| Log_neuro by Neuroticism | 1.965 | 2.538 | 0.599 | 1 | 0.439 | 7.133  |
| Constant | 3.505 | 2.205 | 2.527 | 1 | 0.112 | 33.297 |

Table 6.13: Logistic Regression – variables in the equation table

According to the Logistic Regression result, Table 6.13 Linearity of the “big five” traits concerning the logit transformation of the “Sentiment Analysis” was evaluated via the Box-Tidwell method [34]. A Bonferroni correction was applied using all twelve (Big five, Log Big Five, StageID and Sentiment Output) terms in the model occurring in a valid statistical significance, since \( p < .00416 \) [318]. Based on this evaluation, all the “big five” traits were observed to be linearly correlated to the logit of the sentiment output.

### 6.3.3 Key Findings and Discussion

There was one studentised residual with a value of \(-5.817511\) standard deviations, which retained in their investigation. The logistic regression model was statistically significant, \( \chi^2(9) = 31.853, p < .0005 \). The model explained 9% (Nagelkerke R2) of the change in sentiment raised in different stages and accurately classified 80.2% of cases as shown in Table 6.14. Sensitivity was 99.2%, specificity was 7.4%, the positive predictive value was 19.5%, and the negative predictive value was 80.4%, of the nine predictor variables, there were statistically significant: Stages (1,4), Extraversion, Agreeableness,
Conscientiousness

Table 6.13. It is notable that there is a big gap between the positive predictive value and the negative value.

| Observed | Predicted | Sentiment Percentage Correct |
|----------|-----------|------------------------------|
|          |           | Pos  | Neg  |               |
| sentiment_label | Pos  | 5    | 63   | 7.4          |
|                | Neg   | 2    | 259  | 99.2         |
| Overall Percentage |     |     |     | 80.2         |

Table 6.14: Binomial Logistic regression Classification

6.4 Relationship Between Personality Traits and Emotion

6.4.1 Introduction

The increase usage of online platform which involve the daily bases life has challenge us to develop a model for the type of users using these platform, by understanding the personality and emotion raised while using the system, that would lead to signification improvement in the architecture of the complex computer system not only the design, it is delivering the information to the users.

Research into personality traits have been challenge for many researchers in different fields, for past 100 years interest in developing technology that has the ability to recognise peoples personality and emotions [321] has grown rapidly. Recently researchers have started to investigate the relation between the social on-line behaviour and the real life behaviour. This research interested in capturing the emotions used in the test, and according to the literature as discussed in Section 2.6, different approach has been introduced to capture the emotions, one of them is using IBM Watson (see Section 4.2.3) and other is using TEIQue assessment [264], therefore, it was vital to investigate the association between Big Five Personality Traits and the EI traits using TEIQue Assessment.

This experiment focus on investigating the relation between the personality traits (Big Five) and the Emotional Intelligent behaviour (TEIQue), for the Facebook dataset, in order to decide either to use TEIQue or Lexicon Basic Emotion approach.
6.4.2 Personality Traits and Temporal Behaviour

The dataset used in this experiment is retrieved from the web-based scholarship system (see Section 5.3). 72 participants completed a Big Five Personality Traits personality questionnaire and TEIQue assessment questionnaire after submitting their application, as part of the user experience improvement suggested by Scholarship Administrator team.

The type variables in the dataset suggested a use of Pearson’s correlation to investigate the association between the Big Five Personality traits and the EI traits.

Pearson Correlations

| Tests of Normality |
|--------------------|
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
| Statistic | Kolmogorov-Smirnova | Shapiro-Wil...
### Correlations

|                       | Wellbeing | Selfcontrol | Emotionality | Sociability |
|-----------------------|-----------|-------------|--------------|-------------|
| **Extraversion**      | Pearson Correlation | 0.255  | 0.026  | 0.222  | 0.350  |
|                       | Sig. (2-tailed)      | 0.190  | 0.895  | 0.256  | 0.067  |
| **Agreeableness**     | Pearson Correlation | 0.452* | 0.219  | 0.297  | 0.175  |
|                       | Sig. (2-tailed)      | 0.016  | 0.263  | 0.125  | 0.373  |
| **Conscientiousness** | Pearson Correlation | 0.465* | 0.076  | 0.173  | 0.143  |
|                       | Sig. (2-tailed)      | 0.013  | 0.702  | 0.379  | 0.468  |
| **Neuroticism**       | Pearson Correlation | -0.550** | -0.506** | -0.235  | -0.492** |
|                       | Sig. (2-tailed)      | 0.002  | 0.229  | 0.008  |
| **Openness**          | Pearson Correlation | 0.393* | 0.296  | 0.263  | 0.323  |
|                       | Sig. (2-tailed)      | 0.039  | 0.177  | 0.094  |

Table 6.16: Pearson correlation coefficient, Big Five and EI traits

|                       | Wellbeing | Selfcontrol | Emotionality | Sociability |
|-----------------------|-----------|-------------|--------------|-------------|
| **Extraversion**      | Correlation Coefficient | 0.158  | -0.023  | 0.278  | 0.288  |
|                       | Sig. (2-tailed)      | 0.423  | 0.907  | 0.153  | 0.137  |
| **Agreeableness**     | Correlation Coefficient | 0.413* | 0.193  | 0.255  | 0.066  |
|                       | Sig. (2-tailed)      | 0.029  | 0.324  | 0.190  | 0.737  |
| **Conscientiousness** | Correlation Coefficient | 0.514** | -0.035  | 0.178  | 0.114  |
|                       | Sig. (2-tailed)      | 0.005  | 0.859  | 0.364  | 0.563  |
| **Neuroticism**       | Correlation Coefficient | -0.383* | -0.484** | -0.212  | -0.357  |
|                       | Sig. (2-tailed)      | 0.044  | 0.009  | 0.280  | 0.062  |
| **Openness**          | Correlation Coefficient | 0.329  | 0.214  | 0.260  | 0.236  |
|                       | Sig. (2-tailed)      | 0.087  | 0.274  | 0.182  | 0.227  |

Table 6.17: Spearman’s Rank-Order correlation output
Spearman’s Rank-Order Correlation

As the normality check on Table 6.15 reported that none of the variables were normally disrupted and to verify the output of the Pearson Correlation Coefficient reported on Table 6.16. Spearman’s rank-order correlation has been suggested to confirm the association. Table 6.17 shows that there was a positive correlation between Conscientiousness and Well being, rs = .514, and Negative correlation between Neuroticism and self control, rs = -.484.

6.4.3 Association between Personality Traits and Six Basic Emotions

This experiment is a replication of the previous experiment to investigate the association between Big Personality Traits and basic emotions (as initially presented in Section 2.6). The dataset used in this experiment is consisted of 477 interaction extracted from scholarship system, through different data source as explained previously in Section 5.3. IBM Watson (as presented in Section 4.2.3) used as an API to extract Big Personality Traits and Basic Emotions, based on the lexicon approach.

Pearson Correlation

Figure 6.10 shows the assumption of normality for Big Five Traits and Basic Emotions was satisfied for most of the variables as assessed by visual inspection of Normal Q-Q Plots.

|                | Openness | Conscientiousness | Extraversion | Agreeableness | Neuroticism |
|----------------|----------|-------------------|--------------|---------------|-------------|
| Anger Pearson Correlation | .045     | .014              | -.002        | -.068         | .012        |
| Sig. (2-tailed)     | .330     | .759              | .963         | .140          | .799        |
| Disgust Pearson Correlation | .071     | .041              | .006         | -.086         | -.074       |
| Sig. (2-tailed)     | .122     | .369              | .895         | .062          | .107        |
| Fear Pearson Correlation | .015     | -.092*            | .003         | -.021         | -.248**     |
| Sig. (2-tailed)     | .752     | .044              | .944         | .650          | .000        |
| Joy Pearson Correlation | .083     | .126**            | -.016        | -.046         | .106*       |
| Sig. (2-tailed)     | .069     | .006              | .731         | .311          | .021        |
| Sadness Pearson Correlation | -.123**  | .025              | -.053        | .069          | .068        |
| Sig. (2-tailed)     | .007     | .590              | .244         | .134          | .136        |

Table 6.18: Pearson’s correlation coefficient, Big Five and Basic emotions

Table 6.18 shows a Pearson’s correlation coefficient was run to assess the relationship between Big Five traits and basic emotions. Preliminary analyses showed the relationship to be linear with both variables normally distributed, as assessed by visual inspection of Normal Q-Q Plots, and there were no outliers. There was a moderate
negative correlation between fear and Conscientiousness, Neuroticism, $r(447) = -0.092$, $p < .05$, $r(447) = -0.248$, $p < .05$ and moderate positive correlation between joy and Conscientiousness, Neuroticism, $r(447) = 0.126$, $p < .05$, $r(447) = 0.106$, $p < .05$.

6.4.4 Discussion

The findings from experiment (see Section 6.4.2) is relevant to, and can be interpreted from the perspective of, the emerging literature on the general factor of personality [109, 149, 223]. The output agrees with the the reported findings in study conducted by McCrae [205], there are a moderate correlation between Neuroticism, self control and well being. Well being has a moderate correlation to agreeableness and conscientiousness. Beyond the theoretical value of these data, the results demonstrate the practical equivalence of TEIQue and in relation to their associations with Big Five personality traits. However, according to the literature as previously discussed in Section 4.2.3, emotions can be captured using linguistic analysis, therefore, further experiments presented in Section 6.4.3 were conducted to explore the association between Big Five traits and
basic emotions. The findings suggested a moderate correlations between the traits as explained previously. Furthermore, as both theories interested in capturing the emotions it was decided to move forward with the basic emotions (lexion approach) as it can capture the emotions from the text which fits the direction of this study.

6.5 Investigating Behavioural and Emotional Change

6.5.1 Introduction

The experiments presented in Section 6.3 suggest an 80.2% accuracy of the proposed model, which proves the assumption of strong correlation between personality traits, sentiment and the stages of the application form. Therefore, this experiment has been introduced as an extension to the previous model to extend the sentiment instead of being negative and positive to include the emotion extracted using IBM Watson Tone Analyzer stated on Section 5.6. This experiment will focus on incorporating the emotion tone Anger, Fear, Disgust, Joy and Sadness. Although, according to the literature discussed in Section 4.2.3, it is essential to investigate the fundamental emotions and it is an association with Big Five Personality trait.

The dataset is prepared from the previous experiment in Section 6.3 however, an extension preparation is required to cover the new requirements for this experiment. In this respect, the data in Table 6.11 is used again to extract the emotion based on the stages reported in the Table 6.10. Table 6.19 shows sample of the output from the IBM Watson Tone Analyzer. The column StagesTextID associated with the text from Table 6.11 and the attributes Anger, Disgust, Fear, Joy and Sadness all adding to 1.

6.5.2 Ordinal Regression Analysis

The Ordinal regression analysis suggested to be used on this dataset, as noted earlier in Section 6.3, the dataset consist of different types of variables (Big Five and Emotions) considered as continues variables however, the stages is a grouped variable (Ordinal Variable). Therefore, the ordinal regression analysis suggested for this experiment.

A critical part of the process involves verification phase to make sure that the data being analyse can actually be analysed using this test. The ordinal logistic regression has four assumptions that you have to consider: (a) you have an ordinal dependent variable, (b) dataset consist of one or more independent variables that are continuous. (c) There should be no multicollinearity (d) There should be a proportional odds. The assumption (a) and (b) is valid in the dataset, as shown previously the dependent variable StageID – Table 6.11 is type of ordinal values scale from 1 to 5. The (b) assumption is valid as The Big Five and emotions values is type of continuous as shown in Tables 6.19 and 6.18.
Testing the assumption of multicollinearity

Discovering whether there is multicollinearity is an essential step in ordinal logistic regression. To test the Multicollinearity, we need to check if two or multiple variables (independent) are correlated with each other. If this occurs will lead to a lack of understanding which independent variable explains the dependent, and this will give an inaccurate association for the model.

| Model            | Tolerance | VIF |
|------------------|-----------|-----|
| Anger            | .674      | 1.484 |
| Disgust          | .927      | 1.079 |
| Fear             | .662      | 1.510 |
| Joy              | .273      | 3.661 |
| Sadness          | .385      | 2.599 |
| Openness         | .782      | 1.279 |
| Conscientiousness| .836      | 1.197 |
| Extraversion     | .715      | 1.398 |
| Agreeableness    | .618      | 1.619 |
| Neuroticism      | .846      | 1.182 |

Table 6.20: Multicollinearity output - Coefficients (Dependent Variable: stageid)
In examining the Tolerance values and variance inflation factor (VIF) values, according to Table 6.20 all the Tolerance > 0.1 (the lowest is 0.273), and VIF values are much less than 10. Therefore, it is fairly certain that there is no issue with collinearity in this dataset. The findings confirm the validity of the assumption (c).

The assumption of proportional odds  Progressing to assumption (d), the assumption of proportional odds is essential to the kind of ordinal logistic regression. Each independent variable has the same influence at each developing separation of the ordinal dependent variable. This assumption can be examined using two approaches: (a) with a full likelihood ratio test associating the fit of the proportional odds model to a model with different location parameters, and (b) by running separate binomial logistic regressions on cumulative dichotomous dependent variables.

- Full likelihood ratio test This test works by measuring the model fit within two separate models. That two models that we are interested in for this test are the proportional odds model - null hypothesis row- and the proportional odds constraint/assumption (the “General” row). That where the slope coefficients are provided to be different in each logit value.

The assumption of proportional odds will be valid only if the difference in model fit is small and not statistically significant \( p > 0.05 \). On the other hand, the assumption of is invalid \( p < 0.05 \), which means the model fit is substantial and statistically significant.

According to Table 6.21, \( p = 0.001 \), which is less than 0.05. Therefore, the assumption of proportional odds is violated. By violating this assumption, therefore each independent variable cannot be treat as having the same impact for each cumulative logit.

| Model               | -2 Log Likelihood | Chi-Square | df  | Sig  |
|---------------------|-------------------|------------|-----|------|
| Null Hypothesis     | 1226.624          |            |     |      |
| General             | 1167.651          | 58.974     | 30  | .001 |

Table 6.21: Full likelihood ratio test - Test of Parallel Lines

- Separate binomial logistic regressions

The full likelihood ratio test flagged violations of the assumption of proportional odds that do not exist. Therefore, a wider examination of the assumption of proportional odds needed by running separate binomial logistic regressions on the dichotomous dependent variables. According to Hardy (1993) [140], many regression procedures, such as linear regression or logistic regression, do not accept
Table 6.22: Parameter estimates and odd ratios for the dichotomised cumulative categories of the dependent variable

| Independent variable | Stage1  | Stage2  | Stage3  | Stage4  | Stage1  | Stage2  | Stage3  | Stage4  |
|----------------------|---------|---------|---------|---------|---------|---------|---------|---------|
| Anger                | 2.246   | .775    | .620    | -.316   | 9.455   | 2.171   | 1.859   | .729    |
| Disgust              | 7.918   | 6.394   | 8.632   | 8.630   | 2745.452 | 598.318 | 5606.564 | 5596.071 |
| Fear                 | -1.559  | -.517   | -.241   | .317    | .210    | .596    | .786    | 1.373   |
| Joy                  | -.770   | -.130   | .458    | 1.039   | .463    | .878    | 1.581   | 2.825   |
| Sadness              | -2.869  | -1.689  | -1.147  | -1.383  | .057    | .185    | .318    | .251    |
| Openness             | -.257   | .121    | .204    | .312    | .773    | 1.129   | 1.227   | 1.366   |
| Conscientiousness    | -.373   | -.005   | -.595   | -.810   | .689    | .995    | .551    | .445    |
| Extraversion         | -.531   | -.179   | -.360   | -.321   | .588    | .836    | .698    | .726    |
| Agreableness         | .070    | .035    | .166    | .320    | 1.072   | 1.036   | 1.181   | 1.377   |
| Neuroticism          | -.391   | -.220   | -.183   | -.687   | .676    | .802    | .833    | .503    |
| Constant             | .491    | .601    | .702    | 1.544   | 1.634   | 1.824   | 2.018   | 4.684   |

categorical variables directly into the model: they have to recoded first. This recording can take many different forms, with the most popular called indicator coding [250]. This process will perform a separation method which will divide the dependent dichotomous variable into separate parameters that number one less than the number of classes of the dichotomous variable. Creating a new variables Stage1, Stage 2, Stage 3 and Stage 4.

Table 6.22 presents the information extracted from the Variables in the Equation tables to allow more straightforward comparison. Essentially, the assumption of proportional odds states that the estimated parameters, except the intercept (i.e., just the slope coefficients), are equal for each binomial logistic regression run on each dichotomised cumulative category; only the intercept - called the threshold in ordinal regression - is free to vary. If this assumption is tenable, the coefficients above should be similar for Stage1, Stage 2, Stage 3 and Stage 4. However, it usually makes more sense to look at the differences or similarities between the odds ratios.

Openness, Extraversion and Agreeableness in the Table 6.22, odd ratios for four different binomial logistic regression are similar (i.e, 1.072, 1.036, 1.181 and 1.377). It would appear that, for this variable, the assumption of proportional odds appears tenable. However, consider anger, disgust, fear, joy, sadness, conscientiousness, extraversion, agreeableness and neuroticism (i.e, 2745.452, 598.318 5606.564 and 5596.071). The assumption of similar odds for this variables might not be tenable. Therefore, treating those variable in the final ordinal regression with more caution.
| Source       | Chi-Square | df    | Sig. |
|--------------|------------|-------|------|
| Pearson      | 1299.332   | 1326  | .694 |
| Deviance     | 1098.406   | 1326  | 1.000|

Table 6.23: Goodness-of-Fit

| Source            | Wald Chi-Square | df    | Sig.  |
|-------------------|-----------------|-------|-------|
| Anger             | 1.341           | 1     | .247  |
| Disgust           | 12.046          | 1     | .001  |
| Fear              | .102            | 1     | .749  |
| Joy               | .127            | 1     | .721  |
| Sadness           | 6.986           | 1     | .008  |
| Openness          | .054            | 1     | .816  |
| Conscientiousness | 1.556           | 1     | .212  |
| Extraversion      | .612            | 1     | .434  |
| Agreeableness     | .203            | 1     | .652  |
| Neuroticism       | 1.214           | 1     | .271  |

Table 6.24: Tests of Model Effects

**Ordinal Regression Key Findings**. A cumulative odds ordinal logistic regression with partial proportional odds was run to understand the impact of Big Five traits and emotions on different stages of the system reported in Table 6.10. The proportional odds were violated, as assessed by a full likelihood ratio test comparing the fitted model to a model with varying location parameters, $x^2(40) = 58.974$, $p = .001$. The deviance goodness-of-fit test indicated that the model was a good fit to the observed data, $x^2(1326) = 1098.406136$, $p = 1.0$ as shown in Table 6.23, but most cells were sparse with zero frequencies in 74.8% of cells. However, the final model statistically significantly predicted the dependent variable over and above the intercept-only model, $x^2(10) = 42.840503$, $p < .001$. The disgust and sadness parameters had a statistically significant effect on the prediction of stageID, $x^2(1) = 12.046$, $p = .001$ and $x^2(1) = 6.086$, $p = .008$ as shown in Table 6.24. Table 6.25 shows an increase in disgust is associated with an increase in the odds of being in later stages (4 or 5), with an odds ratio of .041 (95% CI, 5.04 to .034), Wald $x^2(1) = 12.046$, $p < .005$. Furthermore, an increase in Sadness was associated with an increase in the odds of being in later stages (4 or 5) with an odds ratio of 5.356 (95% CI, 1.543 to 18.589), Wald $x^2(1) = 6.986$, $p < .008$. 
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6.5.3 Multinomial Logististics Regression

The ordinal regression analysis from the experiment in Section 6.5.2 reported disgust, sadness and conscientiousness as statistically significant with StageID. However, the proportional odd assumption treated with very caution and it suggested partial proportional odd relationship with some parameters. Therefore, it is suggested to use multinomial logististics regression analysis to predict a nominal dependent variable with more than one value. Multinomial Regression required the data to pass six assumption

1-dependent variable should be measured at the nominal level, 2-One or more independent variables that are continuous, 3-Independence of observations and the dependent variable should have mutually exclusive and exhaustive categories – according to Table 6.10 the dependent variable stageID are mutually exclusive and exhaustive (i.e. each record fall into one and only one category), 4-There should be no multicollinearity, 5-linear relationship between any continuous independent variables and the logit transformation of the dependent variable, 6-No outliers, high leverage values or highly influential points.

From the previous experiment in Section 6.5.2 the data passes assumption 1,2,3,4 and 6.

Assumptions

Assumption number 5, linear relationship between any continuous independent variables and the logit transformation of the dependent variable (see Section 6.2). 

\[
\text{logit}(\text{StageID}) = \ln \left( \frac{\text{StageID}}{1 - \text{StageID}} \right) \tag{6.2}
\]

Using linear regressing to investigate the relationship between the Big Five, Emotions and out dependent value (StageID). Table 6.26 shows the output of the linear regression. According to the table, there is a significant correlation with Disgust (B=-.158, p-value=0.001) and Sadness (B=.183, p-value=.011). The assumption number 5 is not violated and passed since the two independent variable have significant statistics correlation with the logit of StageID.
All assumption for multinomial regression analysis is validated for the dataset, the next section will show the output of the multinomial logistics analysis.

|                | Unstandardised Coefficients | Standardised Coefficients |   t | Sig. | Correlations |
|----------------|-----------------------------|---------------------------|-----|------|--------------|
| (Constant)     | 2.373                       | .588                      | 4.033 | .000 |              |
| Anger          | -.698                       | .760                      | -.918 | .359 | -.043        |
| Disgust        | -6.392                      | 1.863                     | -3.432 | .001 | -.157        |
| Fear           | .294                        | .842                      | .349  | .727 | .016         |
| Joy            | -.207                       | .665                      | -.311 | .756 | -.014        |
| Sadness        | 1.394                       | .546                      | 2.551 | .011 | .117         |
| Openness       | -.095                       | .401                      | -.238 | .812 | .001         |
| Conscientiousness | .370                    | .324                      | 1.144 | .253 | .053         |
| Extraversion   | .272                        | .345                      | .788  | .431 | .036         |
| Agreeableness  | -.114                       | .336                      | -.340 | .734 | .016         |
| Neuroticism    | .292                        | .265                      | 1.100 | .272 | .051         |

Table 6.26: Linear Regression Coefficients output (dependent variable: Stageid)

According to Table 6.27, p-value=.000, the model fits the data significantly better than the null model. Table 6.28 variables Disgust, Sadness and Conscientiousness with p-values .006, 0.017 and 0.051 has a significant overall effect on the dependent StageID.

### Analysis Findings

According to Table 6.27, p-value=.000, the model fits the data significantly better than the null model. Table 6.28 variables Disgust, Sadness and Conscientiousness with p-values .006, 0.017 and 0.051 has a significant overall effect on the dependent StageID.

According to Table 6.29, Disgust likely to increase ratio odds while in Stage 1 over being in Stage 3 with in odds ratio of 194325.6 (95% CI, 156.670380 to 241031239.97), Wald $x^2(1) = 11.227$, $p < .001$. Output suggested Sadness more likely to increase with ratio odds of 0.40 (95% CI, 0.005 to 0.355), Wald $x^2(1) = 8.358$, $p < .004$, while in Stage 1 decrease over being in Stage 5. Findings reported, odds increase Disgust with odd ratio 179275.939 to be in Stage 3 (95% CI, 9.041 to 3554947303.3), Wald $x^2(1) = 5.741$, $p < .017$. For every one-unit increase in the Conscientiousness the ratio odds of being in Stage 3 decrease by .081 than on Stage 5 (95% CI,0.14 to .460), Wald $x^2(1) = 8.028$, $p < .005$. For every one-unit increase in the Neuroticism the ratio odds of being in Stage 4 increase by .225 than on Stage 5 (95% CI,0.066 to .769), Wald $x^2(1) = 5.656$, $p < .017$.

\(^3\text{Reference outcome}\)
### Effect Model Fitting Criteria Likelihood Ratio Tests

| Effect        | Model Fitting Criteria | Likelihood Ratio Tests |
|---------------|------------------------|------------------------|
|               | -2 Log Likelihood of Reduced Model | Chi-Square | df | Sig. |
| Intercept     | 1190.707               | 4.678                  | 4  | .322 |
| Anger         | 1191.875               | 5.846                  | 4  | .211 |
| Disgust       | 1200.616               | 14.587                 | 4  | .006 |
| Fear          | 1188.317               | 2.287                  | 4  | .683 |
| Joy           | 1189.467               | 3.438                  | 4  | .487 |
| Sadness       | 1198.063               | 12.033                 | 4  | .017 |
| Openness      | 1187.017               | .987                   | 4  | .912 |
| Conscientiousness | 1195.475           | 9.445                  | 4  | .051 |
| Extraversion  | 1187.510               | 1.481                  | 4  | .830 |
| Agreeableness | 1186.722               | .692                   | 4  | .952 |
| Neuroticism   | 1192.894               | 6.864                  | 4  | .143 |

Table 6.28: Multinomial Regression - Likelihood Ratio Tests

### 6.5.4 Key Findings and Discussion

The aim of the experiment to extend the previous model as presented in Section 6.3 to include the emotion parameters to investigate how a model would fit and if there is any significant statistical correlation between the independent variables (BigFive+emotions) and the dependent variable (StageID) as shown in table 6.10. The Ordinal Regression suggested a final model statistically significantly predicted the dependent variable over and above the intercept-only model, $\chi^2(10) = 42.840503, p < .001$. The disgust and sadness parameters had a statistically significant effect on the prediction of stageID, $\chi^2(1) = 12.046, p = .001$ and $\chi^2(1) = 6.086, p = .008$ as shown in table 6.24. However, the ordinal assumption Partial Proportion Odds have been violated in some parameters in the model which suggested an inaccurate outcome. Therefore, Multinomial Regression has been used to confirm the output since all six assumptions of the multinomial regression is passed. The output reported is from Table 6.28 variables Disgust, Sadness and Conscientiousness with p-values .006, 0.017 and 0.051 has a significant overall effect on the dependent StageID. The output from Ordinal and Multinomial Regression analysis agreed on that the variables Disgust, Sadness, Conscientiousness, and Neuroticism has a statistically significant impact on the dependent value StageID.
Table 6.29: Multinomial Regression - Parameter Estimates

| Stage | B         | Std. Error | Wald  | df | Sig. | Exp(B) | 95% Confidence Interval for Exp(B) Lower Bound | Upper Bound |
|-------|-----------|------------|-------|----|------|--------|-----------------------------------------------|-------------|
| 1     | Intercept | 1.603      | 1.165 | 1  | .169 |        |                                               |             |
|       | Anger     | 1.436      | 1.346 | 1  | .139 | 4.205  | .301 24.120                                   |             |
|       | Fear      | -1.157     | 1.892 | 1  | .286 | 4.205  | .301 24.120                                   |             |
|       | Joy       | .090       | 1.737 | 1  | .948 | 1.094  | .074 16.268                                   |             |
|       | Sadness   | -3.217     | 1.113 | 1  | .004 | .004   | .004 25.438                                   |             |
|       | Openness  | .001       | .739  | .001| .999 | 1.001  | .235 4.265                                   |             |
|       | Conscientiouss | -.851  | .603  | 1  | .576 | .249   | .249 2.167                                   |             |
|       | Extraversion | -.645    | .653  | 1  | .323 | .524   | .146 1.886                                   |             |
|       | Agreeableness | .288    | .624  | 1  | .644 | 1.334  | .393 4.529                                   |             |
| Stage 2 | Intercept | -.035      | 1.099 | .001| .972 |        |                                               |             |
|       | Anger     | -1.245     | 1.384 | 1  | .358 | .288   | .020 4.093                                   |             |
|       | Disgust   | 6.481      | 3.806 | 1  | .089 | 65.527 | .376 113.387                                  |             |
|       | Fear      | .584       | 1.438 | .065| .684 | 1.794  | .107 30.034                                   |             |
|       | Joy       | .967       | 1.127 | 1  | .391 | 2.631  | .289 23.971                                   |             |
|       | Sadness   | -.812      | .925  | .771| .380 | .444   | .072 2.720                                   |             |
|       | Openness  | .522       | .696  | .563| .453 | 1.685  | .431 6.590                                   |             |
|       | Conscientiouss | -.308    | .552  | .312| .576 | .735   | .249 2.167                                   |             |
|       | Extraversion | -.090    | .581  | .024| .877 | 9.141  | .293 2.852                                   |             |
|       | Agreeableness | .219    | .574  | .146| .703 | 1.245  | .404 3.856                                   |             |
|       | Neuroticism | -.468    | .455  | 1.058| .304 | .626   | .257 1.528                                   |             |
| Stage 3 | Intercept | -1.535     | 1.418 | 1  | .173 | .279   |                                               |             |
|       | Anger     | -.944      | 2.172 | .189| .664 | .389   | .006 27.492                                   |             |
|       | Disgust   | 12.097     | 5.049 | 1  | .017 | 19.275 | .904 35.549                                   |             |
|       | Fear      | .945       | 2.161 | .191| .662 | 2.572  | .037 17.816                                   |             |
|       | Joy       | 2.562      | 1.534 | 1  | .095 | 12.964 | .641 262.113                                  |             |
|       | Sadness   | .834       | 1.315 | .402| .526 | 2.302  | .175 30.320                                   |             |
|       | Openness  | .565       | 1.035 | .298| .585 | 1.759  | .231 13.379                                   |             |
|       | Conscientiouss | -2.517  | .888  | 8.028| .005 | .081   | .014 4.60                                    |             |
|       | Extraversion | -.751    | .958  | .616| .433 | .472   | .072 3.082                                   |             |
|       | Agreeableness | .527    | .902  | .341| .559 | 1.693  | .289 9.921                                   |             |
|       | Neuroticism | -.507     | .654  | .601| .438 | .602   | .167 2.171                                   |             |
| Stage 4 | Intercept | -1.50     | 1.288 | .013| .908 |        |                                               |             |
|       | Anger     | -2.805     | 1.994 | 1  | .159 | .060   | .001 3.014                                   |             |
|       | Disgust   | 3.907      | 5.125 | 1  | .446 | 49.763 | .002 114.375                                  |             |
|       | Fear      | 1.603      | 1.820 | .776| .378 | 4.970  | .140 175.957                                  |             |
|       | Joy       | 1.551      | 1.467 | 1  | .117 | 4.715  | .266 83.649                                   |             |
|       | Sadness   | -1.002     | 1.210 | .686| .408 | .367   | .034 3.934                                   |             |
|       | Openness  | .497       | .887  | .314| .575 | 1.644  | .289 9.346                                   |             |
|       | Conscientiouss | -.731    | .765  | .915| .339 | .481   | .108 2.154                                   |             |
|       | Extraversion | -.074    | .753  | .010| .922 | .929   | .212 4.063                                   |             |
|       | Agreeableness | .510    | .744  | .470| .493 | 1.665  | .388 7.149                                   |             |
|       | Neuroticism | -1.493    | .628  | 5.636| .017 | .225   | .066 7.69                                    |             |

6.6 Incorporating Emotion and Personality-Based Analysis in User-centered Modelling

6.6.1 Introduction

As computer systems and applications have become more widespread and complex, with increasing demands and expectations of ever-more intuitive human-computer interactions, research in modelling, understanding and predicting user behaviour demands has become a priority across a number of domains [220]. In these application domains, it is useful to obtain knowledge about user profiles or models of software applications, in-
cluding intelligent agents, adaptive systems, intelligent tutoring systems, recommender systems, e-commerce applications and knowledge management systems [86, 87, 299]. Furthermore, understanding user behaviour during system events leads to a better informed predictive model capability, allowing the construction of more intuitive interfaces and an improved user experience. This work further builds upon our research published in 2016 [220].

We are particularly interested in the relationship between digital footprint and behaviour and personality [236, 240, 28, 29]. A wide range of pervasive and often publicly available datasets encompassing digital footprints, such as social media activity, can be used to infer personality [184, 242]. Big social data offers the potential for new insights into human behaviour and development of robust models capable of describing individuals and societies [186]. Social media has been used in varying computer system approaches; in the past this has mainly been the textual information contained in blogs, status posts and photo comments [28, 29], but there is also a wealth of information in the other ways of interacting with online artefacts. Research in an image or video analysis includes promising studies on YouTube videos for classification of specific behaviours and indicators of personality traits [27]. This work uses crowdsourced impressions, social attention, and audio-visual behavioural analysis on slices of conversational video blogs extracted from YouTube. From sharing and gathering of information and data to catering for marketing and business needs; it is now widely used as technical support for computer system platforms.

The work presented in this experiment is based on previous work in psycholinguistic science and aims to provide further insight into how the words and constructs we use in our daily life and online interactions reflect our personalities and our underlying emotions. As part of this active research field, it is widely accepted that written text reflects more than the words and syntactic constructs, but also conveys emotion and personality traits [255]. As part of our work, the IBM Watson Tone Analyzer (part of the IBM Watson Developer Cloud toolchain) has been used to identify emotion tones in the textual interactions in an online system, building on previous work in this area that shows a strong correlation between the word choice and personality, emotions, attitude and cognitive processes, providing further evidence that it is possible to profile and potentially predict users identity [106]. The Linguistic Inquiry and Word Count (LIWC) psycholinguistics dictionary [256, 320] is used to find psychologically meaningful word categories from word usage in writing; the work presented here provides a modelling and analysis framework, as well as associated toolchain, for further application to larger datasets to support the research goal of improving user-centered modelling [220].

The dataset used in this experiment (see Section 5.3) consists of users (N=391), interactions and comments (N=1390) as responses to system status and reporting their experience with using the system. Google Analytics has been used to track user behaviour and web statistics (such as impressions); this data from has been used to identify
the server’s status and categorised the status as two stages: *Idle*, where the system had a higher number of active sessions; and marked as *Failure*, where the system had a lower number of sessions engaged. Figure 6.11 provides a plot of web traffic from Google Analytics over a specific day, clearly showing the drop at 20:00 where the system had been identified as in the *Failure* state.

Figure 6.11: Google Analytics profile showing behaviour of the system over a 24 hour period (timeline during the day vs. number of active sessions)

### 6.6.2 Analysis

All communications had been collected and grouped by server status, then sent to the IBM Watson Tone Analyzer to produce the emotion social tone scores, to present an overview of the system behaviour and users interaction with Facebook at the same time. Figure 6.12 shows the association between the server behaviour and emotions of the users; in the system, *Failure* status gives a significant difference in overall *Anger* in different status; furthermore, the *Joy* parameter shows a significant difference with the system in *Idle* and *Failure* status. However *Fear* and *Sadness* parameters is about the same, even with the system in *Idle* status.

Figure 6.12: Overall emotion tone response to server failure/idle status

We recognised the user’s personality based on analysis of their Facebook interactions, namely by collecting all comments from the users, again using the IBM Watson

100
Table 6.30: Snapshot of the data used in the analysis

Personality Insights tool. However, some users in the dataset had completed the Big Five Questionnaire \((N = 44)\); for these users, their “Big Five” scores have been used instead. The second stage involved grouping the comments based on server status and segmenting these communications by the user; this allowed us to investigate the impact of server status in the emotion of the user and investigate the Big Five dimension as a constant parameter. By investigating the association between the personality trait dimensions and the social emotion tones, we can find the highest correlation to identify the critical elements of the potential model by applying linear regression and Pearson correlation. The output will allow the building of a neural network multilayer perception using the possible significant aspects with higher associations [220].

The previous overview encourages further study to understand the correlation between user’s behaviour and complex computer system behaviours. The data collected from the social media communications have been grouped by users and using the IBM Watson Personality Insights, we were able to identify the Big Five personality traits for each user. Using the IBM Watson Tone Analyzer, the data has been grouped by user’s comments and server status (Failure, Idle) to identify social emotion tone for each user. Table 6.30 shows an example of data used in this investigation, with each row representing a unique user, and each column represents the Big Five traits, social emotion tones, and server status.

6.6.3 Key Findings

As part of modelling the users’ responses and behaviour, one of the approaches to building the conceptual framework model is to apply linear regression to investigate the relationship between the Big Five personality dimensions and the emotion tones features.

During the analysis, the linear regressions (presented in Table 6.31 and Figures 6.13, 6.14, 6.15, 6.16, and 6.17) does show significant correlations between the Big Five dimensions and the social emotion tones; however, certain correlations can be highlighted
Figure 6.13: Scatter plot of Big Five dimension “Openness” (dependent variable) and social emotion tones (independent variables)

Figure 6.14: Scatter plot of Big Five dimension “Extraversion” (dependent variable) and social emotion tones (independent variables)

and used as key elements for the model. The correlation of Openness and Disgust, is 0.479; the correlation of Extraversion and Joy is 0.446 with p-value of zero. Conscientiousness and Joy with 0.436 correlation and Disgust with 0.255. Agreeableness, does not appear to have a high impact in the social emotion parameters, with the highest correlation being 0.188 with Joy, which can be overlooked as a useful factor in the
Neuroticism and Disgust is -0.363, Joy is -0.487 and p-value is zero is both cases; and Sadness with 0.233. All correlation values are < 0.5; however, it is noticed that Agreeableness does not have a linear relationship with any of the social emotion tones. Furthermore, the social emotion tones that have a potential linear relationship are Disgust, Joy and Sadness, since the three tones have a correlation between > 0.3 and
Previous linear regression analysis suggested that the following Big Five dimensions (Openness, Extraversion, Conscientiousness and Neuroticism) have the highest correlation with the social emotion tones (Joy, Sadness and Disgust). For further analysis, the Pearson correlation for the same dataset has been performed to compare the output with the linear regression correlations. As you can see in Table 6.32, there is no significant correlation in both; however, in the Pearson correlation, Neuroticism has the highest correlation values across emotion tones, especially Anger, Joy and Sadness. Joy does have a correlation with all Big Five dimensions except for Agreeableness which agrees with the previous analysis. However, Disgust does not have a strong correlation with any of the Big Five dimensions, which deviates from the previous analysis.

**Key Elements of the Model**  According to the output of the statistical analysis presented in Table 6.31 (linear regression) and Table 6.32 (Pearson correlation), the Big Five dimension identified as the key elements from the personality traits are: Openness,
Table 6.32: Pearson correlations

|           | Anger | Disgust | Fear | Joy | Sadness |
|-----------|-------|---------|------|-----|---------|
| Openness  | -0.098| 0.231   | 0.043| 0.035| -0.151  |
| Conscientiousness | -0.111| -0.001 | -0.113| 0.267| -0.19   |
| Extraversion  | -0.175| -0.077 | -0.071| 0.349| -0.291  |
| Agreeableness | -0.068| -0.089 | -0.027| 0.14 | -0.069  |
| Neuroticism  | 0.375 | -0.037 | 0.153| -0.488| 0.379   |

Extraversion, Conscientiousness and Neuroticism. The statistical analysis agrees that Agreeableness does not have a significant correlation across any of the social emotion tones. The social emotion tones to be used as key input elements for the proposed model are Joy, Sadness, Anger and Disgust; although the Anger tone did not show any significant correlation in linear regression analysis, the value of the Pearson correlation coefficient is between 0.3 and 0.5 which can be used as input for the model.

Correctly classified instances: 43 (75.44%)
Incorrectly classified instances: 14 (24.56%)
Kappa statistic: 0.5295
Mean absolute error: 0.3432
Root mean squared error: 0.4246
Total number of instances: 57

Table 6.33: Re-evaluation output of proposed model

The dataset used to build this model is based upon a number of users (N=391), eight inputs (Openness, Extraversion, Conscientiousness, Neuroticism, Joy, Sadness, Anger and Disgust) and the class/output variable as the server status (where No: System Failure and Yes: System Idle). As shown in Table 6.33, the total number of the instances for the testing set is 57. The output of the model shows a 75.44% corrected predicted instances and 24.56% incorrectly classified instances. As this has been performed on a small subset of the overall larger project dataset, the output data is encouraging and provides the infrastructure for further analysis and research to exploit the full dataset

This experiment presents preliminary results from the previous flow of experiments, which could provide the conceptual framework to improve user experience (UX) and computer system architecture design. Social media is now not only being used as a content and sharing platform but also as a platform for technical support for several of online applications and services. We have produced a model that can predict server status based on personality traits and social emotion tones, by investigating the linear regression and Pearson correlation to identify the key components to be used as input for the neural network to build this model (Openness, Extraversion, Conscienti-
tiousness, Neuroticism, Joy, Sadness, Anger and Disgust). The model developed shows a good potential starting point for further data analysis, with 75% accuracy in prediction based on 57 test cases.

### 6.6.4 Model Evaluation

| Model                          | Score learn | Result mean | Result std  |
|-------------------------------|-------------|-------------|-------------|
| Logistic Regression           | 0.703389831 | 0.568717949 | 0.229815122 |
| Linear Discriminant Analysis  | 0.711864407 | 0.581538462 | 0.189468963 |
| KNeighborsClassifier          | 0.559322034 | 0.565796231 | 0.125269007 |
| DecisionTreeClassifier        | 0.669491525 | 0.583782051 | 0.116959357 |
| GaussianNB                    | 0.584745763 | 0.555192308 | 0.121590399 |
| C-Support Vector Classification | 0.63559322  | 0.48974359  | 0.359056767 |

Table 6.34: Evaluate the limit model

Using python Table 6.34 shows what would be the best classifier to build the model, the score learn shows Logistic Regression and Linear Discriminant analysis

### 6.7 Summary

This section provides a summary of the feature extraction process grounding the selection process on the experiments conducted in Chapter 6.

- The experiment presented in Section 6.2, Openness to Experience reported a strong correlation with the “Accepted” groups within the dataset sample, however, the “final selection” result parameter for the scholarship system has a different other evaluation criteria such as Personality of the evaluator, Language level, Academic qualification, number of spaces available, etc which was not included in the analysis, therefore, Openness to Experience was not selected as part of the features.

- In the experiment presented in Section 6.3 there were statistically significant: Stages (1,4), Extraversion, Agreeableness and Conscientiousness, however, Conscientiousness and Agreeableness reported a higher correlation value of 0.01 and 0.04, therefore, Conscientiousness and Agreeableness selected from this experiment.

- In the experiment presented in Section 6.5 two analysis methods were used to confirm the result, Ordinal and Multinomial Regression analysis, the output reported from ordinal that variables Disgust, Sadness and Conscientiousness with
p-values .006, .017 and 0.051 has a significant overall effect on the dependent StageID. While, the two analysis methods agreed on Disgust, Sadness and Conscientiousness, the parameter Neuroticism was excluded from the selection as it was has not significant contribution to the model in Ordinal Regression and low p-value on Multinomial Regression Analysis of 0.143. Therefore, only Disgust, Sadness and Conscientiousness were selected from this experiment.

- The experiment presented in Section 6.4 suggested a weak correlation between personality traits and temporal behaviour using the dataset extracted from the system and the questionnaire filled with the same users. Therefore, no features selected from this experiment.

- The experiment presented in Section 6.6 suggested that Neuroticism a very strong Pearson’s correlation values with Anger, Joy and Sadness. While Joy does have a correlation with all Big Five Traits except for Agreeableness. Therefore, Neuroticism, Anger, Joy and Sadness were selected from this experiment.
Chapter 7

Developing the Conceptual Framework for the PMSys Engine

7.1 Introduction

During this research project, several experiments and studies were conducted to explore and understand the correlation between personality traits, emotions, and server status. To enhance user’s experience and to understand more how user’s behaviour changes according to the system’s response. The results of these experiments and studies provided us with a good understanding of how user’s traits and emotions changes in different server status from the perspective of the categories presented in our classification (Section 5.4). The flow of experiments leads us to build our conceptual model, using the features extracted from the analyses as presented in Chapter 5. In this chapter, we offer a novel conceptual framework to model user’s behaviour in different computer status (see Figure 7.1).

7.2 Personality Traits vs. Emotions, Gender and Age

7.2.1 Introduction

The previous analyses suggested a strong association between personality traits and emotions. Furthermore, the attempt of modelling server status, suggested a strong and possible method to model the user behaviour in different complex system behaviour. This analysis to explore the big personality traits and emotions association and correlation, a further correlation between Gender/Age and Personality traits – Emotions. According to research by Schwartz (2013)[301], Gender and Age correlate with the personality traits. However, the same study did not mention the emotions. Therefore, this experiment is essential a cross-validating the methodology used in Schwartz study [301]
and with extended features to the model to verify the connection between the emotions and gender/age.

The same dataset (See section: 5.3) will be used in the analysis as Personality Traits retrieved from the Motivation letter and emotions extracted from a different platform that was used in communication (i.e., Facebook and HelpDesk). The necessary information will be retrieved to include the gender and age as extra parameters, and the analysis will be running separately.

### 7.2.2 Binomial Logistic Regression

The dataset combination suggested using Binomial Logistic Regression, as the dataset similar to what is presented in Section 6.3 with Gender instead of StageID as a dependent variable. The experiment is to examine the probability of being able to predicate the gender based on Big Five traits and Emotions, and according to the result, it will be decided whether to include the Gender as controlling variable in the conceptual model. Adding the Age variable alongside with Big Five Traits and Emotions to examine if it would improve the model or not.

In order to apply, Binomial Logistic Regression, the data needs to pass the following assumptions:

- Linear relationship between the Big Five Traits, Emotions and logit transformation of the gender variable.
• Data must not show multicollinearity

• There should be no significant outliers, high leverage points or highly influential points.

**Linear relationship between the Big Five Traits, Emotions and logit transformation of the gender variable** The first part of the Box-Tidwell (1962) [34] method expects that all continuous independent variables to transformed into their natural logs, this means that we need to perform natural log transformations on our continuous independent variables: Big Five Traits and Emotions. The second part of the Box-Tidwell (1962) procedure requires creating interaction terms for each of your continuous independent variables and their respective natural log-transformed variables. Since we have 12 continuous independent variables in this study, this means that we have to create Big Five Trait and Emotions – interaction terms: \( \text{ln}_\text{sadness} \ast \text{sadness} \) (i.e., the product of \( \text{ln}_\text{sadness} \) by sadness ). Moreover, need to be entered into the Binomial Logistic Regression procedure, together with the Gender and Age.

According to Tabachnick (2001) [318], to calculate the new alpha (\( \alpha \)) level (i.e., p-value) for current dataset, it is by dividing the alpha level (\( p < .05 \)) by the number of terms in the model. Formulaically, this is:

\[
\text{adjustedalphalevel} = \frac{\text{OriginalAlphaLevel}}{\text{numberofComparisons}}
\]

(7.1)

The new adjusted alpha level in this case is 0.002, (i.e., 0.05 / 23= 0.002). The linearity of the Big Five Traits and Emotions concerning the logit of the Gender variable was assessed via the Box-Tidwell (1962) [34] procedure. A Bonferroni correction was applied using all twenty-one terms in the model resulting in statistical significance being accepted when \( p \leq 0.002 \) [318]. According to Table [7.1] all continuous independent variables were found to be linearly related to the logit of the dependent variable.

**Data must not show multicollinearity**, next step to investigate if the data shows or does not show multicollinearity to validate the possibility of applying binomial logistic regression. According to Table [7.2] there was one studentized residual with a value of -2.376743 standard deviations, which was kept in the analysis.

**Bionomial Findings**

This experiment aims to investigate which variable is statistically significant of the Big Five Traits, Emotions and Age concerning the Gender; only three were statistically significant: Openness (\( p < 0.072 \)), Conscientiousness and Age (as shown in Table [7.3]). The result reported does not give enough accuracy regarding the correlation between Big Five Traits, Emotions and Age to predict the Gender. Therefore, another form of
Variables in the Equation

| Variables          | B    | S.E.   | Wald  | df | Sig. | Exp(B) |
|--------------------|------|--------|-------|----|------|--------|
| Step 1a Anger      | 1.248| 2.244  | 0.309 | 1  | 0.578|        |
| Disgust            | -0.332| 23.43  | 0     | 1  | 0.989| 0.717  |
| Fear               | 1.667| 2.822  | 0.349 | 1  | 0.555| 5.294  |
| Joy                | 1.961| 1.496  | 1.719 | 1  | 0.19 | 7.107  |
| Sadness            | -1.251| 0.854  | 2.145 | 1  | 0.143| 0.286  |
| Openness           | -2.494| 1.152  | 4.691 | 1  | 0.03 | 0.083  |
| Conscientiousness  | 2.303| 1.266  | 3.311 | 1  | 0.069| 10.008 |
| Extraversion       | 0.484| 0.911  | 0.282 | 1  | 0.595| 1.622  |
| Agreeableness      | 0.155| 0.954  | 0.026 | 1  | 0.871| 1.167  |
| Neuroticism        | 0.166| 0.832  | 0.04  | 1  | 0.842| 1.181  |
| Age                | 0.289| 0.584  | 0.245 | 1  | 0.621| 1.335  |
| Anger by ln_anger  | 1.945| 3.032  | 0.412 | 1  | 0.521| 6.992  |
| Disgust by ln_d disgust | 2.757| 11.198 | 0.061 | 1  | 0.806| 15.75  |
| Fear by ln_fear    | -0.623| 3.262  | 0.036 | 1  | 0.849| 0.536  |
| Joy by ln_joy      | 4.399| 2.49   | 3.121 | 1  | 0.077| 81.354 |
| Sadness by ln_s sadness | -1.914| 2.128  | 0.81  | 1  | 0.368| 0.147  |
| Openness by ln_openness | 7.291| 3.366  | 4.693 | 1  | 0.03 | 1466.912|
| Conscientiousness by ln_conscientiousness | 1.096| 2.669  | 0.169 | 1  | 0.681| 2.992  |
| Extraversion by ln_extraversion | -3.599| 2.282  | 2.487 | 1  | 0.115| 0.027  |
| Agreeableness by ln_agreeableness | -0.662| 2.413  | 0.075 | 1  | 0.784| 0.516  |
| Neuroticism by ln_neuroticism | 1.957| 2.622  | 0.557 | 1  | 0.456| 7.076  |
| Age by ln_age      | -0.053| 0.129  | 0.17  | 1  | 0.68 | 0.948  |
| Constant           | -0.39 | 4.891  | 0.006 | 1  | 0.936| 0.677  |

Table 7.1: Variables in the Equation - Gender

| Casewise Listb     | Selected Statusa | Observed | Predicted | Predicted Group | Temporary Variable Resid | ZResid |
|--------------------|------------------|----------|-----------|-----------------|--------------------------|-------|
| gender             | S                | F**      | 0.85      | M               | -0.85                    | -2.377|

Table 7.2: Casewise Diagnostics

analysis is applied next to explore and investigate a potential association between the above variables.

7.2.3 Pearson’s Partial Correlation

As the Binomial Logistic Regression, suggested a correlation between Openness, Conscientiousness and Age to predict the Gender, the Pearson’s partial correlation was run to assess the relationship between Big Five Traits, Emotions, Age and Gender and to
Variables in the Equation

| Variable       | B    | S.E.  | Wald | df | Sig.  | Exp(B) | 95% C.I. for EXP(B) |
|----------------|------|-------|------|----|-------|--------|---------------------|
|                |      |       |      |    |       |        | Lower               | Upper               |
| Anger          | 0.329 | 1.518 | 0.047 | 1 | 0.828 | 1.39   | 0.071               | 27.209              |
| Disgust        | -5.201 | 7.187 | 0.524 | 1 | 0.469 | 0.006  | 0                   | 7219.283            |
| Fear           | 1.405 | 1.635 | 0.739 | 1 | 0.39  | 4.075  | 0.165               | 100.404             |
| Joy            | 0.169 | 0.951 | 0.031 | 1 | 0.859 | 1.184  | 0.184               | 7.631               |
| Sadness        | -0.567 | 0.971 | 0.6   | 1 | 0.438 | 0.567  | 0.135               | 2.379               |
| Openness       | -1.556 | 0.832 | 3.229 | 1 | 0.072 | 0.211  | 0.039               | 1.152               |
| Conscientiousness | 1.261 | 0.764 | 2.722 | 1 | 0.099 | 3.529  | 0.789               | 15.786              |
| Extraversion   | 0.389 | 0.78  | 0.249 | 1 | 0.618 | 1.476  | 0.32                | 6.801               |
| Agreeableness  | 0.262 | 0.778 | 0.113 | 1 | 0.736 | 1.3    | 0.283               | 5.974               |
| Neuroticism    | 0.234 | 0.644 | 0.132 | 1 | 0.717 | 1.263  | 0.358               | 4.46                |
| Age            | 0.059 | 0.031 | 3.664 | 1 | 0.056 | 1.061  | 0.999               | 1.127               |
| Constant       | -1.395 | 1.175 | 1.41  | 1 | 0.235 | 0.248  |                     |                     |

Table 7.3: Binomial Log – variables in the equation

confirm the output of the Binomial or include more variable as a strong association.

According to the analysis performed in Section 6.2, there were linear relationships between Big Five Traits and Emotions, as assessed by scatterplots and partial regression plots. There was univariate normality, as evaluated by Shapiro-Wilk’s test \((p > .05)\), and there were no univariate or multivariate outliers, as assessed by Mahalanobis Distance respectively – see Figure 6.7 and 6.8.

Key Findings and Discussion

The above tables shows the output of Pearson’s Partial Correlation. In Table 7.4, the controlling variable is Gender, a bivariate Pearson’s correlation established that there was a strong, statistically significant linear relationship between Conscientiousness and Anger, \(r(204) = -.141, p < .05\), Neuroticism and Fear \(r(204) = -.166, p < .05\). Pearson’s partial correlation showed that the strength of this linear relationship was improved when Gender was controlled for Conscientiousness and Anger \(r_{partial}(203) = -.139, p = 0.47\) and it is still the same between Neuroticism and Fear \(r_{partial}(203) = -.166 - p = .017\) and still statistically significant. In Table 7.5, the controlling variable is Age. Pearson’s partial correlation showed that the strength of this linear relationship was improved when Age was controlled, in respect to the relationship between Conscientiousness and Anger \(r_{partial}(203) = -.138 - p = 0.49\) and between Neuroticism and Fear \(r_{partial}(203) = -.152 - p = 0.030\) and still statistically significant. In Table 7.6, the controlling variable is Gender and Age. Pearson’s partial correlation showed that the strength of this linear relationship was improved when Age was controlled, in respect to the relationship between Conscientiousness and Anger and Neuroticism and
Pearson’s partial correlation

|                      | Anger | Disgust | Fear | Joy | Sadness |
|----------------------|-------|---------|------|-----|---------|
| **Controlling Variable: None** |       |         |      |     |         |
| Openness             | Correlation | .044   | -.008| -.038| .024   | -.015 |
|                      | Signif. (2-tailed) | .529   | .913 | .586 | .729   | .833  |
|                      | df     | 204     | 204  | 204  | 204    | 204   |
| Conscientiousness    | Correlation | -.141  | -.093| -.099| .057   | -.040 |
|                      | Signif. (2-tailed) | .043   | .183 | .155 | .418   | .566  |
|                      | df     | 204     | 204  | 204  | 204    | 204   |
| Extraversion         | Correlation | .040   | .056 | -.035| -.079  | .003  |
|                      | Signif. (2-tailed) | .567   | .421 | .616 | .262   | .960  |
|                      | df     | 204     | 204  | 204  | 204    | 204   |
| Agreeableness        | Correlation | .010   | .041 | .026 | -.094  | .053  |
|                      | Signif. (2-tailed) | .881   | .556 | .715 | .178   | .447  |
|                      | df     | 204     | 204  | 204  | 204    | 204   |
| Neuroticism          | Correlation | -.038  | -.058| -.166| -.006  | .030  |
|                      | Signif. (2-tailed) | .585   | .407 | .017 | .937   | .664  |
|                      | df     | 204     | 204  | 204  | 204    | 204   |
| Age                  | Correlation | -.042  | -.082| -.187| .170   | -.085 |
|                      | Signif. (2-tailed) | .551   | .241 | .007 | .015   | .222  |
|                      | df     | 204     | 204  | 204  | 204    | 204   |

|                      | Anger | Disgust | Fear | Joy | Sadness |
|----------------------|-------|---------|------|-----|---------|
| **Controlling Variable: Gender** |       |         |      |     |         |
| Openness             | Correlation | .041   | -.014| -.039| .029   | -.020 |
|                      | Signif. (2-tailed) | .558   | .844 | .579 | .681   | .772  |
|                      | df     | 203     | 203  | 203  | 203    | 203   |
| Conscientiousness    | Correlation | -.139  | -.086| -.100| .052   | -.034 |
|                      | Signif. (2-tailed) | .047   | .219 | .155 | .463   | .632  |
|                      | df     | 203     | 203  | 203  | 203    | 203   |
| Extraversion         | Correlation | .041   | .058 | -.035| -.080  | .005  |
|                      | Signif. (2-tailed) | .560   | .410 | .617 | .256   | .946  |
|                      | df     | 203     | 203  | 203  | 203    | 203   |
| Agreeableness        | Correlation | .013   | .046 | .026 | -.098  | .057  |
|                      | Signif. (2-tailed) | .855   | .514 | .711 | .163   | .413  |
|                      | df     | 203     | 203  | 203  | 203    | 203   |
| Neuroticism          | Correlation | -.036  | -.054| -.166| -.008  | .034  |
|                      | Signif. (2-tailed) | .606   | .439 | .017 | .904   | .627  |
|                      | df     | 203     | 203  | 203  | 203    | 203   |
| Age                  | Correlation | -.038  | -.075| -.188| .166   | -.080 |
|                      | Signif. (2-tailed) | .587   | .282 | .007 | .017   | .257  |
|                      | df     | 203     | 203  | 203  | 203    | 203   |

Table 7.4: Pearson’s Partial Correlation (controlling variable: Gender)
| Controlling Variable: None | Anger | Disgust | Fear | Joy | Sadness |
|---------------------------|-------|---------|------|-----|---------|
| **Openness**              |       |         |      |     |         |
| Correlation               | .044  | -0.008  | -0.038 | 0.024 | -0.015  |
| Signif. (2-tailed)        | .529  | .913    | .586  | .729 | .833    |
| df                        | 204   | 204     | 204   | 204 | 204     |
| **Conscientiousness**     |       |         |      |     |         |
| Correlation               | -1.41 | -0.093  | -0.099 | 0.057 | -0.040  |
| Signif. (2-tailed)        | .043  | .183    | .155  | .418 | .566    |
| df                        | 204   | 204     | 204   | 204 | 204     |
| **Extraversion**          |       |         |      |     |         |
| Correlation               | .040  | .056    | -0.035 | -0.079 | .003    |
| Signif. (2-tailed)        | .567  | .421    | .616  | .262 | .960    |
| df                        | 204   | 204     | 204   | 204 | 204     |
| **Agreeableness**         |       |         |      |     |         |
| Correlation               | .010  | .041    | .026  | -0.094 | .053    |
| Signif. (2-tailed)        | .881  | .556    | .715  | .178 | .447    |
| df                        | 204   | 204     | 204   | 204 | 204     |
| **Neuroticism**           |       |         |      |     |         |
| Correlation               | -0.38 | -0.058  | -1.166 | -0.006 | .030    |
| Signif. (2-tailed)        | .585  | .407    | .017  | .937 | .664    |
| df                        | 204   | 204     | 204   | 204 | 204     |
| **Gender**                |       |         |      |     |         |
| Correlation               | .030  | .056    | .005  | -0.041 | .050    |
| Signif. (2-tailed)        | .668  | .423    | .947  | .558 | .473    |
| df                        | 204   | 204     | 204   | 204 | 204     |
| **Age**                   |       |         |      |     |         |
| Correlation               | -0.42 | -0.082  | -1.187 | .170 | -0.085  |
| Signif. (2-tailed)        | .551  | .241    | .007  | .015 | .222    |
| df                        | 204   | 204     | 204   | 204 | 204     |
| **Controlling Variable Age** |       |         |      |     |         |
| **Openness**              |       |         |      |     |         |
| Correlation               | .050  | .003    | .014  | .002 | -.004   |
| Signif. (2-tailed)        | .475  | .964    | .842  | .978 | .960    |
| df                        | 203   | 203     | 203   | 203 | 203     |
| **Conscientiousness**     |       |         |      |     |         |
| Correlation               | -1.38 | -0.084  | -0.080 | 0.038 | -0.031  |
| Signif. (2-tailed)        | .049  | .229    | .257  | .592 | .664    |
| df                        | 203   | 203     | 203   | 203 | 203     |
| **Extraversion**          |       |         |      |     |         |
| Correlation               | .041  | .058    | .032  | .083 | .005    |
| Signif. (2-tailed)        | .559  | .407    | .650  | .235 | .940    |
| df                        | 203   | 203     | 203   | 203 | 203     |
| **Agreeableness**         |       |         |      |     |         |
| Correlation               | .001  | .023    | .018  | .057 | .035    |
| Signif. (2-tailed)        | .990  | .743    | .796  | .413 | .622    |
| df                        | 203   | 203     | 203   | 203 | 203     |
| **Neuroticism**           |       |         |      |     |         |
| Correlation               | -0.34 | -0.051  | -1.152 | -0.022 | .039    |
| Signif. (2-tailed)        | .623  | .471    | .030  | .753 | .580    |
| df                        | 203   | 203     | 203   | 203 | 203     |
| **Gender**                |       |         |      |     |         |
| Correlation               | 1.14  | .025    | .046  | -.020 | -.019   |
| Signif. (2-tailed)        | .724  | .513    | .772  | .785 | .574    |
| df                        | 203   | 203     | 203   | 203 | 203     |

Cells contain zero-order (Pearson) correlations.

Table 7.5: Pearson’s Partial Correlation (controlling variable: Age)
| Controlling Variable: None | Anger | Disgust | Fear | Joy | Sadness |
|---------------------------|-------|---------|------|-----|---------|
| Openness                  | .044  | -.008   | -.038| .024| -.015   |
| Signif. (2-tailed)        | .529  | .913    | .586 | .729 | .833    |
| df                        | 204   | 204     | 204  | 204 | 204     |
| Conscientiousness         | -.141 | -.093   | -.099| .057| -.040   |
| Signif. (2-tailed)        | .043  | .183    | .155 | .418 | .566    |
| df                        | 204   | 204     | 204  | 204 | 204     |
| Extraversion              | .040  | .056    | -.035| -.079| .003    |
| Signif. (2-tailed)        | .567  | .421    | .616 | .262 | .960    |
| df                        | 204   | 204     | 204  | 204 | 204     |
| Agreeableness             | .010  | .041    | .026 | -.094| .053    |
| Signif. (2-tailed)        | .881  | .556    | .715 | .178 | .447    |
| df                        | 204   | 204     | 204  | 204 | 204     |
| Neuroticism               | .038  | -.058   | -.166| -.006| .030    |
| Signif. (2-tailed)        | .585  | .407    | .017 | .937 | .664    |
| df                        | 204   | 204     | 204  | 204 | 204     |
| Age                       | -.042 | -.082   | -.187| .170 | -.085   |
| Signif. (2-tailed)        | .551  | .241    | .007 | .015 | .222    |
| df                        | 204   | 204     | 204  | 204 | 204     |
| Gender                    | .030  | .056    | .005 | -.041| .050    |
| Signif. (2-tailed)        | .668  | .423    | .947 | .558 | .473    |
| df                        | 204   | 204     | 204  | 204 | 204     |
| Controlling Variable: Age and Gender | | | | | |
| Openness                  | .047  | -.003   | -.012| .004| -.009   |
| Signif. (2-tailed)        | .501  | .969    | .870 | .950 | .902    |
| df                        | 202   | 202     | 202  | 202 | 202     |
| Conscientiousness         | -.136 | -.079   | -.083| .036| -.026   |
| Signif. (2-tailed)        | .053  | .260    | .239 | .614 | .714    |
| df                        | 202   | 202     | 202  | 202 | 202     |
| Extraversion              | .042  | .059    | -.032| -.084| .006    |
| Signif. (2-tailed)        | .554  | .399    | .646 | .233 | .930    |
| df                        | 202   | 202     | 202  | 202 | 202     |
| Agreeableness             | .004  | .028    | -.021| -.060| .039    |
| Signif. (2-tailed)        | .958  | .686    | .770 | .394 | .576    |
| df                        | 202   | 202     | 202  | 202 | 202     |
| Neuroticism               | -.033 | -.048   | -.153| -.023| .041    |
| Signif. (2-tailed)        | .639  | .495    | .029 | .741 | .557    |
| df                        | 202   | 202     | 202  | 202 | 202     |

*a* Cells contain zero-order (Pearson) correlations.

Table 7.6: Pearson’s Partial Correlation (controlling variables: Gender and Age)
Fear, \( r_{\text{partial}}(203) = -0.138 - p = 0.49 \), and between and Neuroticism and Fear \( r_{\text{partial}}(203) = -0.152 - p = 0.030 \) and still statistically significant. The above findings suggest that Gender and Age as controlled variable combined (as per Table 7.6) would improve the linear relationship between Big Five and Emotions variables specially Conscientiousness, Neuroticism, Anger and Fear and improve strength of linear relationship between Extraversion and Anger, Disgust, Fear, Joy and Sadness although the linear relationship was not statistically significant. Those findings are aligned with the output from the Binomial Logistic Regression (see Section 7.2.3), in the correlation of the Conscientiousness and Age and impact of Gender in improving the association between variables.

**Summary**

In the experiment presented in Section 7.2, Age was found to improve the association between Conscientiousness and Anger and also, between Neuroticism and Fear. Therefore, Age were selected as feature in the proposed model. While, gender were found also, to improve the association between same traits, the gender variable could not be used in the model as it is built using Neural Network and it is not possible to use dichotomy variable as input to the model. However, it is noted for future work.

Based on the previous justification discussed on section 7.2.3 and section 6.7, the features extracted for the model are anger, disgust, joy, sadness, conscientiousness, agreeableness, neuroticism and age. We build upon these results in the next chapter to develop and refine the conceptual framework for the PMSys engine.

**7.2.4 Rationale of using Random Forest Tree**

According to the literature, random forests (RF) were based on decision trees and combined with aggregation and bootstrap ideas and were first introduced by Breiman in 1999 [39]. It is a powerful non-parametric statistical methodology; it is working to improve the efficiency with regression problems as well two-class and multi-class classification problems, in a single and versatile framework. In 2015, Erwan Scornet et al. proved the consistency of RF in a paper published on *The Annals of Statistics* [302]. According to a 2014 research survey conducted by Khaled Fawagreh et al. to investigate the RF applications in ecology [81], medicine [177], astronomy [118], autopsy [181], traffic and transport planning [359], agriculture [193] and bioinformatics and computational biology [33], result shows in that RF has improved to be excellent due to its own characters in classification [107]. According to Zaklouta et al. [359], RFs performed better than K-d trees by improving the classification rate up to 97.2% and 81.8%. Other benefits as listed in the original paper about RF [39]:

- Accuracy is as good as Adaboost and sometimes better;
• It is faster than bagging or boosting;
• It gives useful internal estimates of error, strength, correlation and variable importance;
• It is simple and easily parallelised.

Therefore, the literature supports the choice of the RF as the primary classifier for the model. Nevertheless, the mixture of the dataset used as input for the classifier fits well with the best performance required for the RF as previous application reported reasonably similar variables data type (see Section 4.2.1).

7.2.5 Key Findings

| Correctly Classified Instances | 965 | 68.5856 % |
| Incorrectly Classified Instances | 442 | 31.4144 % |
| Kappa statistic | 0.5811 |
| Mean absolute error | 0.1972 |
| Root mean squared error | 0.3228 |
| Relative absolute error | 52.5898 % |
| Root relative squared error | 74.5455 % |
| Total Number of Instances | 1407 |

Table 7.7: Weka Summary model output

| TP Rate | FP Rate | Precision | Recall | F-Measure | MCC | ROC Area | PRC Area | Class |
|---------|---------|-----------|--------|-----------|-----|----------|----------|-------|
| 0.716   | 0.079   | 0.752     | 0.716  | 0.734     | 0.648 | 0.9      | 0.829    | Down  |
| 0.658   | 0.107   | 0.672     | 0.658  | 0.665     | 0.555 | 0.872    | 0.778    | Error  |
| 0.662   | 0.202   | 0.522     | 0.662  | 0.584     | 0.428 | 0.835    | 0.58     | Idle   |
| 0.707   | 0.031   | 0.883     | 0.707  | 0.785     | 0.731 | 0.886    | 0.849    | Slow   |

Weighted Avg.

0.686 | 0.105 | 0.707 | 0.686 | 0.692 | 0.591 | 0.873 | 0.759 |

Table 7.8: Weka output (detailed accuracy by class)

As showing in Table 7.7 correlation coefficient 0.685856 implies 68.58% of the variance in your data is explained by the model. Further details reported on Table 7.8, TP rate, instances correctly classified as a given class show high average value at down and slow status. ROC area, suggested high value across all classes with average weight of 0.759 suggesting a high performance for the classifier.
7.3 Model Verification: Observing Emotions in Real Time

7.3.1 Overview

The output of the model reported as 68.5% accuracy using cross fitting same dataset; however, to verify the model performance with a new dataset, a new web-based application developed to collect a data similar to the dataset used in training the model (see Figure 7.2).

7.3.2 Web-Based Verification Tool

The web-based tool was built using Joomla, PHP, MySQL, JQuery and JavaScript, the main point of the verification model is to replicate the same scholarship system as a simulation to collect a new dataset in same system statuses idle, error, down and slow. The web-based verifier staged to two stages:

- Stage 1: Big Five Questionnaire;
- Stage 2: Collect emotion in different system status.

In the live simulation all participants were given maximum one hour to complete the experiments, the experiment was robust and were given same conditions.

Stage 1: Big Five Questionnaire

```php
/**
 * Function Calculate
 * @param $type_id INT, $test INT, $uid INT
 * @param: Return float score of the user
 * @throws: none
 */
function calculate($type_id, $test, $uid)
{
    $db=JFactory::getDBO();
    $sql='SELECT * FROM big5_elements WHERE type="'.type_id.'" ORDER BY id';
    $db->setQuery($sql);
    $db->setQuery();
    $num=$db->getNumRows();
    $rows=$db->loadObjectList();
    $total=0;
    foreach ($rows as $row)
    {
        $score=$this->getScore($row->id, $test, $uid);
        if ($score)
```
Figure 7.2: Verification stages illustration
Listing 7.1: Model function to calculate score of each personality trait

As per the discussion in the literature review, the Big Five Questionnaire is used to extract the user’s personality by providing the questionnaire in the Annexes; the literature proposed an equation to calculate each trait [164]. The “Big Five” questionnaire is developed in a web application to make it accessible to distribute, using PHP, JQuery and MySQL as the database to hold the date. Figure 7.3 is a screenshot of the questionnaire as web-version. Figure 7.4 shows the output of the Big Five Questionnaire.

The architecture of the web verifier tool is based on the MVC design pattern to match the original EU scholarship system architecture, the code in Listing 7.1 refer to the model function responsible in calculating the score of each personality traits [164].
Stage 2: Collecting Emotions vs. System Status

After storing the personality traits of the user based on the questionnaire, the next step is to collect the emotion from the user in different computer status. A web application has been developed particularly to ask the user four question and triggered a one of the four status idle, error, down and slow, after triggering the event a pop message is shown for the user to provide his/her emotion. According to the literature, Alberto et al. (2016) [25] suggested that The “Affective Slider” is an away to capture the emotion and reactions of the user, by introducing a novel tool for the measurement of effect. [25]. The similar methodology followed in capture the user’s emotion, and reactions to the event occur.
Figure 7.5: Triggering slow event as part of the simulation

Figure 7.5 shows the simulation of the slow status. After a user asked to complete a question the user is prompted to save and move to the next question. A spinning bar is represented to show that the transmission is slow and that the process is taking more than 10 seconds to save, and for each of rest of system status is a simulation to capture the user’s reaction, and emotions. Figure 7.6 shows a pop-up message appears after each event to capture how the user felt about the previous event and that based on the affective slider [25] supported by the findings in the literature as discussed in Section 2.6.2.

7.3.3 Dataset Verification

The data stored in a MySQL database; for each user, the Big Five personality traits extracted from the questionnaire and the emotions alongside with the computer system status. The number of a participant in both stages is 47 participant. The number dropped from initially registered participants and that because some of the participants assumed the system was down for real while triggering the down, event and they did not get back to complete the assessment. Table 7.9 shows sample of the data used to test the model using Weka tool.

7.3.4 Key Findings

The Weka explorer was used to verify and evaluate the model against new dataset collected from using the web verifier tool as explained in the previous step, the table below shows the output of the Weka evaluation report, as shown in table 7.10 the model correctly classified 61.17% of the data. The dataset consists of 188 instances, that four record for each of the 47 participants.
Furthermore, Table 7.11 shows more detailed regarding the performance of the model, the highest value for ROC Area is when the status is down and the lowest value is when the status is idle, however, the average ROC Area is 0.644 which shows a good performance for the model. Overall, the TP Rate, FP Rate and PRC Area is considerable low in case of status idle and slow, which shows the performance of the model in those two cases are not good as expected.
Table 7.9: Sample of the dataset used in the verification process

| Anger | Disgust | Joy | Openness | Conscientiousness | Agreeableness | Neuroticism | serverStatus |
|-------|---------|-----|----------|-------------------|---------------|-------------|--------------|
| 0.088 | 0.016   | 0.03| 0.082    | 0.076             | 0.067         | 0.053       | Error        |
| 0.054 | 0.051   | 0.049| 0.058    | 0.056             | 0.08          | 0.048       | Error        |
| 0.061 | 0.054   | 0.04| 0.058    | 0.056             | 0.08          | 0.048       | Down         |
| 0.055 | 0.05    | 0.041| 0.058    | 0.056             | 0.08          | 0.048       | Slow         |
| 0.05  | 0.05    | 0.05| 0.058    | 0.056             | 0.08          | 0.048       | Idle         |
| 0.09  | 0.04    | 0.045| 0.073    | 0.084             | 0.076         | 0.038       | Error        |
| 0.074 | 0.073   | 0.05| 0.071    | 0.056             | 0.053         | 0.073       | Error        |
| 0.069 | 0.031   | 0.05| 0.058    | 0.067             | 0.06          | 0.07        | Idle         |
| 0.05  | 0.05    | 0.05| 0.058    | 0.067             | 0.06          | 0.07        | Slow         |
| 0.076 | 0.031   | 0.064| 0.058    | 0.067             | 0.06          | 0.07        | Down         |
| 0.085 | 0.034   | 0.062| 0.058    | 0.067             | 0.06          | 0.07        | Error        |
| 0.06  | 0.065   | 0.036| 0.064    | 0.053             | 0.062         | 0.068       | Error        |
| 0.03  | 0.02    | 0.068| 0.064    | 0.053             | 0.062         | 0.068       | Down         |
| 0.01  | 0.03    | 0.047| 0.064    | 0.053             | 0.062         | 0.068       | Slow         |
| 0.19  | 0.015   | 0.057| 0.064    | 0.053             | 0.062         | 0.068       | Idle         |
| 0.01  | 0.002   | 0.077| 0.067    | 0.062             | 0.064         | 0.068       | Error        |
| 0.064 | 0.027   | 0.027| 0.073    | 0.071             | 0.056         | 0.073       | Error        |
| 0.075 | 0.063   | 0.018| 0.073    | 0.071             | 0.056         | 0.073       | Down         |
| 0.058 | 0.04    | 0.02| 0.073    | 0.071             | 0.056         | 0.073       | Slow         |
| 0.09  | 0.012   | 0.089| 0.073    | 0.071             | 0.056         | 0.073       | Idle         |

Table 7.10: Weka summary - evaluating model using test dataset

|                           |       |
|---------------------------|-------|
| Correctly Classified Instances | 115   |
| Incorrectly Classified Instances | 73    |
| Kappa statistic            | 0.4407|
| Mean absolute error        | 0.3055|
| Root mean squared error    | 0.3474|
| Total Number of Instances  | 188   |

Table 7.11: Weka summary - evaluating model using test dataset

7.4 Summary

This chapter presents the development process of the conceptual model grounded on the features extracted from the flow experiments in chapter 6. The model contributes to the identified gap in the literature towards producing a conceptual model in an attempt to digital profile the user in different computer status. The model achieved 68% accuracy in predicting the system status. For instance, in case of users are posing in social networks (e.g. Facebook, Twitter) or any other median of communication, the PMsys engine will be able to tell (with 68% accuracy) if the user complaints about the server being slow,
| TP Rate | FP Rate | Precision | Recall | F-Measure | MCC | ROC Area | PRC Area | Class  |
|---------|---------|-----------|--------|-----------|-----|----------|----------|-------|
| 0.747   | 0.139   | 0.823     | 0.747  | 0.783     | 0.615| 0.804    | 0.683    | Down  |
| 0.535   | 0.026   | 0.927     | 0.535  | 0.679     | 0.598| 0.772    | 0.799    | Error |
| 0.4     | 0.191   | 0.154     | 0.4    | 0.222     | 0.14 | 0.451    | 0.144    | Idle  |
| 0.4     | 0.133   | 0.207     | 0.4    | 0.273     | 0.2  | 0.603    | 0.19     | Slow  |

Weighted Avg.

| 0.612   | 0.1     | 0.76      | 0.612  | 0.658     | 0.538| 0.748    | 0.644    |       |

Table 7.11: Model evaluation - Detailed Accuracy By Class

down, error or idle. In case of idle means it is not relevant to the system issue. As previously stated the engine is currently being part of a KTP project to integrate it with in a intelligent chatbot custom service platform to improve user’s communication and first level support. With emerging approaches to language analysis, it is expected to be able to improve the accuracy of the engine by improving the personality traits and emotions; this will be discussed in further detail in Section 9.4.
Chapter 8

Experimental Meta-Analysis

8.1 Introduction

As each experiment and model has been discussed and presented separately in the previous chapter, this chapter will give an overview of all findings and discussion. The design of the experiments structure started by exploring the data with reference to the objective of the research question, to investigate the associations and correlations of the current dataset parameter.

8.2 Profiling Complex Online Interactions

The experiment indicates a strong correlation between the Openness to Experience traits and the Accepted group and that agrees with the literature. Costa [71] and Srivastava [164] described people with high Openness to Experience as wanting to learn and explore new ideas, and creative in general, and that agrees with the outcome of the experiment presented in Section 6.2 conducted in our dataset. However, the final selection and evaluation process in the scholarship system had many other parameters such as (Evaluator personality, language qualifications, academic background..etc) and that was the main reason why the Openness to Experience was not selected as part of the final developed model. Also, that was the reason why the final selection parameter was not selected as part of the input to the model.

8.3 Mapping User Behaviour to System Stages

The experiment presented by dividing the usage of the system over stages to investigate the changes of the personality traits over time, the outcome, suggested that Extraversion,

\[^1\]The system used to extract the data
Agreeableness and Conscientiousness were statistically significant in the an attempt to calculate the probability of predicate the stage, the logistic regression model, successful correctly classified 80.2% of the cases., which indicate the personality traits can play a vital role in profiling the digital behaviour of a user in using the complex system. Furthermore, as indicated in a study conducted by McCrae in 2002 [205], agrees with the outcome of the experiment that there is no change of personality over time, however, the experiment indicates a possibility to identify the personality of the user in the system based on his/her sentiment.

8.4 Verifying Accuracy using the IBM Watson Tone Analyzer

IBM Watson was made available in 2014, to extract personality traits and emotions from text (as initially discussed in Section 4.2.3), the output reported was encouraging to use as part of the study, however, it was essential to verify the IBM Watson tool result without current Java tool (see Section 5.5.1). The experiment presented in Section 5.8 was conducted to verify the result using current collected Big Five Questionnaire and Emotions reported by users, two methods used to investigate the difference between the two groups IBM Watson and Data collected from the Questionnaire, Independent samples of t-test and The Mann-Whitney U test, both confirmed that there is no significant statistical difference between both groups, therefore, in further experiments IBM Watson has been used as a tool to extract personality traits and emotions.

8.5 Personality Traits and Temporal Behaviour

As per our review of the literature in Section 2.6 there are two commonly used approaches to capture emotions Emotions Lexicon and using temporal behaviour. The experiment presented in Section 6.4.2 suggested a moderate correlation between Neuroticism, self control and well being. Well being has a moderate correlation to agreeableness and conscientiousness. Furthermore, the experiment presented in Section 6.4.3 also suggest a moderate correlation between fear and Conscientiousness, Neuroticism, and moderate positive correlation between joy and Conscientiousness, Neuroticism. However, it was decided to move forward with the Emotions Lexicon approach as the main source of extracting emotions from the text as demonstrated in the literature in Section 4.2.3, the main source of data as part of this study is in the form of interactive text. The temporal behaviour experiment in Section 6.4.2 had to be conducted to compare between both approaches in case there is a signification statistical correlation, and however, since both reported reasonably same consistent result, then it is decided to move forward with basic emotions.
8.6 Mapping User Behaviour to System Stages

The previous experiment reported an encouraging result to in the association between sentiment values and the “big five” personality traits. The classifier accurately identifies 80.2% of the cases (See the section: Section 6.3), which contributes to the understand more about user’s behaviour in the system. Therefore, it was essential to extend the experiment to include Emotions lexicon approach to investigate a further association. The Ordinal Regression suggested used to investigate further association, because of the continues variables and dependent variable the Stage ID. The disgust and sadness emotion had a statistically significant effect on the performance of the classifier. Multinomial Regression has been used to verify the output of previous of analysis, and it reported the variables Disgust, Sadness and Conscientiousness has a significant overall effect on the dependent Stage ID2. The suggested output from this experiments shows a good potential towards including other forms of system behaviour (I.e, server status).

8.7 Investigating Behavioural and Emotional Change

In light of building a conceptual framework to improve user experience and computer system architecture design, the previous flow of experiment demonstrated written text reflects more than words agreeing with the literature [255], emotions captured correlate with the activity of the user in the system (see Section 6.5). Moving towards developing a conceptual framework to predicate the system status based on user’s behaviour. It was suggested to integrate the system status idle, down with the personality traits and emotions extracted as explain in the experiment presented in Section 6.6, the output suggested a strong correlation in predicating the server status as following personality traits Openness, Extraversion, Conscientiousness, and Neuroticism, and from basic emotions Joy, Sadness, Anger and Disgust, and that confirms the literature founding as reported by Fast Funder in 2008, that it is possible to include cognitive science in the process of identifying the digital identity of the users [106] and other studies [139, 99, 184, 130, 183]. A model was built using Linear Discriminant Analysis using the below-reported traits to predicate the system status idle, down, and with good potential performance 75% accuracy evaluated using cross-validation.

8.8 Personality Traits vs. Emotions, Gender and Age

The literature suggested that gender and age, plays a vital role in personality traits and emotions, according to Weisberg in his study published in 2011 and Donnellan in

---

2StageID: System divided two four stages to investigate the change of emotion in different system stages.
2008. The findings of the experiment presented in Section 7.2 agree with the literature as the above findings suggest that Gender and Age as controlled variables improve the linear relationship between Big Five and Emotions variables specially Conscientiousness, Neuroticism, Anger and Fear and improve strength of linear relationship between Extraversion and Anger, Disgust, Fear, Joy and Sadness. However, in the feature selection process as presented in Section 6.7, the gender has been excluded from the features as it is not possible to include a dichotomy variable part of neural network.

8.9 Model Verification: Observing Emotions in Real Time

The developed model conceptual framework produced an accuracy of 68.5% and evaluated using a new dataset in the verification process and produced an accuracy of 61.17%, the numbers suggested a good start into continue researching in this direction to produce better performance by investigating a different other ranges of parameters that can contribute the the skeleton of the model, however, I believe the objective of this study is met by producing a good model supported by literature review to towards profiling the digital behaviour in the different system status.

8.10 Summary

We have summarised all of the experiments in order, based upon our robust design methodology. Furthermore, the dataset used as part of this study was extracted from a system that was not pre-defined for this study. Therefore, the initial stage was a range of exploratory statistics analysis applied to decided how to approach the data to achieve the objectives. Moreover, the in-depth literature review supported the direction of the methodology and identified the gap in the digital profiling of the user over a complex system using the personality and emotions as the main fundamental parameters to build the stricture of the experiments. The primary idea was to identify the features that may have any association with the key objectives of the study. The nature of the EU System used here involves different parameters that may have a direct impact on the data, for instance, the Final Selection parameters. It was important to investigate the impact of this parameter in the behaviour of the system and the personality type. However, the selection criteria and lack of enough data on the final selection process prevented the selection of this parameter, which moves to the future work plan. Further analysis revealed that the “Big Five” personality traits Conscientiousness, Agreeableness and Neuroticism and the emotions namely, Disgust, Joy and Sadness with the Age associate together to build a model based on Random Forest Tree predict the server status with accuracy of 68%. The real-time verification process of the model confirmed that model
accuracy with 61%. The accuracy provided at this stage is encouraging to investigate further by expanding the parameters involved in the human-computer interactions life cycle. However, the PMSys pilot version is currently integrated into a commercial industrial application to enhance the selection of responding in an intelligent agent and chatbot-based service, and the output of this integration will be used as a stimulus for further research and development activities. The following chapter will frame these challenges through an overall project summary, well as the potential future work.
Chapter 9

Conclusions and Future Work

9.1 Main Conclusions

The increased usage – and wider impact – of social networking platforms on our daily life has provided the motivation and foundation for developing a new conceptual model and thus deeper insight for profiling the types of users using these platforms. by understanding the personality and emotion raised while using the system. Leading to signification improvement in the architecture of the complex computer system not only the design, but it is also delivering the information to the users.

Reflecting on my experience as a professional software engineer for more than ten years, the motivation and underpinning rationale of this study was to provide more insight into how to improve the user experience and the architecture design of complex systems. It is always a challenge for the software developer to read how the system developed will help the user and how the user will behave in a different stage. This study provides the software developers and UX communities with a conceptual model to answer this question based on cognitive science, how the user will behave in different stages.

In this thesis, the work presented led to the development of a conceptual framework for predicting system status based on personality traits and emotions captured from the interactive text with reasonably good accuracy. The broad classification of the literature survey conducted as part of the thesis demonstrated a potential led to the categories proposed for understanding gestures as a human interaction technique and was developed to enable us to gain a more theoretical perspective on the field of gesture interactions.

The experiments conducted during this research project has revealed encouraging findings at the intersection of cognitive science, human-computer interaction, psycholinguistics and user experience. Exploring the dataset extracted from the system triggered the flow of the experiment suggested in this study coupled with the literature. The literature supported that the emotions are dynamic factors were it could affect events and
surrounding environments; researchers suggested that the weather can have a positive/negative impact on the emotions of the person. A recent study revealed the weather has a direct impact on people emotions; this is because the weather is part of the daily life routine. The structure of this experiment built on this bases, as the computer/mobile is currently part of our daily-life routing. It is crucial to investigate the relationship between the emotions and the digital behaviour of the user, the findings suggested from the experiments conducted is there is a very positive relationship between personality traits of the users and the emotions raised in the different stages during the usage of the system. Sentiment analysis has been used to identify the association between the personality of the user and the change in sentiment in different stages in using the system and was found to have a strong statically correlation, which led to expanding the investigation to include more emotion variables. Another objective is to investigate the personality and motions association as part of this study. The findings revealed that there is a moderate correlation between personality traits and emotions, for instance, people with high well being more likely to have agreeableness and conscientiousness. Furthermore, the literature suggested that age and gender correlates with the personality and emotions of people with a strong correlation and that was confirmed by the findings and included in the final produced model. The suggested conceptual model shows that it is possible to profile the digital behaviour of the user to the usage of the system. Furthermore, the proposed model produced to demonstrate that the system status raises emotions of the users to the personality type, gaining such information would benefit the software development community to take into account how different user with different personality will behave in different system status.

9.2 Limitations

This study involves extracting data from different sources, Facebook, EU Scholarship system, Help desk and the Verification tool; extracting the data from these sources had various challenges. Facebook constantly updates its API and permission model, making it hard for researchers to harvest data for research purposes, these changes and restrictions affected this study to explore more parameters from the user’s profile. It is expected to be harder next upcoming years especially with the major data breach occurs in March 2018, involves 50 million users, causing Facebook to act accordingly and add more restriction and changes to extract data from Facebook even with user’s consent. One more challenge was the EU Scholarship system was developed in-house with not enough documentation of the flow of the data or database structure to investigate further interactions and parameters to include it in the model. Furthermore, the system did not include Login using Facebook developed by EU team, therefore, it was essential to develop a matching algorithm as explained on section 5.7, however, the output of the matching algorithm led to excluding of 35% of the available data set. Limitation of the
Computer system status to idle, down, slow and error due to the lack of documentation to the EU Scholarship System and there was no pre-defined installed plugin to monitor the user’s behaviour, which limited the system’s parameters as part of the engine.

9.3 Commercialisation

Further to the peer-reviewed publications presented in Section 1.3 aspects of this research (and thus the PMSys system) is currently being commercialised as part of a two-year Innovate UK-funded Knowledge Transfer Partnership (KTP) project to apply the research in industry with a company based in Cardiff focusing on developing intelligent chatbot technologies for customer service. The proposed model is currently being integrated into the main chatbot engine to enhance the selection of the statements based on the user’s mood and provide the agent with a possible system issue based on the user’s digital behaviour. The company offers the chatbot services to various industry and one of the common requirements is to handle the technical inquiries and integrate and as the model is suggested to improve the user experience and usability it can save some time for the first line support by producing the potential problem with the user with an option for the agent to manually override the conversation and take over.

9.4 Future Work

The last five years of research for this project has opened up a wide range potential future research areas, especially using our model and the PMSys system to further explore how personality traits and emotions can play a significant role in software development and user experience while using a complex system. These future work themes are as follows:

Exploring other software environments: The output model was built in a dataset retrieved from a web complex system, it is suggested to integrate to another software environment to explore the change in emotions in different system status, such as offline applications, mobile applications, tablet applications, etc.

New and larger datasets: The recent events occurs regarding Facebook, suggested to explore other social networks (e.g. Twitter, LinkedIn) to extract a new dataset, number of companies are using Twitter as a main context of the communication between their customers and commonly used to report technical issues, Twitter offers a rich API [198] makes it a productive environment for researchers to collect and analyse large-scale longitudinal datasets [5, 6, 4]. Furthermore, since Twitter is largely an open, public platform the data can be used in investigating further and verifying the model outcome and improving the accuracy of the model.
**Topic modelling:** A number of research studies suggested a strong association between personality traits, emotions and topics [11,15]. In upcoming studies, it is suggested to integrate topic classification as one more parameter to verify the potential association.

**Focus experiments:** This study were focused on data collected from Facebook and EU System, with some limitation to the type of the data collected as explained previously, to continue working in same direction it is important to collect data in more controlled environment to expand the input variables (i.e, facial expression, video observation, pre-defined system to monitor behaviour, eye tracker).

**Deeper analysis of personality traits through emotion extraction** with emerging NLP tools and technologies, different companies are producing a NLP tool to extract personality traits and emotions from text. It is suggested to track the state-of-art tools and verify the efficient to use it in further analysis. Furthermore, extracting emotions emerged to include facial expression with high efficient quality tools (e.g. Affectiva, Emotient and EmoVu).

**Expanding the system status functionality:** as the current study suggested only four status of the system idle, down, slow and error, it is planned to explore further sub types for each main classification, such as Error 404 not found, Internal 500 server error.

**Investigating the final selection parameter:** as discussed in Section 8.10, based on the outcome analysis from the profiling complex experiment 6.2, it is suggested to investigate the process of selection further to understand more about the personality of each group.

---

1Affectiva: is a solution for massive scale engagement detection. Offer SDKs and APIs for mobile application, and provide an analytics API to track expressions over time - [http://www.affectiva.com/](http://www.affectiva.com/)

2Emotient: is an ad campaign that tracks attention, engagement, and sentiment from viewers. The RESTful Emotient Web API can be integrated into application - [http://emotient.com/](http://emotient.com/)

3EmoVu: is a facial detection products incorporate machine learning and micro expression detection. Provides a very powerful SDK, Mobile SDK, and an API for application integration - [http://emovu.com/e](http://emovu.com/e)
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