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Today's complex modern infrastructure requires robust and autonomous condition assessment as they continue to age with increasing operational loads and extreme climatic events. Structural Health Monitoring (SHM) has recently gained significant interests in inspection and maintenance of large-scale structures. However, a large amount of raw data resulting from the data logger of these SHM systems require appropriate tools to visualize and diagnose the data systematically. Building Information Modeling (BIM) is a powerful data management tool that can be utilized as a base platform to analyze and visualize long-term SHM data. Current BIM-based approaches have the capabilities of facilitating design, production, and construction management of structures. BIM models in such approaches can serve as static information that contains as-built data. The objective of this paper is to take one step forward from static toward dynamic BIM by representing and visualizing real-time SHM data. The proposed framework developed in this study features an online visualization of data, real-time system identification, and efficient decision-making. In this paper, a steel bridge located in London, Ontario (Canada), is utilized as a case study where both BIM and SHM are integrated with a unified fashion. The proposed framework attempts to improve the visualization of SHM data and facilitates infrastructure owners in real-time tracking of critical transport infrastructure.
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INTRODUCTION

Civil infrastructure such as bridges, buildings, dams, wind turbines, and pipelines are prone to deterioration as they age. Keeping track of their usage, performance, and integrity provides impetus to maintain public safety and achieve improved satisfaction to the infrastructure owners and end-users. In the past, numerous catastrophic failures occurred world-wide; most of these tragedies were due to progressive deterioration of structures over the years (Mirza and Shafqat Ali, 2017; Cawley, 2018), demanding an immediate need for systematic monitoring of structures based on their current condition. Structural Health Monitoring (SHM) offers attractive strategies to retain public safety, undertake rapid infrastructure management, and recover a structure from its critical state in ease (Durager et al., 2013; Newhook and Edalatmanesh, 2013). Changes in structural performances can be identified by detailed SHM assessments (Okasha and Frangopol, 2012; Miao et al., 2018).
SHM offers robust diagnostic and prognostic tools that can detect critical responses of a structure and evaluate any unusual symptoms, serviceability, and safety concerns (Carden and Fanning, 2004; Wu and Jahanshahi, 2018). Most of the conventional inspection methods require visual inspection by maintenance engineers. Recently developed SHM techniques utilized the measured data acquired by sophisticated sensors (Ellenberg et al., 2014; Sankarasrinivasan et al., 2015; Chen et al., 2016; Na and Baek, 2017; Sadhu, 2017; Sony et al., 2019) which can expedite the accuracy of damage detection as compared to visual inspection (Abe, 1998) using continuously monitored data. An SHM system, with the aid of long-term monitored data, can evaluate the structural integrity and perform accurate damage assessment (Aktan and Grimmelsman, 1999; Somwanshi and Gawalwad, 2016; Sadhu et al., 2017). Most of these techniques (Farrar and Worden, 2013) are data-driven in nature, where either modal (e.g., natural frequency, damping and mode shapes) or physical (e.g., stiffness and mass) parameters are estimated or tracked based on the measured data. Any discrete or progressive changes in these parameters are considered as the potential condition indicators for damage identification.

Figure 1 shows a typical representation of an SHM system where the sensors are connected to a data acquisition (DAQ) system, and send the acquired raw data to a central unit or a computer. The following post-processing phase includes sorting and de-noising of the data, and determines the vital information, including critical deflections and modal parameters such as frequency, damping ratio, and mode shapes, etc. Once such parameters are studied and documented from the measured structural response over a long period, automated alerts can be set up using the appropriate thresholds for safe and reliable use of the public infrastructure. However, the interpretation of long-term data collected from continuous monitoring can be overwhelming due to the processing of an enormous amount of data. Automated processing and visualization of data facilitate accurate decision making in a timely manner. Building Information Modeling (BIM) is a digital representation of physical and functional characteristics of a structure (Ren et al., 2019), which is utilized here for structural monitoring and maintenance.

BIM is not only a computer-aided-design tool but also a three-dimensional (3D) modeling and information management tool that can aid the stakeholders and infrastructure owners in monitoring projects remotely. Traditional BIM aims at design and life-cycle analysis of a new building and its construction (Arayici and Aouad, 2010; Grilo and Jardim-Goncalves, 2010; Liu et al., 2014; Singh and Sadhu, 2019). BIM is capable of integrating various engineering aspects through 3D spatial representation. Capabilities of BIM are not only limited to being a software environment, but it also serves as a visualization tool providing a better understanding of the project and helping designers to convey the design information and ideas to the project owners (Ivson et al., 2019). With all the information about each component being in one place in a single model, it enables end-users to access such information at any time during its lifecycle. Such capability of big data inventory is utilized in this study and explored how it can provide a real-time representation of SHM data to the end-users. During long-term monitoring of structure, raw and preprocessed data can add up to hundreds of gigabytes of data, which makes the process of data retrieval prone to errors (Alampalli et al., 2016; Cremona and Santos, 2018; Almasri et al., 2019). Damage detection can be visualized in the model by assimilating the sensor data within the BIM model. BIM uses a static data source to assess the structure. Therefore, the sensor data, while linked to BIM, can extend the application of BIM model from static to a dynamic model as it can feature real-time data retrieval and interpret the current performance of the structure.

Recently, there have been several efforts to develop BIM-based SHM strategies. For example, (Zhang and Bai, 2015) created a low-cost structural condition assessment device that used BIM computing environment for automated health management of structures (Chen et al., 2014) developed a dynamic BIM framework by developing a prototype to insert real-time data into the BIM model. The dynamic BIM model developed in the study represented real-time building information via connecting the sensor data with the BIM model. A geothermal bridge deck de-icing system monitored with embedded sensors was used as a case study (Delgado et al., 2017) formulated a standard data model to include and visualize SHM data directly to BIM models. A case study was conducted in a pre-stressed concrete girder bridge featuring a fiber-optic based SHM system. The goal to accurately represent the SHM sensory system, including damage sensitive features in the object properties, was achieved by Grosso et al. (2017). The authors demonstrated.
the linking of data to sensor representations within the BIM model.

The viability of bridge information modeling with different modules of bridge management systems was explored by Marzouk and Hisham (2011). (Huston et al., 2016) worked on the integration of BIM and decision-making systems with SHM involving collection, storage, transmission, and processing of information obtained from sensor data and design documents. The extended Industry Foundation Classes (IFC) schema, referred to as IFC Monitor was formulated by Theiler et al. (2017) to facilitate the documentation of SHM systems since the current schema was unable to support the full description of modeling related information. The automatic generation of parametric building models of SHM systems and efficient integration with other data sets was enabled by Delgado et al. (2018). Recently, Boddupalli et al. (2019) developed a data visualization tool for systematic decision making using the computing environment of BIM as a primary platform.

The significant limitations of these studies are the lack of a single standardized neutral exchange format for sharing information among the various data software. The problem arises when attempting to extract data from sensors in many different protocols. The handling of large volumes of data requires high-performance hardware. Lack of interoperability is another challenge in the seamless integration of an SHM system with the BIM platform. There is a lot of software commercially available for modeling and development of structures. However, the development of various computational tools such as add-ins or plug-ins is undertaken in a standalone fashion, which is also inefficient to address the complications arising from multiple data sources. The existing BIM-based SHM tools lack interoperability and information sharing with other software and technology (Grilo and Jardim-Goncalves, 2010; Cemesova et al., 2015; Karan and Irizarry, 2015; Tomasi et al., 2015). Moreover, the capability of system identification and evolution of structural parameters over time are not available in the existing visualization tools in the literature, which forms the main focus of the proposed research.

After a basic introduction of BIM and SHM techniques and identification of the limitations in the current literature, the proposed method is discussed in the next section. The proposed framework is finally illustrated using a case study consisting of visualization of the bridge SHM data followed by results and conclusions.

**PROPOSED FRAMEWORK**

This section provides an overview of the proposed methodology implemented to visualize SHM information within BIM through Autodesk REVIT®. The proposed framework utilizes the relative merits of SHM and BIM to develop a visualization tool for monitoring of large-scale infrastructure. This study uses REVIT and MATLAB (MathWorks, 2018) online portal to integrate the sensor information with condition data and diagnostic results.
Virtual sensors in this study are used to visualize the monitoring related information in the BIM environment. Accelerometer sensors used for vibration data collection are modeled in the REVIT as a new class of family, as shown in Figure 2. Sensor metadata is used to create a sensor family and can be accessed by highlighting any sensor from the BIM model. The dynamic behavior of the structure is analyzed using the sensor data in MATLAB.

**Virtual Sensors**

Virtual sensors used in this study to mimic the sensors installed on a real structure are created as a new REVIT family using the IFC standard of data exchange shown in Figure 3. IFC is used by building-model based applications to exchange data with each other, and it constitutes a specification that can describe model data related to all phases of the life-cycle of a project (Augenbroe et al., 2004; Rio et al., 2013). The IFC model represents tangible building elements such as doors, walls, ceilings, beams, etc. and even more abstract entities such as time, schedule, space, cost, organization, etc. There are different IFC classes for each element, while the sensors are included in the IFCBuildingControls domain module. There are two classes associated with sensors; IFCSensor and IFCSensorType. As the sensors are defined in the BIM environment, sensor information can be accessed using the properties box of each sensor. The link to MATLAB is also connected with the properties box. By clicking the MATLAB link, the user is taken to the MATLAB online portal, where system identification scripts can be run. Subsequently, the system identification results can be analyzed for decision-making.

**System Identification**

The data and system identification information of SHM is embedded within the BIM software such that long-term health monitoring information can be visualized. A wide range of system identification methods (Dessi and Camerlengo, 2015; Perez-ramirez et al., 2016; Pappalardo and Guida, 2018; Barbosh et al., 2018; Mao et al., 2019) were developed by the researchers to estimate modal parameters from the measured vibration data. Most of these techniques are suitable where all critical locations of the structure are instrumented. For the visualization purpose, each sensor installed in a real structure corresponds to a virtual sensor in the BIM model. Therefore, while visualizing a particular virtual sensor, each sensor creates a time history that requires a system identification method that is capable of using only a single channel measurement. In this study, a newer time-frequency method, time-varying filter-based empirical mode decomposition (TVF-EMD) (Li et al., 2017; Lazhari and Sadhu, 2019) is used to conduct system identification using single-channel measurement.

Consider a linear with \( n \) degrees-of-freedom (DOFs), damped and discrete lumped-mass structural system, subjected to a random input force, \( u(t) \):

\[
M\ddot{y}(t) + C\dot{y}(t) + Ky(t) = u(t)
\]

where, \( M \), \( C \), and \( K \) are mass, damping, and stiffness matrices, respectively, and \( y(t) \) is a displacement response vector at various available DOFs. A state-space model can be used to find the solution for a dynamical system given above:

\[
y = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{bmatrix}, \quad y = Ay + Bu, \quad p = \hat{C}y + Du
\]

where \( A \) is state matrix, \( B \) is the input matrix, \( \hat{C} \) is the output matrix, and \( D \) is the transmission matrix. Under excitation \( u(t) \), the resulting solution can be written in terms of expansion of vibration modes:

\[
y = \varphi \eta
\]

where \( y \) and \( \eta \) are response and modeshape matrix, respectively. \( \varphi_{max} \) is the mode transformation matrix. \( n \) and \( m \) are the number of modal responses and measurements, respectively. The measurement at \( k \)-th DOF \( (k=1,2,\ldots,m) \) from the above equation can be expressed as:

\[
y_k(t) = \sum_{j=1}^{n} \varphi_{kj}\eta_j(t)
\]

TVF-EMD is capable of eliminating the mode-mixing or end-effects under the presence of closely spaced modes or
measurement noise. This method performs local cut-off filtering where a signal is filtered into local high-pass and low-pass frequency components and decomposed into narrowband signal components called Intrinsic Mode Functions (IMFs). By performing TVF-EMD of the $k$th measurement $y_k(t)$ in terms of IMFs (i.e., $i_{kj}$), one can get (Lazhari and Sadhu, 2019):

$$y_k(t) = \sum_{j=1}^{n} i_{kj}(t)$$

By comparing the above two equations, we get:

$$\varphi_{kj}\eta_j(t) = i_{kj}(t)$$

By taking the ratio of above equations for $k$-th and $l$-th DOF, the normalized mode shape ordinates at $k$-th DOF w.r.t. $l$-th DOF can be found as:

$$\frac{i_{kj}}{i_{lj}} = \frac{\varphi_{kj}\eta_j(t)}{\varphi_{lj}\eta_j(t)} = \frac{\varphi_{kj}}{\varphi_{lj}} = \hat{\varphi}_{kl}$$

The details of TVF-EMD method can be found in Lazhari and Sadhu (2019) and are not repeated here. TVF-EMD uses the root-mean-square (RMS) value of the resulting IMFs to extract the modal responses. However, all the frequencies with energy higher than the average RMS value cannot be utilized to differentiate the actual structural frequencies from the background noise. To automate the identification step, it is proposed that when the difference between the respective Fourier peaks in an IMF is more than a specific percent (say, 70%) of the higher peak value, then the IMF represents a structural modal response rather than mixed modal response.

**Proposed Visualization and Decision-Making**

The proposed framework has three-fold advantages of online visualization of data, real-time system identification, and decision making by tracking the system identification results obtained from the measured data. Figure 4 shows the proposed framework that can automate system identification and visualization of SHM data in the BIM environment. First, a parametric 3D model of the structure is developed in Autodesk REVIT. Since the virtual sensors are not predefined elements in the REVIT library, these are manually created using a new REVIT family and IFC attributes. On the other hand, physical sensors, which are connected to a DAQ system, record the SHM data for structural condition assessment. Therefore, accelerometers are used to collect the SHM data, and virtual sensors are created in the BIM environment using IFC (as shown in Figure 3) to mimic the physical sensors on site. Data file from each physical sensor is associated with the respective virtual sensor in REVIT. System identification is performed using the TVF-EMD algorithm, which is integrated with REVIT through an online MATLAB portal linked via the “Properties” box of the virtual sensor in the BIM model. Owing to its capability of analyzing a single sensor data associated with a virtual sensor, the TVF-EMD is adopted.
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FIGURE 5 | (A) Sensor instrumentation of steel bridge in London, Ontario, (B) data acquisition system, and (C) sensor.

to undertake system identification from single-channel data. It is automated and can be implemented in real-time for condition assessment of structures within the BIM platform. A case study is presented next to demonstrate the implementation of the developed framework.

CASE STUDY

The proposed framework is validated using a 300 feet pony-truss bridge in London, Ontario, shown in Figure 5A. This section demonstrates the application of the proposed visualization tool developed in this study. Bridge vibrations were monitored while different numbers of vehicles traveled over the bridge. A virtual model for the bridge was developed in REVIT and sensor data was integrated with the virtual sensors. System identification results from the SHM data were shown in a user-friendly format integrated with the visualization platform of REVIT.

BIM Model

For the framework presented in this study, a structural model is developed that closely represents the real bridge. The data attributes define the physical, geometrical and abstract properties of the structure. REVIT is used as a BIM tool to visualize the bridge virtually. With the help of 2D drawings provided by the City engineers, a virtual model of the bridge is developed into a 3D model with the generic parameters and properties using REVIT shown in Figure 6.

This model is used to define the real-time dynamic behavior of the bridge that can be used for visualization of long-term monitored SHM data. Sensors feed the vibration data to DAQ, which was connected to a computer. The raw data file generated by the DAQ system was used to perform system identification and served as a link to connect the BIM model with the MATLAB online portal. Virtual sensors that were not pre-defined in Autodesk REVIT were manually created in the BIM model. A new REVIT family was used to create the accelerometer sensor virtually and IFC exchange format was used to define the virtual
sensor attributes shown in Figures 2, 3, respectively. Figure 6 shows the virtual sensors placed in the virtual BIM model of the bridge. Properties related to sensors used for this particular study were defined in REVIT shown in Figure 7. Upon selecting a particular virtual sensor in the bridge, its properties box shows all the data associated with that specific sensor, including sampling frequency, raw datasheet location, sensor serial and location, MATLAB link for system identification, etc.

**Instrumentation**

The bridge was instrumented with accelerometers to evaluate its modal parameters and analyze and predict the structural health of the bridge. Nine high-sensitive sensors were placed along the walkway of the bridge, and the sensors were set up to measure uniaxial vertical vibration. The sensors used for the testing had a sensitivity of 10 V/g. A sampling frequency of 200 Hz was used. Sensors were placed at a distance of 10, 20, 50, and 100 feet on both sides from the centerline of the bridge shown in

**TABLE 1 | Vehicle count of the test data.**

| Test # | Bus | Car | Truck | Total |
|--------|-----|-----|-------|-------|
| 1      | 0   | 11  | 0     | 11    |
| 2      | 1   | 20  | 1     | 22    |
| 3      | 1   | 29  | 3     | 33    |
| 4      |     |     | 3 Jumps of 2 subjects |
| 5      |     |     | 3 Jumps of 3 subjects |
| 6      |     |     | 3 Jumps of a single subject |

**FIGURE 6 | Three-dimensional virtual model for bridge and sensor.**

**FIGURE 7 | Sensor metadata defined in Autodesk REVIT.**
FIGURE 8 | DAQ file containing raw and unprocessed data.

FIGURE 9 | Execution of system identification in REVIT using MATLAB online portal.
Figure 5A. The data collection was performed through the DAQ system by connecting it with sensors using BNC cables and a laptop using a USB cable shown in Figures 5B,C. Test details regarding the number and class of vehicles during each test run are tabulated in Table 1. The duration of each test was between 30 s to 5 min. Tests 4, 5, and 6 include the free vibration response recorded during jumping of a single subject near the center of the bridge.
Implementation of Proposed Visualization Tool

The data collected from the building and MATLAB scripts (MathWorks, 2018) were linked with the virtual sensors that were modeled in REVIT shown in Figures 2, 7. By selecting a sensor, its related properties are shown in the properties box, including serial number, date, time, sensor location, sampling frequency, datasheet link, MATLAB link, etc. The properties box for a highlighted sensor is shown in Figure 8. After clicking on the MATLAB link for a particular sensor, the user is taken to the MATLAB online portal, which performs the system identification using the datasheet assigned to the specific sensor. The DAQ file, containing the raw and unprocessed data collected by the sensors, is saved as a text file and is shown in Figure 8.

| Test # | $\omega_1$ | $\omega_2$ | $\omega_3$ | $\omega_4$ |
|-------|----------|----------|----------|----------|
| 4     | 4.43     | 5.41     | 9.24     | 14.83    |
| 5     | 4.45     | 5.41     | 9.22     | 14.83    |
| 6     | 4.42     | 5.44     | 9.15     | 14.78    |

This file is linked with the virtual sensor of the BIM model of the bridge and can be accessed by clicking on the datasheet link on the properties box of the virtual sensor. This text file is also uploaded on the MATLAB online compiler along with the scripts of the TVF-EMD method. By clicking on a sensor in the BIM model, the respective sensor gets highlighted, and a Property box shows up in the REVIT window, and all necessary sensor information is contained in this icon shown in Figure 8. By clicking on the datasheet link in the properties box, the user is taken to the raw data file linked to that particular sensor containing unprocessed data. By clicking the MATLAB link, highlighted in Figure 9, the user is taken to MATLAB online portal. In the portal, by executing the MATLAB scripts, system identification results can be generated using single-channel measurement through the TVF-EMD method.

The framework presented in this study is used to perform modal identification using a single sensor measurement. The time history of the physical response of the bridge is shown in Figure 10. The method used in this study successfully extracts the mono-component modal responses. The resulting IMFs (i.e., extracted modal responses) are separated by the TVF-EMD algorithm. The resulting mono-component responses and the identified structural frequencies are discussed below.
TABLE 3 | Frequencies (in Hz) identified from the different sensors.

| Sensor # | $\omega_1$ | $\omega_2$ | $\omega_3$ | $\omega_4$ |
|----------|------------|------------|------------|------------|
| 1        | 4.45       | 5.52       | 9.18       | 14.82      |
| 2        | 4.45       | 5.45       | 9.41       | 13.15      |
| 3        | 4.43       | 5.45       | 9.92       | 14.82      |
| 4        | 4.44       | 5.46       | 9.91       | 14.82      |
| 5        | 4.44       | 5.47       | 9.14       | 14.81      |
| 6        | 4.43       | 5.47       | 9.15       | 14.84      |
| 7        | 4.45       | 5.45       | 9.14       | 14.82      |
| 8        | 4.42       | 5.45       | 9.45       | 15.50      |
| 9        | 4.45       | 5.53       | 9.15       | 14.82      |

**Free Vibration**

Free vibration tests were conducted to estimate the natural frequencies of the bridge. To achieve this, the bridge was excited by jumping of a subject at the center of the bridge. This test has another significance of mimicking the pedestrian activity (walking or running) on the bridge. As shown in Figure 11A and Table 2, around four Fourier peaks can be observed between 0 and 20 Hz, indicating four natural frequencies of the bridge in this range, which are consistent with traffic-induced vibration.

**Traffic-Induced Vibration**

Test runs are selected for analysis in such a way that represents live traffic conditions. All the test runs except 4, 5, and 6 include the structural response generated by passing vehicles over the bridge. Test 1, 2, and 3 are selected for further analysis as their vehicle count is 11, 22, and 31, respectively, which represent a wide range of vehicles passing over the bridge. Figure 11B shows the processed data from the first three tests, which cover most of the range of vehicle count. As seen in the figure, Fourier amplitudes have higher values with an increasing number of vehicles in the bridge.

TVF-EMD is used to acquire the bridge frequencies from the single-channel measurement or vibration response generated by a bus driving over the bridge, and the results are shown in Figure 12. The resulting IMFs are separated by the TVF-EMD method. The mono-component responses and the identified structural frequencies are shown in Figure 12. Table 3 contains the modal frequencies obtained from different sensors generated using the proposed framework.

**CONCLUSIONS**

This study investigated the potential of BIM in data management and maintenance of infrastructure using a web-based workflow. The use of different data formats can be omitted since the process is web-based and features real-time integration of sensor data with the BIM model. The proposed framework enhances software interoperability and frequent communication, which are required on civil infrastructure projects. The extension of the BIM model from static to dynamic enables the real-time link between the data-driven SHM techniques and BIM software. The web-based approach can be utilized to identify the modal frequencies from the sensor data using TVF-EMD method used in this study. In this way, system identification is integrated within the BIM model which can be beneficial for better interpretation of SHM data. By linking the real sensory data with the virtual sensor, this study extends the BIM model from static to dynamic and provides an effective management and visualization tool for engineers and project owners at large by providing them with updated, monitored information.

In this paper, it is attempted to integrate system identification within the framework of BIM. The authors used a single-sensor based modal identification technique, which enabled visualization of the bridge frequencies at given sensor location for different periods of time. State-of-the-art SHM methods (Farrar and Worden, 2013) use modal (frequencies, damping and mode shapes) or physical (stiffness or mass) parameters as the condition indicators. In this study, the authors limited their focus only to the dynamic representation of frequency estimation. The inclusion of other parameters (such as mode shape) within the BIM model requires further advances and is reserved for future research.

The proposed tool will allow a bridge engineer to virtually monitor a bridge and visualize both raw data as well as system identification results of different periods in a systematic manner, which will save time and eliminate any source of human errors of manual inspection of large data. Unlike conventional SHM data management, the developed BIM model enables real-time digital representation of SHM information throughout the life-cycle of infrastructure, enhancing the quality and assessment of infrastructure. By linking a single-sensor based system identification within the BIM model, it is possible to diagnose the bridge frequencies using the data from different periods of time from a selected node. Future research is reserved to utilize Augmented or Virtual Reality, and automate the digital representation of SHM from multiple sensors simultaneously.
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