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Abstract—In the last fifty years, researchers have developed statistical, data-driven, analytical, and algorithmic approaches for designing and improving emergency response management (ERM) systems. The problem has been noted as inherently difficult and constitutes spatio-temporal decision making under uncertainty, which has been addressed in the literature with varying assumptions and approaches. This survey provides a detailed review of these approaches, focusing on the key challenges and issues regarding four sub-processes: (a) incident prediction, (b) incident detection, (c) resource allocation, and (c) computer-aided dispatch for emergency response. We highlight the strengths and weaknesses of prior work in this domain and explore the similarities and differences between different modeling paradigms. We conclude by illustrating open challenges and opportunities for future research in this complex domain.
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1 INTRODUCTION

Emergency response management (ERM) is a challenge faced by communities across the globe. First responders need to respond to a variety of incidents such as fires, traffic accidents, and medical emergencies. They must respond quickly to incidents to minimize the risk to human life (Jaldell et al. 2014). Consequently, considerable attention in the last several decades has been devoted to studying emergency incidents and response. Data-driven models help reduce both human and financial loss as well as improve design codes, traffic regulations, and safety measures. Such models are increasingly being adopted by government agencies. Nevertheless, emergency incidents still cause thousands of deaths and injuries and result in losses worth billions of dollars directly or indirectly each year (Hattis 2015). This is in part due to the fact that emergency incidents (like accidents, for example) are on the rise with rapid urbanization and increasing traffic volume.

ERM can be divided into five major components: 1) mitigation, 2) preparedness, 3) detection, 4) response, and 5) recovery. While most prior work has identified mitigation, preparedness, response, and recovery as the primary components of ERM systems (Mukhopadhyay 2019) Department of Homeland Security [2019], crowd-sourced information and additional sensors have motivated deployment of technology to provide early detection of incidents (before someone calls for help). Mitigation involves sustained and continuous efforts to ensure safety and reduce long-term risks to people and property. It also involves understanding where and when incidents occur and designing predictive models for both risk and incident occurrence. Preparedness involves creating infrastructure that enables emergency response management. This stage involves selecting stations for housing responders, ambulances, and police vehicles as well as designing plans for response. The third phase seeks to use automated techniques to detect incidents as they happen in order to expedite response. The fourth phase, arguably the most crucial, involves dispatching responders when incidents happen or are about to occur. Finally, the recovery phase ensures that impacted individuals and the broader community can cope with the effects of incidents. While most prior work in ERM has studied these problems independently, these stages are actually inter-linked, with the output of one stage serving as input for another. For example, predictive models learned in the preparedness stage are used in planning response strategies. Therefore, it is crucial that ERM pipelines are designed in a manner that considers such intricate inter-dependencies.

In this survey, we cover prior work on some of the most widely explored approaches that fall into the categories of mitigation, preparedness, detection, and response, and explain how the overall ERM pipeline functions. First, we address the scope of the problem and precisely define the incidents that we consider in the paper. One way to categorize incidents is by the rate at which they occur and how they affect first responders. For example, some incidents happen often, and addressing them is part of the day-to-day operations of first-responders. Examples of such incidents
include crimes, accidents, calls for medical services, and urban fires. A second category consists of comparatively less frequent incidents, which include natural calamities like earthquakes, floods, and cyclones. To scope our research we primarily focus on principled approaches to address frequent urban incidents like road accidents. Having a narrow focus regarding the type of the incident enables us to explore the large spectrum of work dedicated to designing principled approaches to ERM. Our primary reason to focus on urban emergency incidents is simply the alarming extent of the damage such incidents cause and the sheer frequency of their occurrence. Globally, about 3,200 people die every day from road accidents alone, leading to a total of 1.25 million deaths annually (Center of Disease Control and Prevention, 2019). In fact, it is noted that without appropriate measures, road accidents are set to be the fifth largest cause of death worldwide by 2030 (Association for Safe International Road Travel, 2019). Calls for emergency medical services (EMS) are also a major engagement for first responders, and there are more than 240 million EMS calls made annually in the United States alone (National Emergency Number Association, 2019). Therefore, it is imperative that we design principled approaches to understand the spatial and temporal characteristics of such incidents and investigate algorithmic methods that can mitigate their effects.

In this survey, we explore models and approaches to design principled approaches to ERM from various fields like operations research, transportation engineering, statistics, and machine learning in order to understand commonalities and differences among them. We seek to provide a unified perspective on such systems. There are comprehensive reviews on crash prediction models (Nam-Busu et al., 2008; Yannis et al., 2017; Kiattikomol, 2009), emergency facility location approaches (Li et al., 2011), and dispatch strategies (Bohm and Kurland, 2018). In particular, the work by Lord and Mannering (Lord and Mannering, 2010) provides a particularly insightful summary of crash prediction models. However, to the best of our knowledge, there is no comprehensive study that links prediction models from different perspectives and investigates covariates of relevance, modeling paradigms, and planning approaches comprehensively. We treat the ERM system in its entirety and provide a comprehensive survey of prior work done in the fields of predictive modeling, event extraction, and planning approaches to aid emergency response. This survey provides a framework for future research on integrated emergency response management pipelines for smart and connected communities.
We show a brief outline of the survey in Figure 1. We begin by providing an overview of the system model for ERM pipelines in section 2 and mathematical formulations for each of the sub-problems in section 3. Then, we discuss approaches to incident prediction (section 4), event extraction (section 5), and allocation and dispatch (section 6). We highlight key takeaways for practitioners at the end of each section. Finally, we identify key challenges, knowledge gaps, and opportunities for future work in section 7.

2 UNDERSTANDING EMERGENCY RESPONSE SYSTEMS

We study the problem of optimally responding to emergency incidents in urban areas. Incidents are reported to central emergency response agencies, which have streamlined mechanisms for processing the request. For example, in the United States, emergency helpline calls are placed by dialing 911. Calls can be made by many agents. People in need of assistance or other people who might have observed an incident can report it to the concerned authorities. Such a report is typically referred to as a “call” for emergency services. It is also possible for first responders to automatically extract reports about incidents through social media or video feeds. We show the steps that follow a call for assistance in Figure 2 (City of Rochester, 2019). The call is appended with automatic name and location information (ANI/ALI) and patched to a trained telecommunicator. The telecommunicator analyzes the situation and the type of response needed (EMS or fire, for example). In some cases, such as those requiring cardiopulmonary resuscitation (CPR), guidance might be provided through the phone before first-responders reach the scene. The call is then transferred to the concerned agency (such as the fire department) by a computerized mechanism. The agency then uses its computer-aided dispatch (CAD) system to dispatch a responder to the scene. This set of events defines an ERM system, and it governs the pipeline of incident response, including detecting and reporting incidents, monitoring and controlling a fleet of response vehicles, and finally dispatching responders when incidents occur. In many cases there are multiple organizations governing this pipeline for an urban area; for example, ambulances and police cars might be dispatched from different departments.

Agents, which respond to incidents like accidents and fires include ambulances, police vehicles, and fire trucks (among others) and are referred to as responders. Responders are typically equipped with devices that facilitate communication to and from central control stations. In many cases, especially in the United States, responders like ambulances are equipped with computational devices like laptops as well. Once an incident is reported, responders are dispatched by a human agent to the scene of the incident (guided by some algorithmic approach like a CAD system). This process typically takes a few seconds, but can be longer if dispatchers are busy. If no responder is available, the incident typically enters a waiting queue and is attended once a responder becomes free. Each responder is located in a specific depot (fire-station, for example), which are situated at various points in the spatial area under consideration. Once a responder has finished servicing an incident, it is directed back to the depot and becomes available to be re-dispatched by the dispatcher while en-route. An aspect that plays a key role in dispatch algorithms is that if there are any free responders available when an incident is reported, one must be dispatched to attend to the incident. This constraint is a direct consequence of the bounds within which emergency responders operate, as well as the critical nature of the incidents.

The components of ERM that we focus on are shown in Figure 3. ERM pipelines typically use data from historical incidents and the environment, including weather, road geometry, traffic patterns, and socio-economic data. It is also possible to use textual and video data to extract information about the occurrence of incidents. We divide an ERM system into five major components: 1) predictive models for incident occurrence, 2) event extraction models to detect incidents, 3) models for environmental features like traffic and weather, 4) allocation models to optimize the spatial locations of responders and depots, and 5) dispatch models to create algorithmic approaches to respond to incidents when they occur. These components are intricately linked, and the performance of each plays a crucial role in the overall performance of the ERM pipeline.

Incident prediction models form the basis of an ERM system. In order to mitigate the effects of incidents, it is important to understand where and when such incidents occur. Incident models are typically designed using historical incident data, but such models often use historical environ-
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1. We use the term “agents” as is common in multi-agent systems community.

2. This is based on our communication with fire departments in the United States [Private Communication, 2018], time taken to dispatch responders presumably varies across the globe.
Figure 3: ERM System Pipeline: historical data from different sources are used to design predictive models for incidents and the environment, which in turn are used to create allocation and response models. Events can be extracted using text and video data to expedite reporting and aid response.

mental data as well; for example, it is common for accident prediction models to use historical traffic data. Allocation models are then used to allocate responders in time and space in anticipation of future incidents. Finally, allocation and prediction models are used to create dispatch models, which can be thought of as a policy that guides real-time response. A rather recent trend in designing ERM systems is to include event extraction models in the pipeline, which can automate the discovery and reporting of incidents.

Significant prior work has focused on understanding and designing algorithmic approaches for each of the modular components. This article studies models for incident prediction, allocation, extraction, and planning problems that we use throughout this survey. Given a spatial area of interest $S$, the decision-maker observes a set of samples (possibly noisy) drawn from an incident arrival distribution. These samples are denoted by $\{(s_1, t_1, k_1, w_1), (s_2, t_2, k_2, w_2), \ldots, (s_n, t_n, k_n, w_n)\}$, where $s_i$, $t_i$, and $k_i$ denote the location, time of occurrence, and reported severity of the $i$th incident, respectively, and $w_i \in \mathbb{R}^m$ represents a vector of features associated with the incident. We refer to this tuple of vectors as $D$, which denotes the input data that the decision-maker has access to. The vector $w$ can contain spatial, temporal, or spatio-temporal features and it captures covariates that potentially affect incident occurrence. For example, $w$ typically includes features such as weather, traffic volume, and time of day. The most general form of incident prediction can then be stated as learning the parameters $\theta$ of a function over a random variable $X$ conditioned on $w$. We denote this function by $f(X \mid w, \theta)$. The random variable $X$ represents a measure of incident occurrence such as a count of incidents (the number of incidents in $S$ during a specific time period) or time between successive incidents. The decision-maker seeks to find the optimal parameters $\theta^*$ that best describe $D$. This can be formulated as a maximum likelihood estimation (MLE) problem or an equivalent empirical risk minimization (ERM) problem.

We review prior work focused on modeling the function $f(X \mid w, \theta)$. There have been many different approaches for modeling $f$. It can be modeled as an explicit probability density or mass (e.g., Poisson distribution), or a function that does not strictly conform to such definitions (e.g., a linear regression approach with $X$ being the dependent variable). Nonetheless, such functions typically have probabilistic interpretations, and we present different approaches of modeling $f$ in section 4. We first highlight different modeling
choices for understanding the spatial-temporal nature of accidents. Then, we focus on the vector $w$. Arguably, the most crucial part in learning a model over incident occurrence involves choosing $w$, and we review various covariates in section 4.2.

The next step in an emergency response pipeline is planning in anticipation of incidents. This involves stationing responders strategically and dispatching them as incidents occur. This process can be broadly represented by the optimization problem $\max_y G(y \mid f)$, where $y$ represents the decision variable (which typically denotes the location of emergency responders in space), $G$ is a reward function chosen by the decision-maker, and $f$ is the model of incident occurrence. For example, $G$ might measure the total coverage (spatial spread) of the responders, or the expected response time to incidents. Therefore, given $f$, the decision-maker seeks to maximize the function $G$.

There are two major approaches for modeling the response problem. First, the planning problem can be represented as a stochastic control process. For example, it can be formulated as a Markov decision process (MDP) (Kochenderfer, 2019). This formulation is particularly relevant for problems seeking to find policies for dispatch. The aim is to find an optimal policy (i.e. control choices for every possible state of the system) that maximizes the expected sum of rewards. The second approach is to directly model the planning problem as an optimization problem according to a specific measure of interest. As an example, a lot of prior work has focused on maximizing the coverage of emergency responders (Toregas et al., 1971; Church and ReVelle, 1974; Gendreau et al., 1997).

It is important to note that emergency incidents can only be responded to after the concerned authorities are notified. However, often times in practice, there is a gap in time between the occurrence of an incident and the time at which a call is made for response. Event extraction models seek to bridge this gap by identifying incidents before they are reported to the responders. Mathematically, this process involves learning a function $E$ which takes relevant data $u$ as input (for example, text data from social media), and outputs information about an event (for example, the location of an accident). This can be represented as $\bar{z} = E(u)$, where $\bar{z}$ denotes an estimate of variable $z$. In event extraction, $z$ can denote any variable related to the incident such as the location of the incident, the extent of the damage, the number of people involved, and so forth.

4 INCIDENT FORECASTING

Incident forecasting is necessary to understand the likely demand of the emergency resources in a given region, and forms the basis for approaches to stationing and dispatch. We divide the discussion on incident forecasting into three major parts: 1) approaches to incident prediction, 2) features used in incident prediction and feature selection, and 3) predicting incident severity.

4.1 Approaches to Incident Prediction

Prior work has involved learning spatial-temporal models of incident occurrence. From our definition of incident prediction models described in section 3, forecasting models correspond to determining the function $f$. An important method in incident prediction is known as ‘crash frequency analysis’, which uses the frequency of incidents in a specific discretized spatial area as a measure of the inherent risk the area possesses (Deacon et al., 1974; Deacon et al., 1974) identified key questions that practitioners should answer while designing predictive models for incident occurrence, and their work is still relevant to decision-makers and policy designers. This approach also forms the basis of hotspot analysis (Cheng and Washington, 2005; Eck et al., 2005), which is widely used today as a relatively simple and fast method to visualize incident data. A shortcoming of frequency analysis is that it neglects fluctuations in incident occurrence and requires a large volume of incident data to infer accurate characteristics of occurrence (Yu et al., 2014; Ryder et al., 2019). The core idea behind frequency analysis continues to be in use today; although it is common to use it in conjunction with other covariates of relevance and frame the overall problem as a regression model.

4.1.1 Regression Models

One of the earliest regression models used to model incident occurrence involved multiple linear regression models with Gaussian errors (Frantzeskakis et al., 1994; Jovanis and Chang, 1986). However, modeling accident count by linear regression can be inaccurate, as the response variable is discrete and strictly positive. In addition, it has also been shown that linear regression models fail to model the sporadic nature of emergency incidents (Miaou and Lum, 1993; Joshua and Garber, 1990). Linear regression models with multiplicative effects have also been investigated but have shown to be inaccurate compared to other models (Miaou and Lum, 1993). The inaccuracies of linear regression methods in the context of accident prediction is investigated and summarized by Miaou and Lum (Miaou and Lum, 1993). Rakha et al. (Rakha et al., 2010) revisited this problem recently, and used data aggregation techniques to satisfy assumptions made by linear regression. While such an approach has shown performance on par with other regression models (Poisson regression, for example), it needs further validation before it is widely adopted.

The inaccuracies of linear regression and the suitability of Poisson models for count data led to the widespread use of Poisson regression for modeling incident occurrence (Jovanis and Chang, 1986). Each incident is considered a result of an independent Bernoulli trial. Given that all the trials are generated by the same stochastic process, the series of trials can be modeled by a binomial distribution. As the number of trials becomes large and the probability of success is very small, the probability distribution over the count of incidents takes the form of a Poisson distribution (Lord et al., 2005). To accommodate the feature vector $w$, Poisson regression assumes that the logarithm of the expected value of the distribution is a linear combination of $w$. This methodology has been used extensively for emergency incident analysis (Bonneson and McCoy, 1993; Maher and Summersgill, 1996; Sayed and Rodriguez, 1999; Joshua and Garber, 1990; Miaou and Lum, 1993).

An issue with using Poisson regression is that the expected value of the response variable (count of incidents)
equals its variance. This is typically not the case with crash data, which is over-dispersed, meaning that the variance of the data is greater than its mean (Lord et al., 2005). There are examples of incident data being under-dispersed as well (Ye et al., 2018). Therefore, the broader argument against the use of Poisson regression is that it might not be able to model real-world crash data, which can be under-dispersed or over-dispersed. An approach to accommodate over-dispersion is to use Poisson-hierarchical models (Deublein et al., 2013). Poisson-hierarchical models (as well as Poisson models) fall under the broader category of generalized-linear models (GLM), which is a family of distributions used widely in statistics and machine learning. From this family, the Poisson-gamma (also called negative binomial) and Poisson-lognormal models are particularly relevant.

The Poisson-gamma model is a Poisson distribution whose mean parameter follows a gamma distribution. It has been shown that the Poisson-gamma model fits crash data better than Poisson models, and it has been extensively used for crash prediction (Quddus, 2008; Akin, 2011; Ladron de Guevara et al., 2004; Caliendo et al., 2007; Akaah and Salifu, 2011; Dissanayake and Ratnayake, 2006). While the Poisson-gamma model solves the problem of over-dispersion, it performs poorly on under-dispersed data and is particularly problematic to use with small sample sizes and with data with low sample mean (Lord and Miranda-Moreno, 2008; Aguero-Valverde and Jovanis, 2008). The Poisson-lognormal model is conceptually the same as Poisson-gamma model, but it uses the lognormal distribution for the mean parameter rather than the gamma distribution (Shirazi and Lord, 2019; Park and Lord, 2007; Ma et al., 2008; Aguero-Valverde, 2013). The lognormal distribution is a heavy tail distribution and provides more flexibility for over-dispersion. Recently, the Poisson-inverse-gamma model has been used in crash modeling (Khazraee et al., 2018). However, such models do not have closed-form MLE solutions unlike the Poisson-gamma models (Lord and Manning, 2010).

Despite the success of Poisson and Poisson-hierarchical models, a common shortcoming is that both models fail to adequately handle the prevalence of zero counts in crash data (Lord et al., 2005). A remedy to this problem is to use zero-inflated models, and both zero-inflated Poisson and zero-inflated Poisson-gamma models have been used to model accident data (Qin et al., 2004; Lord et al., 2007; Huang and Chin, 2010). Zero-inflated models can be described as having dual states, one of which is the normal state, and the other the zero state. The excess zeros that cannot be explained by standard count-based models can then be considered to have arisen due to the presence of a separate state. Zero-inflated models result in improved statistical fit to accident data. However, Lord et al. (Lord et al., 2005) note that most prior works justify the use of zero-inflated models by improved likelihood, and therefore automatically assume that crash data is generated by a dual-state process (except work by Miaou and Lum (Miaou and Lum, 1993), which uses a zero-inflated model to justify misreporting of incidents). Through empirical data and simulations, they show that excess zeros could arise due to various other factors like low traffic exposure and the choice of spatial and temporal scales by the model designer. As a result, it is not clear if the statistical backing to using dual-state models is accurate or not. In our opinion, the work by Lord et al. (Lord et al., 2005) is particularly profound, and the argument that statistical fit should not be the only consideration for fitting models to crash data (and other data in general) is extremely cogent.

### 4.1.2 Random-Parameter Models

Accounting for unobserved heterogeneity (i.e., factors affecting incident frequency but not captured in the data) has dominated recent statistical modeling development, with random-parameter (RP) models being among the most widely used approaches (Mannering et al., 2016). Unobserved heterogeneity introduces a variation in the effect of observed variables on the outcome. The outcome is typically the likelihood and severity of a crash. For example, a highway’s design speed limit is a commonly used variable in the prediction of the likelihood of crashes. However, this may introduce unobserved heterogeneity if the vehicle’s actual speed is not considered which may be different than the design speed limit across different drivers. Environmental conditions are also commonly used to explain crash occurrence and severity such as time of the day and weather variables. However, the same amount of precipitation may lead to different outcomes in the likelihood and severity of accidents depending on the geographic area and the different ways drivers respond to adverse conditions. Additionally, unobserved heterogeneity can result from the spatial or temporal aggregation of accidents. Since these events are rare, they are often aggregated over time (e.g., number of accidents per 4 hours) or space (e.g., number of accidents per road segment) before they are modeled. The lack of consideration for unobserved heterogeneity will lead to biased estimates because the effect of an observed variable will be the same across all observations for a particular instance (Mannering et al., 2016). RP models address heterogeneity by allowing the estimated parameters to vary across observation according to a continuous distribution. A significant portion of RP models in the literature are based on the assumption that random parameters follow a distribution with a common mean and no mutual dependence (El-Basyouny and Sayed, 2009; Milton et al., 2008). However, lack of consideration of cross-correlation and mutual dependence can lead to biases in the estimation of parameter variances (Conway and Kniesner, 1991).

A few recent studies have considered cross-correlated RP models and compared their performance to fixed-parameters and uncorrelated RP models. The correlated RP negative binomial model resulted in an improved log-likelihood compared to the fixed-parameters model (Venkataraman et al., 2011) and better statistical performance and predictive power compared to the uncorrelated model (Coruh et al., 2015). In another study, correlated RP Tobit model was shown to outperform both fixed-parameters and uncorrelated RP Tobit models (Yu et al., 2015). However, these results are still not conclusive as other studies have found the relative statistical performance between uncorrelated and correlated RP count models to be comparable (Saeed et al., 2019). Therefore, additional research is needed to determine the advantages of correlated RP models. In addition to cross-correlations and improved statistical performance, another advantage of using correlated RP models is the ability to account for the heterogeneous effects of covariates across
roadway segments as they apply to crash frequency analysis on multilane highways (Saeed et al., 2019). While the focus of this section is on RP models as they are the most adopted methods, it is worth noting that other approaches have been developed to address unobserved heterogeneity (see the work by Mannering et al. (2016) for an extensive review). For instance, latent-class (finite mixture) models seek to identify groups of observations having homogeneous variable effects (Cerwick et al., 2014). These models do not require a parametric assumption for the distribution of estimated parameters like RP models; however, they still impose a parametric model structure and can be computationally intensive. To account for the variation at both the group and individual observation levels, RP models within each class have been used with mixture models (Xiong and Mannering, 2013). Other approaches address specific heterogeneity issues such as Markov-switching models which have been used for time-dependent unobserved heterogeneity (Xiong et al., 2014). Such a form of heterogeneity can be caused by time-varying factors such as traffic and weather conditions or when the accidents are aggregated over a certain time period.

### 4.1.3 Bayesian Approaches

Bayesian methods (Gilks et al. 1996; Goldstein, 1995) are often used for parameter estimation. Such models result in a distribution over parameters rather than point estimates, which can result in greater robustness to outliers and small sample sizes (Miaou and Lord, 2003). The empirical Bayes method (also known as maximum marginal likelihood) has been used in traffic engineering (Hauer, 1986; 1992; Hauer and Persaud, 1983; Heydecker and Wu, 2001) (the method as applied to crash prediction is explained particularly well by Hauer et al. (Hauer et al., 2002)). Bayesian modelling techniques have also been used to assess potential risk factors of spatial regions (MacNab, 2004; Pettet et al., 2017) and to estimate expected crash frequencies (Aguero-Valverde and Jovani, 2009).

Hierarchical Bayesian estimation of safety performance models have also been explored over the last two decades (Park and Lord, 2007; Ma et al., 2008; Lord and Miranda-Moreno, 2008; Miaou and Song, 2005; Schlüter et al., 1997; Davis and Yang, 2001). Recently, the Poisson-gamma and Poisson-lognormal models have also been estimated using Bayesian methods (Quddus, 2008; Akin, 2011; Basu and Safari, 2015; Ladron de Guevara et al., 2004; Caliendo et al., 2007; Ackah and Salifu, 2011; Dissanayake and Ratnayake, 2006; Shirazi and Lord, 2019; Aguero-Valverde and Jovani, 2013; Khazraee et al., 2018). A caveat regarding Bayesian models is that the crucial choice of priors in the predictive models. The underlying information for designing priors might be available from previous models, engineering judgement, etc., and prior distributions can also be chosen to be non-informative or weakly informative. An important investigation in this context, specifically regarding crash prediction, has been done by Song et al. (Song et al., 2006), who study the performance of various Bayesian multivariate spatial models with different prior distributions. It has also been shown that using non-informative priors may result in a high bias for the dispersion parameter in models, especially with small sample sizes (Park et al., 2010).

### 4.1.4 Data Mining Approaches

With improved sensor technology and easier storage, data-mining methods have successfully been used for crash prediction. Random forests (Abdel-Aty et al., 2006; Yu and Abdel-Aty, 2014), support vector machines (Zhang and Xie, 2004; 2007; Li et al., 2008; Yu and Abdel-Aty, 2013), and neural networks (Pande and Abdel-Aty, 2006; Abdelwahab and Abdel-Aty, 2002; Chang, 2005; Riviere et al., 2006) have recently been used to model crashes. Bayesian neural networks have also been explored, which address over-fitting of neural-networks in crash modeling (Xie et al., 2007). Deep learning techniques have also been used in various studies (Zhu et al., 2018; Bao et al., 2019). One model that may be of interest to practitioners was developed by Basak et al. (Basak et al., 2019a), who used a spatio-temporal convolution long short-term memory network (LSTM) to predict short-term crash risks, including propagation of traffic congestion. While the network structure was a combination of various complex networks, the accuracy of hourly predictions was limited, which highlights the inherent difficulty of predicting crash frequency at low temporal and spatial resolutions. It also makes a case against the use of complex models in this domain because they are harder to generalize.

### 4.1.5 Model Stacking

Ensemble methods use multiple trained models to improve prediction compared to what can be obtained from individual models. The most straightforward approach is averaging the prediction of two or more models. However, a better approach is to use a meta-learning algorithm to learn the best combination of the predictions from multiple models, which is known as stacking or stacked generalization (Witten, 2016). Big data and the surge in availability of computational resources have paved for more sophisticated approaches such as model stacking in incident prediction. Various stacking models with different numbers of layers and assorted types of models (Bal et al., 2021; Tang et al., 2019; Xiao, 2019; Ma et al., 2021; Behura and Behura, 2020; Singh and Mohan, 2018; Chen et al., 2018) have been used during recent years to predict and detect incidents. The main caveats of using ensemble models are overfitting and the data size required for testing and training.

### 4.1.6 Modeling Time to Incidents

A somewhat different approach for predicting emergency incidents is to directly model inter-incident time as a function of relevant covariates. In this case, the variable X corresponds to the time between consecutive incidents. Mukhopadhyay et al. (Mukhopadhyay et al., 2017) describe an example of such models by using uncensored (parametric) survival models to estimate time between accidents. It has been since used to model different incident types (Pettet et al., 2017; Mukhopadhyay et al., 2019a, 2018). A key advantage of such methods is that planning problems are often modeled as continuous-time processes, and as a result, the incident prediction models can be easily used by planning models. While time-based models are not the most commonly used approaches to model the occurrence of crashes, continuous-time models are often used for other purposes in ERM pipelines. For example, such models are widely used for...
predicting the duration of crashes and the delay that crashes cause in traffic and congestion (Jiang et al., 2014, Tajehranifar et al., 2016, Li, 2014, Chung and Recker, 2012, Basak et al., 2019a, Zhan et al., 2011). Hazard-based approaches have also been used to evaluate the time it takes to report, respond to, and clear incidents (Nam and Mannering, 2000). While such algorithmic directions of work are crucial to the overall ERM pipeline, they lie outside the scope of this paper.

Another way to directly model time between incidents is to use time-series based forecasting. While approaches like survival models assume that inter-dependencies between successive incidents (or related in the feature space) can be modeled by designing appropriate features, time-series based approaches explicitly consider that consecutive observations are statistically dependent. Typically, algorithmic approaches applicable to stationary time-series (defined as a series whose mean, variance, and auto-correlation are constant over time) have been used for forecasting roadway accidents (Al-Ghamdi, 1995, Khasnabis and Lyoo, 1989, Al-Hasani et al., 2019). While non-stationary time-series data is more common in practice, such data can typically be converted to a stationary series by differencing (Al-Ghamdi, 1995). The combination of time-series and data-mining based approaches have also been explored for forecasting traffic accidents (Shao et al., 2019).

4.1.7 Other considerations

Most approaches to incident prediction assume that estimated model parameters do not change over time – i.e. the parameters are temporally stable. However, several studies have found temporal instability in incident and injury-severity models’ parameter estimates (Behnood and Mannering, 2015, Venkataraman et al., 2016, Marcoux et al., 2018, Alnawmsi and Mannering, 2019, Al-Bdairi et al., 2020, Islam and Mannering, 2020). There are many reasons to expect model parameters to shift over time. Driver behavior has been shown to be influenced by factors such as macroeconomic conditions, cognitive biases that affect risk perception, and drivers’ attitudes toward safety (Manning, 2018). All of these factors change over time, suggesting that driver behavior is also temporally unstable. Additionally, the dynamics of urban environments evolve due to factors such as population shifts and roadway construction. It is important that such changes are taken into account by forecasting methodologies. Recently, the development of online models for predicting accidents has been explored that update learned models continuously using incoming streams of data (Mukhopadhyay et al., 2019). See Manning’s work for a detailed discussion of the potential causes and implications of temporal instability in accident data (Manning, 2018).

An important consideration when evaluating various modeling approaches is the ability of each to reveal underlying causal relationships between features and the risk of incident occurrence. Often, there is a tradeoff between a model’s causal inference ability, scalability to large datasets, and predictive capability (Manning et al., 2020). To properly understand causality, statistical models must consider factors such as potential endogeneity in the data (discussed in section 4.2.4) and unobserved heterogeneity with techniques such as random parameter models (section 4.1.2). Unfortunately, it is challenging to apply these methods to large datasets due to the complexity of estimating their parameters. Data-mining methods, on the other hand, scale very well to big-data applications, and have shown excellent predictive performance. However, this comes at the cost of causal inference, and their black-box nature makes it difficult to separate correlation from causation. Practitioners should be aware of these tradeoffs, and chose a modeling approach with strengths that align with the goals of their analysis.

As incidents like accidents evolve in space and time, it is particularly important to identify the spatial and temporal resolutions that predictive models can accommodate. Naturally, changes in the degree of discretization affect the distributions of the dependent and the independent variables. On one hand, since forecasting the exact time and location of incidents like crashes is virtually impossible, high-resolution models are very difficult to construct. On the other hand, reducing the resolution may result in aggregation bias and unobserved heterogeneity (Washington et al., 2020). A specific problem with fine-grained spatial and temporal discretization is the prevalence of zero counts in the resulting data, which might pose problems with convergence while statistical learning (Lord et al., 2005). Similarly, it has also been shown that increasing the resolution of spatial and temporal discretization can lower the accuracy of various methods, including deep learning, tree-based, and econometric models (Bao et al., 2019). As a result, it is crucial that designers balance the spatial and temporal discretization of their models according to the specific needs of an area and explore the sensitivity of the model with changes in resolution.

4.2 Feature Selection

An important part of developing predictive models is data collection and feature engineering. Since various factors are involved in causing an accident, an important step in incident prediction pipeline is to collect as much as data as possible about relevant determinants. Collecting and cleaning data might be very challenging due to the size and incompatibility of datasets from different resources (Vazirizade et al., 2021). Furthermore, some micro-level features such as age of the drive or type of the car might not be available due to privacy and legal reasons. In general, the performance of models strongly depends on the selected features. Consequently, they should be chosen strategically. Missing relevant explanatory features may result in an inaccurate model. On the other hand, including too many features requires more computational resources and may cause overfitting and erroneous prediction.

Different approaches have been used to select a subset of all available features. Filter-based methods (Durduran, 2010), wrapper methods (Lee and Wgi, 2010, Tambouratzis et al., 2014, Ke et al., 2017, Krishnaveni and Hemalatha, 2011), embedded methods (Chen et al., 2019, Fu et al., 2019), and combination of multiple methods (Wang et al., 2020, Haruna et al., 2019, Shanthi and Ramani, 2012, Ramani and Selvaraj, 2016) are the most common approaches for feature selection. SHAP (SHapley Additive exPlanations), a framework originally used for model interpretability, has
also be used for evaluating the importance of the features in the model (Parsa et al., 2020; Wen et al., 2021).

In general, features for accident prediction can be categorized into temporal, spatial, or a combination of both. For example, one can choose to use time of day as a feature in order to understand how it affects accident rates. This is an example of a temporal feature. The geometry of a specific road segment, on the other hand, is a spatial feature, as it is a characteristic property of a particular spatial unit. Spatio-temporal features measure spatial properties that change with time. For example, traffic congestion in a specific part of the city falls under this category since it is characterized by both space and time. Unfortunately, not all of the underlying factors involved in an accident are measurable. The features available for crash analysis are usually restricted to the information on the crash report, weather and environmental conditions, roadway geometry, and traffic information. It is also possible to categorize features into static or dynamic (Qi et al., 2007), but we choose to follow the categorization with respect to spatio-temporal characteristics of the features.

### 4.2.1 Temporal Features

Weather data can also include seasonality features, tempera-

tures, speed limit (Khazraee et al., 2018; Huang et al., 2008),

width of the lanes, features regarding shoulders, horizontal

turns and slopes (Ma et al., 2008; Zeng et al., 2017; Wen

et al., 2021), the presence of uncontrolled left-turn lane, the

presence of bus stops and surveillance cameras, median

widths, accident rate (Wang et al., 2009; Baruya, 1998). Several

other features like peak hour (Qi et al., 2007) and traffic

volume (Xie et al., 2007), which are indirect measures of

congestion, can also be used as covariates to model crash

occurrence.

### 4.2.4 Other Considerations

In addition to accounting for different types of features (spatial, temporal, spatio-temporal), there are various considerations that need to be addressed. One of the most important but often ignored challenges is endogeneity. The source of endogeneity can be broadly classified as omitted variables (unobserved heterogeneity), simultaneity, and biased sampling. Unobserved heterogeneity refers to features that are not recorded in the data but that affect the occurrence of accidents or are correlated to other observed features (Manning and Bhat, 2014). For instance, a recent study found that the positive correlation effect between tangent segments and a wider left shoulder signifies increased crash occurrence on multilane highways. This can be the result of heterogeneous driving behavior where the risk perception of driving on tangent segments with wider left shoulders can lead drivers to speed (Saeed et al., 2019). Simultaneity arises when the explanatory variable causes the response variable and the response variable causes the explanatory variable. The classic example of simultaneity is the influence of ice-warning signs on increasing accident rates. In reality, these signs are installed in locations where the accident rate is high due to icy surfaces (Lord and Manning, 2010). Finally, the data collected for accident prediction might be biased due to various reasons. Under reporting of crashes with no severe injuries is a prime example of biased sampling (Yasmin et al., 2014). Failure to consider the aforementioned challenges can lead to biased parameter estimates and incorrect inferences on accident rates.

### 4.3 Incident Severity

Severity of accidents plays a crucial role in planning approaches for allocation as well as for dispatching resources when incidents occur. Naturally, decision-makers plan to prioritize incidents with higher severity over the ones with relatively lower severity. Since it is difficult to gauge the severity of an incident based on a call for assistance, it is common in practice to dispatch the responder closest to the scene of the incident. However, understanding spatial and temporal patterns in severity and its relationship with incident occurrence models is crucial in optimizing the allocation of responders. Understanding covariates that affect severity, and creating models for predicting severity of crashes have attracted a lot of attention. While there are different definitions of severity, it can usually be categorized into five levels: 1) no-injury or just property damage, 2) possible injury, 3) non-incapacitating injury, 4) incapacitating injury, and 5) fatal (Savolainen et al., 2011). Most of the prior work in severity prediction has focused on using a similar ordinal categorization. Savolainen et al. (Savolainen et al., 2011) present a detailed review regarding modeling...
severity of accidents, which is self-contained, complete, and comprehensive. Much of this section is informed by their work; we identify crucial insights from it and also focus on models that have been introduced since then.

Let incident severity be represented by the random variable $K$. From the perspective of the formulation in section 3 designing models for incident severity can be represented in two ways. First, there is significant work on creating marginal models over severity. These models have the form $h(K | w, \theta)$, where $h$ is a distribution over $K$, $w$ is a set of covariates that impact incident severity, and $\theta$ denotes the model parameters. Note that $w$ could include information about the crash itself, such as information from post-crash reports. The other approach is to model a joint distribution that governs incident occurrence and the resulting severity. In this scenario, given incident data, the decision-maker seeks to learn a joint distribution over incident occurrence and severity, which can be represented by $h(X, K | w, \theta)$.

The relationship between traffic flow and accident severity is well-explored (Jadaan and Nicholson, 1992; Martin, 2002; Turner and Thomas, 1986; McGuigan, 1987; Hall and Pendleton, 1990). Crash severity has been explored using multinomial logit and probit models (Ye and Lord, 2014; Khattak et al., 1998; Shibata and Fukuda, 1993; Fan et al., 2016; Kockelman and Kweon, 2002), decision trees (Chang and Wang, 2006), random forests (Zheng et al., 2018; Tranitalab and Khattak, 2017; Mafi et al., 2018), and neural networks (Moghaddam et al., 2011; Chima and Sando, 2009). Additionally, studies have used the RP models (correlated and uncorrelated) and Bayesian model to evaluate the impact of roadways design and weather on crash injury-severity (Fountas et al., 2018; Huang et al., 2008).

One natural way to account for correlation between crash frequency and severity is to learn an independent regression model for each category of severity. Multiple regression models (Bijleveld, 2005; Ma and Kockelman, 2006; Song et al., 2006) as well as neural networks (Zeng et al., 2016) have been used to this end. Although such a paradigm captures inherent correlation (to some extent) between incident arrival and severity, it does not model an explicit joint distribution. Mukhopadhyay et al. (Mukhopadhyay et al., 2017) present an approach that forms a bridge between marginal and joint models. They assume that the joint distribution can be decomposed into a marginal distribution over incident occurrence, followed by a conditional distribution over severity given incident arrival.

In the last two decades, there has also been significant interest in jointly modeling incident arrival (frequency) and severity (Ma and Kockelman, 2006; Ma et al., 2008; Park and Lord, 2007; Aguerov-Valverde and Jovanis, 2009; Pei et al., 2011). This includes multivariate Poisson regression (Ma and Kockelman, 2006) and multivariate Poisson log-normal regression models (Park and Lord, 2007; Pei et al., 2011) model the joint distribution explicitly and use a fully Bayesian approach to learn the model. While such models are promising, a crucial (potential) limitation is identified by Savolainen et al. (Savolainen et al., 2011). Jointly modeling crash arrival and severity limits the use of data related to the specific crash while learning the model. On the other hand, marginal models can use detailed post-crash data to infer insights about severity (Savolainen et al., 2011). It is worth mentioning that factors such as the type of the vehicle, age of the driver, and using seat belt are useful in severity prediction (Hadjidimitriou et al., 2020), which are usually not included in the collected environmental data.

Finally, there are two orthogonal areas of work in severity prediction that can be combined with both marginal models and joint models. The first approach is rather recent and focuses to identify spatial relationships between different levels of severity (Kuo and Lord, 2020). The other approach seeks to tackle inherent heterogeneity in crash data by identifying clusters of incidents (not necessarily spatial) to better understand the relationship between crash data and covariates (Sun et al., 2019; Sasidharan et al., 2015; Sivasankaran and Balasubramanian, 2020).

### 4.4 Key Takeaways

Based on the approaches surveyed, we summarize steps that practitioners and model designers should take in Figure 4. Specifically, we recommend practitioners, model designers, and planners to:

1. Be aware of advances made in predictive modeling in the context of different types of incidents.
2. Seek the help of domain experts (researchers, firefighters, policy-makers, etc.) to design the feature space $w$, which is a crucial factor in the performance of predictive models.
3. Start by using well-defined paradigms that have been shown to work on multiple datasets (e.g., hierarchical Poisson models and zero-inflated models).
4. Be aware of flaws and shortcomings of models, and carefully evaluate the possible costs of inaccurate predictive models.
5. Be aware of many different kinds of predictive models have been used to model crash occurrence, and models can be sensitive to a variety of factors like the granularity of spatial discretization, choice of covariates, etc. As a result, it is important that practitioners test multiple models and evaluate their comparative performance to understand the model that best suits a particular scenario.

### 5 Event Extraction

Response to incidents like accidents and medical emergencies must be dispatched as soon as possible. For decades, the pipeline depended on a human reporting the incident, after which responders were dispatched to the scene. However, with the advent of a variety of sensors available in smart cities and the wide corpus of information on social media, it is now possible to detect incidents before they are reported. For example, consider a fire in an urban area. An observer might share the observation on social media, or the incident might be captured by video cameras installed at traffic intersections. The goal of event extraction is to use such data to detect the occurrence of incidents in order to reduce the overall time for response.

Event extraction algorithms seek to identify as much information about an incident as possible, with a focus on specific details such as the location, time, and the agents involved. For different events, the who, where, what, when,
5.1 Event Extraction from Textual Information

The goal of EE using NLP is to identify events from text and classify them into predefined categories, as well as identify event participants (e.g., the victim in an accident), and event attributes (e.g., the location and time of an event).

There are two subtasks in EE: (1) trigger classification, which aims to identify the word/phrase that clearly expresses the occurrence of an event and seeks to classify it based on predefined categories. For example, the word ‘crash’ in Figure 5 is the trigger word of a Transportation-Accident event; (2) event argument classification, which aims to identify the event participants and event attributes. For example, ‘A614 road’, and ‘a car’ are Location argument and Entity argument of the Transportation-Accident event respectively (Figure 5).

The early work on EE mainly relies on feature engineering and adapts a pipeline framework (Galley et al., 2005; Ahn et al., 2006; Ji and Grishman, 2008; Hong et al., 2011; McClosky et al., 2011). The input sentence is first tokenized into a sequence of tokens. For each token, various features are used, which can be divided into three categories: (1) lexical features such as n-grams, lemma, and synonyms of tokens, and brown clusters, (2) syntactic features such as dependent and governor tokens, and (3) entity features such as entity type. Then a classifier is trained based on statistical models (e.g., logistic regression) to predict event triggers. Subsequently, another classifier is trained to predict the event arguments. During inference, the argument classifier receives the prediction from the trigger classifier as input; therefore, the errors from the former classifier are easily propagated into the latter one. To mitigate the error propagation issue in pipeline models, a joint model can be learned. For example, Li et al. (Li et al., 2013) proposed using structured perceptron (Collins, 2002) with beam search to learn a joint model by leveraging the dependencies between arguments and triggers.

The limitation of models based on feature engineering is that they rely on handcrafted features and language-specific resources such as part-of-speech (POS) taggers and dependency parsers. As a result, it is hard to adapt such models to new languages or domains. This problem manifests frequently in working with textual data from social media because of language variations and informal grammar used in such platforms. Indeed, POS taggers and dependency parsers perform much worse in the context of social media than in the structured news domain. With the idea of using word embeddings (Mikolov et al., 2013), deep neural networks have become an attractive choice for researchers because no handcrafted features are required. For example, Chen et al. (Chen et al., 2015) applied convolutional neural networks (CNN) in a two-step pipeline system, in which the tokens are converted into pre-trained word vectors. Nguyen et al. (Nguyen et al., 2016) proposed a joint framework with bidirectional recurrent neural networks.

However, a potential issue with the use of simple CNN models is that they can hardly capture the syntactic relations between words, which are very important features for argument classification. Nguyen and Grishman (Nguyen and Grishman, 2018) applied Graph Convolutional Networks (GNN) based on dependency trees to generate word representations by leveraging the information from other words with close syntactic relations.

The models mentioned above first identify event trigger and entity and then perform argument role classification. There has also been recent work that bypasses the entity recognition step. For example, Wadden et al. (Wadden et al., 2019) learn entity span representations instead of explicitly labeling the entity using BIO schema, and Du and Cardie (Du and Cardie, 2020) model event extraction as question answering and extracts the spans of event arguments with certain role types.


5.2 Event Extraction from Multimedia Information

Event extraction is also possible from video and image data (Gan et al., 2015; Chang et al., 2016; Ma et al., 2017; Li et al., 2020). In the context of emergency response, cities are increasingly trying to use traffic cameras to track and monitor congestion and detect incidents that need response. Gan et al. (Gan et al., 2015) applied a CNN pre-trained on Imagenet (Deng et al., 2009) to perform keyframe detection. A weighted-sum of the representations learned from different multimedia archives to generate better representations for event videos has also been used (Chang et al., 2016). Lower level video attributes learned from external multimedia datasets can also be used to improve complex event detection in videos (Ma et al., 2017). A potential drawback of such approaches is that they fail to be applicable in complex scenarios that have event arguments. More recently, Li et al. (Li et al., 2020) propose a new task for multimedia EE, in which they extend the EE task from textual setting into the multimedia setting and target complex events. The extension is done by applying weakly supervised training to project the structured semantic representations from textual and visual data into a common space. Event extraction is an emerging field of research and with the rapid growth of smart and connected communities, it promises to play a vital role in the design of principled ERM pipelines.

6 Responder Allocation and Dispatch

There are two important steps in an ERM system that come into effect after the decision-maker gains an understanding of when and where incidents are likely to happen. These involve allocating resources (also referred to as the stationing problem (Pettet et al., 2020b) in anticipation of incidents and dispatching resources when calls for service are received (also referred to as the stationing problem). While prediction problems are primarily formulated as learning problems, allocation, and response are commonly modeled as optimization problems. As discussed in section 3, an allocation or dispatch problem can be represented as $\max_y G(y \mid f)$, where $y$ represents the decision variable, $G$ is a reward function chosen by the decision-maker, and $f$ is the model of incident occurrence. For allocation problems, $y$ typically refers to the location of emergency responders in space. For dispatch problems, the decision variable is a mapping between responders and specific calls for service.

The distinction between allocation and dispatch problems can be hazy since any solution to the allocation problem implicitly creates a policy for response. For example, consider an algorithm that allocates ambulances across an urban area in a manner that minimizes expected response times to incidents according to an incident arrival model $f$. Now, when an incident occurs in the jurisdiction of a specific station, naturally, a responder (if available) is dispatched from the station, without the need for an explicit dispatch model. While this is generally true for allocation models, there are finer subtleties involved. As noted by Mukhopadhyay et al. (Mukhopadhyay et al., 2017, 2018, 2019), implicit response strategies are not always optimal. For example, consider a situation where an incident occurs close to a station that has no available responders. Should the incident enter a waiting queue? How does the potential severity of the concerned incident affect this decision? If a nearby station has a free responder, should it be dispatched? How do response time guarantees from the allocation model change in such scenarios? Answering such questions is critical for an efficient ERM system, which motivates the design of principled approaches for dispatching responders. This section discusses prior work on the problems of responder allocation and response.

We first introduce the metrics used to allocate emergency response stations and responders. The three most common metrics are coverage (Ireojie et al., 1971; Church and ReVelle, 1974; Gendreau et al., 1997), distance between facilities and demand locations (Mukhopadhyay et al., 2019), and patient survival (Erkut et al., 2008; Knight et al., 2012; McCormack and Coates, 2015). Coverage measures the proportion of spatial locations that are within some predefined distance of the responders (or depots). It is measured with respect to demand nodes, which are discretized spatial units that can potentially generate calls for service. Of the three metrics, it is the most straightforward to examine as it is generally binary. A demand node is considered to be covered by some facility if it is within the predefined distance, and otherwise considered to be uncovered. It also lines up well with the broader objective of many EMS providers, which is to limit the number of calls that are responded to late, i.e. that have a response time higher than some threshold (the distance often serves as a proxy for the response time, for example see Mukhopadhyay et al. (Mukhopadhyay et al., 2017)). These factors contributed to coverage being a prevalent metric in early EMS allocation research.

The distance between potential demand nodes and their nearest facilities is another metric that can be used for optimization of the spatial distribution of stations and responders. These metrics are more difficult to use since they are not binary, but recent advances in computational capabilities have made them more accessible. Both coverage and distance to potential demand locations actually approximate the true objective of EMS policies, which is increasing

![Figure 5: An example of Transportation-Accident and Life-Die events and their arguments.](image-url)
patient survival. Erkut et al. (2008) argue that it is more appropriate to use expected patient survival directly by incorporating a survival function that captures the relationship between response times and survival rates.

Most early ERM allocation approaches modeled the allocation problem as an integer or linear optimization problem (Toregas et al., 1971; Church and ReVelle, 1974; Gendreau et al., 1997). These models are relatively straightforward and can be solved by a large body of optimization techniques. Exact methods such as branch-and-bound have been applied to small instances of the problem (Swovelland et al., 1973; Marianov and ReVelle, 1994) but do not easily scale to realistic environments. As a result, most prior work relies on heuristic approaches, such as genetic algorithms (Jia et al., 2007; Rajagopal et al., 2007) and tabu search (Gendreau et al., 1997; Rajagopal et al., 2007; Gendreau et al., 2001; Rajagopal et al., 2008). Recently, decision theoretic models such as Markov decision processes (MDPs) have gained traction as efficient solution methods have evolved (Maxwell et al., 2009; Mukhopadhyay et al., 2019).

6.1 Coverage Models

Early allocation approaches also generally tackled static allocation. Depots (also referred to as ‘facilities’ or ‘stations’) are assumed to be immobile, so the model determines the optimal locations for the depots without allowing for temporal redistribution. In such models, responders are often used synonymously with facilities. The two seminal static facility allocation models are the Location Set Covering Problem (LSCP) (Toregas et al., 1971) and the Maximal Covering Location Problem (MCLP) (Church and ReVelle, 1974). Both models have similar assumptions, including that stations act independently, response is deterministic, that at most one ambulance is at each facility, and that there is one type of ambulance. The primary difference between the two is in the optimization objective. LSCP finds the least number of facilities that cover all demand nodes, while MCLP maximizes the demand covered by a given number of facilities. LSCP can be useful for planning a lower bound on the number of facilities needed for a given coverage standard, while MCLP better captures the constraints of real-world use cases where the number of facilities is heavily constrained by cost. It is also common to introduce constraints on secondary objectives like waiting times in optimization problems that seek to maximize coverage. For example, Silva and Serra (Silva and Serra, 2008) and Mukhopadhyay et al. (Mukhopadhyay et al., 2017) define optimization frameworks for maximizing coverage with upper bounds on waiting times, and can accommodate different levels of incident severity.

There are a number of extensions to LSCP and MCLP, many of which relax some of their strong assumptions. Aly and White (Aly and White, 1978) consider a spatially continuous demand model, rather than the discrete demand nodes. Jia et al. (Jia et al., 2007) introduce different quality levels for facilities (which can represent each facility’s available services or equipment), with demand points having different coverage constraints for each level. Erkut et al. (Erkut et al., 2008) incorporated a survival function into the optimization function of MCLP, which maps response times to survival rates, to formulate the Maximum Survival Location Problem (MSLP).

LSCP, MCLP, and many of their extensions all have a common shortcoming in that they assume deterministic system behavior in regards to response. Resources at a facility are considered to be always available, and the models assume that a station is able to service all demand nodes that it covers. In the real world, there are finite resources at each station, and calls from a specific demand node might need to be answered by a station other than the closest one. For example, it is common for other stations to respond to a call if the closest one is busy. One way to address this is by increasing the number of stations that cover each demand point, i.e. using a multiple coverage metric.

A key example is the Double Standard Model (DSM) (Gendreau et al., 1997), which incorporates two distance standards $r_1$ and $r_2$, where $r_1 < r_2$. The model adds the constraint that all demand must be covered within $r_2$, similarly to LSCP, ensuring that each point has some coverage. It also specifies that some proportion $\alpha$ of the demand is covered within $r_1$. Given those constraints, the objective is to maximize the demand covered by at least two stations within $r_1$. Essentially, this maximizes the demand nodes that have nearby facilities while ensuring that all demand nodes have adequate coverage. While this approach helps mitigate the issue of station unavailability, there can still be situations where both facilities covering some demand points are busy. Accounting for such situations requires modeling facility availability explicitly.

There is a large body of research on probabilistic coverage models, which model the stochastic nature of station availability. Two foundational probabilistic models are the Maximum Expected Covering Location Model (MEXCLP) and Maximum Availability Location Problem (MALP). MEXCLP was introduced by Daskin (Daskin, 1983) and extends MCLP, modifying the optimization function to account for station availability. It assumes that each facility has the same probability of being busy, which simplifies computation but does not accurately represent the real world where facilities near incident hot spots are unavailable for a greater proportion of the time. Also, it inherits many of the assumptions of MCLP, and assumes that facilities act independently. MALP, proposed by ReVelle and Hogan (ReVelle and Hogan, 1989), maximizes the demand covered by facilities with some exogenously specified probability. The first version, MALP-I (ReVelle and Hogan, 1989), is similar to MEXCLP in that it assumes equal probabilities for being busy for facilities. MALP-II (ReVelle and Hogan, 1989), however, removes this assumption. The proportion of time that facilities are busy is computed as a ratio between the total demand generated by demand points and the availability of facilities covering them.

There have been several extensions to the above probabilistic models to relax some of their simplifying assumptions and make them better match the real world. TIMEXCLP, developed by Repede and Bernardo (Repede and Bernardo, 1994), introduces temporal variations in travel times between points to MEXCLP. Adjusted MEXCLP (AMEXCLP) (Batta et al., 1989) relaxes MEXCLP’s assumption that facilities are independent by treating them as servers in a hypercube queuing system (Larson, 1974) with equal busy factions.
Objective
Maximize patient survival with demand covered
Maximize demand covered
Maximize demand covered
Gendreau et al. (1997)
Erkut et al. (2008)
Batta et al. (1989)
ReVelle and Hogan (1989)
Reference
Repede and Bernardo (1994)
Marianov and Revelle (1994)

The general framework of such an approach has been used extensively to model the EMS dispatch process (Carter et al., 1972; Keneally et al., 2016; Mukhopadhyay et al., 2018, 2017). Keneally et al. (Keneally et al., 2016) also model the optimal dispatch problem as a continuous-time MDP and consider different levels of priorities for the incidents while dispatching. They assume that the state transition function for the EMS system can be expressed in closed-form and use canonical policy iteration to solve the problem. A shortcoming of such a model is that it assumes that state transitions follow a memoryless distribution. Real world transitions are not necessarily memoryless, and this is addressed by Mukhopadhyay et al. (Mukhopadhyay et al., 2018), who formulate the problem as a semi-Markovian decision problem (SMDP) instead. In the absence of closed-form expressions for state transitions, a black-box simulator can be used to learn an optimal dispatch policy. However, such an approach does not scale well to realistic scenarios. An approach to alleviate this problem is to focus on finding an action for the current state of the world instead of aiming to find a policy for the entire state-space (Mukhopadhyay et al., 2019, 2020). Given a generative model for the EMS system, heuristic search approaches like Monte-Carlo tree search (MCTS) can be used to find promising actions for the current state of the MDP (Mukhopadhyay et al., 2019; Pettet et al., 2020b). An advantage of using MCTS is that the Markovian assumption can be relaxed, and high-fidelity simulators can be used to estimate utilities from different actions.

An important aspect of using decision-theoretic models is to carefully design the utility function. As discussed earlier, a threshold on response time can be used to penalize the number of calls that are responded to late. However, an explicit relationship between patient survival and response

| Approach | Objective | Description | Reference |
|----------|-----------|-------------|-----------|
| LSCP | Minimize number of facilities to completely cover demand. | Finds a lower bound on the number of facilities needed for a given coverage standard. Assumes facilities can service all demand they cover. | Toregas et al. 1971 |
| LSCP with continuous regions | Minimize number of facilities to completely cover demand. | Extends LSCP to consider spatially continuous regions rather than discrete demand points. | Aly and White 1978 |
| MCLP | Maximize demand covered by given number of facilities. | Represents problems where the number of facilities is heavily constrained by costs. Assumes facilities can service all demand they cover. | Church and Revelle 1974 |
| MCLP with multiple quality levels | Maximize the quality-weighted demand covered by facilities with various quality levels. | Extends MCLP by introducing multiple quality levels representing each facility’s available services or distance to demand points. | Jia et al. 2007 |
| MSLP | Maximize patient survival with given number of facilities. | Extends MCLP by mapping response times to patient survival rates. | Erkut et al. 2005 |
| DSM | Maximize the demand covered at least twice with available facilities. | Accounts for facilities being busy by ensuring demand is covered by at least two facilities. | Gendreau et al. 1997 |
| MEXCLP | Maximize demand covered by given number of facilities. | Extends MCLP to account for station availability. Assumes all facilities have same busy probabilities and that facilities act independently. | Daskin 1983 |
| TIMEXCLP | Maximize demand covered by given number of facilities. | Extends MEXCLP by introducing temporal variations in travel times between locations. | Repede and Bernardo 1994 |
| AMEXCLP | Maximize demand covered by given number of facilities. | Extends MEXCLP, relaxing the assumption that facilities are independent. | Batta et al. 1989 |
| MALP-I | Maximize demand that is covered by facilities with a exogenously specified probability. | Assumes all facilities have same busy probabilities and that facilities act independently. | Revelle and Hogan 1989 |
| MALP-II | Maximize demand that is covered by facilities with a exogenously specified probability. | Relaxes assumption that all facilities have the same busy probabilities. Busy probabilities are computed as a ratio between demand generated at demand points and the availability of facilities covering them. | Revelle and Hogan 1989 |
| QPLSCP | Maximize demand that is covered by facilities with a exogenously specified probability. | Extends MALP-II by relaxing the assumption that facilities are independent. | Marianov and Revelle 1994 |

Table 1: Coverage Models
time can be directly used to design the reward function for MDP-s [12]. It has also been highlighted that a consideration of priorities of calls is crucial to take into account while designing the utility function for decision-theoretic approaches to EMS [16, 12].

6.3 Dynamic and Proactive Reallocation

A potential shortcoming of algorithmic dispatch approaches is important to ponder over. Based on conversations with first responders, Pettet et al., Pettet et al. (2020b) point out that the moral constraints in emergency response dictate that the nearest responder be dispatched to the scene of an incident, particularly when the severity of an incident cannot be gauged from the call for service. As a result, the decision variable that can be optimized exogenously is the location of responders in anticipation of incidents; on the other hand, choosing which responder to dispatch is done in a greedy manner. Pettet et al., Pettet et al. (2020b) create an approach to optimize over the spatial distribution of responders between incidents, while always dispatching the closest available responder to attend to incidents. This process alleviates two major issues. First, it does not waste crucial time after an incident has occurred to optimize over which responder to dispatch. Second, the moral constraint of always sending the closest responder to an incident is not violated. Dynamically reallocating emergency responders has actually been investigated earlier, to maximize the overall efficacy of response; such approaches are not necessarily motivated by the use of greedy dispatch policies. An approach to tackle the allocation problem dynamically is to formulate an integer-program and solve it in real-time every time reallocation needs to be made [10a, 74]. Dynamic reallocation has also been addressed by decision-theoretic formulations, which seek to find optimal policies that govern when and where specific units should be moved. The utility function typically consists of expected time taken to serve requests in the long run. Optimal policies can be found by dynamic programming or approximate dynamic programming techniques [10b, 81].

A problem that decision-theoretic methods pose for dynamic reallocation (and dispatch as well, depending on the size of the geographic area) is that the large state and action spaces can render standard approaches to be intractable. In such cases, approximation methods and intelligent heuristics can be used to leverage the structure of the specific problem to ensure scalability. One way is to use the canonical divide and conquer approach by segregating the area under construction into sub-regions [20a]. Then, a smaller decision-theoretic problem can be solved for each sub-region. Another way to ensure scalability is to use decentralized planning [20b], in which each agent plans for itself with locally available information. Such an approach can also be particularly useful for situations where communication systems are down (for example, in 2020, an explosion in Nashville, a city in the United States broke communication systems and hampered emergency response for four days [USA Today, 2020]. Both approaches have their own merits that we summarize in the next section (see Figure 6).

6.4 Key Takeaways

Allocation and response models are a crucial component of ERM pipelines, and a variety of algorithmic approaches have been used for allocating responders in anticipation of accidents. Recently, decision-theoretic approaches have been widely used for allocating and dynamically rebalancing the distribution of responders. We summarize the crucial takeaways from different decision-theoretic approaches that have been taken for emergency response in Figure 6. There are three major paradigms that have been used in this context — centralized planning, hierarchical planning, and decentralized planning. Characteristics and features of each method are shown in Figure 6.

An extremely important area of focus in designing approaches for allocation and dispatch is the choice of the variable or metric that is optimized. Specifically, patient survival is a vital consideration that ambulances need to take into account while designing response models, since ambulances need to transport patients to medical facilities, which in turn increases the overall service time. This effect is naturally manifested in the choice of objectives and variables for allocation models. Despite this difference, there are high-level similarities in response modeling that apply to all emergency incidents (especially in reactive response). Models focusing on increasing coverage and reducing wait-times are common objectives that have been widely used in practice. Finally, the dynamic nature of urban areas must be factored in to the models as changes in the traffic and constructions can affect response times by ambulances.

Finally, we recommend model designers and practitioners to:

1) Be well-versed with the different objectives that have been used in response and allocation models, and carefully choose the one that suits the specific needs of the concerned area.
2) Seek the help of domain experts (researchers, firefighters, etc.) to understand problems that responders face in the field. For example, the nearest ambulance might be heading in the opposite direction from the demand node on a highway, without the scope of making a turn. This makes it important to consider features that might not be intuitive to researchers.
3) Seek to bridge the gap between theoretical models and realistic environmental constraints. For example, there is a rich body of work that makes the assumption that the environment in which ERM systems operate is static. While such assumptions simplify computational challenges, they might not truly capture the dynamics of actual ERM pipelines.
4) Carefully evaluate the performance of predictive models and simulators before they are used for response and allocation.
5) Consider prior work that uses well-crafted heuristics for scalability.
6) Smart and connected communities must plan in advance to account for events that might destroy communication infrastructure. Decentralized planning with locally available information can be promising in such situations.
Figure 6: The spectrum of decision theoretic models that can be used to tackle allocation and response in ERM pipelines. From left to right, scalability increases but coordination among agents and utility (in terms of optimality) decreases.

7 Summary Discussion and Conclusion

The field of designing emergency response pipelines has seen tremendous growth in the last few decades. Several factors have contributed to this growth including wider availability of data, the development of data-driven methodologies, increased cognizance, dependence and trust over algorithmic approaches by governments, and increase in computational power. However, there are still challenges in this field that need to be addressed. As we have pointed out, an EMS pipeline consists of an intricate combination of several components for its smooth functioning. There is a need for more research groups to: i) study EMS pipelines in their entirety, and consider the broader impact of their modular work on ERM systems, ii) consider and acknowledge the challenges and constraints that first responders face in the field, and iii) iteratively develop ERM tools by having first responder organizations in the loop. There are nuances that describe such needs throughout this paper. For example, an improved statistical fit for the prediction models does not necessarily mean an overall improvement for the ERM pipeline if the underlying model does not capture the true dynamics of incident occurrence. There is also a need for researchers to make their data and tools available to both the research community and ERM organizations.

In a comprehensive review of statistical methods of crash prediction, Lord and Mannering (2010) pointed out that the wider availability of data is extremely promising for the field of crash prediction. This is particularly true now. Vast volumes of real-time data are now available from electric scooters, automobiles, and ambulances. There is also wider coverage of sensors like video-cameras throughout urban areas. This promise of increased availability of richer data holds true not only for incident data but also for data regarding covariates that potentially affect incident occurrence, like traffic congestion. The net result of an increased stream of data promises a finer understanding of the effect of covariates on incident occurrence. This benefit can be utilized by sharing data and algorithmic approaches between research groups and first responders.

Urban dynamics of accidents and crashes are continuously changing, and hold several opportunities for research. The increase in the number of automobiles and the arrival of autonomous vehicles in the markets across the globe presents the scope of re-evaluating existing models of crash occurrence and designing newer models that accommodate the changing landscape. Litman (2017) lists the various additional planning constraints that need to be taken into account while developing transit systems that can accommodate autonomous vehicles, as well as additional causes for crashes, like software failure and increased overall travel volume. The potential risk factors caused by the interaction between autonomous and non-autonomous vehicles also pose challenges and the need to design newer models of incident prediction.

Incident response also poses fresh challenges and opportunities. First, there is a need to combine the different metrics used in designing dispatch and allocation models. There are several interesting threads of research (cooperative coverage, survival metrics, gradual coverage decay, incorporating multiple resource types with different functionalities, etc.) that, to the best of our knowledge, have not been combined and evaluated together. Also, there has not been much focus on explicitly incorporating measures of patient survival directly in response models. We think that it is crucial that patient survival be studied in more detail and included as a part of objective functions for optimization approaches used in designing allocation and dispatch systems.

A recent development in emergency response systems has been the computational ability of agents. Most modern ambulances and police vehicles are now equipped with...
laptops, which presents the scope of fast and decentralized decision-making, a particularly exciting area for multi-agent systems. Decentralized decision-making has been explored in the context of urban ERM systems [Pettet et al., 2017], but such approaches are probably more relevant for disaster scenarios like floods and hurricanes, where agents might lose connectivity to the central decision-making authority. Algorithmic approaches to aid the strategic redistribution of responders between incidents is extremely promising. While post-incident planning presents many technical challenges, such approaches rarely get implemented in the field. Inter-incident planning, on the other hand, respects the inherent challenges that emergency response faces.

Finally, as smart and connected communities grow, it is crucial to ensure that resources are distributed and allocated in a manner that is equitable. As a result, equity of emergency response is also a concern as accessibility to emergency response can depend on the availability of financial resources and socio-economic backgrounds. For example, prior work has suggested bias in emergency services (specifically in drug administration) against minority communities [NPR, 2019]. There is a need to first quantify fairness in the context of emergency response and then explicitly model such a notion in decision-making pipelines. As urban areas grow and witness a rise in population density, the need to design principled approaches to aid emergency response grows as well. This survey identifies how the field has evolved over the last few decades, with the view to aid researchers, policy-makers, and first-responders in designing better ERM pipelines.
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