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- Zero-shot cross-lingual transfer can yield good results for abusive language detection
- Linguistic similarity metrics can be used to find an optimal cross-lingual transfer language, at least for abusive language detection
- Choosing a transfer language by intuition, for example by purely looking at the same language family, is not optimal
- The World Atlas of Language Structures can be quantified into an effective linguistic similarity metric
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\section*{ABSTRACT}

We study the selection of transfer languages for automatic abusive language detection. Instead of preparing a dataset for every language, we demonstrate the effectiveness of cross-lingual transfer learning for zero-shot abusive language detection. This way we can use existing data from higher-resource languages to build better detection systems for low-resource languages. Our datasets are from seven different languages from three language families. We measure the distance between the languages using several language similarity measures, especially by quantifying the World Atlas of Language Structures. We show that there is a correlation between linguistic similarity and classifier performance. This discovery allows us to choose an optimal transfer language for zero shot abusive language detection.

\section*{1. Introduction}

Harmful language in online communication can cause serious consequences to its victims. In the worst cases, it can lead to self-mutilation or suicide, or, on the contrary, to a retaliation assault on their perpetrators [1]. There have been multiple attempts to automate the detection of offensive content online [2, 3, 4] in order to reduce the human effort needed in prevention of the uncontrolled spread of harmful content on social media. Even though there are thousands of languages used in different social media platforms, the research on the detection of harmful content has only been done with a handful of them, mostly in English [5, 6], Japanese [7, 8] and Polish [9].

Being able to detect harmful language like hate speech and cyberbullying (CB) also in low-resource languages would be a great aid, because social media is used in thousands of languages, of which only a small fraction have proper data to train the detection models on. It is also important to detect offensive content as urgently and effectively as possible because of its increasing prevalence and serious consequences [10]. Users’ realization of the anonymity of online communications is one of the factors that make this activity attractive for harassers and bullies since they rarely face consequences of their improper behavior. The problem was further exacerbated by the popularization of smartphones and tablet computers that enable almost continuous usage of social network services (SNS) anywhere, at home, work/school or in motion [11].

Messages that can be identified as abusive usually encourage violence against a person or group based on race, religion or sexual orientation, etc. (hate speech) [12] or ridicule someone’s personality, body type or appearance, or include slandering or spreading rumors about the individual (cyberbullying). This may drive its victims to even as far as self-mutilation or suicide, or, on the contrary, to a retaliation assault on their perpetrators [1]. The offenses are carried out by exploiting open online means of communication, such as Internet forum boards, or SNS to convey harmful and disturbing information about private individuals, often children and students [13].

In certain countries, such as in Japan, the issue has been severe enough to be seen at ministerial level [14]. As one of the ways to solve the issue, Internet Patrol (IP) consisting of school workers has begun to track online forum pages and SNS featuring cyberbullying content. Unfortunately, as IP is carried out manually, reading through vast numbers of websites and SNS content makes it an uphill battle. To aid in this struggle, some research have started to develop methods for automatic detection of CB [7, 8, 6, 15].
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Recently, the research of automatic hate speech detection has expanded to dealing with low-resource languages. This has come with new challenges as these languages lack proper datasets to be used for training the detection models. To get around this problem, it has been shown that with cross-lingual transfer, the performance on low-resource languages can be improved by leveraging knowledge from other higher resource languages. This has also been demonstrated to be an effective technique in improving offensive content detection in low resource languages by using cross-lingual word embeddings and multilingual transformer models [16, 17, 18, 19].

However, choosing the optimal language for the transfer remains widely an understudied problem. Usually, it is up to the individual (researcher, or ML practitioner) to decide experimentally or by pure intuition which language might be suitable for the transfer, based on their field experience and accumulated theoretical knowledge. For example, one could select the transfer language by looking at languages belonging to the same language family as the target language [20]. But this does not necessarily mean that the two languages would share the same linguistic features [21].

In order to contribute to further understand and solve this problem, we propose a method for selecting transfer languages for automatic hate speech detection. We show that there is a correlation between linguistic similarity and classifier performance, which allows us to choose the optimal transfer language using different linguistic similarity metrics. We also show that it is possible to achieve good performance on the target language by training only on the source language using multilingual transformer models. To select the optimal source language for transfer, we propose to quantify the features of languages to compute a metric that can be used in comparing the closeness of languages using their linguistic properties.

There are some existing metrics that can be used to estimate the similarity between languages by using linguistic features [22, 23, 24]. However these metrics only take a single feature or a handful of features into account. To fill this gap, we propose a new linguistic similarity metric based on the World Atlas of Language Structures (WALS) [25], which contains almost two hundred different features. This way, we can better quantify all aspects of the languages and not simply rely on one, or a few features only.

We used datasets from seven different languages, namely English, German, Danish, Polish, Russian, Japanese and Korean. The languages were chosen as there were high quality datasets for those languages and because the languages represent different language families (English, German, Danish - Germanic; Polish, Russian - Slavic; Japanese, Korean - Koreano-Japonic language family). This allows us to study the efficacy of transfer learning between and within language family groups. The datasets mainly contained between 3,000 to 35,000 samples, with the exception of the Korean dataset, which was substantially larger with almost 200,000 samples.

We hypothesize that the transfer learning performance correlates with the similarity of the source and target languages. To confirm that we used multilingual transformer models, namely Multilingual BERT [26] and XLM-RoBERTa [27] in our experiments. We fine tuned the models by using each of the languages as source and target and calculated the linguistic similarity between the languages using three metrics, EzGlot, eLinguistics and a quantified model based of WALS. Then we checked the correlation between the performance and linguistic similarity to show the effectiveness of our method.

The paper outline is as follows. In Section 2 we describe previous research in all areas that are addressed in this paper. In Section 3 we describe all the datasets applied to this research and present their features. In Section 4 we go through the classification methods and the linguistic similarity metrics used in this research. In Section 5 we go through all the results from the conducted experiments. In Section 6 we discuss the results in general and bring out the most interesting findings in relation to the research goals.

### 2. Previous Research

#### 2.1. Abusive Language Detection

Even though the issue of hate speech and cyberbullying has been researched in social sciences and psychology for over fifteen years [13, 28], the first attempt to use information technology to help solve the problem was done by Ptaszynski et al. [7, 8] in 2010 who performed affect analysis on a small CB dataset and discovered that the use of vulgar words were the distinctive features for CB. They trained an SVM classifier using a lexicon of such words and with multiple optimizations, they managed to detect CB with an F-score of 88.2%. However, as the amount of data increased, it caused a decrease in results, which caused the authors to abandon SVM as not ideal for language ambiguities typical for CB.

In other research, Sood et al. [29] focused on detecting personal insults and negative influence which could at most cause the Internet community to fall into recession, meaning if the harmful content would be left uncontrolled, people
would start to leave the community. Their study used single words and bigrams as features, and weighted them using Boolean weighting (1/0), term frequency and tf-idf. These were used to train an SVM classifier. Their dataset was a corpus collected from multiple online fora, totaling at six thousand entries. They used a crowd-sourcing approach (Mechanical Turk) with non-professional laypersons hired for the classification task to annotate the data.

Later, Dinakar et al. [6] introduced their method to detect and mitigate cyberbullying. Their paper had a wider perspective, as they did not focus only on the detection of cyberbullying, but also included methods for mitigating the problem. This was an improvement compared to previous research. Their classifiers scored up to 58-77% of F-score on an English dataset. The results varied depending on the type of harassment they were attempting to classify. The best classifier they proposed was again an SVM, which further confirms the effectiveness of SVMs for detecting cyberbullying, similarly to the research done in 2010 using a Japanese dataset [7].

An interesting work was done by Kontostathis et al. [5], who performed a thorough analysis of bullying entries on Formspring.me. They identified usual bullying patterns and used a machine learning method based on Essential Dimensions of Latent Semantic Indexing (EDLSI) to apply them in classification. In a different research, Cano et al. [30] introduced a Violence Detection Model (VDM), a weakly supervised Bayesian model. This simplified the problem and made it more feasible for untrained annotators to work with. The datasets were extracted from violence-related topics on Twitter and DBPedia.

Nitta et al. [31] proposed a method extending Turney’s SO-PMI-IR score [32] to automatically detect harmful entries. The seed words were categorized as abusive, violent and obscene. Initially, they obtained a very high over 90% precision, however, a re-evaluation of their method two years later unfortunately showed a great decrease in performance over the span of two years [15]. They hypothesized that this could be the cause of external factors like Web page re-ranking, or changes in SNS user policies, etc. The method was improved by acquiring and filtering new harmful seed words automatically with some success, but they were unable to achieve results close to the original performance. Later an automatic method for the seed word acquisition [33] was developed with positive results. However, this method was deemed inefficient compared to a more direct machine learning based method.

The offensive language detection method by Sarna et al. [2] was based on features like “bad words”, positive/negative sentiment words, etc., to estimate user credibility. These features were applied to commonly used classifiers like Naive Bayes and SVM. The obtained classification results were further used in User Behavior Analysis model (BAU), and User Credibility Analysis (CAU) model. Even though their approach included the use of phenomena such as irony, or rumors, in practice they unfortunately only focused on messages containing “bad words.” Moreover, neither the words themselves, the dataset, nor its annotation schema were sufficiently described in the paper.

Ptaszynski et al. [34] suggested a pattern-based language modeling system. Identified as ordered combinations of sentence elements, the patterns were extracted with the use of a Brute-Force search algorithm. They reported promising initial findings and further developed the system by adding several data pre-processing techniques [9]. In 2017, Ptaszynski et al. [35] proposed a method of using Linguistically-backed preprocessing methods and implemented the notion of Feature Density to find an optimal way to preprocess the data in order to achieve higher performance, particularly with Convolutional Neural Networks. The experiments performed on actual cyberbullying data showed a major advantage of this approach to all previous methods, including the best performing method so far based on Brute Force Search algorithm. The method was later confirmed to also be useful in finding the best feature sets to be used in training to reduce the redundant experiment runs [36].

Vidgen and Derczynski [4] examined over sixty hate speech datasets in 2020. They provided insights into the contents of the datasets, their annotation and the formulation of the associated tasks. They also announced hatespeechdata.com 1, a repository for online abusive content training datasets, in order to make quality data more accessible. Lastly, they provided outlines on best practices for the creation of datasets for online abuse detection.

In the recent years the research in offensive language detection has gained more popularity and has mainly focused on using recurrent neural networks and pretrained language models [37, 38, 39, 40]. Also, the popularization of multilingual neural models has made it possible to train models for low-resource languages by utilizing transfer learning. As with cross-lingual transfer, the performance on low-resource languages can be improved by leveraging knowledge from other higher resource languages [41].

Ranasinghe et al. [16, 17] showed the effectiveness of cross-lingual transfer in offensive language identification in Hindi, Spanish, Danish, Greek and Bengali. Their work showed that multilingual transformer models like mBert and
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XLM-R can use the knowledge gained from higher resource languages to gain an improved performance on a low-resource target. Also, the models scored comparatively high without any data from the target language, demonstrating the power of cross-lingual pre-training.

Similar results were obtained by Bigoulaeva et al. [18] with English and German. They also discovered that using unlabeled samples from the target language can be used to increase performance. Finally, Gaikwad et al. [19] noticed that transfer learning from Hindi outperformed other languages when classifying entries in Marathi, suggesting a relation between cross-lingual transfer performance and language similarity.

2.2. Measuring Linguistic Similarity

The relation between the difficulty of language learning and language similarity was already discussed in a book by Ringbom [42] in 2006. He presented an example about the Finnish language scene as a demonstration of the importance of cross-linguistic similarity in foreign language learning [43]. In short, he showed that Swedish-speaking Finns have a greater advantage in learning English than Finnish-speaking Finns due to the closer relation between Swedish and English.

Cottorell et al. [44] showed that not all languages are equally difficult to model. They showed that a correlation exists between the morphological richness of a language and the performance of the model, meaning that more complex languages are more difficult to model. This gives a hint that simple languages might not work as well if used as the cross-lingual transfer source for more complex languages. This also shows that relatedness of languages should not be the only criterion when choosing the transfer source and that other features of the languages should also be considered.

There have been some attempts in quantifying a similarity metric for languages from different linguistic features. However, most of these metrics rely on only a single or a few aspects of languages. For example, one can calculate a genetic proximity score between two languages by comparing the consonants contained in a predefined set of words [23], while taking into account the order in which these consonants appear in the words. This gives information about the direct relatedness of the compared languages. However, we noticed that as used languages become more distant, there is a significant increase in errors as more and more accidental similarities in consonants are introduced. While being easy to calculate, this method completely disregards other aspects of languages like semantic, morphological, and syntactic similarity.

Another way to compute a similarity metric is to consider how similar the vocabularies of two languages are. Lexical similarity is used as the basis of some similarity metrics like EzGlot [24]. This metric is calculated using lexical similarity between the two compared languages while also considering the number of words these languages share with other languages. This way, it is possible to calculate the similarity between the two languages in relation to similarities to all other languages.

There has been some research attempting to compute a similarity metric for languages using multiple aspects of languages. Aggarwal et al. [22] proposed STL, a metric based on Semantic, Terminological (lexical) and Linguistic (syntactic) similarity of languages. The method outperformed previous similarity metrics that were using only a single one of these aspects [45, 46]. They noticed that the terminological measures showed a significant contribution compared to the two other aspects. However, the structure of the used vocabulary dataset needs to be in the form of an ontology. This and the lack of the available languages for the used dataset made it not possible to be utilized in this research.

2.3. Transfer Language Selection

Choosing the optimal language for the transfer remains widely an unanswered problem. Usually, it is up to the practitioner’s consideration to decide which language to use. This is usually done experimentally or simply by intuition [47]. For example, Cottorell and Heigold [20] focused on using languages belonging to the same language family as the target language for a more successful transfer. However, using languages from the same language family does not guarantee them sharing the same linguistic features and the languages could be distant for example when looking at the complexity of grammar [21].

Multiple research [48, 49, 50] discovered that using multiple high-resource languages at the same time for transfer yielded higher results than selecting only a single language. However, their methods do not consider the actual relation between the source and the target languages and the amount of contribution of each of the languages to the total score. Noorialahzadeh et al. [51] also discovered that languages which share certain morphosyntactic features tend to work better for cross-lingual transfer.

The discovery by Gaikwad et al. [19] suggests a relation between cross-lingual transfer performance and language similarity. They used multiple languages, specifically Bengali, Greek, English, Turkish and Hindi as cross-lingual
transfer sources for classifying entries in Marathi language. Out of all of the used languages, Hindi had the highest performance as the transfer source, while also being the language with the closest relation to Marathi out of the used languages. This discovery hints a solution to the problem of cross-lingual transfer language selection, at least for offensive language detection.

2.4. Contributions of This Study

This research aims to answer the need of developing a method of selecting languages for cross-lingual transfer learning. The current methods are mainly based on the individual’s own judgement based on their field experience and accumulated theoretical knowledge or simply choosing languages from the same language family [20]. The problem with the current selection methods are that they are completely unoptimized and prone to bias from the practitioner. In fact, one could argue that there is no systematic method that would give an actual score or ranking for the transfer language candidates.

Our approach to this problem is to explore, whether different linguistic similarity metrics could be used for finding the optimal candidates for cross-lingual transfer. Supported by the findings of Gaikwad et al. [19], we hypothesize that linguistic similarity correlates with cross-lingual transfer efficacy, meaning that using more similar languages would yield a higher classification score. In practice, we fine tune cross-lingual pretrained language models, specifically mBERT and XLM-R, separately on each of our proposed languages (English, German, Danish, Polish, Russian, Japanese, Korean) and then perform zero-shot classification on the rest of the languages of the proposed set.

Another goal is trying to aid in tackling the issues of cyberbullying and hate speech, which, in addition to being serious social problems, have also become more prevalent and radical [52] in the recent years due to the popularization of online social media. This constantly calls for increasing needs for solving the problem. With a proper solution for transfer language selection, the detection performance on low-resource languages would be greatly improved. This is because social media is used in thousands of languages, of which only a small fraction have proper data to directly train the detection models on.

3. Datasets

In order to confirm our hypothesis, we used offensive language (hate speech, cyberbullying) datasets from seven different languages, namely English, German, Danish, Polish, Russian, Japanese and Korean. We chose these languages as they had high quality datasets compared to other options and because the languages represent three different language families (English, German, Danish - Germanic; Polish, Russian - Slavic; Japanese, Korean - Koreano-Japonic language family). This also allows us to study the efficacy of transfer learning between and within language family groups. Preliminarily, we had a few datasets of good quality (English, Polish, Japanese). We tried to keep the quality high also for the other languages to the best of our ability. For Germanic languages, there are some good quality datasets available, but then same cannot be said about Russian and Korean and we had to loosen our standards for these two languages. Key statistics of the applied datasets are shown in Table 1. Training and evaluation splits were retained from original datasets if possible, otherwise datasets were split to 80% training and 20% evaluation.

| Category | English | German | Danish | Polish | Russian | Japanese | Korean |
|----------|---------|--------|--------|--------|---------|----------|--------|
| Number of samples | CB | Offense | Offense | Toxic | CB | Hate |
| Number of offensive samples | 12,772 | 8,407 | 3,289 | 34,953 | 14,412 | 4,096 | 189,995 |
| Number of non-offensive samples | 913 | 2,838 | 425 | 7,367 | 4,826 | 2,048 | 89,999 |
| Avg. length (chars) of a sample | 125.5 | 136.4 | 102.4 | 165.4 | 176.5 | 39.3 | 50.2 |
| Avg. length (words) of a sample | 28.7 | 19.0 | 18.8 | 26.0 | 27.9 | 14.9 | 19.9 |
| Avg. length (chars) of an offensive sample | 115.4 | 131.9 | 143.3 | 89.8 | 141.4 | 38.3 | 55.9 |
| Avg. length (words) of an offensive sample | 26.8 | 18.5 | 26.8 | 14.2 | 22.4 | 14.5 | 22.1 |
| Avg. length (chars) of a safe sample | 126.3 | 138.7 | 96.3 | 185.7 | 194.2 | 30.7 | 45.0 |
| Avg. length (words) of a safe sample | 26.8 | 19.3 | 17.7 | 29.2 | 15.3 | 17.9 |
3.1. English Dataset

The first dataset for our experiments was the Kaggle Formspring Dataset for Cyberbullying Detection [53]. There was one major problem with the original dataset however, as the original annotations for the data were carried out by untrained laypeople. It has been proven before that the annotations for topics like online harassment and cyberbullying should be done by experts [3]. Therefore, the dataset was re-annotated with the help of experts with sufficient psychological background to assure high quality annotations [54]. In our research we applied the re-annotated version for more accurate results.

The dataset contains approximately 300 thousand of tokens. There was no visible difference in length between the posted questions and answers, both being approximately 12 words long on average. On the contrary, the harmful (CB) entries were usually slightly but insignificantly shorter compared to the non-harmful (non-CB) samples (approx. 23 vs. 25 words). The amount of harmful samples was also substantially smaller compared to the amount of non-harmful samples, around 7% of the whole dataset, which is approximately the same as the real-life amount of profanity encountered on SNS [3].

3.2. German Dataset

The German dataset originates from the 2018 GermEval offensive language identification shared task [55] and contains around 8,000 entries collected from Twitter. They decided against collecting a natural sample as it would have ended up making the portion of offensive tweets too small. They also decided against sampling by specific query terms. Instead they heuristically identified users that regularly post offensive tweets and sampled their timeline. This allowed for more offensive tweets in comparison to taking a natural sample without biasing the dataset with specific terms. However this caused certain topics to dominate in the extracted data, like the situation of migrants or the German government. So they decided to bias the data collection by sampling further arbitrary tweets containing common terms found in these topics like names of politicians and the word “refugee”.

There are some rules regarding the selection of the tweets put up by the authors. Each tweet is written in German and contains at least five ordinary alphabetic tokens. Also the tweets do not contain any URLs and retweets were not allowed. In splitting the data into training and test sets, the authors decided to assign any given user’s complete set of tweets to either the training set or the test set. This way, they could avoid the fact that the classifiers could benefit from learning user-specific information.

3.3. Danish Dataset

Sigurbergsson and Derczynski [56] collected the Danish dataset from Facebook and Reddit. The final dataset contains 3600 user-generated comments, 800 from Ekstra Bladet on Facebook, 1400 from r/DANMAG and 1400 from r/Denmark.

After collecting the initial corpus, they published a survey on Reddit in order to maximize the number of user-generated comments belonging to the classes of interest (offensive language), where they asked Danish speaking users to suggest offensive, sexist, and racist terms. This lexicon was then used to find potentially-offensive comments. A subset was then taken from the comments remaining in the corpus to fill the remainder of the final dataset. This helped to ensure that the data would have coverage beyond just the terms found in the lexicon.

They based the annotation procedure on the guidelines and schemas presented by Zampieri et al. [57]. As a warm-up procedure, the first 100 posts were annotated by two annotators and the results were compared. This exercise was used to refine the understanding of the task and to discuss the mismatches in these annotations. They assessed the similarity of the annotations using a Jaccard index.

3.4. Polish Dataset

The Polish corpus is a combination of two datasets. One originates from PolEval workshop from 2019 [58], collected from Twitter discussions. Another one was collected from Wykop2, which is a Polish social networking service. As feature selection and feature engineering have been proven to be integral parts of cyberbullying detection [35, 59], the entries are provided as such, without additional preprocessing to allow researchers using the datasets apply their own preprocessing methods. The only preprocessing applied to the dataset was done only to mask private information, such as personal information of individuals (usernames, etc.).

The datasets were initially annotated by laypeople, and further corrected by experts in case of disagreements. The laypeople agreed on majority of the annotations. This is mostly due to the fact that the annotators mostly agreed upon
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non-harmful entries, which take up most of the dataset. When considering the harmful class, the annotators only fully agreed upon less than two percent of the entries. Moreover, some of the fully-agreed entries needed to be corrected to the opposite class in the end by the expert annotator, which shows that using laypeople does not provide accurate enough annotations in the field of offensive language identification. It could be said that layperson annotators can tell with a decent level of confidence that an entry is not harmful (even if it contains some vulgar words), and they can spot, to some extent, if the entry is somehow harmful. Though in most cases they are unable to provide a reasoning for their choice. This provides further proof that for specific problems such as cyberbullying, an expert annotation is required [3].

3.5. Russian Dataset

The Kaggle Russian Language Toxic Comments Dataset 3 is the collection of annotated comments from Russian online communication platforms. 2ch, which is a popular Russian anonymous image board and Pikabu, which could be considered the Russian equivalent of Reddit. The dataset was published on Kaggle in 2019. It consists of a total of 14,412 comments, out of which 4,826 texts are labeled as toxic, and the remaining 9,586 are labeled as non-toxic. The average length of the comments is around 175 characters. The minimum length being 21, and the maximum length being 7403 characters. The annotators of this dataset are unknown so unfortunately we cannot say anything about its quality. Although the annotations were validated with the help of Russian language speakers (laypeople) using a crowd sourcing application [60].

3.6. Japanese Dataset

The Japanese cyberbullying dataset we used for our experiments was created by combining two separate datasets. The first of which was originally described by Ptaszynski et al. [7], and also widely used in other research [31, 34, 9, 15, 35]. It contains 1,490 harmful and 1,508 non-harmful entries written in Japanese, collected from unofficial school websites and fora. The original data was provided by the Human Rights Research Institute Against All Forms for Discrimination and Racism in Mie Prefecture, Japan. The entries were collected and labeled by Internet Patrol members (expert annotators) with the help of the government supplied manual [14]. The instructions given by the manual are briefly described below.

The definition given by the Ministry of Education, Culture, Sports, Science and Technology (MEXT) of Japan suggests that cyberbullying occurs when a person is directly offended on the Internet. This includes publication of the person’s identity, personal information and other aspects of privacy. Thus, as the first distinguishable features for cyberbullying, MEXT identifies private names (also initials and nicknames), names of organisations and affiliations and private information (address, phone numbers, personal information disclosure, etc.)

In addition, cyberbullying literature reveals vulgarities as one of the most distinguishing characteristics of cyberbullying [13, 61]. Also according to MEXT, vulgar language and cyberbullying can be distinguished from each other as cyberbullying conveys offenses against specific individuals. In the prepared dataset, all entries containing at least one of the above characteristics were listed as harmful.

The second Japanese dataset was collected from Twitter by Arata [62]. The dataset consists of random tweets that were collected during a one-week period in July of 2019. The collected information included the ID, the date and time of posting, the username, the text body, and the URL of the tweet. In addition, tweets written in other languages than Japanese, tweets submitted by bots and tweets consisting of less than five characters were filtered out from the collection.

The guidelines for the annotations were based on the information provided by Safer Internet Association and also on the research by Takenaka et al. [63]. The tweets were organized into seven different categories based on the above sources. The annotation work was carried out in two stages, primary annotation and secondary annotation. This was done in order to reduce the burden on each annotator and to not allow the work of each annotator influence one another. First, the annotators determined whether a tweet will fall into either harmful or not. After that, one of seven specific categories (illegal acts, prostitution, suicide, abuse/slander/bullying, obscenity, cruelty, other) was assigned to the tweet in the second annotation. In total, 30,425 tweets were annotated by six annotators who attended an Internet patrol course organized by the Hokkaido Police. For a single tweet, the primary annotation was done by a single
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annotator and the secondary annotation was carried out by two annotators. After this, all of the annotations were validated by at least three people.

The number of tweets annotated as harmful, defined in the guidelines mentioned above, was less than 2%. In addition, when looking at each category, about 75% of tweets were given the category of “abuse/slander/bullying”. Furthermore, when validating the contents of tweets in this category, 202 tweets were additionally annotated as “prostitution”, out of which almost half were duplicated. The 115 tweets that were not annotated in either of these categories were mostly related to “obscenity”. In this study, a balanced random subset, consisting of 552 harmful and 546 non-harmful entries, of the 30,425 tweets was used.

3.7. Korean Dataset

The Kaggle Korean Hate Speech Dataset⁶ is a collection of Korean hate speech text data. Composed of hateful and discriminatory comments scraped from Korean alt-right website (Daily Best). The dataset was published on Kaggle in 2020. It consists of almost 190,000 comments, where 90,000 texts were labeled as hate speech, and 100,000 were labeled as normal. The average length of comments is around 50 characters. The annotators of this dataset are unknown so we are unable to say anything regarding its quality.

4. Methods

4.1. Classification

In the experiment we applied the following classification algorithms. The assumption was that these multilingual transformer classifiers can generalize sufficiently well in a zero-shot cross-lingual setting [⁶⁴]. This means using no data from the target language while fine-tuning only with data from one of the other proposed languages.

**Multilingual BERT (mBERT)** [²⁶] is the multilingual version of BERT, which stands for Bidirectional Encoder Representations from Transformers. It is based on transformer [⁶⁵], an attention mechanism that learns contextual relations between words (or sub-words) in a text. Transformer models also introduced a capability for the models to read text input in both directions at once, not only sequentially from left-to-right or right-to-left. With this bidirectional capability, BERT is pre-trained on two NLP tasks, Masked Language Modeling and Next Sentence Prediction. The objective of Masked Language Modeling is to hide a word in a sentence and have the algorithm predict what word has been hidden, or masked, based on the word’s context. The objective of Next Sentence Prediction is to have the algorithm predict whether two of any given sentences have a connection, either logical or sequential, or whether their relationship is random.

Even though mBERT has not been trained on cross-lingual data, it has still showed some cross-lingual capabilities [⁶⁶]. This includes achieving a good performance in various zero-shot transfer tasks, even outperforming the usage of some cross-lingual embeddings [⁶⁷]. It is hypothesized that this generalization ability comes from having word pieces used in all languages (numbers, URLs, etc) which have to be mapped to a shared space forces the co-occurring pieces to also be mapped to a shared space, thus spreading the effect to other word pieces, until different languages are close to a shared space [⁶⁸].

**XLM-RoBERTa (XLM-R)** [²⁷] is a cross-lingual transformer model that is also trained on the Masked Language Model objective and is capable of processing text from 100 separate languages. XLM-R is trained on around 2.5tb of CommonCrawl data. The model’s training routine is the same as the monolingual RoBERTa model[⁶⁹], meaning, that the sole training objective is the Masked Language Model. There is no Next Sentence Prediction like in BERT.

XLM-R outperforms mBERT and XLM on a variety of cross-lingual benchmarks, which include zero-shot transfer tasks [⁷⁰]. It also performs particularly well on low-resource languages. Interestingly, XLM-R is also very competitive when comparing to state-of-the-art monolingual models, which shows the possibility of multilingual modeling without losing performance in a monolingual setting [²⁷].

4.2. Linguistic Similarity Metrics

In order to measure the correlation between cross-lingual transfer performance and linguistic similarity, we needed a language similarity metrics that could quantify the properties of the proposed languages. In this study we applied three different linguistic similarity metrics. One of these metrics is a novel metric we quantified from the linguistic features presented in WALS [²⁵].

⁶https://www.kaggle.com/captainnemo9292/korean-hate-speech-dataset
Table 2

eLinguistics distance metric

|          | Danish | English | German | Japanese | Korean | Polish | Russian |
|----------|--------|---------|--------|----------|--------|--------|---------|
| Danish   | 0.0    | 20.6    | 38.2   | 95.2     | 97.2   | 68.2   | 66.2    |
| English  | 20.6   | 0.0     | 30.8   | 88.3     | 90.0   | 66.9   | 60.3    |
| German   | 38.2   | 30.8    | 0.0    | 87.4     | 95.5   | 68.1   | 64.5    |
| Japanese | 95.2   | 88.3    | 87.4   | 0.0      | 88.0   | 93.3   | 93.3    |
| Korean   | 97.2   | 90.0    | 95.5   | 88.0     | 0.0    | 89.5   | 89.5    |
| Polish   | 68.2   | 66.9    | 68.1   | 93.3     | 89.5   | 0.0    | 5.1     |
| Russian  | 66.2   | 60.3    | 64.5   | 93.3     | 89.5   | 5.1    | 0.0     |

Table 3

EzGlot similarity metric

|          | Danish | English | German | Japanese | Korean | Polish | Russian |
|----------|--------|---------|--------|----------|--------|--------|---------|
| Danish   | 100    | 9       | 17     | N/A      | 9      | 13     | N/A     |
| English  | 6      | 100     | 28     | 7        | 26     | 19     | 14      |
| German   | 6      | 15      | 100    | N/A      | 5      | 8      | 4       |
| Japanese | N/A    | 2       | N/A    | 100      | 8      | N/A    | N/A     |
| Korean   | 1      | 5       | 2      | 4        | 100    | 1      | 3       |
| Polish   | 6      | 12      | 9      | N/A      | 5      | 100    | 15      |
| Russian  | N/A    | 11      | 7      | N/A      | 11     | 19     | 100     |

**eLinguistics** [23] calculates a genetic proximity score between two languages by comparing the consonants contained in a predefined set of words, while taking the order in which these consonants appear in the words into account. This gives information about the direct relatedness of the compared languages. The quantification of the consonant relationships is based on the work by Brown et al. [71]. However, the method seemed to become more prone to errors as the distance between the two compared languages increased as more and more accidental similarities in consonants are introduced. While being simple in formulation and completely disregarding semantic, morphological, and syntactic similarity, the similarity values seemed to be in line with our intuition and the other metrics used in this study. The metric is also easily accessible through a web service 7. The values for our proposed languages can be found in Table 2.

**EzGlot** [24] uses lexical similarity (similarity of vocabularies) of a pair of languages. The Ezglot linguistic similarity measure is calculated using lexical similarity between the two compared languages, while also considering the number of words these languages share with other languages. This way, it is possible to calculate the similarity between the two languages in relation to similarities to all other languages. Also, as the number of words the languages share with other languages are also taken into account, because of this calculation, metric becomes asymmetric between the language pairs, which matches well with the fact that the mutual intelligibility of languages is also considered asymmetric [72, 21].

The calculation formula and a pre-calculated similarity matrix for EzGlot are also easily accessible on the project’s website 8. However, the similarity matrix is missing values for multiple languages, for example Japanese which is used in our study, hindering its usability. Also, the authors do not reveal the source of their data, leaving the quality of the results under question and making it more difficult to fill the gaps in the similarity matrix. A sample of this similarity matrix containing our proposed languages is shown in Table 3.

Additionally we were planning to use the similarity metric STL [22], which utilizes multiple aspects of languages. This would have combined Semantic, Terminological (lexical) and Linguistic (syntactic) similarity of languages into a single metric and according to the authors, outperformed previous similarity metrics that were using only a single one of these aspects [45, 46]. However, the ambiguous presentation of the calculation formula made it impossible to

---

7http://www.elinguistics.net/Compare_Languages.aspx
8https://www.ezglot.com/most-similar-languages.php
be utilized in this research. Instead, we propose a novel similarity metric quantified from the World Atlas of Language Structures (WALS).

4.3. The World Atlas of Language Structures

The World Atlas of Language Structures (WALS) project [25] consists of a database that catalogs phonological, word semantic and grammatical knowledge for over 2,662 languages in over 200 language families. The database consists of 192 different features as of the time of writing (March 2022). However, not all of the features are documented for all of the available languages, for example English has around 150 documented features. This number goes down for less studied languages, for example, Danish has only 58 documented features available. All languages and features considered, this sums up to a total of over 58,000 data points, which means the database is only 12% populated. Even major languages are lacking values for multiple features. For example, English is missing around 25% of the total features. This data sparsity is our main concern in quantifying the database into a language similarity metric as using more languages means having less common features among them.

Another one of the goals of this study was to create a linguistic similarity metric, that would take multiple aspects of a language into account instead of only using a single feature, from the WALS database. To accomplish this we downloaded a snapshot and scanned through the database. Then we selected all of the features that would have a defined value in all of the proposed languages (English, German, Danish, Polish, Russian, Japanese and Korean). This resulted in a total of 42 common features among the languages. Next we looked at the possible values each feature can take and converted the values for each feature to a numeric scale from zero to one in the relative order. To do this, we assumed that the order in which the possible values are presented in the WALS database roughly represents the order of their similarity. After converting the values, we used them to compare each language pair and calculate an average of the euclidean distances between all of the features for all of the possible combinations of languages, resulting in a symmetric distance metric. The finished distance matrix is shown in Table 4.

5. Experiments

5.1. Setup

We fine-tuned both of the models (mBERT, XLM-R) with all of the proposed languages (English, German, Danish, Polish, Russian, Japanese and Korean), producing a total of 14 models. The fine-tuned models were then evaluated with test datasets from each of the proposed languages in order to calculate the cross-lingual transfer performances. The models were evaluated using a macro F1-score. After evaluating the models, we studied the correlation between classifier performance and language similarity using the previously introduced linguistic similarity metrics. Specifically, we calculated both Pearson’s and Spearman’s correlation coefficients between the models and the linguistic similarity metrics. The training of the classifiers was done using PyTorch and the Transformers library on an Nvidia GTX 1080Ti.

Table 4

|        | Danish | English | German | Japanese | Korean | Polish | Russian |
|--------|--------|---------|--------|----------|--------|--------|---------|
| Danish | 0.000  | 0.098   | 0.086  | 0.252    | 0.212  | 0.154  | 0.152   |
| English| 0.098  | 0.000   | 0.149  | 0.306    | 0.240  | 0.155  | 0.152   |
| German | 0.086  | 0.149   | 0.000  | 0.332    | 0.292  | 0.181  | 0.179   |
| Japanese| 0.252 | 0.306   | 0.332  | 0.000    | 0.118  | 0.295  | 0.277   |
| Korean | 0.212  | 0.240   | 0.292  | 0.118    | 0.000  | 0.232  | 0.229   |
| Polish | 0.154  | 0.155   | 0.181  | 0.295    | 0.232  | 0.000  | 0.077   |
| Russian| 0.152  | 0.152   | 0.179  | 0.277    | 0.229  | 0.077  | 0.000   |
5.2. Classification Results

We fine-tuned the multilingual transformer models with the offensive language datasets described earlier. Each model was fine-tuned only on a single language before evaluation. The classifier evaluation results were shown in Tables 5 and 6.

From the results, it is clear that XLM-R outperformed mBERT, as its scores are higher across the board. Also, the scores are obviously highest when using the same language as source and target. The second highest scores are usually by the languages in the same language families (English, German, Danish - Germanic; Polish, Russian - Slavic; Japanese, Korean - Koreano-Japonic).

As can be seen from Tables 5 and 6, English was generally the worst language to use as the source, having low scores with all languages but itself. German and Danish worked best as the source language for English. In general, German worked well as a source language but was hard to generalize on by other languages. For example, both English and Danish worked better as a source for Polish and Russian than German. In addition, German worked especially well as a source language for the Slavic languages (Polish and Russian). Also, Russian had the highest zero-shot performance as the source language for German. Also, German was the best source for Danish. Polish received a good score as the source language for Russian. However, Russian did not do so well as the source for Polish, being equalled by German. Interestingly, Russian had good scores as the source language for Japanese and Korean, a feature that no other language had, outperforming both Japanese and Korean when used as source languages for one another. Specifically, Russian to Japanese yielded a score of 0.64 while Korean to Japanese was only 0.45, and the score for Russian to Korean was 0.61 while Japanese to Korean was 0.49 with XLM-R. Generally, Japanese and Korean were the hardest target languages and interestingly, did not score well as a language pair despite being classified in the same language family.

5.3. Correlation with Linguistic Similarity

We calculated Pearson’s and Spearman’s correlation coefficients ($\rho$-value) between the classification results of the two classifiers and each of the three proposed linguistic similarity metrics (EzGlot, eLinguistics, WALS). As the similarity matrix for EzGlot was not fully populated, we needed to ignore the scores for the missing language pairs during the calculation of the correlations for this particular similarity metric. The results can be seen in Tables 7 and 8 for Pearson’s and Spearman’s correlation coefficients respectively.
Table 7
Pearson’s correlation coefficient for classifier scores and linguistic similarity metrics

|          | XLM-R | mBERT |
|----------|-------|-------|
|          | ρ     | p-value | ρ     | p-value |
| WALS     | -0.674 | 0.001   | -0.713 | 0.001   |
| EzGlot   | 0.720  | 0.001   | 0.801  | 0.001   |
| eLinguistics | -0.713 | 0.001   | -0.736 | 0.001   |

Table 8
Spearman’s correlation coefficient for classifier scores and linguistic similarity metrics

|          | XLM-R | mBERT |
|----------|-------|-------|
|          | ρ     | p-value | ρ     | p-value |
| WALS     | -0.599 | 0.001   | -0.615 | 0.001   |
| EzGlot   | 0.506  | 0.001   | 0.494  | 0.001   |
| eLinguistics | -0.654 | 0.001   | -0.666 | 0.001   |

Table 9
Pearson’s correlation coefficient after removing the same source-target language pairs

|          | XLM-R | mBERT |
|----------|-------|-------|
|          | ρ     | p-value | ρ     | p-value |
| WALS     | -0.359 | 0.020   | -0.368 | 0.016   |
| EzGlot   | 0.011  | 0.953   | -0.040 | 0.829   |
| eLinguistics | -0.438 | 0.004   | -0.421 | 0.006   |

As can be seen from the results, Pearson’s correlation is strong with all of the proposed similarity metrics. Also, the p-value is less than 0.05 in all of the cases, showing that the results are statistically significant. EzGlot’s similarity metric has the strongest correlation with $\rho = 0.720$ for XLM-R and $\rho = 0.801$ for mBERT. This is followed by eLinguistics and WALS with the absolute correlation in the range of 0.67 to 0.73. Spearman’s correlation is slightly lower, being in the moderate-strong range with all of the metrics, with the p-value also being less than 0.05. The strongest correlation is by eLinguistics with an absolute correlation of $\rho = 0.654$ for XLM-R and $\rho = 0.666$ for mBERT. This is followed by eLinguistics and WALS with the absolute correlation in the range of 0.49 to 0.62. Also, the correlations were generally slightly stronger with mBERT than with XLM-R.

However, after removing the same source-target language pairs and leaving only the zero-shot classification results, the correlations changed drastically. This is shown on Tables 9 and 10 for Pearson’s and Spearman’s correlation coefficients, respectively. There were two changes. First, EzGlot’s similarity metric plummeted down from having the strongest correlation with Pearson’s to showing no correlation at all, both correlation coefficients showing a value near zero, and losing statistical significance. Second, the correlations for eLinguistics and WALS also fell from strong to moderate, standing now in the range of 0.35 to 0.44 for Pearson’s and 0.37 to 0.48 for Spearman’s correlation coefficient. The p-values also increased slightly, but remained under 0.05, keeping statistical significance. Also, the correlation of eLinguistics stayed stronger than that of WALS despite the other changes.

6. Discussion

6.1. Transfer Language Performance

The fact that XLM-R outperformed mBERT matches our expectations, as it also did so on a variety of benchmark tasks [73, 74]. The reasons are most likely that XLM-R is a true cross-lingual model and has a vastly larger vocabulary size than mBERT. The highest cross-lingual transfer scores (Tables 5 and 6) were usually by languages from the same language families as the source language. This matches with the typical intuitive selection process when selecting the
Table 10
Spearman’s correlation coefficient after removing the same source-target language pairs

|        | XLM-R |               | mBERT |               |
|--------|-------|---------------|-------|---------------|
|        | $\rho$ | p-value       | $\rho$ | p-value       |
| WALS   | -0.377 | 0.014         | -0.395 | 0.010         |
| EzGlot | 0.129  | 0.480         | 0.100  | 0.584         |
| eLinguistics | -0.465 | 0.002         | -0.475 | 0.001         |

transfer source language. However, this was not always the case and one relying purely on selecting the languages from the same language family will lead to diminished transfer performance in some cases. A good example of this is when the target language is German. One could expect the best transfer languages being Danish and English, but actually both Polish and Russian had a higher transfer performance despite of being from the Slavic language family, not Germanic. This could be due to the differences in grammatical complexity. Both Danish and English have relatively simple grammar compared to German, which could leave them unable to generalize on the more sophisticated German language. On the other hand, the grammar of Polish and Russian is even more complex, which could negate this issue, allowing them to generalize better. Also, German, Polish and Russian all have synthetic morphology, which could play a role in their ability to generalize well on each other. Furthermore, the historical mutual influence between Germans, Poles and Russians could be a factor here. Looking at the scores, it can be noted that German is a good source for both Germanic and Slavic languages.

English on the other hand was one of the worst, if not the worst language to use as the transfer source overall. It had a poor performance even in its own language family, probably due to its simplicity when compared to both Danish and German. Also, English is heavily influenced by French, further distancing it from the other Germanic languages. Furthermore, the differences in morphology could be a factor. The analytic nature of English could be a reason why it cannot generalize on fusional languages like German. Danish, which is also an analytic language had a better generalization for German probably due to its otherwise closer ties to the German language (eg., mutual influence). These results show that other languages should be considered over English as the cross-lingual transfer source if available.

Interestingly, Russian achieved a high score as the transfer language source for both Korean and Japanese. Which is different from any of the other languages included in this study. The reason could be in the shared morphological features, specifically the fact that all of the three languages are agglutinative. Furthermore, all of the three languages contain distinct registers, specifically for expressing different politeness levels. However, as this could be heavily related to the topic of offensive language identification or to the properties of these specific datasets and might not be applicable to other fields, this needs to be confirmed in the future on other datasets and, preferably, different tasks as well.

Also, Korean and Japanese did not work as well with each other, contrary to how we were expecting, and were clearly outperformed by Russian, even though they are more similar with one another than with any of the other languages used in this study. This as well could be related to the properties of the datasets or to the topic of offensive language identification itself and will have to be verified in the future.

Furthermore, when looking at the source languages individually, we could see a trend of the transfer performance being better when transferring to more similar languages in all cases except Russian, as it tended to have an exceptionally high transfer performance to both Japanese and Korean when compared to other languages. For all of the other languages, the performance clearly decreases as the distance between the languages increases. This can be seen from Figure 1.

The sizes of other datasets vary from around 3,000 samples to almost 200,000 samples. Also, the percentage of harmful samples in each dataset varies greatly. The English dataset has only 7% of harmful samples while Japanese and Korean have around 50%. In order to determine, whether the dataset size and balance had an effect on the results or not, we decided to further analyze the effectiveness of each dataset as the transfer source. In order to measure the effect, we calculated the correlation between the average transfer scores of each dataset and the dataset size/balance by taking a base-10 logarithm of the dataset size, multiplied by the proportion of harmful samples in the dataset. We had to take the logarithm of the sample size, because otherwise its weight would become too large compared to the harmful ratio, which is bound between 0 and 1. The results are shown in Table 11.
As can be seen from the results, mBERT and XLM-R show no correlation between the average performance of the classifier as the source language and the size/balance of the dataset. With this we can more safely say that the results should not be biased by the differences in the size and balance of the datasets.

6.2. Analysis of Specific Examples

In order to clarify the characteristics of the classification models, we chose a number of example sentences from the English cyberbullying test dataset based on the prediction results and confidence (strength of prediction by the model). We inspected the results and tried to reason why the model made the decisions, concentrating on potential points of failure. The texts were chosen by taking three properties into account, confidence (low/high), label (0/1) and prediction result (incorrect/correct), resulting in eight examples. The results can be found in Table 12.

Looking at the results, the low confidence texts seem to have two factors in common. First, they contain many slang words, spoken contractions and typos. These words are most likely not contained in the pretrained model’s vocabulary and thus make the texts harder to classify. Second, the annotations of these texts seem more ambiguous and could be interpreted in different ways. For example, looking at the third example it is not impossible to see why it has been labeled as it is (revealing someone’s location by city and using vulgar language), but one could also argue that these alone are not enough to label the text as cyberbullying. Also, the expression used in the fifth text could mean either sexual demand or be a sarcastic comment about a frustrating situation. Although here the context implies it is sexual.

The mistakes the model made with high confidence are more difficult to reason. For example, the second example does not imply anything cyberbullying related but the model still predicted it as so. In the future, we plan to investigate
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Table 11
Upper: average F1 and dataset size and balance statistics, lower: Pearson’s correlation coefficient for average F1 and size/balance

| Language | mBERT F1 | XLM-R F1 | Total samples (nS) | Harmful ratio (Hr) | log(nS)*Hr |
|----------|----------|----------|--------------------|-------------------|-----------|
| Danish   | 0.48     | 0.51     | 3,289              | 0.13              | 0.45      |
| English  | 0.41     | 0.47     | 12,772             | 0.07              | 0.29      |
| German   | 0.57     | 0.62     | 8,407              | 0.34              | 1.32      |
| Japanese | 0.5      | 0.57     | 6,434              | 0.50              | 1.91      |
| Korean   | 0.42     | 0.44     | 189,995            | 0.47              | 2.50      |
| Polish   | 0.44     | 0.58     | 34,953             | 0.21              | 0.96      |
| Russian  | 0.57     | 0.65     | 14,412             | 0.33              | 1.39      |

Pearson $\rho$ 0.115 0.111
p-value 0.977 0.812

Table 12
Example sentences, predictions and confidence values (XLM-R)

| Text                        | Label                  | Pred (en) | Conf (en) | Pred (da) | Conf (da) | Pred (de) | Conf (de) | Pred (pl) | Conf (pl) | Pred (ru) | Conf (ru) | Pred (ja) | Conf (ja) | Pred (ko) | Conf (ko) |
|-----------------------------|------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| I GUNA PEEEEEEME MY PANTS CUZ OV U go wee then sori |           | 0         | 1         | 0.52      | 0.71      | 0.58      | 0.91      | 1.075     | 0.84      | 0.64      |           |           |           |           |           |
| Are you a nun Ummm Nopee... DONT Thinnk Soo... :) |           | 0         | 1         | 0.83      | 0.75      | 0.83      | 0.94      | 1.062     | 0.83      | 0.76      |           |           |           |           |           |
| brittany is from MAYODAN abbie aint from ellisboro either. dumbass... and the last 2 aintchur girls they dont evn lik u. I was naming people who live out in that area ha yeahh okayy. I really dont care what some bitch thinks about me (: | | 1         | 0         | 0.55      | 1         | 0.70      | 1         | 0.69      | 0.92      | 1.077     | 1.067     | 0         | 0.51      |           |           |
| what do you think about men who like to be dominated and ridiculed in bed? LMAO suckers! ! |           | 1         | 0         | 0.93      | 1         | 0.57      | 1         | 0.65      | 1         | 0.69      | 1         | 0.79      | 1         | 0.76      | 0         | 0.89      |
| —fuck me— hah... nah stranger;) |           | 1         | 1         | 0.64      | 1         | 0.63      | 0         | 0.81      | 0         | 0.95      | 1         | 0.57      | 0         | 0.77      | 0         | 0.83      |
| you can suck the dick bitch dont try me little girl dany shut the fuck upppp BITCH... r | | 1         | 1         | 0.87      | 1         | 0.70      | 1         | 0.76      | 1         | 0.82      | 1         | 0.79      | 1         | 0.85      | 1         | 0.81      |
| i love how the people who talk shit are all anonymous. theyre scared of youu (r lolll. loll i fukin noee ryeee;) |           | 0         | 0         | 0.50      | 1         | 0.69      | 0         | 0.53      | 0         | 0.91      | 1         | 0.74      | 0         | 0.57      | 1         | 0.53      |
| Shouldnt the opposite of shut up be shut down? i guess so. ha |           | 0         | 0         | 0.94      | 0         | 0.88      | 0         | 0.83      | 0         | 0.95      | 0         | 0.76      | 0         | 0.81      | 0         | 0.78      |

the attentions put on each tokens to be able to produce a working theory of why the model makes such decisions. Similar thing applies to the fourth sentence, although the label and the prediction are the opposite. The sixth and eight examples were correctly classified with high confidence and they clearly represent their assigned labels.

Looking at the predictions and confidences of the models fine-tuned in other languages than English, the situation is quite different. It looks like the other models performed better on these texts than the English model. For example, the Danish, German and Japanese models classified seven out of these eight texts correctly. Also, the confidences seem
Table 13
Target languages, best sources and their similarity ranks for eLinguistics and WALS metrics

| Target      | Best source | eLinguistics | WALS |
|-------------|-------------|--------------|------|
| Danish      | German      | 2            | 1    |
| English     | Danish      | 1            | 1    |
| German      | Russian     | 3            | 3    |
| Japanese    | Russian     | 4            | 4    |
| Korean      | Russian     | 2            | 3    |
| Polish      | Russian     | 1            | 1    |
| Russian     | Polish      | 1            | 1    |

to vary a lot, with both close and distant languages. In the future, we plan to take a deeper look into the cross-lingual classification results and investigate, what could be the possible causes for the model’s behaviour.

6.3. Analysis of Linguistic Similarity Metrics

The correlation of EzGlot’s similarity metric was higher than those of eLinguistics’ or WALS’ as can be noted from Tables 7 and 8. Being based on lexical similarity, it would suggest that the used multilingual models heavily rely on lexical information. However, when considering only the zero-shot classification results (Tables 9 and 10), EzGlot’s similarity metric changed to showing no correlation with the transfer performance at all. This shows that they do not rely only on lexical features and that other linguistic features need to be considered when choosing the source language for cross-lingual transfer.

To our surprise, the correlation of eLinguistics’ metric was higher than the correlation of the multidomain metric we quantified from WALS despite of being calculated only by comparing a predetermined set of phonetic consonants. Possibly, our choice of including only the features common among all of the proposed languages could have caused too many irrelevant features to be included. This might have resulted in bias in the metric calculation. In the future, we will aim for a better quantification of the WALS database in order to develop an even more effective and comprehensive similarity metric, also by incorporating the other two metrics.

However, even though having the highest correlation, the eLinguistics metric has its weaknesses due to being based on only one aspect of language. Looking at Table 2 one can see that eLinguistics shows Japanese being very distant from Korean, being at the same level as Polish and Russian, which is in fact not true due to similarities in vocabulary and grammar between Japanese and Korean. The WALS metric on the other hand is obviously more robust to errors like this as can be seen from Table 4. This is most likely thanks to it being based on multiple linguistic features instead of only one as is the case with eLinguistics metric. Table 13 shows that on average the metrics look equally good if they were used for transfer language selection. Only difference being that when using WALS, the best transfer option was chosen more often.

The fact that the similarity metrics of eLinguistics and WALS correlated with transfer language efficacy means that they can be used for the selection process. So, instead of making a decision based on intuition or simply choosing any language from the same language family, one can check the similarity of the target language with high-resource languages that have proper data available and make a more informed and effective decision, at least for offensive language identification. This allows for more efficient model development.

6.4. Ethical Considerations

Being able to choose an optimal transfer language can greatly aid in the task of detecting harmful language like hate speech and cyberbullying, especially when dealing with low-resource languages. The fact that there are thousands of languages used every day in online communication and social media, of which only a small fraction have proper data to train the detection models on, shows the amount of potential this method has. This will make it possible to detect offensive content as early and effectively as possible to prevent its serious consequences and control its spread. The method ultimately aids in reducing the damages abusive and harmful content causes to the society. Also, it can reduce the human effort required to keep offensive content like cyberbullying and hate speech at bay, release the society’s resources for development in other fields and ease the burden on those who have to deal with this serious problem in any way.
To take a look at the ethicality of the used transformer models, we need to inspect the data used for their pretraining. The corpora used for pretraining are from Wikipedia (mBERT) and CommonCrawl (XLM-R) [27]. These differ greatly in domain as Wikipedia consists only of well structured documents written in formal language, whereas CommonCrawl, being basically a snapshot of the Web, might contain almost anything from structured text (Wikipedia) to more natural texts like blogs. This means that while Wikipedia is already mostly internally detoxified due to its ethical guidelines and moderation, the CommonCrawl data most likely contains also unethical matter not only because of the inclusion of more natural texts like blogs or product reviews, but also as the result of media bias induced by the addition of news data. Paradoxically, the fact that XLM-R is also pretrained on possibly toxic content could be a contributing factor to its higher performance in the cyberbullying detection task. In order to investigate the effect of including possibly unethical material in model pretraining, we calculated the correlation between the proportion of possibly unethical text (non-Wikipedia) in the corpus and our classifier performance.

As the exact amounts of Wikipedia data used in the pretraining were not available, we ranked the proposed languages based on the approximate proportions [27] of unethical text and calculated Spearman’s rank correlation coefficient between the approximate proportions and the classifier scores. This resulted in Spearman $\rho = 0.036$, meaning that we could not find a correlation between using possibly unethical data in pretraining and the performance of a fine-tuned model. However, due to the limited scope of this research, further study is required to investigate the effect of including unethical text in the pretraining process.

In addition to containing texts from different domains, the corpora also holds different amount of data for different languages. This could cause initial bias in the language coverage, which could also have an impact on the performance. Looking at the amount of data used from our proposed languages, the pretraining corpora sizes with XLM-R vary from 300GB (English) to 45GB (Polish). In order to determine whether the results are biased by the amount of pretraining data, we calculated the correlation between the pretraining corpus size and classifier performance. The results were shown in Table 14.

In the case of our proposed languages, we were not able to notice that the pretraining corpus size influenced the results. However, further research is required to investigate the possible bias in pretrained multilingual models considering the used pretraining corpora sizes for each language.

6.5. Limitations

Naturally, the pretraining data size should have an effect to the classifier’s performance even though we didn’t find any correlation. One of the factors in the overall high performance of the Russian model could be the high pretraining data size. However, the English model performed poorly despite of being pretrained on the largest corpus. Unfortunately it is impossible to account for this unless we pretrain the models ourselves. The point of these experiments was to concentrate on optimizing the usage of existing resources, but we consider pretraining the models with similar corpora for the next steps of the research in order to have a more uniform setup and to reduce the amount of confounding factors.

---

10Here, we used only Spearman’s rank correlation coefficient without Pearson’s correlation coefficient, since, although we were able to deduce the relative approximate proportions, the exact numbers were not mentioned in the literature.
Another factor is the differences between the fine-tuning datasets. The dataset size and the ratio of positive and negative class being one that could bias the results. However, we couldn’t find a correlation between these factors and the classifier performance. Another difference comes with the dataset domains. Cyberbullying, hate speech and toxic language have their innate differences and could impact the transfer performance in a cross-domain case [75]. Unfortunately fixing these issues would require us to collect and annotate all of the datasets ourselves as quality datasets are already scarce when considering many of the used languages. Also, the main goal of the paper was to aid in the creation of offensive language detection models for especially low-resource languages using what is currently available. In the future, when one becomes available, we are planning to repeat the experiments on a fully cross-lingual offensive language dataset created as uniformly as possible apart from language.

6.6. Future Research

In the future, we are planning to re-quantify the WALS database in order to develop an even more effective and comprehensive similarity metric. In the current implementation, many features were cut out due to the data being too sparse. One option here would be to calculate the features separately for each language pair. This would allow us to capture more features per language, but would lead to inconsistencies when comparing languages as a different amount of features would be used. Another solution would be to determine which features have the strongest correlation with the cross-lingual transfer performance and then create the metric based on those features. Also, it would be a great aid if the WALS project received more attention and the feature matrix became more populated.

We are hypothesizing that this method could be useful as a general method also for other Natural Language Processing tasks outside of offensive language identification. This would help the model developer to make a more effective and justifiable decision instead of relying on intuition or simply choosing a language from the same family. We need to confirm the effectiveness of the selection method also for other tasks like sentiment analysis [76, 77], dependency parsing [78, 67, 79], named entity recognition [67, 80] and machine translation [81, 82]. This will be done using more general benchmark datasets [73, 74].

We plan to implement the method in the development of a multilingual cyberbullying detection application. With a proper transfer language selection procedure, we are able to deal with some of the difficulties encountered earlier with low-resource languages. Furthermore, the linguistic features described in WALS could help us find new insights about the features of offensive content in order to further practical research on cyberbullying and hate speech and ways of their mitigation.

7. Conclusions

In this study we studied the selection of transfer languages for automatic hate speech detection. We demonstrated the effectiveness of cross-lingual transfer learning for zero-shot offensive language identification on a target language. This way it is possible to leverage existing data from higher-resource languages in order to improve the performance of languages lacking proper data. We showed that there is a strong correlation between our proposed linguistic similarity metrics and the cross-lingual transfer performance. As the languages get more distant, the transfer performance decreases. This makes it possible to choose an optimal transfer language by comparing the similarity of languages instead of relying on intuition. As shown by our experiments, choosing languages from the same language family is not always the best option. Instead, one should use different linguistic features to compare the languages before selection and base the choice on a linguistic similarity metric instead. Our experiments also showed that lexical information alone is not enough to determine the optimal transfer languages.

We also showed that it is possible to achieve good performance on the target language in a zero-shot cross-lingual transfer setting. This helps in developing better detection systems for offensive language identification, especially when dealing with low-resource languages. This is particularly important because of the severity of the problem and the fact that social media is used in thousands of languages, of which only a small fraction even have proper data to train the detection models on.

Lastly, we developed a novel linguistic similarity metric consisting of various linguistic features by using the WALS database. Our proposed method did not show the strongest correlation with the transfer performance, but it still showed potential as a metric that could be useful for the selection process, especially if given a more refined or inclusive feature set. In the future, we will aim for a better quantification of the WALS database in order to develop an even more effective and comprehensive linguistic similarity metric.
The proposed method for cross-lingual transfer language selection could also be useful as a general method for other Natural Language Processing tasks, not only for harmful online content detection. In the near future, we plan to confirm the effectiveness of the selection method also for other NLP tasks like sentiment analysis and machine translation. This will be done using more general benchmark datasets.
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