Abstract—The cell-free MIMO concept relying on hybrid precoding constitutes an innovative technique capable of dramatically increasing the network capacity of millimeter-wave (mmWave) communication systems. It dispenses with the cell boundary of conventional multi-cell MIMO systems, while drastically reducing the power consumption by limiting the number of radio frequency (RF) chains at the access points (APs). In this paper, we aim for maximizing the weighted sum rate (WSR) of mmWave cell-free MIMO systems by conceiving a low-complexity hybrid precoding algorithm. We formulate the WSR optimization problem subject to the transmit power constraint for each AP and the constant-modulus constraint for the phase shifts of the analog precoders. A block coordinate descent (BCD) algorithm is proposed for iteratively solving the problem. In each iteration, the classic Lagrangian multiplier method and the penalty dual decomposition (PDD) method are combined for obtaining near-optimal hybrid analog/digital precoding matrices. Furthermore, we extend our proposed algorithm for deriving closed-form expressions for the precoders of fully digital cell-free MIMO systems. Moreover, we present the convergency analysis and complexity analysis of our proposed method. Finally, our simulation results demonstrate the superiority of the algorithms proposed for both fully digital and hybrid precoding matrices.

Index Terms—Cell-free MIMO, hybrid precoding, mmWave communication.

I. INTRODUCTION

The next-generation wireless communication systems have an increasing demand for network capacity [1]. The cell-free multi-input multi-output (MIMO) concept constitutes a promising technique [2] of enhancing the capacity of wireless communication systems due to its capability of supporting a large number of handsets, by relying on distributed access points (APs) controlled by a central processing unit (CPU) [3]. The key advantage of the cell-free MIMO architecture is its user-centric (UC) nature, where each user is collaboratively served by all APs without cell boundaries [2], [4], [5]. In fact, typically a number of users form a UC cluster and they are supported by a number of APs. When the user density is high, more APs join the cluster with the objective of load balancing, which leads to amorphous clusters of different sizes. By cancelling the inter-user interference (IUI) using transmit precoding (TPC), cell-free MIMO significantly improves the network capacity of wireless communications [6].

Millimeter-wave (mmWave) solutions have been identified as one of the key techniques for future wireless communication systems as a benefit of their abundant bandwidth [7]–[10]. However, the extremely high path-loss of mmWave signals has to be compensated [11]. Fortunately, thanks to the short wavelength of mmWave carriers, a large number of antennas can be packaged in a compact physical size [12]–[15]. The high spatial gain of a high-dimensional antenna array is able to overcome the severe path-loss [16]–[18]. Due to the sparsity of mmWave channels, hybrid TPC has been proposed for achieving high spatial gain despite using a reduced number of radio frequency (RF) chains, which considerably reduces the power consumption of mmWave systems [19]–[21]. Therefore, the combination of hybrid TPC and cell-free MIMO has both a high network capacity and a high energy efficiency [22], [23].

A. Literature review

Some TPC techniques designed for cell-free MIMO networks have been reported in [2], [3], [24]–[28]. Ngo et al. [2] propose to use a maximum ratio transmission (MRT)-based TPC at the APs in the downlink (DL) and use a matched filter at the users on the uplink (UL) for maximizing the system throughputs. Björnson and Sanguinetti [3] propose to jointly optimize both the AP-user association and the DL of cell-free MIMO by exploiting the recently proposed fractional programming (FP) technique, where only one data stream is considered for each user. Furthermore, some prior treatises consider user scheduling in cell-free MIMO. Interdonato et al. [26] propose a pair of distributed TPC schemes in cell-free MIMO, namely the local partial ZF TPC and the local protective partial ZF TPC, which improve the spectral efficiency with the aid of user grouping. Nguyen et al. [27] propose to jointly optimize both the AP-user association and
the AP selection for striking a trade-off between a network’s spectral efficiency and energy efficiency for cell-free MIMO. Wang et al. \[28\] consider both a ZF and a regularized ZF (RZF) TPC and advocate a novel genetic algorithm based user scheduling strategy (GAS) for alleviating the uplink-to-downlink interference in cell-free MIMO. Moreover, since numerous APs are deployed in cell-free networks, the energy-efficient hybrid precoding structures have substantial benefits in cell-free MIMO \[22\], \[23\], especially when sparse mmWave channels are considered.

Hybrid TPCs have been widely studied both in single-cell and multi-cell networks. El-Ayach et al. \[29\] propose to design a hybrid TPC by using the popular orthogonal matching pursuit (OMP)-based method. Alkhateeb and Heath \[30\] conceive an efficient hybrid analog/digital codebook and propose a codebook-based method for hybrid TPC designs in wideband mmWave systems. Sohrabi and Yu \[31\], \[32\] conceive an iterative TPC design method for finite resolution of phase shifters, which achieves near-optimal spectral efficiency both in single-user and multi-user MIMO systems. Furthermore, some low-complexity analog TPCs have also been proposed. Yu et al. \[33\] design a switch-based network for dynamically changing the connection between the phase shifters, RF chains and antennas. Gao et al. \[20\] propose a pioneering sub-array-connected phase-shifter architecture and propose a successive interference cancelation (SIC)-based hybrid TPC method attaining a near-optimal spectral efficiency performance at a low complexity. Chen et al. \[34\] conceive a randomized two-timescale hybrid TPC scheme for the DL of multicell massive MIMO systems. Passive TPC structures have also been proposed by researchers. Han et al. \[35\] employ the so-called Butler matrices for enhancing discrete fourier transform (DFT)-based systems. They also propose a corresponding two-step hybrid TPC method for achieving near-optimal performance at a significantly reduced computational complexity. Applying hybrid TPC structures in cell-free MIMO is a promising but challenging field. The UC property of cell-free MIMO, the power constraints imposed on each AP and the constant-modulus constraint of analog TPC design must be jointly considered. This motivates us to fill in this knowledge-gap.

There are very few contributions investigating hybrid TPC techniques in cell-free MIMO. Femenias et al. \[36\] propose to maximize the achievable max-min per-user rate in cell-free MIMO relying on hybrid TPC structures. Nguyen et al. \[22\] propose both centralized and semi-centralized hybrid TPC algorithms for maximizing the achievable data rate in the UL of cell-free MIMO. However, the derivation of hybrid TPC matrices in the UL of cell-free MIMO cannot be directly applied in the DL. Alonzo et al. \[23\] propose to decompose the fully digital TPCs into hybrid ones by using a subspace decomposition algorithm for the DL of cell-free MIMO. Nevertheless, this subspace decomposition inevitably causes some sum rate loss. Therefore, as seen from Table I the demand for a general framework of DL hybrid TPC with near-optimal sum rate performance in cell-free MIMO attracts our attention.

B. Contribution

Against this background, the main contributions of this paper are summarized as follows:

1) We propose to maximize the weighted sum rate (WSR) of the mmWave cell-free MIMO DL relying on hybrid TPC structures, where multiple APs, multiple users and multiple data streams per user are considered. We stipulate a pair of constraints for our optimization problem, namely the transmit power constraint of each AP and the constant-modulus constraint imposed on each element of the analog TPC matrices. Both the objective function (OF) and the constant-modulus constraint are non-convex, which make the problem formulated difficult to solve. To deal with this issue, we first reformulate the OF into an equivalent form by exploiting the WMMSE criterion based upon the UC property of cell-free MIMO. Furthermore, we introduce auxiliary TPC matrices and propose a low-complexity block coordinate descent (BCD) algorithm for iteratively designing near-optimal hybrid TPC matrices.

2) In each iteration of the proposed BCD algorithm, we exploit the classic Lagrangian multiplier method combined with the penalty dual decomposition (PDD) method for designing the hybrid analog/digital TPC matrices of the cell-free MIMO DL. Specifically, we first derive the optimal closed-form Lagrangian multiplier-based solutions for finding the auxiliary TPC matrices through sophisticated matrix manipulations and transformations. Subsequently, we optimize the penalty items by adopting the classic least square (LS) method, which minimizes the Euclidian distance between the auxiliary TPC matrices and the hybrid analog/digital TPC matrices.

3) We further extend our proposed BCD algorithm to the fully digital cell-free MIMO DL. In contrast to the hybrid TPC scenario, there is no penalty item in the fully digital TPC design, which leads to the difficulties of low-rank matrix inversion for obtaining the optimal Lagrangian multipliers. Therefore, we circumvent this problem by

---

**TABLE I**

| Hybrid Precoding         | 22 | 23 | 24 | 25 | 26 | Proposed |
|--------------------------|----|----|----|----|----|----------|
| Uplink                   | ✓  | ✓  | ✓  | ✓  | ✓  | ✓        |
| Downlink                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓        |
| Multiple antennas at each user | ✓  | ✓  | ✓  | ✓  | ✓  | ✓        |
| Multiple data streams for each user | ✓  | ✓  | ✓  | ✓  | ✓  | ✓        |

---
II. System Model and Channel Model of Cell-Free MIMO Relying on Hybrid Precoding Structures

In this section, we introduce the narrow-band mmWave cell-free MIMO DL model, where hybrid TPCs are used at the APs.

A. System Model of Cell-Free MIMO Relying on Hybrid Precoding Structures

As shown in Fig. 1 there are $B$ multiple-antenna APs relying on hybrid TPCs for supporting $U$ multiple-antenna users in the cell-free MIMO network. Each AP is equipped with $N_t$ transmit antennas (TAs) and $N_{RF}$ RF chains, $N_{RF} \leq N_t$, as shown in Fig. 2. At each user, fully digital structures are adopted, where $N_r$ receive antennas (RAs) are employed for receiving $N_s$ data streams, $N_s \leq N_r$. We assume that $UN_s \leq BN_{RF}$ in our cell-free MIMO. For simplicity, we define $\mathcal{N}_t = \{1, 2, \ldots, N_t\}, \mathcal{N}_r = \{1, 2, \ldots, N_r\}, \mathcal{N}_{RF} = \{1, 2, \ldots, N_{RF}\}, \mathcal{N}_s = \{1, 2, \ldots, N_s\}, \mathcal{U} = \{1, 2, \ldots, U\}, B = \{1, 2, \ldots, B\}$.

We assume that all APs serve all users. Thus, all APs synchronously transmit data symbol $s_n^{U}$, where $s_n \in \mathbb{C}^{N_s \times 1}$ is the data symbols intended for the $u$-th user. The transmitted data symbols are assumed to have normalized power, i.e., $\mathbb{E}\{s_n s_n^\dagger\} = \mathbf{I}_{N_s}, \forall \ u \in \mathcal{U}$. The data symbols $s_n$ transmitted from the $b$-th AP are first digitally precoded by $\mathbf{F}_{BB,b,u} \in \mathbb{C}^{N_{RF} \times N_r}$. Then the analog TPC $\mathbf{F}_{RF,b} \in \mathbb{C}^{N_s \times N_{RF}}$ relying on phase shifters is applied. Therefore, the signals $x_b \in \mathbb{C}^{N_s \times 1}$ after hybrid precoding at the $b$-th AP are expressed by

$$x_b = \mathbf{F}_{RF,b} \sum_{u=1}^{U} \mathbf{F}_{BB,b,u} s_u.$$  (1)

We define the mmWave channel between the $b$-th AP and the $u$-th user as $\mathbf{H}_{b,u} \in \mathbb{C}^{N_s \times N_r}$. It is assumed that the CSI is perfectly known at all APs [37–39], noting that both the accurate channel estimation and the robust TPC design relying on partial CSI constitute rather different problems in cell-free MIMO systems [40–42]. Given the strict length-limitation, these have to be set aside for future research. Then the signals $\mathbf{y}_u \in \mathbb{C}^{N_r \times 1}$ received at the $u$-th user are expressed by

$$\mathbf{y}_u = \sum_{b=1}^{B} \mathbf{H}_{b,u} x_b = \sum_{b=1}^{B} \sum_{\ell=1}^{U} \mathbf{H}_{b,u} \mathbf{F}_{RF,b} \mathbf{F}_{BB,b,u} s_u + \sum_{b=1}^{B} \sum_{j=1, j \neq u}^{U} \mathbf{H}_{b,u} \mathbf{F}_{RF,b} \mathbf{F}_{BB,b,j} s_j + \mathbf{n}_u,$$  (2)

where the first item represents the desired signal of the $u$-th user, the second item stands for the IUI, and $\mathbf{n}_u \sim \mathcal{C}\mathcal{N}(0, \sigma^2 \mathbf{I}_{N_r}) \in \mathbb{C}^{N_r \times 1}$ is the additive white Gaussian noise (AWGN). We further reformulate (2) as

$$\mathbf{y}_u = \mathbf{H}_u \mathbf{F}_{HB,u} s_u + \sum_{j=1, j \neq u}^{U} \mathbf{H}_u \mathbf{F}_{HB,j} s_j + \mathbf{n}_u,$$  (3)
where \( \mathbf{H}_u = [\mathbf{H}_{1,u}, \mathbf{H}_{2,u}, \ldots, \mathbf{H}_{B,u}] \in \mathbb{C}^{N_s \times BN_t} \), 
\( \mathbf{F}_{\text{BB},u} = [\mathbf{F}_{\text{BB},1,u}^H, \mathbf{F}_{\text{BB},2,u}^H, \ldots, \mathbf{F}_{\text{BB},B,u}^H]^H \in \mathbb{C}^{BN_r \times N_s} \), 
and \( \mathbf{F}_{\text{BB},b,u} = \mathbf{F}_{\text{RF},b} \mathbf{F}_{\text{BB},b,u} \in \mathbb{C}^{N_t \times N_s} \),

B. Narrow-band MmWave Channel Model

In this paper, we adopt the popular physical multi-path mmWave channel model, where uniform planar arrays (UPAs) of antennas are employed both at APs and users [29], [32], [43]. Therefore, we can express the channel \( \mathbf{H}_{b,u} \) between the \( b \)-th AP and the \( u \)-th user by

\[
\mathbf{H}_{b,u} = \left[ \begin{array}{c}
\mathbf{H}_{1,b,u} \\
\vdots \\
\mathbf{H}_{N_t,b,u}
\end{array} \right] \in \mathbb{C}^{N_t \times N_s},
\]

where \( L \) denotes the number of paths, \( \alpha_{\ell,b,u} \sim \mathcal{CN}(0,1) \) is the complex gain of the \( \ell \)-th path between the \( b \)-th AP and the \( u \)-th user. The vectors \( \mathbf{a}_\ell(\phi_{\ell,b,u}^r, \theta_{\ell,b,u}^r) \in \mathbb{C}^{N_t \times 1} \) and \( \mathbf{a}_\ell(\phi_{\ell,b,u}^t, \theta_{\ell,b,u}^t) \in \mathbb{C}^{N_r \times 1} \) represent the antenna array responses at the \( b \)-th AP and the \( u \)-th user, which can be expressed as

\[
\mathbf{a}_\ell(\phi_{\ell,b,u}^r, \theta_{\ell,b,u}^r) = \frac{1}{\sqrt{N_t}} \left[ e^{j \frac{2\pi}{\lambda} d \sin \phi_{\ell,b,u}^r \sin \phi_{\ell,b,u}^r + n \cos \theta_{\ell,b,u}^r}, \\
\vdots \\
\frac{2\pi}{\lambda} d \sin \phi_{\ell,b,u}^r \sin \phi_{\ell,b,u}^r + (H-1) \cos \theta_{\ell,b,u}^r \right]^T,
\]

where \( \phi_{\ell,b,u}^r \) and \( \theta_{\ell,b,u}^r \) denote the azimuth and elevation angle-of-departure (AoD) from the \( b \)-th AP to the \( u \)-th user, \( \lambda \) represents the wavelength, and \( d \) is the antenna spacing. Furthermore, \( m \in \{0, 1, \cdots, W-1\} \) and \( n \in \{0, 1, \cdots, H-1\} \) with \( W \) and \( H \) denoting the number of antennas in horizontal and vertical directions. Similarly, \( \mathbf{a}_\ell(\phi_{\ell,b,u}^t, \theta_{\ell,b,u}^t) \) can be expressed in the same form as (5) by replacing \( \phi_{\ell,b,u}^r \) and \( \theta_{\ell,b,u}^r \) with the azimuth and elevation angle-of-arrival (AoA) \( \phi_{\ell,b,u}^t \) and \( \theta_{\ell,b,u}^t \).

C. Problem Formulation

Again, we aim for maximizing the WSR of the mmWave cell-free MIMO DL by designing the hybrid TPC matrices of all \( B \) APs. We first present the achievable WSR expression of

\[
R = \sum_{u=1}^{U} \omega_u \log \left| \mathbf{I}_{N_s} + \mathbf{J}_u^{-1} \mathbf{H}_{u}^H \mathbf{F}_{\text{BB},u} \mathbf{F}_{\text{BB},u}^H \mathbf{H}_u^H \right|,
\]

where \( \omega_u \) is the weighting coefficient of the \( u \)-th user. The WSR maximization problem of the mmWave cell-free MIMO DL relying on hybrid TPC

is formulated as

\[
\begin{align}
\max_{\mathbf{F}_{\text{RF}}, \mathbf{F}_{\text{BB}}} & \quad R \\
\text{s.t.} & \quad \sum_{u=1}^{U} \mathbf{H}_{u}^H \mathbf{F}_{\text{BB},u} \mathbf{F}_{\text{RF},b} \mathbf{F}_{\text{BB},u}^H \mathbf{H}_u^H \leq P_{b,\text{max}}, \quad \forall b \in B, \\
& \quad |\mathbf{F}_{\text{RF},b}(i,j)| = 1, \forall i \in N_t, \forall j \in N_{\text{RF}}, \forall b \in B,
\end{align}
\]

where \( \mathcal{F}_{\text{RF}} = \{ \mathbf{F}_{\text{RF},b} \forall b \in B \} \), \( \mathcal{F}_{\text{BB}} = \{ \mathbf{F}_{\text{BB},b,u} \forall b \in B, \forall u \in U \} \). The constraint of (7b) ensures that the transmit power at the \( b \)-th AP is lower than the maximum power \( P_{b,\text{max}} \). The constraint of (7c) is due to the constant-modulus constraint of phase shifters used in the analog TPCs. We observe that both of the OF (7b) and the constraint (7c) are non-convex. Hence it is challenging to solve the problem (7) directly.

III. PROPOSED HYBRID PRECODING ALGORITHM FOR MMWAVE CELL-FREE MIMO

In this section, we propose a low complexity method for solving the problem (7). Firstly, we transform the problem into an equivalent form by exploiting the equivalence between the sum rate and the WMMSE [41]–[47]. Then we propose a BCD algorithm for solving the problem in an alternating optimization manner. The analog and digital TPCs are alternately optimized by applying the Lagrangian multiplier method combined with the PDD method, which is inspired by [48]–[50].

A. Problem Transformation

On basis of the UC nature of the cell-free MIMO DL, the problem (7) can be equivalently transformed into a WMMSE problem by introducing a set of linear combiners \( \mathcal{G} = \{ \mathbf{G}_u \in \mathbb{C}^{N_s \times N_t} \forall u \in U \} \) and a set of arbitrary positive definite weighting matrices \( W = \{ \mathbf{W}_u \in \mathbb{C}^{N_s \times N_t} \forall u \in U \} \).

Specifically, the signals \( \mathbf{s}_u \in \mathbb{C}^{N_s \times 1} \) estimated by the \( u \)-th user are acquired with the aid of \( \mathbf{G}_u \) as

\[
\hat{\mathbf{s}}_u = \mathbf{G}_u^H \mathbf{y}_u.
\]

Then, we are ready to derive the MSE covariance matrix for the \( u \)-th user as

\[
\mathbf{E}_u = \mathbb{E} \left[ (\mathbf{s}_u - \mathbf{s}_u)(\mathbf{s}_u - \mathbf{s}_u)^H \right] = \left( \mathbf{G}_u^H \mathbf{H}_{u}^H \mathbf{F}_{\text{BB},u} - \mathbf{I}_{N_s} \right) \left( \mathbf{G}_u^H \mathbf{H}_{u}^H \mathbf{F}_{\text{BB},u} - \mathbf{I}_{N_s} \right)^H + \mathbf{G}_u^H \mathbf{J}_u \mathbf{G}_u.
\]

The problem (7) can be equivalently transformed into the WMMSE problem, as detailed in [44]–[47].
However, the problem (10) is still challenging to solve due to the non-convex constraint of (7). To deal with this problem, we introduce a set of auxiliary TPC matrices \( F = \{ F_u \in \mathbb{C}^{BN \times N_r} \mid \forall u \in U \} \) as the approximate solution of \( \{ F_{HB,u} \mid \forall u \in U \} \). Then, relying on the PDD method, we introduce a set of penalty parameters \( \{ \rho_b \mid \forall b \in B \} \) and the corresponding penalty terms \( \frac{1}{2\rho_b} \| F_{b,u} - F_{HB,b,u} \|_F^2 \), where \( F_{b,u} = F_{u[(b-1)N_r+1:bN_r]} \) denotes the submatrix of \( F_u \). By neglecting the constant term \( \text{Tr} (I_{N_r}) \), the problem (10) is transformed into

\[
\begin{align*}
\max_{W, G} & \quad \sum_{u=1}^{U} \omega_u \left[ \log |W_u| - \text{Tr} \left( W_u \tilde{E}_u \right) \right] \\
- & \quad B \sum_{b=1}^{B} \sum_{u=1}^{U} \frac{1}{2\rho_b} \| F_{b,u} - F_{HB,b,u} \|_F^2, \quad (11a) \\
\text{s.t.} & \quad \sum_{u=1}^{U} \text{Tr} \left( F_{b,u} F_{b,u}^\dagger \right) \leq P_{b,\text{max}}, \forall b \in B, \quad (11b)
\end{align*}
\]

where we have

\[
\tilde{E}_u = (G_u^H H_u F_u - I_{N_r}) (G_u^H H_u F_u - I_{N_r})^H + \sum_{j=1, j \neq u}^{U} G_j^H H_j F_j F_j^H H_j^H G_u + \sigma^2 G_u^H G_u. \quad (12)
\]

We observe that the problem (11) is more tractable because the objective function in (11a) is a concave function with respect to \( W, G \), and \( F \), provided that the other matrices are fixed. Hence the problem (11) is a convex optimization problem. Moreover, the hybrid analog/digital TPC matrices \( F_{RF} \) and \( F_{BB} \) are only related to the penalty terms in (11b). Therefore, we can derive the closed-form solution of \( W, G, F \) by exploiting the BCD algorithm. Briefly, the key idea of the BCD algorithm is to iteratively obtain one set of variables while keeping the others fixed.

### B. Optimization of \( G \) and \( W \)

The closed-form solutions of \( G \) and \( W \) can be acquired by using the partial derivative method. Specifically, after substituting (12) into (10), we derive the partial derivative of (10a) with respect to \( G_u \) and set it to zero. Then the optimal solution of \( G_u \) for the \( u \)-th user is given by

\[
G_u^* = \left( \sum_{j=1}^{U} H_j G_j F_j F_j^H + \sigma^2 I_{N_r} \right)^{-1} H_u F_u. \quad (13)
\]

Similarly, we can derive the optimal solution of \( W_u \) for the \( u \)-th user as

\[
W_u^* = \tilde{E}_u^{-1}. \quad (14)
\]

### C. Optimization of Approximate Hybrid Precoding Matrices \( F \)

Given both the linear combining matrices \( G \), as well as the weighting matrices \( W \), and the analog TPC matrices \( F_{RF} \) and the digital TPC matrices \( F_{BB} \), the subproblem with respect to \( F \) is expressed as

\[
\begin{align*}
\min_{F} & \quad \sum_{u=1}^{U} \nu_u \left[ \text{Tr} \left( W_u \tilde{E}_u \right) \right] \\
+ & \quad \sum_{b=1}^{B} \sum_{u=1}^{U} \frac{1}{2\rho_b} \| F_{b,u} - F_{HB,b,u} \|_F^2, \quad (15a) \\
\text{s.t.} & \quad \sum_{u=1}^{U} \text{Tr} \left( F_{b,u} F_{b,u}^\dagger \right) \leq P_{b,\text{max}}, \forall b \in B, \quad (15b)
\end{align*}
\]

which is transformed from the problem (11) by neglecting the variables irrelevant to \( F \). We can derive the closed-form solutions of the problem (15) by applying the Lagrangian multiplier method. Firstly, we transform the problem (15) into an unconstrained form by introducing a set of Lagrangian multipliers \( \{ \lambda_b \geq 0 \mid \forall b \in B \} \) as

\[
\begin{align*}
\min_{\{ \lambda_b \mid \forall b \in B \}, F} & \quad \sum_{u=1}^{U} \omega_u \left[ \text{Tr} \left( W_u \tilde{E}_u \right) \right] \\
+ & \quad \sum_{b=1}^{B} \sum_{u=1}^{U} \frac{1}{2\rho_b} \| F_{b,u} - F_{HB,b,u} \|_F^2, \quad (16a) \\
+ & \quad \sum_{b=1}^{B} \lambda_b \left( \sum_{u=1}^{U} \text{Tr} \left( F_{b,u} F_{b,u}^\dagger \right) - P_{b,\text{max}} \right). \quad (16b)
\end{align*}
\]

By substituting (12) into (16), we further transform the problem (16) as follows

\[
\begin{align*}
\min_{\{ \lambda_b \mid \forall b \in B \}, F} & \quad \sum_{u=1}^{U} \omega_u \left[ \text{Tr} \left( F_u^H A_u F_u \right) \right] \\
- & \quad \sum_{u=1}^{U} \omega_u \left[ \text{Tr} \left( F_u^H H_u F_u \right) \right] \\
- & \quad \sum_{u=1}^{U} \omega_u \left[ \text{Tr} \left( W_u G_u H_u F_u \right) \right] \\
+ & \quad \sum_{b=1}^{B} \sum_{u=1}^{U} \frac{1}{2\rho_b} \| F_{b,u} - F_{HB,b,u} \|_F^2, \quad (17a) \\
+ & \quad \sum_{b=1}^{B} \lambda_b \left( \sum_{u=1}^{U} \text{Tr} \left( F_{b,u} F_{b,u}^\dagger \right) - P_{b,\text{max}} \right). \quad (17b)
\end{align*}
\]

where \( A_u = H_u^H G_u W_u G_u H_u \in \mathbb{C}^{BN \times BN} \). The derivation of the closed-form \( F_u \) and \( \{ \lambda_b \}_{b=1}^{B} \) is more elaborate in our mmWave cell-free MIMO scenario, since the last two items of (17) are functions of \( F_{b,u} \), which are the submatrices of \( F_u \). These two items are introduced for satisfying the transmit power constraints of each AP and the constant-modulus constrains of phase shifters. These two constraints of our mmWave cell-free MIMO DL relying on hybrid TPC structures differentiate our problem formulation from that of the existing literatures. For solving this challenging problem, we have the following proposition.

**Proposition 1**: We propose to iteratively update \( \{ F_{b,u} \mid \forall b, \forall u \in U \} \) in each iteration of the BCD algorithm. Hence we recast problem (17) first.
Specifically, we define \( A_{\omega} = \hat{A}_{\omega} \left( \hat{A}_{\omega}^H \right)^H \) and 
\( \tilde{A}_{b,u} = \hat{A}_{b,u} \sum_{i=1, i \neq b}^B \hat{A}_{b,i}^H F_{b,i} \in \mathbb{C}^{N_x \times N_z} \), \( \{ \hat{A}_{b,u} \in \mathbb{C}^{N_x \times N_z} \} \) are a set of variables introduced for constructing \( A_{\omega} = [ \hat{A}_{1,u}, \hat{A}_{2,u}, \cdots, \hat{A}_{B,u} ]^H \). We also introduce \( \{ C_{b,u} \in \mathbb{C}^{N_x \times N_z} \} \) for constructing \( C_{b} = \omega_b H_{b}^H G_u W_u = [ C_{1,u}^H, C_{2,u}^H, \cdots, C_{B,u}^H ]^H \). Then the problem (17) can be characterized as

\[
\min_{\{ F_{b,u} \mid \forall b \in B, \forall u \in U \}} \sum_{b,u} \left[ \text{Tr} \left( F_{b,u}^H \left( Q_{b,u} + \frac{1}{2\rho_b} I_{N_t} + \lambda_b I_{N_t} \right) F_{b,u} \right) \right] + \sum_{i=1, i \neq b}^B \sum_{u=1}^U \left[ \text{Tr} \left( F_{i,u}^H \left( \lambda_b I_{N_t} \right) F_{i,u} \right) \right] - \sum_{b,u} \left[ \text{Tr} \left( M_{b,u} + \frac{1}{2\rho_b} F_{b,u} \right) \right] H^H \left( C_{b} \right) \left( C_{b}^H \right)^H \right] - \sum_{i=1, i \neq b}^B \sum_{u=1}^U \left[ \text{Tr} \left( F_{i,u}^H \left( C_{i,u} + \frac{1}{2\rho_b} F_{b,u} \right) \right) \right] \right].
\]

(18)

where we have \( Q_{b,u} = \omega_b \hat{A}_{b,u} \hat{A}_{b,u}^H \) and \( M_{b,u} = C_{b,u} - \omega_b \hat{A}_{b,u} \).

**Proof:** Please see Appendix A.

Then the optimal \( \{ F_{b,u} \mid \forall b \in B, \forall u \in U \} \) can be determined by deriving the partial derivative of (18) with respect to \( F_{b,u} \) and setting it to zero. Since \( F_{b,u} \) is a function of \( \lambda_b \), the optimal \( F_{b,u} (\lambda_b) \) is expressed as

\[
F_{b,u} (\lambda_b) = \left( Q_{b,u} + \frac{1}{2\rho_b} I_{N_t} + \lambda_b I_{N_t} \right)^{-1} \left( M_{b,u} + \frac{1}{2\rho_b} F_{b,u} \right).
\]

(19)

Let us now discuss the derivation of the Lagrangian multipliers \( \{ \lambda_b \mid \forall b \in B \} \). By substituting (19) into the power constraints of (15), we arrive at the following transformation

\[
\text{Tr} \left( \left( F_{b,u}^* (\lambda_b) \right)^H F_{b,u}^* (\lambda_b) \right) = \text{Tr} \left( \left( M_{b,u} + \frac{1}{2\rho_b} F_{b,u} \right) \right)^H \left( \left( U_{b,u} \Sigma_{b,u} U_{b,u}^H + \frac{1}{2\rho_b} I_{N_t} + \lambda_b I_{N_t} \right)^{-1} \left( M_{b,u} + \frac{1}{2\rho_b} F_{b,u} \right) \right)
\]

(20)

where (a) holds by calculating the singular value decomposition (SVD) as \( Q_{b,u} = U_{b,u} \Sigma_{b,u} U_{b,u}^H \), (b) is due to the fact that \( U_{b,u} \) is a unitary matrix, which has the property of \( U_{b,u}^{-1} = U_{b,u}^H \), and (c) holds by defining \( P_{b,u} = U_{b,u}^H M_{b,u} + \frac{1}{2\rho_b} F_{b,u} \). For the \( b \)-th AP, the transmit power is expressed as

\[
\sum_{b,u=1}^U \left[ \text{Tr} \left( \left( F_{b,u}^* (\lambda_b) \right)^H F_{b,u}^* (\lambda_b) \right) \right] = \sum_{b,u=1}^U \left[ \text{Tr} \left( \left( \Sigma_{b,u} + \frac{1}{2\rho_b} \Sigma_{b,u} \right)^{-2} P_{b,u} \right) \right]
\]

(21)

We observe that the transmit power is a monotonically decreasing function with respect to the Lagrangian multiplier \( \lambda_b \). The upper bound on the transmit power of the \( b \)-th AP can be derived by setting \( \lambda_b = 0 \), which can be expressed as

\[
\sum_{b,u=1}^U \left[ \text{Tr} \left( \left( F_{b,u}^* (\lambda_b) \right)^H F_{b,u}^* (\lambda_b) \right) \right] \leq \sum_{b,u=1}^U \sum_{n=1}^{N_t} \frac{P_{b,u} (n,n) + \frac{1}{2\rho_b} \Sigma_{b,u} (n,n) \lambda_b I_{N_t}}{\Sigma_{b,u} (n,n) + \frac{1}{2\rho_b} \lambda_b I_{N_t}^2}.
\]

(22)
For deriving the optimal $\lambda_b$, we discuss the following two cases:

1. **Case 1:** If the upper bound $\sum_{u=1}^{U} \sum_{n=1}^{N_t} P_{b,u}(n,u) \leq P_{b,\max}$, the power constraint (15b) for the $b$-th AP is naturally satisfied. Therefore, we set the optimal $\lambda_b^*$ to 0.

2. **Case 2:** If the upper bound $\sum_{u=1}^{U} \sum_{n=1}^{N_t} P_{b,u}(n,u) > P_{b,\max}$, the bisection search method is executed for determining the optimal $\lambda_b$. Specifically, $\lambda_b^*$ is searched within the range $\lambda_b^* \in (\lambda_{lb}, \lambda_{ub})$, where $\lambda_{lb}$ is initialized as 0 and $\lambda_{ub}$ is initialized as $\sqrt{\sum_{u=1}^{U} \sum_{n=1}^{N_t} P_{b,u}(n,u)} < P_{b,\max}$.

Once $\lambda_b^*$ is obtained, the optimal $F_{b,u}(\lambda_b^*)$ is expressed as

$$F_{b,u}(\lambda_b^*) = \left(Q_{b,u} + \frac{1}{2\rho_b} I_{N_t} + \lambda_b^* I_{N_t}\right)^{-1} \left(M_{b,u} + \frac{1}{2\rho_b} F_{HB,b,u}\right).$$

The procedure for deriving the optimal $F$ is summarized in Algorithm 1.

**Algorithm 1** Lagrangian multiplier method and PDD method for solving the problem (15)

**Input:**
- $W$, $G$, $F_{RF}$, $F_{BB}$, the penalty parameters $\lambda_b = \frac{\gamma}{100} \forall b \in B$, initial $F$, Bisection search accuracy $\epsilon$

**Algorithm design:**
- Calculate $Q_{b,u}$ and $M_{b,u}$, $\forall b \in B, u \in U$ according to Proposition 1.

1. **for** $b = 1 : B$ **do**
   - Calculate the upper bound on transmit power for the $b$-th AP according to (22).
   - if Case 1 is satisfied **then**
     - Set $\lambda_b^* = 0$;
   - **else**
     - Initialize $\lambda_{ub}$ and $\lambda_{lb}$;
     - Calculate $\lambda_b = \frac{\lambda_{ub} + \lambda_{lb}}{2}$.
     - If $P_{b,\max}$, set $\lambda_b = \lambda_b$. Otherwise, set $\lambda_{ub} = \lambda_b$.
   - if $|\lambda_{ub} - \lambda_{lb}| < \epsilon$, set $\lambda_b^* = \lambda_b$ and go to step 12.
     - Otherwise, go back to step 6.
   - **end if**
2. Calculate $F_{b,u}^*(\lambda_b^*)$ according to (23) $\forall u \in U$.
**end for**

13. Calculate $F_u = \left[F_{1,u}^H, F_{2,u}^H, \cdots, F_{B,u}^H\right]^H$.

**D. Designing the Analog and Digital Precoding Matrices $F_{RF}$ and $F_{BB}$**

We observe that only the penalty terms $\sum_{b=1}^{B} \sum_{u=1}^{U} \left|F_{b,u} - F_{HB,b,u}\right|^2_F$ of the OF (11) contain the analog TPC matrices $F_{RF}$ and the digital TPC matrices $F_{BB}$. Moreover, we have obtained the solution of the auxiliary TPC matrices $F$. Therefore, given that the other variables are fixed, we can derive the closed-form solution of $F_{RF}$ and $F_{BB}$.

For deriving $F_{BB}$, we divide the problem (11) into BU subproblems. For the digital TPC matrix of the $u$-th user at the $b$-th AP, the unconstrained subproblem is formulated by

$$\min_{F_{0b,b,u}} \left\|F_{b,u} - F_{RF,b} F_{BB,b,u}\right\|^2_F.$$  

The optimal closed-form solution can be obtained by adopting the well-known least square (LS) method. Hence we have

$$F_{BB,b,u} = F_{RF,b}^d F_{b,u}.$$  

For deriving $F_{RF}$, we formulate the $B$ subproblems, each of which is expressed as

$$\min_{F_{RF,b}} \left\|F_{b} - F_{RF,b} F_{BB,b}\right\|^2_F$$

subject to $\left|F_{RF,b}(i,j)\right| = 1, \forall i \in N_t, \forall j \in N_{RF}$, (26b)

where $F_{b} = \{F_{b,1}, F_{b,2}, \cdots, F_{b,U}\}$ and $F_{BB,b} = \{F_{BB,b,1}, F_{BB,b,2}, \cdots, F_{BB,b,U}\}$. We derive the optimal closed-form update for each subproblem and we update each element of $F_{RF,b}$ relying on the classical LS method as

$$F_{RF,b}(i,j) = e^{j\xi_{i,j}} F_{RF,b}(i,j),$$

where $\xi_{i,j} = \angle \left\{ (F_{RF,b}(i,j) F_{BB,b}(j,:)*)^T (F_{b}(i,:)) \right\}$

with $\angle \{$ denotes the function which extracts the phase, $F_{b} = F_{b} - F_{RF,b} F_{BB,b}$ with $F_{RF,b}$ denoting the submatrix of $F_{RF,b}$ with the $j$-th column removed and $F_{BB,b}$ denoting the submatrix of $F_{BB,b}$ with the $j$-th row removed.

Typically, infinite-resolution phase shifters with fully-connected structure are considered in this paper. Note that the LS method can be readily extended to other sub-connected structures. For instance, the LS method of designing analog TPCs can be easily extended to structures with other type of connections by updating $F_{RF,b}^d(i,j)$ for $\{(i,j) | \forall (i,j) \in D\}$, where $D$ denotes the specific connection set of phase shifters, namely those that are connected to RF chains and antennas. For finite-resolution phase shifters, we can extend the LS method by quantizing $F_{RF,b}^d(i,j) = Q\{e^{j\xi_{i,j}} F_{RF,b}^d(i,j)\}$ during the update of analog TPCs, where $Q$ ($\cdot$) stands for the quantization function.

**E. Overall Algorithm and Convergence Analysis**

In this subsection, we will describe the overall algorithm. Since our proposed method relies on the BCD algorithm, an iterative update procedure is utilized. Specifically, we iteratively calculate $G, W, F, F_{BB}$ and $F_{RF}$ until convergence is realized on basis of the aforementioned derivation. Now we present the initialization of the algorithm. The set $S$ derived...
in the $n$-th iteration is denoted as $S^{(n)}$. Then the initialization of $F^{(0)}$, $F^{(0)}_{BB}$, and $F^{(0)}_{RF}$ is discussed as follows.

$F^{(0)}$: We first calculate the SVD of all channels between the $b$-th AP and the $u$-th user as $H_{b,u} = U_{b,u} \Sigma_{b,u} V_{b,u}^H$. Then $F^{(0)}_u$ of the $u$-th user in $F^{(0)}$ is set to $F^{(0)}_u = \left[ (F^{(0)}_{1,u})_H, (F^{(0)}_{2,u})_H, \cdots, (F^{(0)}_{B,u})_H \right]^H$, where $F^{(0)}_{b,u} = \frac{\sqrt{P_{b,max} \gamma_{b,u}(1:1:N_R)}}{\sqrt{\sum_{u=1}^U \| F^{(0)}_{RF,b} F^{*}_{BB,b,u} \|^2_F} } \gamma_{b,u}(1:1:N_R)$ satisfies the power constraint (15).

$F^{(0)}_{RF}$: each element in $F^{(0)}_{RF,b}$ is set to $e^{j \phi_{b,i,j}}$ with $\phi_{b,i,j}$ denoting random phases chosen from $[-\pi, \pi]$, $\forall i \in N_b, \forall j \in N_R, \forall b \in B$.

$F^{(0)}_{BB}$: recalling (25), the initial $F^{(0)}_{BB,b,u}$ is set to $F^{(0)}_{BB,b,u} = \frac{\sqrt{P_{b,max} F^{(0)}_{RF,b}}}{\sqrt{\sum_{u=1}^U \| F^{(0)}_{RF,b} F^{(0)}_{BB,b,u} \|^2_F} }$, which satisfies the power constraint for each AP.

Note that when the convergence condition is met, $F^{(0)}_{BB}$ may not satisfy the power constraint for each AP. Therefore, we derive the final $F^{(0)}_{BB,b,u}$, $\forall b \in B, u \in U$, as $F^{*}_{BB,b,u} = \frac{\sqrt{P_{b,max} F^{(0)}_{BB,b,u}}}{\sqrt{\sum_{u=1}^U \| F^{(0)}_{RF,b} F^{*}_{BB,b,u} \|^2_F} }$, and the overall procedure is summarized in Algorithm 2, where $\hat{R}$ denotes the OF (11a).

**Algorithm 2** Overall algorithm for hybrid precoding design in cell-free MIMO

**Input:**
- Initial $F^{(0)}_{RF}$, $F^{(0)}_{BB}$, $F^{(0)}$, iteration index $n = 0$, convergence accuracy $\zeta$;

**Algorithm design:**
- while $R^{(n)} < \hat{R}^{(n-1)} < \zeta$ do
  - Update $G^{(n)}$ according to (16) with other variables fixed;
  - Update $W^{(n)}$ according to (17) with other variables fixed;
  - Update $F^{(n)}$ according to Algorithm 1 with other variables fixed;
  - Update $F^{(n)}_{BB}$ according to (25) with other variables fixed;
  - Update $F^{(n)}_{RF}$ according to (27) with other variables fixed;
- end while
- If $\sum_{u=1}^U \| F^{(n)}_{RF,b} F^{*}_{BB,b,u} \|^2_F > P_{b,max}$, calculate $F^{*}_{BB,b,u}$ as $F^{*}_{BB,b,u} = \frac{\sqrt{P_{b,max} F^{*}_{BB,b,u}}}{\sqrt{\sum_{u=1}^U \| F^{(n)}_{RF,b} F^{*}_{BB,b,u} \|^2_F} }$, $\forall u \in U, \forall b \in B$.

Next, we will demonstrate the convergence of our proposed algorithm. According to the characteristics of the BCD algorithm, when we derive one set of variables with the others fixed, the OF (11a) increases or at least maintains its value. Hence, the OF (11b) is a non-decreasing function in our design.

In order to demonstrate the convergence of the proposed method, we still have to prove that the OF (11b) is upper-bounded. We consider an ideal unconstrained cell-free MIMO scenario, where there is no IUI. The TPC matrices of this scenario can be directly obtained by the singular value decomposition (SVD) for each user at each AP. Therefore, (11b) can indeed achieve convergence. The proposed algorithm converges to at least locally optimal solutions of the transformed problem (11).

**F. Complexity Analysis**

During the design of $F$, the dominant complexity contribution is that of calculating the inverse matrix $(Q_{b,u} + \frac{1}{2} \gamma_{b,u} I_{N_R} + \lambda^*_b I_{N_R})^{-1}$, $\forall b \in B, \forall u \in U$, which has the complexity order of $O(N^3)$. The bisection search of $\lambda^*_b$ for the $b$-th AP has to repeat the calculation $T_b = \log_2 \left( \frac{\lambda^*_b}{2\lambda^*_b - \lambda^*_b} \right)$ times. Therefore, the complexity order of optimizing $F$ is $O(BN^3)$, where $T = \sum_{b=1}^B T_b$. For designing $F^{(0)}_{RF}$ and $F^{BB}$, the complexity order is $O[BN(N_{RF}U + N^3_{RF})]$. If the number of iterations required for convergence is $N_{max}$, the total complexity order is given by $O(N_{max} \times \sum_{b=1}^B T_b) + B(N_{RF}U + N^3_{RF})$.

Note that our proposed algorithm can be modified for the cell-free MIMO DL, where fully digital TPC structures are adopted. In the next section, we will design the fully digital TPC matrices by modifying our proposed algorithm.

**IV. MODIFIED ALGORITHM FOR FULLY DIGITAL PRECODING IN CELL-FREE MIMO**

In this section, we consider a scenario where each AP in the cell-free MIMO DL is equipped with fully digital TPC. The fully digital TPC matrices are designed by modifying the algorithm proposed in Section III.

**A. Problem Formulation**

The set of fully digital TPC matrices is defined by $F_{FD}^{(0)} = \{ F_{FD,u} | u \in U \}$ and $F_{FD,u} = [F_{FD,1,u}^H, F_{FD,2,u}^H, \cdots, F_{FD,B,u}^H]^H$. The WSR maximization problem is formulated by

$$\max_{F_{FD}} R_{FD}$$

s.t. $\sum_{u=1}^U \text{Tr} \left( F_{FD,u} F_{FD,u}^H \right) \leq P_{b,max}, \forall b \in B$.

where $R_{FD} = \sum_{u=1}^U \omega_u \log \left( I_{N_R} + J_{FD,u}^{-1} H_{FD,u} F_{FD,u} H_{FD,u}^H + \sigma^2 I_{N_R} \right)$ and $J_{FD,u} = \sum_{j=1}^B \sum_{j \neq u} H_{u,F_{FD,j} F_{FD,j}^H} H_{u}^H + \sigma^2 I_{N_R}$.

**B. Modified Precoding Algorithm**

Similar to the problem transformation from Section III-A to Section III-C, we can obtain the unconstrained problem by exploiting the equivalent WMMSE transformation and BCD algorithm for the fully digital scenario. Specifically, we iteratively update the introduced linear combiners $\{ G_u | u \in U \}$ in $G$, the introduced weighting matrices $\{ W_u | u \in U \}$ in $W$ and the fully digital TPC matrices $\{ F_{FD,u} | u \in U \}$ in $F_{FD}$. During the update, $G_u$ and $W_u$ can be calculated by
exploiting the partial derivative based method, which is similar to (13) and (14) in the hybrid TPC design. Then we propose to design fully digital TPC matrices by exploiting the Lagrangian multiplier method. The transformed unconstrained problem is expressed by

\[
\min_{\{\mu_b|\forall b \in B\}, \mathcal{F}_{FD}} \sum_{u=1}^{U} \omega_u \left[ \text{Tr} \left( \mathbf{F}_{FD,u}^H \mathbf{A}_u \mathbf{F}_{FD,u} \right) \right] - \sum_{u=1}^{U} \omega_u \left[ \text{Tr} \left( \mathbf{F}_{FD,u}^H \mathbf{H}_u^H \mathbf{G}_u \mathbf{W}_u \right) \right] - \sum_{u=1}^{U} \omega_u \left[ \text{Tr} \left( \mathbf{W}_u \mathbf{G}_u^H \mathbf{H}_u \mathbf{F}_{FD,u} \right) \right] + B \sum_{b=1}^{B} \mu_b \left[ \sum_{u=1}^{U} \text{Tr} \left( \mathbf{F}_{FD,b,u}^H \mathbf{F}_{FD,b,u} \right) - P_{b,\text{max}} \right]
\]

(29)

where \(\{\mu_b \geq 0|\forall b \in B\}\) is the set of Lagrangian multipliers introduced. Since no inter-user interference exists in any of the UC cluster, our problem formulation is different from that of the existing literature [43–47]. Similar to Proposition 1, stated for deriving the optimal \(\mathcal{F}_{FD}\), we have the following Proposition 2.

**Proposition 2:** We propose to iteratively update \(\{\mathbf{F}_{FD,b,u}|\forall b \in B, \forall u \in U\}\) in each iteration of the BCD algorithm. The problem (29) can be rewritten as

\[
\min_{\mathcal{F}_{FD,b,u}} \sum_{u=1}^{U} \left[ \text{Tr} \left( \mathbf{F}_{FD,b,u}^H \left( \mathbf{Q}_{b,u} + \mu_b \mathbf{I}_{N_t} \right) \mathbf{F}_{FD,b,u} \right) \right] + \sum_{i=1}^{B} \sum_{b=1}^{B} \left[ \text{Tr} \left( \mu_b \mathbf{F}_{FD,i,u}^H \mathbf{F}_{FD,i,u} \right) \right] - \sum_{u=1}^{U} \left[ \text{Tr} \left( \mathbf{M}_{b,u}^H \mathbf{F}_{b,u} \right) \right] - \sum_{u=1}^{U} \left[ \text{Tr} \left( \mathbf{F}_{b,u}^H \mathbf{M}_{b,u} \right) \right] - \sum_{i=1}^{B} \sum_{b=1}^{B} \left[ \text{Tr} \left( \mathbf{C}_{i,u}^H \mathbf{F}_{i,u} \right) \right] - \sum_{i=1}^{B} \sum_{b=1}^{B} \left[ \text{Tr} \left( \mathbf{F}_{i,u}^H \mathbf{C}_{i,u} \right) \right].
\]

(30)

**Proof:** The proof is similar to that in Appendix A, except that the penalty terms are eliminated.

Based on Proposition 2, the optimal closed-form \(\mathbf{F}_{FD,b,u}^* (\mu_b)\) can be formulated as

\[
\mathbf{F}_{FD,b,u}^* (\mu_b) = \left( \mathbf{Q}_{b,u} + \mu_b \mathbf{I}_{N_t} \right) \dagger \mathbf{M}_{b,u}.
\]

(31)

The determination of the optimal Lagrangian multipliers \(\{\mu_b|\forall b \in B\}\) is different from that of the hybrid TPC scenario due to the fact that \(\mathbf{Q}_{b,u}\) may be a low-rank matrix. For obtaining the optimal Lagrangian multipliers, we have the following Lemma concerning the rank of \(\mathbf{Q}_{b,u}\).

**Lemma 1:** \(\text{rank } (\mathbf{Q}_{b,u}) = N_s\).

**Proof:** Please see Appendix B.

For \(N_s = N_t\), the matrix \(\mathbf{Q}_{b,u}\) is of full rank, thus the derivation for \(\{\mu_b|\forall b \in B\}\) is the same as that of the hybrid TPC design. Considering \(N_c < N_t\), on the basis of Lemma 1, the transmit power is modified according to

\[
\sum_{u=1}^{U} \left( \text{Tr} \left( \left( \mathbf{F}_{FD,b,u}^* (\mu_b) \right)^H \mathbf{F}_{FD,b,u}^* (\mu_b) \right) \right) = \sum_{u=1}^{U} \left( \sum_{n=1}^{N_c} \frac{\mathbf{P}_{FD,b,u} (n,n)}{(\sum_{b,u=1}^{B} (\mathbf{P}_{FD,b,u} (n,n) + \mu_b)^2)} \right)
\]

(32)

In contrast to the hybrid TPC algorithm, the transmit power is not upper bounded by \(\sum_{u=1}^{U} \left( \text{Tr} \left( \left( \mathbf{F}_{FD,b,u} (0) \right)^H \mathbf{F}_{FD,b,u} (0) \right) \right)\). Therefore, we adopt the bisection search for deriving the optimal Lagrangian multipliers \(\{\mu_b|\forall b \in B\}\). According to (32), since the transmit power \(\sum_{u=1}^{U} \left( \text{Tr} \left( \left( \mathbf{F}_{FD,b,u} (\mu_b) \right)^H \mathbf{F}_{FD,b,u} (\mu_b) \right) \right)\) is a monotonically decreasing function for \(\mu_b > 0\), the optimal Lagrangian multiplier \(\mu_b^*\) is sought within the range \(\mu_b^* \in (\mu_{lb}, \mu_{ub})\) through the bisection search. During the search, \(\mu_{lb}\) is initialized to a small positive value and \(\mu_{ub}\) is initialized as \(\sqrt{\sum_{u=1}^{U} \sum_{n=1}^{N_c} \frac{\mathbf{P}_{FD,b,u} (n,n)}{P_{b,\text{max}}}}\), which is due to \(\sum_{u=1}^{U} \sum_{n=1}^{N_c} \frac{\mathbf{P}_{FD,b,u} (n,n)}{(\sum_{b,u=1}^{B} (\mathbf{P}_{FD,b,u} (n,n) + \mu_b)^2)} < \sum_{u=1}^{U} \sum_{n=1}^{N_c} \frac{\mathbf{P}_{FD,b,u} (n,n)}{\mu_b^*}\). Then the optimal fully digital TPC matrix for the \(u\)-th user at the \(b\)-th AP \(\mathbf{F}_{b,u}^* (\mu_b^*)\) is expressed as

\[
\mathbf{F}_{FD,b,u}^* (\mu_b^*) = \left( \mathbf{Q}_{b,u} + \mu_b^* \mathbf{I}_{N_t} \right) \dagger \mathbf{M}_{b,u}.
\]

(33)

According to Section III-E, the convergence of the fully digital TPC design can also be proved. In the next section, we will demonstrate the superiority of our proposed algorithms through simulation results.

V. NUMERICAL RESULTS

In our simulations, unless otherwise stated, there are \(B = 2\) APs and \(U = 4\) users in the cell-free MIMO DL considered. Each AP has \(N_t = 8 \times 8\) TAs and each user has \(N_c = 2 \times 2\) RAs. The number of RF chains at each AP is set to \(N_{RF} = 8\). The number of data streams for each user is set to \(N_s = 2\). The weighting coefficients for the users are set to \(\omega_1 = \cdots = \omega_U = 1\). The maximum transmit power for the APs is \(P_{1,\text{max}} = \cdots = P_{B,\text{max}} = P_{\text{max}} = 30\text{dBm}\). The penalty parameters introduced are set to \(\rho_1 = \cdots = \rho_B = \frac{100}{N_c}\) [50]. The thresholds for Algorithm 1 and Algorithm 2 are set to \(\epsilon = 10^{-6}\) and \(\xi = 10^{-4}\). The narrow-band mmWave channels have \(L = 8\) paths. The azimuth AoA \(\phi_{b,u}^\star\) and AoD \(\phi_{b,u}^\star\) are uniformly distributed in the interval \((-\pi, \pi]\), while the elevation AoA \(\theta_{b,u}^\star\) and AoD \(\theta_{b,u}^\star\) are uniformly distributed in the interval \((-\frac{\pi}{2}, \frac{\pi}{2}]\) [53]. The noise power is set to \(\sigma^2 = 1\).

In Fig. 3 we evaluate the validity of our convergence analysis for both the hybrid and for the fully digital TPC.
design. It is shown that $N_{\text{max}} = 100$ iterations are enough for achieving near-perfect convergence for both the hybrid and for the fully digital TPC. This observation confirms the low complexity of the proposed algorithm.

In Fig. 4, we characterize both the fully digital and the hybrid TPC matrix design in the cell-free MIMO DL vs. the maximum transmit power. Observe in Fig. 4 that the system’s WSR is increased, when the transmit power increases from 10dBm to 40dBm. We also observe that as the number of RF chains is increased, the WSR also increases. When the number of RF chains is $N_{\text{RF}} = 8$, the cell-free MIMO relying on hybrid TPC achieves a WSR very close to that of fully digital TPC, which verifies the benefits of hybrid TPCs in the cell-free MIMO DL. For verifying the superiority of our proposed algorithm, we compare it to the algorithm of [23], where the hybrid TPC matrices are obtained through decomposing the fully digital TPC matrices derived into hybrid ones through subspace decomposition. As shown in Fig. 4, the proposed algorithm outperforms the algorithm of [23] in terms of the WSR performance. Moreover, the algorithm of [23] has higher computational complexity primarily owing to the iterative update of the analog and digital TPC matrices during the hybrid TPC design.

In order to investigate the performance of hybrid TPCs, we increase the number of RF chains from $N_{\text{RF}} = 2$ to $N_{\text{RF}} = 64$. Observe in Fig. 5 that the WSR of hybrid TPCs increases with $N_{\text{RF}}$ and a near-optimal WSR is attained for $N_{\text{RF}} \geq 16$. We also observe that when the number of RF chains in the hybrid TPC is equal to the number of antennas in the fully digital TPC, the WSR of hybrid TPC becomes significantly better when the number of RF chains is limited. This further demonstrates the superiority of employing hybrid TPCs in the cell-free MIMO DL.

In Fig. 6 we investigate the WSR vs. the number of APs
in the cell-free MIMO DL. In addition to the conclusion drawn from the aforementioned simulations, we observe that the WSR increases as the number of APs increases from 2 to 6. This means that a large number of APs deployed in the cell-free MIMO DL has the potential of drastically improving the WSR performance.

Fig. 7 portrays the WSR vs. the number of users. Note that the subspace decomposition algorithm cannot be executed when $UN_s < N_{RF}$, hence we do not compare our proposed algorithm to it in those scenarios. As illustrated in Fig. 7 when the number of users increases from 2 to 8, the WSR increases first and then decreases for $N_{RF} = 8$. This is due to the IUI, which is increased with the number of users, while the number of RF chains is low.

We then portray the WSR vs. the number of TAs in Fig. 8. As the number of TAs increases from $N_t = 4 \times 4 = 16$ to $N_t = 10 \times 10 = 100$, the WSR is nearly doubled. This is because more TAs are able to attain a higher TPC gain and antenna diversity for the cell-free MIMO DL.

As illustrated in Fig. 9 our proposed fully digital TPC shows a better WSR performance compared to its conventional counterparts as the number of APs increases from 2 to 6. For explicitly showing the relationships between our proposed algorithm and its counterparts, we set $N_t = 4 \times 4 = 16$ in this figure. Furthermore, we set the number of data streams for each user to $N_s = 1$, because the problem transformation in [25] using FP is only suitable for such a case. We set $N_r = N_s = 1$, when we compare our proposed algorithm to the traditional ZF algorithm and to the MRT algorithm [26]. We observe that as the number of APs increases, the WSR advantage of the proposed algorithm becomes higher.

We also show the performance comparisons of fully digital TPC vs. the number of users in Fig. 10. We increase $U$ from 2 to 8. It is shown in Fig.10 that the FP [25] method with
$N_r = 4$, $N_s = 1$ outperforms the proposed fully digital TPC design when the number of users exceeds 6.

VI. SUMMARY AND CONCLUSION

A powerful hybrid TPC was conceived for the mmWave cell-free MIMO DL. A WSR maximization problem was formulated subject to a realistic power constraint for each AP and the constant-modulus constraint for the phase shifters of the analog TPCs. Then we transformed it into an equivalent WMMSE problem by exploiting the UC nature of the cell-free MIMO DL. We proposed a low complexity BCD algorithm for iteratively solving the transformed problem. We then also further extended our proposed algorithm to the fully digital cell-free MIMO scenario. Additionally, the convergence and computational complexity analysis of our proposed algorithm were presented. Our simulation results demonstrated the superiority of the proposed algorithms both in hybrid and in fully digital TPCs.

APPENDIX A

PROOF OF PROPOSITION 1

In order to complete the proof, we rewrite the terms in (17) as follows. The expression in the $\text{Tr} (\cdot)$ function of the first term in (17) can be rewritten as

$$F_u^H A_{u^T} F_u = F_u^H A_{u^T} \frac{1}{2} \left( A_{u^T} \right)^H F_u$$

$$= \left[ F_{1,u}^H F_{2,u}^H \ldots F_{B,u}^H \right] \left[ \hat{A}_{1,u} \hat{A}_{2,u} \ldots \hat{A}_{B,u} \right]$$

$$= \left( \sum_{b=1}^{B} F_{b,u}^H \hat{A}_{b,u} \right) \left( \sum_{b=1}^{B} F_{b,u}^H \hat{A}_{b,u} \right)^H$$

$$= F_{b,u}^H \hat{A}_{b,u} \hat{A}_{b,u} \sum_{i=1}^{B} \hat{A}_{i,u}^H F_{i,u}$$

$$+ \sum_{i=1, i \neq b}^{B} F_{i,u}^H \hat{A}_{i,u} \hat{A}_{b,u} F_{b,u}$$

$$+ \sum_{i=1, i \neq b}^{B} F_{i,u}^H \hat{A}_{i,u} \hat{A}_{i,u} \sum_{i=1, i \neq b}^{B} \hat{A}_{i,u}^H F_{i,u}.$$  (34)

Similar to (34), the expression in the $\text{Tr} (\cdot)$ function of the second term in (17) can be rewritten as

$$F_u^H H_{u^T} G_u W_u = \frac{1}{\omega_u} F_u^H C_u = \frac{1}{\omega_u} \sum_{b=1}^{B} F_{b,u}^H C_{b,u}.$$  (35)

The third term in (17) can be readily derived by calculating the conjugate transpose of (35). Furthermore, we expand the Frobenius norm in the fourth term in (17) as

$$\| F_{b,u} - F_{HB,b,u} \|^2_F = \text{Tr} \left( \left( F_{b,u} - F_{HB,b,u} \right)^H \left( F_{b,u} - F_{HB,b,u} \right) \right)$$

$$= \text{Tr} \left( F_{b,u}^H F_{b,u} - F_{b,u}^H F_{HB,b,u} - F_{HB,b,u}^H F_{b,u} + F_{HB,b,u}^H F_{HB,b,u} \right).$$  (36)

Substituting (34)–(36) into (17) and neglecting the irrelevant terms, we can prove Proposition 1.

APPENDIX B

PROOF OF LEMMA 1

Recalling the definition of $Q_{b,u} = \omega_u \hat{A}_{b,u} \hat{A}_{b,u}^H$ in Proposition 1, the rank of $Q_{b,u}$ depends on $A_{b,u}$, which is the submatrix of $A_{u^T}$. Therefore, we first investigate the rank of $A_{u}$. We decompose $W_u$ as $W_u = W_u^H \left( W_u^H \right)^H$, and define the SVD of $H_{u^H} G_u W_u^H$ as $H_{u^H} G_u W_u^H = \hat{U}_u \hat{\Sigma}_u \hat{V}_u^H$, where $\hat{\Sigma}_u = \text{diag} (\eta_{u,1}, \eta_{u,2}, \ldots, \eta_{u,N_s}) \in \mathbb{C}^{N_s \times N_s}$ is composed of all non-zero singular values of $H_{u^H} G_u W_u^H$, since $W_u^H$ is of size $N_s \times N_s$. Then we have

$$A_u = H_{u^H} G_u W_u^H H_{u^H}$$

$$= H_{u^H} G_u W_u^H \left( W_u^H \right)^H G_u H_{u^H}$$

$$= \hat{U}_u \hat{\Sigma}_u \hat{V}_u^H \hat{U}_u^H \left[ \begin{array}{cc} 0 & 0_{N_s \times (BN_s - N_s)} \\ 0_{(BN_i - N_s) \times N_s} & 0_{(BN_i - N_s) \times (BN_i - N_s)} \end{array} \right]$$

$$\hat{U}_u^H,$$  (37)

whose rank is $N_s$. Afterwards, we have

$$A_{\frac{1}{2}} = \hat{U}_u \left[ \begin{array}{cc} \hat{\Sigma}_u & 0_{N_s \times (BN_i - N_s)} \\ 0_{(BN_i - N_s) \times N_s} & 0_{(BN_i - N_s) \times (BN_i - N_s)} \end{array} \right]$$

$$\hat{U}_u^H.$$  (38)

where $\hat{\Sigma}_u = \text{diag} \left( \sqrt{\eta_{u,1}}, \sqrt{\eta_{u,2}}, \ldots, \sqrt{\eta_{u,N_s}} \right) \in \mathbb{C}^{N_s \times N_s}$. Furthermore, we re-express (38) as

$$A_{\frac{1}{2}} = \hat{U}_u \left[ \begin{array}{cc} \hat{\Sigma}_u & 0_{N_s \times (N_s - N_s)} \\ 0_{(N_s - N_s) \times N_s} & 0_{(N_s - N_s) \times (N_s - N_s)} \end{array} \right]$$

$$\cdot \hat{U}_u^H,$$  (39)

and represent $\hat{U}_u$ as

$$\hat{U}_u = \left[ \begin{array}{c} \hat{U}_{u(1,1)} \\ \hat{U}_{u(1,2)} \\ \vdots \\ \hat{U}_{u(B,B)} \end{array} \right].$$  (40)
Hence we can prove the Lemma.

\[
\hat{A}_{12} = \begin{bmatrix}
\hat{A}_{11}^{(1,1)} & \hat{A}_{11}^{(1,2)} & \cdots & \hat{A}_{11}^{(1,B)} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{A}_{u1}^{(B,1)} & \hat{A}_{u1}^{(B,2)} & \cdots & \hat{A}_{u1}^{(B,B)}
\end{bmatrix},
\]

where \( \hat{A}_{u1}^{(i,j)} = \mathbf{U}_u^{(i,1)} \mathbf{S}_{u1} \mathbf{0}_{N_u \times (N_u - N_s)} \) \( \mathbf{0}_{N_u \times (N_u - N_s)} \mathbf{S}_{u1} \mathbf{U}_u^{(j,1)} \). Recalling the definition of \( \hat{A}_{b,u} \), we can acquire the expression of \( \hat{A}_{b,u} \) from (41) as

\[
\hat{A}_{b,u} = \begin{bmatrix}
\hat{A}_{b,1}^{(1,1)} & \hat{A}_{b,2}^{(2,1)} & \cdots & \hat{A}_{b,B}^{(B,1)} \\
\hat{A}_{b,1}^{(1,2)} & \hat{A}_{b,2}^{(2,2)} & \cdots & \hat{A}_{b,B}^{(B,2)} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{A}_{b,1}^{(1,B)} & \hat{A}_{b,2}^{(2,B)} & \cdots & \hat{A}_{b,B}^{(B,B)}
\end{bmatrix},
\]

where \( \hat{A}_{b,u}^{(i,j)} = \mathbf{U}_u^{(i,1)} \mathbf{S}_{u1} \mathbf{0}_{N_u \times (N_u - N_s)} \) \( \mathbf{0}_{N_u \times (N_u - N_s)} \mathbf{S}_{u1} \mathbf{U}_u^{(j,1)} \).

Then we have \( \text{rank} (\hat{A}_{b,u}) = N_s \). Finally, by adopting the property that \( \text{rank}(XY^H) = \text{rank}(Y) \), we have

\[
\text{rank}(Q_{b,u}) = \text{rank}(\hat{A}_{b,u} \hat{A}_{b,u}^H) = \text{rank}(\hat{A}_{b,u}) = N_s.
\]

Hence we can prove the Lemma.

REFERENCES

[1] C. Liu, W. Feng, Y. Chen, C. Wang, and N. Ge, “Cell-free satellite-UAV networks for 6G wide-area Internet of things,” IEEE J. Sel. Areas Commun., pp. 1–1, 2020.

[2] H. Q. Ngo, A. Ashikhmin, H. Yang, E. G. Larsson, and T. L. Marzetta, “Cell-free massive MIMO versus small cells,” IEEE Trans. Wireless Commun., vol. 16, no. 3, pp. 1833–1850, 2017.

[3] E. Björnson and L. Sanguinetti, “Making cell-free massive MIMO competitive with MMSE processing and centralized implementation,” IEEE Trans. Wireless Commun., vol. 19, no. 1, pp. 77–90, 2020.

[4] O. Ozdogan, E. Björnson, and J. Zhang, “Performance of cell-free massive MIMO with Rician fading and phase shifts,” IEEE Trans. Wireless Commun., vol. 18, no. 11, pp. 5299–5315, 2019.

[5] S. Chen, J. Zhang, E. Björnson, J. Zhang, and B. Al, “Structured massive access for scalable cell-free massive MIMO systems,” IEEE J. Sel. Areas Commun., pp. 1–1, 2020.

[6] R. Jiang, Q. Wang, H. Haas, and Z. Wang, “Joint user association and power allocation for cell-free visible light communication networks,” IEEE J. Sel. Areas Commun., vol. 36, no. 1, pp. 136–148, 2018.

[7] J. Zhang, L. Dai, X. Li, Y. Liu, and L. Hanzo, “On low-resolution ADCs in practical 5G millimeter-wave massive MIMO systems,” IEEE Commun. Mag., vol. 56, no. 7, pp. 205–211, Jul. 2018.

[8] L. Shen, X. Bu, X. Gao, C. Xing, and L. Hanzo, “Beamforming and beam selection for wideband millimeter-wave MIMO relying on lens antenna arrays,” IEEE Trans. Signal Process., vol. 67, no. 24, pp. 6301–6313, 2019.

[9] R. W. Heath, N. Gonzalez-Prelcic, S. Rangan, W. Roh, and A. Sayeed, “An overview of signal processing techniques for millimeter wave MIMO systems,” IEEE J. Sel. Top. Signal Process., vol. 10, no. 3, pp. 445–453, Apr. 2016.

[10] S. Ma, W. Shen, J. An, and L. Hanzo, “Wideband channel estimation for IRS-aided systems in the face of beam squint,” IEEE Trans. Wireless Commun., Accepted, 2021.

[11] T. S. Rappaport, G. R. MacCartney, M. K. Samimi, and S. Sun, “Wideband-millimeter-wave propagation measurements and channel models for future wireless communication system design,” IEEE Trans. Commun., vol. 63, no. 9, pp. 3029–3056, Sep. 2015.

[12] X. Gao, L. Dai, S. Zhou, A. M. Sayeed, and L. Hanzo, “Wideband beamspace channel estimation for millimeter-wave MIMO systems relying on lens antenna arrays,” IEEE Trans. Signal Process., vol. 67, no. 18, pp. 4809–4824, Sep. 2019.

[13] N. Ishikawa, R. Rajashekar, C. Xu, M. El-Hajjar, S. Sugira, L. Yang, and L. Hanzo, “Differential-detection aided large-scale generalized spatial modulation is capable of operating in high-mobility millimeter-wave channels,” IEEE J. Sel. Top. Signal Process., vol. 13, no. 6, pp. 1360–1374, Oct. 2019.

[14] W. Hong, K. Baek, Y. Lee, Y. Kim, and S. Ko, “Study and prototyping of practically large-scale mmwave antenna systems for 5G cellular devices,” IEEE Commun. Mag., vol. 52, no. 9, pp. 63–69, Sep. 2014.

[15] F. Gutierrez, S. Agarwal, K. Parrish, and T. S. Rappaport, “On-chip integrated antenna structures in CMOS for 60 GHz WPAN systems,” IEEE J. Sel. Areas Commun., vol. 27, no. 8, pp. 1367–1378, Oct. 2009.

[16] S. Sun, T. S. Rappaport, R. W. Heath, A. Nix, and S. Rangan, “MIMO for millimeter-wave wireless communications: beamforming, spatial multiplexing, or both?” IEEE Commun. Mag., vol. 52, no. 12, pp. 110–121, Dec. 2014.

[17] S. Han, C. L. X. and, C. R,owell, “Large-scale antenna systems with hybrid analog and digital beamforming for millimeter wave 5G,” IEEE Commun. Mag., vol. 53, no. 1, pp. 186–194, Jan. 2015.

[18] W. Roh, J. Seol, J. Park, B. Lee, J. Lee, Y. Kim, J. Cho, K. Cheun, and F. Aryanfar, “Millimeter-wave beamforming as an enabling technology for 5G cellular communications: theoretical feasibility and prototype results,” IEEE Commun. Mag., vol. 52, no. 2, pp. 106–113, Feb. 2014.

[19] X. Gao, L. Dai, and A. M. Sayeed, “Low RF-complexity technologies to enable millimeter-wave MIMO with large antenna array for 5G wireless communications,” IEEE Commun. Mag., vol. 56, no. 4, pp. 211–217, 2018.

[20] X. Gao, L. Dai, S. Han, C. Lin, and R. W. Heath, “Energy-efficient hybrid analog and digital precoding for mmwave MIMO systems with large antenna arrays,” IEEE J. Sel. Areas Commun., vol. 34, no. 4, pp. 998–1009, Apr. 2016.

[21] C. Hu, L. Dai, T. Mir, Z. Gao, and J. Fang, “Super-resolution channel estimation for mmwave massive MIMO with hybrid precoding,” IEEE Trans. Veh. Technol., vol. 67, no. 9, pp. 8954–8958, Sep. 2018.

[22] K. L. Nhan Thanh Nguyen and H. Dai, “Hybrid beamforming and adaptive RF chain activation for uplink cell-free millimeter-wave massive MIMO systems;” arXiv preprint arXiv:2010.09162v1, 2020.

[23] M. Alonzo, S. Buzzi, A. Zappone, and C. D’Elia, “Energy-efficient power control in cell-free and user-centric massive MIMO at millimeter wave,” IEEE Trans. Green Commun. Netw., vol. 3 no. 3, pp. 651–663, 2019.

[24] E. Neyabi, A. Ashikhmin, T. L. Marzetta, H. Yang, and B. D. Rao, “Precoding and power optimization in cell-free massive MIMO systems,” IEEE Trans. Wireless Commun., vol. 16, no. 7, pp. 4445–4450, 2017.

[25] Z. Zhang and L. Dai, “A joint precoding framework for wideband re-configurable intelligent surface-aideed cell-free network,” arXiv preprint arXiv:2002.03744v3, 2020.

[26] G. Interdonato, M. Karlsson, E. Björnson, and E. G. Larsson, “Local partial zero-forcing precoding for cell-free massive MIMO,” IEEE Trans. Wireless Commun., vol. 19, no. 7, pp. 4758–4774, 2020.

[27] H. V. Nguyen, V. Nguyen, O. A. Dobre, S. K. Sharma, S. Chatzinotas, B. Ottersten, and O. Shin, “On the spectral and energy efficiencies
full-duplex cell-free massive MIMO,” IEEE J. Sel. Areas Commun., vol. 38, no. 8, pp. 1698–1718, 2020.

[28] D. Wang, M. Wang, P. Zhu, J. Li, J. Wang, and X. You, “Performance of network-assisted full-duplex for cell-free massive MIMO,” IEEE Trans. Commun., vol. 68, no. 3, pp. 1464–1478, 2020.

[29] O. El Ayach, S. Rajagopal, S. Abu-Surra, Z. Pi, and R. W. Heath, “Spatially sparse precoding in millimeter wave MIMO systems,” IEEE Trans. Wireless Commun., vol. 13, no. 3, pp. 1499–1513, Mar. 2014.

[30] A. Alkhateeb and R. W. Heath, “Frequency selective hybrid precoding for limited feedback millimeter wave systems,” IEEE Trans. Commun., vol. 64, no. 5, pp. 1801–1818, May 2016.

[31] F. Sorial and W. Yu, “Hybrid beamforming with finite-resolution phase shifters for large-scale MIMO systems,” in IEEE 16th International Workshop on Signal Processing Advances in Wireless Communications (IEEE SPAWC’15), Jun. 2015, pp. 136–140.

[32] ——, “Hybrid digital and analog beamforming design for large-scale antenna arrays,” IEEE J. Sel. Top. Signal Process., vol. 10, no. 3, pp. 501–513, Apr. 2016.

[33] X. Yu, J. Zhang, and K. B. Letaief, “A hardware-efficient analog network structure for hybrid precoding in millimeter wave systems,” IEEE J. Sel. Top. Signal Process., vol. 12, no. 2, pp. 282–297, May 2018.

[34] X. Chen, A. Liu, Y. Cai, V. K. N. Lau, and M. Zhao, “Randomized two-timescale hybrid precoding for downlink multicell massive MIMO systems,” IEEE Trans. Signal Process., vol. 66, no. 7, pp. 4152–4167, 2019.

[35] Y. Han, S. Jin, J. Zhang, J. Zhang, and K. Wong, “DFT-based hybrid beamforming multiuser systems: Rate analysis and beam selection,” IEEE J. Sel. Top. Signal Process., vol. 12, no. 3, pp. 514–528, 2018.

[36] G. Femenias and F. Riera-Palou, “Cell-free millimeter-wave massive MIMO systems with limited fronthaul capacity,” IEEE Access, vol. 7, pp. 44596–44612, 2019.

[37] Z. Zhang and L. Dai, “Capacity improvement in wideband reconfigurable intelligent surface-aided cell-free network,” in IEEE 21st International Workshop on Signal Processing Advances in Wireless Communications (SPAWC’20), 2020, pp. 1–5.

[38] C. Huang, A. Zappone, G. C. Alexandropoulos, M. Debbah, and C. Yuen, “Reconfigurable intelligent surfaces for energy efficiency in wireless communication,” IEEE Trans. Wireless Commun., vol. 18, no. 8, pp. 4157–4170, 2019.

[39] C. Huang, R. Mo, and C. Yuen, “Reconfigurable intelligent surface-assisted multiuser MISO systems exploiting deep reinforcement learning,” IEEE J. Sel. Areas Commun., vol. 38, no. 8, pp. 1839–1850, 2020.

[40] G. C. Alexandropoulos, P. Ferrand, and C. B. Papadias, “On the robustness of coordinated beamforming to uncoordinated interference and CSI uncertainty,” in Proc. IEEE Wireless Commun. Netw. Conf. (WCNC), 2017, pp. 1–6.

[41] L. Wei, C. Huang, G. C. Alexandropoulos, C. Yuen, Z. Zhang, and M. Debbah, “Channel estimation for RIS-empowered multi-user MISO wireless communications,” IEEE Trans. Commun., vol. 69, no. 6, pp. 4144–4157, 2021.

[42] C. Huang, S. Hu, G. C. Alexandropoulos, A. Zappone, C. Yuen, R. Zhang, M. D. Renzo, and M. Debbah, “Holographic MIMO surfaces for 6G wireless networks: Opportunities, challenges, and trends,” IEEE Wireless Commun., vol. 27, no. 5, pp. 118–125, 2020.

[43] Z. Wang, M. Li, Q. Liu, and A. L. Swindlehurst, “Hybrid precoder and combiner design with low-resolution phase shifters in mmwave MIMO systems,” IEEE J. Sel. Top. Signal Process., vol. 12, no. 2, pp. 256–269, May 2018.

[44] S. Gong, C. Xing, N. Yang, Y. Wu, and Z. Fei, “Energy efficient transmission in multi-user MIMO relay channels with perfect and imperfect channel state information,” IEEE Trans. Wireless Commun., vol. 16, no. 6, pp. 3885–3898, 2017.

[45] Q. Shi, M. Razaviyayn, Z.-Q. Luo, and C. He, “An iteratively weighted mmse approach to distributed sum-utility maximization for a MIMO interfering broadcast channel,” IEEE Trans. Signal Process., vol. 59, no. 9, pp. 4331–4340, 2011.

[46] G. C. Alexandropoulos and C. B. Papadias, “A reconfigurable iterative algorithm for the K-user MIMO interference channel,” Signal process., vol. 93, no. 12, pp. 3353–3362, 2013.

[47] G. C. Alexandropoulos, P. Ferrand, J.-m. Gorce, and C. B. Papadias, “Advanced coordinated beamforming for the downlink of future LTE cellular networks,” IEEE Commun. Mag., vol. 54, no. 7, pp. 54–60, 2016.

[48] Q. Shi and M. Hong, “Penalty dual decomposition method for non-smooth nonconvex optimization-Part I: Algorithms and convergence analysis,” IEEE Trans. Signal Process., vol. 68, pp. 4108–4122, 2020.

[49] Q. Shi, M. Hong, X. Fu, and T. Chang, “Penalty dual decomposition method for nonsmooth nonconvex optimization-Part II: Applications,” IEEE Trans. Signal Process., vol. 68, pp. 4242–4257, 2020.

[50] H. Li, M. Li, Q. Liu, and A. L. Swindlehurst, “Dynamic hybrid beamforming with low-resolution PSs for wideband mmwave MIMO-OFDM systems,” IEEE J. Sel. Areas Commun., vol. 38, no. 9, pp. 2168–2181, 2020.

[51] C. Pan, H. Ren, K. Wang, M. Elkashlan, A. Nallanathan, J. Wang, and L. Hanzo, “Intelligent reflecting surface aided MIMO broadcasting for simultaneous wireless information and power transfer,” IEEE J. Sel. Areas Commun., vol. 38, no. 8, pp. 1719–1734, 2020.

[52] C. Pan, H. Ren, K. Wang, W. Xu, M. Elkashlan, A. Nallanathan, and L. Hanzo, “Multicell MIMO communications relying on intelligent reflecting surfaces,” IEEE Trans. Wireless Commun., vol. 19, no. 8, pp. 5218–5233, 2020.

[53] C. Rusu, R. Mendez-Rial, N. Gonzalez-Prelcic, and R. W. Heath, “Low complexity hybrid precoding strategies for millimeter wave communication systems,” IEEE Trans. Wireless Commun., vol. 15, no. 12, pp. 8380–8393, 2016.

[54] A. Alkhateeb, G. Leus, and R. W. Heath, “Limited feedback hybrid precoding for multi-user millimeter wave systems,” IEEE Trans. Wireless Commun., vol. 14, no. 11, pp. 6481–6494, Nov. 2015.

[55] C. R. J. R. A. Horn, Matrix Analysis, 2nd ed. New York, NY, USA: Cambridge Univ. Press, 2013.
Jianping An (M’08) received the B.E. degree from Information Engineering University in 1987, and the M.S. and Ph.D. degrees from Beijing Institute of Technology, in 1992 and 1996, respectively. Since 1996, he has been with the School of Information and Electronics, Beijing Institute of Technology, where he now holds the post of Full Professor. From 2010 to 2011, he was a Visiting Professor at University of California, San Diego. He has published more than 150 journal and conference articles and holds (or co-holds) more than 50 patents. He has received various awards for his academic achievements and the resultant industrial influences, including the National Award for Scientific and Technological Progress of China (1997) and the Excellent Young Teacher Award by the China’s Ministry of Education (2000). Since 2010, he has been serving as a Chief Reviewing Expert for the Information Technology Division, National Scientific Foundation of China. Prof. An’s current research interest is focused on digital signal processing theory and algorithms for communication systems.

Lajos Hanzo (http://www-mobile.ecs.soton.ac.uk, https://en.wikipedia.org/wiki/Lajos_Hanzo) (FIEEE’04) received his Master degree and Doctorate in 1976 and 1983, respectively from the Technical University (TU) of Budapest. He was also awarded the Doctor of Sciences (DSc) degree by the University of Southampton (2004) and Honorary Doctorates by the TU of Budapest (2009) and by the University of Edinburgh (2015). He is a Foreign Member of the Hungarian Academy of Sciences and a former Editor-in-Chief of the IEEE Press. He has served several terms as Governor of both IEEE ComSoc and of VTS. He has published 1970 contributions at IEEE Xplore, 19 Wiley-IEEE Press books and has helped the fast-track career of 123 PhD students. Over 40 of them are Professors at various stages of their careers in academia and many of them are leading scientists in the wireless industry. He is also a Fellow of the Royal Academy of Engineering (FREng), of the IET and of EURASIP.