Transverse spin dynamics in the anisotropic Heisenberg model realized with ultracold atoms
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In Heisenberg models with exchange anisotropy, transverse spin components are not conserved and can decay not only by transport, but also by dephasing. Here we utilize ultracold atoms to simulate the dynamics of 1D Heisenberg spin chains, and observe fast, local spin decay controlled by the anisotropy. Additionally, we directly observe an effective magnetic field created by superexchange, which causes an inhomogeneous decay mechanism due to variations of lattice depth between chains, as well as dephasing within each chain due to the twofold reduction of the effective magnetic field at the edges of the chains and due to fluctuations of the effective magnetic field in the presence of mobile holes. The latter is a new coupling mechanism between holes and magnons. All these dephasing mechanisms, corroborated by extensive numerical simulations, have not been observed before with ultracold atoms and illustrate basic properties of the underlying Hubbard model.

I. INTRODUCTION

The famous Heisenberg Hamiltonian, also called the Heisenberg-Dirac-van Vleck Hamiltonian [1–3], describes localized particles on a lattice interacting via spin exchange couplings. Despite its apparent simplicity, it serves as a paradigmatic model for a host of emergent phenomena, such as ferromagnetism (due to Coulomb exchange, also called potential or direct exchange), antiferromagnetism (due to kinetic exchange from tunneling, also called superexchange) [4], spin-glass physics [5], as well as exotic states of matter like topologically ordered quantum spin liquids [6]. The dynamics of such models is also very rich and multi-faceted, and is under active, intense investigation. For example, in one dimension, Heisenberg spin models (with spin quantum number \( S = 1/2 \)) have the special property of being integrable, whereby stable quasiparticles exist at all temperatures. This gives rise to a breakdown of simple hydrodynamics with accompanying varied spin transport behaviors [7–11]. Understanding this has led to the recent development of a theory of generalized hydrodynamics with accompanying varied spin transport behaviors [12–13]. In higher-dimensions, the interplay of spontaneous symmetry-breaking can lead to long-lived, metastable, prethermal states in addition to the onset of regular spin diffusion [14–16] or even turbulent relaxation with universal scaling of spin-spin correlations [17].

Ultracold atoms in optical lattices form an ideal platform to realize Heisenberg spin models and probe their dynamics in a controlled fashion [18]. In deep lattices where atoms are localized and Mott insulators form [19], superexchange processes via second-order tunneling yield effective Heisenberg spin models, with potential tunability of the strength, sign, and anisotropy of the spin-exchange interactions [20–23]. Until very recently, all experimental studies addressed the special case of an isotropic Heisenberg model [24–30]. However, in [31], we showed how to overcome this limitation and implemented Heisenberg models with tunable anisotropy of the nearest-neighbour spin–spin couplings, by using \(^7\)Li and varying the interactions through Feshbach resonances. We were able to show that the anisotropy profoundly changes the nature of transport of longitudinal spin components after a quantum quench from so-called longitudinal spin-helices (see Fig. [1]), and observed ballistic, subdiffusive, diffusive and superdiffusive behavior in different parameter regimes. These results bear some similarities with those of spin transport close to equilibrium, but strikingly differ in other aspects, prompting the need for further theoretical investigation.

In this paper, we study the relaxation of transverse spin components after quantum quenches from transverse spin-helices (see Fig. [1]), and observe even more dramatic effects of the anisotropy. In the classical limit, any transverse spin helix for any anisotropy is stationary, since the torques exerted by neighboring spins on a given spin exactly cancel (see Appendix C1). Therefore, what we study here are the effects of quantum fluctuations on their stability. In contrast to longitudinal spin patterns, which can decay only by transport, transverse spin components can decay also by dephasing. We focus here on two paradigmatic models, which represent complementary spin physics: the XX model, which has only transverse spin–spin couplings and can be mapped to a non-interacting system of fermions, and the XXX model, which has isotropic spin couplings. For the XX model we observe and explain that the decay is faster for spin-helix patterns with longer wavelengths, in contrast to a decay via spin transport, which would entail slower dynamics for longer modulations. We also identify several dephasing mechanisms not discussed before.
For the XXX model, we identify a symmetry-breaking term in the Bose-Hubbard model: an effective magnetic field caused by different scattering lengths for the spin $|\uparrow\rangle$ and spin $|\downarrow\rangle$ states. This superexchange-induced effective magnetic field is often ignored, as a field that is spatially uniform can be eliminated in the bulk by going into an appropriate co-rotating frame. Here we show that the presence of the effective field is actually significant and gives rise to three additional dephasing mechanisms, resulting in drastically different decay behavior of spin helix patterns with different orientations. One is an inhomogeneous effect where the effective magnetic field is non-uniform across different chains in our sample. This can be eliminated with a spin-echo technique. The second is due to dephasing occurring at the ends of finite chains. The third is due to the presence of mobile holes resulting in a fluctuating effective magnetic field in the bulk, i.e. a hole-magnon coupling. Our work shows the limitations in a fluctuating effective magnetic field in the bulk, i.e. a hole-magnon coupling. The ability to tune the anisotropy over a wide range of values, both positive and negative, allows us to explore dynamics beyond previous experiments in which $\Delta \approx 1$.

One-dimensional (1D) chains are created by two perpendicular optical lattices whose depths $V_x, V_y = 35 E_R$ are sufficient to prevent superexchange coupling on experimental timescales. A third orthogonal lattice along the $z$-direction with adjustable depth $V_z$ controls the superexchange rate in the chains (Fig. 1). Here $E_R = \hbar^2/(8ma^2)$ denotes the recoil energy, where $a = 0.532 \mu m$ is the lattice spacing, $m$ the atomic mass and $\hbar$ Planck's constant. After preparing a transverse (Fig. 1a) (this work) or longitudinal (Fig. 1b) (studied in our previous work [31]) spin helix with wavelength $\lambda$ (equivalently, wavevector $Q = 2\pi/\lambda$) in each chain [26, 30, 37], time evolution is initiated by rapidly lowering $V_z$, i.e. a quench. Dynamics is then governed by the 1D XXZ model Eq. (1). After an evolution time $t$, the dynamics is frozen by rapidly increasing $V_z$ and the atoms are imaged in the $|\uparrow\rangle$ state via state-selective polarization-rotation imaging with an optical resolution of about 6 lattice sites. For imaging the transverse spin,
FIG. 2. Spin dephasing and spin transport for the XX model (Δ ≈ 0, a, b) and the isotropic XXX model (Δ ≈ 1, d, e). a, Transverse spin-helix contrast $c(t)$ at Δ ≈ 0 for λ = 31.3 a (blue), 7.2 a (orange), 6.3 a (yellow). The curves taken for different lattice depths 11 $E_R$ (○) and 13 $E_R$ (□) collapse when times are rescaled in units of the corresponding spin-exchange times $h/J_{xy} = 1.71 \text{ ms}$ (○) and 4.30 ms (□). The transverse spin decays on a time scale of a few spin-exchange times which increases for smaller values of λ = 2π/Q. b, The initial decay rate (orange) follows a cosine dependence $\gamma(Q) = \gamma_1 \cos(Qa) + \gamma_0$ (solid orange line) with a constant background rate $\gamma_0 = 0.20(2) J_{xy}/h$ (dashed orange line). This is in strong contrast to the longitudinal spin helix (purple) which shows linear scaling with Q (characteristic of ballistic transport). A spin-echo ($\pi$-pulse at time t/2) reduces the background rate to $\gamma_0 = 0.13(3) J_{xy}/h$ (dashed blue line). The black solid squares are numerical results for a single chain and the pure spin model (with $h_z = 0$) with a function $\gamma(Q) = \gamma_1 \cos(Qa)$ (solid line) fitted to the points for $Q \leq 2\pi x 0.075/a$. The grey open squares are numerical results for the E-J model with 5% hole fraction (see Appendix E1). c, Eigenenergies of the Heisenberg Hamiltonian for two spins in a double-well potential. For Δ ≠ 1, the triplet states are split. d, Transverse spin-helix contrast $c(t)$ at Δ ≈ 1 for λ = 10.4 a with (blue) and without (orange) spin-echo ($\pi$-pulse at time t/2). The difference shows the presence of inhomogeneous dephasing. The curves taken for different lattice depths 11 $E_R$ (○) and 13 $E_R$ (□) collapse when times are rescaled in units of the corresponding spin-exchange times $h/J_{xy} = 2.55 \text{ ms}$ (○) and 6.42 ms (□). e, Decay rates for the transverse (orange, blue) and longitudinal (purple) helix for Δ = 1. The blue (with echo) and orange (without echo) curves are fits $\gamma(Q) = DQ^2 + \gamma_0$ assuming two contributions to the decay rate: one quadratic term, where D is the diffusion constant (taken from the longitudinal spin decay shown in purple), the other Q-independent $\gamma_0$ (shown by the dashed lines). The spin-echo reduces the background decay rate $\gamma_0$ by an amount of 0.036 $J_{xy}/h$ (e) and 0.069 $J_{xy}/h$ (b). These values are consistent with an inhomogeneous dephasing rate which scales linearly with the effect magnetic field $h_z$, which takes the values $h_z = 0.89 J_{xy}$ (e) and 1.43 $J_{xy}$ (a).

In general, we measure the spin dynamics at two or more different lattice depths $V_z$ and verify that the decay curves $c(t)$ collapse when time is rescaled by the corresponding spin-exchange time $h/J_{xy}$, confirming that the dynamics is driven by superexchange processes. Time units are obtained from the experimentally determined lattice depth using an extended Hubbard model (detailed in [31]).

we apply a $\pi/2$-pulse first, so that we observe the magnetization in the x-direction. To distinguish homogeneous from inhomogeneous dephasing, we can use a spin-echo by applying a $\pi$-pulse (with a typical duration of $t_\pi = 150 \mu$s $\ll t$) after half of the evolution time $t$.

Integrating the images along the direction perpendicular to the chains yields a 1D spatial profile of the population in the $|\uparrow\rangle$ state, averaged over all spin chains. As in Fig. 1 the spin helix exhibits a sinusoidal spatial modulation of the density of $|\uparrow\rangle$ atoms, observed as a characteristic stripe pattern with a normalized contrast $c(t)$ (see Appendix A for data fitting methods). During the evolution time $t$ the 100% contrast of the initial spin helix decays, and we determine the dependence of $c(t)$ on lattice depth $V_z$, wavevector $Q$, and anisotropy Δ.
III. RESULTS

A. XX model

We first consider a very anisotropic system by realizing the Heisenberg model tuned to the non-interacting point ($\Delta = 0$), and study the decay of transverse spin helices with different wavevectors (Fig. 2a-b). We find the decays are quick, all having timescales on the order of a few superexchange times $h/J_{xy}$, much faster than the decay for longitudinal spin helices which is driven by ballistic transport. Importantly, the transverse decay time even decreases for longer wavelengths of the helix, showing that the decay is not caused by transport, but by dephasing.

Some insight into the fast timescales of transverse decay is obtained by taking the $Q \rightarrow 0$ limit, where the initial state becomes a uniform product state. This state is obviously not an eigenstate of the quantum XX model, and is therefore unstable even in the $Q \rightarrow 0$ limit. Further simplification to a two-site (double-well) system allows us to analytically diagonalize the Heisenberg Hamiltonian, which gives a level structure as shown in Fig. 2 (for $h_z = 0$). When $\Delta = 1$, the transverse spin state $\langle \cdots \rangle := (|\uparrow\rangle + |\downarrow\rangle)(|\uparrow\rangle + |\downarrow\rangle)/2$ is an eigenstate of the Hamiltonian as all triplet states are degenerate, and hence does not evolve. However for $\Delta \neq 1$ the degeneracy is lifted and the state $\langle \cdots \rangle$ shows a beat note at the frequency of the energy splitting $J_{xy}(1 - \Delta)/2$. For $\Delta = 0$ this indicates a dephasing time for transverse spins on the order of a few superexchange times $h/J_{xy}$, in qualitative agreement with our observations. For many sites, there will be a spectrum of beat frequencies leading to irreversible dephasing locally.

We can explain the unusual $Q$-dependence of the transverse decay with a semiclassical analysis of spin dynamics (see Appendices C1, C2). In the classical limit, the spin-helix states satisfy the Landau-Lifshitz equations of motion $\partial_t \vec{S}(t) = (\partial H/\partial \vec{S}) \times \vec{S}(t) = 0$ for any wavevector $Q$ and therefore do not decay (this is in fact true for any anisotropy $\Delta$). Here, $\vec{S}$ is a classical spin vector, which corresponds to the $S \rightarrow \infty$ limit of a quantum mechanical spin. For finite $S$ we can study the effects of quantum fluctuations with a large spin ($1/S$) expansion. We find that the Fourier modes of the fluctuations carrying momentum $k$ have a dispersion relation $\omega_k \propto J_{xy}(\cos(Qa) \sin(k/2))$. As the characteristic energy scales of all modes are proportional to $\cos(Qa)$, this indicates, in a somewhat surprising fashion, that the dynamics of helices with longer wavelengths is faster than for smaller wavelengths, with the slowest dynamics occurring at $Q = \pi/(2a)$. This prediction is furthermore corroborated by a fully quantum ($S = 1/2$) but short-time expansion of the order parameter of the spin helix (see Appendix C3). Numerical simulations, as seen in Fig. 2b and Fig. 8 of the Appendix, also verify this by showing a very good collapse of the decay curves of all experimentally considered wavevectors $Q$ upon rescaling time by a factor of $\cos(Qa)$. This holds even up to evolution times $t$ longer than would be expected to be valid for the semiclassical analysis or short-time expansion. As expected, deviations from this relation are seen as the wavevector approaches $Q = \pi/(2a)$, for which the simple approaches would predict a vanishing decay rate.

Experimentally, we find that the decay rates of the transverse helices as a function of wavevector $Q$ can be fitted very well as the sum of the predicted $\cos(Qa)$ dependence together with a constant term, as shown in Fig. 2b. The constant term represents additional dephasing mechanisms that go beyond the idealizations of the spin model (1), which we will discuss below.

B. XXX model

When $\Delta = 1$, we realize the isotropic Heisenberg spin model which, aside from the effective magnetic field $h_z$, satisfies $[H, \sum_i S_i^\alpha] = 0$ ($\alpha = x, y, z$). The presence of the effective magnetic field term $\sum_{ij} h_{ij}(S_i^x S_j^z + S_i^z S_j^x)$ in Eq. (1), which we can rewrite as $\sum_i h_{z,i} S_i^z$, explicitly

![FIG. 3. Absolute measurement of the effective magnetic field value $h_z$ as a beat note between the spin precession frequencies in the inner and outer parts of the cloud.](image-url)

- Transverse spin-helix contrast $c(t)$ for $\lambda = 23.5 a$ (all filled symbols) and $\Delta \approx 1$. For measurements integrated over the whole cloud (purple), they were performed at $11 E_R$ (v) and $13 E_R$ (v). The contrast at the center of the atom cloud for radii $r \leq 8.5 a$ (blue filled symbols) decays slower with less pronounced oscillations, whereas the contrast in the spatial wings for radii $r \geq 20 a$ (orange filled symbols) decays faster with more pronounced oscillations. Data points for orange and blue filled diamonds are an average of measurements at $11 E_R$ and $13 E_R$. Open diamond symbols represent data for $\lambda = 10.4 a$ and show the same oscillation frequency but decay faster due to spin transport. Solid lines are fits described in Appendix C.
breaks this spin-rotational symmetry. Now, a uniform (i.e. \( i \)-independent) field \( h_z,i \) can be transformed away by going into an appropriate rotating frame. In such a case, transverse and longitudinal spin-helix states should show exactly the same dynamical behavior. However, as the results in Fig. 2b-e show, there is a dramatic difference with the transverse helices decaying much faster than the longitudinal helices. In particular, longitudinal helices exhibit a diffusive scaling with wavevector \( Q \), i.e. their decay rates obey \( \gamma \propto Q^2 \) (as shown in [31]), whereas the transverse helices have an additional \( Q \)-independent decay rate of \( \gamma_0 = 0.096(10) \frac{J_{xy}}{\hbar} \) which dominates the decay for small values of \( Q \). Such observations reveal the presence of explicit symmetry-breaking terms which lead to dephasing mechanisms for the transverse helices. In the following, we identify and quantify three mechanisms: (i) non-uniformities in the effective magnetic field across our setup, (ii) edge effects from a given chain of finite length, and (iii) fluctuations due to mobile holes in the system.

We note that in the final data analysis, a reevaluation of the scattering lengths showed that our data was actually not taken exactly at the isotropic point, but at \( \Delta = 0.93 \pm 0.05 \). This deviation is responsible for a \( Q \)-independent decay rate of 0.015 \( J_{xy}/\hbar \), or 15\% of the observed difference between longitudinal and transverse spin decay (Appendix E3).

C. Imaging the effective magnetic field

First, we present direct experimental observations of the effective magnetic field. If different chains in the ensemble of our setup experience different (real or effective) magnetic fields, then transverse helices precess at different rates, and when the spin pattern is averaged over all the chains, the measured contrast decays. If the ensemble has two pronounced values of the effective magnetic field, then the time evolution of the cloud averaged contrast \( c(t) \) shows a beat note at a frequency which corresponds to the difference of the two values of the effective magnetic field. This is the case for our atom clouds, which feature a Mott insulator plateau surrounded by individual atoms which are pinned to their lattice sites by the gradient of the harmonic trapping potential. Many of these atoms do not have neighbours for spin exchange, and therefore do not feel an effective magnetic field. The observed beat frequencies \( \omega = 0.90(1) \frac{J_{xy}}{\hbar} \) (Fig. 3) agree well with the predicted value of the effective magnetic field \( \frac{\hbar}{J_{xy}} = 0.89 \). As expected, the beat note is more pronounced by spatially selecting the outer parts of the cloud, and disappear with the spin-echo. In Appendix B we describe an alternate spectroscopic method to observe the effective magnetic field as a frequency shift.

The presence of the effective magnetic field can also be directly imaged by introducing a sufficiently large gradient in the lattice depth across the chains. This can be achieved by vertically displacing the \( z \)-lattice relative to the atom cloud (see Fig. 4), causing a gradient of the effective magnetic field. As this field sets the “spiraling” frequencies of the helices across the cloud (simply arising from the on-site precession of the spins about the
$z$-axis), this translates to an observable tilt of the whole stripe pattern (Fig. 4).

The tilt angle grows linearly in time, with a rate proportional to the effective magnetic field, and the gradient of the lattice depth (which is kept fixed). Externally applied magnetic fields change the scattering lengths via broad Feshbach resonances, and so we can tune the effective magnetic field. The observed rates for the tilt rotation versus applied magnetic field $B$ are shown in Fig. 2c and agree well with our theoretical prediction. In particular, near $B = 848.1 \text{ G}$, the spin $|\uparrow\rangle$ and $|\downarrow\rangle$ scattering lengths are identical $a_{\uparrow\uparrow} = a_{\downarrow\downarrow}$ and the effective magnetic field is zero, evinced by the absence of any tilt in time (Fig. 4; yellow data points).

We note that in principle, such a rotation could also be caused by an external magnetic field gradient. However, the tilt angle would then not depend on lattice depths and external magnetic field $B$. In a deep lattice, for up to at least 40 ms, we do not observe any discernible rotation, hence ruling out an external field gradient.

When an echo pulse is added, the direction of the stripe rotation is reversed, and at twice the echo time, the stripe pattern is vertical again, resulting in high contrast for vertically integrated images (see Fig. 4b; bottom images). This shows how the spin-echo eliminates the effect of inhomogeneous effective fields across the cloud, a technique which we will use below to quantify their contribution to the dephasing of transverse spin patterns.

D. Dephasing mechanisms for the transverse spin helix

In the following we explain how the effective magnetic field leads to different dephasing mechanisms for the transverse helices.

We first investigate the effect of the inhomogeneity in the effective magnetic field strengths across different chains in the ensemble, present due to the slight variations in the lattice depth caused by the Gaussian shape of the laser beams. Such an effect can be eliminated by applying a spin-echo pulse at half of the evolution time $t$. Indeed, upon applying the spin-echo, the Q-independent background decay rate $\gamma_0$ is reduced from 0.096(10) to 0.060(3) $J_{xx}/\hbar$ (dashed lines in Fig. 2). This is compatible with an effective magnetic field distribution over different chains with a full-width at half-maximum (FWHM) of 8.2 %, corresponding to variations in the lattice depth $V_z$ of 1.6 %, compatible with experimental parameters.

Next, we investigate the effect of finite chain lengths. We observe that even for uniform lattice depths, the effective magnetic field is necessarily non-uniform at the ends of a given chain. This has observable consequences which have not been discussed before. To elaborate, note that the effective magnetic field arises from superexchange processes involving nearest neighbor pairs of atoms, indicated already in the Hamiltonian Eq. (1) where we have deliberately written the magnetic field $\sum_{\langle ij \rangle} (S_i^z + S_j^z)$ as a sum over pairs $\langle ij \rangle$ of sites to emphasize this fact. This means that for a 1D chain, the effective magnetic field is reduced to $h_z/2$ at the ends, half the value in the bulk. For $h_z \neq 0$, this non-uniformity can hence not simply be transformed away by going in an appropriate co-rotating frame.

This edge effect results in differences in the relaxation of transverse and longitudinal spin helices: The spins at the edges dephase rapidly, and this perturbation then propagates through the entire chain. We have performed numerical simulations which show that for chain lengths of 10 - 20 spins, the edge effect causes a dephasing rate of $\approx 0.02 J_{xy}/\hbar$ (Section E4 of the Appendix). Although the diameter of the Mott insulator plateau is around 40 sites, we expect that holes (with an estimated concentration of 5 - 10 %) localized by the trapping potential effectively create such shorter chains in our sample.

In addition to the effect at the ends of the chain, the harmonic trapping potential along the chains creates an additional inhomogeneity of the effective magnetic field, since the superexchange rate is modified by the offset between neighbouring sites due to the trapping potential by approximately 10 % (see Fig. 3d for details). We estimate that this is somewhat less important than the 50 % effect at the ends of the chain.

We also explore yet another mechanism for how the effective magnetic field can break the symmetry of the
isotropic spin Hamiltonian: the presence of mobile holes, not captured by the pure spin model \([1]\). In a simplified picture, holes play a role because spins next to holes experience only half the effective magnetic field. A mobile hole will therefore create a fluctuating effective magnetic field, causing dephasing of the transverse spin component. We will make this picture more precise by considering the bosonic \(t\)-\(J\) model later.

We have experimentally observed evidence for dephasing by mobile holes, causing a feature in the contrast at early times on the order of the tunneling time \(h/t\) (Fig. 3). Let us model the dynamics of holes by a quantum random walk where the time-dependent wavefunction at site \(i\) for a hole initially localized at \(i=0\) is the Bessel function \(J_n(t/(\hbar/2t))\). The square of the Bessel function shows oscillations at frequencies \(\omega = 4t/\hbar\) or periods of \(T = (\pi/2)\hbar/t\). For a hold time \(T\), with an echo pulse at \(T/2\), those fluctuations are “rectified” and lead to enhanced dephasing (Fig. 3). This is evidence for hole-magnon coupling: holes carry a localized magnetic field which couples to spin dynamics. We have only taken sparse data at very short times, and will address hole dynamics more thoroughly in future work. By using a series of echo pulses at frequency \(\omega\), one could map out the frequency spectrum of the effective magnetic field, using concepts from dynamic decoupling \([8]\).

The effect of the hole-induced fluctuating effective magnetic field can be captured by a simple model. From nuclear magnetic resonance, it is well known that the dephasing time \(T_2\) of a localized spin at \(z = 0\) is related to the magnetic field fluctuations \(h_z\) (measured in units of energy) and their coherence time \(\tau_c\) \([32]\) via \(1/T_2 = \langle j_k^2 \rangle \tau_c / \hbar^2\). For a hold time \(T\), with an echo pulse at \(T/2\), those fluctuations are “rectified” and lead to enhanced dephasing (Fig. 3). This is evidence for hole-magnon coupling: holes carry a localized magnetic field which couples to spin dynamics. We have only taken sparse data at very short times, and will address hole dynamics more thoroughly in future work. By using a series of echo pulses at frequency \(\omega\), one could map out the frequency spectrum of the effective magnetic field, using concepts from dynamic decoupling \([8]\).

For a moving hole, the effective magnetic field has a correlation function \(G(z, t)\) which is identical to the (normalized) density-density correlation function \(J(z, t)\) of the hole, multiplied by \(\hbar^2\) (here we neglect the fact that the effective magnetic field at a given site depends on the holes on the neighboring sites, see Eq. \([1]\)). For uncorrelated holes with hole probability \(p\), the variance of the local occupation is \(p\) with a coherence time \(\tau_c = 1.14(\hbar/2t)\) where \(t\) is the tunneling matrix element \([10]\). The associated correlations of the fluctuating effective magnetic field determine the \(T_2\) dephasing time for the spin helix \(1/T_2 = 0.57h^2 p/\hbar t\). Assuming \(p = 0.1\) (10\% hole fraction) and using \(t=6.15 J_{xy}\) (at 11 \(E_F\)) and \(h_z/j_{xy} = 0.89\), this leads to an estimate of \(1/T_2 \approx 0.007 J_{xy}/\hbar\). Below, we substantiate this simple model with a full simulation of the bosonic \(t\)-\(J\) model which explicitly takes into account the presence of holes in the Mott insulator near unity filling.

### E. Bosonic \(t\)-\(J\) model

Our experimental observations show differences to predictions from the pure spin model and provide strong hints for the presence of mobile holes in the underlying Mott insulator which in typical experiments is on the order of 5 - 10\% \([25, 31]\). We therefore generalize the spin model to the bosonic \(t\)-\(J\) model where holes are present, but double occupancy is suppressed by the large on-site repulsion \(U\) (see Appendix F for the derivation beginning from the Bose-Hubbard model):

\[
H_{t,J} = \sum_{(ij)} \left[J_{xy}(S^x_i S^x_j + S^y_i S^y_j) + J_z S^z_i S^z_j - \frac{\hbar^2}{2} \left(S^z_i(n_{t\downarrow} + n_{t\uparrow}) + (n_{t\uparrow} + n_{t\downarrow})S^z_j\right) + c(n_{t\uparrow} + n_{t\downarrow})(n_{t\downarrow} + n_{t\uparrow})\right] \\
- \sum_{\sigma, (ij)} \hbar \omega \sigma \Sigma_i + \text{h.c.} - \sum_{\sigma, (ijk)} \left[\frac{\tilde{t}^2}{U_{\uparrow\downarrow}} a^\dagger_{\sigma i} n_{\sigma j} a_{\sigma k} + \frac{\tilde{t}^2}{U_{\sigma \sigma}} a^\dagger_{\sigma i} S^z_j a_{\sigma k} + \frac{2\tilde{t}^2}{U_{\sigma \sigma}} a^\dagger_{\sigma j} n_{\sigma j} a_{\sigma k}\right] + \text{h.c.,}
\]

with spin \(\sigma = \uparrow, \downarrow\). Here \(a_{\sigma i}, a^\dagger_{\sigma i}\) are bosonic lowering and raising operators at site \(i\).

\(S^x_i \equiv S^x_i \equiv S^x_i \equiv (S^z_i)^\dagger, S^z_i \equiv \frac{1}{2}(S^+_i + S^-_i), S^y := \frac{1}{2}(-iS^+ + iS^-), S^z := \frac{1}{2}(n_{t\uparrow} - n_{t\downarrow})\). Also,

\(c = -\tilde{t}^2/(U_{\uparrow\downarrow} + 1/U_{\downarrow\downarrow} + 1/U_{\uparrow\uparrow})\). We restrict the on-site Hilbert space to be spanned by three states: an occupancy of a single boson (of either spin species) or no bosons (hole).

The above Hamiltonian illustrates that the previously identified effective magnetic field term \(\sum_{(ij)} \frac{\hbar^2}{2} (S^z_i + S^z_j)\) in fact stems from a direct term describing magnon-density coupling \(S^z_i(n_{t\uparrow} + n_{t\downarrow}) + (i \leftrightarrow j)\), the latter of which reduces to the former upon taking the limit of no holes i.e. \((n_{t\uparrow} + n_{t\downarrow}) = 1\) for every site \(i\). The terms on the lower line represent dynamics of holes in different flavors: bare tunneling, density-assisted tunneling, and spin-flip assisted tunneling, which are additional magnon-hole couplings. Note that they arise at the same order in perturbation theory (in \(1/U_{\sigma \sigma}\)) as the pure spin couplings, and thus in principle cannot be neglected, although they are suppressed by the presence of a small hole probability \(p\). By inspecting the expressions of \(J_z, h_z\), and these extra terms as a function of \(U_{\uparrow\downarrow}, U_{\downarrow\downarrow}, U_{\uparrow\uparrow}\), we see that at \(\Delta = 1\) (isotropic spin couplings), a non-zero \(h_z\) is a necessary and sufficient condition for the \(t\)-\(J\) model to break spin rotational symmetry. (Having spin
rotational symmetry would require all $U_{x,y}$ to be equal). This justifies our identification of the effective magnetic field as the agent giving rise to differences in dynamics between the transverse and longitudinal helices.

The $t$-$J$ model in Eq. 2 was used for both the XX and XXX cases to quantify the rate of dephasing by mobile holes. Numerical simulations for a mobile hole fraction of $10\%$ show additional dephasing at a rate around $0.026\,J_{xy}/\hbar$ for the experimental conditions in Fig. 2 (see Appendix E2), supporting the simplified model of hole-induced dephasing presented above (but providing a rate three times higher than the simple model). We have now fully accounted for the isotropy breaking dephasing rate of $0.096$ (in units of $J_{xy}/\hbar$) through spin echo ($0.036$), small deviation from isotropy ($0.015$), edge effect ($0.020$) and mobile holes ($0.013-0.026$, assuming a hole fraction $p$ between 5 and 10 $\%$, and linear dependence on $p$). We regard some of the numbers as only semi-quantitative due to the non-exponential character of the measured and calculated decay curves.

The hole-induced dephasing mechanisms observed for the XXX model are also present in the XX model. There the $h_x=1.43\,J_{xy}$ term is even 1.6 times larger, accounting for the observed $Q$-independent dephasing rate $\gamma_0$ in addition to the $\cos(Qa)$-dependence (Fig. 2b). The amplitude $\gamma_0$ of the $\cos(Qa)$-dependence is a function of the concentration of holes (see Fig. 2b and Fig. 3). We find that the experimental data agree best with numerical simulations for $5\%$ holes.

IV. CONCLUSIONS

In conclusion, we have used ultracold atoms to implement the Heisenberg model with tunable anisotropy. For the relaxation of transverse spin patterns, we have studied for the first time four decay mechanisms: intrinsic dephasing by anisotropic spin exchange couplings, inhomogeneous dephasing through a static superexchange induced effective magnetic field, dephasing through the ends of the chain, and dephasing by a fluctuating effective magnetic field due to the presence of mobile holes. One reason why several of these mechanisms have not been observed before is that all previous studies of spin transport in optical lattices have either used fermions [27] for which the $t$-$J$ model is always explicitly spin rotationally symmetric and therefore $h_x=0$, or bosons comprised of $^{87}$Rb [24–26, 35] for which the spin $|\uparrow\rangle$ and spin $|\downarrow\rangle$ scattering length are almost identical ($a_{\uparrow\uparrow}=99.0\,a_0$, $a_{\uparrow\downarrow}=99.0\,a_0$ and $a_{\downarrow\downarrow}=100.4\,a_0$) [11], leading to values of $h_x\approx0.014\,J_{xy}$, approximately 100 times smaller than for $^7$Li.

The experimental and theoretical results presented in this work go beyond pure spin physics. They illustrate effects caused by a small hole fraction that is generally present in cold atomic quantum simulators. A more complete description of spin dynamics in such systems therefore requires using the $t$-$J$ model, which features magnon-hole couplings.

This coupling between density and spin is analogous to the interplay of spin and charge degrees of freedom in strongly-correlated electronic systems, which is important, for example in understanding emergent many-body phenomena like high-temperature superconductivity in the cuprates. Therefore, our platform presents an elegant new setting where such physics can be emulated. More generally, we regard our work as a starting point for exploring spin dynamics in different dynamical regimes as well as in generalized Heisenberg models. Exciting future directions include the study of spin polaron dynamics [12], realizing long-lived, metastable prethermal states in higher-dimensions [14–16], and probing the onset of turbulent spin relaxation utilizing larger spin quantum numbers [17].
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We determine the contrast $C$ by a fit $f(y, z) = g(y, z) \cdot [1 + C \cos(Qz + \theta)]/2$ to the two-dimensional phase-contrast images. Here $Q = 2\pi/\lambda$ is the wavevector, $g(y, z)$ is a two-dimensional envelope function which accounts for the spatial distribution of all atoms $n = n_0 + n_i$ inside a sphere of radius $R$ such that $g(y, z) = A[R^2 - y^2 - z^2]^{1/2} \cdot H(R^2 - y^2 - z^2)$ with the Heaviside function $H(r)$, and $\theta$ is a random phase which varies from shot to shot due to small magnetic bias field drifts. During the evolution time $t$ the contrast $(C(t)$ decays, and we study the dependence of $c(t) = C(t)/C(0)$ on lattice depth $V_z$, wavelength $\lambda$, and anisotropy $\Delta$.

For both longitudinal and transverse spin relaxation, we find the decay curves can be well described by the sum of a decaying part with time constant $\tau$ and a (damped) oscillating part with frequency $\omega$, resulting in a fitting function $c(t) = (a_0 + b_0 \cos \omega t) e^{-t/\tau} + c_0$. Here $a_0, b_0, c_0, \omega, \tau$ are fitting parameters. These fits were used for Fig. 2b (purple), in Fig. 2i (blue), and for Fig. 2e (purple and blue). Special fitting procedures were used for the XX model and for the beat frequency due to the effective magnetic field.

**XX model:** The decay curves $c(t)$ for the transverse spin helix (Fig. 2a) clearly show a slower decay rate for larger $Q$. We could use the fitting function described above, with the only difference of adding the constant offset $c_0$ in quadrature $c(t) = \sqrt{(a_0 + b_0 \cos \omega t) e^{-t/\tau} + c_0}$. (Fig. 2a) to reflect that the offset $c_0$ arises due to an experimental detection noise floor at the $10^{-2}$. The actual physical contrast does decay to zero $c(t) \rightarrow 0$. Remarkably, the fitted oscillation periods (e.g. $T = 11.6(4) \ h/ J_{xy}$ at $\lambda = 10.4 \ a$) agree fairly well with the energy splitting $J_{xy}/2$ for the two-spin Heisenberg model (Fig. 2i) implying an oscillation period of $T = 4\pi h/ J_{xy} \approx 12.57 \ h/ J_{xy}$. With this fit function, the slower decay for large wavevectors $Q$ shows up mainly in the oscillation frequency $\omega$ and not in the decay time $\tau$. For a simpler characterization of the decay, we obtain the initial decay rate by fitting a linear slope $c(t) = c_0 (1 - t/\tau)$ to the initial decay in the range $c(t) \leq 0.4$. Results of such fits are shown in Fig. 2b (red).

**XXX model:** (1) Longitudinal spin relaxation (Fig. 2, purple): As in our previous work [31] on spin transport, we use the fitting function $c(t) = (a_0 + b_0 \cos \omega t) e^{-t/\tau} + c_0$. (2) Transverse spin relaxation with spin-echo (Fig. 2l-e, blue): The same fitting function yields oscillation frequencies $\omega$ and oscillating fractions $b_0/(a_0 + b_0)$ which agree fairly well with the longitudinal case, especially at large wavevectors $Q$, but with much larger error bars at small wavevectors $Q$, because the decay time $\tau$ is much shorter. For this reason, we constrain both parameters to the values obtained in the longitudinal case. (3) Transverse spin relaxation without spin-echo (Fig. 2l-e, red; Fig. 3): A beat note between the inner part and outer part of the cloud is visible (Fig. 3), due to the difference in effective magnetic fields. To determine the beat frequency $\Omega$, we generalize the fitting function to the sum of two parts: $c_1(t) e^{i\Omega t} + c_2(t) = \sqrt{c_1(t)^2 + c_2(t)^2} \cos(\Omega t) + c_2(t)^2$. Here, $c_1(t) = (a_0 + b_0 \cos \omega t) e^{-t/\tau}$ is the contrast of the atoms in the inner part of the cloud, and $c_2(t) = c_2$ is the contrast of the isolated atoms in the outer part which preserve the contrast for a long time. We can neglect the background $c_0$ due to the detection noise. In $c_1(t)$ we again constrain the two parameters $\omega$ and $b_0/(a_0 + b_0)$ to the values obtained for longitudinal spin relaxation.
For constant density, the constant effective field can always be transformed away in a suitable rotating frame. However, it can still be observed as a shift of the spin-flip resonance. We rotate the spins via an adiabatic sweep of frequency, where the detuning corresponds to an external \( z \)-field (in the rotating frame), and the Rabi frequency to an \( x \)-field, realizing a Heisenberg model with magnetic fields. Starting from a fully polarized state with all atoms in the \(|\downarrow\rangle\) state and large detuning of the RF, we reduce the \( z \)-field adiabatically and observe the spin imbalance. The spins are balanced when the detuning compensates for the effective magnetic field created by the superexchange. With this method, we can observe the effective field for different lattice depths (Fig. 7).

Appendix B: Spectroscopic observation of the effective magnetic field

For constant density, the constant effective field can always be transformed away in a suitable rotating frame. However, it can still be observed as a shift of the spin-flip resonance. We rotate the spins via an adiabatic sweep of frequency, where the detuning corresponds to an external \( z \)-field (in the rotating frame), and the Rabi frequency to an \( x \)-field, realizing a Heisenberg model with magnetic fields. Starting from a fully polarized state with all atoms in the \(|\downarrow\rangle\) state and large detuning of the RF, we reduce the \( z \)-field adiabatically and observe the spin imbalance. The spins are balanced when the detuning compensates for the effective magnetic field created by the superexchange. With this method, we can observe the effective field for different lattice depths (Fig. 7).

Appendix C: Semiclassical analysis and short-time expansion of spin dynamics

1. Classical transverse helices of any \( Q \) do not evolve for any anisotropy \( \Delta \)

We show here that in the classical limit, transverse helices of any wavevector \( Q \) do not evolve under the XXZ Hamiltonian (assuming the effective magnetic field is uniform), for any isotropy \( \Delta \). The classical limit is reached by taking the spin-quantum number \( S \rightarrow \infty \), or by treating the spins as classical vectors \( \vec{S}_i = (S^x_i, S^y_i, S^z_i) \) of arbitrary length \( S = |\vec{S}_i| \) which we set to 1/2 for comparison to the quantum spin system.

We start with the system initialized at \( t = 0 \) in the helix state \( S^z_i(0) = Se^{\pm i(Qz_i+\theta)}, S^x_i(0) = 0, \) and we “untwist” the helix by using the rotation

\[
\begin{pmatrix}
S^x_i \\
S^y_i \\
S^z_i
\end{pmatrix} =
\begin{pmatrix}
-\sin(Qz_i) & 0 & \cos(Qz_i) \\
\cos(Qz_i) & 0 & \sin(Qz_i) \\
0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
T^x_i \\
T^y_i \\
T^z_i
\end{pmatrix}
\]

(we ignore the phase \( \theta \) for simplicity) which gives \( \vec{S}_i \rightarrow \vec{T}_i \) with \( T^z_i(0) = 0, T^z_i(0) = S \). The Hamiltonian Eq. (1) (with
Therefore we get

\[ H \mapsto H(Q) = J_{xy} \sum_i \left[ \cos(Qa)(T_{i-1}^zT_{i+1}^x + T_i^zT_{i+1}^x) + \sin(Qa)(T_i^xT_{i+1}^z - T_i^xT_{i+1}^z) \right] + J_z \sum_i T_i^x T_{i+1}^y. \]  

(C2)

The Landau-Lifshitz (LL) equations of motion for classical spins read \( \partial_t \vec{T}_i = \partial_{\vec{T}_i} H(Q) \times \vec{T}_i \). Upon changing variables to \( T_i^\pm = T_i^x \pm iT_i^y \) we have

\[
T_i^+ = \frac{1}{2}(J_i(T_{i-1}^+ - T_{i-1}^- - T_{i+1}^- + T_{i+1}^+)) T_i^z \]

\[ + J_{xy}(\sin(Qa)T_i^+(T_{i-1}^- - T_{i-1}^+ + T_{i+1}^+ - T_{i+1}^-) + 2T_i^z(T_{i-1}^- - T_{i+1}^+)) \]

\[ + \cos(Qa)(-T_{i-1}^+ + T_{i+1}^+ + T_{i+1}^z - T_{i+1}^z + 2T_i^+(T_{i-1}^+ - T_{i+1}^-))] \]

(C3)

\[
T_i^- = \frac{1}{2}(J_i(T_{i-1}^- - T_{i-1}^+ - T_{i+1}^- + T_{i+1}^+)) T_i^z \]

\[ - J_{xy}(T_i^- - T_i^+)(\cos(Qa)T_{i-1}^- + T_{i+1}^+ - T_{i+1}^- + T_{i+1}^z) \]

\[ - \cos(Qa)(-T_{i-1}^+ + T_{i+1}^- - T_{i+1}^- + T_{i+1}^z + 2T_i^-(-T_{i-1}^- + T_{i+1}^-)) \]

(C4)

and it is straightforward to verify that \( T_i^\pm(t) = 0, T_i^z(t) = S \) is a solution to the LL equations, as claimed.

2. Stability of the classical spin-helix state: dispersion relation of fluctuations

To understand the stability of the classical spin-helix states we linearize the equations of motion about the classical solution and consider fluctuations. Now, \( T_i^\pm \) obeys the constraint \( T_i^z = \sqrt{S^2 - T_i^+ T_i^-} \) so fluctuations about the classical solution simply entails

\[
T_i^\pm(t) = \bar{T}_i^\pm(t) + \delta T_i^\pm(t) + O((\delta T)^2) = \delta T_i^\pm(t) + O((\delta T)^2),
\]

(C6)

\[
T_i^z(t) = S + O((\delta T)^2).
\]

(C7)

Therefore we get

\[
\delta T_i^\pm = \frac{iS}{2}(J_i(\delta T_{i-1}^- + \delta T_{i+1}^+ - \delta T_{i-1}^+ - \delta T_{i+1}^-) \mp \cos(Qa)J_{xy}(\delta T_{i-1}^- + \delta T_{i+1}^+ + \delta T_{i+1}^+ + \delta T_{i+1}^- - 4\delta T_{i+1}^+)) \]

(C8)

We now expand in Fourier modes \( \delta T_i^\pm = \sum_k \delta T_k^\pm e^{i(kz + \Omega_k t)} \) with momentum \( k \) and dispersion \( \omega_k \). This reduces to an eigenvalue problem

\[
\omega_k \begin{pmatrix} \delta T_k^+ \\ \delta T_k^- \end{pmatrix} = S J_{xy} \begin{pmatrix} -(2 + \cos(ka)) \cos(Qa) - \Delta \cos(ka) \\ \cos(ka)(\cos(Qa) - \Delta) \end{pmatrix} \begin{pmatrix} \cos(ka)(-\cos(Qa) + \Delta) \\ -(2 + \cos(ka)) \cos(Qa) + \Delta \cos(ka) \end{pmatrix} \begin{pmatrix} \delta T_k^+ \\ \delta T_k^- \end{pmatrix}
\]

(C9)

with solution

\[
\omega_k = \pm 2\sqrt{2} J_{xy} S \sqrt{\cos(Qa)(-\Delta \cos(ka) + \cos(Qa)) \sin^2(ka/2)}.
\]

(C10)

Reducing to \( \Delta = 0 \) reproduces the expression quoted in the main text for the XX model in Sec. IIIA. Note that we could have equivalently obtained the same dispersion relations by performing a spin-wave analysis, upon mapping the spins to Holstein-Primakoff bosons (in a large \( S \) expansion) and performing a Bogoliubov transformation to diagonalize the Hamiltonian in second order.

3. Short-time expansion of quantum dynamics

Owing to the factorizable nature of the initial spin helix state we can analytically derive the short-time quantum dynamics of the state without passing into a semiclassical limit as was done before. The basic object is the Taylor expansion of a spin operator (in the transverse direction),

\[
\langle S_i^z(t) \rangle = \langle S_i^z(0) \rangle + \langle \delta_i S_i^z(0) \rangle t + \frac{1}{2} \langle \delta_i^2 S_i^z(0) \rangle t^2 + \cdots
\]

(C11)
where $\langle \cdot \rangle$ is the expectation value in the spin state $|\psi(Q)\rangle = e^{-i\sum_i S_i^z Q_i^z}|+\rangle + \cdots$ $(S_i^z|+\rangle_i = S|+\rangle_i$), and

\begin{equation}
\langle \partial_i S_i^+(0) \rangle = i\langle [H, S_i^+] \rangle ,
\end{equation}

\begin{equation}
\langle \partial_i^2 S_i^+(0) \rangle = -\langle [H, [H, S_i^+]] \rangle .
\end{equation}

Since the Hamiltonian is a sum of strictly local terms and $S_i^+$ is an on-site term, the expressions in the commutators are only comprised of finite range terms with support centered around site $i$. Using that the state factorizes into a product state we can easily evaluate the expression for these terms. We find for general spin $S$

\begin{equation}
\langle [H, S_i^+] \rangle = 0 ,
\end{equation}

\begin{equation}
-\langle [H, [H, S_i^+]] \rangle = -S^2 e^{iQz_i} (J_z - J_{xy} \cos(Qa))^2 .
\end{equation}

(The vanishing of the term linear in $t$ follows from time-reversal symmetry). Therefore

\begin{equation}
\langle S_i^+(t) \rangle = S e^{iQz_i} - \frac{1}{2} S^2 e^{iQz_i} (J_z - J_{xy} \cos(Qa))^2 t^2 + \cdots .
\end{equation}

Extracting the Fourier component with wavevector $Q$ gives the normalized contrast

\begin{equation}
c(t) = 1 - \frac{1}{2} S (J_z - J_{xy} \cos(Qa))^2 t^2 + \cdots .
\end{equation}

A characteristic energy rate $\gamma$ for the initial quadratic decay can therefore be defined as $c(t) = 1 - \gamma^2 t^2 + \cdots$ yielding

\begin{equation}
\gamma := \sqrt{\frac{S}{2}} J_{xy} (\Delta - \cos(Qa)) .
\end{equation}

Focusing now on $\Delta = 0$ and $S = 1/2$, this shows that a helix of wavevector $Q$ decays with a rate going as $\gamma \propto \cos(Qa)$. For $\Delta = 1$ we recover that $\gamma \propto Q^2$. More generally, for arbitrary anisotropy $\Delta$, there is a critical wavevector $(Q^c, a) = \arccos(\Delta)$ where decay is expected to be very slow; seeing such a dependence in experiments would be interesting.

**Appendix D: Numerical simulation details**

Here we present general details on the numerical simulations performed. Unless otherwise specified, we employed the time-evolving block decimation (TEBD) algorithm on matrix product states (MPS) defined on 1D chains of length $L = 40$, with large enough bond dimension to ensure convergence of local observables to a tolerance $10^{-4}$, via the TeNPy library [43].

In the absence of holes, we simulate the Heisenberg model [1], with the initial state the spin helix with wave vector $Q$, which reads locally $|\psi_i(Q)\rangle = e^{i(Qz_i + \theta)} S_i^z |+\rangle_i$ where $S_i^z |+\rangle_i = |+\rangle_i = \frac{1}{\sqrt{2}} (|↑\rangle_i + |↓\rangle_i)$. Here $\theta$ is the global phase. We measure $\langle S_i^x(t) \rangle$ and fit for each time-slice a sine function in space with wavevector $Q$ (allowing the phase to be an independent parameter); the amplitude of the sinusoidal modulation is the numerically determined contrast $c(t)$ normalized to unity at $t = 0$. We also average $c(t)$ over $\theta = 0, \pi/2$ to account for the fact that the global phase of the initial state in the experiments shifts from measurement to measurement (we find that averaging over these two values suffices to reproduce the full averaging over $\theta$).

In the presence of holes we simulate the bosonic $t$-$J$ model [2]. We assume holes occur independently on each site with probability $p$. In order to perform ensemble averaging over the different hole positions of the initial state, we employed the following computational trick. Let the on-site Hilbert space be spanned by the states $|0\rangle$ (vacuum; no holes), $|↑\rangle_i := a^\dagger_{i,↑} |0\rangle$ and $|↓\rangle_i := a^\dagger_{i,↓} |0\rangle$. We define a pure state on each site as

\begin{equation}
|\Psi_i(Q)\rangle = e^{i\varphi_i} \sqrt{1-p} |\psi_i(Q)\rangle + \sqrt{p} |0\rangle_i,
\end{equation}

where $\varphi_i$ is some phase with value in $[0, 2\pi]$. Clearly, in the limit $p \to 0$, the state $|\Psi(Q)\rangle := \prod_i |\Psi_i(Q)\rangle$ reduces to the pure-spin helix (i.e. without holes) with wave vector $Q$. Consider now the outer-product of $|\Psi_i(Q)\rangle$ with itself when $p \neq 0$:

\begin{equation}
\rho_i = (1-p)|\psi_i(Q)\rangle \langle \psi_i(Q) | + e^{i\varphi_i} \sqrt{1-p} |\psi_i(Q)\rangle \langle 0 |_i + \text{h.c.} + p |0\rangle_i \langle 0 |_i .
\end{equation}
FIG. 8. **Transverse spin-helix decay for the XX model** obtained from numerical simulations, with hole probability $p = 0$ (a, b), $p = 0.05$ (c), $p = 0.1$ (c, inset) with $h_z = 0$ (a, b) and $h_z = 1.43 J_{xy}$ (c) as in the experiment. The wavelengths are (from bottom to top) $\lambda = 31.33 a, 23.50 a, 18.80 a, 15.66 a, 13.43 a, 11.75 a, 10.44 a, 9.40 a, 8.54 a, 7.83 a, 7.23 a, 6.71 a, 6.27 a, 5.90 a, 5.57 a, 5.27 a, 5.00 a, 4.77 a, 4.55 a, 4.35 a, 4.00 a$. The decay curves for pure spin dynamics (a) show a wavevector dependence of decay rates of the form $\gamma \sim \cos(Qa)$. Using rescaled time $t \cos(Qa)$ all decay curves collapse almost perfectly for wavelengths $\lambda \geq 6.27 a$, which covers the range studied in the experiment. The presence of holes washes out the $\cos(Qa)$ dependence (c), shown here for $\lambda \geq 6.27 a$. At sufficiently high hole probability, e.g. $p = 0.1$ (c, inset), the wavevector dependence has vanished almost completely.

If we now average $\varphi$ over the interval $[0, 2\pi)$ uniformly, the ensemble-averaged reduced density matrix is

$$\bar{\rho}_i = \frac{1}{2\pi} \int_0^{2\pi} d\varphi \rho_i = (1 - p)|\psi_i(Q)\rangle\langle \psi_i(Q)| + p|0\rangle_i \langle 0|_i. \quad (D3)$$

This reproduces the situation where holes occur locally and independently on each site $i$ with probability $p$.

In our simulations we choose a random set of phase angles $(\varphi_1, \ldots, \varphi_N) \in [0, 2\pi)^N$, and time-evolve the globally pure state $\prod_i |\Psi_i(Q)\rangle$ under the $t$-$J$ Hamiltonian. We repeat the simulation with different sets of phase angles sampled randomly uniformly in $[0, 2\pi)^N$, and then average the extracted contrast.

We find that in practice, there are remarkably only very small variations between different choices of phase angles (i.e. a given random choice of $\prod_i |\Psi_i(Q)\rangle$ is a typical configuration), allowing us to perform the ensemble average with relatively few repetitions (at most 50 runs for each $Q$ and global phase $\theta$). We also average over global phases $\theta = 0, \pi$.

**Appendix E: Numerical simulation results**

1. **XX model**

For the XX model, we utilized parameters $\Delta = 0$, $h_z = 1.43 J_{xy}$ (thus, simulating the experimental conditions at $11E_R$), as well as $t = 4.11 J_{xy}$, $J_{\uparrow\uparrow}/J_{\downarrow\downarrow} = -0.32$, $J_{\downarrow\uparrow}/J_{\uparrow\downarrow} = 1.15$. Here $J_{\sigma\sigma'} := -4t^2/U_{\sigma\sigma'}$.

Figure 8 shows decay curves for $p = 0, 0.05, 0.1$. The experimental decay rates $\gamma = 1/\tau$ (in Fig. 2b) were obtained from a linear fit $c(t) = c_0(1 - t/\tau)$ to the initial decay ($c(t) \leq 0.4$). We use an equivalent procedure for the theoretical data, and determined the time $\tau'$ where the numerical simulations showed a contrast of $c(\tau') = 0.4$, which we then converted to the theoretical decay rate $\tau = (5/3)\tau'$. As shown in Fig. 2b, the numerical data verify the analytically predicted $\cos(Qa)$ dependence of the decay rate. This scaling starts to break down as $Q \rightarrow \pi/(2a)$, because higher order terms in the expansion (either semiclassical or short-time) become important. Inclusion of holes washes out the $\cos(Qa)$-dependence.

2. **XXX model**

For the XXX model, we utilized parameters $\Delta = 1$, $h_z = 0.80 J_{xy}$ (thus, simulating the experimental conditions at $11E_R$), as well as $t = 6.13 J_{xy}$, $J_{\uparrow\uparrow}/J_{\downarrow\downarrow} = 0.61$, $J_{\downarrow\uparrow}/J_{\uparrow\downarrow} = 1.40$. 

If we now average $\varphi$ over the interval $[0, 2\pi)$ uniformly, the ensemble-averaged reduced density matrix is

$$\bar{\rho}_i = \frac{1}{2\pi} \int_0^{2\pi} d\varphi \rho_i = (1 - p)|\psi_i(Q)\rangle\langle \psi_i(Q)| + p|0\rangle_i \langle 0|_i. \quad (D3)$$

This reproduces the situation where holes occur locally and independently on each site $i$ with probability $p$.
FIG. 9. Spin relaxation for the XXZ model. a, b, Isotropic model \( \Delta = 1 \) with finite hole concentration \((p = 0.1)\). c, d, Slightly anisotropic \( \Delta = 0.93 \) with no holes \((p = 0)\). The colored solid lines in a and c are decay curves \( c(t) \) for different wavelengths \( \lambda = 31.3a, 23.5a, 18.8a, 15.7a, 13.4a, 11.7a, 10.4a, 9.4a, 8.5a, 7.8a, 7.2a, 6.7a, 6.3a \) (from top to bottom). The dotted lines are linear fits to determine decay rates, which are shown in b and d with a fit \( \gamma = DQ^2 + \gamma_0 \) (solid line).

Figure 9a-b show the results for a simulation involving 10% holes, i.e. \( p = 0.1 \). We fit the data between \( c(t) = 0.9 \) to \( 0.15 \) to a straight line, and extract a decay rate defined to be twice the slope of the fit (this factor is chosen because the slope of an exponential function at half decay is reduced by a factor of two). Due to the non-exponential nature of the decay curves, for both numerical simulations and experimental data, there is some arbitrariness in choosing “effective” decay time-constants which, depending on the parametrization, could differ by up to 50%. By further fitting the decay rates for the six smallest \( Q \) values to the form \( \gamma(Q) = DQ^2 + \gamma_0 \) (in order to focus on the limiting \( Q \to 0 \) behavior), we obtain a \( Q \)-independent decay rate \( \gamma_0 = 0.019 J_{xy}/\hbar \) and a “diffusion constant” \( D = 0.16a^2/(\hbar/J_{xy}) \).

3. Near-isotropic XXZ model

We also investigate how a small deviation from the isotropic point affects dynamics. One reason is that our experimental data for the isotropic model was actually not taken exactly at the isotropic point, but at \( \Delta = 0.93 \pm 0.05 \). In the two-site model, the triplet splitting of \( J_{xy} \cdot (1 - \Delta)/2 \) becomes \( 0.035J/\hbar \), but the full simulation presented here shows that the effect is smaller.

We consider \( \Delta = 0.93, h_z = 0.89J_{xy} \) (thus, simulating the experimental conditions at \( 11E_R \)), as well as \( J_{1\uparrow}/J_{1\downarrow} = 0.53, J_{\downarrow\downarrow}/J_{1\uparrow} = 1.41 \). Figure 9c-d show the results for a simulation in the absence of holes. We use the same method as for the XXX model to determine decay rates from linear fits. We obtain a \( Q \)-independent decay rate \( \gamma_0 = 0.015 J_{xy}/\hbar \) and a “diffusion constant” \( D = 0.15a^2/(\hbar/J_{xy}) \).

4. Dephasing from edge effects

We also use numerical simulations to study how the inhomogeneity of the effective magnetic field at the ends of finite chains leads to dephasing for transverse spin components. We concentrate on the \( Q \to 0 \) limit, i.e. a state uniformly polarized in the \( x \)-direction, with anisotropy \( \Delta = 1 \).

If the effective magnetic field were globally uniform, the transverse magnetization \( \sum_i S_i^x(t) \) will just oscillate in
FIG. 10. Dephasing from the edges of the chains. a,b, Dynamics of an $x$-polarized ($Q = 0$) state for a $L = 16$ finite chain, with anisotropy $\Delta = 1$ and $h_S = 0.8 J_{xy}$ reflecting the parameters of the experiment. Panel a shows how the initially homogeneous phase of the locally-measured transverse spin $\langle S^z_i(t) \rangle$ gets distorted at the edges, and how this perturbation propagates through the chain, leading to a loss of overall contrast of the total transverse magnetization $\langle \sum_i S^z_i(t) \rangle$ (b). A fit (dashed lines) to $\cos(\omega t + \phi)e^{-\gamma t}/2$ determines the decay rate $\gamma$ which is shown as a function of system size $L$ in panel c. A log-log plot shows the scaling $\gamma \propto L^{-1}$ for large $L$.

time without decaying. However, the fact that the edges of the chain feel an effective magnetic field strength which is half that of the bulk, causes dephasing of spins at the edges. This disturbance in turn propagates into the bulk (see Fig. 10b), so that the transverse magnetization decays in time (see Fig. 10b). For long chains, the decay rate decreases as a function of length $L$, as the bulk dominates the edges. This trend starts only for chains with $L > 16$. For smaller $L$, the trend is reversed due to few-body dynamics.

We have also explored the effect of the effective magnetic field in the XX model. Comparison of simulations of the pure spin model with and without an effective magnetic field of $h_S = 1.43 J_{xy}$ shows that the edge effect for chains of length $L = 40$ a give rise to a $Q$-independent decay rate of $0.04 h/J_{xy}$, which would amount to shifting the decay curve shown as a black line Fig. 2 (for $h_S = 0$) vertically.

Appendix F: Derivation of the bosonic $\tilde{t}$-$J$ model

We derive here the bosonic $\tilde{t}$-$J$ model

$$H_{\tilde{t}, J} = \sum_{\langle i j \rangle} \left[ J_{xy}(S^x_i S^x_j + S^y_i S^y_j) + J_z S^z_i S^z_j - \frac{h_S}{2} \left( 2S^z_i (n_{\uparrow i} + n_{\downarrow i}) + (n_{\uparrow i} + n_{\downarrow i})S^z_j \right) + c(n_{\uparrow i} + n_{\downarrow i})(n_{\uparrow j} + n_{\downarrow j}) \right]$$

$$- \sum_{\sigma, \langle i j \rangle} \tilde{t}_\sigma a^\dagger_{\sigma i} a_{\sigma j} + \text{h.c.} - \sum_{\sigma, \langle i j k \rangle} \left[ \frac{\tilde{t}^2}{U_{\uparrow i}} a^\dagger_{\sigma i} n_{\sigma j} a_{\sigma k} + \frac{\tilde{t}^2}{U_{\downarrow i}} a^\dagger_{\sigma i} S^y_j a_{\sigma k} + \frac{2\tilde{t}^2}{U_{\sigma i}} a^\dagger_{\sigma i} n_{\sigma j} a_{\sigma k} \right] + \text{h.c.} \quad (F1)$$

quoted in the main text. Here spin $\sigma = \uparrow, \downarrow$, and $a_{\sigma i}$, $a^\dagger_{\sigma i}$ are bosonic lowering and raising operators at site $i$, such that $S^\dagger \equiv S^\dagger \equiv (S^\dagger)^\dagger$, and $S^\dagger = \frac{1}{2} (S^+ + S^-)$, $S^y = \frac{1}{2} (-iS^+ + iS^-)$, $S^z = \frac{1}{2} (n_{\uparrow i} - n_{\downarrow i})$ form a representation of the Pauli algebra (to be more precise it is the direct sum of $1/2 \oplus 0$ irreducible representations). Also $c = -\tilde{t}^2 (1/U_{\uparrow i} + 1/U_{\downarrow i} + 1/U_{\sigma i})$.

The starting point is the Bose-Hubbard Hamiltonian describing cold atoms moving in a deep optical lattice (so that they are confined to the lowest Bloch band):

$$H = - \sum_{\langle i j \rangle, \sigma} \tilde{t} (a^\dagger_{\sigma i} a_{\sigma j} + \text{h.c}) + \frac{1}{2} \sum_{i, \sigma} U_{\sigma i} n_{i\sigma}(n_{i\sigma} - 1) + U_{\uparrow i} \sum_i n_{\uparrow i} n_{\downarrow i} \quad (F2)$$

We assume two components $\sigma = \uparrow, \downarrow$ and $U_{\sigma i} \gg \tilde{t}$, such that there are at most singly occupied sites. We will derive the effective model in this limit. We do not assume $U_{\sigma i} \cdot \sigma$ are necessarily equal between themselves.

We employ the expansion detailed in [44] where it was shown how having multiple emergent $U(1)$ charges emerge in an effective Hamiltonian. The general set-up is as such: let $\Gamma_1, \cdots, \Gamma_m$ be $m$ mutually commuting operators with integer eigenvalue spacings, and consider the Hamiltonian

$$H = \vec{\omega} \cdot \vec{\Gamma} + V \quad (F3)$$
where $V$ need not commute with $\Gamma_i$. In the limit of large $|\omega|$ we can derive an effective Hamiltonian

$$H_{\text{eff}} = \tilde{\omega} \cdot \tilde{\Gamma} + H'_0 + \frac{1}{2} \sum_{n \neq 0} \frac{[H'_{\tilde{n}}, H'_{-\tilde{n}}]}{\tilde{n} \cdot \tilde{\omega}} + \cdots$$  \hspace{1cm} (F4)

(This turns out to be the so-called van Vleck expansion). The effective Hamiltonian has emergent symmetries $[H_{\text{eff}}, \Gamma_i] = 0$, i.e. the Hamiltonian is symmetric with respect to the $m$ $U(1)$ charges $\Gamma_i$. Here $H'_\tilde{n}$ is the $\tilde{n}$-th Fourier mode of the ‘interaction’ Hamiltonian defined on the $m$-torus $\mathbb{T}^m$:

$$H'(\tilde{\theta}) = U_0^\dagger(\tilde{\theta}) V U_0(\tilde{\theta})$$  \hspace{1cm} (F5)

$$U_0(\tilde{\theta}) = e^{-i\tilde{\theta} \cdot \tilde{\Gamma}}$$  \hspace{1cm} (F6)

$$H'_\tilde{n} = \frac{1}{(2\pi)^m} \int_{\mathbb{T}^m} d^n \tilde{\theta} e^{-i\tilde{n} \cdot \tilde{\theta}} H'(\tilde{\theta})$$  \hspace{1cm} (F7)

Applying this formalism to the Bose-Hubbard model, we note that interactions there consist of three kinds:

$$U_{\downarrow\downarrow} \Gamma_1: \quad \Gamma_1 = \sum_i \frac{1}{2} n_{i\downarrow} (n_{i\downarrow} - 1)$$  \hspace{1cm} (F8)

$$U_{\uparrow\uparrow} \Gamma_2: \quad \Gamma_2 = \sum_i \frac{1}{2} n_{i\uparrow} (n_{i\uparrow} - 1)$$  \hspace{1cm} (F9)

$$U_{\uparrow\downarrow} \Gamma_3: \quad \Gamma_3 = \sum_i n_{i\uparrow} n_{i\downarrow}$$  \hspace{1cm} (F10)

and that $\Gamma_i$ have integer-eigenvalues and mutually commute. We therefore identify $\omega_1 = U_{\downarrow\downarrow}, \omega_2 = U_{\uparrow\uparrow}, \omega_3 = U_{\uparrow\downarrow}$. We define

$$U_0(\tilde{\theta}) := \exp(-i\tilde{\theta} \cdot \tilde{\Gamma})$$  \hspace{1cm} (F11)

which gives us

$$H'(\tilde{\theta}) := U_0(\tilde{\theta})^\dagger \sum_{\langle ij \rangle, \sigma} \tilde{\gamma}(a_{i\sigma}^\dagger a_{j\sigma} + \text{h.c.}) U_0(\tilde{\theta}).$$  \hspace{1cm} (F12)

We have

$$e^{i\theta_3 \Gamma_3} a_{i\uparrow}^\dagger e^{-i\theta_3 \Gamma_3} = a_{i\uparrow}^\dagger + (i\theta_3)[n_{i\uparrow} n_{i\downarrow}, a_{i\uparrow}^\dagger] + \frac{(i\theta_3)^2}{2!} [n_{i\uparrow} n_{i\downarrow}, [n_{i\uparrow} n_{i\downarrow}, a_{i\uparrow}^\dagger]] + \cdots$$

$$= a_{i\uparrow}^\dagger + (i\theta_3) a_{i\uparrow}^\dagger n_{i\downarrow} + \frac{(i\theta_3)^2}{2!} a_{i\uparrow}^\dagger (n_{i\downarrow})^2 + \cdots$$

$$= a_{i\uparrow}^\dagger e^{i\theta_3 n_{i\downarrow}}.$$  \hspace{1cm} (F13)

Therefore

$$e^{i\theta_3 \Gamma_3} a_{i\uparrow}^\dagger e^{-i\theta_3 \Gamma_3} = a_{i\uparrow}^\dagger e^{i\theta_3 n_{i\downarrow}},$$  \hspace{1cm} (F14)

$$e^{i\theta_3 \Gamma_3} a_{i\downarrow}^\dagger e^{-i\theta_3 \Gamma_3} = a_{i\downarrow}^\dagger e^{i\theta_3 n_{i\downarrow}},$$  \hspace{1cm} (F15)

$$e^{i\theta_3 \Gamma_3} a_{i\uparrow}^\dagger e^{-i\theta_3 \Gamma_3} = a_{i\uparrow}^\dagger e^{i\theta_3 n_{i\uparrow}},$$  \hspace{1cm} (F16)

$$e^{i\theta_3 \Gamma_3} a_{i\downarrow}^\dagger e^{-i\theta_3 \Gamma_3} = a_{i\downarrow}^\dagger e^{i\theta_3 n_{i\uparrow}}.$$  \hspace{1cm} (F17)

Next

$$e^{i\theta_2 \Gamma_2} a_{i\uparrow}^\dagger e^{-i\theta_2 \Gamma_2} = a_{i\uparrow}^\dagger + (i\theta_2)[\frac{1}{2} n_{i\uparrow} (n_{i\uparrow} - 1), a_{i\uparrow}^\dagger] + \frac{(i\theta_2)^2}{2!} [\frac{1}{2} n_{i\uparrow} (n_{i\uparrow} - 1), [\frac{1}{2} n_{i\uparrow} (n_{i\uparrow} - 1), a_{i\uparrow}^\dagger]] + \cdots$$  \hspace{1cm} (F18)
A single commutator yields

\[ \frac{1}{2} n_{i\uparrow}(n_{i\uparrow} - 1), a_{i\uparrow} \big] = \frac{1}{2} [n_{i\uparrow}, a_{i\uparrow}^\dagger](n_{i\uparrow} - 1) + \frac{1}{2} n_{i\uparrow}[n_{i\uparrow} - 1, a_{i\uparrow}^\dagger] \]

\[ = \frac{1}{2} a_{i\uparrow}^\dagger(n_{i\uparrow} - 1) + \frac{1}{2} n_{i\uparrow} a_{i\uparrow}^\dagger \]

\[ = a_{i\uparrow}^\dagger n_{i\uparrow} \]  

(F19)

so the full expression becomes

\[ e^{i\theta_2 \Gamma_2} a_{i\uparrow}^\dagger e^{-i\theta_2 \Gamma_2} = a_{i\uparrow}^\dagger + (i\theta_2) a_{i\uparrow}^\dagger n_{i\uparrow} + \frac{(i\theta_2)^2}{2!} a_{i\uparrow}^\dagger (n_{i\uparrow} - 1)^2 + \cdots \]

\[ = a_{i\uparrow}^\dagger e^{i\theta_2 n_{i\uparrow}}. \]  

(F20)

Similarly we have

\[ e^{i\theta_2 \Gamma_2} a_{i\downarrow}^\dagger e^{-i\theta_2 \Gamma_2} = e^{-i\theta_2 n_{i\downarrow}} a_{i\downarrow}^\dagger. \]  

(F21)

Therefore, there are four terms in \( H'(\vec{\theta}) \):

\[ U_0(\vec{\theta})^\dagger a_{i\uparrow}^\dagger a_{j\uparrow} U_0(\vec{\theta}) = a_{i\uparrow}^\dagger e^{i(\theta_3 n_{i\uparrow} + \theta_2 n_{i\uparrow})} e^{-i(\theta_3 n_{j\downarrow} + \theta_2 n_{j\downarrow})} a_{j\uparrow} \]  

(F22)

\[ U_0(\vec{\theta})^\dagger a_{j\uparrow}^\dagger a_{i\uparrow} U_0(\vec{\theta}) = a_{j\uparrow}^\dagger e^{i(\theta_3 n_{j\uparrow} + \theta_2 n_{j\uparrow})} e^{-i(\theta_3 n_{i\downarrow} + \theta_2 n_{i\downarrow})} a_{i\uparrow} \]  

(F23)

\[ U_0(\vec{\theta})^\dagger a_{i\downarrow}^\dagger a_{j\downarrow} U_0(\vec{\theta}) = a_{i\downarrow}^\dagger e^{i(\theta_3 n_{i\downarrow} + \theta_2 n_{i\downarrow})} e^{-i(\theta_3 n_{j\uparrow} + \theta_2 n_{j\uparrow})} a_{j\downarrow} \]  

(F24)

\[ U_0(\vec{\theta})^\dagger a_{j\downarrow}^\dagger a_{i\downarrow} U_0(\vec{\theta}) = a_{j\downarrow}^\dagger e^{i(\theta_3 n_{j\downarrow} + \theta_2 n_{j\downarrow})} e^{-i(\theta_3 n_{i\uparrow} + \theta_2 n_{i\uparrow})} a_{i\downarrow} \]  

(F25)

Now, the \( \vec{n} \)-th Fourier mode of \( H'(\vec{\theta}) \) enforces projectors of certain occupation numbers between sites. For example for the first term and \( n_1 = 0, n_2 = 0, n_3 = 1 \) this is

\[ a_{i\uparrow}^\dagger P_{n_{i\uparrow}, n_{i\downarrow}} a_{j\uparrow} - a_{i\downarrow} P_{n_{i\downarrow}, n_{i\uparrow}} a_{j\downarrow} = 0 a_{j\uparrow}. \]  

(F26)

We evaluate Eq. (F4) and the result is Eq. (F1) (ignoring the constant term \( \vec{\omega} \cdot \vec{\Gamma} \)).