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ABSTRACT

We present a neural network for rendering binaural speech from given monaural audio, position, and orientation of the source. Most of the previous works have focused on synthesizing binaural speeches by conditioning the positions and orientations in the feature space of convolutional neural networks. These synthesis approaches are powerful in estimating the target binaural speeches even for in-the-wild data but are difficult to generalize for rendering the audio from out-of-distribution domains. To alleviate this, we propose Neural Fourier Shift (NFS), a novel network architecture that enables binaural speech rendering in the Fourier space. Specifically, utilizing a geometric time delay based on the distance between the source and the receiver, NFS is trained to predict the delays and scales of various early reflections. NFS is efficient in both memory and computational cost, is interpretable, and operates independently of the source domain by its design. Experimental results show that NFS performs comparable to the previous studies on the benchmark dataset, even with its 25 times lighter memory and 6 times fewer calculations.

Index Terms— Binaural speech synthesis, binaural rendering, spatial audio, neural network

1. INTRODUCTION

Binaural audio synthesis is an essential technology for providing immersive sound experiences in virtual and extended reality. By simulating the precise clues to locate the sound source, binaural sound synthesis aims to provide a spatial experience to our auditory cues [1], which is also known as spatial hearing. Rendering spatialized audio from arbitrary sounds with low computational cost and high quality is an essential technology in AR/VR platforms.

Humans can localize sounds using a variety of perceptual cues, including Interaural Time Difference (ITD), Interaural Intensity Difference (IID), and spectral distortions caused by interactions with the listener’s pinnae, head, and torso [2, 3, 4]. Such cues can implicitly be modeled using head-related impulse response (HRIR) and binaural room impulse response (BRIR) [5, 6]. Traditional approaches for binaural audio rendering relied on digital signal processing (DSP) theories to model the HRIRs, BRIRs, or ambient noises [7, 8, 9, 10]. Most of these approaches model the binaural environments based on the linear time-invariant (LTI) system, and some difficulties have been discussed that such methods are insufficient for accurately modeling the real-world acoustic nonlinearities [11].

While pointing out such limitations, recent studies utilize neural networks on binaural speech synthesis [12, 13]. By conditioning

Demo page with sound samples: https://bit.ly/3Sy6iFa

Fig. 1. Schematic diagram of the proposed system and visualization of the modeled acoustic paths.

• We propose a model for binaural rendering, which is highly efficient in memory and computational cost.

• We empirically show that our method achieves similar performance to prior studies at a much lower computational cost through quantitative and perceptual evaluation.
2. RELATED WORKS

Traditionally, signal processing technology has long laid the foundation for binaural audio synthesis [7, 8, 9]. However, more recent studies utilize deep learning to solve binaural speech synthesis in an end-to-end manner [12, 13, 14]. Although these data-driven approaches are powerful in estimating the target binaural speech, even for the in-the-wild binaural recordings, they are inherently limited to estimating the distribution of the training set. Consequently, they are prone to failure in generalizations and may require other models to render out-of-domain data, which can be a disadvantage when considering on-device inference scenarios.

This situation naturally leads to the parameter estimation method as a way to utilize the powerful estimation ability of the neural network without being limited to the data domain. Lee et al. [15] showed that artificial reverberation parameters can be estimated in an end-to-end manner. They leveraged neural networks to estimate the reverberation parameters analysis-synthesis task and outperformed the non-end-to-end approaches. Focusing on the spatial audio, Gerbr et al. [16] implicitly approximated HRTFs using a neural network. More recent work by Richard et al. [17] proposed a framework for training neural networks to estimate IRs for the given position. Their proposed IR-MLP efficiently estimate the IRs and even learns the IRs from an in-the-wild binaural dataset, but there is room for performance improvement as the authors discussed in their paper.

Fourier transforms have historically had a significant impact on engineering advances and are often used to improve the performance of deep learning techniques. Fourier space is used for proving that the neural networks are universal approximators [18], and the transform advantages efficient computation of the neural convolutional layers [19]. More recently, Fourier transforms and sinusoidal activations are reported to benefit neural networks in solving kernel regression or inverse problems [20, 21]. Neural operators also benefit from the capability to learn parametric dependence to the solution of partial differential equations in quasi-linear time complexity, when defined in Fourier space [22].

3. PROPOSED METHOD

This work mainly focuses on modeling binaural speech using a neural network, with an emphasis on time delay and energy reduction. While propagating through the air, sound has a delay in its arrival, and the energy is altered mainly due to attenuation and absorption. We introduce a novel network that models the delay and the energy reduction of the binaural speech in the Fourier space.

3.1. Neural Fourier Shift

For any $\mathbf{x} \in \mathbb{R}^N$, define the spectrum of $\mathbf{x}$ by the Discrete Fourier Transform (DFT) $\mathbf{X}[k] := \text{DFT}(\mathbf{x})[k] = \sum_{m=0}^{N-1} \mathbf{x}[m] e^{-i \omega_k m}$, where $\omega_k = 2 \pi k / N$ for $k = 0, 1, \ldots, N - 1$. The spectrum of $\text{SHIFT}_\Delta(\mathbf{x})$, which is $\mathbf{x}$ shifted for $\Delta \in \mathbb{N}$, satisfies

$$\text{DFT}\left(\text{SHIFT}_\Delta(\mathbf{x})\right)[k] = e^{-i \omega_k \Delta} \mathbf{X}[k].$$

The equation (1) is also well known as the (Fourier) shift theorem, which implies that a delay of $\Delta$ samples in the time corresponds to a linear phase term $e^{-j \omega_k \Delta}$ in the frequency domain. The proposed method models the delay for early reflections by estimating the distribution of the training set. Consequently, they are powerful in estimating the target binaural speech, even if the monaural speech by equations (1), which can be expressed as

$$\hat{\mathbf{X}}_L[k] = \sum_{c=0}^{C-1} \sigma_L[c, k] e^{-i \omega_k \phi_L[c, k]} \mathbf{X}[k],$$

$$\hat{\mathbf{X}}_R[k] = \sum_{c=0}^{C-1} \sigma_R[c, k] e^{-i \omega_k \phi_R[c, k]} \mathbf{X}[k].$$

The binaural speech $\mathbf{x}$ is estimated by concatenation of the two $\hat{\mathbf{X}}_L \oplus \hat{\mathbf{X}}_R$ which are obtained by imposing the inverse DFT (IDFT) to $\hat{\mathbf{X}}_L$ and $\hat{\mathbf{X}}_R$. By design, $\Psi_\theta$ estimates the frame-wise multichannel spectrum independent of the source spectrum.

For given binaural recording $y$ of monaural speech $x$, the neural network $\Psi_\theta$ is trained to minimize the loss between $\hat{x}$ and $y$ as

$$L(\hat{x}, y) \leq \lambda_1 \left\| \hat{x} - y \right\|_2 + \lambda_2 \left\| \mathcal{L} \mathcal{X} - \mathcal{L} Y \right\|_2 + \lambda_3 \left\| \mathcal{X}_\mathcal{II} - \mathcal{Y}_\mathcal{II} \right\|_2 + \lambda_4 \text{ MRSTFT}(\hat{x}, y),$$

where we define the IID as the mean of the interaural difference between the log magnitudes of the left and right spectrums

$$\text{IID}(\mathbf{x}) := \frac{1}{M} \sum_{k=0}^{M} \log_{10} | \mathbf{X}_L[k] | - \log_{10} | \mathbf{X}_R[k] |.$$
3.2. Network Architecture

As illustrated in Figure 1, NFS takes three inputs: monaural audio, the source’s position with orientation, and frame-wise geometric delay. First of all, the monaural audio is chunked into frames with overlaps, where we call it as unfold. Using the position and the orientation of the source, NFS binauralize each frame in the Fourier space, following the formulations in Section 3.1. We illustrate the schematic network architecture of NFS in Figure 2.

The position and the orientation of the source are encoded using sinusoidal encoding and learned Fourier features (LFF) [20]. We estimate the framewise frequency response $\sigma$ and phase delay $\phi$ using the neural networks named as Scaler and Shifter, respectively. The architecture of Scaler and Shifter is the same, which is cross-attention [25], squeeze-and-excitation [26], gMLP [27], and channel-wise linear layers as the trainable modules.

Cross-attention fuses information of two separate embeddings using attention mechanism [25]. Putting the embeddings of the source positions as query and those of the orientations as key and value, the cross-attention layer conditionally fuses the orientation to the positional information. The position embedding is added to the cross-attention output by a residual connection. A channel-wise linear layer follows to project the embedding to a higher dimensional space with \( n_{\text{chan}} \) number of channels (which is the same number of channels that we repeat the source during ch-tile).

Squeeze-and-excitation then extracts informative features by fusing spatial and channel-wise information [26]. gMLP is a variation of MLP which can be a simple alternative to the multi-head attention layers in Transformers [25, 27]. Equipped with a spatial gating unit, gMLP captures spatial information across embeddings. The output of gMLP is then linearly interpolated to \( n_{\text{freq}} \) number of dimensions to represent the scales (for Scaler) or the shifts (for Shifter) for the \( n_{\text{freq}} \) number of frequency bins. The outputs of Scaler and Shifter are then transformed through non-linear activations, where we denote by $\nu := \text{Sigmoid} [\text{Shifter}] \in \mathbb{R}^{n_{\text{chan}}} \times \mathbb{R}^{n_{\text{freq}}}$ and $\varsigma := \text{Softplus} [\text{Scaler}] \in \mathbb{R}^{n_{\text{chan}}} \times \mathbb{R}^{n_{\text{freq}}}$. The transformation is intended to enforce $\varsigma$ to be positive definite, and $\nu$ to be in a millisecond no larger than half of the frame length.

The Shifter output is biased by the geometric delay (given by a scalar $g \in \mathbb{R}$ given for each frame) computed from the geometric warp field. We denote the biased shift by $\phi = \nu + g$. To enforce the energy to be inversely proportional to the power of distance, we divide the Scaler output by $\phi^2$ (since $\phi$ is proportional to the distance), to compute the scale $\sigma = \varsigma \odot \phi^{-2}$. Finally, we acquire the frame-wise multichannel spectrum $\sigma \exp(-i\omega \phi) \in \mathbb{C}^{n_{\text{chan}}} \times \mathbb{R}^{n_{\text{freq}}}$, and multiply it to the source in the Fourier space as equation (2). After the estimated $X \in \mathbb{C}^{n_{\text{chan}}} \times \mathbb{R}^{n_{\text{freq}}}$ is inverted back into the waveform using IDFT, we linearly project the channels into a single stem. We enforce the linear projection weights to be positive definite to make the projection independent of the phase shift. Indeed, $\sigma \exp(-i\omega \phi)$ contains channel-wise IRs for each frame, where each channel can represent an IR for each different trajectory of acoustic rays. The NFS output frames are then synthesized using Weighted Overlap-add (WOLA) method. We add filtered noise to model ambient noises of the in-the-wild binaural recordings, as illustrated as Noise Injection in Figure 2. About the effect of each network module, we elaborate in more detail based on the empirical observations in section 4.1.

3.3. Training Details

For each NFS responsible for left and right channels, we set both the number of channels $n_{\text{chan}}$ and the number of dimensions for sinusoidal encoding to be 128. Our model is trained using RAdam optimizer [28] for 16 epochs with a batch size of 6 where we randomly sample 800 ms of mono audio and the corresponding conditions for each batch. We train NFS with 200 ms frame length and 100 ms hop length, and the input with 800 ms mono audio is padded and chunked into 9 frames. While training NFS, regarding each frame as an independent batch, we stack the frames in batch dimension and estimate the output for all of the 9 frames in a single forward process. The learning rate was initialized by $10^{-4}$ and scaled by the factor of 0.9 for every epoch. We set $\lambda_1 = 10^3$, $\lambda_2 = 10^4$, and $\lambda_3 = \lambda_4 = 1$.

4. EVALUATION

We use the binaural speech benchmark dataset [12] for all experiments, which contains monaural-binaural paired audio data for approximately 2 hours long, with 48 kHz sampling rate. The binaural audio that the dataset provides is recorded using a KEMAR mannequin in a regular room, for the source speeches spoken by eight different subjects. The position and orientation of the source are tracked at 120 Hz and are aligned with the audio.

We use WarpNet [12] and BinauralGrad [13] as the baselines of the comparison. We compare our model with the 6-layer IR-MLP [17] model with 512 hidden units they used for their experiment in training with the benchmark dataset. We also evaluate four variants of NFS: (1) NFS trained with Noise Injection but inference without it denoted by wo.NI, (2) our network trained without learned Fourier features denoted by wo.LFF, (3) our network trained without the time shift denoted by wo.Shifter, and (4) our network trained without Geometric Warpfield denoted by wo.GeoWarp.

4.1. Quantitative Evaluation

Table 1 compares the objective results of each model for the binaural speech synthesis benchmark test set. \( \text{amp} \) denotes the (spectral) amplitude error [12]. NFS records the best MRSTFT score (\( \mathcal{L}_{\text{STFT}} \)) and the second-best amplitude error compared to baselines. Absence of noise injection degrades the MRSTFT score of the NFS. As the NI module is intended to model ambient noise, inference results of NFS without it (denoted as wo.NI) show higher \( \mathcal{L}_{\text{STFT}} \) than the original NFS. However, for all other metrics, the model wo.NI also records a similar performance to the original NFS – which implies that NFS learns to scale and shift the source independently of the ambient noise. Learned Fourier features slightly advantages NFS to encode the conditions, since wo.LFF performs worse than wo.NI in every measure. However, we emphasize that the performance of wo.LFF for \( \mathcal{L}_{\text{STFT}} \) is still better than that of BinauralGrad. Without Shifter, our network performs worse than the original NFS.

| Model                  | $\ell_2 \cdot 10^3$ | Amp   | $\mathcal{L}_{\text{phs}}$ | PESQ | $\mathcal{L}_{\text{STFT}}$ |
|------------------------|---------------------|-------|----------------------------|------|-----------------------------|
| WaveNet [24]           | 0.179               | 0.037 | 0.958                      | 2.305| 1.915                       |
| IR-MLP [17]            | 0.236               | 0.024 | 0.933                      | -    | -                           |
| WarpNet [12]           | 0.167               | 0.048 | 0.807∗                     | -    | -                           |
| WarpNet∗ [13]          | 0.157†              | 0.038 | 0.838                      | 2.360†| 1.774                       |
| BinauralGrad [13]      | 0.128†              | 0.030∗| 0.837†                     | 2.759†| 1.278                       |

Table 1. Quantitative results. The highest score for each metric is marked with an asterisk (∗) and the second highest score is marked with a dagger (†). WarpNet∗ shows results reported by [13].
Table 2. Comparison of memory and computational cost.

| Model                     | # Param. | MACs (\(*) |
|---------------------------|----------|------------|
| BinauralGrad (stage 1, single step) \[13\] | 6.91 M   | 229.4 G    |
| BinauralGrad (stage 2, single step) \[13\] | 6.91 M   | 229.3 G    |
| WarpNet \[12\]               | 8.59 M   | 19.15 G    |
| IR-MLP \[17\]               | 1.62 M   | -          |
| Ours (NFS)                 | 0.55 M   | 3.400 G    |
| wo.Shifter \[11\]          | 0.28 M   | 1.700 G    |

Table 3. Analysis of the MUSHRA score shows no significant differences among the three models: WarpNet, BinauralGrad, and NFS. Ref., WN, BG, and wo.Sh stands for the binaural recorded data, Warpnet, BinauralGrad, and wo.Shifter, respectively.

wo.Shifter can only adjust the frequency response for each channel where all phases are uniformly shifted by the geometric delay. The absence of Shifter degrades especially for the \( L_2 \)-loss and the angular phase error, and this shows the impact of the phase shift by Shifter. Without geometric delay, NFS predicts both the early reflections and the direct arrivals. Quantitative results show that wo.GeoWarp also performs similarly to NFS, but is slightly worse in \( L_\text{pH} \). As it appears in Figure 3, the relation between the input positions and the most dominant response estimated from wo.GeoWarp shows similar dynamics to that of NFS. It turns out that biasing \( \phi \) with \( \phi \) of GeoWarp advantages NFS to estimate more accurate phase shifts and magnitude scales.

4.2. Perceptual Evaluation

To measure the perceptual difference of the rendered binaural speeches, we conduct a listening test using multiple stimuli with hidden reference and anchor (MUSHRA). We present nine questions to every nine subjects familiar with the concept of spatial audio. Each question includes the binaural recordings of the benchmark test set as a reference. The participants are asked to rate how similarly spatialized the samples are, compared to the reference sample on a scale from 0 to 1. The samples include hidden references as a high-anchor, and the outputs of the models appear in random permutation order. We put wo.Shifter as a low-anchor with a structure that can only change the frequency response.

Table 3 shows the result of the post hoc analysis with Bonferroni correction for the multiple paired t-test. We find a significant difference with \( p < 0.005 \) between wo.Shifter and others including NFS, WarpNet, and BinauralGrad. This again highlights the importance of Shifter in NFS, wo.NI shows a poor \( L_\text{STFT} \) in Table 1, but according to our posthoc analysis, it is found to have a perceptually insignificant difference between NFS, WarpNet, or BinauralGrad. Although NFS scored worse PESQ in quantitative evaluation, the difference between NFS, WarpNet, and BinauralGrad is found insignificant from our analysis of MUSHRA scores. We conclude that NFS’s capability in modeling ambient noise can be limited, but it is trivial when it comes to spatialization perception.

4.3. Efficiency and Interpretability

Besides recording decent performance in quantitative and qualitative evaluations, NFS is highly efficient in memory and computational cost, which is a huge advantage for commodity hardware. Table 2 compares the number of parameters and multiply-accumulates (MACs). Among the comparative models, NFS is 25 times lighter than BinauralGrad, which consists of a total of 13.8 million parameters. Compared to IR-MLP, our method is lighter and performs better in most objective evaluations. The number of computations required for NFS reaches only 17.8% of that of WarpNet, which is only 1.48% of that of a single denoising step in BinauralGrad (stage1).

Estimation within the Fourier space also makes our model easier to interpret. Figure 3 shows the estimated output for the positions along the trajectories parallel to the longitudinal and lateral axes. The delay from NFS is not very different from the geometric delay which is proportional to the Euclidean distance between the source and the receiver. This is natural in that the direct arrivals from the source are the most dominant in their intensity. The scale decreases sharply at locations where the direct path is obscured by the pinna or head. Even without the guidance of GeoWarp, our network reflects similar physics in its estimation. This interpretability directly demonstrates how precisely our deep neural network approximates the environment we are trying to simulate and allows us to further compensate for the weaknesses of the model.

5. CONCLUSION

We present NFS, a lightweight neural network for binaural speech rendering. Building upon the foundations of the geometric time delay, NFS predicts frame-wise frequency response and phase lags for multiple early reflection paths in the Fourier space. Defined in the Fourier domain, NFS is highly efficient and operates independently of the source domain by its design. Experimental results show that NFS performs comparable to the previous studies on the benchmark dataset, even with its lighter memory and fewer computations. NFS is interpretable in that it explicitly displays the frequency response and phase delays of each acoustic path, for each source position. We expect improving NFS using generic binaural audio datasets to generalize to arbitrary domains as our future works.
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