The formalism of Stochastic Inflation is a powerful tool for analyzing backreaction of cosmological perturbations, and making precise predictions for inflationary observables. We demonstrate this with the simple $m^2 \phi^2$ model of inflation, wherein we obtain an effective field theory for IR modes of the inflaton, which remains coupled to UV modes through a classical noise. We compute slow-roll corrections to the evolution of UV modes (i.e. quantum fluctuations), and track this effect from the UV theory to the IR theory, where it manifests as a correction to the classical noise. We compute the stochastic correction to the spectral index of primordial perturbations, finding a small effect, and discuss models in which this effect can become large. We extend our analysis to tensor modes, and demonstrate that the stochastic approach allows us to recover the standard tensor tilt $n_T$, plus corrections.
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I. INTRODUCTION

Inflation has been tremendously successful in explaining the physics of the very early Universe. It was the first compelling cosmological model to provide a causal mechanism for generating fluctuations on cosmological scales, and it predicted that their spectrum should be almost scale invariant, with small deviations from scale invariance that can be traced back to the precise microphysics of inflation [1–3]. These predictions provide a way of connecting theoretical physics to observational cosmology, and this has been a very fruitful venture; it has lead to particle-physics based models of inflation [4], inflation in supergravity [5], and String Inflation [6], to name a few. There is still much to be learned from the CMB, and if the large tensor-to-scalar ratio of [7] is a hint of good things to come, then the CMB may yet give us an unprecedented opportunity to test models of inflation, and quantum gravity.

With the ever-increasing precision of experiments probing the CMB, for example [8], it becomes imperative to develop self-consistent methods of calculation for inflationary predictions. The formalism of stochastic inflation is a promising avenue in this direction. It allows for the constant renormalization of background dynamics and in this way circumvents one of the main difficulties of traditional methods: the back-reaction [9–11]. This is achieved by separating the dynamics of long, classical wavelengths from short, quantum fluctuation-dominated wavelengths, and studying the interplay of the two sectors. The stochastic formalism then allows for the resummation of corrections to the background dynamics as modes of fluctuations are stretched from the quantum regime into the coarse-grained effective theory.

The resulting theory describes the effective classical dynamics of a large-scale gravitational system, in the presence of a 'bath' where all the quantum fluctuations are collected in a classical noise term, through a set of Langevin equations. As required by the fluctuation-dissipation theorem, this noise term comes hand in hand with a dissipation term, which in turn allows for irreversibility and approach to equilibrium. The effective theory therefore belongs to a new class of non-Hamiltonian theories [15], which have not been studied much so far in the context of cosmology. (However, see [16] and references therein in the context of warm inflation.)

Stochastic inflation has a long history. Originally proposed by Starobinsky [17–18], stochastic inflation as studied in the early work of [19–32] was a simple way to include quantum effects into inflation. The idea was this: quantum fluctuations are generated deep inside the horizon and, at zeroth order in slow-roll, evolve as quantum fields on a fixed de Sitter background. The quantum modes grow and exit the horizon. Doing so, due to their random phase, they provide a kick of a random amplitude to the long wavelength physics. It follows that the quantum modes act as a source for the classical background, and the physics of this source is probabilistic in nature. More precisely, stochastic inflation provided an 'educated guess' that this source should be white noise. The physics of slow-roll inflation can then be studied as per the usual treatment, with the noise included as a source in the equation of motion for the classical (long-wavelength) field.

Stochastic inflation was put on a more solid footing by [33] and [34], where the equations of motion for stochastic inflation were derived from a path integral [33,34]. Given these equations of motion, the vast majority of modern applications of stochastic inflation take the same approach as Starobinsky: calculate the variance of quantum modes in a pure de Sitter background, include this as white noise in the Klein-Gordon equation for long-wavelength modes, and study slow-roll inflation in the presence of this white noise (see, e.g. [35–51]). However, this method misses a key element of the physics: as pointed out in [32] the short-wavelength and long-wavelength physics are coupled. Namely, the quantum modes do not evolve on a pure de Sitter background, but rather on a background that is both slow-roll and stochastically corrected. In terms of the path integral, the coupling of the two sectors (long-wavelength, or ‘coarse-grained’ fields, and short-wavelength, or ‘bath’ fields) manifests itself as loop diagrams calculated in the Schwinger-Keldysh ‘in-in’ formalism of quantum field theory, which has become widely applied in cosmology since [52–54], after the early work of [55–56] (however, see [57–58] and references within for an introduction in the context of warm inflation).

Cosmological perturbations have also been studied in the context of stochastic inflation, see for example [46] and [60–61]. We will use a method inspired from the approach used in [40], with some modifications that will be discussed in section VI. An alternative, and relatively recent, proposal [60–61] is to apply the $\delta N$ formalism to stochastic inflation. This makes intuitive sense: the $\delta N$ formalism can be qualitatively understood as a ‘separate universe approach’, and one would not expect a local noise to invalidate this approach. This approached will also be touched upon in section VI.

In [62], the recursive formalism was applied to hybrid inflation [63]. In this scenario, the spectral index is strongly dependent on the duration of the ‘waterfall phase’ of inflation [64], where the field dominating the energy density of the Universe during inflation becomes tachyonic and ‘waterfalls’ down the side of the potential. This generates a red tilt, provided that the waterfall phase lasts for a suitable number of e-folds. It was found in [62] that the recursive corrections caused the tilt of the inflaton perturbations to become bluer in the valley, while also causing the waterfall phase to end earlier than otherwise expected, making a red tilt much more difficult, if not impossible, to achieve.
In the present paper we have more modest goals, that is, to study recursive stochastic effects in single field inflation, both analytically and numerically, in particular the simple $m^2\phi^2$ model [31, 65, 66], away from the regime of eternal chaotic inflation [67–69]. We find that the recursive approach gives corrections to quantum modes that could not be deduced from naively including slow-roll effects alone. We then study the effect of this on long-wavelength perturbations, and calculate the power spectrum of primordial perturbations. We extend this approach to include tensor perturbations, and discuss the effect of couplings to heavy fields.

The outline is as follows: in section II we outline the usual approach to stochastic inflation and review the recursive formalism. In section III we calculate the classical noise induced by quantum fluctuations on a classical background which is zeroth order in slow-roll. In section IV we compute the effect of this noise on the classical background, which we compute the stochastic (and slow-roll) corrected classical background, and continue in section V to compute the backreaction on the quantum modes. We then use this in section VI to compute the backreaction on IR modes, and compute spectrum of curvature perturbations. We extend this to a class of simple multifield models in section VII, and to tensor modes in section VIII. We conclude and discuss our results in section IX.

II. STOCHASTIC INFLATION: BASIC SET UP AND RECURSIVE STRATEGY

Let us first consider the action of single scalar field in a fixed background. The matter part of the action is given by:

$$S_M = \int d^4x \sqrt{-g} \left( \frac{1}{2} \partial_\mu \Phi \partial^\mu \Phi - V(\Phi) \right),$$

which leads to the equation of motion

$$-\Box \Phi + V,\Phi = 0,$$

$$\Box = \partial_{tt} + 3H\partial_t - \nabla^2 a^2.$$

In the present paper, we will more specifically be interested in the chaotic potential:

$$V(\Phi) = \frac{1}{2} m^2 \Phi^2.$$  (4)

Moreover, to ensure that we remain away from the eternal inflation regime throughout our analysis, we impose the condition $m^2\Phi_0^2 \ll 8\pi$ throughout this paper [69], where $\Phi_0$ is the initial value of the inflaton at the beginning of inflation.

The starting point of stochastic inflation is to split the field $\Phi$ into long-wavelength modes $\phi_c$ (c for classical), and short-wavelength modes $\phi_q$ (q for quantum). Note that both $\phi_q$ and $\phi_c$ are quantum fields in nature; $\phi_c$ technically corresponds to a ‘quantum averaged’ field, coarse grained on a radius of constant physical size. We choose this coarse-graining scale to be the scale at which quantum fields undergo squeezing, i.e. the Hubble scale., at which point the commutators of the fields and their derivatives scale as $k/a$ and are therefore exponentially suppressed (see [15, 30, 36–38, 41, 51, 55, 70–75] and references therein concerning the topics of quantum average versus classical fields, decoherence, and the conditions required for classicalization).

The splitting into $\phi_c$ and $\phi_q$ is defined by

$$\Phi = \phi_c + \phi_q,$$

$$\phi_q = \int \frac{d^3k}{(2\pi)^3} W(k, t) \hat{\phi}_k e^{-ik\cdot x},$$

where the $\hat{\Phi}_k = \phi_k \hat{a}_k + \phi^{*}_k \hat{a}^\dagger_k$ is the mode expansion of the quantum fields in terms of creation and annihilation operators, and $W(k, t)$ is a time-dependent window function. The window function acts to project onto $\phi_q$ only the modes with co-moving wavenumber somewhat larger than the physical Hubble scale. To be precise, we take the filtering scale to be large enough to make sure all modes part of $\phi_c$ have undergone squeezing and classicalization. To
see this splitting at the level of the equation of motion, we can Taylor expand the equation of motion\(^1\) about \(\Phi = \phi_c\),

\[
-\Box \phi_c + V,\Phi (\phi_c) + [-\Box \phi_q + V,\Phi (\phi_c)\phi_q] = -\frac{1}{2} V,\Phi \phi_q + \ldots,
\]

(7)

where our perturbation variable has been chosen to be the number of quantum fields (which can be seen from the path integral formulation to be equivalent to counting powers of \(\hbar\) in a Schwinger-Keldysh loop expansion).

Given that the coarse graining radius is chosen to correspond to the classicalization radius, the quantum-averaged field \(\phi_c\) corresponds to an effective classical field which we call \(\phi_c\), endowed with a probability density function (PDF). This effective classical field \(\phi_c\) allows us to treat collectively all realizations of the universe with consistent histories. Its PDF gives different probabilistic weights to classical realizations coming from different sets of random phases of the mode functions as they successively cross the Hubble radius and freeze. The PDF allows for a notion of ensemble average, which is equal to the quantum expectation value provided the ergodic hypothesis is satisfied. This point is further clarified in \([56]\) and discussed in more details in \([59]\).

It follows that alongside the system \(\{\phi_c, \phi_q\}\), we write a corresponding classical, probabilistic system consisting of \(\phi_c\) and a set of classical Gaussian noises \(\xi_{1,2}\) modelling the effects of the incoming modes of \(\phi_q\) joining the coarse-grained theory. Using the definition \([\phi]\) to rewrite the \(\phi_q\) in square brackets in terms of their linear mode expansion, as well as the fact that the linearized mode functions \(\phi_k\) satisfy their linearized equation of motion, equation (7) can be rewritten as

\[
-\Box \phi_c + V,\Phi (\phi_c) = 3H \xi_1 + \xi_2 + \left( -\frac{1}{2} V,\Phi \phi_q + \ldots \right),
\]

(8)

where the only surviving terms in the square brackets (i.e. the ones containing at least one time derivative acting on the time-dependent function \(W(k,t)\)) have been defined as the classical noise. A simple calculation, again using only equation (6), reveals that the noise terms are drawn from a random Gaussian probability distribution given by:

\[
P[\xi_1, \xi_2] = \exp \left\{ -\frac{1}{2} \int d^4 x d^4 x' [\xi_1(x) \xi_2(x)] \mathbf{A}^{-1}(x, x') \left[ \frac{\xi_1(x')}{\xi_2(x')} \right] \right\},
\]

(9)

and we have defined, letting \(r = |x - x'|\), the matrix \(\mathbf{A}\) to have components given by

\[
\mathbf{A}^{ij}(x, x') = \int \frac{dk}{2\pi^2} \sin(kr) k^2 \partial_i W(k, t) \partial_j W(k, t') \Re \mathbf{M}^{ij}(k, t, t'),
\]

(10)

with

\[
\mathbf{M}^{ij}(k, t, t') = \begin{pmatrix}
\phi_k(t) \phi_k(t') & \phi_k(t) \overline{\phi_k(t')}
\end{pmatrix}
\]

(11)

where \(k\) in the above equation is larger than the coarse-graining scale. The terms written in parenthesis on the right hand side of (9), which are the only ones still containing quantum fields, can also be re-written in terms of classical noise terms \(^2\), as was done in \([59]\). However, for the case of a quadratic potential, which we shall consider here, these higher order terms vanish and hence will not contribute to equation (9). To emphasize the split between quantum and classical: the modes \(\phi_q\) are quantum, while the noises \(\xi_{1,2}\) are classical, as the noise terms appearing in equation (9) are evaluated at the moment the modes \(\phi_q\) exit the horizon and give a ‘kick’ to the IR (classical) theory.

The variance of \(\xi_1\) and \(\xi_2\) can be read directly from this definition, by equating ensemble averages and quantum expectation values under the ergodicity assumption. To solve for the stochastic background, it is necessary to solve simultaneously for the linear mode function of the bath field, which satisfies the equation:

\[
\left( \partial_t^2 + 3H \partial_t - \frac{k^2}{a^2} + m^2 \right) \phi_k(t) = 0,
\]

(12)

\(^1\) In a dynamical spacetime \(H\) depends on the full quantum field \(\Phi\), and hence the extension of this heuristic argument to realistic inflationary set-ups is slightly more involved, although conceptually the derivation is identical.

\(^2\) In fact, equation (9) is inconsistent unless this is done, since as written they are a quantum contribution to a classical equation of motion.
where the wavenumber $k$ is larger than the coarse-graining scale, i.e. for wavelengths smaller than the coarse-graining radius. In what follows, we will be interested in solving the classical system $\{\phi_c, \xi_q\}$ perturbatively and will not look anymore at the quantum averaged field $\phi_c$. We therefore drop the tilde for the sake of simplicity, and from now on by $\phi_c$ we mean the classical, stochastic coarse-grained field.

This is not an easy system to solve: the coarse-grained field $\phi_c$, which obeys \cite{[8]}, depends on the amplitude and statistics of the noise terms $\xi_{1,2}$, which are given in terms of the mode functions of the quantum field, $\phi_k$. These mode functions in turn depend on a specific realization of the background in which they evolve, through their self-energy, which acts as a $\phi_c$-dependent mass term.

A word on the precise structure of the perturbative expansion: we will solve the system $\{\phi_c, \xi\}$ perturbatively in the number of quantum fields, $N_q$, and in the slow roll parameter $\epsilon$. For example, the solution for $\phi_c$ at order $\epsilon^3, N_q = 0$ corresponds to a constant background field with no stochastic corrections. A calculation of the quantum mode function can be done in this background, which is now at order $\epsilon^0, N_q = 1$. An equivalent counting is in powers of $\sqrt{\epsilon}$, which counts loops in the Schwinger-Keldysh formalism, i.e. $N_q = 1$ corresponds $\mathcal{O}(\sqrt{\epsilon})$. This was shown in \cite{[59]}. Given a quantum mode valid at order $\sqrt{\epsilon}$, the variance of the noise can consistently be computed at order $\epsilon$, and hence the PDF of IR modes can also be computed at order $\epsilon$. In particular, the variance of IR modes (which encodes the spectral tilt), is valid at order $\epsilon$. We will use this notation extensively in this paper.

### III. FIRST STEP OF THE RECURSION: STOCHASTIC NOISE

To make progress with the system \cite{[8]} and \cite{[12]} while maintaining the consistency of the solution, and in order to capture the fact that the quantum modes sit in a stochastic background, we use the recursive method from \cite{[59]}. At step 0 of the method, we start by approximating the background to zeroth order in slow-roll (i.e. pure de Sitter space). Step one of the method is to find the amplitude of the noise in this zeroth order background.

More precisely, we want to calculate the amplitude of the classical noise arising from quantum fluctuations evolving in such a background and joining the coarse-grained theory. That is, we want to calculate $\xi_{1,2} = \xi_{1,2}^{(1)}$ to order $\{\epsilon^0, \sqrt{\epsilon}\}$ by solving equation \cite{[12]} and then use equation \cite{[10]} to find the statistical properties of the noise terms. Fortunately, it is possible to show (after simple algebra) that $\xi_2$ is always suppressed by some power of the slow roll parameters, since it is proportional to at least one time derivative of the quantum field mode function $\phi_k$, and hence, at this order in perturbation theory, it is sufficient to calculate $\xi_1$ alone.

We start by making an explicit choice of the window function

$$W(k, t) = \theta(k - \gamma a H),$$

(13)

where $\gamma \ll 1$ parametrizes how long after their Hubble crossing modes can be considered classicalized, and so acts as an ‘ignorance parameter’ (however, see \cite{[77–79]} for discussions of subtleties concerning this choice and explorations of different possibilities).

Using this, and changing time variables to the number of $\epsilon$-folds (for a reasons that will be discussed in sections IV and VI), the variance can be computed to the required order in slow-roll at this stage of the recursive method

$$\langle \xi_1^{(1)}(x, N) \xi_1^{(1)}(x', N') \rangle = \frac{\gamma^3 H^5 \sin(\gamma a H r)}{2\pi^2 \gamma a H r} a^3 |\phi_k(N)|^2_{k=\gamma a H} \delta(N - N'),$$

(14)

where we have used the PDF \cite{[9]}, leaving the mode function unspecified in \cite{[11]}, to explicitly calculate the variance of the noise $\xi_1$, keeping only terms of order $\epsilon^0$ (where we define the first slow roll by $\epsilon = -\dot{H}/H^2$). Here the modes $\phi_k$ need to be evaluated at the time when they join the coarse grained scales, which can be evaluated using the usual expression for mode functions in the $\mathcal{O}(\epsilon^0)$ de Sitter background:

$$|\phi_k(N)|^2_{k=\gamma a H} = \frac{H^2}{2(\gamma a H)^3},$$

(15)

and it follows that the mean and variance of the noise are given by

$$\langle \xi_1^{(1)}(x, N) \rangle = 0, \quad \langle \xi_1^{(1)}(x, N) \xi_1^{(1)}(x', N') \rangle = \frac{H^4 \sin(\gamma a H r)}{4\pi^2 \gamma a H r} \delta(N - N').$$

(16)
The variance is constant and proportional to $\delta(N - N')$, and hence $\xi_1$ acts as white Gaussian noise\(^3\) with zero mean. The noise variance is local in time, and although it might appear to be non-local in space, the $\frac{\sin(\gamma a H r)}{\gamma a H r}$ factor in fact acts as a theta function at the coarse-graining radius, being one within the coarse-graining length, and zero outside. This ensures that the noise is only (100\%) correlated within each coarse-graining region, but is not correlated between different regions. Equivalently, this can be stated by saying the non-localities are only within the coarse-graining scale, and so the coarse-grained theory remains local.

### IV. STEP TWO: STOCHASTICALLY-CORRECTED COARSE-GRAINED THEORY

#### A. Analytic Solution

In the previous subsection we assumed a classical non-dynamical background and used it to calculate the noise $\xi_1 = \xi_1^{(1)}$ to order $(\epsilon^0, \hbar^{1/2})$. Using this, we can calculate the corrected classical background $\phi_c^{(1)}$ at order $(\epsilon^1, \hbar)$. To do this, we solve equation (16), which is a Langevin equation for $\phi_c^{(1)}$ at this order\(^4\):

$$
\dot{\phi}_c^{(1)}(x, t) + \frac{V_\Phi \left( \phi_c^{(1)}(x, t) \right)}{3H_0} = \xi_1^{(1)}(x, t). \tag{17}
$$

In the above, all quantities are valid to zeroth order in slow-roll. In particular, as should be explicit from the previous section, the variance of the noise term $\xi_1$ is valid to leading order in $\hbar$ but to zeroth order in slow roll. Consistent perturbation theory then requires that the Hubble parameter appearing in (17) also be evaluated at zeroth order in slow roll, and hence is simply constant.

Solving (17) gives a solution valid at $O(\epsilon, \hbar)$. At this stage in the recursive method, we are considering quasi-de Sitter space rather than a non-dynamical de Sitter spacetime. Gauge fixing therefore becomes necessary and we choose to work with gauge-invariant variables. In the stochastic formalism, this can be achieved by using the number of e-folds elapsed since the beginning of inflation, $N$, as the time variable. Recalling that we are working with the potential

$$
V(\Phi) = \frac{1}{2} m^2 \Phi^2, \tag{18}
$$

we get:

$$
\frac{d\phi_c^{(1)}(x, N)}{dN} = - \frac{m^2 \phi_c^{(1)}(x, N)}{3H_0^2} + \frac{\xi_1^{(1)}(x, N)}{H_0}. \tag{19}
$$

The advantage of using $N$ as the time variable is that linear order perturbations of the resulting stochastic process $\phi_c^{(1)}$ then coincide with the Mukhanov gauge independent variable, as shown in [17] (this is because in terms of the number of e-folds, Taylor expanding to linear order the full fields equations of motion yields the gauge fixed perturbation equations). This will be discussed further in section VI.

The solution to equation (19) can easily be written in terms of an integral equation:

$$
\phi_c^{(1)}(x, N) = \phi_c^{(1)}(x, 0) \exp \left[ - \frac{m^2}{3H_0^2} N \right] + \frac{H_0}{2\pi} \exp \left[ - \frac{m^2}{3H_0^2} N \right] \int e^{\frac{m^2}{3H_0^2} N} \tilde{\xi}(x, N) dN, \tag{20}
$$

where we have made the rescaling $\xi_1^{(1)} = \frac{H_0^2}{2\pi} \tilde{\xi}$, and $\tilde{\xi}$ is therefore a regular Brownian motion with unit variance. From this, along with equation (16) for the statistics of the noise, we see that the incoming quantum modes leave the mean (i.e. the first order moment) of the effective classical background unaffected and only modify higher moments of the background PDF.

---

\(^3\) This will not remain true at higher order in the recursive method: the noise will become colored due to interactions of the bath and the system, as was discussed in [32].

\(^4\) Recall, as mentioned above equation (13), that the noise terms $\dot{\xi}_1$ and $\dot{\xi}_2$ are higher order in slow-roll.
Other derived stochastic quantities can also be calculated from the coarse-grained field $\phi_c^{(1)}$ at this order. For example, the slow-roll parameter $\epsilon$ will now have a stochastic piece (the same is true of the time-dependent Hubble parameter $H(t)$), which can be expressed as:

$$\epsilon = -\frac{\dot{H}(t)}{H(t)^2} = \left(\frac{\phi_c^{(1)}}{2H^2(t)}\right)^2 - \xi_1\phi_c^{(1)} - \frac{H_0^2}{2H^2(t)} = \frac{\xi_1}{dN}\frac{d\phi_c^{(1)}}{dN} \frac{H_0}{2H^2(t)}.$$  

(21)

This can be rewritten as,

$$\epsilon = \epsilon^C + \epsilon^\xi = \frac{m^2}{3H_0^2} - \frac{H_0}{2\pi} \frac{\dot{\xi}}{\phi_c^{(1)}},$$  

(22)

where we have separated the first slow-roll parameter into a classical piece $\epsilon^C$ and a stochastic piece $\epsilon^\xi$.

It is important to note that (20) is not the most general expression to characterize solutions to (19), since each individual solution is only one realization the stochastic process $\phi_c^{(1)}$, as is made explicit by the presence of the Wiener process $\dot{\xi}$ in the expression. Alternatively, we can solve for the probability density function $\rho(\phi_c^{(1)}(x, N))$, which gives the probability of a field configuration over the whole length of inflation, using a Fokker-Planck equation. Another, perhaps simpler, option is to solve (19) numerically, by solving many different realizations and from there inferring the shape of the underlying PDF using Bayes’ theorem. This can be done by maximizing the likelihood on the $\mu$-$\sigma$ space (provided we assume the PDF is Gaussian) or, in the absence of Gaussianity, by finding the 68% confidence levels. In the following, this is the strategy we will adopt.

### B. Numerical Solution to the Coarse-Grained Theory

In terms of the rescaled noise $\tilde{\xi}$, the stochastic differential equation (SDE) to solve is:

$$\frac{d\phi_c^{(1)}}{dN} = -\frac{m^2}{3H_0^2} + \frac{H_0}{2\pi} \tilde{\xi}(x, N),$$  

(23)

$$\langle \tilde{\xi}(N)\tilde{\xi}(N') \rangle = \delta(N - N').$$  

(24)

In order to discretize the SDE, we need to discretize the time delta function in (24):

$$\delta(N - N') = \begin{cases} 
1/\delta t, & \text{if } N \text{ and } N' \text{ are in the same time step } \delta t, \\
0, & \text{otherwise}.
\end{cases}$$  

(25)

Here, $\delta t$ is the integration time-step used in the numerical solver. This simple SDE can be solved using the Euler method to integrate:

$$\phi_{n+1}^{(1)} = \phi_n^{(1)} - \frac{m^2}{3H_0^2} \frac{\delta t}{2\pi} \tilde{\xi}_n,$$  

(26)

where the $\tilde{\xi}_n$ are independent random numbers drawn from a random normal distribution with standard deviation $\sqrt{\delta t}$.

After simulating a large number of realizations of this coarse-grained background, the underlying PDF of the random variable $\phi_c^{(1)}$ can be reconstructed. This can be done by assuming an underlying Gaussian PDF and sampling the likelihood of the $\mu$-$\sigma$ space parametrizing the possible Gaussians to find the maximum likelihood. This means, at each time step, and for every plausible value of $\mu$ and $\sigma$, we apply Bayes theorem to find the probability that values from all realizations of $\phi_c^{(1)}$ are drawn from the Gaussian defined by a given choice of $\mu$ and $\sigma$.

The resulting PDF for a few fixed $e$-folds over the coarse of inflation are shown for the $m^2\phi^2$ potential in Figure 1. One can see that the variance of the long-wavelength field is initially zero, as one would expect from the fact that the PDF was initialized as a delta function in probability space. Its variance then grows as more modes exit the horizon and join the coarse-grained theory, which can be seen in the middle panel on left hand side (lhs), as well as the plot on the right hand side (rhs). The fractional variance of the field also grows during this time period, as shown in the bottom panel of the (lhs).

The absolute variance does not grow indefinitely. As can be seen from both the lhs and rhs panels, the variance saturates during the last 10 $e$-folds of inflation, approaching a maximal value that can easily be estimated from (19):

$$\sigma_{\phi_c^{(1)}}^2 \equiv \left(\phi_c^{(1)}\right)^2 - \left(\phi_c^{(1)}\right)^2 \rightarrow \frac{3H_0^4}{8\pi^2m^2}.$$  

(27)
Since the field is massive, this is as one should expect: quantum fluctuations becoming classical push the field fluctuations to roll up their potential, but the shape of the potential tends to make the field roll back down to its minimum. These two competing effects eventually reach an equilibrium point, which can be calculated in standard perturbative analysis to coincide with \( (27) \).

As a final comment, note that, \( (27) \) being a constant, the power spectrum of curvature perturbations that we obtain at this stage in the recursive method is exactly flat. That is to say, the maximal equilibrium value that the field fluctuations reach is constant with time, which is consistent with a constant push from the incoming quantum modes. If the spectrum were tilted, this would correspond to kicks with time-dependent amplitude, and this would in turn modify the quasi-equilibrium position for \( \sigma_\phi^2(1) \), making it time dependent. This is what we will observe in the next level of recursion.

We can apply the same method to infer the underlying PDF of the slow-roll parameter \( \epsilon \), displayed in Figure 2, which exhibits a qualitative behavior similar to \( \phi_c \). These graphs depict an interesting perspective: the super-Hubble classical theory we obtain is a ‘fuzzy’ one, in the sense that the classical parameters have an inherent uncertainty stemming from the constant incoming quantum modes. Therefore, on the large scales of the coarse-grained theory (by which we mean on scales of many Hubble volumes), the value of \( \epsilon \) varies from point to point with a standard deviation shown in Figure 2.

Furthermore, even at a single point the value of the classical parameters, such as \( \epsilon \), are constantly fluctuating. In particular, this means that, when one averages over macroscopic timescales, there is a minimum possible value for the slow-roll parameter \( \epsilon \). Indeed, even in the limit where \( H_0 \) (or equivalently \( \phi_0 \)) starts out very large, in such a way that \( \epsilon^C \) as defined in \( (22) \) tends to 0, the contribution from \( \epsilon^C \) will always remain finite. This is true in general for any model of inflation: the root mean square of \( \epsilon^C \) always provides a minimal value of the first slow roll parameter, regardless of how small it is engineered to be classically. It is worth stressing how the picture that we obtain differs from the standard one: the super-Hubble theory is now fundamentally probabilistic, and each realization of the quantum modes in the bath sees one of this ensemble of fluctuating field trajectories as a background.

Figure 1: Left panel: Top: mean trajectory of the coarse grained inflaton \( \varphi \). Middle: 1-\( \sigma \) deviation from the mean trajectory; i.e. standard deviation of maximum likelihood. Bottom: percentage error at 1-\( \sigma \). Right Panel: The reconstructed (unnormalized) PDF of the random variable \( \varphi(N) - \langle \varphi(N) \rangle \) for a few fixed \( e \)-folds during inflation, and assuming inflation lasted 60 \( e \)-folds. These values were inferred from 250 realizations, and with \( m = 6 \times 10^{-6} M_{Pl}, N_{tot} = 60, \) and \( \phi_c(0) = \sqrt{2(2N_{tot} - 1)} \). All fields shown are in units of \( M_{Pl} \).
Figure 2: The reconstructed (unnormalized) probability density function of the slow-roll parameter $\epsilon_1$ (the subscript 1 denotes first slow roll parameter) for a few fixed $e$-folds during the last 60 $e$-folds of inflation. These values were inferred from 250 realizations, and with $m = 6 \times 10^{-6} M_{Pl}$, $N_{tot} = 60$.

V. STEP THREE: QUANTUM FIELDS EVOLVING ON A STOCHASTIC BACKGROUND

A. Analytic Solution

Now that a solution to (8) valid to $O(\epsilon, \hbar)$ has been found, we can go back to the bath (i.e. short-wavelength) sector of the theory and solve the linearized mode function of the quantum field to $O(\epsilon, \hbar)$. This will allow us to find the noise variance to leading order in slow roll.

To do this, we treat the twice-corrected quantum modes, which we denote $\phi_q^{(2)}$, as perturbations about a fixed background field $\phi_c^{(1)}$. It is important to note that this procedure requires a careful treatment of metric perturbations, the necessity of which was realized in [80], where the authors considered the backreaction of cosmological perturbations (i.e. the effect of second order perturbations on the background) in the presence of stochastic effects. However they did not consider the backreaction of the shifted background on the noise itself, which is precisely what we are interested in here.

Before we progress further, we must first fix a gauge. The most natural choice is the same gauge as classical perturbations of $\phi_c$, that is, the spatially flat gauge. Following the treatment of [81], we fix the gauge to spatially flat gauge, and find the equation of motion for the field perturbations:

$$\ddot{\phi}_q^{(2)} + 3H\dot{\phi}_q^{(2)} + \left[ \frac{\nabla^2}{a^2} + m^2 - \frac{1}{M_{Pl}^2 a^3} \frac{d}{dt} \left( \frac{a^3 \left( \dot{\phi}_c^{(1)} \right)^2}{H} \right) \right] \phi_q^{(2)} = 0,$$

where $\phi_c$ is understood to be $\phi_c^{(1)}$. It is important to note that $\phi_q^{(2)}$ is a corrected version of $\phi_q^{(1)}$, as opposed to an additional contribution to the mode function $\phi_q$. Hence, we impose the Bunch-Davies initial condition on $\phi_q^{(2)}$.

Solving the gauge constraints, transforming to Fourier space, and using the canonically normalized variable $v_k = a\phi_k$, we find the equation of motion:

$$v_k'' - \left\{ k^2 - \frac{2}{\tau^2} - \frac{9\epsilon}{\tau^2} + \frac{V_{\phi_\Phi}(1 + \epsilon)^2}{H^2(t)\tau^2} + 4H(t)\dot{\phi}_c^{(1)} (1 + \epsilon)^2 - 14 \frac{\epsilon^2}{\tau^2} \right\} v_k = 0,$$

where prime denotes a derivative with respect to $\tau$, the conformal time defined by $a(t)d\tau = dt$. The solution to this, at first order in slow roll, and after matching to Bunch-Davies initial conditions, is given by:

$$v_k = \frac{\sqrt{\pi}}{2} \sqrt{-\tau} H_{\nu}^{(1)}(-k\tau),$$
\[ \nu^2 = \frac{9}{4} + 9\epsilon - \left(\frac{m}{H}\right)^2 (1 + 2\epsilon), \]  
where we have ignored the time dependence of \( \nu \) coming from \( \dot{\epsilon} \sim \dot{\xi}_1 \) since it is suppressed relative to \( \epsilon \).

Now that we have an expression for the mode function evolution, we can obtain the expression for the noise variance, \( \langle \xi_1^2, \xi_1 \rangle = \langle \xi_1^{(2)}, \xi_1^{(2)} \rangle \) valid to order \( (\epsilon^2, \epsilon^2) \). After some computation, see Appendix A, and doing a combined expansion in \( (m/H)^2 \) and \( \epsilon \), the variance simplifies to (at first order in both \( \epsilon \) and \( (m/H)^2 \)):

\[ \langle \xi_1^{(2)}(N)\xi_1^{(2)}(N') \rangle = \frac{H^4(t)}{4\pi^2} [1 + \Delta] \delta(N - N'), \]  
where \( \Delta \) is defined as

\[ \Delta = \frac{2}{3} \left( \frac{m}{H} \right)^2 (-2 + \gamma_E \log 2\gamma) - 3\epsilon(-3 - 2\gamma_E + 2 \log 2\gamma). \]  
Note that the Hubble parameter \( H \) appearing in the two above equations stands for the full \( H \), i.e. stochastically and slow-roll corrected. Stochastic corrections to the variance of the noise are therefore included in \( \epsilon \), as per equation (21), as well as in \( H \).

Also, note that in order to impose that the variance of the noise is independent of the choice of coarse-graining radius, that is, independent of \( \gamma \), we must impose the hierarchy \( [-\frac{m^2}{H^2}] \ll \gamma \ll 1 \). This is consistent with the expressions found in [32] [32], and ensures that the effective theory we obtain through the coarse-graining process is a sensible and physical one.

### B. Numerical Solution To the Mode Function Equation

To proceed with the numerical solution, we first recast equation (28) in a more useful form. This equation can easily be rewritten in terms of the number of e-folds \( N \):

\[ \frac{d^2v_k}{dN^2} + \frac{dv_k}{dN} + \left\{ \frac{k^2e^{-2N}}{H^2(t)} (1 + \epsilon)^2 - 2 - 9\epsilon + \frac{V_{\Phi\Phi}}{H^2(t)} (1 + \epsilon)^2 + 4 \frac{\dot{H}(t)}{H(t)} \frac{\dot{\phi}_c^{(1)}}{\phi_c^{(1)}} (1 + \epsilon)^2 - 14\epsilon^2 \right\} v_k = 0, \]  
where a dot refers to a derivative with respect to cosmic time \( t \). Retaining only terms up to leading order in \( \epsilon^C \), the classical piece of \( \epsilon \), and up to \( O(\epsilon^2) \), we obtain the equation:

\[ \frac{d^2v_k}{dN^2} + \frac{dv_k}{dN} + \left\{ \frac{k^2e^{-2N}}{H^2(t)} (1 + 2\epsilon^C) - 2 - 9\epsilon^C + \frac{m^2}{H^2(t)} (1 + 2\epsilon^C) \right\} v_k + \frac{H_0}{\pi} \left\{ 9 - 2 \frac{m^2}{H^2(t)} - 2 \frac{k^2e^{-2N}}{H^2(t)} \right\} \frac{\dot{\xi}}{\phi_c^{(1)}} v_k + \frac{H_0^2}{\pi^2} \left\{ \frac{k^2e^{-2N}}{H^2(t)} - 14 + \frac{m^2}{H^2(t)} \right\} \left( \frac{\dot{\xi}}{\phi_c^{(1)}} \right)^2 v_k = 0. \]  

To solve for the PDF of the stochastic linearized quantum mode function corresponding to (34) is very difficult, since (34) is now proportional to the square of the noise. We therefore proceed numerically, using a modified version of the Runge-Kutta method for solving SDE’s (which reduces to improved Euler method in the absence of a stochastic term), as explained in Appendix B.

In order to solve for each realization or the mode function in a given realization of the background (solved for in step 2 of the recursive method, see section III A), for every realization, the background and the mode function equation must be solved simultaneously (such that each realization of the mode function ‘sees’ the background generated by the right Wiener process \( \dot{\xi} \)). The result for a fixed mode is displayed in Figure 3.

Figure 3 highlights the generic behavior of a mode of the gauge invariant Mukhanov variable \( \phi_k \) inside and outside the Hubble horizon. Before horizon crossing, the mode \( \phi_k \) has a constant norm. Therefore, \( \phi_k \) plotted here has an amplitude that decays as \( a^{-1} \). The reason why it appears to be oscillating widely in the top panel of Figure 3 is that only the real part to the mode function is shown, and the real and imaginary parts oscillate at identical speed with a

---

5 In this case, an analytical solution for the PDF of the mode functions through a Fokker-Planck equation is not possible anymore.
\[
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Figure 3: Left panel: Top: mean trajectory of the real part of the linearized mode function \( \phi_k \) with \( k = 1.26 \times 10^{-2} \). Middle: 1-\( \sigma \) deviation from the mean trajectory, i.e. standard deviation of maximum likelihood. Bottom: percentage error at 1-\( \sigma \). Right: The reconstructed (unnormalized) PDF of the random variable \( \phi_k(N) - \langle \phi_k(N) \rangle \) for a few fixed e-folds during the last 60 e-folds of inflation. These values were inferred from 250 realizations, and with \( m = 6 \times 10^{-6} M_{Pl} \), \( N_{tot} = 60 \). Fields are shown in units of \( M_{Pl} \).

\( \pi/2 \) phase shift. Around \( N = 5 \), the mode plotted crosses the Hubble radius and freezes, and its amplitude remains constant from then on (real and imaginary parts independently).

The absolute variance of the mode also decays as \( a^{-1} \) while the mode is inside the horizon, as shown in the middle panel of the lhs, as well as the plot on the rhs. The fractional variance, displayed in the bottom panel of the lhs, diverges each time the real part of the mode crosses zero (which should not be interpreted as a physical effect). However, after the mode has exited the horizon, both the field and the variance approach a constant (this can be seen in the rhs and the middle panel of the lhs), and the fractional variance converges to roughly 0.25%. Note that, for our purpose in the present paper, we only apply the description of \( \phi_k \) as a UV mode up until this mode joins the coarse-grained theory via the noise \( \xi \), which occurs a few e-folds after horizon exit to ensure classicalization, around \( N = 7 \) in Figure 3.

Repeating this procedure for every \( k \) mode exiting the coarse-graining radius during the last 60 e-folds of inflation in a given realization of the background, we obtain the corrected power spectrum of the stochastic noise. Figure 4 shows the resulting average noise correlator (thick blue, top panel), when averaging over 100 realizations, and the 1-\( \sigma \) error on this correlator on the middle (absolute) and bottom (fractional) panels. The red dot-dashed line in the top panel, representing the analytical calculation from equation (33), shows very good agreement between our numerical and analytical treatments. The top panel of the figure also shows, for comparison, the result at zeroth order in slow roll which was obtained in section III and used in section IV, as well as the naive slow roll correction obtained by taking \( H \to H(t) \) in the zeroth order result one would obtain by following the procedure of, e.g., [47] (yellow line).

VI. STEP FOUR: CORRECTED COARSE-GRAINED THEORY

A. Overview and numerical approach

We have thus far completed two levels of recursion: 1) for our first ‘guess’, we began with a non-dynamical dS background, then calculated the amplitude of the noise generated by quantum modes evolving on such a background in section III; 2) using this noise (valid to leading order in \( \hbar \) and zeroth order in slow roll) as a source, we went back to the large scales and solved for the statistics of the coarse-grained classical inflaton, \( \phi_{c(1)} \), in section IV. Using this as a background (valid to first order in slow-roll and \( \hbar \)) for the short-scale physics, we then evaluated the corrected quantum
Figure 4: Power spectrum of the noise correlator at step 3 of the recursive method, $\langle \xi_1 \xi_1 \rangle$. Top panel: Average power spectrum, $\langle \xi_1 \xi_1 \rangle$, in units of $M_{pl}^4$. The full (blue) line is the corrected power spectrum obtained numerically at step 3, while the red line is the analytic computation. The grey dashed line is the variance obtained at the previous step of the recursion, $H_0^4/(4\pi^2)$, and the yellow dashed line is $H^4(t)/(4\pi^2)$, i.e. the naive correction to the noise to account for the fact that inflation happens is quasi-de Sitter space by simply making the Hubble radius a time-dependent quantity. Middle panel: 1-σ deviation form the mean trajectory, i.e. standard deviation of maximum likelihood, again in units of $M_{pl}^4$. Bottom panel: Percentage error at 1-σ. These graphs were obtained by simulating 100 realizations, and assuming a Gaussian underlying PDF, the mean and variances were inferred by maximizing the likelihood of the $\mu - \sigma$ space. Simulations were performed using $m = 6 \times 10^{-6} M_{pl}$, $N_{tot} = 80$.

This then allowed us to find the variance of the noise arising from this bath, $\langle \xi_1 \xi_1 \rangle = \langle \xi^{(2)}_1 \xi^{(2)}_1 \rangle$, valid to $O(\epsilon^2, \hbar^2)$.

Next, we shall use this noise to, once more, come back to the large-scale physics and source the coarse-grained theory. This will allow us to obtain a coarse-grained field $\phi^{(2)}_c$ valid to $O(\epsilon^2, \hbar^2)$. That is, we must now solve:

$$\frac{d\phi^{(2)}_c}{dN} = -\frac{V_\Phi(\phi^{(2)}_c)}{3H^2} + \frac{\xi^{(2)}_1}{H},$$

where now $H = m\phi^{(2)}_c/\sqrt{6} M_p$, and $\xi^{(2)}_1$ is a random Gaussian variable sampled from a distribution with mean 0 and variance given by equation (32).

Recall that, although it should be thought of as a background when discussing the short-scale dynamics of the quantum mode functions inside the bath, the resulting $\phi_c$ is not homogeneous, i.e. the stochastic contribution to $\phi_c$ is inherently inhomogeneous. Rather, the PDF for $\phi_c$ contains all the information about the classicalized field, including perturbations. This is an elegant way to encode a large amount of information, however we are left with the problem of calculating the standard phenomenological parameters of inflationary cosmology, such as the spectral tilt.

Numerically, however, solving this equation is quite easy. Using a method analogous to what was done in section [IV] we solve for each realization of the coarse-grained theory using a realization of the noise output that was used toward the construction of Figure 4. After constructing 100 realizations of $\phi_c$, we then use Bayes theorem to infer the two first moments of the underlying PDF (assuming Gaussianity), i.e. its mean and variance as functions of time.

As one should expect with a choice of parameters excluding eternal inflation, this additional step in the recursive method does not give significant corrections to the mean trajectory of the inflaton. Its variance, however, is the
quantity capturing the integrated power of the classicalized field fluctuations, and is of great interest to us. This is the quantity presented in Figure 5 where the numerical result is the black solid line.

### B. Inflaton Fluctuations Beyond Leading Order

#### 1. Perturbations equations for the random variable $\phi_c$

As alluded to in section [IV](#), the analysis of fluctuations in stochastic inflation can be done quite simply by using the number of e-folds $N$ as the time variable. This fact can also be seen by considering the $\delta N$ formalism. As an example, let’s consider single field inflation, following [82]. The background equation of motion is given by (where $\rho$ is the energy density):

$$3H^2 M_{pl}^2 = \rho, \tag{37}$$

$$H \partial_N (H \partial_N \phi) + 3H^2 \partial_N \phi + \partial_\phi V(\phi) = 0. \tag{38}$$

The power of the $\delta N$ formalism comes from realizing that, in the absence of entropy perturbations, the above equation applies non-perturbatively. This leads to a statement of the ‘separate universe approach’ to perturbations:

$$\phi(N) = \phi_0(N, \phi_{init}, (\partial_N \phi)_{init}). \tag{39}$$

This equation states that the non-perturbative dynamics in one region of spacetime are captured by solving for the background $\phi_0$, but given a set of perturbed initial conditions $\{\phi_{init}, (\partial_N \phi)_{init}\}$. In fact, the full $\delta N$ formalism is much more powerful than this, as it is easily generalizable to a gradient expansion.
This same formalism can (and has, see [60, 61]) be applied to stochastic inflation, since the noise evolves independently in different Hubble patches, and hence does not spoil the ‘separate universe approach’ of non-locality. In fact, this locality was shown to be a necessary condition for stochastic inflation in [83]. The applicability of the δN formalism could in principle be shown more rigorously by expanding the action for the stochastic inflation, which was derived in [59].

This approach can be applied here as follows. The equation of motion for the classical coarse-grained field $\phi_c^{(2)}$ is given by equation (36). We can split the field $\phi_c^{(2)}$ into a homogeneous mode, which is just the expectation value $\langle \phi_c^{(2)} \rangle$, and an inhomogeneous piece $\delta \phi_c$ containing all the classical fluctuations\(^7\). We therefore expand (36) around $\langle \phi_c^{(2)} \rangle$ using:

$$\phi_c^{(2)} = \langle \phi_c^{(2)} \rangle + \delta \phi_c,$$

(40)

to find the equation for the first order fluctuations:\(^7\)

$$\frac{d\delta \phi_c}{dN} + 2M_p \left( \frac{H(\langle \phi_c^{(2)} \rangle)}{H} \right)_{\langle \phi_c^{(2)} \rangle} \delta \phi_c = \xi_1^{(2)} H,$$

(41)

where, as in equation (36), $H$ is defined as including both the slow roll and stochastic corrections. The above equation can be solved to give the PDF for $\delta \phi_c$, from which we would like to extract information about the power spectrum.

Alternatively, the variance of $\delta \phi_c$ can be calculated from (41) by multiplying both sides by $\delta \phi_c$ and averaging, without having to solve for the full PDF of the classical field:

$$\frac{d\langle \delta \phi_c^2 \rangle}{dN} + 4M_p \left( \frac{H(\langle \phi_c^{(2)} \rangle)}{H} \right)_{\langle \phi_c^{(2)} \rangle} \langle \delta \phi_c^2 \rangle = \frac{S}{4\pi^2 H}, \quad \text{with} \quad S = \left( \frac{H|_{\phi_c^{(1)}}}{M} \right)^3 (1 + \Delta),$$

(42)

where, apart from the occurrences of $H$ in $S$, all other powers of $H$ are evaluated at $\langle \phi_c^{(2)} \rangle$. To arrive at this equation, we have used the relation $\langle \delta \phi_c \xi_1 \rangle = (H|_{\phi_c^{(1)}})^3 (1 + \Delta)/(8\pi^2)$, which can be deduced by expanding $\xi_1$ and $\delta \phi_c$ in terms of their Fourier modes, and enforcing continuity of the (amplitude of the) full field $\Phi$ across the horizon $k = \gamma \alpha H$.

We emphasize that the cumbersome notation is necessary: the slow-roll correction to the variance of the noise was calculated with respect to the background $\phi_c^{(1)}$, where as the occurrences of $H$ in equation (36) are defined with respect to $\phi_c^{(2)}$.

This equation is easily solved in terms of the homogeneous solution for $\langle \phi_c \rangle$:

$$\langle \delta \phi_c^2 \rangle = -\frac{H^2(\langle \phi_c^{(2)} \rangle)}{8\pi^2 \left( \frac{H(\langle \phi_c^{(2)} \rangle)}{H} \right)_{\langle \phi_c^{(2)} \rangle}} \int H(\langle \phi_c^{(2)} \rangle) \frac{SdN}{M_p^2} \approx -\frac{H^2(\langle \phi_c \rangle)}{8\pi^2 \left( \frac{H(\langle \phi_c^{(2)} \rangle)}{H} \right)_{\langle \phi_c^{(2)} \rangle}} \int \left( \frac{H|_{\phi_c^{(2)}}}{M} \right)^5 (1 + \Delta)d(\phi_c),$$

(43)

In the last step, we have assumed that the time evolution of $H|_{\phi_c^{(2)}}$ and $H|_{\phi_c^{(1)}}$ are the same. To be precise, they differ by terms that are higher in slow roll than the precision to which $H|_{\phi_c^{(1)}}$ is defined.

Substituting the form of $H|_{\phi_c^{(2)}}$ in the above equation yields the following solution for the total power in the fluctuations of the coarse-grained inflaton as a function of time:\(^8\):

$$\langle \delta \phi_c^2 \rangle = \frac{H_0^6 - H^6}{8\pi^2 m^2 H^2} (1 + \Delta) \rightarrow \frac{H_0^6}{8\pi^2 m^2 H^2} (1 + \Delta),$$

(44)

\(^6\) To be more precise: fluctuation and dissipation terms that arise at 3rd order are non-local, meaning this approach would need to be modified. However, these non-localities are at most at the coarse-graining radius, and therefore do not spill into neighboring Hubble patches. Furthermore, here we are considering a free scalar field, and are neglecting the coupling between tensor and scalar perturbations.

\(^7\) We will not write a subscript (2) on the inhomogeneous piece of $\phi_c^{(2)}$ for the sake of simplifying the notation.

\(^8\) If one had instead solved the integral exactly, i.e. kept the occurrences of $H|_{\phi_c^{(1)}}$ in (43), the integral to solve would have had the form

$$\sim \int_0^N \langle \phi_c^{(2)} (N') \rangle \phi_0^2 \exp \left[ -\frac{m^2}{H^2} N' \right] dN'.$$

Solving this integral, (43) would become

$$\sim \frac{H_0^6}{3\sqrt{\frac{m^2}{H^2}} H^2} \frac{1}{\Gamma \left[ \frac{3}{2} - \frac{2}{3} \right] } \int_0^{\frac{m}{H}} \left[ \frac{2}{3} \right]^{\frac{1}{2}} \left[ \frac{2}{3} + \frac{2}{3} \right] \left[ \frac{1}{3}\phi_0 \right] d\phi_0.$$
where the right arrow denotes the asymptotic value approached towards the end of inflation (as the field approaches its minimum).

The first equality in the above equation (before the limit is taken) is the analytic result of the recursive formalism, and is shown in Figure 4 (dashed dark-blue line). The pale-blue dashed line shows the first equality in equation \(43\), before any approximation on \(H|_{\langle \phi(1) c \rangle}\) is done. The good agreement between this, the final analytical result, and the variance of the classical field obtained numerically (full black line) supports the validity of our approach. For comparison, we have also plotted (dashed yellow line) the obtained total integrated power in classical fluctuations obtained in [47, 48], by using the slow-roll corrected \(H(t)\) to account for the fact that the bath evolves in a slow-rolling background (by enforcing it by hand). In contrast, the recursive method we apply here self-consistently accounts for this correction, in a natural way.

2. Recovering the power spectrum of scalar fluctuations

Clearly, when calculating the power spectrum of scalar perturbations, the often-used procedure of quantizing the fluctuations deep inside the horizon and then evaluating at horizon crossing cannot be applied here, as the quantum fluctuations have been replaced by a classical noise which, at every given time, is only non-zero at the coarse-graining scale. The power spectrum of perturbations can instead be calculated by noting that the variance of fluctuations is the integral of the power spectrum from an IR cutoff to the Hubble horizon, or more precisely, the classicalization radius, which corresponds to the coarse-graining scale. That is,

\[
\langle \delta \phi^2_c \rangle = \int^{\gamma a H}_{t} P_{\delta \phi_c}(k) \, d \log k, \tag{45}
\]

which is a standard textbook result (see, for example, [84]). The power spectrum in the above expression can be written in terms of mode functions as

\[
P_{\delta \phi_c}(k) = \frac{k^3}{2\pi^2} |\tilde{\delta} \phi_k|^2, \tag{46}
\]

where the tilde is to denote that \(\tilde{\delta} \phi_k\) is not a Fourier mode of \(\delta \phi_c\), but rather the mode function that one would find in the standard procedure of quantizing perturbations and computing the power spectrum.

At first glance, the easiest way to calculate the spectral index of perturbations would be to twice differentiate equation \(45\) with respect to \(\log(\gamma a H)\), and appeal to the definition

\[
n_s - 1 \equiv \frac{d \log P_{\delta \phi_c}(k)}{d \log k}. \tag{47}
\]

This approach was first proposed in [46]. However, in the original proposal, metric fluctuations were neglected. Moreover, naively taking the derivative of the classical field variance will not straightforwardly yield a unique (or correct) result.

Fortunately, we can evade these issues by instead using a trick: we can parametrize a generic power spectrum in terms of a general spectral index \(n_s\), and explicitly compute the integral on the right hand side of equation \(45\). Then, by solving equation \(42\) for \(\langle \delta \phi^2_c \rangle\), we can deduce the value of \(n_s\). More explicitly, in standard perturbation theory, a generic power spectrum of field fluctuations far outside the Hubble radius can be written as (see for example [85, 86], where we keep only the terms that depend on \(k\)):

\[
k^3 P_{\delta \phi_c}(k) = A_s(t) k^3 \left[ 1 + \frac{(n_s - 1)}{2} \log \left(\frac{k}{k^*}\right)\right]^2, \tag{48}
\]

where \(A_s(t)\) is a time dependent amplitude and \(n_s\) is the spectral index. Therefore, integrating over all super-Hubble modes as in \(45\), we obtain:

\[
\langle \delta \phi^2_c \rangle = \frac{1}{4\pi^2} A_s(t) \frac{2}{3(n_s - 1)} \left[ 1 + \frac{(n_s - 1)}{2} \log \left(\frac{k}{k^*}\right)\right]^3 \bigg|^{\gamma a H}_{t}, \tag{49}
\]

where a standard calculation would take \(\gamma = 1\). Moreover, after a sufficiently long period of inflation (in order for the one-point correlator \(\langle \delta \phi^2_c \rangle\) to saturate to its maximal asymptotic value and for the memory of initial conditions to
disappear), the terms in square brackets simplify \[1 + (n_s - 1) \log(\frac{k}{k_0})\] \[\gamma^a H \rightarrow -1.\] Therefore, given \(\langle \delta \phi_c^2 \rangle\), one can solve for the spectral index:

\[n_s - 1 \approx - \frac{1}{6\pi^2} A_s(t). \tag{50}\]

3. Computation of the time-dependent amplitude

In the specific case of \(m^2 \Phi^2\) inflation, the standard theory of cosmological perturbations gives the following result for the time dependence of mode functions far outside of the Hubble horizon:

\[\delta \hat{\phi}_k = \frac{1}{a^2} \left( \frac{\pi(1 + \epsilon)}{4H(t)} \right)^{\frac{1}{2}} \frac{H(t)}{H(t)} \left[ \frac{2}{(1 + \epsilon)H(t)} \right]^{3/2} \mathcal{H}_3^{(1)} \left( \frac{1 + \epsilon}{aH} \right), \tag{51}\]

with \[H(t_k) = k^2 \frac{(1 + \epsilon_0)k}{H_0} \] \(H_0 = \frac{1}{\sqrt{\epsilon_0}} \), i.e. outside the Hubble radius, the mode functions can be asymptotically approximated by:

\[\delta \hat{\phi}_k \approx \frac{1}{aH} \frac{1}{H^3(t)} \frac{H_0^2}{H(t)} \left( 1 - 2\epsilon_0 \log \left( \frac{(1 + \epsilon_0)k}{H_0\nu_0} \right) \right) \left( \frac{k}{aH} \right)^{-3/2}. \tag{52}\]

This allows us to calculate the rhs of equation (45), which gives the total amount of power in the inflaton fluctuations:

\[\int \gamma^a H \mathcal{P}_{\delta \hat{\phi}_c}(k) d\log k = \frac{1}{4\pi^2} \frac{1}{1 + \epsilon^2} \left( \frac{H_0^4}{H^2(t)} \right) \frac{1}{3(2\epsilon_0)} \left[ 1 - 2\epsilon_0 \log \left( \frac{(1 + \epsilon_0)H\nu}{(1 + \epsilon)H_0\nu_0} \right) \right]^3 - \left( 1 - 2\epsilon_0 \log \left( \frac{(1 + \epsilon_0)H_0\nu_0}{H_0\nu_0} \right) \right)^3. \tag{53}\]

The arrow in the last line denotes the value at which the correlator saturates towards the end of inflation. From this, we can deduce an explicit form for the time-dependent amplitude of the power spectrum:

\[A_s(t) = \frac{1}{1 + \epsilon^2} \left( \frac{H_0^4}{H^2(t)} \right). \tag{54}\]

4. The spectral index

The final result for the stochastically-corrected spectral tilt \(n_s\) can now be obtained from equations (44) and (50), in combination with the above result (54) for the amplitude, to arrive at

\[n_s - 1 \approx -4\epsilon_0(1 - 2\epsilon)(1 - \Delta). \tag{55}\]

From this expression, one can see that \((n_s - 1)\) is manifestly negative, corresponding to a red tilt of scalar perturbations, as one would expect for this simple inflationary model. Also, the specific value of the tilt to leading order in slow-roll matches that obtained from standard methods of calculations for \(m^2 \Phi^2\) inflation.

The corrections to the standard slow-roll result appear at second order in \(\epsilon\). In particular, the slow-roll correction to the noise is captured by \(\Delta\), which is easily checked to be positive definite. Hence we find a positive second-order correction to \(n_s\). This may come in addition to other second-order slow-roll corrections, which come from the fact that we have neglected higher order terms in (55) when calculating \(A_s(t)\). Retaining those, it is in principle possible to recover standard second order results (see for example [87] [88]), plus stochastic correction.

The additional effect of stochastic corrections to \(n_s\) could have been anticipated from Figure 5, where the recursive calculations done in this paper are compared to the \(\langle \delta \phi_c^2 \rangle\) one would get from simply taking \(H \rightarrow H(t)\) in the variance of \(\xi\). The recursive calculation is positively shifted with respect to the naive slow-roll correction, indicating that the result pushes the spectral index towards scale invariance, i.e., closer to zero. This is a general result for stochastic corrections in single field models: recursive corrections become more important in the late stages of inflation, and generically increase the variance of the field fluctuations. This is a second-order ‘blue’ (i.e. positive) contribution to the spectral tilt.

Equation (55) is the main result of this section. While the above correction to standard slow-roll inflation occurs only at second order in slow roll, this serves as a proof-of-principle that stochastic corrections an indeed effect inflationary observables. As we will discuss in section [VII] these corrections can be large in multifield models.
VII. INFLATION WITH EXTRA HEAVY FIELDS

The corrections due to stochastic effects can be more dramatic in multifield inflation. In particular, a direct coupling of the inflaton to extra heavy fields will give a stochastic correction to the mass of the inflaton, which enters the spectral index at first order in slow roll. However, one should be careful not to choose the masses to be so large that their dynamics can simply be integrated out, i.e. we want to look at the case $m_\phi \ll m_\chi \lesssim H$. This is case in hybrid inflation, as has been studied in [62], and can easily be generalized to $N$ fields.

Consider $m_\phi^2 \phi^2$ inflation in the presence of a heavy field $\psi$, which couples directly to the inflaton through a potential $V(\phi, \psi)$. For simplicity, let’s take the potential

$$V(\phi, \psi) = \frac{1}{2} g^2 \phi^2 \psi^2,$$

where $g$ is a dimensionless coupling constant. The classical dynamics are determined by the equations

$$3H^2 \frac{d\phi}{dN} = -m_\phi^2 \phi - g^2 \phi \psi^2;$$

(57)

$$3H^2 \frac{d\psi}{dN} = -m_\psi^2 \psi - g^2 \phi^2 \psi.$$ (58)

Let’s consider a hierarchy of VEV’s, that is $\langle \phi \rangle \gg \langle \psi \rangle$, which physically corresponds to a slowly rolling field $\phi$ and the field $\psi$ oscillating about its minimum. As we assume $\psi$ is a heavy field, the oscillations of $\psi$ are suppressed by the large mass $m_\psi$, and this in turn will induce corrections to spectrum of $\phi$ that are suppressed by powers of $m_\psi$. Similar scenarios have been discussed in many works, for example [89–92].

However, the picture in stochastic inflation is quite different: for sufficiently large (though sub-Hubble) $m_\psi$, the dynamics of $\psi$ can easily be dominated by stochastic effects. In this case, and since the since $\psi$ has vanishing VEV, the value of the field is well characterized by its standard deviation:

$$\psi(N) \sim \sqrt{\langle \psi^2 \rangle} = \sigma_\psi.$$ (59)

The equation of motion for $\phi$ can now be rewritten

$$3H^2 \frac{d\phi}{dN} = -m_\phi^2 \phi - \frac{g^2 \sigma_\psi^2 \phi}{m_\phi^2},$$

(60)

where we have defined the stochastic-corrected mass $\tilde{m}_\phi^2 = m_\phi^2 + g^2 \sigma_\psi^2$. The recursive formalism then allows for a consistent and precise calculation of the statistics of $\phi$, as per the single field case.

This can be easily generalized to the case with a set of $N$ heavy fields, with variances denoted by $\sigma_i$,

$$\tilde{m}_\phi^2 = m_\phi^2 + \sum_i g^2 \sigma_i^2,$$

(61)

and spectral index of inflaton perturbations can be read off from the single field case,

$$n_s - 1 = -\frac{4\tilde{m}_\phi^2}{3H^2}(1 + \delta) \approx -\frac{4m_\phi^2}{3H^2} - \sum_i \frac{4g^2 \sigma_i^2}{3H^2},$$

(62)

where $\delta$ is a recursive correction, analogous to the single field case, that enters at second order in slow roll, and the $\approx$ denotes that we have truncated to first order in slow roll. We thus find a non-negligible correction to the inflaton spectrum in the presence of direct couplings to heavy fields, and interestingly, the stochastic correction in this case is red.

Note that, here, we were careful to choose the number of fields and their masses in such a way that the inflaton itself always dominates the dynamics of the Hubble constant, even after the massive fields have developed a stochastic VEV. That is, writing the effective potential for the inflaton as $V = V_0 + \frac{1}{2} \tilde{m}_\phi^2 \Phi^2$, $V_0$ remains negligible throughout the analysis.

If, to the contrary, we had chosen the initial potential to have a large VEV, $V_0 \gg m^2 \Phi^2$ throughout inflation, the VEV that the massive fields develop due to stochastic effects would still renormalize the mass of the inflaton in a fashion identical to (61). However, as in the standard analysis, the tilt we would obtain would be blue, and the stochastic corrections would make it bluer at linear order in slow roll.

More subtle scenarios can also be examined, in particular two-field inflation with a turning trajectory [93], and more general multifield inflation models [81]. We leave the analysis of such setups to future work.
VIII. TENSOR FLUCTUATIONS

The analysis of scalar perturbations in the stochastic formalism can be straightforwardly extended to include tensor perturbations, as in most easily seen from the path integral derivation \cite{94}. However, the phenomenology can be easily worked out without such detailed knowledge, by noting that tensor modes evolve as massless scalar fields. The analysis is nearly identical to the scalar case already studied. Tensor perturbations are defined as:

\[ \xi_{ij} = \frac{2}{M_{Pl}} \int d\tau d^3x a^2 (h_{ij} - (\delta_{ij} + h_{ij})dx'dx^2). \]  

The linearized action for dimensionless tensor perturbations is given by:

\[ S = \frac{M_{Pl}}{8} \int d\tau d^3x a^2 \left[ (h_{ij}')^2 - (\nabla h_{ij})^2 \right]. \]  

Assuming no anisotropic stress, the gauge-invariant Einstein equation for the tensor mode is given by:

\[ \ddot{h}_{ij} + 3H\dot{h}_{ij} - \frac{\nabla^2}{a^2} h_{ij} = 0. \]  

Decomposing the tensor perturbations into eigenmodes of the Laplacian with \( h_{ij} = h(t)e_{ij}(x, \lambda) \), where \( \lambda \in \{\times, +\} \) are the two polarization states of the fluctuations, and \( \nabla^2 e_{ij} = -k^2 e_{ij} \), it becomes easy to split the full field \( h_{ij} \) into a coarse-grained part, \( h_{ij} \), and a bath part, \( w_{ij} \):

\[ h_{ij} = h_{ij} + w_{ij}, \]

\[ w_{ij} = \int \frac{d^3k}{(2\pi)^3} \theta \left( \frac{k}{\gamma aH} - 1 \right) \sum_{\lambda=1,2} \hat{w}_{k,\lambda}\epsilon e_{ij}(k, \lambda)e^{ikx}. \]

Far outside the Hubble radius, the IR modes (which are part of the coarse-grained theory) are frozen out, and their equation of motion can therefore be approximated by:

\[ \frac{dh_{ij}}{dN} = \xi h_{ij}, \]

where \( \xi_{h_{ij}} \) is the tensor noise. Following the scalar analysis, the variance of the noise at first order in slow-roll is given in terms of the tensor mode functions \( w_{k,\lambda} \) by:

\[ \langle \xi_{h_{ij}}(N)\xi_{h_{ij}}(N') \rangle = \frac{(\gamma a)^3 H^5}{2\pi^2} \sum_{\lambda=1,2} |w_{k,\lambda}|^2 (1 - \epsilon)\delta(N - N'), \]

where we have used the polarization tensors identities \( e_{ij}(-k, \lambda) = e^{*}_{ij}(k, \lambda) \) and \( e_{ij}(k, \lambda)e^{*}_{ij}(k, \mu) = \delta_{\lambda\mu} \).

From this, we can readily calculate the amplitude of the slow-roll corrected noise. To do so, we need to compute the mode functions \( w_{k,\lambda} \) evolving on the slow-roll and stochastically-corrected background calculated in section \[4V\] \( \phi_c^{(3)} \). Defining the canonically quantized variable \( u_{k,\lambda} = \frac{2}{M_{Pl}} w_{k,\lambda} \), we can write:

\[ u''_{k,\lambda} + \left( k^2 - \frac{a''}{a} \right) u_{k,\lambda} = 0. \]  

Using \( \frac{a''}{a} = (aH)^2(2 - \epsilon) = \frac{2 + 3\epsilon}{\tau^2} \) and following the scalar case, this leads to the variance at first order in slow roll:

\[ \langle \xi_{h_{ij}}(N)\xi_{h_{ij}}(N') \rangle = \frac{2 H^{14}}{M_{Pl}^2 \pi^2} [1 + \epsilon(1 - 2\gamma + 2\log 2\gamma)]\delta(N - N'), \]

where the additional factor of 2 comes from summing over possible polarization states.

Since the homogeneous mode of tensor perturbations is zero, \( \langle h_{ij} \rangle = 0 \), we can straightforwardly obtain an equation for the total amount of power in classical tensor fluctuations by a procedure analogous to what allowed us to go from \[4I\] to \[4II\]:

\[ \frac{d\langle h_{ij}^2 \rangle}{dN} = \frac{2}{\pi^2 M_{Pl}^2 H^{14}_{\phi_c^{(3)}}} (1 + \Delta). \]
The solution to this equation is:

\[
\langle h_{ij}^2 \rangle = \frac{\sqrt{6}}{\pi^2} \frac{2H_0^3}{mM_{pl}^2} \int_0^\infty \frac{e^{-\frac{m^2 N'}{M_{pl}}}}{\phi_c(2)(N')} dN' = \frac{1}{M_{pl}^2} \frac{\sqrt{6}H_0^3}{\pi^2 m^2} \sqrt{\pi} \left[ \text{erfi} \left( \sqrt{\frac{3}{2}} \right) - \text{erfi} \left( \frac{\phi_c(2)(N)}{\phi_c(2)(0)} \sqrt{\frac{3}{2}} \right) \right] e^{3/2},
\]

which can be expanded to leading order in slow-roll:

\[
\frac{\sqrt{6\pi}}{e^{3/2}} \left[ \text{erfi} \left( \sqrt{\frac{3}{2}} \right) - \text{erfi} \left( \frac{3}{2} \phi_c(2)(N) \phi_c(2)(0) \right) \right] \approx 2 \left( 1 - \left( \frac{\phi_{\epsilon}(2)}{\phi_0} \right)^3 \right).
\]

Taking the limit towards the end of inflation, we find:

\[
\langle h_{ij}^2 \rangle \to 2 \frac{H_0^3}{\pi^2 m^2 M_{pl}^2}.
\]

On the other hand, a general power spectrum of tensor fluctuations can be parametrized by:

\[
k^3P_h(k) = A_T(t)k^3 \left[ 1 + \frac{n_T}{2} \log \left( \frac{k}{\gamma aH} \right) \right]^2,
\]

with \(A_T(t) = 8A_s(t)\) (as can be shown from a straightforward calculation, including the two possible polarizations of the tensor modes \(^9\)). Therefore, we find that the tensor spectral index is:

\[
n_T = -2\epsilon + O(\epsilon^2),
\]

which is precisely the standard slow roll result, see for example \(57\). The stochastic corrections to this can be calculated in a similar manner to the scalar case, and we leave this to further work. Note that, as in the scalar case, the stochastic correction will enter as a blue contribution to \(n_T\), and hence pushes the spectral index towards scale invariance. As the precision of CMB B-mode experiments increases, these corrections (and in general, precise phenomenology) will become an increasingly important consideration.

**IX. CONCLUSION**

In this work we have put forward a detailed example of how the recursive formalism of stochastic inflation \(59\) \(62\) can be applied to models of single field inflation. A key difference between our analysis here and the recursive prescription of the original papers is our treatment at step three of the recursive method. Indeed, when computing the dynamics of the bath’s quantum modes on a stochastically corrected background, we did not impose that the modes evolve on a representative realization of the background (constructed by replacing all occurrences of the coarse-grained fields by their average in the bath propagator). Rather, we kept the background seen by these quantum modes purely stochastic. In \(62\), this approach was sufficient to capture the leading contribution of stochastic effects to observables, since the dominant effect arose from a spectator field, while the inflaton was well approximated as deterministic. However, this statement is not true in general, and in the present analysis we went beyond this simplistic treatment in a fiducial example of a single field model.

The picture we put forward here is that, during inflation, modes inside the Hubble horizon evolve on a background that is ‘fuzzy’ in field space on scales \(\lambda < H_0/(2\pi)\). This is because, within each realization, the background seen by these modes is getting kicked at every moment in time, in a random direction with an rms of that size. This approach allows one to capture non-trivial stochastic corrections, even when the average of the coarse-grained field remains identical to that of the classical standard approach, or when no even powers of the coarse-grained fields appear in the time-dependent mass of the quantum modes.

Throughout the present paper, we have studied, both analytically and numerically, the slow-roll correction to the growth of quantum fluctuations in \(m^2\phi^2\) inflation away from the regime of eternal inflation, and found a non-trivial stochastic correction to their variance which could not have been deduced by simply correcting the Hubble constant

---

\(^9\) Note that \(A_s\) refers to the amplitude of field fluctuations, which is related to the amplitude of curvature perturbations by \(\zeta^2 = \frac{1}{4\pi} \delta \phi^2\).

\(^{10}\) recall that Gaussianity of the field implies that the expectation value of an odd power of fields is zero.
to first order in slow-roll. We then used to this to compute the corrected long-wavelength modes, which includes both the slow-roll and stochastic effects.

We separated the long-wavelength physics into a homogeneous component (i.e. the background) and an inhomogeneous component (i.e. primordial classical perturbations), from which we could compute the spectral tilt of classical scalar perturbations. We found a stochastic correction to the spectral tilt in $m^2 \phi^2$ inflation, which enters $n_s$ at second order in slow-roll, as a blue (i.e. positive) contribution. While this is a small effect in the case of a single field inflation, the same formalism can be straightforwardly applied to other models of inflation, and the machinery used to compute the corresponding corrections. One example is the case of inflation with direct couplings to heavy fields, wherein stochastic effects induce a shift in the effective mass of the inflaton, leading to a red contribution to the spectral tilt.

We finished by extending our analysis to include tensor perturbations, and again found a correction only at second order in slow roll. Our analysis was simple, although a rigorous path integral derivation of this approach is still in progress. We leave this, and the analysis of general multifield models, to future work. We conclude on one final remark: the formalism of stochastic inflation is an effective field theory, where the UV modes are integrated out, and an IR theory is obtained with extra operators (i.e. noise) capturing the effect of UV physics. However, in this case, the UV and IR sectors of the theory remain coupled, and the ‘cutoff’ (the horizon) that separates these two sectors is time-dependent. It follows that one must proceed with caution when solving this system.
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Appendix A: Variance of the slow-roll corrected noise

The variance of the noise is given in terms of the mode function by:

$$\langle \xi(N)\xi(N') \rangle = \frac{\gamma^3 H^5}{2\pi^2} a^3 |\phi_k|^2 (1 - \epsilon) \delta(N - N'),$$

(A 1)

where $H$ is the full stochastic and slow-roll correct Hubble constant, hence the corrected variance is itself stochastic. Now get $|\phi_k|^2$:

$$|\phi_k|^2 = \frac{|v_k|^2}{a^2},$$

(A 2)

where $v_k$ is the solution to the mode function equation with Bunch-Davies initial conditions. The mode function is given by:

$$v_k = \frac{\sqrt{\pi}}{2} \sqrt{-\tau H^{(1)}_{\nu}(-k\tau)}.$$  

(A 3)

Note that $aH = -(1 + \epsilon)/\tau$, and hence:

$$\tau = -\frac{(1 + \epsilon)}{aH},$$

(A 4)

which is an exact relation, as it follows from the definition of $\epsilon$. Also note the asymptotic form of the Hankel function:

$$\lim_{k\tau \to 0} H^{(1)}_{\nu}(-k\tau) = \frac{i}{\pi} \Gamma(\nu) \left(\frac{2}{-k\tau}\right)^\nu.$$  

(A 5)
Plug all this into $|\phi_k|^2$, and evaluate at $k = \gamma a H$,

$$
|\phi_k|^2 = \frac{\Gamma(\nu)^2}{4\pi} \frac{2^{2\nu}}{a^3 H} (1 + \epsilon)^{1-2\nu} \frac{1}{\gamma^{2\nu}}.
$$

(A 6)

Now expand use the expression for $\nu^2$ to expand $\nu$ as:

$$
\nu^2 = \frac{9}{4} + \delta \rightarrow \nu \sim \frac{3}{2} + \frac{\delta}{3},
$$

(A 7)

where $\delta = 9\epsilon - (1 + 2\epsilon)(m/H^0)^2$. Do a combined expansion in $(m/H^2)$ and $\epsilon$, and the variance, equation (A 1) simplifies to (to first order in both $\epsilon$ and $(m/H)^2$):

$$
\langle \xi(N)\xi(N') \rangle = \frac{H^4}{4\pi^2} [1 + \Delta] \delta (N - N'),
$$

(A 8)

where $\Delta$ is defined as

$$
\Delta = \frac{2}{3} \left( \frac{m}{H} \right)^2 (-2 + \gamma_E + \log 2\gamma) - 3\epsilon(-3 + 2\gamma_E + 2\log 2\gamma).
$$

(A 9)

Note that the stochastic correction is hidden inside $\epsilon$, as per equation (21). Also note that the $H$ appearing in the two above equations is the full $H$, i.e. stochastic and slow-roll corrected.

### Appendix B: Numerical Integration Method for Stochastic Differential Equations

In order to solve equation (34) numerically, we need to modify the standard Runge-Kutta method for SDE’s, in order to allow for equations with more than linear powers of the noise. The method we propose still reduces to improved Euler method in the absence of a stochastic term.

It works as follows. For a system of SDEs given by:

$$
d\vec{X} = \vec{a}(t, \vec{X})dt + \vec{b}(t, \vec{X})dW + \vec{c}(t, \vec{X})dW^2,
$$

(B 1)

with $\vec{X}$ a system of stochastic processes and $W$ the Wiener process (i.e. just regular Brownian motion). We can define the following Runge-Kutta scheme:

$$
\vec{K}_1 = \vec{a}(t_n, \vec{X}_n)\delta t + \vec{b}(t_n, \vec{X}_n)\Delta W + \vec{c}(t_n, \vec{X}_n)\Delta W^2 / \delta t;
$$

(B 2)

$$
\vec{K}_2 = \vec{a}(t_{n+1}, \vec{X}_n + \vec{K}_1)\delta t + \vec{b}(t_{n+1}, \vec{X}_n + \vec{K}_1)\Delta W + \vec{c}(t_{n+1}, \vec{X}_n + \vec{K}_1)\Delta W^2 / \delta t;
$$

(B 3)

$$
\vec{X}_{n+1} = \vec{X}_n + \frac{1}{2} (\vec{K}_1 + \vec{K}_2),
$$

(B 4)

where $\Delta W$ is now a random variable sampled at each time step from a normal distribution of mean 0 and standard variation $\sqrt{\delta t}$.

In our case, the second order SDE that needs to be solved can be cast as a system of first order SDEs and solved using the above scheme. The components of the vector coefficients $\vec{a}$, $\vec{b}$, and $\vec{c}$ can be read from (34).
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