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Abstract: In recent years, it has been established that the adverse effects of nonlinear interference noise (NLIN) can be mitigated using adaptive equalization methods. As such, a wide variety of adaptive equalization methods have been used to treat nonlinearity, in different transmission scenarios. This paper reviews the principles of out-of-band nonlinearity mitigation using adaptive equalization. Statistical properties of NLIN that can be exploited for mitigation are discussed, as well as the cost and benefit of various types of equalizers. In particular we describe the equivalence between the NLIN and time-dependent inter-symbol-interference (ISI) and discuss ways in which the ISI coefficients can be characterized theoretically and experimentally. We further discuss the effectiveness of existing ISI mitigation algorithms, and explain the need for designing customized algorithms that take advantage of the various correlation properties characterizing the ISI coefficients. This paper is intended to be a practical reference for researchers who want to apply equalization algorithms or design new methods for nonlinearity mitigation.
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1. Introduction

The challenge of mitigating nonlinear interference in wavelength division multiplexed (WDM) networks has attracted significant efforts. Receiver-side digital nonlinearity compensation is of particular interest, as it requires no additional optical hardware and can be easily adapted to many cases. Nonlinear interference caused by Kerr nonlinearity is a deterministic process—given the input waveform and fiber link structure, one can predict the effect of nonlinearity at the fiber’s output with an accuracy limited only by the nonlinear noise-signal and noise-noise interference that kick in only at very high signal powers and low signal to noise ratios. Furthermore, neglecting nonlinearity involving the noise, the nonlinear distortions can be canceled by digitally back-propagating the signal so as to invert the nonlinearity accumulated along the fiber. The problem is that in realistic WDM systems, the receiver has access only to a small fraction of the overall signal bandwidth. Namely, the nonlinear interference that is experienced by the detected signal and which was induced by signals that are outside the bandwidth of the receiver, cannot be inverted by such means. Broadly, the sources of nonlinearity can be divided into two groups, as illustrated in Figure 1: in-band nonlinearity, which involves interactions of frequency components that are within the receiver’s bandwidth, and out-of-band nonlinearity, which is produced by interaction with WDM channels that are outside the received bandwidth. The treatment of these two nonlinearity sources is very different; in-band nonlinearity can be viewed as a deterministic signal-dependent effect, and hence it can be effectively reduced by means of digital back propagation [1], sequence detection [2], or Volterra-series equalization [3]. In contrast, out-of-band nonlinearity must be considered as noise, commonly referred to as “nonlinear
interference noise” (NLIN). In most systems, the dominant source of out-of-band NLIN is two-channel interference, namely cases where one out-of-band WDM channel interacts with one in-band channel. Interactions involving three or four channels are also present, but their effects in standard fibers are usually negligible compared to two-channel interactions (Three and four channels effects can be neglected in systems using standard single-mode fiber, when the baud rate is larger than 10 GBaud. In dispersion shifted fibers, or if the symbol rate is significantly lower and the number of channels is higher, these effects may becomes the dominant noise source [4]. As such systems are not common, we do not consider this regime in the paper). It has been well established that two-channel interference is manifested predominantly in the form of linear time-varying inter-symbol interference (ISI) [5,6]. Therefore, out-of-band NLIN can be mitigated using adaptive equalization techniques.

Nonlinearity mitigation using adaptive equalization has been demonstrated in many reported studies. A wide variety of equalization algorithms has been used in different transmission scenarios. The vast majority of these efforts have been directed towards phase and polarization-rotation noise (PPRN) mitigation [6–16], which is the most significant NLIN contribution, as we elaborate in what follows. Yet, as discussed bellow, PPRN is only one component of the interference, and it is accounted for by the zeroth-order term in the time-varying ISI model. The contribution of higher order terms is non-negligible and, as we will show, its mitigation has the potential of notably improving performance. Various aspects of this issue have been dealt with in [17–21].

In this paper, we review the recent advances in the application of equalization techniques for out-of-band NLIN mitigation, discuss the differences and similarities between different approaches, and assess the performance of several equalization schemes. The paper reviews the concepts needed to design new equalization algorithms for nonlinearity mitigation, and discusses the properties of several such methods that have been previously reported in the literature. Section 2 introduces the time-varying ISI model of NLIN, and discusses briefly its origin and properties. Methods of characterizing the statistical properties of the ISI process are also reviewed, as they are of importance for designing equalization algorithms. The different types of NLIN correlations are discussed in Section 3. These correlations are the key feature that enables NLIN mitigations, and so exploiting as many types of correlations as possible can dramatically improve an equalizer’s performance. Section 4 reviews the main types of algorithms that have been used in the literature, comparing their performance and computational cost in an exemplary link. In particular, in Section 4.3 we introduce the concept of Turbo-equalization, which shows a high potential for NLIN mitigation. Section 5 is devoted to conclusions.
2. The Time-Varying ISI Model of NLIN

We begin the discussion from the “Time-varying ISI” model of NLIN, which describes the effect of two-channel nonlinear interference [5,8,22]. Our goal is to provide an intuition for the consequences of this model, without repeating the rigorous derivations given in [8]. We label the two interacting channels, co-propagating along the fiber, by \( A \) and \( B \), where channel \( A \) is regarded as the channel of interest (COI) and channel \( B \) is an interfering channel (IC). At the link’s output, the channels are de-multiplexed, detected, sampled, and dispersion compensation is applied to them. It is assumed that the receivers are optimized for the linear channel, i.e., that, without the effects of nonlinearity, the received symbols are corrupted only by amplified spontaneous emission (ASE) noise. The two channels carry a series of pulses, modulated by the transmitted data. For the sake of simplicity, we consider only single-polarization transmission at this point, whereas dual polarization transmission will be discussed later. We denote the symbols at time slot \( n \) by \( a_n \) and \( b_n \), for channels \( A \) and \( B \), respectively.

Suppose that we want to evaluate the effect of NLIN on a certain data symbol, \( a_n \). As shown in [23], under first-order perturbation approximation the nonlinear interactions induced by two-channel interference take the form

\[
\Delta a_n = \sum_{k,l} X_{h,k,l} b_{n-k}^* b_{n-l} a_{n-l},
\]

(1)

where \( X_{h,k,l} \) is an interaction coefficient. Each term in the summation can be viewed as representing a collision between pulses [24], and it accounts for the changes imposed by the interaction of these particular pulses on the data symbol \( a_n \). The interaction coefficients \( X_{h,k,l} \) are determined by many parameters, such as the link length, fiber properties, frequency difference between the channels, and their spectral shapes. The derivation of the expression in Equation (1) and the exact calculation of these interaction coefficients are described in [23]. In the case of a WDM system with more than two channels this process is performed separately for each of the ICs, and their contributions must be summed in order to obtain the overall effect.

A simpler description can be obtained by characterizing the collective effect of the nonlinear interactions, rather than the contributions of each individual pulse collision. By rearranging the indices in Equation (1), one obtains

\[
\Delta a_n = i \sum_l (\sum_{k} X_{h,k,l} b_{n-k}^* b_{n-l}) a_{n-l} = i \sum_l R_l^{(n)} a_{n-l}.
\]

(2)

The idea behind this formulation is to separate between the IC’s data symbols, which are not available to the receiver, and those of the COI, which need to be estimated. The coefficients \( R_l^{(n)} \) encapsulate the effect of the interfering channel. The fact that the IC carries random data causes the coefficients \( R_l^{(n)} \) to change over time, as is indicated by the superscript \( (n) \). The key strength of this approach is that it is sufficient to characterize the behavior of the \( R_l^{(n)} \) coefficients in order to fully describe the effect of nonlinearity. The full derivation of this concept is described in [7,8,25].

Using Equation (2), we can express the received signal after dispersion compensation, matched filtering, and standard carrier-phase and frequency recovery, as

\[
s_n = a_n + \Delta a_n + w_n = a_n + i \sum_l R_l^{(n)} a_{n-l} + w_n.
\]

(3)

where \( w_n \) is a noise term containing the contribution of ASE, as well as all of the nonlinear effects that are not treated by the model (such as three or four-channel interactions). This equation describes a linear, time-varying ISI channel, which has been extensively investigated in the field of RF communication, and is commonly referred to as a “doubly-selective channel” [26,27].

In the case of polarization multiplexed transmission the transmitted data symbols become two-element vectors, \( a_n \) and \( b_n \). The derivation is identical to the single-polarization case, and the time-varying ISI model is expressed as
\[ s_n = \tilde{a}_n + i \sum_l R_l^{(n)} \tilde{a}_{n-l} + \tilde{w}_n. \]  

(4)

In this case, the ISI coefficients, \( R_l^{(n)} \), are 2 \( \times \) 2 matrices, where the off-diagonal elements describe interactions between the two polarizations.

2.1. Phase and Polarization Rotation Noise (PPRN)

Separating the 0-th ISI term from the summation in Equation (4), we obtain

\[ s_n = \tilde{a}_n + i R_0^{(n)} \tilde{a}_n + i \sum_{l \neq 0} R_l^{(n)} \tilde{a}_{n-l} + \tilde{w}_n, \]

(5)

where, as shown in [8,23], the ISI matrix \( R_0^{(n)} \) is Hermitian. Since the entire perturbation analysis is only meaningful to first order in the nonlinearity, the above can be rewritten as

\[ s_n = e^{i R_0^{(n)} \tilde{a}_n} + i \sum_{l \neq 0} R_l^{(n)} \tilde{a}_{n-l} + \tilde{w}_n. \]

(6)

The Hermiticity of \( R_0^{(n)} \) implies that \( e^{i R_0^{(n)} \tilde{a}_n} \) is unitary, and hence it can only represent phase and polarization rotation. Naturally, these rotations are time dependent because \( R_0^{(n)} \) depends on the IC’s data, and hence this phenomenon can be referred to as phase and polarization-rotation noise, or PPRN. The PPRN element is the most significant component in the time-varying ISI model, as it has the largest variance and longest correlation length [28]. For this reason, most of the initial efforts in the field of nonlinearity equalization have been directed towards PPRN mitigation. Moreover, it must be mentioned that since all coherent systems are inevitably equipped by phase-recovery and polarization rotation algorithms, some of the PPRN contribution is compensated intrinsically, even when no dedicated NLIN mitigation algorithms are introduced.

2.2. Characterization of ISI Statistics

In order to design a successful equalization algorithm, one must characterize the statistical behavior of the ISI coefficients, \( R_l^{(n)} \). This behavior is determined by many factors, such as the modulation format, the baud rate of the ICs, the fiber link’s structure, and more. To date, most efforts in characterizing these properties have been directed towards second-order moments, namely the variance and covariance of the ISI coefficients. These were obtained analytically by determining the interaction coefficients (\( X_{h,k,l} \) in Equation (1)) [8], or extracted from experiments or split-step simulations [4,28,29]. The extraction from experiments and simulations relies on estimating each ISI coefficient from Equation (3) using

\[ \hat{R}_l^{(n)} = -i \frac{\langle \hat{s}_n \hat{s}_n^* \rangle}{\tilde{a}_n} = \hat{R}_l^{(n)} + \tilde{v}_n, \]

(7)

where \( s_n \) and \( a_n \) are taken directly from the simulation or experiment, and where \( \tilde{v}_n \) is estimation noise, which can be modeled as white noise provided that the transmitted symbols are uncorrelated to each other. Thus, by assessing various statistical properties of \( \hat{R}_l^{(n)} \), we can infer those of \( R_l^{(n)} \). For example, the whiteness of \( \tilde{v}_n \) implies that \( \langle \hat{R}_l^{(n)} \hat{R}_l^{(n+\Delta n)} \rangle = \langle \hat{R}_l^{(n)} \hat{R}_l^{(n+\Delta n)} \rangle \) for \( \Delta n \neq 0 \), which means that the autocorrelation functions of \( \hat{R}_l^{(n)} \) and \( R_l^{(n)} \) are identical (with the exception of the point \( \Delta n = 0 \)). Similarly, the cross-correlation between \( \hat{R}_l^{(n)} \) and \( \hat{R}_l^{(n)} \) is identical to that of \( R_l^{(n)} \) and \( R_l^{(n)} \). Note that the method of evaluating the amount of nonlinear phase noise [4,29,30] is obtained by setting \( l = 0 \) in Equation (7). For more details, the reader is referred to [28].
2.3. Estimating System Performance under the Time-Varying ISI Model

While the distribution of the NLIN may be fairly close to Gaussian, the various correlations that characterize it make NLIN substantially different from standard additive white Gaussian noise (AWGN), such as ASE. As a result, the system’s BER performance cannot be accurately predicted by using the standard noise formulas that were constructed for AWGN [31], particularly when accounting for the presence of equalization mechanisms (designed for NLIN mitigation, or even of the kinds that are standardly included in optical communications receivers). As a result, one is forced to rely on simulations that are based on the split-step Fourier method (SSFM) which are almost unacceptably time consuming, especially when considering large channel-count WDM systems. Moreover, as implied by the results of [32], attempts to avoid this difficulty by simulating only a small fraction of the interfering channels will also suffer from significant inaccuracies.

In order to overcome this difficulty the Virtual Lab tool was introduced in Ref. [8]. The idea behind the Virtual Lab is that it is sufficient to characterize the properties of the ISI coefficients in order to accurately describe out-of-band NLIN. Therefore, if one artificially generates ISI coefficients with the correct statistical properties, it is possible to reproduce the relevant characteristics of NLIN without using SSFM. The Virtual Lab tool has been shown to provide accurate estimation of system performance (namely, the SNR and BER) in the presence of adaptive equalization [7,8,18].

In following sections we show system performance estimates that are based both on SSFM and on the virtual Lab, allowing the reader to appreciate the accuracy of the tool.

3. Making Sense of Correlations

Two properties of NLIN that make the time-dependent ISI model particularly useful, are the correlation times that characterize the individual ISI coefficients and the correlations between different ISI coefficients. These two properties enable the receiver to evaluate the nonlinearity and attempt to mitigate its effect. Naturally, the more types of correlations the equalization algorithm can exploit, the better it will perform. We briefly discuss the main types and origins of these correlations.

1. Temporal correlations
   As stated previously the ISI coefficients are time-varying, because of the random data carried by the ICs. However, adjacent symbols of the COI ‘feel’ the interaction with the IC in a similar way, which implies that the nonlinear perturbations that are imposed upon them are correlated [23]. The correlation times are best evaluated in terms of the number of symbols, and they increase with the fiber dispersion, the baud rate and the channel spacing. In typical WDM systems implemented over standard single-mode fiber (SMF) and using baud-rates of the order of 30 Gb/aud, the correlation times are of the order of tens to hundreds of symbols in metro and long haul applications, which in principle allows their tracking and mitigation. Generally, the higher the order of the ISI coefficient, the shorter its correlation time, and the more difficult is its mitigation. Indeed, the longest correlation time is that of the 0-th order ISI element, which accounts for PPRN [28,30].

2. Cross-polarization correlations
   As shown in Equation (4), for dual-polarization transmission, the ISI coefficients become \(2 \times 2\) random matrices. The elements of the matrices are, however, strongly correlated to each other. For each of the ISI matrices, \(R_i^{(n)}\), it can be shown that the two on-diagonal elements are almost identical, whereas the two off-diagonal elements are complex-conjugates of one another. A detailed explanation of this fact can be found in [8]. The fact that the various terms in the ISI matrices are strongly correlated with each other implies that there is a great advantage in joint-processing of the two polarizations.

3. Correlations between different ISI orders
   It has been found in [28] that measurable cross-correlations exist only in the case of symmetric ISI
orders, namely $R_n^{(n)}$ and $R_{n+1}^{(n)}$. The correlations are fairly strong for small values of $l$ and reduce as the value of $l$ increases. Other pairs of ISI matrices are uncorrelated for all practical purposes.

4. Correlations in multi-subcarrier systems

Another relevant type of correlations relates to the scenario where multiple data-channels are jointly detected by the same receiver. This characterizes for example the cases of OFDM, or sub-carrier multiplexing. In such cases, out of band NLIN (i.e., NLIN generated by channels that are outside of the receiver’s bandwidth) affects the different tributaries in a correlated manner. These correlations follow from the fact the frequency separation between the tributaries is much smaller that the separation between them and the out of band ICs, and hence they are affected by them in a similar way. This type of correlations dominates in the very low baud rate regime (as in OFDM or in symbol-rate optimization schemes [33,34]), where the temporal correlations diminish.

An example for these various correlation types is shown in Figure 2. Multi-subcarrier systems are not discussed further in this review, and remain a subject for future study. The results of Figure 2 were obtained for the 1000 km link discussed in Section 4, and calculated using the method described in [28]. The results for Figure 2d are taken from [34].

![Figure 2](image)

**Figure 2.** Examples of different auto-correlation and cross-correlations characterizing NLIN. (a) the auto-correlation functions of the first 4 ISI components. (b) cross-correlation functions between different elements of the ISI matrix $R_0^{(n)}$, and (c) cross-correlation between different ISI orders. The superscripts Re and Im denotes the real and imaginary parts of the coefficients, whereas the subscripts $xx$, $xy$, $yx$, and $yy$ denote the four components of a $2 \times 2$ ISI matrix. For example, the curve marked by $R_{0,xy}^{Re}, R_{0,yy}^{Im}$ denotes the cross-correlation between the real part of the off-diagonal elements of $R_0^{(n)}$.

(d) normalized (Pearson) correlation of the phase-noise component in a multi-subcarrier system. The curves show the correlation between the phase noise affecting two tributaries within the COI, as a function of the frequency separation between them. Results are shown for 64-QAM modulation, and probabilistically-shaped (PS) 64-QAM. All of the results were obtained for a $10 \times 100$ km link of SMF. The auto-correlation and cross-correlation functions of figs. (a-c) were measured for a system carrying 15 WDM channels, whereas in fig (d) 21 WDM channels where used.
4. Equalization Algorithms

Two distinct features that characterize the ISI generated by NLIN must be kept in mind when devising methods for its mitigation. On the one hand, the typical correlation times (tens to hundreds of symbols) are significantly shorter than in the case of most other ISI systems. This fact makes the design of an adaptive equalization algorithm fairly challenging, as it hinders the seamless adoption of readily available adaptive equalization methods. On the other hand, the distortion that is generated by NLIN-induced ISI usually does not prevent the extraction of the transmitted data even without mitigation, albeit with an unacceptably higher error-rate (This is in contrast to the ISI produced by other effects, such as chromatic dispersion, which make the signal completely unintelligible). This feature facilitates the process of equalization in ways that will be elaborated in what follows. An adaptive equalization algorithm generally consists of two blocks: estimating the ISI coefficients (channel estimation), and attempting to remove their adverse effect (equalizing). All of the algorithms reviewed here are decision-directed equalizers, namely they contain an additional block that performs an initial estimation of the symbols which is subsequently improved by the equalization process (see Figure 3). The performance relies on the quality of the initial symbol estimation and therefore it is expected to degrade considerably in low SNR regimes. We discuss several equalization algorithms in what follows.

![Figure 3. A block-diagram description of a general equalizer. All equalizers discussed in this section follow the same structure, with the differences being in the operation of the channel estimation and equalization blocks.]

4.1. Standard Equalization Algorithms

There are several important aspects that require consideration when choosing an equalization algorithm. The method should be able to track the fast variations of the ISI coefficient, be robust to symbol estimation errors, and be computationally efficient. We will now discuss a few of these algorithms. The figures of merit to describe the quality of channel estimation is the improvement in post-equalization SNR, and the computational cost of the algorithm. For the reader’s convenience, we also include a short description of the algorithms themselves. For the clarity of presentation, the algorithms are described for the scalar case, keeping in mind that the extension to polarization-multiplexed transmission is usually straightforward. In the following, $\hat{s}_n$ denotes the equalized signals, $\hat{H}_n$ is a vector containing the equalizers’ taps, and $D(s_n)$ represents the hard decision regrading the value of the $n$-th data symbol (i.e., in the absence of errors $D(s_n) = a_n$).

1. **Least mean squares (LMS) algorithms**

The LMS algorithm is essentially a gradient descent method, where the evaluation of the channel filter improves over time, until it converges. The LMS algorithm has been used in [6,7] to mitigate
PPRN. The benefit of using dual-polarization decision to improve its performance was shown in [20,21,35]. The algorithm can be found in textbooks [36], and is summarized as

\[ \hat{s}_n := \bar{H}_n^* s_n \]  
\[ \epsilon_n := D(s_n) - \hat{s}_n \]  
\[ \hat{H}_{n+1} := \hat{H}_n + \mu \epsilon_n^* \epsilon_n \]  

Here \( \hat{s}_n \) is a vector containing the received signal samples \( s_n \) at times \( n \ldots n + N - 1 \), where \( N \) is the equalizer’s number of taps. The parameter \( \mu \) controls the speed of convergence, and it is chosen empirically so as to produce the best equalization results.

The main advantage of this algorithm is its computational efficiency. However, its tracking speed is fairly slow. In practice, the LMS algorithm has been shown to provide reasonable mitigation of PPRN, but not of higher order ISI contributions.

2. Recursive Least squares (RLS) algorithms

The RLS algorithm is usually characterized by a higher convergence speed than LMS, which generally implies improved tracking speed of fast channel variations. It has been used to mitigate PPRN [6,8] as well as higher order NLIN induced ISI contributions, although the latter was only demonstrated in idealized (error-free) scenarios [17]. The algorithm can be summarized as

\[ \hat{r}_n := P_n \bar{s}_n \]  
\[ P_{n+1} := \frac{1}{\lambda} \left( P_n - \frac{\hat{r}_n^* \hat{r}_n}{\lambda + \hat{r}_n^* \hat{r}_n} \right) \]  
\[ \hat{H}_{n+1} := \hat{H}_n + \frac{\hat{r}_n^* \epsilon_n}{\lambda + \hat{r}_n^* \hat{r}_n} \]  

where the error metric \( \epsilon_n \), the signal vector \( \bar{s}_n \), and the equalized signal \( \hat{s}_n \) are defined as in Equations (8) and (9). The parameter \( \lambda \) is called the algorithm’s ‘forget factor’, and it determines the algorithm’s tracking accuracy.

In general, RLS is considered to be more computationally expensive than LMS, because it involves matrix multiplications. In the case of NLIN mitigation, the equalizer’s number of taps is fairly small, corresponding to small matrices. In practice, we found that in relevant scenarios, the computational costs of RLS and LMS are similar (see Figure 4b).

3. Window-averaging algorithms

Window-averaging algorithms use the fact that the NLIN is temporally correlated whereas other noise sources are not. Therefore, when averaged over a finite time window (possibly weighted averaging), the effects of ASE noise will tend to diminish and an estimation of the ISI coefficients can be obtained. This principle has been used for phase-noise mitigation [9–12], polarization rotation cancellation [13,16], as well as for higher order nonlinear ISI mitigation [20,21].

We implemented the algorithm described in [21]. For the single polarization case, it can be summarized by the following procedure.

\[ \epsilon_n := D(s_n) - s_n \]  
\[ H_l := \alpha_l \left( \sum_k W_{l,k} \epsilon_{n+k} s_{n+k+l}^* \right) / \left( \sum_k W_{l,k} |s_{n+k+l}|^2 \right) \]  
\[ \hat{s}_n := s_n - \sum_l H_l s_{n-l} \]
Here $W_{i,k}$ is a weighting factor (for example, in [21] exponential weighting was used), and $\alpha_i$ is a constant weight function assigned to each filter tap. The parameters $\alpha_i$ and the window weighting functions $W_{i,k}$ need to be optimized for each specific transmission scenario.

One of the main advantages of this algorithm is its relative versatility. While LMS and RLS each have a single parameter to be optimized, the $W_{i,k}$ and $\alpha_i$ can be different for each filter tap, and so they can be adapted to account for the different properties of the ISI coefficients. However, this algorithm tends to be more computationally expensive than LMS or RLS, as the required window sizes can be quite large.

4. Kalman filters

Kalman filters are the most complex equalizers reviewed in this paper. They rely on an auto-regressive model description of the NLIN process. The advantage of this description is that it enables to account for a detailed statistical model of NLIN, utilizing all of the correlations that it entails. The properties of the auto-regressive model of NLIN can either be found heuristically [14], or by using an estimation of the NLIN’s covariance matrix and autocorrelation [19,37]. The description of this algorithm is fairly involved and hence the reader is referred to [19], for the details of the algorithm that we implemented in this paper.

Of the methods reviewed in this paper, equalizers based on Kalman filters offer the highest NLIN mitigation capability, but are also the most computationally expensive.

4.2. Numerical Estimation of Equalization Performance

We turn now to a quantitative comparison of the algorithms using a set of simulations. The simulations were performed using both the split-step method and the Virtual Lab tool [8], under the same test conditions. The test system consisted of $10 \times 100$ km spans of single mode fiber ($D = 17 \text{ ps/nm/km}$, $\gamma = 1.3 \text{ W}^{-1}\text{km}^{-1}$, $\alpha = 0.2 \text{ dB/km}$), separated by lumped amplifiers characterized by a noise figure of 4 dB. The transmitted signal consisted of 15 WDM channels, carrying a polarization multiplexed 32-QAM modulated constellation, operating at a baud-rate of 32 Gbaud with root-raised-cosine pulses having a roll-off coefficient of 0.02, and with channel spacing of 50 GHz. Each trace contained $2^{16}$ dual-polarization symbols.

All of the above mentioned algorithms were applied to the received signal. The algorithms’ parameters (convergence parameter $\mu$ for LMS, forget factor $\lambda$ for RLS, window weights $W_{i,k}$ and $\alpha_i$ for the window averaging algorithm) were optimized so as to obtain the best performance. The Kalman filter’s parameters were found using a measurement of the statistics of NLIN, as described in [37]. Figure 4 shows the effect of each of the algorithms on the output SNR, defined as

$$\text{SNR}_{\text{equ}} = \frac{\text{Var}(a_n)}{\text{Var}(\hat{s}_n - a_n)},$$

where $\hat{s}_n$ is the equalized signal for each method. Figure 4a shows an SNR vs. power plot for each of the cases, where the black curve represents unequalized transmission, and the colored curves show different types of equalizers.

Figure 4b shows the SNR improvement of each equalizer (i.e., the difference between the peaks of colored curves to that of the black curve in Figure 4a), vs. their computational cost. All of the algorithms described in this paper rely only on matrix multiplications and vector scalar product. The sizes of these vectors and matrices is typically fairly small, which means that an asymptotic analysis of the algorithm’s complexity is not useful. For example, the RLS algorithm requires matrix multiplication, whereas the LMS algorithm requires only vector multiplications, which would suggest that the RLS algorithm is more expensive. However, because of the small sizes of these vectors and matrices, we found that the cost of these two algorithms was similar. The complexity analysis is particularly difficult for the case of the Kalman filter algorithm, which uses multiplication of sparse matrices [19].
The circumvent this issue, we quantify the computational cost in terms of the computation time required to process a full trace of $2^{12}$ symbols. The computation times are normalized by that of the LMS equalizer, which is used as a reference. Naturally, this metric depends on the specific implementation and type of computer used for processing, and the absolute values is likely to vary significantly between different computers. Nevertheless, it gives a useful insight as to the relative cost of different equalization algorithms. All of the methods in this paper were implemented using Matlab programing language, and executed on a desktop computer. The LMS and RLS algorithms provided similar performance, both in terms of cost and SNR gain, which was approximately 0.2 dB. The window-averaging algorithm performed significantly better, with an 0.5 dB and 0.8 dB SNR gain for 1-tap and 3-tap equalizers, respectively. In terms of computation time, the 1-tap window equalizer was twice slower than LMS, and the 3-tap equalizer was 6 times slower. The highest gain was provided by a 3-tap Kalman filter, which yielded a 1.6 dB SNR improvement, at the cost of being 50 times slower than the LMS equalizer. With such a high computational cost, real-time implementation of these algorithm may be challenging. Nevertheless, dedicated hardware (e.g., using an field programmable gate array (FPGA)), even the Kalman filter equalizer may implemented in real time.

![Figure 4. SNR improvement of different equalization algorithms. (a) SNR vs. power for each algorithm.
The curves represent results obtained using the Virtual Lab tool [8], whereas the dots correspond to split-step simulations. (b) Peak SNR gain vs. computational cost, obtained by measuring the time that was needed to process a single set of symbols for each algorithm. The SNR gain is defined as the difference between the peak SNR of the unequalized case to those of the different algorithms.](image)

4.3. Turbo Equalization

As mentioned earlier, all of the equalization algorithms that we employed are decision-directed, meaning that they rely on the estimation of the transmitted symbols. In most of the works dealing with equalizing NLIN, this estimation was based on a simple minimum-distance decision regarding symbol values. A significant improvement to the algorithm performance can be achieved by combining the process of equalization with forward error correction (FEC) coding—a procedure that is usually referred to as turbo-equalization [38,39]. Indeed, including a decoder in the equalization loop results in more accurate symbol estimation, and thus better equalization performance. For example, in [20,21,35], a maximum-a posteriori (MAP) was used to provide improved symbol estimation for an LMS equalizer and a window-averaging equalizer, resulting in improved detection. A low-density parity check (LDPC) decoder was used to improve nonlinear phase noise mitigation in [15], an LDPC code and an RLS equalizer were used in [40], while [19] used an LDPC code together with a Kalman equalizer. The structure of a generic Turbo-equalizer is shown in Figure 5. The main idea is that the symbol estimation is performed using the post-FEC decoded bits. These include much fewer errors than the pre-FEC bits, and so the symbol estimation is much better. The way in which the symbols are estimated
varies between different decoding schemes. For example, one may want to use soft symbol estimates instead of hard decisions, as done in [15,19], or include bit interleaving. The decoding-equalization loop is usually iterated several times, until the algorithm converges.

![Block diagram of a Turbo equalizer](image)

**Figure 5.** A block-diagram description of a Turbo equalizer.

In order to compare the performance of the different equalizer, we employed a Turbo-equalization scheme based on soft-decision LDPC encoder, as done in [19]. The code rate was $R = 0.85$, corresponding to a FEC overhead of 15%, while all other system parameters where kept as in the previous section. The rate was chosen so that the post-FEC BER of the unequalized signal was significant ($5 \times 10^{-3}$), which enabled to observe the differences between equalizers. The post-FEC BER is shown in Figure 6, as a function of Turbo-equalization iterations, using the same equalizers discussed above. It is evident that each equalizer converges to a different error-floor. As in the case of SNR gain estimation, the best performance is achieved by the 3-tap Kalman filter, where the BER was 10 times lower than that of the unequalized case.

For the reader’s convenience, Table 1 summarizes the gain and cost of the various equalization schemes. The results shown are for the conditions studied at Sections 4.2 and 4.3.

**Table 1.** Summary of equalization algorithms performance. Note that the minimal BER for the unequalized case is $4.5 \times 10^{-3}$.

| Title                  | Normalized Cost | SNR Gain | Minimal BER (with Turbo equ.) |
|------------------------|-----------------|----------|-------------------------------|
| 1 tap LMS              | 1               | 0.2 dB   | $3.4 \times 10^{-3}$          |
| 1 tap RLS              | 0.88            | 0.19 dB  | $3.5 \times 10^{-3}$          |
| 1 tap Window averaging | 1.88            | 0.45 dB  | $2.4 \times 10^{-3}$          |
| 3 tap Window averaging | 5.5             | 0.9 dB   | $1 \times 10^{-3}$            |
| 1 tap Kalman filter    | 22              | 0.7 dB   | $1.4 \times 10^{-3}$          |
| 3 tap Kalman filter    | 45              | 1.6 dB   | $2.6 \times 10^{-4}$          |

![Graph of BER vs. number of iterations](image)

**Figure 6.** BER as a function of the number of Turbo-equalization iterations, using different equalizer types. The curves represent results obtained using the Virtual Lab tool [8], whereas the dots correspond to split-step simulations. Note that the case of zero iterations (leftmost point in the graph) corresponds to the case of no adaptive equalization.
5. Conclusions

In this paper, we discussed the prospects of out-of-band NLIN mitigation using equalization. At the heart of this concept is the time-varying ISI model, and the many types of correlations that it entails. There are several points to consider when one attempts to choose an equalization algorithm; we have shown that the more complex algorithms (e.g., Kalman filtering) provides superior NLIN cancellation capability. However, this comes with a significant increase in computational cost. While designing an adaptive equalization algorithm, one must be aware of the statistical properties of NLIN in the system. For example, very short systems tend to be dominated by the 0-th order ISI term, corresponding to PPRN. They are also characterized by relatively short correlation times. In longer systems, higher order ISI terms become more significant, and the correlation lengths increase. Thus, a higher number of equalizer taps will be needed as the link length increases. In cases of polarization-multiplexed transmission, it is highly advantageous to treat the two polarization channels jointly. This allows both to compensate for cross-polarization effects, and to utilize the correlation between the NLIN components affecting the two polarizations.

Another important aspect that was discussed is the type of symbol estimation method that is used. Incorporating the decoder with the equalizer in a turbo-equalization (or similar) setup have been shown to significantly improve performance. Naturally, the choice of code-type and decoding method can significantly affect the equalizer’s performance.

The equalization algorithms reviewed in this paper represent the main types discussed in the literature, although many variants of these algorithms exist. We have showed that significant gain can be achieved by using these equalization methods, and that adaptive equalization is a viable method for NLIN mitigation. Still, there is much work to be done on this subject, such as designing new and efficient algorithms tailored for NLIN mitigation, as well as real-time implementation of the current algorithms.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description                        |
|--------------|------------------------------------|
| ASE          | Amplified Spontaneous Emission     |
| BER          | Bit Error Rate                     |
| COI          | Channel of Interest                |
| DBP          | Digital Back-Propagation           |
| FEC          | Forward Error Correction           |
| IC           | Interfering Channel                |
| ISI          | Inter-Symbol Interference          |
| LDPC         | Low density parity check           |
| LMS          | Least Mean Squares                 |
| MAP          | Maximum a-posteriori               |
| NLIN         | Nonlinear Interference Noise       |
| OFDM         | Orthogonal Frequency Division Multiplexing |
| PPRN         | Phase and Polarization Rotation Noise |
| RLS          | Recursive Least Squares            |
| SMF          | Single mode fiber                  |
| SNR          | Signal to Noise Ratio              |
| SSFM         | Split-step Fourier method          |
| WDM          | Wavelength Division Multiplexing   |
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