Role of the Fan Beam Model in Population Synthesis of Isolated Radio Pulsars
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Abstract

On the basis of the \textsc{PsrPopPy} software package, we developed an evolution model of population synthesis for isolated radio pulsars by incorporating the fan beam model, an alternative radio emission beam model to the widely used conal beam model. With proper choice of related models and parameters, we successfully reproduced the observational distributions of Galactic longitude ($l$) and latitude ($b$), spin period, period derivative, dispersion measure and 1.4 GHz flux density for the 1214 isolated pulsars discovered by the Parkes multibeam and Swinburne pulsar surveys. The size of the underlying population of radio-loud pulsars is found to be $2.27 \times 10^6$, which is larger than the underlying population of radio-loud pulsars simulated with the conal beam model. The model is used to estimate the number of isolated radio pulsars detected by the Galactic-plane pulsar survey with Five hundred-meter Aperture Spherical Telescope (FAST). Approximately 2700 and 240 new isolated pulsars are expected to be discovered in the inner galactic plane ($20^\circ < l < 90^\circ$, $|b| < 10^\circ$) and the outer galactic plane ($150^\circ < l < 210^\circ$, $|b| < 10^\circ$), respectively. These numbers are smaller than those estimated by the evolution models with conal beams and the snapshot models.

Unified Astronomy Thesaurus concepts: Radio pulsars (1353)

1. Introduction

In order to understand the underlying distribution of parameters of Galactic pulsars, a common practice is to perform Monte Carlo (MC) simulations of pulsar populations to generate artificial pulsars that satisfy the detection criteria of existing surveys, and then to infer the distributions by comparing the simulated pulsars and those detected in actual surveys. This method of population synthesis has been widely used to study the initial parameters and their evolution for radio pulsars (e.g., Arzoumanian et al. 2002; Faucher-Giguère & Kaspi 2006, hereafter FK06; Ridley & Lorimer 2010a, hereafter RL10; Cieślar et al. 2020) and high-energy pulsars (e.g., Gonthier et al. 2004; Perera et al. 2013; Bartels et al. 2018). It has also been used to estimate the size of a pulsar population or subpopulation in the Galaxy (e.g., Narayan & Ostriker 1990; Lorimer et al. 2006; Swiggum et al. 2014) and the nearby galaxies (Smits et al. 2009, hereafter S09; Ridley & Lorimer 2010b), and to predict yields for pulsar surveys with radio telescopes like the Five hundred-meter Aperture Spherical Telescope (FAST) and SKA (S09; Cieślar et al. 2020), or with the Fermi gamma-ray telescope (e.g., Gonthier et al. 2018).

In the population synthesis for radio pulsars, whether a synthetic pulsar can be detected by a given survey is directly affected by four parameters of the pulsar: spin period ($P$), pulse width ($W$), radio luminosity ($L$), and distance ($d$). These parameters, together with other parameters of the telescope and survey, are used to estimate the signal-to-noise ratio ($S/N$) of the radio pulse. Only when the $S/N$ is higher than a certain level (e.g., 9) can the pulsar be regarded as being detected. The parameters $W$ and $L$ are related to the physics of radio emission, among which $W$ depends on a specific emission beam model. The conal beam model has been widely used in population synthesis, in which the cross section of the radio emission beam is usually assumed to be circular. An empirical relationship $\rho = \rho_0 P^{-1/2}$ (Rankin 1990; Kramer et al. 1998) is often used to generate a beam radius for a synthetic pulsar, and then $W$ can be calculated with the parameters $\rho$, the inclination angle between the spin and magnetic axes ($\chi$) and the impact angle between the line of sight (LOS) and the magnetic axis ($\beta$). The radio luminosity is usually assumed to have a power-law dependence on $P$ and $P$ (period derivative), i.e., $L = L_0 P^\alpha P^{\beta}$, of which the indices are constrained to be different values by a number of studies, mostly within the range $-1.6 < \alpha < -0.9$ and $0.3 < \beta < 0.6$ (see Gullón et al. 2014).

The double-conal beam model (Rankin 1983, 1993), the most popular form of conal beam model, which suggests that the radio beam consists of two nested cones and a core, has the advantage of explaining a variety of pulse morphology in terms of different LOS trajectories across the beam. The fan beam model, an alternative radio emission model originally proposed by Michel (1987), has been developed in the past decade (Dyks et al. 2010; Dyks & Rudak 2012, 2013; Wang et al. 2014; after W14; Dyks & Rudak 2015; Oswald et al. 2019). This kind of model assumes that relativistic particles in the pulsar magnetosphere may produce a radially elongated fan beam. Unlike the conal beam, the fan beam may be underfilled in longitude. They can explain some phenomena that are hard to explain by the conal beam models.

Several pieces of evidence or indications of the fan beam model have been presented in the literature, mainly including (a) the observed fan-like radio beams of the precessional pulsar PSR J1906+0746 (Desvignes et al. 2013, 2019b), (b) the positive correlation between the observed pulse width and the absolute value of the impact angle as predicted by the fan beam model (W14, note that the conal beam model predicts a negative correlation), (c) the successful reproduction of observational phenomena such as the bifurcated emission component, the diversity in the pulse morphology and the radius-to-frequency mapping (Dyks et al. 2010; Dyks & Rudak 2012, 2015), (d) the more natural interpretation of some phenomena with the fan beam model than with the conal beam model, e.g., the ratio of pulse peak separation (Dyks & Pierbattista 2015), the beam properties of radio pulsars with interpulse emission (Johnston & Kramer 2019) and the single pulse frequency evolution of PSR J1136+1551 (Oswald et al. 2019).
The fan beam model by W14 gives a different relationship for $W$ from the conal beam model, which depends on $\chi$, $\beta$, and the longitudinal extent of the flux tube active for radio emission. The model also gives a semiempirical relationship between the emission intensity and three parameters: $P$, $P_{\text{c}}$, and the angular distance of a given point in the beam to the magnetic pole (hereafter called radial distance). The general feature of the intensity distribution in the beam is that the intensity decreases with the increasing radial distance in the outer part of the beam (roughly beyond 2 times the opening angle of the polar cap). Comparing with a simple conal beam model, in which the intensity is usually assumed to be uniform, the fan beam model suggests a radially dependent intensity pattern; therefore, the luminosity function would be different from that of the conal beam model. In this sense, it is necessary to explore the population synthesis by incorporating the fan beam model, in order to see how this model affects our understanding of the pulsar population.

There are mainly two different techniques for population studies: “snapshot” and “evolution” (Lorimer et al. 2019). In the snapshot approach, pulsars are generated from a group of optimal distribution functions derived from the observed sample, which are typically of the parameters $P$, $L$, Galactic-centric radius ($R$), and Galactic height ($z$) (Lorimer et al. 2006, hereafter L06). While in the evolution approach, the model pulsars are allowed to evolve over time from a set of initial distributions, such as birth velocity, location in the Galaxy, and initial spin period (see FK06).

The PsrPopPy$^{3}$ (Bates et al. 2014, hereafter B14), rewritten from PSRPOP$^4$ package (see L06) in Python, is one of a few open-source software packages for pulsar population synthesis. With many callable programs for specific distributions or optimal models (including the conal beam model), it can carry out both the snapshot and evolution approaches. It has been used in a couple of population studies, e.g., predictions for the future SKA pulsar survey (Keane et al. 2015) and continuum surveys using variance imaging (Dai et al. 2017).

The PsrPopPy software is convenient for users to add new models. In this paper, we aim to develop a population synthesis code on the basis of PsrPopPy by adding a module for the fan beam model. Since the relationships given by W14 are only for normal pulsars, this work is limited to model the Galactic population for isolated normal pulsars. The updated code$^5$ is then applied to estimate the population size of radio-loud isolated pulsars and the expected number of discovery by the FAST pulsar survey. The result will be compared with a former work on the yields of the FAST survey by S09, which is on the basis of the conal beam model. MC simulation procedures and related models are described in Section 2. Simulations of the pulsar population are introduced in Section 3. The prediction on the yields of the FAST pulsar survey is presented in Section 4. Our conclusions and a discussion are provided in Section 5.

2. Models in the Simulation

In this paper, the model pulsar populations are generated by using the EVOLVE code of the PsrPopPy package, corresponding to the evolution approach. In order to compare the fan beam and conal beam models, we generate evolution models A and B (hereafter simply called model A for the conal beam and model B for the fan beam). Various optimal models from previous works (e.g., FK06; S09; RL10) are adopted for model A, while in model B the original relationships of pulse width and radio luminosity are replaced with those in the fan beam model. Note that all frequency-dependent models are based on the analysis at 1.4 GHz, the frequency of the pulsar surveys used in this paper, i.e., the Parkes multibeam pulsar survey (PKSMB) near the Galactic plane (Manchester et al. 2001) and the two Swinburne pulsar surveys (PKSSW) at higher Galactic latitudes (Edwards et al. 2001; Jacoby et al. 2009).

In the following we first describe models with some parameters that are different between models A and B, then we outline the other models commonly used in the two synthetical models.

2.1. Modeling Pulse Widths

2.1.1. Model A

In model A, the method of modeling the pulse width is the same as that used by S09, on the basis of a relationship between $W$ and two geometric parameters, $\chi$ and $\beta$, namely

$$\sin^{2}\left(\frac{W}{4}\right) = \frac{\sin^{2}\left(\frac{\rho}{2}\right) - \sin^{2}\left(\frac{\chi}{2}\right)}{\sin \chi \sin (\chi + \beta)},$$

(1)

where $\rho$ is the radius of the circular beam, $\rho$, $\chi$, and $\beta$ are all random parameters for a population, and their distributions must be assigned first.

Following the empirical relationship between $\rho$ and $P$ found by Kramer et al. (1998),

$$\rho_{\text{model}} = \begin{cases} 5.46p^{-1/2} & P > 30 \text{ ms} \\ 31.2 & \text{otherwise} \end{cases},$$

(2)

an initial value of beam radius is generated. Then the value is dithered by a random value $p$ to model the dispersion of $\rho$, which reads

$$\rho = 10^{\log(\rho_{\text{model}})+\mu}p,$$

(3)

where $\mu$ is drawn from a uniform distribution between $-0.15$ and $0.15$.

Since the LOS must sweep across the beam so that the synthetic pulsar could be detected, $\beta$ can be simply chosen from a flat distribution as $-\beta \leq \beta \leq \rho$ for radio-loud pulsars that can potentially be detected.

As for $\chi$, a number of works suggested that the magnetic axis tends to be aligned with the spin axis, i.e., $\chi$ decreases to 0 eventually (e.g., Tauris & Manchester 1998, hereafter TM98; Weltevrede & Johnston 2008; RL10; Tong & Kou 2017). However, some works proposed that the inclination angle may evolve to 90° (e.g., Lyne et al. 2013; Arzamasskiy et al. 2017). Since there is no consensus yet on the evolution of inclination angle, in this paper, following S09, we consider a simple geometric case that $\chi$ is chosen from a random distribution, i.e.,

$$\chi = \arccos u,$$

(4)

where $u$ is drawn from a flat distribution between 0 and 1. This method of generating $\chi$ is also used in model B.

---

$^3$ https://github.com/samb8s/PsrPopPy
$^4$ http://psrpop.sourceforge.net/
$^5$ https://github.com/wjhgakki/PsrPopPy_WJH
In model B, the treatment of pulse width is different from model A. W14 has indicated that the way to calculate pulse width is different for the inner and outer parts of a fan beam. In the outer beam, the pulse width widens as $|\beta|$ increases, following the relationship

$$\cos \left( \frac{W}{2} + C \right) = \frac{\sin \chi}{\tan(\chi + \beta)(\cos^2 \chi + \tan^2 \varphi)^{1/2}},$$

where $C = \arctan(\sec \chi / \tan \varphi)$ and $\varphi$ is the half azimuthal width of flux tube.

This relationship is a consequence of the divergence nature of the dipolar flux tube. However, the relationship for the inner part is quite uncertain because subbeams from multiple flux tubes (if they exist) may be bright enough to be observed, hence the equation may not be as simple as Equation (5). The boundary dividing the inner and outer parts is quite sharp, as discussed in the next section.

In our simulation the correlation of the observed pulse widths and impact angles for a sample of 64 pulsars, the boundary was found to be $\rho \geq 2\rho_{pc}$, where the opening angle of the polar cap satisfies $\rho_{pc} \approx 3/2(R/R_\gamma)^{1/2}$, with $R$ being the stellar radius (assumed to be 10 km) and $R_\gamma$ being the light cylinder radius ($R_\gamma = cP/2\pi$, where $c$ is the light speed). For simplicity, following W14, we fix the beam radius as $2\rho_{pc}$ when $|\beta| \leq 2\rho_{pc}$ (in the inner beam). Then we can compute the pulse width approximately with Equation (1) by substituting $\rho = 2\rho_{pc}$ and $\beta = 0$.

In the fan beam model, the half azimuthal width of the flux tube, $\varphi$, is an intrinsic parameter to determine the pulse width. In our simulation $\varphi$ is chosen from a uniform distribution in $[\varphi_{\text{min}}, \varphi_{\text{max}}]$. According to the simulation by W14, the range is required to be $[20°, 80°]$ to match the observed $W$ and $\beta$ for a sample of 64 pulsars. In our simulation different choices of the range are also tried, as discussed in the next section.

The impact angle has to be determined in a different way in model B as well, because there is no abrupt radial boundary of the beam as suggested by W14. It is then generated from the distributions of $\zeta$ and $\chi$ via the relationship $\beta = \zeta - \chi$, where $\zeta$ is the viewing angle between the LOS and the spin axis. Assuming that the projections of the spin axes of pulsars are uniformly distributed in the celestial sphere, the probability density function of $\zeta$ should be

$$p(\zeta) = \int_0^{2\pi} \frac{1}{4\pi} \sin \zeta d\Phi = \frac{1}{2} \sin \zeta,$$

where $\Phi$ is the pulse longitude.

It should be noted that the assumption of no radial boundary may be too simple. It is likely that the radio emission is ineffective if the emission altitude is too high. We set a limit of $|\beta| \leq 90°$ artificially regarding this point. It is equivalent to say that no emission can be observed from a pole when $\beta > 90°$. However, in the opposite pole, the impact angle is $\beta = -90°$, of which the absolute value is smaller than 90° so that the emission is still observable. Therefore, all the $\beta$ values greater than 90° are converted to $\beta = -90°$.

Note that Equation (5) would be only a rough approximation to the actual pulse width when $|\beta|$ is large, e.g., $|\beta| > 40°$ (the corresponding emission height is greater than 20% of the light cylinder radius), because the aberration, retardation, and magnetic field sweep-back effects will become important to affect the pulse width considerably (e.g., Gangadharar 2005). However, as the intensity attenuates dramatically with increasing $|\beta|$, the oversimplification of pulse width at large $|\beta|$ may not cause serious problems. In fact, our simulations do show that most synthetic pulsars detected by the surveys have $|\beta|$ values smaller than 20° (see Section 3).

### 2.2. Beaming Fraction

Since the conal beam is only beamed to a fraction of the full sky, a beaming factor is needed to account for the probability that a pulsar beams toward the Earth. The default model in EVOLVE of the beaming fraction is an empirical period-dependent relationship found by TM98,

$$f(P) = 0.09 \left[ \log \left( \frac{P}{1 \text{s}} \right) - 1 \right] + 0.03.$$

As per RL10, to determine whether or not a pulsar is beaming toward us, the beaming fraction is calculated for a given $P$ and then compared with a random value drawn from a uniform distribution between 0 and 1. Only those pulsars with beaming fractions larger than the random value can be observed by us.

It should be noted that the above relation is based on the assumption that the beam shape is circular, it is not applicable to the fan beam model. In model B, since we have assumed that the fan beam may extend to $|\beta| = 90°$, our LOS would sweep across at least one emission beam from either one pole or the other pole. Therefore $f$ should be set as 1 for model B.

#### 2.3. Luminosity Distributions

In PSRPOP+, B14 provided an option of luminosity distribution obtained by FK06

$$\log L = \log(L_0 P^{-1.5 \rho_{15}^{0.5}}) + L_{\text{corr}},$$

where $L_0$ equals 0.18 mJy kpc$^2$, $P$ is in s, $\rho$ is in $10^{-15}$ s$^{-1}$, and $L_{\text{corr}}$ is a dither factor generated from a normal distribution centered on 0 with a standard deviation 0.8, which may partially reflect the errors in the distance measurements of actual pulsars. This method is adopted in model A.

Note that the conal beam model does not provide a picture of the distribution of intensity within the beam cone, thus the luminosity is independent of the beam cone. On the contrary, the fan beam model proposed by W14 predicts a clear limb-darkening relationship between the peak intensity at 1.4 GHz and the radial distance $\rho_{\text{peak}}$ in the outer beam ($|\beta| > 2\rho_{pc}$), i.e.,

$$I_{\text{1400MHz, outer, peak}} = \kappa_0 \rho_{\text{0.15}}^{-4} \hat{P}_{15}^{-9/2} \rho_{\text{peak}}^{-6},$$

where $I_{\text{1400MHz, outer, peak}}$ is in units of erg/s/MHz$^{-1}$/sr, $P$ is in units of seconds, $\rho_{\text{peak}}$ the radial distance between the magnetic pole and the emission direction accounting for the pulse peak, is in units of degree, and $\hat{P}_{15} = \hat{P} / (10^{-15} \text{ s}^{-1})$, respectively. The best-fit values $\kappa_0 = 10^{25.7 \pm 1.5}$ and $q_0 = 1.75 \pm 1.5$ at the 95% confidence level were obtained statistically in terms of a sample of 64 pulsars by W14. With the best-fit value of $q_0$, the intensity attenuates with increasing $\rho_{\text{peak}}$ following the law $I_{\text{1400MHz, outer, peak}} \propto \rho_{\text{peak}}^{-2.5}$ in the outer beam.

We next derive the equation of luminosity with the above relationship. Noting that $\rho_{\text{peak}}$ depends on the pulse profile shape, we simply take $\rho_{\text{peak}} = |\beta|$ to avoid the complexity of profile shapes in the simulations. The observed mean flux density reads $F_{\text{mean}} = \delta F_{\text{peak}}$, where $\delta \approx W/P$ is the pulse duty cycle and $F_{\text{peak}}$
is the peak flux density. Since $F_{\text{peak}}$ can be converted by
\[ \frac{f_{\text{peak}}}{d^2} \] for a given pulsar distance $d$, the pseudo luminosity in the outer beam should be
\[ \log L = \log (\kappa \delta P^{q-4} \dot{P}_{15} / \beta |^2 \beta^{-6}) + L_{\text{corr}}, \] (10)
where $L$ is in unit of mJy kpc$^2$ and $\kappa = 10^{2.75}$ is converted
from $\kappa_0$. As per FK06, we also set a dither factor $L_{\text{corr}}$, which is
chosen from a Gaussian distribution with the mean value 0 and
the standard deviation 0.75 estimated by the uncertainty of $\kappa_0$
in Equation (9). However, in our simulation, $\kappa_0 = 1.75$ was
found not be able to reproduce the observed flux distribution
well, hence $q$ is set as a free parameter. For the inner beam
($|\beta| < 2.50$), the luminosity is assumed to be a constant
calculated with Equation (10) by taking $|\beta| = 2.50$.

As noticed by W14, $\rho_{\text{peak}}$ is probably greater than $|\beta|$ for
pulsars with double-peak or multipeak pulse profiles. The simplification of $\rho_{\text{peak}} = |\beta|$ in Equation (10) will lead to
overestimation of the luminosity for those pulsars, but it does not
affect the results and conclusions essentially because of two
reasons. First, pulsars with double-peak and multipeak profiles are
less than 50% (e.g., Karastergiou & Johnston 2007), while
the remaining pulsars with single-peak profiles are barely
affected by this assumption. Second, even for double-peak or
multipeak profiles, the amount of overestimation is much smaller
than the luminosity dispersion that the dither factor describes.
Considering an extreme case in which the phase offset between
the maximal pulse peak and the profile center reaches half of the
full pulse width, the phase offset is about 9°. By tak-
ing $q = 1.25$ (the optimized value obtained in this work), which
is much smaller than the 1σ dispersion of the luminosity induced
by the dither factor, i.e., $10^{0.75} = 5.6$. Therefore, the $\rho_{\text{peak}} = |\beta|$ is a viable simplification.

2.4. Simulation Procedure and Common Models

We describe the common models used in models A and B
following the simulation procedure. These models and some
related parameters, together with the models in the above
subsections, are summarized in Table 1.

The simulation proceeds as follows. First a synthetic pulsar is
generated with a random age and a set of initial parameters.
The age is chosen randomly between 0 and $t_{\text{max}}$, with
$t_{\text{max}}$ being $10^9$ years (FK06, RL10). Its initial surface magnetic
field $B$ is chosen from a log-normal distribution given by FK06,
and its initial spin period $P_0$ is determined by a Gaussian
distribution following FK06. The inclination angle $\chi$ is
randomly selected by using Equation (4).

Next we let the pulsar evolve from $t = 0$ to its age by using
the spin-down model described in FK06, which only considers
the magnetic dipole braking in a vacuum (see FK06 for details).
Being the first trial of the fan beam model to be applied to
pulsar population synthesis, this work is limited to a simple
scenario in which the inclination angle and magnetic field do
not evolve and the contribution of pulsar wind braking is
ignored. This situation is equivalent to setting the braking index
to 3. The current period is then calculated with
\[ P(t) = \sqrt{P_0^2 + 2kB^2t \sin^2 \chi}, \] (11)

| Table 1 | Models and Parameters Used in Models A and B |
|---------|------------------------------------------|
| Initial period distribution | Gaussian (FK06) |
| $P_0$ (ms) | 300 |
| std($P_0$) (ms) | 150 |
| Initial $B$ field distribution | Log-normal (FK06) |
| Model A | $|\beta_0| B$ (G) |
| std($|\beta_0|$ B (G)) | 0.55 |
| Model B | $|\beta_0| B$ (G) |
| std($|\beta_0|$ B (G)) | 0.65 |
| Radial distribution model | Gamma (L06) |
| Birth height distribution | Exponential (FK06) |
| $\langle z_0 \rangle$ (pc) | 50 |
| Birth velocity distribution | Exponential (FK06) |
| $\langle v_1 \rangle$ (km s$^{-1}$) | 180 |
| Pulse width model | |
| Model A: conal beam | $W(\chi, \beta, \rho)$ relation (S09) |
| Model B: fan beam | $W(\chi, \beta, \phi)$ relation (W14) |
| Beaming fraction ($f$) model | |
| Model A: conal beam | $f = P$ relation (TM98) |
| Model B: fan beam | $f = 1$ |
| Inclination angle distribution ($\chi$) | Random (S09) |
| Range | $[0, 90^\circ]$ |
| Impact angle distribution ($\beta$) | |
| Model A: conal beam | Uniform (S09) |
| Range | $[-\rho, \rho]$ |
| Model B: fan beam | By $\beta = \zeta - \chi$a |
| Range | $[-90^\circ, 90^\circ]$ |
| Lumosity model | |
| Model A | $L(P, \dot{P})$ function (FK06) |
| Model B: fan beam | $L(P, \dot{P}, \beta)$ functionb |
| Spectral index distribution | |
| $\langle b \rangle$ | $-1.4$ |
| std($b$) | 0.96 |
| ELETRN density model | NE2001 (CL02)c |
| Scattering model | B04d |
| Pulsar spin-down model | FK06 |
| Braking index | 3.0 |
| Max pulsar age (yr) | $10^9$ |
| Number of detectable pulsars in the PKSMB & PKSSW surveys | 1214 |

Notes:

a This work.
b Bates et al. (2013).
c Cordes & Lazio (2002).
d Bhat et al. (2004).
where \( k = 8\pi^2 \rho^3 / 3mc^3 \), \( I \) is the moment of inertia of the pulsar, assumed to be a typical value of \( 10^{38} \) kg m\(^2\). Then the corresponding \( P \) can be computed by

\[
P\dot{P} = kB^2 \sin \chi^2.
\]

The obtained current period is then compared with the death period, defined by the so-called death line relationship (Bhattacharya et al. 1992)

\[
P_{\text{death}} = \sqrt{\frac{3}{0.17 \times 10^{-2} G \cdot s^2}},
\]

beyond which the pulsar is regarded as being radio-quiet. Therefore the condition that a pulsar is radio-loud and potentially detectable is \( P < P_{\text{death}} \).

Only radio-loud pulsars beaming toward the Earth are retained and proceed to the next steps. Then the spatial evolution of the synthetic pulsar needs to be modeled to determine its current position and distance, with which the corresponding dispersion measure (DM) can be determined in terms of a Galactic electron-density model. Next the model flux density, calculated from the luminosity and distance, and the observable pulse width affected by DM are used to estimate the theoretical S/N (see Section 4.1 in B14) to determine whether or not the pulsar is detectable by specific surveys.

The above procedure is basically the same as those in RL10 or B14. To model the initial position for each pulsar, here we choose the Gamma function described by L06 for the radial distribution, and the exponential distribution in FK06 for the distribution of Galactic height \( \zeta \). The birth velocity components of each pulsar in three coordinate directions are assigned by using the exponential distribution as per RL10. The method of modeling the spatial evolution of pulsars in the Galactic potential described in B14 is adopted here. We are aware that Yao et al. (2017) has proposed a new version of the electron-density model, but in this paper we still use the NE2001 electron-density model incorporated in EVOLVE, in order to compare with the previous simulations with the conal beam model by FK06 and RL10.

The selection of models in our model A is very similar to FK06 and RL10, except for the method to decide the initial Galactic coordinates of pulsars. FK06 or RL10 selected the radial distribution model proposed by Yusifov & Kütük (2004) and used the spiral-arm structure. We follow the method of model S in L06 by choosing a radial surface density model and an azimuthally symmetric function with respect to the Galactic center. The default parameters of the models in the original PSRPOP\textsc{py} codes are used in this paper. In fact, we have tried some combinations of the radial and azimuthal models in our simulation, and found that the models we chose can match the observation better, especially for the distribution of Galactic longitude.

In total, 1214 isolated pulsars (defined as \( P > 30 \text{ms}, 0 < P < 1 \times 10^{-12} \)) were detected in the PKSMB and PKSSW surveys, as cataloged in the ATNF pulsar catalog V.1.62 (Manchester et al. 2005). Each MC realization was run until 1214 pulsars were detected by these surveys in simulation \((S/N \geq 9)\). Following Gonthier et al. (2004), we run 10 MC realizations for each simulation and compare our results with the observation to optimize the model parameters.

### 3. Population Synthesis

#### 3.1. Assessment and Optimization

To assess the models, for each simulation, the observed marginal distributions of Galactic longitude (\( l \)), Galactic latitude (\( b \)), DM, flux density at 1.4 GHz (\( S_{1400} \)), \( P \) and \( \dot{P} \) in the simulation are compared with the corresponding distributions for the real sample, as shown in Figure 1. Our results using model A (blue) are very similar to those obtained by FK06 and RL10, despite some difference in model selection. It is shown that model B (orange) can reproduce the distributions of the real sample (gray) as well as model A, indicating that the fan beam is viable to simulate the population of isolated pulsars. Below we present the choices of parameters \( B, \phi, \) and \( q \) that produce the above results.

Following FK06, a lognormal distribution of initial magnetic field with the mean value \( \log_{10} B (G) = 12.65 \) and the standard deviation \( \sigma \) was adopted in model A. Although it works in model A, it does not match the observations well when applied to model B, especially the distribution of \( B \) and \( \dot{P} \). A lognormal distribution with generally weaker field, i.e., with the mean value \( \log_{10} B (G) = 12.25 \) and the standard deviation \( \sigma \) is found to be able to reproduce the observed distributions with model B.

In the fan beam model of W14, \( \phi \) in Equation (5) and \( q \) in Equation (9) are two important parameters that affect the pulse width and luminosity, respectively. Their “optimal” values in model B are determined as follows. W14 constrained a range \([20^\circ, 80^\circ]\) for \( \phi \) by comparing the simulated \( W \) and \( \beta \) with the real data of 64 pulsars. We tested different sets of \( \phi \) range close to \([20^\circ, 80^\circ]\), including \([0, 100]\), \([20, 100]\), and \([0, 80]\), from which \( \phi \) is drawn from a uniform distribution. The simulations do not show obvious difference in the distributions of \( l, b, DM, S_{1400}, P, \) and \( \dot{P} \). Since the simulation in W14 can well represent the boundary of the observed data in the \( W - \beta \) diagram (see Figure 17 in W14), we still select the range \([20^\circ, 80^\circ]\) for \( \phi \).

In W14, the value \( q = 1.75 \) was obtained by fitting the pseudo luminosity at 1.4 GHz for a sample of 64 pulsars. Large dispersion in the luminosity data (see Figure 18 in W14) leads us to suspect that this value may not be applicable to a much larger sample in the population simulation, hence it needs a procedure to perform optimization.

First we take \( q = 1.75 \) for a trial. The main problem is that it slightly overpredicts the fraction of pulsars with large flux density compared with the \( S_{1400} \) distribution of the real sample (Figure 2). In order to obtain the optimal value of \( q \), we use the nonparametric Kolmogorov–Smirnoff (KS) test, and define a figure of merit (FOM) following Bhattacharya et al. (1992) and RL10 for each simulation,

\[
\text{FOM} = \log_{10}(Q_l \times Q_b \times Q_{\text{DM}} \times Q_{S_{1400}} \times Q_P \times Q_{\dot{P}}),
\]

where the subscripts on each KS probability \( Q \) correspond to the distributions of \( l, b, DM, S_{1400}, P, \) and \( \dot{P} \) respectively. Obviously a larger FOM means a better simulation. To avoid the fluctuation from a single simulation, the associated KS probabilities are calculated with a total of 10 \( \times 1214 \) model pulsars generated from 10 MC realizations. We then search the optimal \( q \) value in a wide range of \([0.25, 3.25]\) around 1.75. The resulting FOMs for given \( q \) values are plotted in Figure 3, in which the peak of the FOM curve indicates an optimal value \( q = 1.25 \). This value is smaller than 1.75 suggested by W14, and the resulting distributions are consistent with those of the
3.2 Underlying Populations of Isolated Pulsars

Model A estimates nearly $1.81 \pm 0.04 \times 10^5$ potentially observable pulsars that are radio-loud and beaming toward the Earth. The number is a bit larger than the $1.2 \times 10^5$ obtained by FK06. L06 inferred a total Galactic population of $30000 \pm 1100$ pulsars with 1.4 GHz luminosities above 0.1 mJy kpc$^{-2}$, whereas our estimation is $\sim 85,000$, more than 2 times L06’s result. Considering that fainter pulsars can be seen by telescopes with higher sensitivity, such as FAST, we also give an extra luminosity threshold of 0.01 mJy kpc$^{-2}$ to show the difference. Model A predicts about 156,000 pulsars whose luminosities are above 0.01 mJy kpc$^{-2}$.

Large uncertainty exists in estimating the number of underlying radio-loud pulsars (including those not beaming toward us). Using a rough beaming fraction $f \approx 0.2$ for all periods (RL10), the total number of radio-loud pulsars is estimated to be $9.05 \times 10^5$, whereas when using the averaged fraction $f \approx 0.1$ suggested by TM98, the total number would be $1.81 \times 10^6$.

Model B estimates about $2.27 \pm 0.07 \times 10^6$ potentially observable pulsars in the Galaxy, which is larger than the number in model A. This is partially because the fan beam is more

diagram

Figure 1. Distributions of the Galactic longitude and latitude, dispersion measure (DM), 1.4 GHz flux density $S_{1400}$, spin period, and period derivative for isolated radio pulsars. The gray histograms are for 1214 isolated pulsars discovered in the Parkes multibeam (PKSMB) and Swinburne pulsar surveys (PKSSW). The blue and red histograms stand for the isolated pulsars detected by the PKSMB and PKSSW surveys, which are simulated with the evolution models A (with conal beam) and B (with fan beam). For each evolution model, a total of $10 \times 1214$ pulsars from 10 MC realizations are used to derive the distributions.

diagram

Figure 2. Cumulative probability distributions of flux density at 1.4 GHz for the observed 1214 pulsars (dashed) and the simulated pulsars with model B in 10 MC realizations. The blue and orange curves are the results by using $q = 1.25$ and $q = 1.75$ in Equation (10), respectively. The corresponding KS probability $Q_{S_{1400}}$ is 0.44 and $9.15 \times 10^{-9}$, suggesting that $q = 1.25$ is a better solution than $q = 1.75$. 
extended than the conal beam, creating a greater chance for them to be observed. In model B, about 76,000 and 230,000 pulsars are estimated to have 1.4 GHz luminosities above 0.1 mJy kpc$^2$ and 0.01 mJy kpc$^2$, respectively.

Figure 4 presents the distributions of 1.4 GHz pseudo luminosity for underlying radio-loud pulsars in an MC realization with models A and B, respectively. The peak value of pseudo luminosity of model B is about $2.3 \times 10^{-5}$ mJy kpc$^2$, which is about 3 orders of magnitude lower than that of model A ($7.9 \times 10^{-2}$ mJy kpc$^2$). Our result of model A is generally consistent with FK06, in which the underlying distribution of luminosity follows a lognormal distribution with mean value $-1.1$ ($L = 0.07$ mJy kpc$^2$). The weak predominance of model-A pulsars with pseudo luminosity above 0.1 mJy kpc$^2$ can also be seen from the plot.

An abundance of weaker pulsars in the population of model B is expected by the fan beam model. This is because the fan beam model tends to predict a large amount of pulsars with large impact angles, and their pseudo luminosity is very low because of the radial limb-darkening relationship (Equation (10)). Such weak pulsars with large impact angle are hard to detect. To illustrate this point, we plot the histogram of the impact angle for the simulated pulsars observed with the PKSMB and PKSSW surveys (Figure 5). It shows that most detected pulsars have small impact angles with $|\beta| < 20^\circ$, and the simulated result is generally consistent with the observed data of $\beta$, which are taken from W14 and Rookyard et al. (2015).

3.3. $P$–$\dot{P}$ Diagram

The marginal distribution of $P$ and $\dot{P}$ cannot reflect enough details about the difference between the simulated and real samples. Diagnosis using the $P$–$\dot{P}$ diagram is helpful for detailed studies. The real pulsars and the simulated pulsars detected in the PMSMB and PKSSW surveys for an MC simulation are plotted in Figure 6 for models A and B. We...
follow Johnston & Karastergiou (2017) to analyze the plot quantitatively by calculating the difference factor

$$R = \frac{N_{\text{sim}} - N_{\text{obs}}}{\sqrt{N_{\text{sim}} + N_{\text{obs}}}},$$  \hspace{1cm} (15)$$

for each two-dimensional (2D) bin in the $P$–$\dot{P}$ plane, where $N_{\text{obs}}$ is the number of the observed pulsars and $N_{\text{sim}}$ is the averaged number of the model pulsars in 10 MC simulations, respectively. The color scale is set by the value of $R$, with red for positive values (simulated pulsars are more than real ones) and blue for negative values (simulated pulsars are less than real ones). One can see that both model A and model B do not work very well in the top left-hand side and the bottom right-hand side of the diagram, while model B predicts fewer pulsars than model A does in the bottom right-hand side. This can be explained by the difference in the relationships between the luminosity and the $P$ and $\dot{P}$ parameters. In model A, following Equation (8) and ignoring the dither factor, luminosity contours in the $P$–$\dot{P}$ diagram are lines with a slope rate of 3, which are parallel to $E$ contours. In model B, as the luminosity of the fan beam is proportional to $P^{-2.75} \dot{P}\beta^{-3.75}$, the luminosity contour lines have a smaller slope rate of 2.75 (ignoring the dither factor and the dispersion caused by the $\beta$ term). The difference in the luminosity relationships is passed through the simulations and hence affects the distributions of simulated samples of two models.

Also note that both models overpredict the number of pulsars with $P \lesssim 100$ ms and $\dot{P}$ between $10^{-16}$ s s$^{-1}$ and $10^{-15}$ s s$^{-1}$. This is because under the distributions of initial spin period and magnetic field and the simple dipole magnetic braking model that we used, a considerable fraction of pulsars can evolve into that range of $P$ and $\dot{P}$. Those pulsars spin quickly and have moderate $\dot{P}$ values, and therefore may be bright enough to be
detected by the surveys. To overcome this problem, more comprehensive spin-down models involving the evolution of magnetic field or inclination angle and alternative choices of initial parameters need to be employed (e.g., Johnston & Karastergiou 2017). This will be studied in a future work.

4. Application in FAST Detection

The above optimal population of evolution models A and B can be used to predict how many pulsars that future pulsar surveys may detect, through the DOSURVEY module in PsrPopPy. In this paper we show its application to the FAST pulsar survey. S09 has performed simulations based on the "snapshot model" to estimate the number of pulsars that FAST can detect. Here, following the method of S09 but with some updated parameters, we also perform snapshot simulations for FAST surveys by using the POPULATE module in PsrPopPy. Then we compare the simulation results of the snapshot model and the evolution models A and B.

Note that the difference between the snapshot models by S09 and this paper is that we still adopt the method of model S in L06 to determine the Galactic coordinates of pulsars, while S09 used model C′ from L06, following the spiral-arm modeling procedure described by FK06. Except for this, the other models (e.g., the distribution of $P$, $z$, and $L$) are basically consistent. Table 2 lists the parameters of the FAST multibeam survey used in the simulation. The frequency range is from 1050 MHz to 1450 MHz, with the center frequency 1250 MHz and the bandwidth 400 MHz (Jiang et al. 2019). This is slightly different from S09, who used the same bandwith but a different center frequency of 1315 MHz. As above, we generate the population with the snapshot model until 1214 pulsars are detected by simulations of PKSSMB and PKSSW surveys. Finally, we obtained the underlying sample of 125,000 ± 4000 model pulsars, which is close to the results of S09 with 120,000 pulsars.

Figure 7 shows the number of isolated pulsars detected in simulations of FAST surveys of the inner Galactic plane (defined as $20° < l < 90°$ and $|b| < 10°$) as a function of observation time per pointing (left panel) and a function of observation frequency (right panel) for the snapshot model, models A and B, respectively. In the right panel, the increasing trends of the curves are very similar, showing that the rate of increase gets slower as the observation frequency increases, and the number becomes stable in the frequency range between 1 GHz and 1.5 GHz.

In the left panel, it can be seen that model B predicts fewer detectable pulsars than model A does in a short observation time (see the inset). However, when the observation time increases, the number of detected pulsars in model B gradually approaches the number of pulsars in model A, and surpasses it when the observation time is longer than 11 hours (with the sensitivity higher than $\sim 1 \mu$Jy with an S/N of 9). This is because the number of pulsars of model A slightly predominates over that of model B in high pseudo luminosities, while it is reversed in low luminosities. Therefore, model B predicts discoveries of a large number of low-luminosity pulsars for highly sensitive surveys.

Both of the evolution models predict much fewer detectable pulsars than the snapshot model. For example, using an observation time of 600 s per pointing, the expected numbers of pulsars to be detected are about 5300, 3600, and 3300 for the snapshot model, models A and B, respectively. Subtracting the
known ∼600 isolated pulsars in the region, about 4700, 3000, and 2700 new isolated pulsars are expected to be discovered by the FAST survey. Note that the result of our snapshot model is a bit smaller than that predicted by S09. When using the system parameters of the FAST survey listed in S09, the expected number increases to 5600, but is still smaller than the number 6300 obtained by S09. This may be caused by the different choices of models for pulsar surveys in our MC simulations. Considering that real pulsars should evolve, we suggest that the snapshot model may overpredict the yields of the FAST survey.

If the FAST Galactic-plane survey is carried out in a different longitude range 30° < l < 100°, the number will decrease to about 4000, 2800, and 2600 for the above three models, respectively. Correspondingly, the unknown pulsars will be about 3600, 2400, and 2200, respectively. For the outer Galactic plane (defined as 150° < l < 210°, |b| < 10°), model B predicts around 290 pulsars expected to be detected with FAST, including ∼50 known pulsars.

Figure 8 shows the distribution of isolated pulsars detected by FAST in the Galaxy simulated with model B. With a 600 s integration time, 7700 pulsars could be detected in total (including pulsars already known) in the field of view of FAST. The inner and outer Galactic planes that are visible to FAST are marked by the solid and dotted black boxes, respectively.

5. Conclusion and Discussion

In previous pulsar population synthesis incorporating emission beam model, the radio beam is usually assumed to be circular, and the radio luminosity is regarded to be independent of beam geometry. In contrast to the conal beam model, the fan beam model proposed by W14 predicts the opposite trend of a W-|β| relationship and a viewing-geometry-dependent luminosity function. In this paper, we applied the fan beam model to perform population synthesis for isolated radio pulsars.

On the basis of the PsrPopPy software package, we developed a code incorporating the pulse width and luminosity relationships of the fan beam model. Adopting a set of models from the literature for the initial spin period and magnetic field, birth location, and velocity, Galactic potential, etc., and assuming that pulsars spin down via dipole magnetic braking, we performed simulations for two evolution models incorporating the conal beam and fan beam models, respectively. By comparing the simulated distributions of l, b, DM, S1400, P, and P with the observed distributions of the real 1214 isolated pulsars discovered by the PKSMB and PKSSW surveys at 1.4 GHz, we found that the evolution model with a fan beam can reproduce the observed distributions as well as the conal beam model. Major results are as follows.

(1) Using the population synthesis, the optimal luminosity function at 1.4 GHz of the fan beam model is proportional to \( P^{q-4} P_{\text{bd}}^{q-2} \) with \( q = 1.25 \). This result updates the former value \( q = 1.75 \) obtained by W14 from a small sample of pulsars.

(2) The evolution model with fan beam predicts a Galactic population of about \( 2.27 \times 10^6 \) isolated pulsars potentially observable, among which \( 2.30 \times 10^5 \) pulsars have pseudo luminosities at 1.4 GHz above 0.01 mJy kpc². While these numbers are \( 1.81 \times 10^5 \) and \( 1.56 \times 10^5 \) for the evolution model with conal beam, respectively. Assuming a beaming fraction of 0.2, the radio-loud isolated pulsars is estimated to be \( 9.05 \times 10^5 \) in the case of the conal beam model.

(3) The population synthesis incorporating the fan beam model is applied to predict the yields of the FAST pulsar survey. For the purpose of comparison, we also performed simulations with the snapshot method similar to S09. For an inner Galactic-plane pulsar survey in the region \( 20° < l < 90° \) and \( |b| < 10° \) and with an integration time of 10 minutes per pointing at 1.25 GHz, the evolution model with a fan beam predicts that 2700 unknown pulsars may be discovered, which is close to the number of 3000 predicted by the evolution model with the conal beam. However, the snapshot model predicts a much higher yield of 4700 new pulsars, which may be optimistic. For the outer Galactic plane (150° < l < 210° and |b| < 10°), the number of unknown pulsars detected by FAST surveys is expected to be 240 by the evolution model with a fan beam.

It should be noted that the luminosity relationship with \( q = 1.25 \) used in the evolution model with a fan beam is obtained by searching for the parameter space of \( q \), whereas the coefficient \( \kappa \) is fixed as the value obtained by W14. In general, for a given value of \( \kappa \), the number of underlying pulsars...
increases with decreasing $q$. This is because smaller $q$ values will lead to faster intensity attenuation with increasing $|\beta|$, hence reducing the detection probability for synthetic pulsars. A larger number of underlying pulsars is then needed to balance this effect. In this paper, we did not perform the computationally demanding optimization for both $\kappa$ and $q$, leaving it to be explored elsewhere. The resultant luminosity relationship should be regarded as a viable solution to match the observations.

It is still an open question whether the radio fan beam has an abrupt radial boundary. The precessional pulsar PSR J1906+0746 is a unique pulsar of which the main pulse and interpulse radio emission beams are in the shape of a fan beam. It was found that the main-pulse emission was no longer detected in individual observations with the 305 m Arecibo radio telescope when $|\beta_{MP}| > 22^\circ$ since MJD 57,713 (Desvignes et al. 2019b). However, using the online data (Desvignes et al. 2019a) between MJD 57,713 and MJD 58,290, we found a weak main pulse when integrating those $\sim 20$ hour data. The flux is estimated to be $\sim 2 \mu$Jy. This indicates that the fan beam actually extends to a further radial distance. More sensitive observations in the future, e.g., with FAST are helpful to trace the extent of the radio beams of this pulsar. In this paper, we simply assume that the fan beam can extend to $90^\circ$ away from the magnetic pole, and found the observations can be reproduced well under this assumption. If there is really an abrupt boundary making the extent less than $90^\circ$, the underlying population of isolated radio-loud pulsars would be smaller than that estimated in Section 3.
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