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Abstract

Generalized \( \mathcal{PT} \)-symmetric operators acting on a Hilbert space \( \mathcal{H} \) are defined and investigated. The case of \( \mathcal{PT} \)-symmetric extensions of a symmetric operator \( S \) is investigated in detail. The possible application of the Lax–Phillips scattering methods to the investigation of \( \mathcal{PT} \)-symmetric operators is illustrated by considering the case of \( 0 \)-perturbed operators.

This article is part of a special issue of Journal of Physics A: Mathematical and Theoretical devoted to ‘Quantum physics with non-Hermitian operators’.

PACS number: 02.30.Tb
Mathematics Subject Classification: 47A55, 81Q05, 81Q15

1. Introduction

The employment of non-self-adjoint operators for the description of experimentally observable data goes back to the early days of quantum mechanics. Nowadays, the steady interest in this subject is growing considerably after it has been discovered numerically [1] and rigorously proved [2] that the spectrum of the Hamiltonian

\[
H = -\frac{d^2}{dx^2} + x^2 \, (ix)^\epsilon, \quad 0 \leq \epsilon < 2, \tag{1.1}
\]

is real and positive. It was conjectured [1] that the reality of the spectrum of \( H \) is a consequence of its \( \mathcal{PT} \)-symmetry:

\[
\mathcal{PT} H = H \mathcal{PT},
\]

where the space reflection (parity) operator \( \mathcal{P} \) and the complex conjugation operator \( \mathcal{T} \) are defined as follows: \( (\mathcal{P} f)(x) = f(-x) \) and \( (\mathcal{T} f)(x) = \overline{f(x)} \). This gave rise to a consistent complex extension of conventional quantum mechanics into \( \mathcal{PT} \) quantum mechanics (PTQM), see e.g. the review papers [3, 4] and the references therein.

\(^3\) Member of SFB 611, Bonn University; IZKS, Bonn University; BiBoS (Bielefeld-Bonn).
In general, the Hamiltonians of PTQM are not self-adjoint with respect to the initial Hilbert space’s inner product but they possess a certain ‘more physical property’ of symmetry, which does not depend on the choice of inner product (like the above PST-symmetry property).

Typically, PST-symmetric Hamiltonians can be interpreted as self-adjoint for a suitable choice of Krein space (for the definition of Krein space, see section 2). For instance, the PST-symmetric operator \( H \) in (1.1) turns out to be self-adjoint with respect to the indefinite metric

\[
[f, g]_P := (P f, g) = \int_{-\infty}^{\infty} f(-x) \overline{g(x)} \, dx, \quad f, g \in L_2(\mathbb{R}).
\]

The space \( L_2(\mathbb{R}) \) with the indefinite metric \([\cdot, \cdot]_P\) is the Krein space \((L_2(\mathbb{R}), [\cdot, \cdot]_P)\). Hence, \( H \) is self-adjoint in the Krein space \((L_2(\mathbb{R}), [\cdot, \cdot]_P)\).

However, the self-adjointness of \( H \) in a Krein space cannot be satisfactory because it does not guarantee the unitarity of the dynamics generated by \( H \). To do so, one must demonstrate that \( H \) is self-adjoint on a Hilbert space (not on a Krein space!). This problem can be overcome for an operator \( H \), which is self-adjoint with respect to an indefinite metric \([\cdot, \cdot]_C\), by finding a new symmetry represented by a linear operator \( C \) and such that the semilinear form \((\cdot, \cdot)_C := [C \cdot, \cdot]_C\) is a (positively defined) inner product and \( H \) turns out to be self-adjoint with respect to \((\cdot, \cdot)_C\) [3, 5].

The description of a symmetry \( C \) for a given PST-symmetric Hamiltonian \( H \) is one of the key points in PTQM. Because of the complexity of the problem (since \( C \) depends on the choice of \( H \)), it is not surprising that the majority of the available formulae are still approximate, usually expressed as leading terms of perturbation series [3, 6].

In the present paper, we investigate the problems mentioned above for PST-symmetric operators in some abstract setting. This is a natural problem because various Hamiltonians \( H \) of PTQM have the property of PST-symmetry realized by different operators \( P \) and \( T \).

The concept of PST-symmetry can be easily formulated for the general case of a linear densely defined operator \( H \) in an abstract Hilbert space \( \mathcal{H} \) with the use of an unitary involution \( P \) and a conjugation \( T \) operator both acting in \( \mathcal{H} \); see subsection 2.1 and definition 2.1. Beginning with this definition, we study PST-symmetric extensions of a symmetric operator \( S \) acting in a Hilbert space \( \mathcal{H} \) assuming additionally that \( S \) commutes with the elements of the Clifford algebra \( Cl_2(\mathbb{P}, \mathbb{R}) \). We pay special attention to the case where \( S \) has deficiency indices \((2, 2)\). Such kinds of restrictions are motivated by the PST-symmetric Hamiltonians appearing due to non-self-adjoint boundary conditions for Schrödinger operators with singular potentials [7–10].

The Clifford algebra technique is relevant for PST-symmetric studies [11] and it allows one to interpret PST-symmetric extensions of \( S \) as self-adjoint operators in the Krein spaces \((\mathcal{H}, [\cdot, \cdot]_P)\) with involutions \( P_1 \) constructed in terms of \( Cl_2(\mathbb{P}, \mathbb{R}) \); see theorem 2.11.

Our studies show that the ‘physical’ condition of PST-symmetry leads, in many cases, to a simplification of the mathematical results. In particular, the condition of PST-symmetry imposed on the operators \( C \) from \( Cl_2(\mathbb{P}, \mathbb{R}) \) leads to the very simple presentation \( C = e^{i \alpha R_1 P_1} P \) given by lemma 2.7. This allows one to establish a clear relationship between the PST-symmetric extensions \( H \) of \( S \) and the corresponding \( C \)-symmetries, see theorems 2.11 and 2.12.

It is known that the Lax–Phillips method fits well the scattering from localized symmetric potentials and it establishes important relationships between the properties of the analytical continuation of the scattering matrix and the nature of perturbation [12]. This fact and scattering theory for localized PST-symmetric potentials discussed in [13] give rise to an idea of application of the Lax–Phillips scattering method to the investigation of PST-symmetric operators. To that end, in the second part of this paper, we briefly outline an operator-theoretical
interpretation of the Lax–Phillips scattering scheme developed in [14, 15] for the self-adjoint case. These results are applied for investigating in detail the case of 0-perturbed $\mathcal{P}\mathcal{T}$-symmetric operators. Theorem 4.3 contains the main results.

The case of 0-perturbed operators corresponds to potentials supported at one point (see subsection 4.3). The subsequent application of the Lax–Phillips method presented in section 4 to the more complicated case of $\mathcal{P}\mathcal{T}$-symmetric potentials localized at $[-\rho, \rho]$ ($\rho$-perturbed operators, $\rho > 0$) can be found in [16].

Throughout the paper, $\mathcal{D}(A)$ and $\mathcal{R}(A)$ denote the domain and the range of a linear operator $A$, respectively. $A \mid_{\mathcal{D}}$ means the restriction of $A$ onto a set $\mathcal{D}$.

2. Abstract $\mathcal{P}\mathcal{T}$-symmetric operators

2.1. Preliminaries

Let $\mathcal{H}$ be a complex Hilbert space with inner product $(\cdot, \cdot)$ linear in the first argument. A linear operator $\mathcal{P}$ defined on $\mathcal{H}$ is called unitary involution if

(i) $\mathcal{P}^2 = I,$  \hspace{1cm} (ii) $(\mathcal{P} f, \mathcal{P} g) = (f, g)$

for all $f, g \in \mathcal{H}$. It follows from (2.1) that $\mathcal{P}$ is simultaneously self-adjoint and unitary.

Let $\mathcal{J}$ be a unitary involution in $\mathcal{H}$. The Hilbert space $\mathcal{H}$ endowed with the indefinite metric $[f, g]$ \(\mathcal{J} := (\mathcal{J} f, g)\) is called a Krein space [17, 18] and it will be denoted by $\mathcal{H}$, $[\cdot, \cdot]_{\mathcal{J}}$).

A modification of condition (ii) in (2.1) leads to the definition of the conjugation operator.

An operator $\mathcal{T}$ defined on $\mathcal{H}$ is called conjugation if

(i) $\mathcal{T}^2 = I,$  \hspace{1cm} (ii) $(\mathcal{T} f, \mathcal{T} g) = (g, f)$

for all $f, g \in \mathcal{H}$. The conjugation operator is bounded in $\mathcal{H}$ but, in contrast to the case of an involution, it is anti-linear in the sense that [19]

$$\mathcal{T}(\alpha f + \beta g) = \bar{\alpha} \mathcal{T} f + \bar{\beta} \mathcal{T} g, \quad \alpha, \beta \in \mathbb{C}, \quad f, g \in \mathcal{H}.$$  \hspace{1cm} (2.3)

Let us fix a unitary involution $\mathcal{P}$ and a conjugation $\mathcal{T}$ in $\mathcal{H}$ assuming that $\mathcal{P}$ and $\mathcal{T}$ commute, that is, $\mathcal{P}\mathcal{T} = \mathcal{T}\mathcal{P}$. This means that $\mathcal{T}$ is also a conjugation.

**Definition 2.1.** A closed densely defined linear operator $H$ in $\mathcal{H}$ is called $\mathcal{P}\mathcal{T}$-symmetric if the relation

$$\mathcal{P}\mathcal{T} H = H \mathcal{P}\mathcal{T}$$  \hspace{1cm} (2.4)

holds on the domain $\mathcal{D}(H)$ of $H$.

**Remark 2.2.** In what follows, we will often use operator identities like

$$X A = B X,$$  \hspace{1cm} (2.5)

where $A$ and $B$ are (possible) unbounded operators in a Hilbert space $\mathcal{H}$ and $X$ is a bounded operator in $\mathcal{H}$. In that case, we always assume that (2.5) holds on $\mathcal{D}(A)$. This means that $X : \mathcal{D}(A) \to \mathcal{D}(B)$ and the identity $X A u = B X u$ holds for all $u \in \mathcal{D}(A)$. If $A$ is bounded, then (2.5) should hold on the whole $\mathcal{H}$.

In particular, relation (2.4) means that the conjugation $\mathcal{P}\mathcal{T}$ maps $\mathcal{D}(H)$ onto $\mathcal{D}(H)$ and $\mathcal{P}\mathcal{T} H f = H \mathcal{P}\mathcal{T} f$ for all $f \in \mathcal{D}(H)$.
The operators $P$,

Comparing the obtained relations, we conclude that $\mathcal{P}$-symmetric Hamiltonians can be interpreted as self-adjoint operators in Krein spaces $J$.

Every operator $\mathcal{Q}$-symmetric Hamiltonians can be interpreted as self-adjoint operators in Krein spaces $P$.

Lemma 2.3. If $H$ is $\mathcal{P}\mathcal{T}$-symmetric in a Hilbert space $\mathcal{H}$, then its adjoint operator $H^*$ is also $\mathcal{P}\mathcal{T}$-symmetric.

Proof. Let $H$ be $\mathcal{P}\mathcal{T}$-symmetric. It follows from (2.1), (2.2) and (2.4) that for all $f \in \mathcal{D}(H)$ and all $g \in \mathcal{D}(H^*)$,

$$\mathcal{P}\mathcal{T}Hf, g = (H\mathcal{P}\mathcal{T}f, g) = (\mathcal{P}\mathcal{T}f, H^*g) = (\mathcal{P}\mathcal{T}H^*g, f).$$

On the other hand,

$$\mathcal{P}\mathcal{T}Hf, g = (THf, \mathcal{P}g) = (T\mathcal{P}g, Hf) = (\mathcal{P}Tg, Hf).$$

Comparing the obtained relations, we conclude that $\mathcal{P}\mathcal{T}g \in \mathcal{D}(H^*)$ and $\mathcal{P}\mathcal{T}H^*g = H^*\mathcal{P}\mathcal{T}g$ for all $g \in \mathcal{D}(H^*)$. Hence, the adjoint operator $H^*$ is also $\mathcal{P}\mathcal{T}$-symmetric. Lemma 2.3 is proved.

Remark 2.4. Recently, a similar statement was established in [20] for the particular case of space parity operator $\mathcal{Q}$ and complex conjugation $\mathcal{R}$ acting in $L_2(\mathbb{R})$.

In general, $\mathcal{P}\mathcal{T}$-symmetric Hamiltonians admit the interpretation as self-adjoint operators in a Krein space $(\mathcal{H}, [\cdot, \cdot]_J)$. However, the indefinite metric $[\cdot, \cdot]_J$ cannot necessarily be defined by $J = \mathcal{P}$ [21, 22]. In particular, for certain models [11], the corresponding $\mathcal{P}\mathcal{T}$-symmetric Hamiltonians can be interpreted as self-adjoint operators in Krein spaces $(\mathcal{H}, [\cdot, \cdot]_J)$ with involutions $J$ constructed in terms of complex Clifford algebras.

Let $\mathcal{P}$ and $\mathcal{R}$ be anti-commuting unitary involutions in $\mathcal{H}$, that is,

$$\mathcal{P}\mathcal{R} = -\mathcal{R}\mathcal{P}. \quad (2.6)$$

The operators $\mathcal{P}$ and $\mathcal{R}$ can be interpreted as generating elements of the complex Clifford algebra $\mathcal{C}\ell_3(\mathcal{P}, \mathcal{R}) := \text{span}[I, \mathcal{P}, \mathcal{R}, i\mathcal{P}\mathcal{R}]$ [11, 23].

The operators $I$, $\mathcal{P}$, $\mathcal{R}$ and $i\mathcal{P}\mathcal{R}$ are linearly independent (as a consequence of (2.6)) and every operator $J \in \mathcal{C}\ell_3(\mathcal{P}, \mathcal{R})$ can thus be presented as

$$J = \alpha_0 I + \alpha_1 \mathcal{P} + \alpha_2 \mathcal{R} + \alpha_3 i\mathcal{P}\mathcal{R}, \quad \alpha_j \in \mathbb{C}. \quad (2.7)$$

An operator $J$ defined by (2.7) is a non-trivial unitary involution in $\mathcal{H}$ (that is, $J \neq \pm I$) if and only if

$$J = \alpha_1 \mathcal{P} + \alpha_2 \mathcal{R} + \alpha_3 i\mathcal{P}\mathcal{R}, \quad (2.8)$$

where $\alpha_j \in \mathbb{R}$ and $\alpha_1^2 + \alpha_2^2 + \alpha_3^2 = 1$. Formula (2.8) establishes a one-to-one correspondence between the set of non-trivial unitary involutions $J$ in $\mathcal{C}\ell_3(\mathcal{P}, \mathcal{R})$ and vectors $\vec{\alpha} = (\alpha_1, \alpha_2, \alpha_3)$ of the unit sphere $S^2$ in $\mathbb{R}^3$.

In what follows, we suppose that the generators $\mathcal{P}$ and $\mathcal{R}$ of the Clifford algebra $\mathcal{C}\ell_3(\mathcal{P}, \mathcal{R})$ commute with the conjugation $\mathcal{T}$:

$$\mathcal{P}\mathcal{T} = T\mathcal{P}, \quad \mathcal{R}\mathcal{T} = T\mathcal{R}. \quad (2.9)$$

Lemma 2.5. A non-trivial unitary involution $J \in \mathcal{C}\ell_3(\mathcal{P}, \mathcal{R})$ is $\mathcal{P}\mathcal{T}$-symmetric if and only if there exists $\xi \in [0, 2\pi)$ such that

$$J \equiv \mathcal{P}_{\xi} = e^{i\mathcal{R}\mathcal{P}}, \quad (2.10)$$

where $e^{i\mathcal{R}\mathcal{P}}$ is defined by the norm convergent series $\sum_{n=0}^{\infty} \frac{i^n}{n!} \mathcal{R}^n \mathcal{P}^n$ in $\mathcal{H}$. 
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Proof. If \( \mathcal{P}_\xi = e^{iR\mathcal{P}} \), then \( \mathcal{P}_\xi^* = \mathcal{P} e^{-iR} = e^{iR\mathcal{P}} = \mathcal{P}_\xi \), where the second equality holds due to (2.6) and
\[
\mathcal{P}_\xi^2 = e^{iR\mathcal{P}} e^{iR\mathcal{P}} = e^{iR} e^{-iR} \mathcal{P}^2 = I
\]
(the second equality in the latter equation holds for the same reason as before). Hence, \( \mathcal{P}_\xi \) is a unitary involution.

Conversely, a non-trivial unitary involution \( \mathcal{J} \in \text{Cl}_2(\mathcal{P}, \mathcal{R}) \) is defined by (2.8). Applying the operator \( \mathcal{P}^T \) to both sides of (2.8) and using (2.6) and (2.9), we obtain that the operator \( \mathcal{J} \) is \( \mathcal{P}^T \)-symmetric if and only if \( \alpha_2 = 0 \), that is, \( \mathcal{J} = \mathcal{P} + \alpha_3 i\mathcal{R} \mathcal{P} \), where \( \alpha_1^2 + \alpha_3^2 = 1 \).

Denote \( \alpha_1 = \cos \xi \) and \( \alpha_3 = \sin \xi \), where \( \xi \in [0, 2\pi) \). Then
\[
\mathcal{J} = [\cos \xi] \mathcal{P} + i[\sin \xi] \mathcal{R} \mathcal{P} = ([\cos \xi] \mathcal{I} + i[\sin \xi] \mathcal{R}) \mathcal{P} = e^{iR\mathcal{P}}.
\]
Lemma 2.5 is proved. \( \square \)

In many cases, a \( \mathcal{P}^T \)-symmetric operator \( H \) can be realized as a self-adjoint operator in a Krein space \( (\mathcal{F}, [, , \mathcal{J}]) \) for a special choice of unitary involution \( \mathcal{J} \in \text{Cl}_2(\mathcal{P}, \mathcal{R}) \). The next result shows that we do not need to check this property for all \( \mathcal{J} \) from the general formula (2.8).

Lemma 2.6. If a \( \mathcal{P}^T \)-symmetric operator \( H \) is self-adjoint in a Krein space \( (\mathcal{F}, [, , \mathcal{J}]) \) with unitary involution \( \mathcal{J} \) defined by (2.8), then \( H \) will also be self-adjoint in the Krein space \( (\mathcal{F}, [, , \mathcal{P}_\xi]) \) for a certain choice of unitary involution \( \mathcal{P}_\xi \) defined by (2.10).

Proof. The self-adjointness of \( H \) in the Krein space \( (\mathcal{F}, [, , \mathcal{J}]) \) is equivalent to the following identity [17]:
\[
\mathcal{J} H f = H^* \mathcal{J} f, \quad \forall f \in \mathcal{D}(H),
\]
where \( H^* \) is the adjoint of \( H \) in the Hilbert space \( \mathcal{F} \).

According to lemma 2.3, \( H^* \) is \( \mathcal{P}^T \)-symmetric, that is, \( \mathcal{P}^T H^* = H^* \mathcal{P}^T \) holds on \( \mathcal{D}(H^*) \).

Then, applying the bounded operator \( \mathcal{P}^T \) to both sides of (2.11) and taking (2.8), (2.9) into account, we obtain that
\[
\mathcal{J} \mathcal{P}^T f = H^* \mathcal{J} \mathcal{P}^T f, \quad \forall f \in \mathcal{D}(H),
\]
where \( \mathcal{J} = \alpha_1 \mathcal{P} - \alpha_2 \mathcal{R} + \alpha_3 i\mathcal{R} \mathcal{P} \).

Since \( H \) is \( \mathcal{P}^T \)-symmetric, the conjugation \( \mathcal{P}^T \) maps \( \mathcal{D}(H) \) onto \( \mathcal{D}(H) \). Therefore, equation (2.12) can be rewritten as
\[
\mathcal{J} H f = H^* \mathcal{J} f, \quad \forall f \in \mathcal{D}(H).
\]
Summing the obtained relation with (2.11) and recalling that \( \mathcal{J} \) is defined by (2.8), we obtain
\[
(\alpha_1 \mathcal{P} + \alpha_3 i\mathcal{R} \mathcal{P}) \mathcal{J} \mathcal{P}_\xi f = H^*(\alpha_1 \mathcal{P} + \alpha_3 i\mathcal{R} \mathcal{P}) f
\]
or
\[
\mathcal{P}_\xi H f = H^* \mathcal{P}_\xi f, \quad \forall f \in \mathcal{D}(H),
\]
where
\[
\mathcal{P}_\xi = \frac{\alpha_1}{\sqrt{1 - \alpha_2^2}} \mathcal{P} + \frac{\alpha_3}{\sqrt{1 - \alpha_2^2}} i\mathcal{R} \mathcal{P} = ([\cos \xi] \mathcal{I} + i[\sin \xi] \mathcal{R}) \mathcal{P} = e^{iR\mathcal{P}}.
\]
Therefore, \( H \) is self-adjoint in the Krein space \( (\mathcal{F}, [, , \mathcal{P}_\xi]) \). Lemma 2.6 is proved. \( \square \)
2.2. The operators $\mathcal{C}$

Showing that a $\mathcal{PT}$-symmetric operator $H$ turns out to be self-adjoint in some Krein space $(\mathcal{K}, [\cdot, \cdot]_\mathcal{K})$ is mathematically significant, but we have still to show that $H$ can serve as a Hamiltonian for quantum mechanics. To do so, one must demonstrate that $H$ is self-adjoint on a Hilbert space (not on a Krein space!). This problem can be overcome for a $\mathcal{PT}$-symmetric operator $H$ by finding a new symmetry represented by a linear operator $\mathcal{C}$, which commutes with both the Hamiltonian $H$ and the $\mathcal{PT}$ operator. More precisely, suppose that we can find a bounded operator $\mathcal{C}$ ($\mathcal{C} \neq \pm I$) in $\mathcal{K}$ obeying the following three algebraic equations:

$$C^2 = I, \quad \mathcal{C}PT = \mathcal{PT}C, \quad CH = HC.$$  

(2.13)

The third relation in (2.13) should hold on $\mathcal{D}(H)$, see remark 2.2.

We will say that $H$ possesses the property of $\mathcal{C}$-symmetry if relations (2.13) are true.

We are aiming now at analyzing conditions (2.13) assuming additionally that $\mathcal{C} \in \mathcal{Cl}_2(\mathcal{P}, \mathcal{R})$.

**Lemma 2.7.** An operator $\mathcal{C} \in \mathcal{Cl}_2(\mathcal{P}, \mathcal{R})$ ($\mathcal{C} \neq \pm I$) satisfies the conditions $C^2 = I$ and $\mathcal{C}PT = \mathcal{PT}C$ if and only if there exist $\chi \in \mathbb{R}$ and $\xi \in [0, 2\pi)$ such that

$$\mathcal{C} = e^{i\xi\mathcal{R}_P} \mathcal{P}_\xi$$  

(2.14)

(where the exponential is again defined by the corresponding norm convergent power series).

**Proof.** The operator $\mathcal{P}_\xi$ is $\mathcal{PT}$-symmetric by lemma 2.5 and $\mathcal{PT}\mathcal{R} = i\mathcal{R}\mathcal{PT}$ due to (2.6) and (2.9). Therefore, $\mathcal{PT}\chi i\mathcal{R}_{\mathcal{P}_\xi} = \chi i\mathcal{R}_{\mathcal{P}_\xi}\mathcal{PT}$ and $\mathcal{C} = e^{i\xi\mathcal{R}_{\mathcal{P}_\xi}} \mathcal{P}_\xi$ is $\mathcal{PT}$-symmetric.

It follows from (2.6) and (2.10) that $\mathcal{P}_\xi \mathcal{R} = -\mathcal{R} \mathcal{P}_\xi$. Hence,

$$C^2 = e^{i\xi\mathcal{R}_{\mathcal{P}_\xi}} \mathcal{P}_\xi e^{i\xi\mathcal{R}_{\mathcal{P}_\xi}} \mathcal{P}_\xi e^{-i\xi\mathcal{R}_{\mathcal{P}_\xi}} \mathcal{P}_\xi I = I.$$

Conversely, according to (2.7), an operator $\mathcal{C} \in \mathcal{Cl}_2(\mathcal{P}, \mathcal{R})$ has the form

$$\mathcal{C} = \alpha_0 I + \alpha_1 \mathcal{P} + \alpha_2 \mathcal{R} + \alpha_3 i\mathcal{R}\mathcal{P}, \quad \alpha_j \in \mathbb{C}.$$  

(2.15)

Using (2.6), it is easy to verify that the relation $C^2 = I$ ($\mathcal{C} \neq \pm I$) is equivalent to the conditions $\alpha_0 = 0$ and $\alpha_1^2 + \alpha_2^2 + \alpha_3^2 = 1$. Furthermore, the additional condition of $\mathcal{PT}$-symmetry $C\mathcal{PT} = \mathcal{PT}C$ and (2.9) mean that $\alpha_1 = \overline{\alpha}_1$, $\alpha_2 = -\overline{\alpha}_2$ and $\alpha_3 = \overline{\alpha}_3$. Set $\alpha_3 = i\alpha_2$. Then the coefficients $\alpha_1, \alpha_2', \alpha_3$ are real and $\alpha_1^2 + \alpha_2'^2 - \alpha_3^2 = 1$.

Denote $\alpha_1' = \cosh \chi$ and $\alpha_3' = \sinh \chi$, where $\chi \in \mathbb{R}$. Then

$$\alpha_1 = \cos \xi \cosh \chi, \quad \alpha_2 = \sin \xi \cosh \chi, \quad \alpha_2 = i \sinh \chi$$

for some $\xi \in [0, 2\pi)$. Substituting the obtained expressions into (2.15) and using (2.10), we obtain

$$\mathcal{C} = [\cosh \chi] \mathcal{P}_\xi + i[\sinh \chi] \mathcal{R} = ([\cosh \chi] I + [\sinh \chi] i\mathcal{R}\mathcal{P}_\xi) \mathcal{P}_\xi = e^{i\xi\mathcal{R}_{\mathcal{P}_\xi}} \mathcal{P}_\xi.$$

Lemma 2.7 is proved.

Let us assume that a $\mathcal{PT}$-symmetric operator $H$ can be interpreted as a self-adjoint operator in the Krein space $(\mathcal{K}, [\cdot, \cdot]_\mathcal{K})$. This is equivalent to the identity

$$\mathcal{P}_\xi H f = H^* \mathcal{P}_\xi f, \quad \forall f \in \mathcal{D}(H),$$  

(2.16)

where the adjoint $H^*$ is understood in the sense of the initial inner product $(\cdot, \cdot)$ in $\mathcal{K}$ [17]. In this case, the commutation relation

$$HC f = CH f, \quad \forall f \in \mathcal{D}(H),$$
where \( C = e^{ix\mathbb{R}P_f} \mathbb{P}_g \) (see (2.14)), means that \( H \) can be realized as a self-adjoint operator in the Hilbert space \( S \) endowed with the new inner product [24]

\[
(\cdot, \cdot)_C = [C \cdot, \cdot]_{P_f} = (P_f C \cdot, \cdot) = (e^{-x\mathbb{R}P_f} \cdot, \cdot) .
\]

Since \( i\mathbb{R}P_f \) is a bounded self-adjoint operator in \( S \), the operator \( e^{-x\mathbb{R}P_f} \) has the bounded inverse \( e^{x\mathbb{R}P_f} \). Therefore, the inner product \((\cdot, \cdot)_C\) is equivalent to the initial inner product \((\cdot, \cdot)\) in \( L_2(\mathbb{R})\).

2.3. Description of \( PT \)-symmetric extensions

Let \( S \) be a closed densely defined nonnegative symmetric operator in the Hilbert space \( S \) and let \( D(0) \subset S \) be the closure of \( D(S) \) with respect to the norm \( \| \cdot \|_D = (S + I) \cdot, \cdot \). It is known [25] that the operator \( H_\mu \) defined as the restriction of \( S \) onto \( D(H_\mu) = D(0) \cap D(S^*) \) is a nonnegative self-adjoint extension of \( S \), which preserves the lower bound of \( S \):

\[
\inf_{f \in D(S) \setminus \{0\}} \frac{(Sf, f)}{(f, f)} = \inf_{f \in D(H_\mu) \setminus \{0\}} \frac{(H_\mu f, f)}{(f, f)} .
\]

The operator \( H_\mu \) is called the Friedrichs extension of \( S \). Examples of application of the Friedrichs extension in mathematical physics can be found in [26].

**Lemma 2.8.** If a nonnegative symmetric operator \( S \) is \( PT \)-symmetric, then its Friedrichs extension \( H_\mu \) is also \( PT \)-symmetric.

**Proof.** If \( S \) is \( PT \)-symmetric, then the identity \( PT SF = SPT f \) holds for all \( f \in D(S) \). According to lemma 2.3, the adjoint operator \( S^* \) is also \( PT \)-symmetric, that is, \( PT S^* g = S^* PT g \) holds for all \( g \in D(S^*) \).

Since the operators \( S \) and \( S^* \) are \( PT \)-symmetric and \( S \subset H_\mu \subset S^* \), the property of \( PT \)-symmetry of \( H_\mu \),

\[
PT H_\mu f = H_\mu PT f , \quad \forall f \in D(H_\mu) ,
\]

is equivalent to the relation

\[
PT : D(H_\mu) \rightarrow D(H_\mu) . \tag{2.18}
\]

Since \( PT : D(S) \rightarrow D(S) \) (due to \( PT \)-symmetry of \( S \)) and

\[
\| PT f \|_D^2 = ((S + I) PT f, PT f) = (f, (S + I) f) = \| f \|_D^2 ,
\]

the closure \( D(0) \) of \( D(S) \) with respect to the norm \( \| \cdot \|_D^2 \) is invariant for \( PT \). On the other hand, \( PT : D(S^*) \rightarrow D(S^*) \) (due to \( PT \)-symmetry of \( S^* \)). Combining the obtained relations, we deduce that relation (2.18) holds. Lemma 2.8 is proved. \( \square \)

Denote \( \mathcal{H} = \ker(S^* + I) \). Then \( D(S^*) = D(H_\mu) + \mathcal{H} \) and, hence, an arbitrary function \( f \in D(S^*) \) is uniquely decomposed as follows:

\[
f = u + h , \quad u \in D(H_\mu) , \quad h \in \mathcal{H} . \tag{2.19}
\]

Decomposition (2.19) allows one to define the linear mappings \( \Gamma_0 \) and \( \Gamma_1 \) from \( D(S^*) \) into \( \mathcal{H} \):

\[
\Gamma_0 f = h , \quad \Gamma_1 f = P_\mathcal{H} (H_\mu + I) u , \quad f \in D(S^*) , \quad u \in D(H_\mu) , \tag{2.20}
\]

where \( P_\mathcal{H} \) is the orthogonal projector onto the subspace \( \mathcal{H} \) in \( S \).

The triple \( (\mathcal{H}, \Gamma_0, \Gamma_1) \) is called the positive boundary triplet of \( S^* \) associated with the Friedrichs extension \( H_\mu \) [27].
It follows from (2.19) and (2.20) that an arbitrary intermediate extension $H$ of $S$ (that is, $S \subset H \subset S^*$) with $-1 \in \rho(H)$ (where $\rho(H)$ denotes the resolvent set of $H$) is defined as follows:

$$H = S^* \upharpoonright \mathcal{D}(H), \quad \mathcal{D}(H) = \{ f \in \mathcal{D}(S^*) : T \Gamma f = \Gamma_0 f \}, \tag{2.21}$$

where $T$ is a bounded operator in $\mathcal{H}$.

Formulas (2.20) enable one to establish the following relationship between $H$ and $T$ in (2.21):

$$T = [(H + I)^{-1} - (H_\mu + I)^{-1}] \upharpoonright \mathcal{H}. \tag{2.22}$$

**Lemma 2.9.** Let $H$ be defined by (2.21). Then $H$ is $\mathcal{P}T$-symmetric if and only if the bounded operator $T$ is $\mathcal{P}T$-symmetric.

**Proof.** Since $S^*$ commutes with $\mathcal{P}T$ (in the sense specified before lemma 2.8), the subspace $\mathcal{H}$ is invariant with respect to $\mathcal{P}T$, that is, $\mathcal{P}T \mathcal{H} = \mathcal{H}$. This means that the restriction of $\mathcal{P}T$ onto $\mathcal{H}$ gives rise to a conjugation operator in $\mathcal{H}$. Taking into account lemma 2.8 and decomposition (2.19), we conclude that the mappings $\Gamma_0$ and $\Gamma_1$ defined by (2.20) commute with $\mathcal{P}T$:

$$\mathcal{P}T \Gamma_0 = \Gamma_0 \mathcal{P}T, \quad \mathcal{P}T \Gamma_1 = \Gamma_1 \mathcal{P}T. \tag{2.23}$$

Let $T$ be $\mathcal{P}T$-symmetric, that is, $\mathcal{P}T^* = \mathcal{P}T$. The operator $H$ defined by (2.21) is $\mathcal{P}T$-symmetric if and only if $\mathcal{P}T : \mathcal{D}(H) \to \mathcal{D}(H)$, cf (2.18). This relation is equivalent to the identity $\mathcal{P}T^* = \mathcal{P}T^*$, in view of (2.23). Thus, $H$ is $\mathcal{P}T$-symmetric.

Conversely, if $H$ is $\mathcal{P}T$-symmetric, then $T$ is $\mathcal{P}T$-symmetric due to lemma 2.8 and relation (2.22). Lemma 2.9 is proved. $\square$

In what follows we suppose that $S$ commutes with all elements of the Clifford algebra $\mathcal{C}l_2(\mathcal{P}, \mathcal{R})$ or, which is equivalent, the operator identities

$$S \mathcal{P} = \mathcal{P}S, \quad S \mathcal{R} = \mathcal{R}S \tag{2.24}$$

hold on $\mathcal{D}(S)$. Considering the adjoint operators of both parts of (2.24) and remembering that $\mathcal{P}$ and $\mathcal{R}$ are unitary involutions, we obtain that the following identities hold on $\mathcal{D}(S^*)$:

$$(\mathcal{P}S)^* = \mathcal{P}S^*, \quad (\mathcal{R}S)^* = S^* \mathcal{R}, \quad (S \mathcal{R})^* = \mathcal{R} \mathcal{P} \mathcal{R} = \mathcal{P} \mathcal{R} \mathcal{P}. \tag{2.25}$$

Hence, the restrictions of $\mathcal{P}$ and $\mathcal{R}$ onto $\mathcal{H}$ determine unitary involutions in $\mathcal{H}$ (we will keep the same notation $\mathcal{P}$ and $\mathcal{R}$ for these restrictions).

It follows from (2.24) that the Friedrichs extension $H_\mu$ of $S$ commutes with $\mathcal{P}$ and $\mathcal{R}$. This allows one to establish an analog of (2.23):

$$\mathcal{P} \Gamma_j = \Gamma_j \mathcal{P}, \quad \mathcal{R} \Gamma_j = \Gamma_j \mathcal{R}, \quad j = 0, 1, \tag{2.26}$$

where the restrictions of $\mathcal{P}$ and $\mathcal{R}$ onto $\mathcal{H}$ are anti-commuting unitary involutions in the Hilbert space $\mathcal{H}$. Therefore, formulas (2.7) and (2.26) ensure a bijective correspondence between elements of the initial Clifford algebra $\mathcal{C}l_2(\mathcal{P}, \mathcal{R})$ and then restrictions onto the auxiliary space $\mathcal{H}$. In particular, for every $\mathcal{P}_j$ defined by (2.10), we have

$$\mathcal{P}_j \Gamma_j = \Gamma_j \mathcal{P}_j, \quad j = 0, 1. \tag{2.27}$$

**Lemma 2.10.** Let $H$ be defined by (2.21). Then $H$ is a self-adjoint operator in the Krein space $(\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}}, [\cdot, \cdot]_{\mathcal{R}})$ if and only if the bounded operator $T$ in (2.21) is self-adjoint in the Krein space $(\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}})$.
Proof. By virtue of (2.25), the operator \( S^* \) commutes with the generators \( \mathcal{P} \) and \( \mathcal{R} \) of the Clifford algebra \( \mathcal{Cl}_2(\mathcal{P}, \mathcal{R}) \). This means that \( S^* \) commutes with an arbitrary operator from \( \mathcal{Cl}_2(\mathcal{P}, \mathcal{R}) \). In particular, the relation
\[
\mathcal{P}_\xi S^* g = S^* \mathcal{P}_\xi g, \quad \forall g \in \mathcal{D}(S^*),
\]
holds, where \( \mathcal{P}_\xi \) is defined by (2.10).

The self-adjointness of \( H \) in the Krein space \( (\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi}) \) is equivalent to identity (2.16), which is equivalent to the relation
\[
\mathcal{P}_\xi : \mathcal{D}(H) \to \mathcal{D}(H^*),
\]
due to (2.28) and the relation \( S \subset H \subset S^* \).

Since \( H \) is determined by (2.21), the corresponding formula for \( H^* \) takes the form
\[
H^* = S^* |_{\mathcal{D}(H)}, \quad \mathcal{D}(H^*) = \{ f \in \mathcal{D}(S^*) : T^* \Gamma_{1} f = \Gamma_{0} f \},
\]
where \( T^* \) is the adjoint of \( T \) in the Hilbert space \( \mathcal{H} \) [27]. Combining (2.21) with (2.30) and taking into account (2.27), we deduce that relation (2.29) is equivalent to the condition \( T \mathcal{P}_\xi = \mathcal{P}_\xi T^* \), which means that \( T \) is self-adjoint in the Krein space \( (\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi}) \). Lemma 2.10 is proved.

2.4. The case of deficiency indices (2, 2).

Let \( S \) be a closed densely defined symmetric operator in the Hilbert space \( \mathcal{H} \). The deficiency indices \( (n_+, n_-) \) of \( S \) are defined as \( n_\pm = \dim \ker(S^* \mp iI) \). If \( S \) is nonnegative (semibounded), then \( S \) has equal deficiency indices \( n_+ = n_- \) [25].

Theorem 2.11. If a nonnegative symmetric operator \( S \) has deficiency indices \( (2, 2) \), then its arbitrary \( PT \)-symmetric extension \( H \) defined by (2.21) can be interpreted as a self-adjoint operator in the Krein space \( (\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi}) \) for a certain choice of \( \xi \in [0, 2\pi) \).

Proof. According to lemma 2.9, the \( PT \)-symmetric extensions \( H \) of \( S \) defined by (2.21) are described by the \( PT \)-symmetric operators \( T \) acting in \( \mathcal{H} = \ker(S^* + iI) \).

Since \( S \) has deficiency indices \( (2, 2) \), the dimension of \( \mathcal{H} \) is equal to 2. This means that the Clifford algebra \( \mathcal{Cl}_2(\mathcal{P}, \mathcal{R}) \) with generators \( \mathcal{P} \) and \( \mathcal{R} \) considered on \( \mathcal{H} \) coincides with the set of all operators acting in \( \mathcal{H} \). Therefore,
\[
T = \alpha_0 I + \alpha_1 \mathcal{P} + \alpha_3 i \mathcal{R} \mathcal{P}, \quad \alpha_j \in \mathbb{C},
\]
It follows from (2.3), (2.9) and (3.1) that
\[
P^T T = (\overline{\alpha}_0 I + \overline{\alpha}_1 \mathcal{P} - \overline{\alpha}_3 i \mathcal{R} \mathcal{P}) \alpha \in \mathbb{C}.
\]
Hence, \( T \) is \( PT \)-symmetric if and only if
\[
\alpha_0 = \overline{\alpha}_0, \quad \alpha_1 = \overline{\alpha}_1, \quad \alpha_3 = -\overline{\alpha}_3.
\]
Let the involution \( \mathcal{P}_\xi \) be defined by (2.10). According to lemma 2.10, the operator \( H \) is self-adjoint in the Krein space \( (\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi}) \) if the operator \( T \) is self-adjoint in \( (\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi}) \). The latter condition is equivalent to the operator identity \( TP_{\xi} = \mathcal{P}_{\xi} T^* \). A simple calculation shows
\[
TP_{\xi} = T e^{i \mathcal{R} \mathcal{P}} = T ([\cos \xi] \mathcal{P} + i[\sin \xi] \mathcal{R} \mathcal{P})
\]
and
\[ P^* T^* = e^{i\xi} P T^* = ((\cos \xi P + i(\sin \xi) R P) T^* =
[\overline{\alpha}_1 \cos \xi + \overline{\alpha}_3 \sin \xi] I + [i\overline{\alpha}_0 \cos \xi - i\overline{\alpha}_2 \sin \xi] P
+ [-i\overline{\alpha}_3 \cos \xi + i\overline{\alpha}_1 \sin \xi] R + [i\overline{\alpha}_2 \cos \xi + i\overline{\alpha}_0 \sin \xi] iR P. \]

Comparing the obtained expressions and taking (2.32) into account, we arrive at the conclusion that the $PT$-symmetric operator $T$ is self-adjoint in the Krein space $(\mathcal{H}, [\cdot, \cdot]_\ell)$ if and only if
\[ \alpha_1 \sin \xi = \alpha_3 \cos \xi. \]  
(2.33)

Thus, every $PT$-symmetric operator $T$ can be interpreted as a self-adjoint operator in the Krein space $(\mathcal{H}, [\cdot, \cdot]_\ell)$, where the parameter $\xi$ is determined by (2.33). Theorem 2.11 is proved.

Theorem 2.11 is not true for deficiency indices $(n, n)$ with $n > 2$. The matter is that $Cl_2(\ell, R)$ coincides with the collection of all operators in $\mathcal{H}$ when dim $\mathcal{H} = 2$. To preserve this property for $n > 2$, we have to use more complicated Clifford algebras that lead to the exotic structure of the basic symmetric operator $S$ and restricts the possibility of physically meaningful applications.

**Theorem 2.12.** Let a $PT$-symmetric extension $H$ of a nonnegative symmetric operator $S$ with deficiency indices $(2, 2)$ be defined by (2.21) and let $H$ be self-adjoint in the Krein space $(\mathcal{H}, [\cdot, \cdot]_\ell)$. Then $H$ possesses the property of $C$-symmetry with $C = e^{i\xi \ell R} P_\ell$ if and only if the operator $T$ in (2.21) has the form
\[ T = \beta_0 I + \beta_1 C, \quad \beta_0, \beta_1 \in \mathbb{R}. \]  
(2.34)

**Proof.** In view of lemma 2.9, the operators $H$ defined by (2.21) are $PT$-symmetric if and only if the corresponding operators $T$ are $PT$-symmetric. The operators $T$ act in the space $\mathcal{H}$ and they are described completely\(^4\) with the help of (2.31).

Since $P_\ell = e^{i\xi \ell} P$, the unitary involutions $P_\ell$ and $R$ anti-commute. Hence, they can be considered as generating elements of the Clifford algebra $Cl_2(\ell, R)$, that is,$Cl_2(\ell, R) = Cl_2(P_\ell, R)$. This means that the operator $T$ given by (2.31) can also be rewritten as
\[ T = \beta_0 I + \beta_1 P_\ell + \beta_2 R + \beta_3 iR P_\ell, \quad \beta_j \in \mathbb{C}. \]  
(2.35)

If $T$ corresponds to a $PT$-symmetric operator $H$ in (2.21), which is self-adjoint in the Krein space $(\mathcal{H}, [\cdot, \cdot]_\ell)$, then the coefficients $\alpha_j$ of $T$ satisfy (2.32) and (2.33), due to theorem 2.11. In that case, comparing (2.31) and (2.35) and taking into account that
\[ P_\ell = e^{i\xi \ell} P = (\cos \xi) P + i(\sin \xi) R P, \]
we obtain the following relationship between $\alpha_j$ and $\beta_j$:
\[ \beta_0 = \alpha_0 \in \mathbb{R}, \quad \beta_1 = (\alpha_1 \cos \xi + \alpha_3 \sin \xi) \in \mathbb{R}, \quad \beta_2 = \alpha_2 \in i\mathbb{R}, \quad \beta_3 = 0. \]

Thus, the $PT$-symmetric operators $H$ in (2.21), which are also self-adjoint operators in the Krein space $(\mathcal{H}, [\cdot, \cdot]_\ell)$, are distinguished by the operator parameters
\[ T = \beta_0 I + \beta_1 P_\ell + \beta_2 R, \]  
(2.36)
with $\beta_0, \beta_1 \in \mathbb{R}$ and $\beta_2 \in i\mathbb{R}$.

\(^4\) By assumption, $S$ commutes with all elements of the Clifford algebra.

\(^5\) Since $\mathcal{H}$ has dimension 2.
The operator \( \mathcal{C} = e^{i \mathcal{R} \mathcal{P}_1} \mathcal{P}_\xi \) has a simple presentation with respect to the unitary involutions \( \mathcal{P}_\xi \) and \( \mathcal{R} \):

\[
\mathcal{C} = e^{i \mathcal{R} \mathcal{P}_1} \mathcal{P}_\xi = (\cosh \chi) \mathcal{P}_\xi + i (\sinh \chi) \mathcal{R}.
\]

(2.37)

It follows from (2.26), (2.27) and (2.37) that \( \mathcal{C} \Gamma_j = \Gamma_j \mathcal{C}, j = 0, 1 \). Then, repeating the proof of lemma 2.9 with the use of \( \mathcal{C} \) instead of \( \mathcal{P}_1 \), we deduce that the relation \( \mathcal{C} \mathcal{H} f = \mathcal{H} \mathcal{C} f \) holds for all \( f \in \mathcal{D}(\mathcal{H}) \) if and only if the identity \( \mathcal{C} \mathcal{T} = \mathcal{T} \mathcal{C} \) holds on \( \mathcal{H} \).

A simple calculation with the use of (2.36) and (2.37) shows that the operator identity \( \mathcal{C} \mathcal{T} = \mathcal{T} \mathcal{C} \) is equivalent to the condition \( \beta_2 = i \beta_1 \tanh \chi \). Substituting this expression into (2.36), we obtain

\[
T = \beta_0 I + \frac{\beta_1}{\cosh \chi} ([\cosh \chi] I + i [\sinh \chi] \mathcal{R} \mathcal{P}_\xi) \mathcal{P}_\xi = \beta_0 I + \frac{\beta_1}{\cosh \chi} e^{i \mathcal{R} \mathcal{P}_1} \mathcal{P}_\xi,
\]

where \( \beta_0 \) and \( \beta_1 \) are arbitrary real parameters. This leads to (2.34) if we set \( \beta_1 = \frac{\beta_0}{\cosh \chi} \).

Theorem 2.12 is proved.

3. Elements of the Lax–Phillips scattering scheme: the self-adjoint case

3.1. Definition of free and perturbed evolutions

For developing a Lax–Phillips scattering theory for the operator-differential equation

\[
\frac{d^2}{dt^2} u = -H u,
\]

(3.1)

one should first define a free and a perturbed dynamics, which satisfy the requirements of the Lax–Phillips approach [12]. For the operator-differential equation (3.1) with a nonnegative self-adjoint operator \( H \) acting in a Hilbert space \( \mathcal{H} \), this problem was analyzed in [14, 15]. We briefly outline the principal points.

A symmetric operator \( B \) in a Hilbert space \( \mathcal{H} \) is called simple if it does not induce a self-adjoint operator in any proper subspace of \( \mathcal{H} \); \( B \) is called maximal symmetric if one of its deficiency indices is equal to zero. Without loss of generality, we will assume that \( \dim \ker (B^* - i I) = 0 \). In that case the simple maximal symmetric operator \( B \) has the representation

\[
B = X^{-1} \frac{d}{dx} X, \quad \mathcal{D}(B) = X^{-1} [u(x) \in W^1_2 (\mathbb{R}_+, N) : u(0) = 0],
\]

(3.2)

where \( X \) isometrically maps \( \mathcal{H} \) onto \( L^2(\mathbb{R}_+, N) \) and the dimension of the auxiliary Hilbert space \( N \) is equal to \( \dim \ker (B^* + i I) \) [19]. (Here, \( L^2(\mathbb{R}_+, N) = L^2(\mathbb{R}_+) \otimes N \) is the Hilbert space of all square-integrable functions on \( \mathbb{R}_+ = [0, \infty) \) which take on values in \( N \).)

It follows from (3.2) that the operator \( B^2 \) is unitarily equivalent to the operator \(- \frac{d^2}{dx^2}\) defined on \( \{u(x) \in W^2_2 (\mathbb{R}_+, N) : u(0) = u'(0) = 0\} \) in \( L^2(\mathbb{R}_+, N) \). Therefore, \( B^2 \) is a nonnegative symmetric operator in \( \mathcal{H} \).

Definition 3.1. A self-adjoint extension \( H \) of \( B^2 \) in the Hilbert space \( \mathcal{H} \) is called a (Lax–Phillips) unperturbed operator if

\[
(H f, f) = \| B^* f \|^2, \quad \forall f \in \mathcal{D}(H).
\]

(3.3)

Let \( H \) be an unperturbed operator in \( \mathcal{H} \). Denote by \( \mathcal{H}_H \) the completion of the domain \( \mathcal{D}(H) \) with respect to the norm \( \| \cdot \|_H := (H \cdot, \cdot) \). In the energy space \( \mathcal{E} = \mathcal{H}_H \oplus \mathcal{H} \), equation (3.1) naturally defines a unitary group \( W_H(t) \) of solutions of the Cauchy problem [12].
Denote by $D_-$, resp. $D_+$, the closures (in $\mathcal{C}$) of the sets\(^6\)
\[
\left\{ \begin{pmatrix} u \\ -iBu \end{pmatrix} \right\}, \quad \text{resp.} \quad \left\{ \begin{pmatrix} u \\ iBu \end{pmatrix} \right\}, \quad \forall u \in D(B^2). \tag{3.4}
\]

The subspaces $D_-$ and $D_+$ are, respectively, incoming and outgoing subspaces for $W_H(t)$ in the sense that
\begin{align*}
(i) & \quad W_H(-t) D_- \subset D_-, \quad W_H(t) D_+ \subset D_+, \quad t \geq 0; \\
(ii) & \quad \bigcap_{t \geq 0} W_H(-t) D_- = \bigcap_{t \geq 0} W_H(t) D_+ = \{0\}; \tag{3.5}
\end{align*}

(iii) $D_- \oplus D_+ = \mathcal{C}$

(the sign $\oplus$ means the orthogonality in $\mathcal{C}$).

Conditions (3.5) characterize the free evolution in the Lax–Phillips scattering framework \cite{12, 14}. Therefore, equation (3.1) with an unperturbed operator $H$ determines the Lax–Phillips free evolution $W_H(t)$.

It is easy to check that relation (3.3) holds for the Friedrichs extension $H_\mu = B^* B$ of $B^2$.

Therefore, $H_\mu$ is an example of the unperturbed operator in the sense of definition 3.1.

In what follows, for definiteness, we will assume that the free evolution is determined by the unitary group of operators $W_{H_\mu}(t)$, where $H_\mu$ is the Friedrichs extension of $B^2$.

**Definition 3.2.** A nonnegative self-adjoint operator $H$ in a Hilbert space $\tilde{\mathcal{H}}$ is called perturbed if $\tilde{\mathcal{H}}$ contains $\mathcal{H}$ as a subspace and $H$ is an extension of $B^2$. A perturbed operator $H$ is called 0-perturbed if $\tilde{\mathcal{H}} = \mathcal{H}$.

Likewise, equation (3.1) with a perturbed operator $H$ on the right-hand side determines a unitary group $W_H(t)$ of solutions of the Cauchy problem in the new energy space $\mathcal{G}_H = \mathcal{H}_H \oplus \tilde{\mathcal{H}}$, which contains $\mathcal{G}$ as a subspace.

The subspaces $D_\pm$ defined above belong to $\mathcal{G}_H$ and they satisfy conditions (i) and (ii) of (3.5) with respect to the group of unitary operators $W_H(t)$. This corresponds to the case of perturbed evolution defined in the Lax–Phillips scattering scheme \cite{12}. Thus, equation (3.1) with perturbed operator $H$ determines the Lax–Phillips perturbed evolution.

### 3.2. Scattering matrix: definition and calculation

The existence of the same incoming $D_-$ and outgoing $D_+$ subspaces for the unperturbed $W_{H_\mu}(t)$ and the perturbed $W_H(t)$ groups allows one to establish the existence of the wave operators
\[
\Omega_\pm = \lim_{t \to \pm \infty} W_H(-t) W_{H_\mu}(t),
\]
which turn out to be complete if $H$ is 0-perturbed \cite[proposition 2.1]{15}.

A unitary mapping $F$ of the energy space $\mathcal{G}$ onto $L_2(\mathbb{R}, N)$ that defines a spectral representation of the unperturbed group $W_{H_\mu}(t)$ can be constructed with the use of (3.2) \cite{14, 15}.

The scattering operator in the spectral representation
\[
\mathcal{S} = F \Omega_+^* \Omega_- F^{-1}
\]
can be realized as the operator of multiplication by a function $\mathcal{S}(\delta)$ ($\delta \in \mathbb{R}$) whose values are contraction operators in the auxiliary space $N$. The function $\mathcal{S}(\delta)$ is called the scattering matrix for the perturbed group $W_H(t)$.

\(^6\) We present elements of $\mathcal{G}_H$ as $\begin{pmatrix} u \\ v \end{pmatrix}$, where $u \in \mathcal{H}_H$ and $v \in \tilde{\mathcal{H}}$. 

Since the subspaces \( D_- \) and \( D_+ \) defined by (3.4) are orthogonal in the energy space \( \mathfrak{g}_H \), the standard arguments [12] lead to the conclusion that the scattering matrix \( \mathbb{S}(\delta) \) is a boundary value in the sense of strong convergence of a contraction operator-valued function \( \mathbb{S}(z) \) analytic in the lower half-plane.

The function \( \mathbb{S}(z) \) is closely related to the perturbed operator \( H \) and the investigation of the relationship between \( \mathbb{S}(z) \) and \( H \) is the proper subject of Lax–Phillips scattering theory.

The common feature of the unperturbed \( H_\mu \) and the perturbed \( H \) operators is that they are extensions of a given symmetric operator \( B_0^2 \). This gave rise to a simple recipe for finding \( \mathbb{S}(z) \) [15].

In particular, if \( H \) is a 0-perturbed operator in the sense of definition 3.2, then \( H \) is a nonnegative self-adjoint extension of \( B_0^2 \) acting in \( \mathfrak{h} \). In that case, \( H \) is defined by (2.21), where \( T = [(H + I)^{-1} - (H_\mu + I)^{-1}] |_{\mathcal{H}} \) is a bounded operator in \( \mathcal{H} = \ker(B_0^2 + I) \). The dimension of \( \mathcal{H} \) coincides with the dimension of the auxiliary space \( N \) in the definition of the scattering matrix. Therefore, we can identify \( \mathcal{H} \) and \( N \).

**Theorem 3.3** ([15]). If \( H \) is a 0-perturbed operator, then the analytic continuation \( \mathbb{S}(z) \) of the scattering matrix \( \mathbb{S}(\delta) \) for the perturbed group \( W_H(t) \) has the form

\[
\mathbb{S}(z) = \frac{I - 2(1 + iz)T}{I - 2(1 - iz)T}, \quad z \in \mathbb{C}_- = \{z \in \mathbb{C} : \text{Im} \ z < 0\}, \tag{3.6}
\]

where \( T \) is taken from (2.21).

### 4. Elements of the Lax–Phillips scattering scheme: the \( \mathcal{PT} \)-symmetric case

#### 4.1. Preliminaries

In what follows we assume that a simple maximal symmetric operator \( B \) commutes with the elements of the Clifford algebra \( \text{Cl}_2(\mathcal{P}, \mathcal{R}) \) and anti-commutes with \( T \). This means that the following operator identities hold on \( \mathcal{D}(B) \) (see remark 2.2):

\[
\mathcal{P}B = B\mathcal{P}, \quad \mathcal{R}B = B\mathcal{R}, \quad TB = -BT. \tag{4.1}
\]

It is easy to see that the analogous commutation properties remain true for the adjoint operator \( B^* \):

\[
\mathcal{P}B^* = B^*\mathcal{P}, \quad \mathcal{R}B^* = B^*\mathcal{R}, \quad TB^* = -B^*T. \tag{4.2}
\]

It follows from (4.1) and (4.2) that

\[
\mathcal{P}X = XP, \quad \mathcal{R}X = XR, \quad TX = XT, \quad X \in \{B^2, B_0^2, H_\mu\}. \tag{4.3}
\]

Consider the Hilbert space \( \mathfrak{h} \) endowed with the new inner product \( (\cdot, \cdot)_C = (\mathcal{P}_\xi \mathcal{C}, \cdot) \) defined by (2.17). Since \( \mathcal{C} \), resp. \( \mathcal{P}_\xi \mathcal{C} \), are defined as \( \mathcal{C} = e^{\xi R} \mathcal{P}_\xi \mathcal{C} \), resp. \( \mathcal{P}_\xi \mathcal{C} = e^{\xi R} \mathcal{P}_\xi \mathcal{C} \), these operators belong to \( \text{Cl}_2(\mathcal{P}, \mathcal{R}) \) for all \( \chi \in \mathcal{R} \) and \( \xi \in [0, 2\pi) \). Therefore, the operators \( B \) and \( B^* \) commute with the operator \( \mathcal{P}_\xi \mathcal{C} = e^{-\xi R} \mathcal{P}_\xi \mathcal{C} \) due to (4.1) and (4.2). Taking into account these commutation properties in definition (2.17) of new inner product \( (\cdot, \cdot)_C \), we derive that \( B \) continues being a simple maximal symmetric operator\(^7\) with respect to the inner product \( (\cdot, \cdot)_C \) and its adjoint with respect to \( (\cdot, \cdot)_C \) coincides with the adjoint \( B^* \) with respect to \( (\cdot, \cdot)_C \).

This means that the Friedrichs extension \( H_\mu = B^*B \) of \( B_0^2 \) does not depend on \( (\cdot, \cdot)_C \) and \( H_\mu \) is a Lax–Phillips unperturbed operator in the sense of definition 3.1 for any choice of inner product \( (\cdot, \cdot)_C \) defined by (2.17).

\(^7\) We use the notation \( X^{-1} \) for the inverse operator \( X \).\(^8\) See the corresponding definition in subsection 3.1.
Let an extension $H$ of $B^2$ be a self-adjoint operator in the Krein space $(\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi})$. Assume also that the spectrum of $H$ is nonnegative and, for a certain choice of $C = e^{ix\mathcal{R}P_\xi}P_\xi$, the operator $H$ commutes with $C$, that is, the identity $HC = CH$ holds on $\mathcal{D}(H)$. Then the operator $H$ turns out to be self-adjoint in the Hilbert space $\mathcal{H}$ with the inner product $(\cdot, \cdot)_C$ (see the end of subsection 2.2). Furthermore, this self-adjoint operator is nonnegative since the spectrum of $H$ is nonnegative. This means that $H$ is a 0-perturbed operator in the sense of definition 3.2.

Summing up: the pair of operators $H_\mu$ and $H$ turns out to be unperturbed and 0-perturbed operators in the Lax–Phillips scheme, respectively, if we endow the Hilbert space $\mathcal{H}$ with new inner product $(\cdot, \cdot)_C$, which is equivalent to the initial one $(\cdot, \cdot)$. This means that we can use theorem 3.3 for this pair of operators and the corresponding scattering matrix $\mathcal{S}(\delta)$ has an analytical continuation $\mathcal{S}(z)$ in the lower half-plane, which is defined by (3.6).

The values of the function $\mathcal{S}(z)$ are operators in the auxiliary space $N = \mathcal{H}$. These operators are contraction operators with respect to the inner product $(\cdot, \cdot)_C$. This property is not preserved if we consider $\mathcal{S}(z)$ with respect to the original inner product $(\cdot, \cdot)$. The same is true for the unitary property of the scattering matrix

$$\mathcal{S}(\delta) = \frac{I - 2(1 + i\delta)T}{I - 2(1 - i\delta)T}, \quad \delta \in \mathbb{R},$$

which takes place with respect to inner product $(\cdot, \cdot)_C$ only.

Since $C$ depends on the choice of $H$, different inner products $(\cdot, \cdot)_C$ in $\mathcal{H}$ have to be used for various operators $H$. From this point of view, it looks reasonable to consider $\mathcal{S}(\delta)$ with respect to the initial inner product $(\cdot, \cdot)$ and to describe the changing of its properties in dependence on the choice of $C = e^{ix\mathcal{R}P_\xi}P_\xi$ in (2.17).

Our first result in this direction deals with the description of operators $T$ which determine (with the help of (2.21)) self-adjoint operators in the Krein space $(\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi})$ with nonnegative real spectrum.

**Proposition 4.1.** The following statements are equivalent:

- a self-adjoint extension $H$ of $B^2$ in the Krein space $(\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi})$ has a nonnegative real spectrum and $HC = CH$ on $\mathcal{D}(H)$ for a certain choice of $C = e^{ix\mathcal{R}P_\xi}P_\xi$;
- the operator $H$ is defined by the formula

$$H = B^2 |_{\mathcal{D}(H)}, \quad \mathcal{D}(H) = \{f \in \mathcal{D}(B^2) : \quad T\Gamma_1f = \Gamma_0f\},$$

where $T$ is a bounded self-adjoint operator in the Krein space $(\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi})$, which commutes with the operator $C = e^{ix\mathcal{R}P_\xi}P_\xi$ and satisfies the inequality

$$0 \leq e^{-x\mathcal{R}P_\xi}T \leq \frac{1}{2} e^{-x\mathcal{R}P_\xi},$$

which is understood with respect to $(\cdot, \cdot)$.

**Proof.** Remembering (2.21), we conclude that formula (4.5) determines a collection of intermediate extensions $H$ of $B^2$ with $-1 \in \rho(H)$ when the parameter $T$ runs the set of bounded operators in $\mathcal{H}$. According to lemma 2.10, a subset of self-adjoint extensions $H$ of $B^2$ in the Krein space $(\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi})$ is distinguished by the additional condition that $T$ is a self-adjoint operator in the Krein space $(\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_\xi})$.

Since the boundary operators $\Gamma_j$ satisfy (2.26) and (2.27), the operator $C = e^{ix\mathcal{R}P_\xi}P_\xi$ commutes with $\Gamma_j$. Repeating the proof of lemma 2.9 with the use of $C$ instead of $\mathcal{P}_T$, we deduce that the relation $CHf = HCf$ holds for all $f \in \mathcal{D}(H)$ if and only if the identity $CT = TC$ holds on $\mathcal{H}$. Therefore, the operators $H$ and $T$ turn out to be self-adjoint, respectively, in the Hilbert spaces $\mathcal{H}$ and $\mathcal{H}$ endowed with the inner product $(\cdot, \cdot)_C$. Furthermore, $H$ is a
nonnegative self-adjoint extension of $B^2$, due to the assumption about nonnegativity of the spectrum of $H$.

Using the well-known result [28] on the extremal properties of the Friedrichs $H_{π} = B^* B$ and the Krein–von Neumann $H_M = B B^*$ extensions of $B^2$, we arrive at the conclusion that the self-adjoint extension $H$ of $B^2$ is nonnegative if and only if

\[
(H_μ + I)^{-1} \leq (H + I)^{-1} \leq (H_M + I)^{-1},
\]

where the operator inequalities are understood with respect to $⟨ · , · ⟩_C$.

Since $T = [(H + I)^{-1} - (H_μ + I)^{-1}] |_H$, inequalities (4.7) can be rewritten in the following equivalent form:

\[
0 \leq T \leq T_M = (H_M + I)^{-1} - (H_μ + I)^{-1},
\]

where, without loss of generality, we assume that $Tf = T_Mf = 0$ for all elements $f ∈ 𝕃 ⊗ 𝕆 = 𝕆(B^2 + I)$.

It is easy to check (using presentation (3.2) and the explicit formulas (2.19), (2.20) for $Γ_0$) that $T_M = \frac{1}{2} I$. Therefore, the operator $T$ defines a nonnegative self-adjoint extension $H$ of $B^2$ in (4.5) if and only if $0 \leq T \leq \frac{1}{2} I$ with respect to $⟨ · , · ⟩_C$. Using the explicit formula (2.17) for $⟨ · , · ⟩_C$, we rewrite the obtained inequality in the form (4.6), which corresponds to the case of initial inner product $⟨ · , · ⟩$. Proposition 4.1 is proved.

**Corollary 4.2.** Let the deficiency indices of $B^2$ be equal $(2, 2)$ and let $H$ be defined by (4.5) with $T = β_0 I + β_1 C$, where $C = e^{x_i R F_i} P_ξ$ and $β_0, β_1 ∈ ℝ$. Then $H$ has the nonnegative real spectrum if and only if

\[
0 ≤ β_0 ≤ \frac{1}{2} \quad \text{and} \quad |β_1| ≤ \min\{\frac{1}{2} - β_0, β_0\}.
\]

**Proof.** It follows from lemma 2.10 and corollary 2.12 that the operator $H$ defined by (4.5) with $T = β_0 I + β_1 C$ is a self-adjoint extension of $B^2$ in the Krein space $(𝕀 ⊕ [ · , · ]_{P_ξ})$ and such that the identity $H C = CH$ holds on $.GetFiles(H)$. By virtue of proposition 4.1, the operator $H$ has a nonnegative real spectrum if and only if inequality (4.6) holds, that is,

\[
0 ≤ e^{−x_i R F_i} [β_0 I + β_1 C] = β_0 e^{−x_i R F_i} + β_1 P_ξ ≤ \frac{1}{2} e^{−x_i R F_i}.
\]

Since the dimension of $ℌ = \ker(R^2 + I)$ is 2 and the restrictions of $P_ξ$ and $R$ onto $ℌ$ are anti-commuting involutions in $ℌ$, there exists an orthonormal basis $h_0, h_1$ of $ℌ$ such that $P_ξ h_1 = (−1) h_1$ and $Rh_0 = h_1$. This means that the operators $P_ξ$ and $R$ in $ℌ$ can be identified with the Pauli matrices $σ_3 = (1 \ 0 \ 0 \ 0)$ and $σ_1 = (0 \ 0 \ 1 \ 0)$, respectively. Then $iR P_ξ$ corresponds to $σ_2 = (0 \ 0 \ 0 \ 0)$ and

\[
β_0 e^{−x_i R F_i} + β_1 P_ξ \leftrightarrow \begin{pmatrix}
β_0 \cosh χ + β_1 & iβ_0 \sinh χ \\
−iβ_0 \sinh χ & β_0 \cosh χ − β_1
\end{pmatrix}.
\]

The obtained matrix corresponds to a nonnegative operator if and only if the equation

\[
λ^2 - 2λβ_0 \cosh χ + β_0^2 - β_1^2 = 0
\]

has nonnegative roots. This takes place if $β_0 ≥ 0$ and $|β_1| ≤ β_0$. In that case, the self-adjoint operator $β_0 e^{−x_i R F_i} + β_1 P_ξ$ is nonnegative in $ℌ$.

Rewriting $β_0 e^{−x_i R F_i} + β_1 P_ξ ≤ \frac{1}{2} e^{−x_i R F_i}$ as $0 ≤ β_0^2 e^{−x_i R F_i} + β_1^2 P_ξ$, where $β_0^2 = \frac{1}{2} − β_0$, $β_1^2 = −β_1$, and repeating the previous arguments, we obtain $\frac{1}{2} − β_0 ≥ 0$ and $|β_1| ≤ \frac{1}{2} − β_0$. Therefore, relations (4.8) and (4.9) are equivalent. Corollary 4.2 is proved. □
4.2. Properties of scattering matrix

An arbitrary operator $H$ satisfying conditions (i) of proposition 4.1 turns out to be 0-perturbed in the sense of definition 3.2 (with respect to $(\cdot , \cdot )_C$). For such a kind of operator, the scattering matrix $S(\delta)$ and its analytical continuation $\tilde{S}(z)$ in the lower half-plane are defined by formulas (4.4) and (3.6), respectively. These functions possess additional properties due to the properties of operators $T$ from item (ii) of proposition 4.1. Precisely,

1. Since $T$ is a bounded self-adjoint operator in $\mathcal{H}$, the identity $\mathcal{P}_b T = T^* \mathcal{P}_b$ holds. Combining this relation with (4.4), we obtain that
   \[
   \mathcal{P}_b S(\delta) = S^*(\delta) \mathcal{P}_b.
   \] (4.10)

2. Since $T$ commutes with $\mathcal{C}$, the identity $\mathcal{C}S(\delta) = S(\delta) \mathcal{C}$ holds. Combining it with (4.10) and taking into account that $\mathcal{C} = e^{ixR \mathcal{P}_1} \mathcal{P}_b$, we obtain that
   \[
   e^{-xR \mathcal{P}_1} S(\delta) = S^*(\delta) e^{-xR \mathcal{P}_1}.
   \] (4.11)

For the analytical continuation $\tilde{S}(z)$, relations (4.10) and (4.11) are transformed as follows:

\[
\mathcal{P}_b \tilde{S}(z) = S^*(-z) \mathcal{P}_b, \quad e^{-xR \mathcal{P}_1} \tilde{S}(z) = S^*(-z) e^{-xR \mathcal{P}_1}.
\]

The scattering matrix $S(\delta)$ admits an ‘external’ description in the sense of the following theorem.

**Theorem 4.3.** Let $B$ be a simple maximal symmetric operator in $\mathfrak{H}$ which satisfies (4.1). Then an operator-valued function $S(\delta)$, the values of which are bounded operators in a Hilbert space $\mathcal{H} = \ker(B^* + i)$, is the scattering matrix for some choice of an operator $H$ satisfying the condition of item (i) of proposition 4.1 if and only if the following conditions hold:

(a) the function $S(\delta)$ is the boundary value in the sense of strong convergence of an operator-valued function $S(z)$ analytic in the lower half-plane and satisfying the inequality

\[
S^*(z) e^{-xR \mathcal{P}_1} S(z) \leq e^{-xR \mathcal{P}_1}, \quad \forall z \in \mathbb{C}_-;
\]

(b) the identity $e^{-xR \mathcal{P}_1} S(z) = S^*(-z) e^{-xR \mathcal{P}_1}$ holds for all $z \in \mathbb{C}_-$;

(c) the identity

\[
(\Re z)[e^{-xR \mathcal{P}_1} - S^*(z)e^{-xR \mathcal{P}_1}] = i(\Im z)[S^*(z) e^{-xR \mathcal{P}_1} - e^{-xR \mathcal{P}_1} S(z)]
\]

is true for at least one $z \in \mathbb{C}_-$ with $\Re z \neq 0$;

(d) the identity $\mathcal{P}_b \tilde{S}(z) = S^*(-z) \mathcal{P}_b$ holds for at least one $z \in \mathbb{C}_-$.

**Proof.** Let $H$ satisfy the condition of item (i) of proposition 4.1. Then $H$ is a nonnegative self-adjoint extension of $B^2$ (that is, 0-perturbed operator) in the Hilbert space $\mathfrak{H}$ endowed with the inner product $(\cdot , \cdot )_C$. In that case, the scattering matrix corresponding to $H$ has an analytical continuation $\tilde{S}(z)$ in the lower half-plane and characteristic properties of $\tilde{S}(z)$ are known [15, theorems 4.1, 4.2]. We formulate them using the notation $S^{[\cdot]}(\cdot)$ for the adjoint of $S(\cdot)$ with respect to the inner product $(\cdot , \cdot )_C$ in $\mathcal{H}$. Namely,

\[
(a') \quad S^{[\cdot]}(z)S(z) \leq I; \quad (b') \quad S(z) = S^{[\cdot]}(-z),
\]

for all $z \in \mathbb{C}_-$ and

\[
(c') \quad (\Re z)[I - S^{[\cdot]}(z)S(z)] = i(\Im z)[S^{[\cdot]}(z) - S(z)]
\]

for at least one $z \in \mathbb{C}_-$ with $\Re z \neq 0$. 
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It follows from (2.17) that
\[
S^\dagger(z) = e^{2iR^\pi}\bar{S}^\dagger(e^{-z}) e^{-zR^\pi},
\]
(4.12)
where \(\bar{S}^\dagger(\cdot)\) is the adjoint of \(S(\cdot)\) with respect to the initial inner product \((\cdot, \cdot)\) in \(H\). By virtue of (4.12), the equivalence between (a), (b), (c) and (a'), (b'), (c') is obvious.

Since \(H\) satisfies the condition of item (i) of proposition 4.1, the bounded operator \(T\) in (4.5) is self-adjoint in the Krein space \((H, [\cdot, \cdot]_{\mathcal{P}_z})\), that is, the relation \(T\mathcal{P}_z = \mathcal{P}_z T^*\) holds on \(\mathcal{H}\). This relation and the explicit formula (3.6) for \(\bar{S}(z)\) imply (d). Thus, if \(H\) satisfies item (i) of proposition 4.1, then the analytical continuation of the scattering matrix \(S(z)\) satisfies conditions (a)--(d).

Conversely, assume that an operator function \(\bar{S}(\delta)\) has an analytical continuation \(\bar{S}(z)\) in \(\mathbb{C}_-\), which satisfies (a)--(d). Conditions (a)--(c) are equivalent to conditions (a')--(c'), which means that \(\bar{S}(\delta)\) is the scattering matrix for a nonnegative self-adjoint extension \(H\) of \(B^2\) in the Hilbert space \(\mathcal{H}\) endowed with the inner product \((e^{-iR^\pi}, \cdot)\); [15, theorems 4.1, 4.2]. In this case, \(\bar{S}(z)\) is determined by (3.6), where \(T\) is a bounded operator in \(\mathcal{H}\). The operator \(T\) defines \(H\) via formula (4.5) and it can be expressed (from (3.6)) as
\[
T = \frac{1}{2(iz - 1)} \left( \langle I - \bar{S}(z) \rangle (\bar{S}(z) - \theta(z))^{-1}, \theta(z) = \frac{1 + iz}{1 - iz} \right),
\]
(4.13)
where the right-hand side does not depend on \(z \in \mathbb{C}_-\) (see [15] for details).

Using condition (d), we deduce from (4.13) that \(T\) satisfies the relation \(\mathcal{P}_z T = T^* \mathcal{P}_z\) on \(\mathcal{H}\). Therefore, \(T\) is self-adjoint in the Krein space \((\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_z})\). Then, by lemma 2.10, \(H\) is a self-adjoint operator in the Krein space \((\mathcal{H}, [\cdot, \cdot]_{\mathcal{P}_z})\). Thus, \(\mathcal{P}_z H = H^* \mathcal{P}_z\) on \(\mathcal{D}(H)\).

On the other hand, as was mentioned above, \(H\) is a self-adjoint operator with respect to the inner product \((e^{-ixR^\pi}, \cdot)\) in \(\mathcal{H}\). This means that the relation \(e^{-ixR^\pi} H = H^* e^{-ixR^\pi}\) holds on \(\mathcal{D}(H)\), where \(H^*\) is the adjoint of \(H\) with respect to the initial inner product \((\cdot, \cdot)\). Here \(e^{-ixR^\pi}\) maps \(\mathcal{D}(H)\) onto \(\mathcal{D}(H^*)\) and, hence, the latter relation is equivalent to the relation \(e^{ixR^\pi} H^* = H e^{ixR^\pi}\), which holds on \(\mathcal{D}(H^*)\). Combining the obtained operator identities, we conclude that
\[
C H f = e^{ixR^\pi} \mathcal{P}_z H f = e^{ixR^\pi} H^* \mathcal{P}_z f = H e^{ixR^\pi} \mathcal{P}_z f = H C f
\]
for all elements \(f \in \mathcal{D}(H)\). Thus, \(H\) commutes with \(C\). Summing up the properties of \(H\) established above, we conclude that \(H\) satisfies the condition of item (i) of proposition 4.1. Theorem 4.3 is proved.

\[\square\]

**Corollary 4.4.** Let \(H\) be an operator satisfying item (i) of proposition 4.1. Then \(H\) is \(\mathcal{P}\mathcal{T}\)-symmetric if and only if the analytical continuation \(S(z)\) of its scattering matrix satisfies the relation
\[
\mathcal{P}\mathcal{T} S(z) = \bar{S}(-z) \mathcal{P}\mathcal{T}, \quad \forall z \in \mathbb{C}_-.
\]
(4.14)

**Proof.** If \(H\) satisfies item (i) of proposition 4.1, then its scattering matrix has an analytical continuation \(\bar{S}(z)\) with properties (a)--(d). Furthermore, \(\bar{S}(z)\) is determined by (3.6) and formula (4.13) holds.

At the beginning of section 4, we suppose that \(B\) satisfies (4.1). Then the operators \(B^*\) and \(H_\mu\) commute with \(\mathcal{P}\mathcal{T}\) due to (4.3). This means that the boundary operators \(\Gamma_{\mu}\) in (2.20) commute with \(\mathcal{P}\mathcal{T}\). Therefore, \(H\) is \(\mathcal{P}\mathcal{T}\)-symmetric in \(\mathcal{H}\) if and only if the corresponding operator \(T\) is \(\mathcal{P}\mathcal{T}\)-symmetric in \(\mathcal{H}\), lemma 2.9. In this case, formula (3.6) shows that \(\bar{S}(z)\) satisfies (4.14).

Conversely, if (4.14) holds, then \(\mathcal{P}\mathcal{T} T = T \mathcal{P}\mathcal{T}\) due to (4.13) and \(H\) is \(\mathcal{P}\mathcal{T}\)-symmetric thanks to lemma 2.9. Corollary 4.4 is proved. \[\square\]
4.3. One-dimensional Schrödinger operator with $\mathcal{PT}$-symmetric zero-range potential

Let $\mathcal{P}$ be the space parity operator, $\mathcal{P} f(x) = f(-x)$, and let $\mathcal{T}$ be the complex conjugation, $\mathcal{T} f(x) = \overline{f(x)}$ in $L_2(\mathbb{R})$.

The unitary involutions $\mathcal{P}$ and $\mathcal{R} = (\text{sgn } x)I$ anti-commute in $L_2(\mathbb{R})$ and these operators are generators of the Clifford algebra $Cl_2(\mathcal{P}, \mathcal{R})$.

The operator
\[
\mathcal{B} = (\text{sgn } x)i \frac{d}{dx}, \quad \mathcal{D}(\mathcal{B}) = \{u \in W_2^1(\mathbb{R} \setminus \{0\}) : u(\pm 0) = 0\},
\]
is simple maximal symmetric in $L_2(\mathbb{R})$ and it satisfies (4.1). Then the symmetric operator
\[
\mathcal{B}^2 = -\frac{d^2}{dx^2}, \quad \mathcal{D}(\mathcal{B}^2) = \{u \in W_2^2(\mathbb{R} \setminus \{0\}) : u(\pm 0) = u'(\pm 0) = 0\},
\]
and its adjoint
\[
\mathcal{B}^{*2} = \mathcal{B}^2 = -\frac{d^2}{dx^2}, \quad \mathcal{D}(\mathcal{B}^{*2}) = W_2^2(\mathbb{R} \setminus \{0\})
\]
satisfy (4.3).

Intermediate $\mathcal{PT}$-symmetric extensions of $\mathcal{B}^2$ can be interpreted as one-dimensional Schrödinger operators corresponding to the formal expression $-\frac{d^2}{dx^2} + V(x)$ with a general zero-range $\mathcal{PT}$-symmetric potential $V(x)$ concentrated at the point $x = 0$ [7, 9].

The Friedrichs extension $\mathcal{H}_\mu = \mathcal{B}^* \mathcal{B}$ of $\mathcal{B}^2$ has the form
\[
\mathcal{H}_\mu = -\frac{d^2}{dx^2}, \quad \mathcal{D}(\mathcal{H}_\mu) = \{u \in W_2^2(\mathbb{R} \setminus \{0\}) : u(\pm 0) = 0\}
\]
and the boundary operators $\Gamma_j : \mathcal{D}(\mathcal{B}^{*2}) \to \mathcal{H}$ defined by (2.21) act as follows:
\[
\Gamma_0 f(x) = \frac{i}{2} [f(+0) + f(-0)] h_1 + \frac{1}{2} [f(+0) - f(-0)] h_2, \quad \Gamma_1 f(x) = 2 \Gamma_0 f(x) + [f'(+0) - f'(-0)] h_1 + [f'(+0) + f'(-0)] h_2,
\]
where the functions
\[
h_1(x) = \begin{cases} e^{-x}, & x > 0 \\ e^x, & x < 0 \end{cases}, \quad h_2(x) = \begin{cases} e^{-x}, & x > 0 \\ -e^x, & x < 0 \end{cases}
\]
form an orthogonal basis of $\mathcal{H} = \ker(\mathcal{B}^{*2} + I)$.

Identifying $h_1$ and $h_2$ with $\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ and with $\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$, respectively, we can identify the operators $\Gamma_j$ above with the operators
\[
\Gamma_0 f(x) = \frac{1}{2} \begin{pmatrix} f(+0) + f(-0) \\ f(+0) - f(-0) \end{pmatrix}, \quad \Gamma_1 f(x) = 2 \Gamma_0 f(x) + \begin{pmatrix} f'(+0) - f'(-0) \\ f'(+0) + f'(-0) \end{pmatrix}
\]
mapping $\mathcal{D}(\mathcal{B}^{*2})$ onto $\mathbb{C}^2$ (we preserve the same notation for $\Gamma_j$).

Under such an identification of $\mathcal{H}$ with $\mathbb{C}^2$, the restriction of $\mathcal{P}$ and $\mathcal{R}$ onto $\mathcal{H}$ coincides with the Pauli matrices $\sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$ and $\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, respectively. Then $i \mathcal{R} \mathcal{P}$ corresponds to $\sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$ and
\[
\mathcal{P} \xi = e^{i \mathcal{R} \mathcal{P}} \xi \leftrightarrow \mathcal{P} \sigma_3 \xi = e^{i \mathcal{R} \sigma_3} \xi = \begin{pmatrix} \cos \xi & -i \sin \xi \\ i \sin \xi & \cos \xi \end{pmatrix}. \quad (4.16)
\]

9 That is, extensions of $\mathcal{B}^2$ and, simultaneously, restrictions of $\mathcal{B}^{*2}$.
It follows from theorem 2.12 and the identification above that formula (2.21) with boundary mappings \( \Gamma_f \) defined by (4.15) and with matrices

\[
T = \beta_0 \sigma_0 + \beta_1 e^{i \xi \sigma_1} \sigma_2, \quad \sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \beta_0, \beta_1 \in \mathbb{R},
\]

(4.17) determines \( \mathcal{P}T \)-symmetric extensions \( H \) of \( B^2 \), which are self-adjoint in the Krein space \((\mathcal{F}, [\cdot, \cdot]_{\mathcal{P}_1})\) and they have the property of \( C \)-symmetry with \( C = e^{i \xi \sigma_3} \mathcal{P}_1 \). Therefore, these operators are self-adjoint in the Hilbert space \( L_2(\mathbb{R}) \) with the new inner product (2.17).

The trace \( \text{tr}(T) \) and the determinant \( \det(T) \) of the matrix \( T \) in (4.17) are related with the parameters \( \beta_0, \beta_1 \) as follows:

\[
\beta_0 = \frac{1}{2} \text{tr}(T), \quad \beta_0^2 - \beta_1^2 = \det(T).
\]

The self-adjointness of \( H \) ensures the reality of the corresponding spectra \( \sigma(H) \). Employing corollary 4.2, we conclude that \( \sigma(H) \) is nonnegative if the parameters \( \beta_0 \) and \( \beta_1 \) in (4.17) satisfy (4.8). In that case, the operators \( H \) turn out to be 0-perturbed in the sense of definition 3.2 (with respect to the new inner product (2.17)) and the analytic continuations of the corresponding scattering matrices (3.6) take the form

\[
\mathcal{S}(z) = \begin{pmatrix} 1 - 2(1 + i z) \beta_0 \sigma_3 - 2(1 + i z) \beta_1 e^{i \xi \sigma_1} \\ 1 - 2(1 - i z) \beta_0 \sigma_3 - 2(1 - i z) \beta_1 e^{i \xi \sigma_1} \end{pmatrix}, \quad z \in \mathbb{C}_-.
\]

(4.18)

In (4.18), the matrix \( \sigma_3 \) contains information about the Krein space \((L_2(\mathbb{R}), [\cdot, \cdot]_{\mathcal{P}_1})\) in which a \( \mathcal{P}T \)-symmetric operator \( H \) can be interpreted as a self-adjoint one (thanks to (4.16)), while \( e^{i \xi \sigma_3} \) characterizes the new inner product (2.17) of \( L_2(\mathbb{R}) \) with respect to which \( H \) turns out to be self-adjoint as an operator acting in a Hilbert space.

The values of \( \mathcal{S}(z) \) are contraction operators in \( \mathbb{C}^2 \) if and only if \( \beta_1 = 0 \). In that case, the operators \( H \) determined by (2.21) with \( T = \beta_0 \sigma_0, 0 \leq \beta_0 \leq \frac{1}{2} \), are self-adjoint extensions of \( B^2 \) which have nonnegative real spectra and commute with every element of the Clifford algebra \( \mathcal{C}_2(\mathcal{P}, \mathbb{R}) \). The Friedrichs and the Krein–von Neumann extensions of \( B^2 \) are distinguished by the endpoints \( \beta_0 = 0 \) and \( \beta_1 = \frac{1}{2} \), respectively, and the corresponding functions \( \mathcal{S}(z) \) coincide with \( \sigma_0 \) and \(-\sigma_0 \).
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