ON STATIC AND EVOLUTIONARY HOMOGENIZATION IN CRYSTAL PLASTICITY FOR STRATIFIED COMPOSITES
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ABSTRACT. The starting point for this work is a static macroscopic model for a high-contrast layered material in single-slip finite crystal plasticity, identified in [Christowiak & Kreisbeck, Calc. Var. PDE (2017)] as a homogenization limit via Γ-convergence. First, we analyze the minimizers of this limit model, addressing the question of uniqueness and deriving necessary conditions. In particular, it turns out that at least one of the defining quantities of an energetically optimal deformation, namely the rotation and the shear variable, is uniquely determined, and we identify conditions that give rise to a trivial material response in the sense of rigid-body motions. The second part is concerned with extending the static homogenization to an evolutionary Γ-convergence-type result for rate-independent systems in specific scenarios, that is, under certain assumptions on the slip systems and suitable regularizations of the energies, where energetic and dissipative effects decouple in the limit. Interestingly, when the slip direction is aligned with the layered microstructure, the limiting system is purely energetic, which can be interpreted as a loss of dissipation through homogenization.
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1. INTRODUCTION

Motivated by new trends in technology that require materials with non-standard properties, the study of artificially engineered composites (metamaterials) has been the subject of an intense research activity at the triple point between mathematics, physics, and materials science.

Here, we investigate the effective deformation behavior of a special class of mechanical metamaterials exhibiting the following two features whose interplay generates a highly anisotropic material response: (i) the geometry of the heterogeneities is characterized by periodically alternating layers of two different components; (ii) the material properties of the two components show strong differences, in the sense that one is rigid, while the other one is softer, allowing for large-strain elastoplastic deformations along prescribed slip directions.

The asymptotic analysis of variational models for such stratified materials with fully rigid components and complete adhesion between the phases was initiated by Christowiak and Kreisbeck in [5], which is the starting point for this paper. More precisely, the subject of [5] is a two-dimensional homogenization problem in the context of finite elastoplasticity, with geometrically nonlinear but rigid elasticity, where the softer component can be deformed along a single active plastic slip system with linear self-hardening. At the core of the homogenization result via Γ-convergence [5, Theorem 1.1] lies the characterization of the weak closures of the set of admissible deformations via an asymptotic rigidity result. In [11], these techniques have been carried forward to a model for plastic composites without linear hardening in the spirit of [9], which leads to a variational limit problem on the space of functions of bounded variation. Natural generalizations of these models to three (and higher) dimensions, where the material heterogeneities are either layers or fibers are studied [6] and [15], respectively. Note that these two references, which are formulated in context of nonlinear elasticity, use energy densities with p-growth for $1 < p < +\infty$, 
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and consider also non-trivial elastic energies on the stronger components, which allows treating also very stiff (but not necessarily rigid) reinforcements. As for their mathematical structure, all the aforementioned papers feature energies of integral form, characterized by linear or superlinear growth, subject to non-convex differential constraints. For related work on alternative approaches to layered and fiber-reinforced high-contrast composites with different choices of scaling relations between the elastic constants, thickness and adhesive parameters, see e.g. [2, 4, 14, 28].

Our goal in this work is twofold. First, we provide an analysis of minimizers for the effective energy functional derived in [5] as a homogenized $\Gamma$-limit; in particular, we address the question of uniqueness and identify necessary conditions for minimizers. Second, for some specific case studies, we complement the static homogenization of [5] by an evolutionary $\Gamma$-convergence analysis. Generally speaking, evolutionary $\Gamma$-convergence aims at transferring the concept of limit passages in parameter-dependent stationary variational problems to time-dependent settings. For energetic rate-independent systems such a theory was developed by Mielke, Roubíček and Stefanelli in [24]. In parallel to the main feature of $\Gamma$-convergence (see e.g. [3, 10]), which guarantees the convergence of solutions, i.e., (almost) minimizers of the parameter-dependent functionals converge to minimizers of the limit functional, evolutionary $\Gamma$-convergence for rate-independent systems implies that energetic solutions, again converge to energetic solutions of the limit system. In cases where energetic solutions do not exist, which is the situation in this paper, one can work instead with solutions to associated approximate incremental problems. For a comprehensive introduction to the topic, we refer to [23, Sections 2.3-2.5, Section 3.5.4]; for applications in linearized elastoplasticity, see e.g. [17, 26] on homogenization, or [25] on a rigorous justification through a rigorous linearization of finite-strain plasticity.

In order to describe our results in more detail, some notation needs to be introduced. Let $\Omega \subset \mathbb{R}^2$ be a bounded Lipschitz domain, which is assumed to represent the reference configuration of a high-contrast material with bilayered microstructure encoded by the alternation of two horizontal layers, a soft and a rigid one, see Figure 1. Without loss of generality, we can assume that

$$\int_{\Omega} x \; dx = 0,$$

namely that the barycenter of $\Omega$ lies in the origin. To mathematically describe the geometry of the heterogeneities, consider the periodicity cell $Y := [0,1)^2$, which we subdivide into $Y = Y_{\text{soft}} \cup Y_{\text{rig}}$ with $Y_{\text{soft}} := [0,1) \times [0,\lambda)$ for $\lambda \in (0,1)$ and $Y_{\text{rig}} := Y \setminus Y_{\text{soft}}$. All sets are extended by periodicity to $\mathbb{R}^2$. The (small) parameter $\varepsilon > 0$ describes the thickness of a pair (one rigid, one softer) of fine layers, and can be viewed as the intrinsic periodicity scale of the microstructure. The collection of all rigid and soft layers in $\Omega$ corresponds to the sets $\varepsilon Y_{\text{rig}} \cap \Omega$ and $\varepsilon Y_{\text{soft}} \cap \Omega$, respectively.
Regarding the material properties, the body as a whole exhibits an elastoplastic behavior characterized by finite single-slip crystal plasticity with rigid elasticity throughout, but the deformations on the individual rigid layers are restricted to global rotations or translations. We point out that several different models of finite elastoplasticity have been proposed and analyzed in the literature, see e.g. [18] for a general introduction; recent contributions include an analysis of the incompatibility tensor [1], a formulation keeping track of frame-invariance of intermediate configurations [16], as well as discussions of different (multiplicative) decompositions of deformation gradients [12, 13, 29]. Here, we adopt the classical approach introduced in [19, 21]: The gradient of every deformation $u : \Omega \rightarrow \mathbb{R}^2$ decomposes into the product of an elastic strain $F_{el}$, and a plastic one, $F_{pl}$, satisfying

$$\nabla u = F_{el}F_{pl}.$$  

(1.2)

Due to the assumption that the elastic behavior of the body is purely rigid, one has

$$F_{el} \in SO(2) \quad \text{almost everywhere (a.e.) in } \Omega,$$

where $SO(2)$ denotes the set of rotations in $\mathbb{R}^2$. As for the plastic part, the presence of a single active slip, with slip direction $s \in \mathcal{S}^1 := \{s \in \mathbb{R}^2 : |s| = 1\}$ and associated slip plane normal $m = s^\perp$, translates into

$$F_{pl} = \text{Id} + \gamma s \otimes m,$$

(1.3)

where the shear coefficient $\gamma$ measures the amount of slip. While the material is free to glide along the slip system in the softer phase, it is required that $\gamma$ vanishes on the layers consisting of the rigid material, i.e., $\gamma = 0$ in $\varepsilon Y_{\text{rig}} \cap \Omega$.

Collecting these modeling assumptions, we define, for $\varepsilon > 0$, the class $\mathcal{A}_\varepsilon^{(s)}$ of admissible deformations as

$$\mathcal{A}_\varepsilon^{(s)} := \{u \in \mathcal{Y} : \nabla u = R_u(\text{Id} + \gamma_u s \otimes m) \ \text{a.e. in } \Omega, \quad R_u \in L^\infty(\Omega; SO(2)), \gamma_u \in L^2(\Omega), \gamma_u = 0 \ \text{a.e. in } \varepsilon Y_{\text{rig}} \cap \Omega\},$$

(1.4)

where $\mathcal{Y} = W^{1,2}(\Omega; \mathbb{R}^2) \cap L^2_0(\Omega; \mathbb{R}^2)$, and $L^2_0(\Omega; \mathbb{R}^2) = \{u \in L^2(\Omega; \mathbb{R}^2) : \int_\Omega u \, dx = 0\}$ denotes the space of $L^2$-functions with zero average in $\Omega$. In light of the completely rigid behavior of the body in $\varepsilon Y_{\text{rig}} \cap \Omega$, and the plastic deformation behavior along a single slip system, for which we assume linear hardening, in $\varepsilon Y_{\text{soft}} \cap \Omega$, the stored elastoplastic energy of a deformation $u \in \mathcal{Y}$ reads as

$$E_{\varepsilon}^{(s)}(u) = \begin{cases} \varepsilon Y_{\text{soft}} \cap \Omega |\gamma_u|^2 \, dx & \text{if } u \in \mathcal{A}_\varepsilon^{(s)}, \\ +\infty & \text{otherwise}; \end{cases}$$

(1.5)

notice that a model for homogeneous materials with the properties of the softer component above has been studied in [7, 8], and we refer the reader to [9] for a corresponding analysis in the absence of hardening.

In order to state the homogenization result from [5], let us introduce, for any slip direction $s = (s_1, s_2) \in \mathcal{S}^1$ the following class of deformations

$$\mathcal{A}^{(s)} := \{u \in \mathcal{Y} : \nabla u = R_u(Id + \gamma_u e_1 \otimes e_2), R_u \in SO(2), \gamma_u \in L^2(\Omega), \gamma_u \in K^{(s)} \ \text{a.e. in } \Omega\},$$

(1.6)

with

$$K^{(e_2)} := \{0\}, \quad K^{(e_1)} := \mathbb{R}, \quad \text{and } K^{(s)} := \begin{cases} [0, -2\lambda \frac{s_1}{s_2}] & \text{if } s_1 s_2 < 0, \\ [-2\lambda \frac{s_1}{s_2}, 0] & \text{if } s_1 s_2 > 0, \end{cases}$$

(1.7)
Throughout the paper, we will often use - without further mention - one of the following alternative representations of the set in (1.6), that is,
\[ A^{(s)} = \{ u \in Y : u(x) = R_u(x + \Gamma(x)e_1) \text{ for } x \in \Omega, \Gamma_u \in W^{1,2}(\Omega) \cap L_0^2(\Omega), \] \[ R_u \in \text{SO}(2), \partial_1 \Gamma_u = 0, \partial_2 \Gamma_u \in K^{(s)} \text{ a.e. in } \Omega \} \] (1.8)
\[ = \{ u \in Y : \nabla u \in M^{(s)}, \gamma_u \in K^{(s)} \text{ a.e. in } \Omega \}, \] (1.9)
where
\[ M^{(s)} := \{ F \in \mathbb{R}^{2 \times 2} : \det F = 1, |Fs| = 1 \}. \] (1.10)

We observe that if \( u \in A^{(s)} \), then \( \text{curl}\ \nabla u = 0 \) implies \( \partial_1 \gamma_u = 0 \). Hence, the set \( A^{(s)} \) is intrinsically one-dimensional.

With this notation in place, we can now formulate [5, Theorem 1.1], which characterizes the macroscopic material response of the considered stratified high-contrast composites in terms of \( \Gamma \)-convergence: The \( \Gamma \)-limit for \( \varepsilon \to 0 \) of the energies \( (E^{(s)}_{\varepsilon})_{\varepsilon} \) in the weak \( W^{1,2} \)-topology is given for \( u \in Y \) by the functional
\[ E^{(s)}(u) := \begin{cases} \frac{s_1^2}{\lambda} \int_{\Omega} \gamma_u^2 \, dx - 2s_1s_2 \int_{\Omega} \gamma_u \, dx & \text{for } u \in A^{(s)}, \\
+\infty & \text{otherwise}. \end{cases} \] (1.11)

As \( \Gamma \)-convergence is invariant under continuous perturbations, the previous result is not affected by adding external loading to the stored energy functionals \( E^{(s)}_{\varepsilon} \) in (1.5). If we augment \( E^{(s)} \) with a term describing work due to a body force with density \( g \in L^2(\Omega; \mathbb{R}^2) \), the functional to study is
\[ I^{(s)}_g(u) := E^{(s)}(u) - \int_{\Omega} g \cdot u \, dx \] (1.12)
for \( u \in Y \).

The essence of our first main result can then be summarized in simple terms as follows:

**Conclusion 1.1 (Uniqueness of rotations and shear coefficients).** For any slip direction \( s \in \mathcal{S}^1 \) and any applied load \( g \in L^2(\Omega; \mathbb{R}^2) \), either the rotation or the shear coefficient associated to minimizers of \( I^{(s)}_g \) are uniquely determined.

We refer to Section 2 for the precise assumptions, as well as to Lemma 2.1 and Proposition 2.3 for the formulation of the statement and the proof of this result. Besides this general observation about uniqueness, we also discuss necessary and sufficient conditions for minimizers under specific conditions on the slip directions and the applied loads, including criteria for trivial deformation behavior in the form of rigid-body motions.

In the second part of this paper (see Section 3), we expand the homogenization of the introduced static model to a quasistatic context by incorporating time-dependent loadings and dissipation acting on the shear variable; to be more precise, we work with dissipations \( D \) that are given as the difference of the shear coefficients measured in the \( L^1 \)-norm. Our second main contribution regards the asymptotic analysis of such extended models in the framework of evolutionary \( \Gamma \)-convergence for energetic rate-independent systems (see [23], as well as the beginning of Section 3, where we give a brief outline of this theory adapted to the setting of this paper). An intuitive, rough version of our findings reads:

**Conclusion 1.2 (Evolutionary \( \Gamma \)-convergence).** Suppose that the slip direction is aligned or orthogonal to the orientation of the material microstructure, meaning \( s = e_1 \) or \( s = e_2 \). Considering a family of rate-independent systems with (suitably regularized versions of) the stored energies
from (1.5) and dissipation distance $\mathcal{D}$, it follows that energetic and dissipative effects decouple in the limit $\varepsilon \to 0$. Moreover, (approximate) solutions (to the associated time-discrete incremental problems) of the $\varepsilon$-dependent systems converge to energetic solutions of a system involving the stored energy $E^{(s)}$ from (1.11) and $\mathcal{D}$.

If $s = e_1$, the limiting system is very restrictive and corresponds to a purely energetic evolution without any dissipation, so that one can speak of a loss of dissipation through homogenization.

The precise formulation of Conclusion 1.2 for $s = e_2$ and $s = e_1$ can be found in Theorems 3.1 and 3.3, respectively. In both cases, the proof strategy relies on the well-established scheme in [23, Section 2.3-2.5]. The only delicate point is the construction of a so-called “mutual recovery sequence”, for which we utilize tailored arguments that keep track of the special geometry of the problem.

This article is organized as follows: Section 2 is entirely devoted to the study of the static minimization problem, while Section 3 deals with evolutionary $\Gamma$-convergence.

Notation. Throughout the manuscript, $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^2$, and $S^1$ is the unit sphere in $\mathbb{R}^2$, i.e., $S^1 := \{s \in \mathbb{R}^2 : |s| = 1\}$. For $a \in \mathbb{R}^2$ with $a \neq 0$, we use the short-hand notation $\bar{a} = a/|a|$. We take $e_1, e_2$ as the standard unit-vectors in $\mathbb{R}^2$, and define $\bar{a}^\perp := a_1e_2 - a_2e_1 \in \mathbb{R}^2$ for any $a = (a_1, a_2) \in \mathbb{R}^2$. Analogously, for functions $g : \Omega \to \mathbb{R}^2$, the map $g^\perp$ is given as $g^\perp(x) = g(x)^\perp$ for all $x \in \Omega$. For the trace of a matrix $A \in \mathbb{R}^{2 \times 2}$, we write $\text{Tr} A$, while $\text{id} : \mathbb{R}^2 \to \mathbb{R}^2$ denotes the identity map and $\mathbb{I}$ its differential. Further, $1_U : \mathbb{R}^2 \to \{0, 1\}$ is the indicator function for a set $U \subset \mathbb{R}^2$, i.e., $1_U(x) = 1$ if and only if $x \in U$. Our notation for the dual of a vector space $\mathcal{Y}$ is $\mathcal{Y}'$, and the corresponding duality pairing is denoted by $\langle \cdot, \cdot \rangle_{\mathcal{Y}' \mathcal{Y}}$, or simply by $\langle \cdot, \cdot \rangle$. As for $L^p$- and Sobolev spaces, we follow the classical notational conventions, indicating explicitly the target space other than $\mathbb{R}$, we write, e.g., $L^2(\Omega; \mathbb{R}^2)$ and $W^{1,2}(\Omega) = W^{1,2}(\Omega; \mathbb{R})$. Finally, when speaking of the convergence of a family $(a_\varepsilon)_\varepsilon$ with a continuous parameter $\varepsilon > 0$, we actually mean that each of the sequences $(a_\varepsilon)_j$ with $\varepsilon_j \downarrow 0$ converges for $j \to +\infty$ to the same limit.

2. Minimizers of the static homogenized limit problem

In this section, we analyze, for every $g \in L^2(\Omega; \mathbb{R}^2)$ and $s \in S^1$, the variational problem

$$
\text{minimize } I^{(s)}_g(u) = E^{(s)}(u) - \int_\Omega g \cdot u \, dx \quad \text{for } u \in \mathcal{Y}.
$$

(2.1)

Existence of solutions to (2.1) follows from the direct method in the calculus of variations. Indeed, observing that $I^{(s)}_g$ is the $\Gamma$-limit resulting from the homogenization procedure studied in [5], along with the fact that the term $u \mapsto -\int_\Omega g \cdot u \, dx$ constitutes a continuous perturbation, yields the lower semicontinuity of the functional $I^{(s)}_g$ regarding the weak topology of $W^{1,2}(\Omega; \mathbb{R}^2)$. The sequential weak compactness of the sublevel sets of $I^{(s)}_g$ follows from the quadratic growth of $I^{(s)}_g$ with respect to $\|\gamma_u\|_{L^2(\Omega)}$ in combination with the special structure of $\mathcal{A}^{(s)}$, which contains only globally rotated shear deformations, see (1.6).

The aim of this section is to address the issues of uniqueness of solutions to (2.1) and their explicit characterization. We start by introducing some auxiliary quantities for our analysis: For given $\Gamma \in L^2(\Omega)$ and $g \in L^2(\Omega; \mathbb{R}^2)$, let

$$
\Lambda(g, \Gamma) := \hat{g} + \int_\Omega \Gamma g \, dx
$$
with
\[
\hat{g} := \int_{\Omega} x_1 g(x) - x_2 g^+(x) \, dx = \int_{\Omega} \hat{G}(x) x \, dx \tag{2.2}
\]
and \(\hat{G}(x) := (g(x) - g^+(x)) \) for \( x \in \Omega \).

Given this terminology, one obtains for \( u \in A^{(s)} \) with \( u = R_u(id + \Gamma_u e_1) \), cf. (1.8), that
\[
\int_{\Omega} g \cdot u \, dx = \int_{\Omega} x_1 g \cdot R_u e_1 + x_2 g \cdot (R_u e_1)^\perp + \Gamma_u g \cdot R_u e_1 \, dx = \Lambda(g, \Gamma_u) \cdot R_u e_1. \tag{2.3}
\]

Motivated by this observation, we can set up a variational problem that is equivalent to solving (2.1) and involves only the shear variable \( \Gamma \). This reformulation is made precise in the following lemma.

**Lemma 2.1.** Let \( J_g^{(s)} : W^{1,2}(\Omega) \cap L^2_0(\Omega) \to \mathbb{R} \cup \{-\infty\} \) be given by
\[
J_g^{(s)}(\Gamma) := \begin{cases} 
\frac{s_1^2}{\lambda} \int_{\Omega} (\partial_2 \Gamma)^2 \, dx - 2s_1 s_2 \int_{\Omega} \partial_2 \Gamma \, dx - |\Lambda(g, \Gamma)| & \text{if } \partial_1 \Gamma = 0, \partial_2 \Gamma \in K^{(s)} \text{ a.e. in } \Omega, \\
+\infty & \text{otherwise}.
\end{cases}
\]

Then, \( u \in A^{(s)} \) is a minimizer of \( I_g^{(s)} \) if and only if \( \Gamma_u \) is a minimizer of \( J_g^{(s)} \) and
\[
\begin{cases} 
R_u e_1 = \Lambda(g, \Gamma_u) & \text{if } \Lambda(g, \Gamma_u) \neq 0, \\
R_u \in SO(2) & \text{if } \Lambda(g, \Gamma_u) = 0.
\end{cases} \tag{2.4}
\]

Moreover, \( \min_{u \in Y} I_g^{(s)}(u) = \min_{\Gamma \in W^{1,2}(\Omega) \cap L^2_0(\Omega)} J_g^{(s)}(\Gamma) \).

**Proof.** First, we verify via a simple application of the direct method that minimizers of \( J_g^{(s)} \) exist. To check for coercivity, we argue in the case \( s \neq e_1 \) that the domain of \( J_g^{(s)} \) is a bounded subset of \( W^{1,2}(\Omega) \) and thus, precompact in the weak topology of \( W^{1,2}(\Omega) \). If \( s = e_1 \), consider a minimizing sequence \( (\Gamma_n)_n \) for \( J_g^{(e_1)} \) such that for every \( n \in \mathbb{N} \),
\[
J_g^{(e_1)}(\Gamma_n) \leq \inf_{\Gamma \in W^{1,2}(\Omega) \cap L^2_0(\Omega)} J_g^{(e_1)}(\Gamma) + \frac{1}{n},
\]
and hence, \( \partial_1 \Gamma_n = 0 \) and
\[
\frac{1}{\lambda} \int_{\Omega} (\partial_2 \Gamma_n)^2 \, dx \leq -|\Lambda(g, 0)| + \frac{1}{n} + |\hat{g}| + \|\Gamma_n\|_{L^2(\Omega)} \|g\|_{L^2(\Omega; \mathbb{R}^2)},
\]
so that \( (\Gamma_n)_n \) is bounded in \( W^{1,2}(\Omega) \) by the Poincaré-Wirtinger inequality, and therefore has a weakly converging subsequence in \( W^{1,2}(\Omega) \). Finally, the existence of a minimizer follows as the functionals \( J_g^{(s)} \) are all lower semicontinuous with respect to the weak topology in \( W^{1,2}(\Omega) \).

To prove the statement, we start with the preliminary observation that by (2.3),
\[
I_g^{(s)}(u) = J_g^{(s)}(\Gamma_u) - \Lambda(g, \Gamma_u) \cdot R_u e_1 + |\Lambda(g, \Gamma_u)|, \tag{2.5}
\]
for every \( u \in A^{(s)} \) with \( u = R_u(id + \Gamma_u e_1) \), see (1.8).

Now, let \( u^* \) be a minimizer of \( I_g^{(s)} \) in \( A^{(s)} \) with \( u^* = R^*(id + \Gamma^* e_1) \). If we consider \( u = R(id + \Gamma^* e_1) \) for different \( R \in SO(2) \), then (2.4) is a direct consequence of the optimality of \( u^* \) and of (2.5). Choosing a competitor \( u = R^*(id + \Gamma e_1) \), we infer from the minimality of \( u^* \) for \( I_g^{(s)} \) in combination with (2.5) that \( \Gamma^* \) is minimal for \( J_g^{(s)} \).
Conversely, let $\Gamma^*$ be a minimizer of $I_{g}^{(s)}$ and let $R^*$ be such that (2.4) holds true. Then, the minimality of the map $u^* = R^*(\text{id} + \Gamma^* e_1)$ for $I_{g}^{(s)}$ follows once again from (2.5).

**Remark 2.2.** a) Notice that while the values of the energy functionals $I_{g}^{(s)}$ depend quadratically and linearly on $\gamma_u$, the dependence of $I_{g}^{(s)}$ on its domain involves a combination of convex and concave terms.

b) In the case $s = e_2$, the situation is particularly simple. As the class of admissible functions does not include any shear deformations and is thus very restrictive, the problem comes down to analyzing rigid-body motion in response to external loading, or in other words, to discussing

\[ \left\{ \begin{array}{ll} \frac{R_u e_1}{|g|} & \text{if } \tilde{g} \neq 0, \\
R_u \in SO(2) & \text{otherwise.} \end{array} \right. \]

In the case of non-unique rotations for minimizers of $I_{g}^{(s)}$, we can prove a partial uniqueness result for the shears $\Gamma$. In combination with Lemma 2.1, it shows that at least one of the building blocks of a minimizer, that is, rotation or shear, is uniquely determined.

**Proposition 2.3.** Let $u, w \in A^{(s)}$ be two minimizers of $I_{g}^{(s)}$. If $\Lambda(g, \Gamma_w) = 0$, then $\gamma_u = \gamma_w$, or equivalently, $\Gamma_u = \Gamma_w$.

**Proof.** For $\delta \in (0, 1)$, consider the map $z_\delta := (1 - \delta)u + \delta R_u w$, which satisfies $z_\delta \in A^{(s)}$ with $R_{z_\delta} = R_u$ and $\gamma_{z_\delta} = (1 - \delta)\gamma_u + \delta \gamma_w$, cf. (1.6). Then,

\[ 0 \leq I_{g}^{(s)}(z_\delta) - (1 - \delta)I_{g}^{(s)}(u) - \delta I_{g}^{(s)}(w) = (\delta^2 - \delta)\frac{s^2}{\lambda} \int_{\Omega} (\gamma_u - \gamma_w)^2 \ dx + \delta \int_{\Omega} g \cdot (R_u R_w^T w - w) \ dx. \]

We observe that $R_u R_w^T w - w = (R_u - R_w)(\text{id} + \Gamma_w e_1)$, so that

\[ \int_{\Omega} g \cdot (R_u R_w^T w - w) \ dx = \left( \int_{\Omega} x_1 g(x) - x_2 g(x) \ dx + \Gamma_w g(x) \ dx \right) \cdot (R_u - R_w) e_1 = \Lambda(g, \Gamma_w) \cdot (R_u e_1 - R_w e_1) = 0, \]

in view of the assumption $\Lambda(g, \Lambda_w) = 0$. Thus,

\[ 0 \geq \frac{s^2}{\lambda} \int_{\Omega} (\gamma_u - \gamma_w)^2 \ dx \geq 0, \quad (2.6) \]

which shows that $\gamma_u = \gamma_w$. \hfill $\square$

In what follows, we specify our discussion to the case of a square-shaped reference configuration $\Omega = (-1, 1)^2$, which allows for a refined analysis. Indeed, in this setting, one can decouple the two spatial variables and view $\Gamma_u$ and $\gamma_u$ for $u \in A^{(s)}$ as functions of one variable, i.e., as elements of $W^{1,2}(-1, 1)$ and $L^2(-1, 1)$, respectively. Moreover,

\[ \Lambda(g, \Gamma) = \tilde{g} + \int_{-1}^1 \Gamma(x_2) [g]_{x_1}(x_2) \ dx_2 \quad \text{and} \quad \tilde{g} = \int_{-1}^1 x_1 [g]_{x_1}(x_1) \ dx_1 - \int_{-1}^1 x_2 [g]_{x_2}^\perp(x_2) \ dx_2 \]

with $[g]_{x_1} := \int_{-1}^1 g(x_1, \cdot) \ dx_1$ and $[g]_{x_2} := \int_{-1}^1 g(\cdot, x_2) \ dx_2$. 
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Example 2.4 (Examples of \( \hat{g} \) for \( \Omega = (-1, 1)^2 \)). a) If \( g \) describes linear loading, i.e., \( g(x) := Ax + b \) for \( x \in \Omega \) with given (non-trivial) \( A \in \mathbb{R}^{2 \times 2} \) and \( b \in \mathbb{R}^2 \), a direct calculation shows that
\[
\hat{g} = \frac{4}{3} \begin{pmatrix} \text{Tr} A \\ A_{12} - A_{21} \end{pmatrix}.
\]
If \( A \) is symmetric with non-zero trace, then \( \hat{g}/|g| = e_1 \), whereas \( \hat{g}/|g| = e_2 \) for a skew-symmetric \( A \).

b) When \( g \) is constant, then trivially, \( \hat{g} = 0 \). In that case, also \( \Lambda(g, \Gamma) = 0 \) for any admissible \( \Gamma \) due to the fact that \( \Gamma \in L_0^2(-1, 1) \) has vanishing mean value. Besides, in light of the property that \( \Omega \) has its barycenter in the origin, \( \hat{g} = 0 \) if \( g \) is of the form
\[
g(x) = \sum_{i=1}^N A_i \begin{pmatrix} x_1^{\alpha_i} x_2^{\beta_i} \\ x_1^{\gamma_i} x_2^{\delta_i} \end{pmatrix}, \quad x \in \Omega,
\]
with \( A_i \in \mathbb{R}^{2 \times 2} \) and \( \alpha_i, \beta_i, \gamma_i, \delta_i \) odd integers for \( i = 1, \ldots, N \in \mathbb{N} \).

Under special assumptions on the loads or the slip systems, we can identify further conditions on minimizers of \( J_g^{(s)} \), and hence also of \( I_g^{(s)} \), as the next results illustrate.

Proposition 2.5. Let \( \Omega = (-1, 1)^2 \) and suppose that \( [g]_{x_1} \) is constant. If \( \Gamma \in W^{1,2}(-1, 1) \cap L_0^2(-1, 1) \) is a minimizer of \( J_g^{(s)} \), then \( \Gamma = 0 \). Every minimizer of \( I_g^{(s)} \) is a rigid-body motion.

Proof. The case \( s = e_2 \) is covered in Remark 2.2. Assume now that \( s \neq e_2 \). If \( [g]_{x_1} \) is constant, then \( \Lambda(g, \Gamma) = \hat{g} \), and thus, \( \Lambda(g, \Gamma) \) is independent of \( \Gamma \). The functional \( J_g^{(s)} \) is then strictly convex with a unique minimizer \( \Gamma \) satisfying
\[
\Gamma' \in \arg\min_{\gamma \in L^2(-1,1;K^{(s)})} \int_{-1}^1 \frac{s_1^2}{\lambda} \gamma^2 - 2s_1 s_2 \gamma \, dx_2,
\]
where \( \Gamma' \) denotes the weak derivative of \( \Gamma \). By Jensen’s inequality, this implies that \( \Gamma' \) is constant with
\[
\Gamma' \in \arg\min_{\gamma \in K^{(s)}} \frac{s_1^2}{\lambda} \gamma^2 - 2s_1 s_2 \gamma = \{0\}; \tag{2.7}
\]
for the last identity, we make use of the fact that the vertex of the parabola in (2.7), that is, \( \eta = \frac{2s_1}{s_2} \lambda \), does not lie in \( K^{(s)} \) for \( s \neq e_1 \).

Summing up, we have shown that \( \Gamma' = 0 \), and therefore \( \Gamma = 0 \). The second statement is then an immediate consequence of Lemma 2.1. \( \square \)

For \( s = e_1 \), we have the following necessary condition for minimizers of \( J_g^{(e_1)} \).

Proposition 2.6. Let \( \Omega = (-1, 1)^2 \), and let \( \Gamma \in W^{1,2}(-1, 1) \cap L_0^2(-1, 1) \) be a critical point of \( J_g^{(e_1)} \).

a) If \( \Lambda(g, \Gamma) = 0 \), then \( \Gamma = 0 \).

b) If \( \Lambda(g, \Gamma) \neq 0 \), the differential equation
\[
\Gamma'' = -\frac{\lambda}{4} \Lambda(g, \Gamma) \cdot \left( [g]_{x_1} - \frac{1}{2} \int_{-1}^1 [g]_{x_1} \, dx_2 \right) \tag{2.8}
\]
holds in the sense of distributions. In particular, \( \Gamma \in W^{2,2}(-1, 1) \).
Proof. We first prove a). Let \( \psi \in C_c^\infty(-1,1) \). For any \( \delta \in \mathbb{R} \), we define the variation
\[
\Gamma_\delta = \Gamma + \delta \Psi,
\]
where \( \Psi \) is the primitive of \( \psi \) with vanishing mean value. To obtain optimality conditions for the minimizer \( \Gamma \), we calculate that
\[
0 = \frac{d}{d\delta}_{|\delta=0} J_y^{(e_1)}(\Gamma_\delta) = \frac{d}{d\delta}_{|\delta=0} \frac{2}{\lambda} \int_{-1}^{1} (\Gamma' + \delta \psi)^2 \, dx_2 - |\Lambda(g,\Gamma + \delta \Psi)|
\]
\[
= \int_{-1}^{1} \frac{4}{\lambda} \Gamma' \psi \, dx_2 - \left( \int_{-1}^{1} [g]_{x_1} \Psi \, dx_2 \right) \cdot \Lambda(g,\Gamma) = \int_{-1}^{1} \frac{4}{\lambda} \Gamma' \psi \, dx_2.
\]
This implies that \( \Gamma' = 0 \) and concludes the proof in view of the fact that \( \Gamma \in L_0^2(-1,1) \).

Next, we prove b). For any \( \Psi \in C_c^\infty(-1,1) \), consider the variation
\[
\Gamma_\delta = \Gamma + \delta \left( \Psi - \frac{1}{2} \int_{-1}^{1} \Psi \, dx_2 \right).
\]
The claim then follows from the computation
\[
0 = \frac{d}{d\delta}_{|\delta=0} J_y^{(e_1)}(\Gamma_\delta) = \frac{d}{d\delta}_{|\delta=0} \frac{2}{\lambda} \int_{-1}^{1} (\Gamma' + \delta \psi')^2 \, dx_2 - |\Lambda(g,\Gamma + \delta \Psi)|
\]
\[
= \int_{-1}^{1} \frac{4}{\lambda} \Gamma' \psi \, dx_2 - \left( \int_{-1}^{1} [g]_{x_1} \cdot \left( \Psi - \frac{1}{2} \int_{-1}^{1} \Psi \, dx_2 \right) \, dx_2 \right) \cdot \Lambda(g,\Gamma)
\]
\[
= \int_{-1}^{1} \frac{4}{\lambda} \Gamma' \psi - \Lambda(g,\Gamma) \cdot \left( [g]_{x_1} - \frac{1}{2} \int_{-1}^{1} [g]_{x_1} \, dx_2 \right) \Psi \, dx_2.
\]
\[\square\]

Remark 2.7. Note that case a) can only occur in a scenario where \( \widehat{g} = 0 \). If \( [g]_{x_1} \) is constant in addition, one concludes from Proposition 2.6 the necessary condition \( \Gamma'' = 0 \) for critical points of \( J_y^{(e_1)} \), which is in agreement with the characterization of minimizers in Proposition 2.5.

Example 2.8 (Affine loads). We discuss solutions to (2.8) in the special case of affine loads \( g(x) = Ax + b \) for \( x \in \Omega = (-1,1)^2 \) with \( A \in \mathbb{R}^{2 \times 2} \) and \( b \in \mathbb{R}^2 \). Then,
\[
[g]_{x_1}(x_2) = 2x_2 A_{e_2} + 2b \quad \text{for} \quad x_2 \in (-1,1),
\]
\[
[g]_{x_2}(x_1) = 2x_1 A_{e_1} + 2b \quad \text{for} \quad x_1 \in (-1,1),
\]
so that \( [g]_{x_1} - \frac{1}{2} \int_{-1}^{1} [g]_{x_1} \, dx_2 = 2x_2 A_{e_2} \), \( \widehat{g} = \frac{4}{3}(A_{e_1} - (A_{e_2})^\perp) \) and
\[
\Lambda(g,\Gamma) = \frac{4}{3}(A_{e_1} - (A_{e_2})^\perp) + 2A_{e_2} \int_{-1}^{1} x_2 \Gamma(x_2) \, dx_2.
\]
In view of (2.8), any critical point for \( J_y^{(e_1)} \) is a polynomial of third order, i.e.,
\[
\Gamma(x_2) = \alpha x_2^3 + \beta x_2^2 + \gamma x_2 + \delta \quad \text{with coefficients} \quad \alpha, \beta, \gamma, \delta \in \mathbb{R}.
\]
From \( \int_{-1}^{1} \Gamma(x_2) \, dx_2 = 0 \), we infer that \( \delta = -\frac{\beta}{3} \). Since the right-hand side of (2.8) has null average in \((-1,1)\), we conclude that \( \beta = 0 \) and thus,
\[
\Gamma(x_2) = \alpha x_2^3 + \gamma x_2.
\]
By plugging this structure into the expression of $J_y^{(e_1)}$, the problem of finding minimizers for $J_y^{(e_1)}$ reduces to the following two-dimensional optimization problem:

$$
\min_{(\alpha, \gamma) \in \mathbb{R}^2} \frac{4}{\lambda} \left( \frac{9}{5} \alpha^2 + \gamma^2 + 2\alpha \gamma \right) - \frac{4}{3} \left| Ae_1 - (Ae_2)^\perp + Ae_2 \left( \frac{3}{5} \alpha + \gamma \right) \right|
$$

3. Homogenization via evolutionary $\Gamma$-convergence

Before stating our findings on evolutionary $\Gamma$-convergence, we introduce the necessary terminology and recall a few definitions and abstract results from [24, 23], adjusted to our setting, for a self-contained presentation and the readers’ convenience. Let $Q = Y \times Z$, where $Y, Z$ are reflexive, separable Banach spaces endowed with the weak topology and $T > 0$. We write $q = (y, z) \in Q = Y \times Z$. Further, take an energy functional $E : [0, T] \times Q \to \mathbb{R}_\infty := \mathbb{R} \cup \{\infty\}$ of the form

$$
E(t, q) := E(q) - \langle l(t), y \rangle_{Y', Y},
$$

where $E : Q \to \mathbb{R}_\infty$ and $l \in W^{1,1}(0, T; Y')$, and let $D : Z \times Z \to [0, +\infty)$ be a dissipation distance, i.e., $D$ is definite and satisfies the triangle inequality. A triple $(Q, E, D)$ of such a state space, energy and dissipation functional is referred to as an (energetic) rate-independent system.

A process $q : [0, T] \to Q$ is called an energetic solution of the rate-independent system $(Q, E, D)$ if the global stability condition, i.e., $q(t) \in S(t)$ with

$$
S(t) := \{q \in Q : E(t, q(t)) < +\infty \text{ and } E(t, q) \leq E(t, \tilde{q}) + D(z, \tilde{z}) \text{ for all } \tilde{q} = (\tilde{y}, \tilde{z}) \in Q\},
$$

and the energy balance

$$
E(t, q(t)) + \text{Diss}_D(z; [0, t]) = E(0, q(0)) - \int_0^t \langle \dot{l}(\tau), y(\tau) \rangle \, d\tau
$$

hold for all $t \in [0, T]$, see [23, Definition 2.1.2]; here, $\dot{l}$ denotes the weak derivative of $l$ with respect to time, and for $q = (y, z) \in Q$,

$$
\text{Diss}_D(z; [0, t]) := \sup \left\{ \sum_{i=1}^N D(z(t_{j-1}), z(t_j)) : N \in \mathbb{N}, 0 = t_0 < t_1, \ldots, t_N = t \right\}.
$$

Now, consider energy and dissipation functionals $E_\varepsilon, D_\varepsilon$ with parameter $\varepsilon > 0$ and $E_0, D_0$ as introduced above (the same notations carry over as well, indicated by subscript $\varepsilon$ and 0, respectively). We say that the family $(Q, E_\varepsilon, D_\varepsilon)$ evolutionary $\Gamma$-converges (with well-prepared initial conditions) to $(Q, E_0, D_0)$ as $\varepsilon \to 0$, formally

$$
(Q, E_\varepsilon, D_\varepsilon) \overset{\varepsilon \to 0}{\rightharpoonup} (Q, E_0, D_0)
$$

if energetic solutions to $(Q, E_\varepsilon, D_\varepsilon)$ exist and if the limits of such solutions for $\varepsilon \to 0$ are energetic solutions to $(Q, E_0, D_0)$, along with suitable convergences of the energetic and the dissipated contributions; to be precise, if $q_\varepsilon : [0, T] \to Q$ are energetic solutions to $(Q, E_\varepsilon, D_\varepsilon)$ such that $q_\varepsilon(t) \to q(t)$ in $Q$ for all $t \in [0, T]$ and $E_\varepsilon(0, q_\varepsilon(0)) \to E_0(0, q(0))$ for $\varepsilon \to 0$, then $q : [0, T] \to Q$ is an energetic solution for $(Q, E_0, D_0)$, and it holds that

$$
E_\varepsilon(t, q_\varepsilon(t)) \to E_0(t, q(t)) \quad \text{and} \quad \text{Diss}_{D_\varepsilon}(z; [0, t]) \to \text{Diss}_{D_0}(z; [0, t]) \quad \text{for all } t \in [0, T],
$$

$$
\langle \dot{l}_\varepsilon(t), y_\varepsilon(t) \rangle \to \langle \dot{l}_0(t), y(t) \rangle \quad \text{for a.e. } t \in [0, T].
$$

If energetic solutions to $(Q, E_\varepsilon, D_\varepsilon)$ do not exist, one needs to employ a refined concept. In fact, we can fall back on the following related approach, based on approximate incremental problems, which automatically admit solutions. Based on [24, Section 4] on the relaxation of evolutionary
problems, we state a generalized version suitable for parameter-dependent families of energies and dissipations, as mentioned also in [23, Section 2.5.1]. In the following, we say that \((Q, E_\varepsilon, D_\varepsilon)_\varepsilon\) approximately evolutionary \(\Gamma\)-converges to \((Q, E_0, D_0)\) and write

\[
(Q, E_\varepsilon, D_\varepsilon) \overset{ev-\Gamma}{\rightarrow} (Q, E_0, D_0) \quad \text{as} \quad \varepsilon \to 0,
\]

if sequences of piecewise constant interpolants of approximate solutions to time-incremental problems for \((Q, E_\varepsilon, D_\varepsilon)\) have subsequences that converge to energetic solutions of \((Q, E_0, D_0)\) in a suitable sense. To be precise: For \(\varepsilon > 0\), let

\[
\mathcal{T}_\varepsilon = \{0 = \tau_\varepsilon^{(0)} < \tau_\varepsilon^{(1)} < \ldots < \tau_\varepsilon^{(N_\varepsilon-1)} < \tau_\varepsilon^{(N_\varepsilon)} = T\}
\]

with \(N_\varepsilon \in \mathbb{N}\), be a family of partitions of \([0, T]\) with fineness \(\nu(\mathcal{T}_\varepsilon) = \max_{k=1,\ldots,N_\varepsilon} \tau_\varepsilon^{(k)} - \tau_\varepsilon^{(k-1)} \to 0\) as \(\varepsilon \to 0\), and initial conditions \(q_\varepsilon^{(0)} \in Q\) with \(q_\varepsilon^{(0)} \rightarrow q^{(0)}\) in \(Q\) and \(E_\varepsilon(0, q_\varepsilon^{(0)}) \rightarrow E_0(0, q^{(0)}) \in \mathbb{R}\) as \(\varepsilon \to 0\). Consider the piecewise constant functions \(q_\varepsilon : [0, T] \to Q\) on the partition \(\mathcal{T}_\varepsilon\) with

\[
q_\varepsilon(t) = \sum_{k=1}^{N_\varepsilon} q_\varepsilon^{(k)} \mathbb{1}_{[\tau_\varepsilon^{(k-1)}, \tau_\varepsilon^{(k)}]};
\]

where \(q_\varepsilon^{(k)} \in Q\) for \(k = 1,\ldots,N_\varepsilon\) are iteratively determined solutions to the approximate incremental problem

\[
E_\varepsilon(\tau_\varepsilon^{(k)}, q_\varepsilon^{(k)}) + D_\varepsilon(q_\varepsilon^{(k-1)}, q_\varepsilon^{(k)}) \leq \inf_{\bar{q} \in Q} \left[ E_\varepsilon(\tau_\varepsilon^{(k)}, \bar{q}) + D_\varepsilon(q_\varepsilon^{(k-1)}, \bar{q}) \right] + \nu(\mathcal{T}_\varepsilon) \delta_\varepsilon^{(k)};
\]

here, \(\delta_\varepsilon^{(k)} > 0\) satisfies \(\sup_{\varepsilon > 0} \sum_{k=1}^{N_\varepsilon} \delta_\varepsilon^{(k)} < +\infty\). Then, (3.5) means that there exists a subsequence of \((q_\varepsilon)_\varepsilon\) (not relabeled) and an energetic solution \(q : [0, T] \to Q\) for \((Q, E_0, D_0)\) such that

\[
z_\varepsilon(t) \rightarrow z(t) \quad \text{in} \quad Z \quad \text{for all} \quad t \in [0, T],
\]

\[
E_\varepsilon(t, q_\varepsilon(t)) \rightarrow E_0(t, q(t)) \quad \text{and} \quad \text{Diss}_{D_\varepsilon}(z_\varepsilon; [0, t]) \rightarrow \text{Diss}_{D_0}(z; [0, t]) \quad \text{for all} \quad t \in [0, T],
\]

\[
\langle \tilde{l}_\varepsilon(t), y_\varepsilon(t) \rangle \rightarrow \langle l_0(t), y(t) \rangle \quad \text{for a.e.} \quad t \in [0, T].
\]

Next, we collect a list of conditions on \((Q, E_\varepsilon, D_\varepsilon)_\varepsilon\) and \((Q, E_0, D_0)\), which have been shown to provide sufficient criteria for (3.4) and (3.5):

(H1) \(D_\varepsilon = D\) for all \(\varepsilon > 0\), where \(D : Z \times Z \to [0, +\infty]\) is a lower-semicontinuous quasi-distance, i.e., definite and satisfying the triangle inequality;

(H2) \(E_\varepsilon : Q \to \mathbb{R}_\infty\) are lower semicontinuous for all \(\varepsilon > 0\);

(H3) \(E_\varepsilon(q) \geq C \parallel q \parallel_Q^\alpha - c\) for all \(q \in Q, \varepsilon > 0\) with \(C, c > 0\) and some \(\alpha > 1\), and \(l_\varepsilon \rightarrow l_0\) in \(W^{1,1}(0, T; \mathcal{Y}')\);

(H4) \((E_\varepsilon)_\varepsilon\) \(\Gamma\)-converges to \(E_0\) with respect to the topology of \(Q\);

(H5) if \((t_\varepsilon, q_\varepsilon)_\varepsilon\) is a stable sequence, that is, \(q_\varepsilon \in S_\varepsilon(t_\varepsilon)\) for all \(\varepsilon > 0\) and \(\sup_{\varepsilon > 0} E_\varepsilon(t_\varepsilon, q_\varepsilon) < +\infty\), such that \((t_\varepsilon, q_\varepsilon) \rightarrow (t, q)\) in \([0, T] \times Q\), then \(q \in S_0(t)\).

The above-listed hypotheses are specializations of the more general assumptions in [23, Sections 2.4.2, 2.5.1], tailored to the setting relevant for this work. In fact, as a corollary of [23, Theorem 2.4.10], the evolutionary \(\Gamma\)-convergence (3.4) follows if (H1)–(H5) hold and \((Q, E_\varepsilon, D_\varepsilon)\) admit energetic solutions.

The proof is based on a by now classical time-discretization strategy. If (H1), (H3), (H4) and (H5) hold, then (3.5) can be considered a consequence of [23, Theorem 2.5.1] or [24, Theorem 4.1]. Strictly speaking, the latter references write the statement explicitly only for relaxation, so assuming that \(E_\varepsilon\) are all identical for all \(\varepsilon\), but as mentioned there already, the results carry over to
general families of energy functionals after a straightforward modification. Both for (3.4) and (3.5), one obtains that the limit solution \( q : [0, T] \to Q \) is measurable.

When it comes to verifying the hypotheses, the critical condition to check is (H5). A sufficient condition is the existence of a mutual recovery sequence, cf. [23, (2.4.13), Proposition 2.4.8 (ii), Lemma 2.1.14]:

\[
\limsup_{\varepsilon \to 0} \mathcal{E}_\varepsilon(t_\varepsilon, q_\varepsilon) + \mathcal{D}_\varepsilon(q_\varepsilon, \tilde{q}_\varepsilon) - \mathcal{E}_\varepsilon(t_\varepsilon, q_\varepsilon) \leq \mathcal{E}_0(t, \tilde{q}) + \mathcal{D}_0(q, \tilde{q}) - \mathcal{E}_0(t, q). \tag{3.7}
\]

Now, after this brief excursion into the theory of evolutionary convergence for rate-independent systems, we discuss two different scenarios of such results as associated with the plasticity model introduced previously in Section 2. The key part of the proofs is the construction of mutual recovery sequences, where the main difficulty lies in accommodating the non-convex constraints in order to obtain admissible states. A full picture of evolutionary \( \Gamma \)-convergence in our homogenization setting of crystal plasticity seems currently out of reach. We present in the following a few first steps by studying specific cases where energetic and dissipative effects decouple, see Theorem 3.1 and Theorem 3.3 below.

Let us first introduce the general setting, fix notation and provide some preliminaries. It is assumed in the remainder of this section that \( \Omega = (-1, 1)^2 \) and \( s \in \{ e_1, e_2 \} \). Let \( Q = \mathcal{Y} \times \mathcal{Z} \) with \( \mathcal{Y} = W^{1,2}(\Omega; \mathbb{R}^2) \cap L^2(\Omega; \mathbb{R}^2) \) and \( \mathcal{Z} = L^2(\Omega) \), where both spaces are equipped with the corresponding weak topologies. We write \( q = (u, \gamma) \in Q \).

In what follows, we consider dissipation distances \( \mathcal{D} : Q \times Q \to [0, +\infty] \) given for every \( q = (u, \gamma), \tilde{q} = (\tilde{u}, \tilde{\gamma}) \in Q \) by either

\[
\mathcal{D}(q, \tilde{q}) = \mathcal{D}_1(q, \tilde{q}) := \delta \int_\Omega |\gamma - \tilde{\gamma}| \, dx = \delta \|\gamma - \tilde{\gamma}\|_{L^1(\Omega)} \tag{3.8}
\]

with a dissipation coefficient \( \delta > 0 \), or by

\[
\mathcal{D}(q, \tilde{q}) = \mathcal{D}_\geq(q, \tilde{q}) := \begin{cases} 
\mathcal{D}_1(q, \tilde{q}) & \text{if } \gamma \geq \tilde{\gamma} \text{ a.e. in } \Omega, \\
+\infty & \text{otherwise;}
\end{cases} \tag{3.9}
\]

note that the second choice of dissipation incorporates a monotonicity assumption on the direction of plastic glide, making for a unidirectional process. The underlying energy functionals \( \mathcal{E}_\varepsilon : [0, T] \times Q \to \mathbb{R}_\infty \) for \( \varepsilon > 0 \) associated to our system are

\[
\mathcal{E}_\varepsilon(t, q) := E_\varepsilon(q) - \int_\Omega g_\varepsilon(t) \cdot u \, dx, \tag{3.10}
\]

where \( g_\varepsilon \in W^{1,1}(0, T; L^2(\Omega; \mathbb{R}^2)) \) are given body forces and \( E_\varepsilon : Q \to [0, +\infty] \) time-independent energy contributions; the latter will be specified below in each subsection, but share the common property that their admissible states are contained in the sets

\[
\mathcal{B}_\varepsilon^{(s)} := \{ q = (u, \gamma) \in Q : \nabla u = R(\mathbb{I} + \gamma_s \otimes m), R \in L^\infty(\Omega; SO(2)), \gamma = 0 \text{ on } \varepsilon \mathrm{Y}_{\mathrm{rig}} \} \tag{3.11}
\]

where \( \mathcal{B}_\varepsilon^{(s)} := \{ q = (u, \gamma_u) \in Q : u \in \mathcal{A}_\varepsilon^{(s)} \} \),

\[
\mathcal{A}_\varepsilon^{(s)} = \{ u \in \mathcal{Y} : \nabla u = R_u(\mathbb{I} + \gamma_u s \otimes m), R_u \in L^\infty(\Omega; SO(2)), \gamma_u = 0 \text{ on } \varepsilon \mathrm{Y}_{\mathrm{rig}} \}.
\]
As it was shown in [5], the limits of sequences of in $\mathcal{B}_\varepsilon^{(s)}$ can be characterized via
\[
\mathcal{B}^{(s)} := \{ q \in \mathcal{Q} : q_\varepsilon \to q \text{ in } \mathcal{Q}, \ q_\varepsilon \in \mathcal{B}_\varepsilon^{(s)} \text{ for all } \varepsilon > 0 \} = \{(u, \gamma_u) \in \mathcal{Q} : u \in \mathcal{A}^{(s)} \},
\]
with $\mathcal{A}^{(s)}$ as defined in (1.6).

3.1 The case $s = e_2$. For $\varepsilon > 0$, consider the energy functional $\mathcal{E}_\varepsilon : [0, T] \times \mathcal{Q} \to \mathbb{R}_\infty$ as in (3.10) with
\[
\mathcal{E}_\varepsilon(q) := \begin{cases} 
\int_\Omega \gamma^2 \, dx & \text{for } q = (u, \gamma) \in \mathcal{B}_\varepsilon^{(e_2)}, \\
+\infty & \text{otherwise,}
\end{cases}
\]
where $\mathcal{B}_\varepsilon^{(e_2)}$ is given in (3.11). The next theorem shows that passing to the limit $\varepsilon \to 0$ in the dissipative system $(\mathcal{Q}, \mathcal{E}_\varepsilon, \mathcal{D})$ yields a purely energetic evolution without any dissipation, see Remark 3.2. We point out that the energy functionals $\mathcal{E}_\varepsilon$ are not lower semicontinuous in light of oscillating rotations, and observe that the oscillations in the shear strains prevent the continuous convergence of the dissipation.

As a consequence, the existence of energetic solutions to $(\mathcal{Q}, \mathcal{E}_\varepsilon, \mathcal{D})$ is not guaranteed, which suggests to formulate the result within the framework of approximate $\Gamma$-convergence. Regarding the proof strategy, note that classical constructions of mutual recovery sequences such as the “quadratic trick” (see e.g. [23, Section 3.4.5]) cannot be applied here due to the nonlinearity of the problem.

**Theorem 3.1 (Evolutionary $\Gamma$-convergence for $s = e_2$).** Let $\mathcal{E}_\varepsilon$ for $\varepsilon > 0$ be as in (3.10) and (3.13), and let $\mathcal{D}$ be as in (3.8) or (3.9). Further, suppose that $g_\varepsilon \to g_0$ in $W^{1,1}(0, T; L^2(\Omega; \mathbb{R}^2))$ with $g_0 \in W^{1,1}(0, T; L^2(\Omega; \mathbb{R}^2))$. Then,
\[
(\mathcal{Q}, \mathcal{E}_\varepsilon, \mathcal{D}) \xrightarrow{\text{ev-$\Gamma$-app}} (\mathcal{Q}, \mathcal{E}_0, \mathcal{D}) \text{ as } \varepsilon \to 0,
\]
where
\[
\mathcal{E}_0(t, q) := \begin{cases} 
-\int_\Omega g_0(t) \cdot Rx \, dx & \text{for } q = (u, 0) \in \mathcal{Q} \text{ with } \nabla u = R \text{ for } R \in SO(2), \\
+\infty & \text{otherwise.}
\end{cases}
\]

**Proof.** The statement follows, once (H1), (H3), (H4), (H5) are verified. The first two hypotheses are straightforward to check. Since $\mathcal{E}_0$ given by $\mathcal{E}_0(q) = 0$ for $q = (0, Rx)$ with $R \in SO(2)$ and $\mathcal{E}_0(q) = +\infty$ otherwise was characterized as the $\Gamma$-limit of $(\mathcal{E}_\varepsilon)_\varepsilon$ in [5] (see also (1.5)), (H4) is verified. For the remaining condition (H5), we construct a suitable mutual recovery sequence according to (H6).

To this end, let $q_\varepsilon \in \mathcal{Q}$ and let $(t_\varepsilon, q_\varepsilon)_\varepsilon \subset [0, T] \times \mathcal{Q}$ be a sequence of uniformly bounded energy for $(\mathcal{Q}, \mathcal{E}_\varepsilon, \mathcal{D})_\varepsilon$ converging to $(t, q) \in [0, T] \times \mathcal{Q}$. Since $\sup_{\varepsilon > 0} \mathcal{E}_\varepsilon(t_\varepsilon, q_\varepsilon) < +\infty$, we have $q_\varepsilon = (u_\varepsilon, \gamma_\varepsilon) \in \mathcal{B}_\varepsilon^{(e_2)}$ for all $\varepsilon$, and therefore, according to (3.12),
\[
q = (u, \gamma) \in \mathcal{B}(e_2), \text{ or equivalently, } u \in \mathcal{A}(e_2) \text{ and } \gamma = \gamma_u.
\]
This shows that $u$ is affine with $\nabla u = R$ for some $R \in SO(2)$ and that $\gamma_u = 0$. Hence, $\mathcal{E}_0(t, q) < +\infty$ in view of (3.14). As we aim to prove the estimate (3.7) for $\mathcal{D}_\varepsilon = \mathcal{D}_0 = \mathcal{D}$, there is no loss of generality in assuming $\mathcal{E}_0(t, q) < +\infty$, i.e., $\tilde{q} = (\tilde{u}, 0) \in \mathcal{Q}$ with $\tilde{u}$ affine such that $\nabla \tilde{u} = \tilde{R}$ for $\tilde{R} \in SO(2)$. 

We set 
\[ \tilde{u}_\varepsilon = \tilde{R} R^T u_\varepsilon \in A^{(e_2)}_\varepsilon \]
and \( q_\varepsilon = (\tilde{u}_\varepsilon, \gamma_\varepsilon) \in \mathcal{B}_{\varepsilon}^{(e_2)} \) for any \( \varepsilon \). Then, \( \tilde{u}_\varepsilon \rightharpoonup \tilde{u} \) in \( W^{1,2}(\Omega; \mathbb{R}^2) \), and also \( \tilde{q}_\varepsilon \rightharpoonup \tilde{q} \) in \( Q \). Via compact Sobolev embedding, it holds (up to the selection of subsequences) that \( \tilde{u}_\varepsilon \rightharpoonup \tilde{u} \) in \( L^2(\Omega; \mathbb{R}^2) \) and \( u_\varepsilon \rightharpoonup u \) in \( L^2(\Omega; \mathbb{R}^2) \), which implies
\[
\limsup_{\varepsilon \to 0} - \int_\Omega g_\varepsilon(t_\varepsilon) \cdot (\tilde{u}_\varepsilon - u_\varepsilon) \, dx = - \int_\Omega g_0(t) \cdot (\tilde{u} - u) \, dx.
\]
In light of \( E_\varepsilon(q_\varepsilon) = E_\varepsilon(\tilde{q}_\varepsilon) \), \( D(q_\varepsilon, \tilde{q}_\varepsilon) = 0 \) due to \( \gamma_\varepsilon = \gamma_\varepsilon \), and \( D_0(q, \tilde{q}) = 0 \), we therefore obtain
\[
\limsup_{\varepsilon \to 0} E_\varepsilon(t_\varepsilon, \tilde{q}_\varepsilon) - E_\varepsilon(t_\varepsilon, q_\varepsilon) + D(q, \tilde{q}_\varepsilon) = E_0(t, \tilde{q}) = E_0(t, q) + D_0(q, \tilde{q}).
\]
This yields (3.7) and shows the existence of a mutual recovery sequence, as desired. \( \square \)

**Remark 3.2.** Given the system \((Q, E_0, D)\), we observe that passing from one admissible state with finite energy to the next does not cause any dissipation. This is because \( D \) is zero when evaluated at finite-energy states and thus, the set of stable states for \((Q, E_0, D)\) is the same as that of \((Q, E_0, 0)\). Hence, one may think of the limit system \((Q, E_0, D)\) as dissipation-free.

We conclude the case \( s = e_2 \) with a brief discussion of stable states and energetic solutions for the limit system \((Q, E_0, D)\). Using Remark 2.2 b), its set of stable states, denoted for time \( t \in [0, T] \) by \( S_0(t) \), can be determined via minimization of \( E_0(t, \cdot, \cdot) \), that is,
\[
S_0(t) = \{ q \in Q : E_0(t, q) \leq E_0(t, \tilde{q}) \text{ for all } \tilde{q} \in Q \}
\]
\[
= \{(u, 0) : u(x) = Rx \text{ for } x \in \Omega, R \in \arg\min_{S \in SO(2)} - \int_\Omega g_0(t) \cdot S x \, dx \}
\]
\[
= \begin{cases} 
(Rx_0, 0), & \text{if } \gamma_0(t) \neq 0, \\
\{(R, 0) : R \in SO(2)\}, & \text{if } \gamma_0(t) = 0;
\end{cases}
\]
recall (2.2) for the definition of \( \gamma_0(t) \). In particular, \( S_0(t) \) contains only rigid-body motions, and the energy balance for \( q(t, \cdot) = (u(t, \cdot), 0) \in S_0(t) \) with \( u(t)(x) = u(t, x) = R(t)x \) becomes
\[
-R(t)e_1 \cdot \gamma_0(t) = -R(0)e_1 \cdot \gamma_0(0) - \int_0^t R(\tau)e_1 \cdot \dot{\gamma}_0(\tau) \, d\tau
\]
for \( t \in [0, T] \), cf. (3.3). Under the assumption that \( \gamma_0(t) \neq 0 \) for all \( t \in [0, T] \), we conclude that \((Q, E_0, D)\) has a unique energetic solution, which is given by \( q(t, \cdot) = (u(t, \cdot), 0) \) with
\[
\tilde{u}(t, x) = \left( x_1 \gamma_0(t) + x_2 \gamma_0(t)^{-1} \right) / |\gamma_0(t)|.
\]

3.2. The case \( s = e_1 \). As energy functional \( E_\varepsilon : [0, T] \times Q \to \mathbb{R}_\infty \) for \( \varepsilon > 0 \), we choose either

\[
E_\varepsilon(t, q) = E^{rig}_{\varepsilon}(t, q) := \begin{cases} \int_\Omega \gamma^2 \, dx - \int_\Omega g_\varepsilon(t) \cdot u \, dx & \text{if } u \in A^{(e_1), \text{rig}}_{\varepsilon}, \\
+\infty, & \text{otherwise}, \end{cases}
\]

or

\[
E_\varepsilon(t, q) = E^{\text{reg}}_{\varepsilon, \tau_\varepsilon}(t, q) := \begin{cases} \int_\Omega \gamma^2 \, dx - \int_\Omega g_\varepsilon(t) \cdot u \, dx + \tau_\varepsilon ||\partial_1 \gamma||_{L^2(\Omega)}^2 & \text{if } u \in A^{(e_1)}_{\varepsilon}, \\
+\infty, & \text{otherwise}; \end{cases}
\]
here,

$$A_\varepsilon^{(e_1),rig} := \{ u \in A_\varepsilon^{(e_1)} : R_u = \text{const.} \}$$

with $A_\varepsilon^{(e_1)}$ as in (1.4), $\tau_\varepsilon > 0$ are given real constants such that $\tau_\varepsilon \to +\infty$ as $\varepsilon \to 0$, $g_\varepsilon \in W^{1,1}(0, T; L^2(\Omega; \mathbb{R}^2))$ represent loading terms with $g_\varepsilon \to g_0$ in $W^{1,1}(0, T; L^2(\Omega; \mathbb{R}^2))$ as $\varepsilon \to 0$.

We remark that, in the first situation with $E_{\varepsilon,\tau_\varepsilon}$, the inclusion

$$A_\varepsilon^{(e_1),rig} \subset A^{(e_1)} = \{ u \in \mathcal{Y} : \nabla u = R(\mathbb{I} + \gamma e_1 \otimes e_2), R \in SO(2), \gamma \in L^2(\Omega), \partial_1 \gamma = 0 \}$$

for any $\varepsilon > 0$, leads to an essentially one-dimensional model already at the level of the $\varepsilon$-dependent functionals.

The additional term in $E_{\varepsilon,\tau_\varepsilon}^{reg}$ corresponds to a uni-directional regularization of the shears on the softer layers. As such, it penalizes oscillations in the $x_1$-direction, but does not affect those in $x_2$, which are relevant to respect the layered structure. A common modeling choice for regularizing via higher-order derivatives in models of finite plasticity involves the dislocation tensor $\mathcal{G}$, see e.g. [22]. Considering the multiplicative splitting of the deformation gradient into an elastic and a plastic part in (1.2), $\mathcal{G}$ in the planar case is defined by

$$\mathcal{G}(F_{pl}) := \frac{1}{\det F_{pl}} \text{curl } F_{pl}.$$ 

In the present setting, with slip direction $s = e_1$ and slip plane normal $m = e_2$, it holds that $F_{pl} = \mathbb{I} + \gamma e_1 \otimes e_2$ (see (1.3)), and therefore,

$$\mathcal{G}(F_{pl}) = \partial_1(F_{pl} e_2) - \partial_2(F_{pl} e_1) = (\partial_1 \gamma) e_1.$$ 

Hence, the penalization in $E_{\varepsilon,\tau_\varepsilon}^{reg}$ can be seen as forcing the $L^2$-norm of the dislocation tensor to asymptotically become infinitesimal and leads to a limit model in the context of dislocation-free finite crystal plasticity, as recently studied in [20, 30].

We present below two (approximate) evolutionary $\Gamma$-convergence results for the rate-independent systems with the previously introduced energies and dissipations. It is important to notice that both limit systems show no interaction between energy and dissipation terms. This effect is enforced by the rigid energy in $E_{\varepsilon,\tau_\varepsilon}^{rig}$ and the regularization in $E_{\varepsilon,\tau_\varepsilon}^{reg}$, which suppress oscillations in the rotations and shears, respectively. On a technical level, these assumptions are designed to make a limit analysis based on weak-strong convergence arguments feasible. The case of fully oscillating rotations and shears, which requires characterizing limits of products of weakly convergent sequences, may become accessible with new arguments from the theory of compensated compactness (see e.g. [27, 31]), but is beyond the scope of this work and currently still open.

**Theorem 3.3 (Evolutionary $\Gamma$-convergence for $s = e_1$).** With the definitions in (3.15), (3.16), (3.8), and (3.9) and

$$E_0(t, q) := \begin{cases} \frac{1}{\lambda} \int_{\Omega} \gamma^2 \, dx - \int_{\Omega} g_0(t) \cdot u \, dx & \text{if } u \in A^{(e_1)}, \\ +\infty & \text{otherwise}, \end{cases}$$

the following evolutionary $\Gamma$-convergence results hold:

a) \((Q, E_{\varepsilon,\tau_\varepsilon}^{rig}, D_\varepsilon) \xrightarrow{ev-\Gamma} (Q, E_0, D_\varepsilon)\) as $\varepsilon \to 0$;

b) \((Q, E_{\varepsilon,\tau_\varepsilon}^{reg}, D_1) \xrightarrow{ev-\Gamma_{app}} (Q, E_0, D_1)\) as $\varepsilon \to 0$. 
where, for the sake of a simpler notation, we write \( R \) as a sequence \((\tilde{\varepsilon}>0, \) and additionally, for that case of \( t \) such that \( (\varepsilon, t, q) \) be bounded energy sequence for \((Q, E_\varepsilon, D_\varepsilon)\) with
\[
\sup_{\varepsilon>0} E_\varepsilon(t_\varepsilon, q_\varepsilon) < +\infty,
\]
and \((t_\varepsilon, q_\varepsilon) \to (t, q)\) in \([0, T] \times Q\).

As a consequence of this uniform energy bound, one obtains that \( u_\varepsilon \in A^{(e_1)}_\varepsilon \) for all \( \varepsilon > 0; \) in the case of \( E_\varepsilon = E^{\text{rig}}_\varepsilon \), one even has \( u_\varepsilon \in A^{(e_1),\text{rig}}_\varepsilon \). Moreover, we infer from the Radon-Riesz theorem that
\[
R_\varepsilon \to R \quad \text{in } L^2(\Omega; \mathbb{R}^{2 \times 2}) \quad \text{and} \quad \gamma_\varepsilon \to \gamma \quad \text{in } L^2(\Omega),
\]
where, for the sake of a simpler notation, we write \( R_\varepsilon \) for \( R_{u_\varepsilon} \) and \( \gamma_\varepsilon \) for \( \gamma_{u_\varepsilon} \). The task is to find a sequence \((\tilde{q}_\varepsilon) \subset Q \) with \( \tilde{q}_\varepsilon \to \tilde{q} \) in \( Q \) that satisfies
\[
\limsup_{\varepsilon \to 0} E_\varepsilon(t_\varepsilon, \tilde{q}_\varepsilon) - E_\varepsilon(t_\varepsilon, q_\varepsilon) + D(q_\varepsilon, \tilde{q}_\varepsilon) \leq E_0(t, \tilde{q}) - E_0(t, q) + D_0(q, \tilde{q}),
\]
with \( D = D_0 = D_\geq \) in a) and \( D = D_0 = D^1 \) in b). Observe that necessarily, \( \tilde{u}_\varepsilon \in A^{(e_1)}_\varepsilon \) for all \( \varepsilon > 0, \) and additionally, for \( E_\varepsilon = E^{\text{rig}}_\varepsilon \), one needs \( \tilde{u}_\varepsilon \in A^{(e_1),\text{rig}}_\varepsilon \). We now detail the construction of mutual recovery sequences for the two scenarios described in a) and b).

a) In this case, the problem is essentially (up to global rotations) one-dimensional with quadratic energy, which allows us to adapt what is frequently referred to as the “quadratic trick”, cf. [23, Section 3.5.4]. In particular, \((Q, E^{\text{rig}}_\varepsilon, D_\geq)\) has an energetic solution for each \( \varepsilon > 0 \). To meet the required constraints for admissible sequences of \( E^{\text{rig}}_\varepsilon \), we define \( \tilde{u}_\varepsilon \in A^{(e_1)}_\varepsilon \) by setting
\[
\tilde{R}_\varepsilon := \tilde{R}_{u_\varepsilon} = \tilde{R} \quad \text{and} \quad \tilde{\gamma}_\varepsilon := \tilde{\gamma}_{u_\varepsilon} = \gamma_\varepsilon + \frac{1}{\lambda}(\tilde{\gamma} - \gamma)1_{\varepsilon Y_{\text{soft}}}
\]
for all \( \varepsilon > 0, \) recalling that \( \lambda \in (0, 1) \) denotes the relative thickness of the soft layers. Indeed, since \( \partial \tilde{\gamma}_\varepsilon = 0 \) due to \( u_\varepsilon \in A^{(e_1)} \), also \( \partial_1 \tilde{\gamma}_\varepsilon = 0 \), and hence, the vector field \( \tilde{R}_\varepsilon(\tilde{\gamma} + \varepsilon y_1) \) is indeed a gradient field, namely for the potential \( \tilde{u}_\varepsilon \).

In view of \( \tilde{\gamma}_\varepsilon \to \tilde{\gamma} \) in \( L^2(\Omega) \) and \( \tilde{u}_\varepsilon \to \tilde{u} \) in \( W^{1,2}(\Omega; \mathbb{R}^2) \), it follows that
\[
\limsup_{\varepsilon \to 0} E^{\text{rig}}_\varepsilon(t_\varepsilon, \tilde{q}_\varepsilon) - E^{\text{rig}}_\varepsilon(t_\varepsilon, q_\varepsilon) = \limsup_{\varepsilon \to 0} \int_{\Omega_{\varepsilon Y_{\text{soft}}}} \frac{1}{\lambda^2}(\tilde{\gamma} - \gamma)^2 + \frac{2}{\lambda}(\tilde{\gamma} - \gamma)\gamma_\varepsilon \, dx
\]
\[
= \int_{\Omega} \frac{1}{\lambda^2}(\tilde{\gamma} - \gamma)^2 + \frac{2}{\lambda}(\tilde{\gamma} - \gamma)\gamma \, dx - \int_{\Omega} g_0(t) \cdot (\tilde{u} - u) \, dx
\]
\[
= \int_{\Omega} \frac{1}{\lambda^2} - \frac{1}{\lambda} \tilde{\gamma} \, dx - \int_{\Omega} g_0(t) \cdot (\tilde{u} - u) \, dx \quad \text{(3.19)}
\]
using that \( 1_{\varepsilon Y_{\text{soft}}} \xrightarrow{\ast} \lambda \text{id} \) in \( L^\infty(\Omega) \) by the Riemann-Lebesgue lemma and that \( 1_{\varepsilon Y_{\text{soft}}} \gamma_\varepsilon = \gamma_\varepsilon \) for all \( \varepsilon \).
Due to the monotonicity constraint in $D_{\geq}$, we may assume that $\gamma \geq \tilde{\gamma}$, which implies that $\gamma_\varepsilon \geq \tilde{\gamma}_\varepsilon$. Then,

$$
\limsup_{\varepsilon \to 0} D_{\geq}(\gamma_\varepsilon, \tilde{\gamma}_\varepsilon) = \limsup_{\varepsilon \to 0} \delta \int_{\Omega} \gamma_\varepsilon - \tilde{\gamma}_\varepsilon \, dx = \limsup_{\varepsilon \to 0} \frac{\delta}{\lambda} \int_{\Omega} 1_{\varepsilon \text{soft}}(\tilde{\gamma} - \gamma) \, dx
$$

$$
= \delta \int_{\Omega} \gamma - \tilde{\gamma} \, dx = D_{\geq}(\gamma, \tilde{\gamma}).
$$

(3.20)

Combining (3.19) and (3.20) gives (3.18), as desired.

b) We start by observing that the uniform energy bound (3.17) implies

$$
\lim_{\varepsilon \to 0} \int_{\Omega} |\partial_1 \gamma_\varepsilon|^2 \, dx = 0;
$$

(3.21)

indeed, with $\gamma_\varepsilon = \gamma_{ue}$, we obtain via the Poincaré-Wirtinger inequality that

$$
\int_{\Omega} \gamma_\varepsilon^2 \, dx + \tau_\varepsilon \|\partial_1 \gamma_\varepsilon\|^2_{L^2(\Omega)} \leq \sup_{\varepsilon > 0} E_\varepsilon(t_\varepsilon, q_\varepsilon) + \|g_\varepsilon\|_{W^{1,1}(0, T; L^2(\Omega))}\|u_\varepsilon\|_{L^2(\Omega)}
$$

$$
\leq C(1 + \|\nabla u_\varepsilon\|_{L^2(\Omega; \mathbb{R}^{2 \times 2})}) \leq 4C(1 + \|\gamma_\varepsilon\|_{L^2(\Omega)}),
$$

with a constant $C > 0$ independent of $\varepsilon$. This shows that $(\gamma_\varepsilon)_{\varepsilon}$ is uniformly bounded in $L^2(\Omega)$, as well as $\|\partial_1 \gamma_\varepsilon\|_{L^2(\Omega)} \to 0$, considering that $\tau_\varepsilon \to +\infty$ as $\varepsilon$ tends to zero.

Let us define $\tilde{R}_\varepsilon = \tilde{R}$ and

$$
\tilde{\gamma}_\varepsilon = \frac{1}{2} \int_{-1}^{1} \gamma_\varepsilon \, dx_1 + \frac{1}{\lambda} (\tilde{\gamma} - \gamma) \chi_{\varepsilon \text{soft}}
$$

(3.22)

for $\varepsilon > 0$. By construction, we have again that $\partial_1 \tilde{\gamma}_\varepsilon = 0$. The ansatz in (3.22) can be viewed as yet a refined version of the modified “quadratic trick” in a).

In proving (3.18), the convergence of the energy terms follows in analogy to (3.19), if we account for the fact that $\frac{1}{2} \int_{-1}^{1} \gamma_\varepsilon \, dx_1 \to \gamma$ in $L^2(\Omega)$ and if we use the estimate

$$
\int_{\Omega} \left(\frac{1}{2} \int_{-1}^{1} \gamma_\varepsilon \, dx_1\right)^2 - \gamma_\varepsilon^2 \, dx \leq 0
$$

by Jensen’s inequality.

Regarding the dissipative terms, we use the one-dimensional Poincaré inequality with Poincaré constant $c > 0$ to argue that

$$
\limsup_{\varepsilon \to 0} D^1(\gamma_\varepsilon, \tilde{\gamma}_\varepsilon) \leq \limsup_{\varepsilon \to 0} \delta \int_{\Omega} |\gamma_\varepsilon - \frac{1}{2} \int_{-1}^{1} \gamma_\varepsilon \, dx_1| \, dx + \delta \int_{\Omega} \frac{1}{\lambda} |\tilde{\gamma} - \gamma| \chi_{\varepsilon \text{soft}} \, dx
$$

$$
\leq \delta \limsup_{\varepsilon \to 0} c \int_{\Omega} |\partial_1 \gamma_\varepsilon| \, dx + \delta \int_{\Omega} |\tilde{\gamma} - \gamma| \, dx \leq c\delta \lim_{\varepsilon \to 0} \|\partial_1 \gamma_\varepsilon\|_{L^2(\Omega)} + D^1(\gamma, \tilde{\gamma}).
$$

The proof of (3.18) follows then by (3.21). \qed

Remark 3.4. Following the proof of Theorem 3.3 a), it is immediate to see that we get the analogous evolutionary $\Gamma$-convergence result if the monotonicity assumption in the dissipation is dropped, i.e., $(Q, E^\text{rig}_\varepsilon, D^1) \xrightarrow{\varepsilon \to 0} (Q, E_0, D^1)$ as $\varepsilon \to 0$. 
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