Quiescence generates moving average in a stochastic epidemiological model with one host and two parasites
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Abstract
Mathematical modelling of epidemiological and coevolutionary dynamics is widely being used to improve disease management strategies of infectious diseases. Many diseases present some form of intra-host quiescent stage, also known as covert infection, while others exhibit dormant stages in the environment. As quiescent/dormant stages can be resistant to drug, antibiotics, fungicide treatments, it is of practical relevance to study the influence of these two life-history traits on the coevolutionary dynamics. We develop first a deterministic coevolutionary model with two parasite types infecting one host type and study analytically the stability of the dynamical system. We specifically derive a stability condition for a five-by-five system of equations with quiescence. Second, we develop a stochastic version of the model to study the influence of quiescence on stochasticity of the system dynamics. We compute the steady state distribution of the parasite types which follows a multivariate normal distribution. Furthermore, we obtain numerical solutions for the covariance matrix of the system under symmetric and asymmetric quiescence rates between parasite types. When parasite strains are identical, quiescence increases the variance of the number of infected individuals at high transmission rate and vice versa when the transmission rate is low. However, when there is competition between parasite strains with different quiescent rates, quiescence generates a moving average behaviour which dampen off stochasticity and decreases the variance of the number of infected hosts. The strain with the highest rate of entering quiescence determines the strength of the moving average and the magnitude of reduction of stochasticity. Thus, it is worth investigating simple models of multi-strain parasite under quiescence/dormancy to improve disease management strategies.

1 Introduction
Dormancy or quiescence is a bet-hedging strategy common to many bacteria, fungi, invertebrates, and plants which evolves to dampen off the effect of bad conditions and maximize the reproductive output under good conditions. This bet-hedging in time occurs when the individual (bacteria, fungus, invertebrates) or the offspring of the individual (plants, invertebrates) enter dormancy with a low metabolic state for some
period of time during which reproduction and evolution occurs in the active part of the population. The dormant individuals constitutes a reservoir, the so-called seed banks, and can re-enter the active population at a later time point. Dormancy (quiescence) evolves a bet-hedging strategy in response to unpredictable environments such as random variations of the abiotic conditions [23], competition under density-dependence regulation of the population [11], contact between a bacteria host and viruses [8], frequency- or density-dependent selection due to host-parasite coevolution [22] or prey-predator interactions. Dormancy (quiescence) introduces overlap between generation and a storage effect which generates a time delay in the generation time [23, 37]. At the population level, dormancy is shown to slow down the rate of genetic drift, that is increasing the time to random loss or fixation of neutral alleles. Moreover, seed banks also slow down the action of natural selection by increasing the time to fixation (loss) of the positively (deleterious) selected alleles [24, 31, 41]. We note the use of the term dormancy preferably for plant seeds or crustacean eggs (e.g. Daphnia sp.), while quiescence refers to individual bacteria or fungi switching between "on" and "off" metabolic states [9]. As we focus on microparasites in the following, we prefer the term quiescence from now on.

Parasite quiescence is a strategy of microparasites (bacteria, fungi) becoming inactive inside an infected host for some period of time. During this period, the disease does not progress in the host and the host can express symptoms or be asymptomatic. Parasite quiescence has well known but yet underappreciated consequences for disease management. During quiescence, the parasite are often resistant to the application of drugs, antibiotics or fungicides [14, 15, 48, 49]. Furthermore, applying antibiotics can trigger the switching of bacteria from active to the inactive (quiescent) state. *Plasmodium falciparum*, the main agent of malaria, has the ability to lurk in the hepatocytes of some patients, remaining inactive but being resistance to drug treatments, causing later on disease relapse [16, 22, 48]. *P. vivax*, another malarial agent, exhibits also the ability to become dormant in the liver of a host for some weeks, months even up to a year or more, which makes the task to eradicate the disease difficult [13, 40, 47]. Therefore, it is important to determine the 1) conditions for the evolution of parasite quiescence, and 2) influence of quiescence on the sustainability of parasite populations. A key theoretical study on the evolution of quiescence in animal parasites [39] shows that covert infection is not likely to be a parasite Evolutionary Stable Strategy (ESS) in an epidemiological model with one host and one parasite genotype. Parasite quiescence would only evolve if there were substantial fluctuations in the host population size or seasonal variations in transmission rates. Therefore, the authors state that their “models predict low rates of covert infection, which does not reflect the consistent high levels that are found in some host–parasite systems”.

Based on a modelling framework with fixed population sizes but two hosts and two parasite types, the host population can evolve dormancy as an ESS as a result of the parasite pressure and coevolutionary dynamics [46]. While more theoretical work is needed to decipher the conditions for the evolution of parasite quiescence/dormancy, likely involving a combination of temporally variable environmental and coevolutionary pressures, we focus in the present study on the consequence of quiescence for the stability and outcome of host-parasite coevolutionary dynamics. As a first step in this direction, we consider here a model with one host and two parasite strains (or types).

Indeed, one host population under pressure by several parasite strains, or even several parasite species, is the rule rather than the exception [7, 45]. Considering the epidemiological dynamics under competition/co-infection between strains is important [25] to predict the evolution of parasite virulence, that is disease induced death rate of host [43].
are interested here in understanding the epidemiological dynamics of a single host type infected by one of the two parasite strains exhibiting quiescence. We ask whether quiescence affects the parameters for which two strains can co-exist or competitively exclude one another. Furthermore, the maintenance of several strains, the persistence of disease as endemic or the persistence of the host population are affected by stochastic processes. Disease epidemics are subjected to stochasticity at various levels, the main one being in the transmission rate, and thus stochastic approaches are required to predict the outcome of epidemics. While the deterministic model of epidemiology successfully captures the behaviour when the size of host and parasite populations are large, stochasticity can affect the outcome of the dynamics for small sizes significantly [1, 3, 5, 29]. Quiescence affects the size of the parasite active population and thus possibly the epidemiological dynamics. We hereby hypothesize that quiescence may also affects the outcome of stochasticity on the co-existence of our two parasite strains epidemiological model.

In the first part we describe our epidemiological model with changes in the number of healthy and infected host individuals over time under quiescence of both parasite strains. We then derive a stability condition for the dynamical ODE system. In the second part of the study, we introduce stochasticity in disease transmission and derive a Fokker-Planck equation of the Continuous Time Markov Chain model. Lastly, we perform some numerical study on the model behaviour under stochasticity. We show that for symmetric case i.e when the infected class are identical and quiescence phases are also identical, quiescence increases the variance, and decrease it when the rate of infection is small. For asymmetric case i.e when the infected class as well as the quiescence phases are not identical, quiescence has a major effect in reducing the intensity of the noise in the stochastic process, whenever the rate of entering (or exiting) quiescence differ between strains. By analogy, we term this phenomenon as moving average.

2 Deterministic model with quiescence

2.1 Model description

Our model is similar in essence to classic epidemiological models [4, 21, 23, 25, 27, 38]. Here we consider one host population and two parasite strains, thus the population is divided into five mutually exclusive compartments: one healthy susceptible host compartment $H$, two infected host, $I_1$ and $I_2$, infected by parasite of type 1 and 2 respectively, and two quiescence compartments $Q_1$ and $Q_2$, comprise the infected individuals $I_1$ and $I_2$ for which the parasite is in the quiescent state. We define the following system of ordinary differential equations describing the rate of change of the number of individuals in each compartment.

$$
\begin{align*}
\frac{dH}{dt} &= \Lambda - \beta_1 HI_1 - \beta_2 HI_2 - dH + \nu_1 I_1 + \nu_2 I_2 \\
\frac{dI_1}{dt} &= \beta_1 HI_1 - \rho_1 I_1 - dI_1 - \gamma_1 I_1 - \nu_1 I_1 + \zeta_1 Q_1 + \epsilon_1 \\
\frac{dI_2}{dt} &= \beta_2 HI_2 - \rho_2 I_2 - dI_2 - \gamma_2 I_2 - \nu_2 I_2 + \zeta_2 Q_2 + \epsilon_2 \\
\frac{dQ_1}{dt} &= \rho_1 I_1 - \zeta_1 Q_1 - dQ_1 \\
\frac{dQ_2}{dt} &= \rho_2 I_2 - \zeta_2 Q_2 - dQ_2
\end{align*}
$$

(1)
Where $\Lambda$ is the constant birth rate of healthy host and $d$ to is the natural death rate, $\gamma_1$ and $\gamma_2$ are the disease induced death rate or (virulence) caused by parasite 1, and 2 respectively. Similarly all other parasite specific parameters such as disease transmission rate $\beta$, recovery rate $\nu$, rate at which parasite switches to quiescence $\rho$ and the switching back rate $\zeta$ are defined for each parasite strains separately. The parameters $\epsilon_1$ and $\epsilon_2$ are the rates of incoming migration of parasite 1 and 2 respectively from an outside compartment/population. We assume 1) there is no free living parasite, i.e the parasite cannot live outside its host, 2) the absence of multiple infection so that strains 1 and 2 of the parasite are mutually exclusive on one host, and 3) no latency period for the parasite, hence, the infected persons are infectious immediately after infection. Note that the model reduces to a simple model of one susceptible host and two infected host types ($SI_1I_2S$, referred to as system without quiescence) when setting the quiescence parameters equal to zero (Appendix C). In the present study we are particularly interested in following the number of hosts infected by parasite 1 or 2 and to study conditions for which both types of parasites are maintained. We therefore assume constant birth rate, to ensure a non-explosive process when moving to the stochastic version of our model. We finally introduce the parameters $\epsilon_1$ and $\epsilon_2$ to promote the coexistence of both strains at the equilibrium and to guarantee a unique steady state solution in the continuous time Markov chain version of the model (see below, Stochastic model).

2.2 Steady state solutions

In this section we find the steady state/equilibrium solutions of the system. First, we analyse the system without inflow of new infection to the population ($\epsilon_1 = \epsilon_2 = 0$). This simple system generically has the three equilibrium states: 1) a disease free equilibrium in which both parasite strains die off and are removed from the system (yielding $I_1 = I_2 = Q_1 = Q_2 = 0$), 2) two-boundary equilibria at which a single parasite strain survive i.e. competitive exclusion when parameters of the model are non-symmetric (yielding in either $I_1 = Q_1 = 0$ or $I_2 = Q_2 = 0$). In the non-generic case that we have symmetric parameters, we have line of stationary solutions. By evaluating the Jacobian matrix of the system, one can evaluate the stability conditions for these equilibria. To ensure the existence of unique polymorphic equilibrium, we introduce two parameters for invasion/immigration rates namely, $\epsilon_1$ and $\epsilon_2$ which are greater than zero. The introduction of these two parameters results in moving the disease free as well as one of the boundary equilibria to the negative cone i.e. makes them to have negative values which is biologically meaningless. We are thereafter left with only one polymorphic equilibrium which is biologically meaningful. Henceforth, we focus on the analysis of the polymorphic equilibrium for which both parasite strains are maintained in the system. We show the existence and uniqueness of this endemic equilibrium under mild conditions (for more details, see Appendix A).

2.3 Stability analysis

An $n \times n$ Jacobian matrix $P$ is said to be stable, and thus an equilibrium being locally stable, if all its eigenvalues lie on the left half plane. As it may be impractical to determine the stability of matrix analytically [23], we use here the Lyapunov theorem to determine if the system is stable. We apply the Routh-Hurwitz criteria [18, 23, 34], which can be also cumbersome if the matrix is of high dimension. In this section we therefore derive
the stability condition for a generic $5 \times 5$ matrix $G$ with parasite quiescence by reducing our system to $3 \times 3$ which is more easily amenable to computation.

The Jacobian of system in equation (1) evaluated at equilibrium is given as follows

$$
G = \begin{pmatrix}
\beta_1 H^* - \rho_1 - \gamma_1 - \nu_1 - d & 0 & \beta_1 I_1^* & \zeta_1 & 0 \\
0 & \beta_2 H^* - \rho_2 - \gamma_2 - \nu_2 - d & \beta_2 I_2^* & 0 & \zeta_2 \\
-\beta_1 H^* + \nu_1 & -\beta_2 H^* + \nu_2 & -\beta_1 I_1^* - \beta_2 I_2^* - d & 0 & 0 \\
\rho_1 & 0 & 0 & -\zeta_1 - d & 0 \\
0 & \rho_2 & 0 & 0 & -\zeta_2 - d \\
\end{pmatrix}.
$$

If we define a matrix

$$
A \in \{(a_{i,j}) \in \mathbb{R}^{3 \times 3}\}
$$

to be the Jacobian matrix evaluated at equilibrium of the system without quiescent described in appendix C. We introduce $B = G + dI$, such that the spectrum of $B$ is just the shifted spectrum of $G$. Indeed, the stability of $B$ implies stability of $G$.

Let

$$
B = \begin{pmatrix}
a_{11} - \rho_1 & a_{12} & a_{13} & \zeta_1 & 0 \\
a_{21} & a_{22} - \rho_2 & a_{23} & 0 & \zeta_2 \\
a_{31} & a_{32} & a_{33} & 0 & 0 \\
\rho_1 & 0 & 0 & -\zeta_1 & 0 \\
0 & \rho_2 & 0 & 0 & -\zeta_2 \\
\end{pmatrix}.
$$

**Proposition 1.** Let $3 \times 3$ matrix $A$ be a Jacobian matrix of system without quiescence phase and we also define

$$
\begin{align*}
& a_1 = -\text{tr}(A) = -a_{11} - a_{22} - a_{33}, \\
& a_2 = a_{11}a_{22} + a_{11}a_{33} + a_{22}a_{33} - a_{23}a_{32} - a_{12}a_{21} - a_{13}a_{31}, \\
& a_3 = -\det(A).
\end{align*}
$$

The matrix $A$ in (2) is stable if and only if

$$
\text{tr}(A) < 0, \quad \det(A) < 0 \quad \text{and} \quad a_2 > 0.
$$

The above proposition 1 is simply a reformulation of Routh-Hurwitz criteria, for more details (see [18, 23, 34]). We now find a criteria for stability of $B$ under the following proposition.

**Proposition 2.** The following three statements are equivalent on matrix $B$ above:

**Statement 1:**

The matrix $B$ in (3) is stable for all $\rho_1, \rho_2, \zeta_1, \zeta_2 > 0$.

**Statement 2:**

$\begin{align*}
& b_1 > 0, \quad b_2 > 0, \quad b_3 > 0, \quad b_4 > 0, \quad b_5 > 0, \quad b_1b_2b_3 > b_1^2 + b_1^2b_4, \\
& (b_1b_4 - b_3)(b_1b_2b_3 - b_1^2 - b_1^2b_4) > b_5(b_1b_2 - b_3)^2 + b_1b_2^2 \\
\end{align*}$

for all $\rho_1, \rho_2, \zeta_1, \zeta_2 > 0$.

**Statement 3:**

$$
\begin{align*}
& \det(A) < 0, \quad \text{tr}(A) \leq 0, \quad a_2 > 0, \quad a_{11} \leq 0, \quad a_{22} \leq 0, a_{33} \leq 0, \\
& a_{13}a_{31} \leq a_{11}a_{33}, \quad a_{23}a_{32} \leq a_{22}a_{33}.
\end{align*}
$$

The above statements are technically equivalent in the sense that for the system in (1) to be stable it must satisfy one of the given statements. Whenever the second statement
is satisfied, the third statement is also automatically satisfied. This proposition is a generalisation of the theorem in [23] and we use the same method as he does (see Appendix B for the proof of the proposition 2 above, we did prove the stability of a generic matrix $B$ as defined in [3]). The conditions in statement 3 of the above proposition can be used to prove that the endemic equilibrium of (1) is locally asymptotically stable.

## 3 Stochastic Analysis

### 3.1 Transition probabilities

This section defines a stochastic version to the deterministic model as described in equation (1) of section 2.1. We add stochasticity occurring at any of the possible transition of individuals between classes (birth and death). The transition probabilities of jumping from one state (e.g. infected quiescent) to the another state (e.g. infected) are defined below. We choose $\Delta t$ very small so that during this time interval only one event occurs. The proportion of healthy population in $H$, the proportion of infected by parasite 1 population is $I_1$, the proportion of infected by parasite 2 population is $I_2$, the proportion of population in quiescence compartment infected by parasite 1 is $Q_1$ and the proportion of population in quiescence compartment infected by parasite 2 is $Q_2$. The possible changes are either $H + 1, H - 1, I_1 + 1, I_1 - 1, I_2 + 1, I_2 - 1, Q_1 + 1, Q_1 - 1, Q_2 + 1, Q_2 - 1$ or no change at all. Therefore, our stochastic process is a birth and death process. The one step transition probabilities are given in table [1].

| Type                        | Transition                                                                 | Rate                |
|-----------------------------|---------------------------------------------------------------------------|---------------------|
| birth of healthy host $H$   | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H + 1, I_1, I_2, Q_1, Q_2)$         | $\lambda \Delta t + o(\Delta t)$ |
| natural death of $H$        | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H - 1, I_1, I_2, Q_1, Q_2)$         | $d_H \Delta t + o(\Delta t)$ |
| infection of $H$ by $I_1$  | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H - 1, I_1 + 1, I_2, Q_1, Q_2)$     | $\beta_1 H I_1 \Delta t + o(\Delta t)$ |
| infection of $H$ by $I_2$  | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H - 1, I_1, I_2 + 1, Q_1, Q_2)$     | $\beta_2 H I_2 \Delta t + o(\Delta t)$ |
| death of $I_1$             | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1 - 1, I_2, Q_1, Q_2)$         | $(\delta + \gamma_1) I_1 \Delta t + o(\Delta t)$ |
| death of $I_2$             | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1, I_2 - 1, Q_1, Q_2)$         | $(\delta + \gamma_2) I_2 \Delta t + o(\Delta t)$ |
| recovery $I_1$ & replacement with $H$ | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H + 1, I_1 - 1, I_2, Q_1, Q_2)$     | $\mu I_1 \Delta t + o(\Delta t)$ |
| recovery $I_2$ & replacement with $H$ | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H + 1, I_1, I_2 - 1, Q_1, Q_2)$     | $\nu I_2 \Delta t + o(\Delta t)$ |
| immigration to $I_1$       | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1 + 1, I_2, Q_1, Q_2)$         | $\epsilon_1 \Delta t + o(\Delta t)$ |
| immigration to $I_2$       | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1, I_2 + 1, Q_1, Q_2)$         | $\epsilon_2 \Delta t + o(\Delta t)$ |
| go quiescent $I_1$ & birth of $Q_1$ | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1 - 1, I_2, Q_1 + 1, Q_2)$     | $\rho_1 I_1 \Delta t + o(\Delta t)$ |
| go quiescent $I_2$ & birth of $Q_1$ | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1, I_2 - 1, Q_1 + 1, Q_2)$     | $\rho_2 I_2 \Delta t + o(\Delta t)$ |
| wake-up $Q_1$ & replacement with $I_1$ | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1, I_2 + 1, Q_1 - 1, Q_2)$     | $\zeta Q_1 \Delta t + o(\Delta t)$ |
| wake-up $Q_2$ & replacement with $I_2$ | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1, I_2 + 1, Q_1 - 1, Q_2)$     | $\zeta Q_2 \Delta t + o(\Delta t)$ |
| natural death of $Q_1$     | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1, I_2, Q_1 - 1, Q_2)$         | $d Q_1 \Delta t + o(\Delta t)$ |
| natural death of $Q_2$     | $(H, I_1, I_2, Q_1, Q_2) \rightarrow (H, I_1, I_2, Q_2 - 1, Q_2)$         | $d Q_2 \Delta t + o(\Delta t)$ |

Table 1: Transitions for the quiescence model 1.

### 3.2 Stochastic Simulations

In order to test the validity of our assumptions to analyse the stochastic system, we used Gillespie’s algorithm (see [2, 19, 20]) to generate stochastic realisations/sample paths of the birth and death processes (Figure 1). In (Figure 1), the stochastic trajectories fluctuations around the deterministic equilibrium as predict by equation (1). Please note that there are only three (3) curves in the deterministic trajectories while there five (5) in the stochastic realisation. This is due to the fact that we chose symmetric parameter values of the model, so $I_1 = I_2$ and $Q_1 = Q_2$ in the deterministic setting, but not in the stochastic version.
Figure 1: Numerical simulation of the deterministic model compared with stochastic simulation using Gillespie’s algorithm; initial population size is $H = 1000$, $I_1 = 100$, $I_2 = 100$, $Q_1 = Q_2 = 50$. The values of the parameters are $\beta_1 = \beta_2 = 0.005$, $\Lambda = 1000$, $d = 0.5$, $\nu_1 = \nu_2 = 0.3$, $\gamma_1 = \gamma_2 = 0.003$, $\epsilon_1 = \epsilon_2 = 0.6$, $\zeta_1 = \zeta_2 = 0.7$, $\rho_1 = \rho_2 = 0.7$. The stochastic realisations fluctuate about the equilibrium of the deterministic trajectories.

4 Master Equation

The forward Kolmogorov differential equations also known as Master Equation which describes the rate of change of these probabilities is given in table 1. The master equation describes the evolution of the disease individuals at the early times of the infection. To understand the long term dynamics, we need to derive its corresponding Fokker-Planck equation.

Let $p(i, j, k, l, m)(t) = \text{Prob}\{H(t) = i, I_1(t) = j, I_2(t) = k, Q_1(t) = l, Q_2(t) = m\}$, then
\[
\frac{dp_{i,j,k,l,m}}{dt} = \Lambda p_{i-1,j,k,l,m} + d(i+1)p_{i+1,j,k,l,m} + \beta_1(i+1)(j-1)p_{i+1,j-1,k,l,m} \\
+ (d + \gamma_1)(j+1)p_{i,j+1,k,l,m} + \beta_2(i+1)(k-1)p_{i+1,j,k-1,l,m} \\
+ (d + \gamma_2)(k+1)p_{i,j,k+1,l,m} + \nu_1(j+1)p_{i-1,j+1,k,l,m} + \nu_2(k+1)p_{i-1,j,k+1,l,m} \\
+ \epsilon_1p_{i-1,j,k,l,m} + \epsilon_2p_{i,j,k-1,l,m} + \rho_1(j+1)p_{i,j+1,k-1,l,m} + \rho_2(k+1)p_{i,j,k+1,l,m-1} \\
+ \zeta_1(l+1)p_{i,j-1,k,l+1,m} + \zeta_2(m+1)p_{i,j,k-1,l,m+1} \\
+ d(l+1)p_{i,j,k,l+1,m} + d(m+1)p_{i,j,k,l,m+1} \\
- \left[ \Lambda + di + \beta_1ij + (d + \gamma_1)j + \beta_2ik + (d + \gamma_2)k + \nu_1j + \nu_2k \\
+ \epsilon_1 + \epsilon_2 + \rho_1j + \rho_2k + \zeta_1l + \zeta_2m + dl + dm \right] p_{i,j,k,l,m}
\]

(6)

This master equation (6) is then used to work out Kramers-Moyal expansion that led to the derivation of the Fokker-Planck equation below.

### 4.1 Fokker-Planck equation of the model

To understand the long term dynamics of the master equation (6), we need to derive the corresponding Fokker-Planck equation. The Fokker-Planck equation describes further the rate of change of transitions probabilities described in table 1. We can also find the long term distribution of variables.

Now, let

\[
p(i,j,k,l,m) = \int_{ih-\frac{h}{2}}^{ih+\frac{h}{2}} \int_{jh-\frac{h}{2}}^{jh+\frac{h}{2}} \int_{kh-\frac{h}{2}}^{kh+\frac{h}{2}} \int_{lh-\frac{h}{2}}^{lh+\frac{h}{2}} \int_{mh-\frac{h}{2}}^{mh+\frac{h}{2}} u(x_1, x_2, x_3, x_4, x_5) dx_1 dx_2 dx_3 dx_4 dx_5 + o(h^6),
\]

let also \(x_1 = ih, x_2 = jh, x_3 = kh, x_4 = lh, x_5 = mh\) and \(h = \frac{1}{N}\). We then performed Kramers-Moyal expansion to derived the following Fokker-Planck equation which is given
as follows.

\[
\partial_t u(x_1, \ldots, x_5, t) = -\partial_{x_1} \{ h\lambda - dx_1 - \beta_1 x_1 x_2 - \beta_2 x_1 x_3 + \nu_1 x_2 + \nu_2 x_3 \} u(x_1, \ldots, x_5, t) \\
- \partial_{x_2} \{ \beta_1 x_1 x_2 - (d + \gamma_1) x_2 - \nu_1 x_2 - \rho_1 x_2 + \zeta_1 x_4 + \epsilon_1 \} u(x_1, \ldots, x_5, t) \\
- \partial_{x_3} \{ \beta_2 x_1 x_3 - (d + \gamma_2) x_2 - \nu_2 x_2 - \rho_2 x_3 + \zeta_2 x_5 + \epsilon_2 \} u(x_1, \ldots, x_5, t) \\
- \partial_{x_4} \{ \rho_1 x_2 - \zeta_1 x_4 - dx_4 \} u(x_1, \ldots, x_5, t) \\
- \partial_{x_5} \{ \rho_2 x_3 - \zeta_2 x_5 - dx_5 \} u(x_1, \ldots, x_5, t)
\]

\[
+ \frac{h}{2} \partial_{x_1 x_1} \{ h\lambda + dx_1 + \beta_1 x_1 x_2 + \beta_2 x_1 x_3 + \nu_1 x_2 + \nu_2 x_3 \} u(x_1, \ldots, x_5, t) \\
+ \frac{h}{2} \partial_{x_2 x_2} \{ \beta_1 x_1 x_2 + (d + \gamma_1) x_2 + \nu_1 x_2 + \rho_1 x_2 + h\epsilon_1 \} u(x_1, \ldots, x_5, t) \\
+ \frac{h}{2} \partial_{x_3 x_3} \{ \beta_2 x_1 x_3 + (d + \gamma_2) x_2 + \nu_2 x_2 + \rho_2 x_3 + h\epsilon_2 \} u(x_1, \ldots, x_5, t) \\
+ \frac{h}{2} \partial_{x_4 x_4} \{ \rho_1 x_2 + \zeta_1 x_4 + dx_4 \} u(x_1, \ldots, x_5, t) \\
+ \frac{h}{2} \partial_{x_5 x_5} \{ \rho_2 x_3 + \zeta_2 x_5 + dx_5 \} u(x_1, \ldots, x_5, t) \\
- h\partial_{x_1 x_2} \{ \beta_1 x_1 x_2 + \nu_1 x_2 \} u(x_1, \ldots, x_5, t) \\
- h\partial_{x_1 x_3} \{ \beta_2 x_1 x_3 + \nu_1 x_3 \} u(x_1, \ldots, x_5, t) \\
- h\partial_{x_2 x_4} \{ \rho_1 x_2 + \zeta_1 x_4 \} u(x_1, \ldots, x_5, t) \\
- h\partial_{x_3 x_5} \{ \rho_2 x_3 + \zeta_2 x_5 \} u(x_1, \ldots, x_5, t)
\]

(7)

### 4.2 Linear Transformation of the Fokker-Planck equation

In order to solve the above Fokker-Planck equation (7), we use the so-called asymptotic method (see for example [30]). The principle is to transform the multivariate Fokker-Planck equation to a linear Fokker-Planck equation which is linearised around the stationary state of the deterministic system (1). The solution of the linear Fokker-Planck is found to be normally distributed, the solution is given in the following two theorems (see chapter 8 of [44]). We numerically checked this results using our stochastic simulations and the comparison is shown in (Figure 2).

**Theorem 1.** The linear multivariate Fokker-Planck of [7] can be written as follows

\[
\frac{\partial P(y, t)}{\partial t} = - \sum_{ij} M_{ij} \frac{\partial}{\partial y_i} y_i P(y, t) + \frac{1}{2} \sum_{ij} N_{ij} \frac{\partial^2}{\partial y_i \partial y_j} P(y, t)
\]

where \(y = (y_1, \ldots, y_5)\), \(N_{ij}\) is symmetric and positive definite, its solution is given as

\[
P(y, t) = (2\pi)^{\frac{5}{2}} \det(\Sigma)^{\frac{1}{2}} e^{-\frac{1}{2}y^T \Sigma^{-1} y} e^{\frac{1}{2} \int_0^t \sum_{ij} N_{ij} \frac{\partial}{\partial y_i} y_i \partial t}
\]

with

\[
\Sigma^{-1} = 2 \int_0^\infty e^{-Mt} Ne^{-Mt} dt.
\]

The matrices \(N\) and \(M\) are defined explicitly in Appendix D.
Theorem 2. For every matrix $N$ which is symmetric and positive-definite, there a unique solution $\Sigma^{-1}$ to the following equation known as Lyapunov equation

$$M\Sigma^{-1} + \Sigma^{-1}M^T = N$$

where $\Sigma^{-1}$ is symmetric, positive-definite and equal to

$$\Sigma^{-1} = \int_0^\infty e^{-Mt}Ne^{-M^Tt}dt.$$ 

Theorem 2 which known as Lyapunov equation allows us to compute the covariance matrix as found in the normal distribution shown in theorem 1 fairly easily, this is due to the fact that matrices $A$ and $B$ are constant matrices, the only unknown is the $\Sigma^{-1}$ matrix. The covariance matrix is of dimension 5 and tells us the degree at which each compartments namely healthy, infected by strain 1 and 2 and quiescence class 1 and 2 go together i.e. the relationship between each class. We use MATLAB to perform numerical calculations for the analytical solutions of the covariance matrix $\Sigma^{-1}$.

Figure 2: Histogram generated from simulations using Gillespie’s algorithm is compared to the probability density with mean and variance obtained from simulation using Gillespie’s algorithm and the probability density of normal distribution with mean and variance obtained from the theory of $I_1$, infected by parasite 1 compartment at time = 300 of the stochastic model with quiescence. The initial population sizes of the model are; $I_1 = 50000, I_2 = 10000, Q_1 = 5000, Q_2 = 5000$. The parameters of the model are $\beta_1 = \beta_2 = 0.05, \Lambda = 1000, d = 0.5, \nu_1 = \nu_2 = 0.3, \gamma_1 = \gamma_2 = 0.003, \zeta_1 = \zeta_2 = 0.1, \rho_1 = \rho_2 = 0.7, \epsilon_1 = \epsilon_2 = 10$.

We also computed 10,000 independent stochastic realisations using Gillespie’s algorithm. The probability histogram was plotted in (Figure 2) for the number of infected individuals by strain 1. This distribution is then compared with the probability density function of the normal distribution with mean and variance obtained from both Gillespie’s
algorithm and the normal approximation method using linear multivariate Fokker-Planck equation \((7)\). The results are consistent which further validates our analytical result obtained using linear Fokker-Planck.

5 Covariance Matrix

In order to understand the effect of quiescence in our stochastic model, we need to compare the system with quiescence to that of the system without quiescence in terms of the number of infected by both parasites. To do the comparative study we need to collapse the covariance matrix for both models with and without quiescence so that we only have 2 covariance matrix of the infected individuals. For the model with quiescence, this is done by adding the number of individuals in the infected class and the number of individuals in the quiescence stage to obtain a total number of infected individuals (irrespective of their quiescence status). For the system without quiescence, it is straightforward, it is achieved by isolating the number of individuals in the infected compartment. This step is justified below, and the following results indicate how to compute the covariance matrix (see \([28, 42]\)). The obtained covariance matrix is denoted as the collapsed covariance matrix.

Let \(Y \sim N_r(\mu, \Sigma)\) be \(r\)-variate multivariate normal distribution with mean \(\mu\) and variance \(\Sigma\), where

\[
Y = \begin{bmatrix} Y_1 \\ Y_2 \\ \vdots \\ Y_r \end{bmatrix}, \quad \mu = \begin{bmatrix} \mu_1 \\ \mu_2 \\ \vdots \\ \mu_r \end{bmatrix}, \quad \Sigma = \begin{bmatrix} \sigma_{1,1} & \sigma_{1,2} & \cdots & \sigma_{1,r} \\ \sigma_{2,1} & \sigma_{2,2} & \cdots & \sigma_{2,r} \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_{r,1} & \sigma_{m,2} & \cdots & \sigma_{r,r} \end{bmatrix}
\]

Any \(q\) linear combination of the \(Y_i\), say \(A'Y\), is \((q\)-variate\) multivariate normal. Let

\[
A'Y = \begin{bmatrix} a_{11}Y_1 + a_{12}Y_2 + \cdots + a_{1r}Y_r \\ a_{21}Y_1 + a_{22}Y_2 + \cdots + a_{2r}Y_r \\ \cdots + \cdots + \cdots + \cdots \\ a_{q1}Y_1 + a_{q2}Y_2 + \cdots + a_{qr}Y_r \end{bmatrix},
\]

then

\[
A'Y \sim N_q(A'\mu, A'\Sigma A). \tag{9}
\]

Numerical examples of the collapsed covariance matrix are shown for various parameter combinations. The collapsed covariance matrix of the model with quiescence is denoted as \(E_q\) and the collapsed covariance matrix of the model without quiescence as \(E_{wq}\). In an effort to understand the effect of quiescence on the stochastic process, we consider two different cases of parameter combinations: symmetric where the parameter values of strain 1 and 2 are exactly the same (examples 1, 2, and 3), and non-symmetric where the parameter values of strain 1 and 2 are different (for example \(\rho_1 \neq \rho_2\), examples 4, 5, 6 and 7).

**Example 1** We fix the following parameter values: \(\beta_1 = \beta_2 = 0.005, d = 0.5, \Lambda = 1000, \nu_1 = \nu_2 = 0.3, \rho_1 = \rho_2 = 0.7, \gamma_1 = \gamma_2 = 0.003, \xi_1 = \xi_2 = 0.1, \epsilon_1 = \epsilon_2 = 0.6\) and
the initial population sizes are $H = 50,000$, $I_1 = 10,000$, $I_2 = 10,000$, $Q_1 = 5,000$, $Q_2 = 5,000$, time = 300. We obtain the following collapsed covariance matrices:

$$
E_{q1} = \begin{pmatrix}
683,640 & -682,500 \\
-682,500 & 683,640
\end{pmatrix}, \quad E_{wq1} = \begin{pmatrix}
298,630 & -297,560 \\
-297,560 & 298,630
\end{pmatrix}.
$$

**Example 2** We use the same parameter values as in example 1 only with a lower quiescence rate $\rho_1 = \rho_2 = 0.4$

$$
E_{q2} = \begin{pmatrix}
655,170 & -654,060 \\
-654,060 & 655,170
\end{pmatrix}, \quad E_{wq2} = E_{wq1}
$$

We show in example 1 that the model with quiescence exhibits a larger variance compared with the model without quiescence. When comparing example 1 and 2, we observe the effect of quiescence on reducing the variance of the number of infected individuals. When the rate of entering quiescence stage ($\rho$) decreases, the variance of the number of infected individuals decreases ($E_{q1}$ versus $E_{q2}$).

**Example 3** The parameter and initial values are identical to example 1 except that the disease transmission rates are now 10 times lower $\beta_1 = \beta_2 = 0.0005$:

$$
E_{q3} = \begin{pmatrix}
14.81 & -0.0388 \\
-0.0388 & 14.81
\end{pmatrix}, \quad E_{wq3} = \begin{pmatrix}
27,651 & -26,443 \\
-26,443 & 27,651
\end{pmatrix}.
$$

In example 3, we observe the effect of decreasing the transmission rate in reducing the variance and covariance of the collapsed covariance matrix. In contrast to example 1, in example 3, we find that the model with quiescence has less variance compared to the model without quiescence.

**Example 4** We use the same parameter values as in example 1 only with asymmetric rates of quiescence $\rho_1 = 0.3$, $\rho_2 = 0.5$

$$
E_{q4} = \begin{pmatrix}
2,251.9 & -57.42 \\
-57.42 & 64.35
\end{pmatrix}, \quad E_{wq4} = E_{wq1}
$$

Now that we use asymmetrical rates of entering quiescence between the two strains in example 4, the variance are much decreased compared to examples 1 and 2. This further reduction in variance occurs because of the competition amongst the two parasite types in the model with quiescence (which was absent because of symmetrical rates in examples 1-3). In other words, because the two parasite strains have different quiescence rates, there is also competition between them to infect host individuals. Furthermore, the strain with the largest rate of entering the quiescence stage ($\rho$) exhibits a smaller variance than the strain with a lower quiescent rate. By analogy, we call this phenomenon as moving average behaviour (see discussion).

**Example 5** We use the same parameter values as in example 1 only with asymmetric rates of entering $\rho_1 = 0.8$, $\rho_2 = 0.4$ and exiting $\zeta_1 = 0.4$, $\zeta_2 = 0.8$ quiescence.

$$
E_{q5} = \begin{pmatrix}
19.17 & -15.07 \\
-15.07 & 2187.1
\end{pmatrix}, \quad E_{wq5} = E_{wq1}.
$$
In example 5, we investigate the influence of asymmetric rates of entering and exiting the quiescent stage on the variance in infected individuals. We set the rate of entering quiescence of strain 1 to be larger than rate of strain 2, while the rate of exiting quiescence of strain 1 is smaller than that of strain 2. We still observe the so-called moving average effect, that is, the strain with the largest rate of entering the quiescence has the smaller variance. This example shows that entering quiescence has significant effect in changing the dynamics of the system.

**Example 6** We use the same parameter values as in example 1 only with asymmetric rates of entering \( \rho_1 = 0.8, \rho_2 = 0.4 \) and exiting \( \zeta_1 = 0.8, \zeta_2 = 0.4 \) quiescence.

\[
E_{q6} = \begin{pmatrix} 164.04 & -151.92 \\ -151.92 & 2332.6 \end{pmatrix}, \quad E_{wq6} = E_{wq1}.
\]

In example 6, we take the rate of entering and exiting quiescence to be the same for each strain, that is, \( \rho_1 = 0.8 = \zeta_1 = 0.8, \rho_2 = 0.4 = \zeta_2 = 0.4 \), to ascertain if the moving average is determined by the rate of entering quiescence or the longest quiescence time. This example confirms that the moving average is determined by the rate of entering quiescence. We note by this example that rate of exiting quiescence stage doesn’t effect the dynamic significantly as far as the moving average is concern.

**Example 7** In example 7, we increase the disease transmission rates and decrease the birth and death rate (compared to example 1), while we assume asymmetric rates of entering quiescence (as in example 5) but symmetric rates of exiting quiescence as well as the immigration rate. The following values are used \( \beta_1 = \beta_2 = 0.05, d = 0.4, \Lambda = 100, \nu_1 = 0.03, \nu_2 = 0.3, \rho_1 = 0.8, \rho_2 = 0.4, \gamma_1 = \gamma_2 = 0.03, \zeta_1 = \zeta_2 = 0.1, \epsilon_1 = \epsilon_2 = 0.6 \) and the initial population sizes are as in example 1. We obtain the following collapsed covariance matrices:

\[
E_{q7} = \begin{pmatrix} 967.63 & -927.22 \\ -927.22 & 1151.1 \end{pmatrix}, \quad E_{wq7} = \begin{pmatrix} 245.56 & -3.6384 \\ -3.6384 & 5.8915 \end{pmatrix}.
\]

From examples 7, here we use asymmetric values of parameters in both models, we see the influence of quiescence in reducing the variance of the collapsed covariance matrix whenever one of the rates of entering quiescence is high. In addition, we also see the effect of strain competition in the model without quiescence in reducing the variance of the number of infected individuals. In the model with quiescence we take the recovery rate of infected individuals by strain 1 to be 10 times smaller than those infected by strain 2, and observe our moving average effect.

As additional verification, we draw contour plots of the joint density of infected individuals by strain 1 and 2 in (Figure 3a) and (Figure 3b) which compare the variance in the number of infected individuals by both strains. We confirm that the joint distribution of the number of infected individuals by parasite strain 1 and 2 have a smaller surface area, that is with less variance, under the model with quiescence than the absence of quiescence. In all examples, the values of the covariance (off-diagonal elements) are negative, and we observe this effect also in the contours (Figures 3a 3d) because the number of infected individuals by parasite 1 and 2 are negatively correlated. This negative correlation is a result of the competition between the parasite types. We finally analyse the change in variance (Figure 4a) and covariance (Figure 4b) of the collapsed covariance matrix as a function of \( \rho_1 \) and \( \rho_2 \) (rates of entering quiescence). The effect of the transmission rates
β₁ and β₂ is here again visible: when β₁ = β₂ are low, high rates of entering quiescence depletes the infected compartments so that the number of infected drops down and the infection decreases, which in turn reduces the variance. When β₁ = β₂ are high, there are enough infected to keep the infection spreading despite the rate of quiescence, hence the increases in the variance (under a fixed values of ζ₁ and ζ₂ (Figures 4a, 4b). The behaviour of the covariance is reversed as the infected classes are negatively correlated. Based on the examples above, increasing ζ₁ and ζ₂ would results in decreasing the difference between the variance (as well as for the covariance) for the different transmission rates β₁ and β₂.

![Figure 3](image-url)

**Figure 3:** Contour plots of the joint density of infected individuals by strain 1 and 2 based on simulations for (a) example 4, and (b) example 5 considered in the text. The x-axis is the number of infected individuals of strain 1 while the y-axis is the number of infected individuals by strain 2 based on the parameters stated in each example.

### 6 Discussion

In this study we aim to understand the effect of quiescence on the spread of infectious disease and with competition between parasite strains. Our study shows that introducing the pathogens ability to switch between an active and inactive (quiescence) phase can significantly impact the stochasticity in the system. In our system, when the invasion/immigration rates are turned off, one of the parasite type becomes extinct. However, when the invasion/immigration rates are turned on, coexistence of host and both parasite types is possible. If both strains show equal rates of infection, transmission and quiescence, there is no real competition and the system behaves as if only one parasite would be present. On other hand, when the parasite types have different characteristics, there is competition between them which generates various epidemiological dynamics.

Our collapsed covariance measure quantifies the infection load at the steady state of the system with and without quiescence. We measure this infection load for various parameter combinations of interest to understand the impact of quiescence on the stochastic process. Under symmetric quiescence rates and high transmission rates, quiescence increases the variance in infected individuals, while the quiescence reduces the variance in infected when transmission rates are low. When considering asymmetry in quiescence
rates between parasite strains, we uncover a special phenomenon which we call by analogy to the moving average behaviour. The strain with the high rate of entering quiescence serves as moving average for the whole parasite population and buffers the effect of the second less quiescent strain. In other words, quiescence reduces the intensity of the noise in the stochastic infection process determining the variance of the number of infected individuals. Moving average is a well known concept in sound, signal, and image processing. In sound processing for example, moving average also known as low pass filter, filters the frequencies so that only low frequencies can be heard. The sound of noisy wave or distorted signal, is being smoothenes by applying a moving average processing function because it assumes the areas of high frequencies as noise. We are not aware of the use of moving average in the field of disease epidemiology, and hence introduce it here as a consequence of quiescence in parasite. When different strains of parasite do show different quiescent rates, the competition between them under a stochastic epidemiological process reduces the number of infected individuals, as well as the virulence of the disease (number of host death). We theoretically predict that under competition between parasite types, the strain with the lower rate of entering quiescence gets fixed, however, if coexistence can be maintained by influx of parasite strains from outside, quiescence has the beneficial effect to reduce the stochasticity of the system. An extension for our work is to investigate if quiescence itself can evolve in such epidemiological setup as a bet-hedging strategy reducing stochasticity in transmission rates.

Due to the difficulty in the existing methods to analyse the stability of $5 \times 5$ matrix, we developed here a criterion for the study of stability of the system with quiescence for the deterministic system. Proposition 2 is important because it reduces the dimension of the system from 5 to 3. It is well known that studying the stability of the system with higher
dimension is hard, often times impossible. While system with low dimension is easy and straightforward to study its stability. Thus the reduction in proposition 2 is of significant importance that removes the difficulties of analysing matrix with high dimension.

We then extended our model to a stochastic version. We show that the analytic solution of the linear Fokker-Planck equation is normally distributed with mean around the equilibrium solution. We confirm this results by computing 10,000 independent stochastic realisations using Gillespie’s algorithm (Figure 2). The probability histogram was plotted at a time equals to 300 generations. This distribution is then compared with the probability density function of the normal distribution with mean and variance as obtained from both Gillespie’s algorithm and the normal approximation method using linear multivariate Fokker-Planck equation (7). The results are consistent which further validates our analytical result obtained using the linear Fokker-Planck equation.

As revealed by a wealth of recent studies on plant or animal, microbiomes are composed of multiple species and multiple strains per species. The composition of species and/or strains is governed by antagonistic, mutualistic or neutral inter- and intra-specific interactions along with stochastic processes such as birth and death, extinction-recolonization and migration of strains/species [see [5, 17]]. We speculate that our results on quiescence should be affecting the dynamics in these multi-species systems. Moreover, many microbe, especially human parasites, enter quiescence stage as a mechanism of resistance against antibiotics [6]. This has important consequences for the management of infectious diseases. Furthermore, host bacteria can also enter quiescence upon contact with viruses [8], which can lead to changes in the expected population dynamics of the bacterial and virus populations [12]. It is therefore of paramount importance to understand the influence of the quiescence on the population of hosts and parasites, especially as coevolution between antagonistic species can drive the evolution of quiescence/dormancy [22]. We show here that if quiescence reduces stochasticity and reduces the noise under strain competition, the same idea should be investigated for a model of bacteria submitted to stochasticity of antibiotic treatment. We speculate that quiescence is not only a bet-hedging strategy, but also influences the stochasticity of the population behaviour, namely the population size of bacteria becoming more stable in time and insensitive to antibiotic treatment.
References

[1] Linda JS Allen. *An introduction to stochastic processes with applications to biology*. CRC press, 2010.

[2] Linda JS Allen. A primer on stochastic epidemic models: Formulation, numerical simulation, and analysis. *Infectious Disease Modelling*, 2(2):128–142, 2017.

[3] LJ Allen, F Brauer, P van den Driessche, and J Wu. Mathematical epidemiology, volume 1945 of lecture notes in mathematics. *Springer, Berlin*, 13:14, 2008.

[4] Roy M Anderson and Robert M May. *Infectious diseases of humans: dynamics and control*. Oxford university press, 1992.

[5] Hakan Andersson and Tom Britton. *Stochastic epidemic models and their statistical analysis*, volume 151. Springer Science & Business Media, 2012.

[6] Nathalie Q Balaban, Jack Merrin, Remy Chait, Lukasz Kowalik, and Stanislas Leibler. Bacterial persistence as a phenotypic switch. *Science*, 305(5690):1622–1625, 2004.

[7] Oliver Balmer and Marcel Tanner. Prevalence and implications of multiple-strain infections. *The Lancet infectious diseases*, 11(11):868–878, 2011.

[8] Maria A Bautista, Changyi Zhang, and Rachel J Whitaker. Virus-induced dormancy in the archaeon sulfolobus islandicus. *MBio*, 6(2):e02565–14, 2015.

[9] Jochen Blath, Matthias Hammer, and Florian Nie. The stochastic fisher-kpp equation with seed bank and on/off branching coalescing brownian motion. *Stochastics and Partial Differential Equations: Analysis and Computations*, pages 1–46, 2022.

[10] Jochen Blath, Felix Hermann, and Martin Slowik. A branching process model for dormancy and seed banks in randomly fluctuating environments. *arXiv preprint arXiv:2007.06393*, 2020.

[11] Jochen Blath and András Tóbiás. Invasion and fixation of microbial dormancy traits under competitive pressure. *Stochastic Processes and their Applications*, 130(12):7363–7395, 2020.

[12] Jochen Blath and András Tóbiás. Virus dynamics in the presence of contact-mediated host dormancy. *arXiv preprint arXiv:2107.11242*, 2021.

[13] Cindy S Chu, Aung Pyae Phyo, Claudia Turner, Htun Htun Win, Naw Pet Poe, Widi Yotyingaphiriam, Suradet Thinraow, Pornpimon Wilairisak, Rattanaporn Raksapraidee, Verena I Carrara, et al. Chloroquine versus dihydroartemisinin-piperaquine with standard high-dose primaquine given either for 7 days or 14 days in plasmodium vivax malaria. *Clinical Infectious Diseases*, 68(8):1311–1319, 2019.

[14] Anthony RM Coates. *Dormancy and low growth states in microbial disease*, volume 3. Cambridge University Press, 2003.

[15] Nadia R Cohen, Michael A Lobritz, and James J Collins. Microbial persistence and the road to drug resistance. *Cell host & microbe*, 13(6):632–642, 2013.
[16] Francis EG Cox. History of the discovery of the malaria parasites and their vectors. *Parasites & vectors*, 3(1):1–9, 2010.

[17] Imane El Meouche, Yik Siu, and Mary J Dunlop. Stochastic expression of a multiple antibiotic resistance activator confers transient resistance in single cells. *Scientific reports*, 6(1):1–9, 2016.

[18] FR Gantmacher. The theory of matrices. *Volume I*, pages 95–103, 1964.

[19] Daniel T Gillespie. A general method for numerically simulating the stochastic time evolution of coupled chemical reactions. *Journal of computational physics*, 22(4):403–434, 1976.

[20] Daniel T Gillespie. Exact stochastic simulation of coupled chemical reactions. *The journal of physical chemistry*, 81(25):2340–2361, 1977.

[21] Johan Grasman, A Onno, et al. *Asymptotic methods for the Fokker-Planck equation and the exit problem in applications*. Springer Science & Business Media, 1999.

[22] Nil Gural, Liliana Mancio-Silva, Alex B Miller, Ani Galstian, Vincent L Butty, Stuart S Levine, Rapatbhorn Patrapuvich, Salil P Desai, Sebastian A Mikolajczak, Stefan HI Kappe, et al. In vitro culture, drug sensitivity, and transcriptome of plasmodium vivax hypnozoites. *Cell host & microbe*, 23(3):395–406, 2018.

[23] Karl Peter Hadeler. *Topics in mathematical biology*. Springer, 2017.

[24] Nelson G Hairston Jr and Bart T De Stasio Jr. Rate of evolution slowed by a dormant propagule pool. *Nature*, 336(6196):239–242, 1988.

[25] Frédéric M Hamelin, Linda JS Allen, Vrushali A Bokil, Louis J Gross, Frank M Hilker, Michael J Jeger, Carrie A Manore, Alison G Power, Megan A Rúa, and Nik J Cunniffe. Coinfections by noninteracting pathogens are not independent and require new tests of interaction. *PLoS biology*, 17(12):e3000551, 2019.

[26] Joao P Hespanha. *Linear systems theory*. Princeton university press, 2018.

[27] Sona John, Mélissa Verin, Wolfgang Stephan, Aurélien Tellier, et al. Neutral genomic signatures of host-parasite coevolution. *BMC evolutionary biology*, 19(1):1–11, 2019.

[28] Richard Arnold Johnson, Dean W Wichern, et al. *Applied multivariate statistical analysis*, volume 6. Pearson London, UK:, 2014.

[29] Matt J Keeling and Pejman Rohani. *Modeling infectious diseases in humans and animals*. Princeton university press, 2011.

[30] Oleg Kogan, Michael Khasin, Baruch Meerson, David Schneider, and Christopher R Myers. Two-strain competition in quasineutral stochastic disease dynamics. *Physical Review E*, 90(4):042149, 2014.

[31] Bendix Koopmann, Johannes Müller, Aurélien Tellier, and Daniel Živković. Fisher–wright model with deterministic seed bank and selection. *Theoretical Population Biology*, 114:29–39, 2017.
[32] Jay T Lennon and Stuart E Jones. Microbial seed banks: the ecological and evolutionary implications of dormancy. *Nature reviews microbiology*, 9(2):119–130, 2011.

[33] Sergei Maslov and Kim Sneppen. Well-temperate phage: optimal bet-hedging against local environmental collapses. *Scientific reports*, 5(1):1–11, 2015.

[34] Johannes Müller and Christina Kuttler. Methods and models in mathematical biology. *Lecture Notes on Mathematical Modelling in the Life Sciences, Springer, Heidelberg, Germany*, 2015.

[35] Coleen T Murphy and Patrick J Hu. Insulin/insulin-like growth factor signaling in *C. elegans*. *WormBook: The Online Review of C. elegans Biology [Internet]*, 2018.

[36] Jon Seger. What is bet-hedging? *Oxford surveys in evolutionary biology*, 4:182–211, 1987.

[37] Thibaut Sellinger, Johannes Müller, Volker Hösel, and Aurélien Tellier. Are the better cooperators dormant or quiescent? *Mathematical biosciences*, 318:108272, 2019.

[38] Michael Sieber, Lucía Pita, Nancy Weiland-Bräuer, Philipp Dirksen, Jun Wang, Benedikt Mortzfeld, Sören Franzenburg, Ruth A Schmitz, John F Baines, Sebastian Fraune, et al. Neutrality in the metaorganism. *PLoS biology*, 17(6):e3000298, 2019.

[39] Ian Sorrell, Andrew White, Amy B Pedersen, Rosemary S Hails, and Mike Boots. The evolution of covert, silent infection as a parasite strategy. *Proceedings of the Royal Society B: Biological Sciences*, 276(1665):2217–2226, 2009.

[40] Aimee R Taylor, James A Watson, Cindy S Chu, Kanokpich Puaprasert, Jureeporn Duanguppama, Nicholas PJ Day, Francois Nosten, Daniel E Neafsey, Caroline O Buckee, Mallika Imwong, et al. Resolving the cause of recurrent plasmodium vivax malaria probabilistically. *Nature communications*, 10(1):1–11, 2019.

[41] Alan R Templeton and Donald A Levin. Evolutionary consequences of seed pools. *The American Naturalist*, 114(2):232–249, 1979.

[42] Neil H Timm. *Applied multivariate analysis*. Springer, 2002.

[43] Minus van Baalen and Maurice W Sabelis. The dynamics of multiple infection and the evolution of virulence. *The American Naturalist*, 146(6):881–910, 1995.

[44] Nicolaas Godfried Van Kampen. *Stochastic processes in physics and chemistry*, volume 1. Elsevier, 1992.

[45] Elise Vaumourin, Gwenael Vourc’h, Patrick Gasqui, and Muriel Vayssier-Taussat. The importance of multiparasitism: examining the consequences of co-infections for human and animal health. *Parasites & vectors*, 8(1):1–13, 2015.

[46] Mélissa Verin and Aurélien Tellier. Host-parasite coevolution can promote the evolution of seed banking as a bet-hedging strategy. *Evolution*, 72(7):1362–1372, 2018.

[47] Nicholas J White. Determinants of relapse periodicity in plasmodium vivax malaria. *Malaria journal*, 10(1):1–36, 2011.
[48] Thomas K Wood, Stephen J Knabel, and Brian W Kwan. Bacterial persister cell formation and dormancy. *Applied and environmental microbiology*, 79(23):7116–7121, 2013.

[49] Duolong Zhu, Joseph A Sorg, and Xingmin Sun. Clostridioides difficile biology: sporulation, germination, and corresponding therapies for c. difficile infection. *Frontiers in cellular and infection microbiology*, 8:29, 2018.
Appendix A, Equilibrium Solution of the Model with Quiescent

From equations 5 and 4 of system (1), the quiescence compartments, we find the equilibrium solutions and is given as follows

\[
Q_1^* = \frac{\rho_1}{\zeta_1 + \sigma}, \quad \text{and} \quad Q_2^* = \frac{\rho_2}{\zeta_2 + \sigma},
\]

let \( c_1 = \frac{\rho_1}{\zeta_1 + \sigma}, c_2 = \frac{\rho_2}{\zeta_2 + \sigma} \), then the equilibrium solutions of the infected compartment (equations 1 and 2 of system (1)) are given by

\[
I_1^* = \frac{\epsilon_1}{d + \gamma_1 + \nu_1 + \rho_1 - \zeta_1 c_1 - \beta_1 H^*}, \quad I_2^* = \frac{\epsilon_2}{d + \gamma_2 + \nu_2 + \rho_2 - \zeta_2 c_2 - \beta_2 H^*}.
\]

Now we need to calculate the equilibrium solution in the healthy compartment, to do so we need the following propositions.

**Proposition 1.** For \( \epsilon_1, \epsilon_2 > 0 \), there is at least one non-negative equilibrium solution in the healthy compartment.

**Proof.** Substituting the equilibrium solutions of the quiescence and infected compartments as calculated above in the first equation of the system (1), we have

\[
P(H) = \Lambda \left( d + \gamma_1 + \nu_1 + \rho_1 - \zeta_1 c_1 - \beta_1 H \right) (d + \gamma_2 + \nu_2 + \rho_2 - \zeta_2 c_2 - \beta_2 H) - \beta_1 \epsilon_1 (d + \gamma_2 + \nu_2 + \rho_2 - \zeta_2 c_2 - \beta_2 H) - \beta_2 \epsilon_2 (d + \gamma_1 + \nu_1 + \rho_1 - \zeta_1 c_1 - \beta_1 H) - dH (d + \gamma_1 + \nu_1 + \rho_1 - \zeta_1 c_1 - \beta_1 H)
\]

then \( P(0) = \Lambda (d + \gamma_1 + \nu_1 + \rho_1 - \zeta_1 c_1)(d + \gamma_2 + \nu_2 + \rho_2 - \zeta_2 c_2 - \beta_2 H) + \nu_1 \epsilon_1 (d + \gamma_2 + \nu_2 + \rho_2 - \zeta_2 c_2 - \beta_2 H) + \nu_2 \epsilon_2 (d + \gamma_1 + \nu_1 + \rho_1 - \zeta_1 c_1 - \beta_1 H)
\]

\[ + \nu_1 \epsilon_1 (d + \gamma_2 + \nu_2 + \rho_2 - \zeta_2 c_2) + \nu_2 \epsilon_2 (d + \gamma_1 + \nu_1 + \rho_1 - \zeta_1 c_1) > 0, \]

because the terms inside brackets are all positive.

and \( P(H) \to -\infty \), then by intermediary value theorem there exist \( H^* \) such that

\[
P(H^*) = 0, H^* > 0
\]

Please observe that other compartments \( (I_1^*, I_2^*, Q_1^*, Q_2^*) \) for \( H^* \) are non-negative, since

\[
P \left( \frac{d + \gamma_1 + \nu_1 + \rho_1 - \zeta_1 c_1}{\beta_1} \right) < 0, \quad \Rightarrow \quad H^* \leq \frac{d + \gamma_1 + \nu_1 + \rho_1 - \zeta_1 c_1}{\beta_1} \quad \Rightarrow \quad I_1^* \geq 0,
\]

by the same argument, we show that \( I_2^* > 0 \). Since \( I_1^*, I_2^* > 0 \), then \( Q_1^*, Q_2^* > 0 \) \( \square \)

In the above proposition 1, we find a polynomial of degree three in which we use intermediate value theorem to show that the polynomial has a solution.

**Uniqueness of The Equilibrium Solution**

We introduce the terms \( a, b, c, d \) defined bellow, with this notation, we obtain the following proposition

**Proposition 1.** If \( b^2 < 3ac \), then there is a unique non-negative equilibrium solution of \( P(H) \).

**Proof.** Let

\[
P(H) = aH^3 + bH^2 + cH + d = 0,
\]

\[
\frac{dP}{dH} = 3aH^2 + 2bH + c = 0.
\]

The solution of quadratic equation \( (10) \) is

\[
H = \frac{-(2b) \pm \sqrt{(2b)^2 - 4(3a)c}}{2(3a)}.
\]
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where
\[ a = -3\beta_1\beta_2 d, \]
\[ b = 2d\beta_1\rho_2 + 2d\beta_2\rho_1 + 2d\beta_1\nu_2 + 2d\beta_1\nu_1 - 2c_{12}d\beta_1\zeta_2 - 2c_{11}d\beta_2\zeta_1 + 2\beta_1\beta_2\epsilon_2 + 2\beta_1\beta_2\epsilon_1 + 2d\beta_1\gamma_2 + 2d\beta_1\gamma_1 + 2\Lambda\beta_1\beta_2 + 2d\beta_2 + 2d^2\beta_1, \]
\[ c = -\beta_1\epsilon_1\nu_2 - \Lambda\beta_1\nu_2 - \beta_2\epsilon_1\nu_1 - \Lambda\beta_2\nu_1 - d\rho_1\rho_2 - d\nu_1\rho_2 + c_{11}d\zeta_1\rho_2 - \beta_1\epsilon_1\rho_2 - d\gamma_1\rho_2 - \Lambda\beta_1\rho_2 - d^2\rho_2 - d\nu_2\rho_2 + c_{12}d\zeta_2\rho_1 - \beta_2\epsilon_2\rho_1 - d\gamma_2\rho_1 - \Lambda\beta_2\rho_1 - d^2\rho_1 - d\nu_1\nu_2 + c_{11}d\zeta_1\nu_2 - \beta_1\epsilon_2\nu_2 - d^2\nu_2 + c_{12}d\zeta_2\nu_2 - \beta_2\epsilon_2\nu_1 - d\gamma_2\nu_1 - d^2\nu_1 - c_{11}c_{12}d\zeta_1\zeta_2 + c_{12}\beta_1\epsilon_1\zeta_2 + c_{12}d\gamma_1\zeta_2 + c_{12}\Lambda\beta_1\zeta_2 + c_{12}d^2\zeta_2 + c_{11}\beta_2\epsilon_2\zeta_1 + c_{11}d^2\gamma_2\zeta_1 + c_{11}\Lambda\beta_2\zeta_1 + c_{11}d^2\zeta_1 - \beta_2\gamma_1\epsilon_2 - d\beta_2\epsilon_2 - \beta_1\gamma_2\epsilon_1 - d\beta_1\epsilon_1 - d\gamma_1\gamma_2 - \Lambda\beta_1\gamma_2 - d^2\gamma_2 - \Lambda\beta_2\gamma_1 - d^2\gamma_1 - \Lambda d\beta_1 - d^3, \]
choose parameter values so that \[ b^2 < 3ac, \]
then the quadratic equation \((11)\) does not have real solution. \( \square \)

In the above proof, we use calculus to find the maximum value of the polynomial. The analysis shows that the polynomial does not have a maximum or minimum value at the specified interval. This shows that the polynomial has only one root by proposition 1 (existence of a solution) above.
Appendix B: Proof of proposition 2 stated in section 2.3
We now prove proposition 2 stated in section 2.3 above regarding the stability of the matrix $B$ defined in [3].

Proof. The characteristic polynomial of $B$ is given by

$$
\lambda^5 + b_1\lambda^4 + b_2\lambda^3 + b_3\lambda^2 + b_4\lambda + b_5 = 0
$$

where

\begin{align*}
b_1 &= \rho_1 + \rho_2 + \zeta_1 + \zeta_2 - \text{tr}(A) \\
b_2 &= \rho_1\rho_2 + \rho_1\zeta_1 + \rho_2\zeta_1 + \zeta_1\zeta_2 - \zeta_1\text{tr}(A) - \zeta_2\text{tr}(A) - (a_{11} + a_{33})\rho_2 - (a_{22} + a_{33})\rho_1 + a_2 \\
b_3 &= \zeta_1a_2 + \zeta_2a_2 + (a_{11}a_{33} - a_{13}a_{31})\rho_2 + (a_{22}a_{33} - a_{23}a_{32})\rho_1 - \det(A) - \zeta_1\zeta_2\text{tr}(A) - (a_{22} + a_{33})\rho_1\zeta_2 \\
&\quad - a_{33}\rho_1\rho_2 - a_{33}\rho_2\zeta_1 - a_{11}\rho_2\zeta_1 \\
b_4 &= \zeta_1\zeta_2a_2 + (a_{22}a_{33} - a_{23}a_{32})\rho_1\zeta_2 + (a_{11}a_{33} - a_{13}a_{31})\rho_2\zeta_1 - (\zeta_1 + \zeta_2)\det(A) \\
b_5 &= -\zeta_1\zeta_2\det(A)
\end{align*}

Step 1:
By Routh-Hurwitz Criterion [18, 23, 34], the matrix $B$ is stable if and only if the following conditions hold:

(i) $b_i > 0$, \quad (i = 1, \ldots, 5)$

(ii) $b_1b_2b_3 > b_3^2 + b_4^2$ 

(iii) $(b_1b_4 - b_5)(b_1b_2b_3 - b_3^2 - b_4^2b_3) > b_5(b_1b_2 - b_3)^2 + b_4^2$ 

Step 2
Suppose that for all $\rho_1, \rho_2, \zeta_1, \zeta_2 > 0$

(iv) $b_1 > 0$, \quad $= \rho_1 + \rho_2 + \zeta_1 + \zeta_2 - \text{tr}(A) > 0 \implies \text{tr}(A) \leq 0$

(v) $b_2 > 0$, \quad $= \rho_1\rho_2 + \rho_1\zeta_1 + \rho_2\zeta_1 + \zeta_1\zeta_2 - \zeta_1\text{tr}(A) - \zeta_2\text{tr}(A) - (a_{11} + a_{33})\rho_2 - (a_{22} + a_{33})\rho_1 + a_2 > 0$ \quad $\implies \text{tr}(A) \leq 0, \quad a_{11} \leq 0, \quad a_{22} \leq 0, \quad \text{and} \quad a_{33} \leq 0$

(vi) $b_3 > 0$, \quad $= \zeta_1a_2 + \zeta_2a_2 + (a_{11}a_{33} - a_{13}a_{31})\rho_2 + (a_{22}a_{33} - a_{23}a_{32})\rho_1 - \det(A) - \zeta_1\zeta_2\text{tr}(A) - (a_{22} + a_{33})\rho_1\zeta_2 > 0$ \quad $\implies \det(A) < 0, \quad \text{tr}(A) \leq 0, \quad a_{11} \leq 0, \quad a_{22} \leq 0, \quad a_{33} \leq 0, \quad a_{13}a_{31} \leq a_{11}a_{33}, \quad \text{and} \quad a_{23}a_{32} \leq a_{22}a_{33}$

(vii) $b_4 > 0$, \quad $\implies \zeta_1\zeta_2a_2 + (a_{22}a_{33} - a_{23}a_{32})\rho_1\zeta_2 + (a_{11}a_{33} - a_{13}a_{31})\rho_2\zeta_1 > (\zeta_1 + \zeta_2)\det(A)$ \quad $\implies \det(A) < 0, \quad a_{13}a_{31} \leq a_{11}a_{33}, \quad \text{and} \quad a_{23}a_{32} \leq a_{22}a_{33}$
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\( b_5 > 0 \)
\[ = -\zeta_1 \zeta_2 \text{det}(A) > 0 \implies \text{det}(A) < 0 \]

**Step 3:**
Assume that
\[ \text{det}(A) < 0, \quad \text{tr}(A) \leq 0, \quad a_2 > 0, \quad a_{11} \leq 0, \quad a_{22} \leq 0, \]
\[ a_{33} \leq 0, \quad a_{13} a_{31} \leq a_{11} a_{33}, \quad a_{23} a_{32} \leq a_{22} a_{33}. \]
Then for all \( \rho_1, \rho_2, \zeta_1, \zeta_2 > 0 \), we have

(ix) \( \rho_1 + \rho_2 + \zeta_1 + \zeta_2 - \text{tr}(A) = b_1 > 0 \)

(x) \[ \rho_1 \rho_2 + \rho_1 \zeta_1 + \rho_2 \zeta_2 - \zeta_1 \text{tr}(A) - \zeta_2 \text{tr}(A) - (a_{11} + a_{33}) \rho_2 - (a_{22} + a_{33}) \rho_1 + a_2 = b_2 > 0 \]

(xi) \[ \zeta_1 a_2 + \zeta_2 a_2 + (a_{11} a_{33} - a_{13} a_{31}) \rho_2 + (a_{22} a_{33} - a_{23} a_{32}) \rho_1 - \text{det}(A) - \zeta_1 \zeta_2 \text{tr}(A) - (a_{22} + a_{33}) \rho_1 \zeta_2 - a_{33} \rho_1 \rho_2 - a_{33} \rho_2 \zeta_1 - a_{11} \rho_2 \zeta_1 = b_3 > 0 \]

(xii) \[ \zeta_1 \zeta_2 a_2 + (a_{22} a_{33} - a_{23} a_{32}) \rho_1 \zeta_2 + (a_{11} a_{33} - a_{13} a_{31}) \rho_2 \zeta_1 - (\zeta_1 + \zeta_2) \text{det}(A) = b_4 > 0 \]

(xiii) \[ -\zeta_1 \zeta_2 \text{det}(A) = b_5 > 0 \]

(xiv)
\[
\begin{align*}
(\rho_1 + \rho_2 + \zeta_1 + \zeta_2 - \text{tr}(A))(\rho_1 \rho_2 + \rho_1 \zeta_1 + \rho_2 \zeta_2 - \zeta_1 \text{tr}(A) - \zeta_2 \text{tr}(A)) \\
- (a_{11} + a_{33}) \rho_2 - (a_{22} + a_{33}) \rho_1 + a_2)(-\text{det}(A) + \zeta_1 a_2 + \zeta_2 a_2 + (a_{11} a_{33} - a_{13} a_{31}) \rho_2 \\
+ (a_{22} a_{33} - a_{23} a_{32}) \rho_1 - (a_{22} + a_{33}) \rho_1 \zeta_2 - a_{33} \rho_1 \rho_2 - a_{33} \rho_2 \zeta_1 - a_{11} \rho_2 \zeta_1 - (a_{11} a_{33} - a_{13} a_{31}) \rho_2)
\end{align*}
\]
\[ = b_1 b_2 b_3 - b_3^2 - b_1^2 b_4 > 0 \]
\[ \implies b_1 b_2 b_3 > b_3^2 + b_1^2 b_4. \]

For the full expansion of equation (12) for all \( \rho_1 > 0, \rho_2 > 0, \zeta_1 > 0, \zeta_2 > 0 \), see supplementary material.
\[
\begin{align*}
&\left(\rho_1 + \rho_2 + \zeta_1 + \zeta_2 - \text{tr}(A)\right)(-\zeta_1\text{det}(A) - \zeta_2\text{det}(A) + \zeta_1\zeta_2a_2 + (a_{22}a_{33} - a_{23}a_{32})\rho_1\zeta_2 \\
&+ (a_{11}a_{33} - a_{13}a_{31})\rho_2\zeta_1 - (\zeta_1\zeta_2\text{det}(A))\right)\left(\rho_1 + \rho_2 + \zeta_1 + \zeta_2 - \text{tr}(A)\right)(\rho_1\rho_2 + \rho_1\zeta_1 \\
&+ \rho_2\zeta_1 + \zeta_1\zeta_2 - \zeta_1\text{tr}(A) - \zeta_2\text{tr}(A) - (a_{11} + a_{33})\rho_2 - (a_{22} + a_{33})\rho_1 + a_2) \\
&(\rho_1 + \rho_2 + \zeta_1 + \zeta_2 - \text{tr}(A))(\rho_1\rho_2 + \rho_1\rho_1 + \rho_2\zeta_1 + \zeta_1\zeta_2 - \zeta_1\text{tr}(A) - \zeta_2\text{tr}(A) \\
&- (a_{11} + a_{33})\rho_2 - (a_{22} + a_{33})\rho_1 + a_2 - (-\text{det}(A) + \zeta_1\zeta_2a_2 + (a_{11}a_{33} - a_{13}a_{31})\rho_2 \\
&+ (a_{22}a_{33} - a_{23}a_{32})\rho_1 - (a_{22} + a_{33})\rho_1\zeta_2 - a_{33}\rho_2\zeta_1 - a_{11}\rho_2\zeta_1 - \zeta_1\zeta_2\text{tr}(A)))^2 \\
&- (\rho_1 + \rho_2 + \zeta_1 + \zeta_2 - \text{tr}(A))(\rho_1\zeta_2\text{det}(A))^2 > 0
\end{align*}
\]

\[(13)\]

\[
= (b_1b_4 - b_5)(b_1b_2b_3 - b_3^2 - b_1^2b_4) - b_5(b_1b_2 - b_3)^2 - b_1b_5^2 > 0
\]

\[
\Rightarrow (b_1b_4 - b_5)(b_1b_2b_3 - b_3^2 - b_1^2b_4) > b_5(b_1b_2 - b_3)^2 + b_1b_5^2
\]

For the full expansion of equation (13) for all \(\rho_1 > 0, \rho_2 > 0, \zeta_1 > 0, \zeta_2 > 0\), see supplementary material.
Appendix C: Description of the model without quiescence

In this section we will develop a mathematical model that describes the evolution of single Host- two parasites with constant recruitment rate. The model is given by these set (system) of ordinary differential equations, it is call the system without quiescence.

\[
\begin{align*}
\frac{dI_1}{dt} &= \beta_1HI_1 - dI_1 - \gamma_1I_1 - \nu_1I_1 + \epsilon_1 \\
\frac{dI_2}{dt} &= \beta_2HI_2 - dI_2 - \gamma_2I_2 - \nu_2I_2 + \epsilon_2 \\
\frac{dH}{dt} &= \Lambda - \beta_1HI_1 - \beta_2HI_2 - dH + \nu_1I_1 + \nu_2I_2
\end{align*}
\]  

(14)

Steady State Solution of the System

The analysis of the steady state of the the system without quiescence (14) follows the same steps as for the system with quiescence.

Transition Probabilities

| Type                        | Transition                                      | Rate                                      |
|-----------------------------|-------------------------------------------------|-------------------------------------------|
| birth of healthy host \(H\) | \((H_i, I_{i1}, I_{2i}) \to (H_i + 1, I_{i1}, I_{2i})\) | \(\Lambda \Delta t + o\Delta(t)\)        |
| natural death of \(H\)      | \((H_i, I_{i1}, I_{2i}) \to (H_i - 1, I_{i1}, I_{2i})\) | \(dH \Delta t + o\Delta(t)\)            |
| infection of \(H\) by \(I_1\)| \((H_i, I_{i1}, I_{2i}) \to (H_i - 1, I_{i1} + 1, I_{2i})\) | \(\beta_1HI_1 \Delta t + o\Delta(t)\)   |
| infection of \(H\) by \(I_2\)| \((H_i, I_{i1}, I_{2i}) \to (H_i - 1, I_{i1}, I_{2i} + 1)\) | \(\beta_2HI_2 \Delta t + o\Delta(t)\)   |
| death of \(I_1\)            | \((H_i, I_{i1}, I_{2i}) \to (H_i, I_{i1} - 1, I_{2i})\) | \((d + \gamma_1)I_1 \Delta t + o\Delta(t)\) |
| death of \(I_2\)            | \((H_i, I_{i1}, I_{2i}) \to (H_i, I_{i1}, I_{2i} - 1)\) | \((d + \gamma_1)I_2 \Delta t + o\Delta(t)\) |
| recovery \(I_1\) & replacement \(H\) | \((H_i, I_{i1}, I_{2i}) \to (H_i + 1, I_{i1} - 1, I_{2i})\) | \(\nu_1I_1 \Delta t + o\Delta(t)\)      |
| recovery \(I_2\) & replacement \(H\) | \((H_i, I_{i1}, I_{2i}) \to (H_i + 1, I_{i1}, I_{2i} - 1)\) | \(\nu_2I_2 \Delta t + o\Delta(t)\)      |
| immigration to \(I_1\)      | \((H_i, I_{i1}, I_{2i}) \to (H_i, I_{i1} + 1, I_{2i})\) | \(\epsilon_1 \Delta t + o\Delta(t)\)    |
| immigration to \(I_2\)      | \((H_i, I_{i1}, I_{2i}) \to (H_i, I_{i1}, I_{2i} + 1)\) | \(\epsilon_2 \Delta t + o\Delta(t)\)    |

Table 2: Transitions for the quiescence model

Master equation

Let \(p(i, j, k)(t) = \text{Prob}\{H(t) = i, I_1(t) = j, I_2(t) = k\}\), then

\[
\frac{dp(i,j,k)}{dt} = \Lambda p(i-1,j,k) + d(i+1)p(i+1,j,k) + \beta_1(i+1)(j-1)p(i+1,j-1,k)
+ (d + \gamma_1)(j+1)p(i,j+1,k) + \beta_2(i+1)(k-1)p(i+1,j,k-1) + (d + \gamma_2)(k+1)p(i,j,k+1)
+ \nu_1(j+1)p(i-1,j+1,k) + \nu_2(k+1)p(i-1,j,k+1) + \epsilon_1p(i,j-1,k) + \epsilon_2p(i,j,k-1)
- \left[\Lambda + di + \beta_1ij + (d + \gamma_1)j + \beta_2ik + (d + \gamma_2)k + \nu_1j + \nu_2k + \epsilon_1 + \epsilon_2\right]p(i,j,k)
\]  

(15)

This master equation (15) is then used to work out Kramers-Moyal expansion that led to the derivation of the Fokker-Planck equation below.

Derivation of Fokker-Planck Equation

Now, let

\[
p(i, j, k) = \int_{i-h-rac{h}{2}}^{i+h+rac{h}{2}} \int_{j-h-rac{h}{2}}^{j+h+rac{h}{2}} \int_{k-h-rac{h}{2}}^{k+h+rac{h}{2}} u(x, y, z) dx dy dz + o(h^4),
\]

let also \(x = ih, y = jh, z = kh\) and \(h = \frac{1}{n}\). We then performed Kramers-Moyal expansion
to derived the following Fokker-Planck equation which is given as follows.

\[
\partial_t u(x, y, t) = -\partial_x \{ h\lambda - dx - \beta_1 xy - \beta_2 xz + \nu_1 y + \nu_2 z \} u(x, y, z) \\
- \partial_y \{ \beta_1 xy - (d + \gamma_1)y - \nu_1 y + h\epsilon_1 \} u(x, y, z) \\
- \partial_z \{ \beta_2 xz - (d + \gamma_2) z - \nu_2 y + h\epsilon_2 \} u(x, y, z) \\
+ \frac{h}{2} \partial_{xx} \{ \lambda + dx + \beta_1 xy + \beta_2 xz + \nu_1 y + \nu_2 z \} u(x, y, z) \\
- h \partial_{xy} \{ \beta_1 xy + \nu_1 y \} u(x, y, z) \\
+ \frac{h}{2} \partial_{yy} \{ \beta_1 xy + (d + \gamma_1) y + \nu_1 y + \epsilon_1 \} u(x, y, z) \\
- h \partial_{xz} \{ \beta_2 xz + \nu_2 z \} u(x, y, z) \\
+ \frac{h}{2} \partial_{zz} \{ \beta_2 xz + (d + \gamma_1) y + \nu_2 y + \epsilon_2 \} u(x, y, z)
\] (16)

Linear Transformation of the Fokker-Planck equation

**Theorem.** The linear Fokker-Planck equation for the above non-linear Fokker-Planck can be written more compactly as follows

\[
\frac{\partial P(y, t)}{dt} = -\sum_{ij}^3 M_{ij} \frac{\partial}{\partial y_i} y_i P(y, t) + \frac{1}{2} \sum_{ij}^3 N_{ij} \frac{\partial^2}{\partial y_i \partial y_j} P(y, t)
\] (17)

where \( y = (x, y, z) \), \( N_{ij} \) is symmetric and positive definite, its solution is give as

\[
P(y, t) = (2\pi)^{\frac{3}{2}} \det(\Sigma)^{\frac{1}{2}} \exp\left( -\frac{1}{2} y \Sigma^{-1} y^T \right)
\]

with

\[
\Sigma^{-1} = 2 \int_0^\infty e^{-Mt} N e^{-Mt} dt.
\]

**Theorem.** For every matrix \( N \) which is symmetric and positive-definite, there a unique solution \( \Sigma^{-1} \) to the following equation known as Lyapunov equation

\[
M \Sigma^{-1} + \Sigma^{-1} M^T = N
\]

where \( \Sigma^{-1} \) is symmetric, positive-definite and equal to

\[
\Sigma^{-1} = \int_0^\infty e^{-Mt} N e^{-Mt^T} dt.
\]

The above theorem known as Lyapunov theorem (see [4]) gives us the opportunity to compute covariance matrix more easily since matrices \( M \) and \( N \) are constant matrices, the only unknown is \( \Sigma^{-1} \) matrix. We use MATLAB to obtain covariance matrix \( \Sigma^{-1} \) numerically. The stochastic matrices \( M \) and \( N \) for the system without matrix is the same to that of the system with quiescence with the quiescence phase deleted.
Appendix D: Stochastic Matrices of the Linear Fokker-Planck equation

\[
M = \begin{pmatrix}
-d - \beta_1 I_1^* & -\beta_1 H^* + \nu_1 & -\beta_1 H^* + \nu_2 & 0 & 0 \\
\beta_1 I_1^* & \beta_1 H^* - d - \gamma_1 - \nu_1 - \rho_1 & 0 & \zeta_1 & 0 \\
0 & 0 & \beta_1 H^* - d - \gamma_2 - \nu_2 - \rho_2 & 0 & \zeta_2 \\
0 & \rho_1 & 0 & -\zeta_1 - d & 0 \\
0 & 0 & \rho_2 & 0 & -\zeta_2 - d \\
\end{pmatrix}
\]

\[
N = \begin{pmatrix}
\lambda + dH^* + \beta_1 H^* I_1^* + \nu_1 I_1^* + \nu_2 I_2^* & -\beta_1 H^* I_1^* + \nu_1 I_1^* & -\beta_1 H^* I_2^* + \nu_2 I_2^* & 0 & 0 \\
\beta_1 H^* I_1^* - \beta_1 H^* I_2^* + \nu_1 I_1^* + \nu_2 I_2^* & 0 & 0 & 0 & 0 \\
-(\lambda + dH^* + \beta_1 H^* I_1^* + \nu_1 I_1^* + \nu_2 I_2^*) & 0 & 0 & 0 & 0 \\
-(\lambda + dH^* + \beta_1 H^* I_1^* + \nu_1 I_1^* + \nu_2 I_2^*) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

where \(H^*, I_1^*, I_2^*, Q_1^*, Q_2^*\) are equilibrium solutions of \(\mathbf{H}\) (rearranged in such a way that healthy compartment comes first equation in the system. The order of the other compartments remains unchanged).