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Prediction of software defect using ensemble learning based improved sparrow search algorithm to optimize extreme learning machine

Yu Tang¹ · Qi Dai² · Mengyuan Yang¹ · Lifang Chen¹,³

Abstract

For the traditional ensemble learning algorithm of software defect prediction, the base predictor exists the problem that too many parameters are difficult to optimize, resulting in the optimized performance of the model unable to be obtained. An ensemble learning algorithm for software defect prediction that is proposed by using the improved sparrow search algorithm to optimize the extreme learning machine, which divided into three parts. Firstly, the improved sparrow search algorithm (ISSA) is proposed to improve the optimization ability and convergence speed, and the performance of the improved sparrow search algorithm is tested by using eight benchmark test functions. Secondly, ISSA is used to optimize extreme learning machine (ISSA-ELM) to improve the prediction ability. Finally, the optimized ensemble learning algorithm (ISSA-ELM-Bagging) is presented in the Bagging algorithm which improve the prediction performance of ELM in software defect datasets. Experiments are carried out in six groups of software defect datasets. The experimental results show that ISSA-ELM-Bagging ensemble learning algorithm is significantly better than the other four comparison algorithms under the six evaluation indexes of Precision, Recall, F-measure, MCC, Accuracy and G-mean, which has better stability and generalization ability.
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1 Introduction

There are various application softwares in our life, which provide great convenience for people's life. The quality of software has become the focus of attention. Most researchers believe that software defects are the main problem affecting software quality and existing risk of leaking user information, resulting in serious information security problem¹,². Therefore, it is issue of this paper is to propose an efficient software defect prediction algorithm to improve software quality and reduce software development and maintenance costs.

Software defect prediction is an important method to measure software quality. Economic losses and information leakage risks will fall with accurately predicting software defect module. If we predict the potential defects of software in time, the work efficiency of testers can be improved³. The existing software defect prediction can be divided into two categories. One is to predict whether the module in the software has defects, and the other is to predict the trend and distribution of defects in the software development process⁴. Efficient software defect prediction algorithm can not only guarantee the quality of software, but also reduce the risk of information leakage⁶,⁷. Therefore, the key issue of this paper is to propose an efficient software defect prediction algorithm to improve software quality and reduce costs of software development and maintenance.

Aiming at the problems of difficult parameter selection, low prediction accuracy and poor stability of base predictor in existing software defect prediction ensemble learning algorithms, the paper proposes a software defect prediction algorithm based on ensemble learning algorithm to optimize extreme learning machine. The main contributions of this paper include the following aspects:

1. An improved sparrow search algorithm is proposed by using the reverse learning of pinhole imaging and the foraging strategy of flip bucket to optimize the sparrow search algorithm.

2. The improved sparrow search algorithm improves the prediction accuracy and stability of extreme learning machine by optimizing the parameters of extreme learning machine.

3. In the Bagging ensemble learning algorithm, an optimized ensemble learning algorithm (ISSA-ELM-Bagging) is proposed to improve the generalization ability of extreme learning machine on software defect prediction datasets.

The rest of this paper is organized as follows. Section 2 introduces the related work of software defect prediction. Section 3 gives optimize the extreme learning machine and ensemble learning algorithm to
improve sparrow search algorithm, and proposes an ensemble learning algorithm of ISSA-ELM-Bagging. Section 4 introduces the experimental setup in detail and analyzes the experimental results. Finally, conclusions and further work are given in Section 5.

2 Related work

With the expansion of software scale and increasing complexity, the quality of software has become the focus of attention. As an important way to guarantee software quality, software defect prediction have been apply many method of data mining and machine learning\[^8\] including, for example, fuzzy logic\[^9\] artificial neural network\[^10\], semi-supervised learning\[^4\], multiple kernel learning\[^11\], extreme learning machine\[^12\], naive bayes\[^13\], support vector machine\[^14\], and so on. In software defect prediction, ensemble learning algorithms, such as Bagging\[^15\] and Boosting\[^16\], have been widely used to improve the prediction performance of software defect prediction algorithm. Reference \[^17\] improved the performance of software defect prediction algorithm used coding-based ensemble learning. Reference \[^18\] verified that Bagging algorithm has better overall performance in ensemble learning.

With the increase of software scale and test cost, researchers have proposed many software defect prediction algorithms. At present, as a machine learning model, extreme learning machine (ELM) has a high prediction ability, but the performance of ELM is easily affected by input weights and hidden layer neuron thresholds. To solve this problem, researchers have used swarm intelligence optimization algorithm to optimize ELM parameters. Liu et al.\[^1\] used cuckoo search algorithm to optimize extreme learning machine parameters (ICS-ELM) to improve the accuracy of junction temperature prediction of insulated-gate bipolar transistor (IGBT). Ding et al.\[^20\] used PSO algorithm to optimize extreme learning machine and improve the accuracy of clinical cancer diagnosis results. Li et al.\[^21\] used the whale optimization algorithm to optimize the extreme learning machine, which has higher accuracy and generalization ability. In recent years, ensemble learning has been widely used in the field of software defect prediction. Ensemble learning can improve the generalization ability of the algorithm by combining multiple weak learners to build strong learners. Related ensemble learning algorithms have also been proposed in the fields of industrial chloride prediction\[^22\], high-dimensional data classification\[^23\], and disease prediction\[^24\]. Reference \[^22\] proposed a new ensemble learning model by combining artificial neural network and stepwise clustering analysis, but did not optimize the model parameters. Reference \[^23\] proved that the multi-view ensemble learning performance (MEL) was superior to the classical ensemble method. When MEL used the particle swarm algorithm for multi-objective optimization, it could quickly search the optimal solution, but the performance of the particle swarm algorithm was not obvious. Reference \[^24\] used four prediction algorithms to predict gas emissions and established an ensemble deep learning model for new type of exhaust gas emissions.

The problem of parameter optimization in the base prediction period is not well solved by the above ensemble learning methods, which leads to obvious performance fluctuation and poor stability of the model. We improve the extreme learning machine (ELM) optimized by sparrow search algorithm (ISSA) as the base predictor of ensemble learning algorithm, and build an ensemble learning algorithm with better prediction accuracy and generalization ability. The experimental results show that the optimized base predictor has better performance than other prediction algorithms on the software defect prediction data sets, and its prediction performance is more stable and generalization ability is stronger.

3 Algorithm design

3.1 Sparrow Search Algorithm

Sparrow search algorithm is a swarm intelligence optimization algorithm proposed by XUE et al.\[^25\] according to a series of behaviors of sparrow groups in the process of foraging. Compared with the traditional swarm intelligence algorithms such as particle swarm optimization (PSO)\[^20\], grey wolf optimizer algorithm (GWO)\[^27\] and whale optimization algorithm (WOA)\[^28\], sparrow search algorithm has stronger optimization ability and faster convergence speed. Sparrow search algorithm can quickly converge near the optimal value, and has good global optimization ability and stability. Sparrow search algorithm consists of three parts: the producers are responsible for foraging and providing direction for the group, the scroungers follow the
producers and the reporters who alert predators. The producers are the best positioned part in the sparrow population and closest to the food; scroungers will update their positions according to the producers to improve the probability of obtaining food; when reporters detect predator’s attacks, they alert the sparrow community, in which the sparrows approach each other to reduce the probability of being preyed and act against predators[29].

3.1.1 The mathematical model of producers
The location of the producers is updated as follows [29]:

\[
X_{i,j}^{t+1} = \begin{cases} 
X^*_i \cdot \exp\left(-\frac{t}{\alpha \cdot \text{iter}_{\max}}\right) & \text{if } R_i < ST \\
X_{i,j}^t + Q \cdot L & \text{if } R_i \geq ST 
\end{cases}
\]

Where \(X_{i,j}^t\) represents the position of the ith sparrow in j-dimensional at the t-iteration, \(\text{iter}_{\max}\) represents the maximum number of iterations, and \(\alpha\) is a random number in the range of (0,1). \(R_i\) is a warning value, and if it is reached, the sparrow population is already in danger and needs to take action (\(R_i \in [0,1]\)). \(ST\) is a safe value, if within the safe value range Sparrow group can move normally (\(ST \in [0.5,1]\)). \(Q\) is a random number that obeys the standard normal distribution. \(L\) represents a matrix of 1\(\times d\), each element in the matrix is 1.

3.1.2 The mathematical model of the scroungers
The location of the scroungers is updated as follows [29]:

\[
X_{i,j}^{t+1} = \begin{cases} 
X_{i,j}^t + \frac{1}{2} |X_{i,j}^t - X_{\text{worst}}^t| & \text{if } f_i > f_u \\
X_{i,j}^t + K \left(\frac{X_{i,j}^t - X_{\text{worst}}^t}{f_u - f_i + \varepsilon}\right) & \text{if } f_i \leq f_u 
\end{cases}
\]

Where \(X_{\text{worst}}\) is currently the global optimal location. \(\beta\) is a random number that obeys the standard normal distribution. \(K\) is a random number from -1 to 1 that represents the direction of the sparrow’s movement and parameters of the step length control. \(f_i\) is the fitness value of the current individual sparrow. \(f_u\) is the current global optimal fitness value, and \(f_u\) is the current worst global fitness value. \(\varepsilon\) is an Infinitesimal constant, avoiding zeros in denominator.

3.2 Pore imaging reverse learning
Aiming at the problem that the sparrow search algorithm is easy to fall into local extremum in the later iteration, Tian et al.[30] applied reverse learning to the sparrow search algorithm, effectively expanding the search range of the algorithm, but the candidate solution obtained by traditional reverse learning is far from the current optimal solution. Aiming at this problem, this paper adopts the inverse learning of pinhole imaging. This method combines the principle of pinhole imaging with the inverse learning, so that the current solution can obtain the candidate solution through the principle of pinhole imaging, which effectively improves the quality of the candidate solution, further avoids the algorithm falling into local optimal solution, and improves the generalization ability of the algorithm. The principle of pinhole imaging reverse learning is shown as follows:

![Fig. 1. Reverse learning principle of pinhole imaging](image-url)
The flame in the $x$-axis is the global optimal position $X_s$, and the upper and lower bounds of the coordinate axis are $a_j, b_j$. The flame $P$ passes through the hole screen at $O$ point, and a flame image $P'$ with height $h'$ can be obtained on the receiving screen. The projection of flame image $P'$ on the $x$ axis is $X'_s$, and the candidate solution corresponding to the global optimal position of $X_s$ is $X'_s$.

According to the principle of pinhole imaging:

$$\frac{(a_j + b_j) / 2 - X'_{best}}{X'_{best} - (a_j + b_j) / 2} = \frac{h}{h'} \quad (4)$$

Substituting $n = h / h'$, the formula becomes:

$$X'_{best} = \frac{a_j + b_j}{2} + \frac{a_j + b_j}{2n} - \frac{X'_{best}}{n} \quad (5)$$

When $n = 1$, we can obtain:

$$X'_{best} = (a_j + b_j) - X'_{best} \quad (6)$$

When $n = 1$, formula (7) is the traditional reverse learning. At this time, the distance between the small hole screen and the receiving screen can be adjusted to obtain a better candidate solution, which effectively improves the quality of the candidate solution and greatly reduces the situation of falling into local optimal solution in the late iteration. A more dynamic candidate solution can be obtained reverse learning of pinhole imaging, which enhances the ability of sparrow search algorithm to jump out of local optimal solution and can find the optimal solution more efficiently.

### 3.3 Fighting foraging strategy

The scroungers find food by following the producers and update their location through the producers, so this also makes the search of the scroungers have certain blindness. This paper introduces the flip foraging strategy and applies it to the location update of the joiner. This strategy can make the joiner update the location more effectively.

$$X_{i}(t+1) = X_{i}(t) + S \cdot (r_1 X_{b} - r_2 X_{i}(t)) \quad i=1,2,\ldots,n \quad (7)$$

where $S$ represents the flip factor that determines the position of the sparrow after the tumbling foraging strategy. According to the reference [31], $S = 2$, $n$ is the number of sparrow, $r_1, r_2$ are $[0,1]$ random numbers. $X_{b}(t)$ is the optimal position of the $t$th iteration, and $X_{b}(t)$ is the position of the $t$th iteration of the $ith$ sparrow. Sparrow flip bucket diagram is as follows:

![Foraging strategy sketch of flip bucket](image)

Introducing the flip bucket foraging strategy in location update of the scroungers, which effectively improves the search ability of the scroungers in the high-dimensional space. The flip bucket foraging strategy is mainly carried out around the optimal solution of each iteration, which also increases the search efficiency of the scroungers in the space. In the early stage of the iteration, the distance between each sparrow is relatively large, and the sparrow can increase the search range of the sparrow through the flip bucket foraging strategy. In the late stage of the iteration, the distance between each solution and the optimal solution is small. When the flip bucket foraging strategy is carried out in a relatively small range, it can not only quickly jump out of the local optimal solution, but also reduce the corresponding time cost.

### 3.4 ISSA algorithm design

The initial number of sparrows in the traditional sparrow search algorithm is small. After a certain number of iterations, the sparrows in the group will gradually approach a certain optimal solution. If the previous generation of sparrow location is not ideal, then continuing to update the individual location of the sparrow will affect the final result, making the algorithm easy to fall into local optimal solution. In order to solve these problems, this paper introduces the inverse learning of pinhole imaging. After each iteration, the candidate solution of the inverse learning of pinhole imaging is obtained according to the producers. Then the fitness value of the producers is compared with the fitness value of the candidate solution. The sparrow with better fitness value is taken as the producers of the current iteration number, which effectively improves the
local search ability, the efficiency of the algorithm and
the diversity of the population. In the traditional sparrow
search algorithm, the adder updates the location
according to the producers, which has certain blindness.
In the early iteration, the search range of the adder is not
wide enough, and it is easy to lose high quality solutions.
Therefore, the flip bucket foraging strategy is introduced
into the location update process of the scroungers. The
flip bucket foraging strategy is a location change around
the optimal solution obtained by the current iteration
number. In the early iteration, the sparrow is relatively
far from the optimal solution, which can increase the
search range of the scroungers and obtain more
high-quality solutions. In the late iteration, the sparrow
individuals are close to the optimal solution, and the
probability of replacing the current optimal solution by
the candidate solution obtained by the foraging strategy
of the flip bucket will gradually increase. Therefore, the
strategy can effectively improve the ability of the
algorithm to jump out of the local optimal solution.
ISSA algorithm can effectively reduce the situation that
the sparrow search algorithm falls into the local optimal
solution, and find the optimal sparrow location and the
optimal fitness value more quickly and efficiently.

3.5 ISSA Optimized Extreme Learning Machine

For dataset $D = \{(x_i, y_i)\}, i = 1, \ldots, l$, the
extreme learning machine model with $n$ hidden layer nodes excitation
function sigmoid can be expressed as[32]:

$$f(x) = \sum_{i=1}^{n} \beta_i g(w_i, b_i, x_i) = \beta \cdot H(x) \tag{8}$$

where $H$ is the hidden layer output matrix and $\beta$ is the output weight of the
hidden layer node. The output weight can be obtained by least square solution of
linear formula (8)[33]:

$$\beta = H^+ \cdot Y \tag{10}$$

where $H^+$ is the Moore-Penrose Pseudoinverse of the hidden layer output matrix $H$. The ELM
structure is shown in the following figure:

![ELM structure](image)

In this paper, ISSA is used to optimize ELM
parameters, and the maximum absolute error of the sum
of sample expected output and actual output in ELM is
selected as the adaptation function of ISSA algorithm.
The specific steps of ISSA algorithm to select the
optimal input weight and hidden layer neuron threshold
are as follows:

step1: Initialize sparrow population and related
parameters;

step2: Calculate the fitness of each sparrow, select
the current optimal location and the optimal fitness
value corresponding to the optimal location, select
the current worst location and the worst location
corresponding to the worst fitness value;

step3: Select the better fitness value of the spa
rrow population as the producers, according to the
formula (1) update the location of the producers;

step4: According to formula (6), the candidate
solution of the reverse learning of the producers' pi
nhole imaging is obtained;

step5: The fitness values of the producers and the
candidate solution are compared, and the better
fitness value is selected as the scroungers;

step6: In addition to the producers sparrow as
scroungers, according to the formula (2) update the
location of the scroungers;

step7: The candidate solution is obtained by the
foraging strategy of the adder according to formula
(7);

step8: Compare the fitness value of the candi
te solution and the scroungers', select the better fitn
ess value as the scroungers;
step 9: Randomly select sparrows as reporters among scroungers and producers, and update the reporters location according to formula (3);
step10: judging whether the algorithm runs to the maximum number of iterations, if it reaches the end of the cycle, if it does not reach step3;
step11: Output global optimal location and optimal fitness value, get the optimal input weights and hidden layer neuron threshold. The ISSA-ELM flowchart is as follows:

3.6 Ensemble learning algorithm Bagging
According to reference [35], the superiority of Bagging algorithm in the field of software prediction is verified. This paper adopts the Bagging ensemble learning algorithm. The Bagging algorithm uses the prediction algorithm with low accuracy as the base predictor, and then performs parallel processing on K base predictors. Finally, the voting method is used to obtain the final prediction results[36]. In this paper, the model first uses ISSA to optimize the parameters of ELM as the base predictor of homogeneous integration, and then uses Bagging ensemble learning algorithm to improve the prediction performance of ISSA-ELM base predictor. The Bagging ensemble learning algorithm is shown in the figure:
4 Experimental results and analysis

The experiments are implemented with MATLAB 2014b running on a PC with Intel (R) Core (TM) i7-8565U 1.80 GHz CPU, 16 GB RAM.

4.1 Experimental introduction

This paper compares sparrow search algorithm (SSA), whale algorithm (WOA), grey wolf algorithm (GWO), particle swarm optimization (PSO) with improved sparrow search algorithm (ISSA) for comparison. In order to ensure the fairness of the experiment, the population size of all algorithms are set to 30, and the maximum number of iterations are set to 500[37]. The experimental results retain four decimals, and other parameters are shown in table 1[37].

For the software defect datasets, SSA algorithm and ISSA algorithm select 30 sparrows, and the maximum number of iterations is 100[38]. The number of neurons in the hidden layer is 100, and the activation function is sigmoid[33]. The number of base predictor is the same as the datasets dimension. In this paper, 25 datasets from six groups of NASA, SOFTLAB, AEEEM, AUDI, MORPH and ReLink were selected for simulation experiments. Of these, 80 percent are training sets and 20 percent are test sets. Due to the high data dimension of the software defect datasets, PCA is used to reduce the dimension. The number of principal components after dimensionality reduction is shown in Table 2. The basic information of the dataset is shown in Table 2.

| Algorithm | Parameters |
|-----------|------------|
| ISSA      | ST=0.8, PD=0.2, SD=0.2 |
| SSA       | ST=0.8, PD=0.2, SD=0.2 |
| WOA       | h=1         |
| GWO       | a decline from 2 to 0 |
| PSO       | c1=c2=2, ωmin=0.2, ωmax=0.9 |
Table 2. Introduction of datasets

| group         | characteristic | dataset | number of samples | attribute number | defective number | defect rate | number of principal components |
|---------------|----------------|---------|-------------------|------------------|------------------|-------------|---------------------------------|
| NASA          |                | CM1     | 344               | 2                | 42               | 0.1221      | 10                              |
| NASA          |                | MC2     | 125               | 2                | 44               | 0.3520      | 10                              |
| NASA          |                | MW1     | 263               | 2                | 27               | 0.1027      | 10                              |
| NASA          |                | PC1     | 735               | 2                | 61               | 0.0830      | 11                              |
| NASA          |                | PC3     | 1099              | 2                | 138              | 0.1256      | 12                              |
| NASA          |                | PC2     | 1493              | 2                | 16               | 0.0107      | 9                               |
| NASA          |                | PC4     | 1379              | 2                | 178              | 0.1291      | 13                              |
| SOFTLAB       |                | ar1     | 121               | 2                | 9                | 0.0744      | 8                               |
| SOFTLAB       |                | ar4     | 107               | 2                | 20               | 0.1869      | 8                               |
| SOFTLAB       |                | ar6     | 101               | 2                | 15               | 0.1485      | 7                               |
| AEEEM         |                | EQ      | 324               | 2                | 129              | 0.39814     | 20                              |
| AEEEM         |                | JDT     | 997               | 2                | 206              | 0.2066     | 23                              |
| AEEEM         |                | ML      | 1862              | 2                | 245              | 0.1316      | 24                              |
| AEEEM         |                | PDE     | 1497              | 2                | 209              | 0.1396      | 22                              |
| AUDI          |                | ProjectA| 1908              | 2                | 85               | 0.0445      | 6                               |
| AUDI          |                | ProjectK| 2515              | 2                | 375              | 0.1491      | 6                               |
| MORPH         |                | ant-1.3 | 125               | 2                | 20               | 0.1600      | 10                              |
| MORPH         |                | arc     | 234               | 2                | 27               | 0.1154      | 9                               |
| MORPH         |                | camel-1.0| 339              | 2                | 13               | 0.0383      | 11                              |
| MORPH         |                | pos-1.5 | 237               | 2                | 136              | 0.5738      | 11                              |
| MORPH         |                | rektor  | 176               | 2                | 27               | 0.1534      | 10                              |
| MORPH         |                | velocity-1.4| 196           | 2                | 146              | 0.7449      | 11                              |
| MORPH         |                | xerces-1.2| 440            | 2                | 71               | 0.1614      | 11                              |
| ReLink        |                | apache  | 194               | 2                | 98               | 0.5052      | 7                               |
| ReLink        |                | zxing   | 399               | 2                | 118              | 0.2957      | 7                               |

4.2 ISSA algorithm performance tests

The experiment selects eight different benchmark functions to compare the five optimization algorithms. The benchmark test function information is shown in Table 3. In order to highlight the performance and stability of the algorithm in this paper, the five optimization algorithms are run independently for 30 times on eight benchmark test functions. The optimal values for each function is shown in bold. The specific results are shown in Table 4.

Table 3. Test function table

| Function | DIM | Section | Best |
|----------|-----|---------|------|
| $F_1(x) = \sum_{i=1}^{n} x_i^2$ | 30  | [-100,100] | 0    |
| $F_2(x) = \sum_{i=1}^{n} (\sum_{j=1}^{i} x_j)^2$ | 30  | [-100,100] | 0    |
| $F_3(x) = \sum_{i=1}^{n} [100(x_i - x_i^2)^2 + (x_i - 1)^2]$ | 30  | [-30,30] | 0    |
| $F_4(x) = \sum_{i=1}^{n} (x_i + 0.5)^2$ | 30  | [-100,100] | 0    |
| $F_5(x) = ta_x^d + random(0,1)$ | 30  | [-1.28,1.28] | 0    |
\[
F_6(x) = \sum_{i=1}^{n} x_i \sin(\sqrt{|x_i|})
\]

\[
F_7(x) = -20\exp(-0.2 \sqrt{\sum_{i=1}^{n} x_i}) - \exp(-\frac{1}{n} \cos(2\pi x_n)) + 20 + e
\]

\[
F_8 = \frac{\pi}{n} \left( 10\sin(\pi y_i) + \sum_{j=1}^{n} (y_j - 1)^2 [1+10\sin^2(\pi y_j)] + (y_n - 1)^2 \right) + \sum_{j=1}^{n} u(x_j, 10, 100, 4)
\]

\[y_i = 1 + \frac{x_i + 1}{4}\]

\[u(x_i, a, k, m) = \begin{cases} 
  k(x_i - a)^m & x_i > a \\
  0 & -a < x_i < a \\
  k(-x_i - a)^m & x_i < -a
\end{cases} \]

| Function | Algorithm | Best | Worse | Ave | Std |
|----------|-----------|------|-------|-----|-----|
| $F_1$    | ISSA      | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
|          | SSA       | 0.0000 | 3.5969E-175 | 1.1603E-176 | 0.0000 |
|          | GWO       | 2.3995E-27 | 1.8489E-25 | 3.8428E-26 | 4.2843E-26 |
|          | WOA       | 3.3075E-85 | 3.6537E-70 | 2.3076E-71 | 8.1484E-71 |
|          | PSO       | 0.0007 | 1.4262E-05 | 0.0002 | 0.0002 |
| $F_2$    | ISSA      | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
|          | SSA       | 0.0000 | 7.3887E-277 | 2.4629E-278 | 0.0000 |
|          | GWO       | 0.0016 | 9.4610E-08 | 8.9965E-05 | 0.0003 |
|          | WOA       | 15157.9349 | 67242.3333 | 40889.3950 | 10846.4721 |
|          | PSO       | 20.3739 | 177.2701 | 86.3908 | 35.1518 |
| $F_3$    | ISSA      | 1.4533E-07 | 0.0003 | 4.0544E-05 | 5.9781E-05 |
|          | SSA       | 1.3640E-05 | 0.0013 | 0.0002 | 0.0003 |
|          | GWO       | 25.9146 | 27.9571 | 26.8444 | 0.6194 |
|          | WOA       | 27.2115 | 28.7874 | 27.9858 | 0.4924 |
|          | PSO       | 22.1368 | 249.1101 | 83.2573 | 54.8628 |
| $F_4$    | ISSA      | 5.6861E-13 | 1.8820E-06 | 1.4071E-07 | 3.8628E-07 |
|          | SSA       | 1.8713E-09 | 3.8206E-06 | 8.7093E-07 | 9.5760E-07 |
|          | GWO       | 6.1621E-07 | 1.5093 | 0.5886 | 0.3408 |
|          | WOA       | 0.0858 | 1.6502 | 0.4335 | 0.3084 |
|          | PSO       | 4.9346E-06 | 0.0005 | 0.0001 | 0.0001 |
| $F_5$    | ISSA      | 1.1559E-05 | 0.0004 | 0.0001 | 0.0001 |
|          | SSA       | 4.9654E-05 | 0.0008 | 0.0003 | 0.0002 |
|          | GWO       | 0.0003 | 0.0047 | 0.0020 | 0.0010 |
|          | WOA       | 0.0124 | 8.2148E-05 | 0.0031 | 0.0032 |
|          | PSO       | 0.0749 | 0.3896 | 0.1792 | 0.0613 |
| Function | Algorithm | Best | Worse | Ave | Std |
|----------|-----------|------|-------|-----|-----|
| $F_6$    | ISSA      | -39166.9401 | -26683.1355 | -33826.5691 | 3441.9490 |
|          | SSA       | -12569.2938 | -4921.5749 | -8846.3963 | 2448.0671 |
|          | GWO       | -7303.4504  | -3531.3164 | -6117.2140 | **762.5930** |
|          | WOA       | -12569.4866 | -6925.8467 | -10793.3021 | 1926.5821 |
|          | PSO       | -7476.3798  | -3034.9355 | -5307.5740 | 1108.6601 |
|          |           | **8.8818E-16** | **8.8818E-16** | **8.8818E-16** | 0 |
| $F_7$    | ISSA      | 8.8818E-16  | 8.8818E-16 | 8.8818E-16 | 0 |
|          | SSA       | 8.8818E-16  | 8.8818E-16 | 8.8818E-16 | 0 |
|          | GWO       | 9.6811E-14  | 2.6024E-13 | 1.6100E-13 | 3.8009E-14 |
|          | WOA       | 8.8818E-16  | 7.9936E-15 | 4.4409E-15 | 2.4270E-15 |
|          | PSO       | 0.0025      | 1.1610     | 0.1537     | 0.3541   |
| $F_8$    | ISSA      | 3.3155E-13  | 1.6293E-07 | 1.6517E-08 | 3.1809E-08 |
|          | SSA       | 1.6624E-09  | 1.5204E-06 | 1.3821E-07 | 3.0227E-07 |
|          | GWO       | 0.0066      | 0.0975     | 0.0364     | 0.0203   |
|          | WOA       | 0.0051      | 0.0618     | 0.0239     | 0.0128   |
|          | PSO       | 1.0695E-07  | 0.2073     | 0.0138     | 0.0443   |

Fig. 6. Convergence effect diagram of each algorithm
Fig. 6. Continued

Fig. 7. Three-Dimensional diagram of test function
Table 5. Wilcoxon rank sum test P value

| Function | ISSA-SSA | ISSA- WOA | ISSA- GWO | ISSA-PSO |
|----------|----------|-----------|-----------|----------|
| F1       | N/A      | 1.5299E-11| 1.5299E-11| 1.5299E-11|
| F2       | N/A      | 1.2117E-12| 1.2117E-12| 1.2117E-12|
| F3       | 6.0459E-01| 3.019E-11 | 3.019E-11 | 3.019E-11 |
| F4       | 3.2323E-06| 6.6591E-12| 9.3030E-12| 2.0707E-12|
| F5       | 1.0385E-04| 9.1288E-10| 4.5311E-11| 2.0701E-11|
| F6       | 2.0701E-11| 3.019E-11 | 2.0701E-11| 2.0701E-11|
| F7       | N/A      | 3.6292E-09| 1.1863E-12| 1.2117E-12|

Fig. 7. Continued
It can be seen from Table 4 that the ISSA algorithm is significantly better than the other four comparison algorithms in eight test functions. For F1 and F2, ISSA algorithm and SSA algorithm can find the theoretical optimal value, but the average value of ISSA algorithm is smaller, which shows that the optimization effect of ISSA algorithm is superior. For F3, F4, F8, the optimal value of ISSA algorithm is higher than the other four algorithms by several orders of magnitude or even a dozen orders of magnitude, and the average and standard deviation are the smallest. For F6, the average value of ISSA algorithm is the smallest, indicating that the convergence rate of ISSA algorithm is faster. However, in this function, the standard deviation of GWO algorithm is the smallest, indicating that the stability of GWO algorithm is better than that of ISSA algorithm in function F6. For F7, the optimal results of ISSA algorithm and SSA algorithm are the same, and the average value and standard deviation are the same, indicating that the two algorithms have the same effect on function F7. In the seven groups of test functions except F6, the average and standard deviation of ISSA algorithm are the minimum values, indicating that ISSA algorithm has better stability and stronger robustness, and has stronger global optimization ability than the other four algorithms.

As shown in Fig. 6, the convergence curves of eight groups of test functions are plotted. The abscissa and ordinate represent the number of iterations and the fitness function value respectively. It can be seen from Fig. 6 that among the convergence curves of eight groups of test functions, ISSA algorithm is at the bottom, indicating that ISSA algorithm has faster convergence speed and higher solution accuracy than the other four algorithms. In the convergence curve of F7, the ISSA algorithm and SSA algorithm almost coincide after 50 iterations, indicating that the convergence accuracy of the two algorithms is the same for the test function, but the ISSA algorithm converges faster in the early iteration. Integrating the convergence curves of eight test functions, the convergence curves of ISSA algorithm finally tend to be stable, indicating that the algorithm has the fastest convergence speed and the highest convergence accuracy.

In order to more comprehensively reflect the performance of ISSA algorithm, this paper, Wilcoxon rank sum test is used to verify whether ISSA algorithm has significant difference with other algorithms at \( P = 5 \) percent level. As shown in Table 5, \( P < 5 \) percent indicates that the difference between the two algorithms is obvious, \( P > 5 \) percent shows that the two algorithms have little difference, that is, the algorithm performance is close. N/A indicates that the performance of the two algorithms is close.

### 4.3 Software defect prediction contrast experiment

In order to verify the superiority of ISSA-ELM-Bagging algorithm, four prediction algorithms, ELM, SSA-ELM, ISSA-ELM and SSA-ELM-Bagging, are used as comparison algorithms. In order to ensure the accuracy of the experiment, the ISSA-ELM-Bagging algorithm uses the average of the six indicators of precision (P), recall (R), F-measure, MCC, Accuracy and G-mean as the evaluation index to verify the prediction performance of the algorithm. The higher the six evaluation indexes are, the better the software defect prediction effect is. The optimal results of each evaluation index have been bold. The evaluation index calculation formula is as follows \([39]\):

\[
P = \frac{TP}{(TP + FP)}
\]

\[
R = \frac{TP}{(TP + FN)}
\]
\[ F - measure = \frac{2 \times P \times R}{P + R} \]  
(13)  

\[ MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \]  
(14)  

\[ Accuracy = \frac{TP + FN}{TP + FP + TN + FN} \]  
(15)  

\( TP \) is the number of samples correctly classified by minority samples; \( FP \) is the number of correctly classified majority class samples; \( FN \) is the number of misclassified minority samples; \( TN \) is the number of samples misclassified by most class samples\(^\text{(40)}\).

\[ G - mean = \sqrt{TPR \times TNR} \]  
(16)  

\( TPR = \frac{TP}{TP + FN} \), \( TNR = \frac{TN}{FP + TN} \). \( TPR \) is the proportion of predicted correct samples in the actual minority samples; \( TNR \) is the proportion of predicted correct samples in most class samples to actual majority class samples\(^\text{(41)}\).

| Dataset   | ELM   | SSA-ELM | ISSA-ELM | SSA-ELM-Bagging | ISSA-ELM-Bagging |
|-----------|-------|---------|----------|-----------------|-----------------|
| CM1       | 0.111 | 0.2727  | 0.3977   | 0.6054          | 0.6249          |
| MC2       | 0.2774| 0.6353  | 0.4736   | 0.9000          | 1.0000          |
| MW1       | 0.1818| 0.3333  | 0.3749   | 0.5714          | 0.9999          |
| PC1       | 0.0909| 0.2962  | 0.3333   | 0.4292          | 0.5714          |
| PC3       | 0.1791| 0.1702  | 0.2045   | 0.3777          | 0.3962          |
| PC2       | 0.0541| 0.0909  | 0.1667   | 0.1999          | 0.2500          |
| PC4       | 0.3139| 0.0478  | 0.4999   | 0.4571          | 0.5416          |
| ar1       | 0.1250| 0.5000  | 0.9999   | 0.5000          | 0.9999          |
| ar4       | 0.3333| 0.7999  | 0.7500   | 0.5000          | 0.8333          |
| ar6       | 0.2857| 1.0000  | 0.7500   | 0.7500          | 1.0000          |
| EQ        | 0.5882| 0.8064  | 0.8125   | 0.8928          | 0.9545          |
| JDT       | 0.5172| 0.6249  | 0.6551   | 0.6862          | 0.7297          |
| ML        | 0.2574| 0.3296  | 0.3703   | 0.6249          | 0.6888          |
| PDE       | 0.2986| 0.3571  | 0.3714   | \textbf{0.4492} | 0.4489          |
| ProjectA  | 0.5641| 0.7000  | 0.6764   | 0.6176          | 0.6571          |
| ProjectK  | 0.4924| 0.5423  | 0.5193   | 0.5362          | 0.5942          |
| ant-1.3   | 0.5714| 0.6667  | 0.5000   | 1.0000          | 1.0000          |
| arc       | 0.3333| 0.5000  | \textbf{0.5833} | 0.5000          | 0.5000          |
| camel-1.0 | 0.1111| 0.1999  | 0.2857   | 0.6666          | 0.9999          |
| peis-1.5  | 0.6956| 0.8333  | 0.8695   | \textbf{0.8888} | 0.8695          |
| rediktor  | 0.3333| 0.4444  | 0.5000   | 0.6666          | 0.8000          |
| velocity-1.4 | 0.2727 | 0.6666 | 0.9999 | 0.9166 | \textbf{1.0000} |
| xerces-1.2| 0.1851| 0.3636  | 0.4500   | 0.4782          | 0.6842          |
| apache    | 0.6470| 0.7368  | 0.8333   | 0.8571          | 0.9500          |
| zxing     | 0.2692| 0.5217  | 0.5000   | 0.5416          | 0.7500          |
| sum       | 8.0897| 12.8007 | 13.8783  | 15.6123         | 18.8449         |
| Mean value| 0.3236| 0.5120  | 0.5551   | 0.6245          | 0.7538          |
| Standard deviation | 0.1822 | 0.2277 | 0.2273 | 0.1944 | 0.2194 |
Fig. 8. Standard deviation of Precision for each algorithms

### Table 7. Prediction Recall of algorithms

| Dataset   | ELM        | SSA-ELM    | ISSA-ELM | SSA-ELM-Bagging | ISSA-ELM-Bagging |
|-----------|------------|------------|----------|-----------------|------------------|
| CM1       | 0.3333     | 0.5000     | 0.7778   | 0.8333          | 1.0000           |
| MC2       | 0.4545     | 0.7272     | 0.8181   | 1.0000          | 1.0000           |
| MW1       | 0.3333     | 0.5000     | 0.5000   | 0.5000          | 0.5714           |
| PC1       | 0.2500     | 0.6666     | 0.8333   | 0.8081          | 0.3000           |
| PC3       | 0.7500     | 0.5000     | 0.5625   | 0.7083          | 0.8750           |
| PC2       | 0.6666     | 0.6666     | 0.7500   | 1.0000          | 1.0000           |
| PC4       | 0.6923     | 0.7948     | 0.7692   | 0.8205          | 0.7647           |
| ar1       | 0.3333     | 0.3333     | 0.3333   | 1.0000          | 0.6666           |
| ar4       | 0.5000     | 0.6666     | 0.7500   | 1.0000          | 1.0000           |
| ar6       | 0.5000     | 0.5000     | 0.7500   | 0.7500          | 0.6000           |
| EQ        | 0.6250     | 0.7812     | 0.812    | 0.8620          | 0.9545           |
| JDT       | 0.6383     | 0.7446     | 0.8085   | 0.7608          | 0.7941           |
| ML        | 0.6190     | 0.5882     | 0.7142   | 0.7894          | 0.7948           |
| PDE       | 0.5000     | 0.5434     | 0.5652   | 0.6326          | 0.6470           |
| ProjectA  | 0.8800     | 0.8400     | 0.9200   | 0.9544          | 0.9583           |
| ProjectK  | 0.9154     | 0.9014     | 0.9436   | 0.9610          | 0.9647           |
| ant-1.3   | 0.5714     | 0.8571     | 1.0000   | 1.0000          | 1.0000           |
| arc       | 0.5000     | 0.6666     | 0.5833   | 0.6666          | 0.7500           |
| camel-1.0 | 0.3333     | 0.5000     | 0.6666   | 0.6666          | 0.6666           |
| poi-1.5   | 0.7272     | 0.9090     | 0.9090   | 0.8888          | 0.9523           |
| reldktor  | 0.5000     | 0.6666     | 0.6666   | 0.6666          | 0.8000           |
| velocity-1.4 | 0.4285 | 0.5714     | 0.6666   | 0.8461          | 0.8181           |
| xerces-1.2 | 0.3333 | 0.5333     | 0.6000   | 0.7857          | 0.8666           |
| apache    | 0.5238     | 0.8750     | 0.8333   | 0.9000          | 0.9047           |
| zxing     | 0.3888     | 0.5454     | 0.6666   | 0.6842          | 0.8181           |
| Sum       | 13.2980    | 16.3793    | 18.2010  | 20.4859         | 20.968           |
| Mean value| 0.5319     | 0.6552     | 0.7280   | 0.8194          | 0.8387           |
| Standard deviation | 0.1727 | 0.1513     | 0.1488   | 0.1361          | 0.1324           |
Fig. 9. Standard deviation of Recall for each algorithms

Table 8. Prediction F-measure of algorithms

| Dataset   | ELM    | SSA-ELM | ISSA-ELM | SSA-ELM-Bagging | ISSA-ELM-Bagging |
|-----------|--------|---------|----------|-----------------|-----------------|
| CM1       | 0.1666 | 0.3529  | 0.5263   | 0.7000          | 0.7692          |
| MC2       | 0.3445 | 0.6782  | 0.6000   | 0.9473          | 1.0000          |
| MW1       | 0.2352 | 0.4000  | 0.4285   | 0.5333          | 0.7272          |
| PC1       | 0.1333 | 0.4102  | 0.4761   | 0.5606          | 0.6666          |
| PC3       | 0.2891 | 0.2539  | 0.3000   | 0.4927          | 0.5454          |
| PC2       | 0.1000 | 0.1600  | 0.2727   | 0.3333          | 0.4000          |
| PC4       | 0.4320 | 0.5391  | 0.6060   | 0.5871          | 0.6341          |
| ar1       | 0.1818 | 0.4000  | 0.5000   | 0.6666          | 0.8000          |
| ar4       | 0.4000 | 0.7272  | 0.7500   | 0.6666          | 0.9091          |
| ar6       | 0.3636 | 0.6666  | 0.7500   | 0.7500          | 0.7500          |
| EQ        | 0.6060 | 0.7936  | 0.8125   | 0.8772          | 0.9546          |
| JDT       | 0.5714 | 0.6796  | 0.7238   | 0.7216          | 0.7605          |
| ML        | 0.3636 | 0.4225  | 0.4878   | 0.6976          | 0.7381          |
| PDE       | 0.3739 | 0.4310  | 0.4482   | 0.5254          | 0.5301          |
| ProjectA  | 0.6875 | 0.7636  | 0.7796   | 0.7500          | 0.7796          |
| ProjectK  | 0.6403 | 0.6772  | 0.6700   | 0.6883          | 0.7354          |
| ant-1.3   | 0.5714 | 0.7500  | 0.6666   | 1.0000          | 1.0000          |
| arc       | 0.4000 | 0.5714  | 0.5833   | 0.5714          | 0.6000          |
| camel-1.0 | 0.1666 | 0.2857  | 0.4000   | 0.6666          | 0.8000          |
| poi-1.5   | 0.7111 | 0.8695  | 0.8888   | 0.8888          | 0.9091          |
| redaktor  | 0.4000 | 0.5333  | 0.5714   | 0.6666          | 0.8000          |
| velocity-1.4 | 0.3333 | 0.6153  | 0.8000   | 0.8800          | 0.9000          |
| xerces-1.2 | 0.2381 | 0.4324  | 0.5142   | 0.5945          | 0.7647          |
| apache    | 0.5789 | 0.8000  | 0.8333   | 0.8780          | 0.9268          |
| zxing     | 0.3181 | 0.5333  | 0.5714   | 0.6046          | 0.7826          |
| Sum       | 9.6073 | 13.7474 | 14.9613  | 17.2491         | 19.1835         |
| Mean value| 0.3843 | 0.5499  | 0.5985   | 0.6900          | 0.7673          |
| Standard deviation | 0.1751 | 0.1862  | 0.1633   | 0.1542          | 0.1456          |
Fig. 10. Standard deviation of F-measure for each algorithms

Table 9. Prediction MCC of algorithms

| Dataset   | ELM   | SSA-ELM | ISSA-ELM | SSA-ELM-Bagging | ISSA-ELM-Bagging |
|-----------|-------|---------|----------|-----------------|-----------------|
| CM1       | 0.0509| 0.2871  | 0.5080   | 0.6542          | 0.7715          |
| MC2       | 0.1134| 0.8314  | 0.8461   | 0.9185          | 1.0000          |
| MW1       | 0.1108| 0.3142  | 0.3483   | 0.4581          | 0.7324          |
| PC1       | 0.0182| 0.3718  | 0.4654   | 0.5456          | 0.6486          |
| PC3       | 0.2705| 0.1951  | 0.2533   | 0.4366          | 0.5188          |
| PC2       | 0.1659| 0.2286  | 0.3376   | 0.4348          | 0.4949          |
| PC4       | 0.3334| 0.4717  | 0.5423   | 0.5285          | 0.5842          |
| ar1       | 0.0000| 0.3418  | 0.5516   | 0.6915          | 1.0000          |
| ar6       | 0.2300| 0.6420  | 0.6911   | 0.6915          | 0.8856          |
| EQ        | 0.2009| 0.6000  | 0.6306   | 0.7817          | 0.9312          |
| JDT       | 0.4244| 0.5728  | 0.6333   | 0.6772          | 0.7099          |
| ML        | 0.2787| 0.3190  | 0.4292   | 0.6231          | 0.6712          |
| PDE       | 0.2364| 0.3115  | 0.3334   | 0.4227          | 0.4678          |
| ProjectA  | 0.6799| 0.7490  | 0.7722   | 0.7514          | 0.7778          |
| ProjectK  | 0.6017| 0.6379  | 0.6379   | 0.6543          | 0.6977          |
| ant-1.3   | 0.4047| 0.6458  | 0.6756   | 0.7514          | 1.0000          |
| arc       | 0.1409| 0.4031  | 0.4404   | 0.5053          | 0.5687          |
| camel-1.0 | 0.1274| 0.2844  | 0.3985   | 0.6512          | 0.8101          |
| pois-1.5  | 0.4568| 0.7526  | 0.7916   | 0.8222          | 0.8324          |
| redaktor  | 0.2527| 0.4262  | 0.4745   | 0.6354          | 0.7677          |
| velocity-1.4 | 0.1584| 0.5435 | 0.7785 | 0.8249          | 0.8738          |
| xerces-1.2 | 0.02606| 0.2966 | 0.4031 | 0.5190 | 0.7169 |
| apache    | 0.1914| 0.6471  | 0.6904   | 0.7364          | 0.8469          |
| zxing     | 0.0735| 0.3478  | 0.4311   | 0.4679          | 0.6964          |
| Sum       | 5.7194| 11.8637 | 13.7574  | 16.1330         | 18.7357         |
| Mean value| 0.2288| 0.4745  | 0.5503   | 0.6453          | 0.7494          |
| Standard deviation | 0.1712| 0.1813 | 0.1631 | 0.1516 | 0.1496 |
Fig. 11. Standard deviation of MCC for each algorithms

Table 10. Prediction Accuracy of algorithms

| Dataset | ELM | SSA-ELM | ISSA-ELM | SSA-ELM-Bagging | ISSA-ELM-Bagging |
|---------|-----|---------|----------|-----------------|------------------|
| CM1     | 0.7101 | 0.8406 | 0.8696 | 0.8986 | 0.9265 |
| MC2     | 0.6800 | 0.8000 | 0.8400 | 0.9600 | 1.0000 |
| MW1     | 0.7547 | 0.8302 | 0.8491 | 0.8679 | 0.9434 |
| PC1     | 0.7347 | 0.8435 | 0.8503 | 0.8966 | 0.9456 |
| PC2     | 0.7306 | 0.7854 | 0.8082 | 0.8356 | 0.8364 |
| PC3     | 0.8792 | 0.9295 | 0.9463 | 0.9463 | 0.9799 |
| PC4     | 0.7428 | 0.8080 | 0.8582 | 0.8370 | 0.8913 |
| ar1     | 0.6250 | 0.8750 | 0.9167 | 0.9583 | 0.9583 |
| ar4     | 0.7143 | 0.8636 | 0.9048 | 0.9583 | 0.9546 |
| ar6     | 0.6667 | 0.8500 | 0.9048 | 0.9167 | 0.9048 |
| EQ      | 0.6000 | 0.8000 | 0.8154 | 0.8615 | 0.9692 |
| JDT     | 0.7739 | 0.8341 | 0.8550 | 0.8650 | 0.9150 |
| ML      | 0.7554 | 0.7802 | 0.8306 | 0.8700 | 0.8794 |
| PDE     | 0.7425 | 0.7793 | 0.7860 | 0.8100 | 0.8700 |
| ProjectA | 0.9476 | 0.9660 | 0.9660 | 0.9634 | 0.9660 |
| ProjectK | 0.8549 | 0.8787 | 0.8688 | 0.8608 | 0.8748 |
| ant-1.3 | 0.7600 | 0.8400 | 0.9200 | 1.0000 | 1.0000 |
| arc     | 0.6170 | 0.7447 | 0.7872 | 0.8723 | 0.9149 |
| camel-1.0 | 0.8529 | 0.9265 | 0.9118 | 0.9706 | 0.9851 |
| poi-1.5 | 0.6875 | 0.8333 | 0.8541 | 0.9166 | 0.8936 |
| redtlor | 0.7428 | 0.8000 | 0.8285 | 0.9428 | 0.9444 |
| velocity-1.4 | 0.6500 | 0.8500 | 0.8974 | 0.8974 | 0.9487 |
| xerces-1.2 | 0.6363 | 0.7613 | 0.8068 | 0.8295 | 0.9091 |
| apache | 0.5897 | 0.8205 | 0.8461 | 0.8684 | 0.9231 |
| zxing   | 0.6250 | 0.7342 | 0.7750 | 0.7875 | 0.8750 |
| Sum     | 18.0737 | 18.0737 | 18.0737 | 18.0737 | 18.0737 |
| Mean value | 0.7229 | 0.8310 | 0.8599 | 0.8957 | 0.9284 |
| Standard deviation | 0.0893 | 0.0551 | 0.0408 | 0.0549 | 0.0428 |
Fig. 12. Standard deviation of Accuracy for each algorithms

Table 11. Prediction G-mean of algorithms

| Dataset | ELM     | SSA-ELM | ISSA-ELM | SSA-ELM-Bagging | ISSA-ELM-Bagging |
|---------|---------|---------|----------|-----------------|-----------------|
| CM1     | 0.4986  | 0.6606  | 0.8529   | 0.8520          | 0.9759          |
| MC2     | 0.6241  | 0.8217  | 0.8017   | 0.9682          | 1.0000          |
| MW1     | 0.5191  | 0.6604  | 0.6684   | 0.6831          | 0.7559          |
| PC1     | 0.4409  | 0.7568  | 0.842    | 0.8481          | 0.8746          |
| PC3     | 0.7394  | 0.6355  | 0.6822   | 0.7788          | 0.8556          |
| PC2     | 0.7665  | 0.7883  | 0.843    | 0.9724          | 0.9898          |
| PC4     | 0.7210  | 0.8024  | 0.8194   | 0.8300          | 0.8337          |
| ar1     | 0.4714  | 0.5634  | 0.5773   | **0.9780**      | 0.8165          |
| ar4     | 0.6183  | 0.7905  | 0.8401   | **0.9780**      | 0.9701          |
| ar6     | 0.5940  | 0.7071  | 0.8401   | **0.8441**      | 0.7746          |
| EQ      | 0.5998  | 0.7995  | 0.8153   | 0.8889          | 0.9655          |
| JDT     | 0.7216  | 0.8011  | 0.8383   | 0.8257          | 0.8638          |
| ML      | 0.6916  | 0.6905  | 0.7771   | 0.8377          | 0.8516          |
| PDE     | 0.6271  | 0.6684  | 0.6833   | 0.7327          | 0.7624          |
| ProjectA| 0.9154  | 0.9048  | 0.9442   | 0.9592          | 0.9624          |
| ProjectK| 0.8794  | 0.8881  | 0.8990   | 0.9036          | 0.9140          |
| ant-1.3 | 0.6901  | 0.8451  | 0.9555   | **1.0000**      | 1.0000          |
| arc     | 0.5732  | 0.7171  | 0.7071   | 0.7756          | 0.8352          |
| camel-1.0| 0.5406  | 0.6853  | 0.7844   | 0.8102          | 0.8165          |
| poi-1.5 | 0.7290  | 0.8770  | 0.8967   | 0.9108          | 0.9178          |
| redaktor| 0.6297  | 0.7427  | 0.7581   | 0.8036          | 0.8798          |
| velocity-1.4| 0.5698  | 0.7326  | 0.8165   | 0.9020          | 0.9045          |
| xerces-1.2| 0.4825  | 0.6565  | 0.7138   | 0.8113          | 0.8918          |
| apache  | 0.5909  | 0.8275  | 0.8451   | 0.8660          | 0.9243          |
| zxing   | 0.5193  | 0.6634  | 0.7332   | 0.7488          | 0.8564          |
| Sum     | 15.7544 | 18.6875 | 19.9369  | 21.5096         | 22.1938         |
| Mean value | 0.6302  | 0.7475  | 0.7975   | 0.8604          | 0.8878          |
| Standard deviation | 0.1186  | 0.0867  | 0.0884   | 0.0833          | 0.0723          |
By analyzing Table 6 to Table 11, ISSA-ELM-Bagging algorithm is compared with ELM, SSA-ELM, ISSA-ELM and SSA-ELM-Bagging for twenty-five datasets. Among the six evaluation indexes of Precision, Recall, F-measure, MCC, Accuracy and G-mean, ISSA-ELM-Bagging algorithm can get the optimal value for most datasets. The mean value of ISSA-ELM-Bagging algorithm is the maximum among the six evaluation indexes, which fully shows the efficiency of ISSA-ELM-Bagging algorithm. It can be concluded from Table 6 that for PDE and poi-1.5 datasets, the precision value of SSA-ELM-Bagging prediction algorithm is the best. About arc datasets, the precision value of ISSA-ELM-Bagging algorithm is the highest. In these three datasets, the precision value of ISSA-ELM-Bagging algorithm is the suboptimal value. In Table 7, the Recall values of ISSA-ELM-Bagging algorithm and SSA-ELM-Bagging algorithm for MC2, PC2 and ar4 datasets reach the optimal value. For Ant-1.3 and camel-1.0 datasets, the three prediction algorithms of ISSA, SSA-ELM-Bagging and ISSA-ELM-Bagging can reach the optimal value. About PC4, ar1, ar6 and velocity-1.4, the data volume is generally small and the number of features is few. The experimental results show that the Recall value of SSA-ELM-Bagging prediction algorithm is better, and ISSA-ELM-Bagging algorithm is suboptimal. The Recall value of ISSA-ELM is superior to the other four algorithms on PC1 dataset, but the difference between ISSA-ELM-Bagging algorithm and the optimal value is only 0.03. For Table 8, in the dataset ant-1.3, ProjectA, ar6, SSA-ELM-Bagging algorithm and SSA-ELM-Bagging prediction algorithm, ISSA-ELM prediction algorithm, ISSA-ELM and SSA-ELM-Bagging prediction algorithm respectively reach the optimal F-measure value. In the rest of datasets, the F-measure values of ISSA-ELM-Bagging algorithm are the best. For the datasets with low defect rate and large amount of data, the prediction effect of ISSA-ELM-Bagging algorithm is good. It can be seen from Table 9 that the ISSA-ELM-Bagging algorithm and SSA-ELM-Bagging prediction algorithm are superior to the other three comparative prediction algorithms on ant-1.3. ISSA-ELM-Bagging algorithm has high prediction efficiency in EQ, JDT, ML and PDE datasets. Table 10 shows that SSA-ELM-Bagging prediction algorithm has the highest accuracy value in the ar4, ar6, poi-1.5 three datasets, ISSA-ELM-Bagging algorithm is a suboptimal value. For the dataset poi-1.5, SSA-ELM-Bagging algorithm may not reflect the effect of low defect rate datasets because of the high defect rate of data. It can be seen from Table 11 that ISSA-ELM-Bagging algorithm and SSA-ELM-Bagging prediction algorithm both reach the optimal G-mean value in the dataset ant-1.3. The prediction effect of SSA-ELM-Bagging algorithm is better than that of the other four prediction algorithms for ar1, ar4 and ar6 datasets. ISSA-ELM-Bagging algorithm is a suboptimal prediction algorithm on ar1 and ar4.
datasets. For ar6 dataset, the difference between the proposed algorithm and the optimal G-mean value is 0.1095. For this dataset, the number of data features and the number of samples are relatively few, resulting in the poor effect of ISSA-ELM-Bagging algorithm.

The ISSA-ELM-Bagging algorithm can achieve the optimal evaluation index value in most datasets. By analyzing Table 6 to Table 11, it can be seen that the ISSA-ELM-Bagging algorithm can achieve good prediction results for high data dimension, large data volume and low data defect rate, which shows that the ISSA-ELM-Bagging algorithm has higher prediction accuracy and stronger generalization ability.

Standard deviation is an important indicator to measure the effect and stability of the algorithm. In the experimental process, the lower the standard deviation is, the better the stability of the algorithm is, and vice versa. It can be seen from Fig. 8 that the standard deviation of ISSA-ELM-Bagging algorithm is not the optimal value. Since the accuracy of ELM prediction algorithm for 25 datasets is generally low, the final standard deviation is lower than that of ISSA-ELM-Bagging algorithm. It can be seen from Fig. 9 to Fig. 13 that the standard deviation of ISSA-ELM-Bagging algorithm is the minimum compared with the standard deviation of the other four prediction algorithms on five evaluation indexes. Especially under the four evaluation indexes of F-measure, MCC, Accuracy and G-mean, the standard deviation of ISSA-ELM-Bagging algorithm is significantly better than that of the other four prediction algorithms. It shows that ISSA-ELM-Bagging algorithm has better overall stability on the software defect dataset than the other four prediction algorithms.

The traditional ELM is a single hidden layer feedforward neural network with poor stability and random selection of parameters, resulting in low prediction accuracy of the model. The traditional sparrow search algorithm has excellent optimization ability, which can obtain the optimal parameters of ELM and improve the stability, but it is easy to fall into the local optimal solution in the late iteration. The improved sparrow search algorithm has faster convergence rate and the ability to jump out of the local optimal solution by using the reverse learning of pinhole imaging and the foraging strategy of flip bucket. Using improved sparrow search algorithm to optimize ELM as the base predictor of ensemble learning algorithm can further improve the prediction accuracy and generalization ability of ELM.

5 Conclusions
In this paper, ISSA-ELM-Bagging algorithm is proposed to improve the stability of ELM in datasets with low defect rate and high data dimension. The optimization ability of sparrow search algorithm is improved by using small hole imaging reverse learning and flip bucket foraging strategy. Then, the ISSA algorithm is used to optimize the random selection of ELM parameters, and the optimal parameters of ELM are obtained to ensure the prediction accuracy of ISSA-ELM. Finally, ISSA-ELM is used as the base predictor of Bagging ensemble learning algorithm to improve the stability of ISSA-ELM. The experimental results show that the optimization performance of ISSA algorithm is significantly better than other prediction algorithms. For 25 software defect datasets, the six evaluation indexes of ISSA-ELM-Bagging ensemble prediction algorithm are significantly superior to other prediction algorithms. In addition, the weighted integration strategy can be explored to further improve the performance and stability of the model.
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