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Abstract

Pursuing our efforts to define highly-accurate estimates of the relative energies of excited states in organic molecules, we investigate, with coupled-cluster methods including iterative triples (CC3 and CCSDT), the vertical excitation energies of 10 bicyclic molecules (azulene, benzoazadiazole, benzothiadiazole, diketopyrrolopyrrole, fuofuran, phthalazine, pyrrolopyrrole, quinoxaline, tetrathiafulvalene, and thienothiophene). In total, we provide aug-cc-pVTZ reference vertical excitation energies for 91 excited states of these relatively large systems. We use these reference values to benchmark various wave function methods, i.e., CIS(D), EOM-MP2, CC2, CCSD, STEOM-CCSD, CCSD(T)(a)*, CCSDR(3), CCSDT-3, ADC(2), ADC(2.5), ADC(3), as well as some spin-scaled variants of both CC2 and ADC(2). These results are compared to those obtained previously on smaller molecules. It turns out that while the accuracy of some methods is almost unaffected by system size, e.g., CIS(D) and CC3, the performance of others can significantly deteriorate as the systems grow, e.g., EOM-MP2 and CCSD, whereas others, e.g., ADC(2) and CC2, become more accurate for larger derivatives.

1. INTRODUCTION

Reference sets encompassing accurate experimental and/or theoretical data have always enjoyed a high popularity in the electronic structure community. Indeed, these allow for rapid and fair comparisons between theoretical models for properties of interest. The pioneering reference sets are likely the so-called Gaussian-x databases originally collected by Pople and collaborators 25 years ago and constantly extended since then.1–5 These datasets contain a large number of experimental reference values (atomization energies, bond dissociation energies, etc) and remain popular today to assess the performances of new exchange-correlation functionals (see, for example, Ref. 6) within density-functional theory (DFT) as well as higher-level methods.7–9 Many other sets collecting reliable experimental and/or theoretical values have been developed throughout the years. The panel is so wide that being exhaustive is beyond reach, but we can cite: (i) the S22 and S66 benchmark sets of interaction energies for weakly-bound systems;10,11 (ii) the HEAT set collecting high-accuracy theoretical formation enthalpies;12 (iii) the GW100 and GW5000 sets of ionization energies;13,14 and (iv) the very extended GMTKN34 thermochemical and kinetic databases proposed by Goerigk and Grimme.15–17 In this framework, one can certainly also pinpoint the successes of Barone’s group in deriving very accurate “semi-experimental” structural, rotational, and vibrational reference parameters for a large panel of molecules of various sizes.18–20

Since 2018, our groups have made joint efforts to produce highly-accurate energies of electronically excited states (ESs) in molecular systems,21–25 in line with the earlier contributions from the Mulheim group.26–28 Our key results were recently collected in the so-called QUEST database,29 that contains more than 500 theoretical best estimates (TBEs) of vertical transition energies (VTEs) computed in small- and medium-sized organic molecules with Dunning’s aug-cc-pVTZ basis set. For the smallest systems (1–3 non-hydrogen atoms),21,24 most VTEs are of full configuration interaction (FCI) quality and they have been computed with the Configuration Interaction using a Perturbative Selection made Iteratively (CIPSI) method.30–35 For the molecules containing 4 non-hydrogen nuclei,23 most reference values are derived from basis-set-extrapolated coupled-cluster (CC) calculations including contributions from the singles, doubles, triples, and quadruples (CCSDTQ).36 Finally for the larger systems,24,25 CC with singles, doubles, and triples (CCSDT)37–41 values are employed to define the TBEs, typically by computing the CCSDT excitation energies with a double-ξ basis set and correcting for basis set effects thanks to VTEs determined with the corresponding approximate third-order CC (CC3) model.42,43

The original QUEST database contains a reasonably broad panel of organic and inorganic molecules (closed- and open-shell compounds, cyclic and linear systems, pure hydrocarbons, heteroatomic structure, etc) and ESs (valence and Rydberg transitions, singlet, doublet, and triplet excitations, with or without a significant double excitation character, etc) but it clearly lacked charge-transfer (CT) excitations, an aspect that we have recently corrected.25 As the VTEs
cannot be measured experimentally, but are the “simplest” ES property to compute, the QUEST database is especially useful for performing cross-comparisons between computational models. As examples, the VTEs included in QUEST and their corresponding TBEs have allowed us and others to (i) clearly determine the relative accuracies of CC3 and CCSDT-3, (ii) unambiguously define the performance of ADC(3), (iii) assess the fourth-order approximate CC approach (CC4) compared to its CCSDTQ parent, and (iv) benchmark hybrid and double-hybrid exchange-correlation functionals as well as orbital-optimized excited-state DFT calculations.

Understandably, most molecules included in QUEST are rather compact. To date, only four molecules from the QUEST dataset contain 8 non-hydrogen atoms or more: octatetraene, the highly-symmetric $(D_{2h})$ benzoquinone, naphthalene, and tetra-azanaphthalene. For comparison, QUEST includes 20 (10) molecules containing 4 (6) non-hydrogen nuclei. There is a clear imbalance here, and the present contribution is a step towards correcting this bias by providing TBEs for a large number of ESs for the ten compounds sketched in Figure 1 which encompass from 8 to 10 non-hydrogen atoms. These ten compounds have been selected to be of chemical interest with many building blocks used as chromophores in real-life dye chemistry. As we detail below, beyond extending the QUEST database, the present work also provides, for the vast majority of ESs considered, what can likely be viewed as the most accurate VTEs to date for these systems. Consequently, the data collected here can also be of interest for more specific studies, e.g., for choosing an appropriate exchange-correlation functional for studies focussing on optimizing the absorption properties of diketopyrrolopyroles.

**2. COMPUTATIONAL DETAILS**

We closely follow the computational protocols used in our previous works, which is briefly summarized below. Note that all calculations are performed within the frozen-core approximation.

The ground-state geometries are optimized at the CC3 level with the cc-pVTZ basis set using CFOUR2.1. These optimizations are achieved in a Z-matrix format, so that point group symmetry ($C_{2v}$, $C_{2h}$, or $D_{2h}$) is strictly enforced. Default convergence parameters are applied. Cartesian coordinates are provided in the Supporting Information (SI) for all molecules treated here. These geometries are next used to compute VTEs with CC methods. Note that, in the following, we do not specify the EOM (equation-of-motion) or LR (linear-response) prefix in the CC schemes as the two formalisms deliver the same transition energies (yet different properties).

In a first step, we perform CCSD/aug-cc-pVTZ calculations for the 6–20 lowest-energy ESs of all molecules considering both the singlet and triplet manifolds. The main purpose of these calculations, performed with GAUSSIAN 16, is to screen the various ESs and identify the key molecular orbitals (MOs) associated with these transitions (extended data are given in the SI for all molecules). The specific nature of these ESs is determined by examining these MOs, which allows us, in the vast majority of the cases, a straightforward identification of the Rydberg and valence transitions. For the latter, we also perform ADC(2)/aug-cc-pVTZ calculations using Q-CHEM 5.3/5.4, as well as TD-CAM-B3LYP/aug-cc-pVTZ calculations with GAUSSIAN, in an effort to estimate the CT character of the valence ESs. Following Ref. 25, we consider two CT metrics: (i) the electron-hole distance as determined from the ADC(2) transition density matrix, and (ii) the CT distance as obtained with CAM-B3LYP applying the well-known Le Bholders’ model. Although these two metrics often yield rather consistent estimates of the CT strength, there is no definitive definition of CT state. We consider that a given transition has a non-negligible CT character if the electron-hole distance provided by these metrics is greater than 1 Å.

In a second stage, we apply CC3 to estimate the VTEs of selected ESs with three atomic basis sets, namely 6-31+G(d), aug-cc-pVDZ, and aug-cc-pVTZ. These calculations are carried out with either CFOUR, and/or DALTON 2018, the latter being able to provide CC3 triplet transitions. For all tested cases, the two codes provide the same
VTEs within ±0.001 eV. When the CC3/aug-cc-pVTZ calculations were achievable with Dalton, we provide below \%\( T_1 \), that is, the percentage of single excitations involved in a given transition at this level of theory. Consistent with earlier works, \(^{21,22,26} \%\( T_1 \) is typically much larger for triplet transitions than for their singlet counterparts, the latter having a larger contributions from double excitations. This is why, for all singlet ESs considered herein, we also report CCSD\(^{37–41} \) excitation energies (computed with CFOUR \(^{53} \)) obtained with at least one of the two double-\( \zeta \) basis sets, the difference between the CC3 and CCSDT VTEs providing a first hint at the convergence of the VTEs with respect to the maximum excitation degree of the truncated CC series. Of course, neither CC3 nor CCSDT transition energies can be considered as of FCI quality. Thus, one can certainly wonder what would be the impact of ramping up further the truncation degree of the CC expansion. However, given the size of the molecules treated here, such task is very clearly beyond computational reach. Besides, we wish to stress that, for most of the molecules depicted in Figure 1, the present CC3 and CCSDT VTEs are the first being published. Indeed, as detailed in the next Section, all previous efforts typically consider significantly lower levels of theory.

In a third phase, we assess the performances of many wave function methods using these new TBEs. All these benchmark calculations employ the aug-cc-pVTZ basis set. Consistent with the QUEST database, \(^{29} \) we test: CIS(D), \(^{69,70} \) EOM-MP2, \(^{71} \) CC\(^{2,72,73} \) CCSD, \(^{54–58} \) STEOM-CCSD, \(^{74,75} \) CCSD(T)(a)\(^8 \), \(^{76} \) CCSDR(3), \(^{77} \) CCSDT-3, \(^{78,79} \) CC3, \(^{42,43} \) ADC(2), \(^{60,61} \) ADC(3), \(^{61,80,81} \) and ADC(2.5). \(^{45} \) The ADC(2), ADC(3), and EOM-MP2 calculations are performed with Q-CHEM, \(^{62} \) using the resolution-of-the-identity (RI) approximation and tightening the convergence and integral thresholds. Note that the ADC(2.5) VTEs are the simple average of the ADC(2) and ADC(3) values. The CIS(D) and CCSD VTEs are obtained with GAUSSIAN, \(^{59} \) CC2 and CCSDR(3) results are obtained with DALTON, \(^{58} \) whereas CCSD(T)(a)\(^8 \) and CCSDT-3 energies are computed with CFOUR. \(^{53} \) STEOM-CCSD calculations are carried out with ORCA 4.2.1 \(^{82} \) and we report only ESs for which the active character percentage is larger than 98\%. In addition, we also evaluate the spin-component scaling (SCS) and scaled spin-opposite (SOS) CC2 approaches, as implemented in TURBOMOLE 7.3, \(^{83,84} \) For ADC(2), we apply two distinct sets of SOS parameters, the ones available in Q-CHEM \(^{85} \) and the ones proposed by TURBOMOLE. \(^{83} \)

3. RESULTS AND DISCUSSION

3.1 Reference values

3.1.1 Azulene

The ESs of this isomer of naphthalene were investigated in several theoretical works, \(^{25,86–92} \) and we have considered here six singlet ESs (four valence, two Rydberg) and four triplet ESs (all valence). We refer the interested reader to Table 1 as well as the SI for further details regarding oscillator strengths and involved MO pairs. The four valence singlet ESs are consistently attributed by experimental\(^{91,93–96} \) and theoretical\(^{87–91} \) approaches. For their Rydberg counterparts, the assignments are more challenging (see below). \(^{90,96} \) According to the analysis of the CT strengths presented in our earlier work, \(^{25} \) two ESs present a mild CT character with an electron-hole separation around 1 Å. For these two states, the present work is, as far as we are aware, the first to present CC results including iterative triples for azulene.

For the singlet transitions, the variations between CCSDT/6-31+G(d) and CC3/6-31+G(d) are very mild (roughly ±0.02 eV) except for the second \( A_1 \) ES for which a slightly larger effect can be noticed (+0.04 eV). In the same vein, the basis set effects are following the expected trends, with maximal variations of approximately 0.07 eV between the aug-cc-pVDZ and aug-cc-pVTZ singlet VTEs at the CC3 level. There is therefore a high level of consistency between the various values collected in Table 1.

There are several measurements of the optical properties of azulene performed with diverse experimental techniques, \(^{91,93–96} \) some of which are summarized at the right-hand-side of Table 1. Let us start with the singlet transitions. Our VTE for the lowest \( ^1 B_2 \) is significantly below the measured 0-0 energy, by approximately −0.4 eV. We recall that this is actually the expected trend: the vertical energies do not account for the geometric relaxation in the ES, nor the difference of zero-point vibrational energies of the two states, and should therefore exceed their 0-0 counterparts. \(^{86,97} \) The same trend pertains for all higher-energy valence transitions with typical shifts going from −0.3 to −0.5 eV between the VTEs listed in Table 1 and the experimental values. For the two Rydberg ESs, attributing the two lowest experimental peaks to the two lowest theoretical Rydberg ESs, one obtains trends that are not incompatible with the measurements. Yet, one should clearly be very cautious and more experimental and theoretical analyses would be welcome for these particular ESs. For the triplets transitions, our estimates are slightly (for the two \(^3 A_1 \) states) or significantly (for the two \(^3 B_2 \) states) larger than the measurements but provide the same ranking.

As compared to the first CASPT2 values published almost two decades ago, \(^{87} \) our CC3/aug-cc-pVTZ values are similar for the \(^1 A_1 \) VTEs, but higher for the \(^1 B_2 \) excitations. If one compares to the previous high-level CC estimates including perturbative triples corrections (and performed with relatively compact basis sets), \(^{88,90} \) one notes that the present energies are slightly lower/higher than the CCSDR(3) values of Ref. \(^88 \) for the valence/Rydberg transitions, whereas, surprisingly, the \( \delta \)-CR-EOMCC(2,3) results \(^{98} \) of Ref. \(^90 \) are significantly lower for a reason that remains unclear to us. Note, however, that the CCSD excitation energies of Ref. \(^90 \) and ours (see Section 3.2) are in excellent agreement.

3.1.2 BOD and BTD

Our results for 2,1,3-benzoxadiazole (BOD, also named benzofurazan in the literature) and 2,1,3-benzothiadiazole (BTD) are listed in Table 2. These building blocks are popular in many applications, e.g., they can be used as fluorescent probes for the former \(^{103} \) and as an accepting moiety in solar cell materials for the latter. \(^{104} \) Unsurprisingly, the ordering of the ESs is the same for the two compounds, the sulfur-bearing molecule presenting more redshifted values, except for the lowest triplet state. The lowest ES of BTD has a significant CT character, \(^{25} \) whereas its BOD counterpart does not display significant separation between the electron and
Table 1: Vertical transition energies (in eV) of azulene. We provide the symmetry of all states as well as the nature of the transition. The rightmost columns list selected data from the literature.

| State          | 6-31+G(d) | aug-cc-pVTZ | aug-cc-pVDZ | Exp. | Exp. | Exp. | Exp. | Exp. | Th. | Th. | Th. |
|----------------|-----------|-------------|-------------|------|------|------|------|------|-----|-----|-----|
|                | CC3       | CCSDT       | CC3         | CC3  |      |      |      |      |     |     |     |
| $^1B_2$ (Val, $\pi \rightarrow \pi^*$) | 2.171     | 2.163       | 2.177       | 2.169 | 1.77$^a$ | 1.72$^a$ | 1.77$^e$ | 1.96$^f$ | 2.25$^e$ | 1.62$^e$ | 1.83$^f$ |
| $^1A_1$ (CT, $\pi \rightarrow \pi^*$) | 3.959     | 3.965       | 3.878       | 3.843 | 3.57$^a$ | 3.56$^a$ | 3.56$^e$ | 3.81$^f$ | 3.99$e$ | 3.41$^b$ | 3.46$^b$ |
| $^1B_2$ (CT, $\pi \rightarrow \pi^*$) | 4.561     | 4.580       | 4.523       | 4.491 | 4.22$^d$ | 4.23$^d$ | 4.15$^f$ | 4.66$^f$ | 4.06$^b$ | 4.13$^f$ |
| $^1A_2$ (Ryd.) | 5.012     | 5.031       | 4.783       | 4.855 | 4.40$^d$ | 4.72$e$ | 4.79$e$ |       |      |     |     |
| $^1A_1$ (Val, $\pi \rightarrow \pi^*$) | 5.018     | 5.060       | 4.941       | 4.914 | 4.40$^d$ | 4.94$^f$ | 5.05$e$ | 4.77$^h$ | 4.50$^f$ |       |     |
| $^1B_1$ (Ryd.) | 5.338     | 5.355       | 5.216       | 5.285 | 5.19$e$ | 5.22$e$ |       |      |     |     |     |
| $^3B_2$ (Val, $\pi \rightarrow \pi^*$) | 2.211     | 2.189       | 1.72$^a$    | 1.76$^e$ |      |      |      |      |     |     |     |
| $^3A_1$ (Val, $\pi \rightarrow \pi^*$) | 2.430     | 2.466       | 2.38$^a$    | 2.26$^e$ |      |      |      |      |     |     |     |
| $^3A_1$ (Val, $\pi \rightarrow \pi^*$) | 2.923     | 2.900       | 2.85$^a$    | 2.70$^e$ |      |      |      |      |     |     |     |
| $^3B_2$ (Val, $\pi \rightarrow \pi^*$) | 4.203     | 4.161       | 3.86$^a$    | 3.87$^f$ |      |      |      |      |     |     |     |

$^a$Photoelectron spectroscopy from Ref. 91; $^b$0-0 energy in frozen matrix from Ref. 93; $^c$0-0 energy from fluorescence study of Ref. 94; $^d$0-0 energy from the fluorescence spectrum of the jet-cooled derivative in Ref. 95; $^e$“Electronic energy” from pump-probe experiments of Ref. 96. Here, we simply assigned the two lowest Rydberg according to their energetic ordering; $^f$CASPT2/6-31G(d) values from Ref. 87; $^g$CCSDR(3)/DZ+P values from Ref. 88; $^h$δ-CR-EOMCC(2,3)/cc-pVDZ values from Ref. 90; $^i$DFT/MRCI values from Ref. 91, determined at the anionic geometry.

Table 2: Vertical transition energies (in eV) of BOD and BTD. See caption of Table 1 for more details.

| State          | 6-31+G(d) | aug-cc-pVTZ | aug-cc-pVDZ | Lit. | Exp. | Th. |
|----------------|-----------|-------------|-------------|------|------|-----|
|                | CC3       | CCSDT       | CC3         | CC3  |      |     |
| $^1B_2$ (Val, $\pi \rightarrow \pi^*$) | 88.6      | 4.706       | 4.794       | 4.575 | 4.661 | 4.520 |
| $^1A_1$ (Val, $\pi \rightarrow \pi^*$) | 83.5      | 4.989       | 4.990       | 4.940 | 4.945 | 4.906 |
| $^1A_2$ (Val, $\pi \rightarrow \pi^*$) | 86.9      | 5.461       | 5.483       | 5.368 | 5.396 | 5.284 |
| $^1B_1$ (Val, $\pi \rightarrow \pi^*$) | 85.6      | 5.997       | 6.009       | 5.899 | 5.915 | 5.833 |
| $^3B_2$ (Val, $\pi \rightarrow \pi^*$) | 97.5      | 2.763       | 2.751       | 2.739 |      |     |
| $^3A_1$ (Val, $\pi \rightarrow \pi^*$) | 97.2      | 4.181       | 4.118       | 4.084 |      |     |

| State          | 6-31+G(d) | aug-cc-pVTZ | aug-cc-pVDZ | Lit. | Exp. | Th. |
|----------------|-----------|-------------|-------------|------|------|-----|
|                | CC3       | CCSDT       | CC3         | CC3  |      |     |
| $^1B_2$ (CT, $\pi \rightarrow \pi^*$) | 86.1      | 4.419       | 4.481       | 4.301 | 4.363 | 4.229 |
| $^1A_1$ (Val, $\pi \rightarrow \pi^*$) | 86.5      | 4.465       | 4.477       | 4.405 | 4.417 | 4.359 |
| $^1A_2$ (Val, $\pi \rightarrow \pi^*$) | 87.7      | 4.977       | 4.984       | 4.866 | 4.897 | 4.795 |
| $^1B_1$ (Val, $\pi \rightarrow \pi^*$) | 86.1      | 5.616       | 5.620       | 5.520 | 5.525 | 5.417 |
| $^3B_2$ (Val, $\pi \rightarrow \pi^*$) | 97.3      | 2.833       | 2.836       | 2.820 |      |     |
| $^3A_1$ (Val, $\pi \rightarrow \pi^*$) | 97.3      | 3.646       | 3.551       | 3.485 |      |     |

$^a$Vapor phase 0-0 energies from Ref. 99; $^b$ADC(3)/aug-cc-pVDZ value from Ref. 100; for the lowest singlet of BTD, a value of 4.28 eV was reported as basis set extrapolated TBE in Ref. 25 whereas a 4.15 eV TD-DFT estimate is given in Ref. 101; $^c$0-0 phosphorescence measured in a frozen dichlorobenzene matrix from Ref. 102. The same work reports a 0-0 energy of 3.52 eV for the lowest singlet, significantly redshifted as compared to the vapor measurement of Ref. 99.
As can be seen in Table 2, rather usual basis set effects are obtained with regular decrease of the transition energies as the basis set size increases, although the amplitude of the changes are strongly state-dependent, as illustrated by the “insensitivity” to basis set effect of the lowest triplet state. For the two lowest triplet ESs of \( \pi \rightarrow \pi^* \) nature, very large \( T_1 \) are calculated, and one can be confident that the CC3 values are accurate. For the singlet ESs, the differences between the CC3 and CCSDT results are of the order of 0.02 eV, except for the lowest \( B_2 \) ES: the CC3 estimates (4.71 and 4.42 eV for BOD and BTD, respectively) are significantly smaller than their CCSDT counterparts (4.79 and 4.48 eV, respectively). Such trend is typical of CT states, and it seems to apply to the first ES of BOD though the tested metrics did not reveal a significant CT character.

For substituted furazans, several TD-DFT studies can be found, but apparently the only previous investigation of the building block itself is the work of Prlj et al., who studied the \( L_g/L_b \) ordering in several bipolar systems. This work reports CC2 transition energies closely matching the present values (4.588 and 4.887 eV), whereas the ADC(3) VTEs show a larger gap between the two ESs (see rightmost column in Table 2). The vapour spectrum of BOD was measured in 1969, and the experimental 0-0 energies are shifted by approximately \(-0.5 \) eV compared to our VTEs, which is a typical trend. For BTD, more measurements are available, and the lowest transitions were treated previously with TD-DFT and wave function approaches, and a few relevant values being summarized in Table 2. The gap between the two lowest singlet transitions is around 0.10 eV according to our data, the \( B_2 \) ES being the lowest-energy state. Previous CC2 and ADC(3) values report a similar pattern. In contrast CCSD/aug-cc-pVTZ yields almost degenerated transitions but with the incorrect ordering (see the SI). The experimental BTD 0-0 energies of Ref. 99 are red-shifted by \(-0.23 \) and \(-0.35 \) eV as compared to those of BOD for the \( B_2 \) and \( A_1 \) transitions, respectively. The CC3/aug-cc-pVTZ heteroatomic shifts of the vertical energies are of the same order of magnitude, i.e., \(-0.29 \) and \(-0.55 \) eV.

**3.1.3 DPP**

Due to its intense absorption around 500 nm, DPP is also an extraordinary popular moeity to design dyes used in automotive paints, light harvesting applications, or fluorescent sensors. While there exist many TD-DFT calculations of DPP-containing compounds in the literature, we could not find previous theoretical works devoted to the chromogen itself, but for a 2009 TD-DFT contribution, and studies limited to the solvation effects of the lowest transition. According to our calculations (Table 3) the lowest singlet ES is a bright \( B_u \) that interestingly lies more than 1.5 eV above the corresponding triplet, hinting at small intersystem crossing. Next, one finds two (nearly) dark ESs of \( A_u \) \((n \rightarrow \pi^*)\) and \( A_g \) \((\pi \rightarrow \pi^*)\) symmetries, whereas the fourth ESs is a dark \( B_g \) \((\pi \rightarrow \pi^*)\). For all eight transitions listed in Table 3, the basis set effects are rather small, with variations of ca. \(-0.05 \) to \(-0.10 \) eV between the 6-31+G(d) and aug-cc-pVTZ VTEs. With the former basis set, we could perform CCSDT calculations, and the outcome hints that the CC3 VTEs are slightly too low by approximately 0.03-0.04 eV for the four singlet ESs. As in BOD and BTD, very large \( T_1 \) are found for the triplet ESs, and one can likely view the CC3/aug-cc-pVTZ excitation energies as reliable TBEs for the triplets.

### 3.1.4 FF, PP, and TT

Furo[3,2-b]furan (FF), 1,4-dihydropyrrolo[3,2-b]pyrrole (PP) and thieno[3,2-b]thiophene (TT) are centrosymmetric bicyclic molecules encompassing two identical and fused five member cycles. TT is often used as a linker in \( \pi \)-delocalized polymers, whereas PP is an increasingly popular accepting moiety, notably in quadrupolar systems showing large nonlinear optical responses. Our results are collected in Table 4.

According to our calculations, the lowest singlet ES of FF is of Rydberg character. It presents almost the same VTE as the bright \( B_u \), the latter being typical in \( \pi \)-delocalized dyes of \( C_2h \) symmetry. The hallmark dark \( \pi \rightarrow \pi^* \) ES lies approximately 0.6 eV higher. As expected it has a smaller single excitation character (\( T_1 \approx 82.6\% \)) than the other ESs treated here, but the difference between the CC3 and CCSDT VTEs remains small (~0.02 eV). This can be compared to the \( A_g \) ES in hexatriene (\( T_1 \approx 65.3\% \)) for which the CC3-CCSD difference is about five times larger. We have also found two other Rydberg transitions of \( B_g \) symmetry, and two \( \pi \rightarrow \pi^* \) triplet ESs with very large \( T_1 \), strongly redshifted compared to the corresponding singlet excitations. Going from aug-cc-pVDZ to aug-cc-pVTZ induces an increase/decrease of the VTEs for the Rydberg/valence transitions. In PP, the CC3/aug-cc-pVTZ calculations indicate that the four lowest singlet transitions are of Rydberg nature (the \( \pi \rightarrow \pi^* \) \( B_u \) lies higher, at 5.499 eV according to CC3/aug-cc-pVTZ). All these four ESs have a strong single-excitation character. In contrast, in the triplet manifold, the lowest-energy ES has a valence character, the two following ones being of Rydberg nature. The picture is vastly different in TT, in which one first notices two low-lying nearly-degenerated singlet valence ESs of \( B_g \) symmetry (see also the discussion below), the Rydberg transitions appearing at slightly higher energy. In the triplet manifold of TT, three valence \( \pi \rightarrow \pi^* \) ESs could be identified. All seven ESs of TT listed in Table 4 are characterized by \( T_1 > 85\% \), highly similar CC3 and CCSDT VTEs, and rather mild basis set effects.

For FF, we have found only one previous study, that reported an ADC(2) value for the lowest \( B_u \) transition in reasonable agreement with the present estimate. For the non-substituted PP we could not find previous theoretical nor experimental work. In contrast, TT has been studied using various levels of theory. For its two lowest ESs, a refined theoretical study proposed by the Corminboeuf group, highlighted the challenge of obtaining an accurate ordering with TD-DFT (almost) independently of the selected exchange-correlation functional. At the CCSD/aug-cc-pVTZ level, these two ESs are quite strongly mixed in terms of underlying MOs (see Table S10 in the SI). Our best estimates actually provide the same ordering as the CC2 and SAC-CI approaches used in Ref. 117, i.e., the lowest ES is dominated by a HOMO – 1 to LUMO character, whereas the second ES
Table 3: Vertical transition energies (in eV) of DPP. See caption of Table 1 for more details.

| State         | %T₁ | 6-31+G(d) | aug-cc-pVDZ | aug-cc-pVTZ | Lit. | Th. |
|---------------|-----|-----------|-------------|-------------|------|-----|
| 1B_u (Val, π → π*) | 88.4 | 3.650     | 3.683       | 3.541       | 3.535 | 3.42² |
| 1A_u (Val, n → π*) | 83.7 | 3.953     | 3.989       | 3.907       | 3.863 | 3.75² |
| 1A_g (Val, π → π*) | 87.0 | 3.959     | 4.009       | 3.872       | 3.910 | 3.95² |
| 1B_g (Val, n → π*) | 81.5 | 4.397     | 4.426       | 4.324       | 4.309 | 4.21² |
| 3B_u (Val, π → π*) | 97.4 | 1.957     | 1.923       | 1.927       | 1.927 |       |
| 3A_u (Val, n → π*) | 94.9 | 3.867     | 3.787       | 3.781       |      |     |
| 3B_g (Val, π → π*) | 94.5 | 4.310     | 4.240       | 4.226       |      |     |

²TD-PBE0/6-311++G(d,p) from Ref. 114.

Table 4: Vertical transition energies (in eV) of FF, PP, and TT. See caption of Table 1 for more details.

| State         | %T₁ | 6-31+G(d) | aug-cc-pVDZ | aug-cc-pVTZ | Lit. | Th. |
|---------------|-----|-----------|-------------|-------------|------|-----|
| 1A_u (Ryd)    | 93.4 | 5.590     | 5.602       | 5.357       | 5.361 | 5.430 | 5.63² |
| 1B_u (Val, π → π*) | 91.5 | 5.644     | 5.672       | 5.500       | 5.526 | 5.463 |       |
| 1B_g (Ryd)    | 93.4 | 5.985     | 6.002       | 5.783       | 5.789 | 5.859 |       |
| 1A_g (Ryd)    | 93.1 | 6.148     | 6.165       | 5.934       | 5.942 | 5.993 |       |
| 3B_u (Val, π → π*) | 82.6 | 6.250     | 6.228       | 6.080       | 6.067 | 6.040 |       |
| 3A_u (Val, π → π*) | 96.2 | 4.956     | 4.897       | 4.869       |      |     |       |

| State         | %T₁ | 6-31+G(d) | aug-cc-pVDZ | aug-cc-pVTZ | Lit. | Th. |
|---------------|-----|-----------|-------------|-------------|------|-----|
| 1A_u (Ryd)    | 92.8 | 4.558     | 4.563       | 4.454       | 4.445 | 4.545 |       |
| 1B_g (Ryd)    | 92.5 | 4.761     | 4.768       | 4.656       | 4.649 | 4.746 |       |
| 1A_u (Ryd)    | 92.0 | 5.088     | 5.078       | 5.020       | 4.994 | 5.133 |       |
| 1B_g (Ryd)    | 93.1 | 5.275     | 5.281       | 5.067       | 5.055 | 5.145 |       |
| 3B_u (Val, π → π*) | 97.9 | 3.921     | 3.867       | 3.841       |      |     |
| 3A_u (Ryd)    | 97.4 | 4.529     | 4.431       | 4.524       |      |     |
| 3B_g (Ryd)    | 97.3 | 4.739     | 4.641       | 4.733       |      |     |

| State         | %T₁ | 6-31+G(d) | aug-cc-pVDZ | aug-cc-pVTZ | Lit. | Th. |
|---------------|-----|-----------|-------------|-------------|------|-----|
| 1B_u (Val, π → π*) | 87.5 | 5.100     | 5.096       | 5.003       | 5.004 | 4.964 | 5.04² |
| 1B_u (Val, π → π*) | 90.6 | 5.439     | 5.460       | 5.301       | 5.320 | 5.224 | 5.29² |
| 1B_g (Ryd)    | 90.3 | 5.465     | 5.465       | 5.455       | 5.454 | 5.412 |       |
| 1A_u (Ryd)    | 91.6 | 5.487     | 5.485       | 5.483       | 5.474 | 5.518 |       |
| 3B_u (Val, π → π*) | 97.7 | 3.488     | 3.490       | 3.465       |      |     |
| 3B_u (Val, π → π*) | 97.2 | 4.376     | 4.301       | 4.261       |      |     |
| 3A_u (Val, π → π*) | 97.9 | 4.669     | 4.613       | 4.580       |      |     |

²ADC(2)/cc-pVQZ value from Ref. 117; ²SAC-CI/cc-pVTZ value from Ref. 117.
is mainly corresponding to a HOMO to LUMO excitation.

3.1.5 Phthalazine and quinoxaline

We also consider two diazaphthalenes having to $C_{2v}$ point group symmetry that are popular building blocks in dye chemistry, namely phthalazine and quinoxaline. The latter presents lowest singlet and triplet ESs of different chemical natures, making quinoxaline derivatives particularly appealing for purely organic TADF applications, thanks to an exceptionally efficient intersystem crossing. We report in Table 5 numerous singlet and a few triplet excited states for these two compounds.

The impact of including full (CCSDT) rather than approximate (CC3) triples is never large yet appears not insignificant for several ESs of phthalazine with increase of the VTEs by 0.04 eV for the two highest ESs considered in Table 5 as well as for the lowest singlet state of $B_2$ symmetry. For quinoxaline, the largest differences between the CCSDT/6-31+G(d) and CC3/6-31+G(d) transition energies are found for two CT transitions: $B_2$ (+0.06 eV) and $B_1$ (+0.07 eV).

As already explained, such slight CC3 underestimation of the CT VTEs has been reported before. Regarding basis set effects, nothing beyond expectations emerges with a mean decrease of −0.04 eV when switching from aug-cc-pVDZ to aug-cc-pVTZ for quinoxaline, the actual shift being not very ES-dependent (the corrections go from −0.015 to −0.057 eV). The scenario is similar for phthalazine CT and valence excitations (mean impact of going from aug-cc-pVDZ to aug-cc-pVTZ is −0.03 eV, with values ranging from −0.001 to −0.060 eV), but both the sign and magnitude of the basis corrections are vastly different for the two Rydberg transitions.

Several theoretical and experimental transition energies have been previously given for both systems, though, to the best of our knowledge, none reported so many ESs, nor considered third-order CC models. We can thus consider the VTEs of Table 5 as the most accurate published to date. When comparing to experimental data, it appears that, as for the above-discussed compounds, the VTEs exceed the energies of the experimental peaks, typically by 0.2-0.4 eV, whereas even larger differences are found with respect to the measured 0-0 energies. The six CASPT2/cc-pVQZ values of Ref. 124 are in reasonable agreement with the present CC3/aug-cc-pVQZ results with a mean absolute deviation (MAD) of 0.25 eV, the usual CASPT2 trend of yielding too small VTEs being clearly highlighted here, except for the first $B_2$ transition in phthalazine. The deviations with respect to the CC2/aug-cc-pVQZ data of Ref. 125 are small (MAD of 0.09 eV) if one excludes the $A_1$ transition of quinoxaline for which a very large difference of 0.89 eV is found between the present value and the literature estimate. This is mainly the $T_1$ value associated with this state is very large (96.9%) and that our CC2/aug-cc-pVQZ result computed on the geometry used in the present study is only 0.16 eV off its CC3 counterpart, this large difference is somewhat surprising.

3.1.6 TTF

Tetrathiafulvalene (TTF) possesses very specific redox properties, but its optical signatures are also of interest, notably due to its accepting properties in CT complexes as well as to the presence of several low-lying $\pi \rightarrow \sigma^*$ transitions, that are rather unusual in organic derivatives. We consider here the closed-shell singlet form of TTF (Table 6), and determine VTEs for 8 singlet and 6 triplet ESs. It is noteworthy that we enforce planarity during the optimization, to benefit from the high $D_{2h}$ symmetry, whereas the actual structure is very slightly bent.

The basis set effects seem under control for TTF. We observe, in particular, limited changes between the aug-cc-pVDZ and aug-cc-pVTZ data, with an average downshift of −0.03 eV (MAD: 0.05 eV), and a maximal change of −0.09 eV (1.16). The two Rydberg ESs are the only ones for which going from the double- to the triple-¿ basis set actually increases the computed transition energy, a common pattern for the present set of molecules. It is also noteworthy that for all transitions, the differences between the CCSDT and CC3 transitions, as given with the 6-31+G(d) basis set, are small, none of them exceeding 0.03 eV, consistent with the fact that all $T_1$ are rather large. All these elements give us confidence that the reported VTEs are accurate.

Interestingly, previous TD-DFT, 134,135 CC2, 135 and CASPT2 129,135 investigations are available for TTF. If one disregards the Rydberg transitions, the ordering of the CASPT2 ESs reported in 2002 matches the present CC3 one, but these “old” CASPT2 VTEs are notably too low, with underestimations of roughly −0.4 eV or more for most states. The more recent CASPT2 energies are closer to our present values, yet remain too small. In contrast the TD-DFT calculations performed with the B3P86 global hybrid, 134 as well as CC2 calculations 135 provide estimates closer to the current results. The UV/Vis spectra of TTF has been measured by several groups in apolar solvents, allowing comparisons for three transitions. As expected in such VTE versus $\lambda_{max}$ comparison, the CC3 values are larger by 0.1-0.6 eV, which indicates that the data of Table 6 are reasonable.

3.2 Benchmarks

To define our TBEs, we typically consider: (i) CCSDT/double-¿ [6-31+G(d)] or aug-cc-pVDZ VTEs corrected for basis set effects thanks to the difference between CC3/double-¿ and CC3/aug-cc-pVDZ VTEs for singlet ESs, and (ii) select the CC3/aug-cc-pVTZ VTEs for triplet ESs. The complete list of TBEs and each specific protocol employed to obtain these are available in Table S11 in the SI.

CC3 nor CCSDT are exact theories, so before assessing other methods, let us briefly discuss the expected accuracy of the present TBEs. For the singlet ESs, our reference values are essentially of CCSDT quality and none of the ES treated here has a significant double-excitation character. More specifically, all $T_1$ (that could be obtained) exceed 80%, and the variations between CC3 and CCSDT are typically very small. While this provides confidence that the TBEs are accurate, they are likely not precise enough to fairly compare methods that yield highly similar results and are closely related, e.g., CCSDR(3) and CCSD(T)(a)*. For the triplet ESs, our reference values, of CC3/aug-cc-pVTZ quality, are likely sufficient to assess the tested methods. They are three reasons for this assertion. First, all triplet ESs treated here have very large $T_1$. Second, in the full QUEST database, the mean absolute error obtained with CC3/aug-cc-
Table 5: Vertical transition energies (in eV) of phthalazine and quinoxaline. See caption of Table 1 for more details.

| Phthalazine | 6-31+G(d) | aug-cc-pVDZ | aug-cc-pVTZ | Lit. |
|-------------|-----------|-------------|-------------|------|
| State       | CC3       | CCSDT       | CC3         |      |
| A<sub>2</sub> (Val, π → π<sup>*</sup>) | 3.26      | 3.36        | 3.36        | 3.42<sup>c</sup> |
| A<sub>1</sub> (Val, π → π<sup>*</sup>) | 5.39      | 5.42        | 5.42        | 5.42<sup>c</sup> |
| B<sub>1</sub> (Val, π → π<sup>*</sup>) | 5.54      | 5.57        | 5.57        | 5.57<sup>c</sup> |
| B<sub>2</sub> (Val, π → π<sup>*</sup>) | 5.77      | 5.76        | 5.76        | 5.76<sup>c</sup> |
| A<sub>1</sub> (Val, π → π<sup>*</sup>) | 5.86      | 5.87        | 5.87        | 5.87<sup>c</sup> |
| A<sub>2</sub> (Val, π → π<sup>*</sup>) | 5.92      | 5.93        | 5.93        | 5.93<sup>c</sup> |
| B<sub>1</sub> (Val, π → π<sup>*</sup>) | 6.00      | 6.01        | 6.01        | 6.01<sup>c</sup> |
| B<sub>2</sub> (Val, π → π<sup>*</sup>) | 6.07      | 6.08        | 6.08        | 6.08<sup>c</sup> |

Exp. = Experimental; Th. = Theoretical.

<sup>a</sup>MCD spectra measured in n-heptane from Ref. 121; <sup>b</sup>0-0 phosphorescence in a frozen matrix from Ref. 122; <sup>c</sup>0-0 energy collected in Ref. 123 (see references therein); <sup>d</sup>CASPT2/cc-pVQZ values from Ref. 124; <sup>e</sup>CC2/aug-cc-pVDZ data from Ref. 125; <sup>f</sup>Gas-Phase 0-0 energies from Ref. 126.

Table 6: Vertical transition energies (in eV) of TTF. See caption of Table 1 for more details.

| State       | %T<sub>i</sub> | 6-31+G(2d) | aug-cc-pVDZ | aug-cc-pVTZ | Lit. |
|-------------|----------------|-------------|-------------|-------------|------|
|             |                | CC3         | CCSDT       | CC3         |      |
| B<sub>3a</sub> (Val, π → σ<sup>*</sup>) | 90.1 | 2.958 | 2.971 | 2.866 | 2.787 | 2.72<sup>a</sup> | 2.08<sup>b</sup> | 2.57<sup>c</sup> | 2.68<sup>d</sup> | 2.42<sup>e</sup> |
| B<sub>2a</sub> (Val, π → σ<sup>*</sup>) | 87.9 | 4.159 | 4.190 | 3.795 | 3.742 | 3.35<sup>a</sup> | 3.05<sup>b</sup> | 3.30<sup>c</sup> | 3.46<sup>d</sup> | 3.31<sup>e</sup> |
| B<sub>1a</sub> (Val, π → σ<sup>*</sup>) | 90.5 | 4.099 | 4.067 | 4.023 | 3.979 | 3.31<sup>b</sup> | 3.72<sup>c</sup> |
| B<sub>2g</sub> (Val, π → σ<sup>*</sup>) | 89.3 | 4.083 | 4.082 | 4.057 | 4.048 | 3.41<sup>b</sup> | 3.92<sup>c</sup> |
| B<sub>1a</sub> (Val, π → σ<sup>*</sup>) | 92.8 | 4.192 | 4.193 | 4.048 | 4.113 | 3.63<sup>b</sup> | 4.25<sup>c</sup> |
| B<sub>3g</sub> (Val, π → σ<sup>*</sup>) | 86.2 | 4.496 | 4.521 | 4.264 | 4.218 | 3.44<sup>b</sup> | 3.72<sup>c</sup> |
| B<sub>1a</sub> (Val, π → σ<sup>*</sup>) | 90.6 | 4.805 | 4.816 | 4.601 | 4.514 | 3.91<sup>c</sup> | 4.01<sup>b</sup> | 4.28<sup>c</sup> | 4.25<sup>d</sup> | 4.18<sup>e</sup> |
| B<sub>3g</sub> (Val, π → σ<sup>*</sup>) | 92.0 | 4.648 | 4.649 | 4.495 | 4.551 | 3.80<sup>b</sup> |
| B<sub>2g</sub> (Val, π → σ<sup>*</sup>) | 96.7 | 2.804 | 2.727 | 2.652 | 1.92<sup>b</sup> | 2.33<sup>c</sup> |
| B<sub>1g</sub> (Val, π → σ<sup>*</sup>) | 97.7 | 3.158 | 3.055 | 2.993 | 2.76<sup>b</sup> | 2.64<sup>c</sup> |
| B<sub>3g</sub> (Val, π → σ<sup>*</sup>) | 97.1 | 3.383 | 3.160 | 3.123 | 2.89<sup>b</sup> | 2.64<sup>c</sup> |
| B<sub>2g</sub> (Val, π → σ<sup>*</sup>) | 97.4 | 3.565 | 3.431 | 3.400 | 3.11<sup>b</sup> | 2.90<sup>c</sup> |
| B<sub>1g</sub> (Val, π → σ<sup>*</sup>) | 96.8 | 3.862 | 3.833 | 3.803 | 3.80<sup>b</sup> |
| B<sub>3g</sub> (Val, π → σ<sup>*</sup>) | 96.8 | 3.946 | 3.942 | 3.916 | 3.916 |

<sup>a</sup>λ<sub>max</sub> in hexane from Ref. 131; <sup>b</sup>very similar values have been reported in other measurements; <sup>c</sup>TD-DFT (B3P86/aug-cc-pVDZ) values from Ref. 134; <sup>d</sup>CASSCF/tzVPP values from Ref. 135; <sup>e</sup>π-CASPT2/C/aV(T+d)Z values from Ref. 135;
pVTZ (as compared to higher levels of theory) is as small as 0.01 eV.  

Third, the three other CC methods including corrections for the triples, namely, CCSDR(3), CCSD(T)(a)*, and CCSDT-3, have not been implemented for triplet ESs, so that only methods significantly less advanced than CC3 are benchmarked below.

In Table 7, we report the statistical results obtained considering the full set of data (only singlets are included for all CC methods including triples): mean signed error (MSE), mean absolute error (MAE), root mean square error (RMSE) and the standard deviation of the errors (SDE). For the present set of excitations, the distribution of the errors in VTEs (with respect to the TBEs/aug-cc-pVTZ) is represented in Figure 2.

On the left-hand-side of Table 7, one can find the statistical results obtained considering all ESs. EOM-MP2 appears to strongly overestimate the VTEs and exhibits a large dispersion. In short, it cannot be recommended for the present bicyclic compounds. Amongst the computationally light models, CIS(D) is clearly a better option though the associated MAE remains quite large, 0.24 eV, a rather typical error bar for this level of theory.  

EOM-MP2 and CIS(D) performances are clearly inferior to the ones of two other popular models, namely ADC(2) and CC2 that both deliver very reasonable estimates of the VTEs for the present molecular set, especially ADC(2) that enjoys a tripling MSE and a MAE as small as 0.10 eV. For both CC2 and ADC(2), these trends are compatible with the conclusions obtained from the QUEST database, as well as in many previous works benchmarking ADC(2) and/or CC2 for optical properties.  

For CC2, the two spin-scaled approaches (SOS and SCS) significantly deteriorate the CC2 MSE and MAE, leading to a clear overestimation. However, both SOS-CC2 and SCS-CC2 do decrease CC2’s dispersion, especially SCS-CC2 that returns a SDE of 0.09 eV only, a level of consistency that can only be further improved with higher-level approaches according to the data of Table 7. Such accuracy drop and gain in consistency of the spin-scaled CC2 methods has been reported before.

For ADC(2), none of the two tested SOS parameters is beneficial as compared to the original method, but it is very clear that the default Q-CHEM parametrization is superior to its TURBOMOLE analog for the present set. It also appears that STEOM-CCSD is a valuable approach with small MSE, MAE, and SDE. However, as explained in the computational details, several ESs that are challenging have been removed from the STEOM-CCSD evaluation set, making the statistical quantities possibly biased. Nevertheless, the similarity between the STEOM-CCSD and CC2 performances observed in the present study was already underlined in earlier studies.

Moving now to methods with higher $O(N^6)$ scaling, one notices that CCSD yields too large VTEs and a SDE comparable to the CC2 one. The overestimation trend of CCSD was again reported by various groups, though with magnitudes depending significantly on the actual test set, an aspect discussed below. In contrast, ADC(3) delivers too small transition energies (MSE of −0.10 eV) and a rather large dispersion (SDE of 0.22 eV). This relatively poor performance of ADC(3) is consistent with our findings for smaller compounds, but can be efficiently mitigated by averaging with the ADC(2) VTEs. Indeed, the error patterns of ADC(2) and ADC(3) are opposite, and the simple average between the results of these two methods is effective: ADC(2.5), which has in practice the same computational cost as ADC(3), is the only $O(N^6)$ method delivering MSE, MAE, RMSE, and SDE all smaller than 0.10 eV for the present set.

To finish, we have assessed four CC methods including triples against the CCSDT-quality reference data for the singlet transitions. The two perturbative approaches, CCSD(T)(a)* and CCSDR(3), deliver very similar statistical errors and can be essentially viewed as equivalent for practical purposes. Such similarity was reported by Matthews and Watson for very compact compounds, but with significantly smaller deviations as compared to CCSDT. Turning to the two CC approaches with approximated iterative triples, namely CCSDT-3 and CC3, the latter seems to have the edge for the present set, with average errors below the chemical accuracy threshold (0.043 eV). We note that a similar ranking was reported in 2017 for small molecules.

The central section of Table 7 reports MAEs obtained for various subsets. We underline that the CT and $\sigma^*$ subsets are both limited in size (13 and 6 ESs) and nature (rather weak CT and transitions found in TTF only, respectively). Hence, the present trends should be analyzed cautiously. Most tested approaches deliver rather similar MAEs for the singlet and triplet ESs. However, CCSD is clearly more accurate for the triplets, in line with their larger $%T_1$ values than the singlets, whereas both STEOM-CCSD and CIS(D) apparently show the opposite behavior with better performances for the singlets. Surprisingly, most methods provide more accurate Rydberg VTEs than valence VTEs; the differences are especially large for CIS(D), CCSD, ADC(3), ADC(2.5) and all CC models including triples with significantly smaller MAEs for the Rydberg transitions. Although such trend are not unprecedented, the differences between valence and Rydberg MAEs are quite large here. Interestingly, for much small systems, Kannar, Tajti, and Szalay reported that CC2 was much less accurate for the Rydberg transitions, an effect that we do not observe here.

We believe that this might be related to the low-lying nature of the transitions considered here whereas the Rydberg transitions of Ref. 141 correspond to high-energy ESs with a very diffuse character. For the present set of ESs, one also notices significant differences of MAEs for the $n \rightarrow \pi^*$ transitions, the latter being typically more accurately treated, except with STEOM-CCSD.

Let us now turn towards the impact of the molecular size, so as to investigate if larger compounds are more or less challenging than smaller ones for the different methods. In the three rightmost columns of Table 7, we compare the MAEs determined for the present set to those reported in the QUEST database for molecules containing 1–3 and 4–6 non-hydrogen atoms. One can broadly divide the various methods in three groups. In the first group, one notices a significant deterioration of the performance as the system size increases, hinting that the method cannot be reasonably rec-
Figure 2: Distribution of the error (in eV) in VTEs (with respect to the TBE/aug-cc-pVTZ values) for various methods. See Table 7 for the values of the corresponding statistical quantities. QC and TM indicate that Q-CHEM and TURBOMOLE scaling factors are considered, respectively. The SOS-CC2 and SCS-CC2 approaches are obtained with the latter code.

Table 7: Statistical analysis, taking as reference the TBE/aug-cc-pVTZ values, for various theoretical models. TM and QC stand for the TURBOMOLE and Q-CHEM definitions of the scaling factors, respectively. On the right-hand side, we compare the MAE obtained here with the previously values obtained for smaller molecules containing 1 to 3 (and 4 to 6) non-hydrogen atoms. All values are in eV.

| Method       | Count | MSE   | MAE   | RMSE  | SDE   | Sing. Trip. Val. | CT | Ryd | n → π* | π → π* | π → σ* | MAE (subgroup) | MAE (size) |
|--------------|-------|-------|-------|-------|-------|------------------|----|-----|--------|--------|--------|----------------|------------|
| CIS(D)       | 88    | 0.23  | 0.24  | 0.28  | 0.16  | 0.20 0.30 0.27  | 0.28 | 0.28 | 0.14   | 0.23   | 0.22  | 0.24           | 0.24       |
| EOM-MP2      | 91    | 0.50  | 0.50  | 0.60  | 0.34  | 0.51 0.48 0.61  | 0.61 | 0.54 | 0.54   | 0.13   | 0.24  | 0.50           | 0.50       |
| STEOM-CCSD   | 63    | -0.04 | 0.13  | 0.16  | 0.13  | 0.09 0.17 0.06  | 0.12 | 0.07 | 0.18   | 0.10   | 0.12  | 0.13           | 0.12       |
| CC2          | 91    | 0.00  | 0.12  | 0.14  | 0.15  | 0.11 0.13 0.12  | 0.11 | 0.09 | 0.13   | 0.17   | 0.19  | 0.15           | 0.12       |
| SOS-CC2 [TM] | 90    | 0.24  | 0.24  | 0.28  | 0.14  | 0.24 0.24 0.27  | 0.17 | 0.41 | 0.17   | 0.19   | 0.23  | 0.24           | 0.24       |
| SCS-CC2 [TM] | 91    | 0.16  | 0.16  | 0.19  | 0.09  | 0.15 0.19 0.18  | 0.17 | 0.26 | 0.15   | 0.18   | 0.17  | 0.16           | 0.16       |
| ADC(2)       | 91    | -0.01 | 0.10  | 0.14  | 0.13  | 0.10 0.11 0.11  | 0.10 | 0.12 | 0.12   | 0.19   | 0.14  | 0.10           | 0.10       |
| SOS-ADC(2) [TM] | 91  | 0.24  | 0.25  | 0.30  | 0.17  | 0.28 0.20 0.23  | 0.25 | 0.36 | 0.15   | 0.18   | 0.21  | 0.25           | 0.25       |
| SOS-ADC(2) [QC] | 91 | 0.05  | 0.12  | 0.15  | 0.15  | 0.14 0.09 0.11  | 0.18 | 0.11 | 0.14   | 0.14   | 0.12  | 0.12           | 0.12       |
| CCS3         | 91    | 0.16  | 0.18  | 0.22  | 0.15  | 0.23 0.10 0.17  | 0.29 | 0.10 | 0.15   | 0.07   | 0.13  | 0.18           | 0.18       |
| ADC(3)       | 90    | -0.10 | 0.20  | 0.24  | 0.22  | 0.17 0.24 0.21  | 0.22 | 0.10 | 0.21   | 0.24   | 0.21  | 0.20           | 0.20       |
| ADC(2.5)     | 88    | -0.05 | 0.07  | 0.09  | 0.08  | 0.08 0.07 0.09  | 0.06 | 0.09 | 0.09   | 0.10   | 0.08  | 0.07           | 0.07       |
| CC3          | 58    | 0.09  | 0.09  | 0.11  | 0.06  | 0.09 0.10 0.12  | 0.05 | 0.14 | 0.09   | 0.03   | 0.05  | 0.09           | 0.09       |
| CCSD(T)(a)   | 58    | 0.09  | 0.09  | 0.10  | 0.06  | 0.09 0.10 0.11  | 0.05 | 0.13 | 0.08   | 0.03   | 0.05  | 0.09           | 0.09       |
| CCSDR(3)     | 58    | 0.06  | 0.06  | 0.08  | 0.05  | 0.06 0.07 0.08  | 0.04 | 0.10 | 0.06   | 0.03   | 0.05  | 0.06           | 0.06       |
| CCSDT-3      | 58    | -0.02 | 0.02  | 0.03  | 0.02  | 0.02 0.02 0.03  | 0.01 | 0.02 | 0.03   | 0.02   | 0.01  | 0.02           | 0.02       |
| CC3          | 58    | 0.06  | 0.06  | 0.08  | 0.05  | 0.06 0.07 0.08  | 0.04 | 0.10 | 0.06   | 0.03   | 0.05  | 0.06           | 0.06       |
ommended for large compounds. In this category, one finds: (i) EOM-MP2, with a MAE quadrupling between the smallest and largest molecules, likely explaining why this method gave reasonable performances in previous works.\textsuperscript{141,146} (ii) CCSD with an error steadily increasing from 0.07 to 0.18 eV as the size of the benchmarked compounds increases; and (iii) CCSD(T)(a)\textsuperscript{*} and CCSDR(3), with MAEs tripling between the smallest and largest molecules, though remaining under the 0.10 eV threshold. While the perturbative triples clearly help in correcting the CCSD VTEs, they are insufficient in order to fully compensate the CCSD overestimations for larger molecules.

In the second category of approaches, Table 7 indicates significant improvements of the accuracy as system size increases, i.e., these methods are likely recommendable for “real-life” applications. Both ADC(2) and CC2 belong to this category, with a MAE divided by a factor of two when considering the larger rather than smaller molecules. This trend likely explains the contrasted CC2 results obtained previously when experimental references on large compounds were considered.\textsuperscript{136,137,140} or when high-level TBEs on tiny molecules were used\textsuperscript{21,26,141} as references. In the last category, one finds approaches that behave relatively similarly for all system size, and this is essentially all the remaining methods.

4. CONCLUDING REMARKS

The vertical transition energies to 91 ESs of bicyclic molecules containing between 8 and 10 non-hydrogen atoms have been evaluated. The selected molecules were chosen to be representative of \(\pi\)-conjugated chromogens actually present in dyes and fluorophores used daily in measurements, e.g., azulene, benzothiadiazole, diketopyrrolopyrone, quinoxaline, and tetrathiafulvalene. To define our TBEs/\(\text{aug-cc-pVTZ}\) reference values, we typically relied on CC3 for the triplet excited states as they are characterized by a strongly dominant single-excitation character. For the singlet ESs, we employed corrected CC3 VTEs thanks to double-\(\xi\) CCSDT values. Although the present set does not include transitions with a (dominant) double excitation character, it nevertheless includes a reasonable mix of singlet (58), triplet (33), valence (60), Rydberg (17), and CT (13) ESs. Such variety of states is rather typical for molecules of this size, though systems with stronger CT character are missing.\textsuperscript{25,105}

Thanks to these TBEs, we have benchmarked 16 wave function methods commonly employed for ES calculations on this type of systems. We stress that the present set considerably extends the number of ESs of “large” molecules (more than 6 non-hydrogen atoms) included in the QUEST database.\textsuperscript{29} This allows for a fair evaluation of the performances of various methods as the size of the molecules increases. The outcomes of the present study clearly show that the quality of the VTEs provided by both ADC(2) and CC2 improves with system size, whereas CCSD follows the opposite pathway. In the group of computationally “cheap” models, it seems reasonable to recommend ADC(2), CC2, and STFOM-CCSD. Besides, ADC(2,5) appears as a good compromise to further improve the accuracy: it outperforms the three previous methods almost systematically for a cost equivalent to ADC(3). For the present set, ADC(2,5) deliv-

ers statistical deviations comparable to those obtained with the more resource-intensive CCSD(T)(a)\textsuperscript{*}, CCSDR(3), and CCSDT-3 approaches, whereas in the case of smaller compounds, the reverse trend was clearly found. Finally, it is probably worth stressing that the present work hints that CC3 delivers excellent accuracies for all treated subsets (ES nature, size of the compounds, etc). While CC3’s \(O(N^7)\) scaling prevents applications on large systems with large basis sets, CC3/double-\(\xi\) calculations are achievable on chromophores, fluorophores, and photochromes of actual practical interest, e.g., substituted naphthoquinones, coumarins, and azobenzenes.

The present results could serve as a reliable guide to select a cheaper level of theory for specific classes of organic compounds. Such a purely theoretical strategy to select a low-scaling theoretical model (e.g., an adequate exchange-correlation functional to perform TD-DFT calculations), on the basis of a straightforwardly accessible property (the vertical transition energy in the present case) can likely be viewed as complementary to the protocols developed by Barone and coworkers in which they model complex spectroscopic properties (such as vibronic spectra) so as to allow direct comparisons with experiment.\textsuperscript{147–149}
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