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ABSTRACT
Traffic forecasting has recently attracted increasing interest due to the popularity of online navigation services, ridesharing and smart city projects. Owing to the non-stationary nature of road traffic, forecasting accuracy is fundamentally limited by the lack of contextual information. To address this issue, we propose the Hybrid Spatio-Temporal Graph Convolutional Network (H-STGCN), which is able to “deduce” future travel time by exploiting the data of upcoming traffic volume. Specifically, we propose an algorithm to acquire the upcoming traffic volume from an online navigation engine. Taking advantage of the piecewise-linear flow-density relationship, a novel transformer structure converts the upcoming volume into its equivalent in travel time. We combine this signal with the commonly-utilized travel-time signal, and then apply graph convolution to capture the spatial dependency. Particularly, we construct a compound adjacency matrix which reflects the innate traffic proximity. We conduct extensive experiments on real-world datasets. The results show that H-STGCN remarkably outperforms state-of-the-art methods in various metrics, especially for the prediction of non-recurring congestion.
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1 INTRODUCTION
Spatio-temporal forecasting has important applications such as weather prediction, transportation planning, etc. Traffic prediction is one classic example. Successful deployment of advanced technologies such as time-dependent routing [1], intelligent traffic light control [23], and proactive traffic management [25] rely considerably on the robust performance of traffic prediction.

Forecasting traffic (travel time) is a challenging task as a diverse spectrum of events affect travel demand. While daily commute is relatively predictable, events including festivals, casual entertainment activities, and adverse weather conditions are subject to strong stochasticity and hard to foretell. The absence of such contextual information renders the evolution of road traffic non-stationary [20]. As a consequence, prior data-driven approaches [15, 18, 24] that use state variable (travel time) as the main input generally performed suboptimally. Several studies [10, 16] incorporated event-relevant features, for example tweet counts or crowd map queries in the model to handle this issue. Its efficacy, however, is restricted to neighborhood of hot spots.

To overcome this problem, we augment machine learning models with intended traffic flow acquired from an online navigation engine. Presently, navigation services including smart route recommendations, audio maneuver guidance, etc., are substantially relied upon by drivers in their daily travel. For instance, according to a third-party† report, Amap, the top-tier LBS-service provider in China, served more than 115 million users on the National Day of the People’s Republic in 2018. The vast number of planned routes offered by a navigation engine comprehensively reflect live travel demand and provide even greater detail than numerous event-level features. More specifically, aggregating the planned routes produces intended traffic volume, which in turn offers strong clues as to future travel time. Figure 1 illustrates this process.

†https://www.questmobile.com.cn/en
To integrate this heterogeneous modality into a travel time forecasting model, we design a novel domain transformer to convert traffic volume into its equivalent in travel time. Traffic flow theory [11] establishes that traffic flow and the vehicle density of a road segment satisfies a universal triangular relationship, and specific of the flow-density diagram such as peak capacity is segment-varying. Figure 2 depicts several real-world examples. To utilize this knowledge, we engineer a flow-to-time transformer with two cascaded mapping components, which are separately responsible for capturing the shared geometric shape and segment-specific characteristics.

Figure 1: The travel time and intended traffic volume of a road segment in Beijing during morning rush hour on October 28, 2019. vol$_f$ represents the intended traffic volume at a time slot $f$-step ahead, acquired from the navigation data. The quick rise of intended traffic volume indicates potential traffic congestion.

![Travel Time / Traffic Volume](image)

**Figure 2: Flow-time curve of four different road segments.**

Furthermore, owing to the non-Euclidean spatial dependency of road traffic, we adopt graph convolution to extract the shared pattern, and propose a novel adjacency matrix that better reflects innate traffic proximity. In prior scholarship [15], the adjacency matrix generally assumed a node proximity with simple exponential distance-decay, which does not comport with on-the-ground realities. For example, congestion on a major thoroughfare rarely propagates to an intersecting private road where only authorized person can travel, even though the two segments are contiguous. To solve this issue, we propose a compound adjacency matrix which, in addition to the aforementioned spatial attenuation term, incorporates the covariance matrix of road segment travel time.

As a coherent combination of the above-proposed techniques, we develop a novel multi-modal learning architecture for traffic forecasting: the Hybrid Spatio-Temporal Graph Convolutional Network (H-STGCN). In H-STGCN, the transformer first converts intended traffic volume acquired from Amap into its equivalent in travel time. Then shared convolution is applied on individual segments along the temporal dimension to extract high-level patterns. Graph convolution with the compound adjacency matrix further processes the concatenated temporal signal to capture the intrinsic traffic dynamics. The integrated structure is trained end-to-end and capable of foreseeing future congestion based on upcoming traffic flux. We evaluate the proposed model using real-world datasets. Extensive experiments demonstrate that our model has shown remarkable improvements over various state-of-the-art benchmarks.

To summarize, the primary contributions of the paper are as follows:

- We propose to leverage the data of intended traffic flow in a machine-learning model for travel time forecasting. This approach combines the strengths of the recently emerged data-driven approach and the traditional traffic simulation approach [4].
- We design the domain transformer to integrate the heterogeneous modality of traffic flow. This universal coupler naturally adapts to all neural-network based architectures for travel time forecasting.
- We propose the compound adjacency matrix, which encodes innate traffic proximity.
- We construct H-STGCN, a multi-modal learning architecture that significantly outperforms state-of-the-art benchmarks in real world datasets.

The rest of the paper is organized as follows. Section 2 outlines the preliminary concepts and formulates the traffic prediction problem. Section 3 details the structure of the proposed H-STGCN. Section 4 describes the experimental results. Related works are reviewed in Section 5. Finally, Section 6 concludes the paper.

### 2 PRELIMINARIES

In this section, we provide definitions and outline the forecasting problem. Given a regional network, intersections split it into $n$ directional road segments. We further split time into 5-minute intervals, and denote the time range of training set by $[0, S_{\text{train}})$, test set by $[S_{\text{train}}, S_{\text{train}} + S_{\text{test}})$. We format the data as a tensor $X \in \mathbb{R}^{n \times (S_{\text{train}} + S_{\text{test}}) \times C_{\text{in}}}$, where $C_{\text{in}}$ is the number of input features.

**Travel Time / Traffic Volume.** Travel time $t_{i,t}$ is defined as the average traversing time (per unit length) on segment $s_i$ over time slot $t$. Similarly, traffic volume $v_{i,t}$ denotes the number of vehicles entering segment $s_i$ within time slot $t$.

**Ideal Future Volume.** Given a time slot $t_0$, ideal future volume $v_{i,t_0+f}$ ($f \geq 0$) is the counterpart of $v_{i,t_0+t}$ under two conceptual assumptions: 1) only vehicles using a navigation service at $t_0$ are
considered; 2) each vehicle follows the exact planned path and travels at a speed consistent with ETA (estimated time of arrival).

**Historical Average (HA).** Let \( L \) denote the number of time slots in a week. Then the historical average of variable \( \omega_{t,r} \) (ideal future volume or travel time) is given by

\[
\omega_{t,r}^{(h)} = \frac{1}{W} \sum_{r=t}^{t+L} \omega_{t,r},
\]

where \( W \) is the number of weeks in the training set.

**Traffic Forecasting.** Given time \( t \) and all available data, traffic forecasting aims to predict future travel time for the whole network. More specifically, provided the sequence of previous traffic features \([X_{t-p+1}, \ldots, X_{t-1}, X_{t}]\), model \( H \) estimates travel time for the next few slots \( H(X_{t-p+1}, \ldots, X_{t-1}) = \{\hat{t}_1, \ldots, \hat{t}_{t+h}\} \), where \( P \) denotes the length of input time series, and \( T \) the forecasting horizon.

### 3 Methodology

#### 3.1 Overall Architecture

In this section, we describe the overall architecture of H-STGCN, as illustrated in Figure 3. The model input consists of two feature tensors, the ideal-future-volume tensor \( V \) and travel-time tensor \( T \). Specifically, both \( V \) and \( T \) have three dimensions: the spatial dimension, temporal dimension, and channel dimension, which corresponds respectively to the road segments, previous time slots utilized, and features. A domain transformer (module a) first converts each element of \( V \) into its equivalent in travel time, outputting the so-called future-travel-time tensor \( X^{(q)} \). Then separate gated convolutions along the temporal dimension (module b) are applied on \( X^{(q)} \) and \( T \) to extract the high-level temporal patterns. Treating each segment as a node, a graph convolution with compound adjacency matrix (module c) processes the mixed signal \( h = h^v \odot h^t \) to capture the interaction mechanism between traffic volume and travel time (“\( \odot \)” stands for the concatenation operator). Next, two additional gated convolutions are applied sequentially to further enlarge the temporal receptive field. Finally, a fully connected (FC) layer outputs the forecasting results. We elaborate each of the modules in subsequent sections.

#### 3.2 Model Input and Data Processing

To forecast future traffic states, H-STGCN uses an input tensor \( X \) with features from all \( P \) previous time slots. Each slice of \( X \) that corresponds to a single time slot \( t \) (\( t < T \)) further comprises two categories of features: ideal future volume and travel time. These features and associated data processing techniques are described as follows.

**Ideal Future Volume.** As an approximation of the unavailable actual future traffic volume, the ideal future volume \( v_{t,0:T} \) defined in Section 2 can be acquired from an online navigation engine. To employ this feature, we use data from Amap, a leading LBS solution provider in China with over 700 millions users\(^6\). The architecture of Amap’s navigation system is depicted in Figure 4. During navigation, a vehicle synchronizes its location with the cloud server every second to ensure the timely detection of potential deviation

\(^6\)https://www.iresearch.com.cn/
record in $\mathcal{L}$ corresponds exactly to one planned route. Algorithm 1 demonstrates the procedure to obtain the ideal future volume.

In H-STGCN, ideal future volume within the prediction window and the corresponding historical average are both taken as input:

$$ V_{l,t} = \left[ v_{i,l,t}^{(h)}, v_{i,l,t+1}^{(h)}, \ldots, v_{i,l,t+\tau_{l,t}}^{(h)} \right], $$

(3)

where $i$ is the segment index.

**Travel Time.** Travel time $\tau_{l,t}$ is calculated using the map-matched [17] GPS data from Amap. In H-STGCN, travel time and its historical average within the prediction window are also both taken as input:

$$ T_{l,t} = \left[ \tau_{l,t}^{(h)}, \tau_{l,t+1}^{(h)}, \ldots, \tau_{l,t+\tau_{l,t}}^{(h)} \right], $$

(4)

where $i$ is the segment index.

### 3.3 Domain Transformer

Transformer $1$ is proposed to convert ideal future volume into its travel time equivalent. In this manner, any network structure originally designed to process the signal of travel time is equally applicable for volume, easing the process of modality integration. $A$ consists of two cascaded layers, the shared $1 \times 1$ convolution and segmentwise $1 \times 1$ convolution, as shown in Figure 3.

**Shared $1 \times 1$ Convolution.** A $1 \times 1$ convolution $\mathbf{f}^{(c)}$ shared across all segments and time slots is used as the top layer, aiming to capture the universal triangular-shaped mapping. A schematic of the convolution is shown in Figure 5a. Let $\mathbf{X}_{l,t}^{(c)} \in \mathbb{R}^{C_{in}^{(c)}}$, $\mathbf{Y}_{l,t}^{(c)} \in \mathbb{R}^{C_{out}^{(c)}}$ denote the input and output, then this layer works as

$$ Y_{l,t}^{(c)} = \mathbf{f}^{(c)} \left( X_{l,t}^{(c)} \right) = \sigma \left( X_{l,t}^{(c)} \cdot F_{l,t}^{(c)} + b^{(c)} \right), $$

(5)

where $F_{l,t}^{(c)} \in \mathbb{R}^{C_{in}^{(c)} \times C_{out}^{(c)}}$ is the weight, $b^{(c)} \in \mathbb{R}^{C_{out}^{(c)}}$ is the bias, and $\sigma$ is the Exponential Linear Unit (ELU) [5].

**Segmentwise $1 \times 1$ Convolution.** To ensure sufficient model capacity to extract the segment-level features, a $1 \times 1$ convolution $\mathbf{f}^{(s)}$ with segment-specific parameters is used as the bottom layer. A schematic of the convolution is shown in Figure 5b. Let $\mathbf{X}_{l,t}^{(s)} \in \mathbb{R}^{C_{in}^{(s)}}$, $\mathbf{Y}_{l,t}^{(s)} \in \mathbb{R}^{C_{out}^{(s)}}$ denote the input and output, then this layer works as

$$ Y_{l,t}^{(s)} = \mathbf{f}^{(s)} \left( X_{l,t}^{(s)} \right) = \sigma \left( X_{l,t}^{(s)} \cdot F_{l,t}^{(s)} + b^{(s)} \right), $$

(6)

where $F_{l,t}^{(s)} \in \mathbb{R}^{n \times C_{in}^{(s)}} \times C_{out}^{(s)}$ is the weight, $b^{(s)} \in \mathbb{R}^{n \times C_{out}^{(s)}}$ is the bias, and $\sigma$ is an ELU.

### 3.4 Graph Convolution with Compound Adjacency Matrix

Graph convolution has been utilized as a key building block in many existing architectures [8, 15, 24] to model the non-Euclidean spatial dependency of road traffic. At the core of graph convolution is the universal triangular-shaped mapping. A schematic of the convolution is shown in Figure 3b. Let $\mathbf{X}_{l,t}^{(c)} \in \mathbb{R}^{C_{in}^{(c)}}$, $\mathbf{Y}_{l,t}^{(c)} \in \mathbb{R}^{C_{out}^{(c)}}$ denote the input and output, then this layer works as

$$ Y_{l,t}^{(c)} = \mathbf{f}^{(c)} \left( X_{l,t}^{(c)} \right) = \sigma \left( X_{l,t}^{(c)} \cdot F_{l,t}^{(c)} + b^{(c)} \right), $$

(5)

where $F_{l,t}^{(c)} \in \mathbb{R}^{C_{in}^{(c)} \times C_{out}^{(c)}}$ is the weight, $b^{(c)} \in \mathbb{R}^{C_{out}^{(c)}}$ is the bias, and $\sigma$ is the Exponential Linear Unit (ELU) [5].

**Segmentwise $1 \times 1$ Convolution.** To ensure sufficient model capacity to extract the segment-level features, a $1 \times 1$ convolution $\mathbf{f}^{(s)}$ with segment-specific parameters is used as the bottom layer. A schematic of the convolution is shown in Figure 5b. Let $\mathbf{X}_{l,t}^{(s)} \in \mathbb{R}^{C_{in}^{(s)}}$, $\mathbf{Y}_{l,t}^{(s)} \in \mathbb{R}^{C_{out}^{(s)}}$ denote the input and output, then this layer works as

$$ Y_{l,t}^{(s)} = \mathbf{f}^{(s)} \left( X_{l,t}^{(s)} \right) = \sigma \left( X_{l,t}^{(s)} \cdot F_{l,t}^{(s)} + b^{(s)} \right), $$

(6)

where $F_{l,t}^{(s)} \in \mathbb{R}^{n \times C_{in}^{(s)}} \times C_{out}^{(s)}$ is the weight, $b^{(s)} \in \mathbb{R}^{n \times C_{out}^{(s)}}$ is the bias, and $\sigma$ is an ELU.

### Algorithm 1 Route aggregation algorithm to obtain the ideal future volume

**Input:** The list of route records from the dataset $\mathcal{L}$

**Output:** Ideal future volume $\nu$

1. Initialize $Z$ as an empty set
2. for each $r \leftarrow 0, 1, \ldots, N_{\mathcal{L}} - 1$ do
3. for each $t \leftarrow 0, 1, \ldots, M_{\tau} - 1$ do
4. $s \leftarrow \rho_{r,t}$ [$s$ is the id of a road segment]
5. $t \leftarrow \delta_{r,t}$ [$t$ is a time slot]
6. for $f \leftarrow 0, 1, \ldots, F$ do
7. if $t \geq \nu_{f,t}$ then
8. $\zeta \leftarrow (s, t, f)$
9. Add $\zeta$ to $Z$
10. else
11. break
12. end if
13. $t \leftarrow t - \Delta t$ [$\Delta t$ stands for the length of a single time slot]
14. end for
15. end for
16. end for
17. for each $s_{0} \leftarrow 0, 1, \ldots, n - 1$ do
18. for each $t_{0} \leftarrow 0, 1, \ldots, t_{\text{train}} + t_{\text{test}} - 1$ do
19. for each $f_{0} \leftarrow 0, 1, \ldots, F$ do
20. $\nu_{s_{0}, t_{0}, f_{0}} = \text{cardinality}(\{\zeta | \zeta.s = s_{0}, \zeta.t = t_{0}, \zeta.f = f_{0}, \nu(\zeta) \in Z\})$
21. end for
22. end for
23. end for
24. return $\nu$

### Graph Convolution with Compound Adjacency Matrix

Graph convolution has been utilized as a key building block in many existing architectures [8, 15, 24] to model the non-Euclidean spatial dependency of road traffic. At the core of graph convolution is the universal triangular-shaped mapping. A schematic of the convolution is shown in Figure 3b. Let $\mathbf{X}_{l,t}^{(c)} \in \mathbb{R}^{C_{in}^{(c)}}$, $\mathbf{Y}_{l,t}^{(c)} \in \mathbb{R}^{C_{out}^{(c)}}$ denote the input and output, then this layer works as

$$ Y_{l,t}^{(c)} = \mathbf{f}^{(c)} \left( X_{l,t}^{(c)} \right) = \sigma \left( X_{l,t}^{(c)} \cdot F_{l,t}^{(c)} + b^{(c)} \right), $$

(5)

where $F_{l,t}^{(c)} \in \mathbb{R}^{C_{in}^{(c)} \times C_{out}^{(c)}}$ is the weight, $b^{(c)} \in \mathbb{R}^{C_{out}^{(c)}}$ is the bias, and $\sigma$ is an ELU.

### Compound Adjacency Matrix

Adjacency matrix in prior works [15, 24] assumed a node-proximity with simple exponential distance-decay:

$$ w_{i,j}^{(d)} = \begin{cases} \exp \left( -\frac{d_{ij}^2}{\sigma} \right), & \text{if } \frac{d_{ij}^2}{\sigma} \geq \epsilon, \\ 0, & \text{otherwise} \end{cases} $$

(7)
To overcome this problem, we propose the compound adjacency matrix. The incorporation of the covariance term is inspired by the connection between graph convolution and the standard convolutional neural network (CNN) widely utilized in computer vision tasks. As pointed out in [3], when applied to natural images, a graph convolution using the covariance of pixel intensity as proximity measure recovers a standard CNN without any prior knowledge. The covariance term $\Sigma$ is therefore analogously presumed to offer a more intrinsic measure for traffic proximity. Meanwhile, the Dijkstra matrix is retained to eliminate the unphysical long-range correlations in $\Sigma$, such as those induced by citywide daily rush-hour congestion.

**Graph Convolution.** The regional road network is considered as an undirected graph, with each node representing a particular road segment. As in the prior work [24], a shared graph convolutional network (GCN) is applied on each individual time slice to extract common spatial patterns, and we implement GCN with the spectral formulation [7]. Specifically, we have the normalized graph Laplacian $L$ and scaled graph Laplacian $\tilde{L}$ as

$$L = I_n - \frac{1}{\lambda_{\text{max}}} W^{(c)} D^{-\frac{1}{2}};$$
$$\tilde{L} = 2L/\lambda_{\text{max}} - I_n,$$

where $I_n$ is the identity matrix, $W^{(c)}$ is the compound adjacency matrix, $D$ is the diagonal degree matrix of $W^{(c)}$ with $D_{ii} = \sum_j W^{(c)}_{ij}$, and $\lambda_{\text{max}}$ is the greatest eigenvalue of $L$. The GCN $\Theta$ is parametrized with Chebyshev polynomials of the scaled graph Laplacian $\tilde{L}$. Let $X_{\cdot,t}^{(m)} \in \mathbb{R}^{n \times C_{\text{out}}}^{(m)}$, $Y_{\cdot,t}^{(m)} \in \mathbb{R}^{n \times C_{\text{out}}}$ denote the input and output, then GCN $\Theta$ works as:

$$Y_{\cdot,t}^{(m)} = \sigma \left( \sum_{m=1}^{C_{\text{out}}} \sum_{k=0}^{K-1} \Theta_{k,m} \bar{T}_k(\tilde{L}) X_{\cdot,t,m} + b_j^{(m)} \right) \in \mathbb{R}^n,$$

where $\bar{T}_k(\tilde{L})$ is the $k$-th order Chebyshev polynomial, $K$ is the kernel size, $\Theta \in \mathbb{R}^{K \times C_{\text{in}} \times C_{\text{out}}}$ denotes the parameter tensor, $b_j$ is the bias, and $\sigma$ is an ELU.

**3.5 Temporal Gated Convolution**

To extract common temporal features, we take advantage of the temporal gated convolution $\Gamma^{(g)}$ proposed in [24]. As illustrated in Figure 5c, a shared gated 1D convolution is applied on each road segment along the temporal dimension. The 1D convolution maps the input $X^{(g)} \in \mathbb{R}^{n \times P \times C_{\text{in}}^{(g)}}$ to a tensor:

$$[A \, B] \in \mathbb{R}^{n \times (P-K_{t}+1) \times 2C_{\text{out}}},$$

$$\Gamma^{(g)} \ast X^{(g)} + b^{(g)},$$

where $\ast$ is the 1D-convolution operator, $F^{(g)} \in \mathbb{R}^{K_{t} \times C_{\text{in}} \times 2C_{\text{out}}}$ is the convolution kernel, $K_t$ is the kernel size, $P$ is the length of input temporal sequence, $b^{(g)}$ is the bias, and $A$ and $B$ are of equal size with $C_{\text{out}}$ channel. A gated linear unit (GLU) with $A$ and $B$ as inputs further adds non-linearity to obtain this layer’s output:

$$\Gamma^{(g)} \ast X^{(g)} = A \odot \sigma(B) \in \mathbb{R}^{n \times (P-K_{t}+1) \times C_{\text{out}}^{(g)}},$$

where $\odot$ stands for the operator of element-wise multiplication.

**3.6 Connection to STGCN**

Proposed by Yu et al. [24], the Spatio-Temporal Graph Convolutional Network (STGCN) stacks the graph convolutional...
layer and temporal gated convolutional layer multiple times in an alternating fashion to jointly capture spatio-temporal dependency. When dropping the volume-feature processing branch (the hybrid branch) and the covariance term in the adjacency matrix, our proposed model reduces to a STGCN model with a single ST-Conv block.

3.7 Model Training

Data Augmentation. Since traffic volume is discrete in nature, in situations of low traffic, even a small fluctuation in the volume channel would considerably affect the model output, making it hard to generalize. To solve this problem, Gaussian noise is added on all volume channels with values below a threshold \( \epsilon \). Experiment results show that this data augmentation approach significantly mitigates the overfitting.

Optimization. For the multistep traffic forecasting task in this paper, we use the L1 loss function:

\[
L = \frac{1}{n \times S_{\text{train}} \times F} \sum_{i \in [0, n)} \sum_{t \in [0, S_{\text{train}})} \sum_{f \in (0, F]} |\hat{\tau}_{i,t+f} - \tau_{i,t+f}|,
\]

where \( \hat{\tau}_{i,t+f} \) is the model output and \( \tau_{i,t+f} \) is the ground truth.

4 EXPERIMENTS

In this section, we first describe the datasets, compared methods, implementation details, and evaluation metrics. Then we show the effectiveness of the compound adjacency matrix, future-volume feature, and domain transformer. At last, we discuss the model scalability.

4.1 Datasets

Using anonymous user data from Amap, we conduct experiments on two regional networks in the Beijing area as shown in Figure 6: one is around the West 3rd Ring Road with 715 segments, and the other around the East 5th Ring Road with 2907 segments. The respective datasets are denoted by W3-715 and E5-2907. Table 1 depicts the statistics of road segments in the two networks.

Each dataset contains traffic condition and navigation records from 06:00 to 22:00, and the time span is from December 24, 2018 to April 21, 2019 with holidays removed (ten weeks in total). The previous eight weeks are used as training data, and the remaining two weeks as testing data.

4.2 Compared Methods

We compare our proposed architecture with the following two methodological categories:

Benchmark Models.
- Historical Average (HA): Historical average predicts travel time with mean value over time slots at the same previous relative position.
- Linear Regression (LR): Linear regression is a basic regression model.
- Gradient Boosting Regression Tree (GBRT): GBRT is a widely-used boosting model. We set the number of trees at 50, with a maximum depth of 6.
- Multi-Layer Perceptron (MLP): MLP is a fully connected multi-layer neural network. We use three layers, and the hidden unit of each layer is 64.
- Sequence-to-Sequence (Seq2Seq): Seq2Seq models use the encoder-decoder architecture and have been widely applied
to language modeling and time-series forecasting. We use two layers, and the hidden unit of each layer is 200.

- STGCN: Original STGCN used multiple ST-Conv blocks to boost the performance. On our dataset, however, one block is found sufficient to achieve a similar level of accuracy. We thus use STGCN with a single ST-Conv block as the baseline.

**Variant Models for Ablation Study.**

- STGCN (Im): Improved STGCN uses a compound adjacency matrix as opposed to the Dijkstra matrix.
- H-STGCN (1): H-STGCN (1) uses an input volume tensor $V$ with all elements set to one (1).

### 4.3 Implementation Details

In all models, we use data from the previous six time slots (30 min) as input, and predict travel time for the next hour. The shared and segmentwise $1 \times 1$ convolutions in domain transformer both have 16 filters. The graph convolution has 64 filters. The temporal gated convolutional layers $\Gamma^1, \Gamma^2, \Gamma^3, \Gamma^4$ have 64, 128, 64, and 64 filters. The last fully connected layer outputs 12 values, corresponding to the forecasting period. We set $\sigma^2 = 3 \text{ km}^2$, $\epsilon = 0$ (no spatial cutoff) in Equation (7), and the threshold of noise injection $\sigma_n = 3$. We use Adam optimizer [13] with initial learning rate 0.001 and decay rate 0.98. We implement the traditional benchmark models with scikit-learn, and the neural network models on TensorFlow. The training and inference of neural networks are conducted on 4 NVIDIA GPUs with 16 GB memory.

### 4.4 Evaluation Metrics

To better verify the effectiveness of H-STGCN, we select two additional subtestsets based on the following considerations. First, to showcase the extra predictive power brought by ideal future volume, we consider only segments with average historical traffic volume above 10 veh/min (high-volume segments). Secondly, we focus only on congested time periods, the non-trivial part of traffic forecasting. The congestion speed threshold is set according to road class: 30 km/h for freeway, 20 km/h for highway and expressway, and 12 km/h for major road. We further define non-recurring congestion as the one with travel speed constantly below half of its historical average. Thirdly, to examine forecasting performance over the full lifecycle of congestion, we extend a (non-recurring) congested period by an hour in each direction to include both the formation and dissipation stages of congestion. To summarize, we have three types of test sets in the experiment:

- Full test set as described in Section 4.1.
- Test set comprising data from high-volume segments in the congested periods, denoted by suffix (C).
- Test set comprising data from high-volume segments in the non-recurring congested periods, denoted by suffix (NRC).

Table 2 shows statistics of the last two test sets. We use the mean absolute error (MAE), mean absolute percentage error (MAPE), and root mean square error (RMSE) as the evaluation metrics.

### 4.5 Performance Comparison

Table 3 outlines the performance of our model as compared to the competing methods. H-STGCN significantly outperforms the various benchmarks in all metrics, especially for the prediction of non-recurring congestion. In this section, we study the effectiveness of each proposed module in H-STGCN.

**Compound Adjacency Matrix.** We compare the performance of STGCN and STGCN (Im). As shown in Table 3, STGCN (Im) achieves a lower MAE and MAPE on W3-715, and a lower MAE, MAPE, and RMSE on E5-2907, validating the effectiveness of the compound adjacency matrix. Figure 7 shows an example from E5-2907, which illustrates the connections among different adjacency matrices as described in Section 3.3.

**Future-Volume Feature and Domain Transformer.** First, as shown in Table 3, H-STGCN delivers consistently superior performance compared to STGCN (Im), demonstrating the remarkable advantage brought by the utilization of future-volume data. Secondly, owing to the segment-wise structure of domain transformer, H-STGCN gains an edge over STGCN (Im) in terms of representation power. To eliminate this influence factor and assess the importance of the future-volume feature, we further compare H-STGCN to H-STGCN (1). As indicated by the results on test set (C) and test set (NRC), the volume feature substantially enhances model performance on congestion forecasting. Lastly, Figure 8 shows that, as the forecasting horizon lengthens, the volume feature becomes the most dominant contributor to error reduction.

**Figure 7: Weighted adjacency matrices in E5-2907.** The color represents the normalized value of $\lg (w_{ij} + 1)$. (a) Dijkstra adjacency matrix. (b) Covariance matrix. (c) Compound adjacency matrix.

**Figure 8: Comparison over the forecasting horizon on test set (NRC).**

To explain the intuition behind H-STGCN, we show an example regarding the prediction of non-recurring congestion, as depicted in Figure 9. During the congestion formation stage between 17:30 and 18:00, the multistep-ahead travel-time prediction from H-STGCN...
Table 3: Comparison with baselines on full test set, test set (C), and test set (NRC). Evaluation metrics include MAE (s/m), MAPE (%), and RMSE (s/m).

| Dataset  | Model          | Test set (Full) | Test set (C) | Test set (NRC) |
|---------|----------------|-----------------|--------------|----------------|
| W3-715  | HA             | 0.03886         | 20.73        | 0.09285        | 0.07040         | 34.36 | 0.10479 | 0.10303 | 39.39 | 0.16486 |
|         | LR             | 0.03334         | 16.58        | 0.08467        | 0.06469         | 33.52 | 0.10582 | 0.09080 | 39.57 | 0.14768 |
|         | GBRT           | 0.03264         | 16.10        | 0.08409        | 0.06236         | 32.08 | 0.10479 | 0.09085 | 39.35 | 0.14945 |
|         | MLP            | 0.03272         | 16.57        | 0.08269        | 0.06096         | 31.84 | 0.10190 | 0.08733 | 38.71 | 0.14427 |
|         | Seq2Seq        | 0.03231         | 15.81        | 0.08252        | 0.06033         | 28.79 | 0.10174 | 0.08599 | 34.04 | 0.14467 |
|         | STGCN          | 0.03219         | 16.01        | 0.08182        | 0.05975         | 30.48 | 0.09901 | 0.08599 | 38.72 | 0.14004 |
|         | STGCN (Im)     | 0.03200         | 15.83        | 0.08196        | 0.05965         | 29.96 | 0.09995 | 0.08539 | 36.71 | 0.14197 |
|         | H-STGCN (1)    | 0.03138         | 15.52        | 0.08099        | 0.05804         | 29.14 | 0.09806 | 0.08373 | 34.71 | 0.14012 |

| E5-2907 | HA             | 0.04615         | 21.22        | 0.11405        | 0.09786         | 44.95 | 0.16729 | 0.13161 | 46.96 | 0.21769 |
|         | LR             | 0.04096         | 17.03        | 0.10732        | 0.08229         | 41.69 | 0.14270 | 0.10747 | 47.01 | 0.18192 |
|         | GBRT           | 0.04032         | 16.61        | 0.10680        | 0.07997         | 39.51 | 0.14465 | 0.10657 | 44.68 | 0.18593 |
|         | MLP            | 0.04031         | 17.16        | 0.10547        | 0.08025         | 41.26 | 0.14229 | 0.10580 | 45.84 | 0.18236 |
|         | Seq2Seq        | 0.04087         | 17.52        | 0.10631        | 0.08413         | 41.72 | 0.14703 | 0.10981 | 44.81 | 0.18722 |
|         | STGCN          | 0.03984         | 16.95        | 0.10296        | 0.07561         | 38.13 | 0.13677 | 0.09966 | 43.28 | 0.17563 |
|         | STGCN (Im)     | 0.03957         | 16.85        | 0.10221        | 0.07498         | 37.80 | 0.13579 | 0.09843 | 42.74 | 0.17399 |
|         | H-STGCN (1)    | 0.03870         | 16.31        | 0.10095        | 0.07380         | 37.07 | 0.13455 | 0.09750 | 42.32 | 0.17257 |
|         | H-STGCN        | **0.03861**     | **16.28**    | **0.10067**    | **0.07254**     | **36.31** | **0.13308** | **0.09528** | **40.82** | **0.17030** |

(1) shows a notable time lag compared to the ground truth. In contrast, H-STGCN, when fed with the ideal-future-volume data, is able to accurately forecast the congestion even 30 minutes in advance. We understand this observation as follows. The curve of $v_{i,t,3}$, which represents an approximation of the traffic volume 15 minutes later, rapidly increases at around 17:15. Further, given the fact that a navigation engine is only aware of the trips that have started already, the actual future traffic volume would be even greater than the ideal one. Therefore, the rise of $v_{i,t,3}$ is a prominent indicator of strong upcoming traffic flux, which in turn enables H-STGCN to foresee the future congestion even without a historical reference.

### 4.6 Model Scalability

The model inference time for W3-715 and E5-2907 is less than 100 ms. To balance the inference efficiency and forecasting performance for real-world application, we partition a city-wide road network into sub-networks with at most a few thousand segments, by minimizing the number of congested boundary links [12]. Then a separate model is trained and deployed for each sub-network.

### 5 RELATED WORK

Traffic prediction has been studied for decades, and existing methods chiefly fall into two categories: the theory-driven approach and the data-driven approach. In the former category [2, 4, 21], a simulation system is built according to the theory of traffic dynamics and is composed of several interacting modules such as a routing model, driving behavior model, and queueing model. Given all origin-destination pairs, a simulator is able to forecast future traffic.

For the data-driven approach, shallow machine learning models, including Bayesian network [19], support vector regression, random forest, gradient boosting regression tree etc., were thoroughly investigated. However, due to limited representation power, such elementary models cannot yield the prospective outcomes.

Recently, a host of deep-learning-based approaches have been attempted and achieved considerable improvements over traditional benchmarks. To capture the spatial dependency, graph convolution structures have been subject to experimentation and achieved notable improvements [15, 24]. To further extract global spatial correlations, Fang et al. [8] proposed the use of a non-local correlated mechanism. To model the nonlinear temporal dependency, Li et al. [15] applied the encoder-decoder architecture. Yu et al. [24] considered time series of traffic speed as a one-dimensional image and instead adopted the convolutional network.

Amongst the various traffic scenarios, non-recurring congestion is particularly difficult to predict due to the lack of contextual information. To tackle this issue, several studies suggested the use of weather status, tweets, road structure features, points of interest, or crowd map queries as auxiliary information and achieved decent performance [6, 10, 14, 16, 26]. Nonetheless, the spatial resolution of forecasting is insufficient for critical real world application.

### 6 CONCLUSION

In this paper, we propose a novel deep architecture for travel time forecasting, the Hybrid Spatio-Temporal Graph Convolutional Network (H-STGCN), which features the utilization of intended-traffic-volume data. We design the domain transformer to couple this
heterogeneous modality of traffic volume. We propose a compound adjacency matrix to capture the innate nature of traffic proximity. Experiments carried out on real-world datasets show that H-STGCN achieves remarkable improvement over the benchmark methods, especially for the prediction of non-recurring congestion. Finally, this architecture exemplifies a novel formalism to embed the knowledge of physics in a data-driven model, which can be readily applied to general spatio-temporal forecasting tasks.
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