Abstract

In this paper, we describe a machine reading comprehension system that participated in SemEval-2018 Task 11: Machine Comprehension using commonsense knowledge. In this work, we train a series of neural network models such as multi-LSTM, BiLSTM, multi-BiLSTM-CNN and attention-based BiLSTM, etc. On top of some sub models, there are two kinds of word embedding: (a) general word embedding generated from unsupervised neural language model; and (b) position embedding generated from general word embedding. Finally, we make a hard vote on the predictions of these models and achieve relatively good result. The proposed approach achieves 8th place in Task 11 with the accuracy of 0.7213.

1 Introduction

Machine Comprehension using Commonsense Knowledge is a well-researched problem in NLP. In order to simplify the task of the process, we turn this task into text classification work and use a deep learning neural network to fulfill it. The method of deep learning models used in text analysis has achieved numerous notable advances in recently years (e.g., (Breck et al., 2007), (Yessenalina and Cardie, 2011) and (Socher et al., 2011)). However, in most previous works, the tasks are to apply a single model to a particular data set task.

The single model is a vertical stack of multiple hidden layers, which is not good for text analysis and processing. The first drawback is the need to consume more hardware resources, followed by over-fitting and loss of feature information. So the task here is to apply different structure sub models to the same train-set. We train many classic sub models with one layer on top of word embedding, like LSTM, CNN, Attention, Attention+BiLSTM, multi-BiLSTM+CNN and some other models which are slightly different from the above models with different activation functions and different layers inside the model. In each single model, we use a flag to determine which embedding tool is used or not.

Most of the deep learning involve word vectors represented by neural language models ((Morin and Bengio, 2005), (Yih et al., 2011) and (Mikolov et al., 2013)). Using the learned word vectors for classification task will naturally increase the effect. Word vectors are expressed as a hidden-layer word vector of the specified dimension (1-of-V, here V is the vocabulary size), the training methods can be found here. In our system, we introduce different word vectors: 100 billion words of Google News, Glove vectors of 100 dimensions and word vectors self-trained on the basis of official task data. Finally, a hard vote(the majority voting from result document) is made on the results of those different models. Many tasks often suffer from insufficient training data. In this work, we parse external data from CodaLab introduction data, including DeScript(?) data, RKP(Regneri et al., 2010) data and OMCS (Singh et al., 2002) data to trained embedding.

2 System Description

We treat this task as a classification process. First we repeat the question and answer text, making it match instance texts. The final number of samples are same as the number of answers in the data-set. After statistical analysis of the data-set, we treat Instance texts, Question texts and Answers texts as to a rational text length of words \( \{w_1, w_2, \ldots, w_n\} \) in which n is the max length of a text. Here, the length of Instance is controlled as 350, and the length of Question is controlled as 14 as well as Answer. Before that, we count the frequency of
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1https://radimrehurek.com/gensim/models/word2vec.html
occurrence of each word in the data-set, and use this word frequency to create a dictionary, then express each word in terms of frequency order of corresponding word (Kim, 2014). Next, we train word embedding according to (Chiu et al., 2016), and at the same time download the trained embeddings that have been trained.

The ensemble model architecture, shown in figure 1, is an ensemble of many single models (we call them sub models). Because each sub model is independent of each other, their weights are not shared and just use the same word embedding when training each sub model. The process of the whole ensemble model is carried out model by model. First, each model is run independently, and then the result file is saved. After running all the independent models, the result files are taken out and the final result is determined by the majority vote. In model training, we use the early stop mechanism (Sarle, 1995) to terminate the training of subsequent epoch when the overfitting is appeared. At the same time, the data is shuffled on every epoch. The core of our paper is based on classic models, adding other network layers, so that the independent models have their own structure. Next, are introduced the input structures of the sub models.

2.1 Similar input structures

Figure 2 shows the architecture of the sub models input. The input part of all sub models uses this structure. Within the structure, two flag variables are used to control the use of word embedding. One is whether to use the position embedding, and the other is to control whether or not the trained word embedding is used. From this structure, data flow to the subsequent network layer such as the classic model layer CNN, LSTM, BiLSTM and Attention.

2.2 The merge layer

In order to combine three text feature information, we have a merge layer in all of our sub models. The merge layer of these sub models is almost the same. Only the attention layer merge is different from other sub models. The merge of most sub models first combines the instance matrix data with the question in sum operation, while combining the matrix data with the answer, and finally combining the two sets of matrix data in the dot operation. However, in the sub model with Attention, merge layer combines the matrix data of the three texts with dot operation. Next, we will focus on two sub models using classical models, while the rest of the other part of each sub models are similar to the two models.

2.3 Based on multi-BiLSTM-CNN model

Long short-term memory (LSTM or BiLSTM) is applied to text classification ((Liu et al., 2016) and (Lai et al., 2015)). The Convolutional Neural Networks (CNN) is for local feature extraction (LeCun et al., 1998). CNN can achieve good results in the semantic analysis (Yih et al., 2014), and other traditional NLP tasks (Collobert et al., 2011), especially in sentiment analysis and question classification (Kim et al., 2016). It is our novelty to combine CNN with multiple layers of BiLSTM with BiLSTM in front.

Here set the multi = 2, of course, it can be 3 or more. Each multi-BiLSTM internal implies a dropout layer to prevent over-fitting (Srivastava et al., 2014). Multi-BiLSTM is one of the core layers in this model which takes an input sequence of word embedding. Just like (Liu et al., 2016) and (Lai et al., 2015), this layer runs on the data of word embedding. After these three branches running (Just as the three model layers in Figure 2), we make batch normalization and then merge
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them into CNN1D layer. Finally, we use the Softmax classifier to predict the results. Other sub models that do not use Attention are similar to the sub model structure, instead of replacing CNN1D with other structures.

2.4 Based on Attention + BiLSTM model

Attention is mostly used for document categorization (Yang et al., 2016). The model architecture is different from the multi-BiLSTM+CNN architecture of word embedding layer. The structure of this model is roughly: a word embedding input structure, followed by attention layer which include the merge layer. Next to the batch normalization layer, BiLSTM layer, Softmax layer. We do a position embedding operation before inputting the word embedding into attention layer. According to (Vaswani et al., 2017), the formula for constructing Position Embedding is as follows:

\[
PE_{2i}(p) = \sin\left(p/10000^{2i/dpos}\right) \\
PE_{2i+1}(p) = \sin\left(p/10000^{2i/dpos}\right) \tag{1}
\]

Here is to map the position \( p \) to the position vector of \( dpos \) dimension. The value of the \( i \) th element of this vector is \( PE_i(p) \). Word embedding first goes through the position embedding layer which is included in the architecture of the sub model input. Then the feature data enters into attention layer. In attention layer, weights and bias are randomly added to position embedding and excess numbers are masked as zero. We do batch normalization for the data coming out of attention layer, then input them into BiLSTM. Similarly, the results are obtained after Softmax layer.

3 Data Preparation

Although official data is regular, we have done a further normalization. All data set used by each model undergoes the following preprocessing steps:

1) The texts were lowercased

2) Using NLTK to tokenize each text

3) Abbreviations:

   We’re very careful about the abbreviation, as “’s” in “it’s time for me to take her out.” is not the same as ”s” in “Tom’s dad ordered pizza yesterday for the family.” We treat the first ”s” as “is,” and the second, of course, is an adjective. We restore those abbreviations in Table 1 to normal forms.

4) Removing other characters:

   Removing other characters, such as “!”, “%”, “?”, “#”, “$”, “@” Etc. Of course, not all other symbols that seem useless are removed. Like “$” are not removed.

4 Experiments and Results

In order to optimize our network, we use (Kingma and Ba, 2014) optimizer on training model. All our experiments have been developed using an open source software library of Tensorflow with CUDA enabled, and run on a computer with Intel Core(TM) i3 CPU 760 @2.8GHz, 8GB of RAM and GeForce GTX960 GPU. Due to the lack of hardware capacity, we do not run the entire system in one time. Instead, we run single model each time with different word embeddings. When we use the word embedding of Google News 300d on some sub models, the system gives memory exhausted, and we switch to a smaller glove_27B_100d to run successfully. Table 2 shows our results for various models. As it can be seen from the table, ensemble results from the more different models get better results when other conditions are similar. Here we ensemble these models: RNN, GRU, BiLSTM, multi-BiLSTM+CNN and Attention+BiLSTM, based on their high accuracy. The dropout probability is 0.6 in each model, and the initial learning rate is 0.01.

5 Conclusion

In this project, we ensemble a variety of structurally different models to tackle this task. The
Table 2: Result for various models on task data set.

| model                      | self trained | glove_twitter_27B_100d | GoogleNews_300d.bin |
|----------------------------|--------------|------------------------|---------------------|
| RNN                        | —            | 0.6638                 | —                   |
| LSTM                       | 0.7001       | 0.7042                 | 0.6932              |
| GRU                        | —            | 0.6732                 | —                   |
| CNN1D                      | 0.5634       | 0.6324                 | —                   |
| CNN2D                      | —            | 0.5683                 | —                   |
| CNN2D+LSTM                 | —            | 0.5573                 | —                   |
| BiLSTM                     | 0.6734       | 0.7135                 | —                   |
| Attention                  | —            | 0.6731                 | 0.6863              |
| Attention+BiLSTM           | 0.6653       | 0.6943                 | 0.6934              |
| multi-BiLSTM+CNN           | 0.6725       | 0.6834                 | —                   |
| Combine to all models      | 0.6550       | 0.7213                 | 0.6923              |

performance of a single model is poorer than the ensemble model. And the bigger the difference between the models, the higher performance the ensemble model makes. Still our results are less satisfying than top teams on the leaderboard. We will adjust the model, improve the hardware configuration of the computer, collect more external data, and do more experiments to get a better result in the future.
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