Acquisition and evaluation of depth data from humans, in robotized industrial environments
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Abstract. Industry 4.0 places great importance on collaborative robotics in industrial production and, therefore, on the safe interaction between humans and robots. In previous decades, robots that were part of flexible manufacturing systems remained isolated from human operators through physical enclosures, but current human-robot collaboration activities require a simultaneous concurrent workspace for both actors. Collaborative robotics security systems have used (among others) artificial vision systems based on red, green and blue additive color model images, as proven solutions in detecting humans within the work area of robots. In recent work, the combination of red, green, and blue additive color model imaging with depth imaging systems has demonstrated low sensitivity to lighting changes and a high positional match between distance data and color pixels in both types of acquired images. However, a detailed review resulted in the absence of databases of industrial robotic environments in this type of images. In this paper, an extensive database is delivered in the format already explained that contains people in robotic industrial settings. Furthermore, evaluating the database using machine learning techniques enables computer vision researchers to gain a better understanding of human detection using a Kinect sensor and convolutional neural networks.

1. Introduction
Collaborative robotics is a trend of Industry 4.0, which allows human-robot interaction in a common workspace. This kind of interaction increases the probabilities of human suffering accidents [1]. Early detection of humans in the space of the robot's task through vision systems improves their security. Developing a security system for robotized industrialized environments based on red-green-blue and depth (RGB-D) images (combination of an image in color channels red, green and blue, with its corresponding depth information for each pixel), trained with neural networks, requires a large image dataset [2]. The first step in this process is the search for datasets consisting of RGB-D images acquired in industrial robotized environments.

In [2–4], authors present datasets acquired with Kinect, consisting of images of household and office objects, utensils, furniture, and grooming implements. There are also RGB-D datasets obtained in interior spaces, consisting of images of bedrooms, bathrooms, study rooms and kitchens, which are very useful in navigation tasks of mobile robots supported by artificial vision [5–7], but are different from datasets used with the simultaneous localization and mapping (SLAM) technique [8,9]. In order to detect and recognize the activities of humans, datasets with RGB-D images have been created, in which men and women assume different positions with their hands [10]. In [11], a pair of Kinect cameras were used in opposite directions to each other, to acquire the images of a group of people who performed recreational activities such as raising their hands, clapping, throwing objects and moving.
Gestures, as well as body posture, are of particular interest in [12]. In this work, you can find RGB-D images related to finger movements, lip movements, and other facial expressions, which generate 20 categories of gestures, stored as depth images, skeleton images, red-green-blue (RGB) images, and even audios. A database of RGB-D images of the human body in different activities of daily life is presented in [13], which is particularly interesting due to the different types of occlusions of the human figure, therefore, the difficulty to detecting people using this database is greater than with the other databases cited in this work.

Table 1 shows the review of the RGB-D databases available on the web. Some of them contain images of household objects, offices, follow-ups of people, people in daily activities, among others. Based on this review, it was established that there are no open-access datasets, containing RGB-D images acquired in robotized industrial environments.

**Table 1.** RGB-D image databases, available on the web

| Nº  | Dataset name                                      | URL                                      | Type                      | Date  | Images | Video | Features                                      |
|-----|--------------------------------------------------|------------------------------------------|---------------------------|-------|--------|-------|-----------------------------------------------|
| 1   | RGBD object dataset                              | http://www.cs.washington.edu/rgbd-dataset. | Household objects         | 2014  | X      |       | 3D objects reconstruction                     |
| 2   | Berkeley 3-D object (B3DO) dataset               | http://rll.berkeley.edu/bigbird/         | Offices, rooms and desks  | 2013  | X      |       | 3D objects reconstruction                     |
| 3   | Object Disappearance for object discovery        | http://wiki.ros.org/Papers/IROS2012_Martheson_Marthi_Parr | Videos in several rooms  | 2012  | X      |       | Object recognition for service robot trajectory |
| 4   | Kinflu-scenes (ply colored mesh files dataset)   | https://cs.stanford.edu/people/karpathy/discovery/ | Desktop and domestic objects | 2013  | X      |       | Objects detection in 3D scenes                |
| 5   | Cornell-RGBD-dataset                             | http://pr.cs.cornell.edu/sceneunderstanding/ | Office scenes (tagged)    | 2013  | X      |       | Path recognition for personal robots.         |
| 6   | NYU Depth V1                                     | https://cs.nyu.edu/~silberman/datasets/nyu_depth_v1.html | House with messy interior | 2012  | X      |       | Interpretation of surfaces in domestic environment |
| 7   | SceneNN                                          | http://www.scenenn.net.                  | Domestic environments     | 2016  | X      |       | Object position interpretation                |
| 8   | RGB-D SLAM dataset and Benchmark                 | https://vision.in.tum.de/data/datasets/rgbd-dataset | Path images with a Kinect on service robot | 2011  | X      |       | Reference point for SLAM visual systems       |
| 9   | Microsoft 7-scenes dataset                       | https://www.microsoft.com/en-us/research/project/rgb-d-dataset-7-scenes/?from=hp%3A%2F%2Fsearch.microsoft.com%2Fen-us%2Fprojects%2F7-scenes%2F | Trajectory tracking       | 2013  | X      |       | For evaluation of dense tracking, mapping or relocation techniques |
| 10  | Cornell activity datasets, CAD-60 & CAD-120      | http://pr.cs.cornell.edu/humanactivities/data.php | Daily activities of people | 2012  | X      |       | Human activities recognition                  |
2. **Dataset creation process**

The Microsoft Kinect is an off the shelf sensor chosen to acquire RGB-D images in a real robotized industrial environment because of its availability and very low cost (compared to similar sensors). The creation process of the dataset will be described in this section.

2.1. **Red-green-blue and depth images acquisition device**

Kinect sensor has an acquisition system [14] described in Figure 1(a), consisted of an infrared (IR) projector, a color (RGB) camera and the infrared camera. In Figure 1(b) the external appearance of a Kinect sensor is shown.

The Kinect’s depth sensor uses an infrared laser that passes through a diffraction grating, which generates a pattern of projected points (IR projection). The relative geometry between the IR projector and the IR camera, as well as the pattern of projected IR points, are known, therefore, the correspondence between projected and acquired points can be determined, which, in turn, allows 3D reconstruction [15]. Kinect simultaneously captures images in color (RGB) and depth, at a maximum rate of 30 frames per second (fps). The integration of RGB-D images generates a point cloud that contains approximately 300

| Dataset Name                                      | URL                                                                 | Description                                                                 | Year | Image Type | Presence of Occlusion |
|---------------------------------------------------|---------------------------------------------------------------------|------------------------------------------------------------------------------|------|-------------|------------------------|
| Berkeley multimodal human action database         | http://teleimmersion.citris.uc.org/berkeley_mha                    | Physical activity of people with sound                                       | 2013 | X           | Human pose analysis and movement information |
| ChaLearn looking at people                        | http://gesture.chalearn.org/2013-multi-modal-challenge/data-2013-challenge | Gestures of groups of people.                                                | 2013 | X           | Gestures recognition   |
| Dataset of a human performing daily life activities in a scene with occlusions | https://team.inria.fr/larsen/software/datasets/                      | Daily life activities                                                       | 2015 | X           | Tracking with and without occlusion        |
| 3D mask attack dataset                            | https://www.idiap.ch/dataset/3dmad                                  | Faces                                                                       | 2013 | X X         | It focuses in eyes’ position                |
| Eurecom Kinect face dataset                       | http://rgbd.eurecom.fr/                                             | Faces                                                                       | 2012 | X           | Some parts of the face with and without occlusion |
| Datasets involving humans: Head and face          | http://www.fanelli.li/#db                                           | Human head and face                                                         | 2013 | X           | Head position                      |
| Top view person re-identification (TVPR) dataset  | http://vrai.dii.unipv.m.it/re-id-dataset                            | Human body                                                                  | 2016 | X           | Body’s upper view                 |
| Manipulation action (MANIAC) dataset              | http://www.dpi.physik.uni-goettingen.de/cns/index.php?page=maniacae-dataset | Hands                                                                       | 2014 | X           | Objects manipulation               |
| ChaLearn gesture challenge dataset                | http://gesture.chalearn.org/data                                    | Human body                                                                  | 2012 | X           | GeBody gestures                   |
| UR Fall detection dataset                         | http://fenix.univ.rzeszow.pl/~mkepski/ds/uf.html                   | Human body                                                                  | 2014 | X X         | People falling.                   |
000 points per frame [16–18]. The V-FOV (vertical field of view) and the H-FOV (horizontal field of view), will be calculated as part of this process.
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**Figure 1.** Acquisition system of a Microsoft's Kinect sensor, (a) Parts in the Kinect’s acquisition system, (b) Kinect’s external appearance with case.

2.2. Images acquisition process

To acquire images of a robotized industrial process, Kinect’s vertical field of view (V-FOV) and horizontal field of view (H-FOV) were calculated. These values can be seen in Figure 2, with Kinect positioned at 1.50 meters in height (0 degrees inclination), acquisition range between 0.8 m and 3.5 m and lighting supplied by 4 fluorescent tubes T8 (1200 lm), the maximum V-FOV is 0.365 m and the maximum H-FOV is 0.448 m. The process is a dishware’s pick and place operation and comprises a manipulator robot, a conveyor belt, and an operator.

![Image of V-FOV and H-FOV](image)

**Figure 2.** Calculated V-FOV and H-FOV for a Kinect in a pick and place industrial process.

The RGB-D images acquired by the Kinect have 640 x 480 pixels and have been classified according to the number of people present in the image as explained in Table 2.

| Class      | Images acquired |
|------------|-----------------|
| 1 person   | RGB 562         |
|            | Depth 562       |
| 2 people   | RGB 1174        |
|            | Depth 1174      |
| 3-4 people | RGB 3548        |
|            | Depth 3548      |
| 0 people   | RGB 5260        |
|            | Depth 5260      |
In Figure 3, are shown examples of both RGB-D images acquired together depending on the number of present people and also its occlusion conditions. In Figure 3(a) one person, Figure 3(b) one person with occlusion, in Figure 3(c) two people, Figure 3(d) two people with occlusion, in Figure 3(e) three people and Figure 3(f) three people with occlusion.

![Figure 3](image)

**Figure 3.** RGB-D images acquired depending on the people present and occlusion (a) one person (b) one person with occlusion (c) two people (d) two people with occlusion and (e) three people and (f) three people with occlusion.

### 3. Dataset evaluation

The dataset created was named RGBD-DHaRIo (RGBD by RGB-D format, and DHaRIo by dataset for humans in robotized industrial environments), and its usefulness was evaluated through the training of a PointNet architecture, whose entries consist of point clouds obtained from depth images. Prior to that, it was necessary to segment the relevant elements in the RGB images. The stages of the evaluation process are presented below.

#### 3.1. Detection of relevant elements in red-green-blue and depth images

Detection of relevant elements is a concept that refers to the performance of both the stage of detection of relevant objects in an image, and the stage of precise segmentation of the regions of those images [19–21]. In [22], the authors present a model that allows to detect outgoing objects in RGB images with high accuracy and high computational efficiency, based on a model trained through convolutional neural networks (CNNs). As can be seen in Figure 4, that model of [22] can use a RGB image from the RGBD-DHaRIo dataset (Figure 4(a)) as an input and obtain its relevant contours (Figure 4(b)). Subsequently, an algorithm will delimit the contours of the relevant elements by means of bounding rectangles (Figure 4(b)) whose coordinates expressed in the format: (x, y -coordinates of the upper left corner, width of rectangle, height of rectangle), will be stored in a tags file.

The tag file generated from the relevant elements of the RGB images is read by another algorithm that maps the coordinates to the corresponding depth images (RGB-D that were acquired simultaneously) as can be seen in Figure 4(c).
3.2. People detection

In [23], an approach called PointNet for object classification is proposed as a type of CNN for object classification that works directly with point clouds without prior treatment. In our work, PointNet receives the point clouds corresponding to segmented regions of depth images in dataset and generates the number of people present in the image. PointNet has been trained with 19597-point clouds and evaluation were carried out with 4899. Training with 250 epochs, displayed a 96% of accuracy and the loss function was 0.096735.

The dataset’s evaluation procedure is described in Figure (5). RGB-D images acquired with Kinect sensor are the input to the block named “Detection Process”. Contours and coordinates of the relevant elements in the RGB image are obtained in the first stage of processing, then boundary boxes are mapped to Depth images and coordinates define regions to obtain point clouds. Third stage takes the point clouds as inputs for the PointNet model (previously trained). The exit of PointNet, is a classification which will tell us if in the image there is, one person, there are two people or three people working with the robot in the robotized environment.

4. Conclusions

A dataset consisting of RGB-D images of people in robotized industrial environments, called RGBD DHaRlo, was presented in this work. The dataset consisting of 10544 RGB images and 10544 depth images, as well as 10520 images of industrial environments without people, will be available in Mendeley databases for free. There are no datasets like this, available for the community of computer vision, so this is a first contribution from our research.

In the other hand, the procedure for detecting people in industrial robotized environments using RGB-D images as inputs and a PointNet model as a classification method, was successful. There are plenty of similar procedures and methodologies, but none explodes the advantages of adding depth information and becoming this way more accurate in people detection. Nevertheless, for practical purposes, PointNet should be trained with a greater number of images and for a greater number of epochs. This procedure is another contribution to the community. Finally, it is important state that the quality of point clouds obtained will depend on the accuracy of the sensor used. Kinect is a cheap and useful sensor but there are other available sensors with better overall performance.
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