Measurement of the $B^0$ lifetime using fully reconstructed hadronic decays in the 2019 Belle II dataset

F. Abudinén, 51 I. Adachi, 27, 24 R. Adak, 21 K. Adamczyk, 80 P. Ahlborg, 119 J. K. Ahn, 59 H. Aihara, 140 N. Akopov, 146 A. Aloisio, 108, 44 F. Ameli, 48 L. Andricek, 70 N. Anh Ky, 41 D. M. Asner, 4 H. Atmacan, 121 V. Aulchenko, 5, 82 T. Aushev, 29 V. Aushev, 98 T. Aziz, 99 V. Babu, 14 S. Bacher, 55 S. Bahinipati, 31 A. M. Bakich, 138 P. Bambade, 63 Sw. Banerjee, 127 S. Bansal, 87 M. Barrett, 27 W. Bartel, 14 G. Batignani, 111, 47 J. Baudoit, 117 A. Beaulieu, 142 J. Becker, 26 K. Cho, 58 S.-J. Cho, 147 S.-K. Choi, 25 S. Choudhury, 33 D. Cinabro, 144 L. Corona, 111, 47 L. M. Cremaldi, 131 D. Cuesta, 117 S. Cunliffe, 14 T. Czank, 141 N. Dash, 34 F. Dattola, 14 E. De La Cruz-Burelo, 8, 13 G. De Nardo, 108, 44 M. De Nuccio, 14 G. De Pietro, 49 R. de Sangro, 43 B. Deschamps, 119 M. Destefanis, 114, 50 S. Dey, 102 A. De Yta-Hernandez, 8 F. Di Capua, 108, 44 S. Di Carlo, 63 J. Dingfelder, 119 Z. Doležal, 9 I. Domínguez Jiménez, 107 T. V. Dong, 21 K. Dort, 54 D. Dossett, 130 S. Dubey, 124 S. Duell, 119 G. Dujany, 117 S. Eidelman, 5, 64, 82 M. Eliachveritch, 119 D. Epifanov, 5, 82 J. E. Fast, 86 T. Ferber, 14 D. Ferlewicz, 130 G. Finocchiaro, 43 S. Fiore, 48 P. Fischer, 125 A. Fodor, 71 F. Forti, 111, 47 A. Frey, 22 M. Friedl, 37 B. G. Fulsom, 86 M. Gabriel, 69 N. Gabyshev, 5, 82 E. Ganev, 115, 51 M. Garcia-Hernandez, 8 R. Garg, 87 A. Garmany, 5, 82 V. Gaur, 143 A. Gaz, 74, 75 U. Gebauer, 22 M. Gelb, 55 A. Gellrich, 14 J. Gemmler, 55 T. Geßler, 54 D. Getzke, 54 R. Giordano, 108, 44 A. Giri, 33 A. Glazov, 14 B. Gobbo, 51 R. Godang, 136 P. Goldenzwieg, 55 B. Golob, 126, 97 P. Gomis, 42 R. Grace, 118 W. Gradl, 53 E. Graziani, 49 D. Greenwald, 100 Y. Guan, 121 C. Hadjivasiliou, 86 S. Halder, 99 K. Hara, 27, 24 T. Harâ, 27, 24 O. Hartbrich, 124 T. Hauth, 55 K. Hayasaka, 81 H. Hayashii, 76 C. Hearto, 120, 40 M. Heck, 55 M. T. Hedges, 124 I. Heredia de la Cruz, 8, 13 M. Hernández Villanueva, 131 A. Hershshorn, 120 T. Higuchi, 141 E. C. Hill, 120 H. Hirata, 74 S. Hirose, 74 M. Hoek, 53 M. Hohmann, 130 S. Holliott, 118 T. Hotta, 85 C.-L. Hsu, 138 Y. Hu, 38 K. Huang, 78 T. Iijima, 74, 75 K. Inami, 74 G. Inguglia, 37 J. Irak Kathial Jabbar, 55 A. Ishikawa, 27, 24 R. Itoh, 27, 24 M. Iwasaki, 84 Y. Iwasaki, 37 S. Iwata, 108 P. Jackson, 118 W. W. Jacobs, 35 I. Jaegle, 122 D. E. Jaffe, 4
The Belle II Collaboration

1 Academia Sinica, Taipei 11529, Taiwan
2 Beihang University, Beijing 100191, China
3 Benemerita Universidad Autonoma de Puebla, Puebla 72570, Mexico
4 Brookhaven National Laboratory, Upton, New York 11973, U.S.A.
5 Budker Institute of Nuclear Physics SB RAS, Novosibirsk 630090, Russian Federation
6 Carnegie Mellon University, Pittsburgh, Pennsylvania 15213, U.S.A.
7 Centre de Physique des Particules de Marseille, 13288 Marseille, France
8 Centro de Investigacion y de Estudios Avanzados del Instituto Politecnico Nacional, Mexico City 07360, Mexico
9 Faculty of Mathematics and Physics, Charles University, 121 16 Prague, Czech Republic
10 Chiang Mai University, Chiang Mai 50202, Thailand
11 Chiba University, Chiba 263-8522, Japan
12 Chonnam National University, Gwangju 61186, South Korea
13 Consejo Nacional de Ciencia y Tecnologia, Mexico City 03940, Mexico
14 Deutsches Elektronen-Synchrotron, 22607 Hamburg, Germany
15 Duke University, Durham, North Carolina 27708, U.S.A.
16 Institute of Theoretical and Applied Research (ITAR), Duy Tan University, Hanoi 100000, Vietnam
17 ENEA Casaccia, I-00123 Roma, Italy
18 Earthquake Research Institute, University of Tokyo, Tokyo 113-0032, Japan
19 Forschungszentrum Jülich, 52425 Jülich, Germany
20 Department of Physics, Fu Jen Catholic University, Taipei 24205, Taiwan
21 Key Laboratory of Nuclear Physics and Ion-beam Application (MOE) and Institute of Modern Physics, Fudan University, Shanghai 200433, China
22 II. Physikalisches Institut, Georg-August-Universität Göttingen, 37073 Göttingen, Germany
23 Gifu University, Gifu 501-1193, Japan
24 The Graduate University for Advanced Studies (SOKENDAI), Hayama 240-0193, Japan
25 Gyeongsang National University, Jinju 52828, South Korea
26 Department of Physics and Institute of Natural Sciences, Hanyang University, Seoul 04763, South Korea
27 High Energy Accelerator Research Organization (KEK), Tsukuba 305-0801, Japan
28 J-PARC Branch, KEK Theory Center, High Energy Accelerator Research Organization (KEK), Tsukuba 305-0801, Japan
29 Higher School of Economics (HSE), Moscow 101000, Russian Federation
30 Indian Institute of Science Education and Research Mohali, SAS Nagar, 140306, India
31 Indian Institute of Technology Bhubaneswar, Satya Nagar 751007, India
32 Indian Institute of Technology Guwahati, Assam 781039, India
33 Indian Institute of Technology Hyderabad, Telangana 502285, India
34 Indian Institute of Technology Madras, Chennai 600036, India
35 Indiana University, Bloomington, Indiana 47408, U.S.A.
36 Institute for High Energy Physics, Protvino 142281, Russian Federation
37 Institute of High Energy Physics, Vienna 1050, Austria
38 Institute of High Energy Physics, Chinese Academy of Sciences, Beijing 100049, China
39 Institute of Mathematical Sciences, Chennai 600113, India
40 Institute of Particle Physics (Canada), Victoria, British Columbia V8W 2Y2, Canada
41 Institute of Physics, Vietnam Academy of Science and Technology (VAST), Hanoi, Vietnam
42 Instituto de Física Corpuscular, Paterna 46980, Spain
43 INFN Laboratori Nazionali di Frascati, I-00044 Frascati, Italy
44 INFN Sezione di Napoli, I-80126 Napoli, Italy
45 INFN Sezione di Padova, I-35131 Padova, Italy
46 INFN Sezione di Perugia, I-06123 Perugia, Italy
47 INFN Sezione di Pisa, I-56127 Pisa, Italy
48 INFN Sezione di Roma, I-00185 Roma, Italy
49 INFN Sezione di Roma Tre, I-00146 Roma, Italy
50 INFN Sezione di Torino, I-10125 Torino, Italy
51 INFN Sezione di Trieste, I-34127 Trieste, Italy
52 Advanced Science Research Center, Japan Atomic Energy Agency, Naka 319-1195, Japan
53 Johannes Gutenberg-Universität Mainz, Institut für Kernphysik, D-55099 Mainz, Germany
54 Justus-Liebig-Universität Gießen, 35392 Gießen, Germany
55 Institut für Experimentelle Teilchenphysik, Karlsruher Institut für Technologie, 76131 Karlsruhe, Germany
56 Kennesaw State University, Kennesaw, Georgia 30144, U.S.A.
57 Kitasato University, Sagamihara 252-0373, Japan
58 Korea Institute of Science and Technology Information, Daejeon 34141, South Korea
59 Korea University, Seoul 02841, South Korea
60 Kyoto Sangyo University, Kyoto 603-8555, Japan
61 Kyoto University, Kyoto 606-8501, Japan
62 Kyungpook National University, Daegu 41566, South Korea
63 Université Paris-Saclay, CNRS/IN2P3, IJCLab, 91405 Orsay, France
64 P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow 119991, Russian Federation
65 Liaoning Normal University, Dalian 116029, China
66 Ludwig Maximilians University, 80539 Munich, Germany
67 Luther College, Decorah, Iowa 52101, U.S.A.
68 Malaviya National Institute of Technology Jaipur, Jaipur 302017, India
69 Max-Planck-Institut für Physik, 80805 München, Germany
70 Semiconductor Laboratory of the Max Planck Society, 81739 München, Germany
71 McGill University, Montréal, Québec, H3A 2T8, Canada
72 Middle East Technical University, 06531 Ankara, Turkey
73 Moscow Physical Engineering Institute, Moscow 115409, Russian Federation
74 Graduate School of Science, Nagoya University, Nagoya 464-8602, Japan
75 Kobayashi-Maskawa Institute, Nagoya University, Nagoya 464-8602, Japan
76 Nara Women’s University, Nara 630-8506, Japan
77 National Autonomous University of Mexico, Mexico City, Mexico
78 Department of Physics, National Taiwan University, Taipei 10617, Taiwan
79 National United University, Miao Li 36003, Taiwan
80 H. Niewodniczanski Institute of Nuclear Physics, Krakow 31-342, Poland
81 Niigata University, Niigata 950-2181, Japan
82 Novosibirsk State University, Novosibirsk 630090, Russian Federation
83 Okinawa Institute of Science and Technology, Okinawa 904-0495, Japan
84 Osaka City University, Osaka 558-8585, Japan
85 Research Center for Nuclear Physics, Osaka University, Osaka 567-0047, Japan
86 Pacific Northwest National Laboratory, Richland, Washington 99352, U.S.A.
87 Panjab University, Chandigarh 160014, India
88 Peking University, Beijing 100871, China
89 Punjab Agricultural University, Ludhiana 141004, India
90 Theoretical Research Division, Nishina Center, RIKEN, Saitama 351-0198, Japan
91 St. Francis Xavier University, Antigonish, Nova Scotia, B2G 2W5, Canada
92 Seoul National University, Seoul 08826, South Korea
93 Shandong University, Jinan 250100, China
94 Showa Pharmaceutical University, Tokyo 194-8543, Japan
95 Soochow University, Suzhou 215006, China
96 Soongsil University, Seoul 06978, South Korea
97 J. Stefan Institute, 1000 Ljubljana, Slovenia
98 Taras Shevchenko National Univ. of Kiev, Kiev, Ukraine
99 Tata Institute of Fundamental Research, Mumbai 400005, India
100 Department of Physics, Technische Universität München, 85748 Garching, Germany
101 Excellence Cluster Universe, Technische Universität München, 85748 Garching, Germany
102 Tel Aviv University, School of Physics and Astronomy, Tel Aviv, 69978, Israel
103 Toho University, Funabashi 274-8510, Japan
104 Department of Physics, Tohoku University, Sendai 980-8578, Japan
105 Tokyo Institute of Technology, Tokyo 152-8550, Japan
106 Tokyo Metropolitan University, Tokyo 192-0397, Japan
107 Universidad Autonoma de Sinaloa, Sinaloa 80000, Mexico
108 Dipartimento di Scienze Fisiche, Università di Napoli Federico II, I-80126 Napoli, Italy
109 Dipartimento di Fisica e Astronomia, Università di Padova, I-35131 Padova, Italy
Department of Physics, University of Adelaide, Adelaide, South Australia 5005, Australia
Abstract

This document presents the measurement of $B^0$ meson lifetimes using the 2019 Belle II dataset that corresponds to an integrated luminosity of $8.7 \pm 0.2$ fb$^{-1}$. Each candidate is fully reconstructed with hadronic decay final states on the signal side, while the rest-of-event technique allows to infer the decay vertex position on the other (tag) side. $B^0$ lifetime is extracted from an unbinned maximum likelihood fit to the distribution of the difference between the signal side $B^0$ candidate and the tag side decay times. The measured lifetime is $\tau_{B^0} = 1.48 \pm 0.28 \pm 0.06$ ps, where the first uncertainty is statistical and the second is systematic.
I. INTRODUCTION

This document summarizes the $B^0$ lifetime measurement from hadronic decays using the Belle II experiment early dataset. The analysis demonstrates the use of vertex fitting tools and time resolution modeling. We describe the data sets used, the selection of signal candidates and the fit strategy to extract the lifetime parameter $\tau_{B^0}$. Finally, we present the results along with an evaluation of the systematic uncertainties.

II. BELLE II DETECTOR AND DATA SETS USED

The Belle II detector \cite{1, 2} operates at the SuperKEKB asymmetric-energy electron-positron collider \cite{3}, located at the KEK laboratory in Tsukuba, Japan. The detector consists of several subdetectors arranged around the beam pipe in a cylindrical geometry. The innermost subdetector is the vertex detector (VXD), which includes two layers of silicon pixel detectors \cite{4} and four outer layers of silicon strip detectors \cite{5}. Currently, the second pixel layer is installed in only a small part of the solid angle, and the remaining VXD layers are fully installed. Most of the tracking volume is consists of a helium-based, small-cell central drift chamber (CDC). Outside the CDC, a Cherenkov-light angle and time-of-propagation detector (TOP) provides charged-particle identification in the barrel region. In the forward endcap, this function is provided by a proximity-focusing, aerogel ring imaging Cherenkov detector (ARICH). An electromagnetic calorimeter (ECL) consists of a barrel and two endcap sections made of CsI(Tl) crystals. A uniform 1.5 T magnetic field is provided by a solenoid situated outside the ECL. Multiple layers of scintillators and resistive plate chambers, inserted between the magnetic flux-return iron plates, constitute the $K_L$ and muon (KLM) identification system.

The data used in this analysis were collected at a center-of-mass energy of 10.58 GeV, corresponding to the mass of the $\Upsilon(4S)$ resonance. The energies of the electron and positron beams are 7 GeV and 4 GeV, respectively, resulting in a boost of $\beta\gamma = 0.28$ of the $\Upsilon(4S)$ relative to the lab frame. The integrated luminosity used in this analysis is $8.7\pm0.2$ fb$^{-1}$ \cite{6}.

We use also a generic simulated Monte Carlo (MC) sample that includes $e^+e^- \rightarrow B^0\bar{B}^0$, $B^+B^-$, $u\bar{u}$, $d\bar{d}$, $c\bar{c}$, $s\bar{s}$, and $\tau^+\tau^-$ processes in adequate proportions and also beam background. This sample corresponds to an integrated luminosity of 100 fb$^{-1}$. All data and simulated samples are analysed with the Belle II software \cite{7}.

III. EVENT SELECTION

The signal side $B^0$ meson candidates are reconstructed as detailed in Table \ref{tab:1}, where $M_{bc}$ refers to the beam-energy-constrained mass, $\Delta E$ to the beam-energy difference \cite{8}, $m$ is the invariant mass of a particle and $m_{PDG}$ is its known mass. Charge conjugation is implied throughout this document. The vertex position of the tag side $B$, the other $B$ daughter of the $\Upsilon(4S)$ decay, is determined from the tracks not used to reconstruct the signal candidate; the number of such tracks is required to be two or greater.

Pions and kaons are identified as follows:

- The distance from the charged particle track to the interaction point in the $r - \phi$ plane transverse to the beam is required to be less than 0.50 cm, and the track’s $z$
Decay Selection Criteria

\( B^0 \) decays

| Decay                  | Selection Criteria                      |
|------------------------|-----------------------------------------|
| \( B^0 \rightarrow D^- \pi^+ \) |                                          |
| \( B^0 \rightarrow D^- \rho^+ \)  |                                          |
| \( B^0 \rightarrow D^{*-} \pi^+ \) | \( M_{bc} > 5.2 \text{ GeV}/c^2 \) and \(-0.2 < \Delta E < 0.2 \text{ GeV} \) |
| \( B^0 \rightarrow D^{*-} \rho^+ \) |                                          |

\( D \) decays

| Decay                  | Selection Criteria                      |
|------------------------|-----------------------------------------|
| \( D^{*+} \rightarrow D^0 \pi^- \)  | \( 0.143 < m_{D^{*+}} - m_{D^0} < 0.147 \text{ GeV}/c^2 \) |
| \( D^- \rightarrow K^+ \pi^- \pi^- \) | \( |m - m_{PDG}| < 0.015 \text{ GeV}/c^2 \) |
| \( D^0 \rightarrow K^- \pi^+ \)      |                                          |
| \( D^0 \rightarrow K^- \pi^+ \pi^0 \) | \( |m - m_{PDG}| < 0.015 \text{ GeV}/c^2 \) |
| \( D^0 \rightarrow K^- \pi^+ \pi^+ \pi^- \) |                                          |

\( \rho \) decay

| Decay                  | Selection Criteria                      |
|------------------------|-----------------------------------------|
| \( \rho^+ \rightarrow \pi^+ \pi^0 \) | \( |m - m_{PDG}| < 0.10 \text{ GeV}/c^2 \) |

TABLE I: List of hadronic final states used to reconstruct \( B \)-meson decays.

Position from the interaction point is less than 3.0 cm. A selection based on particle identification likelihoods is used to identify \( \pi^\pm \) and \( K^\pm \).

- Charged pions coming from the \( \rho^\pm \) or directly from the \( B^0 \) meson have an additional requirement: the momentum in the \( \Upsilon(4S) \) center-of-mass frame of the mother particle must be larger than 0.20 GeV/c.

- \( \pi^0 \) candidates are formed from pairs of photons, with each photon having an energy greater than 30 MeV, 80 MeV, or 120 MeV if reconstructed in the barrel region, backward end-cap region, or forward end-cap region, respectively. The angle difference between the momenta of the two photons is required to be less than 0.90 radians and less than 1 radian for the angle in the \( r-\phi \) plane. The \( \pi^0 \) mass is required to be between 121 and 142 MeV/c^2; subsequently, a mass constrained fit is then performed and only candidates surviving the fit pass through the selection.

Suppression of continuum background \((e^+e^- \rightarrow u\bar{u}, d\bar{d}, s\bar{s}, c\bar{c})\) is achieved by requiring the following:

- Reduced Fox-Wolfram moment \( R_2 < 0.3 \) \cite{8}.

- Cosine of angle between the thrust axis \cite{8} of the signal \( B^0 \) and the thrust axis of rest of event \( \cos \theta_{\text{thrust}} < 0.8 \).

The fitted region, signal region, and sideband region are defined as follows:

- Fit region \( M_{bc} \in [5.20, 5.29] \text{ GeV}/c^2 \) and \( \Delta E \in [-0.20, 0.15] \text{ GeV} \)

- Signal region: \( M_{bc} \in [5.27, 5.29] \text{ GeV}/c^2 \) and \( \Delta E \in [-0.07, 0.05] \text{ GeV} \)

- Sideband region: \( M_{bc} \in [5.20, 5.26] \text{ GeV}/c^2 \) and \( \Delta E \in [-0.20, -0.10] \cup [0.10, 1.50] \text{ GeV} \) and \( R_2 > 0.4 \) and \( \cos \theta_{\text{thrust}} < 0.8 \)
The fraction of events with multiple candidates in the signal region used for the final fit to extract $B^0$ lifetime is 5%. No best candidate selection is required and all candidates are kept.

The fit to the signal and tag side vertices is performed as follows. The *signal side* vertex is reconstructed from the hadronic decays listed in Table I using a kinematic fit of the whole signal decay chain [9]. The *tag side* vertex position is determined from the tracks not used to reconstruct the signal side with an adaptive vertex fitter that accounts for the bias due to secondary decays [10].

### IV. TIME DIFFERENCE BETWEEN THE TWO $B$ MESONS

The proper time difference $\Delta t = t_{\text{sgn}} - t_{\text{tag}}$ between the two $B$ meson candidates (signal and tag) is approximated from the distance $\Delta z_{\text{boost}}$ between the two reconstructed vertices along the collision boost direction $\vec{\beta}$ as follows:

$$\Delta t = \frac{\Delta z_{\text{boost}}}{\beta \gamma c}. \quad (1)$$

For each event, the uncertainty $\sigma_{\Delta t}$ on the calculated $\Delta t$ is computed. Candidates are required to pass two additional cuts:

- $|\Delta t| < 8 \text{ ps}$,
- $\sigma_{\Delta t} < 3.5 \text{ ps}$.

### V. FIT STRATEGY

In order to estimate the $B^0$ lifetime from the selected candidates, an unbinned maximum likelihood fit is performed on the overall $\Delta t$ distribution. The $\Delta t$ function used in the fit is the sum of three components,

$$P_{\text{all}}(\Delta t) = n_{\text{sgn}} P_{\text{sgn}}(\Delta t, \tau_{B^0}) + n_{b\bar{b}} P_{b\bar{b}}(\Delta t, \tau_{\text{eff}}) + n_{\text{cont}} P_{\text{cont}}(\Delta t), \quad (2)$$

where $n_{\text{sgn}}, n_{b\bar{b}}$, and $n_{\text{cont}}$ are the yields, respectively, of signal events ($B^0$ decaying in one of the hadronic decays listed in Table I and correctly reconstructed), $b\bar{b}$ events ($B^0\bar{B}^0$ or $B^+B^-$ wrongly reconstructed as signal decays) and continuum events ($u\bar{u}, c\bar{c}, d\bar{d}, s\bar{s}$ wrongly reconstructed as signal decays). $P_{\text{sgn}}, P_{b\bar{b}}, P_{\text{cont}}$ are consequently the signal, $b\bar{b}$, and continuum probability density functions, respectively, used in the unbinned likelihood fit.

An important ingredient of the fit to extract the $B^0$ lifetime $\tau_{B^0}$ is the resolution function $R$ that describes the smearing impacting the $\Delta t$ measurement due to various experimental effects. In this analysis $R$ is modeled by the sum of three Gaussian distributions:

$$R(\delta_{\Delta t}) = f_1 G(\delta_{\Delta t}; \mu_1, \sigma_1) + f_2 G(\delta_{\Delta t}; \mu_1 + \Delta \mu, s_2 \times \sigma_1) + (1 - f_1 - f_2) G(\delta_{\Delta t}; \mu_1, s_2 \times s_3 \times \sigma_1), \quad (3)$$

where $G(x; \mu, \sigma)$ denotes a Gaussian distribution with mean $\mu$ and width $\sigma$ and $\delta_{\Delta t}$ is the difference between the reconstructed and the generated $\Delta t$. 
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The weighted sigma obtained from this latter fits is $\sim 30 \mu \text{m}$ for the signal side $B$ and $\sim 80 \mu \text{m}$ for the tag side $B$. These values correspond to an expected $\Delta t$ resolution of $\sim 1 \text{ ps}$. The bias toward positive values observed for the residual on the tag side is due to the contribution from secondary decays.

The different contributions to Equation (2) are obtained from three separate fits as follows.

• **Fit 1** $n_{\text{sgn}}, n_{\text{bp}},$ and $n_{\text{cont}}$ are obtained from a two-dimensional extended maximum likelihood fit to the unbinned $M_{bc}-\Delta E$ distributions (Figure 1). The yields in the signal region are obtained with an integral of the probability density functions in the signal region.

• **Fit 2** $P_{\text{cont}}(\Delta t)$ is the sum of three Gaussian distributions having the same functional form as $R$; this assumes no lifetime for the continuum component. In the final fit to extract the $B^0$ lifetime, its shape is fixed using the parameters obtained from the fits to the data side-band $\Delta t$ distributions shown in Figure 2 from simulated and data samples.

• **Fit 3** $P_{\text{bp}}(\Delta t, \tau_{\text{eff}})$ and $P_{\text{sgn}}(\Delta t, \tau_{B^0})$ are both modeled as an exponential function convolved with the resolution model $R$ described in equation 3. The $b\bar{b}$ effective lifetime ($\tau_{\text{eff}}$) is fixed from a separate fit to only the simulated $b\bar{b}$ contribution. $R$ is shared between $P_{\text{bp}}(\Delta t, \tau_{\text{eff}})$ and $P_{\text{sgn}}(\Delta t, \tau_{B^0})$ in the $B^0$ lifetime fit. Its parameters, except $\mu_{\text{res}}$ and $\sigma_{\text{res}}$, are fixed from a fit to the $\Delta t$ signal residuals obtained with the simulated sample and shown in Figure 3.

The final fit using Equation (2) to extract the $B^0$ lifetime from the $\Delta t$ distribution of all the selected candidates is shown in Figure 5. In this fit, only three parameters are left floating: $\mu_{\text{res}}, \sigma_{\text{res}}$ and $\tau_{B^0}$. The obtained lifetime is $\tau_{B^0} = 1.48 \pm 0.28 \text{ ps}$ and the corresponding reduced $\chi^2$ for this fit is 0.83. Table II enumerates the values of the parameters obtained from fits to the simulated sample and that are fixed in the final fit extract the $B^0$ lifetime on data. All parameters extracted from fits to the data are summarized in Table III. To avoid experimenters bias, the fit to the $\Delta t$ distribution on data was performed after the analysis procedure was finalized using simulated samples.

VI. SYSTEMATIC STUDIES

The limited size of the early data set on which this measurement is based, from Section II, yields a statistical uncertainty of about 20%, while the $B^0$ lifetime is known with a 0.3% relative uncertainty. Consequently, systematic studies focused on the two main expected uncertainty sources: the parametrizations used in the fits described in Section V (partly fixed from simulated data) and the vertices reconstruction (embedding potential alignment and calibration effects).

The first study relies on the reproduction of the full fit strategy for data described in Section V over ten thousand simulated data samples with sizes equivalent to the recorded data sample. Those samples were obtained with the bootstrapping technique from a fully simulated sample ten times larger. From the distribution of the ten thousand fitted lifetimes, a systematic uncertainty of 0.05 ps is obtained. Moreover, the final fit is repeated leaving
FIG. 1: Projections of the $M_{bc}$–$\Delta E$ fit to the data sample to extract the yields of the different components, see Table III: (left) $M_{bc}$, (right) $\Delta E$. The yellow, dark blue, and red lines present the fit contributions corresponding to continuum, $b\bar{b}$, and signal components, respectively. The sum of all fit components is presented in light blue. The distributions refer to all $B^0 \to D(\ast)h$ decay candidates selected as described in Section III.

FIG. 2: Fit to the $\Delta t$ distribution of the sideband events in (left) simulation and (right) data. The shape extracted from these fits, with parameters listed in Tables II and III, is used to describe the $\Delta t$ distribution of the continuum component. The distributions refer to all $B^0 \to D(\ast)h$ decay candidates selected as described in Section III.

also $\tau_{\text{eff}}$ free, resulting in a further systematic uncertainty of 0.01 ps due to the difference with respect to the nominal fit of the $B^0$ lifetime.

In a second step, the complete analysis is reproduced on a subset of the real data, which was processed with two different calibration and alignment constants to mimic the effect of the residual misalignment and miscalibration. A systematic uncertainty of 0.03 ps is extracted from the difference between the lifetime values obtained.

The overall systematic uncertainty is obtained as the quadratic sum of these contributions and amount to 0.06 ps or 4% relative uncertainty.
FIG. 3: Fit to the $\Delta t$ residual for the signal contribution of the simulated sample leaving all the parameters free. These parameters listed in Table II except $\mu_{1_{\text{res}}}$ and $\sigma_{1_{\text{res}}}$, are fixed for $R$ in the $B^0$ lifetime fit. The distributions refer to the true simulated $B^0 \to D^{(*)}h$ decays reconstructed and selected as described in Section III.

FIG. 4: Fit to the $z$-vertex residual for (left) the signal $B$ and (right) the tag $B$, as obtained from the simulated signal sample. The distributions refer to the true simulated $B^0 \to D^{(*)}h$ decays reconstructed and selected as described in Section III.

VII. CONCLUSION

A first measurement of the $B^0$ lifetime was performed with the 2019 Belle II data set, which amounts to an integrated luminosity of $8.7 \pm 0.2$ fb$^{-1}$. The estimated lifetime is $\tau_{B^0} = 1.48 \pm 0.28 \pm 0.06$ ps, where the first uncertainty is statistical and the second is systematic. This value is compatible with the world average of $1.519 \pm 0.004$ ps [11].
FIG. 5: Fit to $\Delta t$ distribution for all $B^0 \rightarrow D^{(*)} h$ selected decay candidates in the 2019 Belle II data set (logarithmic scale on top and linear scale on bottom). The yellow, dark blue, and red lines present the fit contributions corresponding to continuum, $b\bar{b}$ and signal components, respectively. The sum of all fit components is presented in light blue. See Sections III and V for explanations on the selection and fit procedures, respectively.
### TABLE II: Values of the parameters obtained from unbinned maximum likelihood fits to the simulated sample: Fit 2 on $\Delta t$ distribution for the side-band and Fit 3 on the $\Delta t$ distribution for the signal contribution.

| Fit parameter | value       |
|---------------|-------------|
| $\Delta \mu_{cont}$ $[\text{GeV/c}^2]$ | $-0.0846 \pm 0.026$ |
| $f_{1cont}$   | $0.468 \pm 0.021$ |
| $f_{2cont}$   | $0.357 \pm 0.017$ |
| $s_{2cont}$   | $2.88 \pm 0.096$ |
| $s_{3cont}$   | $3.02 \pm 0.11$ |
| $\Delta \mu_{res}$ $[\text{GeV/c}^2]$ | $-0.360 \pm 0.031$ |
| $f_{1res}$    | $0.561 \pm 0.016$ |
| $f_{2res}$    | $0.336 \pm 0.014$ |
| $s_{2res}$    | $2.84 \pm 0.079$ |
| $s_{3res}$    | $2.99 \pm 0.13$ |
| $\tau_{eff}$ $[\text{ps}]$ | $1.31 \pm 0.03$ |

### TABLE III: Parameters extracted from unbinned maximum likelihood fits to the data: Fit 1 on $M_{bc}-\Delta E$ 2D distribution, Fit 2 on $\Delta t$ distribution for the side-band and the Final fit on the $\Delta t$ distribution in the signal region.

| Fit parameter | value       |
|---------------|-------------|
| $n_{sgn}$ fit region | $(1.22 \pm 0.04) \times 10^3$ |
| $n_{bb}$ fit region   | $(1.29 \pm 0.07) \times 10^3$ |
| $n_{cont}$ fit region | $(1.14 \pm 0.06) \times 10^3$ |
| $n_{sgn}$ signal region | $(1.10 \pm 0.04) \times 10^3$ |
| $n_{bb}$ signal region | $270 \pm 32$ |
| $n_{cont}$ signal region | $140 \pm 21$ |
| $\mu_{1cont}$ $[\text{ps}]$ | $0.021 \pm 0.021$ |
| $\sigma_{1cont}$ $[\text{ps}]$ | $0.429 \pm 0.015$ |
| $\mu_{1res}$ $[\text{ps}]$ | $-0.03 \pm 0.06$ |
| $\sigma_{1res}$ $[\text{ps}]$ | $0.56 \pm 0.18$ |
| $\tau_{B^0}$ $[\text{ps}]$ | $1.48 \pm 0.28$ |
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