Collision fragmentation of aggregates. The role of the interaction potential between comprising particles.
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Abstract

We investigate disruptive collisions of aggregates comprised of particles with different interaction potentials. We study Lennard-Jones (L-J), Tersoff, modified L-J potential and the one associated with Johnson-Kendall-Roberts (JKR) model. These refer to short, middle and long-ranged inter-particle potentials and describe both inter-atomic interactions and interactions of macroscopic adhesive bodies. We perform comprehensive molecular dynamics simulations and observe for all four potentials power-law dependencies for the size distribution of collision fragments and for their size-velocity correlation. We introduce a new fragmentation characteristic – the shattering degree $S$, quantifying the fraction of monomers in debris and reveal its universal behavior. Namely, we demonstrate that for all potentials, $1 - S$ is described by a universal function of the impact velocity. Using the above results, we perform the impact classification and construct the respective collision phase diagram. Finally, we present a qualitative theory that explains the observed scaling behavior.

1 Introduction

Fragmentation phenomena are ubiquitous in nature and industrial processes. They occur at different time and space scales, and numerous examples may be mentioned. Fragmentation is studied in diverse research areas, ranging from geophysics [1, 2] and astrophysics [3, 4] to surface physics [5, 6], engineering [7], material [8] and military science [9, 10]. A surprising common feature of the fragmentation phenomenon is a power-law distribution of the mass of debris. It is observed for various spatial scales and nature of colliding objects – collisions of heavy ions with a target or asteroids impact – such distinct systems demonstrate similar collision output, see e.g. [11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. This supports a popular conjecture about a common physical principle inherent to all fragmentation phenomena [21, 22].
Fragmentation has been extensively studied experimentally, e.g. [23, 24], theoretically and numerically, e.g. [11, 25, 26, 27, 28, 29, 30, 21, 22, 31, 32, 33, 34, 20]. Many different approaches, including continuum mechanics, micro-structural mechanics, statistical methods and stochastic simulations have been applied. The main focus of all these studies was, however, on the mass/size distribution of the debris. Different shapes of colliding bodies, such as, e.g. plates [33], or clusters obtained by ballistic cluster-cluster aggregation [34] were investigated. Although many studies reported a power-law for the fragment mass distribution, $P(m) \sim m^{-\alpha}$, the exponent $\alpha$ was not universal [35, 36, 37]. Moreover, it depended on the impact velocity [36]. Still, the important characteristics of disruptive collisions – the velocity distribution of debris and its correlation with the size of the fragments have not been explored in detail yet; such correlations have been analyzed only in [38]. The authors have found numerically that $v \sim m^{-1/3}$, where $v$ is the velocity of a fragment and $m$ is its mass.

Up to now, there have been no systematic studies of the role of the interaction potential between particles comprising the colliding bodies on the characteristics of fragmentation processes. The goal of the present article is to analyze the impact of such a potential on the size distribution of fragments and the correlation between the size and velocity of debris. We considered four different interaction potentials, quite contrast in their properties: The common Lennard-Jones (L-J) potential, carbon Tersoff potential and the potential associated with Johnson-Kendall-Roberts (JKR) interactions between macroscopic adhesive bodies. The first two potentials are atomic potentials – the L-J potential is a simplified one, while Tersoff is more realistic, reflecting peculiarities of carbon atoms interactions. The third, JKR potential, may be used to describe aggregates comprised of macroscopic particles, like ice particles aggregates in astrophysics, see, e.g. [39, 40]. Additionally, we studied a specially constructed Lennard-Jones-like potential with an extended width of the potential well. This has been done to explore the role of the interaction range of a potential. Despite the dramatic difference of these potentials we observed a lot of similarity in fragmentation processes and even found some universal behavior for the characteristics of debris. We also present a phase diagram classifying the collision outcome for the above potentials and develop a qualitative theory.

The rest of the article is organized as follows. In the next Sec. II we describe the model, and in Sec. III we report the numerical results. In Sec. IV we present a qualitative theory and discuss the collisions classification. Finally, in Sec. V we summarize our findings. Some simulation detail and useful information are given in the Appendix.

2 The Model

For simplicity, we will consider head-on collisions of spherical aggregates of equal size at zero temperature. They are comprised of the constituents – monomers, which could be either atoms or macroscopic particles. We analyze four potentials for the interacting monomers. By choosing the appropriate mass units, we set for all of the studied potentials, the mass of
monomer $m_0$ to be one, $m_0 = 1$. The first potential is the Lennard-Jones potential,

$$U_{\text{L-J}} = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right], \quad (1)$$

with the characteristic energy $\varepsilon$ and characteristic length $\sigma$. It gives the interaction force

$$F_{\text{L-J}} = 24\varepsilon \sigma^{-1} \left[ 2(\sigma/r)^{13} - (\sigma/r)^7 \right].$$

For this potential we will use the re-scaled distance $r \rightarrow r/(2^{1/6}\sigma)$ and re-scaled time, $t \rightarrow t \sqrt{12\varepsilon/(2^{1/6}m_0\sigma^2)}$; it yields the re-scaled force,

$$F_{\text{L-J}} = 1/r^{13} - 1/r^7. \quad (2)$$

For notation simplicity we keep the same symbols for the re-scaled quantities as for the initial ones. Another potential is the Tersoff potential for carbon, with the parameters from [41]. Due to a lengthy expression for this potential, the respective detail as well as the according time and length units are given in the Appendix. Next we consider the potential associated with the JKR interactions. Here we present the corresponding force acting between spherical particles of diameter $d$. If the inter-center distance of two particles $r$ is smaller than $d$, they are squeezed and form a contact of radius $a = a(r)$. Then the force is determined by the relations [42, 43]:

$$F_{\text{JKR}}(a(r)) = \frac{(4a^3 - 3\kappa a^{3/2}d)}{(dD)}, \quad (3)$$

$$d - r = \frac{(4a^2 - 2\kappa a^{1/2}d)}{d}. \quad (4)$$

Here $\kappa = \sqrt{\frac{3}{2}\pi\gamma D}$, with the adhesion coefficient $\gamma$, which is twice the surface free energy per unit area of a solid in vacuum. $D = \frac{3}{2}(1 - \nu^2)/Y$ is the elastic constant, where $Y$ is the Young’s modulus, and $\nu$ is the Poisson ratio. For $r > d$ the inter-particle force is zero for approaching particles, and is negative for moving-away particles, for the short distances $|r - d| \ll d$. Hence it is a very short-ranged potential. The natural unit length for this potential is $d$, that is, we re-scale the length as $r \rightarrow r/d$ and time as $t \rightarrow t\sqrt{dD/(m_0D_0)}$, keeping again the same notations for the re-scaled variables. The dimensionless parameter $D_0$ is needed to adjust the time scale for collisions of JKR clusters, to be comparable with that of L-J clusters. The re-scaling yields,

$$F_{\text{JKR}}(a(r)) = \frac{(4a^3 - 3\kappa a^{3/2})}{D_0}, \quad (5)$$

$$1 - r = \frac{4a^2 - 2\kappa a^{1/2}}{D_0}. \quad (6)$$

with the dimensionless parameter $\kappa$, that determines the equilibrium distance. It may vary in a wide range, from the one limit for soft adhesive particles, to another limit for hard particles, with weak adhesion. Since our goal is to compare fragmentation of aggregates with different potentials, we choose the following parameters (in the reduced units): $D_0 = 1.12 \cdot 10^{-5}$ and $\kappa = 5.2 \cdot 10^{-3}$; this results in the disruptive collisions at approximately same (reduced) impact speeds as for the L-J aggregates. The equilibrium distance between monomers for these parameters (when $F_{\text{JKR}}(a(r)) = 0$), is equal to $r \approx 0.9992$. The minimal distance between particle centers in our collisional simulations was never less than 0.95. The values closer to one, require a smaller time step, increasing the simulation cost.

Finally, we analyze the modified Lennard-Jones potential, obtained from the L-J potential [1] by adding a flat plateau of the length 1 at its bottom, see figure[1]. The number of neighbors
with which a monomer interacts for the modified L-J potential significantly exceeds that for the standard LJ potential. Therefore we will call this potential "long-ranged". Note that commonly, the term "long-range" is applied for the potentials, which scale as $\sim 1/r^b$, with $b \leq 3$; here we use this term for convenience. By studying the modified potential, we explore the role of the interaction range of a potential, between comprising aggregates particles, on the characteristics of the fragmentation process. The re-scaled length and time for the modified L-J potential are the same as for the standard one.

3 Simulation results

3.1 Simulation detail

The colliding spherical aggregates were prepared by fixing their radius $R$ and placing monomers inside the sphere with the closest (FCC - face-centered cubic) packing. For the aggregates of $R = 5$ this resulted in 757 particles (of unit diameter) inside each sphere, and for $R = 10$ there were 5947 particles. To make the packing more random, we set the average square velocities of the monomers to $\langle \vec{v}^2 \rangle = 0.1$ and then slowly cool the system down to zero temperature $T = 0$; additionally, clusters were randomly rotated. The systems with the Tersoff potential were simulated with the use of LAMMPS [44], where this potential is built in. For the aggregates with the Tersoff potential, we started with the natural diamond packing, instead of FCC; for $R = 2.87$ (in lattice units), clusters of 801 monomers have been generated.

The numerical algorithm is detailed in the Appendix. Here we only mention that we used the same time step for all simulation parameters, which was chosen to guarantee that the difference of the system energy at the beginning and the end of simulations did not exceed 0.5%. For most of the simulations we performed from 1000 to about 6600 runs for each set of parameters. The particular number of runs was dictated by the need for sufficient statistics.

We solved the equations of motion for all constituents during the complete impact until the aggregates or debris move far away from each other. Namely, we continued the simulations until one of the particles left the box of size $200 \times 200 \times 200$, centered at the system center of mass. Figure 2, indicating the time dependence of the closely connected monomer pairs, proves that by this time, the collision is long over.

After the end of an impact, we evaluated the number of fragments and their kinetic energy.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Lennard-Jones and modified Lennard-Jones potential as used in the numerical experiments. The energy and length are given in the reduced units, $\epsilon$ and $\sigma$ respectively, see Eq. (1).}
\end{figure}
To identify different fragments, one needs to introduce the connectedness criterion. The bonds for the JKR interactions were explicitly recalculated every time step, using the criterion of inter-particles force, $F_{JKR} \neq 0$, since some particles at the range $r > 1$ may be connected, while the other — disconnected. The Tersoff potential includes an explicit cutoff (see the Appendix), which can be used to determine the presence of bonds. For the L-J and modified L-J potentials, we consider the constituents to be connected for $r \leq 2$ and $r \leq 3$ respectively (again in the reduced units).

More simulation detail, including the time steps and application of the software, are given in the Appendix.

### 3.2 Mass and speed distribution of debris

Figure 3 shows the mass/size distributions of fragments for colliding aggregates with different interaction potentials between the comprising particles. In accordance with the previous experimental and numerical studies, the mass distribution clearly demonstrates a power-law part for a significant range of debris size. Again, in accordance with the other studies, the exponent of the power-law, $P(m) \sim m^{-\alpha}$, is not universal. For the atomic, middle-ranged L-J and Tersoff potentials, $\alpha = 2.75$, which agrees with the simulation results of [37], where $\alpha = 2.8 \pm 0.05$ has been reported. In contrast, for the very short-ranged interactions, as the JKR interactions, a much steeper exponent of $\alpha = 4$, with a strong prevalence of small debris, is observed. At the same time, for the relatively long-ranged, modified L-J potential $\alpha = 1.9$, which corresponds to much more abundant large fragments. This allows us to propose a conjecture — the larger the interaction range of the inter-constituent potential, the larger the share of massive fragments in the size distribution of debris. And the opposite — the shorter the interaction range, the larger the share of small fragments.

Figure 4 shows the dependence of the kinetic energy of fragments, $E_{\text{kin, f}} = mv^2/2$, on their mass $m$. As it follows from the figure, the dependence of $v \sim m^{-1/3}$, reported in [38] and corresponding to $E_{\text{kin, f}} \sim m^{1/3}$, is indeed rather distinctly observed for the middle-ranged potentials — L-J and Tersoff potential. It could also be assumed, with some credibility, for a limited range of fragment mass, for the short-range (JKR) and long-range (modified L-J) potential. In Sec. IV we present a qualitative theoretical justification for the $v \sim m^{-1/3}$ dependence. As it follows from the theoretical analysis, one should not expect that the dependence holds for very small and very large fragments.
Next, we explored the angular distribution for the directions of the fragment velocities. We focused only on the middle-ranged (L-J) and short-ranged interactions (JKR). The results are presented in figures 5 and 6. The impact velocities ($v_{imp} = 4$ for L-J and $v_{imp} = 2$ for JKR) were chosen to obtain a sufficient amount of debris. Figures 5a and 6a depict the distribution of the velocities direction for monomers and small clusters, up to size five, in the polar coordinates. As it may be seen from the plots, the direction of motion of small fragments is sharply peaked around the plane, perpendicular to the inter-center line at the collision instant. To analyze the angular dependence in a more quantitative way we introduced the angular
(a) Johnson-Kendall-Roberts (JKR) potential, 
\[ R = 10, \ v_{\text{imp}} = 2, \]
averaging is over 1000 collisions.

(b) Tersoff carbon potential,
\[ R = 2.87 \text{ lattice units}, \ v_{\text{imp}} = 200, \]
averaging is over 500 collisions.

(c) Lennard-Jones potential,
\[ R = 5, \ v_{\text{imp}} = 4, \]
averaging is over 6635 collisions.

(d) Modified Lennard-Jones potential,
\[ R = 5, \ v_{\text{imp}} = 5, \]
averaging is over 6632 collisions.

Figure 4: Distribution of the kinetic energy of fragments. The very short-ranged (JKR) and long-ranged (modified L-J) interactions do not demonstrate clearly the \( m^{1/3} \)- scaling for the fragment energy.

distribution functions \( F_k(\theta) \), so that \( 2\pi F_k(\theta) \sin \theta \, d\theta \), gives the fraction of fragments of size \( k \) with the velocity direction within the angular interval \( (\theta, \theta + d\theta) \). Here the angle \( \theta \) is the angle between the inter-center vector \( \vec{r}_{12} \) at a collision instant and the velocity of a fragment; we also take into account the azimuthal symmetry of the collision. Due to the collision mirror symmetry (recall that we study collisions of equal aggregates), \( F_k(\theta) = F_k(\pi - \theta) \), hence we do not distinguish between the angles \( \theta \) and \( \pi - \theta \) for the function \( F_k(\theta) \). It may be expanded in a
series of Legendre polynomials $P_l(\theta)$ as $F_k(\theta) = \sum_{l=0}^{\infty} a_l^{(k)} P_l(\theta)$, with the Legendre coefficients,\[ a_l^{(k)} = \frac{2l + 1}{2} \int_0^\pi F_k(\theta) P_l(\theta) \sin \theta \, d\theta. \] (5)

Using the simulation data for $F_k(\theta)$, we computed the coefficients $a_l^{(k)}$ for small fragments, $k = 1-5$, see figures 5b and 6b. As expected, the odd coefficients $a_l^{(k)}$ almost vanish, reflecting the mirror symmetry, while the even coefficients rapidly decay with the order $l$. The non-zero values of $a_l^{(k)}$ up to $l \simeq 15$ may be explained by the cusps at $\theta = 0$ and $\theta = \pi$.

While the velocities of small fragments are mainly directed around the plane, normal to the inter-center line, the large fragments have much wider distribution of their velocity directions. This is illustrated in figures 5c and 6c. Here the position of a dot indicates the velocity direction of a fragment in the inter-center and normal to it directions, while the size of the dot encodes the fragment size. One can observe that the middle-ranged interactions (L-J) result in a rather uniform distribution of the velocities directions; still the preferred direction is the one, perpendicular to the inter-center line. In contrast, for the short-ranged interactions (JKR) the velocities directions are much more focused around the perpendicular plane, resembling a collision of granular jets [45, 46].

(a) Angular distribution for the velocity direction of fragments of size 1, 3, and 5.

(b) The Legendre polynomials coefficients for monomers and triplets, $a_l^{(1)}$ and $a_l^{(3)}$, as a function of $l$.

(c) Example of the fragments velocity distribution. Circle radii correspond to the fragment mass as $r \sim m^{1/3}$. The position of the circles on $x$ and $y$ axes shows, respectively, the speed components parallel and perpendicular to the collision direction – the inter-center line.

Figure 5: Angular distribution of the velocities direction of the Lennard-Jones fragments at $v_{imp} = 4$. 
3.3 Impact of the collision velocity

Now we analyze the impact of the collision energy, which is the total kinetic energy of colliding aggregates, on the characteristics of the fragmentation process. We observed that the exponents of the power-law distributions discussed above persisted with the change of the collision energy, although the distributions for small and large mass altered. Indeed, very large collision energy suffices for a complete disruption (shattering) of an aggregate into monomers. And oppositely, small collision energy results in the abundance of large fragments and the deficit of monomers. The quantitative illustration of such fragmentation behavior is given in figure 7. Here the fraction of clusters (that is, fragments of size \(k \geq 2\)) among the debris is shown as a function of the impact velocity (recall, that two aggregates move with the velocity \(v_{\text{imp}}/2\) and suffer a head-on collision with the impact velocity \(v = v_{\text{imp}}\)). Let us define a quantity \(S\), which may be called a "shattering degree":

\[
S = \frac{n_1}{2N},
\]

where \(n_1\) is the number of monomers among the debris, \(2N\) is the total number of monomers in both aggregates and \(2N - n_1\) is the total number of constituents belonging to any of the debris, but not monomers. The value of \(S\) quantifies, how far is a collision outcome from shattering: \(S = 0\) implies no monomers at an impact, while \(S = 1\) – a complete shattering. As expected, with the increasing impact speed \(S\) approaches one and \(1 - S\)– zero, see figure 7. Surprisingly, \(1 - S\) demonstrates a universal exponential behavior,

\[
1 - S = \exp \left[ -b(v_{\text{imp}} - v_{\text{imp},0}) \right],
\]

for \(v_{\text{imp}} \gtrsim v_{\text{imp},0}\), where \(v_{\text{imp},0}\) may be interpreted as a threshold impact speed separating two collision regimes (see the discussion below). In the next Sec. IV we discuss the theoretical
justification of this dependence.

(a) Johnson-Kendall-Roberts (JKR) interactions, $R = 10$, averaging is over 10 collisions.
$a = 0.63 \pm 0.04, b = 0.540 \pm 0.008$.

(b) Tersoff carbon potential, $R = 2.87$ lattice units, averaging is over 10 collisions.
$a = 460 \pm 8, b = (2.82 \pm 0.05) \cdot 10^{-3}$.

c) Lennard-Jones potential, $R = 5$, averaging is over 10 collisions.
$a = 1.52 \pm 0.12, b = 0.233 \pm 0.002$.

d) Modified Lennard-Jones potential, $R = 5$, averaging is over 10 collisions.
$a = 2.45 \pm 0.11, b = 0.1201 \pm 0.008$.

Figure 7: Shattering degree, $1 - S$, as the function of the impact velocity $v_{\text{imp}}$ (see text for the definition of $S$) for different potentials. The dependence of $1 - S$ on $v_{\text{imp}}$ is universal.

Figure 8 illustrates the dependence of the maximal fragment size on the impact velocity $v_{\text{imp}}$. Figure 9 supplements figure 8, providing a more detailed view on the disruptive and mixed-type collisions. The impacts with small $v_{\text{imp}}$ may result in sticking. Hence, the maximal fragment size of $N$ corresponds to a bouncing collision, while the size of $2N$ refers to sticking. This is also illustrated in figure 9a for mixed type collisions. Figure 9b, supplementing figure 8a, indicates a sharp transition to shattering for $v_{\text{imp}} \gtrsim 3.4$. The vertical lines in the plots show the impact velocity leading to vanishing total energy $E$ at the end of the collision (recall that
while the kinetic collision energy is positive, the potential energy of aggregates is negative, as the constituents are bound). As it follows from the figure, \( E = 0 \) can be hardly used as a universal criterion that specifies the alternation of a collision regime.

(a) Johnson-Kendall-Roberts (JKR) interactions, \( N = 5947 \) particles in each sphere, averaging is over 20 collisions. The circled areas are zoomed in figure 11b (small velocities) and figure 9b (large velocities).

(b) Tersoff carbon potential, \( N = 801 \) particles in each sphere, averaging is over 10 collisions.

(c) Lennard-Jones potential, \( N = 757 \) particles in each sphere, averaging is over 100 collisions.

(d) Modified Lennard-Jones potential, \( N = 757 \) particles in each sphere, averaging is over 100 collisions.

Figure 8: The dependence of the maximum fragment size on the impact velocity \( v_{\text{imp}} \). Each aggregate has \( N \) particles, therefore maximum size of \( N \) shows bouncing. The maximum size equals \( 2N \) indicates sticking without erosion. The line \( E = 0 \) shows the impact velocity leading to vanishing total energy after the collision. JKR potential has rather special behavior, detailed in figure 9b and figure 11b.
3.4 Classification of collisions

Although the main focus of the present study is the disruptive collisions, it would be worth considering this type of collisions within a more general framework, classifying all possible collision outcomes. This is challenging, as it is not always possible to observe a particular collision behavior in a pure form. Figure 9a illustrates this: in multiple impact realizations, there exist collisions, where apart from small fragments of about a few monomer sizes, aggregates of size around \( N \) and \( 2N \) are observed. The former corresponds to almost bouncing collisions, the latter – to almost sticking one. One can call these processes "bouncing with erosion" and "sticking with erosion," respectively. The term "erosion" here means the presence of two large fragments comparable in size with the initial aggregates (see also the discussion below). Note that these collision outcomes occur for the same impact velocity of the same aggregates, demonstrating the stochastic nature of fragmentation. In simulations, the stochasticity emerges from slightly different initial conditions (the orientation of the aggregates) and numerical noise. In nature, it can arise from the randomness of the structural properties of aggregates. Said this, we consider below the most probable collision outcome.

One can define five main collision types: impacts with sticking, bounce, erosion, fragmentation and shattering. As we have already mentioned, the erosion may be accompanied by sticking or bounce. Although somewhat subjective, we proposed the following definitions: (i) A purely sticking collision implies the formation of a joint aggregate from the colliding partners; (ii) a purely bouncing collision results in a change of the aggregates velocities only; (iii) in a collision with erosion, one or two large fragments of the size, at least half of the initial size, remain – a more quantitative definition follows below; (iv) a collision with fragmentation implies a lack of large debris, comparable in size with the initial dimension, see also below;
(v) in a shattering collision only small debris appear; here we put the boundary – all debris should have size not larger than 5 monomers (about 0.3% of the initial mass for $R = 5$). This is a relatively rough classification. One can make a more refined classification, as proposed in [47] – the oblique impacts of L-J nanoclusters were also considered/classified there. Below we exemplify the above type of collisions for different potentials.

Figure 10 illustrates a sticking collision for the long-ranged modified L-J potential. As one can see from the figure, after the merging, the joint aggregate finally attains a spherical form. This happens due to the strong surface tension for this potential. We do not show purely bouncing collision here (see, e.g. [48] for the visualization of such impacts); instead, we present in figure 11a the bouncing collision with erosion. Erosion may also accompany sticking, which is presented in a more quantitative way in figure 11b showing a complicated non-monotonous dependence of the sticking probability on the impact velocity. The increase of the sticking probability with the increasing $v_{imp}$ in the range of $0.1 < v_{imp} < 0.3$ is accompanied by the increasing erosion. The latter leads to the increasing contact area and hence to the stronger interaction between the aggregates. To define a quantitative boundary between fragmentation and erosion, we use the criterion which follows from the universal scaling behavior of the shattering degree $S$, depicted in figure 7. Namely, we suggest defining a "developed" fragmentation as the process, obeying the scaling law (6). It starts from the threshold impact velocity $v_{imp,0}$, where the scaling dependence (6) yields $S = 0$. In what follows we use $v_{imp,0}$ to demarcate the erosion from fragmentation.

Figures 11c and 12a, 12b illustrate fragmentation of the JKR, modified L-J and Tersoff aggregates, while 12c – shattering of L-J aggregates.

![Figure 10: The example of a sticking collision for aggregates with the modified L-J potential for different time, $v_{imp} = 2$. The circles indicate individual particles.](image)

All the collision regimes for the four potentials are schematically presented in figure 13. Note that some boundaries are conditional, as mixed regimes are possible (see the discussion above). Obviously, the collision outcome is determined by the interplay between the kinetic energy, $E_{kin} = 2N(v_{imp}/2)^2/2$, and the total potential energy of two aggregates $E_{pot}$. The former drives fragmentation/shattering of the clusters; the latter – preserves their integrity and favors sticking. Hence the ratio $E_{kin}/E_{pot}$ is a natural measure of collision strength. As it may be seen from figure 13 the collision regime drastically depends on the nature of a potential. For instance, aggregates with both L-J and modified L-J potentials do not demonstrate
Figure 11: Collisions with fragmentation and erosion for the JKR aggregates. Circles represent individual particles. Monomers are black, other aggregates are violet. (a) Bouncing with fragmentation, $v_{\text{imp}} = 0.2$, $R = 5$. (b) Sticking probability for small impact speeds, based on 100 collisions for each speed, $R = 5$. For $v_{\text{imp}} < 0.015$ the collisions are mostly sticking, for $0.015 < v_{\text{imp}} < 0.1$ – mostly bouncing and for $v_{\text{imp}} > 0.1$ are mostly bouncing with erosion. (c) Fragmentation for $v_{\text{imp}} = 1.4$, $R = 10$.

Figure 12: (a) Fragmentation of the modified Lennard-Jones aggregates, $v_{\text{imp}} = 10$, $R = 5$. (b) Fragmentation of aggregates with the Tersoff potential, $v_{\text{imp}} = 200$, $R = 2.87$ lattice units. (c) Shattering of the Lennard-Jones aggregates, $v_{\text{imp}} = 20$, $R = 5$. Circles represent individual particles.

bouncing collisions. This may be explained by the relatively flat minimum of the potential well, where the monomers in the aggregates are placed (more pronounced for the modified L-J). In this case, plastic deformation of the material with the rearrangement of atoms is plausible; it suppresses the elastic response and prevents bouncing. The Tersoff potential is more short-ranged than the L-J potential and thus responds elastically up to relatively high deformations (impact speeds), which results in bouncing. At still higher impact speeds, the accompanying erosion leads to the increasing contact area, which causes sticking. The JKR interactions are the most short-ranged. Sticking at small impact velocities is associated with the irreversible formation of contacts between constituents of two aggregates. As long as the collision energy is smaller than that of the formed contacts, the aggregates stick; this is similar to the sticking of JKR monomers analyzed in [43]. The sticking regime, in this case, is rather limited, as the JKR aggregates are very fragile and can hardly sustain plastic deformation. As
a result, with the increasing collision energy, sticking transforms into bouncing and then to erosion (or bouncing with erosion). For high collision energy, the behavior for all potentials is similar: As the ratio \( E_{\text{kin}}/E_{\text{pot}} \) increases, erosion transforms into fragmentation and the latter one into shattering.

![Figure 13: Collision type diagram for four potentials. Separation lines are obtained as described in the text. The vertical axis shows the ratio of the kinetic energy \( E_{\text{kin}} \) and the total potential energy of the aggregates \( E_{\text{pot}} \). The horizontal axis indicates the potentials studied.](image)

4 Qualitative theory

As has been already reported in [38] and confirmed in our study, at least for two potentials, figure 4, the average kinetic energy of a fragment scales with its mass as a power law, \( E_{\text{kin},f} \sim m^{1/3} \). Here we discuss the theoretical justification of this dependence.

We analyze the case of "developed" fragmentation, that is, the debris size ranges from monomers to largest fragments, which are significantly smaller than a whole aggregate. More-
over, we consider the fragments which comprise many monomers. We assume that all fragments arise in a single event of the duration $\tau$, which generates uniform internal tension, driving the fragmentation. Then the force acting on a fragment of size $k$ would be proportional to its cross-section, which scales as $\sim r_0^2 k^{2/3}$ (a fragment of size $k$ is comprised of $k$ monomers of size $\sim r_0$ and mass $m_0$). Hence the acceleration of this fragment with the mass $m_0 k$ scales as $r_0^2 k^{2/3} / (m_0 k) \sim (r_0^2 / m_0) k^{-1/3}$. Since we assume that the duration of the force action is the same for all fragments, we conclude that their velocity would scale with size as $v \sim \tau (r_0^2 / m_0) k^{-1/3} \sim k^{-1/3}$. Correspondingly, 

$$E_{\text{kin},f} = \frac{1}{2} m v^2 \sim m^{-2/3} \sim m^{1/3}.$$ \hfill (8)

While the scaling (8) holds for a wide range of fragments masses only for some potentials, the scaling depicted in figure 7 is more enigmatic, as it seems to be universal for all studied potentials. Below we try to give a plausible explanation for this behavior.

Let $n_{ag}(v) = 2N - n_1$ be the total number of monomers which belong to aggregates with the size $k \geq 2$, arising at a collision with the impact velocity $v = v_{\text{imp}}$. With the increasing $v$, some of them will further split, producing more monomers. Hence the decay rate of $n_{ag}(v)$ with the growing $v$ will be proportional to $n_{ag}$ itself, as the number of produced monomers is proportional to the number of monomers in all clusters. As the monomer splitting is a random process, we assume that it is similar to a Poisson process and obeys its rules. Then, the probability that the monomer will separate from a fragment with size $k \geq 2$, per an increment of the impact velocity $dv_{\text{imp}}$, may be estimated as for a Poisson process, as $b \, dv_{\text{imp}}$, with a constant $b$. Hence $dn_{ag} \sim -b \, dv_{\text{imp}} \, n_{ag}$, or

$$\frac{dn_{ag}}{dv_{\text{imp}}} \sim -bn_{ag}.$$ \hfill (9)

Integrating Eq. (9) yields, $n_{ag} \sim e^{-bv_{\text{imp}}}$. Since $1 - S \sim n_{ag}$, see Eq. (6), we obtain the observed dependence (7).

## 5 Conclusion

We undertake a comprehensive study of collision fragmentation of aggregates comprised of particles with different interaction potentials. We analyzed four potentials – the Lennard-Jones (L-J), Tersoff, modified L-J potential and the one corresponding to the Johnson-Kendall-Roberts (JKR) model. The first two potentials are used to model inter-atomic interactions and are middle-ranged. The JKR model refers to the interactions of macroscopic adhesive bodies and is extremely short-ranged. Finally, the modified L-J potential was constructed as a long-ranged potential to investigate the impact of the interaction range of the fragmentation process. Thus we explore a set of potentials of very different ranges and nature.

We perform molecular dynamics (MD) simulations and confirm previously reported power-law dependence for the fragments mass distribution and for the dependence of the fragments after-collisional velocity on their mass. We also investigate the angular distribution of the
directions of the fragments velocities and quantify it in terms of the Legendre polynomial series.

We reveal a new surprising scaling for the amount of monomer production at a collision and define a new fragmentation characteristic – the shattering degree $S$. We observe that $1 - S$ obeys a universal exponential dependence on the impact velocity $v_{imp}$ for a wide range of $v_{imp}$ and for all four potentials.

We perform a classification of collisions by their outcome and construct the corresponding phase diagram. It illustrates different collision types for different potentials. Namely, we distinguish five different types of collisions: sticking, bouncing, erosive, shattering impacts and these with fragmentation. We also observe mixed types of collisions. Using the newly revealed scaling for the monomer production, we propose a quantitative criterion discriminating erosion and fragmentation. We observe that although all studied potentials demonstrate similar scaling, the location of the different collision regimes on the phase diagram drastically differs and depends on their interaction range. Finally, to explain the observed scaling dependencies, we develop a qualitative theory.

Although we restrict our study by head-on collisions, we believe that the oblique collisions will demonstrate similar features. Moreover, we also deem that the main qualitative laws observed for small clusters are generic and will persist for large aggregates.

The study was supported by a grant from the Russian Science Foundation No. 21-11-00363, https://rscf.ru/project/21-11-00363/; AO also acknowledges RFBR project No. 20-31-90022. Zhores supercomputer of Skolkovo Institute of Science and Technology [49] has been used in the present research.

A Tersoff potential parameters

Tersoff potentials [41, 50] are based on the exponential two-particle potential, where the total interaction energy between atoms $i$ and $j$ reads,

$$E_{ij} = (A \exp (-\lambda_1 r_{ij}) - B_{ij} \exp (-\lambda_2 r_{ij})) f_C(r_{ij}),$$

with the coefficient $B_{ij}$, depending on other particles in the interaction sphere and the angles between the bonds. Here $r_{ij}$ is the distance between atoms $i$ and $j$. The exact form of the dependence of $B_{ij}$ on other particles is

$$B_{ij} = B \left(1 + \beta^n \zeta_{ij}^n\right)^{-1/(2n)},$$

$$\zeta_{ij} = \sum_{k \neq i,j} f_C(r_{ik}) g(\theta_{ijk}),$$

$$g(\theta) = 1 + \frac{c^2}{d^2} - \frac{c^2}{d^2 + (\cos \theta_0 - \cos \theta)^2},$$
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where $\theta_{ijk}$ is the angle in radians between the bonds $ij$ and $ik$. Function $f_c(r)$ describes a smooth cutoff from distance $R$ to $R + D$:

$$f_c(r) = \begin{cases} 
1 & r \leq R - D \\
\frac{1}{2} - \frac{1}{2} \sin \left( \frac{\pi}{2} \frac{(r - R)}{D} \right) & R - D < r \leq R + D \\
0 & r > R + D 
\end{cases}$$

In simulations, we use the following parameters:

\[
\begin{align*}
c &= 38049, \\
d &= 4.3484, \\
\cos \theta_0 &= -0.57058, \\
n &= 0.72751, \\
\beta &= 0.00000015724, \\
\lambda_2 &= 2.2119 \text{A}^{-1}, \\
B &= 346.7 \text{eV}, \\
R &= 1.95 \text{A}, \\
D &= 0.15 \text{A}, \\
\lambda_1 &= 3.4879 \text{A}^{-1}, \\
A &= 1393.6 \text{eV}.
\end{align*}
\]

In the figures, we plot the speed in angstroms per picosecond, which is a standard unit in LAMMPS, $1 \text{A}/\text{ps} = 100 \text{m/s}$ (time unit is 1 picosecond). Sphere radius in figures is given in lattice units (1 lattice unit for diamond lattice is 3.57 angstroms). The mass unit in figures corresponds to the mass of one carbon atom $m_C = 12.0107 \text{g/mol}$, as used in simulations.

### B Numerical algorithm and more simulation detail

To keep our algorithm as simple as possible, we used the leap-frog scheme [51]. At $k$-th time step $t_k = k\Delta t$ it yields:

$$\vec{v}_i(t_k + \Delta t/2) = \vec{v}_i(t_k - \Delta t/2) + \sum_j \vec{F}_{ij}(t_k)$$

$$\vec{x}_i(t_k + \Delta t) = \vec{x}_i(t_k) + \vec{v}_i(t_k + \Delta t/2).$$

To use this scheme, we need to determine the initial condition for the speed at $\vec{v}_i(\Delta t/2)$. We did it as follows. Since each aggregate was at zero temperature and they were far apart from each other, we concluded that the force acting on each particle $i$ vanished and remained zero for a sufficiently long time. Correspondingly, the speeds of the particles did not initially change.

$$\sum_j \vec{F}_{ij}(0) = 0, \quad \vec{v}_i(\Delta t/2) = \vec{v}_i(0),$$
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Hence, according to Eq. (11) we could use the initial velocities of the whole aggregates as the starting values for $\vec{v}_i(0)$.¹

(a) Johnson-Kendall-Roberts (JKR) interactions, $R = 5$, averaging is over 100 collisions.
$\alpha = 1.025 \pm 0.007, b = 2.790 \pm 0.016$.

(b) Tersoff carbon potential, $R = 2.87$ lattice units, averaging is over 10 collisions.
$\alpha = 0.970 \pm 0.015, b = (4.556 \pm 0.006) \cdot 10^{-6}$.

(c) Lennard-Jones potential, $R = 5$, averaging is over 10 collisions.
$\alpha = 0.23 \pm 0.04, b = 3.33 \pm 0.06$.

(d) Modified Lennard-Jones potential, $R = 5$, averaging is over 10 collisions.
$\alpha = (4.8 \pm 0.9) \cdot 10^{-3}, b = 4.24 \pm 0.08$.

Figure 14: The ratio $(E_{\text{max loss}} - E_{\text{loss}})/E_{\text{max loss}}$, where $E_{\text{loss}}$ is the kinetic energy loss at a collision and $E_{\text{max loss}}$ is the maximum possible kinetic energy loss. For all potentials, except JKR, the maximum possible loss of the kinetic energy is equal to the total initial potential energy $E_{\text{max loss}} = |E_{\text{pot}}|$. For the JKR $E_{\text{max loss}}$ also includes the maximum energy loss, associated with the irreversible formation and breaking of monomers contacts.

¹Using $\vec{v}'(t) = \vec{v}(t + \Delta t/2)$ instead of $\vec{v}$ in equation (10) is equivalent to the application of the Euler scheme, instead of the leap-frog scheme, which surprisingly, implies that in our case the Euler scheme corresponds to the second order approximation.
All force calculations were parallelized with the OpenMP. For the JKR, we have used the Verlett method \cite{51} for the fast update of the neighbor lists. We have used the following time steps: 0.02 for L-J, 0.01/\max(1,v) for the modified L-J, 0.002 for JKR, and 0.0005 ps for the Tersoff potential.

Also, note that we used \( R = 10 \) for the JKR force, while for other potentials we used a smaller radius. Larger radius for the JKR was required due to a scarcity of large fragments for these short-range interactions (see figure 3a). Hence we needed larger colliding aggregates for accurate detection of the expected power-laws. Moreover, due to the nature of the JKR potential (we used it in the form of the inter-particle force), it has an additional randomness in the amount of possible energy loss. As a result, much more experiments for the JKR aggregates were needed when the role of dissipation was high. Therefore, we used \( R = 5 \) (the same as for other potentials) for the JKR in figures 11a-11b and in figure 14. To get similar maximum displacement and keep potential energy per bond the same as for \( R = 10 \) (which guarantees that the same time step may be used and fragmentation occurs at the same impact speeds), we re-scaled the parameters as follows: \( D_0 \sim N^{-1} \) and \( \kappa \sim N^{-0.3} \), where \( N \) is the number of monomers in each of the initial clusters, leading to \( D_0 = 8.81 \cdot 10^{-5} \) and \( \kappa = 9.68 \cdot 10^{-3} \) for \( R = 5 \) with \( N = 757 \) monomers.

For completeness, we report here the analysis for the energy loss at the disruptive collisions. As the impact velocity increases, the energy loss should converge to the maximal possible value, corresponding to all broken bonds. As figure 14 shows, this convergence is not universal but demonstrates two distinct scalings: for the L-J and modified L-J aggregates, the remaining bond energy scales polynomially. In contrast, for the JKR and Tersoff aggregates, it scales as \( \exp(-v_{imp}^2) \).
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