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ABSTRACT. We consider the Mach limit problem of the Euler equations for isentropic fluids in the analytic spaces. We prove that, given analytic initial data, the solution is uniformly bounded on a time interval independent of the Mach number and the Mach limit holding in the analytic norm. The same results extend more generally to Gevrey initial data with convergence holds in a Gevrey norm. The results extend the isentropic fluids in [JKL1] to more general pressure laws.

1. Introduction

In this paper we consider the incompressible limit of the compressible Euler equations for isentropic fluids in \( \mathbb{R}^3 \). First, the study of Mach limit problem involves uniform bounds and existence of solution for a time interval independent of the Mach number \( \epsilon > 0 \). Second, one can justify the convergence to the solution of the limiting equations as \( \epsilon \) tends to zero.

For the non-isentropic flows with general initial data, the first existence and convergence results were obtained by Métivier and Schochet in [MS] for the whole space and the torus. Their approach relies on the fact that one can obtain uniform bounds by applying some suitable operators to the equations. For domains with boundaries, the existence results and convergence in exterior domains were given by Alazard in [A1]. The above-mentioned results hold in the Sobolev spaces. In a recent work [JKL1], we studied the Mach limit in the analytic spaces in the whole space. The proof relies on the elliptic regularity for the velocity and the energy estimates for the entropy, curl, and the time derivative components of the velocity. In another recent work [JKL2], the Mach limit in the analytic spaces for the exterior domains with analytic boundaries was addressed. For the isentropic flows with well-prepared initial data, it is well-established that the solution of the compressible isentropic Euler equations exists for a time interval independent of the Mach number, and converges to the corresponding incompressible Euler equations as Mach number tends to zero (cf. [KM1, KM2]). For other works on the isentropic flows, we refer the reader to [D1, DG, KM2, LM, M].

The main goal of this paper is to provide a simple and new approach to the Mach limit of the isentropic Euler equations in the analytic spaces for more general pressure laws. Our first main result shows that, given analytic initial data, the solution is uniformly bounded on a time interval, which is independent of the Mach number. Our second main theorem shows that the solution of a slightly compressible Euler equations converges to the limiting equations as Mach number tends to zero. As the equation of state in [JKL1] is assumed to be entire, we extend the results for isentropic fluids to the case where the equation of state is more general.

The proof differs to [JKL1] and the major simplification is that the analytic energy estimates are performed using only spatial derivatives of the velocity. As a result, the main difficulty is in obtaining the explicit expressions for an arbitrary partial differential derivatives of the matrix \( E(\epsilon u^\epsilon) \) (cf. the formulation (2.7)) in terms of \( u^\epsilon \). We overcome this by using the multivariate Faa di Bruno formula (cf. [Br, CS]), which generalizes chain rule to higher-order derivatives. Moreover, we introduce a power series version of the multivariate Faa di Bruno formula which in turn estimate the commutator terms.
The paper is organized as follows. In Section 2, we introduce the Mach limit problem for the isentropic Euler equations and then formulate the symmetrized hyperbolic system. In Section 3, we define the analytic spaces and state our main results. The proof of the first theorem relies on Lemma 3.3, which is proved in Section 4 assuming two key estimates on the convection term and the singular term, Lemma 4.1 and 4.2. Section 5 introduces the multivariate Faa di Bruno formula and and contains the proof of Lemma 4.1 and 4.2.

2. Reformulation

We consider the compressible Euler equations describing the motion of an inviscid, isentropic fluid in $\mathbb{R}^3$

$$\begin{align*}
\partial_t \rho + v \cdot \nabla \rho + \rho \nabla \cdot v &= 0, \\
\rho (\partial_t v + v \cdot \nabla v) + \nabla P &= 0,
\end{align*}$$

(2.1)

(2.2)

where $\rho = \rho(t, x) \in \mathbb{R}_+$ is the density, $v = v(t, x) \in \mathbb{R}^3$ is the velocity, and $P = P(t, x) \in \mathbb{R}_+$ is the pressure. To close the system (2.1)–(2.2), we assume that the fluid is barotropic and the equation of state is given in the form

$$\rho = R(P),$$

where $R: \mathbb{R}_+ \to \mathbb{R}_+$ is a smooth function satisfying $\partial R/\partial P > 0$. For instance, in the case of an ideal gaseous fluid,

$$\rho = K P^{1/\gamma},$$

where $K > 0$ is some constant and $\gamma > 1$ is the adiabatic exponent. After some rescalings and change of variables (cf. [MS, A1, JKL1]), we are led to the symmetric hyperbolic system

$$\begin{align*}
a (\partial_t p^\epsilon + v^\epsilon \cdot \nabla p^\epsilon) + \frac{1}{\epsilon} \nabla \cdot v^\epsilon &= 0, \\
r (\partial_t v^\epsilon + v^\epsilon \cdot \nabla v^\epsilon) + \frac{1}{\epsilon} \nabla p^\epsilon &= 0,
\end{align*}$$

(2.3)

(2.4)

where $v^\epsilon = v^\epsilon(t, x) \in \mathbb{R}^3$ is the velocity, $p^\epsilon = p^\epsilon(t, x) \in \mathbb{R}$ is the pressure variation, $\epsilon \in \mathbb{R}_+$ is the Mach number; in agreement with the equation of state for ideal gas, we adopt the assumption that $a$ and $r$ are positive real-analytic functions of the form

$$a = a(\epsilon p^\epsilon), \quad r = r(\epsilon p^\epsilon).$$

(2.5)

Thus we have obtained the symmetrized version of the compressible Euler equations for isentropic fluids in $\mathbb{R}^3$, which reads

$$E (\partial_t u^\epsilon + v^\epsilon \cdot \nabla u^\epsilon) + \frac{1}{\epsilon} L (\partial_x) u^\epsilon = 0,$$

(2.6)

where $u^\epsilon = (p^\epsilon, v^\epsilon)^T$ and

$$E (\epsilon u^\epsilon) = \begin{pmatrix} a(\epsilon p^\epsilon) & 0 \\ 0 & r(\epsilon p^\epsilon) I_3 \end{pmatrix}, \quad L (\partial_x) = \begin{pmatrix} 0 & \text{div} \\ \nabla & 0 \end{pmatrix}. $$

(2.7)

From here on, we focus on the formulation (2.6) in $\mathbb{R}^3$ with initial data $u_0^\epsilon = (p_0^\epsilon, v_0^\epsilon)^T$.

3. The main results

We assume that the initial data $(p_0^\epsilon, v_0^\epsilon)$ satisfies

$$\sum_{m=0}^{\infty} \sum_{|\alpha|=m} \frac{\tau_0^m}{(m-3)!} \| \partial^\alpha (p_0^\epsilon, v_0^\epsilon) \|_{L^2(\mathbb{R}^3)} \leq M_0,$$

(3.1)

where $\tau_0, M_0 > 0$ are fixed constants. For $\tau > 0$, we define the analytic space

$$A(\tau) = \{ u \in C^\infty(\mathbb{R}^3) : \| u \|_{A(\tau)} < \infty \},$$
where
\[ \|u\|_{A(\tau)} = \sum_{m=0}^{\infty} \sum_{|\alpha|=m} \tau(t)^m \|\partial^\alpha u\|_{L^2(\mathbb{R}^3)}. \] (3.2)

We emphasize that, as opposed to \([JKL1, JKL2]\), the norm does not contain time derivative of the velocity. In (3.2) and below, we use the convention that \(n! = 1\) for \(n \in \mathbb{N}\). We define the analyticity radius function as
\[ \tau(t) = \tau_0 - Kt, \] (3.3)
where \(K \geq 1\) is a sufficiently large parameter to be determined below. We shall work on the time interval \([0, T]\) such that
\[ T \leq \frac{\tau_0}{2K}, \] (3.4)

In view of (3.3)–(3.4), we have \(\tau_0/2 \leq \tau(t) \leq \tau_0\) for \(t \in [0, T]\).

The first main theorem provides a uniform in \(\epsilon\) boundedness of the solutions in the analytic norm on a time interval, which is independent of \(\epsilon\).

**Theorem 3.1.** Assume that the initial data \((p_0^\epsilon, v_0^\epsilon)\) satisfy (3.1), where \(\tau_0, M_0 > 0\). Then there exist sufficiently small constants \(\epsilon_0, T_0 > 0\), depending on \(\tau_0\) and \(M_0\), such that the solution \((p^\epsilon, v^\epsilon)\) of (2.6) satisfy the estimate
\[ \|(p^\epsilon, v^\epsilon)(t)\|_{A(\tau)} \leq M, \quad 0 < \epsilon \leq \epsilon_0, \quad t \in [0, T], \] (3.5)
where \(\tau\) is as in (3.3) and \(K\) and \(M\) are sufficiently large constants depending on \(M_0\).

Our second main theorem states that the solution of (2.6) converge to the solution of the stratified incompressible Euler equations
\[ r_0(\partial_t v + v \cdot \nabla v) + \nabla \pi = 0, \] (3.6)
\[ \text{div } v = 0, \] (3.7)
as \(\epsilon \to 0\), where \(r_0 = r(0)\) is as in (2.5).

**Theorem 3.2.** Assume that the initial data \((p_0^\delta, v_0^\delta)\) satisfy (3.1) uniformly for fixed \(\tau_0, M_0 > 0\). Also, suppose that \(v_0^\delta\) converges to \(v_0\) in \(H^3(\mathbb{R}^3)\). Then \((v^\epsilon, p^\epsilon)\) converge to \((v(\text{inc}), 0)\) in \(L^\infty([0, T_0], A(\delta)) \cap L^2([0, T], A(\delta))\), where \(\delta \in (0, \tau_0]\) is a sufficiently small constant and \(v(\text{inc})\) is the solution to (3.6)–(3.7) with initial data \(w_0\), and \(w_0\) is the unique solution of
\[ \text{div } w_0 = 0, \]
\[ \text{curl}(r_0w_0) = \text{curl}(r_0v_0). \]

In order to prove Theorem 3.1, we establish the following a priori estimate of the (modified) velocity.

**Lemma 3.3.** Assume the initial data \((p_0^\epsilon, v_0^\epsilon)\) satisfy (3.1), where \(M_0, \tau_0 > 0\). Then there exist constants \(\epsilon_0, T_0 > 0\), such that for all \(\epsilon \in (0, \epsilon_0)\), the norm
\[ M_\epsilon(T) := \sup_{t \in [0, T]} \|(p^\epsilon(t), v^\epsilon(t))\|_{A(\epsilon(t))} \] (3.8)
satisfies the estimate
\[ M_\epsilon(t) \leq C + CtM_\epsilon(t), \] (3.9)
for \(t \in [0, T_0]\), provided
\[ K \geq Q(M_\epsilon(T)), \] (3.10)
where \(K\) is as in (3.3) and \(Q\) is a nonnegative continuous function.
For the proof of Theorem 3.1 given Lemma 3.3, we refer the reader to [A1, JKL1]. As a consequence of Theorem 3.1, the proof of Theorem 3.2 is analogous to the one in [JKL1, Section 7] by using the interpolation inequality and the Stirling’s formula, and thus we omit further details.

In the rest of the paper, the symbol \( C \) denotes a generic constant depending on \( M_0 \) and \( \tau_0 \), which may vary from inequality to inequality. For simplicity of the notation, we omit the superscript \( \epsilon \), and write \( p \) and \( v \) for \( p^\epsilon \) and \( v^\epsilon \).

**Remark 3.4.** (Boundedness of Sobolev norm) By (3.1) and [A1, Theorem 1.1], the \( H^3 \) norm of \((p^\epsilon, v^\epsilon)\) can be estimated by a constant on a time interval \([0, T']\), where \( T' > 0 \) depends only on \( \tau_0 \) and \( M_0 \). In particular, if \( F \) is a smooth function of \( u^\epsilon = (p^\epsilon, v^\epsilon) \), then there exists constant \( C > 0 \) depending on \( F \), such that

\[
\| F(u^\epsilon) \|_{L^\infty_t} \leq C, \quad t \in [0, T'], \quad \epsilon \in (0, 1].
\]

From here on, we shall work on the time interval \([0, T] \) where \( T \in [0, T'] \).

**Remark 3.5.** (Mach limit in a Gevrey norm) Assume that the initial data is Gevrey regular, we may generalize Theorem 3.1 and 3.2 to the Gevrey norms by showing uniform boundedness of the solution and convergence in Gevrey spaces.

The proofs of Remark 3.5 are analogous to those in [JKL1, Section 9], and thus we omit the details.

### 4. Proof of Lemma 3.3

In this section we prove Lemma 3.3 and thus complete the proof of Theorem 3.1. Since the matrix \( E \) is symmetric positive definite, we may rewrite the equation (2.6) as

\[
\partial_t u + v \cdot \nabla u + \frac{1}{\epsilon} E^{-1} L(\partial_x) u = 0.
\]  

(4.1)

Fix \( m \in \mathbb{N}_0 \) and \( \alpha \in \mathbb{N}_0^n \) with \( |\alpha| = m \). We apply \( \partial^\alpha \) to the equation (4.1) to obtain

\[
\partial_t \partial^\alpha u + v \cdot \nabla \partial^\alpha u + \frac{1}{\epsilon} E^{-1} L(\partial_x) \partial^\alpha u = F_\alpha,
\]

(4.2)

where

\[
F_\alpha = [v \cdot \nabla, \partial^\alpha] u + \frac{1}{\epsilon} [E^{-1} L(\partial_x), \partial^\alpha] u.
\]

Taking the \( L^2 \)-inner product of (4.2) with \( \partial^\alpha u \) and using the Cauchy-Schwarz and Hölder inequalities, we obtain

\[
\frac{1}{2} \frac{d}{dt} \| \partial^\alpha u \|_{L^2}^2 + \frac{1}{\epsilon} \langle E^{-1} L(\partial_x) \partial^\alpha u, \partial^\alpha u \rangle \leq C \| \nabla v \|_{L^\infty_t} \| \partial^\alpha u \|_{L^2}^2 + C \| F_\alpha \|_{L^2} \| \partial^\alpha u \|_{L^2},
\]

(4.3)

where \( \langle \cdot, \cdot \rangle \) denotes the scalar product in \( L^2 \). The second term on the left side can be rewritten as

\[
\frac{1}{\epsilon} \langle E^{-1} L(\partial_x) \partial^\alpha u, \partial^\alpha u \rangle = \frac{1}{\epsilon} \langle (L(\partial_x) E^{-1/2} \partial^\alpha u, E^{-1/2} \partial^\alpha u) \rangle - \frac{1}{\epsilon} \langle [L(\partial_x), E^{-1/2}] \partial^\alpha u, E^{-1/2} \partial^\alpha u \rangle.
\]

(4.4)

Since the operator \( L(\partial_x) \) is formally skew-adjoint, the first term on the right side of (4.4) is cancelled out. For the second term on the right side of (4.4), using the product rule and chain rule, it suffices to estimate the lower-order terms. Note that the matrix \( E \) depends on \( cu \), the factor \( 1/\epsilon \) is cancelled out. From (4.3)–(4.4), we use the Hölder inequality and Remark 3.4 to get

\[
\frac{d}{dt} \| \partial^\alpha u \|_{L^2} \leq C \| \partial^\alpha u \|_{L^2} + C \| F_\alpha \|_{L^2}.
\]

Summing over \( |\alpha| = m \), we arrive at

\[
\frac{d}{dt} \sum_{|\alpha|=m} \| \partial^\alpha u \|_{L^2} \leq C \sum_{|\alpha|=m} \| F_\alpha \|_{L^2} + C \sum_{|\alpha|=m} \| \partial^\alpha u \|_{L^2}.
\]

(4.5)
Denote the dissipative analytic norm by

$$\| u \|_{A(\tau)} = \sum_{m=1}^{\infty} \sum_{|\alpha|=m} \frac{m!}{(m-3)!} \| \partial^\alpha u \|_{L^2}.$$  

Using the above notation and (3.2), the estimate (4.5) implies that

$$\frac{d}{dt} \| u \|_{A(\tau)} = \dot{\tau} \| u \|_{A(\tau)} + \sum_{m=0}^{\infty} \sum_{|\alpha|=m} \frac{\tau^m}{(m-3)!} \frac{d}{dt} \| \partial^\alpha u \|_{L^2} \leq \dot{\tau} \| u \|_{A(\tau)} + C \| u \|_{A(\tau)} + I_1 + I_2,$$  

where

$$I_1 = C \sum_{m=1}^{\infty} \sum_{|\alpha|=m} \frac{\tau^m}{(m-3)!} \| [v \cdot \nabla, \partial^\alpha] u \|_{L^2},$$  

and

$$I_2 = \frac{C}{\epsilon} \sum_{m=1}^{\infty} \sum_{|\alpha|=m} \frac{\tau^m}{(m-3)!} \| [E^{-1}L(\partial_x), \partial^\alpha] u \|_{L^2}.$$  

In order to estimate $I_1$, we use the following lemma, the proof of which is given in Section 5 below.

**Lemma 4.1.** There exists a constant $T_0 > 0$, depending on $\tau_0$ and $M_0$, such that

$$I_1 \leq C \| u \|_{A(\tau)} \| u \|_{A(\tau)}, \quad \epsilon \in (0,1], \quad t \in [0,T_0], \quad (4.9)$$

for some constant $C > 0$.

The following lemma, the proof of which is given in Section 5 below, shall be used to estimate $I_2$.

**Lemma 4.2.** There exist sufficiently small constants $\epsilon_0, T_0 > 0$, depending on $\tau_0$ and $M_0$ such that

$$I_2 \leq C \| u \|_{A(\tau)} + C \| u \|_{A(\tau)} \| u \|_{A(\tau)}, \quad \epsilon \in (0,\epsilon_0], \quad t \in [0,T_0], \quad (4.10)$$

for some constant $C > 0$.

It follows from (4.6)–(4.8) and Lemmas 4.1 and 4.2 that

$$\frac{d}{dt} \| u \|_{A(\tau)} \leq \| u \|_{A(\tau)} (\dot{\tau} + C \| u \|_{A(\tau)} + C) + C \| u \|_{A(\tau)}, \quad \epsilon \in (0,\epsilon_0], \quad t \in [0,T_0], \quad (4.11)$$

for some constant $C > 0$. Now, assume that the radius $\tau(t)$ decreases sufficiently fast so that the factor next to $\| u \|_{A(\tau)}$ is less than or equal to 0, namely,

$$K \geq Q(M_\epsilon(T)),$$

for some nonnegative continuous function $Q$. Integrating (4.11) in time from 0 to $t$, we get

$$\| u(t) \|_{A(\tau)} \leq C + CtM_\epsilon(t).$$

Thus, the proof of Lemma 3.3 is concluded.

### 5. Commutator estimates

Before we prove Lemma 4.1 and 4.2, we introduce the multivariate Faa di Bruno formula which shall be used throughout this section. For multi-indices $\alpha, \beta \in \mathbb{N}_0^3$ where $\alpha = (\alpha_1, \alpha_2, \alpha_3)$ and $\beta = (\beta_1, \beta_2, \beta_3)$, we introduce a linear order on $\mathbb{N}_0^3$ by writing $\alpha < \beta$ provided one of the following holds:

(i) $|\alpha| < |\beta|$;
(ii) $|\alpha| = |\beta|$ and $\alpha_1 < \beta_1$;
(iii) $|\alpha| = |\beta|$, $\alpha_1 = \beta_1, \ldots, \alpha_k = \beta_k$ and $\alpha_{k+1} < \beta_{k+1}$ for some $1 \leq k < 3$.  


We write
\[ x^\alpha = x_1^{\alpha_1}x_2^{\alpha_2}x_3^{\alpha_3}, \]
where \( x = (x_1, x_2, x_3) \in \mathbb{R}^3 \). With the above notations, we recall [CS, Theorem 2.1].

**Lemma 5.1.** (Multivariate Faa di Bruno) Let \( g: \mathbb{R}^3 \to \mathbb{R} \) be a scalar function, that is smooth in a neighborhood of some point \( x_0 \in \mathbb{R}^3 \). Let \( h: \mathbb{R} \to \mathbb{R} \) be a scalar function, smooth in a neighborhood of \( y_0 = g(x_0) \). Define \( f(x) = h(g(x)) \). Then for any \( \beta \in \mathbb{N}_0^3 \) with \( |\beta| \geq 1 \), we have
\[
\partial^\beta f(x_0) = \sum_{i=1}^{|eta|} h^{(i)}(y_0) \sum_{s=1}^{|eta|} \sum_{\gamma \in P_s(i, \beta)} \beta! \prod_{l=1}^{s} \frac{(\partial^{\lambda_l} g(x_0))^{k_l}}{k_l!\lambda_l!^{k_l}},
\]
where
\[
P_s(i, \beta) = \{(k_1, \ldots, k_s; \lambda_1, \ldots, \lambda_s) \in \mathbb{N} \times \ldots \times \mathbb{N}^3 \times \ldots \times \mathbb{N}_0^3 : 0 < \lambda_1 < \cdots < \lambda_s, \sum_{l=1}^{s} k_l = i \text{ and } \sum_{l=1}^{s} k_l \lambda_l = \beta \}. \tag{5.2}
\]

The next lemma provides a multivariate Faa di Bruno formula for power series, which is needed in the proof of Lemma 4.2.

**Lemma 5.2.** (Power series Faa di Bruno) Suppose
\[
\phi(x) = \sum_{n=0}^{\infty} a_n x^n, \quad x \in \mathbb{R},
\]
where \( a_n \in \mathbb{R} \) for all \( n \in \mathbb{N}_0 \), and
\[ \psi(x) = \sum_{\beta \in \mathbb{N}_0^3} b_\beta x^\beta, \quad x \in \mathbb{R}^3, \]
where \( b_\beta \in \mathbb{R} \) for \( \beta \in \mathbb{N}_0^3 \) with \( |\beta| \geq 1 \). Then the composition \( \phi(\psi(x)) \) is a power series and can be written as
\[ \phi(\psi(x)) = \sum_{\beta \in \mathbb{N}_0^3} c_\beta x^\beta, \quad x \in \mathbb{R}^3, \]
where \( c_{(0,0,0)} = a_0 \) and
\[
c_\beta = \sum_{i=1}^{|eta|} \sum_{s=1}^{|eta|} \sum_{\gamma \in P_s(i, \beta)} \left( \frac{i}{k_1, \ldots, k_s} \right) a_i \prod_{l=1}^{s} \frac{b_{k_l}}{\lambda_l!^{k_l}}, \tag{5.3}
\]
for \( \beta \in \mathbb{N}_0^3 \) with \( |\beta| \geq 1 \).

**Proof of Lemma 5.2.** The composition \( \phi(\psi(x)) \) is a formal power series and thus we assume that
\[
\phi(\psi(x)) = \sum_{\beta \in \mathbb{N}_0^3} d_\beta x^\beta, \quad x \in \mathbb{R}^3, \tag{5.4}
\]
where \( d_\beta \in \mathbb{R} \) with \( \beta \in \mathbb{N}_0^3 \). For the constant term of (5.4) we have \( d_{(0,0,0)} = a_0 \). Fix \( \beta \in \mathbb{N}_0^3 \) where \( |\beta| \geq 1 \). We apply \( \partial^\beta \) to (5.4) on both sides and evaluate at \( x = 0 \), obtaining
\[
\partial^\beta(\phi(\psi(x)))|_{x=0} = \beta! d_\beta. \tag{5.5}
\]
On the other hand, using Lemma 5.1, we arrive at
\[
\partial^\beta(\phi(\psi(x)))|_{x=0} = \sum_{i=1}^{|eta|} \sum_{s=1}^{|eta|} \sum_{\gamma \in P_s(i, \beta)} \phi^{(i)}(\psi(0))^{\beta'} \prod_{l=1}^{s} \frac{(\partial^{\lambda_l} \psi(0))^{k_l}}{k_l!\lambda_l!^{k_l}} = \sum_{i=1}^{|eta|} \sum_{s=1}^{|eta|} \sum_{\gamma \in P_s(i, \beta)} i! a_i \beta! \prod_{l=1}^{s} \frac{\lambda_l!^{k_l} b_{k_l}}{k_l!\lambda_l!^{k_l}}. \tag{5.6}
\]
Combining (5.4)–(5.6), we obtain (5.3) and thus conclude the proof of Lemma 5.2. \( \square \)
Proof of Lemma 4.1. Using the Leibniz rule, we obtain
\[
I_1 \leq C \sum_{m=1}^{\infty} \sum_{j=1}^{m} \sum_{|\alpha|=m} \sum_{|\beta|=j, \beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \frac{\tau^m}{(m-3)!} \| \partial^\beta v \cdot \nabla \partial^\alpha - \beta u \|_{L^2} = \sum_{m=1}^{\infty} \sum_{j=1}^{m} I_{m,j}, \tag{5.7}
\]
where
\[
I_{m,j} = C \sum_{|\alpha|=m} \sum_{|\beta|=j} \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \frac{\tau^m}{(m-3)!} \| \partial^\beta v \cdot \nabla \partial^\alpha - \beta u \|_{L^2}.
\]
We split the right side of (5.7) according to low and high values of \( j \). We claim that there exists a constant \( C > 0 \) such that
\[
\sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} I_{m,j} \leq C \| u \|_{A(\tau)} \| u \|_{\tilde{A}(\tau)} \tag{5.8}
\]
and
\[
\sum_{m=1}^{\infty} \sum_{j=\lceil m/2 \rceil+1}^{m} I_{m,j} \leq C \| u \|_{A(\tau)} \| u \|_{\tilde{A}(\tau)}. \tag{5.9}
\]
Proof of (5.8): Using Hölder and Sobolev inequalities we get
\[
\sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} I_{m,j} \leq C \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \sum_{|\alpha|=m} \sum_{|\beta|=j} \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \frac{\tau^m}{(m-3)!} \| \partial^\beta v \|_{L^2}^{1/4} \| D^2 \partial^\beta v \|_{L^2}^{3/4} \| \nabla \partial^\alpha - \beta u \|_{L^2}
\leq C \tau^{-3/2} \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \sum_{|\alpha|=m} \sum_{|\beta|=j} \sum_{\beta \leq \alpha} \left( \frac{(m-j+1)\tau^{m-j}}{(m-j-2)!} \| \nabla \partial^\alpha - \beta u \|_{L^2} \right)
\times \left( \frac{\tau^j}{(j-3)!} \| \partial^\beta v \|_{L^2} \right)^{1/4} \left( \frac{\tau^{j+2}}{(j-1)!} \| D^2 \partial^\beta v \|_{L^2} \right)^{3/4} \mathcal{A}_{m,j,\alpha,\beta}, \tag{5.10}
\]
where
\[
\mathcal{A}_{m,j,\alpha,\beta} = \left( \frac{\alpha}{\beta} \right) \frac{(j-3)^{1/4}(j-1)^{3/4}(m-j-2)!}{(m-j+1)(m-3)!}.
\]
Recall the combinatorial inequality
\[
\left( \frac{\alpha}{\beta} \right) \leq \left( \frac{|\alpha|}{|\beta|} \right), \tag{5.12}
\]
which implies
\[
\mathcal{A}_{m,j,\alpha,\beta} \leq \frac{m!}{j!(m-j)!} \frac{(j-3)^{1/4}(j-1)^{3/4}(m-j-2)!}{(m-j+1)(m-3)!} \leq \frac{C m^3}{(m-j)^3} \leq C, \tag{5.13}
\]
since \( j \leq [m/2] \). Using
\[
\sum_{|\alpha|=m} \sum_{\beta \leq \alpha} x_\beta y_{\alpha-\beta} = \left( \sum_{|\beta|=j} x_\beta \right) \left( \sum_{|\gamma|=m-j} y_\gamma \right). \tag{5.14}
\]
from [KV, Lemma 4.2], together with (5.10)–(5.13) and the discrete Hölder inequality, we obtain

\[
\sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} I_{m,j} \leq C \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \left( \sum_{|\beta|=j} \frac{\tau^j}{(j-3)!} \|D^\beta v\|_{L^2}^2 \right)^{1/4} \left( \sum_{|\beta|=j} \frac{\tau^{j+2}}{(j-1)!} \|D^2 D^\beta v\|_{L^2}^2 \right)^{3/4} \\
\times \left( \sum_{|\gamma|=m-j} \frac{(m-j+1)^{j-2}}{(m-j-2)!} \|\partial^\gamma \nabla u\|_{L^2} \right)^{1/4} \leq C\|u\|_{A(\tau)} \|\tilde{A}(\tau)\|,
\]

(5.15)

where the last inequality follows from the discrete Young inequality.

Proof of (5.9): We reverse the roles of \(j\) and \(m-j\) and proceed as in (5.10), obtaining

\[
\sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]+1} I_{m,j} \leq C \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]+1} \left( \alpha \right) \left( \frac{\tau^m}{(m-3)!} \right) \left( \frac{\tau^{m-j+2}}{(j-3)!} \right) \left( \frac{(m-j+1)^{j-2}}{(m-j-2)!} \right) \|\partial^\beta u\|_{L^2} \leq C\|u\|_{A(\tau)} \|\tilde{A}(\tau)\|,
\]

(5.16)

where

\[
B_{m,j,\alpha,\beta} = \left( \alpha \right) \left( \frac{\tau^m}{(m-3)!} \right) \left( \frac{\tau^{m-j+2}}{(j-3)!} \right) \left( \frac{(m-j+1)^{j-2}}{(m-j-2)!} \right) \|\partial^\beta u\|_{L^2}.
\]

Using (5.12), we get

\[
B_{m,j,\alpha,\beta} \leq \frac{m!}{j!(m-j)!} \frac{(m-j+1)^{j-2}}{(m-j+3)!} \leq C\frac{m^3}{j^3} \leq C,
\]

(5.17)

since \(j \geq [m/2] + 1\). We combine (5.16)–(5.17) and proceed as in (5.15), obtaining

\[
\sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]+1} I_{m,j} \leq C\|u\|_{A(\tau)} \|\tilde{A}(\tau)\|.
\]

Combining (5.7)–(5.9), we conclude the proof of Lemma 4.1. \(\square\)

PROOF OF LEMMA 4.2. Using the Leibniz rule, we obtain

\[
I_2 \leq \frac{C}{c} \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \sum_{|\alpha|=m} \sum_{|\beta|=j} \sum_{|\gamma|=m-j} \left( \alpha \right) \left( \frac{\tau^m}{(m-3)!} \right) \left( \frac{\tau^j}{(j-3)!} \right) \left( \frac{\tau^{m-j}}{(m-j-2)!} \right) \left( \frac{(m-j+1)^{j-2}}{(m-j-3)!} \right) \left( \frac{(m-j+1)^{j-2}}{(m-j-2)!} \right) \|\partial^\beta E^{-1} \nabla^\alpha u\|_{L^2}.
\]

(5.18)

We denote the non-trivial element of the matrix \(E^{-1}(x)\) by \(h(x)\). Using Lemma 5.1, we arrive at

\[
I_2 \leq C \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \sum_{i=1}^{j} \sum_{|\alpha|=m} \sum_{|\beta|=j} \sum_{|\gamma|=m-j} \sum_{k=1}^{m} \left( \alpha \right) \left( \frac{\tau^m}{(m-3)!} \right) \left( \frac{\tau^j}{(j-3)!} \right) \|h^{(i)}(e u)\| \left( \prod_{l=1}^{k} \frac{(\partial^\lambda l)^{k_l}}{k_l!} \right) \|\partial^\gamma E^{-1} \nabla^\alpha u\|_{L^2}
\]

(5.19)

\[
= \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} J_{m,j},
\]
such that
\[ C_m,j = C \sum_{i=1}^{j} \sum_{s=1}^{j} \sum_{|\alpha|=m} \sum_{|\beta|=j,\beta \leq \alpha} P_{s,\alpha}(i,\beta) \left( \frac{\alpha}{\beta} \right)^{i-1} \frac{\tau^m_{\beta}}{(m-3)!} \| h(i) (\epsilon u) \| \left( \prod_{l=1}^{s} \frac{\partial^{\lambda_l} p}{k_l!^{\lambda_l}} \right) \| \nabla \partial^{3-i-\beta} u \| L^2. \]

We split the far right side of (5.19) according to the low and high values of \( j \). We claim that there exists a constant \( C > 0 \) such that
\[
\sum_{m=1}^{\infty} \sum_{j=1}^{\lfloor m/2 \rfloor} J_{m,j} \leq C \| u \| \Lambda(\tau) + C \| u \| \Lambda(\tau) \| u \| \Lambda(\tau) \]  
(5.20)
and
\[
\sum_{m=1}^{\infty} \sum_{j=\lfloor m/2 \rfloor + 1}^{m} J_{m,j} \leq C \| u \| \Lambda(\tau) \| u \| \Lambda(\tau). \]  
(5.21)

Proof of (5.20): Using Hölder and Sobolev inequalities, we arrive at
\[
J_{m,j} \leq C \sum_{i=1}^{j} \sum_{s=1}^{j} \sum_{|\alpha|=m} \sum_{|\beta|=j,\beta \leq \alpha} \frac{C^i}{P_{s,\alpha}(i,\beta)} \left( \frac{\alpha}{\beta} \right)^{i-1} \frac{\tau^m_{\beta}}{(m-3)!} \| \nabla \partial^{3-i-\beta} u \| L^2 \| h(i) (\epsilon u) \| L^{\infty} \times \prod_{l=1}^{s} \frac{1}{k_l!^{\lambda_l}} \| D^2 \partial^{\lambda_l} p \| L^{2^{3k_i/4}} \| \partial^{\lambda_l} p \| L^{2^{k_i/4}} \leq C \sum_{i=1}^{j} \sum_{s=1}^{j} \sum_{|\alpha|=m} \sum_{|\beta|=j,\beta \leq \alpha} C^i \left( \frac{\alpha}{\beta} \right)^{i-1} \frac{\tau^m_{\beta}}{(m-3)!} \frac{\eta^{i-\beta}}{(i-3)!} \| \nabla \partial^{3-i-\beta} u \| L^2 \right) \times \left( \prod_{l=1}^{s} \frac{(\tau^{\lambda_l} + 2)}{(|\lambda_l| - 1)!} \| D^2 \partial^{\lambda_l} p \| L^{2} \right)^{3k_i/4} \times \prod_{l=1}^{s} \left( \frac{\tau^{\lambda_l}}{|\lambda_l| - 3)!} \| \partial^{\lambda_l} p \| L^{2} \right)^{k_l/4}, \]  
(5.22)
where \( \eta \in (0, 1] \) is some constant to be determined below and
\[
C_{m,j,i,s} \left( \frac{\alpha}{\beta} \right)^{(i-3)!} \frac{\eta^{i-\beta}}{(i-3)!} \frac{(m-j-2)!}{(m-3)!} \prod_{l=1}^{s} \frac{(|\lambda_l| - 1)!^{3k_i/4}(|\lambda_l| - 3)!^{k_l/4}}{k_l!^{\lambda_l}} \]  
(5.23)
For \( \beta, \beta_1, \ldots, \beta_k \in \mathbb{N}_0^3 \) and \( k \in \mathbb{N} \), using (5.12) and induction, we obtain
\[
\beta \leq \left( |\beta_1|, |\beta_2|, \ldots, |\beta_k| \right), \]  
(5.24)
where
\[
\beta = \sum_{i=1}^{k} \beta_i. \]
From (5.23)–(5.24) we arrive at
\[
C_{m,j,i,s} \leq \frac{C m^3}{\eta^i} \frac{(m-j-2)!}{(m-3)!} \frac{(m-j-1)!^{3k_i/4}(|\lambda_l| - 3)!^{k_l/4}}{k_l!^{\lambda_l}} \leq \frac{C m^3}{\eta^i} \frac{(m-j-1)!^{3k_i/4}(|\lambda_l| - 3)!^{k_l/4}}{k_l!^{\lambda_l}}, \]  
(5.25)
since \( j \leq \lfloor m/2 \rfloor \). Recall that \( h(x) \) is an analytic function. Thus, for any fixed \( \zeta > 0 \), there exists a constant \( \eta \in (0, 1] \) such that
\[
\| D^i h(x) \| L^{\infty} \leq \frac{C(i-3)!}{\eta^i}, \quad |x| \leq \zeta, \quad i \in \mathbb{N}_0, \]  
(5.26)
for some constant $C > 0$. It follows from Remark 3.4 that
\[
\|D^i h(\epsilon u)\|_{L^\infty} \leq \frac{C(i - 3)!}{\eta^i}, \quad x \in \mathbb{R}^3, \quad i \in \mathbb{N}_0,
\] (5.27)

by choosing $\epsilon \leq \zeta / CM_\nu(T)$. Combining (5.22), (5.25), and (5.27), together with splitting the low and high values of $i$, we obtain
\[
\sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} J_{m,j}
\leq C \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \sum_{i=2}^j \sum_{s=1}^j \sum_{|\alpha| = m} P_s(i, \beta) \left( \sum_{k_1, \ldots, k_s} \left( \frac{(m - j + 1)\tau^{m-j}}{(m-j-2)!} \right)^{i/4} \right)
\times \frac{C^i \epsilon^{i/2}}{\eta^i \tau^{3/2}} \prod_{l=1}^s \left( \frac{\tau^{|\lambda_l|+2}}{(|\lambda_l| - 1)!} \right)^{\frac{3k_l}{4}} \left( \frac{\tau^{|\lambda_l|}}{(|\lambda_l| - 3)!} \right)^{\frac{k_l}{4}}
\] (5.28)
\[
\phantom{\leq C \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \sum_{i=2}^j \sum_{s=1}^j \sum_{|\alpha| = m} P_s(i, \beta) \left( \sum_{k_1, \ldots, k_s} \left( \frac{(m - j + 1)\tau^{m-j}}{(m-j-2)!} \right)^{i/4} \right)}
+ \frac{C}{\eta^3 / \tau^{3/2}} \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \sum_{i=2}^j \sum_{s=1}^j \sum_{|\alpha| = m} P_s(i, \beta) \left( \sum_{k_1, \ldots, k_s} \left( \frac{(m - j + 1)\tau^{m-j}}{(m-j-2)!} \right)^{i/4} \right)
\times \left( \frac{\tau^j}{(j-1)!} \right)^{3/4} \left( \frac{\tau^j}{(j-3)!} \right)^{1/4}
\] = $J_1 + J_2$,

where the inequality follows from
\[
P_s(1, \beta) = \begin{cases} \{(1; \beta)\}, & s = 1; \\ \emptyset, & s \geq 2. \end{cases}
\]

For the term $J_1$, we set the power series
\[
\phi(x) = \sum_{n=2}^{\infty} (C \epsilon^{1/2} \eta^{-1} \tau^{-3/2})^n x^n, \quad x \in \mathbb{R}
\]
and
\[
\psi(x) = \sum_{\beta \in \mathbb{N}_0^3, |\beta| \geq 1} b_\beta x^\beta, \quad x \in \mathbb{R}^3,
\]
where
\[
b_\beta = \left( \frac{\tau^{|\beta|+2}}{(|\beta| - 1)!} \right)^{3/4} \left( \frac{\tau^{|\beta|}}{(|\beta| - 3)!} \right) \left( \frac{\tau^{|\beta|+2}}{(|\beta| - 1)!} \right)^{1/4}
\] (5.29)

for $\beta \in \mathbb{N}_0^3$ with $|\beta| \geq 1$. It follows from Lemma 5.2 that
\[
\sum_{n=2}^{\infty} (C \epsilon^{1/2} \eta^{-1} \tau^{-3/2})^n \left( \sum_{\beta \in \mathbb{N}_0^3, |\beta| \geq 1} b_\beta x^\beta \right)^n = \sum_{\beta \in \mathbb{N}_0^3, |\beta| \geq 1} e_\beta x^\beta, \quad x \in \mathbb{R}^3,
\] (5.30)

where
\[
e_\beta = \sum_{i=2}^{[|\beta|/2]} \sum_{s=1}^i \sum_{P_s(i, \beta)} (C \epsilon^{1/2} \eta^{-1} \tau^{-3/2})^i \left( \sum_{k_1, \ldots, k_s} \left( \frac{\tau^{|\lambda_l|+2}}{(|\lambda_l| - 1)!} \right)^{i/4} \right)^{3k_l/4}
\times \left( \frac{\tau^{|\lambda_l|}}{(|\lambda_l| - 3)!} \right)^{1/4}
\] (5.31)
for $\beta \in \mathbb{N}_0^n$ with $|\beta| \geq 1$. From (5.14), (5.28), and (5.31), we arrive at

$$
J_1 \leq C \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \sum_{|\alpha|=m, |\beta|=j, \beta \leq \alpha} \sum_{|\gamma|=m-j} \frac{(m-j+1)^{\tau m-j}}{(m-j-2)!} \frac{(m-j+1)^{\tau m-j}}{(m-j-2)!} \mathop{\|\nabla \partial^\beta u\|}_L^2 e_\beta
$$

$$
\leq C \sum_{m=1}^{\infty} \sum_{j=1}^{[m/2]} \left( \sum_{|\beta|=j} e_\beta \right) \left( \sum_{|\gamma|=m-j} \frac{(m-j+1)^{\tau m-j}}{(m-j-2)!} \mathop{\|\nabla \partial^\gamma u\|}_L^2 \right)
$$

(5.32)

$$
\leq C \|u\|_{\tilde{A}(\tau)} \sum_{n=2}^{\infty} \left( Ce^{1/2} \eta^{-1/2} \sum_{|\beta|=n} t_{\beta} \right)^n,
$$

where the last inequality follows from (5.30) with $x = (1, 1, 1)$. Note that from (5.29) and the discrete Young inequality, we have

$$
\sum_{\beta \in \mathbb{N}_0^n, |\beta| \geq 1} t_{\beta} \leq C \|u\|_{A(\tau)}.
$$

(5.33)

Choosing $\epsilon \leq \eta^2 \tau^3 / CM_x(T)^2$ and combining (5.32)–(5.33), we arrive at

$$
J_1 \leq C \|u\|_{\tilde{A}(\tau)}.
$$

(5.34)

For the term $J_2$, we proceed as in (5.10)–(5.15) to get

$$
J_2 \leq C \|u\|_{A(\tau)} \|u\|_{\tilde{A}(\tau)}.
$$

(5.35)

Combining (5.28) and (5.34)–(5.35), we conclude the proof of (5.20).

Proof of (5.21): Using Hölder and Sobolev inequalities, together with (5.24), we arrive at

$$
J_{m,j} \leq C \sum_{i=1}^j \sum_{s=1}^j \sum_{|\alpha|=m, |\beta|=j, \beta \leq \alpha} \sum_{|\lambda|=i} \sum_{|\eta|=s} C^s \left( \sum_{\beta \leq \alpha} \frac{e^{i-1} \tau^m |\beta|!}{(m-3)! k_s! |x_s|! k_s!} \|h^{(i)}(\epsilon u)\|_L^\infty \right)
$$

$$
\times \left( \prod_{l=1}^{s-1} \frac{1}{k_l! |\lambda_l|! k_l!} \mathop{\|D^2 \partial^\lambda \partial^\eta p\|}_{L^2}^{3(k_s-1)!/4} \mathop{\|D^3 \partial^\lambda \partial^\eta p\|}_{L^2}^{3(k_s-1)!/4} \mathop{\|\nabla \partial^\beta u\|}_L^2 \right)^{1/2}
$$

(5.36)

$$
\times \left( \prod_{l=1}^{s-1} \frac{\tau^{|\lambda_l|} 3^{k_s}}{(|\lambda_l| - 3)!} \mathop{\|D^3 \partial^\lambda \partial^\eta p\|}_{L^2}^{3(k_s-1)!/4} \mathop{\|\nabla \partial^\beta u\|}_L^2 \right)
$$

$$
\times \left( \frac{(m-j+3)^{\tau m-j+2}}{(m-j)!} \mathop{\|\nabla \partial^\beta u\|}_L^2 \right)^{3/4}
$$

$$
\times \left( \frac{(m-j+1)^{\tau m-j}}{(m-j+2)!} \mathop{\|\nabla \partial^\beta u\|}_L^2 \right)^{1/4} \mathcal{D}_{m,j,i,s},
$$

where

$$
\mathcal{D}_{m,j,i,s} = \left( \frac{\alpha}{\beta} \right) \frac{(i-3)! (m-j-3)! (m-j+3)! |\lambda|! |\lambda|! |\lambda|!} {k_s! |x_s|! k_s!}
$$

$$
\times \left( \prod_{l=1}^{s-1} \frac{\tau^{|\lambda_l|} 3^{k_s}}{(|\lambda_l| - 3)!} \mathop{\|D^2 \partial^\lambda \partial^\eta p\|}_{L^2}^{3(k_s-1)!/4} \mathop{\|\nabla \partial^\beta u\|}_L^2 \right)
$$

$$
\times \frac{|\lambda|! - 1)!^{3(k_s-1)!/4} |\lambda|! |\lambda|!} {k_s! |x_s|! k_s!}.
$$
Using (5.12), we arrive at
\[
\mathcal{D}_{m,j,i,s} \leq C \left( \frac{i}{k_1, \ldots, k_s} \right) \frac{m!|\lambda_s| - 3)!}{(m - 3)!|\lambda_s|!} \leq C \left( \frac{i}{k_1, \ldots, k_s} \right) \frac{m^3}{|\lambda_s|^3}.
\]
Note that from (5.2) we get
\[
|\beta| = \sum_{l=1}^s k_l|\lambda_l| \leq |\lambda_s| \sum_{l=1}^s k_l = i|\lambda_s|,
\]
from where
\[
\mathcal{D}_{m,j,i,s} \leq C \left( \frac{i}{k_1, \ldots, k_s} \right) \frac{m^3|\beta|^3}{|\beta|^3} \leq C \left( \frac{i}{k_1, \ldots, k_s} \right) \epsilon^3,
\]
(5.37)
since \(|\beta| = j \geq [m/2] + 1\). From (5.27) and (5.36)–(5.37), we obtain
\[
\sum_{m=1}^\infty \sum_{j=[m/2]+1}^m \sum_{j=1}^m \sum_{s=2}^j \sum_{s=1}^m \frac{C^i \epsilon^{j/2}}{\eta^j \tau^{3s/2}} \left( \frac{i}{k_1, \ldots, k_s} \right) 
\times \left( \frac{(m - j + 1)\tau^{m-j}}{(m - j)!} \|\nabla \partial^{\alpha - \beta} u\|_{L^2} \right)^{1/4} 
\times \left( \frac{(m - j + 3)\tau^{m-j+2}}{(m - j)!} \|D^2 \nabla \partial^{\alpha - \beta} u\|_{L^2} \right)^{3/4} 
\times \prod_{l=1}^s \left( \frac{\tau^{3 \beta_l}}{(|\lambda_l| - 1)!} \|D^2 \partial^{\lambda_l} p\|_{L^2} \right)^{3k_l/4} 
\times \left( \frac{\tau^{3 \beta_l}}{(|\lambda_l| - 1)!} \|\partial^{\lambda_l} p\|_{L^2} \right)^{(k_l-1)/4} 
\times \left( \frac{(m - j + 1)\tau^{m-j}}{(m - j)!} \|\nabla \partial^{\alpha - \beta} u\|_{L^2} \right)^{1/4} 
\times \left( \frac{(m - j + 3)\tau^{m-j+2}}{(m - j)!} \|D^2 \nabla \partial^{\alpha - \beta} u\|_{L^2} \right)^{3/4}
\]
(5.38)

\[= J_3 + J_4.\]

For the term \(J_3\), we use the change of variable \(i' = i - 1\) to get
\[
J_3 \leq C \sum_{m=1}^\infty \sum_{j=[m/2]+1}^m \sum_{s=2}^j \sum_{s=1}^m \frac{|\beta - \omega| |\beta - \omega|}{\eta^{i'+1} \tau^{3(i'+1)/2}} \left( \frac{i'}{k_1', \ldots, k_s'} \right) 
\times \left( \frac{(m - j + 1)\tau^{m-j}}{(m - j)!} \|\nabla \partial^{\alpha - \beta} u\|_{L^2} \right)^{1/4} 
\times \left( \frac{(m - j + 3)\tau^{m-j+2}}{(m - j)!} \|D^2 \nabla \partial^{\alpha - \beta} u\|_{L^2} \right)^{3/4} 
\times \prod_{l=1}^s \left( \frac{\tau^{3 \beta_l}}{(|\lambda_l| - 1)!} \|D^2 \partial^{\lambda_l} p\|_{L^2} \right)^{3k_l/4} 
\times \left( \frac{\tau^{3 \beta_l}}{(|\lambda_l| - 1)!} \|\partial^{\lambda_l} p\|_{L^2} \right)^{(k_l-1)/4},
\]
(5.39)
where the element of $P_n(\iota', \beta - \omega)$ is denoted by $(k'_1, \ldots, k'_s; \lambda_1, \ldots, \lambda_s)$. Fix $m, j, k \in \mathbb{N}_0$ with $k \leq j \leq m$. Using (5.14) we get

$$
\sum_{|\alpha|=m} \sum_{\beta \leq \alpha, |\beta|=j} \sum_{\omega = \beta - \omega} x_{\omega} y_{\alpha - \beta} z_{\beta - \omega} = \left( \sum_{|\alpha|=m} x_\gamma \right) \left( \sum_{|\gamma|=m-j} y_\gamma \right) \left( \sum_{|\gamma|=j-k} z_\gamma \right). \tag{5.40}
$$

From (5.39)–(5.40), we proceed as in (5.28)–(5.34) to get

$$
J_3 \leq C \sum_{m=1}^{\infty} \sum_{j=[m/2]+1}^{m} \sum_{k=1}^{j} \left( \sum_{|\gamma|=m-j} C \left( \sum_{|\gamma|=k} \left( \frac{\tau^{k}}{(k-3)!} \|\partial^{\gamma} p\|_{L^2}\right) \right) \right)\left( \frac{(m-j+1)\tau^{m-j}}{(m-j-2)!} \|\nabla \partial^{\gamma} u\|_{L^2}\right) + C\epsilon \|u\|^2_{A(\tau)}
\tag{5.41}
$$

$$
\leq C \|u\|_{\tilde{A}(\tau)} \|u\|_{A(\tau)} \sum_{n=2}^{\infty} \left( C\epsilon^{1/2} \eta^{-1} \tau^{-3/2} \sum_{\beta \in \mathbb{N}_0, |\beta| \geq 1} b_\beta \right)^n + C\epsilon \|u\|^2_{A(\tau)}
\leq C \|u\|_{\tilde{A}(\tau)} \|u\|_{A(\tau)},
$$

by choosing $\epsilon \leq \eta^2 \tau^3/(CM_n(T))^2$, where $e_\gamma$ and $b_\beta$ are as in (5.31) and (5.29). For the term $J_4$, we proceed as in (5.10)–(5.15) to get

$$
J_4 \leq C \|u\|_{A(\tau)} \|u\|_{\tilde{A}(\tau)}. \tag{5.42}
$$

Combining (5.38)–(5.42), we conclude the proof of (5.21).

The proof of Lemma 4.2 is thus completed by combining (5.19)–(5.21). \qed
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