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Abstract

Soil moisture (SM) plays an important role in the climate system, and the effects of SM anomalies on climate can persist from month to season. The seasonal frozen-thawing zone (SFTZ) is accompanied by apparently inter-annual SM variability, and it is a key region of land–atmosphere interactions in the Northern Hemisphere (NH). In this study, by assimilating spring SM in the SFTZ through indirect soil nudging (ISN) in the Weather Research and Forecasting (WRF) model, the impacts of correcting spring SM biases in the SFTZ on the subsequent summer precipitation simulations in the NH were investigated. The results indicated that correcting spring SM biases in the SFTZ significantly improves the subsequent summer precipitation simulations in the NH. Correcting spring SM biases in the SFTZ significantly adjusts energy and moisture evolution on the land surface from spring to summer. Specifically, the correction of SM biases by assimilating SM in SFTZ in the spring can clearly reduce the biases of sensible heat flux (SH) and latent heat flux (LH) in the summer. This affects land–atmosphere interactions over NH, leading to correcting the negative biases of the geopotential height in the middle troposphere in June and July, as well as larger biases of water vapor transport and its divergence during the summer. Overall, it is evident that spring SM in the SFTZ can serve as an effective signal for predicting summer precipitation in the NH.

1. Introduction

Land–atmosphere interactions play a critical role in climate variation. Soil moisture (SM) variability changes surface albedo and soil heat capacity, which affect the surface sensible heat flux (SH), latent heat flux (LH), and radiation budget (e.g., Amenu et al., 2005; Song et al., 2009). Additionally, SM variability regulates precipitation and evapotranspiration by altering the surface water balance (e.g., Bounoua and Krishnamurti 1993; Wu et al., 2002). SM anomalies contribute to climate variations on the sub-seasonal to seasonal scale owing to its long-lasting effects (e.g., Koster et al., 2004; Li et al., 2016; Seneviratne et al., 2006a, 2006b, 2013; Wang et al., 2003,2010;Yang et al., 2019a, 2019b). In the mid-latitudes of the Northern Hemisphere (NH), effect of SM on climate is more distinct than it is in the low or high latitudes, in terms of increased distance from the ocean (Yeh et al., 1984; Seneviratne et al., 2006a, 2006b, 2010). This means that the variability of atmospheric circulation in the mid-latitudes of the NH is mainly affected by land–atmosphere interactions besides thermodynamic force from the low and high latitudes. Additionally, statistical analysis suggests that the seasonal frozen-thawing zone (SFTZ) in the NH shows the largest inter-annual variability in spring SM (Yang et al., 2016). This suggests that the characteristics and patterns of atmospheric circulation will be changed by the significant SM anomalies induced by freeze–thaw processes in soil when air passes through the mid-latitude SFTZ during the spring (Yang et al., 2016; Yang and Wang, 2019a, Jiang and Wang, 2020). Therefore, SM variations in the SFTZ combined with freeze–thaw processes in the soil are particularly important in the NH during the spring.

Studies have indicated that perturbing the initialization of SM significantly influences precipitation simulations. SM-sensitive experiments demonstrate that SM anomalies affect precipitation on time
scales from days to months and spatial scales from regional to global (e.g., Walker and Rowntre, 1977; Shukla and Mintz, 1982; Douville et al., 2001; Douville, 2002). Studies have further suggested that more realistic SM initialization and evolution in the models contribute to the preciseness of precipitation predictions on the sub-seasonal and seasonal time scales (e.g., Koster et al., 2004, 2010; Vitart et al., 2008; Douville, 2009; Prodhomme et al., 2016; Wang and Cui 2018). Yang et al. (2016) perturbed the initial SM in a series of sensitivity experiments and provides evidence that the spring SM anomaly in the SFTZ could lead to subsequent summer precipitation anomalies in the NH. However, their study did not focus on the impact of SM bias corrections in the SFTZ on the NH climate simulation. Additionally, large-scale and non-local impacts from spring SM in the SFTZ on precipitation in the NH remain unclear because most studies focus on local SM–precipitation coupling (e.g., Joussaume et al., 1984; Koster et al., 1986; Taylor et al., 2007; Alfieri et al., 2008; Santanello et al., 2009). Therefore, it is urgent to investigate the impacts of correcting spring SM biases in the SFTZ on the subsequent climate simulation.

SM biases are pervasive in current databases such as reanalysis databases (Ni-Meister et al., 2005; Yang et al., 2016), which cause initial conditions and boundary conditions (ICBCs) to contain SM biases. How to improve the ICBCs in SM is a key issue in climate simulations, and the accuracy of SM in land surface models can be improved by assimilating observed SM data. The problem with assimilating SM data in the root zone arises from the lack of in situ SM observations globally, especially in the SFTZ. Although satellite-based SM observations have become increasingly available in recent years, the observed depth of most of them is under 10 cm, and the data quality is significantly affected by differences in soil texture, landscape, vegetation coverage, and precipitation (Gao et al., 2006; Kerr et al., 2012). Furthermore, numerical models have been used to improve the spatiotemporal resolution of SM data, but the SM simulation performance was not consistent between different models owing to flawed model parameters (Guo and Dimeyer, 2006; Dirmeyer, 2011). In the Pleim–Xiu land surface model (PXLSM), Pleim and Xiu (2003) developed the indirect soil nudging (ISN) assimilation scheme, which used differences in 2-m air temperature ($T_{2m}$) and 2-m relative humidity ($RH_{2m}$) between models and observations to dynamically adjust the SM. Wang and Cui (2018) provided evidence that SM assimilation using ISN improved short-term climate predictions in China. Thus, ISN is a reliable method for SM assimilation in the SFTZ. Considering the evident SM biases in SFTZ (Yang et al., 2016), the contribution of correcting spring SM in the SFTZ to summer precipitation predictions remains unclear. On this basis, this study aims to evaluate the summer precipitation simulation through correcting spring SM in the SFTZ and to explain the possible mechanisms.

Three main issues will be addressed: (1) Can spring SM biases in the SFTZ be corrected by nudging scheme? (2) Can summer precipitation simulations in the NH be improved by correcting spring SM biases over the SFTZ? (3) What are the possible mechanisms linked to the improvement in summer precipitation simulations by correcting spring SM biases over the SFTZ? Answering these issues will improve our knowledge on the large-scale and non-local effects of SM in the SFTZ and SM initialization in regions without in situ SM observations on precipitation in the NH.
The remainder of this study is organized as follows: Section 2 provides a brief description of the model, data, and experiment design. Section 3 shows the corrected spring SM simulation biases after assimilating spring SM in the SFTZ. Section 4 shows the validation of summer precipitation simulation performance after correcting spring SM biases. Section 5 shows the changes in land surface elements by correcting spring SM biases in the SFTZ. Section 6 discusses the possible mechanisms behind the improvement of precipitation simulation in the NH. Section 7 provides conclusions and overall findings of the study.

2. Data And Methods

2.1 Model and data

The Advanced Research version of the Weather Research and Forecasting Model (WRF-ARW, version 3.9.1) was used in this study. The ICBCs were provided by National Centers for Environmental Prediction (NCEP) final analysis data (FNL) with spatial and temporal resolutions of 1° × 1° and 6 h, respectively. $T_{2m}$ and $RH_{2m}$ were calculated and interpolated through objective analysis using global surface observational weather data (spatial resolution: 0.5° × 0.5°; temporal resolution: 6 h) with automatic data processing provided by the NCEP. SM, SH, and LH data were obtained from ERA-Interim (spatial resolution: 0.5° × 0.5°; temporal resolution: 6 h), ERA5 (spatial resolution: 0.5° × 0.5°; temporal resolution: 1 h), and the Noah land surface model from the Global Land Data Assimilation System (GLDAS) version 2.1 (spatial resolution: 0.25° × 0.25°; temporal resolution: 3 h) was used for simulation verification (Dee et al., 2011; Hersbach and Dee, 2016; Chen et al., 1996; Koren et al., 1999). The daily global precipitation analysis (spatial resolution: 0.5° × 0.5°) from the Climate Prediction Center (CPC; Chen et al., 2008) was used to evaluate the WRF model precipitation simulation performance. Additionally, The ERA5 dataset was used to compare the simulation results of geopotential height at 500 hPa and water vapor flux with its divergence at 850 hPa.

The simulation performance was quantitatively assessed using root-mean-square error (RMSE). The RMSE is defined as follows:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (F_i - O_i)^2}$$  \hspace{1cm} (1)

where $F$ and $O$ are the simulation and verifying observation with the same physical units and $N$ is the total grid points in the validation domain.

2.2 Definition of SFTZ

The SFTZ is a region that is surrounded by 0 °C isotherms in January and by an annual climatological mean of 0 °C isotherms (Zhang et al., 2003, Jiang and Wang, 2020). The SFTZ in this study is shown in
Figure 1, circled with a blue line. Figure 1 further shows that the maximum standard deviation of spring SM at soil depth 0–1 m from ERA5 occurs primarily over the SFTZ in the mid-latitudes of the NH, indicating that the largest inter-annual variability of SM is in the SFTZ (Yang et al., 2016).

2.3 Experimental design

To exclude the impacts from sea surface temperature anomalies, a 7-month simulation (February to August 2004) based on the WRF model (version 3.9.1) was conducted because neither an El Niño nor a La Niña event occurred in 2004. Figure 1 shows the simulation domain, which covers the entire NH with 360 × 360 grid points. The selected physical parameterization schemes for the simulation were the Kain–Fritsch cumulus scheme (Kain, 2004), the Rapid Radiative Transfer Model for General Circulation Models (RRTMG, Iacono et al., 2008) for the longwave and shortwave radiation schemes, the ACM2 (Pleim) planetary boundary layer scheme (Pleim, 2007), the Pleim-Xiu surface layer scheme (Pleim, 2006), the WRF Double-Moment 6-Class cloud microphysics scheme (Lim and Hong, 2010), and the Pleim–Xiu land surface scheme (Pleim and Xiu, 2003). The Pleim–Xiu land surface scheme contains a surface soil layer (0–1 cm) and a deep soil layer (1–100 cm).

Two experiments were designed to investigate the effects on subsequent summer precipitation in the NH from correcting spring SM biases over the SFTZ: the control experiment (CTL), which used the Pleim–Xiu land surface scheme (Pleim and Xiu, 2003) without assimilating any observations, and the assimilation experiment (ISN), which used the ISN method in the Pleim–Xiu land surface scheme to assimilate spring SM in the SFTZ. In the ISN experiment, we updated SM tendencies every 3 h by comparing the current forecast values of $T_{2m}$ and $RH_{2m}$ with the observed values interpolated from periodic objective analyses. During the night, deep temperature nudging was used to complement SM nudging according to the model bias in $T_{2m}$ because surface forcing is weak at that time (Pleim and Gilliam, 2009).

3. Improvement Of The Sm Simulation In The Sftz By Assimilating Spring Sm

To investigate the effectiveness of spring SM assimilation in the SFTZ on correcting SM simulation biases, the correlation coefficients of SM between two experiment (CTL and ISN) simulations and three reanalysis datasets (ERA-Interim, ERA5, and GLDAS2.1 Noah) are shown in Figure 2. In the CTL experiment, SM shows no significant correlation with ERA-Interim, ERA5, or GLDAS2.1 Noah across the mid-latitudes (Figures 2a–c). This suggests that spring SM variations in the SFTZ are not captured in the CTL experiment, which implies that the spring freeze–thaw processes are poorly represented. After assimilating spring SM in the SFTZ, significant correlations reveal that SM in the ISN experiment is consistent with the three reanalysis data in the SFTZ (Figures 2d–f). Additionally, it should be noted that there are high correlation coefficients outside of the SFTZ in the CTL and ISN experiments, which means that the model is unable to accurately simulate the evolution of SM in the SFTZ (Figures 2a–f).
To further investigate the effects of assimilating spring SM in the SFTZ on SM simulations, the differences in SM between two experiments (CTL and ISN) and three reanalysis data (ERA-Interim, ERA5, and GLDAS2.1 Noah) were calculated (Figure 3). Previous studies (e.g., Douville et al., 2001; Yang et al., 2016) suggested that SM impacts precipitation more than oceanic effects in mid-latitudes, and to analyze the performance of SM assimilation, SM variation in the North America and Eurasia at the 30–60°N was selected to represent SM variation in the SFTZ because the SFTZ is essentially located in this region, though the boundary of the SFTZ shows inter-annual variations. It was evident that there are wet biases of SM simulation in the two experiments in the SFTZ and in the NH (Figures 3a–c). The wet biases of SM in the CTL experiment have no consistent increasing or decreasing trend in the North American SFTZ (Figure 3a), an increasing trend from March to June in the Eurasian SFTZ (Figure 3b), and an increasing trend overall in the NH (Figure 3c). After assimilating spring SM in the SFTZ, wet biases of SM in the SFTZ had a clearly descending trend from March to August in the ISN experiment (Figures 3a, b). In the NH (Figure 3c), wet biases of SM in the ISN experiment decreased from March to June and increased from June to August. This suggests that assimilating spring SM in the SFTZ cannot suppress the overall increasing wet biases of SM in the NH from June to August. In addition, wet biases of SM in the ISN experiment are smaller than those in the CTL experiment from May to August. As shown in Figure 3, there are large increases of SM wet biases from March to April in the CTL experiment, which means that SM variation from March to April cannot be well simulated. This may be because soil is still frozen. In the CTL experiment, it was found that SM wet biases in the SFTZ only had a slight variation from June to August when compared with the variation from March to June (Figures 3a, b), and wet SM biases in the NH maintain a consistent increasing trend from March to August (Figure 3c). This suggests that the wet biases of SM in the SFTZ are primarily induced in the spring, and the wet biases of SM in May influence the degree of wet biases of SM in the summer in the SFTZ, whereas wet biases of SM outside the SFTZ still increase in the summer. This reflects the importance of the assimilation of spring SM in the SFTZ on the subsequent summer climate prediction. Additionally, it is found that the wet biases of SM decrease the most from April to May in the ISN experiment (Figures 3a–c), which suggests that the assimilation of spring SM in the SFTZ may be more suitable from April to May than in March.

As the wet biases of SM in the SFTZ in May approximately reflect the wet biases of SM in the summer and influence the subsequent climate in June and July due to SM memory, the biases of SM in May are calculated in Figure 4. The main biases of SM in the CTL experiment in May are more concentrated in the SFTZ when compared with the three reanalysis data (Figures 4a–c). Results in Figures 4d–f suggest that assimilating spring SM in the SFTZ decreases the wet biases of SM in May in the ISN experiment.

Overall, the simulation biases of SM in the SFTZ are clearly reduced in the ISN experiment compared to the CTL experiment. In the next section, the effects of the correcting SM simulation biases in the SFTZ on subsequent summer precipitation simulations over the NH will be analyzed.

4. Effects Of Correcting Spring SM Simulation Biases In The SFTZ On The Subsequent Summer Precipitation Simulation In The NH
To evaluate the simulation performance of summer precipitation after correcting spring SM simulation biases in the SFTZ, the RMSE of land precipitation was calculated based on CPC precipitation data, while the RMSEs of three latitude bands of precipitation were calculated to assess if correcting spring SM biases in the SFTZ improved the subsequent summer precipitation simulation in the NH (Figure 5).

In the low and middle latitudes (Figures 5a, b), RMSEs of summer precipitation in June, July, and the overall summer simulated by ISN are lower than that in CTL, whereas a higher RMSE is found in August in the ISN experiment. This indicates that correcting spring SM biases in the SFTZ improves land precipitation simulations in June, July, and the overall summer in the lower and middle latitudes. In the high latitudes (Figure 5c), assimilating spring SM in the SFTZ seems to cause a poor simulation of land precipitation in June, August, and the overall summer. The simulation performance of land precipitation in the NH (Figure 5d) is similar to the results in the low and middle latitudes (Figures 5a, b). Therefore, correcting spring SM biases in the SFTZ can influence summer precipitation prediction in the NH. In addition, the improvement of land precipitation simulation in summer in the NH is located in the low and middle latitudes in June and July.

To investigate the reasons for the differences in simulation performance of land precipitation in the two experiments, the ratio of precipitation biases of the CTL experiment and the ISN experiment is calculated based on CPC precipitation data (Figure 6). The ratio in Figures 6a–d was calculated by dividing precipitation biases of the CTL experiment by precipitation biases of the ISN experiment, where absolute values of a ratio greater than 1.0 indicate that the ISN experiment has a better precipitation simulation. The ratios in Figures 6e–h are the multiplicative inverse of results in Figures 6a–d which means that the CTL experiment has a better precipitation simulation with absolute values of a ratio greater than 1.0. There are basically wet biases of precipitation in the CTL and ISN experiments (Figures not shown). Therefore, the results shown in Figures 6a–c suggest that correcting spring SM biases in the SFTZ improved the summer precipitation simulation by decreasing the wet biases of precipitation. However, the results in Figures 6e–h show that correcting SM biases also cause a worse precipitation simulation by increasing the wet biases of precipitation. Furthermore, the ISN experiment has apparent wet biases in Northeast Asia in August, which explains why the RMSE of the ISN experiment is larger in the 60–90°N in August than that in the CTL experiment in Figure 5c.

Correcting wet biases in spring SM in the SFTZ can significantly improve the land precipitation simulation in June and July in the low and middle latitudes. Precipitation simulation in August is not improved, especially in the high latitudes. Overall, the summer precipitation simulation is improved in the NH.

5. Improvement Of Elements In Land–atmosphere Interaction After Correcting Sm Biases In The Sftz

Section 4 provided evidence that correcting spring SM biases in the SFTZ can improve the summer precipitation simulation. Because SM is important for regulating land–atmosphere interactions, the
differences in the precipitation simulations of the two experiments should be related to the land–atmosphere interactions affected by SM changes. Thus, the next question that needs be further investigated is: what changes in quantities of land–atmosphere interactions occur after assimilation?

To investigate the surface heat changes caused by correcting spring SM biases in the SFTZ, the RMSE of LH and SH at 30–60°N of the two experiments (CTL and ISN) is compared with the three reanalysis data (ERA-Interim, ERA5, and GLDAS2.1 Noah), as shown in Figure 7. Similar to the comparison of SM variation (Figure 3), LH and SH at 30–60°N are selected. Results show that ISN experiment has a worse LH simulation from March to June compared with the three reanalysis data, but the ISN experiment has a better LH simulation from July to August compared with ERA-Interim, and ERA5 and a worse LH simulation from July to August compared with GLDAS2.1 Noah (Figures 7a–c). Overall, the ISN experiment has a worse LH simulation in the spring and a better LH simulation in the summer compared with the CTL experiment. The ISN experiment has a better SH simulation from April to July, but it is difficult to judge which experiment has a better SH simulation in March and August when compared with the three reanalysis data (Figures 7d–f). Overall, the ISN experiment has a better SH simulation in the spring and summer. These results indicate that correcting spring SM biases in the SFTZ improve the SH simulation in the SFTZ in the spring and summer, but the improvement of LH simulation in the spring is marginal.

To investigate why correcting spring SM biases in the SFTZ changes the LH and SH simulations in the SFTZ, the simulation biases of spring and summer LH in the two experiments (CTL and ISN) were compared with the three reanalysis data (ERA-Interim, ERA5, and GLDAS2.1 Noah), as shown in Figures 8-11. It can be seen that the spatial pattern of biases of SH and LH outside of the SFTZ is similar between the two experiments. In Figures 8, it is evident that both experiments have warm biases of LH in the SFTZ, but the CTL experiment has smaller warm biases of LH than has the ISN experiment in the SFTZ in the spring. In summer, both warm and cold biases of LH can be found in the SFTZ in the two experiments (Figures 9). It was evident that LH biases of the CTL experiment increased from spring to summer, which led to a larger LH RMSE in the CTL experiment than that in the ISN experiment in the summer (Figures 7a-c).

In the SH simulations, the CTL experiment has cold SH biases in spring in the SFTZ while the ISN experiment had smaller SH biases in spring in the SFTZ (Figure 10). Consequently, SH biases in the SFTZ in the CTL experiment clearly increased in the summer (Figures 11a–c), whereas the ISN experiment only has warm SH biases in the summer around central Asia (Figures 11d–f). These results explain the smaller RMSE of SH in the SFTZ in the ISN experiment from spring to summer (Figure 7d–f).

The spatial pattern of evapotranspiration biases is similar to the LH biases pattern in the two experiments (Figures not shown). After correcting spring SM biases in the SFTZ, the simulation of evapotranspiration was adjusted, which subsequently influenced the simulation of LH and SH. Overall, correcting spring SM biases in the SFTZ improved the simulation of summer LH and spring and summer SH in the SFTZ. Specifically, it suppressed the increase of LH biases in the SFTZ in summer, though assimilating spring
SM in the SFTZ caused the worse simulation of evaporation in spring. Additionally, correcting spring SM biases in the SFTZ also continuously corrects the cold SH biases from spring to summer. Therefore, correcting spring SM biases in the SFTZ indeed improved the land surface energy conditions in the SFTZ, which are beneficial to the summer precipitation simulation in the NH.

6. Possible Mechanisms For The Contribution Of Correcting Spring SM Biases In The SFTZ To The Subsequent Summer Precipitation

As demonstrated by Yang et al. (2016), energy anomalies on the land surface of the SFTZ can induce anomalous circulations, which subsequently influence the summer precipitation simulation.

To assess the atmosphere circulation simulation, RMSEs of the 500-hPa geopotential height are calculated in the spring and summer from March to August (Figure 12). There were smaller RMSEs of the 500-hPa geopotential height in the low latitudes (Figure 12a) than in the middle and high latitudes (Figures 12b, c). The biases of the ISN experiment are similar to those in the CTL experiment because the atmospheric circulations in the low latitudes are dominated by tropical sea surface temperature. In the mid-latitudes, the ISN experiment has a better simulation of the 500-hPa geopotential height than the CTL experiment, except for that in April (Figure 12b). In the high latitudes, the ISN experiment has a better simulation of the 500-hPa geopotential height than that in the CTL experiment, except for that in March and August (Figure 12c). Similarly, in the NH, the ISN experiment has a better simulation of the 500-hPa geopotential height than has the CTL experiment, except for that in March and August (Figure 12d). The worse simulations of 500-hPa geopotential height in the NH in March and August are primarily due to the worse simulation in the high latitudes. The simulation of the 500-hPa geopotential height is clearly improved in the middle and high latitudes in June and July (Figures 12b, c), which may be responsible for the improvement of the precipitation simulation in the low and middle latitudes in June and July.

To further investigate the reasons for the improvement of the 500-hPa geopotential height, simulation biases of the 500-hPa geopotential height in two experiments (CTL and ISN) were compared with that in ERA5, as shown in Figure 13. There are mostly negative biases of the 500-hPa geopotential height in the CTL experiment from June to August, as well as in the whole summer, and the positive biases are mainly located over the ocean (Figures 13a–d). By correcting spring SM biases in the SFTZ, the negative biases of the 500-hPa geopotential height in June and July are reduced, but it also causes an increase of positive biases of the 500-hPa geopotential height (Figures 13e,f), especially in the northern Europe in June. In August, correcting spring SM biases in the SFTZ also leads to an increase in the negative biases of the 500-hPa geopotential height around northwestern North America (Figure 13g), which explains the larger biases of the 500-hPa geopotential height in the ISN experiment than those in the CTL experiment in the high latitudes (Figure 12c). Overall, assimilating spring SM in the SFTZ improves the 500-hPa geopotential height in the summer in the NH (Figure 13h).

As the water vapor condition in the lower atmosphere is essential for precipitation, the water vapor flux (WVF) and its divergence at 850 hPa in the summer is compared between two experiments (CTL and ISN)
and ERA5 (Figure 14). By comparing the biases of the CTL and ISN experiments, it is evident that larger WVF biases of the CTL experiment are found in the NH than those of the ISN experiment. Subsequently, stronger WVF convergence biases are found in the CTL experiment than those in the ISN experiment. These results are responsible for the decrease in wet biases of precipitation shown in Figure 6.

Overall, correcting spring SM biases in the SFTZ improves the subsequent summer precipitation simulation by improving the simulation of large-scale circulation and water vapor conditions in the NH during the summer.

**7. Conclusions**

This study investigated the impacts of correcting SM biases in the SFTZ over the NH on the subsequent summer precipitation simulation, using the ISN method in the WRF model. The results suggest that correcting biases of spring SM in the SFTZ can improve the land–atmosphere interaction processes in the spring and summer. In other words, the SFTZ is a crucial region (hot spot) for land–atmosphere interaction.

After correcting spring SM biases in the SFTZ, the simulated variations of SM in the SFTZ from the ISN experiment were significantly correlated with SM from the three reanalysis data (ERA-Interim, ERA5, and GLDAS 2.1 Noah), whereas SM from the CTL experiment showed no significant correlation. Additionally, SM outside of the SFTZ in the two experiments are consistent with SM from the three reanalysis data during the spring, further indicating that the SFTZ is a key region for general circulation anomalies in spring. Assimilating spring SM in the SFTZ also reduces wet biases of SM, causing the SM in the ISN experiment to be closer to the SM in the three reanalysis data in the SFTZ from May to August. Furthermore, wet SM biases are not significantly increased after May in the SFTZ, which suggests that SM biases in May could dominate the magnitude of SM biases in the summer. These results indicate that correcting spring SM biases in the SFTZ can represent the variations of SM during the summer and would improve precipitation simulation in the summer.

The precipitation simulation results show that the ISN experiment has a better performance in the low and middle latitudes in June and July. Wet biases of precipitation are more dominant than dry biases in both the CTL and ISN experiments. Assimilating spring SM in the SFTZ decreases the wet biases of summer precipitation. This explains that correcting the spring SM biases in the SFTZ can reduce the cold biases of SH in the CTL experiment during spring and summer and it can also decrease the biases of LH in summer. In other words, by assimilating spring SM in the SFTZ, correcting SM can provide a better expression of land surface energy in the SFTZ in the summer.

Correcting spring SM biases in the SFTZ produces a positive effect on precipitation simulations, which is attributed to the improved simulation of the 500-hPa geopotential height in the middle and high latitudes in June and July. However, because persistence effect of SM on atmosphere is approximately 120 days (Yang and Wang, 2019b), the simulation performance becomes worse in August. Further investigation suggests that spring SM improvements in the SFTZ can decrease negative biases of the 500-hPa
geopotential height in the middle and high latitudes in June and July, while it increases the negative biases in the middle and high latitudes in August. Similarly, correcting spring SM biases in the SFTZ can clearly decrease the WVF and WVF convergence biases. These results demonstrated that spring SM in the SFTZ affects precipitation production and relative general circulation and water vapor conditions throughout the NH in the summer, especially in June and July.

This study provides the evidence that improving spring SM variability in the SFTZ over the NH can improve the subsequent summer precipitation simulations; the spring SM in the SFTZ can serve as a crucial signal for predicting summer precipitation in the NH.
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Figures
Figure 1

Simulation domain in this study. Regions surrounded by blue lines indicate the seasonal frozen-thawing zone (SFTZ, dashed and solid isotherms lines represent January 0 °C and annual 0 °C, separately, on climatological mean). Brown lines denote the region where soil moisture (SM) is assimilated. Gray shaded colors indicate regions where the standard deviation of spring (March–May average) SM at 1-m depth are larger than 0.025 m$^3$ m$^{-3}$ for the period 1979–2019 from ERA5. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or
area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.

Figure 2

Correlation coefficients of spring SM (unit: m3 m−3) at 1-m depth between the CTL experiment and (a) ERA-Interim, (b) ERA5, (c) GLDAS2.1 Noah. (d–f) Same as Figures 2a–c but for the ISN experiment. The shaded areas (correlation coefficients > 0.334) proved statistically significant at the 99.9% confidence level. Regions surrounded by red lines are the SFTZ. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
Figure 3

The difference of area-averaged SM between experiments (CTL and ISN) and reanalysis data (ERA-Interim, ERA5, and GLDAS2.1 Noah) over (a) North America at 30–60°N, (b) Eurasia at 30–60°N, and (c) Northern Hemisphere.
Figure 4

The difference of SM (unit: m$^3$ m$^{-3}$) at 1-m depth in May between the CTL experiment and (a) ERA-Interim, (b) ERA5, and (c) GLDAS2.1 Noah. (d–f) Same as Figures 4a–c but for the ISN experiment. Regions surrounded by red lines are the SFTZ. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
Figure 5

Root-mean-square error (RMSE) of land precipitation (unit: mm day$^{-1}$) in June, July, August, and the general summer at (a) 0–30°N, (b) 30–60°N, (c) 60–90°N, and (d) 0–90°N in comparison with the precipitation from CPC. The gray (black) bars indicate the RMSE of the CTL (ISN) experiment.
Figure 6

Left panel: the ratio between the precipitation biases of the CTL experiment (CTL minus CPC) and the ISN experiment (ISN minus CPC) in (a) June, (b) July, (c) August, and (d) summer. Right panel: the multiplicative inverse of ratio in the left panel in (e) June, (f) July, (g) August, and (h) summer. Absolute values of a ratio greater than 1 in the left (right) panel indicate that the ISN (CTL) experiment has better performance of precipitation simulation than has the CTL (ISN) experiment. Regions surrounded by red lines are the SFTZ. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
Figure 7

RMSE of land surface latent heat flux (LH, unit: W m$^{-2}$) compared with (a) ERA-Interim, (b) ERA5, and (c) GLDAS2.1 Noah at 30–60°N from March to August and in the spring and summer. (d–f) Same as Figures 7a–c but for sensible heat flux (SH, unit: W m$^{-2}$). The gray (black) bars indicate the RMSE of the CTL (ISN) experiment.
Figure 8

Differences in spring LH (unit: W m$^{-2}$) between the CTL experiment and (a) ERA-Interim, (b) ERA5, and (c) GLDAS2.1 Noah. (d–f) Same as Figures 8a–c but for the ISN experiment. Regions surrounded by black lines are the SFTZ. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
Figure 9

Differences in summer LH (unit: W m$^{-2}$) between the CTL experiment and (a) ERA-Interim, (b) ERA5, and (c) GLDAS2.1 Noah. (d–f) Same as Figures 9a–c but for the ISN experiment. Regions surrounded by black lines are the SFTZ. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
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Figure 10

Differences in spring SH (unit: W m$^{-2}$) between the CTL experiment and (a) ERA-Interim, (b) ERA5, and (c) GLDAS2.1 Noah. (d–f) Same as Figures 10a–c but for the ISN experiment. Regions surrounded by black lines are the SFTZ. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
Figure 11

Differences in summer SH (unit: W m\(^{-2}\)) between the CTL experiment and (a) ERA-Interim, (b) ERA5, and (c) GLDAS2.1 Noah. (d–f) Same as Figures 11a–c but for the ISN experiment. Regions surrounded by black lines are the SFTZ. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
Figure 12

RMSE of the 500-hPa geopotential height (unit: m) at (a) 0–30°N, (b) 30–60°N, (c) 60–90°N, and (d) 0–90°N from March to August and in the spring and summer compared with ERA5. The gray (black) bars indicate the RMSE of the CTL (ISN) experiment.

Figure 13

Differences in the 500-hPa geopotential height (unit: m) between the CTL experiment and ERA5 in (a) June, (b) July, (c) August, and (d) summer. (d–f) Same as Figures 13a–c but for the ISN experiment. Regions surrounded by black lines are the SFTZ. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
Figure 14

The difference in water vapor flux (vector, g s\(^{-1}\) hPa\(^{-1}\) cm\(^{-1}\)) and its divergence (shading, 10\(^{-6}\) g s\(^{-1}\) hPa\(^{-1}\) cm\(^{-2}\)) at 850 hPa in the summer between (a) the CTL experiment and ERA5, and (b) the ISN experiment and ERA5. Regions surrounded by black lines are the SFTZ. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.