Abstract
For more than half a century, the Hough transform is ever-expanding for new frontiers. Thousands of research papers and numerous applications have evolved over the decades. Carrying out an all-inclusive survey is hardly possible and enormously space-demanding. What we care about here is emphasizing some of the most crucial milestones of the transform. We describe its variations elaborating on the basic ones such as the line and circle Hough transforms. The high demand for storage and computation time is clarified with different solution approaches. Since most uses of the transform take place on binary images, we have been concerned with the work done directly on gray or color images. The myriad applications of the standard transform and its variations have been classified highlighting the up-to-date and the unconventional ones. Due to its merits such as noise-immunity and expandability, the transform has an excellent history, and a bright future as well.
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1. Introduction
In 1962 Paul Hough introduced an efficient method for detecting lines in binary images [1]. Spatially extended patterns are transformed to produce compact features in a parameter space. In this way, the Hough transform (HT) converts a global detection problem in the image space into an easier local peak detection problem in the parameter space. To describe the working of the HT algorithm, the slope-intercept parameterization and the voting scheme are summarized in Fig. 1.

For the algorithm of Fig. 1, all edge pixels lying on a line cooperate to increase the content of the cell in the accumulator array corresponding to the real slope and intercept of that line. This shows strong evidence that the corresponding straight line really exists in the image. In this way, the HT can be viewed as a vote-counting-procedure where each edge point votes for all parameter combinations that could have produced it. For example, Fig. 2 depicts a line in the image space and the obtained accumulator array in the Hough space.

1. Build a parameter space with a suitable quantization level for line slope \( m \) and intercept \( c \)
2. Create an accumulator array \( A(m,c) \)
3. Set \( A(m,c) = 0 \) \( \forall (m,c) \)
4. Extract image edges using Canny detector
5. For each pixel on the image edges \( (x_i, y_j) \) verifying equation:
   \[ c_i = -x_i m_k + y_j \]
   Increment: \( A(m_k, c_i) = A(m_k, c_i) + 1 \)
6. Find the local maxima in \( A(m,c) \) that indicate the lines in the parameter space.

So far, the slope-intercept parameterization seems quite acceptable. However, we face a degenerate situation when having vertical lines (or even when the lines are close to vertical). In this case, the slope \( m \) approaches infinity. This
is the stimulus behind suggesting the \((\rho \theta)\) parameterization in [2]. The parameter \(\rho\) is the perpendicular distance from a chosen origin in the image space to the line, and the parameter \(\theta\) is the angle between the perpendicular and the horizontal axis. In fact, this is a point-to-curve transformation using the normal representation of the line:
\[
x \cos \theta + y \sin \theta = \rho
\]
As shown in Fig. 3, the multiple pairs \((\rho, \theta)\) verifying equation (1) for a certain point: \((x_i, y_i)\) is a sinusoidal curve. Each pair \((\rho, \theta)\) corresponds to a candidate line passing through the point.

![Fig. 3 A point-to-curve transformation in \((\rho \theta)\) parameterization](image)

The main advantages of using the HT are mentioned in the following lines. First, it treats each edge point independently; this means that the parallel processing of all points is possible which is suitable for real-time applications. Second, it can handle the cases of partially deformed and noisy shapes due to its voting scheme. Third, the HT can really detect multiple occurrences of lines since each occurrence has its specific cell in the parameter space. Moreover, as will be shown below, the HT can be extended to detect shapes other than lines. As a result of its several merits, the HT has a lot of applications such as, pipe and cable inspection, underwater tracking, road sign identification, lane detection, and many other industrial and medical applications. On the other hand, the HT has certain drawbacks. In particular, it generally requires a large storage and a high computational demand. For example, the number of calculations scales up rapidly with the dimensionality of the problem. However, the efficiency of the HT can be increased using prior knowledge to reduce the size of the accumulator array.

Comparative surveys of the HT are presented in [3], and [4]. However, they date back to more than a quarter century ago. The main contributions of our work are: explaining the most of HT variations elaborating on the basic ones, pursuing the solutions in literature for its drawbacks, underlining the transform direct application to gray and color images, the speedup and memory saving approaches are explained in section 4, the applications are classified in section 5, and the survey is concluded in section 6.

2. Shape Detection

The concern of the standard Hough transform (SHT) is the identification of lines. However over the years, several variations have been suggested to identify other analytical or even irregular shapes. In this section, we will demonstrate the main aspects of using the HT in detecting the analytical and irregular shapes alike.

2.1 Line Detection

In this subsection, we elaborate on the use of the HT in detecting lines initially presented in the introductory section of this work. Due to their abundance, lines may be used in identifying many geometric entities [2]. Their use ranges from indoor industrial applications to outdoor vehicle surveillance. An example of the use of the HT in line detection is shown in Fig. 4.

![Fig. 4 (a) Detected lines superimposed on image, (b) corresponding parameter space with intersection points representing lines](image)

Rectangular and Gaussian windows are two pre-processing methods presented in [5] for the high precision estimation of the HT line parameters. The two methods are compared to the SHT and have shown more accuracy with respect to real and synthetic images. A method for detecting corners as feature points is presented in [6] by using a ‘patchy’ HT where the corners are considered as intersections of straight lines. In [7], an approach is presented for using the HT in detecting line segments. This approach combines the dynamic combinatorial method (DCHT) proposed by Ben-Tzvi et al. in [8], and the dual plane HT method. The approach has bounds for its parameter space resulting in a low storage requirement, and an efficient implementation. In [9], a cascaded technique is shown to find line candidates efficiently. A modified algorithm is presented in [10] based on the likelihood principle of connectivity and thickness that makes short as well as thick line segments easier to detect in a noisy image. Some algorithms based on a probabilistic approach are proposed in [11], [12], and [13]. In contrast to conventional HT approaches, the probabilistic Hough transform (PHT) is independent of the size, shape, and
arrangement of the accumulator array. The PHT has a lower bandwidth and a larger immunity against noise. The probabilistic and non-probabilistic approaches are compared in [14] where the randomized Hough transform (RHT) is introduced. Basically, \( n \) pixels are randomly selected and mapped into one point of the parameter space instead of transforming each pixel into an \( n - l \) dimensional hypersurface in the parameter space. The RHT versions included therein are dynamic RHT, random window RHT, window RHT, and the connective RHT. They are tested for line detection in synthetic and real images. It is shown in [14] that previous PHT approaches differ from the RHT in both randomizing and accumulating. In [15], a progressive probabilistic Hough Transform (PPHT) is utilized to minimize the computation. The PPHT uses the minimum fraction of votes needed to reliably detect the lines. This is based on the prior knowledge about the points composing the line. The grid Hough transform (G-HT) is presented in [16] to detect the pitch lines in sporting videos. The G-HT is fast and memory-efficient since it uses the active gridding to replace the random point selection in the RHT. According to [16], forming the linelets from the actively selected points is more efficient than the random selection. Additionally, a statistical procedure is used to get rid of the expensive voting procedure. There are three merits for using the active gridding. First, we can locally evaluate whether the pairs on the same grid define linelets or not. Second, the isolated selected points will not be involved in the further computation being away of the linelets. Last, the number of linelets is a small fraction of the number of all the edge points. Hence, computing the measure function becomes much faster. The statistical Hough transform (S-HT) is estimated in [17] using histograms and kernel estimates. Due to its global nature, it is robust to noise and to the choice of the origin of the spatial coordinates, and all its parameters are automatically estimated.

A vanishing point detection algorithm is presented in [18] where the lines are detected. Then, using a coordinate transform, circles are translated into lines. Finally, the HT is used for detecting lines again. Thus, the positions of the vanishing points correspond to the line parameters in polar coordinates. Another vanishing point detecting approach is proposed in [19] being based on the k-means clustering. In this approach, there is no need to find the intersection of lines to extract the vanishing points. Therefore, both of the complexity and the processing time of the algorithm are reduced.

The work in [20] addresses a common misconception in the polar line parameterization when detecting the vanishing points. In the \( \rho - \theta \) line parameterization, the vanishing points do not map onto lines. However, lines can be used as an approximation when the vanishing point is sufficiently distant from the image area. The error of this approximation is proportional to the ratio of the radius of image area to the distance of the vanishing point from the image center. The work also studies in detail the point-to-line-mappings (PLTM) as a class of line parameterizations having the vanishing points mapped onto lines. A mathematical background of the cascaded Hough transform (C-HT) is formulated providing the mathematical tools for constructing the PLTM triplets. This can be also used in detecting checkerboard structures utilizing the vanishing points. In this way, the work in [20] can be considered as an extension of that in [9].

In [21], the HT line detection is enhanced by compensating for the lens distortion. In this approach the search space is 3D, including the orientation, the distance to the origin and also the distortion. The algorithm presented in [22] is used for detecting 3D lines using the HT. This approach is applied to the range images of scenes containing boxes or blocks. Initially, peaks are found in the 2D slope parameter space. Then, peaks in the intercept parameter space are sampled. Line segments are fitted locally to the edge points detected by a Laplacian operator to accurately estimate the directions in the 3D.

2.2 Other Analytical Shapes

As mentioned above, the original use of the HT is detecting lines. However, it has evolved over the years to identify other analytical shapes such as circles and ellipses [23]. Both of the HT and the circular Hough transform (CHT) usually depend on converting gray-scale images to binary images. They both use a preliminary edge detection technique such as Sobel or Canny. Additionally, they both depend on a voting scheme. However, the CHT relies on the equation of circle having three parameters. This requires more computation time and memory storage, and increases the complexity. A basic algorithm of the CHT is shown in Fig. 5, while some examples of using it are demonstrated in Fig.6. A comparative study of the CHT is introduced in [24]. The comparison considers the SHT for circles, the fast Hough transform (FHT), and the space saving approaches devised by Gerig and Klein [25]. A two-step algorithm [26] is presented for circle detection through a 2D HT and a radius histogram. The first step uses the HT for the detection of the centers of the circles and the second step validates their existence by radius histograms. The fine-tuning of the HT parameter space is presented in [27] using the genetic algorithms (GA). Additionally, a size invariant circle detection method is presented in [28] where a combination of variations of the CHT is suggested. The variations have an equivalent effect to applying a scale invariant kernel operator. They include adding edge directions, simultaneous consideration of a range of radii, using a complex accumulator array with a phase proportional to the log of radius, and a filter implementation.
A fast randomized HT (FRHT) for circle and circular arc recognition is presented in [29]. In this approach, one point was picked at random as a seed point, then a checking rule is used to confirm if it is truly on the circle or not. The FRHT requires less computation time and is more suitable for dense images compared to the previous RHT versions.

A sphere detection method based on the hierarchical HT (HHT) is introduced in [30]. The HHT has privileged features such as: reducing storage space and calculation time significantly, being robust with respect to noise and artifacts, and being applicable in 3D images. This technique is successfully applied in analysing the 3D structure of the human ball joints in the hip and shoulder which renders it useful in surgery planning. It can be used in detecting partially hidden and overlapping parts of a sphere. A method for great-circle detection on a sphere using the RHT is presented in [31]. It transforms central-projection images to spherical images mapped onto a unit sphere. In this way, great circles on the sphere correspond to lines on 3D planes easing their identification. In this work, the duality between a point and a great circle on a sphere has been exploited. An approach of concentric circle detection is proposed in [32]. The image is pre-processed by performing edge detection, and then the circle centers are allocated using the gradient HT. Finally the radii are found using the one dimensional (1D)-HT. The detection efficiency is enhanced by the image discretization, and by reducing the resolution ratio in the process of circle center detection. The proposed combination of the gradient HT and the 1D-HT is reliable to noise and can deal with distortion, and edge discontinuity. An efficient RHT for circle detection is presented in [33]. It uses a probability sampling to optimize determining the sample points and assuming the candidate circles. Due to these optimizations, the sampling validity is improved and many false circles are filtered out. Circle detection is carried out in [8] using the DCHT to save in memory and computation time.

An extension is suggested in [34] to detect approximate circles and circular arcs of varying gray levels in an edge-enhanced image. Circles of arbitrary radii are detected in [35]. The algorithm performs the 3D convolution of the input image with the Hough kernel. The complexity is $O(n^3 \log n)$, which is better than $O(n^4)$ of the original CHT. A comparison between the CHT and the modified Canny edge detector for circle detection is carried out in [36] favouring the latter. According to [37], the main drawback of the CHT is the dependence on the result of the edge detector. Additionally, the CHT investigates a pre-defined radius value of the circle which may limit its use. Efforts are made in [35] to solve the radii definition problem by following a radius-invariant approach.

With respect to ellipse detection, an ellipse can be defined by five parameters, its center $(x_c, y_c)$, the major axis $a$, the minor axis $b$, and the slope $\theta$ as shown in Fig.7.

Therefore, we need a five-dimensional parameter space for ellipse detection. If $N$ is the size of each dimension of the parameter space, an order of $O(N^5)$ is required to store the parameter space. Additionally, it takes time of order $O(N^5)$

---

1. Extract edges of the image e.g. using Canny detector.
2. Create a 3D Accumulator Array of zeros, $A[x, y, r]$ for center locations and radius values according to image dimensions.
3. For each edge point, $(x', y')$ in the image:
   3.1 For each candidate radius $r$:
      3.1.1 For each candidate $x$ for center horizontal location:
         3.1.1.1 Find each possible $y$ verifying the equation:
         $$(x' - x)^2 + (y' - y)^2 = r^2$$
         3.1.1.2 Increment the cell:
         $$A[x, y, r] = A[x, y, r] + 1$$
4. Search for local Maxima in $A[x, y, r]$, to obtain the center locations and the radii of the circles in the image.

Fig. 5 A basic algorithm for the CHT

Fig. 6 Applying the CHT to three objects, the shades affect the detection of the coin in the middle.
to vote for each edge point and to search in the accumulator array [38] where a graphic processing unit (GPU) is used for speeding up. A method is presented in [39] for detecting ellipses by finding symmetric lines with the help of the linear Hough transform (LHT). In this method, global geometric symmetry is used to locate all possible centers of ellipses. Then, all feature points are classified into sub-images according to their corresponding centers. Such classifications save much time.

Curve detection methods based on the RHT are discussed in [40], and [41]. As mentioned above, the advantages of the RHT are a small storage, a high speed, and a flexibly extending parameter space. A real-time technique based on the RHT for ellipse detection is introduced in [42] to aid a robot in navigation and object detection. This technique uses clustering to classify all the detected ellipses into their predetermined categories in real time. The iterative RHT (IRHT) is developed in [43] for the detection of incomplete ellipses in the presence of high noise. It applies the RHT iteratively to a region of interest determined from the latest estimation of ellipse parameters.

With respect to other analytical shapes, an algebraic approach to the HT is discussed in [44] to lay a theoretic foundation for detecting general algebraic objects such as affine schemes. This approach is particularly useful in the problem of detecting special formations in medical and astronomical images. In [45], a detection method of polygons is suggested. This method finds image edges by utilizing the Canny algorithm. Then using the HT, the lines on each edge are drawn. Finally, the start and end points of the longest lines are found to detect the polygon present in the image.

2.3 Irregular Shape Detection

Various variations of the HT such as the SHT and the CHT are mainly used for detecting analytical curves using suitable parameterization. However, if the shape does not have an analytical form, we resort to using the generalized Hough transform (GHT) [46]. This transform uses a look-up table defining the relation between the boundary (positions and orientations), and the Hough parameters as a substitute for a parametric equation. Fig. 8 shows the GHT parameters, and Fig.9 displays its algorithm.

The GHT algorithm displayed here assumes that the sought model has the same scale and orientation as that of the look-up table. However, the rotations and scale changes can be dealt with using appropriate transformations. A remarkable attraction of the GHT is its ability to be applied hierarchically to build complex shapes from simpler ones. This makes the GHT a scalable transform.

The drawbacks of the high dimensional parameter space encountered by the analytic HTs can be avoided by the use of the GHT [46]. The advantages of the GHT include being robust to occlusion and the presence of additional structures (e.g. other lines, curves, etc.), being tolerant to noise, and being able to find multiple occurrences of a shape during one pass. The main problems of it are the high storage and computation demands. Some improvements are suggested for the modified version of the GHT in [47]. It uses a pair of boundary points with the same slope angle to derive rotation-invariant parameters. Additionally, the speed is enhanced by applying the FHT. Each vote is contributed by a pair of edge pixels with the same slope angle. In this method, the 4D Hough domain is trimmed down to 2D eliminating the false votes. A comparative study of the GHT techniques is shown in [48]. It investigates the performance of some efficient GHT techniques e.g. an extension of the Thomas’s rotation-invariant algorithm [49].

An approach to shape matching for image retrieval is presented in [50]. This approach makes use of the GHT and works well in detecting arbitrary shapes even in the presence of gaps and under rotation, scale and shift variations. It also uses a preliminary automatic selection of the appropriate contour points to reduce the computation.

A probabilistic framework is shown in [51] for object detection. It is a variation of the HT that has similar simplicity and wide applicability. However, it bypasses the problem of multiple peak identification in the Hough space and permits multiple object detection without invoking non-maximum suppression heuristics. This framework can reuse the training procedures and the vote representations developed for implicit shape models or Hough forests. That boosts its use in many applications such as: cell detection and counting pedestrians. Nevertheless, the computation time sometimes increases compared to the traditional HT.

An approach of 3D image processing based on the modified GHT is shown in [52]. The indexing of the look-up table is modified seeking for a more efficient performance.
3. Tone and Color

Most implementations of the HT require the pre-processing steps of binary-conversion and edge detection before being applied to gray images causing a loss of useful information. In this section, we demonstrate other approaches working on images with higher information content. They range from simply adding a gray value to the accumulator array to color segmentation and dealing with color histograms. The section is concluded with a case study of a gradient approach working directly on gray images for line detection. Additionally, this approach is compared to the conventional SHT.

3.1 Irregular Shape Detection

An extension of the HT, the gray scale Hough transform (GSHT) is presented in [53]. It aims at detecting thick lines (bands) in a gray scale image directly to save binary-conversion time and to have more information content. The GSHT enlarges the accumulator array by adding the gray value $G_i$ of each edge point as an additional dimension along with $\rho$ and $\theta$ (in contrast with the conventional HT). In this way, there is a high storage demand. A gray scale inverse HT is proposed in [54] to detect line segments. This is combined with the modified GSHT proposed in [53]. The method is capable of determining lines exactly as they appear in the original image pixel by pixel with its correct gray value. On the other hand, a technique is presented in [55] to extract homogeneous line segments in gray scale images without obtaining edges. A region has been defined as the union of several connected line segments and a line segment is defined as a straight line with the property of uniformity among the pixels on the line. The property of
uniformity is the value of variance of gray values along the line. Accordingly, the line segment is defined using two threshold parameters (the minimum length of line and the maximum variation of line). Since multiple line segments can collaborate to define a region, the approach is capable of detecting regions irrespective of their shape and size.

The GSHT is extended to region extraction in color images in [56]. It depends on the homogeneity of color obtained from the trace of the covariance matrix of the pixels along lines. The homogeneity of color pixels on a line segment may be viewed in two ways. The first is component-wise (a set of pixels has to be homogeneous in each of the three components: red, green, and blue). The second is provided by combining the values of the set of pixels without looking at each one individually. However, the approach has some problems to tackle. One of them is that it may fail in detecting an object having many small uniform regions. Another problem is the critical choice of suitable quantization levels in the Hough space.

As mentioned in [56], there are three possibilities for detecting edges in color images. First, to detect them separately in individual spectral components (such as the red component) using local gradient operators. The resultant edge magnitude may be taken as, either the maximum edge value for all components or a linear combination of them. Second, to use the brightness difference or the ratio of the same pixel in different color components (which is a very informative feature). Third, to create a multi-spectral edge detector of size $2 \times 2 \times n$, as each pixel is represented by an $n$-dimensional vector. The $2 \times 2$ neighborhood is similar to that of the Roberts gradient operator.

The GHT with color similarity between homogeneous segments is presented in [57] for object detection. The use of color has made the algorithm robust enough to recognize objects in spite of being translated, rotated, scaled and even located in a complex environment. In [58], a spatial color histogram is proposed for segmentation and object tracking. This model encodes the color distribution and spatial information using the GHT as a location estimator.

3.2 Case Study: the Gradient Hough Transform

A line detection algorithm which works directly on gray images is the gradient Hough transform (GrdHT) introduced in [59]. The algorithm calculates the gradient magnitudes for the image pixels. Those with a gradient magnitude less than a certain threshold practically belong to constant intensity regions in the image. Such regions are ignored in the voting of the GrdHT since they are not likely to contain edges or lines. Additionally, the GrdHT has a sensitivity parameter which tunes its operation in a fuzzy manner. Besides working directly on gray images, the GrdHT has other advantages such as: working fast since the code does not have any loops, and being able to detect the ending points of a line segment.

We have carried out two sets of experiments. The first compares the GrdHT to the SHT, while the second probes the effect of varying the sensitivity parameter on the number of detected lines by the GrdHT. In Fig. 10, the left column belongs to the GrdHT (with default sensitivity value), while the right belongs to the SHT. For the image in the first row, the GrdHT has a good performance in detecting most lines of the checkerboard pattern. While, the SHT seems to be more affected by the projective distortion. It only detects some of the horizontal lines parallel to the image plane. For the image in the second row, the performance of the GrdHT is worse since it is based on the derivative effect which amplifies the already high content of noise in this image. For the image in the third row, the GrdHT detects most of the lines in the image while the SHT misses the most. The reason for this is that when the image is converted to binary in the case of the SHT, it loses most of its information content. A poor performance is seen for the image in fourth row for both algorithms. The GrdHT overestimates the number of detected lines due to the rich texture and high noise content of the image. While the SHT underestimates this number especially for the horizontal beams of the railroad. The reasons for this are: most of them are short, and their sizes are affected by the projective distortion. In fact they disappear as they approach the vanishing point. Therefore, the votes obtained by each are few compared to that of the rails and not remarkably high compared with other small edges in the image.

![Fig. 10 Comparison between the GrdHT (left column), and the SHT(right column). Original images obtained from [59], and [60].](image-url)
In Fig. 11, the effect of the sensitivity parameter is obvious for the all three images. The smaller its value, the more the lines that are detected. However, it is not easy to set the value of such parameter since its optimum value varies from an image to another.

To conclude this section, the GrdHT is more suitable for images which are affected by the projective distortion, and for images which lose most of their information content when converted to binary. The SHT is more suitable for images suffering from a high noise effect. Although the
GrdHT is more accurate than the SHT in many cases, setting its sensitivity parameter is a critical issue and is image-dependent.

4. Speedup and Memory Saving

While the HT possesses the mentioned benefits, it requires a long computation time and large data storage. A lot of research efforts have been made to ease such burdens. These efforts range from voting acceleration, to hardware implementations passing by parallel computing, and memory reduction. Some important aspects of these issues are shown below.

The field programmable gate array (FPGA) is among the most common hardware accelerators used in real-time implementations of the HT. For example in [61], the FPGA is used to store the Hough parameters in its memory block. This approach is not only memory efficient but can also be used for both line and circle detection. The hardware resources are minimized in an implementation of the HT shown in [62] due to exploiting both the angle-level and pixel-level parallelism. The run-length encoding is used to accelerate the HT by skipping the unnecessary computations and memory accesses. The real-time line detection in high-definition video combines the parallel Hough transform (P-HT) and the FPGA in an architecture-associated framework. The FPGA is used to build two modules. The first is a resource-optimized Canny edge detector with enhanced non-maximum suppression used to extract the candidate edge pixels for subsequent accelerated computations. The second is a multi-level pipelined P-HT for line detection. The use of the FPGA with the CHT is shown in [63]. This approach has a one-dimensional accumulator array stored in the FPGA memory and a 2D accumulator stored outside it.

To save in the computation time of the CHT, two parallel methods are considered in [64]. The first is based on the threading building blocks (TBB) which is a set of C++ templates of parallel programming capabilities. The second uses the compute unified device architecture (CUDA) parallel computing platform on a GPU. The Hough voting used in the construction of the accumulator array is suitable for the parallel processing performed by both methods. According to the experimental results therein, the maximum speedup achieved on a 4-core system is 3.648x, while the maximum on the GPU platform is 45.7x. Another parallel implementation of the CHT is shown in [65]. Two methods for parallelization have been suggested. Each of which has been implemented on four different graphic cards using the CUDA. The proposed methods have been executed on GPUs verifying up to 65 times more speedup compared to the sequential algorithm.

The voting acceleration is employed in [11] where the PPHT is used for line detection. This approach minimizes the computation by using only a fraction of points for voting. On the other hand, an improved HT method is applied in [66] for detecting line segments in the presence of background clutter. A local operator in the parameter space is defined to enhance the discrimination between the accumulator peaks caused by real line segments and that result from noise. Meanwhile, a global threshold is obtained by analyzing both of the original accumulator histogram and the noise. The fuzzy generalized Hough transform (FGHT) is utilized in [67] for the retrieval of objects (instead of the conventional GHT) to alleviate the computation and memory requirements needed to handle the rotation and scale variations. For multiple object detection (five lumbar vertebrae), the work in [68] proposes combining the GA with the HT to reduce the search space complexity. Additionally, a probabilistic framework is proposed in [51] to solve the problem of multiple peak identification in the parameter space using the greedy inference.

Hough forest trees [69] are a combination of random forests and the GHT which is useful in real-time object detection and tracking. Human action classification with the help of the HT voting framework is shown in [70] and [71]. Random trees are exploited in the training phase to learn the mapping between densely-sampled feature patches and their corresponding votes in the Hough space. The leaves of the trees form a discriminative multi-class codebook in a probabilistic manner.

An effort has been made in [72] to optimize the HT performance. A centroid-based HT is used for the skew correction of the license plate recognition. The computation is reduced by focusing only on the centroid point of each character. Then, the HT is used to locate the line passing through these points and to find its skew. In [73], a crop row detection is proposed using a gradient-based RHT. It is found that by changing the mapping method, the gradient-based RHT reduces the computation burden meeting the real-time requirements. Memory saving is discussed in [48] where several GHT techniques are analyzed. In [52], an approach of 3D image processing modifies the indexing of the look-up table of the GHT. The total complexity of the algorithm decreases to a quadratic dependence on the number of samples defined by the object.

An eliminating particle swarm optimization (EPSO) algorithm is shown in [74]. The aim of EPSO is improving the speed having its parameters as the particle positions. Additionally, the work therein compares the EPSOHT, IRHT, and RHT in presence of noise. The compared approaches are close to each other with respect to accuracy and speed under low noise levels. However, as the quality of images worsens, the EPSOHT achieves the highest accuracy in the lowest time.

Some other approaches used to improve the HT performance are mentioned in this work. For example,
in [75] different hierarchy levels, and line partitioning into different blocks are used. Image compression is utilized in [76]. Speed is improved in [77] using the FHT. Additionally, end points are used instead of whole lines, and the gradient constraints are employed. Captured images are split in [78], and the HT is combined with a contour detecting algorithm in [79].

In this section, we have followed an inclusive approach. However, the crucial issues of improving speed and saving memory recur throughout the whole of this paper.

5. Hough Transform Applications

Due to the merits of the HT mentioned above e.g. noise immunity, it has been widely used in many applications. For example, 3D applications, detection of objects and shapes, lane and road sign recognition, industrial and medical applications, pipe and cable inspection, and underwater tracking. Some of these applications are illustrated below.

5.1 Traffic and Transport Applications

The hierarchical additive Hough transform (HAHT) is proposed in [75] to detect lane lines. The suggested HAHT adds the votes at different hierarchy levels. Additionally, line partitioning into different blocks reduces the computation burden. An approach of lane detection is suggested in [76], where the HT is combined with the joint photographic experts group (JPEG) compression. However, the algorithm is tested only in simulations. On the other hand in [77], the FHT is integrated by the gradient constraints for lane detection. It introduces a reverse voting strategy and gets the end points of the extracted line in order to represent it only by two points. In this way, the lane can be detected by matching two points instead of two parallel lines in the parameter space. Not only the combination of the FHT and the gradient improves the speed, but also increases the stability of the line extraction.

An adaptive unsupervised classifier is used in [80] to detect lanes. This is particularly useful for road estimation under changing system parameters. In this way, the system assists the driver to follow the road center. The inverse perspective map (IPM) is mad use of in [81] to get a top view of the road. Then, the HT is used to detect the lanes and to choose the most suitable for the vehicle to travel in. The IPM transformation is obtained with the help of information about the camera calibration and the pose assuming a flat road. The lanes appear in the IPM image as vertical and almost parallel straight lines. A lane departure warning system is proposed in [82] exploiting an optimized architecture of HTs. The suggested architecture has the ability of processing 16 LHTs simultaneously. The lane boundaries are detected and made available in [83] through a vehicular network to enhance the safety level and to boost the drivers’ cooperation. The PPHT is used to extract the roads in [84] using only a small number of randomly selected edge points. This helps in the reduction of computation time. Utilizing high-resolution remote sensing images, the roads are extracted in [85] with the aid of the wavelet transform and the HT. The wavelet transform is used at the beginning to de-noise the image and to detect the road edges. Then, the HT is applied to enhance the road extraction. In [86], roads are extracted from high resolution synthetic aperture radar (SAR) images. The roads appear in the SAR images as homogeneous dark areas bounded by two parallel lines (or arcs). An average HT accumulates the gray level intensities of pixels on each line, and then divides the sum by the number of pixels. A system for driver assistance and lane marking detection and tracking is suggested in [78]. In this system, a real-time captured image is split. Then, the HT is applied to detect the lane boundaries. The reason for using splits is to alleviate the HT computation burden. After detecting the lanes in different splits, the partitions are merged to find the final most probable lane boundaries. A vision-based driver assistance system is proposed in [87] to promote the driver’s safety in the night time. The suggested system carries out both of lane detection and vehicle recognition. Additionally, systems for detecting the driver-drowsiness can be built using the CHT to locate the eyes of the driver using a small camera mounted inside the car. In this case, the camera watches the face and observes if the eyes are closed for a number of consecutive frames.

A system for vehicle license plate (VLP) detection is shown in [79]. The system combines the HT and a contour detecting algorithm to improve the speed. Although the input images can be taken from various distances with inclined angles, the system is able to detect multiple VLPs. In [72], a perspective centroid-based HT for Skew correction of license plate recognition is shown. It gets first the centroid of each character on the plate, and then the HT is used to estimate a line passing by the centroids. Knowing the skew angle, the plate position can be corrected for a more accurate recognition.

An algorithm for the Chinese road sign recognition is proposed in [88]. It uses an improved two-step CHT to separately locate the center of the sign circle, and then to determine its radius. Additionally, a combination of the SHT and the GHT is used in [89] for road sign recognition. A project for rail road
defect inspection is proposed in [90]. It finds the defects of the railroad tracks with a notification to the inspector of the type and location of the defect. For example, the CHT is used to detect missing bolts, defects, and cracks in ties.

5.2 Biometrics and Man-Machine Interaction

A generic hand detection model with articulated degrees of freedom is presented in [91]. It uses the geometric feature correspondences of points and lines. The lines are detected by the PHT. Then, they are matched to the model. The GHT is employed in [92] for the recognition of the Turkish finger spelling. Interest regions are obtained using the scale invariant features transform (SIFT). The irrelevant interest regions are eliminated with the help of the skin color reduction.

Additionally, a real-time human-robot interaction system based on hand gestures and tracking is proposed in [93]. It combines the connected component labeling (CCL), and the HT. Detecting the skin color, it has the ability to extract the center of the hand, the directions and the fingertip positions of all outstretched fingers. On the other hand, the HT is applied to finger print matching in [94]. The algorithm uses a robust alignment method (descriptor-based HT). Additionally, it measures the similarity between fingerprints by considering both minutiae and orientation field information.

The CHT is used to locate the eyes and the heads for the people detection in [95]. Additionally, the pupil is located in [96] using a combination of the Canny edge detector and the CHT. Moreover an iris localization algorithm is suggested in [97] where the CHT and the image statistics are used to estimate a coarse iris location in the images of the eye. The pupil is located using a bi-valued adaptive threshold and the two-dimensional shape properties. The limbic boundary is located by using the Hough accumulator and the image statistics. Finally, these boundaries are regularized using a technique based on the Fourier series and the radial gradients. Additionally, an iris segmentation method using the CHT and active contours is proposed in [98]. Since richer iris textures are closer to the pupil than to the sclera, the inner boundary of the iris is accurately segmented in its real shape, while the outer boundary is circularly approximated. In an eye image, the outer iris boundary is firstly obtained by the CHT. The pupil region of interest is defined accordingly. Then, the CHT is applied again to obtain an initial contour of the pupil for active contour segmentation. Such a close approximation, decreases the space search, and saves in the processing time. Furthermore, the CHT is used for person head detection, in [99].

5.3 3D Applications

In [22], a detector is devised for 3D lines, boxes, and blocks. Using 2D Hough space for parallel line detection, this method reduces the computational cost. The 3D HT is used for the extraction of planar faces from the irregularly distributed point clouds. The work also suggests two reconstruction strategies. The first tries to detect the intersection lines and the height of the rising edges. The second assumes that all detected planar faces should model some part of the building. The experiments show that the latter is able to reconstruct more buildings with more details, but sometimes generates artificial parts which do not exist in reality. To recognize objects in 3D, [100] proposes a 3D Hough space voting approach for determining object categories learned from artificial 3D models. The proposed method uses the ray voting for object reference points. This allows a cluster of votes to be shown in similar directions. The model can be trained with large amounts of data taken from different sources at varied scales. A modified GHT for the 3D image processing is presented in [52]. The principal modification in the GHT appears in the lookup-table indexing.

The airborne laser scanner technique is described in [101] as the most appropriate way to acquire 3D city models. Once the 3D lidar data are available, the next task is the reconstruction of building models. Specifically, the approach focuses on the detection of the roof planes. Among the approaches of 3D roof plane detection are the HT, and the random sample consensus (RANSAC). A comparison of both algorithms, in terms of the processing time and the sensitivity to the point distribution within the 3D cloud are shown therein. The RANSAC algorithm is faster and more efficient. Additionally, the HT is more sensitive to the segmentation parameter values. However, the RANSAC major limitation is that it sometimes generates 3D constructions that do not exist in reality. A proposed extension allows harmonizing the algorithm with the geometry of roofs. Once the roof planes are successfully detected, the automatic building reconstruction can be carried out. Additionally, the detection of vanishing points mentioned above in [9], [18], [19], and [20] is of crucial value for the 3D reconstruction.

5.4 Object Recognition

An approach is presented in [57] for object detection using the GHT with the color similarity between homogeneous segments of the object. The input of the
algorithm is previously segmented regions with homogeneous color. According to this work, the approach is robust to illumination changes, occlusion and distortion of the segmentation output. It is able to recognize objects in spite of being translated, rotated, scaled and even located in a complex environment.

The work shown in [102] proposes a robust method for recognizing objects among clutter and in the presence of occlusion. A close to real-time performance is achieved. The recognition of the objects depends mainly on matching individual features stored in a database of known objects using a fast nearest neighbor algorithm. The HT is then used to identify clusters belonging to a single object. In addition to this, recognition of multiple instances of an object is proposed in [103]. An active binocular vision system for localizing multiple instances of objects of the same-class in different settings is considered. The SIFT is used to find up to six object instances of the same class simultaneously. A probabilistic framework for multiple object detection is proposed in [51]. This work tries to solve the problem of multiple peak identification in the Hough space by applying the greedy inference which picks the overall (global) maxima. Additionally, [69] proposes a method using random forests to improve the GHT performance. The detection corresponds to the maxima of the Hough space about the possible location of the object centroid. Moreover a method for detecting moving objects is shown in [104]. An unsupervised moving object detection algorithm with an on-line GHT starts with simple motion estimation, and then selects the optimal foreground blobs based on multiple instance learning.

In [105], an attempt is made to broaden the scope of the HT to deal with more complicated patterns compared with primitive lines and circles. A method to extract convex hulls and other related features from the transform space is shown. In order to reduce the computation cost, two more efficient algorithms are proposed. The first is the piecewise-linear Hough transform (PLHT), and the second is the fast incremental Hough transform (FIHT). Furthermore, the HT is extended in a hierarchical form used with feature points.

In [106], an eight-neighborhood-based generalized HT (EN-GHT) for the recognition of multi-break patterns is proposed. The EN-GHT differs from the GHT in the configuration of the lookup-table which becomes more suitable for pattern recognition. Additionally, it is difficult for the conventional GHT to detect such broken areas. On the other hand, [67] proposes an approach of shape matching for image retrieval. The system selects the dominant points that can represent the shape for matching. Then, the voting is performed on the level of a region not a single pixel in the accumulator array. It is shown that the system works well in detecting arbitrary shapes even in the presence of gaps, rotations, different scales, and shift variations.

5.5 Object Tracking

In [107], a shape based tracking is performed using a mixture of uniform and Gaussian Hough (MOUGH). This approach is able to locate and track objects even against complex backgrounds such as dense foliage while the camera is moving. In [108], an object tracking in a sequence of sparse range images is suggested using the bounded Hough transform (BHT). This is a variation of the GHT which exploits the coherence across image frames. A method for rectangular object tracking is suggested in [109]. First, it finds the edges using the Canny edge detector, then applies the HT to find all lines in a predefined window surrounding the tracked object. A spatial color histogram is proposed in [58] for segmentation and object tracking. The spatial color histogram model encodes the color distribution and the spatial information. The GHT is used as a location estimator, which estimates the object location from a frame to another using its voting capabilities.

Planner pose estimation is tackled in [110]. The approach relates the 2D Hough space to the 3D information about the poses of planar objects. The HT is used to detect rectilinear segments grouped into a bounded figure in the planar surface. Then, a numerical representation of the Hough space is obtained. Comparing the numerical representations to that of the test patterns, the object pose is estimated. An indoor method for robot motion estimation is described in [111]. A line feature is detected and tracked in the robot fixed frame depending on the characteristics of the robot motion. The line tracking can be combined with the robot navigation. The HT is used to match each tracked line to its corresponding wall.

The HT is utilized for the automatic track initiation of moving objects in [112]. It is used in the radar surveillance applications. The reasons for this are having many objects for the sensor to observe, and the received measurements usually are noisy with uncertain origin. This makes the HT noise immunity highly advantageous in such settings. Furthermore, a multiple track initiation method using the HT is proposed in [113] for targets moving with constant acceleration in a heavy clutter environment. The SHT is used to filter the clutter. Then, using the RHT and the minimum distance metric, the candidate tracks can
be followed. Finally, the actual track is found by subtractive clustering.

5.6 Underwater Applications

A method for geometrical shape recognition for an underwater robot images is proposed in [114]. The recognition problem is transformed into a bounded error estimation problem compared to the classical GHT. An underwater system is developed in [115] to carry out visually guided tasks on an autonomous underwater vehicle (AUV). Underwater pipelines are detected using the HT. Then, the binary morphology is employed for determining their orientations. In [116], the HT and an AUV are used for cable tracking. Additionally, in [117], a micro remotely operated vehicle (micro-ROV) is used to test the net integrity in fish cages by analyzing the frames of a video camera exploiting the PPHT.

In [118], the PHT is used to locate underwater pipelines. It searches for line segments among the edges and returns many line segments per pipe outline. The Hough pruning algorithm merges the semi-collinear lines. In [119], a model is suggested to detect and track underwater pipelines in complex marine environments. The images are filtered to reduce noise and to be enhanced. Then, the HT is used to get the boundary of the pipelines parameterized as curves. The curves with extracted features are used for estimating the locations and orientations of the pipelines. A marine tracking system is proposed in [120] where the automatic detection and tracking of man-made objects in subsea environments are pursued under the circumstances of poor visibility and marine snow. The proposed system involves minimizing the noise and video artifacts, estimating the camera motion, detecting the line segments and tracking the targets.

5.7 Industrial and Commercial Applications

There are myriad industrial and commercial applications of the HT and its many variants. However, for the sake of focusing on the trends, only a few has been mentioned in this subsection. A knowledge-based power line detection method is proposed in [121] using an unmanned aerial vehicle (UAV) surveillance and inspection system. A Pulse coupled neural network (PCNN) filter is developed to remove the background noise from the image frames before using the LHT. The knowledge-based line clustering is applied to refine the results. A variation of the HT which decides whether an item under inspection passes or fails is presented in [122]. A visual inspection system for industrial defect detection is presented in [123]. Where, the HT is used to check clamps, holes, and welds. The CHT is used in [124] for pipe inspection and to build a model for the defect. The detection of pipe joints is achieved by looking for peaks in the Hough space using the circle parameters of the pipe joint which is represented as a circle.

In [125] a prototype for cell detection algorithm using the CHT is proposed. Although the cells in a bee comb have a hexagonal shape, the spaces in the cells are approximated as circles. That makes it possible for the application to count the number of cells in a bee comb. Both of the CHT and the LHT have been combined in [126] for detecting the botanical and mineralogical alterations that result from the natural seepage of carbon dioxide and light hydrocarbons. The CHT is used to distinguish the holes from the background then collinear centers of the detected circles are found using the LHT.

Additionally, [127] proposes a skew detection for the barcode images. In this application, the HT is used to detect the scanned lines of the barcode. Then, a correction module is used to rotate the barcode to the upright position.

5.8 Medical Applications

The medical examination approach in [128] is based on a warped frequency transform (WFT) to compensate for the dispersive behavior of the ultrasonic guided waves, followed by a Wigner-Ville time-frequency analysis and the HT to further improve the defect localization accuracy. In [68], the positions and borders of vertebrae are automatically detected. The HT is combined with the GA to determine the moving vertebrae, concurrently.

A real-time tracking system of surgical instruments in laparoscopic operations is proposed in [129]. This system combines the particle filter tracking with the HT. Due to the condensation algorithm of the particle filter, the approach performs well in heavy clutter. Additionally, the HT is robust under illumination changes, occlusion and distractions. The Hough accumulator is constructed using the gradient direction image calculated by the principal components analysis (PCA). This improves the accuracy of the obtained edge orientation and speeds up the computation of the HT.

5.9 Unconventional Applications

To emphasize the versatility and the ever-expanding nature of the HT, we end this section by some unconventional uses. A data mining approach is
suggested in [130] to find the arbitrarily oriented subspace clusters. This is accomplished by mapping the data space to parameter space defining the set of possible arbitrarily oriented subspaces. The clustering algorithm is based on finding the clusters that accommodate many database objects. The approach can find subspace clusters of different dimensionality even if they are sparse or intersected by other clusters within a noisy environment.

An algorithm for feature matching is presented in [131]. The feature matching problem is cast as a density estimation problem in the Hough space spanned by the homography hypotheses. Specifically, all the correspondences are projected into the Hough space, and matches are determined. It deserves mention that the SIFT algorithm has a HT step incorporated within [102]. Moving from features to a higher scale, a classification of a scene based on its transform will keep going. As the GPUs will help more time-critical applications to emerge. The evolution of the transform will keep going. As the transform has had a fruitful history, it has a good chance of a bright future for decades to come.

6. Conclusions

The Hough transform has attracted a lot of research efforts over the decades. The main motivations behind such interest are the noise immunity, the ability to deal with occlusion, and the expandability of the transform. Many variations of it have evolved. They cover a whole spectrum of shape detection from lines to irregular shapes. New variations are expected to appear moving the transform closer towards the recognition of more complex objects. Mostly, the transform and its variants have been applied to binary images. However, this is changing; we have shown some work done directly on gray and color images. We expect that more work will be done on color images maintaining most of the information content. This will be promoted with the persistent research efforts done for more memory-efficient and speedy implementations. Nowadays, numerous applications have made use of the Hough Transform in many fields such as traffic, biometrics, object recognition and tracking, medical applications, industrial and commercial applications, and there is room for unconventional ones. For future, we expect that the parallel processing especially on GPUs will help more time-critical applications to emerge. The evolution of the transform will keep going. As the transform has had a fruitful history, it has a good chance of a bright future for decades to come.

References

[1] P. V. C. Hough, "Method and Means for Recognizing Complex Patterns", US Patent 3,069,654, Ser. No. 17,7156 Claims, 1962.

[2] R. O. Duda, and P. E. Hart, "Use of the Hough Transformation to Detect Lines and Curves in Pictures", the Comm. ACM, Vol. 15, No.1, 1972, pp. 11-15.

[3] J. Illingworth , and J. Kittler, "A Survey of Efficient Hough Transform Methods", in Alvey Vision Conference (AVC), 1987, pp. 319 – 326, doi:10.5244/C.1.43.

[4] J. Illingworth , and J. Kittler, "A Survey of the Hough Transform", Computer Vision, Graphics, and Image Processing, Vol. 44, No.1, 1988, pp. 87–116.

[5] W. Niblack, and D. Petkovic, "On Improving the Accuracy of the Hough Transform: Theory, Simulations, and Experiments", in IEEE Conference on Computer Vision and Pattern Recognition, 1988, pp. 574- 519.

[6] R.J. Christopher, and P.H. Gregson, "Detecting Corners Using the 'Patchy' Hough Transform", in Conference on Electrical and Computer Engineering, 1994, pp. 576- 579.

[7] Y. Zhang, and R. Webber, "A Windowing Approach to Detecting Line Segments Using Hough Transform", Pattern Recognition, Vol. 29, No. 2, 1996, pp. 255-265.

[8] V. F. Leavers, D. Ben-Tzvi, and M. B. Sandier, "A Dynamic Combinatorial Hough Transform for Straight Lines and Circles", in Alvey Vision Conference (AVC), 1989, pp. 163-168, doi:10.5244/C.3.28.

[9] T. Tuylalaas, M. Proesmans, and L. van Gool, "The Cascaded Hough Transform as Support for Grouping and Finding Vanishing Points and Lines", Lecture Notes in Computer Science Vol. 1315, Berlin: Springer, 1997, pp. 278-289.

[10] M. C.K. Yang, J. S. Lee, C. C. Lien, and C. L. Huang, "Hough Transform Modified by Line Connectivity and Line Thickness", IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 19, NO. 8, 1997, pp. 905-910.

[11] C. Galamhos, J. Matas, and J. Kittler, "Progressive Probabilistic Hough Transform for Line Detection", in IEEE Conference on Computer Vision and Pattern Recognition, Vol. 1,1999, pp. 554 -560.

[12] R. S. Stephens, "A Probabilistic Approach to the Hough Transform", Image and Vision Computing, Vol. 9, Issue 1, 1991, pp. 66–71.

[13] L. Xu, and E. Oja,"Randomized Hough Transform", Encyclopedia of Artificial Intelligence, Vol. 3, 2009, pp. 1354–1361.

[14] H. Kalviainen, P. Hirvonen, L. Xu , and E. Oja, "Probabilistic and Nonprobabilistic Hough Transform: Overview and Comparisons", Image and Vision Computing, Vol. 13, Issue 4, 1995, pp. 239–252.

[15] J. Matas, C. Galambos, and J. Kittler, “Robust Detection of Lines Using the Progressive Probabilistic Hough Transform", Computer Vision and Image Understanding, 78, 2000 , pp.119–137 doi:10.1006/cviu.1999.0831.

[16] X. Yu , H. C. Lai, S. X. F. Liu, and H. W. Leong, "A Gridding Hough Transform for Detecting the Straight Lines in Sports Video", in IEEE International Conference on Multimedia and Expo, 2005.

[17] R. Dahyot, "Statistical Hough Transform", IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 31, No. 8, 2009, pp. 1502- 1509.

[18] X. Chen, R. Jia, H. Ren, and Y. Zhang, "A New Vanishing Point Detection Algorithm Based on Hough Transform", in
Third International Joint Conference on Computational Science and Optimization, Vol. 2, 2010, pp. 440-443.

[19] R. Ebrahimpour, R. Rasoolinezhad, Z. Hajjabolhasani, and M. Ebrahimii, "Vanishing Point Detection in Corridors: Using Hough Transform and K-means Clustering", IET Computer Vision, Vol. 6, No. 1, 2012, pp. 40-51.

[20] J. Havel, A. Herout, and M. Dubskas, "Vanishing Points in Point-to-line Mappings and Other Line Parameterizations", Pattern Recognition Letters, Vol. 34, 2013, pp. 703-708.

[21] M. A. Flores, L. Alvarez, L. Gomez, and D. Santana-Cedrés, "Line Detection in Images Showing Significant Lens Distortion and Application to Distortion Correction", Pattern Recognition Letters, Vol. 36, 2014, pp. 261–271.

[22] P. Bhattacharya, H. Liu, A. Rosenfeld, and S. Thompson, "Hough-Transform Detection of Lines in 3-D Space", Pattern Recognition Letters, Vol. 21, 2000, pp. 843-849.

[23] S. J. K. Pedersen, "Circular Hough Transform", Aalborg University, 2007.

[24] H.K. Yuen, J. Princen, J. Illingworth, and J. Kittler, "A Comparative Study of Hough Transform Methods for Circle Finding", Image and Vision Computing, Vol. 8, No. 1, 1990, pp. 71–77.

[25] G. Gerig, and F. Klein, "Fast Contour Identification through Efficient Hough Transform and Simplified Interpretation Efficiency" in 8th IJCAI, Paris, 1986, pp. 498-500.

[26] D. Ioannou, W. Huda, and A. F. Laine, "Circle Recognition through a 2D Hough Transform and Radius Histogramming", Image and Vision Computing, Vol. 17,1999, pp. 15-26.

[27] J.Y. Goulernas, and P. Liatsis, "Genetically Fine-Tuning the Hough Transform Feature Space, for the Detection of Circular Objects", Image and Vision Computing, Vol. 16, 1998, pp. 615–625.

[28] T. J. Atherton, and D. J. Kerbyson, "Size Invariant Circle Detection", IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 17, 1999, pp. 795–803.

[29] S. Chiu, J. Liaw, and K. Lin, "A Fast Randomized Hough Transform for Circle/Circular Arc Recognition", International Journal of Pattern Recognition and Artificial Intelligence, Vol. 24, No. 3, 2010.

[30] M. Y. Cao, C. H. Ye, O. Doessel, and C. Liu, "Spherical Parameter Detection Based on Hierarchical Hough Transform", Pattern Recognition Letters, Vol. 27, 2006, pp. 980-986.

[31] A. Torii, and A. Imiyama, "The Randomized-Hough-Transform-Based Method for Great-Circle Detection on Sphere", Pattern Recognition Letters, Vol. 28, 2007, pp. 1186-1192.

[32] X. Chen, L. Lu, Y. Gao, "A New Concentric Circle Detection Method Based on Hough Transform ", in 7th International Conference on Computer Science & Education (ICCSE), 2012, pp. 753-758.

[33] L. Jiang, "Efficient Randomized Hough Transform for Circle Detection Using Novel Probability Sampling and Feature Points", Optik, Vol. 123, 2012, pp. 1834-1840.

[34] C. Kimme, D. Ballard, and J. Sklansky, "Finding Circles by an Array of Accumulators ", ACM Communications Magazine, Vol. 18, No. 2, 1975 , pp. 120-122.

[35] C. Hollitt, "A Convolution Approach to the Circle Hough Transform for Arbitrary Radius", Machine Vision and Applications, Vol. 24, 2013, pp. 683–694.

[36] N. Ha, S. Sharma, and R. Sharma, "Comparison between Circular Hough Transform and Modified Canny Edge Detection Algorithm for Circle Detection", International Journal of Engineering Research & Technology (IJERT), Vol. 1, No. 3, 2012.

[37] F. Dembele, "Object Detection Using Circular Hough Transform", ECE –Design Team 3 Documentation.

[38] Y. Ito, K. Ogawa, and K. Nakano, "Fast Ellipse Detection Algorithm Using Hough Transform on the GPU", in Second International Conference on Networking and Computing, 2011, pp. 313 – 319.

[39] A. A. Sewisy, and F. Leberl, "Detection Ellipses by Finding Lines of Symmetry in the Images via an Hough Transform Applied to Straight Lines", Image and Vision Computing, Vol. 19, 2001, pp. 857–866.

[40] L. Xu, E. Oja, P. Kultanen, "A New Curve Detection Method: Randomized Hough Transform (RHT)", Pattern Recognition Letters, Vol. 11, No. 5, 1990, pp. 331-338.

[41] L. Xu, and E. Oja,"Randomized Hough Transform (RHT): Basic Mechanisms, Algorithms, and Computational Complexities", CVGIP: Image Understanding, Vol. 57, No. 2, 1993, pp. 131–154.

[42] A. C. Basca, M. Talos, and R. Brad,"Randomized Hough Transform for Ellipse Detection with Result Clustering", in The International Conference on Computer as a Tool , Vol. 2, 2005, pp. 1397-1400.

[43] W. Lu, and J. Tan, "Detection of Incomplete Ellipse in Images with Strong Noise by Iterative Randomized Hough Transform (IRHT)", Pattern Recognition, Vol. 41, 2008, pp. 1268 – 1279.

[44] C. M. Beltrametti, and L. Robbiano, "An Algebraic Approach to Hough Transforms", Journal of Algebra, Vol. 371, 2012, pp. 669–681.

[45] S. F. Moossavizade, S. R. Mohammad, M. Arekhiani, and A. Poyan, "Detecting Square-Shaped Objects Using the Hough Transform", Journal of Basic and Applied Scientific Research, Vol. 3, 2013, pp. 120-124.

[46] D. H. Ballard, " Generalizing the Hough Transform to Detect Arbitrary Shapes", Pattern Recognition ,Vol. 11, No.2 . ,1981, pp. 111-122.

[47] P. K. Ser, and W. C. Siu, "A New Generalized Hough Transform for the Detection of Irregular Objects", Journal of Visual Communication and Image Representation, Vol. 6, No. 3, 1995, pp. 256–264.

[48] A.A. Kassim, T. Tan, and K. H. Tan, "A Comparative Study of Efficient Generalised Hough Transform Techniques", Image and Vision Computing, Vol. 17, No. 8, 1999, pp. 737–748.

[49] R. Roy, and T. Kailath , "ESPRIT-Estimation of Signal Parameters via Rotational Invariance Techniques", IEEE Transactions on Acoustics, Speech and Signal Processing, Vol. 37, No. 7, 1989, pp. 984 - 995.

[50] M. C. K. Yang, J. Lee, C. Lien, C. Huang, "Generalized Hough Transform for Shape Matching", International Journal of Computer Applications, Vol. 48, No. 1, 2012, pp. 19-22.

[51] O. Barinova, V. Lemptisky, and P. Kholi, "On Detection of Multiple Object Instances Using Hough Transforms", IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 34, No. 9, 2012, pp. 1773-1784.

[52] A. A. Rozhentsov, K. V. Morozov, and A. A. Baev, "Modified Generalized Hough Transform for 3D Image Processing with Unknown Rotation and Scaling Parameters", Optoelectronics, Instrumentation and Data Processing, Vol. 49, No. 2, 2013, pp. 131–141.
[53] R. LO, and W. TSAI, "Gray-Scale Hough Transform for Thick Line Detection in Gray-Scale Images", Pattern Recognition, Vol. 28, No. 5, 1995, pp. 647-661.

[54] A.L. Kesidis, and N. Papamarkos , "On the Gray-Scale Inverse Hough Transform ", Image and Vision Computing, Vol. 18, 2000, pp. 607–618.

[55] B. U. Shankar, C. A. Murthy, S. K. Pal, "A New Gray Level Based Hough Transform for Region Extraction: An Application to Iris Images", Pattern Recognition Letters, Vol. 19, No. 8, 1998, pp. 197–204.

[56] S. K. Naik, and C. A. Murthy, "Hough Transform for Region Extraction in Color Images", in 4th Indian Conference on Computer Vision, Graphics and Image Processing (ICVGIP'04), Kolkata, India, December 16-18, 2004, pp. 252-257.

[57] C. P. Chau, W. C. Siu, "Generalized Hough Transform Using Regions with Homogeneous Color", International Journal of Computer Vision, Vol. 59, No. 2, 2004, pp. 183–199.

[58] Suryanto, D. H. Kim, H. K. Kim, S. J. Ko, "Spatial Color Histogram Based Center Voting Method for Subsequent Object Tracking and Segmentation ", Image and Vision Computing, Vol. 29, 2011, pp. 850-860.

[59] http://www.mathworks.com/matlabcentral/fileexchange/9226-detect-lines-in-grayscale-image-using-hough-transform accessed in December 2014.

[60] http://wonderfulengineering.com/52-hd-black-and-white-wallpaper-for-download/ accessed in December 2014.

[61] Z. H. Chen, A. W. Y. Su, and M. T. Sun, "Resource-Efficient FPGA Architecture and Implementation of Hough Transform", IEEE Transactions on Very Large Scale Integration (VLSI) Systems, Vol. 20, No. 8, 2012, pp. 1419-1428.

[62] X. Lu, L. Song, S. Shen, K. He, S. Yu, and N. Ling, "Parallel Hough Transform-Based Straight Line Detection and Its FPGA Implementation in Embedded Vision", Sensors, Vol. 13, 2013, pp. 9223-9247.

[63] J. R. Jen, M. C. Shie, and C. Chen, "A Circular Hough Transform Hardware for Industrial Circle Detection Applications", in IEEE Conference on Industrial Electronics and Applications, 2006, pp. 1-6.

[64] S. Wu, and X. Liu, “Parallelization Research of Circle Detection Based on Hough Transform”, International Journal of Computer Science Issues, Vol. 9, No. 3, 2012, pp. 481-486.

[65] M. Askari, H. Ebrahimpour, A. A. Bidgoli, and F. Hosseini, “Parallel GPU Implementation of Hough Transform for Circles”, International Journal of Computer Science Issues, Vol. 10, No. 2, 2013, pp. 215-224.

[66] J. Ji, G. Chen, and L. Sun, "A Novel Hough Transform Method for Line Detection by Enhancing Accumulator Array ", Pattern Recognition Letters, Vol. 32, 2011, pp. 1503–1510.

[67] C. D. Ruberto, " Generalized Hough Transform for Shape Matching ", International Journal of Computer Applications, Vol. 48, No. 1, 2012, pp. 19-22.

[68] Y. Zheng, M. S. Nixon, and R. Allen, "Automatic Lumbar Vertebrae Segmentation in Fluoroscopic Images via Optimised Concurrent Hough Transform", IEEE, The 23rd Annual International Conference of the Engineering in Medicine and Biology Society, Vol. 3, No. 8, 2001, pp. 2653 - 2656.

[69] J. Gall, and V. Lempitsky, "Class-Specific Hough Forests for Object Detection", in IEEE Computer Vision and Pattern Recognition (CVPR), 2009, pp. 1022-1029.

[70] D. Waltisberg, A. Yao, J. Gall, L. V. Gool, "Variations of a Hough-Voting Action Recognition System", Recognizing Patterns in Signals, Speech, Images and Videos,Lecture Notes in Computer Science, Vol. 6388, 2010, pp. 306-312.

[71] A. Yao, J. Gall, L. V. Gool, "A Hough Transform-Based Voting Framework for Action Recognition", IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2010, pp. 2061 – 2068.

[72] K. Arulmozh, S. P. Arumuga, T. T. Deepak, and N. Krishan, “A Centroid Based Hough Transformation for Indian License Plate Skew Detection and Correction of IR and Color Images”, in the IEEE International Conference on Computational Intelligence and Computing Research, 2012.

[73] R. Ji, and L. Qi, " Crop-row Detection Algorithm Based on Random Hough Transformation", Mathematical and Computer Modelling, Vol. 54, 2011, pp. 1016–1020.

[74] H.D. Cheng, Y. Guo, and Y. Zhang, "A Novel Hough Transform Based on Eliminating Particle Swarm Optimization and its Applications", Pattern Recognition, Vol. 42, No. 8, 2009, pp. 1959 - 1969.

[75] R. K. Satzoda, S. Sathyanarayana, T. Srikantan, and S. Sathyanarayana, "Hierarchical Additive Hough Transform for Lane Detection", IEEE Embedded Systems Letters, Vol. 2, No. 2, 2010, pp. 23-26.

[76] A. K. Bajwa, and R. Kaur, " Fast Lane Detection Using Improved Hough Transform", Journal of Computing Technologies, Vol. 2, No. 5, 2013, pp. 10-13.

[77] T. Sun, S. Tang, J. Wang, and W. Zhang, "A Robust Lane Detection Method for Autonomous Car-like Robot", in Fourth International Conference on Intelligent Control and Information Processing (ICICIP), 2013, pp. 373 - 378.

[78] A. Bhati, and R.K. Somani, "Partition Based Hough Transformation for Real Time Road Lane Detection", International Journal of Electronics and Computer Science Engineering IJECE, Vol. 2, No. 4, 1997, pp. 1117-1122.

[79] T. D. Duan, D. A. Duc, and T. L. H. Du, "Combining Hough Transform and Contour Algorithm for Detecting Vehicles License-Plates", in International Symposium on Intelligent Multimedia, Video and Speech Processing, 2004, pp. 747-750.

[80] A. F. Cela, and L. M. Bergasa, "Lanes Detection Based on Unsupervised and Adaptive Classifier", in Fifth International Conference on Computational Intelligence, Communication Systems and Networks, 2013, pp. 228-233.

[81] S. Pavuluri, K. Fujimura, and S. Wood, "Robust Lane Localization Using Multiple Cues on the Road", in IEEE Digital Signal Processing and Signal Processing Education Meeting (DSP/SPF), 2013 , pp. 141 - 146.

[82] S. Lee, H. Son, and K. Min, "Implementation of Lane Detection System Using Optimized Hough Transform Circuit", in IEEE Asia Pacific Conference on Circuits and Systems (APCCAS), 2010, pp. 406 - 409.

[83] S. HABIB, and M. A. HANNAN, "Lane Departure Detection and Transmission Using Hough Transform Method", Przegląd Elektrotechniczny, Vol. 89, No.5, 2013, pp. 141-146.

[84] X. Zhe, and L. Zhifeng, "A Robust Lane Detection Method in the Different Scenarios", in IEEE International Conference on Mechatronics and Automation, 2012, pp. 1358 - 1363.

[85] X. Yang, and G. Wen, "Road Extraction from High-Resolution Remote Sensing Images Using Wavelet Transform
and Hough Transform", in 5th International Congress on Image and Signal Processing (CISP), 2012, pp. 1095 - 1099.

[86] C. L. Jia, K. F. Ji, Y. M. Jiang, and G. Y. Kuang, "Road Extraction from High-Resolution SAR Imagery Using Hough Transform", in IEEE International Geoscience and Remote Sensing Symposium, IGARSS, Vol. 1, 2005, pp. 336-339.

[87] C. C. Wang, S. S. Huang, L. C. Fu, and P. Y. Hsiao, "Driver Assistance System for Lane Detection and Vehicle Recognition with Night Vision", in IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2005, pp.3530 – 3535.

[88] S. Huang, C. Gao, S. Meng, Q. Li, C. Chen, and C. Zhang, "Circular Road Sign Detection and Recognition Based on Hough Transform", in 5th International Congress on Image and Signal Processing (CISP), 2012, pp. 1214-1218.

[89] V. Barrile, M. Cacciola, G. M. Meduri, and F. C. Morabito, "Automatic Recognition of Road Signs by Hough Transform", Journal of Earth Science and Engineering, Vol. 2, 2012, pp. 42-50.

[90] M. Shan, "Automated Visual Inspection/Detection of Railroad Track", Final Report, Computer Vision Lab, University Of Central Florida, 2010.

[91] G. Panin, S. Klose, and A. Knoll, "Real-Time Articulated Hand Detection and Pose Estimation ", Advances in Visual Computing. Lecture Notes in Computer Science, Vol. 5876, 2009, pp. 1131-1140.

[92] O. Altun, and S. Albayrak, "Turkish Fingerspelling Recognition System Using Generalized Hough Transform, Interest Regions, and Local Descriptors", Pattern Recognition Letters, Vol. 32, 2011, pp. 1626–1632.

[93] L. Dung, and M. Mizukawa, "Fast Hand Feature Extraction Based on Connected Component Labeling, Distance Transform and Hough Transform", Journal of Robotics and Mechatronics, Vol. 21, No.6, 2009, pp. 726-731.

[94] A. A. Paulino, J. Feng, and A. K. Jain, "Latent Fingerprint Matching Using Descriptor-Based Hough Transform", IEEE Transactions on Information Forensics and Security, Vol. 8, No. 1, 2013, pp. 31-45.

[95] W. M. K. Wan, M. Khaireosfazial, and A. J. Noraini, "Eyes Detection in Facial Images Using Circular Hough Transform ", in 5th International Colloquium on Signal Processing and Its Applications (CSPA), 2009, pp. 238 - 242.

[96] M. Soltany, S. T. Zadeh, and H. R. Pourreza, "Fast and Accurate Pupil Positioning Algorithm Using Circular Hough Transform and Gray Projection", in International Conference on Computer Communication and Management (CSIT), Vol. 5, 2011, pp. 556-561.

[97] F. Jan, I. Usman, and S. Agha, “Reliable Iris Localization Using Hough Transform, Histogram-Bisection, and Eccentricity”, Signal Processing, Elsevier, No. 93, 2013, pp. 230–241.

[98] A. Hilal, B. Daya, and P. Beusseroy, “Hough Transform and Active Contour for Enhanced Iris Segmentation”, International Journal of Computer Science Issues, Vol. 9, No. 2, 2012, pp. 1-10.

[99] H. Liu, Y. Qian, and S. Lin, "Detecting Persons Using Hough Circle Transform in Surveillance Video", in International Conference on Computer Vision Theory and Applications (VISAPP), 2010, pp. 267-270.

[100] J. Witrowski, L. Ziegler, and A. Swadza, "3D Implicit Shape Models Using Ray Based Hough Voting for Furniture Recognition", International Conference on 3D Vision, 2013, pp. 366 - 373.

[101] F. Tarsha-Kurdi, T. Landes, and P. Grussenmeyer, "Hough-Transform and Extended RANSAC Algorithms For Automatic Detection of 3D Building Roof Planes From Lidar Data", in ISPRS Workshop on Laser Scanning and SilviLaser, Espoo, 2007, pp. 407-412.

[102] D. G. Lowe, “Distinctive Image Features from Scale-Invariant Keypoints", International Journal of Computer Vision, Vol. 60, No. 2, 2004, pp. 91-110.

[103] G. Aragon-Camarasa, and J. P. Siebert, "Unsupervised Clustering in Hough Space for Recognition of Multiple Instances of the Same Object in a Cluttered Scene", Pattern Recognition Letters, Vol. 31, 2010, pp. 1274-1284.

[104] J. Xu, Y. Wang, W. Wang, J. Yang, and Z. Li, "Unsupervised Moving Object Detection with On-Line Generalized Hough Transform", in Asian Conference on Computer Vision (ACCV), 2011, pp. 145-156.

[105] H. Koshimizu, K. Murakami, and M. Numada, "Global Feature Extraction Using Efficient Hough Transform", in International Workshop on Industrial Applications of Machine Intelligence and Vision (MIV-89), Tokyo, 1989, pp. 298-303.

[106] M. Wang, X. Wang, and Z. Li, "Recognition of Multibreak Patterns by 8-Neighborhood-Based General Hough Transform", Optik, Vol. 121, 2010, pp. 2254–2258.

[107] P. Assheton, and A.Hunter, "A Shape-Based Voting Algorithm for Pedestrian Detection and Tracking", Pattern Recognition, Vol. 44, 2011, pp. 1106–1120.

[108] M. Greenspan, L. Shang, and P. Jasiebedzki, "Efficient Tracking with the Bounded Hough Transform", in the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), Vol. 1, 2004, pp. 1-520 - 1-527.

[109] T. T. Nguyen, X. D. Pham, and J. W. Jeon, "Rectangular Object Tracking Based on Standard Hough Transform", IEEE International Conference on Robotics and Biomimetics, 2009, pp. 2098-2103.

[110] V. Murino, and G. L. Foresti, "2D into 3D Hough-Space Mapping for Planar Object Pose Estimation", Image and Vision Computing, Vol. 15, 1997, pp. 435-444.

[111] W. Kazmi, P. Riado, D. Ribas, and E. Hernandez, “Dam Wall Detection and Tracking Using a Mechanically Scanned Imaging Sonar”, in IEEE International Conference on Robotics and Automation (ICRA), 2009, pp. 3595-3600.

[112] K. Alexiev, "Implementation of Hough Transform as Track Detector", in Third International Conference on Information Fusion, Vol. 2, 2000, pp. THC4/11-THC4/16.

[113] Y. H. Zhang, X. H. Su, P. and J. Ma, "Multi-Hough Transform Track Initiation for Detecting Target with Constant Acceleration", International Symposium on Information Science and Engineering, Vol. 2, 2008, pp. 581 - 584.

[114] L. Jaulin, and S. Bazeille, "Image Shape Extraction Using Interval Methods", in 15th IFAC Symposium on System Identification, 2009.

[115] D. L. H. Lim, "Design of a Vision System for an Autonomous Underwater Vehicle", Bachelor of Engineering Honours Thesis, School of Electrical, Electronic and Computer Engineering, University of Western Australia, 2004.
