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Abstract

This paper studies adaptive algorithms for simultaneous regulation (i.e., control) and estimation (i.e., learning) of Multiple Input Multiple Output (MIMO) linear dynamical systems. It proposes practical, easy to implement control policies based on perturbations of input signals. Such policies are shown to achieve a worst-case regret that scales as the square-root of the time horizon, and holds uniformly over time. Further, it discusses specific settings where such greedy policies attain the information theoretic lower bound of logarithmic regret. To establish the results, recent advances on self-normalized martingales together with a novel method of policy decomposition are leveraged.
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1 Introduction

MIMO systems with linear dynamics represent canonical models in system engineering [1]. Their linear structure renders them amenable to rigorous mathematical analysis of their performance, as well as computationally feasible implementation of control policies [2,3]. Further, they provide insights on how to deal with nonlinear dynamical models [4,5], and accurately represent the behavior of nonlinear systems around their operating equilibrium [6]. In addition, they are also providing benchmarks for prediction tasks [7,8].

The standard formulation is that the system is characterized by autoregressive dynamics (in discrete time), while its operating cost is described by a quadratic function [9]. An extensive and mature literature exists on optimal Linear-Quadratic (LQ) policies when the dynamical model is exactly known [10]. However, for systems whose dynamics are unknown, an adaptive policy is needed in order to simultaneously learn (identify) the model parameters, and control (regulate) its behavior. This gives rise to designing adaptive Linear-Quadratic-Regulators (LQR) in order to balance accurate learning (exploration) with efficient regulation (exploitation) [11]. A common approach in adaptive control uses the principle of optimism in the face of uncertainty by designing policies assuming that optimistic approximations of the unknown parameters correspond to the truth [12]. However, existing asymptotic [13,14] and non-asymptotic [15,16,17] analyses of optimism-based adaptive regulators indicate that the proposed algorithms are not computationally tractable. That is because non-convex matrix optimization problems, requiring high precision accuracy of the optimal solution, need to be solved repeatedly. In addition, optimism-based policies need to have access to information regarding spectral properties of the system’s closed-loop matrix, as well as the statistics of the noise process.

On the other hand, a greedy policy (also referred to as Certainty Equivalent (CE)) uses the optimal feedback gain of the current estimates of the dynamics parameters. Then, upon collecting new input-output observations, this greedy policy learns the unknown parameters through a least squares procedure, and uses the above learning-planning steps in an alternating manner. Hence, CE based policies do not require the aforementioned additional knowledge that optimism-based adaptive policies demand. A recent result establishes that if one randomizes the greedy adaptive regulator, it provides a regret of asymptotically square-root magnitude (with respect to time). In fact, it suffices to obtain the least squares estimate (LSE) of the unknown dynamics matrix, and randomize the estimate by adding a statistically independent random matrix to it [18].

However, the non-asymptotic performance of the above randomized greedy algorithm is not satisfactory, due to the presence of (frequent and large) fluctuations in the trajectory of the system. This renders the finite-time performance of this regulator sub-optimal, since the regret can become large over a short time horizon. Technically, the probability of “the regret exceeding a factor of the optimal value” decays polynomially (thus, slowly) as a function of the magnitude of that factor. Hence, in order to ensure that with high probability the regret remains within a margin of the optimal rate, the size of
the posited margin needs to be large. In conclusion, the magnitude of the regret can exceed the square root of time.\footnote{For more details, see Theorem 3 and the ensuing discussion.} Note that the above fluctuations do not compromise the asymptotic performance of randomized greedy regulators, as the time horizon grows to infinity.

This study presents the first finite-time theoretical guarantee for such practical algorithms for both system identification and adaptive control. It establishes that a greedy algorithm, subject to a suitable input perturbation, achieves finite-time efficiency of cost minimization, as well as learning accuracy. Namely, it is shown that at all time steps, the worst-case regret scales at a square-root of time rate; in addition, the uniform non-asymptotic learning rates of the unknown dynamics are provided. Further, in Section 3, a comprehensive analysis of input perturbation, applicable to various problems in stochastic control \cite{19,20} is presented. To obtain the results, tools from the theory of martingale concentration \cite{21,22} are employed, together with an extension of the policy decomposition method \cite{18} to general control laws with perturbed input.

The remainder of the paper is organized as follows. In Section 2, we provide a precise formulation of the problem under consideration, and discuss the necessary preliminaries. We then address the behavior of the non-asymptotic regret for general control policies with perturbed inputs in Subsection 3.1. Subsequently, the effect of the perturbation signal on the high probability estimation error of the true model is given in Subsection 3.2. In Section 4, we study the growth rate of the regret, as well as the accuracy of learning procedure for the perturbed greedy regulator. We also discuss the case of restricted uncertainty in Subsection 4.1, where side information (such as the support or the rank of the dynamics matrices) is available to the system’s operator.

Remark 1 Unless otherwise explicitly stated, all stochastic statements in this work hold almost surely.

The following notation will be used throughout this paper. For a matrix $A \in \mathbb{C}^{p \times q}$, $A'$ denotes its transpose. When $p = q$, the smallest (respectively largest) eigenvalue of $A$ (in magnitude) is denoted by $\lambda_{\min}(A)$ (respectively $\lambda_{\max}(A)$). For $v \in \mathbb{C}^{d}$, define the norm $\|v\| = \left(\sum_{i=1}^{d} |v_i|^2\right)^{1/2}$. We also use the following notation for the operator norm of matrices. For $A \in \mathbb{C}^{p \times q}$ let, $\|A\| = \sup_{\|v\|=1} \|Av\|$. The symbol $\lor$ (\land) will be used to denote the maximum (minimum) of two or more quantities.

2 Problem Formulation

The input-output evolution of the system is governed by the following stochastic dynamical model. Starting from an arbitrary initial $x(0) \in \mathbb{R}^p$, at time $t = 0, 1, \ldots$, the transition to the next state (or output) is according to

$$x(t+1) = A_0x(t) + B_0u(t) + w(t+1).$$ \hspace{1cm} (1)

Namely, $x(t+1)$ is determined by the current state vector $x(t) \in \mathbb{R}^p$, the input signal $u(t) \in \mathbb{R}^r$, and the noise component $w(t+1) \in \mathbb{R}^q$, the latter being a mean-zero random vector: $\mathbb{E}[w(t+1)] = 0$. This study aims to address the problems of system identification and adaptive regulation, when the dynamics parameters $A_0, B_0$ are unknown. Specifically, it aims to design the input signal to minimize the cost, and to learn the matrices $A_0, B_0$ accurately. We start by presenting some necessary background material, followed by a rigorous formulation of the problems under consideration.

The transition matrix $A_0 \in \mathbb{R}^{p \times p}$ models the effect of the current state signal, while $B_0 \in \mathbb{R}^{p \times r}$ is the input matrix indicating the influence of the control signal. The noise vectors $\{w(t)\}_{t=1}^{\infty}$ are assumed to be independent, but are not required to be identically distributed (strict-sense stationary), and can even be heteroscedastic (wide-sense non-stationary). Note that the independence assumption on the noise vectors is not restrictive and can be replaced by assuming that they form a martingale difference sequence, without impacting the results established in this work.

To proceed, let $Q \in \mathbb{R}^{p \times p}$ and $R \in \mathbb{R}^{r \times r}$ be positive definite symmetric matrices. Then, the instantaneous cost of control law $\pi$ at time $t$ is defined as

$$c_t(\pi) = x(t)'Qx(t) + u(t)'Ru(t).$$ \hspace{1cm} (2)

Intuitively speaking, a desired control policy minimizes the long-run average cost. For a precise definition, we first specify the families of causal and adaptive policies, denoted by $\mathcal{C}$ and $\mathcal{A}$, respectively. A causal policy $\pi \in \mathcal{C}$ determines the input based on the dynamics matrices $A_0, B_0$, the matrices $Q, R$ which are assessing the costs of the state and control signals, and the record of the both signals thus far. That is,

$$u(t) = \pi \left(A_0, B_0, Q, R, \{x(i)\}_{i=0}^{t}, \{u(j)\}_{j=0}^{t-1}\right),$$

for all $t \geq 0$. Note that the above mapping can be a stochastic one.

An adaptive operator does not have access to the dynamical parameters $A_0, B_0$. Therefore, $\hat{\pi} \in \mathcal{A}$ designs the
input signal according to other available information:
\[ u(t) = \hat{\pi} \left( Q, R, \{ x(i) \}_{i=0}^{t}, \{ u(j) \}_{j=0}^{t-1} \right). \]

Obviously, it holds that \( \mathcal{A} \subseteq \mathcal{C} \). The control objective is to minimize the average cost of the system, subject to the stochastic dynamics equation (1). Naturally, all \( \pi \in \mathcal{C} \) are expected to target the same objective being determined by the context of the problem. Therefore, the cost matrices \( Q, R \) are assumed known for design of all \( \pi \in \mathcal{A} \). The best performance among causal control laws belongs to \( \pi^* \), which attains the smallest average cost:

\[
\lim_{n \to \infty} n^{-1} \sum_{t=0}^{n-1} c_t(\pi) = \inf_{\pi \in \mathcal{C}} \lim_{n \to \infty} n^{-1} \sum_{t=0}^{n-1} c_t(\pi).
\]

In order to find \( \pi^* \), one needs to solve a Riccati equation [17]. To do so, we assume that the following necessary condition of stabilizability is satisfied.

**Assumption 1** There exists a feedback gain matrix \( L \in \mathbb{R}^{r \times p} \) such that \( |\lambda_{\text{max}}(A_0 + B_0L)| < 1 \).

**Remark 2** Henceforth, we employ the shorthand \( \theta \in \mathbb{R}^{p \times q} \) (where \( q = p + r \)), to denote the pair \( [A, B] \) of dynamics matrices \( A \in \mathbb{R}^{n \times p}, B \in \mathbb{R}^{n \times r} \).

Then, for the dynamics parameter \( \theta \), define the Riccati operator \( \Psi_{\theta}(\cdot) : \mathbb{R}^{p \times p} \to \mathbb{R}^{p \times p} \):

\[
\Psi_{\theta}(K) = Q + A'KA - A'KB(B'KB + R)^{-1}B'KA.
\]

Suppose that \( K(\theta) \) solves the algebraic Riccati equation \( K(\theta) = \Psi_{\theta}(K(\theta)) \).

Eq. (3)

It has been established that whenever \( \theta \) is stabilizable, the positive definite \( K(\theta) \) exists, and is unique [23]. In addition, the recursive Riccati equation \( K_{t+1} = \Psi_{\theta}(K_t) \), is known to provide a sequence of matrices converging exponentially fast to \( K(\theta) \) [23]. Using the matrix \( K(\theta) \) in (3), let the linear time invariant feedback gain \( L(\theta_0) \) provides an optimal causal regulator for a system of dynamics parameter \( \theta_0 \) [17]. It is also well-known that \( L(\theta_0) \) is a stabilizer; i.e. \( |\lambda_{\text{max}}(A_0 + B_0L(\theta_0))| < 1 \). Henceforth, let \( \pi^* \) be

\[
\pi^* : \ u(t) = L(\theta_0) x(t), \quad t = 0, 1, 2, \cdots \tag{5}
\]

Optimality of \( \pi^* \) motivates us to consider adaptive regulators of the form \( u(t) = L_t x(t) \). Note that since information on the unknown dynamics parameters is acquired over time, such adaptive regulators are time-varying. Further, to address identification of the unknown parameters, \( \pi \in \mathcal{A} \) is subject to exogenous randomness through additional perturbations. So, in general we study causal policies of the form

\[
\pi : \ u(t) = L_t x(t) + v(t), \quad t = 0, 1, 2, \cdots \tag{6}
\]

where \( L_t \) is a \( r \times p \) feedback gain matrix (determined according to \( A_0, B_0, Q, R, \{ x(i) \}_{i=0}^{t}, \{ u(j) \}_{j=0}^{t-1} \), and the \( r \) dimensional perturbation vectors are \( \{ v(t) \}_{t=0}^{\infty} \). We denote the above policy by \( \pi = \{ L_t, v(t) \}_{t=0}^{\infty} \in \mathcal{C} \). Similarly, the adaptive regulator \( \hat{\pi} = \{ \hat{L}_t, v(t) \}_{t=0}^{\infty} \in \mathcal{A} \) is defined according to the perturbation signal \( v(t) \), together with the matrices \( \{ \hat{L}_t \}_{t=0}^{\infty} \), where \( \hat{L}_t \) is a function of \( Q, R, \{ x(i) \}_{i=0}^{t}, \{ u(j) \}_{j=0}^{t-1} \).

**Remark 3** In this work, we study mean zero and statistically independent perturbation signals \( \{ v(t) \}_{t=0}^{\infty} \), which also are independent of the noise process \( \{ w(t) \}_{t=0}^{\infty} \).

The efficiency of \( \pi \in \mathcal{C} \) is determined by comparing the accumulative cost of \( \pi \) to that of \( \pi^* \) in (5). In fact, we investigate the following natural definition of regret:

\[
R_n(\pi) = n^{-1} \left[ \sum_{t=0}^{n-1} c_t(\pi) - c_t(\pi^*) \right].
\]

Moreover, let \( \hat{\theta}_n \) denote the LSE of the true dynamics parameter \( \theta_0 \), using the sample \( \{ x(i) \}_{i=0}^{n}, \{ u(j) \}_{j=0}^{n-1} \). In order to measure the precision of the learning procedure, we consider the error \( \| \hat{\theta}_n - \theta_0 \| \). This study provides a non-asymptotic analysis of the performance of (causal and adaptive) control laws, addressing both aspects of learning and planning. The following two problems are rigorously addressed.

**Problem 1 (Regulation)** For \( \pi \in \mathcal{C} \), determine high probability uniform regret bounds. That is, specify the sequence \( \{ \tau_n(\delta) \}_{n=1}^{\infty} \) and the integer \( n_0(\delta) \) such that

\[
\sup_{n \geq n_0(\delta)} \tau_n(\delta) R_n(\pi) < \infty,
\]

with probability at least \( 1 - \delta \).

**Problem 2 (Identification)** Find the high probability learning accuracy that holds uniformly over time. That is, specify \( \{ \tau_n(\delta) \}_{n=1}^{\infty}, n_0(\delta) \), so that with proba-
bility at least $1 - \delta$, the following holds:

$$\sup_{n \geq n_0(\delta)} \tau_n(\delta) \left\| \hat{\theta}_n - \theta_0 \right\| < \infty.$$ 

3 General Input Perturbations

In this section, we study arbitrary causal control laws with perturbed input signal. The regret analysis which considers the effects of both the linear feedback gains, as well as the perturbation signals will be presented in Subsection 3.1. Subsequently, we address the identification performance in Subsection 3.2, and discuss how the structure of a causal control law determines the finite sample accuracy of learning $\theta_0$. The main results, Theorem 1 and Theorem 2, both provide high probability bounds which hold uniformly over time.

3.1 Regret Bound

We address Problem 1 for the regret of causal policy $\pi = \{L_t, v(t)\}_{t=0}^{\infty}$. In absence of a perturbation sequence (i.e., $v(t) = 0$), it has been shown that $R_n(\pi)$ scales as $\sum_{t=0}^{n-1} |(L(\theta_0) - L_t) x(t)|^2$, as $n$ grows [18]. Theorem 1 generalizes the above result along the following directions. First, the input signals provided by the linear feedback gains $\{L_t\}_{t=0}^{\infty}$ are perturbed with exogenous random signals $\{v(t)\}_{t=0}^{\infty}$. Second, the upper bounds for the regret presented in this subsection hold uniformly over time. Thus, the results in this subsection are still applicable, even if the time horizon of interacting with the system is not necessarily large. To proceed, we define the following energy quantities which will be used throughout the non-asymptotic analyses.

Definition 1 For $\pi = \{L_t, v(t)\}_{t=0}^{\infty} \in \mathcal{C}$, suppose that $\{v(t)\}_{t=0}^{\infty}$, $\{L_t\}_{t=0}^{\infty}$ are deterministic sequences satisfying $(L(\theta_0) - L_t) x(t) \leq \bar{\ell}_t$, $\|v(t)\| \leq \bar{v}_t$, for all $t \geq 0$.

Then, let $\mathcal{E}_v = \sum_{t=0}^{n-1} \bar{v}_t^2$, $\mathcal{E}_\ell = \sum_{t=0}^{n-1} \bar{\ell}_t^2$. Similarly, define $\mathcal{E}_w$, $\mathcal{E}_x$, as well as $\mathcal{E}_w$, $\mathcal{E}_x$, for $w(t)$, $x(t)$, respectively. Finally, denote $\bar{w}^2 = \max_{1 \leq t \leq n} \bar{w}_t$, and

$$\mathcal{E}_\pi = \left( \sum_{t=0}^{n-1} \bar{w}_t^2 \left( \bar{\ell}_t + \bar{v}_t \right) \right)^{1/2} + \left( \bar{w}^2 \sum_{t=0}^{n-1} \left( \bar{\ell}_t + \bar{v}_t \right) \right)^{1/2}.$$ 

The dependence of all terms $\mathcal{E}$ on $n$ is suppressed for notational convenience. Intuitively, $\mathcal{E}_\pi$ corresponds to the deterministic upper bound for the energy of the signal $\{y(t)\}_{t=0}^{\infty}$ up to time $n$. Subsequently, we establish a high probability regret bound in terms of the energy quantities defined above.

Theorem 1 Using Definition 1 for $\pi = \{L_t, v(t)\}_{t=0}^{\infty}$, there is a fixed constant $C_1 < \infty$ such that for all $\delta > 0$,

$$\mathbb{P} \left( \sup_{n \geq 1} \frac{R_n(\pi)}{\mathcal{E}_v + \mathcal{E}_\ell + \mathcal{E}_\pi \log^{1/2} (n \delta^{-1})} \leq C_1 \right) \geq 1 - \delta.$$ 

One can explicitly calculate $C_1$ using the statements in the proof of Theorem 1 in the appendix. To provide further intuition and outline the consequences of the above general result, we state the following corollary:

Corollary 1 Let $\mathbb{E} \left[ \cdot \right]$ be the expectation with respect to the probability measures induced by $\pi$, $\{w(t)\}_{t=1}^{\infty}$. Then, with the notation of Theorem 1, we have

$$\sup_{n \geq 1} \mathbb{E} \left[ \frac{R_n(\pi)}{\mathcal{E}_v + \mathcal{E}_\ell} \right] \leq C_1.$$ 

Note that the expressions in the above finite-time regret bounds provide a novel decomposition as follows. First, the previous high probability upper bounds for the regret consist of summation of the terms $\{\bar{\ell}_t, \bar{v}_t\}_{t=0}^{n-1}$ [17], while in Theorem 1 and Corollary 1, all the terms $\mathcal{E}_v, \mathcal{E}_\ell, \mathcal{E}_\pi$ are in the form of sum-of-squares of $\{\bar{\ell}_t, \bar{v}_t\}_{t=0}^{n-1}$. For an adaptive regulator, $\bar{\ell}_t$ shrinks as time goes by, since the decision-maker acquires more data to learn the dynamics. Hence, if the perturbation signal diminishes sufficiently fast, we get a significantly smaller regret bound compared to the existing results. For example, the magnitude of the lower bound for the regret changes from $n^{1/2}$ [17] to $\log n$ [18]. Further, this regret specification sets the stage for Theorem 3, which establishes the finite time efficiency of a perturbed greedy regulator. In the sequel, we discuss other aspects of the result of Theorem 1.

Considering Theorem 1 and Corollary 1, the only different term is $\mathcal{E}_\pi \log^{1/2} (n \delta^{-1})$. Thus, the stochastic behavior of $\pi$ is reflected by $\mathcal{E}_\pi$, and the other terms reflect the expected deviations from the optimal regulator $\pi^*$. In other words, the cumulative deviation from the desired optimal trajectory consists of the systematic long lasting portion, as well as the spontaneous fluctuations. According to Corollary 1, the former is reflected in the energy of the perturbation signal $\mathcal{E}_v$, and the energy of the instantaneous deviations in the feedback gains $\mathcal{E}_\ell$. The magnitude of the spontaneous fluctuations is with high probability determined by $\mathcal{E}_\pi$, which essentially reflects the interaction between $x(t), v(t), L_t - L(\theta_0)$, as well as the interaction between $w(t+1), v(t), L_t - L(\theta_0)$. So, $\mathcal{E}_\pi$ can be interpreted as the fluctuation energy. We will shortly compare the aforementioned involved quantities for different perturbation signals.

If there is no perturbation, $v(t) = 0$, $\mathcal{E}_\ell$ is shown to
be a tight asymptotic bound for $R_n(\pi)$ [18]. To compare with the result of Theorem 1, letting $\overline{\tau} = 0$ for all $t \geq 0$, suppose that the noise is uniformly bounded. Then, since $\sup_{t \geq 1} \overline{\tau} < \infty$, the fluctuation energy $\mathcal{E}_\pi$ can be replaced with $\mathcal{E}_t^{1/2}$. This leads to the non-asymptotic regret bound $\mathcal{E}_t + \mathcal{E}_t^{1/2} \log^{1/2} (n \delta^{-1})$, which is a finite time counterpart for the asymptotic bound $\mathcal{E}_t$ [18].

Next, we discuss a case of diminishing perturbations to compare the contributions of different factors toward the uniform bound of Theorem 1. Assuming $\sup_{t \geq 1} \overline{\tau} < \infty$, let $\{v(t)\}_{t=0}^\infty$ be a diminishing signal such that $\sup_{t \geq 0} t^{\alpha_1} \overline{v}_t < \infty$, for some $\alpha_1 > 0$. Further, let the deviation from the optimal feedback satisfy

$$\sup_{t \geq 0} t^{\alpha_2} \|L(\theta_0) - L_t\| < \infty,$$

for some $\alpha_2 > 0$. Since the above policy stabilizes the system [23], the state signal is uniformly bounded as well. Then, Theorem 1 provides the following uniform regret bound

$$n^{1-2\alpha_1 \land 2\alpha_2} + n^{1/2 - \alpha_1 \land 2\alpha_2} \log^{1/2} (n \delta^{-1}).$$

Similarly, it is straightforward to show that uniform boundedness of the noise vectors and the state signal leads to the bound

$$\mathcal{E}_u + \mathcal{E}_t + (\mathcal{E}_u + \mathcal{E}_t)^{1/2} \log^{1/2} (n \delta^{-1}).$$

Therefore, the perturbation signal does not lead to an increase in the high probability regret bound as long as it diminishes as fast as $L(\theta_0) - L_t$. For the special case of $\alpha_1 \land 2\alpha_2 = 1/2$, the regret is of the order

$$\log n + \log^{1/2} n \log^{1/2} \delta^{-1},$$

which is also the information theoretic lower bound [18].

Finally, Theorem 1 shows that the non-asymptotic high probability uniform bound of the regret is memoryless [18]. That being said, if hypothetically the operator stops using perturbed inputs or deviated feedback gains, the regret bound of Theorem 1 freezes and does not grow anymore. Therefore, Theorem 1 and Corollary 2 indicate that the adaptive decision-maker can revoke the sub-optimal control inputs in the past time. In other words, the history of the non-optimal actions previously taken, does not significantly influence the future trajectory of the dynamical system (memorylessness).

### 3.2 Identification Bound

Next, we address Problem 2 by analyzing the effect of the input perturbation for learning the unknown dynamics parameter $\theta_0$. Based on the linear data generation mechanism in (1), a natural estimation procedure for $\theta_0$ is least squares. That is, to regress every state sample $x(t + 1)$ on the previous samples of input $u(t)$ and state $x(t)$, to get the following LSE:

$$\hat{\theta}_n = \arg \min_{\theta \in \mathbb{R}^{1 \times n}} \sum_{t=0}^{n-1} \|x(t + 1) - \theta [u(t)]^2 \|^2.$$

In the statistical analyses of the accuracy of $\hat{\theta}_n$, the associated stochastic process $\{w(t)\}_{t=1}^\infty$, as well as the exogenous one $\{v(t)\}_{t=0}^\infty$, play an important role. So, we use the following definition which uses the second moments of the above stochastic processes.

**Definition 2** Suppose that $\pi = \{L_t, v(t)\}_{t=0}^\infty \in \mathcal{C}$. Then, let $\Sigma_w = \sum_{t=0}^{n-1} \mathbb{E} [w(t)|w(t)'], \Sigma_v = \sum_{t=0}^{n-2} \mathbb{E} [v(t)v(t)']$, and $\lambda_n = \left| \lambda_{\text{min}} (\Sigma_w) \right| \land \left| \lambda_{\text{min}} (\Sigma_v) \right|$. Further, letting $D_0 = A_0 + B_0 L(\theta_0)$, and $\overline{\tau}_t = \|B_0\|\overline{\tau}_t + \overline{\tau}_t + 2\|B_0\|\overline{\tau}_t + 2\|\overline{\tau}_t\|$, define the following quantities similar to Definition 1:

$$\mathcal{E}_1 = \left( \sum_{t=0}^{n-2} \overline{\tau}_t^2 \left( \|B_0\|\overline{\tau}_t + \overline{\tau}_t + 2\|B_0\|\overline{\tau}_t + 2\|\overline{\tau}_t\| \right) \right)^{1/2},$$

$$\mathcal{E}_2 = \left( \sum_{t=0}^{n-2} \overline{\tau}_t^2 \left( 2 \|L(\theta_0)\|\overline{\tau}_t + \overline{\tau}_t + 2\|\overline{\tau}_t\| \right)^2 \right)^{1/2}.$$

Note that $\Sigma_w, \Sigma_v, \mathcal{E}_1, \mathcal{E}_2$ all depend on $n$. In order to interpret $\mathcal{E}_1, \mathcal{E}_2$, apply the causal policy $\pi = \{L_t, v(t)\}_{t=0}^\infty$ to the dynamical model in (1). Then, the closed-loop dynamics becomes $x(t + 1) = D_t x(t) + B_0 v(t) + w(t + 1)$, where $D_t = A_0 + B_0 L_t$. Thus, the noise in the evolution of the system is $B_0 v(t) + w(t + 1)$, which indicates that $\mathcal{E}_1$ reflects a deterministic upper bound for the interaction energy between the observed signals $x(t)$, and the unobserved noise $B_0 v(t) + w(t + 1)$. Similarly, $\mathcal{E}_2$ bounds the interaction energy between the signal $x(t)$ and the perturbation $v(t)$.

In order to accurately identify the true parameter $\theta_0$, $\lambda_n$ cannot be very small. Broadly speaking, the magnitude of $\lambda_n$ determines the extend to which both the perturbation and the noise processes excite all coordinates of the matrix $\theta_0$. So, the precision of the learning procedure in (8) highly depends on $\lambda_n$. To establish a uniform upper
bound for learning accuracy, we assume the followings for the quantities in Definition 2:

\[ |\lambda_{\min}(\Sigma_w)| \geq 4\epsilon_1 \log^{1/2} (8\delta^{-1}) , \quad (9) \]

\[ |\lambda_{\min}(\Sigma_v)| \geq 4\epsilon_2 \log^{1/2} (8\delta^{-1}) . \quad (10) \]

Intuitively, the above inequalities generalize the persistent excitation condition \[ [24] \] to cases with diminishing (i.e., non-persistent) perturbations. Later on, we will show that one can easily satisfy (9), (10). Further, writing down the closed-loop dynamics, \( |\lambda_{\min}(\Sigma_w)| \) denotes the minimum energy of the noise sequence \( B_0 v(t) + w(t) \). Going back to the interpretation of \( \mathcal{E}_1 \) after definition 2, the condition (9) indeed states that the noise energy is larger than the interaction energy (of the noise and the signal \( x(t) \)), with high probability. Therefore, the interaction is not powerful enough to prevent the noise from exciting all coordinates of the unknown transition matrix \( \Lambda_0 \). Similar explanation for (10) states that the excitation of \( B_0 \) by the perturbation signal is not masked by its interaction with the state signal. These are formally presented in the following result.

**Theorem 2** Using the notation of Definitions 1, 2, with probability at least \( 1-\delta \) we have

\[ \sup_{n \geq 1} \frac{\lambda_n \| \hat{\theta}_n - \theta_0 \|^2}{\omega_\alpha^2 \log \left[ (\mathcal{E}_t + \mathcal{E}_x + \mathcal{E}_v) \delta^{-1} \right]} \leq C_2, \]

where the supremum is over all \( n \geq 1 \) satisfying (9), (10).

The constant \( C_2 \) depends on the true dynamics parameter \( \theta_0 \) and can be extracted from the proof in the appendix. Next, to discuss Theorem 2, suppose that the covariance matrices of the noise vectors are bounded from below: \( \inf_{n \geq 1} n^{-1} |\lambda_{\min}(\Sigma_w)| > 0 \). Further, for the perturbation process assume that

\[ \inf_{t \geq 1} t^{\alpha_1} |\lambda_{\min}(\mathbb{E}[v(t)v(t)])| > 0, \quad \sup_{t \geq 1} t^{\alpha_2} \tau_t < \infty, \]

for some \( 0 \leq \alpha_1 < 1 \), and \( 0 \leq \alpha_2 \leq 1 \). Hence, we obtain \( \inf_{n \geq 1} n^{\alpha_1-1} \lambda_n > 0 \). Further, similar to the discussion after Theorem 1, suppose that both the noise and the state signal are uniformly bounded (e.g., \( L_t \) is diminishing). Assuming \( \alpha_1 - \alpha_2 < 1/2 \), since

\[ \sup_{n \geq 1} n^{-1/2} \mathcal{E}_1 < \infty, \quad \sup_{n \geq 1} n^{\alpha_2-1/2} \mathcal{E}_2 < \infty, \]

the inequalities in (9), (10) are satisfied as long as \( n \) is up to a constant factor at least \( -\log \delta^{1/(1-2\alpha_1+2\alpha_2)} \). Then, Theorem 2 implies the identification bound \( n^{\alpha_1/2-1/2} \log^{1/2} (n\delta^{-1}) \) for uniform learning accuracy of estimating the unknown parameter \( \theta_0 \). Hence, the identification accuracy is basically determined by the diminishing rate of the perturbation signal. Moreover, for the case of persistent perturbation \( \alpha_1 = \alpha_2 = 0 \), LSE in (8) achieves the optimal uniform learning rate of \( n^{-1/2} \log^{1/2} (n\delta^{-1}) \). Note that in comparison to the analysis presented in the previous subsection, a larger perturbation leads to more accurate learning together with larger deviations from the optimal cost, and vice versa. Balancing this trade-off is the main challenge for adaptive policies, and will be addressed in the sequel. Finally, for \( \alpha_1 = 1/2 \), the result extends the existing asymptotic identification rates \[ [18] \].

### 4 Perturbed Greedy Regulator

Next, we analyze the non-asymptotic regret of perturbed greedy policies, as well as their identification errors. For this purpose, we state a fairly general condition about the probabilistic properties of the noise process, and present an adaptive regulator in Algorithm 1. The subsequent contents consist of establishing that Algorithm 1 addresses the main dilemma of reinforcement learning; balancing the exploration and the exploitation. In this section, we assume the following about the noise process \( \{w(t)\}_{t=1}^{\infty} \) in (1).

**Assumption 2** The noise has a sub-Weibull distribution. That is, for some fixed \( \tilde{\beta}, \beta, \alpha > 0 \), and for all \( t \geq 1 \), and \( \eta > 0 \), we have

\[ \mathbb{P} (|w(t)| > \eta) \leq \tilde{\beta} \exp (-\beta^{-1} \eta^\alpha) \]

Further, we assume that the covariance matrices of the noise vectors satisfy

\[ \inf_{n \geq 1} n^{-1} \sum_{t=1}^{n} |\lambda_{\min}(\mathbb{E}[w(t)w(t)])| \geq \sigma_0 > 0. \]

Note that positive definiteness of the covariance matrices \( \mathbb{E}[w(t)w(t)'] \) is sufficient for the second part of Assumption 2, but is not necessary. Regarding the first part of Assumption 2, sub-Weibull distributions are remarkably general in learning theory when analyzing the finite-time performance \[ [8] \]. In fact, they encompass a wide range of distributions being commonly used in the literature, such as uniformly bounded (\( \alpha = \infty \)), sub-Gaussian (\( \alpha = 2 \)), and sub-Exponential (\( \alpha = 1 \)) random vectors, as well as heavy-tail distributions for which moment generating functions do not exist (\( \alpha < 1 \)). Later on, we will see that the exponent \( \alpha \) which determines the decay rate in the probability distributions of the noise vectors, plays a crucial role in the non-asymptotic analyses for both the regret and the identification error. Note that the noise distributions are not required to have densities or continuous cumulative distribution functions.
Algorithm 1: Perturbed Greedy Regulator

Inputs: $γ > 1$, $0 < rC < C < ∞$
Let $L \left( \bar{θ}_0 \right) \in \mathbb{R}^{r \times p}$ be a stabilizer
for $m = 0, 1, 2, \ldots$ do
    while $t < γ^m$ do
        Draw perturbation $v(t)$ according to (11)
        Apply input $u(t) = L \left( \hat{θ}_t \right) x(t) + v(t)$
        $\hat{θ}_{t+1} = \hat{θ}_t$
    end while
    Update the estimate $\hat{θ}_t$ by (8)
end for

Formally, the algorithm starts with an arbitrary initial stabilizing feedback matrix $L \left( \bar{θ}_0 \right)$. An algorithmic procedure for computing $L \left( \bar{θ}_0 \right)$ in finite time is available in the literature, together with theoretical performance guarantees for stabilization sets [23]. Therefore, we can assume that the closed-loop system remains stable during the execution of Algorithm 1. At each time $t = 0, 1, 2, \ldots$, Algorithm 1 applies the adaptive control input $u(t) = L \left( \hat{θ}_t \right) x(t) + v(t)$. The design of the perturbation signals $v(t)$ will be discussed shortly. Further, the lengths of the epochs are determined by the rate $γ > 1$ as follows. If $t$ satisfies $t = \lfloor γ^m \rfloor$ for some $m = 0, 1, \ldots$, Algorithm 1 tunes the regulator by finding $\hat{θ}_t$ according to (8). Otherwise, for $t \neq \lfloor γ^m \rfloor$, the learning step will be skipped and no update occurs: $\hat{θ}_t = \hat{θ}_{t-1}$. The perturbation signals during each epoch $m \geq 1$ are wide-sense stationary (homoscedastic) bounded random signals with positive definite covariance matrices; for all $γ^m \leq t < γ^{m+1}$, we have $\mathbb{E} [v(t)v(t)'] = \Sigma_m$, and $\|v(t)\| < \delta_m$, such that for some arbitrary universal constants $C > 0$, $\overline{C} < ∞$, $\overline{C} < m^{-2}γ^{m/2} |\lambda_{\min}(\Sigma_m)| \leq m^{-2}γ^{m/2}\delta_m^2 < \overline{C}$. (11)

In general, any sequence of mean-zero independent random vectors satisfying (11) can be used as the perturbation signal. Note that we need $rC ≤ \overline{C}$, since $r |\lambda_{\min}(\Sigma_m)| \leq \text{tr} \left( \mathbb{E} [v(t)v(t)'] \right) = \mathbb{E} [v(t)'v(t)] ≤ \delta_m^2$.

Although larger values of $γ$ make the epochs longer, and thus fewer updates of the parameter estimates occur, the rates of regulation and identification do not depend on the magnitude of $γ$. Intuitively, it is because Algorithm 1 utilizes all the random perturbation signals during each epoch when learning the dynamics parameter at the end of that epoch. The following theorem addresses the uniform finite time rates for the above regulator.

**Theorem 3** Suppose that $\bar{π}$ is the adaptive regulator of Algorithm 1. Let $\hat{θ}_n$ be the parameter estimate at time $n$. Then, with probability at least $1 - δ$ we have

\[
\sup_{n \geq n_0} \frac{\mathcal{R}_n \left( \bar{π} \right)}{n^{1/2} \log^{2/v4/α} \left( n_0 δ^{-1} \right)} \leq C_3,
\]

\[
\sup_{n \geq n_0} \frac{\left\| \hat{θ}_n - \theta_0 \right\|^2}{n^{-1/2} \log^{2/α-1} \left( n_0 δ^{-1} \right)} \leq C_4,
\]

where $n_0 ≥ C_0 \left( \log^{2+4/α} \delta^{-1} \right)$.

The fixed constants $C_0, C_3, C_4$ depend on the truth $θ_0$, the noise parameters $β, \tilde{β}, σ_0$, and the constants $γ, C, \overline{C}$ in (11). Using the notation of Theorem 2, $λ_\bar{θ}_0$ scales linearly with $\overline{C}$. Thus, the constant $C_4$ in Theorem 3 is
proportional to $C^{-1}$, as well as the quantity $E_r$ in Theorem 1 (see (14)). Further, with the notation of Theorem 1, $E_v$ scales linearly with $C$. Therefore, the constant $C_3$ in Theorem 3 scales proportional to $C + C^{-1}$. Figure 1 depicts the performance of Algorithm 1 for the dynamics and cost matrices in (12), and $\gamma = 1.2, C = 1, C = 10$. The distribution of the random vectors $v(t)$ is Gaussian, truncated to satisfy (11). Finally, the initial stabilizer $L(\hat{\theta}_0)$ is provided by applying the stabilization algorithm of Faradonbeh et al. [23] to the first 17 samples; $\{x(t)\}_{t=0}^{16}, \{u(t)\}_{t=0}^{15}$. The curves in Figure 1 correspond to different replicates, and fully reflect the statement of Theorem 3.

Subsequently, we compare Theorem 3 with the relevant asymptotic results obtained without input perturbation. The comparisons focus on the performance of regulation and identification of Algorithm 1 vis-a-vis those of previously proposed adaptive regulators known as Randomized Certainty Equivalence (RCE) and Thompson Sampling (TS) [18]. The former policy consists of computing the LSE of the true parameter at the end of each epoch, and then adding a random matrix to it. The latter policy adopts a Bayesian approach, and approximates $\theta_0$ with draws from Gaussian posteriors at the end of every epoch. Although the presented asymptotic bounds for regret and learning errors of RCE and TS are similar to those of Algorithm 1 (see [18]), their non-asymptotic performance deteriorates due to fluctuations in the state trajectory. Intuitively speaking, when the time period of interacting with the system is finite, polynomial functions of $n^{1/2} \delta^{-1}$ appear in the expressions of both regret and learning error. Therefore, the potential stochastic fluctuations are neither sufficiently scarce (because of $\delta^{-1}$), nor small enough (because of $n$). Note that the results of Theorem 3 are stronger than the existing analyses also because of providing uniform bounds (the previous results address ‘lim sup’ instead of ‘sup’).

These improvements are visualized for the system of the previous numerical example. In Figure 2, we report the uniform upper bound of the normalized regret and the normalized learning error for 100 replicates. Clearly, the fluctuations of Algorithm 1 are significantly smaller than the counterparts of RCE and TS. In Figure 3, the normalized performance quantities are calculated versus time, and the largest among the 100 replicates is being plotted. The non-asymptotic improvement of the perturbed greedy regulator over RCE and TS can be seen in both figures. A recent study provides an analogous regret bound for single dimensional systems, wherein at every time step the parameter estimate is being updated and perturbed by diminishing Gaussian random matrices [26]. The computational cost of the latter regulator is exponentially larger than that of Algorithm 1, since Riccati equations need to be repeatedly solved [26].

4.1 Partial Uncertainty of Parameters

Next, we study the effect of restricted uncertainty about the true dynamical parameter $\theta_0$ on the performance of adaptive regulators. In fact, the context of the plant under consideration is capable of providing side information about $\theta_0$. Examples of such information include the structural connectivity of networks which determines the support of $\theta_0$, and artificially designed systems where the construction imposes restriction on possible sets of
\( A_0 = \begin{bmatrix} 0.13 & 0.35 & -0.26 \\ -1.34 & -0.30 & -1.75 \\ 1.18 & 0 & -0.29 \end{bmatrix}, \quad B_0 = \begin{bmatrix} -0.83 & -0.53 & 0.52 \\ -0.98 & 2.00 & 0 \\ -1.16 & 0.96 & -0.04 \end{bmatrix}, \quad Q = \begin{bmatrix} 0.79 & -0.15 & 0.09 \\ -0.15 & 0.60 & -0.04 \\ 0.09 & -0.04 & 0.61 \end{bmatrix}, \quad R = \begin{bmatrix} 0.52 & -0.06 & -0.07 \\ -0.06 & 0.39 & -0.04 \\ -0.07 & -0.04 & 0.67 \end{bmatrix}. \quad (12) \)

\( p \times q \) dynamics matrices. Further, in the systems with longer memory where the current state depends on multiple previous time steps, the transition matrix \( A_0 \) has a particular structure once the dynamics is written in the form of (1) [11,8]. Therefore, the adaptive operator can restrict the learning of the unknown dynamics parameter to a specific subset of \( \mathbb{R}^{p \times q} \).

In the sequel, we show that such additional information can lead to significant improvements in the regret bounds. Although such situations are investigated for the settings with finitely many possible control inputs, non-asymptotic analyses are not currently available for LQ systems. In fact, for general Markov Decision Processes (MDP) it is known that the regret is modulo a constant factor at least \( n^{1/2} \) [27]. However, if one knows that the underlying MDP has a distinguishability property, the regret can be of order \( \log n \) [28]. A similar situation holds for Multi-Armed Bandits (MAB) [29].

To proceed, we define the following identifiability condition as the analogue of the distinguishability condition in MDPs. Intuitively, in the identifiable systems, the optimal feedback gain \( L(\theta_0) \) can be learned as accurately as the closed-loop transition matrix \( A_0 + B_0 L(\hat{\theta}_t) \).

**Definition 3** [18] Assuming \( \theta_0 \in \Gamma_0 \) for some \( \Gamma_0 \subset \mathbb{R}^{p \times q} \), \( \theta_0 \) is called identifiable if

\[
\sup_{\theta_1, \theta_2 \in \Gamma_0} \left\| L(\theta_2) - L(\theta_0) \right\| \leq C_L, 
\quad (13)
\]

where \( L(\theta) = [I_p, L(\theta)]' \).

**Remark 4** It has been established that the feedback difference \( L(\theta) - L(\theta_0) \) is dominated by the parameter difference \( \theta - \theta_0 \), modulo a constant factor [17]:

\[
\sup_{\theta \in K(\theta)} \left\| L(\theta) - L(\theta_0) \right\| \leq C_K \sup_{\theta \in \Gamma_0} \left\| \theta - \theta_0 \right\|, 
\quad (14)
\]

where \( C_L < \infty \) is a fixed constant determined by \( \theta_0 \) and \( C_K < \infty \). Note that (13) is stronger than (14) since in general, the identifiability condition does not need to hold. Indeed, one can have \( L(\theta_2) \neq L(\theta_0) \), but at the same time \( \theta_2 L(\theta_1) = \theta_0 L(\theta_1) \) [18].

An extensive discussion of concrete examples of \( \Gamma_0 \) is provided in the work of Faradonbeh et al. [18]. In general, \( \Gamma_0 \) can be a manifold (or a finite union of manifolds) induced by different conditions such as the rank or the sparsity of the dynamics matrices. In the sequel, we briefly discuss four examples. The first condition is the support of the dynamics matrices. Indeed, letting \( \mathcal{I} \subset \{(i, j) : 1 \leq i \leq p, 1 \leq j \leq q\} \), assume that \( \theta \) belongs to \( \Gamma_0 \), if and only if the coordinate \((i, j)\) of \( \theta \) is zero for all \((i, j) \notin \mathcal{I}\). If the cardinality of \( \mathcal{I} \) is not larger than \( p^2 \), \( \Gamma_0 \) can satisfy (13) [18]. The second condition is based on sparsity of the true parameter. That is, if \( \theta_0 \) is known to have at most \( p^2 \) non-zero entries, \( \Gamma_0 \) is contained in the finite union of the subspaces satisfying the aforementioned support condition. Third, the rank of \( \theta_0 \) can be used in the design of the adaptive policies as follows. The set of \( p \times q \) matrices of rank at most \( d \) is a finite union of manifolds of dimension at most \( d(p + q - d) \) [30], which can satisfy (13) if \( d(p + q - d) \leq p^2 \) [18]. Finally, one can utilize the knowledge about a linear subspace that \( \theta_0 \) belongs to. Suppose that \( \theta_0 \) is known to belong to a subspace of \( \mathbb{R}^{p \times q} \). If the above subspace is of dimension at most \( p^2 \), it can satisfy the identifiability condition (13) [18].

The quantity \( p^2 \) appearing in the above examples is actually determined by the learning invariant manifold \( N \). Indeed, \( N \) contains the dynamics matrices \( \theta \) for which the closed-loop matrix is indistinguishable from the truth \( \theta_0 \); that is, \( \theta L(\theta_0) = \theta_0 L(\theta_0) \). It has been established that if \( \Gamma_0 \cap N = \{ \theta_0 \} \), then \( \Gamma_0 \) satisfies (13) [18]. Since \( N \) is a linear subspace of dimension \( pr \), we restricted the dimension of \( \Gamma_0 \) to \( pq - pr = p^2 \). More technical details can be found in existing studies on learning invariant manifolds, optimality level-set manifolds, and their effect on the performance of adaptive LQRs [31,32,18].

In order to modify Algorithm 1 for the systems with the side information \( \Gamma_0 \), we replace (11) with \( \gamma^m \mathbf{r}^m < C \); i.e., the perturbation signals are smaller (and diminish faster) than (11), and the covariance matrix does not need to be positive definite. Further, the uncertain dynamics parameter \( \theta_0 \) will be learned through the following least squares procedure on the identifiability set \( \Gamma_0 \):

\[
\hat{\theta}_n = \arg \min_{\theta \in \Gamma_0} \sum_{t=0}^{n-1} \left\| x(t+1) - \theta \begin{bmatrix} x(t) \\ u(t) \end{bmatrix} \right\|^2. 
\quad (15)
\]

All other parts of the adaptive regulator, such as the lengths of the epochs, remain the same as in Algorithm 1. We conclude this section with the next result that pro-
vides a smaller regret bound vis-a-vis that of Theorem 3.

**Theorem 4** Let \( \theta_0 \) be identifiable, and \( \hat{\pi} \) be the above adaptive regulator. Then, with probability at least \( 1 - \delta \),

\[
\sup_{n \geq n_0} \frac{R_n (\hat{\pi})}{\log n \log^2 (n \delta^{-1})} \leq C_5,
\]

where \( n_0 \) is defined in Theorem 3, and the fixed constant \( C_5 < \infty \) depends on \( \theta_0 \).

5 Concluding Remarks

We analyzed the performance of adaptive control policies with perturbed input for multidimensional LQ systems. Indeed, we established non-asymptotic results for the high probability regret bound (Theorem 1), as well as the learning accuracy (Theorem 2), which hold uniformly over time. Leveraging the developed general theory, we showed that a greedy adaptive regulator with suitably designed input perturbation provides (nearly) square root regret with respect to time (Theorem 3), and outperforms previously available reinforcement learning algorithms in a number of ways.

Specifically, the presented perturbed greedy regulator does not need to know the spectral properties of the closed-loop transition matrix, and the noise statistics. Further, the computationally intractable steps being used by optimism-based adaptive policies are not required. Finally, input perturbation efficiently regulates the trajectory of the system by preventing fluctuations due to the stochastic nature of the dynamics. We also discussed the situations where the regret is of a logarithmic magnitude, assuming that the adaptive operator has access to some information (such as the support or the rank) of the unknown dynamics matrices (Theorem 4).

Extending the presented framework to the case of imperfect observations where a linear transformation of the state signal is observed with some noise is an interesting direction for future work. Moreover, addressing the problem of adaptive regulation for large scale systems (e.g., networks) in a possibly high dimensional setting such as sparse or low rank dynamical models is of interest for further investigation. Finally, settings involving time varying dynamics (e.g., switching systems and Markov Jump Processes) constitute topics for future studies.

A Proofs

A.1 Proofs of Theorem 1 and Corollary 1

We start by extending the policy decomposition technique introduced in [18]. For a policy \( \pi = \{L_t,v(t)\}_{t=0}^{\infty} \) and a fixed \( n \geq 1 \), define the sequence of policies \( \pi_0, \cdots, \pi_n \) according to \( \pi \):

\[
\pi_i : \begin{cases} u(t) = L_t x(t) + v(t) & t < i \\ u(t) = L (\theta_0) x(t) & t \geq i. \end{cases}
\]

Indeed, for \( 0 \leq i \leq n \), the causal policy \( \pi_i \) follows the control strategy of \( \pi \) at every time \( t < i \), and from \( t = i \) on switches to the optimal policy \( \pi^* \) defined in (5). Clearly, \( \pi_0 = \pi^* \), and \( \pi_n = \pi \). So, one only needs to find \( c_t (\pi_k) - c_t (\pi_{k-1}) \), for \( 1 \leq k \leq n \), and \( 0 \leq t \leq n-1 \). For this purpose, let

\[
D_0 = A_0 + B_0 L (\theta_0), \\
P_0 = Q + L (\theta_0)' R L (\theta_0), \\
M = B_0' K (\theta_0) B_0 + R,
\]

and fixing \( k \), define the matrices

\[
\Delta_k = B_0 (L_k - L (\theta_0)), \\
K_k = \sum_{j=n-k}^{\infty} D_0^j P_0 D_0^j.
\]

Let \( \{x(t)\}_{t=0}^{n-1} : \{y(t)\}_{t=0}^{n-1} \) be the the state trajectory under the policies \( \pi_k, \pi_{k-1} \), respectively. So,

\[
x(t) = y(t), \quad \text{for } 0 \leq t \leq k - 1, \\
x(k) = D_0 x(k-1) + w(k) + z_{k-1}, \\
y(k) = D_0 x(k-1) + w(k), \\
x(t) - y(t) = D_0^{t-k} z_{k-1}, \quad \text{for } t \geq k,
\]

where \( z_{k-1} = \Delta_{k-1} x(k-1) + B_0 v(k-1) \). Therefore, \( c_t (\pi_k) = c_t (\pi_{k-1}) \) holds for \( t \leq k - 2 \), and for \( t = k - 1 \) we have

\[
c_t (\pi_{k-1}) = x(t)' P_{k-1} x(t), \\
c_t (\pi_k) = x(t)' P_{k-1} x(t) + v(t)' R v(t) + 2 x(t)' L_{k-1}' R v(t),
\]

where

\[
P_{k-1} = Q + L_{k-1}' R L_{k-1}.
\]

Since for \( t \geq k \) we have

\[
c_t (\pi_k) - c_t (\pi_{k-1}) = x(t)' P_{k} x(t) - y(t)' P_{0} y(t),
\]
the following holds:

\[
\begin{align*}
    \sum_{t=0}^{n-1} [c_t(\pi_k) - c_t(\pi_{k-1})] &= c_k(\pi_k) - c_k(\pi_{k-1}) \\
    + \sum_{t=k}^{n-1} \left[ 2y(t)'P_0D_0^{-k}z_{k-1} + z'_kD_0^{-k}P_0D_0^{-k}z_{k-1} \right].
\end{align*}
\]

Substituting for \( y(t) \), and rearranging the terms, the above expression leads to

\[
\begin{align*}
    \sum_{t=0}^{n-1} [c_t(\pi_k) - c_t(\pi_{k-1})] &= \sum_{j=k}^{n-1} w(j)'(K_n - K_j) D_0^{-k}z_{k-1},
    \\
    &\text{where using the Lyapunov equation}
    \\
    K(\theta_0) - D_0K(\theta_0)D_0 = P_0,
    \\
    \text{the matrices } E_{k-1}, F_{k-1}, G_{k-1} \text{ can be calculated as follows:}
    \\
    E_{k-1} &= L_{k-1}RL_{k-1} - L(\theta_0)'RL(\theta_0) \\
    &\quad + D_0'(K_n - K_k)\Delta_{k-1} + \Delta_k'(K_n - K_k)D_0 \\
    &\quad + \Delta_{k-1}(K_n - K_k)\Delta_{k-1},
    \\
    F_{k-1} &= R + B_0'(K_n - K_k)B_0,
    \\
    G_{k-1} &= L_{k-1}R + (D_0' + \Delta_k') (K_n - K_k)B_0.
\end{align*}
\]

Since \( K_n = K(\theta_0) \), the definition of \( L(\theta_0) \) in (4) yields

\[
E_{k-1} = (L(\theta_0) - L_{k-1})'M(L(\theta_0) - L_{k-1}) - H_{k-1},
\]

where

\[
H_{k-1} = D_0'K_k\Delta_{k-1} + \Delta_k'K_kD_0 + \Delta_k'K_k\Delta_{k-1}.
\]

Because

\[
\mathbb{R}_n(\pi) = \sum_{k=1}^{n} \sum_{t=0}^{n-1} [c_t(\pi_k) - c_t(\pi_{k-1})],
\]

the summation of the above expressions leads to

\[
\mathbb{R}_n(\pi) = \phi_n + \zeta_n + \xi_n + \psi_n + \sum_{j=1}^{n-1} s(j)'w(j),
\]

where \( s(j) = 2 \sum_{k=1}^{j} (K_n - K_j) D_0^{-k}z_{k-1} \), and

\[
\phi_n = -\sum_{k=0}^{n-1} x(k)'H_kx(k),
\]

\[
\zeta_n = \sum_{k=0}^{n-1} v(k)'F_kv(k),
\]

\[
\xi_n = \sum_{k=0}^{n-1} x(k)'G_kv(k),
\]

\[
\psi_n = \sum_{k=0}^{n-1} \left\| M^{1/2}(L_k - L(\theta_0))x(k) \right\|^2.
\]

According to \( K_n = K(\theta_0) \), positive semi-definiteness of \( K_n \) implies

\[
\zeta_n \leq |\lambda_{\max}(M)| \mathbb{E}_v.
\]

Further, one can bound \( \xi_n \):

\[
|x(k)'G_kv(k)| \leq \overline{g}_k \left( \overline{f}_k + \overline{x}_k \right) \overline{x}_k,
\]

where

\[
\overline{g}_k = (1 \vee \| L(\theta_0) \|) \| R \| + (\| D_0 \| \vee \| B_0 \|) \| K_n - K_{k+1} \| \| B_0 \|.
\]

So, applying Azuma’s Inequality [22] we obtain

\[
\mathbb{P} \left( \frac{\xi_n^2}{8 \log \left( \frac{10n^2}{\delta} \right)} > \sum_{k=0}^{n-1} \overline{g}_k^2 \left( \overline{f}_k + \overline{x}_k \right) \overline{x}_k ight) \leq \frac{\delta}{5n^2}.
\]

To proceed, note that \( |s(j)'w(j)| \leq \overline{x}_j \overline{w}_j \), where

\[
\overline{x}_j = 2\| K_n - K_j \| \| B_0 \| \sum_{k=1}^{j} \left\| D_0^{-k} \right\| \left( \overline{f}_{k-1} + \overline{x}_{k-1} \right).
\]

Therefore, Azuma’s Inequality [22] implies that with probability at least \( 1 - 0.2\delta n^{-2} \), we have

\[
\left( \sum_{j=1}^{n-1} |s(j)'w(j)| \right)^2 \leq 8 \log \left( \frac{10n^2}{\delta} \right) \sum_{j=1}^{n-1} \overline{s}_j^2 \overline{w}_j.
\]

Next, in order to investigate \( \phi_n \), since

\[
x(k) = (D_0 + \Delta_{k-1})x(k-1) + B_0v(k-1) + w(k),
\]

\[
K_k = D_0K_{k+1}D_0,
\]
the following holds:

\[
x(k)′D_0K_{k+1}D_0x(k)
= x(k - 1)'(D_0 + \Delta_{k-1})' K_k (D_0 + \Delta_{k-1}) x(k - 1)
+ b(k)' K_k b(k) + 2b(k)' K_k (D_0 + \Delta_{k-1}) x(k - 1),
\]
where \( b(k) = B_0v(k - 1) + w(k) \), for \( k \geq 1 \). Substitute the above expression in (A.2), denote \( b(0) = x(0) \), and write

\[
H_k = (D_0 + \Delta_k)' K_{k+1} (D_0 + \Delta_k) - D_0' K_{k+1} D_0,
\]
to obtain:

\[
\phi_n = -x(n)'K (\theta_0) x(n) + \sum_{k=0}^{n-1} b(k)' K_k b(k)
+ \sum_{k=0}^{n-1} 2b(k)' K_{k+1} (D_0 + \Delta_k) x(k).
\]

So, defining \( a(n) = \sum_{j=0}^{n} D_0^{n-j} b(j) \), and using

\[
(D_0 + \Delta_k) x(k) = \sum_{j=0}^{k} D_0^{k-j} (D_0 b(j) + \Delta_j x(j)),
\]
we get

\[
\phi_n = a(n)' K_n a(n) - x(n)'K_n x(n) + \sum_{k=1}^{n} b(k)' h(k),
\]
where \( h(k) = 2K_k \sum_{t=0}^{k-1} D_0^{k-t-1} \Delta_t x(t) \). Letting

\[
\overline{b}_k = \|B_0\| \nu_{k-1} + \nu_k,
\]
\[
\overline{h}_k = 2\|K_k\| \|B_0\| \sum_{t=0}^{k-1} \|D_0^{k-t-1}\| \overline{\tau}_t,
\]
according to Azuma's Inequality [22], \( |b(k)' h(k)| \leq \overline{b}_k \overline{h}_k \) implies that with probability at least \( 1 - 0.2\delta n^{-2} \), the following holds:

\[
\left( \sum_{k=1}^{n} b(k)' h(k) \right)^2 \leq 8 \log \left( \frac{10n^2}{\delta} \right) \sum_{k=1}^{n} b_k^2 \overline{h}_k^2. \tag{A.6}
\]

Moreover, we have \( x(n) - a(n) = \sum_{j=0}^{n-1} D_0^{n-j} \Delta_j x(j) \), as well as

\[
a(n)' K_n a(n) - x(n)'K_n x(n) \leq \|a(n) - x(n)\|^2 + 2\|a(n) - x(n)\| |a(n)|. \tag{A.7}
\]

Then, stability of \( D_0 \) clearly implies that all the following quantities are finite, with upper bounds depending only on \( \theta_0, Q, R \):

\[
\sum_{k=0}^{\infty} \|D_0^k\|,
\sup_{0 \leq k < n} \|K_k\|,
\sup_{0 \leq k < n} \|K_n - K_k\|,
\sup_{0 \leq k < n} \overline{g}_k,
\sup_{n \geq 1} \frac{\|a(n)\|}{w^2 + \mathcal{E}_v 1^2},
\sup_{n \geq 1} \frac{\|a(n) - x(n)\|}{\mathcal{E}_t 1^2},
\sup_{n \geq 1} \frac{\sum_{k=1}^{n} b_k^2 \|h_k\|^2}{\sum_{k=1}^{n} \|D_0^k\|^2},
\sup_{n \geq 1} \frac{\sum_{j=1}^{n-1} s_j^2 \|w_j\|^2}{\sum_{t=0}^{n-1} \|\overline{\tau}_t + \overline{\nu}_t\|^2}.
\]

Using the above bounded quantities, we can specify the constant \( C_1 \) in Theorem 1 as follows. Indeed, since \( \psi_n \leq |\lambda_{\max}(M)| \mathcal{E}_v \), plugging (A.3), (A.4), (A.5), (A.6), and (A.7) in (A.1), with probability at least \( 1 - 0.6\delta n^{-2} \) it holds that

\[
\frac{\mathcal{R}_n(\pi)}{C_1} \leq \mathcal{E}_v + \mathcal{E}_t + \mathcal{E}_\pi \log^{1/2} (n \delta^{-1}),
\]

where \( C_1 < \infty \) is fixed. Taking a union bound, we get the desired result of Theorem 1 since \( \sum_{n=1}^{\infty} 0.6\delta n^{-2} < 1 \). Moreover, since

\[
\mathbb{E} [\xi_n] = 0,
\mathbb{E} [s(j)' w(j)] = 0,
\mathbb{E} [b(k)' h(k)] = 0,
\sup_{n \geq 1} \mathbb{E} \left[ \|a(n)\|^2 \right] \leq \sum_{j=0}^{\infty} \|D_0^j\|^2 \mathbb{E} \left[ \|b(j)\|^2 \right] < \infty,
\]
clearly Corollary 1 is concluded from (A.2), (A.3), $x(n)'K_nx(n) \geq 0$, and $\psi_n \leq |\lambda_{\text{max}} (M)| E_t$.

### A.2 Proof of Theorem 2

First, solving for the least squares estimate in (8), we get

$$\hat{\theta}_n \hat{\Sigma} = \sum_{t=0}^{n-1} x(t+1) [x(t)', u(t)'],$$

where

$$\hat{\Sigma} = \sum_{t=0}^{n-1} [x(t)', u(t)] [x(t)', u(t)].$$

is the (unnormalized) empirical covariance matrix of the covariates $x(t), u(t)$. Since $x(t+1) = \theta_0 [x(t) u(t)] + w(t+1)$, we obtain

$$(\hat{\theta}_n - \theta_0) \hat{\Sigma} = \sum_{t=0}^{n-1} w(t+1) [x(t)', u(t)].$$

(A.8)

In the sequel we investigate $\hat{\Sigma}$. The design of the perturbed input according to $u(t) = L_t x(t) + v(t)$ leads to the closed-loop dynamics

$$x(t+1) = D_t x(t) + z(t),$$

where

$$D_t = A_0 + B_0 L_t, \quad z(t) = B_0 v(t) + w(t+1).$$

So, in order to study the $p \times p$ left upper block of $\hat{\Sigma}$ which is the Gram matrix of the output signal, we write

$$\hat{\Sigma}_z = \sum_{t=0}^{n-1} x(t)x(t)' = x(0)x(0)' + \sum_{t=0}^{n-2} x(t+1)x(t+1)'$$

$$= \Sigma_z + x(0)x(0)' + \sum_{t=0}^{n-1} [M_t + D_t x(t)x(t)'D_t'],$$

where $\Sigma_z = \sum_{t=0}^{n-2} E [z(t)z(t)'].$

$$M_t = z(t)z(t)' - E [z(t)z(t)'] + D_t x(t)z(t)' + z(t)x(t)'D_t'.$$

Then, $M_t$ is a martingale difference sequence that according to Definition 2 is bounded:

$$|\lambda_{\text{max}} (M_t)| \leq \gamma (\|B_0\| \bar{\gamma} + \bar{\gamma} + 1).$$

So, using $E_1$ in Definition 2, Azuma’s Matrix Inequality [22] implies that

$$\mathbb{P} \left( \left| \lambda_{\text{max}} \left( \sum_{t=0}^{n-2} M_t \right) \right| > 2^{-1/2} |\lambda_{\text{min}} (\Sigma_z)| \right)$$

$$\leq 2p \exp \left( 16^{-1} E_1^{-2} |\lambda_{\text{min}} (\Sigma_z)|^2 \right) \leq 4^{-1} \delta,$$

where in the last inequality above we used (9) and $|\lambda_{\text{min}} (\Sigma_z)| \geq |\lambda_{\text{min}} (\Sigma_w)|$. Therefore, positive semidefiniteness of $x(0)x(0)' + \sum_{t=0}^{n-2} D_t x(t)x(t)'D_t'$ leads to

$$\mathbb{P} \left( \left| \lambda_{\text{min}} (\hat{\Sigma}) \right| < 0.29 |\lambda_{\text{min}} (\Sigma_w)| \right) \leq 4^{-1} \delta.$$  \hfill (A.10)

To proceed, note that letting

$$\tilde{L}_t = \left[ \begin{array}{c} \tilde{I}_p \\ \tilde{L}_t \end{array} \right], \quad \tilde{v}(t) = \left[ \begin{array}{c} 0_p \\ v(t) \end{array} \right],$$

we have

$$\hat{\Sigma} = \Sigma_v + \sum_{t=0}^{n-1} (\tilde{L}_t x(t)x(t)' \tilde{L}_t' + N_t),$$

where $\Sigma_v = \sum_{t=0}^{n-1} E [\tilde{v}(t)\tilde{v}(t)'].$ and

$$N_t = \tilde{L}_t x(t)\tilde{v}(t)' + \tilde{v}(t)x(t)' \tilde{L}_t + \tilde{v}(t)\tilde{v}(t)' - E [\tilde{v}(t)\tilde{v}(t)'].$$

We show that

$$\mathbb{P} \left( \left| \lambda_{\text{max}} \left( \sum_{t=0}^{n-1} N_t \right) \right| \geq 2^{-1/2} |\lambda_{\text{min}} (\Sigma_v)| \right) \leq 4^{-1} \delta.$$  \hfill (A.11)

For this purpose, we leverage Azuma’s Matrix Inequality [22] as follows. The martingale difference sequence $N_t$ is bounded:

$$|\lambda_{\text{max}} (N_t)| \leq \gamma_1 \left( 2 \left[ 1 + \|L_0\| \|\theta_0\| \right] \bar{\gamma}_1 + 2 \bar{\gamma}_1 + \bar{\gamma}_1 \right).$$

According to Definition 2, (10) leads to (A.11). Next, note that the upper $p \times p$ block of $\tilde{L}_t$ is the identity matrix $I_p$, and the upper $p \times 1$ block of $\tilde{v}(t)$ is the zero vector $0_p$. Hence, putting (A.10), (A.11) together, we get the following for the quantity $\lambda_n$ defined in Definition 2:

$$\mathbb{P} \left( \left| \lambda_{\text{min}} (\hat{\Sigma}) \right| < 0.29 \lambda_n \right) \leq 2^{-1} \delta.$$  \hfill (A.12)

Going back to (A.9), we use the following non-asymptotic result for matrix valued martingales [21].
The asymptotic version can be found in [27].

**Lemma 1** [21] With probability at least $1 - 2^{-1} \delta$, the following holds for all $n \geq 1$:

$$
\left\| \left( \lambda_n I_q + \hat{\Sigma} \right)^{-1/2} \sum_{t=0}^{n-1} \left[ x(t) \right] w(t+1) \right\|_2^2 \\
\leq pq \log \left( \lambda_{\max} \left( \lambda_n I_q + \hat{\Sigma} \right) \right) - pq \log \lambda_n + 2p \log \left( 2p \delta^{-1} \right).
$$

Then, we clearly have $\max_{1 \leq t \leq n} w_t \leq \bar{w}$, as well as

$$
\left| \lambda_{\max} \left( \hat{\Sigma} \right) \right| \leq \sum_{t=0}^{n-1} \left( \left\| x(t) \right\|^2 + \left\| u(t) \right\|^2 \right) \\
\leq \left( 1 + 2 \left\| L(\theta_0) \right\|^2 \right) \epsilon_x + 2 \epsilon_\ell + 2 \epsilon_v.
$$

Moreover, for an arbitrary $\theta \in \mathbb{R}^{p \times q}$, we have

$$
\left\| \theta \hat{\Sigma}^{-1} \theta' \right\| \leq 1.29 \left\| \theta \left( \lambda_n I_q + \hat{\Sigma} \right)^{-1} \theta' \right\|,
$$

as long as $\left| \lambda_{\min} \left( \hat{\Sigma} \right) \right| \geq 0.29 \lambda_n$. Therefore, plugging (A.12) and the result of Lemma 1 in equation (A.9), we have

$$
0.29 \lambda_n \left\| \hat{\theta} - \theta_0 \right\|^2 \\
\leq \left\| \left( \hat{\theta} - \theta_0 \right) \hat{\Sigma} \left( \hat{\theta} - \theta_0 \right)' \right\| \\
\leq 1.29 \left\| \left( \lambda_n I_q + \hat{\Sigma} \right)^{-1/2} \left( \hat{\theta} - \theta_0 \right)' \right\|^2 \\
\leq 2pq \bar{w}^2 \log \left( 4p \left( 1 + \left\| L(\theta_0) \right\|^2 \right) \epsilon_x + \epsilon_\ell + \epsilon_v \right)\delta^{-1},
$$

with probability at least $1 - \delta$, which is the desired result.

### A.3 Proof of Theorem 3

First, suppose that $\max_{1 \leq t \leq n} \left| w(t) \right| \leq \bar{w}$. To find the growth rate of the regret, according to Theorem 1 it suffices to determine $\epsilon_\ell, \epsilon_v, \epsilon_\pi$. Further, by (14), Theorem 2 implies that in order to determine the above quantities, one needs to address the behavior of $\epsilon_1, \epsilon_2, \lambda_n, \epsilon_\ell$.

Let $\lambda_n$ be as defined in Definition 2. At the end of epoch $m$ that corresponds to the time step $n = \lceil \gamma^m \rceil$, the adaptive policy $\pi$ updates the parameter estimates according to (8). Then, the second part of Assumption 2 and the design of perturbation in (11), lead to the following lower bound:

$$
\lambda_n \geq (\sigma_0 \wedge C (\gamma - 1) \log^{-2} \gamma) n^{1/2} \log^2 n. \quad (A.13)
$$

Since the adaptive policy $\pi$ is stabilizing the system, we have $\pi_t \leq \eta \pi^{w^2}$, $\ell_t \leq \eta \pi^{w^2}$, for some constants $\eta_x, \eta_y < \infty$ [17]. Thus, since the perturbation signal $v(t)$ is diminishing with the rate specified in (11), we have

$$
\epsilon_1 \leq \eta_1 \pi^{w^2} n^{1/2}, \quad \epsilon_2 \leq \eta_2 \pi^{w} n^{1/4} \log n,
$$

for some $\eta_1, \eta_2 < \infty$. Therefore, according to (A.13), both (9), (10) will be satisfied if

$$
-\eta_0 \log \delta \leq \pi^{w^2} n^{1/2} \log^2 n \vee \pi^{-4} n, \quad (A.14)
$$

where $\eta_0 < \infty$ is a fixed constant determined by $\pi, \pi, \sigma_0, \eta_1, \eta_2, \log q$. Let $n_0$ be large enough such that (A.14) holds for all $n \geq n_0$.

Next, plugging (A.13) in Theorem 2, we obtain

$$
sup_{n \geq n_0} \frac{n^{1/2} \log^2 n \left\| \hat{\theta} - \theta_0 \right\|^2}{\pi^{w^2} \log \left( \pi w^2 \delta^{-1} \right)} < \tilde{C}_4, \quad (A.15)
$$

with probability at least $1 - \delta$. In addition, using (14), we get the following high probability result:

$$
sup_{n \geq n_0} \frac{(n \log^4 n)^{1/4} \left\| L(\theta_0) - L_n \right\|}{\pi^{w^2} \log^{1/2} \left( \pi w^2 \delta^{-1} \right)} < \infty. \quad (A.16)
$$

By Definition 1, (A.16) yields

$$
sup_{n \geq n_0} \frac{\epsilon_\ell}{(n \log^{-2} n)^{1/2} \pi^{w^4} \log \left( \pi w^2 \delta^{-1} \right)} \leq C_\ell, \quad (A.17)
$$

$$
sup_{n \geq n_0} \frac{\epsilon_\pi}{\pi^{w^2} (\epsilon_\ell + \epsilon_v)^{1/2}} \leq C_\pi, \quad (A.18)
$$

where $C_\ell, C_\pi$ are fixed and finite.

Now, according to Assumption 2, with probability at least $1 - \delta$ we have [17]:

$$
\max_{1 \leq t \leq n} \left\| w(t) \right\| \leq \beta^{1/\alpha} \log^{1/\alpha} \left( \beta n \delta^{-1} \right). \quad (A.19)
$$

Thus, substituting the above value for $\pi^{w^2}$ in (A.15), we get the desired result for the identification error. Moreover, since

$$
\epsilon_v \leq \gamma \log^{-2} \gamma C n^{1/2} \log^2 n,
$$

we get the result in (16).
where \( D \) is fixed. Hence, the stable closed-loop dynamics takes the form
\[
\frac{\dot{\theta}_i}{\gamma_i} = B_0 v_i(t) + w(t) + \nu_i(t),
\]
with probability at least 1 - \( \delta/2 \). Next, note that during each epoch the parameter estimates and so the feedback gains are fixed. So, let \( L_i \) be the feedback gain during the \( i \)-th epoch: \( L_i = L \left( \tilde{\theta}_{\gamma_i} \right) \), and define \( L_i = [I_p, L'_i]' \).

Hence, the stable closed-loop dynamics takes the form
\[
x(t + 1) = D_i x(t) + B_0 v(t) + w(t + 1),
\]
where \( D_i = \theta_i L_i \). Further, define
\[
V_i = \sum_{t=\gamma_i}^{\gamma_i-1} x(t)x(t)' - \tilde{I}_i V_i \tilde{L}_i' + W_i,
\]
where \( v(t) = [0_p, v(t)']' \), and
\[
W_i = \sum_{t=\gamma_i}^{\gamma_i-1} \left[ \tilde{L}_i x(t) \tilde{v}(t)' + \tilde{v}(t)x(t)\tilde{L}_i' + \tilde{v}(t)v(t)' \right].
\]

Thus, \( A.21 \), \( A.22 \) yield
\[
\left\| U_i^{1/2} \left( \tilde{\theta}_{\gamma_i} - \theta_0 \right) \right\|^2 \leq 4p^2 q \overline{w}^2 \log \left( 2p \lambda_{\max} \left( \tilde{\Sigma} \right) \delta^{-1} \right).
\]

Hence, applying Cauchy-Schwarz inequality, and using the design of perturbation: \( \gamma^i \overline{\pi}^2 < C \), we obtain
\[
\left\| V_i^{1/2} L_i' \left( \tilde{\theta}_{\gamma_i} - \theta_0 \right) \right\|^2 - \overline{C} \left\| V_i^{1/2} L_i' \left( \tilde{\theta}_{\gamma_i} - \theta_0 \right) \right\|^2 \leq 4p^2 q \overline{w}^2 \log \left( 2p \lambda_{\max} \left( \tilde{\Sigma} \right) \delta^{-1} \right).
\]

Then, we use the following result.

**Lemma 2 [17]** With probability at least 1 - \( \delta/2 \) we have:
\[
\frac{\sigma_0}{2} \leq \inf_{i \geq m_0} \frac{|\lambda_{\min}(V_i)|}{\gamma_i} \leq \sup_{i \geq m_0} \frac{|\lambda_{\max}(V_i)|}{\gamma_i} \leq \eta_0 \overline{w}^2,
\]
for a constant \( \eta_0 < \infty \), and \( m_0 = \log \left( \eta_0 \sigma_0^{-1} \overline{w} \log \delta^{-1} \right) \).

By Lemma 2, and (13) we get
\[
\sup_{n \geq \gamma^{m_0}} \frac{\max_{1 \leq \gamma \leq n} \left( L(\tilde{\theta}_n) - L(\theta_0) \right) \right\|^2}{n^{-1} \overline{w}^2 \log \left( n \delta^{-1} \right)} \leq \overline{C} < \infty,
\]
with probability at least 1 - \( \delta \). Finally, according to (A.19), Theorem 1 implies the desired result.
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