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Several fields within the social and technical sciences have identified the importance of theoretical and practical research into complex systems. The sensitivity of these systems is one of the primary focuses. The capsule’s high-pressure oxygen supply system (HPOSS) prepares a complex system with complex interconnections. The reliability of HPOSS cannot be reduced to a single equivalent component or block by combining series and parallel reductions. The aim of this paper is to demonstrate the application of mathematical detection tests to HPOSS in order to assess the sensitivity of the reliability of complex systems. Using the matrix-based minimal cut methodology and the linear sensitivity model of system reliability, the critical system illustrates the suggested methodologies and their relevance to investigating the sensitivity of complex interconnected systems.

1. Introduction

Complex systems analysis has become highly relevant in many areas of technological research. Engineering and technology systems design and operation experts have a substantial effect on these developments. A combination of series and parallel reductions cannot reduce these systems to single equivalent components or blocks. The summing of the probability of all operating states of the system can be used to get the optimal reliability parameters for the system with complex interconnections. The matrix-based minimal cut method is used to transform a complex system into a parallel-series system consisting of all minimal cut sets to facilitate the calculation of the reliability and uncertainty of the system [1–4].

There are several study books and articles in the engineering literature that analyze complex systems, networks, and their reliability theories from both theoretical and practical perspectives. For illustrate, Tillman et al. [5] based on the reliability of a space capsule’s life support system, which serves as a high-pressure oxygen delivery system for a spacecraft (HPOSS). High-pressure oxygen is delivered to the cabin via a series of regulators and valves from a high-pressure oxygen tank. Two pairs of check valves, shut-off valves, and nonreturn automatic shut-off valves comprise the system. These valves are meant to limit the reverse passage of air from the cabin to the gas tank in the case of low pressure in the headline or cabin, thus reducing gas waste. Aggarwal [1] illustrates a general system that results in a nonseries-parallel logic diagram with a complicated arrangement of components.

Myers [6] concentrated on modeling the reliability of complex multichannel systems such as the digital fly-by-wire aircraft control system. In addition, Horvath [7] detailed several important measurements of the properties of complex networks using the Cxnet Complex Network Analyzer Software, as well as measures he gathered through scientific work. Mi et al. [8] offered a conventional reliability analysis, such as the truth table technique, based on the premise that occurrences are binary, i.e., success or failure. Hassan and Mutar [9] studied the design of electrical device reliability models (from a geometry perspective) used within spacecraft, namely, the high-pressure oxygen supply system (HPOSS). With the exception of proven methodologies for assessing system reliability, complexity is very variable. The difficulty of the equations is important because the efficiency
of the approach is calculated using standard matrix computations. Kumar et al. [10] analyzed the reliability cost optimization of a space capsule’s life support system using a multiobjective gray wolf optimizer algorithm. Negi et al. [11] use a hybrid PSO-GWO algorithm (HPSOGWO) to solve the reliability allocation and optimization problems of the complex bridge system and the life support system in the space capsule.

A system under study can be represented as a graph with its components (vertices and edges) considered binary objects, and its success or failure can be determined. The connection between any two vertices in a binary system can be expressed as a Boolean function [1, 2, 12, 13]. A complicated system will be modeled as a directed graph [13]. This system requires efficiently and methodically calculating the probability that at least one path exists between any two nodes, which is known as the source of terminal reliability [4]. Two-terminal reliability is a critical aspect of system design and maintenance. Consider communication networks as an example [14].

The probability of correctly sending data from source to sink may be thought of as the two-terminal reliability. Earlier techniques relied heavily on counting minimal paths (or minimal cuts) or on decomposition theory. Mutar [3] described a method for deriving minimal cut sets from minimal path sets in order to generate the Incidence Matrix, which was then compared to the system’s truth table. This comparison, which is based on some algebraic principles, results in the minimal-cut sets for the complex system. By algebraically transposing an incidence matrix with the truth matrix, the system’s matrix-based minimal cut structure can be produced. It is frequently utilized to determine the system’s exact reliability.

A sensitivity analysis is used to determine the sensitivity of a reliability model to changes in input parameters, including component reliability [15]. When small changes in component reliability result in big changes in system reliability, the model is said to have been sensitive to that parameter. Changes can be actual, anticipated, or hypothetical. Sensitivity analyses are often done to find out how the outputs of a calculation or evaluation depend on the inputs and to guide future experimental research on how to improve the input values to improve the output values [16].

Pokorádi [17] made Linear Fault Tree Sensitivity Models (LFTSM) and Linear Sensitivity Models of System Reliability (LSMoSR) by using a linear mathematical analytical modeling method. These are tools that approach linearized data using a matrix-algebraic method. Daneshkhah et al. [18] provide a novel method for analyzing the availability sensitivity analysis. Presented is an alternate sensitivity analysis of the quantities of interest in the reliability study, such as the availability/unavailability function, with regard to the modifications of unknown parameters. Oakley [19] first developed this approach to analyze the sensitivity analysis of a complicated model with regard to changes in its inputs using an emulator that approximates the model. Pokorádi and Seebauer [20] use the True Table Method and the Linear Sensitivity Model of System Reliability to compute and analyze the reliabilities and sensitivities of bridge structure systems. Zhang et al. [21] presented an analytical calculation approach for the reliability sensitivity indexes of distribution system to explicitly quantify the effect of numerous influencing variables on system reliability.

The primary aim of this paper is to modify mathematical diagnostic procedures for a life support system installed in a space capsule in order to establish the system’s reliability and sensitivity as a complex interconnected system. The matrix-based minimal cut approach, which is based on certain algebraic principles, generates minimal cut sets for the complex system using a Mathematica algorithm. In addition, the minimal cut sets properly represent a system’s operational state and are equal to the knowledge of the structure and function of a complex system, such as a Wheatstonelike complex system. The study discusses the theoretical foundations of a suggested approach and its relevance to the investigation of the reliability of (HPOSS) through the use of many cases. The remainder of the paper is structured as follows: it illustrates how system reliability is determined in three scenarios and discusses sensitivity analysis in general and in the critical system cases. Finally, we analyze the findings about the suggested methodologies and the sensitivity of the examined system’s reliability.

2. Reliability of Life Support System with Complex Interconnections

The reliability block diagram of a system is a graph whose edges represent the components of the system, whereas the standby supply diagram comprises a pair of nodes called terminal nodes. This defines the functional relationship between the components and indicates if there exists a path between the terminal nodes that is wholly composed of functional component edges (making, consequently, the entire system functional; in the contrary case, this is non-functional). It shows the functional connection between the components and implies the availability of a path between the terminal nodes that is completely formed of functional edges. Otherwise, it will be rendered inoperable. The graphic model shows the structure of the system’s reliability, which can be described as either series, parallel, or complex [1, 12].

System S is made of n components X₁, X₂, X₃, ..., Xᵣ, each of which is operational or failing in just one of two states. After that, we can define Boolean (binary) indicator variables for each component or system. The structure and connecting pathways of the system define the system’s reliability structure, that might or might not correlate to the system’s functional block diagram. Modules can then be joined in a complicated structure, as illustrated in Figure 1 [1, 5, 9, 12, 22].

Consider a complex system in Figure 1 with the assumption the high-pressure oxygen tank as the source and the cabin as the sink.

The system is mathematically represented as a graph \( G = (V, E) \), where \( V = \{a, b, c, \ldots, g\} \) and \( E = \{1, 2, \ldots, 9, a₁, a₂\} \). Here, edges \( a₁ \) and \( a₂ \) are not permanent and do not represent system components where \( a \) and \( g \) are the two-terminal graph. The graph G in Figure 2 shows the reliability block diagram and is a simple, connected and all edges are
directed and has all of its edges pointing in the same direction. To discover the structural function between the source and sink components.

Let us first analyze the system’s reliability characteristics, as shown in Figure 2, to demonstrate the proposed method for evaluating sensitivity. The Complex system (HPOSS) has nine components $X_1, X_2, \ldots, X_9$ are independent random variables with the probability of each component $Pr(X_i) = R_i$, then $R_s$ is a function of the reliabilities of the components $R_1, R_2, \ldots, R_9$. In this case, letting $R_s = (R_1, R_2, \ldots, R_n)$, the system’s reliability can be represented as follows:

$$R_s = h(R) \quad \text{if } R = R_1 = R_2 = \cdots = R_n.$$  \hfill (1)

If $(R_1, R_2, R_3, \ldots, R_n)$ are independent identical. The system’s unreliability $Q_i$ is given by the following equation:

$$Q_i = 1 - R_i.$$  \hfill (2)

The components’ reliability and failure probability should be structured as vectors for simplicity of use in further application:

$$R^T = [R_1 \ R_2 \ R_3 \ R_4 \ R_5 \ R_6 \ R_7 \ R_8 \ R_9].$$ \hfill (3)

$$Q^T = [Q_1 \ Q_2 \ Q_3 \ Q_4 \ Q_5 \ Q_6 \ Q_7 \ Q_8 \ Q_9].$$ \hfill (4)

2.1. Minimal Paths of System Reliability. The Incidence matrix (IM) represents all of the potential states of the system, with each component either a good or a fault condition. Assume that n-minimal paths are a special case of

![Figure 1: Space capsule’s life support system.](image1)

![Figure 2: A graph G of space capsule’s life support system.](image2)
the paths problem in row. The minimal paths are defined by \( P_1, P_2, \ldots, P_n \), the \( P_i \) is the shortest path between two-terminal systems \([3, 13]\). Each system state’s probability is represented by the component \( X_i \). Given that the (IM) matrix covers all possible minimal path choices, We calculate the HPOSS incidence matrix (IM), which has the following form:

\[
\text{IM} = \begin{bmatrix}
X_1 & X_2 & X_3 & X_4 & X_5 & X_6 & X_7 & X_8 & X_9 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1
\end{bmatrix}
\]  (5)

The components \( X_i \) can be in operation (defined as the 1 state) or inactive (defined as the 0 state). As a result, the n-component system has a mapping \( \phi : \{0, 1\}^n \rightarrow \{0, 1\} \) of potential states termed order of the system (in our example, \( 2^9 = 512 \)). We only evaluated at the minimal paths because they indicate the true status of the system’s operation and the absence of energy. The system’s all-minimal path sets are

\[
P_1 = \{ X_1, X_3 \}, \quad P_2 = \{ X_1, X_7 \}, \quad P_3 = \{ X_2, X_7 \}, \quad P_4 = \{ X_1, X_6 \}, \quad P_5 = \{ X_1, X_6, X_8 \}, \quad P_6 = \{ X_3, X_6, X_9 \}, \quad P_7 = \{ X_2, X_4 \}, \quad P_8 = \{ X_2, X_6, X_9 \}.
\]  (6)

The operating system’s state probabilities are shown in the rows of incidence matrix in equation (5) the reliability of the system can be estimated using the following formula:

\[
R_{\text{system}} = 1 - \prod_{j=1}^{8} (1 - P_j).
\]  (7)

The reliability of the system is calculated by equation (7) as a parallel configuration of all minimal paths included in these rows. As shown in Figure 3, the system’s reliability is determined by the component’s reliability.

If a single component fails in a critical state, the system becomes inoperable \([20, 22–24]\). There is no redundancy in the most critical system. Use the formula to determine if your system is in critical condition.

\[
R_{\text{critical}} = \prod_{j=1}^{8} (1 - P_j).
\]  (8)

The critical system has variable component reliability. As component reliabilities increase, so does the asymptotic probability of failures. Figure 4 illustrates the reliability \( R_{\text{critical}} \) of the system by equation (8). Improvements in HPOSS reliability estimate the probability of redundancy.

2.2. Minimal Cuts of System Reliability. System failure or unreliability is the probability that component 1 fails, component 2 fails, and all of the other components fail in a system with \( n \) independent random parallel components \([3, 14, 25]\). The matrix can be used to represent the failure conditions of all components because it comprises all minimal cuts in rows and the components are sorted sequentially according to the columns. As a result, the (HPOSS) CM matrix has the following form:

\[
\text{MC} = \begin{bmatrix}
X_1 & X_2 & X_3 & X_4 & X_5 & X_6 & X_7 & X_8 & X_9 \\
C_1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
C_2 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
C_3 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
C_4 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
C_5 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 \\
C_6 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
C_7 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
C_8 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 \\
C_9 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]  (9)

There are nine minimal cuts can be obtained.
The methodologies for evaluating reliability are dependent on the system’s reliability diagram. Several reliability evaluation methodologies have been developed in recent years. A system’s reliability is just the probability that all minimal paths are continuous.

2.3. Exact Reliability of HPOSS. The methodologies for evaluating reliability are dependent on the system’s reliability diagram. Several reliability evaluation methodologies have been developed in recent years. A system’s reliability is just the probability that all minimal paths are continuous.

As a result, the unreliability system state can be estimated using the following formula:

\[ Q_{\text{system}} = \prod_{j=1}^{9} (1 - C_j). \]  

(11)

Figure 5 illustrates the system unreliability \( Q_{\text{system}} \) when the component \( X_i \) has different unreliability by equation (11).

For this particular case, a single component failure in the most critical situation results in the entire system being rendered unworkable; the critical system unreliability \( Q_{\text{critical}} \) can be used to estimate the critical system state [26].

\[ Q_{\text{critical}} = 1 - \prod_{j=1}^{9} (1 - C_j). \]  

(12)

As a result, the critical system unreliability in equation (12) increases with the number of critical components and thus can diagnose the components of the system that are prone to failure, as shown in Figure 6.

In general, equation (7) or equation (11) with the application of (2) after simplification provides (13). If we have independent and identically distributed reliability of components, then we will get the reliability polynomial.

\[ R_{\text{system}} = 4R^2 + R^3 - 9R^4 + 2R^5 + 5R^6 - 3R^7 + R^8. \]  

(14)

3. Sensitivity Analysis

The theoretical technique for creating LSMoSU is discussed in detail in references [14, 17, 20]. Following that, the sensitivity coefficients must be determined. The probability of possible system states of all minimal paths in rows in equation (5) can be expressed in the following manner:

\[ P_j = \prod_{i=1}^{9} U_i(R_i). \]  

(15)
Using the minimal cuts matrix (8), Defines the probability of possible system states.

\[ C_j = \prod_{i=1}^{9} U_j(R_i), \]  

(16)

where \( U_j \) is the inner function can take one of two forms. The state of a component and the state of the system can be the same or inverse i.e., the states are identical. If the state of the component is identical to the state of the examined system, the sensitivity \( U_i = R_i \) coefficient is as follows:

\[ K_{ji} = 1. \]  

(17)

If the component’s state is complementary to the analyzed system’s states, the inner function, as defined in equation (1), \( U_i = 1 - R_i \), then the sensitivity coefficient is as follows:

\[ K_{ji} = \frac{R_j}{P_j} \prod_{k=1,k\neq i}^{n} U_k, \]  

\[ K_{ji} = \frac{R_j}{C_j} \prod_{k=1,k\neq i}^{n} U_k. \]  

(18)

These coefficients can be obtained by applying equations (7) and (11) to functions that explicitly define probabilistic system parameters.

\[ K_j = \frac{P_j}{R_{\text{system}}}, \]  

\[ K_j = \frac{C_j}{Q_{\text{system}}}. \]  

(19)

Our analysis functions as dependent variables in both probabilistic system parameters and theoretical system states. The probabilistic parameters of the components are known as independent parameters [15, 17]. The relationship between the independent variable and the dependent variable can then be described by an equation.

\[ A\delta Y = B\delta X, \]  

(20)

where the coefficient matrices \( A \in \mathbb{R}^{m \times m} \) and \( B \in \mathbb{R}^{m \times n} \) represent the independent and dependent parameters, respectively, and the vectors \( \delta X \in \mathbb{R}^{n \times 1} \), \( \delta Y \in \mathbb{R}^{m \times 1} \) represent the relative change in the independent and dependent parameters, and \( n \) and \( m \in \mathbb{N} \) are the number of dependent parameters, respectively. Utilize

\[ D = A^{-1} B, \; D \in \mathbb{R}^{m \times n}. \]  

(21)

As a result, the matrix of the system’s relative sensitivity coefficients, the equation

\[ \delta Y = D\delta X. \]  

(22)

Useful for relative sensitivity [21]. Component reliabilities are included in the independent parameter vector.

\[ \delta X = [\delta R_1 \; \delta R_2 \; \delta R_3 \; \delta R_4 \; \delta R_5 \; \delta R_6 \; \delta R_7 \; \delta R_8]. \]  

(23)

And, the vector representing the dependent parameters’ relative changes as given in equation (7):

\[ \delta Y = [\delta R_{\text{sys}} \; \delta P_1 \; \delta P_2 \; \delta P_3 \; \delta P_4 \; \delta P_5 \; \delta P_6 \; \delta P_7 \; \delta P_8]. \]  

(24)

### 3.1. Sensitivity Analysis of Critical System Reliability States of HPOSS.

The probabilities of system reliability and Critical System Reliability states can make up the dependent parameter vector.

\[ Y_{\text{dependent}} = [R_{\text{sys}} \; P_1 \; P_2 \; P_3 \; P_4 \; P_5 \; P_6 \; P_7 \; P_8]. \]  

(25)

The matrix of dependent parameters’ coefficients transposed:

\[
A_{\text{dependent}}^T = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-K_{P_1} & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-K_{P_2} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-K_{P_3} & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-K_{P_4} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
-K_{P_5} & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
-K_{P_6} & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
-K_{P_7} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
-K_{P_8} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]  

(26)
Depending on the reliability of components, the sensitivity of critical system reliability changes [16]. Increased component reliability will minimize reliability’s sensitivity to component reliability (see Figure 7).

\[ B_{R_{\text{critical}}} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & k_{p_1} & k_{p_2} & k_{p_3} & 1 & k_{p_4} & k_{p_5} & k_{p_6} & k_{p_7} \\
k_{p_1} & 1 & k_{p_2} & 1 & k_{p_3} & 1 & k_{p_4} & k_{p_5} & k_{p_6} \\
k_{p_1} & 1 & k_{p_2} & k_{p_3} & 1 & k_{p_4} & k_{p_5} & k_{p_6} & k_{p_7} \\
k_{p_1} & k_{p_2} & k_{p_3} & 1 & k_{p_4} & k_{p_5} & k_{p_6} & k_{p_7} & 1 \\
k_{p_1} & k_{p_2} & k_{p_3} & k_{p_4} & k_{p_5} & k_{p_6} & k_{p_7} & k_{p_8} & 1 \\
k_{p_1} & k_{p_2} & k_{p_3} & k_{p_4} & k_{p_5} & k_{p_6} & k_{p_7} & k_{p_8} & k_{p_9} \\
k_{p_1} & 0 & k_{p_2} & k_{p_3} & k_{p_4} & k_{p_5} & k_{p_6} & k_{p_7} & k_{p_8} & 1
\end{bmatrix} \] (27)

\[ Y_{Q_{\text{critical}}}^T = \begin{bmatrix}
Q_{\text{sys}} & C_1 & C_2 & C_3 & C_4 & C_5 & C_6 & C_7 & C_8 & C_9
\end{bmatrix} \] (28)

The matrix of dependent parameters’ coefficients transposed:

\[ A_{Q_{\text{critical}}}^T = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-K_{C_1} & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-K_{C_2} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-K_{C_3} & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-K_{C_4} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-K_{C_5} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-K_{C_6} & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
-K_{C_7} & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
-K_{C_8} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
-K_{C_9} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix} \] (29)
The sensitivity of critical system’s unreliability changes depending on the unreliability of components. The crucial unreliability’s sensitivity to component reliability will increase as a result of increased component unreliability. As seen in Figure 8.

The system was equally sensitive to the reliability parameters of its components. Elements’ reliability parameters were identical in all situations evaluated. This statement may be erroneous if the element parameters change.

## 4. Conclusions

1. Create a matrix of all minimal paths (IM) for a complex system and use it to determine the system’s reliability. They also determine the system’s critical reliability (failure status). On the other hand, the generation of the (CM) matrix is used to determine the system’s unreliability, which indicates system failure, as well as the critical unreliability, which is used to determine the system’s sensitivity.

2. System reliability approaches 1 as component reliability increases (see Figure 3). The probability of critical system reliability decreases asymptotically as the relative sensitivity of system reliability to component reliability increases.

3. System reliability is less sensitive to component reliability as component reliability increases (see Figure 6). The number of possible system states increases exponentially with element complexity. Adding one component increases the range of possible system states.

4. The sensitivity of a critical unreliability system increases with the increasing unreliability of system components. Critical unreliability determines the sensitivity of the components responsible for the device failure (see Figure 7).

5. The structural sensitivity coefficient shows a component’s function from a systems perspective. Its location in the system determines its value.

### Data Availability

The data used to support the findings of this study are included within the article.

### Conflicts of Interest

The author declares that there are no conflicts of interest regarding the publication of this paper.
Acknowledgments

The author would like to thank all the previous authors whose studies and discoveries on this topic motivated the research and development of the suggested model, as well as the editor and anonymous referees for their insightful comments and suggestions, which have greatly improved the presentation of this paper.

References

[1] K. Aggarwal, Reliability Engineering, Springer Science & Business Media, Berlin/Heidelberg, Germany, 1993.
[2] J.-L. Marichal, "Structure functions and minimal path sets," IEEE Transactions on Reliability, vol. 65, no. 2, pp. 763–768, 2016.
[3] E. K. Mutar, "Matrix-based minimal cut method and applications to system reliability," Advances in Science, Technology and Engineering Systems Journal, vol. 5, no. 5, pp. 991–996, 2020.
[4] S. G. Tzafestas, "Optimization of system reliability: a survey of problems and techniques," International Journal of Systems Science, vol. 11, no. 4, pp. 455–486, 1980.
[5] K. Evans, "Optimization of systems reliability: by Frank A. Tillman, Ching-Lai Huang and Way Kuo, p. 311, Marcel Dekker, New York, USA, 1980.
[6] A. Myers, Complex System Reliability, Springer, Berlin/Heidelberg, Germany, 2010.
[7] A. Horvath, "The cnetx complex network analyzer software," Acta Polytechnica Hungarica, vol. 10, no. 6, pp. 43–58, 2013.
[8] J. Mi, Y. F. Li, W. Peng, and H. Z. Huang, "Reliability analysis of complex multi-state system with common cause failure based on evidential networks," Reliability Engineering & System Safety, vol. 174, pp. 71–81, 2018.
[9] Z. A. H. Hassan and E. K. Mutar, "Geometry of reliability models of electrical system used inside spacecraft," in Proceedings of the 2017 Second Al-Sadiq International Conference on Multidisciplinary in IT and Communication Science and Applications (AIC-MITCSA), pp. 301–306, IEEE, Baghdad, Iraq, December 2017.
[10] A. Kumar, S. Pant, M. Ram, and S. Chaupe, "Multi-objective grey wolf optimizer approach to the reliability-cost optimization of life support system in space capsule," International Journal of System Assurance Engineering and Management, vol. 10, no. 2, pp. 276–284, 2019.
[11] G. Negi, A. Kumar, S. Pant, and M. Ram, "Optimization of complex system reliability using hybrid grey wolf optimizer," Decision Making Applications in Management and Engineering, vol. 4, no. 2, pp. 241–256, 2021.
[12] Z. A. Hassan and E. Mutar, "Evaluation the reliability of a high-pressure oxygen supply system for a spacecraft by using GPD method," Al-Mustansiriyah Journal of college of education, vol. 2, no. 2, pp. 993–1004, 2017.
[13] M. Javanbarg, C. Scawthorn, J. Kiyono, and Y. Ono, "Minimal path sets seismic reliability evaluation of lifeline networks with link and node failures," TCLEE 2009: Lifeline Earthquake Engineering in a Multihazard Environment, pp. 1–12, 2009.
[14] Y.-T. Wu, "Computational methods for efficient structural reliability and reliability sensitivity analysis," AIAA Journal, vol. 32, no. 8, pp. 1717–1723, 1994.
[15] L. Xing, "An efficient binary-decision-diagram-based approach for network reliability and sensitivity analysis," IEEE Transactions on Systems, Man, and Cybernetics - Part A: Systems and Humans, vol. 38, no. 1, pp. 105–115, 2008.
[16] N.-C. Xiao, H.-Z. Huang, Z. Wang, Y. Pang, and L. He, "Reliability sensitivity analysis for structural systems in interval probability form," Structural and Multidisciplinary Optimization, vol. 44, no. 5, pp. 691–705, 2011.
[17] L. Pokorádi, "Sensitivity analysis of reliability of systems with complex interconnections," Journal of Loss Prevention in the Process Industries, vol. 32, pp. 436–442, 2014.
[18] A. Daneshkhab and T. Bedford, "Probabilistic sensitivity analysis of system availability using Gaussian processes," Reliability Engineering & System Safety, vol. 112, pp. 82–93, 2013.
[19] J. E. Oakley and A. O’Hagan, "Probabilistic sensitivity analysis of complex models: a Bayesian approach," Journal of the Royal Statistical Society: Series B, vol. 66, no. 3, pp. 751–769, 2004.
[20] L. Pokorádi and M. Seebauer, "Sensitivity analysis of bridge structure systems’ reliability," in Proceeding of the 2019 IEEE 13th International Symposium on Applied Computational Intelligence and Informatics (SACI), pp. 370–375, IEEE, Timisoara, Romania, May 2019.
[21] T. Zhang, C. Wang, F. Luo, P. Li, and L. Yao, "Analytical calculation method of reliability sensitivity indexes for distribution systems based on fault incidence matrix," Journal of Modern Power Systems and Clean Energy, vol. 8, no. 2, pp. 325–333, 2020.
[22] V. Ravi, "Optimization of complex system reliability by a modified great deluge algorithm," Asia Pacific Journal of Operational Research, vol. 21, no. 04, pp. 487–497, 2004.
[23] M. Rausand, Reliability of Safety-Critical Systems: Theory and Applications, John Wiley & Sons, Hoboken, New Jersey, U.S.United States, 2014.
[24] J. Rushby, "Critical system properties: survey and taxonomy," Reliability Engineering & System Safety, vol. 43, no. 2, pp. 189–219, 1994.
[25] O. Reffas, Y. Sahraoui, M. Nahal, R. G. Hadiby, and S. Saad, "Reactive energy compensator effect on the reliability of a complex electrical system using Bayesian networks," Eksplota
cyja i Niezawodnosc - Maintenance and Reliability, vol. 22, no. 4, pp. 684–693, 2020.
[26] J. Qin and Z. Li, "Reliability and sensitivity analysis method for a multistate system with common cause failure," Complexity, vol. 2019, Article ID 6535726, 8 pages, 2019.