Abstract—This paper addresses the persistent monitoring problem defined on a network where a set of nodes (targets) needs to be monitored by a team of dynamic energy-aware agents. The objective is to control the agents’ motion to jointly optimize the overall agent energy consumption and a measure of overall node state uncertainty, evaluated over a finite period of interest. To achieve these objectives, we extend an established event-driven Receding Horizon Control (RHC) solution by adding an optimal controller to account for agent motion dynamics and associated energy consumption. The resulting RHC solution is computationally efficient, distributed and on-line. Finally, numerical results are provided highlighting improvements compared to an existing RHC solution that uses energy-agnostic first-order agents.

I. INTRODUCTION

We consider the problem of controlling a group of mobile agents deployed to monitor a finite set of “points of interest” (henceforth called targets) in a mission space. In particular, each agent follows second-order unicycle dynamics and each target has an “uncertainty” metric associated with its state that increases when no agent is monitoring (i.e., sensing or collecting information from) the target and decreases when one or more agents are monitoring it by dwelling in its vicinity. The goal is to optimally control each agent’s motion so as to collectively minimize the overall agent energy consumption and a measure of target uncertainties - evaluated over a fixed period of interest. This problem setup is widely known as the persistent monitoring problem and it encompasses applications such as environmental sensing [1], surveillance [2], traffic monitoring [3], data collection [4], event detection [5] and energy management [6]. In order to suit different application scenarios, this persistent monitoring problem has been studied in the literature under different objective functions [7], agent dynamic models [8], [9] and target state dynamic models [10], [11].

A common way to categorize persistent monitoring problem setups is based on whether the shapes of trajectory segments (available for the agents to travel between targets) are predefined [4], [10] or not [11], [12]. In the latter case, the main challenge is to search for the optimal agent trajectory shapes. This is often achieved by restricting agent trajectory shapes to specific parametric families (elliptical, Fourier, etc. [12]) and optimizing the objective function of interest within these families. In contrast, when the shapes of trajectory segments are predefined, the challenge is to search for: 1) the optimal target visiting schedules of agents and 2) the optimal control laws to govern agents on corresponding trajectory segments - assuming an agent has to remain stationary on a target to monitor it. As introduced in [10] and illustrated in Fig. 1, this can be seen as a Persistent Monitoring on a Network (PMN) problem where targets and trajectory segments are modeled as nodes and edges of a network, respectively. Such PMN problems are significantly more complicated than the NP-hard traveling salesman problems [13] and thus have inspired many different solution approaches [8], [10], [14].

The work in [14] proposes a centralized off-line greedy algorithm to determine the optimal target visiting schedules of agents (i.e., each agent’s sequence of targets to visit and respective dwell-times to be spent at visited targets) in PMN problems. In contrast, for the same task, [10] proposes a gradient-based distributed on-line approach - which, however, requires a brief centralized off-line initialization stage to address non-convexities. An alternative approach is taken in the recent work [8] which exploits the event-driven nature of PMN systems to develop a distributed on-line solution based on event-driven Receding Horizon Control (RHC) [15]. This RHC solution enjoys many promising features such as being computationally cheap, parameter-free, gradient-free and robust in the presence of various forms of state and system perturbations.

However, the work mentioned above [8], [10], [14] ignores agent dynamics by assuming each trajectory segment has a predefined transit-time value that an agent has to spend in order to travel on it. This assumption allows one to focus on determining the optimal target visiting schedules of agents, ignoring how the agents are governed during the transition periods where they travel on trajectory segments. In essence, it is identical to assuming each agent follows a first-order dynamic model controlled by its velocity.

In contrast, in this paper, we assume each agent follows a second-order dynamic model governed by acceleration rather than velocity. This leads to a better approximation of actual agent behaviors in practice and smoother agent state trajectories [9]. In particular, we incorporate agent energy consumption into the objective function to limit agent accelerations and velocities and also to motivate agents to
make energy-efficient decisions. Under these modifications, we show how each agent needs to optimally select each transit-time value on its trajectory based on current local state information - instead of using a fixed set of predefined transit-time values. In particular, we explicitly derive optimal control laws to govern each agent on each trajectory segment. Finally, we not only compare the improvements achieved with respect to an existing RHC solution [8] that uses energy-agnostic first-order agents but also derive energy-aware optimal control laws for even such first-order agents.

In this paper, first, we show that each agent’s trajectory is fully characterized by the sequence of decisions it makes at specific discrete event times in its trajectory. Second, considering an agent at each such event-time, we formulate a Receding Horizon Control Problem (RHCP) that determines the agent’s optimal immediate control decisions over an **optimally determined** planning horizon. These control decisions are subsequently executed over a shorter action horizon defined by the next event that the agent observes, and the same process is continued in this event-driven manner. As the third step, we show that this RHCP includes an optimal control component and it is then solved considering energy-aware second-order agents. Finally, several different numerical examples (i.e., PMN problems) are used to compare the developed RHCP solution with respect to the RHC solution proposed in [8] that uses energy-agnostic first-order agents.

This paper is organized as follows. Section II presents the problem formulation and overview of the RHCP approach. Sections III and IV present the formulation and solution of the RHCP with second-order agents and first-order agents, respectively. Numerical results are provided in Section V. Finally, Section VI concludes the paper.

II. PROBLEM FORMULATION

We consider a 2-dimensional mission space containing $M$ targets (nodes) in the set $\mathcal{F} = \{1, 2, \ldots, M\}$ where the location of target $i \in \mathcal{F}$ is fixed at $Y_i \in \mathbb{R}^2$. A team of $N$ agents in the set $\mathcal{A} = \{1, 2, \ldots, N\}$ is deployed to monitor the targets. Each agent $a \in \mathcal{A}$ moves within this mission space where its location and orientation at time $t$ are denoted by $s_a(t) \in \mathbb{R}^2$ and $\theta_a(t) \in [0, 2\pi]$, respectively.

a) **Target Model**: Each target $i \in \mathcal{F}$ has an associated uncertainty state $R_i(t) \in \mathbb{R}$ which follows the dynamics [10]:

$$R_i(t) = \begin{cases} A_i - B_i N_i(t) & \text{if } R_i(t) > 0 \land A_i - B_i N_i(t) > 0 \\ 0 & \text{otherwise} \end{cases}$$  

where $N_i(t) = \sum_{a \in \mathcal{A}} \mathbf{1}\{s_a(t) = Y_i\}(\mathbf{1}\cdot)$ denotes the indicator function) is the number of agents present at target $i$ at time $t$. According to (1): (i) $R_i(t)$ increases at a rate $A_i$ when no agent is visiting target $i$, (ii) $R_i(t)$ decreases at a rate $A_i - B_i N_i(t)$ where $B_i$ is the uncertainty removal rate by a visiting agent to the target $i$ and (iii) $R_i(t) \geq 0$, $\forall t$.

b) **Agent Model**: The location and orientation $(s_a(t), \theta_a(t))$ of an agent $a \in \mathcal{A}$ follows the second-order unicycle dynamics given by

$$\dot{s}_a(t) = v_a(t) \left[ \cos(\theta_a(t)) \sin(\theta_a(t)) \right]^T,$$

$$\dot{v}_a(t) = u_a(t),$$

$$\dot{\theta}_a(t) = w_a(t),$$

where $v_a(t)$ is the tangential velocity, $u_a(t)$ is the tangential acceleration and $w_a(t)$ is the angular velocity. We consider $u_a(t)$ and $w_a(t)$ as the agent control inputs.

Note that according to (1), the agent has to stay stationary on a target $i \in \mathcal{F}$ for some positive amount of time to contribute to decreasing a positive target uncertainty $R_i(t)$. Therefore, during such a dwell-time period, the agent must enforce $u_a(t) = w_a(t) = 0$ with $s_a(t) = Y_i$.

c) **Objective**: Our aim is to minimize the composite objective $J_T$ of the total energy spent $J_e$ (called the energy objective) and the mean system uncertainty $J_s$ (called the sensing objective) over a finite time interval $[0, T]$: 

$$J_T = \alpha J_e + J_s = \alpha \int_0^T \sum_{a \in \mathcal{A}} u_a^2(t) dt + \frac{1}{T} \int_0^T \sum_{i \in \mathcal{F}} R_i(t) dt, \quad (3)$$

by controlling agent control inputs $u_a(t), w_a(t), \forall a \in \mathcal{A}, t \in [0, T]$. Note that $\alpha$ in (3) is a weight factor that can also be manipulated to constrain the resulting optimal agent controls (details on selecting $\alpha$ to ensure proper normalization of the $J_T$ components are provided in Appendix A). Note also that the cost of angular velocity (steering) control is not included in $J_s$. The trade-off between $J_e$ and $J_s$ components of (3) is clear from the fact that the aggressiveness of agent transitions-in-between targets affects negatively the $J_e$ component but positively the $J_s$ component.

d) **Graph Topology**: We embed a directed graph topology $\mathcal{G} = (\mathcal{F}, \mathcal{E})$ into the mission space so that the targets are represented by the graph vertices $\mathcal{F} = \{1, 2, \ldots, M\}$ and the inter-target trajectory segments are represented by the graph edges $\mathcal{E} \subseteq \{(i, j) : i, j \in \mathcal{F}\}$ (see also Fig. 1). These trajectory segments may take arbitrary (prespecified) shapes so as to account for constraints in the mission space and agent motion. We use $\rho_{ij}$ to denote the transit-time that an agent spends on a trajectory segment $(i, j) \in \mathcal{E}$ to reach target $j$ from target $i$. In contrast to [10] and [8] where these transit-time values were treated as predefined, in this work they are considered as control-dependent. We also use $\mathcal{P}_{ij}$ to represent the transit-time interval $[\mathcal{P}_{ij} \subset [0, T]$ of length $\rho_{ij}$ corresponding to the transit-time $\rho_{ij}$.

The **neighbor set** and the **neighborhood** of a target $i \in \mathcal{F}$ are defined based on the available trajectory segments $\mathcal{E}$ as

$$\mathcal{N}_i \triangleq \{j : (i, j) \in \mathcal{E}\} \quad \text{and} \quad \mathcal{N}_i = \mathcal{N}_i \cup \{i\}. \quad (4)$$

e) **Control**: As stated earlier, when an agent $a \in \mathcal{A}$ dwells on a target $i \in \mathcal{F}$, the agent control $u_a(t)$ is zero. However, over such a dwell-time period, the agent control $w_a(t)$ may or may not be zero (exact details will be provided later). Next, when the agent is ready to leave the target $i$, it needs to decide the next-visit target $j \in \mathcal{N}_i$ along with the
corresponding control profiles \( u_a(t), w_a(t) \) to be used on the trajectory segment \((i, j) \in \mathcal{E}\) over \(t \in \mathcal{P}_{ij}\).

In essence, the overall control exerted on an agent can be seen as a sequence of: dwell-times \( \delta_j \in \mathbb{R}_{>0} \), next-visit targets \( j \in \mathcal{N}_j \) and control profile segments \( \{(u_a(\tau), w_a(\tau)) : \tau \in \mathcal{P}_{ij}\} \). Our goal is to determine \((\delta_j(t), j(t), \{(u_a(\tau), w_a(\tau)) : \tau \in \mathcal{P}_{ij(t)}\})\) for any agent \( a \in \mathcal{A} \) residing at any target \( i \in \mathcal{I} \) at any time \( t \in [0, T] \), which is optimal in the sense of minimizing \( L \).

Clearly, this PMN problem is more complicated than the well known NP-Hard Traveling Salesman Problem (TSP) [13] due to its inclusion of: (i) multiple agents, (ii) target dynamics, (iii) agent dynamics, (iv) target dwell-times and (v) repeated target visits. Even though one can still resort to dynamic programming techniques to solve this PMN problem, for all the above reasons, the problem is intractable - even for the most simplistic problem configurations.

**f) Receding Horizon Control:** As a solution to this PMN problem, inspired by the prior work [8] (where we dealt with first-order agents without agent energy concerns), this paper proposes an Event-Driven Receding Horizon Controller (RHC) at each agent. The key idea behind RHC derives from Model Predictive Control (MPC). However, RHC exploits the problem’s event-driven nature to significantly reduce the complexity by effectively decreasing the frequency of control updates. As introduced and extended later on in [15] and [16], [8] respectively, the RHC is invoked by the agents in a distributed manner at specific events of interest in their trajectories. Upon invoking it, RHC determines the agent controls that optimize the objective [3] over a planning horizon and subsequently executes the determined optimal controls over a shorter action horizon.

In particular, when the RHC is invoked at some event-time \( t_k \in [0, T] \) by an agent \( a \in \mathcal{A} \) while residing at target \( i \in \mathcal{I} \), it determines: (i) the remaining dwell-time \( \delta_j(t_k) \) at target \( j \), (ii) the next-visit target \( j(t_k) \in \mathcal{N}_j \), (iii) the control profile segments \( \{(u_a(\tau), w_a(\tau)) : \tau \in \mathcal{P}_{ij(t_k)}\} \) and (iv) the dwell-time \( \delta_j(t_k) \) at target \( j(t_k) \). These control decisions are jointly represented by \( U_{ia}(t_k) \) and its optimal value is determined by solving an optimization problem of the form:

\[
U_{ia}(t_k) = \arg \min_{U_{ia}(t_k) \in \mathcal{U}(t_k)} J_H(X_{ia}(t_k), U_{ia}(t_k); H) + \hat{J}_H(X_{ia}(t_k + H))
\]

where \( X_{ia}(t_k) \) is the current local state and \( \mathcal{U}(t_k) \) is the feasible control set at time \( t_k \) (exact definitions are provided later). The term \( J_H(X_{ia}(t_k), U_{ia}(t_k); H) \) represents the immediate cost over the planning horizon \([t_k, t_k + H]\) and \( \hat{J}_H(X_{ia}(t_k + H)) \) is an estimate of the future cost based on the state at \( t_k + H \).

In particular, we follow the variable horizon concept proposed in [8] where the planning horizon length is treated as an upper-bounded function of control decisions \( w(U_{ia}(t_k)) \leq H \) rather than an exogenously selected value \( H \), and the \( \hat{J}_H(X_{ia}(t_k + H)) \) term is ignored. Hence, this approach incorporates the selection of planning horizon length \( w(U_{ia}(t_k)) \) into the optimization problem [5], which now can be re-stated as

\[
U_{ia}(t_k) = \arg \min_{U_{ia}(t_k) \in \mathcal{U}(t_k)} J_H(X_{ia}(t_k), U_{ia}(t_k); w(U_{ia}(t_k)))
\]

subject to \( w(U_{ia}(t_k)) \leq H \).

### A. Preliminary Results

According to [1], the target state (uncertainty) \( R_i(t) \) of a target \( i \in \mathcal{I} \) is piece-wise linear and its gradient \( \dot{R}_i(t) \) changes only when one of the following (strictly local) events occurs: (i) An agent arrival at \( i \), (ii) \( R_i(t) \) switches from positive to zero, denoted as \( [R_i(t) \rightarrow 0^+] \), or (iii) An agent departure from \( i \). Let us denote the sequence of such event times (associated with the target \( i \)) as \( T_i^0 \) where \( k \in \mathbb{Z}_{>0} \) with \( T_i^0 = 0 \). Then, it is easy to see from [1] that

\[
R_i(t) = R_i(t_k^k), \quad \forall t \in [t_k^k, t_{k+1}^k).
\]

**Remark 1:** As pointed out in [17], [8] (and the references therein), allowing multiple agents to simultaneously reside on a target (known also as “simultaneous target sharing”) is known to lead to solutions with poor performance levels. Thus, we enforce a constraint [8] on the controller to ensure:

\[
N_i(t) \in \{0, 1\}, \quad \forall t \in [0, T], \quad \forall i \in \mathcal{I}.
\]

Clearly, this constraint only applies if \( N \geq 2 \).

Under [6], it follows from [1] and [7] that the sequence \( \{R_i(t_k^k)\}_{k=0,1,...} \) is a cyclic order of three elements: \( \{(-B_i - A_i), 0, A_i\} \). Next, in order to make sure that each agent is capable of enforcing the event \( [R_i(t) \rightarrow 0^+] \) at any target \( i \in \mathcal{I} \), we assume the following simple stability condition [8]:

**Assumption 1:** Target uncertainty rate parameters \( A_t \) and \( B_t \) of each target \( i \in \mathcal{I} \) satisfy \( 0 < A_t < B_t \).

**a) Decomposition of the Sensing Objective \( J_i \):**

The following theorem provides a target-wise and temporal decomposition of the sensing objective \( J_i \) defined in [3].

**Theorem 1:** ([8, Th.1]) The contribution to the term \( J_i \) in [3] by a target \( i \in \mathcal{I} \) during a time period \([t_0, t_1] \subset [t_k^k, t_{k+1}^k)\) for some \( k \in \mathbb{Z}_{>0} \) is \( \frac{1}{2} J_i(t_0, t_1) \), where,

\[
J_i(t_0, t_1) = \int_{t_0}^{t_1} R_i(t) dt = \frac{(t_1 - t_0)}{2} \left[ 2R_i(t_0) + R_i(t_0)(t_1 - t_0) \right].
\]

**b) Local Sensing Objective Function:** The local sensing objective function of a target \( i \in \mathcal{I} \) over a period \([t_0, t_1] \subset [0, T] \) is defined as

\[
\tilde{J}_i(t_0, t_1) = \sum_{j \in \mathcal{N}_j} J_j(t_0, t_1),
\]

where each \( J_j(t_0, t_1) \) term is evaluated using Theorem [1].

**c) Decomposition of the Energy Objective \( J_e \):**

A similar decomposition result as Theorem [1] applies to the energy objective \( J_e \) defined in [3]. However, this result is immediate from (3) and is as follows. The contribution to the term \( J_e \) in [3] by an agent \( a \in \mathcal{A} \) from traversing a trajectory segment \((i, j) \in \mathcal{E}\) over the transit-time interval \([t_0, t_f] \in \mathcal{P}_{ij}\), where,

\[
J_e(t_0, t_f) = \int_{t_0}^{t_f} \dot{U}_a^2(t) dt.
\]
Note that the agent does not have any contribution to the \( J_e \) term during dwell-time intervals as \( u_a(t) = 0 \) during such periods.

d) Agent Angular Velocity Profile \( w_a(t) \): The control profile segment \( \{w_a(t) : t \in \mathcal{P}_{ij}\} \) that needs to be used by an agent \( a \in \mathcal{A} \) over the transit-time interval \( \mathcal{P}_{ij} \) on the trajectory segment \( (i, j) \in \mathcal{E} \) can be obtained using only the following information: (i) the agent tangential acceleration profile \( \{u_a(t) : t \in \mathcal{P}_{ij}\} \) and (ii) the shape of the trajectory segment \( (i, j) \) given in a parametric form \( \{(x(p), y(p)) : p \in \mathcal{P}_{ij}\} \). Note that the parameter values \( p = p_0 \) and \( p = p_f \) correspond to the terminal target locations \( Y_i \equiv (x(p_0), y(p_0)) \) and \( Y_j \equiv (x(p_f), y(p_f)) \) respectively. For notational convenience, let us denote \( x_p' = \frac{dx(p)}{dp}, y_p' = \frac{dy(p)}{dp}, x_p'' = \frac{d^2x(p)}{dp^2} \) and \( y_p'' = \frac{d^2y(p)}{dp^2} \).

First, we require a minor technical assumption regarding the said trajectory segment shape parameterization.

Assumption 2: There exists an injective (i.e., one-to-one) function \( f : [p_0, p_f] \to [0, y_{ij}] \) such that
\[
f(p) \equiv \int_{p_0}^{p} \sqrt{(x_p')^2 + (y_p')^2} \, dp,
\]
with \( f(p_f) = y_{ij} \) and a corresponding inverse function \( f^{-1} \).

This assumption simply means that we should be able to express the distance, say \( l \), along the trajectory segment starting from \( (x(p_0), y(p_0)) \) to \( (x(p_f), y(p_f)) \) where \( p \in [p_0, p_f] \). Explicitly in terms of the parameter \( p \) (i.e., \( l = f(p) \)) and vice versa (i.e., \( p = f^{-1}(l) \)). Clearly this assumption holds if the distance \( l \) is used directly as the parameter \( p \) (i.e., \( p = l \)) that characterizes the trajectory segment shape.

Second, let us define a function \( F : [p_0, p_f] \to \mathbb{R} \) such that
\[
F(p) \equiv \frac{x_p'y_p'' - y_p'x_p''}{(x_p')^2 + (y_p')^2}.
\]

Finally, as shown in Fig. 2.2 let us denote by \( l_a(t), t \in \mathcal{P}_{ij} \) the total distance the agent has traveled on the trajectory segment \( (i, j) \) by time \( t \). According to (2), \( v_a(t) = \frac{d}{dt} \left[ \frac{d}{dt} \right] \) represents the agent tangential velocity on the trajectory segment at time \( t \). Considering the agent dynamics along the tangential direction to the trajectory segment, note that we can write

\[
I_a(t) = \int_0^t v_a(t) \, dt \quad \text{and} \quad v_a(t) = \int_0^t u_a(t) \, dt,
\]
for all \( t \in [t_0, t_f] \) (note also that the terminal conditions \( I_a(t_f) = y_{ij} \) and \( v_a(t_f) = 0 \) should be satisfied by (14)).

**Theorem 2:** The required agent angular velocity profile \( \{w_a(t) : t \in \mathcal{P}_{ij}\} \) on trajectory segment \( (i, j) \in \mathcal{E} \) is
\[
w_a(t) = f^{-1}(l_a(t))v_a(t),
\]
where \( f(\cdot) \) and \( F(\cdot) \) are as in (12) and (13), respectively.

**Proof:** Provided in Appendix B.

For an example, if the trajectory segment \( (i, j) \) (between target locations \( Y_i \) and \( Y_j \)) takes a circular shape centered at \( C_{ij} \in \mathbb{R}^2 \) with a radius \( r_{ij} \), it can be represented by the parametric form:
\[
\{(x(p), y(p)) : p \in [p_0, p_f]\}
\]
where \( (x(p), y(p)) \equiv C_{ij} + r_{ij}(\cos(p), \sin(p)) \) and \( p_0 = \tan(y_j - y_i) \). Using (13) and (15), it can be shown that \( F(p) = \pi/r_{ij} \) and \( w_a(t) = v_a(t)/r_{ij} \), respectively.

Similarly, if the trajectory segment \( (i, j) \) takes a linear shape, it can be shown that \( F(p) = p \) and \( F(0) = 0 \) from (12) and (15), respectively. Therefore, (15) reveals that \( w_a(t) = 0 \).

**Remark 2:** In robotics applications where line-following techniques can be used [18], an agent can use its line-following capabilities to control its angular velocity \( w_a(t) \) (instead of using (15)) - irrespective of its tangential acceleration \( u_a(t) \).

In conclusion, Theorem 2 allows us to dispense of \( w_a(t) \) as a control input because it is always determined through \( u_a(t) \) (which gives \( v_a(t) \) via (14) and the prespecified shape of the trajectory segment.

e) The Equivalent Dynamic Agent Model: Since we now have discussed how an agent \( a \in \mathcal{A} \) can control its angular velocity \( w_a(t) \) (i.e., via (15)), we can omit angular dynamics from (2) to construct an equivalent dynamic agent model, that focuses only on the tangential dynamics on a trajectory segment \( (i, j) \in \mathcal{E} \). In particular, as a direct consequence of (14), upon taking the state vector as \( \{l_a(t), v_a(t)\}^T \) for some \( t \in \mathcal{P}_{ij} \), we can express the corresponding state dynamics as a second-order single-input linear system:
\[
\begin{bmatrix}
I_a(t) \\
v_a(t)
\end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} I_a(t) \\
v_a(t)
\end{bmatrix} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u_a(t).
\]

In the sequel, we use (16) and (15) to determine the optimal agent control profile segments \( \{u_a(t) : t \in \mathcal{P}_{ij}\} \) and \( \{w_a(t) : t \in \mathcal{P}_{ij}\} \) respectively. This particular decomposition of unicycle agent dynamics is fundamentally similar to that proposed in [19].

**B. ED-RHC Problem (RHCP) Formulation**

Consider an agent \( a \in \mathcal{A} \) residing on a target \( i \in \mathcal{I} \) at some time \( t_i = [0, T] \). Recall that control \( U_{ai}(t_i) \) in (6) includes dwell-time decisions \( \delta_i \) and \( \delta_{i'} \) at the current target \( i \) and the next-visit target \( j \in \mathcal{N}_i \), respectively. As shown in Fig. 3 a dwell-time decision \( \delta_i \) (or \( \delta_{i'} \)) can be divided into two interdependent decisions: (i) the active time \( \tau_i \) (or \( \tau_{i'} \)) and (ii) the inactive (or idle) time \( \delta_i \) (or \( \delta_{i'} \)). Therefore, the agent has to optimally choose decision variables which form the control vector \( U_{ai}(t_i) = [\tau_i, \delta_i, \{j \in \mathcal{N}_i \}, \{u_{ai}(t)\}, \{w_{ai}(t)\}] \). Note that here we have: (i) omitted representing each of these decision variable’s dependence on \( t_i \), (ii) used the notation \( \{u_{ai}(t)\} \) to represent \( \{u_{ai}(t) : t \in \mathcal{P}_{ai}(t_i)\} \) and (iii) omitted \( \{w_{ai}(t) : t \in \mathcal{P}_{ai}(t_i)\} \) as it can be found directly from \( \{u_{ai}(t)\} \) and (15).
a) The Receding Horizon Control Problem (RHCP): Let us denote the real-valued component of the control vector \( U_{ia}(t) \) in (6) as \( U_{iaj}(t_j) = \{\tau_i, \bar{\tau}_j, \{u_{ia}(t)\}, \tau_j, \bar{\tau}_j\} \). The discrete component of \( U_{ia}(t) \) is simply the next-visit target \( j \in \mathcal{N}_i \). In this setting (see also Fig. 3), we define the planning horizon length \( w(U_{ia}(t)) \) in (6) as
\[
w(U_{iaj}(t_j)) \triangleq \tau_i + \bar{\tau}_j + \rho_{ij} + \tau_j + \bar{\tau}_j.
\] (17)
The current local state \( X_{ia}(t) \) in (6) is considered as \( X_{ia}(t) = [s_a, v_a, \theta_a, \{R_j : j \in \mathcal{N}_i\}] \) (again, omitting the dependence on \( t_o \)). Then, the optimal controls are obtained by solving (6), which can be re-stated as the following set of optimization problems, henceforth called the RHC Problem (RHCP):
\[
U_{iaj}^* = \arg \min_{U_{iaj} \in U} J_H(X_{iaj}(t_o), U_{iaj}; w(U_{iaj})); \forall j \in \mathcal{N}_i, \quad \text{subject to } w(U_{iaj}) \leq H
\] (18)
\[
j^* = \arg \min_{j \in \mathcal{N}_i} J_H(X_{ia}(t_o), U_{iaj}^*; w(U_{iaj}^*)).
\] (19)
Note that (18) requires solving \( |\mathcal{N}_i| \) optimization problems, one for each neighboring target \( j \in \mathcal{N}_i \) (\( |\cdot| \) is the cardinality operator). The next step (19) is a simple comparison to determine the optimal next-visit target \( j^* \). Therefore, the final optimal controls of the RHCP are \( U_{iaj}^* = [U_{iaj}^*, j^*] \).

The objective function \( J_H(\cdot) \) in (18) is chosen to reflect the contribution to the main objective \( J_T(\cdot) \) in (3) by the targets in the neighborhood \( \mathcal{N}_i \) and by the agent \( a \), over the planning horizon \([t_o, t_i + w]\) as
\[
J_H(X_{iaj}(t_o), U_{iaj}; w) \triangleq \alpha H J_T(t_o, t_i) + \frac{1}{w} J_T(t_i, t_o + w)
\] (20)
where \( w = w(U_{iaj}) \) and \( \alpha \) (the weight factor used in (3)). In (20), the form of the \( J_T \) component has been selected so that it is analogous to the \( J_T \) component in (3) (with \( T \) replaced by \( w \)). As illustrated in Fig. 3 note also that \( t_o \triangleq t_o + w, \quad \{t_o, t_i\} \triangleq \{t_o, t_i\} \) and \( \rho_{ij} \triangleq t_f - t_o \).

In fact, since the planning horizon length \( w(U_{iaj}) \) is a control variable, the above RHCP formulation simultaneously determines the optimal planning horizon length \( w^* = w(U_{iaj}^*) \). Moreover, as shown in Fig. 3 the time to depart from the current target \( i \) (i.e., \( t_o \)), the time to arrive at the destination target \( j \) (i.e., \( t_f \)) and the corresponding transit-time \( \rho_{ij} = t_f - t_o \), are also control dependent. Hence, this RHCP formulation also determines the optimal values of each of these quantities: \( t_o^*, t_f^* \) and \( \rho_{ij}^* \), respectively.

c) Overview of the RHCP Solution Process: Looking back at (9) and (10), notice that the sensing component \( J_{sh} \) of the RHCP objective (20) does not explicitly depend on the agent control profile segment \( \{u_a(t) : t \in \mathcal{P}_j\} \), but, it depends on the agent’s transit-time \( \rho_{ij} \) value and on the other control decisions in \( U_{iaj}: \tau_i, \bar{\tau}_j, \tau_j, \bar{\tau}_j \). Therefore, let us denote \( J_{sh} \) as a function parameterized by \( \rho_{ij} \): \( J_{sh}(\tau_i, \bar{\tau}_j, \tau_j, \bar{\tau}_j; \rho_{ij}) \).

In contrast, based on (11), notice that the energy component \( J_{se} \) of the RHCP objective (20) only depends on agent control profile segments, specifically on \( \{u_a(t) : t \in \mathcal{P}_j\} \). Therefore, let us denote \( J_{se} \) simply as \( J_{se}(u_{iaj}) \).

As illustrated in Fig. 4 we exploit this property of the RHCP objective components \( J_{sh} \) and \( J_{se} \) to solve the RHCP (18). In particular, we start with analytically solving the optimization problem which we label as the RHCP(\( \rho_{ij} \)):
\[
J_{sh}(\rho_{ij}) \triangleq \min_{(\tau_i, \bar{\tau}_j, \tau_j, \bar{\tau}_j) \in U_{iaj}(\rho_{ij})} J_{sh}(\tau_i, \bar{\tau}_j, \tau_j, \bar{\tau}_j; \rho_{ij}). \quad (21)
\]

For this purpose, we exploit a few results established in [8] where the RHCP(\( \rho_{ij} \)) (21) has already been solved while treating \( \rho_{ij} \) as a known constant.

Next, we use the \( J_{sh}^*(\rho_{ij}) \) function obtained from (21) and the relationship \( \rho_{ij} = t_f - t_o \), to reformulate the problem of optimizing the RHCP objective (20) as an optimal control problem (OCP):
\[
[t_o^*, t_f^*, \{u_{iaj}^*(t_i)\}] = \arg \min_{t_o, t_f, \{u_{iaj}(t)\}} \alpha_H J_e(\{u_a(t)\}) + J_{sh}(t_f - t_o).
\] (22)

Finally, as shown in Fig. 4 it is straightforward how the RHCP (18) solution \( U_{iaj}^* \) can be constructed from the obtained solutions of the OCP (22) and the RHCP(\( \rho_{ij} \)) (21).

b) Planning Horizon: In conventional RHC methods, the RHCP objective function is evaluated over a fixed planning horizon length \( H \), where \( H \) is selected exogenously. This makes the RHCP solution dependent on the choice of \( H \). In contrast, through (20) and (17) above, we have made the RHCP solution (i.e., (18) and (19)) free of the parameter \( H \), by using \( H \) only as an upper-bound to the actual planning horizon length \( w(U_{iaj}) \) in (17) and selecting \( H \) to be sufficiently large (e.g., \( H = T - t_o \)).
d) Event-Driven Action Horizon: Each RHCP solution (i.e., \( U_{ia}(t_i) = [U_{ia1}, U_{ia2}] \)) from (13), obtained over a planning horizon \( w(U_{iaj}) \), is generally executed over a shorter action horizon \( h \leq w(U_{iaj}) \). In particular, the action horizon \( h \) is determined by the first event that takes place after \( t_i \), where the RHCP was last solved. Such a subsequent event may be controllable if it results from executing the last solved RHCP solution or uncontrollable if it results from a random or an external event if such events are allowed.

When executing the RHCP solution obtained by an agent at target \( i \) at time \( t_i \), there are three mutually exclusive controllable events that may occur subsequently. They are:

1. Event \( [h \rightarrow t_i^*] \): This event is feasible only if \( t_i^*(t_i) > 0 \) and it occurs at a time \( t_i = t_i^*(t_i) \). If \( R_i(t) > 0 \), it coincides with a departure event from target \( i \). Otherwise, i.e., if \( R_i(t) = 0 \), it coincides with a \([R_i \rightarrow 0^+]\) event.

2. Event \( [h \rightarrow \tau_i^*] \): This event is feasible if \( \tau_i^*(t_i) > 0 \) (when \( R_i(t_i) = 0 \) and \( \tau_i^*(t_i) > 0 \) occurs at \( t_i = \tau_i^*(t_i) \) and coincides with a departure event from target \( i \).

3. Event \( [h \rightarrow \rho_{ij}] \): This event is feasible only if a departure event (from target \( i \)) occurred at \( t_i \). Clearly this event coincides with an arrival event at target \( j^*(t_i) \).

In an agent trajectory, at a given time instant, only one of these three controllable events is feasible. However, there are two uncontrollable events that may occur at an agent residing at a target \( i \) due to two specific uncontrollable events at a neighboring target \( j \in N_i \). These two types of events are aimed to enforce the “no simultaneous target sharing” condition (i.e., the control constraint (8)) and thus, only applies to multi-agent problems. To enforce this condition, an agent at target \( i \) modifies its neighborhood \( N_i \) to \( N_i \setminus \{ j \} \) when: (i) another agent already resides at target \( j \) or (ii) another agent is en-route to visit target \( j \). Therefore, we define the following two neighbor induced events at target \( i \) due to a neighbor \( j \in N_i \):

4. Covering Event \( C_{ij}, j \in N_i \): This event causes \( N_i \) to be modified to \( N_i \setminus \{ j \} \).

5. Uncovering Event \( \tilde{C}_{ij}, j \in N_i \): This event causes \( N_i \) to be modified to \( N_i \cup \{ j \} \).

If one of these two events occurs while the agent is awaiting an event \( [h \rightarrow t_i^*] \) or \( [h \rightarrow \tau_i^*] \), the RHCP is resolved to account for the updated neighborhood \( N_i \).

e) Three Forms of RHCPs: The exact form of the RHCP (13) and (19) that needs to be solved at a certain time depends on the event that triggered the end of the previous action horizon. In particular, corresponding to the three controllable event types, there are three forms of RHCPs:

**RHCP1:** At a target \( i \) and time \( t_i \), this particular problem form is solved upon: (i) an arrival event \([h \rightarrow \rho_{ij}]\) where \( k \in N_i \) or (ii) a \( C_j \) (or a \( \tilde{C}_j \)) event occurred when \( R_i(t_i) > 0 \) where \( j \in N_i \). Since \( R_i(t_i) > 0 \) whenever this problem form is solved, it is equivalent to the generic form of the RHCP that needs to be solved for the complete set of decision variables: \( U_{ia}(t_i) = [\tau_i, \tau_j, \{ \rho_{ij}(t_i) \}, \tau_i, \tau_j] \) with \( \tau_i \geq 0 \).

**RHCP2:** At a target \( i \) and time \( t_i \), this particular problem form is solved when \( R_i(t_i) = 0 \) upon: (i) an event \([h \rightarrow \tau_i^*] \) or (ii) a \( C_j \) (or a \( \tilde{C}_j \)) event where \( j \in N_i \). Since \( R_i(t_i) = 0 \) whenever this problem form is solved, it is the same as RHCP1 but with \( \tau_i = 0 \), hence simpler.

**RHCP3:** At a target \( i \) and time \( t_i \), this particular problem form is solved upon: (i) an event \([h \rightarrow \tau_i^*] \) with \( R_i(t_i) > 0 \) or (ii) an event \([h \rightarrow \tau_i^*] \). Simply, this problem form is solved whenever the agent is ready to depart from the target. Therefore, it is the same as RHCP1 but with \( \tau_i = 0 \) and \( \tilde{t}_i = 0 \).

III. SOLVING EVENT-DRIVEN RHCPs

In this section, we present the solutions to the three RHCP forms identified above. We begin with RHCP3.

A. Solution of RHCP3

RHCP3 is the simplest RHCP given that \( \tau_i = \tilde{t}_i = 0 \) in \( U_{ia} \) by default. Therefore, \( U_{ia} \) (i.e., the real-valued component of \( U_{ia} \), used in (13)) is limited to \( U_{iaj} = \{ u_{iaj}(t) \}, \tau_i, \tilde{t}_i \) and the planning horizon \( w(U_{iaj}) \) defined in (17) becomes \( w(U_{iaj}) = \rho_{ij} + \tau_j + \tilde{t}_j \).

Under these conditions, we next solve (18) (via solving RHCP(\( \rho_{ij} \)) (21)) and OCP (22), as shown in Fig. 2 and (19) to obtain the RHCP3 solution.

a) Solution of RHCP(\( \rho_{ij} \)) (21): As mentioned before, RHCP(\( \rho_{ij} \)) has already been solved in (8) - while treating \( \rho_{ij} \) as a known fixed value. In particular, the RHCP(\( \rho_{ij} \)) solution corresponding to the RHCP3 takes the form [8, Th. 2]:

\[
\begin{align*}
(\tau_i^*, \tau_j^*) &= (0, 0), \\
&= \begin{cases} 
(0, 0) & \text{if } \bar{A} \geq B_j \text{ or } D_1 > D_2 \\
(D_2, 0) & \text{if } D_2 < D_3 \\
(D_3, \bar{D}_1) & \text{if } D_1 \leq \bar{D}_2 \\
(D_3, \bar{D}_2) & \text{otherwise,}
\end{cases}
\end{align*}
\]

\[
J_{sh}(\rho_{ij}) = J_{sh}(\tau_i^*, \tau_j^*; \rho_{ij}),
\]

\[
\begin{align*}
\bar{A} &= \sum_{m \in \hat{N}_i} A_m, \\
D_1 &= \frac{\bar{D}_1}{\bar{A}_j} + \frac{\bar{D}_2}{\bar{A}_j}, \\
D_2 &= \min\{D_3, H - \bar{\rho}_{ij}\}, \\
I &= \sqrt{\frac{(B_j - A_j)(\rho_{ij} + D_3)^2 - B_j\bar{\rho}_{ij}^2}{A_j}}, \\
\bar{A}_j &= \bar{A} - A_j, \\
\bar{D}_2 &= H - (\rho_{ij} + D_3), \\
J_{sh}(\tau_j^*, \tau_j^*; \rho_{ij}) &= \frac{C_1 \tau_j^2 + C_2 \tau_j^3 + C_3 \tau_j^4 + C_4 \tau_j + C_5 \tau_j + C_6}{\rho_{ij} + \tau_j + \tilde{t}_j}, \\
C_1 &= \frac{1}{2} [\bar{A} - B_j], \\
C_2 &= \frac{\bar{A}}{2}, \\
C_3 &= \bar{A}_j, \\
C_4 &= [\bar{R}(t_i) + \bar{\rho}_{ij}], \\
R &= \sum_{m \in \hat{N}_i} R_m, \\
C_5 &= \{\bar{R}(t_i) + \bar{\rho}_{ij}\}, \\
C_6 &= \frac{\rho_{ij}^2}{2}(\bar{R}(t_i) + \bar{\rho}_{ij}).
\end{align*}
\]
Note that in (23), not only $J_{th}$, but also $\tau_i^J$ and $\overline{\xi_j}^J$ are functions of the transit-time $\rho_{ij}$. To provide intuition about the $J_{th}^*(\rho_{ij})$ function form, let us consider the first case in (23) where $$(\tau_i^J, \overline{\xi_j}^J) = (0, 0)$$ that results in

$$J_{th}^*(\rho_{ij}) = J_{th}(0, 0; \rho_{ij}) = \mathcal{R}(t_o) + \frac{1}{2} \Delta \rho_{ij},$$

(25)

under the condition $\Delta \geq B_j$ or $D_1 > D_2$. Using (24), it can be shown that

$$D_1 > D_2 \iff \rho_{ij} > \min \{ \frac{R_i(t_o)(B_i - \overline{A})}{AB_i - A_i B_i}, H(1 - \frac{\overline{A}}{B_i}) \}.$$  

From this example, it is clear that the function $J_{th}^*(\rho_{ij})$ is dependent on the neighborhood parameters (e.g., $\overline{A}, B_j, B_i$) as well as the current neighborhood state (e.g., $R(t_o), R(t_j)$).

b) Objective Function of OCP (23): Note that we now have solved the RHCP $\rho_{ij}$ and have obtained the functions of (23): $\tau_i^J, \overline{\xi_j}^J, \tau_i^J, \overline{\xi_j}^J$, and, most importantly, $J_{th}^*$. Based on the RHCP solution outlined in Fig. 4, our next step is to formulate and solve the corresponding OCP (23).

As shown in (22), the sensing objective component of OCP is $J_{th}^*(t_f - t_o)$. Note that we now can explicitly express this term using the obtained $J_{th}^*(\rho_{ij})$ function in (23) and the relationship $\rho_{ij} = t_f - t_o$. For notational convenience, taking into account that in RHCPC (23), $t_o$ is the current time when the RHCP is solved (i.e., $t_o = t_o$ where $t_o$ is fixed and known), let us denote this sensing objective component of OCP as

$$\phi(t_f) \triangleq J_{th}^*(t_f - t_o).$$

(26)

On the other hand, using (20) and (11), the energy objective component of OCP (23) can be expressed as

$$J_{th}^*(\{u_a(t)\}) = \int_{t_o}^{t_f} u_a^2(t)dt.$$  

(27)

c) Solution of OCP (23): In the following analysis, for notational convenience, we use $\dot{x} = A(x) + B(t)$ with

$$A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad x(t) = \begin{bmatrix} l_o(t) \\ v_o(t) \end{bmatrix}, \quad u(t) = u_a(t),$$

(28)

to represent the agent dynamics stated in (16). Under this notation, using (25) and (27), the OCP (23) can be stated as

$$\min_{\dot{x}(t), \{u_a(t)\}} \int_{t_o}^{t_f} u_a^2(t)dt + \phi(t_f)$$

subject to

$$\dot{x} = Ax(t) + Bu(t),$$

$$x(t_o) = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad x(t_f) = \begin{bmatrix} y_{ij} \\ 0 \end{bmatrix}.$$  

(29)

The last two constraints in (29) are simply terminal constraints for the agent motion on the trajectory segment $(i,j)$. Note that (29) is a standard free final time, fixed initial and final state optimal control problem. Hence, there is an established solution procedure [20] as outlined next.

First, the Hamiltonian corresponding to (29) is written as

$$H(x(t), u(t), t) \triangleq \alpha_H u^2(t) + \lambda^T(t)(Ax(t) + Bu(t)),$$

(30)

where $\lambda(t)$ represents the co-state variables. Next, the adjointed function that combines the terminal constraint on $x(t_f)$ and the terminal cost $\phi(t_f)$ is written as

$$\Phi(x(t_f), t_f) \triangleq \phi(t_f) + v^T(x(t_f) - [y_{ij}, 0]^T),$$

where $v$ is a set of multipliers.

Finally, the OCP in (29) can be solved to obtain the corresponding optimal $\{x(t), u(t), \lambda(t) : \forall t \in [t_o, t_f]\}, t_f$ and $v$ values by solving the following system of equations [20]:

$$\frac{\partial H}{\partial u} = 2\alpha_H u(t) + \lambda^T(t)B = 0,$$

(31)

$$\hat{\lambda} = -(\frac{\partial H}{\partial x})^T = -A^T \lambda(t), \quad \lambda(t_f) = \left( \frac{\partial \Phi}{\partial x(t_f)} \right)^T = v,$$

(32)

$$\frac{d\Phi}{dt_f} + \alpha_H u^2(t_f) = \frac{d\Phi}{dt_f} + v^T(Ax(t_f) + Bu(t_f)) + \alpha_H u^2(t_f) = 0$$

(33)

in addition to the agent dynamics and terminal constraints given in (29). Note that (31) is the optimality condition (from Pontryagin’s minimum principle), (32) are the co-state equations and (33) is the transversality condition.

**Lemma 1**: The optimal terminal time $t_f$ of the OCP (29) satisfies the equation:

$$(t_f - t_o)^4 \frac{d\Phi(t_f)}{dt_f} = 36\alpha_H \lambda^2_{ij},$$

(34)

where $\phi(t_f)$ is known from (26) and the corresponding optimal control law $u^*(t)$ is given by

$$u^*(t) = \frac{12 y_{ij}(t_f - t_o)^3}{(6 y_{ij}(t_f - t_o)^2) \left( \frac{t_f + t_o}{2} - t \right)} + v(t), \quad \forall t \in [t_o, t_f].$$

(35)

**Proof**: First, we take $v = [v_1, v_2]^T, \lambda(t) = [\lambda_1(t), \lambda_2(t)]^T$ and solve (32) for $\lambda_1(t)$ and $\lambda_2(t)$. This gives:

$$\lambda_1(t) = v_1 \quad \text{and} \quad \lambda_2(t) = v_2 + v_1(t_f - t), \quad \forall t \in \mathcal{P}_{ij},$$

(recall $\mathcal{P}_{ij} = [t_o, t_f]$). We then solve (31) for $u(t)$ to obtain:

$$u(t) = -\frac{\lambda_2(t)}{2\alpha_H} = -\frac{1}{2\alpha_H} (v_2 + v_1(t_f - t)), \quad \forall t \in \mathcal{P}_{ij}.$$

(36)

Next, we take $x(t) = [x_1(t), x_2(t)]^T$ and solve the agent dynamics equation in (29) (also using (36)) for $x_2(t)$. This results in:

$$x_2(t) = \frac{(t_f - t_o)}{2\alpha_H} \left( v_2 + v_1 t_f - \frac{v_1}{2} (t_o + t) \right), \quad \forall t \in \mathcal{P}_{ij}.$$

Now, using the terminal constraint $x_2(t_f) = 0$ on the above, we get $v_2 = -v_1(t_f - t_o)/2$. Back substituting this in above $x_2(t)$ we get a further simplified expression for it as

$$x_2(t) = \frac{v_1}{4\alpha_H} \left( t_f - (t_o + t_f)t + t_f t \right), \quad \forall t \in \mathcal{P}_{ij}.$$

Applying this result in the relationship $x_1(t) = \int_{t_o}^{t_f} x_2(t)dt$ (i.e., agent dynamics) we get:

$$x_1(t) = \frac{v_1(t - t_o)}{24\alpha_H} \left( 2t_f^2 - 3t_f(t_o + t_f)t + 3t_f(t_f - t_o) \right), \quad \forall t \in \mathcal{P}_{ij}.$$
Similar to before, using the terminal constraint \( x_1(t_f) = y_{ij} \) on the above (and via back substituting), we get

\[
v_1 = \frac{24\alpha_H y_{ij}}{(t_f - t_o)^3} \quad \text{and} \quad v_2 = -\frac{12\alpha_H y_{ij}}{(t_f - t_o)^2}, \quad u(t_f) = \frac{6y_{ij}}{(t_f - t_o)^3}.
\] (37)

Now we are ready to use (33) to solve for the optimal \( t_f \) value (i.e., \( t_f^* \)). Note that (33) directly simplifies to the form:

\[
\frac{d\phi}{dt_f} + v_2 u(t_f) + \alpha_H u^2(t_f) = 0,
\]

which we can further reduce to the form (using (37)):

\[
\frac{d\phi}{dt_f} + \frac{36\alpha_H y_{ij}}{(t_f - t_o)^3} = 0,
\]

and obtain (34). Finally, the optimal control law \( u^*(t) \) in (33) can be obtained by substituting (37) in (36).

Using the optimal terminal time \( t_f^* \) and control \( u^*(t) \) (i.e., \( u^*_o(t) \)) proven in Lemma 1, the optimal energy objective component of this OCP (i.e., (27)) can be obtained as

\[
J_{th}(u^*_o(t)) = \frac{12y_{ij}}{(t_f - t_o)^3}.
\] (38)

The corresponding optimal sensing objective component (i.e., (26)) is directly given by \( \phi(t_f^*) = f^*_{th}(t_f^* - t_o) \). Finally, the optimal transit-time value is \( \rho_{ij}^* = t_f^* - t_o \).

d) Solution of RHCP [18] for \( U_{ij}^* \): As outlined in Fig. 4, we now can conclude solving RHCP (18). First, we apply the determined \( \rho_{ij}^* \) value in (23) to get the optimal control decisions: \( \tau_{ij}^* \) and \( \tau_{ij}^* \) of the control vector \( U_{ij}^* \) (18).

Remark 3: Note that \( \tau_{ij}^* \) and \( \tau_{ij}^* \) in (23) are piece-wise functions of \( \rho_{ij} \) (with at most five cases). Hence, \( J_{th}(\rho_{ij}) \) in (23) is also a piece-wise function of \( \rho_{ij} \). Even though this presents a complication to the proposed RHCP (18) solution process, it can be resolved by considering one case (of \( J_{th}(\rho_{ij}) \)) at a time when the corresponding OCP (22) is solved. Then, the resulting optimal transit-time value \( \rho_{ij}^* \) can be used to ensure the validity as well as the optimality of the considered case of \( J_{th}(\rho_{ij}) \) (compared to other cases).

Among the remaining control decisions in \( U_{ij}^* \) (18), we have already found the optimal tangential acceleration profile segment \( \{u_{ij}^*(t) : t \in \mathcal{P}_{ij}\} \). Integrating this, the corresponding tangential velocity profile segment can be obtained as

\[
v_{ij}^*(t) = \frac{6y_{ij}}{(\rho_{ij}^*)^2(t - t_o)(t_o + \rho_{ij}^* - t), \quad \forall t \in \mathcal{P}_{ij}.
\] (39)

Finally, the optimal angular velocity profile segment \( \{\omega_{ij}^*(t) : t \in \mathcal{P}_{ij}\} \) (required in \( U_{ij}^* \)) can be found using (39) in (15) together with the information about the shape of the trajectory segment \((i, j)\).

Remark 4: Note that the OCP (29) (or (22) in general) only requires the total length \( y_{ij} \) value of the trajectory segment \((i, j)\). The shape of \((i, j)\) becomes important only when \( y_{ij}^*(t) \) has to be determined to facilitate the agent’s departure from target \( i \) to reach target \( j \) (i.e., at the end of an RHC3 solving process). Therefore, even though we initially assumed the shapes of trajectory segments as prespecified, the proposed RHC framework can adapt even if they change occasionally. For instance, a new class of external events (similar to \( C_j \) and \( \hat{C}_j \)) can be defined based on such trajectory segment shape change events - to make agents react to such events. This flexibility is an advantage as the shape of a trajectory segment may have to be designed (by an upper-level trajectory planner) taking into account moving obstacles and other agents in the mission space as well as the agent’s own motion and controller constraints.

e) Solution of RHCP (19) for \( j^* \): We now have solved RHCP (18) and have obtained the optimal control vector \( U_{ij}^* \) corresponding to the next-visit target \( j \). Next, this process should be repeated for all the neighboring targets \( j \in \mathcal{N}_i \) to get the control vectors: \( \{U_{ij} : j \in \mathcal{N}_i\} \). Finally, the optimal next-visit target \( j^* \) can be found from (19) as \( j^* = \arg \min_{j \in \mathcal{N}_i} J_{th}(X_{ij}(t_o), U_{ij}^*; w(U_{ij}^{(j)})) \).

Upon solving RHC3, agent \( a \) departs from the target \( i \) and starts following the trajectory segment \((i, j)\) while executing the obtained optimal agent controls until it arrives at the target \( j^* \). According to the proposed RHC architecture, upon arrival, the agent will solve an instance of RHC1.

B. Solution of RHC1

We now directly consider RHC1 as it encompasses RHC2 and is the most general form of the RHCP (18)-(19) in that no active or idle time is restricted to zero. In this case, the planning horizon \( w(U_{ij}) \) is same as in (17).

Similar to before, we next solve (18) (via RHCP(\( (\rho_{ij}) \)) in (22) and OCP (18) and (19) to obtain the solution of RHC1.

a) Solution of RHCP(\( (\rho_{ij}) \)) (21): As mentioned before, RHC1 corresponding to the RHC1 has already been solved in [8] to obtain:

\[
\begin{align*}
\tau_{ij}^* = \frac{\tau_{ij}^*}{\tau_{ij}^*}, \quad \tau_{ij}^* = \frac{\tau_{ij}^*}{\tau_{ij}^*}, \\
J_{th}(\tau_{ij}^*, \tau_{ij}^*, \tau_{ij}^*; \rho_{ij}^*) = \frac{J_{th}(\tau_{ij}^*, \tau_{ij}^*, \tau_{ij}^*; \rho_{ij}^*)}{J_{th}(\tau_{ij}^*, \tau_{ij}^*, \tau_{ij}^*; \rho_{ij}^*)}
\end{align*}
\] (40)

where

\[
J_{th}(\tau_{ij}^*, \tau_{ij}^*, \tau_{ij}^*; \rho_{ij}^*) = \frac{C_1 \tau_{ij}^* + C_2 \tau_{ij}^* + C_3 \tau_{ij}^* + C_4 \tau_{ij}^* + C_5 \tau_{ij}^*}{\tau_{ij}^* + \tau_{ij}^* + \tau_{ij}^* + \tau_{ij}^* + \tau_{ij}^*}.
\]

explicit expressions of \( \tau_{ij}^* \) and \( \tau_{ij}^* \) are determined using the rational function optimization technique proposed in [8, App. A]. However, due to space constraints, we omit giving their exact forms.
b) **Objective Function of OCP** (22): The sensing objective component of OCP: $J_{OH}^s(t_f - t_o)$ now can be expressed explicitly using the $J_{OH}^s(p_{ij})$ function in (40) and the relationship $\rho_{ij} = t_f - t_o$. Note, however, that in RHCP1, both $t_o$ and $t_f$ are free. Therefore, let us denote this sensing objective component of OCP as

$$\Phi(t_o, t_f) \triangleq J_{OH}^s(t_f - t_o).$$

However, the energy objective component of OCP: $J_{EH}^e(\{u_o(t)\})$ in RHCP1 takes the same form as in (77).

c) **Solution of OCP** (22): Similar to before, using $\dot{x} = Ax(t) + Bu(t)$ with $\{u_o(t)\}$ to represent the agent dynamics (10), the OCP corresponding to the RHCP1 can be stated as

$$\begin{align*}
\text{min}_{t_o, t_f, \{u(t)\}} & \quad \alpha_{OH} \int_{t_o}^{t_f} u^2(t) dt + \Phi(t_o, t_f) \\
\text{subject to} & \quad \dot{x} = Ax(t) + Bu(t), \\
x(t_o) = [0, 0]^T, & \quad x(t_f) = [y_{ij}, 0]^T.
\end{align*}$$

(43)

Note that (43) is a standard free initial and final time, fixed initial and final state optimal control problem. Hence, similar to (29), there is an established solution procedure [20] as outlined next.

First, note that Hamiltonian corresponding to (43) takes the same form as in (30). Next, the adjoint function that combines the terminal constraints on $x(t_o)$ and $x(t_f)$ with the terminal cost $\Phi(t_o, t_f)$ are written as

$$\Phi(x(t_o), t_o, x(t_f), t_f) \triangleq \phi(t_o, t_f) + v_o^T x(t_o) + v_f^T (x(t_f) - [y_{ij}, 0]^T)$$

(44)

where $v_o$ and $v_f$ are sets of multipliers.

Finally, the OCP in (43) can be solved to obtain the corresponding optimal $\{x(t), u(t), \lambda(t) : t \in [t_o, t_f]\}, t_o, t_f, v_o$ and $v_f$ values by solving the following system of equations [20]:

$$\frac{\partial H}{\partial u} = 2\alpha_{OH} u(t) + \lambda(t) B = 0,$$

(45)

$$\dot{\lambda} = -\left(\frac{\partial H}{\partial x}\right)^T = -A^T \lambda(t), \quad \lambda(t_o) = -\left(\frac{\partial \Phi}{\partial x(t_o)}\right)^T = -v_o,$$

(46)

$$\lambda(t_f) = \left(\frac{\partial \Phi}{\partial x(t_f)}\right)^T = v_f,$$

(47)

$$\frac{\partial \Phi}{\partial t_o} - H|_{t_o=t_o} = \frac{\partial \phi}{\partial t_o} - \alpha_{OH} u^2(t_o) + v_o^T (Ax(t_o) + Bu(t_o)) = 0,$$

(48)

$$\frac{\partial \Phi}{\partial t_f} + H|_{t_f=t_f} = \frac{\partial \phi}{\partial t_f} + \alpha_{OH} u^2(t_f) + v_f^T (Ax(t_f) + Bu(t_f)) = 0,$$

(49)

in addition to the agent dynamics and terminal constraints given in (43). Note that (45) is the optimality condition (from Pontryagin’s minimum principle), (46) and (47) are the co-state equations and (48) and (49) are the transversality conditions.

**Lemma 2:** The optimal transit time $\rho_{ij}^* = t_f^* - t_o^*$ of the OCP (43) satisfies the equation

$$\rho_{ij}^* \frac{d \phi(t_o, t_f)}{d \rho_{ij}} = 36\alpha_{ij}^2,$$

(50)

where $\phi(t_o, t_f)$ (42) is considered as a function of $\rho_{ij} = t_f - t_o$. Thus, the optimal terminal times $t_o^*$ and $t_f^*$ of (43) are

$$t_o^* = t_o + \tau_i^* (\rho_{ij}^*) \quad \text{and} \quad t_f^* = t_o + \rho_{ij}^*,$$

(51)

respectively ($\tau_i^*$ and $\tau_i^* (\rho_{ij}^*)$ are as in (40)). The corresponding optimal control law $u^*(t)$ of (43) is given by

$$u^*(t) = \frac{12y_{ij}}{(t_f^* - t_o^*)^2} \left[\frac{t_f^* + t_o^* - t}{2}\right], \forall t \in [t_o, t_f].$$

(52)

**Proof:** The proof follows the same steps as that of Lemma 1 and is, therefore, omitted. However, the main steps are: (i) solve for $\lambda(t), u(t)$ and $x(t), \forall t \in [t_o, t_f]$ using (46), (45) and agent dynamics, respectively, in that order; (ii) use the terminal constraint $x(t_f) = [y_{ij}, 0]^T$ and (46) to determine $v_o, v_f$ in terms of $t_o, t_f$ and (iii) solve for $t_o$ and $t_f$ using (47) and (48).

Using the optimal terminal times $t_o^*, t_f^*$ and the control $u^*(t)$ (i.e., $u^*_o(t)$) proven in Lemma 2, the optimal energy objective component of this OCP (43) can be evaluated as

$$J_{EH}^e(\{u^*(t)\}) = 12y_{ij}^2 \left(\frac{t_f^* - t_o^*}{2}\right)^3.$$

(53)

The corresponding sensing objective component $J_{OH}^s(t_f - t_o^*)$ is directly given by $\Phi(t_o^*, t_f^*) = J_{OH}^s(t_f^* - t_o^*) = J_{OH}^s(\rho_{ij}^*)$.

d) **Solution of RHCP** (18) for $U^*_{ij}$: We now conclude the solution process of RHCP (18) (outlined in Fig. 4) by applying the determined optimal transit-time $\rho_{ij}^*$ in (40) to obtain the optimal control decisions $\tau_i^*, \tau_i^* (\rho_{ij}^*)$ and $\tau_j^*$ included in the control vector $U^*_{ij}$ (18). Note that here it is not necessary to evaluate the optimal agent angular velocity profile $\{u^*_o(t) : t \in [t_o^*, t_f^*] \}$ (unlike in RHCP3) as the agent does not plan to depart from the current target immediately.

e) **Solution of RHCP** (19) for $j^*$: We now have solved the RHCP (18) and have obtained the optimal control vector $U^*_{ij}$ corresponding to a next-visit target $j \in J_i$. Executing this process for all $j \in J_i$ and subsequently evaluating (19) gives the optimal next-visit target $j^*$ as

$$j^* = \text{arg min}_{j \in J_i} H(X_{ij}(t_i), U^*_{ij}; w(U^*_{ij})).$$

Upon solving RHCP1, agent $a$ remains active on target $i$ for a duration of $\tau_i^*$, and in the meantime, if any other external event such as $C_j$ or $C_j^*$ for some $j \in J_i$ occurs, it re-computes the remaining active time at target $i$. However, if the agent completes executing the determined active time (i.e., if the corresponding event $h \rightarrow \tau_i^*$ occurs) with $R_i(t_0 + \tau_i^*) = 0$, then, the agent will have to subsequently solve an instance of RHCP2 to determine the remaining inactive time at target $i$. Otherwise (i.e., if the event $h \rightarrow \tau_i^*$ occurs with $R_i(t_0 + \tau_i^*) > 0$), the agent will have to subsequently solve an instance of RHCP3 to determine the next-visit target and depart from target $i$.

**Remark 5:** Upon solving RHCP1, over the subsequent active time at target $i$, the agent can choose to control its
angular velocity \( w_a(t) \) (while keeping \( u_a(t) = 0 \)) to adjust its heading \( \theta_a(t) \) to accommodate the impending departure towards the next-visit target \( j' \) found in [19]. However, the agent can also choose to keep \( w_a(t) = 0 \) over such dwell-time periods and plan the shapes of the trajectory segments \( \{(i, j) : j \in A_i \} \) accordingly.

IV. OPTIMAL CONTROLS FOR FIRST-ORDER AGENTS

In the previous sections, we have proposed an RHC based solution for PMN problems that uses energy-aware second-order agents. In this section, for comparison purposes, we first present the details of a similar RHC solution [8] that uses energy-agnostic first-order agents. Subsequently, motivated by a few practical qualities that such first-order agent behaviors (controls) possess, we derive energy-aware control laws for governing actual second-order agents in a way that they imitate first-order agents.

In particular, this section explores how the agent controls \( \{u_a^\ast(t) : t \in P_{ij} \} \) derived for energy-aware second-order agents \( \mathcal{J}_H \) (given in Lemmas 1 and 2) should be modified if we are to replace them with energy-agnostic first-order agents or with energy-aware second-order agents that imitate first-order agents. Based on the proposed modular RHCP \( \mathcal{J}_H \) solution process (outlined in Fig. 4), note that, a change in the order agents. Based on the proposed modular RHCP \( \mathcal{J}_H \) (not the RHCPM \( \mathcal{J}_H \{u_a(t)\} \) - specifically through the energy objective component \( J_{th}(\{u_a(t)\}) \)). Therefore, in this section, our main focus is on re-stating (and solving) the OCP \( \mathcal{J}_H \) assuming its sensing objective component \( \mathcal{J}_{th}(\rho_{ij}) \) is given. Note also that such a change in the OCP objective will directly affect the resulting optimal transit-time (i.e., \( \rho_{ij}^\ast \)) and consequently will also affect all the other control variables in \( U_{ij}^\ast \).

Since we assume the \( \mathcal{J}_{th}(\rho_{ij}) \) function is given in this section, we keep the ensuing analysis independent of the exact RHCPM form (i.e., RHCP1, RHCP2 or RHCP3). To this end, we start with generalizing the optimal agent controls established for second-order agents in Lemmas 1 and 2 in a theorem. For convenience, let us label the PMN solution that is established for second-order agents in Lemmas 1 and 2, in a particular form. Finally, note that both (35) and (52) represent the same agent control profile albeit with a shifted starting point \( t_o = t_o^* \) (compared to being \( t_o = t_o \)) in the latter. However, as shown in (51), this starting point \( t_o^* \) depends only on sensing objective related quantities and the determined optimal transit-time value. Moreover, since our main focus in this section is on agent controls \( \{u_a(t) : t \in P_{ij}\} \), without loss of generality, we can assume \( t_o = t_o^* = 0 \) and \( \mathcal{P}_{ij} = [0, \rho_{ij}] \).

With regard to the SO method, let us denote: (i) optimal transit-time as \( \rho_{SO} \), (ii) optimal tangential velocity and acceleration as \( v_{SO}^\ast(t) \) and \( u_{SO}^\ast(t) \), respectively, for \( t \in [0, \rho_{SO}] \), (iii) maximum tangential velocity and acceleration as \( v_{SO}^\ast \) and \( u_{SO}^\ast \), respectively, and, (iv) optimal agent energy consumption for the transition as \( E_{SO} \).

Theorem 3: Under the SO method: \( \rho_{SO} \) is given by [54],

\[
v_{SO}^\ast(t) = \frac{6y_{ij}}{\rho_{SO}} t (\rho_{SO} - t), \quad u_{SO}^\ast(t) = \frac{6y_{ij}}{\rho_{SO}} \left(1 - \frac{2t}{\rho_{SO}}\right),
\]

for \( t \in [0, \rho_{SO}] \) and

\[
v_{SO} = \frac{3y_{ij}}{2\rho_{SO}}, \quad u_{SO} = \frac{6y_{ij}}{\rho_{SO}}, \quad E_{SO} = \frac{12y_{ij}^2}{\rho_{SO}^3}.
\]

Proof: The results stated in (55) directly follow from (35) and (39). The relationships given in (56) can be obtained using (55) (via calculus) and (38).

Figure 5 illustrates an example agent tangential velocity profile segment \( \{v_{SO}^\ast(t) : t \in [0, \rho_{SO}]\} \). In the subsequent subsections, we explore several alternative approaches to this SO method. In particular, each of these alternative methods has its root in the first-order agent model used in [8], [10] - where each agent is assumed to travel at a fixed predefined velocity over each trajectory segment, and thus, does not involve an OCP in RHCPs. We label this approach of controlling agents as the “FO-0 Method” and an example agent tangential velocity profile observed is shown in Fig. 5.

However, note that we can neither characterize the total energy consumption nor control a real-world agent over such a tangential velocity profile as in the FO-0 curve in Fig. 5 - due to the involved instantaneous infinite accelerations. Therefore, to facilitate a comparison between SO and FO-0 methods, we propose to use actual second-order agents (instead of first-order ones) but enforce each agent controller to approximate a first-order agent behavior (FO-0). We label this approximate version of the FO-0 method as the “FO-1 Method” and a corresponding agent tangential velocity profile is shown in Fig. 5.
b) FO-1 Method: Under the FO-1 method, as shown in Fig. 5, each agent is assumed to go through a sequence of: constant acceleration (of $u_{F1}$), constant velocity (of $v_{F1}$) and constant deceleration (of $-u_{F1}$) stages over a period of length $\rho_{F1}$ every time it travels on a trajectory segment. In particular, the acceleration/deceleration magnitude $u_{F1}$ and the average velocity value $v_{m1} = y_{ij}/\rho_{F1}$ are assumed to be prespecified, commonly for all $(i, j) \in \mathcal{E}$. The resulting maximum velocity level on a trajectory segment $(i, j) \in \mathcal{E}$ is denoted as $v^j_{F1}$ and can be expressed in terms of $y_{ij}, u_{F1}$ and $v_{m1}$ as

$$ v^j_{F1}(u_{F1}, v_{m1}) = \left\{ \begin{array}{ll}
\frac{y_{ij}u_{F1} - \sqrt{y_{ij}^2u^2_{F1} - 4v^2_{m1}y_{ij}u_{F1}}}{2v_{m1}} & \text{if } y_{ij} \geq \frac{4v^2_{m1}}{u^2_{F1}}, \\
\sqrt{y_{ij}u_{F1}} & \text{otherwise.}
\end{array} \right. $$

(57)

To conduct a fair comparison between the SO and FO-1 methods, the two parameters $u_{F1}$ and $v_{m1}$ that define the FO-1 method are selected as follows. First, let us define $u^\text{max}_{SO}$ and $v^\text{max}_{SO}$ as the respective maximum values of all the $u_{SO}$ and $v_{SO}$ values (empirical) observed in the interested PMN problem. Then, we propose to enforce:

$$ u_{F1} = u^\text{max}_{SO} \quad \text{and} \quad v_{m1} = \arg\max_{v_m > 0} v^j_{F1}(u^\text{max}_{SO}, v_m) $$

(58)

subject to $v^j_{F1}(u^\text{max}_{SO}, v_m) \leq v^\text{max}_{SO}$.

This ensures that the maximum velocity and acceleration values resulting from the FO-1 method are identical or as close as possible to those of the SO method.

**Proposition 1:** The $v_{m1}$ expression given in (58) can be simplified into the form

$$ v_{m1} = \min_{(i, j) \in \mathcal{E}} \frac{y_{ij}u^\text{max}_{SO}v^\text{max}_{SO}}{(v^\text{max}_{SO})^2 + y_{ij}u^\text{max}_{SO}} $$

subject to $y_{ij} \geq (v^\text{max}_{SO})^2/(u^\text{max}_{SO})$.

**Proof:** Provided in Appendix [C].

Note that according to Proposition 1, we need to assume the given $u^\text{max}_{SO}$ and $v^\text{max}_{SO}$ satisfy $\exists (i, j) \in \mathcal{E}$ with $y_{ij} \geq (v^\text{max}_{SO})^2/(u^\text{max}_{SO})$. However, if this assumption does not hold, we simply can use a lower $v^\text{max}_{SO}$ value than its actual value when evaluating $v_{m1}$ in (59). Note also that the maximum velocity value observed in the FO-1 method is given by

$$ v_{F1} = \max_{(i, j) \in \mathcal{E}} v^j_{F1}(u^\text{max}_{SO}, v_{m1}), $$

(60)

and the agent energy consumption on a trajectory segment $(i, j)$ can be proven to be

$$ E^j_{F1} = 2u^\text{max}_{SO}v_{F1}(u^\text{max}_{SO}, v_{m1}). $$

(61)

We can now compare the FO-1 and SO methods as we can compute the total agent energy consumption in the FO-1 method (numerical results are provided in Section [V], e.g., Tab I). We again highlight that the FO-1 method: (i) does not consider the agent energy when solving its RHCPs (i.e., RHCPs do not involve an OCP) and (ii) uses actual second-order agents whose controllers constrained to approximate first-order agent behaviors. We conclude our discussion about the FO-1 method with the following remark - which will motivate us to refine the proposed FO-1 method.

**Remark 6:** Notice that the optimal second-order agent control $u^*_2(t)$ (in the SO method) decreases linearly and includes a zero-crossing point (at $t = (t_s + t_f)/2$). In practice, such a control input can be difficult to realize due to dead-bands in response of the used motion actuator (near $u_2(t) = 0$). In contrast, the bang-zero-bang type of a control input required when controlling a second-order agent so that it approximates a first-order agent (like in the FO-1 method) - can be conveniently implemented.

c) FO-2 Method: Even though we have proposed a reasonable and consistent way to select the parameters involved in the FO-1 method (i.e., $u_{F1}$ and $v_{m1}$), it is clear that such an approach is agnostic to the agent energy consumption. To address this concern, we next propose the FO-2 method, which as shown in Fig. 5 is identical to the FO-1 method in many ways except for its choice of acceleration/deceleration magnitude $u_{F2}$ and average velocity value $v_{m2}$. In particular, as opposed to selecting $u_{F2}, v_{m2}$ according to (58), here, an energy-optimized approach is followed.

**Theorem 4:** Under the FO-2 method, for a fixed average velocity $v_{m2} = y_{ij}/\rho_{F2}$, on a trajectory segment $(i, j) \in \mathcal{E}$, the optimal agent energy consumption is $E_{F2} = \frac{27v_{m2}^4}{2v_{ij}^3}$ and it is achieved when $u_{F2} = \frac{v_{m2}^2}{2v_{ij}^2}$ and $v_{F2} = \frac{2v_{m2}^3}{v_{ij}^2}$.

**Proof:** Since the total distance traveled by the (FO-2) agent over the period $[0, \rho_{F2}]$ is $y_{ij}$, we can state that

$$ \frac{1}{2} \left( \rho_{F2} + \left( \rho_{F2} - \frac{2v_{m2}^2}{u_{F2}} \right) \right) v_{F2} = y_{ij}. $$

(62)

Over the same period, the corresponding total agent energy requirement (denoted as $E_{F2}$) can be evaluated by integrating the square of the acceleration profile used. This gives

$$ E_{F2} = \int_0^{\rho_{F2}} u^2(t) dt = 2u_{F2}^2 v_{F2} = 2u_{F2}v_{F2}. $$

(63)

This expression can be further simplified using (62) to obtain

$$ E_{F2} = \frac{2v_{m2}^3}{v_{F2}^2 \rho_{F2} - y_{ij}}. $$

(64)

Recall that both $y_{ij}$ and $\rho_{F2} (= y_{ij}/v_{m2})$ are fixed in this case. Therefore, $E_{F2}$ in (64) is a function of (only) $v_{F2}$. Thus, we can use calculus to determine the choice of $v_{F2}$ that minimizes $E_{F2}$. This (and back substitution) reveals:

$$ v_{F2} = \frac{3y_{ij}}{2\rho_{F2}}, \quad u_{F2} = \frac{9y_{ij}}{2\rho_{F2}}, \quad E_{F2} = \frac{27y_{ij}^2}{2\rho_{F2}^2}. $$

(65)

Finally, this proof can be completed by replacing $\rho_{F2}$ terms with $y_{ij}/v_{m2}$ in each of the above expressions.

**Corollary 1:** If $v_{m2}$ in the FO-2 method is such that $\frac{y_{ij}}{v_{m2}} = \rho_{SO}$ (i.e., $\rho_{F2} = \rho_{SO}$), then

$$ v_{F2} = v_{SO}, \quad u_{F2} = \frac{3}{4}u_{SO}, \quad E_{F2} = \frac{9}{8}E_{SO}. $$

**Proof:** This result directly follow from comparing Theorem 3 (66) with (65).
Next, we use Theorem 4 to develop energy-optimized choices for the \( v_{m2} \) and \( u_{F2} \) parameters of the FO-2 method. However, similar to before, we also use \( v_{SO}^{\text{max}} \) and \( u_{SO}^{\text{max}} \) values (empirical) as known inputs in this process to make sure the maximum velocity and acceleration values resulting from the FO-2 method are identical or as close as possible to those of the SO method.

Note that the optimal choices of \( v_{F2} \) and \( u_{F2} \) given in Theorem 4 are dependent on both \((i,j) \in \mathcal{D}\) and \( v_{m2} \). Therefore, let us denote those on functions:

\[
v_{F2}^{ij}(v_{m2}) = \frac{3}{2} v_{m2}, \quad u_{F2}^{ij}(v_{m2}) = \frac{9 v_{m2}^2}{2 y_{ij}}, \tag{66}
\]

Now, we propose to select the parameter \( v_{m2} \) based on the above two relationships and the given \( v_{SO}^{\text{max}} \), \( u_{SO}^{\text{max}} \) values as

\[
v_{m2} = \arg \max_{v_{m2} > 0, \, (i,j) \in \mathcal{D}} \quad v_{F2}^{ij}(v_{m2}) \quad \text{subject to} \quad v_{F2}^{ij}(v_{m2}) \leq v_{SO}^{\text{max}}, \quad u_{F2}^{ij}(v_{m2}) \leq u_{SO}^{\text{max}}.
\tag{67}

Proposition 2: The \( v_{m2} \) expression given in \( (67) \) can be simplified into the form

\[
v_{m2} = \min \left\{ \frac{1}{3} \sqrt{2 y_{ij} v_{SO}^{\text{max}}}, \frac{2}{3} v_{SO}^{\text{max}} \right\} \tag{68}
\]

where \( y_{ij} = \max_{(i,j) \in \mathcal{D}} y_{ij} \).

Proof: The proof follows the same steps as that of Proposition 1 and is, therefore, omitted. ■

We point out that even though the average velocity \( v_{m2} \) computed above is used commonly across all the trajectory segments, the acceleration/deceleration level of an agent in a trajectory segment \((i,j)\) has to be selected as \( u_{F2}^{ij}(v_{m2}) \) so as to optimize the agent energy consumption. Hence, the overall maximum acceleration/deceleration level observed in the FO-2 method is (via \( (66) \))

\[
u_{F2} = \max_{(i,j) \in \mathcal{D}} u_{F2}^{ij}(v_{m2}). \tag{69}
\]

Consider the scenario where \( \rho_{F2} = \rho_{SO} \) on a certain trajectory segment. In such a case, sensing objective wise, both FO-2 and SO methods perform equally. However, Corollary 1 states that energy objective wise, the FO-2 method shows a 12.5% loss (i.e., a higher energy consumption) compared to the SO method. Moreover, recall that the FO-2 method does not consider the energy expenditure when solving its RHCPs (i.e., no OCP is involved, similar to FO-0 and FO-1 methods). To mitigate these two obvious disadvantages, we next propose the FO-3 method - where we try to optimize the energy objective further compromising the sensing objective in an OCP.

\textbf{d) FO-3 Method:} As shown in Fig. 5, the FO-3 method has similarly shaped agent state trajectories to FO-1 and FO-2 methods. However, as we will see next, the FO-3 method does not involve any parameter that needs to be selected based on external information like \( u_{SO}^{\text{max}} \) and \( v_{SO}^{\text{max}} \). On the other hand, note that in the FO-2 method, the optimal agent energy consumption \( E_{F2} \) is inversely proportional to the transit-time \( \rho_{F2} \). Motivated by this, the FO-3 method proposes to use a larger transit-time \( \rho_{F3} \geq \rho_{F2} \) (see Fig. 5) compromising the sensing objective so as to achieve a better (lower) energy objective. However, to make this trade-off profitable one (in terms of the total objective) we need to use the OCP \((22)\).

Note that we assume \( J_{\text{SH}}(\rho_{ij}) \) (i.e., the sensing objective component of the OCP \((22)\)) as a known function in this section. Therefore, the sensing objective component of OCP \((22)\) under the FO-3 method can be written as \( J_{\text{SH}}(\rho_{F3}) \). On the other hand, under the FO-3 method, the energy objective component of the OCP can be written as \( J_{\text{H}}(u_{i}(t)) \) as \( E_{F3} \triangleq \frac{27 v_{ij}^2}{2 \rho_{F3}} \) (using \( E_{F2} \) in \( (65) \) and replacing \( \rho_{F2} \) with \( \rho_{F3} \)). Hence, the objective function of the OCP \((22)\) under the FO-3 method is

\[
J_{\text{H}} = \alpha_{H} E_{F3} + J_{\text{SH}}(\rho_{F3}) = \alpha_{H} \frac{27 v_{ij}^2}{2 \rho_{F3}} + J_{\text{SH}}(\rho_{F3}). \tag{70}
\]

\textbf{Theorem 5:} Under the FO-3 method, the optimal trans-time is \( \rho_{ij} = \rho_{F3} \) that satisfies the equation:

\[
\frac{dJ_{\text{SH}}(\rho_{ij})}{d\rho_{ij}} = \frac{81}{2} \alpha_{ij}^{\rho_{F3}}. \tag{71}
\]

The corresponding optimal values of \( v_{F3} \), \( u_{F3} \) and \( E_{F3} \) are

\[
v_{F3} = \frac{3 y_{ij}}{2 \rho_{F3}}, \quad u_{F3} = \frac{9 y_{ij}}{2 \rho_{F3}}, \quad E_{F3} = \frac{27 v_{ij}^2}{2 \rho_{F3}} \tag{72}
\]

i.e., \( v_{F3} = \frac{1}{k} v_{SO}, \quad u_{F3} = \frac{3}{4 k} u_{SO}, \quad E_{F3} = \frac{9}{8 k^2} E_{SO} \) where \( k \triangleq \frac{\rho_{F3}}{\rho_{SO}} \).

Proof: The OCP objective \( J_{\text{H}} \) given in \( (70) \) depends only on the choice of \( \rho_{F3} \). Therefore, the optimal \( \rho_{F3} \) value that minimizes \( J_{\text{H}} \) can be found using the equation \( \frac{dJ_{\text{SH}}}{d\rho_{F3}} = 0 \), which translates into \( (71) \). Since both FO-2 and FO-3 methods assume structurally similar velocity profiles, we still can use Theorem \( 4 \) in the context of FO-3 after replacing \( \rho_{F2} \) with \( \rho_{F3} \). In this way, \( (72) \) (and the remaining results) can be obtained using \( (65) \) and (Theorem 3 \( 56 \)). ■

Note that even though equations \( (71) \) and \( 54 \) are structrually similar, their subtle difference (in the coefficient on the RHS) causes the FO-3 method to have a different trans-time value compared to the SO method. Based on the difference between \( (71) \) and \( 54 \), we can anticipate \( \rho_{F3} > \rho_{SO} \) (also, as we intended in the first place). In such a case, the parameter \( k \) defined in Theorem 5 follows \( k > 1 \). This implies that (from Theorem 5) \( v_{F3} < v_{SO} \) and \( u_{F3} < u_{SO} \), i.e., the FO-3 method requires smaller velocity and acceleration values compared to the SO method.

As shown in Appendix \( D \) and \( 3 \) this analysis regarding the optimal (approximate) first and second-order agent behaviors on trajectory segments can be extended effortlessly for scenarios where agents have additional velocity and acceleration constraints.

\textbf{V. NUMERICAL RESULTS}

In this section, we first explore the nature of individual RHCP3 and RHCP1 solutions presented in Section \( 3 \) under second-order agents (i.e., SO method). Then, we compare the
performance metrics $J_T, J_e$ and $J_s$ defined in (3) obtained for several different PMN problem configurations (shown in Fig. 13) under different agent control methods: SO, FO-1, FO-2 and FO-3.

A. Numerical Results for a RHCP3

To numerically evaluate quantities relating to a RHCP3 and its solution, we chose target parameters as $A_m = 1, B_m = 10, \forall m \in \mathcal{N}$ with $|\mathcal{N}| = 3$. Moreover, the default values of $\alpha, R_j(t_j), y_{ij}$ and $H$ are chosen respectively as 0.5, 100, 50 and 250. Figures 6-8 respectively show how the RHCP3 solution (i.e., $v_a(t), u_a(t), J_{HJ}$ and $J_H$) changes when the three parameters $\alpha, R_j(t_j)$ and $y_{ij}$ are varied.

Figure 6 confirms that by increasing the weight factor $\alpha$ (i.e., by giving more weight to the energy objective), we can constrain the agent tangential velocity and acceleration profiles. A converse behavior can be seen in Fig. 7 with respect to the next-visit target $j$’s initial uncertainty $R_j(t_j)$. In particular, when $R_j(t_j)$ is high, the agent is required to arrive at target $j$ quickly (resulting in high tangential velocity and acceleration levels). In contrast, Fig. 8 reveals that when the trajectory segment length $y_{ij}$ is varied, the agent may not try to significantly regulate: (i) the arrival time at target $j$ (i.e., the transit-time $t_{ij} = t_j$) or (ii) the magnitude of the maximum tangential acceleration.

B. Numerical Results for a RHCP1

Similar to before, to numerically evaluate quantities relating to a RHCP1 and its solution, we use the same parameter values mentioned before, along with an additional default (initial) value $R_i(t_i) = 50$. Figures 9-12 respectively show how the RHCP1 solution (i.e., $v_a(t), u_a(t), J_{HJ}$ and $J_H$) changes when the four parameters $\alpha, R_j(t_j), y_{ij}$ and $R_i(t_i)$ are varied.

The RHCP1 solution properties illustrated in Figs. 9-11 are identical to those of the RHCP3 (shown in Figs. 6-8), except for the fact that now $t_o > t_i = 0$ (recall that $t_o$ is the planned time to leave the target $i$). However, Figs. 9-11 imply that $t_o$ is independent of the $\alpha, R_j(t_j)$ or $y_{ij}$ value. In contrast, Fig. 12 reveals that $t_o$ is directly proportional to the $R_i(t_i)$ value. Moreover, Fig. 12 shows that the maximum values of tangential velocity and acceleration decreases by a small margin when $R_i(t_i)$ is increased. This implies that the agent plans to travel less urgently when it has to do more “sensing” at the current target $i$.

C. Overall Performance in PMN Problems

In this final section, we compare the performance metrics $J_T, J_e$ and $J_s$ defined in (3) obtained for several different PMN problem configurations using agents behaving under: (i) SO, (ii) FO-1, (iii) FO-2 and (iv) FO-3 methods. In addition to $J_T, J_e$ and $J_s$, we also use the performance metrics:

$$v_{\text{max}} \triangleq \max_{a \in \mathcal{A}, t \in [0, T]} v_a(t) \quad \text{and} \quad u_{\text{max}} \triangleq \max_{a \in \mathcal{A}, t \in [0, T]} |u_a(t)|,$$  \hspace{1cm} (73)

to represent overall agent behaviors rendered by different agent models. The proposed RHC solution to
TABLE I: A comparison of performance metrics: $J_e$, $J_s$, $J_f$ (defined in (3)) and $\nu_{max}$, $u_{max}$ (defined in (73)) observed under different agent control methods SO, FO-1, FO-2 and FO-3 for each PMN Problem Configuration (PC) shown in Fig. 13.

| PC | $J_e$ | $J_s$ | $J_f$ | $\nu_{max}$ | $u_{max}$ |
|----|-----|-----|-----|---------|---------|
| PC1 | 457.4 | 1043.6 | 592.2 | 3476.1 | 1015.7 |
| PC2 | 353.1 | 1084.5 | 232.9 | 359.9 | 155.1 |
| PC3 | 1150.1 | 1561.1 | 97.2 | 1533.1 | 52.2 |
| PC4 | 751.4 | 455.4 | 22.6 | 615.5 | 24.8 |
| PC5 | 56.7 | 56.7 | 35.6 | 63.9 | 160.2 |
| PC6 | 120.4 | 108.6 | 76.8 | 122.9 | 111.0 |
| PC7 | 105.1 | 22.6 | 35.6 | 54.1 | 120.4 |
| PC8 | 72.6 | 471.5 | 108.8 | 471.5 | 108.8 |

Fig. 11: RHCP1 solution under different $y_{ij}$ values.

(a) Tan. Vel.: $y_{ij}(t)$  (b) Tan. Acc.: $u_{ij}(t)$  (c) Cost: $J_{H_H}, J_{H_U}, J_{HH}$

Fig. 12: RHCP1 solution under different $R_i(t)$ values.

(a) Tan. Vel.: $y_{ij}(t)$  (b) Tan. Acc.: $u_{ij}(t)$  (c) Cost: $J_{H_H}, J_{H_U}, J_{HH}$

Fig. 13: Final state of the PCs after using the highest performing agent model (and the respective optimal control): FO-3 in PC2 and PC4, and SO in all the other PCs.

In particular, we consider the eight multi-agent PMN problem configurations (PCs) shown in Fig. 13 (labeled PC1-PC8). In each PC, blue circles represent targets and black lines represent the trajectory segments available for the agents to travel between targets. Yellow vertical bars, purple horizontal bars and red triangles indicate target uncertainty levels, agent energy consumption levels and agent locations (i.e., $R_i(t), J_{so}(0, t)$ and $s_{so}(t)$), respectively. Since these three quantities are time-dependent, in the figures, only their terminal state (i.e., at $t = T$) is shown when the highest performing agent model (control method) is used.

The parameters of each PC have been chosen as follows: $A_l = 1$, $B_l = 10$, $R_l(0) = 0.5$, $\forall i \in \mathcal{I}$ and target locations (i.e., $Y_i$) are specified in each PC figure. In all PCs, targets have been placed inside a 600 × 600 mission space. The time horizon was set to $T = 500$. The initial locations of the agents were chosen such that $s_{so}(0) = Y_i$ with $i = 1 + (a - 1) \times \text{round}(M/N)$. The upper bound on the planning horizon (i.e., $H$) was chosen as $H = \frac{H}{2} = 250$ and the weight factor $\alpha$ in (3) was chosen as $\alpha = 213.3 \times 10^{-6}$.

Obtained comparative results are summarized in Tab. I. According to these results, on average, the energy-aware second-order agents (i.e., the SO method) have outperformed the energy-agnostic and energy-aware versions of first-order agents (i.e., FO-1 and FO-2, FO-3 methods, respectively) in terms of sensing objective $J_e$, energy objective $J_s$ as well as the total objective $J_f$.

However, the energy-aware (approximate) first-order agent control method FO-3 has shown relatively closer (within 1.17% on average) performance levels to those of the SO method. Moreover, the FO-3 method has outperformed the SO method in terms of the performance metrics $u_{max}$ and $\nu_{max}$. This observation is reasonable because the motivation behind developing the FO-3 method was to improve the agent energy consumption. Recall also that we already have proven in Theorem 5 that $\nu_{F3} = \frac{6}{2} \nu_{SO}, H_{F3} = \frac{3}{4} H_{SO}$ with $k \geq 1$ - which implies that agents under FO-3 method show lower maximum velocity and acceleration levels compared to agents under SO method. Nevertheless, we point out that SO and FO-3 methods have identical computational costs as their respective computational bottlenecks are in solving the non-linear equations (54) and (71) - that has the same form.

VI. CONCLUSION

This paper considers the persistent monitoring problem defined on a network of targets that needs to be monitored by a team of energy-aware dynamic agents. Starting from an existing event-driven receding horizon control (RHC) solution, we exploit optimal control techniques to incorporate agent dynamics and agent energy consumption into the
The proposed overall RHC solution is computationally efficient, distributed, on-line and gradient-free. Numerical results are provided to highlight the improvements with respect to an RHC solution that uses energy-agnostic first-order agents. Ongoing work aims to combine the proposed solution with a path planning algorithm to address situations where the agent trajectory segment shapes have to be optimally determined.

APPENDIX

A. Selecting the Weight Factor: $\alpha$

The weight factor $\alpha$ present in both the main objective $J_F$ (3) and the RHCP objective $J_H$ (20) is an important factor that decides the trade-off between energy objective and the sensing objective components (i.e., $J_{EH}$ and $J_{SH}$, respectively). Moreover, note that $\alpha$ can be used to bound the resulting optimal agent velocities and accelerations from the proposed RHC solution. Therefore, it is important to have an intuitive technique to select (and vary) $\alpha \in [0, \infty)$.

To develop such a technique, we use the RHCP form (20): $J_f = \alpha J_{EH} + J_{SH}$, rather than the main optimization problem form (3). A typical RHCP objective function $J_H$ that considers both energy and sensing objectives (i.e., $J_{EH}$ and $J_{SH}$, respectively) can be written as

$$J_H = \beta \left( \frac{J_{EH}}{E_{H}^{max}} + \frac{J_{SH}}{S_{H}^{max}} \right) \alpha,$$

where $E_{H}^{max}$ and $S_{H}^{max}$ are upper-bounds to the terms $J_{EH}$ and $J_{SH}$ respectively and $\beta$ is a parameter such that $\beta \in [0, 1]$. Next, let us re-arrange the above expression to isolate the sensing objective component as

$$J_H = \left[ \frac{\beta}{1 - \beta} \frac{S_{H}^{max}}{E_{H}^{max}} \right] J_{EH} + J_{SH}.$$

Now, if the ratio $S_{H}^{max}/E_{H}^{max}$ is known, a candidate $\alpha$ value can be obtained intuitively by selecting $\beta \in [0, 1]$ appropriately. For an example, selecting $\beta = 0.5$ gives an equal weight to both energy and sensing objective components.

To estimate the ratio between $S_{H}^{max}$ and $E_{H}^{max}$ we can consider a simple RHCP that occurs when an agent $a$ is ready to leave a target $i$ with a (single) neighboring target $j$ connected through a trajectory segment $(i, j)$. For such a scenario, assuming steady-state operation, using Theorem 1 we can show that $S_{H}^{max} \approx \rho_{ij}$. Next, let us define quantities $E_{H}^{max}$, $v_{max}$ and $u_{max}$ based on Theorem 3 (56) as

$$E_{H}^{max} \triangleq E_{SO} \approx \frac{y_{ij}^2}{\rho_{ij}^2}, \quad v_{max} \triangleq v_{SO} \approx \frac{y_{ij}}{\rho_{ij}}, \quad u_{max} \triangleq u_{SO} \approx \frac{y_{ij}}{\rho_{ij}^2}.$$

Combining $S_{H}^{max}$, $E_{H}^{max}$ together with $v_{max}$ or (alternatively) $u_{max}$ stated above, we can show that

$$\frac{S_{H}^{max}}{E_{H}^{max}} \approx \frac{y_{ij}^2}{v_{max}^2}, \quad \text{or} \quad \frac{S_{H}^{max}}{E_{H}^{max}} \approx \frac{1}{u_{max}^2},$$

respectively. Here, $v_{max}$ and $u_{max}$ can be thought of as the preferred tangential velocity and acceleration bounds for the agents, respectively. And $y_{ij}$ can be thought of as the mean trajectory segment length over all $(i, j) \in \mathcal{E}$. Finally, neglecting the constants of proportionality in the above statements and using (75), we can state $\alpha$ as

$$\alpha = \frac{\beta y_{ij}^2}{1 - \beta v_{max}^2}, \quad \text{or} \quad \alpha = \frac{\beta}{1 - \beta u_{max}^2}. \quad (77)$$

This result (77) provides a systematic way to select $\alpha$ while accounting for: (i) the relative balance between sensing and energy objectives (via $\beta \in [0, 1]$) and (ii) the preferred tangential velocity and acceleration bounds (via $v_{max}$ and $u_{max}$, respectively). For an example, with $\beta = 0.5$, $v_{max} = 50$, $y_{ij} = 25$, the relationship in (77) gives $\alpha = 1.01 \times 10^{-4}$.

B. Proof of Theorem 2

First, we transform the parametric form $\{(x(p), y(p)) : p \in [p_o, p_f]\}$ of the trajectory segment shape into the form $\{(x(l), y(l)) : l \in [0, y_{ij}]\}$ where $l$ represents the distance along the trajectory segment from $(x(p_o), y(p_o))$ to $(x(p_f), y(p_f))$, $p \in [p_o, p_f]$ (recall that $y_{ij}$ is the total length of the interested trajectory segment $(i, j) \in \mathcal{E}$). To achieve the said transformation, we should be able to express the parameter $p$ explicitly in terms of the distance $l$. For this purpose, exploiting the geometry (see also Fig. 2), we can write a differential equation:

$$dl = \sqrt{(x'_{l})^2 + (y'_{l})^2} \, dp.$$

Under assumption 2 (78) can be solved to obtain explicit relationships: $l = f(p)$ and $p = f^{-1}(l)$, where $f : [p_o, p_f] \to [0, y_{ij}]$ as in (12). Thus, we can now express the trajectory segment shape in the form: $\{(x(l), y(l)) : l \in [0, y_{ij}]\}$.

Second, according to Fig. 2 note that when the agent $a \in \mathcal{A}$ is at $s_{a}(t) \equiv (x(l), y(l))$, its orientation $\theta$ satisfies

$$\tan \theta = \frac{\dot{y}(l)}{\dot{x}(l)} \implies \frac{dx}{dt} \frac{dl}{dt} = \frac{\dot{y}(l)}{\dot{x}(l)} \frac{dx}{dt} \equiv \frac{y'}{x'}.$$

In the above, the notation “$/'$” (without a subscript) has been used here to represent the $\frac{dx}{dt}$ operator. The time derivative of this relationship gives

$$\sec^2 \theta \frac{d\theta}{dt} = \frac{(x'y'' - y'x'')}{(x')^2} \frac{dl}{dt}.$$

Note that if $l = l_o(t)$ is used to represent the total distance the agent traveled on the trajectory segment by the time $t \in [t_o, t_f]$, we can also write $\frac{dx}{dt} = v_o(t)$ (i.e., the agent tangential velocity) and $\frac{d\theta}{dt} = w_a(t)$ (i.e., the agent angular velocity). Therefore, using the above two relationships and the trigonometric identity: $\sec^2 \theta = 1 + \tan^2 \theta$, we can obtain $w_a(t)$ for any $t \in [t_o, t_f]$ as

$$w_a(t) = \frac{x'y'' - y'x''}{(x')^2 + (y')^2} v_o(t). \quad (81)$$

Here, note that the first term $G(l)$ is a function of $l = l_o(t)$. 

Finally, we can transform this $G(l)$ term in (81) to obtain a function of parameter $p$, using the following relationships (from the chain rule and the fact that $l = f(p)$):

$$ x' = \frac{x_p}{f_p}, \quad y' = \frac{y_p}{f_p}, \quad x'' = \frac{x_{pp} f_p - x_p f_{pp}}{(f_p)^3}, \quad y'' = \frac{y_{pp} f_p - y_p f_{pp}}{(f_p)^3}, $$(82)

and (using (12))

$$ f_p = \sqrt{(x_p)^2 + (y_p)^2}. $$

(83)

Recall that, in the above, we have used the notation "$\cdots$" (with a subscript $p$) to denote the operator $\frac{\partial}{\partial p}$. Now, using (82) and (83), $G(l)$ in (81) can be written as

$$ G(l) = G(f(p)) = \frac{x_{pp} f_p - x_p f_{pp}}{(f_p)^2}, $$

Comparing the above result with (13), notice that $G(l) = F(p)$. Therefore, (81) can be written as $w_a(t) = F(p)v_a(t)$ where now $p$ can be replaced with $p = f^{-1}(l(i_a(t)))$ to obtain (15):

$$ w_a(t) = F(f^{-1}(l_a(t)))v_a(t), $$

which completes the proof.

C. Proof of Proposition 7

It is easy to show that $v^{ij}_{F1}(u_{SO}^{max}, v_m)$ (57) is a monotonically increasing function with respect to $v_m$. In particular, if $v_m > \frac{1}{2} \sqrt{\gamma_{ij}}$, the function $v^{ij}_{F1}(u_{SO}^{max}, v_m)$ plateaus at a level $v_{SO}^{max}$. Therefore, the set of $v_m$ values that satisfies the inequality $v^{ij}_{F1}(u_{SO}^{max}, v_m) \leq v_{SO}^{max}$ can be stated as

$$ v_m \leq v^{ij}_m \equiv \begin{cases} v_{SO}^{max} & \text{if } y_{ij} \geq \left(\frac{v_{SO}^{max}}{u_{SO}^{max}}\right)^2 \\ \infty & \text{otherwise.} \end{cases} $$

(85)

According to (58), the inequality $v^{ij}_{F1}(u_{SO}^{max}, v_m) \leq v_{SO}^{max}$ should hold for all $(i, j) \in E$. Therefore, the feasible set of $v_m$ in (58) is: $v_m \leq \min_{(i, j) \in E} v^{ij}_m$. Again, using the monotonicity property of $v^{ij}_{F1}(u_{SO}^{max}, v_m)$ (which is also the objective function of (58)), we can show that the optimal $v_m$ value (i.e., $v_m^{opt}$) of (58) is the maximum feasible $v_m$ value, i.e.,

$$ v_m = \min_{(i, j) \in E} v^{ij}_m = \min_{(i, j) \in E} \frac{y_{ij} u_{SO}^{max}}{u_{SO}^{max}} \left(\frac{v_{SO}^{max}}{u_{SO}^{max}}\right)^2 + y_{ij} u_{SO}^{max} $$

subject to $y_{ij} \geq \left(\frac{v_{SO}^{max}}{u_{SO}^{max}}\right)^2 / u_{SO}^{max}$

(86)

D. Second-Order Agent Models with Constraints

In this section, we show how a second-order agent $a \in A$ should select its behavior (including the transit-time) on a trajectory segment when solving a RHCP under tangential velocity or acceleration bounds.

a) SO-V Method: The SO-V method assumes that the agent tangential velocity is bounded such that $|v_a(t)| \leq \bar{v}$ where $\bar{v}$ is predefined and satisfies $\bar{v} < v_{SO} = \frac{3y_{ij}}{2p_{SO}}$ (recall that $p_{SO}$ is the optimal transit-time found for the unconstrained SO method). Based on the optimal unconstrained velocity profile (55), we can expect the optimal constrained velocity profile to contain three different phases: two quadratic segments at the beginning and the end and a constant velocity segment in the middle, as shown in Fig. 14.

A generalized version of the optimal unconstrained velocity profile (55) can be written as $v(t) = a_0\beta + (\bar{v} - \beta t)$, $t \in [0, \beta]$ where $\beta$ can be thought of as controllable parameter and $a_0 = \frac{v_{ij}}{\beta^2}$ (enforcing the condition: $\int_0^\beta v(t) dt = y_{ij})$. We next use this $v(t)$ profile to construct the optimal constrained velocity profile $v_a(t)$ as

$$ v_a(t) = \begin{cases} v(t) & t \in [0,t_1) \\ \bar{v} & t \in [t_1,t_2) \\ v(t-(\rho_{SV} - \beta)) & t \in [t_2,\rho_{SV}], \end{cases} $$

where $t_1$ is such that $v(t_1) = \bar{v}$ (existence of such a $t_1$ is guaranteed when $\beta \leq \rho_{SO}$), $t_2 = \rho_{SV} - t_1$ (from symmetry) and the transit-time $\rho_{SV}$ is such that $\int_0^{\rho_{SV}} v_a(t) dt = y_{ij}$. In particular, it can be shown that

$$ t_1 = \frac{\beta}{2} \left(1 - \frac{1 - \beta}{t_v}\right)^2, $$

$$ \rho_{SV} = \beta + \frac{2t_v}{3} \left(1 - \frac{1 - \beta}{t_v}\right)^2, $$

(88)

where $t_v \equiv \frac{3y_{ij}}{2p_{SV}}$. We highlight that the agent velocity profile $v_a(t)$ defined in (87) depends only on the parameter $\beta$.

Fig. 14: Tangential velocity profiles on a trajectory segment $(i, j) \in E$ under unconstrained (SO) and constrained (SO-V) second-order agent models.

Under the SO-V method, the sensing objective component of the OCP (22) is $J_{SO}^{*}(\rho_{SV})$ and the energy objective component of the OCP can be written as

$$ E_{SV} \equiv \int_0^{\rho_{SV}} \left(\frac{d^2v_a(t)}{dt^2}\right)^2 dt = \frac{12y_{ij}^2}{\beta^3} \left(1 - \frac{1 - \beta}{t_v}\right)^2. $$

(89)

Therefore, the OCP objective that needs to be minimized in a RHCP under the SO-V method is

$$ J_H = \alpha E_{SV} + J_{SO}^{*}(\rho_{SV}). $$

(90)

Thus, the optimal transit-time $\rho_{SV}^{*}$ (and hence the optimal $\beta$ value via (88)) can be found using:

$$ \frac{dJ_{SO}^{*}}{d\rho_{SV}} = \frac{dE_{SV}}{d\beta} / \frac{d\beta}{d\rho_{SV}} + \frac{dJ_{SO}^{*}(\rho_{SV})}{d\rho_{SV}} = 0. $$

(91)
As shown in Fig. 4, note that finding the optimal transit-time corresponding to the OCP (22) enables determining the remaining control inputs in $U_{aij}$ of the RHCP (18).

b) **SO-A Method:** The SO-A method assumes that the agent tangential acceleration is bounded such that $|a_i(t)| \leq \bar{a}$ where $\bar{a}$ is predefined and satisfies $\bar{a} < u_{SO} = \frac{6\beta}{\rho_{SA}}$. Based on the optimal unconstrained acceleration profile (55), we can expect the optimal constrained acceleration profile to be a composition of three stages: two constant acceleration sessions at the beginning and the end and a linearly decreasing acceleration session in the middle, as shown in Fig. 15

In particular, the optimal constrained acceleration profile $a_i(t)$ can be written as

$$a_i(t) = \begin{cases} 
\bar{a} & t \in [0,t_1], \\
\bar{a} - 2\beta(t - t_1) & t \in [t_1,t_2], \\
-\bar{a} & t \in [t_2,\rho_{SA}],
\end{cases} \quad (92)$$

where $t_1, t_2$ are switching times such that $a_i(t) = v_{SA}$ and $\rho_{SA}$ is the transit-time. Using the symmetry and the relationship $\int_0^{\rho_{SA}} v_{ai}(t)dt = y_{ij}$, it can be shown that

$$v_{SA} = \sqrt{\frac{\bar{a}^4}{6\beta^2}},$$

$$\rho_{SA} = 2 \sqrt{\frac{\bar{a}^4}{6\beta^2} + \frac{\bar{a}^3}{\beta}}. \quad (93)$$

Notice that $\beta$ is a controllable parameter that fully defines the optimal constrained acceleration profile in (92).

![Fig. 15: Tangential acceleration profiles on a trajectory segment $(i, j) \in \mathcal{A}$ under unconstrained (SO) and constrained (SO-A) second-order agent models.](image)

Under the SO-A method, the sensing objective component of a RHCP is $J_{\alpha}^{\rho_{SA}}$ and the energy objective component of the OCP (22) can be written as

$$E_{SA} \triangleq \int_0^{\rho_{SA}} a_i(t)^2 dt = 2\bar{a} \sqrt{\frac{\bar{a}^4}{6\beta^2} + \frac{\bar{a}^3}{3\alpha}}. \quad (94)$$

Therefore, the composite objective function of the OCP under the SO-A method is

$$J_H = \alpha E_{SA} + J_{\alpha}^{\rho_{SA}}(\rho_{SA}). \quad (95)$$

Thus, the optimal transit-time $\rho_{SA}$ (and hence the optimal $\beta$ value via (93)) can be found using the equation:

$$\frac{dJ_H}{d\rho_{SA}} = \alpha \frac{dE_{SA}}{d\beta} / \frac{d\beta}{d\beta} + \frac{dJ_{\alpha}^{\rho_{SA}}(\rho_{SA})}{d\rho_{SA}} = 0. \quad (96)$$

**E. First-Order Agent Models with Constraints**

In this section, we investigate how a first-order agent $a \in \mathcal{A}$ should select its behavior (including the transit-time) on a trajectory segment when solving an RHCP under tangential velocity or acceleration bounds.

a) **FO-V Method:** The FO-V method assumes that the agent tangential velocity is bounded such that $v_i(t) \leq \bar{v}$ where $\bar{v}$ is predefined and satisfies $\bar{v} < v_{FV} = \frac{3y_{ij}}{2\rho_{FA}}$ (recall that $\rho_{FV}$ is the transit-time found for the unconstrained FO-3 method).

Under this constrained setting, the optimal agent tangential velocity profile is shown in Fig. 16 where $v_{FA}$ is a controllable parameter. Taking the corresponding transit-time as $\rho_{FA}$ and using the fact that $\int_0^{\rho_{FA}} v_{ai}(t)dt = y_{ij}$, it can be shown that

$$v_{FA} = \frac{\bar{v}^2}{\bar{v}_{FA} - y_{ij}}. \quad (97)$$

Similar to before, under this FO-V method, the sensing objective component of the OCP (22) is $J_{\alpha}^{\rho_{FA}}(\rho_{FA})$ and the energy objective component of a RHCP can be written as

$$E_{FV} = \frac{2\bar{v}^3}{\bar{v}_{FA} - y_{ij}}. \quad (98)$$

The composite objective function that needs to be optimized the OCP (22) under the FO-V method is

$$J_H = \alpha E_{FV} + J_{\alpha}^{\rho_{FA}}(\rho_{FA}). \quad (99)$$

Therefore, the optimal transit-time $\rho_{FA}$ (and hence the optimal $v_{FA}$ value via (97)) can be found using:

$$\frac{dJ_H}{d\rho_{FA}} = \alpha \frac{dE_{FV}}{d\rho_{FA}} + \frac{dJ_{\alpha}^{\rho_{FA}}(\rho_{FA})}{d\rho_{FA}} = 0. \quad (100)$$

![Fig. 16: Tangential velocity profiles on a trajectory segment $(i, j) \in \mathcal{A}$ under unconstrained (FO-3) and constrained (FO-V) first-order agent models.](image)

b) **FO-A Method:** The FO-A method assumes that the agent tangential acceleration is bounded such that $|a_i(t)| \leq \bar{a}$ where $\bar{a}$ is predefined and satisfies $\bar{a} < u_{F3} = \frac{3y_{ij}}{2\rho_{F3}}$.

Under this constrained setting, the optimal agent tangential acceleration profile is shown in Fig. 17 where $v_{FA}$ is a controllable parameter. Taking the corresponding transit-time as $\rho_{FA}$ and using the fact that $\int_0^{\rho_{FA}} v_{ai}(t)dt = y_{ij}$, it can be shown that

$$v_{FA} = \frac{\rho_{FA} \bar{a}^2}{2} - \frac{\bar{a}^3}{\rho_{FA}^2} - \frac{4y_{ij}}{\bar{a}}. \quad (101)$$

Following the same procedure as before, under this FO-A method, the sensing objective component of the OCP is
\( J_{H}(p_{FA}) \) and the energy objective component of a RHCP can be written as

\[ E_{FA} = \frac{1}{2}(\rho_{FA} - \sqrt{\rho_{FA}^2 - \frac{4y_{1}(t)}{a}}). \] (102)

The composite objective function that needs to be optimized in a RHCP under the FO-A method is

\[ J_{H} = \alpha E_{FA} + J_{H}^{*}(p_{FA}). \] (103)

Therefore, the optimal transit-time \( p_{FA} \) (and hence the optimal \( v_{FA} \) value via (101)) can be found using:

\[ \frac{dJ_{H}}{dp_{FA}} = \alpha \frac{dE_{FA}}{dp_{FA}} + \frac{dJ_{H}^{*}(p_{FA})}{dp_{FA}} = 0. \] (104)

Fig. 17: Tangential velocity profiles on a trajectory segment \((i, j) \in \mathcal{E}\) under unconstrained (FO-3) and constrained (FO-A) first-order agent models.
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