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Particle velocity measurement within a free-falling particle curtain using microscopic shadow velocimetry
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Abstract: We report an optical method for particle velocity measurement that is suitable for the measurement of particle velocities within dense particle-laden flows with high spatial resolution. The technique is based on particle shadow velocimetry with the use of a long-distance microscopic lens for images collection. The narrow depth of field of the lens allows particles within the focal plane to have much higher pattern intensities than those outside it on the collected images. Data processing was then employed to remove particles from outside the focal plane based on the gradient of the signal and a threshold. Following this, particle velocity was calculated from two successive images in the usual way. The technique was successfully demonstrated in a free-falling particle curtain with volume fractions in the four-way coupling regime of near-spherical micro-particles falling under gravity. The method was successfully employed to measure the transverse velocity profile through the curtain, which is the first time that such a measurement has been performed. Other highly-fidelity experimental data, which is also well suited to model development and validation, include the particle mass flow rate, curtain thickness and opacity.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

There is an ongoing need for high-fidelity experimental data in particle-laden flows to increase understanding of the complex interactions between fluid and particles, particularly in conditions with high particle loadings in the four-way coupling regime [1]. Such data are needed to guide the development and validation of predictive models for applications including novel, high-temperature solar thermal receivers [2–4], minerals processing [5–7] and food processing [8–10]. In the application of solar-particle receivers, the particles fall through an opening at the base of a tapered hopper, leading to particle volume fractions in the range of some 1% to 60% and path lengths sufficient to yield opacities in the range of 0.1 to 0.9 [2,3,11]. These high values are desirable to achieve sufficient absorption of the concentrated radiation but also lead to strong interactions between each other and with the gas phase, as the particle curtain evolves in time and space. This densely laden flow regime, termed the four-way coupling regime [1], is still poorly understood compared with the one- and two-way coupling regimes, both of which have much lower particle loadings, which limits capacity to develop reliable models. The lack of reliable data can be attributed to significant challenges of performing reliable measurements of both gas and particle velocities in the presence of such high particle loadings. The distributions of number-density and velocity are important because they control both the particle dispersion and gas-phase entrainment, which in turn have a controlling influence on heat transfer and residence time in the receivers [4,12–15]. Consequently, there is a need to develop improved measurement
techniques to provide reliable and well-resolved measurement of these parameters in particle laden flows within the four-way coupled regime.

Particle image velocimetry (PIV) is widely used for velocity measurement in particle-laden flows with moderate volume fractions, because they can be non-intrusive and provide high spatial resolution [16,17]. The most common method to achieve spatial resolution within such a flow is to illuminate the particles with pulsed light sheets and then determining the correlation between the subsequent images of scattered light. The gas velocity can also be measured with tracer particles for the case where the particles have a sufficiently small Stokes numbers, i.e., the ratio of particle response time to the flow time scale

\[ S_t = \frac{\tau_p}{\tau_{\text{flow}}} < 0.05 \]  

[18]. Particle-tracking velocimetry (PTV) is as a complementary tool, but can only be employed for very low volume fractions [16]. However, PIV becomes unreliable where the particle volume fraction and optical path length become too high, owing to the strong effects of laser scattering, which leads both to the broadening and attenuation of both the laser sheet and the signal [19]. Hence, in conditions such as a falling particle curtain, the spatial resolution is too degraded and the signal too attenuated to be useful. Hence, the only PIV images available for a falling particle curtain have been obtained from images with illumination of the entire sheet [3], so that they lack spatial resolution. Several techniques were proposed to image microscopic objects within the optically-dense multi-phase flows, particularly in the core region of sprays, by suppressing multiple-scattering noises based on time gates (ballistic imaging [20–22]), structured illumination (structured laser illumination planar imaging, or SLIPI [23,24]) and interferometry (e.g., off-axis holography [25]). However, in these techniques, ballistic imaging cannot provide spatial resolution in the beam-propagation direction [20], while SLIPI has yet demonstrated in highly dense droplet or particle flows [24]. The off-axis holography also has a low spatial resolution in the beam-propagation direction, which was reported as several centimeters even using a femtosecond light source [25]. All of these are barriers to their applications for the present purpose. For this reason, there is a need for new methods that are capable of providing spatial resolution within the curtain.

Particle shadow velocimetry (PSV) is another non-intrusive optical method that has been developed for the measurement of velocities of microparticles, bubbles and droplets [19,26–28]. In this method a backlight is used to generate shadows from the object, so that the displacement of the object can be derived from successive shadow images recorded with a modulated light source. A limitation of conventional PSV is the line-of-sight nature of the signals, which prevents spatial resolution in the viewing direction. However, this can potentially be overcome by use of an imaging system with a short depth-of-view (DoF) together with a thresholding and filtering process based on the fact that the darkness of the object shadow decreases on the out-of-focus plane [29]. Nevertheless, while this method has been demonstrated in flows such as those laden with small transparent airborne particles (a few of micrometers), bubbles and droplets [19,26–28], all of these have much lower volume fractions (in one-way coupling regime) than occur in free-falling particle curtains and negligible attenuation. For these reasons, the extent to which reliable signals could be obtained from the conditions in a falling curtain or can be reliably distinguished from particles in different planes with the thresholding method, is yet to be determined. Furthermore, the spatial resolution that can be achieved with microscopic PSV (µ-PSV) in the viewing direction has yet to be quantified within such environments.

Specific to the free-falling particle curtain proposed for solar receivers, the flow field is conceptually simple (at least in the absence of wind) as the particles are much heavier than air. The dominant component of the particle velocity is therefore aligned with gravity, consistent with the observation that the curtain thickness increases only slightly with the falling distance from the hopper [2,3]. This nominally two-dimensional velocity field is an ideal environment for the development and demonstration of µ-PSV because of the weak out-of-plane velocity components. That is, it is well-suited to also assess the effectiveness of a further step in the image processing
method to filter out-of-focus signals with a view to further improving the spatial resolution in the viewing direction.

In light of the discussion above, the overall aim of the present investigation is to develop the micro-PSV technique to achieve high spatial resolution for the measurement of the particle velocities within the high volume loading conditions that apply in free-falling particle curtains. In particular we aim to quantify the resolution that can be achieved with various optical configurations and image process methods in these environments. In addition to particle velocity, we further aim to assess the efficacy of the method in measuring curtain opacity, thickness and particle mass flow rate.

2. Experiments

2.1. Optical setup

Figure 1 presents a schematic diagram of the experimental arrangement, comprising a micro-PSV system and a curtain of particles free falling from a hopper with a rectangular orifice into a quiescent environment. A high-power LED array (SOLIS-365C) with a wavelength of 365 nm was used as the backlight for illumination. The LED array has a maximum power of 4W under continuous operation, but here was trigged with an external signal generator to operate in a dual pulse mode at a repetition frequency of 2 Hz. The duration of each pulse was approximately 5 µs with a time-delay of 33 µs between them. (A temporal profile is shown in the Supplement 1). The power of each LED pulse was too low to be measurable, but its fluorescence was clearly visible on white paper. On the other side of the particle curtain, the particle shadow was imaged using a long-distance microscopic lens (LM100) onto a dual-frame PIV camera (PCO.2000), which was synchronized with the LED light source. Therefore, two subsequent particle shadow images can be recorded with a time interval of 33 µs for velocity derivation. The image system has a field of view (FoV) of 3.5×3.5 mm², corresponding to 1.7 µm/pixel. According to the specification provided by the manufacturer, the DoF of the microscopic lens is approximately 0.155 mm and the f-number is 8.7. The microscopic imaging system was traversed horizontally in steps of 1 mm, i.e., along the y direction as shown by the coordinate system in Fig. 1, enabling different planes within the particle curtain to be imaged. The spatial resolution of the experimental method in the y direction was also assessed by imaging fixed microparticles, which were mounted to a flat quartz plate. This was traversed with a micro-translation device across the focal plane of the imaging system.

Fig. 1. Schematic diagram of the experiment arrangement employed for microscopic particle shadow imaging.
2.2. Hopper and particles

A wedge-shaped discharge hopper was used in the present work with a slot aperture at the exit plane of 2 mm \( \times \) 40 mm, whose details can be found in the Supplement 1. Carbo CP 70/140 particles (Carbo Ceramics Inc.), with properties summarized in Table 1, were fed through the hopper to generate a free-falling particle curtain. The mass flow rate of the particles was measured by weight loss using a container mounted on a digital scale located at the base of the falling curtain to collect the particles following previous work with falling particle curtains [2]. This approach adapts the Beverloo equation [30,31] for flow through hoppers, which reach a steady flow-rate within a very short time to provide a reliable measurement [2]. To minimize errors, measurements were repeated five times. The shadow of the curtain was recorded using a white LED planar light source and a CCD camera aligned normal to it, from which the transmission of the curtain was calculated. The typical run time of the curtain was approximately 22 seconds and all measurements were conducted during the middle of the run, when the curtain had reached steady state.

| Property                        | Value          |
|---------------------------------|----------------|
| Composition                     | Sintered bauxite|
| Mass-median diameter, \( d_p \) (µm) | 154            |
| Diameter distribution (µm)      | 74–105: 5%; 105–149: 43%; 149–212: 51%; 212–300: 1% |
| Bulk density, \( \rho_{pb} \) (kg/m\(^3\)) | 1890           |
| Density, \( \rho_p \) (kg/m\(^3\))    | 3250           |

*From www.carboceramics.com

3. Data processing methodology

Figure 2 presents a flow chart of image processing to identify the particles on the focal plane and filter out those that are out of the plane. The methodology is based on the principle that the particles on the focal plane are sharply imaged, while those out of the focal plane are blurred. Hence, the magnitude of the gradient of intensity at the particle edge is greater than those out of the focal plane. Briefly, the imaging process comprises the following steps:

1. A raw shadow image, matrix \( I(i,j) \), is loaded without subtracting the background. The 2D gradient of the image, \( G \), is then calculated by taking the first derivative of the intensity value across the image with the following equations [32]:

\[
G(i,j) = [G_i, G_j] = \nabla I(i,j) = \begin{bmatrix} \frac{\partial I}{\partial i} & \frac{\partial I}{\partial j} \end{bmatrix},
\]

(1)

\[
|G(i,j)| = \sqrt{G_i^2 + G_j^2},
\]

(2)

\[
\theta(i,j) = \arctan\left(\frac{G_j}{G_i}\right),
\]

(3)

where \( |G(i,j)| \) and \( \theta(i,j) \) are the magnitude and direction of the gradients. A 2D Gaussian filter is then applied to Image \( G \) to smooth it.
(2) The probability density function of the pixel intensities was calculated for the entire set of images $G$, and a threshold value $\varepsilon$ was determined by multiplying a threshold constant, $c$, with the mean of the ten largest values in $G(i, j)$, termed as $I_{\text{max}}$, as follows:

$$
\varepsilon = cI_{\text{max}},
$$

where $c$ ranges from 0 to 1.

(3) The threshold value $\varepsilon$ was applied to $G$ for image filtering, resulting in Image $B$ that was processed as follows:

$$
B(i, j) = \begin{cases} 
0, & G(i, j) \leq \varepsilon \\
G(i, j), & G(i, j) > \varepsilon
\end{cases},
$$

(4) The edges of the particles identified in this way, which are deemed to be within the thin focusing plane, were used to calculate the particle velocity from a pair of images $B(0)$ and $B(\Delta t)$. This process was conducted by cross correlation using an evaluation window of 512 $\times$ 512 pixels with an overlap of 50% via the open-source software of PIVlab [33]. This window size corresponds to about 5 diameters of the 154-$\mu$m Carbo CP particles, whose diameter typically has a diameter of around 100 pixels in each image, while the typical displacement between frames ranges from 15 to 50 pixels. The final results were found to be insensitive to the size of the correlation window.

A further processing step was applied to those processed images for which the number of particles identified after gradient thresholding is low, which can occur either for cases with very high particle loading (causing shadows to overlap) or to very low particle loading (resulting in few particles within the image plane). This additional processing step, shown in Fig. 3 as Step 2, was applied where necessary to increase the number of data points in the velocity calculation by superimposing the detected particles from different parts of sub-images $B$ with the same average velocity. This increases the number density of valid data from which velocity vectors can be calculated. The option splits Image $B$ into four vertical sub-images in the $x$ direction and then superimposes them to form a single image with more dense valid data. This is valid because the curtain is planar, so that gradients in the $z$ direction are nominally zero.

The accuracy of the velocity measured in the present work was assessed by comparing the $j$ index ($x$ direction) of valid pixels ($B \neq 0$, shown with dark color on an image) in filtered images with the temporally offset images, $C_1$ and $C_2$. Image $B(0)$ was shifted numerically along the $x$ direction based on the velocity $V_p$ (the mean value derived from a pair of images) and the time duration $\Delta t$, leading to an Image of $C_1$. Similarly, Image $B(\Delta t)$ was also shifted based on reverse
velocity \((-V_p)\), generating an Image of \(C_2\). This is expressed mathematically as follows:

\[
C_1(i,j) = B(0)(i, j - f(V_p, \Delta t)), \quad (6) \\
C_2(i,j) = B(\Delta t)(i,j + f(V_p, \Delta t)), \quad (7)
\]

where \(f\) is a linear displacement in the \(x\) direction in units of pixels. Images \(C_1\) and \(C_2\) can be understood as the translational projection of images of \(B(0)\) and \(B(\Delta t)\), respectively, based on the measured particle velocity. Therefore, the accuracy of the measured velocity can be assessed by comparing the valid \(j\) indices between Image \(B(0)\) and Image \(C_2\), or between Image \(B(\Delta t)\) and Image \(C_1\). For the ideal case in which the calculated particle velocity is identical to the true particle velocity, the indices of the particle location on \(x\) direction in \(B(0)\) would be identical to those in \(C_2\), and similarly for \(B(\Delta t)\) and \(C_1\). However, the ideal case only applies to perfectly spherical particles, as imperfect translation may arise due to the rotation of non-spherical particles during the time interval, which can generate spurious particle shadow patterns in the filtered images. For this reason, Image \(B(0)\) and Image \(B(\Delta t)\), and therefore Image \(C_1\) and Image \(C_2\), may not be identical, which means direct comparisons of valid indices between the filtered images and the temporally offset images may not be achievable. To solve this issue, two new index arrays, \(D_1\) and \(D_2\), that consist of the index of all valid pixels of the filtered and temporally offset images respectively, were then introduced and compared to assess the accuracy of the entire measurement, which is expressed mathematically as follows:

\[
D_1(j) = [B_0(j); B_{\Delta t}(j)], \quad (8) \\
D_2(j) = [C_2(j); C_1(j)], \quad (9)
\]

The ideal case now can be mathematically represented as \(D_1(j) = D_2(j)\), which is a straight line with a linear equation of \(y = x\).

4. Results and discussion

Figure 4 presents instantaneous images of the curtain recorded with an exposure time of 500 µs from two viewing directions with a large white LED plane as the backlight. The curtain exhibits negligible expansion in the lateral \(z\) direction as can be seen by comparison of the edge with a vertical red-dashed line [Fig. 4(a)] and only expands a few of millimeters in the transverse \(y\) direction [Fig. 4(b)]. The axial distance of this image is 480 mm in the \(x\) direction, which corresponds to \(x = 240d\) (\(d\) is the thickness of the aperture, which is 2 mm). These observations indicate that the dominant velocity is the axial component, \(u\), as is well known from previous investigations [2,3].

Figure 5 presents the thickness (\(\delta_{0.1}\), defined as the distance between the axis of the curtain and edge, based on the point where the signal intensity is 10% of that on the axis), opacity (\(O\)), the mean of particle volume fraction (\(\phi\)) averaged across the thickness and particle mass flow rate...
Fig. 4. Instantaneous images of the free-falling particle curtain from (a) a front view and (b) a side view.

$(\dot{m})$ of the curtain. These characteristics are obtained from analysis of the front and side views of the curtain and details are presented in the Supplement 1. The values at six specific heights are highlighted, corresponding to the heights at which the particle velocities were measured using the $\mu$-PSV. Figure 5 shows that the curtain has a constant mass flow rate of 20.2 g/s, and it gradually expands from 2.13 mm near the hopper to approximately 7 mm at $x = 480$ mm, resulting in a corresponding decrease in the opacity and the spatial-averaged particle volume fraction along the fall height. However, Fig. 5(d) shows that the volume fraction ranges from 0.01 to 0.1, which indicates that the curtain is in the four-way coupling regime [34].

Figure 6 shows a representative series of the images generated in data processing for deriving the particle velocity at the fall height of 460 mm. As shown in Fig. 6(a), the particles on the focus planes are sharply imaged, while those out of the focus plane are blurred and their shadows become transparent. These particles on, and near to the focal plane can have large intensities in the raw image and steep intensity gradients after derivation. Therefore, the gradient images [Figs. 6(b) and 6(c)], which were derived from the first derivative of the raw images, show that these steep intensity gradients result in large intensity magnitudes and clear particle boundaries.

Two mathematical operators, the Sobel and Prewitt operators, were applied to the raw images to compare the influence of the choice of gradient calculation algorithms on particle velocities. These operators are both commonly used edge detection algorithms that use two $3 \times 3$ convolution masks in horizontal and vertical directions to approximate the gradient of an image, resulting in the following equations to be used instead of Eq. (1) to calculate the gradient [35]:

$$G_i = (a_2 + na_3 + a_4) − (a_0 + na_7 + a_6), \quad (10)$$

$$G_j = (a_0 + na_1 + a_2) − (a_6 + na_5 + a_4), \quad (11)$$
Fig. 5. Axial distributions of: (a) radial width of the curtain based on the 10% signal intensity, or curtain thickness (b) curtain opacity, and (c) particle volume fraction averaged across the curtain thickness. Also shown is (d) the mass of particles collected at the base of the curtain as a function of time.

Fig. 6. An illustration of the data processing method at $x = 460$ mm and $y = 0.63$ mm, showing (a) a representative raw image of particle shadows; (b) the magnitude of intensity gradients of the image obtained with the Sobel algorithm; (c) the magnitude of intensity gradients of the image obtained with the Prewitt algorithm.

where $a_0$ to $a_7$ are labels in the $3 \times 3$ region of an image (labelling clockwise from the up-left corner), and $n$ is a constant, which is $n = 1$ for the Prewitt operator and $n = 2$ for the Sobel operator. Comparing the gradient images obtained with Sobel and Prewitt operators [shown in Figs. 6(b) and 6(c)], the only difference between the two figures is the intensity magnitudes, i.e., the gradient images obtained with the Sobel operator has larger intensity magnitudes than those obtained with the Prewitt operator. This result is consistent with the previous finding that the Sobel operator gives more weight to the pixel values around edges and thus increases the edge intensity [36].

To further detect the influence of gradient calculation algorithms, two groups of the raw images, collected at \( x = 460 \) mm, \( y = -0.63 \) mm and \(-7.63 \) mm respectively, were selected and processed with both the Sobel and Prewitt operators. The same value of the threshold constant \( c = 0.6 \) was selected to filter the gradient images obtained from both operators and particle velocities were calculated based on the corresponding filtered images. Particle velocities obtained based on images collected at \( y = -0.63 \) mm and \(-7.63 \) mm and processed with the Sobel operator are 2.7424 m/s and 2.0221 m/s, respectively, while those processed with the Prewitt operator are 2.7415 m/s and 2.0054 m/s. Neglectable velocity difference can be found for the selected cases, indicating the particle velocity is almost independent from the choice of the gradient calculation algorithm. Nevertheless, because the Sobel operator has been reported to have a better edge detection efficiency and to provide sharper edges [36], this was selected for further image processing.

Figure 7 presents the raw images, the corresponding gradient images, and the filtered images obtained with the threshold constant, \( c \) [Eq. (4)], varied from 0.2 to 0.8. To comprehensively represent the free-falling curtain, images collected at similar transverse position (centre of the curtain) but different fall heights (\( x = 30 \) mm, \( 220 \) mm and \( 460 \) mm) and the same fall height (\( x = 140 \) mm) but different transverse distances (\( y = -0.52 \) mm, \(-2.52 \) mm and \(-3.52 \) mm) were assessed. It can be observed that the background noise is large for small value of the threshold constant, i.e., \( c = 0.2 \), due to incomplete filtration of out-of-focus particles. Furthermore, some in-plane particles are removed with a large threshold constant values, i.e., \( c = 0.8 \), resulting in less valid data on the images for PIV analysis. Observing from the gradient images and the filtered images at \( x = 140 \) mm \( y = -3.52 \) mm and \(-2.52 \) mm in Fig. 7, most outside-plane particles can be filtered with \( c = 0.4 \), while particles locate near to the focal plane were partially removed. As a result, the suitable range for \( c \) is between 0.4 and 0.8, and to find a more precise value further processes were applied.

Figure 8 presents the values of mean and RMS (in percentage) of particle velocities (\( V_p \)), together with the valid pixel numbers obtained from the filtered images with threshold values \( c = 0.4, 0.5, 0.6 \) and 0.7. These were obtained from images collected at a fall distance of \( x = 140 \) mm, which corresponds to \( x/d = 70 \), and the RMS velocity was calculated by the open-source software PIVlab using the following equation:

\[
RMS = \left( \frac{\sum_{i=1}^{N} (V_i - V_m)^2}{N} \right)^{\frac{1}{2}}
\]

where \( N \) is the total number of image pairs, \( V_i \) is the velocity of the \( i \)-th image, and \( V_m \) is the mean velocity of \( N \) image pairs. At this distance the velocity at the edge of the curtain is measured to be approximately half that at the axis, which is consistent with the limited amount of data available in such flows. While the velocity at the hopper exit plane is typically close to uniform, even there the effects of wall friction cannot be ignored [37], resulting in some reduction in velocity at the curtain edge further downstream. The influence of aerodynamic shear in reducing the velocity of the curtain close to the jet edge have been observed previously [2,3] and can be expected to becomes increasingly significant with axial distance. While these non-uniform particle velocity profiles are well-known in particle-laden jets [38], they have not previously been measured in a dense falling particle curtain.

It can also be seen from Figs. 8(a) and 8(b) that the measured values of mean and RMS velocity agree for all values of \( c \) in the middle of the jet (-1.5 < \( y < 1.5 \) mm) and converge throughout the jet for \( c = 0.6 \) and 0.7. The collapse of the measurements for all values of \( c \) in the middle of the jet can be attributed to the uniform velocity in the lateral direction there, so that any out-of-focus particles have the same velocity as the in-plane particles. The differences in the measurement at the edge of the jet can be attributed to the out-of-focus particles having a different velocity than the in-focus particles due to the lateral velocity gradient at the edge of the jet. That is, a small number of particles that are suspended in the entrained, ambient fluid are also entrained.
Fig. 7. A systematic assessment of the selection of the threshold constant, $c$ (Eq. (4)), for images collected at different fall heights ($x$) and transverse distances ($y$). The first row presents the raw images of free-falling particles, while the second row presents the corresponding gradient images. The other rows present the filtered images obtained with various values of the threshold constant, $c$.

into the jet. These have a relatively high transverse velocity and a relatively low axial velocity. The good agreement for different values of the threshold shows that use of $c = 0.6$ is sufficient to remove the out-of-plane particles from the measurement. It also shows that the relatively simple cross-correlation algorithms used here are sufficiently accurate for the present flow, consistent with its high degree of uniformity and axial direction of the particles that originate from the curtain.

The explanation above also explains the increase in RMS of measured particle velocities at the edge of the curtain with a reduction in the value of $c$, as shown in Fig. 8(b). Note that the measured value of RMS $\sim 1\%$ is reasonable because some small variations can be expected due to aerodynamic effects. A trade-off between reduction in the measured value of RMS and the number of pixels with valid particles with an increase in value of the threshold constant [can be seen by comparing Figs. 8(b) with 8(c)]. The removal of out-of-plane particles with an increase in $c$ from 0.4 to 0.6 reduces the number of valid data points together with the measured value of RMS. The net effect is that values of $c = 0.6$ and 0.7 yield a sufficient number of particles for a reliable measurement of mean velocity within a narrow focal plane for this environment.
Fig. 8. Transverse distributions of (a) particle mean velocity; (b) percentage root-mean-square (RMS) velocity, and (c) number of valid pixels on each image obtained by averaging from the data set of 150 images for various values of the threshold constant, $c$ (Eq. (4)) at $x = 140$ mm. The dashed line in Fig. 8(a) was derived from a truncated Gaussian distribution curve as suggested in Ref. [39].

Figures 9(a) and 9(c) present the correlations between the indices of valid pixels for one pair of the filtered and temporally offset images ($D_1(j)$ and $D_2(j)$), obtained with Eqs. (8) and (9) with the threshold values of $c = 0.6$ and 0.7 respectively. It can be seen that a high degree of overlap occurs between the filtered and temporally offset images for both threshold values. This indicates a high degree of accuracy for the velocity measurement. Figures 9(b) and 9(d) present the differences between the correlations and the ideal case $D_1(j) = D_2(j)$ for pixels and normalized velocities ($\Delta V_p/V_p$). A difference of $\pm 1.5507$ pixels or $\pm 0.0504$ of the normalized velocity relative to the ideal case was derived from Fig. 9(b) for $c = 0.6$, while that of $\pm 2.6204$ pixels or $\pm 0.0852$ normalized velocity was derived from Fig. 9(d) for $c = 0.7$. These values represent the typical accuracy of the velocities measured using this µ-PSV technique, and also show that $c = 0.6$ is the most suitable value of the threshold constant.

Figure 10 presents the gradient images obtained for the assessment of spatial resolution in the out-of-plane direction. This shows raw and filtered images of particles that were obtained from viewing a fixed distribution of particles mounted to a flat quartz plate that was translated laterally from the focal planes by various distances $\Delta y = y - y_0$. The filtered images are shown for a series of threshold values, i.e., various values of $c$. It can be seen that the range of $\Delta y$, in which the particles can be identified for velocity derivation, depends on the value of $c$, as expected. A larger value of $c$ leads to a thinner detection volume, i.e., a higher spatial resolution in the $y$ direction. In the present work, a value of 0.6 was chosen, corresponding to a resolution of $\Delta y = \pm 0.5$ mm. That is, a spatial resolution in the viewing direction of better than $\pm 0.5$ mm can be obtained with this method.
Fig. 9. An assessment of the accuracy of the $\mu$-PSV technique using $D_1(j)$ and $D_2(j)$, from Eqs. (8) and 9, for two values of the threshold constant at $x = 140\text{ mm}$, $y = -0.52\text{ mm}$, showing (a) the correlation between the indices of valid pixels in pairs of the filtered and temporally offset images for $c = 0.6$; (b) the difference between the correlation and the ideal case, $D_1(j) = D_2(j)$, in the units of pixel and normalized velocity with $c = 0.6$; (c) the equivalent correlation for $c = 0.7$, and (d) the equivalent difference for $c = 0.7$.

Figure 11 presents the relationships between the threshold constant $c$, the spatial resolution $\Delta y$ and the number of valid pixels after image processing. It can be seen from Fig. 11(a), that the spatial resolution increases, that is the value of $\Delta y$ decreases from 1.3 to 0.3 mm, as the value of $c$ is increased from 0.2 to 0.9. However, the corresponding number of valid pixels also decreases asymptotically toward zero for the same increase in $c$, consistent with Fig. 8(c). This also shows that a good trade-off seems to occur for $c = 0.6$, corresponding to $|\Delta y| = 0.5$ mm. Furthermore, Fig. 11(a) shows that a spatial resolution of $\Delta y = \pm 0.3$ mm across the curtain thickness is potentially achievable using this $\mu$-PSV setup, although the number of valid pixels is low for this case.

Figure 12(a) presents the profiles of mean particle velocity across the thickness of the curtain for a series of fall heights, while Fig. 12(b) presents the axial evolution of the velocity on the central plane of the curtain. All the results were averaged over 150 images. The trends in Fig. 12(b) are consistent with those measured previously [2,3], and are agree to the predicted falling particle velocity by integrating Newton’s second law of motion without air drag, with the equation $V_p = (2gx)^{0.5}$ [2]. However, the lateral profile through the curtain has not been measured previously. These reveal for the first time that the velocity varies by some 30% through the transverse direction, which is consistent with the relatively weak drag force within the curtain [2,15]. The difference is significant, with the difference being as high as $\sim 40\%$ at $x = 140$ and 220 mm. For the fall height of $x > 300$ mm the centre-line velocity approaches the terminal velocity of $3.37$ m/s for the Carbo particles from the equation $V_{\text{terminal}} = \sqrt{2mg/\rho_f AC_d} = \sqrt{3d_p \rho_p g/5 \rho_f C_d}$, where $d_p$ and $\rho_p$ are the diameter and density of the Carbo particles, respectively, $\rho_f = 1.225$ kg/m$^3$ is the density of air, and $C_d = 0.47$ is the drag coefficient of sphere. In addition, Fig. 12(a)
Fig. 10. A systematic assessment of the sensitivity is the method to the choice of thresholding constant on transverse spatial resolution. The first row presents the gradient images of particles mounted to a flat quartz plate at a series of lateral distances from the focal plane ($\Delta y = y - y_0$), while the rows below present the filtered images obtained with various values of the threshold constant, $c$ (Eq. (4)).

Fig. 11. Relationships between the threshold constant $c$ and (a) absolute values of the spatial resolution $|\Delta y|$; (b) numbers of valid pixels on each of the filtered images at $|\Delta y| = 0$.

shows the symmetric profiles of the particle velocity across the curtain by the consistent results measured on both sides of the central plane, indicating the negligible influence of the particle loading on the measurement accuracy. Interestingly, Fig. 12(a) also shows that the particle velocities approach to a constant value of $\sim 1.8$ m/s at the edge of the curtain for the fall heights of $x = 300$ mm and 380 mm. Nevertheless, the number of the particles detected at the edge of the curtains is relatively low.

Figure 13 presents the measured values of transverse mean and RMS (in percentage) velocity profiles both with and without the additional Data Densification Process (Fig. 3) at the fall height of 300 mm. It can be seen that the additional processing step has little influence on most of the
Fig. 12. (a) Transverse velocity profiles of particles across the span of the curtain at various fall heights, and (b) axial evolution of particle velocity on the central plane of the curtain. The solid line was obtained from Eq. (3) in Ref. [2].

results, which means that split then superimpose the filtered images has limited effect on increase the number density of valid data in interrogation windows for cross correlation. Nevertheless, the values of RMS are slightly lower and less scattered in the centre of the curtain, consistent with a reduction in noise associated with the increase in sample size. The slightly lower value of RMS at the edge of the particle curtain might be because of the gradient in the velocity at the edge of the curtain, to the increase in the number of measurement points. Nevertheless, the velocities are sufficiently close to each other to provide confidence in the data without the additional data densification process.

Fig. 13. (a) Axial profile of the particle velocities processed from the standard matrix $B$ and via the image splitting method $B_{1 \times 4}$ at $x = 300$ mm, and (b) the corresponding RMS values.

5. Conclusion

The micro-focusing particle shadow velocimetry has been successfully applied to measure the velocity of particles of 154 µm diameter falling in a dense curtain under the influence of gravity
from a slot of 2 mm thickness with the opacity ranging from 0.4 to 0.9 and average particle volume fractions of a few percent, i.e., in the four-way coupling region. In addition to the quantitative data, which can be used for modelling validations, the main conclusions are as follows:

(1) A spatial resolution of better than ±0.5 mm can be achieved in the viewing direction, i.e., in the transverse direction across the curtain. This is larger than the nominal DoF of 0.155 mm but is not very different from the typical resolution of a laser sheet measurement. The optical system has a FoV of $3.5 \times 3.5 \text{ mm}^2$, corresponding to $1.7 \mu\text{m/pixel}$, allowing resolution of individual particles and providing good resolution of particle velocity.

(2) The measurement of velocity was found to be insensitive to the values of the key parameters employed in the image processing process over a relatively wide range of conditions, providing confidence in the measurement. In particular, the detection of the edge of particles was relatively insensitive to the gradient calculation algorithm. Nevertheless, the value of the threshold constant needs to be optimized for each experiment, since it must be selected to give the best trade-off between the spatial resolution and the number of particles detected from the image. For the present conditions, the influence of the gradient calculation algorithm on calculated particle velocities was small for $c > 0.6$, while accuracy was affected for $c < 0.6$.

(3) While the limit of particle loading still needs to be assessed, the high accuracy of measured results and the independence of data processing variables indicate the micro-PSV technique works well in particle flows with interactions in the four-way coupling regimes and is suitable for measurements in dense particle-laden flows.

The method is potentially extendable to three dimensions using either multiple cameras and light sources or by consideration of gradients to detect out-of-plane motions. However, such extensions are beyond the scope of the present investigation.
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