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Abstract—In Novel Class Discovery (NCD), the goal is to find new classes in an unlabeled set given a labeled set of known but different classes. While NCD has recently gained attention from the community, no framework has yet been proposed for heterogeneous tabular data, despite being a very common representation of data. In this paper, we propose TabularNCD, a new method for discovering novel classes in tabular data. We show a way to extract knowledge from already known classes to guide the discovery process of novel classes in the context of tabular data which contains heterogeneous variables. A part of this process is done by a new method for defining pseudo labels, and we follow recent findings in Multi-Task Learning to optimize a joint objective function. Our method demonstrates that NCD is not only applicable to images but also to heterogeneous tabular data. Extensive experiments are conducted to evaluate our method and demonstrate its effectiveness against 3 competitors on 7 diverse public classification datasets.
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I. INTRODUCTION

The recent success of machine learning models has been enabled in part by the use of large quantities of labeled data. Many methods currently assume that a large part of the available data is labeled and that all the classes are known. However, these assumptions don’t always hold true in practice and researchers have started considering scenarios where unlabeled data is available [1], [2]. They belong to Weakly Supervised Learning, where methods that require all the classes to be known in advance can be distinguished from those that are able to manage classes that have never appeared during training. As an example, Semi-Supervised Learning [3] combines a small amount of labeled data with larger amounts of unlabeled data. Nonetheless, some labeled data is still needed for each of the classes in this case. Another example is Zero-Shot Learning [4], where the models are designed to accurately predict classes that have never appeared during training. But some kind of description of these unknown classes is needed to be able to recognize them.

Very recently, Novel Class Discovery (NCD) [5] has been proposed to fill these gaps and attempts to identify new classes in unlabeled data by exploiting prior knowledge from known classes. In this specific setup, the data is split in two sets. The first is a labeled set containing known classes and the second is an unlabeled set containing unknown classes that must be discovered. Some solutions have been proposed for the NCD problem in the context of computer vision [6]–[9] and have displayed promising results.

However, research in this domain is still recent, and to the best of our knowledge, NCD has not directly been addressed for tabular data. While audio and image data have been of great interest in recent scientific publications, tabular data remains a very common information structure that is found in many real-world problems, such as the information systems of companies. In this paper, we will therefore focus on NCD for tabular data.

Tabular data can come in large unlabeled quantities due to the labeling process being often costly and time-consuming, in part due to the difficulty of visualization, which is why a lot of unlabeled data is often left unexploited. In [10], the authors review the primary challenges that come with tabular data and identify three main obstacles to the success of deep neural networks on this type of data. The first is the quality of the data, that often includes missing values, extreme data (outliers), erroneous or inconsistent data and class imbalance. Then, the lack of spatial correlation between features makes it difficult to use techniques based on inductive biases, such as convolutions or data augmentation [11]. And finally, the heterogeneous and complex nature of the data (dense continuous and sparse categorical features) that can require considerable pre-processing, leading to information loss compared to the original data [12].

Our proposal: To address the NCD problem in the challenging tabular data environment, we propose TabularNCD (for Tabular Novel Class Discovery). In the first step of our method, an unbiased latent representation is initialized by taking advantage of the advances in Self-Supervised Learning (SSL) for tabular data [13]. Then, we build on the idea that the local neighborhood of an instance in the latent space is likely to belong to the same class, and a clustering of the unlabeled data is learned through similarity measures. The process in this second step is jointly optimized with a classifier on the known classes to include the relevant features from the already discovered classes.

Our key contributions are summarized as follows:

- We propose TabularNCD, a new method for Novel Class Discovery. To the best of our knowledge, this is the first attempt at solving the NCD problem in the context of tabular data with heterogeneous features. Thus, we do
not depend on the spatial inductive bias of features, which other NCD methods rely heavily on when using convolutions and specialized data augmentation techniques.

- We empirically evaluate TabularNCD on seven varied public classification datasets. These experiments demonstrate the superior performance of our method over common fully unsupervised methods and a baseline that exploits known classes in a naive way.
- We also introduce an original approach for the definition of pairs of pseudo labels of unlabeled data. This approach exploits the local neighborhood of an instance in a pretrained latent space by considering that its $k$ most similar instances belong to the same class. We study its robustness and the influence of its parameters on performance.
- Lastly, we conduct experiments to understand in depth the reasons for the advantage that the proposed method has over simpler approaches.

II. NOVEL CLASS DISCOVERY AND RELATED WORKS

The process of discovering new classes depends on the final application in the real world (offline vs online learning, nature of the data, etc.). In the literature of “concept drift” [14], changes in the distribution of known classes can appear either gradually or suddenly. Some analogies can be made with the present paper, where we consider the case of the “sudden drift”, as the labeled dataset $D_u$ and unlabeled dataset $D^u$ do not share any classes (as described in Sec. I). Furthermore, we assume that a form of knowledge can be extracted from $D^u$ to be then used on $D_u$. In this sense, “Novel Class Discovery (NCD)” methods mainly lie at the intersection of several other lines of research that we briefly review here.

Transfer Learning [15]: To solve a problem faster or with better generalization, transfer learning leverages knowledge from a different (but related) problem. Transfer learning can either be cross-domain, when a model trained to execute a task on one domain is retrained to solve the same task but on another domain. Or it can be cross-task, when a model trained to recognize some classes is retrained to distinguish other classes of the same domain. NCD can be regarded as a cross-task transfer learning problem, in the sense that it aims to cluster unlabeled data by leveraging knowledge from different labeled data. However, most of the works in transfer learning require labeled data in the source and target domains to train a classifier for the new task. When there are no labels in the target domain, cross-task transfer learning methods usually employ unsupervised clustering approaches trained on features extracted from labeled data.

Open World Learning: Unlike in the traditional closed-world learning, the problem of Open World Learning expects at test time instances from classes that were not seen during training. The objective is therefore threefold: 1) to obtain good accuracy on the known classes, 2) to recognize instances from novel classes and optionally, 3) to incrementally learn the new classes. In practice, most methods [16], [17] assume that the discovery of the new classes in the rejected examples is the duty of a human or a task that is outside the scope of their research. To the best of our knowledge, [18], [19] are exceptions in this regard. However, Open World Learning still diverges from NCD, as classes in the unlabeled set can be unknown or not. This is not the case for NCD, where it is assumed that it is already known if an instance belongs to a unknown class or not. In other words, the focus of NCD is only on the third task of Open World Learning.

Semi-Supervised Learning: When a training set is partially labeled, classical supervised methods can only exploit the labeled data. Semi Supervised Learning [3] is a special instance of weak supervision where additional information in the form of a labeled subset or some sort of known relationship between instances is available. Using this information, models can learn from the full training set even when not all of the instances are labeled. However, all of these methods build on the assumption that labeled and unlabeled sets contain instances of the same classes, which is not the case in NCD.

Novelty Detection: From a training set with only instances of known classes, the goal of Novelty Detection (ND) is to identify if new test observations come from a novel class or not. This problem is concerned with semantic shift (i.e. the apparition of new classes). The authors of [20] conclude that the goal of ND is only to distinguish novel samples from the training distribution, and not to actually discover the novel classes. This is the first major difference with Novel Class Discovery, as the ultimate goal of NCD is to explore the novel samples. The second difference is that in NCD, the known and unknown classes are already split, which is not the case in ND.

Novel Class Discovery (NCD): In a large part of the literature related to NCD, the goal is to cluster classes in an unlabeled set when a labeled set of known classes is available. Unlike in semi-supervised learning, the classes of these two sets are disjoint. The labeled data is used to reduce the ambiguity that comes with the many potentially valid clustering criteria of the unlabeled data. It is a challenging problem, as the patterns learned from the labeled data may not be relevant or sufficient to cluster the unlabeled data. In [21], the authors explore the assumptions behind NCD and give a formal definition of NCD. They find that this is a theoretically solvable problem under certain assumptions, the most important one being that the labeled and unlabeled data must share good high-level features and that it must be meaningful to separate observations from these two sets.

NCD methods have mainly been developed for the computer vision problem, and the pioneering works involve Constrained Clustering Network (CCN) [5], where the authors approach NCD as a transfer learning problem and rely on the KL-divergence to evaluate the distance between the cluster assignments distributions of two data points. In Deep Transfer Clustering (DTC) [7], the authors extend the Deep Embedded Clustering method [22] by taking the available labeled data into account, allowing them to learn more relevant high-level features before clustering the unlabeled data. Another important work is AutoNovel [6], where two neural networks update a shared latent space. Finally, Neighborhood Contrastive Learning [9], which is based on AutoNovel, adds two
contrastive learning terms to the loss to improve the quality of the learned representation. The common denominators of these works are the learning of a latent space and the definition of pairwise pseudo labels for the unlabeled data. Despite showing competitive performance, they are all solving NCD for computer vision problems. Thus, they are able to take advantage of the spatial correlation between the features with specialized architectures and they are not affected by the other challenges of tabular data. Because data augmentation is a crucial component to regularize the network, it is not possible to directly transfer their work on tabular data.

In the next section, the architecture of the proposed method is depicted, along with the two main steps of the training process.

III. A METHOD FOR NOVEL CLASS DISCOVERY ON TABULAR DATA

Given a labeled set \( D^l = \{x^l, y^l\} \) where each instance \( x^l \in \mathbb{R}^d \) has a label \( y^l \in \{0, 1\} \) (representing the one-hot encoding of the \( C^l \) classes) and an unlabeled set \( D^u = \{X^u\} \), the goal is to identify and predict the classes of \( D^u \). In this paper, our setting assumes that the number \( C^u \) of classes of \( D^u \) is known in advance and that the classes of \( D^l \) and \( D^u \) are disjoint. Additionally, we follow the formulation of the NCD problem from [21] and suppose that \( P_{D^l}(Y|X) \) and \( P_{D^u}(Y|X) \) are statistically different and separable, but still share high-level semantic features, so that we can extract general knowledge from \( D^l \) of what constitutes a pertinent class. So to identify the classes in \( D^u \), a transformation \( \phi \) must be learned, such that \( \phi(X^u) \) is separable.

The proposed method includes two main steps: (i) first, the representation is initialized by pre-training the encoder \( \phi \) on \( D^l \cup D^u \) without using any label. Then (ii), a supervised classification task and an unsupervised clustering task are jointly solved on the previously learned representation, further updating it. Each of these two steps has its own architecture and training procedure which are described below and in the next sections.

Similarly to [9], our method is based on AutoNovel [6], and the representation is obtained using a model that includes a feature extractor \( \phi(x) = z \), which is a simple combination of multiple dense layers with non-linear activation functions (see Fig. 1). In the second step, the latent representation of the feature extractor is forwarded to two linear classification and clustering layers followed by Softmax layers (see Fig. 2).

Despite the fact that for the tasks of classification or regression on tabular data, neither deep nor shallow neural networks have caught up with the performance of classical methods such as XGBoost [23], LightGBM [24] or CatBoost [25], we believe they are still relevant in our context. Neural networks on tabular data suffer from sparse values, high dimensionality and heterogeneous features. The authors of [10] insist that encoders are a good solution to these challenges, as data is projected in a homogeneous latent space of reduced dimensionality. Furthermore, in a well-defined latent space, instances close to each other are likely to belong to the same class. This means that data augmentation and similarity measures relying on this inductive bias can be used with more confidence after projection.

The following subsections describe in more details the two main training steps of the method and the consistency regularization term, which is required in the kind of architecture that is presented here.

A. Initialization of the representation

This first step aims at capturing a common and informative representation of both \( D^l \) and \( D^u \). This is important because the representation is used in the next step, among other things, to compute the similarity of pairs of instances and thus determine if examples should belong to the same cluster or not. Among the possibilities offered in the literature, the way we decided to elaborate this representation is to project examples in a latent space produced by a deep architecture trained on \( D^l \) and \( D^u \).

To pre-train the latent space using both labeled and unlabeled data, we take advantage of Self-Supervised Learning (SSL), and apply the Value Imputation and Mask Estimation (VIME) method [13]. As the name suggests, VIME defines two pretext tasks to train the encoder \( \phi \). From an input vector \( x \in \mathbb{R}^d \) that has been corrupted, the objective is to (1) recover the original values and (2) recover the mask used to corrupt the input. The corruption process begins with the generation of a binary mask \( m = [m_1, ..., m_d] \) \( \in \{0, 1\}^d \), with \( m_j \) randomly sampled from a Bernoulli distribution with probability \( p_m \).

The corrupted vector \( \tilde{x} \) is then created by replacing each dimension \( j \) of \( x \) where \( m_j = 1 \) with the dimension \( j \) of a randomly sampled instance from the training set. So \( \tilde{x} = (1-m) \odot x + m \odot \hat{x} \), where \( \odot \) is the element-wise product and each \( \hat{x} \) of \( \tilde{x} \) has been randomly sampled from the empirical marginal distribution of the \( j \)-th feature of the training set.

The pre-training framework is illustrated in Fig. 1. The encoder and the mask and feature vector estimators are jointly trained with the following optimization problem:

\[
L_{\text{VIME}} = l_{\text{recons.}} + \alpha l_{\text{mask}}
\]

where \( \alpha \) is a trade-off parameter. Following [13], we use \( \alpha = 2.0 \). The mean squared error (MSE) loss is used to optimize the feature vector estimator:

\[
l_{\text{recons.}} = \frac{1}{d} \sum_{j=1}^{d} (x_j - \hat{x}_j)^2
\]

where \( \hat{x} \) is the input reconstructed from the corrupted vector \( \tilde{x} \). The binary cross-entropy (BCE) loss is used to optimize the mask estimator:

\[
l_{\text{mask}} = -\frac{1}{d} \sum_{j=1}^{d} [m_j \log(\hat{m}_j) + (1 - m_j) \log(1 - \hat{m}_j)]
\]

where \( \hat{m} \) is the estimated mask.

The authors argue that by training an encoder to solve these two tasks, it is possible to capture the correlation between the
features and create a latent representation $z$ that contains the necessary information to recover the input $x$. While the general idea of the VIME method is similar to that of a denoising auto-encoder (DAE), it reports superior performance in [13] and there are two major differences. The first is the addition of the mask estimation task, and the second lies in the noise generation process. A DAE will create noisy inputs by adding Gaussian noise or replacing values with zeroes, while VIME randomly selects values from the empirical marginal distribution of each feature. This means that the noisy $\tilde{x}$ of VIME will be harder to distinguish from the input.

Note that a simple approach to initialize the encoder would be to train a classifier using the known classes. However, the resulting representation would rapidly overfit on these classes and the unique features of the unknown classes would be lost. Instead, by generating pseudo labels from pretext tasks on unlabeled data, a model can be trained to learn informative representations and high level features that are unbiased towards labeled data. This is the general idea behind Self-Supervised Learning and it is a technique commonly used in NCD [6], [9], [26]. An example of it is RotNet [27], where the model has to predict the rotation that was applied to an image from the possible 0, 90, 180 and 270 degrees values. Unfortunately, only a few works have attempted to adapt this technique for tabular data [13], [28], [29] and haven’t had the same success.

B. Joint training on the labeled and unlabeled data

We formulate the novel class discovery process as multi-task optimization problem. In this step, two new networks are added on top of the previously initialized encoder, each solving different tasks on different data (see Fig. 2). The first is a classification network $\eta^l(z) \in \mathbb{R}^{C^l+1}$ trained to predict 1) the $C^l$ known classes from $D^l$ with the ground-truth labels and 2) a single class formed of the aggregation of the unlabeled data. The second is another classification network trained to predict the $C^u$ novel classes from $D^u$. It will be referred as the clustering network $\eta^u(z) \in \mathbb{R}^{C^u}$. These two networks share the same embedding and both update it through back-propagation, sharing knowledge with one another.

The classification network is optimized with the cross-entropy loss using the ground-truth one-hot labels $y$:

$$l_{\text{class.}} = - \sum_{c=1}^{C^l+1} y_c \log(\eta^l_c(z))$$  \hspace{1cm} (4)

where $z = \phi(x)$. Its role is to guide the representation to include the features of the known classes that are relevant for the supervised classification task.

To train the clustering network $\eta^u$ with unlabeled data in a supervised manner, pseudo labels $\tilde{y}_{i,j} \in \{0,1\}$ are generated for each pair $(x_i, x_j)$ of unlabeled data in a mini-batch. This is comparable to a pretext task in Self-Supervised Learning. Another possible approach would be to predict the similarity of instances directly, but using pseudo-labels has the advantage of directly associating classes to the instances and does not require an additional clustering of the embedding. In this case, pseudo labels indicate if a pair of instances should belong to the same class or not, independently of the class number predicted by the network. They are defined as $\tilde{y}_{i,j} = 1$ if $z_i$ and $z_j$ are similar, and $\tilde{y}_{i,j} = 0$ if they are dissimilar. After the mini-batch $X$ has been projected in the encoder ($Z = \phi(X)$), there are $|Z| - 1$ pairwise pseudo labels defined for each instance $z_i \in Z$. The clustering network is optimized with the binary cross-entropy loss, which is for a single instance $z_i$:

$$l_{\text{clust.}} = \frac{1}{|Z|-1} \sum_{j=1, j \neq i}^{Z} \left[ -\tilde{y}_{i,j} \log(p_{i,j}) - (1 - \tilde{y}_{i,j}) \log(1 - p_{i,j}) \right]$$  \hspace{1cm} (5)

where $p_{i,j} = \eta^u(z_i) \cdot \eta^u(z_j)$ is a score close to 1 if the clustering network predicted the same class for $z_i$ and $z_j$ and close to 0 otherwise. For this reason, $p_{i,j}$ can directly be compared to the pairwise pseudo labels $\tilde{y}_{i,j}$. The intuition is that instances similar to each other in the latent space are likely to belong to the same class. Therefore, $\eta^u$ will create clusters of similar instances, guided by $\eta^l$ with the knowledge of the known classes.

Note: Predicting the unlabeled data as a single new class in the classification network is not done in AutoNovel [6] and is one of the main differences with our work. We found that having an overlap of the instances in the classification and clustering networks would improve the performance and result in the definition of cleaner latent space that does not mix labeled and unlabeled data.
Fig. 2. Architecture of the joint learning step. After the input data $x$ has been projected, labeled data $z^l$ is used to train the classification network $\eta^l$ and unlabeled data is used to train the clustering network $\eta^u$ with the generated pseudo labels as its target.

Definition of pseudo labels. Pseudo labels are defined for each unique pair of unlabeled instances in a mini-batch based on similarity. This idea has been employed in many NCD works (e.g., [6], [9], [30]), where the most common approach is to define a threshold $\lambda$ for the minimum similarity of pairs of instances to be assigned to the same class.

However, we found that defining for each point the top $k$ most similar instances as positives was a more reliable method. So, for each pair $(x_i, x_j)$ in the projected batch of unlabeled data $Z$, the pseudo labels are assigned as follows:

$$\tilde{y}_{i,j} = 1[j \in \text{argtop}_k \delta(z_i, z_r)]$$

where $\delta(z_i, z_r) = \frac{z_i \cdot z_r}{\|z_i\| \|z_r\|}$ is the cosine similarity and $\text{argtop}_k$ is the subset of indices of the $k$ largest elements. This means that each observation has $k$ positive pairs and $|Z| - 1 - k$ negative pairs. This process is illustrated in Fig. 3. From a mini-batch of a few observations (Fig. 3(a)), the pairwise similarity matrix (Fig. 3(b)) is derived. Then, the pairwise pseudo labels matrix is defined (Fig. 3(c)) where in each row, positive relations are set for the $k = 2$ most similar pairs and the rest are negatives.

C. Consistency regularization

During the training of the two classification networks, the latent representation of the encoder changes. And since the pseudo labels are defined according to the similarity of instances in the latent space, this causes a moving target phenomenon, where the pairwise pseudo labels can differ from one epoch to another. To limit the impact of this problem, a regularization term is needed. Commonly employed in semi-supervised learning [31], we use “data augmentation”. The idea is to encourage the model to predict the same class for an instance $x$ and its augmented counterpart $\bar{x}$. But while data augmentation has become a standard in computer vision, the same cannot be said for tabular data. The authors of [10] consider the lack of research in tabular data augmentation (along with the difficulty to capture the dependency structure of the data) to be one of the main reasons for the limited success of neural networks in tabular data. Nevertheless, we find that consistency regularization is an essential component for the performance of the method proposed here.

In this paper we use SMOTE-NC (for Synthetic Minority Oversampling Technique [32]), which is one of the most widely used tabular data augmentation techniques. It synthesizes new samples from the minority classes to reduce imbalance, thus improving the predictive performance of models on these classes. Synthetic samples are generated by taking a point along the line between the considered sample and a random instance among the $k$ closest of the same class (in the original input space). Fig. 4 illustrates this technique. The larger the $k$ is, the wider and less specific the decision regions of the learned model will be, resulting in better generalization.

This method can be applied directly to instances of the labeled set, however we relax the constraint of selecting same-class instances for the unlabeled set, as no labels are available. It can also be noted that the nearest neighbors for
the observations of the unlabeled set are not selected from the labeled set since one of the hypotheses of our problem is that \( C^l \cap C^u = \emptyset \) (the same goes for the labeled set).

The mean squared error (MSE) is used as the consistency regularization term for both the classification and the clustering network. For the clustering network, it is written as:

\[
I_{\text{reg}} = \frac{1}{|C^u|} \sum_{c=1}^{C^u} (\eta_c(z) - \eta_c(\bar{z}))^2 \tag{7}
\]

where \( \bar{z} = \phi(x) \) is the projection of \( x \) augmented with the method inspired from SMOTE-NC. For the classification network, it is averaged over \( C^l + 1 \) instead.

**D. Overall loss**

The method proposed here falls under the domain of Multi-Task Learning (MTL) where instead of focusing on the only task that solves the problem at hand (discovering new classes in \( D^u \)), additional related tasks are jointly learned (classification of samples in \( D^l \)). By introducing new inductive biases, the model will prefer some hypotheses over others, guiding the model towards better generalization [33]. Our architecture falls under the hard parameter sharing domain of MTL, where the first layers are shared between the different tasks (i.e. the encoder), and the last few layers are task-specific.

We chose to adopt an alternating optimization strategy, which was introduced in [34]. In this case, we define one objective function and one individual optimizer per task. The loss of the classification network is:

\[
L_{\text{classification}} = w_1 I_{\text{classif.}} + (1 - w_1) I_{\text{reg}} \tag{8}
\]

And the loss of the clustering network can be written as:

\[
L_{\text{clustering}} = w_2 I_{\text{clust.}} + (1 - w_2) I_{\text{reg}} \tag{9}
\]

where \( w_1 \) and \( w_2 \) are trade-off hyper-parameters for balancing the weight of the consistency regularization terms.

**Description of the training process:** The classification network and the clustering network are trained alternately. For each mini-batch during training, the classification network and the encoder are first updated through back-propagation with the loss from (8). Then, the unlabeled data of the same mini-batch is forwarded once again through the encoder to compute the loss from (9), which is back-propagated to update the clustering network and the encoder once more.

**IV. Experiments**

**A. Datasets and experimental details**

**Datasets.** To evaluate the performances of the method proposed here, a variety of datasets in terms of application domains and characteristics have been chosen (see Table I). Six public tabular classification datasets were selected: Forest Cover Type [35], Letter Recognition [36], Human Activity Recognition [37], Satimage [38], Pen-Based Handwritten Digits Recognition [38] and 1990 US Census Data [38], as well as MNIST [39], which was flattened to transform the 28×28 grayscale images into vectors of 784 attributes. We pre-process the numerical features of all the datasets to have zero-mean and unit-variance, while the categorical features are one-hot encoded. If the training and testing data were not already split, 70% were kept for training while the remaining 30% were used for testing.

Following the same procedure found in Novel Class Discovery articles [6], [9], [26], we hide the labels of some classes to create the unknown classes. And the capacity of the compared methods to recover these classes is then evaluated. Around 50% of the classes are hidden, resulting in further splitting of the training and testing sets into labeled and unlabeled subsets. The partitions of the 7 datasets can be found in Table I.

**Evaluation metrics.** To thoroughly assess the performance of the methods compared in the experiments described below, we report four different metrics. The first two are the clustering accuracy (ACC) and balanced accuracy (BACC), which can be computed after the optimal linear assignment of the class labels is solved with the Hungarian algorithm [40]. The use of the balanced accuracy is justified by the unbalanced class distribution of some datasets, which resulted in inflated accuracy scores that were not truly representative of the performance of the method. Another reported metric is the Normalized Mutual Information (NMI). It measures the correspondence between two sets of label assignments and is invariant to permutations. Finally, we compute the Adjusted Rand Index (ARI). It measures the similarity between two clustering assignments.

These four metrics range between 0 and 1, with values closer to 1 indicating a better agreement to the ground truth labels. The ARI is an exception and can yield values in \([-1, +1]\), with negative values when the index is less than the Expected RI. The metrics reported in the next section are all computed on the unlabeled instances from the test sets.

**Competing methods.** As expressed in Section I, to the best of our knowledge, there is no other method that solves the particular Novel Class Discovery problem for tabular datasets. Nonetheless, we can compare ourselves to unsupervised clustering methods. This will also allow us to show that our method provides an effective way of incorporating knowledge from known classes. We choose the \(k\)-means algorithm for its simplicity and wide adoption, as well as the Spectral Clustering [41] method for its known good results to discover new patterns as in Active Learning [42]. We set \( k \) to the ground truth (i.e. \( k = C^u \)) for both clustering methods, as it was already assumed that it is known in the proposed method.
We also define a simple baseline that clusters unlabeled data while still capitalizing on known classes: (i) first, a usual classification neural network is trained on the known classes from $D^k$; (ii) then the classifier’s penultimate layer is used as a feature embedding for $D^u$. In this projection, a $k$-means is applied to assign labels to the unlabeled test instances. Compared to the unsupervised approaches, this technique has the advantage of learning the patterns of the known classes in a homogeneous latent space. However, we still expect it to perform sub-optimally as the unique features and patterns of the unlabeled data might be lost in the last hidden layer after training.

**Implementation details.** For all datasets, we employ an encoder composed of 2 dense hidden layers that keeps the dimension of the input with activation functions and dropout values that are optimized hyper-parameters. Following VIME [13] and AutoNovel [6], we use a single linear layer for the mask estimator, vector estimator, classification network and clustering network.

The hyper-parameters (see Table VI in appendix) of the proposed method are optimized with a Bayesian search on a validation set which represents 20% of the training set. During the Self-Supervised Learning step (see Section III-A), we observe little impact on the final performance of the model when optimizing the hyper-parameters specific to the VIME method, and therefore use the values suggested in the original paper: a learning rate of 0.001, a corruption rate of 30% and a batch size of 128. In the joint training step (see Section III-B), we use a larger batch size of 512 as the observations are randomly sampled from the merged labeled and unlabeled data. The hyper-parameters of this step are the learning rates of both classification and clustering network optimizers, along with the trade-off parameters of their respective losses. The top $k$ number of positive pairs defined by (6) and the $k$ neighbors considered in the data augmentation method of Sec. III-C are also optimized and can all be found in Table VI in appendix.

We use AdamW [43] as the optimizer for the pre-training step and for the two optimizers of the joint training step, and find that 30 epochs are enough to converge for both steps on any of the tabular datasets used.

We implemented our method under Python 3.7.9 and with the PyTorch 1.10.0 [44] library. The experiments were conducted on Nvidia 2080 Ti and Nvidia Quadro T1000 GPUs. The networks are initialized with random weights, and following [6], the results are averaged over 10 runs. The code is publicly available at https://github.com/ColinTr/TabularNCD.

**B. Results**

**Comparison to the competing methods.** In Table II, we report the performance of the 4 competing methods and on the 7 datasets for the clustering task. The results show that TabularNCD achieves higher performance than the baseline and the two unsupervised clustering methods, on all considered datasets and on all metrics. The improvements in accuracy over competing methods ranges between 1.6% and 21.0%. This proves that even for tabular data, useful knowledge can be extracted from already discovered classes to guide the novel class discovery process.

While the baseline competitor ($k$-means on a projection learned on the labeled data, see Sec. IV-A) improves the performance of $k$-means for some datasets (notably the Census and Forest datasets), it still lags behind our method in general. The baseline obtains a lower score than the simple $k$-means on only 3 datasets, which means that in some cases, the features extracted from the known classes are insufficient to discriminate novel unseen data. This is the case for the Satimage dataset, where the performance of the baseline is much lower compared to the simple $k$-means on the original data. To understand this phenomenon, we compare the importance of the features used to predict the known classes to the importance of the features of the unknown classes. Because the features have been standardized, we can simply look at the coefficients of a logistic regression. Fig. 5 illustrates this experiment: the 5 most important coefficients in the prediction of one of the unknown classes are more than twice as large as the addition of the coefficients of the attributes used to predict the known classes. Because these attributes are critical in the discrimination of this unknown class are relatively unimportant in the discrimination of the known classes, they are lost during the training of the classifier that serves as a feature extractor in the baseline, which results in a projection of the unlabeled instances of poor quality. This issue is more
pronounced as the known and unknown classes are more dissimilar. The latent representation of TabularNCD is pretrained using SSL on all the available data, which explains why it is unaffected by the phenomenon described above.

**Comparison to a NCD method on MNIST.** CD-KNet-Exp [8] (for Class Discovery Kernel Networks with Expansion) is one of the first methods that attempts to solve the NCD problem. They define their problem as an Open World Class Discovery problem, which is actually another name for Novel Class Discovery. In their proposed method, they start by training a classifier on the known classes of $D^k$, and then fine-tune it on both $D^k$ and $D^u$ before applying a $k$-means on the learned latent representation to get the cluster assignments. Similarly to our experimental protocol, they select the first 5 digits of MNIST as known classes and use the last 5 as new unlabeled classes to discover.

For this reason, we can directly compare their reported performance to ours in Table III. From this table, we see that in terms of clustering accuracy, our method performs 4.5% better than their simpler implementation CD-KNet, and 3.1% worse than their complete approach CD-KNet-Exp, where the previously learned classifier is re-trained with the pseudo labels assigned using $k$-means. Obtaining comparable results on MNIST is very encouraging because unlike our approach, CD-KNet-Exp takes advantage of convolutional neural networks as they only use image data. Their re-training technique could also be explored in future work to improve performance.

**Ablation study.** The usefulness of each of the components of the proposed method is estimated in Table IV by ablating them and comparing the metrics after training to the metrics of full method. The first observation that can be made is that each component has a positive influence, and removing any of them results in a drop in performance. The most important one is the BCE (5), since without it the clustering network degenerates to a trivial solution where it predicts the same class for all observations. Next is the MSE from the consistency loss (7). The substantial drop in performance was expected as its role is crucial to (1) reduce the moving target phenomenon introduced in Sec. III-C and (2) regularize the network to improve its generalization. We also observe an important decrease in performance when removing the CE (5), meaning that in the case of the Satimage dataset, jointly learning a classification network with the clustering network helps guide the clustering process as intended. Finally, while it is beneficial to pre-train the encoder with SSL, the impact is small. This can be explained in part by the limited success that SSL works have had in the challenging area of tabular data.

**Visualization.** In addition to quantitative results, we also report a qualitative analysis showing the feature space that is learned. In Fig. 6, we visualize the evolution of the representation of all the classes during the training process of the proposed method. Fig 6(a) corresponds to the original data, while the next figures are the data projected in the latent space. Classes overlap in the original representation, as well as in the latent space after Self-Supervised Learning (Fig 6(b)). However, the SSL step initialized the encoder to a reasonable representation. This means that at the beginning of the joint training, the pseudo labels defined on the unlabeled data using (6) will be accurate. During the joint training in the Figures 6(c) and 6(d), the classes are more and more separated, showing that the proposed method is able to successfully discover novel classes using knowledge from known classes. The plot clearly shows that our model produces feature representations where samples of the same class are tightly grouped.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed a first solution to the Novel Class Discovery problem in the challenging environment of tabular data. We demonstrated the effectiveness of our proposed approach, TabularNCD, through extensive experiments and careful analysis on 7 public datasets against unsupervised clustering methods. The greater performance of our method has shown that it is possible to extract knowledge from already discovered classes to guide the discovery process of novel classes, which demonstrates that NCD is not only applicable to images but also on tabular data. Lastly, the original method of defining pseudo labels proposed here has proven to be reliable even in the presence of unbalanced classes.
The recent advances of deep learning in tabular data are worth investigating in future work. Specifically, we will explore Generative Adversarial Networks and Variational Auto-Encoders as substitutes for the model’s current simple encoder, which is a core component of our method. Furthermore, the assumption that the number of novel classes is known is a limitation of our method, and will certainly be a future direction of our work.
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HYPER-PARAMETERS INFLUENCE.

The method proposed here has a few hyper-parameters that must be tuned to get optimal performance. In Fig. 7, we study some of the most important hyper-parameters. The first is the $\text{top}_k$ from (6), it represents the percentage of pairs that will be regarded as positives for each instance. It varies in the range [1, 100] in Fig. 7(a), with ideal values between 6 and 16% for the two datasets considered. The performance is shaped in “steps”, decreasing as $\text{top}_k$ increases. This shows that after certain thresholds the model merges some of the novel classes together, with values superior to 70% causing the model to predict a single class for all observations.

Then, we vary the $k_{\text{neighbors}}$ in [1, 90]. This parameter controls the number of closest neighbors considered in the data augmentation (see Sec. III-C). Fig. 7(b) shows under 70, all values produce good results. The $\text{Human}$ datasets appears to have high variance, but this is simply a result of the very small range of the performance (between 0.970 and 0.995).

Finally, we study $w_1$ and $w_2$ in Figs. 7(c) and 7(d) by varying them in [0, 1]. They control the trade-off between the consistency loss and loss of the classification or clustering networks (see Sec.III-D). Because the classification task is secondary to the clustering problem, $w_1$ has less influence on performance, and good values range between 0.3 and 0.9 for both datasets. On the other hand, $w_2$ is very important for the accuracy of the method, and good values range between 0.8 and 0.9 for the $\text{Census}$ dataset and between 0.4 and 0.9 for the $\text{Human}$ dataset.

INFLUENCE OF DATA REPRESENTATION FOR THE K-MEANS

In table V, the quality of different data representations of MNIST are compared using $k$-means. We observe that after Self-Supervised Learning, the encoder learned a representation of the original data where the $k$-means algorithm performs slightly better than on the original data (+2.8% in accuracy). And after joint training, the unknown classes are even more cleanly separated, as $k$-means gains +24.3% in accuracy over the original data representation.

**TABLE V**

| Method | $k$-means on MNIST |
|--------|---------------------|
| Data representation | BACC (%) | ACC (%) | NMI | ARI |
| (1) Original data | 60.1 | 61.1 | 0.48 | 0.38 |
| (2) Latent w/ SSL | 63.8 | 63.9 | 0.501 | 0.414 |
| (3) Latent w/ joint | 84.9 | 85.4 | 0.748 | 0.728 |

Performance of the $k$-means algorithm on different data representation of the MNIST dataset. (1) is the original data, (2) is the data projected by an encoder trained with Self-Supervised Learning (Sec. III-A), and (3) is the data projected by an encoder jointly trained by the proposed method (Sec. III-B).

**HYPER-PARAMETERS VALUES**

We optimize the most important hyper-parameters for each dataset and report their values in table VI. The constants are: batch size = 512, encoder layers sizes = [d, d, d], $\alpha = 2.0$, ssl lr = 0.001, epochs = 30 and $p_m = 0.30$.

**TABLE VI**

| Parameter | MNIST | Forest | Letter | Human | Satimage | Pendigits | Census |
|-----------|-------|--------|--------|-------|----------|-----------|--------|
| cosine topk | 15.015 | 19.300 | 2.019 | 15.277 | 6.214 | 5.609 | 13.96 |
| $w_1$ | 0.8709 | 0.1807 | 0.4887 | 0.4560 | 0.80 | 0.7970 | 0.8104 |
| $w_2$ | 0.6980 | 0.8308 | 0.9350 | 0.8335 | 0.8142 | 0.8004 | 0.9628 |
| $l_{\text{class.}}$ | 0.009484 | 0.001876 | 0.009906 | 0.017461 | 0.007389 | 0.008189 | 0.005854 |
| $l_{\text{cluster.}}$ | 0.000516 | 0.007191 | 0.000516 | 0.010701 | 0.000516 | 0.000516 | 0.000516 |
| k neighbors | 4 | 9 | 6 | 15 | 11 | 10 | 7 |
| dropout | 0.01107 | 0.01115 | 0.07537 | 0.2959 | 0.4210 | 0.1652 | 0.06973 |
| activation fct | Sigmoid | Sigmoid | RelU | RelU | RelU | RelU | RelU |

“cosine topk” is here a percentage of the max number of pairs of instances in a batch.