Magnetic response of a quantum wire of elliptical cross-section in a magnetic field perpendicular to the axis of the wire
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The magnetic response of a quantum wire of elliptical cross section is investigated. An explicit analytic expression is found for the spectrum and wave functions of an electron in the wire. Using an approach based on finding the classical partition function, an expression is obtained for the magnetic response of the electron gas in the wire. The dependence of the response on the magnitude and direction of the magnetic field is found.
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1. Introduction

Effects arising in the magnetic field perpendicular to the axis of the wire in electronic systems are due to the fact that the motion in the plane of confinement and perpendicular to it is connected by a magnetic field whose direction is determined by the angle \( \theta \), \( \mathbf{B} = B(\sin \theta, \cos \theta) \) [1–4]. The effect of the spin-orbit interaction on the magnetization of low-dimensional systems has been investigated [5–13]. The energy spectrum of electrons in low-dimensional systems has been studied in [14]. As shown in [1, 2], in the case of the parabolic confinement potential (well or wire), the problem of finding the spectrum and wave functions of the one-electron Hamiltonian can be solved exactly.

The magnetoresistance of the wire in a magnetic field whose direction is at different angles with the wire axis has been studied experimentally in Refs [15]. It is shown that at different angles the Aharonov-Bohm oscillations are manifested in the magnetoresistance.

The jumps of the magnetic moment for the wire in the form of a thin-walled cylinder were found in [16]. We note that theoretical studies of the magnetic moment of the wire in a magnetic field transverse to the axis are not known to us. In [17], the electron-impurity scattering coefficient of Bloch waves for one dimensional Dirac comb potential is used for calculating the temperature dependence of conductivity within kinetic theory. Nonlinear light absorption and its time evolution at high optical excitation levels in GaSe and InSe layered crystals have been experimentally investigated in [18].

We use an asymmetric parabolic potential \( V \) for modeling of a quantum waveguide with elliptical cross-section. In this case, the confinement potential is:

\[
V(x, z) = \frac{m^*}{2} (\omega_1^2 x^2 + \omega_2^2 z^2),
\]

(1)

here \( \omega_1 \) and \( \omega_2 \) is effective frequencies of potential, \( m^* \) is the effective electronic mass. In this model, the characteristic lengths are \( l_i = \sqrt{\hbar/m^*\omega_i} \), where \( i = 1, 2 \) equal to the semi-axes of the cross-section of the wire. We choose the gauge of the magnetic field in the form \( \mathbf{A} = (0, B_z x - B_x z, 0) \). The axis of the wire is located along the axis \( oy \). The Hamiltonian describing the one-electron states has the form:

\[
H = \frac{1}{2m^*} \left[ p_x^2 + \left( p_y - \frac{e}{c} B_z x + \frac{e}{c} B_x z \right)^2 + p_z^2 \right] + V(x, z)
\]

(2)

The solution of the Schrödinger equation with the Hamiltonian (2) can be written in the form:

\[
\Psi(x, y, z) = \frac{1}{\sqrt{L}} \exp \left( \frac{i}{\hbar} p_y y \right) \varphi(x, z),
\]

(3)
where \( \varphi \) satisfies the equation \( \hat{H}\varphi = E\varphi \), and \( L \) is the length of the wire. This \( L^{-1/2} \) is the normalization constant of the plane wave in the y direction. The Hamiltonian \( \hat{H} \) has the form

\[
\hat{H} = \frac{1}{2m^*} \left[ p_x^2 + \frac{e}{c} B_z x + \frac{e}{c} B_z z \right] + V(x, z),
\]

(4)

expression (2) is not identical (4) because \( p_y \) is eigenvalue of the operator \( p_y \).

Let us shift the coordinate system \( xoz \) along the axis \( x \) by \( x_0 \), and along the axis \( z \) by \( z_0 \), and then we require the reduction of the linear in the axis \( x \) and \( z \) terms in \( \hbar \).

Then we obtain equations for \( x_0 \), \( y_0 \):

\[
\begin{cases}
-\frac{p_y}{m} \omega_z + m^* \left[ (\omega^2_z + \omega^2_x) x_0 - \omega_z \omega_x z_0 \right] = 0 \\
p_y \omega_x + m^* \left[ (\omega^2_z + \omega^2_x) x_0 - \omega_x \omega_z z_0 \right] = 0,
\end{cases}
\]

(5)

where \( \omega_x = |e| B_x / m^* e \), \( \omega_z = |e| B_z / m^* e \), \( B_x = B \sin \theta \), \( \theta \) is the angle defined by the magnetic field and the \( x \) axis.

Solving the system (5), we get relations

\[
x_0 = \frac{\omega_z p_y}{M \omega^2_x}; \quad z_0 = -\frac{\omega_x p_y}{M \omega^2_z}
\]

(6)

After the shift in the axes \( x' = x - x_0 \), \( z' = z - z_0 \), the Hamiltonian \( \hat{H} \) takes the form:

\[
\hat{H} = \frac{\hbar^2}{2m^*} \Delta + \frac{p_y^2}{m^*} + (\omega_z z_0 - \omega_x x_0)p_y + \frac{m^*}{2} (\omega^2_z + \omega^2_x) (x^2 + x_0^2) + (\omega^2_z + \omega^2_x) (z^2 + z_0^2) - 2\omega_x \omega_z (x' z' + x_0 z_0),
\]

(7)

where \( \Delta \) is a two-dimensional Laplace operator.

We rotate the coordinate system by an angle \( \alpha \) to get rid of the term \( \sim x' z' \). The angle \( \alpha \) satisfies the relation:

\[
tg 2\alpha = \frac{2\omega_z \omega_x}{\omega^2_x - \omega^2_z - \omega^2_z}.
\]

(8)

The Hamiltonian \( \hat{H} \) takes the form:

\[
\hat{H} = \frac{\hbar^2}{2m^*} \Delta + \frac{p_y^2}{2M} + \frac{m^* \Omega_y^2}{2} x^2 + \frac{m^* \Omega_z^2}{2} z^2.
\]

(9)

Characteristic frequencies are:

\[
2\Omega^2_{1,2} = \omega^2_z + \omega^2_x + \omega^2_z \pm \sqrt{(\omega^2_z - \omega^2_x - \omega^2_z \cos 2\theta)^2 + \omega^2_x \sin^2 2\theta}.
\]

(10)

The spectrum \( \hat{H} \), as follows from (9), has the form:

\[
\varepsilon = \frac{p_y^2}{2M} + \hbar \Omega_1 \left( n_1 + \frac{1}{2} \right) + \hbar \Omega_2 \left( n_2 + \frac{1}{2} \right), \quad n_1, n_2 = 0, 1, 2, \ldots
\]

(11)

where:

\[
M = m^* \left( 1 + \frac{\omega^2_y}{\omega^2_z} + \frac{\omega^2_x}{\omega^2_z} \right), \quad M = m^* \left( 1 + \frac{\omega^2_x}{\omega^2_z} \sin^2 \theta + \frac{\omega^2_y}{\omega^2_z} \cos^2 \theta \right).
\]

(12)

Eigen functions \( \varphi(x, z) \) have the form:

\[
\varphi(x, z) = \Phi_{n_1} \left[ (x - x_0) \cos \alpha + (z - z_0) \sin \alpha \right] \times \Phi_{n_2} \left[ (x - x_0) \sin \alpha + (z - z_0) \cos \alpha \right],
\]

(13)

where \( \Phi_{n_1} \) and \( \Phi_{n_2} \) are the oscillatory functions. \( \Phi_s(y) = C_s \exp(-y^2/2\ell^2)H_s(y/l) \), \( C_s \) is the normalization constant, \( H_s(y/l) \) is Hermite polynomial.
2. Magnetic moment

The purpose of this paper is to find the magnetic moment $M$ of the wire placed in a perpendicular magnetic field. The calculation of the magnetic moment is based on finding the thermodynamic potential $\Omega$ of the gas in the wire. Then $M$ is determined by the formula $M = -\langle \partial \Omega / \partial B \rangle_{T,V}$, where $T$ is temperature and $V$ is volume.

There are two approaches to finding $\Omega$. One approach is based on the Poisson formula [19, 20], and the other [21], is based on finding the classical partition function of states $Z$. Both approaches were used earlier to find the magnetic response of nanostructures [22–24]. In this paper, we use the classical partition function $Z$ for finding the monotonic and oscillating part of the magnetic moment:

$$Z = \sum_{n_1, n_2, p_y} \exp(-\varepsilon_{n_1, n_2, p_y} / T).$$  \hfill (14)

Using the formula (11), from (14) we get:

$$Z = \frac{D^4}{4} \left[ \sinh \left( \frac{h\Omega_1}{2T} \right) \sinh \left( \frac{h\Omega_2}{2T} \right) \right]^{-1},$$  \hfill (15)

where $D = \sqrt{2\pi M L / (2\pi h)}$.

Introducing $\zeta = 1/T$, we obtain for $\Omega$ the expression [21]:

$$\Omega = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{Z(\zeta)}{\zeta^b} \frac{d\zeta}{\zeta} \int_0^\infty \exp(\epsilon \zeta) \frac{\partial f_0}{\partial \epsilon} d\epsilon.$$  \hfill (16)

Here, $f_0 = (\exp((\epsilon - \mu) / T) + 1)^{-1}$ is the Fermi distribution function $0 < \gamma < 1 / T$. In (16) the expression for $\Omega$ contain the integral:

$$\frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \exp(\epsilon \zeta) d\zeta,$$

then $\beta_{1,2} = h\Omega_{1,2} / 2$. This integral is calculated in the Appendix:

$$\int_0^\infty \exp(-\epsilon t) dt = \frac{\beta_1 T \cos(k \pi \varepsilon / \beta_1 + \pi / 4)}{\sin(k \pi \beta_1 / \beta_2)} + \frac{\beta_2 T \cos(k \pi \varepsilon / \beta_2 + \pi / 4)}{\sin(k \pi \beta_1 / \beta_2)}.$$  \hfill (18)

Replacing in (16) $(\epsilon - \mu) / T = \xi$, where $\mu$ is the chemical potential of the electronic gas and replacing the value $-\mu / T$ on $-\infty$, we obtain from (16) and (18) the expression for $\Omega = \Omega^{mon} + \Omega^{osc}$, where:

$$\Omega^{mon} = -\frac{DT}{4} \times \int_0^\infty \exp(-\mu t) \left[ k^{5/2} \sin(\pi T t) \sin(\beta_1 t) \sin(\beta_2 t) \right]^{-1} dt.$$  \hfill (19)

The oscillating part $\Omega^{osc}$ has the form of a Fourier series:

$$\Omega^{osc} = \frac{T D}{2\sqrt{\pi}} \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k^{5/2}} \left[ \frac{\beta_1^{1/2} \cos(\pi k \beta_1 / \beta_2 + \pi / 4)}{\sin(\pi k T / \beta_1) \sin(\pi k \beta_2 / \beta_1)} + \frac{\beta_2^{1/2} \cos(\pi k \beta_2 / \beta_1 + \pi / 4)}{\sin(\pi k T / \beta_2) \sin(\pi k \beta_1 / \beta_2)} \right].$$  \hfill (20)

It is convenient at first calculate the derivatives:

$$\frac{\partial \Omega_{1,2}}{\partial B} = \frac{e\omega_c}{m^* \sinc^2 \Omega_{1,2}} \left( 1 + \frac{\omega_1^2 - \omega_2^2 + \omega_c^2}{\Omega_1^2 - \Omega_2^2} \right).$$  \hfill (21)

Differentiating $\Omega^{osc}$ only rapidly oscillating factors in the field, and taking account of (20), we obtain:

$$\frac{M^{osc}}{\mu_B} = -\frac{1}{2} TL \sqrt{M} \omega_c \times \left\{ \frac{1}{\Omega_1^{5/2}} \left( 1 + \frac{\omega_1^2 - \omega_2^2 + \omega_c^2}{\Omega_1^2 - \Omega_2^2} \right) \times \right.$$

$$\left. \sum_{k=1}^{\infty} \frac{(-1)^k}{\sqrt{k}} \frac{\sin(2\pi k T \mu / \Omega_{1,2}) + \pi / 4}{\sin(2\pi k T \mu / \Omega_{1,2}) \sin(\pi k \Omega_{1,2})} + \frac{1}{\Omega_2^{5/2}} \left( 1 + \frac{\omega_1^2 - \omega_2^2 + \omega_c^2}{\Omega_2^2 - \Omega_1^2} \right) \times \right.$$

$$\left. \sum_{k=1}^{\infty} \frac{(-1)^k}{\sqrt{k}} \frac{\sin(2\pi k T \mu / \Omega_{1,2}) + \pi / 4}{\sin(2\pi k T \mu / \Omega_{1,2}) \sin(\pi k \Omega_{1,2})} \right\}.$$
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\[ \sum_{k=1}^{\infty} \frac{(-1)^k}{\sqrt{k}} \frac{\sin \left( \frac{2\pi k \mu}{\bar{\Omega} T} \right)}{\sinh \left( \frac{2\pi k \mu}{\bar{\Omega} T} \right) \sin \left( \frac{\pi k \mu}{\bar{\Omega} T} \right)} \]  

(22)

here \( \mu_B^* = e\hbar/2m^*c \).

In the case \( \omega^2 = \omega_1^2 = \omega_2^2 \), however \( \Omega_1 \neq \Omega_2, \Omega_1 = \sqrt{\omega^2 + \omega_2^2}, \Omega_2 = \omega \). In this connection, for the circular cross section the formula (22) has the form

\[ \frac{M_{osc}}{\mu_B^*} = -T L \sqrt{M} \mu_\omega \times \left[ \frac{1}{(h\sqrt{\omega^2 + \omega_2^2})^{1/2}} \times \sum_{k=1}^{\infty} \frac{(-1)^k}{\sqrt{k}} \frac{\sin((2\pi k \mu/h\sqrt{\omega^2 + \omega_2^2}) + \pi/4)}{\sinh(2\pi k \mu/h\sqrt{\omega^2 + \omega_2^2}) \sin(\pi k \mu/\sqrt{\omega^2 + \omega_2^2})} \right] . \]

(23)

It can be noted that passage to the limit to a wire of circular cross section \( \omega_c \neq 0 \) is possible, since in this case \( \Omega_1 \neq \Omega_2 \). In the case, when \( \omega_c \to 0 \), such passage to the limit is impossible. The reason for this is related to the fact that the calculation of the magnetic moment in the work is based on finding the partition function \( Z(\Omega) \). The oscillating part is formed by the sum of the residues at the poles of the first order at the points \( z_k \).

\[ \text{res} \left[ \frac{\exp(\varepsilon z)}{z^{5/2} \sinh(\beta_1 z \sinh(\beta_2 z)}, z_k \right] . \]

(24)

If \( \Omega_1 = \Omega_2, \omega_c = 0 \), the poles become of the second order:

\[ \text{res} \left[ \frac{\exp(\varepsilon z)}{z^{5/2} \sinh^2(\beta z)}, z_k \right] = \lim_{z \to z_k} \left[ \frac{\exp(\varepsilon z)(z - z_k)^2}{z^{5/2} \sinh^2(\beta z)} \right] . \]

(25)

Because of this circumstance, using formula (A.7) and hence (23) in this case cannot be found as \( \lim_{\omega_c \to 0} M_{osc} \) because poles are changes.

The dependence of the magnetic response on the magnetic field is shown in Figs. 1 – 4. Let us now consider the case of weak fields: \( \omega_c \to 0, \mu \gg \hbar\Omega_{1,2}, \hbar\Omega_{1,2}/T \gg 1 \). We note that in this limit, the oscillating part \( \Omega^{osc} \) consists of rapidly oscillating terms of the series (20) and their contribution to \( \Omega \) tends to zero. To evaluate \( \Omega^{mon} \), we use (16). Then, as shown in (25) at low temperatures, the expression is given by:

\[ -\Omega = z(\mu) + \frac{\pi^2 T^2}{6} z''(\mu), \]

(26)

where

\[ z(\varepsilon) = \frac{1}{2\pi i} \int_{\gamma - i\infty}^{\gamma + i\infty} e^{\xi} Z(\xi) \frac{d\xi}{\xi^2}, \]

(27)

here \( Z(\xi) \) is determined by the formula (15). With the constraint \( \hbar \Omega_{1,2}/T \gg 1 \) from (15) follows the estimate

\[ Z(\xi) \approx \frac{D}{\sqrt{\xi}} \exp \left[ -\frac{\hbar(\Omega_1 + \Omega_2)}{T} \right] . \]

(28)

We substitute (28) in (27) and use the formula (26):

\[ \frac{1}{2\pi i} \int_{\gamma - i\infty}^{\gamma + i\infty} e^{\xi} Z(\xi) \frac{d\xi}{\xi^2} = \begin{cases} 0, & p > 0, \\ 1/((-p)^2\Gamma(1 - \chi)\Gamma(1 - \chi)), & p < 0, \text{ at } \gamma > 0, \text{ Re } \chi < 1. \end{cases} \]

(29)

Then

\[ z(\varepsilon) = \frac{D}{\Gamma(5/2)} \left( \varepsilon - \frac{\hbar(\Omega_1 + \Omega_2)}{2} \right)^{3/2}, \]

(30)

where \( \Gamma(\alpha) \) – Euler function, \( \Gamma(5/2) = 3\sqrt{\pi}/4 \).

The second derivative \( z''(\varepsilon) \) has the form:

\[ z''(\varepsilon) = \frac{D}{\sqrt{\pi}} \frac{1}{\sqrt{\varepsilon - \frac{\hbar(\Omega_1 + \Omega_2)}{2}}}, \]

(31)
Fig. 1. Dependence of the magnetic response of a quantum wire on the magnitude of the magnetic field for the angle $\theta = \pi/8.324$, the effective frequencies of the confinement potential are $\omega_1 = 2.177 \times 10^{12} \text{ e}^{-1}$; $\omega_2 = 3.353 \times 10^{12} \text{ e}^{-1}$. The temperature $T$ is 7 K.

Fig. 2. Dependence of the magnetic response of a quantum wire on the magnitude of the magnetic field for the angle $\theta = \pi/9.524$, the effective frequencies of the confinement potential are $\omega_1 = 3.177 \times 10^{12} \text{ e}^{-1}$; $\omega_2 = 6.353 \times 10^{12} \text{ e}^{-1}$. The temperature $T$ is 3 K.

Fig. 3. The dependence of the magnetic response of a quantum wire on the direction of the magnetic field (in the interval from 0 to 180), the value of which is $B = 1.52$ Tl, at effective frequencies of the confinement potential are $\omega_1 = 2.177 \times 10^{12} \text{ e}^{-1}$; $\omega_2 = 3.353 \times 10^{12} \text{ e}^{-1}$. The temperature $T$ is 2 K.
Then, for $\Omega^{\text{mon}}$, we obtain:

$$-\Omega^{\text{mon}}(\mu) = \frac{4D}{3\sqrt{\pi}} \left( \mu - \frac{h\Omega_1 + h\Omega_2}{2} \right)^{3/2} + \frac{D\pi^2 T^2}{6} \frac{1}{\sqrt{\mu - \frac{h\Omega_1 + h\Omega_2}{2}}}.$$  \hspace{1cm} (32)

The second term in (32) is small in comparison with the first $\sim O(T^2/\mu^2)$, so this can be neglected.

For the estimate $\Omega^{\text{mon}}$, we confine ourselves to the case $\omega_1 = \omega_2$. Then, $D \simeq D_0 \sqrt{1 + \omega_c^2/\omega^2}$, where $D_0 = D(B = 0)$. Frequencies $\Omega_1 = \omega$, $\Omega_2 = \sqrt{\omega^2 + \omega_c^2}$.

$$-\Omega^{\text{mon}}(\mu) = \frac{4D}{3\sqrt{\pi}} \left( \mu - \frac{h\omega}{4\omega} \right)^{3/2} \left( 1 + \frac{\omega_c^2}{2\omega^2} \right).$$ \hspace{1cm} (33)

From (33) we obtain the estimate:

$$\frac{1}{\mu_B} \frac{\partial \Omega^{\text{mon}}}{\partial B} \simeq \frac{8D_0}{3\sqrt{\pi}} \frac{\omega_c}{h\omega^2} (\mu - h\omega)^{3/2} - \frac{2D_0\omega_c}{2\sqrt{\pi}\omega} (\mu - h\omega)^{1/2}. \hspace{1cm} (34)$$

In (34) to within $h\omega/\mu$ we can confine ourselves to the first term. Then for the magnetic moment, we obtain:

$$\frac{M^{\text{mon}}}{\mu_B} = \frac{8D_0}{3\sqrt{\pi}} \frac{\omega_c}{h\omega^2} (\mu - h\omega)^{3/2}. \hspace{1cm} (35)$$

From (35), one can estimate the magnetic susceptibility of an electron gas in a wire $\chi = -(1/V)\partial^2 \Omega/\partial B^2$. Here, the normalization volume $V = mL/m^*\sqrt{\omega_1\omega_2}$. Then, for susceptibility $\chi$, we obtain the following expression:

$$\chi = \frac{4D_0}{3\sqrt{\pi}L} \left( \frac{e^2}{m^*c^2} \right) \frac{\mu - h\omega}{h\omega}^{3/2}. \hspace{1cm} (36)$$

3. Conclusion

As can be seen from formula (35) and (Fig. 1), the main dependence is linear on the magnetic field. Peaks grow linearly with increasing magnetic field.

We consider the wire with an elliptical section, not a circular section, since the latter type of section is a special case. In particular, in the case of a circular cross section, the value $M$ entering the spectrum does not depend on the angle of field direction $\theta$. $M = m^* (1 + \omega_c^2/\omega^2)$, $\omega^2 = \omega_1^2 = \omega_2^2$.

It follows from the formula (36) that the electron gas in the wire is paramagnetic $\chi > 0$ and the cause of this is the dependence $M(B)$. Obviously, the expressions (20) and (22) for $\Omega^{\text{osc}}$ and $M^{\text{osc}}$ lose their meaning for those values of the field $B$ for which the ratio $\Omega_1/\Omega_2$ or $\Omega_2/\Omega_1$ is equal to an integer (the commensurability condition). The question of the convergence of Fourier series of the type entering into (20) and (22) is considered in detail in [2], where it is shown that with probability one the series converge to an analytic function and, therefore, they can be differentiated term by term in components fields at all points where the commensurability conditions are not satisfied.
In Fig. 1–4, we plotted the dependence of the magnetic moment on the magnitude and direction of the field at typical values for the spectrum parameters. It is important to note that oscillatory dependencies arise not only on the graph \( M(B) \), but also \( M(\theta) \). In both cases, the oscillations are not periodic.

4. Appendix

We introduce the notation:

\[
J = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{\zeta^{3/2} e^{\varepsilon \zeta} d\zeta}{\sinh \beta_1 \zeta \sinh \beta_2 \zeta}. \tag{A.1}
\]

For the calculation \( J \), we extend the integrand to the complex plane with a cut along the negative part of the real line. Consider a contour \( \Gamma \) consisting of both \( C_R, C_\rho \) segments and a segment \([\rho, R] \cup [R, \rho]\), and \([\gamma-iR, \gamma-iR]\) (Fig. 5).

The integrand in \( J \) is

\[
\frac{d^4}{d\varepsilon^4} \left( \zeta^{3/2} e^{\varepsilon \zeta} \frac{e^{\varepsilon \zeta}}{\sinh \beta_1 \zeta \sinh \beta_2 \zeta} \right). \tag{A.2}
\]

This function has simple poles at points \( z_k = i\pi k/\beta_1 \), and \( z_k = i\pi k/\beta_2 \), where \( k = \pm 1, \pm 2, \ldots \). It is easy to show that the integrals over \( C_R, C_\rho \) tend to zero for \( R \to \infty \) and \( \rho \to 0 \), respectively. The sum of the integrals over the upper and lower sides of the cut in the same range gives:

\[
\frac{1}{\pi} \int_0^{\infty} \frac{t^{3/2} e^{-\varepsilon t} dt}{\sinh \beta_1 t \sinh \beta_2 t}. \tag{A.3}
\]

We take into account that:

\[
\frac{1}{2\pi i} \int_{\Gamma} \frac{\zeta^{3/2} e^{\varepsilon \zeta} d\zeta}{\sinh \beta_1 \zeta \sinh \beta_2 \zeta} = \sum_{k=-\infty}^{\infty} \text{res} \left[ \frac{\zeta^{3/2} e^{\varepsilon \zeta}}{\sinh \beta_1 \zeta \sinh \beta_2 \zeta}, z_k \right]. \tag{A.4}
\]

Then we get the relation:

\[
\frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{\zeta^{3/2} e^{\varepsilon \zeta} d\zeta}{\sinh \beta_1 \zeta \sinh \beta_2 \zeta} = \frac{1}{\pi} \int_0^{\infty} \frac{t^{3/2} e^{-\varepsilon t} dt}{\sinh \beta_1 t \sinh \beta_2 t} + \sum_{k=-\infty}^{\infty} \text{res} \left[ \frac{\zeta^{3/2} e^{\varepsilon \zeta}}{\sinh \beta_1 \zeta \sinh \beta_2 \zeta}, z_k \right]. \tag{A.5}
\]

We note that \( J(\varepsilon) \) is the inverse Laplace transform of the integrand. From the theorem on the differentiation of the integral and the image to the parameter \( \varepsilon \), it follows that:

\[
\frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} e^{\varepsilon \zeta} d\zeta = \frac{1}{\pi} \int_0^{\infty} e^{-\varepsilon t} dt.
\]
\[ + \sum_{k=-\infty}^{\infty} \text{res} \left[ \frac{e^{i\gamma}}{\sinh k_1 \beta \sinh k_2 \beta}, z_k \right]. \quad (A.6) \]

Summing up the residues in (A.6), we obtain:

\[ \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} e^{i\gamma} d\zeta = \frac{1}{\pi} \int_{0}^{\infty} e^{-\xi t} dt + \sum_{k=1}^{\infty} \frac{(-1)^k}{k^{1/2}} \left[ \frac{\beta_{1/2} \cos(\pi k \beta / \beta_1 + \pi / 4)}{\sin(\pi k \beta / \beta_1)} + \frac{\beta_{2/2} \cos(\pi k \beta / \beta_2 + \pi / 4)}{\sin(\pi k \beta / \beta_2)} \right]. \quad (A.7) \]
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