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Detection of Material Extrusion In-Process Failures via Deep Learning
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Abstract: Additive manufacturing (AM) is evolving rapidly and this trend is creating a number of growth opportunities for several industries. Recent studies on AM have focused mainly on developing new machines and materials, with only a limited number of studies on the troubleshooting, maintenance, and problem-solving aspects of AM processes. Deep learning (DL) is an emerging machine learning (ML) type that has widely been used in several research studies. This research team believes that applying DL can help make AM processes smoother and make AM-printed objects more accurate. In this research, a new DL application is developed and implemented to minimize the material consumption of a failed print. The material used in this research is polylactic acid (PLA) and the DL method is the convolutional neural network (CNN). This study reports the nature of this newly developed DL application and the relationships between various algorithm parameters and the accuracy of the algorithm.
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1. Introduction

Additive manufacturing (AM) is a set of technologies used to produce three-dimensional (3D) objects from computer-aided design (CAD) models [1]. The term 3D printing (3DP) is used interchangeably with AM [2]. Various methods are used in AM technologies, including material extrusion (ME), selective laser sintering (SLS), selective laser melting (SLM), stereolithography (STL), etc. [3]. However, the ME technique is of particular interest to this research project since it is the most widely used [4]. In the ME process, the material is melted and extruded on the printing bed to build the parts layer by layer [1,3]. Applications of these AM technologies can be seen in biomedical engineering, like 3D printed alloy implants [5], liquid metal extrusion for coatings [6], smart manufacturing for Industry 4.0 [7], and new technologies for energy conservation [8,9].

Machine learning (ML) involves using computer algorithms and statistical models to perform a specific task without explicit instructions [10,11]. Deep learning (DL) is one of the most popular ML methods and has many applications in different areas [11–14]. DL is a class of ML algorithms that uses a cascade of multiple layers of nonlinear processing units for feature extraction and transformation [15]. Each successive layer uses the output from the previous layer as an input, allowing for learning in supervised (e.g., classification) and/or unsupervised (e.g., pattern analysis) ways. In recent years, ML has received much attention in relation to AM because of ML’s ability to
help detect failure during printing while also optimizing the process [11,16–18]. The model of DL used in this research is the convolutional neural network (CNN), which is a class of deep neural networks. CNN is a widely used technique in image classification [16,19]. In this kind of model, convolutional layers and pooling layers are used to select the features of an image. The pooling layers do not have any learning function, they only reduce the dimensions of the feature map and reduce the computational complexity of the model.

Ensuring the quality of printed parts is a major challenge in AM processes [20]. Quality control is important and ML is a helpful solution to improve the overall performance of the part-building process [21]. In the area of ME, the monitoring of the printing process and the maintenance of the machine are equally important for getting high-quality finished parts [22]. A number of control parameters are used for obtaining good-quality parts and the cost factors associated with the adjustment of these factors are significant [23].

Today, ME is one of the most widely used AM processes with an increasing number of applications in manufacturing parts [24]. However, when failures happen during ME processes, defective parts are a concern for the industry [25]. Monitoring in-process ME conditions has been studied in the past in order to maintain smooth operating conditions [26]. For an ME printer, it is clear that trouble-free operation is an essential factor which can affect the quality of the printed parts [27].

Failure detection is a challenge in AM [27] and is worth investigating because the detection of failures helps eliminate waste material, shortens production time, and therefore saves money [27]. Failure detection is especially important in mass production, as the elimination of failures can help improve the process [28]. An ML algorithm can be used to automatically detect failed AM parts [27] and help in classifying them as good or bad [29]. In this process, a camera is used to detect and compare the printed part to the data set in order to predict whether the part will print successfully [30]. Failure detection in parts produced through AM is crucial to broadening AM industrialization [31] because of the need to reduce the process time, cost, and energy, which failure detection ensures. An examination of the current literature shows that there is a limited number of studies that have used DL for failure detection during the AM process. There is a need to do further research in this area.

The failures identified in this study essentially originate from the following conditions.

- When the temperature in the print head is too high for the material being used, the filament becomes too viscous and watery and leaks out of the print nozzle.
- If the nozzle is too far away from the bed, the bottom surface often shows unwanted lines, and/or the first layer does not stick, and if the nozzle is too close, blobs may be the result.
- Ringing (or ripples or shadowing or ghosting or echoing) is a surface finish defect in 3D prints that is created by the sudden acceleration of the printer’s moving parts, and this shaking can become visible as ripples in the surface of the print, which are particularly visible next to a corner or a surface feature.
- Layer shifting is a printing issue, which causes the layers of the printed object to shift from their intended positions, and it is usually associated with improper movement of the X-axis and/or the Y-axis, leading the extruder head to be misaligned mid-printing.
- Warping occurs due to material shrinkage while 3D printing, which causes the corners of the print to lift and detach from the build plate, because the plastics first expands slightly and then contracts during cooldown, and if the material contracts too much, the print bends up from the build plate.

2. Materials and Methods

In this study, the DL algorithm was applied to an Ultimaker 3D printer (headquartered in the Netherlands) [32], and the results were analyzed. A schematic of the system is shown in Figure 1. The slicer software (Cura, developed by David Braam who was later employed by Ultimaker) and the DL algorithm (code) were installed on a laptop. Then, the digital file of the part to be 3D printed was translated into a printable instruction set via the slicer software. After this process, the g-code was
generated and sent to the 3D printer, which ran the commands and extruded the material. The images of the print were taken with a GoPro (headquartered in CA, USA) camera that was held by a frame and focused on the printing plane while the part was 3D printed [33]. These images were then sent to the computer and the DL algorithm was used to classify the unfinished parts by analyzing the images based on their geometrical shape. Ideally, the 3D printing parts were classified as success or failure after each layer.

![Diagram of the system](image)

**Figure 1.** Schematic of the system. Abbreviations: DL, deep learning; 3D, three-dimensional.

The DL algorithm was run on a Microsoft Surface Book laptop with an Intel(R) Core(TM) i7-8650U processor with installed RAM of 8.00 GB [34]. The DL algorithm was run in the R language for statistical computing and graphics [35].

A flowchart of the code is shown in Figure 2.
As shown in Figure 2, EBImage and keras were the packages used in R to read, label, and classify the input images. CNN was the model used in this algorithm since it is widely used in image classification [19]. Accuracy and processing time data were collected to determine whether the algorithm was useful or not.

In the DL algorithm, two convolution layers were developed; after that, there was a pooling layer to reduce the complexity of the model and a dropout layer to avoid overfitting. In addition, the number of filters in each convolution layer, the number of epochs, and the number of images used in the training data were parameters under researcher control and affected the accuracy of the model (rate of correct judgements in all judgements during the training process) and processing time (time spent to do one analysis). During the model-building step, the original image was divided into smaller patches, or filtered, with the range of filters revealing more details of the image but also increasing CPU time [19]. Next, one epoch corresponded to one full read of the entire data set (all images collected by the GoPro camera) with the number of epochs again increasing CPU time [33]. In the analysis phase of the DL process, the images were classified as valid or invalid. If the image of
an unfinished part was declared valid, the printing process continued; if not, the printing process paused or stopped. An example of valid and invalid images is shown in Figure 3.

![Image](image.png)

**Figure 3.** Example of valid and invalid printed parts.

3. Results

In Figure 4, the accuracy of the DL algorithm under various conditions is shown. First, an explanation of the nomenclature of the number of training points is in order. The letter g represents a valid printing process, while b represents an invalid printing process. Hence, the value 40g/40b denotes 80 images, 40 successful prints and 40 failed prints. Next, in plots 1, 2, 3, and 4 of Figure 4, the y-axis is the accuracy of the algorithm while the x-axis is the number of filters (22 to 52 filters), the number of epochs (20 to 50 epochs), the number of (training) data (80 to 200 data), and the number of (training) data (80 to 200), respectively. In each plot, the third algorithm parameter is set to a specified value. In plots 1 and 3, the number of epochs is set to 30. In plots 2 and 4, the number of filters is set to 32.

![Image](image.png)

**Figure 4.** Changes of accuracy based on different numbers of parameters: Plot 1, Changes of accuracy based on different numbers of filters with constant 30 epochs; Plot 2, Changes of accuracy based on different numbers of epochs with constant 32 filters; Plot 3, Changes of accuracy based on different numbers of data with constant 30 epochs; Plot 4, Changes of accuracy based on different numbers of data with constant 32 filters.
As can be seen in plot 1, with the number of epochs held at 30, there was a slight increase in the accuracy of the algorithm as the number of filters increased. Likewise, in plot 2, with the number of filters held at 32, there was an increase in the accuracy of the DL algorithm. Plots 3 and 4 show no significant increase in accuracy with an increase in the number of data. The research group focused on the relationship between accuracy and number of data since as the number of data increased, the time increased. If the algorithm takes too much time, the total printing time will be prolonged, which is not economical.

Next, the plots in Figure 5 show the linear relationships between processing time and the DL algorithm parameters. The correlation coefficient is also given to show the strength of the linearity. As can be seen in plots 2 and 3, processing time increased significantly with the number of data ($R^2 = 0.981$) and the number of epochs ($R^2 = 0.969$). Plot 1 shows that there was no relationship between processing speed and the number of filters ($R^2 = 0.027$).

![Graphs showing linear relationships](image)

**Figure 5.** Changes of processing time based on different numbers of parameters: Plot 1, Changes of processing time based on different numbers of filters; Plot 2, Changes of processing time based on different numbers of epochs; Plot 3, Changes of processing time based on different numbers of data.

### 4. Discussion

From the previous results regarding accuracy and processing time, there exist obvious relationships between accuracy and the number of filters and epochs but not between accuracy and the number of data. Likewise, there are definite linear relationships between the algorithm processing speed and the number of epochs and data, but not between processing speed and the number of filters.
Based on these results, if a researcher wants the best accuracy without regards to processing time, they should set the number of filters to 52 and the number of epochs to 50. The 3D printer can be set to pause while the algorithm finishes processing the latest image. However, if the researcher needs the processing speed to be as quick as possible and the accuracy as good as possible, the number of filters can still be set to 52 with the number of epochs set to 40 and the number of data set to 80. To understand why 40 was chosen for the number of epochs, in plot 2 of Figure 4 the accuracy of the algorithm appears to find an equilibrium at 40.

5. Conclusions

In this project, a deep learning algorithm was implemented that would detect failure in a 3D printing process by categorizing the latest photo of an unfinished 3D printed part. In the DL algorithm, the number of filters in each convolution layer, number of epochs, and the number of images used in the training data were the parameters under research control and affected the accuracy of the model and processing time.

A number of conclusions can be drawn from this research study. As the number of epochs, data, and filters is increased, the accuracy always presents an increasing trend. As a result, adding more epochs, filters and data into the algorithm will lead to better accuracy. As for the processing time, it appears that this will remain constant for the range of filters used in this research, but further experimentation is needed. However, when the number of epochs and data is increased, the processing time increases too. Overall, the data analysis process will take plenty of time if we use a huge number of epochs and data. Therefore, a suitable number of epochs and data should be found to obtain a balance between high accuracy and shorter processing time.

The overall average accuracy of this method is 0.7, which shows that most failures during the printing process can be detected by this algorithm, thus helping to eliminate waste generated by unsupervised invalid part printing. The DL application developed in this project can help the manufacturers save energy, time, and money during the ME printing process.

Also, this research shows that by changing the number of epochs, filters, and data, higher accuracy or a shorter processing time can be achieved. Manufacturers have the ability to boost accuracy and thus save even more waste, but such parameter changes do come at a cost of processing speed.

In the future, the research could be extended to obtain higher accuracy by increasing the number of epochs. Thus, more failures would be detected. However, more epochs lead to longer processing times. With such an intensive processing requirement, it is recommended that further experimentation be done using a computer with a faster processor or a parallel processing cluster.
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