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ABSTRACT

Object trackers deployed on low-power devices need to be light-weight, however, most of the current state-of-the-art (SOTA) methods rely on using compute-heavy backbones built using CNNs or Transformers. Large sizes of such models do not allow their deployment in low-power conditions and designing compressed variants of large tracking models is of great importance. This paper demonstrates how highly compressed light-weight object trackers can be designed using neural architectural pruning of large CNN and Transformer based trackers. Further, a comparative study on architectural choices best suited to design light-weight trackers is provided. A comparison between SOTA trackers using CNNs, Transformers as well as the combination of the two is presented to study their stability at various compression ratios. Finally results for extreme pruning scenarios going as low as 1% in some cases are shown to study the limits of network pruning in object tracking. This work provides deeper insights into designing highly efficient trackers from existing SOTA methods.1
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1. INTRODUCTION

A general consensus about object tracking is that those using deeper convolutional neural network (CNN) architectures help in better discrimination of the target from the background and this is verified in siamese tracking networks. SiamFC [1] uses an AlexNet-variant backbone whereas SiamRPN++ [2] and SiamRCNN [3] use ResNet50 and ResNet101 [4] backbones. As expected, the performance of SiamRPN++ is significantly better than SiamFC and SiamRCNN outperform the other two. Further in this landscape, we have deep Transformer models such as OTrack [5] and STARK [6] that outperform all the CNN trackers stated above. While deeper models, be it CNN-based or Transformer-based [7, 8], are found to help deliver better performance, they are generally large in size and often slow in terms of inference speed. This can be a big setback, especially for applications where close to real-time processing of the video frames is desired. There exist cases where beyond good accuracy, inference time on deployment device is of more importance.

In this paper, we focus on building light-weight object trackers that can be deployed on small devices and can operate in low-power conditions. Previous work on similar lines includes [9], [10], and [11]. For fast and light-weight trackers, the existing dense trackers need to be compressed, and it is of interest to study how CNNs and transformers behave in such scenarios. To the best of our knowledge, our work is the first to identify which tracker model to choose for compression when designing a light-weight tracker. Beyond accuracy and inference speed, stability in the performance of the model is also important when building light trackers. It is of great interest to put all the SOTA trackers under the common roof of model size and the associated inference compute and study the drop in their performance for extreme model compression.

Contributions (1) We present a comparative study on how the performance of SOTA object tracking methods is affected by different compression ratios. For this purpose, we choose three popular tracking methods: a fully CNN-based (Super-DiMP [12]), a fully Transformer-based (OSTrack [5]), and a hybrid CNN-Transformer model (STARK [6]). (2) We study the effect of model compression on each tracker independently, as well as perform a comparative study across them for different budgets of inference computing. (3) For the robustness study, we analyze the inference of the compressed models on multiple tracking datasets and study the precision and success curves. (4) For the trackers to be really light-weight, the demanding level of compression is really high, and this implies that we need to push for extremely low inference budgets. In this regard, we also study the stability of the models at inference budgets of as low as 1% of the original base model.

2. PRUNING IN TRACKING

2.1 Background

Model pruning [13, 14, 15, 16, 17] refers to inducing sparsity into the model architecture through removing the undesired or less important weights or filters. We present here a pruning-in-tracking approach that can shrink their heavy CNN or Transformer backbones to reduce the number of channels, thereby improving their inference speed. We compress the model using a three-stage pipeline: 1)
training the object tracking model with sparsity parameters and an added sparsity penalty function, 2) pruning the less important channels based on the learnt sparsity pattern, and 3) fine-tuning the model to recover its performance.

It has been observed that the post-pruning results are better if the pruning-related hyperparameters are embedded and the model is re-trained with them. Due to this reason, we train the network from scratch using the sparsity parameters. In general, the addition of these scaling parameters is not expected to affect the model performance since during the first training phase, it only serves to scale the weights. However, the added parameters need to be pushed towards 0 or 1 as a part of the training process. This requires adding an additional penalty on the intermediate values. For example, network slimming [15] uses $L_1$ norm penalty on the weights, and ChipNet [13] achieves it through Heaviside projections and added constraints.

**Learning sparsity masks:** The core of our pruning-in-tracking method lies in how well the sparsity of masks is learnt. For this, we employ network slimming [15] directly leveraging $\gamma$ parameters of the batch-normalization layers as scaling factors. Since Transformers do not contain batchnorm layers, we prune MHAS and MLP modules by explicitly introducing masks as in [14]. The scaling factors and the weights of the original backbone network are jointly trained with an additional sparsity regularization introduced on the scaling factors. Based on this, the optimization problem solved during training can be stated as

$$\min_{W, \gamma} \mathcal{L}(f(\gamma \odot H(w); x), y) + \lambda g(\gamma)$$

(1)

where $(x, y)$ denotes the training dataset, $H$ denotes set of hidden channels, $w$ denotes the weights of the network, and $\gamma_i \in \gamma$ denotes the scaling factor associated with feature map/channel $c_i \in H$. Further, $\mathcal{L}(\cdot)$ denotes the standard training loss of the object tracking problem and $g(\cdot)$ denotes the sparsity-related penalty added to the scaling terms, weighted by hyper-parameter $\lambda$. Similar to [15], we use $L_1$-norm for achieving sparsity.

**Channel pruning and fine-tuning:** After learning the sparsity, the trained values of $\gamma$ are used to remove the undesired set of channels from the network. There are many values in the distribution of $\gamma$ which are close to zero. To prune, we remove all the incoming and outgoing connections and the corresponding weights for a certain $\gamma$, and this can be achieved in a budget-aware manner. In [15], channels are pruned with a global threshold across all layers. However, we have observed that maintaining the threshold at a global level is generally not very efficient in extreme pruning scenarios. It leads to excessive pruning in the early layers and introduces a bottleneck on the information that can be propagated in the later layers. To circumvent this issue, we impose channel-budget separately at each layer or at the global level depending upon the budget and empirical performance. In the case of the former, the same value of channel-budget was used for every layer in the network, ensuring that the budget is satisfied at the global level.

| Budget | AO | SR@50 | SR@75 | GFLOPs | Params |
|--------|----|-------|-------|--------|--------|
| -     | 0.343 | 0.377 | 0.107 | 2.812  | 8.93   |
| 0.75  | 0.346 | 0.376 | 0.105 | 1.75   | 5.45   |
| 0.625 | 0.347 | 0.375 | 0.109 | 1.24   | 3.73   |
| 0.50  | 0.344 | 0.374 | 0.107 | 0.86   | 2.6    |
| 0.375 | 0.322 | 0.347 | 0.100 | 0.56   | 1.64   |
| 0.25  | 0.316 | 0.345 | 0.099 | 0.31   | 0.93   |

### 2.2. Light-weight SiamFC: A basic example

We demonstrate the construction of light-weight object trackers through network pruning on SiamFC, a simple yet very effective object tracking method [1]. This method forms the foundation for most current SOTA trackers, and a hypothesis experimented on this method should be transferable to the recent methods with minimal modifications. SiamFC uses a variant of AlexNet [18] as the backbone and the goal of the presented experiments is to perform network pruning over it and measure the performance vs. compute operations/model parameters tradeoff.

**Implementation details.** SiamFC uses AlexNet-type backbone with five convolutional blocks. Since the last layer does not use batch-normalization, we restrict the pruning of the model to only the first four convolutional layers. A sparsity penalty term, as indicated in Eq. 1, is used on all batch-normalization layers to learn the importance of the channels. The tracking model is then trained from scratch on the GOT-10k dataset [19]. The hyperparameter settings for this stage are similar to those reported in the official implementation\(^2\).

Once the model is trained, channels corresponding to low values of the sparsity parameter are pruned. We report scores for a variety of channel budgets which denote the percentage of channels in the pruned network as compared to the parent network. As motivated in Section 2.1, we do not impose a global threshold across all layers of the network, rather a threshold is separately chosen for each layer in such a manner that the overall channel budget is satisfied. Unlike the results reported in [15], we have observed that layerwise thresholding is more stable and better for pruning for this particular task.

**Results.** Table 1 presents the results for the different pruning budgets. Across budgets, there is a small change in the observed tracking performance, however, it is almost negligible. For 75% channel budget, there is no performance drop, however, the compute operations and model size are already reduced by around 40% each. For 50% budget, the gains are even higher (FLOPs reduction by 60% and model size by 70%) with no performance drop. A similar observation is made at higher compression levels, but with a minimal performance drop. For the extreme case of 25% channel budget, the performance drops by only 8% while compute FLOPs and model size reduce remarkably by 90%. Depending upon the available hardware compute,

\(^2\)Accessed at https://github.com/huanglianghua/siamfc-pytorch
the above experiments demonstrate the available control over the performance vs. speed trade-off for SiamFC.

3. LIGHT-WEIGHT DEEP TRACKERS

We have demonstrated that current object tracking methods can be compressed significantly to design light-weight trackers. Here, we investigate further the effect of compressing the SOTA deep trackers, and for this purpose, we choose CNN-based SuperDiMP [12], Transformer-based OSTrack [5] and a hybrid CNN-Transformer architecture STARK [6]. The choice of trackers covers a wide spectrum of well-performing architectural choices in computer vision, thus making this study thorough.

SuperDiMP is a pure CNN-based tracker with bounding box regressor and classification head as well as a ResNet50 backbone. We prune the backbone as the structure of other components is not suitable for structured pruning. We implement pruning on the block level for ResNet-based SuperDiMP backbone as it gives superior results as compared to imposing a global budget. OSTrack uses attention layers throughout the network allowing to implicitly reduce FLOPs proportional to the pruning budget as shown in [14]. Since our focus is on efficiency, we consider the smaller $256 \times 256$ image size in all our experiments for OSTrack. To prevent catastrophic pruning at extremely low inference budgets, we impose layerwise pruning at 1% budget. Finally, experiments on encoder-decoder based STARK are presented. STARK requires a large number of epochs to train, and this makes it computationally infeasible for pruning experiments. Along with this, the FLOPs and Parameters in STARK are an order of magnitude higher than other trackers making a fairer comparison difficult. Hence, we designed a lighter version of this model, referred occasionally to as mini-STARK (4 stacks of encoder-decoder with 96 dimensions, 4 heads and a feedforward with 768 units), and this model provides performance similar to STARK, while the FLOPs are reduced by almost $2\times$ and parameters by $3\times$. Even for mini-STARK, the use of global budget constraint leads to empty decoder layers and to circumvent this, we use layerwise budgets for this method. We also decoupled training and pruning of the encoder and decoder as coupling makes the decoder unstable. All the trackers are trained on GOT-10k dataset from scratch and tested on various datasets.

3.1. Experimental insights

Our experiments are based on channel pruning with channel budgets ranging from 75% to even 1% in some cases.

Performance of compressed models. We first study the performance of the three trackers at different levels of compression. Fig. 1 shows the performance comparisons for GOT-10k [19] and LaSOT [20] datasets. For all the trackers, the rightmost point on the curve corresponds to the full-scale models with no compression. For STARK, the performance of the original fullscale model is shown in red whereas mini-STARK corresponds to the second rightmost points in the plots of Fig. 1. Although the three trackers differ significantly in terms of the underlying architecture, the FLOPs are approximately the same with those for DiMP being slightly lower. However, OSTrack is heavily overparameterized using more than $2\times$ parameters than the other trackers, thereby adding to the memory overhead.
A generic observation across the two datasets is that OSTRack outperforms the other trackers for almost all scenarios of compression. For an extremely less number of parameters (equivalent to approximately 1% of the channels of the base model), OSTRack seems to be slightly unstable with STARK performing marginally better. Below 10 GFLOPs computation, the performance of STARK and SuperDiMP models significantly deteriorates. However, at this extreme compression as well, OSTRack is very stable with its performance being only marginally lower than the full-scale model. We see an interesting anomalous behavior of SuperDiMP on GOT-10k, where its full-scale configuration seems to perform better, however, it is only stable for this configuration and is outperformed at all compression budgets. Moreover, no such anomaly exists for LASOT, which confirms SuperDiMP is not to be preferred.

We further perform a comparative study on OTB100 dataset [21] (see Fig. 2). It is observed that OSTRack consistently outperforms the other two for all cases of channel budget. Further, the full-scale version of mini-STARK seems to perform better than SuperDiMP; however, this model is relatively less stable in terms of compression and the performance of the pruned versions drops significantly for the success as well as precision scores.

**Early compression dip.** A general observation across all cases of pruning is that during the initial pruning, the performance of all models dips, however, it can be pruned significantly with a very limited drop in its performance. Further, we presented a comparative study on building light-weight trackers from SOTA tracking models. First, we use a basic object tracking model which can be designed by compressing the current SOTA deep trackers. Although very small, a similar trend can also be found in the previous results shown for SiamFC.

**Induced sparsity pattern.** Next, we attempt to study the sparsity pattern induced in different trackers due to pruning. Fig. 3 shows the number of active dimensions per layer of OSTRack and SuperDiMP at different compression budgets. Note that for STARK, we perform layerwise pruning due to its instability issues, and the budgets are satisfied per layer. Clearly, a constant pattern would be observed in such a scenario and is not of interest to investigate further. For SuperDiMP, we do not perform any pruning at the input and output of each convolutional block. This is done to avoid inconsistency due to additional input head from the residual skip connections.

From Fig. 3, we see that the active dimensions across different MLP layers of OSTRack are almost similar with higher pruning in the deeper layers of the network. For SuperDiMP, the trend is completely different. For its active dimensions, measured in terms of the fraction of active channels per layer, we see that more units are active in the middle of the network, however, the trend is not as smooth as OSTRack. For the attention modules of OSTRack as shown in Fig. 4, we see that for initial levels of compression, the starting layers of the network are preferred, however, the deeper and deeper layers get chosen for pruning as the compression level increases. This implies that the mixing of information through attention is not very relevant for the network during the initial layers and an adaptive choice is to retain them more towards the later parts, this is in contrast to classification models as shown in [14].

**4. CONCLUSION**

In this paper, we studied how light-weight object trackers can be designed by compressing the current SOTA deep trackers. First, we use a basic object tracking model which can be pruned significantly with a very limited drop in its performance. Further, we presented a comparative study on building light-weight trackers from SOTA tracking methods. We compared trackers that use CNNs, transformers as well as the combination of the two, and studied their stability at various compression levels, including extreme compression levels. Indicative in the presented experiments, a fully transformer-based model (OSTrack) exhibits both - better performance as well as better stability, when compared to the other two tracker models.
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