Abstract—The piano is a practical piano design created by a keyboard with real-time engine keys. The simulation system on the machines is introduced. Using this simulator, we created anew certain aspects of the grand piano sensation by combining math with numbers a movement of piano accompaniment facilitated in real-time in a human-on-the-loop imitation program. In this paper, the simulation of the release and capture of the hammer is used to present simulator construction. Software module design that controls the simulation models with kinematic transition problems are discussed, including a limited-state machine a driver that allows for the production of rigid body modes that can take on many forms the compression conditions respectively depend on the connection of the working time.

I. INTRODUCTION
Musical instruments were judged not only they cry, but also about what they feel like doing play. Although modern algorithms do he made synthetic instruments very capable almost the sounds of their acoustic partners, technology could not he has adequately responded to the artist’s concerns about the musical instruments. In addition, on acoustic instruments there is a strong connection between the reaction of the metal and its impact the answer. In fact, sometimes more information is available is obtained by the behavior of the metal its feeling more than its sound. For example, to find the fastest possible repetition of the piano, The player receives the required minimum key return to re-make the jack under the hammer with feel rather than in anger. Reconstruction of the relationship between mechanical behavior and Acoustic behavior in synthetic instruments greatly increasing the amount of information to come from tool above haptic channel and thus give artists greater visual control. At CCRMA we design and develop a virtual piano action-sim keyboard action (software) and haptic display device (Hardware) these combinations make it possible to imitate the hear about various keyboard accessories. The haptic The display device is a key made by a motor or other manipulandum which, under the control of the computer, makes it possible to communicate the physical objects through touch. Without a doubt, the synthesizer controllers a great application for haptic technology to display. In fact, we believe this is technology one day it will be an effective way of building the touch you need in marketing tools is mehendi design with architectural elements. Yes Yes, a beautiful piano arrangement action is its leading marketplace. The feeling of the harnessichord, piano or something altogether a new one will be available for each button. Several robotics research labs are under construction haptic display technology, in particular labs at MIT, Northwestern, and North Carolina. Claude Cadoz ‘Group, ACROE in Grenoble and develop a virtual haptic display device musical instruments [Cadoz 93]. Their model and design tools designed to work on transmitters, many parallel-use machines. By difference, our tools are based on the norm Modeling techniques and designed to use single processing platforms. Our testosterone dosage is viable real-time simulation of background and nonlinear programming systems, systems with memory and without memory 2 and systems with kinematic transition. In this paper, we will talk to the construction of models and their installation into the simulator, we pay special attention accommodation for changes in kinematic problems. Disposal programs (e.g., incoming which the organism can do and lose contact with each other) should be advanced members of this simulator repertoire. Some very interesting haptic cords in our environment come from changes in kinematic theory, fact and reality with keyboard actions. Examples include issue of...
chaos in which the plectrum is drawn harpsichord strings, and extra resistance during the escape from the piano action. In a very strong physical system, different pressure conditions can be taken from any following instructions, depending on how they are made the systems (perhaps the user) interact with. Barzel (Barzel 92) and others have spoken of the fulfillment of this of systems that divide by measurement of a sequence of standard partitioning equations. In our job, we accept their appointment and put together it with the Finite State Machine (FSM) simulator, which will allow for the sequence of events or ‘country’ to be replaced by a false order known before the imitation period. To create a suitable model to emulate with a haptic display that repeats every aspect of The complex behavior of the piano act will require be a step-by-step process. Step 2 to follow describes the design of the appropriate model Our simulator. Stage 3 presents (smart) rolling model of a rolling ball and its imitation algorithm. In Section 4, we construct the inequalities model that combines the action of the key lever and hammer and discuss its simulation algorithm. The installation of a virtual state machine manager manage to add the visible key to the model is discussed in section 5. Experimental results mentioned in 6. Finally, summaries current and future work discussed in section 7.

II. MODEL COMPONENTS

For all the different types of systems where the mission is models are presented, a standard reduction set differential equations (ODEs) (and constraints included) is the simplest. We have selected to support our simulator on the models shown as reduced ODEs. In doing so, we hope that we it will be led to investigate something more complex Issues involved with real-time simulation. The model itself is built as part-wise continuous ODE. Delay is allowed there time travel associated with changes in kinematic issues. The intervals between each discontinuities is controlled by a single set 'sub models', each of which is continuous ODE is designed to define a program in one its compressive conditions. A complete introduction to the topic it used to define these piecewise continuously For ODEs, see [Barzel 92] or [Gillespie 93]. Here, we briefly summarize. Sub models no it is divided into three sections to facilitate decision making by the simulator what a sub model should be control the behaviour at a given time. Three items used below: reading comprehension, and cursor work. Transit numbers are solved by a number in order to keep time varia

Figure 1 shows the two submodels which make up the bouncing ball: a) the ball is attached to the paddle through a spring, and b) the ball is flying vertically in the air, free from the paddle. For submodel a), the equation of motion, readout equation, and indicator function are, respectively:

$$ q = -(v·d)·g \quad (1) $$

$$ F = m·a + k(q - d) + mg \quad (2) $$

$$ k(q·d) < 0 \quad (3) $$

The indicator function (3) evaluates to TRUE when the ball/paddle interaction force is tensile, signalling the end of applicability of model a). For the ball in air submodel, the equation of motion, readout equation, and indicator function are:

$$ Q = -9 \quad (4) $$

$$ = m·a + m·g \quad (5) $$

The indicator function (6) evaluates to TRUE when there is interference between the ball and paddle. A linear differential equation such as we have here is always expressible in state space form as

$$ x = Ax + bu \quad (7) $$

This differential equation can be converted to a difference equation

$${x}_{n+1} = S \cdot x + r \cdot u + e \quad (8) $$

suitable for simulation on a digital computer. The discrete equivalent matrices * and T are given in terms of the continuous matrices A and b and the time step T by

$$ \Phi = e^{FT} \quad (9) $$

$$ \Gamma = \int_0^T e^{FT} dB \quad (10) $$

Several common computer algorithms with good numerical properties are available to do the conversion. The simulation algorithm then simply involves a matrix multiply to advance the simulation by one time step T.

Because these equations are second order linear ODEs, analytical solutions exist. There is in fact no need to solve the differential equations numerically for this simple model. The state can be expressed as a function of the input and time. The force output is computed as a function of the motion input using the readout equation of the applicable submodel until such time that the indicator function evaluates to a...
negative number. The simulator then exchanges submodels, using the final conditions of the last as the initial conditions of the next submodel. Note that in this case, the 'next' submodel is just the other submodel. This rather simplistic model has created a very convincing virtual bouncing ball when implemented with the haptic display device. Interaction between the ball and user through a motorized key (in this case to be viewed as a paddle handle) includes all the properly timed power exchanges to suggest manipulation of a bouncing object. In summary, we have implemented a unilateral constraint (a gross non-linearity- a contact capable of supporting compressive but not tensile forces) by combining two linear submodels with some management routines for exchanging them in and out of the simulator.

IV. A SIMPLIFIED PIANO ACTION

Figure 2 shows a simplified schematic diagram of the piano action. This model has only two bodies, the key and hammer. The letoff function of the whippen and jack are not modeled. The hammer and key are coupled with a unilateral constraint. A spring accounts for compliance in the action, most of which is due to softness of the hammer knuckle. The other submodel in which the hammer flies free of the key is not shown; it can be surmised. This model will behave like a piano action in which the regulation button is set too high, inactivating the letoff and repetition functions.

\[ k(h_s + l_q) < 0 \] (13)

See [Topper 87] for an explicit derivation of the equations of motion for this model. Note that the function of the action is very much like that of the ball and paddle in the model outlined above: to throw the hammer toward the string and then catch it again. The simple addition of a ceiling for the ball to bounce off of (a virtual string), and an inversion of the paddle's motion to reflect the fact that the hammer is actuated from the opposite side of the key fulcrum -28 will turn the bouncing ball model into a good first approximation of the piano action. After further assuming that inertia forces dominate over gravity forces in the coupled hammer-key model, appropriate mass and spring values for an approximating ball and paddle model can be deduced by comparing equations (1), (2), (3) with (11), (12), (13)

V. FINITE STATE MACHINE

A useful addition to our model is a virtual keybed. The key dip differs between a harpsichord, fortepiano and piano, and this is an aspect we would like to include in our keyboard simulator. The method outlined so far only accommodates models in which the sequence of submodels is known: going back and forth between two submodels. Depending on the manner in which the key is depressed, either the hammer could fly free or the key could meet the keybed first. The other change in condition may not follow, again depending on how the key was depressed. In order to manage the sequencing through various submodels, we employ a finite state machine simulator. A finite state machine is a dynamical system capable of taking on a finite number of states in a possibly complex sequence of transitions from a particular state to certain others of the set of possible states. A finite state model is fully specified by its state transition graph, one of which is shown in Figure 3. This finite state model is for the simplified piano action with a virtual keybed. Coupling between bodies is noted in Figure 3 by spring icons. Only certain transitions are allowed. As

The non-linear equations of motion, readout equations and indicator functions are not pre-sent here. The simulation is realized in this case with an ODE solver instead of the di- erence equa-tion (8). A Runge-Kutta or other numerical ODE solution routine is responsible for advancing the state by each time step using the previous state and the input (key motion). As before, the force output is given by the readout equation, and the indicator function is tested each time step. Because the angles through which both the key and the hammer move are rather small, several linearizing assumptions can be made in the con- struction of a piano action model. Speci- cally, we shall assume that all interaction forces and grav- ity forces act perpendicular to the bodies to which they are applied as seen in Figure 2. Also, the force of the key on the hammer is applied at a xed position on the hammer determined by 13. Given these assumptions, the equations of mo-tion, readout functions, and indicator functions respectively are as follows

\[ M_i \cdot m_h U g \]

\[ q = -\frac{M_1}{m} \cdot h_s l_q \] (11)

\[ F = -\frac{M_1}{m} l_q + l_s \] (12)

Sociated with each transition path is an indicator function which, upon evaluation to a number less than zero, indicates that it is time to transition to the model pointed to by that path.

VI. EXPERIMENTAL RESULTS

We have conducted several introductory experiments using this apparatus. Subjects have made side-by-side key-press comparisons between the above virtual action and a physical action with its regulation button removed with promising
results. We have begun to address real-time simulation problems such as extra energy introduced into the simulation by model transition timing errors with compensating additions to the simulation algorithm.

VII. SUMMARY

We have presented a modeling and simulation algorithm which accommodates dynamical systems with changing kinematic constraints and provides for the re-creation of their mechanical impedance by simulation and haptic display. The method involves modeling the system in each of its constraint conditions. Readout equations expressing the force output in terms of the state variables as well as indicator functions which signal the end of applicability accompany each model. The sequence of models can be considered a piece-wise continuous ODE. If the model is linear, it can be discretized and then simulated with a difference equation. Otherwise, an ODE solver is used. The method is also useful for systems in which the sequence of constraint conditions is not known ahead of time with the addition of a submodel manager based on a finite state machine driver.

A model of a bouncing ball and a simplified piano action were presented.
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