Comparison of greedy matching methods on cigarette usage of individuals in Turkey
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Abstract

There has been a growing interest in using observational studies to estimate treatment effects on outcomes where treatment selection is often influenced by covariates. Recently, propensity score matching (PSM) method has increasingly being used to reduce bias in estimated treatment effect for observational studies. Greedy Matching (GM), one of the PSM methods, is widely preferred in many studies because of the calculation simplicity of the method. However, GM is still open to be evaluated in terms of bias reduction and classification performances. For this purpose, data including cigarette usage of 17242 individuals in Turkey were used for the comparison of nearest neighbor, caliper, stratification, Mahalanobis metric, and combined propensity score and Mahalanobis metric matching methods in terms of average standardized bias, bias reduction, and accuracy rate. The stratification-matching method should be preferred for not only low standardized bias and high bias reduction, but also high accuracy rate.
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1. Introduction

The aim of randomized study is to eliminate the effects of confounding and treatment selection bias when using observational data ensuring groups are comparable. However, observational studies cause treatment selection bias. Therefore, propensity score matching (PSM) is a statistical approach to reduce bias in estimated treatment effects. Opposed to randomized study, a subject’s probability of receiving a treatment is not known; however, it depends on observed and unobserved covariates in nonrandomized study. The propensity score was first proposed by [1] as a conditional probability of receiving a treatment given that subject’s observed covariates [2]. The studies including large data sets are generally observational rather than experimental. Thus, PSM is sensible and more reliable to try to estimate the effects of treatments from such large data sets [3]. Adjustment was indicated based on PSM which can change results if age, sex, education, and income are used as predictors on smoking status [4].

Greedy matching (GM) methods are the most commonly used PSM methods for observational studies due to the application easiness of the methods. Propensity score calculations on cigarette using have been utilized in individual health from different point of views in literature for the observational studies. The effect of in-patient smoking cessation counselling on mortality in patients hospitalized with a heart attack was estimated by [5]. Association between smoking cessation and change in mental health before and after PSM was examined by [6]. The effect of maternal smoking during pregnancy on offspring's initial reactions to cigarettes and alcohol usage was studied by [7]. Multiple potential risk factors for non-smoking related lung cancer among Asian ethnic groups using PSM was investigated by [8]. Smoking's independent contribution to the risk of short-term complication after total joint arthroplasty was studied by [9]. Association of cigarette smoking to cerebral atherosclerosis along with other risk factors was studied by [10].

This study first aims to assess the association of cigarette usage with gender, age group, education level, marital status, employment, income level, chronic disease, Body Mass Index (BMI), tobacco exposure,
and alcohol usage in Turkey. In addition, the study compares performances of the greedy matching methods in terms of average standardized bias, bias reduction, and accuracy rate. It is the largest study on cigarette usage of individuals in Turkey up to now that propensity score matching has been applied to reduce bias of the covariates using GM methods.

2. Propensity Matching Method

The propensity score is defined as the conditional probability of assigning a subject to a particular treatment situation when the observed covariates are considered [1, 5]. The propensity score \( e(x_i) \) is given in Eq. (1) which can be obtained by using the probit model, discriminant and cluster analysis in addition to the logistic regression model [11].

\[
e(x_i) = P(z_i = 1|x_i), \quad 0 < e(x_i) < 1
\]  

(1)

where \( z_i \) is the treatment (1) and control (0) groups, respectively and \( x_i \) is the observed covariates vector for \( i \)th subject. The propensity score when more than two treatment groups \( (z_1, \ldots, z_n) \) exist for covariates vector \( (x_1, \ldots, x_N) \) as in Eq.(2).

\[
P(z_1, \ldots, z_N|x_1, \ldots, x_N) = \prod_{i=1}^{N} e(x_i)^{z_i}(1 - e(x_i))^{1-z_i}
\]  

(2)

Binary logistic regression is the most commonly used method to estimate the propensity score. The dependent variable is the probability of receiving a particular treatment using logit link function considering all covariates in the propensity score model as independent variables. Then, a propensity score for each subject in the study can be calculated by using the fitted model to estimate the probability of receiving the treatment given that subject’s covariates. Once a propensity score for each subject has been estimated, subjects are matched using the propensity scores to create a balanced sample. Logistic regression model considering logit link function is given in Eq. (3).

\[
\ln \left( \frac{e(x_i)}{1-e(x_i)} \right) = \ln \left( \frac{P(z_i=1|x_i)}{1-P(z_i=1|x_i)} \right) = \beta_0 + \beta_1 x_1 + \cdots + \beta_N x_N
\]  

(3)

The propensity scores of \( i \)th subject can be calculated by using as in Eq. (4):

\[
e(x_i) = \frac{e^{\beta_0+\beta_1 x_1+\cdots+\beta_N x_N}}{1+e^{\beta_0+\beta_1 x_1+\cdots+\beta_N x_N}} = \frac{1}{1+e^{-(\beta_0+\beta_1 x_1+\cdots+\beta_N x_N)}}
\]  

(4)

2.1. Greedy matching methods

In this section, nearest neighbor, caliper, stratification, Mahalanobis, and combined propensity score and Mahalanobis metric matching methods are explained.

2.1.1. Nearest neighbor matching

The control and treatment units are randomly ordered in this method. Then, the smallest absolute value of the difference between the propensity score of the first treatment unit and the control unit are matched [12]. This process is continuous until all units in the treatment group have been generally matched as \( 1: N, N:N \) and \( N:N \). Nearest neighbor matching was considered as \( 1:1 \) in this study. Having more units in the control group than treatment group allows better predictions [13]. In general, matching is described as follow:

\[
C(P_i) = \min |P_i - P_j|
\]  

(5)

where \( C(P_i) \) is the smallest absolute difference between \( i \)th treatment group unit matching the \( j \)th control group unit. \( P_i \) and \( P_j \) are the calculated propensity scores for \( i \)th treatment and \( j \)th control groups, respectively.
2.1.2. Caliper matching

In this method, units of the control and treatment groups are matched according to the absolute value of the difference between propensity scores and a standard error between predetermined interval values which is often 0.25 as first quantile. Then, the values outside of this range are removed. The fewer the standard error is, the fewer matching units will be [14]. Caliper matching method is as follow:

\[ |P_i - P_j| < e \]  

(6)

where \( e \) is the predetermined standard error.

2.1.3. Stratification matching

This method separates the units of treatment and control groups according to their propensity scores and calculates the effect within each interval by taking into account the mean difference between the groups. Within each propensity score stratum, treatment and control units will have roughly similar values of the propensity score [1]. One of the most important problems with this method is to specify number of strata. [15] showed that five strata are often sufficient since it is often enough to reduce 95\% of the bias associated with one single covariate.

2.1.4. Mahalanobis metric matching

This method is based on the Mahalanobis metric distance which calculates a multi-dimensional space distances [16]. Mahalanobis metric distance between the treatment and control group units is calculated by starting from the first treatment group unit. Mahalanobis metric distance is shown in Eq. (7):

\[ D_{ij} = (x_i - x_j)^T S^{-1} (x_i - x_j) \]  

(7)

where \( S^{-1} \) is the inverse of the covariance matrix for the control units. \( x_i \) and \( x_j \) are covariate matrices of \( i \)th treatment and \( j \)th control group subjects. The treatment and control units are matched according to the smallest Mahalanobis metric distance. This process continues until the treatment group matches and unmatched control units are removed from the study [17].

2.1.5. Combined propensity score and Mahalanobis metric matching (Mah-Ps)

This method combines the propensity score and Mahalanobis metric distance for matching [17]. After propensity scores are calculated for all units, these scores are added to the data. Then, units in the treatment group are randomly ordered and Mahalanobis metric distances of the control and treatment groups are calculated by using the combination of covariates and propensity scores [16]. Matching is conducted according to the calculated distance of new Mahalanobis metric.

2.2. Evaluation of matching methods

Inferences from bias reduction (BR) performance of GM methods are calculated to give information on the degree of bias. Percent standardized bias \((SB_k)\) comparing the distribution of each of the variables is defined as in Eq.(8) \( k \)th continuous variable.

\[ SB_k = \frac{\bar{x}_i - \bar{x}_j}{\sqrt{\frac{s_i^2 + s_j^2}{2}}} \times 100 \]  

(8)

where \( \bar{x}_i \) and \( \bar{x}_j \) are the sample means in the treatment and control groups, respectively, and \( s_i^2 \) and \( s_j^2 \) are the corresponding sample variances. In addition, percent \( SB_k \) is defined as in Eq.(9) for each dichotomous variable.
\[ SB_k = \frac{\hat{p}_i - \hat{p}_j}{\sqrt{\frac{\hat{p}_i(1-\hat{p}_i) + \hat{p}_j(1-\hat{p}_j)}{2}}} \times 100 \]  

where \( \hat{p}_i \) and \( \hat{p}_j \) denote the prevalence of the dichotomous variable in the treatment and control groups, respectively. [18] mentioned \( SB_k \) with more than 10\% of a covariate is substantial. The percent \( BR_k \) on the \( k \)th covariate to evaluate the effectiveness of matching was also calculated as in Eq.(10):

\[ BR_k = \left\| \frac{B_{k, before matching} - B_{k, after matching}}{B_{k, before matching}} \right\| \times 100 \]  

where \( B_k = \bar{x}_i - \bar{x}_j \). The percent \( BR \) value with more than 80\% is acceptable to evaluate effectiveness of GM methods on the covariates [19].

3. Case Study

Turkey Health Survey 2016 administered by TurkStat [20] many indicators on health which have been periodically conducted by TurkStat since 2008 for every two years. Thus, this data set was obtained from TurkStat by special permission. Health Survey 2016 was carried out with 23606 individuals aged 75 and younger. The study was restricted on cigarette usage of individuals; thus, the children, who are aged between 0-14, was out of the study. The remained sample included 17242 individuals ignoring children. Gender, age group, education level, marital status, employment, income level, chronic disease, BMI, tobacco exposure, and alcohol usage were specified as the covariates that may related with cigarette usage. MASS, Matching, MatchIt, optmatch packages in RStudio were used for data analyses. Individuals are specified as control and treatment groups, respectively as no (non-smokers including never and quit smoking individuals) and yes (smokers including every day and sometimes smoking individuals). Baseline characteristics before matching of the two groups were given in Table1. Categorical variables were explained with the frequencies and percentages whereas BMI was given with mean and standard deviation.

| Variables     | Cigarette using | \( [SB_k](\%) \) | \( p \)-value |
|---------------|-----------------|------------------|--------------|
|               | No \( (N=12167) \) | Yes \( (N=5075) \) |              |
| Female        | 7797 (64.0)      | 1777 (35.0)      | 0.001*       | 60.8         |
| \( \geq \)45 year | 5964 (49.0)      | 1923 (37.9)      | 0.001*       | 22.6         |
| Higher Education | 1749 (14.4)    | 815 (16.1)       | 0.001*       | 4.7          |
| Married       | 8255 (67.9)      | 3657 (72.1)      | 0.001*       | 9.2          |
| Working       | 3667 (30.1)      | 2790 (55.0)      | 0.001*       | 51.9         |
| \( \geq 2541 TL \) | 3953 (32.5)     | 1759 (34.7)      | 0.536        | 4.6          |
| Chronic Disease | 6165 (50.7)     | 2294 (45.2)      | 0.018*       | 11.0         |
| Tobacco Exposure | 812 (6.7)       | 1095 (21.6)      | 0.001*       | 43.8         |
| Alcohol       | 2008 (16.5)      | 2209 (43.7)      | 0.001*       | 62.1         |
| BMI           | 26.7 ± 5.3       | 25.8 ± 4.7       | 0.001*       | 18.0         |

\( [SB_k] \) is the absolute average standardized bias of \( k \)-th covariate. Paranthes indicates percentage of related baseline characteristic. *shows the significant covariate comparing with \( p \)-value=0.05.
As can be seen in Table 1, 12167 (71%) individuals are not smokers including 64% female, 49% older than 45 years, 30.1% working, 50.7% having chronic disease, 43.8% being exposed tobacco, and 16.5% using alcohol. The percent $|SB_k|$ values are also higher than 10% for gender, age, working status, chronic disease, tobacco exposure, alcohol usage, and BMI. According to the binary logistic regression analysis results, only income level is not significant before matching (p-value = 0.536).

The baseline characteristics between the control and treatment groups after matching are given in Table 2. According to the results, the percent $|SB_k|$ decreases after matching for all methods. However, nearest (1:1), Mahalanobis, and Mah-Ps matchings cause more than 10% $|SB_k|$ for some of the covariates. On the other hand, caliper and stratified matchings provide $|SB_k|$ less than 10%. Caliper matching method provides the least $|SB_k|$ for gender, marital status, chronic disease, tobacco exposure, and BMI whereas stratified matching generally method reveals the least $|SB_k|$ for age group, working status, alcohol usage. Meantime, Mah-Ps has the least $|SB_k|$ for income level. Stratified and Mahalanobis matching are the lowest for education level with the same $|SB_k|$.

In addition, the percent $|SB|$ results with the average percent $BR$ is shown Table 3. The average standardized bias before matching is 28.9%. The average standardized bias of all matching methods less than 10% whereas caliper (3.2%) and stratified (4.0%) matching methods have the least values. According to the percent $BR$, caliper and stratified matching methods have the highest value (81.0% and 76.8%) among the other methods. On the other hand, Nearest matching have the lowest average percent $BR$ (56.5%) with 7.8% average percent $SB$.

The data set was split as 70% training and 30% test data to evaluate classification performances of the matching methods. Confusion matrix of binary classification is a two by two table formed by counting the number of the true positive, false positive, true negative, and false negative of a binary classification method. The most common validation measurements are accuracy, sensitivity, and specificity deriving from the confusion matrix. Accuracy indicates the correctly classification rate of the methods, while sensitivity and specificity assess the accuracy rate. The method can be very specific without being sensitive, or it can be very sensitive without being specific. The accuracy, sensitivity, and specificity rates of the methods are shown in Table 4.

As can be seen, accuracy rate of before matching is almost similar with the rate of stratified matching. Caliper matching has the least accuracy rate among matching methods. Meantime, sensitivity and specificity rates of before matching and stratified matching are high among the other method.
Table 2: Baseline characteristics between control and treatment groups after matching

| Methods                     | Nearest Matching (1:1) | Caliper Matching | Stratified Matching | Mahalanobis Matching | Mah-Ps Matching |
|-----------------------------|------------------------|------------------|---------------------|----------------------|-----------------|
|                             | Cigarette using | $|SB_k|_{k}$ (%) | Cigarette using | $|SB_k|_{k}$ (%) | Cigarette using | $|SB_k|_{k}$ (%) | Cigarette using | $|SB_k|_{k}$ (%) | Cigarette using | $|SB_k|_{k}$ (%) |
| Variables                   | No (N=5075) | Yes (N=5075) | No (N=4436) | Yes (N=4436) | No (N=12164) | Yes (N=5075) | No (N=5075) | Yes (N=5075) | No (N=5075) | Yes (N=5075) |
| Female                      | 1984 (39.1) | 1777 (35.0)  | 8.5 | 1808 (40.8) | 1733 (39.1)  | 3.5 | 7794 (64.0) | 1777 (35.0)  | 3.7 | 2207 (43.5) | 1777 (35.0)  | 17.4 | 2201 (43.4) | 1777 (35.0)  | 17.2 |
| ≥45 year                    | 2078 (40.9) | 1923 (37.9)  | 6.3 | 1810 (40.8) | 1741 (39.2)  | 3.2 | 5961 (49.0) | 1923 (37.9)  | 1.0 | 2044 (40.3) | 1923 (37.9)  | 4.9 | 2008 (39.6) | 1923 (37.9)  | 3.4 |
| Higher Education            | 938 (18.5)  | 815 (16.1)   | 6.4 | 789 (17.8)  | 742 (16.7)   | 2.8 | 1749 (14.4) | 815 (16.1)   | 0.1 | 817 (16.1)  | 815 (16.1)   | 0.1 | 822 (16.2)  | 815 (16.1)   | 0.4 |
| Married                     | 3704 (73.3) | 3657 (72.1)  | 2.1 | 3159 (71.2) | 3178 (71.6)  | 1.0 | 8254 (67.9) | 3657 (72.1)  | 1.9 | 3628 (71.5) | 3657 (72.1)  | 1.3 | 3621 (71.3) | 3657 (72.1)  | 1.6 |
| Working                     | 2541 (50.1) | 2790 (55.0)  | 9.8 | 2173 (49.0) | 2250 (50.7)  | 3.5 | 3667 (30.2) | 2790 (55.0)  | 1.5 | 2517 (49.6) | 2790 (55.0)  | 10.8 | 2427 (47.8) | 2790 (55.0)  | 14.4 |
| ≥2541TL                    | 1852 (36.5) | 1759 (34.7)  | 3.8 | 1590 (35.8) | 1549 (34.9)  | 1.9 | 3952 (32.5) | 1759 (34.7)  | 3.3 | 1792 (35.3) | 1759 (34.7)  | 1.4 | 1791 (35.3) | 1759 (34.7)  | 1.3 |
| Chronic Disease            | 2346 (46.2) | 2294 (45.2)  | 2.1 | 2028 (45.7) | 2031 (45.8)  | 0.1 | 6162 (50.7) | 2294 (45.2)  | 1.4 | 2304 (45.4) | 2294 (45.2)  | 0.4 | 2269 (44.7) | 2294 (45.2)  | 1.0 |
| Tobacco Exposure           | 746 (14.7)  | 1095 (21.6)  | 17.9 | 608 (13.7)  | 725 (16.3)   | 7.4 | 812 (6.7)   | 1095 (21.6)  | 8.6 | 811 (16.0)  | 1095 (21.6)  | 14.4 | 785 (15.5)  | 1095 (21.6)  | 15.8 |
| Alcohol                    | 1857 (36.6) | 2209 (43.7)  | 14.6 | 1592 (35.9) | 1679 (37.8)  | 4.1 | 2008 (16.5) | 2219 (43.7)  | 0.3 | 1725 (34.0) | 2219 (43.7)  | 20.1 | 1694 (33.4) | 2219 (43.7)  | 21.4 |
| BMI                        | 26.1±4.7    | 25.8±4.7     | 6.4 | 25.8±4.8   | 26.0±4.7     | 4.0 | 26.6±5.3   | 25.8±4.8     | 18.0 | 26.2±4.8   | 25.8±4.7     | 8.4 | 26.0±4.7   | 25.8±4.7     | 4.3 |

$|SB_k|_{k}$ presents absolute average standardized bias of $k$-th covariate. Parenthesis indicates percentage of related baseline characteristic.
Table 3: Average percent standardized bias and bias reduction results

| Methods              | $SB$  | BR   |
|----------------------|-------|------|
| Before Matching      | 28.9  | -    |
| Nearest Matching (1:1)| 7.8   | 56.5 |
| Caliper Matching     | 3.2   | 81.0 |
| Stratified Matching  | 4.0   | 76.8 |
| Mahalanobis Matching | 7.9   | 76.0 |
| Mah-Ps Matching      | 8.1   | 76.3 |

Table 4: Classification performances of methods

| Methods              | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|----------------------|--------------|-----------------|-----------------|
| Before Matching      | 75.3         | 77.9            | 65.7            |
| Nearest Matching (1:1)| 58.3         | 55.8            | 64.8            |
| Caliper Matching     | 52.3         | 51.6            | 54.7            |
| Stratified Matching  | 75.5         | 77.6            | 64.8            |
| Mahalanobis Matching | 58.3         | 55.8            | 64.9            |
| Mah-Ps Matching      | 58.3         | 55.8            | 64.8            |

4. Discussion

Observational studies have been widely using to estimate treatment effects on outcomes to reduce bias. Greedy Matching methods have generally preferred in many fields because of the calculation simplicity. In this study, nearest, caliper, stratified, and combined propensity score and Mahalanobis metric matching methods are investigated in terms of bias reduction and classification performances on cigarette usage of individuals in Turkey. Results indicated that gender, age group, education level, marital status, working status, chronic disease, body mass index, tobacco exposure, and alcohol usage of individuals are significant on cigarette usage in Turkey. For this reason, sociological and medical effects of these variables should be discussed for future studies in terms of cigarette usage. On the other hand, income levels of individuals do not significantly effect on cigarette usage. It means that individuals in Turkey tend to smoke regardless of their income.

When it comes to the comparison of greedy matching methods, Caliper matching method has the lowest average standardized bias. It also provides the highest average bias reduction. Besides, stratified matching method reveals the second lowest average standardized bias and provides the second highest average bias reduction. It can be mentioned that Caliper method is slightly superior to stratified matching according to the average standardized bias and bias reduction. On the other hand, stratified matching gives the highest accuracy rate whereas caliper matching has low accuracy rate. Even though before matching provides high accuracy rate, it still produces high average standardized bias. Thus, the necessity and importance of the greedy matching methods is clear in terms of the average standardized bias. Briefly, caliper and stratified matching methods should be preferred if the researchers consider bias reduction whereas stratified matching method should be used in classification studies.
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