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Abstract. In this article, we first derive parallel square-root methods for state estimation in linear state-space models. We then extend the formulations to general nonlinear, non-Gaussian state-space models using statistical linear regression and iterated statistical posterior linearization paradigms. We finally leverage the fixed-point structure of our methods to derive parallel square-root likelihood-based parameter estimation methods. We demonstrate the practical performance of the methods by comparing the parallel and the sequential approaches on a set of numerical experiments.
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1. Introduction. Inference in linear and nonlinear state-space models (SSMs) is an active research topic with applications in many fields including target tracking, control engineering, and biomedicine [5, 29]. In this article, we are primarily interested in state and parameter estimation problems in state-space models of the form

\[ x_k | x_{k-1} \sim p(x_k | x_{k-1}), \]
\[ y_k | x_k \sim p(y_k | x_k), \]

where \( k = 1, 2, \ldots, n \). Above, \( x_k \in \mathbb{R}^{n_x} \) and \( y_k \in \mathbb{R}^{n_y} \) are the state and measurement at time step \( k \), \( p(x_k | x_{k-1}) \) is the transition density of the states, and \( p(y_k | x_k) \) is the conditional density of the measurements. The initial distribution at time \( k = 0 \) is given by \( x_0 \sim p(x_0) \). Our primary focus is on solving the smoothing problem, which consists in estimating the posterior distribution of the state at time step \( k \) given a set of observations, that is, \( p(x_k | y_1:n) \), for \( k = 0, 1, \ldots, n \). Furthermore, when the transition, measurement, and prior densities of the SSM depend on a vector of unknown parameters \( \theta \in \mathbb{R}^{n_\theta} \), we wish to estimate it based on the observations.

A solution to the smoothing problem is to compute the marginal posterior distribution of the states recursively by using sequential Bayesian filtering and smoothing equations (see, e.g., [29]). In this case, when the SSM at hand is linear and Gaussian, the classical Kalman filter [22] and Rauch-Tung-Striebel (RTS) smoother [26] provide closed-form solutions in terms of smoothing means and covariances. However, when the SSM is non-Gaussian, closed-form solutions are often not feasible. In such cases, Gaussian approximated solutions can be obtained by using, for example, Taylor expansions or sigma-point methods, with the extended [18, 25, 5] and the unscented [17, 20, 21, 28] Kalman filters and smoothers being the most famous instances of these two methods. The accuracy of these methods can be improved by using iterated smoothing approaches such as iterated extended Kalman smoothers (IEKS) [6] and iterated posterior linearization (IPLS) [13].

IEKS computes the maximum a posteriori (MAP) estimate of the state trajectory through analytical linearization of the SSM, and it can be viewed as an instance of the Gauss–Newton method [6]. For standard Gauss–Newton methods, its convergence
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can be improved by using line search or Levenberg-Marquardt extensions [31]. IPLS, on the other hand, iteratively applies sigma-point-based transforms to the posterior distribution of the states. The method has been proposed for nonlinear SSMs with additive Gaussian noise in [13], as well as for the general form of SSM (1.1) in [32].

To improve the numerical stability and robustness of filters and smoothers, square-root Kalman filtering and smoothing methods have been introduced in [7, 15, 2, 4]. In these methods, the computations involving covariance matrices are reformulated in terms of their Cholesky factors or similar matrix square roots. This ensures that the covariance matrices are guaranteed to stay positive semi-definite and the number of bits required for a given numerical accuracy is roughly half compared to the conventional covariance matrix formulation. Classically, square-root methods have mainly been needed in short word-length architectures arising in systems with strict energy constraints. Interestingly, shorter word lengths are nowadays also used in more modern high-performance computing devices [19], making the need for square-root methods more widely prominent.

The aforementioned smoothing methods are based on sequential applications of the Bayesian filtering and smoothing equations which have to be performed in a specific order and, therefore, cannot be trivially parallelized. This prevents leveraging many of the substantial recent improvements made in parallel computing hardware architectures such as graphics processing units (GPUs) and tensor processing units (TPUs) [19]. In recent studies [30, 33, 16], a solution to this problem was proposed by reformulating the Bayesian filtering and smoothing equations in terms of associative operators, allowing for parallel-in-time processing by using the associative scan algorithm [8]. These articles provided parallel methods for linear-Gaussian, nonlinear with additive Gaussian noise, and finite SSMs. In this article, we extend this class of methods significantly by formulating a square-root form of the parallel associative filtering and smoothing operators, leveraging the generalized statistical linear regression and iterated posterior linearization methodologies to tackle general nonlinear state-space models. We combine both of these to provide a general square-root algorithm for nonlinear state-space models.

The contributions of this article are the following. (i) We develop novel parallel-in-time square-root versions of linear parallel filtering and smoothing methods proposed in [30]. (ii) We extend the iterated parallel filtering and smoothing methods for the additive-noise SSMs [33] to the generalized statistical linear regression (GSLR) [32] method, which makes them applicable to general SSMs of the form (1.1). This is further combined with our novel square-root parallel associative operators to derive parallel-in-time square-root algorithms for fully nonlinear SSMs. (iii) We propose a compute and memory-efficient way to perform parallel-in-time parameter estimation in state-space models by leveraging the fixed-point structure of our algorithms. (iv) The performance of the proposed methods are then empirically validated on a series of realistic examples run on a GPU.

The article is organized as follows. Section 2 gives a brief overview of parallel Bayesian smoothers, the square-root filtering and smoothing methods, and the general linearization method for SSMs. Section 3 focuses on developing a square-root extension of the parallel Kalman filter and RTS smoother. In Section 4, we introduce a parallel-in-time iterated filter and smoother based on GSLR linearization for general SSMs in covariance and square-root of covariance forms. In Section 5, we show how the fixed-point structure of the proposed methods can be leveraged to efficiently compute the gradient of the marginal log-likelihood for the SSM at hand. Finally, in Section 6, we experimentally validate the computational and statistical behavior of...
2. Background. In this section, we review the building blocks of our proposed method. We first discuss the parallel framework of Bayesian filtering and smoothing [30], then the general square-root formulations arising in the sequential case, and finally, the GSLR method [32].

2.1. Parallel-in-time Bayesian filtering and smoothing. Parallel Bayesian filtering and smoothing [30] is a recent framework that enables efficient inference on parallel platforms. It is based on the parallel-scan algorithm [8], which can operate on a given set of elements \( \{a_k\}_{1 \leq k \leq n} \) and a binary associative operator \( \otimes \). By using this algorithm, it is possible to parallelize the computation of the full prefix-sum of the set, \((a_1 \otimes a_2 \otimes \ldots \otimes a_K)_{1 \leq K \leq n}\), reducing its sequential time complexity from \(O(n)\) to \(O(\log n)\) parallel span-complexity. This framework was recently used in [30] to provide a parallel formulation of Bayesian filtering and smoothing. In their approach, they define a set of elements \(a_k\) and a binary associative operator \(\otimes\) in such a way that the result of \(a_1 \otimes \ldots \otimes a_k\) recovers the filtering distribution \(p(x_k | y_1:k)\) at step \(k\); they similarly define another set of elements and operator for the smoothing distribution \(p(x_k | y_1:n)\). When specialized to linear Gaussian state-space models these equations give the parallel Kalman filter and RTS smoother [30].

2.2. General triangular square-root method. A square-root method refers to a method where the matrix square roots of covariances are carried in computations instead of plain covariances [7, 15]. This reduces the number of bits required to store the values while maintaining a large level of accuracy. In this article, we use square-root methods based on triangular (Cholesky) square roots of covariance matrices. Similar to [2], in order to propagate the square-root form of a covariance matrix \(A\) through the corresponding equations, we first leverage the QR-decomposition as \(A^\top = QR\), and then we define the triangularization operator as \(\text{Tria}(A) = R^\top\). The triangularization operator has the following properties:

1. For any matrix \(A \in \mathbb{R}^{n \times m}\), \(\text{Tria}(A)\) is a lower triangular matrix of size \(n \times n\).
2. For any matrix \(A \in \mathbb{R}^{n \times m}\), we have \(\text{Tria}(A)\text{Tria}(A)^\top = AA^\top\).

In particular, the second property implies that, for any block matrix \(C = (A \ B) \in \mathbb{R}^{n \times (m+k)}\), with \(A \in \mathbb{R}^{n \times m}\) and \(B \in \mathbb{R}^{n \times k}\), we have

\[
\text{Tria}(C)^\top\text{Tria}(C) = AA^\top + BB^\top,
\]

so that we can sum covariance matrices while retaining the square-root structure. Unfortunately, the same method cannot be employed to compute the square root of the expressions of the form \(AA^\top - BB^\top\). However, provided that \(AA^\top - BB^\top\) is positive definite, we can compute its square root by iteratively applying rank-1 downdate [14, 7, 24] to \(A\), iterating over the columns of \(B\). We denote this operation by \(\text{DownDate}(A, B)\).

2.3. Generalized statistical linear regression (GSLR). GSLR [32] is a way to model the relationship between a dependent variable and one or more independent variables and to use this model to perform estimation. Consider a conditional distribution \(y \mid x \sim p(y \mid x)\); this type of relationship is ubiquitous in state estimation problems, where the measurement is a function of the state and some noise \(e\): \(y = g(x, e)\), but it also covers more general cases. The GSLR method [32] approximates this general nonlinear non-Gaussian system as an affine transformation of a Gaussian random variable. In particular, given an arbitrary probability distribution of \(x\) as \(p(x)\) with
moments (i.e., the mean and covariance) $E[x]$ and $V[x]$, two conditional moments of $y$, $E[y | x]$ and $V[y | x]$, and the cross-covariance matrix of $x$ and $y$ as $C[y, x]$, we can find the best affine approximation $y \approx Hx + d + r$ in terms of mean square error as follows:

\[(2.2) \quad H = C[x, y]V[x]^{-1}, \quad d = E[y] - H E[x], \quad \Omega = V[y] - H V[x]H^T.\]

The moments involved in the calculation need to be computed as follows:

\[(2.3) \quad E[y] = E[E[y | x]], \quad V[y] = E[V[y | x]] + V[E[y | x]], \quad C[y, x] = C[E[y | x], x].\]

Since the integrals involved in computing the quantities in (2.3) are not tractable in the general case, we have to resort to approximations. In this paper, we use two well-known strategies, namely Taylor series expansions [18, 25, 5] and sigma-point methods [17, 20, 21, 28].

3. Parallel square-root filter and smoother for linear systems. In the case of linear Gaussian SSMs, Särkkä and García-Fernández in [30] showed how to define $a_k$ and an associative operator $\otimes$ that enable the use of associative scan primitives to compute the Kalman filtering and RTS smoothing marginals in logarithmic time. Here, we will refer to their method as the standard version. In this section, we aim to derive the square-root version of the parallel Kalman filter and RTS smoother.

Consider the following affine SSM:

\[(3.1) \quad x_k = F_{k-1} x_{k-1} + c_{k-1} + q_{k-1}, \quad y_k = H_k x_k + d_k + v_k,\]

where in the standard version we have $x_0 \sim N(m_0, P_0)$, $q_k \sim N(0, \Lambda_k)$, and $v_k \sim N(0, \Omega_k)$ for $k = 1, 2, \ldots, n$. In the square-root version, we assume that we know the square-root of covariances with $\Lambda_k$ and $\Omega_k$ as the Cholesky forms of $\Lambda_k$ and $\Omega_k$, that is, $\Lambda_k = S_k^\Lambda S_k^\Lambda$ and $\Omega_k = S_k^\Omega S_k^\Omega$. Also, we assume that we know the mean $m_0$ and the square root of the covariance $N_0$ of the initial distribution such that $P_0 = N_0 N_0^\top$. The aim of this section is to develop parallel square-root algorithms to compute, first, the filtering distribution, and second, the smoothing distribution.

3.1. Parallel square-root filter for linear systems. The aim of this section is to derive a parallel square-root formulation of Kalman filtering. To do so, we consider the parallel Kalman filter proposed in [30] for linear Gaussian SSMs of the form (3.1), and derive the square-root version of the initialization of parameters $a_k$ and the combination of the parameters corresponding to the associative operator $\otimes$.

Initialization of the parameters in the filtering step in the standard version can be performed by specifying the element $a_k = [p(x_k | y_k, x_{k-1}), p(y_k | x_{k-1})]$ as a set $\{A_k, b_k, C_k, \eta_k, J_k\}$ [30, Lemma 7] such that:

\[p(x_k | y_k, x_{k-1}) = N(x_k; A_k x_{k-1} + b_k, C_k), \quad p(y_k | x_{k-1}) \propto N_f(x_{k-1}; \eta_k, J_k),\]

where $N$ denotes a Gaussian distribution, and $N_f$ the information form of a Gaussian distribution [29]. The aim here is to find the square-root version of these initialization parameters, which we define as a set

\[(3.2) \quad \Pi^f_k = \{A_k, b_k, U_k, \eta_k, Z_k\},\]

where $C_k = U_k U_k^\top$, and $J_k = Z_k Z_k^\top$, respectively. Given these factorizations, we can then obtain $\Pi^f_k$ using the following lemma.
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LEMMA 3.1 (Initialization step of square-root parallel Kalman filter). Tables 1 and 2 present square-root formulations of [30] to find the initialization parameters of parallel Kalman filter, where we define the following matrices using Tria:

\[
\begin{pmatrix}
\Psi_{11}^- & 0 \\
\Psi_{21}^- & \Psi_{22}^-
\end{pmatrix}
= \text{Tria}
\begin{pmatrix}
H_1N_1^- & S_{\Omega_1} \\
N_1^- & 0
\end{pmatrix},
\]

(3.3)

\[
\begin{pmatrix}
\Psi_{11}^- & 0 \\
\Psi_{21}^- & \Psi_{22}^-
\end{pmatrix}
= \text{Tria}
\begin{pmatrix}
H_kS_{\lambda_{k-1}} & S_{\Omega_k} \\
S_{\lambda_{k-1}} & 0
\end{pmatrix}.
\]

(3.4)

| Standard version [30] | Square-root version |
|------------------------|--------------------|
| \( m_1^- = F_0m_0 + c_0 \) | \( m_1^- = F_0m_0 + c_0 \) |
| \( P_1^- = F_0P_0F_0^\top + \Lambda_0 \) | \( N_1^- = \text{Tria}( (F_0N_0 \quad S_{\lambda_0}) ) \) |
| \( S_1 = H_1P_1^-H_1^\top + \Omega_1 \) | \( Y_1 = \Psi_{11}^- \) |
| \( K_1 = P_1^-H_1^\top S_1^{-1} \) | \( K_1 = \Psi_{21}(\Psi_{11}^-)^{-1} \) |
| \( A_1 = 0 \) | \( A_1 = 0 \) |
| \( b_1 = m_1^- + K_1[y_1 - H_1m_1^- - d_1] \) | \( b_1 = m_1^- + K_1[y_1 - H_1m_1^- - d_1] \) |
| \( C_1 = P_1^- - K_1S_1K_1^\top \) | \( U_1 = \Psi_{22} \) |
| \( J_1 = (H_1F_0)^\top S_1^{-1}H_1F_0 \) | \( Z_1 = F_0^\top H_1^\top Y_1^{-1} \) |
| \( \eta_1 = (H_1F_0)^\top S_1^{-1}H_1(y_1 - H_1c_0 - d_1) \) | \( \eta_1 = Z_1Y_1^{-1}(y_1 - H_1c_0 - d_1) \) |

Table 1: Initialization of the parameters for parallel Kalman filter when \( k = 1 \). On the left there are the covariance-based equations, and on the right there are the proposed square-root versions.

| Standard version [30] | Square-root version |
|------------------------|--------------------|
| \( A_k = (I_{n_x} - K_kH_k)F_{k-1} \) | \( A_k = (I_{n_x} - K_kH_k)F_{k-1} \) |
| \( b_k = c_{k-1} + K_k(y_k - H_kc_{k-1} - d_{k-1}) \) | \( b_k = c_{k-1} + K_k(y_k - H_kc_{k-1} - d_{k-1}) \) |
| \( C_k = (I_{n_x} - K_kH_k)A_{k-1} \) | \( U_k = \Psi_{22} \) |
| \( K_k = \Lambda_{k-1}H_k^\top S_k^{-1} \) | \( K_k = \Psi_{21}\Psi_{11}^{-1} \) |
| \( S_k = H_k\Lambda_{k-1}H_k^\top + \Omega_k \) | \( Y_k = \Psi_{11} \) |
| \( J_k = (H_kF_{k-1})^\top S_k^{-1}H_kF_{k-1} \) | \( Z_k = F_k^\top H_k^\top Y_k^{-1} \) |
| \( \eta_k = (H_kF_{k-1})^\top S_k^{-1}H_k(y_k - H_kc_{k-1} - d_k) \) | \( \eta_k = Z_kY_k^{-1}(y_k - H_kc_{k-1} - d_k) \) |

Table 2: Initialization of parameters for parallel Kalman filter for \( 1 < k \leq n \). On the left there are the covariance-based equation, and on the right there are the proposed square-root versions.
Proof. Let $N_1^\top = \text{Tria}(F_0N_0, S\Lambda_0)$. By applying (2.1), we obtain $N_1^\top [N_1^\top]^\top = P_1$. Then, by defining the block matrix in (3.3) and applying (2.1), we have

\begin{equation}
\begin{pmatrix}
H_1N_1^{-1} & S \Omega_1 \\
N_1^{-1} & 0 \\
\end{pmatrix}
\begin{pmatrix}
H_1N_1^{-1} & S \Omega_1 \\
N_1^{-1} & 0 \\
\end{pmatrix}
\begin{pmatrix}
H_1P_1^{-1}H_1^\top + \Omega_1 \\
P_1^{-1}H_1^\top & 0 \\
\end{pmatrix} = \begin{pmatrix}
H_1P_1^{-1}H_1^\top + \Omega_1 \\
P_1^{-1}H_1^\top & 0 \\
\end{pmatrix}.
\end{equation}

Noting that $S_1 = Y_1Y_1^\top$, $C_1 = U_1U_1^\top$, and $J_1 = Z_1Z_1^\top$, the parallel square-root elements $\Pi_1^2$ in (3.2) will be obtained as in the equations on the right side of Table 1. Please note that $Z_k$ is not a square matrix when $n_x \neq n_y$. In order to make the matrix $Z_k$ square, we can either extend it with zero columns to the right, $Z_k = (F_k^{-\top}H_1^\top Y_k^{-\top} 0)$, when $n_x > n_y$ or replace it with $\text{Tria}(Z_k)$ when $n_x < n_y$.

For 1 < $k$ ≤ $n$, initialization parameters $A_k$ and $b_k$ are the same in both versions. The next step consists in describing the binary associative operator ⊗. In the standard version [30, Lemma 8], the resulting parametric version of the associative filtering operator is given by \{A_i, b_i, C_i, \eta_i, J_i\} ⊗ \{A_j, b_j, C_j, \eta_j, J_j\} := \{A_{ij}, b_{ij}, C_{ij}, \eta_{ij}, J_{ij}\} which is defined by the equations on the left hand side of Table 2. In the square-root version, we replace this operator with

\begin{equation}
\begin{pmatrix}
H_kS\Lambda_{k-1}^{-1} & S\Omega_k \\
S\Lambda_{k-1}^{-1} & 0 \\
\end{pmatrix}
\begin{pmatrix}
H_kS\Lambda_{k-1}^{-1} & S\Omega_k \\
S\Lambda_{k-1}^{-1} & 0 \\
\end{pmatrix} = \begin{pmatrix}
H_k\Lambda_{k-1}H_k^\top \\
\Lambda_{k-1}H_k^\top \\
\Lambda_{k-1}
\end{pmatrix}
\end{equation}

which concludes the proof.

Noting that $S_k = Y_kY_k^\top$, $C_k = U_kU_k^\top$, and $J_k = Z_kZ_k^\top$, the parallel square-root elements $\Pi_k^2$ in (3.2) will be obtained as in the equations on the right side of Table 2.

Lemma 3.2 (Combination step of square-root parallel Kalman filter). Table 3 presents a square-root formulation of the combination step of the parallel Kalman filter [30], where we define the following matrix using $\text{Tria}$:

\begin{equation}
\begin{pmatrix}
\Xi_{11} & 0 \\
\Xi_{21} & \Xi_{22} \\
\end{pmatrix} = \text{Tria}
\begin{pmatrix}
U_i^\top Z_j & I_{n_x} \\
Z_j & 0 \\
\end{pmatrix}.
\end{equation}

Proof. In Lemma 3.2, we start by using matrix inversion lemma (see, e.g., [1]) to recover the square-root version of $(I_{n_x} + J_iC_i)^{-1}$ appearing in the standard combination formulas as follows:

\begin{equation}
(I_{n_x} + J_iC_i)^{-1} = (I_{n_x} + J_iU_iI_{n_x}U_i^\top)^{-1} = I_{n_x} - J_iU_i(I_{n_x} + U_i^\top J_iU_i)^{-1}U_i^\top.
\end{equation}

Then by defining the block matrix (3.8) and applying (2.1) we have

\begin{equation}
\begin{pmatrix}
U_i^\top Z_j & I_{n_x} \\
Z_j & 0 \\
\end{pmatrix}
\begin{pmatrix}
U_i^\top Z_j & I_{n_x} \\
Z_j & 0 \\
\end{pmatrix}^\top = \begin{pmatrix}
U_i^\top J_iU_i + I_{n_x}U_i^\top J_i \\
J_iU_i \\
J_i
\end{pmatrix}\begin{pmatrix}
U_i^\top Z_j & I_{n_x} \\
Z_j & 0 \\
\end{pmatrix}.
\end{equation}

Then, because

\begin{equation}
\begin{pmatrix}
\Xi_{11} & 0 \\
\Xi_{21} & \Xi_{22} \\
\end{pmatrix}
\begin{pmatrix}
\Xi_{11} & 0 \\
\Xi_{21} & \Xi_{22} \\
\end{pmatrix}^\top = \begin{pmatrix}
\Xi_{11}\Xi_{11}^\top & \Xi_{11}\Xi_{21}^\top \\
\Xi_{21}\Xi_{11}^\top & \Xi_{21}\Xi_{21}^\top + \Xi_{22}\Xi_{22}^\top \\
\end{pmatrix},
\end{equation}
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Table 3: Combination step for parallel Kalman filter. On the left, there are the covariance-based equations, and on the right there are the proposed square-root versions.

we can recover the following equations:

\[(3.12) \quad \Xi_{11} \Xi_{11}^T = U_i^T J_y U_i + I_{n_x}, \quad \Xi_{21} \Xi_{11}^T = J_y U_i, \quad \Xi_{21} \Xi_{21}^T + \Xi_{22} \Xi_{22}^T = J_y.\]

Hence we can write:

\[(3.13) \quad J_y U_i (I_{n_x} + U_i^T J_y U_i)^{-1} U_i^T = \Xi_{21} \Xi_{11}^{-1} U_i^T,\]

so that (3.9) can be rewritten as:

\[(3.14) \quad (I_{n_x} + J_y C_i)^{-1} = I_{n_x} - \Xi_{21} \Xi_{11}^{-1} U_i^T.\]

We also know that

\[(3.15) \quad (I_{n_x} + C_i J_j)^{-1} = [(I_{n_x} + J_y C_i)^{-1}]^T = I_{n_x} - U_i \Xi_{11}^{-T} \Xi_{21}^T,\]

so that (3.15) enables us to express \(A_{ij}\) as follows:

\[(3.16) \quad A_{ij} = A_j A_i - A_j U_i \Xi_{11}^{-T} \Xi_{21}^T A_i.\]

For \(b_{ij}\) and \(C_{ij}\) we need the following term:

\[(3.17) \quad (I_{n_x} + C_i J_j)^{-1} C_i = C_i (I_{n_x} + J_y C_i)^{-1}
= U_i U_i^{-T} - U_i U_i^T J_y U_i (I_{n_x} + U_i^T J_y U_i)^{-1} U_i^T
= U_i (I_{n_x} - U_i^T J_y U_i (I_{n_x} + U_i^T J_y U_i)^{-1}) U_i^T
= U_i (I_{n_x} + U_i^T J_y U_i (I_{n_x} + U_i^T J_y U_i)^{-1}) U_i^T
- U_i^T J_y U_i (I_{n_x} + U_i^T J_y U_i)^{-1} U_i^T
= U_i^T U_i (I_{n_x} + U_i^T J_y U_i)^{-1} U_i^T = U_i [\Xi_{11} \Xi_{11}^{-T}]^{-1} U_i^T,\]

which gives the following factorization:

\[(3.18) \quad A_j (I_{n_x} + C_i J_j)^{-1} C_i^T = [A_j U_i \Xi_{11}^{-T}][A_j U_i \Xi_{11}^{-T}]^T.\]

Equation (3.18) can be summed with \(C_j\) by using the triangularization property (2.1) to give \(C_i j = A_j (I_{n_x} + C_i J_j)^{-1} C_i A_j^T + C_j\). For \(J_j\) we will further need:

\[(3.19) \quad (I_{n_x} + J_y C_i)^{-1} J_j = (I_{n_x} - \Xi_{21} \Xi_{11}^{-1} U_i^T) J_j
= J_j - \Xi_{21} \Xi_{11}^{-1} [\Xi_{21} \Xi_{11}^{-1}]^T
= \Xi_{21} \Xi_{21}^T + \Xi_{22} \Xi_{22}^T - \Xi_{21} \Xi_{21}^T = \Xi_{22} \Xi_{22}^T.\]
Using (3.19) will give us $A_i^T (I_{n_c} + J_i C_i)^{-1} J_i A_i = [A_i^T \Xi_{22}] [A_i^T \Xi_{22}]^\top$ which can be summed with $J_i$ using the triangulation property (2.1) again to give $J_{ij}$. □

We summarize the square-root version of the parallel filtering step in Algorithm 3.1.

**Algorithm 3.1** STANDARD or SQUARE-ROOT versions of parallel Kalman filter

**Input:** SSM with parameters in (3.1), measurements $y_{1:n}$, standard version with initial mean and covariance $\{m_0, P_0\}$ or square-root version with initial mean and Cholesky of covariance $\{m_0, N_0\}$.

**Output:** Filtering results $\{m_{0:n}^f, P_{0:n}^f\}$ or $\{m_{0:n}^f, N_{0:n}^f\}$.

1: {Initialization}
2: for $k \leftarrow 1$ to $n$ do 
3:   Set $a_k = \{A_k, b_k, C_k, \eta_k, J_k\}$ or $a_k = \{A_k, b_k, U_k, \eta_k, Z_k\}$ according to Lemma 3.1 in STANDARD or SQUARE-ROOT versions.
4: end for
5: {Combination}
6: Set $\{\{A_k, b_k, C_k or U_k, \eta_k, J_k or Z_k\}\}_{k=1}^n = \text{AssociativeScan}(\otimes, (a_k)_{k=1}^n)$, where $\otimes$ defined in Lemma 3.2 in STANDARD or SQUARE-ROOT versions.
7: {Filtering results}
8: Set $\{m_{0:n}^f, P_{0:n}^f or N_{0:n}^f\} = \{m_0, P_0 or N_0\}$ and extract $\{m_{1:n}^f, P_{1:n}^f or N_{1:n}^f\} = \{b_{1:n}, C_{1:n} or U_{1:n}\}$ in STANDARD or SQUARE-ROOT versions.

### 3.2. Parallel square-root smoother for linear systems.

The aim in this section is to review the standard parallel RTS smoother formulation and develop its square-root version. Similarly to the parallel filtering case, we need to develop square-root formulations of both the initialization and combination steps.

To this end, we consider that we have the SSM with parameters in (3.1). Also, we assume that we have obtained the filtering results, $\{m_k^f, P_k^f\}$, in the standard version or $\{m_k^f, N_k^f\}$ in the square-root version such that $P_k^f = N_k^f [N_k^f]^\top$ as in Algorithm 3.1.

In the standard version, the initialization of parameters can be obtained by parametrizing the element $a_k = p(x_k \mid y_{1:k}, x_{k+1})$ as a set $\{E_k, g_k, L_k\}$ such that $p(x_k \mid y_{1:k}, x_{k+1}) = N(x_k; E_k x_{k+1} + g_k, L_k)$ [30, Lemma 9]. We now derive the square-root version of the smoothing initialization elements, which we define as

$$
\Pi_k^f = \{E_k, g_k, D_k\},
$$

where $L_k = D_k D_k^\top$. The square-root version of the initialization parameters for parallel Kalman smoother is given in the following lemma.

**Lemma 3.3** (Initialization step of square-root parallel RTS smoother). Table 4 presents square-root formulations to find the initialization parameters of parallel Kalman smoother for $0 \leq k < n$, where we define the following matrix using Tria:

$$
\begin{pmatrix}
\Phi_{11} & 0 \\
\Phi_{21} & \Phi_{22}
\end{pmatrix} = \text{Tria} \left( \begin{pmatrix}
F_k N_k^f & S_{A_k} \\
N_k^f & 0
\end{pmatrix} \right).
$$

**Proof.** In Lemma 3.3, we apply (2.1) in (3.21) then we have

$$
\begin{pmatrix}
F_k N_k^f & S_{A_k} \\
N_k^f & 0
\end{pmatrix} \begin{pmatrix}
F_k N_k^f & S_{A_k} \\
N_k^f & 0
\end{pmatrix}^\top = \begin{pmatrix}
F_k P_k^f F_k^\top & F_k A_k + F_k P_k^f \\
F_k P_k^f & P_k^f
\end{pmatrix},
$$

This manuscript is for review purposes only.
### Table 4: Initialization step in parallel RTS smoother for $0 \leq k < n$. On the left there are the covariance-based formulations, and on the right there are the proposed square-root version. For the last step, the initialization parameters are $E_n = 0$, $g_n = m^n$, and $D_n = N^n$.

| Standard version [30, Lemma 9] | Square-root version |
|-------------------------------|---------------------|
| $E_k = P_k F_k^\top (F_k P_k^f F_k^\top + \Lambda_{k-1})^{-1}$, | $E_k = \Phi_{21} \Phi_{11}^{-1}$, |
| $g_k = m_k^f - E_k (F_k m_k^f + c_k)$, | $g_k = m_k^f - E_k (F_k m_k^f + c_k)$, |
| $L_k = P_k^f - E_k F_k P_k^f$, | $D_k = \Phi_{22}$. |

By considering $L_k = D_k D_k^\top$ and applying (2.1) in (3.22) and (3.21) the square-root parameters can be computed.

Now we can describe the binary associative operator $\otimes$ for the smoothing step. In the standard version, the result of the associative smoothing operator is defined by \{ $E_i, g_i, L_i$ \} $\otimes$ \{ $E_j, g_j, L_j$ \} := \{ $E_{ij}, g_{ij}, L_{ij}$ \} [30, lemma 10]. We now aim to find the square-root version of the smoothing combination terms, that is, \{ $E_{ij}, g_{ij}, D_{ij}$ \}, where (3.23) \{ $E_i, g_i, D_i$ \} $\otimes$ \{ $E_j, g_j, D_j$ \} = \{ $E_{ij}, g_{ij}, D_{ij}$ \}.

**Lemma 3.4 (Combination step of square-root parallel RTS smoother).** Table 5 presents square-root formulations of [30] in the combination step of parallel Kalman smoother.

| Standard version [30, Lemma 10] | Square-root version |
|-------------------------------|---------------------|
| $E_{ij} = E_i E_j$, | $E_{ij} = E_i E_j$, |
| $g_{ij} = E_i g_j + g_i$, | $g_{ij} = E_i g_j + g_i$, |
| $L_{ij} = E_i L_j E_i^\top + L_i$, | $D_{ij} = \text{Tri} \left((E_i D_j \quad D_i)\right)$. |

Table 5: Combination step for parallel Kalman smoother. On the left are covariance-based formulations, and on the right are the proposed square-root version.

**Proof.** In Lemma 3.4, it suffices to use (2.1) and find the square-root of $L_{ij} = E_i L_j E_i^\top + L_i$, where $L_i = D_i D_i^\top$ and $L_j = D_j D_j^\top$. The smoothing results can then be computed by applying the parallel associative scan algorithm reversed in time. Algorithm 3.2 presents the procedure of computing the initialization and combination of the parallel standard and square-root smoother.

### 4. Parallel standard and square-root iterated filter and smoother based on GSLR posterior linearization.

In this section, we will generalize the parallel iterated filtering and smoothing methodology of [33] to generalized statistical linear regression (GSLR). Then we will derive a square-root version of the parallel GSLR filtering and smoothing methods.

As shown in [13, 32], a single iteration of the GSLR-based posterior linearization filtering and smoothing consists of:
Given the current set of linearized parameters $\Gamma$ in (4.1), we consider a sequence of such representations in standard form of the SSM (1.1) for standard and square-root versions. In order to perform the procedure iteratively, we consider a sequence of such representations in standard form as

\begin{align}
(4.1a) \quad x_k & \approx F_{k-1}^{(i)} x_{k-1} + c_{k-1}^{(i)} + q_{k-1}^{(i)}, \\
(4.1b) \quad y_k & \approx H_{k}^{(i)} x_k + d_{k}^{(i)} + v_{k}^{(i)},
\end{align}

where $\Gamma_{i}^{(i)}$ is defined in Lemma 3.4 in Standard or Square-root versions.

We define the parameters appearing at iteration $i$ as:

\begin{align}
\Gamma_{1:n}^{(i)} = \{ F_{0:n-1}^{(i)}, c_{0:n-1}^{(i)}, \Lambda_{0:n-1}^{(i)}, H_{1:n}^{(i)}, d_{1:n}^{(i)}, \Omega_{1:n}^{(i)} \}.
\end{align}

Given the current set of linearized parameters $\Gamma_{1:n}^{(i)}$, we can then compute the parameters at the next iteration, $i+1$, by applying the GSLR method to the transition and observation densities $p(x_k \mid x_{k-1})$ and $p(y_k \mid x_k)$, respectively, over the current linearized estimate of the smoothing distribution marginals $p(x_k \mid y_{1:n}, \Gamma_{1:n}^{(i)})$. For all $k \geq 1$, we compute the following quantities in parallel:

\begin{align}
(4.3a) \quad F_{k-1}^{(i+1)} & = C [ E[x_k \mid x_{k-1}] ]^{-1}, \\
(4.3b) \quad c_{k-1}^{(i+1)} & = E[ E[x_k \mid x_{k-1}]] - F_{k-1}^{(i+1)} E[x_{k-1}], \\
(4.3c) \quad \Lambda^{(i+1)}_{k-1} & = E [ \Psi [x_k \mid x_{k-1}] + \Psi E[x_k \mid x_{k-1}] - F_{k-1}^{(i+1)} \Psi [x_{k-1}] F_{k-1}^{(i+1)} ]^	op,
\end{align}

1. Using the smoothing result from the previous iteration to linearize the dynamic and measurement models of the system at all time steps via GSLR.
2. Running a Kalman filter and smoother on the linearized system.

In order to parallelize the above steps, we need to parallelize the linearization as well as the Kalman filter and smoother. Below, we provide details on how to find the linearized parameters for a general SSM (1.1) in standard or square-root versions. We can then apply Algorithms 3.1 and 3.2 to obtain the parallel iterated method.

### 4.1. Standard and square-root forms of generalized statistical linear regression

We now describe the procedure of finding a linearized representation of the SSM (1.1) for standard and square-root versions. In order to perform the procedure iteratively, we consider a sequence of such representations in standard form as

\begin{align}
(4.2) \quad \Gamma_{1:n}^{(i)} = \{ F_{0:n-1}^{(i)}, c_{0:n-1}^{(i)}, \Lambda_{0:n-1}^{(i)}, H_{1:n}^{(i)}, d_{1:n}^{(i)}, \Omega_{1:n}^{(i)} \}.
\end{align}

Given the current set of linearized parameters $\Gamma_{1:n}^{(i)}$, we can then compute the parameters at the next iteration, $i+1$, by applying the GSLR method to the transition and observation densities $p(x_k \mid x_{k-1})$ and $p(y_k \mid x_k)$, respectively, over the current linearized estimate of the smoothing distribution marginals $p(x_k \mid y_{1:n}, \Gamma_{1:n}^{(i)})$. For all $k \geq 1$, we compute the following quantities in parallel:

\begin{align}
(4.3a) \quad F_{k-1}^{(i+1)} & = C [ E[x_k \mid x_{k-1}] ]^{-1}, \\
(4.3b) \quad c_{k-1}^{(i+1)} & = E[ E[x_k \mid x_{k-1}]] - F_{k-1}^{(i+1)} E[x_{k-1}], \\
(4.3c) \quad \Lambda^{(i+1)}_{k-1} & = E [ \Psi [x_k \mid x_{k-1}] + \Psi E[x_k \mid x_{k-1}] - F_{k-1}^{(i+1)} \Psi [x_{k-1}] F_{k-1}^{(i+1)} ]^	op,
\end{align}

1. Using the smoothing result from the previous iteration to linearize the dynamic and measurement models of the system at all time steps via GSLR.
2. Running a Kalman filter and smoother on the linearized system.

In order to parallelize the above steps, we need to parallelize the linearization as well as the Kalman filter and smoother. Below, we provide details on how to find the linearized parameters for a general SSM (1.1) in standard or square-root versions. We can then apply Algorithms 3.1 and 3.2 to obtain the parallel iterated method.

### Algorithm 3.2 STANDARD or SQUARE-ROOT versions of parallel RTS smoother

**Input:** SSM with parameters in (3.1), $\Lambda_k = S_{\Lambda_k} S_{\Lambda_k}^\top$, and $\Omega_k = S_{\Omega_k} S_{\Omega_k}^\top$. Filtering results in standard version, $\{m_{0:n}^f, P_{0:n}^f\}$, or square-root version, $\{m_{0:n}^f, N_{0:n}^f\}$.

**Output:** Smoothing results $\{m_{0:n}^s, P_{0:n}^s\}$ or $\{m_{0:n}^s, N_{0:n}^s\}$

1. Initialization.
2. for $k \leftarrow 0$ to $n$ do (Compute in parallel)
   3. Set $a_k = (\{E_k, g_k, L_k or D_k\})_k=1$ using Lemma 3.3 in Standard or Square-root versions.
4. end for
5. Combination
6. Set $\{ (E_k, g_k, L_k or D_k) \}_{k=1}^n = \text{ReverseAssociativeScan}(\otimes, (a_k)_{k=0}^n)$,
   where $\otimes$ is defined in Lemma 3.4 in Standard or Square-root versions.
7. Smoothing results
8. Extract $(m_{0:n}^s, P_{0:n}^s or N_{0:n}^s) = (g_{0:n}, L_{0:n} or D_{0:n})$ in Standard or Square-root versions.
where the expectations are taken over \( p(x_{k-1} \mid y_{1:n}, \Gamma^{(i)}_{1:n}) \), and

\[
\begin{align*}
H_{k}^{(i+1)} &= C[\mathbb{E}[y_k \mid x_k], x_k]^\top \mathbb{V}[x_k]^{-1}, \\
d_{k}^{(i+1)} &= \mathbb{E}[\mathbb{E}[y_k \mid x_k]] - H_{k}^{(i+1)} \mathbb{E}[x_k], \\
\Omega_{k}^{(i+1)} &= \mathbb{V}[y_k \mid x_k] + \mathbb{V}[\mathbb{E}[y_k \mid x_k]] - H_{k}^{(i+1)} \mathbb{V}[x_k][H_{k}^{(i+1)}]^\top,
\end{align*}
\]

where the expectations are now taken over \( p(x_k \mid y_{1:n}, \Gamma^{(i)}_{1:n}) \). Importantly, the approximate smoothing marginals are Gaussian and are therefore fully represented by their corresponding means \( m_{0:n}^{s,(i)} \) and covariances \( P_{0:n}^{s,(i)} \). While the conditional expectations and covariances involved in (4.3) and (4.4) are not necessarily tractable, we can then approximate them by using a Taylor expansion or sigma-point-based integration methods. Crucially, this results in a method that is fully independent across all steps \( k \), so that it can be fully parallelized across all steps.

We now consider the problem of deriving a square-root version of the linearized parameters \( \Gamma \) in (4.2). We define the square-root linearization parameters, \( \Gamma^{\text{sqrt}} \), in each iteration, \( \iota \), as:

\[
\Gamma_{1:k}^{\text{sqrt},(\iota)} = \{ F_{0:k-1}^{(\iota)}, c_{0:k-1}^{(\iota)}, S_{\Lambda_{0:k-1}}^{(\iota)}, H_{1:k}^{(\iota)}, \rho_{1:k}^{(\iota)}, S_{\Omega_{1:k}}^{(\iota)} \},
\]

where \( S_{\Lambda_k} \) and \( S_{\Omega_k} \) are the square-root matrices of \( \Lambda_k \) and \( \Omega_k \), respectively. Below, we derive the parameters of \( \Gamma^{\text{sqrt}} \), using Taylor series expansion and sigma-point methods. In both methods, we assume that the Cholesky decompositions of the conditional covariances of transition and observation densities, \( \mathbb{V}[x_k \mid x_{k-1}] \) and \( \mathbb{V}[y_k \mid x_k] \), defined as \( S_x[x_k \mid x_{k-1}] \) and \( S_y[y_k \mid x_k] \), respectively, are tractable.

### 4.2. Square-root iterated Taylor series expansion

Iterated Taylor series expansions use first-order Taylor approximations to linearize nonlinear functions. This linearization occurs around the previous smoothing mean \( m_k^{s} \), which is the best available result [13]. Using this method, the conditional mean and square root of the covariance in (4.3) can be approximated as follows

\[
\begin{align*}
\mathbb{E}[x_k \mid x_{k-1}] &\approx \mathbb{E}[x_k \mid x_{k-1}](m_k^{s-1}) + \nabla_x \mathbb{E}[x_k \mid x_{k-1}](m_k^{s-1})(x_k - m_k^{s-1}), \\
S_x[x_k \mid x_{k-1}] &\approx S_x[x_k \mid x_{k-1}](m_k^{s-1}).
\end{align*}
\]

Then, by applying (4.6) in (4.3), the square-root version of the first-order Taylor series expansion method will be as follows:

\[
\begin{align*}
F_{k-1} &= \nabla_x \mathbb{E}[x_k \mid x_{k-1}](m_k^{s-1}), & c_{k-1} &= \mathbb{E}[x_k \mid x_{k-1}](m_k^{s-1}) - F_{k-1} \mathbb{E}[x_k], \\
S_{\Lambda_{k-1}} &= S_x[x_k \mid x_{k-1}](m_k^{s-1}).
\end{align*}
\]

The same procedure can be applied to find the parameters \( (H_k, d_k, S_{\Omega}) \). The conditional mean and square-root covariance needed for (4.4) are:

\[
\begin{align*}
\mathbb{E}[y_k \mid x_k] &\approx \mathbb{E}[y_k \mid x_k](m_k^s) + \nabla_x \mathbb{E}[y_k \mid x_k](m_k^s)(x_k - m_k^s), \\
S_x[y_k \mid x_k] &\approx S_x[y_k \mid x_k](m_k^s).
\end{align*}
\]

Now by substituting (4.7) in (4.4), the square-root linearized parameters are:

\[
\begin{align*}
H_k &= \nabla_x \mathbb{E}[y_k \mid x_k](m_k^s), & d_k &= \mathbb{E}[y_k \mid x_k](m_k^s) - H_k \mathbb{E}[x_k], \\
S_{\Omega_k} &= S_y[y_k \mid x_k](m_k^s).
\end{align*}
\]
4.3. Square-root iterated sigma-point linearization. In general, sigma-point linearization methods aim to approximate the expectation of a nonlinear function using a set of sigma points, \( \chi_n \), and their associated weights, \( w_n \) as [32]:

\[
E[y] \approx \sum_n w_n E[y \mid x = \chi_n].
\]  

(4.8)

When the random variable \( x \) is Gaussian, a wide range of sigma-point methods is available [29] for this purpose.

Here we consider \( s \) sigma points \( \chi_1, \ldots, \chi_s \), their associated positive mean weights \( w^m_1, \ldots, w^m_s \), and positive covariance weights \( w^c_1, \ldots, w^c_s \). The idea of the square-root iterated sigma-points linearization method is to obtain the required expectations according to posterior means and square-root covariances of the smoothing density \( p(x_k \mid y_{1:n}) [3, 4] \). It is worth noting that there are different choices for sigma points and weights which lead to different sigma-point methods [23].

First, we want to compute the parameters \( (F_{k-1}, c_{k-1}, S_{\Lambda_{k-1}}) \). To this end, we need both the mean and the square root of the covariance of the smoothing density, \( m^x_k \) and \( N^x_k \). Then, we obtain the transformed sigma-point as \( Z_{x,i} = E[x_k \mid x_{k-1}](\chi_i) \) and consequently define:

\[
\bar{z}_x = E[E[x_k \mid x_{k-1}]] \approx \sum_i w^m_i Z_{x,i}.
\]

(4.9)

Then, by applying (4.8) in (4.3) and using (4.9) we have:

\[
F_{k-1} \approx \sum_{i=1}^{s} w^c_i (Z_{x,i} - \bar{z}_x)(\chi_i - m^x_k)^\top (N^x_{k-1}[N^x_{k-1}]^\top)^{-1}, \quad c_{k-1} \approx \bar{z}_x - F_{k-1}m^x_{k-1}.
\]

In order to find the square root of the covariance as per (4.3c) we define:

\[
Z_x = [\sqrt{w^c_1(Z_{x,1} - \bar{z}_x)} \cdots \sqrt{w^c_s(Z_{x,s} - \bar{z}_x)}].
\]

Now, by defining \( S_{x,i} = S_x(x_k \mid x_{k-1})(\chi_i) \), for \( i = 1, \ldots, s \), and applying (4.8) in (4.3c), the latter equation can be approximated as:

\[
\Lambda_{k-1} \approx \sum_{i=1}^{s} \left( w^c_i S_{x,i} S_{x,i}^\top \right) + Z_x Z_x^\top - F_{k-1} N^x_{k-1} [N^x_{k-1}]^\top F_{k-1}^\top.
\]

(4.11)

To find the square root of \( \Lambda_k \), first, we find the square root of the first two parts on the right-hand side of (4.11) as follows:

\[
S'_{\Lambda_{k-1}} = \text{Triag}(\sqrt{w^c_1 S_{x,1}}, \ldots, \sqrt{w^c_s S_{x,s}}, Z_x).
\]

Then, using DownDate function (see Section 2.2), the square-root of \( \Lambda_{k-1} \) will be

\[
S_{\Lambda_{k-1}} \approx \text{DownDate}(S'_{\Lambda_{k-1}}, F_{k-1} N^x_{k-1}).
\]

(4.13)

The same procedure can be applied in order to obtain a square-root version of the linearization parameters \( (H_k, d_k, S_{\theta_k}) \) of (4.4). To do so, we consider \( Z_{x,i} = E[y_k \mid x_k](\chi_i) \), and \( S_{y,i} = E[y_k \mid x_k](\chi_i) \) for \( i = 1, \ldots, s \). Then, by using the mean, \( \bar{z}_y \), and defining \( Z_y \) as

\[
\bar{z}_y = E[E[y_k \mid x_k]] \approx \sum_{i=1}^{s} w^m_i Z_{y,i}, \quad Z_y = [\sqrt{w^c_1(Z_{y,1} - \bar{z}_y)} \cdots \sqrt{w^c_s(Z_{y,s} - \bar{z}_y)}],
\]
we can compute the linearization parameters \( (H_k, d_k, S_{\Omega_k}) \) as:

\[
H_k \approx \sum_{i=1}^{s} w_i^t (Z_{y,i} - \bar{z}_y)(\mathbf{x}_i - m_k^s)^\top (N_k^s m_k^s)^{-1}, \quad d_k \approx \bar{z}_y - H_k m_k^s,
\]

\[
S_{\Omega_k} \approx \text{DownDate}(\text{Tria}(\sqrt{\overline{w}_k^t S_{y,1}}, \ldots, \sqrt{\overline{w}_k^t S_{y,s}}, Z_y), H_k N_k^s).
\]

### 4.4. Parallel standard and square-root algorithms for general state-space models

We can now find standard and square-root forms of the parallel iterated filter and smoother based on GSLR linearization. To be specific, a single iteration of these methods consists of the following two steps:

1. Using standard or square-root results of the smoother from the previous iteration in GSLR to linearize the dynamic and measurement models of the nonlinear system on all time steps \( k = 1, \ldots, n \). The linearization can be performed based on Taylor series expansion or sigma-point methods.

2. Running the standard or square-root versions of Kalman filter and smoother on the linearized system in Algorithms 3.1 and 3.2.

Defining the standard and square-root methods allows us to iterate the filtering and smoothing algorithms until convergence. This recovers the optimal nominal trajectory, defined here as \( n_{0,n} := \{m_{0,n}^s, P_{0,n}^s\} \) for the standard method and \( n_{0,n} := \{m_{0,n}^s, N_{0,n}^s\} \) for the square-root method. This is summarized in Algorithm 4.1.

**Algorithm 4.1** Parallel standard or square-root iterated filter and smoother based on GSLR linearization

**Input:** Initial smoothing results for the whole trajectory at iteration \( i = 0 \) in standard version, \( \{m_{0:n}^{s,(0)}, P_{0:n}^{s,(0)}\} \), or square-root version, \( \{m_{0:n}^{s,(0)}, N_{0:n}^{s,(0)}\} \), and the number of iterations \( M \).

**Output:** Smoothing results at the final iteration in the standard version, \( \{n_{0:n}^{s,(M)}, P_{0:n}^{s,(M)}\} \), or square-root version \( \{m_{0:n}^{s,(M)}, N_{0:n}^{s,(M)}\} \).

1. for \( i \leftarrow 1 \) to \( M \) do
2. \quad {Compute linearization parameters}
3. \quad for \( k \leftarrow 1 \) to \( n \) do {Compute in parallel}
4. \quad \quad if STANDARD VERSION then
5. \quad \quad \quad Compute \( F_{k-1}^{(i)}, c_{k-1}^{(i)} \), and \( \Lambda_k^{(i)} \) using (4.3) and \( \{m_{k-1}^{s,(i-1)}, P_{k-1}^{s,(i-1)}\} \).
6. \quad \quad \quad Compute \( H_k^{(i)}, d_k^{(i)} \), and \( \Omega_k^{(i)} \) using (4.4) and \( \{m_k^{s,(i-1)}, P_k^{s,(i-1)}\} \).
7. \quad \quad else if SQUARE-ROOT VERSION then
8. \quad \quad \quad Compute \( \Gamma_{1:k}^{\text{sqrt.}} = \{F_{0:k-1}^{(i)}, c_{0:k-1}^{(i)}, \Lambda_{0:k-1}^{(i)}, H_{1:k}^{(i)}, d_{1:k}^{(i)}, S_{\Omega_{1:k}}^{(i)}\} \) by using a Taylor series expansion (Sec. 4.2) or sigma-point methods (Sec. 4.3).
9. \quad \quad \quad end if
10. \quad end for
11. Run standard or square-root version of Algorithm 3.1 on the linearized model to compute \( \{m_{0:n}^{f,(i)}, N_{0:n}^{f,(i)}\} \).
12. Run standard or square-root version of Algorithm 3.2 on the linearized model to compute \( \{m_{0:n}^{s,(i)}, N_{0:n}^{s,(i)}\} \).
13. end for

### 5. Parameter estimation

In order to derive parallel state estimation methods in the previous sections, we have assumed that the SSM from which the observations \( y_{1:n} \) were generated was known exactly. We now consider the case when the model at
hand depends on a parameter $\theta$ that we want to estimate:

\begin{equation}
(5.1) \quad p(x_k \mid x_{k-1}, \theta), \quad p(y_k \mid x_k, \theta), \quad p(x_0 \mid \theta).
\end{equation}

A typical way to do so is via the marginal log-likelihood function, and its derivative with respect to the parameter $\theta$: the score function. In this section, we discuss how both of these can be computed in parallel. A particular attention is given to the score function as computing it naively would incur a memory cost scaling linearly with the number of iterations in Algorithm 4.1. For the sake of conciseness, in the remainder of this section, we will only consider the covariance formulation of our proposed method, that is, the standard version of Algorithm 4.1. However, the analysis remains unchanged if one considers instead the square-root formulation developed in Sections 3.1, 3.2, 4.2, and 4.3, provided that the covariance operations are all replaced by their square-root equivalents. Similarly, for notational simplicity, we will only consider the case when $n_x = n_y = \dim(\theta) = 1$, the general case follows from taking element-wise derivatives instead.

### 5.1. Parallel computation of the (pseudo) log-likelihood.

For general SSMs, the log-likelihood $\log p(y_{1:n}) = p(y_{1:n} \mid \theta)$ can be computed iteratively using

\begin{equation}
(5.2) \quad \log p(y_{1:n}) = \sum_{k=1}^{n} \log \int_{x_k} \left( p(y_k \mid x_k) p(x_k \mid y_{1:k-1}) \right) dx_k,
\end{equation}

where we drop the dependency on $\theta$ for simplicity. In the case of linear Gaussian SSMs (LGSSMs), the integrals in (5.2) are available in closed form, and we can compute them using the observation predictive means and covariances. As was suggested in [30], for LGSSMs, this formulation allows to compute the log-likelihood $\log p(y_{1:n})$ in parallel by first computing the filtering distribution at each time step $p(x_k \mid y_{1:n}) = N(x_k; m_k^f, P_k^f)$, then all the terms in (5.2) $\ell_k = \log N(y_k; m_k^y, P_k^y)$, where $m_k^y$ and $P_k^y$ are the predictive mean and covariance of $y_k$, and summing them for all $k$'s. The span complexity of computing the filtering distribution at each time step is $O(\log(n))$ [30], the span complexity of computing all the terms $\ell_k$ given the filtering distribution is $O(1)$, and the span complexity of summing all these terms is $O(\log(n))$ too so that the total span complexity of computing the log-likelihood in LGSSMs is $O(\log(n))$.

In the context of general SSMs, however, we cannot usually obtain analytical expressions for the integrals appearing in (5.2). Instead, these can be approximated by leveraging the same linearization rules that were used to compute the filtering estimates. Specifically, all the terms in (5.2) can be approximated from the linearized system (4.1), producing a pseudo-log-likelihood $\hat{\ell}(\theta)$ which is an estimate of the log-likelihood $\log p(y_{1:n} \mid \theta)$ of the system. As discussed in Section 4, the linearized parameters of the system (4.1) are computed based on either iterated Taylor or sigma-points approximations in span complexity $O(\log(n))$, resulting in a total span complexity of $O(\log(n))$ for computing the pseudo-log-likelihood, for both our proposed square-root and standard formulations.

### 5.2. Constant-memory parallel computation of the score function.

Because the pseudo-log-likelihood $\hat{\ell}(\theta)$ of the nonlinear SSM (1.1) is the log-likelihood $\log p(y_{1:n} \mid \Gamma_{1:n})$ of the linearized model (4.1), one could apply the reverse accumulation chain rule, for example, by using automatic differentiation libraries, in order to compute the gradient of $\hat{\ell}$. This was, for example, done in [11] in the linear case to learn parameters of temporal Gaussian processes.
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However, while this method would result in an efficient algorithm to compute the score function of LGSSMs, it would suffer from several drawbacks if applied to Gaussian-approximated nonlinear SSMs directly. Indeed, in this case, the linearization parameters $\Gamma_k$ depend on the final nominal trajectory $n_{0:n}$ used during the linearization step. In turn, the final nominal trajectory depends on the previously estimated linearized parameters as well as $\theta$, forming a chain of dependency down to the initial nominal trajectory. Furthermore, in order to proceed with reverse accumulation, all the intermediary results involved in computing the pseudo-log-likelihood need to be stored. Because the total number of iterations $M$ required for the nominal trajectory to converge is not necessarily known in advance, the memory cost of naively “unrolling” the convergence loop would be unknown at compilation time. However, thanks to the fixed-point structure of Algorithm 4.1, we can derive a constant-memory algorithm to compute the gradient of quantities depending on the filtering and smoothing distributions (which include the pseudo-log-likelihood in particular).

When using the mean-covariance approach of Section 4, computing the gradient of $\ell$ consists in applying the chain rule to log $p$:

$$
\frac{d\ell}{d\theta} = \sum_{k=1}^{n} \left[ \frac{d\ell}{dF_k} \left( \frac{\partial F_k}{\partial \theta} + \frac{\partial F_k}{\partial m_k} \frac{\partial m_k}{\partial \theta} + \frac{\partial F_k}{\partial P_k} \frac{\partial P_k}{\partial \theta} \right) + \ldots \right].
$$

To compute the full derivative, we need to compute the following quantities

1. $\frac{\partial F_k}{\partial \theta}$, $\frac{\partial F_k}{\partial m_k}$, $\frac{\partial F_k}{\partial P_k}$: this is easily done by differentiating through the Taylor or sigma-points linearization algorithms.

2. $\frac{\partial m_k}{\partial \theta}$, $\frac{\partial P_k}{\partial \theta}$: naively, this would require applying the chain rule through all the steps of the convergence loop in Algorithm 4.1.

Thankfully, $n_{0:n}$ verifies the fixed point identity $n_{0:n} = KS(n_{0:n}, y_{1:n}, \theta)$, where KS is the Kalman smoother operator given by Algorithm 4.1. Therefore, we can leverage the implicit function theorem as in [10] to show that

$$
\begin{align*}
\frac{dn_{0:n}}{d\theta} &= \frac{\partial KS_{0:n}^{m}}{\partial \theta} \frac{dm_{0:n}}{d\theta} + \frac{\partial KS_{0:n}^{m}}{\partial \theta} \frac{dP_{0:n}}{d\theta} + \frac{\partial KS_{0:n}^{m}}{\partial \theta}, \\
\frac{dP_{0:n}}{d\theta} &= \frac{\partial KS_{0:n}^{P}}{\partial \theta} \frac{dm_{0:n}}{d\theta} + \frac{\partial KS_{0:n}^{P}}{\partial \theta} \frac{dP_{0:n}}{d\theta} + \frac{\partial KS_{0:n}^{P}}{\partial \theta},
\end{align*}
$$

where $KS_{k}^{m}$ and $KS_{k}^{P}$ are the mean and covariance outputs of the smoother operator KS at time $k$, respectively. This ensures that, for any $k = 0, \ldots, n$, $\frac{dn_{0:n}}{d\theta}$ and $\frac{dP_{0:n}}{d\theta}$ verify a linear fixed-point equation, which, provided that the operator norm of all $\frac{\partial KS_{k}}{\partial \theta}$ is less than 1, admits a unique solution which can be computed by iterating it. We can therefore replace the memory-unbounded reverse accumulation calculation of the gradient of the optimal nominal trajectory with a memory-constant iterative procedure. The full procedure is summarized in Algorithm 5.1.

Remark 5.1. It is worth noting that (5.4) and the related routine in Algorithm 5.1 a priori seem to have a $O(T^2)$ memory cost due to the apparent need of computing all the different combinations of derivatives. However, automatic differentiation libraries typically require manipulating vector-Jacobian (or Jacobian-vector) products rather than full Jacobians [9], so that the actual implementation of Algorithm 5.1 only incurs a memory cost of $O(T)$, in line with that of computing the log-likelihood in the first place.
Algorithm 5.1 Fixed-point algorithm for computing the gradient of the covariance-based nominal trajectory w.r.t. the state-space model parameters $\theta$ at convergence.

**Input:** Optimal trajectory $n^{*}_{0:n} = \{m^{*}_{0:n}, P^{*}_{0:n}\}$ computed with Algorithm 4.1 for the parameter $\theta$.

**Output:** $\{\frac{\partial KS^{m^{*}}_{0:n}}{\partial m^{*}_{0:n}}, \frac{\partial KS^{m^{*}}_{0:n}}{\partial \theta}, \frac{\partial KS^{m^{*}}_{0:n}}{\partial P^{*}_{0:n}}; k = 0, \ldots, n\}$.

1. Initialize $\frac{\partial KS^{m^{*}}_{0:n}}{\partial m^{*}_{0:n}}, \frac{\partial KS^{m^{*}}_{0:n}}{\partial \theta}, \frac{\partial KS^{m^{*}}_{0:n}}{\partial P^{*}_{0:n}}$ for all $k = 0, \ldots, n$

2. Compute $\frac{\partial KS^{m^{*}}_{0:n}}{\partial m^{*}_{0:n}}, \frac{\partial KS^{m^{*}}_{0:n}}{\partial \theta}, \frac{\partial KS^{m^{*}}_{0:n}}{\partial P^{*}_{0:n}}$ at the optimal nominal trajectory $n^{*}_{0:n}$ and $\theta$

3. Iterate (5.4) until convergence.

When $n^{*}$ has been computed, all the operations happening within the loop of Algorithm 5.1 are fully parallelizable, apart from computing the terms $\frac{\partial KS^{m^{*}}_{0:n}}{\partial m^{*}_{0:n}}$ and $\frac{\partial KS^{m^{*}}_{0:n}}{\partial \theta}$, and the final sum of the incremental log-likelihood terms, which all have span complexity $O(\log(n))$ as they share the same computational graph as the one used to compute the smoothing solution itself. The total span complexity of computing the (pseudo) score function is, therefore, $O(\log(n))$.

6. Experimental results. In this section, we empirically demonstrate the performance of our proposed framework. For this, we consider a population model [12, 32] and a coordinated turn (CT) model [5, 27]. We aim to show the effectiveness of our methods in terms of computational complexity, robustness, and parameter estimation. All the experiments are conducted using the NVIDIA® GeForce RTX 3080 Ti 12 GB with 10240 CUDA cores, and leveraging the Python library JAX [9] for parallelization and automatic differentiation support. The code to reproduce the results can be found at https://github.com/EEA-sensors/sqrt-parallel-smoothers/.

6.1. Parallel inference in a general SSM. We now evaluate the performance of the general parallel method for a fully nonlinear non-Gaussian SSM. This generalizes the experiment done in [33] which was only concerned with additive noise models. We consider the stochastic Ricker model, described in [12], and also used in [32] as

\[
\begin{align*}
    &x_k = \log(a) + x_{k-1} - \exp(x_{k-1}) + q_k, \quad q_k \sim N(0, Q_k) \\
    &y_k \mid x_k \sim \text{Poisson}(b \exp(x_k)), \\
    &x_0 \sim \delta(x_0 - \log(c)).
\end{align*}
\]

(6.1)

where $x_k$ is a one-dimensional state, and the measurement $y_k$ is conditionally distributed according to a Poisson distribution with rate $b \exp(x_k)$. For this experiment, the system parameters are chosen to be $a = 44.7$, $b = 10$, $c = 7$, and $Q_k = 0.3^2$.

Our aim is to compare the performance of the covariance-based sequential and parallel methods in the sense of time span complexity. To this end, we perform $M = 100$ iterations of the iterated extended (IEKS) and cubature Kalman smoothing (ICKS) on the model for different numbers of observations.

The average (over 100 repetitions) run times of sequential and parallel IEKS and ICKS methods are reported in Fig. 1a. This figure shows that the parallel methods are generally faster compared to their sequential counterpart. However, the differences are less prominent for shorter time horizons (say, $n = 10$), and more significant with long time horizons. The run times of sequential IEKS and ICKS are increasing linearly.
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with respect to the number of time steps, whereas the parallel IEKS and ICKS exhibit a much better complexity scaling.

6.2. Computational complexity of parallel square-root methods. In this experiment, the goal is to show the effectiveness of our proposed square-root method in terms of computational complexity in a high-dimensional state-space setting. We consider the problem of tracking a maneuvering target with a CT model [5] given bearing-only sensor measurements. Other uses of this model can be found, for example, in [3] and [27]. The state is a 5-dimensional vector \( x = [p_x, p_y, \dot{p}_x, \dot{p}_y, \omega]^\top \) containing the position \((p_x, p_y)\), the speed \((\dot{p}_x, \dot{p}_y)\), and the turn rate \(\omega\) of the target. The bearing is measured by two sensors located at known positions \((s^i_x, s^i_y)\) for \(i = 1, 2\). We follow the parameterization of [3], and take the noise parameters and time step to be \(q_1 = 0.1\), \(q_2 = 0.1\), and \(dt = 0.01\).

Similarly as in Section 6.1, in this experiment, we consider observation sets with size varying from 10 to 5000. Fig. 1b shows the average run time (computed over 100 runs) of running \(M = 10\) iterations of the iterated smoothing methods. As expected, the parallel square-root method is faster than its sequential square-root method.

![Graph showing GPU run time comparison](image)

(a) Population model. (b) Coordinated turn model.

Fig. 1: GPU run time comparison of (a) the standard parallel and sequential methods of IEKS and ICKS methods for population model and (b) the square-root parallel and sequential methods of IEKS and ICKS methods for coordinated turn model.

6.3. Robustness of parallel square-root methods. In this part, we study the same CT model as described in Section 6.2 to show how the square-root method improves the stability of the algorithm, as compared to the covariance-based one, when using 32-bit floating-point numbers. In order to assess the stability of the method, for each chosen number of observations, we simulate 15 independent sets of observations and run square-root and covariance-based parallel iterated extended and cubature Kalman smoother for \(M = 20\) iterations. We then report the divergence rate for a given method and number of observations, as defined by the percentage of resulting \(\text{NaN}\) (not a number) log-likelihood estimates. The result is shown in Fig. 2, and shows that square-root methods achieve higher stability in comparison to the standard method.

6.4. Parallel parameter estimation. The section demonstrates the performance of the proposed parameter estimation algorithm in terms of accuracy and
computational cost reduction using the CT model and a parallel method on GPU. Here, the parameter of interest is the standard deviation of the first sensor, $\sqrt{R_{1,1}}$, with a ground-truth value of 0.05. The parameters used in this study are the same parameters used by [23]. In order to assess the performance of the method, we simulate 10 different trajectories and calibrate the model on varying size subsets of the generated sets of observations. To compute the log-likelihood of the model and the gradient thereof, we use Taylor series and several sigma-point linearization methods (cubature, unscented, and Gauss–Hermite) and the standard version of iterated smoothers. The parameter is then estimated by maximum likelihood estimation, where the optimization is carried out using the L-BFGS-B algorithm with known (automatically computed) Jacobian. An important benefit of the proposed parallel method is its reduced computing time. To demonstrate this, we provide the GPU run time for various linearization schemes using both sequential and parallel methods. Figure 3 shows that the parallel methods take less time to run than the sequential methods across different linearization schemes.

7. Conclusions. In this paper, we have presented a novel parallel-in-time inference method for general SSMs. First, to improve the numerical stability of the parallel-in-time Kalman filter and RTS smoother algorithms, we developed square-root versions of the method. Then we considered general SSMs and leverage GSLR. By reformulating the GSLR equations in terms of the square root of covariance matrices, we then obtained a square-root version of our parallel-in-time nonlinear smoother. Finally, using the fixed-point structure of the iterated method, we showed how to compute the log-likelihood and gradient thereof in parallel for use in parameter estimation. Experimental results conducted on a GPU showed that the proposed inference method reduces time complexity and improves numerical stability.

Authors contributions. Original idea by S.S. and S.H.; derivations by F.Y. and S.S.; implementation by A.C. and F.Y.; parameter estimation by A.C.; writing primarily by F.Y.
Fig. 3: GPU run time comparison of $\sqrt{R_{11}}$ estimate using standard parallel/sequential methods of the iterated extended (IEKS), cubature (ICKS), unscented (IUKS), and Gauss-Hermite (IGHKS) Kalman smoothers.
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