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Abstract

We introduce a framework for Compositional Imitation Learning and Execution (CompILE) of hierarchically-structured behavior. CompILE learns reusable, variable-length segments of behavior from demonstration data using a novel unsupervised, fully-differentiable sequence segmentation module. These learned behaviors can then be re-composed and executed to perform new tasks. At training time, CompILE auto-encodes observed behavior into a sequence of latent codes, each corresponding to a variable-length segment in the input sequence. Once trained, our model generalizes to sequences of longer length and from environment instances not seen during training. We evaluate our model in a challenging 2D multi-task environment and show that CompILE can find correct task boundaries and event encodings in an unsupervised manner without requiring annotated demonstration data. Latent codes and associated behavior policies discovered by CompILE can be used by a hierarchical agent, where the high-level policy selects actions in the latent code space, and the low-level, task-specific policies are simply the learned decoders. We found that our agent could learn given only sparse rewards, where agents without task-specific policies struggle.

1 Introduction

Discovering compositional structure in sequential data, without supervision, is an important ability in human and machine learning. For example, when a cook prepares a meal, they re-use similar behavioral sub-sequences (e.g., slicing, dicing, chopping) and compose the components hierarchically (e.g., stirring together eggs and milk, pouring the mixture into a hot pan and stirring it to form scrambled eggs). Humans are adept at inferring event structure by hierarchically segmenting continuous sensory experience [1, 2, 3], which may support building efficient event representations in episodic memory [4] and constructing abstract plans [5].

An important benefit of compositional sub-sequence representations is combinatorial generalization to never-before-seen conjunctions [6]. Behavioral sub-components can also be used as high-level actions in hierarchical decision-making, offering improved credit assignment and efficient planning. To reap these benefits in machines, however, the event structure and composable representations must be able to be discovered in an unsupervised manner, as sub-sequence labels are rarely available.

In this work, we focus on the problem of jointly learning to segment, explain, and imitate agent behavior (from demonstrations) via an unsupervised auto-encoding objective. The encoder learns to jointly infer event boundaries and high-level abstractions (latent encodings) of activity within each
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event segment, while the task of the decoder is to reconstruct or imitate the original behavior by executing the inferred sequence of latent codes.

We introduce a fully differentiable, unsupervised segmentation model for Compositional Imitation learning and Execution (CompILE) that addresses the segmentation problem by predicting soft segment masks. During training, the model makes multiple passes over the input sequence, explaining one segment of activity at a time. Segments explained by earlier passes are softly masked out and thereby ignored by the model. Our approach to masking is related to soft attention \[7\], where each mask predicted by our model is localized in time (see Figure 1 for an example). At test time, these soft masks can be replaced with discrete, consecutive masks that mark the beginning and end of a segment. This allows us to process sequences of arbitrary length by 1) identifying the next segment, 2) explaining this segment with a latent variable, and 3) cutting/removing this segment from the sequence and continue the process on the remainder of the input.

Formally, our model takes the form of a conditional variational auto-encoder (VAE) \[8, 9, 10\]. We introduce a method for modeling segment boundaries as softly relaxed discrete latent variables—i.e., concrete \[11\] or Gumbel softmax \[12\] latent variables—which allows for an efficient, low-variance training procedure.

We demonstrate the efficacy of our approach in a multi-task, multiple instruction-following domain similar to \[13\]. Our model can reliably discover event boundaries and find effective event (sub-task) encodings. In a number of experiments, we found that CompILE generalizes to unseen environment configurations and to task sequences which were longer than those seen during training.

Once trained, the latent codes and associated behavior discovered by CompILE can be reused and recomposed to solve new, unseen tasks. We demonstrate this ability in a set of experiments using a hierarchical agent, with a meta controller that learns to operate over discovered policies to solve difficult sparse reward tasks, where non-hierarchical, non-compositional baselines struggle to learn.

## 2 Model overview

We consider the task of auto-encoding sequential data by 1) breaking an input sequence into disjoint segments of variable length, and 2) mapping each segment individually into some higher-level code, from which the input sequence can be reconstructed.

More specifically, we focus on modeling state-action trajectories of the form \(\rho = ((s_1, a_1), (s_2, a_2), ..., (s_T, a_T))\) with pairs of states \(s_t \in S\) and actions \(a_t \in A\) for time steps \(t = 1, ..., T\), e.g. obtained from a dataset \(\mathcal{D} = \{\rho_1, \rho_2, ..., \rho_N\}\) of \(N\) expert demonstrations of variable length for a set of tasks.

### 2.1 Behavioral cloning

Our basic setup follows that of behavioral cloning (BC), i.e., we want to find an imitation policy \(\pi_\theta\), parameterized by \(\theta\), by solving the following optimization problem:

\[
\theta^* = \arg \max_\theta \mathbb{E}_{\rho \in \mathcal{D}} [p_\theta(a_{1:T}|s_{1:T})].
\]  

In BC we have \(p_\theta(a_{1:T}|s_{1:T}) = \prod_{t=1:T} \pi_\theta(a_t|s_t)\), where \(\pi_\theta(a|s)\) denotes the probability of taking action \(a\) in state \(s\) under the imitation policy \(\pi_\theta\).
2.2 Sub-task identification and imitation

Different from the default BC setup, we break trajectories $\rho$ into $M$ disjoint segments $(c_1, c_2, ..., c_M)$

$$c_i = ((s_{b_i}, a_{b_i}), (s_{b_i+1}, a_{b_i+1}), ..., (s_{b_j-1}, a_{b_j-1})), \text{ with } i' = i - 1. \quad (2)$$

Here, $b_i \in [1, T+1]$ are discrete (latent) boundary indicator variables with $b_0 = 1, b_M = T + 1$, and $b_i \geq b_{i+1}$ We model each part independently with a sub-task policy $\pi_{\theta}(a|s, z)$, where $z$ is a latent variable summarizing the segment. Framing BC as a joint segmentation and auto-encoding problem allows us to obtain imitation policies that are specific to different inferred sub-tasks, and which can be re-combined for easier generalization to new settings. Each sub-task policy is responsible for explaining a variable-length segment of the demonstration trajectory.

We take the segment (sub-task) encoding $z$ to be discrete in the following, but we note that other choices are possible and require only minor modifications to our framework. The probability of an action sequence $a_{1:T}$ given a sequence of states $s_{1:T}$ then takes the following form:

$$p_\theta(a_{1:T}|s_{1:T}) = \sum_{b_{1:M}} \sum_{z_{1:M}} \prod_{i=1:M} p_\theta(a_{b_i:b_i-1} | s_{b_i:b_i-1}, z_i) p(b_i | b_{i'}) p(z_i)$$

$$= \sum_{b_{1:M}} \sum_{z_{1:M}} \prod_{i=1:M} \left[ \prod_{j=b_i:b_i-1} \pi_\theta(a_j | s_j, z_i) \right] p(b_i | b_{i'}) p(z_i), \quad (3)$$

where the double summation marginalizes over all allowed configurations of the discrete latent variables $z_{1:M}$ and $b_{1:M}$. We have again used the shorthand notation $i' = i - 1$ for clarity. Our generative model $p_\theta(a_{1:T}|s_{1:T}, b_{1:M}, z_{1:M})$ factorizes across time steps if we choose a non-recurrent policy $\pi_\theta(a|s, z)$. Using recurrent policies is necessary, e.g., for partially observable environments and is left for future work.

For simplicity, we assume independent priors over $b$ and $z$. If more complex dependencies are present in the data (e.g. task-specific segment lengths), this assumption can be replaced with some mechanism for implementing conditional probabilities between segments. We choose a uniform categorical prior $p(z_i)$ and the following empirical categorical prior for the boundary latent variables:

$$p(b_i | b_{i'}) \propto \text{Poisson}(b_i - b_{i'}, \lambda) = e^{-\lambda} \frac{\lambda^{b_i-b_{i'}}}{(b_i - b_{i'})!}, \quad (4)$$

proportional to a Poisson distribution with rate $\lambda$, but truncated to the interval $[b_{i'}, T + 1]$ and renormalized, as we are dealing with sequences of finite length. This prior encourages segments to be close to $\lambda$ in length and helps avoid two failure modes: 1) collapse of segments to unit length, and 2) a single segment covering the full sequence length.

2.2.1 Recognition model

Following the standard VAE \[8\] \[9\] framework, we introduce a recognition model $q_\phi(b_{1:M}, z_{1:M}|a_{1:T}, s_{1:T})$ that allows us to infer a task decomposition via boundary variables $b_{1:M}$ and task encodings $z_{1:M}$ for a given trajectory $\rho$. Crucially, we would like our recognition model to be compositional, in a sense that once a segment (sub-task) has been identified and explained by a latent variable $z$, the corresponding part of the input trajectory will be masked out and the recognition model proceeds on the remainder of the trajectory, until the end is reached. Therefore, we drop the dependence of $q_\phi$ on any time steps before the previous boundary position. This will facilitate generalization to sequences of longer length (and with more segments) than those seen during training. Formally, we structure the recognition model in the following way:

$$q_\phi(b_{1:M}, z_{1:M}|x_{1:T}) = \prod_{i=1:M} q_\phi(z_i | x_{b_i:b_{i-1}})q_\phi(b_i | x_{b_i:T}), \quad (5)$$

where we have used $x_t = (a_t, s_t)$ and $i' = i - 1$ to simplify notation. Expressed in other words, we re-use the same recognition model with shared parameters for each segment while masking out already explained segments. The core modules are the encoding network $q_{\phi_z}(z|x)$ and the boundary prediction network $q_{\phi_b}(b|x)$, both are modeled as categorical distributions. We use recurrent neural
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We can evaluate the segment probabilities as follows:

\[
P(t \in C_i) = P\left(\max_{0 \leq j \leq i-1} b_j \leq t < b_i\right) = P(t < b_i) \prod_{j=0}^{t-1} P(t \geq b_j) \\
= [1 - \text{cumsum}(q_{\phi_b}(b_i, x), t)] \prod_{j=0}^{t-1} \text{cumsum}(q_{\phi_b}(b_j, x), t),
\]

(7)

Figure 2: Differentiable segmentation of an input trajectory \(x\) composed of a sequence of subtasks. The recognition model (encoder) predicts relaxed categorical (Gumbel softmax) boundary distributions \(q(b_i|x)\) from which we can obtain soft segment masks \(P(t \in C_i)\). Each segment \(C_i\) is encoded via \(q(z_i|x)\). The generative model \(p(x|z_i)\) is executed once for every latent variable \(z_i\). The reconstruction loss is masked with \(P(t \in C_i)\), so that only the reconstructed part corresponding to the \(i\)-th segment receives a training signal. For imitation learning, the generative model (decoder) takes the form of a policy \(\pi_\theta(a_t|s_t, z_i)\).
At training time, we need to specify the maximum number of segments $T$. There are several options for evaluating $T$ while multiplying the hidden states with a segment-specific mask. Nonetheless, the parameters of the mask are shared over all segments. Thus, inputs belonging to earlier segments are effectively hidden from the model while still allowing gradients to be passed through. The hidden state mask for the $i$-th segment takes the following form:

$$
\text{mask}_i(t) = P\left(t \geq \max_{0 \leq j < i-1} b_j\right) = \prod_{j=0}^{i-1} P(t \geq b_j) = \prod_{j=0}^{i-1} \text{cums}um(q_{\phi}(b_j|\epsilon), t), \quad (8)
$$

where we set $\text{mask}_1 = 1$. In other words, it is given by the probability for a given time step to not belong to a previous segment. Masking is performed by multiplying the RNN’s hidden state with mask$_i$. For every segment $i \in [1, M]$, we thus need to run the RNN over the full input sequence, while multiplying the hidden states with a segment-specific mask. Nonetheless, the parameters of the RNN are shared over all segments. We further use the boundary posterior $q_{\phi}(b_i|\epsilon)$ to read out the logits for $q_{\phi}(z_i|\epsilon)$ from the RNN output. Details for this read-out process are provided in Appendix A.4. Evaluating $q_{\phi}(b_i|\epsilon)$ and $q_{\phi}(z_i|\epsilon)$ is $O(T)$ for a single $i = 1, ..., M$. The overall evaluation of the recognition model for the full sequence (and all segments) is therefore $O(TM)$.

**Loss masking** The reconstruction loss $L = E_{q_{\phi}(b, z|\epsilon)} [\log p_\theta(a|s, b, z)]$ decomposes into independent loss terms for each segment, i.e., $L = \sum_{i=1}^{M} \mathcal{L}_i$, due to the structure of our generative model, Eq. (3). To retain this property in the relaxed/continuous case, we softly mask out irrelevant parts of the action trajectory when evaluating the loss term for a single segment:

$$
\mathcal{L}_i = E_{q_{\phi}(b, z|\epsilon)} [\text{seg}_i \cdot \log p_\theta(a|s, z)], \quad (9)
$$

where the segment mask for time step $t$ is given by $\text{seg}_i(t) = P(t \in C_i)$, i.e. the probability of time step $t$ being explained by the $i$-th segment. The operator “·” denotes element-wise multiplication. In practice, we use a single sample of the (reparameterized) posterior to evaluate Eq. (9).

### 2.2.3 Specifying the maximum number of segments

At training time, we need to specify the maximum number of segments $M$ that the model is allowed to use when auto-encoding a particular sequence of length $T$. A natural choice is $M = T$, but this would require us to adapt the computational graph of our model to every single demonstration sequence (which can have different lengths). For efficient mini-batch training, we choose a single $M$. This can be understood as a form of weak supervision if we provide the correct number of segments.

### 2.2.4 Termination policy

To allow for our model to be used in an online setting where the end of an event segment has to be identified before “seeing the future”, we jointly train a termination policy that shares the same model architecture (but without shared parameters) as the boundary prediction network $q_{\phi}(b_i|\epsilon)$, but with a $\text{sigmoid}(x) = 1/(1 + e^{-x})$ activation function on the logits instead of a (Gumbel) softmax. It similarly passes over the input sequence $M$ times (with softly masked out RNN hidden states) and is trained to predict an output of 1 (i.e., terminate) for the location of the $i$-th boundary $b_i = \text{argmax}_{t=1:T} q_{\phi}(b_i = t|\epsilon)$ and zero otherwise. At test time, we use a threshold of 0.5 to determine termination.

### 3 Related work

Our framework is closely related to option discovery [16][17][18][19], with the main difference being that our inference algorithm is agnostic to what type of option (sub-task) encoding is used. Our
framework allows for inference of continuous, discrete or mixed continuous-discrete latent variables within the default VAE setup using the reparameterization trick for low-variance gradient estimation. Fox et al. introduce an EM-based inference algorithm for option discovery in settings similar to ours. Their model, however, has to make several limiting assumptions to be able to use EM for efficient inference: their model is restricted to discrete latent variables and to inference networks that are independent of the position of task boundaries: in their case without recurrency and only dependent on the current state/action pair. Option discovery has also been addressed in the context of inverse reinforcement learning (IRL) using generative adversarial networks (GANs) to find structured policies that are close to demonstration sequences. This approach requires being able to interact with the environment for imitation learning, whereas our model is based on BC and works on offline demonstration data.

Various solutions for supervised sequence segmentation or task decomposition exist which require varying degrees of supervision. In terms of two recent examples, Krishna et al. assume fully-annotated event boundaries and event descriptions at training time whereas TACO only requires task sketches (i.e., supervision on sub-task encodings but not on task boundaries) and solves an alignment problem to find a suitable segmentation.

Outside of the area of learning from demonstration, hierarchical reinforcement learning similarly deal with the problem of learning segmentations and representations of behavior, but in a purely generative way. Learning with task sketches has also been addressed in this context.

Unsupervised segmentation and encoding of sequence data is a similarly important problem in natural language or speech processing, e.g., in the context of word or phoneme segmentation, or in the segmentation of sequential activity data.

4 Experiments

The goals of this experimental section are as follows: 1) we would like to investigate whether our model is effective at both learning to find task boundaries and task encodings while being able to reconstruct and imitate unseen behavior, 2) test whether our modular approach to task decomposition allows our model to generalize to longer sequences with more sub-tasks at test time, and 3) investigate whether an agent can learn to control the discovered sub-task policies to quickly learn new tasks in sparse reward settings.

4.1 Multi-task environment

We evaluate our model in a fully-observable 2D multi-task environment, similar to the one introduced in. The environment is a 10x10 grid world with a single agent, impassable walls, and multiple objects scattered throughout the scene. An example is shown in Figure 3.

We generate scenes with 6 objects selected uniformly at random from 10 different object types (excl. walls and player) jointly with task lists of 3-5 visit and pick up tasks. A single visit task can be solved by moving the agent to the location of an object of the correct type. For example, if the instruction is visit tree, the task is completed if any tree in the scene is visited. Similarly, a pick up task can be solved by picking up an object of the correct type (moving to a field adjacent to the object and executing a directional pick up action, e.g. pick up north). We generate a demonstration trajectory for each environment instance and task list by running a shortest path algorithm on the 2D environment grid (while marking walls as impassable). Additional implementation details of the environment are provided in Appendix C.

4.2 Imitation learning

In this set of experiments, we fit our CompILE model to demonstration trajectories generated for random instances of the multi-task environment (incl. randomly generated task lists). We train our model on demonstration trajectories with three consecutive tasks, either 3x visit instructions or 3x
pick up instructions. Training is carried out on a single GPU with a fixed learning rate of 0.0001 using the Adam [20] optimizer, with a batch size of 256 and for a total of 50k training iterations.

We evaluate our model on 1024 newly generated instances of the environment with random task lists of either 3 consecutive tasks (same number as during training) or 5 consecutive tasks, to test for generalization to longer sequences. We provide weak supervision by setting the number of segments to $M = 3$ and $M = 5$, respectively. We compare against a VAE-based behavioral cloning (BC) baseline that corresponds to a variant of our model without inferred task boundaries, i.e. with only a single segment. We choose a 32-dim. Gaussian latent variable $z$ (i.e., with significantly higher capacity) and a unit-variance, zero-mean Gaussian prior for this baseline. We further show results for two model variants: $z$- and $b$-CompILE, where we provide supervision on the latent variables $z$ or $b$ during training. $z$-CompILE is comparable to TACO [25], where task sketches ($z$ in our case) are provided both during training and testing (we only provide $z$ during training), whereas $b$-CompILE is related to imitation learning of annotated, individual tasks. Lastly, we compare against an autoregressive baseline, LSTM surprisal, where we find segment boundaries by thresholding the state-conditional likelihood of an action. Results are summarized in Figure 4. Additional details about evaluation metrics, baselines, and qualitative results are provided in Appendix D–E.

Figure 4: Imitation learning results. We report accuracy of segmentation boundary recovery, reconstruction accuracy (average over sequence vs. percentage of exact full-sequence matches) and online evaluation: average reward obtained when deploying the generative model (with termination policy) using the inferred latent code from the demonstration sequence in the environment, without re-training. See main text for additional details.

For the pick up task, we see that our model reliably finds the correct boundary positions, i.e., it discovers the correct segments of behavior both in the 3-task setting (same as training) and in the longer 5-task setting. Reconstructions from the latent code sequence are almost perfect and only degrade slightly in the generalization setting to longer sequences, whereas the BC baseline without segmentation mechanism completely fails to generalize to longer sequences (see exact match score). In the visit task setting, ground truth boundary positions can be ambiguous (the agent can walk over an object unintentionally on its way somewhere else) which is reflected in the sometimes lower online evaluation score, as the termination policy can be sensitive to ambiguous termination conditions (e.g., unintentionally walked-over objects). Nonetheless, CompILE is often able to generalize to longer sequences whereas the baseline model without task segmentation consistently fails. In both tasks, our model beats a surprisal-driven segmentation baseline by a large margin.

### 4.3 Sparse reward learning

In this set of experiments, we pre-train a CompILE model under the same setting as in Section 4.2 and only keep the discovered sub-task policies and the termination policy. We provide these policies to a hierarchical agent that can either call a low-level action (such as move or pick up) directly in the environment, or call a meta action, that executes a particular sub-task policy incl. termination policy, until a termination criterion is met (termination probability larger than 0.5 or end of episode).

We generate tasks and environments at random as in the imitation learning setting, but deploy agents in the environment where they either receive a reward of 1 for every completed sub-task (dense reward setting) or a single reward of 1 at the end of the episode if all tasks are completed and no termination criterion (e.g. wrong object was picked up, or reached maximum number of 50 steps) was met (sparse reward setting). The sparse reward setting poses a very challenging exploration problem: the agent only receives a learning signal if it has completed all tasks from the task list in
the correct order, without mistakes (i.e. without picking up a wrong object which could render the episode unsolvable). We compare against a low-level baseline agent that only has access to low-level actions and a VAE-based, pre-trained BC baseline that receives the same pre-training as our CompILE agent, but does not learn a task segmentation (it also has access to low-level actions). All agents use the same CNN-based architecture (see Appendix B for details) and are trained using the distributed policy-gradient algorithm IMPALA [37]. Results are summarized in Figure 5. We found that results were consistent across seeds.

Figure 5: (Smoothed) learning curves for agents trained in the 2D multi-task environment for a single representative seed. BC denotes a VAE-based behavioral cloning baseline that was exposed to the same number of task demonstrations as our CompILE model. CompILE here denotes a hierarchical agent; see main text for details. The low-level baseline is an agent without internal hierarchy. The CompILE-based hierarchical agent benefits from significantly improved exploration and is the only agent that succeeds at all sparse reward tasks, while beating a non-compositional BC baseline agent that received the same amount of unsupervised pre-training.

The hierarchical agent with sub-task policies from the CompILE model achieves consistent results across all settings and generalizes well to the 5 task setup, even though it has only seen demonstrations of 3 tasks during pre-training. It is the only agent that learns to solve the pick up task setting with sparse reward. The visit task is significantly easier to solve as the episode does not end if a wrong object is visited. Nonetheless, the low-level baseline (without pre-training) fails to learn under the sparse reward setting for all but the 3x visit task. Only if reward for every individual sub-task is provided, the low-level baseline learns to solve the task in the fewest number of episodes.

5 Conclusions

Here we introduced CompILE, a model for discovering and imitating sub-components of behavior in sequential demonstration data. Our results showed that CompILE can successfully discover sub-tasks and their boundaries in an imitation learning setting, and the latent sub-task encodings can then be used as sub-policies in a hierarchical RL agent to solve challenging sparse reward tasks. While here we explored imitation learning, where inputs to the model are state-action sequences, in principle our method can be applied to any sequential data, and an interesting future direction is to apply our differentiable chunking and auto-encoding mechanism to other data domains. Future work will also investigate extensions for partially-observable environments, continuous actions spaces, its applicability as an episodic memory module and a hierarchical extension for abstract, high-level planning.
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A CompILE model details

A.1 Encoder CNN

Both the recognition model and the generative model (i.e., the sub-task policies) use a two-layer CNN with $3 \times 3$ filters and 64 feature maps in each layer, followed by a ReLU activation each. We flatten the output representation into a vector and pass it through another trainable linear layer, without activation function. Only for the recognition model, we further concatenate a linear (trainable) embedding of the action ID to this representation. In all cases, we pass the output through a LayerNorm layer before it is passed on to other parts of the model, e.g. the RNN in the recognition model or the sub-task policy MLP in the generative model.

A.2 Sub-task policies

The sub-task policies $\pi_{\theta}(a|s, z)$ are composed of a CNN module to embed the environment state $s_t$ and a subsequent MLP head to predict the probability of taking a particular action. This CNN shares the same architecture as the recognition model CNN. In initial experiments, we found that training separate policies $\pi_{\theta}(a|s)$ for each sub-task $z \in \{1, \ldots, K\}$ with shared CNN parameters led to better generalization performance than embedding the sub-task latent variable and providing it as input to just a single policy for all sub-tasks. For continuously relaxed latent variables $z$, i.e. during training, we use a soft mixture $\pi_{\theta}(a|s, z) = \sum_{k=1:K} q(z = k|a, s, b) \pi_{\theta_k}(a|s)$ to obtain gradients, where we have omitted time step and segment indices to simplify notation.

A.2.1 ELBO objective for learning

We can jointly optimize for both the parameters of the sub-task policy $\pi_{\theta}(a|s, z)$ and the recognition model $q_{\phi}(b, z|a, s)$ by using the ELBO as an objective for learning:

$$\text{ELBO} = \mathbb{E}_{q_{\phi}(b, z|a, s)} [\log p_{\theta}(a|s, b, z) + \log p(b, z) - \log q_{\phi}(b, z|a, s)],$$

where we have dropped time step and sub-task indices for ease of notation. The first term can be understood as the reconstruction error of the action sequence, given a sequence of states and inferred latent variables, whereas the last two terms form the Kullback-Leibler (KL) divergence between the prior $p(b, z)$ and the posterior $q_{\phi}(b, z|a, s)$.

A.2.2 KL term

We use a scale hyperparameter $\beta \in [0, 1]$ to scale the contribution of the KL term in Eq. (10) similar to the $\beta$-VAE framework [38], which gives us control over the strength of the prior $p(b, z)$. As is common in applications of relaxed categorical posteriors in a VAE [12], we choose a simple (non-relaxed) categorical KL term for both the posterior distributions $q_{\phi_k}(b_i|x)$ and $q_{\phi_z}(z_i|x)$.

Further, as we do not know the precise location of the boundary latent variables $b_i$ at training time, we cannot evaluate $p(b_i|b_{i-1})$ for $i > 1$ in the relaxed/continuous case. Under the assumption of independence between segments, behavior within each segment originating from the same distribution, and with a shared recognition model for all latents, see Eq. (5), we can equivalently evaluate the KL term related to $b$ for the first boundary only, i.e. for $p(b_1)$, and multiply this term by $M$, where $M$ is the number of segments (we use this setting in our experiments). Alternatively, one could place a prior on $\sum_{i=1:T} P(t \in C_i)$, which can be understood as a continuous relaxation of the length of a segment. This would allow for an individual KL contribution for every segment, which could be useful for other applications or environments, where our assumptions are too restrictive.

A.3 Gaussian latent variables

We experimented with continuous, Gaussian latent variables $z$ and found that our model can support this setting with only minor modifications. We use a single policy $\pi_{\theta}(a|s, z)$ for decoding, where the MLP head takes the latent variable $z$ (passed through a single, trainable linear layer) as input in addition to the CNN embedding (both are concatenated). We further place a unit-variance, zero-mean Gaussian prior on $z$ and use the appropriate KL term. We trained and tested this model variant under the same setting as the experiments with discrete latent variables, with the exception of using 32-dimensional Gaussian latent variables. Results for this setting are summarized in Figure 6.
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experienced with deeper MLPs but didn’t find a difference in performance) and we use a single hidden layer MLP with ReLU activation function for the output head \( h_b \) (the output is a scalar for every time step). Similarly, the policy MLP is using a single hidden layer with ReLU activation. The termination policy uses an MLP with two hidden layers with ReLU activation functions on top of the RNN outputs.

**Gumbel temperature** We experimented with annealing the Gumbel softmax temperature over the course of training, starting from a temperature of 1 and found that it could slightly improve results, depending on the precise choice of annealing schedule and final temperature. To simplify the exposition and to allow for easier reproduction, however, we report results with fixed temperature of 1 throughout training.

**Poisson prior rate** We fix the Poisson rate to \( \lambda = 3 \) in all experiments. We found that our model was not very sensitive to the precise value of \( \lambda \).

### B Reinforcement learning agent details

#### B.1 Architecture and hyperparameters

The agent uses a smaller model than our CompILE imitation learning model, but otherwise similarly has a 2-layer CNN encoder followed by an MLP policy. The CNN has \( 3 \times 3 \) filters with 32 feature maps, followed by an MLP with two hidden layers of size 128. Both the CNN and the MLP use ReLU activations. All agents use the same architecture, and the hierarchical agent based on the pre-trained CompILE model uses 128 instead of 256 hidden units (otherwise same training and same architecture as in the imitation learning experiments). The hierarchical agent has access to both low-level actions (8 in total) and 10 meta-actions which correspond to executing one sub-policy of the CompILE model.

The baseline VAE-based BC agent corresponds to an ablation of the hierarchical CompILE-based agent, where we use only a single segment (i.e. \( M = 1 \), no segmentation) during training and a 128-dimensional categorical latent variable \( z \) (instead of 10 categories). The agent therefore can choose between 128 meta-actions and 10 low-level actions.

We embed the current task type (visit or pick up) and object type each in a 16-dim vector, via a trainable linear layer. These are concatenated and provided to the policy model in the following two ways: 1) we concatenate this embedding vector with the current observation along the channel (object type) dimension before we feed it into the CNN, and 2) we concatenate the embedding vector with the last hidden layer of the policy MLP. The former allows the CNN to be conditioned on the task type, while we found the second concatenation in the policy MLP to help convergence. For the VAE-based BC baseline (which tries to solve multiple tasks at once), we do not just provide the current task, but the full list of remaining tasks by embedding each task and concatenating them into a single vector (with zero-padding for already fulfilled tasks).

For IMPALA [37], we use an entropy cost factor of 0.0005, a baseline cost factor of 0.5, and a discounting factor of 0.99. The agents are trained with the Adam optimizer [20] using a learning rate of 0.001 and a batch size of 256.

#### B.2 Distributed training

We distribute the training of this agent into one learner and multiple actors following the IMPALA framework [37], where the actors generate trajectories using the current agent parameters for training, and the learner updates the agent parameters based on the trajectories received from the actors. The learner runs on a GPU, while the actors run on CPUs. The number of actors is tuned to maximize the throughput of the learner.

This framework uses the actor-critic training algorithm, with off-policy correction [37] to handle the staleness of the actor generated trajectories. This correction is necessary as the actors and the learner are not always in sync in a distributed setting, and the parameter weights used for generating trajectories are usually not the latest learner weights when the learner receives the trajectories.
C Environment implementation details

The environment is implemented in pycolab (https://github.com/deepmind/pycolab) with 8 different primitive actions: move north, move east, move south, move west, pick up north, pick up east, pick up south, pick up west. Each executed action corresponds to one time step in the environment. Observations $s_t$ are tensors of shape $10 \times 10 \times N_{\text{things}}$, where $N_{\text{things}}$ is the total number of things available in the environment, in our case these are 10 object types that can be interacted with, impassable walls and the player, i.e. $N_{\text{things}} = 12$. We ensure that the task is solvable and no walls make objects unreachable. Walls are placed using a recursive backtracking algorithm for unbiased maze generation. We further subsample walls using a sampling rate of 0.2 to simplify the task. The 2D grid is enclosed by a single row/column of walls that are not subsampled.

Demonstration sequences are generated using a breadth-first search on the graph defined by all allowed movement transitions to find the shortest path to the goal object (ties are broken in a consistent manner). For pick up instructions, we replace the last move action in the demonstration sequence with a directional pick up action. We cut demonstration sequences to a maximum length of 42 at training time, and 200 at test time (as some of our tests involve more tasks).

D Evaluation details

D.1 Metrics

In the imitation learning experiments in Section 4.2, we report the following four evaluation metrics:

- **Boundaries**: We measure the accuracy of predicted boundary position. Note that we provide the model with the correct number of boundaries/segments at training and test time for easier comparison, although this is not strictly necessary. For each boundary latent variable $b_i$, we check if it exactly matches the ground truth task boundary, i.e., the point where a task ends and a new task begins. While this is unambiguous for pick up tasks (where each task boundary corresponds to the point in time where an object is picked up), boundary placement can be ambiguous in the visit task, as the agent can walk over an object (which might not have been part of its task list) on its way to another object. Thereby the boundary accuracy metric for the visit task is a very conservative measure. In our experiments, we provide the b-CompILE setting, i.e. with supervision on the boundary latent variables, as a supervised reference.

- **Reconstruction**: This measures the average reconstruction accuracy of the original action sequence, given the ground truth state sequence, i.e. in a setting similar to teacher forcing.

- **Exact match**: Here we measure the percentage of exact matches of full reconstructed action sequence (i.e., this score is 1 if all actions match for a single demonstration sequence and 0 otherwise), given the ground truth state sequence (provided one step at a time) as input.

- **Online eval**: Here, we first run our recognition model on a demonstration trajectory to obtain a sequence of latent codes. Then, we run the sub-task policy corresponding to the first latent code in the environment, until the termination policy predicts termination, in which case we move on to the next latent code, run the respective sub-task policy, and so on. We terminate if the episode ends (more than 200 steps, wrong object picked up or all tasks completed) and measure the obtained reward (either 0 or 1). For the baseline model, we infer a single latent code and run the respective policy until the end of the episode (without termination policy). We report the average reward obtained (multiplied by a factor of 100).

D.2 Segmentation baseline (LSTM surprisal)

To compare segmentation performance, we implemented a baseline algorithm based on autoregressive behavioral cloning, termed LSTM surprisal. Given the state-action sequence $((s_1, a_1), (s_2, a_2), \ldots, (s_T, a_T))$, this model maximizes the likelihood in the following form:

$$\max_\theta P_\theta(a_{1:T}|s_{1:T}) = \prod_{i=1}^T P(a_i|a_{1:i-1}, s_{1:i})$$

(14)
Then, a natural approach to decide the segment boundary is based on the probability of each action. An action which is surprising (i.e., having low conditional probability) to the model should be an action that marks the beginning or end of a task segment.

Given the number of chunks $M$, we find the top $M - 1$ boundary indicator variables $b_1, b_2, \ldots, b_{M-1}$ with minimum conditional likelihood, i.e.,

$$\arg \min_{b_1, b_2, \ldots, b_{M-1}} \sum_{i=1}^{M-1} P(a_{b_i} | a_{1:b_i-1}, s_{1:b_i})$$  \hspace{1cm} (15)

In the experiments, we use the same CNN architecture for encoding the state as in CompILE. An LSTM with same embedding size as our CompILE model is used here to model the dependency on the history of states and actions. We use the same training procedure as in the other models, i.e., we only train on the 3x visit and pick up tasks, but report performance both on 5x visit and 5x pick up. Interestingly, this model finds boundaries more consistently in the generalization setting (5 tasks) for the pick up task than in the setting it was trained on (3 tasks). We hypothesize that this is due to the fact that it has never seen a 4-th and 5-th object being picked up during training, and therefore assigns low probability to these events, which corresponds to a large “surprise” when these are observed in the generalization setting.

### E Qualitative results

Here, we provide qualitative analysis of the discovered sub-task policies. We run each sub-task policy for the pick up task on a random environment instance until termination, see Figures 7–9. The red cross marks the picked up object. We mark the policy in bold that the inference model of CompILE has inferred from a demonstration sequence for the task pick up heart in Figures 7-8 and pick up chest in Figure 9.

In Figure 10, we investigate termination locations for the policies in the same trained CompILE model. We find that the model learns location-specific latent codes, which are effective at describing agent behavior from demonstrations. Nonetheless, the model can disambiguate close-by objects as can be seen in Figure 7.

![Figure 7: Example of sub-task policies discovered by the agent.](image-url)
Figure 8: Example of sub-task policies discovered by the agent.

Figure 9: Example of sub-task policies discovered by the agent.

Figure 10: Heatmap of termination locations for each policy (for 1000 random environment instances).