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Abstract The plasma mass loading of the terrestrial equatorial inner magnetosphere is a key determinant of the characteristics and propagation of ultra low frequency waves. Electron number density is also an important factor for other types of waves such as chorus, hiss and EMIC waves. In this paper, we use Van Allen Probe data from September 2012 to February 2019 to create average models of electron densities and average ion mass in the plasmasphere and plasmatrough, near the Earth’s magnetic equator. These models are combined to provide an estimate of the most probable plasma mass density in the equatorial region. We then use machine learning to form a set of models which are parameterized by the SuperMAG ring current index based on the design of the average models. The resulting set of models are capable of predicting the average ion mass, electron density and plasma mass density in the range 2 ≤ L ≤ 5.9 and over all magnetic local time sectors during a range of conditions where ~ 75 ≤ SMR ≤ +27 nT.

1. Introduction

Plasma mass density is an important consideration for magnetospheric physics because it affects the timescales over which magnetospheric processes occur such as magnetic reconnection, by changing plasma β (e.g., Phan et al., 2013); and ultra low frequency (ULF) wave propagation speeds (e.g., Alfvén, 1942). In this paper, we use Van Allen Probe, formerly Radiation Belt Storm Probes (RBSP), (Mauk et al., 2013) data to characterize the plasma mass density close to the Earth’s magnetic equatorial plane within the inner magnetosphere.

Energy and momentum are transmitted throughout a magnetized plasma, such as that of the Earth’s magnetosphere, via the propagation of magnetohydrodynamic (MHD) waves. The characteristic propagation speed of such waves is the Alfvén velocity: \( v_A = \frac{B}{\sqrt{\mu_0 \rho}} \), which depends on both the magnetic field magnitude, \( B \), and the plasma mass density \( \rho \), where \( \mu_0 \) is the permeability of free space. In a cold plasma, there are two MHD modes: the “fast” magnetosonic mode and the “Alfvén” mode. The fast mode is a compressional wave, which may propagate isotropically both along and across the magnetic field with a phase speed equal to \( v_A \). Unlike the fast magnetosonic mode, the Alfvén mode is a transverse, field-guided wave, also with a velocity equal to \( v_A \). This means that on closed magnetospheric flux tubes standing Alfvén waves can exist, where the Alfvén wave is reflected at each end of the flux tube by the highly conductive ionosphere. Much like the waves on a guitar string, Alfvén waves standing on closed field lines have discrete eigenfrequencies which are determined by field line length, magnetic field strength and plasma mass density (e.g., Goldstein et al., 1999) (analogous to string length, tension and thickness).

Due to the contribution of plasma mass density to determining Alfvén wave speeds, it is crucial to be able to reliably describe the complexity and variability of plasma mass density in the inner magnetosphere. The plasma in Earth’s inner magnetosphere is highly structured, with the cold, high density (>100 cm\(^{-3}\)) plasmaspheric population occupying low \( L \) values, the more tenuous (<10 cm\(^{-3}\)) plasmatrough population
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existing at higher $L$ values, and the plasmapause boundary separating the two. Whereas the plasmapause originates predominantly from the interplay of ionospheric refilling and erosion, the plasmatrough contains plasma from both direct ionospheric outflows as well as convected plasma from the plasma sheet. In terms of loss processes, the dominant contributor is convective erosion. Flux tubes undergoing convective flows experience dramatic plasma loss following reconnection at the dayside magnetopause, where this process is attributed to the sharp drop in density outside the plasmapause (Chappell, 1972). During periods of enhanced magnetospheric convection (e.g., geomagnetic storms), convection erosion is increased and can significantly erode the plasmapause to low $L$ values (Darrouzet et al., 2009). Furthermore, enhanced heavy ion outflows during active periods can radically alter the mass density of inner magnetospheric plasma (Kronberg et al., 2014; Sandhu et al., 2017).

A number of models of electron and ion densities have been produced using in-situ data (e.g., Carpenter & Anderson, 1992; Gallagher et al., 1988, 2000). Carpenter and Anderson (1992) used ISEE (International Sun-Earth Explorer) 1 data to produce a model of electron density in the region $2.25 < L < 8$, although the coverage in magnetic local time (MLT) was limited to the range 0–15 h due to the variable plasma structure in the evening sector. Another model of electron densities by Sheeley et al. (2001) used CRRES measurements to model both the plasmasphere and plasmatrough for all local times and $L$-shells in the range $3 < L < 7$—this model did not include any dependence on magnetic activity. A model of proton densities was also produced using data from the Dynamics Explorer 1 satellite (Gallagher et al., 1988) which used an analytical expression to describe plasmaspheric and plasmapause proton densities during moderate geomagnetic activity. The Global Core Plasma Model (GCPM) (Gallagher et al., 2000), is notable in that it provided both electron density and ion composition information parameterized by solar and geomagnetic activity, and was a combination of separate models for the ionosphere, plasmasphere, plasma trough, plasmapause and the polar cap.

More recently, machine learning has been utilized to form electron density models; Zhelavskaya et al. (2017) created the PINE (Plasma density in the Inner magnetosphere Neural networks-based Empirical)—an artificial neural network-based model using Van Allen Probe measurements of electron density. This model is capable of reproducing the cold electron dynamics of the equatorial inner magnetosphere and compares well with IMAGE extreme ultraviolet (EUV) images of helium ion column density. Unfortunately, the design of the PINE model is such that there is a discontinuity in the electron densities around midnight and the model itself is not publicly available. Another model of electron density was created by Chu et al. (2017), called the DEN3D (three-dimensional dynamic electron density) model using electron densities measured by a number of different spacecraft. This model used an artificial neural network to predict electron densities in the region $2 \leq L \leq 7$ and is capable of reproducing 91% of measurements. Both PINE and DEN3D models attempt to describe the plasmaspheric and plasmatrough electron densities together, but neither is quite able to accurately depict the relatively sudden transitions between each population across the plasmapause; instead the transition is gradual—effectively smoothing the densities of the two populations together. In this paper, the plasmasphere and plasmatrough populations are considered separately, where a probability model suggests which population is most likely to exist at a given position near the equatorial plane. This configuration allows the predictions of both populations’ densities to be predicted independently and, either using the probability model or in-situ observations, the user can decide which is most likely.

In the Earth's magnetosphere, a function based on the position along a field line is sometimes used to describe the distribution of plasma mass density, one example is the power law used by Cummings et al. (1969), where different power law indices were shown to result in changes to both the field line eigenfrequencies and the the ratios of harmonic frequencies. Later work by Denton et al. (2001); Denton et al. (2004) using ULF waves to probe field line mass loading suggested that on more distant field lines, the power law was not completely appropriate to describe observed ULF waves, and that there was an equatorial enhancement in $\rho$.

Work by Sandhu et al. (2016a), (2016b) used data from the Cluster mission from the outer magnetosphere to construct models of average ion mass and electron density, respectively. The average ion mass, $m_{av}$, model of Sandhu et al. (2016b) was constructed using CODIF (Ion Composition and Distribution Function analyzer, Rème et al., 1997) data, which were used to determine $m_{av}$, the equatorial $m_{av}$, and the variation of $m_{av}$.
along closed field lines within the range of $5.9 < L < 9.5$. This model used a simple power law of the form (e.g., Cummings et al., 1969; Radoski & Carovillano, 1966)

$$m_a = n_{eq} R_{norm}^{-\alpha},$$

(1)

where $R_{norm}$ is the normalized radius along the field line, calculated by dividing the radial distance of a given point along a field line from the center of the Earth by the farthest point along that same field line; $\gamma$ is the power law index, which was determined to vary depending on the $L$-shell of the field line and the magnetic local time (MLT).

The electron density ($n_e$) model of Sandhu et al. (2016a) was constructed using electron density obtained from WHISPER (Waves of High frequency and Sounder for Probing of Electron density by Relaxation), (Décréau et al., 1997), measurements of the upper hybrid frequency. This model used a similar approach to that of Sandhu et al. (2016b), where an equatorial electron density, $n_{eq}$, was determined, as well as the variation of $n_e$ along closed field lines in the region $4.5 < L < 9.5$. This model differed from that of the $m_a$ model in that a Gaussian function was used to describe an enhancement in $n_e$ near to the magnetic equator (similar to the mass density functions found by Denton et al. [2004] and Takahashi et al. [2004]), and a power law away from the equator:

$$n_e = \begin{cases} 
  n_{eq} R_{norm}^{-\alpha}, & R_{norm} \leq 0.8 \\
  a \exp \left[ -\frac{1}{2} \left( \frac{R_{norm} - 1.0}{0.1} \right)^2 \right] + n_{eq}, & R_{norm} > 0.8
\end{cases}$$

(2)

where $\alpha$ is the power law exponent and $a$ is the magnitude of the equatorial $n_e$ enhancement, where both $a$ and $\alpha$ are functions of $L$-shell and MLT. WHISPER is a resonance sounder that determines the electron plasma density to be inferred from measurements of the electron plasma frequency (Trotignon et al., 2001, 2003). The frequency range of the WHISPER instrument restricts measurements of electron density to within 0.25–80 cm$^{-3}$. Therefore, the Sandhu et al. (2016a) model of electron density mostly represents the plasmatrough population.

Both of the models were later updated such that they were parameterized by the $D_p$ index (Sandhu et al., 2017), and when combined they could provide an estimate of the plasma mass density ($\rho = m_a n_e$, assuming plasma quasi-neutrality, singly charged ions) within the region where the models overlap.

The aim of this study is to use Van Allen Probe measurements of both electron density and ion composition to complement the models of Sandhu et al. (2016b); Sandhu et al. (2016a, 2017) by modeling $n_e$ and $m_a$, in the region where $L < 5.9$. First, a set of models which characterize the average plasma properties is created using the entire data set. Then, by splitting the data into smaller samples the average models are adapted using artificial neural networks to form a set of parameterized models which are driven by the prevailing geomagnetic and solar activity. Analysis of variance (ANOVA) techniques are used to determine which solar wind/geomagnetic parameters are most correlated with changes in electron densities and average ion masses (see section Appendix B). The models are all driven by the SuperMAG ring current index (SMR, Newell & Gjerloev, 2012) provided by SuperMAG (Gjerloev, 2012), where the SMR index is a measure of the horizontal deviation of the Earth’s equatorial magnetic field in response to changes to the ring current with a 1-min time resolution—much like the $Dst$ (1-h resolution) and SYM-H indices.

2. Data

The models of electron density and average ion mass in the near-equatorial region of the Earth’s inner magnetosphere are made using data from both Van Allen Probes, A and B, from September 2012 to October 2019. Both spacecraft exist in a highly elliptical geocentric orbit, close to the equator; each orbit has a duration of ~9h where perigee and apogee are ~1.1 and 5.8 $R_E$, respectively.

For the electron density model, level 4 data are used from the Electric and Magnetic Field Instrument Suite and Integrated Science (EMFISIS, Kletzing et al., 2013) onboard the Van Allen Probes. In the level 4 data set, the electron density, $n_e$, is calculated with a time resolution of ~6 s using observations of the upper hybrid frequency, $f_{uh}$, made by the high-frequency receiver of EMFISIS. The upper hybrid frequency is related to the electron cyclotron frequency, $f_{ce}$, and the electron plasma frequency, $f_{pe}$, by
Using direct measurements of the local magnetic field magnitude, $B$, the electron cyclotron frequency can be determined using

$$f_{ce} = \frac{eB}{2\pi m_e},$$

where $e$ and $m_e$ are the charge and mass of an electron, respectively. Given the measurements of $f_{ah}$ and $f_{ce}$, the $f_{pe}$ can be calculated using Equation 3. Finally, the electron density is calculated using

$$n_e = m_e\varepsilon_0\left(\frac{2\pi f_{pe}}{e}\right)^2,$$

where $\varepsilon_0$ is the permittivity of free space.

To create the model of average ion mass, the Helium Oxygen Proton and Electron (HOPE) (Funsten et al., 2013) spectrometer, part of the Energetic Particle, Composition, and Thermal Plasma (ECT) suite (Spence et al., 2013), is used to provide measurements of local plasma ion densities. HOPE measures electron and ion fluxes over a wide energy range of 1 eV–50 keV using 72 log-spaced energy bins, capable of detecting ring current plasma and ionospheric outflows. The HOPE cold ion moments are calculated by integrating the low energy portion of the spectra ($E < 20$ eV) using the methods developed by Goldstein et al. (2014); Genestreti et al. (2017); Goldstein et al. (2019) (see section Appendix A for more information). The Goldstein et al. (2019) method for providing upper and lower limits to the oxygen densities used here effectively adjusts the oxygen density measurements by a constant factor, so should be considered a potential source of error. The ion densities measured using HOPE are used to determine an average ion mass,

$$m_{ion} = \frac{\sum n_i m_i}{\sum n_i},$$

where $n_i$ and $m_i$ are the local number density and mass (in amu) of ion species $i$, respectively.

### 3. Models

In this section, the following five models are constructed:

1. A model of the probability of being in the plasmasphere (PS) or plasmatrough (PT) (Section 3.1),
2. Plasmatrough and plasmasphere electron density models (Section 3.2),
3. Plasmatrough and plasmasphere average ion mass models (Section 3.3)

which will be referred to as the $P$ model; $n_i$PT and $n_i$PS models; and the $m_i$PT and $m_i$PS models, respectively, throughout this paper. Collectively the models will be called the Scalable Plasma Ion Composition and Electron Density (SPICED) model.

All five models use Van Allen Probe data collected from a region close to the magnetic equatorial plane where $R_{norm} \geq 0.95$, and can be combined to form an overall average equatorial plasma mass density model, using the assumption of plasma quasi-neutrality and most ions being singly charged. The condition $R_{norm} \geq 0.95$ is satisfied by the Van Allen Probes ~70% of the time, and corresponds approximately to magnetic latitudes $10^\circ \leq 13^\circ$. It is also assumed that contributions from other ions (such as N⁺) are negligible and the HOPE average ion mass measurements made using the energy range 1–20 eV with the Goldstein et al. (2019) correction are representative of the bulk of the cold magnetospheric plasma. Sandhu et al. (2016b) showed that average ion masses determined in the plasmatrough using Cluster data in a similar energy range (0.7–25 eV) were consistent with $m_{ion}$ measurements made using data from a higher energy range (0.025–40 keV).

Each model was constructed by placing data into thin $L$-shell bins 0.1 wide, each overlapping the next by 0.09, in the interval where $2 \leq L \leq 5.9$. The axisymmetric component (constant for all MLT) of the data was removed before computing the spatial Lomb-Scargle periodogram (L-S) (Lomb, 1976; Scargle, 1983) for each $L$ bin and $N_m$ different azimuthal wavenumbers, $m$, where the azimuthal wavenumber corresponds to the number of full wave periods it would take to encircle the planet once. The method produces an amplitude, $a_{mL}$, for each $m$ and $L$ combination. The method described by Hocke (1998) was also used to estimate the phase, $\phi_{mL}$, of the azimuthal variations for every wave number.
The model for a parameter, $F$, was then constructed using a Fourier series,
\[
F(L,T) = F_0(L) + \sum_{m=1}^{N_m} A_m(L)\cos\left(\frac{2\pi m}{24} T + \Phi_m(L)\right),
\]
(7)
where $F_0(L)$ is a function which describes the variations in the axisymmetric component (i.e., $m = 0$) of the parameter $F$ with $L$, and $T$ is the local time in hours. $A_m(L)$ and $\Phi_m(L)$ are functions which provide the amplitude and phase, respectively, for each azimuthal wavenumber.

Equivalently, Equation 7 can be expressed in its sine-cosine form,
\[
F(L,T) = F_0(L) + \sum_{m=1}^{N_m} R_m(L)\cos\left(\frac{2\pi m}{24} T\right) + I_m(L)\sin\left(\frac{2\pi m}{24} T\right),
\]
(8)
where
\[
A_m(L) = \sqrt{R_m(L)^2 + I_m(L)^2},
\]
(9)
\[
\Phi_m(L) = \arctan\left(\frac{I_m(L)}{R_m(L)}\right).
\]
(10)
$R_m(L)$ and $I_m(L)$ are polynomial functions fitted to the real and imaginary Fourier coefficients obtained using the Lomb-Scargle analysis. In order to fit the function $\Phi_m(L)$ directly to the phases output by the L-S analysis of each $L$ bin, the phases would require unwrapping first. Using the sine-cosine form of the Fourier series with $R_m(L)$ and $I_m(L)$ instead of the amplitude-phase form in Equation 7 means that no phases need to be unwrapped. This is particularly useful in the case of the models presented later in Section 4.3, where we can avoid the complexity and unreliability of 2D phase-unwrapping algorithms.

3.1. Probability ($P$) Model

The first step in creating the probability model was to separate electron density measurements by the plasma population from which they originated. Measurements were separated using (Sheeley et al., 2001),

\[
n_p = 10^{0.6 (\frac{6.6}{L})},
\]
(11)
where $L$ is the $L$-shell of the spacecraft at the time of the observation. Measurements where $n_p > n_p$ were considered to originate from the plasmaspheric population, otherwise they are considered to be from the plasmatrough. The reliability of using this equation for the classification of electron density measurements is discussed in Section 3.2.

The axisymmetric component of the probability model, $P_p$, was found by placing data from all local times into thin $L$ bins and calculating the probability using,

\[
P = \frac{N_{PS}}{N_{PS} + N_{PT}},
\]
(12)
where $N_{PS}$ is the number of plasmaspheric measurements and $N_{PT}$ is the number of plasmatrough measurements. Figure 1 shows $P_p$ as a function of $L$ in black, with a fitted variant of the logistic function similar to the sigmoid function,

\[
P_0(L) = \frac{-1}{1 + \exp^{-a(L-b)}} + 1,
\]
(13)
is shown as a red dashed line, where $a$ and $b$ are free parameters. This form of the logistic function was used because it is constrained such that it could only take values in the range $0 < P_0 < 1$, where parameter $a$ controls the rate of change in $P_0$ with $L$ and parameter $b$ controls where in $L$ the function crosses the $P_0 = 0.5$ threshold occurs. For the fitted functions shown in Figure 1, the parameters $a$ and $b$ were found numerically using the downhill-simplex method (Nelder & Mead, 1965) (all model parameters are available in the Data Set S1; model code is also available at https://github.com/mattkjames7/spicedmodel).

The next stage in forming this part of the model was to perform L-S analysis on the data; this was achieved by assigning the value of 1 to each PS measurement, and 0 to PT measurements and then subtracting $P_0$ prior to using the L-S method. Figure 2 shows the $R_m (a)$ and $I_m (b)$ parameters output from the L-S analysis as
Figure 1. Axisymmetric component of the probability model as a function of $L$ in black, with a fitted logistic function shown as a red dashed line.

Figure 2. Real (panel a) and imaginary (panel b) components of the L-S periodogram as a function of $L$ for the first three integer values of $m$. Dashed lines show fitted third-order polynomials corresponding each component and $m$ number.
Figures 1 and 3 show that overall the plasmasphere is considerably more likely to be encountered within the region $2.5 < L < 5.9$, generally with $0.5 < P < 0.5$. At larger $L$, where Figure 3c is mostly white, $P$ is close to 0.5 so either population could be present. The spatial variations presented in Figure 3b suggest that there is an asymmetry, with an increased probability (up to ~10%) of being in the plasmasphere around dusk at $L > 5$. Figure 3c also suggests that the plasmapause is more commonly observed at larger $L$ in the noon sector.

The probability model presented here is created using all data, and is therefore considered to be an average picture of the probability of any position within this region being within the plasmasphere. The plasmasphere undergoes significant changes in shape and size depending upon the global magnetospheric state (e.g., Moldwin et al., 2002; Spasojević et al., 2003), so a parameterized version of this model which can exhibit much of this variation is presented later, in Section 4.3.

3.2. Plasmatrough (n$_{PT}$) and Plasmasphere (n$_{PS}$) Electron Density Models

The $n_{PT}$ and $n_{PS}$ models are both created in a similar way to the probability model, by subtracting some axisymmetric component which does not vary with azimuth, and then using L-S to determine the amplitudes and phases of variations which occur with integer values of $m$. Figure 4a shows a histogram of the $n_e$ measurements used to create these models; $n_e$ is not distributed normally (as a Gaussian) and can take
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**Figure 4.** In panel (a), histogram showing the distribution of all $n_e$ measurements as probability density. Panel (b) shows the distribution of log$_{10}$ $n_e$. Panel (c) shows the probability density histogram of $n'_e$. 
values over a range of different orders of magnitude. The result of this highly non-Gaussian distribution is that the mean of $E_{\text{n}}$ in a $L$ bin will not accurately represent the expected value of $E_{\text{n}}$. Figure 4b shows that $10\log E_{\text{n}}$ is much closer to being normally distributed, but a better (more Gaussian) solution to this problem is the use the Box-Cox transformation (Box & Cox, 1964):

$$E_{\text{n}}^\lambda = \begin{cases} 
\frac{n_{\text{e}}^\lambda - 1}{\lambda}, & \text{if } \lambda \neq 0 \\
\log n_{\text{e}}, & \text{if } \lambda = 0 
\end{cases}$$

(14)

where $\lambda$ is the power parameter, $n_{\text{e}}$ must be greater than zero, and $E_{\text{n}}^\lambda$ is the transformed electron density. The value of $\lambda$ was obtained by maximizing the log-likelihood function (e.g., Box & Cox, 1964),

$$f(n_{\text{e}}, \lambda) = -\frac{N}{2} \log \left[ \frac{N}{\sum_{i=1}^{N} (n_{\text{e}}^{i\lambda} - \bar{n}_{\text{e}}^{i\lambda})^2} \right] + \left( \lambda - 1 \right) \sum_{i=1}^{N} \log(n_{\text{e}}^{i\lambda})$$

(15)

and $N$ is the number of $n_{\text{e}}$ measurements. This transforms the distributions of $n_{\text{e}}$ to create the distribution in Figure 4c, which is closer to a normal distribution.

Figure 5 shows the distribution of $n_{\text{e}}$ as measured by EMFISIS versus $L$, where each column is normalized so that the maximum of each is 1. Panel b of Figure 5 is similar to panel a, except it is showing the histogram of the Box-Cox transformed densities. The pink dashed line represents $n_{\text{e}}$ from Equation 11 which separates the PS densities, $n_{\text{PS}}$, and the PT densities, $n_{\text{PT}}$. The axisymmetric component of the model was found by splitting the data into many thin $L$ bins and calculating the mean of the transformed density for each bin in both populations. The mean transformed densities, $n_{\text{PS}}^\lambda$ (yellow) and $n_{\text{PT}}^\lambda$ (red), are presented as solid lines in panel b of Figure 5; the reverse Box-Cox transform of them, $n_{\text{PS}}$ and $n_{\text{PT}}$, are also presented as solid lines in panel a. The function $n_{\text{e}}(L)$ for each population was then obtained by fitting a 2nd-order polynomial to $n_{\text{e}}^\lambda$, both of which are presented as dashed lines in panels a and b of Figure 5.

The $n_{\text{b}}$ line in Figure 5 (in pink) was used by Sheeley et al. (2001) to separate the the mean electron density distributions of the plasmasphere and plasmatrough. It was acknowledged by Sheeley et al. (2001) that using Equation 11 to classify the two populations could be a possible source of error due to the potential overlap in the electron density distributions of the two populations. It is also evident from Figure 5 that for low $L$ (< 2), $n_{\text{b}}$ would be greater than the electron densities predicted by extrapolating the PS model, which would lead to relatively high plasmaspheric electron densities (~ 5000 cm$^{-3}$ or more) being mislabeled as...
plasmatrough densities. Fortunately, in the region of the inner magnetosphere considered here ($2 < L < 5.9$), Figure 5 shows that Equation 11 appears to separate the two populations reliably overall.

As in the probability model, the axisymmetric component of the density was subtracted from the data in each of the $L$ bins for both models so that L-S analysis could be performed. The Real, $R_n(L)$, and imaginary, $I_n(L)$, functions for both models are presented in Figure 6, where the top panels (a and b) correspond to the PS model, the bottom panels (c and d) are for the PT model, the left panels show $R_n(L)$ and the right panels show $I_n(L)$. The real and imaginary functions were 4th-order polynomial fits for the PS model and 3rd order for the PT model.

Figure 7 shows the axisymmetric contributions to the density models (panels a and b), the percentage difference to the axisymmetric component due to spatially varying contributions (panels c and d) and the total density models (panels e and f). Panels on the left of Figure 6 (panels a, c and e) correspond to the $n_{PS}$ model, and those on the right (panels b, d and f) represent the $n_{PT}$ model. With the exception of the color scale used, the format of each panel is similar to the equivalents plots in Figure 3.

The axisymmetric components of both $n_{PS}$ and $n_{PT}$ models behave as expected, where they exhibit a monotonic decrease in density as $L$ increases. Spatial variations in the $n_{PS}$ model suggest modest changes in density with local time, the magnitudes of these variations are usually less than 4% of the axisymmetric

Figure 6. Panels (a) and (c) represent the real parts of the $n_{PS}$ and $n_{PT}$ models, respectively. Panels (b) and (d) show the imaginary components for the $n_{PS}$ and $n_{PT}$ models, respectively. These plots are in the same format as those in Figure 2.
Figure 7. Panels (a) and (b) show the axisymmetric components of the PS and PT $n_e$ models, respectively. Panels (c) and (d) show the percentage difference to the axisymmetric component due to the periodic variations in $n_e$ for both models, where green contour lines are solid for positive variations and dashed for negative variations. Panels (e) and (f) show the combination of the axisymmetric and periodic components to form the PS and PT $n_e$ models, respectively, where contour lines show the effect which the spatial variations have upon the model. All panels are oriented such that noon is at the top and dawn is to the right.
component of the model. While there appear to be substantial changes in the density with local time at low $L$, the same is true about the spatial variations depicted by the PT model, with most being less than 25% of the magnitude of the axisymmetric component.

### 3.3. Plasmatrough ($m_{av,PT}$) and Plasmasphere ($m_{av,PS}$) Average Ion Mass Models

The average ion mass models are constructed in a very similar way to the electron density models in Section 3.2, where the main difference lies in the transform used on the data. The distribution of $m_{av}$ is highly skewed towards $m_{av} \approx 1$, but the shape of this distribution varies significantly with $L$. Instead of using a single value of $\lambda$ in Equation 14 for all values of $m_{av}$, a smooth polynomial function of $L$ was used for the transform (i.e., $\lambda \rightarrow \lambda(L)$).

Figure 8 shows two pairs of 2D histograms in a similar format to those in Figure 5, where the left panels (a and c) correspond to plasmaspheric measurements of $m_{av}$ and right panels (b and d) show the distributions of plasmatrough $m_{av}$. Panels a and b show the transformed distributions of average ion mass ($m_{av}'$), where gold dashed lines show the equivalent average ion mass in amu; panels c and d show the distributions of $m_{av}$. The solid purple and blue lines represent the mean values of $m_{av}'$ for the plasmasphere and plasmatrough, respectively, where the dashed lines show a polynomial fit.

![Figure 8](https://example.com/figure8.png)
Unlike in Figure 5a, where there are two distinct populations of electrons, Figure 8 shows that both populations have similar, albeit not quite identical, compositions. The difference between the two is most notable at higher $EL$, where there is a larger enhancement in the PT population $m_{av}$ than that of the PS.

As with the aforementioned models, the axisymmetric components of $m_{av,PS}$ and $m_{av,PS}$ were subtracted prior to L-S analysis. Figure 9 shows the real (a and c) and imaginary (b and d) components of the $m_{av}$ models, in the same format as Figure 2. Both sets of functions shown are 4th-order polynomials.

Figure 10 shows the $m_{av}$ model in the equatorial plane using the same format as that in Figure 7, with left panels (a, c and e) showing the $m_{av,PS}$ model and the right panels (b, d and f) showing $m_{av,PT}$. Panels a and b is the axisymmetric component, c and d show percentage difference to the axisymmetric component due to the spatial variations, and e and f show the combinations of axisymmetric and periodic components for both models.

The axisymmetric components of both $m_{av}$ models demonstrate that average ion mass peaks at both low $L$ ($\sim 2$) and larger $L$ ($\geq 5$) suggesting that the relative concentration of O$^+$ to H$^+$ is enhanced in both regions, but with a reduction to $m_{av} \sim 1$ or 2 amu between $2 \leq L \leq 4$. The variations shown in panels c and d suggest that there is an increase in $m_{av}$ in the morning local time sector for both populations, while there is also a notable decrease in $m_{av,PT}$ in the afternoon sector which could be related to plume formation, where plume
Figure 10. Axisymmetric components (a) and (b), percentage difference to the axisymmetric component due to periodic components (c) and (d) and the combined $m_{av}$ model (e) and (f) in a similar format to that of Figure 3, where left panels correspond to the plasmaspheric model and right to the plasmatrough model.
plasma typically has lower $m_{\text{av}}$ than trough plasma (e.g., Denton et al., 2014). Panels e and f show that the $m_{\text{av}}$ distribution in the plasmasphere is largely axisymmetric, whereas the plasmatrough population is less so. The Box-Cox transform of average ion mass means that, even with the periodic variations included, the model does not output unphysical values (i.e., $m_{\text{av}} < 1$).

4. Discussion

4.1. Combining the Models

The models produced in Section 3 can be combined to provide an estimate of the most probable electron densities and likely plasma mass densities, $\rho$, close to the equatorial plane. Figure 11a shows the combination of both PS and PT electron density models from Section 3.2, where the probability model from Section 3.1 is used to decide which $n_e$ model to use. Regions where $P < 0.5$ are most likely to be within the plasmatrough, so the $n_e$ PT model is used; conversely, the $n_e$ PS model is used where $P > 0.5$. Figure 11b shows the combination of the average ion mass models of Section 3.3 using the $P$ model in the same way as in panel a. The probability shown in Figure 3c shows that the majority of the region explored by the Van Allen Probes is usually occupied by the plasmaspheric population, so the densities shown in Figure 11a are mostly PS densities (pink - yellow on the color scale). There is a small sliver of space near $L = 5.9$ centered upon noon where $P < 0.5$, this region uses the PT model (black/dark purple).

Figure 11c shows the plasma mass density, $\rho$, estimated using the electron density calculated for Figure 11a multiplied by the average ion mass in Figure 11b. It is assumed that any contributions to the plasma mass loading by any ion species other than $\text{H}^+$, $\text{He}^+$ and $\text{O}^+$ is negligible and that all ions are singly charged. Plasma mass densities predicted using these model range from $\rho \sim 200$ amu cm$^{-3}$ at $L = 5.9$ to $\sim 30,000$ amu cm$^{-3}$ at $L = 2$ in the plasmasphere, and are $\sim 35$ amu cm$^{-3}$ in the plasmatrough at $R = 5.9$.

Models of total electron density can inform our understanding of key wave processes within the inner magnetosphere. Regions of high density plasma correlate with plasmaspheric hiss (Russell et al., 1969), sharp density gradients are implicated in the chorus to hiss mechanism (Delport et al., 2012), and high density regions on the duskside are important for EMIC wave generation (Usanova et al., 2008). Due to their role in a range of processes, electron density models are also a key input to magnetospheric simulations (e.g., Glauert & Horne, 2005).

The output of these combined models could also act as a useful constraint when using the harmonics of ULF waves observed on the ground (e.g., Wharton et al., 2018) or in space (e.g., Takahashi et al., 2004) to characterize the field-aligned plasma density profile. Depending upon the assumed profile of the plasma (e.g., power law or power law + equatorial enhancement), this model could be used to reduce the number of free parameters to be fitted by providing an estimate of the equatorial density. However, caution should...
be exercised when using these average densities—especially at larger $L$, where the probability model becomes close to 0.5. The inner magnetosphere is a very dynamic region of space and sometimes the average model may assume that a position is occupied by the plasmasphere when, given the current magnetospheric conditions, that position is actually within the plasmatrough (or vice versa), for example, when spatially localized plumes form—these would not be well represented by this model. The models above can therefore be considered to provide two values for $\rho$: one from the plasmasphere and one from the plasmatrough, where the probability model would provide an idea about which population is more likely to be present.

### 4.2. Comparison to Other Models

In this section the SPICED model is compared to other models of electron density and composition. Figure 12 shows the comparisons between these models at four different local times: 00:00, 06:00, 12:00 and 18:00. The panels on the left of the figure (a, c, e, and g) show the comparisons of the $n_e$ output from the GCPM (purple dashed), the Sandhu et al. (2016a) model (green dashed), the Sheeley et al. (2001) model (pink dashed) and the Carpenter and Anderson (1992) model (cyan dashed) a with the PS and PT models (yellow and red, respectively) in the region $2 < L < 9.5$. The panels on the right of the figure (b, d, f, and h) show the $m_{PS}$ (purple) and $m_{PT}$ (blue) model outputs compared to the average ion mass calculated using the Sandhu et al. (2016b) model (green dashed).

Figure 12 shows that the Sandhu et al. (2016a) model, which combines electron density measurements from the outer plasmasphere, plasmatrough and the near-Earth plasmasheet, provides electron densities which are typically quite close to those of the $n_e$PT model presented in this paper at $L = 4.5$. The Sandhu et al. (2016a) model was generated using data from $L > 4.5$ which should, for the most part, be made up of plasmatrough measurements; plasmaspheric densities would mostly be excluded from the Sandhu et al. (2016a) study due to the 80 cm$^{-3}$ limit of the WHISPER instrument. The difference between these two models is most noticeable in the midnight and dusk sectors, where the Sandhu et al. (2016a) model predicts enhanced densities. This enhancement may be in part attributed to the possible inclusion of measurements of plasmaspheric electron densities, particularly on the dusk side of the magnetosphere where the plasmasphere typically extends further away from the planet (Carpenter, 1966). The difference between the model presented here and that of Sandhu et al. (2016a) also appears to increase with $L$, which may be attributed to the fact that the equatorial electron density in the Sandhu et al. (2016a) model is effectively a linear function of $L$, where other models use non-linear functions to describe this relationship.

The GCPM estimates of electron density at $L > 5$ or 6 are similar in magnitude to the PT model in all local times, but the plasmaspheric portion of the GCPM shows a different trend to the densities output by the PS model presented here. The PS and PT models presented here show that there is typically a difference of around an order of magnitude between the plasmaspheric and plasmatrough densities for $2 < L < 5.9$; the GCPM used a smooth transition between the plasmasphere and plasmatrough, which only exhibits a noticeable step-like change near dawn - otherwise the difference between the two populations appears to only be a change in the gradient with $L$. This smooth transition between the two populations used by the GCPM model effectively smooths the densities of the two populations together. The advantage of having two separate PS and PT models is that this smoothing across the plasmapause does not happen, allowing for more reliable estimates of $n_e$ in both the plasmatrough and in particular the plasmasphere.

Carpenter and Anderson (1992) and Sheeley et al. (2001) both provide separate models of the plasmasphere and plasmatrough, where each population is described by some non-linear function of $L$. The Sheeley et al. (2001) models are in very good agreement with the PS and PT models presented in this paper at all MLTs and overlapping $L$-shells. The Carpenter and Anderson (1992) models exhibit similar plasmasphere and plasmatrough densities, but are only valid for a limited range in local time ($0 \leq MLT \leq 15$), unlike our models. The plasmaspheric densities provided by Carpenter and Anderson (1992) are generally higher than those predicted here, and the plasmatrough densities are usually lower, where both differences may be explained by the difference in data selection criteria used before creating the models. Carpenter and Anderson (1992) specifically selected plasmaspheric electron density measurements from density profiles along $L$ which were characteristic of a “quiet” plasmasphere, and discarded data along the profile where it either became irregular or exhibited a steeper negative slope with $L$. The criteria used by Carpenter and Anderson (1992) intentionally excludes lower electron densities which could potentially originate from...
fluctuations which were still refilling (leaving measurements of the “saturated” plasmasphere), whereas both our model and the Sheeley et al. (2001) model were constructed using all plasmaspheric electron density measurements ($n_e > n_{ep}$, Equation 11). The Carpenter and Anderson (1992) plasmatrough model differs from both the Sheeley et al. (2001) and our plasmatrough models for a similar reason—Carpenter and Anderson (1992) selected electron density profiles which were at least a factor of 5 smaller than the “saturated” plasmasphere model in the dayside magnetosphere, and a factor of 10 on the nightside, whereas our model and the Sheeley et al. (2001) model both include electron densities which would have been rejected by Carpenter and Anderson (1992). With the inclusion of our $P$ model, our set of models has an advantage over those of Carpenter and Anderson (1992) and Sheeley et al. (2001) in that it provides an estimate of which populations are most likely at different $L$-shells and MLTs. Our average models are also improved upon in Section 4.3, where they are all parameterized based on geomagnetic conditions.
The right hand panels of Figure 12 show that, at the interface where the $m_{w}$ models presented in Section 3.3 and the Sandhu et al. (2016a) model meet ($L = 5.9$), there can be substantial differences in the predicted average ion mass. A possible explanation for the difference is that the HOPE instrument is capable of detecting particles with lower energies than that of CODIF and may therefore provide different relative concentrations of the ions. Another possible reason for the different ion concentrations is that the datasets used to create each model originate from times associated with different levels of solar activity; the data set used by Sandhu et al. (2016a) spans the years 2001–2005 where the median SMR index is ~8 nT, whereas the median SMR index for this study was ~2 nT, where a more negative SMR index corresponds with higher $2–4$ amu in the region or magnetic latitude of up to 10 amu in the plasmasphere and close to unity in the plume. Similarly, during two events (one quiet time, on active) Denton et al. (2008) also used ULF wave activity to determine average ion mass for a pass through the plasmasphere and plume and found that $m_{w}$ ranged from 4–16 amu in the plasmasphere and ~1 in the plume. Similarly, during two events (one quiet time, on active) Denton et al. (2014) estimated values for $m_{w}$ of up to 10 amu in the plasmasphere and close to unity in the plume.

The average ion mass models created here can also be compared with magnetoseismological studies which have use ULF waves to determine $m_{w}$. One such example is provided by Takahashi et al. (2006), where $m_{w}$ is predicted to be typically from ~2–4 amu in the region $4 < L < 8$ (see Figure 7b of Takahashi et al. (2006)). Another study by Takahashi et al. (2008) also used ULF wave activity to determine average ion mass for a pass through the plasmasphere and plume and found that $m_{w}$ ranged from 4–16 amu in the plasmasphere and ~1 in the plume. Similarly, during two events (one quiet time, on active) Denton et al. (2014) estimated values for $m_{w}$ of up to 10 amu in the plasmasphere and close to unity in the plume.

The GCPM estimate for $m_{w}$ (not shown) is substantially lower than both the model presented here and that of Sandhu et al. (2016a). The reason for this is that the GCPM assumes a constant 1% relative concentration of oxygen ions to protons in the plasmasphere, leaving any changes in $m_{w}$ calculated by the model solely due to changes in the relative concentration of helium ions to protons. The data presented in Figure 8 suggest that oxygen makes a significant contribution to the plasma mass loading of field lines at low $L$-shells, which GCPM does not predict.

### 4.3. Model Parameterization Using Artificial Neural Networks

The aforementioned models show an average picture of the density and composition of the Earth's near-equatorial inner magnetosphere; this set of models can be used to provide an example of the most probable characteristics of the PS and PT plasma populations, but there is no information on how these plasmas may vary. The Earth's magnetosphere is by no means a steady system, variations in Solar and geomagnetic activity drive large changes in the morphology and composition of both the plasmasphere and plasmatrough, therefore it is prudent to attempt to determine how this model may vary under different levels of activity. In this section, we briefly describe the implementation of $n_{PS}, n_{PT}, P, m_{w,PS}$ and $m_{w,PT}$ models which can be scaled based on changes in geomagnetic activity.

The first step in scaling these models was to determine what parameter(s) would be most suited to each one. For simplicity, a single extra parameter, $z$, was chosen for each of the five models. Appendix B describes in detail the process by which the parameters were selected. Conveniently, the best parameter for scaling all 5 models is the SMR index (Newell & Gjerloev, 2012), which is a measure of the horizontal deviation in the Earth’s surface magnetic field due to variations in the ring current; this index is similar to the $Dst$ and SYM-H indices. The magnitudes of number density and heavy ion concentrations, as well as the size and shape of the plasmasphere, is known to respond strongly to ring current indices (Goldstein et al., 2019; Kronberg et al., 2014; Sandhu et al., 2017; Wharton et al., 2020). During storm times, heightened convection and field-aligned currents result in strong convective erosion and enhanced heavy ion outflows.

With the additional parameter, $z$, the functions $F_{w}(L), R_{w}(L)$ and $I_{w}(L)$ from Equation 8 were modified to become $F_{w}(L, z), R_{w}(L, z)$ and $I_{w}(L, z)$, each of which is a non-linear 2D function. Artificial neural networks (ANNs) were trained to act as these functions because they are particularly well suited to solving highly non-linear problems and have been proven to be capable of creating similar models (e.g., Chu et al., 2017; Zhelavskaya et al., 2017).
In order to create training data for each of the ANNs, the Lomb-Scargle analysis used to create the average models was performed on small subsets of the data. Each subset contains 5% of the total data, which covers a small range of SMR; a total of 951 subsets are used starting from the lowest 5% of SMR, to the highest 5% in steps of 0.1%. The SMR range covered by the median values of the parameters bins was $-41$ to $+16$ nT. These parameter ranges were extended by splitting the most extreme data bins into smaller bins, each containing 1% of the total data, resulting in a total of 991 subsets. This extended the SMR ranges to $-75$ to $27$ nT and gives the model the ability to provide density and composition predictions for a wider range of magnetospheric activity levels. Every subset provides $I_{\text{v}}, R_m$ and $I_m$ for up to 381 values of $L$, providing a total of up to $\sim 377k$ samples.

The implementation of the ANNs used here is addressed specifically in Appendix C which describes how the network architectures were chosen and how they were trained. As with the average model, the parameters and the code for the scaled models are all available in the Supporting Information S1 and at https://github.com/mattkjames7/spicedmodel.

4.4. Comparison to Real Data and Other Scalable Models

In this section the models are compared to real data, where the primary focus is upon the parameterized variant of the models using the trained ANNs described in the previous section.

Figure 13 shows the comparison between electron density data (top panels a and b) with the combined output of the $n_P$, $n_{PS}$, $n_{PT}$ and $P$ models (bottom panels c and d), using the same method as described for Figure 11a. Panel e shows the probability density function of the SMR index for the entire data set, where the lowest and highest 5% of SMR measurements have been highlighted in green. Panel a shows the electron densities measured near to the magnetic equatorial plane for the 5% of data collected during times with the lowest SMR, in the range $-249$ to $-30$ nT with a median of $-41$ nT. Panel c shows the corresponding combined electron density model output using the median value of SMR from panel a. Both the data and the model show that during low values of SMR, the plasmapause moves significantly planetward in all local times except near to dusk where a plume forms. The right panels (b and d) of Figure 13 show the equivalent to the left panels using the 5% of data associated with the highest SMR. Both panels b and d show that the region from $2 < L < 5.9$ is predominantly occupied by a large plasmasphere during periods of high SMR, with the plasmapause location beyond the scope of the model in all local times. Any mismatch of shape of the plasmapause in panel c with that of panel a could be attributed to there being relatively little data to train the model near the more extreme values of SMR; as panel e shows, 90% of the data (949 out of 991 SMR bins from section Appendix B) originate from times when $-30 < \text{SMR} < 13$ nT, a range which is only $\sim 20\%$ of the size of the range in panels a and c, so the model is likely to be somewhat biased towards times with more commonly observed values of SMR.

Figure 14 shows a comparison of the measured and modeled $m_{\text{av}}$ in the same format as that of Figure 13 with the same SMR bins. In the low SMR case (panels a and c), both plasmatrough and plasmasphere exhibit generally higher $m_{\text{av}}$ values than those predicted by the average models implying more O$^+$ ions populating the inner magnetosphere during disturbed times, with the plasmatrough also displaying more significant local time variations. Panels b and d show the high SMR case, where the plasmasphere occupies the entire model $L$ range, as in Figure 13d. During high SMR, the $m_{\text{av}}$ model predicts overall that the average ion mass is less than both the low SMR example and the average model-particularly at larger $L$. Unlike the electron density model, where there is approximately an order of magnitude step between the two plasma populations, the change in average ion mass over the predicted plasmapause is much less severe (typically $\sim 1$ amu or less), which suggests that any change in the local Alfvén speed across the plasmapause boundary will mostly be attributed to changes in the overall plasma density, rather than the composition. The increase in $m_{\text{av}}$ at high $L$ in the low SMR case is consistent with the recent observations of the oxygen torus made by Nosé et al. (2018) using Arase (Miyoshi et al., 2017) and Van Allen Probe data. The observations of Nosé et al. (2018) suggested that the oxygen torus was localized in MLT, with an enhancement observed near dawn ($m_{\text{av}} = 3.5$ near $L = 5$ – similar to that predicted here), but no notable enhancement at dusk. While the true azimuthal extent of the oxygen torus observed by Nosé et al. (2018) is unclear, it did suggest that the generation mechanism proposed by Roberts et al. (1987) may be in play.
The comparisons made between the model output and the data in Figures 13 and 14 show that the parameterized models provide a reasonable representation of the data in the specific cases where the SMR index has deviated significantly away from normal values, whereas Figure 15 shows a more general comparison. In Figure 15 both the average and the parameterized versions of the models are compared directly to the data. Each panel shows a 2D histogram of the original data on the x-axis and the model output on the y-axis, where a green dashed line represents the identity line where data and model output would be equal. The root mean square (RMS) differences and mean absolute errors (MAE) for each parameter are shown in the bottom right of each panel, where the MAE and RMS values for the density plots are calculated using the Box-Cox transformed densities. The top panels (a, b, c and d) compare the data with the predictions made using the average models constructed in Section 3, while the bottom panels (e, f, g and h) show the equivalent comparisons made using the parameterized models constructed in Section 4.3.

Figure 13. Measured electron densities (a) and (b) and combined PS/PT model outputs (c) and (d) for the lowest values of SuperMAG ring current index (SMR) (left panels) and highest values of SMR (right panels). Panel e shows the probability density function for SMR, where the green shaded regions correspond to the lowest and highest 5% of SMR indices (a small number of SMR measurements extend to ~ 250 nT, beyond the limits of the plot).
Panels a and e of Figure 15 show that, in both PS models, the plasmaspheric electron density are generally in agreement with each other, but the MAE and RMS errors are smaller in the parameterized version of the model. In panels b and f, the model plasmatrough densities are visibly closer to the data, however both plots show a small population which lies away from the identity line. This population of outlier electron densities appear to be a factor of ~4 larger than expected, so are potentially either misclassified plasmaspheric measurements, or measurements made while crossing the plasmapause.

Panels c, d, g, and h show the \( m_{av} \) comparisons using the same format as the electron density plots, where c and d present the comparisons between average PS and PT models, respectively and g and h show their scaled equivalents. In these plots, it is apparent that most of the \( m_{av} \) distribution is concentrated between 1 and 2 amu, rather than being spread across several orders of magnitude like \( n_e \). In all four of the \( m_{av} \) comparisons, the models typically predict similar values to those observed - but there are some outliers. In panel c,
there is a relatively small outlier population which is consistently over-estimated by the average $m_{av}$ PS model, where the scaled version of the model (panel g) manages to successfully reduce the number of outliers. The comparison of the data with the average $m_{av}$ PT model in Figure 14d shows a population which is not easily reproduced by the model—the model typically predicts $m_{av} \sim 2.5$ amu for measurements which are spread from $\sim 1$ to $> 10$ amu. While the scaled model (panel h) improves the $m_{av}$ PT predictions, there is still a large amount of spread away from the identity line. Proportionally, most of the outlier population in panel d exists at $\sim 4$ E\textsubscript{L}$> \sim 4$ E\textsubscript{L}, where the average ion mass is highly variable in the plasmatrough (e.g., see Figures 17e and 17f later in this section).

Comparisons of the electron density models from Section 4.3 with the PINE model (Zhelavskaya et al., 2017) and the Sandhu et al. (2017) model are presented in Figure 16. The format is similar to that of Figure 12 except that both sides show electron densities: the left panels (a, c, e, and g) show the models in normal conditions where SMR $\sim 0$ nT, the right panels (b, d, f, and h) show the models at times where SMR $\sim -75$ nT. In all panels, the Sandhu et al. (2017) model is shown in green; the PINE model in black; the PS and PT models are represented by orange and red lines, respectively; and the solid gold line shows the most probable electron density as calculated in Section 4.1 by combining the PS, PT and EP models. As we do not have access to the PINE model, only a limited number of model outputs available in the PINE repository (ftp://rbm.epss.ucla.edu/ftpdisk1/PINE), we selected three model images which corresponded with times when the SMR matched the values used in Figure 16.

In the left panels, the PINE model output is taken from September 23, 2013 at 03:30 UT, when SMR had remained close to 0 for $\sim 2.5$ days. This model is largely in agreement with our combined $n_e$ model for L-shells up to $\sim 4.5$, where both predict densities characteristic of the plasmasphere. At larger L-shells, particularly at noon and dawn, the PINE model starts to gradually deviate away from plasmaspheric densities, towards those which resemble the plasmatrough. This is in contrast to the SPICED model which predicts that the plasmasphere is the most likely population to exist for the entire range of L at SMR $\sim 0$ nT. The PINE model images compared in the right panels of Figure 16 both originate from times when SMR was close to $-75$ nT (dashed and dotted black lines). The dashed line represents the PINE model output shortly after the onset a geomagnetic storm, during the main phase (at 03:30 UT on June 6, 2013) and the dotted line represents the output during the start of the recovery phase of the storm (at 14:00 UT on June 6, 2013). In both storm-time cases, the PINE model is mostly in agreement with the models presented here, where the plasmasphere was eroded significantly—particularly from midnight through to noon, the largest difference is near noon,
where the plasmasphere is predicted to extend to much larger L-shells early during the main phase of the storm; later in the storm, during the recovery phase, the plasmapause is at a much lower L-shell, and both models are in closer agreement. The PINE model has the advantage over the model presented here that it is capable of taking into account the time history of geomagnetic parameters; the downside of the PINE model is that there is always a very smooth change in the electron densities across the plasmapause because both plasmasphere and plasmatrough populations are modeled together. Modeling the PS and PT separately, and combining these models with the EP model, allows for better predictions of $n_e$ closer to the plasmapause, rather than effectively smoothing the densities of the two populations together like the PINE model. Gradients in density around the plasmapause can vary from being very gradual and not very well defined during times when the plasmasphere is refilling; it can also be very sharp during periods of erosion (Chappell, 1972).

The comparison with the Sandhu et al. (2017) electron density model in Figure 16 suggests that the electron densities it predicted at $L \sim 4.5$ are similar to those of the PT model at most local times, during both normal and storm-time. The Sandhu et al. (2017) model is scaled using the $Dst$ index, which has been shown to
approximately match SMR (Bergin et al., 2020), so for the purpose of the comparison made here—SMR is used in place of $E Dst$. Both models suggest that the plasmatrough electron densities drop during low SMR compared to higher SMR, albeit by different amounts. As with the average models presented in Figure 12, the difference between the two models increases with $EL$ due to the Sandhu et al. (2017) model effectively varying linearly with $L$. 
Figure 17 shows an example of the model being used to describe the state of the equatorial inner magnetosphere during the main phase of a geomagnetic storm by driving the model using time-series SMR indices, while showing direct comparisons to Van Allen Probe data. The top three panels a, b and c, each show the plasma mass density in the equatorial plane as predicted by the combined models at three different times during the main phase of the storm. In each panel a–c, the positions of probes A and B are represented by red and orange circles, respectively; in each case, the orbits were oriented such that apogee was around 23 MLT. Panel d shows the SMR indices from 20:00 on April 29th to 14:00 on May 1st 2013. The red, purple and blue vertical dashed lines in panel d and all subsequent panels, represent the times which correspond to the model plots in panels a, b and c, respectively. Below panel d, data from each spacecraft are shown, where probe A data are on the left and probe B data on the right. In panels e to j data from the spacecraft are in gray, while the model outputs are in color; both model outputs (from PS and PT) are presented in each panel as dotted lines, which become solid depending on which population the $P$ model predicts the spacecraft to be within. Panels e and f show $n_{\text{PS}}$, measured by the Van Allen Probes in gray and modeled in blue (PT) and purple (PS). Panels g and h show the electron densities, where the PS and PT models are both presented in yellow and red, respectively. Panels i and j show the plasma mass density for the PS (green) and PT (cyan), calculated using the $n_{\text{PS}}$ and $n_{\text{PT}}$ data and models from the panels directly above. The $P$ model output for each probe is presented in panels k and l as a purple line, where $P \geq 0.5$ represents times when the probes are likely to be within the plasmasphere. The shaded areas represent the PS (orange) and PT (purple) classifications based on the measured electron densities. Finally, panels m and n show the value of $R_{\text{norm}}$ for each spacecraft, where the green shaded area represents the valid range of $R_{\text{norm}} \geq 0.95$ – the times when this condition is met are shown in panels e–j by a green shaded background. An animated version of this plot is included in the Movie S1 for this paper.

During the time shown in Figure 17d, the SMR index drops from just above 0 to around $-75$ nT, reaching the lower SMR limit of the models, beyond which the model is not likely to be capable of providing reliable predictions. At the start of the event, the plasmasphere extends to beyond the outer boundary of the model. As time progresses and SMR drops, panels b and c show that the plasmasphere is predicted to shrink and form a plume near dusk. The majority of the changes to the modeled plasma mass density observed in Figures 17a–17c are driven by the variation in SMR shrinking the plasmasphere compared to the changes in composition.

The data shown in panels e and f of Figure 17 show that the $n_{\text{PS}}$ measurements can be fairly noisy (particularly in the plasmatrough), but are mostly in some agreement with the model when within the valid $R_{\text{norm}}$ range. Both $n_{\text{PS}}$ (upper yellow line) and $n_{\text{PT}}$ (lower red line) models provide reasonable estimates of the plasmaspheric and plasmatrough densities when compared to the data. The PS model appears to perform somewhat better than the PT model, this is likely to be because 75% of the collected electron densities originated from the plasmasphere, whereas the plasmatrough does not usually extend to lower L-shells. This resulted in less plasmatrough data to train with in this region of space. A similar story is true for the $\rho$ model comparison presented in panels i and j, where plasmaspheric mass densities are generally predicted better than plasmatrough ones. Panels k and l show that the model provides reasonable estimates of when the probes cross the plasmapause from one population to the other even when outside of the valid $R_{\text{norm}}$ range. The $P$ model is not perfect though, as panel l shows that probe B traversed the plasmatrough in the hours surrounding midnight, but the model still predicted $P$ slightly higher than the threshold required to switch from PS to PT densities.
The scalable models presented in this paper are all parameterized using a single instantaneous value of SMR. This simple parameterization means that times corresponding to identical SMR values during different phases of a storm, such as that presented in Figure 17, would incorrectly generate the same model. The models could be improved by using a weighted history of SMR, similar to the weighted $K_p$ used by Gallagher et al. (1988), or by creating models for specific phases of a storm. A potentially better way of improving the SPICED model would be to include a history of multiple driving parameters as inputs, similar to the method used by (Zhelavskaya et al., 2017), where a 96 h history of multiple parameters is used to drive the model. Such developments will be included in future iterations of SPICED.

5. Conclusion

In this paper, measurements of electron density and ion composition made by the Van Allen Probes are used to create models of the equatorial inner magnetosphere. The first set of models are created in Section 3 are used to describe the average state of this region. Two models of average ion mass are created using the relative concentrations of hydrogen, helium and oxygen ions—one for the plasmasphere and one for the plasmatrough. Two models of electron densities are created, one describing plasmaspheric electron densities, the other describing the plasmatrough population. A fifth model is created to describe the probability of a position on the magnetic equatorial plane being within the plasmasphere or not and is used in conjunction with the average ion mass and two electron density models to provide an estimate of the average plasma mass density near the equatorial plane.

The average models described above are then parameterized such that they can be used to describe the ion composition, electron density and probable plasmasphere shape during varying geomagnetic conditions by utilizing artificial neural networks. The models are shown to provide a good representation of the data overall, especially at times when the SMR index remains within a normal range. Both sets of average and scalable models compare well with previously published models, also providing improvements in $n_e$ predictions where other models may be mixing the plasmasphere and plasmatrough densities. These models are also the only set of models which are capable of providing both electron density and average ion mass predictions within the region $2 \leq L \leq 5.9$—similar to the way that the Sandhu et al. (2016b); Sandhu et al. (2016a, 2017) models do for the region $5.9 \leq L \leq 9.5$.

The predictions made by these models can be used to aid the study of ULF wave propagation within the vicinity of the Van Allen Probes. By providing the electron density and average ion mass, the models can be used to provide estimates of the equatorial plasma mass density and, with additional magnetic field data, determine an approximate prediction of the Alfvén speed in the region for a range of geomagnetic conditions.

Future work in this area could include extending this set of equatorial plasma models using data from other spacecraft at higher $L$-shells. The models could also be extended using data from spacecraft with higher orbital inclinations (e.g., Arase) to be able to determine the field-aligned profile of $m_{av}$ and $n_e$ as done in Sandhu et al. (2016b) and Sandhu et al. (2016a). Ground-based and in-situ ULF wave observations would also have the potential to extend the model further along the field lines by using the harmonics of the waves to determine the field-aligned structure of the plasma.

Appendix A: HOPE Moments

This section describes the derivation of cold ion densities from HOPE level 3 omni-directional spectra by integrating the differential energy flux and correcting the oxygen ion densities.

Following the work of Genestreti et al. (2017), the HOPE energy bins, $E_j$, are related to the ambient plasma energy, $E_j = E_j^\prime + \epsilon\phi_s$, where $\phi_s$ is the spacecraft potential as measured by the Electric Field and Waves instrument (EFW), (Wygant et al., 2013). The spectra are then integrated from $E_{\text{min}}$ (the minimum energy limit of the HOPE instrument) to 20 eV using a Reimannian discrete sum (e.g., Genestreti et al., 2017; Goldstein et al., 2014) in order to obtain an initial partial energy number density (PEND).
$n_i \approx 4\pi \frac{m_i}{2} \sum_j \frac{1}{E_j^2} \left( \frac{\Delta E_j}{E_j} \right) J_j$,  \hspace{1cm} (A1)

where $m_i$ is the mass of ion species (H$^+$, He$^+$ or O$^+$) and $J_j$ is the differential energy flux measured by energy bin number $j$.

The densities calculated using Equation A1 were then used to determine the fractional ion concentration for each species,

$$f_i = \frac{n_i}{\sum n_j}. \hspace{1cm} (A2)$$

Unlike for cold proton and helium ions, the cold oxygen ion concentration, $f_{O^+}$, has been shown to exhibit a dependence with temperature ($f_{O^+} = 10^{-2.48 + 1.13 T_{O^+}}$, Goldstein et al. (2019)), so spectra provided by HOPE must be extrapolated in order to obtain better estimates of the oxygen density. The oxygen densities are corrected by using the method developed by Goldstein et al. (2019).

A summary of the method used by Goldstein et al. (2019) is as follows: the first step was to determine the local bulk plasma velocity in the rest frame of the spacecraft, $v_{bulk} = |v_{sc} - v_{E \times B}|$, where $v_{sc}$ is the spacecraft velocity and $v_{E \times B}$ is velocity of the local $E \times B$ drift calculated using the Volland-Stern electric field model (Stern, 1975; Volland, 1973) with the subauroral polarization stream (Goldstein et al., 2005). The bulk energy, $E_{bulk} = \frac{1}{2} m_i v_{bulk}^2$ was then used to determine which method by which the upper limit of the oxygen temperature, $T_{O^+}$, would be calculated. If $E_{min} > 1.25E_{bulk}$, the PEND technique (Genestreti et al., 2017) is used to calculate temperature; otherwise it is determined by numerically integrating the spectra to obtain pressure, $p_{O^+}$, and density, $n_{O^+}$, where

$$T_{O^+} = \frac{1}{k_B} \frac{p_{O^+}}{n_{O^+}}. \hspace{1cm} (A3)$$

The lower limit of the oxygen temperature was then estimated to be $T_{O^+} = 0.27 T_{O^+}$.

The upper and lower limits of oxygen temperature were subsequently used to adjust the fractional ion concentration of oxygen such that $f'_{O^+} = \left( T_{O^+} / T_{O^+} \right)^{1/1} f_{O^+}$, or, equivalently: $f'_{O^+} = 0.27^{1/1} f_{O^+} \approx f_{O^+} / 4$.

Then, using the adjusted fractional ion concentration, a new set of ion densities were calculated,

$$n'_i = \frac{f'_i}{\sum f'_i} n_i, \hspace{1cm} (A4)$$

where $n_i$ is the electron density provided by EMFISIS.

The two sets of densities, $n_i$ and $n'_i$, were both used to calculate lower and upper limits to $m_{O^+}$, respectively, using Equation 6. The mean of the upper and lower limits to $m_{O^+}$ was then used to generate the models.

**Appendix B: Feature Analysis**

This section compares a number of different indices pertaining to Solar and geomagnetic activity in order to establish which parameters may be best suited to scaling each of the four models introduced in Section 3.

The input parameters to an ANN are called “features,” where each feature corresponds to an input node to the network. The purpose of the ANNs would be to map the input features to a set of output model parameters: $F_0$, $R_m$ and $I_m$. An obvious feature to include for all models is $L$, because all three model parameters are functions of the $L$-shell (see Equation 8). This section determines which feature would be best to use alongside $L$ as a second feature, which would correlate the most with the largest variations in the model parameters.

The potential features tested here include the F10.7 index, Kp-index (Bartels et al., 1939), OMNI parameters (King & Papitashvili, 2005) (including magnetic field orientation, solar wind velocity, Mach numbers etc.) and SuperMAG geomagnetic indices (Newell & Gjerloev, 2011, 2012)–see Table B1. Prior to feature analysis, all parameters were scaled such that they vary over similar scales, either such that their ranges were
limited to the range −1 to +1, or such that their means were equal to 0 and standard deviations equal to 1. In some cases, where parameters varied over a large range and exhibited a non-Gaussian distribution, the Box-Cox transformation (see Equation 14) was used and then data were normalized to have a mean of 0 and a standard deviation of 1.

Table B1

Table Showing the Parameters Included in the Feature Analysis, the First Column Lists the Parameters, the Middle Column States the Source of Each Parameter and the Final Column Describes Each Parameter Briefly

| Parameter  | Source       | Description                                           |
|------------|--------------|-------------------------------------------------------|
| $n_e$      | EMFISIS      | Electron density                                      |
| $L$        | T96 Trace    | $L$ shell                                             |
| MLT        | T96 Trace    | Magnetic local time                                   |
| Dipole Tilt| T96 model code| Dipole tilt angle                                     |
| SMR        | SuperMAG     | Ring current index, similar to SymH and $D_n$         |
| SMR00      | SuperMAG     | Local time ring current index (21–03 MLT)             |
| SMR06      | SuperMAG     | Local time ring current index (03–09 MLT)             |
| SMR12      | SuperMAG     | Local time ring current index (09–15 MLT)             |
| SMR18      | SuperMAG     | Local time ring current index (15–21 MLT)             |
| SME        | SuperMAG     | Auroral electrojet index (similar to AE)              |
| SMU        | SuperMAG     | Upper auroral electrojet index (similar to AU)        |
| SML        | SuperMAG     | Lower auroral electrojet index (similar to AL)        |
| SymH       | OMNI         | Longitudinally symmetric H-component disturbance      |
| AsyH       | OMNI         | Longitudinally asymmetric H-component disturbance      |
| SymD       | OMNI         | Longitudinally symmetric D-component disturbance      |
| AsyD       | OMNI         | Longitudinally asymmetric D-component disturbance      |
| $T$        | OMNI         | Temperature                                            |
| $\beta$    | OMNI         | Plasma beta                                            |
| $E$        | OMNI         | Solar wind electric field                              |
| Proton Density | OMNI     | Solar wind proton density                              |
| Flow Pressure | OMNI     | Solar wind flow pressure                               |
| $M_A$      | OMNI         | Alfvén Mach number                                    |
| $M_s$      | OMNI         | Magnetosonic Mach number                              |
| Clock Angle| OMNI         | IMF clock angle                                        |
| Cone Angle | OMNI         | IMF cone angle                                         |
| F10.7      | OMNI         | Solar flux at 10.7 cm wavelength                       |
| $K_p$      | OMNI         | $K_p$ index                                            |

To compare the different features, the sklearn.feature_selection.SelectKBes function from scikit-learn (Pedregosa et al., 2011) was used to compare each parameter to the density, average ion mass and whether a measurement originated from within the PS or PT. This object uses a scoring function which determines how well changes in each feature correlate with changes in a given output parameter. Determining whether a point originates from the PS or PT populations is a classification problem, so the scoring function used for this was f_classif; but $n_e$ and $m_w$ are continuous variables, so the f_regression function was used in these cases. Both functions provide an “F-value,” where a parameter with a larger F-value has more of an effect on the output parameter.

Figure B1 shows the feature analysis performed for (a) PS/PT classification, (b) $n_e$ and (c) $m_w$. In all three panels, the most important feature (aside from $L$ and density in panel a) is the SMR index, a measure of the
magnetic field deviation on the ground due to the variations in the Earth's ring current. The SMR index, like the \( D_n \) and SymH indices, are a useful indicator for the presence of geomagnetic storms which cause large enhancements in the Earth's ring current, resulting in negative deviations in SMR. It is therefore understandable that there is some correlation of SMR with electron densities and in particular with PS/PT classification because geomagnetic storms cause large changes in the structure of the plasmasphere though enhanced global convection, which results in an eroded plasmasphere (Moldwin et al., 2002) and the formation of a plume (e.g., Spasojević et al., 2003).

As a result of this feature analysis, the model parameters for all models will be parameterized by both \( L \) and SMR.

Appendix C: Network Architecture Selection and Training

In this section feed forward ANNs are used to predict the model parameters based on solar/geomagnetic activity. A feed forward ANN consists of nodes, analogous to neurons, which are arranged in layers; the first layer is the input layer, the final layer is the output layer, and the layers between are hidden layers. Each node has an activation function, which adds non-linearity to the ANN, the output of which is mapped to every node in the following layer. The ANN works by propagating input features through the ANN one layer at a time, until an output is produced.

For each of the four models presented in Sections 3, a single ANN is used to predict the axisymmetric, real and imaginary components of Equation 8. The input layers for every ANN used here contains just two nodes, one for \( L \) and one for SMR (P, PT and PS models). The output layer for every model contains 7 nodes: one for \( F_0 \), three for \( R_m \) and three for \( I_m \) (where \( m \) is 1, 2 or 3). With the exception of the output nodes, all nodes use the softplus function:

\[
 f(x) = \log_e (1 + e^x),
\]

which is a smooth approximation of the rectified linear unit (ReLU) (Glorot et al., 2011). The combination of ReLU units in the hidden layers adds the ability of the networks to form a highly non-linear model. The output nodes for the ANNs are linear, which means that they can output any real, finite value.

The specific configuration of a neural network (i.e., the number of layers, and number of nodes in each layer) is called the network “architecture.” The exact numbers of hidden layers and nodes for each model...
are initially unknowns, here they are determined by repeatedly training many different architectures and comparing the model outputs directly to the data collected by the Van Allen Probes.

Each network was constructed and trained using the Keras API (Chollet et al., 2015) in Python. The various ANN architectures used had 1 to 3 hidden layers, where each hidden layer consisted of 2–1024 nodes. The ANNs were each trained by minimizing the mean absolute error (MAE) cost function,

\[ J = \frac{1}{n} \sum_{i=1}^{n} | \hat{y}^{(i)} - y^{(i)} |, \]

using the Adam optimizer (Kingma & Ba, 2014), where \( n \) is the number of samples in each batch, \( i \) is the sample index, \( \hat{y}^{(i)} \) is the predicted output value and \( y \) is the expected output value from the training samples. Training was performed in each case with mini-batches of 256 samples at a time (~1500 batches per epoch) for 250 epochs - a sufficiently high number of epochs for any further training progress to be negligible.

In order to test each architecture, a test set of data was compiled for each model. The test set was comprised of all of the data used in the initial L-S analysis in Section 3-L-shell, \( n_{\rho}, m_{\omega} \), and which population of plasma the spacecraft was in at each time, along with the associated SMR indices. During a test each ANN used the \( L \) and SMR index to predict the axisymmetric, real and imaginary components of a model at the positions of each probe, which were then used to calculate the relevant model output (i.e., \( m_{\rho P}, n_{P}, e_{P}, \) etc.). The model output was then compared to the data using Equation C2 which provided a test set cost, \( J_{\text{test}} \).

For each of the four models, every architecture was tested 20 times and the lowest \( J_{\text{test}} \) was recorded, where a low \( J_{\text{test}} \) signifies a prediction which is closer to the measured data than a high \( J_{\text{test}} \). The architectures with the best test costs were selected for the final model. Table C1 shows the numbers of hidden layers and the number of nodes in each layer for the best performing ANNs along with the total number of free parameters. The \( \rho \) and \( m_{\omega} \) models required the most complex ANN architectures with 3 hidden layers, each containing 4 nodes which corresponds to 87 free parameters; both density models were a little simpler with only 2 layers.

**Data Availability Statement**

EMFISIS data are available at [https://emfisis.physics.uiowa.edu/data/index](https://emfisis.physics.uiowa.edu/data/index). HOPE data are downloadable from [https://www.rbsp-ect.lanl.gov/science/DataDirectories.php](https://www.rbsp-ect.lanl.gov/science/DataDirectories.php). The work by the EFW team was conducted under JHU/APL contract 922,613 (RBSP-EFW). EFW data are available from [http://www.space.umn.edu/rbspefw-data/](http://www.space.umn.edu/rbspefw-data/). The OMNI data were obtained from the GSFC/SPDF OMNIWeb interface at [https://omniweb.gsfc.nasa.gov](https://omniweb.gsfc.nasa.gov). The code for the SPICED model is available at [https://github.com/mattk james7/spicedmodel](https://github.com/mattk james7/spicedmodel).
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