\textbf{\textit{s}-RECOLLEMENTS AND ITS LOCALIZATION}

YONGGANG HU AND PANYUE ZHOU

Abstract. We introduce a new concept of \textit{s}-recollements of extriangulated categories, which generalizes recollements of abelian categories, recollements of triangulated categories, as well as recollements of extriangulated categories. Moreover, some basic properties of \textit{s}-recollements are presented. We also discuss the behavior of the localization theory on the adjoint pair of exact functors. Finally, we provide a method to obtain a recollement of triangulated categories from \textit{s}-recollements of extriangulated categories via the localization theory.

1. Introduction

The recollement of triangulated categories was introduced first by Beilinson, Bernstein, and Deligne, see [2]. It is an important tool in algebraic geometry [2] and representation theory [8,31]. A fundamental example of a recollement of abelian categories appeared in the construction of perverse sheaves by MacPherson and Vilonen [21]. A recollement of triangulated (or, abelian, extriangulated) categories, see the references [2, 21, 35], is a diagram of functors between triangulated (or, abelian, extriangulated) categories of the following shape (1.1), which satisfies some assumptions.

\[ \mathcal{A} \quad \rightarrow \quad \rightarrow \quad B \quad \leftarrow \quad \leftarrow \quad \leftarrow \quad \leftarrow \quad \rightarrow \quad \rightarrow \quad C \]

(1.1)

From the diagram (1.1), recollements of triangulated (abelian) categories can be viewed as ‘exact sequences’ of triangulated (abelian) categories, which describe the middle term by a subcategory and a quotient category. It should be noted that recollements of abelian or triangulated categories are used widely in studying representation theory and homological theory. For instance, pioneer researchers have studied connections between recollements of triangulated categories in connection with tilting theory [1,7,10,11,13,20,36], homological conjectures [12,15,32], Hochschild theory [16] and homological dimensions [12,29], and so on.

Extriangulated categories were recently introduced by Nakaoka and Palu [26] by extracting those properties of \text{Ext}^1 on exact categories and on triangulated categories that seem relevant from the point of view of cotorsion pairs. In particular, triangulated categories and exact categories are extriangulated categories. There are a lot of examples of extriangulated categories which are neither triangulated categories nor exact categories, see [17,26,27,38,39].

Under the assumption of the (WIC) condition, Wang-Wei-Zhang [35] introduced the notion of compatible morphisms. Using this notion, they modified the extriangulated functor between two extriangulated categories, which has been defined in [5], and then, introduced the concepts of right (left) exact functors in extriangulated categories. By these frameworks, Wang-Wei-Zhang [35] gave a simultaneous generalization of recollements of abelian categories and triangulated categories, which we call the recollement of extriangulated categories. As an application, they glued the cotorsion pairs along recollements of extriangulated categories, which covers the results obtained by Chen in [9]. Later, He-Hu-Zhou [18] glued the torsion pairs via the recollements of extriangulated categories. This unifies their results of Chen [9] and Ma-Huang [22] in the framework of extriangulated categories. Recently, some homological aspects of recollements of extriangulated categories were investigated. For instance, Gu-Ma-Tan [19] studied the behavior of homological dimension along the recollements of extriangulated categories.
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In this paper, we devote to giving a generalization of the recollements of extriangulated categories in the sense of [35]. Without the (WIC) condition, we introduce a new concept, called \( s \)-recollements of extriangulated categories. Moreover, in this definition, we do not need to modify the extriangulated functor (in this paper, we call exact functor) in the sense of [5]. Because of this point, the notion of \( s \)-recollements looks more natural. We present the basic properties of \( s \)-recollements, which are also appeared in [35]. We also show that recollements of abelian and triangulated categories, as well as recollements of extriangulated categories, are all \( s \)-recollements. To clarify the relationship among them, we provide the following figure.

\[
\text{Recollements of triangulated categories \([2]\)} \quad \downarrow \quad \downarrow \quad \text{\( s \)-Recollements of extriangulated categories} \\
\text{\( s \)-Recollements of extriangulated categories in \([35]\)} \quad \leftarrow \quad \leftarrow \downarrow \quad \downarrow \\
\text{Abelization} \quad \quad \quad \text{Recollements of abelian categories \([21]\)}
\]

On the other hand, we study the localization theory on the adjoint pairs, where the localization theory of extriangulated categories was introduced by [27] and unified the Serre quotient of abelian categories and the Verdier quotient of triangulated categories. Under some mild conditions, we prove that each adjoint pair of exact functors between two extriangulated categories induces a new adjoint pair of exact functors between the localizations of extriangulated categories, see Theorem 3.4.

Recollements are closely related to localization. It is well-known that there is a bijection between recollements of triangulated categories and torsion torsion-free triples (TTF-triples, for short), see [2, 4, 23, 24]. Psaroudakis and Vitória [28, Theorem 4.3] shown that recollements of abelian categories (up to equivalence) are in bijection with its bilocalising TTF classes. Because of these points, one can regard \( C \) in the diagram (1.1) of triangulated or abelian categories as a localization of \( R \). In fact, it is a Verdier quotient or Serre quotient of \( R \). Recently, Nakaoka, Ogawa, and Sakai prove that in the context of recollements of extriangulated categories, \( C \) is also a localization of \( R \) in the sense of [27]. In this note, we prove that this phenomenon still works in the situation of \( s \)-recollements, see Proposition 4.11.

The paper is organized as follows: we collect some basic definitions and properties of extriangulated categories and \( s \)-exact functors in Section 2. In Section 3, we discuss the localization theory of adjoint pairs. In Section 4, we introduce the \( s \)-recollement of extriangulated categories and give some basic properties. In Section 5, applying the localization theory into \( s \)-recollements, we construct a recollement of triangulated categories from an \( s \)-recollement.

2. Preliminaries

2.1. Some basic notions and properties in extriangulated categories.

Let us briefly recall some definitions and basic properties of extriangulated categories from [26]. We omit some details here, but the reader can find them in [26].

Let \( \mathcal{C} \) be an additive category equipped with an additive bifunctor

\[
E : \mathcal{C}^{\text{op}} \times \mathcal{C} \to \text{Ab},
\]

where \( \text{Ab} \) is the category of abelian groups. For any objects \( A, C \in \mathcal{C} \), an element \( \delta \in E(C, A) \) is called an \( E \)-extension. Let \( \mathcal{s} \) be a correspondence which associates an equivalence class

\[
\mathcal{s}(\delta) = [A \xrightarrow{x} B \xrightarrow{y} C]
\]
to any $E$-extension $\delta \in E(C, A)$. This $s$ is called a realization of $E$, if it makes the diagrams in
[26, Definition 2.9] commutative. A triplet $(\mathcal{C}, E, s)$ is called an extriangulated category if it satisfies
the following conditions.

1. $E$: $\mathcal{C}^{\op} \times \mathcal{C} \to \text{Ab}$ is an additive bifunctor.
2. $s$ is an additive realization of $E$.
3. $E$ and $s$ satisfy the compatibility conditions in [26, Definition 2.12].

Remark 2.1. Note that both exact categories and triangulated categories are extriangulated categories, see
[26, Example 2.13] and extension closed subcategories of triangulated categories are again extriangulated, see
[26, Remark 2.18]. Moreover, there exist extriangulated categories which are neither exact categories nor triangulated categories, see [17, 26, 27, 38, 39].

We will use the following terminology, which comes from [26].

Definition 2.2. Let $(\mathcal{C}, E, s)$ be an extriangulated category.

1. A sequence $A \xrightarrow{x} B \xrightarrow{y} C$ is called a conflation if it realizes some $E$-extension $\delta \in E(C, A)$.
   In this case, $x$ is called an inflation and $y$ is called a deflation.
2. If a conflation $A \xrightarrow{x} B \xrightarrow{y} C$ realizes $\delta \in E(C, A)$, we call the pair $(A \xrightarrow{x} B \xrightarrow{y} C, \delta)$
   an $E$-triangle, and write it in the following way:
   $$A \xrightarrow{x} B \xrightarrow{y} C \xrightarrow{\delta}$$
   We usually do not write this “$\delta$” if it is not used in the argument.
3. Let $A \xrightarrow{x} B \xrightarrow{y} C \xrightarrow{\delta}$ and $A' \xrightarrow{x'} B' \xrightarrow{y'} C' \xrightarrow{\delta'}$ be any pair of $E$-triangles. If a triplet
   $(a, b, c)$ realizes $(a, c)$: $\delta \to \delta'$, then we write it as
   $$A \xrightarrow{x} B \xrightarrow{y} C \xrightarrow{\delta}$$
   $$\downarrow a \quad \downarrow b \quad \downarrow c$$
   $$A' \xrightarrow{x'} B' \xrightarrow{y'} C' \xrightarrow{\delta'}$$
   and call $(a, b, c)$ a morphism of $E$-triangles.
4. An object $P \in \mathcal{C}$ is called projective if for any $E$-triangle $A \xrightarrow{x} B \xrightarrow{y} C \xrightarrow{\delta}$
   and any morphism $c \in \mathcal{C}(P, C)$, there exists $b \in \mathcal{C}(P, B)$ satisfying $yb = c$. We denote the
   subcategory of projective objects by $\mathcal{P} \subseteq \mathcal{C}$. Dually, the subcategory of injective objects
   is denoted by $\mathcal{I} \subseteq \mathcal{C}$.
5. We say that $\mathcal{C}$ has enough projective objects if for any object $C \in \mathcal{C}$, there exists an $E$-
   triangle $A \xrightarrow{x} P \xrightarrow{y} C \xrightarrow{\delta}$ satisfying $P \in \mathcal{P}$. We can define the notion of having enough
dictives dually.

For an conflation $A \xrightarrow{x} B \xrightarrow{y} C$ in an extriangulated category, we write $C = \text{Cone}(x)$ and call it a
cone of $x$. This is uniquely determined by $x$ up to isomorphisms. Dually we write $A = \text{CoCone}(y)$ and call it a cocone of $y$, which is uniquely determined by $y$ up to isomorphisms.

Remark 2.3. [26, Proposition 3.24] Let $(\mathcal{C}, E, s)$ be an extriangulated category. Then
(a) $P$ is projective object in $\mathcal{C}$ if and only if $E(P, C) = 0$, for any $C \in \mathcal{C}$.
(b) $I$ is injective object in $\mathcal{C}$ if and only if $E(C, I) = 0$, for any $C \in \mathcal{C}$.

We modify the notions of right (left) exact sequences and right (left) exact functors in [35].

Definition 2.4. Let $(\mathcal{C}, E, s)$ be an extriangulated category. A sequence $A \xrightarrow{f} B \xrightarrow{h} C$ in $\mathcal{C}$ is said to be right $s$-exact if there exists an $E$-triangle $K \xrightarrow{h_2} B \xrightarrow{h} C \xrightarrow{\delta}$
   and a deflation $h_1 : A \to K$, such that $f = h_2h_1$. Dually one can also define the left $s$-exact sequences.

A 4-term $E$-triangle sequence $A \xrightarrow{f} B \xrightarrow{g} C \xrightarrow{h} D$ is called $s$-exact if there exist $E$-triangles
$A \xrightarrow{f} B \xrightarrow{g_1} K \xrightarrow{\delta} C$ and $K \xrightarrow{g_2} C \xrightarrow{h} D$ such that $g = g_2g_1$.

Definition 2.5. Let $(\mathcal{A}, E_{\mathcal{A}}, s_{\mathcal{A}})$ and $(\mathcal{B}, E_{\mathcal{B}}, s_{\mathcal{B}})$ be extriangulated categories. An additive
covariant functor $F : \mathcal{A} \to \mathcal{B}$ is called a right $s$-exact functor if it satisfies the following conditions
(1) If \( A \xrightarrow{a} B \xrightarrow{b} C \) is right exact in \( \mathcal{A} \), then \( FA \xrightarrow{Fb} FB \xrightarrow{Fa} FC \) is right exact in \( \mathcal{B} \). (Then for any \( \mathbb{E}_{\mathcal{A}} \)-triangle \( A \xrightarrow{f} B \xrightarrow{g} C \xrightarrow{\delta} \), there exists an \( \mathbb{E}_{\mathcal{B}} \)-triangle \( A' \xrightarrow{x} FB \xrightarrow{Fg} FC \xrightarrow{F\delta} \) such that \( Ff = xy \) and \( y : FA \to A' \) is a deflation. Moreover, \( A' \) is uniquely determined up to isomorphism.)

(2) There exists a natural transformation
\[
\eta = \{ \eta_{(C,A)} : \mathbb{E}_{\mathcal{A}}(C,A) \to \mathbb{E}_{\mathcal{B}}(F^{op}C,A') \}_{(C,A) \in \mathcal{A}^{op} \times \mathcal{A}}
\]
such that \( \mathcal{s}_{\mathcal{B}}(\eta_{(C,A)}(\delta)) = [A' \xrightarrow{x} FB \xrightarrow{Fg} FC] \). Dually, we define the left \( \mathcal{s} \)-exact functor between two extriangulated categories.

**Definition 2.6** ([5]). Let \( (\mathcal{A}, \mathbb{E}_{\mathcal{A}}, \mathcal{s}_{\mathcal{A}}) \) and \( (\mathcal{B}, \mathbb{E}_{\mathcal{B}}, \mathcal{s}_{\mathcal{B}}) \) be extriangulated categories. We say an additive covariant functor \( F : \mathcal{A} \to \mathcal{B} \) is an \( \mathcal{s} \)-**exact functor** (or, simply exact functor) if there exists a natural transformation
\[
\eta = \{ \eta_{(C,A)} : \mathbb{E}_{\mathcal{A}}(C,A) \to \mathbb{E}_{\mathcal{B}}(F^{op}C,A') \}_{(C,A) \in \mathcal{A}^{op} \times \mathcal{A}}
\]
which satisfies \( \mathcal{s}_{\mathcal{B}}(\eta_{(C,A)}(\delta)) = [F(A) \xrightarrow{Fg} FA] \). It is easy to obtain the following result.

**Proposition 2.7.** Let \( (\mathcal{A}, \mathbb{E}_{\mathcal{A}}, \mathcal{s}_{\mathcal{A}}) \) and \( (\mathcal{B}, \mathbb{E}_{\mathcal{B}}, \mathcal{s}_{\mathcal{B}}) \) be extriangulated categories. An additive covariant functor \( F : \mathcal{A} \to \mathcal{B} \) is exact if and only if \( F \) is both left \( \mathcal{s} \)-exact and \( \mathcal{s} \)-right exact.

We recall some properties about adjoint pairs, which can be found in [14] and [34].

**Lemma 2.8.** Let \( (F, G) \) be an adjoint pair of additive categories with \( F : \mathcal{A} \to \mathcal{B} \) and \( G : \mathcal{B} \to \mathcal{A} \). Denote by \( \eta : id_{\mathcal{A}} \to GF \) the unit map and by \( \varepsilon : FG \to id_{\mathcal{B}} \) the counit map.

1. \( F \) is fully faithful if and only if the unit map \( \eta \) is a natural isomorphism.
2. \( G \) is fully faithful if and only if the counit map \( \varepsilon \) is a natural isomorphism.
3. Both the following composites are the identities
\[
F(X) \xrightarrow{F(\eta_X)} FGF(X) \xrightarrow{\varepsilon_{F(X)}} F(X)
\]
\[
G(Y) \xrightarrow{\eta_{G(Y)}} GFG(Y) \xrightarrow{G(\varepsilon_Y)} G(Y).
\]
4. If \( F \) is fully faithful, then \( F\eta_X = \varepsilon_{F(X)}^{-1} \) and \( G\varepsilon_Y = \eta_{G(Y)}^{-1} \) for any \( X \in \mathcal{A} \) and \( Y \in \mathcal{B} \).
5. If \( G \) is fully faithful, then \( F\eta_X = \varepsilon_{F(X)}^{-1} \) and \( G\varepsilon_Y = \eta_{G(Y)}^{-1} \) for any \( X \in \mathcal{A} \) and \( Y \in \mathcal{B} \).

### 3. Localization theory of adjoint pairs

Let \( \mathcal{A} \) be an additive category. We denote by \( \mathcal{M}_{\mathcal{A}} \) the class of all morphisms in \( \mathcal{A} \). If a class of morphisms \( \mathcal{I} \subseteq \mathcal{M}_{\mathcal{A}} \) is closed by compositions and contains all identities in \( \mathcal{A} \), then we may regard \( \mathcal{I} \subseteq \mathcal{A} \) as a (not full) subcategory satisfying \( \text{Ob}(\mathcal{I}) = \text{Ob}(\mathcal{A}) \). With this view in mind, we write \( \mathcal{I}(X,Y) = \{ f \in \mathcal{I}(X,Y) \mid f \in \mathcal{I} \} \) for any \( X, Y \in \mathcal{A} \). We denote by \( \text{Iso}\mathcal{A} \) the class of all isomorphisms in \( \mathcal{A} \). \( \mathcal{N} \) denotes the full subcategory consisting of objects \( N \in \mathcal{A} \) such that both \( N \to 0 \) and \( 0 \to N \) belong to \( \mathcal{I} \). It is obvious that \( \mathcal{N} \subseteq \mathcal{A} \) is an additive subcategory. \( \mathcal{A}/[\mathcal{N}] \) denotes the ideal quotient of \( \mathcal{A} \). \( \mathcal{F} \) denotes a set of morphisms in the ideal quotient \( \mathcal{A}/[\mathcal{N}] \) obtained from \( \mathcal{I} \) by taking closure with respect to the composition with isomorphisms in \( \mathcal{A} \).

Now, let \( (\mathcal{A}, \mathbb{E}, \mathcal{s}) \) be an extriangulated category and \( \mathcal{I} \subseteq \mathcal{M}_{\mathcal{A}} \) a set of morphisms which satisfies the following conditions.

(M0) \( \mathcal{I} \) contains all isomorphisms in \( \mathcal{A} \), and closed by compositions. Also, \( \mathcal{I} \) is closed by taking finite direct sums. Namely, if \( f_i \in \mathcal{I}(X_i, Y_i) \), for \( i = 1, 2 \), then \( f_1 \oplus f_2 \in \mathcal{I}(X_1 \oplus X_2, Y_1 \oplus Y_2) \).

(MR1) \( \mathcal{F} \) satisfies 2-out-of-3 with respect to compositions.

(MR2) \( \mathcal{F} \) is a multiplicative system.

(MR3) Let \( A \xrightarrow{z} B \xrightarrow{y} C \xrightarrow{\delta} \) and \( A' \xrightarrow{x} B' \xrightarrow{y'} C' \xrightarrow{\delta'} \) be any pair of \( \mathbb{E} \)-triangles, and let \( a \in \mathcal{I}(A, A') \), \( c \in \mathcal{I}(C, C') \) be any pair of morphisms satisfying \( a_{\delta} = c_{\delta'} \). If \( a \) and \( c \) belong to \( \mathcal{I} \), then there exists \( b \in \mathcal{I}(B, B') \) which satisfies \( b \circ \mathcal{F} = \mathcal{F} \circ a \) and \( c \circ \mathcal{F} = \mathcal{F} \circ b \).
Theorem 3.1. [25] Let $(\mathcal{A}, E, s)$ be an extriangulated category and $\mathcal{I} \subseteq \mathcal{M}_{\mathcal{A}}$ a set of morphisms which satisfies (M0), (MR1), (MR2), (MR3) and (MR4). Then the localization of $\mathcal{A}$ by $\mathcal{I}$ gives an extriangulated category $(\mathcal{A}, E, \bar{s})$ equipped with an exact functor $Q : \mathcal{A} \to \mathcal{A}$ with a natural transformation $\mu : E \Rightarrow \bar{E} \circ (Q^{op} \times Q)$, which is universal among exact functors inverting $\mathcal{I}$.

Remark 3.2. In details, the exact functor $Q : \mathcal{A} \to \mathcal{A}$ is a composition of the quotient functor $p : \mathcal{A} \to \mathcal{A}$ and the the localization $Q : \mathcal{A} \to \mathcal{A}$ by the multiplicative system $\mathcal{I}$. In this view, the objects of $\mathcal{A}$ is same as $\mathcal{A}$ and the morphism set $\text{Hom}_{\mathcal{A}}(X, Y)$ is a set of equivalence classes of right roofs which are the diagrams of the form

\[
\begin{array}{ccc}
\tau & \to & \mathcal{T} \\
\downarrow & & \downarrow \\
\mathcal{X} & \to & \mathcal{Y}
\end{array}
\]

or simply written as the right fractions $\mathcal{T}/\tau$, where $\tau \in \mathcal{I}$ and $\mathcal{T} \in \text{Hom}_{\mathcal{A}}(\mathcal{X}, \mathcal{Y})$.

Corollary 3.3. Let $(\mathcal{A}, E_{\mathcal{A}}, s_{\mathcal{A}})$ and $(\mathcal{B}, E_{\mathcal{B}}, s_{\mathcal{B}})$ be extriangulated categories and $\mathcal{I}_{\mathcal{A}} \subseteq \mathcal{M}_{\mathcal{A}}$ and $\mathcal{I}_{\mathcal{B}} \subseteq \mathcal{M}_{\mathcal{B}}$ two sets of morphisms which satisfy (M0), (MR1), (MR2), (MR3) and (MR4). If the exact functor $F : \mathcal{A} \to \mathcal{B}$ sends $\mathcal{I}_{\mathcal{A}}$ to $\mathcal{I}_{\mathcal{B}}$, then there exists an exact functor $\bar{F} : \mathcal{A} \to \mathcal{B}$ and the following commutative diagram

\[
\begin{array}{ccc}
\mathcal{A} & \xrightarrow{Q_{\mathcal{A}}} & \mathcal{A} \\
F \downarrow & & \downarrow \bar{F} \\
\mathcal{B} & \xrightarrow{Q_{\mathcal{B}}} & \mathcal{B}
\end{array}
\]

Proof. For any $f \in \mathcal{I}_{\mathcal{A}}$, $Q_{\mathcal{A}}F(f)$ is an isomorphism in $\mathcal{B}$. Then, by Theorem 3.1, there exists an exact functor $\bar{F} : \mathcal{A} \to \mathcal{B}$ such that $\bar{F}Q_{\mathcal{A}} = Q_{\mathcal{B}}F$. □

Theorem 3.4. Let $(\mathcal{A}, E_{\mathcal{A}}, s_{\mathcal{A}})$ and $(\mathcal{B}, E_{\mathcal{B}}, s_{\mathcal{B}})$ be extriangulated categories and $\mathcal{I}_{\mathcal{A}} \subseteq \mathcal{M}_{\mathcal{A}}$ and $\mathcal{I}_{\mathcal{B}} \subseteq \mathcal{M}_{\mathcal{B}}$ two sets of morphisms which satisfy $\mathcal{I}_{\mathcal{A}} = p(\mathcal{I}_{\mathcal{A}})$, $\mathcal{I}_{\mathcal{B}} = p(\mathcal{I}_{\mathcal{B}})$, (M0), (MR1), (MR2), (MR3) and (MR4). If $F : \mathcal{A} \to \mathcal{B}$ sends $\mathcal{I}_{\mathcal{A}}$ to $\mathcal{I}_{\mathcal{B}}$ and $F$ admits a right adjoint functor $G$ such that $G$ is exact and $G : \mathcal{B} \to \mathcal{A}$ sends $\mathcal{I}_{\mathcal{B}}$ to $\mathcal{I}_{\mathcal{A}}$, then there exists an adjoint pair $(\bar{F}, \bar{G})$, where both $\bar{F}$ and $\bar{G}$ are exact functors.

Proof. From Corollary 3.3, we have two exact functor $F : \mathcal{A} \to \mathcal{B}$ and $\bar{F} : \mathcal{A} \to \mathcal{B}$ such that the following diagrams commute

\[
\begin{array}{ccc}
\mathcal{A} & \xrightarrow{Q_{\mathcal{A}}} & \mathcal{A} \\
F \downarrow & & \downarrow \bar{F} \\
\mathcal{B} & \xrightarrow{Q_{\mathcal{B}}} & \mathcal{B}
\end{array}
\quad
\begin{array}{ccc}
\mathcal{B} & \xrightarrow{Q_{\mathcal{B}}} & \mathcal{B} \\
\bar{G} \downarrow & & \downarrow \bar{G} \\
\mathcal{A} & \xrightarrow{Q_{\mathcal{A}}} & \mathcal{A}
\end{array}
\]

For any $X \in N_{\mathcal{I}_{\mathcal{A}}}$, both $X \to 0$ and $0 \to X$ are belong to $\mathcal{I}_{\mathcal{A}}$. Since $F(\mathcal{I}_{\mathcal{A}}) \subseteq \mathcal{I}_{\mathcal{B}}$, both $F(X) \to 0$ and $0 \to F(X)$ are belong to $\mathcal{I}_{\mathcal{A}}$. Then $F(N_{\mathcal{I}_{\mathcal{A}}}) \subseteq N_{\mathcal{I}_{\mathcal{B}}}$. Hence, $F$ induces the quotient group homomorphism

\[
\begin{array}{ccc}
\text{Hom}_{\mathcal{A}}(X, Y) & \longrightarrow & \text{Hom}_{\mathcal{B}}(F(X), F(Y)) \\
|N_{\mathcal{I}_{\mathcal{A}}}|(X, Y) & \longrightarrow & |N_{\mathcal{I}_{\mathcal{B}}}|(F(X), F(Y)).
\end{array}
\]

Similarly, $G(N_{\mathcal{I}_{\mathcal{A}}}) \subseteq N_{\mathcal{I}_{\mathcal{B}}}$ and $G$ induces the quotient group homomorphism

\[
\begin{array}{ccc}
\text{Hom}_{\mathcal{A}}(X, Y) & \longrightarrow & \text{Hom}_{\mathcal{B}}(G(X), G(Y)) \\
|N_{\mathcal{I}_{\mathcal{A}}}|(X, Y) & \longrightarrow & |N_{\mathcal{I}_{\mathcal{B}}}|(G(X), G(Y)).
\end{array}
\]

Next, we prove that $(\bar{F}, \bar{G})$ is an adjoint pair. We divided the proof into several steps.
**Step 1.** Now, we construct the following map

\[ \Phi_{\mathcal{X}, \mathcal{Y}} : \text{Hom}_\mathcal{A}(\tilde{F}(\mathcal{X}), \mathcal{Y}) \longrightarrow \text{Hom}_\mathcal{A}(\mathcal{X}, \tilde{G}(\mathcal{Y})) \]

Note that

\[ \text{Hom}_\mathcal{A}(\tilde{F}(\mathcal{X}), \mathcal{Y}) = \text{Hom}_\mathcal{A}(\tilde{F}(\mathcal{Q}_{\mathcal{A}}(\mathcal{X})), \mathcal{Y}) = \text{Hom}_\mathcal{A}(\mathcal{Q}_{\mathcal{A}}(\tilde{F}(\mathcal{X})), \mathcal{Y}) = \text{Hom}_\mathcal{A}(\tilde{F}(\mathcal{X}), \mathcal{Y}) \]

Similarly, we have \( \text{Hom}_\mathcal{A}(\mathcal{X}, \tilde{G}(\mathcal{Y})) = \text{Hom}_\mathcal{A}(\mathcal{X}, \tilde{G}(\mathcal{Y})) \).

Let \( \bar{f}/\bar{x} \in \text{Hom}_\mathcal{A}(\tilde{F}(\mathcal{X}), \mathcal{Y}) \), where \( \bar{f} \in \mathcal{A}(\mathcal{X}, \mathcal{Y}) \) and \( \bar{x} \in \mathcal{A}(\mathcal{X}, \tilde{F}(\mathcal{X})) \). Since \( \mathcal{A} \) is a multiplicative system and \( \mathcal{G}(\mathcal{Q}_{\mathcal{A}}) \subseteq \mathcal{A} \), taking the homotopy pullback of \( \eta_X \) and \( \mathcal{G}(\mathcal{Q}_{\mathcal{A}}) \), we have the following commutative diagram

\[
\begin{array}{ccc}
\mathcal{G}(\mathcal{Y}) & \longrightarrow & \mathcal{G}(\mathcal{Q}_{\mathcal{A}}) \\
\downarrow \bar{f} & & \downarrow \mathcal{G}(\bar{f}) \\
\mathcal{X} & \longrightarrow & \mathcal{G}(\tilde{F}(\mathcal{X})) \\
\eta_X & \nearrow \bar{x} & \\
\end{array}
\]

where \( \eta_X \) is a unit map, \( y \in \mathcal{Q}_{\mathcal{A}}(A, X) \) and \( \bar{f} = \mathcal{G}([\bar{f}]x) \). Then we define \( \Phi_{\mathcal{X}, \mathcal{Y}}(\bar{f}/\bar{x}) = \mathcal{G}([\bar{f}]x)/y \).

In order to show that the definition of \( \Phi_{\mathcal{X}, \mathcal{Y}} \) is well-defined, let \( \bar{f}/\bar{x} = \bar{f}_1/\bar{x}_1 = \bar{f}_2/\bar{x}_2 \). Then there is a commutative diagram

\[
\begin{array}{ccc}
\mathcal{G}(\mathcal{Y}) & \longrightarrow & \mathcal{G}(\mathcal{Q}_{\mathcal{A}}) \\
\downarrow \bar{f} & & \downarrow \mathcal{G}(\bar{f}) \\
\mathcal{X} & \longrightarrow & \mathcal{G}(\tilde{F}(\mathcal{X})) \\
\eta_X & \nearrow \bar{x}_1 & \nearrow \bar{x}_2 \\
\end{array}
\]

From this diagram, we take a reduction of fractions \( \bar{f}_1/\bar{x}_1 \) and \( \bar{f}_2/\bar{x}_2 \) to a common denominator. Then we have

\[
\bar{f}_1/\bar{x}_1 - \bar{f}_2/\bar{x}_2 = \bar{f}_1\bar{t}_1/\bar{u} - \bar{f}_2\bar{t}_2/\bar{u} = (\bar{f}_1\bar{t}_1 - \bar{f}_2\bar{t}_2)/\bar{u} = (\bar{f}_1\bar{t}_1 - \bar{f}_2\bar{t}_2)/\bar{u} = 0/\bar{u} = 0
\]

Hence, exists an object \( N \in \mathcal{Q}_{\mathcal{A}} \) such that \( \bar{f}_1\bar{t}_1 - \bar{f}_2\bar{t}_2 \) factors through \( N \) that is, there is a commutative diagram.

\[
\begin{array}{ccc}
\mathcal{G}(\mathcal{Y}) & \longrightarrow & \mathcal{G}(\mathcal{Q}_{\mathcal{A}}) \\
\downarrow \bar{f}_1 & & \downarrow \mathcal{G}(\bar{f}_1) \\
\mathcal{X} & \longrightarrow & \mathcal{G}(\tilde{F}(\mathcal{X})) \\
\eta_X & \nearrow \bar{t}_1 & \\
\end{array}
\]

From the right fractions \( \bar{f}_1\bar{t}_1/\bar{u} \) and \( \bar{f}_2\bar{t}_2/\bar{u} \), we have the following two diagrams

\[
\begin{array}{ccc}
\mathcal{G}(\mathcal{Y}) & \longrightarrow & \mathcal{G}(\mathcal{Q}_{\mathcal{A}}) \\
\downarrow \bar{f}_1 & & \downarrow \mathcal{G}(\bar{f}_1) \\
\mathcal{X} & \longrightarrow & \mathcal{G}(\tilde{F}(\mathcal{X})) \\
\eta_X & \nearrow \bar{t}_1 & \\
\end{array}
\]
Then we have
\[
\Phi_{\mathcal{X}}(\overline{f}/\overline{u}) - \Phi_{\mathcal{Y}}(\overline{g}/\overline{v}) = \Phi_{\mathcal{X}}(f_t/u) - \Phi_{\mathcal{Y}}(g_t/v) \\
= G(f_t)/y - G(g_t)/y \\
= (G(f_t)x - G(g_t)x)/y \\
= (g_t - f_t) \circ \overline{y}/y \\
= (0 \circ \overline{y})/y \\
= 0
\]
where \(G(f_t - g_t) = 0\) is because \(G(f_t - g_t)\) factors through \(G(N)\) and \(G(N) \in \mathcal{N}_{\mathcal{A}}\). Thus, \(\Phi_{\mathcal{X},\mathcal{Y}}\) is well-defined.

**Step 2.** Now, we construct the following map

\[
\Psi_{\mathcal{X},\mathcal{Y}} : \text{Hom}(\mathcal{X}, \mathcal{Y}) \to \text{Hom}(\mathcal{F}(\mathcal{X}), \mathcal{Y}).
\]

Let \(\overline{g}/\overline{t} \in \text{Hom}(\mathcal{X}, \mathcal{Y})\), where \(\overline{g} \in \mathcal{F}(\mathcal{X})\) and \(\overline{t} \in \mathcal{J}(\mathcal{X})\). Since \(F(\mathcal{J}) \subseteq \mathcal{I}\), we define that \(\Psi_{\mathcal{X},\mathcal{Y}}(\overline{g}/\overline{t}) = \varepsilon_{\overline{y}} F(g)/F(t)\), where \(\varepsilon : FG \to id\) is the counit map. In order to show that the definition of \(\Psi_{\mathcal{X},\mathcal{Y}}\) is well-defined, let \(\overline{g}/\overline{t} = \overline{g}/\overline{t}\). Then there is a commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\overline{g}} & G(Y) \\
\downarrow{\overline{t}} & & \downarrow{\overline{t}} \\
\overline{g}/\overline{t} & \xrightarrow{\varepsilon_{\overline{y}} F} & \overline{g}/\overline{t}
\end{array}
\]

From this diagram, we take a reduction of fractions \(\overline{g}/\overline{t}\) and \(\overline{g}/\overline{t}\) to a common denominator. Then we have

\[
\overline{g}/\overline{t} - \overline{g}/\overline{t} = \overline{g}/\overline{t} - \overline{g}/\overline{t} = (g_1s_1 - g_2s_2)/u = (g_1s_1 - g_2s_2)/u = 0/0 = 0
\]

Hence, exists an object \(N' \in \mathcal{N}_{\mathcal{A}}\) such that \(g_1s_1 - g_2s_2\) factors through \(N'\) that is, there is a commutative diagram

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{\overline{g} - \overline{g}} & Y \\
\downarrow{\overline{g}} & & \downarrow{\overline{g}} \\
N' & \xrightarrow{\varepsilon_{\overline{y}} F} & \mathcal{Y}
\end{array}
\]

Note that
\[
\Psi_{\mathcal{X},\mathcal{Y}}(\overline{g}/\overline{t}) - \Psi_{\mathcal{X},\mathcal{Y}}(\overline{g}/\overline{t}) = \Psi_{\mathcal{X},\mathcal{Y}}(g_1s_1/u) - \Psi_{\mathcal{X},\mathcal{Y}}(g_2s_2/u) \\
= \varepsilon_{\overline{y}} F(g_1s_1)/F(u) - \varepsilon_{\overline{y}} F(g_2s_2)/F(u) \\
= (\varepsilon_{\overline{y}} F(g_1s_1 - g_2s_2))/F(u) \\
= (\varepsilon_{\overline{y}} 0)/F(u) \\
= 0
\]

Here, \(F(g_1s_1 - g_2s_2) = 0\) is because \(F(g_1s_1 - g_2s_2)\) factors through \(F(N')\) and \(F(N_{\mathcal{A}}) \subseteq N_{\mathcal{A}}\). Thus, \(\Psi_{\mathcal{X},\mathcal{Y}}\) is well-defined.

**Step 3.** Next, we shall check that \(\Psi_{\mathcal{X},\mathcal{Y}}(\overline{f}/\overline{u}) = \overline{f}/\overline{u}\), for any \(\overline{f}/\overline{u} \in \text{Hom}(\mathcal{F}(\mathcal{X}), \mathcal{Y})\), where \(\overline{f} \in \mathcal{J}(\mathcal{X}, \mathcal{Y})\) and \(\overline{u} \in \mathcal{J}(\mathcal{X}, \mathcal{Y})\). By the calculation, we have that
\[
\Psi_{\mathcal{X},\mathcal{Y}}(\overline{f}/\overline{u}) = \Psi_{\mathcal{X},\mathcal{Y}}(F(\overline{f})/\overline{y}) \\
= \varepsilon_{\overline{y}} F(\overline{f})/F(\overline{y})
\]
where \( \pi, \gamma \) come from the following commutative diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\pi} & G(\bullet) \\
\downarrow{\eta_X} & & \downarrow{G(\eta_X)} \\
X & \xrightarrow{\gamma} & GF(X)
\end{array}
\]

For convenience, we put the following commutative diagrams

\[
\begin{array}{ccc}
FG(\bullet) & \xrightarrow{FG(\eta_X)} & FG(Y) \\
\downarrow{\pi} & & \downarrow{\pi_Y} \\
\gamma & \xrightarrow{\gamma} & Y
\end{array}
\quad\quad
\begin{array}{ccc}
FG(\bullet) & \xrightarrow{FG(\eta_Y)} & FGF(X) \\
\downarrow{\pi} & & \downarrow{\pi_{FGF}} \\
\gamma & \xrightarrow{\gamma} & F(\gamma)
\end{array}
\]

Then, by Lemma 2.8 (3), we have

\[
\varepsilon_{FGF} \circ FG(\eta_X) \circ F(x) = (\varepsilon_{FGF} \circ F(\eta_X)) \circ F(y) = F(y)
\]

By the above equations, we have the following commutative diagram

\[
\begin{array}{ccc}
F(X) & \xrightarrow{\psi} & F(Z) \\
\downarrow{\eta} & & \downarrow{\eta} \\
F(\gamma) & \xrightarrow{\gamma} & \gamma
\end{array}
\]

where \( \overline{s} = \varepsilon_{FGF} \circ FG(\eta_X) \circ F(x) \), \( \overline{t} = \varepsilon_{FGF} \circ F(\eta_X) \circ F(y) \), and \( \overline{t} = \varepsilon_{FGF} \circ F(x) \). It implies that \( \overline{t}/\overline{s} = \overline{t}/\overline{s} \). Hence, we have

\[
\psi_X,\gamma \Phi_X,\gamma(\overline{t}/\overline{s}) = \varepsilon_{FGF} \circ F(\gamma)/F(y)
\]

\[
= \varepsilon_{FGF} F(\gamma)/((\varepsilon_{FGF} \circ F(\eta_X)) \circ F(x))
\]

\[
= \overline{t}/\overline{s}
\]

**Step 4.** Now, we check that \( \Phi_X,\gamma \psi_X,\gamma(\overline{g}/\overline{t}) = \overline{g}/\overline{t} \), for any \( \overline{g}/\overline{t} \in \text{Hom}_{\mathcal{J}}(\overline{X}, \overline{G(Y)}) \), where \( \overline{g} \in \mathcal{J}(\overline{X}, \overline{G(Y)}) \) and \( \overline{t} \in \mathcal{J}(\overline{X}, \overline{X}) \).

By the calculation, we have that

\[
\Phi_X,\gamma \psi_X,\gamma(\overline{g}/\overline{t}) = \Phi_X,\gamma(\varepsilon_{FGF} F(\gamma)/F(y)) = G(\varepsilon_{FGF}) G F(\gamma)/\overline{g}
\]

where \( \overline{\pi}, \overline{\gamma} \) come from the following commutative diagram

\[
\begin{array}{ccc}
\overline{\pi} & \xrightarrow{\overline{\pi}} & G(\overline{\bullet}) \\
\overline{\eta} & \xrightarrow{\overline{\eta}} & \overline{G(\eta_X)} \\
\overline{X} & \xrightarrow{\overline{\gamma}} & \overline{GF(X)}
\end{array}
\]
where \( \eta_X \) is an unit map, \( y \in \mathcal{F}_{\mathcal{M}}(A, X) \). By Lemma 2.8 (3), we have the following commutative diagram

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\eta} & G(Y) \\
\downarrow{\eta_F} & & \downarrow{\eta_{G(Y)}} \\
GF(\mathcal{M}) & \xrightarrow{GF(g)} & GF(Y)
\end{array}
\]

Then we have that \( \eta = G(\varepsilon_Y) \circ GF(g) \circ \eta_F \).

Since \( \mathcal{M} \) is a multiplicative system, taking the homotopy pullback of \( y \) and \( t \), we get the following commutative diagram

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\pi} & \mathcal{A} \\
\downarrow{\eta_{\mathcal{M}}} & & \downarrow{\eta_{\mathcal{A}}} \\
GF(\mathcal{M}) & \xrightarrow{GF(\pi)} & GF(\mathcal{A})
\end{array}
\]

Then we can obtain the following diagram

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\eta_{\mathcal{M}}} & \mathcal{A} \\
\downarrow{\eta_{\mathcal{M}}} & & \downarrow{\eta_{\mathcal{A}}} \\
GF(\mathcal{M}) & \xrightarrow{GF(\eta_{\mathcal{M}})} & GF(\mathcal{A})
\end{array}
\]

Moreover, we have the equations \( GF(\pi) \circ \eta_{\mathcal{M}} \circ \pi = \eta_X \circ \pi \circ \pi = GF(\pi) \circ \pi \circ \pi \), which come from the following commutative diagrams

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\pi} & \mathcal{A} \\
\downarrow{\eta_{\mathcal{M}}} & & \downarrow{\eta_{\mathcal{A}}} \\
GF(\mathcal{M}) & \xrightarrow{GF(\pi)} & GF(\mathcal{A})
\end{array}
\]

Since \( \mathcal{M} \) is a multiplicative system, we get a morphism \( \overline{k} \in \mathcal{M} \) such that there is a diagram

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\eta_{\mathcal{M}}} & \mathcal{A} \\
\downarrow{\eta_{\mathcal{M}}} & & \downarrow{\eta_{\mathcal{A}}} \\
GF(\mathcal{M}) & \xrightarrow{GF(\eta_{\mathcal{M}})} & GF(\mathcal{A})
\end{array}
\]

with \( \eta_{\mathcal{M}} \circ \pi \circ \overline{k} = \pi \circ \pi \circ \overline{k} \).

Now, we have the following equations

\[
\Phi_X, Y \Psi_X, Y(\eta/\mathcal{I}) = \eta/\mathcal{I}
\]

\[
= G(\varepsilon_Y)GF(g)x/y - y/\mathcal{I}
\]

\[
= (G(\varepsilon_Y) \circ GF(g) \circ \pi)/y - (G(\varepsilon_Y) \circ GF(g) \circ \eta_F)/\mathcal{I}
\]

\[
= (G(\varepsilon_Y) \circ GF(g) \circ \pi \circ \pi \circ \overline{k})/(y \circ \pi \circ \overline{k}) - (G(\varepsilon_Y) \circ GF(g) \circ \eta_{\mathcal{M}} \circ \pi \circ \overline{k})/(\mathcal{I} \circ \pi \circ \overline{k})
\]

\[
= 0
\]

Thus, \( \Phi_X, Y \Psi_X, Y(\eta/\mathcal{I}) = \eta/\mathcal{I} \).

**Step 5.** It remains to prove that \( \Psi \) is a natural transformation.
For any \( \bar{f}/\bar{s} \in \text{Hom}_{\mathcal{D}}(X_1, X_2) \), we shall prove the following diagram is commutative

\[
\begin{array}{ccc}
\text{Hom}_{\mathcal{D}}(X_2, G(Y)) & \xrightarrow{\Psi_{X_1, Y} \bar{s}} & \text{Hom}_{\mathcal{D}}(F(X_2), \bar{Y}) \\
\downarrow \text{Hom}_{\mathcal{D}}(\bar{f}/\bar{s}, \bar{G}(\bar{Y})) & & \downarrow \text{Hom}_{\mathcal{D}}(F(\bar{f}), \bar{G}(\bar{Y})) \\
\text{Hom}_{\mathcal{D}}(X_1, G(Y)) & \xrightarrow{\Psi_{X_1, Y} \bar{t}} & \text{Hom}_{\mathcal{D}}(F(X_1), \bar{Y})
\end{array}
\]

Let \( \bar{g}/\bar{t} \in \text{Hom}_{\mathcal{D}}(X_2, \bar{G}(\bar{Y})) \). We have that

\[
\Psi_{X_1, \bar{Y}} \text{Hom}_{\mathcal{D}}(\bar{f}/\bar{s}, \bar{G}(\bar{Y}))(\bar{g}/\bar{t}) = \Psi_{X_1, \bar{Y}}(\bar{g}/\bar{t} \circ \bar{f}/\bar{s})
\]

\[
= \Psi_{X_1, \bar{Y}}(\bar{g}/\bar{t} \circ \bar{u}/\bar{k})
\]

\[
= \epsilon_{\bar{Y}} F(g) F(u)/F(s) F(k)
\]

where \( \bar{u} \in \mathcal{D} \) and \( \bar{k} \in \mathcal{F} \) come from the following commutative diagram

\[
\begin{array}{ccc}
\mathcal{D} & \xrightarrow{\bar{u}} & \mathcal{D} \\
\downarrow \bar{t} & & \downarrow \bar{g} \\
X_1 & \xrightarrow{\bar{f}} & X_2 \\
\downarrow \bar{s} & & \downarrow \bar{k} \\
\mathcal{Y} & \xrightarrow{\bar{f}/\bar{s}} & \mathcal{Y}
\end{array}
\]

Moreover, we have the equation \( F(\bar{f}) \circ F(\bar{k}) = F(\bar{u}) \circ F(\bar{t}) \). Hence, we have the following commutative diagram

\[
\begin{array}{ccc}
F(X_1) & \xrightarrow{F(\bar{u})} & F(X_2) \\
\downarrow F(\bar{f}) & & \downarrow F(\bar{k}) \\
\bar{Y} & \xrightarrow{\epsilon_{\bar{Y}} F(g)} & \bar{Y}
\end{array}
\]

Thus, we have

\[
\Psi_{X_1, \bar{Y}} \text{Hom}_{\mathcal{D}}(\bar{f}/\bar{s}, G(\bar{Y}))(\bar{g}/\bar{t}) = \epsilon_{\bar{Y}} F(g) F(u)/F(s) F(k)
\]

\[
= \epsilon_{\bar{Y}} F(g)/F(t) \circ F(f)/F(s)
\]

\[
= \text{Hom}_{\mathcal{D}}(F(\bar{f})/F(s), \bar{Y}) \Psi_{X_1, \bar{Y}}(\bar{g}/\bar{t}).
\]

Hence, \( \Psi \) is natural in the first variable.

For any \( \bar{f}/\bar{s} \in \text{Hom}_{\mathcal{D}}(\bar{Y}_1, \bar{Y}_2) \), we also need to prove that the following diagram is commutative.

\[
\begin{array}{ccc}
\text{Hom}_{\mathcal{D}}(X, G(\bar{Y}_1)) & \xrightarrow{\Psi_{X, \bar{Y}_1} \bar{s}} & \text{Hom}_{\mathcal{D}}(F(X), \bar{Y}_1) \\
\downarrow \text{Hom}_{\mathcal{D}}(\bar{f}/\bar{s}, \bar{G}(\bar{Y}_1)) & & \downarrow \text{Hom}_{\mathcal{D}}(F(\bar{f}), \bar{G}(\bar{Y}_1)) \\
\text{Hom}_{\mathcal{D}}(X, G(\bar{Y}_2)) & \xrightarrow{\Psi_{X, \bar{Y}_2} \bar{t}} & \text{Hom}_{\mathcal{D}}(F(X), \bar{Y}_2)
\end{array}
\]

Let \( \bar{g}/\bar{t} \in \text{Hom}_{\mathcal{D}}(\bar{Y}_2, \bar{G}(\bar{Y})) \). On one hand, by the definition, we have that

\[
\Psi_{X, \bar{Y}_2} \text{Hom}_{\mathcal{D}}(X, \bar{G}(\bar{Y}))(\bar{g}/\bar{t}) = \Psi_{X, \bar{Y}_2}(\bar{G}(\bar{f})/\bar{G}(\bar{s}) \circ \bar{g}/\bar{t})
\]

\[
= \Psi_{X, \bar{Y}_2}((\bar{G}(\bar{f}) \circ \bar{g})/\bar{t} \circ \bar{k})
\]

\[
= (\bar{G}(\bar{f}) \circ F(g) \circ F(u))/F(t) \circ F(k)
\]

\[
= (\bar{f} \circ \bar{s}/\bar{k} \circ F(g) \circ F(u))/F(t) \circ F(k)
\]
where the composition $G(f)/G(s) \circ \overline{g}/ \overline{t} = (G(f) \circ \overline{g})/(\overline{t} \circ \overline{k})$ comes from the following commutative diagram,
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and the last equation comes from the following commutative square.

![Square 1](image)

Moreover, from diagram (3.1), we have the equation

$$FG(s) \circ F(u) = F(g) \circ F(k).$$  (3.2)

On the other hand, by the definition, we have that

$$\text{Hom}_{\mathcal{A}}(F(X), \overline{f}/\overline{t}) \psi_{X,Y_1} = \text{Hom}_{\mathcal{A}}(F(X), (\overline{g}/\overline{f})(\overline{t} \circ \overline{k}))$$

$$= \overline{f}/\overline{t} \circ (\overline{g}/\overline{f})(\overline{t} \circ \overline{k})$$

$$= (\overline{f} \circ \overline{u}' )/(\overline{t} \circ \overline{k}').$$

where the last equation comes from the following commutative diagram

![Diagram 2](image)

Thus, we have the equation

$$\overline{s} \circ \overline{u}' = \overline{g}/\overline{f} \circ \overline{t}.$$  (3.3)

By the natural transformation $\overline{e} : FG \to id$, we have the equation

$$\overline{s} \circ \overline{Z_2} = \overline{g}/\overline{f} \circ \overline{F(s)}.$$  (3.4)

Since $\overline{\mathcal{A}}$ is a multiplicative system, we take the homotopy pullback of $F(k)$ and $\overline{k}'$. Then we obtain the following commutative square

![Square 2](image)
By the above square and equations (3.2), (3.3), and (3.4), we have the following diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\bar{u} \circ \pi} & Z_2 \\
\downarrow & & \downarrow \\
\pi & & \pi
\end{array}
\]

such that

\[
\Psi \circ \bar{Z}_2 \circ F(u) \circ \bar{w} = \Psi \circ \bar{Y}_2 \circ FG(s) \circ F(u) \circ \bar{w}
\]

\[
= \Psi \circ \bar{Y}_2 \circ F(g) \circ \bar{w}
\]

\[
= \Psi \circ \bar{Y}_2 \circ F(g) \circ f \circ \bar{w}
\]

\[
= \Psi \circ \bar{U} \circ \tau
\]

Since \(F \circ g\) is a multiplicative system, there exists a morphism \(\bar{h} \in F(\bar{f}, \bar{k})\) such that the following diagram

\[
\begin{array}{ccc}
\bar{A} & \xrightarrow{\bar{h}} & \bar{K} \\
\downarrow & & \downarrow \\
\bar{X} & \xrightarrow{\bar{u} \circ \pi} & Z_2
\end{array}
\]

satisfies

\[
\Psi \circ \bar{Z}_2 \circ F(u) \circ \bar{w} \circ \bar{h} = \bar{w} \circ \tau \circ \bar{h}.
\]

At last, we show that \(\Psi_{X,Y_2} \text{Hom}_{\bar{f}}(X, G(f)/G(s))(\bar{g}/\bar{t}) = \text{Hom}_{\bar{f}}(F(X), \bar{f}/\bar{t})\). Indeed, by equation (3.5), we see that

\[
\Psi_{X,Y_2} \text{Hom}_{\bar{f}}(X, G(f)/G(s))(\bar{g}/\bar{t}) = \text{Hom}_{\bar{f}}(F(X), \bar{f}/\bar{t})
\]

Hence, \(\Psi\) is natural in the second variable.

This completes the proof. \(\square\)

**Corollary 3.5.** Keep the same notions and assumptions as Theorem 3.4. The following hold.

(1) If \(G\) is fully faithful, then so does \(\bar{G}\).

(2) If \(F\) is fully faithful, then so does \(F\).

**Proof.** (1) It suffices to show that the counit map \(\bar{\varepsilon} : \bar{F} \bar{G} \to \text{id}\) is a natural isomorphism.
By the definition of \( \varpi \), for any \( Y \in \mathcal{B} \), we have \( \varpi_Y = \Phi^{-1}_{\mathcal{G}(Y), Y}(\text{id}_{\mathcal{G}(Y)}/\text{id}_{\mathcal{G}(Y)}) = \varpi_Y/\text{id}_{\mathcal{G}(Y)} \).
Indeed, this comes from the following commutative
\[
\begin{array}{c}
\mathcal{G}(Y) \\
\downarrow \mathcal{T} \\
\mathcal{G}(Y) \xrightarrow{\text{id}_{\mathcal{G}(Y)}} \mathcal{G}(Y) \\
\downarrow \text{PB} \\
\mathcal{G}(\text{id}_{\mathcal{G}(Y)}) \\
\end{array}
\]
where \( \mathcal{T} = \mathcal{G}(\varpi_Y) \circ \text{id}_{\mathcal{G}(Y)} = \text{id}_{\mathcal{G}(Y)} \) by Lemma 2.8 (3). Since \( G \) is fully faithful, \( \varpi_Y \) is an isomorphism. Denote by \( \varpi_Y^{-1} \) the inverse of \( \varpi_Y \).
Let \( \varpi_Y^{-1} = \varpi_Y/\text{id}_{\mathcal{G}(Y)} \). We can check that \( \varpi_Y \circ \varpi_Y^{-1} = \text{id}_{\mathcal{G}(Y)}/\text{id}_{\mathcal{G}(Y)} \) and \( \varpi_Y^{-1} \circ \varpi_Y = \text{id}_{\mathcal{G}(Y)}/\text{id}_{\mathcal{G}(Y)} \).
Thus, the counit map \( \varpi : \tilde{F}\mathcal{G} \rightarrow \text{id} \) is a natural isomorphism.

(2) It suffices to show that the unit map \( \tilde{\eta} : \text{id} \rightarrow \tilde{G}\mathcal{F} \) is a natural isomorphism.

By the definition of \( \tilde{\eta} \), for any \( X \in \mathcal{A} \), we have \( \tilde{\eta}_X = \Phi^{-1}_{X, \mathcal{F}(X)}(\text{id}_{\mathcal{F}(X)}/\text{id}_{\mathcal{F}(X)}) = \eta_X/\text{id}_{\mathcal{F}(X)} \).
Indeed, this comes from the following commutative
\[
\begin{array}{c}
\mathcal{G}(\mathcal{F}(X)) \\
\downarrow \mathcal{T} \\
\mathcal{G}(\mathcal{F}(X)) \xrightarrow{\text{id}_{\mathcal{G}(\mathcal{F}(X))}} \mathcal{G}(\mathcal{F}(X)) \\
\downarrow \text{PB} \\
\mathcal{G}(\text{id}_{\mathcal{G}(\mathcal{F}(X))}) \\
\end{array}
\]
where \( \mathcal{T} = \mathcal{G}(\text{id}_{\mathcal{F}(X)}) \circ \eta_X = \eta_X \) by Lemma 2.8 (3). Since \( F \) is fully faithful, \( \eta_X \) is an isomorphism. Denote by \( \eta_X^{-1} \) the inverse of \( \eta_X \).
Let \( \eta_X^{-1} = \eta_X/\text{id}_{\mathcal{F}(X)} \). We can check that \( \eta_X \circ \eta_X^{-1} = \text{id}_{\mathcal{G}(X)}/\text{id}_{\mathcal{G}(X)} \) and \( \eta_X^{-1} \circ \eta_X = \text{id}_{\mathcal{G}(X)}/\text{id}_{\mathcal{G}(X)} \). Thus, the unit map \( \tilde{\eta} : \text{id} \rightarrow \tilde{G}\mathcal{F} \) is a natural isomorphism. \( \square \)

4. \( s \)-recollements and its properties

**Definition 4.1.** Let \( \mathcal{A} \), \( \mathcal{B} \) and \( \mathcal{C} \) be three extriangulated categories. A weak \( s \)-recollement of \( \mathcal{B} \) relative to \( \mathcal{A} \) and \( \mathcal{C} \), denoted by \( (\mathcal{A}, \mathcal{B}, \mathcal{C}) \), is a diagram of additive functors

\[
\begin{array}{ccc}
\mathcal{A} & \xrightarrow{i_*} & \mathcal{B} & \xleftarrow{j^*} & \mathcal{C} \\
\downarrow{i^!} & \downarrow{j^*} & \downarrow{j_*} & \downarrow{j^*} \\
\mathcal{A} & & \mathcal{B} & & \mathcal{C}
\end{array}
\]  \hspace{1cm} (4.1)

which satisfies the following conditions:

(SR1) \( (i^!, i_*, j^*) \) and \( (j_!, j^*, j_* \) are adjoint triples, where \( i_* \) and \( j^* \) are exact functors.

(SR2) \( j^*i_* = 0 \).

(SR3) \( i_* \), \( j_! \) and \( j_* \) are fully faithful.

(SR4) For each \( X \in \mathcal{B} \), there exist a left \( s \)-exact sequence

\[
i_*i^!X \xrightarrow{\theta_X} X \xrightarrow{d_X} j_*j^*X
\]  \hspace{1cm} (4.2)

and a right \( s \)-exact sequence

\[
j_*j^*X \xrightarrow{\nu_X} X \xrightarrow{\nu_X} i_*i^*X
\]  \hspace{1cm} (4.3)

with \( \text{Cone}(\theta_X) \in \text{Keri}^! \) and \( \text{CoCone}(\nu_X) \in \text{Keri}^* \), where all maps in these sequences are given by the adjunction morphisms.
A weak $s$-recollement $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ is said to be an $s$-recollement if moreover it satisfies the following condition:

(SR5) $\text{Ker}^\prime \cap \text{Ker}^* = 0$ or $\text{Ker}^* \cap \text{Ker}^j = 0$.

**Lemma 4.2.** Let $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ be a weak $s$-recollement of extriangulated categories. Then the sequences (4.2) and (4.3) can be extended to the following 4-terms $s$-exact sequences

$$i_* i^j X \xrightarrow{\theta_X} X \xrightarrow{\theta_X} j_* j^* X \quad \xrightarrow{0} Z$$

$$K \xrightarrow{\epsilon_X} j_* j^* X \xrightarrow{\nu_X} X \xrightarrow{\nu_X} i_* i^* X$$

with $K$ and $Z$ lie in $\text{Ker}^j$.

**Proof.** It is enough to show the existence of the first 4-terms $s$-exact sequence since the second 4-terms $s$-exact sequence can be obtained by similar argument. By (SR4), there exists a left $s$-exact sequence

$$i_* i^j X \xrightarrow{\theta_X} X \xrightarrow{\theta_X} j_* j^* X$$

with $\text{Cone}(\theta_X) \in \text{ker}^j$. Then we have two $\mathcal{E}_{\mathcal{A}}$-triangles

$$i_* i^j X \xrightarrow{\theta_X} X \xrightarrow{f_1} \text{Cone}(\theta_X) \quad \xrightarrow{0}$$

$$\text{Cone}(\theta_X) \xrightarrow{f_2} j_* j^* X \xrightarrow{0} Z \quad \xrightarrow{0} .$$

Applying the exact functor $j^*$ to the above two $\mathcal{E}_{\mathcal{A}}$-triangles, we have the following $\mathcal{E}_{\mathcal{B}}$-triangles

$$j^* i_* i^j X \xrightarrow{j^*(\theta_X)} j^* X \xrightarrow{j^*(f_1)} j^*(\text{Cone}(\theta_X)) \quad \xrightarrow{0}$$

$$j^*(\text{Cone}(\theta_X)) \xrightarrow{j^*(f_2)} j^* j_* j^* X \xrightarrow{j^* Z} \xrightarrow{0} .$$

Since $j^* i_* i^j X = 0$, we know that $j^*(f_1)$ is an isomorphism. Note that $j_*$ is fully faithful. It yields that $j^*(\theta_X)$ is an isomorphism. It follows that $j^*(f_2)$ is an isomorphism since $j^*(\theta_X) = j^*(f_2) j^*(f_1)$. Therefore, $j^* Z = 0$. It completes the proof. Similarly, we can obtain the second sequence. \hfill $\Box$

**Lemma 4.3.** Let $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ be an $s$-recollement of extriangulated categories. Then $\text{Ker}^* = \text{Im} i_*$.

**Proof.** By (NER2), we know that $\text{Im} i_* \subseteq \text{Ker}^j$. Assume that $X \in \text{Ker}^j$. Then by (SR4) and Lemma 4.2, there exist two 4-terms $s$-exact sequences:

$$i_* i^j X \xrightarrow{\theta_X} X \xrightarrow{0} Z \quad \xrightarrow{0}$$

$$K \xrightarrow{0} X \xrightarrow{\nu_X} i_* i^* X \quad \xrightarrow{0} (4.4)$$

with $K$ and $Z$ lie in $\text{Ker}^j$, $\text{Cone}(\theta_X) \in \text{Ker}^j$ and $\text{CoCone}(\nu_X) \in \text{Ker}^*$. By $s$-exact sequences (4.4) and (4.5), we have the following $\mathcal{E}_{\mathcal{B}}$-triangles

$$\text{Cone}(\theta_X) \xrightarrow{f_2} 0 \xrightarrow{0} Z \quad \xrightarrow{0}$$

$$K \xrightarrow{0} \xrightarrow{0} \xrightarrow{0} \text{CoCone}(\nu_X) \quad \xrightarrow{0} .$$

Applying the exact functor $j^*$ to the above two $\mathcal{E}_{\mathcal{B}}$-triangles, we have the following $\mathcal{E}_{\mathcal{C}}$-triangles

$$j^*(\text{Cone}(\theta_X)) \xrightarrow{j^*(f_2)} 0 \xrightarrow{0} j^*(Z) \quad \xrightarrow{0}$$

$$j^*(K) \xrightarrow{j^*(f_2)} 0 \xrightarrow{0} j^*(\text{CoCone}(\nu_X)) \quad \xrightarrow{0} .$$

Since $K$ and $Z$ lie in $\text{Ker}^j$, $j^*(Z) = 0 = j^*(K) = 0$. Thus, $j^*(\text{Cone}(\theta_X)) = 0 = j^*(\text{CoCone}(\nu_X))$. That is $\text{Cone}(\theta_X) \in \text{Ker}^j \cap \text{Ker}^j$ and $\text{CoCone}(\nu_X) \in \text{Ker}^j \cap \text{Ker}^j$. By (SR5), we have that $\text{Cone}(\theta_X) = 0$ or $\text{CoCone}(\nu_X) = 0$. Suppose that $\text{Cone}(\theta_X) = 0$. From the $\mathcal{E}_{\mathcal{B}}$-triangle $i_* i^j X \xrightarrow{\theta_X} X \xrightarrow{\nu_X} \text{Cone}(\theta_X) \xrightarrow{0}$, we have the isomorphism $X \cong i_* i^j X$. Thus, $X \in \text{Im} i_*$. By similar arguments, we get the desired result when $\text{CoCone}(\nu_X) = 0$. It completes the proof. \hfill $\Box$

**Proposition 4.4.** Let $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ be a weak $s$-recollement of extriangulated categories. If $\mathcal{A}$, $\mathcal{B}$, or $\mathcal{C}$ are abelian categories, then $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ is a recollement of abelian categories.
Proof. By Lemma 4.3, it suffices to show that in this case, weak $s$-recollement satisfies (SR5). For any $X \in \Ker i^\ast \cap \Ker j^\ast$, by Lemma 4.2, we get an exact sequence

$$0 \longrightarrow i_* i^! X \xrightarrow{\theta_X} X \xrightarrow{\varphi_X} j_* j^! X \longrightarrow Z \longrightarrow 0.$$  

Since $i_* i^! X = 0 = j_* j^! X$, be the exactness, we know that $X = 0$. Similarly, we can prove that $\Ker i^\ast \cap \Ker j^\ast = 0$. It completes the proof. \hfill \Box

Lemma 4.5. Let $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ be a weak $s$-recollement. Then the following statements hold.

(1) $i^* j_! = 0$;

(2) $i^* j_* = 0$.

Proof. (1) Let $X \in \mathcal{C}$. Since $j^* i_* = 0$, we have the following

$$\Hom_{\mathcal{C}}(i^* j_!(X), i^* j_!(X)) \cong \Hom_{\mathcal{B}}(j_!(X), i_* i^* j_!(X)) \cong \Hom_{\mathcal{B}}(X, j^* i_* i^* j_!(X)) = 0.$$  

Thus, $i^* j_! = 0$. Similarly, one can prove (2). \hfill \Box

Proposition 4.6. Let $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ be an $s$-recollement of extriangulated categories and $X \in \mathcal{B}$. Then the following statements hold.

(1) If $i'$ is exact, there exists an $E_{\mathcal{B}}$-triangle

$$i_* i^! X \xrightarrow{\theta_X} X \xrightarrow{\varphi_X} j_* j^! X \longrightarrow$$  

where $\theta_X$ and $\varphi_X$ are given by the adjunction morphisms.

(2) If $i^*$ is exact, there exists an $E_{\mathcal{B}}$-triangle

$$j^* j^! X \xrightarrow{\nu_X} X \xrightarrow{\nu_X} i_* i^! X \longrightarrow$$  

where $\nu_X$ and $\nu_X$ are given by the adjunction morphisms.

Proof. (1) Assume that $i'$ is exact. By (SR4) and Lemma 4.2, there exists an $s$-exact sequence

$$i_* i^! X \xrightarrow{\theta_X} X \xrightarrow{\varphi_X} j_* j^! X \longrightarrow Z$$  

with $\Cone(\theta_X) \in \ker i'$ and $Z \in \Ker j^*$. Then we have two $E_{\mathcal{B}}$-triangles

$$i_* i^! X \xrightarrow{\theta_X} X \xrightarrow{f_1} \Cone(\theta_X) \longrightarrow$$  

$$\Cone(\theta_X) \xrightarrow{f_2} j_* j^! X \longrightarrow Z \longrightarrow.$$  

Applying $i'$ to the bottom $E_{\mathcal{B}}$-triangle, we get the following $E_{\mathcal{B}}$-triangle

$$i' \Cone(\theta_X) \xrightarrow{i'(f_2)} i'_* j_* j^! X \longrightarrow i' Z \longrightarrow.$$  

Since $\Cone(\theta_X) \in \ker i'$ and $i'_* j_* j^! X = 0$ (by Lemma 4.5 (2)), we have $i' Z = 0$. By Lemma 4.3, there exists $Z' \in \mathcal{A}$ such that $Z \cong i_*(Z')$. Since $i_*$ is fully faithful, $Z' \cong i'_* i_*(Z') \cong i' Z = 0$. Thus, $Z \cong 0$. It implies that $f_2 \colon \Cone(\theta_X) \rightarrow j_* j^! X$ is an isomorphism. Then we get the desired $E_{\mathcal{B}}$-triangle $i_* i^! X \xrightarrow{\theta_X} X \rightarrow j_* j^! X \longrightarrow.$

(2) It follows from a similar argument as in the statement (1). \hfill \Box

Corollary 4.7. Let $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ be an $s$-recollement of extriangulated categories and $X \in \mathcal{B}$. If $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$ are triangulated categories, then $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ is a recollement of triangulated categories.

Proof. Since $i_*$ and $j^*$ are exact, by [23, Lemma 5.3.6], we have that $i^*$ and $i'$ are also exact. By Proposition 4.6, $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ is a recollement of triangulated categories. \hfill \Box

WIC Condition Let $\mathcal{A}$ be an extriangulated category.

(1) Let $f : X \rightarrow Y$ and $g : Y \rightarrow Z$ be any composable pair of morphisms in $\mathcal{A}$. If $gf$ is an inflation, then $f$ is an inflation.

(2) Let $f : X \rightarrow Y$ and $g : Y \rightarrow Z$ be any composable pair of morphisms in $\mathcal{A}$. If $gf$ is a deflation, then $g$ is a deflation.
**Definition 4.8** ([35]). A morphism \( f \) in \( \mathcal{E} \) is called compatible, if "\( f \) is both an inflation and a deflation" implies that \( f \) is an isomorphism.

It is clear that all morphisms are compatible in an exact category. While, the compatible morphisms in a triangulated category \( \mathcal{E} \) are just the isomorphisms in \( \mathcal{E} \).

Now, we will remark that each recollement of extriangulated categories in the sense of [35, Definition 3.1] is an \( \mathfrak{s} \)-recollement under (WIC) Condition.

**Proposition 4.9.** Under (WIC) Conditions, each recollement of extriangulated categories in the sense of [35, Definition 3.1] is an \( \mathfrak{s} \)-recollement.

**Proof.** Let \((\mathcal{A}, \mathcal{B}, \mathcal{C})\) be a recollement of extriangulated categories in the sense of [35, Definition 3.1]. By Definition 3.1 in the reference [35], for any \( X \in \mathcal{B} \), there exist a left exact \( \mathbb{E}_{\mathcal{A}} \)-triangle sequence

\[
i_{*}i^{*}X \xrightarrow{\theta_{X}} X \xrightarrow{j_{*}j^{*}X} i_{*}A
\]

and a right exact \( \mathbb{E}_{\mathcal{C}} \)-triangle sequence

\[
i_{*}A' \xrightarrow{j_{*}j^{*}X} X \xrightarrow{\nu_{X}} i_{*}i^{*}X
\]

with \( A \) and \( A' \) lie in \( \mathcal{A} \). Then there are four \( \mathbb{E}_{\mathcal{B}} \)-triangles:

\[
i_{*}i^{*}X \xrightarrow{\theta_{X}} X \rightarrow \text{Cone}(\theta_{X}) \rightarrow 0 \tag{4.6}
\]

\[
\text{Cone}(\theta_{X}) \xrightarrow{j_{*}j^{*}X} i_{*}A \rightarrow 0 \tag{4.7}
\]

\[
i_{*}A' \rightarrow j_{*}j^{*}X \xrightarrow{\nu_{X}} \text{CoCone}(\nu_{X}) \rightarrow 0 \tag{4.8}
\]

\[
\text{CoCone}(\nu_{X}) \rightarrow X \xrightarrow{i_{*}i^{*}X} 0 \tag{4.9}
\]

where \( f \) and \( g \) are compatible morphism.

It suffices to show that \( \text{Cone}(\theta_{X}) \in \text{Ker} i_{*} \), \( \text{CoCone}(\nu_{X}) \in \text{Ker} i_{*} \), and \( \text{Ker} i_{*} \cap \text{Ker} j^{*} = 0 \) (or \( \text{Ker} i_{*} \cap \text{Ker} j^{*} = 0 \)).

Applying the left exact functor \( i^{*} \) to the \( \mathbb{E}_{\mathcal{B}} \)-triangle (4.7), we get a \( \mathbb{E}_{\mathcal{B}} \)-triangle

\[
i^{*}(\text{Cone}(\theta_{X})) \xrightarrow{i^{*}(f)} i^{*}(j_{*}j^{*}X) \rightarrow K \rightarrow 0
\]

Since \( i^{*}j_{*}j^{*}X = 0 \) and \( i^{*}(f) \) is compatible morphism, \( i^{*}(\text{Cone}(\theta_{X})) = 0 \) and so, \( \text{Cone}(\theta_{X}) \in \text{Ker} i_{*} \).

Applying the right exact functor \( i_{*} \) to the \( \mathbb{E}_{\mathcal{B}} \)-triangle (4.8), we get a \( \mathbb{E}_{\mathcal{B}} \)-triangle

\[
W \rightarrow i^{*}j_{*}j^{*}X \xrightarrow{i^{*}(g)} i^{*}(\text{CoCone}(\nu_{X})) \rightarrow 0
\]

Since \( i^{*}j_{*}j^{*}X = 0 \) and \( i^{*}(g) \) is compatible morphism, \( i^{*}(\text{CoCone}(\nu_{X})) = 0 \) and so, \( \text{CoCone}(\nu_{X}) \in \text{Ker} i_{*} \).

For any \( Y \in \text{Ker} i_{*} \cap \text{Ker} j^{*} \), then from (4.6) and (4.7), \( Y \cong \text{Cone}(\theta_{Y}) \cong 0 \) since the compatible morphism \( f : \text{Cone}(\theta_{Y}) \rightarrow 0 \) is both inflation and deflation. By similar argument, we have \( \text{Ker} i_{*} \cap \text{Ker} j^{*} = 0 \). Therefore, the recollement \((\mathcal{A}, \mathcal{B}, \mathcal{C})\) is an \( \mathfrak{s} \)-recollement. \( \square \)

**Proposition 4.10.** Let \((\mathcal{A}, \mathcal{B}, \mathcal{C})\) be an \( \mathfrak{s} \)-recollement. Then the following statements hold.

1. If \( i^{*} \) is exact, then \( \text{Ker} i^{*} = \text{Im} j_{*} \).
2. If \( i^{*} \) is exact, then \( \text{Ker} i^{*} = \text{Im} j_{*} \).
3. If \( i^{*} \) is exact and \( j_{*} \) is right \( \mathfrak{s} \)-exact, then \( j_{*} \) is exact.
4. If \( i^{*} \) is exact and \( j_{*} \) is left \( \mathfrak{s} \)-exact, then \( j_{*} \) is exact.

**Proof.** We assume that \((\mathcal{A}, \mathcal{B}, \mathcal{C})\) is an \( \mathfrak{s} \)-recollement. Here, we just prove (1) and (3), the proofs of (2) and (4) are similar to (1) and (3), respectively.

1. Assume that \( i^{*} \) is exact. For any \( X \in \text{Ker} i^{*} \), by Lemma 4.2 and Lemma 4.3, we have an \( \mathbb{E}_{\mathcal{A}} \)-triangle

\[
i_{*}(A) \rightarrow j_{*}j^{*}(X) \rightarrow X \rightarrow 0
\]

Applying \( i^{*} \) to the above \( \mathbb{E}_{\mathcal{A}} \)-triangle, one obtain the following \( \mathbb{E}_{\mathcal{A}} \)-triangle

\[
i_{*}i^{*}(A) \rightarrow i^{*}j_{*}j^{*}(X) \rightarrow i^{*}(X) \rightarrow 0
\]
Since $i^*j_1^*(X) = i^*(X) = 0$ and $i_*$ is fully faithful, $A \cong i^*i_*(A) \cong 0$. Then $i_*(A) = 0$ and hence, $X \cong j_1^*(X)$. It means that $\text{Ker}i^* \subseteq \text{Im}j_1$. By Lemma 4.5 (1), we know that $\text{Ker}i^* = \text{Im}j_1$.

(3) It suffices to show that for any $\mathcal{E}_s$-triangle $A \xrightarrow{x} B \xrightarrow{y} C \xrightarrow{\alpha},$ the sequence

$$j_1(A) \xrightarrow{j_1(x)} j_1(B) \xrightarrow{j_1(y)} j_1(C)$$

is a conflation in $\mathcal{B}$.

Since $j_1$ is right exact, we have a right $\mathcal{E}_s$-exact sequence

$$j_1(A) \xrightarrow{j_1(x)} j_1(B) \xrightarrow{j_1(y)} j_1(C)$$

Then there are two $\mathcal{E}_s$-triangles

$$K \xrightarrow{j_1(A)} B \xrightarrow{j_1(B)} C \xrightarrow{j_1(C)}$$

(4.10)

$$Q \xrightarrow{a} j_1(B) \xrightarrow{j_1(y)} j_1(C) \xrightarrow{j_1(C)}$$

(4.11)

where $j_1(x) = ab$. Applying $i^*$ to $\mathcal{E}_s$-triangle (4.11), from the exactness of $i^*$, we have an $\mathcal{E}_s$-triangle $i^*(Q) \xrightarrow{i^*(a)} i^*j_1(B) \xrightarrow{i^*(y)} i^*j_1(C) \xrightarrow{i^*(C)}$. By Lemma 4.5 (1), we know that $i^*j_1 = 0$ and hence, $i^*(Q) = 0$. Then, for the object $Q$, by Proposition 4.6 (2), the counit map $\varepsilon_Q : i*j_1^*(Q) \xrightarrow{} Q$ is an isomorphism.

Applying the exact $j_1^*$ to $\mathcal{E}_s$-triangle (4.11), we obtain a morphism $\alpha : X \xrightarrow{} j_1^*(Q)$ such that the following diagram commutative

$$\begin{array}{ccc}
A & \xrightarrow{x} & B \\
\downarrow{\alpha} & & \downarrow{\eta_B} \\
\text{j}_1^*(Q) & \xrightarrow{j_1^*(x)} & j_1^*(B) \xrightarrow{j_1^*(y)} j_1^*(C)
\end{array}$$

Since $j_1$ is fully faithful, the unit maps $\eta_B$ and $\eta_C$ are isomorphisms. Then so does $\alpha$. Then we have the isomorphisms $j_1(A) \cong j_1^*(Q) \cong Q$. Set the isomorphism $\alpha' : j_1(A) \xrightarrow{} Q$. Then we get an $\mathcal{E}_s$-triangle

$$\begin{array}{ccc}
j_1(A) & \xrightarrow{\alpha'} & j_1(B) \\
\downarrow{\eta_A} & & \downarrow{\eta_B} \\
j_1^*(Q) & \xrightarrow{j_1^*(x)} & j_1^*(B) \xrightarrow{j_1^*(y)} j_1^*(C)
\end{array}$$

(4.12)

Since $j_1$ is fully faithful, there exist two morphisms $\alpha' : A \xrightarrow{} B$ and $b' : A \xrightarrow{} A$ such that $j_1(b') = ab$ and $j_1(b') = \alpha^{-1}b$. Then $j_1(a')j_1(b') = a'a'\alpha'^{-1}b = ab = j_1(x)$. Thus, $j_1(x - a'b') = 0$ and so, $x - a'b' = 0$ since $j_1$ is fully faithful. It means that $x = a'b'$.

Applying the exact functor $j_1^*$ to $\mathcal{E}_s$-triangle (4.12), we have the following commutative diagram

$$\begin{array}{ccc}
A & \xrightarrow{a'} & B \\
\downarrow{\eta_A} & & \downarrow{\eta_B} \\
j_1^*(Q) & \xrightarrow{j_1^*(x)} & j_1^*(B) \xrightarrow{j_1^*(y)} j_1^*(C)
\end{array}$$

Thus, $A \xrightarrow{a'} B \xrightarrow{y} C \xrightarrow{\alpha}$ is an $\mathcal{E}_s$-triangle since $\eta : j_1^*j_1 \xrightarrow{} \text{id}$ is a natural equivalence. Then we have the following commutative diagram

$$\begin{array}{ccc}
A & \xrightarrow{x} & B \\
\downarrow{\eta_A} & & \downarrow{\eta_B} \\
A & \xrightarrow{a'} & B \\
\downarrow{\eta_A} & & \downarrow{\eta_B} \\
A & \xrightarrow{x} & B \\
\downarrow{\eta_A} & & \downarrow{\eta_B} \\
C & \xrightarrow{\alpha} & C
\end{array}$$

Thus, we know that $b'$ is an isomorphism and so does $j_1(b')$. It implies that $b$ is an isomorphism since $j_1(b') = a^{-1}b$. Then we have the following commutative diagram

$$\begin{array}{ccc}
j_1(A) & \xrightarrow{j_1(x)} & j_1(B) \\
\downarrow{b} & & \downarrow{b} \\
Q & \xrightarrow{a} & j_1(B) \xrightarrow{j_1(y)} j_1(C)
\end{array}$$
Therefore, \( j_!(A) \xrightarrow{j_!(x)} j_!(B) \xrightarrow{j_!(y)} j_!(C) \) is an \( \mathcal{E}_{\mathcal{C}_0} \)-triangle.

At last, we will remark that if \((\mathcal{A}, \mathcal{B}, \mathcal{C})\) is an \(s\)-recollement, then \(\mathcal{C}\) is a localization of \(\mathcal{B}\) in the sense of [25, Theorem 3.5].

**Proposition 4.11.** Let \((\mathcal{A}, \mathcal{B}, \mathcal{C})\) be an \(s\)-recollement of extriangulated categories. Then there is a unique exact functor \(\tilde{j}^*: \mathcal{B} \to \mathcal{C}\), where \(\mathcal{B}\), equipped with an exact functor \(Q: \mathcal{B} \to \mathcal{B}\), is the localization of \(\mathcal{B}\) by \(\mathcal{I} = j^*-1(\text{Iso}\mathcal{C})\) such that \(j^* = \tilde{j}^*Q\).

**Proof.** Assume that \((\mathcal{A}, \mathcal{B}, \mathcal{C})\) is an \(s\)-recollement. Let \(\mathcal{I} = j^*-1(\text{Iso}\mathcal{C})\). By Corollary [25, Corollary 3.8], there is a unique exact functor \(\tilde{j}^*: \mathcal{B} \to \mathcal{C}\) such that \(j^* = \tilde{j}^*Q\), where \(Q\) is a composition of canonical quotient functor \(p: \mathcal{B} \to \mathcal{B}/[\mathcal{N}_\mathcal{F}]\) and localization functor \(\mathcal{Q}: \mathcal{B}/[\mathcal{N}_\mathcal{F}] \to \mathcal{B}\), see [25] for the detail. It is clearly that \(\mathcal{N}_\mathcal{F} = \text{Ker}j^* = \text{Im}i_*\). Then, \(Q(\text{Im}i_*) = 0\).

Next, we claim that \(j^*\) is an equivalence and its inverse is \(\tilde{j}^*\). For any \(X \in \mathcal{B}\), since \(j^*\) is fully faithful, we have that

\[
\tilde{j}^*(Q(X)) = Q(j_!\tilde{j}^*(Q(X))) = Q(j_!(\tilde{j}^*Q(X))) = Q(j_!(j^*(X))) \cong Q(X).
\]

Moreover, from Lemma 4.2 and Lemma 4.3, we have two \(\mathcal{E}_{\mathcal{C}_0}\)-triangles:

\[
i_*A' \to j_!j^*X \to \text{CoCone}(\nu_X) \dashrightarrow
\]
\[
\text{CoCone}(\nu_X) \to X \to i_*i^*X \dashrightarrow.
\]

Applying the exact functor \(Q\) to the above \(\mathcal{E}_{\mathcal{C}_0}\)-triangles, we have the following \(\mathcal{E}_{\mathcal{C}_0}\)-triangles:

\[
Qi_*A' \to Qj_!j^*X \to Q(\text{CoCone}(\nu_X)) \dashrightarrow
\]
\[
Q(\text{CoCone}(\nu_X)) \to Q(X) \to Qi_*i^*X \dashrightarrow.
\]

Since \(Qi_*A' = 0 = Qi_*i^*X\), we have the isomorphism \(Qj_!j^*X \cong Q(X)\). Note that \(j^* = \tilde{j}^*Q\). It follows that \(\tilde{j}^*\) is an equivalence of \(\mathcal{C}\). It completes the proof.

**Corollary 4.12.** Let \((\mathcal{A}, \mathcal{B}, \mathcal{C})\) be an \(s\)-recollement of extriangulated categories. If \(\mathcal{A}\), \(\mathcal{B}\), and \(\mathcal{C}\) are triangulated (or, abelian) categories, then there is an equivalence between \(\mathcal{B}\) and \(\mathcal{B}/[i_*(\mathcal{A})]\), where \(\mathcal{B}\) is the localization of \(\mathcal{B}\) by \(\mathcal{I} = j^*-1(\text{Iso}\mathcal{C})\).

**Proof.** By Corollary 4.7 (or, Proposition 4.4), we know that \(\mathcal{C}\) is equivalent to \(\mathcal{B}/[i_*(\mathcal{A})]\). From Proposition 4.11, we get the desired equivalence.

We end this section with the following result which describes the localization category \(\mathcal{C}\) of \(\mathcal{B}\) by perpendicular subcategories.

**Lemma 4.13.** Let \((F, G)\) be an adjoint pair between extriangulated categories \(\mathcal{A}\) and \(\mathcal{B}\). The following hold:

1. If \(G: \mathcal{B} \to \mathcal{A}\) is exact, then \(F\) preserves projective objects.
2. If \(F: \mathcal{A} \to \mathcal{B}\) is exact, then \(G\) preserves injective objects.

**Proof.** We just prove (1) and (2) can be obtained by dual arguments.

(1) This proof is similar to [35, Lemma 3.3 (3)]. For convenience, we give the details.
Let \(P\) be a projective object of \(\mathcal{A}\). Assume that

\[
X \xrightarrow{f} Y \xrightarrow{g} Z \dashrightarrow
\]

is an arbitrary \(\mathcal{E}_{\mathcal{C}_0}\)-triangle. As \(G: \mathcal{B} \to \mathcal{A}\) is exact, we have an \(\mathcal{E}_{\mathcal{C}_0}\)-triangle

\[
G(X) \xrightarrow{G(f)} G(Y) \xrightarrow{G(g)} G(Z) \dashrightarrow.
\]
Applying the Hom$_{\mathcal{A}}(F(P), -)$ to the above $\mathcal{E}_{\mathcal{A}}$-triangle, by adjointness of $(F, G)$, we have the following commutative diagram

$$
\begin{array}{ccc}
\text{Hom}_{\mathcal{A}}(F(P), Y) & \xrightarrow{\eta_{P,Y}} & \text{Hom}_{\mathcal{A}}(F(P), Z) \\
\eta_{P,Z} & & \\
\text{Hom}_{\mathcal{A}}(P, G(Y)) & \xrightarrow{\eta_{P,Z}} & \text{Hom}_{\mathcal{A}}(P, G(Z))
\end{array}
$$

where the vertical arrows are isomorphisms. Since $P$ is projective, Hom$_{\mathcal{A}}(P, G(b))$ is epic. Note that $\eta_{P,Y}$ and $\eta_{P,Z}$ are isomorphisms. Then, Hom$_{\mathcal{A}}(F(P), b)$ is epic. Therefore, $F(P)$ is a projective object of $\mathcal{B}$.

**Proposition 4.14.** Let $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ be an $s$-recollement of extriangulated categories. Assume that $\mathcal{C}$ has enough projective and injective objects. Set

$$
\mathcal{X} = \{B \in \mathcal{B} \mid \exists A \text{ a right } s\text{-exact sequence } j_!(P_i) \to j_!(P_0) \xrightarrow{f} B \text{ in } \mathcal{B}, \text{ CoCone}(f) \in \text{ KerHom}_{\mathcal{A}}(-, i_*(\mathcal{A})), \} \\
\mathcal{Y} = \{B \in \mathcal{B} \mid \exists A \text{ a left } s\text{-exact sequence } B \xrightarrow{g} j_!(I_0) \to j_!(I_1) \text{ in } \mathcal{B}, \text{ CoCone}(g) \in \text{ KerHom}_{\mathcal{A}}(i_*(\mathcal{A}), -), \}
$$

Then the following hold.

1. If $j_!$ is right $s$-exact, then $\mathcal{X} \cap \text{ KerHom}_{\mathcal{A}}(-, i_*(\mathcal{A})) = \cap i_*(\mathcal{A})$ and there is an equivalence $\cap i_*(\mathcal{A}) \to \mathcal{C}$, where $\cap i_*(\mathcal{A}) = \text{ KerHom}_{\mathcal{A}}(-, i_*(\mathcal{A})) \cap \text{ KerE}_{\mathcal{A}}(-, i_*(\mathcal{A}))$.

2. If $j_*$ is left $s$-exact, then $\mathcal{Y} \cap \text{ KerHom}_{\mathcal{A}}(i_*(\mathcal{A}), -) = i_*(\mathcal{A}) \cap \mathcal{C}$ and there is an equivalence $i_*(\mathcal{A}) \cap \mathcal{C} \to \mathcal{C}$, where $i_*(\mathcal{A}) \cap \mathcal{C} = \text{ KerHom}_{\mathcal{A}}(i_*(\mathcal{A}), -) \cap \text{ KerE}_{\mathcal{A}}(i_*(\mathcal{A}), -)$.

**Proof.** (1) Let $B \in \mathcal{X} \cap \text{ KerHom}_{\mathcal{A}}(-, i_*(\mathcal{A}))$. Then there is an $\mathcal{E}_{\mathcal{A}}$-triangle

$$
\text{CoCone}(f) \xrightarrow{\nu_B} B \xrightarrow{\nu_B} B
$$

with CoCone$(f) \in \text{ KerHom}_{\mathcal{A}}(-, i_*(\mathcal{A}))$. For any $A \in \mathcal{A}$, applying the functor Hom$_{\mathcal{A}}(-, i_*(A))$ to the above $\mathcal{E}_{\mathcal{A}}$-triangle, we have the exact sequence

$$
\rightarrow \text{ Hom}_{\mathcal{A}}(j_!(P_0), i_*(A)) \rightarrow \text{ Hom}_{\mathcal{A}}(\text{ CoCone}(f), i_*(A)) \rightarrow \text{ Hom}_{\mathcal{A}}(B, i_*(A)) \rightarrow \text{ Hom}_{\mathcal{A}}(j_!(P_0), i_*(A)) \rightarrow
$$

By Lemma 4.13, $j_!(P_0)$ is projective. It yields that $\mathcal{E}_{\mathcal{A}}(j_!(P_0), i_*(A)) = 0$. Using the adjoint pair $(j_!, j_*)$, we infer that Hom$_{\mathcal{A}}(j_!(P_0), i_*(A)) \cong \text{ Hom}_{\mathcal{A}}(P_0, j_!i_*(A)) = 0$ since $j_!i_*(A) = 0$. It implies that $\mathcal{E}_{\mathcal{A}}(B, i_*(A)) \cong \text{ Hom}_{\mathcal{A}}(\text{ CoCone}(f), i_*(A)) = 0$. Thus, $\mathcal{X} \cap \text{ KerHom}_{\mathcal{A}}(-, i_*(\mathcal{A})) \subseteq \cap i_*(\mathcal{A})$.

Now, suppose $B \in \cap i_*(\mathcal{A})$. Then $j^*(B) \in \mathcal{C}$. Since $\mathcal{C}$ has enough projective objects, there is a deflation $\alpha : P_0 \to j^*(B)$, where $P_0 \in \text{ ProjCone}$. Since $j_!$ is right $s$-exact, $j_!(\alpha) : j_!(P_0) \to j_!j^*(B)$ is a deflation. By (SR4) and Lemma 4.3, there are two $\mathcal{E}_{\mathcal{A}}$-triangles

$$
i_*(A') \xrightarrow{} j_!j^*(B) \xrightarrow{\nu_B} \text{ CoCone}(\nu_B) \xrightarrow{} \\
\text{ CoCone}(\nu_B) \xrightarrow{} B \xrightarrow{\nu_B} i_*(B) \xrightarrow{}
$$

where $fg = \nu_B$ is a counit map. Note that Hom$_{\mathcal{A}}(B, i_*(\mathcal{A})) = 0$. We infer that $\nu_B = 0$. Thus, by (ET3)$^{op}$, we have the following commutative diagram

$$
\begin{array}{ccc}
B & \xrightarrow{1} & B & \rightarrow & 0 & - & - & - \\
\| & & \| & & \| & & \| & & \\
\text{ CoCone}(\nu_B) & \xrightarrow{f} & B & \rightarrow & 0 & - & - & -
\end{array}
$$

Thus, $f \beta = 1$ and hence $f$ is a deflation since $f$ is a retraction. It yields that $\nu_B = fg$ is a deflation by [26, Remark 2.16]. Thus, $\nu_B j_!(\alpha) : j_!(P_0) \to B$ is a deflation. Then there is an $\mathcal{E}_{\mathcal{A}}$-triangle

$$
K_0 \xrightarrow{\lambda} j_!(P_0) \xrightarrow{\nu_B j_!(\alpha)} B \xrightarrow{}
$$
where $K_{0} = \text{CoCone}(v_{B}j_{i}(\alpha))$. Applying the functor $\text{Hom}_{\mathcal{E}}(-, i_{*}(A))$ to the above $\mathcal{E}_{\mathcal{E}}$-triangle, we have the exact sequence

$$\to \text{Hom}_{\mathcal{E}}(j_{i}(P_{0}), i_{*}(A)) \to \text{Hom}_{\mathcal{E}}(K_{0}, i_{*}(A)) \to \mathcal{E}_{\mathcal{E}}(B, i_{*}(A)) \to \text{Hom}_{\mathcal{E}}(j_{i}(P_{0}), i_{*}(A)) \to$$

It is easy to see that $\text{Hom}_{\mathcal{E}}(j_{i}(P_{0}), i_{*}(A)) = \mathcal{E}_{\mathcal{E}}(B, i_{*}(A)) = 0$. Thus, $K_{0} \in \text{KerHom}_{\mathcal{E}}(-, i_{*}(A))$. Repeating the above arguments, there is a deflation $\gamma : j_{i}(P_{1}) \to K_{0}$. Thus, there is a right $s$-exact sequence $j_{i}(P_{1}) \xrightarrow{\delta} j_{i}(P_{0}) \xrightarrow{v_{B}j_{i}(\alpha)} B \to \text{CoCone}(v_{B}j_{i}(\alpha))$ with $\text{CoCone}(v_{B}j_{i}(\alpha)) \in \text{KerHom}_{\mathcal{E}}(-, i_{*}(A))$. Therefore, $B \in \mathcal{E} \cap \text{KerHom}_{\mathcal{E}}(-, i_{*}(\mathcal{A}))$ and so, $v_{B}i_{*}(\mathcal{A}) \subseteq \mathcal{E} \cap \text{KerHom}_{\mathcal{E}}(-, i_{*}(\mathcal{A}))$.

Next, we show that $j_{*}^{\prime}$ induces the equivalence $v_{B}i_{*}(\mathcal{A}) \to \mathcal{C}$.

Assume that $B \in v_{B}i_{*}(\mathcal{A})$. Then, from the above arguments, there is an $\mathcal{E}_{\mathcal{E}}$-triangle

$$i_{*}(A') \to j_{i}^{*}(B) \xrightarrow{\varphi_{B}} B \to$$

Since $\mathcal{E}_{\mathcal{E}}(B, i_{*}(\mathcal{A})) = 0$, the above $\mathcal{E}_{\mathcal{E}}$-triangle is split and hence, $j_{i}^{*}(B) \cong B \oplus i_{*}(A')$. Moreover, applying $\text{Hom}_{\mathcal{E}}(-, i_{*}(A'))$ to this split $\mathcal{E}_{\mathcal{E}}$-triangle, we have the following exact sequence

$$\to \text{Hom}_{\mathcal{E}}(j_{i}^{*}(B), i_{*}(A')) \to \text{Hom}_{\mathcal{E}}(i_{*}(A'), i_{*}(A')) \to \mathcal{E}_{\mathcal{E}}(B, i_{*}(A')) \to$$

Note that $\text{Hom}_{\mathcal{E}}(j_{i}^{*}(B), i_{*}(A')) \cong \text{Hom}_{\mathcal{E}}(j_{i}^{*}(B), j_{i}^{*}(A')) = 0$ and $\mathcal{E}_{\mathcal{E}}(B, i_{*}(A')) = 0$ since $j_{i}^{*}i_{*} = 0$ and $\mathcal{E}_{\mathcal{E}}(B, i_{*}(\mathcal{A})) = 0$. Thus, $\text{Hom}_{\mathcal{E}}(i_{*}(A'), i_{*}(A')) = 0$ and so $i_{*}(A') = 0$. Therefore, $j_{i}^{*}(B) \cong B$. It implies that $j_{*}^{\prime} : v_{B}i_{*}(\mathcal{A}) \to \mathcal{C}$ is an equivalence.

(2) can be proved by similar arguments. □

**Corollary 4.15.** ([29, Proposition 3.2]) Let $(\mathcal{A}, \mathcal{B}, \mathcal{C})$ be a recollement of abelian categories. Assume that $\mathcal{C}$ has enough projective and injective objects. Set

$\mathcal{E} = \{B \in \mathcal{B} : \exists \text{ a right exact sequence } j_{i}(P_{1}) \to j_{i}(P_{0}) \xrightarrow{j} B \text{ in } \mathcal{B}, \text{ where } P_{i} \in \text{Proj}E\}$

$\mathcal{E}' = \{B \in \mathcal{B} : \exists \text{ a left exact sequence } B \xrightarrow{B} j_{i}(I_{0}) \to j_{*}(I_{1}) \text{ in } \mathcal{B}, \text{ where } I_{i} \in \text{Inj}E\}$

$s^{-1}i_{*}(\mathcal{A}) = \text{KerHom}_{\mathcal{E}}(-, i_{*}(\mathcal{A})) \cap \text{KerE}_{\mathcal{E}}(-, i_{*}(\mathcal{A}))$

$i_{*}(\mathcal{A})s^{-1} = \text{KerHom}_{\mathcal{E}}(i_{*}(\mathcal{A}), -) \cap \text{KerE}_{\mathcal{E}}(i_{*}(\mathcal{A}), -)$.

Then the following hold.

(1) $\mathcal{E}' = s^{-1}i_{*}(\mathcal{A})$ and there is an equivalence $\mathcal{E}' \to \mathcal{C}$.

(2) $\mathcal{E}' = i_{*}(\mathcal{A})s^{-1}$ and there is an equivalence $\mathcal{E}' \to \mathcal{C}$.

**Proof.** It is enough to show that $\mathcal{E} \cap \text{KerHom}_{\mathcal{E}}(-, i_{*}(\mathcal{A})) = \mathcal{E}'$. Clearly, one can see that $\mathcal{E} \cap \text{KerHom}_{\mathcal{E}}(-, i_{*}(\mathcal{A})) \subseteq \mathcal{E}'$. Next, for any $B \in \mathcal{E}'$, there are two short exact sequences

$$0 \to K_{1} \to j_{i}(P_{1}) \to K_{0} \to 0$$

$$0 \to K_{0} \to j_{i}(P_{0}) \xrightarrow{j} B \to 0$$

where $K_{0} = \text{Ker}f$. For any $A \in \mathcal{A}$, applying the functor $\text{Hom}_{\mathcal{E}}(-, i_{*}(\mathcal{A}))$ to them, we have the following exact sequences

$$0 \to \text{Hom}_{\mathcal{E}}(K_{0}, i_{*}(\mathcal{A})) \to \text{Hom}_{\mathcal{E}}(j_{i}(P_{1}), i_{*}(\mathcal{A})) \to \text{Hom}_{\mathcal{E}}(K_{1}, i_{*}(\mathcal{A})) \to$$

$$0 \to \text{Hom}_{\mathcal{E}}(B, i_{*}(\mathcal{A})) \to \text{Hom}_{\mathcal{E}}(j_{i}(P_{0}), i_{*}(\mathcal{A})) \to \text{Hom}_{\mathcal{E}}(K_{0}, i_{*}(\mathcal{A})) \to$$

Using the adjoint pair $(j_{*}, j^{*})$, we have that $\text{Hom}_{\mathcal{E}}(j_{i}(P_{1}), i_{*}(\mathcal{A})) \cong \text{Hom}_{\mathcal{E}}(P_{1}, j^{*}i_{*}(\mathcal{A})) = 0$ since $j^{*}i_{*} = 0$. Thus, $\text{Hom}_{\mathcal{E}}(K_{1}, i_{*}(\mathcal{A})) = 0$. Similarly, $\text{Hom}_{\mathcal{E}}(B, i_{*}(\mathcal{A})) = 0$. This completes the proof. By Proposition 4.14 (1), we show the statement (1).

Finally, similar arguments prove the statement (2). □

**5. Applications**

**Definition 5.1.** [25] Let $(\mathcal{A}, \mathcal{E}, s)$ be an extriangulated category

(1) A full additive subcategory $\mathcal{N} \subseteq \mathcal{A}$ is called a thick subcategory if it satisfies the following conditions.

(a) $\mathcal{N}$ is closed by isomorphisms and direct summands.

(b) $\mathcal{N}$ satisfies 2-out-of-3 for cofibrations. Namely, if any two of objects $A, B, C$ in an

cofibration $A \xrightarrow{x} B \xrightarrow{y} C$ belong to $\mathcal{N}$, then so does the third.
(2) A thick subcategory \( \mathcal{N} \subseteq \mathcal{A} \) is called bisolving, if for any \( A \in \mathcal{A} \) there exists an inflation \( C \to N \) and a deflation \( N' \to C \) for some \( N, N' \in \mathcal{N} \).

**Definition 5.2.** [25] Let \( (\mathcal{A}, \mathcal{E}, \mathcal{s}) \) be an extriangulated category. For a thick subcategory \( \mathcal{N} \subseteq \mathcal{A} \), we associate the following classes of morphisms.

\[
\begin{align*}
\mathcal{R} & = \{ f \in \mathcal{M} \mid f \text{ is an inflation with } \text{Cone}(f) \in \mathcal{N} \} \\
\mathcal{L} & = \{ f \in \mathcal{M} \mid f \text{ is a deflation with } \text{CoCone}(f) \in \mathcal{N} \}
\end{align*}
\]

Define \( \mathcal{I}_\mathcal{N} \subseteq \mathcal{M} \) to be the smallest subset closed by compositions containing both \( \mathcal{R} \) and \( \mathcal{L} \). It is obvious that \( \mathcal{I}_\mathcal{N} \) satisfies condition (M0) in Section 3.

**Remark 5.3.** [25] \( \mathcal{I}_\mathcal{N} \) coincides with the set of all finite compositions of morphisms in \( \mathcal{R} \) and \( \mathcal{L} \). Moreover, \( \mathcal{N}_{\mathcal{I}_\mathcal{N}} = \mathcal{N} \), see [25, Lemma 4.5].

**Lemma 5.4.** Let \( \mathcal{A} \) and \( \mathcal{B} \) be extriangulated categories. Assume that \( \mathcal{N}_1 \) and \( \mathcal{N}_2 \) are thick subcategories of \( \mathcal{A} \) and \( \mathcal{B} \), respectively. If the exact functor \( F \) satisfies \( F(\mathcal{N}_1) \subseteq \mathcal{N}_2 \), then \( F(\mathcal{I}_{\mathcal{N}_1}) \subseteq \mathcal{I}_{\mathcal{N}_2} \).

**Proof.** Let \( f \in \text{Hom}_\mathcal{A}(X, Y) \). If \( f \in \mathcal{R}_\mathcal{A} \), then there is a \( \mathcal{E}_A \)-triangle \( X \xrightarrow{f} Y \to \text{Cone}(f) \to X \). Applying the exact functor \( F \) to this triangle, we have the \( \mathcal{E}_B \)-triangle \( F(X) \xrightarrow{F(f)} F(Y) \to F(\text{Cone}(f)) \to F(X) \). Thus, \( F(\mathcal{N}_1) \subseteq \mathcal{N}_2 \) and \( F(\mathcal{I}_{\mathcal{N}_1}) \subseteq \mathcal{I}_{\mathcal{N}_2} \). Dually, we can prove that \( F(\mathcal{I}_{\mathcal{B}}) \subseteq \mathcal{I}_{\mathcal{A}} \). Note that \( \mathcal{I}_{\mathcal{N}_1} \) coincides with the set of all finite compositions of morphisms in \( \mathcal{R}_\mathcal{A} \) and \( \mathcal{L}_\mathcal{B} \). Hence, for any \( h \in \mathcal{I}_{\mathcal{N}_1} \), \( F(h) \in \mathcal{I}_{\mathcal{N}_2} \).

**Proposition 5.5.** [25] Let \( \mathcal{A} \) be an extriangulated category satisfying (WIC) condition, or \( \mathcal{A} \) be an exact category. If \( \mathcal{N} \) is a bisolving thick subcategory of \( \mathcal{A} \), then the following hold.

1. \( \mathcal{I}_\mathcal{N} = \mathcal{R} \circ \mathcal{L} \).
2. \( \mathcal{R}(\mathcal{I}_\mathcal{N}) = \mathcal{I}_\mathcal{N} \).
3. \( \mathcal{I}_\mathcal{N} \) satisfies (MR1), . . . , (MR4).
4. The localization of \( \mathcal{A} \) by \( \mathcal{I}_\mathcal{N} \) corresponds to a triangulated category.

**Definition 5.6.** (1)[(2)] A recollement of triangulated categories is a diagram of triangulated categories and triangle functors

\[
\mathcal{A} \xleftarrow{i^*} \mathcal{B} \xrightarrow{j_*} \mathcal{C},
\]

satisfying

(R1) \( (i^*, i_*) \), \( (i_*, i^!) \), and \( (j_!, j^*) \), \( (j^!, j_*) \) are adjoint pairs;
(R2) \( i_*, j_* \) are fully faithful functors;
(R3) \( j^! \circ i_* = 0 \);
(R4) for each \( X \in \mathcal{B} \) there are triangles

\[
\begin{align*}
&j^*j^!(X) \to X \to i_*i^*(X) \to i_*i^!(X)[1] \\
i_*i^!(X) \to X \to j_*j^!(X) \to j_*j^*(X)[1],
\end{align*}
\]

where the arrows to and from \( C \) are the counit and the unit, respectively.

(2) ([3,20,30]) A lower recollement of \( \mathcal{C}' \) and \( \mathcal{C}'' \) is a diagram of triangle functors

\[
\mathcal{A} \xleftarrow{i^!} \mathcal{B} \xrightarrow{j_*} \mathcal{C},
\]

such that the conditions involved \( i^! \), \( i_* \), \( j_* \), \( j^* \) in (1) are satisfied. Dually, one can define the upper recollement.

In what follows, add \( \mathcal{X} \subseteq \mathcal{A} \) denotes the smallest additive full subcategory containing \( \mathcal{X} \), closed by isomorphisms and direct summands. All extriangulated categories containing in \( \mathcal{X} \)-recollements are assumed to satisfy the (WIC) condition.
Proposition 5.7. Let $(\mathcal{A}, B, \mathcal{C})$ be an s-recollement of extriangulated categories. Assume that $\mathcal{N}$ is a biresolving thick subcategory of $B$ such that $i_*i^!(\mathcal{N}) \subseteq \mathcal{N}$. Set $\mathcal{N}_1 = \text{add}i^!\mathcal{N}$ and $\mathcal{N}_2 = \text{add}j^*\mathcal{N}$. If $i^!$ is exact and $j_*$ is left s-exact, then there is a lower recollement of triangulated categories.

\[
\begin{array}{c}
\mathcal{A} \\
\uparrow_{i_*} \\
\mathcal{B} \\
\downarrow_{j_*} \\
\mathcal{C}
\end{array}
\]  

where $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$ are the localizations by $\mathcal{I}_{\mathcal{N}_1}$, $\mathcal{I}_{\mathcal{N}}$, and $\mathcal{I}_{\mathcal{N}_2}$.

**Proof.** First, we show that $\mathcal{N}_1$ and $\mathcal{N}_2$ are biresolving thick subcategory of $\mathcal{A}$ and $\mathcal{C}$, respectively. For any conflation $X \to Y \to Z$, since $i_*$ is exact, we have a conflation $i_*(X) \to i_*(Y) \to i_*(Z)$ in $B$. Since $i_*i^!(\mathcal{N}) \subseteq \mathcal{N}$ and $i_*$ is fully faithful, by the 2-out-of-3 property of $\mathcal{N}$, we know that $\mathcal{N}_1$ satisfies the 2-out-of-3 property.

For any $X \in \mathcal{A}$, $i_*(X) \in B$. Then there is an inflation $i_*(X) \to N$ and a deflation $N' \to i_*(X)$. Since $i^!$ is exact, $i^!i_*(X) \to i^!(N)$ is an inflation and $i^!(N') \to i^!i_*(X)$ is a deflation. Since $i_*$ is fully faithful, $i^!i_*(X) \cong X$. Thus, $\mathcal{N}_1$ is a biresolving thick subcategory of $\mathcal{A}$.

Since $i^!$ is exact and $j_*$ is left s-exact, we know that $j_*$ is exact by Proposition 4.10. Moreover, by Proposition 4.6, there is an $\mathcal{E}_{\mathcal{A}}$-triangle

\[
i_*i^!(X) \to X \to j_*j^*(X) \dashrightarrow\]

for any $X \in B$. Then, for any $X \in \mathcal{N}$, by the 2-out-of-3 property, $j_*j^*(X) \in \mathcal{N}$. Hence, $\text{add}i^!\mathcal{N} \subseteq \mathcal{N}$. By similar arguments of $\mathcal{N}_1$, we know that $\mathcal{N}_2$ is a biresolving thick subcategory of $B$.

Now, we know that $i^!\mathcal{N} \subseteq \mathcal{N}_1$, $j^*\mathcal{N} \subseteq \mathcal{N}_2$, $i_*(\mathcal{N}_1) \subseteq \mathcal{N}$ and $j_*(\mathcal{N}_2) \subseteq \mathcal{N}$. Moreover, these four functors are all exact. By Lemma 3.4, Theorem 3.4, and Proposition 5.5, there is a diagram of exact functors

\[
\begin{array}{c}
\mathcal{A} \\
\uparrow_{\tilde{i}} \\
\mathcal{B} \\
\downarrow_{\tilde{j}} \\
\mathcal{C}
\end{array}
\]

where $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$ are the localizations by $\mathcal{I}_{\mathcal{N}_1}$, $\mathcal{I}_{\mathcal{N}_2}$, $(\tilde{i}, \tilde{i}^!)$ and $(\tilde{j}, \tilde{j}^!)$ are adjoint pairs. By Corollary 3.5, we know that $\tilde{i}$ and $\tilde{j}$ are fully faithful. By Corollary 3.3, $\tilde{i}^!\tilde{j}(Q_{\mathcal{A}}(X)) = Q_{\mathcal{A}}\tilde{i}^!\tilde{j}(X) = Q_{\mathcal{A}}(0) = 0$, $Q_{\mathcal{A}}\tilde{i}^!\tilde{j}(X) = \tilde{i}^!\tilde{j}(Q_{\mathcal{A}}(X))$ and $Q_{\mathcal{A}}\tilde{i}^!\tilde{j}(Q_{\mathcal{A}}(X)) = \tilde{j}^!\tilde{j}(Q_{\mathcal{A}}(X))$, for any $X \in B$. Then, applying the exact functor $Q_{\mathcal{A}}$ to the $\mathcal{E}_{\mathcal{A}}$-triangle (5.1), we have the following $\mathcal{E}_{\mathcal{A}}$-triangle

\[
i^!\tilde{j}(Q_{\mathcal{A}}(X)) \to Q_{\mathcal{A}}(X) \to j_*j^!(Q_{\mathcal{A}}(X)) \dashrightarrow,
\]

which is a triangle of triangulated category $\mathcal{B}$.

Therefore, the diagram (5.2) is a lower recollement of triangulated categories.

Dually, we have the following result.

Proposition 5.8. Let $(\mathcal{A}, B, \mathcal{C})$ be an s-recollement of extriangulated categories. Assume that $\mathcal{N}$ is a biresolving thick subcategory of $B$ such that $i_*i^!(\mathcal{N}) \subseteq \mathcal{N}$. Set $\mathcal{N}_1 = \text{add}i^!\mathcal{N}$ and $\mathcal{N}_2 = \text{add}j^*\mathcal{N}$. If $i^!$ is exact and $j_*$ is right s-exact, then there is an upper recollement of triangulated categories.

\[
\begin{array}{c}
\mathcal{A} \\
\uparrow_{i_*} \\
\mathcal{B} \\
\downarrow_{j_*} \\
\mathcal{C}
\end{array}
\]  

where $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$ are the localizations by $\mathcal{I}_{\mathcal{N}_1}$, $\mathcal{I}_{\mathcal{N}_2}$, and $\mathcal{I}_{\mathcal{N}_2}$.

Corollary 5.9. Let $(\mathcal{A}, B, \mathcal{C})$ be an s-recollement of extriangulated categories. Assume that $\mathcal{N}$ is a biresolving thick subcategory of $B$ such that $i_*i^!(\mathcal{N}) \subseteq \mathcal{N}$ and $j_*j^*(\mathcal{N}) \subseteq \mathcal{N}$. Set $\mathcal{N}_1 = \text{add}i^!\mathcal{N}$ and $\mathcal{N}_2 = \text{add}j^*\mathcal{N}$. If both $i^!$ and $j_*$ are exact, $j_*$ is left s-exact, then there is a recollement of triangulated categories.

\[
\begin{array}{c}
\mathcal{A} \\
\uparrow_{i_*} \\
\mathcal{B} \\
\downarrow_{j_*} \\
\mathcal{C}
\end{array}
\]  

where $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$ are the localizations by $\mathcal{I}_{\mathcal{N}_1}$, $\mathcal{I}_{\mathcal{N}_2}$, and $\mathcal{I}_{\mathcal{N}_2}$.
\textbf{Proof.} By Proposition 5.7, there is a lower recollement of triangulated categories.

\[
\begin{array}{cccc}
\mathcal{A} & \hookrightarrow & \mathcal{B} & \twoheadrightarrow \mathcal{C},
\end{array}
\]

where \( \mathcal{A}, \mathcal{B} \) and \( \mathcal{C} \) are the localizations by \( \mathcal{I}_N \), \( \mathcal{J}_N \) and \( \mathcal{I}_N \). Then \( \mathcal{A} \cong \ker j^* \).

Since \( j_j^*(N) \subseteq N \) and \( j_i \) is exact, by Theorem 3.4 and Corollary 3.5, the exact functor \( j_j^* \) admits a fully faithful left adjoint functor \( \tilde{j}_i \). By [37, Corollary 2.6], the embedding functor \( \tilde{i}_* \) admits a left adjoint functor \( \tilde{i}^* \) such that

\[
\begin{array}{cccc}
\mathcal{A} & \hookrightarrow & \mathcal{B} & \twoheadrightarrow \mathcal{C},
\end{array}
\]

is an upper recollement. Then, we have the recollement (5.3).

\textbf{Corollary 5.10.} Let \( (\mathcal{A}, \mathcal{B}, \mathcal{C}) \) be an \( s \)-recollement of extriangulated categories. Assume that \( N \) is a biresolving subcategory of \( \mathcal{B} \) such that \( i_* i^*(N) \subseteq N \) and \( j_* j^*(N) \subseteq N \). Set \( \mathcal{N}_1 = \text{add}^1(N) \) and \( \mathcal{N}_2 = \text{add}^1(N) \). If both \( i^* \) and \( j_* \) are exact, \( j_* \) is right \( s \)-exact, then there is a recollement of triangulated categories.

\[
\begin{array}{cccc}
\mathcal{A} & \hookrightarrow & \mathcal{B} & \twoheadrightarrow \mathcal{C},
\end{array}
\]

where \( \mathcal{A}, \mathcal{B} \) and \( \mathcal{C} \) are the localizations by \( \mathcal{I}_N, \mathcal{J}_N \) and \( \mathcal{I}_N \).

\textbf{Example 5.11.} Let \( A \) be a finite dimension algebra over field \( k \) and \( T_2(A) \) be the upper triangular matrix algebra \( \left[ \begin{array}{cc} d & A \\ 0 & d \end{array} \right] \). It is well-known that each left \( \Lambda \)-module can be uniquely described as \( \left[ \begin{array}{c} Y \\ f \end{array} \right] \), where \( f : X \to Y \) is a left \( \Lambda \)-module homomorphism.

By [29, Example 2.12], we have a recollement of module categories

\[
\begin{array}{cccc}
\text{Mod} A & \hookrightarrow & \text{Mod} T_2(A) & \twoheadrightarrow \text{Mod} A.
\end{array}
\]

where

\[
\begin{array}{cccc}
i^*(\left[ \begin{array}{c} Y \\ f \end{array} \right]) = \text{Coker} f & i_*(X) = \left[ \begin{array}{c} 0 \\ X \end{array} \right] & \tilde{i}^*(\left[ \begin{array}{c} Y \\ f \end{array} \right]) = X \\
j_*(Y) = \left[ \begin{array}{c} Y \\ f \end{array} \right] & j_*(X) = \left[ \begin{array}{c} 0 \\ X \end{array} \right] & \tilde{j}_*(Y) = \left[ \begin{array}{c} 0 \\ X \end{array} \right].
\end{array}
\]

Here, all functors but \( i^* \) are exact.

Now, we lift the recollement (5.4) of module categories to that of categories of chain complexes. Let \( A \) and \( B \) be abelian categories. We denote by \( \text{Ch}(A) \) the category of chain complexes over \( A \). Let \( \text{Ch}_{ac}(A) \) be the subcategory of acyclic complexes. By [33, Example 2], we know that \( \text{Ch}_{ac}(A) \) is a biresolving subcategory of \( \text{Ch}(A) \) and the localization \( \widehat{\text{Ch}}(A) \) by \( \mathcal{I}_{\text{Ch}_{ac}(A)} \) is just the derived category \( D(A) \). Let \( F : A \to B \) be an additive functor. For any \( X^\bullet = (X^n, d^n) \in \text{Ch}(A) \), define \( F^C(X^\bullet) \) (or written as \( F_C(X^\bullet) \)) to be the complex of which the component and differentiation of degree \( n \) are \( F(X^n) \) and \( F(d^n) \) respectively, for any \( n \in \mathbb{Z} \). Then, by [6, Theorem 5.3], we have a new recollement of abelian categories

\[
\begin{array}{cccc}
\text{Ch}(A) & \hookrightarrow & \text{Ch}(T_2(A)) & \twoheadrightarrow \text{Ch}(A).
\end{array}
\]

It is easy to check that all functors but \( i^* \) are exact since all functors contained in the recollement (5.4) but \( i^* \) are exact. Note that \( \mathcal{N}_1 = j_j^*(\text{Ch}_{ac}(T_2(A))) = \text{Ch}_{ac}(A) \) and \( \mathcal{N}_2 = \tilde{j}^*(\text{Ch}_{ac}(T_2(A))) = \text{Ch}_{ac}(A) \). Since \( j_j^* \) is exact, \( j_j^*(\text{Ch}_{ac}(A)) \subseteq \text{Ch}_{ac}(T_2(A)) \). By Corollary 5.9, we get the following recollement of derived categories

\[
\begin{array}{cccc}
\text{D}(\text{Mod} A) & \hookrightarrow & \text{D}(\text{Mod} T_2(A)) & \twoheadrightarrow \text{D}(\text{Mod} A).
\end{array}
\]
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