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Abstract

Satellite observations of pan-Arctic sea ice thickness have so far been constrained to winter months. For radar altimeters, conventional methods cannot differentiate leads from meltwater ponds that accumulate at the ice surface in summer months, which is a critical step in the ice thickness calculation. Here, we use over 350 optical and synthetic aperture radar (SAR) images from the summer months to train a 1D convolution neural network for separating CryoSat-2 radar altimeter returns from sea ice floes and leads with an accuracy >80%. This enables us to generate the first pan-Arctic measurements of sea ice radar freeboard for May-September between 2011 and 2020. Results indicate that the freeboard distributions in May and September compare closely to those from a conventional ‘winter’ processor in April and October, respectively. The freeboards capture expected patterns of sea ice melt over the Arctic summer, matching well to ice draft observations from the Beaufort Gyre Exploration Program (BGEP) moorings. However, compared to airborne laser scanner freeboards from Operation IceBridge and airborne EM ice thickness surveys from the Alfred Wegener Institute (AWI) IceBird...
program, CryoSat-2 freeboards are underestimated by 0.02-0.2 m, and ice thickness is underestimated by 0.28-1.0 m, with the largest differences being over thicker multi-year sea ice. To create the first pan-Arctic summer sea ice thickness dataset we must address primary sources of uncertainty in the conversion from radar freeboard to ice thickness.

1. Introduction

Sea ice extent in the Arctic has declined at an unprecedented rate in recent decades (Stroeve & Notz, 2018), affecting polar amplification of global warming trends (Serreze et al., 2009), changes in precipitation (Webster et al., 2014) and Arctic Ocean freshwater content (Morison et al., 2012). Eight of the lowest ever recorded September sea ice extents have occurred in the last ten years (NSIDC, 2020). These changes have fostered growing stakeholder interest in the Arctic Ocean, particularly during summer and autumn months when open water area is greatest (Barnhart et al., 2016), the sea ice is most dynamic (Kwok et al., 2013) and ocean primary productivity (Arrigo et al., 2012) and biogeochemical processes (Barber et al., 2015) are most active. Accurate forecasts of summer sea ice conditions weeks to months in advance would revolutionize polar numerical weather prediction, increase commercial shipping and cruise ecotourism throughout the Arctic, and improve planning of resource exploitation, fishing, and hunting activities in the marginal ice zone (Guemas et al., 2016).

Our understanding of and ability to predict changes in the Arctic sea ice cover during summer are limited by the availability of remotely sensed sea ice observations. State-of-the-art forecasting systems for short-term (weeks to a few months) sea ice conditions demonstrate significantly improved fidelity when initialized from winter ice thickness observations (Chen et al., 2017; Allard et al., 2018; Blockley and Peterson, 2018) or sub-model grid ice thickness distributions (Schroeder et al., 2019).

Through idealized sea ice model experiments, Day et al. (2014) and Bushuk et al. (2017) have demonstrated that ice thickness observations can theoretically offer predictions of pan-Arctic and even regional September sea ice area up to 4-5 months in advance. However, initializing sea ice
models with thickness observations prior to May/June is less effective because synoptic episodes of sea ice advection and negative ice-growth feedbacks in spring diminish the impact of winter thickness anomalies on summer ice area (Bushuk et al., 2020). A sharp increase in predictability occurs at the onset of the sea ice melting season, when the ice-albedo feedback acts to enhance remaining thickness anomalies (Sigmond et al., 2016; Babb et al., 2019). This transition has been termed the “spring predictability barrier” and is a robust feature across most of the GCMs in CMIP5 (Bonan et al., 2019).

To date, pan-Arctic sea ice thickness observations from satellite laser altimetry (Petty et al., 2020), radar altimetry (Laxon et al., 2013) and L-band radiometry (Kaleschke et al., 2012) are only available for the winter months of October-April. Airborne electromagnetic (EM) sensors and moored upward-looking sonar (ULS) instruments have provided snapshots of the sea ice thickness distribution over limited areas and/or time periods (Haas and Howell, 2015; Belter et al. 2020; 2021). However, consistent pan-Arctic sea ice thickness observations remain elusive for the months of May-September when they would arguably be most valuable.

A critical step of the sea ice thickness processing chain for radar altimeters is the separation of measurements from sea ice floes and leads (cracks in the ice that form when ice floes diverge). Lead detection relies on the ability to distinguish different surface types (open ocean, leads and ice floes) from backscattered radar echoes. In the winter months (Oct-Apr), each surface will reflect the return echo differently. Leads tend to return specular reflections resulting in a high backscatter since they present a mirror-like surface. Returns from ice floes are less specular with lower backscatter, while returns from the open ocean have a smooth functional form. This allows parameters such as the calibrated backscatter coefficient sigma naught ($\sigma_0$), the waveform shape (including parameters derived from the shape like the waveform power, pulse peakiness and leading-edge width), and contextual information (e.g., sea ice concentration from passive microwave satellites), to distinguish the different surface types. For synthetic aperture radar (SAR) altimeters, such as CryoSat-2, further
parameters can be derived from the echo stack information (range integrated power (RIP), stack kurtosis, stack peakiness and stack standard deviation) to classify surface types. The usefulness of physical models to parameterize each surface type is limited and tends to be governed by any assumptions made in the modelling. Thus, thresholds can either be chosen empirically (Laxon et al., 2003; Peacock and Laxon, 2004; Ricker et al., 2016; Passaro et al., 2017), or statistically, for example, by machine learning techniques (Poisson et al., 2018; Müller et al., 2017; Dettmering et al., 2018). The accuracy of these lead-ice floe classifiers generally ranges from 80 to 95% (Lee et al., 2016; Dettmering et al., 2018).

Over the summer months (May-Sep), high backscatter specular reflections originate from leads and melt ponds, making reflections from the sea ice surface varied and difficult to distinguish from leads (Drinkwater et al., 1991). Reflective leads and melt ponds covering as little as 1% of the sensor footprint can produce a specular radar return (Kwok et al. 2018). Thus, traditional surface type classification algorithms perform poorly during the summer. For instance, algorithms developed for Arctic winter months regularly classify >50% of the sea ice-covered area in May onwards as leads despite ice concentrations exceeding 90% (e.g., Lee et al., 2018). Regardless of the challenge to detect leads in summer months, observations of the sea surface height including all specular returns are biased high between June and October, compared to other months (Armitage et al., 2016). This indicates the radar detects bare ice and melt pond surfaces elevated above sea level and can potentially still measure the ice freeboard.

Here, we use a novel approach to accurately separate leads and summer sea ice floes in CryoSat-2 observations of the Arctic Ocean to retrieve sea ice freeboard. We (i) collate images from optical and SAR satellites overlapping altimeter orbits, enabling us to characterize reflections from different surface types, ii) use local along-track variations in echo parameters instead of absolute values to account for the strong variability of summer sea ice conditions, and iii) include the local variation in elevation as a classification variable to distinguish sea ice surface water from leads. Machine learning
techniques are applied for the final classification. Radar freeboards are derived from the elevation differences between classified ice floes and leads. We first compare sea ice radar freeboards between May and September to those obtained from a standard CryoSat-2 processing chain for the winter months. We then validate the derived freeboards against independent sea ice freeboard, draft, and thickness observations from airborne laser scanner, ULS, and airborne EM surveys, respectively. We identify sources of apparent bias in the summer radar freeboards, before finally discussing prospects for converting freeboards into a first pan-Arctic sea ice thickness data product for May-September 2011-2020.

2. Methods

2.1 CryoSat-2 data

The CryoSat-2 satellite launched in 2010, is equipped with the Ku band SAR/Interferometric Radar Altimeter (SIRAL) instrument and uses either SAR or SAR interferometric (SARIn) altimeter mode over sea ice. A limitation of obtaining reliable elevation measurements over ice floes and leads is that there can be significant backscatter and waveform shape variation depending on the reflecting surface. To partially account for this we applied the SAR Altimetry MOde Studies and Applications + (SAMOSA+) physical retracker (Dinardo et. al. 2018) based on the SAMOSA2 delay-doppler analytical radar echo model (Ray et al., 2015). SAMOSA2 estimates the epoch, waveform power and significant wave height, while SAMOSA+ estimates an additional parameter, the mean square surface slope, that is designed to model surfaces with a range of backscattering properties from quasi-specular sea ice to fully specular leads. Our available dataset included zero-padding to increase waveform sampling but did not include a Hamming window filter. This filtering step is designed to reduce the effects of side lobes on the antenna main beam but can introduce bias in the lead elevation data and is not explicitly required for the SAMOSA+ retracking (Laforge et. al. 2020). We used CryoSat-2 data processed from Level-1B to Level-2 for May-September 2011-2020 with the SARvatore and SARINvatore modules provided by the European Space Agency Grid Processing On Demand (GPOD) service (Dinardo et. Al.
2016) (Data repositories #45 and #46 available from http://wiki.services.eoportal.org/tiki-index.php?page=SARvatore+Data+Repository).

2.2 SAR and Optical Data
We used six satellites, three optical (Landsat-8 and Sentinel-2A and 2B) and three SAR sensors (RADARSAT-2 and Sentinel-1A and 1B), to identify overlapping scenes with CryoSat-2 orbits that were a maximum of 15 minutes apart. This ensured that we did not have to use a sea ice drift model to align the sensors as, for example, a drift speed of 0.4 m/s for 15 minutes would result in a 360 m offset, which is approximately the along-track sampling of CryoSat-2. Sea ice drift speeds are typically well below 0.2 m/s in the Arctic (Kwok et al., 2013). All missions except RADARSAT-2 started operating after the CryoSat-2 launch (2010), and all have a lower maximum latitude (see Table 1). Thus, no coincident passes could be obtained for the northernmost 4° of the CryoSat-2 orbit. Overall, we found 209 and 1,918 coincident images for the optical satellites and SAR satellites, respectively. The largest number of coincident images were found between the twin Sentinel-1A and -1B satellites and CryoSat-2 (1,864 images). Fewer Sentinel-1 images coinciding with CryoSat-2 SARIn data (N=58) than SAR data (N=1,806) were identified as the SARIn sea ice data are mostly limited to coastal regions. There was an experimental SARIn area in the open Arctic Ocean, known as the Wingham Box, included in the CryoSat-2 mode mask from November 2010 to July 2014. Only RADARSAT-2 started operating before the mode for this box was changed to SAR, however we could not obtain any overlapping images.

We manually checked each corresponding image to find locations of leads that intersected with CryoSat-2 tracks. By manually screening, we were able to detect leads with minimal processing on the images and without using pre-existing optical or SAR image classification schemes. Leads were determined visually from variations in the image intensity and their shape, as leads are typically elongated linear features compared to rounded melt ponds or ice floes. We used a true colour image from the visible bands as the primary method to find leads in optical satellite images because leads are less reflective than ice floes in the visible spectrum. As a secondary check, we also used the difference between the red and blue bands as melt ponds tend to reflect more light at blue
wavelengths than leads (Istomina et al., 2016). Both Landsat-8 (USGS, NASA) and Copernicus Sentinel-2 (ESA) data were accessed through the Google Public Cloud (https://cloud.google.com/storage/docs/public-datasets).

For the SAR satellites we used the backscatter from both HH and HV polarization images to discriminate leads. The microwave backscatter intensity is mainly governed by the dielectric constant and roughness of the surface along with the incidence angle, polarization and frequency of the incident wave (Carsey, 1992). Thus, the ice type, roughness, wind speed over water, and melt pond fraction all play a role in the backscatter intensity (Scharien et al., 2014). In the HH image, a lead could either appear bright or dark based on incidence angle and wind speed. In the HV image leads typically appear dark but tend to have lower contrast owing to the proximity of the HV signal to the sensor noise floor (Komarov and Buehner, 2017). For Sentinel-1 we used the pre-processing scheme described in (Filipponi, 2018), which involves border and thermal noise reduction, speckle filtering using the refined Lee filter and a conversion to sigma naught ($\sigma^0$). The RADARSAT-2 data were calibrated to $\sigma^0$ and speckle filtered with a Lee sigma filter. Copernicus Sentinel data were retrieved from the ASF DAAC (https://asf.alaska.edu/data-sets/sar-data-sets/sentinel-1/), processed by ESA, while RADARSAT-2 data were provided by the Natural Resources Canada’s Earth Observation Data Management System (www.eodms-sdot.nrcan-rncan.gc.ca) We only recorded leads with a notable corresponding change in elevation in the CryoSat-2 SAR or SARIn data, and when a lead could be clearly identified in the optical or SAR image, thus the minimum lead size identified was approximately the size of the CryoSat-2 footprint (~300 m).

2.3 Training/testing database of CryoSat-2 summer sea ice classes
We found that roughly 10% of the images could be used in the manual classification. This was due to a combination of cloud cover for the optical satellites, the image being over open water, or only a small part of the CryoSat-2 orbit crossing the image. While we roughly obtained the same number of coincident images for each month, in the early and mid-summer months (April-July) it was difficult to
manually determine leads from the Sentinel-1 SAR images and CryoSat-2 elevation differences. This was caused by melting/saturated snow and melt ponds in their initial stage of formation on the surface of the ice which reduced the contrast between leads and floes in the SAR image. Such a reduction in contrast has been documented previously over first-year ice (FYI) in May and June (e.g., Barber et al., 1992; Scharien et al., 2014). Thus, most of the lead classifications were from August and September (N=117, 109 SAR and 8 SARIn) as opposed to April-July (N=48, 43 SAR and 5 SARIn).

Along with the classified leads we defined two further classes: ‘good’ floes and ‘noisy’ floes. This allowed us to create a training and testing dataset that represents the complete CryoSat-2 observational record over Arctic sea ice in summer months. ‘Good’ floes were defined visually where we could be confident that a sea ice floe was present in both the CryoSat-2 elevation data and its coincident optical or SAR image. ‘Noisy’ floes were defined visually where the coinciding image showed sea ice floes but the local surface parameters from the CryoSat-2 data were too variable to classify (caused for example by off-nadir reflections from melt ponds, heavily mixed surface types or areas of rough ice). The three classification types: leads, good floes and noisy floes, allowed us to separate where there were local changes in CryoSat-2 parameters (e.g., elevation, $\sigma^0$ or waveform shape) associated with a lead, versus large local changes owing to noise. We only distinguished between floe types in the manual classification scheme and did not separate the good from noisy floes when estimating sea ice freeboards from CryoSat-2.

Overall, we classified 170 (157 SAR and 13 SARIn mode) leads along with 236 examples of good ice floes and 193 examples of noisy ice floes. The current data set is available in the supplementary materials, and the spatial distribution of leads is shown in Figure 1. We obtained good coverage in the Central Arctic Ocean, but there were fewer classified leads over thin sea ice near the lower sea ice concentration ice pack margins. In these marginal ice zone (MIZ) locations, it was more difficult to manually identify leads between thinner sea ice floes because the change in elevation at a lead was
often obscured by background elevation variability (noise) over neighbouring sea ice floes. This resulted in only 6% of the classified leads originating from areas of thin ice where freeboards <0.05 m. 

Table 1: Optical and SAR satellite scenes with overlapping CryoSat-2 tracks along with how many scenes could actually be used to create the testing/training database.

| Satellite       | First year of operation | Orbital inclination (degree) | Coincident images found | Coincident images used. |
|-----------------|-------------------------|------------------------------|-------------------------|-------------------------|
| Landsat-8       | 2013                    | 98.2                         | 108                     | 25                      | 9                        | 0                        |
| Sentinel-2      | 2015 (A) 2017 (B)       | 98.6                         | 56                      | 20                      | 1                        | 0                        |
| Sentinel-1      | 2014 (A) 2016 (B)       | 98.2                         | 1588                    | 276                     | 330                      | 17                       |
| RADARSAT-2      | 2008                    | 98.6                         | 54                      | 0                       | 5                        | 0                        |
Figure 1: Examples of manually classified leads in Sentinel 1 SAR images (HH polarization), b) for September in the Central Arctic ocean c) for September near the ice margins, and d) for a Landsat-8 optical image in July in the Central Arctic Ocean. The solid black line denotes the location of the coinciding CryoSat-2 track. a) shows the location of classified floes (black circles) and noisy floes (black crosses) for the SAR and SARIn data and location of classified SAR leads (blue) and SARIn leads (red). The background map displays average sea ice concentration for the 2011-2020 study period.

The elevation, $\sigma_0$, pulse peakiness (PP: maximum of waveform divided by the average of all bins over a noise floor) and RIP peakiness (RP: maximum of RIP divided by all average of all bins), of leads, good floes and noisy floes in the training/testing dataset were detrended using a 30-point (8.5-km) boxcar filter and are shown in Figure 2. All four parameters show a clear change over the classified lead, with
the $\sigma^0$, PP and RP showing a local increase while the elevation decreases. We also tend to observe a
rise in elevation either side of the lead. This is because adjacent radar footprints include off-nadir
brighter reflections from the lead which can cause the retracker to ‘snag’ and measure an incorrect
elevation. Over good floes and noisy floes, there was no clear pattern; however, the noisy floe samples
exhibited considerably more variability in all parameters. For the SARIn data we observed the same
overall patterns (Figure 2); however, due to the limited number of samples, the mean varied. Other
parameters, such as the stack standard deviation, stack kurtosis, and waveform leading edge width
were also investigated; however, the four parameters in Figure 2 showed the clearest evidence of a
lead.

---

**Figure 2**: Residual elevation, backscatter ($\sigma^0$), pulse peakiness (PP), RIP peakiness (RP) for the leads
(left), good floes (middle) and noisy floes (right), centred on the classification point, for all samples in
the training/testing database. The grey lines are the individual classified samples and the black and
blue lines are the mean for the SAR and SARIn data, respectively.

---

### 2.4 Machine learning lead classification

We used 1D convolutional neural network (CNN) supervised learning for our primary classification
scheme. The 1D CNN is considered a deep form of learning as it allows us to use the data at any stage
of processing, and its features are learned within the algorithm. CNNs, like other deep learning algorithms, are a series of layers where the raw data is transformed (in this case by a 1D convolution) into increasing meaningful representations of the data.

We used the detrended elevation, \( \sigma^0 \), pulse peakiness, and RIP peakiness over an 11-point (3-km) window centred on the classification point. The 11-point window allowed us to capture the lead classification signal without including too many data points from adjacent sea ice floes that a larger window size could introduce. We implemented the CNN in TensorFlow using the Keras API (https://www.tensorflow.org/api_docs/python/tf/keras) (Abadi et al. 2015). The CNN consisted of two 16-point convolution layers (3-point filter size) with a Max Pooling layer to down sample the data between the two layers. The input was a 11x4 matrix comprised of 4 parameters (detrended elevation, \( \sigma^0 \), pulse peakiness and RIP peakiness) over the 11-point window size. The final output was a 3-element matrix of the probability of each classification type. We used the ‘softmax’ activation on the final output layer, which enabled us to obtain the classification confidence, and the rectified linear unit (‘relu’) activation on the convolutional layers.

We split the 632 samples from the classification database into 568 training samples and 64 testing samples and ensured there were equal proportions of lead, floe, and noisy floe classifications within each group. Overall, the 1D CNN correctly classified 80% of the testing data. Only 5% of samples that were actually floes or noisy floes were misclassified as leads. If we compared only the lead classification with all sea ice floes and did not distinguish between good or noisy floe types, the overall accuracy of the CNN increased to 90%. The accuracy of the classification scheme on the testing data only partially indicates how well it will perform on the complete CryoSat-2 observational record. Despite the classification sample database being intentionally designed to represent as much of the overall population as possible, any part of the full observational record that is not represented in the training/testing database will not be reflected in the classification scheme’s accuracy. Therefore, we further tested the CNN classification scheme visually by applying it to a series of coincident image
tracks that contained no training data used in the classification. Figures 3 and 4 show two examples of the classification schemes in June and August, respectively. The 1D CNN performed well, and where there was a false positive, this tended to be a lower confidence classification. It is notable in both cases, but particularly in June (Figure 4), that a number of leads appearing in the SAR image are not detected by the CryoSat-2 classification scheme (and often do not show any discernible signal in the CryoSat-2 waveform parameters or elevation). This emphasizes how leads can easily be obscured in the CryoSat-2 data by noise during summer months, when strong reflections from melt ponds can mask the signal from a lead within the same footprint (Kwok et al., 2018). These ‘errors of omission’ will not significantly affect the estimation of sea ice freeboard. However, it is important to note that melt-pond covered ice floes erroneously classified as leads, that would bias derived freeboards low, represented just 5% of the misclassified samples.

We also tested the same training data on a decision tree classification algorithm. This allowed us to compare with a classification scheme that is commonly used and easy to visualize and interpret. Decision tree classification is essentially a set of questions inferred from the data that allows the model to predict the target variable. The main disadvantage is that decision tree classification is considered to be a shallower form of learning as it requires us to extract several features of the data ourselves prior to training. Here we used the same detrended parameters and window size as the CNN classification, then calculated the standard deviation of the data over the window and the difference between the classification point and the average of the 10 other points in the window. This resulted in 8 different parameters for the decision tree classification. These features allowed us to capture the local variation and quantify the noise level within a window using a relatively simple set of parameters. We used the scikit-learn decision tree package (https://scikit-learn.org) with a maximum tree depth of 7 and using the Gini Index to define how the classification questions are split. The decision tree classification had an accuracy of 88% while 5% of the floe or noisy floe samples were again misclassified as leads. However, when we tested the data on the series of coincident tracks that contained no data used in the classification (Figures 3 and 4), this method produced more false
positives which will likely bias the final freeboard estimates. It is also evident that the CNN and DT algorithms regularly classified different samples along these tracks as leads (Figures 3 and 4), while missing many other leads visible in the imagery. We expect the DT algorithm may not fully capture the change in signal when CryoSat-2 samples a lead, despite performing well on the test dataset.

Finally, we performed a point-to-point comparison on the freeboard measurement derived for all leads classified in the arbitrarily selected summer months of 2012. A point-to-point comparison is typically used to evaluate the measurement consistency; however, a higher variability in freeboard measurements would indicate that there are more points misclassified as leads. The method for deriving freeboard is given below. We compared all pairs of freeboard points within 40 km and 7 days of each other, and we found the paired freeboard measurements from the decision tree method and the CNN had standard deviations of 0.22 m and 0.14 m, respectively. This method is limited by the long time interval of pairwise comparisons, reflected by the high standard deviations. However, the CNN had better consistency than the decision tree classification in this experiment, suggesting that the CNN misclassifies fewer leads.
Figure 3: Example of the CNN and decision tree lead classification results for a coincident SAR image in August 26\textsuperscript{th} 2018 in the Central Arctic Ocean, with the corresponding CryoSat-2 along-track data for a) RIP peakiness (RP), b) pulse peakiness (PP), c) backscatter ($\sigma^0$) and d) residual elevation. The CNN classification is shown in e) with blue (confidence >50%) and red (confidence <50%) classified leads. The decision tree classified leads are shown in f) and are green.
Figure 4: Example of the CNN and decision tree lead classification results for a coincident SAR image in June 16th 2018 in the Central Arctic Ocean, with the corresponding CryoSat-2 along-track data for a) RIP peakiness (RP), b) pulse peakiness (PP), c) backscatter ($\sigma^0$) and d) residual elevation. The CNN classification is shown in e) with blue (confidence >50%) and red (confidence <50%) classified leads. The decision tree classified leads are shown in f) and are green. The lack of contrast between ice floes and leads is common for SAR images obtained in May and June. This is reflected by the high variability (noise) in retracked elevation measurements from CryoSat-2 in d.

2.5 Radar freeboard calculation

The sea ice freeboard in winter months is conventionally calculated by finding the difference between sea ice floe elevations and the along-track sea level interpolated from proximal lead elevations, following appropriate range corrections (i.e., removing the mean sea surface height and atmospheric
or tidal effects). This method performs well in the winter months when there is a sufficient density of leads along-track; however, in the summer months, detectable leads can be sparse and using this method would lead us to interpolate over long distances (>100s km). Instead, we calculated one freeboard estimate at each lead point by interpolating the elevations from nearby sea ice floes (using both points classified as good floes and noisy floes). The mean ice floe elevation around a lead was calculated by fitting a 2nd order polynomial over a span of 7 km centred over each lead point. This span included a sufficient number of floe elevation samples to obtain realistic freeboard measurements even when there was high local variability in elevation. We used robust fitting as the ice floe samples closest to the lead location can exhibit large, unrealistic elevation changes caused by snagging (e.g., Figure 2). This involves iteratively recalculating the least squared regression with a bisquare weighting that reduces the impact of outlying residuals from the previous fit iteration. The machine learning method can select several lead points in succession, over gaps in the ice wider than a single CryoSat-2 footprint (>300 m); hence, we treat successively classified leads as one freeboard measurement. In some cases, the lead classification selected a point where the local change in elevation was at a minimum plus or minus one point along-track. Thus, we labelled points either side of classified lead samples as leads also, to avoid calculating the freeboard not centred on this minimum (which is likely the correct lead location). This means that every lead is treated as at least a set of three successive CryoSat-2 samples. We performed the fit on ice floe elevations centred over the middle point of the consecutive leads and used the largest estimate as the single freeboard measurement from that consecutive group of lead points. We exclude 7 km segments where more than 50% of the points are labelled as leads, because our machine learning algorithm was not trained on data with a low sea ice concentration. We did not include any point where the mean square error from the polynomial fit through ice floe surface heights (including noisy floes) was greater than 0.5 m to remove unreliable freeboard measurements.

We used inverse distance weighted gridding to produce 15-day freeboard fields at a cell size of 80 km. This cell size is 2-3 times coarser than the 25 km resolution of standard CryoSat-2 freeboard products.
developed for winter months, which is a limitation of the spatial density of valid freeboard observations from our summer processing scheme. We used a search radius of $r=80$ km and measurements weighed by $1 / (1 + (3d / r)^2)$, where $d$ is the distance from the grid node. To remove any anomalous measurements, we flagged cells where either the difference between $\sigma^0$ or freeboard and the median of the adjacent cells in the same grid and the grids 15 days before and after the current grid was greater than manually defined cutoff thresholds of 15 dB and 0.1 m respectively. We also removed any cells where the average classification confidence was less than 50%, to filter out freeboards derived from points with a high probability of being misclassified.

3. Results

3.1 Radar freeboard

An example of the gridded radar freeboards and freeboard anomalies estimated for 2013 are shown in Figure 5 and 6 respectively, and the freeboard climatology from 2011 to 2020 is shown in Figure 7. We can produce freeboard maps for most of the summer months, only July and early August occasionally exhibit a significant loss of coverage when we expect melt pond coverage on the ice to be highest (Kwok et al., 2018), producing a higher proportion of noisy measurements. Despite the majority of training data coming from August and September, we could still obtain good coverage of valid freeboards in May and June. This is unexpected because we found it challenging to identify leads in the coincident SAR and optical images for this early summer period. However, there are similar levels of noise in the CryoSat-2 observations in May and June compared to later in the summer, so the nadir-looking altimeter appears to be less affected by the transition from a cold to melting/saturated snowpack than off-nadir SAR imaging sensors (Mahmud et al., 2016; Scharien et al., 2014). We also lose coverage in areas around the margins of the sea ice pack and this is evident from the climatology (Figure 7). We could not obtain valid freeboard observations in marginal sea ice zones with low ice concentration and the thinnest sea ice floes; for instance, our method is unable to resolve freeboards lower than about 4 cm. This is because we had to use local elevation changes as a key parameter of the classification scheme and therefore could not reliably include leads showing minimal elevation.
changes (below 4 cm) in the training dataset. Few reliable leads were identified in the marginal ice zone (Figure 1) with the training dataset biased geographically towards the thicker sea ice pack resident in the Central Arctic.

Figure 5: CryoSat-2 summer (May-September) radar freeboards for 2013, with freeboards for April and October 2013 from a conventional ‘winter’ processing scheme by Landy et al., (2020). The grey areas represent the presence of sea ice but no valid ice thickness measurements.
Figure 6 CryoSat-2 summer (May - September) radar freeboard anomalies for 2013, with winter freeboard anomalies included for April and October from a conventional ‘winter’ processing scheme by Landy et al., (2020). The data is relative to 2011-2020 averages.

The yearly radar freeboard maps and climatology (Figures 5, 6 & 7) and time series (Figure 8) show an expected seasonal evolution with thickness decreasing in May, June and July and increasing in late August and September (Blanchard-Wrigglesworth and Bitz, 2014). The freeboard patterns evolve in a consistent manner over the summer, with relatively thinner and thicker areas of the ice cover generally persisting from one time interval to the next. By including April and October radar freeboard maps from a conventional ‘winter’ processing scheme (Landy et al., 2019; 2020), we see that the
spatial patterns of the freeboard from shoulder months of the summer processing scheme (May 1st-
15th and Sept 16th-30th) closely match the winter data.

It is noticeable that the radar freeboards generally increase between April and May 2013, before
declining thereafter (Figure 5 and 6). This is a robust feature of the summer freeboard fields in every
year of the record (Figure 7) despite the fact we do not expect significant sea ice growth during May
(Lindsay and Schweiger, 2015). One likely explanation for this is the scattering horizon of the CryoSat-
2 Ku-band radar shifts systematically upwards within the snowpack between April and May. It is
typically assumed for the winter processing schemes (Oct-April) that the Ku-band radar penetrates
fully through snow to the snow-sea ice interface (e.g., Laxon et al., 2013). However, studies have
demonstrated that in certain conditions, when the temperature of the snow is higher (Willatt et al.,
2009), or the snowpack contains significant layering or ice lenses (Willatt et al., 2011; Ricker et al.,
2015), the principal Ku-band scattering horizon can shift upwards. It is very likely that the seasonal
warming and melting of the Arctic snowpack on sea ice in May, particularly around the peripheral
seas, would introduce moisture between snow grains and prohibit the Ku-band radar from fully
penetrating to the snow-ice interface. However, it is also possible that the processing scheme for
summer months contributes to increasing radar freeboards in May. By performing a direct comparison
of the winter and summer processing schemes in April 2016 (Figure 9) we see that radar freeboards
from the summer processor are marginally thicker in the Arctic peripheral seas.

The apparent differences between winter and summer processors are much clearer for the direct
comparison in October 2015 (Figure 9). We did not include newly formed sea ice in this comparison;
however, summer processed data still significantly overestimate the freeboards (<0.04 m) of thin sea
ice around the edges of the Central Arctic ice pack compared to the winter processed data. It is also
notable that radar freeboards of the remaining MYI in October are generally underestimated by the
summer processing scheme in comparison to the winter one (Figure 9f), which we discuss further
We do observe clear correlation between the patterns of summer and winter freeboards in both April and October, despite these regions of over- and under-estimation.

Figure 7: CryoSat-2 summer (May-September) radar freeboard climatology for 2011-2020, with climatological freeboards for April and October from a conventional ‘winter’ processing scheme by Landy et al., (2020). The grey areas represent the presence of sea ice but no valid ice thickness measurements.
Figure 8. Average radar freeboard for the Central Arctic (purple), Beaufort Sea (orange) and the Chukchi & East Siberian Seas (green). The solid lines are the average over the 15-day periods and the transparent region is the standard deviation. Shoulder months of April and October from conventional ‘winter’ processing scheme by Landy et al., (2020) are also shown before and after the grey dashed lines, respectively. The bottom left row is the distribution of freeboard measurements for the entire summer (May to September), for the Central Arctic (purple), Beaufort Sea (orange) and the Chukchi & East Siberian Seas (green), for 2011-2020. The regions are displayed on Figure 10.
Figure 9: Freeboard maps comparing summer and winter processing algorithms. Winter processed data (a & d), summer processed data (b & e), and the differences between the summer and winter processed data (c & f) are shown for April 2016 (a to c) and October 2015 (d to f). For (e) we mask out areas of newly formed ice where the sea-ice concentration was less than 5% in September and larger than 5% in October.

3.2 Validation against independent airborne and mooring observations

We use independent observations of the sea ice freeboard, draft, and thickness to evaluate the CryoSat-2 estimates of radar freeboard in different regions of the Arctic Ocean and periods of the summer melting season. These validation data have nonnegligible uncertainties. To examine the radar freeboards directly, we derived airborne estimates for sea ice freeboard from the Operation IceBridge Arctic summer campaigns in the Chukchi Sea on 16th and 19th July 2016 and the Lincoln Sea 24th and 25th July 2017 (Figure 10). We assume that most of the snow accumulated on sea ice floes over winter has melted by these mid-summer dates (Kwok et al., 2020), so we can compare airborne laser scanner freeboards directly to the CryoSat-2 radar freeboards without requiring corrections for snow.
penetration or loading. IceBridge Airborne Topographic Mapper (ATM) returns from sea ice and leads which typically have an absolute elevation accuracy of about 10 cm, are classified with coinciding aerial photographs (Buckley et al., 2020) and used to derive a laser freeboard estimate along the flight track (details in the supplementary). We averaged all valid observations along 7 km sections of the flight track and performed a point-to-grid comparison with the CryoSat-2 freeboard grids. For the 2016 campaign in the Chukchi Sea, the difference between the laser freeboards from the ATM and the CryoSat-2 radar freeboards is 0.02±0.06 m (Figure 10). However, for the 2017 campaign in the Lincoln Sea, the distributions of ATM laser freeboard are significantly thicker than the coinciding distribution from CryoSat-2. We find that the airborne freeboards vary as a clear function of the sea ice surface roughness (Supp. Figure S4). Separating the laser freeboards into smoother and rougher sea ice using an arbitrary roughness threshold of 0.35 m, we find the freeboards are underestimated by 0.10±0.06 m and 0.20±0.10 m below and above this threshold, respectively (Figure 10). This suggests that rougher ice will be more significantly underestimated in thickness by CryoSat-2 than the smoother ice will be.

We further compare the summer freeboards to airborne EM induction sounding observations of sea ice thickness (Krumpen et al., 2016) and ULS observations of sea ice draft from the Beaufort Gyre Exploration Program (BGEP) moorings (https://www.whoi.edu/beaufortgyre). These datasets are chosen to evaluate the spatial and temporal validity of the satellite observations, respectively. To make these comparisons we need to convert the CryoSat-2 radar freeboards to estimates of thickness and draft, respectively (e.g., Tilling et al., 2018). For both comparisons, we use a fixed sea ice density of 930 kg/m³ and do not include any snow/meltwater loading in the conversion. It is a reasonable approximation to ignore snow or meltwater loading for the mid-summer months of July and August, as we expect the snowpack to have mostly depleted by this point (Kwok et al., 2020; Stroeve et al., 2020) and ponds to have drained to sea level (Eicken et al., 2004; Landy et al., 2014). However, we can expect significant snow loading in May and June, and some new snowfall accumulating towards the end of the summer season. Additionally, melt ponds on the sea ice surface significantly affect the
freeboard to ice thickness calculation that we do not account for here (see discussion). Finally, we
know sea ice density differs between first-year and multi-year sea ice (Alexandrov et al. 2010) and
may potentially vary throughout the summer. It is beyond the scope of this study to correct for these
factors, but we have used a fixed relatively high sea ice density to partially account for them. It is an
active area of our research to develop realistic corrections for more accurately converting the new
radar freeboards from CryoSat-2 to estimates of summer sea ice thickness.

The EM dataset is comprised of data from the Alfred Wegener Institute (AWI) POLARSTERN ARK-
XXVI/3 (TransArc) campaign in 2011 and the IceBird campaigns from 2016 to 2018. For the IceBird
campaigns, the ice thickness was measured using the EM-bird sensor towed by a fixed-wing aircraft.

Data are concentrated near the coast of Northern Greenland and the Fram Strait (see Figure 10) and
recorded in late-July and August. The TransArc campaign acquired helicopter-borne, EM-bird ice
thickness data in the Central Arctic Ocean in August and September. The EM-bird estimates sea ice
thickness by measuring the electrical conductivity difference between ice and ocean water (Haas et
al., 2009), and the accuracy of these measurements is of the order of ±0.1 m over flat ice (Pfaffling
et. al., 2007; Haas et. al., 2009) and can be reduced in the presence of melt ponds (Hass et. al., 1997).

As the datasets are at a spatial resolution of 10s meters compared to the lower-resolution gridded
CryoSat-2 data, we average the airborne data over a 10km window and then perform a point-to-grid
comparison between the down-sampled EM data and CryoSat-2 thickness grids.

There is high spatial variability in the comparison between sea ice thickness estimates from CryoSat-
2 and EM surveys. If we assume the EM data represent a true reference for the ice thickness, the
CryoSat-2 observations acquired around the coast of Northern Greenland and in the Lincoln Sea
underestimate the ice thickness by 1.0 ± 0.4 m. In the Fram Strait, CryoSat-2 underestimates sea ice
thickness acquired by the airborne EM sounder by 0.76 ± 0.4 m, while observations in the Central
Arctic Ocean underestimate the ice thickness by 0.28 ± 0.2 m (Figure 10). Despite using a higher ice
density than we realistically expect for Central Arctic multi-year ice in August, the satellite
observations still underestimate those from the independent airborne reference. Moreover, the mean difference and variability on the difference both increase from thinner sea ice at the periphery towards the thickest ice in the Lincoln Sea. This pattern to the bias matches the results from the direct comparison of CryoSat-2 radar freeboards with OIB airborne laser freeboards. The systematic nature of the bias indicates that it has a physical explanation with the attendant possibility of correcting for it in the conversion from freeboard to thickness, which we discuss below.

Figure 10. (Left) Map of airborne observations for sea ice freeboard and thickness validation. Three annotations in the Beaufort Sea mark the locations of the BGEP Moorings. (Middle column) Comparison of CryoSat-2 gridded radar freeboards with independent airborne observations of laser freeboard from the Operation IceBridge ATM. The 2016 Chukchi Sea campaign covered mainly first-year sea ice whereas the 2017 Lincoln Sea campaign covered mainly multi-year ice. For the 2017 data we separate freeboard distributions for sea ice with a surface roughness height (derived from the OIB data) lower and higher than 0.35 m. (Right column) Comparison of CryoSat-2 sea ice thickness observations with airborne EM thickness measurements. The CryoSat-2 thickness estimates were obtained from radar freeboards assuming no snow/meltwater loading and a fixed sea ice density of 930 kg/m³.

The BGEP moorings have been maintained in the Beaufort Sea since 2003, monitoring freshwater and heat content in the Arctic Ocean including the solid freshwater flux through observations of sea ice draft. ULS ice draft observations (which have uncertainties ranging from ±0.05-0.1 m, Krishfield & Proshutinsky 2006) from Moorings A, B and D are available for the period between 2011 and 2018.
coinciding with our CryoSat-2 sea ice thickness observations, enabling us to validate the magnitude and timing of the ice melting rates obtained from our new product. We also include estimates for the ice draft obtained from CryoSat-2 in winter months, using the LARM (Landy et al., 2020) and SnowModel-LG (Stroeve et al., 2020) sea ice thickness dataset (available from https://data.bas.ac.uk/full-record.php?id=GB/NERC/BAS/PDC/01257) which does include all relevant corrections for the snow load, ice type etc. Satellite-derived ice drafts from a radius of 150 km around each mooring are compared against a 31-day rolling average of daily measurements of the mean ice draft from the mooring ULS (excluding draft measurements <5 cm).

The CryoSat-2 observations appear to capture the timing of sea ice growth and melt cycles in the Beaufort Sea very closely (Figure 11). The satellite draft estimates in summer exhibit considerably more scatter than the winter estimates but still clearly observe the sea ice thinning and decay between May and September, and in many cases, the measurements at shoulder points between winter and summer processing schemes match closely. We also observe similar variation in magnitude of ice thickness between years. For example, in 2013 and 2014, the ULS had lower summer melting rates and thicker sea ice remaining at the end of the melt season (Tilling et al., 2015), and this is reflected in the satellite observations (Figures 6 and 11). However, there are some disparities between the CryoSat-2 and ULS data. In some winters, the CryoSat-2 draft estimates from our conventional processor do not match the ULS well, for instance, between November 2014 and April 15 at Mooring D, which provides some evidence for the radar scattering biases highlighted by Korotovskys et al. (2020). Despite assuming a high sea ice density, CryoSat-2 ice draft estimates regularly underestimate those from the ULS in May and June, indicating that it is still necessary to account for the snow load into the early melting season. In a few years, the satellite-derived drafts consistently underestimate the ULS for the entire duration of the summer (e.g., 2013 at Moorings B and D), which may reveal a similar bias to those identified in the Lincoln Sea through comparison with the IceBridge ATM and AWI AIREM data. Overall, the correlation coefficients between CryoSat-2 and ULS sea ice drafts, for only data between May and September, are 0.76, 0.63 and 0.62 for Moorings A, B and D, respectively. The
mean bias and standard deviation on the bias are $-0.13 \pm 0.45$ m, $-0.33 \pm 0.52$ m, and $-0.29 \pm 0.51$ m, for Moorings A, B and D, respectively.

Figure 11: Comparison of sea ice draft measured by the Beaufort Gyre Exploration Programme Mooring ULS (Upward Looking Sonar) with ice draft estimates by CryoSat-2 in a 150 km radius surrounding each mooring. CryoSat-2 draft observations in winter are from the LARM algorithm (Landy et al., 2020). CryoSat-2 draft observations in summer are obtained by converting radar freeboard to thickness assuming no snow/meltwater loading and a fixed sea ice density of 930 kg/m$^3$. BGEP Mooring A is located at approximately 75°N 150°W, Mooring B at 78°N 150°W, and Mooring D at 74°N 140°W and are shown in Figure 10.

4. Discussion
4.1 Potential sources of radar freeboard bias

Comparisons with winter radar freeboard maps, airborne laser scanner, EM and mooring based ULS observations identify clear limitations with the current summer radar freeboard maps. For example, inter-comparing the summer and winter processing schemes in October indicates that the summer processing cannot resolve radar freeboards thinner than 4 cm (Figure 9); thus, areas of the thinnest sea ice are either overestimated or unmeasured. In contrast, applying a physically based radar re-tracking approach enables the detection of radar freeboards as low as 2-3 cm in October for the winter processing scheme (Landy et al., 2020). The inter-comparison between summer and winter processors also reveals that the thickness of the thickest multi-year sea ice is typically underestimated by the summer scheme (Figure 9). This is confirmed by the airborne laser freeboard and EM observations which demonstrate that CryoSat-2 underestimates the thickness of late-summer sea ice in the Lincoln Sea, with the magnitude of the difference increasing as the sea ice gets thicker and rougher (Figure 10). The sources of these biases in summer radar freeboards are likely due to a range of factors which can be broadly grouped into three categories: the classification scheme, the elevation measurement of the radar altimeter and conversion from radar freeboard to ice thickness.

Ideally, we would not have to use local elevation change as a parameter in the classification scheme, as this can potentially add constraints to the magnitude of detectable freeboards. However, we found that the elevation change was vital for separating specular leads from melt ponds (Figure 2), so the parameter had to be included in the summer classifier. As we did not have enough testing/training samples from the marginal ice zone where the ice tends to be at its thinnest, we could not robustly classify leads that displayed a small elevation change. This is apparent when we compare the winter and summer processing schemes in October: the thickness of new sea ice, which our classifier has not been trained on, is truncated (Figures 8 & 9). Additionally, any misclassification will potentially result in an underestimation of the freeboard. For example, ice floes misclassified as leads will underestimate freeboard. These only represent 5% of the misclassified samples when compared to the testing data. In contrast, misclassification of leads as ice floes caused by strong reflections from
melt ponds that mask the signal from a lead (which may potentially result in an erroneous ice floe elevation measurement) is more frequent in occurrence. However, this will only impact the freeboard calculation if the misclassified points are used in the polynomial fit to the ice floe elevation. To test the effect of misclassification, we randomly selected 10 % of leads and purposefully misclassified them as floes (which is intentionally larger than what is indicated in the training data test). To maintain the same number of leads in the data, we then randomly selected the same number of ice floes and misclassified them as leads. We then performed this 100 times over the arbitrarily selected month of August 2018 and found an average underestimation of the freeboard of 0.3 ± 0.2 cm when compared to the ‘correctly’ classified data. While we cannot fully quantify the bias as we are unable to accurately determine how much data are misclassified over the entire dataset; the results indicate that it will not significantly contribute to the underestimation of the freeboard, especially as we chose a larger percentage of misclassified leads than the training data test.

The elevation measurement of the radar altimeter is another significant source of uncertainty. Radar altimetry for estimating sea ice freeboard relies on accurate detection of the mean level of ice floe surfaces. If the principal scattering horizon of the radar is not located at the same height as the mean ice floe surface height, the altimeter range measurement will be biased (e.g., Armitage & Ridout, 2015; Ricker et al., 2015). It is well understood, for example, that the troughs of ocean waves reflect the nadir Ku-band radar altimeter pulse more effectively than crests (Melville et al., 1991), lowering the centroid of the scattering horizon with respect to mean sea level. This is known as the electromagnetic (EM) sea state bias which increases with wind speed (i.e., sea surface roughness) up to a bias of around 40 cm (Tran et al., 2010). There is some evidence for a similar bias over sea ice floes in winter, for instance Xia and Xie (2018) discovered that CryoSat-2 increasingly underestimates the freeboard of coincident observations from OIB as the sea ice gets thicker. Moreover, Arctic sea ice floe echoes are generally specular in the summer months (Kwok et al., 2018). This indicates the waveform peak power will frequently be referenced to the surface of reflecting ponds. If the pond surfaces do not lie at the mean ice floe surface elevation, but below it, an EM bias will be added to the range measurement.
This type of EM-bias over summer sea ice floes with mixed bare ice-ponded surfaces would generally bias the range high, thus freeboard low, and would be larger over rougher sea ice (equivalent to the sea state bias). This EM-bias could be a major contributor to CryoSat-2 underestimating ice thickness versus the independent airborne observations (Figure 10). Our comparisons with the ATM laser freeboards and airborne EM thickness data support this argument, showing a bias that increases from marginal sea ice in the Central Arctic (2011 data) to Fram Strait (2016) into the roughest, oldest MYI in the Lincoln Sea (2017-2018) (Figure 10). Since the sea ice roughness is higher for thicker ice (Supp. Figure S4), we can expect the bias to also be larger for thicker sea ice floes. This mixed-footprint scattering bias is not currently accounted for in the SAMOSA+ retracker over sea ice nor any other conventional retracking algorithm for winter or summer processing.

The range to the sea surface may also be underestimated at leads as the CryoSat-2 footprint will generally be larger than a lead and the radar is sensitive to specular scatterers covering just 1% of the SAR-limited footprint (Kwok et al., 2018). The radar returns classified as leads may comprise reflections from ponds located closer to the nadir point than a nearby lead, causing the retrieved sea surface elevation to be biased high, resulting in an underestimation of freeboard. We have investigated this bias by comparing CryoSat-2 data processed at an 80 Hz posting rate as well as the standard 20 Hz rate. The 80 Hz data has an along-track footprint of ~80 m compared to ~320 m for the 20 Hz data (although the same across-track footprint) and thus will be less susceptible to reflections that do not originate from the lead. We compared the retracked elevation of all lead samples in the testing/training dataset between 20 minus 80 Hz observations and found a median difference of -5 mm. Therefore, we do not expect mixed pond/lead reflections to be a major source of the apparent sea ice thickness underestimation.

The final potential source of uncertainty is in the conversion from radar freeboard to ice thickness. Alexandrov et al. (2010) provide a range of densities for multi-year ice in winter of 720 to 910 kg/m³.
One set of ice core observations from level multi-year ice found mean and one sigma ice density of 887 ± 20 kg/m$^3$ (Eicken et al., 1995) but the authors acknowledge regular desalination during sampling. If sea ice floes in summer are completely permeable, then air pockets below sea level will be filled with ocean water (although this will vary regionally and between new and multi-year ice). Thus, the actual density of the liquid filled sea ice below sea level might be much higher than desalinated ice core observations. In this analysis, we used a relatively high fixed ice density of 930 kg/m$^3$, which would tend to overestimate ice thickness. Hence, it is unlikely that the underestimation of ice thickness seen when we compare the EMI and mooring based ULS observations is predominantly due to the conversion from radar freeboard. Moreover, this bias is seen in the freeboard comparison before conversion to ice thickness any local or regional difference in sea ice density will likely contribute to additional sources of uncertainty in the ice thickness calculation. To account for this we would require an improved understanding of the constraints on summer sea ice density.

Residual snow load on the sea ice or melt pond water accumulated on the ice, above sea level, must also be accounted for in the conversion to thickness. This is unlikely to have affected our comparison of CryoSat-2 with the AEM data as the sea ice north of Greenland in August does not support a significant snow load (Kwok et al., 2020; Stroeve et al., 2020). However, it is clear from our comparison to the mooring ULS observations that sea ice draft is regularly underestimated in May-June (Figure 11) because a residual snow load has not been corrected for (Kwok et al., 2020), while in July, this may be an additional source of uncertainty in comparison to the ATM data.

### 4.2 Capturing regional and interannual freeboard variability

Regional patterns of the sea ice radar freeboard derived from CryoSat-2 in summer months seem realistic. For instance, the distributions of the freeboard in shoulder months of May and September match closely to those obtained from a conventional radar altimetry processing scheme in April and October, respectively (Figure 7). We can observe ice freeboard anomalies persisting through the summer in the same locations, which we would not expect to if noise exceeded the CryoSat-2
In April 2013, negative thickness anomalies are present across the Central Arctic with positive anomalies in the marginal seas, and these patterns persist in our new dataset until mid-June (Figure 6). It has been shown that the summer of 2013 was anomalously cool, with 5% fewer melting days compared to the 1980-2014 average (Tilling et al., 2015), and involved reduced export of sea ice to the North Atlantic due to atmospheric circulation patterns (Lei et al., 2018) and strong ice convergence against the Canadian Arctic coastline (Kwok, 2015). The freeboard maps in Figure 6 suggest the switch between negative and positive Central Arctic thickness anomalies occurred in July, with much thicker-than-usual sea ice persisting throughout August and September into the next winter (Tilling et al., 2015). The yearly time series of regional sea ice thickness evolve smoothly throughout the summer, capturing the thinning and advection of thicker sea ice out the Arctic basin from May/June to August, through ice melt and the early stages of ice regrowth in September (Figures 8 & 11).

The comparisons between CryoSat-2 estimates of sea ice draft and those observed directly at the BGEP mooring ULS sensors confirm the satellite can accurately resolve the full annual time series of sea ice growth and decay (at least in the Beaufort Sea; Figure 11). The volume, type, and seasonal evolution of sea ice in the Beaufort Sea varies considerably from year to year (Babb et al., 2019; 2020), providing a challenging region for altimetry-based sea ice thickness retrievals (Khvorostovsky et al., 2020). In most years, the timing of the transitions between ice growth and melt in May/June and vice versa in September are correct, albeit drafts are regularly underestimated by CryoSat-2 in early summer without correcting for snow loading. Most encouragingly, the satellite accurately captures interannual variations in the sea ice draft remaining at the end of the summer melting season, including the anomalously thick ice in 2013 and 2014. These two years of lower-than-usual summer melting (Tilling et al., 2015) also stand out in regional time series of CryoSat-2 radar freeboards (Figure 11), with an anomalously strong and early rebound of freeboard in the Central Arctic in August and September 2013 (Figure 8). In contrast, CryoSat-2 also resolves the rapid melt and thinning of sea ice
in July and August 2012, particularly apparent in the Beaufort and Chukchi Seas (Figures 8 & 11), that led to the lowest ever recorded September ice extent (Parkinson & Comiso, 2013).

Although the radar freeboard fields can capture realistic spatiotemporal patterns of summer sea ice thickness variability, they still have some limitations. For example, a conventional winter waveform classification scheme (Landy et al., 2020) identifies 309,000 and 155,000 leads within the region with sea ice concentration >70% north of 65N, for October 2015 and April 2016, respectively. In contrast, our summer classification scheme here identifies only 34,000 and 25,000 leads, respectively, for the same months. The machine learning algorithm naturally produces a conservative classification for leads to get an accurate match between training and testing data, which excludes a lot of leads (see Figures 3 and 4). This is desirable because commission errors in the classification (i.e., pond-covered ice floes erroneously classified as leads) would bias the radar freeboards. Significantly more CryoSat-2 observations are also omitted during summer months due to noise (Figure 2), which is introduced by off-nadir snagging of the radar to melt ponds and occasionally SAMOSA+ retracking echo side lobes (no hamming or other weighting has been applied). The combined impact of noise and the classifier excluding leads is that we can only obtain valid freeboards at relatively low resolution (80 km), while significant regions of the ice cover can at times be completely missing data, for instance, parts of the Western Arctic in July 2013 (Figure 5).

4.3 Prospects for improvement
Two features of the classification scheme could potentially be improved. Radar freeboards are overestimated in the marginal ice zone because the classifier has been trained on samples geographically biased to the region with high sea ice concentration (Figure 1). The training samples for leads include significant local variations in retracted elevation that generally represent thicker sea ice floes adjacent to leads in the Central Arctic (Figure 2). Therefore, we require further training samples representing leads in zones of thinner and less concentrated sea ice at the ice pack margins. It may be possible to use the radar waveform or the full stack of single look echoes for each CryoSat-2 sample in a deeper machine learning classifier, rather than local profiles of derived parameters as
we have used here (Figure 2). However, considerably more training/testing data are required for the algorithm to learn patterns in lower-level waveform observations and the classifier may be prohibitively slow. There will be value in testing whether fully focused (FF-)SAR processing (Egido & Smith, 2016) can reduce noise and improve the classification, by narrowing the along-track footprint to 10s meters; however, we found little improvement using 80 Hz versus 20 Hz posted CryoSat-2 data. The prospective Copernicus Polar Ice and Snow Topography Altimeter (CRISTAL) mission will use open-burst SARIn mode over sea ice, with multiple radar frequencies. FF-SAR processing and off-nadir lead/melt pond detection could enable improved lead height estimation and noise removal with CRISTAL during Arctic summer months.

With the twin Sentinel-3A and –3B SAR altimeters offering coverage up to a latitude of 81.5N since 2018, it may be possible to improve both the resolution and precision of the summer ice freeboard grids and reduce areas of missing observations by combining all three sensors (Lawrence et al., 2019). This will be particularly valuable in June and July when CryoSat-2 observations are more frequently missing. A significant area of the ice cover lies below 81.5N (Figure 7), which may allow us to obtain more testing/training samples of the marginal ice zone. Since March 2020 the RADARSAT Constellation Mission (RCM) has routinely covered almost the entire pole (up to 90N), which should enable us to identify a larger training database in future. Early research also indicates that it might be possible to measure sea ice freeboard with NASA’s ICESat-2 laser altimeter during Arctic summer months, following continued developmental work (Tilling et al., 2020). With CryoSat-2 now on a migrated orbit, operating alongside ICESat-2 for 20+ long coinciding profiles every month in the Cryo2Ice campaign, there may be future opportunities to intercompare radar and laser freeboards over summer sea ice.

5. Conclusions

In this study we have presented the first estimates of pan-Arctic summer sea ice freeboard from a satellite radar or laser altimeter. The ten-year record covers May to September, between 2011 and
2020, and stitches together a time series of observations from the CryoSat-2 radar altimeter that have, so far, been limited to Arctic winter months.

Meltwater ponds accumulating at the surface of sea ice floes in summer present the major obstacle to derive valid freeboards during summer months. These ponds prevent conventional radar altimeter waveform classification schemes from accurately separating ice floes from leads. Here we identified almost 350 optical and SAR images within 15 minutes of and coinciding in space with CryoSat-2 passes in order to verify the surface type: ‘good’ sea ice floe, ‘noisy’ floe, or lead, of around 600 coinciding CryoSat-2 footprint samples. Samples were split into two groups for training and testing a deep learning 1D CNN classification algorithm based on local variations of four CryoSat-2 parameters. The overall accuracy of the algorithm was ~80% but increased to 90% considering only the difference between all sea ice floes (good and noisy) versus leads and included only 5% of ice floes misclassified as leads. The final algorithm can classify the surface type with an estimate of confidence for any CryoSat-2 observation over sea ice, without requiring external information.

The classifier was applied to all CryoSat-2 SAR and SARIn mode observations north of 65N, retracked with the SAMOSA+ algorithm through the ESA GPOD service. Sea ice radar freeboards were estimated from the mean elevation of ice floes around each classified lead and gridded to 80-km bi-monthly fields, accounting for observation uncertainties. Valid radar freeboard fields could be obtained for all months of the summer, although the data in June and July occasionally exhibit significant loss of coverage owing to noise and a lack of leads. Freeboard fields at the shoulder months of May and September have patterns that closely resemble freeboards measured in April and October, respectively, with a conventional ‘winter’ processing scheme. However, the method cannot resolve freeboards thinner than around 4 cm because the training data are confined to the Central Arctic and small elevation variations reflective of leads in thin, marginal sea ice are thus not classified.

Sea ice freeboards evolve as expected throughout the summer months, thinning rapidly between June and August before stabilizing and thickening slightly in September. The timing of the seasonal
freeboard evolution and its interannual variations match closely to those measured by independent ULS instruments mounted on the Beaufort Gyre Exploration Program moorings. CryoSat-2 freeboard observations also capture the distribution of airborne laser scanner freeboards measured by Operation IceBridge in the Chukchi Sea in July 2016. However, they underestimate IceBridge freeboards and airborne EMI thickness observations collected over the oldest Arctic sea ice in the Lincoln Sea, with a thickness bias that increases up to one meter as the ice gets rougher. A likely source of bias comes from the radar overestimating the range to sea ice floes, with specular radar echoes tied to the surfaces of reflective melt ponds sitting below the ice floe’s mean level. This EM ranging bias should theoretically increase as a function of the sea ice surface roughness.

Our ongoing research will use external datasets and numerical modelling of radar echoes to develop the corrections required for converting radar freeboards to summer sea ice thickness. This includes correcting for the EM ranging bias and for residual snow loading in early summer. We anticipate that a new 10+ year record of Arctic sea ice thickness, including data from the autumn-spring ‘cold’ season and summer melting season, could be valuable for many polar applications. For instance, they could be assimilated into sea ice prediction systems to improve the skill of weekly-monthly summer ice forecasts (Bushuk et al., 2017), provide opportunities for estimating the sunlight reaching primary producers resident in and under sea ice (Stroeve et al., 2020), or could support active marine operations during Arctic summer months.

Declaration of Competing Interest
All authors declare no conflict of interest.

Acknowledgments
This paper is a contribution to the UK Natural Environment Research Council (NERC) Project “PRE-MELT” under Grant NE/T000546/1. JL also acknowledges support from the European Space Agency Living Planet Fellowship “Arctic-Summit” under Grant ESA/4000125582/18/I-NS and from the Centre for Integrated Remote Sensing and Forecasting for Arctic Operations (CIRFA) project through the Research Council of Norway (RCN) under Grant #237906. MT acknowledges support from ESA’s “CryoSat+ Antarctic Ocean” under grant ESA AO/1-9156/17/BG and MT & JL from the “EXPRO+ Snow” under grant ESA AO/1-10061/19/I-EF. The authors thank the SARvatore (SAR Versatile Altimetric Toolkit for Ocean Research & Exploitation) service available through ESA Grid Processing on Demand (GPOD) for providing Level 2 CryoSat-2 observations. This free-to-use service was
invaluable for completing the objectives of our study. We acknowledge the use of imagery provided by services from RADARSAT-2 data and products © MDA Geospatial Services Inc. — All Rights Reserved. RADARSAT is an official mark of the Canadian Space Agency. RADARSAT-2 data are available for a fee from the Natural Resources Canada’s Earth Observation Data Management System (www.eodms-sgdot.nrcan-rncan.gc.ca). We thank three anonymous reviewers for their comments.

References

Abadi, M., Agarwal, A., Barham, P., Brevdo, E., Chen, Z., Citro, C., Corrado, G., Davis, A., Dean, J., Devin, M., Ghemawat, S., Goodfellow, I., Harp, A., Irving, G., Isard, M., Jozefowicz, R., Jia, Y., Kaiser, L., Kudlur M, Levenberg J., Mané D., Schuster M., Monga R., Moore S., Murray D., Olah C., Shiens J., Steiner, B., Sutskever, I., Talwar, K., Tucker, P., Vanhoucke, V., Vasudevan, V., Viégas, F., Vinyals, O., Warden, P., Wattenberg, M., Wicke, M., and Yu, X., and Xiaoqiang Zheng. 2015. TensorFlow: Large-scale machine learning on heterogeneous systems. Software available from tensorflow.org.

Alexandrov, V., Sandven, S., Wahlin, J. and Johannessen, O.M., 2010. The relation between sea ice thickness and freeboard in the Arctic. The Cryosphere, 4(3), 373-380. doi:10.5194/tc-4-373-2010.

Allard, R., Farrell, S.L., Hebert, D.A., Johnston, W.F., Li, L., Kurtz, N.T., Phelps, M.W., Posey, P.G., Tilling, R., Ridout, A., Wallcraft, A.J., 2018. Utilizing CryoSat-2 Sea Ice Thickness to Initialize a Coupled Ice-Ocean Modeling System. Adv. Space Res., 62(6). doi.org/10.1016/j.asr.2017.12.030.

Armitage, T. and Ridout, A. 2015. Arctic sea ice freeboard from AltiKa and comparison with CryoSat-2 and Operation IceBridge. Geophys. Res. Lett., 42(16), 6724-6731. doi:10.1002/2015GL064823.

Armitage, T.W., Bacon, S., Ridout, A.L., Thomas, S.F., Aksenov, Y. and Wingham, D.J., 2016. Arctic sea surface height variability and change from satellite radar altimetry and GRACE, 2003–2014. Journal of Geophysical Research: Oceans, 121(6), 4303-4322. doi.org/10.1002/2015JC011579.

Arrigo, K.R., Perovich, D.K., Pickart, R.S., Brown, Z.W., Van Dijken, G.L., Lowry, K.E., Mills, M.M., Palmer, M.A., Balch, W.M., Bahr, F. and Bates, N.R., 2012. Massive phytoplankton blooms under Arctic sea ice. Science, 336(6087), 1408-1408. doi:10.1126/science.1215065.

Babb, D., Landy, J., Barber, D. and Galley, R., 2019. Winter sea ice export from the Beaufort Sea as a preconditioning mechanism for enhanced summer melt: A case study of 2016. J. Geophys. Res., 124(9), 6575-6600. doi:10.1029/2019JC015053.

Babb, D., Landy, J., Lukovich, J., Haas, C., Hendricks, S., Barber, D. and Galley, R, 2020. The 2017 reversal of the Beaufort Gyre: Can dynamic thickening of a seasonal ice cover during a reversal limit summer ice melt in the Beaufort Sea? J. Geophys. Res. Oceans, 125(12). doi:2020JC016796

Barber, D.G., LeDrew, Flett, D.G., Shokr, M. and Falkingham J., 1992. Seasonal and diurnal variations in SAR signatures of landfast sea ice. Transactions on Geoscience and Remote Sensing, 30(3), 638-642, doi:10.1109/36.142948.

Barber, D.G., Hop, H., Mundy, C.J., Else, B., Dmitrenko, I.A., Tremblay, J.E., Ehn, J.K., Assmy, P., Daase, M., Candlish, L.M. and Rysgaard, S., 2015. Selected physical, biological and biogeochemical implications of a rapidly changing Arctic Marginal Ice Zone. Progress in Oceanography, 139, 122-150. doi.org/10.1016/j.pocean.2015.09.003.

Barnhart, K.R., Miller, C.R., Overeem, I. and Kay, J.E., 2016. Mapping the future expansion of Arctic open water. Nature Climate Change, 6(3), 280-285. https://doi.org/10.1038/nclimate2848

Belter, H.J., Krumpen, T., Hendricks, S., Hoelemann, J., Janout, M.A., Ricker, R. and Haas, C., 2020. Satellite-based sea ice thickness changes in the Laptev Sea from 2002 to 2017: comparison to mooring observations. The Cryosphere, 14 (7). 2189-2203. doi:10.5194/tc-14-2189-2020.
Belter, H.J., Krupen, T., von Albedyll, L., Alekseeva, T.A., Frolov, S.V., Hendricks, S., Herber, A., Polyakov, I., Raphael, I., Ricker, R. and Serovetnikov, S.S., 2021. Interannual variability in Transpolar Drift ice thickness and potential impact of Atlantification. The Cryosphere Discussions, 1-24. Accepted. doi.org/10.5194/tc-2020-305.

Blanchard-Wrigglesworth, E. and Bitz, C.M., 2014. Characteristics of Arctic sea-ice thickness variability in GCMs. Journal of Climate, 27(21), 8244-8258. doi:10.1175/JCLI-D-14-00345.1.

Blockley, E. and Peterson, K., 2018. Improving Met Office seasonal predictions of Arctic sea ice using assimilation of CryoSat-2 thickness. Cryosphere, 12(11), 3419-3438. doi:10.5194/tc-12-3419-2018.

Bonan, D., Bushuk, M. and Winton, M., 2019. A spring barrier for regional predictions of summer Arctic sea ice. Geophys. Res. Lett., 46(11), 5937-5947. doi:10.1029/2019GL082947.

Buckley, E.M., Farrell, S.L., Duncan, K., Connor, L.N., Kuhn, J.M. and Dominguez, R.T., 2020. Classification of sea ice summer melt features in high-resolution IceBridge imagery. Journal of Geophysical Research: Oceans, 125(5), doi.org/10.1029/2019JC015738.

Bushuk, M., Msadek, R., Winton, M., Vecchi, G.A., Gudgel, R., Rosati, A. and Yang, X., 2017. Skillful regional prediction of Arctic sea ice on seasonal timescales. Geophysical Research Letters, 44(10), pp.4953-4964. https://doi.org/10.1002/2017GL073155.

Bonan, D., Bushuk, M., Winton, M., Blanchard-Wrigglesworth, E., & Delworth, T., 2020. A mechanism for the Arctic sea ice spring predictability barrier. Geophys. Res. Lett., 47(13). doi:10.1029/2020GL088335

Carsey, F., 1992. Remote sensing of ice and snow: review and status. Int. J. Remote Sens., 13 (1), 5–11. https://doi.org/10.1080/01431169204021.

Chen, Z., Liu, J., Song, M., Yang, Q. and Xu, S., 2017. Impacts of Assimilating Satellite Sea Ice Concentration and Thickness on Arctic Sea Ice Prediction in the NCEP Climate Forecast System. J. Clim., 30(21), 8429-8446.

Day, J., Hawkins, E. and Tietsche, S., 2014. Will Arctic sea ice thickness initialization improve seasonal forecast skill?. Geophys. Res. Lett., 41(21), 7566-7575. doi.org/10.1002/2014GL061694.

Dettmering, D., Wynne, A., Müller, F.L., Passaro, M., Seitz, F., 2018. Lead Detection in Polar Oceans—A Comparison of Different Classification Methods for Cryosat-2 SAR Data. Remote Sens., 10, 1190. https://doi.org/10.3390/rs10081190

Dinardo, S. & Restano, M., Ambrózio, A. and Jérôme B., 2016. SAR altimetry processing on demand service for CryoSat-2 and Sentinel-3 at ESA G-POD. Proceedings of the 2016 conference on Big Data from Space (BiDS’16), Santa Cruz de Tenerife, Spain.

Drinkwater, M.R., 1991. K u band airborne radar altimeter observations of marginal sea ice during the 1984 Marginal Ice Zone Experiment. Journal of Geophysical Research: Oceans, 96(C3), 4555-4572. doi:10.1029/90JC01954.

Eicken, H., Grenfell, T. C., Perovich, D. K., Richter-Menge, J. A. and Frey, K., 2004. Hydraulic controls of summer Arctic pack ice albedo. Journal of Geophysical Research: Oceans, 109(8). doi.org/10.1029/2003JC001989.

Eicken, H., Lensu, M., Leppäranta, M., Tucker, W.B., Gow, A.J., and Salmela, O., 1995. Thickness, structure, and properties of level summer multiyear ice in the Eurasian sector of the Arctic Ocean. J. Geophys. Res., 100(11), 22697–22710. doi:10.1029/95JC02188.
Egido, A. and Smith, W.H., 2016. Fully focused SAR altimetry: theory and applications. IEEE Transactions on Geoscience and Remote Sensing, 55(1), 392-406. doi:10.1109/TGRS.2016.2607122

Filipponi F., Sentinel-1 GRD Preprocessing Workflow Presented at the 3rd International Electronic Conference on Remote Sensing, 22 May-5 June 2018; Available Online: https://sciforum.net/conference/ecrs

Guemas, V., Blanchard-Wrigglesworth, E., Chevallier, M., Day, J., Déqué, M., Doblas-Reyes, F. and Koenigk, T., 2016. A review on Arctic sea-ice predictability and prediction on seasonal to decadal time-scales. Quat. J. Royal Met. Soc., 142(695), 546-561. doi.org/10.1002/qj.2401

Haas, C., Gerland, S., Eicken, H., Miller, H., 1997 Comparison of sea-ice thickness measurements under summer and winter conditions in the Arctic using a small electromagnetic induction device. Geophysics. 62(3), 749–757. doi:10.1190/1.1444184

Haas, C., and Howell S.E.L., 2015. Ice thickness in the Northwest Passage, Geophys. Res. Lett., 42, 7673–7680. doi:10.1002/2015GL065704.

Haas, C., Lobach, J., Hendricks, S., Rabenstein, L. and Pfaffling, A., 2009. Helicopter-borne measurements of sea ice thickness, using a small and lightweight, digital EM system. Journal of Applied Geophysics, 67(3), 234-241.

Haas, C., Pfaffling, A., Hendricks, S., Rabenstein, L., Etienne, J.L. and Rigor, I., 2008. Reduced ice thickness in Arctic Transpolar Drift favors rapid ice retreat. Geophysical Research Letters, 35(17). doi:10.1029/2008GL034457.

Kaleschke, L., Tian-Kunze, X., Maas, N., Makynen, M. and Drusch, M., 2012. Sea ice thickness retrieval from SMOS brightness temperatures during the Arctic freeze-up period. Geophys. Res. Lett., 39, L05501. doi:10.1029/2012GL050916.

Komarov, A.S. and Buehner, M., 2017. Automated detection of ice and open water from dual-polarization RADARSAT-2 images for data assimilation. IEEE Transactions on Geoscience and Remote Sensing, 55(10), 5755–5769. doi: 10.1109/TGRS.2017.2713987

Kwok, R., Cunningham, G. and Armitage, T., 2018. Relationship between specular returns in CryoSat-2 data, surface albedo, and Arctic summer minimum ice extent. Elem. Sci. Anth., 6(1), 53. doi:10.1525/elementa.311.
935 Kwok, R., Cunningham, G.F., Kacimi, S., Webster, M.A., Kurtz, N.T. and Petty, A.A., 2020. Decay of the
936 snow cover over Arctic sea ice from ICESat-2 acquisitions during summer melt in 2019. Geophysical
937 Research Letters, 47(12), p.e2020GL088209. doi:10.1029/2020GL088209.
938
939 Kwok, R., Spreen, G. and Pang, S. 2013. Arctic sea ice circulation and drift speed: Decadal trends and
940 ocean currents. J. Geophys. Res. Oceans, 118(5), 2408-2425. doi:10.1002/jgrc.20191.
941
942 Laforge, A., Fleury, S., Dinardo, S., Garnier, F., Remy, F., Benveniste, J., Bouffard, J. and Verley, J.,
943 2020. Toward improved sea ice freeboard observation with SAR altimetry using the physical
944 retracker SAMOSA+. Advances in Space Research. doi.org/10.1016/j.asr.2020.02.001.
945
946 Landy, J., Ehn, J., Shields, M. and Barber, D., 2014. Surface and melt pond evolution on landfast first-
947 year sea ice in the Canadian Arctic Archipelago. J. Geophys. Res. , 119, 3054-3075.
948 doi:http://dx.doi.org/10.1002/2013JC009617.
949
950 Landy, J., Tsamados, M. and Schariat, R., 2019. A Facet-Based Numerical Model for Simulating SAR
951 Altimeter Echoes from Heterogeneous Sea Ice Surfaces. IEEE Trans. Geosci. Rem. Sens., , 57(7), 4164-
952 4180. doi:10.1109/TGRS.2018.2889763.
953
954 Landy, J., Petty, A., Tsamados, M. and Stroeve, J., 2020. Sea ice roughness overlooked as a key
955 source of uncertainty in CryoSat-2 ice freeboard retrievals. J. Geophys. Res. Oceans, 125(5),
956 e2019JC015820. doi:10.1029/2019JC015820.
957
958 Lawrence, I.R., Armitage, T., Tsamados, M., Stroeve, J., Dinardo, S., Ridout, A., Muir, A., Tilning, R.L.
959 and Shepherd, A, Extending the Arctic sea ice freeboard and sea level record with the Sentinel-3
960 radar altimeters, Advances in Space Research, 2019, https://doi.org/10.1016/j.asr.2019.10.011.
961
962 Laxon, S. W., Giles, K. A., Ridout, A. L., Wingham, D. J., Willatt, R., Cullen, R., Kwok, R., Schweiger, A.,
963 Zhang, J., Haas, C., Hendricks, S., Krishfield, R., Kurtz, N., Farrell, S. and Davidson, M., 2013. CryoSat-2
964 estimates of Arctic sea ice thickness and volume. Geophys. Res. Lett., 40, 732
965 doi:10.1002/2012GL056057.
966
967 Lee, S., Kim, H.C. and Smith, S., 2013. High interannual variability of sea ice thickness in the
968 Arctic region. Nature 425, 947–950. https://doi.org/10.1038/nature02050
969
970 Lee, S., Kim, M., Shin, M., Kim, H. and Quackenbush, L., 2016. Arctic sea ice thickness
971 estimation from CryoSat-2 satellite data using machine learning-based lead detection. Rem. Sens.,
972 8(9), 698. doi:10.3390/rs8090698.
973
974 Lee, S., Kim, H.C. and Im, J., 2018. Arctic lead detection using a waveform mixture algorithm from
975 CryoSat-2 data. The Cryosphere, 12(5), pp.1665-1679. doi:10.5194/tc-12-1665-2018.
976
977 Lei R, Cheng B, Heil P, Vihma T, Wang J, Ji Q. 2018. Seasonal and interannual variations of sea ice
978 mass balance from the central Arctic to the Greenland Sea, Journal of Geophysical Research: Oceans,
979 123(1): 2422- 2439. https://doi.org/10.1002/2017JC013548.
980
981 Lindsay, R. and Schweiger, A., 2015. Arctic sea ice thickness loss determined using subsurface,
982 aircraft, and satellite observations. The Cryosphere, 9(1), 269-283. doi:10.5194/tc-9-269-2015
983
984 Mahmud, M.S., Howell, S.E., Geldsetzer, T. and Yackel, J., 2016. Detection of melt onset over the
985 northern Canadian Arctic Archipelago sea ice from RADARSAT, 1997–2014. Remote Sensing of
986 Environment, 178, 59-69. doi:10.1016/j.rse.2016.03.003.
987
988 Melville, W.K., Stewart, R.H., Keller, W.C., Kong, J.A., Arnold, D.V., Jessup, A.T., Loewen, M.R. and
989 Slinn, A.M., 1991. Measurements of electromagnetic bias in radar altimetry. Journal of Geophysical
990 Research: Oceans, 96(C3), 4915-4924. doi:10.1029/90JC02114.
991
992 Morison, J., Kwok, R., Peralta-Ferriz, C., Alkire, M., Rigor, I., Andersen, R. and Steele, M., 2012.
993 Changing Arctic Ocean freshwater pathways. Nature, 481, 66-70. doi:10.1038/nature10705.
Müller, F.L., Dettmering, D., Bosch, W. and Seitz, F., 2017. Monitoring the arctic seas: How satellite altimetry can be used to detect openwater in sea-ice regions. Remote Sensing, 9(6).
https://doi.org/10.3390/rs9060551.

Parkinson, C.L. and Comiso, J.C., 2013. On the 2012 record low Arctic sea ice cover: Combined impact of preconditioning and an August storm. Geophysical Research Letters, 40(7), pp.1356-1361. doi:10.1002/grl.50349.

Passaro, M., Müller, F.L. and Dettmering, D., 2017. Lead Detection using Cryosat-2 Delay-Doppler Processing and Sentinel-1 SAR images, Advances in Space Research, doi:http://dx.doi.org/10.1016/j.asr.2017.07.011.

Peacock, N.R. and Laxon, S.W., 2004. Sea surface height determination in the Arctic Ocean from ERS altimetry, J. Geophys. Res., 109, C07001, doi:10.1029/2001JC001026.

Petty, A., Kurtz, N., Kwok, R., Markus, T. and Neumann, T., 2020. Winter Arctic Sea Ice Thickness From ICESat-2 Freeboards. J. Geophys. Res. Oceans, 125(5), e2019JC015764. doi:10.1029/2019JC015764.

Pfaffling, A., Haas, C. and Reid, J., 2007. A direct helicopter EM sea ice thickness inversion, assessed with synthetic and field data, Geophysics, 72, F127-F137. doi:10.1190/1.2732551.

Poisson J, Quartly, G.D., Kurekin, A.A., Thibaut, P., Hoang D. and Nencioli, F., 2018. Development of an ENVISAT Altimetry Processor Providing Sea Level Continuity Between Open Ocean and Arctic Leads. IEEE Transactions on Geoscience and Remote Sensing, vol. 56, no. 9, pp. 5299-5319. doi: 10.1109/TGRS.2018.2813061.

Ray, C., Martin-Puig, C., Clarizia, M., Ruffini, G., Dinardo, S., Gommenginger, C. and Benveniste, J. 2015. SAR altimeter backscattered waveform model. IEEE Trans. Geosci. Rem. Sens., 53(2), 911-919. doi:10.1109/TGRS.2014.2330423.

Ricker, R., Hendricks, S., Perovich, D.K., Helm, V. and Gerdes, R., 2015. Impact of snow accumulation on CryoSat-2 range retrievals over Arctic sea ice: An observational approach with buoy data. Geophysical Research Letters, 42(11), pp.4447-4455. doi:10.1002/2015GL064081.

Ricker, R., Hendricks, S. and Beckers, J.F., 2016. The Impact of Geophysical Corrections on Sea-Ice Freeboard Retrieved from Satellite Altimetry. Remote Sens, 8, 317. https://doi.org/10.3390/rs8040317.

Scharien, R. K., Landy, J. and Barber, D. G., 2014. First-year sea ice melt pond fraction estimation from dual-polarisation C-band SAR – Part 1: In situ observations, The Cryosphere, 8, 2147–2162, https://doi.org/10.5194/tc-8-2147-2014.

Schröder, D., Feltham, D., Tsamados, M., Ridout, A. and Tilling, R., 2019. New insight from CryoSat-2 sea ice thickness for sea ice modelling. Cryosphere, 13, 125-139. doi:10.5194/tc-13-125-2019.

Serreze, M., Barrett, A., Stroeve, J., Kindig, D. and Holland, M., 2009. The emergence of surface-based Arctic amplification. Cryosphere, 3, 11-19. https://doi.org/10.5194/tc-3-11-2009.

Sigmond, M., Reader, M. C., Flato, G. M., Merryfield, W. J. and Tivy, A., 2016, Skillful seasonal forecasts of Arctic sea ice retreat and advance dates in a dynamical forecast system, Geophys. Res. Lett., 43, 12,457-12,465, doi:10.1002/2016GL071396.

Stroeve, J. and Notz, D., 2018. Changing state of Arctic sea ice across all seasons. Env. Res. Lett., 13(10), p. 103001. https://doi.org/10.1088/1748-9326/aade56.

Stroeve, J., Liston, G.E., Buzzard, S., Zhou, L., Mallett, R., Barrett, A., Tschudi, M., Tsamados, M., Itkin, P. and Stewart, J.S., 2020. A Lagrangian snow evolution system for sea ice applications (SnowModel-LG): Part II—Analyses. Journal of Geophysical Research: Oceans, 125(10), p.e2019JC015900. https://doi.org/10.1029/2019JC015900.
Tilling, R., Ridout A., Shepherd A., and Wingham, D., 2015. Increased Arctic sea ice volume after anomalously low melting in 2013. Nature Geoscience, 8, 643-646. https://doi.org/10.1038/ngeo2489.

Tilling, R., Ridout A., Shepherd A., Estimating Arctic sea ice thickness and volume using CryoSat-2 radar altimeter data, Advances in Space Research, Volume 62, Issue 6, 2018, Pages 1203-1225, https://doi.org/10.1016/j.asr.2017.10.051.

Tilling, R., Kurtz, N.T., Bagnardi, M., Petty, A.A. and Kwok, R., 2020. Detection of Melt Ponds on Arctic Summer Sea Ice From ICESat-2. Geophysical Research Letters, 47(23), p.e2020GL090644.

Tran, N., Vandemark, D., Labroue, S., Feng, H., Chapron, B., Tolman, H.L., Lambin, J. and Picot, N., 2010. Sea state bias in altimeter sea level estimates determined by combining wave model and satellite data. Journal of Geophysical Research: Oceans, 115(C3). doi:10.1029/2009JC005534.

Webster, M., Rigor, I., Nghiem, S., Kurtz, N., Farrell, S., Perovich, D. and Sturm, M., 2014. Interdecadal changes in snow depth on Arctic sea ice. J. Geophys. Res. Oceans, 119, 5395-5406. https://doi.org/10.1002/2014JC009985.

Willatt, R., Giles, K., Laxon, S., Stone-Drake, L. and Worby, A., 2009. Field investigations of Ku-band radar penetration into snow cover on Antarctic sea ice. IEEE Trans. Geosci. Rem. Sens., 48(1), 365-372. doi:10.1109/TGRS.2009.2028237.

Willatt, R., Laxon, S., Giles, K., Cullen, R., Haas, C., & Helm, V., 2011. Ku-band radar penetration into snow cover on Arctic sea ice using airborne data. Ann. Glaciol., 52(57), 197-205. doi:10.3189/172756411795931589.

Xia, W. and Xie, H., 2018. Assessing three waveform retrackers on sea ice freeboard retrieval from Cryosat-2 using Operation IceBridge Airborne altimetry datasets. Remote Sensing of Environment, 204, pp.456-471. doi:10.1016/j.rse.2017.10.010.

List of Figure Captions

Figure 1: Examples of manually classified leads in Sentinel 1 SAR images (HH polarization), b) for September in the Central Arctic ocean c) for September near the ice margins, and d) for a Landsat-8 optical image in July in the Central Arctic Ocean. The solid black line denotes the location of the coinciding CryoSat-2 track. a) shows the location of classified floes (black circles) and noisy floes (black crosses) for the SAR and SARIn data and location of classified SAR leads (blue) and SARIn leads (red). The background map displays average sea ice concentration for the 2011-2020 study period.

Figure 2: Residual elevation, backscatter ($\sigma^0$), pulse peakiness (PP), RIP peakiness (RP) for the leads (left), good floes (middle) and noisy floes (right), centred on the classification point, for all samples in the training/testing database. The grey lines are the individual classified samples and the black and blue lines are the mean for the SAR and SARIn data, respectively.

Figure 3: Example of the CNN and decision tree lead classification results for a coincident SAR image in August 26th 2018 in the Central Arctic Ocean, with the corresponding CryoSat-2 along-track data for a) RIP peakiness (RP), b) pulse peakiness (PP), c) backscatter ($\sigma^0$) and d) residual elevation. The CNN classification is shown in e) with blue (confidence >50%) and red (confidence <50%) classified leads. The decision tree classified leads are shown in f) and are green.

Figure 4: Example of the CNN and decision tree lead classification results for a coincident SAR image in June 16th 2018 in the Central Arctic Ocean, with the corresponding CryoSat-2 along-track data for a) RIP peakiness (RP), b) pulse peakiness (PP), c) backscatter ($\sigma^0$) and d) residual elevation. The CNN
classification is shown in e) with blue (confidence >50%) and red (confidence <50%) classified leads. The decision tree classified leads are shown in f) and are green. The lack of contrast between ice floes and leads is common for SAR images obtained in May and June. This is reflected by the high variability (noise) in retracted elevation measurements from CryoSat-2 in d.

Figure 5: CryoSat-2 summer (May-September) radar freeboards for 2013, with freeboards for April and October 2013 from a conventional ‘winter’ processing scheme by Landy et al., (2020). The grey areas represent the presence of sea ice but no valid ice thickness measurements.

Figure 6: CryoSat-2 summer (May - September) radar freeboard anomalies for 2013, with winter freeboard anomalies included for April and October from a conventional ‘winter’ processing scheme by Landy et al., (2020). The data is relative to 2011-2020 averages.

Figure 7: CryoSat-2 summer (May-September) radar freeboard climatology for 2011-2020, with climatological freeboards for April and October from a conventional ‘winter’ processing scheme by Landy et al., (2020). The grey areas represent the presence of sea ice but no valid ice thickness measurements.

Figure 8: Average radar freeboard for the Central Arctic (purple), Beaufort Sea (orange) and the Chukchi & East Siberian Seas (green). The solid lines are the average over the 15-day periods and the transparent region is the standard deviation. Shoulder months of April and October from conventional ‘winter’ processing scheme by Landy et al., (2020) are also shown before and after the grey dashed lines, respectively. The bottom left row is the distribution of freeboard measurements for the entire summer (May to September), for the Central Arctic (purple), Beaufort Sea (orange) and the Chukchi & East Siberian Seas (green), for 2011-2020. The regions are displayed on Figure 10.

Figure 9: Freeboard maps comparing summer and winter processing algorithms. Winter processed data (a & d), summer processed data (b & e), and the differences between the summer and winter processed data (c & f) are shown for April 2016 (a to c) and October 2015 (d to f). For (e) we mask out areas of newly formed ice where the sea-ice concentration was less than 5% in September and larger than 5% in October.

Figure 10. (Left) Map of airborne observations for sea ice freeboard and thickness validation. Three annotations in the Beaufort Sea mark the locations of the BGEP Moorings. (Middle column) Comparison of CryoSat-2 gridded radar freeboards with independent airborne observations of laser freeboard from the Operation IceBridge ATM. The 2016 Chukchi Sea campaign covered mainly first-year sea ice whereas the 2017 Lincoln Sea campaign covered mainly multi-year ice. For the 2017 data we separate freeboard distributions for sea ice with a surface roughness height (derived from the OIB data) lower and higher than 0.35 m. (Right column) Comparison of CryoSat-2 sea ice thickness observations with airborne EM thickness measurements. The CryoSat-2 thickness estimates were obtained from radar freeboards assuming no snow/meltwater loading and a fixed sea ice density of 930 kg/m³.

Figure 11: Comparison of sea ice draft measured by the Beaufort Gyre Exploration Programme Mooring ULS (Upward Looking Sonar) with ice draft estimates by CryoSat-2 in a 150 km radius surrounding each mooring. CryoSat-2 draft observations in winter are from the LARM algorithm (Landy et al., 2020). CryoSat-2 draft observations in summer are obtained by converting radar freeboard to thickness assuming no snow/meltwater loading and a fixed sea ice density of 930 kg/m³. BGEP Mooring A is located at approximately 75°N 150°W, Mooring B at 78°N 150°W, and Mooring D at 74°N 140°W and are shown in Figure 10.