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Abstract: Effective settlements generalization for small-scale maps is a complex and challenging task. Developing a consistent methodology for generalizing small-scale maps has not gained enough attention, as most of the research conducted so far has concerned large scales. In the study reported here, we want to fill this gap and explore settlement characteristics, named variables that can be decisive in settlement selection for small-scale maps. We propose 33 variables, both thematic and topological, which may be of importance in the selection process. To find essential variables and assess their weights and correlations, we use machine learning (ML) models, especially decision trees (DT) and decision trees supported by genetic algorithms (DT-GA). With the use of ML models, we automatically classify settlements as selected and omitted. As a result, in each tested case, we achieve automatic settlement selection, an improvement in comparison with the selection based on official national mapping agency (NMA) guidelines and closer to the results obtained in manual map generalization conducted by experienced cartographers.
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1. Introduction

The decision to remove or maintain an object while changing the level of detail requires many features of the object itself and its surroundings to be taken into account. This decision constitutes the essential element of cartographic generalization, defined by ICA (International Cartographic Association) as the selection and simplification of information appropriate to the scale and purpose of a map [1]. Cartographic generalization can be viewed both as a process of exploration, associated with information abstraction and of communication, related to the optimal map design. According to [2], selection, also named as elimination, constitutes one of the generalization operators. Among other generalization operators like aggregation, collapse, merge, simplification and refinement it is classified as the operator that affects objects visual quantity. Selection deals with one or more objects or object classes removal without replacement, thus it is used to reduce map or database content according to the target detail level. It has also been referred to as elimination, class selection, extraction, thinning or pruning [2]. Selection usually constitutes the first generalization operation, thus it can be a prerequisite to effective objects generalization. Especially in the context of settlement generalization and in particular, for small scale maps, the selection is an essential step as it is not a straightforward operation. Although it is intuitive that large settlements should take precedence over the smaller ones, it is not true that if five settlements are selected, these are the largest ones. A large
settlement located close to a larger one may be excluded, and a smaller settlement not in the neighborhood of any other larger one may be included because of its relative importance [3].

Researchers agree on the need for fully automating the generalization process [4]. Numerous research centers, cartographic agencies and commercial companies have undertaken successful attempts to implement certain generalization solutions [4–9]. Nevertheless, developing an effective and consistent methodology for generalizing small-scale maps has not gained enough attention. Most of the research conducted so far has focused on the acquisition of large-scale maps [4]. The presented research aims to fill this gap by exploring new variables, which are of key importance in the automatic settlement selection process at small scales. Variables are understood as settlement characteristics calculated, measurable and comparable. The paper addresses two research questions explicitly:

1. Which variables are essential in settlement selection for small-scale maps?
2. Is there a correlation between the proposed variables?

Addressing these issues is an essential step towards proposing new algorithms for effective and automatic settlement selection that will contribute to enriching the sparsely filled small-scale generalization toolbox. The article is an extension of the research presented at the 29th International Cartographic Conference [10].

1.1. Variables considered in settlement selection

Cartographers design maps by generalizing more detailed data and selecting objects based on many features—both in relation to the object itself and its surroundings. During manual generalization, it was possible to make decisions based on visual map inspection. The observation allowed the density of settlements and the patterns of the settlement network to be taken into account. Formalizing such considerations and subjective decision-making is very challenging in order to automate the process. In object selection or quantitative evaluation of the generalization results, the Radical Law developed by Topfer and Piliewizer [11] is often applied. However, apart from knowing the optimal number of objects that should remain on the map, it is necessary to decide which of them should be kept and which can be omitted [2]. This issue has been dealt with in previous research [12,13].

The significant settlements should have priority to be maintained and presented on maps at smaller scales. Still, this significance can be understood and measured in various ways. It should be remembered that some important settlements located in the vicinity of more important ones must be omitted due to map readability. At the same time, small settlements located at a considerable distance from others might be preserved on a small-scale map, because they signal the presence of built-up areas in a given region and allow the density of the settlement network to be estimated [14].

When choosing the criteria to determine whether to maintain or omit objects, the theme, purpose and scale of the map should be considered. Measurable criteria allow the importance of settlements to be assigned and their hierarchy to be developed in a given classification. According to Sirko [13], the features considered in the classification should meet the conditions of measurability, independence, summation and variability. The most commonly used criterion for assessing the significance of a settlement, and hence the selection criterion, is its size, measured by the number of inhabitants. This was mentioned as the most crucial criterion by, among others, Pietkiewicz [15], Rado [16], Ostrowski [17], Baranowski and Grygorenko [18], Ratajski [19] and Flewelling and Egenhofer [20].

In the literature concerning the selection of settlements in cartographic generalization, the authors propose additional selection criteria. Sirko [13] notes that taking more criteria into account allows the settlement to be characterized as fully as possible and contributes to an objective assessment of its importance. At the same time, Sirko proposes nine settlement selection criteria. Based on each of the characteristics (variables), the rank of the settlement is calculated. The combined value of the ranks constitutes the information on the weight of the settlement. The characteristics indicated by Sirko to assess the importance of settlements are the number of inhabitants, administrative significance, level of urbanization, economic significance, road transport accessibility, rail transport accessibility, historical significance, touristic significance and location of the settlement
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with regard to the river network. Ratajski [19] also mentions the criterion of centrality, taking into account the set of all functions of the settlement as well as the following criteria: settlement importance as a central place, fulfilling a service function for other settlements in the network; settlement timeliness, expressing the temporary significance of the settlement due to events; change tendencies, understood as the tendency for settlements to develop or regress; as well as settlement patterns, that is, the presentation of differences in the density of the settlement network.

The need to take the criteria related to the functional significance of settlements into account, defined by their educational, touristic or historical role, was also emphasized in geographical and urban literature [21–23]. The first attempts to take the functional significance of the settlement into account were made by Christaller [24], Dixon [25], Kadmon [12], Richardson and Müller [3].

1.2. Machine Learning in Cartographic Generalization

The main idea behind this research is to use machine learning (ML) to explore new variables, which can be valuable in the automatic settlements generalization in small scales. So far, a few approaches based on the use of ML have already been proposed. One of the first attempts to determine generalization parameters with the use of ML was performed by Weibel et al. [26]. The learning material was the observation of cartographer’s manual work. Additionally, Mustière [27] tried to identify the optimal sequence of the generalization operators for roads using ML. A different approach was presented by Sester [28]. The goal was to extract the cartographic knowledge from spatial data characteristics, especially from the attributes and geometric properties of objects, regularities and repetitive patterns that govern object selection with the use of decision trees. Lagrange et al. [29] and also Balboa and López [30] used ML techniques, namely neural networks to generalize line objects. Recently, Sester et al. [31] and Feng et al. [32] proposed the application of deep learning for the task of building generalization.

However, as noted by Sester et al. [31], these ideas, although interesting, remained proof of concepts only. Moreover, previous research concerned topographic databases and large-scale maps. Promising results of automatic settlement selection in small scales were reported by Karsznia and Weibel [33]. To improve the settlement selection process, they used data enrichment and ML. Due to classification models based on decision trees, they explored new variables that are decisive in the settlement selection process. Nevertheless, they also concluded that there is probably still more “deep knowledge” to be discovered, possibly linked to further variables that were not included in their work. Thus, the motivation for this research is to fill this gap and look for additional, essential variables governing settlement selection in small scales.

2. Materials and Methods

The scope of this research covered automatic settlement selection from the General Geographic Object Database (GGOD) at the detail level of the 1:250 000–1:500 000 scale.

The data contained in GGOD is gathered and stored by districts, which are the second-level units of administration in Poland, equivalent to LAU-1 and NUTS-4. In this research, a sample of 16 districts was used. This represents approximately 5% of Polish districts. The districts were split into four groups, coherent in terms of population density, settlement density and settlement type (Figure 1, Table 1).

| Group no. | Characteristic | Districts |
|-----------|---------------|-----------|
| 1.        | High population density area—151.84 people per km² | Brzeski, Dębicki, Rzeszowski, Tarnowski |
| 2.        | Medium population density area—101.36 people per km² | Krotoszyński, Ostrowski, Milicki, Złotoryjski |
| 3.        | Low population density area—85.04 people per km² | Łowicki, Skierniewicki, Żyrardowski |
| 4.        | Very low population density area—41.98 people per km² | Bytówski, Chojnicki, Gołdapski, Olecki, Suwalski |
The settlements have been generalized using two approaches (Figure 2). The primary stage consisted of acquiring the source data from the GGOD (thematic layers of settlements, roads, road nodes, land use and administrative borders), enriching the source data with information from the Topographic Objects Database (buildings with their functions) and from the Atlas of the Republic of Poland 1: 500,000 [34]. This map was designed manually in the 1990s. Unfortunately, it is the latest available map at the 1: 500,000 scale, covering the whole country. Taking into account that the settlement network did not undergo such dynamic changes, the authors, after consultation with cartographers, considered the map as sufficient comparative material. The data processing step included the GGOD enrichment and the raster atlas map conversion to digital, vector form, interoperable with GGOD. Then the settlements were selected based on the rules defined in Polish legal guidelines. This process was called the basic approach [35]. Secondly, automatic settlement selection models based on ML were used and are referred to as the enhanced approach in this paper. According to the regulation, the settlements should be selected, taking four variables into account: three thematic and one spatial. The variables provided in the regulation are as follows:

- Population (number of inhabitants);
- Administrative status (seat of administrative office);
- Settlement type (“city”, “village”, “hamlet”, etc.);
- Population density (calculated per district).

The generalization rules contained in the regulation state that the selection algorithms are constant for all districts in Poland. There is one exception: for districts with a population density below 50 people per square kilometer, the algorithm parameters are different from those for more densely populated areas.
The first step, in the enhanced approach, was to create and verify a list of measurable attributes, named variables here, that are essential in the settlement selection for small scales. Then the use of ML-based models made it possible to assess the importance of the proposed variables by investigating their weights as well as the correlation between them. The source data was enriched with 33 additional variables and the settlement status (selected or omitted by a cartographer) acquired from the reference atlas map [34]. Out of 33 variables, 16 of them had earlier been considered by Karsznia and Weibel [33] and 17 were proposed in this research. Thus, this work extended the methodology proposed by Karsznia and Weibel [33]. The complete list of considered variables has been presented in Table 2. For variables calculation, ArcGIS v. 10.5 and Python 2.7.6 were used.

Table 2. Variables with their description. The variables proposed by Karsznia and Weibel [33] have been marked with asterisks.

| Variable                                      | Variable description                                      |
|-----------------------------------------------|----------------------------------------------------------|
| Administrative area of the settlement         | In square kilometers                                     |
| Built-up area of the settlement               | In square kilometers                                     |
| Residential area of the settlement            | In square kilometers                                     |
| Service and commercial area of the settlement | In square kilometers                                     |
| Industrial and storage area of the settlement | In square kilometers                                     |
| Population density in residential areas       | People per square kilometer                              |
| Number of railway stops within settlement     | Calculated using the basic ArcGIS and Python functionality|
| area                                          |                                                           |
| Number of airports within settlement area     | Calculated using the basic ArcGIS and Python functionality|
| Number of ports within settlement area        | Calculated using the basic ArcGIS and Python functionality|
| Number of at least district rank roads crossing the settlement border | Number of roads (national, voivodeship and district) crossing the administrative borders of the settlement |
| Total number of communication nodes within settlement area | Calculated using the basic ArcGIS and Python functionality |
| Variable                                                                 | Description                                                                 |
|-------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Number of crossings of higher category roads within the settlement area | Number of national, voivodeship and district intersections                   |
| Density of settlement in the district                                   | Number of settlements per square kilometer                                   |
| Density of settlement calculated in a rectangular grid                  | Number of settlements per 5 km × 5 km grid                                  |
| Density of settlement calculated in a hexagonal grid                    | Number of settlements per 25 km² grid                                       |
| Population density calculated in a rectangular grid                     | Population density per grid 5 km × 5 km                                     |
| Population density calculated in a hexagonal grid                       | Population density per 25 km² grid                                          |
| Population density in districts'                                        | People per square kilometer in districts                                    |
| Population*                                                             | Number of inhabitants                                                       |
| Administrative status*                                                  | Information concerning the seat of administrative office                   |
| Settlement type*                                                        | Information concerning settlement type, for instance: city, village, colony, etc. |
| Cultural function*                                                      | Number of buildings fulfilling cultural function within the settlement administrative area |
| Educational function*                                                   | Number of buildings fulfilling educational function within the settlement administrative area |
| Trading function*                                                       | Number of buildings fulfilling trading function within the settlement administrative area |
| Industrial function*                                                    | Number of buildings fulfilling industrial function within the settlement administrative area |
| Monumental function*                                                    | Number of buildings fulfilling monumental function within the settlement administrative area |
| Sacral function*                                                       | Number of buildings fulfilling sacral function within the settlement administrative area |
| Accommodation function*                                                | Number of buildings fulfilling accommodation function within settlement administrative area |
| Communication and finance*                                             | Number of buildings fulfilling communication and finance function within settlement administrative area |
| Health function*                                                       | Number of buildings fulfilling health function within the settlement administrative area |
| Other functions*                                                       | Number of buildings fulfilling functions not assigned to any other group, which might however be important for the selection process |
| Voronoi area*                                                          | Area of the Voronoi diagram                                                  |
| Distance to nearest neighbor *                                          | Distance to the nearest settlement                                          |

Considering a thorough set of variables makes it possible to take all settlement characteristics that can be decisive in the selection process into account. It also helps to take into account settlement characteristics that would be considered by an experienced cartographer during manual map generalization. To achieve this, we added variables concerning holistic settlement characteristics, including various settlement areas (residential, service, commercial and industrial), population density, settlement density, as well as variables concerning relations between settlements and other objects, important from the communications point of view, for instance, the number of crossings, number of airports and number of railways. For the density measures, we considered the density of settlements, calculated both in square and hexagonal grids to find more meaningful enumeration.
units. The size of the grid was assumed experimentally, in a way to highlight settlement density variations and taking into account the target scale.

However, in the case of ML, the number of variables should also be optimized for two reasons. Primarily, as more variable are included in the model, the process requires more training data. Secondly, one should also be aware that the information extracted from numeric variables could be redundant. Besides, referring to cartographic knowledge, variables have different levels of importance. Some variables—such as population or area—should be considered as a priority. Others—such as the number of roads crossing the settlement—are of secondary importance. To evaluate which variables could be omitted in future ML processes, an assessment of the correlation strength among the proposed variables was also conducted. As a final step, automatic selection models based on decision trees were built.

The classification models were implemented in RapidMiner 9.0, an open-source ML and data mining software, making use of two different ML algorithms: decision trees (DT) and decision trees with an optimized feature selection using a genetic algorithm (DT-GA).

The decision tree is a method of machine learning in which a tree represents the learned function. Although the decision tree is known for not being the best performing method, its strength lies in the fact that trees can also be re-represented as sets of if-then rules to improve human readability [36,37]. Decision trees classify features (in our case settlements) by sorting them down the tree from the root to the leaf node, which provides the classification of the feature. Each node in the tree specifies a test of some variable of the feature, and each branch descending from that node corresponds to one of the possible values for this variable. A settlement is classified by starting at the root node of the tree, testing the attribute specified by this node, then moving down the tree branch corresponding to the value of the attribute in the given example. This process is then repeated for the subtree rooted at the new node. The variable placed at the root of the tree is the most important one in the classification process. The decision is made based on the outcome of the terminal leaf.

To improve the classifier performance of decision trees, genetic algorithms can be applied. Following this, we used genetic algorithms to optimize the selection of input variables. The genetic algorithm is a learning method based on an analogy with biological evolution. It operates by iteratively updating a pool of hypotheses, called the population (in our case a set of settlement variables). On each iteration, all members of the population are evaluated according to the fitness function. A new population is then generated by probabilistically selecting the fittest individuals from the current population. Some of these selected individuals are carried forward into the next generation population intact, and others are used as the basis for creating new offspring individuals by applying genetic operations such as crossover and mutation [36].

To build classification models, we used all settlements as input data and 10-fold cross-validation to iteratively split the input data into a training and a testing subprocess. In 10-fold cross-validation the input data is partitioned into ten subsets of equal size. Of the ten subsets, a single subset is retained as the testing data set, and the remaining subsets are used as the training data set. The cross-validation process is then repeated ten times, with each of the subsets used exactly once as the testing data. The results from the iterations can then be averaged (or otherwise combined) to produce a single estimation [38,39].

In both approaches, the settlement status from the atlas map, stating if the settlement was selected or omitted during manual map generalization by experienced cartographer, was taken as a reference for the evaluation.

3. Results

As a result of the presented research, the automatic models of settlement selection from 1:250,000 to 1:500,000 scale for all 16 districts, and of districts split into four groups, were built. The accuracy of the selection and its visual correctness were compared to the results obtained from the basic approach and to the settlement status taken from the atlas map (Table 3).
Table 3. The selection accuracy for basic and enhanced approaches.

| Group   | Basic approach | Enhanced approach | Difference* |
|---------|---------------|-------------------|-------------|
|         |               | DT                | DT-GA       |
| Group 1 | 71.62%        | 76.4%             | 78.02% +6.40|
| Group 2 | 71.02%        | 77.26%            | 80.90% +9.88|
| Group 3 | 84.39%        | 84.57%            | 85.87% +1.48|
| Group 4 | 68.39%        | 80.23%            | 81.98% +13.59|

* Between the best performing method and the basic approach.

In Table 3 the best performing method has been bolded and the difference between the best performing method and the basic approach has been stated. In this paper, we decided to look closer at the results, both the decision trees and the maps for all considered district groups. Group 1 represents districts with high population density and high settlement density, while group 4 contains districts with very low population density and low settlement density, group 2 and 3 concern medium and low population and settlement density. In the presented maps, the original road network from the GGOD database was used, without generalization, as we focused exclusively on settlement selection in this paper.

The accuracy of the selection was higher for machine learning with DT-GA, therefore these results were visually compared to the atlas map and the results of the basic approach. Regarding the district group 1, presented in Figures 3 and 4, the accuracy of the basic approach was 71.62%, while the accuracy based on ML equaled 78.02% for DT-GA model. For district group 2, the results were significantly better in the ML approach (77.26% for DT model and 80.90% for DT-GA respectively; Figures 5 and 6) than in the basic approach (71.02%). Based on both the measured accuracy as well as the visual inspection (Figure 5) we could see that the result achieved in the enhanced approach was closer to the atlas map than the results of the basic approach. In the case of district group 3, the percentage accuracy of the selection was not significantly greater, namely in the basic approach it equaled 84.39%, while in ML models it equaled 84.57% in DT and 85.87% in DT-GA respectively (Figures 7 and 8). However, a visual assessment of the density of settlements allowed us to state that the selection using ML gave results more similar to the atlas map (Figure 7). For the group 4 district, presented in Figures 9 and 10, the accuracy was the highest out of all district groups. For the basic approach, it equaled 68.39%, while for the enhanced approach it equaled 80.23% for the DT model and 81.98% for DT-GA. The selection accuracy improved by up to several percent compared to the basic approach in all tested ML models, for all evaluated district groups (Table 3). While the selection in the basic approach was the same for all areas, in the extended approach a decision tree for each district group was developed separately, following the approach of Karsznia and Weibel [33], to consider different settlement characteristics.
Figure 3. Maps of Brzeski, Tarnowski and Dębicki districts; group 1.

Figure 4. Decision tree for group 1, result of machine learning using decision trees with an optimized feature selection using a genetic algorithm (DT-GA) model.
Figure 5. Maps of Krotoszyński, Ostrowski, Milicki and Złotoryjski districts; group 2.
Figure 6 Decision tree for group 2, result of machine learning using the DT-GA model.
Figure 7. Maps of Łowicki, Skierniewicki and Żyrardowski districts; group 3.
Figure 8. Decision tree for group 3, result of machine learning using the DT-GA model.
Figure 9 Maps of Bytowski and Chojnicki districts; group 4.
The RapidMiner software allows the correlation between all attributes (variables) to be calculated and it can produce a weights vector based on these correlations. Correlation is a statistical technique that can show whether, and how strongly, pairs of attributes are related. A positive value for the correlation implies a positive association. In this case, the strength of the degree of the correlation is important, whether it is positive or negative. The correlation between proposed variables was calculated for all four groups and presented in Table 4.

**Table 4.** Correlation value between the most correlated settlement attributes. Calculated for all four district groups.

| First Attribute       | Second Attribute     | Correlation |
|-----------------------|----------------------|-------------|
| Population            | Trade function       | 0.934       |
| Health function       | Trade function       | 0.907       |
| Population            | Health function      | 0.867       |
| Commercial function   | Trade function       | 0.849       |
| Population            | Commercial function  | 0.844       |
| Accommodation function| Trade function       | 0.844       |
One of the outcomes of the learning method based on DT-GA for all four groups was the normalized weights of settlement attributes presented in Table 5. Based on this model, the most relevant attributes of the given data set were selected, which offered an opportunity to develop a more effective selection algorithm.

Table 5. Normalized weights of settlement attributes, calculated using the DT-GA model. Calculated for all four district groups.

| Attribute | Weight |
|-----------|--------|
| Area of Voronoi diagram | 1.0 |
| Population | 0.952 |
| Population density per district | 0.858 |
| Population density in hexagons (100 km²) | 0.807 |
| Population density in squares 10 km × 10 km | 0.756 |
| Population density in squares 5 km × 5 km | 0.713 |
| Population density in hexagons (25 km²) | 0.649 |
| Administrative area | 0.593 |
| Distance to the nearest neighbor | 0.498 |
| Commercial area | 0.372 |
| Number of settlements in hexagons (25 km²) | 0.29 |
| Number of settlements in hexagons (100 km²) | 0.257 |
| Number of settlements in squares 5 km × 5 km | 0.244 |
| Industrial area | 0.227 |
| Number of settlements in squares 10 km × 10 km | 0.217 |
| Residential area | 0.033 |

4. Discussion

The results obtained confirmed the assumptions of the current cartographic knowledge that it was crucial to take both thematic (attributes) and spatial variables into account.

Looking at the decision tree developed for the group 1 district, we saw that the first step was to check the administrative area of the settlement (Figure 4). Just one attribute appearing on the decision tree has been mentioned in the regulation. The other four decision steps are made based on new variables, considering settlement areas, settlement density as well as settlement function. While we looked at the map presenting the selection results for group 1, we noted that the density of the settlement network was better preserved on the map designed using ML than in the basic approach. Still, there were areas not dense enough (e.g., the north-western part of the district group). ML algorithm maintained some settlements omitted by the cartographer, for instance, the ones located near bigger cities (Figure 3).

In the case of the decision trees for groups 2 and 3 (Figures 6 and 8) the area of settlement, namely residential area, for district group 2 and built-up area, for district group 3, constituted the leading criteria. Both decision trees were not very complex, they consisted of five for group 2 and four for group 3 decisive steps. On both decision trees, the newly introduced variables played an important role in the selection process (Figures 6 and 8).
The decision tree developed for district group 4 (Figure 10) was more complex than for the other considered district groups. It consisted of nine decisive steps. In the case of district groups 1 and 4, the area was the most important variable—administrative or built-up. Then, the importance of the settlement was assessed by the number of inhabitants (decision tree for group 1, Figure 4) or the sacral function (decision tree for group 4, Figure 10). The next steps in the decision-making process only refined the criteria and aimed to increase the accuracy of the selection. For both district groups, the variable concerning the settlement density, namely the settlement density in hexagons, appeared on the decision trees (Figures 4 and 10). The importance of this variable as the one that models the overall settlement network density was especially evident in the case of district group 4 (Figure 10), where the machine learning result was closer to the reference map in terms of the settlement density than the result coming from the basic approach. The result from the basic approach for this group presented a settlement network that was too dense.

4.1. Which variables are essential in settlement selection for small-scale maps?

The most important variable, as was verified in the ML process, was the Voronoi diagram area (Table 5). This variable provided information about the density of the settlement network and the distance to the nearest neighbors. The larger the area, the higher the likelihood of choosing a settlement and showing it on the map. Not surprisingly, the number of inhabitants (population) of the settlement was indicated as the second most important variable. Cartographers had also emphasized the importance of this in previous studies. Further variables were the geometrical properties of the network, such as settlements and population density in various enumeration units (for instance population density in residential areas for district groups 2 and 3; Figures 6 and 8). Settlements’ functions appeared as decisive variables for district group 4 close to the root of the tree (sacral function), while for district group 1 the commercial function appeared close to the final decision at one of the final leaves of the tree. This means that the functions might be of different importance for different settlement characteristics. In very low populated districts, containing a small number of settlements, the presence of a sacral object like a church could make a particular settlement more important. While in highly populated areas the commercial function of the settlement could be of importance as shown in the case of district group 1. The sacral function, measured by the presence of a church or monastery, was not correlated with the population, and significantly affected the importance of the settlement, which is why it appeared on the roots of a decision tree (Figure 10).

4.2. Is there a correlation between proposed variables?

The evaluation has shown strong correlations of variables that are interrelated (e.g., the presence of industrial facilities and the industrial land area). The strongest correlating variables were the commercial function, built-up area, industrial function and the number of inhabitants. The least-correlated features were the area of Voronoi diagrams, the presence of the airport and the number of roads crossing the settlement. This shows the importance of the variables related to the density of the settlement network and the presence of special objects, like airports, in the selection process (Figure 11).
The thematic variables of the settlement proved to be the most correlated (Table 4, Figure 11). This is related to the lack of specialization of the settlements and their multidirectional development—in terms of the function and area type. Attributes of the spatial distribution of the settlement were not highly correlated with other features. This proves their irreplaceability in the selection process and the need to take the geometrical properties of the settlement network into account. Settlement functions were highly correlated with each other and with the number of inhabitants. This is logical and confirms the fact that settlements developed multidirectionally, and settlements with a strong specialization were rare.

The issue of settlement selection for small-scale maps is more complex than previous research indicates. Future research, therefore, should focus on looking at the variables of the settlements in the context of bigger and more diverse data sets. The conducted study opened up interesting research questions for future studies, namely:

1. How many settlement variables will be optimal for efficient machine learning?
2. Which variables are essential in the settlement selection process?
3. Will extending the data sample influence machine learning results?

Based on the weights and correlation of proposed variables, which show their relevance with respect to the label attribute that indicates the status of the settlement (selected or omitted) taken from the reference map, we might consider omitting certain variables of the settlement in the selection process. The example variables we considered could be omitted in future research were as follows: the number of at least district rank roads crossing the settlement border, the total number of communication nodes within the settlement area, population density in residential areas or administrative function. We could consider omitting them as they did not appear on the decision trees and they did not have high weight values. However, since it was planned to expand the research area (from 16 to 89 districts), for this paper, all variables remained as we only wanted to check their importance. However, a further interesting finding of this research is that the most important variables of the settlement, from the point of correlations analysis results, were:

- Population;
- Sacral function;
- Distance to the nearest neighborhood;
- Built-up area;
- Density of settlement calculated in a grid.

5. Conclusions

The study aimed to propose new variables to fill the knowledge gap in the selection algorithms for small-scale maps. The approach, assuming data enrichment and ML, was extended to include more significant and holistic variables as well as the variable correlation analysis. The ML models built in four groups of districts showed that different variables were crucial for selection depending on the region. The obtained selection accuracy in each tested case was better than the selection in the basic approach. The fact that accuracy did not reach 100% means that further work on optimizing the settlement selection ML-based models is recommended. It should also be noted that the goal was not to achieve a complete reconstruction of the manual cartographer’s work, because the manual map design process is subjective and may differ according to the map designer engaged. The authors’ goal was to automatically achieve the results that would be optimal, acceptable from the cartographic point of view and possibly the nearest to the manual map design.

The solutions presented in the article are a further step in the direction towards full automation of the selection process for small-scale maps. Currently, the main focus is on large-scale maps, but it can be assumed that small-scale maps will be the next point of interest, and it is in this field that the research on essential selection variables seems to be the most prospective.
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