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Abstract
We consider an extended version of the classical MAX-$k$-CUT problem in which we additionally require that the parts of the graph partition are connected. For this problem we study two alternative mixed-integer linear formulations and review existing as well as develop new branch-and-cut techniques like cuts, branching rules, propagation, primal heuristics, and symmetry breaking. The main focus of this paper is an extensive numerical study in which we analyze the impact of the different techniques for various test sets. It turns out that the techniques from the existing literature are not sufficient to solve an adequate fraction of the test sets. However, our novel techniques significantly outperform the existing ones both in terms of running times and the overall number of instances that can be solved.
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1 Introduction

In this paper we study a special version of the graph partitioning problem in which all parts of the partition have to be connected. The objective is to maximize the number of edges between the parts. We call it the connected \( \text{MAX-}k\text{-CUT} \) problem or \( \text{C-MAX-}k\text{-CUT} \) for short.

On the one hand, \( \text{MAX-}k\text{-CUT} \) is a classical graph theoretical problem and on the other hand, connectivity is a commonly studied restriction for graph problems; see also Sect. 1.1. Furthermore, our reason to study the \( \text{C-MAX-}k\text{-CUT} \) stems from an application: it is a subproblem in computing a market splitting for electricity markets; see, e.g., [3,21,22,34]. The \( \text{C-MAX-}k\text{-CUT} \) problem is NP-hard (see Sect. 2), and it is also hard to solve with out-of-the-box mixed-integer linear programming (MILP) solvers; see Sect. 8. One reason for the latter is the strong inherent symmetry of the problem. Hence, we focus on developing specialized branch-and-cut techniques to speed up the solution process.

\( \text{C-MAX-}k\text{-CUT} \) emerges in other applications as well. For example, forest planning problems are studied in [8], where an important constraint is that, for a number of different planning problems, old tree populations must stay connected. Another related problem is that of finding a coloring of a graph such that each color induces a connected subgraph. However, in this context typically other objectives are used than the one described above. A further application is phylogenetics, where phylogenetic trees are used to model the relationship between different species based upon their similarities and differences [37]. Biological constraints for the characteristics then demand connectivity [10]. Additionally, image segmentation can be done via graph cuts. In this field, imposing connectivity constraints also seems to be beneficial [49].

In the last couple of years, the focus on \( \text{MAX-}k\text{-CUT} \) was on approximation algorithms, especially using (complex) semidefinite programming; see, e.g., [19,42].

In contrast, our interest is on exact methods that deliver globally optimal solutions for \( \text{C-MAX-}k\text{-CUT} \). However, due to both the theoretical and computational hardness of the problem, out-of-the-box MILP solvers typically cannot produce such solutions within an acceptable amount of time. Our contribution is the following. We augment a general-purpose MILP solver by (i) tweaking known techniques from the existing literature for related problems and by (ii) developing new MILP-techniques that are tailored for the \( \text{C-MAX-}k\text{-CUT} \) problem. Regarding the adapted techniques from the literature, we consider cutting planes for \( \text{MAXCut} \) and \( \text{MAX-}k\text{-CUT} \), standard concepts for primal heuristics like rounding heuristics, and symmetry handling. For a general treatment of such MILP-techniques we refer to [29]. Up to this point, the connectivity constraints are not yet exploited. Hence, we also develop methods specifically for \( \text{C-MAX-}k\text{-CUT} \)—namely branching rules, a propagation algorithm, and further cuts. As it turns out, the novel techniques presented in this paper yield a tailored branch-and-cut algorithm that significantly outperforms the method obtained by using the techniques from the existing literature.

In the remainder of this section, we further discuss related literature. Afterward, we give the main definitions and two MILP models—a flow- and a cut-based formulation—for the \( \text{C-MAX-}k\text{-CUT} \) in Sect. 2. In Sect. 3–6, we describe the details of our tailored MILP-techniques regarding cuts, propagation, branching rules, and primal
heuristics. Another focus is on symmetry breaking, which is discussed in Sect. 7. The computational results are presented in Sect. 8 and we give our conclusions in Sect. 9.

1.1 Related literature

Especially for $k = 2$, C- Max-$k$-Cut has been studied before. In [23], the authors show how the connectivity constraints may change MAXCut: The fraction of the edges in the cut can be arbitrarily close to zero. Furthermore, they prove that C- Max-2-Cut is NP-hard even for planar graphs. In [24], NP-hardness of a slightly different problem is shown. The authors consider MAXCut where only one side has to be connected. For this problem, they present an $\Omega(1/\log n)$ approximation algorithm. Moreover, for bounded genus graphs, the existence of an $O(1/2 - \varepsilon)$ approximation algorithm for a fixed $\varepsilon$ is given in [36]. For series-parallel graphs, a linear time algorithm for C- Max-2-Cut is presented in [9].

Coming from the application of phylogenetic trees, [10] describes another interesting approach. They search for a “convex coloring”, where convex means that the induced subgraph for each color is connected. After starting with a partial coloring of the nodes, they try to find a minimal number of nodes that must be redyed so that a convex coloring can be obtained. Due to their application, the authors’ study is restricted to trees. C- Max-$k$-Cut with a nonlinear objective function is considered in [44], where different local search methods are used for solving problems from political districting. As mentioned above, connectivity constraints arise in a number of different graph problems. We now discuss a small selection of them. In [30] sufficient conditions are derived under which a connected partition of the edges exists such that every part has the same number of edges. The general modeling of connectivity constraints is discussed in [17]. The authors compare a compact flow formulation with a formulation using an exponential number of cuts, which can be separated efficiently. Their suggestion is a formulation with variables on nodes and constraints on node-cut sets. Furthermore, they show how to strengthen the cut inequalities. The polyhedral properties of the connectivity cuts are analyzed in [50]. A different approach is to use edge variables and model connectivity with a tailored objective function. We refer to the survey article [51] for this case, where the connection to Steiner trees is discussed as well.

In [8], the above mentioned forest planning is studied. However, the main focus is on connected subgraphs instead of graph partitioning. The connectivity constraints only use node variables and special node-cut sets.

The related connected subgraph problem is considered in [14], where a maximum-weight connected subgraph with some additional characteristics is searched. For example, this has an application in wildlife conservation. To model the connectivity, the authors use single- and multi-commodity flow techniques as well as directed Steiner trees. The multi-commodity formulation is larger than the single-commodity formulation and the authors observe that the larger formulation results in a stronger LP relaxation of the problem. Moreover, reduction techniques and heuristics for the maximum connected subgraph problem are investigated in [43].
Finally, in [46], the hardness of C-MAX-2-CUT with the additional requirement that the supplies in both parts are balanced is analyzed. This has an application in power grid islanding, which is used to soften propagating failures.

2 Problem statement

Let $G = (V, E)$ be an undirected simple and connected graph and let $k \geq 2$ be an integer. The connected MAX-$k$-CUT problem can then be formulated as the following mixed-integer linear problem:

\[
\begin{align*}
\max_{x,y} & \quad \sum_{[u,v] \in E} w_{uv}y_{uv} \\
\text{s.t.} & \quad \sum_{i \in [k]} x_{vi} = 1, \quad v \in V, \\
& \quad x_{ui} - x_{vi} \leq y_{uv}, \quad \{u, v\} \in E, \ i \in [k], \\
& \quad x_{vi} - x_{ui} \leq y_{uv}, \quad \{u, v\} \in E, \ i \in [k], \\
& \quad x_{ui} + x_{vi} + y_{uv} \leq 2, \quad \{u, v\} \in E, \ i \in [k], \\
& \quad x_{vi} \in \{0, 1\}, \quad v \in V, \ i \in [k], \\
& \quad y_{uv} \in \{0, 1\}, \quad \{u, v\} \in E, \\
& \quad x \in \mathcal{C},
\end{align*}
\]

where we use $[k] := \{1, \ldots, k\}$ as an abbreviation throughout the paper. Here and in what follows, the abstract constraint $x \in \mathcal{C}$ in (1h) models connectivity of the parts of the partition that is given by the vector $x = (x_{vi})_{v \in V, i \in [k]}$. The details are discussed below. The binary variables $x_{vi}$ model whether vertex $v$ is located in part $i$ of the partition ($x_{vi} = 1$) or not ($x_{vi} = 0$). Furthermore, cut edges $\{u, v\}$ have $y_{uv} = 1$ and $y_{uv} = 0$ holds if and only if the vertices $u$ and $v$ are located in the same part. The objective function aims to maximize the total weight $w^Ty$ of the cut.

This problem is NP-hard. Considering the weighted case, the hardness follows since our problem contains MAXCUT ($k = 2$), which is NP-hard even for the complete graph [33] (both for positive or free weights), where the connectivity is trivially fulfilled. For the unweighted case, i.e., $w_{uv} = 1$ for all $\{u, v\} \in E$, the hardness is shown in [23] even for planar graphs.

If all weights are positive and instead of maximizing the objective, we minimize it, the connectivity constraint is not relevant: suppose there is a solution in which a part decomposes into two connected components $V_1$ and $V_2$. Then there must be (at least) two arcs connecting $V_1$ and $V_2$ to other parts, since we assume that the graph is connected. Hence, there are less arcs in the cut if we add $V_1$ or $V_2$ to another part, i.e., we obtain a better solution. Therefore, the minimization version is equivalent to the min-$k$-cut problem, which is known to be NP-hard for arbitrary $k$ and solvable in $O(|V|^{k^2})$ for constant $k$ [20]. If the weights are allowed to be negative, we can transform every minimization instance into the corresponding C-MAX-$k$-CUT with negated objective function. Hence, this version is also NP-hard.
In this paper, we discuss two different possibilities to model the connectivity requirement of Constraint (1h): a flow and a cut formulation. For the former, we follow the modeling of [48] and [21,34] that works on the bi-directed graph \( G' := (V, A) \) with arc set \( A \) consisting of arcs \( a_e^1 = (u, v) \) and \( a_e^2 = (v, u) \) for all \( e = \{u, v\} \in E \). Moreover, we introduce flow variables \( f_{uv} \) for every arc \( (u, v) \in A \). Connectivity of the parts of the partition can then be modeled using the constraints

\[
\sum_{u \in V} z_{ui} = 1, \quad i \in [k], \quad (2a)
\]

\[
z_{ui} \leq x_{ui}, \quad u \in V, \quad i \in [k], \quad (2b)
\]

\[
f_{uv} + f_{vu} \leq M(1 - y_{uv}), \quad \{u, v\} \in E, \quad (2c)
\]

\[
\sum_{(u,v) \in \delta_{\text{out}}^u} f_{uv} - \sum_{(v,u) \in \delta_{\text{in}}^u} f_{vu} \geq 1 - M \sum_{i \in [k]} z_{ui}, \quad u \in V, \quad (2d)
\]

\[
f_{uv}, f_{vu} \in \mathbb{R}_{\geq 0}, \quad \{u, v\} \in E, \quad (2e)
\]

\[
z_{ui} \in \{0, 1\}, \quad u \in V, \quad i \in [k], \quad (2f)
\]

where we used the standard \( \delta \)-notation

\[
\delta_{\text{in}}^u := \{a \in A : \text{there exists } v \in V \text{ with } a = (v, u)\},
\]

\[
\delta_{\text{out}}^u := \{a \in A : \text{there exists } v \in V \text{ with } a = (u, v)\}
\]

for in- and outgoing arcs of a node \( u \). Here and in what follows, \( M \) is a sufficiently large constant. In our specific setting, we can choose \( M = |V| - k + 1 \).

The idea of the flow formulation is to declare one node of a part as an “artificial sink” and to route flow from every other node of the part to the sink by using only non-cut edges to ensure connectivity. The newly introduced variables \( z_{ui} \) model whether vertex \( u \) is the artificial sink of the part \( i \). The Constraints (2a) and (2b) state that every part has exactly one sink. Constraint (2c) models that flow is only allowed on arcs that are not in the cut. Finally, Constraint (2d) models that if \( u \) is not an artificial sink, it has to have an outflow of at least 1. Otherwise the constraint is redundant. Note that Constraints (2a) and (2b) ensure that every part \( i \in [k] \) contains at least one vertex. Thus, every part is connected and non-empty.

Besides the flow formulation (2) further approaches to enforce connectivity of the parts of the partition are discussed in the literature. On the one hand, one can model connectivity via multi-commodity flow formulations; see, e.g., [14,21,34]. On the other hand, connectedness can also be modeled directly without using additional variables but by using additional constraints [8]. In this paper, we combine the concepts of adding additional variables and additional constraints to enforce connectivity. We decide to use the single-commodity flow formulation (2) instead of the multi-commodity flow formulation because both formulations model connectivity, but the single-commodity version introduces fewer auxiliary variables.

Next, we introduce the cut formulation, for which we need the concept of induced subgraphs. Given a graph \( G = (V, E) \) and a vertex subset \( V' \subseteq V \), the induced subgraph on \( V' \) is \( G[V'] = (V', E') \) with \( E' := \{u, v\} \in E : u, v \in V' \).

\[\text{ Springer}\]
Definition 1 Let $G = (V, E)$ be an undirected graph. For two distinct vertices $u \neq v \in V$ with $\{u, v\} \notin E$ the set $S \subset V$ is called an $u$-$v$-separator if the induced graph $G[V \setminus S]$ contains no path from $u$ to $v$. A separator $S$ is called minimal if no proper subset of $S$ is a separator. The set of all minimal $u$-$v$-separators is denoted by $S_{uv}$.

Using this definition, connectivity can also be modeled by imposing the inequalities

$$\sum_{w \in S} x_{wi} \geq x_{ui} + x_{vi} - 1, \quad S \text{ is a } u \text{-} v\text{-separator}, \quad i \in [k].$$

(3)

Moreover, only imposing the minimal separators

$$\sum_{w \in S} x_{wi} \geq x_{ui} + x_{vi} - 1, \quad S \in S_{uv}, \quad i \in [k],$$

(4)

suffices, since they dominate the remaining separator inequalities. The latter inequalities can be separated by maximum-flow calculations, but the authors of [16] refrain from using this procedure because it is too time consuming.

As we want to partition the graph into exactly $k$ parts, we also add the non-emptiness constraints

$$\sum_{u \in V} x_{ui} \geq 1, \quad i \in [k].$$

Note that these are not necessary if we assume all edge weights to be strictly positive or if we use the flow formulation due to (2a) and (2b).

3 Cuts

In this section, we discuss cuts for the considered problem. We start with the novel ones derived from the connectivity condition (Sect. 3.1–3.3) and then proceed with the review of known cuts from the MAXCUT or MAX-$k$-CUT literature (Sect. 3.4–3.6). For an overview of cuts for MAX-$k$-CUT see, e.g., [4]. Furthermore, we state some implementation details, e.g., about separation routines, and give a brief comparison in Table 1 at the end of this section. Later, in Sect. 8 we evaluate the computational gain of the presented cuts in a detailed numerical study.

3.1 Articulation-vertex cuts

To state the first cut, we first have to give another definition.

Definition 2 An articulation vertex is a vertex $u \in V$ such that the graph without $u$ is no longer connected, i.e., $G[V \setminus \{u\}]$ decomposes into at least two components. We denote the set of all articulation vertices by $A$.

In particular, every articulation vertex $u$ is a minimal separator. For an articulation vertex $u$, we denote the resulting $c$ connected components by $V_j^u, j \in [c]$, and we
identify a component with its vertex set. Let \( \ell \) and \( r \) be two vertices in different components. Then the following special case of (4) holds:

\[
x_{ui} \geq x_{\ell i} + x_{ri} - 1, \quad u \in \mathcal{A}, \ \ell \in V^u_j, \ r \in V^u_p, \ j \neq p, \ i \in [k],
\]

(5) see Fig. 1 (left).

In principle, one can add all articulation-vertex cuts at the beginning of the branch-and-bound algorithm. However, our numerical experiments revealed that for many graphs of our test sets there are simply too many to be efficient. Note that for separating these cuts it suffices to find a violated inequality for the maximal values \( x_{\ell i} \) and \( x_{ri} \), respectively, which has a running time of \( O(k|\mathcal{A}||V|) \) after a preliminary calculation of the articulation vertices and the corresponding connected components. Testing all possible inequalities of type (5) is thus possible in \( O(k|\mathcal{A}||V|^2) \). This procedure turned out to be beneficial in our case and was implemented in all cases where separator inequalities are used.

Since there were initially too many of these cuts, we tried an even more restricted form of cuts, which is explained next. To this end, we denote for a vertex \( v \) of an undirected graph the set of incident edges by \( \delta(v) \). The set of all neighbors of \( v \), i.e., the nodes that are adjacent to \( v \), is denoted by \( N(v) \).

### 3.2 Leaf cuts

Let \( \ell \in V \) be a leaf of \( G \), i.e., \( |\delta(\ell)| = 1 \). Furthermore, let \( u \) be the unique neighbor of \( \ell \), i.e., \( N(\ell) = \{u\} \). This, in particular, means that \( u \) is an articulation vertex and a minimal separator. Hence, the following inequality holds:

\[
x_{\ell i} + x_{vi} - x_{ui} \leq 1, \quad \ell, u \in V : N(\ell) = \{u\}, \ v \in V \setminus \{\ell, u\}, \ i \in [k],
\]

see also Fig. 1 (right) for an illustration. As for the articulation-vertex cuts, the number of these inequalities is still too large for many of our examples, because we have to consider for each part all pairs of leaves and (basically) all remaining nodes of \( G \). We added another separation routine for these inequalities, which iterates over all possible leaves and checks whether the leaf cut is violated. This routine has a running time of \( O(k|V|^2) \).
3.3 Bounded-edge cuts

A simple cut involving all y-variables is given by

\[ \sum_{\{u,v\}\in E} y_{uv} \leq |E| - |V| + k. \]  

(6)

This inequality is valid since

\[ \sum_{\{u,v\}\in E} y_{uv} \leq |E| - \sum_{i=1}^{k} (n_i - 1) = |E| - |V| + k, \]

where \( n_i \) is the number of nodes in part \( i \) of the partition. Observe that the first estimation is valid because each connected part contains at least \( n_i - 1 \) edges. The last equality follows from Constraint (1b).

One drawback of (6) might be that all edge variables are involved; a cut linking decisions about fewer edges could be more significant. Hence, if we can identify certain subsets of vertices where less than \( k \) different parts are possible, this might lead to stronger cuts. To this end, we want to utilize the additional information from vertices that are already assigned to a certain part. This means going from the globally valid cut (6) to locally valid cuts, i.e., cuts that are only valid in certain sub-trees of the branch-and-bound tree. Herewith, we can generalize the idea of (6): We denote by \( F_i := \{ u \in V : x_{ui} = 1 \} \) the set of vertices that are fixed to be in part \( i \) of the partition; see also Fig. 2.

Let \( G_i \) be the graph defined by removing all nodes that are fixed to part \( i \), i.e., \( G_i := G[V \setminus F_i] \). Assume that \( G_i \) consists of the connected components \( C_1, \ldots, C_q \). For every connected component \( C_\ell \) define \( \tilde{C}_\ell := C_\ell \cup \{ u \in F_\ell : \exists v \in C_\ell \text{ with } \{ u,v \} \in E \} \) and \( \tilde{G}_\ell := G[\tilde{C}_\ell] \). For \( \ell \in [q] \), let

\[ k_\ell := \left| \left\{ j \in [k] : \text{there exists } v \in \bigcup_{r \in [q], r \neq \ell} C_r \text{ with } x_{vj} = 1 \right\} \right|, \]

i.e., \( k_\ell \) denotes the number of parts that contain at least one node from a connected component \( C_r, r \neq \ell \).
Since we know that if a node from $C_r$ is in part $j$, no node $u \in C_\ell$, $r \neq \ell$, can be in part $j$, we can extend (6) to
\[
\sum_{\{u,v\} \in E[\tilde{G}_\ell]} y_{uv} \leq |E[\tilde{G}_\ell]| - |V[\tilde{G}_\ell]| + k - k_\ell
\]  
for every $\ell \in \{q\}$. Note that (7) is (6) applied to the subgraph induced by $\tilde{C}_\ell$ with the additional subtraction of $k_\ell$. In particular, if $k = 2$, the global and local cuts coincide: If there exists $r \neq \ell$ such that $u \in C_r$ is in part $j$, then no node in $C_\ell$ can be contained in part $j$. Hence, all nodes in $C_\ell$ can be assigned to the other part and every $y_{uv}, \{u, v\} \in E[\tilde{G}_\ell]$, has value 0. Consequently, the global bounded-edge cut reduces to the local cut on $E[\tilde{G}_r]$.

Note that the global cut is completely dense, while the local cuts may be much sparser if $E[\tilde{G}_\ell]$ is small. Thus, because dense constraints may slow down the solution process [40], it might be favorable to separate the local cuts instead of adding the global cut initially. These cuts can be separated by computing the graph $\tilde{G}_\ell$ as well as the corresponding value $k_\ell$, which can be done in $O(k(|V| + |E|))$ time, and adding the locally valid cut if (7) is violated.

### 3.4 Odd-cycle cuts

In the remainder of this section we review some known cuts from the literature that we later also use to enhance our branch-and-cut framework.

For $k = 2$, any cycle crosses a cut in the graph an even number of times, which implies that the so-called odd-cycle cuts [5] are feasible:

\[
\sum_{\{u,v\} \in B} y_{uv} - \sum_{\{u,v\} \in Z \setminus B} y_{uv} \leq |B| - 1, \quad B \subseteq Z, \ |B| \text{ odd.}
\]

Here, $Z \subseteq E$ is a cycle in $G$. We separate these inequalities in polynomial time using a shortest-path calculation in an auxiliary graph $G'$; see [5]. Let $G' = (V', E')$ be derived from $G = (V, E)$ by having two nodes $u'$ and $u''$ for each $u \in V$. Every edge $\{u, v\} \in E$ gives rise to two edges $\{u', v'\}$ and $\{u'', v''\}$ in $E'$ with weights $y_{uv}$ and two edges $\{u', v''\}$ and $\{u'', v'\}$ with weights $1 - y_{uv}$. For every vertex $u \in V$, we calculate a shortest path from $u'$ to $u''$. The minimum length of all these paths gives rise to the required cycle. The running time of this separation procedure is $O(|V|(|V| \log |V| + |E|))$ by using Dijkstra’s algorithm.

### 3.5 Triangle cuts

For $k = 2$, no cut can contain exactly one edge from any triangle. Therefore, if the nodes $u, v, w$ form a triangle, the following cuts are also valid [11]:

\[
y_{vw} - y_{wu} - y_{uv} \leq 0, \quad -y_{vw} + y_{wu} - y_{uv} \leq 0, \quad -y_{uw} - y_{wu} + y_{uv} \leq 0.
\]
Table 1  Overview of discussed cutting planes

| Cutting plane                | k            | Separation complexity | References |
|-----------------------------|--------------|-----------------------|------------|
| Articulation vertex cut     | Arbitrary    | $O(k|A||V|^2)$         | Section 3.1|
| Leaf cut                    | Arbitrary    | $O(k|V|^2)$           | Section 3.2|
| Bounded-edge cut            | Arbitrary    | $O(|E|)$              | Section 3.3|
| Local bounded-edge cut      | Arbitrary    | $O(k(|V|+|E|))$       | Section 3.3|
| Odd cycle cut               | [2]          | $O(|V|(|V| \log |V| + |E|))$ | [5]        |
| Triangle cut                | [2]          | $O(|V|^3)$            | [11]       |
| Clique cut                  | Arbitrary    | $O(|V|^{k+1})$        | [11]       |

We separate these cuts by first calculating all triangles in $G$ and then iterating over all of them to check if there is a violated one.

### 3.6 Clique cuts

For any subset $V'$ with $|V'| = k + 1$ vertices, at least two vertices have to be in the same part. Hence, if $G[V']$ forms a clique, at least one edge is not in the cut. Thus, the so-called clique inequalities hold [11]:

$$\sum_{u,v \in V'} y_{uv} \leq \binom{k + 1}{2} - 1, \quad V' \subseteq V, \ |V'| = k + 1, \ G[V']\ clique.$$

To separate these cuts, we compute, in the beginning of the branch-and-cut algorithm, a list containing all cliques of size $k+1$ by a brute-force method, which runs in $O(|V|^{k+1})$ time. In each separation round of the branch-and-cut method, we iterate over the list of cliques and check whether a corresponding inequality is violated. Since the initialization is very costly and the size of the list may grow exponentially in $k$, we use this routine only for $k \leq 3$.

Table 1 summarizes the cutting planes discussed in this section. The column “cutting plane” contains the names of the considered cuts and column “$k$” specifies for which values of $k$ the corresponding cutting planes are defined. Column “separation complexity” reports on the complexity of separating the cuts and column “reference” provides references for the discussed families of inequalities.

### 4 Propagation algorithm

In this section we state an algorithm for propagating the information of vertices that are already assigned to a part of the partition to non-assigned ones. Hence, we consider the situation in which we are given a partial solution $x$, i.e., some variables are set to 1, some to 0, and the remaining ones are still fractional or unfixed. Given a partial solution, the propagation algorithm 1 assigns vertices to a certain part if this assignment
is necessary for connectedness. Moreover, if an unassigned vertex cannot be reached from vertices of part \(i\), then that vertex cannot be in this part. In the following, we denote by \(F_i := \{ u \in V : x_{ui} = 1 \}\) the set of vertices that are fixed to be in part \(i\) of the partition.

The first aim of Algorithm 1 is to detect vertices \(u \in V\) that cannot be assigned to a part \(i\). If such a vertex \(u\) is detected, the algorithm sets \(x_{ui} = 0\). To find such vertices for part \(i\), we remove all nodes from \(G\) which have already been assigned to a part \(i' \neq i\), which results in a graph \(\tilde{G}\) (Line 2). Afterward, we select a vertex \(q \in F_i\) and compute all nodes in \(\tilde{G}\) that are reachable from \(q\) by a breadth-first search (BFS). Let \(T\) be the obtained BFS tree. If there exist vertices \(u\) in \(\tilde{G}\) that are not contained in \(T\), every path from \(q\) to \(u\) in \(G\) has to traverse a vertex assigned to another part. Hence, assigning both \(q\) and \(u\) to part \(i\) results in a disconnected part. Consequently, if there exists a vertex assigned to part \(i\) that is not contained in \(T\), the partial solution cannot be extended to a connected solution—it is infeasible; see Line 4. Otherwise, \(x_{ui}\) can be set to 0 for all unassigned vertices in \(\tilde{G}\) that are not in \(T\); see Line 5.

The second idea incorporated in Algorithm 1 is to assign a vertex \(u\) to part \(i\) if every extension of the partial solution satisfies \(x_{ui} = 1\). This is the case if there exists an unassigned articulation vertex \(u\) in \(\tilde{G}\) that separates two vertices contained in \(F_i\). Such articulation vertices need to be assigned to the same part as well in order to ensure connectedness; see Line 8.

Algorithm 1 Propagation.

\begin{algorithm}
\caption{Algorithm 1 Propagation.}
\begin{algorithmic}[1]
\Input{A graph \(G = (V, E)\), a partial solution \(x\), and the corresponding sets \(F_i\)}
\ForAll{\text{for all } i \in [k]} 
\State Set \(\tilde{G} = (\tilde{V}, E[\tilde{V}])\) with \(\tilde{V} \leftarrow V \setminus \bigcup_{i \neq [k]} \{ F_j \}\).
\EndFor
\State Let \(q\) be some arbitrary vertex in \(F_i\) and set \(T \leftarrow \text{BFS- } T(\tilde{G}, q)\).
\If{there exists \(u \in F_i \setminus T\)} then partial solution is infeasible, terminate\EndIf
\ForAll{unassigned} \(u \notin T\) do \(x_{ui} = 0\) \EndFor
\State Compute the set of all articulation vertices \(A\) of \(\tilde{G}\).
\ForAll{vertices} \(u \in A\) with \(u \notin F_i\) \EndFor
\If{\(u\) separates two vertices from \(F_i\)} \(x_{ui} = 1\) \EndIf
\Function{BFS- }\(T(G, u)\) \EndFunction
\State Compute a spanning tree \(T\) of \(G\) starting from \(u\) using BFS.
\State \Return{T}
\end{algorithmic}
\end{algorithm}

The running time of this algorithm is \(O(k|V||E|)\), which can be seen as follows: Line 1 needs \(O(k)\) time. The part inside the for-loop is dominated by the inner for-loops over the articulation vertices. Computing them in Line 6 can be done in time \(O(|V| + |E|)\) by one breadth-first-search call and some linear checking [26]. Iterating over the articulation vertices in Line 7 is in time \(O(|V|)\) and checking if a vertex separates parts containing at least one assigned vertex in Line 8 can be realized by, e.g., one BFS call, and linear checking in time \(O(|V| + |E|)\).

As the algorithm depends only on components rather than specific vertices, one idea to improve the running time is to contract edges if both endpoints are assigned to the same part of the partition. This leads to smaller graphs on which the propagation might be faster. However, since the algorithm can be applied in every node of the
branch-and-bound tree in principle, it is very costly to keep the contracted graph up to date: Suppose we are given two nodes $b$ and $b'$ of the branch-and-bound tree that are treated consecutively and let $p$ be their first common predecessor. To provide the correct contracted graph in $b'$, we basically have two choices. On the one hand, we can expand the edges that have been contracted along the path from $p$ to $b$ to find the contracted graph at $p$ and then contract the edges along the path from $p$ to $b'$. One the other hand, we can compute the contracted graph from scratch at each node of the branch-and-bound tree. Consequently, the cost of contracting and expanding as well as the handling of the corresponding data structures may exceed the time saved by a faster propagation routine. Of course, to keep the changes in the contracted graph as small as possible, one can use a depth first search node selection strategy in branch-and-bound. Except for feasibility problems, however, a pure depth first search strategy is not beneficial in general; see [1]. Thus, we refrained from implementing this idea.

5 Branching rules

A central component of a branch-and-bound algorithm are branching rules. A variable-based branching rule typically selects a variable $x_i$ with violated integrality constraint and creates two subproblems by either adding $x_i \leq \lceil \bar{x}_i \rceil$ or $x_i \geq \lfloor \bar{x}_i \rfloor$ to its child nodes, where $\bar{x}$ is the relaxation’s solution at the current node. Constraint-based branching rules, on the contrary, create two subproblems by choosing a hyperplane $a^\top x = \beta$ and adding either $a^\top x \leq \beta$ or $a^\top x \geq \beta$ to a child of an open node. For more details on branching rules, we refer to, e.g., [2,38].

In the following, we describe three variable-based and one constraint-based branching rule for the C-Max-$k$-Cut problem. To this end, we denote the set of all $x$-variables that are fixed to value $\alpha$ in a given node $b$ of $\tau$ by $F^\alpha_b$.

5.1 Articulation-vertex branching

By definition, a graph splits into at least two connected components $C_1, \ldots, C_s$ if an articulation vertex $u$ is removed from the graph. For C-Max-$k$-Cut, this implies that if $u$ is assigned to a specific part $i \in [k]$, every remaining part in $[k]\{i\}$ contains vertices from exactly one connected component $C_r$, $r \in [s]$; see Sect. 4. Thus, once an articulation vertex is assigned to a part, the number of possible assignments of vertices to parts drastically reduces since at most one part may contain vertices from more than one of the connected components. Based on this observation, the idea of the articulation-vertex branching rule is to assign articulation vertices to a part first.

In our implementation, we compute all articulation vertices of $G$, which can be done in $O(|V| + |E|)$ time, see [26], when the branch-and-bound algorithm is initialized and we store the set $A$ of articulation vertices for the entire algorithm. Whenever the branching rule is called in a node $b$ of $\tau$, we select a vertex $u \in A$ and check whether $u$ has not yet been assigned. In this case and for each part $i \in [k]$ with $x_{ui} \notin F^0_b$ we generate a child node of $b$ in which we fix $x_{ui} = 1$. Otherwise, if $u$ is already assigned to a part, we analogously proceed with another articulation vertex, until we either created
child nodes or we processed all vertices in $A$. In the latter case, the articulation-vertex branching rule unsuccessfully terminates and another branching rule is called. Thus, the running time (neglecting the initialization of $A$) of the branching rule is $O(k|A|)$.

### 5.2 Infeasibility branching

Consider now a vertex $u \in V$ for which only few assignments $x_{ui} = 1$ exist such that $F^1_b \cup \{x_{ui}\}$ can be extended to a feasible solution of the C- MAX-$k$-CUT problem. If $u$ is chosen for branching and for each $i \in [k]$ with $x_{ui} \notin F^0_b$ a child node is generated by setting $x_{ui} = 1$, there is hope that many of these child nodes are infeasible, and thus can be pruned. Of course, using this infeasibility branching rule may produce an unbalanced branch-and-bound tree. But if infeasibility of a child node can be detected early, we can potentially rule out many branching decisions that would end up in an infeasible node of $\tau$ in a later stage if we had chosen another branching rule.

To find a candidate vertex $u$ for branching, we select an unassigned vertex $u \in V$ with the smallest number of unassigned neighbors. To break ties, we choose $u$ such that the remaining possibilities for assignments of $u$ to a part is minimal. As another tie break we choose a vertex with maximal degree. Performing these steps requires to compute the number of remaining assignments to a part for each vertex, which is possible in $O(k|V|)$ time. If we store these numbers, the remaining steps of the branching rule can be implemented to run in $O(\Delta|V|)$ time, where $\Delta$ is the maximum degree of a vertex in $G$. This leads to an overall running time of $O((k + \Delta)|V|)$.

### 5.3 Objective branching

In this section, we assume that all objective coefficients $w_{uv}$ are 1. The idea of the objective branching rule is to incorporate this objective into branching decisions. Since we aim to find a partition with the maximum number of edges between different parts, this branching rule selects an unassigned vertex $u$ with as many already assigned neighbors as possible. The child nodes are generated via the different possibilities for $u$ to be assigned to a part. Since many neighbors of $u$ were already assigned, assigning $u$ to a part that was not used often by its neighbors hopefully increases the objective in this child node. However, using the same argumentation as for the infeasibility branching rule, shows that the objective branching rule may produce infeasible child nodes with increased probability for some nodes. The time to find a branching candidate $u$ is in $O((k + \Delta)|V|)$.

### 5.4 Path branching

In contrast to the previous branching rules, the path branching rule does not change the bounds of a single variable, but adds a specific constraint to the subproblems of the generated child nodes. To find this inequality, the branching rule selects an index $i \in [k]$ such that the subgraph $G_i$ of $G$ induced by the vertices $u \in V$ with $x_{ui} \in F^1_b$ is disconnected. If the assignments of vertices to parts in $b$ can be extended to a feasible
solution of C-MAX-k-CUT, there exists a path $P = (V_P, E_P)$ in $G$ that connects two vertices in different connected components of $G_i$ such that the vertices of $P$ are unassigned or assigned to part $i$. To incorporate this observation into a branching decision, the path branching rule chooses such a path $P$ and creates two child nodes of $b$ by adding either of the inequalities

\[ \sum_{u \in V'_P} x_{ui} \leq |V'_P| - 1 \quad \text{or} \quad \sum_{u \in V'_P} x_{ui} \geq |V'_P|, \]

where $V'_P := \{ v \in V_P : x_{vi} \notin F^1_p \}$. In particular, the inequality added in the latter case ensures that the number of connected components of $G_i$ decreases by one and thus tries to enforce finding a partition with connected parts. Since the connected components of $G_i$ and a path between two of these connected components can be found by two calls of a (modified) BFS algorithm, a branching decision can be made in $O(k(|V| + |E|))$ time.

### 6 Primal heuristics

In this section we present different primal heuristics for the C-MAX-k-CUT problem. We start by describing a relaxation-based construction heuristic and an improvement heuristic in Sect. 6.1. Afterward, we present a root-node heuristic in Sect. 6.2 that is based on a spanning tree computation.

#### 6.1 A relaxation-based rounding heuristic

**Algorithm 2** A relaxation-based rounding heuristic.

**Input:** A vector $\hat{x} = (\hat{x}_{ui}) u \in V, i \in [k] \in [0, 1]^{|V|}$. 

1. Sort the vector $\hat{x} = (\hat{x}_{ui}) u \in V, i \in [k]$ in descending order, yielding the vector $(x_\ell) \ell \in [k|V|]$ with $v(\ell) =$ $ u \in V \text{ and } \pi(\ell) =$ $ i \in [k]$. 
2. Set $P_i = \emptyset$ for all $i \in [k]$, $\ell = 1$, and $M = \emptyset$. 
3. while $\exists i \in [k]$ with $P_i = \emptyset$ do 
4. if $P_{\pi(\ell)} = \emptyset$ then 
5. Set $P_{\pi(\ell)} = \{v(\ell)\}$ and $M \leftarrow M \cup \{v(\ell)\}$. 
6. Set $\ell \leftarrow \ell + 1$. 
7. while $M \neq V$ do 
8. for all $\ell = 1, \ldots, k|V|$ do 
9. if $v(\ell) \notin M$ then 
10. if $v(\ell) \in N(P_{\pi(\ell)})$ then 
11. Set $P_{\pi(\ell)} \leftarrow P_{\pi(\ell)} \cup \{v(\ell)\}$ and $M \leftarrow M \cup \{v(\ell)\}$. 
12. return new partition $(P_i)_{i \in [k]}$.

The relaxation-based rounding algorithm is formally stated in Algorithm 2. It is mainly taken from [21], where it is used in a multilevel framework for electricity market splitting. However, it can be directly used for the more general problem considered
in this paper. Let \( \hat{x}_{ui} \in [0, 1] \) for \( u \in V, i \in [k] \), be part of a relaxation solution of Problem (1). We interpret these relaxation solutions as the probability that vertex \( u \) should be in part \( i \). The idea is now as follows. First, we sort the vector \( \hat{x} \in [0, 1]^{k|V|} \) in descending order in Line 1. While the indicies \( u \) and \( i \) of the entries of the vector \( \hat{x} \) clearly put every entry in relation to a node and a part, this is obviously not the case anymore after sorting. For still being able to relate an entry of the sorted vector to the corresponding node and part, we introduce the mappings \( \nu \) and \( \pi \) to encode the information to which pair of vertex and part each entry of the sorted vector belongs. For instance, assume entry \( \hat{x}_{ui} \) has index \( \alpha \in \{1, \ldots, k|V|\} \) after sorting. Then, \( \nu(\alpha) = u \) and \( \pi(\alpha) = i \) holds. Next, we assign to every part the vertex with the highest probability of being assigned to that part (first while-loop). The set \( M \) used in the algorithm collects all vertices that have already been associated to a certain part of the partition. Afterward, we again iterate over the sorted vector of relaxation solutions and assign every vertex that is not yet assigned to a part if this assignment does not violate connectivity (for-loop).

It is possible that in early iterations of Algorithm 2, a vertex cannot be assigned to a favorable part because it is not yet connected to any other vertex of that part. Thus, we subsequently apply local improvement steps in which we iteratively check for each vertex whether it should be assigned to a different part than to the one to which it is currently assigned to. The method is given in Algorithm 3. More formally, suppose a vertex \( u \) is assigned to part \( i \) and let us denote the corresponding objective function value by \( \varphi_{ui} \). Consider now the situation in which node \( u \) is assigned to another part \( j \neq i \) and everything else stays unchanged. Let \( \varphi_{uj} \) be the corresponding objective function value. If the objective function value \( \varphi_{ui} \) is smaller than \( \varphi_{uj} \) then \( u \) is moved from part \( i \) to \( j \) if this leaves all parts non-empty and if the resulting parts are still connected.

```
Algorithm 3 A 1-opt improvement heuristic.

Input: A connected graph partition \( V = \bigcup_{i=1}^{k} P_i \).
1: for all \( u \in V \) do
2: Let \( i \in [k] \) be the part with \( u \in P_i \).
3: if \( \exists i \neq j \in [k] \) such that \( \emptyset \neq P_i \setminus \{u\} \) and \( P_j \cup \{u\} \) are connected then
4: Let \( \varphi_{ui} \) be the objective function value with \( u \in P_i \).
5: Let \( \varphi_{uj} \) be the objective function value with \( u \in P_j \).
6: if \( \varphi_{uj} > \varphi_{ui} \) then
7: Set \( P_i \rightarrow P_i \setminus \{u\}, P_j \rightarrow P_j \cup \{u\} \).
8: return new partition \((P_i)_{i \in [k]}\).
```

One crucial aspect of Algorithm 3 is the choice of the part \( j \) to which vertex \( u \) should be assigned. We implemented a brute-force strategy to search for possible candidate parts and found that this is appropriate in our numerical experiments. However, more involved strategies are given in the literature; see, e.g., [6].
6.2 Spanning tree heuristic

We now describe a greedy-based root-node heuristic, which uses a spanning tree of
the graph to enforce the connectedness of the resulting parts. The idea is to initialize
the components with the root node of the spanning tree and \( k-1 \) leaves and then
decide for each branch where it is chopped, i.e., which part is added to the respective
leaf component and which part is added to the root component.

\[
\text{Algorithm 4 Spanning Tree Heuristic.}
\]

**Input:** A connected graph \( G \) with edge-weights \( w \) and the number of parts \( k \).

1. Compute a minimum spanning tree \( T \) of \( G \) with starting/root node \( r \) and let \( L \) be the set of leaves of \( T \).
2. Set \( \bar{k} \leftarrow k \).
3. if \( k - 1 > |L| \) then
   4. Set \( j \leftarrow k \).
   5. while \( j > |L| \) do
      6. Let \( \ell \leftarrow \) be the largest leaf in \( T \) w.r.t. \( w(\delta_G(\ell)) \).
      7. Set \( P_j \leftarrow \{\ell\} \), \( T \leftarrow T[V[T] \setminus \{\ell\}] \), \( j \leftarrow j - 1 \), and recompute leaves \( L \).
   8. Set \( \bar{k} \leftarrow |L| \).
9. Set \( P_1 \leftarrow \{r\} \) and sort \( \ell_i \in L \) decreasing w.r.t. \( w(\delta_G(\ell_i)) \).
10. for all \( i = 1, \ldots, \bar{k} \) do \( P_{i+1} \leftarrow \{\ell_i\} \)
11. for all \( i = \bar{k} + 1, \ldots, |L| \) do
12. \( P_1 \leftarrow P_1 \cup \{v \in V : v \text{ lays on the (unique) } r-\ell_i\text{-path in } T\} \)
13. for \( i = 2, \ldots, \bar{k} \) do
14. \( p \leftarrow \{v \in V : v \text{ lays on the unique } P_i-r\text{-path in } T\} \quad \triangleright |P_i| = 1 \text{ and } p(1) \text{ should contain this node} \)
15. Set \( j \leftarrow 2 \).
16. while \( p(j) \neq \{r\} \) and \( p(j) \notin P_1 \cup P_{\bar{k}+1} \cup \cdots \cup P_L \) do
17. \( S_j \leftarrow S_{j-1} \cup \{p(j)\} \), \( w_j \leftarrow w(\delta_G(S_j)) \), and \( j \leftarrow j + 1 \).
18. Set \( j \leftarrow \arg \max \{w_j\} \) and \( P_j \leftarrow S_j \).
20. Set \( P_1 \leftarrow P_1 \cup \{v \in V : v \notin \bigcup P_i\} \).
21. return new partition \( (P_i)_{i \in [k]} \).

Unfortunately, there are some cases that need to be considered; see Algorithm 4.
Since the objective function is to find a maximum-weight cut, we start by computing
a minimum spanning tree \( T \). Typically, the edges of the spanning tree tend to end up
inside one part of the generated partition. One component is always initialized with
the tree’s root node \( r \), but we have to distinguish between the number of leaves \( L \)
of \( T \) compared to \( k \). If we do not have enough leaves to initialize all remaining \( k-1 \)
components (see Lines 3–7), we look for the leaf \( \ell \) with the largest \( w(\delta(\ell)) \) and set the
last uninitialized component to contain \( \ell \) and only \( \ell \). Afterward, we remove \( \ell \) from \( T \)
and iterate this process until there are enough leaves in the recent spanning tree to
cover the remaining components. Note that the components \( P_{|L|+1}, \ldots, P_k \) will not
change in the second part of the algorithm due to the usage of \( \bar{k} \).

Afterward—or if there are enough leaves to start with—every component is ini-
tialized with one leaf. If there are more leaves than components (see Line 11), the
remaining leaves together with their complete branch are put in the root-component.
Then, we can start the actual heuristic in Line 13. For every remaining branch of the tree, we successively compute the weights for the vertex sets that are obtained by starting with the leaf and adding the respective next vertex on the unique path to the root (or the first node that was already assigned in a previous step). We choose the largest of such weights and set the component to contain the corresponding set. The remainder of the branch is (theoretically) added to the root-component. Since later leaves and their branches should be able to claim them, we do not mark these vertices directly, but wait until after the for-loop to put all remaining uncleared vertices in the root-component. Due to this construction, every component will be connected.

7 Symmetry handling

Assume we are given a solution of C-MAX-k-CUT, i.e., an assignment \( x_{vi} \) of the vertices \( v \in V \) to the parts \( i \in [k] \). Then, we can transform this solution into another solution with the same objective value by permuting the partitioning labels. That is, if \( x \in \{0, 1\}^{V \times [k]} \) is a solution and \( \gamma \) is a permutation of \([k]\), then \( \bar{x} \) with \( \bar{x}_{vi} = x_{v\gamma(i)} \) is a feasible solution with the same objective value. Similarly, if there exists an automorphism \( \tilde{\gamma} : V \rightarrow V \) of \( G \), an equivalent solution of C-MAX-k-CUT is given by \( \tilde{x} \) with \( \tilde{x}_{vi} = x_{\tilde{\gamma}(v) i} \). In the following, we refer to the first kind of symmetries as partitioning symmetries and to the latter kind as graph symmetries.

Since computing symmetric solutions within branch-and-bound typically increases the solution time, we use two symmetry handling approaches that are discussed in the literature for handling partitioning and graph symmetries. The aim of both approaches is to cut off solutions that are not contained in a representative class of symmetric solutions—which hopefully decreases the solution time.

7.1 Partitioning symmetries

In Formulation (1), an assignment of vertices to parts is given by a matrix \( x \in \{0, 1\}^{V \times [k]} \) with exactly one 1-entry per row. Thus, a partitioning symmetry, i.e., a relabeling of the parts, permutes the columns of \( x \) and keeps the number of 1-entries per row invariant. To handle such column symmetries, [32] introduced the concept of partitioning orbitopes. The partitioning orbitope \( O_{m,n} \) is the convex hull of all binary \((m \times n)\)-matrices with one 1-entry per row whose columns are sorted in a lexicographically non-increasing way. In [32], a facet description of partitioning orbitopes has been developed and the authors proved that it can be separated in \( O(|V|k) \) time. Moreover, in [31] it is shown that partitioning orbitopes can be propagated in \( O(|V|k) \) time. In our experiments, we use an implementation of both the separation and propagation routine to handle partitioning symmetries.

7.2 Graph symmetries

Let \( \gamma : V \rightarrow V \) be an automorphism of \( G \). By the above discussion, we can associate a permutation \( \tilde{\gamma} : V \times [k] \rightarrow V \times [k] \), \( \tilde{\gamma}(v, i) = (\gamma(v), i) \) with \( \gamma \) that reorders
the rows of $x$ according to $\gamma$. To handle graph symmetries $\tilde{\gamma}$, we use the concept of symresacks that was introduced in [25]. The symresack w.r.t. a permutation $\tilde{\gamma}$ contains all binary vectors that are lexicographically not smaller than their permutation w.r.t. $\tilde{\gamma}$. Thus, similarly to orbitopes, valid inequalities for symresacks can be used to cut off symmetric solutions. The authors of [25] show that there exists an IP formulation of $P_{\tilde{\gamma}}$ with left-hand side coefficients in $\{0, \pm 1\}$ that can be separated in $O(N\alpha(N))$ time, where $\alpha$ is the inverse Ackermann function. Moreover, a linear time propagation algorithm for $P_{\tilde{\gamma}}$ is described in [25]. Both the separation and propagation algorithm for symresacks are used in our implementation to handle graph symmetries in $C$-Max-$k$-Cut.

Note that while different symmetry handling techniques cannot be used simultaneously in general, orbitopes and symresacks can be applied on the same instance because both are based on a lexicographic order. Thus, if we guarantee the same underlying variable order, no conflicts can arise.

8 Computational study

In the Sects. 3–7, we presented enhancements of a branch-and-cut framework for solving the $C$-Max-$k$-Cut problem. In this section, we now discuss the numerical results that we obtained using these enhancements. As we have mentioned throughout the paper, some of these enhancements are new and some of them can be found in the literature. Our goal in this section is to compare the novel techniques with a reference branch-and-cut algorithm that involves all the ingredients from the literature.

In order to obtain credible results, we tested the techniques on different test sets from the literature and on an additional test set of randomly generated instances. The entire test set and the general computational setup is described in Sect. 8.1. The large test set allows for a detailed numerical study that (i) evaluates the benefit of different (combinations of) techniques applied to different test sets and (ii) shows the improvement due to the novel techniques compared to the current state-of-the-art. Moreover, the broadness of the numerical study allows for drawing conclusions why a certain technique leads to computational enhancements for different instances or not. Both is carried out in Sects. 8.2–8.4, where we analyze the results for $k \in \{2, 5, 10\}$ in order to also shed light on the computational benefit of the techniques for different values of $k$. In Sect. 8.5, we collect and discuss the general observations and insights. Finally, we use these insights to set up a problem-tailored parameterization of a branch-and-cut method for solving the $C$-Max-$k$-Cut on realistic gas and power transport networks in Sect. 8.6.

8.1 Test sets and computational setup

The test sets that we use in our computational study are the following:

Color02 51 of the smallest instances from the Color02 symposium on coloring problems [12]. The density of the considered instances ranges from 3.4 to 89.6% of possible edges; see Table 16. This test set contains the largest
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graphs (with 11–282 nodes; except for one outlier with 2368 nodes) and the graphs that vary the most w.r.t. their density.

**Random**

150 randomly generated instances with sizes in the range of 50–100 vertices and with densities that range from 4.7 to 21.3%; see Table 17. These instances were created with Mathematica [27] employing different edge probabilities.¹

**Steiner-80**

81 instances containing graphs with 80 vertices from the SteinLib I080 library [35,47] of Steiner tree problems. Since the original test set contains 20 Steiner tree instances on the complete graph, which are identical for our problem, we removed 19 of these instances. The density of the considered instances varies between 3.8 and 11.1% with the exception of one complete graph; see Table 18.

**Steiner-160**

81 instances containing graphs with 160 vertices from the SteinLib I160 library [35,47] of Steiner tree problems. Similar to Steiner-80, we removed 19 out of the 20 instances on the complete graph. The density of the considered instances varies between 1.9 and 6.4% with the exception of one complete graph; see Table 19. Both SteinLib test sets contain the graphs with the largest number of articulation vertices.

Recall from the definition of C-\textit{MAX}-k-CUT that we require all graphs to be simple. Thus, we replace parallel edges in the above instances by a single edge in a preprocessing step. Detailed information about the (preprocessed) test sets are given in the tables in Appendix A.

We use SCIP 5.0.1 [18] with the LP solver CPLEX 12.7.1 [13] to solve the instances and to implement the techniques discussed in Sects. 3–6. To handle symmetries as described in Sect. 7, we use the implementation of these methods that is already available in SCIP. Note, however, that SCIP itself is not able to detect symmetries automatically because of our additional plug-ins. Thus, we add partitioning orbitopes by hand. Moreover, we use Nauty [41] to detect graph automorphisms of the underlying graphs and add for each of the automorphism group’s generators a symresack to the problem formulation. All graph algorithms (like computing connected components or articulation vertices) have been implemented using the Boost graph library [7].

All computations were run on a Linux cluster with Intel Xeon E5 3.5 GHz quad core processors and 32 GB memory. The code was executed using a single thread. The time limit of all computations is 1 h per instance.

Before we start analyzing the specific results, we briefly describe the reference branch-and-cut algorithm to which we compare the novel techniques in the following. We will see in this section that the novel techniques discussed in this paper significantly outperform the reference branch-and-cut algorithm. This is especially the case for larger values of $k$, where the reference method is almost never able to compute a global optimal solution. During our preliminary numerical tests it turned out that the situation is even more drastic for the general-purpose solver SCIP without any additional problem-specific components. Since a comparison of new techniques with a setting that is almost never able to compute solutions will not lead to useful insights,

---

¹ The randomly generated instances are available through the first author’s web page https://www.win.tue.nl/~chojny/.
we thus decided to use SCIP extended by computational useful existing techniques as a reference branch-and-cut method.

To decide which of the cutting planes, heuristics, and symmetry handling methods from the literature discussed in the preceding sections are activated in the reference algorithm, we ran preliminary experiments. The experiments show that for both the flow and cut formulation it is favorable to handle graph and partitioning symmetries as well as to activate all discussed heuristics. Moreover, the results show that separating clique cuts and separator inequalities during branch-and-bound has a positive impact on the performance, whereas odd cycle and triangle cuts have an adverse effect. Since articulation-vertex cuts and leaf cuts are special cases of separator inequalities, we also evaluated the impact of these cutting planes. Our experiments show that the leaf cuts perform worse in comparison with separator inequalities, whereas the articulation-vertex cuts perform well. For this reason, the leaf cuts are deactivated in the reference method and the articulation-vertex cuts are activated. Table 2 provides a summary of the activated components in the reference branch-and-cut method.

Regarding the presented novel techniques, we did preliminary numerical experiments before we obtained the results that are discussed in the following sections. First, for the branching rules introduced in Sect. 5, it turned out that only the articulation-vertex branching rule yields improved results reliably. All other branching rules may lead to an improved method for some instances but also harm the solution process on other instances. Thus, we focus on the articulation-vertex branching rule (cf. Sect. 5.1) in what follows.

Next, we report on our experiments on the four test sets and for $k \in \{2, 5, 10\}$. All reported results on the number of nodes in the branch-and-bound trees (“#nodes”) and running times (“time”) are given in shifted geometric mean

$$
\prod_{i=1}^{n} (t_i + s)^{1/n} - s
$$

of all $n$ instances within a test set, where we use a shift of $s = 10$ for running times and of $s = 100$ for nodes to reduce the impact of very easy instances. Moreover, we denote the total number of instances that can be solved by a setting within the time limit by “#opt”. The columns “branch.”, “prop.”, “glo. cut”, and “loc. cut” encode whether the articulation-vertex branching rule, the propagation algorithm, the global bounded-edge cut, and the local bounded-edge cut, respectively, are used in a specific setting.
To gain further insight, we also evaluate the performance of selected parameterizations of the different settings using performance profiles with running times as the performance measure \cite{15}. In these profiles we declare that one parameterization dominates another one if the corresponding curve is above the dominated one. Here, “b” denotes the branching rule, “p” the propagation, “gc” the global cut, and “lc” the local cut. If the corresponding method is used, this is denoted by “1”, otherwise by “0”.

8.2 Discussion of the numerical results for $k = 2$

8.2.1 The Color02 test set

We start with the Color02 test set. As it can be seen in Table 16, there are only very few articulation vertices. This explains that turning on or off the articulation-vertex branching rule changes almost nothing in the results; see the Color02 block in Table 3. There is no difference in the number of solved instances and the running times as well as the number of required branch-and-bound nodes also do not differ significantly. This holds both for the flow and the cut formulation. However, the branching rule is not costly, cf. Sect. 5.1, and thus running times are not affected significantly. It can also be seen that the cut formulation solves, on average, more instances. Using the flow formulation, additionally applying the propagation algorithm 1 and the global bounded-edge cut (6)—without using the separation of the local bounded-edge cut (7) and irrespective of using the branching rule or not—leads to the most successful methods. Using the cut formulation, the most important components are the local and global bounded-edge cut. While the propagation algorithm 1 used alone deteriorates the performance of the cut formulation both in terms of solved instances and running time, applying a combined approach of using either variant of the bounded-edge cut and propagation leads to the best results. Comparing the global and local variant of the bounded-edge cut, it can be seen that the local one performs better if the global cut is not used, which also leads to the best results on this test set.

Choosing the most successful methods w.r.t. this criterion and again comparing them using a performance profile, we obtain the results given in Fig. 3, where we also integrated the reference branch-and-cut method.

First, we see that all combinations of novel techniques outperform the reference approach both for the flow and the cut formulation. Moreover, the figure emphasizes that for the cut formulation (right figure) using the propagation algorithm and the local bounded-edge cut leads to the best approach, whereas the articulation-vertex branching rule is not important for both formulations as explained above. After having chosen these parameterizations, the cut formulation clearly outperforms the flow formulation; see Table 3.

Finally, we see that the Color02 test set for $k = 2$ contains quite hard instances, since the best method obtained still only solves 20 instances out of the 51 Color02 instances.
Table 3  Node counts, solution time, and number of solved instances for $k = 2$

| Setting | Flow formulation | Cut formulation |
|---------|-----------------|-----------------|
|         | branch. prop. glo. cut loc. cut | #nodes | time | #opt | #nodes | time | #opt |
| Color02 (51) |                   |                   |                   |       |       |       |       |
| 0 0 0 0 0 | 13,756.8         | 1323.0           | 13                | 19,270.5 | 1039.4 | 15   |
| 0 0 0 0 1 | 11,600.0         | 1080.3           | 15                | 16,581.9 | 883.8  | 18   |
| 0 0 0 1 0 | 10,007.0         | 937.7            | 17                | 14,636.1 | 852.2  | 16   |
| 0 0 1 1 1 | 13,148.8         | 1166.2           | 17                | 16,596.6 | 885.5  | 18   |
| 0 1 0 0 0 | 13,831.9         | 1270.9           | 14                | 20,159.5 | 1063.5 | 14   |
| 0 1 0 1 0 | 12,337.2         | 1156.6           | 15                | 14,481.3 | 796.4  | 20   |
| 0 1 1 1 1 | 11,523.2         | 1055.0           | 18                | 16,077.8 | 855.2  | 19   |
| 1 0 0 0 0 | 13,829.3         | 1329.8           | 13                | 19,382.9 | 1044.2 | 15   |
| 1 0 0 0 1 | 11,493.2         | 1077.4           | 15                | 16,990.4 | 895.8  | 18   |
| 1 0 0 1 0 | 9823.4           | 928.3            | 17                | 14,728.9 | 856.8  | 16   |
| 1 0 1 1 1 | 13,042.7         | 1161.2           | 17                | 17,021.0 | 898.2  | 18   |
| 1 1 0 0 0 | 13,802.4         | 1264.9           | 14                | 20,025.5 | 1062.3 | 14   |
| 1 1 0 1 1 | 12,431.5         | 1161.1           | 15                | 14,508.9 | 803.8  | 20   |
| 1 1 1 0 0 | 9975.4           | 918.9            | 19                | 15,185.5 | 820.6  | 20   |
| 1 1 1 1 0 | 11,476.0         | 1056.2           | 18                | 16,137.1 | 860.9  | 19   |
| Random (150) |                   |                   |                   |       |       |       |       |
| 0 0 0 0 0 | 10,972.6         | 356.3            | 123               | 11,976.6 | 224.1  | 125  |
| 0 0 0 0 1 | 9036.7           | 312.4            | 139               | 8622.6  | 166.8  | 141  |
| 0 0 0 1 0 | 6229.1           | 206.4            | 140               | 8004.4  | 149.5  | 142  |
| 0 0 1 0 1 | 9197.4           | 316.5            | 138               | 9763.8  | 186.5  | 141  |
| 0 1 0 0 0 | 10,939.8         | 354.9            | 123               | 11,902.6 | 223.3  | 125  |
| 0 1 0 1 1 | 9716.2           | 345.7            | 133               | 8234.9  | 159.6  | 142  |
| 0 1 1 0 0 | 6155.8           | 204.8            | 141               | 6934.2  | 134.9  | 144  |
| 0 1 1 0 0 | 9557.6           | 323.8            | 136               | 10,038.0 | 195.0  | 137  |
| 1 0 0 0 0 | 10,940.3         | 356.4            | 123               | 12,004.2 | 224.4  | 125  |
| 1 0 0 0 1 | 9350.2           | 315.8            | 140               | 8823.1  | 169.6  | 144  |
| 1 0 0 1 0 | 6737.8           | 222.1            | 141               | 6988.4  | 135.3  | 144  |
| 1 0 0 1 1 | 9688.0           | 334.8            | 135               | 8166.6  | 159.9  | 144  |
| 1 0 1 0 0 | 10,926.3         | 356.9            | 123               | 11,937.2 | 224.1  | 125  |
| 1 1 0 1 1 | 10,065.6         | 338.6            | 137               | 7704.3  | 150.5  | 144  |
| 1 1 1 0 0 | 6454.8           | 211.4            | 141               | 7404.5  | 143.4  | 144  |
| 1 1 1 1 0 | 8840.0           | 302.0            | 137               | 8110.9  | 158.8  | 144  |
| Steiner-80 (81) |                   |                   |                   |       |       |       |       |
| 0 0 0 0 0 | 53,779.6         | 678.8            | 41                | 84,846.7 | 509.8  | 41   |
| 0 0 0 0 1 | 10,941.1         | 157.4            | 75                | 8153.5  | 57.4   | 78   |
| 0 0 1 0 0 | 5702.9           | 83.7             | 77                | 10,947.2 | 72.4   | 76   |
| 0 0 1 1 0 | 11,631.1         | 169.6            | 73                | 10,392.8 | 74.9   | 74   |
First of all, the second block in Table 3 reveals that the cut formulation outperforms the flow formulation both in terms of the number of solved instances and running time. Thus, we focus on the cut formulation in the following. Using the articulation-vertex branching rule yields better results on average: The maximum number of solved instances without using the branching rule is 144, which is obtained for 1 (out of 8) parameterization, whereas the same number of solved instances (144) is obtained for 6 (again out of 8) parameterizations if the problem-specific branching rule is activated.
Thus, in contrast to the Color02 test set, the articulation-vertex branching rule has a positive effect on the branch-and-bound mechanism. This behavior is comprehensible because the Random test set contains 21 (out of 150) instances that contain articulation vertices, whereas only 2 instances (out of 51) from the Color02 test set have articulation vertices. Thus, using the branching rule the problem decomposes into subproblems, which can be solved easily since the graphs are relatively sparse. Regarding running times, however, a difference between the variants using the branching rule or not is not obvious. Only considering the combinations using the branching rule, one can see that the most efficient methods use the global bounded-edge cut. The usage of propagation algorithm 1 has a slightly positive effect but does not influence the remaining parameterizations significantly. Hence, the most important choices are to use the cut formulation and to activate the articulation-vertex branching rule as well as the global bounded-edge cut.

Again, all novel techniques dominate the reference approach and among the novel ones—compare Fig. 4—it can also be seen that the cut formulation is performing better than the flow formulation. The statistical tool of performance profiles, i.e., of distribution functions, supports the conclusions that can be drawn from Table 3.
Finally, since the randomly generated instances are on average smaller and sparser than the Color02 instances, they are much easier to solve than the Color02 instances. Here, we solve 144 out of 150 instances in the best cases, which corresponds to 96.0% in comparison to less than 40% for the Color02 test set.

8.2.3 The Steiner-80 test set

Table 3 shows that, on average, using the articulation-branching rule again yields slightly better results both in terms of the maximum number of solved instances and in terms of running times. The larger impact can be seen for running times. Moreover, using the bounded-edge cuts (in its global or local variant) clearly speeds up the solution process and yields a larger number of solved instances. One might thus ask whether both the global and the local bounded-edge cut should be used or not. Interestingly, the answer strongly depends on whether the articulation-vertex branching rule is activated or not. If the branching rule is not used and the propagation is activated, it is better to use the global cut (6) and to deactivate its local variant (7). Deactivating the propagation routine and using the local bounded-edge cut, however, leads to the best result in terms of solved instances and almost the best performance w.r.t. running time for the cut formulation.

If the articulation-vertex branching rule is used, the global bounded-edge cut still has the greatest impact on performance. In contrast to the case of the deactivated branching rule, it seems better to use both the global and the local variant of the cut. A more general pattern additionally reveals that the local bounded-edge cut yields drastic improvements in those cases, in which the global variant is not used and leads on average to the best results in the cut formulation. Again, some of the best combinations for the flow and the cut formulations are compared in the performance profiles in Fig. 5.

One can see that all novel techniques drastically outperform the reference approach and that the results for the flow and the cut formulation are quite comparable. The above discussion suggests to use the global bounded-edge cut. Thus, we only included combinations in which this cut is used. For the flow formulation, the branching rule and both variants of the bounded-edge cut lead to the most reliable method (which is in line with the analysis above), whereas deactivating the local variant of the cut yields a
faster method. The same applies for the cut formulation but with less clear differences between the different combinations of techniques. Moreover, Fig. 5 shows that for the easy instances it is better to deactivate the separation of the local bounded-edge cut, whereas separating these inequalities improves the running time on the harder instances—a conclusion that cannot be drawn from the average numbers of Table 3 alone.

8.2.4 The Steiner-160 test set

We now turn to the Steiner-160 test set that contains larger graphs. It is obvious from Table 3 that omitting the global and local bounded-edge cut leads to very bad results: only 1 out of 81 instances is solved. Thus, this unfavorable result is also obtained with the reference method. For the flow formulation we observe that using the global or local cuts gives much better results than the reference method. However, using the global variant alone is clearly the best choice regarding these cuts. An interesting pattern of Table 3 is that using the articulation-vertex branching rule does not reduce the number of solved instances in the cut formulation, whereas it almost always (except for one case) leads to less solved instances when used in combination with the flow formulation. For the flow formulation, the most important technique—both in terms of overall solved instances and running times—is the global bounded-edge cut. Additionally using the propagation algorithm then seems to be too costly, yielding longer running times and less solved instances (26 vs. 29 for deactivated branching rule and 26 versus 28 for activated branching rule). Next, we discuss the results for cut formulation and focus on the combinations that use the articulation-vertex branching rule. Using only the local bounded-edge cuts, our implementation is able to solve the largest number of instances. In terms of running times, however, it is necessary to additionally activate the propagation algorithm and the global bounded-edge cut to achieve the best results on average. Unfortunately, the trade-off for the faster average running time is that some instances become unsolvable (26 vs. 32). Nevertheless, the propagation algorithm leads to a more successful method on average. One additional observation is that, when using the cut formulation, it is always preferable (both w.r.t. running times and the number of solved instances) to use the local bounded-edge cuts.

When using the flow formulation, however, this is not the case.

8.3 Discussion of the numerical results for \( k = 5 \)

We now discuss the numerical results for the case of \( k = 5 \). For this situation, our preliminary experiments revealed that, without the global bounded-edge cut, only very few instances can be solved within the time limit. The bounded-edge cut, however, significantly improves the solution process. Thus, we only discuss the cases in which this cut is used. An overview of all results is given in Table 4.

In contrast to the results for \( k = 2 \), for larger \( k \) it turned out that it is very helpful to split the separate test sets further depending on the hardness of the contained instances for obtaining a better analysis of the results. This splitting is given in Table 5 for the Color02 test set. For the grouping of the instances of our test sets into difficulty classes,
### Table 4  Node counts, solution time, and number of solved instances for \( k = 5 \)

| Setting   | Flow formulation | Cut formulation |   |
|-----------|------------------|------------------|---|
|           | branch. | prop. | glo. cut | loc. cut | #nodes | time  | #opt | #nodes | time  | #opt |
| **Color02 (51)** | 0 | 0 | 0 | 0 | 12,307.5 | 3251.0 | 1 | 59,593.2 | 3217.3 | 1 |
|           | 0 | 0 | 1 | 0 | 7073.5 | 1389.2 | 15 | 16,846.4 | 1085.7 | 13 |
|           | 0 | 0 | 1 | 1 | 6246.7 | 1395.0 | 12 | 19,256.0 | 1157.5 | 13 |
|           | 0 | 1 | 1 | 0 | 6600.9 | 1298.6 | 17 | 14,415.8 | 951.6 | 15 |
|           | 0 | 1 | 1 | 1 | 5428.8 | 1303.3 | 13 | 21,167.7 | 1173.5 | 14 |
|           | 1 | 0 | 1 | 0 | 7090.9 | 1389.4 | 15 | 16,903.2 | 1089.0 | 13 |
|           | 1 | 0 | 1 | 1 | 6217.5 | 1394.6 | 12 | 19,150.0 | 1156.9 | 13 |
|           | 1 | 1 | 1 | 0 | 6634.9 | 1298.7 | 17 | 14,349.0 | 951.6 | 15 |
|           | 1 | 1 | 1 | 1 | 5429.1 | 1303.8 | 13 | 21,126.8 | 1174.0 | 14 |
| **Random (150)** | 0 | 0 | 0 | 0 | 22,469.3 | 3600.0 | 0 | 108,817.0 | 3600.0 | 0 |
|           | 0 | 0 | 1 | 0 | 8992.0 | 390.9 | 138 | 18,300.4 | 317.5 | 101 |
|           | 0 | 0 | 1 | 1 | 39,885.6 | 1227.8 | 66 | 22,599.6 | 346.5 | 104 |
|           | 0 | 1 | 1 | 0 | 8772.4 | 387.7 | 139 | 16,946.8 | 310.8 | 101 |
|           | 0 | 1 | 1 | 1 | 33,928.0 | 1048.2 | 71 | 15,319.0 | 267.1 | 102 |
|           | 1 | 0 | 1 | 0 | 8852.2 | 385.4 | 138 | 19,695.4 | 335.4 | 99 |
|           | 1 | 0 | 1 | 1 | 41,157.2 | 1253.1 | 64 | 26,690.3 | 384.4 | 103 |
|           | 1 | 1 | 1 | 0 | 8263.0 | 375.5 | 139 | 18,607.5 | 319.0 | 100 |
|           | 1 | 1 | 1 | 1 | 32,798.9 | 1018.5 | 74 | 18,537.9 | 295.6 | 102 |
| **Steiner-80 (81)** | 0 | 0 | 0 | 0 | 41,221.9 | 3531.1 | 1 | 244,553.3 | 3523.6 | 1 |
|           | 0 | 0 | 1 | 0 | 10,658.9 | 324.1 | 78 | 9873.6 | 117.4 | 68 |
|           | 0 | 0 | 1 | 1 | 51,458.3 | 772.5 | 53 | 9155.9 | 123.0 | 63 |
|           | 0 | 1 | 1 | 0 | 9222.6 | 279.5 | 79 | 7521.0 | 101.6 | 66 |
|           | 0 | 1 | 1 | 1 | 35,771.4 | 621.9 | 47 | 5877.2 | 92.0 | 69 |
|           | 1 | 0 | 1 | 0 | 9235.3 | 286.8 | 74 | 13,105.9 | 150.7 | 64 |
|           | 1 | 0 | 1 | 1 | 46,283.1 | 727.7 | 57 | 9904.6 | 131.3 | 62 |
|           | 1 | 1 | 1 | 0 | 8538.4 | 267.3 | 75 | 8972.6 | 123.9 | 62 |
|           | 1 | 1 | 1 | 1 | 37,354.6 | 677.6 | 47 | 8960.4 | 118.7 | 66 |
| **Steiner-160 (81):** | 0 | 0 | 0 | 0 | 25,296.7 | 3600.0 | 0 | 69,120.5 | 3600.0 | 0 |
|           | 0 | 0 | 1 | 0 | 21,407.8 | 1704.4 | 33 | 55,550.8 | 1235.9 | 34 |
|           | 0 | 0 | 1 | 1 | 29,560.1 | 2078.3 | 19 | 59,292.0 | 1339.4 | 42 |
|           | 0 | 1 | 1 | 0 | 19,434.8 | 1567.2 | 35 | 37,142.1 | 815.9 | 39 |
|           | 0 | 1 | 1 | 1 | 35,033.8 | 2199.3 | 17 | 48,275.8 | 1028.4 | 42 |
|           | 1 | 0 | 1 | 0 | 20,622.5 | 1616.9 | 31 | 45,424.8 | 1069.5 | 37 |
|           | 1 | 0 | 1 | 1 | 41,125.9 | 2836.4 | 18 | 53,866.7 | 1240.1 | 38 |
|           | 1 | 1 | 1 | 0 | 18,509.4 | 1544.3 | 32 | 26,965.3 | 660.4 | 43 |
|           | 1 | 1 | 1 | 1 | 37,400.1 | 2599.2 | 16 | 27,568.3 | 697.2 | 46 |
Table 5  Instance counts, solution time, and number of solved instances for test set Color02 and $k = 5$

| Setting | Flow formulation | Cut formulation |
|---------|------------------|-----------------|
|         | #inst. | time | #opt | #inst. | time | #opt |
| branch. | prop. | glo. cut | loc. cut | #inst. | time | #opt | #inst. | time | #opt |
| Time range [0, 100) |
| 0 0 1 0 | 6 | 12.4 | 6 | 7 | 4.0 | 7 |
| 0 1 1 1 | 6 | 8.3 | 6 | 7 | 3.5 | 7 |
| 0 1 1 0 | 6 | 15.4 | 6 | 7 | 4.6 | 7 |
| 1 0 1 1 | 6 | 7.3 | 6 | 7 | 4.7 | 7 |
| 1 1 1 0 | 6 | 12.4 | 6 | 7 | 4.0 | 7 |
| 1 1 1 1 | 6 | 7.3 | 6 | 7 | 4.7 | 7 |
| Time range [100, 1000) |
| 0 0 1 0 | 1 | 390.9 | 1 | 0 | – | – |
| 0 1 1 1 | 1 | 466.6 | 1 | 0 | – | – |
| 0 1 1 0 | 1 | 449.4 | 1 | 0 | – | – |
| 0 1 1 1 | 1 | 560.4 | 1 | 0 | – | – |
| 1 0 1 0 | 1 | 391.4 | 1 | 0 | – | – |
| 1 0 1 1 | 1 | 466.6 | 1 | 0 | – | – |
| 1 1 0 0 | 1 | 449.1 | 1 | 0 | – | – |
| 1 1 1 1 | 1 | 559.7 | 1 | 0 | – | – |
| Time range [1000, 3600) |
| 0 0 1 0 | 37 | 3537.0 | 2 | 36 | 3600.0 | 0 |
| 0 1 1 1 | 37 | 3600.0 | 0 | 36 | 3600.0 | 0 |
| 0 1 1 0 | 37 | 3459.1 | 3 | 36 | 3600.0 | 0 |
| 0 1 1 1 | 37 | 3504.5 | 1 | 36 | 3600.0 | 0 |
| 1 0 1 0 | 37 | 3536.7 | 2 | 36 | 3600.0 | 0 |
| 1 0 1 1 | 37 | 3600.0 | 0 | 36 | 3600.0 | 0 |
| 1 1 1 0 | 37 | 3459.0 | 3 | 36 | 3600.0 | 0 |
| 1 1 1 1 | 37 | 3504.4 | 1 | 36 | 3600.0 | 0 |

we use the following notation. The class $[\ell, u)$ contains all instances that need at least $\ell$ seconds and less than $u$ seconds for every setting to be solved.

8.3.1 The Color02 test set

First of all, Table 5 shows that the usage of the local bounded-edge cuts ham-mers the solution process. This holds for all instances except for the very easy instances in class $(0, 100)$, for which the local bounded-edge cut leads to a speed-up between 30 and 50% in the flow formulation. It can also be seen that the cut formulation is faster than the flow formulation on the easy instances and that the flow formulation is superior on the medium and hard instances. Moreover,
Fig. 6 Selected combinations for the Color02 test set and $k = 5$

Table 4 shows that the number of solved instances is larger using the flow formulation whereas the cut formulation is usually faster. Finally, the propagation algorithm improves the solution process both w.r.t. the overall number of solved instances and the running times if the flow formulation is used. Using the cut formulation, however, this behavior can only be observed if the local bounded-edge cuts are not separated. The articulation-vertex branching rule has almost no impact because the graphs of the Color02 test set contain almost no articulation vertices.

In Fig. 6 we compare the most successful settings, i.e., both the cut and flow formulation with activated global bounded-edge cut and propagation. Since the reference method only solves a single instance for both formulations, we refrain from integrating it into the figure. Figure 6 confirms the above analysis: We solve more instances using the flow formulation. However, if the cut formulation solves an instance, it always solves it faster than the flow formulation.

8.3.2 The Random test set

For the Random test set, Table 6 shows that the cut formulation can be solved significantly faster than the flow formulation: The former has 26 instances in the class $[0, 100)$ compared to only 2 instances for the latter. Thus, the flow formulation clearly leads to longer running times. In contrast, the class $[1000, 3600)$ of hard instances contains almost the same number of instances (28 vs. 27). Interestingly, in this class, the flow formulation solves significantly more instances if the separation of the local bounded-edge cuts is turned off, which is also the better choice for the hard instances solved with the cut formulation. Moreover, it can be seen that the propagation technique is advantageous for hard instances solved with the flow formulation if the local cuts are deactivated, whereas it leads to larger running times for the cut formulation—both for the case that the local bounded-edge cut is not used.

Regarding the articulation-vertex branching rule, it can be seen that the flow formulation clearly benefits from this rule when applied to the easy instances, whereas the cut formulation is slightly weakened by it. For the other instances, the branching rule has no significant influence on both formulations.
Table 6  Instance counts, solution time, and number of solved instances for test set Random and $k = 5$

| Setting | branch. | prop. | glo. cut | loc. cut | Flow formulation | Cut formulation |
|---------|---------|-------|----------|----------|------------------|-----------------|
|         | #inst. | time  | #opt     | #inst.   | time            | #opt            |
| Time range [0, 100) |       |       |          |          |                 |                 |
| 0 0 0 1 0 | 2 | 23.8 | 2 | 26 | 19.2 | 26 |
| 0 0 1 1 | 2 | 27.0 | 2 | 26 | 35.4 | 26 |
| 0 1 1 0 | 2 | 16.9 | 2 | 26 | 21.4 | 26 |
| 0 1 1 1 | 2 | 11.2 | 2 | 26 | 31.3 | 26 |
| 1 0 1 0 | 2 | 21.0 | 2 | 26 | 20.8 | 26 |
| 1 0 1 1 | 2 | 24.1 | 2 | 26 | 39.2 | 26 |
| 1 1 1 0 | 2 | 14.6 | 2 | 26 | 24.1 | 26 |
| 1 1 1 1 | 2 | 9.5  | 2 | 26 | 35.3 | 26 |
| Time range [100, 1000) |       |       |          |          |                 |                 |
| 0 0 1 0 | 9 | 236.9 | 9 | 1 | 270.5 | 1 |
| 0 0 1 1 | 9 | 366.6 | 9 | 1 | 395.4 | 1 |
| 0 1 1 0 | 9 | 249.4 | 9 | 1 | 353.1 | 1 |
| 0 1 1 1 | 9 | 292.5 | 9 | 1 | 129.1 | 1 |
| 1 0 1 0 | 9 | 237.2 | 9 | 1 | 269.3 | 1 |
| 1 0 1 1 | 9 | 366.6 | 9 | 1 | 397.6 | 1 |
| 1 1 1 0 | 9 | 249.2 | 9 | 1 | 352.3 | 1 |
| 1 1 1 1 | 9 | 292.3 | 9 | 1 | 128.7 | 1 |
| Time range [1000, 3600) |       |       |          |          |                 |                 |
| 0 0 1 0 | 28 | 2451.8 | 18 | 27 | 3401.8 | 4 |
| 0 0 1 1 | 28 | 3443.6 | 1 | 27 | 3581.7 | 2 |
| 0 1 1 0 | 28 | 2205.5 | 18 | 27 | 3447.5 | 1 |
| 0 1 1 1 | 28 | 3593.7 | 1 | 27 | 3600.0 | 0 |
| 1 0 1 0 | 28 | 2450.2 | 18 | 27 | 3401.4 | 4 |
| 1 0 1 1 | 28 | 3443.6 | 1 | 27 | 3580.6 | 2 |
| 1 1 1 0 | 28 | 2207.8 | 18 | 27 | 3445.5 | 1 |
| 1 1 1 1 | 28 | 3593.8 | 1 | 27 | 3600.0 | 0 |

Table 4 reveals that, in the flow formulation, the local bounded-edge cut does not help either. In contrast, it improves the cut formulation if the propagation algorithm is also used.

We again compare the best settings (flow formulation with propagation, with branching rule, and without local cuts, as well as the cut formulation with propagation and local cuts but without the branching rule) in Fig. 7.

It is apparent that the flow formulation solves much more instances. Taking Table 6 into account, this also becomes clear because the flow formulation is much more successful especially applied to the hard instances. However, if the cut formulation solves an instance, it is typically faster as it was already the case for the Color02 test set.
8.3.3 The Steiner-80 test set

We now turn to the Steiner-80 test set. Table 7 shows that, again, there exist significantly less easy instances for the flow formulation compared to the cut formulation (1 vs. 26). Regarding the flow formulation, it is noticeable that the local cuts and the propagation algorithm are disadvantageous on the medium instances in class $[100, 1000)$ and on the hard instances in class $[1000, 3600)$. The results for the cut formulation show that hard instances can only be solved if both the propagation algorithm and the local bounded-edge cuts are used. Table 4 shows that the articulation-vertex branching rule weakens the cut formulation both in terms of running time and solved instances. The same holds for the flow formulation and the local cuts, whereas the propagation algorithms improves the method, yielding slightly more solved instances.

As before, we compare the best settings (flow formulation with branching rule and propagation, and cut formulation with branching rule and local cuts) in Fig. 8. The analysis is the same as for the two other test sets: The flow formulation solves more instances but the cut formulation is faster.

8.3.4 The Steiner-160 test set

Table 8 clearly shows that this is the hardest test set: Almost all instances are classified as hard in the class $[1000, 3600)$. For this set of instances, the cut formulation slightly outperforms the flow formulation. Since we can only solve very few instances for this test set, a reliable discussion of the impact of the different techniques is not possible. However, Table 4 shows that the usage of local cuts weakens the flow formulation—both in terms of the number of solved instances and running times. Additionally, the branching rule does not help solving the flow formulation. The propagation rule improves the solution process of the flow formulation on average but might also lead to slightly less solved instances. In contrast, the cut formulation benefits from the articulation-vertex branching rule and, even more clearly, from the propagation algorithm. Using local bounded-edge cuts weakens the cut formulations in terms of solution time.
Table 7  Instance counts, solution time, and number of solved instances for test set Steiner-80 and $k = 5$

| setting | branch. | prop. | glo. cut | loc. cut | flow formulation | cut formulation |
|---------|---------|-------|----------|----------|------------------|-----------------|
| Time range [0, 100) | | | | | | |
| 0 0 1 0 1 | 1 | 81.4 | 1 | 26 | 17.3 | 26 |
| 0 0 1 1 1 | 1 | 84.4 | 1 | 26 | 18.5 | 26 |
| 0 1 1 0 1 | 1 | 38.3 | 1 | 26 | 12.4 | 26 |
| 0 1 1 1 1 | 1 | 57.7 | 1 | 26 | 12.4 | 26 |
| 1 0 1 0 1 | 1 | 49.4 | 1 | 26 | 16.8 | 26 |
| 1 0 1 1 1 | 1 | 37.2 | 1 | 26 | 11.9 | 26 |
| 1 1 1 0 1 | 1 | 81.5 | 1 | 26 | 10.0 | 26 |
| 1 1 1 1 1 | 1 | 8.5  | 1 | 26 | 11.1 | 26 |
| Time range [100, 1000) | | | | | | |
| 0 0 1 0 5 | 5 | 254.1 | 5 | 0 | – | – |
| 0 0 1 1 5 | 5 | 464.0 | 5 | 0 | – | – |
| 0 1 1 0 5 | 5 | 288.6 | 5 | 0 | – | – |
| 0 1 1 1 5 | 5 | 379.0 | 5 | 0 | – | – |
| 1 0 1 0 5 | 5 | 254.2 | 5 | 0 | – | – |
| 1 0 1 1 5 | 5 | 469.8 | 5 | 0 | – | – |
| 1 1 1 0 5 | 5 | 288.3 | 5 | 0 | – | – |
| 1 1 1 1 5 | 5 | 378.6 | 5 | 0 | – | – |
| Time range [1000, 3600) | | | | | | |
| 0 0 1 0 7 | 7 | 1774.7 | 5 | 5 | 3600.0 | 0 |
| 0 0 1 1 7 | 7 | 2858.4 | 2 | 5 | 3600.0 | 0 |
| 0 1 1 0 7 | 7 | 2198.4 | 2 | 5 | 3600.0 | 0 |
| 0 1 1 1 7 | 7 | 3064.7 | 2 | 5 | 2412.2 | 3 |
| 1 0 1 0 7 | 7 | 1777.6 | 5 | 5 | 3600.0 | 0 |
| 1 0 1 1 7 | 7 | 2879.4 | 2 | 5 | 3600.0 | 0 |
| 1 1 1 0 7 | 7 | 2187.3 | 5 | 5 | 3600.0 | 0 |
| 1 1 1 1 7 | 7 | 3065.1 | 2 | 5 | 2406.7 | 3 |

The number of instances, however, increases if the separation of the local cuts is enabled.

Regarding the best settings, the situation is not as clear as for the other test sets. For the flow formulation, the propagation should be used. Turning on the branching rule gives faster running times but leads to 3 less instances solved. For the cut formulation, one should also use the propagation as well as the branching rule but turn off (considering averages) the local cuts. However, local cuts lead to 3 more solved instances for the best combination.

In summary, the cut formulation is significantly faster and can solve, for the first time, more instances.
Table 8  Instance counts, solution time, and number of solved instances for test set Steiner-160 and $k = 5$

| Setting       | Flow formulation | Cut formulation |
|---------------|------------------|-----------------|
|               | #inst. | time | #opt | #inst. | time | #opt |
| Time range [0, 100) |        |      |      |        |      |      |
| 0             | 0      | 0    | 0    | 0      | 0    | 0    |
| 0             | 0      | 1    | 1    | 0      | 0    | 0    |
| 0             | 1      | 0    | 1    | 0      | 0    | 0    |
| 0             | 1      | 1    | 1    | 0      | 0    | 0    |
| 1             | 0      | 0    | 0    | 0      | 0    | 0    |
| 1             | 0      | 1    | 1    | 0      | 0    | 0    |
| 1             | 1      | 0    | 0    | 0      | 0    | 0    |
| 1             | 1      | 1    | 1    | 0      | 0    | 0    |
| Time range [100, 1000) |        |      |      |        |      |      |
| 0             | 0      | 0    | 1    | 0      | 142.2| 1    | 0    |
| 0             | 0      | 1    | 1    | 1      | 292.1| 1    | 0    |
| 0             | 1      | 0    | 1    | 1      | 968.1| 1    | 0    |
| 0             | 1      | 1    | 1    | 1      | 184.1| 1    | 0    |
| 1             | 0      | 1    | 1    | 1      | 681.4| 1    | 0    |
| 1             | 0      | 1    | 1    | 1      | 565.5| 1    | 0    |
| 1             | 1      | 0    | 0    | 1      | 335.1| 1    | 0    |
| 1             | 1      | 1    | 1    | 1      | 651.9| 1    | 0    |
| Time range [1000, 3600) |        |      |      |        |      |      |
| 0             | 0      | 0    | 1    | 0      | 3494.2| 1 | 32 | 3556.5| 1 |
| 0             | 0      | 1    | 1    | 1      | 3392.7| 2 | 32 | 3463.3| 4 |
| 0             | 1      | 0    | 1    | 0      | 3505.5| 3 | 32 | 3211.6| 4 |
| 0             | 1      | 1    | 1    | 1      | 3600.0| 0 | 32 | 3489.5| 4 |
| 1             | 0      | 1    | 0    | 0      | 3438.0| 3 | 32 | 3554.9| 1 |
| 1             | 0      | 1    | 1    | 1      | 3437.9| 3 | 32 | 3477.4| 3 |
| 1             | 1      | 0    | 1    | 0      | 3526.1| 3 | 32 | 3211.1| 4 |
| 1             | 1      | 1    | 1    | 1      | 3500.9| 3 | 32 | 3490.3| 4 |

Fig. 8  Selected combinations for the Steiner-80 test set and $k = 5$
8.4 Discussion of the numerical results for $k = 10$

The main overview of all results is given in Table 9. Again, the solution process always benefits from activating the global bounded-edge cut, so we only discuss combinations that use this cut.

8.4.1 The Color02 test set

Table 10 shows that the number of easy and hard instances is comparable for the flow and cut formulation and that the cut formulation is significantly faster on the easy instances. For the hard instances, we only solve up to 2 instances, so that trends cannot be discussed reliably. In Table 9 one can additionally see that both the flow and the cut formulation are weakened by using the local bounded-edge cuts. Thus, we only discuss the cases further where the local cuts are not used. Here, the propagation algorithm is always beneficial and yields a speed-up of 6.1\% for the flow formulation and even 11.4\% for the cut formulation. As before, the articulation-vertex branching rule makes no difference since almost no articulation vertices exist in the Color02 test set.

In contrast to the case of $k = 5$, the cut formulation is now better both w.r.t. the number of solved instances (5 more than the flow variant) and the running times (almost twice as fast as the flow variant). Thus, the overall best setting is the cut formulation with activated propagation and global bounded-edge cut.

8.4.2 The Random test set

Table 11 reveals that the cut formulation is again superior: There are 20 easy instances whereas we only have 2 easy instances for the flow formulation. Conversely, the flow formulation has 41 hard instances, whereas there are only 3 hard instances for the cut variant. For the easy instances, it is clear that the local bounded-edge cuts hinder the solution process and for deactivated local cuts, the propagation slows down the solution process. Since all easy instances are solved, this means that using the propagation algorithm is not required. Interestingly, the cut formulation clearly benefits from using the local cuts on the hard instances. Since there are only 3 of them, this is, however, not a reliable trend. In addition, Table 9 shows that, on average, local cuts do not yield better methods. In the same table it can also be seen that propagation is beneficial, especially when applied to the cut formulation. The branching rule does not yield improved results. In summary, the cut formulation is the distinct winner and should be used with the propagation algorithm.

8.4.3 The Steiner-80 and Steiner-160 test sets

We now turn to the Steiner-80 test set. Again, the cut formulation is obviously easier to solve than the flow formulation; see Table 12 (22 vs. 0 easy instances). Since there is only one medium instance, no trends can be discussed. The flow formulation has 8 hard instances and the cut variant only 1. Table 9 additionally shows that the local cuts are unfavorable, but that the propagation and the branching rule help to improve
Table 9  Node counts, solution time, and number of solved instances for $k = 10$

| Setting          | Flow formulation | Cut formulation |
|------------------|------------------|-----------------|
|                  | branch. | prop. | glo. cut | loc. cut | #nodes | time | #opt | #node s | time | #opt |
| Color02 (51)     | 0       | 0     | 0       | 0       | 4641.1 | 3206.3 | 1     | 31,916.4 | 3207.0 | 1     |
|                  | 0       | 0     | 1       | 0       | 2652.5 | 1363.5 | 16    | 5687.9   | 788.2  | 18   |
|                  | 0       | 0     | 1       | 1       | 2568.4 | 1666.2 | 11    | 7762.4   | 1018.8 | 18   |
|                  | 0       | 1     | 1       | 0       | 2328.2 | 1281.9 | 16    | 4560.9   | 698.5  | 21   |
|                  | 0       | 1     | 1       | 1       | 2195.1 | 1464.2 | 13    | 8084.2   | 1042.3 | 15   |
|                  | 1       | 0     | 1       | 0       | 2652.5 | 1365.2 | 16    | 5655.4   | 788.1  | 18   |
|                  | 1       | 0     | 1       | 1       | 2522.5 | 1666.2 | 11    | 7733.0   | 1019.0 | 18   |
|                  | 1       | 1     | 1       | 0       | 2394.0 | 1282.2 | 16    | 4543.6   | 698.4  | 21   |
|                  | 1       | 1     | 1       | 1       | 2117.3 | 1464.9 | 13    | 8127.7   | 1042.5 | 15   |
| Random (150)     | 0       | 0     | 0       | 0       | 6058.8 | 3600.0 | 0     | 104,162.1 | 3600.0 | 0     |
|                  | 0       | 0     | 1       | 0       | 3916.7 | 776.0  | 131   | 7288.4   | 202.9  | 127  |
|                  | 0       | 0     | 1       | 1       | 29,974.6 | 1551.6 | 71    | 13,539.5 | 331.1  | 123  |
|                  | 0       | 1     | 1       | 0       | 3952.0 | 767.4  | 127   | 4287.8   | 145.4  | 134  |
|                  | 0       | 1     | 1       | 1       | 28,627.2 | 1543.5 | 80    | 9309.9   | 259.1  | 131  |
|                  | 1       | 0     | 1       | 0       | 4119.0 | 800.9  | 129   | 7937.9   | 213.2  | 129  |
|                  | 1       | 0     | 1       | 1       | 33,028.2 | 1677.9 | 67    | 12,570.2 | 312.5  | 127  |
|                  | 1       | 1     | 1       | 0       | 4075.3 | 788.5  | 123   | 4626.0   | 151.7  | 135  |
|                  | 1       | 1     | 1       | 1       | 25,527.2 | 1485.6 | 81    | 8333.7   | 240.0  | 134  |
| Steiner-80 (81)  | 0       | 0     | 0       | 0       | 17,555.3 | 3600.0 | 0     | 210,020.8 | 3600.0 | 0     |
|                  | 0       | 0     | 1       | 0       | 7784.2 | 627.7  | 75    | 2992.5   | 83.2   | 72   |
|                  | 0       | 0     | 1       | 1       | 65,726.2 | 1390.9 | 49    | 5875.2   | 139.5  | 72   |
|                  | 0       | 1     | 1       | 0       | 6159.6 | 530.8  | 77    | 2504.5   | 70.6   | 76   |
|                  | 0       | 1     | 1       | 1       | 39,691.0 | 921.0  | 46    | 2955.3   | 84.8   | 75   |
|                  | 1       | 0     | 1       | 0       | 5338.4 | 494.6  | 73    | 3982.9   | 102.9  | 71   |
|                  | 1       | 0     | 1       | 1       | 41,644.8 | 1039.6 | 52    | 5536.8   | 130.7  | 71   |
|                  | 1       | 1     | 1       | 0       | 5994.7 | 560.4  | 73    | 2699.6   | 79.3   | 75   |
|                  | 1       | 1     | 1       | 1       | 30,696.2 | 796.4  | 51    | 3576.3   | 99.8   | 74   |
| Steiner-160 (81) | 0       | 0     | 0       | 0       | 14,495.6 | 3600.0 | 0     | 48,710.2 | 3600.0 | 0     |
|                  | 0       | 0     | 1       | 0       | 14,405.5 | 3322.2 | 5     | 14,489.4 | 1195.7 | 37   |
|                  | 0       | 0     | 1       | 1       | 6183.3 | 3594.4 | 1     | 9686.0   | 1611.1 | 27   |
|                  | 0       | 1     | 1       | 0       | 14,594.8 | 3276.0 | 10    | 14,543.8 | 1032.9 | 43   |
|                  | 0       | 1     | 1       | 1       | 6609.0 | 3472.9 | 5     | 6616.8   | 1072.2 | 38   |
|                  | 1       | 0     | 1       | 0       | 16,100.7 | 3302.9 | 12    | 15,899.6 | 1338.1 | 38   |
|                  | 1       | 0     | 1       | 1       | 4470.6 | 3575.5 | 1     | 11,861.1 | 1934.8 | 24   |
|                  | 1       | 1     | 1       | 0       | 14,296.9 | 2955.1 | 12    | 10,691.3 | 888.6  | 44   |
|                  | 1       | 1     | 1       | 1       | 5129.1 | 3379.8 | 4     | 9346.1   | 1414.5 | 32   |
Table 10  Instance counts, solution time, and number of solved instances for test set Color02 and $k = 10$

| Setting branch. prop. glo. cut loc. cut | Flow formulation #inst. time #opt | Cut formulation #inst. time #opt |
|----------------------------------------|------------------------------------|-----------------------------------|
| Time range [0, 100)                    |                                    |                                   |
| 0 0 0 1 0                              | 7 20.2 7                          | 9 4.8 9                           |
| 0 0 1 1 1                              | 7 15.5 7                          | 9 5.3 9                           |
| 0 1 1 1 0                              | 7 16.7 7                          | 9 6.5 9                           |
| 0 1 1 1 1                              | 7 20.0 7                          | 9 7.5 9                           |
| 1 0 1 1 0                              | 7 20.2 7                          | 9 4.8 9                           |
| 1 0 1 1 1                              | 7 15.5 7                          | 9 5.3 9                           |
| 1 0 1 1 0                              | 7 16.7 7                          | 9 6.5 9                           |
| 1 1 1 1 1                              | 7 19.8 7                          | 9 7.5 9                           |
| Time range [100, 1000)                 |                                    |                                   |
| 0 0 0 1 0                              | 1 346.0 1                          | 0 – –                              |
| 0 0 1 1 1                              | 1 687.5 1                          | 0 – –                              |
| 0 1 1 1 0                              | 1 222.7 1                          | 0 – –                              |
| 0 1 1 1 1                              | 1 131.0 1                          | 0 – –                              |
| 1 0 1 1 0                              | 1 346.3 1                          | 0 – –                              |
| 1 0 1 1 1                              | 1 690.0 1                          | 0 – –                              |
| 1 1 1 1 0                              | 1 223.2 1                          | 0 – –                              |
| 1 1 1 1 1                              | 1 130.8 1                          | 0 – –                              |
| Time range [1000, 3600)                |                                    |                                   |
| 0 0 0 1 0                              | 35 3483.9 2                        | 32 3595.2 1                        |
| 0 0 1 1 1                              | 35 3600.0 0                        | 32 3545.1 1                        |
| 0 1 1 1 0                              | 35 3494.4 1                        | 32 3546.2 2                        |
| 0 1 1 1 1                              | 35 3600.0 0                        | 32 3586.9 1                        |
| 1 0 1 1 0                              | 35 3489.9 2                        | 32 3595.2 1                        |
| 1 0 1 1 1                              | 35 3600.0 0                        | 32 3544.8 1                        |
| 1 1 1 1 0                              | 35 3494.5 1                        | 32 3539.3 2                        |
| 1 1 1 1 1                              | 35 3600.0 0                        | 32 3586.7 1                        |

the solution process on average for the flow formulation. The best combination is thus obtained by activating the propagation algorithm and the branching rule—although the latter is deactivated in the settings which solve the most instances. In the cut formulation only the propagation routine leads to improved results.

At last, we briefly discuss the results for the Steiner-160 instances. Table 9 states that the cut formulation is superior, which is also confirmed by Table 13. The clear winner is the cut formulation with activated articulation-vertex branching rule and activated propagation algorithm.

8.5 General observations

In the following, we summarize the results that we obtained on the different test sets and draw conclusions from the overall results—indeed independent of a specific test set. Based
Table 11  Instance counts, solution time, and number of solved instances for test set Random and $k = 10$

| Setting     | Flow formulation | Cut formulation |
|-------------|------------------|-----------------|
|             | branch. prop. glo. cut loc. cut | #inst. time #opt | #inst. time #opt |
| Time range [0, 100) |               |                 |               |
| 0 0 1 0     | 2              | 15.8            | 2             | 20            | 33.0            | 20             |
| 0 0 1 1     | 2              | 31.3            | 2             | 20            | 41.4            | 20             |
| 0 1 1 0     | 2              | 29.3            | 2             | 20            | 32.1            | 20             |
| 0 1 1 1     | 2              | 25.2            | 2             | 20            | 40.4            | 20             |
| 1 0 1 0     | 2              | 14.5            | 2             | 20            | 31.8            | 20             |
| 1 0 1 1     | 2              | 21.2            | 2             | 20            | 38.9            | 20             |
| 1 1 1 0     | 2              | 14.8            | 2             | 20            | 31.6            | 20             |
| 1 1 1 1     | 2              | 37.9            | 2             | 20            | 39.7            | 20             |
| Time range [100, 1000) |          |                 |               |
| 0 0 1 0     | 13             | 348.6           | 13            | 5             | 175.0           | 5              |
| 0 0 1 1     | 13             | 361.1           | 13            | 5             | 283.1           | 5              |
| 0 1 1 0     | 13             | 263.8           | 13            | 5             | 336.0           | 5              |
| 0 1 1 1     | 13             | 394.9           | 13            | 5             | 322.6           | 5              |
| 1 0 1 0     | 13             | 347.1           | 13            | 5             | 174.6           | 5              |
| 1 0 1 1     | 13             | 361.0           | 13            | 5             | 283.0           | 5              |
| 1 1 1 0     | 13             | 262.3           | 13            | 5             | 335.4           | 5              |
| 1 1 1 1     | 13             | 394.9           | 13            | 5             | 322.5           | 5              |
| Time range [1000, 3600) |       |                 |               |
| 0 0 1 0     | 41             | 2320.1          | 27            | 3             | 3226.8          | 1              |
| 0 0 1 1     | 41             | 3259.9          | 6             | 3             | 3510.1          | 2              |
| 0 1 1 0     | 41             | 2501.3          | 19            | 3             | 3600.0          | 0              |
| 0 1 1 1     | 41             | 3239.5          | 8             | 3             | 3426.7          | 1              |
| 1 0 1 0     | 41             | 2323.7          | 27            | 3             | 3221.9          | 1              |
| 1 0 1 1     | 41             | 3259.7          | 6             | 3             | 2502.4          | 2              |
| 1 1 1 0     | 41             | 2501.9          | 19            | 3             | 3600.0          | 0              |
| 1 1 1 1     | 41             | 3244.5          | 8             | 3             | 3424.6          | 1              |

on our preceding analysis, we split our test instances into two classes for which we can observe a different behavior: dense graphs (Color02) and sparse graphs (Random, Steiner-80, Steiner-160).

8.5.1 General observations for dense graphs

Independent of the value of $k$ and the problem formulation, we observe that it is almost always preferable to deactivate the separation of local bounded-edge cuts. This behavior is expected because the local bounded-edge cut improves the global cut only if the removal of the nodes that are assigned to a part splits the underlying graph into several connected components; cf. Sect. 3.3. Consequently, it is unlikely that a local bounded-edge cut can be applied in a dense graph (in comparison to a sparse graph).
To evaluate the impact of the propagation algorithm, we compare in the following the parameterizations with deactivated branching rule and bounded-edge cut separation, as well as activated global bounded-edge cut, which are on average the best settings. For $k = 2$, the improvement caused by the propagation algorithm in the flow formulation is 1.8%, whereas the cut formulation is improved by 3.6%. If $k = 5$, the improvements are 6.5% and 12.4%, respectively, as well as 6.0% and 11.4%, respectively, for $k = 10$. Thus, the improvement for the cut formulation is about twice as large as for the flow formulation. A possible explanation for this behavior is that the cut formulation needs to separate inequalities to ensure connectivity of a solution, whereas connectivity in the flow formulation is modeled by flow constraints that do not need to be separated. For this reason, it is expected that the propagation algorithm is more powerful in the cut formulation than in the flow model. Furthermore, it is rea-
Table 13  Instance counts, solution time, and number of solved instances for test set Steiner-160 and $k = 10$

| Setting | Flow formulation | Cut formulation |
|---------|------------------|-----------------|
|         | #inst. | time | #opt | #inst. | time | #opt |
| Time range [0, 100) | | | | | | |
| 0 0 1 0 | 0 | – | – | 1 | 28.4 | 1 |
| 0 0 1 1 | 0 | – | – | 1 | 28.3 | 1 |
| 0 1 1 0 | 0 | – | – | 1 | 29.1 | 1 |
| 0 1 1 1 | 0 | – | – | 1 | 29.0 | 1 |
| 1 0 1 0 | 0 | – | – | 1 | 18.3 | 1 |
| 1 0 1 1 | 0 | – | – | 1 | 18.5 | 1 |
| 1 1 1 0 | 0 | – | – | 1 | 15.8 | 1 |
| 1 1 1 1 | 0 | – | – | 1 | 16.0 | 1 |
| Time range [100, 1000) | | | | | | |
| 0 0 1 0 | 0 | – | – | 0 | – | – |
| 0 0 1 1 | 0 | – | – | 0 | – | – |
| 0 1 1 0 | 0 | – | – | 0 | – | – |
| 0 1 1 1 | 0 | – | – | 0 | – | – |
| 1 0 1 0 | 0 | – | – | 0 | – | – |
| 1 0 1 1 | 0 | – | – | 0 | – | – |
| 1 1 1 0 | 0 | – | – | 0 | – | – |
| 1 1 1 1 | 0 | – | – | 0 | – | – |
| Time range [1000, 3600) | | | | | | |
| 0 0 1 0 | 72 | 3456.5 | 3 | 30 | 3320.2 | 4 |
| 0 0 1 1 | 72 | 3593.7 | 1 | 30 | 3600.0 | 0 |
| 0 1 1 0 | 72 | 3477.0 | 5 | 30 | 3388.5 | 3 |
| 0 1 1 1 | 72 | 3591.4 | 1 | 30 | 3600.0 | 0 |
| 1 0 1 0 | 72 | 3409.2 | 8 | 30 | 3321.9 | 4 |
| 1 0 1 1 | 72 | 3600.0 | 0 | 30 | 3600.0 | 0 |
| 1 1 1 0 | 72 | 3415.0 | 7 | 30 | 3387.5 | 3 |
| 1 1 1 1 | 72 | 3569.9 | 1 | 30 | 3600.0 | 0 |

Reasonable that the improvement is better for increasing values of $k$, since the propagation algorithm can only find variable reductions if removing one part (almost) disconnects the graph, which is more likely for a larger value of $k$.

The impact of the branching rule cannot be evaluated on our test set of dense instances, because the corresponding graphs contain almost no articulation vertices. Hence, it remains to discuss the impact of the problem formulation. Based on our findings above, we use the setting with activated propagation routine and global bounded-edge cut as well as disabled local bounded-edge cut and branching rule for our comparison. We observe that the cut formulation is on average 10.9% faster than the flow formulation for $k = 2$. For $k = 5$ and $k = 10$, respectively, the speed-up even increases to 26.7% and 45.5%, respectively. Thus, in terms of running time, the cut formulation clearly dominates the flow formulation. In terms of solved instances, however, the flow formulation is preferable since it performs better on the harder instances.
8.5.2 General observations for sparse graphs

In contrast to dense graphs, there is a qualitative difference if the novel techniques are used in the flow or the cut formulation. For \( k = 2 \), the propagation algorithm has only a minor impact on the running time for small graphs (Random, Steiner-80). The larger instances (Steiner-160), however, clearly benefit from the propagation routine in the cut formulation, whereas the routine has a negative effect in the flow formulation. One explanation for this might be that the flow constraints enforce connectivity in sparse graphs much better than in dense graphs if \( k \) is small. In contrast to this, the cut formulation needs to separate inequalities to ensure connectivity, which increases the size of the LP relaxations. By propagating connectivity, however, fewer inequalities need to be added, keeping the LP relaxations small. If the number of parts \( k \) is increased, both the cut and flow formulation benefit on average from the propagation algorithm.

Similarly, using the local bounded-edge cut in combination with the global version has almost always a negative effect on the running time in the flow formulation. In the cut formulation, however, the situation is more complicated. For smaller values of \( k \), the separation of the local cut should be activated. Although this might lead to larger running times on some instances, this increase is relatively small in comparison to the speed-up we gain on larger instances (e.g., Steiner-160 for \( k = 2 \)). For \( k = 10 \), however, the separation routine has in general no positive impact.

Concerning the branching rule, we cannot observe a clear trend whether it is beneficial to activate it or not. By analyzing results on single instances, it seems that we can benefit by using this rule only if a graph does not contain too many articulation vertices. At first glance, this might be surprising. However, if a graph contains many articulation vertices, it is very likely that the default branching rule of SCIP frequently branches on articulation vertices on its own. Thus, it is not necessary to guide the branching process to use articulation vertices and we can benefit from the SCIP rules that take other parameters of a fractional solution into account to find a good branching decision. This conclusion is also supported by the results on hard instances reported in Tables 7, 8, 12, and 13: Since these instances are hard, we need many more nodes in the branch-and-bound tree and thus it is likely to use an articulation vertex in a branching decision. Consequently, there is almost no difference in the running time if the branching rule is enabled or not.

Finally, regarding the average running times, the cut formulation is almost always faster than the flow formulation. However, and analogously to the dense instances, the flow formulation is often able to solve more instances.

8.5.3 Conclusions for good default settings

Based on the analysis of Sects. 8.5.1 and 8.5.2, we have added some switches to our code to enable or disable the novel techniques if it seems to be favorable:

- The separation of local bounded-edge cuts is disabled in the flow formulation. Moreover, we deactivate the separation routine in the cut formulation if either \( k > 5 \) or if the density of the graph exceeds 15%.
Table 14  Node counts, solution time, and number of solved instances for parameterized settings

| Number of parts $k$ | Flow formulation | Cut formulation |
|---------------------|------------------|-----------------|
|                     | #nodes           | time            | #opt | #nodes           | time            | #opt |
| Color02 (51)        |                  |                 |      |                  |                 |      |
| 2                   | 9965.5 (-28%)    | 919.6 (-30%)    | 19 (+6) | 15,581.0 (-19%) | 839.5 (-19%)    | 19 (+4) |
| 5                   | 6660.6 (-46%)    | 1300.4 (-60%)   | 17 (+16) | 16,469.0 (-72%) | 1008.5 (-69%)   | 14 (+13) |
| 10                  | 2382.1 (-49%)    | 1280.7 (-60%)   | 16 (+15) | 4539.0 (-86%)   | 700.0 (-78%)    | 21 (+20) |
| Random (150)        |                  |                 |      |                  |                 |      |
| 2                   | 6453.9 (-41%)    | 212.1 (-40%)    | 141 (+18) | 8110.3 (-32%)  | 158.3 (-29%)    | 144 (+19) |
| 5                   | 8255.5 (-63%)    | 377.0 (-90%)    | 139 (+139) | 20,591.5 (-81%) | 324.2 (-91%)    | 102 (+102) |
| 10                  | 4067.4 (-33%)    | 790.7 (-78%)    | 123 (+123) | 4624.5 (-96%)  | 151.9 (-96%)    | 135 (+135) |
| Steiner-80 (81)     |                  |                 |      |                  |                 |      |
| 2                   | 6538.8 (-88%)    | 90.9 (-87%)     | 76 (+35) | 5494.5 (-94%)  | 52.7 (-90%)     | 76 (+35) |
| 5                   | 8012.9 (-81%)    | 255.9 (-93%)    | 76 (+75) | 7709.1 (-97%)  | 103.1 (-97%)    | 66 (+65) |
| 10                  | 6045.0 (-66%)    | 563.2 (-84%)    | 73 (+73) | 2650.1 (-99%)  | 78.5 (-98%)     | 75 (+75) |
| Steiner-160 (81)    |                  |                 |      |                  |                 |      |
| 2                   | 38,915.5 (-27%)  | 1473.4 (-58%)   | 26 (+25) | 54,498.6 (-51%) | 1336.6 (-62%)   | 26 (+25) |
| 5                   | 18,414.4 (-27%)  | 1545.2 (-57%)   | 32 (+32) | 28,658.2 (-59%) | 696.6 (-81%)    | 46 (+46) |
| 10                  | 14,254.4 (-2%)   | 2958.1 (-18%)   | 12 (+12) | 10,675.5 (-78%) | 891.0 (-75%)    | 44 (+44) |

We report on the reduction of nodes and time as well as on the improvement on solved instances in comparison to the default setting in brackets.

- The articulation-vertex branching rule is deactivated in both formulations if the number of articulation vertices is larger than 25% of all vertices in the graph.
- The propagation routine and global bounded-edge cut is enabled in both formulations.

Using these parameterized settings, we have conducted new experiments on the four test sets described above. Table 14 summarizes these experiments.

For the flow formulation, we can see that the parameterized settings perform very well in comparison to the standard settings described in the previous sections. Besides two outliers (Steiner-160 for $k = 2$ and Steiner-80 for $k = 10$), the average running time of the parameterized settings is comparable to or only slightly worse than the best of the standard settings. In particular, the parameterized setting achieves for all test sets in the case of $k = 5$ the best average running times and improves the best setting for Steiner-80 by 4.2%.

In the cut formulation, the best results of the parameterized settings are achieved for $k = 10$, where it realizes the best results on Color02 and Steiner-160 as well as almost the best absolute running times for Random and Steiner-80. For smaller values of $k$, the running times of the parameterized settings are between 5.5% and 9.1% worse than the best setting on Color02 and Steiner-160. On the other test sets, the absolute running times are rather small, and thus, the deviation from the best settings is larger in percentage although the absolute deviation is in most cases quite small.
In summary, the parameterized settings reliably produce good results for the flow formulation over all test sets. In the cut formulation, the performance of the parameterized settings is on average worse than the best of the standard settings. The best results, however, are often achieved by an outlier and the best setting differs between the different test sets. If we take this into account and again compare the running times, the parameterized settings perform also well in the cut formulation over all test sets. Thus, the parameterization provides a reasonable mechanism to efficiently solve C-\textit{Max}-\textit{k-Cut} problems. Finally, the parameterized settings significantly outperform the state-of-the-art techniques.

8.6 An application to gas and power networks

In this section we finally focus on solving C-\textit{Max}-\textit{k-Cut} problems on realistic gas and power networks. Typically, these instances are large in terms of the number of nodes, very sparse, and contain a significant number of articulation vertices. Since these parameters have already been taken into account in finding a parameterized setting in the previous section, there is hope that these settings also allow to efficiently solve C-\textit{Max}-\textit{k-Cut} for gas and power instances.

The gas instances (Gas) used in our experiments have been extracted from gas networks of the publicly available GasLib library [45]. This test set consists of 5 instances for which the number of nodes varies between 24 and 582. The density of the corresponding graphs lies between 0.4% and 9.1%. Between 45.9% and 64.2% of the vertices are articulation vertices. An overview of these numbers can be found in Table 20 in the appendix.

The test set of power instances (Power) consists of all power flow networks extracted from the matpower [39] software tool that contain at least 10 and at most 10,000 vertices. These graphs are also very sparse and, besides two outliers, the density is smaller than 9.5%. Furthermore, all instances contain articulation vertices. Table 21 in the appendix contains a detailed overview of these characteristics for every instance.

In our experiments, we compare the performance of the parameterized setting against the standard settings that we have used in Sects. 8.2–8.4. Besides the measures used in the preceding sections, Table 15 also gives the arithmetic mean of primal-dual gap (column “gap”) of unsolved instances within a test set in order to be able to evaluate the quality of the best solutions found.

For the gas instances, we observe that the parameterized setting is the best setting in the cut formulation for \( k \in \{2, 5\} \), both in terms of running time and average gap. For \( k = 10 \), the parameterization also performs very well leading to almost the smallest average running times and gaps. In the flow formulation, the parameterization is also one of the best settings for \( k = 2 \). For larger \( k \), however, the quality of the parameterized setting deteriorates and the running time is much slower than in the best setting. Moreover, we observe that the cut formulation clearly dominates the flow formulation in terms of running times. Thus, using the parameterized setting on the cut formulation reliably leads to the best performance in solving C-\textit{Max}-\textit{k-Cut} on gas instances.
### Table 15  Solution time, number of solved instances, and gaps for different settings

| Setting | Flow formulation | Cut formulation |
|---------|------------------|-----------------|
|         | time | #opt | gap | time | #opt | gap |
| branch. | prop. | glo. cut | loc. cut |
| Gas (5), $k = 2$ | | | | | | |
| 0 0 0 0 0 | 53.4 | 4 | 19.7493 | 41.7 | 4 | 12.9639 |
| 0 0 1 0 0 | 44.8 | 4 | 1.9000 | 35.2 | 4 | 2.2222 |
| 0 0 1 1 1 | 57.3 | 4 | 3.1429 | 35.6 | 4 | 2.2222 |
| 0 1 1 0 0 | 38.7 | 4 | 1.9000 | 28.3 | 5 | 0.0000 |
| 0 1 1 1 1 | 47.4 | 4 | 1.9000 | 18.4 | 5 | 0.0000 |
| 1 0 1 0 0 | 41.6 | 4 | 1.9000 | 32.3 | 4 | 1.9000 |
| 1 0 1 1 1 | 46.8 | 4 | 2.6250 | 33.7 | 4 | 1.9000 |
| 1 1 1 0 0 | 37.0 | 4 | 1.9000 | 28.2 | 4 | 1.9000 |
| 1 1 1 1 1 | 35.7 | 4 | 0.9000 | 28.0 | 4 | 1.7000 |
| Parameterized | 38.7 | 4 | 1.9000 | 18.4 | 5 | 0.0000 |
| Gas (5), $k = 5$ | | | | | | |
| 0 0 0 0 0 | 1122.2 | 2 | 26.2453 | 747.2 | 2 | 29.7037 |
| 0 0 1 0 0 | 156.1 | 3 | 1.0083 | 118.8 | 3 | 0.7772 |
| 0 0 1 1 1 | 168.4 | 3 | 0.7105 | 110.4 | 3 | 0.6750 |
| 0 1 1 0 0 | 187.8 | 3 | 0.5639 | 122.8 | 3 | 0.7772 |
| 0 1 1 1 1 | 123.0 | 3 | 0.7105 | 96.3 | 3 | 0.5639 |
| 1 0 1 0 0 | 180.4 | 3 | 0.7417 | 128.7 | 3 | 0.8534 |
| 1 0 1 1 1 | 141.9 | 3 | 0.6912 | 141.0 | 3 | 0.5921 |
| 1 1 1 0 0 | 193.9 | 3 | 0.7417 | 161.3 | 3 | 0.8534 |
| 1 1 1 1 1 | 165.4 | 3 | 0.7105 | 149.7 | 3 | 0.6750 |
| Parameterized | 187.8 | 3 | 0.5639 | 96.3 | 3 | 0.5639 |
| Gas (5), $k = 10$ | | | | | | |
| 0 0 0 0 0 | 3516.9 | 1 | 12.0504 | 2492.0 | 1 | 11.9268 |
| 0 0 1 0 0 | 127.2 | 3 | 0.4735 | 101.4 | 3 | 0.2778 |
| 0 0 1 1 1 | 115.5 | 3 | 0.4735 | 101.4 | 3 | 0.2566 |
| 0 1 1 0 0 | 130.3 | 3 | 0.4963 | 97.5 | 3 | 0.3758 |
| 0 1 1 1 1 | 117.9 | 3 | 0.4524 | 97.9 | 3 | 0.3634 |
| 1 0 1 0 0 | 109.5 | 3 | 0.3006 | 95.7 | 3 | 0.3634 |
| 1 0 1 1 1 | 104.0 | 3 | 0.3326 | 95.6 | 3 | 0.3634 |
| 1 1 1 0 0 | 106.8 | 3 | 0.4963 | 95.7 | 3 | 0.3226 |
| 1 1 1 1 1 | 131.1 | 3 | 0.3554 | 95.6 | 3 | 0.3634 |
| Parameterized | 130.3 | 3 | 0.4963 | 97.5 | 3 | 0.3758 |
| Power (32), $k = 2$ | | | | | | |
| 0 0 0 0 0 | 860.1 | 9 | 16.4981 | 790.5 | 9 | 15.6085 |
| 0 0 1 0 0 | 804.4 | 9 | 2.7553 | 837.6 | 9 | 2.4743 |
| 0 0 1 1 1 | 865.2 | 9 | 5.1486 | 755.9 | 9 | 3.6348 |
| 0 1 1 0 0 | 826.2 | 9 | 5.5105 | 807.0 | 9 | 9.4938 |
On the power instances, the parameterized setting is only slightly slower than the best setting (at most 3.8%) in both the cut and flow formulation. The only exceptions are the flow formulation for $k = 10$ and the cut formulation for $k = 5$, where the parameterization is by about 7.3% and 16.6% slower. Thus, again, our parameterization performs very well on average. Since the cut formulation leads on average to faster running times than the flow formulation, we conclude, as for the gas instances, that using the parameterized setting on the cut formulation is a good choice to solve C-Max-$k$-Cut problems on power instances.
9 Conclusion

In this paper we studied tailored branch-and-cut techniques for the connected MAX-$k$-CUT problem. We reviewed existing mixed-integer programming techniques from the literature and showed in an extensive numerical study that these techniques do not yield an effective branch-and-cut algorithm for a large variety of test sets. Thus, we also developed novel techniques, which are shown to yield a much more successful method for solving hard instances. Finally, we showed that we can determine general-purpose combinations of the large set of techniques that yield very good results on the studied test sets and that can also solve large-scale and realistic instances of gas and power transport networks.
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Appendix A: Detailed information about the instances

See Tables 16, 17, 18, 19, 20 and 21.

| Instance | #vertices | #edges | density | #art. vertices | #triangles |
|----------|-----------|--------|---------|----------------|------------|
| 1-FullIns_3 | 30 | 100 | 0.2299 | 0 | 22 |
| 1-FullIns_4 | 93 | 593 | 0.1386 | 0 | 119 |
| 1-FullIns_5 | 282 | 3247 | 0.082 | 0 | 570 |
| 1-Insertions_4 | 67 | 232 | 0.1049 | 0 | 0 |
| 1-Insertions_5 | 202 | 1227 | 0.0604 | 0 | 0 |
| 2-FullIns_3 | 52 | 201 | 0.1516 | 0 | 40 |
| 2-FullIns_4 | 212 | 1621 | 0.0725 | 0 | 216 |
| Instance       | #vertices | #edges | density | #art. vertices | #triangles |
|---------------|-----------|--------|---------|----------------|------------|
| 2-Insertions_3| 37        | 72     | 0.1081  | 0              | 0          |
| 2-Insertions_4| 149       | 541    | 0.0491  | 0              | 0          |
| 3-FullIns_3   | 80        | 346    | 0.1095  | 0              | 73         |
| 3-Insertions_3| 56        | 110    | 0.0714  | 0              | 0          |
| 3-Insertions_4| 281       | 1046   | 0.0266  | 0              | 0          |
| 4-FullIns_3   | 114       | 541    | 0.084   | 0              | 126        |
| 4-Insertions_3| 79        | 156    | 0.0506  | 0              | 0          |
| 5-FullIns_3   | 154       | 792    | 0.0672  | 0              | 204        |
| anna          | 138       | 493    | 0.0522  | 11             | 942        |
| david         | 87        | 406    | 0.1085  | 1              | 957        |
| DSJC125.1     | 125       | 736    | 0.095   | 0              | 278        |
| DSJC125.5     | 125       | 3891   | 0.5021  | 0              | 40,259     |
| DSJC125.9     | 125       | 6961   | 0.8982  | 0              | 230,206    |
| DSJC250.1     | 250       | 3218   | 0.1034  | 0              | 2942       |
| DSJC250.5     | 250       | 15,668 | 0.5034  | 0              | 327,913    |
| DSJC250.9     | 250       | 27,897 | 0.8963  | 0              | 1,852,358  |
| games120      | 120       | 638    | 0.0894  | 0              | 899        |
| miles1000     | 128       | 3216   | 0.3957  | 0              | 46,355     |
| miles1500     | 128       | 5198   | 0.6395  | 0              | 130,306    |
| miles500      | 128       | 1170   | 0.1439  | 0              | 6071       |
| miles750      | 128       | 2113   | 0.26    | 0              | 19,623     |
| mug100_1      | 100       | 166    | 0.0335  | 0              | 43         |
| mug100_2      | 100       | 166    | 0.0335  | 0              | 43         |
| mug88_1       | 88        | 146    | 0.0381  | 0              | 35         |
| mug88_25      | 88        | 146    | 0.0381  | 0              | 37         |
| myciel3       | 11        | 20     | 0.3636  | 0              | 0          |
| myciel4       | 23        | 71     | 0.2806  | 0              | 0          |
| myciel5       | 47        | 236    | 0.2183  | 0              | 0          |
| myciel6       | 95        | 755    | 0.1691  | 0              | 0          |
| myciel7       | 191       | 2360   | 0.1301  | 0              | 0          |
| queen10_10    | 100       | 1470   | 0.297   | 0              | 5260       |
| queen11_11    | 121       | 1980   | 0.2727  | 0              | 7700       |
| queen12_12    | 144       | 2596   | 0.2521  | 0              | 10,884     |
| queen13_13    | 169       | 3328   | 0.2344  | 0              | 14,976     |
| queen14_14    | 196       | 4186   | 0.219   | 0              | 20,104     |
| queen15_15    | 225       | 5180   | 0.2056  | 0              | 26,460     |
| queen16_16    | 256       | 6320   | 0.1936  | 0              | 34,192     |
| queen5_5      | 25        | 160    | 0.5333  | 0              | 320        |
### Table 16  continued

| Instance     | #vertices | #edges | density | #art. vertices | #triangles |
|--------------|-----------|--------|---------|----------------|------------|
| queen6_6     | 36        | 290    | 0.4603  | 0              | 672        |
| queen7_7     | 49        | 476    | 0.4048  | 0              | 1260       |
| queen8_12    | 96        | 1368   | 0.3     | 0              | 4868       |
| queen8_8     | 64        | 728    | 0.3611  | 0              | 2152       |
| queen9_9     | 81        | 1056   | 0.3259  | 0              | 3456       |
| wap01a       | 2368      | 110,871| 0.0396  | 0              | 1,731,982  |

### Table 17  Statistics for the instances of the Random test set

| Instance     | #vertices | #edges | density | #art. vertices | #triangles |
|--------------|-----------|--------|---------|----------------|------------|
| n100p05c10   | 100       | 263    | 0.0531  | 4              | 23         |
| n100p05c1    | 100       | 251    | 0.0507  | 3              | 25         |
| n100p05c2    | 100       | 268    | 0.0541  | 3              | 28         |
| n100p05c3    | 100       | 233    | 0.0471  | 5              | 18         |
| n100p05c4    | 100       | 242    | 0.0489  | 5              | 18         |
| n100p05c5    | 100       | 245    | 0.0495  | 1              | 17         |
| n100p05c6    | 100       | 224    | 0.0453  | 7              | 17         |
| n100p05c7    | 100       | 257    | 0.0519  | 4              | 20         |
| n100p05c8    | 100       | 238    | 0.0481  | 2              | 12         |
| n100p05c9    | 100       | 266    | 0.0537  | 0              | 18         |
| n100p10c10   | 100       | 497    | 0.1004  | 0              | 161        |
| n100p10c1    | 100       | 477    | 0.0964  | 0              | 147        |
| n100p10c2    | 100       | 488    | 0.0986  | 0              | 136        |
| n100p10c3    | 100       | 514    | 0.1038  | 0              | 178        |
| n100p10c4    | 100       | 530    | 0.1071  | 0              | 195        |
| n100p10c5    | 100       | 501    | 0.1012  | 0              | 150        |
| n100p10c6    | 100       | 483    | 0.0976  | 0              | 149        |
| n100p10c7    | 100       | 497    | 0.1004  | 0              | 170        |
| n100p10c8    | 100       | 508    | 0.1026  | 0              | 174        |
| n100p10c9    | 100       | 522    | 0.1055  | 0              | 170        |
| n100p15c10   | 100       | 691    | 0.1396  | 0              | 424        |
| n100p15c1    | 100       | 747    | 0.1509  | 0              | 532        |
| n100p15c2    | 100       | 751    | 0.1517  | 0              | 537        |
| n100p15c3    | 100       | 717    | 0.1448  | 0              | 514        |
| n100p15c4    | 100       | 794    | 0.1604  | 0              | 634        |
| n100p15c5    | 100       | 758    | 0.1531  | 0              | 563        |
| n100p15c6    | 100       | 745    | 0.1505  | 0              | 556        |
| n100p15c7    | 100       | 730    | 0.1475  | 0              | 520        |
| n100p15c8    | 100       | 708    | 0.143   | 0              | 517        |
Table 17 continued

| Instance      | #vertices | #edges | density | #art. vertices | #triangles |
|---------------|-----------|--------|---------|----------------|------------|
| n100p15c9     | 100       | 772    | 0.156   | 0              | 601        |
| n100p20c10    | 100       | 1016   | 0.2053  | 0              | 1438       |
| n100p20c2     | 100       | 988    | 0.1996  | 0              | 1255       |
| n100p20c3     | 100       | 992    | 0.2004  | 0              | 1288       |
| n100p20c4     | 100       | 998    | 0.2016  | 0              | 1262       |
| n100p20c5     | 100       | 965    | 0.1949  | 0              | 1183       |
| n100p20c6     | 100       | 981    | 0.1982  | 0              | 1298       |
| n100p20c7     | 100       | 967    | 0.1954  | 0              | 1175       |
| n100p20c8     | 100       | 985    | 0.1999  | 0              | 1280       |
| n100p20c9     | 100       | 958    | 0.1935  | 0              | 1163       |
| n50p10c5      | 50        | 142    | 0.1159  | 0              | 36         |
| n60p05c4      | 60        | 107    | 0.0605  | 8              | 2          |
| n60p20c10     | 60        | 374    | 0.2134  | 0              | 264        |
| n60p20c1      | 60        | 336    | 0.1898  | 0              | 212        |
| n60p20c2      | 60        | 393    | 0.2221  | 0              | 363        |
| n60p20c3      | 60        | 344    | 0.1944  | 0              | 250        |
| n60p20c4      | 60        | 350    | 0.1977  | 0              | 273        |
| n60p20c5      | 60        | 342    | 0.1932  | 0              | 221        |
| n60p20c6      | 60        | 373    | 0.2107  | 0              | 326        |
| n60p20c7      | 60        | 388    | 0.2192  | 0              | 372        |
| n60p20c8      | 60        | 362    | 0.2045  | 0              | 277        |
| n60p20c9      | 60        | 351    | 0.1983  | 0              | 265        |
| n70p05c4      | 70        | 136    | 0.0563  | 8              | 10         |
| n70p10c10     | 70        | 253    | 0.1048  | 0              | 65         |
| n70p10c1      | 70        | 250    | 0.1035  | 0              | 61         |
| n70p10c2      | 70        | 232    | 0.0961  | 1              | 55         |
| n70p10c3      | 70        | 235    | 0.0973  | 0              | 37         |
| n70p10c4      | 70        | 254    | 0.1052  | 0              | 55         |
| n70p10c5      | 70        | 245    | 0.1014  | 0              | 61         |
| n70p10c6      | 70        | 255    | 0.1056  | 0              | 51         |
| n70p10c8      | 70        | 245    | 0.1014  | 0              | 79         |
| n70p10c9      | 70        | 253    | 0.1048  | 0              | 51         |
| n70p15c10     | 70        | 351    | 0.1453  | 0              | 165        |
| n70p15c1      | 70        | 345    | 0.1429  | 0              | 162        |
| n70p15c2      | 70        | 373    | 0.1545  | 0              | 223        |
| n70p15c3      | 70        | 345    | 0.1429  | 0              | 159        |
| n70p15c4      | 70        | 380    | 0.1573  | 0              | 212        |
| n70p15c5      | 70        | 353    | 0.1462  | 0              | 169        |
Table 17  continued

| Instance   | #vertices | #edges | density | #art. vertices | #triangles |
|------------|-----------|--------|---------|----------------|------------|
| n70p15c6  | 70        | 365    | 0.1511  | 0              | 179        |
| n70p15c7  | 70        | 348    | 0.1441  | 0              | 162        |
| n70p15c8  | 70        | 355    | 0.147   | 0              | 160        |
| n70p15c9  | 70        | 365    | 0.1511  | 0              | 178        |
| n70p20c10 | 70        | 467    | 0.1934  | 0              | 393        |
| n70p20c1  | 70        | 501    | 0.2075  | 0              | 481        |
| n70p20c2  | 70        | 482    | 0.1996  | 0              | 435        |
| n70p20c3  | 70        | 457    | 0.1892  | 0              | 360        |
| n70p20c4  | 70        | 471    | 0.195   | 0              | 414        |
| n70p20c5  | 70        | 464    | 0.1921  | 0              | 371        |
| n70p20c6  | 70        | 495    | 0.205   | 0              | 447        |
| n70p20c7  | 70        | 475    | 0.1967  | 0              | 401        |
| n70p20c8  | 70        | 475    | 0.1967  | 0              | 436        |
| n70p20c9  | 70        | 461    | 0.1909  | 0              | 368        |
| n80p05c10 | 80        | 157    | 0.0497  | 11             | 9          |
| n80p05c3  | 80        | 170    | 0.0538  | 2              | 12         |
| n80p05c4  | 80        | 166    | 0.0525  | 5              | 10         |
| n80p10c10 | 80        | 293    | 0.0927  | 0              | 66         |
| n80p10c1  | 80        | 301    | 0.0953  | 0              | 61         |
| n80p10c2  | 80        | 298    | 0.0943  | 0              | 87         |
| n80p10c3  | 80        | 309    | 0.0978  | 0              | 75         |
| n80p10c4  | 80        | 327    | 0.1035  | 0              | 87         |
| n80p10c5  | 80        | 302    | 0.0956  | 0              | 79         |
| n80p10c6  | 80        | 314    | 0.0994  | 1              | 83         |
| n80p10c7  | 80        | 313    | 0.0991  | 0              | 69         |
| n80p10c8  | 80        | 300    | 0.0949  | 0              | 64         |
| n80p10c9  | 80        | 318    | 0.1006  | 0              | 86         |
| n80p15c10 | 80        | 470    | 0.1487  | 0              | 250        |
| n80p15c1  | 80        | 471    | 0.1491  | 0              | 270        |
| n80p15c2  | 80        | 461    | 0.1459  | 0              | 264        |
| n80p15c3  | 80        | 455    | 0.144   | 0              | 247        |
| n80p15c4  | 80        | 476    | 0.1506  | 0              | 301        |
| n80p15c5  | 80        | 486    | 0.1538  | 0              | 292        |
| n80p15c6  | 80        | 470    | 0.1487  | 0              | 248        |
| n80p15c7  | 80        | 466    | 0.1475  | 0              | 257        |
| n80p15c8  | 80        | 433    | 0.137   | 0              | 197        |
| n80p15c9  | 80        | 497    | 0.1573  | 0              | 301        |
| n80p20c10 | 80        | 613    | 0.194   | 0              | 582        |
| n80p20c1  | 80        | 654    | 0.207   | 0              | 730        |
| n80p20c2  | 80        | 630    | 0.1994  | 0              | 652        |
Table 17  continued

| Instance     | #vertices | #edges | density | #art. vertices | #triangles |
|--------------|-----------|--------|---------|----------------|------------|
| n80p20c3     | 80        | 638    | 0.2019  | 0              | 659        |
| n80p20c4     | 80        | 653    | 0.2066  | 0              | 714        |
| n80p20c5     | 80        | 647    | 0.2047  | 0              | 739        |
| n80p20c6     | 80        | 653    | 0.2066  | 0              | 751        |
| n80p20c7     | 80        | 631    | 0.1997  | 0              | 629        |
| n80p20c8     | 80        | 638    | 0.2019  | 0              | 661        |
| n80p20c9     | 80        | 590    | 0.1867  | 0              | 512        |
| n90p05c10    | 90        | 201    | 0.0502  | 6              | 10         |
| n90p05c2     | 90        | 198    | 0.0494  | 4              | 12         |
| n90p05c4     | 90        | 202    | 0.0504  | 5              | 11         |
| n90p05c8     | 90        | 215    | 0.0537  | 8              | 18         |
| n90p05c9     | 90        | 199    | 0.0497  | 4              | 17         |
| n90p10c10    | 90        | 406    | 0.1014  | 0              | 144        |
| n90p10c1     | 90        | 419    | 0.1046  | 0              | 126        |
| n90p10c2     | 90        | 416    | 0.1039  | 0              | 119        |
| n90p10c3     | 90        | 420    | 0.1049  | 0              | 113        |
| n90p10c4     | 90        | 393    | 0.0981  | 0              | 114        |
| n90p10c5     | 90        | 360    | 0.0899  | 0              | 60         |
| n90p10c6     | 90        | 387    | 0.0966  | 0              | 86         |
| n90p10c7     | 90        | 393    | 0.0981  | 0              | 111        |
| n90p10c8     | 90        | 400    | 0.0999  | 0              | 144        |
| n90p10c9     | 90        | 350    | 0.0874  | 0              | 98         |
| n90p15c10    | 90        | 623    | 0.1556  | 0              | 456        |
| n90p15c1     | 90        | 598    | 0.1493  | 0              | 390        |
| n90p15c2     | 90        | 584    | 0.1458  | 0              | 346        |
| n90p15c3     | 90        | 598    | 0.1493  | 0              | 424        |
| n90p15c4     | 90        | 585    | 0.1461  | 0              | 342        |
| n90p15c5     | 90        | 608    | 0.1518  | 0              | 380        |
| n90p15c6     | 90        | 599    | 0.1496  | 0              | 377        |
| n90p15c7     | 90        | 586    | 0.1463  | 0              | 344        |
| n90p15c8     | 90        | 615    | 0.1536  | 0              | 393        |
| n90p15c9     | 90        | 595    | 0.1486  | 0              | 412        |
| n90p20c10    | 90        | 842    | 0.2102  | 0              | 1085       |
| n90p20c1     | 90        | 804    | 0.2007  | 0              | 966        |
| n90p20c2     | 90        | 799    | 0.1995  | 0              | 922        |
| n90p20c3     | 90        | 794    | 0.1983  | 0              | 906        |
| n90p20c4     | 90        | 796    | 0.1988  | 0              | 935        |
| n90p20c5     | 90        | 851    | 0.2125  | 0              | 1155       |
| n90p20c6     | 90        | 799    | 0.1995  | 0              | 879        |
| n90p20c7     | 90        | 796    | 0.1988  | 0              | 922        |
Table 17  continued

| Instance #vertices | #edges | density | #art. vertices | #triangles |
|-------------------|--------|---------|----------------|------------|
| n90p20c8          | 90     | 830     | 0.2072         | 0          | 1024       |
| n90p20c9          | 90     | 799     | 0.1995         | 0          | 965        |

Table 18  Statistics for the instances of the Steiner-80 test set

| Instance | #vertices | #edges | density | #art. vertices | #triangles |
|----------|-----------|--------|---------|----------------|------------|
| i080-001 | 80        | 120    | 0.038   | 21             | 8          |
| i080-002 | 80        | 120    | 0.038   | 16             | 4          |
| i080-003 | 80        | 120    | 0.038   | 12             | 4          |
| i080-004 | 80        | 120    | 0.038   | 16             | 2          |
| i080-005 | 80        | 120    | 0.038   | 15             | 2          |
| i080-011 | 80        | 120    | 0.038   | 12             | 4          |
| i080-012 | 80        | 120    | 0.038   | 16             | 2          |
| i080-013 | 80        | 120    | 0.038   | 15             | 2          |
| i080-014 | 80        | 120    | 0.038   | 12             | 4          |
| i080-015 | 80        | 120    | 0.038   | 16             | 2          |
| i080-021 | 80        | 120    | 0.038   | 15             | 2          |
| i080-031 | 80        | 120    | 0.038   | 12             | 4          |
| i080-032 | 80        | 120    | 0.038   | 16             | 2          |
| i080-033 | 80        | 120    | 0.038   | 15             | 2          |
| i080-034 | 80        | 120    | 0.038   | 12             | 4          |
| i080-035 | 80        | 120    | 0.038   | 16             | 2          |
| i080-041 | 80        | 120    | 0.038   | 15             | 2          |
| i080-042 | 80        | 120    | 0.038   | 12             | 4          |
| i080-043 | 80        | 120    | 0.038   | 16             | 2          |
| i080-044 | 80        | 120    | 0.038   | 15             | 2          |
| i080-045 | 80        | 120    | 0.038   | 12             | 4          |
| i080-046 | 80        | 120    | 0.038   | 16             | 2          |
| i080-047 | 80        | 120    | 0.038   | 15             | 2          |
| i080-048 | 80        | 120    | 0.038   | 12             | 4          |
| i080-049 | 80        | 120    | 0.038   | 16             | 2          |
| i080-050 | 80        | 120    | 0.038   | 15             | 2          |
| i080-051 | 80        | 120    | 0.038   | 12             | 4          |
| i080-052 | 80        | 120    | 0.038   | 16             | 2          |
| i080-053 | 80        | 120    | 0.038   | 15             | 2          |
| i080-054 | 80        | 120    | 0.038   | 12             | 4          |
| i080-055 | 80        | 120    | 0.038   | 16             | 2          |
| i080-056 | 80        | 120    | 0.038   | 15             | 2          |
| i080-057 | 80        | 120    | 0.038   | 12             | 4          |
| i080-058 | 80        | 120    | 0.038   | 16             | 2          |
| i080-059 | 80        | 120    | 0.038   | 15             | 2          |
| i080-060 | 80        | 120    | 0.038   | 12             | 4          |
| i080-061 | 80        | 120    | 0.038   | 16             | 2          |
| i080-062 | 80        | 120    | 0.038   | 15             | 2          |
| i080-063 | 80        | 120    | 0.038   | 12             | 4          |
| i080-064 | 80        | 120    | 0.038   | 16             | 2          |
| i080-065 | 80        | 120    | 0.038   | 15             | 2          |
| i080-066 | 80        | 120    | 0.038   | 12             | 4          |
| i080-067 | 80        | 120    | 0.038   | 16             | 2          |
| i080-068 | 80        | 120    | 0.038   | 15             | 2          |
| i080-069 | 80        | 120    | 0.038   | 12             | 4          |
| i080-070 | 80        | 120    | 0.038   | 16             | 2          |
| i080-071 | 80        | 120    | 0.038   | 15             | 2          |
| i080-072 | 80        | 120    | 0.038   | 12             | 4          |
| i080-073 | 80        | 120    | 0.038   | 16             | 2          |
| i080-074 | 80        | 120    | 0.038   | 15             | 2          |
| i080-075 | 80        | 120    | 0.038   | 12             | 4          |
| i080-076 | 80        | 120    | 0.038   | 16             | 2          |
| i080-077 | 80        | 120    | 0.038   | 15             | 2          |
| i080-078 | 80        | 120    | 0.038   | 12             | 4          |
| i080-079 | 80        | 120    | 0.038   | 16             | 2          |
| i080-080 | 80        | 120    | 0.038   | 15             | 2          |
| i080-081 | 80        | 120    | 0.038   | 12             | 4          |
| i080-082 | 80        | 120    | 0.038   | 16             | 2          |
| i080-083 | 80        | 120    | 0.038   | 15             | 2          |
| Instance | #vertices | #edges | density | #art. vertices | #triangles |
|----------|-----------|--------|---------|----------------|------------|
| i080-134 | 80        | 160    | 0.0506  | 5              | 5          |
| i080-135 | 80        | 160    | 0.0506  | 5              | 10         |
| i080-141 | 80        | 632    | 0.2     | 0              | 629        |
| i080-142 | 80        | 632    | 0.2     | 0              | 651        |
| i080-143 | 80        | 632    | 0.2     | 0              | 706        |
| i080-144 | 80        | 632    | 0.2     | 0              | 644        |
| i080-145 | 80        | 632    | 0.2     | 0              | 641        |
| i080-201 | 80        | 120    | 0.038   | 16             | 0          |
| i080-202 | 80        | 120    | 0.038   | 17             | 0          |
| i080-203 | 80        | 120    | 0.038   | 15             | 6          |
| i080-204 | 80        | 120    | 0.038   | 18             | 1          |
| i080-205 | 80        | 120    | 0.038   | 13             | 1          |
| i080-211 | 80        | 350    | 0.1108  | 0              | 100        |
| i080-212 | 80        | 350    | 0.1108  | 0              | 111        |
| i080-213 | 80        | 350    | 0.1108  | 0              | 101        |
| i080-214 | 80        | 350    | 0.1108  | 0              | 104        |
| i080-215 | 80        | 350    | 0.1108  | 0              | 99         |
| i080-231 | 80        | 160    | 0.0506  | 3              | 11         |
| i080-232 | 80        | 160    | 0.0506  | 3              | 10         |
| i080-233 | 80        | 160    | 0.0506  | 6              | 11         |
| i080-234 | 80        | 160    | 0.0506  | 4              | 17         |
| i080-235 | 80        | 160    | 0.0506  | 6              | 11         |
| i080-241 | 80        | 632    | 0.2     | 0              | 647        |
| i080-242 | 80        | 632    | 0.2     | 0              | 596        |
| i080-243 | 80        | 632    | 0.2     | 0              | 658        |
| i080-244 | 80        | 632    | 0.2     | 0              | 616        |
| i080-245 | 80        | 632    | 0.2     | 0              | 663        |
| i080-301 | 80        | 120    | 0.038   | 14             | 3          |
| i080-302 | 80        | 120    | 0.038   | 12             | 2          |
| i080-303 | 80        | 120    | 0.038   | 17             | 4          |
| i080-304 | 80        | 120    | 0.038   | 12             | 3          |
| i080-305 | 80        | 120    | 0.038   | 16             | 4          |
| i080-311 | 80        | 350    | 0.1108  | 0              | 103        |
| i080-312 | 80        | 350    | 0.1108  | 0              | 109        |
| i080-313 | 80        | 350    | 0.1108  | 0              | 107        |
| i080-314 | 80        | 350    | 0.1108  | 0              | 95         |
| i080-315 | 80        | 350    | 0.1108  | 0              | 113        |
| i080-331 | 80        | 160    | 0.0506  | 4              | 6          |
| i080-332 | 80        | 160    | 0.0506  | 7              | 8          |
### Table 18  continued

| Instance | #vertices | #edges | density | #art. vertices | #triangles |
|----------|-----------|--------|---------|----------------|------------|
| i080-333 | 80        | 160    | 0.0506  | 7              | 12         |
| i080-334 | 80        | 160    | 0.0506  | 5              | 12         |
| i080-335 | 80        | 160    | 0.0506  | 3              | 7          |
| i080-341 | 80        | 632    | 0.2     | 0              | 641        |
| i080-342 | 80        | 632    | 0.2     | 0              | 676        |
| i080-343 | 80        | 632    | 0.2     | 0              | 656        |
| i080-344 | 80        | 632    | 0.2     | 0              | 652        |
| i080-345 | 80        | 632    | 0.2     | 0              | 665        |

### Table 19  Statistics for the instances of the Steiner-160 test set

| Instance | #vertices | #edges | density | #art. vertices | #triangles |
|----------|-----------|--------|---------|----------------|------------|
| i160-001 | 160       | 240    | 0.0189  | 28             | 4          |
| i160-002 | 160       | 240    | 0.0189  | 26             | 0          |
| i160-003 | 160       | 240    | 0.0189  | 34             | 2          |
| i160-004 | 160       | 240    | 0.0189  | 26             | 3          |
| i160-005 | 160       | 240    | 0.0189  | 26             | 7          |
| i160-011 | 160       | 812    | 0.0638  | 0              | 174        |
| i160-012 | 160       | 812    | 0.0638  | 0              | 183        |
| i160-013 | 160       | 812    | 0.0638  | 0              | 148        |
| i160-014 | 160       | 812    | 0.0638  | 0              | 180        |
| i160-015 | 160       | 812    | 0.0638  | 0              | 156        |
| i160-021 | 160       | 12,720 | 1.0     | 0              | 669,920    |
| i160-031 | 160       | 320    | 0.0252  | 10             | 11         |
| i160-032 | 160       | 320    | 0.0252  | 12             | 5          |
| i160-033 | 160       | 320    | 0.0252  | 10             | 4          |
| i160-034 | 160       | 320    | 0.0252  | 11             | 14         |
| i160-035 | 160       | 320    | 0.0252  | 7              | 4          |
| i160-041 | 160       | 2544   | 0.2     | 0              | 5130       |
| i160-042 | 160       | 2544   | 0.2     | 0              | 5481       |
| i160-043 | 160       | 2544   | 0.2     | 0              | 5347       |
| i160-044 | 160       | 2544   | 0.2     | 0              | 5404       |
| i160-045 | 160       | 2544   | 0.2     | 0              | 5331       |
| i160-101 | 160       | 240    | 0.0189  | 31             | 5          |
| i160-102 | 160       | 240    | 0.0189  | 30             | 7          |
| i160-103 | 160       | 240    | 0.0189  | 35             | 3          |
| i160-104 | 160       | 240    | 0.0189  | 29             | 5          |
| i160-105 | 160       | 240    | 0.0189  | 27             | 3          |
| i160-111 | 160       | 812    | 0.0638  | 0              | 181        |
| i160-112 | 160       | 812    | 0.0638  | 0              | 160        |
| Instance | #vertices | #edges | density  | #art. vertices | #triangles |
|----------|-----------|--------|----------|----------------|------------|
| i160-113| 160       | 812    | 0.0638   | 0              | 177        |
| i160-114| 160       | 812    | 0.0638   | 0              | 180        |
| i160-115| 160       | 812    | 0.0638   | 0              | 155        |
| i160-131| 160       | 320    | 0.0252   | 11             | 12         |
| i160-132| 160       | 320    | 0.0252   | 12             | 9          |
| i160-133| 160       | 320    | 0.0252   | 13             | 9          |
| i160-134| 160       | 320    | 0.0252   | 15             | 10         |
| i160-135| 160       | 320    | 0.0252   | 10             | 6          |
| i160-141| 160       | 2544   | 0.2      | 0              | 5377       |
| i160-142| 160       | 2544   | 0.2      | 0              | 5424       |
| i160-143| 160       | 2544   | 0.2      | 0              | 5291       |
| i160-144| 160       | 2544   | 0.2      | 0              | 5420       |
| i160-145| 160       | 2544   | 0.2      | 0              | 5406       |
| i160-201| 160       | 240    | 0.0189   | 29             | 0          |
| i160-202| 160       | 240    | 0.0189   | 28             | 5          |
| i160-203| 160       | 240    | 0.0189   | 30             | 0          |
| i160-204| 160       | 240    | 0.0189   | 30             | 3          |
| i160-205| 160       | 240    | 0.0189   | 29             | 6          |
| i160-211| 160       | 812    | 0.0638   | 0              | 159        |
| i160-212| 160       | 812    | 0.0638   | 0              | 167        |
| i160-213| 160       | 812    | 0.0638   | 0              | 178        |
| i160-214| 160       | 812    | 0.0638   | 0              | 170        |
| i160-215| 160       | 812    | 0.0638   | 0              | 151        |
| i160-231| 160       | 320    | 0.0252   | 12             | 12         |
| i160-232| 160       | 320    | 0.0252   | 6              | 6          |
| i160-233| 160       | 320    | 0.0252   | 6              | 7          |
| i160-234| 160       | 320    | 0.0252   | 12             | 12         |
| i160-235| 160       | 320    | 0.0252   | 8              | 14         |
| i160-241| 160       | 2544   | 0.2      | 0              | 5290       |
| i160-242| 160       | 2544   | 0.2      | 0              | 5233       |
| i160-243| 160       | 2544   | 0.2      | 0              | 5397       |
| i160-244| 160       | 2544   | 0.2      | 0              | 5405       |
| i160-245| 160       | 2544   | 0.2      | 0              | 5271       |
| i160-301| 160       | 240    | 0.0189   | 26             | 4          |
| i160-302| 160       | 240    | 0.0189   | 26             | 2          |
| i160-303| 160       | 240    | 0.0189   | 31             | 2          |
| i160-304| 160       | 240    | 0.0189   | 28             | 4          |
| i160-305| 160       | 240    | 0.0189   | 29             | 1          |
| i160-311| 160       | 812    | 0.0638   | 0              | 178        |
| i160-312| 160       | 812    | 0.0638   | 0              | 171        |
### Table 19  continued

| Instance  | #vertices | #edges | density | #art. vertices | #triangles |
|-----------|-----------|--------|---------|----------------|------------|
| i160-313  | 160       | 812    | 0.0638  | 0              | 162        |
| i160-314  | 160       | 812    | 0.0638  | 1              | 174        |
| i160-315  | 160       | 812    | 0.0638  | 0              | 158        |
| i160-331  | 160       | 320    | 0.0252  | 10             | 14         |
| i160-332  | 160       | 320    | 0.0252  | 11             | 8          |
| i160-333  | 160       | 320    | 0.0252  | 12             | 6          |
| i160-334  | 160       | 320    | 0.0252  | 15             | 6          |
| i160-335  | 160       | 320    | 0.0252  | 15             | 9          |
| i160-341  | 160       | 2544   | 0.2     | 0              | 5240       |
| i160-342  | 160       | 2544   | 0.2     | 0              | 5343       |
| i160-343  | 160       | 2544   | 0.2     | 0              | 5422       |
| i160-344  | 160       | 2544   | 0.2     | 0              | 5311       |
| i160-345  | 160       | 2544   | 0.2     | 0              | 5265       |

### Table 20  Statistics for the instances of the Gas testset

| Instance    | #vertices | #edges | density | #art. vertices |
|-------------|-----------|--------|---------|----------------|
| GasLib_24   | 24        | 25     | 0.0906  | 15             |
| GasLib_134  | 134       | 133    | 0.0149  | 86             |
| GasLib_135  | 135       | 157    | 0.0174  | 41             |
| GasLib_40   | 40        | 45     | 0.0577  | 19             |
| GasLib_582-v2 | 582   | 609    | 0.0036  | 267            |

### Table 21  Statistics for the instances of the Power test set.

| Instance    | #vertices | #edges | density | #art. vertices |
|-------------|-----------|--------|---------|----------------|
| case118.power | 118      | 179    | 0.0259  | 9              |
| case1354pegase.power | 1354     | 1710   | 0.0019  | 382            |
| case145.power  | 145     | 422    | 0.0404  | 12             |
| case14.power | 14       | 20     | 0.2198  | 1              |
| case1888rte.power | 1888    | 2308   | 0.0013  | 640            |
| case1951rte.power | 1951   | 2375   | 0.0012  | 626            |
| case2383wp.power | 2383    | 2886   | 0.001   | 528            |
| case24_ieee_rts.power | 24     | 34     | 0.1232  | 1              |
| case2736sp.power | 2736    | 3495   | 0.0009  | 308            |
| case2737sop.power | 2737    | 3497   | 0.0009  | 308            |
| case2746wop.power | 2746    | 3505   | 0.0009  | 320            |
| case2746wp.power  | 2746   | 3505   | 0.0009  | 319            |
Table 21 continued

| Instance              | #vertices | #edges | density | #art. vertices |
|-----------------------|-----------|--------|---------|---------------|
| case2848rte.power     | 2848      | 3442   | 0.0008  | 946           |
| case2868rte.power     | 2868      | 3471   | 0.0008  | 916           |
| case2869pegase.power | 2869      | 3968   | 0.001   | 556           |
| case300.power         | 300       | 409    | 0.0091  | 68            |
| case3012wp.power      | 3012      | 3566   | 0.0008  | 610           |
| case30.power          | 30        | 41     | 0.0943  | 4             |
| case30pwl.power       | 30        | 41     | 0.0943  | 4             |
| case30Q.power         | 30        | 41     | 0.0943  | 4             |
| case3120sp.power      | 3120      | 3684   | 0.0008  | 626           |
| case33bw.power        | 33        | 37     | 0.0701  | 1             |
| case39.power          | 39        | 46     | 0.0621  | 11            |
| case57.power          | 57        | 78     | 0.0489  | 1             |
| case6468rte.power     | 6468      | 8065   | 0.0004  | 1819          |
| case6470rte.power     | 6470      | 8066   | 0.0004  | 1810          |
| case6495rte.power     | 6495      | 8084   | 0.0004  | 1814          |
| case6515rte.power     | 6515      | 8104   | 0.0004  | 1822          |
| case89pegase.power    | 89        | 206    | 0.0526  | 12            |
| case9241pegase.power  | 9241      | 14,207 | 0.0003  | 1414          |
| case_ieee30.power     | 30        | 41     | 0.0943  | 4             |
| case_illinois200.power| 200       | 245    | 0.0123  | 33            |
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