Numerical investigation of three-dimensional partial cavitation in a Venturi geometry
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Sheet cavitation appears in many hydraulic applications and can lead to technical issues. Some fundamental outcomes such as the complex topology of 3-Dimensional cavitation pockets and their associated dynamics need to be carefully visited. In the paper, the dynamics of partial cavitation developing in a 3-D Venturi geometry and the interaction with sidewalls are numerically investigated. The simulations are performed using a one-fluid compressible Reynolds-Averaged Navier–Stokes (RANS) solver associated to a non-linear turbulence model and a void ratio transport-equation model. A detailed analysis of this cavitating flow is carried out using innovative tools such as Spectral Proper Orthogonal Decompositions. Particular attention is paid in the study of 3-D effects by comparing numerical results obtained with sidewalls and periodic conditions. A three-dimensional dynamics of the sheet cavitation, unrelated to the presence of sidewalls, is identified and discussed.

---

a)Electronic mail: camille.psb@hotmail.fr
I. INTRODUCTION

Cavitation is the formation of vapor cavities in a liquid due to a pressure drop. The phenomenon occurs in hydraulic systems or turbomachinery and can, eventually, cause structural damage, noise and degrade the performance of the apparatus. Such effects drive the study of the different types of cavitation, and in particular considerable efforts have been made to explore the dynamics of partial cavities appearing along solid bodies. Such cavitation pockets are characterised by a fluctuating closure region leading to cavity length oscillations and the shedding of vapor structures. Partial cavity can be classified in two main forms of appearance: closed or quasi-stable cavity and open cavity or cloud cavitation, depending on the flow in the cavity closure region\[1\]. A quasi-stable cavity presents only small shedding at its closure region with a relatively stable cavity length. In opposite, cloud cavitation is a highly unsteady phenomenon presenting a periodically varying length that is associated to the large shedding of vapor clouds. Both types of cavities have been studied, experimentally and numerically, to describe the physical mechanism, the internal structure of cavities, the turbulence-cavitation interaction and to investigate the transition from quasi-stable to cloud cavitation\[2–10\]. Two main mechanisms have been identified for the break-off cycles: the development of a liquid re-entrant jet and the propagation of pressure waves created by the cloud collapses\[11–15\].

The structures of partial cavities have a fully three-dimensional topology as observed on hydrofoils with high-speed imaging method. The re-entrant jet does not progress only on the streamwise direction and a spanwise component was depicted\[16\]. To distinguish between various directions of the re-entrant flow, the term side-entrant jet was introduced. This term refers to the part of the jet that has a strong spanwise velocity component directed into the cavity originating from the sidewalls. The term re-entrant jet or middle jet is reserved for the flow originating from the part of the cavity where the closure is more or less perpendicular to the incoming flow and is thus mainly directed upstream. Foeth et al. (2006)\[17\] investigated the cavitating flow structures on the Delft twisted hydrofoil and reported the joint action of the re-entrant and side-entrant jets in the shedding. Dular et al. (2007)\[18\] studied hydrofoils with swept leading edges and their experiments showed that the re-entrant jet velocity has a spanwise component if the closure line of the cavity is inclined. The numerical simulation of Schnerr et al. (2008)\[19\] on a twisted hydrofoil showed that the interactions between the re-entrant jet and the spanwise velocity component also cause separation of sheet cavities. The spanwise pressure gradients greatly affect the three-dimensional struc-
ture of the cavity, which cause the U-shaped feature observed and discussed by many authors.\textsuperscript{20,21} Recently, experimental observations on hydrofoils highlighted the important role played by the two side-entrant jets which propagated diagonally upstream to the leading edge affecting the attached part of the cavity.\textsuperscript{22,23} Such comments was also reported in the numerical study of Long et al. (2018)\textsuperscript{24} on a twisted hydrofoil using a Lagrangian method.

Another discussion on three-dimensional cavity structures concerns the existence of an oblique mode of the pocket oscillations. This mode was firstly discussed by Decaix and Goncalves (2013)\textsuperscript{25} on a quasi-stable cavity appearing on a Venturi geometry using Scale-Adaptive Simulation (SAS). Later, Timoshevskiy et al. (2016)\textsuperscript{26} maintained that the oblique mode associated with the development of the spanwise instability exists for all test objects independent of their shape. Yet, the existing visualisations did not clearly report such alternating sheet movement. On the other hand, various experimental studies showed different cavity shedding appearances and behaviors due to the influence of the scale of the geometry and the surface effects.\textsuperscript{27,28} Authors observed that at a certain ratio between the length of the sheet cavity and the channel width, an irregular break-off pattern occurred.

The experimental study of complex three-dimensional sheet and cloud cavitation still suffers from the limitation in experimental technique, thus the numerical simulation appears to be an attractive tool for a better understanding of the two-phase structures and their dynamics. The framework for such turbulent cavitating flows is usually the one-fluid mixture approach based on an average statistical treatment with local thermodynamics assumption. Two main families are often used: the Homogeneous Equilibrium Model (HEM) with a suitable equation of state for the liquid-vapor mixture\textsuperscript{29–31} or the Transport Equation Model (TEM) or Homogeneous Relaxation Model (HRM) involving a transport equation for the void ratio.\textsuperscript{32–35} This equation includes a source term modeling the mass transfer between phases. Another crucial point for cavitating flow simulation is the turbulence modeling. Different approaches have been investigated in order to capture the finer-scale dynamics. Firstly, computations were performed solving the unsteady Reynolds-Averaged Navier–Stokes (URANS) equations naturally adapted to the two-phase averaged models\textsuperscript{36,37} and more recently using advanced models such as SAS\textsuperscript{38,39}, Filter-Based turbulence Model (FBM)\textsuperscript{40} or Partially-Averaged Navier–Stokes (PANS)\textsuperscript{41}. As the URANS approach did not fully account for the turbulent-cavitation interactions, Large Eddy Simulations were tested on both hydrofoil and Venturi geometries.\textsuperscript{42–46} Yet, due to the large Reynolds number of usual applications (greater than 1 million), the necessity to consider the channel with sidewalls, the use
of very small time step and the problem of the statistics convergence for low-frequency periodic phenomenon, the cost a well-resolved simulation remains prohibitive even using supercomputers. To circumvent such difficulties, micro-channel cavitating flows has been considered by Egerer et al. (2014).\textsuperscript{47}

The present study focuses on a 3-D quasi-stable cavity flow on a $4^\circ$ divergent angle Venturi geometry, used in the experiment of Barre et al. (2009).\textsuperscript{48} The selection of the configuration is motivated by the modest number of experiments with quantitative data and by a configuration compatible with URANS approach. Particular attention is paid to sidewalls effects and the 3-D topology of the pocket. In the first part, the system of equations and the numerical formulation is developed. Numerical simulations are performed, in a second part, to compare results with experimental data. Then, the results of 3-D computations with sidewalls and with periodic boundary conditions are investigated. Numerical tools such as Power Spectral Densities or Spectral Proper Orthogonal Decompositions are used to compare both cases and analyse the flow dynamics. In the last part, the authors’ interpretation of the encountered phenomenon is discussed regarding the dominant mechanisms of sheet cavitation flows.

II. GOVERNING EQUATIONS

A. The 1-fluid homogeneous approach

There are several ways to simulate two-phase flows, the most straightforward one is to use a two-fluid model. Nevertheless, in the case of sheet cavitation simulation, this choice would lead to unaffordable computational costs and difficulties related to the interface tracking with the creation and the destruction of vapor pockets or the transfer terms computation due to the phase change. Therefore, a one-fluid homogeneous approach is selected in the present study and hypothesis over thermodynamical and mechanical equilibrium between the liquid and vapor phases are applied.\textsuperscript{49} The flow is considered as a mixture and the phases are assumed to share the same pressure, velocity and temperature. The averaged fraction of presence $\alpha_k$, for a given $k$ phase, is introduced to define
the conservative form of mixture properties as:

\[ \rho_m = \sum_k \alpha_k \rho_k, \]  
\[ \rho_{m u_i, m} = \sum_k \alpha_k \rho_k u_{i,k}, \]  
\[ \rho_{m e_m} = \sum_k \alpha_k \rho_k e_k. \]

**B. The compressible RANS equations**

The compressible Reynolds-Averaged Navier-Stokes (RANS) system of equations is used to calculate the two-phase flow in the present work. The \( k - \ell \) two-equations model of Smith\(^{50,51} \) is selected to calculate turbulence quantities. The choice of the turbulence model is motivated by previous works over a panel of models\(^{15,52,53} \).

A limiter term is applied to the calculation of the turbulent viscosity property of mixture fluid, \( \mu_m \). The correction is motivated by previous results\(^{54,55} \), which indicate an overestimation of such a quantity for the two-phase flow configurations of interest. The limitation, for the \( k_m - \ell_m \) model, is computed using a function over \( \rho_m \) and is here written as:

\[ \mu_m = f(\rho_m) \frac{\Phi \sqrt{2k_m \ell_m}}{B_1^{1/3}}, \]  
\[ f(\rho_m) = \rho_v + \left( \frac{\rho_v - \rho_m}{\rho_v - \rho_l} \right)^n (\rho_l - \rho_v), \]

where \( \rho_v \) and \( \rho_l \) stand for the saturation vapor and liquid density, respectively. \( \Phi \) and \( B_1 \) come from the \( k - \ell \) model described by Smith (1994)\(^{51} \). The limitation is controlled by the parameter \( n \gg 1 \) which is precise in section \[IV\]. Furthermore, the work of Dandois (2014)\(^{56} \) indicates the possibility of non-physical flow results related to an overestimation of the turbulent viscosity in corners. Hence, the Quadratic Constitutive Relation (QCR) correction\(^{57} \) is applied into the Reynolds stress tensor:

\[ \tau_{m,i,j}^{QCR} = \tau_{m,i,j} - c_{nl1} (O_{ik} \tau_{m,j,k} + O_{jk} \tau_{m,i,k}), \]

where \( c_{nl1} = 0.3 \) is an empirical constant and \( O_{ik} \) is the normalised rotation tensor:

\[ O_{ik} = \frac{\frac{\partial u_i}{\partial x_k} - \frac{\partial u_k}{\partial x_i}}{\sqrt{\frac{\partial u_n}{\partial x_p} \frac{\partial u_p}{\partial x_n}}}. \]
The mixture viscous stress tensor $\sigma_m$ and the heat flux vector $q_m$ are defined as

$$\sigma_{m,i} = \mu_m \left[ \frac{\partial u_{m,i}}{\partial x_j} + \frac{\partial u_{m,j}}{\partial x_i} - \frac{2}{3} \frac{\partial u_{m,n}}{\partial x_n} \delta_{ij} \right]; \quad q_{m,i} = \lambda_m \frac{\partial T_m}{\partial x_i}; \quad (8)$$

where $\lambda_m = \sum_k \alpha_k \lambda_k$, is the thermal conductivity of the mixture and $\lambda_k$ is the thermal conductivity of the $k$-th phase. Moreover, the mixture turbulent stress tensor $\tau_m$ and the turbulent heat flux vector $q'_m$ are formulated using the Boussinesq relation and the Fourier law, respectively defined as:

$$\tau_{m,i} = \mu_{tm} \left[ \frac{\partial u_{m,i}}{\partial x_j} + \frac{\partial u_{m,j}}{\partial x_i} - \frac{2}{3} \frac{\partial u_{m,n}}{\partial x_n} \delta_{ij} \right] - \frac{2}{3} \rho_m k_m \delta_{ij}, \quad (9)$$

$$q'_{m,i} = \lambda_{tm} \frac{\partial T_m}{\partial x_j} \approx \frac{\mu_{tm} C_{pm}}{P_{rt}} \frac{\partial T_m}{\partial x_j}, \quad (10)$$

with turbulent Prandtl number $P_{rt} = 1$. Due to the lack of data over turbulent two-phase flow, the value of the Prandtl number is transposed from aerodynamic studies for monophasic flow. The thermal capacity of the mixture $C_{pm}$ is defined based on $C_p$ and $C_{pl}$, which stand for the thermal capacity of the vapor and the liquid, respectively,

$$\rho_m C_{pm}(\alpha) = \alpha \rho_v C_p + (1 - \alpha) \rho_l C_{pl}. \quad (11)$$

C. The four-equation cavitation model

The cavitation modeling approach used in the current work combines the mass conservation, momentum, and energy equations of the Navier-Stokes formulation to another transport equation over the fraction of presence of phases. Moreover, an appropriate set of equations of state is used to model the cavitation.

I. Void ratio transport equation

The void ratio $\alpha$ is defined as the averaged fraction of presence for the vapor phase. A transport equation for the void ratio is added to complete the cavitation model:

$$\frac{\partial \alpha}{\partial t} + u_{m,j} \frac{\partial \alpha}{\partial x_j} = K \frac{\partial u_{m,j}}{\partial x_j} + \frac{\dot{m}}{\rho_l}. \quad (12)$$

The formulation of the transport equation is based on the work of Saurel et al. (2008)\textsuperscript{58} and written by Goncalves (2013)\textsuperscript{59} in a four-equation model. The mass flow rate $\dot{m}$ from liquid to vapor\textsuperscript{59} can
be written as:

\[
m = \frac{\rho_l \rho_v}{\rho_l - \rho_v} \left(1 - \frac{c_m^2}{c_{Wallis}^2}\right) \frac{\partial u_{m,j}}{\partial x_j}.
\]  

(13)

The calculation is based on the Wallis speed of sound \(c_{Wallis}\), which is expressed as a weighted harmonic mean of each one of the two flow phases speed of the sound:\(^{60}\)

\[
\frac{1}{\rho_m c_{Wallis}^2} = \frac{\alpha}{\rho_v c_v^2} + \frac{(1 - \alpha)}{\rho_l c_l^2},
\]  

(14)

where \(c_k\) stands for the pure phase speed of sound. The interface density \(\rho_I\) and the constant \(K\) are respectively defined as

\[
\rho_I = \frac{\rho_l c_l^2 + \rho_v c_v^2}{1 - \alpha} \quad \text{and} \quad K = \frac{\rho_l c_l^2 - \rho_v c_v^2}{\alpha} + \frac{\rho_l c_l^2}{1 - \alpha}.
\]  

(15)

### 2. Equations of state

Two different equations of state (EOS) are used for the mixture temperature \(T_m\) and the mixture pressure \(p_m\) depending on a pressure threshold. Pressure and temperature are defined by the stiffened gas EOS for the pure phase while sinusoidal EOS are applied for computing the mixture part of the flow:\(^{53}\) The threshold is calculated from the vaporisation pressure \(P_{vap}\) and a delta pressure based on a chosen parameter \(c_{min}\), the minimal speed of sound in the mixture:

\[
\Delta p_m = \left(\frac{\rho_l - \rho_v}{2}\right) c_{min} \frac{\pi}{2}.
\]  

(16)

The selection of \(c_{min}\) is based on the study of Charriere (2015)\(^{51}\) and set to 0.472 \(m.s^{-1}\). This parameter allows the activation in advance of the phase change in order to smooth the density gradient around the interface. The density jump between the liquid and the vapor is stiff for a mixture problem. Thus, the mixture pressure is computed according to the relation:

\[
\begin{cases}
  p_{SG} & \text{if } p_m \geq P_{vap} + \Delta p \\
  p_{sinus} & \text{otherwise}
\end{cases}
\]  

(17)

with \(p_{SG}\) and \(p_{sinus}\) the pressure respectively defined by the stiffened gas EOS and the sinusoidal EOS:

\[
p_{SG}(\rho_m, e_m) = (\gamma_m - 1) \rho \dot{e} (\dot{e} - \hat{q}_m) - \gamma_m p_{m,\infty}.
\]  

(18)
\[ p_{\text{sinus}}(\alpha) = P_{\text{vap}} + \left( \frac{\rho_l - \rho_v}{2} \right)c_{\text{min}}^2 \arcsin(1 - 2\alpha), \]  
where the mixture energy of formation \( \rho_m \hat{q}_m = \alpha \rho_v \hat{q}_v + (1 - \alpha) \rho_l \hat{q}_l \) is calculated from \( \hat{q}_v \) and \( \hat{q}_l \), which stand respectively to the vapor and the liquid energies of formation. The mixture temperature is set equally above and below the pressure threshold: 

\[ T_m(\rho_m, e_m) = \frac{h_m(\alpha) - \hat{q}_m(\alpha)}{C_p_m(\alpha)} = \frac{e_m(\alpha) + p_m(\alpha)/\rho_m(\alpha) - \hat{q}_m(\alpha)}{C_p_m(\alpha)}, \]  

where \( h_m \) and \( e_m \) are the specific mixture enthalpy and internal energy respectively. The mixture speed of sound \( c_m \) is processed following the same approach. Above the pressure threshold, the Wallis speed of sound, Eq. \( (14) \), is considered while below the threshold, the speed of sound is computed using the sinusoidal EOS, Eq. \( (21) \). The reader can find more details on the study of the speed of sound development performed by Charriere (2015). For the current case, the phase change does not affect the temperature of the mixture. Therefore, the phase enthalpy \( h_k \) and phase density \( \rho_k \) are defined as constants for a reference temperature \( T_{\text{ref}} \).

\[ c_m^2 = (\gamma_m - 1) \frac{\rho_v \rho_l (h_v^{\text{ref}} - h_l^{\text{ref}})}{\rho_m (\rho_l - \rho_v)} + \frac{A c_{\text{min}}^2}{\sqrt{1 - (A(1 - 2\alpha))^2}}. \]

The phase enthalpy is \( h_k^{\text{ref}} = C_p_k T_{\text{ref}} + q_k \). The \( A \) coefficient is added in order to guarantee the velocity fitting with Wallis speed of sound above the pressure threshold. In the current case, \( A \) is fixed to 0.9999.

### III. NUMERICAL FORMULATION

The global system is the four-equation model coupled with the turbulence model:

\[ \frac{\partial \mathbf{w}}{\partial t} + \nabla \cdot [F_v(\mathbf{w}) - F_v(\mathbf{w})] = S(\mathbf{w}), \]

with

| \( \rho_m \) | 0 |
| \( \rho_m u_{m,i} \) | \( \sigma_{m,ij} + \tau_{m,ij} \) |
| \( \rho_m E_m \) | (\( \sigma_{m,ij} + \tau_{m,ij} \))u_{m,j} - q_{m,j} - q'_{m,j} |
| \( \alpha \) | 0 |
| \( \rho_m \psi_k \) | \( \mu_m + \frac{\mu_m'}{\sigma_{\psi_k}} \frac{\partial \psi_k}{\partial x_j} \) |
\[
F_c = \begin{pmatrix}
\rho_m u_{m,j} \\
\rho_m u_{m,i} u_{m,j} + p_m \\
\rho_m E_m + p_m \\
\alpha u_{m,j} \\
\rho_m \psi_k u_{m,j}
\end{pmatrix}, \quad S = \begin{pmatrix}
0 \\
0 \\
0 \\
(K + \alpha) \frac{\partial u_{m,j}}{\partial x_j} + \frac{\dot{m}}{\rho I} \\
C_{\psi_k}
\end{pmatrix}.
\]

The variable \( \psi_k \) depends on the choice of the turbulence model of \( k \) equations. The turbulent source terms \( C_{\psi_k} \) and the constant \( \sigma_{\psi_k} \) also relies on this model.

A. Low Mach number preconditioning

Some parts of the flow into the venturi configuration are supposed to be incompressible (Mach number around 0.1) despite using a compressible hypothesis. Therefore, it is necessary to use a low Mach number preconditioning method to deal with numerical errors and stiffness of the equation system. A preconditioning matrix is computed based on the work of Turkel (1987)\(^{63}\) using a \( \beta \) all-speed flow parameter proportional to the Mach number\(^{64}\),

\[
\beta^2 = \min[\max(M^2, \theta M^2_\infty), 1].
\]

with the constant \( \theta \) set to 3. The preconditioning is applied only on the dissipation terms to preserve the time discretisation consistency.

B. Time integration

An explicit third-order Strong Stability Preserving Runge-Kutta method (SSPRK3), described by Spiteri and Ruuth (2002)\(^{65}\) and Gottlieb (2005)\(^{66}\), is used as a time-marching scheme. The explicit equation is given by

\[
w^{n+1} = w^n + h \left( \frac{1}{6} k_1 + \frac{1}{6} k_2 + \frac{2}{3} k_3 \right),
\]

with

\[
\begin{cases}
k_1 = F(t_n, w_n), \\
k_2 = F(t_n + h, w_n + hk_1), \\
k_3 = F(t_n + \frac{h}{2}, w_n + \frac{h}{4} (k_1 + k_2)),
\end{cases}
\]

in which \( h \) is the time-step and \( F \) represents the numerical fluxes and the source terms of Eq.(22).
C. Spatial discretisation

A cell-centered finite-volume technique is used for the spatial discretisation of the RANS equations. The numerical fluxes are calculated using a centered scheme coupled with an artificial dissipative term. The chosen scheme is based on the 2\textsuperscript{nd} order Jameson-Schmidt-Turkel\cite{Jameson1982} and, it is extended to the precision of the 3\textsuperscript{rd} order. Furthermore, an additional term is added to the dissipation, with a density sensor $\eta_i^{(l)}$, to allow dissipation around the phase interface:

$$\eta_i^{(l)} = \frac{|\rho_{i+1} - 2\rho_i + \rho_{i-1}|}{\rho_{i+1} + 2\rho_i + \rho_{i-1}}.$$  \hfill (25)

The global scheme formulation is developed in Appendix A.

D. Boundary conditions

The venturi-type geometry configuration used in the current article requires the use of wall and inlet/outlet boundary conditions. The former is implemented here using wall-functions regarding a less expensive representation of the boundary layer while the latter is calculated using Euler characteristic equations.

a. Wall function: The boundary condition for a wall is defined by the following wall function:

$$u^+ = y^+ \quad \text{if} \quad y^+ < 11.13,$$

$$u^+ = \frac{1}{\kappa} \ln y^+ + 5.25 \quad \text{if} \quad y^+ > 11.13,$$

with the Von Karman constant $\kappa = 0.41$. This no slip boundary condition combined with the adiabatic hypothesis for walls results in normal derivatives of the void ratio, the density and the pressure are set to zero at the wall boundary.

b. Inlet and outlet boundaries: The void ratio $\alpha$, the phase density $\rho_k$ and the velocity components are imposed at the inlet boundary. Then, the pressure is computed using the Euler’s characteristic equations:

$$-c^2(\rho^b - \rho^s) + (P^b - P^s) = 0,$$

$$v^b - v^s = 0,$$

$$\rho(\alpha^b - \alpha^s) - K(\rho^b - \rho^s) = 0,$$

$$(\lambda_+ - u)(P^b - P^s) + \rho \beta^2 c^2 (u^b - u^s) = 0,$$

$$(\lambda_- - u)(P^b - P^s) + \rho \beta^2 c^2 (u^b - u^s) = 0,$$  \hfill (27)
where $b$ index stands for boundary variables and $s$ index stands for variables computed with the numerical scheme. $\lambda_{\pm}$ are the highest and the lowest eigenvalues of the preconditioning system. The static pressure is selected while other variables are calculated using the characteristic equations at the outlet boundary condition.

IV. VENTURY CONFIGURATION AND COMPARISON

The present section is devoted to introduce the studied case and to compare numerical results with experimental data. Previous computations and comparisons with literature using the current cavitation model, for different configurations (expansion tube, underwater explosion with cavitation, compression of a vapour bubble, venturis, shock tubes, ...), has already been published\textsuperscript{53,59,68,69}.

A. Case set up

| $L_x$  | $h_{in}$ | $h_{throat}$ | $L_y$  |
|--------|----------|--------------|--------|
| 1.512 m| 0.05 m   | 0.0437 m     | 0.044 m|

TABLE I: Geometric dimensions.

A $4^\circ$ divergence angle venturi configuration, as the one used in the experiment of Barre et al. (2009)\textsuperscript{48}, is selected for the study. Figure 1 illustrates the venturi geometry, and Tab. I indicates flow and sections parameters used in the current case. Probes positioning is calibrated to capture data adjacent to the cavitation pocket at four stations (S1 to S4 in Fig.1) located at 20.9 mm, 38.4 mm, 55.8 mm and 73.9 mm from the venturi throat. The inflow parameters are set as followed: the streamwise velocity $u_{in} = 10.8 m.s^{-1}$, the temperature $T_{in} = 293 K$, the void ratio $\alpha_{in} = 10^{-10}$, the density $\rho_{in} = 1000.831 kg.m^{-3}$ and the vaporisation pressure $P_{vap} = 2339 Pa$. The inflow cavitation number $\sigma_{in}$ is 0.55 and the inflow Reynolds number is $Re_{in} = \rho_{in}u_{in}h_{in}/\mu_{in} = 5.4 \times 10^5$. The outflow pressure is calibrated to correspond with this cavitation number. The study is focused on one operating point corresponding to the selected experiment set up.

Calculations over the $4^\circ$ divergent angle venturi apply 2-D and 3-D computational domains with $340 \times 72$ and $340 \times 72 \times 72$ mesh cells represented in Fig.2 respectively. The grids are designed
in a structured fashion concerning maximum normal distance to the walls of wall-bounded cells, $z^+$ according to Fig. 1 coordinates, between 10 and 15 in the area of interest. The $n$ parameter of the Reboud limiter, from Eq. 5, is set to 10 in the 2-D calculation and 19 in the 3-D calculation. As observed in other works, the choice of $n$ in the 3-D configuration is motivated by an under-prediction of the re-entrant jet development for the k-l model using $n = 10$. For that reason, the $n$ parameter is calibrated to correctly capture the re-entrant jet by comparing with experimental data. The dissipative terms parameters of the extended Jameson-Schmidt-Turkel scheme $k_2$, $k_2^I$ and $k_4$ are respectively set to 1.0, 1.5 and 0.045. Furthermore, the time step is fixed to $4.58 \times 10^{-6}$ s and $2.29 \times 10^{-7}$ s for the 2-D and 3-D simulations, respectively, and a total of 2.06 s physical time is run for the two numerical studies. Table III presents the required parameters for the computation of the cavitation model for both phases. Another 3-D computation is carried out on the same geometry with the same parameters except for a twice larger width and periodic side boundary conditions.
TABLE II: Parameters of the cavitation model.

|       | $\rho_{\text{sat}}$ (kg/m$^3$) | $\gamma$ | $p_\infty$ (Pa) | $q$ (J/kg) | $C_p$ (J/K kg) |
|-------|-------------------------------|----------|-----------------|------------|----------------|
| liquid| 998.16                        | 1.01     | $1.211 \times 10^7$ | $-1.142 \times 10^6$ | 4183           |
| vapor | 0.0173                        | 1.32     | 0               | $1.985 \times 10^6$    | 1883           |

B. Comparison with experimental data

The numerical results of the in-flow simulation are then compared to the experimental data from Barre et al. (2009)\textsuperscript{18}. This experiment provides measures of time-averaged velocity, void ratio, and wall pressure profiles at stations located in the midspan of the venturi.

1. Velocity and void ratio profiles

Profiles of time-averaged velocity and time-averaged void ratio from 2-D and both 3-D simulation results are compared with experimental data at different positions in Figs. 3 and 4. Numerical results have similar behavior for the first station $S_1$. The capture of the re-entrant jet is in a good match with the experiment for the numerical results, apart from the 3-D periodic case at $S_2$, since the negative values of the velocity are correctly determined, as observed in the velocity profiles at the three other stations ($S_2$, $S_3$, and $S_4$). The void ratio profiles are in good accordance for all computations but are in better agreement for the 3-D case with sidewalls, whose results indicate a better representation of the pocket size and shape when compared to the 2-D and 3-D periodic calculations. The 3-D computation with sidewalls correctly captures the physical behavior of the cavitating flow. Moreover, the time-averaged results of this case are sensibly conformed with the experimental results. Differences between 3-D computations with sidewalls and periodic boundary conditions are discussed later in the paper.
FIG. 3: Time-averaged comparison at midspan between experiment, 2-D, 3-D and 3-D periodic for void ratio (left) and velocity (right) at stations S1 (top) and S2 (bottom).
FIG. 4: Time-averaged comparison at midspan between experiment, 2-D, 3-D and 3-D periodic for void ratio (left) and velocity (right) at stations S3 (top) and S4 (bottom).

2. Wall pressure profiles

The mean wall pressure and pressure fluctuations profiles are extracted from computations and are presented in Fig. 5 in comparison with experimental data. The wall pressure profile from the 2-D and 3-D calculations are in good agreement with experimental data along the cavity and reasonably fits the experimental data downstream the cavity. Nevertheless, the root mean square (RMS) fluctuations are slightly underestimated for all cases. Moreover, oscillations detected in the 2-D computation are not observed in 3-D computations.
FIG. 5: Time-averaged comparison between experiment, 2-D, 3-D and 3-D periodic for wall pressure and wall pressure RMS over wall pressure.

V. GLOBAL BEHAVIOR

The current section is dedicated to the first interpretation of numerical results from computations over 3-D configurations with and without sidewalls. A statistical analysis of the calculation data is performed to investigate the time-averaged and dynamical global behavior of such flow configuration. Data are extracted at a $2.3 \times 10^{-3}$ s timestep.

A. Time-averaged data analysis

According to experimental observations of the Venturi, a weakly fluctuating cavity emerges without any large vapor shedding process. A time-averaged cavity length $L_c$ between 70 and 85 mm, estimated with an $\alpha$ contour of 0.05, is observed in the experiment. Numerical results
for the case with sidewalls present a pocket length of $L_c = 78.8 \text{ mm}$, which is consistent with the experiment. This length is selected to be the characteristic length for the current study. The maximum value of the time-averaged re-entrant jet velocity is also used as the characteristic velocity, $u_{\text{jet max}} = 2.38 \text{ m.s}^{-1}$. The selection of these two characteristic variables is motivated by the observation of the cavitating flow behavior and the identification of the leading mechanism. Moreover, the study of Dular and Bachert (2009)\textsuperscript{73} defines the re-entrant jet velocity at the cavity closure and the length of the attached vapor pocket as the most correct values to investigate the cavitating flow over a hydrofoil. The maximum reverse flow is also considered as the characteristic velocity in non-cavitating flows with separation bubble, Hammond and Redekopp (1998)\textsuperscript{74} or Rist and Maucher (2002)\textsuperscript{75} show the important role of the reverse flow in the triggering of instabilities. The Strouhal number is then defined as:

$$St = \frac{L_c f}{u_{\text{jet max}}}.$$  \hspace{1cm} (28)

In the literature, for sheet to cloud cavitation cases, the Strouhal number is mostly defined with inlet velocity\textsuperscript{14,76,77}. The choice of the characteristic velocity will be justified later in the paper by investigating the resulting Strouhal number. Variables with a superscript $^*$ in the manuscript are dimensionless and are calculated using the characteristic length $L_c$ and characteristic velocity $u_{\text{jet max}}$.

**FIG. 6: Volume rendering of the time-averaged void ratio:** (a) for the venturi with sidewalls; (b) for the venturi with side periodic boundary conditions

A symmetrical attached cavity is detected in Fig. 6a with a longer cavitation pocket length near sidewalls than near of the midplane of the Venturi. The U-shape of the cavitation pocket is detected as described in many references\textsuperscript{20,21}. The lower amount of void ratio suggests vapor release and/or pocket oscillations around the mid-width. Figure 6b presents the cavitation pocket
shape for the periodic case. Unlike the case with sidewalls, the cavity length is constant in all the venturi width. Then, the observation of the flow direction velocity in Fig. 7a and 7b underlines the presence of the re-entrant jet along the wall. The jet geometry is symmetric and is not present close to sidewalls whereas it is localised in all the venturi width for the periodic case. Moreover, for the venturi with sidewalls, the vertical velocity is also symmetric, while the spanwise velocity is anti-symmetric.

![Image](a)

![Image](b)

**FIG. 7:** Volume rendering of the time-averaged streamwise velocity: (a) for the venturi with sidewalls; (b) for the venturi with side periodic boundary conditions

**B. Dynamic analysis**

A study of the flow dynamics is carried out to statistically interpret the behavior of the cavitation pocket and velocity components over time for configurations with sidewalls and with side periodic boundaries. First, the analysis is focused on the case with sidewalls. Figure 8 shows the void ratio $\alpha$ into the flow at six different times. It is worth to notice that the pocket shape is not symmetric and evolves with time. A small high-frequency vapor shedding appears around the cavity closure while the pocket seems to oscillate in the spanwise direction. A statistical analysis is carried out to check any data fluctuations within the venturi flow. The RMS results over the spanwise velocity $v$ are presented in Fig. 9. The highest values of fluctuation are located at the pocket closure, mostly around the mid-width. Therefore, it corroborates the occurrence of a spanwise oscillation of the flow nearby this area.
FIG. 8: Time evolution of the attached cavity with snapshots separated by $\Delta t = 4.58 \times 10^{-3} \, s$ with a volume rendering; (b)-(g) Snapshots extracted at different time represented in the void ratio signal (a).

Subsequently, the time evolution of flow variables is extracted for points in the flow direction and in the spanwise direction to perform Power Spectral Densities (PSD). The result is presented as a map of PSD along the longitudinal and spanwise axis. PSD maps provide information to identify any high energy frequencies and locate the associated phenomenon into the venturi. Figure [10] presents the PSD map over the spanwise direction, respectively for the void ratio and the spanwise velocity, positioning at almost the two thirds of the mean cavity length. A sample of signal used for the PSD computations can be observed in Fig[13]. It is worth to remark that no particular dynamics are detected inside the attached cavitation pocket. A dominant Strouhal number of 1.09 is highlighted around the cavity closure by detecting the highest PSD energy values. These
are underlined in the mid-width of the venturi for velocity and near sidewalls for the void ratio. Similar behavior is observed for PSD maps downstream the cavity but with the appearance of a low frequency for the void ratio. Regarding previous remarks over snapshots of Fig. 8 and the RMS of the spanwise velocity, the Strouhal number $St_0 = 1.09$ seems to be linked to a spanwise oscillation of the cavitation pocket. Firsts harmonics of $St_0$ also emerge from the PSD map for the void ratio.

**FIG. 9:** Volume rendering of the RMS fluctuation of the spanwise velocity $v$. 
FIG. 10: PSD maps along spanwise axis at $x^* = 0.64$ and at a vertical distance $z_p^* = 0.032$ from the bottom wall: (a) for the void ratio $\alpha$; (b) for the spanwise velocity $v$.

Figure 11 shows the PSD map over the streamwise direction for the void ratio at the quarter width. As previously noticed, neither particular dynamic is detected in the mid-width for the void ratio. Nevertheless, at the quarter width, the highest values of the PSD are observed around the cavity closure at the same Strouhal number $S_0$.

FIG. 11: PSD map for $\alpha$ along longitudinal axis at $y^* = L_y^*/4$ and at a vertical distance $z_p^* = 0.032$ from the bottom wall.

Figure 12 presents the PSD map over the streamwise direction for the spanwise velocity, at two
positions on the spanwise axis: one located in the mid-width \(y^* = L_y^*/2\) and another one in the eighth width \(y^* = L_y^*/8\). The same behavior as for the void ratio is underlined at both positions but with also a propagation of the dynamics downstream. Furthermore, at the eighth width positioning, the two first harmonics are also detected around the cavity closure and downstream.

![PSD Map](image.png)

(a)

![PSD Map](image.png)

(b)

FIG. 12: PSD maps for spanwise velocity \(v\) along longitudinal axis at a vertical distance \(z_p^* = 0.032\) from the bottom wall: (a) at \(y^* = L_y^*/8\); (b) at \(y^* = L_y^*/2\).

The PSD analysis identified a dominant dynamics at the Strouhal number \(St_0\). This phenomenon appears nearby the cavity closure and is propagated downstream. Furthermore, a motion of the cavitation pocket has been highlighted close to sidewalls. A spanwise velocity variation also emerges at the mid-width of the venturi. The dominant flow fluctuations and its location has been determined. However, a correlation study is carried out by extracting the flow variables over time close to both sidewalls to specify the cavity behavior. One can remark that, in Fig. 13 data are in opposition of phase, which can lead to a conclusion that the cavitation pocket motion is assimilated to a periodic oscillation from one sidewall to another.
Dynamics analysis of the case with periodic boundaries is then carried out to investigate the sidewall effects. First observations of snapshots do not allow to identify any periodic oscillations of the cavitation pocket. However, a three-dimensional dynamic behavior of the cavity is observed around the closure. Figure 14 shows PSD maps along the longitudinal axis for the void ratio and the spanwise velocity component. The same Strouhal number $St$ and its first harmonic are extracted around the cavity closure for both variables and propagated downstream for the spanwise velocity component. The same Strouhal number is obtained from PSD maps over the results of the periodic case and the case with sidewalls. Hence, it suggests that the cavitation pocket fluctuations are not dependant of the presence of sidewalls. A deepened analyse is performed in Sec. VII to confirm this observation.

![Graph](image-url)

**FIG. 13:** Temporal evolution of the flow direction velocity $u$ and the void ratio $\alpha$ at $x^* = 0.64$ along both sidewalls (one in red, the other in blue) for the case with sidewalls.
VI. RE-ENTRANT JET

In this section, the behavior of the re-entrant jet is studied in regards to the cavitation pocket oscillation for the case with sidewalls. Figure 15 describes the re-entrant jet position in relation to the cavity position at different times over an oscillation period. As expected, the re-entrant jet is located nearby the cavity closure and is time-dependent. Moreover, PSD maps of the streamwise velocity highlight a dynamics around the cavity closure based on the Strouhal number $S_{t0}$. Thus, the re-entrant jet oscillates at the same frequency as the cavitation pocket from a spanwise wall to another. However, the position of the re-entrant jet compared to the cavity has to be determined. Figure 16 presents the time evolution of the void ratio $\alpha$ and the flow direction velocity $u$ around the cavity closure at the quarter width. The negative values of the streamwise velocity component illustrate the re-entrant jet position and the highest value of the void ratio represents the cavity.
FIG. 15: Dynamics of the re-entrant jet regarding the vapor cavity: (a) void ratio over time at $x^* = 0.8$ and $y^* = 3L_y^*/4$ for the case with sidewalls; (a)-(f): Snapshots with timestep $\Delta t = 4.58 \times 10^{-3}$s of $\alpha = 0.5$ (purple) and $u^* = -0.1\ m.s^{-1}$ (yellow) contours.

position. The time evolution of $u$ and $\alpha$ indicates an opposition in both oscillations of the cavitation pocket and the re-entrant jet. When the pocket is asymmetric in the spanwise direction, the re-entrant jet presents an opposite asymmetry. The cavity growth near side walls is smoother when compared to the cavity disappearance at the same position. For the re-entrant jet signal, it is the opposite behavior, high growth and a smoother decrease. Therefore, the maximum peaks of void ratio exactly correspond, in time, to the maximum ones of flow direction velocity, while both minimum ones are time-shifted. Hence, the spanwise movement is not uniform. When the cavity moves nearby sidewalls, it is pushed back with acceleration and, at the same time, the re-entrant jet motion changes its spanwise direction with an acceleration. Such behavior indicates a possible
causality effect between both phenomena.

FIG. 16: Time evolution of the flow direction velocity $u$ and the void ratio $\alpha$ at $x^* = 0.64$ and $y^* = L_y/4$ for the case with sidewalls.

VII. MODAL DECOMPOSITION ANALYSIS

Early results highlighted a dominant flow component at the Strouhal number $St_0$ probably linked to a cavitation pocket oscillation. Modal decomposition analysis are performed to corroborate previous observations. The Spectral Proper Orthogonal Decomposition (SPOD) is computed from the computational data to identify spatiotemporal mechanisms. The choice of the SPOD is motivated by the extraction of spatiotemporal modes which is the most coherent method to study unsteady flow as presented by Towne et al. (2018)\textsuperscript{78} The SPOD methodology employed, based on Schmidt and Colonius (2020)\textsuperscript{79} work, is described below.
Given a snapshot \( q'_i = q_i - \bar{q} \) which represents the fluctuation of the flow result for the density and the velocity components at a time \( t_i \), the data matrix \( Q \) is defined as:

\[
Q = [q'_1 \: q'_2 \: q'_3 \: \ldots \: q'_N],
\]

with \( \bar{q} \) the temporal mean. The cavitating flow is modeled using a compressible formulation, therefore, the instantaneous energy is defined based on the Chu norm\(^8\) with the temperature fluctuation neglected. It is expressed with a spatial inner product:

\[
\|q'_i\|_E = \langle q'_i, q'_i \rangle_E = q'_i^T M q'_i = q'_i^T R^T R q'_i = \|R q'_i\|_2,
\]

\[M = R^T R = \begin{pmatrix}
\frac{T}{2\rho M^\infty} A & 0 & 0 & 0 \\
0 & \frac{\bar{\rho}}{T} A & 0 & 0 \\
0 & 0 & \frac{\bar{\rho}}{T} A & 0 \\
0 & 0 & 0 & \frac{\bar{\rho}}{T} A
\end{pmatrix}.
\]

Where \( A \) stands for the diagonal cell volume matrix, \( \bar{T} \) the temporal mean temperature, \( \bar{\rho} \) the temporal mean density and \( M^\infty \) the far-field Mach number. The first step of the SPOD decomposition is to apply Welch’s method to the data matrix. It consists of separating the data in \( N_{blk} \) overlapping blocks of snapshots and then performed the discrete Fourier transform on each block. Thus, \( N_{blk} \) matrix of \( N_{freq} \) discrete frequency realisations are obtained. Then, the Fourier realisations of all blocks are grouped by frequency to obtain \( N_{freq} \) matrix \( \hat{Q}_{fr} \):

\[
\hat{Q}_{fr} = [\hat{q}'_1 \: \hat{q}'_2 \: \hat{q}'_3 \: \ldots \: \hat{q}'_{N_{blk}}],
\]

where \( \hat{q}'_{fr} \) denotes the Fourier realisation of the \( i^{th} \) block at the frequency \( fr \). The second part of the SPOD decomposition is to compute the cross-spectral density matrix at each frequency:

\[
S_{fr} = \hat{Q}_{fr} \hat{Q}_{fr}^*,
\]

\((.)^*\) denotes the complex conjugate. Thus, the SPOD modes \( \Psi_{fr} \) are generated by the eigenvalue decomposition of the cross-spectral density matrix:

\[
S_{fr} \Psi_{fr}^* = \Psi_{fr} \Lambda_{fr},
\]

with \( \Lambda_{fr} \) the diagonal matrix of eigenvalues representing the mode energy from the most energetic, corresponding to the leading SPOD mode, to the less one.
Figure 17 presents the SPOD spectrum for both studied cases. The Strouhal number $St_0 = 1.09$ and its harmonics emerge from the spectrum for the simulation with sidewalls. Similarly, for the periodic sides simulation, the Strouhal number $St_0$ is extracted from the spectrum but with only the first harmonic. Hence, the dominant flow mechanism seems to be characterised by the Strouhal number $St_0$. Moreover, for the sidewalls case, the observation of the energy gain gap between the first and the second SPOD mode at the corresponding frequency proves that the associated mechanism is mostly led by the first mode. Nevertheless, for the periodic sides case, the energy gap is located between the second and the third mode. The associated mechanism is then mostly driven by the two first modes.

![SPOD spectrums](image)

**FIG. 17:** SPOD spectrums representing energy gain over Strouhal number: (a) for the sidewalls case; (b) for the periodic case. The black to grey scale represents the most energetic mode to the less energetic one for each Strouhal number.

Figures 18 to 21 show the real part of the dominant mode for density and velocity components
FIG. 18: Volume rendering of the dominant mode of the SPOD for $\rho$ at $St = 1.09$; $\rightarrow$: Time evolution behavior; (a) for the case with sidewalls; (b) for the case with periodic side boundaries.

for both cases. Arrows underline the time evolution of the mode. For the density in the simulation with sidewalls in Fig. 18a, the mode is antisymmetric and corresponds to a spanwise oscillation coupled with a non-uniform upstream flow. It is noticed that the mid-width plane is not affected by the fluctuations. Similarly, the spanwise oscillations are observed by the antisymmetric mode for the streamwise velocity in Fig. 19a and the vertical velocity in Fig. 21a with the upstream behavior. Conversely, the mode of the spanwise velocity in Fig. 20a is symmetric but also corresponds to the spanwise oscillation between sidewalls. However, in contrast with the density oscillation, the dominant mode for velocity components is also propagated downstream by the flow with a higher speed. These results substantiate the previous ones observed in the PSD analysis. By examining the harmonic modes, it is determined that, contrary to the dominant one, the first presents a symmetric behavior for density, longitudinal velocity and vertical velocity while it illustrates an antisymmetric behavior for the spanwise velocity. Nevertheless, the second harmonic mode shows the same symmetrical and antisymmetrical characteristics as the dominant mode. Hence, an alternation of symmetry and antisymmetry is observed in harmonic modes. The dominant SPOD mode for the case with periodic sides mainly differs from the sidewalls case for the density and the spanwise velocity component. In the first one, as observed in Fig. 18b, a spanwise alternation of the cavitation pocket and an upstream flow are depicted. Then, a non-homogeneous spanwise motion is also captured around the cavity closure. It has to be noticed that the second SPOD mode, at the Strouhal number $St_0$, presents a similar behavior with an opposite direction for the spanwise motion. The first two modes are theoretically equiprobable. In the dominant mode for the spanwise velocity component, Fig. 20b, both upstream and downstream motions are detected.

29
FIG. 19: Volume rendering of the dominant mode of the SPOD for $u$ at $St = 1.09$; → : Time evolution behavior; (a) for the case with sidewalls; (b) for the case with periodic side boundaries.

FIG. 20: Volume rendering of the dominant mode of the SPOD for $v$ at $St = 1.09$; → : Time evolution behavior; (a) for the case with sidewalls; (b) for the case with periodic side boundaries.

FIG. 21: Volume rendering of the dominant mode of the SPOD for $w$ at $St = 1.09$; → : Time evolution behavior; (a) for the case with sidewalls; (b) for the case with periodic side boundaries.
but with also a non-homogeneous spanwise movement at the cavity closure. Unlike the case with sidewalls, this mode is not symmetric and it highlights an alternation of the spanwise velocity component along the spanwise axis. Furthermore, the second mode has an opposite movement along the spanwise axis. The SPOD mode behavior, for the streamwise and the vertical velocity components, is similar to the ones for the case with sidewalls.

VIII. DISCUSSION

A dominant dynamics has been highlighted by diverse analysis of the cavitating flow. It has to be noticed that a similar behavior has been detected in computations with the turbulence model of Spalart Allmaras. The current section offers the authors interpretation of the phenomenon.

Oblique-shape behaviors of the cavitation pocket have already been observed in two different sheet cavitation experiments. The first one is a venturi flow experiment with $8^\circ$ divergent angle carried out by Dular et al. (2012)\textsuperscript{28}. In this case, vapor release into the flow appears under certain conditions and, for one of the studied geometry, the cavity presents a non-symmetrical shape. The authors suggest that it is caused by the re-entrant jet, which, besides going upstream, turns to the side. Nevertheless, due to the higher divergent angle, the pocket is cut by the re-entrant jet and leads to a vapor release. The second experiment is a flow around a guide vane profile carried out by Timoshevskiy et al. (2016)\textsuperscript{26}. Under the vapor release regime, non-symmetrical cavitation pocket behavior appears, as for the previous experiment. However, this regime is defined as non-persistent by the authors. Both experiments present a vapor release regime which could explain that the re-entrant jet bifurcation and the cavity shape do not lead to an identical spanwise oscillation. Nonetheless, it is suggested that the leading mechanism of those phenomena could be the same. The behavior of the re-entrant jet against the cavitation pocket in both experiments and the current work is identical: when the cavity is expanded on one side, the re-entrant jet is more developed on the other side.

The SPOD analysis validates the presence of a dominant dynamics of the flow at a Strouhal number of 1.09. First, for the case with sidewalls, such a phenomenon is associated to the spanwise oscillation of the flow. The re-entrant jet is then captured as observed in the mode dynamics for density and velocity components. For this reason, it presents a significant role in the spanwise oscillation. The present study does not give enough information to ensure that the re-entrant jet
is the mechanism which leads to the oscillation. Nevertheless, experiments describing the vapor release regime considered that the shedding is triggered by the re-entrant jet which "cuts" the cavity by going upward. Therefore, given the promiscuity of the physical phenomenon, it can be presumed that the re-entrant jet is the leading mechanism of the oscillation for the present case.

The spanwise oscillation is easily observed through the dominant mode dynamics for the spanwise velocity which highlights an alternation of positive and negative velocity around the cavity closure. By analysing the predominant mode dynamics for the velocity components, it is noticed that the oscillation pattern is simultaneously propagated upstream, by the re-entrant jet, and downstream by the main flow. The downstream flow is thus highly influenced by the pocket and the re-entrant jet dynamics while the oscillation seems to be self-sustained by the upstream flow suggesting the possible existence of a global mode driving this dynamic.

Fluctuations observed just downstream the cavitation pocket are interpreted as an oscillation of magnitude for the vertical and the streamwise velocity components. When the pocket is expanded near a sidewall, the magnitude of these two components is increased on the same side and decreased on the other. This information involves that the longer the cavity is, the more accelerated the downward and the downstream speeds are. When the pocket moves to the other side, the velocity effects are reversed. Hence, the cavitation pocket interferes with the flow can be seen as a dynamic fluidic obstacle.

The results of the simulation with periodic sides boundaries give relevant information about the sidewalls impact on the flow. For this case, the cavity and the re-entrant jet shapes are unchanged along the spanwise axis. Therefore, the U-shape of the cavitation pocket and the re-entrant jet shape are linked to the presence of sidewalls. However, the extraction of a dominant mode at the same Strouhal number suggests that the sidewalls do not trigger the spanwise oscillation but only amplify a phenomenon. The dominant dynamics is then led by a mechanism specific to the cavitating flow. The Strouhal number of 1.09 linked to the dominant mode is obtained by using two characteristic quantities: the length of the cavitation pocket $L_c = 0.0788 \, m$ and the maximum time-averaged velocity of the re-entrant jet at the midspan $u_{\text{jet}}^{\text{max}} = 2.38 \, m.s^{-1}$. Hence, the mechanism highlighted by the current study seems to be inherent to the pocket development.

For the periodic case, the associated energy of the two first SPOD modes extracted at the Strouhal number $St_0$ are close. The impact of these modes on the flow is then almost identical.
Furthermore, both present an opposite spanwise movement of the fluctuations for the density and the spanwise velocity component. The two modes could be described as a bifurcation of the flow with an equal probability of appearance. This hypothesis could be investigated by simulating the case on a much longer time.

**IX. CONCLUSION**

The 3-D effects of cavitating flow, with a partial cavity, are studied in the case of a $4^\circ$ divergent angle venturi. Two configurations, with sidewalls and with periodic side boundaries, are computed for an identical physical time. Time-averaged data and dynamic analysis highlight flow structure differences, in particular in the cavitation pocket and re-entrant-jet shapes. Nonetheless, anidentic Strouhal number of 1.09 linked to flow fluctuations is extracted in both cases. The SPOD analysis provides details about this phenomenon. A dominant mode at this Strouhal number is captured for both cases. For the simulation with sidewalls, it represents a spanwise oscillation of the flow observed through the cavitation pocket and re-entrant jet oscillation. It is noticed that the cavity and the re-entrant jet oscillations are in opposition of phase. Moreover, the flow bypassing the cavitation pocket accelerates and follows the pocket oscillation. Thus, the cavitation pocket acts as a dynamic obstacle. For the case with periodic spanwise boundaries, the dominant SPOD mode is energetically close to the second one at the same Strouhal number. Both show similar dynamics but with an opposite spanwise motion. These two modes could represent a flow bifurcation concerning spanwise fluctuations and are ideally equiprobable. Finally, the analysis of both cases involves that 3-D effects, non-related to the presence of sidewalls, appear in this cavitating flow configuration. The results also suggest that the phenomenon is linked to two characteristic variables of the flow: the cavity length and the maximum of the time-averaged re-entrant jet velocity at midspan. The link between the extracted Strouhal number and the two characteristic variables could be investigated. Other flow configurations presenting distinct cavity length could be used to attest the robustness of this conclusion.
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Appendix A: Modified third order Jameson-Schmidt-Turkel scheme

For stiff problems like sheet cavitation modeled with a 1-fluid method, centered schemes with artificial dissipation has been selected. The Jameson-Schmidt-Turkel (JST) scheme is a second-order scheme proposed by Jameson et al. (1981)\textsuperscript{67}. It is composed of a second-order centered scheme and a dissipation term:

\[
F_{c_{i+\frac{1}{2},j}} = \frac{1}{2}(F_{c_{i+1,j}} + F_{c_{i,j}}) - D_{i+\frac{1}{2},j}(w_{i+1,j} - w_{i,j}). \tag{A1}
\]

In this 2-D example, the flux is computed on the interface \(i + \frac{1}{2}\) in the x direction. The term \(D_{i+1/2,j}\) represents the dissipation separated in two parts. The first part is a second-order dissipation based on a pressure sensor \(\eta_i\) and the second part is a four-order dissipation. It can be written, for the current example, as:

\[
D_{i+1/2,j}(w_{i+1,j} - w_{i,j}) = \varepsilon_{i+1/2,j}^{(2)}\rho(A_{i+1/2,j})(w_{i+1,j} - w_{i,j})
- \varepsilon_{i+1/2,j}^{(4)}\rho(A_{i+1/2,j})(w_{i+2,j} - 3w_{i+1,j} + 3w_{i,j} - w_{i-1,j}), \tag{A2}
\]

with \(\rho(A_{i+1/2,j})\) the spectral radius of the jacobian matrix \(A\). The term \(\varepsilon_{i+1/2,j}^{(2)}\) is defined with a parameter \(k^{(2)} \in [0, 1]\) and the pressure sensor \(\eta_i\):

\[
\varepsilon_{i+1/2,j}^{(2)} = k^{(2)} \max[\eta_i; \eta_{i+1}], \\
\eta_i = \frac{|\rho_{i+1} - 2\rho_i + \rho_{i-1}|}{\rho_{i+1} + 2\rho_i + \rho_{i-1}}.
\]

This sensor allows triggering the second-order dissipation only around high pressure gradients. The term \(\varepsilon_{i+1/2,j}^{(4)}\) is defined with a parameter \(k^{(4)} \in [0.008, 0.064]\) and allows to damp small oscillation far from shocks:

\[
\varepsilon_{i+1/2,j}^{(4)} = \max\left[0, k^{(4)} - \varepsilon_{i+1/2,j}^{(2)}\right]
\]

Nevertheless, in the 1-fluid flow, high density gradients appear along with the interface between liquid and vapor. To prevent computational problems, a third term is added to the dissipation with the same formula that the \(\varepsilon_{i+1/2,j}^{(2)}\) but with another sensor \(\eta_i^{(f)}\) based on the density:

\[
\eta_i^{(f)} = \frac{|\rho_{i+1} - 2\rho_i + \rho_{i-1}|}{\rho_{i+1} + 2\rho_i + \rho_{i-1}}. \tag{A3}
\]
Hence, the dissipation term $\varepsilon^{(2)}_{i+1/2,j}$ could be written as a sum of a dissipation around shocks and another around interface with their own constant $k^{(2)}$ and $k^{(2)}_f$:

$$\varepsilon^{(2)}_{i+1/2,j} = \varepsilon^{(2)}_{i+1/2,j}^{\text{shock}} + \varepsilon^{(2)}_{i+1/2,j}^{\text{interface}}.$$

Finally, the second-order centered scheme could be updated to a fourth-order one:

$$F_{c_{i+1/2,j}} = \frac{1}{12} (-F_{c_{i+2,j}} + 7F_{c_{i+1,j}} + 7F_{c_{i,j}} - F_{c_{i-1,j}}). \quad (A4)$$

The global numerical scheme (centered part plus dissipation) is, therefore, a third-order one.
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