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Abstract—In MR fingerprinting (MRF) reconstruction, measured data is pattern-matched to simulated signals to extract quantitative tissue parameters. A critical drawback to this approach is the exponentially increasing compute time for mapping of multiple parameters. Previously, a deep learning (DL) reconstruction method called DRONE was introduced to overcome this constraint by mapping the magnitude time-series signal to the underlying tissue parameters. However, the accuracy of this approach is dependent on subjective assessment of signal intensity changes in the images. While techniques for mapping tissue parameters have long existed [3], [4], the required scan time was historically prohibitive for routine clinical use.

MR fingerprinting (MRF) is a recent technique [5] that enables rapid quantitative mapping of multiple tissue parameters simultaneously. The tissue maps are obtained by dynamically varying the acquisition parameters to induce a differential signal evolution for different tissue types. The MRF framework is flexible and allows multiple pulse sequences and k-space sampling schemes to be used [6], [7]. MRF was originally proposed using heavily undersampled time frames, which requires many time frames for robust parametric mapping. The ability of echo planar imaging (EPI) to traverse k-space in a single shot offers a powerful alternative that is less susceptible to undersampling artifacts and thus requires fewer time frames [8]–[11].

To generate tissue parameter maps, the measured signal is pattern-matched to a pre-computed dictionary of simulated signal magnetizations. Because the dictionary grows exponentially with the number of parameters, dictionary matching is constrained to a small number of simultaneously estimated parameters, severely limiting the potential of this approach. Previously, a deep learning method named Deep RecOnstruction Network (DRONE) [12] was introduced to overcome this constraint by using a neural network to map the magnitude signal to the underlying tissue parameters. The DRONE network was trained on a simulated sparse dataset, bypassing the limits imposed by the exponentially growing dictionary. Once trained, the DRONE reconstruction was nearly 5000-fold faster and provided continuous-valued tissue parameter maps.

In its original implementation [12], DRONE used a real-valued network and magnitude images to quantify T1 and T2 alone. A drawback of this approach is that relaxometry from magnitude images is susceptible to errors due to, for example, ambiguities in the zero-crossing of the signal or the non-zero noise mean [13]. A simple splitting of the image into real and imaginary components blurs the relationship between the components and can also lead to erroneous results. Some have proposed using complex-valued networks and activation
functions [14] at the cost of increasing complexity in network training. Additionally, complex operations and optimization algorithms are poorly supported by deep learning software frameworks (e.g., PyTorch) thereby requiring the use of custom, application-specific code. Of note, the phase of the MR signal contains useful information and techniques such as quantitative susceptibility mapping (QSM) [15] exploit this to obtain valuable diagnostic data.

This work proposes to combine an optimized MRF-EPI pulse sequence with a simple modification of DRONE to enable reconstruction of complex data using real-valued networks while simultaneously obtaining additional, useful phase maps. By processing the phase maps with a QSM pipeline [16], this also demonstrates the feasibility of obtaining susceptibility data from the same acquisition. Inspired by other phase-sensitive reconstruction methods [17]–[19], the quantification method is called ‘Phase-Sensitive DRONE’ (PS-DRONE). We demonstrate the clinical utility in a healthy human subject and from the same acquisition. By processing the phase maps with a QSM pipeline [16], this also demonstrates the feasibility of obtaining susceptibility data while simultaneously obtaining additional, useful phase maps.

The transverse magnetization can be represented more compactly with a complex representation (i = \(-\sqrt{-1}\))

\[
\begin{align*}
M_x(r) &= M_x(kr) + iM_y(kr) = Me^{ikr} \\
M_y(r) &= M_x(kr) - iM_y(kr) = Me^{-ikr}
\end{align*}
\]

The net magnetization is the sum (integral, in the continuous limit) of all isochromats along the gradient over a volume V. A macroscopic sample will have isochromats with different spatial frequencies which naturally lends itself to a Fourier decomposition:

\[
\begin{align*}
\tilde{F}_+(k) &= \int_V M_+(r)e^{-ikr}d^3r \\
\tilde{F}_-(k) &= \int_V M_-(r)e^{-ikr}d^3r \\
\mathcal{Z}(k) &= \int_V M_z(r)e^{-ikr}d^3r
\end{align*}
\]

Equations (3)-(5) are called the “configuration states” and offer a compact way of representing the state of the net magnetization. In a typical MRI experiment, the magnetization is subject to RF excitation pulses, spin relaxation and gradient dephasing. Given an excitation flip angle \(\alpha\) and RF phase \(\beta\), we define the operator \(T\):

\[
T(\alpha, \beta) = \begin{bmatrix}
\cos \frac{\alpha}{2} & e^{i\beta} \sin^2 \frac{\alpha}{2} & -ie^{i\beta} \sin \alpha \\
e^{-i\beta} \sin^2 \frac{\alpha}{2} & \cos \frac{\alpha}{2} & ie^{-i\beta} \sin \alpha \\
-\frac{i}{2} e^{-i\beta} \sin \alpha & \frac{i}{2} e^{i\beta} \sin \alpha & \cos \alpha
\end{bmatrix}
\]  

Given relaxation parameters T1 and T2 and an equilibrium magnetization \(M_0\), we define the operators \(E, M\):

\[
E(t; T1, T2) = \begin{bmatrix}
e^{-t/T2} & 0 & 0 \\
0 & e^{-t/T2} & 0 \\
0 & 0 & e^{-t/T1}
\end{bmatrix}
\]

\[
M(t; M_0, T1) = \begin{bmatrix}
0 \\
0 \\
M_0(1 - e^{-t/T1})
\end{bmatrix}
\]

Noting that \((\tilde{F}_+)^* = \tilde{F}_-\) and switching to a discrete representation \(F = [\tilde{F}_k, \tilde{F}_k^*, \tilde{Z}_k]^T\), the effect of RF pulses on the configuration states can be modeled by application of the \(T\) operator: \(F(t^+) = T(\alpha, \beta) F(t^-)\) while the effect of spin relaxation can be modeled by the \(E\) and \(M\) operators: \(F(t^+) = E(\tau)F(t^-)\) for \(k \neq 0\) and \(F(t^+) = E(\tau)F(t^-) + M(\tau)\) for \(k = 0\). Finally, gradient dephasing is modeled through a shift operator \(S(\Delta k)\) where \(\Delta k = \gamma \int_{t=0}^{t} G(t')dt'\):

\[
\tilde{F}_k \rightarrow \tilde{F}_{k+\Delta k} \\
\tilde{Z}_k \rightarrow \tilde{Z}_k
\]

The state \(\tilde{F}_0\) represents coherent transverse magnetization giving rise to the MR signal. The population of this state determines the magnitude and phase of the resulting signal.

In MRF, flip angles and repetition times (TR) are both varied in each time frame to induce dynamic changes in the magnetization. Given a set of \(N\) flip angles \(\theta_1, \ldots, \theta_N\), N repetition times \(TR_1, \ldots, TR_N\) and N echo times \(TE_1, \ldots, TE_N\), and assuming an initial inversion pulse, the resulting state can be calculated by successive applications of the operators defined above:
The MRF signal $S_{MRF}$ is the vector of $F_0$ state values calculated at the appropriate TE for each repetition

$$S_{MRF} = [F_0(TE_1), ..., F_0(TE_N)]$$  \hspace{1cm} (12)$$

In MRF dictionary matching, the simulated signal defined by Eq. (12) is compared to the measured signal with the best match providing the desired underlying tissue parameters.

Note that in the sequence defined by Eq. (11) the magnetization is initially inverted by a 180° RF pulse and the RF phase of subsequent excitations is 90° out of phase. This constrains the calculated signal to be purely real (zero phase). In an actual scan, magnetic field inhomogeneities arising from, for instance, the main magnetic field or tissue susceptibility sources cause a further, unknown, dephasing that is not accounted for in this model leading to a mismatch between the measured and simulated signals. To account for the unknown phase, we propose a simple modification to the MRF signal:

$$S_{MRF} = [F_0(TE_1)e^{i\Phi}, ..., F_0(TE_N)e^{i\Phi}]$$  \hspace{1cm} (13)$$

Recovery of the unknown phase term $\Phi$ is accomplished by joint estimation of the phase with the other tissue parameters which yields a zero-phase signal. It should be noted that this model assumes a constant phase accrual at each TE. For static susceptibility sources and a constant TE, this assumption is justified because the magnetization is fully dephased in each time point by the gradient dephasing operator $S$ so there are no contributions to the phase from previous time points.

### III. METHODS

#### A. Pulse sequence

The proposed MRF-EPI pulse sequence is shown in Fig. 1. The sequence consists of an initial adiabatic inversion pulse followed by a series of fat saturation and excitation pulses (Fig.1a). The fat saturation pulses are chemical shift selective and focused on the lipid protons so do not affect the water signal and are hence not considered in the modeling. The flip angle and TR of the n-th RF excitation pulse are set according to the schedule shown in Fig. 1(b) and (c). The schedule was optimized to maximize discrimination between different tissue types.

![Fig.1. The MRF-EPI pulse sequence and acquisition schedule. (a) Pulse sequence diagram. (b) Optimized schedule of RF excitation pulse flip angles. (c) Optimized schedule of TRs. The 50-point schedule was optimized to maximize the discrimination between different tissue types.](image)

#### B. PS-DRONE Quantification

The proposed PS-DRONE method was used to quantify the tissue parameters from the signal acquired with the MRF-EPI pulse sequence. The outline of PS-DRONE is shown in Fig 2. As described in section II, the central idea is that the voxel-wise phase variations in the signal can be jointly estimated with other tissue parameters. Like its predecessor [12], PS-DRONE uses a training dataset of signal magnetizations generated by simulating an MRF acquisition for different tissue parameter values. The tissue parameters include the T1 and T2 relaxation, the transmitter B1-field inhomogeneity as well as the phase term $\Phi$. In the training stage (Fig. 2), the signals calculated with the EPG framework for solving the Bloch equations are multiplied by the complex exponential $\exp(i\Phi)$ (Eqn. 13) to capture the phase variations in the signal. The complex signal is split into real and imaginary components and the components are concatenated to form the input to the network. In the inference stage, the real and imaginary components of the complex measured signal are separated in the same way and concatenated to then be evaluated by the trained network. Because only real-valued quantities are used in training and inference, standard deep learning frameworks and optimization algorithms can be used. The network is trained to estimate the inverse of the signal phase, i.e. the phase that yields a real-valued signal.

#### C. Network Definition and Training

A 4-layer neural network was defined in PyTorch [24]. The network structure included an input, output and two 300-nodes hidden layers. The input layer contained $2N$ (N=50) nodes, corresponding to the real and imaginary components of the $N$-points signal. The output layer contained 4 nodes corresponding to the T1, T2, B1 and $\Phi$ tissue maps. The $B1$ was calculated as a scaling factor of the excitation flip angle. The proton density (PD) of each voxel was calculated as a scaling factor from the reconstructed data using the expression [5]

$$PD = \frac{m^T d}{||d||^2}$$  \hspace{1cm} (14)$$
Here \( m \) is the measured signal and \( d \) is the signal generated by using the tissue parameter values found by the network. The \( \tanh \) activation function was used for the hidden layers with a sigmoid function for the output layer. The network was trained with 80% of a dataset containing 400,000 entries sampled from the tissue parameter ranges using latin hypercube sampling [9] with the remaining 20% used for validation. The following tissue parameter ranges were used: \( T_1 = 1 \) to 4000 ms, \( T_2 = 1 \) to 3000 ms, \( B_1 = 0 \) to 1.5, \( \Phi = \pi \) to 3\( \pi \) rads. A positive range of \( \Phi \) values was chosen to avoid truncation of negative values by the sigmoid activation function in the output layer. Because of the periodicity of the complex exponential, any 2\( \pi \) interval is adequate. The network was trained for 2000 epochs using the ADAM [10] optimizer with an L1 loss with an adaptive learning rate of 0.0001 on an NVIDIA RTX 2080 TI GPU with 11GB of memory. Zero mean Gaussian noise with 1% standard deviation was added to the training data to promote robust learning.

D. Simulations

The effect of the phase \( \Phi \) on the measured signal was simulated for tissues representative of white matter (WM) and gray matter (GM). The WM \( T_1/T_2 \) values were set to 800ms/600ms and the GM values \( T_1/T_2 \) set to 1300ms/80ms [25]. A MRF-EPI acquisition was simulated using the acquisition schedule shown in Fig. 1. Simulations were conducted with the phase set to \( \Phi = \pi \) and \( \Phi = 3\pi/2 \) and the resulting real and imaginary signals were compared to the magnitude signal.

E. MRI

Experiments were conducted on a Signa Premier 3T scanner (GE Healthcare, Waukesha, WI) with a 48-channel head receiver coil. Images were acquired with the MRF-EPI pulse sequence. The acquisition parameters were as follows: partial Fourier factor of \( 6/8 \), parallel imaging acceleration factor \( R = 3 \), echo time=24 ms, acquisition matrix of \( 224 \times 224 \) interpolated to \( 256 \times 256 \), in-plane resolution of 1.1 mm \( \times \) 1.1 mm with a slice thickness of 5 mm. The MRF acquisition schedule consist of 50 time points with variable flip angle and TR, as shown in Figure 1. The scan time was 5.8 seconds per slice for a total scan time of approximately 3 minutes for whole-brain coverage.

F. Phantom Testing

The multicompartment ISMRM NIST phantom [20] was used to assess the quantitative accuracy of the T1 and T2 maps quantified with the proposed method. The phantom was scanned with the optimized MRF-EPI sequence and the T1 and T2 maps quantified with PS-DRONE. Regions-of-interest (ROIs) were drawn around each compartment and the mean and standard deviation (SD) calculated and compared to the reference values. The reference values were calculated using gold-standard inversion-recovery and spin-echo sequences [20]. The correlation and the root-mean-square-error (RMSE) between the estimated and reference values was calculated for each parameter.

G. In Vivo Experiments

1) Quantitative Susceptibility Mapping

The estimated phase maps \( \Phi \) obtained were further processed to demonstrate the feasibility of extracting quantitative susceptibility information. A customized QSM pipeline was used (Fig. 3) suitable for the MRF-derived data obtained with PS-DRONE. First, the wrapped, estimated phase maps were unwrapped using the Python Scikit Image library function phase_unwrap() [26]. Because the network estimates the inverse of the measured phase, the polarity of the unwrapped phase was inverted prior to further processing. Unwrapping errors along phase transition boundaries were removed by application of a 3 \( \times \) 3 median filter. A brain mask was defined by thresholding the PD image followed by image filling and labeling in Matlab (The Mathworks, Natick, MA, USA). Next, the background field was removed using the Laplacian Boundary Value (LBV) method [27] and the susceptibility maps (\( \chi \)) were calculated using the Morphology Enabled Dipole Inversion (MEDI) toolbox [16], [28]–[30]. The MEDI regularization parameter was set to \( \lambda = 1000 \) and the spherical mean value operator set to 5.

2) Healthy Subject

A healthy, 30-year-old female volunteer was recruited and gave informed consent in accordance with the institutional IRB protocol. The subject was scanned with the MRF-EPI pulse sequence and the data reconstructed with PS-DRONE as described above. For comparison, the data was also reconstructed using standard, magnitude-based, DRONE as well as with PS-DRONE but with the range of phases \( \Phi \) set to 0. ROIs were drawn in the WM and GM and the mean and SD of the T1 and T2 values in each region and for each method calculated and compared to values obtained with other methods [31]. The processing time required to generate the tissue maps from the 22-slice volume with the trained neural network was approximately 1 second.

3) Patients with Brain Metastases

A 40-year-old subject with metastatic melanoma was recruited for this study and gave informed consent. The subject was scanned, and the tissue maps reconstructed with PS-
DRONE as above. This patient was previously treated with stereotactic radiosurgery, so some tumors had been irradiated whereas others were untreated. Each lesion was segmented into necrotic, edema and tumor regions by a trained radiation oncologist. A healthy contra-lateral region was also demarcated for comparison. The distribution of the $T_1$, $T_2$ and $\chi$ values in each tumor region was calculated in comparison to those of the healthy values. The statistical significance of the differences in tissue parameter values for each ROI was calculated using a multi-comparison ANOVA test with Tukey HSD [32] with a significance level set at $p=0.05$.

IV. RESULTS

A. Simulations

Differences in the WM and GM signals for two different phase values are shown on a two-sided plot in Fig. 4. Differences in the phase led to measurable changes in the real and imaginary components (Figs. 4a-b, 4d-e) supporting the feasibility of inferring the phase from the measured signal. In contrast, the phase information was lost in the magnitude signal (Figs. 4c, 4f).

B. Phantom Experiments

The mean $T_1$ and $T_2$ values in the phantom reconstructed with PS-DRONE are shown in Fig. 5. Both $T_1$ and $T_2$ were strongly correlated ($R^2=0.99$) with the reference values with a RMSE of 43 ms for $T_1$ (Fig. 5a) and 40 ms for $T_2$ (Fig. 5b). The equation of the best-fit line to the data showed little deviation from linearity for both $T_1$ (2%) and $T_2$ (7%) and minimal bias ($T_1/T_2=3.3ms/11ms$).

C. In Vivo Healthy Subject

The reconstructed tissue parameter maps for the healthy subject are shown in Fig. 6. Reconstructions using the magnitude (Fig. 6a-d) and the complex data without phase estimation (Fig. 6e-h) resulted in significant artifacts or quantification errors, unlike the phase estimated complex reconstruction (Fig. 6i-m). The phase map (Fig. 6m) was shifted to the $[-\pi, \pi]$ range by subtracting $2\pi$ from each voxel to facilitate visualization. The mean $T_1$ and $T_2$ values in WM and GM for each method are listed in Table I.
The distribution of the T1, T2 and χ values in each of the segmented tumor regions are shown in a box and whiskers plot with the median, first and third quartile ranges (Fig. 9). The differences in the tissue parameter values for each pair of segmented tumor regions was statistically significant (p<0.001) except as shown. Also shown are the tissue parameter values for an untreated tumor for comparison. Differences between the parameter values in the irradiated and untreated tumors were statistically significant as well.

I. DISCUSSION

This work proposes to combine an optimized MRF-EPI acquisition, requiring less than 5 minutes, with a phase-sensitive deep learning quantification to obtain PD, T1, T2, B1 and χ maps. PS-DRONE provides accurate T1 and T2 maps (Fig. 5) and susceptibility maps that accurately reflect brain iron distribution (Fig. 7 and Table II).

There are important differences between the optimized MRF-EPI pulse sequence [11, 23] used here and others reported in the literature [8]–[10]. Other approaches utilized a variable TE in addition varying the flip angle and TR in each time-point. The resulting signal was thus sensitive to T2* but not T2. Here, the MRF-EPI pulse sequence used a constant TR, only varying the flip angles and the TR according to an optimized schedule. The signal variations for different tissues thus resulted from stimulated echoes refocused by subsequent RF pulses, effectively yielding a spin-echo-like sequence that was T2 sensitive. This is confirmed by the phantom results (Fig. 5), which showed good agreement between the reference values, obtained with spectroscopic spin-echo measurements, and the estimated values from the optimized MRF-EPI.

Recently, an MRF pulse sequence using quadratic-phase encoding was reported to yield T1, T2 and χ maps [33]. Because it was based on a spiral readout of k-space, scan time was over two times longer than the method proposed here. Additionally, the quantification required relatively large (3.2 GB) dictionaries and an additional refining step in the reconstruction. Finally, B1 variations were not accounted for.

| Reconstruction Type | Magnitude | Complex with Φ=0 | Complex | Reference  |
|---------------------|-----------|-----------------|---------|-----------|
| Tissue              | T1 (ms)   | T2 (ms)         | T1 (ms) | T2 (ms)   | T1 (ms) | T2 (ms) |
| WM                  | 750.2±37.7| 181.1±26.8      | 3994.3±396.7 | 3103.5±489.8 | 737.3±51.0 | 70.2±8.8 | 728±433  | 75±3  |
| GM                  | 1136.0±189.1 | 192.8±26.4      | 3927.2±328.6 | 1928.6±706.5 | 1265.5±225.3 | 75.5±11.4 | 1165±113 | 83±4  |

*aLu et al [31]*

Table I

**COMPARISON OF WM AND GM RELAXATION VALUES FOR DIFFERENT DRONE RECONSTRUCTIONS**

---

Fig. 6. Comparison of different DRONE quantifications. (a-d) Quantitative maps obtained using magnitude-only images resulted in erroneous T2 values. (e-h) Reconstruction using the complex data but without accounting for the variable phase resulted in severe errors and artifacts in all maps. (i-m) Reconstruction using the complex data and inclusion of the phase term Φ yielded anatomically correct maps and T1/T2 values like those obtained with other methods [31]. The areas outlined in blue in (j) indicate the WM and GM ROIs used to compare the values obtained with each reconstruction method.

D. Patient with brain metastases

An example of tissue maps obtained in a 40-year-old male subject with metastatic melanoma is shown in Fig. 8. A subset of the lesions is marked with yellow arrows to illustrate the multifocal nature of brain metastases.
Fig. 7. Tissue maps for a subset of slices from the healthy subject acquisition. The PS-DRONE estimated phase was used to calculate the $\chi$ maps shown. Notable features include elevated susceptibility values in the globus pallidus (yellow arrows) resulting from increased iron deposition in that region.

Fig. 8. Quantitative maps generated with PS-DRONE from a 40-year-old male subject with metastatic melanoma. Some of the multiple lesions in this subject are denoted with yellow arrows. Note the different manifestation of the tumor features in each map.
Fig. 9. Box and whiskers plot of the tissue parameter values in the tumor and contralateral ROIs. Shown are the distribution of the parameter values along with the median, first and third quartile ranges for (a) T1, (b) T2 and (c) χ maps. The significance of the differences between pairs of ROIs for each tissue parameter were calculated with a multi-comparison ANOVA test with Tukey HSD [32]. All pairs were statistically significant ($p=0.001$) except those denoted with corresponding digits above the plots. Note the significant differences between the irradiated and untreated tumors and between the tumor and healthy ROIs.

The use of PS-DRONE resolves many of the challenges inherent to dictionary matching. The network can be trained on a sparse dataset rather than requiring a dense sampling of the parameter space, as in dictionary matching, and the inclusion of additional parameters to the reconstruction is easily accomplished. Reconstruction time (approximately 1 second) is also significantly lower than dictionary matching.

The use of neural networks for multiparametric quantification is becoming increasingly common although most studies to date have used the magnitude signal alone [34]–[36]. At high fields, larger susceptibilities lead to increased phase dispersion and consequent errors in the reconstructed parameter maps if not properly accounted for. By jointly estimating the phase map along with the other parameters, PS-DRONE provides more accurate tissue maps (Fig. 6) while providing additional, clinically valuable maps of the susceptibility (Fig. 7-9).

Metastatic lesions are frequently multifocal [37] which necessitates whole brain imaging. Additionally, lesion presentation, particularly after radiation treatment, is often ambiguous hence requiring multiple and/or specialized scans to accurately characterize the lesion [38] and resulting in long (>1 hour) scan times. The methods proposed here can alleviate this issue by providing rapid multiparametric maps that may offer improved diagnostic power given the statistically significant differences between healthy and diseased tissue, or between treated and untreated lesions as shown in Fig. 9. However, given the large biological variability in tumors, large-scale prospective studies will be required to verify this.

There are several limitations to this work. Although the use of an EPI readout provides short acquisition times, EPI is also subject to well-known susceptibility artifacts that give rise to geometric distortions [39] which can affect the resulting tissue maps as well. This can be mitigated by switching to a multishot acquisition [40] albeit at the cost of increased scan time. Since scan time in our method is short (~3 minutes), and can be made even shorter with the inclusion of simultaneous multi-slice techniques [41], this further extension still has great promise in practical clinical implementation and will be explored in future work. The QSM pipeline used in this work is a for proof-of-concept and was not tailored or optimized for the data used. Indeed, the QSM tools and algorithms (e.g. MEDI) used were originally developed for multi-echo GRE acquisitions and not optimized for the MRF-EPI data acquired. Further optimization of the QSM pipeline will be explored in future studies as well.

### TABLE II

| Brain Structure                  | T1 (ms)        | T2 (ms)        | χ (ppm)          |
|---------------------------------|----------------|----------------|------------------|
| Putamen                         | 1102.67±123.42 | 74.21±11.11    | 0.03±0.03        |
| Globus Pallidus                 | 901.26±111.91  | 71.51±12.60    | 0.09±0.02        |
| Head of caudate nucleus         | 1225.76±118.29| 81.07±10.28    | 0.05±0.01        |
| Genu of corpus callosum         | 746.77±122.25  | 69.31±14.74    | -0.02±0.03       |

### II. CONCLUSION

A novel quantitative MRI framework was introduced to enable reconstruction of complex data using real-valued neural networks and improve the quantitative accuracy of the resulting parametric maps. In combination with an optimized MRF-EPI acquisition, this approach provides whole brain PD, T1, T2, B1 and χ maps in less than 5 minutes, which can facilitate clinical adoption. The maps obtained showed clear differences between healthy and diseased tissues and demonstrate the potential in assisting future clinical decision making.
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