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Abstract

An abelian network is a collection of communicating automata whose state transitions and message passing each satisfy a local commutativity condition. This paper is a continuation of the abelian networks series of Bond and Levine (2016), for which we extend the theory of abelian networks that halt on all inputs to networks that can run forever. A nonhalting abelian network can be realized as a discrete dynamical system in many different ways, depending on the update order. We show that certain features of the dynamics, such as minimal period length, have intrinsic definitions that do not require specifying an update order.

We give an intrinsic definition of the torsion group of a finite irreducible (halting or nonhalting) abelian network, and show that it coincides with the critical group of Bond and Levine (2016) if the network is halting. We show that the torsion group acts freely on the set of invertible recurrent components of the trajectory digraph, and identify when this action is transitive.

This perspective leads to new results even in the classical case of sinkless rotor networks (deterministic analogues of random walks). In Holroyd et. al (2008) it was shown that the recurrent configurations of a sinkless rotor network with just one chip are precisely the unicyles (spanning subgraphs with a unique oriented cycle, with the chip on the cycle). We generalize this result to abelian mobile agent networks with any number of chips. We give formulas for generating series such as

\[ \sum_{n \geq 1} r_n z^n = \det \left( \frac{1}{1 - z} D - A \right) \]

where \( r_n \) is the number of recurrent chip-and-rotor configurations with \( n \) chips; \( D \) is the diagonal matrix of outdegrees, and \( A \) is the adjacency matrix. A consequence is that the sequence \( (r_n)_{n \geq 1} \) completely determines the spectrum of the simple random walk on the network.

Received by the editor March 1, 2022.

2010 Mathematics Subject Classification. 05C25, 20K01, 20M14, 20M35, 37B15, 37E15.

Key words and phrases. abelian distributed processors, abelian mobile agents, atemporal dynamics, burning algorithm, chip-firing, commutative monoid action, confluence, critical group, cycle-rooted spanning forest, exchange lemma, Eulerian walkers, Grothendieck group, injective action, removal lemma, rotor walk, sandpile group.

LL was supported by NSF DMS-1455272 and a Sloan Fellowship.
CHAPTER 1

Introduction

An *abelian network* is a collection of communicating automata that live at the vertices of a graph and communicate via the edges, satisfying certain axioms (spelled out in §3.1).

1.1. Flashback

The previous papers in this series developed the theory of *halting* abelian networks. To set the stage we recall a few highlights of this theory. It is proved in [BL16a] that the output and the final state of a halting abelian network depend only on the input and the initial state (and not on the order in which the automata process their inputs).

In [BL16b] the halting abelian networks are characterized as those whose production matrix has Perron-Frobenius eigenvalue $\lambda < 1$. In [BL16c] the behavior of a halting network on sufficiently large inputs is expressed in terms of a free and transitive action of the finite abelian group

\begin{equation}
G := \mathbb{Z}^A / (I - P)K,
\end{equation}

where $A$ is the total alphabet, $I$ is the $A \times A$ identity matrix, $P$ is the production matrix, and $K$ is the total kernel of the network (all defined in Chapter 3). This group generalizes the sandpile group of a finite graph [Lor89, Dha90, Big99].

1.2. Atemporal dynamics

The protagonists of this paper are the *nonhalting* abelian networks, which come in two flavors: *critical* ($\lambda = 1$) and *supercritical* ($\lambda > 1$). In either case, there is some input that will cause the network to run forever without halting. Curiously, the quotient group (1.1) is still well-defined for such a network. In what sense does this group describe the behavior of the abelian network?

To make this question more precise, we should say what we mean by “behavior” of a nonhalting abelian network. A usual approach would fix an update rule, such as one of the following.

- Parallel update: All automata update simultaneously at each discrete time step.
- Sequential update: The automata update one by one in a fixed periodic order.
- Asynchronous update: Each automaton updates at the arrival times of its own independent Poisson process.

Instead, in this paper we take the view that an abelian network is a discrete dynamical system *without a choice of time parametrization*: The trajectory of the system is not a single path but an infinite directed graph encompassing all possible time...
1. INTRODUCTION

Figure 1.1. A plot of the firing rate of parallel chip-firing on the discrete torus \( \mathbb{Z}_n \times \mathbb{Z}_n \) for \( n = 32 \). Each point \((x, y)\) represents a random chip configuration with \( xn^2 \) chips placed independently with the uniform distribution on the \( n^2 \) vertices, and eventual firing rate \( y \).

parameterizations. An update rule assigns to each starting configuration a directed path in this trajectory digraph. The study of the digraph as a whole might be called atemporal dynamics: dynamics without time. An example of a theorem of atemporal dynamics is Theorem 1.1, which identifies a set of weak connected components of the trajectory digraph on which the torsion subgroup of \( G \) acts freely.

When time is unspecified, what remains of dynamics? Some of the most fundamental dynamical questions are atemporal: Does this computation halt? Is this configuration reachable from that one? Are there periodic trajectories, and of what lengths?

1.3. Relating atemporal dynamics to traditional dynamics

A concrete example is the discrete time dynamical system known as parallel update chip-firing on a finite connected undirected graph \( G = (V, E) \). The state of the system is a chip configuration \( x : V \rightarrow \mathbb{Z} \), and the time evolution is described by

\[
x_{t+1}(v) = x_t(v) - d_v 1\{x_t(v) \geq d_v\} + \sum_{u \sim v} 1\{x_t(u) \geq d_u\},
\]

where the sum is over the \( d_v \) neighbors \( u \) of vertex \( v \). In words, at each discrete time step, each vertex \( v \) with at least as many chips as neighbors simultaneously fires by sending one chip to each of its neighbors.

For parallel update chip-firing on discrete torus graphs \( \mathbb{Z}_n \times \mathbb{Z}_n \), Bagnolli et al. [BCFV03] plotted the average firing rate as a function of the total number of chips (placed independently at random to form the initial configuration \( x_0 \)). They discovered a mode-locking effect: Instead of increasing gradually, the firing rate remains constant over long intervals between which it increases sharply (Figure 1.1). The firing rate “likes” to be a simple rational number. This mode-locking has been proved in a special case, when \( G \) is a complete graph, by relating it to one of the canonical mode-locking systems, rotation number of a circle map [Lev11].
1.4. Computational Questions

Since $\sum_v x_v(t)$ (the total number of chips) is conserved, only finitely many chip configurations are reachable from a given $x_0$, and the sequence $(x_t)_{t \geq 0}$ is eventually periodic. In practice one very often observes short periods. Exponentially long periods are possible on some graphs $[\text{KNTG94}]$, but not on trees $[\text{BG92}]$, cycles $[\text{Dal06}]$, complete bipartite $[\text{Jia10}]$ or complete graphs $[\text{Lev11}]$.

Periodic parallel chip-firing sequences are “nonclumpy”: if some vertex fires twice in a row, then every vertex fires at least once in any two consecutive time steps $[\text{JSZ15}]$.

Are mode-locking, short periods, and nonclumpiness inherent in the abelian network; or are they artifacts of the parallel update rule? In this paper we find atemporal vestiges of some of these phenomena. For example, despite its definition involving parallel update, the firing rate is constant on components of the trajectory digraph (Proposition 6.6).

Abelian networks have the confluence property: any two legal executions are joinable. The Exchange Lemma 4.4 says that any two legal executions are joinable in the minimum possible number of steps. In the case of a critical network, we show that the number of additional steps needed is upper bounded by a constant that does not depend on the executions (Theorem 6.9).

1.4. Computational questions

Goles and Margenstern $[\text{GM97}]$ showed that parallel update chip-firing on a suitably constructed infinite graph is capable of universal computation. The choice of parallel update is essential for the circuits in $[\text{GM97}]$, which rely on the relative timing of signals along pairs of wires. Using the circuit designs of Moore and Nilsson $[\text{MN02}]$, Cairns $[\text{Cai15}]$ proved that regardless of the time parameterization, chip-firing on the cubic lattice $\mathbb{Z}^3$ can emulate a Turing machine. Hence, even atemporal questions about chip-firing can be algorithmically undecidable. An example of such a question is: Given a triply periodic configuration of chips on $\mathbb{Z}^3$ plus finitely many additional chips, will the origin fire infinitely often?

What kinds of computation can be performed in a finite abelian network? In the atemporal viewpoint, a halting abelian network with $k$ input wires and one output wire computes a function $f: \mathbb{N}^k \to \mathbb{N}$: If $x_i$ chips are sent along the $i$th input wire for each $i = 1, \ldots, k$, then regardless of the order in which the input chips arrive, exactly $f(x_1, \ldots, x_k)$ chips arrive at the end of the output wire. Holroyd, Levine and Winkler $[\text{HLW15}]$ classify the functions $f$ computable by a finite network of finite abelian processors: these are precisely the increasing functions of the form

$$f = L + P,$$

where $L$ is a linear function with rational coefficients, and $P$ is an eventually periodic function. Any such function can be computed by a finite halting abelian network of certain simple gates. An example that shows all gate types is

$$f(x, y, z) = \max(0, x - 1) + \min(1, y) + \left\lfloor \frac{x + \left\lfloor \frac{2z}{3} \right\rfloor}{4} \right\rfloor.$$

The next subsections survey a few highlights of the paper. We have sacrificed some generality in order to state them with a minimum of notation. The abelian network $\mathbb{N}$ in our main results is assumed to be finite and locally irreducible. We also assume that $\mathbb{N}$ is strongly connected for the latter half of the paper (Chapter 5-7).
1.5. The torsion group of a nonhalting abelian network

We are going to associate a finite abelian group $\text{Tor}(N)$ to any finite, irreducible abelian network $N$. In the case $N$ is halting, $\text{Tor}(N)$ coincides with the critical group of \[BL16c\], which acts freely and transitively on the recurrent states of $N$.

What does $\text{Tor}(N)$ act on in the nonhalting case? Here it is more natural to work with weak connected components of the trajectory digraph. Sending input to $N$ can shift it between components, and these shifts are quantified by the shift monoid $M(N)$. The torsion group arises from the action of $M(N)$ on the invertible recurrent components of the trajectory digraph. These are components that contain either a cycle or an infinite path, and such that the inverse action of $M(N)$ on these components is well defined (see Definitions 4.8 and 4.19 for details).

Now we can answer our motivating question about the dynamical significance of the group $G$ defined in (1.1).

**Theorem 1.1.** $G$ is isomorphic to the Grothendieck group of the shift monoid $M(N)$, and the torsion part of $G$ acts freely on the invertible recurrent components of the trajectory digraph.

Theorem 1.1 is proved in §4.3 as a corollary of Theorem 4.21. In the case that $N$ is halting, the invertible recurrent components are in bijection with recurrent states, and this bijection preserves the group action (Theorem 4.28).

1.6. Critical networks

The critical networks (those with Perron-Frobenius eigenvalue $\lambda = 1$) are particularly interesting. They include sinkless chip-firing, rotor-routing, and their respective generalizations, arithmetical networks and agent networks (Figure 3.1).

A critical network has a conserved quantity which we call level; for example, the level of a chip-firing configuration is the total number of chips. We define the capacity of a critical network as the maximum level of a configuration that halts. A problem mentioned in \[BL16c\] is to find algebraic invariants that can distinguish between “homotopic” networks (those with the same production matrix $P$ and total kernel $K$). Capacity is such an invariant: Rotor and chip-firing networks on the same graph have the same $P$ and $K$, but different capacities.

A halting network has recurrent states, and so far we have generalized this notion to recurrent components of the trajectory digraph. Can we choose a representative configuration in each component? In the halting case, yes: each recurrent component contains a unique configuration of the form $0.q$ where $q$ is a recurrent state. In a general nonhalting network it is not clear how to define recurrent configurations $x.q$. But we are able to define them in the critical case, and show that the recurrent components are precisely the components that contain a recurrent configuration. We then prove a recurrence test, Theorem 5.6, for configurations in a critical network, analogous to Dhar’s burning test for states \[Dha90\] (and Speer’s extension of it to directed graphs, \[Spe93\], further extended to halting networks in \[BL16c\]). This answers another problem posed at the end of \[BL16c\].

Our second main result for critical networks is a combinatorial description for the orbits of the action of the torsion group.
1.7. Example: Rotor networks and abelian mobile agents

Theorem 1.2. Let \( N \) be a critical network. Then for all but finitely many positive \( m \) the action of the torsion group on the recurrent components of level \( m \)

\[
\text{Tor}(N) \times \overline{\text{Rec}}(N, m) \to \overline{\text{Rec}}(N, m),
\]

is free and transitive.

Theorem 1.2 is proved in §5.4 as a corollary of Theorem 5.25. The exceptional values of \( m \) are those for which there exists a halting configuration of level \( m \).

1.7. Example: Rotor networks and abelian mobile agents

The critical networks of zero capacity (i.e., those that run forever on any positive input) are precisely the “abelian mobile agents” defined in \([BL16a]\) (see Lemma 7.8).

In particular these include the sinkless rotor networks, whose defining property is that each vertex serves its neighbors in a fixed periodic order. The walk performed by a single chip input to a sinkless rotor network has variously been called ant walk \([WLB96]\), Eulerian walk \([PDDK96]\), rotor walk \([HP10]\), quasirandom rumor spreading \([DF11]\), and “deterministic random walk” \([CDST07]\).

Let \( G = (V,E) \) be a finite, strongly connected directed graph with multiple edges permitted. For each vertex \( v \), fix a cyclic permutation \( t_v \) of the outgoing edges from \( v \). The role of \( t_v \) is to specify the order in which \( v \) serves its neighbors.

A chip-and-rotor configuration is a pair \( x,\rho \), where \( x : V \to \mathbb{Z} \) indicates the number of chips at each vertex, and \( \rho : V \to E \) assigns an outgoing edge to each vertex. The legal moves in a sinkless rotor network are as follows: For a vertex \( v \) such that \( x(v) \geq 1 \), replace \( \rho(v) \) by \( \rho'(v) := t_v(\rho(v)) \), and then transfer one chip from \( v \) to the other endpoint of \( \rho'(v) \).

A cycle of \( \rho \) is a minimal nonempty set of vertices \( C \subset V \) such that \( \rho(v) \in C \) for all \( v \in C \). Tóthmérész \([T18, Theorem 2.4]\) proved the following test for recurrence; the special case when \( x \) has just one chip goes back to \([HLM+08, Theorem 3.8]\).

Theorem 1.3 (Cycle test for recurrence in a sinkless rotor network, \([T18]\)). A chip-and-rotor configuration \( x,\rho \) is recurrent if and only if \( x \in \mathbb{N}^V \) and \( \sum_{v \in C} x(v) \geq 1 \) for every cycle \( C \) of \( \rho \).

For the general statement when \( G \) is not strongly connected, see \([T18, Theorem 2.4]\). In §7.1 we present a new proof of Theorem 1.3 that extends to all abelian mobile agent networks (see Theorem 7.4 for details).

Using the cycle test, it becomes a problem of pure combinatorics to enumerate the recurrent chip-and-rotor configurations. Their generating function has a determinantal form resembling the matrix-tree theorem.

Theorem 1.4. For \( n \geq 1 \), let \( r_n \) be the number of recurrent chip-and-rotor configurations with exactly \( n \) chips on a finite, strongly connected digraph \( G \). Then we have the following identity (in \( \mathbb{C} \) for \( |z| < 1 \), and also in the ring of formal power series \( \mathbb{Z}[[z]] \)):

\[
\sum_{n \geq 1} r_n z^n = \text{det} \left( \frac{D}{1-z} - A \right),
\]

where \( D \) is the diagonal matrix of outdegrees, and \( A \) is the adjacency matrix of \( G \).
In particular, it follows from Theorem 1.4 that the sequence \((r_n)_{n \geq 1}\) determines
the characteristic polynomial of the Markov transition matrix \((AD^{-1})^\top\) for random
walk on \(G\). A multivariate version (in \(#V + #E\) variables) of Theorem 1.4 is given
in Theorem 7.11.

1.8. Proof ideas

A basic tool underlying many of our results is the Removal Lemma 4.2, which
extends both the exchange lemma of Björner, Lovász, and Shor [BLS91] and the
least action principle [FLP10, BL16a]. It implies that if \(m\) is the minimal length
of a periodic path in the trajectory digraph of a (finite, irreducible) critical abelian
network, then any periodic path can be shortened to a periodic path of length \(m\),
and any two periodic paths of length \(m\) have the same multiset of edge labels.
One could view this fact as an atemporal version of the short period phenomenon
described in §1.2.

The proof of Theorem 1.3 uses an idea of [Lev15, Cha18] relating the chip-
firing with sinks to its sinkless counterpart. One motivation for the present paper is to see how far this technique can be generalized. To that end, we introduce thief
networks, which are halting networks constructed from a given critical network. We
show that the recurrent configurations of an agent network can be determined from
the recurrent states of its thief networks, and vice versa (Lemma 7.12).

The rest of the paper is organized as follows: In Chapter 2 we discuss the
relevant commutative monoid theory that used to construct the torsion group. In
Chapter 3 we review the theory of halting abelian networks from [BL16a, BL16b,
BL16c]. In Chapter 4, Chapter 5, Chapter 6, and Chapter 7 we prove the theorems
in §1.5, §1.6, §1.3 and §1.7, respectively.

1.9. Summary of notation

\(M\) a commutative monoid
\(\mathcal{K}\) the Grothendieck group of \(M\)
\(\tau(\mathcal{K})\) the torsion subgroup of \(\mathcal{K}\)
\(X^\times\) the set of \(\tau(\mathcal{K})\)-invertible elements of \(X\) (Def. 2.2)
\(\mathcal{F}\) a finite commutative monoid
\(e\) the minimal idempotent of \(\mathcal{F}\) (Def. 2.6)
\(G = (V,E)\) a directed graph
\(A_G\) the adjacency matrix of \(G\)
\(D_G\) the outdegree matrix of \(G\)
\(P_v\) the processor at vertex \(v\) (§3.1)
\(A_v\) the input alphabet of \(P_v\) (§3.1)
\(Q_v\) the state space of \(P_v\) (§3.1)
\(N\) an abelian network (§3.1)
\(A\) the total alphabet of \(N\) (§3.1)
\(Q\) the total state space of \(N\) (§3.1)
\(A^*\) the free monoid on \(A\)
\(\mathbb{N}\) the set \(\{0, 1, 2, \ldots\\}\) of nonnegative integers
\(\mathbf{0}\) the vector in \(\mathbb{Z}^A\) with all entries equal to 0
\(\mathbf{1}\) the vector in \(\mathbb{Z}^A\) with all entries equal to 1
\(m, n\) vectors in \(\mathbb{N}^A\)
\(x, y, z\)  
\(x^+, x^-\)  
\(w\)  
\(|w|\)  
\(T_v\)  
\(T_{(v,u)}\)  
\(t_w(q)\)  
\(M_w(q)\)  
\(p, q\)  
\(x, q\)  
\(\pi_w(x,q)\)  
\(x.q \rightarrow x'.q'\)  
\(x.q \rightarrow x'.q'\)  
\(\langle x, q \rangle\)  
\(\text{supp}(x)\)  
\(w \setminus n\)  
\(x.q \rightarrow x'.q'\)  
\(x.q \rightarrow x'.q'\)  
\(\overline{\text{Rec}}(N)\)  
\(N(N)\)  
\(\mathcal{K}(N)\)  
\(\text{Tor}(N)\)  
\(\text{Rec}(N)^\times\)  
\(\delta\)  
\(\mathcal{F}(\delta)\)  
\(r\)  
\(N_R\)  
\(1_R\)  
\(x_R\)  
\(s\)  
\(\text{cap}\)  
\(\text{lvl}\)  
\(\text{Rec}(N, m)\)  
\(\text{Stop}(N)\)  
\(\mathbb{Z}_A^\times\)  
\(\varrho_q\)  
\(M_R\)  
\(\text{Rec}(N, n)\)  
\(\text{Rec}(N, m)\)

vectors in \(\mathbb{Z}^A\)  
the positive and negative part of \(x \in \mathbb{Z}^A\)  
a word in the alphabet \(A\)  
the vector in \(\mathbb{N}^A\) counting the number of each letter in \(w\)  
the transition function of vertex \(v\) (§3.1)  
the message passing function of edge \((v,u)\) (§3.1)  
the state after \(N\) in state \(q\) processes \(w\) (§3.1)  
the message passing vector of \(w\) and \(q\) (§3.1)  
a configuration of \(N\) (§3.1)  
the configuration \((x + M_w(q) - |w|)t_w(q)\)  
\(w\) is an execution from \(x.q\) to \(x'.q'\) (§3.2)  
\(w\) is a legal execution from \(x.q\) to \(x'.q'\) (§3.2)  
there exists an execution from \(x.q\) to \(x'.q'\)  
there exists a legal execution from \(x.q\) to \(x'.q'\)  
locally recurrent states of \(N\) (§3.3)  
the total kernel of \(N\) (Def. 3.8)  
the production matrix of \(N\) (Def. 3.8)  
the spectral radius of \(P\)  
the set \(\{a \in A \mid x(a) \neq 0\}\)  
the removal of \(n\) from \(w\) (§4.1)  
\(x.q \rightarrow x'.q'\) are quasi-legally related (Def. 4.6)  
\(x.q\) and \(x'.q'\) are legally related (Def. 4.6)  
the equivalence class for \(\rightarrow\) that contains \(x.q\)  
the set of recurrent components of \(N\) (Def. 4.8)  
the shift monoid of \(N\) (Def. 4.17)  
the Grothendieck group of \(N\) (§4.3)  
the torsion group of \(N\) (Def. 4.18)  
the set of invertible recurrent components of \(N\) (Def. 4.19)  
a subcritical abelian network  
the global monoid of \(\delta\) (§4.4)  
the period vector of \(N\) (Def. 5.1)  
the thief network on \(N\) restricted to \(R \subseteq A\) (§5.2)  
the indicator vector for \(R \subseteq A\) in \(\mathbb{Z}^A\)  
the vector in \(\mathbb{Z}^A\) given by \(x_R(\cdot) := 1_R(\cdot)x(\cdot)\)  
the exchange rate vector of \(N\) (Def. 5.13)  
the capacity of an object (Def. 5.14)  
the level of an object (Def. 5.17)  
the set of recurrent components with level \(m\)  
the set of stoppable levels of \(N\) (Def. 5.21)  
the set \(\{z \in \mathbb{Z}^A \mid s^Tz = 0\}\)  
the rotor digraph of \(q\) (Def. 7.1)  
the \(A \times A\) matrix \((1_R(a)M(a,a'))_{a,a' \in A}\)  
the set of recurrent configurations with input \(n\)  
the set of recurrent configurations with level \(m\)
CHAPTER 2

Commutative Monoid Actions

In this chapter we review some commutative monoid theory that will be used in Chapter 4 to construct the torsion group of an abelian network. Parts of this material are covered in greater generality in [Gri01, Lan02, Gri07, Ste10].

2.1. Injective actions and Grothendieck group

Let $M$ be a commutative monoid, i.e., a set equipped with an associative and commutative operation $(m, n) \mapsto mn$ with an identity element $\epsilon \in M$ satisfying $\epsilon m = m$ for all $m \in M$.

The Grothendieck group $K$ of $M$ is $(M \times M) / \sim$, where $(m_1, m_1') \sim (m_2, m_2')$ if there is $m \in M$ such that $mm_1m_2' = mm_1'm_2$. The multiplication of $K$ is defined coordinate-wise. The set $K$ is an abelian group under this operation.

The Grothendieck group satisfies the universal enveloping property: If $f : M \to H$ is a monoid homomorphism into an abelian group $H$, then there exists a unique group homomorphism $f^* : K \to H$ such that the following diagram commutes:

\[ M \xrightarrow{f} H \xrightarrow{f^*} K \]

where $\iota : M \to K$ is the map $m \mapsto (m, \epsilon)$.

An action of a monoid $M$ on a set $X$ is an operation $(m, x) \mapsto mx$ such that $\epsilon x = x$ and $m(mx) = (mm')x$ for all $x \in X$ and $m, m' \in M$.

**Definition 2.1 (Injective action).** Let $M$ be a commutative monoid. An action of $M$ on $X$ is injective if, for all $x, x' \in X$ and all $m \in M$, we have that $mx = mx'$ implies $x = x'$.

**Definition 2.2 (Invertible element).** Let $M$ be a commutative monoid that acts on $X$. Let $H$ be a subgroup of the Grothendieck group $K$ of $M$. An element $x \in X$ is $H$-invertible if, for any $g \in H$, there exists $x_g \in X$ such that $mx = m'x_g$,

for any representative $(m, m')$ of $g$. We denote by $X_H$ the set of $H$-invertible elements of $X$.

For any subgroup $H$ of $K$, we define the group action of $H$ on $X_H$ by

\[ H \times X_H \to X_H \]

$(g, x) \mapsto x_g$.

where $x_g$ is as in Definition 2.2. In the next lemma we show that this is a well-defined group action if $M$ acts injectively on $X$. 
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Lemma 2.3. Let $M$ be a commutative monoid that acts injectively on $X$, and let $H$ be a subgroup of the Grothendieck group $K$ of $M$. For any $g \in H$ and any $H$-invertible element $x$,

(i) The corresponding element $x_g$ is unique.
(ii) The element $x_g$ is $H$-invertible.
(iii) For any $h \in H$, we have $h(gx) = (hg)x$.

Proof. (i) Let $(m, m')$ be a representative of $g$ and let $x_1, x_2 \in X_H$ be such that $mx = m'x_1$ and $mx = m'x_2$. This implies that $m'x_1 = mx = m'x_2$. Since $M$ acts injectively on $X$, this implies that $x_1 = x_2$. This completes the proof.

(ii) Let $h$ be an arbitrary element of $H$ and $(n, n')$ an arbitrary representative of $h$. Let $x_{hg}$ be an element of $X$ such that $nmx = n'm'x_{hg}$. Note that $x_{hg}$ exists because $x$ is $H$-invertible and $hg = (nm, n'm') \in H$. Then

$$m'n'x_{hg} = n'm'x_{hg} = nmx = nm'x_g = m'nx_g.$$ 

Since $M$ acts injectively on $X$, the equation above implies that $n'x_{hg} = nx_g$. Since the choice of $h$ and $(n, n')$ are arbitrary, the claim now follows.

(iii) Let $(n, n') \in h$ and $x_{hg} \in X$ be such that $nmx = n'm'x_{hg}$. It suffices to show that $x_{hg}$ satisfies $nx_g = n'x_{hg}$, and note that this has been done in the proof of part (ii).

The action of $M$ on $X$ is free if, for any $x \in X$ and $m, m' \in M$, we have $mx = m'x$ implies that $m = m'$.

Lemma 2.4. Let $M$ be a commutative monoid that acts injectively on $X$, and let $H$ be a subgroup of the Grothendieck group $K$ of $M$.

(i) If $M$ acts freely on $X$, then $H$ acts freely on $X_H$.
(ii) If $H$ is finite and $X$ is nonempty, then $X_H$ is nonempty.

Proof. (i) Suppose that $(m_1, m'_1), (m_2, m'_2) \in H$ and $x \in X_H$ are such that $(m_1, m'_1)x = (m_2, m'_2)x$. Then

$$m_1m'_2x = m'_1m_2x \quad \text{(by Definition 2.2)}$$

$$\implies m_1m'_2 = m'_1m_2 \quad \text{(because $M$ acts freely on $X$)}$$

$$\implies (m_1, m'_1) = (m_2, m'_2) \quad \text{(by the definition of Grothendieck group).}$$

This proves the claim.

(ii) Let $g_1, \ldots, g_k$ be an enumeration of the elements of $H$. For each $i \in \{1, \ldots, k\}$, choose a representative $(m_i, m'_i)$ of $g_i$, and write $m_H := m'_1 \cdots m'_k$. Since $X$ is nonempty, the set $m_H X$ is also nonempty. Hence it suffices to show that $m_H X \subseteq X_H$.

For any $i \in \{1, \ldots, k\}$ and any $x \in X$, write $x_i := m_i m'_i \cdots m'_k x$. Then

$$(2.1) \quad m_i m_H x = m_i m'_i \cdots m'_k x = m'_i m_j m'_i \cdots m'_k x = m'_i x_i,$$

by the commutativity of the monoid.

Let $i$ be an arbitrary element of $\{1, \ldots, k\}$, and let $(n_i, n'_i)$ be an arbitrary representative of $g_i$. Since $(m_i, m'_i)$ and $(n_i, n'_i)$ are contained in $g_i$, there exists
Since the choice of \( i \) that \( m_i \) generated abelian groups. We denote by \( X \) freely and injectively on a nonempty set \( m \) such that \( X \) is finite.

The monoid \( M \) is a finite group if it can be written as a product of finitely many elements in \( M \). Note that \( \tau(X) \) is a finite group if \( M \) is finitely generated by the fundamental theorem of finitely generated abelian groups. We denote by \( X^\times \) the set of \( \tau(X) \)-invertible elements of \( X \).

The following proposition is a corollary of Lemma 2.4.

**PROPOSITION 2.5.** Let \( M \) be a finitely generated commutative monoid that acts freely and injectively on a nonempty set \( X \). Then \( X^\times \) is a nonempty set; and \( \tau(X) \) is a finite abelian group that acts freely on \( X^\times \). □

**2.2. The case of finite commutative monoids**

Here we refine the results of the previous section to the case when the monoid is finite.

Let \( F \) be a finite commutative monoid that acts on a set \( Y \).

**DEFINITION 2.6 (MINIMAL IDEMPOTENT).** The minimal idempotent of a finite commutative monoid \( F \) is

\[
e := \prod_{f \in F, \text{ff} = f} f. \tag{\dagger}
\]

The action of \( F \) on \( Y \) is irreducible if for any \( y, y' \in Y \) there exist \( m, m' \in F \) such that \( my = m'y' \).

**LEMMA 2.7 ([BL16b, Lemma 2.2, Lemma 2.3, Lemma 2.4]).** Let \( F \) be a finite commutative monoid that acts on \( Y \), and let \( e \) be the minimal idempotent of \( F \).

(i) The set \( eF \) is a finite abelian group with identity element \( e \).

(ii) If the action of \( F \) on \( Y \) is irreducible and \( y \in eY \), then for any \( y' \in Y \) there exists \( m' \in F \) such that \( m'y' = y \).

(iii) For every \( m \in F \), the map defined by \( y \mapsto my \) is a bijection from \( eY \) to \( eY \). □

Let \( X := eY \), and let \( \eta : F \to \text{End}(X) \) be the (monoid) homomorphism induced by the action of \( F \) on \( X \). We denote by \( \hat{M} \) the image of \( F \) under the map \( \eta \). Just like in §2.1, we denote by \( K \) the Grothendieck group of \( M \), and by \( X^\times \) the set of \( \tau(K) \)-invertible elements of \( X \).

The action of \( F \) on \( Y \) is faithful if there do not exist distinct \( m, m' \in F \) such that \( my = m'y \) for all \( y \in Y \). A set \( Y' \subseteq Y \) is closed under the action of \( F \) if \( mY' \subseteq Y' \) for all \( m \in F \).
Proposition 2.8. Let $\mathcal{F}$ be a finite commutative monoid that acts faithfully and irreducibly on a nonempty set $Y$, and let $X := eY$. Then

(i) $X$ is the unique nonempty closed subset of $Y$ on which $\mathcal{F}$ acts injectively.
(ii) The group $e\mathcal{F}$ is isomorphic to $\tau(\mathcal{K})$ by the map $\varphi : e\mathcal{F} \to \tau(\mathcal{K})$ defined by $em \mapsto (\eta(em), e)$.
(iii) $X^\times$ is equal to $X$.
(iv) The isomorphism $\varphi : e\mathcal{F} \to \tau(\mathcal{K})$ preserves the action of $e\mathcal{F}$ and $\tau(\mathcal{K})$ on $X = X^\times$.

Proof. (i) The set $X$ is closed since $mX = m(eY) = e(mY) = eY = X$ by commutativity. The set $X$ is nonempty since $Y$ is nonempty. By Lemma 2.7(iii), the action of $\mathcal{F}$ on $X = eY$ is injective.

Suppose that $X'$ is another nonempty closed subset of $Y$ such that $\mathcal{F}$ acts injectively on $X'$. Let $x'$ be an arbitrary element of $X'$. Note that $ex' = eex'$ since $e$ is an idempotent. The injectivity assumption then implies that $x' = ex'$. This shows that $X' \subseteq eY = X$.

Let $y$ be any element of $Y$, and let $x'$ be an element of $X'$ (note that $x'$ exists because $X'$ is nonempty). By the irreducibility assumption, there exist $m, m' \in \mathcal{F}$ such that $my = m'x'$. Applying Lemma 2.7(ii) to $ey \in eY$ and $my \in Y$, there exists $m'' \in \mathcal{F}$ such that $m''my = ey$. Hence we have

$$ey = m''my = m''m'x'.$$

Now note that $m''m'x'$ is in $X'$ since $X'$ is closed. Since the choice of $y$ is arbitrary, we conclude that $X = eY \subseteq X'$. This proves the claim.

(ii) We first show that the map $\eta$ sends $e\mathcal{F}$ to $\mathcal{M}$ bijectively. Note that the action of $e$ on $eY = X$ is trivial as $e$ is idempotent, and hence $\eta(e)$ is the identity element of $\mathcal{M}$. Then

$$\eta(e\mathcal{F}) = \eta(e)\eta(\mathcal{F}) = \mathcal{M},$$

which shows surjectivity. For injectivity, let $m, m' \in \mathcal{F}$ be such that $\eta(em) = \eta(em')$. Then

$$em(ey) = em'(ey) \quad \forall y \in Y \implies emy = em'y \quad \forall y \in Y.$$

Since the action of $\mathcal{F}$ on $Y$ is faithful, the equation above implies that $em = em'$. This shows injectivity.

Since $e\mathcal{F}$ is a finite group by Lemma 2.7(i) and $\eta : e\mathcal{F} \to \mathcal{M}$ is a bijective monoid homomorphism, we conclude that $\mathcal{M}$ is a finite group and $\eta$ is a group isomorphism.

Since $\mathcal{M}$ is a group, the map $\iota : \mathcal{M} \to \mathcal{K}$ is a group isomorphism by the universal enveloping property of Grothendieck group. Since $\mathcal{M}$ is finite, we have the group $\mathcal{K}$ is finite, and hence $\mathcal{K} = \tau(\mathcal{K})$. Now note that

$$e\mathcal{F} \xrightarrow{\eta} \mathcal{M} \xrightarrow{\iota} \mathcal{K} = \tau(\mathcal{K}) .$$

Since $\eta$ and $\iota$ are group isomorphisms, it follows that $\varphi$ is a group isomorphism, as desired.

(iii) Since $\mathcal{M}$ is a group, all elements of $X$ are $\tau(\mathcal{K})$-invertible, as desired.

(iv) This follows from the definition of $\eta$. □
CHAPTER 3

Review of Abelian Networks

The expert reader can skim this section. Here we recall the basic setup of abelian networks, referring the reader to [BL16a, BL16b] for details. Sinkless rotor and sinkless sandpile networks (Examples 3.11 and 3.12) are the basic examples to keep in mind when reading this chapter.

3.1. Definition of abelian networks

Let $G = (V(G), E(G))$ be a directed graph (or a digraph for short), which may have self-loops and multiple edges. We will write $V$ and $E$ instead of $V(G)$ and $E(G)$ if the digraph $G$ is evident from the context. An outgoing edge of $v$ is an edge with source vertex $v$, and the outdegree $\text{outdeg}(v)$ of $v$ is the number of outgoing edges of $v$. We denote by $\text{Out}(v)$ the set of outgoing edges of $v$. An out-neighbor of $v$ is the target vertex of an outgoing edge of $v$. The indegree and the in-neighbors of $v$ are defined analogously.

In an abelian network $N$ with underlying digraph $G$, each vertex $v \in V$ has a processor $P_v$, which is an automaton with (nonempty) input alphabet $A_v$ and (nonempty) state space $Q_v$. The data specifying the automaton are:

(i) A transition function $T_a : Q_v \to Q_v$ for each $a \in A_v$; and
(ii) A message-passing function $T_e : Q_v \times A_v \to A^*_u$ for each edge $e$ directed from $v$ to $u$,

where $A^*_u$ denotes the free monoid of all finite words in the alphabet $A_u$. In the event that the processor $P_v$ in state $q \in Q_v$ processes a letter $a \in A_v$, the automaton transitions to the state $T_a(q)$ and sends the message $T_e(q,a)$ to $P_u$ for each edge $e$ directed from $v$ to $u$.

We require these functions to satisfy commutativity conditions, i.e., for any $a, b \in A_v$ and any $q \in Q_v$,

(i) $T_a \circ T_b = T_b \circ T_a$; and
(ii) For any outgoing edge $e$ of $v$, the word $T_e(q,a)T_e(T_a(q),b)$ is equal to $T_e(q,b)T_e(T_b(q),a)$ up to permuting the letters.

Described in words, permuting the letters processed by $P_v$ does not change the resulting state of the processor $P_v$, and may change the output sent to $P_u$ only by permuting its letters.

The (total) state space is $Q := \prod_{v \in V} Q_v$, and the (total) alphabet is $A := \sqcup_{v \in V} A_v$. An input of $N$ is a vector $x \in \mathbb{Z}^A$, where $x(a)$ indicates the number of $a$’s that are waiting to be processed. A state $q$ of $N$ is an element of the total state space $Q$, where $q(v)$ indicates the number of $q$’s that are being processed. A configuration of $N$ is a pair $x.q$, where $x$ is an input and $q$ is a state of $N$. 
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Let $a \in A$, and let $v \in V$ be such that $a \in A_v$. The \textit{(total) transition function} $t_a : Q \to Q$ is given by
\[
t_a(q(u)) := \begin{cases} T_a(q(u)) & \text{if } u = v; \\ q(u) & \text{otherwise}. \end{cases}
\]
(Note that we write $t_a(q)$ instead of $t_a(q)$ to simplify the notation.) The \textit{message-passing vector} $M_a : Q \to \mathbb{N}^A$ is given by
\[
M_a(q) := \sum_{e \in \text{Out}(v)} |T_e(q(v), a)|,
\]
where $|w|$ is the vector in $\mathbb{N}^A$ such that $|w|(a)$ is the number of $a$'s in the word $w$ ($a \in A$). (We adopt the convention that $\mathbb{N}$ denotes the set $\{0, 1, \ldots\}$ of nonnegative integers.) Described in words, $M_a(q)(b)$ is the number of $b$'s produced when network $N$ in state $q$ processes the letter $a$.

In the event that $N$ processes a copy of the letter $a$ on the configuration $x, q$, the following three things happen:

(i) The state of $N$ changes to $t_a(q) \in Q$;
(ii) $M_a(q)$ many $b$'s are created for each $b \in A$; and
(iii) The processed letter $a$ is removed from $N$.

This process can be described formally by the \textit{configuration transition function} $\pi_a : \mathbb{Z}^A \times Q \to \mathbb{Z}^A \times Q$, given by
\[
\pi_a(x, q) := (x + M_a(q) - |a|, t_a(q)).
\]

We extend the transition functions defined above to any finite word $w = a_1 \ldots a_{\ell}$ over $A$ by:
\[
t_w(q) := t_{a_{\ell}} \cdots t_{a_1}q,
\]
\[
M_w(q) := \sum_{i=1}^{\ell} M_{a_i}(t_{a_{i-1}} \cdots t_{a_1}q),
\]
\[
\pi_w(x, q) := \pi_{a_{\ell}} \cdots \pi_{a_1}(x, q) = (x + M_w(q) - |w|, t_w(q)),
\]
which encode the state, the generated letters, and the configuration obtained after processing the word $w$, respectively.

For any $x, y \in \mathbb{Z}^A$, we write $x \leq y$ if $y - x$ is a vector with nonnegative entries.

**Lemma 3.1** ([BL16a, Lemma 4.1, Lemma 4.2]). Let $N$ be an abelian network, and let $w, w' \in A^*$. 

(i) (Monotonicity) If $|w| \leq |w'|$, then $M_w(q) \leq M_{w'}(q)$ for all $q \in Q$.
(ii) (Abelian property) If $|w| = |w'|$, then $t_w = t_{w'}$, $\pi_w = \pi_{w'}$, and $M_w = M_{w'}$.

\[\square\]

Lemma 3.1(ii) implies that the functions $t_w, \pi_w$, and $M_w$ depend only on the vector $|w|$. Therefore, we can extend these transition functions to any vector $w \in \mathbb{N}^A$ by
\[
t_w := t_w, \quad \pi_w := \pi_w, \quad M_w := M_w,
\]
where $w$ is any word such that $w = |w|$.
3.2. Legal and complete executions

An execution is a word \( w \in A^* \), which prescribes an order in which the letters in \( w \) are to be processed. We assume that an execution is finite, unless stated otherwise.

Let \( w = a_1 \cdots a_\ell \), and let \( x.q \) be a configuration of \( N \). We write \( x.t(x.q) := \pi_{a_1} \cdots \pi_{a_\ell}(x.q) \) for \( i \in \{0, 1, \ldots, \ell\} \). We say that \( w \) is a legal execution for \( x.q \) if \( x_{i-1}(a_i) \geq 1 \) for all \( i \in \{1, \ldots, \ell\} \). We say that \( w \) is a complete execution for \( x.q \) if \( x_\ell(a_\ell) \geq 0 \) for all \( a \in A \).

Definition 3.2 (--→ and →→). Let \( N \) be an abelian network. We write \( x.q \overset{w}{\longrightarrow} x'.q' \) if \( \pi_w(x.q) = x'.q' \). We write \( x.q \overset{w}{\longrightarrow} x'.q' \) if \( \pi_w(x.q) = x'.q' \) and \( w \) is a legal execution for \( x.q \).

In order to simplify the notation, we will write \(--\rightarrow\) and \( \longrightarrow\) when the word \( w \) is not a major component of the discussion. We remark that \( x.q \rightarrow x.q \) since the empty word is a legal execution that sends \( x.q \) to \( x.q \).

In the next lemma, we list several properties of \(--\rightarrow\) and \( \longrightarrow\). The support of a vector \( u \in Z^A \) is \( \text{supp}(u) := \{ a \in A \mid u(a) \neq 0 \} \).

Lemma 3.3. Let \( N \) be an abelian network.

(i) If \( x.q \overset{w}{\longrightarrow} x'.q' \), then \( (x+z).q \overset{w}{\longrightarrow} (x'+z).q' \) for all \( z \in Z^A \).

(ii) If \( x.q \overset{w}{\longrightarrow} x'.q' \) and \( z \in Z^A \) satisfies \( z(a) \geq 0 \) for all \( a \in \text{supp}(w) \), then \( (x+z).q \overset{w}{\longrightarrow} (x'+z).q' \).

(iii) For any \( a \in A \), if \( x.q \overset{w}{\longrightarrow} x'.q' \) and \( |w|(a) > 0 \), then \( x'(a) \geq 0 \).

(iv) If \( x.q \overset{w}{\longrightarrow} x'.q' \) and \( x'.q' \overset{w'}{\longrightarrow} x''.q'' \), then \( x.q \overset{ww'}{\longrightarrow} x''.q'' \).

Proof. This follows directly from the definition of \(--\rightarrow\) and \( \longrightarrow\). \( \square \)

3.3. Locally recurrent states

An abelian network \( N \) is finite if both the (total) state space \( Q \) and the (total) alphabet \( A \) are finite sets. All abelian networks in this paper are assumed to be finite, unless stated otherwise.

We denote by \( M \subseteq \text{End}(Q) \) the transition monoid \( \langle t_a \rangle_{a \in A} \). Note that \( M \) is a finite commutative monoid as \( N \) is finite. Since \( M \) is finite, it has a (unique) minimal idempotent \( e \) (Definition 2.6).

A state \( q \in Q \) is locally recurrent if \( q \in eQ \). We denote by \( \text{Loc}(N) \) the set of locally recurrent states of \( N \). For maximum generality we don’t assume local recurrence, but the reader will not lose much by restricting the state space of the network to \( \text{Loc}(N) \). Note that \( \text{Loc}(N) \) is a nonempty set (since \( Q \) is nonempty by definition of \( N \)).

Here we list properties of locally recurrent states that will be used in this paper. We denote by \( 1 \) the vector \((1, \ldots, 1)^T\) in \( Z^A \).

Lemma 3.4. Let \( N \) be a finite abelian network. Then

(i) There exists \( e \in N^A \) such that \( t_eq \) is locally recurrent for all \( q \in Q \).

(ii) A state \( q \) is locally recurrent if there exists \( n \in N^A \) such that \( n \geq 1 \) and \( t_nq = q \).

Proof. (i) The claim follows by taking \( e \) to be a vector in \( N^A \) such that \( t_e \) is the minimal idempotent of \( M \).
(ii) Since \( n \geq 1 \), we can without loss of generality assume that \( t_n \in eM \) (by taking a finite multiple of \( n \) if necessary). Then \( q = t_nq \in t_nQ \subseteq eQ \), and hence \( q \) is locally recurrent.

**Lemma 3.5.** Let \( N \) be a finite abelian network. For any \( n \in \mathbb{N}^A \),

(i) The function \( t_n \) restricted to \( \text{Loc}(N) \) is a bijection from \( \text{Loc}(N) \) to \( \text{Loc}(N) \).

(ii) The function \( \tau_n \) restricted to \( \mathbb{Z}^A \times \text{Loc}(N) \) is a bijection from \( \mathbb{Z}^A \times \text{Loc}(N) \) to \( \mathbb{Z}^A \times \text{Loc}(N) \).

**Proof.** The first part of the lemma follows directly from Lemma 2.7(ii). The second part of the lemma is a consequence of the first part.

### 3.4. The production matrix

For any vector \( z \in \mathbb{Z}^A \), the positive part \( z^+ \) and negative part \( z^- \) of \( z \) are the unique vectors in \( \mathbb{N}^A \) such that \( z = z^+ - z^- \) and \( \text{supp}(z^+) \cap \text{supp}(z^-) = \emptyset \).

**Definition 3.6.** (Total kernel). Let \( N \) be a finite abelian network. The total kernel \( K \subseteq \mathbb{Z}^A \) is

\[
K := \{ z \in \mathbb{Z}^A \mid t_{x^+}q = t_{x^-}q \text{ for all } q \in \text{Loc}(N) \}. \tag*{△}
\]

We say that \( N \) is locally irreducible if for any \( q, q' \in Q \) there exist \( w, w' \in A^* \) such that \( t_wq = t_{w'}q' \).

**Lemma 3.7.** ([BL16b], Lemma 4.5, Lemma 4.6). Let \( N \) be a finite abelian network.

(i) The total kernel \( K \) is a subgroup of \( \mathbb{Z}^A \) of finite index.

(ii) If \( N \) is locally irreducible, then for any \( q \in \text{Loc}(N) \),

\[
K \cap N^A = \{ x \in N^A \mid t_xq = q \}. \tag*{□}
\]

For \( q \in \text{Loc}(N) \), we define \( P_q : K \cap N^A \rightarrow \mathbb{Z}^A \) to be

\[
P_q(k) := M_k(q). \tag*{□}
\]

The map \( P_q \) extends uniquely to a group homomorphism \( K \rightarrow \mathbb{Z}^A \) [BL16b, Lemma 4.6]. Since \( K \) is a subgroup of \( \mathbb{Z}^A \) of finite index (by Lemma 3.7(i)), we get a linear map \( P_q : Q^A \rightarrow Q^A \) by tensoring the group homomorphism \( P_q \) with \( Q \).

If \( N \) is locally irreducible, then the matrix \( P_q : Q^A \rightarrow Q^A \) does not depend on the choice of \( q \) [BL16b, Lemma 4.9].

**Definition 3.8.** (Production matrix). Let \( N \) be a finite and locally irreducible abelian network. The production matrix of \( N \) is the matrix \( P := P_q \), where \( q \) is any locally recurrent state of \( N \). \tag*{△}

**Lemma 3.9.** Let \( N \) be a finite and locally irreducible abelian network. If \( q \in Q \) and \( n, n' \in N^A \) satisfy \( t_nq = t_{n'}q \), then

\[
M_n(q) - M_{n'}(q) = P(n - n'). \tag*{□}
\]

**Proof.** By Lemma 3.4(i), there exists \( e \in N^A \) such that \( p := t_eq \) is locally recurrent. Write \( p' := t_{e'}p = t_{e'}p \). Since \( N \) is locally irreducible and \( p \in \text{Loc}(N) \), by Lemma 2.7(ii) there exists \( m \in N^A \) such that \( t_mp' = p \).
By the abelian property (Lemma 3.1(ii)), we have:

\[
\begin{array}{c}
q \\
\downarrow^t_n \quad \downarrow^t_{n'} \quad \downarrow^t_{m} \\
p & \longleftarrow^t_m & p'.
\end{array}
\]

(3.1)

In particular, the bottom row of Diagram (3.1) above gives us \(t_{n+m}p = t_{n'+m}p = p\).

By Lemma 3.7(ii) these equations imply that both \(n + m\) and \(n' + m\) are in \(K\), and hence \(n - n' \in K\).

By the abelian property and the commutativity of Diagram (3.1),

\[
M_n(q) + Me_{n+m}(q') = Me(q) + M_{n+m}(p);
\]

\[
M_{n'}(q) + Me_{n+m}(q') = Me(q) + M_{n'+m}(p).
\]

By subtracting one equation from the other,

\[
M_n(q) - M_{n'}(q) = M_{n+m}(p) - M_{n'+m}(p).
\]

Since \(n + m\) and \(n' + m\) are in \(K\) and \(p \in \text{Loc}(N)\),

\[
M_{n+m}(p) - M_{n'+m}(p) = P(n + m) - P(n' + m) = P(n - n').
\]

This completes the proof. \(\square\)

### 3.5. Subcritical, critical, and supercritical abelian networks

Let \(N\) be a finite and locally irreducible abelian network. The production digraph \(\Gamma\) is the directed graph with vertex set \(A\) and edge set \(\{(a, b) : P_{ba} > 0\}\).

We define an equivalence relation on \(A\) by considering \(a\) and \(b\) to be equivalent if there exists a directed path from \(a\) to \(b\) and a directed path from \(b\) to \(a\) in \(\Gamma\). The strong components of \(\Gamma\) are the equivalence classes of this relation. A network \(N\) is strongly connected if \(\Gamma\) has only one strong component.

The spectral radius of the production matrix \(P\) is

\[
\lambda(P) := \max\{|\lambda| : \lambda \text{ is an eigenvalue of } P\}.
\]

We distinguish (finite, locally irreducible) abelian networks by the value of \(\lambda(P)\):

- The network \(N\) is subcritical if \(\lambda(P) < 1\). Subcritical networks are studied in [BL16b, BL16c].
- The network \(N\) is critical if \(\lambda(P) = 1\). We will study critical networks in more detail in the latter half of this paper.
- The network \(N\) is supercritical if \(\lambda(P) > 1\).

See Example 3.17 for a concrete example of each network.

Let \(A_1, \ldots, A_s\) be the strong components of \(\Gamma\). Denote by \(P_i\) the matrix obtained by restricting the production matrix \(P\) to rows and columns from \(A_i\). We say that \(A_i\) is a subcritical component if \(\lambda(P_i) < 1\), and a letter \(a \in A\) is subcritical if it is contained in a subcritical component. Critical and supercritical components/letters are defined analogously.

We denote by \(A_{\leq}\) the set of subcritical letters, and by \(A_{<}\) the set of subcritical and critical letters. The sets \(A_{<}\), \(A_{=}\), and \(A_{>}\) are defined analogously. Recall that the support of \(u \in \mathbb{R}^A\) is \(\text{supp}(u) := \{a \in A \mid u(a) \neq 0\}\).

A real matrix \(P\) is nonnegative if all its entries are nonnegative, and is positive if all of its entries are positive. For all matrices \(P\) and \(Q\) of the same dimension,
we write $Q \leq P$ if $P - Q$ is a nonnegative matrix. Nonnegative vectors and positive vectors are defined analogously.

We now present variants of the Perron-Frobenius theorem that will be used in this paper, referring to [BP79] for most of the proof.

**Lemma 3.10 (Perron-Frobenius).** Let $A$ be a finite set, and let $P$ be an $A \times A$ matrix whose entries are nonnegative rational numbers.

(i) $P$ has a nonnegative real eigenvector with eigenvalue $\lambda(P)$.

(ii) If $\alpha$ is a real number such that $Pu = \alpha u$ for some positive vector $u \in \mathbb{R}^A$, then $\lambda = \lambda(P)$.

(iii) Let $P$ be strongly connected, and let $\alpha$ be a real number such that $Pu \geq \alpha u$ for some nonzero nonnegative vector $u \in \mathbb{R}^A$. Then $\lambda(P) \geq \alpha$, and equality holds if and only if $Pu = \alpha u$. Furthermore, the claim is still true if $\geq$ is replaced with $\leq$.

(iv) If $P$ is strongly connected and $Q$ is a nonnegative matrix such that $Q \leq P$ and $Q \neq P$, then $\lambda(Q) < \lambda(P)$.

(v) If $P$ is strongly connected, then the eigenspace of $\lambda(P)$ is spanned by a positive real vector.

(vi) If $P$ is strongly connected and $\lambda(P) \in \mathbb{Q}$, then the eigenspace of $\lambda(P)$ is spanned by a positive integer vector.

(vii) There exists $n, n', n'' \in \mathbb{N}^A$ such that

- $\text{supp}(n) = A_<$ and $Pn(a) < n(a)$ for all $a \in A_<$;
- $\text{supp}(n') = A_=$ and $Pn'(a) \geq n'(a)$ for all $a \in A_=$; and
- $\text{supp}(n'') = A_>$ and $Pn''(a) > n''(a)$ for all $a \in A_>$.

(viii) There exists $m \in \mathbb{N}^A$ such that $\text{supp}(m) = A_>$ and $Pm(a) \geq m(a)$ for all $a \in A_>$.

**Proof.** (i) This follows from [BP79, Theorem 2.1.1].

(ii) This follows from [BP79, Theorem 2.1.11].

(iii) This follows from [BP79, Theorem 2.1.11(b)].

(iv) This follows from [BP79, Theorem 2.1.5(b)].

(v) This follows from [BP79, Theorem 2.1.4(b)].

(vi) Since both $P$ and $\lambda(P)$ are rational, the eigenspace $E$ of $\lambda(P)$ has a basis that consists of integer vectors. It then follows from part (v) that $E$ is spanned by a positive integer vector.

(vii) We prove only the subcritical case, as the other two cases are analogous. Let $A_1, \ldots, A_k$ be the subcritical components of $\Gamma$. Write $\lambda_i := \lambda(P_i)$ ($i \in \{1, \ldots, k\}$). Note that $\lambda_i < 1$ by assumption.

It follows from part (v) that for each $i \in \{1, \ldots, k\}$ there exists a nonnegative vector $u_i \in \mathbb{R}^A$ such that $\text{supp}(u_i) = A_i$ and $Pu_i(a) = \lambda_i u_i(a)$ for all $a \in A_i$. By scaling and rounding $u_i$ if necessary, there exist $n_i \in \mathbb{N}^A$ and sufficiently small $\epsilon_i > 0$ such that $\text{supp}(n_i) = A_i$ and $Pn_i(a) \leq (1 + \epsilon_i)u_i(a)$ for all $a \in A_i$. By scaling $n_1, \ldots, n_k$ if necessary, we can assume that $n := n_1 + \ldots + n_k$ satisfies $Pn(a) \leq n(a)$ for all $a \in A_\leq = A_1 \sqcup \ldots \sqcup A_k$. This proves the lemma.

(viii) Let $m := n' + n''$, where $n'$ and $n''$ are as in part (vii). Then for any critical letter $a$,

$$Pm(a) = Pn'(a) + Pn''(a) \geq Pn'(a) \geq n'(a) = m(a),$$

and for any supercritical letter $a$,

$$Pm(a) = Pn'(a) + Pn''(a) \geq Pn''(a) > n''(a) = m(a).$$
This proves the lemma. \[ \Box \]

**Remark.** We would like to warn the reader that the subcritical variant of part (viii) (i.e., there exists \( \mathbf{m} \in \mathbb{N}^A \) such that \( \text{supp}(\mathbf{m}) = A_\leq \) and \( P\mathbf{m}(a) \leq \mathbf{m}(a) \) for all \( a \in A_\leq \)) is false. Indeed, let \( P \) be the matrix

\[
\begin{bmatrix}
1 & 1 \\
0 & 1
\end{bmatrix}.
\]

A direct computation then shows that the inequality \( P\mathbf{m} \leq \mathbf{m} \) is always false for any positive vector \( \mathbf{m} \).

### 3.6. Examples: sandpiles, rotor-routing, toppling, etc

In this section we present several examples of abelian networks. The relationship between these networks is illustrated in Figure 3.1.

We use the following graph theory terminology throughout this paper. Recall that \( G \) is a directed graph with vertex set \( V \) and edge set \( E \). A digraph is Eulerian if for all \( v \in V \) the outdegree of \( v \) is equal to the indegree of \( v \). Any undirected graph can be changed into an Eulerian directed graph by replacing each undirected edge \( \{v, u\} \) with a pair of directed edges \( (v, u) \) and \( (u, v) \). We call such a digraph bidirected.

The adjacency matrix \( A_G \) of \( G \) is the matrix \( (a_{v,v'})_{v,v' \in V} \), where \( a_{v,v'} \) is the number of edges directed from \( v' \) to \( v \). The outdegree matrix \( D_G \) of \( G \) is the \( V \times V \) diagonal matrix with \( D_G(v,v) := \text{outdeg}(v) \) (\( v \in V \)). The Laplacian matrix \( L_G \) of \( G \) is the matrix \( D_G - A_G \).
The digraph $G$ is strongly connected if for any $v, v' \in V$ there exists a directed path in $G$ from $v$ to $v'$.

The following digraph will be our main running example for the underlying digraph of an abelian network. For $n \geq 3$, the bidirected cycle $C_n$ is

$$V(C_n) := \{v_k \mid k \in \mathbb{Z}_n\}, \quad E(C_n) := \bigcup_{k \in \mathbb{Z}_n} \{(v_k, v_{k-1}), (v_k, v_{k+1})\}. $$

All networks presented in this section are irreducible, i.e. they satisfy these two properties:

- The network is locally irreducible; and
- The minimal idempotent of the transition monoid $M$ is the identity element of $M$.

In particular, any state of an irreducible network is locally recurrent.

**Example 3.11 (Sinkless rotor network [PDDK96, WLB96, Pro03]).** For each vertex $v \in V$, fix a cyclic total order on the set of the outgoing edges $\text{Out}(v)$ of $v$, i.e. an enumeration $e^v_0, e^v_1, \ldots, e^v_{\text{outdeg}(v)-1}$ indexed by $\mathbb{Z}_{\text{outdeg}(v)}$. The alphabet, state space, and state transition of the processor $P_v$ are given by

$$A_v := \{v\}, \quad Q_v := \text{Out}(v), \quad T_v(e^v_i) := e^v_{i+1} \quad (i \in \mathbb{Z}_{\text{outdeg}(v)}).$$

For each edge $e^v_j$ directed from $v$ to $u^v_j$, the message-passing function is given by

$$T_{e^v_j}(e^v_i, v) := \begin{cases} u^v_j & \text{if } i = j - 1; \\ \epsilon & \text{otherwise.} \end{cases} $$

A state of the full network is described by a rotor configuration of $G$, that is, a function $V \rightarrow E$ assigning to each vertex $v$ an outgoing edge from $v$. When a chip/letter at vertex $v$ is processed, the edge/state $e^v_j$ assigned to $v$ changes to $e^v_{i+1}$ (the next edge in the cyclic total order), and the processed chip is moved from $v$ to the target vertex of $e^v_{i+1}$. See Figure 3.2 for an illustration of the process.

Any sinkless rotor network is strongly connected if the underlying digraph $G$ is strongly connected. The total kernel and the production matrix of this network are given by

$$K = \{z \in \mathbb{Z}^V \mid z(v) \text{ is divisible by } \text{outdeg}(v) \text{ for all } v \in V\}; \quad P = A_G D_G^{-1},$$
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Figure 3.3. A three-step legal execution in the sinkless sandpile network on the bidirected cycle $C_3$. In the figure, the left part of a vertex records the number of letters waiting to be processed, and the right part records the state of the processor.

where $A_G$ is the adjacency matrix of $G$ and $D_G$ is the outdegree matrix of $G$. Because $\mathbf{1}A_GD_G^{-1} = \mathbf{1}$, the Perron-Frobenius theorem (Lemma 3.10(ii)) implies that $\lambda(P) = 1$. Hence this network is a critical network.

Example 3.12 (Sinkless sandpile network/chip-firing [Dha90, BLS91]). For each vertex $v \in V$ of the underlying digraph, the processor $P_v$ is given by

$A_v := \{v\}, \quad Q_v := \{0, 1, \ldots, \text{outdeg}(v) - 1\}, \quad T_v(i) := i + 1 \mod \text{outdeg}(v)$.  

For each edge $e$ directed from $v$ to $u$, the message-passing function is given by

$$T_e(i, v) := \begin{cases} u & \text{if } i = \text{outdeg}(v) - 1; \\ \epsilon & \text{otherwise.} \end{cases}$$

We can think of each processor $P_v$ as a “locker” that can store up to $\text{outdeg}(v) - 1$ chips, and its state $q_v$ represents the number of chips it is currently storing. When $P_v$ receives a new chip, the chip is stored in the locker if it has unallocated space (i.e., if $q(v) < \text{outdeg}(v) - 1$). If the locker is already full (i.e., $q(v) = \text{outdeg}(v) - 1$), then $P_v$ sends all $\text{outdeg}(v) - 1$ stored chips plus the extra chip to its neighbors by sending one chip along each outgoing edge from $v$. See Figure 3.3 for an illustration of this process.

The total kernel and the production matrix of this network are equal to the corresponding objects in the sinkless rotor network (with the same underlying digraph). Hence by the same reasoning as Example 3.11, a sinkless sandpile network on a strongly connected digraph is a critical network.

Remark. We would like to warn the reader that (network) configurations in this paper have a subtle difference when compared to (chip) configurations in the literature. A (chip) configuration in the usual sense is a vector $c \in \mathbb{Z}^V$ that records the number of chips at each vertex. By contrast, a (network) configuration in this paper is a pair $x, q$, where the vector $x \in \mathbb{Z}^V$ records the number of chips that are not stored in the lockers, and the state $q \in \prod_{v \in V} \mathbb{Z}_{\text{outdeg}(v)}$ records the number of chips currently stored in the lockers.

Identifying $\mathbb{Z}_{\text{outdeg}(v)}$ with $\{0, 1, \ldots, \text{outdeg}(v) - 1\}$, the chip configuration corresponding to $x, q$ is the vector sum $x + q$. Note that there is more than one way to represent a chip configuration as a network configuration.

Example 3.13 (Sinkless height-arrow network [DR04]). In this network, each vertex $v \in V$ of the underlying digraph $G$ is assigned threshold value...
$\tau_v \in \{1, \ldots, \text{outdeg}(v)\}$. The processor $P_v$ is given by

$$A_v := \{v\},$$

$$Q_v := \{(d, c) \in \{0, \ldots, \text{outdeg}(v) - 1\} \times \{0, \ldots, \tau_v - 1\} | d \equiv k\tau_v \pmod{\text{outdeg}(v)} \text{ for some } k \in \mathbb{Z}\},$$

$$T_v(d, c) := \begin{cases} (d, c + 1) & \text{if } c < \tau_v - 1; \\ (d + \tau_v \mod \text{outdeg}(v), 0) & \text{if } c = \tau_v - 1. \end{cases}$$

For each $v \in V$, fix a cyclic total order $\{e^v_j | j \in \mathbb{Z}_{\text{outdeg}(v)}\}$ on the set of outgoing edges of $v$. The message-passing function for the edge $e^v_j$ directed from $v$ to $u^v_j$ is given by

$$T_{e^v_j}(d, c, v) := \begin{cases} u^v_j & \text{if } c = \tau_v - 1 \text{ and } j - d \in \{1, \ldots, \tau_v\} \pmod{\text{outdeg}(v)}; \\ \epsilon & \text{otherwise.} \end{cases}$$

For each $v \in V$, the state $(d, c)$ of $P_v$ represents an arrow pointing from $v$ to $u^v_d$, and with $c$ chips sitting on $v$. When the vertex $v$ collects $\tau_v$ chips, the arrow is incremented $\tau_v$ times, and one chip is sent to each vertex in $\{u^v_{d+j} | 1 \leq j \leq \tau_v\}$. See Figure 3.4 for an illustration of this process.

Note that sinkless rotor networks are height-arrow networks with $\tau_v = 1$ for all $v \in V$, and sinkless sandpile networks are height-arrow networks with $\tau_v = \text{outdeg}(v)$ for all $v \in V$.

Height-arrow networks have the same total kernel and production matrix as sinkless rotor and sandpile networks. In particular, height-arrow networks on a strongly connected digraph are critical networks.

**Remark.** Note that height-arrow networks as originally defined in [DR04] have state space $Q_v = \mathbb{Z}_{\text{outdeg}(v)} \times \mathbb{Z}_{\tau_v}$ instead. Note that this choice of state space is in general not locally irreducible, and our choice of $Q_v$ restricts the state space to an irreducible component of the network.

**Example 3.14 (Height-Arrow Network with Sinks).** Fix a nonempty set $S \subseteq V$ that we designate as sinks. For each $v \in V$, assign a threshold value...
3.6. EXAMPLES

Figure 3.5. A three-step legal execution in the sandpile network with a sink at \( S = \{v_0\} \). The incoming edges of a sink are marked with “\( \times \)”. (Note that the left part of \( v \in V \) records \( x(v) \), while the right part records \( q(v) \).)

\[ \tau_v \in \{1, \ldots, \text{outdeg}(v)\} \] and a cyclic total order \( \{e_j^v \mid j \in \mathbb{Z}_{\text{outdeg}(v)}\} \) to the outgoing edges of \( v \).

The alphabet \( A_v \), the state space \( Q_v \), and the transition function \( T_v \) are the same as in sinkless height-arrow networks. The message-passing function for the edge \( e_j^v \) directed from \( v \) to \( u \) is given by

\[ T_{e_j^v}(d, c, v) := \begin{cases} u_j^v & \text{if } c = \tau_v - 1, \ j - d \in \{1, \ldots, \tau_v\} \pmod{\text{outdeg}(v)}, \text{and } v_j \notin S; \\ \epsilon & \text{otherwise.} \end{cases} \]

This network is identical to the sinkless height-arrow network, except that letters passing through any edge pointing to the sink are removed from the network. See Figure 3.5 for an illustration of this process.

The total kernel of a height-arrow network with sinks is equal to the total kernel of the corresponding sinkless height-arrow network. The production matrix \( P \) of this network is equal to the matrix \( A_G D_G^{-1} \) with rows corresponding to \( S \) replaced with zero vectors. Since \( P \leq A_G D_G^{-1} \) and \( \lambda(A_G D_G^{-1}) = 1 \), we have by the Perron-Frobenius theorem (Lemma 3.10(iv)) that \( \lambda(P) < 1 \) (if \( G \) is strongly connected). Hence a height-arrow network with sinks on a strongly connected digraph is subcritical, unlike its sinkless counterpart.

**Remark.** In [BL16a] a sink is defined as a processor with one state that sends no messages. However, in this paper we follow the convention from [Cha18] that places sinks on the incoming edges to each \( s \in S \) instead. The user can still opt to send input to \( s \), and the processor \( P_s \) can still send messages to its out-neighbors. This extra flexibility comes in handy when we relate critical and subcritical networks in §5.2.

**Example 3.15 (Arithmetical network [Lor89]).** This network is determined by the pair \((D, b)\), where \( D \) is a diagonal matrix with positive integer diagonal entries, and \( b \) is a positive vector in the kernel of \( D - A_G \) that satisfies \( \gcd_{v \in V}(b(v)) = 1 \).

For each vertex \( v \in V \), the processor \( P_v \) is given by:

\[ A_v := \{v\}, \quad Q_v := \{0, 1, \ldots, d_v - 1\}, \quad T_v(i) := i + 1 \mod d_v, \]
where $d_v$ is the diagonal entry of $D$ that corresponds to $v$. For each edge $e$ directed from $v$ to $u$, the message-passing function is given by

$$T_e(c, v) := \begin{cases} u & \text{if } c = d_v - 1; \\ \epsilon & \text{otherwise.} \end{cases}$$

Similar to sandpile networks, we can think of each processor $P_v$ of this network as a locker that can store up to $d_v - 1$ chips. Once it has $d_v$ chips, all these $d_v$ chips in $P_v$ are removed, and then $P_v$ sends one chip along each of its outgoing edges to its out-neighbors. Note that the total number of chips in this network may decrease or increase, depending on the quantity $\text{outdeg}(v) - d_v$. See Figure 3.6 for an example of this process.

If $D$ is the outdegree matrix of $G$, then $N$ is the sinkless sandpile network on $G$. If $D$ is the indegree matrix of $G$, then $N$ is called the row chip-firing network [PS04, AB10] (Note that due to a different convention for matrix indexing, $N$ is called the column chip-firing network in [AB10]).

Any arithmetical network is strongly connected if the underlying digraph $G$ is strongly connected. The total kernel and the production matrix of this network are given by

$$K = \{ z \in \mathbb{Z}^V | z(v) \text{ is divisible by } d_v \text{ for all } v \in V \}; \quad P = A_G D^{-1}.$$ 

Because $P(Db) = Db$ by definition, the spectral radius $\lambda(P)$ is 1 by the Perron-Frobenius theorem (Lemma 3.10(ii)). Hence an arithmetical network on a strongly connected digraph is a critical network.

There exist only finitely many arithmetical networks on a fixed strongly connected digraph [CV18]. For example, the bidirected cycle $C_3$ has ten arithmetical structures [CV18], namely all the permutations of these three structures:

$$D_1 := \begin{bmatrix} 2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 2 \end{bmatrix}, \quad b_1 := \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}; \quad D_2 := \begin{bmatrix} 1 & 0 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & 3 \end{bmatrix}, \quad b_2 := \begin{bmatrix} 2 \\ 1 \\ 1 \end{bmatrix};$$

$$D_3 := \begin{bmatrix} 1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 5 \end{bmatrix}, \quad b_3 := \begin{bmatrix} 3 \\ 2 \\ 1 \end{bmatrix}.$$ 

For a study of arithmetical structures on bidirected paths and cycles, we refer the reader to [CV18] and [BCC+17].

All examples presented so far are either subcritical or critical networks. In the following example we present a family of abelian networks that includes supercritical networks.
Example 3.16 (Branching Rotor Network). Just like for sinkless rotor networks, we assign to each \( v \in V \) a cyclic total order \( \{ e^v_i \mid i \in \mathbb{Z}^{\text{outdeg}(v)} \} \) to the outgoing edges of \( v \). The processor \( P_v \) is given by

\[
A_v := \{v\}, \quad Q_v := \{e^v_{2i} \mid i \in \mathbb{Z}^{\text{outdeg}(v)}\},
\]

\[
T_v(e^v_{2i}) := e^v_{2i+2} \quad (i \in \mathbb{Z}^{\text{outdeg}(v)}).
\]

(Note that \( |Q_v| \) is equal to \( \frac{\text{outdeg}(v)}{2} \) if \( \text{outdeg}(v) \) is even, and is equal to \( \text{outdeg}(v) \) otherwise.)

For each edge \( e^v_j \) directed from \( v \) to \( u^v_j \), the message-passing function is given by

\[
T_v(e^v_{2i}, v) := \begin{cases} 
  u^v_j & \text{if } 2i - j \in \{1, 2\} \pmod{\text{outdeg}(v)}; \\
  \epsilon & \text{otherwise.}
\end{cases}
\]

Similar to sinkless rotor networks, a state of this network can be thought as a function \( V \to E \) assigning a vertex \( v \) to an outgoing edge of \( v \). When a chip/letter at vertex \( v \) is processed, the edge/state \( e^v_{2i} \) assigned to \( v \) first moves to \( e^v_{2i+1} \) and then to \( e^v_{2i+2} \), and drops one chip at the target vertex of every visited edge. Note that branching rotor networks create two new chips for each processed chip. See Figure 3.7 for an illustration of this process.

Any branching rotor network is strongly connected if the underlying digraph \( G \) is strongly connected. The total kernel and the production matrix of this network are given by

\[
K = \{ z \in \mathbb{Z}^V \mid z(v) \text{ is divisible by } |Q_v| \text{ for all } v \in V \}; \quad P = 2A_GD_G^{-1}.
\]

Because \( 1A_GD_G^{-1} = 1 \), the Perron-Frobenius theorem (Lemma 3.10(ii)) implies that \( \lambda(P) = 2 \), and hence this network is supercritical. \( \triangle \)

Example 3.17 (Toppling Network [Gab93, BL16a]). In a toppling network, each vertex \( v \in V \) of the underlying digraph \( G \) is assigned a threshold \( t_v \in \mathbb{N} \). For each \( v \in V \), the processor \( P_v \) is given by

\[
A_v := \{v\}, \quad Q_v := \{0, 1, \ldots, t_v - 1\}, \quad T_v(i) := i + 1 \pmod{t_v}.
\]
For each edge $e$ directed from $v$ to $u$, the message-passing function is given by

$$T_e(i,v) := \begin{cases} u & \text{if } i = t_v - 1; \\ \epsilon & \text{otherwise.} \end{cases}$$

Consider now the toppling network on the bidirected cycle $C_3$ with $t_{v_0} = t_{v_1} = t_{v_2} =: t$. The production matrix of this network is given by:

$$P = \frac{1}{t} \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix}.$$ 

It follows that $\lambda(P) = \frac{2}{t}$, so this network is subcritical if $t > 2$, is critical if $t = 2$, and is supercritical if $t = 1$.

We remark that subcritical toppling networks are also known as avalanche-finite networks, and we refer to [GK15] for more discussions on this network. We also remark that, on a strongly connected digraph, critical toppling networks are equal to arithmetical networks from Example 3.15. △

The following example is an instance of toppling networks that arises naturally from the representation theory.

**Example 3.18 (McKay-Cartan network [BKR18]).** Let $G$ be finite group, and let $\gamma : G \to GL_n(\mathbb{C})$ be a faithful representation. The underlying digraph of the McKay-Cartan network is the McKay quiver with vertices the complex irreducible characters $\chi_0, \ldots, \chi_k$ of $G$, and with $m_{ij}$ edges from $\chi_i$ to $\chi_j$ if

$$\chi_\gamma \chi_i = \sum_{j=0}^k m_{ij} \chi_j,$$

where $\chi_\gamma$ is the character of $\gamma$. The McKay-Cartan network of $(G, \gamma)$ is the toppling network on the McKay quiver with threshold $n$ for every vertex.

The production matrix of this network is equal to $\frac{1}{n} M$, where $M := (m_{i,j})_{0 \leq i,j \leq k}$ is the extended McKay-Cartan matrix of $(G, \gamma)$. This network is strongly connected since $\gamma$ is faithful [BKR18, Proposition 5.3(c)]. Moreover, $Pd = d$, where $d(\chi_i)$ is the dimension of $\chi_i$ [BKR18, Proposition 5.3(b)]. Hence this network is a critical network.

When $\gamma$ is a faithful representation of $G$ into the special linear group $SL_n(\mathbb{C})$, the torsion group (to be defined in §4.3) of this network is isomorphic to the abelianization of $G$ [BKR18, Theorem 1.3]. △

All the examples presented so far are unary networks, i.e., the alphabet of each processor contains exactly one letter. In the following example we present a non-unary network.

**Example 3.19 (Inverse network).** For each vertex $v \in V$, fix a positive integer $m_v$. The processor $P_v$ is given by:

$$A_v := \{a_v, b_v\}, \quad Q_v := \mathbb{Z}_{m_v},$$

$$T_{a_v}(i) := i + 1 \mod m_v, \quad T_{b_v}(i) := i - 1 \mod m_v \quad (i \in \mathbb{Z}_{m_v}).$$
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Table 3.1. Example of a message-passing function of an inverse network on the digraph with one vertex and one loop. The alphabet is \( \{a, b\} \) and the state space is \( \mathbb{Z}_7 \). The \((i, \alpha)\)-th entry of the table represents the letter produced when a predecessor in state \( i \) processes the letter \( \alpha \). Note that the \((i, a)\)-th entry is always different from the \((i + 1, b)\)-th entry.

| \( A \) | \( Q \) | 0  | 1  | 2  | 3  | 4  | 5  | 6  |
|-------|-------|----|----|----|----|----|----|----|
| a     | a     | b  | a  | b  | a  | b  | b  | b  |
| b     | a     | b  | b  | a  | b  | a  | a  | a  |

Let \( c_v \) and \( d_v \) be two distinct letters in \( \bigsqcup_{w \in \text{Out}(v)} A_w \). For each \( i \in \mathbb{Z}_{m_v} \), fix an element \( x_i \) from \( \{c_v, d_v\} \). We define \( x^*_i \) to be

\[
x^*_i := \begin{cases} 
c_v & \text{if } x_i = d_v; \\
d_v & \text{if } x_i = c_v.
\end{cases}
\]

The processor \( P_v \) operates as follows:

- Processing the letter \( a_v \) on state \( i \) produces the letter \( x_i \); and
- Processing the letter \( b_v \) on state \( i \) produces the letter \( x^*_{i-1} \).

For each \( v \in V \), note that \( t_{a_v} \circ t_{b_v} = t_{b_v} \circ t_{a_v} = \text{id} \). Also note that, for all \( i \in \mathbb{Z}_{m_v} \),

\[
M_{a_v, b_v}(i) = M_{a_v}(i) + M_{b_v}(t_{a_v}(i)) = |x_i| + |x^*_i| = |c_v| + |d_v|,
\]

\[
M_{b_v, a_v}(i) = M_{b_v}(i) + M_{a_v}(t_{b_v}(i)) = |x^*_{i-1}| + |x_{i-1}| = |c_v| + |d_v|.
\]

This shows that inverse network is an abelian network.

The total kernel of this network is

\[
K = \{ z \in \mathbb{Z}^A | z(a_v) = z(b_v) \mod m_v \text{ for all } v \in V \}.
\]

The production matrix \( P \) of any inverse network satisfies \( 1P = 1 \) since executing any letter in \( A \) produces exactly one new (not necessarily the same) letter. By the Perron-Frobenius theorem (Lemma 3.10(ii)) the spectral radius \( \lambda(P) \) is equal to 1, and hence this network is critical. \( \triangle \)
CHAPTER 4

The Torsion Group of an Abelian Network

We start this chapter with a fundamental lemma that we call the removal lemma. We then use the removal lemma and the monoid theory from Chapter 2 to construct the torsion group for any abelian network. Finally, we show that the torsion group is equal to the critical group from [BL16c] if the network is subcritical.

4.1. The removal lemma

Definition 4.1 (Removal of a vector from a word). For \( w \in A^* \) and \( n \in \mathbb{N} \), the removal of \( n \) from \( w \), denoted \( w \setminus n \), is the word obtained from \( w \) by deleting the first \( n \) occurrences of \( a \) for all \( a \in A \). (If \( a \) appears for less than \( n \) times in \( w \), then delete all occurrences of \( a \).)

Recall the definition of \( \rightarrow \), \( \rightarrow_+ \), and legal executions from §3.2. Also recall that, for any \( w \in A^* \), we denote by \( |w| \) the vector in \( \mathbb{N}^A \) that counts the number of occurrences of each letter in \( w \).

The following lemma is called the removal lemma, as it removes some letters from a legal execution to get a shorter legal execution. A special case of this lemma when \( N \) is a sinkless sandpile network and \( n \) is the period vector (to be defined in §5.1) is proved in [BL92].

Lemma 4.2 (Removal lemma). Let \( N \) be an abelian network, and let \( x, q \) be a configuration of \( N \). Then for any \( n \in \mathbb{N}^A \) and any legal execution \( w \) for \( x, q \), the word \( w \setminus n \) is a legal execution for \( \pi_n(x, q) \).

Proof. By induction on the length of the vector \( n \), it suffices to show that, for any \( a \in A \), the word \( w \setminus |a| \) is a legal execution for \( \pi_a(x, q) \).

Fix \( a \in A \) throughout this proof. Let \( w = a_1 \cdots a_\ell \) be the given legal execution for \( x, q \). Let \( k \) be equal to the smallest number such that \( a_k = a \) if \( w \) contains \( a \), and equal to \( \ell + 1 \) if \( w \) doesn’t contain \( a \). For \( i \in \{0, \ldots, \ell\} \), we write \( x_i, q_i := \pi_{a_1 \cdots a_i}(x, q) \) and \( y_i, p_i := \pi_{a_1 \cdots a_i \setminus |a|}(x, q) \). We need to show that \( y_{i-1}(a_i) \geq 1 \) for \( i \in \{1, \ldots, \ell\} \setminus \{k\} \).

If \( i \in \{1, \ldots, k-1\} \), then

\[
y_{i-1} = x + M_{a_1 \cdots a_{i-1}}(q) - |a| - \sum_{j=1}^{i-1} |a_j|
\]

\[
\geq x + M_{a_1 \cdots a_{i-1}}(q) - |a| - \sum_{j=1}^{i-1} |a_j| \quad \text{(by the monotonicity property (Lemma 3.1(i)))}
\]

\[
= x_{i-1} - |a|.
\]
Note that \(|a|(a_i) = 0\) by the minimality of \(k\), and also note that \(x_{i-1}(a_i) \geq 1\) since \(w\) is legal for \(x.q\). Hence \(y_{i-1}(a_i) = x_{i-1}(a_i) - |a|(a_i) \geq 1\).

If \(i \in \{k + 1, \ldots, \ell\}\), then

\[
y_{i-1} = x + M_{a_{k+1} \ldots a_{i-1}}(q) - |a| - \sum_{j \in \{1, \ldots, i\}\setminus \{k\}} |a_j|
\]

\[
= x + M_{a_1 \ldots a_{i-1}}(q) - \sum_{j=1}^{i-1} |a_j| \quad \text{(by the abelian property (Lemma 3.1(ii)))}
\]

\[
= x_{i-1}.
\]

Then \(y_{i-1}(a_i) = x_{i-1}(a_i) \geq 1\) since \(w\) is legal for \(x.q\). This completes the proof. \(\Box\)

Described using a diagram, the removal lemma says that

\[
x.q \xrightarrow{\pi_w(x.q)} \pi_n(x.q)
\]

implies

\[
x.q \xrightarrow{\pi_n(x.q)} \pi_{\max(|w|, n)}(x.q)
\]

where \(\max(x, y)\) of two vectors \(x, y \in \mathbb{Z}^A\) denotes the coordinatewise maximum of \(x\) and \(y\).

Despite the apparent simplicity of the removal lemma, its consequences are very useful. One such consequence is the least action principle.

Recall the definition of complete execution from §3.2.

**Corollary 4.3 (Least action principle [BL16a, Lemma 4.3]).** Let \(N\) be an abelian network. If \(w\) is a legal execution for \(x.q\) and \(w'\) is a complete execution for \(x.q\), then \(|w| \leq |w'|\).

**Proof.** Since \(w\) is legal for \(x.q\), the removal lemma implies that \(w \setminus |w'|\) is a legal execution for \(\pi_{w'}(x.q)\). On the other hand, the only legal execution for \(\pi_{w'}(x.q)\) is the empty word since \(w'\) is complete for \(x.q\). Hence \(|w| \setminus |w'|\) is the empty word, which implies that \(|w| \leq |w'|\). \(\Box\)

The second consequence of the removal lemma is the exchange lemma, presented below.

**Lemma 4.4 (Exchange lemma, C.F. [BLS91, Lemma 1.2]).** Let \(N\) be an abelian network. If \(w_1\) and \(w_2\) are two legal executions for \(x.q\), then there exists \(w \in A^+\) such that \(w_1w\) is a legal execution for \(x.q\) and \(|w_1| + |w| = \max(|w_1|, |w_2|)\).

**Proof.** This follows from the removal lemma by taking \(w\) to be \(w_2 \setminus |w_1|\). \(\Box\)

Described using a diagram, the exchange lemma says that

\[
(4.1) \quad \xymatrix{x_1.q_1 \ar@<0.5ex>[r]^{w_1} & \ x_2.q_2 \
\ar@<0.5ex>[r]^{w_1} & \ x_1.q_1 \ar@<0.5ex>[r]^{w_2} & \ x_3.q_3 \
\ar@<0.5ex>[r]^{w_2} & \ x_3.q_3 \
& \ x_4.q_4 \}
\]

The exchange lemma is named after a similar property of antimatroids with repetition [BZ92]. It was proved by Björner, Lovász and Shor [BLS91, Lemma 1.2]
for sandpile networks on undirected graphs, and extended to directed graphs by Björner and Lovász [BL92, Proposition 1.2].

One consequence of the exchange lemma is that all abelian networks are confluent in the sense of Huet [Hue80]: that is, any two legal executions \( w_1 \) and \( w_2 \) for the same configuration \( x, q \) can be extended to longer legal executions that are equal up to a permutation of their letters (see Diagram (4.1) for an illustration). Furthermore, if the abelian network \( N \) is critical, then we will show that the extended execution can be taken to be of length \( \max(|w_1|, |w_2|) + C \) for a constant \( C \) that depends only on the network (see Theorem 6.9).

4.2. Recurrent components

In this section we discuss recurrent components, which will be an integral ingredient in the construction of the torsion group. The reader can use the illustrations in Figure 4.1 to develop intuition when reading this section.

We start with the definition of recurrent components, which requires the notion of the trajectory digraph given below.

**Definition 4.5** (Trajectory digraph). Let \( N \) be an abelian network. The trajectory digraph of \( N \) is the digraph with edges labeled by \( A \) given by

\[
V := \{ x.q \mid x \in \mathbb{Z}^A, q \in Q \};
\]

\[
E := \bigcup_{a \in A} E_a;
\]

\[
E_a := \{ (x.q, x'.q') \mid x.q \xrightarrow{a} x'.q' \} \quad (a \in A). \]

\[\triangle\]

**Definition 4.6** (Quasi-legal and legal relation). Let \( N \) be an abelian network. Two configurations \( x_1, q_1 \) and \( x_2, q_2 \) of \( N \) are quasi-legally related, denoted \( x_1 q_1 \xrightarrow{w} x_2 q_2 \), if there exists \( x_3, q_3 \) such that \( x_1 q_1 \xrightarrow{a} x_3 q_3 \) and \( x_2 q_2 \xrightarrow{a} x_3 q_3 \). Two configurations \( x_1, q_1 \) and \( x_2, q_2 \) are legally related, denoted \( x_1 q_1 \xleftarrow{w} x_2 q_2 \), if there exists \( x_3, q_3 \) such that \( x_1 q_1 \xrightarrow{a} x_3 q_3 \) and \( x_2 q_2 \xleftarrow{a} x_3 q_3 \). \[\triangle\]

The symmetry and reflexivity of these two relations follow from the definition. The transitivity of \( \xrightarrow{w} \) follows from the exchange lemma (Lemma 4.4), because

\[
x_1 q_1 \xrightarrow{w_1} x_4 q_4 \quad \text{implies} \quad x_2 q_2 \xrightarrow{w_2} x_5 q_5.
\]

The transitivity of the quasi-legal relation is proved by an analogous diagram. Hence both relations are equivalence relations on the configurations of \( N \).

**Definition 4.7** (Component of the trajectory digraph). Let \( N \) be an abelian network. A component of the trajectory digraph of \( N \) is an induced subgraph of the trajectory digraph formed by an equivalence class for the legal relation. \[\triangle\]

See Figure 4.1 for an illustration.

A **forward infinite walk** in \( N \) is an infinite legal execution of the form \( x_0 q_0 \xrightarrow{a_1} x_1 q_1 \xrightarrow{a_2} \cdots \) (\( a_i \in A \)). A **backward infinite walk** is an infinite legal execution
(i) \( t_{v_0} = t_{v_1} = t_{v_2} = 3 \) (N is subcritical):

\[
\begin{array}{c}
\cdots \rightarrow v_2^3v_2^3v_3^3v_3^3 \\
\downarrow v_1v_0 \rightarrow \begin{bmatrix} 1 \\ 2 \\ 3 \end{bmatrix} \cdot \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \\
\downarrow v_2 \rightarrow \begin{bmatrix} 0 \\ 1 \\ 2 \end{bmatrix} \cdot \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \\
\downarrow v_0 \rightarrow \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \\
\end{array}
\]

(ii) \( t_{v_0} = t_{v_1} = t_{v_2} = 2 \) (N is critical):

\[
\begin{array}{c}
\cdots \rightarrow \begin{bmatrix} 3 \\ 1 \\ 0 \end{bmatrix} \cdot \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \\
\downarrow v_0 \rightarrow \begin{bmatrix} 2 \\ 1 \\ 0 \end{bmatrix} \cdot \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \\
\downarrow v_2 \rightarrow \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \\
\end{array}
\]

(iii) \( t_{v_0} = t_{v_1} = t_{v_2} = 1 \) (N is supercritical):

\[
\begin{array}{c}
\begin{bmatrix} 2 \\ 0 \\ 0 \end{bmatrix} \cdot \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \\
\downarrow v_0 \rightarrow \begin{bmatrix} 1 \\ 0 \\ 2 \end{bmatrix} \cdot \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \\
\downarrow v_2 \rightarrow \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} \\
\end{array}
\]

Figure 4.1. Three different toppling networks on the bidirected cycle \( C_3 \). In each case, a portion of one component of the trajectory graph is shown. The presence of a backward infinite path / cycle / forward infinite path shows that the component is recurrent.
\[ \cdots \xrightarrow{a_{-1}} x_{-1}, q_{-1} \xrightarrow{a_0} x_0, q_0. \] A bidirectional infinite walk is an infinite legal execution \[ \cdots \xrightarrow{a_0} x_0, q_0 \xrightarrow{a_1} \cdots. \] A bidirectional infinite walk is a cycle if there is a positive \( k \) such that \( x_{i+k}, q_{i+k} = x_i, q_i \) and \( a_{i+k} = a_i \) for all \( i \in \mathbb{Z} \). An infinite walk in \( N \) means either one of those three walks, i.e., a sequence \[ \cdots \xrightarrow{a_i} x_i, q_i \xrightarrow{a_{i+1}} \cdots \] indexed by \( I \), where \( I \) is either \( \mathbb{Z}_{\leq 0} \), \( \mathbb{Z}_{\geq 0} \), or \( \mathbb{Z} \). An infinite path is an infinite walk in which all \( x_i, q_i \)'s are distinct.

**Definition 4.8 (Recurrent component).** Let \( N \) be an abelian network. An infinite walk indexed by a set \( I \) is diverse if for all \( a \in A \) the set \( \{ i \in I \mid a_i = a \} \) is infinite. A component of the trajectory digraph is a recurrent component if it contains a diverse infinite walk.

We denote by \( \overline{\text{Rec}}(N) \) the set of recurrent components of \( N \), and by \( xq \) the component of the trajectory digraph that contains the configuration \( x, q \).

Assume throughout the rest of this section that \( N \) is finite and locally irreducible. The first main result of this section is that, assuming recurrence, we have the quasi-legal relation implies the legal relation.

**Proposition 4.9.** Let \( N \) be a finite and locally irreducible abelian network. If \( x_1, q_1 \) and \( x_2, q_2 \) are configurations such that \( x_1, q_1 \) and \( x_2, q_2 \) are recurrent components, then \( x_1, q_1 \rightarrow \quad \rightarrow \quad \rightarrow \quad \rightarrow \quad \rightarrow x_2, q_2 \) implies \( x_1, q_1 \leftrightarrow \quad \leftrightarrow \quad \leftrightarrow \quad \leftrightarrow \quad \leftrightarrow x_2, q_2 \).

We remark that Proposition 4.9 for the special case of sinkless rotor networks was proved in [T18, Proposition 3.7].

The second main result of this section is a trichotomy of the recurrent components of \( N \) that depends on the value of \( \lambda(P) \).

**Proposition 4.10.** Let \( N \) be a finite, locally irreducible, and strongly connected abelian network. Then the following are equivalent:

(i) \( N \) is a subcritical network;

(ii) All recurrent components of \( N \) contain a diverse backward infinite path; and

(iii) There exists a recurrent component of \( N \) that contains a diverse backward infinite path.

Furthermore, the same statement holds if subcritical is replaced with critical (resp. supercritical) and diverse backward infinite path is replaced with diverse cycle (resp. diverse forward infinite path).

An illustration of recurrent components for each case (subcritical, critical, supercritical) is shown in Figure 4.1.

We now build towards the proof of Proposition 4.9.

Recall from §3.5 that \( A_< \) denotes the set of subcritical letters of \( N \), and \( A_\geq \) denotes the set of critical and supercritical letters of \( N \). We say that \( v, w \in \mathbb{N}^A \) are extendable vectors of \( N \) if

(E1) \( \text{supp}(v) = A_< \text{ and } P v(a) \leq v(a) \text{ for all } a \in A_< \);

(E2) \( \text{supp}(w) = A_\geq \text{ and } P w(a) \geq w(a) \text{ for all } a \in A_\geq \); and

(E3) \( v \) and \( w \) are contained in \( K \).

Note that extendable vectors always exist. Indeed, there exist \( v, w \in \mathbb{N}^A \) that satisfy (E1) and (E2) by the Perron-Frobenius theorem (Lemma 3.10(vii)-(viii)). Since the total kernel \( K \) is a subgroup of \( \mathbb{Z}^A \) of finite index (by Lemma 3.7(i)), we can assume that \( v, w \) satisfy (E3) (by taking their finite multiple if necessary).
Let \( e \in \mathbb{N}^A \) be a vector satisfying the conclusion of Lemma 3.4(i), i.e. for any \( q \in Q \) the state \( t_q(q) \) is locally recurrent (Note that \( e \) exists by Lemma 3.4(i)). The following lemma provides a method to construct diverse infinite walks.

**Lemma 4.11.** Let \( N \) be a finite and locally irreducible abelian network. Let \( v, w \) be extendable vectors of \( N \), let \( x, q \) and \( x', q' \) be configurations of \( N \), and let \( u \in A^* \) be a word such that \( x', q' \xrightarrow{u} x, q \).

(i) If \( |u| \geq v + e \), then there exist \( v \in A^* \) and \( x_{-1}, x_{-2}, \ldots \in \mathbb{Z}^A \) such that \( |v| = v \) and the infinite execution

\[
\cdots \xrightarrow{v} x_{-2}.q \xrightarrow{v} x_{-1}.q \xrightarrow{v} x.q
\]

is legal.

(ii) If \( |u| \geq w + e \), then there exist \( w \in A^* \) and \( x_1, x_2, \ldots \in \mathbb{Z}^A \) such that \( |w| = w \) and the infinite execution

\[
x.q \xrightarrow{w} x_1.q \xrightarrow{w} x_2.q \xrightarrow{w} \cdots
\]

is legal.

**Proof.** We present only the proof of (i), as the proof of (ii) is analogous.

Write

\[
v := u \setminus (|u| - v);
\]

\[
y.p := \pi_{|u| - |v|}(x', q');
\]

\[
x_{-i} := x + i(y - x) \quad (i \geq 0).
\]

Note that \( |v| = v \) since \( |u| \geq v \). It suffices to show that \( x_{-(i+1)}.q \xrightarrow{v} x_{-i}.q \) for all \( i \geq 0 \).

Since \( |u| - |v| \geq e \) and \( p = t_{|u| - |v|}(q') \), it follows from Lemma 3.4(i) that \( p \) is locally recurrent. Since \( \pi_v(y.p) = \pi_u(x', q') = x.q \) and \( v \in K \), we then have \( q = t_v(p) = p \in \text{Loc}(N) \) and \( y - x = (I - P)v \). Then for all \( i \geq 0 \),

\[
\pi_v(x_{-(i+1)}.q) = (x_{-i} - (I - P)v).q = x_{-i}.q.
\]

Since \( x', q' \xrightarrow{u} x.q \) and \( \pi_{|u| - |v|}(x', q') = y.q \), the removal lemma (Lemma 4.2) implies that \( y.q \xrightarrow{v} x.q \). Also note that \( (y - x)(a) = ((I - P)v)(a) \geq 0 \) for all \( a \in \text{supp}(v) \) by (E1). It then follows from Lemma 3.3(ii) that

\[
x_{-(i+1)}.q = (y + i(y - x)).q \xrightarrow{v} (x + i(y - x)).q = x_{-i}.q.
\]

for all \( i \geq 0 \). This completes the proof.

As a consequence of Lemma 4.11, we show that recurrent components always exist.

**Corollary 4.12.** Let \( N \) be a finite and locally irreducible abelian network. Then the set \( \text{Rec}(N) \) is nonempty.

**Proof.** Let \( q' \in Q \) and let \( x' := \max(v, w) + e \), where \( v, w \) are extendable vectors of \( N \). Let \( u \) be a word such that \( |u| = x' \). Write \( x.q := \pi_u(x', q') \), and note that \( x'.q' \xrightarrow{u} x.q \) since \( |u| = x' \).

Since \( v, w \) are extendable vectors, it follows from Lemma 4.11 that there exist \( v, w \in A^* \) and vectors \( x_i' \ (i \in \mathbb{Z} \setminus \{0\}) \) such that \( |v| = v, |w| = w \), and the following infinite execution

\[
\cdots \xrightarrow{v} x_{-1}.q' \xrightarrow{v} x'.q' \xrightarrow{w} x_1.q' \xrightarrow{w} \cdots
\]
is legal. It follows from the construction that the infinite execution above is a
diverse infinite walk in \( x_1q \). Hence \( x_1q \) is a recurrent component, which shows that
\( \text{Rec}(N) \) is nonempty. \( \square \)

**A strongly diverse** infinite walk in \( N \) is a sequence of legal executions

\[
\cdots \xrightarrow{v} x_{-2}q \xrightarrow{v} x_{-1}q \xrightarrow{v} x_0q_0 \xrightarrow{w} x_1q \xrightarrow{w} x_2q \xrightarrow{w} \cdots
\]

such that

(i) The state \( q \) is locally recurrent;
(ii) \( \text{supp}(|v|) = A_\prec \) and \( P|v|(a) \leq |v|(a) \) for all \( a \in A_\prec \); and
(iii) \( \text{supp}(|w|) = A_\succ \) and \( P|w|(a) \geq |w|(a) \) for all \( a \in A_\succ \).

**Lemma 4.13.** Let \( N \) be a finite and locally irreducible abelian network. A component of the trajectory digraph is a recurrent component if and only if it contains a strongly diverse infinite walk.

**Proof.** It suffices to prove the only if direction, as the if direction follows from the fact that a strongly diverse infinite walk is also diverse.

Let \( \cdots \xrightarrow{a_i} x_iq_i \xrightarrow{a_{i+1}} \cdots \) \((i \in I)\) be a diverse infinite walk in the recurrent component. Since the walk is diverse, there exist \( j \in I \) and \( k \geq 1 \) such that \( u := a_{j+1} \cdots a_{j+k} \) satisfies \( |u| \geq \max(v, w) + e \), where \( v, w \) are extendable vectors of \( N \).

Write \( x'_q := x_jq_j \) and \( x_q := x_{j+k}q_{j+k} \), and note that \( x'_q \xrightarrow{u} xq \). Also note that we have \( q = t_0q_j \) is locally recurrent by Lemma 3.4(i) since \( |u| \geq e \).

By Lemma 4.11, there exist \( v, w \in A^* \) and \( x_i \) \((i \in \mathbb{Z} \setminus \{0\})\) such that \( |v| = v \), \(|w| = w \), and the following infinite execution

\[
\cdots \xrightarrow{v} x_{-2}q \xrightarrow{v} x_{-1}q \xrightarrow{v} xq \xrightarrow{w} x_1q \xrightarrow{w} x_2q \xrightarrow{w} \cdots
\]

is legal. This infinite execution is a strongly diverse infinite walk in the given recurrent component, which proves the claim. \( \square \)

We now present the proof of Proposition 4.9.

**Proof of Proposition 4.9.** By Lemma 4.13 and the transitivity of \( \rightarrow \), we can without loss of generality assume that \( x_iq_i \) is contained in a strongly diverse infinite walk for \( i \in \{1, 2\} \) (by taking another configuration in the recurrent component if necessary). In particular, each \( q_i \) is a locally recurrent state.

For \( i \in \{1, 2\} \) let \( v_i, w_i \in \mathbb{N}^A \) and \( x_3q_3 \) be configurations such that \( \text{supp}(v_i) = A_\prec \), \( \text{supp}(w_i) = A_\succ \), and \( x_iq_i \xrightarrow{v_i+w_i} x_3q_3 \). (Note that \( v_i, w_i \), and \( x_3q_3 \) exist because \( x_1q_1 \rightarrow \cdots \rightarrow x_3q_3 \).) By the abelian property (Lemma 3.1(ii)) and Lemma 3.5(ii), there exist (unique) \( x'_iq'_i \) with \( q'_i \in \text{Loc}(N) \) \((i \in \{1, 2, 3\})\) such that this diagram commutes.
For $i \in \{1, 2\}$, there exist $v_i, v'_i, w'_i \in A^*$, $y_i, y'_i \in \mathbb{Z}^A$, and $p_i, p'_i \in \text{Loc}(N)$ such that (details are given after Diagram (4.3)):

\[
\begin{align*}
   & v'_1 \rightarrow x_1 \cdot q_1 \rightarrow w_1 \rightarrow v_1 \rightarrow x'_1 \cdot q'_1 \rightarrow v_2 \\
   & x_2 \cdot q_2 \rightarrow x'_2 \cdot q'_2 \rightarrow v_2 \rightarrow w_2 \rightarrow v'_2 \\
   & y_1 \cdot p_1 \rightarrow v'_1 \rightarrow v_1 \rightarrow w_1 \rightarrow v'_1 \rightarrow w'_1 \rightarrow y'_1 \cdot p'_1 \\
   & y_2 \cdot p_2 \rightarrow v'_2 \rightarrow v_2 \rightarrow w_2 \rightarrow v'_2 \rightarrow w'_2 \rightarrow y'_2 \cdot p'_2
\end{align*}
\]

(4.3)

Indeed, let $i, j$ be distinct elements in $\{1, 2\}$. By the assumption that $x_i \cdot q_i$ is contained in a strongly diverse infinite walk, we get the solid arrow $v'_i \rightarrow$, where $v'_i$ is a word such that $|v'_i| \geq v_j$. Similarly, we get the solid arrow $w'_i \rightarrow$, where $w'_i$ is a word such that $|w'_i| \geq w_i$. By the removal lemma (Lemma 4.2) and the assumption that $|w'_i| \geq w_i$, we get the solid arrow $w'_i \rightarrow w_i$ in Diagram (4.3). By the abelian property, the assumption that $|v'_i| \geq v_j$, and Lemma 3.5(ii), we get the dashed arrow $v'_i \rightarrow$ in Diagram (4.3). Write $v_j := v'_i \setminus (|v'_i| - v_j)$. Note that $|v_j| = v_j$ because $|v'_i| \geq v_j$, and in particular $\text{supp}(v_j) = A_\prec$. By the removal lemma, we get the solid (cyan) arrow $v_j \rightarrow$ in Diagram (4.3). By the removal lemma and the fact that $\text{supp}(v_j) = A_\prec$ and $\text{supp}(w_i) = A_\geq$ are disjoint sets, we get the solid (yellow) arrow $w'_i \rightarrow$ in Diagram (4.3).

The conclusion of the proposition now follows from Diagram (4.3) and the transitivity of the legal relation (Diagram (4.2)).

We now build towards the proof of Proposition 4.10. We start by checking (i) implies (ii) for subcritical and supercritical case.
Lemma 4.14. Let $N$ be a finite, locally irreducible, and strongly connected sub-critical (resp. supercritical) network. Then any strongly diverse infinite walk in $N$ is a diverse backward (resp. forward) infinite path.

Proof. We present only the proof of the subcritical case, as the proof of the supercritical case is analogous.

Since $N$ is subcritical, a strongly diverse infinite walk of $N$ is of the form

$$
\cdots \xrightarrow{v} x_{-2}, q \xrightarrow{w} x_{-1}, q \xrightarrow{v} x, q
$$

where $v$ is a word such that $\text{supp}(|v|) = A$. Note that the infinite execution above is a diverse backward infinite walk. Hence it suffices to show that this infinite walk is a path.

Suppose to the contrary that this infinite walk is not a path. Then there exists a configuration $x', q'$ and a nonempty word $w$ such that the execution $x', q' \xrightarrow{w} x', q'$ is legal and is a subsequence of the infinite walk above. By Lemma 3.9, we then have:

$$
P|w| = x' + |w| - x' = |w|.$$

The Perron-Frobenius theorem (Lemma 3.10(iii)) then implies that $\lambda(P) = 1$, contradicting the assumption that $N$ is subcritical. This proves the claim. □

We will use the following version of Dickson’s lemma to check (i) implies (ii) for critical case. A sequence of vectors $x_1, x_2, \ldots$ in $\mathbb{Z}^A$ has a lower bound if there exists $x \in \mathbb{Z}^A$ such that $x_i \geq x$ for all $i \geq 1$.

Lemma 4.15 ([Dic13, Dickson’s lemma]). Let $x_1, x_2, \ldots$ be a sequence of vectors in $\mathbb{Z}^A$ that has a lower bound. Then there exist integers $j, k \geq 1$ such that $x_j \leq x_{j+k}$.

Denote by $0$ the vector in $\mathbb{Z}^A$ with all entries being equal to 0.

Lemma 4.16. Let $N$ be a finite, locally irreducible, and strongly connected critical network. Then any strongly diverse infinite walk in $N$ is a diverse cycle.

Proof. Since $N$ is critical, a strongly diverse infinite walk of $N$ is of the form

$$
x, q \xrightarrow{w} x_1, q \xrightarrow{w} x_2, q \xrightarrow{w} \cdots
$$

where $w$ is a word such that $\text{supp}(|w|) = A$. Hence it suffices to show $x_1 = x$.

By Lemma 3.3(iii), the sequence $x_0, x_1, \ldots$ is lower bounded by the vector $x \in \mathbb{Z}^A$ given by $x(a) := \min\{x_0(a), 0\}$ ($a \in A$). By Dickson’s lemma, there exist integers $j, k \geq 1$ such that $x_j \leq x_{j+k}$.

Since $x_j, q_j \xrightarrow{w^k} x_{j+k}, q_{j+k}$ and $q_{j+k} = q_j$, we have by Lemma 3.9 that

$$(P - I)|w| = \frac{x_{j+k} - x_j}{k} \geq 0.$$  

Since $N$ is strongly connected and critical, it follows from the Perron-Frobenius theorem (Lemma 3.10(iii)) that $(P - I)|w| = 0$. This implies that

$$x_1 - x = (P - I)|w| = 0,$$

as desired. □

We now present the proof of Proposition 4.10.
Proof of Proposition 4.10. (i) implies (ii): This follows from Lemma 4.13, Lemma 4.14, and Lemma 4.16.

(ii) implies (iii) is straightforward.

(iii) implies (i): We present only the proof of the subcritical case, as the proof of the other two cases are analogous.

By (iii), there exists a diverse infinite path in \( N \) of the form

\[
\ldots \xrightarrow{v_3} x_{-2} \cdot q \xrightarrow{v_2} x_{-1} \cdot q \xrightarrow{v_1} x \cdot q,
\]

where \( v_1, v_2 \ldots \) are words such that \( \text{supp}([v_i]) = A \). Note that \( x_i \neq x_j \) for distinct \( i \) and \( j \) since the infinite walk above is a path.

Since \( x_{-(i+1)} \cdot q \xrightarrow{v_{i+1}} x_{-i} \cdot q \) and \( \text{supp}([v_{i+1}]) = A \) for any \( i \geq 0 \), we have by Lemma 3.3(iii) that \( x_{-i} \) is a nonnegative vector for any \( i \geq 0 \). By Dickson’s lemma, there exist integers \( j, k \geq 1 \) such that \( x_{-j} \leq x_{-(j+k)} \).

Write \( v := v_k v_{k-1} \ldots v_{j+1} \). Now note that

\[
(I - P)[v] = x_{-(j+k)} - x_{-j} \geq 0,
\]

where the first equality is due to Lemma 3.9. Also note that \( (I - P)[v] = x_{-(j+k)} - x_{-j} \) is not equal to \( 0 \) since \( x_{-(j+k)} \neq x_{-j} \) by assumption. Since \( N \) is strongly connected, it then follows from the Perron-Frobenius theorem (Lemma 3.10(iii)) that \( \lambda(P) \) is strictly less than 1, as desired. \( \square \)

4.3. Construction of the torsion group

In this section we define the torsion group for any abelian network by building on results from §4.2. The reader can use the networks from Example 3.17 to develop intuition when reading this section.

Definition 4.17 (Shift monoid). Let \( N \) be an abelian network. The monoid \( \mathbb{N}^A \) acts on \( \overline{\text{Rec}}(N) \) by

\[
\phi : \mathbb{N}^A \to \text{End}(\overline{\text{Rec}}(N))
\]

\[
\phi(n)(x \cdot q) := (x + n) \cdot q.
\]

The shift monoid is the monoid \( M(N) := \phi(\mathbb{N}^A) \). \( \triangle \)

It follows from Lemma 3.3(ii) that \( (x + n) \cdot q \) does not depend on the choice of \( x \cdot q \), and is a recurrent component if \( x \cdot q \) is recurrent. Hence the monoid action in Definition 4.17 is well-defined.

Note that \( M(N) \) is generated by the set \( \{ \phi([a]) \mid a \in A \} \), and hence is a finitely generated commutative monoid. We denote by \( \mathcal{K}(N) \) the Grothendieck group (see §2.1) of \( M \). We remark that \( M(N), \mathcal{K}(N) \), and \( \overline{\text{Rec}}(N) \) can be infinite; see Example 4.22(ii).

Definition 4.18 (Torsion group). Let \( N \) be an abelian network. The torsion group of \( N \) is

\[
\text{Tor}(N) := \tau(\mathcal{K}(N)),
\]

the torsion subgroup of the Grothendieck group of \( M(N) \). \( \triangle \)

Definition 4.19 (Invertible recurrent component). Let \( N \) be an abelian network. A recurrent component \( x \cdot q \) is invertible if, for any \( g \in \text{Tor}(N) \) and any \( n, n' \in \mathbb{N}^A \) such that \( g = (\phi(n), \phi(n')) \), there exists \( x' \cdot q' \in \overline{\text{Rec}}(N) \) such that

\[
(x + n) \cdot q = (x' + n') \cdot q'.
\]
We denote by \( \overline{\text{Rec}}(N)^\times \) the set of invertible recurrent components of \( N \). \( \triangle \)

Note that not all recurrent components are invertible; see Example 4.22(ii).

Assume throughout the rest of this section that \( N \) is a finite and locally irreducible abelian network, unless stated otherwise.

**Definition 4.20 (Action of \( \text{Tor}(N) \) on \( \overline{\text{Rec}}(N)^\times \)).** Let \( N \) be a finite and locally irreducible abelian network. The group \( \text{Tor}(N) \) acts on \( \overline{\text{Rec}}(N)^\times \) by

\[
\text{Tor}(N) \times \overline{\text{Rec}}(N)^\times \to \overline{\text{Rec}}(N)^\times
\]

\[
(g, x, q) \mapsto x' q',
\]

where \( x' q' \) is as in Definition 4.19. \( \triangle \)

We will show later in Lemma 4.23(iii) that this group action is well-defined.

Note that the action of \( \text{Tor}(N) \) is not defined for recurrent components that are not invertible.

We now state the main result of this section. Recall the definition of the total kernel \( K \) (Definition 3.6) and the production matrix \( P \) (Definition 3.8). Recall that the action of a monoid \( M \) on a set \( X \) is **free** if, for any \( x \in X \) and \( m, m' \in M \), we have \( mx = m'x \) implies that \( m = m' \). The action of \( M \) on \( X \) is **transitive** if \( X \) is nonempty and for any \( x, x' \in X \) there exists \( m \in M \) such that \( x' = mx \).

**Theorem 4.21.** Let \( N \) be a finite and locally irreducible abelian network. Then

(i) \( \overline{\text{Rec}}(N)^\times \) is nonempty.

(ii) \( \text{Tor}(N) \) is a finite abelian group that acts freely on \( \overline{\text{Rec}}(N)^\times \).

(iii) The map \( \phi : N^A \to \text{End}(\text{Rec}(N)) \) induces an isomorphism of abelian groups

\[
\mathcal{K}(N) \simeq Z^A/(I - P)K.
\]

We remark that Theorem 1.1, stated in the introduction, is a direct corollary of Theorem 4.21.

Note that the action of the torsion group on \( \overline{\text{Rec}}(N)^\times \) is in general not transitive; see Example 4.22(ii). The torsion group is a generalization of the critical group for halting networks as defined in [BL16c]. We will discuss this in more details in §4.4.

**Example 4.22.** Consider the toppling network \( N_t \) (Example 3.17) on the bidirected cycle \( C_3 \) with threshold \( t_{v_0} = t_{v_1} = t_{v_2} =: t \).

(i) If \( t = 3 \) (note that \( N_3 \) is subcritical), then

\[
\text{Tor}(N_3) = Z^V \bigg/ \left\langle \begin{bmatrix} 3 \\ -1 \\ -1 \end{bmatrix}, \begin{bmatrix} -1 \\ 3 \\ -1 \end{bmatrix}, \begin{bmatrix} -1 \\ -1 \\ 3 \end{bmatrix} \right\rangle_z = Z_4 \oplus Z_4.
\]

\( N_3 \) has sixteen recurrent components, namely all permutations of these five:

\[
\left\{ x, q \middle| x = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, q \in \left\{ \begin{bmatrix} 0 \\ 1 \\ 2 \\ \end{bmatrix}, \begin{bmatrix} 1 \\ 1 \\ 2 \end{bmatrix}, \begin{bmatrix} 0 \\ 2 \\ 2 \end{bmatrix}, \begin{bmatrix} 1 \\ 2 \\ 2 \end{bmatrix}, \begin{bmatrix} 2 \\ 2 \end{bmatrix}, \begin{bmatrix} 2 \\ 2 \end{bmatrix} \right\} \right\}.
\]

All sixteen recurrent components of \( N_3 \) are invertible, and the action of \( \text{Tor}(N_3) \) on \( \overline{\text{Rec}}(N_3)^\times \) is free and transitive.
(ii) If \( t = 2 \) (note that \( N_2 \) is critical), then:

\[
\text{Tor}(N_2) = \tau \left( \mathbb{Z}^V / \left\langle \begin{bmatrix} 2 \\ -1 \\ -1 \end{bmatrix}, \begin{bmatrix} -1 \\ 2 \\ -1 \end{bmatrix}, \begin{bmatrix} -1 \\ -1 \\ 2 \end{bmatrix} \right\rangle \right)
\]

\[= \tau(\mathbb{Z}_3 \oplus \mathbb{Z}) = \mathbb{Z}_3.\]

The recurrent components of \( N_2 \) are given by

\[
\overline{\text{Rec}}(N_2) = \bigcup_{m \geq 3} \text{Rec}(N_2, m),
\]

where

\[
\text{Rec}(N_2, 3) = \left\{ xq \mid q = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, x \in \left\{ \begin{bmatrix} 0 \\ 1 \\ 2 \end{bmatrix}, \begin{bmatrix} 0 \\ 2 \\ 1 \end{bmatrix} \right\} \right\},
\]

and, for \( m \geq 4 \),

\[
\text{Rec}(N_2, m) = \left\{ xq \mid q = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, x \in \left\{ \begin{bmatrix} 0 \\ 1 \\ m-1 \end{bmatrix}, \begin{bmatrix} 0 \\ 2 \\ m-2 \end{bmatrix}, \begin{bmatrix} 1 \\ 1 \\ m-2 \end{bmatrix} \right\} \right\}.
\]

The invertible recurrent components of \( N_2 \) are given by:

\[
\overline{\text{Rec}}(N_2)^\times = \bigcup_{m \geq 4} \text{Rec}(N_2, m).
\]

In particular, the two recurrent components in \( \overline{\text{Rec}}(N_2, 3) \) are not invertible, and hence the torsion group does not act on them.

Note that the action of \( \text{Tor}(N_2) \) on \( \overline{\text{Rec}}(N_2)^\times \) is free but not transitive, as each \( \overline{\text{Rec}}(N_2, m) \) for \( m \geq 4 \) is an orbit of this action.

(iii) If \( t = 1 \) (note that \( N_1 \) is supercritical), then

\[
\text{Tor}(N_1) = \mathbb{Z}^V / \left\langle \begin{bmatrix} 1 \\ -1 \\ -1 \end{bmatrix}, \begin{bmatrix} -1 \\ 1 \\ -1 \end{bmatrix}, \begin{bmatrix} -1 \\ -1 \\ 1 \end{bmatrix} \right\rangle \mathbb{Z} = \mathbb{Z}_2 \oplus \mathbb{Z}_2.
\]

\( N_1 \) has four recurrent components:

\[
\left\{ xq \mid q = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, x \in \left\{ \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix} \right\} \right\}.
\]

All four recurrent components of \( N_1 \) are invertible, and the action of \( \text{Tor}(N_1) \) on \( \overline{\text{Rec}}(N_1)^\times \) is free and transitive. \( \triangle \)

Our strategy of proving Theorem 4.21 is to apply Proposition 2.5 to the setting of Theorem 4.21. In order to do so, we need to check that the action of \( M(N) \) on \( \overline{\text{Rec}}(N) \) satisfies the conditions in Proposition 2.5, and that requires the following technical lemma.

Recall the definition of injective action from Definition 2.1.

**Lemma 4.23.** Let \( N \) be a finite and locally irreducible abelian network. Then

(i) For any \( n, n' \in \mathbb{N}^A \), we have \( \phi(n) = \phi(n') \) if and only if \( n - n' \in (I - P)K \);

(ii) The action of \( M(N) \) on \( \overline{\text{Rec}}(N) \) is free and injective; and

(iii) The action of \( \text{Tor}(N) \) on \( \overline{\text{Rec}}(N)^\times \) in Definition 4.20 is well defined.
4.4. HALTING CASE

Proof. Let \( x,q \) be any configuration such that \( x.q \) is recurrent. For any \( n,n' \in \mathbb{N}^A \),
\[
(x + n).q \leftrightarrow (x + n').q
\]
(4.4) \( \iff \) \( (x + n).q \rightarrow \cdots \rightarrow (x + n').q \) (by Proposition 4.9)
\( \iff \) \( n - n' \in (I - P)K \) (by Lemma 3.9).

Since the choice of \( x,q \) is arbitrary, we then conclude that \( \phi(n) = \phi(n') \) if and only if \( n - n' \in (I - P)K \). This proves part (i).

Let \( x,q \) and \( x',q' \) be any configurations such that \( x.q \) and \( x'.q' \) are recurrent. For any \( n \in \mathbb{N}^A \),
\[
(x + n).q \leftrightarrow (x' + n).q'
\]
\[
\implies (x + n).q \rightarrow \cdots \rightarrow (x' + n).q'
\]
\[
\implies x.q \rightarrow \cdots \rightarrow x'.q' \quad \text{(by Lemma 3.3(i))}
\]
\[
\implies x.q \leftrightarrow x'.q' \quad \text{(by Proposition 4.9)}.
\]

Hence the action of \( M(N) \) on \( \text{Rec}(N) \) is injective. For any \( n,n' \in \mathbb{N}^A \),
\[
(x + n).q \leftrightarrow (x + n').q
\]
\[
\implies n - n' \in (I - P)K \quad \text{(by equation (4.4))}
\]
\[
\implies (x' + n).q' \leftrightarrow (x' + n').q' \quad \text{(by equation (4.4))}.
\]

Since the choice of \( x',q' \) is arbitrary, we then conclude that \( \phi(n)(x.q) = \phi(n')(x.q) \)
implies that \( \phi(n) = \phi(n') \). Hence the action of \( M(N) \) on \( \text{Rec}(N) \) is free. This proves part (ii).

Since \( M(N) \) acts on \( \text{Rec}(N) \) injectively by part (ii), it follows from Lemma 2.3 that the group action in Definition 4.20 is well-defined. This proves part (iii). \( \square \)

We now present the proof of Theorem 4.21.

Proof of Theorem 4.21. Note that action of \( M(N) \) on \( \text{Rec}(N) \) is free and injective (by Lemma 4.23(ii)), and that \( \text{Rec}(N) \) is a nonempty set (by Corollary 4.12). Part (i) and (ii) now follow directly from Proposition 2.5.

For part (iii), note that \( \mathbb{Z}^A \) is the Grothendieck group of \( \mathbb{N}^A \) and \( \mathcal{X}(N) \) is the Grothendieck group of \( M(N) \). Also note that \( \phi : \mathbb{N}^A \to M(N) \) is a surjective monoid homomorphism. By the universal property of the Grothendieck group, the map \( \phi \) induces a surjective group homomorphism \( \phi : \mathbb{Z}^A \to \mathcal{X}(N) \). Also note that
\[
\ker(\phi) = \{ z \in \mathbb{Z}^A \mid \phi(z^+) = \phi(z^-) \},
\]
where \( z^+ \) and \( z^- \) are the positive part and the negative part of \( z \), respectively. The claim now follows from Lemma 4.23(i). \( \square \)

4.4. Relations to the critical group in the halting case

Consider a finite, locally irreducible, and subcritical abelian network \( S \). In this section we show that the torsion group of \( S \) is isomorphic to the critical group defined in [BL16c].

We start by quoting a useful theorem from [BL16c]. A configuration \( x.q \) is stable if \( x(a) \leq 0 \) for all \( a \in A \). A configuration \( x.q \) halts if there exists a stable configuration \( x'.q' \) such that \( x.q \rightarrow x'.q' \).
Theorem 4.24 ([BL16b, Theorem 5.6]). Let $S$ be a finite, locally irreducible, and subcritical abelian network. Then every configuration $x.q$ in $S$ is a halting configuration. \hfill $\square$

Lemma 4.25. Let $S$ be a finite, locally irreducible, and subcritical abelian network. Then every component of the trajectory digraph contains a unique stable configuration.

Proof. Let $C$ be an arbitrary component of the trajectory digraph. By Theorem 4.24, there exists a stable configuration $x.q$ in $C$.

We now prove that $x.q$ is unique. Let $x'.q'$ be another stable configuration in $C$. Then there exists $y.p$ such that $x.q \rightarrow y.p$ and $x'.q' \rightarrow y.p$. Since $x(a) \leq 0$ for all $a \in A$, it is necessary that $x.q = y.p$. By symmetry $x'.q' = y.p$, and hence $x.q = x'.q'$. \hfill $\square$

We define the stabilization $ST(C)$ of a component $C$ to be the unique stable configuration in $C$. Let $Q$ be the set:

$$Q := \{ C \mid ST(C) = 0.q \text{ for some } q \in Q \}.$$  

The set $Q$ is in one-to-one correspondence with the state space $Q$ via $0.q \mapsto q$, and in particular $Q$ is finite.

The monoid $N^A$ acts on $Q$ by:

$$\Phi: N^A \rightarrow \text{End}(Q)$$

$$\Phi(n)(0.q) := n.q.$$  

Note that $ST(n.q) = 0.q'$ for some $q' \in Q$ since $n \geq 0$, and hence $n.q$ is contained in $Q$.

The global monoid in the sense of [BL16c] is the monoid $I(S) := \Phi(N^A)$. Note that $I(S)$ is a finite commutative monoid as $Q$ is finite.

Let $e \in I(S)$ be the minimal idempotent of $I(S)$ (see Definition 2.6). The critical group of $N$ in the sense of [BL16c] is the group $eI(S)$.

Definition 4.26 (Recurrent state). Let $S$ be a finite and locally irreducible subcritical network. An element of $Q$ is recurrent in the sense of [BL16c] if it is contained in $eQ$. A state $q \in Q$ is recurrent if its corresponding component in $Q$ is a recurrent component.

We now explain how these objects from [BL16c] fit into our work. Recall that $\text{Rec}(S)$ is the set of recurrent components of $S$ (see Definition 4.8).

Lemma 4.27. Let $S$ be a finite, locally irreducible, and subcritical abelian network. Then $\text{Rec}(S)$ is a closed subset of $Q$ under the action of $I(S)$.

Proof. We first show that the set $\text{Rec}(S)$ is a subset of $Q$. Let $C$ be any recurrent component of $S$, and let $x.q := ST(C)$. Since $S$ is subcritical and $C$ is recurrent, by Lemma 4.13 there exist a configuration $x'.q'$ and $w \in A^+$ such that $x'.q' \rightarrow w \rightarrow x.q$ and $|w| \geq 1$. By Lemma 3.3(iii) and the fact that $x.q$ is stable, we conclude that that $x = 0$. This then implies that $C$ is in $Q$.

Let $n$ be any nonnegative vector and let $x.q$ be any recurrent component. It follows from Lemma 3.3(ii) and the definition of recurrence that $(x + n)q$ is a recurrent component. This shows that $\text{Rec}(S)$ is closed under the action of $I(S)$. \hfill $\square$
Let \( \eta : F(S) \to \text{End}(\overline{\text{Rec}(S)}) \) be the monoid homomorphism induced by the action of \( F(S) \) on \( \overline{\text{Rec}(S)} \). Note that the shift monoid \( M(S) \) from Definition 4.17 is the image of the global monoid \( F(S) \) under the map \( \eta \). We denote by \( \epsilon \) the identity of element of \( M(S) \).

Recall that the torsion group \( \text{Tor}(S) \) is the torsion subgroup of the Grothendieck group of \( M(S) \), and \( \text{Tor}(S) \) acts on the set of invertible recurrent components \( \overline{\text{Rec}(S)} \) (see Definition 4.19).

We now state a theorem which shows that, for a subcritical network, the construction in [BL16c] and our construction give rise to the same group.

**Theorem 4.28.** Let \( S \) be a finite, locally irreducible, and subcritical abelian network. Then
\[
\begin{align*}
(i) & \quad eF(S) \simeq \text{Tor}(S) \text{ by the map } F : eF(S) \to \text{Tor}(S) \text{ defined by } em \mapsto (\eta(em), \epsilon). \\
(ii) & \quad eQ = \overline{\text{Rec}(S)} = \overline{\text{Rec}(S)}^\times. \\
(iii) & \quad The isomorphism } F : eF(S) \to \text{Tor}(S) \text{ preserves the action of } eF(S) \text{ and } \text{Tor}(S) \text{ on } eQ = \overline{\text{Rec}(S)}^\times.
\end{align*}
\]

**Proof.** We first check that the assumptions in Proposition 2.8 are satisfied. The action of \( F(S) \) on \( Q \) is faithful by definition. We now show that the action of \( F(S) \) on \( Q \) is irreducible. Let \( 0.q \) and \( 0.q' \) be any two elements of \( Q \). Since \( \mathcal{S} \) is locally irreducible, there exist \( w, w' \in A^* \) such that \( t_w q = t_w q' \). Then there exist \( n, n', m \in \mathbb{N}^A \) such that \( n.q \xrightarrow{w} m.t_w(q) \) and \( n'.q' \xrightarrow{w} m.t_w(q') \). These two facts imply that \( \Phi(n)(0.q) = \Phi(n')(0.q') \), which proves irreducibility. Also note that the set \( Q \) is nonempty since \( Q \) is nonempty by the definition of abelian networks.

Note that \( \overline{\text{Rec}(S)} \) is nonempty (by Corollary 4.12), is a closed subset of \( Q \) (by Lemma 4.27), and the action of \( F(S) \) on it is injective (by Lemma 4.23(ii)). The theorem now follows from Proposition 2.8. \( \square \)
CHAPTER 5

Critical Networks: Recurrence

In this chapter we study critical networks in more detail, with a focus on their recurrent configurations and torsion group. Examples of critical networks include sinkless rotor networks (Example 3.11), sinkless sandpile networks (Example 3.12), sinkless height-arrow networks (Example 3.13), arithmetical networks (Example 3.15), and inverse networks (Example 3.19).

5.1. Recurrent configurations and the burning test

In this section we define the notion of recurrence for configurations of a critical network, and we outline a test to check for the recurrence of a configuration.

We assume throughout this section that $N$ is a finite, locally irreducible, and strongly connected critical network unless stated otherwise.

Integral to our study of critical networks is the notion of period vector, defined as follows.

Denote by $E$ the (right) eigenspace of $\lambda(P)$ of the production matrix $P$ of $N$. By the Perron-Frobenius theorem (Lemma 3.10(vi)), the vector space $E$ is spanned by a positive integer vector. Since the total kernel $K$ is a subgroup of $\mathbb{Z}^A$ of finite index (Lemma 3.7(i)), the set $E \cap K$ is equal to the $\mathbb{Z}$-span of a unique positive integer vector.

**Definition 5.1 (Period vector).** Let $N$ be a finite, locally irreducible, and strongly connected critical network. The period vector $r$ of $N$ is the unique positive vector that generates $E \cap K$. $\triangle$

The period vectors of some critical networks are shown in Table 5.1.

**Remark.** We would like to warn the reader about the difference between the period vector in this paper and in [BL92, FL16]. For the sandpile network on a strongly-connected digraph $G$, the period vector in [BL92, FL16] is

$$ r = \left( \frac{t(G, v)}{\gcd_{w \in V} (t(G, w))} \right)_{v \in V}, $$

where $t(G, v)$ is the number of directed spanning trees of $G$ rooted toward $v$. On the other hand, the period vector based on our definition is

$$ r = \left( \frac{\text{outdeg}(v)t(G, v)}{\gcd_{w \in V} (t(G, w))} \right)_{v \in V}. $$

This is because the former is the period vector for the Laplacian matrix $L_G$, while the latter is the period vector for the production matrix (which in this case is equal to $A_G D_G^{-1}$). $\triangle$

Recall the definition of $\rightarrow\leftarrow$ from Definition 4.6.
Table 5.1. A list of the period vectors and exchange rate vectors of some critical networks. Note that \( t(G, v) \) is the number of directed spanning trees rooted toward \( v \), and \( t^+(G, v) \) is the number of directed spanning trees rooted away from \( v \).

| Critical network on \( G \) | Period vector \( r \) (Definition 5.1) | Exchange rate vector \( s \) (Definition 5.13) |
|-----------------------------|--------------------------------------|----------------------|
| Height-arrow network        | \( \left( \frac{\text{outdeg}(v)(G, v)}{\text{indeg}(v)(G, w)} \right)_{v \in V} \) | 1                    |
| Row chip-firing network     | \( \left( \text{ind}(v)_{v \in V} \right)_{v \in V} \) | \( \left( \frac{t^+(G, v)}{\text{indeg}(v)(G, w)} \right)_{v \in V} \) |
| Arithmetical network \((D, M, b)\) | \( D\mathbf{b} \) | depends on \( M \) |
| McKay-Cartan network of \((G, \gamma)\) | \( (\dim \gamma \dim \chi)_{\chi \in \text{Irrep}(\hat{G})} \) | \( (\dim \chi)_{\chi \in \text{Irrep}(\hat{G})} \) |
| Inverse network             | depends on \( N \)                    | 1                    |

Definition 5.2 (Recurrent configuration). Let \( N \) be a finite, locally irreducible, and strongly connected critical network. A configuration \( x.q \) is recurrent if both of the following conditions hold:

(i) There exists a nonempty legal execution for \( x.q \); and

(ii) For all configurations \( x'.q' \) satisfying \( x.q \to x'.q' \), we have \( x'.q' \to x.q \).

Later in Lemma 5.19 we relate recurrent configurations to recurrent components from §4.3.

In the next lemma we give two other equivalent definitions for recurrent configurations. Recall that, for any \( w \in A^* \), we denote by \( |w| \) the vector in \( \mathbb{N}^A \) that counts the number of occurrences of each letter in \( w \). Also recall the definition of \( w \setminus n \) (\( n \in \mathbb{N}^A \)) from Definition 4.1.

Lemma 5.3. Let \( N \) be a finite, locally irreducible, strongly connected, and critical abelian network, and let \( x.q \) be a configuration of \( N \). The following are equivalent:

(i) \( x.q \) is recurrent.

(ii) There exists a nonempty word \( v \in A^* \) such that \( x.q \xrightarrow{w} x.q \).

(iii) There exists a legal execution \( w \) for \( x.q \) such that \( |w| = r \) and \( t_w q = q \).

Proof. (i) implies (ii): By the first condition of recurrence, there is a nonempty word \( w' \) and a configuration \( x'.q' \) such that \( x.q \xrightarrow{w'} x'.q' \). Since \( x.q \) is recurrent, there exists \( w'' \in A^* \) such that \( x'.q' \xrightarrow{w''} x.q \). Then \( w'.w'' \) is a nonempty word such that \( x.q \xrightarrow{w'.w''} x.q \), as desired.

(ii) implies (iii): By Lemma 3.9, the word \( v \) in (ii) satisfies \( |v| \in K \) and \( (I - P)|v| = M_v(q) = x - x = 0 \). By the definition of period vector, it follows that \( |v| = kr \) for some positive \( k \). In particular \( |v| \) is a positive vector, and hence \( q \) is locally recurrent by Lemma 3.4(iii).

Write \( w' := v \setminus (k - 1)r \). The removal lemma (Lemma 4.2) implies that \( \pi_{(k-1)r}(x.q) \xrightarrow{w} x.q \). Note that \( \pi_{(k-1)r}(x.q) = x.q \) (since \( r \in K \) and \( q \) is locally recurrent), \( |w'| = r \), and \( t_{w'} q = t_r q = q \). This proves the claim.
(iii) implies (i): It suffices to show that if there exist $w_1, w_2 \in A^*$ and $x'.q'$, $x''.q''$ such that $x.q \xrightarrow{w_1} x''.q''$ and $x'.q' \xrightarrow{w_2} x''.q''$, then $x'.q' \rightarrow x.q$.

Let $k$ be a positive integer such that $k|w| = kr \geq |w_1|$. (Note that $k$ exists because $r \geq 1$.) By the removal lemma,

$$x.q \xrightarrow{w^k} x.q,$$

$$x'.q' \xrightarrow{w_2} x''.q''$$

This shows that $x'.q' \rightarrow x.q$, as desired. \hfill \Box

We remark that [HLM^+08, Definition 3.2] and [HKT17, Definition 13] use condition (ii) in Lemma 5.3 as the definition of recurrent configurations for sinkless rotor networks and for sinkless sandpile networks on a strongly connected digraph, respectively.

In the next lemma, we list several basic properties of recurrent configurations.

**Lemma 5.4.** Let $N$ be a finite, locally irreducible, strongly connected, and critical abelian network, and let $x.q$ be a recurrent configuration of $N$. Then:

(i) The state $q$ is locally recurrent.

(ii) The vector $x$ is in $\mathbb{N}^A \setminus \{0\}$.

(iii) The configuration $(x + n).q$ is recurrent for all $n \in \mathbb{N}^A$.

(iv) If $x.q \rightarrow x'.q'$, then $x'.q'$ is also a recurrent configuration.

**Proof.** (i) By Lemma 5.3(iii), there is a positive vector $w$ such that $\pi_w q = q$. By Lemma 3.4(ii), the state $q$ is locally recurrent.

(ii) By Lemma 5.3(iii), there exists $w \in A^*$ such that $|w| \geq 1$ and $\pi_w(x.q) = x.q$. By Lemma 3.3(iii), the vector $x$ is nonnegative. Since $w$ is a nonempty legal execution on $x.q$, the vector $x$ is nonzero.

(iii) By Lemma 5.3(ii), there is a nonempty word $w \in A^*$ such that $x.q \xrightarrow{w} x.q$.

By Lemma 3.3(ii) $(x + n).q \xrightarrow{w} (x + n).q$, and hence $(x + n).q$ is recurrent by Lemma 5.3(ii).

(iv) Let $w_1 \in A^*$ be a word such that $x.q \xrightarrow{w_1} x'.q'$. By the definition of recurrence there exists $w_2 \in A^*$ such that $x'.q' \xrightarrow{w_2} x.q$. By Lemma 5.3(ii) there is a nonempty word $w_3 \in A^*$ such that $x.q \xrightarrow{w_3} x.q$. Now note that $w_2w_3w_1$ is a nonempty word and $x'.q' \xrightarrow{w_2w_3w_1} x'.q'$. Hence $x'.q'$ is recurrent by Lemma 5.3(ii). \hfill \Box

Here we present a consequence of Lemma 5.3 and Lemma 5.4 that will be used in Chapter 7. For any $a \in A$ we say that a word $w$ is $a$-tight if $|w| \leq r$ and $|w|(a) = r(a)$.

**Lemma 5.5.** Let $N$ be a finite, locally irreducible, strongly connected, and critical abelian network. A configuration $x.q$ is recurrent if and only if these two conditions are satisfied:

(i) The state $q$ is locally recurrent; and

(ii) For each $a \in A$ there exists an $a$-tight legal execution for $x.q$.

**Proof.** Proof of only if direction: Condition (i) follows from Lemma 5.4(i).

For condition (ii), Lemma 5.3(iii) implies that there exists a legal execution $w$ for
Let \( x.q \) be such that \( |w| = r \). Note that this \( w \) is an \( a \)-tight word for all \( a \in A \), and condition (ii) follows.

Proof of if direction: For each \( a \in A \) let \( w_a \) be an \( a \)-tight legal execution for \( x.q \) given by condition (ii). By applying the exchange lemma (Lemma 4.4) consecutively, there exists a legal execution \( w \) for \( x.q \) such that \( |w| = \max_{a \in A} |w_a| \).

The tightness condition for all \( a \in A \) then implies that \( |w| = r \). Since \( q \) is locally recurrent by condition (i), we then have \( t_w q = t_r q = q \). By Lemma 5.3(iii), we conclude that \( x.q \) is recurrent. □

We now outline a recurrence test for configurations of critical networks, answering a question posed in [BL16c]. This recurrence test is called the burning test, named after a similar test for sandpile networks [Dha90, Spe93, AB10].

Given a configuration \( x.q \) and a legal execution \( w \) for \( x.q \), we say that \( w \) is \( r \)-maximal if

(i) \( |w| \leq r \); and

(ii) For all \( a \in A \) either \( |w|(a) = r(a) \) or \( wa \) is not a legal execution for \( x.q \).

**Theorem 5.6 (Critical burning test).** Let \( N \) be a finite, locally irreducible, strongly connected, and critical abelian network. Let \( x.q \) be a configuration of \( N \), and let \( w \in A^* \) be any \( r \)-maximal legal execution for \( x.q \). Then \( x.q \) is recurrent if and only if the word \( w \) satisfies \( |w| = r \) and \( t_w q = q \).

**Proof.** Proof of if direction: This follows directly from Lemma 5.3(iii).

Proof of only if direction: This first show that \( |w| = r \). By Lemma 5.3(iii) there is a legal execution \( w' \) for \( x.q \) such that \( |w'| = r \). By the removal lemma (Lemma 4.2), the word \( w' \setminus |w| \) is a legal execution for \( \pi_w(x.q) \). By the \( r \)-maximality of \( w \), we then have \( w' \setminus |w| = q \), and hence \( |w| = |w'| = r \).

By Lemma 5.4(i) the state \( q \) is locally recurrent; hence \( t_w q = t_r q = q \). The proof is now complete. □

Using Theorem 5.6, we derive a recurrence test for critical networks by constructing an \( r \)-maximal legal execution \( w \) for \( x.q \). The test in its precise form is given in Algorithm 1. See Figure 5.1 for an example of the burning test in action.

The running time of the burning test is equal to the sum of the entries of the period vector \( r \), which can take exponential time with respect to \( |A| \) (One example is the sandpile network on a bidirected path with edge multiplicities 2 to the left and 3 to the right; see [FL16, Figure 1]).

In §7.1, we present a more efficient recurrence test called the “cycle test” for a subclass of critical networks called agent networks.

### 5.2. Thief networks of a critical network

In this section we relate the burning test for critical networks (Algorithm 1) to the preexisting burning test for subcritical networks.

**Theorem 5.7 (Subcritical burning test [BL16c, Theorem 5.5]).** Let \( S \) be a finite, locally irreducible, and subcritical abelian network with total kernel \( K \) and production matrix \( P \). Let \( k \in K \) be such that \( k \geq 1 \) and \( Pk \leq k \). Then \( q \in Q \) is recurrent if and only if \( (I - P)k.q \rightarrow 0.q \).

See Figure 5.2 for an example of this burning test for sandpile networks with sinks.
5.2. THIEF NETWORKS

Input: A critical network $N$, a configuration $x.q$.
Output: TRUE if $x.q$ is recurrent, FALSE if $x.q$ is not recurrent.

$q' := q$;
$x' := x$;
$w := \emptyset$;
while $|w|(a) < r(a)$ and $x'(a) \geq 1$ for some $a \in A$ do
  $x' := x' + M(a, q') - |a|$;
  $q' := t_a q'$;
  $w := w a$.
end
if $|w| == r$ and $q == q'$ then
  output TRUE.
else
  output FALSE.
end

Algorithm 1: The burning test to check for recurrence of a configuration in a critical abelian network.

Figure 5.1. An instance of the burning test for the sinkless sandpile network on the bidirected cycle $C_3$. In the figure, the left part of $v \in V$ records $x(v)$, while the right part records $q(v)$. The inputs are $x := (2,1,0)^T$, $q := (0,0,0)^T$, and $r = (2,2,2)^T$. The configuration $x.q$ is recurrent by the burning test.

The relation between these two burning tests can be explained by using the notion of thief networks.

Remark. In this section we often discuss two abelian networks at the same time. When there is more than one network in the discussion, we will indicate in the notation which network we are referring to, e.g. $t^N_a$, $M^N_a$, $\pi^N_a$, $N$-recurrent, $\rightarrow$, etc.
Figure 5.2. A subcritical burning test for the sandpile network with sink at $S = \{v_0\}$ (colored in red). In the figure, the left part of $v \in V$ records $x(v)$, while the right part records $q(v)$. The inputs for the test are $q := (0, 1, 1)^\top$ and $k := (2, 2, 2)^\top$. (Note that $(I - P)k = (2, 0, 0)^\top$ here.) The state $q$ is recurrent by the burning test.

For $R \subseteq A$ and $x \in \mathbb{Z}^A$, let $x_R$ denote the vector in $\mathbb{Z}^A$ for which $x_R(a) := x(a)$ if $a \in R$ and $x_R(a) := 0$ if $a \notin R$.

Let $N$ be an abelian network, and let $R \subseteq A$. The **thief network based on** $N$ with messages restricted to $R$ (thief network $N_R$ for short) is the abelian network (with the same underyling digraph as $N$) defined by:

- The alphabet $A^N_R$, the state space $Q^N_R$ and the transition functions $(t_a^N)_{a \in A}$ of $N_R$ are identical with those of $N$.
- For any $a \in A$ and $q \in Q$, the message-passing vector $M^N_R(a)(q)$ is equal to $(M^N_a(q))_R$.

One can think of $N_R$ as a network of computers where the wires used for transmitting letters from $A \setminus R$ are stolen by a wire thief. Hence all the letters from $A \setminus R$ will not appear in the messages exchanged between computers in the network.

The reader can use height-arrow networks with sinks (Example 3.14) as a running example when reading this section. Note that a height-arrow network with sinks at $S$ (Example 3.14) is the thief network of the corresponding sinkless height-arrow network (Example 3.13) restricted to $V \setminus S$.

We now relate the total kernel and the production matrix of $N_R$ to those of $N$.

Let $M$ be a matrix with rows indexed by $A$. For $R \subseteq A$, we denote by $M_R$ the matrix obtained by replacing the rows of $M$ indexed by $A \setminus R$ with the zero vector.
Lemma 5.8. Let $N$ be a finite and locally irreducible abelian network with total kernel $K$ and production matrix $P$, and let $R \subseteq A$.

(i) The network $N_R$ is finite and locally irreducible, the total kernel of $N_R$ is equal to $K$, and the production matrix of $N_R$ is equal to $P_R$.

(ii) If $N$ is a strongly connected critical network and $R \subsetneq A$, then $N_R$ is a subcritical network.

Proof. (i) Since the transition functions of $N_R$ are the same as those of $N$, the network $N_R$ is finite and locally irreducible. By the same reason, the total kernel of $N_R$ is equal to $K$.

Since $M_N^a(q) = (M_N^a(q))_R$ for all $a \in A$ and $q \in Q$, it follows directly from the definition that the production matrix of $N_R$ is equal to $P_R$.

(ii) Note that $P$ is strongly connected (since $N$ is strongly connected), $P_R \leq P$ (by definition), and $P_R \neq P$ (since $R \subsetneq A$). The claim now follows directly from the Perron-Frobenius theorem (Lemma 3.10(iv)). □

We remark that the network $N_R$ is not strongly connected whenever $R \subsetneq A$, as some of the rows of $P_R$ are zero vectors.

Recall the definition of recurrent configurations for a critical network (Definition 5.2) and the definition of recurrent states for a subcritical network (Definition 4.26). We now state the main results of this subsection, which are two propositions that relate the recurrent configurations of a critical network to the recurrent states of its thief networks.

Recall that the support of $x \in \mathbb{Z}^A$ is $\text{supp}(x) = \{a \in A : x(a) \neq 0\}$.

Proposition 5.9. Let $N$ be a finite, locally irreducible, strongly connected, and critical abelian network. Let $x \in N \setminus \{0\}$ and let $R := A \setminus \text{supp}(x)$. If $x.q$ is an $N$-recurrent configuration, then $q$ is an $N_R$-recurrent state.

We remark that the converse of Proposition 5.9 is false; see Example 5.10. With that being said, we will present a special family of critical networks for which the converse holds in Lemma 7.12.

Example 5.10. Let $N$ be the sinkless sandpile network (Example 3.12) on the bidirected cycle $C_3$, and let $R := V \setminus \{v_0\}$.

Let $x \in \mathbb{Z}^V$ and $q \in (\mathbb{Z}_2)^V$ be given by:

$$x := (1, 0, 0)^\top \quad \text{and} \quad q := (0, 1, 1)^\top.$$  

The state $q$ is $N_R$-recurrent because it passes the burning test in Theorem 5.7, as shown in Figure 5.2. On the other hand, note that $x.q \xrightarrow{v_0} N 0.q'$, where $q' := (1, 1, 1)^\top$. This shows that $x.q$ is an $N$-halting configuration, and hence $x.q$ is not $N$-recurrent. △

Recall that $r$ denotes the period vector of a critical network $N$ (Definition 5.1).

Proposition 5.11. Let $N$ be a finite, locally irreducible, strongly connected, and critical abelian network, and let $R \subsetneq A$. Then $q \in Q$ is an $N_R$-recurrent state if and only if $(I - P_R)r.q$ is an $N$-recurrent configuration.

In particular, checking for the recurrence of $q \in Q$ in $N_R$ can be done by applying the critical burning test for $N$ (Algorithm 1) on $(I - P_R)r.q$, and it can
be shown that this test is equivalent to the subcritical burning test for \( N_R \) (Theo-

rem 5.7) with \( k = r \). The critical burning test for \( N \) on \((I - P)r)q \) can be derived
from the subcritical burning test for \( N_R \) in a similar manner.

We now build towards the proof of these two propositions, and we start with a
technical lemma.

**Lemma 5.12.** Let \( N \) be an abelian network and let \( R \subseteq A \).

(i) If \( w \in A^* \) is an \( N_R \)-legal execution for \( xq \), then \( w \) is an \( N \)-legal execution
for \( xq \).

(ii) If \( w \in A^* \) is an \( N \)-legal execution for \( xq \), then \( w \) is an \( N_R \)-legal execution
for \((xR + w_{A\backslash R})q\), where \( w := |w| \).

**Proof.** Part (i) follows from the inequality \( M_N^{N_R}(q) \leq M_N^N(q) \) for all \( a \in A \)
and \( q \in Q \).

We now prove part (ii). Let \( w = a_1 \cdots a_\ell \). For any \( i \in \{0, 1, \ldots, \ell\} \) we write
\( w_i := a_1 \cdots a_i \), \( x_iq := \pi_N^N(xq) \), \( x_i^\prime q := \pi_{N_R}^N((xR + w_{A\backslash R})q) \).

It suffices to show that \( x_i^\prime(a_i) \geq 1 \) for all \( i \in \{1, \ldots, \ell\} \).

Fix \( i \in \{1, \ldots, \ell\} \). Then
\[
x_i^\prime(a_i) = x_iR(a_i) + w_{A\backslash R}(a_i) + M_{w_i-1}^{N_R}(q)(a_i) - |w_i-1|(a_i)
\]
\[
= \begin{cases} |w|(a_i) - |w_i-1|(a_i) & \text{if } a_i \in A \backslash R; \\ x(a_i) + M_{w_i-1}^N(q)(a_i) - |w_i-1|(a_i) = x_i-1(a_i) & \text{if } a_i \in R. \end{cases}
\]

Note that \( |w|(a_i) - |w_i-1|(a_i) \geq 1 \) because the \( i \)-th letter of \( w \) is \( a_i \). Also note that
\( x_i-1(a_i) \geq 1 \) because \( w \) is legal for \( xq \). Hence we conclude that \( x_i^\prime(a_i) \geq 1 \), as
desired.

**Proof of Proposition 5.9.** Note that by Lemma 5.8(ii) the network \( N_R \) is
subcritical since \( R \subseteq A \). Also note that the period vector \( r \) of \( N \) satisfies \( r \in
K \), \( r \geq 1 \), and \( P_Rr = r_R \leq r \). Hence by Theorem 5.7 it suffices to show that
\((I - P_R)r)q \xrightarrow{N_R} 0q \).

Since \( xq \) is \( \overline{N} \)-recurrent, by Theorem 5.6 there exists \( w \in A^* \) such that \( xq \xrightarrow{N}
\overline{N} \Rightarrow xq \) and \( |w| = r \). Since \( xR = 0 \) by assumption, the word \( w \) is an \( N_R \)-legal execution
for \( r_{A\backslash R}q \) by Lemma 5.12(ii). Now note that
\[
\pi_N^{N_R}(r_{A\backslash R}q) = (r_{A\backslash R} + M_w^{N_R}(q) - |w|)twq
= (r_{A\backslash R} + (M_w^{N_R}(q))R - r)q
= 0q. \] (because \( M_w^{N_R}(q) = r \)).

Also note that \( r_{A\backslash R} = (I - P_R)r \). Hence, we conclude that \((I - P_R)r)q \xrightarrow{N_R} 0q \),
as desired.

**Proof of Proposition 5.11.** The if direction follows from Proposition 5.9
and the fact that \( \text{supp}((I - P_R)r) = A \backslash R \).

We now prove the only if direction. Since \( q \) is \( N_R \)-recurrent, by Theorem 5.7
there exists \( w \in A^* \) such that \((I - P_R)r)q \xrightarrow{N_R} 0q \). By Lemma 3.9, this implies
that \( M_w^{N_R}(q) = P_R|w| \). Then
\[
(I - P_R)r = |w| - M_w^{N_R}(q) = (I - P_R)|w|.
\]
Since $P_R$ has spectral radius strictly less than 1 (by Lemma 5.8(ii)), the matrix $I - P_R$ is invertible. It then follows from equation (5.1) that $|w| = r$. By Lemma 5.12(i), the word $w$ is an $N$-legal execution for $(I - P_R)r_q$. Since $|w| = r$ and $t^N_w q = t^N_w r_q = q$, by Theorem 5.6 we conclude that $(I - P_R)r_q$ is an $N$-recurrent configuration, as desired. □

5.3. The capacity and the level of a configuration

In this section we define the capacity of a network and the level of a configuration of a critical network. Those two notions will be used later in §5.4 to give a combinatorial description for the invertible recurrent components of a critical network.

Let $N$ be a finite, locally irreducible, and strongly connected abelian network. By the Perron-Frobenius theorem (Lemma 3.10(v)) the $\lambda(P^T)$-eigenspace of $P^T$ is spanned by a positive real vector.

**Definition 5.13 (Exchange rate vector).** Let $N$ be a finite, locally irreducible, and strongly connected abelian network. An exchange rate vector $s$ is a positive real vector that spans the $\lambda(P^T)$-eigenspace of $P^T$. △

The vector $s$ measures the comparative value between any two letters in $N$, in a manner to be made precise soon.

Throughout this paper we fix an exchange rate vector $s$. In the case when $\lambda(P) = \lambda(P^T)$ is rational, then we choose $s$ to be an exchange rate vector that is a positive integer vector and such that $\gcd_{a \in A}s(a) = 1$. This choice of $s$ exists and is unique by the Perron-Frobenius theorem (Lemma 3.10(vi)). The exchange rate vectors of some critical networks are shown in Table 5.1.

Recall that a configuration $x.q$ halts if $x.q \rightarrow x'.q'$ for some $x' \leq 0$ and some $q' \in Q$.

**Definition 5.14 (Capacity).** Let $N$ be a finite, locally irreducible, and strongly connected abelian network. The capacity of a configuration $x.q$ and the capacity of a state $q$ are

$$\text{cap}(x.q) := \sup_{x \in \mathbb{Z}^A} \left\{ s^T z : (z + x).q \text{ halts} \right\}; \quad \text{cap}(q) := \text{cap}(0.q),$$

respectively. The capacity of $N$ is

$$\text{cap}(N) := \max_{q \in Q} \{\text{cap}(q)\}. \quad \triangle$$

In words, the capacity of a configuration is the maximum number of letters (weighted according to the exchange rate vector) that can be absorbed by the configuration without causing the process to run forever.

The following is an example that illustrates the notion of capacity.

**Example 5.15.** First consider the sinkless rotor network (Example 3.11). In this network, processing a chip will result in moving the chip to another vertex of the digraph. So if there are a positive number of chips in the network, then the process will run forever, as at any time stage there will always be some chips that can be moved around. Hence the capacity of a sinkless rotor network is equal to zero.

On the other end of the scale, we have sinkless sandpile networks (Example 3.12). In this network, processing a chip means either moving the chip into the
The capacity of a subcritical network is infinite, as every configuration halts in a subcritical network (Theorem 4.24). We now show that conversely, the capacity of a critical or supercritical network is always finite.

Recall that a configuration \( \mathbf{x} \), \( \mathbf{q} \) is stable if \( \mathbf{x} \leq \mathbf{0} \).

**Lemma 5.16.** Let \( N \) be a finite, locally irreducible, and strongly connected abelian network. If \( N \) is a critical or supercritical network, then \( \text{cap}(N) < \infty \).

**Proof.** Suppose to the contrary that the claim is false. Then there exist configurations \( \mathbf{z}_1, \mathbf{q}_1, \mathbf{z}_2, \mathbf{q}_2, \ldots \) and stable configurations \( \mathbf{z}'_1, \mathbf{q}'_1, \mathbf{z}'_2, \mathbf{q}'_2, \ldots \) such that \( \mathbf{z}_i, \mathbf{q}_i \xrightarrow{w_i} \mathbf{z}'_i, \mathbf{q}'_i \) for all \( i \geq 1 \) and \( s^\top \mathbf{z}_i \to \infty \) as \( i \to \infty \).

By the pigeonhole principle, there exists an infinite subset \( J \) of \( \mathbb{Z}_{\geq 1} \) such that \( \mathbf{q}_j = \mathbf{q}_i \) and \( \mathbf{q}'_j = \mathbf{q}'_i \) for all \( i, j \in J \). Fix an \( j \in J \) and write \( \lambda := \lambda(P) \). Then for any \( i \in J \),

\[
\mathbf{z}_i - \mathbf{z}_j = (\mathbf{z}'_i - \mathbf{M}_{w_i}(\mathbf{q}_i) + |w_i|) - (\mathbf{z}'_j - \mathbf{M}_{w_j}(\mathbf{q}_i) + |w_j|) = (\mathbf{z}'_i + (I - P)|w_i|) - (\mathbf{z}'_j + (I - P)|w_j|) \quad \text{(by Lemma 3.9)}
\]

Multiplying \( s^\top \) to both sides of the equation above, we get

\[
(5.2) \quad s^\top (\mathbf{z}_i - \mathbf{z}_j) = (s^\top \mathbf{z}'_i + (1 - \lambda)s^\top |w_i|) - (s^\top \mathbf{z}'_j + (1 - \lambda)s^\top |w_j|)
\]

Now note that \( s^\top \mathbf{z}'_i \leq 0 \) since \( \mathbf{z}'_i \leq \mathbf{0} \), and \((1 - \lambda) \leq 0 \) by assumption. Plugging this into equation (5.2), we get

\[
\begin{align*}
\quad s^\top \mathbf{z}_i &\leq s^\top \mathbf{z}_j - s^\top (\mathbf{z}'_j + (1 - \lambda)|w_j|).
\end{align*}
\]

This gives an upper bound for \( s^\top \mathbf{z}_i \) that is independent of \( i \), which contradicts the assumption that \( s^\top \mathbf{z}_i \to \infty \) as \( i \to \infty \).

**Definition 5.17 (Level).** Let \( N \) be a finite, locally irreducible, and strongly connected critical network. The **level** of a state \( \mathbf{q} \) and the **level** of a configuration \( \mathbf{x}, \mathbf{q} \) are

\[
\text{lvl}(\mathbf{q}) := \text{cap}(N) - \text{cap}(\mathbf{q}); \quad \text{lvl}(\mathbf{x}, \mathbf{q}) := \text{cap}(N) - \text{cap}(\mathbf{x}, \mathbf{q})
\]

respectively.

Note that by the definition of capacity, we have

\[
\text{lvl}(\mathbf{x}, \mathbf{q}) = \text{cap}(N) - \text{cap}(\mathbf{q}) + s^\top \mathbf{x} = \text{lvl}(\mathbf{q}) + s^\top \mathbf{x}.
\]
For height-arrow networks, the level of a configuration $x.q$ is equal to $\sum_{v \in V} x(v) + q(v)$, the total number of chips (counting both stored and unstored chips) in the configuration.

Here we list basic properties of the capacity (equivalently, level) of a configuration in a critical network.

**Lemma 5.18.** Let $\mathcal{N}$ be a finite, locally irreducible, strongly connected, and critical abelian network.

(i) If $x.q$ and $x'.q'$ are configurations such that $x.q \rightarrow x'.q'$, then $\text{cap}(x'.q') \leq \text{cap}(x.q)$.

(ii) If $x.q$ and $x'.q'$ are configurations such that $x.q \rightarrow x'.q'$ and $q \in \text{Loc}(\mathcal{N})$, then $\text{cap}(x.q) = \text{cap}(x'.q')$.

(iii) For any $q \in Q$, we have $0 \leq \text{cap}(q) \leq \text{cap}(\mathcal{N})$.

(iv) There exists $q \in Q$ such that $\text{cap}(q) = \text{cap}(\mathcal{N})$.

(v) There exists $q \in \text{Loc}(\mathcal{N})$ such that $\text{cap}(q) = 0$.

**Proof.**

(i) Let $z \in \mathbb{Z}^A$ be any vector such that $(z + x').q'$ halts. Then there exists a stable configuration $y.p$ such that $(z + x').q' \rightarrow y.p$. By the transitivity of $\rightarrow$, we then have $(z + x).q \rightarrow y.p$. By the least action principle (Corollary 4.3), we conclude that $(z + x).q$ halts. Hence

$$\{z \in \mathbb{Z}^A : (z + x').q' \text{ halts}\} \subseteq \{z \in \mathbb{Z}^A : (z + x).q \text{ halts}\},$$

which implies that $\text{cap}(x'.q') \leq \text{cap}(x.q)$.

(ii) By part (i), it suffices to show that $\text{cap}(x.q) \leq \text{cap}(x'.q')$. Let $w \in A^*$ be such that $x.q \rightarrow x'.q'$, and let $k$ be such that $kr \geq |w|$. (Note that $k$ exists because the period vector $r$ is positive.) Then

$$\pi_{kr-|w|}(x'.q') = \pi_{kr-|w|}(\pi_w(x.q)) = \pi_{kr}(x.q) = x.q,$$

where the last equality is because $q$ is locally recurrent. Hence we have $x'.q' \rightarrow x.q$, which then implies that $\text{cap}(x.q) \leq \text{cap}(x'.q')$ by part (i), as desired.

(iii) For any $q \in Q$ the configuration $0.q$ halts by definition, and hence $\text{cap}(q) \geq 0$. The other inequality follows directly from the definition of $\text{cap}(\mathcal{N})$.

(iv) This follows directly from the definition of $\text{cap}(\mathcal{N})$.

(v) Let $q$ be a locally recurrent state with minimum capacity among all locally recurrent states. Let $z \in \mathbb{Z}^A$ be any vector such that $z.q$ halts. By definition, there exists a stable configuration $y.p$ such that $z.q \rightarrow y.p$ and $y \leq 0$.

By Lemma 3.5(i), the state $p$ is locally recurrent, and hence $\text{cap}(q) \leq \text{cap}(p)$ by the minimality assumption. On the other hand, by part (ii) we have $-s^T z + \text{cap}(q) = -s^T y + \text{cap}(p)$. These two facts then imply $s^T z \leq 0$.

Since the choice of $z$ is arbitrary, we conclude that $\text{cap}(q) \leq 0$. By part (iii) it then follows that $\text{cap}(q) = 0$. \qed

Lemma 5.18(ii) implies that, in a critical network, the level of a configuration does not change over time, provided that the initial state of the configuration is locally recurrent. This distinguishes critical networks from subcritical and supercritical networks, where an analogous notion of level can decrease for the former, and increase for the latter.
5.4. Stoppable levels: When does the torsion group act transitively?

In this section we study the torsion group of a critical network in more detail. We start with the relationship between recurrent components (Definition 4.8) and recurrent configurations (Definition 5.2) of a critical network.

**Lemma 5.19.** Let $N$ be a finite, locally irreducible, strongly connected, and critical abelian network. A component $C$ of the trajectory digraph is a recurrent component if and only if $C$ contains a recurrent configuration.

**Proof.**

Proof of if direction: Let $x.q$ be a recurrent configuration in $C$. Let $r$ be the period vector of $N$ (Definition 5.1). By Lemma 5.3(iii), there exists $w \in A^*$ such that $|w| = r$ and $\cdots \xrightarrow{w} x.q \xrightarrow{w} x.q \xrightarrow{w} \cdots$. This is a diverse infinite walk (Definition 4.8) in $C$ (because $|w| = r \geq 1$), and hence $C$ is a recurrent component.

Proof of only if direction: By Proposition 4.10, the recurrent component $C$ contains a diverse cycle. In particular, this implies that there exists a configuration $x.q$ in $C$ and a nonempty word $w$ such that $x.q \xrightarrow{w} x.q$. Now note that $x.q$ is a recurrent configuration by Lemma 5.3(ii). This proves the claim. □

Note that a recurrent component may contain a non-recurrent configuration, as shown in the following example.

**Example 5.20.** Consider the sinkless sandpile network $N$ (Example 3.12) on the bidirected cycle $C_3$. Let $x \in \mathbb{Z}^V$ and $q \in (\mathbb{Z}_2)^V$ be given by:

$$x := (2, 1, 0)^T \quad \text{and} \quad q := (0, 0, 0)^T.$$  

Note that $x.q$ is a recurrent configuration as it passes the burning test, as shown in Figure 5.1.

Let $x' \in \mathbb{Z}^V$ and $q' \in (\mathbb{Z}_2)^V$ be given by:

$$x' := (1, 2, -1)^T \quad \text{and} \quad q' := (0, 1, 0)^T.$$  

The configuration $x'.q'$ is in the same component as $x.q$ since $x'.q' \xrightarrow{e_1} x.q$. However, $x'.q'$ is not recurrent by Lemma 5.4(ii) since $x'$ has a negative entry. △

The level of a recurrent component $C$ is

$$\text{lvl}(C) := \text{lvl}(x.q),$$

where $x.q$ is any recurrent configuration in $C$. The value of lvl($C$) does not depend on the choice of $x.q$ as a consequence of Lemma 5.18(ii) and Lemma 5.4(i). For any $m \in \mathbb{N}$ we denote by $\text{Rec}(N, m)$ the set of recurrent components of $N$ with level $m$.

**Definition 5.21 (Stoppable level).** Let $N$ be a finite, locally irreducible, and strongly connected critical network. The set of stoppable levels of $N$ is

$$\text{Stop}(N) := \{ m \in \mathbb{N} \mid m = \text{lvl}(x.q) \text{ for some } x \leq 0 \text{ and } q \in \text{Loc}(N) \}.$$  

**Example 5.22.** Let $N$ be the row chip-firing network (Example 3.15) from Figure 3.6. The underlying digraph $G$ has two vertices $v_1$ and $v_2$, with three edges directed from $v_1$ to $v_2$, and two edges directed from $v_2$ to $v_1$. 
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The production matrix and the exchange rate vector of this network are given by
\[ P = \begin{bmatrix} 0 & 2 \\ 3 & 0 \end{bmatrix}, \quad s = \begin{bmatrix} 3 \\ 2 \end{bmatrix}, \]
respectively. The state space is \( Q = \mathbb{Z}_2 \times \mathbb{Z}_3 \), and the levels of the states are given by:
\[
\begin{align*}
\text{lvl} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix} \right) &= 0, & \text{lvl} \left( \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right) &= 2, & \text{lvl} \left( \begin{bmatrix} 0 \\ 2 \end{bmatrix} \right) &= 4, \\
\text{lvl} \left( \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right) &= 3, & \text{lvl} \left( \begin{bmatrix} 1 \\ 1 \end{bmatrix} \right) &= 5, & \text{lvl} \left( \begin{bmatrix} 1 \\ 2 \end{bmatrix} \right) &= 7.
\end{align*}
\]
The capacity of this network is then equal to 7, and the set of stoppable levels is given by:
\[ \text{Stop}(N) = \{0, 1, 2, 3, 4, 5, 7\}. \]
(Note that 1 is a stoppable level because the configuration \( \begin{bmatrix} 0 \\ -1 \end{bmatrix} \cdot \begin{bmatrix} 1 \\ 0 \end{bmatrix} \) has level 1.)

**Lemma 5.23.** Let \( N \) be a finite, locally irreducible, strongly connected, and critical abelian network. Then
\[ \text{Stop}(N) \subseteq \{0, 1, \ldots, \text{cap}(N)\}, \]
with equality if the exchange rate vector \( s \) has a coordinate equal to 1.

**Proof.** Let \( x, q \) be any configuration such that \( x \leq 0 \) and \( q \in \text{Loc}(N) \). Then
\[
\text{lvl}(x, q) = s^\top x + \text{lvl}(q) \leq \text{cap}(q) \leq \text{cap}(N),
\]
where the last inequality is due to Lemma 5.18(iii). Since the choice of \( x, q \) is arbitrary, the inequality above implies that any level greater than \( \text{cap}(N) \) is unstoppable, proving the first part of the lemma.

For the second part of the lemma, note that:
\[
\begin{align*}
\text{Stop}(N) &= \mathbb{N} \cap \{s^\top x + \text{lvl}(q) \mid x \leq 0 \text{ and } q \in \text{Loc}(N)\} \\
&\supseteq \mathbb{N} \cap \{s^\top x + \text{cap}(N) \mid x \leq 0\} \quad \text{(by Lemma 5.18(v)).} \\
&= \mathbb{N} \cap (\text{cap}(N) + \{s^\top x \mid x \leq 0\}) \\
&= \mathbb{N} \cap (\text{cap}(N) + \{0, -1, -2, \ldots\}) \\
&= \{0, \ldots, \text{cap}(N)\},
\end{align*}
\]
where the second to last equality uses the hypothesis that \( s \) has a coordinate equal to 1.

**Remark.** The condition that \( s \) has a coordinate equal to 1 is not necessary for \( \text{Stop}(N) \) to be equal to \( \{0, 1, \ldots, \text{cap}(N)\} \); as can be seen from the following example.

**Example 5.24.** Let \( G \) be the digraph with vertex set \( \{v_1, v_2\} \), and with three edges directed from \( v_1 \) to \( v_2 \), and two edges directed from \( v_2 \) to \( v_1 \). Consider the network \( N \) on \( G \) with the alphabet, state space, and state transition of the processor \( P_v \) given by
\[
A_v := \{v\}, \quad Q_v := \{0, 1, \ldots, \text{indeg}(v) - 1\}, \quad T_v(i) := i + 1 \pmod{\text{indeg}(v)}.
\]
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For each \( v \in V \), fix a total order \( e_0^v, \ldots, e_{\text{outdeg}(v)-1}^v \) on the outgoing edges of \( v \). The message-passing function of \( N \) is given by:

\[
T_{e_j^v}(i, v_1) := \begin{cases} 
v_2 & \text{if } i = j = 0; \text{ or if } i = 1 \text{ and } j \in \{1, 2\}; \\
\epsilon & \text{otherwise.}
\end{cases}
\]

\[
T_{e_j^v}(i, v_2) := \begin{cases} 
v_1 & \text{if } i \in \{1, 2\} \text{ and } j = i - 1; \\
\epsilon & \text{otherwise.}
\end{cases}
\]

See Figure 5.3 for an illustration of this process.

The production matrix and the exchange rate vector of \( N \) are given by

\[
P = \begin{bmatrix} 0 & 0 \\ 3 & 2 \end{bmatrix}, \quad s = \begin{bmatrix} 3 \\ 2 \end{bmatrix},
\]

respectively. The levels of the states of \( N \) are given by:

\[
\text{lvl} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix} \right) = 0, \quad \text{lvl} \left( \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right) = 2, \quad \text{lvl} \left( \begin{bmatrix} 0 \\ 2 \end{bmatrix} \right) = 1,
\]

\[
\text{lvl} \left( \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right) = 1, \quad \text{lvl} \left( \begin{bmatrix} 1 \\ 1 \end{bmatrix} \right) = 3, \quad \text{lvl} \left( \begin{bmatrix} 1 \\ 2 \end{bmatrix} \right) = 2.
\]

The capacity of \( N \) is then equal to 3, and the set of stoppable levels is given by:

\[
\text{Stop}(N) = \{0, 1, 2, 3\}.
\]

We now state the main result of this subsection, which is a refinement of Theorem 4.21 for critical networks.

Recall that the torsion group \( \text{Tor}(N) \) (Definition 4.18) acts on the set of invertible recurrent components \( \text{Rec}(N)^\times \) (Definition 4.19) using the action described in Definition 4.20. Recall the definition of free and transitive actions from §4.3. Let \( Z_0^A := \{z \in Z^A \mid s^T z = 0\} \), and let \( \phi : N^A \to \text{End}(\text{Rec}(N)) \) be the monoid homomorphism from Definition 4.17.

**Theorem 5.25.** Let \( N \) be a finite, locally irreducible, strongly connected, and critical abelian network. Then

(i) The map \( \phi : N^A \to \text{End}(\text{Rec}(N)) \) induces an isomorphism of abelian groups

\[
\text{Tor}(N) \cong Z_0^A/(I - P)K.
\]

(ii) \( \text{Rec}(N)^\times = \bigsqcup_{m \in N \setminus \text{Stop}(N)} \text{Rec}(N, m) \).

(iii) For any \( m \in N \setminus \text{Stop}(N) \), the action of the torsion group

\[
\text{Tor}(N) \times \text{Rec}(N, m) \to \text{Rec}(N, m)
\]

is free and transitive.
We remark that Theorem 1.2, stated in the introduction, is a direct corollary of Theorem 5.25(iii).

As an application of Theorem 5.25, we compute \(|\text{Rec}(N, m)|\) for any height-arrow network \(N\). This generalizes [Pha15, Theorem 1], which computes \(|\text{Rec}(N, \text{cap}(N))|\) for a sinkless rotor network \(N\).

**Example 5.26.** Let \(N\) be a locally irreducible sinkless height-arrow network (Example 3.13) on a strongly connected digraph \(G\). By Theorem 5.25(i), the torsion group of \(N\) is isomorphic to

\[
\text{Tor}(N) \simeq \mathbb{Z}_0^V / ( (D_G - A_G) \mathbb{Z}^V ),
\]

where \(D_G\) is the outdegree matrix of \(G\), \(A_G\) is the adjacency matrix of \(G\), and \(\mathbb{Z}_0^V = \{ z \in \mathbb{Z}^V \mid 1^Tz = 0 \}\). By [FL16, Theorem 2.10], the cardinality of \(\text{Tor}(N)\) is then equal to the Pham index,

\[
\text{Pham}(G) := \gcd \{ t(G, v) \}_{v \in V},
\]

where \(t(G, v)\) is the number of spanning trees of \(G\) oriented toward \(v\). By Theorem 5.25(iii), this is also the number of recurrent components of level \(m\), where \(m\) is any integer greater than \(\text{cap}(N)\).

We now build toward the proof of Theorem 5.25, and we start with a technical lemma.

Recall the definition of the relation \(\dashrightarrow\) and \(\rightarrow\) (Definition 4.6). Also recall that \(\overline{xq}\) denotes the component of the trajectory digraph (Definition 4.7) that contains the configuration \(x.q\).

**Lemma 5.27.** Let \(N\) be a finite, locally irreducible, strongly connected, and critical abelian network. For any \(x, x' \in \mathbb{Z}^A\) and \(q, q' \in \text{Loc}(N)\),

(i) If \(\text{lvl}(x.q) = \text{lvl}(x'.q')\), then there exist \(n, n' \in \mathbb{N}^A\) such that \((x + n).q \rightarrow (x' + n').q'\) and \(s^Tn = s^Tn'\).

(ii) If \(x.q \dashrightarrow x'.q'\) and \(x.q\) is a recurrent configuration, then \(x'.q' \rightarrow x.q\).

(iii) If \(\text{lvl}(x.q) \in \mathbb{N} \setminus \text{Stop}(N)\), then \(x.q\) does not halt.

(iv) The component \(\overline{xq}\) is a recurrent component if and only if \(x.q\) does not halt.

**Proof.**

(i) By the local irreducibility of \(N\), there exist \(w \in A^*\) and \(x'' \in \mathbb{Z}^A\) such that \(x.q \dashrightarrow x''.q'\). By Lemma 5.18(ii), we then have \(\text{lvl}(x''.q') = \text{lvl}(x.q) = \text{lvl}(x'.q')\). In particular, we have \(s^T(x' - x'') = 0\). Let \(n\) and \(n'\) be the positive and the negative part of \(x' - x''\), respectively. It follows that \((x + n).q \rightarrow (x' + n').q'\) and \(s^Tn = s^Tn'\).

(ii) Because \(x.q \dashrightarrow x'.q'\), there exist \(w_1, w_2 \in A^*\) and a configuration \(y.p\) such that \(x.q \rightarrow y.p\) and \(x'.q' \rightarrow y.p\). Also note that by Lemma 5.3(iii) there is \(w \in A^*\) such that \(x.q \rightarrow x.q\) and \(|w| = r\).

Let \(k\) be a positive integer such that \(|k| = |w_2|\), and let \(l\) be a positive integer such that \(|l| = |w_1| - |w_2|\). (Note that \(k\) and \(l\) exist because \(r \geq 1\).) Write \(w' := w' \setminus (k|w| + |w_1| - |w_2|)\). We have
where the solid arrow \( w' \to \) is due to the removal lemma (Lemma 4.2). Now note that since \( q' \) is locally recurrent, we have by Lemma 3.9 that \( \pi_{w^k}(x',q') = \pi_{kr}(x',q') = x',q' \). Hence we conclude that \( x',q' \to w \to x,q \), as desired.

(ii) Let \( y,p \) be any configuration such that \( x,q \to y,p \). Since \( q \) is locally recurrent, the state \( p \) is also locally recurrent by Lemma 3.5(i). By Lemma 5.18(ii) we then have \( \text{lvl}(y,p) = \text{lvl}(x,q) \). Since \( \text{lvl}(x,q) \in \mathbb{N} \setminus \text{Stop}(N) \), it then follows that \( y,p \) is not a stable configuration. Since the choice of \( y,p \) is arbitrary, we then conclude that \( x,q \) does not halt.

(iv) Proof of only if direction: Suppose to the contrary that \( x,q \) halts. Without loss of generality, we can assume that \( x,q \) is a stable configuration (by replacing \( x,q \) with its stabilization if necessary).

By Lemma 5.19, the component \( xq \) contains a recurrent configuration \( y,p \). Since \( x,q \to y,p \) and \( y,p \) is recurrent, we have \( x,q \to y,p \). Since \( x,q \) is stable, we then have \( x,q = y,p \). Hence \( x,q \) is both stable and recurrent, which contradicts the definition of recurrence.

Proof of if direction: Because \( x,q \) does not halt, the component \( xq \) contains a legal execution of the form:

\[
y_0.p \xrightarrow{w_1} y_1.p \xrightarrow{w_2} y_2.p \xrightarrow{w_3} \cdots ,
\]

for some \( p \in Q \), \( y_i \in \mathbb{Z}^A \), and nonempty words \( w_{i+1} \in A^* \) \( (i \geq 0) \). Note that for all \( i \geq 0 \) we have

\[
s^\top y_i = s^\top y_0, \quad \text{and} \quad y_i(a) \geq \min(y_0(a),0) \quad \forall a \in A,
\]

by Lemma 3.9 and Lemma 3.3(iii), respectively. This implies that the set \( \{y_i \mid i \geq 0\} \) is finite. By the pigeonhole principle, there exist \( j \in \mathbb{N} \) and \( k \geq 1 \) such that \( y_j = y_{j+k} \).

Write \( w := w_{j+1} \cdots w_k \) and \( y := y_j = y_{j+k} \). It follows that \( w \) is a nonempty word and \( y,p \to w \to y,p \). By Lemma 5.3(ii) the configuration \( y,p \) is recurrent, and then by Lemma 5.19 the component \( xq \) is a recurrent component. \( \Box \)

We now prove Theorem 5.25.

**Proof of Theorem 5.25.** (i) By Theorem 4.21(iii), it suffices to show that \( \mathbb{Z}_0^A/(I-P)K \) is the torsion subgroup of \( \mathbb{Z}^A/(I-P)K \).

By definition of \( \mathbb{Z}_0^A \), the group \( (I-P)K \) is a subgroup of \( \mathbb{Z}_0^A \). Since \( K \) is a subgroup of \( \mathbb{Z}^A \) of finite index (Lemma 3.7(i)) and \( P \) is strongly connected, it follows from the Perron-Frobenius theorem (Lemma 3.10(v)) that the \( \mathbb{R} \)-span of \( (I-P)K \) has dimension \( |A|-1 \). Since the \( \mathbb{R} \)-span of \( \mathbb{Z}_0^A \) also has dimension \( |A|-1 \), we conclude that the quotient group \( \mathbb{Z}_0^A/(I-P)K \) is finite.

Since \( \gcd_{a \in A} s(a) = 1 \), there exists \( s' \in \mathbb{Z}^A \) such that \( s^\top s' = 1 \). Then

\[
\frac{\mathbb{Z}_0^A}{(I-P)K} \cong \frac{\mathbb{Z}^A}{(I-P)K} \oplus \mathbb{Z}s' \cong \frac{\mathbb{Z}_0^A}{(I-P)K} \oplus \mathbb{Z},
\]

and it follows that \( \tau(\mathcal{K}(N)) = \mathbb{Z}_0^A/(I-P)K \), as desired.
(ii) Proof of the $\geq$ direction: Let $C$ be any recurrent component with level in $\mathbb{N} \setminus \text{Stop}(N)$. By part (i) and Definition 4.19, it suffices to show that, for any $n, n' \in \mathbb{N}^A$ such that $n - n' \in \mathbb{Z}_0^A$, there exists a recurrent component $C'$ such that $\phi(n)(C) = \phi(n')(C')$.

By Lemma 5.19, the recurrent component $C$ contains a recurrent configuration $x.q$. In particular, $q$ is locally recurrent by Lemma 5.4(i). Write $x' := x + n - n'$. Since $n - n' \in \mathbb{Z}_0^A$, it follows that $\text{lvl}(x'.q) = \text{lvl}(x.q)$. In particular, we have $\text{lvl}(x'.q) \in \mathbb{N} \setminus \text{Stop}(N)$.

By Lemma 5.27(iii), we then have $x'.q$ is a nonhalting configuration. By Lemma 5.27(iv), we then have $x'.q$ is a recurrent component. The claim now follows by taking $C' := x'.q$.

Proof of the $\subseteq$ direction: Let $x.q$ be a recurrent configuration such that $x.q \in \overline{\text{Rec}(N)^x}$. It follows from Lemma 5.4(ii) and Lemma 5.18(iii) that $\text{lvl}(x.q) \geq 0$.

Suppose to the contrary that $\text{lvl}(x.q)$ is in $\text{Stop}(N)$. Then there exist $x' \leq 0$ and $q' \in \text{Loc}(N)$ such that $\text{lvl}(x.q) = \text{lvl}(x'.q')$. By Lemma 5.27(i), there exist $n, n' \in \mathbb{N}^A$ such that $(x + n).q \rightarrow (x' + n').q'$ and $n - n' \in \mathbb{Z}_0^A$.

Since $x.q$ is an invertible recurrent component and $n - n' \in \mathbb{Z}_0^A$, by part (i) and Definition 4.19 there exists a recurrent configuration $y.p$ such that $\phi(n)(x.q) = \phi(n')(y.p)$. Then

$$\phi(n)(x.q) = \phi(n')(y.p) \quad \text{and} \quad (x + n).q \rightarrow (x' + n').q'$$

$$\Rightarrow \quad (y + n').p \rightarrow (x' + n').q'$$

$$\Rightarrow \quad y.p \rightarrow (x'.q' \quad \text{(by Lemma 3.3(i))}$$

$$\Rightarrow \quad x'.q' \rightarrow y.p \quad \text{(by Lemma 5.27(ii))}$$

$$\Rightarrow \quad x'.q' = y.p \quad \text{(since $x' \leq 0$).}$$

In particular we have $x'.q'$ is a recurrent configuration. However, this contradicts the assumption that $x'.q'$ is stable, and the proof is complete.

(iii) It follows from part (i) that the action of $\text{Tor}(N)$ preserves the level of invertible recurrent component it acts on. By part (ii), it then follows that the group $\text{Tor}(N)$ acts on $\overline{\text{Rec}(N, m)}$ for all $m \in \mathbb{N} \setminus \text{Stop}(N)$. The freeness of the action follows from Theorem 4.21.

We now prove the transitivity of the action. Let $m \in \mathbb{N} \setminus \text{Stop}(N)$. We first show that $\overline{\text{Rec}(N, m)}$ is nonempty. Let $q \in \text{Loc}(N)$, and let $x \in \mathbb{Z}^A$ such that $s^*x = m - \text{lvl}(q)$. (Note that $x$ exists because $\gcd_{a \in A} s(a) = 1$). It follows that $x.q$ is a configuration with level $m \in \mathbb{N} \setminus \text{Stop}(N)$. By Lemma 5.27(iii), $x.q$ is a nonhalting configuration. By Lemma 5.27(iv), the component $x.q$ is a recurrent component. Hence $\overline{\text{Rec}(N, m)}$ is nonempty.

Let $x'.q'$ be any recurrent component with level $m$. By Lemma 5.19 we can assume that $x'.q'$ is a recurrent configuration. In particular, $q'$ is locally recurrent by Lemma 5.4(i). By Lemma 5.27(i) there exist $n, n' \in \mathbb{N}^A$ such that $(x + n).q \rightarrow (x' + n').q'$ and $n - n' \in \mathbb{Z}_0^A$. By Lemma 5.4(iii) both $(x + n).q$ and $(x' + n').q'$ are recurrent components. By Proposition 4.9, we then conclude that $(x + n).q = (x' + n').q'$. Now note that

$$\phi(n)(x.q) = (x + n).q = (x' + n').q' = \phi(n')(x'.q').$$

Since the choice of $x.q$ is arbitrary, we conclude that the action is transitive, as desired. \qed
CHAPTER 6

Critical Networks: Dynamics

In this chapter we study the dynamics of critical networks in more detail, with a focus on the activity and the legal executions of a configuration.

6.1. Activity as a component invariant

In this section we show that the activity of a configuration (as defined below) is a component invariant for a large family of update rules that includes the parallel update.

Definition 6.1 (Update rule). Let \( N \) be an abelian network. An update rule of \( N \) is an assignment of a word \( u(x,q) \in A^* \) to each configuration \( x,q \) such that \( u(x,q) \) is a legal execution for \( x,q \).

Described in words, an update rule tells the network how to process any given input configuration.

We refer to the word \( u(x,q) \) assigned to \( x,q \) as the update word for \( x,q \). The update function \( U : \mathbb{Z}^A \times \mathbb{Q} \rightarrow \mathbb{Z}^A \times \mathbb{Q} \) is the function that maps a configuration \( x,q \) to its updated configuration \( \pi_u(x,q) \). In order to simplify the notation, we use \( u \) instead of \( u(x,q) \) to denote the update word for \( x,q \). For any \( i \geq 1 \), we use \( u_i \) to denote the update word for \( U^{i-1}(x,q) \). The words \( u' \) and \( (u'_i)_{i \geq 1} \) for the configuration \( x',q' \) are defined similarly.

Recall that, for any \( w \in A^* \), we denote by \( |w| \in \mathbb{N}^A \) that counts the number of occurrences of each letter in \( w \).

Definition 6.2 (Activity vector). Let \( N \) be a finite, locally irreducible, strongly connected, and critical abelian network. The activity vector of a configuration \( x,q \) w.r.t. a given update rule \( u \) is

\[
\text{act}_u(x,q) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} |u_i|.
\]

Described in words, the activity vector records the average number of times a letter is processed when \( x,q \) is the input configuration.

Note that the limit in Definition 6.2 exists and is finite. This is because the sequence \( x,q, U(x,q), U^2(x,q), \ldots \) is eventually periodic (as \( \{U^i(x,q)\}_{i \geq 0} \) is finite by criticality).

We are mainly interested in update rules that satisfy these two properties:

(H1) For any configuration \( x,q \) such that \( x \in \mathbb{N}^A \setminus \{0\} \), the update word \( u \) for \( x,q \) is a nonempty word.

(H2) For any \( a \in A \) and any configurations \( x,q \) and \( x',q' \) such that \( x,q \xrightarrow{a} x',q' \), the update words \( u \) for \( x,q \) and \( u' \) for \( x',q' \) satisfy \( |u| \leq |a| + |u'| \).
Figure 6.1. A three-step parallel update in the sinkless sandpile network on the bidirected cycle \( C_3 \). In the figure, the left part of a vertex records the number of letters waiting to be processed, and the right part records the state of the processor. Note that these configurations have activity \((1, 1, 1)\), as the last two steps of this update form a periodic two-step update where every letter is fired twice.

The following are several examples of update rules on the sinkless sandpile network (Example 3.12) that satisfy (H1) and (H2).

Example 6.3 (Parallel update [BLS91, BG92]). The parallel update on the sinkless sandpile network is the rule where every unstable vertex (i.e., \( v \in V \) such that \( x(v) + q(v) \geq \text{outdeg}(v) \)) of the input configuration is fired once (i.e. sends one chip along every outgoing edge). Described formally, the update word \( u \) for \( x, q \) is a word that satisfies
\[
|u|(v) = \min\{x(v), \text{outdeg}(v)\} \quad (v \in V).
\]
See Figure 6.1 for an illustration of this update rule.

The parallel update satisfies (H1) by definition, and satisfies (H2) by the following computation. Let \( d \in \mathbb{Z}^V \) be given by \( d(v) := \text{outdeg}(v) \) \((v \in V)\). Then for any \( v \in V \) and any configuration \( x, q \) and \( x', q' \) such that \( x.q \xrightarrow{} x'.q' \),
\[
|v| + |u'| = |v| + \min\{|x', d|\} = |v| + \min\{x + P|v| - |v|, d\} \\
\geq |v| + \min\{x - |v|, d\} \geq \min\{x, d\} = |u|.
\]

We remark that a variant of the parallel update rule where a vertex is being fired until it is stable (i.e., \(|u|(v) = x(v)\) for all \( v \in V \)) also satisfies (H1) and (H2).

Example 6.4 (Sequential update). Fix a total order \( v_0, \ldots, v_{n-1} \) on the vertices of \( G \). The sequential update on the sinkless sandpile network is the rule where the vertices \( v_0, \ldots, v_{n-1} \) are checked in this order, and each of them is fired once during the checking process if it is found to be unstable. Described formally, the update word \( u = v_0^{k_0} v_1^{k_1} \cdots v_{n-1}^{k_{n-1}} \) for \( x, q \) satisfies:
\[
k_i := \min\{x_{i-1}(v), \text{outdeg}(v)\} \quad (i \in \{0, \ldots, n-1\}),
\]
where \( x, q_i \) is the configuration \( \pi_{k_0|v_0|+\cdots+k_i|v_i|}(x, q) \). See Figure 6.2 for an illustration of this update rule.

The sequential update satisfies (H1) by definition, and satisfies (H2) by a computation similar to Example 6.3.
6.1. ACTIVITY AS A COMPONENT INVARIANT

Unlike the parallel update, here a vertex can potentially be fired even if the vertex is stable in the input configuration. This is because the vertex might acquire additional chips from other vertices that are checked before it; see Figure 6.2.

We remark that a mix of the parallel update and the sequential update on a partition \( V_0 \cup \ldots \cup V_{k-1} \) of \( V \) (i.e., check \( V_0, \ldots, V_{k-1} \) in that order, and then apply the parallel update on \( V_i \) when it is being checked) also satisfies (H1) and (H2).

**Example 6.5** (Savings update). Fix a nonempty subset \( S \subseteq V \). The savings update works as follow:

- If there exists an unstable vertex in \( V \setminus S \), then apply the parallel update on \( V \setminus S \).
- Otherwise, apply the parallel update on \( S \).

Described in words, the vertices in \( S \) are acting as saving accounts that are used only when all other accounts are running out of funds. See Figure 6.3 for an illustration of this update rule.

Unlike the parallel and sequential updates, here it is possible for a vertex in \( S \) to not fire even if it is unstable (i.e., when there exists another unstable vertex in \( V \setminus S \)), as can be seen from Figure 6.3.

The savings update rule satisfies (H1) by definition, and satisfies (H2) when \( S = \{v\} \) by the following argument: Let \( v \in V \) and let \( x, q \) and \( x', q' \) be configurations such that \( x, q \xrightarrow{v} x', q' \). There are three possible scenarios:

**Figure 6.2.** A breakdown of one-step sequential update in the sinkless sandpile network on the bidirected cycle \( C_3 \). Note that vertex \( v_2 \) is fired (i.e., sending chips to its neighbor) even though it is initially stable (i.e., has less chips than its outgoing edge).

**Figure 6.3.** A three-step savings update in the sinkless sandpile network on the bidirected cycle \( C_3 \), with \( v_0 \) as the distinguished vertex. Note \( v_0 \) is not fired in the first step even though it is unstable. Also note that these configurations has activity \((\frac{2}{3}, \frac{2}{3}, \frac{2}{3})^\top\), as every letter is fired twice in this (periodic) three-step update.
Figure 6.4. The horizontal arrows are savings updates in the sinkless sandpile network on the bidirected cycle $C_3$, with $S = \{v_0, v_1\}$. The update word $u$ for the top-left configuration is $v_0v_1$, and the update word $u'$ for the bottom-left configuration is $v_2$. The bottom-left configuration can be reached from the top-left configuration by executing the letter $v_0$. Note that $|u| = (1, 1, 0)\top$ and $|v_0| + |u'| = (1, 0, 1)\top$, so the inequality in (H2) is not satisfied.

• All vertices are stable in $x.\mathbf{q}$. In this scenario, no vertices are fired during the update of $x.\mathbf{q}$ and $x'.\mathbf{q}'$, and (H2) is vacuously true.

• $V \setminus \{v\}$ is unstable in $x.\mathbf{q}$. In this scenario, (H2) can be verified by the same computation in Example 6.3.

• $V \setminus \{v\}$ is stable, and $v$ is unstable in $x.\mathbf{q}$. In this scenario, the vertex $v$ is fired during the update of $x.\mathbf{q}$. Now note that, by the savings update rule, either $v$ is fired during the update of $x'.\mathbf{q}'$, or $v$ is already fired during the transition from $x.\mathbf{q}$ to $x'.\mathbf{q}'$. In either case, the inequality in (H2) holds.

We would like to warn the reader that (H2) is not satisfied when $|S| \geq 2$; see Figure 6.4.

We remark that changing the update rule will usually result in changing the activity vector; see Example 6.1 and Example 6.3.

We now present the main result of this section. Recall the definition of the relation $\rightarrow\leftarrow$ from Definition 4.6.

**Proposition 6.6.** Let $\mathcal{N}$ be a finite, locally irreducible, strongly connected, and critical abelian network. If the given update rule $u$ on $\mathcal{N}$ satisfies (H1) and (H2), then $x.\mathbf{q} \rightarrow\leftarrow x'.\mathbf{q}'$ implies $\text{act}_u(x.\mathbf{q}) = \text{act}_u(x'.\mathbf{q}')$.

Note that the conclusion of Proposition 6.6 can fail when the hypotheses are not satisfied; see Figure 6.5.

We now build towards the proof of Proposition 6.6. We start with the following lemma that extends the conclusion in (H2) from letters to words.
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**Figure 6.5.** The horizontal arrows are update rules in the sinkless sandpile network on the bidirected cycle $C_3$. The update word $u$ for the top-left configuration is $v^2_0 v^1_0 v^2_1$, the update word $u'$ for the bottom-left configuration is $v^1_1$, and the update word for the bottom-middle configuration is $v^2_0 v^2_2$. The bottom-left configuration can be reached from the top-left configuration by executing the letter $v^2_0$, and yet the former has activity $(1,1,1)^\top$ while the latter has activity $(2,2,2)^\top$. Note that $|u| = (2,2,2)^\top$ and $|v^2_0| + |u'| = (2,2,0)^\top$, so (H2) is not satisfied.

**Lemma 6.7.** Let $N$ be an abelian network. If the given update rule on $N$ satisfies (H2), then for any $w \in A^*$ and any $x.q$ and $x'.q'$ such that $x.q \xrightarrow{w} x'.q'$, we have

$$ |u| \leq |w| + |u'|. $$

**Proof.** Write $w = a_1 \ldots a_\ell$. Let $x_j.q_j := \pi_{a_1 \ldots a_j}(x.q)$ $(j \in \{0,\ldots,\ell\})$, and let $w_{j+1}$ be the update word for $x_j.q_j$. Then by (H2),

$$ |u| = |w_1| \leq |a_1| + |w_2| \leq |a_1| + |a_2| + |w_3| \leq \ldots \leq |a_1| + \ldots + |a_\ell| + |w_{\ell+1}| = |w| + |u'|. $$

This proves the lemma. \qed

We will use the following technical lemma in the proof of Proposition 6.6. Recall the definition of $w \setminus n$ ($w \in A^*, n \in \mathbb{N}^A$) from Definition 4.1.

**Lemma 6.8.** Let $N$ be an abelian network, and with a given update rule that satisfies (H2). Let $w \in A^*$ and let $x.q$ and $x'.q'$ be configurations such that $x.q \xrightarrow{w} x'.q'$. Then we have the following commutative diagram:

$$
\begin{array}{c}
\xrightarrow{u_1} U(x.q) \xrightarrow{u_2} U^2(x.q) \xrightarrow{u_3} \ldots \\
\xrightarrow{w_0} \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \\
\xrightarrow{u'_1} U(x'.q') \xrightarrow{u'_2} U^2(x'.q') \xrightarrow{u'_3} \ldots
\end{array}
$$
where \( w_i \) is given by:
\[
   w_i := \begin{cases} 
   w & \text{if } i = 0; \\
   w_{i-1}u'_i \setminus |u_i| & \text{if } i \geq 1.
   \end{cases}
\]

**Proof.** It suffices to show that \( U^i(x,q) \xrightarrow{w_i} U^i(x',q') \) for all \( i \geq 0 \). We will prove this claim by induction on \( i \). The base case \( i = 0 \) holds since \( x,q \xrightarrow{w} x',q' \) by assumption. Now assume that \( U^i(x,q) \xrightarrow{w_i} U^i(x',q') \). By Lemma 6.7, we have \( |u_{i+1}| \leq |w_i| + |u'_{i+1}| \). By the removal lemma (Lemma 4.2), we then have \( U^{i+1}(x,q) \xrightarrow{w_{i+1}} U^{i+1}(x',q') \), as desired. \( \square \)

We now present the proof of Proposition 6.6.

**Proof of Proposition 6.6.** Let \( x,q \) and \( x',q' \) be any two configurations in the same component of the trajectory digraph of \( N \). Note that the infinite sequence

\[
   (6.1) \quad x',q' \xrightarrow{u'_1} U(x',q') \xrightarrow{u'_2} U^2(x',q') \xrightarrow{u'_3} \ldots
\]

is eventually periodic since the set \( \{U^i(x',q') \mid i \geq 0 \} \) is finite (as \( N \) is a critical network). Also note that \( x',q' \) and \( U^i(x',q') \) have the same activity vector by Definition 6.2. Hence (by replacing \( x',q' \) with \( U^i(x',q') \) for sufficiently large \( i \) if necessary) we can without loss of generality assume that the sequence in equation (6.1) is periodic.

Note that by (H1), we have either \( x' \leq 0 \) or the update word \( u'_0 \) for \( x',q' \) is nonempty. In the former scenario, we have \( x,q \rightarrow x',q' \) by Definition 4.6 (since the empty word is the only legal execution for \( x',q' \)). In the latter scenario, we have \( x',q' \) is a recurrent configuration by Lemma 5.3(ii) (as a consequence of equation (6.1) being a periodic sequence). The recurrence of \( x',q' \) then implies that \( x,q \rightarrow x',q' \) by Definition 5.2. In both scenarios, we have \( x,q \rightarrow x',q' \).

We now apply Lemma 6.8 to \( x,q \rightarrow x',q' \), and let \( w_0, w_1, w_2, \ldots \in A^* \) be words from Lemma 6.8. Note that, for any \( i \geq 1 \), we have \( |u_i| \leq |w_{i-1}| + |u'_i| \) by Lemma 6.7. This implies that, for any \( i \geq 1 \)
\[
   |w_i| = |w_{i-1}u'_i \setminus |u_i|| = |w_{i-1}| + |u'_i| - |u_i|.
\]

Hence, for any \( n \geq 0 \),
\[
   \sum_{i=1}^{n} |u_i| = \sum_{i=1}^{n} (|w_{i-1}| + |u'_i| - |w_i|) \quad \text{(by Lemma 6.8)}
   = |w_0| - |w_n| + \sum_{i=1}^{n} |u'_i| \\
   \leq |w_0| + \sum_{i=1}^{n} |u'_i|.
\]

Since the equation above holds for all \( n \geq 0 \), it then follows from Definition 6.2 that \( \text{act}_u(x,q) \leq \text{act}_u(x',q') \). By symmetry we then conclude that \( \text{act}_u(x,q) = \text{act}_u(x',q') \), as desired. \( \square \)
6.2. Near uniqueness of legal executions

In this section we estimate the proportion of any letter in a legal execution, up to an additive constant.

We assume throughout this section that \( N \) is a finite, locally irreducible, and strongly connected critical network.

Let \( p(\cdot, \cdot) \) be the \( A \times A \) matrix given by

\[
p(a, b) := \frac{s(b)}{s(a)} P(b, a),
\]

where \( P \) is the production matrix (Definition 3.8) and \( s \) is the exchange rate vector of \( N \) (i.e. the unique positive integer vector for which \( sP = s \) and \( \gcd_{a \in A} s(a) = 1 \)).

Since \( P \) is a nonnegative matrix, and \( sP = s \) by the assumption that \( N \) is critical, it follows that \( p(\cdot, \cdot) \) is a probability transition matrix for a Markov chain on \( A \).

For letters \( a, b, z \in A \), let \( \Theta_z(b, a) \) be the expected number of visits to \( b \) strictly before hitting \( z \), when the Markov chain starts at \( b \). Let \( \mathbf{v}_{a,z} \in \mathbb{R}^A \) be the vector

\[
\mathbf{v}_{a,z}(\cdot) := \frac{s(\cdot)}{s(a)} \Theta_z(\cdot, a).
\]

In the special case that \( N \) is a sandpile or rotor network on an undirected graph, the above quantities have familiar interpretations in terms of random walk and electrical networks (see, for example, [LP16, chapter 2]): \( s = 1 \) and \( p \) is the transition matrix for simple random walk, \( \Theta_z \) is the Green function for the random walk absorbed at \( z \), \( \mathbf{v}_{a,z} \) is the voltage function for the unit current flow from \( a \) to \( z \), and the quantity \( \frac{v_{a,z}(a)}{v_{a,z}(z)} \) is the effective resistance \( R_{\text{eff}}(a, z) \) between \( a \) and \( z \).

Recall that \( M_w(q) \in \mathbb{N}^A \) is the vector that records numbers of letters generated by executing \( w \) at state \( q \). For any \( q, q' \in \text{Loc}(N) \), let \( \text{diff}_{a,z}(q, q') \) be given by

\[
\text{diff}_{a,z}(q, q') := v_{a,z}'(P|w| - M_w(q)),
\]

where \( w \) is any (not necessarily legal) execution that sends \( q \) to \( q' \). Note that \( w \) exists because \( N \) is locally irreducible and finite, and also note that \( P|w| - M_w(q) \) does not depend on the choice of \( w \) by Lemma 3.9.

We now present the main result of this section. Recall that \( \mathbf{r} \) is the period vector of \( N \) (Definition 5.1), and \( \mathbf{1} \) is the vector \((1, \ldots, 1)^\top\). For any \( \mathbf{n} \in \mathbb{N}^A \), we denote by \( \|\mathbf{n}\| \) the sum \( \sum_{a \in A} \mathbf{n}(a) \).

THEOREM 6.9. Let \( N \) be a finite, locally irreducible, strongly connected, and critical network, and let \( q, q' \in \text{Loc}(N) \). Then for any legal execution \( w \) that sends \( \mathbf{x}.q \) to \( \mathbf{x}'.q' \),

\[
-\left\|\frac{c}{r}\right\| \mathbf{r}(a) - \mathbf{r}(a) < |w|(a) - \frac{\ell}{|r|} \mathbf{r}(a) < \mathbf{r}(a) + \mathbf{c}(a) \quad \forall a \in A.
\]

where \( \ell \) is the length of the execution \( w \), and \( \mathbf{c} \in \mathbb{R}^A \) is the vector given by

\[
\mathbf{c}(a) := \max_{z \in A} \left( v_{a,z}'(\mathbf{x} - \mathbf{x}') + \text{diff}_{a,z}(q', q) \right).
\]

Note that the vector \( \mathbf{c} \) can be upper bounded by a positive vector that depends only on \( \mathbf{x}.q \) (as \( \mathbf{x}' \) is lower bounded by the negative part of \( \mathbf{x} \) by Lemma 3.3(iii), and there are only finitely many choices for \( q' \)). In particular, Theorem 6.9 implies that all legal executions of a configuration of a given length are equal up to permutation and an additive constant that does not depend on the executions.
We now build towards the proof of Theorem 6.9. We will start with the following lemma relating \(|w|(a)\) and \(|w|(z)\).

**Lemma 6.10.** Let \(N\) be a finite, locally irreducible, strongly connected, and critical network, and let \(q, q' \in \text{Loc}(N)\). Then for any \(a, z \in A\) and any legal execution \(w\) sending \(x, q\) to \(x', q'\), we have:

\[
|w|(a) = v_{a,z}^T(x - x') + \text{diff}_{a,z}(q', q) + \frac{r(a)}{r(z)}|w|(z).
\]

**Proof.** Note that, if \(a = z\), then the lemma follows immediately from the fact that \(v_{a,a}\) is the zero vector. Therefore, it suffices to prove the lemma for when \(a\) is not equal to \(z\).

By a direct computation, we have

\[
(I - P^T)v_{a,z} = \begin{cases} 
1 & \text{if } b = a; \\
-\frac{r(a)}{r(z)} & \text{if } b = z; \\
0 & \text{if } b \in A \setminus \{a, z\}.
\end{cases}
\]

In particular, this implies that

\[
v_{a,z}(I - P)|w| = |w|(a) - \frac{r(a)}{r(z)}|w|(z).
\]

Let \(w'\) be a word such that \(t_{w'}(q') = q\). Note that we have \(\pi_{w'}(x,q) = \pi_{w'}(x',q') = (x' + M_{w'}(q') - |w'|)q\). By Lemma 3.9, we then have

\[
(I - P)(|w| + |w'|) = x - (x' + M_{w'}(q') - |w'|),
\]

which is equivalent to

\[
(I - P)|w| = (x - x') + (P|w'| - M_{w'}(q')).
\]

Together with equation (6.3), this implies that:

\[
|w|(a) - \frac{r(a)}{r(z)}|w|(z) = v_{a,b}^T(x - x') + \text{diff}_{a,b}(q', q).
\]

This proves the lemma.

**Remark.** Lemma 6.10 implies the following inequality from [HLM+08, Proposition 4.8]: If \(N\) is the sandpile network on an undirected graph and \(x, q\) is a configuration such that \(x \geq 0\) and \(q = (0, \ldots, 0)^T\), then any legal execution \(w\) for \(x, q\) that does not contain the letter \(z\) satisfies

\[
\ell \leq 2|E||x| \max_{a \in A} R_{\text{eff}}(a, z),
\]

where \(\ell\) is the length of the execution \(w\). Indeed, this is because for all \(a \in A\):

\[
|w|(a) = v_{a,z}^T(x - x') + \text{diff}_{a,z}(q', q) \quad \text{(by Lemma 6.10)}
\leq v_{a,z}^T(x - x') \quad \text{(since } \text{diff}_{a,z}(q', q) \leq 0 \text{ if } q = (0, \ldots, 0)\)
\leq v_{a,z}^Tx \quad \text{(since } x' \geq 0 \text{ if } w \text{ is legal)}
\leq v_{a,z}(a)||x|| \quad \text{(since } v_{a,z}(b) \leq v_{a,z}(a) \text{ for all } b \in A\)
= \deg(a)R_{\text{eff}}(a, z)||x||.
\]

Equation (6.4) now follows by summing the inequality \(|w|(a) \leq \deg(a)R_{\text{eff}}(a, z)||x||\) over all letters in \(A\).
We now present the proof of Theorem 6.9.

**Proof of Theorem 6.9.** Let $k$ be the largest nonnegative integer such that $kr \leq |w|$. Write $w' := w \setminus kr$. Note that $w'$ is a legal execution for $xq$ by the removal lemma (Lemma 4.2). Also note that, by the maximality assumption, there exists $z \in A$ such that $|w'(z)| < r(z)$. By Lemma 6.10, we then have for all $a \in A$:

$$|w'(a)| < v^T_{a,z}(x - x') + \text{diff}_{a,z}(q', q) + r(a) \leq c(a) + r(a).$$

This implies that, for all $a \in A$,

$$kr(a) \leq |w|(a) < (k + 1)r(a) + c(a).$$

Summing equation (6.5) over all letters in $A$, we get:

$$k||r|| < (k + 1)||r|| + ||c||,$$

which implies that

$$\frac{\ell}{||r||} - \frac{||c||}{||r||} - 1 < k \leq \frac{\ell}{||r||}.$$

The proposition now follows from equation (6.5) and (6.6). \qed
Rotor and Agent Networks

An abelian mobile agent network \([BL16a, \text{Example 3.7}]\), or agent network for short, is an abelian network in which every processor \(P_v\) produces one letter of output for each letter of input. Formally, an agent network is an abelian network such that for all \(a \in A\) and \(q \in Q\) we have \(1^\top M_a(q) = 1\) (Recall that \(M_a(q) \in \mathbb{N}^A\) is the vector recording the number of letters of each type that are produced when the network in state \(q\) processes the letter \(a\)).

Examples of agent networks include sinkless rotor networks (Example 3.11) and inverse networks (Example 3.19), while non-examples include sinkless sandpile networks (Example 3.12) and arithmetical networks (Example 3.15).

Any agent network is a critical network. Indeed, by the definition of agent networks, for any \(q \in Q\) and any \(w \in A^\star\),
\[
1^\top M_w(q) = \sum_{a \in A} |w|(a) = 1^\top |w|,
\]
where \(|w| \in \mathbb{N}^A\) is the vector that counts the number of occurrences of each letter in \(w\). This implies that the production matrix \(P\) satisfies
\[(7.1)\]
\[
1^\top P = 1.
\]

By the Perron-Frobenius theorem (Lemma 3.10(ii)), the spectral radius \(\lambda(P)\) is equal to 1. Hence an agent network is a critical network.

We assume throughout this chapter that the agent network we are working with is finite, locally irreducible, and strongly connected, unless stated otherwise.

Special to agent networks is the notion of rotor digraph.

**Definition 7.1 (Rotor digraph).** Let \(N\) be an agent network. For \(q \in \text{Loc}(N)\), the rotor digraph \(\varrho_q\) is the digraph
\[
V(\varrho_q) := A, \quad E(\varrho_q) := \{(a, a_q) \mid a \in A\},
\]
where \(a_q\) is the letter produced when the network \(N\) in state \(t_a^{-1}(q)\) processes the letter \(a\).

Rotor digraphs belong to a special family of digraphs called cycle-rooted forests, defined as follows. A cycle-rooted tree is the disjoint union of a directed tree rooted at a vertex \(r\) and an edge with source vertex \(r\). Note that a cycle-rooted tree contains a unique directed cycle, and for every vertex \(v\) in the digraph there is a directed path from \(v\) to the cycle. A cycle-rooted forest is a disjoint union of cycle-rooted trees. Equivalently, a cycle-rooted forest is a digraph in which every vertex has outdegree equal to 1.

The following are two examples of rotor digraphs.

**Example 7.2.** Consider the sinkless rotor network (Example 3.11) on the bidirected cycle \(C_4\).
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Figure 7.1. The figure on the left is the state $q := ((v_k, v_{k+1}))_{k \in \mathbb{Z}_4}$ (given by the (red) thick edges) of a sinkless rotor network, and the figure on the right is the rotor digraph of $q$.

Table 7.1. The message-passing function for the processor $P_{v_k}$ ($k \in \mathbb{Z}_4$). The $(q, \alpha)$-th entry of the table represents the letter produced when a processor in state $q$ processes the letter $\alpha$.

| $A_{v_k}$ | $Q_{v_k}$ |
|----------|----------|
| $a_{v_k}$ | $a_{v_{k+1}}$ |
| $b_{v_k}$ | $a_{v_{k+1}}$ |

Let $q \in \Pi_{k \in \mathbb{Z}_4} \text{Out}(v_k)$ be the state given by $q(k) := (v_k, v_{k+1})$ ($k \in \mathbb{Z}_4$). See Figure 7.1 for an illustration.

On processing the letter $v_k$, the state $T_{v_k}^{-1}((v_k, v_{k+1})) = (v_k, v_{k-1})$ produces the letter $v_{k+1}$, and therefore the rotor digraph $g_q$ contains the edge $(v_k, v_{k+1})$. This gives us the rotor digraph $g_q$ in Figure 7.1.

By a similar reasoning, for a sinkless rotor network on an arbitrary digraph $G$, the rotor digraph $g_q$ of any state $q$ is given by

$V(g_q) = V(G), \quad E(g_q) = \{q(v) \mid v \in V(G)\}$.

In particular, if $G$ is a simple digraph, then the state $q$ is determined by its rotor digraph $g_q$. This is not true for arbitrary agent networks, as shown in the next example.

Example 7.3. Consider the inverse network (Example 3.19) on the bidirected cycle $C_3$ with period $m_{v_k} = 6$ for all $v_k \in V$ and with the message-passing function in Table 7.1.

The states $q := (1, 1, 1)$ and $q' := (2, 2, 2)$ have the same rotor digraph, as shown in Figure 7.2. However, on processing the input $b_{v_0}b_{v_1}$,

- The network at state $q$ produces $b_{v_1}a_{v_0}$ as output; while
- The network at state $q'$ produces $b_{v_1}a_{v_0}$ as output.

Hence a state is not determined by its rotor digraph in this inverse network.

This chapter is structured as follows. In §7.1 we derive an efficient recurrence test for agent networks. In §7.2 and §7.3 we apply the methods developed in §5.2 to
count the recurrent components and recurrent configurations of an agent network, respectively.

### 7.1. The cycle test for recurrence

In this section we present a recurrence test for agent networks that is more efficient than the burning test in §5.1.

A directed walk in the rotor digraph $\varrho_q$ is a sequence $a_1, \ldots, a_{\ell+1} \in A^*$ such that $(a_i, a_{i+1}) \in E(\varrho_q)$ for $i \in \{1, \ldots, \ell\}$. A directed path in $\varrho_q$ is a directed walk in which all $a_i$’s are distinct except possibly for $a_1$ and $a_{\ell+1}$. A directed cycle in $\varrho_q$ is a directed path in which $a_1 = a_{\ell+1}$.

Recall that the support of $x \in \mathbb{Z}^A$ is $\text{supp}(x) = \{a \in A : x(a) \neq 0\}$.

**Theorem 7.4 (Cycle test).** Let $N$ be a finite, locally irreducible, and strongly connected agent network. A configuration $x.q$ is recurrent if and only if all these conditions are satisfied:

1. (C1) The vector $x$ is nonnegative;
2. (C2) The state $q$ is locally recurrent; and
3. (C3) Every directed cycle of the rotor digraph $\varrho_q$ contains a vertex in $\text{supp}(x)$.

We remark that Theorem 1.3 in §1.7 is the special case of Theorem 7.4 when $N$ is a sinkless rotor network (so that $\varrho_q = q$).

Theorem 7.4 answers the question posed in [BL16c] for a characterization of recurrent configurations of agent networks.

The cycle test is often much more computationally efficient than the burning test (Algorithm 1). In particular, for a sinkless rotor network on an $n$-vertex directed graph, conditions (C1)-(C3) can be checked in time linear in $n$.

The following is a corollary of Theorem 7.4 that we will use later in §7.2.

**Corollary 7.5.** Let $N$ be a finite, locally irreducible, and strongly connected agent network. Let $x$ and $x'$ be nonnegative vectors such that $\text{supp}(x) = \text{supp}(x')$. For any $q \in Q$, the configuration $x.q$ is recurrent if and only if $x'.q$ is recurrent. □

We now build toward the proof of Theorem 7.4, and we start with two technical lemmas. Recall that, for any $w \in A^*$, we denote by $|w|$ the vector in $\mathbb{N}^A$ that counts the occurrences of each letter in $w$.

**Lemma 7.6.** Let $N$ be a finite and locally irreducible agent network. Let $q \in \text{Loc}(N)$ and let $a_1 \ldots a_{\ell+1}$ be a directed path in $\varrho_q$. Write $w' := a_1 \ldots a_{\ell}$ and...
\[ q' := t_{a_1}^{-1} \cdots t_{a_t}^{-1} q, \text{ then} \]
\[ |a_1|.q' \xrightarrow{w'} |a_{t+1}|.q. \]

**Proof.** We prove the claim by induction on \( \ell \). When \( \ell = 0 \), the claim is true since \( w' \) is the empty word, \( a_1 = a_{t+1} \), and \( q' = q \).

We now prove the claim for when \( \ell \geq 1 \). Write \( w'' := a_2 \cdots a_{t+1} \) and \( q'' := t_{a_2}^{-1} \cdots t_{a_t}^{-1} q \). By the induction hypothesis we have \( |a_2|.q'' \xrightarrow{w''} |a_{t+1}|.q \). Since \( a_1 \) is a legal execution for \( |a_1|.q' \), it then suffices to show that \( \pi_{a_1}(|a_1|.q') = |a_2|.q'' \).

Now note that
\[
M_{w''}(q'') = M_{a_1}(q') + M_{w''}(q'') = M_{a_1}(q') + |a_3| + \cdots + |a_{t+1}|,
\]
where the last equality is due to \( \pi_{w''}(|a_2|.q'') = |a_{t+1}|.q \). Also note that
\[
M_{w''}(q'') = M_{a_2} \cdots a_{t+1}(t_{a_2}^{-1} \cdots t_{a_t}^{-1} q) \]
\[= M_{a_2} \cdots a_{t+1}(t_{a_2}^{-1} \cdots t_{a_t}^{-1} a_1 q) \text{ (by the abelian property (Lemma 3.1(ii)))} \]
\[= M_{a_2} \cdots a_{t+1}(t_{a_2}^{-1} \cdots t_{a_t}^{-1} t_{a_1} q) + M_{a_1}(t_{a_1}^{-1} q) \]
\[\geq M_{a_1}(t_{a_1}^{-1} q) = |a_2|, \]
where the last equality is because \( (a_1, a_2) \) is an edge in \( \varrho_q \). These two equations then imply that
\[ M_{a_1}(q') + |a_3| + \cdots + |a_{t+1}| \geq |a_2|. \]

Now note that \( a_2 \notin \{a_3, \ldots, a_{t+1}\} \) since \( a_1 \cdots a_{t+1} \) is a directed path in \( \varrho_q \). It then follows from equation (7.2) that \( M_{a_1}(q') \geq |a_2| \). Since \( N \) is an agent network, we conclude that \( M_{a_1}(q') = |a_2| \). It then follows that \( \pi_{a_1}(|a_1|.q') = |a_2|.q'' \), and the proof is complete. \( \square \)

Recall that \( r \) denotes the period vector of \( N \) (Definition 5.1). Also recall the definition of \( w \setminus n \) \((w \in A^*, n \in \mathbb{N}^d)\) from Definition 4.1.

**Lemma 7.7.** Let \( N \) be a finite, locally irreducible, and strongly connected agent network. Then for any \( q \in \text{Loc}(N) \) and any \( a \in A \) there exists a legal execution \( w \) for \( |a|.q \) such that \( |w|(a) = r(a) + 1 \) and \( |w| \leq r + |a| \).
**Proof.** Fix a letter \( a \in A \). Let \( w' = a_1 \cdots a_\ell \) be a word of maximum length such that \( w' \) is a legal execution for \(|a|, q\) and \(|w'| \leq r\).

Write \( a' := M_{a_1}(t_{a_1} \cdots t_{a_\ell}, q) \) and \( w := w'a' \). It follows that \( w \) is a legal execution for \(|a|, q\). Note that \(|w|(a') = r(a') + 1\), as otherwise we would have \(|w| \leq r \) and that contradicts the maximality of \( w \). Also note that \(|w| = |w'| + |a'| \leq r + |a'|\).

We now show that \( a' = a \). Since \( N \) is an agent network and \( w' \) is a legal execution for \(|a|, q\), we have \( M_{a_1}(t_{a_1} \cdots t_{a_\ell}, q) = |a_{i+1}| \) for any \( i \in \{1, \ldots, \ell - 1\} \). Hence

\[
M_{w'}(q) = \sum_{i=1}^{\ell} M_{a_i}(t_{a_1} \cdots t_{a_{i-1}}, q) = \sum_{i=1}^{\ell-1} |a_{i+1}| + |a'| = |w| - |a_1|.
\]

Then

\[
|a_1| = |w| - M_{w'}(q) \geq |w| - M_{r}(q) = |w| - r,
\]

where the inequality is due to \(|w'| \leq r\) and the monotonicity property (Lemma 3.1(i)), and the last equality is due to \( q \in \text{Loc}(N) \). Since \(|w|(a') = r(a') + 1\), equation (7.3) implies that \(|a_1|(a') \geq 1\), and hence we have \( a_1 = a' \).

Now note that \( a_1 = a \) because \( w = a_1 \cdots a_\ell \) is a legal execution for \(|a|, q\). Hence \( a' = a_1 = a \), and it then follows that \( w \) satisfies the property in the lemma. \( \square \)

We now present the proof of Theorem 7.4. Recall that a word \( w \in A^* \) is called \( a \)-tight if \(|w| \leq r \) and \(|w|(a) = r(a)\).

**Proof of Theorem 7.4.** Proof of if direction: Since \( q \) is locally recurrent by (C2), by Lemma 5.5 it suffices to show that for each \( a \in A \) there exists an \( a \)-tight legal execution \( w \) for \( x.q \).

Fix a letter \( a \in A \). Let \( a_1, \ldots, a_{\ell+1} \) be a directed path of minimum length in \( g_q \) such that \( a_1 = a \) and \( a_{\ell+1} \in \text{supp}(x) \). Note that such a directed path exists by (C3). Write \( w' := a_1 \cdots a_\ell \) and \( q' := t_{a_1}^{-1} \cdots t_{a_{\ell+1}}^{-1} q \). Note that \(|a|, q' \rightarrow_{w'} |a_{\ell+1}\.q\) by Lemma 7.6. Also note that \(|w'|\) is \( 1 \) and \(|w'| \leq r \leq 1 \) by the minimality assumption.

By Lemma 7.7, there exists an legal execution \( w'' \) for \(|a|, q'\) such that \(|w''|(a) = r(a)+1\) and \(|w''| \leq r + |a|\). Write \( w := w'' \setminus w' \). By the removal lemma (Lemma 4.2), \( w \) is a legal execution for \(|a_{\ell+1}\.q\). Since \( x \in A^\ell \) (by (C1)) and \( a_{\ell+1} \in \text{supp}(x) \), by Lemma 3.3(ii) we conclude that \( w \) is a legal execution for \( x.q \).

We now show that \( w \) is \( a \)-tight. Note that

\[
|w| = \max(|w''|, |w'|) - |w'|
\]

(7.4)

\[
\leq \max(|w''|, |w'|) - |a| \quad \text{(since } |w''|(a) = 1)\]

(7.5)

\[
\leq r + |a| - |a| \quad \text{(since } |w''| \leq r + |a| \text{ and } |w'| \leq r)\]

\[
=r.
\]

Also note that we have equality for the \( a \)-th coordinate in equation (7.4) (because \(|w''|(a) = 1\)) and equation (7.5) (because \(|w''|(a) = r(a) + 1\)). Hence we conclude that \(|w| \leq r \) and \(|w|(a) = r(a)\), i.e., the word \( w \) is \( a \)-tight. This completes the proof.

Proof of only if direction: It suffices to show that (C3) holds, as (C1) and (C2) follow from Lemma 5.4. Let \( a_1, \ldots, a_{\ell+1} \) be any directed cycle in \( g_q \). Note
that \( a_{t+1} = a_1 \) by assumption. We need to show that \( \{a_1, \ldots, a_t\} \cap \text{supp}(\mathbf{x}) \) is nonempty.

By Theorem 5.6, there exists a legal execution \( w \) for \( \mathbf{x} \mathbf{q} \) such that \(|w| = r\) and \( \mathbf{x} \mathbf{q} \xrightarrow{w} \mathbf{x} \mathbf{q} \). Write \( \mathbf{n} := r - \sum_{i=1}^{t} |a_i| \) and \( w' := w \setminus \mathbf{n} \). Note that \( \mathbf{n} \) is a nonnegative vector (because \( r \geq 1 \) and \( a_1, \ldots, a_t \) are distinct), and \( w' \) is a permutation of the word \( a_1 \ldots a_t \). Write \( \mathbf{x'}q' := \pi_n(\mathbf{x} \mathbf{q}) \). By the removal lemma, we have \( \mathbf{x'}q' \xrightarrow{w'} \mathbf{x} \mathbf{q} \).

Since \( w' \) is legal for \( \mathbf{x'}q' \) and \( w' \) is a permutation of \( a_1 \ldots a_t \), we have \( \text{supp}(\mathbf{x'}) \cap \{a_1, \ldots, a_t\} \) is nonempty. On the other hand, since \( \pi_{w'}(\mathbf{x'}q') = \mathbf{x} \mathbf{q} \), we have

\[
\mathbf{x} = \mathbf{x'} + \mathbf{M}_{w'}(\mathbf{q}') - |w'| = \mathbf{x'} + |a_{t+1}| - |a_1| \quad \text{(by Lemma 7.6)}
\]

\[
= \mathbf{x'}.
\]

In particular, we have \( \text{supp}(\mathbf{x}) = \text{supp}(\mathbf{x'}) \). Hence we conclude that \( \text{supp}(\mathbf{x}) \cap \{a_1, \ldots, a_t\} \) is nonempty, as desired. \( \square \)

### 7.2. Counting recurrent components

In this section we turn to the problem of counting the number of recurrent components of an agent network.

We start with the following lemma. Recall the definition of capacity from Definition 5.14. Also recall that a configuration \( \mathbf{x} \mathbf{q} \) is stable if \( \mathbf{x} \leq \mathbf{0} \), and is halting if there exists a stable configuration \( \mathbf{x'}q' \) such that \( \mathbf{x} \mathbf{q} \xrightarrow{x} \mathbf{x'}q' \).

**Lemma 7.8.** Let \( \mathcal{N} \) be a finite, locally irreducible, and strongly connected critical network.

(i) If \( \mathcal{N} \) is an agent network, then \( \text{cap}(\mathcal{N}) = 0 \).

(ii) If \( \text{cap}(\mathcal{N}) = 0 \) and all states of \( \mathcal{N} \) are locally recurrent, then \( \mathcal{N} \) is an agent network.

**Proof.** (i) By equation (7.1) the exchange rate vector \( \mathbf{s} \) (Definition 5.13) of an agent network is equal to \( \mathbf{1} \). By the definition of capacity, it suffices to show that any configuration \( \mathbf{x} \mathbf{q} \) of \( \mathcal{N} \) with \( \mathbf{1}^\top \mathbf{x} > 0 \) does not halt.

Let \( w \in A^* \) be any word and let \( \mathbf{x'}q' \) be any configuration such that \( \mathbf{x} \mathbf{q} \xrightarrow{w} \mathbf{x'}q' \). Then

\[
\mathbf{1}^\top \mathbf{x'} = \mathbf{1}^\top (\mathbf{x} + \mathbf{M}_w(\mathbf{q}) - |w|) = \mathbf{1}^\top \mathbf{x} + \mathbf{1}^\top \mathbf{M}_w(\mathbf{q}) - \mathbf{1}^\top |w| = \mathbf{1}^\top \mathbf{x} > 0,
\]

where the third equality is due to \( \mathcal{N} \) being an agent network. Hence \( \mathbf{x'}q' \) is not a stable configuration. Since the choice of \( w \) and \( \mathbf{x'}q' \) is arbitrary, this shows that \( \mathbf{x} \mathbf{q} \) does not halt, as desired.

(ii) Since \( \text{cap}(\mathcal{N}) = 0 \), for any \( a \in A \) and \( \mathbf{q} \in Q \) the configuration \( |a| \mathbf{q} \) does not halt. In particular the letter \( a \) is not a complete execution for \( |a| \mathbf{q} \), and hence \( \mathbf{1}^\top \mathbf{M}_a(\mathbf{q}) \geq 1 \). Therefore, for all \( w \in A^* \) and \( \mathbf{q} \in Q \) we have \( \mathbf{M}_w(\mathbf{q}) \geq \mathbf{1}^\top |w| \), and the equality is achieved only if \( \mathbf{1}^\top \mathbf{M}_w(\mathbf{q}) = \mathbf{1}^\top |w| \) for all \( w \in A \) satisfying \( |w'| \leq |w| \).

Let \( \mathbf{r} \) be the period vector of \( \mathcal{N} \). Note that for any \( \mathbf{q} \in Q \),

\[
\mathbf{1}^\top \mathbf{r} = \mathbf{1}^\top \mathbf{P} \mathbf{r} = \mathbf{1}^\top \mathbf{M}_a(\mathbf{q}) \geq \mathbf{1}^\top \mathbf{r},
\]

where the second equality is due to the assumption that \( \mathbf{q} \in \text{Loc}(\mathcal{N}) = Q \), and the inequality is due to the conclusion in the previous paragraph. Since equality
happens in the equation above and \( r \geq 1 \), we conclude that \( 1^\top M_a(q) = 1 \) for all \( a \in A \). Hence \( N \) is an agent network. □

**Remark.** The condition in Lemma 7.8(ii) that every state in \( N \) is locally recurrent is necessary. Indeed, let \( N \) be a network with states \( Q := \{q_1, q_2\} \), with alphabet \( A := \{a\} \), and with transition functions given by

\[
t_a(q_1) = q_2; \quad M_a(q_1) = 2|a|; \quad t_a(q_2) = q_2; \quad M_a(q_2) = |a|.
\]

This network has capacity zero, and yet is not an agent network since \( 1^\top M_a(q_1) = 2 \).

Recall that for any \( m \in \mathbb{N} \), the set \( \text{Rec}(N, m) \) denotes the set of recurrent components (Definition 4.8) with level \( m \). Also recall that \( \text{Tor}(N) \) denotes the torsion group of \( N \) (Definition 4.18).

**Proposition 7.9.** Let \( N \) be a finite, locally irreducible, and strongly connected agent network. Then

\[
|\text{Rec}(N, m)| = \begin{cases} 0 & \text{if } m = 0; \\ |\text{Tor}(N)| & \text{if } m \geq 1. \end{cases}
\]

**Proof.** By Lemma 5.4(ii) the level of a recurrent configuration is strictly positive, and by Lemma 5.19 the same is true for recurrent components. This proves the case when \( m = 0 \).

We now prove the case when \( m \geq 1 \). Since \( \text{cap}(N) = 0 \) by Lemma 7.8 and \( s = 1 \) by equation (7.1), we have \( \text{Stop}(N) = \{0\} \) by Lemma 5.23. Theorem 5.25(iii) then implies that \( |\text{Rec}(N, m)| = |\text{Tor}(N)| \) for all \( m \geq 1 \), as desired. □

**Remark.** As a comparison to Proposition 7.9, the quantity \( |\text{Rec}(N, m)| \) for the sinkless sandpile network (which is a non-agent network) on an undirected graph \( G \) is the number of spanning trees of \( G \) with external activity at most \( m - |E| \) [Cha18, Theorem 1.3]. The assumption that \( G \) is an undirected graph can be relaxed to that \( G \) is an Eulerian digraph; see [Cha18].

### 7.3. Determinantal generating functions for recurrent configurations

We now turn to the problem of counting the recurrent configurations of an agent network. We will derive two versions of a multivariate generating function identity.

The first identity counts recurrent configurations according to the number of chips at each vertex. For any \( n \in \mathbb{N}^A \) and \( m \in \mathbb{N} \), we write

\[
\text{Rec}(N, n) := \{x, q \mid x.q \text{ is } N\text{-recurrent and } x = n\}.
\]

Let \( (z_a)_{a \in A} \) be indeterminates indexed by \( A \). We denote by \( I(z) \) the \( A \times A \) diagonal matrix with \( I(z)(a, a) := \frac{1}{1 - z_a} \) (\( a \in A \)).

**Theorem 7.10 (Determinantal formula for agent networks).** Let \( N \) be a finite, locally irreducible, and strongly connected agent network. Then, in the ring of formal power series with \( (z_a)_{a \in A} \) as indeterminates, we have the following identity:

\[
|Z^A/K| \det(I(z) - P) = \sum_{n \in \mathbb{N}^A} |\text{Rec}(N, n)| z^n.
\]
The second identity is a refinement of Theorem 7.10 for the special case of sinkless rotor networks, which involves edge variables that keep track of the rotor configuration.

For a digraph $G$, which may have multiple edges, let $(y_e)_{e \in E}$ and $(z_v)_{v \in V}$ be indeterminates indexed by edges of $G$ and by vertices of $G$, respectively. We denote by $A_G(y)$ the weighted adjacency matrix indexed by $V$ given by $A_G(y)(u, v) := \sum_e y_e$, where the sum is taken over all edges with source vertex $v$ and target vertex $u$. We denote by $D_G(y, z)$ the diagonal matrix indexed by $V$ with $D_G(y, z)(v, v) := \frac{1}{1 - z_v} \sum_{e \in \text{Out}(v)} y_e$. We denote by $\mathbb{Z}[y][[z]]$ the ring of formal power series in the $(z_v)_{v \in V}$ variables whose coefficients are polynomials in the $(y_e)_{e \in E}$ variables.

**Theorem 7.11 (Master determinant for rotor networks).** Let $N$ be a sinkless rotor network on a strongly connected digraph $G$. Then, in the ring $\mathbb{Z}[y][[z]]$ we have the following identity of formal power series:

$$\det (D_G(y, z) - A_G(y)) = \sum_{\mathbf{x}, \mathbf{q} \in \text{Rec}(N)} z^\mathbf{x} y_\mathbf{q},$$

where $y_\mathbf{q} := \prod_{v \in V} y_{\mathbf{q}(v)}$.

We remark that this identity is a refinement of the matrix-tree theorem: to count the number $t(G, r)$ of spanning trees oriented toward $r$, set $z_v = 0$ for all $v \neq r$ and compare coefficients of $z_r$. The term $z_r y_\mathbf{q}$ appears in the sum on the right side if and only if $\mathbf{q}$ is a unicycle with $r$ contained in its unique cycle. The number of such unicyles is $\text{outdeg}(r) t(G, r)$. Theorem 7.11 can be compared to the determinants that enumerate cycle-rooted spanning forests [For93, Theorem 1] and their oriented counterparts [Ken11, Theorem 6].

We remark that Theorem 1.4 in §1.5 is a direct corollary of Theorem 7.11 by substituting $y_e = 1$ for all $e \in E$ and $z_v = z$ for all $v \in V$.

We now build towards the proof of these two theorems. We start with a lemma that refines Proposition 5.9 for agent networks. Recall the definition of thief networks $N_R$ from §5.2. Also recall the definition of recurrence for configurations (Definition 5.2) and states (Definition 4.26).

**Lemma 7.12.** Let $N$ be a finite, locally irreducible, and strongly connected agent network. Let $x \in \mathbb{N}^A \setminus \{0\}$ and let $R := A \setminus \text{supp}(x)$. Then $x.q$ is an $N$-recurrent configuration if and only if $q$ is an $N_R$-recurrent state.

**Proof.** Let $r$ be the period vector of $N$. Note that $\text{supp}((I - P_R)r) = A \setminus R = \text{supp}(x)$. By Corollary 7.5, the configuration $x.q$ is $N$-recurrent if and only if $(I - P_R)r.q$ is $N$-recurrent. The lemma now follows from Proposition 5.11. \qed

The following corollary of Lemma 7.12 generalizes the characterization of recurrent states for rotor networks with sinks in [HLM+08, Lemma 3.16].

**Corollary 7.13.** Let $N$ be a finite, locally irreducible, and strongly connected agent network, and let $R \subset A$. Then $q \in \text{Loc}(N)$ is an $N_R$-recurrent state if and only if every directed cycle in the rotor digraph $g_q$ contains a vertex in $R$.

**Proof.** The corollary follows by applying Theorem 7.4 and Lemma 7.12 to the configuration $1_R.q$. \qed

We now quote a result from [BL16c] that counts the number of recurrent states in a subcritical network.
7.3. Determinantal Formula

Lemma 7.14 ([BL16c, Theorem 3.3]). Let $S$ be a finite, locally irreducible, and subcritical abelian network with total kernel $K$ and production matrix $P$. Then the number of recurrent states of $S$ is equal to $|\mathbb{Z}^A/K|\det(I - P)$.

We now present the proof of Theorem 7.10. For an $A \times A$ matrix $M$ and $R \subseteq A$, we denote by $\det(M; R)$ the determinant of the matrix obtained from deleting the rows and columns of $M$ indexed by $A \setminus R$.

**Proof of Theorem 7.10.** Since $\text{Rec}(N, 0) = \emptyset$ by Lemma 5.4(ii), we have
\[
\sum_{n \in \mathbb{N}^A} |\text{Rec}(N, n)| z^n = \sum_{R \subseteq A} \sum_{n \in \mathbb{N}^A; \text{supp}(n) = A \setminus R} |\text{Rec}(N, n)| z^n.
\]
Then
\[
\sum_{n \in \mathbb{N}^A} |\text{Rec}(N, n)| z^n = \sum_{R \subseteq A} |\text{Rec}(N_R)| \prod_{a \in A \setminus R} \frac{z_a}{1 - z_a} \quad \text{(by Lemma 7.12)}
= |\mathbb{Z}^A/K| \det(I - P_R) \prod_{a \in A \setminus R} \frac{z_a}{1 - z_a} \quad \text{(by Lemma 7.14)}
= |\mathbb{Z}^A/K| \det(I - P; R) \det(I(z) - I; A \setminus R)
= |\mathbb{Z}^A/K| \det(I - P + I(z) - I) = |\mathbb{Z}^A/K| \det(I(z) - P).
\]

We now build towards the proof of Theorem 7.11. A key ingredient in the refinement is the following extended version of the matrix tree theorem.

**Lemma 7.15 (Extended matrix tree theorem [Cha82]).** Let $G$ be a digraph, and let $S$ be a subset of $V$. Then
\[
\det(D_G(y, 0) - A_G(y); V \setminus S) = \sum_{F} \prod_{e \in E(F)} y_e,
\]
where the sum is taken over all directed forests of $G$ rooted at $S$.

**Remark.** The standard matrix tree theorem (i.e., when $y_e = 1$ for all $e \in E$) can be derived from Theorem 7.4 and Theorem 7.11 by applying the operator
\[
\frac{\partial|S|}{(\theta z_e)_{v \in S}} \bigg|_{z=0}
\]
to the equation in Theorem 7.11 for when $N$ is a sinkless rotor network on $G$.

We now present the proof of Theorem 7.11.

**Proof of Theorem 7.11.** We have
\[
\sum_{x, q \in \text{Rec}(N)} z^x y_q = \sum_{S \subseteq A} \sum_{x \in \text{Rec}(N); \text{supp}(x) = S} z^x y_q.
\]
Note that $N$ is strongly connected since $G$ is strongly connected. By Theorem 7.4, a configuration $x, q$ with $\text{supp}(x) = S$ is recurrent if and only if the digraph $F$ given by
\[
V(F) = V(G), \quad E(F) = \{q(v) \mid v \notin S\},
\]
is a directed forest rooted at $S$. It then follows that
\[
\sum_{\mathbf{x}, \mathbf{q} \in \text{Rec}(N)} z^\mathbf{x} y_\mathbf{q}
\]

\[
= \sum_{S \subseteq A} \det(D_G(y, 0) - A_G(y); V \setminus S) \prod_{v \in S} \sum_{e \in \text{Out}(v)} \frac{y_e z_v}{1 - z_v}. \quad \text{(by Lemma 7.15)}
\]

\[
= \sum_{S \subseteq A} \det(D_G(y, 0) - A_G(y); V \setminus S) \det(D_G(y, z) - D_G(y); S)
\]

\[
= \det(D_G(y, 0) - A_G(y) + D_G(y, z) - D_G(y))
\]

\[
= \det(D_G(y, z) - A_G(y)).
\]

\[\square\]
CHAPTER 8

Concluding Remarks

We conclude with a few directions for future research.

8.1. A unified notion of recurrence and burning test

We have seen the definition of recurrent states (Definition 4.26) and recurrent configurations (Definition 5.2) for subcritical and critical networks, respectively, which play a central role in the dynamics of abelian networks. In both cases we have a burning test (Theorem 5.7 for subcritical, and Theorem 5.6 for critical networks) to check recurrence.

A natural next step would be to extend the definition of recurrence to super-critical networks and beyond.

**Question 8.1.** Give a definition of recurrence for all (finite, locally irreducible, strongly connected) networks that specializes to Definition 4.26 and Definition 5.2 for subcritical and critical networks, respectively.

This unified definition of recurrence should come with a burning test that specializes to Theorem 5.7 and Theorem 5.6 for subcritical and critical networks, respectively.

8.2. Forbidden subconfiguration test for recurrence

For a configuration \( x, q \) of a sandpile network on a simple Eulerian digraph \((V, E)\), a nonempty set \( U \subset V \) is called a **forbidden subconfiguration** [Dha90] if

\[
x(u) + q(u) < \# \{ v \in U : (v, u) \in E \}
\]

for all \( u \in U \). Likewise, let us define a **forbidden subconfiguration** in a rotor network as a set \( U \) such that either

(i) \( U = \{ u \} \) and \( x(u) < 0 \); or

(ii) the rotors \( \{ q(u) : u \in U \} \) form an oriented cycle, and \( x(u) = 0 \) for all \( u \in U \).

By the critical burning test (Theorem 5.6) in the sandpile case, and the cycle test (Theorem 7.4) in the rotor case, \( x, q \) is a recurrent configuration if and only if it has no forbidden subconfigurations. It would be interesting to characterize the forbidden subconfigurations of other critical networks, such as the McKay-Cartan networks.

**Question 8.2.** Give a recurrence test for sinkless height-arrow networks on Eulerian digraphs that specializes to the forbidden subconfiguration test for sandpile and rotor networks.
8.3. Number of recurrent configurations in a recurrent component

Consider the sinkless rotor network (Example 3.11) on the bidirected cycle \( C_n \). The weight function \( \text{wt} : E \rightarrow \mathbb{Z}_n \) for edges of \( C_n \) is defined by

\[
\text{wt}(e) := \begin{cases} 
1 & \text{if } e = (v_k, v_{k-1}) \text{ for some } k \in \mathbb{Z}_n; \\
0 & \text{otherwise}.
\end{cases}
\]

The weight function \( \text{wt} : \mathbb{Z}^A \times Q \rightarrow \mathbb{Z}_n \) for configurations of \( N \) is defined by

\[
\text{wt}(x, q) := \sum_{k \in \mathbb{Z}_n} x(v_k)k + \text{wt}(q(v_k)) \mod n.
\]

See Figure 8.1 for examples.

One can check that any execution in this network leaves the weight unchanged (i.e., \( \text{wt}(x, q) = \text{wt}(x', q') \) if \( x, q \rightarrow x', q' \)). In particular, weight depends only on the component a configuration is contained in. One can also check that, for any positive \( m \) and \( i \in \mathbb{Z}_n \), there exists a unique recurrent component that has total number of chips \( m \) and weight \( i \). We denote this recurrent component by \( C_{n,m,i} \).

Let \( r(C_{n,m,i}) \) denote the number of recurrent configurations in the recurrent component \( C_{n,m,i} \). Table 8.1 shows the values \( r(C_{n,n,i}) \) for small \( n \). An intriguing feature of this table is the near equality of entries in each row. How fast does \( \max_{i,j} |r(C_{n,n,i}) - r(C_{n,n,j})| \) grow?

In some cases the equality is exact: Data for small \( m, n \) support the following conjecture.

**Conjecture 8.3.** For \( n \geq 3, m \geq 1 \) and \( i, j \in \mathbb{Z}_n \), we have \( r(C_{n,m,i}) = r(C_{n,m,j}) \) whenever \( \gcd(n,m,i) = \gcd(n,m,j) \).

The case when \( i - j \) is divisible by \( \gcd(n,m) \) is a consequence of rotational symmetry, but the general case seems more mysterious.
Table 8.1. Counts of the number of recurrent configurations in some recurrent components of the sinkless rotor network on the bidirected cycle $C_n$. The $(i,n)$-th entry of the table corresponds to the recurrent component with weight $i$ and total number of chips $n$.

| $n$ | $i$ | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 3   |     | 26  | 24  | 24  |     |     |     |     |     |
| 4   |     | 122 | 120 | 118 | 120 |     |     |     |     |
| 5   |     | 642 | 640 | 640 | 640 | 640 |     |     |     |
| 6   |     | 3630| 3624| 3624| 3630| 3624| 3624|     |     |
| 7   |     | 21394| 21392| 21392| 21392| 21392| 21392|     |     |
| 8   |     | 130090| 130080| 130072| 130080| 130086| 130080| 130072| 130080|

**Acknowledgement**

The authors would like to thank Darij Grinberg for careful proofreading of earlier drafts, and anonymous referees for helpful comments.
Bibliography

[AB10] Arash Asadi and Spencer Backman, Chip-Firing and Riemann-Roch Theory for Directed Graphs, ArXiv e-prints (2010), 1–29.

[BCC+17] Benjamin Braun, Hugo Corrales, Scott Corry, Luis David García Puente, Darren Glass, Nathan Kaplan, Jeremy L. Martin, Gregg Musiker, and Carlos E. Valencia, Counting arithmetical structures on paths and cycles, ArXiv e-prints (2017), 1–22.

[BCFV03] Franco Bagnoli, Fabio Cecconi, Alessandro Flammini, and Alessandro Vespignani, Short-period attractors and non-ergodic behavior in the deterministic fixed-energy sandpile model, EPL (Europhysics Letters) 63 (2003), no. 4, 512.

[BG92] Javier Bitar and Eric Goles, Parallel chip firing games on graphs, Theoret. Comput. Sci. 92 (1992), no. 2, 291–300. MR 1148575

[Big99] N. L. Biggs, Chip-firing and the critical group of a graph, J. Algebraic Combin. 9 (1999), no. 1, 25–45. MR 1676732

[BL92] Anders Björner and László Lovász, Chip-firing games on directed graphs, J. Algebraic Combin. 1 (1992), no. 4, 305–328. MR 1203679 (94c:90132)

[BL16a] Benjamin Bond and Lionel Levine, Abelian networks I. Foundations and examples, SIAM J. Discrete Math. 30 (2016), no. 2, 856–874. MR 3493110

[BL16b] , Abelian networks II: Halting on all inputs, Selecta Math. (N.S.) 22 (2016), no. 1, 319–340. MR 3437839

[BL16c] , Abelian networks III: The critical group, J. Algebraic Combin. 43 (2016), no. 3, 635–663. MR 3482442

[BLS91] Anders Björner, László Lovász, and Peter W. Shor, Chip-firing games on graphs, European J. Combin. 12 (1991), no. 4, 283–291. MR 1120415

[BP79] Abraham Berman and Robert J. Plemmons, Nonnegative matrices in the mathematical sciences, Academic Press [Harcourt Brace Jovanovich, Publishers], New York-London, 1979. MR 544666

[BZ92] Anders Björner and Günter M. Ziegler, Introduction to greedoids, Matroid applications, Encyclopedia Math. Appl., vol. 40, Cambridge Univ. Press, Cambridge, 1992, pp. 284–357. MR 1165545 (94a:05038)

[Cha18] Swee Hong Chan, Abelian sandpile model and Biggs-Merino polynomial for directed graphs, J. Combin. Theory Ser. A 154 (2018), 145–171.

[CV18] Hugo Corrales and Carlos E. Valencia, Arithmetical structures on graphs, Linear Algebra and its Applications 536 (2018), 120 – 151.

[Dal06] Luca Dall’Asta, Exact solution of the one-dimensional deterministic fixed-energy sandpile, Phys. Rev. Lett. 96 (2006), 058003.

[DF11] Benjamin Doerr and Mahmoud Fouz, Quasi-random rumor spreading: reducing randomness can be costly, Inform. Process. Lett. 111 (2011), no. 5, 227–230. MR 2790745

[Dha90] Deepak Dhar, Self-organized critical state of sandpile automaton models, Phys. Rev. Lett. 64 (1990), no. 14, 1613–1616. MR 1044086 (90m:82053)
[Dic13] Leonard Eugene Dickson, *Finiteness of the Odd Perfect and Primitive Abundant Numbers with n Distinct Prime Factors*, Amer. J. Math. **35** (1913), no. 4, 413–422. MR 1506194

[DR04] Arnaud Dartois and Dominique Rossin, *Height arrow model*, FPSAC PROCEEDINGS 2004 ACTES SFCA 2004 Vancouver CANADA, 2004, p. 87.

[FL16] Matthew Farrell and Lionel Levine, *CoEulerian graphs*, Proc. Amer. Math. Soc. **144** (2016), no. 7, 2847–2860. MR 3487219

[FLP10] Anne Fey, Lionel Levine, and Yuval Peres, *Growth rates and explosions in sandpiles*, J. Stat. Phys. **138** (2010), no. 1-3, 143–159. MR 2594895

[For93] Robin Forman, *Determinants of Laplacians on graphs*, Topology **32** (1993), no. 1, 35–46. MR 1204404 (94g:58247)

[Gab93] Andrei Gabrielov, *Abelian avalanches and Tutte polynomials*, Phys. A **195** (1993), no. 1-2, 253–274. MR 1215018

[GK15] Johnny Guzmán and Caroline Klivans, *Chip-firing and energy minimization on M-matrices*, J. Combin. Theory Ser. A **132** (2015), 14–31. MR 3311336

[GM97] Eric Goles and Maurice Margenstern, *Universality of the chip-firing game*, Theoret. Comput. Sci. **172** (1997), no. 1-2, 121–134. MR 1432859

[GR01] Pierre Antoine Grillet, *Commutative semigroups*, Advances in Mathematics (Dordrecht), vol. 2, Kluwer Academic Publishers, Dordrecht, 2001. MR 2017849 (2004h:20089)

[Gri07] Pierre Antoine Grillet, *Irreducible actions*, Period. Math. Hungar. **54** (2007), no. 1, 51–76. MR 2310367

[HKT17] Baláazs Hujter, Viktor Kiss, and Lilla Tóthmérsz, *On the complexity of the chip-firing reachability problem*, Proc. Amer. Math. Soc. **145** (2017), no. 8, 3343–3356. MR 3652788

[Lan02] Serge Lang, *Algebra*, third ed., Graduate Texts in Mathematics, vol. 211, Springer-Verlag, New York, 2002. MR 1878556

[Lee11] Lionel Levine, *Parallel chip-firing on the complete graph: devil’s staircase and Poincaré rotation number*, Ergodic Theory Dynam. Systems **31** (2011), no. 3, 891–910. MR 2794953

[Lev15] Lionel Levine, *Threshold state and a conjecture of Poghosyan, Poghosyan, Priezzhev and Ruelle*, Comm. Math. Phys. **335** (2015), no. 2, 1003–1017. MR 3316648

[Lor89] Dino J. Lorenzini, *Arithmetical graphs*, Math. Ann. **285** (1989), no. 3, 481–501. MR 1019714

[LP16] Russell Lyons and Yuval Peres, *Probability on trees and networks*, Cambridge Series in Statistical and Probabilistic Mathematics, vol. 42, Cambridge University Press, New York, 2016. MR 3616205
[MN02] Cristopher Moore and Martin Nilsson, *Parallel quantum computation and quantum codes*, SIAM J. Comput. 31 (2001/02), no. 3, 799–815. MR 1896459

[PDDK96] Vyatcheslav B. Priezzhev, Deepak Dhar, Abhishek Dhar, and Supriya Krishnamurthy, *Eulerian walkers as a model of self-organized criticality*, Physical Review Letters 77 (1996), no. 25, 5079.

[Pha15] Trung Van Pham, *Orbits of rotor-router operation and stationary distribution of random walks on directed graphs*, Adv. in Appl. Math. 70 (2015), 45–53. MR 3388864

[Pro03] James Propp, *Random walk and random aggregation, derandomized*, https://www.microsoft.com/en-us/research/video/random-walk-and-random-aggregation-derandomized/, 2003, Online Lecture.

[PS04] Alexander Postnikov and Boris Shapiro, *Trees, parking functions, syzygies, and deformations of monomial ideals*, Trans. Amer. Math. Soc. 356 (2004), no. 8, 3109–3142 (electronic). MR 2052943

[Spe93] Eugene R. Speer, *Asymmetric abelian sandpile models*, J. Statist. Phys. 71 (1993), no. 1-2, 61–74. MR 1215850 (94f:82051)

[Ste10] Benjamin Steinberg, *A theory of transformation monoids: combinatorics and representation theory*, Electron. J. Combin. 17 (2010), no. 1, Research Paper 164, 56. MR 2745717 (2012b:20153)

[TIÁ] Lilla Tóthmérész, *Algorithmic aspects of rotor-routing and the notion of linear equivalence*, Discrete Applied Mathematics 236 (2018), 428 – 437.

[WLB96] Israel A. Wagner, Michael Lindenbaum, and Alfred M. Bruckstein, *Smell as a computational resource—a lesson we can learn from the ant*, Israel Symposium on Theory of Computing and Systems (Jerusalem, 1996), IEEE Comput. Soc. Press, Los Alamitos, CA, 1996, pp. 219–230. MR 1436463