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The endeavor to detect human activities and behaviors is targeted as a real-time detection mechanism that tends to predict the form of human motions and actions. Though sensors like accelerometer and gyroscopes are noticeable in human motion detection, categorizing unique and individual human gestures require software-based assistance. With the widespread implementation of machine learning algorithms, human actions can be distinguished into multiple classes. Several state-of-the-art machine learning algorithms can be applied to this specified field which will give suitable outcomes, yet due to the bulk of the dataset, complexity can be made apparent, which will reduce the efficiency of the model. In our proposed research, ensemble learning methods have been established by assembling several trained and tuned machine learning models. The adopted dataset for the model has been preprocessed through PCA (principal component analysis), SMOTE oversampling (synthetic minority oversampling technique), and K-means clustering, which reduced the dataset to essentials, keeping the weight of the features intact and reducing complexity. Maximum accuracy of 99.36% was achieved from both stacking and voting ensemble methods.

1. Introduction

Human activity recognition (HAR) bears significance in human-to-human contact and interpersonal relationships containing identification, personality, and psychological state of people [1]. For instance, when a performer conducts an action figure-focused scene in front of an uncluttered backdrop, the computer can assess and deliver a conclusion, but it appears to be quite challenging because of components that vary in size and frame resolution. However, identifying behavioral roles takes time and requires familiarity with the specific event being reported. In addition, the similarities that occur within and between the courses make the procedure considerably more complex. For example, different people may use distinct body motions to indicate the same kind of action. In spite of this, class actions may be difficult to detect even when they are represented by the same quantity of data. People’s habits influence the way they carry out a task, making it harder to discern what they are doing.

Another significant problem is to create an actual-time graphic representation for learning and comprehending human behavior with just a few trial results on which to base one’s findings [2].

In this context, keeping clients happy in today’s fast-paced market relies heavily on technology. Hardware and software upgrades are being introduced into technology to improve performance and efficiency as technology evolves. Many new hardware components are being considered for mobile devices since it is commonly accepted that we cannot do even the simplest task without our smartphones in hand [3]. Moreover, sensors are more important to smartphone designers than other features since they make our lives a little simpler. A growing number of integrated sensors in smartphones are getting smaller and more powerful, allowing them to store a large amount of data from our daily activities that are deemed to be significant [4]. Almost all phones come with an accelerometer as standard equipment. Technological advances in recent years have made it possible
to integrate incredible capabilities and a variety of sensors into a single device. This is very astonishing since the vast majority of these devices are found in HAR setups [5]. It is now much simpler to collect and analyze data and transmit data from one place to another, thanks to the growing interaction between hardware and software and sensor gadgets that are doing remarkably well in this fast-moving technological era [6].

Therefore, HAR solutions’ success hinges on a grasp of its fundamental concepts, limitations, and problems. Human activities may be seen as a set of recurrent daily acts performed in a certain area across time. If a given action, such as walking or cooking, becomes observable and regular, it may be termed as an activity. Current algorithms to identify human activity have limited predictive power since people do jobs in a variety of ways depending on their own preferences and health as well as habit. High-accuracy sensor data may be utilized to identify the human’s everyday activities using machine learning models and deep neural networks, respectively. The accelerometer sensors that are implanted in various places of the body are used to detect movements and identify activities. Each sensor has varying sensitivity to different types of activities [7]. Hence, smartphone usage in HAR is on the rise because of the discomfort of having sensors all over their body as they go about their daily routines.

Machine learning algorithms have emerged as handy tools for developing automated systems in the modern era. For different, classification, detection, prediction, and regression-based analysis, ML algorithms are employed widely by researchers [8–11]. In this paper, sophisticated preprocessing methods [12] have been introduced to minimize dataset size, keeping dataset quality unchanged followed by the employment of several machine learning (ML) algorithms which include Support Vector Classier (SVC), Linear SVC (LSVC), NuSVC, Extreme Gradient Boosting (XGBoost), Adaptive Boosting (AdaBoost), Light Gradient Boosting Machine (LGBM), Gradient Boosting (GB), and Extra Trees Classifier (ETC). Moreover, hybrid ensemble machine learning techniques have been implemented, which are defined as stacking, voting, blending, and averaging to train the preprocessed data collected from single and multiple devices. For preprocessing, principal component analysis (PCA) has been brought into action and features have been reduced throughout the process, which has contributed to the reduction of data features as well as in reduction in complexity of training the model. Also, the minority group has been oversampled using SMOTE (synthetic minority oversampling technique), which equaled the amount of each class of samples by increasing the quantity of data. Furthermore, K-means clustering was performed and from elbow plot to silhouette coefficient values, the prominent K-means clustered value was determined. The rest of the paper is arranged as follows: related works and motivation of this study are presented in Section 2. Detailed information on the datasets and methods utilized in the research are depicted in Section 3. And, Section 4 includes the results and discussion of the study followed by the conclusion in Section 5.

2. Related Work & Motivation

Many studies have been conducted regarding human activity recognition. For instance, Shakya et al., implemented random forest (RF), decision tree (DT), K-nearest neighbor (KNN), recurrent neural network (RNN), and convolutional neural network (CNN) for identifying human daily activities such as walking and cycling [13]. Among them, CNN displayed the highest accuracy rate of 99.16% in five-fold cross-validation. For balanced datasets, better learning capacity and considerable recognition accuracy with good outcomes were reported. Unbalanced datasets could not produce accurate recognition results. However, Deep and Zheng optimized the detection of human activity using CNN and the long short-term memory (LSTM) technique [14]. This method achieved an accuracy of 93.40%. Significant recognition performance was obtained for an individual’s simple and restricted actions. On the other hand, Abbaspour et al. applied four hybrid deep learning models to test performance on the HAR problem using publicly available datasets PAMAP2, where each hybrid model combined a CNN with a range of RNNs, resulting in higher accuracy [15]. The hybrid models employed CNNs with two convolution layers, but the experiment was repeated with CNNs with three and four convolution layers to observe how the number of convolution layers influenced the outcomes. Increasing the number of layers to three and four, on the other hand, resulted in minimal modification in the execution of the GRU-based/LSTM-based models. This model was carried out iteratively to gain better accuracy. In related work, Jaoued et al. used a mix of the transfer learning model and the RNN model [16]. The features were taken from InceptionV3. Three independent datasets were used to evaluate the model’s performance where the model achieved an accuracy of 92%. However, Polu showcased a modified version of a similar ML model on human activity detection [17]. Here, the RF classifier and modified RF classifier were used, where the modified RF classifier gained better performances compared to the conventional RF model. Suto et al. [18] illustrated the difference in performance between online and offline cases of HAR on people of different ages. Among the models, ANN reached the highest recognition rate of 97%. The research also concluded that further improvements were required on the approach for a flawless HAR system as the model had a lack of data expansion problem. A comparative study was observed between the CNN model and other ML models in a similar research by Wan et al. where the CNN model provided superior output compared to the other ML models [19]. Vijayvargiya et al. presented a windowing method for 25% overlapping [20]. Among the models, RF imparted the highest accuracy of 92.71% at 5-fold cross-validation.

For supervised classification methods, the detection of human activities is required to be more precise, time efficient, and more compact when it comes to complexity as the size of the dataset can be bulky and perplexing at times. This study investigates the performances of hybrid ensemble machine learning models with a view to achieve better results from selected hyperparameter-tuned models through a
series of actions. Before training the models, the dataset was reduced using principal component analysis (PCA) and was manipulated through SMOTE oversampling and K-means clustering techniques. Thus, the dataset was set off to be more engaging and concise. The hybrid ensemble models namely stacking, voting, blending, and averaging were applied to the tuned ML models which executed the performance more efficiently, producing better performances than the state-of-the-art methods. Application of these hybrid ensemble methods can become a regular practice in the field of a healthcare system where the detection process can be made more functional and user-friendly. Thus, the proposed model can advance in the field of human activity recognition, being capable of making the following contributions:

(i) Proposing a dimensionality reduction technique of the dataset in preprocessing step where time consumption in simulation is minimized.

(ii) Carrying out a comprehensive investigation of the HAR system by deploying different supervised machine learning algorithms.

(iii) Implementing various ensemble ML models which can demonstrate better detection results of each class among all the designated machine learning models.

The practical administration of the proposed model on real-time human activity detection can significantly facilitate various diagnosis processes in the healthcare system. It can also put an impact on a motion-based road crossing and traffic system as well as observation techniques in the security system. Moreover, the detection process in many other devices and sensors can be mapped in a more sophisticated manner following the implemented model.

3. Methodology

3.1. Dataset Description. For this study, a thorough exploration was executed and the dataset was finalized for training the models, which is a public domain dataset [21] that is also available on Kaggle [22], one of the most comprehensive and well-known resources [21]. The dataset comprises 10299 occurrences and 561 features. In all, these 10299 cases were categorized into six different categories of activities which were experimented on 30 participants aged between 19 and 48 years. The classification of types for the dataset is listed in Table 1.

An inertial sensor-equipped smartphone was strapped to the waists of 30 study participants as they carried out tasks of daily living. The purpose of this exercise was to identify a total six actions each participant was performing at any given time. The recordings were then used to compile a HAR database. In order to record 3-axial linear acceleration and 3-axial angular velocity at a steady 50 Hz using an accelerometer and gyroscope that were worn by the participants, a group of 30 willing participants ranging in age from 19 to 48 years old participated in six exercises while wearing the Samsung Galaxy S II around their waists: walking, walking upstairs, walking downstairs, sitting, standing, and lying down. The tests have been videotaped and the resultant dataset was randomly divided into two sets, with 70% of the volunteers contributing to the training data and 30% contributing to the test data accordingly, for the purpose of manually labeling the data. Data were captured using fixed-width sliding windows with a length of 2.56 seconds and an overlap of 50% after noise filters were applied to sensor signals (accelerometer and gyroscope, 128 readings per window). The sensor acceleration data were split up into several categories using a Butterworth lowpass filter to remove the gravitational and body motion components. Because the gravitational force is thought to only be composed of low-frequency components, a filter with a cutoff frequency of 0.3 Hz was used to separate the two categories of body acceleration and gravity. Each window was used to generate a feature vector by completing computations using variables in the time domain and the frequency domain. Each entry in the collection has details about total acceleration and angular velocity obtained from the gyroscope, 561-feature vector with time and frequency domain variables, activity level, and subject identifier.

3.2. Data Preprocessing

3.2.1. Min-Max Scaler. A dataset is recommended to be mitigated before training the model with that dataset to reduce training complexity and computational time without decreasing the characteristic depth. A course of actions were taken in order to preprocess the dataset for our approach. At first, the Min-Max scaler was implemented on the selected dataset. The Min-Max scaler is applied on the dataset to standardize the variables and scale them between 0 and 1. The fit transform function is generally used to transform the dataset after it has been defined. Scaling the numbers to a given range without altering the form of the original pattern is what this does.

3.2.2. PCA Method. As the values were scaled, principal component analysis (PCA) was then applied to the dataset [23]. PCA is considered an unsupervised learning strategy to reduce the number of interrelated variables in a dataset, while still providing an accurate assessment by maintaining maximum variance in the data. In our model, it has been applied when dealing with data that have linear correlations but have been plagued by the curse of dimensionality, namely when the presence of too many features leads to noise. This is exacerbated in particular by features with varying scales. While keeping as much variance as possible,
PCA’s major goal is to minimize the number of dimensions of a dataset composed of a large number of closely related variables. To get PCA to work properly, firstly data are normalized which is accomplished by subtracting the respective means from the values in the relevant column which will provide a $2 \times 2$ covariance matrix since the dataset is two-dimensional. Then, the covariance matrix, eigenvectors, and eigenvalues are calculated. In order to get the components in order of importance, the eigenvalues from greatest to lowest are sorted where the dimensionality got reduced. There are “n” eigenvalues and eigenvectors for every “n” variable in a dataset. As it turns out, the most significant eigenvector in the dataset is the eigenvector with the highest eigenvalue. The first few eigenvalues are taken and the remainder is discarded in order to shrink the dimensionality.

From the vectors, top components are selected as features. After applying PCA in our dataset, a graph has been plotted displaying variance with respect to the number of components which is represented in Figure 2. From the PCA method, 120 features were nominated from 561 features.

A feature vector is then constructed by multiplying the eigenvectors by a matrix. Only the eigenvectors are required to continue being included in this list. It is possible to either choose the dimension with the bigger eigenvalue or just take both dimensions. In this last step, everything the arithmetic that has been performed up to this point is used to construct the principal components. When transposing a feature vector, a left-multiply operation is implemented to combine it with a transpose of the original dataset.

At the beginning of the process, standardization is performed on each feature in the dataset which tends to achieve the mean and variance 1 [24]. After that, the covariance matrix of the dataset is formed by computing the covariance [25]. From the covariance matrix, the eigenvectors along with their eigenvalues are measured [26]. Eigenvalues are later on sorted from highest to lowest. From the vectors, top components are selected as features. After applying PCA in our dataset, a graph has been plotted displaying variance with respect to the number of components which is represented in Figure 2. From the PCA method, 120 features were nominated from 561 features.

3.2.3. SMOTE-ENN Technique. Observing the graph, it is visible that, the variance curve is increased to the maximum from the 120 components and after that, the change of variance was not significant as the number of features increased. Reducing the number of features helps in the exploratory data analysis phase, which feeds into the data
wrangling phase and model training phase. Next, on the selected 120 features, an oversampling strategy known as synthetic minority oversampling technique (SMOTE) followed by data percentage was performed in which the samples were created for the minority group [27]. With random oversampling, there is a risk of overfitting. So, this method can be performed through either of the four ways fusion of new data from minority class, minority class oversampling, majority class undersampling, and assembling misclassification of minority instances to be more important than misclassification of majority class data through modification of the cost function. Instead of using replacements to oversample, the SMOTE oversampling method generates new synthetics from scratch. In order to oversample samples from the minority class, SMOTE uses synthetic examples in the line segments. It brings together the members of the K minority who live in close proximity to one another. The “K” closest neighbors’ neighbors are chosen at random. According to the quantity of oversampling required, the number is determined.

SMOTE-ENN sampling method is a complete approach that combines the SMOTE and Wilson’s Edited Nearest Neighbor Rule sample techniques (ENN). SMOTE is an oversampling approach, and its primary goal is to generate new minority class instances by interpolating between multiple different minority class examples that reside in close proximity to one another, even while it has the potential to significantly increase the model’s classification accuracy, it also has the capability of producing noise samples and boundary samples. ENN is a technique that is used as a data cleaning tool that may delete any example whose class label is different from the class of at least two of its three closest neighbors so that better-defined class clusters can be created using ENN. The likelihood of overfitting caused by synthetic examples is decreased by the use of SMOTE-ENN due to the fact that certain instances from the majority class may invade the area reserved for the minority class and vice versa. Because of the ease with which it may be implemented and the high classification performance it offers, the KNN technique is one of the most used classification methods used in the data mining and statistics. The concept behind this is that a sample belongs to a certain category if the majority of the “K” samples that are most similar to it, also belong to that category, with “K” typically not exceeding 20 in most cases. When using the KNN technique, the objects that are considered to be “neighbors” are those that have successfully been categorized. This approach only uses the category of the sample or samples that are geographically closest to the one that has to be categorized in order to identify which category the sample in question belongs to. The workflow diagram of SMOTE-ENN is presented in Figure 3.

3.2.4. K-Means Clustering. After forming the increased data by SMOTE oversampling, K-means clustering has been applied. These are data that are an unsupervised machine

![Figure 4: Elbow plot on different K clustered values applied on sample data.]
learning approach, capable of clustering unlabeled data based on similarities into a preset number of groups [28]. In the case of unlabeled data, the K-means clustering algorithm can be utilized (i.e., data without defined categories or groups). In this method, the number of groups is represented by the variable $K$, which is the purpose of this algorithm. Iteratively assigning each data point to one of the $K$ groups is how the method works. Clustering is based on the similarity of the features of the data points. The method divides the data into a number of clusters determined by $K$ and obtains a $K$ number of the centroid for each cluster. Utilizing these centroids, the closest data points are assigned for each

---

**Figure 5**: Silhouette analysis for K-means clustering on sample data with (a) $K = 2$, (b) $K = 3$, and (c) $K = 4$. For $n_{clusters} = 2$ The average silhouette_score is : 0.491498084454106 For $n_{clusters} = 3$ The average silhouette_score is : 0.3196653596232357 For $n_{clusters} = 4$ The average silhouette_score is : 0.1933452956891446
centroid, resulting in a new cluster and calculating variance. The whole process is repeated until there is no new centroid left to be reassigned closest to each data point. Thus, the K-means clustering was performed and Elbow plotting and silhouette scores for different values of K were established to cross-check the best output for the value of K represented in Figures 4 and 5(a)–5(c).

From the elbow plot, it can be observed that, the highest slope is generated when $K = 2$. Again, from silhouette analysis, it can be scrutinized that, the silhouette score is highest at $K = 2$, which is 0.491. Thus, from $K = 2$ clusterings, 121 features were put to use. As the dataset was pre-processed, it was then split into an 80:20 train test ratio following stratified train test split. Finally, the dataset was organized for training our targeted machine learning models.

### 3.3. Training Models

#### 3.3.1. Supervised ML Models

Learning a function that maps an input to output is the objective of the machine learning task known as supervised machine learning which requires the use of sample input-output pairs that does the job by drawing conclusions about a function based on labeled training data, which consist of a collection of training instances. In supervised learning, each example is a pair consisting of an input object and the desired output value where input objects are used to train the system to produce the intended output value, and the training data are analyzed by a supervised learning algorithm, which then provides an output that is utilized for mapping additional instances. In this study, at first, several ML models such as SVC [29], NuSVC [30], Linear SVC (LSVC) [31], Adaboost (AdB) [32],
XGBoost (XGB) [33], Gradient Boosting (GB) [34], Light GBM (LGBM) [35], and Extra Trees Classifier (ETC) [36] have been implemented with a view to observe the performance parameters.

3.3.2. Ensemble Learning Models. After deploying supervised learning ML models, hybrid ML models (ensemble learning techniques) are employed where concepts like stacking, voting, blending, and averaging are implemented. In the following, the methods are explained in brief:

(A) Stacking:
Stacking is the process by which an algorithm learns how to combine the output predictions of sub-models to get a more accurate output prediction [37]. The stacking method, which employs two-layer estimators, is used to develop classification and regression models for classification and regression issues. This approach divides the training data into two subsets: training and holdout. As a result of stratified sampling with replacement, different learning algorithms create n classifiers. The technique is comprises SVC, LSVC, NuSVC, XGB, LGBM, and ETC to create a weight distribution vector for the meta classifier. The workflow diagram of the stacking ensemble model is depicted in Figure 6.

(B) Voting:
The voting classifier in machine learning uses an ensemble of multiple models to forecast an output (class) based on the chance that the result will fall into one of the specified classes [38]. Using the most popular class as a starting point, this classifier predicts the output class based on an average of all the classifiers that have been submitted to it. For each output class, a single model might be constructed that trains on several models and predict output based on the aggregate majority of votes for each class. Classification issues are often solved using the maximum voting approach. Multiple models are employed to forecast the outcome of each data point in this method. Using each model’s predictions as a vote, we can see how the results differ. Hard voting has been employed in our model using SVC, LSVC, NuSVC, XGB, and LGBM classifiers where the final forecast was based on the results of the majority of the models. The workflow diagram of the voting classifier is illustrated in Figure 7.

(C) Blending:
Blending is an approach in ensemble machine learning that makes use of a machine learning model that learns the best effective way to combine the predictions from various contributing ensemble models as new features. A blending method is comprised of different types of models, and each model is trained on the same dataset. The final prediction is a weighted average of the predictions from all the models. The workflow diagram of the blending ensemble model is depicted in Figure 8.
Figure 9: The workflow diagram of averaging ensemble model.

Figure 10: The proposed methodology for human activity recognition.
member models [39]. When it comes to making predictions, blending is similar to stacking in that it only uses a holdout (validation) set from the train set. To put it another way, predictions are only made on the holdout set, rather than on the whole set of forecasts. When the holdout set and predictions are combined, a model is formed, and the model is then evaluated on the test set. As a first step, the dataset is separated into two sections, the training set and the testing set. Following that, the train set is divided into two parts: the training set and the validation set. As for our implementation of the blending model LSVC, NuSVC, LGBM, XGB, and ETC are fitted to the training set while predictions are produced based on the validation set and the test set, respectively. The validation set and its predictions are utilized as features in the construction of a new model, which is designated as SVC. In order to create final predictions about the test set with its produced meta-features, this model is utilized. The basic working principle of the blending method is presented in pictorial form in Figure 8.

(D) Averaging:

In averaging, numerous forecasts are created for each data point, in a manner similar to the maximum voting strategy [40]. In this procedure, an average of the predictions is taken from all of the models and is used to generate the final prediction. Averaging can be used to make predictions in

| Training model | Parameter          | Value   |
|----------------|--------------------|---------|
| SVC           | C                  | 10.4    |
| NuSVC         | nu                 | 0.0131  |
| LSVR          | C                  | 20.30   |
| XGB           | Learning rate      | 0.239   |
|               | Max depth          | 6       |
| AdB           | Learning rate      | 0.31    |
|               | Algorithm          | “SAMME.R” |
|               | n_estimators       | 138     |
| LGBM          | Boosting_type      | “Goss”  |
|               | Learning rate      | 0.51    |
|               | n_estimators       | 124     |
|               | Num_leaves         | 31      |
| GB            | Learning rate      | 0.401   |
|               | n_estimators       | 85      |
| ETC           | n_estimators       | 123     |

Figure 11: Confusion matrix of SVC (without tuning).

Figure 12: Confusion matrix of SVC (with tuning).

Figure 13: Confusion matrix of NuSVC (without tuning).
regression problems, as well as to calculate probabilities in classification issues, among other applications. The algorithms such as SVC, NuSVC, LGBM, and XGB were combined in the averaging model to observe performance and make the final prediction. The averaging technique is illustrated in Figure 9.

To sum up the whole process, the elected dataset was firstly preprocessed with PCA, SMOTE, K Means clustering, elbow method, and Silhouette analysis accordingly. Afterward, the data were split into test data and train data, which later on was utilized to train the machine learning models with hyperparameter tuning enhanced. Also, mentioned hybrid ML models were generated and trained by the dataset, which gave a more efficient outcome. The whole workflow diagram for our proposed model is illustrated in Figure 10.

4. Result & Analysis

After processing the dataset, the ML models were trained and the results are presented. For achieving better results, hyperparameters are tuned. Instead of using other parameters, hyperparameters are used because they are able to handle the number of polynomial features that should be
used in the linear model, the maximum decision tree depth that is permitted in the decision tree, the number of samples that should be used at each leaf node, and the optimal number of layers for the network. Parameter values that were set for the hyperparameter tuning on the ML models are indexed in Table 2.

The performances of the trained models in both “tuned” and “without tuned” were assessed by employing rigorous simulation in Python. Performances of the individual models were tweaked through hyperparameter tuning and with the tuned models, a hybrid model was established. For a given set of test data, the confusion matrix is a matrix used to evaluate the performance of classification models. Test data values can only be determined if they are known. Predicted and actual values, as well as the total number of predicted values, may be found in two dimensions of the matrix. In the context of a model, predicted values are those values that the model predicts, and actual values are those values that the model actually predicts based on the observed data. As a result, it shows us how well the classification model performs in terms of making predictions on test data. It reveals not only the kind of mistake produced by the classifiers but also the number of errors they made. Each algorithm’s accuracy, precision, F-score, and recall are computed using the confusion matrix as a source. The confusion matrices indicate...
not just the outputs of predictive models, but rather which classes are properly predicted, which are erroneously forecasted, and what sorts of issues are forming. The evaluation matrices obtained through training the ML models are represented from Figures 11–30.

As the confusion matrices were produced, classification efficiency was comprehensible from the output. Thus, several performance metrics were evaluated which are defined as accuracy, micro precision, macro precision, weighted precision, micro recall, macro recall, weighted recall, micro $F_1$-score, macro $F_1$-score, weighted $F_1$-score, and cross-validation score. Accuracy is defined as the percentage of total correctly predicted values among all predicted values. Also, the precision of an ML model indicates the efficiency of detecting true positive values among all correctly predicted values whereas recall demonstrates the number of correctly identified true positive values among total predicted values of a specific class. Finally, $F_1$-score is produced from precision and recall, which is the weighted average of these two parameters.

For measuring micro values
Figure 26: Confusion matrix of extra trees classifier (with tuning).

Figure 27: Confusion matrix of the stacking model.

Figure 28: Confusion matrix of the voting model.

Figure 29: Confusion matrix of the averaging model.
Figure 30: Confusion matrix of the blending model.

Table 3: Performance metrics of trained ML models (without tuning).

| Algorithm | Accuracy | Precision (micro) | Precision (macro) | Precision (weighted) | Recall (micro) | Recall (macro) | Recall (weighted) | F1-score (micro) | F1-score (macro) | F1-score (weighted) | Cross-validation score |
|-----------|----------|-------------------|-------------------|---------------------|----------------|----------------|------------------|-----------------|-----------------|---------------------|-----------------------|
| SVC       | 0.9837   | 0.9837            | 0.9837            | 0.9837              | 0.9837         | 0.9837         | 0.9837            | 0.9837          | 0.9837          | 0.9837              | 0.9837                |
| LSVC      | 0.9816   | 0.9816            | 0.9815            | 0.9815              | 0.9816         | 0.9816         | 0.9816            | 0.9815          | 0.9815          | 0.9815              | 0.9815                |
| NuSVC     | 0.9387   | 0.9387            | 0.9401            | 0.9401              | 0.9387         | 0.9387         | 0.9388            | 0.9388          | 0.9388          | 0.9388              | 0.926                 |
| AdB       | 0.4008   | 0.4008            | 0.2864            | 0.2863              | 0.401          | 0.401          | 0.2723            | 0.2721          | 0.2721          | 0.2721              | 0.4049                |
| XGB       | 0.9764   | 0.9764            | 0.9763            | 0.9763              | 0.9767         | 0.9767         | 0.9764            | 0.9764          | 0.9764          | 0.9764              | 0.9547                |
| LGBM      | 0.9747   | 0.9747            | 0.9746            | 0.9747              | 0.9747         | 0.9747         | 0.9747            | 0.9747          | 0.9747          | 0.9747              | 0.9475                |
| GB        | 0.9587   | 0.9587            | 0.9600            | 0.9590              | 0.9699         | 0.9689         | 0.9597            | 0.9597          | 0.9597          | 0.9597              | 0.9148                |
| ETC       | 0.9627   | 0.9627            | 0.9626            | 0.9626              | 0.9597         | 0.9597         | 0.9627            | 0.9626          | 0.9626          | 0.9626              | 0.9395                |

Table 4: Performance metrics of trained ML models (with tuning).

| Algorithm | Accuracy | Precision (micro) | Precision (macro) | Precision (weighted) | Recall (micro) | Recall (macro) | Recall (weighted) | F1-score (micro) | F1-score (macro) | F1-score (weighted) | Cross-validation score |
|-----------|----------|-------------------|-------------------|---------------------|----------------|----------------|------------------|-----------------|-----------------|---------------------|-----------------------|
| SVC       | 0.9931   | 0.9931            | 0.9931            | 0.9932              | 0.9931         | 0.9931         | 0.9931            | 0.9931          | 0.9931          | 0.9931              | 0.9775                |
| LSVC      | 0.9854   | 0.9854            | 0.9854            | 0.9854              | 0.9854         | 0.9854         | 0.9854            | 0.9854          | 0.9854          | 0.9854              | 0.972                 |
| NuSVC     | 0.9923   | 0.9923            | 0.9923            | 0.9923              | 0.9923         | 0.9923         | 0.9923            | 0.9923          | 0.9923          | 0.9923              | 0.9793                |
| AdB       | 0.8195   | 0.8195            | 0.8226            | 0.8227              | 0.8195         | 0.8195         | 0.8196            | 0.8196          | 0.8196          | 0.8196              | 0.8200                |
| XGB       | 0.9786   | 0.9786            | 0.9785            | 0.9785              | 0.9786         | 0.9786         | 0.9786            | 0.9786          | 0.9786          | 0.9786              | 0.7469                |
| LGBM      | 0.9859   | 0.9859            | 0.9858            | 0.9858              | 0.9859         | 0.9859         | 0.9858            | 0.9858          | 0.9858          | 0.9858              | 0.9606                |
| GB        | 0.9689   | 0.9689            | 0.9702            | 0.9691              | 0.9689         | 0.9689         | 0.9689            | 0.9689          | 0.9689          | 0.9689              | 0.9187                |
| ETC       | 0.9709   | 0.9709            | 0.9709            | 0.9709              | 0.9717         | 0.9717         | 0.9709            | 0.9709          | 0.9709          | 0.9708              | 0.9411                |

Table 5: Performance metrics of trained ensemble ML models (with tuning).

| Algorithm | Accuracy | Precision (micro) | Precision (macro) | Precision (weighted) | Recall (micro) | Recall (macro) | Recall (weighted) | F1-score (micro) | F1-score (macro) | F1-score (weighted) | Cross-validation score |
|-----------|----------|-------------------|-------------------|---------------------|----------------|----------------|------------------|-----------------|-----------------|---------------------|-----------------------|
| Stacking  | 0.9936   | 0.9936            | 0.9936            | 0.9936              | 0.9936         | 0.9936         | 0.9936            | 0.9936          | 0.9936          | 0.9936              | 0.9793                |
| Voting    | 0.9936   | 0.9936            | 0.9936            | 0.9936              | 0.9936         | 0.9936         | 0.9936            | 0.9936          | 0.9936          | 0.9936              | 0.9765                |
| Blending  | 0.991    | 0.991             | 0.991             | 0.991               | 0.991          | 0.991          | 0.991             | 0.991           | 0.991           | 0.991               | -                     |
| Averaging | 0.9927   | 0.9927            | 0.9927            | 0.9927              | 0.9927         | 0.9927         | 0.9927            | 0.9927          | 0.9927          | 0.9927              | -                     |
Accuracy = \frac{TP + TN}{TP + TN + FP + FN}.

Micro Precision = \frac{TP}{total TP},

Micro Recall = \frac{TP}{total TP + total FN},

Micro F1 – score = 2 \times \frac{Micro Precision \times Micro Recall}{Micro Precision + Micro Recall}.

(1)

For calculating macro and weighted values

Precision = \frac{TP}{TP + FP},

Recall = \frac{TP}{TP + FN},

F1 – score = 2 \times \frac{Precision \times Recall}{Precision + Recall},

Macro Precision = \sum_{k=0}^{n} \frac{Precision_k}{n},

Macro Recall = \sum_{k=0}^{n} \frac{Recall_k}{n},

Macro F1 = \sum_{k=0}^{n} \frac{F1 – score_k}{n},

Weighted Precision = \sum_{k=0}^{n} \frac{(Precision_k \times True value_k)}{\sum_{k=0}^{n} True value_k},

Weighted Recall = \sum_{k=0}^{n} \frac{(Recall_k \times True value_k)}{\sum_{k=0}^{n} True value_k},

Weighted F1 = \sum_{k=0}^{n} \frac{(F1 – score_k \times True value_k)}{\sum_{k=0}^{n} True value_k}.

(2)

After observing and applying relevant equations on the confusion matrices of trained ML models, the required performance parameters were obtained. Performance metrics of the machine learning models are tabulated in Tables 3 and 4 representing models trained without hyperparameter tuned and with hyperparameter tuned states, accordingly. Table 5 presents the results obtained from trained hybrid models.

As the models were initially trained and performances of such were visualized in Table 3, it is observed that SVC attained the highest accuracy of 98.37% among all the models, surpassing the accuracy of LSVC which was 98.87%. Moreover, SVC outperformed other ML models in other performance metrics too, obtaining the precision value of 0.9837 (micro, macro, and weighted), recall of 0.9837 (micro, macro, and weighted), and F1-score of 0.9837. But, in the case of cross-validation score, linear SVC gained the highest score of 0.9701 among all ML models. On the other hand, XGBoost displayed the highest accuracy of 97.64% among all trained boosting algorithms. Conversely, AdaBoost performed with an accuracy of 40.08%, which is reported to achieve the lowest accuracy among all models. In Tables 4 and 5, the performance metrics of hyperparameter tuned ML models and hybrid models were demonstrated respectively. Among all these models, the stacking model and voting model performed most efficiently among all ML models, gaining an accuracy of 99.36%. Aside from the hybrid models, SVC achieved the highest accuracy of 99.31% among all tuned models, leaving behind the averaging model and NuSVC with the accuracies of 99.27% and 99.23% respectively. Also, the blending model achieved an accuracy of 99.1%. On the other hand, among the boosting models, XGBoost gained the highest accuracy of 98.59%. Furthermore, it is observed that after hyperparameter tuning the performances of the ML models improved notably. The most significant development due to hyperparameter tuning was detected on AdaBoost, which had an increased accuracy of 81.95% from 40.08%. In the case of precision, recall, and F1-score (micro, macro, and weighted), stacking and voting models surpassed other ML models, both acquiring a precision value of 0.9936 (micro, macro, and weighted), recall of 0.991 (micro, macro, and weighted), and F1-score of 0.9936 (micro, macro, and weighted). Above that, it is also seen that hybrid models exhibit optimum performance in all types of performance metrics compared to the individual state-of-the-art methods even when hyperparameter tuning has been adjusted on the individual training models. To have a broader and thorough idea about the efficiency of the research model, a comparative analysis has been carried out between our research models and the approached classification models of other authors, which classified the dataset of human activities which is similar to ours. A brief comparison has been tabulated in Table 6.

5. Conclusion

Human movement acknowledgment, which plans to perceive the practices and goals of at least one specialist in light of a succession of perceptions on the specialists’ activities and the encompassing conditions is the establishment for a considerable length of time for instances, video reconnaissance, medical services, and human-computer connection. Human action acknowledgment has several practices in.
clinical examination and human overview frameworks, but there are snags while managing reasonable scenes, notwithstanding the inborn intraclass fluctuation and interclass likeliness issue. Moreover, any human conduct might be promptly appreciated and made a lot simpler by using wise ML-based calculations that can be utilized because of its capability. In this research, a general correlation is made as far as a few presentation factors for effectively recognizing human conduct. The models were trained effectively as the dataset was preprocessed by rigorous and thorough methods of PCA, SMOTE, and K-means clustering, which kept the dataset features compact. Moreover, hybrid models have been utilized from the hyperparameter tuned state-of-the-art methods which demonstrated to be more efficient compared to the individual algorithms as two of the hybrid models obtained the highest accuracy of 99.36%, which are stacking and voting models. As the dataset was preprocessed and efficient hybrid models were introduced, significantly precise and shrewd outcomes were achieved as expected. As a supervised machine learning model, our proposed methods are expected to perform on a larger and bulkier dataset with a consistent outcome that may be utilized practically in the field of activity recognition process on human beings and reduce the complexity and expenses of the recognition process as well.

Data Availability

Human Activity Recognition with Smartphones: Dataset from Kaggle was used in order to support this study and is available at “https://www.kaggle.com/datasets/uciml/human-activity-recognition-with-smartphones”. The dataset is cited at relevant places within the text as Ref [22].
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