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Abstract

Visual saliency models have recently begun to incorporate deep learning to achieve predictive capacity much greater than previous unsupervised methods. However, most existing models predict saliency using local mechanisms limited to the receptive field of the network. We propose a model that incorporates global scene semantic information in addition to local information gathered by a convolutional neural network. Our model is formulated as a mixture of experts. Each expert network is trained to predict saliency for a set of closely related images. The final saliency map is computed as a weighted mixture of the expert networks’ output, with weights determined by a separate gating network. This gating network is guided by global scene information to predict weights. The expert networks and the gating network are trained simultaneously in an end-to-end manner. We show that our mixture formulation leads to improvement in performance over an otherwise identical non-mixture model that does not incorporate global scene information.

1. Introduction

Visual attention enables the human visual system to efficiently process the flood of visual information entering the retina. This mechanism enables the visual system to focus resources on the most relevant locations in the scene. The tendency of a particular region in a scene to receive attentional focus can be represented by the visual saliency of that region.

The study of computational models of this mechanism may increase our understanding of the underlying biological mechanisms, but also can lead to applications in computer vision. In these applications, saliency can be used for the same purpose as in the human visual system: to focus resources on the key parts of the scene for more efficient processing of the visual world. This has found application in object detection [38], scene recognition [2], and robotic navigation [10], among others.

Visual attention is often said to be composed of top-down and bottom-up components [8]. Existing deep neural network based models of visual saliency can be said to encode both factors: bottom-up information can be manifested in the outputs from filters in early layers of a convolutional neural network, and top-down information (such as the location of faces) can manifest itself in later layers. However, top-down information can go beyond recognition of familiar objects to include prior experience [42], scene semantics and context [5] and task information [39].

Task and prior experience are difficult to model, so we focus our attention on scene context. Several studies show the effect of scene context on saliency in the form of contextual cueing [5, 7, 25]. In these experiments, the time to visually locate a target is reduced when the target appears in a previously seen arrangement of distractors [7], in consistent global colors [25], or more generally in natural images [5]. Contextual cueing tells us that humans adapt and learn contextual information to find more optimal visual search strategies. Similarly, we propose a computational model of attention that can adapt to different contextual information.

We introduce a saliency model that learns a measure of global scene contextual information. In our model, global scene information corresponds to different categories of image stimuli (e.g., natural images, fractal patterns, etc.). We posit that these categories are varied enough to induce different saliency mechanisms. Therefore we learn a different prediction for each category. These predicted saliency maps are generated using an efficient tree structure to share common bottom-up features, and diverge in later layers to compute semantic higher-level features. A context guided gating network decides, given an unknown image, weights to give to each prediction. The context gating network and the category-specific saliency predictions are implemented as convolutional neural networks that can be jointly trained.

We build our model on a recent deep-learning based model [9], and show that the additional global scene information leads to greatly increased performance.

Related Work Early models of visual saliency use biological analogs or concepts from information theory. We can think of these methods as “unsupervised” because they do not use any training data. One of the first computational
models of visual attention was the Itti model [16]. This model is based on biological principles of center-surround and feature integration theory. The Itti model was extended by using random walks on a graph structure in the GBVS model [12]. Another class of models use information theoretic approaches to quantify salient regions of the image [6]. Saliency can also be related to the frequency response of an image [14]. Finally, the best performing of the unsupervised models is based on boolean map theory [41]. A survey of many of these unsupervised methods can be found in [3].

Supervised models provide an alternative to the biological or information theoretic models. Kienzle et al. propose a model that uses a SVM to learn which image patches contribute to saliency [21]. The Judd model [20] learns a linear combination of many hand-chosen low-level features (center surround, filter responses, etc.) and a few high-level features (face detectors, etc.) to predict saliency. Borji et al. [1] extend this further by using a boosting based model with additional features.

The limitation of the aforementioned machine learning approaches is that they are largely dependent on the features used for learning. This can be termed shallow learning because the features are pre-defined. By contrast, deep learning approaches are able to learn rich hierarchies of features from the original pixel data. This type of learning has been made possible by larger scale eye-tracking datasets [19, 4]. Pan et al. [29] train separate deep and shallow architectures from scratch to predict saliency and show that the deep architecture achieves better performance compared to the shallow architecture. It has also been shown that using deep networks pre-trained on image classification tasks can prove useful for saliency detection. The most commonly used pre-trained networks are the VGG networks [32]. DeepGaze [23, 24] show that the deep features from VGG networks can be used without modification to predict saliency. Other works fine-tune the parameters of the VGG network. The Salicon model [15] incorporates a multi-scale approach in addition to fine-tuning. DeepFix [22] improves performance by adding inception modules [33], using dilated convolutions, and explicitly modeling the center bias. Vig et al. [18] also fine-tune a VGG-like model but compare the performance when using different cost functions in the training. ML-Net [9] draws information from the last 3 convolutional layers of the VGG network, instead of only the last layer as in the other networks.

It could be argued that the existing deep network approaches are capable of modeling scene context and top-down information. Top-down concepts such as faces are easily detected and labeled as salient by existing models. Additionally, some degree of local scene context can be modeled. However, the deep networks are limited by the receptive field of an output pixel in relation to input pixels. This receptive field often does not cover the entire input, so the global characteristics of the scene are not modeled. To achieve such large receptive fields, a network could have convolutions with very large input strides, but this may make modeling local saliency more difficult. We propose an alternative solution to incorporating global context by using a set of expert networks and a gating network to weight the experts.

The most closely related work to ours is the iSEEL [35] model, which was made available shortly before the submission of this manuscript. For a given image, the model finds similar images in a scene-bank using “gist” features and “classes” features from the last layer of the VGG16 network. For each similar image, a separate trained Extreme Learning Machine (ELM) predicts saliency based on VGG16 convolutional features. The final saliency map is computed by summing the outputs of the ELMs. Our model achieves better performance because each of the experts in our model is trained on a collection of images instead of a single image as in the iSEEL model. This allows the experts to generalize better to scene characteristics that are common across many images. Furthermore our gating network is trained along with expert networks in an end-to-end fashion, compared with the fixed features and euclidean distance used in iSEEL to retrieve similar images. In Section 3, we show that our model achieves better performance on the CAT2000 dataset.

Many of the aforementioned works incorporate information from bottom-up local sources. In addition to bottom-up information, several models have shown that a notion of global scene “gist” can be used to help predict saliency [36, 30]. In Torralba et al. [36], global gist features are used to modulate low level features to compute a task-based attention map that searches for a target object. For example in a city scene, attention can be modulated to look for pedestrians. Peters and Itti [30] use gist features to learn task based attention for the task of playing video games.

Our work is related to the gist-based models that incorporate scene context, however we make several improvements that lead to much greater performance. First, instead of using fixed gist features, we learn global scene information from labeled training data. The labels provide hard classes, but we are able to learn a soft weighting function. This weighting function encodes information similar to the “dark-knowledge” in supervised neural networks [13]. Second, we utilize recent advances in deep learning to learn a local saliency predictor. We combine the global scene information with the more local saliency information using a mixture of experts formulation [17]. Our model achieves better performance compared with a similar model that does not utilize the global scene information, and outperforms several other deep-learning based models.
2. Proposed Approach

The human visual system is faced with processing many varied types of inputs that are not limited to natural images. From experience, the visual system can learn optimal strategies for images with similar contextual characteristics. Similarly, it is difficult for a single computational model to correctly predict saliency with varied input types. In machine learning, this is known as the interference problem, where a single model can be conflicted by vastly different inputs. We propose that saliency can be modeled as a mixture of experts [17], where the experts are specialists at predicting some subset of possible images. In a typical mixture of experts model, a separate network termed a gating network is used to weight the experts for an unknown input.

The mixture of experts works best when there is a large amount of data available, so that the experts can adapt to the data. Unfortunately, for visual saliency there are only few large-scale eye tracking datasets. Consequently, a single expert will likely over-fit the subset of the data. Instead of using a “hard” mixture of experts model where the entire weight is given to a single expert, we use a soft mixture. In this case, each of the experts is given some weight, with larger weights given to classes that the sample is more likely to be associated with. Over-fitting is reduced because each expert sees related images in addition to the subset of images.

We can express our saliency computation at location $x_i$ as the probability of a binary variable $s_i$, where $s_i = 1$ denotes a salient location $x_i$, and a value of 0 denotes a non-salient location. $s_i$ is conditioned on the value of the image pixels $I$ and the location $x_i$. We express the mixture model as:

$$p(s_i|I, x_i) = \sum_k p(s_i|I, x_i, C_k)p(C_k|I, x_i) \quad (1)$$

where $p(s_i|I, x_i)$ is the probability of saliency given location $x_i$ and the image $I$, and $p(C_k|I, x_i)$ is the conditional probability of the image belonging to class $C_k$ given location $x_i$. Using Bayes’ rule we obtain:

$$p(s_i|I, x_i) = \sum_k \frac{p(I,s_i,x_i,C_k)}{p(I|x_i,C_k)}p(s_i|x_i,C_k)p(C_k|I, x_i) \quad (2)$$

We assume that the pixel values $I$ and the location $x_i$ are independent. Similarly, we assume that the class $C_k$ is independent of the locations $x_i$. With these assumptions, we get:

$$p(s_i|I, x_i) = \sum_k \frac{p(I,s_i,C_k)}{p(I|C_k)}p(s_i|x_i,C_k)p(C_k|I) \quad (3)$$

Using Bayes’ rule again we can further simplify the expression:

$$p(s_i|I, x_i) = \sum_k \frac{p(s_i|I, C_k)p(I|C_k)}{p(s_i|C_k)p(I|C_k)}p(s_i|x_i,C_k)p(C_k|I)$$

$$= \sum_k \frac{p(s_i|I, C_k)}{p(s_i|C_k)}p(s_i|x_i,C_k)p(C_k|I) \quad (4)$$
This simplifies to:

\[ p(s_i | x_i) = \frac{1}{p(s_i)} \sum_k p(s_i | C_k)p(s_i | x_i, C_k)p(C_k | I) \]  

(5)

We ignore the term \( p(s_i) \) which describes the prior probability of saliency \( s_i \). This leads us to the final formulation for our model:

\[ p(s_i | I, x_i) \propto \sum_k p(s_i | C_k)p(s_i | x_i, C_k)p(C_k | I) \]  

(6)

From Eq. 6 we see that the probability decomposes into three terms. \( p(s_i | C_k) \) is the expert prediction of a saliency map given the category of the image. \( p(s_i | x_i, C_k) \) is a modulation term that depends on the spatial location in the image and the category. This term is used to model the center bias tendency of eye tracking data. Finally, \( p(C_k | I) \) models the probability that the image belongs to a particular class.

**Expert networks** First we discuss the computation of \( p(s_i | C_k) \), the probability of saliency given an image and its class. To compute this probability, we adopt the deep neural network structure from the ML-Net model [9]. The first stage of this network consists of the convolutional section from the VGG16 model for image classification [32]. The outputs of the last three stages are concatenated together and followed by two additional convolutional layers. The output of the final layer is the saliency map.

The canonical mixture of experts approach would have a separate network for each class \( k \) [17]. However, because the base VGG16 model already uses a significant amount of memory and computational resources, constructing a full mixture of experts model is not practical. Instead, we note that the early layers of deep neural networks often encode similar features [27]. Similarly in saliency, bottom-up components such as center-surround differences do not vary with scene context. These bottom-up components can be represented in the early layers of the network. In later layers, higher order concepts influence saliency. These higher order concepts can vary with global context. Therefore, we share early layers across experts and allow the later layers to adapt to the characteristics of the expert’s domain. The VGG16 convolutional layers are shared, and the additional two convolutional layers are separate for each expert. This structure can be seen as a form of a TreeNet [26]. However, instead of merely averaging the “branches” of the network, we use the mixture of experts formulation to give a different weight to the branches depending on the input.

**Gating network** Most existing saliency datasets only consider images which are roughly similar (e.g., natural images). However, the CAT2000 dataset has 20 diverse categories of images. While some of these categories have visual similarities (e.g., outdoor natural and outdoor man-made), other categories are quite distinct in appearance (e.g., satellite and cartoon). We assume that, in general, the categories are distinct enough to give rise to different saliency mechanisms. Figure 2 shows examples from the 20 classes. In our model \( C_k \) corresponds to a particular \( k \) category in the dataset.

During training the class of each image is known, but during testing we assume that it is unknown. Therefore a separate task of the network is to predict \( p(C_k | I) \). This can be seen as a traditional classification problem, which neural networks excel at. We experimented using shared layers to compute both the saliency and the class, however we found that we achieve better performance with a separate set of layers to predict class. This separate network does not need to be so large because the classification problem is not very difficult and perfect classification performance is not necessary. Even in the case where classification is incorrect, if the network places emphasis on a similar class, the saliency prediction will still have good performance.

The gating network consists of 4 convolutional layers with max-pooling and 2 fully connected layers. The input to the gating network is down-sampled by 4. This is because the input image is of high resolution for saliency prediction, but such a high resolution is not necessary for category prediction. The parameters of the network can be found in Table 1.

The output classification layer is typically normalized using the softmax function to obtain a probability prediction. Our goal is to use the softmax output to act as weights to choose which experts to use to compute saliency. Softmax outputs will favor a single expert, instead of a smooth mixture. To overcome this, we use a softmax function with a temperature parameter:

\[ p_\tau(C_k | I) = \frac{\exp(\phi_k(I)/\tau)}{\sum_{i=1}^{K} \exp(\phi_i(I)/\tau)} \]  

(7)

where \( \tau \) is the temperature parameter and \( \phi_k \) is the output of the \( k \)th neuron in the last fully connected layer of the gating network. For higher temperatures, the distribution over classes will be more uniform, whereas for lower temperatures, the distribution will be sharper. In the extreme case where \( \tau \to \infty \), the probability is equal for every class. For very high temperatures, the model simplifies to an ensemble of neural networks. For low temperatures, the model will choose a single path depending on the predicted class. In between these extremes, the model generates a weighted mixture.

\( p_\tau(C_k | I) \) gives a low dimensional representation of global scene characteristics. Previously it has been shown that outputs of the softmax at higher temperatures encode useful information [13]. Thus the outputs of the softmax are useful, even for an image that does not precisely fit into any of the predefined classes. While existing gist features [28] encode global scene information, our model is more powerful because the scene representation is learned from training.
data simultaneously with the saliency prediction.

**Center bias** The \( p(s_i|x_i, C_k) \) term represents location bias in the eye tracking data. In most eye tracking experiments, the center bias effect causes fixations to appear closer to the center than the edges of the image [34]. This effect is partially due to the photographer’s bias that places objects in the center of images, and partially due to the framing effect experienced when viewing images on a computer monitor. We allow our network to learn the center bias as in previous works [9, 23], but also allow the center bias to vary between categories. It could be that some categories are more likely to be influenced by center bias. For example, the “object” category of the CAT2000 dataset is nearly always an object well placed in the center of the image.

To implement the location bias, we use the same formulation as [9]. The bias is modeled as a low resolution map of size \( w_{cb} \times h_{cb} \). The map is upscaled and multiplied by the predicted saliency map to produce the center biased output. The elements of the map are all trainable parameters. The map is low resolution to limit overfitting. The initial values of the map are all set to 1. In this initial condition, there is no location bias.

### 2.1. Training

**Loss Function** For training the network we utilize a loss function that considers both the accuracy of the resulting saliency map and the accuracy of the class prediction:

\[
\ell(\Theta; I, x, y, t) = \lambda_s \ell_s(\Theta; I, x, y) + \lambda_c \ell_c(\Theta; I, t)
\]  

where \( \Theta \) represents the learnable parameters of the network. \( \lambda_s \) and \( \lambda_c \) are weights on the saliency loss \( (\ell_s) \) and the classification loss \( (\ell_c) \), respectively. \( t \) is the target category of the images used for training, and \( y \) is the ground-truth saliency map.

For the saliency loss \( (\ell_s) \) we use a similar cost function as [9]:

\[
\ell_s(\Theta; I, x, y, t) = \frac{1}{N} \sum_{i=1}^{N} \left\| \frac{p(s_i|x_i)}{\max_i p(s_i|x_i)} - y_i \right\|^2 / (\alpha - y_i) + \frac{1}{N} \sum_{k=1}^{N} \sum_{i=1}^{K} \lambda_{cb} \| 1 - p(s_i|x_i, C_k) \|^2
\]  

The first term normalizes the predicted saliency map and computes the squared error between the ground-truth \((y_i)\) and the corresponding predicted saliency \((p(s_i|x_i))\). Provided that \( \alpha > \max y \), the normalization by \( 1/(\alpha - y_i) \) gives a larger weight to larger values in the ground-truth, and a smaller weight to smaller values. The second term is a regularization factor that encourages the network to learn saliency instead of only learning the center bias. \( K \) is the number of categories, and \( N \) is the number of pixels.

For the class loss \( (\ell_c) \) we use the standard categorical cross entropy:

\[
\ell_c(\Theta; I, t) = -\sum_k t_k \log(p_{\tau = 1}(C_k|I))
\]  

where \( t_k \) is a binary variable that indicates if \( k \) is the target class. For the class loss function we assume the softmax temperature \( \tau \) is set to 1.

**Training Procedure** We begin with the weights from the pre-trained ML-net model [9]. This model was trained us-
most of the stimuli are not symmetric vertically (e.g. grass and sky). Furthermore, there is an additional category in the CAT2000 dataset of vertically flipped images, so we do not wish to confuse the gating network on these samples.

3. Performance Evaluation

Datasets  We primarily use the CAT2000 dataset [4] because it comprises a sufficient number of images for deep learning (2000 in total), and it sorts the images into 20 different categories. Figure 2 shows examples of the categories in the dataset. We use 5 fold cross-validation to train and test our model. We also submitted our model to the MIT CAT2000 saliency benchmark. This is a set of 2000 test images with the ground-truth held out, so that a model cannot over-fit the data.

We also test our model on the Salicon dataset [19]. This is the largest available saliency dataset with 10,000 training images, 5,000 validation images, and 5,000 held out test images. Similar to the MIT benchmark, the test images do not have available ground-truth, but can be evaluated on a server. For this dataset, there is no ground-truth category information. We use the gating network trained using the CAT2000 dataset and set the learning rates of these layers to zero in training.

Implementation Details  We set \( \lambda_c = 1 \) and \( \lambda_s = 10 \). This is because the saliency loss is typically smaller than the classification loss, so these weights balance the two terms. \( \lambda_{cb} \) is set to be 1 and \( \alpha \) is set to 1.1 as in the original ML-Net model. \( \tau \) is set to 10 to allow for smooth weights from the gating network. The code and the model will be released after publication to ensure reproducibility.

Existing Models  We have deliberately made our model similar to ML-Net [9] so that the advantage of our mixture based approach is clear. Our framework is general and can be applied to any base saliency model, however we chose to use ML-Net because of the public availability of the model and the code.

We compare with 3 deep neural network based models and one unsupervised model. We fine-tune ML-Net [9] on the same training and testing splits. We also compare with the Salicon model [15]. This model is not publicly available, so we cannot fine-tune the results to the CAT2000 dataset. We are able to run the model on the CAT2000 images through the authors’ website. Similarly, we run the pre-trained deep network from [29] without fine-tuning to the CAT2000 dataset. Finally, we compare with the BMS model [41], as it is the best performing of the models that do not utilize training data.

Evaluation Metrics  Given the limitations of a single evaluation metric, it is best to evaluate using several metrics. We use the AUC-Borji, NSS, CC, and KLD metrics to perform our evaluation. We do not consider “shuffled” metrics such as SAUC, that attempt to correct for the center

| Layer | Hyper parameters |
|-------|------------------|
|      | Input 480 × 640 pixels |
|      | Conv1-1 64 (3 × 3) filters |
|      | Conv1-2 64 (3 × 3) filters |
| Pool1 | 2 × 2 max pooling |
| Conv2-1 | 128 (3 × 3) filters |
| Conv2-2 | 128 (3 × 3) filters |

| VGG16 | Experts |
|-------|---------|
|      | Conv-E-1 64 (3 × 3) filters |
|      | Conv-E-2 16 (1 × 1) filters |
|      | Center bias 8 × 6 parameters |

| Gating Network | Input 120 × 160 pixels |
| Conv-G-1 | 32 (3 × 3) filters |
| Pool-G-1 | 2 × 2 max pooling |
| Conv-G-2 | 64 (3 × 3) filters |
| Pool-G-2 | 2 × 2 max pooling |
| Conv-G-3 | 128 (3 × 3) filters |
| Pool-G-3 | 2 × 2 max pooling |
| Conv-G-4 | 128 (3 × 3) filters |
| Pool-G-4 | 2 × 2 max pooling |
| Full1 | 128 units |
| Full2 | 20 units |

Table 1: Parameters of DNN.
bias. Location bias is an important component of human visual attention, and so should be included in any model.

Table 2 shows the results of the 5-fold cross validation tests on the CAT2000 dataset. We achieve the best performance of the tested models. Table 3 shows the performance on the held out test images. Our model achieves the second best performance behind the DeepFix model [22]. Compared with DeepFix our network is shallower with less parameters. The DeepFix model is not publicly available to test on the cross-validation data. Figure 3 shows example saliency maps generated by the tested models.

Table 4 shows the results on the Salicon test set. Under this dataset our model does not have a performance advantage over ML-Net. This is largely because the dataset does not have diverse categories like the CAT-2000 dataset. Nevertheless, the performance of our model is roughly equivalent to the ML-net model.

**Comparison with averaging ensemble**  Given that the mixture model can be seen as an ensemble, it is important to compare the performance with a vanilla ensemble. We generate an ensemble of 5 networks where each network is trained on a random 80% of the training split. The saliency maps from each ensemble member are averaged to produce the final saliency map. Our model still achieves superior performance compared with the ensemble (Table 5). Additionally, our model is significantly faster and requires less storage space due to the weight sharing.
Figure 4 shows the confusion matrix of the classification output of the gating network. Some classes of images are very distinct and easy to classify (e.g., satellite images and line drawings), while other categories lack distinctive characteristics for good classification performance (e.g., action images and art images). For the easily classified images our model favors a single expert. This is appropriate because these images are very distinct. For less easily classified images our model favors a smoother mixture of related experts.

### 4. Conclusions

We propose a novel mixture of experts based model to predict image saliency. Our model uses global scene information in addition to local information from a convolutional neural network. The global scene information is trained in a supervised fashion from the diverse categories of the CAT2000 eye-tracking dataset. The model is used to create a final saliency map as a mixture of saliency maps predicted by networks that are experts for a particular class. Our model improves results compared with a similar model predicted by networks that are experts for a particular class.

| Model                  | AUC  | NSS  | CC   | KLD  |
|------------------------|------|------|------|------|
| Baseline: infinite humans | 0.90 | 1    | 0.84 | 0.62 |
| DeepFix [22]           | 0.87 | 0.74 | 1.15 | 0.81 |
| Our Model              | 0.86 | 0.66 | 1.63 | 0.82 |
| iSEEL [35]             | 0.84 | 0.62 | 1.78 | 0.81 |
| Ensembles of Deep Networks (eDN) [37] | 0.85 | 0.52 | 2.64 | 0.84 |
| Boolean Map based Saliency (BMS) [41] | 0.85 | 0.61 | 1.95 | 0.84 |
| Judd Model [20]        | 0.84 | 0.46 | 3.60 | 0.84 |

Table 2: CAT2000 cross validation set results.

| Method                  | AUC  | NSS  | CC   | KLD  |
|------------------------|------|------|------|------|
| Averaging Ensemble     | 0.74 | 1.47 | 0.54 | 0.93 |
| Our Model              | 0.82 | 1.91 | 0.74 | 0.78 |

Table 5: Ensemble results on CAT2000 cross validation set. Results are shown only for the first split of the data.
it can adapt to vastly different types of inputs. This is important because a saliency model should not be limited to similar images. Saliency may be needed in diverse application domains such as driving assistance systems or to predict web behavior. One could build separate models for separate applications, but it is more useful to have a unified model. In this paper our model is limited to the stimuli types in the CAT2000 database, but our mixture of experts formulation is capable of modeling more varied stimuli.
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