ABSTRACT

Deep learning models trained on audio-visual data have been successfully used to achieve state-of-the-art performance for emotion recognition. In particular, models trained with multitask learning have shown additional performance improvements. However, such multitask models entangle information between the tasks, encoding the mutual dependencies present in label distributions in the real world data used for training. This work explores the disentanglement of multimodal signal representations for the primary task of emotion recognition and a secondary person identification task. In particular, we developed a multitask framework to extract low-dimensional embeddings that can preserve emotion specific information, while containing minimal information related to person identity. We evaluate three different techniques for disentanglement and report results of up to 13% disentanglement while maintaining emotion recognition performance.
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1. INTRODUCTION

Emotions play an important role in human communication. Humans externalize their reactions to the stimuli through a change in the tone of their voice, facial expressions, hand and body gestures. Therefore, automatic emotion recognition is of interest for building natural interfaces and effective human-machine interaction [1]. With regards to human communication, emotion is primarily manifested through speech and facial expressions, each providing complementary information [2]. Therefore, multimodal techniques have been widely used for reliable emotion prediction [3, 4, 5].

Several studies have shown that emotion recognition benefits from training with secondary related tasks through multitask learning (MTL). In Parthasarathy and Busso [6], predicting the continuous affective attributes of valence, arousal and dominance are treated as the multiple tasks and trained jointly. In Li et al. [7] and Kim et al. [8], gender prediction as a secondary task improves emotion recognition performance by up to 7.7% as measured by weighted accuracy on a standard corpus. A more comprehensive study involving domain, gender and corpus differences was performed in Zhang et al. [9], where cross-corpus evaluations showed that, in general, information sharing across tasks yields improvements in performance of emotion recognition across corpora. These studies indicate that several paralinguistic tasks help generalize shared representations that improve overall performance of the primary task. This motivates us to use person identification as a secondary task to help improve performance on the primary emotion task.

With MTL the shared representations among tasks retain information pertaining to all the tasks. While this generalizes the overall architecture, it does so by entangling information between multiple tasks [10, 11, 12]. Since most machine learning models are trained on human-annotated, unconstrained real-world data, several factors that should theoretically be independent end up being dependent. For e.g. in the case of emotions, studies have shown the correlation with demographical information [13]. Therefore, MTL inherently captures the joint dependencies between different factors in the data. This is problematic as the gains through generalization across tasks may leak to bias and subsequently poor performance on unseen data.

To address the entanglement of information in MTL, this paper develops a multimodal emotion recognition model, improves its performance using person identification as a secondary task and subsequently disentangles the learned person identity information, while still maintaining the improved emotion recognition performance. As an additional contribution, we analyze how much emotion information is present in the identity representations when models are trained in a MTL setup. For disentanglement, we experiment with three distinct disentanglement techniques to minimize the information transfer between speaker embeddings and emotional labels and vice-versa. We present experiments that make use of alternate adversarial training strategy, gradient reversal based technique adapted from Domain Adversarial Training (DAT) literature and a confusion loss based technique inspired from [14]. We evaluate the models pre and post disentanglement, showing that disentanglement retains or improves performance on primary tasks upto 2% absolute, while reducing the leakage of information between the tasks with disentanglement upto 13% as measured by F-score.

2. RELATED WORK

In the context of representation learning for emotion recognition, the goal is to extract low dimensional embeddings that are invariant to factors such as domain and speaker. Abdelwahab and Busso [15] used gradient reversal (GR) to extract emotion representations that are invariant to domain. Mao et al. [16] imposed an explicit orthogonality criterion to encourage the learning of domain invariant and emotion discriminative features. Similarly, to extract speaker-invariant emotion representations, adversarial learning approach was explored in addition to an online data augmentation technique by Tu et al. [17]. They showed improvements in the emotion recognition performance while testing on speakers unseen during training. More recently Li et al. [18] proposed an entropy-based loss function along with GR and showed improved performance compared to [17]. Kang et al. [19] propose channel and emotion invariant speaker embeddings. However, most of these works consider emotion recognition using speech modality alone. Jaiswal and Provost [20] explored
privacy-preserving multimodal emotion representations, where audio and text modalities were utilized. Our study differs from previous studies by using a secondary task to improve primary emotion recognition performance while being invariant to the auxiliary factors.

With regards to identity embeddings, Williams and King [12] have shown that speaker embeddings capture significant amount of affect information. It has been found that differences in the affective states of a person between training and testing conditions can degrade the performance on the task of identity verification from speech [21,22]. Techniques have been proposed to compensate this by transforming features from expressive speech to neutral speech domain [23,24]. While most of the existing works learn identity representations separately and then try to make them invariant to emotional states, we co-learn identity representations with an emotion recognition task while simultaneously removing emotion information from them.

### 3. METHODOLOGY

#### 3.1. Pre-processing

The input audio and face crop streams from a video clip are first fed into corresponding pre-processing blocks. On the audio stream, pre-processing includes extracting log Mel frequency spectrrogram features on overlapping segments of fixed length and stride. This results in one feature vector per segment, with varying number of segments per video clip, depending on the length of the clip. In order to perform efficient batch processing, we pad the features with a constant value to ensure that each video clip contains the same number of segments, $N$. The resulting features have the dimensions $B \times N \times D_a$, where $B$ is the minibatch size and $D_a$ is the dimension of the Mel spectrrogram features. On the face crops, pre-processing includes resizing them into a fixed size of $D_v \times D_v$ pixels and rescaling the values to between $-1$ and $1$. The resulting face crops have the dimensions $B \times N \times D_v \times D_v$.

#### 3.2. Auxiliary branch for disentanglement

The multistack outputs are built on top of the common embedding layers for the emotion and person identification tasks respectively. As a result, when training the model, it tends to train an entangled embedding that is optimized for both tasks. This form of entanglement could lead to learning needless dependencies in the train set that may affect the overall generalization. In this work, both for person identification and emotion recognition, the second output or auxiliary task is used to disentangle the emotion information from the speaker embeddings and vice versa. These auxiliary branches are also used for disentanglement as explained in Section 3.2.

Fig. 1 illustrates the multistack architecture for emotion recognition and person identification. The inputs to the model are both audio and video frames that are time-synchronized. The first step is a shared convolutional feature extraction stage where a data-driven representation is extracted for both audio and video independently. The architectures for this first stage blocks are adapted from [25]. A second level temporal aggregation block pools the feature representation for audio and video separately over entire clips to fixed dimensional representation. The outputs of the audio and video pooling blocks are concatenated; resulting in independent embedding layers emotion embedding and speaker embedding. The final output layers for task-specific outputs are fully connected layers with a softmax activation function to predict the emotion and person identity labels respectively. Please note that we have used the terms speaker identity and person identity interchangeably throughout the paper.

Fig. 2 illustrates the addition of auxiliary branches to the baseline multistack architecture. The auxiliary branches are used to assess the amount of emotion information in the speaker embeddings and vice versa. These auxiliary branches are also used for disentanglement as explained in Section 3.2.
Alternate training strategy for disentanglement was inspired from adversarial training literature [27], where two models are trained with competing objectives. In our setup, for emotion embeddings, the primary task is to predict the emotion labels, while the auxiliary task is to predict person identity labels. Equations 1 and 2 show the loss functions of the primary and auxiliary branch respectively, which are modeled as cross-entropy loss. \( e_{\text{prim}} \) and \( s_{\text{prim}} \) denote the primary predictions from the emotion and speaker identification branches respectively. Similarly, \( e_{\text{aux}} \) and \( s_{\text{aux}} \) denote the auxiliary predictions from the speaker identification and emotion recognition branches respectively. \( e_{\text{target}} \) and \( s_{\text{target}} \) denote the ground-truth emotion and speaker identity labels.

\[
L_{\text{primary}} = w_{e_{\text{prim}}} \cdot L(e_{\text{prim}}, e_{\text{target}}) + w_{s_{\text{prim}}} \cdot L(s_{\text{prim}}, s_{\text{target}})
\]

\[1\]

\[
L_{\text{auxiliary}} = w_{s_{\text{aux}}} \cdot L(s_{\text{aux}}, s_{\text{target}}) + w_{e_{\text{aux}}} \cdot L(e_{\text{aux}}, e_{\text{target}})
\]

Alternate training proceeds in a minimax fashion. The auxiliary branch is trained to minimize \( L_{\text{auxiliary}} \) while the primary branch is trained to minimize \( L_{\text{primary}} \) and simultaneously maximize \( L_{\text{auxiliary}} \).

Confusion loss for disentanglement has been introduced in Tzeng et al. [28] and adapted for disentangling person identity and spoken content representations in Nagrani et al. [25]. We apply a similar strategy to disentangle the emotion and person identity representations. On a high level, the loss forces the embeddings such that, for the auxiliary task, each class is predicted with the same probability. Similar to [25], we implement the confusion loss as the cross-entropy between the predictions and a uniform distribution.

4. EXPERIMENTAL FRAMEWORK

4.1. Dataset

For the primary task and disentanglement experiments for multimodal emotion recognition, we use the EmoVox dataset [29]. The EmoVox dataset comprises of emotional labels on the VoxCeleb dataset obtained by predictions using a strong teacher network over eight emotional states: neutral, happiness, surprise, sadness, anger, disgust, fear and contempt. Note that the teacher model was trained only using facial features (visual only). Overall, the dataset consists of interview videos from 1251 celebrities spanning a wide range of ages and nationalities. For each video clip, we find the most dominant emotion based on the distribution and use that as our ground-truth label similar to [29]. The label distribution is heavily skewed towards a few emotion classes because emotions such as disgust, fear, contempt and surprise are rarely exhibited in interviews. Following previous approaches that deal with such imbalanced datasets [30], we combine these labels into a single class ‘other’, resulting in 5 emotion classes. Further, we discard videos corresponding to speakers belonging to the bottom 5 percentile w.r.t the number of segments to reduce the imbalance in the number of speech segments per speaker. We create three splits from the database: EmoVox-Train to train models, EmoVox-Validation for hyperparameter tuning, EmoVox-Test to evaluate models on held out speech segments from speakers present in the train set. The subset EmoVox-Train corresponds to the Train partition in [29], whereas the EmoVox-Validation and EmoVox-Test were created from the Heard-Val partition in [29].

4.2. Experimental Settings

The model architecture for the shared 2D Convolutional layers and the fully connected layers was adapted from [25] and modified to suit the dimensions of our inputs and outputs. We use uniform duration videos of 12 seconds each as input to our system. For the audio features we use \( D_a = 40 \), and for the visual features we use \( D_v = 224 \). We fix the emotion embedding dimension to 2048, while varying the speaker embedding dimension 2048, 256 and 64. We use Adam optimizer with an initial learning rate of \( 1e^{-4} \) and \( 1e^{-3} \) for the primary branch and auxiliary branch updates respectively, decaying exponentially with a factor of \( \gamma = 0.9 \). For alternate training (Eqs. 1 and 2), we chose \( w_{e_{\text{prim}}} \) and \( w_{s_{\text{prim}}} \) to be 0.5 each and \( w_{e_{\text{aux}}} \) and \( w_{s_{\text{aux}}} \) to 0.3 each. All parameters were chosen based on preliminary experiments on a subset of EmoVox-Train.

The emotion recognition performance was evaluated using unweighted F-score averaged across the 5 emotion classes and for person identity with identification accuracy scores. Disentanglement is measured by combining both the F-score on emotion recognition using speaker embeddings and accuracy on person identification using emotion embeddings. Optimal models were chosen to give the best disentanglement (lowest score) on the EmoVox-Validation set. All results are presented on the EmoVox-Test set.

5. RESULTS

5.1. Baseline models without disentanglement

Emotion Recognition: Figure 3(a) illustrates the primary emotion recognition results. The blue bars show the performance of all models trained using MTL and the dashed line shows the performance of Single-task learning (STL) setup where the models are not trained on person identification. It is evident that MTL gives substantial gains in performance compared to STL setup. It is also observed that emotion recognition performance improves as the person identification embedding dimension is reduced, which may indicate better regularization with fewer embedding dimensions.

Person identification: Table 1 shows the person identification accuracy, trained with varying speaker embedding dimensions. It is worth noting that, despite the reduction in speaker embedding dimension, the models retain performance, pointing to the fact that the task of learning identity representations when both audio and visual modalities are available does not require many degrees of freedom.

Identity information in emotion embeddings: Our preliminary experiments showed that the amount of person identity information entangled in emotion embeddings was minimal. Evaluating the person identification task using emotion embeddings produced an accuracy of 0.1%, which was close to random chance performance. Therefore we focus on disentangling emotion information in identity embeddings.

Emotion information in identity embeddings: To baseline the amount of emotion information entangled in the speaker embeddings, we separately train single hidden layer neural network classifiers that predict the emotion labels from speaker embeddings. Figure 3(b) illustrates the performance. First, it is worth noting that speaker embeddings from models trained for the single task of person identification retain substantial amount of emotion information, as shown by the red dashed line, compared to a random chance F-score of 17.40% if all samples were predicted as ‘neutral’ class (shown by the green dashed line). Further the blue bars illustrate the performance in the MTL setup where the F-scores are well above random chance as there is more information entanglement. This motivates the need for disentanglement to minimize the emotion
Table 1. Person identification accuracy (%) comparing models with varying speaker embedding dimensions without and with disentanglement on EmoVox-Test

| Emb Dim | Baseline | ALT | GR | CONF |
|---------|----------|-----|----|------|
| 2048    | 90.98    | 92.40 | 93.19 | 93.12 |
| 256     | 94.75    | 95.04 | 95.86 | 95.42 |
| 64      | 90.62    | 92.83 | 91.17 | 90.75 |

information present in speaker embeddings without compromising performance on the emotion recognition, person identification tasks.

5.2. Proposed models with disentanglement

Next we report the results of the proposed disentanglement techniques and compare them to the baseline models. We trained each disentanglement technique for all three configurations of speaker embedding dimension, 2048, 256 and 64 to investigate their effect on disentanglement performance.

Emotion Recognition From Fig. 3(a) we observe that models trained with all three disentanglement strategies outperform the baseline models trained without disentanglement in all but one case. In particular, ALT and CONF methods provide gains consistently across the various embedding dimensions. We performed a Stuart-Maxwell marginal homogeneity test comparing the results and found, with statistical significance, that all the models with disentanglement were different compared to the baseline models. We also observe that, similar to the baseline models, models trained with disentanglement tend to perform better for reduced speaker embedding dimensions, though with smaller gains.

Person identification Table 1 shows the person identification accuracy for the models with disentanglement compared to the baseline without disentanglement. We observe that, in general, all models perform better after disentanglement when compared to the baseline without disentanglement. There is no clear evidence of one technique performing better than the other, though GR and ALT seem to perform marginally better compared to CONF.

Emotion information in identity embeddings Fig. 3(b) illustrates the amount of emotion information in the person identity embeddings after explicit disentanglement. The drop in unweighted average F-score for emotion recognition shows the measure of obtained disentanglement. Compared to the models trained without disentanglement, we observe that the models trained with explicit disentanglement show reduction in F-score of predicting emotions from speaker embeddings. This is noticeable in all the three disentanglement techniques. ALT, CONF training show better disentanglement than GR. Overall, these results show the efficacy of using a separate auxiliary branch to disentangle the emotion information from speaker embeddings. Furthermore, it can be observed that the models trained using the smallest speaker embedding dimension of 64 shows the least amount of emotion information. This is expected because a reduced person identity embedding dimension creates a bottleneck to capture the primary identity information, and thus retains lesser amount of entangled emotion information. Considering the person identity dimension of 64, we see absolute gains of 2% for emotion recognition while ALT training gives 13.5% disentanglement.

6. CONCLUSIONS

This study analyses disentanglement techniques for emotion recognition in a multitask learning setup, where person identification is the secondary task. We showed with an audio-visual architecture that person identification helps emotion recognition performance. This comes at a cost, as there is significant information transfer between the tasks, which lets us predict emotional categories from speaker embeddings well above chance percentage. To combat this we studied three disentanglement techniques, each reducing the amount of information that is entangled while maintaining or improving performance on the primary task. For our next steps we will explore and validate these methods on other databases which have stronger emotion labels. Furthermore, it is of interest to dig deeper into the reasons for differences in performance across the various disentanglement methods. Finally, this paper shows that there is significant emotional information in the speaker embeddings and the contrary is not necessarily true. Therefore we will explore a hierarchical structure where emotion recognition is more downstream than the person identification task.

\[^1\] H\(_0\): The predictions from the compared models are the same. Reject \(H_0\) if \(p < \alpha\) with \(\alpha = 0.01\)
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