Fully automatic computer-aided mass detection and segmentation via pseudo-color mammograms and Mask R-CNN
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Purpose: To propose pseudo-color mammograms that enhance mammographic masses as part of a fast computer-aided detection (CAD) system that simultaneously detects and segments masses without any user intervention.

Methods: The proposed pseudo-color mammograms, whose three channels contain the original grayscale mammogram and two morphologically enhanced images, are used to provide pseudo-color contrast to the lesions. The morphological enhancement ‘sifts’ out the mass-like mammographic patterns to improve detection and segmentation. We construct a fast, fully automated simultaneous mass detection and segmentation CAD system using the colored mammograms as inputs of transfer learning with the Mask R-CNN which is a state-of-the-art deep learning framework. The source code for this work has been made available online.

Results: Evaluated on the publicly available mammographic dataset INbreast, the method outperforms the state-of-the-art methods by achieving an average true positive rate of 0.90 at
0.9 false positive per image and an average Dice similarity index for mass segmentation of 0.88, while taking 20.4 seconds to process each image on average.

**Conclusions**: The proposed method provides an accurate, fully-automatic breast mass detection and segmentation result in less than half a minute without any user intervention while outperforming state-of-the-art methods.
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**I. Introduction**

Breast cancer is one of the most frequently diagnosed cancers among women worldwide. Mammography has long been regarded as the primary tool for breast screening. During breast screening, the large volume of data generated can lead to fatigue and missed detections in human analysis. To assist radiologists and increase confidence of detection, computer-aided detection (CAD) systems have been developed as a ‘second pair of eyes’ in mammogram interpretation.

The identification of breast masses can be difficult due to the variation in size, shape and contrast to the background tissue. Many conventional breast mass CAD systems contain a region proposal, a feature extraction and a classification stage. These studies mainly rely on hand-crafted features to depict breast masses. However, it can be difficult to achieve a balance between discriminative power and robustness when using hand-crafted features.

Recent developments in deep learning (DL) based methods can provide more robust solutions to this problem. Various convolutional neural networks (CNNs) have been applied to breast mass detection and segmentation. These methods learn meaningful features directly from the training data and have achieved promising results. However, some of these methods only focus on one task, either mass detection or segmentation. Recent studies are able to
generate both detection and segmentation results. However, false positive (FP) detections need to be manually removed before performing the segmentation task. Therefore, there is still a need for an end-to-end system that simultaneously detects and segments mammographic masses. It is also worth noting that CNNs can handle 3 channel (RGB) images, while mammograms are normally grayscale images. Appending two additional channels to the grayscale mammograms and transforming them into colored images may have the potential to improve the detection performance.

In this work, we introduce the concept of pseudo-color mammograms that renders mass-like patterns with color contrast with respect to the background. The pseudo-color mammogram is generated by appending two morphologically filtered mammograms (see section II.C) to the grayscale mammogram in two adjacent image channels as shown in Figure 1. To identify masses on pseudo-color mammograms, we adopt transfer learning with the Mask R-CNN due to the limited size of publicly available mammographic datasets. The Mask R-CNN is a recently proposed general framework for object detection and segmentation\(^\text{10}\). To the best of our knowledge, this is the first attempt to evaluate Mask R-CNN on mammographic mass detection and segmentation that achieves beyond the state-of-the-art performance. The proposed pseudo-color scheme paired with the Mask R-CNN deep learning framework provides an integrated solution to mammographic mass detection and segmentation that does not require any manual intervention or hand-crafted features and has runtimes per image less than half a minute. This work is evaluated on the publicly available INbreast dataset\(^\text{11}\) and outperforms the state-of-the-art methods on identical evaluation sets. The source code for this work has been made available online\(^\text{12}\).
II. Materials and methods

In this section, we introduce the dataset used for evaluation and provide a detailed technical explanation of the proposed method. As shown in Figure 1, the proposed method consists of a pre-processing, a pseudo-color image generation and a detection & segmentation stage using Mask R-CNN.

Figure 1. The diagram of the proposed method. MMS stands for multi-scale morphological sifting and FCN stands for fully convolutional network. The black outlines represent the annotation of the lesion and the cyan outlines represent the segmentation generated by the proposed method.
A. Datasets

The INbreast dataset\textsuperscript{11} is used for evaluating the proposed method. This dataset is currently the largest publicly available full-digital mammographic dataset with mammograms precisely annotated\textsuperscript{6}. It contains 115 cases with 410 mammograms. There are 116 breast masses in total, within the size range of $[15mm^2, 3689mm^2]$. The pixel size of the mammograms is $70\mu m$, and the bit depth is 14-bit.

B. Pre-processing

The breast region is extracted by thresholding and the redundant background is cropped away\textsuperscript{13}. The mammogram is then normalized to 16-bit and padded into a square shape. To speed up the process, the mammogram is sub-sampled to 1/4 of its original size using the low-pass component of a two-level Daubechies 2 wavelet transform\textsuperscript{14}.

C. Pseudo-color mammogram generation

In this stage, the mammogram is transformed into a pseudo-color image. This pseudo-color rendering scheme can enhance mass-like patterns selectively in each scale and add color contrast between the lesion and the background tissue when combining three channels. With the grayscale image in one of the three channels, the other two channels are filled in with two images generated by the multi-scale morphological sifter (MMS)\textsuperscript{13} as shown in Figure 1. The MMS algorithm uses oriented linear structuring elements (LSE) to extract patterns of interest that fit in the size range specified by the LSEs. Eq. (1) describes the morphological sifting (MS) on scale $i$ $(i=1,\ldots,I)$, where an input image $F$ is processed by two sets of morphological filters and ‘○’ stands for morphological opening. Each set of filters $L(M(i),\theta(n))$ contains $N$ LSEs. $M$ stands for the magnitude and

$$\{\theta(n) = n \times (180' / N) \mid n = 0,1,\ldots N - 1\}$$

stands for the orientation of each LSE. The magnitudes $M_1$ and $M_2$ are defined in Eq. (2, 3). On scale $i$, the MS is able to extract patterns whose
diameter is within the range of \([M_1(i), M_2(i)]\). Given the area range of the target for detection \([A_{\text{min}}, A_{\text{max}}]\), the magnitude range for the LSEs \([M_{\text{min}}, M_{\text{max}}]\) can be estimated as in Eq. (4), where \(P\) is the pixel size of the original image and \(R\) is the resizing factor in the pre-processing stage.

\[
F_{ms}(i) = \sum_{n=0}^{N-1} \{F \circ [F \circ L(M_2(i), \theta(n))] \circ L(M_1(i), \theta(n))
\]

(1)

\[
M_1(i) = M_{\text{min}} \times (M_{\text{max}} / M_{\text{min}})^{(i-1)/I}
\]

(2)

\[
M_1(i) = M_{\text{min}} \times (M_{\text{max}} / M_{\text{min}})^{i/I}
\]

(3)

\[
[M_{\text{min}}, M_{\text{max}}] = [2(A_{\text{min}} / \pi)^{0.5} / PR, 2(A_{\text{max}} / \pi)^{0.5} / PR]
\]

(4)

In this work, two scales are used for the MMS \((I = 2)\) and the size range of the lesions \([A_{\text{min}}, A_{\text{max}}]\) has been suggested in Moreira et al.\(^{11}\). The two output images and the grayscale mammogram are linearly scaled to 8-bit. A pseudo-color image consists of the grayscale mammogram in the R (red) channel, the output image of MMS from scale 1 in the G (green) channel and the output image from scale 2 in the B (blue) channel as shown in Figure 1.

**D. Applying Mask R-CNN**

In this work, we adopt transfer learning with a pre-trained Mask R-CNN model, since the mammographic dataset is limited in size. The Mask R-CNN, as an extension of Faster R-CNN\(^{15}\), provides a general framework for simultaneous lesion detection and segmentation. It consists of the Faster R-CNN for object detection and a fully convolutional network (FCN)\(^{16}\) for a pixel-to-pixel segmentation. The Faster R-CNN uses a region proposal network to propose bounding box region candidates and then classifies these candidates into different categories\(^{15}\). The FCN runs in parallel to perform segmentation on the region candidates\(^{10}\).
The loss function of Mask R-CNN is \( L = L_{\text{cls}} + L_{\text{bbox}} + L_{\text{msk}} \), where the classification loss \( L_{\text{cls}} \) and bounding box loss \( L_{\text{bbox}} \) were originally defined in study\(^{17} \). The mask loss \( L_{\text{msk}} \) is defined as the binary cross-entropy loss with a per-pixel sigmoid activation\(^{10} \).

E. Experiments

The proposed method is evaluated on the INbreast dataset. Here, we use the repeated random sub-sampling validation\(^{18} \). The dataset is randomly split into training, validation and testing sets five times, the same as previous studies\(^{6,13,19,20} \). In pseudo-color image generation, the number of LSEs (\( N \)) in each scale is set to 18, the same as Min et al.\(^{13} \). The number of scales (\( I \)) is set to 2. The size range of the lesions \([A_{\text{min}}, A_{\text{max}}]\) is specified in Moreira et al.\(^{11} \) as [15mm\(^2\), 3689mm\(^2\)]. The resizing factor \( R \) is 4 since the original mammograms are sub-sampled with a two-level wavelet transform. Mask R-CNN training is initialized using the ‘mask_rcnn_balloon’ pre-trained model\(^{21} \). The ResNet101\(^{22} \) is used as the Mask R-CNN backbone. The image resize mode in Mask R-CNN is set to ‘square’ and images are resized into 1024×1024. Images in training and validation sets are augmented in one way randomly chosen from flipped up/down, left/right and rotated in 90°, 180°, 270°. All layers in the network are then trained through 10 epochs, with 100 training and 10 validation steps in each epoch, which takes around 10 minutes. The training is repeated 5 times and the model with the lowest sum of train and validation loss among all epochs is selected for testing. Except for the parameter settings mentioned above, the rest of the parameters all remain the same as the default values in the original Mask R-CNN code\(^{21} \). A comparison experiment using grayscale mammograms is also carried out. A detection is regarded as a true positive (TP) if it has a Dice similarity index (DSI)\(^{23} \) no less than 0.2 to the ground truth, similar to previous studies\(^{19,20} \). The training of Mask R-CNN is carried out on a Dell EMC PowerEdge R740 server with 384GB DDR4 RAM and two NVIDIA Tesla V100 16GB accelerator units.
III. Results

The free response operating characteristic (FROC) curves of the testing performance using pseudo-color mammograms and grayscale mammograms with Mask R-CNN are shown in Figure 2. The proposed method achieves an average true positive rate (TPR) of 0.90 at 0.9 false positive per image (FPI) as marked with a red dot on Figure 2, while using grayscale mammograms with Mask R-CNN has a FPI of 1.9 at the same TPR as marked with a blue dot on Figure 2. The partial area under the FROC curve (AUFC) is 0.90 in the FPI range of [0,5]. The average DSI for mass segmentation is 0.88 ± 0.10. The detection and segmentation takes approximately 20.4 seconds per image on average.

Several detection and segmentation examples on the pseudo-color images are shown in Figure 3. If a lesion is relatively small and lands in the size range of scale 1, it will have a higher intensity in the G channel and appears to be more yellow on the pseudo-color mammogram as shown in Figure 3 (a–c). If a lesion is relatively large and lands in the size range of scale 2, it will have a higher intensity in the B channel and appears to be more purple on the pseudo-color mammogram as shown in Figure 3 (d,e).

Table 1 shows the overall performance comparison between the proposed pseudo-color image & Mask R-CNN, grayscale image & Mask R-CNN and several state-of-the-art methods. Li et al. only focuses on mass detection and Zhu et al. only focuses on mass segmentation on manually extracted regions of interest. Dhungel et al. and Min et al. both presented detection and segmentation results. These two studies are evaluated on the same training, validation and testing sets of INbreast mammograms as the proposed method.
Figure 2. FROC curves for the proposed method using pseudo-color images and grayscale images with Mask R-CNN. The red dot marks an average TPR of 0.9 at 0.9 FPI using pseudo-color mammograms and the blue dot marks an average TPR of 0.9 at 1.9 FPI using grayscale mammograms.

Figure 3. Detection and segmentation examples using pseudo-color images and Mask R-CNN. The black lines represent the annotation of the lesions. The cyan lines represent the segmentation of the detected regions.

IV. Discussion

The proposed method outperforms the state-of-the-art methods in mass detection and segmentation. It can perform detection and segmentation simultaneously and does not require hand-crafted features. Figure 3 showed that the MMS can sift out mass-like mammographic patterns and provide color contrast between the lesion and background tissue, which benefits
the detection and segmentation of the lesion as shown in result section. It can be observed in Figure 2 and Table 1 that the proposed method using pseudo-color images achieves a higher detection and segmentation performance than using grayscale images. In future work, we would like to explore if the pseudo-color mammograms can also improve the detection/segmentation performance when paired up with different CNN architectures.

Table 1. Mass detection and segmentation performance comparison between the proposed and several state-of-the-art methods. GM stands for grayscale mammogram and PCM stands for pseudo-color mammogram.

| Methodology         | Dataset  | AUFC | TPR    | FPI    | DSI     | Runtime |
|---------------------|----------|------|--------|--------|---------|---------|
| Li et al.\(^8\)     | Private  | --   | 0.90   | 1.9    | --      | --      |
| Zhu et al.\(^{25}\) | INbreast | --   | --     | --     | 0.91    | --      |
| Dhungel et al.\(^6\)| INbreast | 0.83 | 0.90±0.02 | 1.3   | 0.85±0.02 | 39.2s   |
| Min et al.\(^{13}\) | INbreast | 0.90 | 0.90±0.06 | 0.9   | 0.86±0.08 | >60s    |
| GM & Mask R-CNN     | INbreast | 0.85 | 0.90±0.05 | 1.9   | 0.87±0.09 | 2.9s    |
| **PCM & Mask R-CNN**| INbreast | **0.90** | **0.90±0.05** | **0.9** | **0.88±0.10** | **20.4s** |

Compared with previous studies in Table 1, this work shows detection performance comparable to Min et al.\(^{13}\) with a higher segmentation performance. Dhungel et al.\(^6\) proposed a semi-automatic method with a more complex architecture, containing separate detection and segmentation stages with multiple DL networks. It requires users to manually remove FP detections before performing segmentation. Dhungel et al.\(^6\) and Min et al.\(^{13}\) both require hand-crafted features and a post-processing stage, while the proposed method does not. Our method achieves the highest average DSI, however at a higher variance. With a larger dataset, the performance stability can potentially be improved. In future work, we would like to evaluate our method on larger mammographic datasets, and investigate the method's
capability of identifying different types of lesions. The proposed CAD system has a shorter runtime compared with the two previous studies. As to the other two studies, Li et al. and Zhu et al., they either only perform mass detection or segmentation.

V. Conclusion

In this work, we proposed an integrated mammographic mass detection and segmentation system that contains a novel pseudo-color image generation stage based on morphological sifting. The pseudo-color mammograms provide color contrast between the masses and the background tissue, which significantly improves the detection and segmentation performance of the Mask R-CNN compared with using conventional grayscale mammograms. The proposed CAD system does not require hand-crafted features or users to remove FP detections before performing segmentation. Compared with the state-of-the-art methods, the system achieves favorable performance in both mass detection and segmentation at a shorter execution time in a simple framework. By directly delineating the masses during detection, the proposed method has the potential of better assisting the radiologists in analyzing the morphology of the masses for further interpretation.
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