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SUMMARY Data parallelism is the dominant method used to train deep learning (DL) models on High-Performance Computing systems such as large-scale GPU clusters. When training a DL model on a large number of nodes, inter-node communication becomes bottle-neck due to its relatively higher latency and lower link bandwidth (than intra-node communication). Although some communication techniques have been proposed to cope with this problem, all of these approaches target to deal with the large message size issue while diminishing the effect of the limitation of the inter-node network. In this study, we investigate the benefit of increasing inter-node link bandwidth by using hybrid switching systems, i.e., Electrical Packet Switching and Optical Circuit Switching. We found that the typical data-transfer of synchronous data-parallelism training is long-lived and rarely changed that can be speed-up with optical switching. Simulation results on the Simgrid simulator show that our approach speed-up the training time of deep learning applications, especially in a large-scale manner.
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1. Introduction

In recent years, Deep Learning (DL) plays an important role in a variety of engineering applications and research fields such as language processing and computer vision. Trends in DL show an increase in training dataset sizes as well as the introduction of deeper models to improve accuracy [1], [2]. Therefore, large-scale training on High-Performance Computing (HPC) systems or clusters of GPUs is becoming common to achieve faster training time for such large models and datasets [1], [3]. Typically, in the data parallelism approach, a DL model is duplicated onto multiple computing elements, e.g., GPUs or cores. Each computing element process one portion of data in batches to learn the weights of the DL model and iteratively minimizing the loss function, i.e., using Stochastic Gradient Descent (SGD). At the end of each iteration, all the computing elements have to share their local gradients to obtain the averaged global gradients. This weight update phase requires performing a collective allreduce communication.

When the DL model becomes bigger and deeper or the number of compute nodes increases, the communication becomes a bottleneck due to the allreduce collective operation. It is because of (i) a large communication message size of the weight update phase (the number of model’s parameters), e.g., up to 138 and 600 million gradients that lead to hundreds or thousands of Megabytes of message size as in VGG [4], AmoebaNetB(6,512) [5] respectively. Especially, in recent years, DL models in the area of language modeling and natural language processing are large as with billions of parameters, e.g., 8.3B in Megatron-LM [6] and 17B in Turing-NLG [7]. It is also because (ii) the modern inter-node network architectures relatively have a higher network latency and smaller link bandwidth than the intra-node architectures. For example, most of the DL-accelerated HPC systems such as ABCI and NV-cluster use Infiniband EDR (100Gbps) links for the inter-node network and NVLINK (400Gbps) for the intra-node network, respectively.

To deal with the communication challenges of large-scale distributed training DL application, several research directions have been taken into account. One direction is to optimize the collective algorithm (allreduce) for supporting large-scale training and large message size, especially considering the specific network architecture of HPC systems [8]–[10]. Another approach targets to reduce the communicated message size by using (i) fewer bits to represent the DL model, i.e., weights or gradients [11], [12], and by (ii) skipping the transfer of the trivial gradient and only share the significant gradients [13], [14]. However, there is no scientific evidence or theoretical proof that ensures those techniques can work well with any datasets and DL models. This approach faces a limitation of finding a good trade-off between the transmitted data reduction rate (compression ratio) and the DL model accuracy.

On the other hand, researchers focus on techniques to overlap communication and computation as much as possible [15], [16]. For example, Yamazaki et al. divide a DL model into some groups of layers. The communication in the weight updated phase of a group is performed at the same time with the computation in the backward phase of the next group [15]. Thus, for a given DL model, this approach meets the limitation of finding the balance point for the best (ideal) overlapping. Besides, when dividing the DL model, the communicating message size becomes smaller but it performs more collective allreduce operation. This technique leads to a consideration of latency-bound instead of only bandwidth-bound as in the conventional allreduce-algorithm for DL.

All of the mentioned approaches are targeted to deal with the issue of large message size. In this work, we aim at speeding up training DL from a network architec-
ture point of view (the second and core issue). We try to answer the question: “is there any way to increase the link bandwidth while maintain/reduce the network latency of the inter-node network architecture?”*. That is, how to provide communication with a bandwidth of 400 Gbps per link and small switch latency. In this study, we consider using hybrid electrical/optical switching systems (as shown in Fig. 1). This study is an extended version of our previous study [17]*. In which, electrical packet switches (EPS) are used for short non-persistent data flows while optical circuit switches (OCS) are used for high-bandwidth and usually long-lived communication, e.g., communication of DL application. To the best of our knowledge, this is the first work that considers the use of a hybrid switch system for parallel training DL application. Our main contributions are:

• To speed up the training process of Deep Learning applications, we proposed to use a hybrid EPS-OCS switching network instead of using the conventional EPS network for inter-node communication. It is well-known that the limitation of using the OCS in a large-scale system lays on the large reconfiguration time. We identify the typical communication pattern of DL does not require reconfiguration during training. Thus it fully takes advantages of OCS systems such as (i) larger link bandwidth, e.g., 400 Gbps links, (ii) small switching latency without reconfiguration.

• We provide a numerical analysis of the communication cost of training DL applications based on such kind of system. We also demonstrate the benefits of this approach by simulating a micro-benchmark application on a discrete-event simulator, Simgrid, on a range of typical message size and allreduce algorithm.

The paper is organized as follows: Sect. 2 provides a summary of large-scale distributed deep learning and HPC system support for DL. We then present our proposal in Sect. 3 and the simulation results in Sect. 4. Finally, we conclude in Sect. 5.

2. Background

2.1 Distributed Deep Learning

There are two major strategies for parallelizing the training process of Deep Learning (DL), i.e., data and model parallelism. Because the data parallelism approach is simple and effective, it is commonly used for DL in practice. Hence, we focus on this approach in this work. The data parallelism partitions the dataset and duplicates the DL model onto \( p \) computing elements, i.e., typically GPUs. Each GPU \( i \) then performs the training (forward and backward phases) on its local data to get the local gradient of \( W_i \), i.e., \( \nabla W_i \). To train the deep learning model, all the node need to update the weights by \( W_{\text{iter+1}} \leftarrow W_{\text{iter}} - \rho \frac{1}{p \beta} \sum_{i=1}^{p} \nabla W_i \), where \( \beta \) is the number of data samples processed on a GPU (named Batch size), and \( \rho \) is called the learning rate. Thus, an allreduce operation need performing along all the GPUs to share the local gradients \( \nabla W_i \) among GPUs.

The message size of DL application is much larger than the conventional High Performance Computing (HPC) application, i.e., MBs [1] and up to GBs [5] for DL and KBs in the conventional applications. Thus, communication becomes a bottleneck for speeding up distributed training, especially in a large-scale manner where the cost for inter-node communication is much more significant than the intra-node communication [10]. In practice, ring-based allreduce algorithms are implemented for training DL, e.g., in NVIDIA Collective Communication Library (NCCL) [18] or the Baidu framework [19]. This algorithm is first proposed by Patarasuk to supports an arbitrary number of ranks for tree-based network topology such as clusters of workstations [8], [20]. Basically, this algorithm performs a reduce-scatter followed by an allgather operation. Let \( P_i \), \( i \in [1, p] \) denote the \( p \) GPUs and \( N \) is the size of sharing gradients, i.e., the size of communication message. Both two sub-operations are performed along a logical ring such as \( P_0 \rightarrow P_1 \rightarrow \cdots \rightarrow P_{p-1} \rightarrow P_p \rightarrow P_0 \). For each sub-operation, the \( N \)-size data in each GPUs firstly are partitioned into \( p \) segments with size \( \frac{N}{p} \). Each GPU then sends 1 segment of data to the successive GPU on the logical ring, i.e., in \( p - 1 \) steps for all the data. In each step, a process sends and receives a segment of data with size \( \frac{N}{p} \). In summary, the logical ring algorithm is performed in \( 2(p - 1) \) steps. Thus, the time of this algorithm can be modeled as the combination of (1) \( 2(p - 1)\alpha \) where \( \alpha \) is the time flies from a source GPU to a destination GPU, and (2) the time to inject all the message into the network \( 2 \left( \frac{p-1}{p} \right) N \beta \) where \( \beta \) is the time to process one byte.

2.2 Accelerated HPC System for Deep Learning

Recently, High Performance Computing systems are increasingly adapted for training DL. For example, Piz-Diant and Cori supercomputer systems [21] have been upgraded by adding new DL-accelerated compute nodes. Each node

---

*The current version extends the other with the analysis of multi-level electrical packet switching system as well as new experiments based on the Simgrid simulator.
includes one CPU and one GPU connected via PCIe-based interconnect. To scale the training process of DL on multiple GPUs, two directions have been considered: scaling-up in a single node and scaling-out across multiple compute nodes. In the former direction, NVIDIA proposed an on-node design with 8 (as in DGX-1 system), and 16 (as in GDX-2) P100/V100 GPUs that communicate directly through a high-speed inter-connect named NVLINK [22, and NVSwitch [23], respectively. For the inter-node scale-out approach, many AI-accelerated supercomputers have been implemented. ABCI (AI Bridging Cloud Infrastructure), and Sierra supercomputer systems combine the architecture of 4-GPUs per node and an inter-node interconnection network based on fat-tree network topology. NVIDIA proposed the NVcluster [22] that uses DGX-1 architecture for intra-node and EDR Infiniband Interconnection for the inter-node network. Figure 2 (a) illustrates an example of intra-node network architecture that uses DGX-1 as a compute node.

As mentioned, there exists a difference in latency factor and link bandwidth between intra-node and inter-node network architecture. We summarize the typical values of these factors from the actual systems in Table 1. For a large-message collective communication, inter-node communication becomes a bottleneck due to a relatively slower speed of InfiniBand link (in the comparison with NVLink and PCIe links), e.g., 12.5 GBps versus 50 GBps and 16 GBps, respectively. Many works try to diminish the performance impact of that bottleneck such as exploiting the hierarchical implementations of allreduce operations [10], [28], [29]. It is reported that such kind of hierarchical implementations helps to significantly reduce the inter-node communication time, e.g., $2^{12-k}N\beta_{int}$ where $k$ is the number of GPUs per compute node as in [10]. However, when the number of used compute nodes becomes bigger, the bottle-neck issue still appears. In this work, our target is to deal with this problem from the network architecture point of view. We discuss the techniques that help to achieve a larger link bandwidth for inter-node interconnect while keeping the small latency factors.

### 3. Hybrid EPS-OCS System for Large-Scale Distributed Deep Learning

#### 3.1 Our Basic Approach

The interconnect network plays an important role in large-scale High Performance Computing Systems (HPC), especially in the system cost and performance. Issues of deep learning such as the increase in message size or emerging delay-sensitive applications lead to a demand for interconnection networks. That is to archive a larger throughput (link bandwidth), lower latency, and lower power consumption.

As described in Sect. 2, the typical HPC system support for training DL use electrical-packet-switch (EPS) networks to interconnect computing elements, e.g., CPUs/GPUs. As the number of computing elements becomes larger, i.e., 1088x4 GPUs and 4320x4 GPUs as in ABCI and Sierra, respectively [21], providing larger link bandwidth, e.g., 50 GBps with small end-to-end latency, e.g., less than 1 microsecond, is one of the critical challenges. To achieve 50-GBps links, it is reported that, an additional latency overhead around 100-200ns/switch is required by the use of Forwarding Error Correction (FEC) components to maintain the same bit error rate (BER) as that in the traditional interconnection network. This latency overhead significantly degrades the performance of parallel applications in HPC systems [30]. Besides, the cost of the future high-bandwidth EPS network is expected to increase due to expensive optical transceivers needed between switches optical-electrical-optical conversions at each switch). Thus, the trend of using optical switching networks for data center and HPC systems become common [31, 32].

There have been several challenges to employing optical switching technologies such as optical circuit switching (OCS) and optical packet switching (OPS) in existing electrical packet switching (EPS). Several optical packet switching architectures have been described and demonstrated such as based on using wavelength-selective switch (WSS) and wavelength-tunable converter (TWC) and an array waveguide grating router (AWGR) [32]. OPS is capable of switching traffic with switching times less than 10 ns [31, 33] but this technology still has several fundamen-

### Table 1  Overview of the simulated systems.

| Network                      | Latency (second/switch) | Link Bandwidth |
|------------------------------|-------------------------|----------------|
| Mellanox EDR IB (Spine) [24] | $400 \times 10^{-9}$    | 12.5 GBps      |
| Mellanox EDR IB (Leaf) [25]  | $90 \times 10^{-9}$     | 12.5 GBps      |
| PLX switch + PCIe link [26]  | $110 \times 10^{-9}$    | 16 GBps        |
| NVLINK [27]                  | $\approx 9 \times 10^{-6}$ | 50 GBps        |
eral problems, especially the lack of flexible optical buffering. Therefore, the survey in [33] emphasizes that several proposed architectures involving OPS still need buffering in the electronic domain. It hence requires extra optical-electrical (OE) and electrical-optical (EO) conversions. That significantly increases power consumption and introduces limitations for the capacity upgrade.

In contrast, optical circuit switching (OCS) can be relatively inexpensive and power-efficient compared to OPS because OCS manipulates the light beams without any O-E-O conversion are needed. The main drawback of this OCS network is the relatively large latency for reconfiguring the connection between switches e.g., approximate 10 microseconds reported in [32], [34].

In this work, we propose to use the OCS network for long-lived communication as those of training DL. Note that, communication in large-scale deep learning is mainly used for performing the collective allreduce operation. Implementation of this communication in practical DL libraries and frameworks such as NCCL [18] or Baidu [19] is based on the ring-based algorithm. In which, one process/GPU will communicate with only one other GPU, i.e., the successive one on the logical ring, all the time. Thus, for inter-node communication via the OCS network, the system performs the OCS configuration only one time, i.e., no reconfiguration is needed. Thus, this high reconfigure latency overhead will not be a performance impediment. For other small (message-size) flows/collective communication operation (which may not be based on a ring-based algorithm), we propose to use EPS network.

3.2 Hybrid Switching Network Architecture

Figure 2 (b) shows our inter-node electrical and optical hybrid switch system. In which each computing node connects to one electrical switch (named leaf switch). Those leaf switches can be Top of Rack (ToR) switches when implemented in the real server room like in the NVLINK systems [22] or several leaf switches are packaged into one rack, e.g., 2 leaf switch as in ABCI system. We then construct a hybrid switch system to connect those leaf switches. The EPS network is constructed similar to the conventional multi-layer EPS network, e.g., Clos or fat-tree topology. The network is organized into k stages or layers of switches including aggregation switches and the Spine switches. By contrast, the OCS network consists of k = 2 layer, i.e., spine switches because reducing switching stages by using large port count OCS switches helps to reduce the number of transceivers and interconnection fibers as reported in [35]. The number of optical switches and port per switch can be varied based on the number of compute nodes.

The mentioned hybrid EPS-OCS architecture has been proposed to use in the datacenter as mentioned in [32], [33] and use for HPC computer systems [31], [35]. These prior works have already considered the system cost, power consumption as well as network performance. In this work, our target is to identify the performance of such a system in terms of speeding up the training process of the DL application. In the following, we discuss the cost of communication for such kind of new application.

3.3 Communication Cost

In this section, we use the $\alpha$-$\beta$ model to analyze the communication cost of ring-based allreduce algorithm on EPS and OCS networks. We assume that at a given time, a process/GPU can send and receive only one message. The cost of sending one message with size $N$ from source to destination with the absence of contention is modeled by $\alpha + N\beta$ where $\alpha$ is the total time taken for a message transferred from source to the destination and $\beta$ is the time to inject one byte of data into the network. Typically, $\beta$ is the inverse number of smallest link bandwidth on the routing path, e.g., the bandwidth of inter-node InfiniBand EDR cables. As mentioned in Sect. 2, at each iteration of DL, the weight update phase perform a flat ring-based allreduce operation which requires $2(p-1)$ steps that cost 2($p-1$)$\alpha$+2($p-1$)$\frac{L_{conf}}{p}$ where $p$ is the number of processes (or GPUs). Let $D$ is the size of the training dataset and $B$ is the number of training samples processed in one GPU at each iteration, the total communication time of training to cover all the data samples (one epoch) with $\frac{D}{p}$ iterations become:

$$T_{comm} = \frac{2(p-1)D}{B_p}(\alpha + \frac{N}{p}\beta)$$  \hspace{1cm} (1)

In the conventional EPS network ($k$-layers tree-based network topology), the latency factor $\alpha$ is the combination of total switching latency and the end-to-end propagation delay (cable latency). The switching latency depends on the number of intermediate switches on the routing path between source and destination, e.g., $2(k-1)$ switches and one spine switch with $L_d$ and $L_s$ second for switching, respectively. On the other hand, the propagation delay is in proportional to the total cable length on the routing path $L_c$. Thus, the communication cost of the EPS network becomes:

$$T_{EPS} = \frac{2(p-1)D}{B_p}((2(k-1)L_d + L_s + L_c) + \frac{N}{p}\beta)$$  \hspace{1cm} (2)

The switching latency of an OCS switch includes the time of configuration $L_{conf}$ and circuit switching time of the spine switch which is trivial so that we assume it to be $\approx 0$ seconds. Since communication of DL does not require the reconfiguration and the OCS network has only one layer, the communication cost of the OCS network becomes:

$$T_{OCS} = L_{conf} + \frac{2(p-1)D}{B_p}(2L_d + L_s) + \frac{N}{p}\beta$$  \hspace{1cm} (3)

The OCS system outperforms the EPS system when:

$$\Delta = T_{OCS} - T_{EPS} < 0$$

$$L_{conf} - \frac{2(p-1)D}{B_p}(2(k-2)L_d + L_s + \frac{N}{p}(\beta_{EPS} - \beta_{OCS})) < 0$$  \hspace{1cm} (4)
When comparing EPS and OCS systems with the same link-bandwidths, i.e., \( \beta_{EPS} = \beta_{OCS} \):

\[
\Delta = L_{conf} - \frac{2(p - 1)D}{B_p}(2(k - 2)L_d + L_s) < 0 \quad (5)
\]

Equation (5) shows that the absolute benefit gained from using OCS systems depend on the dataset, e.g., number of samples \( D \), memory capacity of GPU, e.g., number of sample per GPU \( B \), as well as the network architecture, e.g., number of switch's level \( k \), and switch latency \( L_d, L_s \). When the bigger size of training dataset or small batch size due to the memory limitation, the configuration time in OCS network contributes less in the total training time that leads to the convergence to the ideal use case of OCS network. Equation (5) also implies that the benefit of using OCS systems does not depend on the number of GPUs \( p \) involved into the training process (when \( p \) is big enough, i.e., \( \frac{p-1}{p} \approx 1 \)). It is important to remind that in the comparison with a OCS system, a EPS system with the same link-bandwidth requires much higher cost (for transceivers) and power consumption [31], [32], [35]. Thus, performance improvement by using an OCS system also implicitly comes from the increase of link bandwidth, e.g., contribute by \( \frac{N}{k}(\beta_{EPS} - \beta_{OCS}) \) in Eq. (4). This contribution depends on the size of DL models (number of parameters) and the number of involved GPUs.

### 4. Evaluation

#### 4.1 Methodology

In this section, we use the discrete-event simulator Simgrid framework version 3.21 [36] to evaluate the performance of an allreduce micro-benchmark that is also used in [10]. We vary the data size \( N \) as well as the allreduce algorithms. We aim to analyze the communication time of each allreduce algorithm with a very large message size from several to hundreds of MBs as in DL workloads and with a different parallel scale. Because typical DL libraries and frameworks use ring-based algorithm [18], [19], we select a flat ring-based algorithm [8] \( lr \) and a hierarchical ring-based algorithm [10] \( lr_{fr} \). We then evaluate the execution time of training a real deep learning model.

In this work, we compare our hybrid switch system with the conventional electrical switch systems that are used in the modern DL-accelerated HPC systems such as ABCI, Sierra, and NV-Cluster. Our target system is shown in Fig. 2. We assume that each compute node includes 8 GPUs arranged in a hypercube mesh as in DGX-1 system [22]. In which each GPU has 6 NVLinks, that enable to construct a ring with two NVLinks per connection along the ring, i.e., following the 0-3-2-1-5-6-7-4 order (the gray shapes in Fig. 2). This design helps to improve the efficiency of collective algorithms by double the bandwidth of the intra-communication. For the inter-node communication, our hybrid switch systems route the message through an optical switch system with a high link bandwidth, e.g., 50 GBps (named as HYBRID). We consider the conventional electrical switch system which uses a lower link bandwidth, e.g., 12.5 GBps, as the baseline (named as BASE). We also estimate the case of an electrical switch system with a high link bandwidth as a reference (ELEC). Because NVIDIA recently introduce the NVSwitch in their DGX-2 systems [23], and NVLINKs are designed to connect CPU and GPU in the Summit supercomputer system, we predict that the use of PCIe interconnect between a GPU and outside Infiniband, e.g., NIC, will be soon replaced by NVLINK technique. Thus, we consider that case in our evaluation (ELE_NV and HYB_NV). Table 2 summary our simulation configurations. It is important to mention that the results in this section do not focus on comparing the performance of the hybrid switch systems (HYBRID, HYB_NV) with the same link-bandwidth electrical switch systems (ELEC, ELEC_NV). The main benefit of using a hybrid switch system in this case, is in the construction cost and power consumption [35]. Instead, we study how system performance varies when increasing the link bandwidth (which could be archived by implementing a hybrid switch system).

For all the architectures, we set the leaf, spine, and PLX switching latency to 90, 400, and 110 nanoseconds per switch, respectively (summary in Table 1). We pick up those values from the latency of actual Infiniband switches. We use NVIDIA Tesla V100 that can reach 15.7 single-precision FLOPS. We configure Simgrid with the minimal runtime configuration files and NVSwitches are designed to connect CPU and GPU in the Summit supercomputer system, we predict that the use of PCIe interconnect between a GPU and outside Infiniband, e.g., NIC, will be soon replaced by NVLINK technique. Thus, we consider that case in our evaluation (ELE_NV and HYB_NV). Table 2 summary our simulation configurations. It is important to mention that the results in this section do not focus on comparing the performance of the hybrid switch systems (HYBRID, HYB_NV) with the same link-bandwidth electrical switch systems (ELEC, ELEC_NV). The main benefit of using a hybrid switch system in this case, is in the construction cost and power consumption [35]. Instead, we study how system performance varies when increasing the link bandwidth (which could be archived by implementing a hybrid switch system).

For all the architectures, we set the leaf, spine, and PLX switching latency to 90, 400, and 110 nanoseconds per switch, respectively (summary in Table 1). We pick up those values from the latency of actual Infiniband switches. We use NVIDIA Tesla V100 that can reach 15.7 single-precision FLOPS. We configure Simgrid with the minimal runtime configuration files and NVSwitches are designed to connect CPU and GPU in the Summit supercomputer system, we predict that the use of PCIe interconnect between a GPU and outside Infiniband, e.g., NIC, will be soon replaced by NVLINK technique. Thus, we consider that case in our evaluation (ELE_NV and HYB_NV). Table 2 summary our simulation configurations. It is important to mention that the results in this section do not focus on comparing the performance of the hybrid switch systems (HYBRID, HYB_NV) with the same link-bandwidth electrical switch systems (ELEC, ELEC_NV). The main benefit of using a hybrid switch system in this case, is in the construction cost and power consumption [35]. Instead, we study how system performance varies when increasing the link bandwidth (which could be archived by implementing a hybrid switch system).
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**Figure 2** shows the relative execution time of the allreduce benchmark application versus message size that simulated on a 256-GPUs system with flat and hierarchical ring-based allreduce algorithms, respectively. The values are normalized to those of the baseline (BASE). Through our analysis in Eqs. (2) and (3), we expect that the HYBRID (or HYB_NV) systems are always better than the ELEC (ELE_NV) systems that use the same inter-node link bandwidth and allreduce algorithm. For example, when the message size is changed, HYBRID outperforms the ELEC

| Table 2 | Network configuration for SimGrid simulation. |
|---------|-----------------------------------------------|
|         | Intra-node switching and link bandwidth | Inter-node switching and link bandwidth |
| BASE    | PLX + PCIe (16 GBps) | EPS (12.5 GBps) |
| ELEC    | PLX + PCIe (16 GBps) | EPS (50 GBps) |
| HYBRID  | NVSwitches (50 GBps) | OCS (50 GBps) |
| ELE_NV  | PLX + PCIe (16 GBps) | EPS (50 GBps) |
| HYB_NV  | NVSwitches (50 GBps) | OCS (50 GBps) |
from 4-5% in the case of the flat ring-based algorithm because it removes the spine switch latency $L_s$ from communication cost and uses fewer intermediate switches on the routing path, e.g., 2-level tree instead of a $k$-level tree. The benefit gains from that latency differences will become larger when the routing path in the OCS network becomes longer, i.e., the use of higher tree-based network topology for larger network architecture such as 3-level fat-tree topology in ABCI system.

Secondly, all the hybrid systems significantly speeding up the allreduce benchmark, e.g., reduce up to 8% and 27% in the comparison with the baseline (BASE) when flat and hierarchical ring-based algorithms are used, respectively. This is an expected result due to the improvement of the inter-node link bandwidth, i.e., from 12.5 GBps to 50 GBps. Besides, it is necessary to note that only increasing the inter-node link bandwidth (HYBRID) will not release the inter-node communication bottleneck because of the use of PLX switches and PCIe links. We found that the future architecture should use the NVSwitch and NVLink to fully utilize the benefit of the OCS system (the HYB_NV).

### 4.3 Real Workload Result

In the following, we investigate the overall performance of our proposed system with real Deep Learning (DL) workload such as VGG [4] and ResNet50 [37] by numerically estimate the number of parameters and operations required for each layer and then simulated it on Simgird. The simulation does not run the actual code for training the DL models. It just estimates the time for performing the same number of floating-point operations as those required by each layer, i.e., via SMPI_SAMPLE_FLOPS function. We evaluate the training process of our targeted DL models (as shown in Table 3) when varying the number of GPUs and fixing the number of samples per GPU, i.e., weak scaling. For example, the training process of ResNet-50 needs $1280000 \times 256 = 157$ iterations per epoch in the case of 256 GPUs.

Figure 4 illustrates the simulated training time in 1-epoch of ResNet-50 and VGG16 by using the flat ring-based algorithm $lr$. We also show in detail the breakdown of training time (columns) as well as the communication/computation ratio (red line) for understanding the effect of selected network architecture on the overall performance.

As expected, when the number of involving GPUs becomes bigger, the total training time decrease. It is caused by the reduction of the number of iteration/epoch (linearly) although the communication time/iteration increase while the computation time/iteration does not change (weak-scaling). The communication speedup leads to the reduction of communication over computation time ratio and hence it will be helpful to apply the communication/computation overlapping techniques [15], [16].

Considering performance when changing the network architectures, the relative relation between our targeted configurations is not changed. The HYB_NV always achieves the best performance because the computation time is not changed but communication time is significantly reduced. Similar to the result in Sect. 4.2, the speedup of the HY-
NV needs the hybrid switch system. BRID systems over the baseline (BASE) becomes bigger when the size of DL models (number of parameters) is bigger. For instance, in the case of 32 GPUs, HYB\_NV needs only 83\% and 71\% of training time in the comparison with BASE in the case of ResNet-50 and VGG16, respectively. These results imply that most of the communication time in those cases are dominated by the bandwidth-factor in Eq. (4), i.e., \( \frac{N}{p} (\beta_{EPS} - \beta_{OCS}) \). As a result, when the number of GPUs \( p \) increases, the benefit gained from the Hybrid system becomes smaller. This result reflects our analysis and communication cost model in the previous section. It is interesting to show in the case of 512 GPUs, the total training time of ResNet50 of all the configurations are quite similar. This is the point where the contribution of bandwidth-factor in Eq. (4) is small enough so that most of the time reduction comes from the latency factor, i.e., \( 2(k - 2)L + Ls \). Because we set \( k = 2 \) in this evaluation, such kind of latency factor is also small. When the model size is bigger, such kind of breaking point also increases. For example, unlike the case of ResNet50, hybrid switch systems still outperform the baseline in the case of VGG16, 512 GPUs. Saying that this breaking point is still big enough to be satisfied in most practical large-scale situations, especially when the DL model sizes are bigger and bigger as mentioned in Sect. 1.

Figure 5 shows the difference between execution times of ResNet50 on \( k \)-stages electrical switch systems and the hybrid switch system (HYB\_NV, \( k = 2 \)) on percentage. We use red dash line to mark the time of the hybrid switch system.

**5. Conclusion**

Communication is the major bottleneck of training deep learning (DL) on large-scale High Performance Computing (HPC) or GPU cluster system. At each training iteration, all the computing elements, i.e., process, CPU or GPU, have to share their local gradients of weight to calculate the global gradients that used in the weight update phase. This leads to collective communication, i.e., an allreduce operation. As the deep learning models become bigger and deeper due to accuracy demands, communication becomes a critical bottleneck especially as the message sizes become bigger. Besides, the relative small link bandwidth of the inter-node network (smaller than the intra-node network) limits the scaling of training deep learning. Many active approaches have been proposed to cope with this problem including (i) optimizing the allreduce algorithm, (ii) reducing the communication message size, and (iii) overlapping the communication and computation. All of these approaches target to deal with the large message size issue while diminishing the effect of the limitation of the inter-node network. In this work, we target to improve the inter-node interconnection network with a higher link bandwidth, e.g., 50GBps rather than 12.5GBps and lower switch latency by using hybrid electrical packet switching (EPS) and optical circuit switching (OCS) system. We show that by using OCS network in a proper way for DL traffic pattern, we can fully take the advantages of OCS system including larger link bandwidth, small switching latency without reconfiguration and potentially lower cost and power consumption. Simulated result in a discrete-event simulator, Simgrid, on a range of typical message size and allreduce algorithm show that using hybrid switch system helps to speed up the training process of deep learning application, especially in a large-scale manner.
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