Nanoscale spin-wave wake-up receiver
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We present the concept of a passive spin-wave device which is able to distinguish different radio-frequency pulse trains and validate its functionality using micromagnetic simulations. The information is coded in the phase of the individual pulses which are transformed into spin-wave packets. The device splits every incoming packet into two arms, one of which is coupled to a magnonic ring which introduces a well-defined time delay and phase shift. Since the time delay is matched to the pulse repetition rate, adjacent packets interfere in a combiner which makes it possible to distinguish simple pulse train patterns by the read-out of the time-integrated spin-wave intensity in the output. Due to its passive construction, this device may serve as an energy-efficient wake-up receiver used to activate the main receiver circuit in power critical IoT applications.
An ultra-low power wireless communication capability is needed to realize wireless sensor networks in the real-world scenarios. The most efficient way to reduce energy consumption is to leave the device off and wake it up asynchronously only when it is really needed. For this task, one needs a wake-up receiver which continuously monitors a channel, listens for a wake-up signal from other nodes and activates the device on stimulus [1]. Therefore, the power consumption as well as the footprint of the wake-up receiver are of crucial importance. Spin waves, a collective precessional motion of localized magnetic moments, can propagate at GHz frequencies in either conducting or insulating magnetic media with wavelength down to tens of nanometer and without any flow of electrons, reducing the energy consumption caused by Joule heating [2-5]. In general, spin waves, and their quanta magnons, are considered as potential candidate as carrier of information in future devices due to their low losses [6-9], short wavelengths [10-13] and high frequencies [14, 15]. Another advantage of spin waves is that due to their wave nature, they can be used for transfer and processing of information, which is coded in their amplitude and phase. Interference effects between different waves play a major role to harvest the full potential of the wave nature for data processing. A prominent example for the advantages of wave-based data processing is the majority gate, whose output state represents the majority of the input states [16, 17], and which is an especially compact and readily scalable wave-based device.

In this Letter, we design a magnonic wake-up receiver based on spin-wave interference. The basic concept of the magnonic wake-up receiver consists of Y-shaped splitter, a combiner and a coupled magnonic circular ring structure, as depicted in Fig. 1a. The device works in remanence. Radio frequency (RF) pulse trains from other wireless nodes will be converted into spin-wave pulse trains by a magnonic transducer in the input [18, 19]. The blue and red arrows show the flow path of the spin-wave packets in the magnonic wake-up receiver, which are split into two equal parts by a symmetric Y-shaped splitter. One of them is directly guided to the combiner region by the upper waveguide (blue channel). The other one is firstly transferred to the adjacent magnonic circular ring structure by dipolar coupling [5] (the red dashed area) and propagates along the ring and then couples back to the waveguide with an additional time delay $\Delta t$ and phase shift $\Delta \phi$ (red channel). The time delay and phase shift can be controlled by adjusting the delay length $L_d$ [see Fig. 1b]. When the time delay $\Delta t$ is equal to the pulse period $\tau_p$ of the spin-wave pulse train, the back coupled spin wave in the red channel will completely interfere with the next packet of spin-wave pulse train in the blue channel at the combiner region. This way, a large output amplitude due to constructive interference is obtained only for a suitable correlation of the spin-wave phases in neighboring pulses of the input signal. Thus, a particular pulse sequence has to be used to create a strong output signal which serves to wake up the next connected device.
Fig. 1 (a) Sketch of the spin-wave wake-up receiver consisting of a Y-shaped splitter, a combiner and a coupled circular ring structure. (b) Simulated ground state of the spin-wave wake-up receiver. The color code wheel represents the in-plane orientations of magnetization. (c) The simulated (color map) and theoretical (white dashed line) dispersion curve and theoretical (blue line) spin-wave group velocity.

To investigate the spin-wave dynamics in the proposed structure, micromagnetic simulations were performed by Mumax3 [20]. The typical parameters of nanometer thick Yttrium Iron Garnet (YIG) were used in the simulations [9]: saturation magnetization $M_s = 1.4 \times 10^5$ A/m, exchange constant $A = 3.5$ pJ/m, and Gilbert damping $\alpha = 2 \times 10^{-4}$. The damping at the ends of the simulated structure was set to exponentially increase to 0.5 to prevent spin-wave reflection. In the real device, these waves could also be processed further in a larger magnonic network. The mesh was set to $10 \times 10 \times 50$ nm$^3$. The geometric sizes of the magnonic wake-up receiver are as follows: the widths of the waveguides are $w = 100$ nm, thicknesses are $h = 50$ nm, the minimum gap between the waveguide and the circular ring is 10 nm, the center to center distance of the waveguides is $d = 200$ nm. The angles of the Y-shaped splitter and combiner are $\theta = 20^\circ$ and the outer radius of the corner is $R = 200$ nm as shown in Fig. 1b. The length where the waveguide and the circular ring structure are coupled to each other is adjusted to $L_w = 500$ nm as shown in Fig. 1b. By choosing a proper spin-wave frequency, all the incident wave energy is transferred from the waveguide to the magnonic ring structure [5] over this distance. Other frequencies can be used by changing $L_w$, the gap between the ring and the waveguide or the applied magnetic bias field.

Figure 1b shows the simulated ground state in which the color code shows the orientation of the magnetization. Please note that no external bias field is applied in our simulation. In the nanoscale waveguide, the static magnetization orients itself parallel to the $x$-direction spontaneously due to the strong
shape anisotropy. In the circular ring structure, the static magnetization is the global vortex state where the magnetization orients itself along the ring. This global vortex state in the ring structure has already been reported experimentally [21,22] and it can be realized by applying a large external field along the x-direction to magnetize both, the waveguides and the ring structure in the x-direction and, consequently, slowly decreasing this field to zero. The global vortex then forms in the ring to minimize the total energy.

To determine the optimal parameters for the wake-up receiver, we first simulate the spin-wave dispersion in a single straight waveguide with the same parameters. A sinc function oscillation magnetic field $b_y = b_0 \text{sinc}(2\pi f c t)$ (in y-direction) was applied in the center of waveguide over an area of 20 nm in length, with a maximum oscillation amplitude $b_0 = 1$ mT and a cut-off frequency of $f_c = 10$ GHz. Figure 1c shows the dispersion curves of the first two lowest spin-wave width modes of an isolated straight waveguide. The color map was obtained by micromagnetic simulations and the white dashed line for the lowest width mode was calculated using the analytic theory for fully unpinned boundary conditions [23]. The blue line shows the analytic group velocity of the lowest width mode. A frequency of $f = 2.8$ GHz ($k_x = 0.03$ rad/nm, $\lambda = 210$ nm, group velocity $v_g = 0.39$ $\mu$m/ns) has been chosen as working frequency. Then, only one wavenumber-frequency combination exists for the fundamental mode, avoiding the scattering between different width modes after the bent waveguides [24]. All the working parameters are indicated in Fig. 1(c).

As we mentioned above, the phase of the spin waves coupled back from the ring in the red channel in Fig. 1(a) can be adjusted by changing the delay length $L_d$ of the circular ring structure. Simulations with
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*Fig. 2* (a) Snapshot of the out-of-plane component spin-wave amplitude $m_z$ for a continuous excitation source with frequency $f = 2.8$ GHz. (b) The normalized output power as a function of delay length $L_d$. (c) Spin-wave amplitudes at point 1 and 2 in the time range from 18 ns to 22 ns after excitation.
different delay lengths $L_d$ were performed with a continuous spin-wave excitation at frequency $f$. The normalized output power as a function of the delay length $L_d$ is shown in Fig. 2b. A minimum is found at $L_d = 710$ nm which corresponds to a destructive interference between the two branches. Figure 2(a) shows a snapshot of the out-of-plane component of the dynamics magnetization $m_z$, which is equivalent to the spin-wave amplitude, for a delay length of $L_d = 710$ nm. The obvious destructive interference which is observed in the combiner region implies that the circular ring structure introduces an effective phase shift of $\pi$ for the spin waves in the lower branch. Figure 2(c) shows the amplitudes of the spin-wave signal at point 1 and point 2 (marked in Fig. 2a) in the time range from 18 ns to 22 ns after excitation. From this, the phase shift of $\Delta \varphi = \pi$ is clearly visible.

To study the delay time caused by the coupled magnonic ring, a single spin-wave pulse of 5 ns duration ($\tau_d = 5$ ns) is applied. Figure 3(a) shows a snapshot of $m_z$ in which the spin-wave energy transferring between the waveguide and the magnonic ring is clearly observed. The output spin-wave amplitude as a function of time is shown in Fig. 3(b). Two clear peaks are found which correspond to the spin-wave packets exiting from the upper and the lower branch, respectively. The delay time of these two spin-wave packets is $\Delta t = 9.5$ ns (peak-to-peak distance). This value is slightly larger than the value of 8.6 ns estimated from the group velocity in Fig. 1. This is due to the fact that the group velocity in the corner of ring structure is smaller than the one in the straight waveguide [25]. Moreover, the amplitude of the second peak localized around 22 ns is smaller than that of the first one due to its longer propagation length caused by the coupled magnonic ring.

![Fig. 3 (a) Snapshot of the out-of-plane component spin-wave amplitude $m_z$. (b) The output spin-wave amplitude as a function of simulation time $t$.](image)
In this design, a RF pulse train that can be used to create a strong signal at the output is, for example, an alternating pulse train of logical 0 (phase 0) and logical 1 (phase $\pi$) as depicted in the top panel of Fig. 4(a). Since the induced time delay $\Delta t$ of the second pulse train (red wave in Fig. 4(a)) matches the period of the initial spin-wave pulse $\tau_p$ and shifts the phase of the wave packet by $\pi$, the logical bit number $n+1$ interferes always with the negated logical bit number $n$ ($n$ is integer). For the alternating pulse train 1010101010, this results in a constructive interference of the central spin-wave pulses, leading to a large envelop of the spin-wave intensity shown in the bottom panel of Fig. 4(a). Thus, with a RF to DC detector, the maximum possible voltage would be generated at the output. Other pulse sequences like the homogenous sequence 1111111111 create a much lower signal due to the destructive interference shown in Fig. 4(b). Please note that the output signal resulting from destructive interference is not zero because of the difference in amplitude of the two interfering spin waves. Thus, if a threshold voltage is defined, this scheme allows to trigger an action by a certain, specially shaped RF signal only. Please note also that the absolute value of the phase is not essential in this approach. Only the phase difference between neighboring bits is of interest, which is important since only this information can be transmitted between an arbitrarily placed sender and receiver. Another advantage is the passive property that does not require additional RF or DC sources as reference, which are hard to integrate on a chip. Please also note that a different geometric design can be used to encode other pulse sequences. For instance, the homogenous sequence 11111111 pulse train can also be used as a trigger signal by adjusting the delay length to meet the criterion in which the time delay $\Delta t$ is equal to the pulse period $\tau_p$ and the phase shift is zero.

![Fig. 4 Top panel of (a) and (b): RF pattern recognition scheme (1010101010 and 1111111111): The red pulse train has been delayed by one pulse period $\tau_p$ and its phase is, consequently, shifted by $\Delta \phi = \pi$. The bottom panel of (a) and (b): The simulated output spin-wave intensities for the two indicated input patterns.](image-url)
In summary, we have designed a planar nanoscale spin-wave wake-up receiver based on a simple wave interference effect and tested it by utilizing micromagnetic simulations. The wake-up receiver consists of a symmetric Y-shaped splitter, combiner and a coupled ring structure which acts as a phase shifter and delay line. The operational principle of the spin-wave wake-up receiver is demonstrated. Relying on spin-wave interference, a dedicated RF pulse train can be used to create a strong signal at the output to wake up the next connected device. The presented device operates intrinsically passive and does not require any additional RF sources as a reference.
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