Mathematical analysis of long-time behavior of magnetized fluid instabilities with shear flow
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Abstract
We study a complex Ginzburg-Landau (GL) type model related to fluid instabilities in the boundary of magnetized toroidal plasmas (called edge-localized modes) with a prescribed shear flow on the Neumann boundary condition. We obtain the following universal results for the model in a one-dimensional interval. First, if the shear is weak, there is a unique linearly stable steady-state perturbed from the nonzero constant steady-state corresponding to the zero shear case. Second, if the shear is strong, there is no plausible steady-state except the trivial zero solution in the interval. With the help of these results and the existence of global attractors, we can dramatically reduce the number of cases for the long-time behavior of a solution in the model.
I. INTRODUCTION

Relaxation phenomena are common in nature [1, 2], the most notable examples in magnetized plasmas being the explosive flares on the surface of the Sun. In toroidally confined plasma (e.g., tokamak), semi-periodic explosive bursts occur at the so-called $H$-mode plasma boundary. The $H$-mode corresponds to a state of highly improved confinement of heat and particles, and such a state is routinely obtained when the heating applied to the confined plasma exceeds a particular threshold. The lower confinement state is called $L$-mode. During the transition from $L$- to $H$-mode, a transport barrier spontaneously builds up due to high $E \times B$ flow shear at the plasma edge, which considerably reduces heat and particle transports [3–8].

However, this edge barrier is linearly unstable to a class of helical filamentary eigenmodes called edge localized modes (ELMs). Eventually, the barrier relaxes violently with a rapid expulsion of particles and heat, presumably triggered by the burst of the ELM filament. For this reason, the barrier relaxation is commonly called ELM crash although the recent experiments and simulations suggested that the relaxation is triggered by solitary perturbations rather than by ELM eigenmodes [9–11].

The ELM crash should be avoided because the significant heat and particle flux can damage the plasma-facing walls albeit small beneficial effects such as removal of impurity particles from the plasma. It is crucial to understand the ELM dynamics to prevent or mitigate the explosive barrier relaxation. For a possible explanation of the nonlinear relaxation oscillations, phenomenological models for several types of ELMs have been proposed [12–15].

Nevertheless, as far as we know, the linear stability analysis has dominated most theoretical studies on ELMs [16], and there has been little work related to the dynamic behavior of ELMs (nonlinear oscillation). Accordingly, at present, the nonlinear mechanism is not fully clarified, and more thorough mathematical analysis is required. Especially, we emphasize that there is no precise explanation why the nonlinear oscillations exist in the $H$-mode plasma boundary. To solve it, recently, a Ginzburg-Landau type model was proposed with a prescribed mean shear flow (MSF) [14] based on the critical gradient model [12].
A. Main results

We employ the following Ginzburg-Landau (GL) type equation for the pressure perturbation $P(t, x) \in \mathbb{C}$ in the slab geometry with the space domain $\Omega = [-1, 1] \subset \mathbb{R}$ developed in [14]:

$$
\partial_t P(t, x) - \mu \partial_x^2 P(t, x) + \gamma_N |P(t, x)|^2 P(t, x) - (\gamma_L - iAV(x)) P(t, x) = 0, \quad (1)
$$

$$
\partial_x P(t, \pm 1) = 0,
$$

where $\partial_x^k f = \frac{\partial^k f}{\partial x^k}$ and $\partial_t^k f = \frac{\partial^k f}{\partial t^k}$ for a given function $f$ with $0 \leq k \in \mathbb{Z}$. Here, $A > 0$ is the shear flow strength including the effect of finite poloidal wavenumber, $V$ is the normalized prescribed mean-sheared function, $\gamma_L > 0$ is the linear growth rate, $\mu > 0$ is the cross-field turbulent heat diffusivity, and $\gamma_N > 0$ is the nonlinear damping. Notice that $P(x)$ with $|P| := (\gamma_L/\gamma_N)^{1/2}$ is the unique nonzero constant steady-state of (1) for $A = 0$. If we denote $P(t, x) = R(t, x) \exp(i\theta(t, x))$, then we can rewrite (1) as

$$
R_t = \mu \partial_x^2 R - \mu R |\partial_x \theta|^2 + \gamma_L R - \gamma_N R^3, \quad (2)
$$

$$
R \partial_t \theta = \mu R \partial_x^2 \theta + 2 \mu \partial_x R \partial_x \theta - AV(x) R. \quad (3)
$$

Substantial theoretical results exist for the GL equation because of its recurring importance in various subjects of physics. For an extensive review on GL equations with constant complex coefficients, refer to [17]. To our knowledge, however, there are few theoretical results for the GL equation with variable coefficients despite its potential. Nevertheless, some consequences with constant coefficients inspired us as follows. 1) a non-zero constant steady-state of the real GL equation is a unique linearly stable steady-state in a convex domain for the Neumann boundary condition [18]; 2) there exists a global attractor of the CGL equation [19, 20]. Inspired by them, we can show the following mathematical statement (see Appendix for the notations which are used in the statement).

**Theorem 1** Let $0 \neq V(x) \in L^\infty(\Omega)$ satisfy $V(-x) = -V(x)$ in $-1 < x < 1$ and $V(x_1) \leq V(x_2)$ if $x_1 < x_2$ almost everywhere in $\Omega = [-1, 1] \subset \mathbb{R}$. (a): For sufficiently small $A \geq 0$, there exists a unique linearly stable steady-state $P_A(x) = R_A(x) \exp(i\theta_A(x)) \in H_n^2(\Omega)$ of (7) such that $R_A(-x) = R_A(x)$ and

$$
\lim_{A \to 0} R_A(x) = (\gamma_L/\gamma_N)^{1/2}.
$$
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Besides, the first eigenvalues of linearly unstable steady-states for \(A = 0\) are bounded below; (b): For sufficiently large \(A > 0\), there does not exist nonzero steady-state \(P(x) = R(x) \exp(i\theta(x))\) of (1) such that \(R(-x) = R(x)\), \(R'(x) \leq 0\) if \(-1 < x < 0\) and \(R'(x) \geq 0\) if \(0 < x < 1\).

Theorem 1 (a) gives a clue that the behavior of solutions is independent of initial condition. Indeed, it is possible to show that a numerical solution \(P(t,x)\) for the complex GL equation (1) converges to the nonconstant steady-state for weak shear \(0 \leq A << 1\) (FIG. 1 (a)). Therefore, we predict that only the strong shear leads to ELM crash.

Theorem 1 (b) provides two possibilities; 1) there are only two types of the long-time behavior of \(P(t,x)\) for large \(A\): nonlinear oscillation or convergence to 0 (FIG. 2 (a)-(b)); 2) the long-time behavior of \(P(t,x)\) completely depends on the linear stability of the zero solution. These show that the occurrence of quasiperiodic ELM crash may depend on the parameters of the complex GL equation since the stability of the zero solution is unclear.

The detailed proof of Theorem 1 is provided in Appendix. The main reason why we consider the conditions for a steady-state in Theorem 1 (a)-(b) is that numerical simulations satisfy the conditions for \(R\) in Theorem 1 (b) (FIG. 1 (a)). We point out the existence of global attractors in \(H^1(\Omega)\) so that a solution of (1) is uniformly bounded in \(L^\infty(\Omega)\). It suffices to show that \(\|P\|^2_{H^1} + \|P\|^4_4 + \|P\|^2_{H^2} + \|P\|^6_6\) are uniformly bounded in time to show the existence of the global attractor in \(H^1(\Omega)\). For detailed reason, please see [19].

**Lemma 2** Let \(0 \neq V(x) \in H^1_n(\Omega)\). Then there exists a global attractor of (1) in \(H^1(\Omega)\) for \(A \geq 0\).

In Section III we compare Theorem 1 with numerical results. We summarise and conclude our results in Section III.

**II. NUMERICAL VERIFICATIONS**

We conduct numerical simulations for the pressure perturbation to support Theorem 1. We impose \(V(x) = \tanh(25x)\) for numerical verifications. It is possible to confirm that the small shear leads to a steady-state in FIG. 1 (a). It is observed that the magnitude \(|P(x)| = R(x)| of all steady-states \(P(x) = R(x) \exp(i\theta)\) in FIG. 1 (a) decreases in \(x \in [-1,0]\) and increases in \(x \in [0,1]\). This attribute in the profiles of steady-states is observed for a
FIG. 1: (a) The magnitude $|P(x)|$ of a steady-state $P(x)$ to (1) for $A$ with $\mu = \gamma_N = 1$, $\gamma_L = 10$, and $V(x) = \tanh(25x)$. (b) The time behavior of the magnitude $|P(t,x)|$ of a solution $P(t,x)$ to (1) with $\mu = \gamma_N = 1$, $A = 10$, and $V(x) = \tanh(25x)$ (the solid line: an initial stage; the dotted line: an intermediate stage; the dashed line: a final stage). The oscillation repeats these stages successively. $R = |P|$ in (a)-(b) satisfies $R' \leq 0$ in $-1 < x < 0$, and $R' \geq 0$ in $0 < x < 1$.

The solid line represents $|P(t,x)|$ when $|P(t,0)|$ peaks during the oscillation. After that, $|P(t,0)|$ drops to 0, so $|P(t,x)|$ reaches the dashed line finally. After the dashed line, $|P(t,x)|$ returns sharply to the solid line again. The dotted line shows an intermediate stage of the oscillation. $|P(t,x)|$ repeats this periodic oscillation without dissipation or blow-up. Moreover, many numerical results showed that $|P(t,x)|$ decreases in $x \in [-1,0]$ and increases in $x \in [0,1]$ for any time $t > 0$ during the nonlinear oscillations. These oscillations are related to quasiperiodic ELM crash \[14\].
FIG. 2: The evolution of the magnitude $|P(t,0)|$ of a solution $P(t,x)$ to (1) for $A$ with (a) $\mu = \gamma_N = 1$, $\gamma_L = 10$, $V(x) = \tanh(25x)$, and initial condition $P(0,x) = (\gamma_L/\gamma_N)^{1/2}$; (b) $\mu = \gamma_N = \gamma_L = 1$, $V(x) = \tanh(25x)$, and initial condition $P(0,x) = (\gamma_L/\gamma_N)^{1/2}$. The difference of $\gamma_L$ between (a) and (b) shows the different long-time behavior for large $A$ ((a): nonlinear oscillation; (b): convergence to 0).

FIG. 3: The evolution of the magnitude $|P(t,x)|$ (color bar) of a solution $P(t,x)$ to (1) for $A = 10$ with (a) $\mu = \gamma_N = 1$, $\gamma_L = 10$, $V(x) = \tanh(25x)$, and initial condition $P(0,x) = (\gamma_L/\gamma_N)^{1/2}$; (b) $\mu = \gamma_N = \gamma_L = 1$, $V(x) = \tanh(25x)$, and initial condition $P(0,x) = (\gamma_L/\gamma_N)^{1/2}$. The difference of $\gamma_L$ leads to the different long-time behavior for large $A$ ((a): nonlinear oscillation; (b): convergence to 0).
FIG. 2 (a) shows that the change of the time behavior of $|P(t,0)|$ for $A$. $|P(t,0)|$ converges to a constant for small $A$ (0.0, 2.5, and 5.0 in FIG. 2 (a)), meaning that $|P(t,x)|$ converges to a steady-state. However, in the case of $A = 7.5$, it is shown that $|P(t,0)|$ oscillates without dissipation. Theorem 1 (a) explains this bifurcation to the nonlinear oscillation from the steady-state because it is hard to expect steady-states except the zero solution for large $A$.

However, we emphasize that Theorem 1 (b) provides a possibility that a solution may converge to 0. Indeed, FIG. 2 (b) shows the convergence to the zero solution in $t$ with the change of $\gamma_L$ to 1 from 10 for large $A$ (25.0 in FIG. 2 (b)). Therefore, the long time behaviors between $\gamma_L = 1$ and $\gamma_L = 10$ are completely different for large $A$. FIG. 3 (a)-(b) represent the time behavior of $|P(t,x)|$ with $A = 10$ for $\gamma_L = 1$ and 10 respectively. We also tested many cases by changing parameters and concluded that there are only two cases, that is, the nonlinear oscillation and the convergence to the zero solution.

It is important to understand the individual components of (2) to evaluate the relevance of our analysis to the experimental observed ELM dynamics. There are the dissipation term $\mu R''$ which has a role for flattening $R$, the linear growth term $\gamma_L R$, nonlinear decay term $\gamma_N R^3$, and the term $|\theta'|^2 R$ related to the shear although the shear affects $\theta'$ implicitly. Without the shear, the magnitude $R(t,x)$ and the phase $\theta'(t,x)$ of the pressure perturbation $P(t,x) = R(t,x) \exp(i\theta(t,x))$ converge to $(\gamma_L/\gamma_N)^{1/2}$ and 0 respectively as $t \to \infty$, but with nonzero $A > 0$, $|\theta'|$ is nonzero, so the term $R|\theta'|$ has a role to press $R$ perpetually. Besides, during the evolution, $|\theta'|$ is increasing in $−1 < x < 0$, decreasing in $0 < x < 1$, and maximum at $x = 0$ at any time $t$ for suitable initial conditions. Consequently, the nonzero shear ($A > 0$) acts like a force to press $R$ such that it attains its maximum at the center ($x = 0$). This is why the profile of $R(t,x)$ is minimum at $x = 0$. For large shear ($A >> 1$), the pressing force is dominant for $R > 0$, so $R(t,0)$ approaches 0. During this procedure, the change of the slope of $R$ in a neighborhood of $x = 0$ is so large that the term $\mu R''$ strongly affects the profile of $R$ as a restoration force with $\gamma_L R$. Therefore, the terms $\mu R''$ and $\gamma_L R$ acting as the restoring forces and the term $R|\theta'|$ acting as the pressing force compete with each other. Here, we ignore $\gamma_N R^3$ due to $\gamma_N R^3 << \gamma_L R$ if $R << 1$. $\gamma_N R^3$ has a role to prevent the blowing-up of $R$. If $\gamma_L$ is weak, the restoring forces are insufficient to restore completely, so $R(t,x)$ converges to 0. Conversely, if $\gamma_L$ is strong, $R(t,x)$ has a tendency to restore completely, so $R(t,x)$ oscillates periodically.
The numerical results (in particular, FIG. 2(a)) along with Theorem 1 provide a coherent picture on the ELM dynamics observed in the KSTAR tokamak [10, 21, 22]. The quasi-steady ELM state [10, 21] may correspond to the situation where the shear flow is not sufficiently developed and below the bifurcation threshold. Furthermore, if the shear parameter $A$ is allowed to evolve in time, the abrupt transition from the quasi-steady state to the crash state [10, 21] may correspond to the situation where the shear flow gradually increases and exceeds the bifurcation threshold, which is plausible in the boundary of $H$-mode plasmas [3]. This scenario would lead to quasi-periodic ELM oscillations (development of ELM and its crash), the common situation for the conventional $H$-mode plasmas. On the other hand, the suppression of the burst of ELM filaments by external magnetic perturbations [22] may be explained by the reduction of the flow due to the magnetic perturbation (i.e., weakening of the parameter $A$) below the bifurcation threshold.

To conclude, the shear acts like a force to press the magnitude of the pressure perturbation, especially, strongly in a neighborhood of the center $x = 0$, so the sharp change around $x = 0$ occurs if the shear is large. If $\gamma_L$ is large compared to $\mu > 0$, the dissipation term $\mu R''$ and the linear growth term $\gamma_L R$ completely restore $R$ to the original state, so nonlinear oscillations occur. If the restoring effect by $\mu R''$ and $\gamma_L R$ is insufficient, $R$ converges to 0 as $t \to \infty$.

III. CONCLUSION

In summary, we obtained theoretical results to dramatically reduce the number of cases of the long time behavior of $P(t, x)$ in (1) which is a Ginzburg-Landau type model for ELMs in the one-dimensional case $\Omega = [-1, 1]$. Besides, we also confirmed that these are consistent with the numerical results.

For the weak shear ($A << 1$), it is reasonable that solutions of (1) converge to a steady-state which is obtained in Theorem (a). For the strong shear ($A >> 1$), it makes sense that solutions are to either converge to the zero solution or oscillate nonlinearly by Theorem (b). Besides, we confirmed that our results coincide with numerical results.

From these theoretical results, we believe that the model (1) for ELMs is quite reliable and useful for better understanding of the relaxation behavior which occurs in nature.
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Appendix

In this appendix, we prove Theorem 1. For convenience, we set \( \mu = \gamma_L = \gamma_N = 1 \) in (1).

We will use the following function spaces:

\[
L^p (\Omega) = \left\{ f(x) : \| f \|_p = \| f \|_{L^p} < \infty \right\},
\]

\[
H^k (\Omega) = \left\{ f(x) : \| f \|_{H^k} < \infty \right\},
\]

\[
H^k_n (\Omega) = \left\{ f(x) \in H^k (\Omega) : \partial_x f (\pm 1) = 0 \right\},
\]

\[
H^k_0 (\Omega) = \left\{ f(x) \in H^k (\Omega) : f (\pm 1) = 0 \right\},
\]

with \( 1 \leq p \in \mathbb{R} \) and \( 0 \leq k \in \mathbb{Z} \), where

\[
\| f \|_p = \left( \int_{\Omega} |f(x)|^p \, dx \right)^{1/p}, \quad \| f \|_{H^k} = \left( \sum_{j=0}^k \left\| \frac{d^j f}{dx^j} \right\|_2^2 \right)^{1/2}.
\]

Finally, we use \( C > 0 \) to denote a generic constant which is independent of parameters which we mainly consider in this paper.

Proof of Theorem 1 (a)

In the case of \( A = 0 \), we already know that \( R \equiv 1 \) and \( \theta = c \) satisfy a solution of (2)-(3) for any constant \( c \). Without loss of generality, we assume that \( \theta (0) = 0 \). We consider the perturbation

\[
R = 1 + r, \quad \theta = \theta + 0,
\]

so that we can express (2) as

\[
\partial_t r - \partial_x^2 r + 2r = -3r^2 - r^3 - (1 + r) w^2, \quad (A.4)
\]

\[
(1 + r) \partial_t w - (1 + r) \partial_x w = 2w \partial_x r - AV(x) (1 + r), \quad (A.5)
\]
where \( w = \partial_x \theta \).

From now, we consider that both \( r \) and \( \theta \) are independent of \( t \). Then we can represent (A.5) as
\[
R(x)^2 w(x) = A \int_{x}^{\infty} V(x) R(x)^2 \, ds. \tag{A.6}
\]
Due to \( w(\pm 1) = 0 \), (A.6) should satisfy the following compatibility condition for the Neumann boundary conditions as
\[
\int_{-1}^{1} V(x) R(x)^2 \, ds = 0 \text{ for } A \neq 0. \tag{A.7}
\]
Note that (A.7) can be possible if \( R(x) \) is even. Moreover, if \( R(x) \) is even, \( w(x) \) should be even. Indeed, we can derive \( w(x) = w(-x) \) if \( R(x) \) is even since
\[
R^2(x) w(x) = \int_{-1}^{1} AV(s) R^2(s) \, ds - \int_{x}^{1} AV(s) R^2(s) \, ds = - \int_{x}^{1} AV(s) R^2(s) \, ds,
\]
\[
R^2(x) w(-x) = \int_{-1}^{-x} AV(s) R^2(s) \, ds = - \int_{1-x}^{1} AV(s) R^2(s) \, ds,
\]
for any \( x \in \Omega \). Then we can also deduce that \( \theta(-x) = -\theta(x) \) due to \( \theta(0) = 0 \). We will show the existence and uniqueness of \( r \) and \( w \) which satisfy (A.4)-(A.5) if \( r \) and \( w \) are sufficiently small in norms on \( H^2(\Omega) \) and \( H^1_0(\Omega) \) respectively.

We first consider the following linear problem.
\[
-\partial_x^2 r + 2r = f, \tag{A.8}
\]
\[
-\partial_x w = g. \tag{A.9}
\]
where \( f \) and \( g \) are given as \( f \in L^2(\Omega) \) and \( g \in L^2(\Omega) \) such that \( \int_{-1}^{1} g(x) \, dx = 0. \) Then there exist unique solutions \( r \in H^2_a(\Omega) \) and \( w \in H^1_0(\Omega) \) of (A.8)-(A.9) such that there is a constant \( C > 0 \) such that
\[
\|r\|_{H^2} \leq C \|f\|_2^2, \quad \|w\|^2_{H^1} \leq C \|g\|^2_2.
\]
Now we consider the following problem
\[
-\Delta r + 2r = f(q, \omega), \tag{A.10}
\]
\[
-\partial_x w = g(q, \omega), \tag{A.11}
\]
with
\[
f(q, \omega) = -3q^2 - q^3 - (1 + q) \omega^2,
\]
\[
g(q, \omega) = 2 \frac{\partial_x q \omega}{(1 + q)} - AV(x) (1 + q).
\]
We assume that \( q \) and \( \omega \) belong to \( B^2_{n,\varepsilon} \) and \( B^1_{0,\varepsilon} \) respectively such that

\[
B^2_{n,\varepsilon} = \{ f \in H^2_n(\Omega) : f(-x) = f(x), \| f \|_{H^2}^2 \leq \varepsilon^2 \},
\]

\[
B^1_{0,\varepsilon} = \{ f \in H^1_0(\Omega) : f(-x) = f(x), \| f \|_{H^1}^2 \leq \varepsilon^2 \},
\]

for sufficiently small \( \varepsilon << 1 \). Then by the Sobolev embedding theorem (see Chapter 5 in [23]), we can easily show that

\[
\| q \|_\infty^2 \leq C\| q \|_{H^2}^2 \leq C\varepsilon^2, \quad \| \nabla q \|_\infty^2 \leq C\| q \|_{H^2}^2 \leq C\varepsilon^2,
\]

(A.12)

for some constant \( C > 0 \). Therefore, for sufficiently small \( \varepsilon << 1 \), \( f(q, \omega) \) and \( g(q, \omega) \) are well-defined in \( L^2(\Omega) \). Moreover, we can also show that \( f(q, \omega)(-x) = f(q, \omega)(x) \) and \( g(q, \omega)(-x) = -g(q, \omega)(x) \) if \( q \) and \( \omega \) are even so that \( f^1_{-1}(q, \omega) = 0 \).

Accordingly, we can define the following operator \( S(q, \omega) = (r, w) : B^2_{n,\varepsilon} \times B^1_{0,\varepsilon} \to H^2_n(\Omega) \times H^1_n(\Omega) \), where \( r \) and \( w \) are solutions of (A.10)-(A.11) such that they are both even. Besides, using (A.12), we can deduce that there is a \( C > 0 \) such that

\[
\| r \|_{H^2}^2 + \| w \|_{H^1}^2 \leq C \left( \| q \|_{H^2}^4 + \| q \|_{H^2}^6 + \| \omega \|_{H^1}^4 \left( 1 + \| q \|_{H^2}^2 \right) \right)
\]

\[
+ C \frac{\| q \|_{H^2}^2 \| \omega \|_{H^1}^2}{1 - C \| q \|_{H^2}^2} + CA^2 \left( 1 + \| q \|_{H^2}^2 \right),
\]

\[
\leq \varepsilon^2,
\]

with sufficiently small \( A << 1 \) so that \( S : B^2_{n,\varepsilon} \times B^1_{0,\varepsilon} \to B^2_{n,\varepsilon} \times B^1_{0,\varepsilon} \) for sufficiently small \( \varepsilon \) and \( A << 1 \). Using this fact and (A.12) again, we can estimate the differences \( \tilde{r} = r_1 - r_2, \tilde{w} = w_1 - w_2 \) for \( (r_1, w_1) = S(q_1, \omega_1), (r_2, w_2) = S(q_2, \omega_2) \in B^2_{n,\varepsilon} \) as

\[
\| \tilde{r} \|_{H^2}^2 + \| \tilde{w} \|_{H^1}^2 \leq C \left( \| \tilde{q} \|_{H^2}^2 + \varepsilon \| \tilde{\omega} \|_{H^2}^2 + \varepsilon^2 \| \tilde{q} \|_{H^2}^2 + \varepsilon \| \tilde{\omega} \|_{H^2}^2 \right)
\]

\[
\leq \frac{1}{2} \left( \| \tilde{q} \|_{H^2}^2 + \| \tilde{\omega} \|_{H^2}^2 \right),
\]

for some \( C > 0 \) and sufficiently small \( \varepsilon << 1 \). Then we can use the Banach fixed point theorem (see Chapter 9 in [23]) so that we can show the existence and uniqueness of solution \( r \) and \( w \) of (A.4)-(A.5).

Finally, the linearized equation of (A.4) on \( r \) is

\[
r_t - \Delta r + r |\nabla \theta|^2 + 2r = 0.
\]

(A.13)
Then multiplying \( r \) to (A.13) and integrating in \( x \) yield

\[
\frac{d}{dt} \| r \|_2^2 \leq 2 \| r \|_2^2.
\] (A.14)

Therefore, we can conclude that \( r \) is linearly stable due to (A.14). It is known that any nonconstant steady-state of (1) for \( A = 0 \) is linearly unstable in a convex bounded domain [18]. Moreover, the zero solution is unstable for \( A = 0 \). Let \( \{ P_{0,t}, \lambda_{0,t} \}_{t \in S} \) be a set of linearly unstable steady-states \( \{ P_{0,t} \}_{t \in S} \) and the first eigenvalues \( \{ \lambda_{0,t} \}_{t \in S} \) such that \( \{ \lambda_{0,t} \}_{t \in S} \to 0 \) of (1) for \( A = 0 \) with an index set \( S \). Because of the uniform boundedness of \( \{ P_{0,t} \}_{t \in S} \) in \( H^1(\Omega) \), we can choose a subsequence \( \{ P_{0,m(\sigma)}, \lambda_{0,m(\sigma)} \}_{\sigma=1}^\infty \) of \( \{ P_{0,t}, \lambda_{0,t} \}_{t \in S} \) such that \( V \in H^2_n(\Omega) \) exists such that

\[
P_{0,m(\sigma)} \to V \text{ weakly in } H^1_n(\Omega),
\]

\[
P_{0,m(\sigma)} \to V \text{ strongly in } L^2(\Omega),
\]

as \( \sigma \to 0 \) (See Appendix D in [23]). Then \( V \) is a steady-state, and it is not linearly unstable \( \left( \lim_{\sigma \to \infty} \lambda_{0,m(\sigma)} = 0 \right) \), so \( |V| = 1 \), but it is a contradiction because of the definition of the stability. To conclude, there is some constant \( C^* > 0 \) such that

\[0 < C^* < \lambda_{0,t},\]

uniformly in \( l \).

Therefore, we can complete the proof of Theorem 1 \((a)\).

**Proof of Theorem 1 \((b)\)**

We consider (2)-(3) without \( t \). Moreover, we use \( \theta = \frac{d}{dx} \). Multiplying \( R(x) \theta(x) \) to (3) and integrating in \( x \) yield

\[
\int_{-1}^{1} \left( R^2 \theta'' + 2R(R') \theta' \right) dx = -\int_{-1}^{1} R^2 |\theta'|^2 dx \text{ by integration by parts} \quad (A.15)
\]

\[
= \int_{-1}^{1} AV R^2 \theta dx \leq 0,
\]

due to the Neumann boundary condition. Besides, multiplying \( R \) to (3), integrating in \( x \), and applying (A.15), we can obtain

\[
\| R' \|_2^2 + \int_{-1}^{1} R'^4 dx - \int_{-1}^{1} R^2 (1 + A \theta V) dx = 0. \] (A.16)
Now we prove that if $V$ satisfies the conditions in Theorem 1 then there is no $R(x)$ such that $R'(x) \leq 0$ in $[-1, 0]$ and $R(x) \geq 0$ except $R(x) \equiv 0$ for sufficiently large $A$. By (A.16), it suffices to show

$$- \int_{-1}^{1} R^2 (1 + A \theta V) \, dx \geq 0,$$

for sufficiently large $A > 0$.

We can generally assume that $R(x) > 0$ for $-1 \leq x \leq 1$ if $R(x)$ is nonconstant. Indeed, recall that we consider $0 < R(x)$ such that $R'(x) \leq 0$ in $-1 \leq x < 0$ and $R'(x) \geq 0$ in $-1 \leq x < 0$. If $R(-1) = R(1) > 0$ initially, then $\theta'(0) < 0$ by (A.6). If $R(0) = 0$ ($\min_{-1 \leq x \leq 1} R(x) = R(0)$), then (3) leads to $R'(0) \theta'(0) = 0$. Due to $\theta'(0) < 0$, $R'(0) = 0$. With the help of ODE theory, however, then we can conclude that $R(x) \equiv 0$ for $-1 \leq x \leq 1$ if $R(0) = R'(0) = 0$.

By (A.6) and the conditions for $V(x)$, $\theta'$ is nonpositive. Besides, since $R(x)$ attains a minimum at $x = 0$, so it leads to $\frac{R^2(x)}{R^2(0)} \geq 1$ for any $-1 \leq x \leq 1$ and

$$|\theta'(0)| \geq -A \int_{-1}^{0} V(s) \, ds,$$

by (A.6). Since $\theta'(x)$ is continuous in $-1 < x < 0$ by (A.6), there is a region $\tilde{x} < x < 0$ such that

$$|\theta'(x)| \geq -\frac{A}{2} \int_{-1}^{0} V(s) \, ds.$$

Notice that $\tilde{x}$ is independent of $A$. Therefore, we obtain

$$\theta(x) = - \int_{x}^{\tilde{x}} \theta'(y) \, dy - \int_{\tilde{x}}^{0} \theta'(y) \, dy \geq - \int_{\tilde{x}}^{0} \theta'(y) \, dy \geq \frac{A \tilde{x}}{2} \int_{-1}^{0} V(s) \, ds,$$

for $-1 \leq x \leq \tilde{x} < 0$.

Using (III), we can compute (A.17) as

$$- \int_{-1}^{1} R^2 \left(1 + A \theta V\right) \, dx \geq -2 \int_{-1}^{\tilde{x}} R^2 A \theta V \, dx - 2 \int_{-1}^{0} R^2 \, dx$$

$$\geq -A^2 \tilde{x} \left(\int_{-1}^{0} V(s) \, ds\right) \int_{-1}^{\tilde{x}} R^2(x) V(x) \, dx$$

$$- 2 \int_{-1}^{\tilde{x}} R^2 \, dx - 2 \int_{\tilde{x}}^{0} R^2 \, dx.$$ 

Because $0 < |V(x)| < C$ in $-1 \leq x \leq \tilde{x} < 0$ for a constant $C > 0$, then it is easy to show

$$- \frac{A^2 \tilde{x}}{2} \left(\int_{-1}^{0} V(s) \, ds\right) \int_{-1}^{\tilde{x}} R^2(x) V(x) \, dx > 2 \int_{-1}^{\tilde{x}} R^2(x) \, dx,$$

(A.19)
if we choose large $A > 0$. Besides, since

$$-\frac{A^2 \tilde{x}}{2} \left( \int_{-1}^{0} V(s) \, ds \right) \int_{-1}^{\tilde{x}} R^2(x) \, V(x) \, dx \geq -\frac{A^2 \tilde{x}}{2} \left( \int_{-1}^{\tilde{x}} V(s) \, ds \right)^2 R^2(\tilde{x}),$$

if we choose $A > 0$ such that

$$-\frac{A^2 \tilde{x}}{2} \left( \int_{-1}^{\tilde{x}} V(s) \, ds \right)^2 R^2(\tilde{x}) > -2\tilde{x} R^2(\tilde{x}),$$

then it is also obtainable that

$$-\frac{A^2 \tilde{x}}{2} \left( \int_{-1}^{0} V(s) \, ds \right) \int_{-1}^{\tilde{x}} R^2(x) \, V(x) \, dx > 2 \int_{\tilde{x}}^{0} R^2 \, dx,$$

for large $A > 0$. Consequently, substituting (A.19) and (A.20) into (A.18), we can show (A.17).

Hence, Theorem I (b) follows immediately.
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