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Abstract

We present an efficient and accurate energy-conserving implicit particle-in-cell (PIC) algorithm for the electrostatic Vlasov system, with particular emphasis on its high robustness for simulating complex plasma systems with multiple physical scales. This method consists of several indispensable elements: (i) the reformulation of the original Vlasov-Poisson system into an equivalent Vlasov-Ampère system with divergence-/curl-free constraints; (ii) a novel structure-preserving Fourier spatial discretization, which exactly preserves these constraints at the discrete level; (iii) a preconditioned Anderson-acceleration algorithm for the solution of the highly nonlinear system; and (iv) a linearized and uniform approximation of the implicit Crank-Nicolson scheme for various Debye lengths, based on the generalized Ohm’s law, which serves as an asymptotic-preserving preconditioner for the proposed method. Numerical experiments are conducted, and comparisons are made among the proposed energy-conserving scheme, the classical leapfrog scheme, and a Strang operator-splitting scheme to demonstrate the superiority of the proposed method, especially for plasma systems crossing physical scales.
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1 Introduction

The Vlasov equation is a fundamental kinetic model of collisionless plasmas, which describes the evolution of the probability distribution function of electrically charged particles in six-dimensional phase space under self-induced and/or externally imposed electromagnetic fields [21]. This self-consistent coupling between the Vlasov equation and Maxwell or Poisson equation through the charge density and current density terms is highly nonlinear, especially when multiple physical and time scales co-exist in the system.

The high dimensionality, nonlinearity, multi-scale nature and various mathematical structures and properties of the system pose formidable challenges in the numerical simulation of plasma kinetic models [53, 58]. One widely-used method to overcome the “curse of dimensionality” issue is the particle-in-cell (PIC) method [46, 47, 56, 71, 7, 36, 24, 49]. It approximates the Vlasov equation by Newton’s second law of motion for a sequence of macro particles, and the interplay between macro particles and the electromagnetic fields is through the Lorenz force, charge density and current density terms, calculated via particle-grid interpolations and projections [26].

Nowadays, much effort have been made to develop structure-preserving PIC methods that can preserve the inherent physical properties and mathematical structures of the plasma system, such as charge [23, 28, 72], momentum [54, 64, 19] and energy [34, 12] conservations, curl-free constraint of the electric field (under the zero-magnetic limit) and divergence-free constraint of the magnetic field [44, 60], and the Hamiltonian structure of the physical system [59, 50, 32]. Among them, special attention is paid to the energy-conserving schemes [48, 14, 31], as they can effectively overcome finite-grid instability [20, 33] and mitigate the particle self-heating or self-cooling issues [35]. There is a vast amount of literature on energy-conserving schemes for the Vlasov-Maxwell (VM) system [16, 52, 48, 17, 38] but relatively few studies for Vlasov-Poisson (VP) equations [15]. This is mainly because Gauss’s law in the VP system plays the role of a constraint, and the electric field responds instantaneously to charge density [46]. Chen et al. [15] proposed an energy-conserving fully-implicit PIC scheme for the one-dimensional VP system, in which the critical step is to rewrite the VP system into an equivalent Vlasov-Ampère (VA) system. Nevertheless, this technique could not be directly extended to a high-dimensional case. In two and three dimensions, the electric field in the Maxwell-Ampère equation is required to be irrotational, and an artificial divergence-free variable needs to be introduced to guarantee the equivalence of the VP/VA systems. The curl-free and divergence-free constraints must be preserved exactly at the discrete level to ensure energy conservation. The first contribution of this paper is to propose a structure-preserving Fourier discretization method that precisely preserves these constraints, which, together with the time-centred Crank-Nicolson (CN) scheme [22, 70], leads to an energy-conserving scheme for the high-dimensional VA system.

In the numerical simulation of plasma systems, one primary and challenging issue is handling quasi-neutrality. Specifically, when the Debye length and plasma period are small compared to the space and time scales, it is called a quasi-neutral system [13, 43]. Though the proposed fully-implicit PIC scheme preserves the total energy, as the problem approaches the quasi-neutral limit, the nonlinear coupling dominates, and the resultant system be-
comes increasingly difficult to solve. The second contribution of this paper is to propose an asymptotic-preserving preconditioner, which is a linearized and uniform approximation concerning the Debye length for the fully-implicit scheme and remains non-degenerate even if the Debye length goes to zero. This idea originates from the asymptotic-preserving reformulation proposed by Degond et al. [25] (see [39, 40] for a review of the asymptotic-preserving schemes), where a generalized Ohm’s law obtained from the Vlasov equation is used to discretize the current density in the Ampère equation. The fully-implicit energy-conserving scheme, in combination with the asymptotic-preserving preconditioner and a preconditioned Anderson-acceleration algorithm, significantly improves the computational efficiency of the proposed method. In addition to the fully-implicit method, we offer an energy conservation algorithm that decouples the updation of particle positions from the solution of particle velocities and electromagnetic fields. This is obtained with the help of operator splitting [11, 76, 69] and the structure-preserving Fourier discretizations [2]. Comparisons are made among the proposed methods and the classical leapfrog scheme to demonstrate the scope of applicability of these methods.

The outline of this paper is as follows. In Section 2, the reformulation of the Vlasov-Poisson system into the Vlasov-Ampère system with divergence-free and curl-free constraints is introduced and the equivalence of the VP and VA models is verified. Section 3 is denoted to the structure-preserving Fourier discretizations, which guarantee exact preservations of these constraints. A fully-implicit energy-conserving scheme with an asymptotic-preserving preconditioner and its solution algorithm based on Anderson-acceleration method are proposed in Section 4. Section 5 is for an energy-conserving Strang operator-splitting scheme, which further reduces the computational cost of the fully-implicit scheme. Various numerical experiments are conducted in Section 6 to show the accuracy, efficiency and robustness of the proposed method. Finally, we conclude in Section 7 with some closing remarks.

2 Electrostatic Vlasov-Poisson/Ampère system

Under the zero-magnetic field limit, a collisionless plasma is often described by the Vlasov-Poisson (VP) system as follows:

\[
\begin{align*}
\partial_t f_s(x, v, t) + v \cdot \nabla_x f_s(x, v, t) &+ \frac{q_s}{m_s} E(x, t) \cdot \nabla_v f_s(x, v, t) = 0, \\
\nabla \cdot E(x, t) &= \frac{\rho(x, t)}{\epsilon_0}, \\
E(x, t) &= -\nabla \phi(x, t).
\end{align*}
\]

(2.1)

Here \( f_s(x, v, t) \) is the distribution function of particles of species \( s = 1, \ldots, n \) at position \( x \in \Omega_x \) with velocity \( v \in \Omega_v \) at time \( t \in \mathbb{R}^+ \), \( E(x, t) \) and \( \phi(x, t) \) are the electric field and electric potential, respectively, \( \epsilon_0 \) is the dielectric permittivity in vacuum, \( q_s \) and \( m_s \) are the valence and mass of particles of species \( s \). Number density of particles of species \( s \), charge
density $\rho(x, t)$ and current density $J(x, v, t)$ are defined as

$$n_s(x, t) = \int_{\Omega_v} f_s dv, \quad \rho(x, t) = \sum_s q_s \int_{\Omega_v} f_s dv, \quad J(x, v, t) = \sum_s q_s \int_{\Omega_v} f_s v dv. \quad (2.2)$$

By taking the integral of the Vlasov equation (2.1a) with respect to the velocity field and summing over $s$, $\rho(x, t)$ and $J(x, v, t)$ are related to each other by the resultant charge continuity equation

$$\frac{\partial \rho(x, t)}{\partial t} + \nabla \cdot J(x, v, t) = 0. \quad (2.3)$$

The VP system is supplemented with the following initial condition

$$f_{s,0}(x, v) = f_s(x, v, 0), \quad E_0(x) = E(x, 0), \quad (2.4)$$

and the given initial data needs to satisfy the compatible condition for the well-posedness of the problem

$$\nabla \cdot E_0(x) = \frac{n_0}{\varepsilon_0} = \frac{1}{\varepsilon_0} \sum_s q_s \int_{\Omega_v} f_{s,0}(x, v) dv. \quad (2.5)$$

For simplicity, we assume that $f_s$ and $E$ satisfy the periodic boundary condition.

Without loss of generality, from now on we consider the case where ions with unit positive charge $e > 0$ form a homogeneous motionless background, and electrons with charge $-e$ are the only species in this system. Define the Debye length $\lambda_D$ and the electron plasma period $\tau_p$ by

$$\lambda_D = \sqrt{\frac{\varepsilon_0 k_B T_e}{e^2 n_e}}, \quad \tau_p = \sqrt{\frac{m_e \varepsilon_0}{e^2 n_e}}, \quad (2.6)$$

where $k_B$ is the Boltzmann constant, $T_e$ is the temperature, $m_e$ and $n_e$ are the mass and number density of electrons, respectively. We briefly comment on the non-dimensionalization procedure, which has been addressed in detail in [25]. Let $x_0$ denote the length scale, $t_0$ the time scale, $E_0$ the electric intensity scale, and $n_0$ the number density scale. Besides, the charge and mass of particles are normalized by unit charge $e$ and mass of electron $m_e$ individually, and normalization parameter of velocity is $v_0 = x_0/t_0$. In the case of uniformly-distributed ions, we take $n_0 = n_i$, with $n_i$ the number density of ions.

| variables/parameters | normalization | variables/parameters | normalization |
|---------------------|---------------|---------------------|---------------|
| $x$                 | $x_0$         | $t$                 | $t_0$         |
| $v$                 | $v_0$         | $f$                 | $n_0/v_0$     |
| $n$                 | $n_0$         | $q$                 | $q_e$         |
| $E$                 | $E_0$         | $J$                 | $e n_0 v_0$   |
| $m$                 | $m_e$         | $\rho$              | $e n_0$       |

Table 2.1: Normalization of variables and simulation parameters
By consistently normalizing the physical variables and parameters using Table 2.1 and assuming \( e x_0 E_0/(m_e v_0^2) = 1, \) \( v_0 B_0/E_0 = 1, \) \( v_0/v_{th,0} = 1, \) which is compatible with the most common assumptions of the MHD models [8], the resultant non-dimensionalized system will retain the same form as the dimensional one as follows:

\[
\begin{align*}
\partial_t f_s(x, v, t) + v \cdot \nabla_x f_s(x, v, t) - E(x, t) \cdot \nabla_v f_s(x, v, t) &= 0 \\
\lambda^2 \nabla \cdot E(x, t) &= \rho(x, t) \\
E(x, t) &= -\nabla \phi(x, t)
\end{align*}
\] (2.7a)

where \( \lambda = \lambda_D/x_0. \) Considering our one-species assumption, the subscript \( s \) of distribution function \( f \) is omitted, and \( \rho(x, t) = 1 - n(x, t). \) All the variables and parameters have been appropriately normalized based on Table 2.1 hereunder unless otherwise specified.

The main difficulty of developing energy-conserving schemes for system (2.7) resides in Gauss’s law (2.7b), in which the change of the electric field depends instantaneously on the density function. To overcome this obstacle, system (2.7) is reformulated into the following Vlasov-Ampère (VA) system:

\[
\begin{align*}
\partial_t f + v \cdot \nabla_x f - E \cdot \nabla_v f &= 0, \\
\lambda^2 \partial_t E - \Theta + J &= 0, \\
\nabla \times E &= 0, \\
\nabla \cdot \Theta &= 0,
\end{align*}
\] (2.8a)

where \( \Theta(x, t) \) is an artificial solenoidal field to guarantee the equivalence of VP and VA models, as is shown in Theorem 2.1.

**Theorem 2.1.** The Vlasov-Poisson system (2.7) and the Vlasov-Ampère system (2.8) are equivalent, given that \( \lambda^2 \nabla \cdot E(x) = \rho(x) \) is satisfied at \( t = 0. \)

**Proof.** (VP \( \Rightarrow \) VA): Let us first derive the proposed Vlasov-Ampère equations from the Vlasov-Poisson equations. One takes the temporal derivative of Eq. (2.7b) to obtain

\[
\lambda^2 \nabla \cdot \partial_t E = \partial_t \rho.
\] (2.9)

The charge continuity equation (2.3) is then substituted into the above, which leads to

\[
\nabla \cdot \left( \lambda^2 \partial_t E + J \right) = 0.
\] (2.10)

This means \( \epsilon_0 \lambda^2 \partial_t E + J \) is a solenoidal field, which can be represented by an auxiliary divergence-free field \( \Theta, \) i.e.,

\[
\lambda^2 \partial_t E + J = \Theta.
\] (2.11)

Due to Eq. (2.7c) and the fact that \( \Theta \) is solenoidal, one arrives at the VA system (2.8).

(VP \( \Leftarrow \) VA): Now it remains to recover the VP system (2.7) from the VA system (2.8).
Firstly, Eq. (2.7c) can be directly obtained by the irrotational property of $E$ in Eq. (2.8c). Then one takes the divergence of Eq. (2.8b) to obtain
\[ \lambda^2 \nabla \cdot \partial_t E + \nabla \cdot J = 0, \] (2.12)
where the divergence-free constraint of $\Theta$ in Eq. (2.8d) has been used. Again inserting the charge continuity equation (2.3) into the above, one arrives at
\[ \partial_t (\nabla \cdot \lambda^2 E - \rho) = 0, \] (2.13)
which indicates that the Gauss’s law (2.7b) is guaranteed if it is obeyed at $t = 0$. □

Remark 2.1. The idea of developing energy-conserving scheme via the reformulation of the VP system to the VA system can be traced back to Chen et al. [15], where they proposed the following one-dimensional VA reformulation:
\[ \partial_t f + v \partial_x f - E \partial_v f = 0, \] (2.14a)
\[ \lambda^2 \partial E \partial t + J = \langle J \rangle, \] (2.14b)

and $\langle J \rangle = \int J dx / \int dx$ is proven to be a constant and independent of space $x$ and time $t$. However, for a system with two/three spatial dimensions, $\langle J \rangle$ in Eq. (2.14b) will be replaced by a solenoidal field depending on $x$ and $t$ as shown in Eq. (2.11) and numerical difficulties are induced in satisfying the curl-and divergence-free constraints in Eqs. (2.8c)-(2.8d). It is worthwhile to point out that the reformulation of the Poisson equation into the curl-free constrained Ampère equation has been explored in [62] for the Poisson-Nernst-Planck system, where a local curl-free relation iterative algorithm (originated in [51] for Coulomb interactions) is adopted to deal with these constraints, and it was further shown in [63] that structure-preserving schemes can be constructed based on the Ampère formulation.

The energy conservation law of the Vlasov-Ampère system (2.8) is expounded in Theorem 2.2.

**Theorem 2.2 (Energy conservation law of the Vlasov-Ampère system).** The Vlasov-Ampère system and its equivalent Vlasov-Poisson system with the periodic boundary condition satisfy the following energy conservation law:
\[ \frac{d}{dt} \left( \frac{\lambda^2}{2} \int_{\Omega_x} |E|^2 dx + \sum_s \frac{1}{2} \int \int_{\Omega_x \times \Omega_v} f |v|^2 dx dv \right) = 0. \] (2.15)

Proof. By multiplying Eq. (2.8a) by $|v|^2/2$ and integrating the resultant equation over $\Omega_x$, $\Omega_v$, we have
\[ \frac{1}{2} \int \int_{\Omega_x \times \Omega_v} \left[ f |v|^2 + (v \cdot \nabla_x f) |v|^2 - (E \cdot \nabla_v f) |v|^2 \right] dx dv = 0. \] (2.16)
Then through taking integration by parts and imposing periodic or Dirichlet boundary conditions, the second term in the above equation vanishes, and the last term becomes

\[
\frac{1}{2} \int_{\Omega_x \times \Omega_v} |E \cdot \nabla_v f|^2 dv = -\int_{\Omega_x} E \cdot \left( \int_{\Omega_v} f \, dv \right) dx = \int_{\Omega_x} E \cdot J \, dx.
\] (2.17)

We multiply \( E \) with Eq. (2.8b) and integrate the resultant equation over \( \Omega_x \) to obtain

\[
\frac{d}{dt} \int_{\Omega_x} \frac{\lambda^2}{2} |E|^2 dx - \int_{\Omega_x} \Theta \cdot E \, dx + \int_{\Omega_x} E \cdot J \, dx = 0.
\] (2.18)

By the fact that \( \nabla \times E = 0 \) in Eq. (2.8c), we can rewrite \( E \) by \( E = -\nabla \phi \) and insert it into the second term of the above equation, during which we find

\[
\int_{\Omega_x} \Theta \cdot E \, dx = 0,
\] (2.19)

where the integration by parts, the divergence-free property of \( \Theta \) in Eq (2.8d) and the boundary conditions have been used. Thus, the sum of these resultant Eqs. (2.17), (2.18) and the definition of \( J \) in Eq. (2.2) directly give rise to the desired energy conservation law in Eq. (2.15).

\section{A novel family of Fourier basis preserving the curl-/divergence-free constraints}

In this section, we propose a systematic way to construct a Fourier approximation basis preserving the divergence-free or curl-free constraints point-wisely. Without loss of generality, we consider the VA system in \( \Omega_x = [0, L]^d, \ d = 2 \) and 3 with periodic boundary condition. Let us denote the scalar Fourier basis function by

\[
E_p(x) = e^{\frac{2\pi i}{L} p \cdot x}, \quad p \in \mathbb{N}^d, \quad \mathbb{N} = [-M/2 + 1, \ldots, 0, 1, \ldots M/2]^d, \ d = 2, 3,
\] (3.1)

and \( \{e_i\}_{i=1}^d \) the canonical basis vectors along each coordinate axis. The construction of desired structure-preserving vectorial Fourier basis functions relies on the derivative relation and orthogonal property of \( E_p(x) \):

1. **The derivative relation:**

\[
\frac{\partial E_p(x)}{\partial x_j} = \frac{2\pi i}{L} p_j E_p(x),
\] (3.2)

2. **The orthogonal property:**

\[
\frac{1}{L^d} \int_{[0,L]^d} E_p(x) E_q(x) \, dx = \delta_{p,q}, \quad p, q \in \mathbb{N}^d,
\] (3.3)

where \( \delta_{p,q} \) is the Dirac delta function.
Under 2D Cartesian coordinates and given an arbitrary vector field \( \mathbf{v}(\mathbf{x}) = (v_1, v_2)^T \), the curl and divergence operators respectively take the form

\[
\nabla \times \mathbf{v} = \frac{\partial v_2}{\partial x_1} - \frac{\partial v_1}{\partial x_2}, \quad \nabla \cdot \mathbf{v} = \frac{\partial v_1}{\partial x_1} + \frac{\partial v_2}{\partial x_2}.
\]

(3.4)

For any square-integral periodic function \( \mathbf{v} \), it can be wonderfully approximated by

\[
\mathbf{v}_N = \sum_{(m,n) \in \mathbb{N}^2} (v_{1mn} e_1 + v_{2mn} e_2) E_{(m,n)}(\mathbf{x}).
\]

(3.5)

By taking the divergence operator for \( \mathbf{v}_N \) and presuming that \( \nabla \cdot \mathbf{v}_N = 0 \), one directly obtains from the derivative relation (3.2) that

\[
\nabla \cdot \mathbf{v}_N = \frac{2\pi i}{L} \sum_{(m,n) \in \mathbb{N}^2} (mv_{1mn} + nv_{2mn}) E_{(m,n)}(\mathbf{x}) = 0,
\]

(3.6)

which together with the orthogonal property (3.3) of \( \{E_{(m,n)}(\mathbf{x})\} \) under \( L^2 \) inner product leads to \( mv_{1mn} + nv_{2mn} = 0, \ \forall m, n \in \mathbb{N} \). This means that \( \{v_{1mn}, v_{2mn}\} \) can be represented by only one free variable except in the case when \( m = n = 0 \):

\[
v_{1mn} = n \hat{v}_{mn}, \quad v_{2mn} = -m \hat{v}_{mn}, \quad (m, n) \in \mathbb{N}_+^2 = \mathbb{N}^2/(0,0).
\]

(3.7)

Similarly, by taking the curl operator and using the derivative relation and orthogonal property in Eqs. (3.2)-(3.3), the expansion coefficients of the curl-free vector function \( \mathbf{v}_N \) satisfy

\[
mv_{2mn} - nv_{1mn} = 0, \quad \forall m, n \in \mathbb{N},
\]

thus \( \{v_{1mn}, v_{2mn}\} \) in this case, can be represented by

\[
v_{1mn} = m \tilde{v}_{mn}, \quad v_{2mn} = n \tilde{v}_{mn}, \quad (m, n) \in \mathbb{N}_+^2 = \mathbb{N}^2/(0,0).
\]

(3.8)

Consequently, we summarize the 2D divergence-free and curl-free Fourier basis in Proposition 3.1.

**Proposition 3.1.** Define

\[
d_{mn} = (n, -m)^T, \quad c_{mn} = (m, n)^T, \quad (m, n) \in \mathbb{N}_+^2,
\]

(3.9)

the 2D divergence-free Fourier basis takes the form

\[
\mathbb{D}_N^2 = \text{span} \left\{ \{d_{mn} E_{(m,n)}(\mathbf{x})\}_{(m,n) \in \mathbb{N}_+^2}, e_1, e_2 \right\},
\]

(3.10)

while the 2D curl-free Fourier basis reads

\[
\mathbb{C}_N^2 = \text{span} \left\{ \{c_{mn} E_{(m,n)}(\mathbf{x})\}_{(m,n) \in \mathbb{N}_+^2}, e_1, e_2 \right\}.
\]

(3.11)
In 3D Cartesian coordinates, the curl and divergence operators take the form
\[
\nabla \times \mathbf{v} = \left( \frac{\partial v_3}{\partial x_2} - \frac{\partial v_2}{\partial x_3}, \frac{\partial v_1}{\partial x_3} - \frac{\partial v_3}{\partial x_1}, \frac{\partial v_2}{\partial x_1} - \frac{\partial v_1}{\partial x_2} \right)^T, \quad \nabla \cdot \mathbf{v} = \frac{\partial v_1}{\partial x_1} + \frac{\partial v_2}{\partial x_2} + \frac{\partial v_3}{\partial x_3},
\]
for any \( \mathbf{v}(x) = (v_1, v_2, v_3)^T \). Similarly, for any square-integral periodic function \( \mathbf{v} \) in \( \Omega_x = [0, L]^3 \), it can be expanded by
\[
\mathbf{v}_N = \sum_{(m,n,l) \in \mathbb{N}_3^+} (v_{mn}^1 \mathbf{e}_1 + v_{mn}^2 \mathbf{e}_2 + v_{mn}^3 \mathbf{e}_3) E_{(m,n,l)}(x). \quad (3.13)
\]

With the help of the expression (3.13), the derivative relation (3.2), the orthogonal property (3.3) and the fact that the vector function \( \mathbf{v}_N \) is divergence-free or curl-free, one can derive the corresponding Fourier bases for three dimensions, which are summarized in Proposition 3.2.

**Proposition 3.2.** Define two sets of tensors \( \{d^1_{mnl}, d^2_{mnl}\}_{(m,n,l) \in \mathbb{N}_3^+} \) for \( \mathbb{N}_3^+ = \mathbb{N}_3 / (0, 0, 0)^T \),
\[
\begin{align*}
  d^1_{mnl} &= (n, -m, 0)^T, & d^2_{mnl} &= (l, 0, -m)^T, & m \neq 0, \\
  d^1_{0nl} &= \mathbf{e}_1, & d^2_{0nl} &= (0, -l, n), & m = 0, & n \neq 0, \\
  d^1_{00l} &= \mathbf{e}_1, & d^2_{00l} &= \mathbf{e}_2, & m = n = 0, & l \neq 0,
\end{align*}
\]

3D divergence-free Fourier basis takes the form
\[
\mathbb{D}_N^3 = \text{span}\left( \{d^1_{mnl} E_{(m,n,l)}(x), d^2_{mnl} E_{(m,n,l)}(x)\}_{(m,n,l) \in \mathbb{N}_3^+}, \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \right). \quad (3.15)
\]

While for tensors \( \{c_{mnl} = (m, n, l)^T\}_{(m,n,l) \in \mathbb{N}_3^+} \), 3D curl-free Fourier basis reads
\[
\mathbb{C}_N^3 = \text{span}\left( \{c_{mnl} E_{(m,n,l)}(x)\}_{(m,n,l) \in \mathbb{N}_3^+}, \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \right). \quad (3.16)
\]

**Remark** 3.1. The proposed structure-preserving Fourier method serves as a proper way for discretizing the solenoidal field \( \Theta \) and the irrotational field \( \mathbf{E} \). In what follows, one observes that under a suitable Galerkin formulation, the discretization of \( \Theta \) is not necessary, and only the curl-free basis is utilized. Nevertheless, the divergence-free discretization developed here will play a significant role for the solution of Vlasov-Maxwell system, especially for the exact preservation of the magnetic Gauss’s law.

### 4 An energy-conserving PIC method with asymptotic-preserving preconditioner

#### 4.1 Particle-in-cell discretization for Vlasov equation

The PIC method discretizes the Vlasov equation by a sequence of macro particles, with the advantage of reducing the solution of the Vlasov equation in the six-dimensional phase space...
into solving Newton’s second law of macro particles. To be more specific, the distribution function \( f \) is approximated by

\[
f(x, v, t) = \sum_{p=1}^{N} w_p S(x - x_p) \delta(v - v_p),
\]

(4.1)

where \( x_p, v_p \) and \( w_p \) are the position, velocity and weight of the macro particle \( p \), individually, and \( N \) is the total number of macro particles. \( \delta(v) \) is the Dirac delta function, and \( S(x) \) is the shape function of the macro particle, chosen as a particular compactly-supported symmetric function with unit integral \( \int_{\Omega} S(x)dx = 1 \). There are several standard options for the shape function, such as B-spline basis function [26], cosine function with a cut-off radius, Gaussian function and polynomials with unit integral (see, e.g. [37]).

By substituting Eq. (4.1) into the Vlasov equation (2.8a), and taking the first-order momentum of the Vlasov equation with respect to \( x \) and \( v \) over \( \Omega_x \) and \( \Omega_v \), respectively, together with the properties of shape function \( S(x) \), one arrives at a sequence of the particle motion equations for \( p = 1, \ldots, N \):

\[
\frac{dx_p}{dt} = v_p, \quad \frac{dv_p}{dt} = -E_p, \quad \text{with } E_p = \int_{\Omega_x} E(x) S(x - x_p)dx.
\]

(4.2)

### 4.2 Strong and weak formulation of the particle-Ampère system

Consequently, the resultant particle-Ampère system consisting of Eqs. (4.2), (2.8b)-(2.8d) are summarized as follows:

\[
\frac{dx_p}{dt} = v_p, \quad \frac{dv_p}{dt} = -E_p, \quad \lambda^2 \partial_t E(x, t) - \Theta(x, t) + J(x, v, t) = 0, \quad \nabla \times E(x, t) = 0, \quad \nabla \cdot \Theta(x, t) = 0,
\]

(4.3a-4.3e)

where the current density \( J \) is consistently discretized as

\[
J(x, v, t) = -\sum_{p=1}^{N_s} w_p S(x - x_p) v_p,
\]

(4.4)

and in similar manner, the number density \( n \), charge density \( \rho \) are approximated by macro particles as

\[
n(x, t) = \sum_{p=1}^{N_s} w_p S(x - x_p), \quad \rho(x, t) = 1 - n(x, t).
\]

(4.5)
Remark 4.1. Without external sources, the particle-Ampère system (4.3) satisfies the energy conservation law, i.e., the total energy

$$E_{\text{total}}(t) = \frac{\lambda^2}{2} \int_{\Omega_x} |\mathbf{E}|^2 \, d\mathbf{x} + \sum_{p=1}^{N_s} \frac{w_p}{2} v_p^2$$  \hspace{1cm} (4.6)$$

remains constant with time. And it is crucial for numerical schemes to preserve the energy conservation law for accurate and robust long-time simulations, especially when there exist multiple physical scales and large time steps are preferred.

In order to propose our numerical scheme, we briefly introduce some basic notations of Sobolev spaces. Let $L^2_{\text{per}}(\Omega_x)$ be the Hilbert space of square-integrable periodic functions on $\Omega_x$ with norm $\| \cdot \|_{\Omega_x}$ and inner product $(\cdot, \cdot)_{\Omega_x}$. We introduce

$$H^{\text{curl}}(\Omega_x) = \{ \mathbf{v} \in (L^2_{\text{per}}(\Omega_x))^d, \nabla \times \mathbf{v} \in (L^2_{\text{per}}(\Omega_x))^d \},$$

$$H^{\text{div}}(\Omega_x) = \{ \mathbf{v} \in (L^2_{\text{per}}(\Omega_x))^d, \nabla \cdot \mathbf{v} \in L^2_{\text{per}}(\Omega_x) \},$$  \hspace{1cm} (4.7)$$

and denote

$$H^{\text{curl}, 0}(\Omega_x) := \{ \mathbf{v} \in H^{\text{curl}}(\Omega_x), \nabla \times \mathbf{v} = \mathbf{0} \},$$

$$H^{\text{div}, 0}(\Omega_x) := \{ \mathbf{v} \in H^{\text{div}}(\Omega_x), \nabla \cdot \mathbf{v} = \mathbf{0} \}.  \hspace{1cm} (4.8)$$

We henceforward omit $\Omega_x$ in the notations of the inner product and function spaces if there is no ambiguity.

The weak formulation of the particle-Ampère system (4.3) is summarized as follows: Find $\{x_p, \mathbf{v}_p\}_{p=1}^N$ and $E \in H^{\text{curl}, 0}$, such that

$$\frac{dx_p}{dt} = \mathbf{v}_p, \hspace{1cm} (4.9a)$$

$$\frac{d\mathbf{v}_p}{dt} = - \int_{\Omega_x} \mathbf{E}(\mathbf{x}) S(\mathbf{x} - x_p) \, d\mathbf{x}, \hspace{1cm} (4.9b)$$

$$\lambda^2 (\partial_t \mathbf{E}, \varphi) + (\mathbf{J}, \varphi) = \mathbf{0}, \hspace{0.5cm} \forall \varphi \in H^{\text{curl}, 0}. \hspace{1cm} (4.9c)$$

Remark 4.2. Note that the term associated with $\Theta$ vanishes from Eq. (4.9c) as

$$(\Theta, \varphi) = 0, \hspace{0.5cm} \forall \Theta \in H^{\text{div}, 0}, \varphi \in H^{\text{curl}, 0}. \hspace{1cm} (4.9c)$$

The proof of this equality resembles the derivation for Eq. (2.19).

In the following two sections, we propose two energy-conserving schemes for the particle-Ampère system (4.9). One is based on the CN temporal discretization, where an asymptotic-preserving preconditioner is developed to accelerate the convergence speed. The other one is based on the Strang operator-splitting method. For both schemes, we emphasize the necessity of using the proposed spatial discretizations with exact curl-free constraint in order to preserve the energy conservation law.
4.3 The fully-implicit energy-conserving scheme

The following CN scheme can achieve the discrete energy conservation law: Given \( \{x^n_p, v^n_p\}_{p=1}^N \) and \( E^n \in H_{\text{curl},0} \), find \( \{x^{n+1}_p, v^{n+1}_p\}_{p=1}^N \in \mathbb{R}^d \) and \( E^{n+1/2} \in \mathbb{C}_N^d \) defined in Propositions 3.1-3.2, such that

\[
\begin{align*}
\frac{x^{n+1}_p - x^n_p}{\Delta t} &= v^{n+1}_p, \\
\frac{v^{n+1}_p - v^n_p}{\Delta t} &= -\int_{\Omega_x} E^{n+1/2} S(x - x^{n+1/2}_p) dx, \\
\frac{2\lambda^2}{\Delta t} (E^{n+1/2} - E^n, \varphi) + (J^{n+1/2}, \varphi) &= 0, \quad \forall \varphi \in \mathbb{C}_N^d,
\end{align*}
\]  

(4.10)

where variables discretized at the half-time steps are given by

\[
\begin{align*}
x^{n+1/2} &= \frac{x^{n+1}_p + x^n_p}{2}, \\
v^{n+1/2} &= \frac{v^{n+1}_p + v^n_p}{2}, \\
E^{n+1/2} &= \frac{E^{n+1} + E^n}{2}, \\
J^{n+1/2} &= J(x^{n+1/2} p, v^{n+1/2} p) = -\sum_{p=1}^{N_s} w_p S(x - x^{n+1/2}_p) v^{n+1/2}_p.
\end{align*}
\]  

(4.11)

**Theorem 4.1.** The fully-implicit CN scheme (4.10) satisfies the discrete energy conservation law, namely,

\[
\frac{1}{2} \lambda^2 \int_{\Omega_x} |E^{n+1}|^2 dx + \sum_{p=1}^{N_s} \frac{1}{2} w_p |v^{n+1}_p|^2 = \frac{1}{2} \lambda^2 \int_{\Omega_x} |E^n|^2 dx + \sum_{p=1}^{N_s} \frac{1}{2} w_p |v^n_p|^2.
\]  

(4.12)

**Proof.** Let \( \varphi = E^{n+1/2} \) in Eq. (4.10c), we have

\[
\frac{\lambda^2}{2} \left( \|E^{n+1}\|^2 - \|E^n\|^2 \right) + \int_{\Omega_x} J^{n+1/2} \cdot E^{n+1/2} dx = 0.
\]  

(4.13)

By the definitions of \( J^{n+1/2} \) in Eq. (4.11) and the particle motion equations (4.10a)-(4.10b), the last term in Eq. (4.13) can be simplified into

\[
\int_{\Omega_x} J^{n+1/2} \cdot E^{n+1/2} dx = -\sum_{p=1}^{N_s} w_p \int_{\Omega_x} E^{n+1/2}(x) S(x - x^{n+1/2}_p) dx v^{n+1/2}_p
\]

\[
= \sum_{p=1}^{N_s} w_p \frac{v^{n+1}_p - v^n_p}{\Delta t} v^{n+1/2}_p = \frac{w_p}{2} \sum_{p=1}^{N_s} \left[ (v^{n+1}_p)^2 - (v^n_p)^2 \right],
\]  

(4.14)

which together with Eq. (4.13) lead to the desired result (4.12). \qed

**Remark 4.3.** It can be observed clearly that the exact preservation of the constraint \( \nabla \times E = 0 \) at the discrete level is indispensable for achieving discrete energy law.
Though the proposed method guarantees energy conservation, thus suitable for long-time simulations, its efficiency is greatly restricted by the sizeable nonlinear system to be solved. For instance, for a system discretized with $N$ macro particles in $d \times d_1$ phase space for the Vlasov equation using the PIC method and $M$ Fourier modes for each spatial coordinate of the Ampère equation, the number of unknowns in the nonlinear system is $O(M^d + dd_1 N)$, which is extremely large due to the necessity to adopt large $N$ values ($N \geq 10^5$) to reduce stochastic noises.

One way to overcome this difficulty is to employ the particle enslavement technique proposed in [15], which regards $E^{n+1/2}$ as the only primary unknown and $\{x_p^{n+1}, v_p^{n+1}\}_{p=1}^N$ as the intermediate variables. Specifically, once $E^{n+1/2}$ is given, $\{x_p^{n+1}, v_p^{n+1}\}_{p=1}^N$ can be uniquely determined by Eqs. (4.10a)-(4.10b), thus $J^{n+1/2}$ can be calculated by Eq. (4.11). This suggests that $J^{n+1/2}$ can be regarded as a function of $E^{n+1/2}$, i.e., $J^{n+1/2} = J^{n+1/2}(E^{n+1/2})$. Consequently, the dimensions of the nonlinear system are successfully reduced to $O(M^d)$.

To fix the idea, let us consider the case with two dimensions. Rewrite Eq. (4.10c) into the following equivalent form

$$2\lambda^2(E^{n+1/2}, \varphi) + (\Delta t J^{n+1/2} - 2\lambda^2 E^n, \varphi) = 0, \quad \forall \varphi \in \mathbb{C}^d,$$

and denote $\Delta t J^{n+1/2} - 2\lambda^2 E^n := f^n$. Let us expand $f$ by

$$f = \sum_{(m,n) \in \mathbb{N}^2} (f_{mn}^1 e_1 + f_{mn}^2 e_2) E_{(m,n)}(x),$$

and expand $E^{n+1/2}$ using the curl-free Fourier basis in Eq. (3.11),

$$E^{n+1/2}(x) = \xi_{00}^1 E_{(0,0)}(x) + \xi_{00}^2 E_{(0,0)}(x) + \sum_{(m,n) \in \mathbb{N}_+^2} \xi_{mn} c_{mn} E_{(m,n)}(x),$$

with the unknown coefficients $\{\xi_{mn}, \xi_{00}^1, \xi_{00}^2\}$ reordered into a column vector $\xi$.

Inserting the expansions (4.16) and (4.17) into (4.15) and taking $\varphi$ by the curl-free basis functions in Eq. (3.11) lead to the following system in terms of $\xi$

$$2\lambda^2 \xi_{00}^1 + f_{00}^1(\xi) = 0,$$

$$2\lambda^2 \xi_{00}^2 + f_{00}^2(\xi) = 0,$$

$$2\lambda^2 (m^2 + n^2)\xi_{mn} + (mf_{mn}^1(\xi) + nf_{mn}^2(\xi)) = 0, \quad (m,n) \in \mathbb{N}_+^2$$

which is denoted by $\mathcal{F}(\xi) = 0$. Note that $\{f_{mn}^i\}$ depend on $\xi$ as $J^{n+1/2}$ is uniquely determined by $E^{n+1/2}$, thus the above system is a nonlinear one.

The numerical solution of such a strongly-coupled nonlinear system has proven to be challenging. Classical Newton-type methods for solving the nonlinear system require the computation of the Jacobian $\delta \mathcal{F}(\xi^{(k)})/\delta \xi$ or Jacobian-vector multiplication $(\delta \mathcal{F}(\xi^{(k)})/\delta \xi) w$ for specific given vector $w$, which is cumbersome to compute for the above nonlinear system (4.18). Thus, we resort to Anderson-acceleration (AA) method [57, 74, 61], which is a
derivative-free iteration method with improved convergence compared with the traditional fixed-point iteration method. We refer the readers to the Appendix for a summary of the AA algorithm.

Compared with the traditional Picard fixed-point iteration method, the AA algorithm does not require $T$ to be a contractive operator. It has an improved convergence rate, thus can be very efficient for solving the nonlinear system (4.18), when coupled with an effective preconditioner.

Remark 4.4. It is worthwhile to note that we omit the calculation of $J^{n+1/2,(k)}$ in each AA iteration. Actually, once $\xi^{(k)}$, i.e. $E^{n+1/2,(k)}$ is given, Eqs. (4.10a)-(4.10b) can be reformulated to a nonlinear problem for $v^{(k)}$ as

$$2(v^{n+1/2,(k)} - v^n) + \Delta t \int_{\Omega} E^{n+1/2,(k)} S(x - x^{n} - \frac{\Delta t}{2} v^{n+1/2,(k)}) dx = 0,$$

which can also be solved efficiently by the Anderson-acceleration algorithm. Once $v^{n+1/2,(k)}$ is calculated, one can obtain $x^{n+1/2,(k)}$ by $x^{n+1/2,(k)} = x^n + (\Delta t/2)v^{n+1/2,(k)}$ and compute $J^{n+1/2,(k)}$ readily by Eq. (4.5).

# 4.4 Asymptotic-preserving preconditioner

Though the proposed Anderson-accelerated fully-implicit scheme (4.10) with structure-preserving Fourier discretizations in Propositions 3.1-3.2 guarantees the energy conservation, it suffers from the difficulty of convergence for solving the resulting nonlinear system. When the system approaches the quasi-neutral limit, i.e. $\lambda \to 0$, nonlinear coupling between the Ampère equation (4.3c) and the particle motion equations (4.3a)-(4.3b) are gradually magnified, and the nonlinear system becomes notoriously difficult to solve. We propose an effective preconditioner to accelerate the convergence, which can be viewed as a linearized approximation for the time-discretized Ampère equation (4.10c), for both moderate and small $\lambda$ values.

We start from the generalized Ohm’s law [67, 6, 41]

$$\frac{\partial J(x, v, t)}{\partial t} = \nabla \cdot S(x, t) + n(x, t)E(x, t),$$

which is obtained by taking the first-order momentum of the Vlasov equation with respect to the velocity field. Here, $S(x, t)$ is the stress tensor defined by

$$S = \int_{\Omega_v} f(v) \otimes v dv$$

(4.21)

We use the Lie-Trotter operator splitting technique [73, 5, 1] to split Eq. (4.20) into the following two subproblems:

$$\partial_t J = \nabla \cdot S,$$

(4.22a)

$$\partial_t J = nE.$$

(4.22b)
By the definitions of $J$ and $S$, using macro particles to approximate $f(x, v, t)$, and taking integral of Eq. (4.22a) over the spatial domain, we arrive at a sequence of ODEs for the macro particles

$$\frac{dx_p}{dt} = v_p, \quad \frac{dv_p}{dt} = 0,$$  (4.23)

which can be solved analytically by

$$v^{n+1/2}_p = v^n_p, \quad x^{n+1/2}_p = x^n_p + \frac{1}{2} \Delta t v^n_p.$$  (4.24)

Then, by the Lie-Trotter splitting scheme, subproblem (4.22b) is further discretized by

$$J^{n+1/2} - J^{*,n+1/2} = n^{*,n+1/2} E^{n+1/2},$$  (4.25)

where $n^{*,n+1/2} = n(x^{*,n+1/2}_p)$ and $J^{*,n+1/2} = J(x^{*,n+1/2}_p, v^{*,n+1/2}_p)$. Consequently, $J^{n+1/2}$ can be approximated by

$$J^{n+1/2} = J^{*,n+1/2} + \frac{\Delta t}{2} n^{*,n+1/2} E^{n+1/2}.$$  (4.26)

Inserting the above approximation into Eq. (4.10c), we have

$$\left( (2\lambda^2 + (\Delta t^2/2)n^{*,n+1/2}) E^{n+1/2}, \varphi \right) = (2\lambda^2 E^n - \Delta t J^{*,n+1/2, \varphi}).$$  (4.27)

which is a uniform approximation for the discretized Ampère equation (4.10c) for $\lambda$. We substitute the expansions (4.17) of $E^{n+1/2}$ into Eq. (4.27) and take $\varphi$ by the curl-free basis functions in Eq. (3.11), then a linear system for the expansion coefficients $\xi$ is given as

$$\mathcal{M}\xi = b.$$  (4.28)

Consequently, $\mathcal{M}$ can be used as a preconditioner for solving the nonlinear system (4.18), for both moderate and small $\lambda$ values, thus making for an asymptotic-preserving preconditioner.

Remark 4.5. The preconditioner $\mathcal{M}$ itself can be inverted easily by a few iterations using GMRES preconditioned by diagonal matrix $\mathcal{D}$, which is obtained by replacing $E^{n+1/2}$ and $\varphi$ in (2$\lambda^2 E^{n+1/2}, \varphi$) by the curl-free basis functions in Eq. (3.11). It is worthwhile to note that the computational cost of employing the preconditioner is negligible, as it does not involve the task of updating particles, which consumes the majority portion of the computational time.

5 Strang-splitting energy-conserving scheme

In this section, we introduce another implicit energy-conserving scheme, with the idea stemming from the Strang operator-splitting method, for comparison with the proposed energy-conserving asymptotic-preserving scheme. Similar techniques have been explored for Vlasov-Maxwell system [76, 11]. Nevertheless, for the electrostatic Vlasov system, we emphasize the necessity of using curl-free spatial discretization to achieve energy conservation.
The particle-Ampère system (4.10) is firstly decomposed into the following two subproblems:

\[
\begin{align*}
\text{find } \{x_p, v_p\}_{p=1}^N \in \mathbb{R}^d \text{ and } E \in H^{\text{curl},0}, \text{ such that,} \\
\frac{dx_p}{dt} &= v_p, \\
\frac{dv_p}{dt} &= 0, \\
\lambda^2 (\partial_t E, \varphi) &= 0, \quad \forall \varphi \in H^{\text{curl},0},
\end{align*}
\]

and

\[
\begin{align*}
\text{find } \{x_p, v_p\}_{p=1}^N \in \mathbb{R}^d \text{ and } E \in H^{\text{curl},0}, \text{ such that,} \\
\frac{dx_p}{dt} &= 0, \\
\frac{dv_p}{dt} &= -\int_{\Omega} E(x) S(x - x_p) dx, \\
\lambda^2 (\partial_t E, \varphi) + (J, \varphi) &= 0, \quad \forall \varphi \in H^{\text{curl},0}.
\end{align*}
\]

It is direct to prove that each of the subproblems satisfies the energy conservation law

\[
\frac{d}{dt} \left[ \frac{\lambda^2}{2} \int |E(x)|^2 dx + \frac{w}{2} \sum_{p=1}^N v_p^2 \right] = 0.
\]

In light of the Strang operator-splitting framework, the above two subproblems can be discretized as follows:

**Step 1:**

\[
\begin{align*}
\text{find } \{x^*_p, v^*_p\}_{p=1}^N \in \mathbb{R}^d \text{ and } E^* \in C^d_N, \text{ such that,} \\
x^*_p - x^n_p \Delta t/2 &= x^*_p + v^n_p/2, \\
v^*_p - v^n_p \Delta t/2 &= 0, \\
\frac{\lambda^2}{\Delta t/2} (E^* - E^n, \varphi) &= 0, \quad \forall \varphi \in C^d_N.
\end{align*}
\]

**Step 2:**

\[
\begin{align*}
\text{find } \{x^{**}_p, v^{**}_p\}_{p=1}^N \in \mathbb{R}^d \text{ and } E^{**} \in C^d_N, \text{ such that,} \\
x^{**}_p - x^*_p \Delta t &= 0, \\
v^{**}_p - v^*_p \Delta t &= -\int \frac{E^{**} + E^*}{2} S \left( x - \frac{x^{**}_p + x^*_p}{2} \right) dx, \\
\frac{\lambda^2}{\Delta t} (E^{**} - E^*, \varphi) + (J^{**}, \varphi) &= 0, \quad \forall \varphi \in C^d_N.
\end{align*}
\]
with \( J^{**} = - \sum_{p=1}^{N_s} w_p S \left( x - \frac{x_p^{**} + x_p^*}{2} \right) \left( \frac{v_p^{**} + v_p^*}{2} \right) \) and

\[
\begin{align*}
\text{Step 2: } & \quad \text{Compute } J^{**}, \text{ find } \{ x_p^{n+1}, v_p^{n+1} \}_{p=1}^{N_s} \in \mathbb{R}^d \text{ and } E_n^{n+1} \in \mathbb{C}_N, \text{ such that,} \\
& \quad \frac{1}{\Delta t/2} (x_p^{n+1} - x_p^{**}) = \frac{v_p^{n+1} + v_p^{**}}{2}, \\
& \quad \frac{1}{\Delta t/2} (v_p^{n+1} - v_p^{**}) = 0, \\
& \quad \frac{\lambda^2}{\Delta t/2} (E_n^{n+1} - E_n^{**}, \varphi) = 0, \forall \varphi \in \mathbb{C}_N.
\end{align*}
\]

(5.6)

Step 3: \( \frac{1}{2} \int_{\Omega_x} |E_n^{n+1}|^2 dx + \sum_{p=1}^{N_s} \frac{1}{2} w_p |v_p^{n+1}|^2 = \frac{1}{2} \int_{\Omega_x} |E_n^{**}|^2 dx + \sum_{p=1}^{N_s} \frac{1}{2} w_p |v_p^{**}|^2 \)

(5.7)

Following the same procedure as in Theorem 4.1, one directly obtains the discrete energy conservation law

\[
\frac{1}{2} \lambda^2 \int_{\Omega_x} |E_n^{n+1}|^2 dx + \sum_{p=1}^{N_s} \frac{1}{2} w_p |v_p^{n+1}|^2 = \frac{1}{2} \lambda^2 \int_{\Omega_x} |E_n^{**}|^2 dx + \sum_{p=1}^{N_s} \frac{1}{2} w_p |v_p^{**}|^2 
\]

The second and third terms of Eq. (5.7) have such implication: the total energy remains stable in each substep, given the fact that \( \frac{1}{2} \lambda^2 \int_{\Omega_x} |E_n^{**}|^2 dx + \sum_{p=1}^{N_s} \frac{1}{2} w_p |v_p^{**}|^2 \) is the energy of Step 2 and \( \frac{1}{2} \lambda^2 \int_{\Omega_x} |E_n^*|^2 dx + \sum_{p=1}^{N_s} \frac{1}{2} w_p |v_p^*|^2 \) the energy of Step 3.

Compared with the fully-implicit scheme proposed in the previous section, the computation of particles and the electric field in the Strang splitting scheme can be decoupled and the first two steps can be combined to arrive at the following efficient solution algorithm:

Step 1: find \( \tilde{E} = (E^{**} + E^n)/2 \in \mathbb{C}_N^d \) such that

\[
2 \lambda^2 (\tilde{E} - E^*, \varphi) + \Delta t (\tilde{J}, \varphi) = 0, \forall \varphi \in \mathbb{C}_N^d, \tag{5.8}
\]

with

\[
\tilde{J} = - \sum_{p=1}^{N_s} w_p S \left( x - x_p^n - \frac{\Delta t}{2} v_p^n \right) \left[ v_p^n - \frac{\Delta t}{2} \int \tilde{E}(x) S \left( x - x_p^n - \frac{\Delta t}{2} v_p^n \right) dx \right] \tag{5.9}
\]

and compute

\[
v_p^{**} = v_p^n - \frac{\Delta t}{2} \int \tilde{E}(x) S \left( x - x_p^n - \frac{\Delta t}{2} v_p^n \right) dx, \quad x_p^{**} = x_p^n + \frac{\Delta t}{2} v_p^n. \tag{5.10}
\]

Step 2: Compute

\[
v_p^{n+1} = v_p^{**}, \quad x_p^{n+1} = x_p^{**} + \frac{\Delta t}{2} v_p^{**}, \quad E_n^{n+1} = 2 \tilde{E} - E^n. \tag{5.11}
\]
Note that the nonlinear system in Eq. (5.8) can be solved efficiently by the Anderson acceleration algorithm preconditioned with the diagonal matrix $\mathcal{D}$ defined in Remark 4.5.

## 6 Numerical results

We perform numerical results to validate the performance of the fully-implicit energy-conserving scheme with the asymptotic-preserving preconditioner (dubbed as “AP-EC” scheme) proposed in Section 4, and the Strang operator-splitting method (dubbed as “SS-EC” scheme) presented in Section 5. We also show the results of the classical leapfrog scheme for comparisons. All simulations are carried out in phase space $\Omega_x \times \Omega_v$ with two dimensions in space and two dimensions in velocity. The computation domain is $\Omega_x = [0, 2\pi/k_1] \times [0, 2\pi/k_2]$, where $\mathbf{k} = (k_1, k_2)^T$ are given constants. Moreover, let $L_x$ and $L_y$ be the length of the space domain. We consider the one-species system. The computational domain is uniformly discretized into $32 \times 32$ cells. The benchmark problems include Landau damping, two-stream instability, and bump-on-tail instability. In each problem, $10^5$ macro particles, which are subject to the corresponding initial distributions, are used.

### 6.1 Landau damping

Landau damping has been widely investigated in plasma physics [45, 55, 68]. In the 2D Landau damping problem, a small cosine perturbation with an amplitude $\alpha$ is exerted on uniformly distributed particles, and the initial velocity of the particles obeys a Maxwellian distribution (we take the thermal velocity to be 1):

$$f_0(x, v) = \frac{1}{2\pi L_x L_y} (1 + \alpha \cos(k \cdot x)) e^{-\frac{v^2}{2}}. \quad (6.1)$$

We take $\alpha = 0.1$ and $\mathbf{k} = (0.3, 0.3)^T$ in our calculations.

![Figure 6.1: 2D Landau damping with $\lambda = 1$ and $\Delta t = 0.01$: (a) Electric energy in logarithmic scale; and (b) Relative error of total energy.](image)
We first calculate the results with $\lambda = 1$ and time step $\Delta t = 0.01$. The tolerances of AA iterations in nonlinear field equations and the particle pusher are set to be $10^{-11}$ and $10^{-10}$, respectively. Fig. 6.1 presents the electric energy and the relative error of the total energy for the three methods: the AP-EC, the SS-EC and the classical leapfrog schemes. The total energy of the system is 445.5521. One can observe that all these three methods remain stable even after a long simulation, and predict the Landau damping well for $\sim 10$ periods. The AP-EC and SS-EC schemes have a relative error of the total energy less than $10^{-12}$, whereas that of the classical leapfrog scheme is at the level of $10^{-5}$. These results demonstrate that both the AP-EC and SS-EC are energy-conserving schemes.

In the following calculations, we set the AA-iteration tolerances for the field equations and the particle pusher to be $10^{-6}$ and $10^{-9}$, respectively. One can observe that the relaxation of the error tolerances will not affect energy conservation considerably, and the relative error of the total energy in the implicit schemes remains at the level of $10^{-8} \sim 10^{-9}$. In Fig. 6.2, one displays the residuals of the curl-free constraint $\nabla \times \mathbf{E} = 0$ and the Gauss law $\lambda^2 \nabla \cdot \mathbf{E} = 1 - n$, where the maximum value of the residual absolute is measured. These results demonstrate that the discrete curl-free condition is strictly satisfied for the AP-EC and the SS-EC schemes. However, the Gauss law is not exactly preserved in two implicit schemes. The residual of the AP-EC is at the level of $10^{-6}$, much better than that of the SS-EC, which is of $O(10^{-4})$.

![Figure 6.2: The preservation of curl-free electric field and residual of Gauss law for Landau damping with $\lambda = 1$ and $\Delta t = 0.01$. (a) Maximum value of $|\nabla \times \mathbf{E}|$ on grid points; (b) Residual of Gauss law.](image)

We now conduct a long-duration simulation with large time step as $\Delta t = 0.5$ with the same $\lambda = 1$, and the results are presented in Fig. 6.3. Panel (a) shows that the classical leapfrog scheme cannot withstand large-time-step simulation, which deviates the damping rate after a few periods, while the AP-EC and SS-EC maintain excellent performance. Additional calculations of the leapfrog scheme with $\Delta t = 0.01$ (not shown in the figure) agree well with the curves of the AP-EC and SS-EC, demonstrating the stability of the implicit schemes. Furthermore, panel (b) illustrates that the AP-EC and SS-EC schemes are energy-
conserving for large time steps, but the deviation of the leapfrog scheme from the exact energy increases with the time.

For the performance of our schemes in different physical scales, simulations for $\lambda < 1$ are also conducted. Fig. 6.4 displays the results of cases close to the quasi-neutral limit with dimensionless Debye length $\lambda = 0.1$ and with three time steps $\Delta t = 0.01, 0.1$ and 0.2. For the case of $\Delta t = 0.01$ shown in panel (a), curves calculated by the three methods are almost overlapping, and there are three damping periods in each unit of time. For larger time steps, however, the classical leapfrog scheme has already presented substantial phase differences with $\Delta t = 0.1$ and predicts larger electric energy, and it becomes blowing up with $\Delta t = 0.2$. We observe that implicit methods are energy-conserving for $\Delta t = 0.2$, and the relative error of total energy for the AP-EC and SS-EC schemes are both at the order of $O(10^{-8})$. Additionally, the peaks of the fast Langmuir oscillation are nearly equal from small to large time steps. Regarding troughs, the AP-EC results of $\Delta t = 0.1$ are the closest to the results of $\Delta t = 0.01$. The SS-EC results are slightly larger than those of $\Delta t = 0.01$. The cyclical variation of magnitudes of the AP-EC and SS-EC in Fig. 6.4 with $\Delta t = 0.2$ is attributed to the Shannon sampling theorem and the aliasing error [66, 4, 10, 75].

The test case of the 2D Landau damping is ended with Table 6.1 on the average AA iteration times before convergence to show the performance of the proposed asymptotic-preserving preconditioner. For comparison, we replace the asymptotic-preserving preconditioner in the AP-EC scheme with the preconditioner $\mathcal{D}$ defined in Remark 4.5 and term the resultant method as “$\mathcal{D}$-EC” scheme. It can be discerned from Table 6.1 that for the case of $\lambda = 1$, the average iteration time of the AP-EC is small, and it only increases slightly from 5 to 7 when the time step sizes are magnified by 20 times. The $\mathcal{D}$-EC takes more iterations to converge when $\lambda = 1$, and the difference of iteration times between the AP-EC and the $\mathcal{D}$-EC grows as $\Delta t$ becomes larger. While for the case of $\lambda = 0.1$, the system approaches the quasi-neutral limit and the resultant nonlinear system becomes extremely difficult to solve (the density is magnified by 100 times compared with the case of $\lambda = 1$ and the nonlinear effect
Figure 6.4: 2D Landau damping with dimensionless Debye length $\lambda = 0.1$. (a) Electric energy with $\Delta t = 0.01$; (b) Electric energy with $\Delta t = 0.1$; (c) Electric energy with $\Delta t = 0.2$; and (d) Total energy with $\Delta t = 0.2$.

dominates). It can be seen that the iteration time of the AP-EC is still tiny for $\Delta t = 0.01$ and $\Delta t = 0.1$. In contrast, for $\Delta t = 0.2$, it takes more iterations before convergence, possibly due to the inaccuracy caused by the particle pusher under large time steps. On the contrary, the $D$-EC converges for the case of $\Delta t = 0.01$ slowly and fails to converge for the rest of the cases.
Parameters | AP-EC | D-EC
--- | --- | ---
\(\lambda = 1, \Delta t = 0.01, \text{tol}=1\text{e}-6\) | 5.130 | 7.010
\(\lambda = 1, \Delta t = 0.1, \text{tol}=1\text{e}-6\) | 6.560 | 10.67
\(\lambda = 1, \Delta t = 0.2, \text{tol}=1\text{e}-6\) | 7.420 | 15.65
\(\lambda = 0.1, \Delta t = 0.01, \text{tol}=1\text{e}-6\) | 7.620 | 21.7222
\(\lambda = 0.1, \Delta t = 0.1, \text{tol}=1\text{e}-6\) | 20.32 | not conv.
\(\lambda = 0.1, \Delta t = 0.2, \text{tol}=1\text{e}-6\) | 157.2 | not conv.

Table 6.1: Average AA iteration times (per step) before convergence. The iteration depth is \(m = 13\), and the maximum number of AA iterations is 200 for each time step.

### 6.2 Two-stream instability

Next, we demonstrate the performance of our proposed schemes against the two-stream instability [30, 3]. The initial distribution is given by

\[
f_0(x, v, t) = \frac{1}{2\pi L_x L_y} (1 + \alpha \cos(k \cdot x)) \left[ \frac{1}{2} e^{-\frac{(v-v_0)^2}{2}} + \frac{1}{2} e^{-\frac{(v+v_0)^2}{2}} \right],
\]

where the parameters are set to \(k = (0.3, 0)^T\) and \(v_0 = (3, 0)^T\). In the forthcoming numerical results, we focus on the energy portion of \(E_x\), defined as \(\int (\lambda^2 |E_x|^2/2) dx\).

Figure 6.5 displays the results of the electric energy of the \(x\)-component and the total energy with \(\lambda = 1\) and \(\Delta t = 0.01\): (a) Electric energy of the \(x\)-component, (b) Total energy.

Fig. 6.5 displays the results of the electric energy of the \(x\)-component and the total energy with \(\lambda = 1\) and \(\Delta t = 0.01\). Panel (a) shows that the SS-EC has a prominent error accumulation for long-time simulations, which is in consistent with the performance of Strang splitting scheme reported in other literature [9, 27]. Panel (b) shows the unconditional energy
conservation of the AP-EC and SS-EC schemes. In contrast, there is a sharp deviation of total energy for the leapfrog method at the very beginning and an increased error in energy conservation with time.

The accumulated error of the SS-EC is also revealed in Fig. 6.6, which is the phase space distribution of particles when $\lambda = 1$ and $\Delta t = 0.01$. We can conclude from this figure that with $\Delta t = 0.01$, the “eye” of $x - v_x$ by the AP-EC stays centered through the entire simulation, while a tiny movement of the “eye” in the leapfrog is observed as the simulation proceeds. Significant bias occurs in the SS-EC at some point between $t = 60$ and $t = 80$. This phenomenon can be explained by the evolution of $E_x$ in panel (a) of Fig. 6.5. The electric field $E_x$ calculated by the SS-EC starts to deviate from those of the AP-EC and leapfrog at around $t = 50$, leading to differences in electric force. Hence errors exist in the $x - v_x$ phase space distribution.

Figure 6.6: Two-stream instability with $\lambda = 1$ and $\Delta t = 0.01$. The $x - v_x$ phase space distribution at $t = 0$, $t = 20$, $t = 40$, $t = 60$ and $t = 80$ (each column for one moment), (a-e): AP-EC; (f-j): SS-EC; (k-o): leapfrog. For all these figures, the $x$-axis is the $x$ positions of particles, the $y$-axis is the $x$-part of velocities, while $z$-axis (color bar) denotes the distribution density of $(x, v_x)$ in each cell of the $x - v_x$ plane. Range of color bar is $[0, 2.5]$.

We intend to conduct a series of simulations with smaller time steps to recalculate the phase space distribution at $t = 80$ for the SS-EC scheme. Fig. 6.7 indicates that the results of the SS-EC will gradually coincide with that of the AP-EC (shown in panel (d)). For the SS-EC, it requires a time step ten times smaller than that of the AP-EC to capture the evolution of macro particles accurately.
Figure 6.7: Convergence of $x - v_x$ phase space distribution for the Strang splitting scheme in two-stream instability at $t = 80$. (a) SS-EC with $\Delta t = 0.01$; (b) SS-EC with $\Delta t = 0.004$; (c) SS-EC with $\Delta t = 0.001$; (d) AP-EC with $\Delta t = 0.01$.

### 6.3 Bump-on-tail instability

Bump-on-tail instability is one of the fundamental and essential instabilities in plasma simulations [65]. Early numerical experiments have been conducted in the Vlasov-Poisson system [42, 18, 29]. In this test case, the system is initially perturbed both in $x$ space and in $v$ space, with the initial distribution function as [44]:

$$f_0(x, v) = \frac{1}{2\pi L_x L_y} (1 + \alpha \cos(k \cdot x)) \left( \delta e^{-\frac{v_y^2}{2}} + 2(1 - \delta) e^{-2(v_1 - v_d)^2} \right) e^{-\frac{v_x^2}{2}}$$

(6.3)

in which we take $k = (0.3, 0)$, $\alpha = 0.1$, $\delta = 0.9$ and $v_d = 3.5$.

We first focus on the time evolution of the total energy, the $x$-component electric energy, and the total electric energy (Fig. 6.8). From the time evolution of the total electric energy in panel (c) of Fig. 6.8, we notice that the electric energy shows a reduction with time until about $t = 2$, which can be explained numerically from the temporal decrease of the electric field $E_y$. One can observe that the AP-EC and SS-EC agrees with each other in the electric energy of the $x$-component, and the leapfrog curve has an obvious deviation since $t = 30$. Fig. 6.9 plots the distribution function of $v_x$. Curves of all the three schemes are in good accordance with our initialization in Eq. 6.3, for the reason that the maximum appears at $v_d = 3.5$ with $v_d$ being the velocity of electron beam drift of our system.

Fig. 6.10 displays the profiles of electric field $E_x$ of the AP-EC, SS-EC and leapfrog, respectively, where snapshots are saved at $t = 0$, $t = 10$, $t = 20$ and $t = 30$. Results imply that the AP-EC and SS-EC produce similar electric fields, while the leapfrog with $\Delta t = 0.01$ gives different electric fields, in accordance with the results of Fig. 6.8(a). Additional
Figure 6.8: Bump-on-tail instability. $\lambda = 1, \Delta t = 0.01$. (a) Electric energy of $x$-component; (b) Total energy; (c) Electric energy.

Figure 6.9: Distribution function of $v_x$ at $t = 0, t = 10, t = 20$.

calculations show that $E_x$ of leapfrog gets closer to that of the AP-EC and SS-EC with gradually decreased time steps.

Figure 6.10: $\lambda = 1, \Delta t = 0.01$. Contour plot of electric field $E_x$ at $t = 0, 10, 20$ and $30$ (each column for one moment, respectively). (a-d): AP-EC; (e-h): SS-EC; (i-l): leapfrog.
7 Conclusions

In this paper we have developed an efficient energy-conserving implicit PIC method for approximating the high-dimensional electrostatic Vlasov system. A constrained Vlasov-Ampère system, reformulated from the original Vlasov-Poisson system, is introduced as the cornerstone of the proposed scheme. In order to properly discretize the solenoidal and irrotational fields involved in the VA system, a structure-preserving Fourier method is present, which exactly preserves the divergence-/curl-free constraints. With the help of the reformulated system and the novel structure-preserving Fourier method, a fully-implicit scheme based on time-centered temporal discretization is then proposed, which satisfies the discrete energy conservation regardless of the time step sizes. To accelerate the convergence of the resultant nonlinear system, an asymptotic-preserving preconditioner stemming from the generalized Ohm’s law is employed. It can be viewed as a linearized and uniform approximation of the CN scheme for various Debye lengths. Together with a preconditioned Anderson-acceleration algorithm, the proposed fully-implicit scheme is robust and computationally efficient. In order to further reduce the computational cost, an energy-conserving Strang operator splitting method, which decouples the evolution of particle positions from the solution of particle velocities and electromagnetic fields, is further proposed with the help of the structure-preserving Fourier discretizations.

We have tested the proposed methods and compared their performance with the classical leapfrog method, using extensive benchmark tests such as the Landau damping, the two-stream instability and the bump-on-tail instability. We have shown that the asymptotic-preserving preconditioner has the merits of improved robustness and efficiency, and the proposed fully-implicit method generates physically accurate results for various time step sizes and Debye lengths, thus is more suitable for simulating complex plasmas with multiple physical scales.
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Appendix A The Anderson-accelerated iteration

The nonlinear problem $\mathcal{F}(\xi) = 0$ can be recast into an equivalent fixed-point problem $\xi = \mathcal{T}(\xi) := \mathcal{F}(\xi) + \xi$. The Anderson-acceleration algorithm regarding this fixed-point problem is summarized in Algorithm A.1, which is transferable for all fixed-point problems.

**Algorithm A.1** Anderson-acceleration algorithm

**Input:** Initial guess $\xi^{(0)}$, truncation depth $m \geq 1$, maximum iteration $K \geq 1$ and tolerance $0 < \varepsilon \ll 1$. 
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Output: The numerical solution $\xi$.
1: Set $k = 1$, $\xi^{(1)} = T(\xi^{(0)})$, $\mathbf{F}(\xi^{(1)}) = T(\xi^{(1)}) - \xi^{(1)}$.
2: while $k < K$ & $\|\mathbf{F}(\xi^{(k)})\| \leq \varepsilon$ do
3: Set $m_k = \min\{m, k\}$,
4: Set $\mathbf{F}^k = \left( \mathbf{F}(\xi^{(k-m_k)}), \ldots, \mathbf{F}(\xi^{(k)}) \right)$.
5: Find a column vector $\gamma^{(k)} = (\gamma_0^{(k)}, \gamma_1^{(k)}, \cdots, \gamma_{m_k}^{(k)})^T$ such that
\[
\min_{\gamma^{(k)}} \left\| \sum_{j=0}^{m_k} \gamma_j^{(k)} \mathbf{F}(\xi^{(k-m_k+j)}) \right\|_2, \quad \text{s.t. } \sum_{j=0}^{m_k} \gamma_j^{(k)} = 1. \tag{A.1}
\]
6: Set $\xi^{(k+1)} = \sum_{j=0}^{m_k} \gamma_j^{(k)} T(\xi^{(k-m_k+j)})$, $\mathbf{F}(\xi^{(k+1)}) = T(\xi^{(k+1)}) - \xi^{(k+1)}$.
7: Set $k = k + 1$.
8: end while
9: $\xi = \xi^{(k+1)}$.
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