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ABSTRACT. We consider quasiradial Fourier multipliers, i.e. multipliers of the form \( m(a(\xi)) \) for a class of distance functions \( a \). We give a necessary and sufficient condition for the multiplier transformations to be bounded on \( L^p \) for a certain range of \( p \). In addition, when \( m \) is compactly supported in \((0, \infty)\), we give a similar result for associated maximal operators.

1. Introduction

This paper is concerned with \( L^p \) estimates for a class of Fourier multiplier transformations \( T_m \) given by

\[
\hat{T_m f} = m \hat{f}
\]

for a function \( m \). Many deep results have been obtained for specific multipliers, such as the Bochner-Riesz multipliers (see, e.g., [2]). However, in the range \( 1 \leq p \leq 2 \), a characterization of \( m \) for which \( T_m \) is bounded on \( L^p \) is known only for \( p = 1, 2 \) (see [10]) and it is generally believed that such a characterization in reasonable terms is impossible when \( 1 < p < 2 \).

It came as a surprise that radial Fourier multipliers \( m \) for which \( T_m \) is bounded on \( L^p \) can be characterized by a simple condition on the convolution kernel \( \mathcal{F}^{-1} m \). Garrigós and Seeger [6] gave such a characterization when \( T_m \) acts on \( L^p_{rad} \), the space of radial \( L^p \) functions. A breakthrough by Heo, Nazarov and Seeger [7] extended the result to entire \( L^p \) spaces, provided that the dimension is sufficiently high. In addition, Lee, Rogers and Seeger [15] obtained an endpoint result for the \( L^p \) boundedness of \( T_m \) and the associated maximal operators

\[
M_m f(x) := \sup_{t>0} |T_{m(\cdot/t)} f(x)|
\]

in terms of Besov spaces for a larger \( p \)-range. Furthermore, a characterization result for \( M_m \) was obtained by the author [12].

The goal of this paper is to generalize the results for radial Fourier multipliers to a class of quasiradial Fourier multipliers, i.e. multipliers of the form \( m \circ a \), where \( m \) is a function on \((0, \infty)\) and \( a \) is a smooth positive function on \( \mathbb{R}^d \setminus 0 \) which is homogeneous of degree 1. In what follows, we let

\[
\hat{T_m f}(\xi) = m(a(\xi)) \hat{f}(\xi)
\]
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and $M_m$ be the maximal operator associated with $T_m$. A more general class of quasiradial Fourier multipliers has been also studied; see [18] and references therein.

Note that $\nabla a(\xi) \neq 0$ and the “cosphere” $\Sigma = \{\xi : a(\xi) = 1\}$ is a smooth compact hypersurface. Throughout the paper, we shall further assume that

**Assumption.** $\Sigma$ has everywhere nonvanishing Gaussian curvature.

Let us first consider the case when $m$ is compactly supported in $(0, \infty)$ and discuss a necessary condition for the validity of the inequalities $\|T_m f\|_{L^{p,q}} \leq \|f\|_{L^{p,q}}$ for $1 < p < 2$, where $L^{p,q}(\mathbb{R}^d)$ is the Lorentz space and $p'$ is the exponent dual to $p$. We remark that $L^{p,p} = L^p$ and $L^{p,\infty}$ is the weak $L^p$ space and refer the reader to [1] for a detailed treatment of the real interpolation method to be used in the present paper.

By using a Schwartz function whose Fourier transform is $1$ on the support of $m \circ a$, one obtains

$$\left\| \int_{\mathbb{R}^d} m \circ a \right\|_{L^{p,q}} \leq \left\| T_m \right\|_{L^p \rightarrow L^{p,q}} \leq \left\| M_m \right\|_{L^{p',q'} \rightarrow L^{p'}};$$

where the second inequality is by duality; $\left\| T_m \right\|_{L^p \rightarrow L^{p,q}} = \left\| T_m \right\|_{L^{p',q'} \rightarrow L^{p'}}$.

By a result due to Lee and Seeger [17, Theorem 2.2], we have

$$\left\| \int_{\mathbb{R}^d} m \circ a \right\|_{L^{p,q}} \simeq \left\| \frac{\hat{m}}{(1 + |\cdot|)^{(d-1)/2}} \right\|_{L^{p,q}(\nu_d)},$$

where $\nu_d$ is the measure

$$d\nu_d(r) = (1 + |r|)^{d-1} dr$$
on $\mathbb{R}$, which was shown to hold even without the curvature assumption on $\Sigma$. It would be convenient to work with the norm on the right-hand side, since we shall rely on the Fourier inversion formula

$$m(a(\xi)) = \frac{1}{2\pi} \int \hat{m}(r) e^{ira(\xi)} dr.$$

Next, consider the case when $m$ is not necessarily compactly supported, and suppose that $\|T_m f\|_{L^{p,q}} \lesssim \|f\|_{L^p}$. Take a nontrivial smooth function $\phi$ which is compactly supported in $(0, \infty)$. Then by testing with $f = \mathcal{F}_{\mathbb{R}^d}[\phi \circ a](\cdot)$ for $t > 0$, one obtains by (1.1),

$$\sup_{t>0} \left\| \mathcal{F}_{\mathbb{R}^d}[m(t) \phi] \right\|_{L^{p,q}(\nu_d)} \lesssim \left\| T_m \right\|_{L^p \rightarrow L^{p,q}}.$$

With the above notations, we are ready to state our main results.

**Theorem 1.1.** Let $d \geq 4$, $1 < p < \frac{2(d-1)}{d+1}$, and $p \leq q \leq \infty$. Then

$$\left\| T_m \right\|_{L^p \rightarrow L^{p,q}} \simeq \sup_{t>0} \left\| \mathcal{F}_{\mathbb{R}^d}[m(t) \phi] \right\|_{L^{p,q}(\nu_d)}.$$
The result for the special case $a(\xi) = |\xi|$ is obtained in [7, 8]. For compactly supported $m$, we may also characterize the $L^p$ boundedness of $M_m$ in the dual $p$-range.

**Theorem 1.2.** Let $d \geq 4$, $1 < p < \frac{2(d-1)}{d+1}$, and $p \leq q \leq \infty$. Assume that $m$ is compactly supported in $(0, \infty)$. Then

$$\|M_m\|_{L^{p,q} \to L^{p,q}} \approx \|T_m\|_{L^p \to L^{p,q}} \approx \left\| \hat{m} \left(1 + |\cdot|\right)^{-\frac{(d-1)}{2}} \right\|_{L^{p,q}(\nu_d)}.$$ 

For the proof of Theorem 1.1, it is natural to apply ideas from [7, 8] for the radial case $a(\xi) = |\xi|$. However, we need a different formulation by the use of (1.2) to handle more general distance functions $a$, which seems to be at least originated from the study of the Weyl formula (see [11] for a discussion). A new difficulty is the existence of Schwartz tails, which demands finer estimates relying on both the decay and the oscillation of the Fourier transform of a smooth measure on $\Sigma$.

There is also a generalization of the radial Fourier multiplier result by Lee, Rogers and Seeger [15] to quasiradial Fourier multipliers. For this, we refer the reader to [13]. This paper is a shortened version of [13] excluding that result, which will appear elsewhere in a more general setting: spectral multipliers of pseudo-differential operators on compact manifolds (see [14]).

It would be interesting to see what happens if the curvature assumption on $\Sigma$ is relaxed. However, the argument we present here alone does not seem to allow any endpoint result if we do not assume the maximal decay rate of the Fourier transform of the surface measure on $\Sigma$. The situation is quite different in $L^1$. Sharp weak-type $(1,1)$ estimates for the Riesz means $R_\lambda^A$ were obtained by Christ and Sogge [3] without any curvature assumption on $\Sigma$. For the general $\Sigma$ which is a boundary of a convex body in $\mathbb{R}^2$ containing the origin, we refer the reader to [4] and references therein.

**Structure of the paper.** We organize the paper as follows. In Section 2, we derive a model inequality which implies a version of Theorem 1.1 for multipliers compactly supported in $(0, \infty)$. Then the inequality is reduced to a restricted weak type inequality, the proof of which is completed by a crucial $L^2$ estimate in Section 3. In Section 4, we derive the Lorentz space version of the model inequality for the compactly supported multipliers and then prove Theorem 1.1. In Section 5, we prove Theorem 1.2.

**Notation.** We let $N$ be a sufficiently large natural number (with respect to $d$) which may differ from line to line. We write $A \lesssim B$ or $A = O(B)$ if $|A| \leq CB$ for an absolute constant $C > 0$ which may depend on parameters such as $a, N, \epsilon, d, p, q$. We write $A \simeq B$ if $A \lesssim B \lesssim A$. We shall often abbreviate $\|f\|_{L^p(\mathbb{R}^d)}$ to $\|f\|_p$ and omit multiplicative constants which depend only on $d$, such as $(2\pi)^{-d}$. Throughout the paper, $p$ denotes a real number $1 < p < 2$ unless otherwise stated.
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2. A MODEL INEQUALITY

Introduction. We first consider the case when \(m\) is supported in \([1/2, 2]\). Let \(\eta\) be a smooth function supported in \([1/8, 8]\) and \(\eta = 1\) on \([1/4, 4]\), so that \(m(\cdot/t)\eta = m(\cdot/t)\) if \(t \in [1/2, 2]\).

By \([1.2]\), we may write
\[
T_mg(x) = \int \int m(a(\xi))\eta(a(\xi))e^{i(x-y)\cdot \xi}g(y)dyd\xi
\]
\[
= \int \int \eta(a(\xi))e^{ira(\xi)}e^{i(x-y)\cdot \xi}d\xi \hat{m}(r)g(y)dydr
\]
\[
= \int K_r * f(r,x)dr,
\]
where \(K_r\) is defined by \(\hat{K_r}(\xi) = \eta(a(\xi))e^{ira(\xi)}\) and \(f(r,y) = \hat{m}(r)g(y)\). Here, we have used the convention which shall be used throughout the paper;
\[
K_r * f(r,x) = \int K_r(x-y)f(r,y)dy.
\]

By the above discussion, in order to obtain
\[
\|T_mg\|_{L^p} \lesssim \|\hat{m}(1 + |\cdot|^{(d-1)/2})\|_{L^p(\nu_d)} \|g\|_{L^p},
\]
it suffices to prove

**Proposition 2.1.** Let \(d \geq 4\) and \(1 \leq p < \frac{2(d-1)}{d+1}\). Then
\[
\left(\int_\mathbb{R} \|K_r * f(r, \cdot)\|^p d\rho\right)^{1/p} \lesssim \int_\mathbb{R} \int_\mathbb{R} \left| f(r,y) \right|^p \left(1 + |r|\right)^{(d-1)/2} d\nu_d(r) dy.
\]

As a corollary of Proposition 2.1 by duality, an endpoint version of the local smoothing estimate for half-wave operators \(e^{ita(D)}\) for the dual range \(p' > 2 + \frac{4}{d-3}\) can be obtained, strengthening a result by Heo and Yang [9]. However, this is not new and more general results were obtained by Lee and Seeger [16].

It is often convenient to work with a rescaled version of (2.1) for the purpose of interpolation;
\[
\left(\int_\mathbb{R} \|K_r * f(r, \cdot)(1 + |r|)^{(d-1)/2} \|_p d\rho\right)^{1/p} \lesssim \|f\|_{LP(\mathbb{R} \times \mathbb{R}^d, \nu_d \times m_d)},
\]
where \(m_d\) denotes the Lebesgue measure on \(\mathbb{R}^d\).

In this section, we start the proof of Proposition 2.1 which will be completed in Section 3.
2.1. Preliminary estimates. In this section, we recall bounds for the kernel \( K_r \). One has the \( L^1 \) estimate
\[
\|K_r\|_1 \lesssim (1 + |r|)^{\frac{d-1}{2}}.
\]
This is a rescaled version of the estimate in [20] which continues to hold without any curvature assumption on \( \Sigma \).

On the other hand, given the curvature assumption, one may obtain a rather precise pointwise estimate of the kernel by the method of stationary phase. For each \( x \in \mathbb{R}^d \setminus 0 \), there are exactly two points \( \xi_{\pm}(x) \) on \( \Sigma \) which have their outward unit normal vectors \( \pm x/|x| \). Define \( \psi_{\pm}(x) = \langle x, \xi_{\pm}(x) \rangle \).

Note that \( \psi_{\pm} \) is smooth and homogeneous of degree 1, \( \psi_+ > 0, \psi_- < 0 \), and \( c_1|x| \leq |\psi_{\pm}(x)| \leq c_2|x| \) for some constants \( c_1, c_2 > 0 \) which depend only on \( a \). By the method of stationary phase, we have
\[
\int_{\Sigma} e^{i\langle x, \xi' \rangle} d\mu(\xi') = \sum_{\pm} e^{i\psi_{\pm}(x)} b_{\pm}(x),
\]
where \( b_+ \) and \( b_- \) are symbols of order \(-d/2\) (see [21]).

There is a polar coordinate with respect to \( \Sigma \), namely \( \xi = \rho \xi' \) where \( \rho = a(\xi) \) and \( \xi' \in \Sigma \). Let \( n(\xi') \) be the outward unit normal vector at \( \xi' \in \Sigma \) and \( d\sigma \) be the surface measure on \( \Sigma \). Then the Lebesgue measure on \( \mathbb{R}^d \) admits the representation
\[
d\xi = \rho^{d-1} d\rho d\mu(\xi'),
\]
where \( d\mu(\xi') = \langle \xi, n(\xi') \rangle d\sigma(\xi') \). We refer the reader to [5] and references therein.

By using the (generalized) polar coordinate (2.3) and integration by parts exploiting the oscillation \( e^{i\psi_{\pm}(x)} \), the following estimate was obtained in [9].
\[
|K_r(x)| \leq C_N (1 + |x| + |r|)^{-\frac{d-1}{2}} \sum_{\pm} (1 + |\psi_{\pm}(x) + r|)^{-N}.
\]

Assume that \( r \geq 2 \) and let \( \psi(x) = -\psi_-(x) \). Then
\[
|K_r(x)| \leq C_N (1 + |x| + |r|)^{-\frac{d-1}{2}} (1 + |\psi(x) - r|)^{-N},
\]
since \( |\psi_-(x) + r| \leq C\psi_+(x) + r \) for some constant \( C > 0 \).

We see that the kernel \( K_r \) decays rapidly away from the set \( \{ x : |\psi(x) - r| \leq 1 \} = r\{ x : |\psi(x) - 1| \leq 1/r \} \). We remark that the set \( \{ x : |\psi(x) - 1| \leq 1/r \} \) is contained in a \( O(1/r) \) neighbourhood of the smooth hypersurface \( \{ x : \psi(x) = 1 \} \) and the measure of the set is \( O(1/r) \). This gives an alternative way to obtain the \( L^1 \) estimate (2.3).

2.2. Reduction to a restricted weak type inequality. We may assume, without the loss of generality, that in (2.1), the \( r \) integration is taken over \( r \geq 0 \) since the case \( r \leq 0 \) can be handled similarly. Furthermore, we may assume that \( r \geq 2 \) by an \( L^1 \) estimate from (2.3) (see, e.g., [12]).
We begin with the discretization of the $r$-variable as in [19]. Assume that we have
\begin{equation}
\left\| \sum_{n \geq 2} K_{n+u} f(n+u, \cdot) \right\|_{L^p} \lesssim \int \left\| \sum_{n \geq 2} |f(n+u, y)|^p (1+n+u)^{d-1} \left( \frac{1}{p} \right) dy,
\end{equation}
with an implicit constant uniform in $0 \leq u < 1$. To prove (2.1), we write $r = n + u$, where $n \in \mathbb{N}$ and $u \in [0, 1)$. Then by Minkowski’s inequality and Hölder’s inequality,
\begin{align*}
\left\| \int_2^\infty K_r * f(r, \cdot) dr \right\|_{L^p} & \leq \int_0^1 \left\| \sum_{n \geq 2} K_{n+u} f(n+u, \cdot) \right\|_{L^p} du \\
& \lesssim \left( \int_0^1 \left\| \sum_{n \geq 2} K_{n+u} f(n+u, \cdot) \right\|_{L^p} du \right)^{1/p} \\
& \lesssim \left( \int_2^\infty \int_{\mathbb{R}^d} \frac{f(r, y)}{(1 + |r|)^{(d-1)/2}} dy dr \right)^{1/p}.
\end{align*}
Assume that for functions $f$ on $\mathbb{N} \times \mathbb{R}^d$, we have
\begin{equation}
\left\| \sum_{n \geq 2} K_{n+u} f(n, \cdot) \right\|_{L^p} \lesssim \sum_{n \geq 2} \int |f(n, y)|^p dy (1+n)^{d-1} \left( \frac{1}{p} \right) - \frac{1}{2},
\end{equation}
with an uniform implicit constant for all $0 \leq u < 1$. Then we observe that (2.7) holds. Thus, we have reduced (2.1) to (2.8).

Next, we discretize the $y$ variable in (2.8) as in [15]. Here, we will assume that $u = 0$ for the sake of simplicity, but the argument would clearly indicate that estimates continue to hold with uniform implicit constants provided that $u = O(1)$. For each $(n, z) \in \mathbb{N} \times \mathbb{Z}^d$, assume that $b_{n, z}(y)$ is a function normalized by the condition $|b_{n, z}(y)| \leq \chi_q(y)$, where $\chi_q$ is the characteristic function on $q = \prod_{i=1}^d [z_i, z_i + 1)$. Suppose that for any function $\gamma$ on $\mathbb{N} \times \mathbb{Z}^d$, we have
\begin{equation}
\left\| \sum_{n \geq 2} \sum_{z \in \mathbb{Z}^d} \gamma_{n, z} K_n * b_{n, z} \right\|_{L^p} \lesssim \sum_{n \geq 2} \sum_{z \in \mathbb{Z}^d} |\gamma_{n, z}| (1+n)^{d-1} \left( \frac{1}{p} \right) - \frac{1}{2},
\end{equation}
where the implicit constant is independent of the choice of $b_{n, z}$.

We claim that (2.9) implies (2.8) (with $u = 0$). Note that there is a Schwartz function $\zeta$, such that $K_r * \zeta = K_r$ for any $r \in \mathbb{R}$ by the compact support of $K_r$. Set
\[ \gamma_{n, z} = \sup_{y \in q} |\zeta * f(n, y)|, \]
\[ b_{n, z}(y) = \gamma_{n, z}^{-1} \chi_q(y) \zeta * f(n, y), \quad \text{if } \gamma_{n, z} \neq 0, \]
and $b_{n, z}(y) = 0$ if $\gamma_{n, z} = 0$. The claim follows since $\sum_{z \in \mathbb{Z}^d} \gamma_{n, z} b_{n, z} = \zeta * f(n, \cdot)$ and $\sum_{z \in \mathbb{Z}^d} \gamma_{n, z} |f(n, y)|^p \lesssim \int |f(n, y)|^p dy$, which is a consequence of the fact that $|\gamma_{n, z}| \lesssim u_N |f(n, y)|$ uniformly in $y \in q$, where $u_N(x) = (1 + |x|)^{-N}$. 

Let $\tilde{E}_j = (I_j \cap \mathbb{N}) \times \mathbb{Z}^d$, where $I_j = [2^j, 2^{j+1})$. Then (2.9) follows from (2.10)

$$\left\| \sum_{j \geq 1} 2^{j(d-1)/2} \sum_{(n,z) \in \tilde{E}_j} \gamma_{n,z} K_n * b_{n,z} \right\|_p \lesssim \sum_{j \geq 1} 2^{j(d-1)} \sum_{(n,z) \in \tilde{E}_j} |\gamma_{n,z}|^p.$$

Let $\mu_d$ be the measure on $\mathbb{N} \times \mathbb{Z}^d$ defined by

$$\mu_d(E) = \sum_{j \geq 1} 2^{j(d-1)} \# \{(n,z) \in E : n \in I_j\}$$

and let $T$ be the operator acting on functions on $\mathbb{N} \times \mathbb{Z}^d$ by

$$T \gamma = \sum_{j \geq 1} 2^{j(d-1)/2} \sum_{(n,z) \in \tilde{E}_j} \gamma_{n,z} K_n * b_{n,z}.$$

Then (2.10) is equivalent to the estimate $\|T \gamma\|_{L^p(\mathbb{R}^d)} \lesssim \|\gamma\|_{L^p(\mu_d)}$.

The case $p = 1$ is trivial by the triangle inequality and the $L^1$ estimate (2.3). Thus, it suffices to prove the following restricted weak type inequality; For $1 < p < \frac{2(d-1)}{d+1}$ and $\lambda > 0$,

$$\text{meas}\{x : \sum_{j \geq 1} 2^{j(d-1)/2} \sum_{(n,z) \in \tilde{E}_j} K_n * b_{n,z} > \lambda\} \lesssim \lambda^{-p} \sum_{j \geq 1} 2^{j(d-1)} \# \tilde{E}_j,$$

where $\tilde{E}_j$ is a finite subset of $\tilde{E}_j$ and the implicit constant is independent of the choice of $\tilde{E}_j$ and $b_{n,z}$. Note that by the $L^1$ estimate, (2.11) holds for $p = 1$. Thus, we may assume that $\lambda > C$ for a fixed large constant $C > 1$.

2.3. Density decomposition of $\mathcal{E}_j$. For each $1 \leq k \leq j$, let $D^j_k$ be the collection of (half open) dyadic cubes of side length $2^k$ in $\mathbb{R}^{1+d}$ which tile $[2^j, 2^{j+1}) \times \mathbb{R}^d$, and then let $D_j = \bigcup_{k=1}^{j} D^j_k$.

Let $Q_j(\lambda)$ be the collection of cubes $Q \in D_j$ such that

$$\# \mathcal{E}_j \cap Q > \lambda^{p} l(Q),$$

where $l(Q)$ denotes the side length of $Q$. Then let $Q_j(\lambda)$ be the collection of the maximal cubes in $Q_j(\lambda)$. Note that $Q_j(\lambda)$ is a collection of finitely many disjoint dyadic cubes $Q \in D_j$. Then we set

$$\mathcal{E}_j(\lambda) = \mathcal{E}_j \setminus \bigcup_{Q \in Q_j(\lambda)} Q.$$

This is a dyadic version of the density decomposition (also known as the modified Calderón-Zygmund decomposition) given in [7]. By the construction, we immediately obtain

$$\sum_{Q \in Q_j(\lambda)} l(Q) < \lambda^{-p} \sum_{Q \in Q_j(\lambda)} \# \mathcal{E}_j \cap Q \leq \lambda^{-p} \# \mathcal{E}_j,$$

and that

$$\# \mathcal{E}_j(\lambda) \cap Q \leq \lambda^{p} l(Q),$$

for any $Q \in D_j$. 
With the notation $B_{n,z} = K_n * b_{n,z}$, (2.11) follows from
\[
(2.14) \quad \text{meas} \{ x : | \sum_{j \geq 1} 2^{j(d-1)/2} \sum_{Q \in Q_j(\lambda)} \sum_{(n,z) \in \mathcal{E}_j \cap Q} B_{n,z} | > \lambda \} \lesssim \lambda^{-p} \sum_{j \geq 1} 2^{j(d-1)} \# \mathcal{E}_j,
\]
\[
(2.15) \quad \text{meas} \{ x : | \sum_{j \geq 1} 2^{j(d-1)/2} \sum_{(n,z) \in \mathcal{E}_j(\lambda)} B_{n,z} | > \lambda \} \lesssim \lambda^{-p} \sum_{j \geq 1} 2^{j(d-1)} \# \mathcal{E}_j.
\]

In order to prove (2.15) for $1 < p < \frac{2(d-1)}{d+1}$, it suffices to prove the following $L^2$ estimate by Chebyshev’s inequality.

**Lemma 2.2.** Let $d \geq 4$. Assume that $\# \mathcal{E}_j \cap Q \leq \lambda^p l(Q)$ for any $Q \in \mathcal{D}_j$. Then
\[
\left\| \sum_{j \geq 1} 2^{j(d-1)/2} \sum_{(n,z) \in \mathcal{E}_j} B_{n,z} \right\|_2^2 \lesssim \lambda^{2p/(d-1)} \log \lambda \sum_{j \geq 1} 2^{j(d-1)} \# \mathcal{E}_j.
\]

We shall prove Lemma 2.2 in Section 3. We shall prove (2.14) in the next subsection.

2.4. **The high density part.** Let $(r_Q, y_Q)$ be the center of $Q \in \mathcal{D}_j$ and
\[
\Psi(Q) = \{ x : |\psi(x - y_Q) - r_Q| \leq C_1 l(Q) \},
\]
where $C_1 = 5d(\| \nabla \psi \|_{L\infty} + 1)$. Then $\sum_{(n,z) \in \mathcal{E}_j \cap Q} B_{n,z}$ is essentially supported in $\Psi(Q)$. Indeed, if $(n, z) \in Q$, then
\[
(2.16) \quad \| B_{n,z} \|_{L^1(\Psi(Q)^c)} \lesssim 2^{j(d-1)/2} l(Q)^{-N}.
\]
To see this, assume that $x \notin \Psi(Q)$ and $y \in q_z$. Then since $|n - r_Q| \leq l(Q)$ and $|\psi(x - y) - \psi(x - y_Q)| \leq \| \nabla \psi \|_{L\infty} |y - y_Q| \leq C_1 l(Q)/5$, we get
\[
|\psi(x - y) - n| \geq |\psi(x - y_Q) - r_Q| - C_1 l(Q)/2 \geq l(Q).
\]
Thus we get by the kernel estimate (2.6),
\[
|K_n(x - y)| \lesssim 2^{-j(d-1)/2} l(Q)^{-N} (1 + |\psi(x - y) - n|)^{-N}.
\]
Since $\int (1 + |\psi(x - n)|)^{-N} dx \lesssim 2^{j(d-1)}$ if $n \simeq 2^j$, (2.16) follows by the normalization of $b_{n,z}$.

On the other hand, we have a favourable bound for the measure of $\Psi(Q)$. Note that by (2.12),
\[
\text{meas} \left( \bigcup_{j \geq 1} \bigcup_{Q \in Q_j(\lambda)} \Psi(Q) \right) \lesssim \sum_{j \geq 1} \sum_{Q \in Q_j(\lambda)} 2^{j(d-1)} l(Q) \leq \lambda^{-p} \sum_{j \geq 1} 2^{j(d-1)} \# \mathcal{E}_j.
\]
Thus, it suffices to prove (2.14) with $B_{n,z}$ replaced by $B_{n,z} \chi_{\Psi(Q)^c}$. But then by the $L^1$ estimate (2.16) and Chebyshev’s inequality, we may bound the
We decompose 3.1. Scalar products.

The estimate will be used only when diam(B) ≥ λp/d. This follows from the fact that #E_j ∩ Q, which is at least λl(Q), is at most l(Q)d+1 due to the lattice structure of E_j. If we take N large enough, we obtain (2.14).

3. Proof of Lemma 2.2

We may assume that the sum \( \sum_{j \geq 1} \) is taken over a 10-separated set of natural numbers, by breaking the original sum into finitely many sums. Following [7], we shall further break the sum as

\[
\sum_{j \geq 1} 2^{j(d-1)/2} G_j + \sum_{j > 4 \log_2 \lambda} 2^{j(d-1)/2} G_j,
\]

where \( G_j = \sum_{(n,z) \in E_j} B_{n,z} \). Then we obtain

\[
\left\| \sum_{j \geq 1} 2^{j(d-1)/2} G_j \right\|_2^2 \lesssim \log_2 \lambda \sum_{j \leq 4 \log_2 \lambda} 2^{j(d-1)} \|G_j\|_2^2 + \sum_{j > 4 \log_2 \lambda} 2^{j(d-1)/2} G_j \right\|_2^2
\approx \log_2 \lambda \sum_{j \geq 1} 2^{j(d-1)} \|G_j\|_2^2
\]

\[
+ \sum_{4 \log_2 \lambda < k < j} 2^{(j+k)(d-1)/2} \langle G_j, G_k \rangle.
\]

We remark that if B be any ball in \( \mathbb{R}^{1+d} \) of diameter diam(B), then it follows from the assumption that

\[
\#E_j \cap B \leq C_d \left( 1 + \frac{\text{diam}(B)}{2^j} \right)^d \lambda^p \text{diam}(B).
\]

The estimate will be used only when diam(B) \( \lesssim 2^j \).

3.1. Scalar products. Fix a large constant \( C > 0 \). For each \( (n,z) \in E_j \), we decompose \( E_k \), when \( k < j \), as follows.

\[
E_k(z) = \{(n',z') \in E_k : 2^{j-5} \leq \psi(z' - z) \leq 2^{j+5}\}
\]

\[
E_k^l(n,z) = \{(n',z') \in E_k(z) : |\psi(z' - z) - n| < C2^k\} \quad \text{if } l = 0,
\]

\[
= \{(n',z') \in E_k(z) : C2^{k+l-1} \leq |\psi(z' - z) - n| < C2^{k+l}\} \quad \text{if } l \geq 1.
\]

Note that the “cylinder” \( \{(r,y) \in \mathbb{R}^{1+d} : |\psi(y - z) - n| \leq C2^k, r \in I_k\} \), thus \( E_k^0(n,z) \), can be covered by \( O(2^{(j-k)(d-1)}) \) many balls of radius \( 2^k \) in
\[ \mathbb{R}^{1+d}. \] Similarly, \( E_k^l(n, z) \) can be covered by \( O(2^{(j-k)(d-1)2^l}) \) many balls of radius \( 2^k \). By (3.1), we get
\[
(3.2) \quad \#E_k^l(n, z) \lesssim 2^{(j-k)(d-1)2^l},
\]
for \( l \geq 0 \), where the implicit constant is independent of \( (n, z) \in E_j \).

Then we may bound \( |\langle G_j, G_k \rangle| \) by \( I + II + III \), where
\[
I = \sum_{(n,z) \in E_j} \left| \langle B_{n,z}, \sum \langle B_{n',z'} \rangle \right|,
\]
\[
II = \sum \sum_{(n,z) \in E_j} \sum_{l \geq 1} \left| \langle B_{n,z}, B_{n',z'} \rangle \right|,
\]
\[
III = \sum \sum_{(n,z) \in E_j} \left| \langle B_{n,z}, B_{n',z'} \rangle \right|.
\]
Here, \( III \) is the main term.

**Lemma 3.1.** For any pairs \( (n, z), (n', z') \), we have
\[
(3.3) \quad \left| \langle B_{n,z}, B_{n',z'} \rangle \right| \lesssim 1 + (1 + |(n, z) - (n', z')|)^{-d-1}/2.
\]

If \( (n', z') \in E_k^l(n, z) \) for some \( l \geq 1 \), then
\[
(3.4) \quad \left| \langle B_{n,z}, B_{n',z'} \rangle \right| \lesssim 2^{-j(d-1)/2}2^{-(k+l)N}.
\]

Moreover,
\[
(3.5) \quad \left| \langle B_{n,z}, \sum_{(n',z') \in E_k^l(z)} B_{n',z'} \rangle \right| \lesssim 2^{-jN},
\]
where the implicit constant is independent of \( (n, z) \).

**Proof.** By Plancherel’s theorem, \( \langle B_{n,z}, B_{n',z'} \rangle \) is a constant times
\[
(3.6) \quad \int \int \tilde{K}(n - n', y' - y) b_{n,z}(y)\overline{b_{n',z'}(y')} dy dy',
\]
where \( \tilde{K}(r, x) = \int |\eta(a(\xi))|^2 e^{i \alpha(\xi)} e^{ix \cdot \xi} \xi d\xi \).

Then we have the following bounds for \( \tilde{K} = \tilde{K}(n - n', y' - y) \) by (2.6),
\[
(3.7) \quad |\tilde{K}| \leq (1 + |y' - y| + |n - n'|)^{-d-1}/2(1 + |\psi(y' - y) - (n - n')|^2)^{-N}.
\]

By inserting (3.7) to (3.6), we obtain (3.3).

Next, observe that
\[
|\psi(y' - y) - (n - n')| = |\psi(z' - z) - n| + O(2^k).
\]
Thus, if \( |\psi(z' - z) - n| \geq C2^{k+l-1} \) for a sufficiently large constant \( C > 0 \), i.e. \( (n', z') \in E_k^l(n, z) \), then \( |\psi(y' - y) - (n - n')| \geq 2^{k+l} \) and we obtain the additional decay \( 2^{-(k+l)N} \), which implies (3.4).

For (3.5), we observe that if \( \psi(y' - y) > 2^{j+5} \) or \( \psi(y' - y) < 2^{j-5} \), then
\[
(3.8) \quad |\tilde{K}| \leq C\lambda 2^j(1 + |y' - y|)^{-N},
\]
since \(|n - n'| \simeq 2^j\). By the normalization of \(b_{n',z'}\),
\[
\sum_{(n',z') \in \mathcal{E}_k \setminus \mathcal{E}_k(z)} |b_{n',z'}| \leq 2^k.
\]
Thus, we may bound \(|\langle B_{n,z}, \sum_{(n',z') \in \mathcal{E}_k \setminus \mathcal{E}_k(z)} B_{n',z'} \rangle|\) by
\[
C 2^{-jN} 2^k \iint (1 + |y' - y|)^{-N} \chi_{q_k}(y) dy dy' \lesssim 2^{-jN}.
\]
\(\square\)

Using Lemma 3.1, we may bound the scalar product \(\langle B_{n,z}, B_{n',z'} \rangle\) in the main term III by \(2^{-j(d-1)/2}\), since \(|z - z'| \simeq 2^j\). Thus, using (3.2), we get
\[
III \lesssim \lambda^p 2^{j(d-1)/2} 2^{-k(d-2)} \# \mathcal{E}_j.
\]
Similarly, we see that I \(\lesssim 2^{-jN} \# \mathcal{E}_j\) and II \(\lesssim \lambda^p 2^{j(d-1)/2} 2^{-kN} \# \mathcal{E}_j\), giving
\[
|\langle G_j, G_k \rangle| \lesssim \lambda^p 2^{j(d-1)/2} 2^{-k(d-2)} \# \mathcal{E}_j.
\]
Consequently,
\[
\sum_{4 \log_2 \lambda < k < j} 2^{j+k(d-1)/2} |\langle G_j, G_k \rangle| \lesssim \lambda^p \sum_{k > 4 \log_2 \lambda} 2^{-k(d-3)/2} \sum_{j \geq 1} 2^j \# \mathcal{E}_j
\]
\[
\lesssim \sum_{j \geq 1} 2^{j(d-1)} \# \mathcal{E}_j,
\]
since \(p - 2(d-3) \leq 0\) if \(d \geq 4\) and \(p \leq 2\), which is better than we claimed. We continue to estimate \(\sum_{j \geq 1} 2^j \|G_j\|^2_2\) in the next subsection.

3.2. The diagonal part. We shall decompose \(I_j\) as a union of intervals of equal length based on the following lemma.

**Lemma 3.2.** Let I be a subinterval of \(I_j\). Set \(\mathcal{E}_j,I = \{(n, z) \in \mathcal{E}_j : n \in I\}\). Then
\[
\left\| \sum_{(n, z) \in \mathcal{E}_j,I} B_{n,z} \right\|^2_2 \lesssim |I| \# \mathcal{E}_j,I.
\]

**Proof.** By the Cauchy-Schwarz inequality,
\[
\left\| \sum_{(n, z) \in \mathcal{E}_j,I} B_{n,z} \right\|^2_2
\]
\[
\lesssim |I| \left\| \sum_{n \in I} K_n * \left( \sum_{z \in \mathcal{E}_j,I} b_{n,z} \right) \right\|^2_2
\]
\[
\lesssim |I| \sum_{n \in I} \left\| K_n * \left( \sum_{z \in \mathcal{E}_j,I} b_{n,z} \right) \right\|^2_2
\]
\[
\leq |I| \# \mathcal{E}_j,I.
\]
where we have used Plancherel’s theorem, \( \| \hat{K}_n \|_\infty \lesssim 1 \) and the orthogonality of \( b_{n,z} \) for each fixed \( n \) at the last line.

Using the lemma with \( I = I_j \), we can bound \( \| G_j \|_2^2 \) by \( C2^j \#E_j \), which is satisfactory for the case \( 2^j \leq \lambda^{2p/(d-1)} \).

Next, we assume that \( 2^j \geq \lambda^{2p/(d-1)} \) and decompose \( I_j \) as a disjoint union of intervals \( \{ I \} \) of length \( \lambda^{2p/(d-1)} \), except possibly with an interval of length less than \( \lambda^{2p/(d-1)} \), which can be easily handled separately. Then we get

\[
\| G_j \|_2^2 \lesssim \sum_I \left( \sum_{(n,z) \in E_j} B_{n,z} \right)^2 + \sum_I \sum_{(n,z) \in E_j} \left| \langle B_{n,z}, \sum_{I' \neq I} \sum_{(n',z') \in E_{j,I'}} B_{n',z'} \rangle \right|.
\]

Since Lemma 3.2 gives the desired estimate for the diagonal part, we turn to the estimate of the scalar products.

First, we may discard the contribution of \( (n', z') \) with \( \psi(z' - z) \geq 2^{j+5} \) in the inner product by an argument similar to the proof of (3.5). Then the remaining part can be bounded by

\[
(3.9) \sum_{(n,z) \in E_j} \sum_{(n',z') \in E_j, |I| \leq \|(n',z')-(n,z)\| \leq 2^j} \left| \langle B_{n,z}, B_{n',z'} \rangle \right|.
\]

By (3.3), we may bound (3.9) by

\[
\sum_{(n,z) \in E_j} \sum_{l \geq 0} \sum_{|I| \leq 2^l} (1 + \|(n, z) - (n', z')\|)^{-(d-1)/2} \lesssim \sum_{(n,z) \in E_j} \sum_{l \geq 0} \lambda^p |2^l I|^{-(d-3)/2} \lesssim \lambda^p |I|^{-(d-3)/2} \#E_j = \lambda^{2p/(d-1)} \#E_j,
\]

where we have used (3.1) and \( d \geq 4 \).

We have shown that \( \| G_j \|_2^2 \lesssim \lambda^{2p/(d-1)} \#E_j \). This finishes the proof of Lemma 2.2 which completes the proof of Proposition 2.1.

4. PROOF OF THEOREM 1.2

4.1. Lorentz space estimates. By real interpolation, we may extend (2.2) to the Lorentz spaces \( L^{p,q} \) for \( 1 \leq q \leq \infty \) and \( 1 < p < 2(d-1)/(d+1) \). We remark that for \( p \leq q \leq \infty \), we have

\[
\| f \|_{L^{p,q}} \leq \int_{\mathbb{R}^d} \| f(\cdot, y) \|_{L^{p,q}(\nu_d)}^p dy,
\]

when \( m_d \) is the Lebesgue measure on \( \mathbb{R}^d \). Similarly,

\[
(4.1) \| \gamma \|_{L^{p,q}} \leq \sum_{z \in \mathbb{Z}^d} \| \gamma(\cdot, z) \|_{L^{p,q}(\nu_d)}^p,
\]

when \( m_d \) is the counting measure on \( \mathbb{Z}^d \). We refer the reader to [7, Lemma 9.2] for the inequalities.
By rescaling, we obtain the Lorentz space version of Proposition 2.1.

**Proposition 4.1.** Let \( d \geq 4 \) and \( 1 < p < \frac{2(d-1)}{d+1} \) and \( p \leq q \leq \infty \). Then

\[
\left\| \int_{\mathbb{R}} K_r * f(r, \cdot) \, dr \right\|_{L^{p,q}}^p \lesssim \int_{\mathbb{R}^d} \left\| \frac{f(\cdot, y)}{(1 + |\cdot|^{(d-1)/2})} \right\|_{L^{p,q}(\nu_d)}^p \, dy.
\]

4.2. **Proof of Theorem 1.2.** By the Littlewood-Paley theory and duality, it suffices to prove that

\[
\left( \int_I \right) \left\| \int_T m(\cdot/t) g_t \, dt \right\|_{L^{p,q}(\nu_d)} \lesssim \left\| \frac{\widehat{m}}{(1 + |\cdot|^{(d-1)/2})} \right\|_{L^{p,q}(\nu_d)} \int_I |g_t| \, dt \right\|_{L^p},
\]

with \( I = [1, 2] \). We refer the reader to [15] for details.

Next, we proceed as in [12], assuming that \( m \) is supported in \([1/2, 2] \). However, an inspection of the proof would clearly show that the result holds whenever \( m \) is compactly supported in \((0, \infty) \). We see (as in Section 2) that

\[
\int_I T_m(\cdot/t) g_t \, dt = \int K_r * f(r, \cdot) \, dr,
\]

where \( f(r, y) = \int_T t \widehat{m}(tr) g_t(y) \, dt \). Observe that

\[
\left\| \frac{f(\cdot, y)}{(1 + |\cdot|^{(d-1)/2})} \right\|_{L^{p,q}(\nu_d)} \lesssim \left\| \frac{\widehat{m}}{(1 + |\cdot|^{(d-1)/2})} \right\|_{L^{p,q}(\nu_d)} \int_I |g_t(y)| \, dt
\]

by Minkowski’s integral inequality for Lorentz spaces and the change of variable \( r \to r/t \). Therefore, Proposition 4.1 implies (4.2).

5. **Proof of Theorem 1.1.**

5.1. **Independence of the cutoff functions.** In the following subsections, we will prove Theorem 1.1 for a particular cutoff function. It is justified by the following lemma [6, Lemma 2.4].

**Lemma 5.1.** Let \( 1 < p < \infty \) and \( 1 \leq q \leq \infty \). Suppose that \( \phi \) and \( \eta \) are nontrivial smooth functions with compact supports in \((0, \infty) \). Then

\[
\sup_{t>0} \left\| \mathcal{F}_{\mathbb{R}} [m(t) \phi] \right\|_{L^{p,q}(\nu_d)} \simeq \sup_{t>0} \left\| \mathcal{F}_{\mathbb{R}} [m(t) \eta] \right\|_{L^{p,q}(\nu_d)},
\]

where the implicit constant is independent of \( m \).

5.2. **Combining Fourier localized pieces.** Let \( \phi \) be a smooth cut off function supported in \([1/2, 2] \) such that \( \sum_{k \in \mathbb{Z}} \phi(2^{-k}) = 1 \) for \( \rho > 0 \). Let \( m_k = m(2k \cdot) \phi \), \( \kappa_k = \widehat{m_k} \), \( \widehat{k^k(\xi)} = m_k(a(\xi)) \), and \( \eta_k = 2^{kd} \eta(2^k \cdot) \), where \( \hat{\eta}(\xi) = \phi(a(\xi)) \). Then we can write

\[
T_m f = \sum_{k \in \mathbb{Z}} \eta_k \ast T_k f,
\]

where \( T_k f = 2^{kd} \kappa^k(2^k \cdot) \ast f \).

With the above notations, we quote a special case of [15, Theorem 4.2].
Theorem A. Let $1 < p < 2$, $p \leq q \leq \infty$, $A > 0$, and $C_0 \geq 1$. Assume that for every $k \in \mathbb{Z}$ and $l \geq 0$ one can split the kernel into

$$K^k = K_l^{k,sh} + K_l^{k/lg}$$

so that the following properties hold:

(i) $K_l^{k,sh}$ is supported in $\{x : |x| \leq C_0 2^{l+1}\}$.

(ii) $\sup_{\xi \in \mathbb{R}^d} |K^k_l^{k,sh}(\xi)| \leq A$.

(iii) Let $\{b_z\}_{z \in \mathbb{Z}^d}$ such that supp $b_z \subset R^l_z := \prod_{i=1}^d [2^l z_i, 2^l (z_i + 1))$ and $\|b_z\|_{L^2} \leq 1$. There is $\epsilon > 0$ such that for any $\gamma \in \mathcal{L}^p(\mathbb{Z}^d)$,

$$\left\| \left( \sum_z \gamma_z b_z \right) \right\|_{L^{p,q}} \leq A 2^{-l \epsilon} 2^{2d \frac{1}{p} - \frac{1}{2}} \|\gamma\|_{\mathcal{L}^p(\mathbb{Z}^d)}.$$  

Then the operator $T_m$ extends to a bounded operator from $L^p$ to $L^{p,q}$ with the operator norm not exceeding $C_p A$ for some constant $C_p$.

Observe that

$$K^k(x) = \int K_r(x) \kappa_k(r) \, dr.$$  

We split $K^k$ as follows. Fix $l_0 \in \mathbb{N}$ such that $2^{l_0} \geq d \sum_{\pm} \|\nabla \psi_{\pm}\|_{L^\infty}$ and let $C_0 = 2^{l_0 + 1} c^{-1}$ where $c_1$ is the constant such that $|\psi_{\pm}(x)| \geq c_1 |x|$ (see Section 2.1). Let $\chi$ be a smooth function supported in $|x| \leq 2C_0$ such that $\chi(x) = 1$ if $|x| \leq C_0$, and let $\chi_1(x) = \chi(2^{-l} x)$. For each $l \geq 0$, we split the kernel $K^k$ into a short and a long range contribution

$$K^k = K_l^{k,sh} + \left[ K_l^{k/lg} + E_l^{k/lg} \right],$$

where

$$K_l^{k,sh}(x) = \chi_l(x) \int_{|r| \leq 2^{l_0}} K_r(x) \kappa_k(r) \, dr,$$

$$K_l^{k/lg}(x) = \int_{|r| > 2^{l_0}} K_r(x) \kappa_k(r) \, dr,$$

$$E_l^{k/lg}(x) = \left[ 1 - \chi_l(x) \right] \int_{|r| \leq 2^{l_0}} K_r(x) \kappa_k(r) \, dr.$$

Note that (i) in Theorem A is immediate from the definition. Let

$$A = C \sup_{k \in \mathbb{Z}} \left\| \frac{\kappa_k}{(1 + |\gamma|)^{(d-1)/2}} \right\|_{L^{p,q}(\mathbb{R})},$$

for some large constants $C > 0$.

By Theorem A, it suffices to verify, for the proof of Theorem 1.1 (ii) and

$$\left\| K_l^{k/lg} \ast \left( \sum_{z} \gamma_z b_z \right) \right\|_{L^{p,q}} \leq A 2^{-l \epsilon} 2^{2d \frac{1}{p} - \frac{1}{2}} \|\gamma\|_{\mathcal{L}^p(\mathbb{Z}^d)}$$

(5.3)

$$\left\| E_l^{k/lg} \ast \left( \sum_{z} \gamma_z b_z \right) \right\|_{L^p} \leq A 2^{-l \epsilon} 2^{2d \frac{1}{p} - \frac{1}{2}} \|\gamma\|_{\mathcal{L}^p(\mathbb{Z}^d)}.$$  

(5.4)
for some $\epsilon > 0$ for the range of $p$ given in Theorem 1.1. In this subsection, we verify (ii) and (5.4) for $1 < p < \frac{2d}{d+1}$. Verification of (5.3) will be done in the following subsection.

For (ii), observe that

$$\left\| K_{l}^{k,sh} \right\|_{L^{\infty}} \leq \int |\kappa_{k}(r)| dr = \int \frac{|\kappa_{k}(r)|}{(1 + |r|)^{(d-1)/2}} (1 + |r|)^{-(d-1)/2} d\nu_{d}(r)$$

$$\leq \left\| \frac{\kappa_{k}}{(1 + \cdot)^{(d-1)/2}} \right\|_{L^{p,\infty}(\nu_{d})} \left\| (1 + \cdot)^{-(d-1)/2} \right\|_{L^{p',\infty}(\nu_{d})} \leq A.$$  

In the last line, we have used that $p < 2d/(d + 1)$.

For (5.4), note that if $|r| \leq 2^{l+6}$, then

$$|(1 - \chi_{l}(x))K_{r}(x)| \leq C_{N} 2^{-lN} (1 + |x|)^{-N},$$

since $|\psi_{\pm}(x) + r| \geq |\psi_{\pm}(x)|/2 \geq 2^{l+6}$ if $|x| \geq C_{0} 2^{l}$. This implies that

$$\left\| E_{l}^{k,lg} \right\|_{L^{1}} \lesssim 2^{-lN} \int |\kappa_{k}(r)| dr.$$

Then we have by the normalization of $b_{z}$ and the calculation for (ii),

$$\left\| E_{l}^{k,lg} \ast \left( \sum_{z} \gamma_{z} b_{z} \right) \right\|_{L^{p}} \leq \left\| E_{l}^{k,lg} \right\|_{L^{1}} \left\| \sum_{z} \gamma_{z} b_{z} \right\|_{L^{p}} \lesssim 2^{-lN} \int |\kappa_{k}(r)| dr \left( \sum_{z} |\gamma_{z}|^{p} \left\| b_{z} \right\|_{\ell_{p}(Z^{d})}^{p} \right)^{1/p} \lesssim 2^{-lN} 2^{l(d(\frac{1}{p} - \frac{1}{2}))} \int |\kappa_{k}(r)| dr \left\| \gamma \right\|_{\ell_{p}(Z^{d})} \lesssim 2^{-lN} 2^{l(d(\frac{1}{p} - \frac{1}{2}))} A \left\| \gamma \right\|_{\ell_{p}(Z^{d})}.$$  

5.3. Proof of (5.3). We need to show that there is $\epsilon > 0$ such that

$$(5.5) \left\| \int_{|r| \geq 2^{l+6}} K_{r} \ast \left( \sum_{z} \gamma_{z} b_{z} \right) \kappa_{k}(r) dr \right\|_{L^{p,q}} \leq A 2^{-l\epsilon} 2^{l(d(\frac{1}{p} - \frac{1}{2}))} \left\| \gamma \right\|_{\ell_{p}(Z^{d})}$$

for $1 < p < \frac{2(d-1)}{d+1}$ and $p \leq q \leq \infty$.

Let $\mu_{d}$ be the product measure $\nu_{d} \times m_{d}$ on $\mathbb{R} \times \mathbb{Z}^{d}$, where $m_{d}$ is the counting measure. Let $S$ be the operator acting on functions on $\mathbb{R} \times \mathbb{Z}^{d}$ by

$$S_{l} \gamma(x) = \sum_{z \in \mathbb{Z}^{d}} \int_{|r| \geq 2^{l+6}} \gamma(r, z) K_{r} \ast b_{z}(x) (1 + |r|)^{(d-1)/2} dr.$$  

Then (5.5) is a direct consequence of (4.1) and the following Proposition with the choice of

$$\gamma(r, z) = (1 + |r|)^{-(d-1)/2} \kappa_{k}(r) \chi_{|r| \geq 2^{l+6}}(r) \gamma_{z}.$$
Proposition 5.2. Let $d \geq 4$, $1 < p < \frac{2(d-1)}{d+1}$ and $1 \leq q \leq \infty$. Then
\[ \| S\gamma\|_{L^{p,q}(\mathbb{R}^d)} \lesssim 2^{-\epsilon q/2} \| \gamma\|_{L^{p,q}(\mu_d)}. \]

For the proof of Proposition 5.2, we need the following lemma.

Lemma 5.3. Let $b \in L^2(\mathbb{R}^d)$ be a function supported in a cube $Q$ of side length $2^j$. If $|r| \geq 2^{j+l_0}$, then
\[ \| K_r * b\|_{L^1} \lesssim (1 + |r|)^{(d-1)/2} \| b\|_{L^2}. \]

The proof of Lemma 5.3 will be given at the end of this subsection.

Proof of Proposition 5.2. For a given $p$, let $p_1 < p < \frac{2(d-1)}{d+1}$. We shall prove that
\[ \| S\gamma\|_{L^{p_1}(\mathbb{R}^d)} \lesssim 2^{d(1 - \frac{1}{p_1} - \frac{1}{2})} \| \gamma\|_{L^{p_1}(\mu_d)}, \]
\[ \| S\gamma\|_{L^{p_1}(\mathbb{R}^d)} \lesssim 2^{d/2} \| \gamma\|_{L^{p_1}(\mu_d)}. \]
(5.6) is a consequence of (2.2) with
\[ f(r, y) = \chi_{\{r, |r| \geq 2^{j+l_0}\}}(r) \sum_{z \in \mathbb{Z}^d} \gamma(r, z) b_z(y). \]

Next, we turn to (5.7). By Lemma 5.3 and the normalization hypothesis, we have
\[ \| K_r * b\|_{L^1} \lesssim (1 + |r|)^{(d-1)/2} \|

Note that this is an improvement over the trivial estimate by (2.3)
\[ \| K_r * b\|_{L^1} \lesssim \| K_r\|_{L^1} \| b\|_{L^1} \lesssim (1 + |r|)^{(d-1)/2} 2^{d/2}. \]
This is exactly where the $\epsilon$ gain is obtained. By the triangle inequality,
\[ \| S\gamma\|_{L^{1}(\mathbb{R}^d)} \lesssim 2^{d/2} \sum_{z \in \mathbb{Z}^d} \int_{|r| \geq 2^{j+l_0}} |\gamma(r, z)| (1 + |r|)^{(d-1)} dr = 2^{d/2} \| \gamma\|_{L^1(\mu_d)}. \]

We finish the proof by real interpolation of (5.6) and (5.7). \hfill \Box

Proof of Lemma 5.3. Let $c_Q$ be the center of $Q$. As in the proof of Proposition 2.1, we may assume that $r \geq 2^{j+l_0}$. Then $K_r * b$ is essentially supported in the $2^j$-neighbourhood of the hypersurface $\{ x : \psi(x - c_Q) = r \}$. Indeed, if we set $\Psi_r(Q) = \{ x : \psi(x - c_Q) - r \leq 2^{j+l_0} \}$, then we have
\[ \| K_r * b\|_{L^{1}(\Psi_r(Q))} \lesssim 2^{-l_0} |r|^{(d-1)/2} \| b\|_{L^1}, \]
which follows from the kernel estimate and
\[ |\psi(x - y) - \psi(x - c_Q)| \lesssim \| \nabla \psi\|_{L^\infty} |c_Q - y| \lesssim 2^{j+l_0-1}. \]

Since $\| b\|_{L^1} \lesssim 2^{d/2} \| b\|_{L^2}$, we are left with the $L^1$ estimate over $\Psi_r(Q)$. Using that the measure of $\Psi_r(Q)$ is $O(|r|^{d-1} 2^j)$, we have by the Cauchy-Schwarz inequality,
\[ \| K_r * b\|_{L^{1}(\Psi_r(Q))} \lesssim |r|^{(d-1)/2} 2^{j/2} \| K_r * b\|_{L^2} \lesssim |r|^{(d-1)/2} 2^{d/2} \| b\|_{L^2}. \]
where we have used Plancherel’s theorem and $|\widehat{K_r}(\xi)| \lesssim 1$. □
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