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Abstract. On a complete $p$-nonparabolic 3-dimensional manifold with non-negative scalar curvature and vanishing second homology, we establish a sharp monotonicity formula for the proper $p$-Green function along its level sets for $1 < p < 3$. This can be viewed as a generalization of the recent result by Munteanu-Wang [35] in the case of $p = 2$. No smoothness assumption is made on the $p$-Green function when $1 < p \leq 2$. Several rigidity results are also proven.

1. Introduction

The study of monotonic quantities plays a crucial role in Riemannian geometry. One fundamental example is the classical Bishop-Gromov volume comparison theorem which says that on a complete manifold $M^n$ with $\text{Ric} \geq (n-1)K$, the function

\begin{equation}
\frac{\text{Vol}(B_r(p))}{V_K(r)}
\end{equation}

is monotone non-increasing in $r$, where $K \in \mathbb{R}$ and $V_K(r)$ denotes the volume of the ball of radius $r$ in simply connected space form of constant curvature $K$. The monotone property does not only provide bounds for the quantity, but also rules out the complexity of the function and guarantees the existence of the limit of the monotonic quantity as its parameter approaches a certain number, which provides a lot of geometric information, e.g. asymptotic volume ratio. On a complete non-parabolic manifold $M^n$ with non-negative Ricci curvature, Colding [11] proved several monotonicity formulas for the function

\begin{equation}
r^{1-n} \int_{\{b=r\}} |\nabla b|^\beta \, dA,
\end{equation}

where $\beta = 3$, $b = G^{1/(2-n)}$ and $G$ is the Green function of the Laplacian $\Delta$ (see also [13] for the generalization to the cases of $\beta \geq \frac{2n-3}{n-1}$). The result was then used by Colding-Minicozzi [14] to study the uniqueness of tangent cones of Einstein manifolds. Monotonic quantities are also important in the field of PDEs, for instance, Garofaro-Lin [15] proved the unique continuation.
property of elliptic operator by showing the monotonicity of an Almgren frequency type function, see also [1, 2, 3, 4, 11, 12, 13, 35] and references therein for detailed accounts on the monotonicity formulas and their applications.

Recently, Stern [38] has developed a new technique to connect the geometry of \( M \) to the level sets of its harmonic functions or harmonic forms. This provides a new pathway to study complete 3-dimensional manifolds with non-negative scalar curvature \( R_M \geq 0 \). The method is far-reaching and has been proven to be successful in view of the recent progresses in [5, 6, 10, 35, 36]. In particular, Bray-Kazaras-Khuri-Stern [6] introduced a new formula relating certain integral of the harmonic functions to the ADM mass of an asymptotically flat manifold and give an alternative proof to the positive mass theorem in dimension 3 (see also [5] for a proof using monotonicity of harmonic function).

Motivated by the results in [11, 13], Munteanu-Wang [35, 36] investigated the quantity

\[
(1.3) \quad t^{-1} \int_{\{z: G(x_0, z) = t\}} |\nabla G(x_0, \cdot)|^2 dA - 4\pi t,
\]

where \( G(x_0, \cdot) \) is the Green function based at \( x_0 \in M \). They showed that the above quantity is non-increasing with respect to \( t \), established different comparison theorems under scalar curvature and rough Ricci curvature bounds and gave some geometric applications. The quantity in (1.3) is closely related to the one in (1.2) when \( n = 3 \) and \( \beta = 2 \). Later, Chodosh-Li [10] applied the method to study Green functions on minimal hyper-surfaces in \( \mathbb{R}^4 \) and proved the conjecture that any complete, two-sided, stable minimal hyper-surface in \( \mathbb{R}^4 \) must be a hyper-plane. In [5], Agostiniani-Mazzieri-Oronzio also studied an analogous monotone quantity involving the Green function and gave an alternative proof to the positive mass theorem in dimension 3.

In the PDE theory, the \( p \)-Laplacian \( \Delta_p u := \text{div} (|\nabla u|^{p-2} \nabla u) \) is a natural extension of the classical Laplace operator \( \Delta \). In particular, \( \Delta_2 = \Delta \). It shares many fundamental properties on the spectral and function theory with the standard Laplacian \( \Delta \), e.g. gradient estimates, eigenvalue estimates and comparison, existence of Green functions (8 9 27), for instance, see [21, 25, 42, 37, 39, 34]. On the other hand, the \( p \)-harmonic functions can also be used to study the inverse mean curvature flow on \( \mathbb{R}^n \) (22). Indeed, if \( u \) solves the \( p \)-harmonic equation, then \( v = (1 - p) \log u \) satisfies

\[
(1.4) \quad \text{div} (|\nabla v|^{2-p} \nabla v) = |\nabla v|^p.
\]

This is closely related to the level set formulation of inverse mean curvature flow in \( \mathbb{R}^n \) when \( p = 1 \) (22). If \( v \) is in addition proper, the regular level sets of \( v \) give a family of compact hyper-surfaces which evolve by the inverse mean curvature flow [22, 25, 30]. Moser [31, 32, 33] constructed a weak solution to (1.4) for \( p = 1 \) by taking the limit \( v := \lim_{p \to 1^+} (1 - p) \log u_p \), where \( u_p \) is a positive \( p \)-harmonic function with suitable boundary condition (see also [25, 30]). More recently, Agostiniani-Mazzieri-Oronzio [5] have outlined an
approach based on studying the monotonicity of \( p \)-harmonic functions for \( p \to 1 \) to show the Riemannian Penrose inequality in dimension 3.

Motivated by the work of Munteanu-Wang [35] and the geometric applications of \( p \)-harmonic functions, we investigate the monotonicity of the \( p \)-Green functions under non-negative scalar curvature assumption. By studying the regularized \( p \)-harmonic functions, we establish a monotonicity formula of the \( p \)-Green functions. This generalizes the monotonicity formula of Green functions in [35] to the general \( p \)-Green functions.

The main result in this work is the following sharp monotonicity formula for comparison with the Euclidean space.

**Theorem 1.1.** Suppose that \((M^3, g)\) is a 3-dimensional complete non-compact Riemannian manifold such that \( R_M \geq 0 \) and \( H_2(M^3, \mathbb{Z}) = 0 \), where \( R_M \) denotes the scalar curvature. Let \( \hat{u}(x) = G(x_0, x) \) be the minimal positive \( p \)-Green function on \( M \) for \( 1 < p \leq 2 \) and \( x_0 \in M \) such that \( \hat{u} \to 0 \) as \( x \to +\infty \). For any regular value \( t \) of \( \hat{u} \), define

\[
\Sigma_t := \{ \hat{u} = t \}.
\]

Then we have the following monotonicity formulas:

**a)** For any regular value \( t > 0 \),

\[
F'(t) \leq 4\pi \left( \frac{3-p}{p-1} \right)^2 t + t^{-1} F(t);
\]

**b)** For any regular values \( t_1 < t_2 \),

\[
t_2^{-1} F(t_2) - 4\pi \left( \frac{3-p}{p-1} \right)^2 t_2 \leq t_1^{-1} F(t_1) - 4\pi \left( \frac{3-p}{p-1} \right)^2 t_1.
\]

Moreover, we also have the following rigidity results:

**a** If the equality in **a** holds for some regular value \( t_0 > 0 \), then \( t \) is regular for all \( t > t_0 \) and the superlevel set \( \{ x \in M : \hat{u}(x) > t_0 \} \) is isometric to the Euclidean ball;

**b** If the equality in **b** holds for some regular values \( s_0 < t_0 \), then \( t \) is regular for all \( t > s_0 \) and the superlevel set \( \{ x \in M : \hat{u}(x) > s_0 \} \) is isometric to the Euclidean ball.

**Remark 1.1.** If \( p \in (2, 3) \) and \( \hat{u} \) is a-priori smooth on \( M \), then Theorem 1.1 still holds, see Remark 4.1. It would be interesting to see whether Theorem 1.1 holds without such smoothness assumption.

The arguments in [35, 10] are based on Stern [38] which requires higher regularity of the Green function \( G(x_0, \cdot) \) of \( \Delta \). More precisely, since \( G(x_0, \cdot) \in C^\infty_{\text{loc}}(M \setminus \{x_0\}) \), then Sard’s theorem shows that the set of critical values of \( G(x_0, \cdot) \) has measure zero. Roughly speaking, this means the set of critical values of \( G(x_0, \cdot) \) can be ignored. At the regular value, the quantity in (1.7) behaves very well and so the crucial formula of Stern [38] can be applied.
However, for \( p \neq 2 \), the \( p \)-Laplace equation becomes degenerate quasi-linear elliptic equation. In general, the optimal regularity one can expect is only \( C^{1,\alpha}_{\text{loc}} \cap W^{2,2}_{\text{loc}} \), see [40, 29]. The behaviour of the set of regular values is generally unclear. Since Sard’s Theorem is not known to be applicable, the straightforward adoption of level set approach fails. When \( p \in (1,2] \), we are able to overcome these by studying the regularized equations and establishing the almost monotonicity formulas. We believe that the regularization method in this work will be useful to study the \( p \)-harmonic functions in more general setting. This might be useful in the Green function approach to the Penrose inequality in three dimension outlined in [5].

Unlike the harmonic case \((p = 2)\), \( F(t) \) might not be defined almost everywhere since the set of regular values of \( \hat{u} \) might not be dense. In the following theorem, we give a natural extension of \( F(t) \) on \((0, +\infty)\) and prove the similar monotonicity \((b)\) of Theorem 1.1.

**Theorem 1.2.** Under the assumptions in Theorem 1.1, for any \( t > 0 \), we define

\[
F(t) := \int_{\Sigma_t \cap \{ |\nabla \hat{u}| > 0 \}} |\nabla \hat{u}|^2 \, dA, \quad \Sigma_t := \{ \hat{u} = t \}.
\]

Then the quantity

\[
t^{-1} F(t) - 4\pi \left( \frac{3-p}{p-1} \right)^2 t
\]

is continuous and non-increasing with respect to \( t \).

By studying the regularization at infinity more carefully, we prove some comparison inequalities on \( F(t) \) and the area of the level set of the \( p \)-Green function when \( 1 < p \leq 2 \). As pointed out by Chodosh-Li [10, Remark 17], we can obtain a sharp upper bound of the monotonicity quantity under Ricci curvature lower bound. We also slightly generalize the rigidity result in [35].

**Corollary 1.1.** Under the assumptions in Theorem 1.1, if in addition \( \text{Ric} \geq -k \) for some constant \( k > 0 \) on \( M \), then we have the following monotonicity formulas:

(c) For any \( t > 0 \),

\[
F(t) \leq 4\pi \left( \frac{3-p}{p-1} \right)^2 t^2;
\]

(d) For any regular value \( t > 0 \),

\[
\text{Area} \left( \{ x \in M : \hat{u}(x) = t \} \right) \geq 4\pi \cdot \left( \frac{3-p}{p-1} \right)^2 t^2 \left[ -\frac{p-1}{3-p} \right].
\]

Moreover, if the equality on (c) or (d) holds for some regular value \( t_0 > 0 \), then \((M, g)\) is isometric to the Euclidean space.
Remark 1.2. As observed in [35], if the $p$-Green function has a better asymptotic at the pole,
\[
\liminf_{t \to \infty} \left( t^{-1} F(t) - 4 \pi \left( \frac{3-p}{p-1} \right)^2 t \right) \geq 0,
\]
then (c) holds as a equality for all regular value $t > 0$ by Theorem 1.1. In this case, $(M, g)$ is isometric to Euclidean space.

This article is organized as follows. In Section 2, we review the preliminaries of the $p$-Green functions and $p$-parabolicity. We then formulate the regularized $p$-Laplace equations and include different properties and a-priori estimates satisfied by the solutions of these equations, which approximate the $p$-Green functions. In Section 3, we derive some almost monotonicity formulas. In Section 4, Theorem 1.1, 1.2 and Corollary 1.1 will be established by using these almost monotonicity formulas.
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2. Basic Setting

Let $M^n$ be an $n$-dimensional complete manifold. Let $p \in (1, n]$, a function $u \in W^{1,p}_{\text{loc}}(M)$ is said to be $p$-harmonic if it is a weak solution to the equation
\[
(2.1) \quad \Delta_p u := \text{div} \left( |\nabla u|^{p-2} \nabla u \right) = 0.
\]
Namely for any $\phi \in C^\infty_0(M),$
\[
(2.2) \quad \int_M \langle \nabla \phi, \nabla u \rangle |\nabla u|^{p-2} = 0.
\]
In particular, $u$ is harmonic if $p = 2$. A function $G : (M \times M) \setminus \text{Diag}(M) \to \mathbb{R}$ is said to be a $p$-Green function if $-\Delta_p G(z, \cdot) = \delta_z$, that is to say,
\[
(2.3) \quad \int_M |\nabla G(z, \cdot)|^{p-2} \langle \nabla G(z, \cdot), \nabla \varphi \rangle \, d\text{vol}_g = \varphi(z)
\]
for any $\varphi \in C^\infty_0(M)$. Here $\delta_z$ denotes the Dirac mass centred at $z \in M$.

A manifold $M$ is called $p$-parabolic if it does not admit a positive $p$-Green function. One necessary condition for $M$ to admit a positive $p$-Green function is a large volume growth ([11, 17, 18] for $p = 2$, [23] for $p \in (1, n]$), i.e.
\[
(2.4) \quad \int_1^\infty \left( \frac{t}{V(x_0, t)} \right)^{\frac{1}{p-1}} \, dt < \infty,
\]
for some $x_0 \in M$ where $V(x_0, t)$ is the volume of the geodesic ball with radius $t$ centred at $x_0$. Note that it is not a sufficient condition. As pointed out in [21], one can make a conformal change on $(\mathbb{R}^n, g_{\text{Euc}})$, which is $n$-parabolic, such that (2.4) is satisfied but $p$-parabolicity is a conformal-invariant property.
When \( p = 2 \), under certain curvature assumptions and a volume comparison condition, one can construct a positive \( G \) by compact exhaustion as in [27]. Moreover, if (2.4) is satisfied, \( G(x_0, x) \to 0 \) as \( x \to +\infty \) for fixed \( x_0 \in M \). This result was generalised to \( p \in (1, n] \) in [20, 21]. It was further shown that such construction of positive \( p \)-Green functions only requires that \( M \) satisfies the so-called volume doubling property and a Poincaré type inequality. Again, if (2.4) is satisfied, \( G(x_0, x) \to 0 \) as \( x \to +\infty \) for fixed \( x_0 \in M \).

Furthermore, by a comparison theorem for Green functions ([20] for \( p = n \), [30] for \( p \in (1, n] \)), this \( p \)-Green function constructed is unique and minimal among positive solutions to (2.3). For example, such \( G \) exists on manifolds with finite first Betti number which has non-negative Ricci curvature outside a compact set or asymptotically non-negative sectional curvature.

Motivated by this, we will assume that the minimal \( p \)-Green function \( G \) exists and \( \hat{u}(x) = G(x_0, x) \) satisfies \( \hat{u} \to 0 \) as \( x \to +\infty \) for fixed \( x_0 \in M \). As in Theorem 1.2, for any \( t \in (0, +\infty) \), we define

\[
F(t) = \int_{\Sigma \cap \{\nabla u > 0\}} |\nabla \hat{u}|^2 \ dA.
\]

Before we study the monotonicity of \( F \), we first recall the asymptotic of the Green function near the pole which is modelled by the Euclidean structure.

**Proposition 2.1.** [24, 30, Theorem 2.4] Let \( \mu(r) = (4\pi)^{-\frac{1}{p-1}} \left( \frac{p-1}{p-3} \right) r^{-\frac{3-p}{p-1}} \) and \( p \in (1, 3) \). The \( p \)-Green function \( G(x_0, x) \) satisfies the following: as \( r = d(x, x_0) \to 0 \),

\[
G - \mu(r) = o \left( r^{-\frac{3-p}{p-1}} \right),
\]

\[
|\nabla G - \mu'(r)\nabla r| = o \left( r^{-\frac{2}{p-1}} \right),
\]

\[
|\nabla^2 G - \mu''(r)dr \otimes dr - \frac{\mu'(r)}{r} (g - dr \otimes dr)| = o \left( r^{-\frac{p+1}{p-1}} \right).
\]

In particular, the above proposition implies that \( \nabla \hat{u} \neq 0 \) and \( \hat{u} \) is smooth near its pole \( x_0 \). In other words, if \( t \) is sufficiently large, then \( t \) is a regular value of \( \hat{u} \). However, Sard’s theorem might not be applied for small \( t \) since \( \hat{u} \) does not have enough regularity when \( p \neq 2 \). Then the set of critical values might not have measure zero. To overcome this difficulty, we study the behaviour of \( \hat{u} \) by considering the solution to the regularized equation.

**2.1. Regularized equation.** Recall that \( p \in (1, 2] \) and \( \hat{u} = G(x_0, \cdot) \) is the \( p \)-Green function on \( M \). Let \( a < b \) be two positive numbers such that \( t \) is regular value of \( \hat{u} \) for all \( t \geq b \). We choose an open domain \( D \) so that

- \( D \subseteq M \setminus \{x_0\} \) where \( x_0 \) is the pole of \( \hat{u} \);
- \( \{a < \hat{u} < b\} \subseteq D \);
- \( \partial D \) is smooth.
We consider the following perturbed equation on $D$:

$$
\begin{aligned}
\text{div} \left( \phi_s(|\nabla u_\varepsilon|) \cdot \nabla u_\varepsilon \right) &= 0 \quad \text{in } D; \\
7u_\varepsilon = \hat{u} \quad \text{on } \partial D,
\end{aligned}
$$

where $\phi_s(s) = (s^2 + \varepsilon)^\frac{p-2}{2}$ so that $u_\varepsilon \in C^\infty(D)$ by standard regularity theory of elliptic PDE. In the following proposition, we collect some well-known facts about $u_\varepsilon$.

**Proposition 2.2.** The function $u_\varepsilon$ satisfies the following properties:

(i) On the region $\tilde{D} \subset D$ where $|\nabla \hat{u}| \neq 0$, $u_\varepsilon$ is uniformly bounded in $C^k_{\text{loc}}(\tilde{D})$ for all $k \in \mathbb{N}$ and $\varepsilon > 0$;

(ii) There is $\alpha \in (0, 1)$ such that for any $\varepsilon > 0$ and $D' \Subset D$,

$$
\|u_\varepsilon\|_{C^{1,\alpha}(D')} + \|u_\varepsilon\|_{W^{2,2}(D')} \leq C(\hat{u}, \alpha, D', D).
$$

(iii) For any $D' \Subset D$, $u_\varepsilon \to \hat{u}$ in $C^1(D')$ as $\varepsilon \to 0$.

(iv) There is $\varepsilon_0$ such that for any $\varepsilon \in (0, \varepsilon_0)$ and $t \in (0, b)$,

$$
\int_{\{u_\varepsilon = t\} \cap \{\nabla u_\varepsilon > 0\}} |\nabla u_\varepsilon|^{p-1} \leq C(\hat{u}, b).
$$

**Proof.** By the standard elliptic PDE theory, we obtain (i). For (ii), the $C^{1,\alpha}_{\text{loc}}$ and $W^{2,2}_{\text{loc}}$ estimates follow from [40, Theorem 1] and [29, Lemma 2.1] thanks to the range of $p$. To prove (iii), for $\varepsilon \in [0, 1)$ and $v - \hat{u} \in W_0^{1,p}(D)$ (here $W_0^{1,p}(D)$ be the completion of $C_0^\infty(D)$ in $W^{1,p}(D)$), define the functionals

$$
I_\varepsilon(v) := \int_D (|\nabla v|^2 + \varepsilon)^\frac{p}{2}, \quad I(v) = I_0(v).
$$

It is well-known that $u_\varepsilon$ and $\hat{u}$ are the unique minimizers of $I_\varepsilon$ and $I$ respectively, and

$$
\lim_{\varepsilon \to 0} I_\varepsilon(u_\varepsilon) = I(\hat{u}).
$$

The standard argument (see e.g [26, (1.6)]) shows that

$$
\lim_{\varepsilon \to 0} \|u_\varepsilon - \hat{u}\|_{W^{1,p}(D)} = 0.
$$

Combining this with $C^{1,\alpha}_{\text{loc}}$ estimate, we obtain (iii).

We now prove (iv). Recall that $b$ is a regular value of $\hat{u}$. Let $U \Subset D \cap \{|\nabla \hat{u}| > 0\}$ be a neighborhood of $\{\hat{u} = b\}$. Thanks to (i) and (iii), $u_\varepsilon \to \hat{u}$ in $C^\infty(U)$ and so

$$
\lim_{\varepsilon \to 0} \int_{\{u_\varepsilon = b\}} (|\nabla u_\varepsilon| + 1)^{p-1} = \int_{\{\hat{u} = b\}} (|\nabla \hat{u}| + 1)^{p-1}.
$$

Then there is $\varepsilon_0$ such that for any $\varepsilon \in (0, \varepsilon_0)$,

$$
\int_{\{u_\varepsilon = b\}} (|\nabla u_\varepsilon| + 1)^{p-1} \leq C(\hat{u}, b).
$$
We split the argument into two cases.

Case 1. $t$ is a regular value of $u_\varepsilon$.

Integrating \eqref{2.6} on \{ $t < u_\varepsilon < b$ \} and using the divergence theorem,
\begin{equation}
\int_{\{ u_\varepsilon = t \}} (|\nabla u_\varepsilon|^2 + \varepsilon) \frac{p+2}{2} |\nabla u_\varepsilon| = \int_{\{ u_\varepsilon = b \}} (|\nabla u_\varepsilon|^2 + \varepsilon) \frac{p+2}{2} |\nabla u_\varepsilon| \leq C(\hat{u}, b),
\end{equation}
and then
\begin{equation}
\int_{\{ u_\varepsilon = t \} \cap \{ |\nabla u_\varepsilon| > 0 \}} |\nabla u_\varepsilon|^{p-1} = \int_{\{ u_\varepsilon = t \}} |\nabla u_\varepsilon|^{p-1} \leq C(\hat{u}, b).
\end{equation}

Case 2. $t$ is a critical value of $u_\varepsilon$.

By a similar argument of \cite{10, Lemma 9}, the map
\begin{equation}
t \mapsto \int_{\{ u_\varepsilon = t \}} |\nabla u_\varepsilon|^{p-1}
\end{equation}
is continuous. By $u_\varepsilon \in C^\infty(\Omega)$ and Sard’s theorem, there is a sequence of regular values $t_i$ such that $t_i \to t$. Then Step 1 shows
\begin{equation}
\int_{\{ u_\varepsilon = t \} \cap \{ |\nabla u_\varepsilon| > 0 \}} |\nabla u_\varepsilon|^{p-1} = \lim_{i \to \infty} \int_{\{ u_\varepsilon = t_i \}} |\nabla u_\varepsilon|^{p-1} \leq C(\hat{u}, b).
\end{equation}
This complete the proof of (iv).

\begin{lemma}
There is $\varepsilon_0 > 0$ such that for any $\varepsilon \in (0, \varepsilon_0)$ and regular value $t$ of $u_\varepsilon$ in $(a, b)$, the level set
\begin{equation}
\Sigma_{\varepsilon, t} := \{ u_\varepsilon = t \}
\end{equation}
has only one connected component.
\end{lemma}

\begin{proof}
We follow the argument of \cite[Theorem 1.1]{5}. Suppose that $\Sigma'$ and $\Sigma''$ are two disjoint connected components. By the triviality of $H_2(M, \mathbb{Z})$, each closed 2-dimensional surface is the boundary of some 3-dimensional bounded open domain. This shows $\partial \Omega' = \Sigma'$ and $\partial \Omega'' = \Sigma''$ for some bounded open domains $\Omega'$ and $\Omega''$. We split the argument into two cases.

Case 1. $\Omega' \cap \Omega'' \neq \emptyset$.

By $\Sigma' \cap \Sigma'' = \emptyset$, we have $\Omega' \Subset \Omega''$ or $\Omega'' \Subset \Omega'$. Without loss of generality, we may assume that $\Omega' \Subset \Omega''$. Set $\Omega''' = \Omega'' \setminus \Omega'$. Then we either have $x_0 \notin \Omega'$ or $x_0 \notin \Omega'''$, where $x_0$ is the pole of the Green function. Recall that
\begin{equation}
\{ a < \hat{u} < b \} \Subset D.
\end{equation}
Then there exist $\hat{a}, \hat{b}$ such that
\begin{equation}
0 < \hat{a} < a < b < \hat{b}, \quad \{ \hat{a} < \hat{u} < \hat{b} \} \Subset D.
\end{equation}
\end{proof}
If \( x_0 \notin \Omega' \). Since \( u_\varepsilon = t \) on \( \partial \Omega' = \Sigma' \), then by Proposition 2.2 (iii), there is \( \varepsilon_0 > 0 \) such that for any \( \varepsilon \in (0, \varepsilon_0) \),
\[
\hat{a} < \hat{u} < \hat{b} \quad \text{on} \quad \Sigma' = \partial \Omega'.
\] By the maximum principle,
\[
\hat{a} < \hat{u} < \hat{b} \quad \text{in} \quad \Omega'
\] and so
\[
\Omega' \subset \{ \hat{a} < \hat{u} < \hat{b} \} \subset D.
\] This implies that \( \Omega' \) is a subset of the domain of \( u_\varepsilon \). Since \( u_\varepsilon = t \) on \( \Sigma' = \partial \Omega' \), then the maximum principle shows that \( u_\varepsilon \) is constant in \( \Omega' \), which is impossible. If \( x_0 \notin \Omega'' \), we may derive a contradiction by the same argument.

**Case 2.** \( \Omega' \cap \Omega'' = \emptyset \).

By the similar argument of Case 1, this case will not happen either. \( \square \)

### 2.2. Properties of \( F_\varepsilon \) and \( F \)

For any \( t > 0 \), recall that
\[
F(t) = \int_{\{ \hat{a} = t \} \cap \{ |\nabla \hat{u}| > 0 \}} |\nabla \hat{u}|^2 \, dA.
\]
To study the behaviour of \( F \). We define
\[
F_\varepsilon(t) := \int_{\{ u_\varepsilon = t \} \cap \{ |\nabla u_\varepsilon| > 0 \}} |\nabla u_\varepsilon|^2 \, dA.
\]

**Lemma 2.2.** For each \( \varepsilon \), the function \( F_\varepsilon \) is locally Lipschitz in \( (a, b) \).

**Proof.** Let \( t \in (a, b) \). For each \( \varepsilon \), \( u_\varepsilon \) is a solution of linear elliptic PDE with smooth coefficient. From [19, 28, 7], it follows that
\[
\text{H}^{n-1}(\Sigma_{\varepsilon, t}) \leq C_\varepsilon, \quad \dim_H(\Sigma_{\varepsilon, t} \cap \{ |\nabla u_\varepsilon| = 0 \}) \leq n - 2.
\]
Here \( C_\varepsilon \) is a constant depending on \( \varepsilon \). By the same argument of [10, Lemma 9], \( F_\varepsilon \) is continuous. Or one may derive the continuity of \( F_\varepsilon \) by the continuity of \( F_{\varepsilon, \delta} \) and \((2.53)\). Next, we follow the argument of [10, Lemma 10] to prove that \( F_\varepsilon \) is locally Lipschitz. For any regular values of \( u_\varepsilon \) in \( (a, b) \), \( t_1 < t_2 \), we define
\[
\Omega_{\varepsilon, t_1, t_2} := \{ x \in M : t_1 < u_\varepsilon(x) < t_2 \}
\]
and compute
\[
F_\varepsilon(t_1) - F_\varepsilon(t_2) = \lim_{\delta \to 0} \int_{\Omega_{\varepsilon, t_1, t_2}} \left( (|\nabla u_\varepsilon|^2 + \delta)^{\frac{1}{2}} \nabla u_\varepsilon, \frac{\nabla u_\varepsilon}{|\nabla u_\varepsilon|} \right) \cdot \nabla \left( (|\nabla u_\varepsilon|^2 + \delta)^{\frac{1}{2}} \nabla u_\varepsilon \right)
\]
\[
= \lim_{\delta \to 0} \int_{\Omega_{\varepsilon, t_1, t_2}} \text{div} \left( (|\nabla u_\varepsilon|^2 + \delta)^{\frac{1}{2}} \nabla u_\varepsilon \right).
\]
Using (2.6), we compute
\[
\text{div} \left( \frac{1}{\nabla u_{\varepsilon}} \nabla \left( |\nabla u_{\varepsilon}|^2 + \delta \right) \right) \\
= \text{div} \left( \frac{1}{\nabla u_{\varepsilon}} \nabla \left( |\nabla u_{\varepsilon}|^2 + \delta \right) \phi_{\varepsilon}^{-1} \right) \\
= \left( |\nabla u_{\varepsilon}| (|\nabla u_{\varepsilon}|^2 + \delta)^{-\frac{1}{2}} - (p - 2) \left| \frac{\nabla u_{\varepsilon}}{|\nabla u_{\varepsilon}|^2 + \varepsilon} \right| \right) \langle \nabla u_{\varepsilon}, \nabla |\nabla u_{\varepsilon}| \rangle.
\]

By co-area formula and (2.24),
\[
|F_{\varepsilon}(t_1) - F_{\varepsilon}(t_2)| \leq (3 - p) \int_{t_1}^{t_2} |\nabla u_{\varepsilon}| |\nabla^2 u_{\varepsilon}| \leq C_\varepsilon \int_{t_1}^{t_2} \mathcal{H}^{n-1} (\Sigma_{\varepsilon,t}) dt \leq C_\varepsilon |t_1 - t_2|.
\]

Combining this with Sard’s theorem and the continuity of \( F_{\varepsilon} \), we prove that \( F_{\varepsilon} \) is local Lipschitz. \( \square \)

**Lemma 2.3.** For any regular value \( t \) of \( \hat{u} \), we have
\[
\int_{\Sigma_t} |\nabla \hat{u}|^{p-1} = 1.
\]

**Proof.** We first show that for any regular value \( t \in (a, b) \),
\[
\int_{\Sigma_t} |\nabla \hat{u}|^{p-1} = \int_{\Sigma_b} |\nabla \hat{u}|^{p-1}.
\]

By Proposition 2.2 when \( \varepsilon \) is sufficiently small, \( t \) is also regular values of \( u_{\varepsilon} \). By (2.12)
\[
\int_{\{u_{\varepsilon} = t\}} (|\nabla u_{\varepsilon}|^2 + \varepsilon)^{\frac{p-2}{2}} |\nabla u_{\varepsilon}| = \int_{\{u_{\varepsilon} = b\}} (|\nabla u_{\varepsilon}|^2 + \varepsilon)^{\frac{p-2}{2}} |\nabla u_{\varepsilon}|,
\]

By Proposition 2.2 again, \( u_{\varepsilon} \to \hat{u} \) in \( C^\infty(U) \) for some neighborhood \( U \) of \( \Sigma_t \cup \Sigma_b \). Letting \( \varepsilon \to 0 \) in (2.29), we obtain (2.28). Since \( a \) and \( b \) are arbitrary, then Proposition 2.1 shows
\[
\int_{\Sigma_t} |\nabla \hat{u}|^{p-1} = \lim_{b \to +\infty} \int_{\Sigma_b} |\nabla \hat{u}|^{p-1} = 1
\]
for any regular value \( t > 0 \). \( \square \)

**Lemma 2.4.** For any \( t > 0 \) and \( 0 < \delta' < \delta < \delta'' \), we have
\[
\int_{\{\hat{u} = t\} \cap \{ |\nabla \hat{u}| > \delta'' \}} |\nabla \hat{u}|^2 + o(1) \leq \int_{\{u_{\varepsilon} = t\} \cap \{ |\nabla u_{\varepsilon}| > \delta \}} |\nabla u_{\varepsilon}|^2 \leq \int_{\{\hat{u} = t\} \cap \{ |\nabla \hat{u}| > \delta' \}} |\nabla \hat{u}|^2 + o(1).
\]
where \( o(1) \) denotes a term satisfying \( \lim_{\varepsilon \to 0} o(1) = 0 \). In particular, for each \( t \), there is a sequence \( \delta_i \to 0 \) such that

\[
\lim_{\varepsilon \to 0} \int_{\{ \bar{u} = t \} \cap \{|\nabla \bar{u}\| > \delta_i \}} |\nabla u_\varepsilon|^2 = \int_{\{ \bar{u} = t \} \cap \{|\nabla \bar{u}\| > \delta_i \}} |\nabla \bar{u}|^2.
\]

Proof. We first show how to use (2.31) to derive (2.32). The function \( |\nabla \bar{u}| \) is smooth on the open manifold \( \{ \bar{u} = t \} \cap \{|\nabla \bar{u}| > 0 \} \). Thanks to Sard’s theorem, there is a sequence of regular values \( \delta_i \to 0 \) so that for all \( i \in \mathbb{N}, \)

\[
\int_{\{ \bar{u} = t \} \cap \{|\nabla \bar{u}\| > \delta_i \}} |\nabla \bar{u}|^2 = \int_{\{ \bar{u} = t \} \cap \{|\nabla \bar{u}\| > \delta_i \}} |\nabla \bar{u}|^2.
\]

By letting \( \varepsilon \to 0 \) and followed by \( \delta', \delta'' \to \delta_i \) in (2.31), we obtain (2.32).

We next show (2.31). For notational convenience, we introduce the following notations:

\[
\Sigma^\delta_t := \{ \bar{u} = t \} \cap \{|\nabla \bar{u}| > \delta \}, \quad \Sigma^\delta_{\varepsilon,t} := \{ u_\varepsilon = t \} \cap \{|\nabla u_\varepsilon| > \delta \}.
\]

By a contradiction argument, when \( \varepsilon \) is sufficiently small, we see that \( \Sigma^\delta_{\varepsilon,t} = \emptyset \) if \( \Sigma^\delta_t = \emptyset \). Then (2.31) holds trivially. Next we may assume that \( \Sigma^\delta_t \neq \emptyset \). Choose \( \delta' \) and \( \delta'' \) such that \( \delta'/2 < \delta < \delta' < \delta'' \). For any \( p \in \Sigma^\delta_{\varepsilon,t} \), we have

\[
u_\varepsilon(p) = t, \quad |\nabla u_\varepsilon|(p) > \delta.
\]

Since \( u_\varepsilon \) converges to \( \hat{u} \) in the \( C^1 \) sense, then

\[
\hat{u}(p) = t + o(1), \quad |\nabla \hat{u}|(p) > \delta + o(1),
\]

and so there exists a point \( p' \in M \) such that

\[
\hat{u}(p') = t, \quad |\nabla \hat{u}|(p) > \delta', \quad d(p, p') = o(1).
\]

It follows that

\[
d(p, \Sigma^\delta_t) = o(1).
\]

Hence, when \( \varepsilon \) is sufficiently small, the projection map \( \pi : \Sigma^\delta_{\varepsilon,t} \to \Sigma^\delta_t \) is well defined. Namely, for any \( p \in \Sigma^\delta_{\varepsilon,t} \), \( \pi(p) \) is the point in \( \Sigma^\delta_t \) such that

\[
d(p, \pi(p)) = d(p, \Sigma^\delta_t).
\]

We split the proof of (2.31) into three steps.

**Step 1.** The map \( \pi : \Sigma^\delta_{\varepsilon,t} \to \Sigma^\delta_t \) is injective.

Suppose that \( \pi(p_1) = \pi(p_2) \) for some \( p_1 \neq p_2 \in \Sigma^\delta_{\varepsilon,t} \). Write \( q = \pi(p_1) = \pi(p_2) \). Let \( \gamma(t) \) be the geodesic through \( q \) such that

\[
\gamma(0) = q, \quad \gamma'(0) = \frac{\nabla \hat{u}(q)}{|\nabla \hat{u}(q)|}.
\]

Since \( \pi \) is the projection, then \( p_1 \) and \( p_2 \) must lie on the geodesic \( \gamma \), i.e. there exist \( s_1 \neq s_2 \) such that

\[
p_1 = \gamma(s_1), \quad p_2 = \gamma(s_2).
\]
Define \( f_\varepsilon(s) = u_\varepsilon(\gamma(s)) \). Then by the \( C^1 \) convergence of \( u_\varepsilon \) to \( \hat{u} \),

\[
(2.42) \quad f_\varepsilon(0) = \langle \nabla u_\varepsilon(q), \gamma'(0) \rangle = |\nabla \hat{u}(q)| + o(1) > \delta' + o(1) > \frac{\delta}{2}.
\]

By \( p_1, p_2 \in \Sigma^c_{\varepsilon,t} \), we obtain \( f_\varepsilon(s_1) = f_\varepsilon(s_2) = t \). Then the mean value theorem shows that \( f_\varepsilon'(s_0) = 0 \) for some \( s_0 \) between \( s_1 \) and \( s_2 \). Thanks to (2.38), we see that \( s_1 = o(1) \), \( s_2 = o(1) \), and so \( s_0 = o(1) \). Furthermore by the uniform \( C^{1,\alpha} \) estimate of \( u_\varepsilon \) near \( \Sigma^c_t \), this contradicts with (2.42) when \( \varepsilon \) is sufficiently small.

**Step 2.** \( \Sigma^{c''}_{t} \subset \pi(\Sigma^c_{\varepsilon,t}) \).

For any \( q \in \Sigma^{c''}_{t} \), let \( \gamma(t) \) be the geodesic through \( q \) such that

\[
(2.43) \quad \gamma(0) = q, \quad \gamma'(0) = \frac{\nabla \hat{u}(q)}{|\nabla \hat{u}(q)|}.
\]

Write \( f_\varepsilon(s) = u_\varepsilon(\gamma(s)) \). The similar calculation of Step 1 shows

\[
(2.44) \quad f_\varepsilon(0) = \langle \nabla u_\varepsilon(q), \gamma'(0) \rangle = |\nabla \hat{u}(q)| + o(1) > \delta'' + o(1).
\]

Combining this with \( u \in C^{1,\alpha} \), we see that \( \gamma \) must interest with \( \Sigma^{c}_{\varepsilon,t} \). The intersection point is the preimage of \( q \).

**Step 3.** Prove (2.31).

Step 1 shows that the map \( \pi : \Sigma^{c}_{\varepsilon,t} \to \pi(\Sigma^{c}_{\varepsilon,t}) \) is one-to-one. Combining this with the convergence of \( u_\varepsilon \),

\[
(2.45) \quad \int_{\Sigma^{c}_{\varepsilon,t}} |\nabla u_\varepsilon|^2 = \int_{\pi(\Sigma^{c}_{\varepsilon,t})} \pi_*(|\nabla u_\varepsilon|^2) = \int_{\pi(\Sigma^{c}_{\varepsilon,t})} |\nabla \hat{u}|^2 + o(1).
\]

Using Step 2, we see that \( \Sigma^{c''}_{t} \subset \pi(\Sigma^{c}_{\varepsilon,t}) \subset \Sigma^{c}_{t} \) and so

\[
(2.46) \quad \int_{\Sigma^{c''}_{t}} |\nabla \hat{u}|^2 + o(1) \leq \int_{\Sigma^{c}_{\varepsilon,t}} |\nabla u_\varepsilon|^2 \leq \int_{\Sigma^{c}_{\varepsilon,t}} |\nabla \hat{u}|^2 + o(1).
\]

This completes the proof. \( \square \)

**Lemma 2.5.** The function \( F \) is bounded and continuous in \((a,b)\). For any \( t \in (a,b) \),

\[
(2.47) \quad \lim_{\varepsilon \to 0} F_\varepsilon(t) = F(t).
\]

**Proof.** By Proposition 2.2 (i) and (iii), it is clear that

\[
(2.48) \quad \int_{\{\hat{u}=t\} \cap \{|\nabla \hat{u}|>\delta\}} |\nabla \hat{u}|^{p-1} = \lim_{\varepsilon \to 0} \lim_{\delta \to 0} \int_{\{u_\varepsilon=t\} \cap \{|\nabla u_\varepsilon|>\delta\}} |\nabla u_\varepsilon|^{p-1} \leq C(\hat{u},b)
\]

and then

\[
(2.49) \quad F(t) \leq \left( \sup_{\{a \leq \hat{u} \leq b\}} |\nabla \hat{u}|^{3-p} \right) \int_{\{\hat{u}=t\} \cap \{|\nabla \hat{u}|>0\}} |\nabla \hat{u}|^{p-1} \leq C(\hat{u},a,b).
\]

This shows the boundedness of \( F \).
For the continuity of $F$, let $\delta > 0$, we decompose $F$ into two parts:

\[(2.50)\]

\[F(t) = \int_{\{\hat{u} = t\} \cap \{|\nabla \hat{u}| > \delta\}} |\nabla \hat{u}|^2 + \int_{\{\hat{u} = t\} \cap \{|0 < |\nabla \hat{u}| \leq \delta\}} |\nabla \hat{u}|^2.\]

The first part is continuous with respect to $t$ while the second part satisfies

\[(2.51)\]

\[\int_{\{\hat{u} = t\} \cap \{|0 < |\nabla \hat{u}| \leq \delta\}} |\nabla \hat{u}|^2 \leq \delta^{3-p} \int_{\{\hat{u} = t\} \cap \{|\nabla \hat{u}| > 0\}} |\nabla \hat{u}|^{p-1} \leq C(\hat{u}, b)\delta^{3-p}.\]

These imply that $F$ is continuous.

For the convergence, we define

\[(2.52)\]

\[F_{\epsilon,\delta}(t) = \int_{\{u_{\epsilon} = t\} \cap \{|\nabla u_{\epsilon}| > \delta\}} |\nabla u_{\epsilon}|^2.\]

By Proposition 2.2 (iv), we estimate the difference

\[(2.53)\]

\[|F_{\epsilon}(t) - F_{\epsilon,\delta}(t)| = \int_{\{u_{\epsilon} = t\} \cap \{|0 < |\nabla u_{\epsilon}| \leq \delta\}} |\nabla u_{\epsilon}|^2 \leq \delta^{3-p} \int_{\{u_{\epsilon} = t\} \cap \{|\nabla u_{\epsilon}| > 0\}} |\nabla u_{\epsilon}|^{p-1} \leq C(\hat{u}, b)\delta^{3-p}.\]

Combining this with (2.51) and Lemma 2.4:

\[(2.54)\]

\[|F_{\epsilon}(t) - F(t)| \leq C(\hat{u}, b)\delta^{3-p} + \int_{\{u_{\epsilon} = t\} \cap \{|\nabla u_{\epsilon}| > \delta_i\}} |\nabla u_{\epsilon}|^2 - \int_{\{\hat{u} = t\} \cap \{|\nabla \hat{u}| > \delta\}} |\nabla \hat{u}|^2.\]

Letting $\epsilon \to 0$ and followed by $\delta_i \to 0$, we obtain $\lim_{\epsilon \to 0} F_{\epsilon}(t) = F(t)$.

3. MONOTONICITY FROM THE REGULARIZED EQUATION

In this section, we will obtain (almost) monotonicity of $F_{\epsilon}$ using the idea of [35]. We will proceed using the notations and set-up in Section 2.

When $|\nabla u_{\epsilon}| \neq 0$, the regularized equation (2.6) can be written as

\[(3.1)\]

\[\Delta u_{\epsilon} = -\frac{\phi'_{\epsilon}(|\nabla u_{\epsilon}|)}{\phi_{\epsilon}(|\nabla u_{\epsilon}|)} \cdot \nabla |\nabla u_{\epsilon}| \cdot \nabla u_{\epsilon}.\]

Write $\nu = \frac{\nabla u_{\epsilon}}{|\nabla u_{\epsilon}|}$, then on the regular level set of $u_{\epsilon}$,

\[(3.2)\]

\[\Delta u_{\epsilon} = -\eta_{\epsilon}(|\nabla u_{\epsilon}|) \cdot (u_{\epsilon})_{\nu \nu} \]

with $\eta_{\epsilon}(s) = (\log \phi_{\epsilon}(s))' \cdot s$. It is clear that

\[(3.3)\]

\[\eta_{\epsilon}(s) = \frac{(p-2)s^2}{s^2 + \epsilon}, \quad \eta'_{\epsilon}(s) = \frac{2(p-2)s\epsilon s}{(s^2 + \epsilon)^2}.\]

In particular, when $\epsilon = 0$, $\phi(s) = s^{p-2}$ and $\eta(s) = p-2$, (3.1) corresponds to the original $p$-harmonic equation.
3.1. Improved Kato inequality. We start with the improved Kato inequality which gives sharp lower bound of the Hessian compared to the Euclidean $p$-Green function.

Lemma 3.1. At $q \in M$ where $|\nabla u| \neq 0$, we have

\begin{equation}
|\nabla^2 u_\varepsilon|^2 \geq \min \left( \frac{\eta^2 + 2\eta + 3}{2}, 2 \right) |\nabla |\nabla u_\varepsilon||^2.
\end{equation}

and

\begin{equation}
|\nabla^2 u_\varepsilon|^2 \geq \left( \frac{\eta^2 + 2\eta + 3}{2} \right) \langle \nabla |\nabla u_\varepsilon|, \nu \rangle^2.
\end{equation}

Proof. We will omit the index $\varepsilon$ for notation convenience. Choose $\{e_j\}_{j=1}^3$ such that $e_1 = \nu = \frac{\nabla u}{|\nabla u|}$. Near $q$, $u$ is smooth by the standard elliptic PDE theory. Then we have

\begin{equation}
\nabla_j |\nabla u| = \frac{\nabla^2 u(e_j, \nabla u)}{|\nabla u|} = u_{1j}.
\end{equation}

This implies

\begin{equation}
|\nabla |\nabla u||^2 = |u_{11}|^2 + |u_{12}|^2 + |u_{13}|^2.
\end{equation}

It follows from $\Delta u = -\eta \cdot \langle \nabla |\nabla u|, \nu \rangle$ that

\begin{equation}
u_{22} + u_{33} = -(\eta + 1)u_{11}.
\end{equation}

By the Cauchy-Schwarz inequality,

\begin{align}
|\nabla^2 u|^2 &\geq |u_{11}|^2 + |u_{22}|^2 + |u_{33}|^2 + 2|u_{12}|^2 + 2|u_{13}|^2 \\
&\geq |u_{11}|^2 + \frac{1}{2} |u_{22} + u_{33}|^2 + 2|u_{12}|^2 + 2|u_{13}|^2 \\
&= |u_{11}|^2 + \frac{(\eta + 1)^2}{2} u_{11}^2 + 2|u_{12}|^2 + 2|u_{13}|^2 \\
&= \left( \frac{\eta^2 + 2\eta + 3}{2} \right) |u_{11}|^2 + 2|u_{12}|^2 + 2|u_{13}|^2 \\
&\geq \min \left( \frac{\eta^2 + 2\eta + 3}{2}, 2 \right) |\nabla |\nabla u||^2.
\end{align}
and

$$|\nabla^2 u|^2 \geq \left| u_{11} \right|^2 + \left| u_{22} \right|^2 + \left| u_{33} \right|^2$$

$$\geq \left| u_{11} \right|^2 + \frac{1}{2} \left| u_{22} + u_{33} \right|^2$$

$$= \left| u_{11} \right|^2 + \frac{(\eta + 1)^2}{2} u_{11}^2$$

$$= \left( \frac{\eta^2 + 2\eta + 3}{2} \right) |u_{11}|^2$$

$$= \left( \frac{\eta^2 + 2\eta + 3}{2} \right) \langle \nabla|\nabla u|, \nu \rangle^2. \tag{3.10}$$

This completes the proof. \(\square\)

### 3.2. Almost monotonicity

In this sub-section, we will establish the almost monotonicity on the regularized equation.

**Theorem 3.1.** Suppose that \( p \in (1, 2], (5 - p) + (3p - 7)\beta \geq 0 \) and \( \lambda \) satisfies

$$\frac{\lambda(5-p)(\beta+1)}{2(3-p)} \geq \beta(\beta+1) + \frac{\lambda^2(5-p)}{4(3-p)}. \tag{3.11}$$

For regular values \( t_1 < t_2 \) of \( u_{\varepsilon} \), the function

$$\mathcal{H}_{\varepsilon}(t) = t^{-\beta} F'_{\varepsilon}(t) + \left( \beta - \frac{\lambda(5-p)}{2(3-p)} \right) t^{-\beta-1} F_{\varepsilon}(t) - \frac{4\pi(3-p)}{(p-1)(\beta-1)} t^{-\beta+1}$$

satisfies

$$\mathcal{H}_{\varepsilon}(t_1) - \mathcal{H}_{\varepsilon}(t_2) \leq E_{\varepsilon,t_1,t_2} + C \varepsilon$$

for some constant \( C \) independent of \( \varepsilon \), where

$$E_{\varepsilon,t_1,t_2} = \left( t^{-\beta} \int_{\Sigma_t} \frac{p - 2 - \eta}{3 - p} \cdot \frac{\eta - 1}{\eta} \cdot \Delta u_{\varepsilon} \right) \bigg|_{t_1}^{t_2}. \tag{3.13}$$

**Proof.** We will omit the index \( \varepsilon \) for convenience. Near the regular value, the family \( t \mapsto \Sigma_t \) has normal velocity \( \partial_t = |\nabla u|^{-1} \nu \) where \( \nu = \frac{\nabla u}{|\nabla u|} \).

The mean curvature \( H \) on \( \Sigma_t \) is given by

$$H = |\nabla u|^{-1} (\Delta u - \nabla^2 u(\nu, \nu))$$

$$= - \phi^{-1} \phi' (|\nabla u|, \nu) - |\nabla u|^{-1} (\nabla |\nabla u|, \nu)$$

$$= - (\phi^{-1} \phi' + |\nabla u|^{-1}) \langle \nabla |\nabla u|, \nu \rangle,$$

so that

$$F'(t) = \int_{\Sigma_t} |\nabla u|^{-1} \langle \nabla |\nabla u|^2, \nu \rangle + H |\nabla u|$$

$$= \int_{\Sigma_t} (1 - \eta) \langle \nabla |\nabla u|, \nu \rangle. \tag{3.16}$$
To apply the divergence theorem, we will follow the treatment of critical values as in [10]. Define
\[ v_\delta = \sqrt{|\nabla u|^2 + \delta} \]
so that if \( t \) is regular value of \( u \), we have
\[ (3.17) \quad t^{-\beta} F'(t) = \int_{\Sigma_t} (1 - \eta) u^{-\beta} \langle \nabla |\nabla u|, \nu \rangle = \lim_{\delta \to 0} \int_{\Sigma_t} (1 - \eta) u^{-\beta} \langle \nabla v_\delta, \nu \rangle. \]
Since \( t_1 < t_2 \) are regular values of \( u \), then
\[ (3.18) \quad \Omega_{t_1, t_2} = \{ x \in \Omega : t_1 \leq u(x) \leq t_2 \} \]
is a domain with smooth boundary. We divide the argument into four steps.

**Step 1.** Upper bound of \( G(t_1) - G(t_2) \).

Define
\[ (3.19) \quad G(t) = (3 - p)^{-1} t^{-\beta} F'(t). \]
Then the divergence theorem shows
\[ \begin{align*}
G(t_1) - G(t_2) &= \lim_{\delta \to 0} \left( \int_{\Sigma_t} \frac{1 - \eta}{3 - p} u^{-\beta} \langle \nabla v_\delta, \nu \rangle \right) \bigg|_{t_1}^{t_2} \\
&= \lim_{\delta \to 0} \left( - \int_{\Omega_{t_1, t_2}} \frac{1 - \eta}{3 - p} \Delta v_\delta - \int_{\Omega_{t_1, t_2}} \langle \nabla v_\delta, \nabla \left( \frac{1 - \eta}{3 - p} u^{-\beta} \right) \rangle \right) \\
&= \lim_{\delta \to 0} (A + B).
\end{align*} \]

We now estimate integrals \( A \) and \( B \) separately. The Bochner formula implies
\[ \Delta v_\delta = \frac{1}{2} v_\delta^{-1} \Delta |\nabla u|^2 - \frac{1}{4} v_\delta^{-3} |\nabla |\nabla u|^2|^2 \]
\[ = v_\delta^{-1} \left( |\nabla^2 u|^2 - \frac{1}{4} v_\delta^{-2} |\nabla |\nabla u|^2|^2 \right) + v_\delta^{-1} \langle \nabla \Delta u, \nabla u \rangle + v_\delta^{-1} \text{Ric}_M(\nabla u, \nabla u), \]
and so
\[ \begin{align*}
A &= \int_{\Omega_{t_1, t_2}} -\frac{1 - \eta}{3 - p} u^{-\beta} v_\delta^{-1} \left( |\nabla^2 u|^2 - \frac{1}{4} v_\delta^{-2} |\nabla |\nabla u|^2|^2 \right) \\
&\quad + \int_{\Omega_{t_1, t_2}} -\frac{1 - \eta}{3 - p} u^{-\beta} v_\delta^{-1} \langle \nabla \Delta u, \nabla u \rangle \\
&\quad + \int_{\Omega_{t_1, t_2}} -\frac{1 - \eta}{3 - p} u^{-\beta} v_\delta^{-1} \text{Ric}_M(\nabla u, \nabla u). \\
\end{align*} \]

\[ (3.21) \]
We now focus on the second term in $A$. By the divergence theorem and (2.6), we have

\[(3.22)\]

\[
\int_{\Omega_{t_1,t_2}} -\frac{1}{3-p} \eta \cdot u^{-\beta} v_\delta^{-1} (\nabla \Delta u, \nabla u)
\]

\[
= \left( \int_{\Sigma_t} \frac{1}{3-p} \eta \cdot u^{-\beta} v_\delta^{-1} \Delta u \cdot |\nabla u| \right)_{t_2}^{t_1} + \int_{\Omega_{t_1,t_2}} \Delta u \cdot \text{div} \left( \frac{1}{3-p} \eta \cdot u^{-\beta} v_\delta^{-1} \nabla u \right)
\]

\[
= \int_{\Sigma_{t_1}} \frac{1}{3-p} \eta \cdot u^{-\beta} v_\delta^{-1} \Delta u \cdot |\nabla u| - \int_{\Sigma_{t_2}} \frac{1}{3-p} \eta \cdot u^{-\beta} v_\delta^{-1} \Delta u \cdot |\nabla u|
\]

\[
+ \int_{\Omega_{t_1,t_2}} \Delta u \left\langle \phi \nabla u, \nabla \left( \frac{1}{3-p} \eta \cdot u^{-\beta} v_\delta^{-1} \phi^{-1} \right) \right\rangle.
\]

For the last term in (3.22), we compute

\[(3.23)\]

\[
\int_{\Omega_{t_1,t_2}} \Delta u \left\langle \phi \nabla u, \nabla \left( \frac{1}{3-p} \eta \cdot u^{-\beta} v_\delta^{-1} \phi^{-1} \right) \right\rangle
\]

\[
= - \int_{\Omega_{t_1,t_2}} \frac{\eta^'}{3-p} \cdot \Delta u \cdot u^{-\beta} \cdot v_\delta^{-1} \cdot \langle \nabla |\nabla u|, \nabla u \rangle
\]

\[
- \int_{\Omega_{t_1,t_2}} \frac{\beta 1-\eta}{3-p} \cdot \Delta u \cdot u^{-\beta} \cdot v_\delta^{-3} \cdot |\nabla u|^2
\]

\[
- \int_{\Omega_{t_1,t_2}} \frac{1-\eta}{3-p} \cdot \Delta u \cdot u^{-\beta} \cdot v_\delta^{-3} \cdot |\nabla u| \cdot \langle \nabla |\nabla u|, \nabla u \rangle
\]

\[
- \int_{\Omega_{t_1,t_2}} \frac{1-\eta}{3-p} \cdot \Delta u \cdot u^{-\beta} \cdot v_\delta^{-1} \cdot \eta \cdot \langle \nabla |\nabla u|, \frac{\nabla u}{|\nabla u|} \rangle.
\]

For the last term (Ricci term) in $A$,

\[
- \int_{\Omega_{t_1,t_2}} \frac{1-\eta}{3-p} u^{-\beta} v_\delta^{-1} \text{Ric}_M (\nabla u, \nabla u)
\]

\[
= - \int_{\Omega_{t_1,t_2}} u^{-\beta} v_\delta^{-1} \text{Ric}_M (\nabla u, \nabla u) + \int_{\Omega_{t_1,t_2}} \frac{\eta + 2 - p}{3-p} u^{-\beta} v_\delta^{-1} \text{Ric}_M (\nabla u, \nabla u).
\]
Substituting the above into (3.21),

\[
A = - \int_{\Omega_{t_1, t_2}} \frac{1 - \eta}{3 - p} u^{-\beta} v_{\delta}^{-1}\left(\frac{1}{4} v_{\delta}^{-2} |\nabla u|^2 - \nabla^2 u^2 - 1 \right) + \int_{\Sigma_{t_2}} \frac{1 - \eta}{3 - p} t_2^{-\beta} v_{\delta}^{-1}\Delta u \cdot |\nabla u| \cdot \langle |\nabla u|, \nabla u \rangle \nabla u \nabla u \rangle - \beta \int_{\Omega_{t_1, t_2}} \frac{1 - \eta}{3 - p} \Delta u \cdot u^{-\beta} v_{\delta}^{-1} \cdot |\nabla u|^2 \nabla u \nabla u \rangle - \beta \int_{\Omega_{t_1, t_2}} \frac{1 - \eta}{3 - p} \Delta u \cdot u^{-\beta} v_{\delta}^{-3} \cdot |\nabla u| \cdot \langle |\nabla u|, \nabla u \rangle \nabla u \nabla u \rangle - \beta \int_{\Omega_{t_1, t_2}} \frac{1 - \eta}{3 - p} \Delta u \cdot u^{-\beta} v_{\delta}^{-1} \cdot \eta \cdot \langle |\nabla u|, \frac{\nabla u}{|\nabla u|} \rangle - \beta \int_{\Omega_{t_1, t_2}} u^{-\beta} v_{\delta}^{-1} \text{Ric}_M(\nabla u, \nabla u) + \int_{\Omega_{t_1, t_2}} \frac{\eta + 2 - p}{3 - p} u^{-\beta} v_{\delta}^{-1} \text{Ric}_M(\nabla u, \nabla u). \]

For the first term in A, thanks to (3.3) and classical Kato inequality,

\[
(3.25) \quad - \int_{\Omega_{t_1, t_2}} \frac{1 - \eta}{3 - p} u^{-\beta} v_{\delta}^{-1}\left(\frac{1}{4} v_{\delta}^{-2} |\nabla u|^2 - \nabla^2 u^2 - 1 \right) \leq 0.
\]

Let \( \mathcal{U} \) be the set of all regular values of \( u \). Using the co-area formula, we obtain a upper bound of the first term in A:

\[
(3.26) \quad - \int_{\Omega_{t_1, t_2}} \frac{1 - \eta}{3 - p} u^{-\beta} v_{\delta}^{-1}\left(\frac{1}{4} v_{\delta}^{-2} |\nabla u|^2 - \nabla^2 u^2 - 1 \right) \leq - \int_{(t_1, t_2) \cap \mathcal{U}} \int_{\Sigma_{t}} \frac{1 - \eta}{3 - p} u^{-\beta} v_{\delta}^{-1} |\nabla u|^{-1}\left(\frac{1}{4} v_{\delta}^{-2} |\nabla u|^2 - \nabla^2 u^2 - 1 \right). \]
On the other hand, we compute the integral $B$:

$$B = - \int_{\Omega_{t_1,t_2}} \left\langle \nabla v_\delta, \nabla \left( \frac{1-\eta}{3-p} u^{-\beta} \right) \right\rangle$$

$$= - \int_{\Omega_{t_1,t_2}} v_\delta^{-1} |\nabla u| \cdot \left\langle \nabla |\nabla u|, \nabla \left( \frac{1-\eta}{3-p} u^{-\beta} \right) \right\rangle$$

$$= + \int_{\Omega_{t_1,t_2}} v_\delta^{-1} |\nabla u| \cdot \left\langle \nabla |\nabla u|, \frac{\eta'}{3-p} u^{-\beta} \cdot \nabla |\nabla u| \right\rangle$$

$$- \int_{\Omega_{t_1,t_2}} v_\delta^{-1} |\nabla u| \cdot \left\langle \nabla |\nabla u|, \frac{1-\eta}{3-p} (-\beta) \cdot u^{-\beta-1} \cdot \nabla u \right\rangle$$

$$= \int_{\Omega_{t_1,t_2}} \frac{\eta'}{3-p} u^{-\beta} \cdot v_\delta^{-1} \cdot |\nabla u| \cdot |\nabla |\nabla u||^2$$

$$+ \beta \int_{\Omega_{t_1,t_2}} \frac{1-\eta}{3-p} u^{-\beta-1} \cdot v_\delta^{-1} \cdot |\nabla u| \cdot \left\langle \nabla |\nabla u|, \nabla u \right\rangle.$$

Substituting (3.24), (3.26) and (3.27) into (3.20) and using Lebesgue’s dominated convergence theorem, we may let $\delta \to 0$ to obtain

$$G(t_1) - G(t_2) = \lim_{\delta \to 0} (A + B)$$

$$\leq - \int_{(t_1,t_2) \cap U} \int_{\Sigma_r} \frac{1-\eta}{3-p} u^{-\beta} |\nabla u|^{-2} \left( |\nabla^2 u|^2 - |\nabla |\nabla u||^2 \right)$$

$$+ \int_{\Sigma_r} \frac{1-\eta}{3-p} \Delta u - \int_{\Sigma_r} \frac{1-\eta}{3-p} \frac{t_2}{t_1} \Delta u$$

$$- \int_{\Omega_{t_1,t_2}} u^{-\beta} |\nabla u|^{-1} \text{Ric}(\nabla u, \nabla u) + \int_{\Omega_{t_1,t_2}} \frac{\eta - p + 2}{3-p} u^{-\beta} |\nabla u|^{-1} \text{Ric}(\nabla u, \nabla u)$$

$$+ \beta \int_{\Omega_{t_1,t_2}} \frac{1-\eta}{3-p} u^{-\beta-1} \left( |\nabla |\nabla u|, \nabla u \right) - \beta \int_{\Omega_{t_1,t_2}} \frac{1-\eta}{3-p} \Delta u \cdot u^{-\beta-1} |\nabla u|$$

$$+ \int_{\Omega_{t_1,t_2}} \left( \frac{-\eta |\nabla u|}{3-p} - \frac{1-\eta}{3-p} \right) u^{-\beta} \Delta u \cdot |\nabla u|^{-2} \left( |\nabla |\nabla u|, \nabla u \right)$$

$$+ \int_{\Omega_{t_1,t_2}} \frac{\eta'}{3-p} u^{-\beta} |\nabla |\nabla u||^2.$$

Step 2. Estimate each term in (3.28)
For the boundary terms in (3.28), using (3.1) and (3.17),

\[
\hat{\Sigma}^1_t \Gamma_{1,1}^3 - \beta \Delta u = -t^{1-\beta} \int_{\Sigma_t} (1 - \eta) \left\langle \nabla |\nabla u|, \nu \right\rangle
\]

(3.29)

where \( U \) denotes the set of all regular values of \( u \). Using (3.1), we deduce that for regular value \( t \in U \),

\[
\left\{ \begin{align*}
|\nabla u|^2 |A|^2 &= |\nabla^2 u|^2 - 2|\nabla |\nabla u||^2 + \langle \nabla |\nabla u|, \nu \rangle^2; \\
|\nabla u|^2 H^2 &= (1 + \eta)^2 \langle \nabla |\nabla u|, \nu \rangle^2.
\end{align*} \right.
\]

(3.33)
Together with the assumptions $R_M \geq 0$, Lemma 2.1 and Guass-Bonnet formula, we deduce that

\[(3.34)\]

\[- \int_{\Omega_{t_1,t_2}} u^{-\beta} |\nabla u|^{-1} \text{Ric}(\nabla u, \nabla u) \leq \frac{4\pi}{1 - \beta} (t_2^\beta - 1 - t_1^\beta + 1) + \frac{1}{2} \int_{(t_1,t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} |\nabla u|^{-2} |\nabla^2 u|^2 \]

\[- \int_{(t_1,t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} |\nabla u|^{-2} |\nabla \nabla v| - \int_{(t_1,t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} \frac{\eta(\eta + 2)}{2} |\nabla u|^{-2} (\nabla |\nabla u|, \nu)^2.\]

For the second Ricci term in (3.28):

\[
\int_{\Omega_{t_1,t_2}} \frac{\eta - p + 2}{3 - p} u^{-\beta} |\nabla u|^{-1} \text{Ric}(\nabla u, \nabla u) = \frac{p - 2}{3 - p} \int_{\Omega_{t_1,t_2}} \frac{\varepsilon |\nabla u|}{|\nabla u|^2 + \varepsilon} u^{-\beta} \text{Ric}_M(\nu, \nu).\]

Thanks to the Cauchy-Schwarz inequality $2\varepsilon^{1/2} |\nabla u| \leq |\nabla u|^2 + \varepsilon$, we obtain

\[(3.35)\]

\[
\int_{\Omega_{t_1,t_2}} \frac{\eta - p + 2}{3 - p} u^{-\beta} |\nabla u|^{-1} \text{Ric}(\nabla u, \nabla u) \leq C\varepsilon^{1/2}.\]

For the terms on the fourth line in (3.28) since the critical value of $u$ is of measure zero,

\[(3.36)\]

\[
\beta \int_{\Omega_{t_1,t_2}} \frac{1 - \eta}{3 - p} u^{-\beta - 1} |\nabla u| \left( \left( \nabla |\nabla u|, \frac{\nabla u}{|\nabla u|} \right) - \Delta u \right) = \beta \int_{\Omega_{t_1,t_2}} \frac{1 - \eta}{3 - p} (1 + \eta) u^{-\beta - 1} (\nabla |\nabla u|, \nabla u) \]

\[
= \beta(p - 1) \int_{\Omega_{t_1,t_2}} \frac{1 - \eta}{3 - p} (1 - \eta) u^{-\beta - 1} (\nabla |\nabla u|, \nabla u) \]

\[
+ \beta \int_{\Omega_{t_1,t_2}} \frac{(1 - \eta)(\eta - p + 2)}{3 - p} u^{-\beta - 1} (\nabla |\nabla u|, \nabla u) \]

\[
= \beta(p - 1) \int_{t_1}^{t_2} t^{-\beta - 1} F'(t) + \beta \int_{\Omega_{t_1,t_2}} \frac{(1 - \eta)(\eta - p + 2)}{3 - p} u^{-\beta - 1} (\nabla |\nabla u|, \nabla u) \]

\[
= \beta(p - 1) \int_{t_1}^{t_2} t^{-\beta - 1} F(t_2) - t_1^{-\beta - 1} F(t_1) + \frac{\beta(\beta + 1)(p - 1)}{3 - p} \int_{t_1}^{t_2} t^{-\beta - 2} F(t) \]

\[
+ \beta \int_{\Omega_{t_1,t_2}} \frac{(1 - \eta)(\eta - p + 2)}{3 - p} u^{-\beta - 1} (\nabla |\nabla u|, \nabla u).\]
For the terms in fifth and sixth line in (3.28), by (2.6) and co-area formula,

\( \int_{\Omega_{t_1,t_2}} \left( -\frac{\eta|\nabla u|}{3-p} - \frac{1-\eta}{3-p} - \frac{(1-\eta)\eta}{3-p} \right) u^{-\beta} \Delta u \cdot |\nabla u|^{-2} \langle \nabla |\nabla u|, \nabla u \rangle \)

\( = \int_{(t_1,t_2)\cap U} t^{-\beta} \int_{\sum_t} \frac{1-\eta}{3-p} |\nabla u|^{-2} \left( \frac{\eta'}{1-\eta} |\nabla u| + 1 + \eta \right) \eta \cdot \langle \nabla |\nabla u|, \nu \rangle^2 \)

and

\( \int_{\Omega_{t_1,t_2}} \frac{\eta'}{3-p} u^{-\beta} |\nabla |\nabla u|^2 = \int_{(t_1,t_2)\cap U} t^{-\beta} \int_{\sum_t} \frac{\eta'}{3-p} \cdot |\nabla u|^{-1} \cdot |\nabla |\nabla u|^2. \)

To simplify our notations, we define

\( \Lambda(t) = \frac{p-1}{3-p} t^{-\beta} F'(t) + \frac{\beta(p-1)}{3-p} t^{-\beta-1} F(t) + \frac{4\pi}{1-\beta} t^{-\beta+1}. \)

Substituting (3.30) (3.34) (3.35) (3.36) (3.37) and (3.38) into (3.28)

(3.40)

\( \Lambda(t_1) - \Lambda(t_2) \)

\( \leq - \int_{(t_1,t_2)\cap U} t^{-\beta} \int_{\sum_t} \left( \frac{1-\eta}{3-p} - \frac{1}{2} \right) \cdot |\nabla u|^{-2} \cdot |\nabla^2 u|^2 \)

\( + \int_{(t_1,t_2)\cap U} t^{-\beta} \int_{\sum_t} \frac{p-2-\eta}{3-p} \cdot |\nabla u|^{-2} \cdot |\nabla |\nabla u|^2 \)

\( - \int_{(t_1,t_2)\cap U} t^{-\beta} \int_{\sum_t} \frac{\eta(\eta+2)}{2} \cdot |\nabla u|^{-2} \cdot \langle \nabla |\nabla u|, \nu \rangle^2 \)

\( + \int_{(t_1,t_2)\cap U} t^{-\beta} \int_{\sum_t} \frac{1-\eta}{3-p} \cdot |\nabla u|^{-2} \cdot \left( \frac{\eta'}{1-\eta} \cdot |\nabla u| + 1 + \eta \right) \cdot \eta \cdot \langle \nabla |\nabla u|, \nu \rangle^2 \)

\( + \int_{(t_1,t_2)\cap U} t^{-\beta} \int_{\sum_t} \frac{\eta'}{3-p} \cdot |\nabla u|^{-1} \cdot |\nabla |\nabla u|^2 \)

\( + \beta \int_{(t_1,t_2)\cap U} t^{-\beta-1} \int_{\sum_t} \frac{(1-\eta)(\eta+2-p)}{3-p} \langle \nabla |\nabla u|, \nu \rangle \)

\( + \frac{\beta(\beta+1)(p-1)}{3-p} \int_{(t_1,t_2)\cap U} t^{-\beta-2} F(t) + E_{t_1,t_2} + C\sqrt{\varepsilon} \)

\( = \sum_{k=1}^{6} I_k + \frac{\beta(\beta+1)(p-1)}{3-p} \int_{(t_1,t_2)\cap U} t^{-\beta-2} F(t) + E_{t_1,t_2} + C\sqrt{\varepsilon}. \)

**Step 3.** Estimate each term in (3.40).

Using \( 1 < p \leq 2 \) and \( p-2 \leq \eta \leq 0 \), we obtain

\( \frac{1-\eta}{3-p} - \frac{1}{2} \geq 0, \quad \frac{\eta-p+2}{3-p} \geq 0. \)
By the improved Kato inequality (Lemma 3.1) and \( \langle \nabla |\nabla u|, \nu \rangle^2 \leq |\nabla^2 u|^2 \),

\[
I_1 \leq -\int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} \left( \frac{1 - \eta}{3 - p} - \frac{1}{2} \right) \eta^2 + 2\eta + \frac{3}{2} |\nabla u|^{-2} \langle \nabla |\nabla u|, \nu \rangle^2
\]

and

\[
I_2 \leq -\int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} \frac{\eta - p + 2}{3 - p} |\nabla u|^{-2} \langle \nabla |\nabla u|, \nu \rangle^2.
\]

For the terms involving \( \eta' \), since \( \eta' \leq 0 \) and \( |\langle \nabla |\nabla u|, \nu \rangle| \leq |\nabla |\nabla u|| \), we have

\[
\frac{\eta'}{3 - p} |\nabla u|^{-1} |\nabla |\nabla u||^2 + \frac{\eta' \eta}{3 - p} |\nabla u|^{-1} \langle \nabla |\nabla u|, \nu \rangle^2 \leq 0.
\]

and hence

\[
\sum_{k=1}^{5} I_k \leq \int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} |\nabla u|^{-2} \langle \nabla |\nabla u|, \nu \rangle^2
\]

where

\[
\Upsilon = -\left( \frac{1 - \eta}{3 - p} - \frac{1}{2} \right) \cdot \frac{\eta^2 + 2\eta + 3}{2} - \frac{\eta(\eta + 2)}{2} + \frac{p - 2 - \eta}{3 - p} + \frac{\eta(1 - \eta)}{3 - p} (1 + \eta)
\]

\[
= -\frac{1}{2} \cdot \frac{1 - \eta}{3 - p} \cdot \frac{\eta^2 + 2\eta + 3}{2} - \frac{1 - \eta}{3 - p} \cdot \frac{\eta^2 + 2\eta}{2} - \frac{1}{4} \cdot \frac{\eta + 2 - \eta}{3 - p} (1 + \eta) + \frac{(1 - \eta)}{3 - p} (\eta + \eta^2)
\]

\[
= -\frac{1 - \eta}{4(3 - p)} \cdot (3 - \eta)(\eta + 1) - \frac{\eta + 2 - \eta}{4(3 - p)} (1 + \eta)^2.
\]

By \( p - 2 \leq \eta \leq 0 \), we see that

\[
\Upsilon \leq -\frac{1 - \eta}{4(3 - p)} (5 - p)(p - 1) - \frac{\eta + 2 - \eta}{4(3 - p)} (1 + \eta)^2
\]

\[
\leq -\frac{(5 - p)(p - 1)}{4(3 - p)^2} (1 - \eta)^2 - \frac{\eta + 2 - \eta}{4(3 - p)} (1 + \eta)^2.
\]

Then

\[
\sum_{k=1}^{5} I_k \leq -\frac{(5 - p)(p - 1)}{4(3 - p)^2} \int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} (1 - \eta)^2 |\nabla u|^{-2} \langle \nabla |\nabla u|, \nu \rangle^2
\]

\[
-\int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} \frac{\eta - p + 2}{4(3 - p)} (1 + \eta)^2 |\nabla u|^{-2} \langle \nabla |\nabla u|, \nu \rangle^2
\]

On the other hand,

\[
I_6 \leq \int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} \frac{\eta - p + 2}{4(3 - p)} (1 + \eta)^2 |\nabla u|^{-2} \langle \nabla |\nabla u|, \nu \rangle^2
\]

\[
+ \beta^2 \int_{(t_1, t_2) \Omega(t_1, t_2)} u^{-\beta - 2} (1 - \eta)^2 (\eta - p + 2) (1 + \eta)^2 |\nabla u|^3.
\]
Substituting (3.47) and (3.48) into (3.40),

\[
\Lambda(t_1) - \Lambda(t_2) \leq -\frac{(5 - p)(p - 1)}{4(3 - p)^2} \int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta} \int_{\Sigma_t} (1 - \eta)^2 |\nabla u|^{-2} \langle \nabla |\nabla u|, \nu \rangle^2 \\
+ \beta^2 \int_{\Omega_{t_1, t_2}} u^{-\beta - 2} \frac{(1 - \eta)^2(\eta - p + 2)}{(1 + \eta)^2(3 - p)} |\nabla u|^3 \\
+ \frac{\beta(\beta + 1)(p - 1)}{3 - p} \int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta - 2} \frac{F(t) \cdot \mathbf{E}_{t_1, t_2} + C \varepsilon_{1/2}}{2}.
\]

The second term can be controlled by \( C \varepsilon \) thanks to Proposition 2.2. For the first term, the Cauchy-Schwarz inequality

\[
|F'(t)| = \left| \int_{\Sigma_t} (1 - \eta) \langle \nabla |\nabla u|, \nu \rangle \right| \\
\leq F(t)^{1/2} \cdot \left( \int_{\Sigma_t} (1 - \eta)^2 |\nabla u|^{-2} \langle \nabla |\nabla u|, \nu \rangle^2 \right)^{1/2}
\]

shows

\[
(3.50) \quad -(1 - \eta)^2 |\nabla u|^{-2} \langle \nabla |\nabla u|, \nu \rangle^2 \leq -F^{-1}(t) \cdot (F'(t))^2.
\]

Then

\[
\Lambda(t_1) - \Lambda(t_2) \leq -\frac{(5 - p)(p - 1)}{4(3 - p)^2} \int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta} \cdot F^{-1}(t) \cdot (F'(t))^2 \\
+ \frac{\beta(\beta + 1)(p - 1)}{3 - p} \int_{t_1}^{t_2} t^{-\beta - 2} \frac{F'(t) \cdot \mathbf{E}_{t_1, t_2} + C \varepsilon_{1/2}}{2}.
\]

Using the Cauchy-Schwarz inequality

\[
(3.52) \quad 2t^{-1} \lambda F'(t) \leq F^{-1}(t)(F'(t))^2 + \lambda^2 t^{-2} F(t)
\]

where \( \lambda \) satisfies

\[
(3.53) \quad 0 = -2(5 - p)(\beta + 1) + 4(3 - p)\beta(\beta + 1) + \lambda^2(5 - p),
\]

we obtain

\[
\Lambda(t_1) - \Lambda(t_2) \\
\leq -\frac{(5 - p)(p - 1)}{4(3 - p)^2} \int_{(t_1, t_2) \cap \mathcal{U}} (2t^{-\beta - 1} \lambda F'(t) - \lambda^2 t^{-2} - F(t)) \\
+ \frac{\beta(\beta + 1)(p - 1)}{3 - p} \int_{(t_1, t_2) \cap \mathcal{U}} t^{-\beta - 2} F(t) + \mathbf{E}_{t_1, t_2} + C \varepsilon_{1/2} \\
= \frac{\lambda(p - 1)(5 - p)}{2(3 - p)^2} \left( t_1^{-\beta - 1} F(t_1) - t_2^{-\beta - 1} F(t_2) \right) + \mathbf{E}_{t_1, t_2} + C \varepsilon_{1/2}.
\]

This completes the proof by rearranging.
3.3. Some discussions. Let $t_1 < t_2$ be two regular values of the original $p$-Green function $\hat{u}$. If $p \in (1, 3)$ and $\hat{u}$ is smooth on

$$\Omega_{t_1, t_2} = \{ x \in M : t_1 \leq \hat{u}(x) \leq t_2 \},$$

then the same argument of Theorem 3.1 (without additional regularization) shows that the function

$$\mathcal{H}(t) = t^{-\beta} F'(t) + \left( \beta - \frac{\lambda(5 - p)}{2(3 - p)} \right) t^{-\beta - 1} F(t) - \frac{4\pi(3 - p)}{(p - 1)(\beta - 1)} t^{-\beta + 1}$$

satisfies

$$\mathcal{H}(t_1) \leq \mathcal{H}(t_2).$$

For later use, let us point out the case when the equality holds. When $\mathcal{H}(t_1) = \mathcal{H}(t_2)$, the equalities of (3.34), (3.42), (3.49) and (3.52) hold. Then for any regular values $t \in [t_1, t_2]$, we have the following:

(i) $R_M = 0$ on $\Sigma_t$ and $\int_{\Sigma_t} K_{\Sigma_t} = 4\pi$. Hence, $\Sigma_t$ is topologically a sphere;

(ii) For each point on $\Sigma_t$, if we choose $\{e_j\}_{j=1}^3$ such that $e_1 = \nu = \frac{\nabla \hat{u}}{|\nabla \hat{u}|}$, then we have

$$\hat{u}_{12} = \hat{u}_{13} = \hat{u}_{23} = 0,$$

$$\hat{u}_{22} = \hat{u}_{33} = -\frac{p - 1}{2} \hat{u}_{11} = \frac{1}{2} H |\nabla \hat{u}|.$$

It follows that $\nabla^\Sigma |\nabla \hat{u}|$ is $0$ on $\Sigma_t$ and the second fundamental form of $\Sigma_t$ has vanishing traceless part;

(iii) There exists $A_t \in \mathbb{R}$ such that on $\Sigma_t$,

$$|\nabla \hat{u}|^2 = A_t \langle \nabla |\nabla \hat{u}|, \nu \rangle;$$

(iv) $F'(t) = \lambda t^{-1} F(t)$.

4. PROOF OF MAIN THEOREMS

The monotonicity in Theorem 1.1 and Theorem 1.2 will follow from the following slightly more general theorem. The flexibility will allow us to study the case of harmonic function as proposed in [10].

Theorem 4.1. Under the assumptions of Theorem 1.1 if $\lambda > 0$ and $\beta > 1$ satisfy $(5 - p) + (3p - 7)\beta \geq 0$ and

$$\frac{\lambda(5 - p)(\beta + 1)}{2(3 - p)} = \beta(\beta + 1) + \frac{\lambda^2(5 - p)}{4(3 - p)},$$

then we have

$$G(t) \leq \frac{3 - p}{p - 1} \cdot \frac{4\pi}{\beta - 1} t$$

for all $t > 0$ which is a regular value of $\hat{u}$, where

$$G(t) = F'(t) + \left[ \beta - \frac{\lambda(5 - p)}{2(3 - p)} \right] t^{-1} F(t).$$
Moreover,

\[ I(t) = t^\beta \frac{\lambda(5-p)}{2(3-p)} F(t) - \frac{4\pi}{(\beta - 1)(\beta - \frac{\lambda(5-p)}{2(3-p)} + 2)} \left( 3 - \frac{p}{p-1} \right) t^\beta \frac{\lambda(5-p)}{2(3-p)} + 2 \]

is non-increasing for all \( t > 0 \).

**Proof.** For (4.2), let \( t < \tau \) be two regular values of \( \hat{u} \). We first show that \( \mathcal{H}(t) \leq \mathcal{H}(\tau) \), where

\[ \mathcal{H}(s) = s^{-\beta} F'(s) + \left( \beta - \frac{\lambda(5-p)}{2(3-p)} \right) s^{-\beta-1} F(s) - \frac{4\pi(3-p)}{(p-1)(\beta - 1)} s^{-\beta+1}. \]

By Proposition 2.2 when \( \varepsilon \) is sufficiently small, \( t \) and \( \tau \) are also regular values of \( u_\varepsilon \). Moreover, \( u_\varepsilon \to \hat{u} \) in \( C^\infty(U) \) for some neighborhood \( U \) of \( \Sigma_t \cup \Sigma_\tau \). This implies

\[ \lim_{\varepsilon \to 0} F_\varepsilon(t) = F(t), \quad \lim_{\varepsilon \to 0} F_\varepsilon(\tau) = F(\tau), \]

\[ \lim_{\varepsilon \to 0} F'_\varepsilon(t) = F'(t), \quad \lim_{\varepsilon \to 0} F'_\varepsilon(\tau) = F'(\tau), \quad \lim_{\varepsilon \to 0} E_{\varepsilon,t,\tau} = 0 \]

Combining the above with Theorem 3.1 we obtain \( \mathcal{H}(t) \leq \mathcal{H}(\tau) \). By Proposition 2.1 a sufficiently large number must be a regular value of \( \hat{u} \), and then

\[ \mathcal{H}(t) \leq \lim_{\tau \to +\infty} \mathcal{H}(\tau) = 0, \]

which implies (4.2).

For the monotonicity of \( I(t) \), since \( F \) is not known to be absolutely continuous, we consider \( F_\varepsilon \) instead. We first show the almost monotonicity of \( I_\varepsilon(t) \), where

\[ I_\varepsilon(t) = t^\beta \frac{\lambda(5-p)}{2(3-p)} F_\varepsilon(t) - \frac{4\pi}{(\beta - 1)(\beta - \frac{\lambda(5-p)}{2(3-p)} + 2)} \left( 3 - \frac{p}{p-1} \right) t^\beta \frac{\lambda(5-p)}{2(3-p)} + 2. \]

As in the discussion of Section 2 we will work on \( D \), which contains

\[ \{ a < \hat{u} < b \} \subset D. \]

Choosing \( b \) sufficiently large such that \( \tau > b - 2 \) are all regular values of \( \hat{u} \). When \( \varepsilon \) is sufficiently small, \( \tau > b - 1 \) are all regular values of \( u_\varepsilon \). Fix \( \varepsilon \) and let \( t_1 < t_2 \) be two regular values of \( u_\varepsilon \) such that \( t_1, t_2 \in (a, b - 3) \). Thanks to Lemma 2.2 \( F_\varepsilon \) is locally Lipschitz. Write \( \alpha = \beta - \frac{\lambda(5-p)}{2(3-p)} \). We can apply fundamental theorem of calculus to obtain

\[ t^\alpha F_\varepsilon(t) \bigg|_{t_1}^{t_2} = \int_{(t_1, t_2) \cap U} (t^\alpha F_\varepsilon(t))' \, dt \]

\[ \leq \int_{(t_1, t_2) \cap U} t^{\beta+\alpha} \left( 3 - \frac{p}{p-1} \right) \frac{4\pi}{(p-1)(\beta - 1)} t^{-\beta+1} + \mathcal{H}_\varepsilon(\tau) + E_{\varepsilon,t,\tau} + C\varepsilon^{1/2} \right) \, dt, \]
where $\mathcal{U}$ denotes the set of regular value of $u_\varepsilon$. By co-area formula,

$$
\int_{(t_1, t_2) \cap \mathcal{U}} t^\beta + \alpha E_{\varepsilon, t, \tau} \, dt = \int_{(t_1, t_2) \cap \mathcal{U}} t^\alpha \left( \int_{\Sigma_t} \frac{(p - 2 - \eta_\varepsilon)(\eta_\varepsilon - 1)}{(3 - p)\eta_\varepsilon} \Delta u_\varepsilon \right) \, dt 
$$

(4.11)

$$
= \int_{\Omega_{t_1, t_2}} \frac{(p - 2 - \eta_\varepsilon)(1 - \eta_\varepsilon)}{(3 - p)} u_\varepsilon^\alpha \langle \nabla |\nabla u_\varepsilon|, \nabla u_\varepsilon \rangle 
$$

$$
\leq C \int_{\Omega_{t_1, t_2}} |\nabla u_\varepsilon| \cdot |p - 2 - \eta_\varepsilon| \cdot |\nabla^2 u_\varepsilon|,
$$

for some $C$ independent of $\varepsilon$. Using (3.3), we see that

$$
|\nabla u_\varepsilon| \cdot |p - 2 - \eta_\varepsilon| = \varepsilon |p - 2| \cdot |\nabla u_\varepsilon| \leq \frac{1}{2}\varepsilon^{1/2} |p - 2|.
$$

Combining this with Proposition 2.2 (ii),

$$
\int_{(t_1, t_2) \cap \mathcal{U}} t^\beta + \alpha E_{\varepsilon, t, \tau} \, dt \leq C\varepsilon^{1/2}.
$$

Substituting this into (4.10),

$$
\mathcal{I}_\varepsilon(t_2) \leq \mathcal{I}_\varepsilon(t_1) + C(t_2 - t_1)|\mathcal{H}_\varepsilon(\tau)| + C\varepsilon^{1/2}.
$$

(4.14)

Thanks to Sard’s theorem and Lemma 2.2 (4.14) holds for all $t_1, t_2 \in (a, b - 3)$. Recalling that $\tau$ is regular of $\hat{u}$, we have $\lim_{\varepsilon \to 0} \mathcal{H}_\varepsilon(\tau) = \mathcal{H}(\tau)$. Letting $\varepsilon \to 0$ in (4.14) and using Lemma 2.5, we obtain

$$
\mathcal{I}(t_2) \leq \mathcal{I}(t_1) + C(t_2 - t_1)|\mathcal{H}(\tau)|.
$$

(4.15)

Since $a$ and $b$ are arbitrary, letting $\tau \to +\infty$ and using $\lim_{\tau \to +\infty} \mathcal{H}(\tau) = 0$, we have

$$
\mathcal{I}(t_2) \leq \mathcal{I}(t_1).
$$

(4.16)

We obtain the monotonicity of $\mathcal{I}$. □

Remark 4.1. When $p \in (2, 3)$ and $\hat{u}$ is smooth, Theorem 1.1 can be proved by the discussion in Section 3.3 and the above argument. Unlike the general case, we cannot apply regularization method to prove Theorem 1.1 unless the extra regularity is assumed. This is because the choice of regularization (i.e. choice of $\phi_\varepsilon$) fails to be controlled (especially Step 3) when $p > 2$.

Now the monotonicity in Theorem 1.1 and Theorem 1.2 follow directly from Theorem 4.1 by taking $(\lambda, \beta) = (2, \frac{2}{3-p})$. Indeed this is the Lagrangian multiplier solution which minimizes the decay rate. In particular, this decay rate is corresponding to the Euclidean model. Next we would like to study the rigidity case in the monotonicity.

Proof of rigidity in Theorem 1.1. We first consider the rigidity (a’). Equivalently, we may rewrite the assumption as $\mathcal{H}(t_0) = 0$. By Proposition 2.1 all $\tau \gg 1$ are regular and $\mathcal{H}(\tau) \to 0$ as $\tau \to +\infty$. Theorem 1.1 implies that for all regular value $t > t_0$, we must have $\mathcal{H}(t) = 0$. Since $u \in C^{1, \alpha}_{\text{loc}}$, there exists a maximal open interval $(a, b)$ containing $t_0$ such that $t$ is a regular value of
\[ \dot{u} \text{ for all } t \in (a, b). \] Let \( t \in I := [t_0, b) \). Since \( t \) is regular, we may apply the (i)-(iv) in Section 3.3.

Write \( \nu = \frac{\nabla \dot{u}}{||\nabla \dot{u}||} \). Recall that on the regular level set \( \Sigma_t \), we have

\[ H|\nabla \dot{u}| = -(p - 1)\langle \nabla |\nabla \dot{u}|, \nu \rangle \tag{4.17} \]

and so

\[ F'(t) = \frac{3 - p}{p - 1} \int_{\Sigma_t} H|\nabla \dot{u}| = (3 - p) \int_{\Sigma_t} \langle \nabla |\nabla \dot{u}|, \nu \rangle. \tag{4.18} \]

Combining this with (iii) and (iv),

\[ 2t^{-1}F(t) = F'(t) = (3 - p)A_t^{-1} \int_{\Sigma_t} |\nabla \dot{u}|^2 = (3 - p)A_t^{-1}F(t). \tag{4.19} \]

Since \( F(t) \neq 0 \), then

\[ A_t = \frac{3 - p}{2} t. \tag{4.20} \]

Using (4.17) and (iii),

\[ H|\nabla \dot{u}| = -(p - 1)A_t^{-1}|\nabla \dot{u}|^2. \tag{4.21} \]

Hence, on \( \Sigma_t \),

\[ |\nabla \dot{u}| = \frac{p - 3}{2(p - 1)} H. \tag{4.22} \]

Thanks to (i), \( \nabla \Sigma |\nabla \dot{u}| = 0 \) on \( \Sigma_t \), it follows that \( |\nabla \dot{u}| = f(\dot{u}) \) for some \( f : I \to (0, \infty) \) and hence \( H \) is also a function of \( \dot{u} \). In particular, we have

\[ H = -(p - 1)\frac{\partial |\nabla \dot{u}|}{\partial \dot{u}} = -(p - 1)f'(\dot{u}). \tag{4.23} \]

As a result, (4.22) can be expressed as the following ODE:

\[ \frac{f(\dot{u})}{\dot{u}} = \frac{3 - p}{2}f'(\dot{u}). \tag{4.24} \]

Hence, there exists \( C > 0 \) such that

\[ |\nabla \dot{u}| = f(\dot{u}) = C\dot{u}^{\frac{2}{p-2}}. \tag{4.25} \]

By (i), we know that for all \( t \in I, \Sigma_t \) has one component only, \( P_b := \{ \dot{u} \geq b \} \) is bounded by \( \bar{\Sigma}_b := \{ x \in M : x = \lim_{i \to +\infty} x_i, \text{ where } \dot{u}(x_i) \in I \} \). Assume that \( b < \infty \), by continuity of \( |\nabla \dot{u}| \) and (4.25), there exists \( y \in P_b \setminus \bar{\Sigma}_b \) such that \( \dot{u}(y) = b \) and \( \nabla \dot{u}(y) = 0 \) since \( b \) is maximal. Since \( \partial P_b \subset \bar{\Sigma}_b \), then \( \dot{u} \) achieves an interior minimum in \( P_b \). By the Harnack inequality in [42] and hence strong maximum principle, \( \dot{u} \equiv b \) on \( P_b \setminus \{x_0\} \). Contradiction arises. We can therefore conclude that \( I = [t_0, \infty) \). Hence, the superlevel set \( \{ \dot{u} > t_0 \} \) is topologically a ball foliated by level set spheres.
On the other hand, (4.24) and (4.25) shows

\[(4.26)\]

\[H = -\frac{2C(p-1)}{3-p} \hat{u}^{p-1}.\]

Combining this with (ii), we see that the function

\[(4.27)\]

\[Q = \frac{1}{2C^2} \left( \frac{3-p}{p-1} \right)^2 \hat{u}^{-\frac{2(p-1)}{3-p}}\]

satisfies \(\nabla^2 Q = g\) on \(\{u > t_0\}\) and hence Ricci identity implies for all \(i, j, k\),

\[(4.28)\]

\[R_{ijk}^l Q_l = Q_{;ij} - Q_{;ki} = 0.\]

We choose \(\{e_i\}_{i=1}^3\) so that \(e_1 = \frac{\nabla \hat{u}}{|\nabla \hat{u}|}\). It is clear that \(\nabla Q\) is parallel to \(e_1\). Then (4.28) implies \(R_{1221} = R_{1331} = 0\). By (i), we know \(R_M = 0\) and so \(R_{2332} = 0\). Since \(\{e_2, e_3\}\) is arbitrary, \(Rm \equiv 0\) on \(\{\hat{u} > t_0\}\). Combining this with the foliation, we obtain the isometry.

We now consider the rigidity (b’). For any regular value \(t\) of \(\hat{u}\), define

\[(4.29)\]

\[F(t) := t^{-1} F(t) - 4\pi \left( \frac{3-p}{p-1} \right)^2 t.\]

Then the assumption is equivalent to say that

\[(4.30)\]

\[F(t_0) = F(s_0)\]

for some regular values \(s_0 < t_0\). The monotonicity (a) implies that \(F(t)\) is constant for all regular values \(s_0 < t < t_0\). Since \(u \in C^{1,\alpha}_{\text{loc}}\), there exists a maximal open interval \((a, b)\) containing \(s_0\) such that \(t\) is a regular value for \(\hat{u}\) for all \(t \in (a, b)\). We may differentiate to obtain \(F'(s_0) = 0\) which in turn implies \(H(s_0) = 0\) and hence the result follows from the rigidity (a’).

We now establish the upper bound of \(F(t)\) under rough Ricci lower bound. Basically, Corollary 1.1 follows from Theorem 1.2 and gradient estimate [42, Theorem 1.1].

**Proof of Corollary 1.1.** For monotonicity (c), we first consider \(p \in (1, 2)\) which does not require perturbation argument. Recall from (2.48) that for all \(t \in (0, 1)\),

\[(4.31)\]

\[\int_{\{\hat{u} = t\} \cap \{\nabla \hat{u} > 0\}} |\nabla \hat{u}|^{p-1} \leq C\]
for some constant \( C \) independent of \( \varepsilon \). Together with the gradient estimate [42, Theorem 1.1], we deduce that for any \( t \in (0, 1) \),

\[
F(t) = \lim_{\delta \to 0} \int_{\Sigma_t \cap \{ |\nabla \hat{u}| > \delta \}} |\nabla \hat{u}|^2
= \lim_{\delta \to 0} \int_{\Sigma_t \cap \{ |\nabla \hat{u}| > \delta \}} |\nabla \hat{u}|^{p-1} \cdot |\nabla \hat{u}|^{3-p}
\leq C \sup_{\Sigma_t} |\nabla \hat{u}|^{3-p}
\leq Ct^{3-p}.
\]

(4.32)

If \( 1 < p < 2 \), it is clear that \( t^{-1}F(t) \to 0 \) as \( t \to 0 \). Combining this with Theorem 1.2, we obtain (c).

If \( p = 2 \), we use the observation in [10, Section 4]. Choose \( \beta_i \) and \( \lambda_i \) so that

\[
\frac{3\lambda_i(\beta_i + 1)}{2} = \beta_i(\beta_i + 1) + \frac{3\lambda_i^2}{4},
\]

\( \beta_i \to 2, \lambda_i \to 2 \) and \( \beta_i - \frac{3\lambda_i}{2} \) decrease to \(-1\). Since the assumptions on \( \beta, \lambda \) are open conditions, this is always do-able, see [10, Lemma 15]. By the same argument of (4.32),

\[
t^{\beta_i - \frac{3\lambda_i}{2}} F(t) \to 0, \quad \text{as } t \to 0
\]

for all \( i > 0 \). Then (c) follows from the monotonicity of \( t^{\beta_i - \frac{3\lambda_i}{2}} F(t) \) by letting \( t \to 0 \) and followed by \( i \to +\infty \).

To prove monotonicity (d), we adapt the argument in [35]. Thanks to Lemma 2.3 and monotonicity (c),

\[
1 = \int_{\Sigma_t} |\nabla \hat{u}|^{p-1}
\leq \left( \int_{\Sigma_t} |\nabla \hat{u}|^2 \right)^{\frac{p-1}{2}} \text{Area}(\Sigma_t)^{\frac{3-p}{2}}
\leq \left[ 4\pi \left( \frac{3-p}{p-1} \right)^2 t^2 \right]^{\frac{p-1}{2}} \text{Area}(\Sigma_t)^{\frac{3-p}{2}},
\]

which implies (d).

Thanks to \([4.35]\) at a regular value \( t_0 \), it is clear that (c) holds if and only if (d) holds. Then it suffices to prove the rigidity of (c). Let \( I = (a, b) \) be the maximal connected open interval containing \( t_0 \) so that \( t \) is regular for all \( t \in I \). Define

\[
\mathcal{F}(t) = t^{-1}F(t) - 4\pi \left( \frac{3-p}{p-1} \right)^2 t.
\]

Then (c) holds at \( t_0 \) implies \( \mathcal{F}(t_0) = 0 \). Thanks to Theorem 1.2, we obtain \( \mathcal{F}(t) = 0 \) for all \( t \in (0, t_0] \) and so \( \mathcal{F}'(t_0) = 0 \). Then Theorem 1.1 (a’) implies
that \( b = +\infty \). By the slight modification of the proof of Theorem [LI] (a'), we can show that \( a = 0 \). We sketch the argument here. It is clear that \( F'(t) = 0 \) for all \( t \in (a, t_0) \). It then follows that \( H(t) = 0 \) for all \( t \in (a, t_0) \). The same argument of Theorem [LI] (a') shows (4.25) holds up to the closure of \( I \). By the maximality of the interval \( I \) and maximum principle, \( a \) must be zero. Using Theorem [LI] (a') again, \((M, g)\) is isometric to the Euclidean space. □
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