Lattice Gas Dynamics; Application to Driven Vortices in Two Dimensional Superconductors
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A continuous time Monte Carlo lattice gas dynamics is developed to model driven steady states of vortices in two dimensional superconducting networks. Dramatic differences are found when compared to a simpler Metropolis dynamics. Subtle finite size effects are found at low temperature, with a moving smectic that becomes unstable to an anisotropic liquid on sufficiently large length scales.
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The nature of the driven steady states of many interacting particles, and the transitions between them, is a topic of much active interest. As with equilibrium systems, the use of lattice models, in which the degrees of freedom sit on the sites of a discrete grid, has led to analytical simplifications and greater accuracy in numerical simulations, as compared to continuum models. Here we consider lattice models applied to driven two dimensional (2D) charges on a triangular grid, as a model for vortices in a honeycomb superconducting network. We use two distinct lattice gas dynamics, both intended to model the overdamped diffusive limit: (i) the commonly used driven diffusive Metropolis Monte Carlo (MC) [2], and its modification to a (ii) driven diffusive continuous time Monte Carlo [2, 4]. We believe this is the first application of continuous time MC in the context of driven diffusive problems. We find that the steady states are qualitatively different for the two dynamics, and that the latter gives the more physically reasonable results. We find that finite size effects can be subtle at low temperature.

Our model is given by the Hamiltonian [2],

\[ \mathcal{H} = \frac{1}{2} \sum_{i,j} (n_i - f)V(\mathbf{r}_i - \mathbf{r}_j)(n_j - f) \quad , \tag{1} \]

where \( n_i = 0, 1 \) is the charge on site \( \mathbf{r}_i \) of a periodic triangular grid, \(-f\) is a fixed uniform background charge, and \( V(\mathbf{r}) \) is the 2D lattice Coulomb interaction as defined in Ref. [2]. Here \( \mathcal{H} \) gives the interaction energy before and after the move, \( \mathcal{H}_{\text{new}} - \mathcal{H}_{\text{old}} \), for a transition \( \mathbf{r}_i \to \mathbf{r}'_i \) of charge \( n_i \) in direction \( \hat{a}_1 \). We consider two different dynamics, both involving single particle moves only.

(i) Driven diffusive Metropolis Monte Carlo (DDMC) [2]: At each step of the simulation, a charge \( n_i = 1 \) is selected at random, and moved a distance \( \Delta \mathbf{r} \) to a nearest neighbor site. If \( \Delta \mathbf{r} \equiv \hat{a}_1 - \hat{a}_2 \), then \( \Delta \mathbf{r} \) is chosen randomly from the six possibilities, \( \pm \hat{a}_1, \pm \hat{a}_2, \pm \hat{a}_3 \). If \( \mathcal{H}_{\text{old}} \) and \( \mathcal{H}_{\text{new}} \) give the interaction energy \( \mathcal{H}_{\text{new}} - \mathcal{H}_{\text{old}} \) before and after the move, one computes,

\[ \Delta E \equiv \mathcal{H}_{\text{new}} - \mathcal{H}_{\text{old}} - \mathbf{F} \cdot \Delta \mathbf{r} \quad , \tag{2} \]

where the last term is the work done by the force on the moving charge. One accepts or rejects this move according to the usual Metropolis MC algorithm. One pass of \( N_c \) steps equals one unit of simulation time. Statistical averages are computed averaging over the generated configurations as in ordinary MC.

(ii) Driven diffusive continuous time Monte Carlo (CTMC) [2,4]: At each step of the simulation, one considers the possible move of each charge \( n_i = 1 \) in each of the six directions, \( \hat{a}_1 = \pm \hat{a}_2 \), computing the energy change \( \Delta E_{\text{new}} \) of each move according to Eq. (2). We take the rate for a particular move \( i \alpha \) to be,

\[ W_{i \alpha} \equiv W_0 e^{-\Delta E_{\text{old}} / 2T} \quad , \tag{3} \]

where \( 1/W_0 \) sets the unit of time. The total rate for all single particle moves is then \( W_{\text{tot}} = \sum_{i \alpha} W_{i \alpha} \). We decide which move to make by sampling the probability distribution \( P_{i \alpha} \equiv W_{i \alpha} / W_{\text{tot}} \), and then update the simulation clock by \( \Delta t = 1 / W_{\text{tot}} \). Averages of an observable \( \mathcal{O} \) are computed as,

\[ \langle \mathcal{O} \rangle = \frac{1}{\tau} \int_0^\tau \mathcal{O}(t) dt = \frac{1}{\tau} \sum_s \mathcal{O}_s \Delta t_s \quad \tag{4} \]

where \( s \) labels the steps of the simulation, \( \mathcal{O}_s \) is the value of \( \mathcal{O} \) in the configuration at time \( t_s \), \( \Delta t_s \equiv t_{s+1} - t_s \), and \( \tau \equiv \sum_s \Delta t_s \) is the total time of the simulation.

The CTMC, originally introduced as the “n-fold way” for spin models [3], owes its name to the continuous variations in the time steps \( \Delta t_s \), which vary as the configu-
ration changes throughout the simulation. It is a rejectionless algorithm designed to speed up excitation over energy barriers at low temperatures; rather than waste many rejected moves until a rare acceptance takes one up an energy barrier, the energy barriers $\Delta E$ themselves set the time scale for each move, which then happens in a single step. Simulation clock times can vary over orders of magnitude as $T$ varies.

In CTMC, there are many possible choices for the rates that will obey local detailed balance. It can be shown \[\text{[5]}\] that the rates of Eq.\,(3) lead to ordinary Langevin dynamics in the limit $\Delta E_{\text{es}}/T \ll 1$. Our simulations, however, are generally in the opposite limit $\Delta E_{\text{es}}/T \gg 1$. To see what physical limit this corresponds to, consider a single particle on a one dimensional grid in a driving force $F$. A simple calculation gives for the average velocity of the particle, \[\langle v \rangle = W_{\text{tot}} \tanh(F/2T) = 2W_0 \sinh(F/2T).\] If we interpret the grid sites as the minima of a periodic pinning potential $U(r)$ in the continuum, with energy barrier $U_0$, then $W_0 \sim e^{-U_0/T}$ and the above velocity then describes motion in such a periodic potential in the limit $F \lesssim U_0$. CTMC thus appears to describe the limit where motion is due to thermal activation over barriers; it is unclear if one can describe the very large drive limit, where the washboard potential $U(r) - F \cdot r$ loses its local minima parallel to $F$. This large drive limit has been the subject of numerous theoretical \[\text{[6]}\] \[\text{[7]}\] \[\text{[8]}\] \[\text{[9]}\] \[\text{[10]}\] \[\text{[11]}\] \[\text{[12]}\] \[\text{[13]}\] \[\text{[14]}\] works for the case of random pinning.

In this paper we consider just the structural properties of the steady state. These are given by the structure function,

$$S(k) \equiv \frac{1}{N_c} \langle q_k q_{-k} \rangle,$$  \tag{5}

where $q_k = \sum_i e^{ik \cdot r_i}$, \((n_i - f)\) is the Fourier transform of the charge distribution, $k = k_1 b_1 + k_2 b_2$ are the allowed wave vectors, with $b_1 = 2\pi \hat{x} - \frac{2\pi}{\sqrt{3}} \hat{y}$ and $b_2 = \frac{2\pi}{\sqrt{3}} \hat{y}$ the basis vectors of the reciprocal lattice to the grid, and $k_i = l_i/L_i$ with $l_i = 0, \ldots, L_i - 1$. We also consider the real space correlations,

$$C(m_1, k_2) \equiv \frac{1}{N_c} \sum_{k_1} e^{-i k_1 \cdot m_1} S(k_1, k_2)$$  \tag{6}

as well as $C(k_1, m_2)$ defined similarly, and the 6-fold (hexatic) orientational order parameter $\langle \Phi_6 \rangle$, where

$$\Phi_6 = \frac{1}{N_c} \sum_i \sum_j \sum_{l_i} e^{i \delta_{l_i}} \cdot$$  \tag{7}

In the above, the first sum is over all charges $n_i = 1$, the second sum is over all charges $n_j = 1$ that are nearest neighbors of $n_i$ (as determined by a Delaunay triangulation), $z_i$ is the number of these nearest neighbors, and $\theta_{ij}$ is the angle of the bond from $n_i$ to $n_j$ with respect to the $\hat{x}$ axis.

The direct computation of $S(k)$ and $\langle \Phi_6 \rangle$ as in Eq.\,(4) is too costly as it involves lengthy calculations at each step of the simulation. Instead we approximate the integral in Eq.\,(4) by a Monte Carlo evaluation, choosing $N_{\text{config}} \approx 1000$ random times uniformly distributed over the simulation interval $t \in [0, \tau]$ and averaging over the configurations at these times only.

We now present our results. Starting in the ground state at $T = 0$, the charge lattice remains pinned until the driving force $F$ exceeds the change in interaction energy associated with moving one charge forward one grid space parallel to $F$. This defines the $T = 0$ critical force, $F_c = 0.063$, for both DDMC and CTMC. Our simulations are carried out for fixed $F = 0.1$ as we vary $T$. Our results reported here are for a system size of $L_1 = 500$ and $L_2 = 60$, with $N_c = 1200$ charges. The reason for such an extreme aspect ratio will be discussed later. At $F = 0$, $T < T_m$, the system forms an ordered triangular charge solid, and $S(k)$ has sharp Bragg peaks at reciprocal lattice vectors \(\{K\}\). Let $K_1 = b_2/5$ be smallest non-zero reciprocal lattice vector directed transverse to $F$. In Fig.\,1a we plot $S(K_1)$ vs. $T$, at $F = 0.1$, for both DDMC and CTMC. In Fig.\,1b we plot $\langle \Phi_6 \rangle$ vs. $T$. The results for DDMC show no structure whatever for the moving steady state. A plot in Fig.\,1c of the full $S(k)$ at $T = 0.003$ shows an isotropic liquid. In fact, we find with DDMC that once the charged solid depins from the grid, the moving steady state is an isotropic liquid virtually everywhere in the $F - T$ plane.

To see why this is so, consider a large $F >> F_c$ at $T = 0$, starting from an ordered solid. The DDMC picks a charge at random, then picks a direction to move it in at random; the move is accepted only if it lowers the energy, i.e. if the charge advances in the direction of $F$. Since only 3 of the 6 possible directions do so, the move is accepted with probability $1/2$. If the work done by the force dominates the interaction energy (as it should for
FIG. 2: Structure function $S(k)$ for $k$ in the first Brillouin zone, at force $F = 0.1\hat{x}$ for (a) $T = 0.003$ with DDMC algorithm; and (b) $T = 0.004$, (d) $T = 0.007$ with CTMC algorithm.

To estimate the correlation lengths we plot in Fig. 3a,b $C(k_1 = 0, m_2)$ vs. $m_2$ and $C(m_1, k_2 = 0)$ vs. $m_1$; the first gives the decay of correlations in real space along $\hat{a}_2$ (averaged over the direction $\hat{a}_1$), while the second gives the decay of correlations along $\hat{a}_1$, parallel to the force $F$ (averaged over $\hat{a}_2$). We plot only the values at integer multiples of the average particle spacing $a_v = 1/\sqrt{T} = 5$; these define the upper envelop of the damped oscillating correlations. Fitting the data to the simple periodic decay $C \sim e^{-m/\xi} + e^{-(L-m)/\xi}$ (where we use $L_1$ or $L_2$ as appropriate) gives the correlation lengths perpendicular, $\xi_\perp$, and parallel, $\xi_\parallel$, to the driving force $F$. Representative values for $\xi_\perp$ and $\xi_\parallel$ are shown in Fig. 3 with $\xi_\perp \sim 2\xi_\parallel$ near $T_m$. For Fig. 3d our fit is only to points $m_1 > \xi_\parallel$.

FIG. 3: (a) Transverse real space correlation $C(k_1 = 0, m_2)$ vs. $m_2$, and (b) longitudinal real space correlation $C(m_1, k_2 = 0)$ vs. $m_1$. Solid lines are fits to $e^{-m/\xi} + e^{-(L-m)/\xi}$ and determine the correlation lengths $\xi_\perp$ and $\xi_\parallel$. Curves from top to bottom are for $T = 0.00325, 0.0035, 0.004, 0.0045, 0.005, 0.0055, 0.006, 0.007$; $F = 0.1$. Representative values for $\xi_\perp$ and $\xi_\parallel$ are shown.

Although the liquid above $T_m$ lacks translational order, Fig. 1 shows that hexatic orientational order grows for $T < T^* \sim 0.007$. Similar hexatic liquids have been reported in continuum simulations with random pinning [12]. In our case, the periodic triangular grid breaks rotational symmetry and in principle gives finite hexatic order at any $T$. It is unclear whether the onset of growing hexatic order at $T^*$ is just this grid induced effect, increasing as the correlations lengths grow larger than the interparticle spacing, $\xi > a_v$, or whether it is a crossover remnant of what might be a true hexatic transition in another geometry.

Next we consider $T < T_m$. $S(k)$ for $T = 0.003 < T_m$ is shown in Fig. 4. First we note that the peaks at $K$ on the $k_y$ axis (at $k_1 = 0, k_2 = 1/5, 2/5$) are sharp $\delta$-function Bragg peaks of height $S(K) \sim N_c = 1200$. We have computed the height of these peaks for smaller size systems and find that they scale $\sim N_c$. This indicates that this state has long range smectic order; the particles are confined to periodically spaced channels parallel to the driving force. Next, we note that the peaks at finite $k_x$ (at $k_1 = 1/5, 2/5$) are essentially $\delta$-functions in $k_x$. Sim-
unstable to a liquid on large length scales, agrees in part of a smectic state on finite length scales, which becomes the smectic from the disordered liquid. Our observation

\[ L \]

once \( \xi \) finite sized system at sufficiently low \( T \), the smectic is the stable state of the system. For \( L_1 = L_2 = 120 \), we have succeeded in cooling into the smectic from the disordered liquid. Our observation of a smectic state on finite length scales, which becomes unstable to a liquid on large length scales, agrees in part with arguments in Ref. [9].

Interacting 2D vortices in a periodic potential at finite temperature have been simulated by several others using continuum dynamics. The molecular dynamic simulations of Reichhardt and Zimányi [13] and Carneiro [16] used square periodic pins embedded in a flat continuum, with a number of vortices equal to, or greater than, the number of pins. Such models cannot be well described by our discrete grid. Closer to our model is that of Marconi and Domínguez [17] who simulate the RSJ dynamics of a vortex density \( f = 1/25 \) in a square Josephson array, and find an ordered moving vortex lattice. However in their case, the energy to move a single vortex forward from its ground state position is \( \Delta E_1 \approx 0.34 \), whereas the energy barrier between cells of the array is \( U_0 \approx 0.12 \). The parameters of our simulations, which assume \( \Delta E_1 < F < U_0 \) (see discussion preceding Eq. [16]), are therefore in a more strongly pinned limit outside the range of their model. It therefore remains for future investigation to test if the results of the CTMC method agree with that of continuum models in the corresponding limit.
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