Assessing a Capstone Research Project in Medical Training: Examiner Consistency Using Generic Versus Domain-Specific Rubrics
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ABSTRACT: Rubrics are utilized extensively in tertiary contexts to assess student performance on written tasks; however, their use for assessment of research projects has received little attention. In particular, there is little evidence on the reliability of examiner judgements according to rubric type (general or specific) in a research context. This research examines the concordance between pairs of examiners assessing a medical student research project during a two-year period employing a generic rubric followed by a subsequent two-year implementation of task-specific rubrics. Following examiner feedback, and with consideration to the available literature, we expected the task-specific rubrics would increase the consistency of examiner judgements and reduce the need for arbitration due to discrepant marks. However, in contrast, results showed that generic rubrics provided greater consistency of examiner judgements and fewer arbitrations compared with the task-specific rubrics. These findings have practical implications for educational practice in the assessment of research projects and contribute valuable empirical evidence to inform the development and use of rubrics in medical education.
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Introduction

Well-designed rubrics are an important element in evaluating the quality of student performance, for both feedback and summative purposes, and can promote student engagement and self-directed learning.1 Rubrics typically consist of three parts: relevant evaluative criteria, definitions of quality (or performance levels), and a guide to scoring the performance, either analytically (separate dimensions), holistically (an integrated judgement), or both.1, 2 Rubrics are used extensively in medical education to assess student performance for many educational situations and performances, for both oral and written tasks. An example of the latter is the capstone research project or thesis, which usually involves complex and diverse skills in a multidimensional task, typically involving analytical, methodological and reporting components. Research projects feature in assessment in many higher degree university courses and are often used to assess research competencies in initial medical training. Nonetheless, there is little research investigating rubric development, or examiner marking performance for different forms of rubric.

Fundamental to rubric development is determining whether the criteria and quality descriptions reflect the specific task, or broader and more generalizable skills. Many rubrics focus on defining relatively precise descriptions of performance. Such descriptions are believed to promote consistent judgements between markers;3 however, they may also inadvertently limit how generalizable the judgements are to performance contexts where similar skills are required.2, 4 This is a key consideration in assessing student achievement for research projects where the underlying research skills may be deemed more important than specific content knowledge.5

Determining the reliability of a rubric, that is, the extent to which it promotes consistent marking both within a single marker and across markers is an important part of demonstrating its validity.6–8 Validity overall, however, focuses on broader issues of appropriateness and alignment of the rubric with the purposes of the assessment and the learning context.1, 9 Evaluating the validity of a rubric is a complex process based on multiple sources of evidence. Multiple frameworks for validation processes exist, including traditional approaches based on considerations of the content, construct and appropriate criteria.5 More recent validity frameworks focus on the context of the assessment, in addition to validity inferences drawn from aspects such as scoring process, generalization, extrapolation and educational implications.10,11 The first two of these, namely scoring and generalizaton, are particularly relevant to rubrics. Jonsson and Svingby9 noted that while scoring with a rubric is likely to be more reliable than without a rubric, the same cannot be said about validity (p. 137). The validity of a rubric, they argued, is strongly influenced by its alignment with the relevant learning objectives, in other words, the link between skills or performance endorsed by the rubric and the pedagogical context and purpose. The design of rubrics involves thorough consideration of assessment purposes (eg assessment of learning vs. for learning), task content (eg quantitative vs. qualitative), and the stakes of specific assessments within the overall programme (eg high-stakes summative decision vs. lower-stakes continuous assessment).12
A key issue in evaluating the design and application of rubrics for research projects is whether generic or specific rubrics are selected. Prins and colleagues characterized these differences in rubric specificity as top-down versus bottom-up approaches. Top-down approaches, based on theory and expert knowledge, tend to produce rubrics with broader applicability, whereas bottom-up approaches, that use the input and expectations of teachers and students, tend to produce ‘context-dependent’ rubrics, closely aligned with the specific task. Yet, the research evidence for marking consistency with generic and specific rubrics is equivocal. Timmerman and colleagues developed a generic (or ‘universal’, as they describe it) rubric (informed by content experts and the scholarly literature) to assess scientific reasoning skills in a higher education context, designed to be applicable across tasks, topics, year levels and even courses. Although there was some improvement in marking reliability (which the authors attributed as much to specific and enhanced training as the rubric itself), the authors believed the major benefits were the ability to assess scientific reasoning beyond the immediate assessment context, and establish a ‘common metric’ for curricular evaluation. In contrast, a review of a rubric used for written case reports in a medical course, revealed that faculty preferred more specific quality descriptions, which resulted in greater inter-rater agreement.

Overall, however, evidence that rubric type is related to measurement quality (particularly for research projects) is scarce. Brookhart’s recent review of 46 studies describing aspects of the performance of rubrics in higher education found no relationship between rubric type and inter-rater reliability or validity. Notably, only one of these studies included a review of a rubric designed to assess a research project, an educational activity that may be particularly prone to poor agreement between markers. More recently, Williams and Kemp also found low concordance between pairs of examiners for assessment of a master’s thesis in psychology. They also did not observe any change in marker consistency depending on whether assessment criteria were provided; however, this study did not utilize rubrics to assess the submission but relied on broad (and undefined) criteria characteristic of specific performance levels.

There is, thus, a substantial need to evaluate the measurement properties of rubrics used to assess research projects in medical training, with an emphasis on the reliability of examiner judgements for different rubric types. Such an aim accords with the perceived importance of improving the use of empirical data to guide the design and implementation of rubrics. For the current study, we focussed on rubrics developed to assess a six-month research project completed by all final-year medical students in an area of interest in medicine, for which the major assessment submission is a 4000-word research thesis in the style of a journal manuscript. Our study spans four years, over which time a generic rubric was used for two years and subsequently replaced by task-specific rubrics for the following two years, with the aim to improve consistency in examiner judgements. Inconsistent marking undermines student and examiner confidence in the rigour of the examination process. Perceived support for marking consistency was a significant driver in adopting task-specific rubrics; however, empirical data were required to assess these claims. Our aim in the current study was to determine whether the consistency of examiner judgements changed dependent on whether generic or task-specific rubrics were used to evaluate the research project.

Methods

This exploratory study sought to determine whether the concordance between the marks of two examiners assigned to mark a research project varied for different rubrics by exploring whether the size of the average discrepancy in examiner marks varied by rubric type (generic vs. specific).

Current Context

The context of our study is the first semester of the final year of the Doctor of Medicine (MD) degree at the University of Melbourne, where students complete a research project that exposes students to the principles and methodologies of research and fosters experience in generating new knowledge (as opposed to simply being consumers of knowledge). Research project experience aims to develop students as clinician researchers and to foster their understanding of the intersection between research and clinical practice. To successfully complete their research thesis, students must demonstrate skills in gathering and analysing data to address a specific research question, interpreting their results, communicating their research findings, and discussing the implications of their findings in the context of existing research and knowledge. Successful completion of the subject overall also involves satisfactory completion of a literature review, progress reports, a conference poster and an overall supervisor evaluation.

Assessment of the research thesis is undertaken by two independent examiners nominated by the student’s research supervisors. Examiners have expertise in the research area but are not supervising the student. For the first two years of the subject’s implementation, each research thesis was assessed using a generic rubric structured according to the evaluation categories of abstract (10 marks), introduction (15 marks), methodology (10 marks), results (20 marks), discussion (25 marks), conclusion (10 marks) and organisation/presentation (10 marks) (see Appendix 1 for the generic rubric). A detailed qualitative description describing expected achievement for each of these categories was provided for each level of the university grading system (N [less than 65%], H3 [65-69], H2B [70-74], H2A [75-79], H1 [80-100]) so examiners understood the qualities of aspects of a research thesis at different
performance levels. The format of this generic rubric was based on an internal review of assessment approaches for similar academic subjects in comparable programmes.

Examiners informally identified challenges in using the generic rubric to assess the research thesis in the first two years of the subject. The generic rubric was deemed appropriate for quantitative projects, but it was perceived as difficult to apply to other types of projects (eg qualitative research or systematic reviews) because the category descriptions were inappropriate, or they lacked description of a specific project methodology. Some examiners, particularly those accustomed to marking higher degrees, continued to believe the generic rubric was too prescriptive and requested more flexibility in how marks were awarded in each category, as well as overall. In contrast, other examiners sought much more detailed analytic marking to justify a category score. Others had difficulty reconciling the maximum scores for each category against the overall grading.

Following examiner feedback the generic rubrics were reviewed, and the subsequent redesign focussed on developing task-specific rubrics. This led to the creation of six task-specific rubrics corresponding to quantitative, qualitative, mixed methods, systematic review/meta-analysis, protocol development and resource development project types (see Appendix 2 for an example of a task-specific rubric for a meta-analysis). The qualitative category descriptions and university grading descriptions were expressed as a series of questions for each category. Examiners rated each question on a five-point global scale (where 1 = Fail and 5 = Excellent). For example, for the introduction, examiners rated whether the introduction was highly focussed, whether the hypotheses and aims were clearly stated, whether the aims were clearly stated, and whether there were clear links between the hypotheses, aims and literature. Examiners were instructed on the quality levels applied to the global rating scale, which was in common usage as a performance rating scale throughout the medical course.

**Study Design**

This study utilised a quantitative, between groups design to investigate the impact of transitioning from a single generic rubric used by all examiners, to using one of six task-specific rubrics on the concordance between the marks of the two examiners assigned to mark the research project.

**Procedure**

Two examiners marked each research thesis over a three-week period in the middle of the year. All examiners are nominated by the research supervisors and usually assess one thesis (and no more than two) per year in one or more of the five broad categories of medicine, women’s health and paediatrics, surgery and anaesthesia, community. population and global health, and other areas (such as medical education). More than 350 research projects are examined annually, with more than 600 individual examiners involved in any one year. The research projects are marked by the examiners independently without any collaboration between examining pairs. Both the generic and task-specific rubrics included written information on completing the rubric; however, beyond these instructions there was no specific training provided to examiners on examining the research thesis. Examiners received all documents electronically and were responsible for completing the rubric and submitting their marks within the specified time frame. Where there was no discordance between examiners (that is, the two assessments were within 10 marks of each other), students’ final mark was calculated as the average of the two marks. An adjudication could be initiated when there was discordance between examiner marks. In circumstances where the discordance between examiners was greater than 20 marks (out of 100), a third examiner was automatically assigned to remark the research project to provide an adjudication. In selected circumstances where the discordance was less than 20 marks, an adjudicator was assigned at the discretion of the subject coordinator. For adjudicated projects, the student’s final mark was calculated as either the average of the two marks, or the adjudicator could select one or the other examiner’s grade, using the examiner’s comments to guide their decision. In this situation, the adjudicator was required to provide a brief justification of why their decision was the most appropriate resolution.

For two years, all examiners assessed the research project using the generic rubric. In the latter two years of this study, task-specific rubrics were assigned to examiners based on one of six research categories. Analyses of student achievement data to inform quality improvement of teaching and learning is conducted routinely as part of quality assurance processes for the course and do not require formal institutional ethics approval. Such analyses utilize completely anonymous data, are conducted by researchers independent of the course coordinator, and are reported at the group level only.

**Data Analysis**

We focussed exclusively in this study on the available data (total scores from each examiner) gathered to inform decision-making for the research thesis. Thus, the lack of rubric component scores or coding of task-specific rubric type limited the opportunity to examine the role of these characteristics in examiner scoring variation.

The analysis examined differences between examining pairs in the original percentage final marks submitted for each research thesis for the four years of this study. A one-way analysis of variance was used to explore variation in the absolute value of the difference in scores between examining pairs with planned contrasts to compare the average discrepancy between and within rubric types. A measure of inter-rater...
reliability was calculated as the intra-class correlation using one-way random effects between examining pairs for the generic and specific rubrics. Further chi-square analyses explored whether the frequency of adjudication and the size of adjudication discrepancies were related to use of the generic or a task-specific rubric.

Results

Over the four years of the study, 1272 research projects were examined. Table 1 shows the averages for the absolute value of the discrepancy in percentage marks awarded by examiners for the first two years of the study when a generic rubric was used, compared with the two subsequent years when the task-specific rubrics were used. A one-way ANOVA showed significant variation in average examiner marking discrepancies across the four years, \( F(3, 1271) = 19.12, p < 0.001 \). Planned contrasts showed the average marking discrepancy was not significantly different for the two years the generic rubric was used (\( M = 6.26 \) in the first year and \( M = 6.79 \) in the second year, \( p = 0.322 \)); however, the average mark discrepancy for the first year the task-specific rubrics were used (\( M = 9.83 \)) was significantly larger than in the following year (\( M = 8.60, p = 0.021 \)). The average mark discrepancies for both years the task-specific rubrics were used were significantly larger than for both years the generic rubric was used. Intra-class correlations as a measure of inter-rater reliability for the generic rubric was 0.38 and 0.41 for the first and second year, respectively. In contrast, the inter-rater reliability for the task-specific rubrics was lower; 0.27 and 0.36 for the first and second year, respectively (Table 1). Such values are generally regarded as poor,\(^{20}\) but are comparable to the values for similar research projects reported in the literature.\(^{18}\)

Overall, the number of adjudications across four years was 252 (or 19.73% of all research projects examined). Table 2 shows that the percentage of adjudications required was lower for the generic rubric (\( n = 32, 10.22% \) for the first year and \( n = 27, 8.36% \) for the second year) compared with the task-specific rubrics (\( n = 113, 35.53% \) for the first year and \( n = 80, 24.77% \) for the second year). A chi-square analysis showed the number of adjudications undertaken was not independent of the type of rubric, \( \chi^2 (3) = 99.55, p < 0.001 \). Examination of the adjusted standardized residuals showed there were significantly fewer adjudications than expected when the generic rubric was used and significantly more than expected when the task-specific rubrics were used.

The total number of adjudications undertaken where the discrepancy between the original examiners was more than 20 marks (‘large’ discrepancies) was 69 (or 5.43% of all research projects examined). The proportion of large discrepancies was also related to the type of rubric, \( \chi^2 (6) = 51.62, p < 0.001 \). Large discrepancies were less common when the generic rubric was used (\( n = 7, 2.25% \) for the first year and \( n = 3, 0.95% \) for the second year) and more common when the task-specific rubric was used, particularly in the first year of implementation (\( n = 35, 11.01% \) for the first year and \( n = 24, 7.43% \) for the second year). The balance of evidence suggests greater consistency between examiners when the generic rubric was used.

Discussion

Our study provides valuable empirical evidence of the impact of using generic compared with task-specific rubrics on the consistency of examiner judgements for the assessment of a research thesis in a medical course. Research theses are often a core form of written assessment task in medical training, but there is a notable lack of research on examiner judgements for research assessments.\(^{14}\) Moreover, the need to generate empirical data to guide rubric design and implementation has been noted.\(^{19}\) In developing task-specific rubrics, we prioritized examiner requests for more detailed and specific guidance on examining specific types of research project. Although there was surprisingly little evidence to guide the decision, we hypothesized more specific rubrics would be better targeted to the project type, could improve the consistency of examiner judgements and the rigour of assessment, and thus reduce the burden of escalating to a third marker in the event of marking discrepancies.

Our study demonstrated, contrary to examiner belief, that the concordance between examiner judgements for the research project was higher when the generic rubric was used for assessing the research thesis. Inconsistency between examiners in the average discrepancy between examiners (to almost 10% of the total available marks) in the first year of implementation of the task-specific rubrics was particularly notable. Although unfamiliarity with the new rubrics may underlie some initial increase in variability between examiners, the greater than expected discordance between examiners persisted in the second year of implementation. Generic rubrics were only used for two years prior to the introduction of task-specific rubrics and no specialized training accompanied either rubric; thus, the findings are not attributable to greater familiarity with the generic rubric.

Variability of written assessment marks at tertiary institutions has received considerable attention, and it has been demonstrated that experienced and knowledgeable examiners can assign different marks to the same piece of work.\(^{21-25}\) Substantial effort has been invested in improving fairness, consistency and transparency in written assessment by using tools that explicitly describe assessment criteria. Rubrics are believed to assist students and supervisors arrive at a common understanding of expectations and requirements, and achieve more objective and consistent assessment of student writing.\(^{9, 26}\) Yet there is a lack of evidence that rubric type promotes greater consistency of examiner judgements\(^{16}\) and there is almost no evidence focussed on comparing rubric types for research projects. Our study, however, suggested that
transferring from a generic to task-specific rubrics resulted in significantly decreased concordance between examining pairs for the research thesis. The particularly high discordance for the task-specific rubrics in the first year of implementation (compared with the previous two years using the generic rubric) could be explained by examiners being unfamiliar with the new rubrics. Certainly, the implementation of the new task-specific rubrics was not supported by any specialized training beyond written instructions. However, the average discordance between examining pairs remained higher than the generic rubric in the second year of implementation of the task-specific rubrics, despite greater familiarity with these rubrics.

Our approach to peer review for the research thesis accords with academic peer review for submission to journals. Assessment of the submission by two independent markers against a rubric in these scenarios is designed to reduce bias. Instead, the discordance between examiners was greater for the task-specific rubrics and thus the number of arbitrations that involved the need for a third marker also increased. It may be that generic rubrics allow tacit but shared high-level expectations of academic quality to be applied in evaluating the research thesis, whereas the greater subject and/or methodology-related detail in the task-specific rubrics could encourage examiners to apply their own methodological practices and expectations to the marking. A similar idea is included in alternative descriptions of generic rubrics as ‘top-down’ or ‘universal’, suggesting such rubrics tap into common understandings about quality in research that may defy detailed explanation. This is one of the central debates in rubric design and implementation and, while intriguing, this explanation of the above finding remains speculative.

Examiner marking behaviour is also only one facet of the function of rubrics. Rubrics are also designed to provide guidance to students in interpreting their performance. The educational implications of different rubric types and student engagement with rubrics for learning and development purposes is an important aspect of future research.

## Limitations

The study provides valuable real-world empirical evidence on the relationship between rubric type and examiner marking consistency for a research project in a medical course. Nonetheless, there are several limitations associated with the research. One interpretation of the increased discordance in examiner marks is the use of task-specific rubrics; however, other interpretations are plausible. For instance, two years’ experience marking the research thesis using the generic rubric may have established a mental model among examiners that informed their interpretation of the task-specific rubrics. For instance, the use of fixed ranges for performance categories for the generic rubric (which may have encouraged a more holistic approach) compared with scoring of individual items to generate a category score for the task-specific rubrics. The generic rubric design also employed H1-H2A-H2B-H3-N

| Table 1. Descriptive Statistics for the Absolute Value of the Discrepancy between Examiner Pairs for the Generic and Task-specific Rubrics. |
|---------------------------------------------------------------|
| Mean | SD | Median | Min | Max | N | ICC |
| Generic rubric Year 1 | 6.26 | 5.47 | 5.00 | 0 | 32 | 312 | 0.38 |
| Year 2 | 6.83 | 4.91 | 6.00 | 0 | 27 | 317 | 0.41 |
| Specific rubric Year 1 | 9.83 | 8.32 | 8.00 | 0 | 42 | 318 | 0.27 |
| Year 2 | 8.60 | 7.47 | 6.00 | 0 | 39 | 323 | 0.36 |
| Total | 7.89 | 6.84 | 6.00 | 0 | 42 | 1270 | 0.36 |

ICC, Intra class correlation.

| Table 2. Number and percentage of research project adjudications undertaken for the generic and the task-specific rubrics. |
|---------------------------------------------------------------|
| Total Adjudications | >20 Adjudications |
| N | % | N | % |
| Generic rubric Year 1 | 32 | 10.22 | 7 | 2.25 |
| Year 2 | 27 | 8.36 | 3 | 0.95 |
| Specific rubric Year 1 | 113 | 35.53 | 35 | 11.01 |
| Year 2 | 80 | 24.77 | 24 | 7.43 |
| Total | 252 | 19.73 | 69 | 5.44 |
categories, compared to Excellent-Good-Satisfactory-Borderline-Fail for the task-specific design. For the generic rubric design, descriptive terms were used to designate each level of performance within categories. In contrast, the specific rubrics relied on the examiner’s judgment as to how well they considered each domain was answered. This may explain the higher degree of variability in this set of rubric data. That is, examiners different interpretations of what an Excellent-Good-Satisfactory-Borderline-Fail looked like could have contributed to greater mark variance.

Although we suggest overall that task-specific rubrics were associated with greater variability in the marks awarded by examining pairs, it is possible that certain types of task-specific rubric used in this context had greater discordance between examiners than others. Unfortunately, across the period in which these marks were tracked there was no specific coding in the data files to capture the type of task-specific rubric used to mark the research thesis. Further analysis to determine whether different task-specific rubrics are responsible for the increased discordance is warranted. These analyses should also consider examining the properties of individual scales within the rubrics to explore variation in examiner marks for different scale types and for different components of the research thesis.

Conclusions

Our study contributes significantly to the evidence base on the impact of rubric type on the consistency of examiner judgments for a research project in a medical education context. The unexpected finding in the current study that generic rubrics promoted greater consistency between examiners than task-specific rubrics may highlight an important feature of generic rubrics, namely an underlying tacit understanding among examiners of what broadly constitutes quality in research. Perhaps in aiming to be more explicit, we broke down this tacit understanding only to introduce greater variation at the level of individual methodological practice. However, rubrics are complex structures and in redesigning the rubrics for our research projects, we also introduced other structural changes that may have influenced examiner concordance.

For better or worse, educational practice and reform is often opportunistic and can involve multiple simultaneous changes which, while pragmatic, does not create ideal conditions for comparative research. We believe our study points to a potentially significant finding about rubrics in the academic research context, but one which will need further investigation and ideally replication in other, preferably better controlled contexts.
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## Appendix

### Appendix 1: Generic rubric

| Category | H1 (80-100) | H2A (75-79) | H2B (70-74) | H3 (65-69) | N (<65) | Maximum score | Allocated score |
|----------|-------------|-------------|-------------|------------|---------|---------------|----------------|
| **Abstract** | Clearly and concisely written. Contains key findings, major methods and results. Significance of study and conclusions presented clearly. | Clearly and concisely written. Contains most key findings, methods and results. Significance of study and some conclusions included. | Contains key findings, major methods and results. Significance of study and some conclusions included. | Contains key findings, but with poor description of methods and results. Conclusions and significance of study not described. | | 10 | |
| **Introduction** | Highly focussed and concise background, leading to explanation of context and perspective. Clear links between hypotheses, aims, purpose and literature. | Focussed and concise background, leading to a clear overview but lacks perspective. Links between hypotheses, aims, purpose and literature. | Background is not focussed or concise, lacks completeness. Links between aims, purpose and literature, but no clear hypotheses. | Much of the key basic information missing in background. No clear links between hypotheses, aims, purpose and literature. | Little or no critical review of the articles cited. No discussion of the strengths and weaknesses of the highlighted studies. No hypothesis and/or aim provided. | 15 | |
| **Methodology** | Clear and detailed description of methods and statistical analysis. Statistical analysis is appropriate, accurate and presented clearly. | Clear description of methods and statistical analysis. Statistical analysis is accurate but minor detail lacking. | Description of methods and statistical analysis mostly clear but significant detail lacking. Statistical analysis is appropriate but minor inconsistencies. | Description of methods and statistical analysis lacking major details. Statistical analysis is limited and has major inconsistencies. | Poor description of methods. Little or inappropriate statistical methods used. | 10 | |
| **Results** | Arranged logically with data presented clearly in text, tables and figures with standalone legends. No labelling errors. | Data presented clearly in text, tables and figures with standalone legends. | Data presented in figures and text. Descriptive figure and table legends. | Data presented in figures, tables and text. Errors in labelling and poor figure and table presentation. | Negligible or excessively tedious reporting of results. Long lists of tables and graphs (if any) which serve little purpose. | 20 | |
| **Discussion** | Logical and comprehensive discussion. Clear understanding of the significance of the data. All major themes included. Critical approach and supporting evidence discussed. | Discussion clear and logical. Most major themes included. Evidence of a critical approach and understanding of the significance of the data. | Narrative style without critical approach. Few links between data and published work. Some major omissions in discussion. | Discussion does not extend beyond results. Misunderstanding of some major concepts. Limited critical analysis of experiments and no clear links. | Major gaps in key material. The student’s understanding of the area is marginally adequate and often inaccurate. | 25 | |
| **Conclusions** | Summarises key arguments and provides vision for the future. | Conclusions supported by data. Includes summary but lacks vision of future. | Lacks completeness, attempts summary. Misalignment between conclusions and data. Few future directions identified. | Major misalignment between conclusions and data. Few future directions identified. No vision or link back to aims. | No conclusion provided at all or so poor as to be worthless. | 10 | |

(continued)
### Appendix 2: Task-specific rubric example

| Category                        | H1 (80-100) | H2A (75-79) | H2B (70-74) | H3 (65-69) | N (<65) | Maximum score | Allocated score |
|---------------------------------|-------------|-------------|-------------|------------|---------|---------------|----------------|
| Organisation and presentation   |             | References cited correctly in text with consistent formatting in reference list. Attractive layout with subheadings and illustrations to emphasize ideas. Negligible typographical and grammatical errors. Appropriate discipline-specific terminology, abbreviations and writing style. Word limit is within guidelines. | References cited correctly in text with consistent but incorrect formatting in reference list. Use of appropriate font and layout with illustrations to emphasize ideas. Some subheadings. Few typographical and grammatical errors. Generally appropriate discipline-specific terminology, abbreviations and writing style. Word limit is within guidelines. | Some errors in citing and formatting reference list. Acceptable font and layout without illustrations and subheadings. Some typographical and grammatical errors. Occasional misuse of discipline-specific terminology, abbreviations and writing style. Word limit is within guidelines. | References not cited correctly in text. Errors and inconsistent formatting of reference list. Inappropriate font and layout without illustrations. Typographical and grammatical errors. Consistent mis-use of discipline-specific terminology, abbreviations and writing style. Word limit is outside guidelines. | Difficult to read. Important topics omitted and badly organized. References missing and significant errors in formatting of reference list. Multiple spelling and/or grammatical errors which affect understanding. Poor layout. Frequent mis-use of discipline-specific terminology, abbreviations and writing style. Word limit is significantly outside guidelines. | 10 |
| Total:                          |             |             |             |            |         | 100           |                 |

### Research Project Assessment Sheet – Meta-analysis

| Satisfactory | Borderline | Fail | SCORE |
|--------------|------------|------|-------|
| 3            | 2          | 1    |       |

#### Abstract

- Is the abstract a structured summary?
- Is it clearly and concisely written?
- Does it contain the overall protocol?
- Are the significance and conclusions of the study clearly presented?

#### Introduction

- Is the introduction highly focussed?
- Does it contain a concise background leading to an explanation of the research question?
- Are the hypotheses clearly stated?
- Are the aims clearly stated?
- Are there clear links between the hypotheses, aims and literature?

#### Methodology

- Is there a clear description of the methods?
- Have the key words for the search strategy and names of online search databases been clearly described?
- Has the specific inclusion and exclusion criteria been described?
- Has the process of data abstraction and quantitative data synthesis (principal measure of effect, methods of combining results, handling of missing data and assessment of statistical heterogeneity) been clearly described?
| Research Project Assessment Sheet – Meta-analysis | Excellent | Good | Fail | SCORE |
|-----------------------------------------------|-----------|------|------|-------|
| Satisfactory                                 | 5         | 4    |      |       |
| Borderline                                   |           |      | 1    |       |

Has the assessment of publication bias been clearly outlined?

**Results**

- Has a PRISMA diagram been clearly presented?
- Were the included studies listed along with important characteristics and results of each study?
- Were the findings of the individual studies combined appropriately?
- Have the results of the systematic review been reported in an orderly manner and included important information on the applicability of evidence?
- Have results for each treatment group in each trial, for each primary outcome, and data needed to calculate effects on size and confidence intervals been presented?
- Has the risk of bias within included studies been reported?
- Have stand-alone legends (containing no errors) been used?

**Discussion**

- Have the main findings been summarized including the strength of evidence for each main outcome?
- Is there a critical discussion of the results?
- Have limitations of the study, outcome level and review been described?

**Conclusion**

- Have the key findings/arguments been presented?
- Has the significance of the study been stated?

**Organisation and Presentation**

- Have all of the relevant subheadings suggested by the PRISMA guidelines been included?
- Have the references been cited correctly in the text?
- Has the reference list been formatted correctly?
- Is the layout attractive, with clear subheadings and illustrations to emphasise ideas?
- Are there any typographical and grammatical errors?
- Has appropriate, discipline-specific language been used?
- Has the correct formatting been used?