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Abstract: The navigation and localization of autonomous underwater vehicles (AUVs) in seawater are of the utmost importance for scientific research, petroleum engineering, search and rescue, and military missions concerning the special environment of seawater. However, there is still no general method for AUVs navigation and localization, especially in the featureless seabed. The reported approaches to solving AUVs navigation and localization problems employ an expensive inertial navigation system (INS), with cumulative errors and dead reckoning, and a high-cost long baseline (LBL) in a featureless subsea. In this study, a simultaneous localization and mapping (AMB-SLAM) online algorithm, based on acoustic and magnetic beacons, was proposed. The AMB-SLAM online algorithm is based on multiple randomly distributed beacons of low-frequency magnetic fields and a single fixed acoustic beacon for location and mapping. The experimental results show that the performance of the AMB-SLAM online algorithm has a high robustness. The proposed approach (the AMB-SLAM online algorithm) provides a low-complexity, low-cost, and high-precision online solution to the AUVs navigation and localization problem in featureless seawater environments. The AMB-SLAM online solution could enable AUVs to autonomously explore or autonomously intervene in featureless seawater environments, which would enable AUVs to accomplish fully autonomous survey missions.
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1. Introduction

Autonomous underwater vehicles (AUVs) play a crucial role in many subsea missions and are widely used in scientific research, search and rescue, the military, petroleum engineering, and civilian applications [1,2]. To execute these missions, precise navigation and localization are the most important technologies for pursuing a preprogrammed trajectory and acquiring accurate geographic data. Generally speaking, above water, most unmanned aerial vehicles (UAVs) and unmanned surface vessels (USVs) are remotely operated by radio and navigated by an inertial navigation system (INS) or global positioning system (GPS) [3]. Nevertheless, under the sea, GPS and radio signals are unavailable, because electromagnetic radiation cannot adequately penetrate the unstructured nature of the undersea environment. Furthermore, underwater communication is highly restricted by the environmental factors of seawater, such as the temperature, pressure, or salinity of the seawater. While there are
so many significant challenges, AUV navigation and localization technologies have grown in leaps and bounds over more than half a century due to the need to remarkably expand the capabilities of AUVs. AUVs have been widely used in many underwater fields, especially petroleum engineering [4], underwater built environments, marine science research [5], and search and rescue [6–8].

In comparison with electromagnetic navigation technology, underwater acoustic-based sensors work better in seawater [1]. Therefore, acoustic-based navigation technologies are widely used in underwater vehicle positioning. In these acoustic navigation technologies, including the long baseline (LBL), ultra-short baseline (USBL), and short baseline (SLB) technologies, localization is accomplished by computing the relative position from the time of flight (TOF) of acoustic signals [9]. Compared with SBL and USBL, LBL has a perfect geometry in positioning, which allows for a greater navigation accuracy. Thus, LBL systems are generally applied in tasks that require a higher position precision, especially in high-risk situations, such as under-ice surveys [10,11] and deep-water surveys [12]. Nevertheless, in most cases, it is essential that acoustic transponders are deployed and globally georeferenced by a surface ship [13], a helicopter [10], GPS [9], or even another AUV [14], prior to conducting missions, and they need to be retrieved after the task is complete.

The deployment, georeferencing, and recovery of each deployed transponder from the seafloor adds significant time and cost to any AUV mission. To overcome these problems, LaPointe [15] proposed a virtual LBL (VLBL) method, which localizes AUVs using only one fixed transponder. Unlike the LBL method, in [16–20], an extended underwater GPS navigation technology was proposed, called the GPS intelligent buoy (GIB) system, which involves inverted LBL devices, where the submarine acoustic array is replaced by floating surface buoys equipped with GPS receptors that emit satellite navigation information underwater by an acoustic signal.

Nevertheless, none of the acoustic navigation techniques constitutes a faultless solution to the challenge of AUVs navigation. Batista et al. [21–23] proposed a novel acoustic navigation system based on the integration of the LBL and USBL systems, which could ensure high-precision positioning, irrespective of the depth. Vickery [24] proposed an integrated LBL/SBL/USBL positioning system, which has a more accurate positioning capacity than single conventional acoustic navigation on account of the observation redundancy. The acoustic navigation system, over longer ranges, typically offers a poor precision and low update rates. To circumvent that problem, Whitcomb et al. [25] and Spindel et al. [26] proposed a navigation method based on the combination of the LBL and Doppler velocity log (DVL) systems, which offers a remarkable improvement in terms of the vehicle navigation precision and update rate. However, the above solutions limit the operating area of AUVs.

While an AUV performs a scientific expedition at depths exceeding a certain depth, or it securely and stealthily navigates in military applications, INS is the only technology available, as a result of its precise location performance, which is independent of external sources [27]. However, the fatal drawback of INS is that it drifts over time, and even the best INS can only achieve a drift of 0.1% of the distance traveled [28]. Therefore, the integration of the other navigation methods and the INS, which allows them to complement each other, has been studied in order to improve the AUVs’ performance in long-term missions. For example, in [29–32], a USBL and INS integration technology was presented to improve the navigation performance of AUVs. Choi et al. [33] and Knight [34] presented an underwater navigation method based on the fusion of the GPS and INS sensors. However, this method requires the AUV to surface for position correction. In order to alleviate the problem of DVL when it fails to maintain a bottom lock, Tal et al. [35] proposed a navigation system based on INS, aided by a DVL, magnetometer, and pressure sensor (PS).

While acoustic navigation, INS navigation, and the combination of two or more methods could provide a bounded navigation error, this would enhance the cost of AUV missions and the complexity of data fusion. A novel technology, simultaneous localization and mapping (SLAM), has been proposed to allow indoor and outdoor robots to precisely navigate without the use of auxiliary equipment [36,37]. It is possible for the SLAM technique to incrementally build a features map that is consistent with its unknown surroundings and simultaneously determine its location within this
map [38]. At present, SLAM is an extremely mature technology in the navigation and positioning of unmanned ground vehicles (UGVs) [39] and unmanned aerial vehicles (UAVs) [40,41]. Nevertheless, the underwater communication technology and some important technical links of SLAM restrict the application of the SLAM technology in the underwater environment. In recent years, thanks to the rapid development of underwater communication technology, especially underwater modem technology, and the advancement in underwater SLAM research, SLAM has been applied in underwater localization and navigation [42,43].

In general, underwater SLAM utilizes geophysical information on the external environment around underwater vehicles for localization. According to the different ways of extracting the features of the external environment, underwater SLAM can be divided into sonar SLAM [44], optical SLAM [12,45,46], and magnetic SLAM.

Sonar SLAM acoustically acquires geophysical features by acoustic sonar, and then identifies and classifies features in the underwater environment that could be used as navigation landmarks. In general, sonar SLAM could fall into one of two main categories: ranging sonar SLAM and imaging sonar SLAM, according to the sonar types. Ranging sonar SLAM usually obtains geophysical data by an echo sounder [47,48], sub-bottom profile [49] and multi-beam echo sounder (MBES) [50–54]. The quality of the navigation of the ranging sonar SLAM depends on its transducer quality, operating frequency, and altitude from the seafloor. For the imaging sonar SLAM, the type of sonar used includes a side-scan sonar (SSS) [55–58], forward-look sonar (FLS) [59], synthetic aperture sonar (SAS) [60,61], and mechanical scanned imaging sonar (MSIS) [62–64]. Unlike the ranging sonar SLAM, which yields 2.5-D bathymetric features (bathymetry elevation map), the image sonar SLAM produces a 2D imagery, and the performance of the former is much better than that of the latter [28,51].

In general, the optical SLAM utilizes a monocular or stereo camera to capture images of the seabed and then match these images for navigation [65]. The biggest drawback of optical SLAM is the reduced range of the cameras, susceptibility to scattering, and inadequate lighting [66,67]. In addition, the visual odometry and feature extraction relies on the existence of features. Therefore, optical underwater navigation methods are particularly well suited to the small-scale mapping of feature-rich environments [1,68]. Similar to sonar SLAM, the higher the quality of the navigation algorithm, the higher the quality of the data. While the use of magnetic field maps for localization has been proposed, no recent publications have been found [1].

However, both optical SLAM and sonar SLAM have fatal shortcomings. Firstly, the performance of the underwater SLAM algorithm is dependent on the number and quality of the features present in the environment. Secondly, the extraction of available features and matching them with the flat seafloor, which have little available features, are more challenging [69]. Finally, in general, underwater SLAM locates AUVs within its feature map only when the AUVs have finished their underwater operation missions. Then, another AUV mission can be scheduled to explore potential targets in the area of the first mission. Therefore, this solution significantly increases the time and the cost of the AUVs tasks.

In this study, we present an AMB-SLAM online navigation algorithm based on artificial neural network (ANN), which is based on the utilization of measurements made from the randomly distributed beacons of low-frequency magnetic fields, in addition to a single fixed acoustic beacon, on the featureless seafloor. The simulation experiments reported in this study demonstrate that using an unsophisticated low-cost magnetic beacons setup, it is possible to obtain geometrically consistent feature maps and an accurate trajectory for AUVs underwater navigation. In addition, in the present study, we compared the positioning accuracy of the AMB-SLAM online method and the magnetic-beacon-based SLAM (MB-SLAM) method, which only uses the information from magnetic beacons. The root mean square error (RMSE) of the AMB-SLAM online method is no more than 6 m, while the RMSE of the MB-SLAM is more than 15 m. The experimental results showed that the positioning accuracy of the AMB-SLAM online solution is significantly higher than that of the MB-SLAM, and the AMB-SLAM can achieve rapid and accurate positioning in underwater environments without features.
The remainder of the paper is organized as follows. Section 2 introduces the theoretical framework concerning the positioning principle of the magnetic beacon, artificial neural network (ANN), and the AMB-SLAM online algorithm. In Section 3, the simulation experiment is described in detail, and the results of applying the AMB-SLAM algorithm and a performance comparison with the MB-SLAM algorithm are presented. Finally, in Section 4, we discuss the AMB-SLAM method and summarize our major findings, provide a conclusion of the whole work, and give suggestions for future research.

2. Materials and Methods

2.1. Description of the Positioning Principle of the Beacon of the Low-Frequency Magnetic Field

As mentioned in the previous section, in the field of modern underwater navigation, no positioning method is a perfect solution on account of the particularity of the seawater environment. In simultaneous localization and mapping (SLAM) research, no one utilized magnetic field information as geophysical information for underwater localization. Davis [70] once measured the magnetic field intensity of the target point and then calculated the relative position between the target point and the magnetic beacon by taking advantage of the GPS positioning principle and the penetrability of the magnetic near field. However, in his research, only a theoretical formula is given, which is not feasible in practical experiments.

The method of magnetic field localization based on the fundamental principle of the Biot–Savart law is to use the low-frequency alternating magnetic field as the signal source. The Biot–Savart law explains the magnetic field produced by a current carrying segment. As shown in the Figure 1, a wire carries a specific direction current \( I \), taking a small element of the wire of length \( d \). The direction of this element is along that of the current so that it forms a vector \( I d \). The magnitude of the magnetic field \( dB \) at a distance \( r \) from a current carrying element \( dl \) is found to be proportional to \( I \) and to the length \( dl \) and is inversely proportional to the cubic of the distance \( r \). The Biot–Savart law is formulated as follows:

\[
\begin{align*}
\vec{d}B &= \frac{\mu_0 I d \vec{l} \times \vec{r}}{4\pi r^3} \\
\vec{B} &= \int_L \frac{\mu_0 I d \vec{l} \times \vec{r}}{4\pi r^3}
\end{align*}
\]

where \( \vec{d}B \) is the magnetic field at field point \( P \), which is produced due to the current element \( ld \); \( d \) is the infinitesimal length of the conductor carrying the electric current \( I \); \( \vec{r} \) is the distance vector that specifies the direction of the distance \( r \) from the current element to the field point; \( L \) is the integration path; and \( \mu_0 \) is the permeability of the vacuum, whose value is equal to \( 4\pi \times 10^{-7} \) Tm/A. \( r \) is defined as follows:

\[
r = \sqrt{x^2 + y^2 + z^2}
\]

where \( x, y \) and \( z \) are the positions of the field point in local coordinates. The position of the magnetic field source is considered to be \((0 \, \text{m}, 0 \, \text{m}, 0 \, \text{m})\).
The Biot–Savart law is also true for superimposed magnetic fields. According to Formulas (1) and (2), if we know the magnitude of the magnetic field $B$ and the current element $Idl$, we can get the value of $r$, but we cannot measure the magnitude of the current element $Idl$, so it is impossible to solve $r$ by the Biot–Savart law in the experiment. Therefore, in the present study, we use the artificial neural network (ANN) to solve $r$.

2.2. Description of the Artificial Neural Network

The artificial neural network (ANN) can solve the optimization problem of the super nonlinear equation. Therefore, we use ANN to solve the nonlinear problem of magnetic field positioning. It simulates the human brain and nervous system from the perspective of information processing, establishes a mathematical model, and consists of a large number of complex interconnected neurons. Each neuron represents a specific output function, which is called an activation function. Each connection between two neurons represents a weighted value, which is equivalent to the memory of the artificial neural network. Learning in the human brain requires adjustments to the synaptic relationship between and among neurons, which is similar to the learning in ANN [71]. In order to circumvent the complicated nonlinear problem, multi-layer perceptrons (MLP), which are feed-forward neural networks, were proposed [71]. Thus, in this study, three hidden layers of MLP, in combination with the supervised learning method, called the error back propagation (BP) algorithm, were applied. The architecture of the selected MLP ANN is shown in Figure 2.
In the present study, it is assumed that the number of input layer neurons is $n$, the number of hidden layer neurons is $l$, and the number of output layer neurons is $m$. The forward propagation of MLP ANN is mainly composed of three parts. Firstly, MLP computes a linear weighted sum of its $n$ inputs mathematically:

$$x_j = \sum_{i=1}^{n} w_{ij} x_i + a_j$$  \hspace{1cm} (4)

where $x_j$ is the linear weighted sum of all inputs, $w_{ij}$ is the synapse weight between the $i$th neuron and $j$th neuron, $x_i$ is the input vector, $a_j$ is the bias value from the input layer to the hidden layer, and the subscript $n$ denotes the number of input layer neurons. Then, the output of the hidden layer neurons can be represented as:

$$H_j = f(x_j) = f\left(\sum_{i=1}^{n} w_{ij} x_i + a_j\right)$$  \hspace{1cm} (5)

where $H_j$ is the output of hidden layer neurons, and $f(\cdot)$ is the activation function (see Formula (6)).

In the present study, the chosen activation function is a hyperbolic tangent activation function:

$$f(x_j) = \frac{2}{1 + e^{(-2x_j)}} - 1.$$  \hspace{1cm} (6)
Finally, the output of the output layer neuron of MLP-ANN can be represented as:

\[ O_k = \sum_{j=1}^{l} H_j w_{jk} + b_j = \sum_{j=1}^{l} f \left( \sum_{i=1}^{n} w_{ij} x_i + a_j \right) w_{jk} + b_j \]  

(7)

where \( w_{jk} \) is the connection weight between the \( j \)th neuron and the \( k \)th neuron, \( b_j \) is the bias value from the hidden layer to output layer, and the subscript \( l \) denotes the number of hidden layer neurons.

2.3. Optimization of MLP-ANN

In the present study, MLP-ANN is optimized by the unsupervised optimization method (or learning method), which is called the error backward propagation (BP) algorithm. In the backward propagation of MLP-ANN, three processes are required: data preprocessing, training data, and validating data.

2.3.1. Data Preprocessing

In the present study, a feed-forward neural network (see Figure 2), with the supervised learning method, called the error back-propagation (BP) algorithm, was used for learning. In our work, we chose the hyperbolic tangent activation function as the activation function.

The magnetic field data and relative position between the magnetic beacons and AUV of the magnetic beacon, which were collected in the field, were taken as the sample data of the neural network. When limited sample data are available, it might be difficult to maximize the utilization of the representative input data set. Meanwhile, it is also essential that the training data and validation data are representative of the same population. Therefore, we adopted the holdout method \([72,73]\), splitting the input data set into two subsets: 10% of the data for validation and the remaining data for training the network. In addition, different variables span different ranges, and not all sample data could receive the same attention during the training steps (see below). Thus, in this experiment, it is essential to scale all the sample data within a specified range using Equation (8). In addition, the scaling of the input sets must be compatible with the boundary of the activation function used in the output layer or hidden layer \([74]\). The standardization formula is defined as follows:

\[ x_i = (f_{max} - f_{min}) \frac{x_i - x_{min}}{x_{max} - x_{min}} + f_{min} \]  

(8)

where \( x_{min} \) and \( x_{max} \) are the minimum and maximum value of the input sets, respectively, \( f_{min} \) and \( f_{max} \) are the minimum and maximum value of the activation function, respectively, and the subscript \( i \) denotes the input data number. The value of the hyperbolic tangent transfer function is between \(-1\) and \(1\), therefore, the sample data are scaled within the range of \(-0.9\) to \(0.9\). Thus, Equation (8) is given as:

\[ x_i = 1.8 \frac{x_i - x_{min}}{x_{max} - x_{min}} - 0.9. \]  

(9)

2.3.2. Training

After the preparation of the sample data set, the magnitude of the magnetic field \( B \) was set as the input and the relative position of the magnetic beacon and AUV \( r \) were set as the outputs.

The training process of ANN involves optimizing the neural weights by adjusting the internal parameters of MLP-ANN (such as the number of hidden layers, their neurons, and so on, as shown in Figure 3) by trial and error, which is also called ‘learning’. The purpose of learning is to find an optimal global solution for the highly nonlinear objective equation \([75]\) and minimize the value of the error function. In the present study, the mean squared error (MSE) over the training samples was the
error function of the ANN performance evaluation to be optimized, and the minimization of the error function is performed by iterative techniques. The performance function is as follows:

\[
E = \frac{1}{m} \sum_{k=1}^{m} (Y_k - O_k)^2 = \frac{1}{m} \sum_{k=1}^{m} e_k^2
\]

(10)

where \(Y_k\) represents the actual output, \(O_k\) represents the actual outputs, \(m\) denotes the number of output nodes, and \(e_k\) is the \(m\)th output residual. In order to attain the optimum architecture, different steps have been followed, according to the work flow diagram shown in Figure 3. The weight was optimized by the gradient-descent method. At the beginning of the training, the weights were initialized to zero-mean random values. This weight update equation is drawn from [76]:

\[
w_{j+1} = w_j + \eta_j d_j
\]

(11)

where \(w_{j+1}\) denotes the updated weights value, \(w_j\) denotes the initial weights value \(\eta_j\) is the learning rate (\(\eta_j\) is proportional to the size of the steps), \(d_j\) is the direction of the descent, and the subscript \(n\) denotes the update time. The direction of descent \(d_j\) is the negative of the error gradient. The final weight update formula is

\[
w_{j+1} = w_j - \eta_j \nabla_{w_j} E
\]

(12)

where \(\nabla_{w_j} E\) is the error gradient.

---

**Figure 3.** MLP-ANN training process for the best performance.
The architecture of MLP-ANN determines the number of connection weights and the number of hidden layers and neurons in each hidden layer. These hyper-parameters are normally determined through a trial and error method by comparison with the performance of different types of MLP-ANN architecture, as shown in the training flow in Figure 3. In addition, in order to prevent overfitting, the number of training samples is at least 30 times the number of connection weights [77] in this study. Similarly, the effect of the number of epochs on the performance of ANN was equally important. In this study, the number of epochs was set as the number of training samples [78]. Finally, the best MLP-ANN network is selected based on statistical criteria (MSE).

2.4. Description of the Proposed AMB-SLAM Algorithm

In this section, we will explain how the AMB-SLAM algorithm can map and locate AUVs in underwater environments without features. Figure 4 provides a basic schematic diagram of the AMB-SLAM algorithm. Before the AUV performs its mission, we randomly deploy a sufficient number of beacons of a low-frequency magnetic field to the area of interest. When the AUV observes the magnetic flux density of the No. 1, No. 2, and No. 3 magnetic beacon, it takes these values as the input values of the optimal MLP-ANN model to get the relative position $\Delta x, \Delta y, \Delta z$ (see Figure 5) between these magnetic beacons and the AUV. The angle between the beacon and AUV are also available. In addition, the fixed acoustic beacon can constrain the AUV position in real time. If the absolute position of the acoustic beacon is known in the global coordinate system, we can obtain the position of the AUV through the coordinate conversion. The detailed flow chart of the AMB-SLAM algorithm, based on the extended Kalman filter (EKF), is shown in Figure 5.

![Figure 4. Schematic diagram of the AMB-SLAM algorithm.](image)

When the AUV is in an unknown underwater environment, it conducts incremental environment modeling using the available geophysical information, which is gathered by an acoustic or optical sensor, and it uses the environment map to estimate its position. In this study, we assume that the initial position of the vehicle is (0 m, 0 m, 0 m), the relative position between the magnetic beacon and AUV can be estimated using the information from the observed magnetic beacons, and the position of the AUV can be updated by reobserving the beacons. The overall procedures of the AMB-SLAM, based the EKF filter navigation algorithm, are illustrated in Figure 5.
When the AUV is in an unknown underwater environment, it conducts incremental environment modeling using the available geophysical information, which is gathered by an acoustic or optical sensor, and it uses the environment map to estimate its position. In this study, we assume that the initial position of the vehicle is \((0 \text{ m}, 0 \text{ m}, 0 \text{ m})\), the relative position between the magnetic beacon and AUV can be estimated using the information from the observed magnetic beacons, and the position of the AUV can be updated by reobserving the beacons. The overall procedures of the AMB-SLAM, based the EKF filter navigation algorithm, are illustrated in Figure 5.

Now, supposing that these magnetic beacons are static landmarks with zero-input disturbance, the model of the \(i\)th beacon can be simplified as follows:

\[
b_i^n(k) = b_i^n(k-1)
\]

where \(b_i^n(k)\) is the location of the \(i\)th beacon at time \(k\).

As soon as the online feature extraction and the data association are in place, the AMB-SLAM algorithm includes the following three steps. Firstly, the AUV current state is predicted using the output values of MLP ANN. Secondly, the estimated state is updated from the reobserved landmark positions. Finally, the landmark map is updated.

### 2.4.1. State Equation

When the kinematics model of the AUV is known, the relative position of the magnetic beacon from the vehicle can be obtained through the optimal MLP-ANN model, and the augmented mathematical model of the state estimation can be established. The state is estimated using the EKF filter, and the AUV state is described by its local coordinates and heading angle as

\[
X_v(k) = \begin{bmatrix} p_v(k) & \phi_v(k) \end{bmatrix}^T
\]

with its covariance \(P_v\)

\[
P_v = \begin{bmatrix}
\sigma_{x_v}^2 & \sigma_{x_vy_v} & \sigma_{x_v\phi_v}
\sigma_{x_vy_v} & \sigma_{y_v}^2 & \sigma_{y_v\phi_v}
\sigma_{x_v\phi_v} & \sigma_{y_v\phi_v} & \sigma_{\phi_v}^2
\end{bmatrix}
\]

where \(X_v(k)\) is the motion state of the AUV at time \(k\), \(p_v(k) = [x_v(k) \ y_v(k)]\) represents the position of the AUV in the local coordinate system, and \(\phi_v(k)\) represents the AUV’s heading angle at time \(k\).
2.4.2. Observation Equation

and its covariance matrix \( P \) and angle between the AUV and the fixed acoustic beacon, which is a constraint when the AUV estimated position of the AUV and the beacon is determined, magnetic beacon and AUV. If an existing characteristic of the observed quantity and a state variable the distance change in the course direction and the vertical course direction can be written as if the change value of the AUV state is represented by the course change at the adjacent time, the map is represented by an augmented state vector:

\[
\Delta = X
\]

The coordinate of the nth feature is denoted as \( x_m(k) = (x_b(k), y_b(k))^T \), and the environmental landmarks can be denoted as

\[
X_m(k) = [x_b(1), y_b(1) \cdots , x_b(k), y_b(k)]^T
\]

and its covariance matrix \( P_m \) is

\[
P_m = \begin{bmatrix}
\sigma_{x_1 x_1} & \sigma_{x_1 y_1} & \cdots & \sigma_{x_1 x_k} & \sigma_{x_1 y_k} \\
\sigma_{x_1 y_1} & \sigma_{y_1 y_1} & \cdots & \sigma_{x_1 x_k} & \sigma_{y_1 y_k} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\sigma_{x_1 x_k} & \sigma_{x_1 y_k} & \cdots & \sigma_{x_k x_k} & \sigma_{x_k y_k} \\
\sigma_{x_1 y_k} & \sigma_{y_1 y_k} & \cdots & \sigma_{x_k y_k} & \sigma_{y_k y_k}
\end{bmatrix}
\]

The non-diagonal elements of the covariance matrix \( P_m \) are the cross-correlation information between different landmarks. We assume that the landmarks are stationary, and that their positions do not change over time. These correlations will be enhanced with each reobservation. The landmark map is represented by an augmented state vector:

\[
X_o(k) = [X_o(k) \ X_m(k)]^T.
\]

If the change value of the AUV state is represented by the course change at the adjacent time, the distance change in the course direction and the vertical course direction can be written as

\[
\Delta X = \begin{bmatrix}
\Delta x \\
\Delta y \\
\Delta \phi
\end{bmatrix}^T,
\]

and the position of the AUV can be described as:

\[
X(k) = \begin{bmatrix}
x_o(k) \\
x_b(k)
\end{bmatrix}
= \begin{bmatrix}
x(k) & y(k) & \phi(k) & x_b(k)
\end{bmatrix}^T
= \begin{bmatrix}
x(k-1) + \Delta x \cdot \cos(\phi(k-1)) \\
y(k-1) + \Delta y \cdot \sin(\phi(k-1)) \\
\phi(k-1) + \Delta \phi \\
x_b(k-1)
\end{bmatrix}
\]

According to the above state equation, the Jacobian matrix is represented as follows:

\[
F = \begin{bmatrix}
1 & 0 & -\Delta x \cdot \sin(\phi(k-1)) & 0 \\
0 & 1 & \Delta y \cdot \cos(\phi(k-1)) & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

2.4.2. Observation Equation

In the present study, the observation value is the relative position and the angle between the magnetic beacon and AUV. If an existing characteristic of the observed quantity and a state variable is determined, \( (x_b, y_b) \) is the position of the magnetic beacon in the map. Then, according to the estimated position of the AUV and the beacon \( b \), we can get the estimated observation equation:

\[
\hat{Z} = h(X(k)) = \sqrt{(x_b - x(k))^2 + (y_b - y(k))^2} \cdot \arctan\left(\frac{y_b - y(k)}{x_b - x(k)} - \phi(k)\right).
\]

In addition, we deploy an acoustic beacon on the seafloor. Thus, the AUV observes the distance and angle between the AUV and the fixed acoustic beacon, which is a constraint when the AUV
searches for the features, especially when there is no feature in the underwater, and it is the only useful information. To some extent, the positioning accuracy can be improved in this way.

The Jacobian matrix was obtained for the above observation equation:

\[ H = \begin{bmatrix} \frac{x(k) - x_b}{r^2} & \frac{y(k) - y_b}{r^2} & 0 & \frac{x(k) - x_b}{r^2} & \frac{y(k) - y_b}{r^2} \\ \frac{y(k) - y_b}{r^2} & \frac{x(k) - x_b}{r^2} & -1 & \frac{y(k) - y_b}{r^2} & \frac{x(k) - x_b}{r^2} \end{bmatrix} \]  

(22)

where \( r \) represents the distance between the beacon and AUV, and \( r^2 = [x_b - x(k)]^2 + [y_b - y(k)]^2 \).

Therefore, the problem of the position of the random magnetic beacon can be transformed into the problem of the standard nonlinear filtering problem. Since the Jacobian matrix of the state equation and the measurement equation have been obtained, the extended Kalman filter can be directly performed.

We define \( R \) to be the measurement covariance, and innovation \( v \) represents the difference between the true value and the predicted value:

\[ v = z - \hat{z}. \]  

(23)

The covariance matrix of the increment is

\[ S = HP^{-1}H^T + R. \]  

(24)

The Kalman gain \( W \) is expressed as

\[ W = P^{-1}H^T S^{-1}. \]  

(25)

The updated location and covariance can be described as

\[ \hat{X}^* = \hat{X}^- + Wv \]  

(26)

\[ P^* = P^- + WSW^T. \]  

(27)

Through the above formula, the neural network library and observation can be used to complete the synchronous update process of the vehicle and characteristic state. If no new features are observed, it can complete the iterative recursive process of prediction and updating in the next moment.

2.4.3. Updating

In the movement process of the AUV, it continuously explores new environments and discovers new beacons, so after completing the existing beacon position update, it needs to enlarge the dimensional state variables, add new beacons to the state vector, establish a craft condition, and map the relationship between the existing and new characteristics in order to construct an accurate map by merging these features.

Assuming that the sure measure \( z = \begin{bmatrix} r & \phi \end{bmatrix}^T \) original from a new feature, \((x, y)\) represents the position of the AUV, and \( r, \phi \) represent the relative position and angle between the AUV and the new beacon, so the new beacon can be described as

\[ X_b = u(X, z) = \begin{bmatrix} x + r \cos(\phi + \phi_0) \\ y + r \sin(\phi + \phi_0) \end{bmatrix}. \]  

(28)

The new state is

\[ X_a = \begin{bmatrix} X & X_b \end{bmatrix}^T \]  

(29)

By adding new beacons, the algorithm realizes a step-by-step automatic map extension.
3. Experimental Results and Discussion

3.1. Data Sets

In order to train the MLP-ANN model for the best performance, one set of sample data was acquired in the waters of Weihai city, China (as shown in the Figure 6). The size of the field acquisition area is a square, with a side length of 500 m, and its water depth ranges from 14.6 m to 15.4 m. In our experiment, the beacons of a low-frequency magnetic field are composed of two orthodox solenoids (see Figure 7a), and the model of the triaxial magnetic component magnetometer model is MS3A-02 (see Figure 7b), with a measurement range of −100 μT ∼ 100 μT and measurement accuracy of 0.2 nT. In this experiment, the AUV maintains a speed of 5 m per second and is about 6 m above the seafloor.

![Figure 6](image1.png)  
**Figure 6.** The experimental area. (a) The sea area of Weihai city, China. (b) The field area of the sample data.

![Figure 7](image2.png)  
**Figure 7.** Experimental equipment. (a) Beacons of a low-frequency magnetic field. (b) Magnetometer.

3.2. Optimal MLP-ANN Configuration

As shown in the above section, the number of hidden layers and the number of neurons in each hidden layer determine the complexity of the geometric structure of the MLP-ANN. While a simpler architecture of the neural network structure has a better generalization, it allows the local minima to be produced more easily. Similarly, a more complex architecture increases the ability of the neural network to avoid local minima, but it generally requires more training samples to realize a good generalization ability [79]. However, there is no empirical formula to establish the optimal architecture of MLP-ANN.
Therefore, a variety of MLP-ANN parameters were evaluated by a trial and error procedure in order to optimize the network architecture.

In the present study, we set the hyperbolic tangent activation function as the activation function; the learning algorithm is BP; the number of epochs is equal to 1000; the goal accuracy is equal to $8 \times 10^{-4}$; and the learning rate is equal to 0.01, before optimizing the neural network. The performance of MLP-ANN was compared by changing the number of hidden layers and the number of neurons in each hidden layer. The best network architecture is selected based on several statistical criteria, including MSE and the coefficient of determination ($R^2$).

$$R^2 = 1 - \frac{ \sum_{i=1}^{n} (x_i - \hat{x}_i)^2 }{ \sum_{i=1}^{n} (x_i - \bar{x})^2 }$$

where $n$ is the number of sample data; and $\bar{x}$, $\bar{y}$, and $\bar{z}$ are average values of the sample data.

The optimal architecture of the developed ANN is shown in Figure 2. Finally, the optimal MLP ANN architecture includes two hidden layers of 40 and 20 neurons.

Figure 8 is a variation of the training error of MLP-ANN, whose architecture is optimal. It shows that the training error of MLP-ANN decreased as the number of epochs decreased. When the training procedure is at the 3950th epoch, a small tolerance is about $7.9 \times 10^{-4}$, which means that the MSE on each training data achieves the training accuracy. Therefore, the neural network is well trained.

As stated in the previous section, 10% of the sample data were used as a test set for the optimal MLP-ANN model by trial and error. Figure 9 shows the MLP-ANN predicted values of the relative position in comparison with the true position of the sample data set. As can be seen from Figure 9, the predicted data of MLP ANN are highly consistent with the real location data.
Finally, in order to verify the correctness and effectiveness of the neural network method proposed in our paper, we conducted an experiment, which was a 10-fold cross-validation. We divided all samples into 10 groups (every group is composed of 100 samples) in Table 1 and adopted the cyclic approach. We selected nine groups as the training set and one group as the test set in Table 2. Each experiment was repeated 10 times, so we carried out a total of 100 experiments. Table 3 is the experimental results of cross-validation.

The division of the groups was as follows:

**Table 1. Sample data number.**

| Team ID | Samples Number |
|---------|----------------|
| 1       | 1–100          |
| 2       | 101–200        |
| 3       | 201–300        |
| 4       | 301–400        |
| 5       | 401–500        |
| 6       | 501–600        |
| 7       | 601–700        |
| 8       | 701–800        |
| 9       | 801–900        |
| 10      | 901–1000       |

**Table 2. Training group and testing group.**

| Experiment ID | Train ID | Test ID |
|---------------|----------|---------|
| A             | 1–9      | 10      |
| B             | 1–8, 10  | 9       |
| C             | 1–7, 9, 10| 8       |
| D             | 1–6, 8–10| 7       |
| E             | 1–5, 7–10| 6       |
| F             | 1–4, 6–10| 5       |
| G             | 1–3, 5–10| 4       |
| H             | 1, 2, 4–10| 3       |
| I             | 1, 3–10  | 2       |
| J             | 2–10     | 1       |
Finally, the statistical results are shown below:

**Table 3. Experimental results of cross-validation.**

| Experiment ID | Correlation Coefficient of x Direction | Correlation Coefficient of y Direction | Correlation Coefficient of z Direction |
|---------------|----------------------------------------|----------------------------------------|----------------------------------------|
| A             | 0.9553                                 | 0.8368                                 | 0.9921                                 |
| B             | 0.9234                                 | 0.8182                                 | 0.9768                                 |
| C             | 0.9378                                 | 0.9648                                 | 0.9764                                 |
| D             | 0.9736                                 | 0.9364                                 | 0.9242                                 |
| E             | 0.7729                                 | 0.9372                                 | 0.9012                                 |
| F             | 0.8251                                 | 0.8374                                 | 0.8893                                 |
| G             | 0.9824                                 | 0.9372                                 | 0.8783                                 |
| H             | 0.9734                                 | 0.9346                                 | 0.8940                                 |
| I             | 0.9191                                 | 0.8237                                 | 0.9092                                 |
| J             | 0.7732                                 | 0.6919                                 | 0.7489                                 |

Therefore, the result of the experiment is the average result of 100 repetitions of the experiment, and the final test value of the correlation coefficient is 0.90362 in the direction of the X-axis, 0.87182 in the direction of the Y-axis, and 0.90904 in the direction of the Z-axis, which means that the ANN in our paper is effective.

As can be observed from Figure 10, all data points are scattered around the diagonal line. All the statistical analyses revealed that the proposed MLP-ANN model is a valid and accurate model for AUV position prediction.

(a) 

**Figure 10. Cont.**
Figure 10. The correlation coefficient in the X, Y, and Z-axis directions. (a) The correlation coefficient in the X-axis direction (test ID 10 in Experiment ID A). (b) The correlation coefficient in the Y-axis direction (test ID 10 in Experiment ID A). (c) The correlation coefficient in the Z-axis direction (test ID 10 in Experiment ID A).

3.3. AMB-SLAM Loop Map Simulation Setups

The following MATLAB simulation experiment is carried out for AMB-SLAM closed-loop mapping, which is performed in the context of a generic AUV observing the surrounding magnetic beacons with a range-bearing sensor in a two-dimensional area. The values of the different parameters could be changed according to the number of detected magnetic beacons and their positions in the environment, the actual speed of the robot, and the maximum observation distance of the selected sonar sensor.

The simulation environment for the AMB-SLAM closed-loop map is defined as an area of 500 m × 500 m (from 0 m to 500 m), containing 10 AUV waypoints connected in a serpentine trajectory.
and 20 magnetic beacons as features distributed near the robot trajectory, as shown in Figure 11. The performance of AMB-SLAM was evaluated using the field sample data. The AUV starts off at (0 m, 0 m, 0 m), and the other essential control parameters are listed in Table 4. All the simulation experiments were implemented in MATLAB R2017a.

| Parameter                        | Value  |
|----------------------------------|--------|
| Wheelbase of vehicle             | 2 m    |
| Control speed input noise        | 3 m/s  |
| Control heading input noise      | 3°     |
| Vehicle speed                    | 5 m/s  |
| Observation noise                | 0.1 m/s|
| Maximum steering angle           | 30°    |
| Frequency of control loops       | 40 Hz  |
| Observation frequency            | 5 Hz   |
| Maximum range                    | 25 m   |
| Maximum distance for association | 8 m    |
| Augment distance                 | 28 m   |

### 3.4. AMB-SLAM Simulation Results and Discussion

In this study, we compared the performance of AMB-SLAM using multiple randomly distributed beacons of a low-frequency magnetic field with single fixed acoustic beacons. The estimated AUV trajectory and features achieved by AMB-SLAM are shown in Figure 11.

Figure 11 demonstrates the 2D landmark map, which was obtained using the AMB-SLAM online algorithm. The positions of the sensor scans for the point landmarks are clearly visible, and few of these sightings are rejected based on statistical outlier rejection techniques [80], since they are out of the observation range of the AUV. The rest are believed to represent landmarks and are added to the 2D map. The true landmarks are shown as blue solid stars (‘⋆’), and the red crosses (‘+’) are the estimated landmark positions. The ellipses around each red cross (‘+’) illustrate the uncertainty covariances for the landmark coordinate estimations, and the larger they are, the more uncertain the estimated landmark horizontal positions. The estimated AUV trajectory is depicted as the solid red line, and the blue line shows the true AUV trajectory. A closed loop has a close relation with “positioning” and “mapping”. In fact, the main meaning of the map is to inform the AUV about what is happening. At the same time, if the error is cumulative when the AUV reaches the same position, the improved algorithm loses its true meaning. As shown in Figure 11, we conducted closed-loop detection for the following scene, and the loop number here is two. In addition, we calculate the error of closed-loop detection and open-loop detection in the X and Y-axis. The error is shown in Figure 12.

Figure 11 shows that the estimated trajectory path of AMB-SLAM is much closer to the real trajectory, and the estimated magnetic beacon position of AMB-SLAM is closer to the true feature point position. Thus, the AMB-SLAM method efficiently improves the accuracy of AUV localization and the feature map. We can see from Figure 12a that the error of closed-loop detection in the X-axis is about −2 m to 2 m, while the error of open-loop detection in the X-axis is about −7 m to 3 m. From Figure 12b, it can be seen that the error of closed-loop detection in the Y-axis is about −1 m to 1 m, while the error of open-loop detection in the Y-axis is about −1 m to 7 m. The error in the estimated AUV trajectory decreases significantly when the robot completes the loop and revisits this landmark. Thus, in turn, the errors of previously detected landmark positions are reduced. Additionally, the AMB-SLAM algorithm achieves a reliable detection of cycles in the map and a consistent map update at the loop closure.
Figure 11. The AMB-SLAM closed-loop 2D map.

Figure 12. Cont.
Figure 12. The closed-loop and open-loop errors. (a) Comparison of the positioning error in the X-direction between the closed loop and open loop. (b) Comparison of the positioning error in the Y-direction between the closed loop and open loop.

Next, under the same simulation conditions as those tested with the AMB-SLAM method, we study the performance of the MB-SLAM algorithm, which only utilizes magnetic beacons as landmarks. Figure 13 shows the 2D trajectory map of the MB-SLAM algorithm, and Figure 14 shows the error comparison diagram of the X-axis and Y-axis of the two algorithms. We can see from Figure 14a that the error in the X-axis of MB-SLAM is about −80 m to 30 m, while the error in that of AMB-SLAM is about −2 m to 2 m. From Figure 14b, it can be seen that the error in the Y-axis of MB-SLAM is about −70 m to 0 m, while the error in that of AMB-SLAM is about −1 m to 1 m. The uncertainty in the horizontal positions of the estimated landmarks using MB-SLAM becomes bigger and bigger, and the trajectory of the AUV gradually deviates from its true position. The above phenomenon is due to the distance constraint condition of the acoustic beacon in the AMB-SLAM algorithm.

Figure 13. Positioning result using magnetic-beacon-based SLAM (MB-SLAM).
Finally, in this study, we verified the influence of the distribution density of magnetic beacons on the performance of the AMB-SLAM and MB-SLAM algorithms. In this study, magnetic beacons are evenly distributed in the first half of the AUV path, while no magnetic beacons are distributed in the second half of the AUV planned path, which is the same as the control parameters in the previous simulation environment. The experimental results are shown in Figures 15 and 16. As can be seen from these figures, the density of the magnetic beacons has a disproportional influence on both the AMB-SLAM and MB-SLAM algorithms, but the influence on the MB-SLAM algorithm is much greater than that on MB-SLAM. In addition, we can also see from the error diagram (Figure 17) that the density of the magnetic beacons has an impact on both the AMB-SLAM and MB-SLAM algorithms, and the error in the X-axis direction of the MB-SLAM algorithm can reach −60 to 90 m. From Figure 17b, we can see that when the time is about 4200, the error in the Y-axis of the AMB-SLAM algorithm suddenly goes from 2 m to about −5 m. From this, we can draw a conclusion that the density of the magnetic beacon has an effect on both AMN-SLAM and MB-SLAM.

**Figure 14.** Comparison of the AMB-SLAM and MB-SLAM algorithms. (a) Comparison of the positioning error in the X-axis direction between AMB-SLAM and MB-SLAM. (b) Comparison of the positioning error in the Y-axis direction between AMB-SLAM and MB-SLAM.
Figure 15. Positioning result using AMB-SLAM.

Figure 16. Positioning result using MB-SLAM.

Figure 17. Cont.
4. Conclusions and Future Work

4.1. Conclusions

In this study, the simultaneous localization and mapping (AMB-SLAM) algorithm for acoustic and magnetic beacons, based on MLP ANN, was proposed to allow AUVs to localize and map in a featureless seafloor environment. In our case, the 2D landmark map was chosen to represent the underwater exploring region. In order to verify the correctness and effectiveness of the neural network method in our study, the 10-fold cross-validation method was used. The results show that the presented approaches significantly improved the navigation performance of the AUV in cases where no features in the underwater field of interest are available. Firstly, the positioning accuracy of AMB-SLAM can reach approximately 1–2 m, and the positioning accuracy of the AMB-SLAM method is much higher than that of MB-SLAM. Secondly, the density of the magnetic beacons affects the positioning accuracy of AMB-SLAM and MB-SLAM. Compared with the MB-SLAM method, the AMB-SLAM algorithm has a set of redundant data regarding the relative range between the AUV and acoustic beacon, so its positioning accuracy is higher.

Compared with the existing traditional acoustic method, the INS method, the proposed method has many advantages. (1) By randomly distributing magnetic beacons, the AUV can localize and map in a featureless seafloor. (2) There is no need to deploy acoustic sensors on the seafloor and georeference them before the AUV performs its mission, as in the acoustic navigation method, which therefore allows for a low-complexity, low-cost, and high-precision solution to the AUV navigation and localization problem in featureless seawater environments. (3) The AMB-SLAM algorithm can be used for online positioning and mapping, which enables AUVs to autonomously explore or autonomously intervene in featureless seawater environments.

Compared with the existing sonar SLAM and optical SLAM algorithm, this is the first time that the SLAM method has been used to locate and map using the magnetic beacon. What is more, the computational cost of our proposed method is much lower, compared to the sonar SLAM and optical SLAM, which have to extract high-quality features from a large number of low-quality sonar or optical images. Thus, AMB-SLAM directly skips the process of extracting features as in the traditional SLAM algorithm, which allows a great deal of time to be saved and the data fusion complexity to
be reduced. Moreover, the presented AMB-SLAM algorithm has a much lower mission cost and much higher navigation precision than sonar SLAM and optical SLAM. Extracting available features is not required, as in the acoustic-based SLAM or optical-based SLAM. In conclusion, the presented AMB-SLAM method could save a lot of time and money associated with AUV missions and has a high positioning accuracy. In addition, AMB can realize real-time online positioning and mapping in featureless underwater environments.

4.2. Future Work

In the next stage of this research, in order to realize the goal of an artificially intelligent AUVs, the AMB-SLAM method that we proposed will be tested and validated with the help of the MLP ANN in the Bohai Sea, China in a featureless seawater environment, with a working area of \(2000 \times 2000 \text{ m}^2\). As for further improvements to the current study, the following will be considered in future research.

1. The proposed algorithm AMB-SLAM does have some limitations. In this study, we assume that the effect of the geomagnetic field on the magnetic field of the magnetic beacon is the same in a small area. Future research needs to prove the influence of the geomagnetic field on the magnetic beacon field in order to validate this hypothesis.

2. In our current study, the experiments were conducted under ideal conditions. In fact, the marine environment is so complex and changeable that we need a more realistic environment to verify the stability and applicability of this method. For example, the experiments were conducted in extreme submarine environments, with a low temperature (below \(0 ^\circ\text{C}\)), high flow velocity, and high pressure (>10 atm), etc.
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