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Abstract

We propose a new application of random tensor theory to studies of non-linear random flows in many variables. Our focus is on non-linear resonant systems which often emerge as weakly non-linear approximations to problems whose linearized perturbations possess highly resonant spectra of frequencies (non-linear Schrödinger equations for Bose-Einstein condensates in harmonic traps, dynamics in Anti-de Sitter spacetimes, etc). We perform Gaussian averaging both for the tensor coupling between modes and for the initial conditions. In the limit when the initial configuration has many modes excited, we prove that there is a leading regime of perturbation theory governed by the melonic graphs of random tensor theory. Restricting the flow equation to the corresponding melonic approximation, we show that at least during a finite time interval, the initial excitation spreads over more modes, as expected in a turbulent cascade. We call this phenomenon melonic turbulence.
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1 Introduction

Random (rectangular) matrices were first introduced by Wishart [1]. The Hermitian case was developed in physics to understand the quantum mechanics of large systems, with nuclear physics as an intended application [2]. The Wigner-Dyson laws for the eigenvalues of a Gaussian independently and identically distributed (i.i.d.) Hermitian matrix show a remarkable eigenvalue repulsion [3], due to the Vandermonde determinant coming from integration over the unitary group. It is also the source of the Tracy-Widom law for their extreme eigenvalue statistics [4]. A main later development was ’t Hooft’s $1/N$ expansion for interacting matrix models, which builds a remarkable bridge between topology and physics [5], connecting two-dimensional quantum gravity and random matrices [6].

The application of random matrix theory to linear random flows, pioneered in the paper of May [7] on stability of large ecological systems, had immense influence, from ecological theory [8] to superstring theory [9]. For our illustrative purposes, it is sufficient to inspect the following simplified version of May’s setup: consider a flow for a variable $X$ in $\mathbb{R}^N$ with $N$ large. Near any equilibrium we can approximate it with a linear flow, which is integrable and complete:

$$\dot{X} = MX \implies X = e^{Mt}X_0.$$  \number{1}

Suppose the matrix $M$ is random. If $M$ is assumed diagonal with independent parity-symmetric random eigenvalues, the probability of stability at positive times (which
means all eigenvalues are negative) is obviously $2^{-N} = e^{-N \log 2}$. But it is more interesting to consider systems in which all modes are coupled together, so that all the entries of the matrix $M$ are independent and identically distributed. In this case, random matrix theory applies and the (fermion-like) repulsion between eigenvalues makes this probability of stability (all eigenvalues negative) much smaller, of the form $e^{-KN^2}$ at large $N$.$^1$ Hence, such a random linear flow is almost never stable.

This lack of stability discovered by May means that there are typically many unstable directions in which the variables grow. To understand the generic behavior of random flows in many variables therefore requires going beyond the linear regime. However, only linear flows are integrable and complete in time; non-linear flows can diverge in finite time. This entails subtleties with defining averaged quantities for non-linear random flows, even for a finite time interval. (This is similar to the well-known divergence of perturbative quantum field theory: the solution of non-linear flows is given in terms of trees, and give rise to a power series with finite radius of convergence, but random Gaussian averaging creates loops on these trees, hence the perturbation series for averaged quantities has a priori zero radius of convergence.) At a more basic level, non-linear flows are much more difficult to analyze, as their coefficients are no longer matrices, but tensors. As efficient random tensor theory has not been developed until recently, these complications have hampered the study of non-linear random flows in the past.

Random tensors, which generalize random matrices, were initially introduced for studies of discrete random geometry and quantum gravity [10]. Their theory has been given a boost with the discovery of specific $1/N$ expansions [11] for tensors with a large number of dimensions given by $N$, dominated by a very simple family of so-called melonic graphs [12], which provides an analytic tool to investigate the large $N$ limit [13]. This melonic dominance is now well understood as a robust universal property of random tensors [14, 15]. Besides, the possible existence of enhanced scalings for tensor interactions, which leads to a richer dominant sector, has also been studied [16]. In parallel developments, tensor field analogs of non-commutative field theories were introduced and renormalized [17] and their renormalization group flows were investigated [18]. Non-perturbative or constructive aspects are also actively studied [19]. More recently, random tensor models were connected to the interesting holographic and quantum gravitational properties of the Sachdev-Ye-Kitaev (SYK) model and related models [20, 21] on the one hand, and of matrix models in the large $D$ limit [22] on the other hand. This class of time-dependent models displays an interesting mix of maximally chaotic behavior and solvability in a certain limit governed by the melonic graphs. The SYK model has in fact originally appeared in the nuclear physics context starting with [23, 24], for a textbook treatment see [25] – while a recent treatment along similar lines of the quantum version of the resonant systems we shall be focusing on below can be found in [26].

In view of the above, it seems timely to apply these recent developments to study non-linear random flows in many variables. In this paper we focus on the question of energy cascades characteristic of turbulent flows, and restrict ourselves to a specific

---

$^1$The constant $K$ can be exactly computed see, e.g., [4].
A resonant non-linear equation, namely
\[ i \frac{d\alpha_j}{dt}(t) = \sum_{j',k,k'=0}^{\infty} C_{j'k'k} \bar{\alpha}_{j'}(t) \alpha_k(t) \alpha_{k'}(t). \]  

(2)

Here, \( \alpha_n \) with \( n \geq 0 \) are an infinite sequence of complex-valued functions of time (whose physical origin is in complex amplitudes of linear normal modes of a weakly non-linear system). Such equations naturally emerge in weakly non-linear analysis of PDEs whose frequency spectra of linearized perturbations are highly resonant (more specifically, differences of any two frequencies of the linearized normal modes are integer in appropriate units). Two (related) applications of these ideas to concrete PDEs in recent literature, motivated by physical problems, are studies of weakly non-linear dynamics in Anti-de Sitter spacetime [27] (inspired, in particular, by its conjectured gravitational instability [28]), as well as applications to the Gross-Pitaevskii equation (which can also be called a non-linear Schrödinger equation) for Bose-Einstein condensates in harmonic traps [29].

To illustrate how resonant systems of the form (2) arise from weakly non-linear PDE analysis, we briefly focus on the one-dimensional non-linear Schrödinger equation in a harmonic trap,
\[ i \frac{\partial \Psi}{\partial t} = \frac{1}{2} \left(-\frac{\partial^2}{\partial x^2} + x^2\right) \Psi + g |\Psi|^2 \Psi, \]  

(3)

which provides a particularly straightforward setting. The linearized problem \((g = 0)\) is simply the harmonic oscillator Schrödinger equation, and its general solution is written as
\[ \Psi = \sum_{n=0}^{\infty} \alpha_n \psi_n(x) e^{-iE_n t}, \quad E_n = n + \frac{1}{2}, \quad \frac{1}{2} \left(-\frac{\partial^2}{\partial x^2} + x^2\right) \psi_n = E_n \psi_n, \]  

(4)

with constant \( \alpha_n \). When a small non-zero coupling \( g \) is turned on, \( \alpha_n \) cease being constant and acquire slow drifts. One can of course derive an exact equation describing these slow drifts by substituting (4) into (3) and projecting on \( \psi_j(x) \), which yields
\[ i \frac{d}{dt} \alpha_j(t) = g \sum_{j',k,k'=0}^{\infty} C_{jj'kk'} \bar{\alpha}_{j'}(t) \alpha_k(t) \alpha_{k'}(t) e^{i(E_j + E_{j'} - E_k - E_{k'}) t}, \]  

(5)

where \( C_{jj'kk'} = \int dx \psi_j \bar{\psi}_{j'} \psi_k \bar{\psi}_{k'} \). This equation is still exactly identical to the original PDE, however in the weakly non-linear regime \( g \ll 1 \) simplifications occur. In this regime, \( \alpha_j \) vary extremely slowly (on time scales of order \( 1/g \)), while most of the terms on the right hand side oscillate fast (on time scales of order 1) due to the last exponential factor. Mathematical results on time-averaging (for a textbook exposition, see [30], and for a rigorous mathematical discussion specifically adapted to non-linear Schrödinger equations, see [31]) guarantee that one can simply discard any such oscillatory terms while still providing a uniformly accurate approximation on time scales of order \( 1/g \) for small \( g \). In implementing this procedure, only terms satisfying \( E_j + E_{j'} - E_k - E_{k'} \equiv j + j' - k - k' = 0 \) are retained (this is known as the “resonance condition”), after which the evolution is conveniently re-expressed in terms of the “slow time” \( gt \), giving an equation of the form (2).
Similar weakly non-linear analysis can be applied to other (often much more complicated) PDEs \cite{27, 29}, resulting again in effective resonant systems of the form (2). The only difference is in the values of the interaction coefficients $C_{jj'kk'}$, which depend on the physics of the problem through the structure of the linearized normal modes and the specific form of the non-linearity. Resonant systems of the form (2) are also interesting enough in their own right to be studied from a non-linear dynamics perspective. A particularly simple choice is $C_{jj'kk'} = 1$, which results in a Lax-integrable system that has been proposed and examined in a series of works by Gérard and Grellier with rigorous and far-reaching results for its solutions \cite{32}. Furthermore, a very large class of partially solvable resonant systems generalizing some of the properties observed in the physically motivated examples of \cite{27, 29} has been constructed in \cite{33}. Such profusion of different systems of the form (2) naturally invites the question of typicality: which properties of solutions of (2) hold on average, in large ensembles of resonant systems defined by random $C_{jj'kk'}$ drawn from some distribution? Such statistical approach may often be more viable than analyzing extremely complicated non-linear dynamics of concrete individual resonant systems.

A key question for solutions of resonant systems is the emergence of turbulence, which means excitation of modes $\alpha_n$ with $n \gg 1$ starting from initial data in which such modes are strongly suppressed. This question underlies a number of investigations of non-linear Schrödinger equations, and it is of pivotal importance for the conjectured weakly non-linear instability of Anti-de Sitter spacetime. Similarly, the Lax-integrable model of \cite{32} has been explicitly designed as a tractable setting in which the question of turbulence can be thoroughly analyzed. The main topic of our investigation will be the turbulent properties of solutions of (2) averaged over ensembles of resonant systems. We can solve the equation as a power series in time. When, in the spirit of May, we randomize this power series (over both couplings and initial conditions), Feynman-like perturbation theory emerges for averaged Sobolev norms that quantify the strength of the turbulent cascade. In the limit of many initially excited low-lying modes, we prove that the dominant terms at each order of this perturbation theory are given by the very specific melonic graphs which generically dominate the perturbation theory of tensor models of large size \cite{12, 13, 15}. We also prove that the corresponding melonic approximation displays an energy cascade, in the sense of Sobolev norm growth, at least within a certain initial time interval, which is another main result of our paper. This, we hope and expect, should lead to a more detailed study of random resonant systems, and to other applications of random tensor theory in the area of non-linear dynamics.
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2 Resonant systems

2.1 The model

Consider the resonant equation (2), in which the coefficients $C_{jj'kk'}$ are real and symmetric under the exchange of $j$ and $j'$, of $k$ and $k'$, and of the pairs $(jj')$ and $(kk')$. Under such conditions, the non-linear evolution equation (2) and its complex conjugate can be considered as the canonical equations for the Hamiltonian

$$H = \frac{1}{2} \sum_{j,j',k,k'=0}^{\infty} C_{jj'kk'} \bar{\alpha}_j(t) \bar{\alpha}_{j'}(t) \alpha_k(t) \alpha_{k'}(t),$$

with the symplectic form $i \sum_n d\bar{\alpha}_n \wedge d\alpha_n$.

An elegant way to take into account the resonance condition $j + j' = k + k'$ is to change from the variables $\{j,j',k,k'\}$ to the variables $\{S,j,k\}$ defined as $S = j + j' = k + k'$. In this new set of variables, the tensor couplings $C$ can be rewritten as an infinite family of real symmetric $(S+1) \times (S+1)$ matrices $C^S_{jk}$ (where $S$ runs over non-negative integers, that is, $S \in \mathbb{N}$) and the previously mentioned symmetries of $C$ transform into

$$C^S_{jk} = C^S_{kj} = C^S_{S-j,k} = C^S_{j,S-k}.$$  

The Hamiltonian becomes

$$H = \frac{1}{2} \sum_{S=0}^{\infty} \sum_{j,k=0}^{S} C^S_{jk} \bar{\alpha}_j(t) \bar{\alpha}_{S-j}(t) \alpha_k(t) \alpha_{S-k}(t),$$

and the equations of motion become

$$i \frac{d\alpha_j}{dt} = \sum_{S=0}^{\infty} \sum_{k=0}^{S} C^S_{jk} \bar{\alpha}_{S-j}(t) \alpha_k(t) \alpha_{S-k}(t).$$

In order to study the spread of energy over modes, we introduce the Sobolev norms

$$S_\gamma(t) = \sum_{r \geq 0} r^\gamma \bar{\alpha}_r(t) \alpha_r(t) = \sum_{n \geq 0} s_{\gamma,n} t^n,$$

and study how they evolve over time. We have indicated the expansion of $S_\gamma(t)$ in powers of $t$, which shall be employed in our derivations. Two specific cases, $S_0(t)$ and $S_1(t)$, are in fact independent of $t$, and correspond to known conserved quantities of (2). For $S_0$, it can be checked trivially, and for $S_1$ it requires the resonant condition. For resonant systems emerging from weakly nonlinear analysis of PDEs, $S_0$ can be thought of as a “particle number” quantifying excitations of the linearized modes (it becomes literally that if the model is quantized, as in [26]), while $S_1$ is the total energy of the normal modes in the linearized theory. On the other hand, $S_\gamma(t)$ for $\gamma > 1$ are generically not conserved, and can be used to quantify the transfer of energy from the long wavelength modes to those with shorter wavelengths. (The growth of these quantities indicates that the excitation of higher modes is getting stronger.)
Returning to (2) and applying the same strategy as May, we can consider the symmetric coefficients $C_{jj'kk'}$ as Gaussian i.i.d. variables satisfying the resonance condition or, equivalently, the family of symmetric matrices $C_{jk}$ as Gaussian i.i.d. variables. In the simpler $\{S,j,k\}$ parametrization, it corresponds to imposing the covariance
\[ \langle C_{jk}^SC_{j'k'}^S \rangle_C = \frac{\delta_{SS'}}{8} \left( \delta_{jj'}\delta_{kk'} + \delta_{jj'}\delta_{SS-k-k'} + \delta_{jj'}\delta_{k,k'-S-j'} + \delta_{jj'}\delta_{k,k'+S-j'} \right) + \delta_{jk}\delta_{k,k'} + \delta_{j,S-k}\delta_{k,k'} + \delta_{j,S-k'}\delta_{k,k'} + \delta_{j,S-k'}\delta_{k,k'} \] on the infinite family of real $(S+1) \times (S+1)$ matrices $\{C_{jk}\}_{S \in \mathbb{N}}$ with no symmetries. Indeed, the necessary symmetries are automatically implemented by the eight terms in (11).\(^2\)

We choose initial conditions for the modes $\alpha_j$ in which the higher modes are suppressed. More precisely, we draw the initial conditions from a random Gaussian ensemble, in which they are independently but not identically distributed with respect to $j$, and they spread over a large number $N \gg 1$ of low-lying modes. This is expressed by the following covariance:
\[ \langle \alpha_j(0)\bar{\alpha}_{j'}(0) \rangle_\alpha = \frac{\delta_{jj'}}{N} \chi_N(j), \quad \langle \alpha_j(0)\alpha_{j'}(0) \rangle_\alpha = \langle \bar{\alpha}_j(0)\bar{\alpha}_{j'}(0) \rangle_\alpha = 0, \] where the function $\chi_N(j)$ is such that $\sum_{j \geq 0} \chi_N(j) = N$, so that we have the normalization condition
\[ \sum_{j=0}^{\infty} \langle |\alpha_j(0)|^2 \rangle_\alpha = 1. \] In practice, the distribution that we use throughout this paper decays exponentially over $j$, so that
\[ \chi_N(j) = p^j \quad \text{and} \quad N = \frac{1}{1-p}, \] where $0 < p < 1$ is fixed. The limit $N \to \infty$ corresponds to the limit\(^3\) $p \to 1$.

The main quantities we want to study are the averaged Sobolev norms
\[ \bar{S}_\gamma(t) := \langle S_\gamma(t) \rangle_{C,\alpha} = \sum_{n \text{ even}} \bar{s}_{\gamma,n} t^n. \] Note that only even integers contribute in the sum, since the Gaussian distribution for $C$ is even. Defining $\bar{S}_\gamma(t)$ may be subtle, even though the individual coefficients of its time-series expansion are perfectly well-defined and algorithmically computable. For

\(^2\)This point, although fundamental, is often confusing. As a clarification, the reader may be reminded that the Gaussian measure with covariance 0 on $\mathbb{R}$ is the Dirac measure $\delta(x)$ implementing the constraint $x = 0$; the Gaussian measure on $\mathbb{R}^2$ with covariance $\begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}$ is proportional to $e^{-x^2/2}\delta(x-y)$ implementing the constraint $x = y$; so Gaussian measures can implement constraints. The choice of the Gaussian measure with covariance (11) implements the desired symmetry constraints (7) on $C$.

\(^3\)We could also consider an equidistribution with cutoff $N$, hence where $\chi_N(j) = 1$ if $0 \leq j \leq N-1$ and $\chi_N(j) = 0$ if $j > N$. This is the simplest distribution for a $1/N$ expansion. The precise form of the $\chi$ function is not important for what will follow; however it is important to consider the $N \to \infty$ regime in which many modes are excited at $t = 0$. 

instance, if it so happens that $S_\gamma$ blows up in finite time for some solutions, the fact that this blow-up time decreases when scaling up the mode couplings $C$ means that the ensemble-averaged $S_\gamma$ blows up for all finite times, and its time series necessarily has a zero radius of convergence. While examples where there is numerical evidence for finite-time blow up are known [27], they involve the mode couplings $C$ growing without bound for large mode numbers, which is outside our ensemble of resonant systems. Whether such complications actually occur in our context, is an open, interesting and complicated mathematical question (if they do, extra care will have to be taken in extracting meaningful information from our averaged quantities). Be it as it may, the dominant melonic part we shall extract from the expansion is always convergent, and should convey some information on the dynamics of initial configurations with a large spread over energies (a large number of initially excited low-lying modes).

When $N \to \infty$ in (12), hence $p \to 1$, more and more low-lying modes are excited by the initial conditions. A well-established theoretical physics practice of $1/N$ expansions is to identify in $\bar{s}_{\gamma,n}$ the amplitudes that scale in the leading way as $N \to \infty$ at each fixed order $n$ of the perturbation series, and to restrict the perturbation theory for $\bar{S}_\gamma(t)$ to these contributions. This leads to the cactus approximation of random vector models, to the planar approximation of random matrix models and to the melonic approximation of random tensor models.

At any fixed order in $t$, we shall establish in Section 4 below that

$$\bar{s}_{\gamma,n} = s_{\gamma,n}^{melo} + o_{\gamma,n}(1/N).$$

Accordingly, the melonic approximation

$$S^{melo}_\gamma(t) := \sum_{n \in 2^N} s^{melo}_{\gamma,n} t^n$$

(17)

to the averaged Sobolev norm $\bar{S}_\gamma$ includes only graphs of the melonic type and we have

$$\bar{S}_\gamma(t) = S^{melo}_\gamma(t) + o_{\gamma,t}(1/N).$$

(18)

We prove that, irrespectively of the possible complications for $\bar{S}_\gamma$, the time series for $S^{melo}_\gamma(t)$ has a finite, non-zero radius of convergence, hence it is well-defined and in fact analytic for at least a finite time interval. In essence, this is because the melonic family has far fewer graphs than the general family. In other words, we can summarize this $1/N$ analysis as

**Theorem 1.** The dominant graphs as $N \to \infty$ for the averaged Sobolev norm $\bar{S}_\gamma(t)$ are exactly the melonic graphs and the corresponding approximation $S^{melo}_\gamma(t)$ is an analytic function of time in a disk $|t| < \rho$ of finite radius $\rho > 0$.

We also check by a very simple explicit computation of $s^{melo}_{\gamma,2}$ that

**Theorem 2.** For any $\gamma > 1$ there exists a constant $\delta$ such that $S^{melo}_\gamma(t)$ grows monotonically in time for $t \in [0, \delta]$.

These are the main results of this paper: they mean that, in the melonic approximation, energy spreads at least for a while from the low modes to the higher modes, as expected in a turbulent cascade. We call this phenomenon *melonic turbulence*.

According to the usual pattern of $1/N$ investigations, the next steps in the analysis could be
• to identify the critical time at which the melonic approximation blows up and the corresponding critical behavior, then to incorporate more graphs near criticality. This corresponds to the single and double scaling limits in matrix and tensor models [6, 34];

• to bound the non-melonic effects (possibly for a particular subclass of systems). This corresponds to constructive studies [36] in quantum field theory.

• to investigate with computer algebra the energy cascade and the speed of convergence to the melonic limit when \( N \to \infty \).

Such developments are deferred to future work.

2.2 Tree expansion of non-linear flows in one dimension

We recall the combinatorial tree representation for the perturbative solution of any deterministic flow equation. This is best understood first in the rather trivial case of a single real mode, for which variables separate and time evolution is solved by a single quadrature. Consider a function \( x \) of time \( t \) with subscript notation \( x_t \) instead of \( x(t) \), hence initial condition \( x_0 \). The non-linear flow equation

\[
\dot{x} = \lambda x^q
\]

for \( q \in \mathbb{N}, q \geq 2 \), is trivially solved as

\[
x_t = x_0\left[1 - (q - 1)\lambda t x_0^{q-1}\right]^{-\frac{1}{q-1}} = x_0 \sum_{h \in \mathbb{N}} \frac{(\lambda t x_0^{q-1})^h}{h!} \prod_{k=1}^{h-1} [k(q - 1) + 1],
\]

and it converges for \( |t| < \frac{1}{(q-1)\lambda x_0^{q-1}} \), but diverges after that, say, for positive \( \lambda \) and \( x_0 \).

We now give the precise graphical representation of the Taylor series (20) in terms of trees. The idea is to compute the \( h \)-th derivative \( x^{(h)} \) recursively using (19). We start with a particular vertex (the root) and connect it with an edge to a first vertex of valency \( q+1 \). In this way we get a tree with one root, one vertex of valency \( q+1 \), and \( q \) leaves. To the vertex is associated a factor \( \lambda \) and to each leaf a factor \( x \), so that this first tree corresponds to \( \dot{x} \) as given in (19).

To compute \( \ddot{x} \) we connect any of these leaves to a second vertex with valency \( q+1 \). In this way, we get \( q \) possible trees with \( 2q - 1 \) leaves, corresponding to the computation of \( \ddot{x} = q\lambda \dot{x} x^{q-1} = q\lambda^2 x^{2q-1} \). Note that the ordering of the edges around a vertex matters: it is responsible for the factor \( q \). In the same way, we can then compute recursively \( x^{(h)} \).

By looking at the examples with three vertices of valency \( q+1 \), corresponding to the case \( h = 3 \), we see that the order in which the vertices of valency \( q+1 \) have been added in the recursion matters as well. For instance in the case \( q = 2 \), the two trees of Fig. 1 should be distinguished, where the labels indicate the order in which the vertices have been added.

**Ordered trees.** The trees arising in the iteration of this process are heap-ordered, \( q \)-ary, 1-rooted trees, which we now introduce. In this paper, a 1-rooted tree is a tree
drawn on the plane, i.e. a tree together with an ordering of the edges around each vertex, which in addition has a distinguished vertex of valency one, called the root. The leaves are the vertices of valency 1 distinct from the root. It will be convenient in what follows to consider amputated leaves, hence to represent leaves simply as dashed half-edges hooked at another vertex but with no vertex at the end (see Figures 1-2), and to represent the root as a black square of valency one.

A rooted tree is said to be \( q \)-ary if its vertices are all of valency \( q + 1 \) (we also call these the “true” vertices), except the root and the leaves. The 1-rooted \( q \)-ary trees with \( h \) true vertices are counted by \( q \)-th Fuss-Catalan numbers

\[
C^q_h := \frac{1}{qh+1} \binom{qh+1}{h} \tag{35}
\]

A rooted tree is said to be heap-ordered if its vertices are all of valency \( q + 1 \) (except the root and the leaves). The \( h \)-true vertex 1-rooted heap ordered trees are counted by

\[
T_h^{1,q} = \sum_{T \in T_h^{1,q}} A(T) = \frac{\lambda^h}{h!} \sum_{T \in T_h^{1,q}} A(T). \tag{21}
\]

Note that consistently, the case \( h = 0 \) corresponds to a single leaf attached to the root,
whose amplitude is $x_0$. This is in agreement with (20) and gives the combinatorial tree representation of the perturbative solution to the non-linear flow. A generalization to flows in $\mathbb{R}^N$ or $\mathbb{C}^N$ is similar but we need labels on the edges to represent the indices running from 1 to $N$ and arrows to distinguish complex numbers from their conjugates. We shall now treat the specific example of the flow (2).

2.3 Tree expansion for the case under study

We return to our pair of evolution equations (2), which we write as

$$\frac{d}{dt} \alpha_j(t) = -i \sum_{S=j}^{\infty} \sum_{k=0}^{S} C_{jk}^S \alpha_{S-j}(t) \alpha_k(t) \alpha_{S-k}(t),$$  \hspace{2cm} (22)$$

$$\frac{d}{dt} \bar{\alpha}_j(t) = i \sum_{S=j}^{\infty} \sum_{k=0}^{S} C_{jk}^S \alpha_{S-j}(t) \bar{\alpha}_k(t) \bar{\alpha}_{S-k}(t).$$  \hspace{2cm} (23)$$

They are homogeneous of degree $q = 3$, which we assume now in the rest of this paper. Like the simpler equation (19), there is an iterative solution to these equations in terms of suitably oriented and indexed trees $T$ (for (22)) and anti-trees $\bar{T}$ (for (23)) in $T_{1,3}^h$ (they are heap-ordered 3-ary 1-rooted trees). We write these expansions as

$$\alpha_r(t) = \sum_{h \in \mathbb{N}} \frac{t^h}{h!} \sum_{T \in T_{1,3}^h} A_r(T),$$  \hspace{2cm} (24)$$

$$\bar{\alpha}_r(t) = \sum_{h \in \mathbb{N}} \frac{t^h}{h!} \sum_{\bar{T} \in T_{1,3}^h} A_r(\bar{T}).$$  \hspace{2cm} (25)$$

where the amplitudes $A_r(T)$ and $A_r(\bar{T})$ take into account the orientation and indexation of the trees and anti-trees $T$ and $\bar{T}$ in a way that we now explain.

Orientation of the trees. The $h$ 4-valent vertices of a tree in $T_{1,3}^h$ represent the way in which the $\alpha$ factors have been recursively differentiated. The heap-ordering

Figure 2: Ternary (heap-ordered) 1-rooted trees at order 4: for any of the four tree shapes, the first number gives the number of 1-rooted trees and the second the number of heap-ordered 1-rooted trees. They add up to 55 and 105 respectively.
Figure 3: A heap-ordered tree oriented as a tree (left) or an anti-tree (right).

precisely keeps track of the differentiation history: the vertex labeled \( \sigma \) corresponds to the \( \sigma \)th differentiation step. The root of a tree (resp. an anti-tree) initially represented an \( \alpha \) (resp. an \( \bar{\alpha} \)) factor, which we picture as out-going (resp. in-going). The first true vertex resulted from the differentiation of this initial factor. Our graphical rule at a true vertex \( v \) is to orient the children-edges which carried \( \alpha \) factors at the \( \sigma(v) \)th differentiation step as out-going and those which carried \( \bar{\alpha} \) factors as in-going. The orientation of the full tree then results from recursively applying this “parent” rule to the true vertices while following the heap-ordering of the vertices as follows. Around a vertex \( v \) we denote the parent-edge \( e_1(v) \).\(^4\) The children-edges, which are ordered from 2 to 4, are denoted respectively by \( e_2(v), e_3(v), \) and \( e_4(v) \). Among children-edges at a vertex \( v \), the edge \( e_2(v) \) is endowed with the same orientation (in-going or out-going) as the parent-edge \( e_1(v) \), and the remaining two edges incident to \( v \) are endowed with the opposite orientation.\(^5\)

We remind the reader that, importantly, in a tree, only the leaves actually carry \( \alpha \) or \( \bar{\alpha} \) factors, the root and the solid edges do not. In our amputated representation of Figures 1-2, the leaves are half-edges and now carry arrows: an arrow pointing out of the tree corresponds to a leaf and to an \( \alpha \) factor whereas an arrow pointing into the tree corresponds to what we call an anti-leaf and to an \( \bar{\alpha} \) factor.\(^6\) Note that a tree in \( T_{1,3}^h \) with \( h \) vertices has exactly \( h + 1 \) leaves and \( h \) anti-leaves; conversely an anti-tree with \( \bar{h} \) vertices has exactly \( \bar{h} \) leaves and \( \bar{h} + 1 \) anti-leaves. See some examples in Figure 3.

**Momenta.** In analogy with the Feynman graph terminology, let us call now the indices \( j, S - j, k, S - k \) in (22-23) momenta.\(^7\) For a given 1-rooted tree with root index \( r \) entering the root, we now define its momentum attribution \( \mathcal{I}_T \). It is a set of integers, defined first by a choice, for each 4-valent vertex \( v \) of the tree, of three non-negative integers \( S_v \in \mathbb{N}, j_v \leq S_v, \) and \( k_v \leq S_v \). The two momenta \( j_v \) and \( S_v - j_v \)

\(^4\)Note that for the leaves it is the only incident (dashed) edge.

\(^5\)It is convenient to draw trees with counterclockwise labeling of edges around the vertices and anti-trees with the opposite clockwise ordering of edges around vertices, but this is not essential. It is the convention we adopt in the figures of the paper.

\(^6\)We stress however that in this amputated representation, the root (which also has valency one), is still represented as a vertex and does not bring any \( \alpha \) or \( \bar{\alpha} \) factor.

\(^7\)The resonance condition at each vertex is indeed reminiscent of energy-momentum conservation.
are respectively attributed to the parent-edge $e_1(v)$ and the edge $e_2(v)$ and the two momenta, $k_v$ and $S_v - k_v$, are respectively attributed to the edges $e_3(v)$ and $e_4(v)$. These choices furthermore satisfy the constraints that if a vertex $v$ is incident to the root, the momentum of its parent-edge is the root momentum $j_v = r$, and the momenta of the two half-edges forming any edge must be the same.

Therefore to each leaf $\ell$ is associated a momentum $j(\mathcal{I}_T, \ell)$ and to each anti-leaf $\bar{\ell}$ is associated a momentum $j(\mathcal{I}_T, \bar{\ell})$, namely those of their parent-vertex.

**Amplitude of a tree.** We then have the following “Feynman rules”:

- to each (4-valent) vertex $v$ of the tree or anti-tree, one associates a factor $C_{j,v}^{S_v}$;
- to each leaf $\ell$ is associated a factor $\alpha_j(\mathcal{I}_T, \ell)(0)$ and to each anti-leaf $\bar{\ell}$, one associates a factor $\bar{\alpha}_j(\mathcal{I}_T, \bar{\ell})(0)$, where we stress again that the root vertex is not counted among leaves;
- each 4-valent vertex $v$ of the tree or anti-tree whose unique parent-edge $e_1(v)$ is in-going (resp. out-going) is weighted by $(-i)$ (resp. $(+i)$).

The amplitude $A_r(T)$ is defined by multiplying all these factors and summing over all indices $\mathcal{I}_T$:

$$A_r(T) = \sum_{\mathcal{I}_T} \prod_v (\pm i) C_{j_v}^{S_v} \prod_{\ell} \alpha_j(\mathcal{I}_T, \ell)(0) \prod_{\bar{\ell}} \bar{\alpha}_j(\mathcal{I}_T, \bar{\ell})(0).$$  \hspace{1cm} (26)

The summation over $\mathcal{I}_T$ more precisely stands for the following summations and constraints

$$\left( \sum_{S_{v_1} \geq r} \sum_{k_{v_1} = 0} \right) \left( \prod_v \sum_{S_v \geq 0} \sum_{j_v, k_v = 0} \right) \left( \prod_{\ell, j_\ell \geq 0} \right) \prod_{e \text{ edge}} \delta_{a_e}^{b_e},$$ \hspace{1cm} (27)

where for every edge $e$, $a_e$ and $b_e$ are the momenta of its two half-edges (including the leaves), and the vertex $v_1$ is the true vertex incident to the root ($\sigma(v_1) = 1$). The amplitude $A_r(T)$ is a function of the entering momentum $r$, of the couplings $C$ and of the initial data $\{\alpha_j(0), j \in \mathbb{N}\}$. Let us return to the Sobolev norms $S_{\gamma}(t) = \sum_{r \geq 0} r^{\gamma} \bar{\alpha}_r(t) \alpha_r(t)$. Their time evolution, combining (24)-(25), is written as

$$S_{\gamma}(t) = \sum_{r \geq 0} \frac{r^{\gamma}}{N} G_2(r, t),$$ \hspace{1cm} (28)

$$G_2(r, t) = N \bar{\alpha}_r(t) \alpha_r(t) = N \sum_{h \in \mathbb{N}, \bar{h} \in \mathbb{N}} \frac{\bar{h}^h h!}{h \bar{h}!} \sum_{T \in T^h_{1,3}, \bar{T} \in T^\bar{h}_{1,3}} A_r(T) A_\bar{r}(\bar{T}),$$ \hspace{1cm} (29)

where we included a factor $N$ in $G_2(r, t)$ for more natural scaling properties.

**2-rooted tree.** It is possible to simplify the factorial factors in the expansion (29) by using a slightly different notion of trees. By merging the roots of a tree $T$ with $h$ vertices and an anti-tree $\bar{T}$ with $\bar{h}$ vertices, we obtain a tree $U$ with $n = h + \bar{h}$ 4-valent (true) vertices, $2n + 2$ leaves, and a single distinguished root-vertex of valency two. We call such trees 2-$\text{rooted}$ trees. Most of what has been said for 1-rooted trees (ordering, parent-edge, heap-ordering) still holds for 2-rooted trees, and we denote $T^h_{2,3}$ the set of
heap-ordered 3-ary 2-rooted trees with \( n \) true vertices. The 2-rooted tree \( U \) inherits the orientations of \( T \) and \( \bar{T} \): its bivalent root has one in-going edge and one out-going edge, and its \( 2n + 2 \) leaves divide into \( n + 1 \) leaves and \( n + 1 \) anti-leaves. The momentum attribution \( \mathcal{I}_U \) of \( U \) follows the exact same rules as the momentum attributions for \( T \) and \( \bar{T} \), the only difference being that there are now two vertices incident to the root.

Note however that when merging the roots of two heap-ordered 1-rooted trees, the resulting 2-rooted tree is not heap-ordered, and in order to heap-order it, we need to relabel its vertices. There are several ways to define a heap-ordering on \( U \). Meanwhile, the complement in \( \{1,\ldots,n\} \) of the image \( \text{Im} \nu_T \) induces a relabeling of the vertices of \( T \) seen as a subgraph of \( \mathbb{Z} \) the resistivity of electric circuits to the parametric representation of Feynman amplitudes.

The proof goes by induction. For \( U \) with a single true vertex \(( n = 1)\), there are four leaves. One of them is attached to the root, and therefore carries the index \( r \), and the three others are attached to the true vertex, with indices \( S_v = r, k_v, S_v - k_v \). Hence, \( \sum_{v \in V} S_v = \frac{1}{2} \sum_{\ell \in \mathcal{L}} j_\ell \leq \sum_{\ell \in \mathcal{L}} j_\ell \) and the bound is true. Then, by induction, in a tree \( U \) with \( n \) true vertices, we consider a vertex \( v_1 \) with three incident leaves \( l_2, l_3, l_4 \) respectively linked to \( v_1 \) by \( e_2(v_1), e_3(v_1), e_4(v_1) \). We denote the leaf-set of \( U \) by \( \mathcal{L} = \{l_2, l_3, l_4\} \cup \mathcal{L}' \). Removing \( v_1 \) and its three leaves, we obtain a tree \( U' \) (the parent-edge \( e_1 \) of \( v_1 \) is now a leaf \( \ell_1 \) of \( U' \)) with \( n - 1 \) true vertices and leaf-set \( \mathcal{L}' = \mathcal{L}'' \cup \{\ell_1\} \).

\begin{align*}
\sum_{v \in V} S_v & \leq n \sum_{\ell \in \mathcal{L}} j_\ell \quad \text{(32)}
\end{align*}

Proof. The proof goes by induction. For \( U \) with a single true vertex \(( n = 1)\), there are four leaves. One of them is attached to the root, and therefore carries the index \( r \), and the three others are attached to the true vertex, with indices \( S_v = r, k_v, S_v - k_v \).

\begin{align*}
\sum_{v \in V} S_v & = \frac{1}{2} \sum_{\ell \in \mathcal{L}} j_\ell \leq \sum_{\ell \in \mathcal{L}} j_\ell \quad \text{and the bound is true. Then, by induction, in a tree} U \quad \text{with} \quad n \quad \text{true vertices, we consider a vertex} v_1 \quad \text{with three incident leaves} l_2, l_3, l_4 \quad \text{respectively linked to} \quad v_1 \quad \text{by} e_2(v_1), e_3(v_1), e_4(v_1). \quad \text{We denote the leaf-set of} U \quad \text{by} \quad \mathcal{L} = \{l_2, l_3, l_4\} \cup \mathcal{L}' \quad \text{Removing} v_1 \quad \text{and its three leaves, we obtain a tree} U' \quad \text{(the parent-edge} \quad e_1 \quad \text{of} \quad v_1 \quad \text{is now a leaf} \quad \ell_1 \quad \text{of} \quad U') \quad \text{with} \quad n - 1 \quad \text{true vertices and leaf-set} \quad \mathcal{L}' = \mathcal{L}'' \cup \{\ell_1\}.\n\end{align*}

\textsuperscript{8}2-rooted trees have a rich history in physics, from the Kirchoff-Maxwell solution of equivalent resistivity of electric circuits to the parametric representation of Feynman amplitudes.
Denote by $j_1$ the index of $e_1$ (which is also the index of $\ell_1$) and by $j_2, j_3, j_4$ those of the three leaves $l_2, l_3, l_4$. In our index convention, the pair of leaves $\ell_3, \ell_4$ at $v_1$ are such that their indices $j_3, j_4$ add up to $S_{v_1}$; moreover we also have $j_1 + j_2 = S_{v_1} = j_3 + j_4$ for the other pair, hence $j_1 \leq j_3 + j_4$. Therefore applying the induction hypothesis

$$\sum_{v \in V} S_v = S_{v_1} + \sum_{v \neq v_1} S_v \leq j_3 + j_4 + (n-1) \sum_{\ell \in L'} j_\ell \leq j_3 + j_4 + (n-1) j_1 + (n-1) \sum_{\ell \in L''} j_\ell \leq n(j_3 + j_4) + n \sum_{\ell \in L''} j_\ell \leq n(j_2 + j_3 + j_4 + \sum_{\ell \in L''} j_\ell) = n \sum_{\ell \in L} j_\ell.$$  

The bound is of course far from optimal\(^9\) but will be enough to ensure convergence of the sum over $\mathcal{I}_U$.

### 2.4 Averaged Sobolev norms

The averagings over $C$ and $\alpha$ commute. It is quite convenient to first average over $\alpha$, then over $C$.

**Averaging over $\alpha$.** We recall that the initial conditions are Gaussian distributed random variables of zero mean and covariance (12)

$$\langle \alpha_j(0) \bar{\alpha}_{j'}(0) \rangle = \delta_{jj'} \frac{1}{N} \chi_N(j).$$  \hspace{1cm} (33)

A tree $U \in \mathcal{T}_{2,3}^n$ has a binary root plus $n$ 4-valent true vertices forming a set $\mathcal{V}(U)$, and $n+1$ leaves and $n+1$ anti-leaves. The averaging over $\alpha$ pairs together in all the $(n+1)!$ possible ways the $n+1$ leaves with the $n+1$ anti-leaves of $U$ into $n+1$ new $\alpha$-edges. We call $\mathcal{W}_\alpha(U)$ the set of the $(n+1)!$ different pairings of leaves with anti-leaves and $\mathcal{E}_\alpha(w)$ the set of $\alpha$-edges obtained for a given $w \in \mathcal{W}_\alpha(U)$. Any pair $(U \in \mathcal{T}_{2,3}^n, w \in \mathcal{W}_\alpha(U))$ defines a new oriented graph with a bivalent root-vertex. Its $\alpha$-edges are naturally represented as dashed, and oriented from the leaf to the anti-leaf. An example is shown in Figure 4 (note that the 2-rooted in this example tree is composed of the tree on the left of Fig. 3, and of the only anti-tree with one true vertex). The remaining $n$ edges in the graph are not dashed (they link rooted or true vertices of $U$), and are depicted as solid, to distinguish them from the dashed edges, because only the latter carry a $\frac{1}{N}$ factor. By (33), any dashed edge $e$ also constrains the two indices $j_e, \bar{j}_e$ of the leaf and anti-leaf that it joins to be equal.

Note that any $w \in \mathcal{W}_\alpha(U)$ must connect the $T$ and $\bar{T}$ pieces of $U$ simply because the number of leaves and anti-leaves differ by one in $T$ and also in $\bar{T}$.

---

\(^9\)It could be easily improved but there is little point in doing that until we get a better picture of the constructive aspects of the full model (not just the melonic approximation) at finite $N$ (i.e., at $p$ bounded away from 1).
The $\alpha$-averaged $G_2$ function is therefore a sum over trees $U \in T_{2,3}^n$ and pairings $w \in W_\alpha(U)$ of an associated amplitude in which the leaf factor $\prod_i \alpha_j(\mathcal{I}_U, i) \prod_i \bar{\alpha}_j(\mathcal{I}_U, i)$ in the tree amplitudes have been replaced by a dashed edge factor $\prod_{e \in E} \alpha_{\mathcal{I}}(w) \chi_N(j_e)$. Hence, remembering the scaling factor $N$, the fact that $|E_\alpha(w)| = n + 1$ and $\chi_N(j_e) = p^{k_e}$, we have that

$$\langle G_2(r, t) \rangle_\alpha = \sum_{n \in \mathbb{N}} \frac{1}{N^n n!} \sum_{U \in \mathcal{T}_{2,3}^n} \sum_{I_U \in \mathcal{V}(U)} \prod (\pm i) C^S_{j_v k_v} \sum_{w \in W_\alpha(U)} \prod \delta_{j_e k_e} p^{k_e}, \quad (34)$$

where $I_U$ is the momentum attribution of $U$.

**Averaging over $C$.** As a reminder, the tensor coefficients $C$ are Gaussian distributed variables of zero mean and covariance (11)

$$\langle C^S_{j k} C'^{S'}_{j' k'} \rangle_C = \frac{\delta_{S S'}}{8} \left( \delta_{j j'} \delta_{k k'} + \delta_{j, S-j} \delta_{j, j'} \delta_{k, k'} + \delta_{j, k} \delta_{S-j, k'} + \delta_{j, k'} \delta_{S-j, k} + \delta_{j, k} \delta_{S-j, k'} + \delta_{j, k'} \delta_{S-j, k} \right). \quad (35)$$

A first consequence is that when averaged over $C$, the terms in the expansion (34) of $\langle G_2(r, t) \rangle_\alpha$ that correspond to graphs $(U, w)$ with an odd number $n$ of true vertices vanish.

Let us focus on the contribution to the expansion $\langle G_2(r, t) \rangle_\alpha$ of a graph with an even number of true vertices. The averaging over $C$ of the corresponding term is expressed as a sum over all the possible ways of pairing the true vertices of the graph two-by-two. For each such partition in pairs of vertices, the coefficients $C$ associated with the vertices of a given pair are replaced with the covariance (35) (the indices $S, j, k$ and $S', j', k'$ correspond to the indices $S_v, j_v, k_v$ and $S'_v, j'_v, k'_v$ associated with the two true vertices $v$ and $v'$). This is known as the Wick theorem, and it is common to call such a pairing of two $C$’s a Wick contraction. For a graph $(U, w)$ with $n$ true vertices, there are $n!! := n \cdot (n - 1) \cdot (n - 3) \cdots \cdot 3 \cdot 1$ possible ways of performing the $n/2$ Wick contractions.

We represent a Wick contraction between two tensors $C$ as a wavy line between the two corresponding true vertices, as depicted in Fig. 5 (the half-edges are solid in the figure, but up to three of them at each true vertex might be dashed). In Fig. 5, depending on whether the parent-edge is in-going or out-going, the indices $a$ and $b$
Figure 5: A wavy edge represents the averaging of two tensors $C$ at two different true vertices.

take the value $j_v$ or $k_v$, and similarly for $a', b'$ and $j_v', k_v'$. The graphs obtained after averaging over $C$ thus have a new set of $n/2$ wavy edges. For each such edge, there is a sum implementing the eight different terms in (35).

We denote by $W_C$ the set of Wick contractions of all the $C$ factors together with one of the eight different possibilities for each wavy line. In the following, we call the eight terms in (35) propagators. An element of $W_C$ is then a choice of a partition of all of the true vertices in pairs of vertices (represented by wavy lines), together with a choice of propagator, i.e. of one of the eight terms in (35), for each wavy line. Each $w' \in W_C$ gives a set of new momentum identifications, which we denote for the moment as $\delta_{w'}(\mathcal{I}_U)$.

Note that $|W_C| = 8^{n/2}n!!$. Indeed, the number of pairings of all the true vertices is $n!!$, and it should be multiplied by $8^{n/2}$, because there are eight choices of possible propagators for each wavy line.

In this way, the expansion for the function $G_2$, when averaged over $\alpha$ and $C$, is expressed as a sum over graphs $G = (U, w, w')$ which have a set $\mathcal{V}$ of $n$ true vertices (which are now five-valent if we count the wavy edges) and one bivalent root, a set $\mathcal{E}_s$ of $n$ solid edges, a set $\mathcal{E}_\alpha$ of $n + 1$ dashed edges, and a set $\mathcal{E}_C$ of $n/2$ wavy edges. The root constrains the momenta of the two edges attached to be $r$. We write this expansion as follows:

$$\langle G_2(r, t) \rangle_{\alpha, C} = \sum_{n \text{ even}} \frac{t^n}{n!} 8^{-n/2} \sum_{U \in T_2^n} \epsilon(U) \sum_{w' \in W_C(U)} \mathcal{A}_r(G),$$

where $\epsilon(U)$ is the sign obtained by collecting all the $n$ factors $\pm i$ in the previous formula (since $n = h + \bar{h}$ is even, these factors must multiply to a real sign $\pm 1$), and $\mathcal{A}_r(G)$ is the amplitude associated to the graph $G = (U, w, w')$, which is now obviously strictly positive. Indeed, at fixed root-momentum $r$, it evaluates the sum over all the $\{S_v, j_v, k_v\}$ integers using the delta constraints in $\delta_{w'}(\mathcal{I}_U) \prod_{e \in \mathcal{E}_\alpha(w)} \delta_{j_e j_e} p^e$, the exponential decays $\prod_{e \in \mathcal{E}_s} p^e$ for the momenta of the dashed edges and the root constraint that the two incident edges have fixed momentum $r$.

**A first bound on the graph amplitudes.** We are in fact interested in understanding the scaling in $N$ of $\mathcal{A}_r(G)$ at fixed $n$, in order to identify the dominant amplitudes as $N \to \infty$. This will be done in Section 4. But before that, we can provide a very crude first bound on the graph amplitudes.
In any graph $G$ with $n$ true vertices, since $p \in [0, 1)$ and each $\alpha$-edge contracts two former leaves of $U$, using Lemma 1,

$$
\prod_{e \in E(\nu)} p^j \leq \prod_{v \in V} p^{S_v^2}.
$$

(38)

Focusing on a wavy line between two true vertices of $G$, we see that the six sums involved are reduced to at most three sums $S, j, k$. Omitting the constraints from the solid and dashed edges, we thus bound the amplitude of a graph by

$$
\frac{1}{N^n} 8^{-n/2} \left( \sum_{S=0}^{\infty} \sum_{j=0}^{S} \sum_{k=0}^{S} p^{S} \right)^{n/2}.
$$

Computing these $3n/2$ sums, we find that

$$
\mathcal{A}_r(G) \leq \frac{1}{N^n} 8^{-n/2} \left( \frac{2n^3}{(1-p)^3} + O \left( \frac{n^3}{(1-p)^2} \right) \right)^{n/2}.
$$

(39)

Thus, there exists a constant independent of $p$, namely $K_n$ (thus possibly $n$-dependent), such that

$$
\mathcal{A}_r(G) \leq (K_n)^n n^{3n/2} N^{3n/2}.
$$

(40)

This bound gives us a first upper bound on the scaling in $N = \frac{1}{1-p}$ and allows one to check that each amplitude is finite, for $p < 1$.

These are however very loose bounds. In Section 4, we will show that the scaling behavior in $N$ of the amplitudes $\mathcal{A}_r(G)$ is bounded from above by $N^{-d(G)}$ with $d(G) \geq 0$. Also, the $n^{3n/2}$ factorial growth is only a very crude overestimate. This is what the melonic analysis of Section 4 will prove. Before that, let us however describe the heuristic asymptotic behavior that is expected for the series (36) at finite $N$, but at large order $n$.

### 2.5 Large order heuristic analysis

In this section, we perform a heuristic analysis of the analytic properties of the series expansion in $t$ of the Sobolev norms around $t = 0$. This analysis relies on the study of the large order behavior of the coefficients. This behavior is inferred using a graph counting argument. The result seems to indicate that the series cannot be fully summed and, consequently, that the underlying function of $t$ is not analytic at $t = 0$. This gives an additional motivation to study the relevant (melonic) sub-series in the limit $p \to 1$, which is expected to be analytic at $t = 0$. (In our analysis of the coefficients of the series, we shall only be keeping factorials and $K^n$ factors, as this is sufficient to infer, a priori, the analytic behavior of the series at $t = 0$. Neglecting finite powers of $n$, we denote this large order analysis by the mathematical symbol $\asymp$.)

Consider a fixed even order $n = h + \bar{h}$ of perturbation theory. The number of ordered trees in $T_{2,3}^n$ at order $n$, divided by the symmetry factor $\frac{1}{n!}$, is

$$
\frac{|T_{2,3}^n|}{n!} = \frac{1}{n!} \sum_{h=0}^{n} \frac{n!}{h! (n-h)!} |T_{1,3}^h||T_{1,3}^{n-h}| \asymp 2^n.
$$

(41)
since $|\mathcal{T}_{1,3}^{h}| = \prod_{k=1}^{h-1} [2k + 1] \simeq 2^h h!$ (compare with (20)). The total number of pairings $w$ from leaves to anti-leaves is $(n + 1)! \simeq n!$. Finally the number of pairings of the $C$ couplings is $8^{n/2} n!! \simeq 8^{n/2} \sqrt{n!}$. Indeed, using Stirling formula, and the fact that since $n$ is even, $n = 2k$; for some integer $k$, we have

$$n!! \sim 2^k \sqrt{2\pi (k/e)^k}$$

thus $n!! \sim \sqrt{n}!$. Since the total number of graphs to sum, when divided by the symmetry factor $\frac{1}{n!}$, is

$$\frac{|\mathcal{T}_{2,3}^{n}|}{n!} 8^{n/2} (n + 1)! n!!,$$

the coefficients of the series at large order scale in $n$ as $2^{5n/2} (n!)^{3/2}$. At finite values of $N$ (that is when our parameter $p$ is bounded away from 1) we expect the various sums over indices to be exponentially convergent, hence a generic exponential bound on any amplitude in the number of its vertices (the bound (32) being very far from sharp). In this case we therefore expect that the $n$-th order of the time perturbative series for $\bar{S}_\gamma$ should behave as

$$|s_{\gamma,n}| \leq K^n (n!)^{3/2}$$

for some value of $K$. Of course amplitudes have various signs and can compensate (this happens after all for $\gamma = 0$ and $\gamma = 1$). However for $\gamma > 1$, there are no apparent reasons for such cancellations, hence a lack of analyticity of the averaged Sobolev norms $\bar{S}_\gamma(t)$ is suggested by the graph counting argument.\(^{10}\) Such crude arguments are, of course, far from being water-tight, and the situation requires further study.

Now the $N \to \infty$ limit allows, like any $1/N$ expansion, to turn this (potential) problem around. In the next section, we shall see indeed that this limit selects a much smaller family of dominant graphs, the melonic graphs, whose number is exponentially bounded in the number of vertices, with also an exponential upper bound on individual amplitudes. The melonic graphs in fact are those with the maximal number of faces in a stranded representation defined below. There are a priori three indices to sum over in an 8-valent node but at least one sum can be considered “external” and is hence spared. So heuristically, we expect a maximal scaling as $N^{2n/2} = N^n$ for the sums over indices in $\mathcal{I}_T$ and $\mathcal{I}_{\bar{T}}$, plus a remaining constraint similar to $\chi_N(r)$ for the root index. Compensating with the $1/N^n$ factor in (37) and taking into account that $\sum_{r \leq N} r^\gamma \chi_N(r) = O(N^\gamma)$ we expect the behavior (16)-(18) for the melonic approximation. Moreover, with the same reasoning, we expect the sum of the melonic sub-series $S_{\gamma}^{\text{melo}}(t) = \sum_n s_{\gamma,n}^{\text{melo}} t^n$, in contrast to the sum of the full series, to straightforwardly exist and to define an analytic function in a neighborhood of $t = 0$. This is in fact what we prove in Section 4.

Physically, there are then two interesting regimes to consider for this melonic approximation $S_{\gamma}^{\text{melo}}$. The small $t$ behavior is governed by the first non-trivial term $s_{\gamma,2}^{\text{melo}}$ and we show in Section 3 that it is strictly positive for $\gamma > 1$, leading to a cascade towards higher modes at least during a finite time interval. Then, the asymptotic regime at large $n$ is also physically interesting. Specifying for instance $\gamma = 2$, i.e., the simplest

\(^{10}\) This is typical of quantum-field theory like expansion, on which one typically at best expects some kind of Borel summability, depending of the stability properties of the particular model considered [36]. at $t = 0$
non trivial norm $S_{melo}^n(t)$, and no longer neglecting finite powers of $n$, we expect an asymptotics for $S_{2,n}^{melo}$ presumably of the form

$$S_{2,n}^{melo} \sim K_n n^\beta.$$  \hspace{1cm} (43)

Such asymptotics leads to a finite critical time $t_c = K_2^{-1}$, at which this Sobolev norm $S_{melo}^n$ would no longer be analytic. For $\beta > -1$ it would in fact blow up\textsuperscript{11} with critical rate $(t - t_c)^{-1 - \beta}$. However, such a critical time $t_c$ could turn out to be a negative number. In such a case, the positive time dynamics for that Sobolev norm may not blow-up in finite time. This is clearly an issue deserving future investigation\textsuperscript{12}.

3 Explicit computations at order $t^2$

Before establishing general bounds for the graph amplitudes (37), let us compute the first non-trivial order of perturbation theory, namely $n = 2$. In that case, there is a single possible Wick contraction $w'$, hence, in the figures, the corresponding wavy edge will be omitted, but of course the indices identification that it implies will be included in the computations.

3.1 Amplitudes at order 2

We shall now list these contributions at order two in $t$, and compute the corresponding graph amplitudes. We do not represent the heap-orderings on the diagrams in the figures, as they simply provide a counting factor which we will indicate in each case. We arrange the contributions into four different groups.

Graphs of type I. Each one of the diagrams in Fig. 6 has two heap-orderings (the root is labeled 1 and there are two ways of labeling the two other true vertices). As we shall see, these four diagrams give the same total contribution to $\langle G_2(r,t) \rangle_{\alpha,C}$ at order 2, which can be understood from the symmetries of $C$. However, for a given

\textsuperscript{11}This blow up behavior would hopefully be universal for a large class of such models, being an analog of some susceptibility in the quantum gravity context.

\textsuperscript{12}Further analysis of the subdominant non-melonic contributions leads in true tensor models to more complicated scaling limits in which the two limits $N \to \infty$ and $t \to t_c$ are coupled in a non-trivial way so that more graphs contribute to the critical regime [34]. However this strategy may not be suited to the model of this paper which is not a true tensor model, but, like the SYK model, is really a vector model in disguise (as indicated by the form of the 8-valent node in Figure 16).
The sum of the contributions from the other seven propagators is where \( \delta'_{w'}(I_U) \) is one of the eight propagators in (35). As a first step, we use the identification between \( S \) and \( S' \) in \( \delta'_{w'}(I_U) \) to sum over \( S' \), and sum over \( j \) and \( j' \), which are fixed to \( r \), so that we obtain

where \( \tilde{\delta}'_{w'}(I_U) \) is now one of the eight propagators 1, \( \delta^S_{S'-k'} \), \( \delta^S_{S-r} \), \( \delta^S_{S'-r} \), \( \delta^S_{j} \), \( \delta^S_{j'-r} \), \( \delta^S_{k} \), \( \delta^S_{j'} \), or \( \delta^S_{r} \). The contribution from the first trivial propagator \( \delta'_{w'}(I_U) = 1 \) (originally \( \delta'_{w'}(I_U) = \delta^S_{j} \delta^S_{j'} \delta^S_{k} \)) is

where \( \delta^0_{r[2]} \) vanishes if \( r \) is even, and conversely for \( \delta^1_{r[2]} \). In particular, as will be clarified in the following, the contributions of these seven propagators for the wavy line are subdominant when \( p \to 1 \).

Using the same reasoning, the amplitude of a graph corresponding to the diagram on the right of Fig. 6 is

where \( \tilde{\delta}'_{w'}(I_U) \) is one of the eight propagators \( \delta^S_{S'-k'} \), \( \delta^S_{S'-r} \), \( \delta^S_{S-r} \), \( \delta^S_{j} \), \( \delta^S_{j'-r} \), \( \delta^S_{k} \), \( \delta^S_{j'} \), or \( \delta^S_{r} \). Now, the dominant contribution only comes from the third propagator \( \delta'_{w'}(I_U) = \delta^S_{j} \delta^S_{j'} \delta^S_{k} \) and gives the same result as (46). The same holds for the seven other propagators and (47).

Therefore, we observe that the total sum of the contributions of the graphs from the left and from the right of Fig. 6 is the same. This result can actually be traced back
to the symmetries of $C$. Indeed, using these symmetries, one can untwist the dashed edges of the graphs from the right of Fig. 6. Then, by a local relabelling $k' \to S' - k'$, we directly obtain the graphs from the left of the figure. Besides, this also explains why it is the first propagator $\delta_{S'}^{j'} \delta_j^{k'}$ that gives the dominant contribution for the graphs from the left of the figure whereas it is the third propagator $\delta_S^{j} \delta_j^{k'} \delta_{S'}^{k'}$ for the graphs from the right. In both cases, it is obtained for the trivial propagator $\tilde{\delta}_{w'}(\mathcal{I}_U) = 1$.

In total, we see that the sum of the amplitudes of the 32 graphs of type I, denoted $A_r^I$, is four times (46) plus four times (47). The total contribution of these graphs to $\langle G_2(r,t) \rangle_{\alpha,C}$ is

$$t^2 16 A_r^I.$$ 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{type-II-diagram.png}
\caption{Type-II diagram.}
\end{figure}

**Graphs of type II.** The second kind of graphs is shown in Fig. 7. We only draw one example, however there are four diagrams which all give the same contribution due to the symmetries of $C$: they are obtained by exchanging the role of the tree and the anti-tree, and by crossing the $k$ and $S - k$ edges as in Fig. 6. Each one of these four diagrams gives 8 graphs, thus a total of 32 graphs (here, the trees have a unique heap-ordering).

Taking into account the symmetries of $C$, the total contribution from these 32 graphs to $\langle G_2(r,t) \rangle_{\alpha,C}$ is

$$\frac{2t^2}{N^2} \sum_{S \geq r} \sum_{k,j=0}^{S} \sum_{S' \geq r} \sum_{k'=0}^{S'} \left( C_{j,S}^{S'} C_{r,k'}^{S'} \right) p^{S+r} \delta_{S'}^{j} \delta_{k'}^{k} \delta_{S-r}^{S'} \delta_{S-k}^{k'} \delta_{S-j}^{j},$$

and it is enough to compute the 8 contributions for the example shown in Fig. 7 and multiply it by 4. The amplitude of any one of the 8 graphs $G = (U, w, w')$ in the example of Fig. 7 is

$$A_r(G) = \frac{1}{N^2} \sum_{S \geq r} \sum_{k,k'=0}^{S} \tilde{\delta}_{w'}(\mathcal{I}_U) p^{S+r} \delta_{k}^{S-k'},$$

and

$$A_r(G_{II}) = p^{2r} \left( r + \frac{r+1}{N} \right).$$
The contribution for the other seven propagators is
\[ \frac{1}{N} \left[ \frac{p^{2r}}{1 + p} (\delta^0_{r[2]} + p\delta^1_{r[2]}) + 2p^{2r} \right] + \frac{1}{N^2} 2p^{3r} (r + 2). \] (52)

As in the type-I case above, the sum of the contributions when crossing the upper edges or when exchanging the role of the tree and the anti-tree is the same. In the latter case, the dominant term is still obtained for the propagator \( \delta^S_j \delta^{S-r}_i \delta^{k-k'}_i \). When crossing the upper edges, the dominant term is obtained for the second propagator \( \delta^S_j \delta^{S-r}_i \delta^{k-k'}_i \). Again, in both cases, the dominant term is obtained for the trivial propagator \( \tilde{\delta}_{w'}(I_U) = 1 \). In total, the sum of the amplitudes of the 32 graphs of type \( \Pi \), denoted \( A_r^{\Pi} \), is four times (51) plus four times (52), and the contribution of these graphs to \( \langle G_2(r,t) \rangle_{\alpha,C} \) is \( \frac{p^2}{16} A_r^{\Pi} \).

Graphs of type III. The third kind of graph is shown in Fig. 8. Again, we only draw one of them, however there are now eight diagrams which all give the same contribution due to the symmetries of \( C \), and which we obtain by exchanging the role of the tree and the anti-tree, by crossing the two upper edges as on the right of Fig. 6, or by choosing which one of the two upper edges is solid and which one is dashed. Each one of these 8 diagrams gives 8 graphs, thus a total of 64 graphs (again, the tree has a unique heap-ordering).

Importantly, here the total contribution from these 64 graphs to \( \langle G_2(r,t) \rangle_{\alpha,C} \) comes with a minus sign (i.e. \( \epsilon(U) = -1 \)), because the two true vertices have parent-edges with the same orientation: both in-going or both out-going. The amplitude of any one of the 8 graphs \( G = (U, w, w') \) for the diagram of Fig. 7 is
\[ A_r(G) = \frac{1}{N^2} \sum_{S \geq r} \sum_{k,j,k'=0} \tilde{\delta}_{w'}(I_U)p^{2S-j} \delta_j^{S-k'} \delta_k^{S-r}, \] (53)
where \( \tilde{\delta}_{w'}(I_U) \) is one of the 8 propagators in (35): \( \delta_j^r \delta_k^{r'}, \delta_j^{r-r} \delta_k^{r'}, \delta_j^{r-r} \delta_k^{r-r}, \delta_j^{r-r} \delta_k^{r-r}, \delta_j^{r-r} \delta_k^{r-r}, \delta_j^{r-r} \delta_k^{r-r}, \delta_j^{r-r} \delta_k^{r-r}, \delta_j^{r-r} \delta_k^{r-r}, \) or 1. The contribution from the eighth (trivial) propagator is
\[ A_r(G^{\Pi III}_m) = p^{r} - \frac{p^{2r+1}}{1 + p}. \] (54)

The contribution for the other seven propagators is
\[ \frac{1}{N} \left[ \frac{p^{3r/2}}{1 + p + p^2} (\delta^0_{r[2]} + p^{3/2} \delta^1_{r[2]}) + 2p^{2r} - p^{4r+1} + p^{r} \right] + \frac{1}{N^2} 3p^{3r}. \] (55)
As in the two cases above, we find that a single one of the 8 possibilities for the wavy line provides a dominant contribution. It is obtained for the eighth propagator \( \delta_S^r \delta_j \delta_{j'} \delta_{k} \delta_r \) when the upper edges are not crossed, and for the fifth propagator \( \delta_S^r \delta_{j} \delta_{j'} \delta_{k} \delta_r \) when the upper edges are crossed (note that because of the convention that \( j, S - j, k, S - k \) are attributed clockwise starting from the parent-edge for the anti-tree, we have to modify the indices when crossing the two upper edges).

In total, the sum of the amplitudes of the 64 graphs of type \( \Pi \), denoted \( A_{\Pi} \), is eight times (51) plus eight times (52), and the contribution of these graphs to \( \langle G_2(r, t) \rangle_{\alpha, C} \) is \(-\frac{t^2}{16} A_{\Pi}^r\).

In the following, we will call leading propagator \( \delta_{\text{lead}} \) the particular choice of propagator for the wavy edge of a graph of type I, II or III, which leads to a dominant contribution. For each one of the diagrams presented in Fig. 6, 7, and 8, and similar diagrams, we showed that there is a unique leading propagator. This unique leading propagator always corresponds to the trivial propagator \( \tilde{\delta}_{w'}(I_v) = 1 \), i.e. to the propagator which does not add additional constraints to the constraints imposed by the edges. This is quite intuitive, since constraints lower the number of free sums thus also lowering the number of potential \( N \) factors.

Remark 1. Note that the computations above have been done in accordance with the conventions adopted earlier in the paper, regarding the assignment of \( j_v, S_v - j_v, k_v, S_v - k_v \). These conventions have been adopted in order to have well-defined combinatorial objects, and render the counting transparent. Note that this counting is essential to compute exactly the Sobolev norms. However, we would like to emphasize that in practice, it would have been simpler to change variables locally for each diagram above, to have matching indices on every edge: \( j \) and \( j' \) on the edges incident to the root, and respectively \( S - j \) and \( S - j' \), \( k \) and \( k' \), and \( S - k \) and \( S - k' \) for each one of the remaining edges. This way, the constraints imposed by the edges are the same for all of the graphs above, and the only difference between two graphs is the exponent of \( p \). In particular, the leading propagator is always \( \delta_S^r \delta_j \delta_{j'} \delta_{k} \delta_{k'} \). Indeed, these constraints are already imposed by the edges, and thus this propagator is the only one which does not impose further constraints. This remark will be useful in Section 4.

![Figure 9: Remaining diagrams.](image)

**Remaining graphs.** The remaining graphs split into two categories. To the diagram on the left of Fig. 9 correspond \( 2 \times 4 \times 8 \) graphs: there are two heap-orderings, eight propagators, and the graphs obtained by exchanging the \( k \) and \( S - k \) edges or the \( k' \) and \( S - k' \) edges give the same contribution. Using the symmetries of \( C \), we find that
the total contribution to \( \langle G_2(r, t) \rangle_{\alpha, C} \) of these 64 graphs is

\[
2 \times 4 \times \frac{t^2}{2N^2} \sum_{S \geq r} \sum_{j,k,j',k'=0}^S \langle C^S_{jj'} C^S_{kk'} \rangle \delta_{jj'} \delta_{kk'} \delta_{j'k'} \bar{\delta}_{j'k'} p^{2S-r}.
\]

(56)

On the other hand, there are also 64 graphs corresponding to the diagram on the right of Fig. 9. There is a single heap-ordering, eight propagators, the graphs obtained by exchanging the \( k \) and \( S - k \) edges or the \( k' \) and \( S - k' \) edges, or exchanging the role of the tree and the anti-tree give the same contribution. Using the symmetries of \( C \), we find that the total contribution to \( \langle G_2(r, t) \rangle_{\alpha, C} \) of these 64 graphs is

\[
-2 \times 4 \times \frac{t^2}{2N^2} \sum_{S \geq r} \sum_{j,k,j',k'=0}^S \langle C^S_{jj'} C^S_{kk'} \rangle \delta_{jj'} \delta_{kk'} \delta_{j'k'} \bar{\delta}_{j'k'} p^{2S-r},
\]

(57)

where the minus sign comes from the fact that the parent-edges at the two true vertices are both in-going or both out-going, thus giving \( \epsilon(U) = -1 \). In summary, the total contribution of the remaining graphs to \( \langle G_2(r, t) \rangle_{\alpha, C} \) vanishes, due to the symmetries of \( C \).

### 3.2 Sobolev norms at order 2

Let us first compute \( \langle G_2(r, t) \rangle_{\alpha, C} \) at order two, and then the Sobolev norms at order 2.

**Total contribution of order 2 graphs.** The total contribution to \( \langle G_2(r, t) \rangle_{\alpha, C} = \frac{t^2}{16} (A^I_r + A^{II}_r - A^{III}_r) + O(t^4) \) at order 2 is given by

\[
\langle G_2(r, t) \rangle_{\alpha, C}^{(2)} = \frac{t^2 p^r}{4} \left[ p^{r+1} p + \frac{p^2}{(p+1)^2} - 2 \right] + \frac{(r+1)t^2 p^r}{4N} \left[ \frac{1}{1+p} + p^r \right] + R_r(t),
\]

(58)

where the dominant contribution is always obtained when the leading propagator \( \delta_{\text{lead}} \) is chosen for the wavy line, and where \( R_r(t) \) gathers the contributions of all the other propagators for \( A^I_r \), \( A^{II}_r \), and \( A^{III}_r \), and the (vanishing) contribution of the tadpole graphs:

\[
R_r(t) = \frac{t^2}{4N} \left[ p^{\left\lceil \frac{r}{2} \right\rceil - r} + p^{\left\lceil \frac{r}{2} \right\rceil + r} - \frac{2p^{3\left\lceil \frac{r}{2} \right\rceil}}{1+p+p^2} + 2(p^{3r+1} - p^{2r}) \right] + \frac{2(t^2 - 1)p^{3r}}{2N^2},
\]

(59)

where \( \left\lceil \frac{r}{2} \right\rceil \) is the ceiling of \( \left\lfloor \frac{r}{2} \right\rfloor \), which is \( r/2 \) if \( r \) is even, and \( (r+1)/2 \) if \( r \) is odd.

We immediately see that only the terms given by the leading propagator for \( A^I_r \), \( A^{II}_r \), and \( A^{III}_r \) give dominant contributions (because when summed over \( r \), a typical term of the form \( \sum r^\gamma p^r \) behaves as \( (1-p)^{-1-\gamma} \) as \( p \to 1 \)), while the terms in \( R_r(t) \) are all sub-dominant. We make more precise statements in the following paragraph.

**Sobolev norms at order 2.** We are interested in the averaged Sobolev norms at order 2,

\[
\bar{S}_\gamma^{(2)}(t) := \langle S_\gamma(t) \rangle_{\alpha, C}^{(2)} = \sum_{r \geq 0} \frac{r^\gamma}{N} \langle G_2(r, t) \rangle_{\alpha, C}^{(2)}.
\]

(60)
For $\gamma = 0$, one verifies that both $R(0, t) = \sum_{r \geq 0} R_r(t) = 0$ and $S_0^{(2)}(t) - R(0, t) = 0$, so that $S_0^{(2)}(t) = 0$, as expected. The same happens for $\gamma = 1$.

In general, for $\gamma > 0$, we express the various terms involved in $S_\gamma^{(2)}(t)$ using the series $L_\gamma(z) = \sum_{r \geq 1} r^\gamma z^r$ (they are polylogarithm functions). We have for $\gamma > 0$

$$S_\gamma^{(2)}(t) = \frac{t^2}{4N} \left[ p \frac{p+3}{p+1} L_\gamma(p^2) + \left( \frac{p^2}{(p+1)^2} - 2 \right) L_\gamma(p) \right] + \frac{t^2}{4N^2} \left[ L_{\gamma+1}(p) + \frac{L_\gamma(p)}{1+p} + L_{\gamma+1}(p^2) + L_\gamma(p^2) \right] + \tilde{R}(\gamma, t),$$

where making use of the fact that

$$\sum_{r \geq 0} (2r)^\gamma z^{2r} = 2^\gamma L_\gamma(z^2), \quad \text{and} \quad \sum_{r \geq 0} (2r+1)^\gamma z^{2r+1} = L_\gamma(z) - 2^\gamma L_\gamma(z^2),$$

the residual term is expressed as

$$\tilde{R}(\gamma, t) = \frac{t^2}{4N^2} \left[ \frac{p^2 L_\gamma(p)}{(1+p)(1+p^2)} + \frac{p}{1+p} L_\gamma(p^2) - \frac{2p^{3/2} L_\gamma(p^{3/2})}{1+p+p^2} + 2L_\gamma(p^3) - L_\gamma(p^2) \right]$$

$$+ \frac{t^2}{4N^3} \left[ \frac{2^\gamma}{1+p^2} L_\gamma(p^2) + \frac{2^\gamma}{1+p} L_\gamma(p^4) - \frac{2^{\gamma+1}}{1+p^{3/2}} L_\gamma(p^3) + 4L_{\gamma+1}(p^3) + 2L_\gamma(p^3) \right].$$

**Asymptotic behavior of the order 2 Sobolev norms.** Let us take a closer look at the behavior of $L_\gamma$ near 1, when $\gamma$ is a positive integer. In that case,

$$L_\gamma(z) = \frac{1}{(1-z)^{\gamma+1}} \sum_{k=0}^{\gamma-1} A(\gamma, k) z^{\gamma-k},$$

where the $A(\gamma, k)$ are the Eulerian numbers, which satisfy the identity

$$\sum_{k=0}^{\gamma-1} A(\gamma, k) = \gamma!,$$

so that when approaching 1,

$$L_\gamma(z) = \frac{\gamma!}{(1-z)^{\gamma+1}} + o \left( \frac{1}{(1-z)^{\gamma+1}} \right).$$

We find that when $N$ goes to infinity ($p$ goes to 1),

$$R(\gamma, t) = o(N^\gamma)$$

and

$$\bar{S}_\gamma^{(2)}(t) = \frac{t^2 N^{\gamma+1}}{4} \left[ \frac{1}{2^\gamma} - \frac{7}{4} + \frac{\gamma + 1}{2} (1 + \frac{1}{2^{\gamma+1}}) \right] + o(N^\gamma),$$

which we can rewrite as

$$\bar{S}_\gamma^{(2)}(t) = \frac{t^2 N^{\gamma+1}}{16} \left[ \frac{5 + \gamma}{2^\gamma} + 2\gamma - 5 \right] + o(N^\gamma),$$

In particular, we see that since $\frac{5 + \gamma}{2^\gamma} + 2\gamma - 5$ does not vanish for $\gamma > 1$, the contribution of the rest term $R(\gamma, t)$ is sub-dominant: for $\gamma > 1$, the only dominant contributions are obtained for the leading propagators. Furthermore, very importantly, the order 2 averaged Sobolev norms are positive when $p$ is close to 1.
4 Melonic dominance

In this section, we define a class of graphs called melonic graphs (Section 4.1), and show that the averaged Sobolev norms admit a $1/N$ expansion (Section 4.3), whose first leading term is given exactly by the restriction of the averaged Sobolev norms to the melonic graphs (Section 4.4). We then show in Section 4.5 that this melonic approximation of the averaged Sobolev norms is analytic in a finite disc around 0. In Section 4.2, we introduce the stranded representation for the graphs involved, which is then used in the proofs found in the next sections.

We recall that the graphs are denoted $G = (U, w, w')$ where $U$ is a tree in $T_{2,3}^n$ with $n$ true vertices and one bivalent root. It has dashed edges (which result from the averaging over $\alpha$ that pairs the leaves and anti-leaves of $U$), solid edges (the edges of $U$ that are not incident to leaves), and wavy edges between true vertices, which result from the averaging over $C$ and carry a propagator (one of the eight products of deltas in the covariance (35)).

In this section, we bound the graph amplitudes (37). As these amplitudes do not depend on the heap-ordering of the tree $U$, we forget this heap-ordering. We stress however that it is essential to include these combinatorial factors when summing the graph amplitudes, as was done in the previous section at order 2.

4.1 Melonic graphs

Among the four categories of order-2 graphs described in the previous section, only three give dominant contributions, the graphs of type I, II and III. The dominant terms are obtained for the leading propagators, as detailed above. Forgetting the heap-orderings, there are respectively 2, 4, and 8 dominant graphs of type I, II and III. We call these 14 graphs elementary melons of type I, II and III.

**Melonic moves.** If we remove the bivalent root in one of these elementary melons, we obtain a graph with two pending half-edges, such as on the right of Fig. 10, 11 or 12. We call such graphs elementary two-point melons of type I, II, and III. To construct the melonic graphs of higher orders, we define the following operations on the dashed edges of the graphs.

- The melonic insertion of type I consists in replacing a dashed edge of $\mathcal{E}_\alpha$ by one of the 2 elementary two-point melons of type I.

```
\[ \text{---} \rightarrow \text{---} \quad \leftrightarrow \quad \sigma_1(v) \rightarrow \text{---} \rightarrow \sigma_1(v') \]
```

Figure 10: Melonic move of type I

- The melonic insertion of type II consists in replacing a dashed edge by one of the 4 elementary two-point melons of type II.
The melonic insertion of type III consists in replacing a dashed edge by one of the 8 elementary two-point melons of type III.

Importantly, a melonic insertion imposes that we chose the leading propagator $\delta_{\text{lead}}$ for the wavy edge that links the two new vertices. The inverse operations are called melonic reductions of type I, II and III.

To define similar operations on the solid edges, we also need to introduce the elementary two-point melons of type $\text{II}_s$ and $\text{III}_s$: they are simply the elementary two-point melons of type II and III, for which the dashed pending half-edges have been changed for solid half-edges. There are now respectively 2 and 4 elementary two-point melons of type $\text{II}_s$, and $\text{III}_s$. We will need the following moves:

- The melonic insertion of type $\text{II}_s$ consists in replacing a solid edge of $\mathcal{E}_s$ by one of the 2 elementary two-point melons of type $\text{II}_s$.

- The melonic insertion of type $\text{III}_s$ consists in replacing a solid edge by one of the 4 elementary two-point melons of type $\text{III}_s$.

\footnote{Note that in the figures, with the present convention, the ordering of the half-edges around the vertices might need to be inverted, depending on whether the vertices belong to the tree or anti-tree part of $U$.}
Figure 14: Melonic move of type III

Melonic graphs. The trivial tree in $T_{2,3}^n$ has one bivalent root and one leaf and one anti-leaf. It is obtained for the terms of order 0 in the Taylor expansion of $\alpha(t)$ and $\tilde{\alpha}(t)$. After the averaging, the corresponding graph has a single dashed edges and only one vertex: its bivalent root.

Definition 1. We say that $G = (U, w, w')$ is a melonic graph if it can be reduced to the trivial $n = 0$ graph by a sequence of melonic reductions of any of the five types defined above (Figs. 10, 11, 12, 13, 14).

An example of melonic graph with eight true vertices is shown in Fig. 15.

Figure 15: A melonic graph with eight true vertices.

Of course, melonic graphs are quite special and most graphs are not melonic. Note that when we forget the arrows, the root, the wavy edges and the distinction between dashed and solid edges, then these melonic graphs become melons in the ordinary sense of rank-3 random tensor theory [12, 13]. Note also that the last reduction in this sequence cannot be of type IIIs or IIIIs since the trivial graph only has a single dashed edge.

4.2 Stranded representation

We are interested in proving the existence of a $1/N$ expansion for our model and identifying the dominant family of graphs at each order $n$ as the melonic graphs. The orientation and the presence of both dashed and solid edges with different associated factors make the analysis a bit tedious. To simplify it, we find it convenient to introduce still another representation, called stranded. The power of $N$ of any amplitude will then be related to the number of independent closed strand loops, in analogy with standard $1/N$ limits or power counting theorems in quantum field theory.
Consider a wavy edge and its associated product of $\delta$’s in the global factor $\delta_{w'}(I_U)$ in (37). Deleting the wavy edge and the incident four-valent vertices, then identifying the half-edges according to the $\delta$’s of the wavy edge, we obtain a representation of the pair of vertices as an 8-valent stranded node made of these two 4-valent vertices. There are a priori eight possible types for such stranded nodes because the $C$-covariance has eight terms. But first of all, note that there is a single integer $S$ associated to each 8-valent node. Then there remain two $\delta$’s, which correspond to the identification of the $j$ and $k$ indices of one 4-valent vertex with the $j$ or $S - j$ and $k$ or $S - k$ of the other one. In the end, it means that each index $j$, $k$, $S - j$, $S - k$ must occur exactly for two strands out of the eight strands attached to the 8-valent node. Hence, it is natural to pair the strands into four matching pairs, and the 8-valent node becomes similar to a vector-model 8-valent node with four corners. However, there is a subtlety: orientations may not agree. A moment of contemplation leads to the conclusion that we can obtain only three kinds of vector-like 8-valent nodes, which are represented in Fig. 16.

![Figure 16: The three types of 8-valent stranded nodes.](image)

In the figure, the half-edges are represented as solid although some of the full edges to which they belong may in fact be dashed. Note that the half-edges around the 8-valent nodes are still ordered: one can distinguish which half-edge comes from which true vertex and the half-edges around each true vertex are ordered. For instance, two half-edges that share a corner may not have the same nature, dashed or solid, so they are not exchangeable. This is important when computing exact combinatorial weights, however this ordering is not so important when computing bounds for the graph amplitudes.

We call $\tilde{G}$ the graph associated to $G$ in the stranded representation. It has a set of 8-valent nodes $\tilde{V}$ with $|\tilde{V}| = n/2$, since each node in $\tilde{V}$ is made of a pair of true vertices of the initial graph $G$.

In Figure 17, we show three examples of stranded graphs, one for each kind of elementary melon. In this representation, we see explicitly that these graphs all have four closed loops (called faces, see below).

![Figure 17: Elementary melons of type I, II and III in the stranded representation.](image)
4.3 Existence of the 1/N expansion

In this section, we prove the following result, which is a consequence of Prop. 2 and Lemmas 5-6, which are proven below.

**Proposition 1.** For any graph $G$ with $n$ true vertices, the scaling behavior in $N$ of the amplitudes $A_r(G)$ at fixed order $n$ and as $N \to \infty$ is bounded from above by $N^{-d(G)}$ with $d(G) \geq 0$ a non-negative integer, which will be defined in this section.

The above result ensures that the averaged Sobolev norms admit a $1/N$ expansion of the form

$$
\bar{S}_\gamma(t) = N^\gamma \sum_{\omega \geq 0} \frac{1}{N^\omega} \bar{S}_{\gamma,\omega}(t),
$$

where $\omega$ is non-negative and takes discrete values (that is, it takes values in a set in bijection with $\mathbb{N}$) and $\bar{S}_{\gamma,\omega}(t)$ is the sub-series corresponding to the graphs whose amplitudes behave as $N^{-\omega}$.

In the above equation, the dependence in $N$ is made explicit (i.e. we expect $\bar{S}_{\gamma,\omega}(t)$ to scale as $N^0$). The dominant term when $N \to \infty$ ($p \to 1$) is then obtained by restraining the series to the graphs for which $\omega = 0$. In the following section, we show that these graphs are precisely the melonic graphs.

Note that the crude bound of Eq. (40) (Sec. 2.4) does not allow one to define such an expansion, because it does not rule out the existence of an infinite family of graphs with unbounded behavior in $N$.

**Faces of a graph.** The graphs in the stranded representation are collections of closed loops, which meet around 8-valent nodes. These closed loops are called faces. The length of a face is defined as the number of corners of 8-valent nodes that the face visits (the root vertex does not contribute to the length of the faces).

Our next lemma bounds the number of faces of any graph $\tilde{G}$ associated to some $G = (U,w,w')$. In the coming part of the text, we denote by $|V| = n/2$ the number of 8-valent nodes and by $F$ the number of faces in $\tilde{G}$. We also denote by $F_l$ the number of faces of length $l$.

**Lemma 2.** The number $F$ of faces of any graph $\tilde{G}$ is bounded from above by $\frac{3n}{2} + 1$.

**Proof.** In $\tilde{G}$, we have that

$$
F = \sum_{l \geq 1} F_l, \quad 2n = \sum_{l \geq 1} lF_l \quad \Rightarrow \quad F = 2n - \sum_{l \geq 2} (l-1)F_l.
$$

(70)

Now, we use the fact that the graph $\tilde{G}$ is connected. Therefore, starting with the $n/2$ isolated 8-valent nodes of $\tilde{V}$, when we add the edges, we make up faces and obtain in the end a single connected component. A face of length $l$ connects at most $l$ 8-valent nodes into a single connected component, hence it decreases the number of connected components by at most $l - 1$. Therefore

$$
n/2 - \sum_{l \geq 2} (l-1)F_l \leq 1,
$$

(71)

For a graph $G$, we thus have that $\omega(G) \geq d(G)$. 
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where the 1 on the right-hand side stands for the number of connected components of $\tilde{G}$. 

**Remark 2.** Another way of proving the lemma is as follows. The graph $\tilde{G}$ is connected. If we break down the 8-valent nodes into four corners, the graph $\tilde{G}$ becomes a graph with exactly $F$ disconnected components. Then joining four corners in an 8-valent node can connect at most four faces hence decrease the number of connected components by at most 3. After $n/2$ such moves we have a single connected component, hence $F - 3n/2 \leq 1$.

**Amplitudes in terms of the face momenta.** We call $C$ the set of the $2n$ corners of $\tilde{G}$, and $i_c$ the momentum at corner $c$, so that $i_c \in \{j_v, S_v - j_v, k_v, S_v - k_v\}$ if $c$ is a corner of $v$. The edges (dashed or solid) identify the corner momenta at their extremities. We see that all the corner momenta encountered along a face are ultimately identified. For a given face $f$, we will call $i_f \in \mathbb{N}$ the (non-negative) face momentum common to all the corners of $f$. Intuitively, if for every face we sum over all the corner momenta in the face but one, we should reduce the graph amplitudes to sums over face momenta.

At each vertex $v$, we respectively denote $i_{f,v}^{(1)}, i_{f,v}^{(2)}, i_{f,v}^{(3)}$ and $i_{f,v}^{(4)}$ the face momenta of the faces which respectively pass by the corners with momenta $j_v, S_v - j_v, k_v$, and $S_v - k_v$. Note that they might not be distinct as a face might visit several corners around the same vertex. We denote by $L_f^\ast$ the number of dashed edges visited by the face $f$, and by $f_0$ the face that visits the root. The resonance constraints at every node are now expressed as $i_{f_0,v}^{(1)} + i_{f_0,v}^{(2)} = i_{f_0,v}^{(3)} + i_{f_0,v}^{(4)}$. We therefore obtain the following expression Lemma.

**Lemma 3.** The amplitudes of the graphs can be expressed in terms of the face momenta,

$$A_v(G) = \frac{p^{rL_{f_0}}}{N^n} \left( \prod_{f \neq f_0} \sum_{i_f \geq 0} p^{i_f L_f^\ast} \right) \prod_{v \in \tilde{V}} \delta_{i_{f_0,v}^{(1)} + i_{f_0,v}^{(2)}, i_{f_0,v}^{(3)} + i_{f_0,v}^{(4)}}. \tag{72}$$

This result is quite intuitive in the initial variable $j, j', k, k'$, but because the nodes constraints should be handled carefully, we provide a detailed proof in Appendix A.

At each vertex $v \in \tilde{V}$ of $\tilde{G}$ visited by $f$, the face-momentum $i_f$ must be among the four numbers $j_v, S_v - j_v, k_v, S_v - k_v$. Among the $F$ faces, a unique one, say $f_0$, visits the root vertex, hence has momentum fixed to $i_{f_0} = r$. However the $F - 1$ face momenta for $f \neq f_0$ are still not independent. Indeed, the momentum conservation rule $j_v + (S_v - j_v) = k_v + (S_v - k_v)$ at each vertex of $\tilde{G}$ has to be taken into account, since it can lead some face momenta to write in terms of other face momenta. To find out the true set of independent face momenta we introduce some incidence matrices. We recall that $C$ is the set of the $2n$ corners of $\tilde{G}$, and $i_c$ the momentum at corner $c$, so that $i_c \in \{j_v, S_v - j_v, k_v, S_v - k_v\}$ if $c$ is a corner of $v$. For each one of the two corners of $v$ with momenta $j_v, S_v - j_v$ we define $\zeta_{vc} = +1$ and for the other two we define $\zeta_{vc} = -1$; for the other corners not belonging to $v$ we put $\zeta_{vc} = 0$. The conservation rule at each vertex $v$ can then be written in terms of the $i_c$ as

$$\forall v, \quad \sum_{c \in C} \zeta_{vc} i_c = 0 \tag{73}$$
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Now, to rewrite it in terms of the face momenta \( i_f \), we introduce the matrix \( \eta_{cf} \) which is 1 if the face \( f \) goes through the corner \( c \) and 0 otherwise. The linear system of the \( n/2 \) vertex momentum conservations is then represented as

\[
\forall v, \quad \sum_{c,f} \zeta_{vc} \eta_{cf} i_f = 0, \quad (74)
\]

or, more compactly, \( E \cdot \vec{r} = 0 \), where \( E = \zeta \eta \) is a \( V \times F \) incidence matrix between vertices and faces with elements in \( \{-2,-1,0,1,2\} \) and \( \vec{r} \) is the vector of the face momenta \( i_f \). Thus, the contraints in (72) can be expressed as

\[
\prod_{v \in \mathcal{V}} \delta_{i_{f,v}+i_{f,v}^{(2)}}^{i_{f,v}^{(1)}+i_{f,v}^{(4)}}(E \cdot \vec{r}) = \delta(E \cdot \vec{r}). \quad (75)
\]

Let us compute these matrices in a simple example such as the elementary melon on the left of Fig. 17. In that case, there are four faces, and each one of them visits a single corner. We label the faces respectively \( f_0, f_1, f_2, f_3 \) corresponding to the face (and corner) momenta \( r, S-r, k, S-k \). We have \( \zeta = (1,1,-1,-1) \) and \( \eta = 1 \), so that \( E = \zeta \).

**Amplitudes in terms of the independent face momenta.** We call \( R \leq V = n/2 \) the rank of this matrix \( E \). We can select a subset \( F(R) \) of \( R \) independent columns of \( E \), and consider the \( V \times R \) matrix \( E(R) \) obtained from \( E \) by keeping only these \( R \) columns, as well as the matrix \( E(I) \) of the remaining columns. Similarly, the vector \( \vec{r} \) splits into two vectors \( \vec{r}_R \) and \( \vec{r}_I \), and the equation \( E \cdot \vec{r} = 0 \) can be rewritten as \( E_R \cdot \vec{r}_R + E_I \cdot \vec{r}_I = 0 \). As the columns of \( E(R) \) are linearly independent, the rectangular matrix \( E(I) \) has a left inverse \( E_I^+ \), given by the Moore-Penrose inverse \( E_I^+ = (E_I^T E_I)^{-1} \). \( E_I^+ \) and \( E_R \) are linearly independent, the equation \( E \cdot \vec{r} = 0 \) can be rewritten as \( E_R \cdot \vec{r}_R + E_I \cdot \vec{r}_I = 0 \). As the columns of \( E(R) \) are linearly independent, the rectangular matrix \( E(R) \) has a left inverse \( E_I^+ \), given by the Moore-Penrose inverse \( E_I^+ = (E_I^T E_I)^{-1} \). 

If \( F = R \), we have \( \vec{r} = E^+ \vec{r} = 0 \), so that this case does not occur as long as \( r > 0 \).

If not, \( F > R \), and we can always include \( f_0 \) in \( F(I) \) (\( i_{f_0} \) is an element of \( i_0 \)). We define

\[
I(\hat{G}) = F - R - 1, \quad (76)
\]

and call \( F(R) = \{ f_1^{(R)}, \ldots, f_R^{(R)} \} \) and the \( F \) remaining face momenta (including the root face momentum \( f_0 \)) \( F(I) = \{ f_0, f_1^{(I)}, \ldots, f_R^{(I)} \} \). Writing \( a_{j,k} := (-E_I^+ E_I)_{j,k} \), we can express any face momentum \( i_{f,j}^{(R)} \) as a linear combination \( i_{f,j}^{(R)} = \sum_{k=0}^{I(\hat{G})} a_{j,k} i_{k}^{(I)} \) of the elements of \( \vec{r}_I \).

Then the \( F \) discrete constraints \( \delta(E \cdot \vec{r}) \) can be replaced in the expression (72) of \( \mathcal{A}_v(G) \) by the smaller equivalent set of \( R \) constraints \( \prod_{j=1}^{R} \delta(i_{f,j}^{(R)} - \sum_{k=0}^{I(\hat{G})} a_{j,k} i_{k}^{(I)}) \). The amplitude of a graph is therefore

\[
\mathcal{A}_v(G) = \frac{p^{L_0}}{N^n} \prod_{f \in F} \sum_{i_{f}^{(I)} \geq 0} p^{i_{f}^{(I)} L_0^{(I)}} \prod_{f \in F} \left( \sum_{i_{f,j}^{(R)} \geq 0} p^{i_{f,j}^{(R)} L_0^{(R)}} \prod_{j=1}^{R} \delta(i_{f,j}^{(R)} - \sum_{k=0}^{I(\hat{G})} a_{j,k} i_{k}^{(I)}) \right). \quad (77)
\]
We can perform the sums over the face momenta $i_{f_j}$. However we must be careful: the linear combinations $\sum_{k=0}^{I(\tilde{G})} a_{j,k} i_{f_j}$ are not necessarily non-negative, while the face momenta $i_{f_j}$ run over $\mathbb{N}$ and thus are constrained to be non-negative. Therefore, we need to implement the condition that the $i_{f_j} \geq 0$ in the resulting summand. We write these conditions using Heaviside functions $\Theta(x)$ which vanish for all $x < 0$.

**Lemma 4.** The amplitudes of the graphs are expressed in terms of the independent face momenta $f_k \in F(I)$ only:

$$
\mathcal{A}_v(\tilde{G}) = \frac{p^{\tilde{L}_{f_0}}}{N^n} \sum_{i_{f_1},\ldots,i_{f_3} \geq 0} \prod_{k=1}^{I(\tilde{G})} p^{i_{f_k} \tilde{L}_k} \prod_{j=1}^{R} \Theta \left( \sum_{l=0}^{I(\tilde{G})} a_{j,k} i_{f_l} \right),
$$

where $\tilde{L}_k = L_{f_k}^\alpha + \sum_{j=1}^{R} a_{j,k} L_{f_j}^\alpha$. The Heaviside functions restrict the sums over the $i_{f_k} \in \mathbb{N}$ to smaller summation intervals.

Let us comment on the importance of the positivity conditions, implemented by the Heaviside functions. Consider the example on the left of Fig. 17. As detailed previously in the present section, for this example, $R = 1$. We choose the third face (corresponding to $k$) as the face in $F(I)$ (so that $f_2 = f_1^{(R)}$, $f_1 = f_1^{(I)}$, and $f_3 = f_3^{(I)}$). We can rewrite $i_{f_2} = i_{f_0} + i_{f_1} - i_{f_3}$, which is the linear combination $\sum_{k=0}^{I(\tilde{G})} a_{j,k} i_{f_k}$ for $j = 1$. Eq. (78) translates as

$$
\mathcal{A}_v(\tilde{G}) = \frac{1}{N^2} \sum_{i_{f_1},i_{f_3} \geq 0} p^{i_{f_0} + i_{f_1}} \prod_{j=1}^{R} \Theta(i_{f_0} + i_{f_1} - i_{f_3}).
$$

Now if we suppress the $\Theta$ constraint, the expression diverges because of the sum over $i_{f_3}$.

**Existence of the $1/N$ expansion.** Using the above lemma, we can now find an upper bound on the graph amplitudes that improves the one found in Section 2.4 and shows the existence of a $1/N$ expansion for the model.

**Proposition 2.** The amplitude of any graph $G$ with $n$ true vertices is bounded from above as

$$
\mathcal{A}_v(G) \leq (4n)^{3n/2-1} p^{\tilde{\pi}_n} N^{-d(G)},
$$

where $d(G) := n - I(\tilde{G})$ is called the degree of $G$.

**Proof.** The first thing to remark is that because each face momentum touching $v$ is bounded by $S_v$, each vertex touches at most four faces and each face touches at least a vertex,

$$
\sum_{v \in \tilde{V}} S_v \geq \sum_{f \ni v} i_f \geq \sum_{f} \frac{i_f}{4}.
$$

Then using Lemma 1,

$$
\prod_{c \in \mathcal{E}_n(\tilde{G})} p^{i_c} \leq \prod_{v \in \tilde{V}} p^{\frac{S_v}{2n}} \leq \prod_{v \in \tilde{V}} p^{\frac{S_v}{n}} \leq \prod_{f \in \tilde{F}} p^{\frac{i_f}{4n}} \leq \prod_{k=0}^{I(\tilde{G})} p^{\frac{i_{f_k}}{4n}}.
$$
We can apply this bound on the original expression of the graph amplitudes (37), thus obtaining
\[ A_r(G) \leq \frac{1}{N^n} \sum_{I_U} \delta_{w'}(I_U) \prod_{e \in E_{\alpha}(w)} \delta_{j_e,j_e'} \prod_{k=0}^{I(\tilde{G})} \frac{i_{f_k}}{p^{\frac{i_{f_k}}{4n}}}. \] (83)

We can now rewrite this bound in terms of the face momenta,
\[ A_r(G) \leq \frac{p_{\frac{i_{f_k}}{4n}}}{N^n} \left( \prod_{f \neq f_0} \sum_i \delta(E \cdot \vec{i}) \prod_{k=1}^{I(\tilde{G})} \frac{i_{f_k}}{p^{\frac{i_{f_k}}{4n}}} \right), \] (84)
and then of the face momenta in \( i_{f(j)} \), exactly as was done above for the graph amplitudes themselves,
\[ A_r(G) \leq \frac{p_{\frac{i_{f_k}}{4n}}}{N^n} \sum_{i_{f(1)}, \ldots, i_{f(j)}} \prod_{j=1}^{R} \Theta \left( \sum_{l=0}^{a_{j,l}} a_{j,l} \frac{i_{f(l)}}{p^{\frac{i_{f(l)}}{4n}}} \right) \prod_{k=1}^{I(\tilde{G})} \frac{i_{f_k}}{p^{\frac{i_{f_k}}{4n}}}, \] (85)
with the difference that now removing the positivity constraints from the \( \Theta \), we still have a finite quantity.
\[ A_r(G) \leq \frac{p_{\frac{i_{f_k}}{4n}}}{N^n} \sum_{i_{f(1)}, \ldots, i_{f(j)}} \prod_{k=1}^{I(\tilde{G})} \frac{i_{f_k}}{p^{\frac{i_{f_k}}{4n}}} = \frac{p_{\frac{i_{f_k}}{4n}}}{N^n} \left( \frac{1}{1 - p_{\frac{i_{f_k}}{4n}}} \right)^{I(\tilde{G})}. \] (86)

Factorizing the dependence on \( N \), we get
\[ A_r(G) \leq \frac{p_{\frac{i_{f_k}}{4n}}}{N^n} \sum_{i_{f(1)}, \ldots, i_{f(j)}} \prod_{k=1}^{I(\tilde{G})} \frac{i_{f_k}}{p^{\frac{i_{f_k}}{4n}}} = \frac{p_{\frac{i_{f_k}}{4n}}}{N^{n-I(\tilde{G})}} h(p)^{I(\tilde{G})}, \] (87)
with \( h(p) \) a smooth increasing positive function on \((0, \infty)\), thus bounded on \((0, 1)\) by its value at \( p = 1 \). Since \( h(1) = 4n \), we have
\[ A_r(G) \leq (4n)^{I(\tilde{G})} p_{\frac{i_{f_k}}{4n}} N^{-d(G)} \] (88)
using the definition of \( I(\tilde{G}) = F - R - 1 \) and \( F \leq 3n/2 + 1 \) (from Lemma 2) and \( R \geq 1 \) we get
\[ A_r(G) \leq (4n)^{3n/2 - 1} p_{\frac{i_{f_k}}{4n}} N^{-d(G)}. \] (89)

The existence of the \( 1/N \) expansion is then guaranteed by the following two lemmas.

**Lemma 5.** If \( G \) is melonic, then \( d(G) = 0 \).

*Proof.* With each melonic reduction we remove exactly two independent faces (keeping the external face until the last melonic reduction). Indeed, consider the graphs in Fig. 17, but with the face that visits the root replaced by a face of arbitrary unknown...
length and face momentum \(i_f = j_v\) instead of \(r\). Then we see that each melonic reduction removes three faces. But two of these faces have dependent face momenta \(k_v\) and \(S_v - k_v\), so that only two independent faces are removed. In other words, the rank of the incidence matrix \(R\) is maximal in the case of melonic graphs \(R = V = n/2\). On the other hand, by the same type of recursion, the number of faces of a melonic graph is \(F = 3n/2 + 1\), in other words, it saturates the bound of Lemma 2. Hence, \(I(G) = F - R - 1 = n\), and \(d(G) = n - I(G) = 0\).

**Lemma 6.** If \(G\) is not melonic, then \(d(G) > 0\).

*Proof.\* We first reduce all elementary 2-point melons in \(G\) (if there are any). By the strategy of the previous lemma this reduces the number of 8-valent nodes by \(m < n/2\). In this process, \(3m\) faces and \(2m\) independent faces are removed. Hence the proof reduces to the case of a graph \(G'\) which still has \(n' \geq 2\) true vertices, but no longer contains any elementary 2-point melons. Let us define \(\mathcal{V}_i'\) as the number of vertices in \(G'\) adjacent to exactly \(i\) faces of length one. Since \(G'\) has no elementary 2-point melons, \(\mathcal{V}_3' = \mathcal{V}_4' = 0\). By direct analysis of the recursive removal of melonic insertions similar to the previous lemma, \(d(G') = d(G)\).

We then observe that the rank of the incidence matrix \(R\) is at least \(\mathcal{V}_1' + \mathcal{V}_2'\), because in each vertex which contains at least one face of length one we can express the momentum of one face of length one at that vertex in terms of the other momenta. Therefore, \(R(G') \geq \mathcal{V}_1' + \mathcal{V}_2'\) and

\[
I(G') = F - R - 1 \leq \sum_{i \geq 1} F_i - \mathcal{V}_1' - \mathcal{V}_2' - 1 = \sum_{i \geq 2} F_i + \mathcal{V}_2' - 1 \leq \sum_{i \geq 2} \frac{i}{2} F_i + \mathcal{V}_2' - 1. \tag{90}
\]

Using (70), \(\sum_{i \geq 2} \frac{i}{2} F_i = n' - \frac{1}{2}(\mathcal{V}_1' + 2\mathcal{V}_2') = 2\mathcal{V}_0' + \frac{3}{2}\mathcal{V}_1' + \mathcal{V}_2'\), hence \(I(G') \leq 2\mathcal{V}_0' + \frac{3}{2}\mathcal{V}_1' + 2\mathcal{V}_2' - 1\), and therefore,

\[
I(G') < 2\mathcal{V}_0' + 2\mathcal{V}_1' + 2\mathcal{V}_2' = n'. \tag{91}
\]

Thus, \(d(G) = d(G') = n' - I(G') > 0\).

We make a few remarks. First, Prop. 2 only provides an upper bound for the \(N\) scaling of the graph amplitudes. Though it is sufficient for proving the existence of a \(1/N\) expansion, it doesn’t give the exact \(N\) scaling of a given graph \(G\). Second, Lemma 5 strongly suggests that the melonic graphs should be the dominant graphs in the \(1/N\) expansion. Indeed, they are the only graphs that can be part of the leading sector \(d(G) = 0\) of the expansion. However, this is not enough for proving that all the melonic graphs are part of the leading sector since Prop. 2 only provides an upper bound.

Given the expression of the graph amplitudes in terms of the independent faces (78), it is likely that the behavior of a graph \(G\) is truly in \(N^{-d(G)}\), thus restricting the \(1/N\) expansion of the averaged Sobolev norms to non-negative integer powers of \(1/N\). We however leave this to future studies.

### 4.4 Melonic dominance

To have a stronger statement for melonic graphs, we now prove that all the melonic graphs are part of the leading sector \(d(G) = 0\). To do this, we find a lower bound on
the amplitude of melonic graphs in Lemma 7, with the right scaling in $N$. Together with Lemma 6, this establishes the following result.

**Proposition 3.** Melonic graphs are all dominant and are the only dominant graphs.

**Proof.** Indeed, from Lemma 6, we know that the behavior in $N$ of the amplitudes of melonic graphs is bounded from above by 1, and in Lemma 7 below, we show that it is bounded from below by 1. □

**Lemma 7.** If $G = (U, w, w')$ is a melonic graph, then

$$\frac{1}{(2n+1)^n}p_r^{(2n+1)r} \leq A_r(G).$$

(92)

**Proof.** Since $G$ is a melonic graph, there exists a way of constructing it by recursively inserting $n/2$ elementary two-point melons, starting from the trivial graph. We consider one particular way of doing so. In the following, for $0 \leq q \leq n$ ($q$ even), we denote by $G_q$ the melonic graph obtained in this particular process, but after $q/2$ melonic insertions only, so that $G_0$ is the trivial graph, and $G_n = G$. In $G_q$, the last elementary two-point melon that has been inserted is referred to in the following as the $q/2$th two-point melon.

We start from the expression of the amplitude of the graph $G_n = G$ with $n$ vertices given in terms of $3n$ sums

$$A_r(G_n) = \frac{1}{N^n} \left( \prod_{v \in V} \sum_{j_v, k_v \leq S_v} \right) \left( \prod_{e \text{ dashed or solid}} \delta_{j_e, j'_e} \right) \prod_{e \text{ dashed}} p^{j_e} \prod_{e \in E} \delta_{\text{lead}}(e).$$

(93)

First, we notice that this expression of the amplitude can be bounded from below by weighting every edge (dashed or solid) with momentum $j_e$ by a factor $p^{j_e}$, thanks to the fact that $p < 1$. In the following however, we will need to bound the amplitude by the more general quantity which we now define. We introduce an edge-weight $a_e \in \mathbb{N}$ for every edge $e$, and we define a quantity such that every edge of given momentum $j_e$ and edge-weight $a_e$ is weighted by a factor $p^{a_e j_e}$,

$$B_r(G_n, \vec{a}) := \frac{1}{N^n} \left( \prod_{v \in V} \sum_{j_v, k_v \leq S_v} \right) \left( \prod_{e \text{ dashed or solid}} \delta_{j_e, j'_e} B_r^{a_e j_e} \right) \prod_{e \in E} \delta_{\text{lead}}(e),$$

(94)

where $\vec{a}$ is the vector of all edge-weights. We obviously have that, for all $\vec{a}$,

$$A_r(G_n) \geq B_r(G_n, \vec{a}).$$

(95)

Let us consider the melonic graphs $G_q$ and $G_{q-2}$ as defined above, with $q = n - 2m$. These graphs are respectively obtained from $G_n$ by performing $m$ and $m + 1$ melonic reductions, so that they have respectively $n - 2m$ and $n - 2m - 2$ vertices. In the following, we bound $B_r(G_{n-2m}, \vec{a}_m)$ in terms of $B_r(G_{n-2m-2}, \vec{a}_{m+1})$, where we assume that the edge-weights $\vec{a}_m$ have been computed from the initial weights $\vec{a}_0$ after the $m$ melonic reductions, and we compute the new edge-weights $\vec{a}_{m+1}$.

We consider the $(n/2 - m)^{th}$ two-point melon. As explained in Remark 1 of Section 3.1, in an elementary two-point melon, we can always locally relabel the indices (within the sums in the amplitude) so that the indices on the external legs of the two-point melon are $j$ and $j'$, and so that for the remaining three edges that link the two
true vertices of the 2-point melon, the indices are respectively $k$ and $k'$, $S - k$ and $S - k'$, and $S - j$ and $S - j'$. This way, the leading propagator is always the propagator $\delta_{S}^{j} \delta_{k}^{j} \delta_{k'}^{j} \sim 1$. Summing over $j'$, $k'$, $S'$, the momenta are locally as in Fig. 18, where we denoted by $j_e$ and $j_{e'}$ the indices on the other end of the edges $e$ and $e'$ that also carry the index $j$, and by $a^{(m)}, b^{(m)}, c^{(m)}$ the $a^{(m)}_e$ edge-weights after $m$ melonic reductions associated with the internal lines of the $(n/2 - m)$th two-point melon. Focusing on the one hand on the sums over $\{S, j, k\}$ involving the indices associated with the $(n/2 - m)$th two-point melon and on the other hand on the indices $j_e$ and $j_{e'}$, we have that

$$B_r(G_{n-2m}, \bar{a}_m) = \frac{B_{j_e,j_{e'}}^{(n-2m)}(p, \bar{a}_m)}{N_{n-2m}} p^{a^{(m)}_e j_e + a^{(m)}_{e'} j_{e'}} \sum_{S=0}^{\infty} \sum_{j,k=0}^{\infty} p^{a^{(m)}_e k + b^{(m)}(S - k) + c^{(m)}(S - j)} \delta_{j_e,j} \delta_{j_{e'},j}$$

$$= \frac{B_{j_e,j_{e'}}^{(n-2m)}(p, \bar{a}_m)}{N_{n-2m}} p^{a^{(m)}_e j_e + a^{(m)}_{e'} j_{e'}} \sum_{S=0}^{\infty} \sum_{j_k=0}^{\infty} p^{a^{(m)}_e k + b^{(m)}(S - k) + c^{(m)}(S - j_e)}$$

(96)

where $B_{j_e,j_{e'}}^{(n-2m)}(p, \bar{a}_m)$ represents the remaining sums and weights of the expression of $B_r(G_{n-2m}, \bar{a}_m)$. We have

$$B_r(G_{n-2m}, \bar{a}_m) \geq \frac{B_{j_e,j_{e'}}^{(n-2m)}(p, \bar{a}_m)}{N_{n-2m}} p^{a^{(m)}_e j_e + a^{(m)}_{e'} j_{e'}} \sum_{S=0}^{\infty} \sum_{j_k=0}^{\infty} p^{a^{(m)}_e k + b^{(m)}(S - k) + c^{(m)}(S - j_e) S}$$

(97)

where we used that $k, S - k, S - j_e \leq S$. The above sums can be straightforwardly
computed:

$$\sum_{S=je, k=0}^{\infty} p(a^{(m)} + b^{(m)} + c^{(m)}) S = \sum_{S=je}^{\infty} (S + 1) p(a^{(m)} + b^{(m)} + c^{(m)}) S$$

\[ = \frac{p(a^{(m)} + b^{(m)} + c^{(m)})}{(1 - p(a^{(m)} + b^{(m)} + c^{(m)}))^2} \] (98)

\[ \geq \frac{p(a^{(m)} + b^{(m)} + c^{(m)})}{(1 - p(a^{(m)} + b^{(m)} + c^{(m)}))^2} \] (99)

\[ \geq \frac{p(a^{(m)} + b^{(m)} + c^{(m)})}{(a^{(m)} + b^{(m)} + c^{(m)})^2} N^2. \] (100)

Denoting $|\vec{a}_m|$ the $L^1$ norm of $\vec{a}_m$ we have

$$B_r(G_{n-2m}, \vec{a}_m) \geq \frac{B_r(G_{n-2m}, \vec{a}_m)}{|\vec{a}_m|^2} = \frac{B_r(G_{n-2m}, \vec{a}_{m+1})}{|\vec{a}_{m+1}|^2}. \] (102)

Thus we can reduce the $(n/2 - m)^{th}$ two-point melon and replace it by a new edge $e_{\text{new}}$ in $G_{n-2m-2}$ with edge-weight $a_{e_{\text{new}}} = a^{(m)} + a_{e'}^{(m)} + a^{(m)} + b^{(m)} + c^{(m)}$. The graph $G_{n-2m-2}$ has four edges less than $G_{n-2m}$ and consequently four edge-weights less. We define the edge-weights $\vec{a}_{m+1}$ of $G_{n-2m-2}$ such that all the edge-weights of the edges untouched under the melonic reduction are the ones of the corresponding edges of $G_{n-2m}$, while the edge-weight of the new edge is defined to be $a_{e_{\text{new}}}$,

$$\vec{a}_{m+1} = (\vec{a}_m \setminus (a^{(m)} + a_{e'}^{(m)} + a^{(m)} + b^{(m)} + c^{(m)})) \cup a_{e_{\text{new}}}.$$

Doing so we notice that since the weights $a^{(m)}_e, a_{e'}^{(m)}, a^{(m)}, b^{(m)}, c^{(m)}$ are non-negative, then $a_{e_{\text{new}}}$ is too, and $|\vec{a}_m| = |\vec{a}_{m+1}|$, thus the $L^1$ norm of the edge-weights vector stays constant under a melonic reduction. We can further rewrite

$$B_r(G_{n-2m}, \vec{a}_m) \geq \frac{B_r(G_{n-2m}, \vec{a}_{m+1})}{|\vec{a}_{m+1}|^2} = \frac{B_r(G_{n-2m}, \vec{a}_{m+1})}{|\vec{a}_{m+1}|^2}. \] (103)

This formula induces a sequence of nested lower bounds in terms of $B_r$ evaluated on smaller graphs

$$\ldots \geq \frac{B_r(G_{n-2m}, \vec{a}_m)}{|\vec{a}_m|^{2m}} \geq \frac{B_r(G_{n-2m}, \vec{a}_{m+1})}{|\vec{a}_{m+1}|^{2m+2}} \geq \ldots.$$ (104)

Consequently, if we start the process of melonic reductions with a melonic graph $G_n$ with $n$ vertices and initial edge-weights $\vec{a}_0$, we can perform $n/2 - 1$ melonic reductions to sequentially bound $B_r(G_n, \vec{a}_0)$ in term of $B_r(G_{2}, \vec{a}_{n/2-1})$, where $\vec{a}_{n/2-1}$ represents the remaining five edge-weights after the $n/2 - 1$ melonic reductions. We have

$$B_r(G_n, \vec{a}_0) \geq \frac{B_r(G_{2}, \vec{a}_{n/2-1})}{|\vec{a}_0|^{n-2}},$$ (105)
and
\[
\mathcal{B}_r(G_2, \bar{a}_{n/2-1}) = \frac{1}{N^2} p_{j_e r}^{a_{e r} + a_{e'} r} \sum_{S = j_e r}^{\infty} \sum_{j,k=0}^S p_r^{(n/2-1)k} p_r^{(n/2-1)(S-k)} p_r^{(n/2-1)(S-j)} \delta_{j_e r, j} \delta_{j_e r', j}
\]
\[
\geq \frac{1}{N^2} p_{j_e r}^{a_{e r} + a_{e'} r} \sum_{S = j_e r}^{\infty} p_r^{(a(n/2-1)+b(n/2-1)+c(n/2-1)) S}
\]
\[
\geq \frac{1}{|\bar{a}_0|^2} p_{j_e r}^{a_{e r} + a_{e'} r} \sum_{S = j_e r}^{\infty} p_r^{(a(n/2-1)+b(n/2-1)+c(n/2-1)) S} = \frac{p_{j_e r} |\bar{a}_0|^2}{|\bar{a}_0|^n},
\]
thus
\[
\mathcal{A}_r(G_n) \geq \mathcal{B}_r(G_n, \bar{a}_0) \geq p_{j_e r} |\bar{a}_0|^2 / |\bar{a}_0|^n.
\]
Choosing \( \bar{a}_0 \) such that all initial edge-weights are set to one, we have
\[
|\bar{a}_0| = \sum_{e \in G_n} a_e^{(0)} = 2n + 1
\]
which is the number of edges of \( G_n \). Since \( j_e = r \), we end up with the desired bound
\[
\mathcal{A}_r(G_n) \geq \frac{p_{j_e r} (2n+1)}{(2n+1)^n}. \]
In particular, we have the desired melonic scaling in \( N \), that is, \( d(G) = 0 \).

4.5 Exponential bound for melonic graphs and analyticity of the melonic Sobolov norms

Proposition 3 shows that all the melonic graphs are part of the leading order in the \( 1/N \) expansion. This key fact allows one to define the melonic approximation
\[
G_2^{\text{melo}}(r, t) := \sum_{n \text{ even}}^{4^n} 8^{-n/2} \sum_{G \text{ melonic of order } n} \epsilon(U) \mathcal{A}_r(G)
\]
to \( \langle G_2(r, t) \rangle_{\alpha,C} \). It remains to prove that this melonic approximation defines an analytic function of \( t \). This is the object of this section: we will prove the following proposition.

**Proposition 4.** There exists an interval around 0 on which the melonic approximation \( S_\gamma^{\text{melo}}(t) = \sum_{r \geq 0} \frac{r!}{N^r} G_2^{\text{melo}}(r, t) \) to the averaged Sobolev norms \( \bar{S}_\gamma \) is analytic in \( t \).

The following lemma gives an exponential upper bound on melonic graphs. This is the first step to prove the analyticity of the restriction of the Sobolev norms to the melonic regime.

**Lemma 8.** If \( G = (U, w, w') \) is a melonic graph, then
\[
\mathcal{A}_r(G) \leq 4^n p^{r/2}.
\]

**Proof.** In this proof, we first bound from above the amplitude of melonic graphs using a quantity that depends on some weights, similarly as in the proof of Lemma 7. We then compute this quantity inductively, by performing melonic reductions.
To start with, we notice that we have the following simple bound on the amplitude of a graph $G$

$$\mathcal{A}_r(G) \leq \frac{1}{N^n} \left( \prod_{v \in V} \sum_{\mathcal{S}_v, j_v, k_v \in \mathbb{Z}} \right) \left( \prod_{e \text{ dashed or solid}} \delta_{j_e, j'_e} \right) \prod_{e \text{ dashed}} p_{|j_e|} \prod_{e \in \mathcal{E}_G} \delta_{\text{lead}(e)}. \quad (110)$$

The right hand side bounds $\mathcal{A}_r(G)$ simply because it extends the sum over all $\mathbb{Z}$ while ensuring convergence by changing all the factors $p^k$ into $p^{|k|}$. Since $G$ is a melonic graph, there exists a way of constructing it by recursively inserting $n/2$ elementary two-point melons, starting from the trivial graph. We pick one way of doing so. This induces an order on the two-point melons of $G$. In particular, we can distinguish the last melonic insertion. We introduce the length-$L$ ($L \in \mathbb{N}$) chain functions, which are tool functions for our proof,

$$F_0(j) = p^{|j|}, \quad F_L(j) = \sum_{j_1, \ldots, j_L} p^{j - j_1 + |j_1 - j_2| + \cdots + |j_{L-1} - j_L| + |j_L|}. \quad (111)$$

Note that these functions are even ($F_L(j) = F_L(-j)$). We have the sum and concatenation rules

$$\sum_j F_L(j - k) = K(p)^{L+1} \quad \forall k \in \mathbb{Z}, \quad (112)$$

$$\sum_k F_L(j - k) F_M(k) = F_{L+M+1}(j). \quad (113)$$

where $K(p) = \frac{1 + p}{1 - p} = 2N + O(1)$. The properties of these chain functions are used to bound the amplitude recursively.

The right hand side of (110) can be expressed using chain functions of length 0 attached to every dashed edge, it is written as

$$\frac{1}{N^n} \left( \prod_{v \in V} \sum_{\mathcal{S}_v, j_v, k_v \in \mathbb{Z}} \right) \left( \prod_{e \text{ dashed or solid}} \delta_{j_e, j'_e} \right) \prod_{e \text{ dashed}} F_0(j_e) \prod_{e \in \mathcal{E}_G} \delta_{\text{lead}(e)}. \quad (114)$$

For initializing the recursion and for illustratory purposes, we here compute the contribution of the last melonic insertion of $G$ to the right hand side of (110). The last melonic insertion has to be of one of the types I, II, III, IIIs or IIIs as depicted in Figures 10-14. As in the proof of Lemma 7 (see also Remark 1), we can do a local change of variables and sum over the indices of one of the true vertices of the 2-point melon, so that the momenta are displayed as in Fig. 18, i.e. the two external edges of the 2-point melon have the same momentum $j$, and the three internal edges linking its true vertices have respectively the momenta $S - j$, $k$, and $S - k$. Depending on the type of melonic insertion, we have different possible results. In order to keep the proof concise, we show the initialization cases for two different melonic insertion types only,

- Type I:

$$\sum_{S,j,k \in \mathbb{Z}} F_0(k) F_0(S - k) F_0(S - j) \delta_{j_e,j} \delta_{j'_e,j'} = F_2(j_e) \delta_{j_e,j'} \quad (115)$$
which is computed using the concatenation rule (113) and the evenness of the chain functions. Notice that in this case, the result does not involve the function $K(p)$. From this result, we can now perform a melonic reduction of type $\text{I}$ on the last melonic insertion at the expense of weighting the newly created edge by $F_2(j_e)$. Notice that the chain function weighting this new edge is of greater length $L$.

- **Type $\text{II}$:**

  \[
  \sum_{S,j,k \in \mathbb{Z}} F_0(j)F_0(S - k)F_0(k)\delta_{j_e,j}\delta_{j_e',j} = \delta_{j_e,j_e'}F_0(j_e)K(p)^2, \quad (116)
  \]

  which is obtained using the sum rule first over $S$ and then over $k$ (the sum over $j$ is trivial thanks to the Kronecker delta). Again we can perform a melonic reduction of type $\text{II}$ on the last melonic insertion at the expense of weighting the newly created edge with $F_0(j_e)K(p)^2$. Notice that the length of the chain function weighting the new edge remains the same in this case.

In order to keep track of the length of the different chain functions weighting the dashed edges of a graph, we define length labels $L_e \in \mathbb{N}_0$ associated to each dashed edge $e$. We write $\vec{L}_e$ the vector of all edge-lengths. We then define the extended amplitude $D_r(G, \vec{L}_e)$, which depends on a graph and its edge-lengths, as

\[
D_r(G, \vec{L}_e) := \frac{1}{N_n} \left( \prod_{v \in V} \sum_{S, j_v, k_v \in \mathbb{Z}} \prod_{e \text{ dashed or solid}} \delta_{j_e, j_e'} \prod_{j \in G} F_{L_e}(j_e) \prod_{e \in E} \delta_{\text{lead}}(e) \right). \quad (117)
\]

For $\vec{L}_e = 0$, it reduces to (114), thus we have

\[
A_r(G) \leq D_r(G, 0). \quad (118)
\]

We now want to evaluate the extended amplitude $D_r(G, 0)$ inductively, by performing successive melonic reductions starting from the initial graph $G$ and ending with the trivial graph. As illustrated above, reducing two-point melons can introduce chain functions with increasing lengths and factors of $K(p)$. Therefore, one needs to understand the effect of reducing a two-point melon, for each type, in a graph with a priori unknown edge-length labels. This is what is done below. In the case of an elementary 2-point melon of type $\text{I}$, we use twice the concatenation rule and the evenness of $F$ to write

\[
\sum_j \delta_{j,j_e}\delta_{j,j_e'} \sum_S \sum_k F_L(S - k)F_M(k)F_P(S - j) = \delta_{j_e,j_e'}F_{L+M+P+2}(j_e). \quad (119)
\]

In the case of type $\text{II}$, we use twice the sum rule to write

\[
\sum_j \delta_{j,j_e}\delta_{j,j_e'} \sum_S \sum_k F_L(j)F_M(S - k)F_P(k) = \delta_{j_e,j_e'}K(p)^{M+P+2}F_L(j_e). \quad (120)
\]

In the case of type $\text{III}$, we use twice the sum rule to write

\[
\sum_j \delta_{j,j_e}\delta_{j,j_e'} \sum_S \sum_k F_L(j)F_M(S - k)F_P(S - j) = \delta_{j_e,j_e'}K(p)^{M+P+2}F_L(j_e). \quad (121)
\]
In the case of type IIIs, we use twice the sum rule to write
\[
\sum_j \delta_{j,e} \delta_{j,e'} \sum_S \sum_k F_L(S - k) F_M(k) = \delta_{j,e,j,e'} K(p)^{L+M+2}. \tag{122}
\]

Finally, in the case of type IIIIs, we use twice the sum rule to write
\[
\sum_j \delta_{j,e} \delta_{j,e'} \sum_S \sum_k F_L(S - k) F_M(S - j) = \delta_{j,e,j,e'} K(p)^{L+M+2}. \tag{123}
\]

As is apparent already in the computations of equations (115), (116) and more generally in the above results, only type-I melonic reductions can create new edges with associated edge-length label greater (by 2) than the sum of the edge-length labels associated to the reduced 2-point melon. The other types of melonic reductions produce factors of \(K(p)^2\) for each reduction, as well as additional factors of powers of \(K(p)\) that depend on the length of the internal edges (see above results for the details). They also produce new edges, either with edge-lengths smaller than the sum of the internal edge-lengths or with no edge-length (if the resulting created edge is a plain edge).

Let us compute \(D_r(G, 0)\) in terms of powers of \(K\) and factors \(F_L e\). There is an obvious factor \(K(p)^{2M_I}\) from the reduction of 2-point melons which are not of type I, where \(M_I\) denotes the number of such 2-point melons. Let us then focus on the contribution of the dipoles of type I. Although the type-I two-point melons do not produce any factor of \(K\), they do add a factor of 2 to the length of the new edge. We can trace down what happens to this particular factor of 2 during the melonic reductions that follow. Every time a 2-point melon which is not of type I is reduced, the total length of the internal dashed edges of this 2-point melon is converted into powers of \(K\). If the factor of 2 resulting from the reduction of a 2-point melon of type I ends up on an internal dashed edge of some other 2-point melon, then it becomes a factor \(K^2\). We denote by \(\phi\) the number of 2-point melons of type I for which this happens. Consequently, the only 2-point melons which do not contribute with a factor of \(K^2\) are those of type I for which the factors of 2 end up on the dashed edge of the trivial graph after the last melonic reduction. We denote by \(\nu\) the number of such type-I two-point melons. From the above discussion, we deduce that

\[
D_r(G, 0) = \frac{1}{N^n} K(p)^{2M_I} K(p)^{2\phi} F_{2\nu}(r), \tag{124}
\]

with
\[
\phi + \nu = M_I, \tag{125}
\]

\(M_I\) being the total number of 2-point melons of type I. Now using the fact that
\[
F_{2\nu}(r) \leq p^{r/2} N^{2\nu} 4^{2\nu},
\]
as will be proved in Lemma 9 below, we obtain that
\[
D_r(G, 0) \leq \frac{1}{N^n} N^{2(M_I + \phi + \nu)} 4^{M_I + \phi + 2\nu} p^{r/2} \leq 4^n p^{r/2}, \tag{126}
\]

where we used that \(M_I + \phi + \nu = M_I + M_I = n/2\). \qed
Lemma 9. For \( s \geq 0 \), we have the following bound on the tool functions,

\[
F_s(r) \leq p^{r/2} N^s A^s.
\]  

(127)

Proof. Let us first change variable as follows,

\[
F_s(r) = \sum_{j_1, \ldots, j_s} p^{\sum_{k=1}^s |j_k|} = \sum_{j'_1, \ldots, j'_s} p^{\sum_{k=1}^s |j'_k|} p^{r - \sum_{k=1}^s j_k}.
\]  

(128)

Denoting \( J = \sum_{k=1}^s j'_k \), we therefore have

\[
F_s(r) = \sum_{j'_1, \ldots, j'_s} p^{\sum_{k=1}^s |j'_k|} p^{r - J}.
\]  

(129)

Now, there exists a smooth increasing positive function \( h(p) \) on \((0, \infty)\), thus bounded on \((0, 1)\) by its value at \( p = 1 \), such that

\[
1 + p^{1/2} - p = h(p).
\]  

(134)

Thus

\[
F_s(r) \leq p^{r/2} N^s h(1)^s.
\]  

(135)

We must now bound the number of melonic graphs at order \( n \).

Lemma 10. The number of melonic graphs \( G = (U, w, w') \) of order \( n \) is bounded from above by \( K^n n! \) for some constant \( K \).

Proof. Let us bound the number of melonic graphs \( G = (U, w, w') \) of order \( n \) from above. By forgetting arrows, wavy edges and the difference between solid and dashed edges, one can associate to any melonic graph \( G = (U, w, w') \) a simpler 4-regular melonic graph \( \bar{G} \) with labeled vertices from 1 to \( n \) and one bivalent root. We call \( \bar{G} \) the projected graph of \( G \). The vertices of \( \bar{G} \) are labeled simply because they inherit the heap-ordering labels of \( U \). The number of melonic graphs \( G \) of order \( n \) is given by \( \sum_{\bar{G}} N(\bar{G}) \), where \( N(\bar{G}) \) is the number of graphs \( G \) that have the same projected graph \( \bar{G} \), and the sum is taken over all labeled projected 4-regular melonic graphs \( \bar{G} \). Let us bound \( N(\bar{G}) \) from above.
Given a labeled projected melonic graph $\bar{G}$, we obtain all the graphs $G$ which project to $\bar{G}$ (if there exist any) as follows. We first choose a spanning tree so that the labels of $\bar{G}$ define a heap ordering of the spanning tree (leaves included). Of course, this might not be possible, however we bound the number of ways of doing so by the number of non-necessarily connected subgraphs of $\bar{G}$, which is $2^{2n+1}$ (for every edge, we decide whether it is included in the subgraph or not, and there are $2n + 1$ edges). The edges not included in the spanning tree are the dashed edges.

Then, we must choose the orientation of the edges, so that there are two in-going and two out-going edges at every true vertex, and one in-going and one out-going edges at the root. Again, this might not be doable, but we bound the number of ways of doing so by $2^{2n}$, which is the number of ways of orienting the edges of the graph with only the condition for the edges incident to the root (i.e. when forgetting the conditions at the true vertices).

We must then choose an ordering of the children half-edges around every true vertex, so that the orientation of the parent-edge matches that of the edge $e_2$, and so that the orientation of the edges $e_3$ and $e_4$ is opposite to that of $e_1$ and $e_2$ at every vertex. This might not be possible, but we bound the number of ways of doing so by $3^n$.

Finally, any melonic graph can be constructed by recursively inserting elementary 2-point melons, so that the vertices of the graphs are naturally associated in pairs. There is a unique way of adding the wavy edges between these pairs of vertices.

This way, we see that the number of melonic graphs $G = (U, w, w')$ of order $n$ is bounded from above by $2n!C^4_n 48^n$, where $C^4_n$ is the order 4 Fuss-Catalan number $\frac{1}{4n+1} \binom{4n+1}{n}$, which is the number of 4-regular projected melonic graph with $n$ unlabeled vertices and one bivalent root [12], and the labeling of the vertices corresponds to the $n!$ factor. The Fuss-Catalan number $C^4_n$ behaves asymptotically as $\frac{2}{3\sqrt{6\pi}} \left(\frac{4}{3^3}\right)^n n^{-3/2}$, in particular it is bounded by $\left(\frac{4}{3^3}\right)^n$. We may set for instance $K = 96 \left(\frac{4}{3^3}\right)$. This concludes the proof. 

**Proof of Prop. 4.** Taking into account the $1/n!$ symmetry factor in (36), Lemmas 8-10 prove that the melonic approximation (108) to $\langle G_2(r, t) \rangle_{\alpha, C}$ is analytic in $t$ at least in a finite disk, and for $t$ sufficiently close to 0,

$$|G^\text{melo}_2(r, t)| \leq \frac{p^{r/2}}{1 - 2K^2t^2}. \quad (136)$$

Therefore, the melonic approximation $S^\gamma = \sum_{r \geq 0} r^\gamma \frac{\nu}{N} G^\text{melo}_2(r, t)$ to the averaged Sobolev norms $S_\gamma$ is also analytic in $t$ at least in a finite disk. This completes the proof of Prop. 4, and therefore of Theorem 1. 

This leads to a bound on the averaged Sobolev norms $S^\text{melo}_\gamma$, namely

$$\sum_{r \geq 0} r^\gamma \frac{\nu}{N} G^\text{melo}_2(r, t).$$

This bound is written as,

$$|S^\text{melo}_\gamma| \leq \frac{1}{N} \frac{L_\gamma(\sqrt{p})}{1 - 2K^2t^2} \leq \frac{K_1 N^\gamma}{1 - 2K^2t^2}. \quad (137)$$
Thus we expect the averaged melonic Sobolev norms to scale in $N^\gamma$ (so that $S_{\gamma \omega}^{\text{melo}} = N^\gamma \bar{S}_{\gamma \omega}$ in (69)), but proving it requires to take into account the possible cancellations in the series, due to the minus signs.

Since the averaged melonic Sobolev norms are analytic in a finite disk, we know that the second order computation of Section 3.2 corresponds to the Taylor expansion of the averaged melonic Sobolev norm $S_{\gamma \omega}^{\text{melo}}$ around $t = 0$. Since the coefficient of $t^2$ is positive for $\gamma > 1$ (see Eq. (68)), the melonic Sobolev norm $S_{\gamma \omega}^{\text{melo}}$ increases over a time interval $[0, \delta]$ for some $\delta > 0$ thus proving Theorem 2. This growth phenomenon is called *melonic turbulence*.

### A. Proof of Lemma 3

The graph amplitudes can be expressed as

$$A_{r}(G) = \frac{1}{N^n} \left( \prod_{v \in \tilde{V}} \sum_{S_v, j_v, k_v \leq S_v} \right) \left( \prod_{e \text{ dashed or solid}} \delta_{j_e, j'_e} \right) \prod_{e \text{ dashed}} p^{j_e}. \quad (138)$$

We know that for every corner, the corner momentum $i_c$ (which is $j_v, S_v - j_v, k_v, S_v - k_v$ for the corresponding node $v$) is equal to all of the indices of the other corners in the face it belongs to. Indeed, a face consists of edges linking corners, and the constraint on a dashed or solid edge $e$ between two corners $c$ and $c'$ identifies the corner momenta $j_e = i_c$ and $j'_e = i_{c'}$. So if we introduce a new set of indices $\{i_f\}_f$, we can rewrite the constraints on the edges as

$$\prod_{e \text{ dashed or solid}} \delta_{j_e, j'_e} = \left( \prod_{f} \sum_{i_f \geq 0} \left( \prod_{f} \prod_{c \in f} \delta_{i_c}^{i_f} \right) \right). \quad (139)$$

Indeed, to recover the left hand side, we perform the sums over the $\{i_f\}$ on the right hand side. For each face, it identifies all of the indices of the visited corners and gives back the constraints on the dashed and solid edges that the face visits. We rewrite (138) as

$$A_{r}(G) = \frac{1}{N^n} \left( \prod_{f} \sum_{i_f \geq 0} \left( \prod_{v \in \tilde{V}} \sum_{S_v, j_v, k_v \leq S_v} \right) \left( \prod_{f} \prod_{c \in f} \delta_{i_c}^{i_f} \right) \prod_{e \text{ dashed}} p^{j_e} \right) \quad (140)$$

$$= \frac{1}{N^n} \left( \prod_{f} \sum_{i_f} p^{i_f L_f^\gamma} \left[ \left( \prod_{v \in \tilde{V}} \sum_{S_v, j_v, k_v \leq S_v} \right) \left( \prod_{f} \prod_{c \in f} \delta_{i_c}^{i_f} \right) \right] \right), \quad (141)$$

where $L_f^\gamma$ is the number of dashed in the face $f$. We would now like to perform the sums over the $\{S, j, k\}$, to reduce the term between brackets into a product of Kronecker deltas. This would succeed if we use one delta for each one of the $3n/2$ sums. There is exactly one delta per corner. For a given vertex $v_0$, these four deltas depend only on the three indices $j_v, k_v$ and $S_v$, and on some face momenta which are fixed. Therefore, we should be able to reduce the node constraints to a product of deltas.

More precisely, we consider a node $v_0$ and perform the sums for the two corners $c_1$ and $c_3$ for which the corner momenta are $i_{c_1} = j_{v_0}$ and $i_{c_3} = k_{v_0}$. This uses one delta.
each, $\delta^{i_1 f_1}$ and $\delta^{i_3 f_3}$ (where we shortened the notation $i^{(a)}_{f,v_0} = i_{f_a}$), and it means that for the two remaining corners $c_2$ and $c_4$ of the node, respectively corresponding to the face momenta $S_{v_0} - j_{v_0}$ and $S_{v_0} - k_{v_0}$, the remaining deltas are $\delta^{S_{v_0}-i_{f_1}}_{i_{f_2}}$ and $\delta^{S_{v_0}-i_{f_3}}_{i_{f_4}}$. We stress that the condition that $S_{v_0} \geq i_{f_1}, i_{f_2}$ is implemented in the deltas because of the positivity of $i_{f_3}, i_{f_4}$. We perform the sum over $S_{v_0}$, leaving us with a $\delta^{i_{f_3}+i_{f_4}-i_{f_1}}_{i_{f_2}}$ which we re-arrange as a $\delta^{i_{f_3}+i_{f_4}}_{i_{f_1}+i_{f_2}}$. We have to be sure that the the constraint that $S_{v_0} \geq \max(i_{f_1}, i_{f_3})$ is implemented, and this is the case, as $i_{f_3} + i_{f_4} - i_{f_1}$ is non-negative since $i_{f_2} \geq 0$ and $i_{f_3} + i_{f_4} \geq i_{f_3}$ so $i_{f_3} + i_{f_4} \geq \max(i_{f_1}, i_{f_3})$ and similarly for $i_{f_3} + i_{f_4}$. The sums corresponding to the vertex $v_0$ in (141) have been taken care of and we proceed with another vertex.
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