Ternary unitary quantum lattice models and circuits in 2 + 1 dimensions
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We extend the concept of dual unitary quantum gates [Phys. Rev. Lett. 123, 210601 (2019)] to quantum lattice models in 2 + 1 dimensions, by introducing and studying ternary unitary four-particle gates, which are unitary in time and both spatial dimensions. When used as building blocks of lattice models with periodic boundary conditions in time and space (corresponding to infinite temperature states), dynamical correlation functions exhibit a light-ray structure. We also generalize solvable MPS [Phys. Rev. B 101, 094304 (2020)] to two spatial dimensions with cylindrical boundary conditions, by showing that the analogous solvable PEPS can be identified with matrix product unitaries. In the resulting tensor network for evaluating equal-time correlation functions, the bulk ternary unitary gates cancel out. We delineate and implement a numerical algorithm for computing such correlations by contracting the remaining tensors.

Introduction. Dual unitary gates are special two-particle gates which are unitary both in time and space direction, forming the building blocks of a class of quantum lattice models in 1 + 1 dimensions for which an exact evaluation of correlation functions is feasible [1]. Here we generalize this framework to two spatial dimensions, which are known for phenomena that do not exist in one dimension, like anyons [2, 3]. Specifically, we construct and analyze four-particle gates which are unitary in time and along both spatial dimensions, denoted “ternary unitary” gates. We will show that corresponding quantum lattice models exhibit light-ray correlation functions, pictorially along the edges of a pyramid. We also generalize corresponding “solvable” quantum states [4] to two spatial dimensions, assuming cylindrical boundary conditions. In analogy to matrix product states (MPS) in Ref. [4], we employ projected entangled pair states (PEPS) [5, 6] as Ansatz for the generalisation. We will show that these “solvable” PEPS can be identified with concatenations of matrix product unitaries [7, 8].

Ternary unitary gates. We examine a subset of four-particle gates $U \in \text{End}(\mathcal{H}^4)$, where $\mathcal{H}$ is the $d$-dimensional local Hilbert space, usually chosen as $\mathcal{H} = \mathbb{C}^d$, with $d = 2$ for qubits (or spin-$\frac{1}{2}$ particles). The particles are geometrically arranged as a $2 \times 2$ plaquette. In common tensor network language, $U$ is a 8-tensor, drawn as a cube:

$$U = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 5 & 6 & 7 & 8 \\ t & x_2 & x_1 \end{pmatrix}, \quad U^\dagger = \begin{pmatrix} 5 & 6 & 7 & 8 \\ 1 & 2 & 3 & 4 \\ t & x_2 & x_1 \end{pmatrix}$$

The legs labelled 5, 6, 7, 8 are the input dimensions, and 1, 2, 3, 4 the output dimensions (in conformance with the convention that the leading index of a matrix corresponds to its output). In this picture, the adjoint $U^\dagger$ is a complex-conjugated copy of $U$ mirrored at the spatial $x_1$-$x_2$-plane.

We can now define new matrix products $\circ_1$ and $\circ_2$, interpreted as multiplication along the $x_1$- and $x_2$-direction rather than along the $t$-direction. This means contracting different legs compared to the usual matrix product. We define a ternary unitary operator $U$ as an operator that is unitary with respect to the usual matrix product and the two products $\circ_1$ and $\circ_2$. Visually, we represent the usual unitary property as

$$U^\dagger U = UU^\dagger = I$$

and the unitary condition in $x_1$-direction as

$$U^\dagger _1 \circ_1 U = I \quad \text{and} \quad U \circ_1 U^\dagger _1 = I$$

An analogous depiction can be found for the $x_2$-direction. For more details on the new matrix products, refer to the supplemental material.

A prototypical ternary unitary gate is the generaliz-
tion of the SWAP gate, denoted “t-SWAP”:

$$U_{\text{t-SWAP}} = \sum |a_1, a_2, a_3, a_4\rangle \langle a_4, a_3, a_2, a_1|$$

(4)

where \(\{a\}_{a=0}^{d-1}\) is a basis of \(\mathcal{H}\), and the sum runs over the basis \(\{a_1, a_2, a_3, a_4\}\) of \(\mathcal{H}^\otimes 4\). This gate swaps the opposite sites of a plaquette.

**Constructing ternary unitary gates.** We leave a characterization and encompassing parametrization of ternary unitaries for future work. Here we note that one can construct classes of ternary unitaries from dual unitary gates directly, dual unitary gates can be explicitly visualized in dark red in the following diagram:

$$U = \text{Diagram}$$

(5)

For example, if we choose all four dual unitary gates as SWAP gates, the above construction yields the t-SWAP gate. It is straightforward to verify that (5) is indeed a ternary unitary. While it is a challenge to find ternary unitary gates directly, dual unitary gates can be explicitly parametrized in the qubit case \(d = 2\) [1]. For higher dimensions, constructions were found as well, albeit not general ones [9]. Our construction for ternary unitaries corresponds to a nearest neighbor interaction, when used in the time evolution that we will define below. A different way to construct ternary unitaries is to connect opposite sites by a dual unitary gate:

$$U = \text{Diagram}$$

(6)

**Physical setting.** We consider a quantum system on a two-dimensional square lattice, where each site is associated with a local Hilbert space \(\mathcal{H} = \mathbb{C}^d\). To simplify the discussion, we assume an \(L \times L\) lattice with periodic boundary conditions, were \(L\) is even. Each site is indexed by coordinates \((i, j) \in (\mathbb{Z}/L)^2\).

In our model, a discrete time step can be regarded as trotterized time evolution governed by a Hamiltonian with nearest neighbor interactions:

$$U = U_{oo,\text{vert}}U_{oo,\text{horz}}U_{ee,\text{vert}}U_{ee,\text{horz}}.$$  

(7)

Here \(U_{ee,\text{horz}}\) is the interaction between even-indexed sites with their right neighbors, and \(U_{ee,\text{vert}}\) with their upper neighbors. Analogously, \(U_{oo,\text{vert}}\) and \(U_{oo,\text{horz}}\) start from odd-indexed sites. The operators consist of non-overlapping two-particle gates, see Fig. 1. If we choose these gates as dual unitaries, we can combine them to form ternary unitary gates as in Eq. (5):

$$U_{ee} = U_{ee,\text{vert}}U_{ee,\text{horz}}; \quad U_{oo} = U_{oo,\text{vert}}U_{oo,\text{horz}}.$$  

(8)

**Our method works for more general situations as well.** For conciseness, we denote a \(2 \times 2\) plaquette anchored at a site \(x = (x_1, x_2)\) as \(p(x) = \{(x_1, x_2), (x_1 + 1, x_2), (x_1, x_2 + 1), (x_1 + 1, x_2 + 1)\}\). Now define the two operators

$$U_{ee} = \bigotimes_{(i,j) \in \{(0,0), \frac{L}{2} - 1\}^2} U_{p(2i,2j)},$$  

(9)

$$U_{oo} = \bigotimes_{(i,j) \in \{(0,0), \frac{L}{2} - 1\}^2} U_{p(2i+1,2j+1)},$$  

(10)

where \(U_S\) is the ternary unitary \(U\) acting on sites \(S\). We remark that the following derivations are straightforwardly generalizable for the case of differing ternary gates at each plaquette and time step. In particular, the “light ray” correlation structure (see below) persists. A discrete time step, motivated by trotterized time evolution, is then

$$U = U_{oo}U_{ee}.$$  

(11)

The time dependence (in the Heisenberg picture) of a local operator \(a_x\) acting on lattice site \(x\) is defined as

$$a_x(t) = U^{-t}a_xU^t,$$  

(12)

where \(t\) is an integer.

**Dynamic correlations.** Based on these definitions, we introduce dynamic correlation functions:

$$D^{\alpha \beta}(x, y, t) = \frac{1}{d^2} \text{Tr}[a_x^\alpha U^{-t}a_y^\beta U^t],$$  

(13)

with \(t \in \mathbb{Z}\) and \(\{a_x^\alpha\}_{\alpha=0}^{d^2} \) a basis of local operators on \(\mathcal{H}_x\), the Hilbert space associated to site \(x\). We can use the same trick as in the one-dimensional case [1] and choose \(a_x^0 = \mathbb{I}\) and all operators to be Hilbert-Schmidt orthonormal, i.e., \(\text{Tr}[a_x^\alpha a_x^\beta] = d \delta_{\alpha \beta}\). Thus

$$\text{Tr}[a_x^\alpha] = d \delta_{\alpha 0}.$$  

(14)

As immediate consequence,

$$D^{0 \beta}(x, y, t) = \delta_{0 \beta},$$  

(15a)

$$D^{\alpha 0}(x, y, t) = \delta_{\alpha 0}.$$  

(15b)
for all \( x, y \) and \( t \). As derived in the supplementary, the only remaining cases of non-zero correlations require that \( a_x^\alpha \) and \( a_y^\beta \) are connected along a cross-diagonal “light ray”, and the tensor diagram then simplifies to the following form (illustrated for \( t = 2 \)):

\[
D^{\alpha\beta}(x, y, t) = \frac{1}{d^{d-1}} \text{Tr}[M_{g \text{ mod } 2}^{2t}(a^{\beta} a^{\alpha})],
\]

(16)

The open hooked legs are connected as well, but are not fully drawn for visual clarity. We can condense this further by defining the operator

\[
M_z(a) = \frac{1}{d^3} \text{Tr}[\rho_{p\hat{z}} U^t a z U],
\]

(17)

where \( p = \{(0, 0), (1, 0), (0, 1), (1, 1)\} \) enumerates the sites of a \( 2 \times 2 \) plaquette, \( z \in p \) indexes one of the sites, and \( \hat{z} = (1, 1) - z \) is the site opposite to \( z \). For example,

\[
M_{(1, 1)}(a) = \frac{1}{d^3}.
\]

(18)

We remark that the maps \( M_z \) are \( d^2 \)-unistochastic quantum channels [10] and contracting (by an analogous argumentation as in [1]).

Finally, we may express the correlation function (in case of \( x \) connected along the light ray with \( y \)) as

\[
D^{\alpha\beta}(x, y, t) = \frac{1}{d} \text{Tr}[M_{g \text{ mod } 2}^{2t}(a^{\beta} a^{\alpha})],
\]

(19)

where \((y \text{ mod } 2)\) is understood entry-wise. Note that the light ray condition implies \(|x_1 - y_1| = |x_2 - y_2| = 2t\).

Otherwise, \( D^{\alpha\beta}(x, y, t) = 0 \). Eq. (19) is similar to the one-dimensional case [1]. See the supplementary material for a discussion of the computational cost of evaluating (19). We can simplify (19) further, by writing it in the form

\[
D^{\alpha\beta}(x, y, t) = \sum_{\chi = 1}^{d^2 - 1} c_{\chi}^{\alpha\beta}(t) \lambda_{y,\chi}^{2t},
\]

(20)

where \( \{\lambda_{y,\chi}\}_{\chi = 0}^{d^2 - 1} \) are the eigenvalues of \( M_{g \text{ mod } 2} \) and \( c_{\chi}^{\alpha\beta}(t) \) are polynomials in \( t \). The eigenvalues lie on the unit disk and have coinciding algebraic and geometric multiplicity if they are on the unit circle [1]. The eigenvalue \( \lambda_{y,0} = 1 \) (corresponding to the identity) is omitted from (20), since the operators \( a_y^\beta, a_x^\alpha \) were assumed to be orthogonal to \( \mathbb{1} \). This result is analogous the result found in [1] and shows that the eigenvalues suffice to classify ternary unitaries by their ergodicity. A more detailed analysis of the \( M \)-maps for the construction (5) can be found in the supplemental material.

**Solvable PEPS.** We generalize the concept of solvable states introduced in [4] to two dimensions. The goal is to construct and characterize “solvable” projected entangled pair states (sPEPS) as initial states, such that a semi-analytic calculation of (equal-time) correlation functions is feasible. For this purpose, we consider a scenario which renders the theoretical results in [4] applicable: an \( L_1 \times L_2 \) square lattice (both \( L_1 \) and \( L_2 \) even) with cylindrical geometry, i.e., arbitrary boundary conditions in \( x_1 \)-direction and periodic boundary conditions in \( x_2 \)-direction, and taking the thermodynamic limit \( L_1, L_2 \to \infty \). For the following, a local PEPS tensor \( \Lambda \) represents two neighboring sites in \( x_1 \)-direction, so it is endowed with two physical legs. Graphically this is represented as

\[
\Lambda_{i,j}^{\mu_1\mu_2\eta_1\eta_2} = \begin{pmatrix} \mu_1 & \eta_2 \\ \eta_1 & \mu_2 \end{pmatrix},
\]

(21)

where the \( \mu \) (\( \eta \)) denote the virtual bonds parallel to the \( x_1(x_2) \)-direction and have bond dimension \( \chi_1 \) (\( \chi_2 \)). We denote the uniform PEPS corresponding to \( \Lambda \) (shift-invariant by two sites in \( x_1 \)-direction and one site in \( x_2 \)-direction) on an \( L_1 \times L_2 \) square lattice by \( |\Psi_{L_1,L_2}[\Lambda]\rangle \). For brevity we will say that such a PEPS is shift-invariant.

By combining one physical leg with one \( \mu \)-leg each, we can reinterpret \( \Lambda \) as a matrix product operator (MPO):

\[
\Lambda_{\mu_1\mu_2}^{(i,\eta_1)}(j,\eta_2) = \begin{pmatrix} \eta_2 & \eta_1 \\ \mu_2 & (j, \mu_2) \end{pmatrix},
\]

(22)
where the $\eta$-legs are the virtual bonds and the other legs correspond to “physical” dimensions. This reinterpretation will become relevant for Theorem 1 below. More notation will also be useful. We define as

$$\Lambda^{L_2} = \Lambda^{n_2} \Lambda^{n_2-1} \cdots \Lambda^{n_2-n_1} \Lambda^{n_1} \quad \text{(23)}$$

This kind of contraction is known as blocking of local tensors [7]. The equivalent to this in the PEPS-picture is the contraction of all $\eta$-legs of $\Lambda$-tensors with the same $x_1$-coordinate. Now we define two conditions for sPEPS that can be justified as the conditions for solvable MPS in [4]. For the latter refer to the supplementary material. Also from here on we assume that all states are normalised for all lattice sizes. A shift-invariant PEPS $|\Psi_{L_1,L_2}[\Lambda]\rangle$ is called solvable if

1. The transfer operator of $\hat{\Lambda}^{L_2}$ defined as

$$\hat{\Lambda}_x^r \hat{\Lambda}_x^l \hat{\Lambda}_x^r \cdots \hat{\Lambda}_x^l \hat{\Lambda}_x^r \quad \text{(24)}$$

where the darker local tensor are $\hat{\Lambda}^r$, has a unique largest eigenvalue $\lambda = 1$ with an algebraic multiplicity of 1.

2. There exists a non-zero tensor $S \in \mathbb{C}^{d_L^2 \times d_L^2}$ such that

$$S \Lambda^{L_2} = \Lambda^{L_2} \quad \text{(25)}$$

We need two additional definitions to state the following theorem. A matrix product unitary (MPU) is an MPO that fulfills [7]

$$\Lambda^{L_2} \Lambda^{L_2} = \Lambda^{L_2} = \Lambda^{L_2} \quad \text{(26)}$$

for all $L_2 \in \mathbb{N}_1$. MPUs can be characterized in different ways [7, 8]. For example, any one-dimensional quantum cellular automaton is an MPU and vice versa [7]. The second required notion is that of equivalence. We say that two sets of states $\{|\Psi_{L_1,L_2}\rangle\}_{L_1, L_2}$, $\{|\Phi_{L_1,L_2}\rangle\}_{L_1, L_2}$ defined on increasing lattice sizes $L_1 \times L_2$ are equivalent if

$$\lim_{L_2 \to \infty} \lim_{L_1 \to \infty} \langle \Psi_{L_1,L_2} | \Omega_R | \Psi_{L_1,L_2} \rangle = \lim_{L_2 \to \infty} \lim_{L_1 \to \infty} \langle \Phi_{L_1,L_2} | \Omega_R | \Phi_{L_1,L_2} \rangle \quad \text{(27)}$$

for all operators $\Omega_R$, where $R \subset \mathbb{Z}^2$ is bounded. Alternatively we just say $|\Psi_{L_1,L_2}\rangle$ is equivalent to $|\Phi_{L_1,L_2}\rangle$ in the thermodynamic limit. Now we can state the main result of this section:

**Theorem 1** (Classification of solvable PEPS states). On a square lattice $L_1 \times L_2$ with cylindrical boundary conditions a solvable PEPS $|\Psi_{L_1,L_2}[\Lambda]\rangle$ as defined above is equivalent in the thermodynamic limit to some shift-invariant PEPS $|\Psi_{L_1,L_2}[\Lambda]\rangle$ such that the associated MPO (22) is an MPU up to a scalar factor.

A detailed proof can be found in the supplementary material. Essentially, the theorem is a consequence of Theorem 1 in [4] after reducing the two-dimensional lattice geometry to a one-dimensional layout by grouping all tensors in $x_2$-direction at given $x_1$ and $t$. In particular, the local Hilbert space dimension is then $d_L^2$.

A consequence of this theorem is that we can restrict the following discussion to PEPS that consist of local tensors that generate an MPU. We want to study their behavior under the time evolution in Eq. (11), i.e., layers of ternary unitary gates. We choose the position of our local tensors $\Lambda$ such that the first four-particle ternary unitary gates act on plaquettes where each site is described by a different tensor $\Lambda$, see Fig. 2 for reference. We can use our assumptions to simplify the tensor network in Fig. 3 that represents the dynamics of an expectation value of a local operator $\Omega_R$ for a bounded $R \subset \mathbb{Z}^2$ in the thermodynamic limit:

$$E(\Omega_R, t) = \lim_{L_2 \to \infty} \lim_{L_1 \to \infty} \langle \Psi_{L_1,L_2}(t) | \Omega_R | \Psi_{L_1,L_2}(t) \rangle$$

$$= \lim_{L_2 \to \infty} \lim_{L_1 \to \infty} \langle \Psi_{L_1,L_2} | \Omega_R \Omega_R^{\dagger} | \Psi_{L_1,L_2} \rangle,$$  \quad \text{(28)}$$
where the explicit dependence on \( \Lambda \) was left out. If \( \Omega_R \) is a single-site operator, we can use a graphical proof to see that \( E(\Omega_R, t) = \text{Tr}[\Omega_R] \) for all \( t \). Therefore we choose \( \Omega_R \) to be a two-site operator to investigate further. Assume \( \Omega_R \) is composed of two single site operators \( a^\alpha_x, a^\beta_y \) that are taken from the same Hilbert-Schmidt-orthonormal set \( \{a^\alpha\}_{\alpha=0}^{d-1} \) as before. An immediate consequence of the state normalization is \( E(a^\alpha_x, a^\beta_y, t) = 1 \). Therefore and as we already know the result for single-site operators, we may assume \( \alpha, \beta \neq 0 \). We further define \( r = x - y \) and assume \( r_1, r_2 \geq 0 \). Another quantity, which the final result depends on, is

\[
\Delta = \Delta(x, y) = \min_{\bar{x} \in p_x, \bar{y} \in p_y} |\bar{x}_2 - \bar{y}_2|, \tag{29}
\]

where \( p_z := p(2[\bar{z}/2] - 1, 2[\bar{z}/2] - 1) \) is a plaquette of four sites. For convenience of representation, we assume further that our local tensors are actually \textit{simple} tensors. This means that there exist additional tensors \( \lambda, \gamma \) such that [7]

\[
\begin{array}{c}
\lambda \\
\gamma
\end{array} = \begin{array}{c}
\Lambda \\
\Lambda
\end{array} \quad \text{and} \quad \begin{array}{c}
\Lambda' \\
\Lambda'
\end{array} = \begin{array}{c}
\Lambda \\
\Lambda
\end{array} \ , \tag{30}
\]

(31)

We will now jump to the final result, for details on the derivation refer to the supplemental material. Note that the proof can easily be extended to general MPUs, since after blocking a finite number of them, the blocked tensor will be simple [7]. According to our proof find that

\[
E(a^\alpha_x, a^\beta_y, t) = \delta_{x_2 \text{mod} 2, 0} \delta_{r_1 \text{mod} 2, 1} \Theta (r_1 - 4t - 1) \cdot \Theta(4t + \delta L_2 - \Delta) \tilde{E}(a^\alpha_x, a^\beta_y, t) \ , \tag{32}
\]

where \( \Theta \) denotes the Heaviside-function. To write a comprehensible expression for non-zero \( \tilde{E} \) we need to define a couple of new operators. The first two are defined on a \( 2 \times 2 \) lattice for \( F \in \mathbb{N}_1 \). To shorten the expressions, we will use the notation

\[
[(a, b), (c, d)] := \{a, a + 1, \ldots, b - 1, b \} \times \{c, c + 1, \ldots, d - 1, d \} \tag{33}
\]

and shorten this to \( [a, (c, d)] \) for \( a = b \), analogously for \( c = d \). As an initial condition define \( \mathfrak{M}_{F, \nu} \) for \( F = 1 \) as

\[
\mathfrak{M}_{1, \nu}(a) = \frac{1}{d^2} \text{Tr}_{\bar{P}, (0, 1)} \left[ U^f_{P(0,0)} a_{[\nu, (2l, 2l+1)]} U^r_{P(0,0)} \right] \ , \tag{34}
\]

where \( \nu \in \{0, 1\} \) and \( \bar{\nu} = (\nu + 1) \text{ mod } 2 \). As a tensor network diagram this becomes

\[
\mathfrak{M}_{1,1}(a) = \frac{1}{d^2} \, a \ . \tag{35}
\]

For \( F > 1 \) define

\[
\mathfrak{M}_{F, \nu}(a) = \bigotimes_{i=0}^{F-1} \mathfrak{M}_{1, \nu \left(a_{[\nu, (2l, 2l+1)]}\right)} \ . \tag{36}
\]
As a tensor network diagram this looks like

\[
\mathcal{M}_{3,1}(a) = \frac{1}{p^2}
\]  

(37)

Using these two definitions we write the “tilted triangles” of operators \(U\) as

\[
\mathcal{D}(a, t, \nu) = \bigodot_{F=1}^{2} \mathcal{M}_{F, \nu}(a),
\]  

(38)

where \(\bigodot\) denotes the composition of maps. Finally we define on an \(2 \times F\) grid for \(F \geq 1\) the operator

\[
P_F(a) = \Tr_{\eta} \left[ \lambda \cdot \left( \prod_{i=0}^{F-1} \Lambda_{[0,1,i]}^{\alpha} \right) \cdot \gamma \right],
\]  

(39)

where the conventional product and \(\bigotimes\) denote the contraction of the \(\eta\)-legs and physical legs, respectively, and \(\Tr_{\eta}\) symbolizes the contraction of the open legs of \(\lambda\) and \(\gamma\) with the remaining open \(\eta\)-legs of the outermost \(\Lambda\). We can once more look at the corresponding tensor network diagram:

\[
P_F(a) = \bigotimes_{i=0}^{F-1} \Lambda_{[0,1,i]}^{\alpha},
\]  

(40)

Further we denote \(P_F = P_F(1)\) and define \(\ell_1 = \frac{r_1 - 4t + 1}{2}\), \(\delta_2 = \left[ \frac{d}{2} \right]\), and \(\nu \in \{1, 2\}\) as the parity of \(\ell_1\). Using these definitions we can express the remaining local tensors to which no unitary operator is applied to as

\[
\mathcal{S}(\ell_1) = \left[ \prod_{F=\delta_2}^{1} P_{2t+F} \right] \left[ P_{2t+\delta_2} \right]^{\nu} \left[ \prod_{F=\delta_2-1}^{F-1} P_{2t+F} \right],
\]  

(41)

and finally write for \(\ell_1 > 2\)

\[
\tilde{E}(a^\alpha_x, a^\beta_y, t) = \Tr_{\mu} \left[ P_{2t+2} \left( \mathcal{D}(a_y^\beta, t, 0) \right) \mathcal{S}(\ell_1) P_{2t+2} \left( \mathcal{D}(a_x^\alpha, t, 1) \right) \right],
\]  

(42)

\[
\tilde{E}(a^\alpha_x, a^\beta_y, t) = \Tr_{\mu} \left[ P_{2t+2} \left( \mathcal{D}(a_y^\beta, t, 0) \right) \mathcal{S}(\ell_1) P_{2t+2} \left( \mathcal{D}(a_x^\alpha, t, 1) \right) \right],
\]  

(43)

for \(\ell_1 = 2\) and

\[
\tilde{E}(a^\alpha_x, a^\beta_y, t) = \Tr_{\mu} \left[ P_{2t+2} \left( \mathcal{D}(a_y^\beta, t, 0) \otimes \mathcal{D}(a_x^\alpha, t, 1) \right) \right],
\]  

(44)

for \(\ell_1 = 1\). The final result for \(\Delta = 0, r_1 = 7\) and \(t = 1\) in the form of a tensor network diagram is given in Fig. 4.

**Numerical algorithm and simulations.** The evaluation of equal-time correlation requires the contraction of tensor networks as visualized in Fig. 4. We split this task into two steps:

1. The conjugations by ternary unitary gates of the local operators \(a^\alpha_x\) and \(a^\beta_y\) are represented as two MPOs, respectively. Specifically, we start from a MPO representation of the identity with length equal to the extent in \(x_2\)-direction, substitute the local operators \(a^\alpha_x\) and \(a^\beta_y\), and then apply the maps \(\mathfrak{M}_{1,\nu}\) in a TEBD-type brickwall pattern. Since the maps \(\mathfrak{M}_{1,\nu}\) are contractive, one expects only a modest increase of entanglement. The two final MPOs are sandwiched between the PEPS tensors on the left and right boundary.
2. The PEPS tensors are first contracted along the physical legs with their conjugated copy, while inserting the MPOs from step 1 on the left and right boundary, and MPU ring transfer states on the top and bottom boundary. This leads to a two-dimensional grid of new tensors connected by virtual bonds in each of the four spatial directions. Finally, this network is then contracted row by row or column by column.

We remark that the last substep is affected by the “curse of dimensionality” for increasing distance $|x_1 - y_1|$. 

![FIG. 5. Equal-time correlation functions for $t = 1$ and a random simple MPU tensor $\Lambda$ defining the sPEPS, a uniform ternary unitary gate of the form (5), and random traceless local operators $a^\alpha_x$ and $a^\beta_y$.](image)

Fig. 5 visualizes equal-time correlation functions for $t = 1$, obtained by contracting the tensor network architecture in Fig. 4. The correlation was taken as the average over two neighboring $x_2$-positions to account for even-odd-effects. The distance $x_1 - y_1$ has to be odd for the correlation function to be non-zero. Note that we used ternary unitaries in our numerical computations, even though the derivation to find a finite tensor network diagram of (28) only requires the four-particle gates to be dual unitary with respect to the $x_1$-direction. However, the use of ternary unitaries causes a further pattern for which $E(a^\alpha_x, a^\beta_y, t) = 0$. A more detailed explanation of this can be found in the supplemental material. In general the computed values fit the theoretical considerations, where the correlation reduces asymptotically for larger distances and is always zero if $\Delta x_2$ is above a certain threshold with respect to $\Delta x_1$.

We also computed the dynamical correlation function (13) by interpreting the network (16) as the expectation value of a $M^n$ with respect to the vectors $a^\alpha_x$ and $a^\beta_y$ for the non-zero values. The results can be seen in Fig. 6. While the correlation does not fall monotonously with time (or distance), it does so asymptotically. This fits with the results one would expect according to (20) and the results obtained in [11] for dual unitary operators.

![FIG. 6. The dynamical correlation function for a uniform ternary unitary gate of the form (5), and random traceless local operators $a^\alpha_x$ and $a^\beta_y$.](image)

**Discussion and outlook.** First note that the results obtained for the expectation value dynamics is a generalization of the results found in [12]. They confined themselves to solvable states with $\chi_2 = 1$, which admits non-zero $E$ only in the case of $r_2 = 0$. Since the MPU are a well known object, there are many properties that might be used to analyse the solvable PEPS further. However, one might not consider the MPU the best Ansatz for a solvable state, since the treatment of the two spatial dimensions is highly asymmetric. Notably the limits in (28) do not commute and in our derivation it is sufficient to assume the operators $U$ to be dual unitary in $x_1$-direction. Apart from the solvable states, a new class of four-particle states called ternary unitary gates was introduced in this work. While we gave two possible ways to construct them from dual unitaries, it would be interesting to find a more general parametrization of them. Notably not only the physically relevant dual unitaries are significant, but the methods used to find them yielded the solution to a famous open problem of quantum information [13, 14]. Therefore one could hope to find interesting results while further analyzing the class of $(2+1)$-dimensional ternary unitaries. Other aspects to be explored could take inspiration from the works of recent years considering dual unitaries [11, 15–17]. We expect that two-spatial dimensions admit new and interesting phenomena but also give rise to different challenges.

We thank Frank Pollmann and Toby Cubitt for inspiring discussions. The research is part of the Munich Quantum Valley, which is supported by the Bavarian state government with funds from the Hightech Agenda Bayern Plus.
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Supplementary Information

The spatial matrix product

In the main part we defined two new matrix products \( o_1 \) and \( o_2 \) to be matrix multiplication along the \( x_1 \)- and \( x_2 \)-direction, respectively. In this part, we want to give a proper definition and show how this definition relates to the unitary condition (3). As a reference, note that the usual matrix product along the time-direction is graphically represented as

\[
U^\dagger U = \begin{array}{ccc}
\alpha & \beta \\
\gamma & \delta \\
\end{array},
\tag{45}
\]

This is equivalent to viewing \( U \) as a matrix with elements

\[
U^{a_1 a_2 a_3 a_4}_{\alpha_5 \alpha_6 \alpha_7 \alpha_8},
\tag{46}
\]

where the number on the index corresponds to the enumeration of the legs in Eq. (1). The upper indices form the combined row index of the matrix and the lower ones the column index. The multiplication along the \( x_1 \)-direction is represented as

\[
U^{\dagger \circ_1 U} = \begin{array}{ccc}
\alpha & \beta \\
\gamma & \delta \\
\end{array},
\tag{47}
\]

where we view \( U \) as a matrix with elements

\[
\tilde{U}^{a_2 a_4 a_8}_{\alpha_1 \alpha_5 \alpha_7 \alpha_8} = U^{a_1 a_2 a_3 a_4}_{\alpha_5 \alpha_6 \alpha_7 \alpha_8}
\tag{48}
\]

and \( U^{\dagger \circ_1 U} \) (green cube) is the complex conjugate of \( U \) with respect to the new matrix product, i.e., the left indices 1, 3, 5, 7 are exchanged with the right indices 2, 4, 6, 8. Thus

\[
(U^{\dagger \circ_1 U})^{b_1 b_3 b_5 b_7}_{a_1 a_3 a_5 a_7} = \sum_{p q k l} (U^{\dagger})^{b_1 b_3 b_5 b_7}_{p q k l} \tilde{U}^{a_2 a_4 a_8}_{\alpha_1 \alpha_5 \alpha_7 \alpha_8}
\]

This corresponds to the graphical tensor diagram

\[
\begin{array}{c}
h_a \quad b_1 \quad b_3 \quad b_5 \quad b_7 \\
h_b \quad a_1 \quad a_3 \quad a_5 \quad a_7
\end{array}
\quad =
\begin{array}{c}
h_a \quad b_1 \quad b_3 \quad b_5 \quad b_7 \\
h_b \quad a_1 \quad a_3 \quad a_5 \quad a_7
\end{array},
\tag{50}
\]

An analogous derivation holds for \( o_2 \).

Algebraic derivation of light ray correlations

We will now algebraically derive the light ray form of the tensor network (16) representing \( D^{a b} \). Following the arguments in the main text, we assume that \( \alpha \neq 0 \) and \( \beta \neq 0 \). We first determine which operators do not immediately cancel via the usual unitary condition with their adjoint. It will turn be useful to do this by finding the set of space-time points these operators are applied to. We will denote this set by \( \mathcal{LC} \). Furthermore, \( \mathcal{LC}(\tau) \) will be the set of sites \( z \) for which \( (z, \tau) \in \mathcal{LC} \).

To determine \( \mathcal{LC} \) we will go layer by layer. The following process for the first two steps is visualized in Fig. 7. First look a the layer at time \( \tau = t \). Here \( a_y^0 \) is applied as well as \( U^\dagger_{\alpha_0} \). At time \( \tau = t - \frac{1}{2} \), a layer \( U_{\alpha_0} \) follows. Now using the unitary-condition in time direction, most of the unitaries \( U \) will cancel with their adjoint \( U^\dagger \), except for the one applied on the plaquette \( p_m : = p(2[\frac{m}{2}] - 1, 2[\frac{m}{2}] - 1) \). In the next earlier time step \( \tau = t - 1 \), all unitaries that are applied to at least one site in \( p_m \) will be blocked to cancel with their adjoint and will in turn block even more sites. Due to the odd-even application of the unitaries, the set blocked sites will increase in each direction by one row with each time-step. \( \mathcal{LC}(\tau) \) is equal to the set of what we called blocked sites at time \( \tau \). We then get the recursion relation

\[
\mathcal{LC}\left(\tau + \frac{1}{2}\right) = \mathcal{LC}(\tau) \cup \left\{ z \mid \min_{\hat{y} \in \mathcal{LC}(\tau + \frac{1}{2})} \| z - \hat{y} \|_\infty = 1 \right\},
\tag{51}\]

with the initial condition \( \mathcal{LC}(t - \frac{1}{2}) = p_m \). So any operator that at time \( \tau \) is applied to sites in \( \mathcal{LC}(\tau) \) will not cancel with its adjoint. We can find a solution to the above recursion relation as

\[
\mathcal{LC}(\tau) = \left\{ z \mid \min_{\hat{y} \in p_m} \| z - \hat{y} \|_\infty \leq 2t - 1 - 2\tau \right\}.
\tag{52}\]
Thus one arrives at a light-cone given by
\[
\mathcal{LC} = \left\{ (z, \tau) \in \{0, \ldots, L-1\}^2 \times \{0, \frac{1}{2}, \ldots, t - \frac{1}{2}\} \mid \min_{y \in \mathcal{P}_m} \|z - y\|_\infty \leq 2t - 1 - 2\tau \right\}. \tag{53}
\]

This set has a square pyramid shape with a base length of $4t$ sites. Every unitary $U_{(p, \tau)}$ that is applied to a plaquette $p \subset \mathcal{LC}(\tau)$ of sites at time $\tau$ will not cancel with $U^{\dagger}_{(p, 2t - \tau)}$. From this we immediately get the result
\[
D^{\alpha \beta}(x, y, t) = 0 \quad \text{if} \quad x \notin \mathcal{LC}(0). \tag{54}
\]

So far we have solely used the conventional unitary property of the gates and ended up with a light cone structure resembling two pyramids with flat tops. This is visualized in Fig. 8. Now assume that $L \geq 4t$ and that the operators are ternary unitaries. We may characterize the sides of our light-cone by their distance to two sites in $p_m$. First we make use of the cyclicity of the trace
\[
\text{Tr}[a_{x}^{\alpha} U^{\dagger} a_{y}^{\beta} U] = \text{Tr}[a_{y}^{\beta} U^{\dagger} a_{x}^{\alpha} U^{-1}] \tag{57}
\]
and assign the space-time points which the adjoints are applied to negative times $\tau \in \{-\frac{1}{2}, \ldots, -t\}$. By assumption, we can always find a side $S_{ij}(0)$, such that $x \notin S_{ij}(0)$. Due to the trace the ternary unitaries and
their adjoints are connected via the identity through the sites in $S_{ij}(0)$. Thus we can apply the appropriate unitary condition in space, i.e.,

$$\text{LC}(a^\alpha_y) = \left\{ (z, \tau) \in \{0, \ldots, L - 1\}^2 \times \left\{ \frac{3}{2}, \ldots, t \right\} \left| \min_{\tilde{x} \in p_n} \|z - \tilde{x}\|_\infty \leq 2\tau - 1 \right. \right\}. \quad (62)$$

with the plaquette $p_n := p(2 \left\lfloor \frac{t}{2} \right\rfloor, 2 \left\lfloor \frac{t}{2} \right\rfloor)$. As both unitary conditions in time can be applied without one resulting in a blocking of the other, what remains are operators applied to points in

$$\mathcal{C} := (\text{LC}(a^\alpha_y) \cap \text{LC}(a^\alpha_x)) \cup \{ (x, 0) \}. \quad (63)$$

Now assume that $x_i < y_i$ for all $i \in \{1, 2\}$. If that is not true for some $i$ we may relabel the sites. Since this will be the case if and only if $y_i$ is odd, we can generalize the reassignment as

$$R_i : z_i \mapsto (-1)^{y_i} z_i. \quad (64)$$

Now let $x_n$ and $y_m$ be such that they are the closest two sites to the other plaquette in $p_n$ and $p_m$ respectively, i.e.,

$$\|x_n - y_m\|_\infty = \min_{(\tilde{x}, \tilde{y}) \in p_n \times p_m} \|\tilde{x} - \tilde{y}\|_\infty = 2t - 2. \quad (65)$$
One then finds that
\[ |(x_n)_i - (y_m)_i| = 2t - 2 \]
\[ (x_n)_i = x_i + 1 \]
\[ (y_m)_i = y_i - 1 \]
for all \( i \). Thus we can treat each space direction individually. To calculate the intersection of the two light-cones, we look at two different cases. First assume \( (x_n)_i \leq z_i \leq (y_m)_i \). By combining the restrictions for the sets given in (52) and (62) with our findings in (66), we get
\[
 z_i \geq y_i - 2t + \tau = x_i + \tau
\]
\[
 z_i \leq x_i + \tau ,
\]
which implies that
\[
 z_i = x_i + \tau .
\]
Due to periodicity in space, the second case is \( y_i \leq z_i \leq x_i + L \). Using that by assumption \( y_i - x_i = 2t \) and \( 4t \leq L \) as well as the restrictions imposed by (52) and (62), we find the inequalities
\[
 z_i \leq y_i + 2t - 1 - \tau \leq x_i + L - 1 - \tau
\]
\[
 z_i \geq x_i + L - \tau + 1 .
\]
These are clearly contradictory. Since this is true for all \( i \in \{1, 2\} \) and \( \tau \in \{1, \frac{1}{2}, \cdots , t - 1\} \), we find that
\[
 C = \left\{ (z, \tau ) \in \bigotimes_{i=1}^{2} R_i(\{0, \cdots , L - 1\}) \times \{0, \cdots , t - \frac{1}{2}\} \mid z = x + \sum_{i=1}^{2} 2\tau e_i \right\} ,
\]
We also know that only operators applied to events in \( C \) do not reduce to the identity with their adjoint. We will now cancel unitaries with their adjoint wherever possible. The result is visualized by Eq. (16) in the main text.

**Exploration of the M-maps**

For \( d = 2 \), we can further analyze and evaluate the M-maps defined in (17). Let us start with a simple example. If the ternary unitary \( U \) is of the form (6), one of the dual unitaries gets canceled, and what remains is
\[
 M_{(1,1)}(a) = M^D(a) = \frac{1}{7} \]
where \( M^D \) is the one-dimensional analogue defined in [1], and \( D \) the remaining dual-unitary gate from (6). In the qubit case, \( D \) can be parametrized as [1]
\[
 D = (u_+ \otimes v_+) V(J) (u_- \otimes v_-) ,
\]
where \( u_\pm , v_\pm \in SU(2) \), \( J \in \mathbb{R} \) and
\[
 V(J) = \exp \left[ -i \left( \frac{\pi}{4} (\sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y) + J \sigma_z \otimes \sigma_z \right) \right] ,
\]
with \( \sigma_k \) the Pauli matrices. It was also shown that
\[
 M^V_{(J)} = \text{diag}(1, \sin(2J), \sin(2J), 1)
\]
for the choice \( \{a^\alpha\} = \{1, \sigma_x , \sigma_y , \sigma_z \} \). We can therefore interpret \( M^V_{(J)} \) as a contraction on the Bloch-sphere in \( x \)- and \( y \)-direction. Inserting the parametrization (76) leads to
\[
 M^D(a) = u_+^1 M^V_{(J)} \left( v_+^1 a u_+ \right) u_-^1 = R_{u_\pm} \left( M^V_{(J)} \left( R_{v_\pm}(a) \right) \right) ,
\]
where we reinterpreted conjugations by the local unitaries as Bloch sphere rotations \( R_{u_\pm} \).

For the construction (9), the map in (18) reduces to nested applications of two dual unitary gates, denoted \( D_1 \) and \( D_2 \):
\[
 M_{(1,1)}(a) = \frac{1}{7} \]
This can be rewritten as
\[
 M_{(1,1)} = R_3 \circ M^V_{(J_2)} \circ R_2 \circ M^V_{(J_1)} \circ R_1
\]
for appropriately chosen single-qubit rotations \( R_j, j = 1, 2, 3, \) and \( J_1, J_2 \in \mathbb{R} \).
Proof of the classification of solvable PEPS

In this section we give the full proof of Theorem 1 in the main text. First let us restate a definition and result from [4]. They considered two-site shift-invariant MPS on a spin chain of even length \( L \) with periodic boundary conditions

\[
|\psi_L(N)\rangle = \sum_{\{i_j\}} \text{Tr} \left( \tilde{N}^{i_0,i_1} \cdots \tilde{N}^{i_{L-2},i_{L-1}} \right) |i_0, \ldots, i_L\rangle,
\]

where \( \{\tilde{N}^{i,j}\}_{i,j=0}^{D-1} \) is a set of \( \chi \)-dimensional matrices, and \( D \) the physical dimension. Such an MPS is considered solvable if

1. The transfer operator of \( \tilde{N} \), defined as

\[
\tau(\tilde{N}) = \begin{pmatrix} \tilde{N}^* & 0 \\ \tilde{N} & \Sigma \end{pmatrix}
\]

has a unique largest eigenvalue \( \lambda = 1 \) with algebraic multiplicity 1.

2. There exists a non-zero \( \chi \)-dimensional matrix \( \Sigma \) such that

\[
\begin{pmatrix} \tilde{N}^* \\ \tilde{N} \end{pmatrix} \Sigma = \begin{pmatrix} \tilde{N}^* \\ \tilde{N} \end{pmatrix}
\]

A weaker version of Theorem 1 in [4] is

**Theorem 2** (Classification of solvable MPS). Any solvable MPS \( |\psi_L(N)\rangle \) is equivalent in the thermodynamic limit to some two-site shift-invariant MPS \( |\psi_L(N)\rangle \) such that

\[
\sum_{k=1}^{D} N^{i,k} (N^{k,j})^\dagger = \frac{1}{D} \delta_{i,j} \mathbb{1}.
\]

Note that the property (85) is equivalent to the matrix resulting from the combination of one physical leg with one virtual leg each being proportional to a unitary matrix, i.e.,

\[
\begin{pmatrix} \tilde{N}^* \\ \tilde{N} \end{pmatrix} = \frac{1}{D} \begin{pmatrix} \tilde{N}^* \\ \tilde{N} \end{pmatrix}
\]

To use the above theorem in our proof, we recast our two-dimensional sPEPS \( |\Psi_{L_1,L_2}(\Lambda)\rangle \) into the one-dimensional MPS \( |\psi_{L_1}[\Lambda]^{L_2}\rangle \). Clearly the two transfer operators are the same, \( T(\Lambda) = \tau(\Lambda^{L_2}) \), so both have the same eigenvalues. Furthermore with \( \Sigma = S \), where \( S \) is to be reinterpreted as a \( \chi_1^{L_2} \) dimensional matrix, the condition (25) implies condition (85). Therefore the MPS \( |\psi_{L_1}[\Lambda^{L_2}]\rangle \) is solvable and by Theorem 2 there exists an equivalent MPS \( |\psi_{L_1}[N]\rangle \) with \( N \) fulfilling (85). During the proof in [4] it was found that \( \Sigma \) is strictly positive and

\[
N^{i,j} = \Sigma^{-\frac{1}{2}} \tilde{N}^{i,j} \Sigma^{\frac{1}{2}}.
\]

We can apply this to our situation, which means

\[
N = S^{-\frac{1}{2}} \Lambda^{L_2} S^{\frac{1}{2}},
\]

where we left out the physical indices for convenience. Due to the shift-invariance of our sPEPS and the periodic boundary conditions, we can choose the tensor \( S \) to be a shift-invariant MPO generated by a local tensor \( s \) and the same is true for \( S^{\frac{1}{2}} \) and \( S^{-\frac{1}{2}} \). With a slight abuse of notation, we say \( S^{\frac{1}{2}} \) and \( S^{-\frac{1}{2}} \) are generated by the local tensors \( s^{\frac{1}{2}} \) and \( s^{-\frac{1}{2}} \) respectively. Now we can return to the two-dimensional picture and look at a two-site shift-invariant PEPS with local tensors

\[
\Lambda = s^{-\frac{1}{2}} \Lambda s^{\frac{1}{2}}.
\]

Then (85) with \( D = d^{L_2} \) implies thats thats the MPO generated by \( \Lambda \) is an MPU up to the scalar factor \( D \), which concludes the proof.

Algebraic derivation of expectation value dynamics

In this section we will derive the specific form the dynamics of two-point expectation values (28). To achieve this, we will once more use results from [4]. They investigated the dynamics of solvable MPS or rather their thermodynamic equivalent as defined in Theorem 2. The time evolution considered was a chequerboard-pattern of dual-unitary operators \( U_l \). Similar to our expectation value \( E(\omega_n,\omega_n^\beta,t) \) as given in (28), they computed the quantity

\[
E(\omega_n^\alpha,\omega_n^\beta,t) = \lim_{L_l \to \infty} (\Psi_L(t)|\omega_n^\alpha \otimes \omega_n^\beta|\Psi_L(t)),
\]

where \( \omega_n^\alpha \) and \( \omega_n^\beta \) are Hilbert-Schmidt orthonormal single-site operators and without loss of generality, we assume \( n \leq m \). We can recast our tensor network in Fig. 3 into the one-dimensional case. Assuming \( L_2 \) is sufficiently large (we will get back to how large later on) we identify

\[
U_{k,k+1} \leftarrow \bigotimes_{l=0}^{L_2/2} U_{p(k,2l)} \text{ for } k \text{ even}
\]

\[
U_{k,k+1} \leftarrow \bigotimes_{l=0}^{L_2/2} U_{p(k,2l+1)} \text{ for } k \text{ odd}
\]

\[
\omega_{2x}^\alpha \leftarrow a_{2x}^\alpha \text{ analogous for } \beta, \gamma
\]

\[
N \leftarrow \Lambda^{L_2}.
\]
From the previous section, we know that the state defined by local MPU tensors interpreted as \( N \) is a state fulfilling (85). Furthermore, \( U \) being a ternary unitary implies \( \mathcal{U} \) is a dual unitary. Therefore

\[
E(\omega_{x_1}^\alpha, \omega_{y_1}^\beta, t) = E(a_x^\alpha, a_y^\beta, t) .
\]  

(91)

We basically look at our network from the \( x_1-t \)-plane. Note that in [4] half-time steps are allowed, while we only allow full time-steps in accordance with our physical motivation of the time-evolution. Due to \( \mathcal{U} \) being unitary, all of dual unitary operators applied outside of the sites \( \{y_1 - 2t - 1, \ldots, x_1 + 2t + 1\} \) cancel. Thus when going to the limit \( L_1 \to \infty \), there will be infinitely many transfer operators \( \tau(N) \) applied left of the site \( m - 2t - 1 \) and right of the site \( n + 2t + 1 \). Since \( \tau(N) \) has 1 as its unique largest eigenvalue, we can replace these infinite transfer operators by the identity connecting the corresponding virtual leg of the tensors \( N \) with the virtual leg of \( N^* \) [4]. Now we only have to consider the remaining sites \( \{m - 2t - 1, \ldots, n + 2t + 1\} \). Due to even odd effects, the usual unitary condition and the solvable condition (85) there are a lot of coordinates \( m, n \) for which \( E \) and by (91) also \( E = 0 \). As we assumed \( r_1 = 0 \), this can be expressed as [4]

\[
E(a_x^\alpha, a_y^\beta, t) = \delta_{x_1 \text{mod} 2, 0} \delta_{r_1 \text{mod} 2, 1} \Theta(r - 4t - 1) \cdot E(a_x^\alpha, a_y^\beta, t),
\]  

(92)

where \( \Theta \) denotes the Heaviside function. For further details on the graphical proof consult [4]. Using once more the results from [4], for \( x_1, y_1 \) that give a non-zero \( E \) we can utilise that \( \mathcal{U} \) is unitary in both time and \( x_1 \)-direction to cancel most of these operators. The MPU property (26) will in turn allow us to cancel some of the remaining local operators \( \Lambda \) with their adjoint. To determine which operators and tensors remain after cancellation, we consider the points to which they are applied. According to [4] operators \( \mathcal{U} \) will not cancel with their adjoint if they are applied to points in the set

\[
K = \left\{ (z, \tau) \mid (z_1 = x_1 - 2\tau) \lor (z_1 = y_1 + 2\tau) \right\}
\]  

(93)

and the local tensors \( \Lambda \) do not cancel if their physical legs represent the sites with coordinates in the set

\[
\mathcal{T} = \left\{ z \mid y_1 + 2t \leq z_1 \leq x_1 - 2t \right\}.
\]  

(94)

Now we return into the two-dimensional picture completely. The non-zero expectation values consist of two tilted walls of unitary operators connected at the base by rings of local tensors \( \Lambda^L \). An example can be seen in Fig. 9. We can see that in the second dimension we also have a light-cone structure around the operators \( a_x^\alpha \) and \( a_y^\beta \). Thus even more operators can be cancelled via the conventional unitary condition. Only those operators that are applied in a light-cone, cf. (52), of either single-site operator do not cancel. Thus the remaining operators are those applied to events in

\[
C_{\text{opt}} = K \cap \{ \mathcal{L} \mathcal{C} (a_x^\alpha) \cup \mathcal{L} \mathcal{C} (a_y^\beta) \}.
\]  

(95)

An example is visualized in Fig. 10. We now move our attention to the remaining local tensors. For later use
define $C_{\text{opr}}^x = K \cap \mathcal{C}(a^\alpha_x)$ and $C_{\text{opr}}^y$, analogously. These are the sets of points on which the two tilted disjoint triangles of ternary unitary operators are applied to. We further denote as $U^x_{\text{opr}}$ the operator that is applied to the event in $C_{\text{opr}}^x$ with minimal $x_2$-coordinate. The corresponding site will be denoted as $x_{\text{min}}$. We analogously define the operators $U^x_{\text{max}}, U^y_{\text{min}}$ and $U^y_{\text{max}}$ and their coordinates, which we call extremal sites. On the other hand what remains of the local tensors is are $\ell_2$-many rings $\Lambda^{L_2}$-tensors with

$$\ell_2 = \frac{r_1 - 4t + 1}{2}. \quad (96)$$

Note that on the extremal sites the respective operators are connected to an $\ell_2$-long row of $\Lambda$-tensors. Let us assume $L_2 > 8t + R + \delta L_2$ with $\delta L_2 = 2 \lfloor \frac{x_2}{2} \rfloor$. This bound comes about, as we want to use the simple properties $\lambda_1$ and $\lambda_2$ to completely disconnect two neighbouring rows of local tensors. One can show graphically that they allow us to remove all local tensors $\Lambda$ that are applied outside of the set

$$C_{\text{tens}} = \{ z \in T \mid y_2^\text{min} - r_1^\text{min} - 1 \leq z_2 \leq x_2^\text{min} + r_1^\text{min} + 1 \}, \quad (97)$$

where $r_1^\text{min} = \min_{\bar{z}=x_2^\text{min} \mu_1} |z_1 - \bar{z}|$. The open legs are accordingly connected via the tensors $\lambda$ and $\gamma$. To continue we may look at two different cases determined by the quantity $\Delta(x, y)$ in (29). The simplest case occurs for $\Delta(x, y) > 4t + \delta L_2$. Here the two sets $C_{\text{opr}}^x$ and $C_{\text{opr}}^y$ do not share any $x_2$ coordinate and are far enough apart, such that the application of the simple MPU properties allows us to separate two full rows of local tensors between the two sets. Therefore we can use the simple properties $\lambda_1$ and $\lambda_2$ to cancel all local tensors $\Lambda$. In turn the unitary condition of $U$ is now sufficient to cancel all unitary operators. Therefore

$$E(a^x_x, a^\beta_y, t) \propto \text{Tr}[a^x_x] = 0. \quad (98)$$

In the other case, we cannot simplify any further.

Details of the numerical simulations

This section provides details of the numerical simulations that yield Fig. 5. Most notably, we did not only assume that our local tensors $\Lambda$ to give rise to simple MPU, but furthermore we parametrised them specifically as

where $A, B$ are unitary $(d \chi_1)$-matrices and $\text{dim}(c) = \chi_c = d \chi_1 / \chi_2 \in \mathbb{N}$. One can easily check that this construction gives rise to a simple tensor. Now we will explain the pattern of further pairs $(\Delta x_1, \Delta x_2)$ giving rise to $E = 0$.

Due to a finite $\Delta x_2$ the two triangles of operators are shifted against one another. Therefore some of the $\Lambda$ tensor on the outermost (with respect to the $x_1$-direction) rows $\Lambda^{L_2}$ are at site connected to their adjoint via the identity. This allows us to cancel more of them via the simple condition. If $|\Delta x_2|$ is sufficiently large, we can cancel the local tensor that describes one of the extremal sites. This in turn connects the one leg of the extremal operator applied to that site to its adjoint. Therefore, we can use the unitarity in $x_2$-direction an cancel that operator. This process can iteratively be continued, just as in the derivation of the dynamical correlation, until we reach the operator at the top of the triangle. Here it depends on the precise position $y$ relative to that operator, if we can cancel this last one. If we are able to, we find that $E \propto \text{Tr}[a^\beta_y] = 0$. Therefore ternary unitary operators actually have an advantage over dual unitary operators for our computations. This can be seen more explicitly, if we compare the Fig. 5 to Fig. 11. For the first a ternary unitary was used, while for the latter we used an operator that is dual unitary with respect to the $x_1$-direction.

We also plotted the time evolution up to $t = 2$, see Fig. 12. The distinctive features for large $\Delta x_2$ are not well visible. However, we can again see our theoretical consideration to be correct: For a longer times the correlation tends to decrease and a higher threshold value $|\Delta x_2|_{\text{thresh}}$ is required for $E \equiv 0$ for $|\Delta x_2| > |\Delta x_2|_{\text{thresh}}$ compared to the shorter time $t = 1$.

The code used for the numerical computations can be found at https://github.com/cmendl/ternary_unitaries.
FIG. 11. Equal-time correlation functions for $t = 1$ and a random simple MPU tensor $\Lambda$ defining the sPEPS, an operator that is dual unitary with respect to the $x_1$-direction, and random traceless local operators $a^\alpha_{x_1}$ and $a^\beta_{y_2}$.

FIG. 12. Equal-time correlation functions for $t = 2$ and a random simple MPU tensor $\Lambda$ defining the sPEPS, a uniform ternary unitary gate of the form (5), and random traceless local operators $a^\alpha_{x_1}$ and $a^\beta_{y_2}$. 