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Abstract

Deformable image registration is able to achieve fast and accurate alignment between a pair of images and thus plays an important role in many medical image studies. The current deep learning (DL)-based image registration approaches directly learn the spatial transformation from one image to another by leveraging a convolutional neural network, requiring ground truth or similarity metric. Nevertheless, these methods only use a global similarity energy function to evaluate the similarity of a pair of images, which ignores the similarity of regions of interest (ROIs) within images. Moreover, DL-based methods often estimate global spatial transformations of image directly, which never pays attention to region spatial transformations of ROIs within images. In this paper, we present a novel dual-flow transformation network with region consistency constraint which maximizes the similarity of ROIs within a pair of images and estimates both global and region spatial transformations simultaneously. Experiments on four public 3D MRI datasets show that the proposed method achieves the best registration performance in accuracy and generalization compared with other state-of-the-art methods.

1. Introduction

Deformable image registration is widely applied to many medical imaging studies such as detecting temporal anatomical changes of individuals [48], analyzing variability across populations [44], and multi-modality fusion [9]. Deformable image registration is to establish the non-linear correspondence between a pair of images and estimate the appropriate non-linear transformation to align a pair of images [31]. Medical professionals analyze the regions of interest (ROIs) in a unified anatomical space, which plays an important role in many clinical applications [6, 12, 34, 40]. Traditional deformable image registration [3, 32, 37, 45] is an iterative optimization process. Unfortunately, iterative methods are extremely slow, which cannot achieve realtime registration in clinical operations [29].

Recently, deep learning (DL)-based methods [5, 10, 19] have gained increasing popularity in the field of deformable image registration. DL-based methods [2, 16, 26, 28, 33] learn a universal representations of data samples using convolutional neural networks (CNN) to estimate corresponding deformation between the moving and fixed images. These methods achieve rapid deformable image registration, making possible the realtime registration in practical applications. However, these approaches [21, 31, 38, 39, 41] only learn global correspondence of a pair of images to obtain displacement flow fields (DFFs) and ignore the similarity of regions of interest (ROIs) within images. In addition, these methods only use a global similarity metric to evaluate the similarity of a pair of images, which cannot maximize the similarity of ROIs within a pair of images. Furthermore, label-constrained (LC) registration methods [13, 19, 20, 27] have been developed to enhance the correspondence of ROIs between a pair of images. LC registration approaches [5, 18, 30, 42] are capable of leveraging auxiliary information such as segmentation labels, and thus the appearance structure of ROIs can be perceived, which further enhances the similarity of ROIs within images. Nevertheless, the segmentation labels are lacking of texture information constraining the correspondence action to only focus on the alignment of the ROIs edges and ignore the texture of ROIs, which leads to the distortions on ROIs. Therefore, this deformation will distort the texture of the ROIs and make the deformed images less convincing.

Motivation: Inspired by LC-based registration approaches, we use segmentation CNN to perceive text-preserved ROIs within images by leveraging segmentation labels and original images. Meanwhile, we present a novel dual-flow transformation network with a region consistency constraint to maximize the similarity of ROIs within images and improve registration accuracy. Specifically, a dual-flow transformation network is proposed to achieve coarse-to-
fine registration, which includes two main steps: (i) Region-aware deformable transformation between a pair of images is performed to recognize ROIs within images, which achieves a region-aware alignment; (ii) Global deformable transformation is employed to further dig out potential ROIs within images to achieve a fine registration. The ROIs with texture information are used to learn DFFs obviating the interference of task-unconcerned regions. Furthermore, a region consistency constraint is developed to maximize the ROIs similarity of a pair of images. Specifically, we have made the following contributions:

- A dual-flow transformation network is developed to perceive ROIs within images to weaken the interference of task-unconcerned regions and achieve a region-aware registration between a pair of images. It is able to eliminate mis-alignment on ROIs and weaken distortion on ROIs.

- A region consistency constraint is proposed to guarantee the consistency between region-aware flow transformation and global flow transformation, which maximizes the ROIs similarity within a pair of images, thus improving registration accuracy.

- Extensive experiments on four public 3D MRI datasets were conducted, and our results show that the proposed method achieves substantially better registration performance in accuracy, stability and generalization than five state-of-the-art methods.

2. Background

Deformable image registration refers to the process of warping one moving image $M$ to align with the fixed image $F$ with a non-linear transformation [$1$]. This is an ill-posed issue in that task-unconcerned regions exist which can limit the alignment of regions of interest (ROIs) within a pair of images. Therefore, a region-aware spatial transformation is essential in such problems. Here, let $M$ and $F$ denote the moving and the fixed images respectively, and both are defined over an n-dimensional space domain $\Omega$. The current deformable image registration approaches, the affine and scaling transformations have been factored such that the only source of misalignment between the images is non-linear. We follow this assumption throughout this paper, all the moving images $M$ and fixed images $F$ are linearly aligned via a preprocessing step [$17$]. For the rest of this paper, we focus on the case $n = 3$ but our method and implementation are dimension independent. We model a function $\mathcal{F}_\theta(F, M) = \Phi$ using a CNN, where $\Phi$ represents the deformation flow displacements (DFFs) and $\theta$ are neural network parameters. For each voxel $x \in \Omega$, $\Phi(x)$ is a location such that $F(x)$ and $M(x)$ define similar anatomical locations and the typical deformable image registration is formulated as:

$$\hat{\Phi} = \arg \min_{\Phi} \mathcal{T}_{\text{sim}}(F, M \circ \Phi) + \lambda \mathcal{R}_{\text{smooth}}(\Phi), \quad (1)$$

where $\hat{\Phi}$ denotes the optimal DFFs $\Phi$, $\mathcal{T}_{\text{sim}}(\cdot, \cdot)$ denotes the image similarity loss function, $\mathcal{R}_{\text{smooth}}(\cdot)$ represents the smoothness regularization function, and $\lambda$ is a regularization hyperparameter. The composition operation $\circ$ denotes spatially transforming the moving image according to $\Phi$. Traditional framework evaluates the global similarity of by optimizing problem in Eq. (1) for any new pair of images $F$ and $M$, which is a slow process. The recent learning-based deformable image registration methods use a set of image pairs to train a convolutional neural network (CNN) to achieve fast registration [$4, 8$]. This method defines a deformation flow fields function $\mathcal{F}_\theta(F, M) \to \Phi$, which feeds the moving image $M$ and a global flow transformation $\Phi$ to spatial transformer network (STN) to obtain the warped image $W = M \circ \Phi$ by a global similarity metric. In this work, we not only train this network to produce global spatial transformations, but also to learn region-aware spatial transformations that are capable of maximizing the similarity of ROIs within images.

3. Related Work

3.1. Learning-based Deformable Registration Methods

Learning-based deformable registration methods take advantage of GPU’s powerful computing ability to infer the deformation flow displacements (DFFs) to achieve rapid registration [$14, 31$]. Recently, there are many strategies [$4, 5, 16, 21, 24, 31, 41, 41$] regarding deformable image registration. Mok et al. [$31$] proposed a fast symmetric diffeomorphic image registration network (SYMNet), which maximizes the similarity of a pair of images to improve registration accuracy. Huang et al. [$21$] proposed a coarse-to-fine network architecture consisting of affine and deformable transformations (ACNet) to achieve accurate registration with global similarity constraint. While these methods learn the all anatomy structure registration to maximize the global similarity of a pair of images, which easily leads to mis-alignment on regions of interest (ROIs) within images. Moreover, these methods never pay attention to region similarity constraint of a pair of images, which cannot maintain the similarity of ROIs within images. Furthermore, label-constraint (LC) registration methods [$5, 13, 15, 18–20, 27, 30, 42$] maximize the global similarity of a pair of images with segmentation labels via a CNN. Balakrishnan et al. [$5$] proposed a supervised method to learn the similarity of a pair of images by leveraging an auxiliary information such as segmentation maps during training, which effectively improves registration accuracy.
Li et al. [27] proposed a deformable medical image registration with perception-correspondence and reverse teaching to learn global similarity metric by using segmentation labels during training, which improves registration accuracy. However, these methods only use appearance information without texture constraints, which leads to distortion on the ROIs. Moreover, these methods still use the global similarity to evaluate registration accuracy, which cannot maximize region similarity of a pair of images.

3.2. Similarity Evaluation in Deformable Image Registration

Learning similarity evaluation is a fundamental problem in deformable image registration [31]. Many similarity metrics [1, 5] have been developed in the context of deep learning (DL) for maximizing the similarity of a pair of images. Unsupervised DL-based deformable registration methods [4, 16, 21, 31, 41, 41] learn image similarity to align a pair of images using a global similarity metric such as normalized cross-correlation (NCC), mean squared error (MSE), sum of squares distance (SSD) and mutual information (MI). Label-constrained (LC) registration methods [5, 27, 30, 42] learn the mixed similarity of image by using segmentation labels via similarity metric. Although LC registration methods take auxiliary information to guide the network to perceive ROIs within images, these methods still maximize the global similarity of a pair of images, which cannot guarantee region similarity of a pair of images. In this work, we firstly pay attention to region similarity of a pair of images, a novel region consistency constraint is developed to maximize the similarity of ROIs within a pairs of images.

4. Dual-Flow Transformation Network

In this paper, we propose a novel dual-flow transformation network with region consistency constraint to achieve end-to-end registration, which is composed of two modules including region-aware flow transformation module and global flow transformation module. Let \( M \) and \( F \) denote the moving and the fixed images respectively, and both are defined over a n-dimensional space domain \( \Omega \). We take a function \( \mathcal{F}_\theta(F, M) = \Phi \) to learn the displacement flow fields (DFFs) via a convolutional neural network (CNN), where \( \Phi \) represents the DFFs and \( \theta \) are neural network parameters. For each voxel \( x \in \Omega \), \( \Phi(x) \) is a location such that \( F(x) \) and \( M(x) \) define similar anatomical locations.

4.1. Region-Aware Flow Transformation

As shown in Fig. 1, the moving image \( M \) and the fixed image \( F \) are put into the segmentation CNN (Seg-CNN) to obtain the moving segmentation \( s'_M \) and fixed segmentation \( s_F \) in \( N \) semantic channels without texture preservation. Then the \( s'_M \) and \( s_F \) multiply with the original images of \( M \) and \( F \) to obtain the regions of interest (ROIs) of moving image \( R_M \) and the ROIs of fixed image \( R_F \), respectively. Hence, ROIs with texture-preserved are perceived as the inputs of registration CNN, which obviates interference with each other between ROIs and task-unconcerned regions during training. In this work, the cross-entropy loss function is used to calculate on segmentation loss with the fixed labels \( s_F \) and moving labels \( s_M \), which is written as:

\[
\mathcal{L}_s(s, s') = -\frac{1}{NL} \sum_{n=0}^{N} \sum_{t=0}^{L} s_{t,n} \log s'_{t,n},
\]

where \( N \) is the number of the semantic channels from the Seg-CNN, the \( L \) is the number of the voxels in each semantic channel, the \( s \) is the segmentation label and the \( s' \) is the segmentation.

The ROIs within a pair of images are obtained using a Seg-CNN, and then the registration CNN (Reg-CNN) is employed to gain a region-aware flow filed for achieving alignment of ROIs between a pair of images. As shown in Fig. 1, ROIs \( R_M, R_F \) of the moving and fixed images with texture-preserved are put into the Reg-CNN to obtain region-aware flow fields \( \Phi_{Region} \). The region-aware flow fields are used to deform \( R_M \) and \( M \) using spatial transformer network (STN) [22] to obtain the warped ROIs within moving image \( W_{R_M} \) and the warped moving image \( W_{R_F} \), respectively. Similar to the existing DL-based methods [31], the local normalized cross-correlation (LNCC) is used as similarity metric (Lsim) to evaluate the similarity of a pair of images. Let \( R_F \) and \( R_M \) denote a pair of input images, \( R_F(x) \) and \( R_M(x) \) denote the local mean of \( R_F(x) \) and \( R_M(x) \) at position \( x \) respectively. Hence, region-aware LNCC (RLNCC) is written as:

\[
RLNCC(R_F, R_M) = \sum_{x \in \Omega} \frac{\sum_{i} (R_F(x_i) - \bar{R}_F(x))(R_M(x_i) - \bar{R}_M(x))}{\sqrt{\sum_{i} (R_F(x_i) - \bar{R}_F(x))^2(R_M(x_i) - \bar{R}_M(x))^2}},
\]

where \( x_i \) denotes the position local region centered at \( x \). Minimizing \( \mathcal{L}_{sim} \) will facilitate \( R_M \) to approximate \( R_F \), however, this may obtain a non-smooth \( \Phi \). To mitigate this problem, a diffusion regularizer [5] on the spatial gradients of deformation flow fields is used to obtain a smooth \( \Phi \):

\[
\mathcal{L}_{smooth}(\Phi_{Region}) = \sum_{x \in \Omega} ||\nabla \Phi(x)||^2,
\]

where the spatial gradients are approximated using differences between neighboring voxels. Hence, we combine \( \mathcal{L}_{sim} \) with \( \mathcal{L}_{smooth} \) to obtain the region-aware loss function of ROIs for a pair of images:

\[
\mathcal{L}_{Region}(R_F, R_M, \Phi_{Region}) = \mathcal{L}_{sim}(R_F, R_M) + \alpha \mathcal{L}_{smooth}(\Phi_{Region}),
\]
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where \( \alpha \) is a weight parameter to balance two loss functions.

### 4.2. Global Flow Transformation

Although the warped image of ROIs between the moving and fixed images is obtained, there still is a non-negligible issue. Only using few-shot datasets learn a Seg-CNN, which leads to imprecisely segmentations, thus losing potential ROIs within images. To further improve the registration accuracy of a pair of images, global flow transformation is designed to achieve a fine registration. Meanwhile, a region consistency constraint is developed to maximize the similarity of alignment between images. By limiting the gradient of the deformation flow field, a smooth global flow field is obtained, thus extreme pixel displacement can be avoided. Therefore, we combine \( \mathcal{L}_{sim} \) with \( \mathcal{L}_{smooth} \) to obtain the global loss function of a pair of images:

\[
\mathcal{L}_{Global}(F, W_{RM}, \Phi_{Global}) = \mathcal{L}_{sim}(F, W_{RM}) + \beta \mathcal{L}_{smooth}(\Phi_{Global}),
\]

where \( \beta \) is a weight parameter to balance two loss functions.

### 4.3. Region Consistency Constraint

Existing learning-based approaches often maximize the global similarity of a pair of images by evaluating a similarity loss function, such as a normalized cross-correlation. Although the similarity of a pair of images can be effectively evaluated, the global similarity may greatly limit the registration accuracy due to the interference of task-unconcerned regions. Furthermore, these global similarity metrics are not sufficient to maximize the similarity of ROIs within images. To address this issue, we propose a novel region consistency constraint to guide fine registration of ROIs within a pair of images.

Intuitively, the registration process should be symmetrical, which refers to the bi-directional transformations between the moving image and the fixed image. As shown...
in Fig.1, for flow $\Phi_{\text{Global}}$, we firstly obtain its negative flow $-\Phi_{\text{Global}}$ via an negative operation [46]. We then feed both $\Phi_{\text{Global}}$ and $-\Phi_{\text{Global}}$ to the grid sampling module [22] to obtain the estimated inverse flow $\Phi_{\text{Global}}^{-1}$. The inverse flow field $\Phi_{\text{Global}}^{-1}$ is defined as follows:

$$\Phi_{\text{Global}}^{-1} = I(\Phi_{\text{Global}}, -\Phi_{\text{Global}}),$$

where $I(\cdot, \cdot)$ denotes an inverse network. To guide ROIs within moving image to align with the ROIs within fixed image, we combine the fixed image $F$ with the estimated inverse flow $\Phi_{\text{Global}}^{-1}$ to feed STN to predict inverse transformed image $F^{-1}$, which is written as:

$$F^{-1} = S(F, \Phi_{\text{Global}}^{-1}),$$

where $S(\cdot, \cdot)$ represents a STN. We use LNCC to evaluate the similarity between registration of $F$ and $W_{R_M}$. Meanwhile, the diffusion regularizer function [5] is used to obtain a smooth $\Phi_{\text{Global}}^{-1}$. Hence, we combine $L_{\text{sim}}(M^{-1}, F_{R_M})$ with $L_{\text{smooth}}(\Phi_{\text{Global}}^{-1})$ to obtain the region consistency loss function:

$$L_{\text{RCC}}(F^{-1}, W_{R_M}, \Phi_{\text{Global}}^{-1}) = L_{\text{sim}}(F^{-1}, W_{R_M}) + \gamma L_{\text{smooth}}(\Phi_{\text{Global}}^{-1}),$$

where $\gamma$ is a weight parameter to balance two loss functions. Minimizing $L_{\text{RCC}}$ will encourage $W_{R_M}$ to approximate $F^{-1}$, which guides $R_M$ to approximate $R_F$. Furthermore, the $R_M$ approximates to $R_F$, which encourages the $M$ to approximate $F$. Therefore, the region consistency of a pair of images is effectively preserved, and the complete loss function of our Dual-FlowNet can be written as:

$$L(F, M) = L_{\text{Region}} + L_{\text{Global}} + \eta L_{\text{RCC}}$$

where $\eta$ is a weight parameter to balance the contributions of the region consistency constraint loss.

### 4.4. Network Details

As shown in Fig. 2 (a), our Seg-CNN segments the mask of ROI on the fixed and moving images. It follows U-Net structure [36], which consists of a four-level hierarchical encoder-decoder with skip connections. For each level in the encoder, we use two successive convolution layers followed by a group normalization (GN) [43]) and a rectified linear units (ReLU), which contains one $3 \times 3 \times 3$ convolution layer with a stride of 1, and is followed by one $3 \times 3 \times 3$ convolution layer with a stride of 2 to down-sample the feature maps in half until the lowest level is reached. For each level in the decoder, we concatenate the feature maps from the encoder through skip connection, and one $3 \times 3 \times 3$ deconvolution with a stride of 2 is used to up-sample. The concatenation in the same resolution stage adds the detailed information to the decoder. Each resolution stage in decoder outputs the segmentation via one $1 \times 1 \times 1$ convolution for deep supervision. As shown in Fig. 2 (b), the ROIs within a pair of images are put into our Reg-CNN to obtain region deformable flow fields (DFFs). Similarly, the warped image and the fixed images are put into a Reg-CNN to obtain globalal DFFs. Reg-CNN follows the 3D U-Net structures [7] with five-level hierarchical encoder-decoder. In the encoder, each resolution stage has one $3 \times 3 \times 3$ convolution layer, and maxpooling is used to down-sample the feature maps between each stage. In the decoder, the first two stages have one $3 \times 3 \times 3$ convolution and the last two stage has two $3 \times 3 \times 3$ convolution for finer estimation in details. Each convolution is followed by a GN [43] and a ReLU. Finally, one $1 \times 1 \times 1$ convolution is used to estimate a DFF with three channels for the deformation of each voxel in $x$, $y$, $z$ direction.

### 5. Experimental results

In this section, we evaluate our Dual-FlowNet on four public of 3D MRI image datasets. To further verify the effectiveness of our Dual-FlowNet, ablation study is provided on LPBA40 dataset.

#### 5.1. Experimental configuration

##### 5.1.1. Baseline methods

To demonstrate the superiority of our Dual-FlowNet, we compare with five state-of-the-art (SOTA) learning-based registration methods including RCN [47], LC-VoxelMorph [5], SYMNet [31], ACNet [10] and PC-Reg-RT [27]. The RCN [47] uses NCC loss function together with the smooth
ACNet - LC-VoxelMorph

PC-Reg-RT

RCN

SYMNet

Dual-FlowNet (Ours)

Table 1. Comparison of DSC and ASD for five SOTA methods including LC-VoxelMorph [5], SYMNet [31], ACNet [21], RCN [47] and PC-Reg-RT [27] in LPBA40, IBSR18, CUMC12 and MGH10. The best results are identified in bold.

loss. The LC-VoxelMorph [5] uses Dice loss together with the smooth loss by leveraging segmentation labels, and the NCC loss is used to evaluate the similarity of a pair of images. The SYMNet [31] employs orientation consistency loss together with the smooth loss and magnitude loss to obtain smooth deformation voter displacement, the NCC loss is used to evaluate the similarity of a pair of images. The ACNet [10] uses NCC loss together with dual consistency constraint to evaluate the similarity of a pair of images. The PC-Reg-RT [27] employs NCC loss function together with the smooth loss.

5.1.2 Datasets

To evaluate performance of the proposed method in deformable image registration, we use four public datasets on
two types of 3D MRI images: LPBA40 (LONI Probabilistic Brain Atlas) 1, this dataset contains 40 scans, each of which comes with segmentation ground truth of 56 anatomical structures. IBSR18 2, this dataset contains 18 scans, each of which comes with segmentation ground truth of 128 anatomical structures. CUMC12 and MGH10 datasets 3, which contains 12 and 10 scans, respectively. Brain MRI images are resampled to the same size (160 × 192 × 160) to fit the input size of network. LPBA40 contains 40 subjects, 30 subjects are selected for training and the remaining 10 subjects are used for validation. Besides, IBSR18, CUMC12 and MGH10 are used to evaluate the generalization performance of the proposed method.

5.1.3 Implementation details

All methods are based on an initialization via affine transformation [23]. Our Dual-FlowNet and other comparative DL-based methods are all implemented by Pytorch [35] on an Intel i7-7700 CPU and an NVIDIA GTX1080Ti GPU with 12GB memory. We set $\alpha = \beta = \gamma = 1$ for our Dual-FlowNet to achieve accurate registration performance, meanwhile, the smooth DFFs follow the setting of LC-VoxelMorph [5] in our experiments. The $\eta$ is 0.5, so that the similarity of ROIs within images will be maximized by using our region consistency constraint. All DL-based methods are optimized by Adam whose learning rate is $1 \times 10^{-4}$. The training batch size is 1 to save the memory. Our implementation includes a default of 20,000 iterations. To improve the generalization ability, the random mirror in $x$, $y$ and $z$-axis, and rotation in $[-25^\circ, 25^\circ]$ are conducted for data augmentation.

5.1.4 Evaluation metrics

The registration performance is quantified by using Dice score (DSC) [11] and average symmetric surface distance (ASD) based on the segmentation of some anatomical structure, between the warped moving image and the fixed image, as done in [5, 27]. The DSC and ASD of two regions $W, F$ are respectively formulated as:

$$\text{Dice}(W, F) = 2 \cdot \frac{|W \cap F|}{|W| + |F|}. \quad (13)$$

The higher of DSC means the better accuracy of registration. Perfectly overlapped regions come with a DSC of 1.

$$\text{ASD}(W, F) = \frac{1}{|S(W)| + |S(F)|} \left( \sum_{s_W \in S(W)} d(s_W, S(F)) + \sum_{s_F \in S(F)} d(s_F, S(W)) \right), \quad (14)$$

where $S(\cdot)$ denotes the set of surface voxel of $W$ and the $d(\cdot, \cdot)$ represents the shortest distance of an arbitrary voxel $x$ to $W(x)$. The lower of ASD means the better accuracy of registration.
5.2. 3D Brain MRI registration experiments

5.2.1 Evaluation on LPBA40

In order to verify the superiority of our Dual-FlowNet, we test 10 subjects in LPBA40 dataset. The DSC of 54 ROIs [25] in test subjects is respectively shown in Fig. 3, and the average DSC is provided in Table 1. It is shown that our Dual-FlowNet achieves the best performance for 46 out of the 54 ROIs. The performance for the remaining 8 ROIs is comparable with other SOTA methods. Our region-aware spatial transformation firstly perceives ROIs with texture information to eliminate mis-alignment and weaken distortion. Furthermore, a global spatial transformation is used to further dig out potential ROIs, thus achieving accurate registration results.

5.2.2 Evaluation on IBSR18, CUMC12, MGH10

To demonstrate the generalization performance of our Dual-FlowNet, the trained model on LPBA40 dataset is utilized to test other three 3D MRI datasets including IBSR18, CUMC12, and MGH10. The average DSC and ASD are provided in Table 1, our Dual-FlowNet achieves the best registration results. Competing other five methods, our Dual-FlowNet pays attention to maintain the similarity of ROIs within images. Moreover, RCC is used to guide network to adequately explore the potential ROIs, thus achieving fine registration. As is shown in Fig.4, a typical result from MGH10 is shown that our Dual-FlowNet has region-aware ability and guarantees clear texture feature, thus our Dual-FlowNet achieves the best registration results.

5.3. Ablation study

To further verify the effectiveness of our Dual-FlowNet, ablation study is provided on LPBA40 dataset.

We design ablation experiments including four cases: 1) We only use global spatial transformation to align a pair of images without region spatial transformation and region consistency constraint (G-FlowNet); 2) We only use region spatial transformation to align a pair of images without region spatial transformation and region consistency constraint (R-FlowNet); 3) We use global spatial transformation and region spatial transformation to align a pair of images without region consistency constraint (GR-FlowNet); 4) We use global spatial transformation and region spatial transformation to align a pair of images with region consistency constraint (Dual-FlowNet). As is shown in Table 2, 30 subjects in LPBA40 dataset are selected to train network model, and 10 subjects are used to test DSC and ASD. It is clear that G-FlowNet obtains a baseline registration result due to not pay attention to region spatial transformation. In addition, R-FlowNet only uses ROIs within images to learn deformation flow fields with few-shot segmentation labels via a single CNN, which cannot obtain accurate ROIs, resulting in a poor registration result. After we combine global spatial transformation with region spatial transformation to align a pair of images, the registration results have a improvement. Furthermore, we use Dual-FlowNet to align a pair of images for testing DSC and ASD, our Dual-FlowNet has region-preserved ability to perceive ROIs and exploration competence for potential ROIs of image, which maximizes the similarity of ROIs within images, thus achieving excellent registration results. To further demonstrate the effectiveness of Dual-FlowNet, a typical example on LPBA40 dataset is provided in Fig. 5.

6. Conclusion

In this work, two ideas have been proposed: (i) a Dual-FlowNet is developed to eliminate mis-alignment and weaken distortion, and (ii) a region consistency constraint is proposed to guarantee the consistency of region spatial transformation and global spatial transformation, which maximizes the similarity of ROIs within a pair of images. Experiments on four public 3D MRI datasets are performed to show the superior performance of Dual-FlowNet, and experimental results demonstrate that Dual-FlowNet achieves better registration performances than other SOTA methods.

Limitations: Although our Dual-FlowNet outperforms SOTA methods in mono-modal registration, there still is a troublesome task in multi-modal registration. How to achieve great significance in multi-modal registration will be the focus of future work.
7. Broader Impact

Our Dual-FlowNet focuses on interest-region deformable registration, which can quantitatively analyze the changes of lesions and organs to enhance the accuracy and reliability of medical diagnosis, surgical plans, and radiotherapy plans.
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