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Abstract
State-of-the-art neural machine translation (NMT) systems are data-hungry and perform poorly on domains with little supervised data. As data collection is expensive and infeasible in many cases, unsupervised domain adaptation methods are needed. We apply an Iterative Back Translation (IBT) training scheme on in-domain monolingual data, which repeatedly uses a Transformer-based NMT model to create in-domain pseudo-parallel sentence pairs in one translation direction on the fly and then use them to train the model in the other direction. Evaluated on three domains of German-to-English translation task with no supervised data, this simple technique alone (without any out-of-domain parallel data) can already surpass all previous domain adaptation methods—up to +9.48 BLEU over the strongest previous method, and up to +27.77 BLEU over the unadapted baseline. Moreover, given available supervised out-of-domain data on German-to-English and Romanian-to-English language pairs, we can further enhance the performance and obtain up to +19.31 BLEU improvement over the strongest baseline, and +47.69 BLEU increment against the unadapted model.

1 Introduction
Current neural machine translation (NMT) systems are data-hungry. While some domains with large amounts of parallel translation data (i.e., high-resource domains) see the benefit of NMT, other domains with small parallel corpora (i.e., low-resource domains, such as law, medicine, and technology) still suffer from poor model performance. One solution is to collect the same kind of large parallel data in such domains, which are both expensive and time-consuming, and in some cases even impractical.

A one-cure-for-all solution is to develop effective methods to generalize the NMT models to new domains, namely domain adaptation. For example, we can translate English medical documents to German, by training an NMT model on parallel translations from another high-resource domain such as parliament hearing transcripts. The majority of previous works in domain adaptation for NMT focus on the supervised setting, where a small amount of parallel in-domain data is still available [Luong and Manning, 2015; Freitag and Al-Onaizan, 2016; Chu and Wang, 2018]. However, collection of translation pairs in some domains requires skilled human writers, and not every party can afford or wait for the supervised data. Therefore, our work focuses on unsupervised domain adaptation, where no in-domain parallel data is available. Existing approaches can be categorized into two lines: data-centric and model-centric methods.

Data-centric methods rely on a pseudo-parallel corpus constructed either by copying the in-domain target corpus to the source side, termed as Copy [Currey et al., 2017], or by pairing the in-domain target-side sentences with their translated counterparts by a well-trained NMT model, termed as back-translation [Sennrich et al., 2015]. Model-centric methods mainly focus on multitask learning of the translation task on the out-of-domain parallel data and the language modeling task on the target-side monolingual in-domain data [Domhan and Hieber, 2017; Dou et al., 2019].

Despite the various previous approaches, the rich value of in-domain monolingual data is still under-explored; only language modeling and one-time back translation have been attempted on them. We highlight an Iterative Back Translation (IBT) scheme to make better use of in-domain text in our approach, inspired by the great success of unsupervised NMT and text style transfer in the past two years [Lample et al., 2018; Artetxe et al., 2017; Jin et al., 2019]. This scheme iteratively generates translations from the source language to the target language and train the translation model to map the generated data back to the original source sentences, and then we perform the same generation and training process but in the reversed direction. This process is repeated in the training until convergence. Without any parallel or out-of-domain data, we found this method alone already surpasses all previous state-of-the-art domain adaptation methods which rely on data from other domains, proving that the in-domain corpus can be more directly beneficial to the task than the out-of-domain paired data. Notably, our proposed method is model-centric, and thus is independent to the data-centric methods, combined with which we can obtain further significant improvements. Moreover, we find that pre-training both the encoder and decoder of the NMT model on large-scale unsuper-
vised corpora through masked language modeling [Lample and Conneau, 2019] can benefit both our method and other popular unsupervised domain adaptation methods.

We evaluate our approach by a Transformer-based NMT system [Vaswani et al., 2017] under two different data settings and on two language pairs. For the first setting where the model adapts between two specific domains, our vanilla model achieved up to +9.48 BLEU score improvement over the strongest out of four baseline models, and +27.77 BLEU over the unadapted baseline. For the second setting, provided the availability of general domain data (WMT), our model combined with the data augmentation through back-translation achieves up to +19.31 BLEU improvement over the best previous method and +47.69 BLEU improvement over the unadapted model.

2 Methods

In this section, we first illustrate the architecture of IBT, and then formulate the overall training strategy.

2.1 Model Architecture

To fit in our proposed framework, we adopt the Transformer [Vaswani et al., 2017] with the encoder-decoder structure for the sequence-to-sequence translation model, as shown in Figure 1. Following the practice in [Lample and Conneau, 2019], we add the language embeddings to the standard token and position embeddings via the element-wise summation operation. This language embedding can inform both encoder and decoder which language it is processing. For instance, when translating from German to English, we set the language embedding of the encoder to German (through a look-up table) while setting that of the decoder to English. For the reversed direction of translation (i.e., from English to German), we just need to reverse the language embedding settings for the encoder and decoder without changing the model architecture. In this way, the same model architecture can be used to translate any language pair at the same time.

Three key properties of our model are introduced in the following paragraphs:

Shared Sub-Word Vocabulary In our experiments, we process all languages with the same shared vocabulary created through Byte Pair Encoding (BPE) [Sennrich et al., 2016]. This not only enables us to translate between any language pair with the same model, but improves the alignment of embedding spaces across languages that share either the same alphabet or anchor tokens such as digits. The BPE splits are learned on the concatenation of sentences sampled randomly from the monolingual corpora.

Shared Latent Representations All encoder parameters (including the embedding matrices since we perform joint tokenization) are shared across the source and target languages so that the encoder can map the input of any source language into a shared latent representation space, which is then translated to the target language by the decoder. Furthermore, we share the decoder parameters across the two languages to reduce parameter size with the language embeddings as the language identifier. We also share the encoder and decoder between the translation and language modeling tasks, which ensures that the benefits of language modeling, implemented via the denoising auto-encoder objective, nicely transfer to translation from noisy sources and eventually help the NMT model to translate more fluently.

Initialization Both the encoder and decoder are initialized by pre-trained parameters, which are obtained by pre-training a masked language model on large-scale monolingual corpora of both languages in the language pair [Lample and Conneau, 2019]. Such initialization can not only accelerate the model convergence but also improve the adaptation performance, which will be discussed in Section 5.1.

![Figure 1: Transformer-based model architecture.](image)

2.2 Training Objectives

In the unsupervised domain adaptation setting, we assume access to an out-of-domain parallel training corpus \((X_{out}, Y_{out})\) and in-domain monolingual data \(X_{in}\) and \(Y_{in}\). We have the following three training objectives:

Language Modeling In NMT, language modeling is usually implemented via denoising autoencoders, by minimizing

\[
\mathcal{L}_{lm} = \mathbb{E}_{x \in X_{in}} \left[- \log P_{s \rightarrow t}(x | C(x); \theta) \right] + \mathbb{E}_{y \in Y_{in}} \left[- \log P_{t \rightarrow s}(y | C(y); \theta) \right],
\]

where \(C\) is a word corruption function with some words randomly dropped, blanked, and swapped; \(P_{s \rightarrow t}\) and \(P_{t \rightarrow s}\) are the composition of encoder and decoder both operating on the source and target sides, respectively; \(\theta\) denotes the model parameters including both the encoder and decoder.

Iterative Back-Translation We have two NMT models, \(\text{Model}_{s2t}(\cdot)\) which translates from the source language to the target language, and \(\text{Model}_{t2s}(\cdot)\) vice versa (they are implemented by one model architecture). In each iteration, we translate on the fly from each source language sentence \(x \in X_{in}\) to a target language sentence \(\text{Model}_{s2t}(x)\). Similarly, we translate from every target sentence \(y \in Y_{in}\) to its counterpart in the source language \(\text{Model}_{t2s}(y)\). Then the pairs of \((x, \text{Model}_{s2t}(x))\) and \((\text{Model}_{t2s}(y), y)\) can be used as synthetic parallel data to train the two NMT models by minimizing the following loss:

\[
\mathcal{L}_{\text{back}} = \mathbb{E}_{x \in X_{in}} \left[- \log P_{s \rightarrow t}(\text{Model}_{s2t}(x) | x; \theta) \right] + \mathbb{E}_{y \in Y_{in}} \left[- \log P_{t \rightarrow s}(y | \text{Model}_{t2s}(y); \theta) \right].
\]
Algorithm 1 Training Strategy of IBT

**Input:** In-domain monolingual data $X_{in}$ and $Y_{in}$, parallel data $(X_{para}, Y_{para})$, and model parameters $\theta$

1: while $\theta$ has not converged do
2: Sample $x$ from $X_{in}$ and $y$ from $Y_{in}$
3: Create pairs $(C(x), x)$ and $(C(y), y)$ via word corruption
4: Update $\theta$ by minimizing Eq. (1)
5: Sample $x$ from $X_{in}$ and $y$ from $Y_{in}$
6: Create $(x, \text{Model}_{\text{in}}(x))$ and $(\text{Model}_{\text{in}}(y), y)$ via back-translation
7: Update $\theta$ by minimizing Eq. (2)
8: Sample $(x, y)$ from $(X_{para}, Y_{para})$
9: Update $\theta$ by minimizing Eq. (3)
10: end while

This pseudo-supervised training paradigm is termed as iterative back-translation. To be noted, when minimizing this objective function, we do not back propagate through the models that are used to generate translations.

**Supervised Machine Translation** When given parallel data, denoted as $(X_{para}, Y_{para})$, we can also minimize the supervised translation loss:

$$L_{\text{sup}} = \mathbb{E}_{x \in X_{para}, y \in Y_{para}} [- \log P_{x \rightarrow t}(y|x; \theta)].$$

The parallel data can be the out-of-domain supervised data $(X_{out}, Y_{out})$ or the back-translated synthetic pairs by an NMT model trained on the out-of-domain data.

### 2.3 Training Strategy

As shown in Algorithm 1, in each iteration, we randomly draw a batch of data to minimize the aforementioned three loss equations 1, 2 and 3, respectively. The iterations will continue until the validation set BLEU score does not increase for a certain number of epochs.

### 3 Experiments

#### 3.1 Data Setup

We validate our model under two different data settings. For the first setting, we train on the law (LAW), medical (MED), and Information Technology (IT) datasets of the German-English OPUS corpus[^1] [Tiedemann, 2012] and test the domain adaptation ability of our model on every pair of domains. The second setting is to adapt models trained on the general-domain WMT datasets to TED [Duh, 2018], LAW, and MED datasets. Two language pairs are used for this setting, German-English (de-en) and Romanian-English (ro-en). The general-domain WMT datasets for de-en and ro-en come from WMT-14[^2] and WMT-16[^3] tasks, respectively. Data statistics for the train set are shown in Table 1. The size of validation and test sets for WMT-14 are both 3K, and all the other domains are 2K.

Note that to build an unaligned monolingual corpus for each domain, we randomly shuffle the original parallel corpus and split the corpus into two halves with the same number of parallel sentences. We use the target and source sentences of the first and second halves respectively. Hence, there are no parallel sentences in the monolingual corpus.

### 4 Experiments

#### 4.1 Main Results

**Adapting between Specific Domains** Our main results are shown in Table 2, with the left six columns showing the set-

| Lang. | Corpus | Words | Sentences | W/S |
|-------|--------|-------|-----------|-----|
| MED   | 14,533,613 | 1,104,752 | 13.2 |
| LAW   | 18,461,140 | 715,372 | 25.8 |
| TED   | 3,328,621 | 161,291 | 9.5 |
| WMT-14 | 126,735,962 | 4,468,840 | 28.4 |
| MED   | 13,142,512 | 990,220 | 13.3 |
| LAW   | 10,631,517 | 450,715 | 23.6 |
| TED   | 3,328,621 | 161,291 | 20.6 |
| WMT-16 | 10,796,138 | 399,375 | 27.0 |

[^1]: https://github.com/khayrallah/domain-adaptation-data
[^2]: https://www.statmt.org/wmt14/translation-task.html
[^3]: https://www.statmt.org/wmt16/translation-task.html
Table 2: Translation accuracy (BLEU) under different settings. The second and third columns are source and target domains respectively. “DE”, “EN”, and “RO” denote German, English, and Romanian, respectively. DALI and DAFE results are the best results from the original papers, except that numbers marked by † are from our re-implementation. Settings (7) IBT+OUTD and (8) IBT+BACK uses the out-of-domain data and back-translated data to minimize the supervised machine translation loss, respectively. (9) “MT (Sup.)” results are obtained by training an NMT model on the supervised target domain data.

| Methods                  | LAW       | MED       | DE to EN   | WMT-14    | RO to EN   |
|--------------------------|-----------|-----------|------------|-----------|------------|
|                          | MED IT    | LAW IT    | LAW MED    | TED LAW   | MED TED    |
| (1) UNADAPTED            | 18.76     | 6.62      | 7.92 5.94  | 6.19 10.90 | 23.36 23.77 | 23.36 23.36  |
| (2) COPY                 | 23.57     | 10.58     | 11.44 12.83 | 9.39 18.19 | 24.32 25.25 | 27.67 29.29  |
| (3) BACK                 | 33.94     | 22.21     | 23.74 23.56 | 22.43 31.00 | 31.02 31.27 | 35.69 36.98  |
| (4) DALI                 | 11.32     | 8.75      | 26.98 19.49 | 11.65 10.99 | – – – –     | – – – –     |
| (5) DAFE                 | 26.96     | 15.41     | 14.28 13.03 | 11.67 21.30 | 34.89 31.46 | 38.79 37.05  |
| (6) IBT                  | 38.67     | 31.69     | 27.89 31.69 | 27.89 38.67 | 30.88 27.89 | 38.67 34.48  |
| (7) IBT+OUTD             | 41.22     | 34.33     | 29.54 32.47 | 30.20 39.77 | 33.23 32.81 | 41.40 38.68  |
| (8) IBT+BACK             | 40.40     | 35.41     | 30.27 35.76 | 30.49 40.28 | 34.15 33.35 | 42.08 38.90  |
| (9) MT (Sup.)            | 48.95     | 59.38     | 37.72 59.38 | 37.72 48.95 | 38.97 37.72 | 48.95 42.22  |

Table 2: Translation accuracy (BLEU) under different settings. The second and third columns are source and target domains respectively. “DE”, “EN”, and “RO” denote German, English, and Romanian, respectively. DALI and DAFE results are the best results from the original papers, except that numbers marked by † are from our re-implementation. Settings (7) IBT+OUTD and (8) IBT+BACK uses the out-of-domain data and back-translated data to minimize the supervised machine translation loss, respectively. (9) “MT (Sup.)” results are obtained by training an NMT model on the supervised target domain data.
eling on the source-side sentences, as shown in row (6), the performance of adaptation is much better than that by removing only the iterative back-translation part. This indicates that when there is no back-translation training, language modeling on the source-side has a negative effect, which actually agrees with the intuition that in this case the decoder just needs to learn how to output fluent language in the target side.

Table 3: Ablation study by removing some key components from the IBT+B model when adapting from LAW domain to MED and IT domains. Validation set BLEU scores are reported. “– Pre-training” represents the model without pre-trained parameters. “– LM” and “– IBT” mean we remove the language modeling and iterative back-translation training for both source and target sides, respectively. “– Source-side LM” means we only remove the language modeling training for the source side.

Table 4: The comparison of three baselines: UNADAPTED, COPY, and BACK under two settings: with and without pre-training, when we adapted from the LAW domain to MED and IT. For all three adaptation methods, pre-training consistently leads to large improvements. This shows that good initialization of models is crucial to the unsupervised domain adaptation problem to circumvent the lack of supervised data.

Table 5: We added more monolingual data to the original in-domain data and found they can further improve the adaptation performance (test set BLEU scores are reported). “WMT” extra data represent adding the out-of-domain data as monolingual data to the in-domain data, while “TED” means that we extracted extra monolingual data from the TED official website and added them to the in-domain data.

5.2 Do More In-Domain Monolingual Data Help?
One advantage of our method is that it keeps gaining higher performance if the monolingual data get larger. To verify this statement, we collected additional monolingual data and analyzed the performance difference before and after adding these extra data in Table 5. We considered two sources of extra monolingual data: out-of-domain and in-domain data. Specifically, we studied the adaptation from the WMT data to TED for both de-en and ro-en language pairs. The out-of-domain data source can be the WMT data itself, whereas for in-domain data, we collected an additional dataset of TED talks. After scraping all the TED talk web-pages until the beginning of January, 2020, we extracted the transcripts in three languages, English, German, and Romanian, and kept the unique TED talk identifier of the transcript. Note that for any language pair, we made sure that the transcript of a TED talk only appeared once in either the source or the target side so as to avoid any parallel sentences. When combining the extra monolingual data with the original in-domain data, we always up-sample the in-domain data via replication so that it can have the same size as the extra data.

By comparing row (1) and (2) in Table 5, we see that the combination of out-of-domain and original in-domain monolingual data can be better than in-domain data alone for our method. And row (3) reveals that the addition of in-domain monolingual data can yield even larger improvement, which agrees with the intuition that in-domain data should always be more helpful to adaptation. We also added the in-domain data to our best setting IBT+B, and achieved even higher BLEU scores that are very close to supervised translation performance, as shown in row (6) and (7) in Table 5. This set of experiments have shown the great potential of our method: we can always seek to collecting more out-of-domain or in-domain monolingual data that are easily accessible to keep improving the unsupervised adaptation performance.

5.3 How Does Our Model Perform on Semi-supervised Adaptation?
Although this work targets at unsupervised domain adaptation, we are also curious to see the effect of our method on semi-supervised domain adaptation, with a limited number

---

3https://www.ted.com/

4Our newly collected TED dataset is available at https://github.com/zhijing-jin/ted_talk_downloader.
of in-domain parallel sentence pairs. We first tested a standard semi-supervised setting, SEMI, by first pre-training an NMT model on the parallel corpus of the IT domain, and then fine-tuning it on the data that concatenate the out-of-domain IT data with sub-sampled in-domain LAW data. We sub-sampled 20K, 80K, 160K, and 320K real in-domain sentences. Note that during concatenation, if there are fewer sub-sampled in-domain data than the out-of-domain data, we repeat the in-domain data until it reaches the same size as the out-of-domain data. For comparison, we also use this combined data to train the supervised loss $L_{sup}$ in our model (denoted as IBT+SEMI). We also plotted the unaffected performances of IBT and the supervised MT for clearer comparison in Figure 2a. As we can see, the performance of SEMI soars with the increasing data size of in-domain parallel data, while IBT+SEMI increases only slightly and to a limited extent. This indicates the limitation of our method in the semi-supervised domain adaptation task. On the other hand, in low-resource cases, where there are fewer than 160K in-domain data, our model IBT+SEMI is the best choice, as it prevails the normal semi-supervised training by a large margin.

5.4 How do Different Sizes of Out-of-Domain Data Affect?

In this section, we want to examine this question: how does fine-tuning on different unadapted NMT models affect the adaptation performance? To this end, we sub-sampled different sizes of out-of-domain parallel data, trained an NMT model (UNADAPTED) on them, and fine-tuned it in three ways: BACK, IBT, and IBT+BACK. Specifically, we adapted from the general domain (WMT14) to the IT domain for the German-English language pair, used all the in-domain monolingual data, and sub-sampled 0.1, 0.5, 1 and 4 million out-of-domain parallel data. As shown in Figure 2b, IBT does not use any out-of-domain data so it stays unchanged, while all the other settings demonstrate improved performance with the increasing number of out-of-domain data, and the performances slightly fluctuate when the number of out-of-domain data exceeds 1 million. Notably, IBT+BACK consistently outperforms all others by a large margin, and its performance also increases at a higher rate than others, indicating that our method makes better use of the out-of-domain supervised data.

6 Related Work

Most previous domain adaptation works for NMT focus on the supervised setting, where there is large out-of-domain parallel data and small amount of in-domain parallel data. Sequential fine-tuning [Luong and Manning, 2015; Freitag and Al-Onaizan, 2016] methods first train an NMT model on out-of-domain data and subsequently fine-tune it on the in-domain data. Britz et al. proposes to jointly train the translation task and the domain discrimination task to mitigate the domain shift. Kobus et al. uses the domain tokens and domain embeddings to force the NMT model to take into account the domain information. Joty et al. assigns higher weight to those out-of-domain data that more assemble the in-domain ones so as to remove unwanted noise. Our proposed method focuses on solving the adaptation problem with no in-domain parallel sentences, which is a more strict setting.

Unsupervised domain adaptation for NMT can be divided into two threads: data-centric and model-centric. Data-centric methods mainly propose to select or generate domain-related pseudo-parallel data for model training. In terms of data selection, Duh et al. uses language models to rank the out-of-domain data and select the top ranked parallel sentences as synthetic data. More representative methods are back translation-based [Sennrich et al., 2015] and copy-based [Currey et al., 2017], which are simple yet have been widely demonstrated to be effective. On the other hand, model-based methods have not been fully explored. This line of methods change model architectures to leverage monolingual corpus by introducing an extra learning objective, such as auto-encoding objective [Cheng et al., 2016] and language modeling objective [Ramachandran et al., 2017; Dou et al., 2019] on the target-side sentences. In contrast, we propose utilizing online iterative back-translation to make better use of the in-domain data via an unsupervised manner.

7 Conclusion

In this paper, we identify that the iterative back-translation training scheme can bring large improvement to unsupervised domain adaptation for NMT. On three low-resource domains, this vanilla approach demonstrates improvements of up to $+9.48$ BLEU scores over the strongest out of four previous models, and up to $+27.77$ BLEU over the unadapted baseline. By further combining with popular data augmentation methods and utilizing supervised data from general domains on two language pairs, our model shows prevailing improvement of up to $+19.31$ BLEU higher than the strongest baseline model, and up to $+47.69$ over the unadapted model.
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