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Abstract. The rapid development of graph algorithms was primarily due to exponential progress known from the development of computers. Requested to participate in the process of combinatorial optimization, graphs, built a fund of theorems based on which a lot of algorithms have been developed that today form the tool basis of this field. Applications of graph algorithms in various domains, from substantiating political decisions to macroeconomic issues, from production problems in the study of electrical networks, gives it an increased importance.
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1. Introduction

Our general objective is the modeling of the many situations in everyday life using graph theory. The specific objective of this article is finding the shortest path in a graph in order to design a solution to a practical problem: determining the shortest path between two points using Dijkstra's algorithm for use in a maritime network transport route model. To achieve this specific objective, a network [1] based transport model must be analyzed to minimize transport costs.

Dijkstra's algorithm is useful in determining a minimum cost path from a start node to each of the other vertices of the graph. The algorithm [3] can be explained on a weighted graph. At the initial time the only peak for which the minimum cost path is known is the initial peak. The following structures can be used:
- a set that will retain the peaks for which the minimum cost road is already calculated;
- a vector whose size is given by the number of nodes in the graph and which stores the cost of the minimum cost path from the starting node to any node, a path that passes only through vertices from the set of selected vertices;
- a vector that holds for each vertex in the graph the vertex that precedes it on the minimum cost path.
In the minimum road between 2 points, the road between the two points is reconstructed.

![Figure 1. Dijkstra’s algorithm on tree graph](image)

### 2. Dijkstra’s algorithm

In this section we aim at understanding the concepts of cost, relaxation of an edge, minimum path; presentation and assimilation of algorithms for calculating minimum paths.

The importance is for practical applications [4]: algorithms for determining minimum paths have multiple practical applications and represent the most commonly used class of graph algorithms:
- routing within a network (of sea ships, computers etc.);
- find the minimum route between two locations (Google Maps, GPS etc.);
- establishing a navigation schedule in order to ensure optimal connections;

#### 2.1 The cost of an edge and a path

Given a oriented graph $G = (V, E)$, it's considered the function $w: E \rightarrow W$, called the cost function, which associates to each edge a numerical value. The function range can be extended to include pairs of nodes between which there is no direct edge, in which case the value is $+\infty$.

The cost of a path formed by the edges $p_{12} p_{23} \ldots p_{(n-1)n}$, having the costs $w_{12}$, $w_{23}, \ldots, w_{(n-1)n}$, is the sum $w = w_{12} + w_{23} + \ldots + w_{(n-1)n}$.

In the example, the cost of the path from node 1 to 5 is:
- path 1: $w_{14} + w_{45} = 30 + 20 = 50$
- path 2: $w_{12} + w_{23} + w_{35} = 10 + 20 + 10 = 40$
- path 3: $w_{13} + w_{35} = 50 + 10 = 60$

![Figure 2. The cost of an edge and a path](image)
2.2 The minimum cost path

The minimum cost of the path between two nodes is the minimum of the costs of the existing paths between the two nodes.

In the example above, the minimum cost path from node 1 to 5 is through nodes 2 and 3. Although, in most cases, cost is a function with non-negative values, there are situations in which a graph with negative cost edges has practical relevance. Some algorithms can determine the correct path of minimum cost, including such graphs. However, it does not make sense to look for the minimum path in cases where the graph contains negative cost cycles - a minimum path would have infinite length, its cost would be reduced at each recurrence of the cycle:

In the next example, the cycle $1 \rightarrow 2 \rightarrow 3 \rightarrow 1$ has the cost $-20$.

- **Path 1**: $w_{12} + w_{23} + w_{35} = 10 + 20 + 10 = 40$
- **Path 2**: $(w_{12} + w_{23} + w_{31}) + w_{12} + w_{23} + w_{35} = -20 + 10 + 20 + 10 = 20$
- **Path 3**: $(w_{12} + w_{23} + w_{31}) + (w_{12} + w_{23} + w_{31}) + w_{12} + w_{23} + w_{35} = -20 + (-20) + 10 + 20 + 10 = 0$

![Figure 3. The minimum cost path](image)

2.3 Relaxing an edge

The relaxation of an edge $v_1 - v_2$ consists in testing if its cost can be reduced, passing through an intermediate node $u$. Let $w_{12}$ be the initial cost of the edge from $v_1$ to $v_2$, $w_{1u}$ the cost of the edge from $v_1$ to $u$, and $w_{u2}$ the cost of the edge from $u$ to $v_2$. If $w > w_{1u} + w_{u2}$, the direct edge is replaced by the sequence of edges $v_1 - u, u - v_2$.

In the next example, the edge $1 \rightarrow 3$, of cost $w_{13} = 50$, can be relaxed at cost 30, by the intermediate node $u = 2$, being replaced by the sequence $w_{12}, w_{23}$. Many algorithms are based on relaxation to determine the minimum path.
2.4 Minimum single source paths

The algorithm in this section determines the minimum cost path from one source node to the rest of the nodes in the graph, based on repeated relaxations.

Dijkstra’s algorithm can only be used [6] in graphs that have all non-negative edges. The algorithm is of Greedy type: the local optimum sought is represented by the cost of the path between the source node s and a node v. For each node an estimated cost $d[v]$ is retained, initialized [7] at the beginning with the cost of the edge $s \rightarrow v$, or with $+\infty$, if there is no edge.

In the following example, the source s is node 1.

The initialization will be:

![Figure 5. Initialization of source node](image)

These paths are improved at every step, based on the other estimated costs. The algorithm repeatedly selects the node u which has, at that moment, the minimum estimated cost (compared to the source node). Next, we try to relax the rest of the costs $d[v]$. If $d[v] < d[u] + wuv$, $d[v]$ takes the value $d[u] + wuv$.

In order to keep track of the edges that need to be relaxed, two structures are used: S (the set of peaks already visited) and Q (a queue with priorities, [8] in which the nodes are ordered by distance from the source) from which the node is at a minimum distance.

In S there is initially only the source, and in Q only the nodes to which there is a direct edge from the source, so which have $d[\text{node}] < +\infty$. In the example above, we will initialize $S = \{1\}$ and $Q = \{2, 3\}$.
4, 3}. At the first step, node 2 is selected, which has \(d[2] = 10\). The only node for which \(d[node]\) can be relaxed is 3. \(d[3] = 50 > d[2] + w_{23} = 10 + 20 = 30\).

![Figure 6. Relaying nodes](image)

After the first step, \(S = \{1, 2\}\) and \(Q = \{4, 3\}\).

At the next step, node 4 is selected, which has \(d[4] = 30\).

Based on it, \(d[5]\) can be modified:

\[d[5] = +\infty > d[4] + w_{45} = 30 + 20 = 50\]

![Figure 7. Node selection](image)

After the second step, \(S = \{1, 2, 4\}\) and \(Q = \{3, 5\}\).

At the next step, node 3 is selected, which has \(d[3] = 30\), and \(d[5]\) changes again:

\[d[5] = 50 > d[3] + w_{35} = 30 + 10 = 40\].

The algorithm ends when queue \(Q\) becomes empty, or when \(S\) contains all nodes. In order to be able to determine the edges of which the minimum searched path is composed, not only its cost or end, it is necessary to retain a vector of parents \(P\). For nodes that have a direct edge from the source, \(P[node]\) is initialized with the source, for the rest with null.
Representing the graph as an adjacency matrix leads to an inefficient implementation for any graph that is not complete, due to traversing the neighbors of node \( u \), from the line (*), which will be executed in \( |V| \) steps for each extraction from \( Q \), and on the whole algorithm will result in \( |V|^2 \) steps.

It is preferred the representation of the graph with adjacent lists, for which the total number of operations caused by the line (*) will be equal to \( |E| \).

The complexity of the algorithm is \( O(|V|^{2+|E|}) \) if the priority queue is implemented as a linear search. In this case the function is executed in time \( O(|V|) \), and updates \( (Q) \) in time \( O(1) \). A more efficient option is to implement the queue as a binary heap. The function will be executed in time \( O(\lg |V|) \); the update function \( (Q) \) will also be executed in time \( O(\lg |V|) \), but the position of the node key in the heap must be known, the heap must be indexed. The obtained complexity is \( O(|E| \lg |V|) \) for a connected graph.

The most efficient implementation is obtained using a Fibonacci heap for the priority queue:

This is a complex data structure, developed especially for the optimization of the Dijkstra algorithm, characterized by a time damped by \( O(\lg |V|) \) for the operation and only \( O(1) \) for the update \( (Q) \). The obtained complexity is \( O(|V| \lg |V| + |E|) \), very good for rare graphs.

3. Conclusions

The Dijkstra algorithm will find the shortest path between two nodes. Also Dijkstra algorithm:
- calculates the minimum paths from one source to the other nodes;
- it cannot be used if there are negative cost edges;
- minimum complexity \( O(|V| \lg |V| + |E|) \) using Fibonacci heap; in general \( O(|V|^2 + |E|) \);

Kruskal's algorithm will determine a partial minimum cost tree by connecting all nodes. Basically, Dijkstra will find a connection between the two nodes, while Kruskal will find a connection between the number of nodes.

The results obtained from those examples show that Dijkstra's algorithm is an efficient means to find the path with minimum costs from node A to node B. Also, the same results are obtained in the partial minimum cost tree using the Kruskal algorithm, but in this case procedure is much simpler with a minimum cost tree to get from point B to point A with the lowest total cost. It has been calculated that the cost of the most disadvantageous road, concluding that, in this situation, it would be 63% more expensive than the first route.
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