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Abstract: In this paper, we started from the composition-dependent interdiffusion coefficients with quantified uncertainties in binary alloys by integrating the Matano-based method, distribution functions, and uncertainty propagation approach. After carefully defining the numerically stable region for the interdiffusion coefficients, the suitable pre-set functions were screened to achieve the reasonable fit to the D-c and μ-c data according to the Akaike information criterion. With the fitted D-c and μ-c curves, the impurity diffusion coefficients with uncertainties can be directly determined. Benchmark tests in five hypothetical binary systems with different preset D-c relations were then utilized to validate the presently effective approach, followed by practical applications in five real cases, i.e., fcc Ni-Co, fcc Cu-Al, fcc Pt-Ni, hcp Mg-Zn, and bcc Ti-V alloys. The impurity diffusion coefficients with uncertainties derived by the presently effective approach were found to be in excellent agreement with the data by tracer experiments, indicating that this effective approach can serve as a standard one for acquiring the high-quality impurity diffusion coefficients in binary alloys with quantified uncertainties, especially for the noble metals and the cases without suitable radioactive tracer isotopes.
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1. Introduction

Accurate diffusion coefficients are necessities for understanding masses of materials preparation and service processes [1–6], such as solidification, precipitation, creep, oxidation, and so on. Among different types of diffusion coefficients, including self-, impurity, intrinsic, and chemical diffusion coefficients, the impurity diffusion coefficient, defined as the diffusion rate of a solute with an extremely low concentration in a solvent [7], might be the most important one. That is because the impurity diffusion coefficient is of both practical and theoretical interests. On one hand, the impurity diffusion coefficient serves as one of the important “building blocks” (i.e., end-members) for atomic mobility database of multicomponent systems [8,9], from which various temperature-/concentration-dependent diffusion coefficients can be calculated in combination with the known thermodynamic factors. On the other hand, accurate impurity diffusion coefficients can be used to validate the theoretical calculations (e.g., first-principles calculations) [10,11], and then to help understanding the diffusion mechanisms.

Traditionally, radioactive isotope tracer diffusion experiments coupled with various sectioning techniques serve as the primary technique for measuring the impurity diffusion coefficient [12]. In principle, the impurity diffusion coefficients measured by the radioactive isotope tracer technique are regarded to be reliable. However, implementation...
of radioactive isotope tracer diffusion experiment is usually costly, especially for noble metals, i.e., Pt [13]. In some cases, the suitable radioactive tracer isotopes are absent, like Al [14]. Besides the experimental measurement, efforts on flourishing impurity diffusion information using density functional theory (DFT) based methods [10,11] in recent years are also extensive, but their reliability strongly depends on the known/assumed diffusion mechanisms, and always needs further experimental validation.

Despite of the straightforward methods mentioned above, several indirect approaches for estimation of impurity diffusion coefficients by extrapolating composition-dependent interdiffusion coefficients to the dilute region have also been proposed. Hall [15] assumed that the interdiffusion coefficients around the composition region of pure metal approach to a constant at arbitrarily defined narrow composition regions. The Hall’s method is effective when the interdiffusion coefficients at the ends of a diffusion couple are close to constant. For the systems with a strong/complex correlation between the diffusion coefficients and the compositions, the Hall’s method may lose its effectiveness. Zhao and his colleagues [16] developed a forward-simulation approach for binary alloys, in which the regression between the interdiffusion coefficients and the composition is performed, and the impurity diffusion coefficient is thus retrieved according to the regression function [17]. However, the potential options of regression functions between the interdiffusion coefficients and the composition are plentiful, which may heavily attribute reliability of the estimated impurity diffusion coefficients to expertise. Very recently, Wu et al. [18] from our research group developed a general approach to quantify the uncertainties of interdiffusion coefficients based on the Matano-based methods [19–21], which may result in numerically unstable regions for the evaluated interdiffusion coefficients at both ends of the diffusion couples, and thus limit the direct extrapolation to the impurity diffusion coefficients. In order to evaluate the corresponding impurity diffusion coefficients in binary system, Wu et al. [18] proposed a linear extrapolation treatment to get rid of the influence of the numerically unstable region, and determined the impurity diffusion coefficients together with quantified uncertainties in a binary fcc Co-Ni system, as schematically displayed in Figure 1a. It is quite clear that the determined impurity diffusion coefficients by means of such a linear extrapolation treatment is rather accurate when a linear correlation of D–c (at least over the investigated composition range) is roughly considered. However, the risk of obtaining the inaccurate impurity diffusion coefficients increases as the nonlinearity dominates the correlation between the interdiffusion coefficients and the composition.

Consequently, such a linear extrapolation treatment is to be augmented in this paper into an effective approach for acquiring accurate impurity diffusion coefficients in binary alloys with quantified uncertainties. In this effective approach, the appropriate regression
functions taking the quantified uncertainties of interdiffusion coefficients into consideration will be chosen to fit various types of interdiffusion coefficients/uncertainties of composition dependency over the numerical stable region. With the fitted regression functions of interdiffusion coefficients/uncertainties in binary alloys, the impurity diffusion coefficients with quantified uncertainties can be then determined by direct extrapolation into the end(s) of the diffusion couples.

Briefly, details of the proposed effective approach are firstly described. Benchmark tests are subsequently performed to validate its reliability and applicable capacity, followed by its applications in several real binary alloys, including fcc Co-Ni, Cu-Al, Pt-Ni, hcp Mg-Zn, and bcc Ti-V alloys. Conclusions will be finally drawn.

2. Approach to Acquire the Impurity Diffusion Coefficients and Related Uncertainties in Binary Alloys

We start from the general relation between the interdiffusion coefficient and the impurity diffusion coefficient in a fictitious A-B binary system,

\[
\lim_{x_A \to 0} \tilde{D}_{AA}^B = D_{AA}^{impurity} \quad \text{and} \quad \lim_{x_B \to 0} \tilde{D}_{BB}^A = D_{BB}^{impurity}
\]  

Based on above equation, the impurity diffusion coefficient can be obtained by directly taking the interdiffusion coefficient at the end of pure metal diffusion couples, i.e., the sides of pure A and/or B. However, the evaluated interdiffusion coefficients due to the Matano based methods usually have the numerical instability regions close to the ends of the diffusion couple as their uncertainties increases rapidly and tends to infinity (see Figure 1a). Thus, to acquire the reliable impurity diffusion coefficients from the interdiffusion coefficients in binary system, merely the interdiffusion coefficients and their related uncertainty over the numerical stable region can be utilized.

The schematic diagram of the presently proposed approach to acquire the impurity diffusion coefficients and related uncertainties in binary alloys is illustrated in Figure 1b, and its general framework is given in Figure 2.

![Figure 2. Flowchart for evaluation of impurity diffusion coefficients and its uncertainty.](image)

The first step is to evaluate the interdiffusion coefficients from the measured composition profiles fitted by the distribution function library [22]. The uncertainties, noted as
µ, of the evaluated interdiffusion coefficients are then quantified following the recently
developed uncertainty quantification approach [18]. The typical result is shown in Figure 1.

The second step is to determine the numerically stable region(s) for the D-c curves. Different from the previous linear extrapolation method [18], the µ-c curves are considered as a condition of priority. As can be seen in Figure 1, when the composition approaches to the end of the diffusion couple, there exists one transition point, above which the confidence interval of the interdiffusion coefficients will increase suddenly. Here, such transition point is regarded to the turning point of the upper or lower boundary of the confidence interval of the evaluated interdiffusion coefficients, for instance, the position on the upper boundary of the interdiffusion coefficient profile with zero slope, as shown in Figure 1b. This transition point actually means that, when the change in the uncertainty of interdiffusion coefficient begins to be greater than the composition correlation of the interdiffusion coefficient, that is, the physical correlation between the interdiffusion coefficient and the composition begins to weaken. Thus, the composition range between the two transition points of one diffusion couple can be treated as the numerically stable region.

The third step is to perform the fitting to both µ-c and D-c curves over the numerically stable region based on a family of pre-set fitting functions. With the fitted µ-c and D-c curves, we can directly obtain the impurity diffusion coefficients and their uncertainties based on Equation (1). Thus, the key point is to perform the high-quality fitting to the µ-c and D-c curves over the numerically stable region. Based on the idea from Kailasam et al. [23], ideal D-c relations can be classified into five types: constant, linear, logarithmic, symmetric/unsymmetric parabola ones. In this work, a family of pre-set fitting functions is constructed by including the constant, linear, parabolic, logarithmic basic functions and their combination. For a simple D-c relation, one of the basic functions should be sufficient, while, for a complex D-c relation, it is necessary to combine multiple basic functions to achieve a reasonable fitting degree. Considering that the interdiffusion coefficients with greater uncertainties suffer more risk of losing the physical relation with composition, it is necessary to take into account the uncertainty as the weight in the fitting of interdiffusion coefficients as well as the uncertainty. Moreover, during the fitting of D-c curves, the uncertainties can be used as weights [24], denoted as \( w = 1/\mu^2 \). The similar treatment is also applied to the µ-c curves. Furthermore, when screening for suitable fitting functions, the information criteria [25] may be employed. Here, the Akaike information criterion, as a measure of overall goodness of fit, is adopted because the fitting result with the minimum AICc value always represents the best.

3. Benchmark Test

In the present benchmark tests, five different types of D-c relations in total, i.e., \( D_1, D_2, D_3, D_4, \) and \( D_5 \), were assumed, and shown in Figure 3a \( D_1 \) refers to a constant, \( D_2 \) has a linear relation with \( c \), \( D_3 \) presents a logarithm relationship with \( c \), while \( D_4 \) and \( D_5 \) have parabolic relations with \( c \):

\[
\begin{align*}
D_1 &= 10^{-14} \times 2 \\
D_2 &= 10^{-14} \times (2 + 4c) \\
D_3 &= 10^{-14} \times (2 + \ln(53.6c + 1)) \\
D_4 &= 10^{-14} \times (2 - 16c^2 + 16c) \\
D_5 &= 10^{-14} \times (2 + 11.25c^2 - 7.25c)
\end{align*}
\]  

(2)

where the unit of interdiffusion coefficients is m²/s, and that of composition is atomic fraction.

With the pre-assumed interdiffusion coefficients, the imitated composition profiles were generated based on Fick’s laws. The terminal compositions (at.) at the left and right ends of the hypothetical diffusion couples were set to be 0.00 and 1.0, respectively. The length of the diffusion couples was set as 1000 µm, the position of initial interface is 500 µm,
and the diffusion time 30,000 s. Moreover, different levels of normally distributed noises were also imposed on the imitated composition distance profiles as

\[ c = c + \delta w \]  

where \( w \) is a Gaussian noise with the standard distribution \( N(0-1) \), and \( \delta \) represents the level of the noise. In the present benchmark tests, three levels of noises were considered, i.e., \( \delta_I = 0.5 \times 10^{-2} \), \( \delta_{II} = 1.5 \times 10^{-2} \), \( \delta_{III} = 2.5 \times 10^{-2} \).

Figure 3. (a) Five types of ideal D-c relations; (b–f) comparison between the presently evaluated impurity diffusion coefficients with uncertainties and the truth values with the D-c relation from \( D_1 \) to \( D_5 \).

Following our previous work [18], the Boltzmann–Matano method together with the distribution functions [22] were employed to retrieve the composition-dependent
interdiffusion coefficients and their uncertainties. The evaluated interdiffusion coefficients and uncertainties are given in the Supporting Information in order to save the space here because some similar results have been given in our previous publication [18]. Then, the evaluated interdiffusion coefficients over the numerical stable region are fitted based on the weight due to the quantified uncertainties using the presently constructed fitting function library. The best fitting results corresponding to the minimum AICc value are selected. Similar treatment is performed for the quantified uncertainty. After that, with the constructed D-c relation and \( \mu \)-c relation, the impurity diffusion coefficients with uncertainties can be directly obtained at \( c = 0 \).

As clearly shown in the Figure S2 of the Supporting Information, all the five different types of D-c corresponding to the composition profiles with three different noises were well fitted. The resulting interdiffusion coefficients can reproduce the pre-set correlation between interdiffusion coefficient and composition well, even over the numerical instable region. Moreover, the presently evaluated impurity diffusion coefficient with quantified uncertainties are compared with the true values, as displayed in Figure 3b–f. As can be seen in the plots, all the pre-set true values of impurity diffusion coefficients are well in the confidence interval of the evaluated impurity diffusion coefficients from different types of composition profiles and noise levels. A closer look at Figure 3 and further analysis indicates that, with the increase of the noise level, the uncertainty of the evaluated impurity diffusion coefficient becomes larger, and the deviation between the true values and the evaluated impurity diffusion coefficients increases. With the same noise level, the deviation of the impurity diffusion coefficient of simple D-c relations (like \( D_1 \sim D_3 \)) from the true value is significantly lower than that of complex D-c relations (like \( D_4 \) and \( D_5 \)). Moreover, such difference increases as the noise level increases. All the facts infer that the higher quality the experimental composition profiles, the more accurate the impurity diffusion coefficients and the smaller the uncertainty.

4. Application in Real Binary Alloy

4.1. Co-Ni Binary Alloy

Co-Ni binary alloy is one of the most important boundary systems in Ni-/Co-based superalloys and high-entropy alloys, and thus was selected as the first example to verify the reliability of the presently effective approach. To begin with, the interdiffusion coefficients of fcc Ni-Co alloys together with their uncertainties were re-calculated based on the composition profiles of the Co/Ni diffusion couples annealed at different temperatures [26–29], following the strategy of Wu et al. [18]. The impurity diffusion coefficients of Ni in fcc Co and Co in fcc Ni, as well as their corresponding uncertainties, were then determined according to the presently proposed effective approach, and given in Figures 4 and 5.

In Figure 4, the presently obtained impurity diffusion coefficients of Co in fcc Ni are compared with the literature data measured by the tracer experiments [30–32]. Moreover, the CALPHAD (CALculation of PHAse Diagram)-type assessed result by Cui et al. [33] is also superimposed in Figure 4 for comparison. Good agreement can be seen in Figure 5 between the presently obtained impurity diffusion coefficient and the tracer experimental results at high temperature [30,31] as well as the CALPHAD-type assessed result by Cui et al. [33]. The slight deviation between the result of Hirano et al. [32] and the CALPHAD-type assessed result by Cui et al. [33] at low temperature may be due to the contribution of grain boundaries. This fact proves the reliability of presently evaluated impurity diffusion coefficient and its uncertainty, and also the previously assessed result by Cui et al. [33].
Similarly, the presently obtained impurity diffusion coefficients of Ni in fcc Co are compared with the literature data measured by the tracer experiments [30,32,34–36] and the CALPHAD-type assessed result by Cui et al. [33], as shown in Figure 5. Again, it can be seen that the presently obtained impurity diffusion coefficients are in excellent agreement with the tracer experiment data, except for very slight deviation from the results by Hirano et al. [32] at lower temperature due to the noticeable contribution of grain

Figure 4. Comparison between the presently evaluated impurity diffusion coefficients with uncertainties of Co in fcc Ni and the impurity diffusion coefficients obtained by tracer experiment [30–32] and the optimized end-member of atomic mobility by Cui [33].

Figure 5. Comparison between the presently evaluated impurity diffusion coefficients with uncertainties of Ni in fcc Co and the impurity diffusion coefficients obtained by tracer experiment [30–32,34–36] and optimized atomic mobility result by Cui et al. [33].
boundary. Generally, the short-circuit diffusion along the grain boundary in the diffusion couples prepared by polycrystalline samples may contribute to the apparent diffusion, and the obtained interdiffusion coefficients should be larger than the true values of bulk diffusion. Especially at low temperatures, such contribution may be noticeable. In general, the researchers usually subject the alloy blocks for homogenization at higher temperatures for a relatively long time before preparing the diffusion couple/multiple, making the grain size large enough in order to minimize the influence of grain boundaries. In particular, when the grain size is larger than the scale of diffusion distance, the influence of grain boundary diffusion on the interdiffusion coefficient can be reduced to zero ideally. Based on the fact, the presently evaluated impurity diffusion coefficient and its uncertainty, and also the previously assessed result by Cui et al. [33], should be regarded to be reliable.

4.2. Cu-Al Binary Alloy

Direct measurement of impurity diffusion of Al in different metals has always been challenging due to the absence of natural radioactive tracer isotopes of Al (Note: The only feasible radioisotope of Al, artificial $^{26}$Al, is quite expensive and very difficult to be applied for classical radiotracer methods due to its extreme low specific activity) [37,38]. The only tracer experimental data on impurity diffusion coefficient of Al in dilute Cu-Al alloys available in the literature is from Hirvonen [39], who used the resonance broadening technique to study the diffusion of $^{27}$Al$^+$ in ion-implanted Al-Cu solid solutions at low temperature. Therefore, the presently effective approach can serve as a promising alternative for retrieving impurity diffusion coefficients of Al in fcc Cu at high temperatures.

Here, following the above strategy, the interdiffusion coefficients in fcc Cu-Al alloys at 1023 K, 1173 K and 1223 K together with the corresponding uncertainties were first calculated from the composition profiles of the Cu/Al diffusion couples reported in the literature [40–42]. Then, the presently developed approach was utilized to evaluate the impurity diffusion coefficients of Al in fcc Cu with quantified uncertainties, as displayed in Figure 6. In the figure, the experimental data at low temperatures by Hirvonen et al. [39] and the CALPHAD assessed result by Liu et al. [40] (shown in dot-dashed line) are also appended for direct comparison. As can be seen that the Arrhenius plot reported by Liu et al. [40] can reproduce the experimental data at low temperatures by Hirvonen et al. [39] well, but show noticeable deviation from the presently evaluated impurity diffusion coefficients at high temperatures. Thus, the Arrhenius description of impurity diffusion coefficient of Al in fcc Cu needs to be updated by fully considering the experimental data over the wider temperature range. The newly updated Arrhenius description of impurity diffusion coefficients of Al in fcc Cu is given as

$$D_{\text{Cu,impurity}}^\text{Cu} = 1.911 \times 10^{-5} e^{-188410/(RT)} \text{m}^2/\text{s}$$

and the corresponding result is presented as the solid line in Figure 6. It can be clearly seen in Figure 6 that the new Arrhenius plot obtained in the present work shows better agreement with both the experimental data of Hirvonen et al. [39] and the presently evaluated data than the previous plot by Liu et al. [40].
Direct measurement of impurity diffusion of Al in fcc Cu and the impurity diffusion coefficients obtained by tracer experiment [39] and optimized atomic mobility result by Liu et al. [40].

4.3. Pt-Ni Binary Alloy

Platinum-group metals, such as Pt, Ru, and Ir, have been added to yield the creep resistance of the Ni-based superalloys [13]. The micro mechanisms of creep deformation in superalloys are the subject of much debate; a better understanding of their creep behavior and structural stability requires diffusion information of the noble elements in Ni-based superalloys. However, there is very limited experimental information in the literature.

Here, fcc Pt-Ni binary alloys were chosen as the application case. The measured composition profiles of fcc Pt/Ni diffusion couples annealed at 1523 K and 1573 K by Gong et al. [13] were adopted for the calculation of impurity diffusion coefficients of Ni in fcc Pt and Pt in fcc Ni together with uncertainties, following the presently effective approach. The comparison between the presently evaluated impurity diffusion coefficients of Ni in fcc Pt and the calculated temperature-dependent impurity diffusion coefficients by Gong et al. [13] were presented in Figure 7. In the figure, the CALPHAD assessed result by Gong et al. [13] based on different thermodynamic parameters were denoted as “Para 1” and “Para 2”. It can be seen from Figure 7 that the presently evaluated impurity diffusion coefficients at 1423 K and 1573 K agree very well with “Para 2” from Gong et al. [13], indicating that the “Para 2” of Gong et al. [13] is more reasonable than “Para 1”, and also validate the reliability of the impurity diffusion coefficients evaluated using the presently developed approach.

Moreover, the comparison between presently evaluated impurity diffusion coefficients of Ni in fcc Pt and the calculated temperature-dependent impurity diffusion coefficients by Gong et al. [13] as well as the experimental results [43–46] was given in Figure 8. As can be seen in figure, the experimental results are quite scattering. The presently evaluated impurity diffusion coefficients of Ni in fcc Pt are close to the tracer experiment data by Minamino et al. [43] and those at high temperatures by Borovskii et al. [43] but show noticeable deviation from the others [44–46]. In addition, the presently evaluated impurity diffusion coefficients of Ni in fcc Pt are also in very good agreement with the two sets of mobility parameters, i.e., “Para 1” and “Para 2”, by Gong et al. [13].
Platinum-group metals, such as Pt, Ru, and Ir, have been added to yield the creep resistance of nickel-based superalloys. However, there is very limited experimental information in the literature. In addition, the presently evaluated impurity diffusion coefficients by Gong et al. [13] based on different thermodynamic parameters were adopted for the calculation of impurity diffusion coefficients of Ni in fcc Pt and the calculated temperature dependences of Ni in fcc Pt and the optimized mobility results by Gong et al. [13] as well as the experimental results [43–46].

The comparison between presently evaluated impurity diffusion coefficients together with uncertainties, following the presently effective approach.

Figure 7. Comparison between the presently evaluated impurity diffusion coefficients with uncertainties of Ni in fcc Pt and the optimized mobility results by Gong et al. [13].

Figure 8. Comparison between the presently evaluated impurity diffusion coefficients with uncertainties of Ni in fcc Pt and the experimental results [43–46].

4.4. Mg-Zn Binary Alloy

Mg-Zn alloy is one of the most important sub binary for the Mg-based alloys. Thus, hcp Mg-Zn binary alloys were chosen here for the validation of universality of the presently developed approach in the evaluation of impurity diffusion coefficients in hcp phase.

The measured composition profiles of hcp Mg/Zn diffusion couple at 623 K, 673 K, and 723 K by Kammerer et al. [47] were adopted for the calculation of impurity diffusion coefficients of Zn in hcp Mg together with uncertainties, following the presently effective approach.
approach. The corresponding results are shown in Figure 9. In the figure, the results calculated using the Hall method by Kammerer et al. [47,48], the intrinsic experimental results by Lal [49] and Cermak [50], and the CALPHAD assessed results by Wang et al. [51] (shown in dot-dashed line) are also appended for direct comparison. It can be clearly seen in Figure 9 that presently evaluated impurity diffusion coefficients at the three temperatures are in good agreement with the Arrhenius plot obtained by Wang et al. [51] and the other experimental results, especially the results due to the intrinsic experiments.

![Figure 9. Comparison between the presently evaluated impurity diffusion coefficients with uncertainties of Zn in hcp Mg and the CALPHAD mobility results by Wang et al. [51] as well as the experimental results [47–50].](image)

4.5. Ti-V Binary Alloy

Ti-Al-V alloys, especially most notably the long-established Ti-6Al-4V alloy, have been widely applied in aerospace engineering. Thus, bcc Ti-V alloys were also chosen for the validation of presently developed approach in the bcc alloy system.

The interdiffusion coefficients in bcc Ti-V alloys at 1173 K, 1273 K, 1373 K, and 1473 K together with the corresponding uncertainties were first calculated from the composition profiles of the Ti/V diffusion couples reported in the literature [52]. Then, the presently developed approach was utilized to evaluate the impurity diffusion coefficients of V in bcc Ti with quantified uncertainties, as displayed in Figure 10. In the figure, the experimental data reported in the literature [52,53], and the assessed results by Neumann et al. [7] (shown in dashed line) are also appended for direct comparison. As can be seen in figure, the presently evaluated data show very nice agreement with the result assessed by Neumann et al. [7] as well as the intrinsic experimental results [53] and the results of Zhu et al. evaluated using the forward-simulation method [52].
5. Conclusions

- A general but effective approach to acquire the impurity diffusion coefficients with quantified uncertainties in binary alloys was developed in this work from the well-determined composition-dependent interdiffusion coefficients. Benchmark tests in five types of D-c relations with different noises were performed to validate the presently proposed approach, and the resulting impurity diffusion coefficients with quantified uncertainties reproduce the true values very well. Moreover, the presently effective approach was also demonstrated to be superior to the previous linear extrapolation method.

- The presently developed effective approach was then applied in the real fcc Ni-Co, Cu-Al, Pt-Ni systems. The evaluated impurity diffusion coefficients, including Ni in fcc Co, Co in fcc Ni, Al in fcc Cu, Pt in fcc Ni, Ni in fcc Pt, Zn in hcp Mg and V in bcc Ti, were compared with the direct experimental data measured by the tracer experiments, and also utilized to verify the previously assessed mobility descriptions. It was found that: (i) the presently evaluated impurity diffusion coefficients are in good agreement with most tracer experimental data, and (ii) the previously assessed mobility descriptions for Zn in hcp Mg, V in bcc Ti, Ni in fcc Co, Co in fcc Ni, Pt in fcc Ni and Ni in fcc Pt are reliable, while that for Al in fcc Cu needs updating.

- It is highly anticipated that the presently effective approach can serve as a standard one for acquiring the high-quality impurity diffusion coefficients in binary alloys with quantified uncertainties, especially for the noble metals and the cases without suitable radioactive tracer isotopes.

**Supplementary Materials:** The following are available online at [https://www.mdpi.com/article/10.3390/met11050809/s1](https://www.mdpi.com/article/10.3390/met11050809/s1), Figure S1: Composition profiles fitted by distribution functions compared with the c – x data due to the pre-set D$_1$, D$_2$, D$_3$, D$_4$, D$_5$ with different noise levels. (a–e) noise level I; (f–j) noise level II; (k–o) noise level III. Figure S2. Fitted interdiffusion coefficients together with uncertainties compared with the interdiffusion coefficient evaluated using the Boltzmann–Matano method from the c – x data due to the pre-set D$_1$, D$_2$, D$_3$, D$_4$, D$_5$ with noise and uncertainties evaluated using the uncertainty quantification approach. (a–e) noise level I; (f–j) noise level II; (k–o) noise level III. Figure S3. (a–d) Composition profiles fitted by distribution functions compared with the experimental data of the Co/Ni diffusion couples annealed at different temperatures [1–4]; (c–h) presently fitted interdiffusion coefficients and uncertainties compared with the interdiffusion coefficients evaluated using the Boltzmann–Matano method and the uncertainties quantified using
the uncertainty quantification approach. Figure S4. (a–c) Composition profiles fitted by distribution functions compared with the experimental data of the Al-Cu/Cu diffusion couples annealed at different temperatures [5–7]; (c–h) presently fitted interdiffusion coefficients and uncertainties compared with the interdiffusion coefficients evaluated using the Boltzmann–Matano method and the uncertainties quantified using the uncertainty quantification approach. Figure S5. (a–b) Composition profiles fitted by distribution functions compared with the experimental data of the Ni/Pt diffusion couples annealed at different temperatures [8]; (c–d) presently fitted interdiffusion coefficients and uncertainties compared with the interdiffusion coefficients evaluated using the Boltzmann–Matano method and the uncertainties quantified using the uncertainty quantification approach. Figure S6. (a,b) Composition profiles fitted by distribution functions compared with the experimental data of the hcp Mg/Zn diffusion couples annealed at different temperatures [9]; (c,d) presently fitted interdiffusion coefficients and uncertainties compared with the interdiffusion coefficients evaluated using the Boltzmann–Matano method and the uncertainties quantified using the uncertainty quantification approach. Figure S7. (a–b) Composition profiles fitted by distribution functions compared with the experimental data of the bcc Ti/V diffusion couples annealed at different temperatures [10]; (c,d) presently fitted interdiffusion coefficients and uncertainties compared with the interdiffusion coefficients evaluated using the Boltzmann–Matano method and the uncertainties quantified using the uncertainty quantification approach.
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