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Abstract

There are at least four levels of socio-economic and political development: institutional environment, micro business governance, economic resource allocation and employment, and finally culture or informal long term institutions. In our study we use methods of multivariate analysis such as multi-dimensional scaling and hierarchical clustering to provide evidence that these four levels (at least) of embeddedness exist as predicted; and that according to this model, countries are clustered together in such a way that we can reasonably accept an overall gauge of socio-economic and political development based on the totality of all variables used in our study, but also based on other individual factors such as government efficiency, or GDP per capita. Our sample consists of 53 countries and 90 socio economic and political variables taken from various well known sources. Results for 1995 and 2011 are examined to check evolution through time. Important conclusions are: first, all socio-economic and political variables considered as totality and as groups grow in tandem; second each group of these four to five levels can separately generate the same classification of countries in terms of socio-economic development; third, some single indicators can be considered as good representatives of this development; and fourth, a 15 year span of development is not sufficient to change the classification of countries between the three main clusters of socio economic and political development.
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Introduction

In this study we begin with the premise that economic development is a multidimensional phenomenon. Already 40 years ago, Baster [1] wrote that "...development is seen as multi-dimensional, involving changes in structure and capacity, as well as output..." Economic, social, political and other variables or indicators are important and indeed "...however important the economic dimension of development, it is dangerous to use it as a proxy for development" (ibid, p. 1). In addition, and as a corollary of the above premise we can regard development as an evolving system of all these various factors or variables that influence each other directly or indirectly [2]. Consequently we may infer that all these development factors are endogenous1 to the system and therefore we need multivariate tools of statistical analysis to examine such a system. Adelman and Morris [3] were the pioneers to use such tools as factor analysis and multidimensional scaling for the study of development. In particular, multidimensional scaling has been used by several scholars in economics related studies, including the seminal paper by Syrquin [4] in development, and more recently by Cinca et al. [5], Papalia and Bertarelli [6], and Akkucuk [7].

In this present study we endeavor to use multivariate analysis (by applying it to 89 variables and 53 countries) in order to bring some systematic quantitative evidence that economic development is a multidimensional, multi-variable phenomenon encompassing various factors originated in economic and social life, such as institutional, cultural, economic, governance, government and social. Since the 1970s, collection of data on all these factors has been methodical and rigorous and deserves to be rigorously analyzed in development studies. At the same time, in economics, the institutional and transactions economics as pioneered by three Nobel Prize Laureates, namely Coase, North and Williamson have introduced a strong interdisciplinary link between standard economics and parts of sociology or other social sciences. We will review the relevant literature in section 2, but here we may summarize this link as follows: the economy has or needs a social embeddedness to develop and vice-versa, and this can take place through appropriate institutions, customs, culture, contracts and so on.

This link between economy and society has been the object of analysis in several knowledge fields and in particular in economics and sociology. For example from the evolutionary point of view, socio-economic change can be taken as one combined force that includes entropic processes, technology, and evolutionary development (see for example, Chase [8]; Sanidas [9]. This link between economy and society also constitutes our composite hypothesis to test from a more quantitative perspective. Thus, more precisely, in this paper we will bring some relevant theories together and propose some partial hypotheses to test empirically. To test these hypotheses we will employ some multivariate techniques applied to data provided by the Institute for Management Development (IMD) and other well-known databases such as Heritage Foundation, etc. These techniques are multidimensional scaling (MDS), and hierarchical clustering (HC). Note that these techniques are used in the context of economic development for the first time (to the best of our knowledge this is what our research in relevant literature has shown).

This field of research of providing multivariate quantitative
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evidence for links between society and economy is rather untapped as yet, and hence we hope that our empirical evidence is only a starting point for further research. In general, however, there have been some quantification attempts with pertinent analysis and results. Besides those already mentioned it is worth also mentioning Federke and Klitgaard [10] who examined a wide range of data regarding the relationship between economic growth and social indicators by using rank correlations and regressions of simultaneous equations; they emphasized the difficulties and dangers of using statistical techniques in quantifying this relationship and recommended amongst other things the following: "...The multicontextual and multivariate problems raised by the determination of economic growth deserve the attention of as wide a set of skills as is possible" (ibid, p. 484).

We will take up this last point as a prerequisite of our thesis in the present paper. Thus, overall, since development is multidimensional in character and since regression techniques might be inappropriate, we want to explore some multivariate techniques, as those ones already mentioned in the previous paragraph, in order to explore some particular aspects of economic growth and economic development based on a more precise theoretical model, that of Williamson's social analysis as explained in the next section. With his model we will be able to group this wide range of variables we have (89) and hence test the development phenomenon through the prism of his analysis. In this way our results will be more robust. The multivariate techniques used here are mainly based on dissimilarity distances between variables and thus do not offer a direct cause and effect explanation of the complex phenomenon of economic development; they only provide us with a spatial set of relationship both in terms of variables and countries in the sample. However, as already mentioned, since all variables are endogenous to each other (for example does GDP per capita growth cause computers per capita growth or vice versa?) we believe that multivariate analysis might be more adequate to examine development in several respects.

The particular aspects of economic development that we would like to explore here are the following ones expressed as questions. First, is there a pattern of socio-economic variables (related to institutions, governance, government, culture, social indicators, and economic development) that may follow more closely a theoretical model (hence a map may be constructed)? If, for instance, the probability of finding a variable anywhere on the map of all variables (and countries) is the same (in the contrary case this probability might be greater in a particular sub-area of the map), then there is no discernable pattern on the map, and so on. Second, do countries follow a pattern of development according to all these variables, for example according to high, middle, and low GDP per capita (or high, middle, and low level of government efficiency; and so on for some other variables)? Third, do all these categories of variables evolve together in time? If yes, then the patterns of development just mentioned should be the same regardless of the categories of variables we use (institutional, governance, etc). We will make some basic propositions to quantitatively assess or answer these questions in this paper.

Theoretical Background

Our background model is the one proposed by the Nobel laureate economist Williamson [11]. According to this author (who complemented and added on North's [12] models of institutional factors affecting economic performance), economics of institutions are based on four distinct levels of social analysis. The first level or the lowest (or the most fundamental) in the social pyramid is the level of social embeddedness which comprises non calculative and spontaneous elements of informal institutions, customs, traditions, norms, and religion. All this we can call the underlying "culture" of society. It is at this first level where we have abundant sociological theoretical background. It comprises for example Granovetter's [13] embeddedness which is microanalytic and examines trust in terms of personal relations. It also comprises studies by such scholars as Hofstede [14], Minkov and Hofstede [15], whose work on culture indexes is already well established (effectively we use these indexes in our paper). Table 1 contains the four variables of this level (indicated with the initial letter C, e.g. Cpgd is about "power distance index" or expectations of equal distribution of power in the society). For a good summary of the role of culture in economic development and the measurement of this role [16-18]. We must also emphasize that in the present paper we only included Hofstede's four composite culture indexes as representing Williamson's first level of "culture", but this does not mean that other culture variables, in a broader sense, do not exist in our analysis; for example our several variables related to freedom, ethical practices in business (Table 1), value system in society (Gvasy), national culture (Snacu) etc. are part of cultural values (but they are assigned in other categories such as institutional environment and social indicators in a more direct way). A more extensive use of cultural values such as those found in World Values Surveys is beyond the scope of the present study (in addition, they do not cover the same number of countries as in our study).

The second level is related to institutional environment [19,20] where we have the formal rules of the game, especially property rules and by extension polity, judiciary and bureaucracy rules. Williamson calls this level the economics of property rights. Table 1 contains the variables of this level (indicated with the initial letter G). We assign variables from IMD and other sources into this broad category according to the following criteria: government initiated activities such as related to the just mentioned formal rules of the game (e.g. government efficiency, protection of personal security and private property, political stability, and so on); and institutional consequences of these initiatives such as education, technology, competition, corruption, parallel economy, health infrastructure, and so on (a good reference for the relationship between technology, institutions, and development is [21] for the effects of competition policy on development [22]).

Level 3 or transaction cost economics, is related to governance or play of the game; it contains the elements of contracts and its purpose is to align governance structures with transactions. We can extend this level to encompass all factors that affect business governance and attitudes. Table 1 contains the variables of this level (indicated with the initial letter B). These B variables are directly related to "doing business" such as various types of freely conducting business, skills and training, internet and PC capabilities, labor relations, competent managers, technological capabilities, worker motivation, and so on; also, variables, such as public sector contracts open to foreign bidders,
1. Bcrma S: Credibility of managers in society is stronTg (IMD WCY executive survey based on an index from 0 to 10)
2. Bcusa S: Customer satisfaction is emphasized in companies. (IMD WCY executive survey based on an index from 0 to 10)
3. Bdete S: Development and application of technology are supported by the legal environment. (IMD WCY executive survey based on an index from 0 to 10)
4. Bemtr S: Employee training is a high priority in companies (IMD WCY executive survey based on an index from 0 to 10)
5. Bentr S: Entrepreneurship of managers is widespread in business. (IMD WCY executive survey based on an index from 0 to 10)
6. Beptr S: Ethical practices are implemented in companies. (IMD WCY executive survey based on an index from 0 to 10)
7. Bfisk S: Finance skills are readily available (IMD WCY executive survey based on an index from 0 to 10)
8. BBfs S: Banking and financial services do support business activities efficiently (IMD WCY executive survey based on an index from 0 to 10)
9. BFoin S: Foreign investors are free to acquire control in domestic companies (IMD WCY executive survey based on an index from 0 to 10)
10. BFrfu S: Business freedom is a quantitative measure of the ability to start, operate, and close a business that represents the overall burden of regulation as well as the efficiency of government in the regulatory process. (Heritage)
11. BFrif S: Financial freedom is a measure of banking efficiency as well as a measure of independence from government control and interference in the financial sector. (Heritage)
12. BFrin S: Investment Freedom: In an economically free country, there would be no constraints on the flow of investment capital. Individuals and firms would be allowed to move their resources into and out of specific activities both internally and across the country’s borders without restriction. (Heritage)
13. BFfr S: Trade freedom is a composite measure of the absence of tariff and non-tariff barriers. The trade freedom score is based on two inputs: (i) the trade-weighted average tariff rate, (ii) Non-tariff barriers (NTBs). (Heritage)
14. BFfrd S: Funding for technological development is readily available. (IMD WCY executive survey based on an index from 0 to 10)
15. BHeptr S: Health problems (sicknesses, AIDS, alcohol, drug abuse, etc.) do not have a significant impact on companies. (IMD WCY executive survey based on an index from 0 to 10)
16. BBin S: Business freedom is a quantitative measure of the ability to start, operate, and close a business that represents the overall burden of regulation as well as the efficiency of government in the regulatory process. (Heritage)
17. BBin S: Business freedom is a quantitative measure of the ability to start, operate, and close a business that represents the overall burden of regulation as well as the efficiency of government in the regulatory process. (Heritage)
18. BInt S: Credit of business freedom is widely used as a measure of independence from government control and interference in the financial sector. (Heritage)
19. BiSt S: Credit of business freedom is widely used as a measure of independence from government control and interference in the financial sector. (Heritage)
20. Blare S: Labor relations are generally productive (IMD WCY executive survey based on an index from 0 to 10)
21. Bmct S: Public sector contracts are sufficiently open to foreign bidders (IMD WCY executive survey based on an index from 0 to 10)
22. Bpuc S: Public sector contracts are sufficiently open to foreign bidders (IMD WCY executive survey based on an index from 0 to 10)
23. Bqen S: Qualified engineers are available in your labor market. (IMD WCY executive survey based on an index from 0 to 10)
24. Bsena S: Competent senior managers are readily available (IMD WCY executive survey based on an index from 0 to 10)
25. Bshri S: Shareholders’ rights are sufficiently implemented. (IMD WCY executive survey based on an index from 0 to 10)
26. Bskil S: Skilled labor is readily available (IMD WCY executive survey based on an index from 0 to 10)
27. Bst S: Social responsibility of business leaders is high (IMD WCY executive survey based on an index from 0 to 10)
28. Bstat S: Stock markets provide adequate financing to companies. (IMD WCY executive survey based on an index from 0 to 10)
29. Bmm S: Technological cooperation between companies is developed (IMD WCY executive survey based on an index from 0 to 10)
30. Bmm S: Technological cooperation between companies is developed (IMD WCY executive survey based on an index from 0 to 10)
31. Bwmo S: Worker motivation in companies is high (IMD WCY executive survey based on an index from 0 to 10)
32. Bcadi S: Individualism (IDV): On the individualist side we find societies in which the ties between individuals are loose: everyone is expected to look after himself/herself and his/her immediate family. (Hofstede’s scores)
33. Bcmasc S: Masculinity (MAS) refers to the distribution of roles between the genders. Men's values contain a dimension from very assertive and competitive to modest and caring. The assertive pole has been called 'masculine' and the modest, caring pole 'feminine'. (Hofstede’s scores)
34. Bcpdi S: Power Distance Index (PDI) is the extent to which the less powerful members of organizations and institutions accept and expect that power is distributed unequally. This represents inequality, defined from below. It suggests that a society’s level of inequality is endorsed by the followers as much as by the leaders. (Hofstede’s scores)
35. Bcnv S: Uncertainty Avoidance Index (UAI) deals with a society’s tolerance for uncertainty and ambiguity; Uncertainty avoiding cultures try to minimize the possibility of unstructured situations - novel, unknown, surprising, different from usual-by strict laws and rules, safety and security measures and on the philosophical and religious level by a belief in absolute Truth. People in uncertainty avoiding countries are also more emotional, and motivated by inner nervous energy. (Hofstede’s scores)
36. Beoll S: Cost of Living: index of a basket of goods & services in major cities, including housing (New York City=100)(IMD)
37. Bempp S: Employment, Percentage of population (IMD)
38. Beex S: Exports breakdown by economic sector/Industry, Percentage of total exports (IMD)
39. Bef S: Fiscal freedom is a measure of the tax burden imposed by government. The fiscal freedom component is composed of three quantitative factors: (i) the top tax rate on individual income, (ii) the top tax rate on corporate income and (iii) Total tax revenue as a percentage of GDP. (Heritage)
40. Efhr S: Monetary freedom combines a measure of price stability with an assessment of price controls. Both inflation and price controls distort market activity. Price stability without microeconomic intervention is the ideal state for the free market (Heritage)
41. Egdp S: GDP per capita, PPP (current international $) (World Bank data)
42. Egcc S: Government consumption expenditure Percentage of GDP (IMD)
43. Ehcpp S: Household consumption expenditure Percentage of GDP (IMD)
44. Ein S: Economic sectors/Industry, Breakdown as a percentage of GDP (IMD)
45. Einv S: Investment) Gross fixed capital formation Percentage of GDP (IMD)
46. Elap S: Labor productivity (PPP) (IMD)
47. Evpr S: Overall productivity (PPP) (IMD)
48. Eeinv S: Gross domestic savings Percentage of GDP (IMD)
49. Gado S: Adaptability of government policy to changes in the economy is high (IMD WCY executive survey based on an index from 0 to 10)
| Variable | Description |
|----------|-------------|
| Gbdr     | Brain drain (well-educated and skilled people) does not hinder competitiveness in your economy (IMD WCY executive survey based on an index from 0 to 10) |
| Gbriv    | Bribing and corruption do not exist (IMD WCY executive survey based on an index from 0 to 10) |
| Gbure    | Bureaucracy does not hinder business activity (IMD WCY executive survey based on an index from 0 to 10) |
| Gcole    | Competition legislation is efficient in preventing unfair competition (IMD WCY executive survey based on an index from 0 to 10) |
| Gcorc    | Control of Corruption captures perceptions of the extent to which public power is exercised for private gain, including both petty and grand forms of corruption, as well as "capture" of the state by elites and private interests. (WGI project) |
| Gdec    | Government decisions are effectively implemented (IMD WCY executive survey based on an index from 0 to 10) |
| Gdin    | Distribution infrastructure of goods and services is generally efficient (IMD WCY executive survey based on an index from 0 to 10) |
| Gedev    | Educational system meets the needs of a competitive economy. (IMD WCY executive survey based on an index from 0 to 10) |
| Genva    | Environmental laws and compliance do not hinder the competitiveness of businesses. (IMD WCY executive survey based on an index from 0 to 10) |
| Ggeop    | Equal opportunity legislation in your country encourages economic development (IMD WCY executive survey based on an index from 0 to 10) |
| Gfrcor   | Freedom from Corruption - Corruption erodes economic freedom by introducing insecurity and uncertainty into economic relationships. The higher the level of corruption, the lower the level of overall economic freedom and the lower a country’s score. (Heritage) |
| Ggofef   | Government Effectiveness captures perceptions of the quality of public services, the quality of the civil service and the degree of its independence from political pressures, the quality of policy formulation and implementation, and the credibility of the government's commitment to such policies. (WGI project) |
| Ghein    | Health infrastructure meets the needs of society. (IMD WCY executive survey based on an index from 0 to 10) |
| Gimm     | Immigration laws do not prevent your company from employing foreign labor (IMD WCY executive survey based on an index from 0 to 10) |
| Ginst    | The risk of political instability is very low (IMD WCY executive survey based on an index from 0 to 10) |
| Gipr     | Intellectual property rights are adequately enforced. (IMD WCY executive survey based on an index from 0 to 10) |
| Gjust    | Justice is fairly administered. (IMD WCY executive survey based on an index from 0 to 10) |
| Glabr    | Labor regulations (hiring/ firing practices, minimum wages, etc.) do not hinder business activities (IMD WCY executive survey based on an index from 0 to 10) |
| Glawr    | Rule of Law captures perceptions of the extent to which agents have confidence in and abide by the rules of society, and in particular the quality of contract enforcement, property rights, the police, and the courts, as well as the likelihood of crime and violence. (WGI project) |
| Gmaint   | Maintenance and development of infrastructure are adequately planned and financed. (IMD WCY executive survey based on an index from 0 to 10) |
| Gmans    | Maintenance and development of infrastructure are adequately planned and financed. (IMD WCY executive survey based on an index from 0 to 10) |
| Ggreu    | Regulatory Quality captures perceptions of the ability of the government to formulate and implement sound policies and regulations that permit and promote private sector development (WGI project) |
| Gitrato  | Transparency of government policy is satisfactory (IMD WCY executive survey based on an index from 0 to 10) |
| Gitr    | (Transparency) Corruption Perceptions Index (CPI) orders the countries of the world according to the degree to which corruption is perceived to exist among public officials and politicians. (Transparency International) |
| Gqrst    | Political Stability and Absence of Violence/Terrorism captures perceptions of the likelihood that the government will be destabilized or overthrown by unconstitutional or violent means, including politically-motivated violence and terrorism. (WGI project) |
| Gp颢    | Property rights component is an assessment of the ability of individuals to accumulate private property, secured by clear laws that are fully enforced by the state. (Heritage) |
| Ggpr    | Regulatory Quality captures perceptions of the ability of the government to formulate and implement sound policies and regulations that permit and promote private sector development (WGI project) |
| Ggune    | Unemployment legislation provides an incentive to look for work (IMD WCY executive survey based on an index from 0 to 10) |
| Gvasy    | Value system in your society supports competitiveness. (IMD WCY executive survey based on an index from 0 to 10) |
| Givac    | Voice and Accountability captures perceptions of the extent to which a country's citizens are able to participate in selecting their government, as well as freedom of expression, freedom of association, and a free media (WGI project) |
| Gsdc    | Economic Freedom index is designed to measure the consistency of a nation's institutions and policies with economic freedom. The key ingredients of economic freedom are: (1) personal choice, (2) voluntary exchange coordinated by markets, (3) freedom to enter and compete in markets, and (4) protection of persons and their property from aggression by others (Cato) |
| Gsdc    | Economic Freedom index is designed to measure the consistency of a nation's institutions and policies with economic freedom. The key ingredients of economic freedom are: (1) personal choice, (2) voluntary exchange coordinated by markets, (3) freedom to enter and compete in markets, and (4) protection of persons and their property from aggression by others (Cato) |
| Gsdc    | Economic Freedom index is designed to measure the consistency of a nation's institutions and policies with economic freedom. The key ingredients of economic freedom are: (1) personal choice, (2) voluntary exchange coordinated by markets, (3) freedom to enter and compete in markets, and (4) protection of persons and their property from aggression by others (Cato) |
| Gsdc    | Economic Freedom index is designed to measure the consistency of a nation's institutions and policies with economic freedom. The key ingredients of economic freedom are: (1) personal choice, (2) voluntary exchange coordinated by markets, (3) freedom to enter and compete in markets, and (4) protection of persons and their property from aggression by others (Cato) |
| Gsdc    | Economic Freedom index is designed to measure the consistency of a nation's institutions and policies with economic freedom. The key ingredients of economic freedom are: (1) personal choice, (2) voluntary exchange coordinated by markets, (3) freedom to enter and compete in markets, and (4) protection of persons and their property from aggression by others (Cato) |
| Gsdc    | Economic Freedom index is designed to measure the consistency of a nation's institutions and policies with economic freedom. The key ingredients of economic freedom are: (1) personal choice, (2) voluntary exchange coordinated by markets, (3) freedom to enter and compete in markets, and (4) protection of persons and their property from aggression by others (Cato) |
| Gsdc    | Economic Freedom index is designed to measure the consistency of a nation's institutions and policies with economic freedom. The key ingredients of economic freedom are: (1) personal choice, (2) voluntary exchange coordinated by markets, (3) freedom to enter and compete in markets, and (4) protection of persons and their property from aggression by others (Cato) |
| Gsdc    | Economic Freedom index is designed to measure the consistency of a nation's institutions and policies with economic freedom. The key ingredients of economic freedom are: (1) personal choice, (2) voluntary exchange coordinated by markets, (3) freedom to enter and compete in markets, and (4) protection of persons and their property from aggression by others (Cato) |

Notes: (i) Unless otherwise indicated, the source of the variables is IMD; (ii) The (s) whenever indicated for a variable means data are based on Annual Executive Online Survey; (iii) WGI project stands for (Worldwide Governance Indicators project), WEF (World Economic Forum), UNDP (United Nations Development Program), Transparency International, Cato (Cato Institute), Heritage (Heritage Foundation), Hofstede’s scores.

Table 1: Information on socioeconomic variables.
MDS map difficult to visualize.

extreme cases (such as very high homicide in some countries) which made the

5 Some of these S variables are closely related to several social indicators (in a broad sense). The variables of this group (not explicitly mentioned by Williamson) which takes into account solely. Furthermore, we will include in our model here a fifth group as being too restricted in the sense that social institutions are part of a Granovetter [13] and Lewis [27] criticize transaction costs economics being too restricted in the sense that social institutions are part of a wider open social system and hence do not depend on transaction costs solely. Furthermore, we will include in our model here a fifth group (not explicitly mentioned by Williamson) which takes into account several social indicators (in a broad sense). The variables of this group (indicated with the initial letter S) are shown in Table 1 and come from various sources. Some of these S variables are closely related to business activities such as “Sefri” (economic freedom), or related to a combination of institutional and other factors such as “Sgci” (global competitiveness index).

Williamson’s basic social analysis model just briefly described addresses mainly one issue: the categorization of all socio-economic factors into four main levels or groups. However, it does not tell us directly how these four groups evolve or grow through time except that it takes longer for culture to change, and so on as seen above. Consequently we need to complement Williamson’s model with some other elements in order to theoretically assert that all levels have some common ground of parallel or in tandem development. Nonetheless, we will resolve this theoretical issue mainly in a quantitative way. Meanwhile let us mention some extra related theoretical points. First, is an economy embedded in social relations or vice-versa? According to Polanyi [28], social relations might be embedded in the economic system. It is worth reproducing here Polanyi’s view as quoted in Jessop [29].

Instead of economy being embedded in social relations, social relations are embedded in the economic system. The vital importance of the economic factor to the existence of society precludes any other result. For once the economic system is organized in separate institutions, based on specific motives and conferring a special status, society must be shaped in such a manner as to allow that system to function according to its own laws. This is the meaning of the familiar assertion that a market economy can function only in a market society.

Polanyi’s just quoted passage is important in our paper. In particular, the conclusion in this quote that “a market economy can function only in a market society” might have the following implication: the more an economy has existed as a market economy the more it has built an appropriate set of institutions that support this market economy (because it becomes more of a market society). This might also infer that a well-developed market society has a well-developed market economy and hence it has a strong economy. A good example of all this is the recent Chinese society and economy. When appropriate institutions were implemented during the 1980s, this country became a market society (thus it left behind the communist non-market society) and developed a strong market economy. What made the transition from a non-market economy to a market economy so successful? The answer is the introduction of appropriate rules and institutions that transformed the Chinese society into a market society. We want to bring some evidence that across several countries we obtain the same result: market society (institutions, governance and culture) and market economy evolve in tandem.

Second, what is the intrinsic relationship between economic development and institutions? Initially, we note that Williamson in his 1998b paper (p. 75) emphasized that, “the study of economic institutions needs to make provision for two background conditions: the condition of social embeddedness (to which sociologists refer)... and the attributes of human actors..." As we have already seen above, his model contains four levels of analysis; in particular, his levels 2 and 3 of institutions and governance are important in determining the "economizing" aspect of economies. Other writers such as Dixit [30], Kuenneke [31], Key et al. [32], and so on agree with this type of analysis. Then, according to another Nobel Laureate’s work, namely that of North, the historical evolution of institutions and economic development grow in tandem. As summarized by Boliari [33], Yeager [34] proposed the following schemas of North’s model:

1. The static case where technology is kept constant: institutions → transaction costs → creation of markets → specialization and division of labor → productivity → economic performance.

2. The dynamic case where technology advances: institutions → behavior of organizations → process of creative destruction → technological progress → economic wealth.

In summary, for the remaining of this paper we will accept that there are four (or five) distinct categories of factors that influence a society’s evolution through time and space in the world. Thus, a society’s institutional environment (one distinct category), its business governance and contract foundations (another distinct category)

He refers to psychology.

1It is also appropriate to distinguish between private types of governance and contracts (e.g. through vertical integration) and state governance and contracts as Williamson (2005) has already done. This distinction does not affect our analysis, but on the contrary it re-enforces it.

2The emphasis is on the ‘distinct’ nature of these four categories. Here “distinct” means that variables within each category are more closely related between themselves than between them and other variables of the other categories.
are interacting in a significant way in order to enhance economic development (another distinct category). All these three categories are in addition interacting with culture and slow changing informal rules and conventions. In particular business governance and organizational structure is closely linked with institutional framework, market conditions, transaction costs, and uncertainty. According to this brief theoretical background we then propose to test empirically the following 3 propositions:

**Proposition 1**

The four categories of institutional environment, business governance, economic development, and culture (based on Williamson’s model) form four distinct categories that we should be able to distinguish on an appropriate map empirically constructed which would contain all variables (89 for 2011) pertinent to the four categories. We will also check for the inclusion of social indicators as a fifth category.

**Proposition 2**

From these variables (pertinent to the four or five categories) we can infer an overall map of socio-economic development for the countries examined in our sample (53). This country development map would well represent our expectations we have about three broad categories of development (high, medium, and low). Alternatively we propose that some well-known indicators such as GDP per capita or government efficiency can adequately describe these three groups of development.

**Proposition 3**

If both propositions 1 and 2 are true, then overall institutional and business variables grow in tandem with economic, cultural, and human or social variables (all variables considered together and not individually).

**Data and Methodology**

We must say from the outset that development factors or indicators are only an approximation of what we try to measure [35]. Nonetheless, there has been a substantial progress in collecting appropriate and relevant data. We will mostly use data from Institute for Management Development (IMD). This publication publishes data on many categories of socio-economic factors. Some of them are official secondary data such as employment, as compiled in other sources of data such as World Bank, IMF, and so on. Some of them are, however, data based on surveys regularly conducted by IMD. In our paper we will use both types of data, with the proviso that the reader be aware of the surveys’ validity involved in using some of these factors, especially when comparing data in two different points of time as we also do here. Nevertheless, the use of other sources for similar variables and their overall mutual comparison (as will be shown further below) makes their use more pertinent. Thus, from the IMD publications we include most variables on business and government efficiency. From the Worldwide Governance Indicators (WGI) Project Report, we obtained more variables (six) on government efficiency and political stability. From the Global Competitiveness Report of World Economic Forum (WEF), we obtained the variable “global competitiveness index” (Sgci). From Heritage Foundation we obtained variables (nine) mainly linked to freedom-related issues in business. From Cato Institute we obtained one extra variable that measures economic freedom overall (Sefri). From Transparency International we used one extra variable on corruption issues (Gtrcor). Finally from the Hofstede’s Cultural Dimensions Report, we obtained variables on culture. Note that all these sources of socio-institutional and business variables are used to cross check the validity of these sources of data; thus the corruption index of IMD will be checked against other corruption variables from other sources, and so on. Also from IMD we only include a limited number of economic variables that adequately represent national economies at a given point of time (as already explained). Table 1 lists all variables used in our study; it also indicates if they are survey related and the source of each variable. In total there are 32 G, 30 B, 13 E, 10 S, and 4 C variables (for 2000 there is one extra B). Also note that for all these variables, the scores are in descending order of importance (thus the country with the best score for the “x” variable has the highest score); nonetheless, even if the order is reversed for some variables the Euclidean distances do not change.

The same Table 1 also shows our a priori categorization of all these variables according to Williamson’s model as described in the previous section. Thus, the first category is institutional environment which includes government intervention, political stability, education and infrastructure (a good survey related to development and infrastructure is Straub, 2011); these variables are indicated with the initial capital letter of ‘G’ in front of the acronym. The second category is governance on the micro level, hence contracts and attitudes of firms managers and employees; these variables are indicated with the initial capital letter of ‘B’. The third category is economic variables that represent the level of economic development at a given point of time; these variables include the main aspects of how the economy is structured in terms of employment, investment, exports, GDP per capita, and so on; these variables are indicated with the initial capital letter of ‘E’. The fourth category is culture factors that show a long process of informal rules, attitudes, customs, and so on; these variables are indicated with the initial capital letter of ‘C’. Finally, although not mentioned in our four categories of Williamson’s model, we include another type of data called ‘social’ variables which are micro indicators of social standards such as ‘human development index’, ‘healthy life expectancy’, and so on; these variables are indicated with the initial capital letter of ‘S’ in Table 1. These social variables could be considered as part of any one of the previous four categories at the same time. Thus, only empirically we can uncover where exactly these variables “S” are located. Furthermore, once we know about their location, we can relate it to Williamson’s model. All this will be discussed in the next section.

We must now briefly comment on the validity of using all these data coming from different sources; being either secondary or survey data; and used at a given point of time, hence being cross sectional in nature. We believe that these data, secondary and survey, are complementing each other as used in the multivariate techniques of MDS, and HC because we are not concerned with cause and effect issues. Also, using several sources of data may provide us the opportunity to check the validity of these sources according to the multivariate techniques. Finally, a cross section of data is used at two different points of time (1995 and 201112), thus making a comparison between these years possible. Furthermore, the variables compiled at a given point of time, e.g. 2011, show the level of achievement of each country up to that point (e.g. 2011) for each one of the variables, thus inferring whether

---

1. We also examined data for 2000 and 2008 but the results are not reported here as they do not change our conclusions.
these various variables grow in tandem or not. In summary, we include 89 (or 90 for 2000) variables chosen from the database of IMD (67), plus some extra variables (22) from other data bases (Table 1) and for the years 1995 and 2011. The number of countries 53 is chosen because the IMD and the other sources of data have consistently observations through time for these countries only11.

In terms of methodology, we first want to show how all these socio-economic variables (considered in totality or in groups) are put on a map so that we can observe if there is a spontaneous grouping into the categories we suggested in the previous section according to Williamson’s model. We also want to further check this grouping of socio-economic variables by examining its image (reflection) into a grouping of countries: is there any spontaneous grouping of countries into developed, less developed and developing nations? What we do not want to do in our paper (mainly for space reasons as this would require another full paper) is to directly detect any causality or dependence mechanisms between economic development and various factors (hence in terms of methodology we will not use any regression techniques). On the contrary, for our purposes we use mainly two multivariate complementary methods, those of MDS and HC.

We turn now into methodological issues. For map construction we use MDS, a method widely used in social sciences. For a basic manual on MDS see Kruskal and Wish [36]; for a general treatment of MDS in social sciences see Hair et al. [37]; for applications of MDS see for example Craig et al. [38]; Cinca et al. [5]; for a modern treatment of MDS see Borg and Groenen [39]. With this method we can calculate relative mutual distances between variables according to simple principles of distance measurement and standardization. Thus, for the latter we chose the transformation of all variables into the standardized form 0 to 115 so that differences in the size of numbers do not influence calculated distances. One16 type of such distances is used here (as in most research articles), namely the Euclidean distance which is the standard straight line distance between two points (as per Pythagoras’s formula). For a simple way to visually see the working of MDS, Table 2 shows the similarity9 data for four14 variables, and Figure 1 shows how these four variables are depicted on a straight line according to their pair wise distances if we consider only one dimension. In this particular example, we can see that the relative similarities can be perfectly represented by relative distances as seen in Figure 1.

Table 2: Similarity data (rank orders) for pairs.

| Variables | A | B | C | D |
|-----------|---|---|---|---|
| A         | - | 1 | 12| 3 |
| B         | - | 9 | 5 | - |
| C         | - | 7 | - | - |
| D         | - | - | - | - |

Note: Lower values indicate greater similarity, with 1 being the most similar pair and 12 the least similar pair.

A two or three dimensional representation of the same data is also possible; however this representation might not be as perfect in two dimensions as it is in one dimension for our example data. In our paper, further below, we show for our real data both the one dimension and two dimensions maps for our initial case of data so that the reader can clearly see how MDS works on our data. Usually, one dimension is insufficient (this can be checked with the stress test), whereas most often two dimensions represent original (dis)similarities better (thus with a higher R square). We must also note that we follow here the current terminology regarding the words similarity versus dissimilarity; thus we refer to a “dissimilarity” matrix if distances are measured, whereas if correlations are measured between variables then we refer to a “similarity” matrix. This distinction is important because MDS uses distances and hence their corresponding dissimilarity matrix is used in order to represent data with maps. However, as we will mention in the next section, our dissimilarity matrix is very similar to a similarity matrix which is based on correlation coefficients. This indicates that usually (not always) small distances can be interpreted with high correlation coefficients.

Besides MDS we also use hierarchical clustering (HC) which creates clusters of variables according to distances in a hierarchical way (or like a tree structure). As a result, countries (53 in our case) have “preferences” or “performances” in terms of each one of the 89 variables. Then the latter are put into major and minor groups according to their mutual dissimilarities (distances) or similarities (correlations). With our type of data MDS and HC are very similar in nature and should support each other in terms of their results. The HC provides some extra possibilities in terms of correlation measures and of course in terms of clustering (e.g. between or within groups, complete linkage, etc)17. Also, we could have referred to a better known multivariate technique, that is, discriminant analysis, but unfortunately lack of data does not allow us to fully explore the possibilities of this technique (the number of countries should be about 5 times the number of variables). Finally, dissimilarity matrix analysis, a rather simple analysis but important, will be briefly used further below. These methods are complementing each other; however, we put more emphasis on DMS as this method is the only one to show maps, thus easy to visualize countries or variables in relation to each other.

Empirical Results

Clusters of economic development for 89 variables

We will first present our MDS map for our basic data matrix (53 countries and 89 variables for 2011) by considering one dimension only (that is, on a straight line, see Figure 2). We can thus see that almost all B group variables are lined one after the other at the upper part of the straight line, and the G group variables at the lower part of it (with some exceptions). This is a first strong indication that the...
Notes: This map is based on the distances shown in Table 2. The only pair which does not match the similarity numbers of Table 2 is AD versus BD: on this figure, AD>BD, but in the original data of Table 1, AD<BD.

**Figure 1:** One dimensional map.

Notes: Euclidean distance, 0 to 1 standardization, Stress=0.29, $R^2=0.77$.

**Figure 2:** 2011 map of 89 socio-economic indicators for 53 countries.
G and B groups are rather separate and form two important clusters. As expected the two statistical tests are not satisfactory. The stress test indicates that a two dimensional map should be preferred and the R square is rather average. Consequently we now present the two dimensional map. Figure 3 shows the results with Euclidean distance (similar results are obtained with Chebychev distances). In Figure 3 we can see that the groupings based on their mutual distance make reasonable sense and agree with our expectations. In particular, first the institutional governance (or level 2 of ‘institutional environment’ to use Williamson’s terminology) factors (shown with the letter G in front of each variable in Figure 3) are located together on the west part of the map, and towards the north. Both the IMD indicators and those based on other sources are in agreement.

The further to the east we go on the map in Figure 3, the more closely we get to business (firm or micro level) governance. At the boundary of the two levels of governance we find variables that depend on institutional governance and have a direct effect on infrastructure and technology, such as ‘funding for technology development’ (Bfutd), and ‘intellectual property rights’ (Gipr). This is supported by studies such as that by Kunneke [31] who provided evidence of the positive interrelations between technological and institutional changes. Also, most educational factors such as ‘university education’ (Guned) depend on institutional governance and are located near or at the boundary between the two types of governance. Thus, overall, we can see that between and within the two broad categories of institutional environment and business governance, we have educational, technological and similar types of variables. All these variables and categories are also conventionally called ‘multi-level governance’ from a sociological point of view [40].

Second, as already hinted at in the previous paragraph, the business contracts or governance (level 3 of Williamson’s model) variables (shown with the letter B in front of each variable in Figure 3) are situated on the east part of the map. There we can discern some particular tendencies; for example, the further south we look at (especially below the x-axis) variables are more related to the factor of production “labor”. Thus we have the variables ‘unemployment legislation’ (Gunle) and ‘immigration laws’ (Gimla) as seen through the eyes of surveyed business executives; we also have human capital variables such as ‘skilled labor availability’ (Bskil) and ‘credibility of managers’ (Bcrma); or ‘national culture’ (Snacu), which again as seen through the eyes of surveyed executives indicate how these attitudes might influence business and society; and so on [41-43].

We should also emphasize that for the variables of levels 2 and 3 of Williamson’s model we used several sources (such as IMD, Heritage, WGI project, etc); thus variables from these various sources are located in similar locations on the map hence confirming their mutual and own validity (similar variables from different sources are thus cross checked). For example, Gbrib, Gcorc, and Ggoef are all very closely located on the map (these three variables are from two different sources). Also, the extra technological variable Bteca (an indicator of technological capabilities for the 2000 map only) agrees with the IMD technology variables (e.g. Bteco) in terms of their position in the map (the map for 2000 is not included here for space limitations). Another example is the discernible sub-group of “freedom” variables (Table 1 for their names and acronyms) which is mostly situated on the north east part of the map for 2011 [44,45].

Third, most of economic (level 4 of Williamson’s model) variables (shown with the letter E in front of each variable in Figure 3) are located on the lower south side of the map; they are scattered around in that area. However, some of them are situated closer to the previous two major institutional and governance categories. Thus, a couple of them – ‘cost of living’ (E. coli) and ‘employment as a percentage of population

Notes: Euclidean distance, 0 to 1 standardization, Stress=0.13, R 2=0.94.

Figure 3: 2011 map in terms of 89 variables (as per 53 countries).
(Empp) are situated within the group of business governance thus indicating their close relationship with the latter; this is not an unexpected result as these economic variables are important in a direct way to business operations [46-48]. The variable ‘government consumption expenditure’ (Egocp) is located very close to the institutional and educational variables on the left side of the map and very close to the x-axis. In addition, as already mentioned above, three economic variables of macroeconomic efficiency (Egdppc, Elapr, and Eycpr) are located on the far west side of the map together with some institutional efficiency variables22. When we eliminated all economic variables and all culture variables from the MDS map, the distribution of the remaining (over 70) institutional and business variables still showed a similar configuration of mutual distances as seen in Figure 3 (graph not shown here). Similar results were also obtained when only the culture variables were eliminated [49,50].

Fourth, three out of our four “pure” culture (level 1 of Williamson’s model) variables (shown with the letter C in front of each variable in Figure 3) are located on the far south of the map; and one, the ‘individualism’ (or Cindi as acronym) is located in the midst of (or close to) institutional variables. Thus, these variables are situated away from all other factors on the map. This is not a surprising result since it fits well our suggested model (these culture variables represent level one of Williamson’s model as explained earlier and hence they are rather located “far” from the other levels) [51-54]. However, it is difficult to interpret the significance of this level vis-à-vis the other three levels of the model in more precise terms, one reason being that we only have available four of these culture variables (which are complex and composite in nature) and hence it is not certain how other similar variables might have behaved vis-à-vis the remaining factors [55]. Other variables which could also be considered as being part of “culture” are located in some other places on the map (e.g. Snacu).

A special group of variables is now worth mentioning. These variables are in particular social indicators (shown with the capital letter ‘S’ in front of each variable in Figure 3) that show social performance such as the ‘Human Development Index’ (Shdi) and the dependence ratio (Sdera). These are all but one (Squli, located near zero and to the west) situated on the Far East part of the map. They might be the consequences of all other variables on the map (although they might also be the cause for many of them). In a way we can say that all these social indicators represent a measure of governance in the sense that they depend on or are the cause of business and institutional governance (hence they may indicate a complex type of governance) [56-58]. However, we do not know to what extent and how institutional environment, governance, and economic performance all have an impact on these social indicators23. Can we also say that these “S” variables are not part of Williamson’s model we refer to in this paper? We do not think so as we just proposed that they represent particular complex types of governance.

22In our preliminary analysis the variable unemployment was also included, but its position in the map was an outlier, very far from all other variables. Although it is not now included in our maps, we may note that due to its extreme location unemployment might be a much more complex phenomenon that we think in economics. Thus, it could be considered as a social indicator (as also suggested by other scholars, e.g. see Chennareddy, 2010).

23We want to emphasize again that it is out of the scope of this paper to find causal relationships between any groups of our variables.

24Since we have only 10 “S” variables and 13 “E” variables, some readers might suggest that the B and G variables (30 and 32 respectively) are too many and may influence the results. Although we know that MDS cannot be influenced by the subtraction or addition of variables in the map (since relative distances remain overall the same), we also constructed some maps (not shown here) with an equal number of variables for each group. As expected the relative positions of the five groups remained the same.

Based on the analysis so far in this section we can now draw some conclusions on the meaning of the two dimensions22 or the four horizons of the map in Figure 3. Thus, we suggest that the further north26 we focus our attention the more institutional-oriented or socio-political becomes the content of the variables [59,60]. On the other hand the further south we go the more economic, labor, or culture-oriented in nature becomes the variable. Looking at the x-axis (many more variables are aligned along this axis than along the y-axis), we observe that the further west we go the more institutional environment oriented the factors become; whereas the more we go on the east the more business governance oriented the factors become [61,62]. Close to the center of the map (close to zero) we might find variables which are more “balanced” in terms of the four horizons. Thus, the role of ‘competition legislation’ (Gcole) and ‘worker motivation’ (Bwomo) are two examples of such “balanced” variables. Note that this interpretation of the two axes can be adjusted according to the researcher’s aims. Thus, the reader might be able to suggest a different interpretation from ours (though, we think it will not be too different from ours).

We now turn to partially verifying our MDS results by examining the actual dissimilarity matrix with all 88 pairs of distances (hence a matrix of 88x88). Given the low stress test and high R square of the MDS map (see note of Figure 3) we conclude that MDS closely represents the actual dissimilarity matrix. In other words, since the R square is very high (around 0.94) for the configuration of Figure 3, it will be a good illustration to show the actual dissimilarities matrix in relation to the 89 variables and their main 5 groups (G, B, C, E, and S). For these five groups we calculated averages for each one of the 89 variables; an extract for 9 variables is shown in Table 3. Thus, for example, for the variable Bcorma, its average Euclidean distance with all other variables of group B is 1.819 according to the dissimilarity matrix (it is the minimum compared to all other 4 group averages); whereas its average correlation coefficient with all other variables of group B is 0.49 according to the similarity matrix (it is the maximum compared to all other 4 group averages); and so on for the other variables [63]. However, we cannot expect that all 89 variables follow similar patterns in relation to their own group and in relation to other groups. What we are more interested in are the relative distances between all variables as they are calculated through the algorithms of MDS and not absolute pair wise distances or correlations [64].

All these results so far as based on Williamson’s model (as per see section 2) support our propositions. Thus, the location of the four categories (institutional, business governance, economic, and culture, plus social indicators) is clearly distinct on the map (with expected blurring effects on the boundary between groups, especially between B and G groups). To more clearly appreciate the distinct27 locations of the five groups on the map we also calculated the gravity centers for each one of the groups (indicated in Figure 3 with an arrow)28. Given this map in Figure 3, we propose now the circular schema as seen in Figure 4. Thus, we can start from any part of the circle and see the

25The MDS method does not provide a meaning of the x-axis and y-axis. It is up to the researcher to propose such meaning.

26In some maps the reader might see the reversal of south-north or east-west; this is a normal outcome with MDS, in which cases the conclusions remain unchanged.

27Tests of mean equality were computed in terms of each axis separately and of the four horizons of the map. In some maps the reader might see the reversal of south-north or east-west; this is a normal outcome with MDS, in which cases the conclusions remain unchanged.

28All subsequent Figures showing maps include the gravity centers for the five groups of variables B, C, E, G, and S.
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consequences along the circumference of this circle. For example, the institutional governance and business contract or business governance variables are next to each other and at a distance from economic variables. Note that any part of the circle is linked with any other part of the circle through direct diagonal links (thus indicating causation). Also, if we could add the dimension of time, then the relationships in Figure 4 would become like a DNA helix and thus they would become more dynamic in nature. The dark shaded center or core of this circle in Figure 4 can be considered as being the overall outcome in society.

To see all these groups in a more hierarchical way, we also applied the hierarchical clustering (HC) method [37] to the 89 (for 2011) variables. The resulting dendogram is shown in Figure 5. We can see there that some distinct clusters are formed. Two distinct clusters are first noticed: first the cluster of culture variables plus three economic variables (A2 cluster). All the other variables are found in the other major cluster A1 which is nonetheless further split into 2 major sub-clusters: first the A11, the cluster of institutional environment (25 variables of the G group, plus four variables of the E group, plus two of the B group, and one of the C group, which are all close to located with the 25 G variables); and second the A12 sub-cluster which comprises 28 out of 30 contract/business variables that represent business governance, plus all the S variables, seven G variables, and seven economic variables. Note that nine out of ten S variables belong to the sub-cluster A122 of A12. Also note that most of the economic variables E belong to either first level cluster (A2) or third level sub-clusters (A121, A122). All G, B, and S variables belong to fourth level sub-clusters A111, A112, A121, A122, and A123. Concerning the C factors, three out of four belong to the first level cluster A2. Overall the important conclusion to mention now is that the HC method agrees with the MDS method overall as expected. A more detailed analysis of these results is out of the scope of this paper.

Clusters of economic development for countries

So far we have examined the 89 (for 2011) socio-economic variables
Notes: Squared Euclidean distance, 0-1 standardization, cluster method of between-groups.

Figure 5: 2011 map of 89 socio-economic indicators for 53 countries: dendrogram.
and constructed a map that shows how all these variables are situated in relation to each other. This map is based on the underlying combination of 53 countries and their 89 corresponding variables. We can reverse this combination of countries and variables (by taking the transpose of relevant matrix) to have the corresponding image of countries on a map based on the 89 variables. In other words we can check the results of Figure 3 by their image (reflection) on Figure 6; if the results of the map in Figure 3 make reasonable sense (as we just discussed it) then the results of the image map in Figure 6 (based on Euclidean distance, zero to one standardization again) should also make reasonable sense.

The map of these 53 countries as shown in Figure 6 is strikingly successful in truly (as expected) depicting the relative distances between our sample countries. A first overlook at this graph shows that on the west side of it we have the most advanced countries and on the east side we have the least advanced ones. Our aim would be now to separate all 53 nations on the map into three groups (which is a reasonable split). The preliminary criterion we can use is GDP per capita in PPP terms, which is also one of our economic variables (Egdppc). When we use this criterion, then we can have 17 to 18 countries in each one of the three groups. The first 18 countries in descending order include Norway (the highest) to Italy (the lowest); the full list can be seen on Table 4 in the appropriate column under “Egdppc”. However, when we look at the map of Figure 6, we can see that if Italy should belong to the group 1 (the most advanced economies) then other countries to the west of Italy on the map (such as Spain and Israel) should also belong to this group; the same applies to Taiwan. On the other hand according to Figure 6, New Zealand is situated amongst the most advanced countries group and yet in terms of GDP in PPP terms per capita, it is further below Italy. Hence we decided to include only 17 countries in the first group from Norway down to Japan (as at 2011).

With a similar reasoning, Russia and Argentina are clearly on the east side of the map in Figure 6, and yet their GDP in PPP terms per capita is high enough to include these two countries in the second group of most advanced countries; symmetrically, Malaysia and Chile seem to belong to the second group according to the map in Figure 6. Overall, then as seen in Table 4, the three groups are shown in the first column and they are separated by an oblique line in Figure 6. We will keep this classification for the remaining of our study. In summary, in Table 4 we can see that our variable Egdppc is very successful in classifying countries into three groups according to the 89 socio-economic variables. Thus, the Egdppc variable predicts correctly 16 out of 17 countries in group one, 14 out of 17 in group 2, and 17 out of 19 in group three. Obviously, at the border of the three groups we might have some countries that can belong to two groups at the same time. We will further justify the split into the three groups in the following paragraphs.

Thus, if we examine all 53 countries in the same way but only vis-à-vis the B variables, or C, or E, or G, or S variables separately, we still obtain similar configurations as when we combine all variables (B, C, E, G, and S) together, albeit with some significant differences; the corresponding results are shown in Figures 7A-7E. Although a detailed comparison is impossible here due to space limitations, nonetheless we can make some worthwhile comments. First, in terms of the B group of variables, Figure 7A shows that the above groups of most advanced 17 countries (called G1 group henceforth), middle income 17

**Figure 6:** 2011 map in terms of 53 countries (as per 89 variables).
Table 4: Classification of countries based on selected variables (2011).
countries (called G2), and least advanced 19 countries (called G3) are approximately the same. The exceptions are few but worth commenting on: France is clearly situated in the G2 group, whereas Israel is located in G1; on the other hand Turkey is rather part of the G2, and Slovenia

Notes: Euclidean distance, 0 to 1 standardization, stress=0.11, $R^2=0.95$.

Figure 7A: 2011 map of 30 business governance indicators (B) for 53 countries.

Notes: Euclidean distance, 0 to 1 standardization, stress=0.07, $R^2=0.98$.

Figure 7B: 2011 map of 32 governance [institutional environment] indicators (G) for 53 countries.
and Croatia in the G3 group. We can then recommend that France ought to improve its B variables, and so on. Second, in terms of the G set of variables (Figure 7B), there are two noticeable exceptions to the countries belonging to each group G1, G2, and G3: the USA are away from most other nations in G1 and most probably belong to G2; Greece is rather clearly in G3 instead in G2.

Third, in terms of the E set of variables (Figure 7C), there are six noticeable exceptions: Italy is rather in G1 group instead of G2, Canada and New Zealand are rather in G2 instead of G1, Russia is rather in G2 instead in G3, whereas Chile and Malaysia are rather in G3 instead of G2. Fourth, in terms of the S set of variables (Figure 7D), there is one noticeable exception, that of Ireland which most probably belongs to G2 group instead of the G1 group. Fifth, in terms of the C set of variables (Figure 7E), there are several noticeable exceptions: France is rather part of G2 instead of G1; Korea and Japan are part of G3 instead of G2 and G1 respectively; Portugal, Greece, Korea, Slovenia, and Slovak Republic are rather situated in G3 instead of G1; Argentina, India, and Brazil are located in G2 instead of G3. This relatively high number of aberrant cases of nations belonging to different groups is not surprising as cultural traits change very slowly despite other changes in the society. Overall, the above results are very important because they show once more that all socio-economic variables grow in tandem through time albeit some exceptions), thus leading to the same overall development; in particular they show that the five sets of variables (B, C, E, G, and S) grow as relatively autonomous groups and yet interdependent at the same time (although the C set is rather more aberrant in its behavior). In addition, there are a few countries which are not consistently part of the same group G1, G2, or G3.

Variables. Unfortunately, we do not have enough data, in other words the ratio between the number of countries and the number of variables should be about 5 to 1 in order to get statistically significant results. Hence, alternatively we will check the above results as follows. First, we carried out HC based on the 89 variables in order to cluster countries; we tried several methods such as the Ward or centroid clustering, and several distance measures such as Minkowski’s or block. They all show similar patterns of country clusters (with some minor differences). In Figure 8 we show the results using average linkages (within groups), zero to one standardization, and Euclidean distance. The dendogram in Figure 8 distinguishes several groups. The main group A1 comprises two subgroups, the A11 of all advanced nations as seen in G1 of Figure 6 except France plus two nations of the G2 of Figure 6 (Israel and Chile); and the A12 subgroup which comprises three more countries of G2 of Figure 6 (Malaysia, Taiwan, and Korea). Hence according to the HC tool, the A1 group in Figure 8 as just described encompasses what we may call the super group of advanced nations (21).

In the other major group A2 we have three subgroups: the A22 and A21 subgroups include all the least advanced nations of G3 of Figure 6 plus Croatia (20 countries). Finally the group A221 comprises most of G2 nations of Figure 6 plus France (12 countries). In summary, the MDS and HC multivariate models (as shown in Figures 6 and 8 respectively) provide similar results in terms of G1 and G3 groups, but not in terms of the G2 group as five nations of the G2 group of the MDS model now belong to the most advanced nations group A1. This is not a surprising result as countries in the middle of socio-economic development can also be considered as part of the neighboring groups. Are the clusters of HC as shown in Figure 8 a better representation

To further check our results in Figure 6, we could have applied discriminant analysis or factor analysis to the 53 countries and 89 variables. Unfortunately, we do not have enough data, in other words the ratio between the number of countries and the number of variables should be about 5 to 1 in order to get statistically significant results. Hence, alternatively we will check the above results as follows. First, we carried out HC based on the 89 variables in order to cluster countries; we tried several methods such as the Ward or centroid clustering, and several distance measures such as Minkowski’s or block. They all show similar patterns of country clusters (with some minor differences). In Figure 8 we show the results using average linkages (within groups), zero to one standardization, and Euclidean distance. The dendogram in Figure 8 distinguishes several groups. The main group A1 comprises two subgroups, the A11 of all advanced nations as seen in G1 of Figure 6 except France plus two nations of the G2 of Figure 6 (Israel and Chile); and the A12 subgroup which comprises three more countries of G2 of Figure 6 (Malaysia, Taiwan, and Korea). Hence according to the HC tool, the A1 group in Figure 8 as just described encompasses what we may call the super group of advanced nations (21).

In the other major group A2 we have three subgroups: the A22 and A21 subgroups include all the least advanced nations of G3 of Figure 6 plus Croatia (20 countries). Finally the group A221 comprises most of G2 nations of Figure 6 plus France (12 countries). In summary, the MDS and HC multivariate models (as shown in Figures 6 and 8 respectively) provide similar results in terms of G1 and G3 groups, but not in terms of the G2 group as five nations of the G2 group of the MDS model now belong to the most advanced nations group A1. This is not a surprising result as countries in the middle of socio-economic development can also be considered as part of the neighboring groups. Are the clusters of HC as shown in Figure 8 a better representation
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In the other major group A2 we have three subgroups: the A22 and A21 subgroups include all the least advanced nations of G3 of Figure 6 plus Croatia (20 countries). Finally the group A221 comprises most of G2 nations of Figure 6 plus France (12 countries). In summary, the MDS and HC multivariate models (as shown in Figures 6 and 8 respectively) provide similar results in terms of G1 and G3 groups, but not in terms of the G2 group as five nations of the G2 group of the MDS model now belong to the most advanced nations group A1. This is not a surprising result as countries in the middle of socio-economic development can also be considered as part of the neighboring groups. Are the clusters of HC as shown in Figure 8 a better representation

To further check our results in Figure 6, we could have applied discriminant analysis or factor analysis to the 53 countries and 89 variables. Unfortunately, we do not have enough data, in other words the ratio between the number of countries and the number of variables should be about 5 to 1 in order to get statistically significant results. Hence, alternatively we will check the above results as follows. First, we carried out HC based on the 89 variables in order to cluster countries; we tried several methods such as the Ward or centroid clustering, and several distance measures such as Minkowski’s or block. They all show similar patterns of country clusters (with some minor differences). In Figure 8 we show the results using average linkages (within groups), zero to one standardization, and Euclidean distance. The dendogram in Figure 8 distinguishes several groups. The main group A1 comprises two subgroups, the A11 of all advanced nations as seen in G1 of Figure 6 except France plus two nations of the G2 of Figure 6 (Israel and Chile); and the A12 subgroup which comprises three more countries of G2 of Figure 6 (Malaysia, Taiwan, and Korea). Hence according to the HC tool, the A1 group in Figure 8 as just described encompasses what we may call the super group of advanced nations (21).

In the other major group A2 we have three subgroups: the A22 and A21 subgroups include all the least advanced nations of G3 of Figure 6 plus Croatia (20 countries). Finally the group A221 comprises most of G2 nations of Figure 6 plus France (12 countries). In summary, the MDS and HC multivariate models (as shown in Figures 6 and 8 respectively) provide similar results in terms of G1 and G3 groups, but not in terms of the G2 group as five nations of the G2 group of the MDS model now belong to the most advanced nations group A1. This is not a surprising result as countries in the middle of socio-economic development can also be considered as part of the neighboring groups. Are the clusters of HC as shown in Figure 8 a better representation

| Notes: Euclidean distance, 0 to 1 standardization, stress=0.11, R<sup>2</sup>=0.94. |
| Figure 7C: 2011 map of 13 economic indicators (E) for 53 countries. |
Notes: Euclidean distance, 0 to 1 standardization, stress=0.14, $R^2=0.91$.

**Figure 7D:** 2011 map of 10 social indicators (S) for 53 countries.

Notes: Euclidean distance, 0 to 1 standardization, stress=0.16, $R^2=0.88$.

**Figure 7E:** 2011 map of 4 culture indicators (C) for 53 countries.
Figure 8: 2011 map of 53 countries based on 89 socio-economic indicators.
of classification of socio-economic development than the three groups G1, G2, and G3 of the MDS as shown in Figure 6? There is no definite and clear answer to this question; however for the remaining of our study we will adopt the classification into G1, G2, and G3 groups as it is further below justified.

Second, if we accept that the split between the three groups G1, G2, and G3 is correct, then we can construct the maps for each one of these three groups in terms of the 89 variables. The results are shown in Figures 9A-9C. The respective maps are in general similar to that of Figure 3. However, there is a noticeable tendency: as we pass from
group 3 to group 2 and to group 1 the distances between the G, B, and S sets diminish in terms of their gravity centers. Thus, especially the B and G variables are closer in G1 than in G3 and more G variables are situated in B’s territory (and vice-versa). This can be explained by arguing that as countries become more advanced overall in terms of socio-economic development, the institutional environment is more efficient in assisting business in conducting their economic activities. Nonetheless, separate G, C, E, B, and S groups are still spontaneously formed on the map regardless of the stage of development the countries are at.

Third, we took 8 variables (about one to three from each of the four categories of variables, thus excluding group C) and compared their value rankings with the three development groups of countries as suggested above based on Figure 6 and Table 4. Thus if our classification is correct, the top 17 rankings of a particular variable should belong to the top 17 countries as shown in Figure 6, and so on for the other two categories (17 and 19 countries respectively). All of these chosen variables fit the proposed classification (17-17-19) relatively well. Amongst these eight indicators (e.g. Gcorc, Bintca, and Glawr), the standard economic variable Egdppc (GDP per capita in PPP terms), which is usually used by economists to indicate overall economic development, confirms this role in our analysis; in other words it is not wrong to use GDP per capita (in PPP terms) in order to classify economic development as it accurately represents our 89 socio-economic variables.

In addition, other non-economic variables similar to those in Table 4 are very good indicators of development classification. We extended this analysis to all 89 variables (not shown here for space limitations). As expected not all of them represent the proposed classification adequately. Many other variables of the G group are also very good single indicators: Gbrib (IMD), Gdiin (IMD), Ggoef (WGI), Gipr (IMD), Gjust (IMD), Gpese (IMD), Gpolst (WGI), Gprri (Heritage), Greq (WGI), Gtrcor (Transperancy International), and Gvoac (WGI). Although variables of the B group are not as good single classification indicators as those of the G group, the following ones stand out: Bdete (IMD), Betpr (IMD), Bfrbu (Heritage), Bhepr (IMD), Bitsk (IMD), Bshri (IMD), and Bteco (IMD). In terms of the S group, the following three are also worth mentioning: Sefri (Cato), Sgci (WEF), and Shele (IMD). In terms of Hofstede’s C variables, only Cindi could be used as a relatively good single indicator of socio-economic development classification. Finally, most economic variables are not good single development indicators, the exceptions being Elapr, Egocp, and Efrmo (Heritage). The poor performance of many economic variables could be due to the non-linear relationship between them and economic development; for example, investment as a percentage of GDP (our variable Einvp) is high when countries take off economically and then it slows down as countries achieve high standard livings.

Some comparative statistics

We will finish this section by comparing our results for 2011 (as described so far) with our analysis for 1995\(^3\). This comparison through the course of 15 years will provide us with some idea as to whether relative positions of countries and variables in the process of economic development remain stable through time. Not all results will be shown here as this would add much space to this paper. Only the main

\(^3\)We also did some comparisons with the years 2000 and 2008 (not shown here) but the conclusions remain the same as for the comparison between 1995 and 2011.
Notes: Euclidean distance, 0 to 1 standardization, stress=0.14, \(R^2=0.93\).

Figure 10A: 1995 map of 89 social indicators for 43 countries.

Notes: Euclidean distance, 0 to 1 standardization, stress=0.12, \(R^2=0.95\).

Figure 10B: 1995 map of 43 countries (89 socio-economic indicators).
differences will be briefly described. Also note that the definitions of variables for IMD, especially those that are based on surveys usually change from time to time and hence comparisons should take that into account when concluding (however, the IMD data used here are extracted from a supposedly consistent recently published time series data basis). Furthermore, for the year 1995 we replaced some missing data from adjacent years (e.g. 1996 or 1997) for some variables; in addition for 1995 we only have data for 43 countries. Figure 10A shows the 89-variable map for 1995 and Figure 10B shows the 43-country map for 1995. In terms of the 89 (or 90 for 2000 because of an extra variable for technology, Btech, but graph not shown here) indicators, maps 10A and 3 do not show any significant differences, thus confirming the relative separate position of the five groups of variables from 1995 to 2011.

In terms of the 43 countries comparison between 1995 and 2011 (53 countries for this year), we can still see for 1995 the same three groups G1, G2, and G3 as suggested for 2011. This implies that it is not easy at all in the medium term of 15 years for a country to catch up so much as to belong to a more advanced group. To check this last statement we included both maps for the years 1995 and 2011 into one map (Figure 11); hence the movements of each country between 1995 and 2011 can easily be seen in this Figure 11. Thus we can observe that almost all countries moved forward from east to west or to south-west or to north-west; the exceptions being Venezuela and Argentina which moved back to north-east, and Philippines, South Africa, Brazil, Greece, New Zealand, and Italy which moved almost straight to the north (indicating influence of a particular set of variables). The exact changes in distances (calculated by applying Pythagoras' theorem) for each country are shown in Appendix 1. The largest socio-economic catch up took place for the countries (in descending order): Czech Republic, Poland, Turkey, Colombia, China, India, Russia, Norway, Sweden, Korea, and so on. The most outstanding conclusion of the above comparison is that changes seem to be very slow; thus it is not easy to change camp easily (say from group three to two or from group two to one), although small differences within each group may be possible.

Conclusions

All our three propositions as set out in section 1 are verified in our study. First, one of the most important findings of this paper is the validation of Proposition 2. Our quantitative analysis of MDS and HC shows that 89 socio-economic variables that encompass the whole spectrum of institutions, governance, contracts, education, technology, culture, and economic performance represent our expectations we have about the 53 countries’ overall performance. Thus, the categorization of overall economic and societal development into three main groups (advanced, semi-advanced, and less advanced) is examined and cross-checked in several ways. A corollary conclusion is that several individual variables such as government efficiency, GDP per capita, and others can also represent this categorization. For example, these 89 socio-economic variables tell us that Argentina belongs to the third group of less developed countries in the same way as Argentina’s GDP per capita tells us so.

Second, another important conclusion and finding is that Williamson’s model of economic institutions and their interactions with societal development is overall correct (Proposition 1). This is so because his four levels of social analysis are overall confirmed with our quantitative analysis. We have effectively discerned (through using the technique of MDS and HC) four distinct groups of variables that closely correspond to the four levels of analysis in Williamson’s model (we introduced a fifth group in this model, namely social indicators).
These four groups are located in a relatively distinct part of the map as shown in various relevant Figures, thus indicating that in general variables within each group are more correlated or in closer distance than variables between each group. Also, there exists a loose hierarchy in terms of subgroups of variables as shown in Figure 5 based on HC.

Third, another important conclusion is that economic development goes in tandem with social, institutional, contractual, and generally societal development (Proposition 3). This was shown with the use of multivariate methods such as MDS and HS which can tell us that the grouping of 89 (for 2011, 90 for 2000, and 89 for 1995) socio economic variables into 4-5 clusters is valid given that the suggested grouping of countries is valid as well (as per economic development). In other words, the whole society develops in several directions at the same time (in tandem): appropriate institutions, business governance and attitudes, education, infrastructure, and culture are all jointly moving in time to reach compatible levels of development. However, not all variables within each major group grow in the same way, or the same direction.

The validation of Williamson’s model is also checked in a more dynamic way. The map of 89-90 socio-economic variables of the five categories (institutional environment, business governance, economic performance, and culture, plus composite social indicators) and the corresponding map of economic development of our 43 to 53 countries sample (in 1995 we have 43 countries and 89 variables) do not change easily though time. Thus, through comparisons between 2011 and 1995 we get virtually the same results. Only small differences may be observed mainly within each one of the three groups of socio-economic development. All this shows that only in the very long term (probably more than 50 years) we might expect a substantial change in the overall socioeconomic position of countries. This is mainly due to the very slow changes of institutional, governance and culture variables through time (as Williamson’s model predicts). As hinted at in Introduction, another way of expressing this parallel development of all these 89 indicators is that a market economy can function only in an appropriate market society (appropriate in terms of institutions, governance, and so on).

However, there are some limitations in this study: first, in our sample of countries included in the analysis, due to data limitations, several countries were not included. Second, regressions and other types of standard analysis are not performed, thus making our results perhaps less credible in the eyes of standard economics scholars who would like to think in terms of regressions. The two main reasons why regressions were not included here are first space limitations, and second in this preliminary study we wanted to show the overall mapping of all variables considered together as explained earlier. Third, some readers might object to us having used so many survey-based variables (like those produced by IMD), but when dealing with socio-economic variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them. Fourth, due to space limitations, the full examination of institutional, governance and culture variables researchers do not have much choice but to use them.

On the whole, it is hoped that our quantitative analysis throws some evidence that any society’s development is multi faced and multidimensional: distinct categories of socio-economic analysis all contribute in the final picture that we have about countries when we describe them only in terms of economic indexes of development such as GDP per capita. All these categories and their variables that constitute them move in tandem through time. We cannot consider the significance of economic factors of societal development by themselves without also considering institutional, governance, educational and in general social factors as well. However, we can describe a nation stage of overall societal development by considering simple indicators such GDP per capita or ‘rule of law’ or ‘control of corruption’, and so on. All this has important policy implications: first, the government’s fundamental role in adjusting institutions in order to support business and economic performance. Secondly, business attitudes can be at least partially directed through adequate education towards higher socio-economic performance. Third, positive cultural changes although slow to take place can be speeded up by the presence of all other positive changes in the society.
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