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This paper deals with the concept of adiabaticity for fully quantum mechanically cavity QED models. The physically interesting cases of Gaussian and standing wave shapes of the cavity mode are considered. An analytical approximate measure for adiabaticity is given and compared with numerical wave packet simulations. Good agreement is obtained where the approximations are expected to be valid. Usually for cavity QED systems, the large atom-field detuning case is considered as the adiabatic limit. We, however, show that adiabaticity is also valid, for the Gaussian mode shape, in the opposite limit. Effective semiclassical time dependent models, which do not take into account the shape of the wave packet, are derived. Corrections to such an effective theory, which are purely quantum mechanical, are discussed. It is shown that many of the results presented can be applied to time dependent two-level systems.
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I. INTRODUCTION

The concept of adiabaticity dates back to the early days of quantum mechanics and has, in spite of its simplicity, drawn attention ever since. In this paper we investigate adiabaticity within cavity quantum electrodynamics (QED) models, namely for extended Jaynes-Cummings models [1]. A two-level atom interacts with a quantized cavity mode, where both atomic center-of-mass momentum and position are taken into account. The adiabatic theorem states that, in the limit of an infinitely slowly changing Hamiltonian $H(t)$ time $t$ may be seen as a parameter and $H(t)$ can be instantaneously diagonalizable and no population transfer will take place between the instantaneous eigenstates [2]. If the change governs a closed loop in ‘parameter’ space, it has been shown that the eigenstates do not only accumulate the standard dynamical phase, but also a geometric one [3]. Adiabatic methods have also been suggested for realizing quantum information processing, causing the parameters to be stable against fluctuations [4]. Recently, an inconsistency of the criteria for the theorem has been proposed [5], which has led to new insight into the theorem and several commenting papers [6]. The adiabatic theorem is usually associated with an explicitly time dependent problem. However, the phenomena has a broader spectrum of application, for example: adiabatic elimination of internal states [7, 8] and the Born-Oppenheimer approximation [9], and within wave packet propagation. Adiabatic elimination gives effective models when the variations of some slowly varying quantities are neglected from the equations of motion. For wave packet propagation, which will be considered in this paper, the rate of change is governed by the motion of the wave packet. This is easily seen for particle with mass $m$ and kinetic energy much larger than the interaction energy; it is often legitimate to replace momentum and position in the Hamiltonian by their classical counterparts, $p \rightarrow mv$ and $x \rightarrow vt$. In this way an effective time dependent model is obtained [10, 11], which does, however, not take into account the shape of the wave packet. It is known that, for small kinetic energies, treating $x$ and $p$ as classical variables may not be justified, and a full quantum analysis must be carried out [12, 13].

We introduce a dynamic and adiabatic frame in sections II and III and give a criterion for adiabatic evolution of the wave packets in section IV. This measure is approximated to first order and checked with numerical wave packet propagation. Good agreement is obtained, when expected according to the approximations. Higher order corrections, for example when the shape of the wave packet is taken into account, are discussed in section V. The generally associated adiabatic limit $|\Delta| \gg G(x)$, where $G(x) = \sqrt{n}(x)$ is the atom-field coupling constant multiplied by the square root of the photon number, reproduces adiabaticity in our model. It is, however, found that the opposite limit, $|\Delta| \ll G(x)$, can also give an adiabatic process. This is counterintuitive from what is formally believed, and is therefor discussed in detail in the paper. Two special cases of a Gaussian and a standing wave mode shape are considered separately in subsections V A and V B for a theoretical analysis and in VI A and VI B for numerical simulations. In the former Gaussian model, with $|\Delta| \ll G(x)$, an adiabatic evolution is obtained for all $x$, while for the standing wave mode with wave length $\lambda$, the adiabaticity breaks down around the points $x = n\lambda/q$, where $n = ..., -2, -1, 0, 1, 2, ...$ and $q = 2\pi/\lambda$. As the approximated adiabaticity criteria have identical form as the adiabaticity cri-
II. THE DYNAMIC FRAME

We can easily write down the Hamiltonian describing a single two-level atom passing an electromagnetic field confined to a cavity. In addition to the customary Jaynes-Cummings terms, we have to add the energy of the free atom and the spatial variation it feels from the cavity. With ħ = 1, we obtain

\[ H_1 = \frac{p^2}{2m} + \omega a^+ a + \frac{\Omega}{2} \sigma_3 + H_2(x), \]

where the cavity mode interaction is

\[ H_2(x) = g(x) \left( a^+ \sigma^- + a^+ \sigma^- \right). \]

Here Ω is the energy separation of the two-level system, ω is the energy of the photon created by \( a^+ \), and the \( \sigma \)':s are the Pauli matrices. The excitation number operator

\[ N = a^+ a + \frac{1}{2} \sigma_3 \]

commutes with the Hamiltonian and thus we find separation of the blocks of the state space labelled by the excitation number

\[ \Phi^n(p) = \Phi_+(p) | +, n - 1 > + \Phi_-(p) | -, n >. \]

The translational degree of freedom is found in the coefficients \( \Phi_\pm \).

We may, however, separate an arbitrary multiple \( \Lambda \) of \( N \) because of its commutation with the Hamiltonian. We define the states

\[ \Phi^n = \exp (-i \Lambda N t) \Phi^n \]

evolving with the Hamiltonian

\[ H = H_1 - \Lambda N \]

\[ = \frac{p^2}{2m} + (\omega - \Lambda) a^+ a + \frac{\Omega - \Lambda \sigma_3}{2} + V(x). \]

These are the generalisations of going to a rotating frame. We now have two important cases:

Case 1: \( \Lambda = \omega \).

Case 2: \( \Lambda = \Omega \).

If we write the equations for the state in the general form

\[ i \frac{\partial}{\partial t} \left[ \Phi_+ \right] = \frac{p^2}{2m} \left[ \Phi_+ \right] + \left[ \varepsilon_+ G \right] \left[ \Phi_+ \right] \]

we find with

\[ \Delta = \Omega - \omega ; \ G = g(x)\sqrt{n} \]

the results

\[ \varepsilon_+ = \frac{\Lambda}{2} + \Delta \]

and

\[ \varepsilon_- = -\Delta. \]

III. THE ADIABATIC FRAME

If we now define the two-level potential from (7) as

\[ V(x) = \left[ \begin{array}{cc} \varepsilon_+ & G \\ G & \varepsilon_- \end{array} \right] \]

we may introduce the unitary transformation

\[ U = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix}, \]

such that the adiabatic potential

\[ U V U^\dagger = W \equiv \left[ \begin{array}{cc} \Delta_+ & 0 \\ 0 & \Delta_- \end{array} \right] \]

is diagonal. However, since

\[ U(x) p U^\dagger(x) = p - \sigma_2 \partial \theta, \]

where

\[ \partial \theta \equiv \frac{d \theta(x)}{dx}, \]

the transformed Hamiltonian is non-diagonal. Explicitly we have

\[ \tilde{H} = H_{\text{ad}} + H_{\text{cor}}, \]

with the adiabatic part

\[ H_{\text{ad}} = \frac{p^2}{2m} + \left[ \begin{array}{cc} \Delta_+ & 0 \\ 0 & \Delta_- \end{array} \right], \]

and the non-adiabatic correction part

\[ H_{\text{cor}} = \frac{1}{2m} \left[ \begin{array}{c} (\partial \theta)^2 \\ 2(\partial \theta)p + \partial^2 \theta \end{array} \right] \]

\[ -2(\partial \theta)p - \partial^2 \theta \]

The transformed Hamiltonian is given in the adiabatic basis

\[ | \uparrow \rangle_n = \cos \theta | n, + > + \sin \theta | n + 1, - >, \]

\[ | \downarrow \rangle_n = -\sin \theta | n, + > + \cos \theta | n + 1, - >. \]
and for a given $n$, a general state is written, in the adiabatic basis, as
\[ \Psi(x, t) = \Psi_{\uparrow}(x, t)|\uparrow\rangle_n + \Psi_{\downarrow}(x, t)|\downarrow\rangle_n. \] (20)

The eigenvalues are
\[ \Delta_{\pm} = \frac{\varepsilon_+ + \varepsilon_-}{2} \pm \sqrt{\left(\frac{\Delta_{\varepsilon}}{2}\right)^2 + G^2}, \] (21)
where
\[ \Delta_{\varepsilon} = \varepsilon_+ - \varepsilon_- , \] (22)
and the diagonalisation gives the result
\[ \tan 2\theta = \frac{2G}{\Delta_{\varepsilon}}. \] (23)

The interesting observation is that in both Case 1 and Case 2, we find
\[ \Delta_{\varepsilon} = \Delta , \] (24)
which shows that the energy splitting in the adiabatic frame becomes the same. On the other hand, the splitting is centered on different positions because
\[ \varepsilon \equiv \frac{\varepsilon_+ + \varepsilon_-}{2} = 0; \quad \text{(Case 1)} \]
\[ = -\Delta \left(n - \frac{1}{2}\right); \quad \text{(Case 2).} \] (25)

For large detuning $\Delta$, we find from (21)
\[ \Delta_{\pm} = \varepsilon \pm \frac{\Delta}{2} \pm \frac{G^2}{\Delta}. \] (26)
As expected, the levels are pushed apart for both signs of the detuning $\Delta$. In this limit, the atomic motion is taking place on the effective potential surface
\[ V_{\text{eff}} = \frac{g(x)^2}{\Delta} n. \] (27)
We see that the spatial dependence of the mode structure is enhanced by the number of photons in the cavity mode. This limit is the one usually intended in the discussion of adiabatic following through the cavity-induced potential.

When the detuning goes to zero, $\Delta \to 0$, the adiabatic potentials follow the shape of the mode functions, (21) becomes
\[ \Delta_{\pm} = \frac{\varepsilon_+ + \varepsilon_-}{2} \pm g(x) \sqrt{n}. \] (28)

However, formally the adiabatic diagonalisation can be performed for all values of $\Delta$, and we want to enquire whether the result (21) has any validity beyond the customary large detuning limit?

### IV. VALIDITY OF ADIABATICITY

The correction introduced by the adiabatic approximation follows from the transformation of the kinetic energy due to the position-dependent diagonalizing operator, seen in eqs. [13] and [15]. We observe that if the angle $\theta$ were equipped with independent dynamics, this would be analogous to a gauge field situation. The adiabatic approximation holds when $H_{ad}$ dominates the evolution compared to $H_{cor}$, thus when the distance between the adiabatic eigenvalues is much larger than the off-diagonal term. This gives a condition for adiabaticity accordingly
\[ |\langle \Delta_{+}\rangle_i - \langle \Delta_{-}\rangle_i| \gg \frac{1}{2m} |\langle 2(\partial \theta)p\rangle_i + \langle \partial^2 \theta\rangle_i|. \] (29)
Here we have averaged over the adiabatic wave packet $\Psi_{ad}^i(x, t)$ defined as the initial wave packet propagated by the adiabatic Hamiltonian [17]
\[ \Psi_{ad}^i(x, t) = \exp \left[-i \left( \frac{p^2}{2m} + \Delta_{\pm}\right) t \right] \Psi_i(x, 0), \quad i = \downarrow, \uparrow, \] (30)
where it is understood that $\Delta_{+}$ corresponds to the $i = \uparrow$ and vice versa for $\Delta_{-}$. Hence for any operator $h(x, p)$:
\[ \langle h(x, p)\rangle_i = \int dx \Psi_{ad}^i(x, t)\Psi_{ad}^i(x, t)\Psi_i(x, 0), \quad i = \downarrow, \uparrow. \] (31)
For a more general initial state, any linear combination of $|\downarrow\rangle$ and $|\uparrow\rangle$ states ($n = 1$), we define the adiabatic parameter as
\[ \mathcal{A}_i = \frac{1}{2m} \left( N_0^i [\langle \partial \theta \rangle \partial \theta + \langle \partial^2 \theta \rangle_i ] |(\Delta_{+}) \uparrow - (\Delta_{-}) \downarrow \rangle \right) + N_0^i [\langle \partial \theta \rangle \partial \theta + \langle \partial^2 \theta \rangle_i ] |(\Delta_{+}) \uparrow - (\Delta_{-}) \uparrow \rangle \] (32)
where $N_0^i$ is the initial population in the state $|i\rangle$, $i = \downarrow, \uparrow$. Thus $\mathcal{A}_i \ll 1$ implies an adiabatic evolution for the particular initial state. In time dependent systems, the adiabaticity constrain is obtained directly by instantaneous diagonalization of the Hamiltonian. In our model, however, this is not the case; the diagonalization gives $\Psi_{ad}^i(x, 0)$, but its time evolution is obtained from (30).

To obtain some insight into the adiabaticity parameter, some approximations are in order. It is reasonable to assume that the main non-adiabatic contributions, due to the evaluation with the Hamiltonian $H_{cor}$ [18], comes from the off-diagonal term $\partial \theta p$. We will thereafter neglect the term $\partial^2 \theta$ at the moment and discuss its influence in section 11. For a particle moving with a high velocity, we make the assumption that $p \approx p_0$ for the two wave packets $\Psi_{ad}^i(x)$, where $p_0$ is the initial velocity. The position is thus given by $x = p_0 t/m + x_0$ ($x_0$ is the initial position and is taken to be the same for both states).
We return to this approximation in section VII. To evaluate, we take the derivative of \(\Delta\) to obtain

\[
\frac{2\partial \theta}{\cos^2 2\theta} = \left(1 + \tan^2 2\theta\right) 2\partial \theta = \frac{2\partial G}{\Delta}.
\]

This gives

\[
\Delta \frac{\partial G}{\partial x} = \frac{\Delta \sqrt{n} \partial g}{\Delta^2 + 4ng^2}.
\]

Summarizing the above and using eq. (32), we find evaluate (15), we take the derivative of (23) to obtain

\[
\Delta \frac{\partial G}{\partial x} = \frac{\Delta \sqrt{n} \partial g}{\Delta^2 + 4ng^2}.
\]

We return to this approximation in section VII. To investigate the behaviour in some special cases. However, in order to see how this comes about, we need to explore the bahaviour of \(\mathcal{A}^0(x)\) for large \(x\) and small \(\Delta\) in more detail. Is \(\mathcal{A}^0(x)\) approaching 0 smoothly or discontinuously when \(\Delta \to 0\)? In fig. we plot \(\mathcal{A}^0(x)\) as function of \(x\) and \(\Delta\) (starting from \(\Delta = 0.0001\)). In the following we consider Case 1: \(\Lambda = \omega\), and use scaled parameters such that \(h = m = 1\) and put the photon number \(n = 1\) in all of the numerical calculations.

**V. SPECIAL CASES**

**A. Gaussian mode shape**

If the atoms traverse the mode structure in a transverse direction of a Fabry-Perot cavity, the amplitude seen is of Gaussian type. Thus we set

\[
g(x) = \frac{A}{\sqrt{2\pi a}} \exp\left(-\frac{x^2}{2a^2}\right). \tag{38}\]

For this coupling, the adiabaticity criterion \(\mathcal{A}^0(x) \ll 1\) reads

\[
\left| \frac{p_0}{m} \frac{\Delta \sqrt{n}}{\Delta^2 + 4ng^2(x)} \frac{x}{a} g(x) \right| \ll 1. \tag{39}\]

For large detunings, because \(x \lesssim a\), this becomes approximately

\[
\left| \frac{p_0}{m} \frac{\Delta \sqrt{n}}{a \Delta^2} \right| \ll 1. \tag{40}\]

Like (39), this is the ordinary condition for adiabatic motion; in particular, it is less valid for high level of excitation.

In the opposite limit, \(\Delta \to 0\), we find

\[
\left| \frac{p_0}{m} \frac{\Delta}{8ng^2(x)} \right| \sim \left| \frac{p_0 \Delta}{m an} \right| \exp\left(\frac{x^2}{a^2}\right), \tag{41}\]

This seems to vanish for \(\Delta = 0\) but, on the other hand, it blows up for \(x > a\).

In deriving (41) we assumed \(|\Delta| \ll \sqrt{n}g(x)\), which will clearly break down for values on \(x\) large enough, say \(x > a\). This is exactly when the adiabaticity parameter \(\mathcal{A}^0(x)\) seems to blow up according to (11).

For such values this approximation is not likely to be valid, and we need to explore the behaviour of \(\mathcal{A}^0(x)\) for large \(|x|\) and small \(\Delta\) in more detail. Is \(\mathcal{A}^0(x)\) approaching 0 smoothly or discontinuously when \(\Delta \to 0\)? In fig. we plot \(\mathcal{A}^0(x)\) as function of \(x\) and \(\Delta\) (starting from \(\Delta = 0.0001\)). In the following we consider Case 1: \(\Lambda = \omega\), and use scaled parameters such that \(h = m = 1\) and put the photon number \(n = 1\) in all of the numerical calculations.

![FIG. 1: The adiabaticity parameter \(\mathcal{A}^0(x)\) as function of \(x\) and \(\Delta\) in scaled dimensionless units (starting from \(\Delta = 0.0001\)) for a Gaussian coupling (38) with amplitude \(\Lambda = 1\), the pulse width \(\alpha = 50\) and the initial momentum \(\frac{p_0}{m} = 10\).](image-url)
wave packet may extend over several periods of the mode shape, and therefore sees a smeared periodic potential, while in the latter case \( \lambda \) is assumed to be larger than the width \( \Delta_c \) of the atomic wave packet. This results in very different adiabatic evolution in the small detuning limit, which will be seen in the next section.

The adiabaticity parameter \( A^0(x) \) is a periodic function of \( x \) and we may study it around one of the maxima, say \( x = 0 \). For \( x \approx 0 \) we find

\[
A(x) \approx \frac{p_0}{2m\Delta} \frac{|C|}{(1 + C^2x^2)^{3/2}}. 
\]

where \( C = 2q\sqrt{nA}/\Delta \). Note that this also gives the approximated adiabaticity parameter \( A^0(x) \) for a linear coupling \( g(x) = Cx \). This is a sort of Lorenzian to the power of \( 3/2 \), which has a width that goes to zero when \( \Delta \to 0 \) and an amplitude going to infinity in this limit. Thus, as \( \Delta \) goes to zero, the function \( A^0(x) \) approaches zero for all \( x \) except for \( x = n\pi/q, n = \ldots, -1, 0, 1, \ldots \), where it becomes singular. Consequently we have

\[
\lim_{x \to n\pi} \lim_{\Delta \to 0} A^0(x) \neq \lim_{x \to n\pi} \lim_{\Delta \to 0} A^0(x). \quad (46)
\]

It is easy to show that the neglected higher order term \( \partial^2 \theta/\sqrt{\Delta^2 + 4C^2} \) is independent of the ordering of the limits in eq. (46). Therefore we conclude that eq. (46) is still valid when the neglected term is included. In section VII we will show that the spread of the wave packet causes the adiabaticity parameter to be non-zero for other than \( x = n\pi/q \) in the limit \( \Delta \to 0 \).

In fig. 5 we show a plot of one of the maxima \((x = 0)\) for \( A^0(x) \), eq. (43), as function of \( x \) and \( \Delta \). As expected, the width increase with the detuning while the amplitude decrease. It is not clear if sharp or broad peaks of the parameter \( A^0(x) \) favour an adiabatic evolution, which will be examined in the next section. However, we may note that the integral of (46)

\[
\int_{-\infty}^{+\infty} dx A^0(x) = \left| \frac{p_0}{m\Delta} \right| \quad (47)
\]

is independent of the parameter \( C \), but depends of the detuning \( \Delta \).

VI. NUMERICAL INVESTIGATIONS

The numerical studies are carried out by simulating the evolution of wave packets using the split operator method [16]. The atomic wave packet will be taken to be in an initial Gaussian bare state in its upper level

\[
\Phi(x, t = 0) = \begin{bmatrix} \Phi_+(x) \\ 0 \end{bmatrix} \quad (48)
\]
FIG. 3: The adiabaticity parameter \( A^0(x) \) as function of \( x \) and \( \Delta \) (scaled units) for the short optical wave length situation (42). It is seen that \( A^0(x) \) becomes singular at \( x = 0 \) when \( \Delta \to 0 \). The other parameters are \( A = 1 \), \( q = 1 \) and \( p_0 = 2 \).

with the Gaussian

\[
\Phi_+(x) = \frac{1}{\sqrt{\pi\Delta x}} \exp\left(-\frac{(x-x_0)^2}{2\Delta^2 x}\right) \exp(ip_0 x).
\]  

(49)

Throughout the paper we use scaled dimensionless parameters in all numerical considerations, such that \( \bar{\hbar} = 1 \) and \( m = 1 \). The 'exact' evolution is obtained by evolving (48) with the complete Hamiltonian (6), where we will use Case 1 with \( \Lambda = \omega \), while the adiabatic state \( \Psi_{ad}(x, t) = [\Psi_{ad}^\uparrow(x, t), \Psi_{ad}^\downarrow(x, t)] \), where the states \( \Psi_{ad}^\uparrow(x, t) \) are defined in eq. (30). The comparison between the two are measured by calculating the fidelity

\[
F(t) = \int dx \Psi_{ad}^{\ast}(x, t)\Phi(x, t).
\]  

(50)

In the case of \( p \approx p_0 \) we choose to plot the fidelity as function of \( \langle x \rangle \approx p_0 t + x_0 \), in order to get a better idea of where the fidelity changes along the mode \( G(x) \).

A. Numerical treatment of a Gaussian mode

In this section we investigate the adiabaticity criteria, derived in the previous section, for a Gaussian mode shape, while next section studies the periodic mode instead. We have dealt with the limiting cases of large and small detunings \( \Delta \), and it was found that having an adiabatic evolution supports a small coupling, or photon excitation \( n \), in the former, while for the latter it is the reverse case. In figs. 4 and 5 we display the fidelity (50) for moderate and small detunings respectively. In the (a) plots the coupling strength is larger than in the (b) ones. The predicted result is clearly seen; the fidelity is improved for small \( A \) in fig. 4 and for large \( A \) in fig. 5. In these plots we have chosen to plot the fidelity as a function of \( \langle x \rangle \) rather than \( t \), which has been done simply by transforming \( \langle x \rangle \approx p_0 t + x_0 \). This should be justified since \( p \) is approximately a constant of motion. The atomic wave packet starts at \( x_0 = -200 \), outside the coupling pulse (width is here \( a = 50 \)), and then propagates across the pulse to \( x \approx 200 \) in the first example and \( x = 300 \) in the second. The reason why the packet is propagated longer in the second example is to show how the fidelity goes down when the wave packet enters the area, around \( x = 200 \), where \( A^0(x) \) has its maximum. This is shown in the inset, which gives the location of the maximum \( (x > 0) \) as function of \( \Delta \) for the two coupling strengths.

FIG. 4: This and the next figure show the fidelity (50) as function of \( \langle x \rangle \) and \( \Delta \) for the Gaussian mode shape (38) with \( A = 10 \) (a) and \( A = 1 \) (b). It is seen that the adiabaticity/fidelity is increased for smaller couplings \( A \) when the detuning \( \Delta \) becomes large. The other parameters are \( \Delta_x = 10 \), \( x_0 = -200 \), \( p_0 = 5 \) and \( a = 50 \).

From figs. 4 and 5 we have seen that the expected result suggested by the lowest order of approximation of the adiabaticity criterion from the previous section. However, in the examples \( p \) is almost perfectly a constant of motion, which justifies one of the approximations. The other one, coming from neglecting the higher order term \( \partial^2 \theta \), will be considered in section VII.

B. Numerical treatment of a standing wave mode

As was pointed out in section VII for the standing wave mode, the limit \( |\Delta| \ll G(x) \) brought about an...
FIG. 5: The same as fig. 4 but for small detunings. The inset shows the location of the maximum of the adiabaticity parameter $A(x)$ as function of the relevant detunings and the two coupling amplitudes $A = 10$ (a) and $A = 1$ (b). The wave packet is propagated to $x = 300$ contrary to $x = 200$ in the previous figure. The reason is to see the drop in the fidelity around $x \approx 200$ where $A(x)$ has a maxima. The inset indicates that wave packets propagating with larger $\Delta$ will 'see' more of the maximum of $A(x)$. The other parameters are as in fig. 4.

adiabaticity parameter $A^0(x)$ singular around the points $x = n\pi/q$ with $n$ an integer. At these points we can not have $|\Delta| \ll G(x)$ as $G(x)$ vanishes there.

In the optical regime, the atomic wave packet is supposed to extend over several wave lengths, and consequently several $\delta$-like non-adiabatic singular couplings when $\Delta \to 0$, and an adiabatic behaviour is not to be expected. The dynamics of wave packets evolving according to the Hamiltonian $H$, with a coupling $g(x) = A\sin(qx)$ and a short optical wave length $\lambda \ll \Delta x$ has been studied in [18]. The periodic Hamiltonian has a characteristic spectrum of energy bands $E_\nu(k)$ separated by forbidden gaps. Here $\nu$ is the band index and $k$ the quasi momentum. In large parameter ranges, including cases when $|\Delta| \ll A$, the atomic wave packet evolves as a 'free' particle with an effective group velocity and mass, both determined from the spectrum. Thus, it is tempting to expect that the 'freely' evolving Gaussian wave packet follows some kind of adiabatic behaviour. However, this turns out to be a false statement. The 'freely' evolving characteristic of the wave packet came from the fact that the initial Gaussian bare state $|\psi(0)\rangle$ is approximately an eigenstate of the Hamiltonian in these parameter ranges, and since the spread of the wave packet is much larger than the wave length, the eigenenergy $E_\nu(k)$ may be expanded to second order around the initial quasi momentum $k_0$. It is a known fact that an initial Gaussian wave packet evolving due to an energy $E = c_0 + c_1 p + c_2 p^2$, for some constants $c_0$, $c_1$ and $c_2$, remains Gaussian. As it turns out, the initial Gaussian bare state $|\psi(0)\rangle$ does not approximate an eigenstate of the adiabatic Hamiltonian $H_\Delta$ in the small detuning limit and will therefore not evolve as a 'free' particle under that Hamiltonain. The fidelity will therefore be small. However, in the large detuning limit $|\Delta| \gg G(x)$, adiabaticity is seen, as $A^0(x) \ll 1$ for all $x$. The above is shown in fig. 6, which displays the fidelity $F(\Delta)$ as function of position and detuning. For large detunings the adiabaticity is seen and the fidelity approaches unity for increasing $\Delta$ and decreasing coupling amplitudes $A$.

FIG. 6: The fidelity $F(\Delta)$ as function of $\langle x \rangle$ and $\Delta$ for the short optical wave length mode shape (42) with $A = 1$ (a) and $A = 0.1$ (b). It is seen that the adiabaticity/fidelity is increased for smaller couplings $A$ when the detuning $\Delta$ becomes large. The other parameters are $\Delta = 10$ (the width of the wave packet covers several wave lengths), $x_0 = -25$, $p_0 = 5$ and $q = 1$.

When $\lambda > \Delta x$ and $\Delta \to 0$, the atom traverses intervals where $A^0(x) \ll 1$ for the whole extension
of the wave packet and the fidelity $F(x)$ should stay fairly constant. When the wave packet approaches the singular points $x = n\pi/q$, a change in the fidelity is expected. For a given detuning and coupling amplitude, the width $\Delta_x$ and momentum $p$ roughly determine the rate of this change in the fidelity. As pointed out in the previous subsection [51] it is not necessary that a drop in the fidelity is seen when the atom traverses a singularity. In fig. 7 we show the fidelity for two different coupling strengths $A = 1$ (a) and $A = 0.1$ (b). Here $\lambda = 20\pi$, while $\Delta_x = 4$. It is seen that the main changes of the fidelity occurs at the points $x = n\pi/q$.

FIG. 7: The same as fig. 6 but for a long wave length; $\lambda = 20\pi$ and $\Delta_x = 4$. In (a) $A = 1$ and (b) $A = 0.1$. Note that around $x = -10\pi, 0, 10\pi$, the fidelity changes the most. The initial position and momentum are $x_0 = -50$ and $p_0 = 5$.

VII. HIGHER ORDER CORRECTIONS TO $A_t$

In this section we will calculate numerically the adiabaticity parameter $A_t$ and compare with the approximated result of eq. [50]. We will also discuss the semiclassical time dependent model, which is obtained by the replacement $p \rightarrow p_0$ and $x \rightarrow p_0t/m + x_0$.

In the approximated result [50], operators where replaced by semiclassical parameters and no averaging over the wave packet was carried out. Thus, the atom is seen as a point-like particle moving with well defined velocity and position. In order to take into account the quantum uncertainties we need to average over the wave packet. Note that the averaging is included already in eq. [50]. If averaging over the fractions in [50], the relative order of $x$ and $p$ must be specified, e.g. $(\partial\theta)p(\Delta_+ - \Delta_-)^{-1} \neq (\Delta_+ - \Delta_-)^{-1}(\partial\theta)p$. The separate wave packets $\Psi_{bA}(x,t)$ and $\Psi_{bB}(x,t)$ evolves differently, therefore $A_t$ will depend on the initial condition $\Psi(x,0)$. The effect of averaging depends on the the shapes of the wave packets and the coupling, if $G(x)$ varies considerably over the wave packet widths $\Delta_x$, the averaging has the effect of smearing out the variations. This is the case for a fast oscillating standing wave mode in an optical cavity, and therefore this case will be left out from this section and we only consider the microwave situation for the standing wave mode. We also note that if the opposite holds; $G(x)$ is almost constant over $\Delta_x$, then we have $\langle G(x) \rangle \approx G(\langle x \rangle)$, which holds for any smooth function $G$.

A. The parameter $A_t$ for a Gaussian mode shape

The width of the wave packet is assumed to be narrower than the width of the Gaussian mode coupling. This means that the peaks seen in $A^0(x)$ of fig. 6 should not become considerably wider due to the averaging. The small broadening is expected to be more pronounced at later times, that is for the second maximum of the adiabaticity parameter, since the initially Gaussian wave packets $\Psi_{bA}(x,t)$ and $\Psi_{bB}(x,t)$ spread with time. In fig. 5 we give the results from numerical calculations of $A_t$ (solid line), as defined in eq. [50], together with the approximated adiabaticity parameter $A^0(x)$ (dashed line), where $x = p_0t/m + x_0$. The circles displays $A^0(x)$ with the neglected term $\partial^2\theta$ included. For the upper two plots, the momentum is small (compared to $A = 100$) and therefore varies during the evolution, while in the lower ones we have $p \approx p_0$ ($A = 1$), which is also seen by the better agreement between dotted/circles and solid lines. The left figures have a large detuning $\Delta = 10$ while the others have $\Delta = 0.05$. We note that the main contribution to the results comes from the term $\partial\theta$ and not $\partial^2\theta$, as expected. The broadening of the peaks can also be seen.

B. The parameter $A_t$ for a standing wave mode shape

As already pointed out, when the wave length of the standing wave mode is shorter than the width of the wave packet the adiabaticity parameter [51]...
FIG. 8: These figures show the adiabaticity parameter \( A_t \) calculated from wave packet simulations (solid line), the corresponding approximated result \( \tilde{A}_t \) (dashed line) and the same with the \( \partial^2 \theta \) term included in \( \tilde{A}_t \) (circles). In (a) and (b) the coupling amplitude is \( A = 100 \) which makes \( p \) vary considerably, while in (c) and (d) \( A = 1 \) giving that \( p \approx p_0 \). The left plots show the large detuning situation \( \Delta = 10 \), while \( \Delta = 0 \) for the right ones. Note that the dashed and dotted lines are very similar, indicating that the main contribution comes from the first derivative of \( \theta \). The remaining parameters are, (a): \( p_0 = 0.6 \), \( x_0 = -200 \), (b): \( p_0 = 1.5 \), \( x_0 = -300 \), (c): \( p_0 = 1.5 \), \( x_0 = -200 \), (d): \( p_0 = 1.5 \), \( x_0 = -300 \), and \( a = 50 \) and \( \Delta_x = 10 \).

FIG. 9: This shows the same as the previous fig. 8 but for the standing wave mode of eq. (42). Again, the dashed line displays the approximated result \( \tilde{A}_t \) and the circles the same but with the \( \partial^2 \theta \) term added. The broadening of the peaks, coming from averaging over the atomic wave packet is clearly seen in (b) where the peaks are much more narrow. The parameters are, (a): \( A = 0.1 \), \( \Delta = 0.5 \), (b): \( A = 1 \), \( \Delta = 0.05 \), and for both plots \( \Delta_x = 4 \), \( x_0 = -50 \), \( p_0 = 5 \) and \( q = 0.1 \).

will be smeared out due to the averaging over the wave packets. Thus, we only consider the case of a microwave field, where the extent of the wave packet may be smaller than the period of the mode. The approximated result \( \tilde{A}_t \) indicated that for small detunings, \( A_t \) should be small for all \( x \) except at the points \( x = n\pi/q \) where it blowed up. However, the averaging will broaden these spikes. This is shown in fig. 9 which gives the results of \( A_t \) from wave packet propagation, compared with the analytically approximated results. The expected broadening is especially seen in the plot with narrow peaks, (a) \( A = 0.1 \), \( \Delta = 0.5 \), while in (b) \( A = 1 \), \( \Delta = 0.05 \). In (b) the momentum is not a good constant of motion; \( \langle p \rangle_t \neq p_0 \). We note that the main contribution comes from the term \( \partial \theta \) and not \( \partial^2 \theta \).

VIII. RELATION TO SEMICLASSICAL TIME DEPENDENT HAMILTONIANS

In this section we investigate how one may derive effective time dependent models by using the adiabaticity parameter \( A_t \).

Above we loosely argued, that for particles with a kinetic energy much larger than the interaction energy, we could derive an effective semiclassical time dependent model with \( x = p_0 t/m + x_0 \). The Hamiltonian then reads

\[
\tilde{H} = \begin{bmatrix}
\tilde{\Delta}^+ & G(t) \\
G(t) & -\tilde{\Delta}^-
\end{bmatrix},
\]

(51)

where \( \sim \) indicates that it is an effective time dependent model. Here it is understood that \( t \) and \( x \) are related according to \( x = p_0 t/m + x_0 \). Going to the adiabatic frame, by diagonalyzing \( \tilde{H} \) with the corresponding unitary operator \( \tilde{U} \) as in eq. (12), the Schrödinger equation becomes

\[
\frac{i}{\hbar} \frac{d}{dt} \begin{bmatrix}
\tilde{\Psi}_+^\dagger(t) \\
\tilde{\Psi}_-^\dagger(t)
\end{bmatrix} = \begin{bmatrix}
\tilde{\Delta}^+ & 0 \\
0 & \tilde{\Delta}^-
\end{bmatrix} + \frac{d\tilde{U}}{dt} \tilde{U}^{-1} \begin{bmatrix}
\tilde{\Psi}_+^\dagger(t) \\
\tilde{\Psi}_-^\dagger(t)
\end{bmatrix}.
\]

(52)

Here the diagonal terms \( \tilde{\Delta}_k \) are given by the corresponding expressions (21), and the adiabatic correction term is

\[
\frac{d\tilde{U}}{dt} \tilde{U}^{-1} = \begin{bmatrix}
0 & \partial_t \tilde{\theta} \\
-\partial_t \tilde{\theta} & 0
\end{bmatrix}.
\]

(53)
Demanding the off-diagonal term to be small compared with the ‘distance’ between the diagonal terms, gives the adiabaticity parameter

$$\tilde{\mathcal{A}}_t = \left| \frac{\delta \sqrt{n_0} g(x)}{(\delta^2 + 4n_0^2(x))^{3/2}} \frac{p_n}{m} \right|_{x=p_0 t/m + x_0},$$

(54)

which is identical to the approximate result \( \tilde{\mathcal{A}}_t \). This has several interesting interests:

i) The analysis carried out in this paper concerns wave packet propagation, and since the approximate adiabaticity criterion we have defined is the same as the one obtained from time dependent models, much of the conclusions made in this paper are applicable to such time dependent models as well.

\[ \text{The definition (32) takes into account for the initial state being used, that is; the atom may start in any linear combination of upper and lower atomic states and it is apparent in the population weights } N_\downarrow \text{ and } N_\uparrow. \]

The corresponding definition for a time dependent model with instantaneous eigenvalues \( E_n(t) \) and eigenstates \( |n(t)\rangle \) would read

$$\tilde{\mathcal{A}}_t = \sum_n \sum_{m \neq n} |\langle n(t) | \partial_t | n(t) \rangle |^2 \frac{|\langle m(t) | \partial_t | n(t) \rangle |}{E_m(t) - E_n(t)},$$

(56)

where \( |\langle n(t) | \partial_t | n(t) \rangle |^2 \) is the initial population of state \( |n(0)\rangle \).

ii) Deriving an effective time dependent model as above, is only justified when the two wave packets \( \Psi_\uparrow^{ad}(x, t) \) and \( \Psi_\downarrow^{ad}(x, t) \) follow nearly the same trajectory, since \( x \) is replaced by a single quantity; \( x = p_0 t/m + x_0 \). It must also be that the mode changes smoothly across the wave packet in order to neglect \( \partial^2 \theta \) and allow \( \langle h(x, p) \rangle \approx h(\langle x \rangle, \langle p \rangle) \). Both these approximations neglect quantum mechanical corrections; the term \( \partial^2 \theta \) does not show up in the semiclassical models since the Schrödinger equation is first order in time, but second order in \( x \). The quantum uncertainties in \( x \) and \( p \) are clearly ignored in \( A^0(x) \).

We now turn to the problem of deriving a time dependent Hamiltonian when \( p \) is not a good constant of motion. This method is a kind of inverse problem. Given \( \mathcal{A}_t \), we may construct a set of Hamiltonians \( H(t) \) in the form of \( 51 \) that all give this particular adiabaticity parameter. Thus we solve for \( G(t) \) from the equation

$$\frac{\delta \partial_t G(t)}{(\delta^2 + 4G^2(t))^{3/2}} = \mathcal{A}_t,$$

(57)

with solution

$$G(t) = \frac{f(t)}{(\delta^2 + 4f(t)^2)^{1/2}},$$

(58)

where \( f(t) = \int_{-\infty}^{t} dt' \mathcal{A}_{t'} \). This defines a set of time dependent Hamiltonians for a given adiabaticity parameter, where the coupling \( G(t) \) and detuning \( \delta \) are related as in \( 58 \). Note that this set of effective Hamiltonians is unique for one particular initial condition governing the \( \mathcal{A}_t \). Thus, it gives an effective time dependent model for a certain Hamiltonian \( H(x, p) \) and initial condition \( \Psi(x, 0) \). For a smoothly varying function \( b(x) \), over the spread of the wave packets, we have \( \langle h(x) \rangle \approx h(\langle x \rangle) \). Within this approximation, and neglecting the \( \partial^2 \theta \) term, the adiabaticity parameter \( 52 \) becomes

$$\mathcal{A}_t = \frac{1}{2m} \left( N_\downarrow^0 \frac{\langle \partial_x(x_\downarrow) p_\downarrow \rangle}{\Delta_\downarrow(x_\downarrow)} + N_\uparrow^0 \frac{\langle \partial_x(x_\uparrow) p_\uparrow \rangle}{\Delta_\uparrow(x_\uparrow)} \right),$$

(59)

where \( x_i, p_i, i = \downarrow, \uparrow \) are the expectation values with the adiabatic wave functions \( \Psi_\downarrow^{ad}(x, t) \). When these approximations are supposed to hold, it is reasonable to expect that we can replace the expectation values by their classical counterparts

\[
\begin{align*}
\partial_t p_\downarrow &= \frac{\partial \Delta_\downarrow(x_\downarrow)}{\partial x_\downarrow}, \\
\partial_t x_\downarrow &= \frac{p_\downarrow}{m}, \\
\partial_t p_\uparrow &= \frac{\partial \Delta_\uparrow(x_\uparrow)}{\partial x_\uparrow}. \\
\end{align*}
\]

(60)

This is a way to derive a time dependent semiclassical model when \( p \) is not a constant of motion and the wave packets traverse different trajectories. The error of such an effective Hamiltonian compared to exact ones is left for future research. It may be noted that one \( \mathcal{A}_t \) defines a set of time dependent Hamiltonians of the form \( 51 \), and it is an open question how they are related apart from having the same adiabaticity constrains. For example, is there a particular detuning \( \delta \) of the time dependent model such that the approximated effective Hamiltonian becomes an optimal approximated model? Note that if the approximation of replacing \( p \) and \( x \) by \( p_0 \) and \( x = p_0 t/m + x_0 \) has been carried out, we note from \( 57 \), that we regain the result \( G(t) = G(x)|_{x=p_0 t/m + x_0} \), provided that we identify \( \delta = \Delta \). As it is defined in the equation \( 51 \) is not the most general two-level time dependent Hamiltonian, since the diagonal terms are assumed constant. If they are allowed to change with time, the method
above becomes much more complicated. In general, to specify both $G(t)$ and $\delta$ we need, in addition to eq. (57), a second equation.

**IX. CONCLUSION**

In this paper we have discussed the concept of adiabaticity within cavity QED models. To do so, the original Jaynes-Cummings model, describing the atom-cavity field interaction, has been modified by taking into account, both the center-of-mass position and momentum of the atom. Two different cases have been studied: The atom sees a Gaussian or a standing wave mode shape. Numerical simulations have been used to measure how well the atomic wave packet follows the cavity mode shape adiabatically. These results have been compared with approximated analytically derived criteria for the adiabaticity. Good agreement between the two has been found.

The large detuning case, generally called the adiabatic limit, implies adiabatic following for any mode shape. More interesting is that adiabaticity is, for the Gaussian mode, obtained in the opposite limit as well, the small detuning case. Contrary to the large detuning situation, here a large atom-field coupling or a high cavity excitation improves adiabaticity. This is discussed in detail and it turns out that for the standing wave mode case, this kind of adiabatic limit does not exist.

The approximations in the derivation of the analytic adiabaticity criterion have been checked by comparing it with the more correctly defined measure, which is an average over the atomic wave packet as it traverse the cavity field. The averaging tends to smear out rapid variations of the criterion.

Finally, we have discussed how the wave packet propagation problem may be transformed into an effective time dependent semiclassical two-level problem. The most simple situation is when $p$ is roughly a constant of motion for both of the internal adiabatic wave packets, and one replaces $p \rightarrow mv$ and $x \rightarrow vt + x_0$ in the original Hamiltonian. The procedure is not straightforward when $p$ is not a constant of motion and the two wave packets traverse different trajectories. A systematic way to derive a set of semiclassical Hamiltonians is presented in these cases. It is suggested when such a method is supposed to work, but no deeper analysis of the validity is carried out, and is left for future investigations.

The paper has been devoted to cavity QED systems, but it should be mentioned that the analysis can be generalized to a selection of other systems, such as: trapped ions, molecular coherent processing, quantum electronics, BEC, and also time dependent models. It is also straightforward to consider multi-level atoms and/or multi-modes Jaynes-Cummings models.
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