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ABSTRACT

Recommender systems assist legal professionals in finding relevant literature for supporting their case. Despite its importance for the profession, legal applications do not reflect the latest advances in recommender systems and representation learning research. Simultaneously, legal recommender systems are typically evaluated in small-scale user study without any public available benchmark datasets. Thus, these studies have limited reproducibility. To address the gap between research and practice, we explore a set of state-of-the-art document representation methods for the task of retrieving semantically related US case law. We evaluate text-based (e.g., fastText, Transformers), citation-based (e.g., DeepWalk, Poincaré), and hybrid methods. We compare in total 27 methods using two silver standards with annotations for 2,964 documents. The silver standards are newly created from Open Case Book and Wikisource and can be reused under an open license facilitating reproducibility. Our experiments show that document representations from averaged fastText word vectors (trained on legal corpora) yield the best results, closely followed by Poincaré citation embeddings. Combining fastText and Poincaré in a hybrid manner further improves the overall result. Besides the overall performance, we analyze the methods depending on document length, citation count, and the coverage of their recommendations. We make our source code, models, and datasets publicly available.
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• Information systems → Recommender systems; Similarity measures; Clustering and classification; • Applied computing → Law.

KEYWORDS

Legal literature, document embeddings, document similarity, recommender systems, Transformers, WikiSource, Open Case Book

1 INTRODUCTION

Legal professionals, e.g., lawyers and judges, frequently invest considerable time to find relevant literature [24]. More so than most other domains, in law there are high stakes for finding the most relevant information (documents) as that can drastically affect the outcome of a dispute. A case can be won or lost depending on whether or not a supporting decision can be found. Recommender systems assist in the search for relevant information. However, research and development of recommender systems for legal corpora poses several challenges. Recommender system research is known to be domain-specific, i.e., minor changes may lead to unpredictable variations in the recommendation effectiveness [4]. Likewise, legal English is a peculiarly obscure and convoluted variety of English with a widespread use of common words with uncommon meanings [31]. Recent language models like BERT [15] may not be equipped to handle legal English since they are pretrained on generic corpora like Wikipedia or cannot process lengthy legal documents due to their limited input length. This raises the question of whether the recent advances in recommender system research and underlying techniques are also applicable to law.

In this paper, we empirically evaluate 27 document representation methods and analyze the results with respect to the aforementioned possible issues. In particular, we evaluate for each method the quality of the document representations in a literature recommender use case. The methods are distinguished in three categories: (1) word vector-based, (2) Transformer-based, and (3) citation-based methods. Moreover, we test additional hybrid variations of the aforementioned methods. Our primary evaluation metric comes from two silver standards on US case law that we extract from Open Case Book and Wikisource. The relevance annotations from the silver standards are provided for 2,964 documents.

In summary, our contributions are: (1) We propose and make available two silver standards as benchmarks for legal recommender system research that currently do not exist. (2) We evaluate 27 methods of which the majority have never been investigated in the legal context with a quantitative study and validate our results qualitatively. (3) We show that the hybrid combination of text-based and citation-based methods can further improve the experimental results.

2 RELATED WORK

Recommender systems are a well-established research field [3] but relatively few publications focus on law as the application domain. Winkels et al. [55] are among the first to present a content-based approach to recommend legislation and case law. Their system uses the citation graph of Dutch Immigration Law and is evaluated with a user study conducted with three participants. Boer and Winkels [9] propose and evaluate Latent Dirichlet Allocation (LDA) [7] as a solution to the cold start problem in collaborative filtering recommender system. In an experiment with 28 users, they find the user-based approach outperforms LDA. Wiggers and Verberne [52] study citations for legal information retrieval and suggest citations should be combined with other techniques to improve the performance.

Kumar et al. [22] compare four different methods to measure the similarity of Indian Supreme Court decision: TF-IDF [46] on all document terms, TF-IDF on only specific terms from a legal dictionary, Co-Citation, and Bibliographic Coupling. They evaluate the similarity measure on 50 document pairs with five legal domain experts. In their experiment, Bibliographic Coupling and TF-IDF
legal terms yield the best results. Mandal et al. [29] extend this work by evaluating LDA and document embeddings (Paragraph Vectors [26]) on the same dataset, whereby Paragraph Vectors was found to correlate the most with the expert annotations. Indian Supreme Court decisions are also used as evaluation by Wagh and Anand [50], where they use document similarity based on concepts instead of full-text. They extract concepts (groups of words) from the decisions and compute the similarity between documents based on these concepts. Their vector representation, an average of word embeddings and TF-IDF, shows IDF for weighting word2vec embeddings improve results. Also, Bhattacharya et al. [6] compare citation similarity methods, i.e., Bibliographic Coupling, Co-citation, Dispersion [33] and Node2Vec [17], and text similarity methods like Paragraph Vectors. They evaluate the algorithms and their combinations using a gold standard of 47 document pairs. A combination of Bibliographic Coupling and Paragraph Vectors achieves the best results.

With Eunomos, Boella et al. [8] present a legal document and knowledge management system that allows searching legal documents. The document similarity problem is handled using TF-IDF and cosine similarity. Other experiments using embeddings for document similarity include Landthaler et al. [23], Nanda et al. [34], and Ash and Chen [2].

Even though different methods have been evaluated in the legal domain, most results are not coherent and rely on small-scale user studies. This finding emphasizes the need for a standard benchmark to enable reproducibility and comparability [4]. Moreover, the recent Transformer models [49] or novel citation embeddings have not been evaluated in legal recommendation research.

3 METHODOLOGY

In this section, we describe our quantitative evaluation of 27 methods for legal document recommendations. We define the recommendation scenario as follows: The user, a legal professional, needs to research a particular decision, e.g., to prepare a litigation strategy. Based on the decision at hand, the system recommends other decisions to its users such that the research task is easy to accomplish. The recommendation is relevant when it covers the same topic or provides essential background information, e.g., it overruled the seed decision [48].

3.1 Case Corpus and Silver Standard

Most of the previous works (Section 2) evaluate recommendation relevance by asking domain experts to provide subjective annotations [9, 22, 29, 55]. Especially in the legal domain, these expert annotations are costly to collect and, therefore, their quantity is limited. For the same reason, expert annotations are rarely published. Consequently, the research is difficult to reproduce [4]. In the case of the US court decisions, such expert annotations between documents are also not publicly available. We construct two ground truth datasets from publicly available resources allowing the evaluation of more recommendations to mitigate the mentioned problems of cost, quantity, and reproducibility.

3.1.1 Open Case Book. With Open Case Book, the Harvard Law School Library offers a platform for making and sharing open-licensed casebooks. The corpus consists of 222 casebooks containing 3,023 cases from 87 authors. Each casebook contains a manually curated set of relatedly court decisions, which we use as relevance annotations. The casebooks cover a range from broad topics (e.g., Constitutional law) to specific ones (e.g., Intermediary Liability and Platforms’ Regulation). The decisions are mapped to full-texts and citations retrieved from the Caselaw Access Project (CAP). After duplicate removal and the mapping procedure, relevance annotations for 1,601 decisions remain.

3.1.2 Wikisource. We use a collection of 2,939 US Supreme Court decisions from Wikisource as ground truth. The collection is categorized in 67 topics like antitrust, civil rights, and amendments. We map the decisions listed in Wikisource to the corpus from CourtListener. The discrepancy between the two corpora decreases the number of relevance annotations to 1,363 court decisions.

| Relevant annotations per document |
|----------------------------------|
|                               | Open Case Book | Wikisource      |
| Mean | 86.42           | 130.01          |
| Std  | 65.18           | 82.46           |
| Min  | 2.0             | 1.0             |
| 25% | 48.0           | 88.0           |
| 50% | 83.0           | 113.0          |
| 75% | 111.0          | 194.0          |
| Max  | 1590.0         | 616.0          |

We derive a binary relevance classification from Open Case Book and Wikisource. When decisions A and B are in the same casebook or category, A is relevant for B and vice versa. Table 1 presents the distribution of relevance annotations. This relevance classification is limited since a recommendation might still be relevant despite not being assigned to the same topic as the seed decision. Thus, we consider the Open Case Book and Wikisource annotations as a silver standard rather than a gold one.

3.2 Evaluated Methods

We evaluate 27 methods, each representing legal document d as a numerical vector \( d \in \mathbb{R}^s \), with \( s \) denoting the vector size. To retrieve the recommendations, we first obtain the vector representations (or document embeddings). Next, we compute the cosine similarities of the vectors. Finally, we select the top \( k = 5 \) documents with the highest similarity through nearest neighbor search. Mean Average Precision (MAP) is the primary and Mean Reciprocal Rank (MRR) is the second evaluation metric. We compute MAP and MRR over a set of queries \( Q \), whereby \( Q \) is equivalent to the seed decisions with \( |Q_{WS}| = 1363 \) available in Wikisource and \( |Q_{OCB}| = 1601 \) for Open Case Book. In addition to the accuracy-oriented metrics, we evaluate the coverage and Jaccard index of the recommendations. The coverage for the method \( a \) is defined as in Equation 1 where \( D \) denotes the set of all available documents in the corpus and \( D_a \) denotes the recommended documents by \( a \) [16].

1https://opencasebook.org
2https://case.law
3https://courtlister.com
4We set \( k = 5 \) due to the UI [36] into which the recommendations will be integrated.
The legal word vectors can be downloaded from our GitHub repository. We use the TF-IDF implementation from the scikit-learn framework. Paragraph Vectors [26] extend the idea of word2vec [32] to learning embeddings for word sequences of arbitrary length. Paragraph Vectors using distributed bag-of-words (dbow) performed well in text similarity tasks applied on legal documents [2, 29] and other domains [25]. We train Paragraph Vectors’ dbow model to generate document vectors for each court decision. Like word2vec, GloVe [39] and fastText [10, 20] produce dense word vectors but they do not provide document vectors. To embed a court decision as a vector, we compute the weighted average over its word vectors, \( \mathbf{w}_i \), whereby the number of occurrences of the word \( i \) in \( d \) defines the weight \( c_i \). Averaging of word vectors is computationally effective and yields good results for representing even longer documents [1]. For our experiments, we use word vectors made available by the corresponding authors and custom word vectors. While GloVe vectors are pretrained on Wikipedia and Gigaword [39], fastText is pretrained on Wikipedia, UMBC webbase corpus and statmt.org news dataset [10]. Additionally, we use custom word vectors for both methods (namely fastTextLegal and GloVeLegal) pretrained on the joint court decision corpus extracted from Open Case Book and Wikisource (see Section 3.1). Using word vectors pretrained on different corpora, allows the evaluation of the method’s cross-domain applicability.

### 3.2.3 Transformer-based Methods
As the second method category, we employ language models for deep contextual text representations based on the Transformer architecture [49], namely BERT [15], RoBERTa [28], Sentence Transformers (Sentence-BERT and Sentence-RoBERTa) [44], LongFormer [5] and variations of them. In contrast to Paragraph Vectors and average word vectors, which neglect the word order, the Transformers incorporate word positions making the text representations context-dependent. BERT significantly improved the state-of-the-art for many NLP tasks. In general, BERT models are pretrained on large text corpora in an unsupervised fashion to then be fine-tuned for specific tasks like document classification [37]. We use four variations of BERT. The original BERT [15] as base and large version (pretrained on Wikipedia and BookCorpus) and two BERT-base models pretrained on legal corpora. Legal-JHU-BERT-base from Holzenberger et al. [18] which is a BERT base model but fine-tuned on the CAP corpus. Similarly, Legal-AUEB-BERT-base from Chalkidis et al. [14] is as well fine-tuned on the CAP corpus but also on other corpora (court cases and legislation from the US and EU, and US contracts). RoBERTa improves BERT with longer training, larger batches, and removal of the next sentence prediction task for pretraining. Sentence Transformers are fine-tuned BERT and RoBERTa models in a Siamese setting [12] to derive semantically meaningful sentence embeddings that can be compared using cosine similarity (Sentence-BERT and Sentence-RoBERTa). The provided Sentence Transformers variations are nli- or stsb-version that are either fine-tuned on the SNLI and MNLI dataset [11, 54] or fine-tuned on the STS benchmark [13]. As the self-attention mechanism scales quadratically with the sequence length, the Transformer-based methods (BERT, RoBERTa and Sentence Transformers) bound their representation to 512 tokens. Longformer includes an attention mechanism that scales linearly with sequence length, which allows to process longer documents. We use pretrained Longformer models as provided by Beltagy et al. [5] and limited to 4096 tokens. All Transformer models apply mean-pooling to derive document vectors. We experimented with other pooling strategies but they yield significantly lower results. These findings agree with Reimers and Gurevych [44]. We investigate each Transformer in two variations depending on their availability and w.r.t. model size and document vector size (base with \( s = 768 \) and large with \( s = 1024 \)).

### 3.2.4 Citation-based Methods
We explore citation-based graph methods in which documents are nodes and edges correspond to citations to generate document vectors. Like text-based representations, citation graph embeddings have the vector size \( d \in \mathbb{R}^{300} \). With DeepWalk, Perozzi et al. [40] were the first to borrow word2vec’s idea and applied it to graph network embeddings. DeepWalk performs truncated random walks on a graph and the node embeddings are learned through the node context information encoded in these short random walks similar to the context sliding window in word2vec. Walklets [41] explicitly encodes multi-scale node relationships to capture community structures with the graph embedding. Walklets generates these multi-scale relationships by sub-sampling short random walks on the graph nodes. BoostNE [27] is a matrix factorization-based embedding technique combined with gradient boosting. In [27], BoostNE is applied on a citation graph from scientific papers and outperforms other graph embeddings such as DeepWalk. Hence, we expect comparable results for the legal citation graph. Nickel and Kiela [35] introduced Poincaré embeddings as a method to learn embedding in the hyperbolic space of the Poincaré ball model rather than the Euclidean space used in the aforementioned methods. Embeddings produced in hyperbolic space are naturally equipped to model hierarchical structures [21]. Such structures can also be found in the legal citation graph in the form of different topics or jurisdictions. For DeepWalk, Walklets, BoostNe, we use the Karate Club implementation [45].

### 3.2.5 Variations & Hybrid Methods
Given the conceptional differences in the evaluated methods, each method has its strength and weakness. For further insights on these differences, we evaluate all methods with limited text, vector concatenation, and score summation: Unlike the Transformers, the word vector-based methods...
have no maximum of input tokens. Whether an artificial limitation of the
document length improves or decreases the results is unclear.
Longer documents might add additional noise to the representation
and could lead to worse results [47]. To make these two method
categories comparable, we include additional variations of the word
vector-based methods that are limited to the first 512 or 4096 tokens
of the document. For instance, the method fastText
$\text{Legal} + \text{Poincaré}$ (512) has only access to the first 512 tokens.

Additionally, we explore hybrid methods that utilize text and cita-
tion information. Each of the single methods above yields a vector
representation $d$ for a given document $d$. We combine methods by
catenating their vectors. For example, the vectors from fastText
$\text{Legal}$ and Poincaré $\text{Poincaré}$ can be concatenated as in Equation 3:

$$
\hat{d} = \hat{d}_{\text{fastText} \_\text{Legal}} || \hat{d}_{\text{Poincaré}}
$$

The resulting vector size is the sum of the concatenated vector
sizes, e.g., $s = 300 + 300 = 600$. Recommendations based on the
concatenated methods are retrieved in the same fashion as the other
methods, with cosine similarity. Moreover, we combine methods by
adding up their cosine similarities [51]. The combined score of two
methods is the sum of the individual scores, e.g., for method $X$ and
method $Y$ the similarity of two documents $d_a$ and $d_b$ is computed
as in Equation 4. Methods with score summation are denoted with
$X + Y$, e.g., Poincaré $\text{Poincaré}$ + fastText $\text{Legal}$.

$$
sim(d_a, d_b) = \text{sim}(d_{Xa}, d_{Ya}) + \text{sim}(d_{Yb}, d_{Yb})
$$

Lastly, we integrate citation information into Sentence Transformers
analog to the fine-tuning procedure proposed by Reimers and
Gurevych [44]. Based on the citation graph, we construct a dataset
of positive and negative document pairs. Two documents $d_a, d_b$ are
considered as positive samples when they are connected through
a citation. Negative pairs are randomly sampled and do not share
any citation. Sentence-Legal-AUEB-BERT-base is the Sentence
Transformer model with Legal-AUEB-BERT-base as base model and
trained with these citation information.

4 RESULTS

For our evaluation, we obtain a list of recommendations for each
input document and method and then compute the performance
measures accordingly. We compute the average number of relevant
recommendations, precision, recall, MRR, MAP, and coverage.

4.1 Quantitative Evaluation

4.1.1 Overall Results. Table 2 presents the overall evaluation
metrics for 27 methods and the two datasets. From the non-hybrid
methods, fastText $\text{Legal}$ yields with 0.05 the highest MAP score
on Open Case Book, whereas on Wikisource, fastText $\text{Legal}$, Poincaré,
and Walklets all achieve the highest MAP score of 0.031. The hybrid
method of Poincaré || fastText $\text{Legal}$ outperforms the non-hybrids for
Wikisource with 0.035 MAP. For Open Case Book, the MAP of
Poincaré || fastText $\text{Legal}$ and fastText $\text{Legal}$ are equally high.

Due to space constraints, we remove 14 methods from Table 2
(excluded methods are in the supplementary materials). From the
word vector-based methods, we discard the 512 and 4096 tokens vari-
ations of Paragraph Vectors, GloVe and GloVe $\text{Legal}$, as they show a
similar performance deterioration as fastText $\text{Legal}$. The base versions
of some Transformers are also excluded in favour of the better per-
forming large models. Similarly, the nli version always outperform
the stsb version of Sentence Transformers (sBERT and sRoBERTa).
For the hybrid variations, we show only the best methods. We also
tested Node2Vec [17] and but exclude it given its low MAP scores.

Regarding the word vector-based methods, we see that the meth-
ods which are trained on the legal corpus (Paragraph Vectors, fastText-
$\text{Legal}$, GloVe $\text{Legal}$) perform similarly well with a minor advantage by
fastText $\text{Legal}$. Moreover, there is a margin between the generic and
legal word vectors even though the legal word vectors are trained on
a small corpus compared to ones from the generic vectors. The
advantage of Paragraph Vectors over TF-IDF is consistent with the
results from Mandal et al. [29]. Limiting the document length to 512
or 4096 decreases the effectiveness of fastText $\text{Legal}$. A limit of 512
tokens decreases the MAP score to 59% compared to all tokens on
Open Case Book. With 4096 tokens, the performance decline is only
minor (90% compared to all tokens). The token limitation effect is
also larger on Open Case Book than Wikisource. The 4096 tokens
version of fastText $\text{Legal}$ even outperforms all Transformer methods.

Longformer-large is the best Transformer for Open Case Book with
0.031 MAP. For Wikisource, Legal-AUEB-BERT achieves the
highest MAP of 0.022, closely followed by Legal-JHU-BERT. The
Longformer’s theoretical advantage of processing 4096 instead of
512 tokens does not lead to better results for Wikisource, for which
even BERT scores the same MAP of 0.018. We generally observe
that large models outperform their base counterparts. Likewise,
RoBERTa has higher scores than BERT as Liu et al. [28] suggested.
From the Transformers category, Sentence Transformers yield the
worst results. We assume that fine-tuning on the similarity datasets
like NLI or STSB does not increase the performance since the models
do not generalize well to other domains. However, the language
model fine-tuning from Legal-JHU-BERT and Legal-AUEB-BERT
does improve the performance, whereby Legal-AUEB-BERT gen-
erally outperforms Legal-JHU-BERT. For Open Case Book, Legal-
AUEB-BERT is the best model in the Transformer category in terms
of MAP even though it is only used as base version.

Poincaré and Walklets are by far the best methods in the citation
category. For Wikisource, the two citation-based methods, score the
same MAP of 0.031 as fastText $\text{Legal}$. Compared to the word vector-
based methods, the citation methods do better on Wikisource than
Open Case Book.

In the category of hybrid methods, the combination of text and
citations improves the performance. For Open Case Book, the score
summation Poincaré + fastText $\text{Legal}$ has the same MAP of 0.05 as
fastText $\text{Legal}$ but a higher MRR of 0.746. The MRR of Poincaré +
fastText $\text{Legal}$ is even higher than the MRR of its sub-methods
Poincaré (0.629) and fastText $\text{Legal}$ (0.739) individually. The concate-
nation of Poincaré || fastText $\text{Legal}$ is with 0.035 MAP the best method
on Wikisource. Using citation as training signal as in Sentence-Legal-
AUEB-BERT also improves the performance but not as much as
concatenation or summation. When comparing the three hybrid vari-
ations, score summation achieves overall the best results. In the case
of Wikisource, the concatenation’s scores are below its sub-methods,
while summation has at least the best sub-methods score. Moreover,
Table 2: Overall scores for top $k = 5$ recommendations from Open Case Book and Wikisource as the number of relevant documents, precision, recall, MRR, MAP and coverage for the 27 methods and the vector sizes. The methods are divided into: baseline, word vector-based, Transformer-based, citation-based, and hybrid. High scores according to the exact numbers are underlined (or bold for category-wise). * values were rounded up.

| Datasets → | Open Case Book | Wikisource |
|------------|----------------|------------|
| **Methods** | **Size** | **Rel. Prec. Recall** | **MRR** | **MAP** | **Cov.** | **Rel. Prec. Recall** | **MRR** | **MAP** | **Cov.** |
| TF-IDF | 500000 | 1.60 0.320 0.032 | 0.363 0.020 0.487 | 1.59 0.318 0.026 | 0.389 0.015 0.446 |
| Paragraph Vectors | 300 | 2.78 0.555 0.056 | 0.729 0.049 0.892 | 2.39 0.477 0.036 | 0.629 0.030 0.841 |
| fastText | 300 | 2.66 0.532 0.053 | 0.713 0.045 0.811 | 2.11 0.422 0.031 | 0.581 0.025 0.772 |
| fastTextLegal (512) | 300 | 2.87 0.574 0.059 | 0.739 0.050 0.851 | 2.39 0.478 0.037 | 0.631 0.031 0.815 |
| fastTextLegal (4096) | 300 | 1.97 0.394 0.037 | 0.591 0.028 0.835 | 2.16 0.433 0.034 | 0.587 0.027 0.809 |
| GloVe | 300 | 2.68 0.536 0.054 | 0.702 0.046 0.814 | 2.06 0.412 0.033 | 0.577 0.026 0.789 |
| GloVeLegal | 300 | 2.82 0.564 0.057 | 0.724 0.048 0.834 | 2.31 0.461 0.037 | 0.621 0.030 0.804 |
| BERT-base | 768 | 1.26 0.253 0.021 | 0.428 0.015 0.815 | 1.62 0.323 0.021 | 0.485 0.015 0.784 |
| BERT-large | 1024 | 1.35 0.297 0.022 | 0.443 0.016 0.841 | 1.82 0.364 0.023 | 0.530 0.018 0.794 |
| Legal-JHU-BERT-base | 768 | 1.47 0.295 0.025 | 0.482 0.018 0.848 | 1.85 0.371 0.027 | 0.537 0.020 0.796 |
| Legal-AUEB-BERT-base | 768 | 1.66 0.331 0.028 | 0.506 0.021 0.884 | 2.01 0.401 0.027 | 0.573 0.022 0.813 |
| Longformer-base | 768 | 1.91 0.382 0.033 | 0.572 0.026 0.892 | 1.65 0.329 0.020 | 0.514 0.016 0.841 |
| Longformer-large | 1024 | 2.09 0.419 0.039 | 0.614 0.031 0.885 | 1.80 0.360 0.023 | 0.535 0.018 0.826 |
| RoBERTa-large | 1024 | 1.52 0.305 0.026 | 0.481 0.019 0.843 | 1.93 0.387 0.026 | 0.553 0.020 0.782 |
| Sentence-BERT-large-nli | 1024 | 1.03 0.206 0.018 | 0.352 0.013 0.872 | 1.37 0.273 0.017 | 0.443 0.012 0.782 |
| Sentence-BERT-large-nli-stsb | 1024 | 0.98 0.196 0.018 | 0.338 0.013 0.848 | 1.36 0.272 0.015 | 0.434 0.011 0.777 |
| Sentence-RoBERTa-large-nli | 1024 | 0.92 0.183 0.016 | 0.321 0.011 0.884 | 1.18 0.236 0.013 | 0.409 0.009 0.795 |
| BoostNE | 300 | 1.29 0.258 0.022 | 0.442 0.016 0.800 | 1.24 0.248 0.016 | 0.398 0.013 0.832 |
| DeepWalk | 300 | 1.34 0.267 0.028 | 0.473 0.021 0.818 | 1.82 0.364 0.030 | 0.533 0.025 0.856 |
| Poincaré | 300 | 2.24 0.447 0.044 | 0.629 0.036 0.930 | 2.33 0.465 0.038 | 0.598 0.031 0.837 |
| Walklets | 300 | 2.24 0.448 0.043 | 0.636 0.035 0.816 | 2.35 0.470 0.038 | 0.611 0.031 0.826 |
| Poincaré || fastTextLegal | 600 | 2.36 0.473 0.048 | 0.656 0.041 0.737 | 2.52 0.505 0.041 | 0.638 0.035 0.818 |
| Longformer-large || fastTextLegal | 1324 | 2.26 0.451 0.043 | 0.642 0.035 0.876 | 1.91 0.383 0.025 | 0.547 0.020 0.829 |
| Poincaré + fastTextLegal | 300 | 2.85 0.571 0.058 | 0.746 0.050 0.860 | 2.48 0.497 0.040 | 0.646 0.034 0.835 |
| Poincaré + Longformer-large | 300 | 2.09 0.419 0.039 | 0.630 0.033 0.885 | 1.80 0.360 0.023 | 0.548 0.019 0.826 |
| Sentence-Legal-AUEB-BERT-base | 768 | 2.19 0.438 0.039 | 0.603 0.031 0.917 | 2.36 0.471 0.038 | 0.602 0.032 0.849 |

Combining two text-based methods such as Longformer-large and fastTextLegal never improves its sub-methods.

### 4.1.2 Document Length

The effect of the document length on the performance in terms of MAP is displayed in Figure 1. We group the seed documents into eight equal-sized buckets (each bucket represents the equal number of documents) depending on the word count in the document text to make the two datasets comparable.

Both datasets, Open Case Book and Wikisource, present a similar outcome. The MAP increases as the word count increases. Table 2 presents the average overall documents and, therefore, the overall best method is not equal to the best method in some subsets. For instance, Paragraph Vectors achieve the best results for several buckets, e.g., 4772-6172 words in Open Case Book or 6083-8659 words in Wikisource. The text limitation of fastTextLegal (4096 tokens) in comparison to fastText is also clearly visible. The performance difference between the two methods increases as the document length increases. For the first buckets with less than 4096 words, e.g., 187-2327 words in Open Case Book, one could expect no difference since the limitation does not affect the seed documents in these buckets. However, we observe a difference since target documents are not grouped into the same buckets. Remarkable is that the performance difference for very long documents is less substantial. When comparing Longformer-large and Legal-AUEB-BERT, we also see an opposing performance shift with changing word count. While Legal-AUEB-BERT's scores are relatively stable throughout all buckets, Longformer depends more on the document length. On
the one hand, Longformer performs worse than Legal-AUEB-BERT for short documents, i.e., 187-2327 words in Open Case Book, and 31-1777 words in Wikisource. On the other hand, for documents with more words, Longformer mostly outperforms Legal-AUEB-BERT by a large margin. The citation-based method Poincaré is as well affected by the document length. However, this effect is due to a positive correlation between word count and citation count.

### 4.1.3 Citation Count

Figure 2 shows the effect of the number of in- and out-citations (i.e., edges in the citation graph) on the MAP score. The citation analysis for Wikisource confirms the word count analysis. More data leads to better results. Instead, for Open Case Book, the performance of the citation-based methods peak for 31-51 citations and even decrease at 67-89 citations. When comparing Poincaré and Walklets there is no superior method and no dependency pattern is visible. The performance effect on DeepWalk is more substantial. The number of citations must be above a certain threshold to allow DeepWalk to achieve competitive results. For Open Case Book, the threshold is at 51-67 citations, and for Wikisource, it is at 30-50 citations. Figure 2 also shows the on-average higher MAP of Poincaré + fastTextLegal in comparison to the other approaches. Citation-based methods require citations to work, whereas text methods do not have this limitation (see 0-14 citations for Open Case Book). When no citations are available, citation-based methods cannot recommend any documents, whereas the text methods still work (see 0-14 citations for Open Case Book).

Our citation-based methods use only a fraction of original citation data, 70,865 citations in Open Case Book, and 331,498 citations in Wikisource, because of limitation to the documents available in the silver standards. For comparison, the most-cited decision from CourtListener (the underlying corpus of Wikisource) has 88,940 citations, whereas in experimental data of Wikisource the maximum number of in- and out-citations is 386. As a result, we expect the citation-based methods, especially DeepWalk, to work even better when applied on the full corpus.

### 4.1.4 Coverage and Similarity of Recommendations

In addition to the accuracy-oriented metrics, Table 2 reports also the coverage of the recommendation methods. A recommender systems for an expert audience should not focus on small set of most-popular items but rather provide a high coverage of the whole item collection. However, coverage alone does not account for relevancy and, therefore, it must be contextualized with other metrics, e.g., MAP.

Overall, two citation-based methods yield the highest coverage for both datasets, i.e., Poincaré for Open Case Book and DeepWalk for Wikisource. In particular, Poincaré has not only a high coverage but also high MAP scores. Yet, the numbers do not indicate that citation-based methods have generally a higher coverage since the text-based Paragraph Vectors or Longformer-base also achieve a considerably high coverage. The lowest coverage has by far the TF-IDF baseline. Notable, the hybrid methods with concatenation and summation have a different effect on the coverage as on the accuracy metrics. While the hybrid methods generally yield a higher MAP, their coverage is lower compared to their sub-methods. Only, the Sentence-Legal-AUEB-BERT-base yields a higher coverage compared to Legal-AUEB-BERT-base.

Besides the coverage, we also analyze the similarity or diversity of the recommendations between two methods. Figure 3 shows the similarity measured as Jaccard index for selected methods. Method pairs with \( f(a, b) = 1 \) have identical recommendations, whereas \( f(a, b) = 0 \) means no common recommendations. Generally speaking, the similarity of all method pairs is considerably low (\( f < 0.8 \)). The highest similarity can be found between a hybrid method and one of its sub-methods, e.g., Poincaré + fastTextLegal and fastTextLegal with \( J = 0.76 \). Apart from that, substantial similarity can be only found between pairs from the same category. For example, the pair of the two text-based methods of GloVeLegal and fastTextLegal yields \( J = 0.67 \). Citation-based methods tend to have a lower similarity compared to the text-based methods, whereby the highest Jaccard index between two citation-based methods is achieved for Walklets and...
Poincaré with $J = 0.32$. Like the coverage metric, the Jaccard index should be considered in relation to the accuracy results. GloVeLegal and fastTextLegal yield equally high MAP scores, while having also a high recommendation’s similarity. In contrast, the MAP for Wikisource from fastTextLegal and Poincaré is equally high, too. However, their recommendation’s similarity is low $J = 0.11$. Consequently, fastTextLegal and Poincaré provide relevant recommendations that are diverse from each other. This explains the good performance of their hybrid combination.

4.2 Qualitative Evaluation

Due to lack of openly available gold standards, we conduct our quantitative analysis using silver standards. Thus, we additionally conduct a qualitative evaluation with domain experts to estimate the quality of our silver standards.

Table 3 lists one of the randomly chosen seed decisions (Mugler vs. Kansas), and five recommended similar decisions, each from fastTextLegal and Poincaré. In Mugler vs. Kansas (1887), the court held that Kansas could constitutionally outlaw liquor sales with constitutional issues raised on substantive due process (Fourteenth Amendment) and takings (Fifth Amendment). We provide a detail description of the cases and their relevance annotations in Appendix A.

The sample verification indicates the overall usefulness of both text-based and citation-based methods and does not contradict our quantitative findings. Each of the identified cases have a legal important connection to the seed case (either the Fourteenth Amendment or Fifth Amendment), although it is difficult to say whether the higher-ranked cases are more similar along an important topical dimension. The rankings do not appear to be driven by facts presented in the case as most of them have not to do with alcohol bans. Only Kidd vs. Pearson (1888) is about liquor sales as the seed decision. The samples also do not reveal considerable differences between text- and citation-based methods and does not contradict our quantitative analysis using silver standards. Thus, we additionally conduct a qualitative evaluation with domain experts to estimate the quality of our silver standards.

Figure 3: Jaccard index for similarity or diversity of two recommendation sets (average over all seeds from the two datasets).
Table 3: Examples from fastText\textsubscript{legal} and Poincaré (other methods are in the supplementary material) for Mugler v. Kansas with relevance annotations by the silver standards (S) and domain expert (D).

|                      | Open Case Book |                  | Wikisource |                  |
|----------------------|----------------|-----------------|------------|-----------------|
|                      | Recommendations | Year | S | D | Recommendations | Year | S | D |
| fastText\textsubscript{Legal} | Yick Wo v. Hopkins | 1886 | N | N | Kidd v. Pearson | 1888 | N | Y |
|                      | Munn v. Illinois | 1876 | Y | Y | Lawton v. Steele | 1894 | N | Y |
|                      | LS. Dealers’ & Butchers’ v. Crescent City LS. | 1870 | N | Y | Yick Wo v. Hopkins | 1886 | N | N |
|                      | Butchers’ Benevolent v. Crescent City LS. | 1872 | Y | Y | Geer v. Connecticut | 1896 | N | Y |
|                      | Lochner v. New York | 1905 | Y | Y | Groves v. Slaughter | 1841 | Y | N |

5 DISCUSSION

Our experiments explore the applicability of the latest advances in research to the use case of legal literature recommendations. Existing studies on legal recommendations typically rely on small-scale user studies and are therefore limited in the number of approaches that they can evaluate (Section 2). For this study, we utilize relevance annotations from two publicly available sources, i.e., Open Case Book and Wikisource. These annotations do not only enable us to evaluate the recommendations of 2,964 documents but also the comparison of in total 41 methods and their variations of which 27 methods are presented in this paper.

Our extensive evaluation shows a large variance in the recommendation performance. Such a variance is known from other studies [4]. There is no single method that yields the highest scores across all metrics and all datasets. Despite that, fastText\textsubscript{legal} is on average the best of all 41 methods. fastText\textsubscript{legal} yields the highest MAP for Open Case Book, while for Wikisource only hybrid methods outperform fastText\textsubscript{legal}. Also, the coverage of fastText\textsubscript{legal} is considerably high for both datasets. Simultaneously, fastText\textsubscript{legal} is robust to corner cases since neither very short nor very long documents reduce fastText\textsubscript{legal}’s performance substantially. These results confirm the findings from Arora et al. [1] that average word vectors are “simple but tough-to-beat baseline”. Regarding baselines, our TF-IDF baseline yields one of the worst results. In terms of accuracy metrics, only some Transformers are worse than TF-IDF, but especially TF-IDF’s coverage is the lowest by a large margin. With a coverage below 50%, TF-IDF fails to provide diverse recommendations that are desirable for legal literature research.

The transfer of research advances to the legal domain is one aspect of our experiments. Thus, the performance of Transformers and citation embeddings is of particular interest. Despite the success of Transformers for many NLP tasks, Transformers yield on average the worst results for representing lengthy documents written in legal English. The other two method categories, word vector-based, and citation-based methods, surpass Transformers.

The word vector-based methods achieve overall the best results among the non-hybrid methods. All word vector-based methods with in-domain training, i.e., Paragraph Vectors, fastText\textsubscript{Legal}, and GloVe\textsubscript{Legal}, perform similarly good with a minor advantage by fastText\textsubscript{legal}. Their similar performance aligns with the large overlap among their recommendations. Despite a small corpus of 65,635 documents, the in-domain training generally improves the performance as the gap between the out-of-domain fastText and fastText\textsubscript{legal} shows. Given that the training of custom word vectors is feasible on commodity hardware, in-domain training is advised. More significant than the gap between in- and out-of-domain word vectors is the effect of limited document lengths. For Open Case Book, the fastText\textsubscript{legal} variation limited to the first 512 tokens has only 52% of the MAP of the full-text method. For Wikisource, the performance decline exists as well but is less significant. This effect highlights the advantage of the word vector-based methods that they derive meaningful representations of documents with arbitrary length.

The evaluated Transformers cannot process documents of arbitrary length but are either limited to 512 or 4096 tokens. This limitation contributes to Transformers’ low performance. For instance, Longformer-large’s MAP is almost twice as high as BERT-large’s MAP on Open Case Book. However, for Wikisource both models yield the same MAP scores. For Wikisource, the in-domain pretraining as a larger effect than the token limit since Legal-AUEB-BERT achieves the best results among the Transformers. Regarding the Transformer pretraining, the difference between Legal-JHU-BERT and Legal-AUEB-BERT shows the effect between two pretraining approaches. The corpora and the hyperparameter settings used during pretraining are crucial. Even though Legal-JHU-BERT was exclusively pretrained on the CAP corpus, which has a high overlap with Open Case Book, Legal-AUEB-BERT still outperforms Legal-JHU-BERT on Open Case Book. Given these findings, we expect the performance of Transformers could be improved by increasing the token limit beyond the 4096 tokens and by additional in-domain pretraining. Such improvements are technically possible but add significant computational effort. In contrast to word vectors,
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6 CONCLUSION

We present an extensive empirical evaluation of 27 document representation methods in the context of legal literature recommendations. In contrast to previous small-scale studies, we evaluate the methods over two document corpora containing 2,964 documents (1,601 from Open Case Book and 1,363 from Wikisource). We underpin our findings with a sample-based qualitative evaluation. Our analysis of the results reveals fastTextLegal (averaged fastText word vectors trained on our corpora) as the overall best performing method. Moreover, we find that all methods have a low overlap between their recommendations and are vulnerable to certain dataset characteristics like text length and number of citations available. To mitigate the weakness of single methods and to increase recommendation diversity, we propose hybrid methods like score summation of fastTextLegal and Poincaré that outperforms all other methods on both datasets. Although there are limitations in the experimental evaluation due to the lack of openly available ground truth data, we are able to draw meaningful conclusions for the behavior of text-based and citation-based document embeddings in the context of legal document recommendation. Our source code, trained models, and datasets are openly available to encourage further research.
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Transformers are not trained on commodity hardware but on GPUs. Especially long-sequence Transformers such as the Longformer require GPUs with large memory. Such hardware may not be available in production deployments. Moreover, the computational effort must be seen in relation to the other methods. Put differently, even fastTextLegal limited to 512 tokens outperforms all Transformers.

Concerning the citation embeddings, we consider Poincaré, closely followed by Walklets, as the best method. In particular, the two methods outperform the other citation methods for documents even when only a few citations are available, which makes them attractive for legal research. Poincaré also provides the highest coverage for Open Case Book, emphasizing its quality for literature recommendations. For Wikisource, DeepWalk has the highest coverage despite yielding generally low accuracy scores. As Figure 2 shows, DeepWalk’s MAP score improves substantially as the number of citations increases. Therefore, we expect that DeepWalk but also the other citation methods would perform even better when applied on larger citation graph.

The analysis of recommendation similarity also shows little overlap between the citation-based methods and the text-based methods (Figure 3). This indicates that the two approaches complement each other and motivates the use of hybrid methods.

Related work has already shown the benefit of hybrid methods for literature recommendations [6, 52]. Our experiments confirm these findings. The simple approaches of score summation or vector concatenation can improve the results. In particular, Poincaré + fastTextLegal never leads to a decline in performance. Instead, it increases the performance for corner cases in which one of the sub-methods performs poorly. Vector concatenation has mixed effects on the performance, e.g., positive effect for Wikisource and negative effect for Open Case Book. Using citations as training data in Sentence Transformers can also be considered as a hybrid method that improves the performance. However, this requires additional effort for training a new Sentence Transformer model.

As we discuss in Section 3.1, we consider Open Case Book and Wikisource more of silver than gold standards. With the qualitative evaluation, we mitigate the risk of misinterpreting the quantitative results, whereby we acknowledge our small sample size. The overall agreement with the domain expert is high. The expert tends to classify more recommendations as relevant than the silver standards, i.e., relevant recommendations are missed. This explains the relatively low recall from the quantitative evaluation. In a user study, we would expect only minor changes in the ranking of methods with similar scores, e.g., fastTextLegal and GloVeLegal. The overall ranking among the method categories would remain the same. The benefit of our silver standards is the number of available relevance annotations. The number of annotations in related user studies is generally low accuracy scores. As Figure 2 shows, DeepWalk’s MAP score improves substantially as the number of citations increases. Therefore, we expect that DeepWalk but also the other citation methods would perform even better when applied on larger citation graph.

Among the representation methods in the context of legal literature recommendations. Our source code, trained models, and datasets are openly available to encourage further research.
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A DETAILED CASE DESCRIPTIONS AND COMPARISONS

Seed decision: Mugler v Kansas. A new Kansas law prohibited the sale and manufacture of intoxicating liquor. Prior to the passage of the Kansas law, Mugler built a brewery. Mugler was indicted for violating the law and having manufactured intoxicating liquors without a permit. The main issue is if the Kansas law violated the Due Process Clause of the Fourteenth Amendment. More specifically, does prohibiting the sale and manufacture of intoxicating liquors, subsequently lowering the economic value of property, deprive the owner of that property and as articulated in the Due Process Clause of the Fourteenth Amendment?

The court decided that the Kansas law does not infringe on Fourteenth Amendment rights or privileges. It stated that the principle requiring property holders not to use their property so as to be injurious to the community was compatible with the Fourteenth Amendment. Moreover, the court reasoned that a prohibition on the use of property, by valid legislation, for purposes of protecting the health and safety of the community, cannot be deemed a taking or an appropriation of property for public benefit. Since the legislation did not restrict the owner’s control, right to dispose, or ability to use property for lawful purposes, no taking had occurred. If the legislature needs to act due to public safety, it cannot discontinue such activity because individuals suffer inconveniences.

Yick Wo v Hopkins. A San Francisco ordinance required all laundries in wooden buildings to hold a permit issued by the city’s Board of Supervisors. The board had total discretion over who would be issued a permit. The majority of laundry businesses were operated by Chinese workers, but not a single Chinese owner was granted a permit. Yick Wo and Wo Lee, who operated a laundry business without a permit, were imprisoned after refusing to pay a fine. They sued for habeas corpus and argued that discriminatory enforcement of the ordinance violated their rights under the Equal Protection Clause of the Fourteenth Amendment.

The Supreme Court of California and the Circuit Court of the United States for the District of California denied the claims. The main problem was if the unequal enforcement of the ordinance violated Yick Wo and Wo Lee’s rights under the Equal Protection Clause of the Fourteenth Amendment? The Court concluded that, despite the impartial wording of the law, its biased enforcement violated the Equal Protection Clause and therefore violated the provision of the Fourteenth Amendment. The judgment of the Supreme Court of California and Circuit Court of the United States for the District of California were reversed, and the cases remanded.

Like the seed decision, the main problem of this case is a state law that allegedly infringes the Fourteenth Amendment. While the seed decision focuses more on the Due Process Clause, this case addresses the Equal Protection and Citizenship Clause. So we say it is not related.

Munn v Illinois. The legislature of Illinois regulated grain warehouses and elevators by establishing maximum rates that private companies could charge for their use and storage of agricultural products. The grain warehouse firm Munn and Scott was found guilty of violating the law. The company appealed the conviction on the grounds that the law was an unconstitutional deprivation of property without due process of law and that the rates deny the warehouse equal protection that violated the Fourteenth Amendment. The court ruled in favor of the State. It argued that the states can regulate the use of private property when the regulation is necessary for the public good. Moreover, the court declared that even though interstate commerce is the responsibility of Congress, a state could take action in the public interest without impairing the federal control.

Similar to the seed decision, the main problem of this case is a state law that allegedly infringes the Fourteenth Amendment. Like the seed decision, this case addresses the violation of the Due Process Clause of the Fourteenth Amendment. In both cases the court argued that individual interests outweigh public interests which justifies the regulations. This led both cases to be ruled in favor of the state. The case is related.

Lifestock Dealers Butchers v Crescent City Lifestock 1870. An act passed by the legislature of the State of Louisiana prohibited all persons and corporations to land, keep, or slaughter any animals at any place within the city and parishes of New Orleans. Only the company created and organized under the new act, the “Crescent City Live-stock Landing and Slaughter Company” was entitled to do the aforementioned. The act was passed on March 1869 and was described as an act to protect the health of the city of New Orleans. A group of excluded butchers sought an injunction against the monopoly on the grounds that they were prevented from practising their trade.

The state courts upheld the law. The appeal was based on the following grounds: the act created an involuntary servitude forbidden by the Thirteenth Amendment, it abridges the privileges and immunities of citizens of the U.S., it denied plaintiffs the equal protection of the laws and deprived them of their property without due process of law, which is all protected under the Fourteenth Amendment. The court stated that the involuntary servitude of the Thirteenth Amendment is restricted to personal servitude, not a servitude attached to property and that only privileges and immunities of U.S. citizens are protected by the Fourteenth Amendment so that those of state citizens are unaffected. Moreover, the equal protection clause of the Fourteenth Amendment is primarily intended to prevent discrimination against blacks. The court concluded that the prohibition of the plaintiffs’ trade cannot be held to be a deprivation of property with regard to the Fourteenth Amendment. This case was the first case requiring interpretation of the amendments.

Similar to the seed decision, the Court had to interpret and apply due process for a regulation in the public interest. The case is related.

Butchers Benevolent Crescent City Lifestock 1872. This is another opinion with the same background as the previous case (see Lifestock Dealers Butchers v Crescent City Lifestock 1870), but with a different plaintiff. Again the decision of the court rules that the Fourteenth Amendment did not forbid Louisiana’s use of its police powers to regulate butchers. The Court held that the Fourteenth Amendment’s Privileges or Immunities Clause affected only rights of U.S. citizenship. Therefore, according to the court, the butcher’s Fourteenth Amendment rights had not been violated.

As before, this is related.

Lochner v New York. The state of New York enacted the Bakeshop Act, a statute which forbade bakers to work more than 60 hours
a week / 10 hours a day. Lochner was accused of permitting an
employee to work more than 60 hours in one week. He was charged
with fines. Lochner appealed but lost in state court. He argued that the
Fourteenth Amendment should have been interpreted to contain the
freedom of contract among the rights encompassed by substantive
due process. In his view the right to purchase or to sell labor should
be part of the liberty protected by the amendment.

The question that arises is if the Bakeshop Act violates the liberty
protected by the Due Process Clause of the Fourteenth Amend-
ment. The court invalidated the New York statute on the grounds,
that it interfered with the freedom of contract and therefore the
Fourteenth Amendment’s right to liberty afforded employer and
employee. Moreover the New York statute failed the rational basis
test for determining whether the government action is constitutional.
The majority reasoned that the Bakeshop Act had no rational ba-
sis because long working hours did not dramatically undermine
employees’ health and baking is not dangerous per se.

Same as in the seed decision, the court said that the power of the
courts to review legislative action in a matter affecting the general
welfare exists only when a statute enacted to protect the public health
or safety has no real or substantial relation to those objects, or is a
plain invasion of rights secured by the Fourteenth Amendment. Dif-
ferent from the seed decision, however, the court found the enacted
New York statute to have no rational basis and ruled in favor of the
plaintiff. This case is related.

Allgeyer v. Louisiana. A Louisiana statute prohibited out-of-
state insurance companies from conducting business in Louisianawhithout maintaining at least one place of business and authorized
agent within state. The intention behind the implementation of the
statute was that it protects citizens from deceitful insurance com-
panies. Allgeyer & Company violated the statute by purchasing
insurance from a New-York-based company. The issue was whether
the Louisiana statute violates the Fourteenth Amendment’s Due
Process Clause, which protects companies’ liberty to enter into contracts with businesses of their own choice.

The court ruled in favor of the plaintiff and found that the Louisiana
statute deprived Allgeyer & Company of its liberty without Due Pro-
cess under the Fourteenth Amendment. Moreover, it found that the
Fourteenth Amendment extends to protect individuals from restric-
tions of their freedom to contract in pursuit of one’s livelihood or
vacation.

Unlike in the seed decision, the Supreme Court of the United
States chose to analyze the possible violation of the Fourteenth
Amendment from the standpoint of the person rather than the com-
pany. The state maintains policing power in relationship to the com-
pany, but it cannot legislate in such manner as to deny an individual’s
liberty. In the seed decision however, the court decided that public
health and safety is to prioritize over the individual. This is related.

Calder v. Wife. A Connecticut probate court denied Mr. and Mrs.
Caleb Bull (the stated beneficiaries of Norman Morrison’s will) an
inheritance. When the Bulls wanted to appeal the decision more
than 1.5 years later, they found that a state law prohibited appeals
not made within 18 months of the ruling. The Bulls persuaded the
Connecticut legislature to change the restriction, which enabled
them to successfully appeal the case. Calder, the initial inheritor of
Morrison’s estate, took the case to the Supreme Court. The main
issue was, if the Connecticut legislation violates Art. 1 Section 10 of
the Constitution, which prohibits ex post facto laws.

The court decided that the Connecticut legislation was not an
ex post facto law arguing that restrictions against ex post facto
laws were not designed to protect citizens’ contract rights but only
criminal matters. Moreover, all ex post facto laws are retrospective,
but all retrospective laws are not necessarily ex post facto and even
vested property rights are subject to retroactive laws.

This case is not related.

Davidson v. New Orleans. The city of New Orleans sought to
make an assessment on certain real estate within the the parishes of
Carroll and Orleans for the purpose of draining swamp lands there.
A part of John Davidson’s estate was included in the assessment and
was assessed for $50,000. The main issue was whether Mrs. David-
son (widow of Mr. Davidson) was being deprived of her property
without due process of law clause of the Fourteenth Amendment.

The court ruled against the plaintiff. The court stated that whenever
a state takes property for public use, and state laws provide a
mode for contesting the charge in the ordinary courts, and if due
notice is given to the person, and if there is a full and fair hearing,
there is no cause for a suit charging lack of due process of the law.
Moreover, the court said that a due process of law does not imply
a regular proceeding in a court of justice and that the Fourteenth
Amendment was not being infringed.

Similar to the seed case, this case discusses the Due Process
Clause of the Fourteenth Amendment. Like in the seed case the state
argued that whenever by the laws of a state, or by state authority
a burden is imposed upon property for the public use, with notice
to the person and/or adequate compensation, it cannot be said to
deprive the owner of this property without due process of law. This
is related.

Muller v. Oregon. Oregon enacted a law that limited women to
10 hours of work in factories and laundries. Curt Muller, the owner
of a laundry business, was fined when he violated the law. Muller
appealed the conviction. The main issue was whether the Oregon
law violated the Fourteenth Amendment.

The court upheld Oregon law. Even though the case Lochner
v. New York dealt with the same issues of limiting work hours,
the court distinguished this case because of the existing difference
between the sexes. Furthermore, the court reasoned that the child-
bearing nature and social role of women provided a strong state
interest in reducing their working hours.

Similar to in the seed case, the court found the enacted Oregon
law to have rational basis since the law protects public health and
therefore does not violate the Fourteenth Amendment. Related.

Kidd v Pearson. An Iowa state law made the manufacture of
liquor in the state illegal, even when the liquor was for sale and
consumption out-of-state. The main issue was whether or not the
state law was in conflict with the power of Congress to regulate
interstate commerce.

The Court decided that there is no conflict and the state law is
valid. The Court erected a distinction between manufacture and
commerce. The state law regulated manufacturing only. The jus-
tices feared that a broad view of commerce that would embrace
manufacturing would also embrace the power to regulate every step
of industry. The court ruled that there was not a conflict between Congress’ power to regulate interstate commerce and the state law covering manufacturing within a given state. Therefore, the law was valid.

This case is different from the seed case in its focus on interstate commerce rather than due process. But it discusses similar issues as in the seed case. In the seed case the court decided that a state has the right to prohibit or restrict the manufacture of intoxicating liquors within her limits; to prohibit all sale and traffic in them in said State; to inflict penalties for such manufacture and sale, and to provide regulations for the abatement as a common nuisance of the property used for such forbidden purposes; and that such legislation by a State is a clear exercise of her undisputed police power, which does not abridge the liberties or immunities of citizens of the United States, nor deprive any person of property without due process of law, nor in any way contravene any provision of the Fourteenth Amendment to the Constitution of the United States. In this case the court agreed with the decision of the lead case and ruled similarly in that matter. It is related, mostly on factual grounds but also it is somewhat legally related.

_Lawton v Steele_. A New York statute preserved fisheries from extractive and exhaustive fishing. It said that nets set upon waters of the state or on the shores of or islands in such waters in violation of the statutes of the state enacted for the protection of fish, may be summarily destroyed by any person or and asked certain officers to remove them. Steele, a game and fish protector, removed nets of the alleged value of $525 belonging to the plaintiff.

The taking and destruction of the nets were claimed to have been justifiable under the statutes of the state relating to the protection of game and fish. Plaintiffs claimed there was no justification under the statutes, and if they constituted such justification upon their face, they were unconstitutional. The court decided in favor of the defendant, and held the New York statute to be constitutional.

Similar to the seed case, this case discusses whether or not the Fourteenth Amendment was violated with regard to the Due Process Clause. This case is related.

_Geer v Connecticut_. A Connecticut statute provided that it is prohibited to kill woodcock, ruffled grouse, and quail for conveyance across state borders. Geer was convicted of possessing woodcock, ruffled grouse, and quail with the unlawful intent of transporting them out of state.

The Court concluded that the state had the right to keep the game birds within the state for all purposes and to create and regulate its own internal state commerce with respect to the birds. Therefore the statute did not violate the Constitution. The Court explained that the state had the police power to preserve a food supply that belonged to the people of Connecticut by requiring that the commerce in game birds be kept within the state.

Similar to the seed case, the court decided a due process case with regard to the benefit of the people of the state. Related.

_Groves v Slaughter_. A provision of the Mississippi constitution disallowed bringing slaves into the state for sale. Slaughter took a group of slaves to Mississippi to sell them. He accepted partial payment. The note fell due but remained unpaid. A federal court eventually held that Slaughter was entitled to recover the amount of the contract. This prohibition was challenged as being an unlawful restriction of interstate commerce in violation of the Commerce Clause. The provision did not become effective until a supporting statute was enacted, but that supporting statute followed the sale in question. Hence, the court decided that the contract was valid.

This is somewhat related to the small part of the seed case related to the Interstate Commerce Clause. But it is unrelated to the main focus on Due Process. Unrelated.

_Rast v. Van Deman_. A Florida statute of 1913 imposed special license taxes on merchants using profit sharing coupons and trading stamps. A suit was brought to restrain the enforcement of the statute on the ground that it violates the contract and the commerce clauses and the due process and equal protection provisions of the Fourteenth Amendment.

The court decided that the statute does not offend any constitutional provisions but held that the statute showed that the conditions of complainant’s business and property engaged therein are such that enforcement of the statute would produce irreparable injury, it furnishes ground for equitable relief.

Like the seed case, this case addresses the violation of the Due Process Clause and Equal Protection Clause of the Fourteenth Amendment. This is about taxes, rather than regulation, though, so it is unrelated.

_County of Mobile v. Kimball_. An act created a board of commissioners for the improvement of the river, harbor, and bay of Mobile, and required the president of the commissioners of revenue of Mobile County to issue bonds to the amount of $1,000,000, and deliver them, when called for, to the board, to meet the expenses of the work directed. The board was authorized to apply the bonds, or their proceeds, to the cleaning out, deepening, and widening of the river, harbor, and bay of Mobile, or to the construction of an artificial harbor in addition to such improvement. The board of commissioners entered into a contract with the complainants, Kimball and Slaughter, to dredge and cut a channel through a designated bar in the bay. The work agreed upon was completed and accepted by the board through its authorized engineer. The amount due to them was not fully paid.

The court decided that the act of the Legislature of Alabama is invalid, as it conflicts with the commercial power vested in Congress. This case is on an unrelated issue.

_Brass v. ND. Ex Rel. Stoeser_. A North Dakota state law defined persons operating grain elevators as public warehouse men and regulated their fees and charges. Brass, such an operator, refused to receive certain grain at the storage charges provided by the law, alleging they were too low, and a writ of mandate was issued out of the State Court to require him to do so.

The court affirmed, holding that the power of the State to regulate the grain elevator business did not depend upon the fact of a practical monopoly by the elevator owners. The Court held the law to be constitutional under which the elevator operator was required to make contracts at fees and charges under conditions.

The main issue is upon whether or not the Congress may legislate commercial power. The court decided that the harbor board, created by a law of the State, was authorized to make contracts for a public work in which the county was specially interested, and by which it
would be immediately and directly benefited, and to require obligations of the county to meet the expenses incurred. Furthermore, the court argued that it is enough that by force of the law of its creation it could bind the county for work for which it contracted. Having thus bound the county, the contractors are entitled to the bonds stipulated, or their equivalent in money.

Like the seed case, this case addresses the violation of the Due Process Clause and Equal Protection Clause of the Fourteenth Amendment. It is related.

*Erie R. Co. v. Williams.* The contention of plaintiff is that the Labor Law is repugnant to the Fourteenth Amendment because it deprives the company of property and the employees of liberty without due process of law. The court decided that the law operates not only to require the railroads to pay their employees semi-monthly, but prohibits them from making contracts with their employees which shall vary the time of payment.

The court rejected both contentions of plaintiff and sustained the law as an exercise of the power over plaintiff’s charter; and that the requirement of semi-monthly payments was an unconstitutional interference with interstate commerce. The Supreme Court affirmed the previous decision.

Similar to the seed case, this case discusses whether or not the Fourteenth Amendment was violated with regard to the Equal Protection Clause and Due Process Clause. This case is related.

*Hall v. Geiger-Jones Co.* The Ohio blue sky law is a restraint upon the disposition of certain property, and requires dealers in securities evidencing title to or interest in such property to obtain a license. Under the blue sky laws, brokers who sold securities within Ohio were to be licensed to do so. To obtain a license, a designated executive officer needed to be satisfied of the good business repute of the applicants and their agents, and licenses, when issued, could be revoked by him upon ascertaining that the licensees were of bad business repute, violated any provision of the act, or engaged in illegitimate business or fraudulent transactions. Appellee Geiger-Jones Co. filed an action seeking to enjoin enforcement of Ohio’s blue sky laws. The district granted the injunctive relief. Hall appealed.

The main question was whether or nor the Ohio’s blue sky laws were properly enjoined. The Supreme Court reversed the district court’s judgment and remanded the matter for further proceedings. The Court ruled that the powers conferred to Hall were not arbitrary or violative of the due process clause of Fourteenth Amendment. Moreover, the blue sky laws did not interfere with interstate commerce and, therefore, did not violate the commerce clause. According to the Court, such regulation affected interstate commerce in securities only incidentally.

Similar to the seed case, this case discusses whether or not the Fourteenth Amendment was violated with regard to the Due Process Clause. It is related.