Towards Equal Opportunity Fairness through Adversarial Learning

Anonymous ACL submission

Abstract

Adversarial training is a common approach for bias mitigation in natural language processing. Although most work on debiasing is motivated by equal opportunity, it is not explicitly captured in standard adversarial training. In this paper, we propose an augmented discriminator for adversarial training, which takes the target class as input to create richer features and more explicitly model equal opportunity. Experimental results over two datasets show that our method substantially improves over standard adversarial debiasing methods, in terms of the performance–fairness trade-off.

1 Introduction

While natural language processing models have achieved great successes across a variety of classification tasks in recent years, naively-trained models often learn spurious correlations with confounds like user demographics and socio-economic factors (Badjatiya et al., 2019; Zhao et al., 2018; Li et al., 2018a).

Various fairness criteria have been proposed to quantify fairness under different conditions. Equal opportunity, for example, is satisfied if a binary classification model has an equal positive prediction rate for the advantaged class as for other disadvantaged classes, as measured by the difference in true positive rate (TPR GAP) between protected groups (Hardt et al., 2016). In addition to TPR, equalized odds also considers the FPR GAP, and as such is satisfied when model predictions are independent of the protected attribute, conditioned on the true label (Hardt et al., 2016). Demographic parity is another well-known fairness metric (Feldman et al., 2015), which is satisfied if protected groups have equal positive prediction rates (with no further conditioning).

A common way of mitigating bias relies on “un-learning” discriminators during the debiasing process. For example, in adversarial training, an encoder and discriminator are trained such that the encoder attempts to prevent the discriminator from identifying protected attributes (Zhang et al., 2018; Li et al., 2018a; Han et al., 2021c). In this, each training instance must be annotated with both the main task label and protected attribute.

Although the most popular fairness metric is equal opportunity, standard adversarial training does not consider the target label, which is fundamental to equal opportunity (acknowledging the correlation between target labels and protected attributes). Figure 1 shows a toy example where hidden representations are labelled with the associated target labels via colour, and protected labels via shape. Taking the target label information into account and training separate discriminators for each of the two protected attributes, it can be seen that the linear decision boundaries are quite distinct, and each is different from the decision boundary when the protected attribute is not taken into consideration.

In this paper, we propose a novel discriminator architecture that captures the individual protected attributes during adversarial training. Experiments show that our method consistently outperforms...
2 Methods

Here we describe the methods employed in this paper. Formally, as shown in Figure 2a, given an input $x_i$, annotated with main task label $y_i$ and protected attribute label $g_i$, a main task model consists of two connected parts: the encoder $h_i = m(x_i; \theta^m)$ is trained to compute the hidden representation from an input $x_i$, and the classifier makes prediction, $\hat{y}_i = f(h_i; \theta^f)$. During training, a discriminator $d$, parameterized by $\phi^d$, is trained to predict $\hat{g}_i = d(h_i; \phi^d)$ from the final hidden-layer representation $h_i$.

### 2.1 Adversarial Learning

Following the setup of Li et al. (2018a); Han et al. (2021c), the optimisation objective for standard adversarial training is:

$$\min_{\phi^d} \max_{\phi^s} \mathcal{L}(y, \hat{y}) - \lambda \mathcal{L}(g, \hat{g})$$  \hspace{1cm} (1)

where $\theta^* = \{\theta^m, \theta^f\}$, $\phi^* = \{\phi^d\}$, $\mathcal{L}$ is the cross entropy loss, and $\lambda$ is a trade-off hyperparameter. Solving this minimax optimization problem encourages the main task model hidden representation $h$ to be informative to $f$ and to be uninformative to $d$.

2.2 Discriminator with Augmented Representation

As illustrated in Figure 2b, we propose augmented discrimination, a novel means of strengthening the adversarial component. Specifically, an extra augmentation layer $a$ is added between $m_i$ and $d$, where $a$ takes the $y$ into consideration to create richer features, i.e., $\hat{g}_i = d(a(h_i; y_i; \phi^a); \phi^d)$.

#### Augmentation Layer

Figure 2c shows the architecture of the proposed augmentation layer. Inspired by the domain-conditional model of Li et al. (2018b), the augmentation layer $a$ consists of one shared projector and $|C|$ specific projectors,$\{m^a, m^a_1, m^a_2, \ldots, m^a_{|C|}\}$, where $|C|$ is the number of target classes.

Formally, let $m^a(h; \phi^a)$ be a function parameterized by $\phi^a$ which projects a hidden representation $h$ to $h^a$ representing features w.r.t $g$ that are shared across classes, and $m^a_j(h; \phi^a)$ be a class-specific function to the $j$-th class which projects the same hidden representation $h$ to $h^{aj}$ capturing features that are private to the $j$-th class. In this paper, we employ the same architecture for shared and all private projectors. The resulting output of the augmentation layer is

$$h_i^a = a(h_i; y_i; \phi^a) = h_i^a + \sum_{j=1}^{|C|} y_{i,j} h_i^{aj},$$

where $\phi^a = \{\phi^a, \phi^a_1, \ldots, \phi^a_{|C|}\}$, and $y_{i,j}$ is 1-hot. Moreover, let $\phi^a = \{\phi^a, \phi^a\}$, the training objective is the same as Equation 1.

Intuitively, $d$ is able to make better predictions over $g$ based on $h^a$ than the vanilla $h$ due to the enhanced representations provided by $a$. More formally, as the augmented discriminator models the conditional probability $\Pr(g|h, y)$, the unlearning of the augmented discriminator encourages conditional independence $h \perp g|y$, which corresponds directly to the equal opportunity criterion.

3 Experiments

In order to compare our method with previous work, we follow the experimental setting of Han et al. (2021c). We provide full experimental details in Appendix B.1

1We will release source code and datasets upon acceptance.
3.1 Evaluation Metrics

Following Han et al. (2021c); Ravfogel et al. (2020), we use overall accuracy as the performance metric, and measure TPR GAP for equal opportunity fairness. For multiclass classification tasks, we report the quadratic mean (RMS) of TPR GAP over all classes. While in a binary classification setup, TPR and TNR are equivalent to the TPR of the positive and negative classes, respectively, so we employ the RMS TPR GAP in this case also. For GAP metrics, the smaller, the better, and a perfectly fair model will achieve 0 GAP.

More specifically, the calculation of RMS TPR GAP consists of aggregations at the group and class levels. At the group level, we measure the absolute TPR difference of each class between each group and the overall TPR $\text{GAP}_{G,y}^{TPR} = \sum_{g \in G} |TPR_{g,y} - TPR_0|$, and at the next level, we further perform the RMS aggregation at the class level to get the RMS TPR GAP as $\text{GAP} = \sqrt{\frac{1}{|Y|} \sum_{y \in Y} (\text{GAP}_{G,y}^{TPR})^2}$.

3.2 Dataset

Following Subramanian et al. (2021), we conduct experiments over two NLP classification tasks — sentiment analysis and biography classification — using the same dataset splits as prior work.

**MOJI** This sentiment analysis dataset was collected by Blodgett et al. (2016), and contains tweets that are either African American English (AAE)-like or Standard American English (SAE)-like. Each tweet is annotated with a binary ‘race’ label (based on language use: either AAE or SAE) and a binary sentiment score determined by (redacted) emoji contained in it.

**BIOS** The second task is biography classification (De-Arteaga et al., 2019; Ravfogel et al., 2020), where biographies were scraped from the web, and annotated for the protected attribute of binary gender and target label of 28 profession classes.

Besides the binary gender attribute, we additionally consider economic status as a second protected attribute. Subramanian et al. (2021) semi-automatically label economic status (wealthy vs. rest) based on the country the individual is based in, as geotagged from the first sentence of the biography. For bias evaluation and mitigation, we consider the intersectional groups, i.e., the Cartesian product of the two protected attributes, leading to 4 intersectional classes: female–wealthy, female–rest, male–wealthy, and male–rest.

3.3 Models

We first implement a naively trained model on each dataset, without explicit debiasing. On the MOJI dataset, we use DeepMoji (Felbo et al., 2017) as the fixed encoders to get 2304d representations of input texts. For the BIOS dataset, we use uncased BERT-base (Devlin et al., 2019), taking the ‘AVG’ representations extracted from the pretrained model, without further fine-tuning.

For adversarial method, both the ADV and augmented ADV, we jointly train the discriminator and classifier. Again, we follow Han et al. (2021c) in using a non-linear discriminator, which is implemented as a trainable 3-layer MLP.

One problem is that the natural distribution of the demographic labels is imbalanced, e.g. in BIOS 87% nurses are female while 90% surgeons are male. In order to deal with this label imbalance, we reweight each instance inversely proportional to the frequency of its demographic label within its target class when training the discriminators (Han et al., 2021a).

Another common problem is that a large number of instances are not annotated with protected attributes, e.g. only 28% instances in the BIOS dataset are annotated with both gender and economic status labels. The standard adversarial method has required all training instances are annotated with protected attributes, and thus can only be trained over a full-labelled subset, decreasing the training set size significantly. To maintain the performance of the debiased model, we follow Han et al. (2021b) in decoupling the training of the model and the discriminator, making it possible to use all instances for model training at a cost of the performance-fairness trade-off.

3.4 Main results

Now we compare the adversarial debiasing with our proposed augmented discriminator against the standard discriminator.

Recall that $\lambda$ is the most sensitive hyperparameter, which controls the performance–fairness trade-off. To explore trade-offs of our proposed method at different levels, we tune $\lambda$ log-uniformly to get a series of candidate models.

Figure 3 shows the results. Each point denotes a candidate model with a given $\lambda$, and we take the average over 5 runs with different random seeds.
Figure 3: Adversarial trade-offs. Red star denotes the naively-trained model without debiasing. Our proposed model (orange crosses) substantially outperforms standard adversarial training (blue circles). The bottom-right represents ideal model with the idea performance and fairness.

Over both datasets, our proposed method consistently achieves better performance–fairness trade-off. I.e., the adversarial method with augmented discriminator achieves smaller GAP (better fairness) at the same accuracy level, and achieves better accuracy at the same GAP level.

**Without Decoupling** As stated in Section 3.3, to use full datasets for the main task model training, we have been using decoupled adversarial training for both datasets at a cost of the trade-off. Due to the different training setting, such results are not directly comparable to previous work. To provide comparability with past work, we consider the full-labelled subset setting over the MOJI dataset without decoupling and use the best hyperparameters for adversarial training from Han et al. (2021c).

Consistent with the decoupled training in Figure 3, our method increase the trade-off of the adversarial training. Averaged over 5 runs with different random seeds, the standard adversarial training achieves 72.73% accuracy and 18.94% GAP, while our augmented method shows substantially better fairness (5.49% absolute improvement in GAP) and similar performance (73.01% Accuracy). We elaborate more on these results in Appendix C.

### Model Performance

| Model                     | MOJI ↑ | BIOS ↑ |
|---------------------------|--------|--------|
| Random                    | 50.00  | 25.00  |
| DISCRIMINATOR             | 88.25  | 89.87  |
| +LINEAR-AUGMENTED         | 88.56  | 90.13  |
| +NONLINEAR-AUGMENTED      | 88.68  | 90.53  |

Table 1: Demographic label prediction accuracy (%) for discriminators over the MOJI and BIOS datasets.

### 3.5 Analysis

We test our hypothesis that the augmented discriminator can identify protected attributes better than the standard method. Intuitively, adversarial debiasing relies on unlearning the discriminator, and thus the better the discriminators perform, the better the fairness.

On each dataset, we train the main task model until convergence, and then extract hidden representations, which are inputs to the adversary training.²

We compare three different discriminators: (1) DISCRIMINATOR, which is a vanilla discriminator that takes \( h \) as input; (2) DISCRIMINATOR with LINEAR-AUGMENTED inputs, i.e., all projectors within the augmentation layer are linear functions; and (3) DISCRIMINATOR with NONLINEAR-AUGMENTED inputs, which is used as our reported model.

Table 1 summarises the results over both datasets. By using augmented inputs based on the target labels, both LINEAR-AUGMENTED and NONLINEAR-AUGMENTED consistently outperforms DISCRIMINATOR on both datasets, confirming our hypothesis. Moreover, NONLINEAR-AUGMENTED DISCRIMINATOR learns nonlinear projections for each channel in the augmentation layer and achieves the best results.

### 4 Conclusion

We introduce an augmented discriminator for adversarial debiasing. We conducted experiments over a binary tweet sentiment analysis with binary author race attribute and a multiclass biography classification with the multiclass protected attribute. Results showed that our proposed method, considering the target label, can more accurately identify protected information and thus achieves better performance–fairness trade-off than the standard adversarial training.

²We focus on training the discriminators only, not joint training as done elsewhere.
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We conduct all our experiments on a Windows (2020), we randomly split the dataset into train and test sets. This training dataset has been artificially balanced due to data attrition: the original dataset (De-Arteaga et al., 2020) has 396k biographies, but only 309k with NVLink, and 256GB RAM.

### B.1 Computing infrastructure

B.3 Model architecture and size

In this paper, we used pretrained models as fixed encoder, and the number of fixed parameters of DeepMoji (Felbo et al., 2017) for MOJI and uncased BERT-base (Devlin et al., 2019) for BIOS are approximately 22M and 110M, respectively. The number of remaining trainable parameters of the main model is about 1M for both tasks.

As for the standard discriminator, we follow (Han et al., 2021b) and use the same architecture for both tasks, leading to a 3-layer MLP classifier with around 144k parameters. When comparing NONLINEAR-AUGMENTED DISCRIMINATOR with DISCRIMINATOR, we use the same number of hidden layers by replacing the hidden layer of the DISCRIMINATOR with the projectors in the augmentation layer. Taking the NONLINEAR-AUGMENTED DISCRIMINATOR as an example, we use 2 hidden layers with activation functions for each projector of the augmentation layer, and the DISCRIMINATOR is a single-layer MLP. Similarly, for the LINEAR-AUGMENTED DISCRIMINATOR, augmentation projectors and DISCRIMINATOR have 1 and 2 hidden layers, respectively. The number of parameters of the non-augmentation layer correlated with the number of components, i.e., the number of classes for the main task. Thus there are 284k and 4M parameters for MOJI and BIOS, respectively.

### B.2 Computational budget

Over the MOJI dataset, we run experiments with 108 different hyperparameter combinations (each for 5 runs with different random seeds) in total, which takes around 300 GPU hours in total and 0.56 hrs for each run. Over the BIOS dataset, we run experiments with 162 different hyperparameter combinations for around 466 GPU hours and 0.56 hrs for each run.

### B.3 Model architecture and size

In this paper, we used pretrained models as fixed encoder, and the number of fixed parameters of DeepMoji (Felbo et al., 2017) for MOJI and uncased BERT-base (Devlin et al., 2019) for BIOS are approximately 22M and 110M, respectively. The number of remaining trainable parameters of the main model is about 1M for both tasks.

As for the standard discriminator, we follow (Han et al., 2021b) and use the same architecture for both tasks, leading to a 3-layer MLP classifier with around 144k parameters. When comparing NONLINEAR-AUGMENTED DISCRIMINATOR with DISCRIMINATOR, we use the same number of hidden layers by replacing the hidden layer of the DISCRIMINATOR with the projectors in the augmentation layer. Taking the NONLINEAR-AUGMENTED DISCRIMINATOR as an example, we use 2 hidden layers with activation functions for each projector of the augmentation layer, and the DISCRIMINATOR is a single-layer MLP. Similarly, for the LINEAR-AUGMENTED DISCRIMINATOR, augmentation projectors and DISCRIMINATOR have 1 and 2 hidden layers, respectively. The number of parameters of the non-augmentation layer correlated with the number of components, i.e., the number of classes for the main task. Thus there are 284k and 4M parameters for MOJI and BIOS, respectively.

### B.4 Hyperparameters

For each dataset, all main task model models in this paper share the same hyperparameters as the standard model. Hyperparameters are tuned using grid-search, in order to maximize accuracy for the standard model. Table 3 summaries search space and best assignments of key hyperparameters.

To explore trade-offs of our proposed method at different levels, we tune λ log-uniformly to get a series of candidate models. Specifically, the search space of λ with respect to MOJI and BIOS are loguniform-\(10^{-4}, 10^{4}\) and loguniform-\(10^{-

| Profession         | total | male_rest | male_wealthy | female_rest | female_wealthy |
|--------------------|-------|-----------|--------------|-------------|---------------|
| professor          | 21715 | 0.092     | 0.402        | 0.073       | 0.374         |
| physician          | 7581  | 0.084     | 0.424        | 0.090       | 0.411         |
| attorney           | 6011  | 0.059     | 0.512        | 0.062       | 0.327         |
| photographer       | 4398  | 0.111     | 0.531        | 0.056       | 0.303         |
| journalist         | 3676  | 0.083     | 0.407        | 0.096       | 0.414         |
| nurse              | 3510  | 0.011     | 0.705        | 0.149       | 0.764         |
| psychologist       | 3280  | 0.065     | 0.307        | 0.165       | 0.523         |
| teacher            | 2946  | 0.061     | 0.311        | 0.095       | 0.492         |
| dentist            | 2682  | 0.113     | 0.521        | 0.063       | 0.303         |
| surgeon            | 2485  | 0.124     | 0.727        | 0.024       | 0.126         |
| architect          | 1891  | 0.116     | 0.641        | 0.034       | 0.208         |
| painter            | 1408  | 0.089     | 0.473        | 0.075       | 0.363         |
| model              | 1362  | 0.025     | 0.149        | 0.130       | 0.696         |
| poet               | 1307  | 0.023     | 0.459        | 0.082       | 0.385         |
| software_engineer  | 1289  | 0.137     | 0.697        | 0.025       | 0.140         |
| filmmaker          | 1225  | 0.096     | 0.576        | 0.059       | 0.289         |
| composer           | 1045  | 0.142     | 0.704        | 0.017       | 0.137         |
| accountant         | 1012  | 0.095     | 0.573        | 0.063       | 0.289         |
| dietitian          | 730   | 0.012     | 0.651        | 0.121       | 0.816         |
| comedian           | 499   | 0.090     | 0.631        | 0.030       | 0.186         |
| chiropractor       | 474   | 0.143     | 0.618        | 0.032       | 0.207         |
| pastor             | 453   | 0.146     | 0.504        | 0.035       | 0.225         |
| paralegal          | 330   | 0.027     | 0.124        | 0.148       | 0.700         |
| yoga_teacher       | 305   | 0.030     | 0.134        | 0.121       | 0.715         |
| interior_designer  | 267   | 0.041     | 0.165        | 0.124       | 0.670         |
| personal_trainer   | 264   | 0.098     | 0.413        | 0.068       | 0.420         |
| dj                 | 244   | 0.156     | 0.709        | 0.025       | 0.111         |
| rapper             | 223   | 0.154     | 0.747        | 0.009       | 0.090         |
| Total              | 22754 | 0.059     | 0.431        | 0.079       | 0.386         |

Table 2: Training set distribution of the BIOS dataset.
Best assignment

| Hyperparameter          | Search space          | MOJI | B10S |
|-------------------------|-----------------------|------|------|
| number of epochs        | -                     | 100  |      |
| patience                | -                     | 2304 | 768  |
| embedding size          | -                     | 10   |      |
| hidden size             | -                     |      |      |
| number of hidden layers | choice-integer[1, 3]  |      |      |
| batch size              | loguniform-integer[64, 2048] | 1024 | 512  |
| output dropout          | uniform-float[0, 0.5] | 0.5  | 0.3  |
| optimizer               | -                     |      |      |
| learning rate           | loguniform-float[10\(^{-6}\), 10\(^{-1}\)] | 3 \times 10^{-3} | 10\(^{-3}\) |
| learning rate scheduler | -                     |      |      |
| LRS patience            | -                     | 2 epochs |      |
| LRS reduction factor    | -                     | 0.5  |      |

Table 3: Search space and best assignments on the B10S dataset

Table 4: Results over the sentiment analysis (MOJI) task. Evaluation results ± standard deviation (%) on the test set, averaged over 5 runs with different random seeds. “↑” and “↓” indicate that higher and lower performance, resp., is better for the given metric. STANDARD: naively trained model without debiasing. ADV: the adversarial debiasing method presented by Li et al. (2018a). DADV: the recent STOA variation of adversarial debiasing proposed by Han et al. (2021c).

| Model       | Accuracy↑ | GAP ↓ |
|-------------|-----------|-------|
| STANDARD    | 72.1 ± 0.1 | 40.8 ± 0.3 |
| ADV         | 72.7 ± 2.1 | 18.9 ± 2.5 |
| DADV        | 74.3 ± 1.8 | 14.6 ± 3.0 |
| Augmented ADV | 73.0 ± 2.5 | 13.4 ± 1.9 |

Table 4 shows evaluation results over the MOJI dataset. Under the same training setting (i.e., without decoupling), our proposed approach consistently outputs the STANDARD and ADV. Our method achieves similar trade-off as the STOA method DADV, lower accuracy but better fairness. However, DADV relies on training multiple adversaries, leading to a much higher time complexity, and the training time of DADV with 3 sub-

float[10\(^{-2}\), 10\(^2\)], resp.

C Ablation Study

discriminators will be almost 3 times as long as ours.