EFFICIENT KLMS AND KRLS ALGORITHMS: A RANDOM FOURIER FEATURE PERSPECTIVE

Pantelis Bouboulis, Spyridon Pougkakiotis, S. Theodoridis

University of Athens
Department of Informatics and Telecommunications
Athens, Greece.
panboubolis@gmail.com, sdi1200151@di.uoa.gr, stheodor@di.uoa.gr

ABSTRACT

We present a new framework for online Least Squares algorithms for nonlinear modeling in RKHS. Instead of implicitly mapping the data to a RKHS (e.g., kernel trick), we map the data to a finite dimensional Euclidean space, using random features of the kernel’s Fourier transform. The advantage is that, the inner product of the mapped data approximates the kernel function. The resulting “linear” algorithm does not require any form of sparsification, since, in contrast to all existing algorithms, the solution’s size remains fixed and does not increase with the iteration steps. As a result, the obtained algorithms are computationally significantly more efficient compared to previously derived variants, while, at the same time, they converge at similar speeds and to similar error floors.

Index Terms— KLMS, Kernel Adaptive filter, Random Fourier Features, Kernel Least Mean Squares, Kernel LMS, Kernel RLS

1. INTRODUCTION

Online learning in RKHS spaces has attracted a lot of interest over the last years, see, e.g., [1][2][3][4][5][6][7][8]. The Kernel Least Mean Square (KLMS) algorithm, introduced in [9][10], presents a simple and efficient method to address non linear adaptive filtering tasks. Considering a sequentially arriving data of the form \(\{x_n, y_n\}, n = 1, 2, \ldots\), where \(x_n \in \mathbb{R}^d, y_n \in \mathbb{R}\), generated by a non-linear model, KLMS’s mechanism can be summarized as follows: (a) map each arriving input datum, \(x_n\), to an infinite dimensional Hilbert space \(\mathcal{H}\), using a specific kernel \(\kappa\) and (b) apply the LMS rationale to the transformed data, i.e., \(\{\kappa(x_n, \cdot), y_n\}, n = 1, 2, \ldots\). Its main drawback is that the solution is given in terms of a linear expansion of kernel functions (centered at the input data points \(x_n\)), which grows infinitely large (proportionally to \(n\)), rendering its application prohibitive both in terms of memory and computational resources. The centers, \(x_n\), that make up the linear expansion of the solution, are said to constitute the dictionary. In practice, sparsification methods are applied to keep the size of the dictionary sufficiently small and make the algorithm computationally tractable. These methods adopt a suitably selected criterion to decide whether a particular datum (i.e., \(x_n\)) will be included in the dictionary or not. Popular variations include the quantization [11], the novelty [9], the coherence [12] and the surprise [13] criteria.

Although the aforementioned sparsification techniques are able to reduce the size of the expansion significantly, they, too, require significant computational resources, even when the dictionary is small. This is due to the fact that at each iteration step, \(n\), a sequential search over all the current dictionary elements has to be performed, in order to determine whether the new center, \(x_n\), will be added to the dictionary or not. Another important issue is the dimension of the input space. If this is small (e.g., \(d < 5\)), then the aforementioned sparsification strategies may result in dictionaries with a few dozens elements, without compromising Mean Square Error (MSE) performance. However, if this dimension grows larger, then these methods will inevitably give dictionaries with several thousands elements or more rendering KLMS prohibitively demanding due to the sequential search over large dictionaries. Furthermore, from a theoretical point of view, such approaches are not elegant, in the sense that they build around “ad hoc” arguments, which, also, complicate the corresponding theoretical analysis.

The aforementioned difficulties have limited the extension of KLMS to more general settings, such as in distributed learning. In this case, the exchange of dictionaries among the network’s nodes increase the network’s load significantly [14][15][16]. More importantly, as each node should match its dictionary with the dictionaries of its neighbors (applying multiple sequential searches) the required computational resources become quite demanding. In the present work, we follow a different rationale. Instead of mapping the input data to an infinite dimensional Reproducing Kernel Hilbert Space, induced by the selected kernel, and subsequently sparsifying the solution, we map the input data to a finite (although larger than the input one) dimensional Euclidean space \(\mathbb{R}^D\). However, this mapping is done in a sensible way that cares for a good approximation of the kernel evaluations. The mapping to \(\mathbb{R}^D\) is carried out using random features of the kernel’s Fourier transform [17][18][19]. Following this approach, the resulting algorithm, which we call Random Fourier Features Kernel LMS or RFFKLMS for short, leads naturally to a fixed-size solution (i.e., a vector in \(\mathbb{R}^D\)); thus, no special sparsification techniques are needed. RFFKLMS is computationally lighter than various variants of KLMS, while at the same time it exhibits the same MSE performance (for sufficient large \(D\)). Similar arguments as before hold true for the case of the KRLS.

Section 2 briefly describes the rationale behind the standard KLMS with the quantization sparsification strategy. Sections 3 and 4 present the theory of approximating shift-invariant kernels with random features of their Fourier Transform and the new linearized implementation of the KLMS using this approximation. Simulations are given in section 5. Section 6 briefly describes the “linearized” version of KRLS based on the random Fourier features approximation framework, while section 7 concludes the paper. In the following, matrices appear with capital letters and vectors with small bold letters.
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2. THE QUANTIZED KLMS

Consider the sequence \( D = \{ (x_n, y_n), \ n = 1, 2, \ldots \} \), where \( x_n \in \mathbb{R}^d \) and \( y_n \in \mathbb{R} \). The goal of the KLMS is to learn a non-linear input-output map \( f \), so that to minimize the MSE, i.e., \( \mathbb{E} (f(y_n) - f(x_n))^2 \). Typically, we assume that \( f \) lies in a RKHS induced by the Gaussian kernel, i.e., \( \kappa(x, y) = e^{-||x-y||^2/(2\sigma^2)} \), for some \( \sigma > 0 \). Computing the gradient of \( \mathbb{E} \) and estimating it by its current measurement (as it is typically the case in LMS), we take the solution at the next iteration, i.e., \( f_n = f_{n-1} + \mu e_n \kappa(x_n, \cdot) \), where \( e_n = y_n - f_n(x_n) \) and \( \mu \) is the step-size (see \( \text{[4]} \) \( \text{[3]} \) for more). Assuming that the initial solution is zero, the solution after \( n \) steps becomes \( f = \sum_{i=1}^n \theta_i \kappa(x_i, \cdot) \). As mentioned in the introduction, this linear expansion grows indefinitely as \( n \) increases; hence a sparsification strategy has to be adopted to keep the expansion’s size low. In this paper, we will employ a very simple and effective strategy, which is based on the quantization of the input space \( \text{[11]} \). At each iteration, the algorithm determines whether the new point, \( x_n \), is to be included to the list of the \( M \) expansion centers, i.e., the dictionary \( C \), or not, based on its distance from \( C \). If this distance is larger than a user-defined parameter \( \delta \) (the quantization size), then \( x_n \) is inserted to \( C \), otherwise the coefficient of the center that is closest to \( x_n \) is updated. The resulting algorithm is called QKLMS:

- Set \( f = 0, C = \emptyset, M = 0 \). Select the step-size \( \mu \), the parameter of the kernel \( \sigma \) and the quantization size \( \epsilon \).
- for \( n = 1, 2, \ldots \) do:
  1. Compute system’s output: \( \hat{y}_n = f(x_n) \).
  2. Compute the error: \( e_n = y_n - \hat{y}_n \).
  3. Compute \( d_k = ||x_n - c_k||^2, k = 1, \ldots M \).
  4. Find \( d_{\min} = \min\{d_k, k = 1, \ldots M \} \) and \( k_{\min} = \arg\min\{d_k, k = 1, \ldots M \} \).
  5. If \( d_{\min} < \epsilon \) then \( \theta_{k_{\min}} = \theta_{k_{\min}} + \mu e_n \).
  6. else \( C = C \cup \{x_n\}, M = M + 1, \theta_M = \mu e_n \).

Note that, there are other sparsification strategies that can be applied, as it has been mentioned in the introduction. The difference is in the different criteria used to include (or not) a specific center into the dictionary. The QKLMS is among the most effective strategies and in the following it will be used as a representative of these methods. Results with other sparsification methods follow similar trends.

3. APPROXIMATING THE KERNEL WITH RANDOM FOURIER FEATURES

The standard implementations of KLMS can be viewed as a two step procedure. Firstly, the input data, \( x_n \), are mapped to an infinite dimensional RKHS, \( \mathcal{H} \), using an implicit map \( \Phi(x_n) = \kappa(x_n, \cdot) \), and then the standard LMS rationale is applied to the transformed data pairs, i.e., \( \langle \Phi(x_n), y_n \rangle \), taking into account the so called kernel trick, i.e., \( \kappa(x_n, x_m) = \langle \Phi(x_n), \Phi(x_m) \rangle \), to evaluate the respective inner products. However, as it has been discussed in Section\( \text{[2]} \), this leads to a solution that is expressed in terms of kernel functions, whose number keeps growing. Instead of relying on the implicit lifting provided by the kernel trick, Rahimi and Recht in \( \text{[17]} \) proposed to map the input data to a low-dimensional Euclidean space using a randomized feature map \( z : \mathbb{R}^d \rightarrow \mathbb{R}^p \), so that the kernel evaluations can be approximated as \( \kappa(x_n, x_m) \approx z(x_n)^T z(x_m) \).

As \( z \) is a finite dimensional lifting, direct fast linear methods can be applied to the transformed data (unlike the kernel’s lifting \( \Phi \), which requires special treatment). Hence, if one models the system’s output as \( \hat{y}_n = \theta^T z(x_n) \), the standard linear LMS rationale can be applied directly to estimate the solution \( \theta \in \mathbb{R}^d \) at each iteration. The following theorem plays a key role in this procedure.

**Theorem 1.** Consider a shift-invariant positive definite kernel \( \kappa(x - y) \) defined on \( \mathbb{R}^d \) and its Fourier transform \( p(\omega) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \kappa(\delta - \omega^T \delta) d\delta \), which (according to Bochner’s theorem) it can be regarded as a probability density function. Then, defining \( z_{\omega,b}(x) = \sqrt{2} \cos(\omega^T x + b) \), it turns out that \( \kappa(x - y) = E_{\omega,b}(z_{\omega,b}(x) z_{\omega,b}(y)) \), \( 1 \)

where \( \omega \) is drawn from \( p \) and \( b \) from the uniform distribution on \( [0, 2\pi] \).

Following Theorem\( \text{[1]} \), we choose to approximate \( \kappa(x_n - x_m) \) using \( D \) random Fourier features, \( \omega_1, \omega_2, \ldots, \omega_D \), (drawn from \( p \)) and \( D \) random numbers, \( b_1, b_2, \ldots, b_D \) (drawn uniformly from \( [0, 2\pi] \)) that define a sample average (a similar rationale as the one used in Monte Carlo Methods; for Gaussian kernels such sampling is trivial):

\[
\kappa(x_n - x_m) \approx \frac{1}{D} \sum_{i=1}^D z_{\omega_i,b_i}(x) z_{\omega_i,b_i}(y). \tag{2}
\]

Evidently, the larger \( D \) is (up to a certain point), the better this approximation becomes. Details on the quality of this approximation can be found in \( \text{[17]} \).

4. THE RANDOM FOURIER FEATURES KERNEL LMS

In this Section, we briefly describe the proposed linearized KLMS, which is based on the aforementioned Fourier approximation. The main results (regarding convergence and other related properties) are given without proofs due to lack of space. Our starting point is to recast \( \text{[3]} \) in terms of Euclidean inner products. To that end, we define the map \( z_\Omega : \mathbb{R}^d \rightarrow \mathbb{R}^D \) as follows:

\[
z_\Omega(u) = \sqrt{\frac{2}{D}} \begin{pmatrix} \cos(\omega_1^T u + b_1) \\ \vdots \\ \cos(\omega_D^T u + b_D) \end{pmatrix}, \tag{3}
\]

where \( \Omega \) is the \( (d+1) \times D \) matrix defining the random fourier features of the respective kernel, i.e.,

\[
\Omega = \begin{pmatrix} \omega_1 & \omega_2 & \ldots & \omega_D \\ b_1 & b_2 & \ldots & b_D \end{pmatrix},
\]

provided that \( \omega \)'s and \( b \)'s are drawn as mentioned above. Hence, the kernel function can be approximated as

\[
\kappa(x_n - x_m) \approx z_\Omega(x_n)^T z_\Omega(x_m). \tag{4}
\]

Following this rationale, we propose a new variant of the KLMS, the RFFKLMS, which is actually a simple LMS on the transformed data, i.e., \( \{ (z_\Omega(x_n), y_n), n = 1, 2, \ldots \} \). We model the input-output relationship as \( \hat{y}_n = \theta^T z_\Omega(x_n) \), for each \( x_n \) and our goal is to evaluate \( \theta \in \mathbb{R}^D \) by minimizing the MSE, i.e., \( J_n = E[\hat{y}_n - y_n]^2 \), at each time instant \( n \). For the Gaussian kernel, which is employed throughout the paper, the respective Fourier transform is

\[
p(\omega) = \sigma^2 \sqrt{2\pi} |\omega| \exp(-\frac{|\omega|^2}{2}), \tag{5}
\]

which is actually the multivariate Gaussian distribution with mean \( 0 \) and covariance matrix \( \frac{1}{D} I_d \). The proposed algorithm is given next:
• Set $\theta = 0$. Select the step-update $\mu$, the dimension of the new space, $D$ and the parameter of the kernel ($\sigma$).

• Draw $D$ samples from $p(\omega)$ and $D$ numbers uniformly in $[0, 2\pi]$.

• for $n = 1, 2, \ldots$ do:

  1. Compute system’s output: $\hat{y}_n = \theta^Tz_\Omega(x_n)$.

  2. Compute the error: $e_n = y_n - \hat{y}_n$.

  3. $\theta_{n+1} = \theta_n + \mu e_n z_\Omega(x_n)$.

It is a matter of elementary algebra to conclude that after $n - 1$ steps, the algorithm will give the following solution: $\theta_n = \mu \sum_{k=1}^{n-1} c_k z_\Omega(x_k)$, which leads us to conclude that RFFKLMS will produce approximately the same system’s output with the standard KLMS (provided that $D$ is sufficiently large), since

$$\hat{y}_n = \mu \sum_{k=1}^{n-1} c_k z_\Omega(x_k)^T z_\Omega(x_n) \approx \mu \sum_{k=1}^{n-1} c_k \kappa_\sigma(x_k, x_n).$$

However, the major difference is that RFFKLMS provides a single vector $\theta$ of fixed dimensions, instead of a growing expansion of kernel functions.

To study the convergence properties of RFFKLMS, we will assume henceforth that the data pairs are generated by

$$y_n = \sum_{m=1}^{M} a_m \kappa(c_m, x_n) + \eta_n,$$

where $c_1, \ldots, c_M$ are fixed centers, $x_n$ are zero-mean i.i.d. samples drawn from the Gaussian distribution with covariance matrix $\sigma^2 I_d$, and $\eta_n$ are i.i.d. noise samples drawn from $\mathcal{N}(0, \sigma^2)$. In this setting it is not difficult to prove that the optimal solution is given by

$$\theta_{opt} = \arg\min E[e_n^2] = Z_C \cdot \alpha + R z_\Omega E[\eta_n \cdot z_\Omega(x_n)],$$

where $Z_C = (z_\Omega(c_1), \ldots, z_\Omega(c_M))^T$, $\alpha = (a_1, \ldots, a_M)^T$, $R_z = E[z_\Omega(x_n) z_\Omega(x_n)^T]$ and $\eta_n$ is the approximation error between the noise-free component of $y_n$ (evaluated only by the linear kernel expansion of (1)) and the approximation of this component using random Fourier features, i.e. $\eta_n = \sum_{m=1}^{M} a_m \kappa(c_m, x_n) - \sum_{m=1}^{M} z_\Omega(c_m)^T z_\Omega(x_n)$. Note that this error can be made very small for sufficiently large $D$ [17], thus, it can be eventually dropped out. Furthermore, sufficient conditions so that $R_{zz}$ is a strictly positive definite matrix (hence invertible) have been obtained. These are summarized by:

**Lemma 1.** Consider a selection of samples $\omega_1, \omega_2, \ldots, \omega_D$, drawn from $\mathcal{N}$ such that $\omega_i \neq \omega_j$, for any $i \neq j$. Then, the matrix $R_{zz} = E[z_\Omega(x_n) z_\Omega(x_n)^T]$ is strictly positive definite.

It is also possible, for $x_n \sim \mathcal{N}(0, \sigma_X I_d)$, to explicitly evaluate the entries of $R_{zz}$:

$$r_{i,j} = \frac{1}{2} \exp \left( -\frac{||\omega_i - \omega_j||^2 \sigma^2}{2} \right) \cos(b_i - b_j) + \frac{1}{2} \exp \left( -\frac{||\omega_i + \omega_j||^2 \sigma^2}{2} \right) \cos(b_i + b_j).$$

As expected, the eigenvalues of $R_{zz}$ play a pivotal role in the convergence’s study of the algorithm. In the case where $R_{zz}$ is a strictly positive definite matrix, its eigenvalues satisfy $0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_D$. Applying similar assumptions as in the case of the standard LMS, we can prove the following results.

### Fig. 1. Simulations of RFFKLMS (with various values of $D$) applied on data pairs generated by (7). The results are averaged over 100 runs. The horizontal dashed line in the figure represents the approximation of the steady-state MSE given in theorem (1).

#### Proposition 1. For datasets generated by (7) we have:

1. If the step update parameter satisfies $0 < \mu < 2/\lambda_D$, then RFFKLMS converges in the mean, i.e., $E[\theta_n - \theta_{opt}] \to 0$.

2. The optimal MSE (which is achieved when one replaces $\theta_n$ with $\theta_{opt}$) is given by 

$$J_n^{opt} = \sigma^2_n + E[\eta_n'] - E[\eta_n' z_\Omega(x_n)] R_z^{-1} E[\eta_n' z_\Omega(x_n)^T].$$

For large enough $D$, we have $J_n^{opt} \approx \sigma^2_n$.

3. The excess MSE is given by $J_n = J_n - J_n^{opt} = tr(R_{zz} A_n)$, where $A_n = E[(\theta_n - \theta_{opt})(\theta_n - \theta_{opt})^T]$. For large enough $n$ and $D$ we can approximate $A_n$’s evolution as $A_{n+1} \approx A_n - \mu (R_{zz} A_n + A_n R_{zz}) + \mu^2 \sigma^2_n R_{zz}$. Using this model we can approximate the steady-state MSE ($\approx tr(R_{zz} A_n)$).

### 5. SIMULATIONS

In this Section, we present examples to illustrate the performance of the proposed algorithm and compare its behavior to the QKLMS. In all experiments, we use the same kernel parameter, i.e., $\sigma$, for both RFFKLMS and QKLMS as well as the same step-update parameter $\mu$. The quantization parameter $\epsilon$ of the QKLMS controls the size of the dictionary. If this is too large, then the dictionary will be small and the achieved MSE at steady state will be large. Typically, however, there is a value for $\epsilon$ for which the best possible MSE (almost the same as the unquantized version) is attained at steady state, while any smaller quantization sizes provide negligible improvements (albeit at significantly increased complexity). In all experimental setups, we tuned $\epsilon$ (using multiple trials) so that it takes a value close to this “optimal”, so that to take the best possible MSE at the smallest time. On the other hand, the performance of RFFKLMS depends largely on $D$, which controls the quality of the kernel approximation. Similar to the case of QKLMS, there is a value for $D$ so that RFFKLMS attains its lowest steady-state MSE, while larger values provide negligible improvements. Table [I] gives the mean training
times for QKLMS and RFFKLMS on a typical core i5 machine running Matlab (both algorithms were optimized for speed). We note that the complexity of the RFFKLMS is \( O(Dd) \), while the complexity of QKLMS is \( O(Md) \). Our experiments have shown that in order to obtain similar error floors, the required complexity of RFFKLMS is lower than that of QKLMS.

5.1. Example 1. A Linear Kernel Expansion

In this set-up we generate 5000 data pairs using \( \mathbb{N} \). The input vectors \( \mathbf{x}_n \) are drawn from \( \mathcal{N}(0, I) \) and the noise are i.i.d. Gaussian samples with \( \sigma_\eta = 0.1 \). The parameters of the expansion (i.e., \( a_1, \ldots, a_M \)) are drawn from \( \mathcal{N}(0, 25) \), the kernel parameter \( \sigma \) is set to 5 and the step update to \( \mu = 1 \) (this value satisfies the requirements for convergence of Theorem 1). Figure 2 shows the evolution of the MSE for 100 realizations of the experiment. The algorithm reaches steady-state around \( n = 2000 \). The attained MSE is close to the approximation given in Theorem 1 (dashed line in the figure).

5.2. Example 2.

In this example, we adopt the following simple non-linear model:

\[
y_n = \mathbf{w}_0^T \mathbf{x}_n + 0.1 \cdot (\mathbf{w}_1^T \mathbf{x}_n)^2 + \eta_n,
\]

where \( \eta_n \) represent zero-mean i.i.d. Gaussian noise with \( \sigma_\eta = 0.05 \) and the coefficients of the vectors \( \mathbf{w}_0, \mathbf{w}_1 \in \mathbb{R}^2 \) are i.i.d. samples drawn from \( \mathcal{N}(0, 1) \). Similarly to Example 1, the kernel parameter \( \sigma \) is set to 5 and the step update to \( \mu = 1 \). The quantization parameter of the QKLMS was set to \( \epsilon = 5 \) (leading to an average dictionary size \( M = 100 \)) and the number of random Fourier coefficients for RFFKLMS was set to \( D = 300 \). Figure 3 shows the evolution of the MSE for both QKLMS and RFFKLMS running 1000 realizations of the experiment over 15000 samples.

5.3. Example 3.

Here we adopt the following chaotic series model \( \mathbb{N} \):

\[
d_n = \frac{n_{n-1}}{1 + d_{n-1}^2} + u_n^3, \quad y_n = d_n + \eta_n,
\]

where \( \eta_n \) is zero-mean i.i.d. Gaussian noise with \( \sigma_\eta = 0.01 \) and \( u_n \) is also zero-mean i.i.d. Gaussian with \( \sigma_u = 0.15 \). The kernel parameter \( \sigma \) is set to 0.05 and the step update to \( \mu = 1 \). We have also initialized \( d_1 \) to 1. Figure 3 shows the evolution of the MSE for both QKLMS and RFFKLMS running 1000 realizations of the experiment over 500 samples. The quantization parameter \( \epsilon \) was set to \( \epsilon = 0.01 \) (leading to an average dictionary size \( M = 7 \)), while \( D = 100 \).

The final example adopts another chaotic series model \( \mathbb{N} \):

\[
d_n = u_n + 0.5v_n - 0.2d_{n-1} + 0.35d_{n-2}, \\
\phi(d_n) = \begin{cases} 
\frac{d_n}{\frac{3}{2}(0.1+0.925)^{d/\sigma^2}} & d_n \geq 0 \\
-\frac{d_n}{2(1-\exp(0.7d_n))} & d_n < 0
\end{cases} \\
y_n = \phi(d_n) + \eta_n,
\]

where \( \eta_n \) is zero-mean i.i.d. Gaussian noise with \( \sigma_\eta = 0.001 \), \( v_n \) is also zero-mean i.i.d. Gaussian with \( \sigma_v = 0.0156 \), \( u_n = 0.5v_n + \eta_n \), where \( \eta_n \) is also i.i.d. Gaussian with \( \sigma_\eta = 0.0156 \). The kernel parameter \( \sigma \) is set to 0.05 and the step update to \( \mu = 1 \). We have also initialized \( d_1, d_2 \) to 1. Figure 3 shows the evolution of the MSE for both QKLMS and RFFKLMS running 1000 realizations of the experiment over 1000 samples. The parameter \( \epsilon \) was set to \( \epsilon = 0.01 \) (leading to \( M = 32 \)) and \( D = 100 \).

6. THE RANDOM FOURIER FEATURES KERNEL RLS

Besides the implementation of the KLMS given in the previous sections, the rationale of the kernel approximation via random Fourier features (section 3) can also be applied to other online-algorithms such as the RLS. One only needs to choose the random samples \( \omega_i, \phi(\omega) \) and replace the instances of \( \mathbf{x}_n \) in the standard RLS algorithm (see for example \( \mathbb{N} \)) with \( \mathbf{x}_n(\mathbf{w}_i) \). The resulting algorithm performs as well as the original RLS provided by Engel [2], but it is almost twice as fast. Figure 4 compares the performances of RFFKLMS and Engel’s KRLS on data samples created as in Example 3. The regularization parameter for the RFFKLMS was set to \( \lambda = 0.0001 \), the forgetting factor to \( \beta = 0.9995 \), while the number of random features was set to \( D = 300 \). The parameter for the ALD sparsification mechanism of Engel’s KRLS was set to \( \nu = 0.0005 \).

7. CONCLUSIONS

We presented an alternative rationale for the KLMS and KRLS based on the approximation of the kernel function with random Fourier Features. The proposed algorithms exhibit similar convergence performance to the standard KLMS/KRLS algorithms, albeit they require significantly lower implementation time (due to their simplicity). Furthermore, their “linear” characteristics pave the way for generalization to other settings (e.g., the distributed KLMS [21]).
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