GLOBAL PERSISTENCE OF LYAPUNOV-SUBCENTER-MANIFOLDS AS SPECTRAL SUBMANIFOLDS UNDER DISSIPATIVE PERTURBATIONS

RAFAEL DE LA LLAVE AND FLORIAN KOGELBAUER

Abstract. For a nondegenerate analytic system with a conserved quantity, a classic result by Lyapunov guarantees the existence of an analytic manifold of periodic orbits tangent to any two-dimensional, elliptic eigenspace of a fixed point satisfying nonresonance conditions. These two dimensional manifolds are referred as Lyapunov Subcenter Manifolds (LSM).

Numerical and experimental observations in the nonlinear vibrations literature suggest that LSM’s often persist under autonomous, dissipative perturbations. These perturbed manifolds are useful since they provide information of the asymptotics of the convergence to equilibrium.

In this paper, we formulate and prove precise mathematical results on the persistence of LSM under dissipation. We show that, under mild non-degeneracy conditions on the perturbation, for small enough dissipation, there are analytic invariant manifolds of the perturbed system that approximate (in the analytic sense) the LSM in a fixed neighborhood. We also provide examples that show that some non-degeneracy conditions on the perturbations are needed for the results to hold true.

We also study the dependence of the manifolds on the dissipation parameter. If $\varepsilon$ is the dissipation parameter, we show that the manifolds are real analytic in $(-\varepsilon_0, \varepsilon_0) \setminus \{0\}$ and $C^\infty$ in $(-\varepsilon_0, \varepsilon_0)$. We construct explicit asymptotic expansions in powers of $\varepsilon$ (which presumably do not converge).

Finally, we present applications of our results to several mechanical systems.

September 5, 2018

1. Introduction

As shown first by Lyapunov [42 §42 p. 376], given an analytic ODE with a conserved quantity (for example, a Hamiltonian system), near a fixed point whose linearizaton contains a pair of complex conjugate imaginary eigenvalues which do not resonate with the other eigenvalues (see precise definition later), we can find a one dimensional family of periodic orbits (hence a two dimensional invariant manifold) tangent at the origin to the eigenspace corresponding to the the pair of imaginary eigenvalues.

One can think of these families of periodic orbits as a nonlinear analogue of the periodic orbits predicted by the linearization. These two-dimensional manifolds are often referred to
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as Lyapunov subcenter manifolds (LSMs) because they are submanifolds of the full center manifold of the fixed point.

The proof of [42], is based on constructing perturbative series starting at the origin and showing they converge. The notation of [42] may require some effort for modern readers and the formal statement is only for Hamiltonian systems. See [36, 53, 50] or later in this paper for modern proofs based on the elementary implicit function theorem.

More modern proofs for Hamiltonian systems based on estimating series can be found in [54], [61, II §16 p. 104] or on normal form theory [37]. The paper [51] contains a generalization of the convergence of the normal forms to saddle-center case. Results (based on variational methods) on the existence of periodic orbits that do not require non-resonance assumptions but assume positive definiteness on the conserved quantity appear in [71, 52]. The papers [21, 59] use averaging methods to prove generalizations of Lyapunov theorems for resonant systems. A useful review of these results along with further material is in Sijbrand [62]. Most of the results above on families of quasi-periodic solutions can be adapted to systems with finite differentiability.

None of the above results apply under the addition of the slightest dissipative perturbation. Such small dissipative perturbations are present in applications to mechanical vibrations. Perturbation arguments based on normal hyperbolicity for the continuation of LSMs as invariant sets are also inapplicable, given that LSMs are not normally hyperbolic. The addition of a small dissipation to a system is a very singular perturbation since even the smallest perturbation, destroys completely all periodic orbits.

However, there is strong indication that remnants of LSMs continue to organize the dynamics of mechanical systems under the addition of small damping and forcing to their conservative limits in a domain whose size is independent of the perturbation. Specifically, dissipative backbone curves (observed periodic response amplitudes near resonances plotted as a function of an external forcing frequency) of such systems are virtually indistinguishable from their conservative backbone curves (amplitudes of periodic orbits in LSMs plotted as a function of their frequency) for small enough damping. [68] illustrate this relationship numerically, but also note that conservative and dissipative backbone curves start deviating noticeably from each other for larger damping values.

An experimental technique, the force appropriation method [56, 57] is directly based on the observation that a periodic orbit on an LSM survives unchanged when an external forcing is selected to cancel out damping exactly along the orbit. [56, 57] demonstrate that close enough to the fixed point, such a forcing can be approximately constructed for small enough linear damping. This provides an intuitive explanation for the observed closeness of conservative and dissipative backbone curves under small linear damping and harmonic forcing, at least near the unforced equilibrium.

Another experimental technique, the resonance decay method ([38, 56]) also applies periodic external forcing to the lightly damped conservative system, then tunes the forcing frequency to reach a locally maximal amplitude for the system. At this frequency, the forcing is subsequently turned off, and the instantaneous amplitude-frequency diagram of the resulting decaying oscillations is taken to be as an approximation of the backbone curve.
of the conservative system. Again, this approach implicitly assumes that after the forcing is turned off, solutions evolve close to an LSM of the conservative system.

Independent of these developments, the recent theory of *spectral submanifolds* (SSMs) offers an extension of the LSM concept to dissipative systems ([28, 39, 66]). Inspired by the nonlinear normal mode concept of [60] and based on the abstract invariant manifold results of [17, 8, 10], the theory of SSMs guarantees the existence of a unique analytic, two-dimensional invariant manifold tangent to any two-dimensional, nonresonant eigenspace of a linearly asymptotically stable fixed point. Such eigenspaces arise from two-dimensional center subspaces of conservative systems under small dissipative perturbations.

The question we address in this paper is whether indeed LSM continue into SMM.

A mathematically trivial (and not very interesting physically) theory of persistence of LSM is to observe that, if the eigenvalue pair corresponding to the LSM, becomes dissipative, it has to remain non-resonant. Then, we can obtain a SMM because of the theory of [17, 8, 10]. Since the coefficients of the expansion are obtained recursively by algebraic operations, we obtain easily that the Taylor coefficients of the SSM converge to that of the LSM as the dissipation goes to zero.

The physical shortcomings of the simple theory explained above come from the observation that, since the contraction is becoming weaker as the dissipation becomes weaker, the theory of [17, 8, 10] only guarantees the existence of a manifold whose size goes to zero as the dissipation vanishes. The physical usefulness of manifolds whose size goes to zero with the dissipation is rather tenuous. See Remark 5.4.

Therefore, the question we address in this paper is the existence of SMM whose size is independent of the value of the dissipation parameter and which converges to the LSM in a fixed domain.

We will show that under some mild assumptions on the perturbations including dissipation, there are invariant manifolds which, when the dissipation goes to zero, approximate (in the sense of real analytic manifolds) the LSM in a neighborhood of fixed size. We will also present examples that show that some version of the non-degeneracy assumptions we make are necessary. This seems to be in accordance to the physical experiments. We also present asymptotic expansions for these manifolds in powers of the dissipation parameter.

The persistence of manifolds whose size is independent of the dissipation parameter is a non-trivial question since the addition of a dissipative term is a very singular perturbation. Adding dissipation – no matter how small – destroys all the periodic orbits. We will see that – as customary in singular perturbation theory – one needs to make assumptions on the leading effects of the perturbation. In our case, the assumptions are rather mild, but we show examples that show that without any assumptions, we could have that the domains of the analytic SMM decreases to zero as the dissipation vanishes (similar results happen for manifolds of finite order regularity).

Moreover, some of the manifolds that arise in our construction will be slow manifolds that violate the standard rate conditions of Normally Hyperbolic manifolds (NHIM) in [28, 46] and therefore, their persistence properties are not based on the theory of Normally Hyperbolic Invariant Manifolds. They use essentially the fact that the manifolds are attached to a fixed point. The mathematical theory of slow manifolds and, a fortiori,
the theory of SSM, is very subtle. Before the mathematical theory was settled, several of the complications and puzzles the difficulties of the theory of slow manifolds were mapped out lucidly in [43, 45, 44].

Since we will have to rely on the theory of subcenter manifolds, we also refer to the pioneering papers on slow manifolds [19, 32] and [58] for invariant submanifolds of center manifold under nonresonance conditions (which are not satisfied by Hamiltonian systems). We refer to [10] for a more extensive review of the literature on slow invariant manifolds up to 15 years ago.

Other similar singular perturbation theories have been considered in the literature. Indeed, we will use a method similar to those used in [14], for small dissipations proportional to velocity and [13, 12], for strong dissipation and forcing. The techniques used in small dissipation problems are closely related to the techniques used for parabolic manifolds, which can be considered heuristically as systems with an infinitesimal dissipation. See, for example, [2] or [3] which, as this paper, is based on the parameterization method. In those papers (as in the present one) the technique is to first develop a formal perturbation theory that produces an approximate solution, then develop an a-posteriori theory that given an approximate solution produces a true one. In our case, this technique is crucial to obtain results in neighborhoods of uniform size. In the theoretical results, the approximate solutions in the a-posteriori theorem are those produced by the asymptotic expansions, but one could take as well the solutions produced by another numerical method.

As typical in singular perturbation theories, the non-degeneracy conditions assumed involve not only the unperturbed system but also involve the perturbation. We present some examples that show that conditions involving the perturbation are indeed needed. Otherwise, we may get convergence only in domains which become smaller as the dissipation goes to zero. Our examples show the impossibility of a completely general perturbation result on $O(1)$ domains without assumptions on the perturbation. Of course, one can wonder if more general conditions than ours can lead to results in physically relevant systems.

1.1. Organization of the paper. An informal statement of our main result, Theorem 3.6, is included in Section 3. The formal result is included as Theorem 3.7. The proof of Theorem 3.7 is completed in two steps in Section 4.

In a first step, taken up in Section 4.3, we obtain formal asymptotic expansions for the SSM. These expansions may be of practical interest since they give approximations of the manifolds and of the dynamics up to order $|\varepsilon|^{N+1}$ ($\varepsilon$ being a parameter that measures the strength of the dissipation) domains of size $O(1)$. These expansions give very detailed information on the convergence to equilibrium under weak dissipation.

\footnote{Many of the puzzles on the theory of the slow manifolds arise from the fact that some uniqueness results are based on long term behavior and others are based on regularity near the origin. The two conditions used to produce uniqueness lead to different manifolds. In particular, the slow manifolds of [25, 47] are, generically different since the former is based in smooth expansions at the origin and the later in expansions on asymptotic behavior at infinity. Both of them are unique under the appropriate conditions, which are, however incompatible in many systems. See the discussion of this point in [17].}
The second step of the proof of Theorem 3.7 taken up Section 4.7 shows that near prediction of the formal expansions there is a true SSM. This is obtained by reformulating the problem of invariance as a fixed point. Even if the contraction is weak, we can obtain a fixed point starting the iterative step from the very approximate solution obtained in the first stage.

In Section 5, we provide some examples that show that some of our assumptions on the survival of LSMs as SSMs cannot be completely omitted. We present examples where there is no analytic (or even differentiable of high order) convergence in domains of size $O(1)$.

Finally, in Section 6, we illustrate our results in some concrete mechanical examples.

1.2. Notation. Let

$$B^n_\delta = \{x \in \mathbb{R}^n : |x| < \delta\}, \quad (1.1)$$

denote the $n$-dimensional ball of radius $\delta$ around the origin of $\mathbb{R}^n$. For a sufficiently small $\tau > 0$, we will denote

$$\tilde{B}^n_\delta = \{x \in \mathbb{C}^n : d(x, B^n_\delta) < \tau\}, \quad (1.2)$$

where, here, $d$ is the standard Euclidean distance. In the following, we will not write explicitly the parameter $\tau$ to avoid cluttering the notation.

Since the proofs we present will be based on soft methods (implicit function theorem, contraction mappings in function spaces), the arguments for real values carry over to complex values as well. Of course, we need to take care of making sure that the domains match.

Even if the complex values of variables of parameters may not have a direct physical interpretation, they are indispensable to discuss analyticity properties. Of course, the physically relevant real values are particular cases of the complex ones and the results stated for complex sets apply to the real of physical interest.

For any Lipschitz continuous function $f : U \to \mathbb{R}^n$, defined on some open subset $U \subseteq \mathbb{R}^m$, we will denote its Lipschitz constant on $U$ as $\text{Lip}(f)$.

For a matrix $A$, denote the full spectrum of $A$ by $\sigma(A)$. For a collection of eigenvalues $\lambda_1, \ldots, \lambda_n$ of an $n \times n$ matrix $A$, we denote the (generalized) eigenspace associated with $\lambda_1, \ldots, \lambda_k$ as

$$\text{eig}(\lambda_1, \ldots, \lambda_k) := \text{Span}\{v \in \mathbb{C}^n : (A - \lambda_k I)^l v = 0 \text{ for } 1 \leq k \leq n \text{ and some } l \geq 1\}, \quad (1.3)$$

which we will call a spectral subspace.

As it is well known, when $A$ is a real matrix and the sets of eigenvalues contains the complex conjugates of all the its members, i.e. $\lambda_j \in \{\lambda_m\}_{m=1}^n$, then $\text{eig}(\lambda_1, \cdots, \lambda_k)$ restricts to a real subspace of $\mathbb{R}^n$.

For two functions $f, g : \mathbb{R}^n \to \mathbb{R}$, we write $f(x) = O(g(x))$ if there exists a constant $C > 0$ such that $|f(x)| \leq C|g(x)|$ in a neighborhood of $x = 0$.

Let

$$C_\theta = \{\varepsilon \in \mathbb{C} : |\Re(\varepsilon)| > 0, |\Im(\varepsilon)| < \theta |\Re(\varepsilon)|\}, \quad (1.4)$$

for some $\theta > 0$, be a cone of complex numbers with width $\theta$.

The domain $C_\theta$ will play an important role in some of our results. The formal expansions in the disipation parameters will be validated in domains of the form $C_\theta$. Note that the
domains $C_\theta$ do not contain any ball centered at the origin, so that we do not show that the expansions converge.

1.3. Spaces of functions. Our upcoming contraction mapping arguments will require a careful definition of function spaces and norms. Specifically, we define

$$A_{\delta,d} = \{ K : \tilde{B}_\delta^n \to \mathbb{C}^n : K \text{ is analytic, } D^j K(0) = 0, \text{ for } j = 0, 1, \ldots, d - 1, \| K \|_{A_{\delta,d}} < \infty \},$$

(1.5)
a space of bounded analytic functions defined in $\tilde{B}_\delta^n$ with vanishing derivatives at the origin up to order $d$. We endow these spaces with the norm

$$\| K \|_{A_{\delta,d}} = \sup_{z \in \tilde{B}_\delta^n \setminus \{0\}} |z|^{-d} |K(z)|,$$

(1.6)

which turns $A_{\delta,d}$ into a complex Banach space. Equivalently, the norm $\| K \|_{A_{\delta,d}}$ is the smallest constant $C \geq 0$ for which $|K(z)| \leq C|z|^d$. Since we are interested in real-valued parametrizations of the invariant manifolds, we define

$$A_{\delta,d}^{real} = \{ K \in A_{\delta,d} : K \text{ takes real values for real arguments} \},$$

(1.7)

which defines a linear subspace of the space $A_{\delta,d}$.

The proof that the space $A_{\delta,d}$ is complete under (1.6) is included for completeness. We argue that, given a Cauchy sequence $\{ K_n \} \in A_{\delta,d}$, it is also a Cauchy sequence in $C_0$ and, by the completeness in of $C_0$ it has a $C_0$-limit, which we denote as $K$. This limit will be analytic because the uniform limit of analytic functions is analytic. Moreover, since $|K_n(x)| \leq C|x|^d$, we conclude that $K$ is $A_{\delta,d}$. Because $K_n$ is Cauchy, we know that given $\varepsilon > 0$ we can find $N_0(\varepsilon) \in \mathbb{N}$ so that if $n, m > N_0$, then $|K_n(x) - K_m(x)| \leq \varepsilon|x|^d$. Taking limits in $m$ to $\infty$, we conclude that for $n > N_0$, we have $|K_n(x) - K(x)| \leq \varepsilon|x|^d$.

Since $A_{\delta,d}^{real}$ is a closed linear subspace of $A_{\delta,d}$, it defines a Banach space as well.

1.3.1. Contraction properties of composition. Weighted norms such as (1.6) have been found useful in proofs dealing with weak contractions, cf. [10, 8, 17]. The relevant property of these weighted norms is that if $s : \tilde{B}_\delta^n \to \tilde{B}_\delta^n$, $s(0) = 0$ is a contraction, i.e., $\text{Lip}(s) < 1$, the operator $K \to K \circ s$ is an even stronger contraction in such norms. Indeed,

$$|K \circ s(z)| \leq |s(z)|^d \| K \|_{A_{\delta,d}} \leq \text{Lip}(s)^d |z|^d \| K \|_{A_{\delta,d}}.$$ 

Hence, if $s$ is a contraction fixing the origin, we obtain

$$\| K \circ s \|_{A_{\delta,d}} \leq \text{Lip}(s)^d \| K \|_{A_{\delta,d}}.$$ 

(1.8)

If $\{K^n_\varepsilon(z)\}_{n \in \mathbb{N}}$ is a sequence of functions analytic jointly in $(z, \varepsilon)$ and in $z$ for fixed $\varepsilon$, and the sequence $\{K^n_\varepsilon(z)\}_{n \in \mathbb{N}}$ converges in $A_{\delta,d}$ to $K_\varepsilon$, then $K_\varepsilon$ is also jointly analytic in $(z, \varepsilon)$, cf. [30] Chapter III.
2. Lyapunov Subcenter Manifolds

In this section, we review some classical results on the theory of Lyapunov subcenter manifolds. For more details and other variants of the results, we refer the reader to [12, 53, 50, 21, 36, 37, 52].

Specifically, we consider a differential equation of the form
\[ \dot{X} = LX + N(X) + \varepsilon CX + \varepsilon G_\varepsilon(X) \equiv F_\varepsilon(X), \]  
(2.1)

for an unknown \( X: (0, \infty) \rightarrow \mathbb{R}^n, t \mapsto X(t) \) and \( \varepsilon \geq 0 \).

The \( n \times n \)-matrix \( L \) and the analytic nonlinearity \( N(X) = O(|X|^2) \) constitute the unperturbed system, while the \( n \times n \) matrix \( C \) and the analytic nonlinearity \( G_\varepsilon(X) = O(|X|^2) \) constitute the perturbation. i.e., we regard equation (2.1) as a perturbation of the system
\[ \dot{X} = LX + N(X), \]  
(2.2)
on which we make the following assumptions.

Assumption 2.1.

(1) The matrix \( L \) is semi-simple (i.e. diagonalizable)
(2) The matrix \( L \) has a pair of complex conjugate eigenvalues with zero real-part, i.e.,
\[ \{ \pm \imath \omega_0 \} \subset \sigma(L), \]  
(2.3)
for some \( \omega_0 > 0 \).
(3) The remaining \( n - 2 \) eigenvalues of \( L \), which we denote by \( \{ \mu_k \}_{1 \leq k \leq n-2} \), are non-resonant with the eigenvalues \( \pm \imath \omega_0 \), i.e.,
\[ \frac{\mu_k}{\imath \omega_0} \notin \mathbb{Z}, \]  
(2.4)
for all \( 1 \leq k \leq n-2 \). In particular, \( 0 \notin \text{spec}(L) \).
(4) There exists an analytic first integral to equation (2.2), i.e., there exists an analytic \( I : \mathbb{R}^n \rightarrow \mathbb{R} \) such that for any solution \( t \mapsto X(t) \),
\[ \frac{d}{dt} I(X(t)) = 0. \]  
(2.5)

We will assume that the function \( I \) is normalized to \( I(0) = 0 \) (without loss of generality), satisfies \( \nabla I(0) = 0 \) and its second derivative at the origin is non-degenerate (without loss of generality, positive definite) on the eigenspace associated with \( \pm \imath \omega_0 \), i.e.,
\[ D^2 I(0,0)(Y,Y) > 0, \]  
(2.6)
for all \( Y \in \text{eig}(\pm \imath \omega_0), Y \neq 0 \).

Remark 2.2. Because of assumption (2.6), the energy \( I \) is equivalent to \( |x|^2 \) near the origin. Also, the orbits of the unperturbed system (2.2) stay on level set of \( I \) by assumption (2.5). Therefore, we can define coordinates, called action-angle coordinates, which are geometrically equivalent to \( (|x|^2, \text{Arg}(x)) \), cf. [1]. In these coordinates, the orbits of the unperturbed system are just circles.
Remark 2.3. The assumption that $L$ is semi-simple will not play an important role. It is not used in the Lyapunov subcenter theorem nor on the existence of asymptotic expansions. For the proof of existence of spectral submanifolds, only two consequences are used. If they can be verified by other means, we do not need semisimplicity of $L$.

For the Lyapunov submanifold theorem, we do not need to impose any restriction on the eigenvalues $\mu_k$ (except the nonresonance). They could be imaginary or have non-zero real part.

We let

$$X_1 := \text{eig}(\pm \omega_0 i),$$
$$X_2 := \text{eig} \left( \left\{ \mu_k \right\}_{1 \leq k \leq n-2} \right). \quad (2.7)$$

Using the spectral projections, we can decompose the phase space as $X = X_1 \oplus X_2$. The linear spaces $X_1$ and $X_2$ are invariant under $L$, i.e., $L(X_1) \subseteq X_1$ and $L(X_2) \subseteq X_2$. We let $\pi_{X_1} : X \to X_1$ and $\pi_{X_2} : X \to X_2$ be the corresponding projections (cf. Figure 2.1) and define

$$L_1 := \pi_{X_1} L, \quad L_2 := \pi_{X_2} L. \quad (2.8)$$

For later computations, we will denote the variables in the spaces $X_1$ and $X_2$ as

$$(x, y) \in X_1 \oplus X_2 = \mathbb{R}^n, \quad (2.9)$$

with $\dim(x) = 2$ and $\dim(y) = n-2$.

The following theorem summarizes the classical existence results on a one-parameter family of periodic solutions close to the trivial solution $X = 0$ of equation (2.2).

**Theorem 2.4.** Let system (2.2) satisfy parts (2), (3), (4) of Assumption 2.1. Then, there exists a two-dimensional, invariant manifold $M_0$ tangent to the spectral subspace $X_1$. The manifold $M_0$ is analytic and filled with a one-parameter family of periodic orbits.

We refer to the invariant manifold $M_0$ as a Lyapunov subcenter manifold (LSM). There exists a constant $\delta > 0$, such that, locally around the origin, we can describe this LSM as the graph of an analytic function $w_0 : B^2_\delta \to \mathbb{R}^{n-2}$, as illustrated in Figure 2.1.

Note that the fact that an orbit is periodic is a topological property, so that the set is unique up topological properties.

**Proof.** The following result was first proved. [42, p. 352]. See [36, 53, 50] for similar arguments as the argument presented here.

Note that this proof does not assume that the system is Hamiltonian (only that it has a conserved quantity) and that this proof allows that the system has repeated eigenvalues or Jordan blocks, some of which could be stable/unstable.

We introduce a small parameter $\nu$ and scale the variables in (2.2). Writing $x = \nu y$ we, see that (2.2) is equivalent to

$$u' = Lu + \nu^{-1} N(\nu y). \quad (2.10)$$

Note that the preservation of $I$ imposes some restrictions. If some eigenvalues have positive or negative real parts, the conserved quantity has to be degenerate along the eigenspaces related to these eigenvalues.
Figure 2.1. LSM tangent to the two-dimensional spectral subspace $X_1$, represented as the graph of an analytic function $x \mapsto w_0(x)$ with radius of convergence $\delta$. The manifold is unique and filled with periodic orbits.

Because $N$ vanishes up to second order, we have $\nu^{-1}N(\nu y) = \nu \tilde{N}_\nu(y)$, so that (2.10) has a well defined limit as $\nu$ tends to 0. We also observe that if (2.2) preserves $I$, then (2.10) preserves $I_\nu(u) = \nu^{-2}I(\nu u)$. Note that $I_\nu$ has a well defined limit $I_0(u) = D^2I(0)(u,u)$.

We start by studying the limit $\nu = 0$ of (2.2). In the two dimensional space $X^1$, the flow is just a rigid rotation with period $T \equiv 2\pi/\omega_0$. We note that the spectrum of $\exp(TL)$ is the exponential of the spectrum of $TL$, that is

$$\sigma(\exp TL) = \{ \{ \exp(2\pi i \mu_k/\omega_0)\}_{k=1}^{n-2}, 1, 1 \}.$$  \hfill (2.11)

We write the two dimensional real plane $X_1$ corresponding to the eigenvalues $\pm i\omega_0$ as the set of points $(x_1, x_2)$ and we will denote the points in the complementary spectral space as $y$.

If we consider the return map $R_{0,E}$ of to the codimension one plane $x_1 = 0$ restricted to a level surface of the conserved quantity $E$ we see that the spectrum of the return map restricted to an energy surface (see (2.11)) is just \{ $\exp(2\pi i \mu_k/\omega_0)$\}_{k=1}^{n-2} since the two eigenvalues 1 of $\exp LT$ correspond respectively to the translation along the flow (eliminated by the return map) and the translation along the energy (eliminated by taking the energy surface). The non-resonance assumption of the theorem tells that $\mu_k/\omega_0$ is not an integer,

---

3 We will refer to this conserved quantity as the energy since this is what happens in many problems it also and allows to use names such as “energy surface” etc.
hence, the eigenvalues of the return map restricted to the energy surface are not 1. Now we observe that \( R_{\nu,E} \) depends analytically on \( \nu \) for \( \nu \) small.

The previous observations amount to the fact that writing points in the axis \( x_1 = 0 \) say that \( R_{\nu,E}(0,x_2(E),0) = (0,x_2(E),0) \). Furthermore, \( \partial_y R_{\nu,E}(0,x_2(E),y)|_{y=0} - \text{Id} \) is an invertible matrix. Hence, applying the finite dimensional, implicit function theorem \([41, 20, 49]\) we obtain that, for small \( \nu \), we can find analytic families of fixed-points of the return map \( R_{\nu,E} \) indexed by \( \nu \) and \( E \). Note that this argument clearly shows that the manifold is analytic everywhere, including at zero. Indeed, it is an interesting exercise to compute the coefficients of the expansion at zero of the manifold.

Using the scaling, it is not difficult to show that the family is tangent at zero to the eigenspace. One can also observe that the implicit function theorem allows to compute the derivatives of the manifold at the origin. We leave the details to the reader. See also \([54]\). Also the local uniqueness statements are those of the standard implicit function theorem. The periodic orbits are locally unique in the energy surface.

\[\square\]

**Remark 2.5.** The method of proof of Lyapunov center theorem presented here has been generalized to infinite dimensional systems \([4]\) or systems with symmetry in \([7, 11]\). It would be interesting to study the effects of adding dissipation to these models.

**Remark 2.6.** Since the proof above is based only on the implicit function theorem, it applies also to finitely differentiable systems. If the vector field is \( C^\ell, \ell \geq 1 \), we get a \( C^\ell \) manifold, see \([36]\).

**Remark 2.7.** To set up the analyticity results, it is convenient to examine what happens for complex values of the variables and the parameters.

We observe that if we consider now \( x \in \mathbb{C}^2 \), the scaling arguments still work and the flow is transversal to \( x_1 = 0 \) in the complex sense, entailing the return time to be a complex variable. For the complex \( \varepsilon \), get a complex return time to the surface of section.

The periodic orbit will consist of the orbit for complex times in a neighborhood of the path joining 0 to the complex period. The union of all these periodic orbits covers \( \tilde{B}_3^n \).

The singular nature of the dissipative perturbations, is also apparent in the complex interpretation. Once we add a dissipation, using Sternberg theorem \([64]\) we know that the exponentially contracting orbit conjugate to an exponential, hence a complex periodic orbit. So, the family of periodic orbits in the conservative system bifurcate into a single complex periodic orbit.

### 3. The main theorem

**3.1. An analytical formulation of the problem.** In this section, we translate the geometric problem of invariant manifolds into a functional analysis problem by following the idea of the parameterization method \([8, 10, 29]\). Given a vector field \( F_\varepsilon \) satisfying the hypothesis of the theorem we will seek an embedding \( K_\varepsilon : \tilde{B}_3^2 \rightarrow \mathbb{R}^n \) (which extends to an embedding defined on \( \tilde{B}_3^2 \)) and another vector field \( R_\varepsilon : \tilde{B}_3^2 \rightarrow \mathbb{R}^2 \) (which also extends to \( \tilde{B}_3^2 \)) in such a way that

\[
F_\varepsilon(K_\varepsilon(x)) = DK_\varepsilon(x)R_\varepsilon(x),
\]
with $K_\varepsilon(0) = 0$ and $R_\varepsilon(0) = 0$.

The equation (3.1) will be the centerpiece of our analysis. Note that the geometric meaning is that the range of $K_\varepsilon$ is invariant. The vector field $F_\varepsilon$ at one point in the range is tangent to the range. The $R$ is a representation of the dynamics on the manifold.

**Remark 3.1.** Since $K_\varepsilon$ is an embedding, it can be used to follow several turns of the manifold which are very different from being a graph. There are numerical examples [29, 34, 69] in which the same parameterization can be used to follow a large area full of turns in some model examples such as the Lorenz equations. The fact that the proofs are based on a contraction allows to justify rigorously numerical computations. Using the contraction mapping theorem, we can show that if some function moves a very small amount by the application of the operator, then there is a fixed point at a distance from the approximate solution comparable to the distance of the approximate solution to its iterate.

**Remark 3.2.** Equations (3.1) are highly under-determined. Any change of variables in the reference disk leads to a parameterization of the same manifold. Indeed, if $K_\varepsilon, R_\varepsilon$ are a solution of (3.1) and $h_\varepsilon$ is a local diffeomorphism $h_\varepsilon(0) = 0$, we have

$$F_\varepsilon \circ K_\varepsilon \circ h_\varepsilon = (DK_\varepsilon R_\varepsilon) \circ h_\varepsilon = D(K_\varepsilon) \circ h_\varepsilon R_\varepsilon \circ h_\varepsilon = D(K_\varepsilon \circ h_\varepsilon)(Dh_\varepsilon)^{-1}DR_\varepsilon \circ h_\varepsilon$$

In other words, $\tilde{K}_\varepsilon \equiv K_\varepsilon \circ h_\varepsilon, \tilde{R}_\varepsilon \equiv (Dh_\varepsilon)^{-1}DR_\varepsilon \circ h_\varepsilon$ is also a solution of (3.1). One can show, however, that, up to this family of transformations, the manifold is unique among the $d$-times differentiable ones, cf. [17, 8, 10]. We will take advantage of this underdeterminacy to impose some normalization conditions on the parametrization $K_\varepsilon$ and the vector field on the manifold $R_\varepsilon$. From the computational point of view, the underdeterminacy of equation (3.1) can be used to construct more efficient algorithms for the computation of invariant manifolds as well, cf. [29]. Furthermore, [64] shows that there is a system of coordinates in which $R_\varepsilon$ is linear. In our situation, however, this cannot be achieved due to the singular nature of the problem. A linear vector field on the invariant manifold, as described in [64], would lead to singularities in the expansions as $\varepsilon \to 0$. By allowing higher order $z$-terms in $R_\varepsilon$ we can avoid the singularities of the change of variables leading to the linearization.

We will make the following assumption on the linear part of the perturbed system:

**Assumption 3.3.** The matrix $L + \varepsilon C$ has a pair of complex conjugate eigenvalues $\lambda_\varepsilon^\pm$, perturbing from the nonresonant eigenvalues in Assumption 2.1 such that

$$\lambda_\varepsilon^\pm = \pm i\omega_0 + (-\alpha \pm i\alpha_I)\varepsilon + O(\varepsilon^2), \quad (3.2)$$

for some $\alpha > 0$ and $\alpha_I \in \mathbb{R}$.

The fact that the eigenvalues depend differentiably on $\varepsilon$ at $\varepsilon = 0$ is a consequence of the nonresonance condition. If $\alpha < 0$, we obtain similar results by switching the direction of time. The content of Assumption 3.3 is that $\alpha \neq 0$. We will see that if $\alpha = 0$, the conclusions of the main theorem may be false and there may fail to be an SSM of size one in a neighborhood, see Example 5.1. On the other hand, the quantity $\alpha_I$, i.e., the
change of the (pseudo)-frequency induced by the dissipation, does not play any role in our analysis.

We note that Assumption 3.3 is a condition on the perturbation, not on the unperturbed problem which is very typical for singular perturbation problems.

In practical problems, verifying Assumption 3.3 is an easy task since it only involves checking the first order perturbation theory for eigenvalues of a finite dimensional matrix.

3.1.1. Contraction properties of the perturbed linear part. Let $X_1^\varepsilon$ be the eigenspace of $L + \varepsilon C$ that perturbs from $X_1$, i.e., $X_1^\varepsilon \to X_1$ as $\varepsilon \to 0$, and let $X_2^\varepsilon$ be its orthogonal complement. Since $L + \varepsilon C$ is semi-simple by assumption for $\varepsilon$ small enough, we again have that $X = X_1^\varepsilon \oplus X_2^\varepsilon$. Since $L$ does not have repeated eigenvalues, the remaining eigenvalues $\{\mu_k\}_{1 \leq k \leq n-2}$ continue to a family of eigenvalues $\{\mu_k^\varepsilon\}_{1 \leq k \leq n-2}$, which is differentiable at $\varepsilon = 0$ and the corresponding spectral subspace and the spectral projection are differentiable in $\varepsilon$, satisfying

\begin{equation}
X_1^\varepsilon = X_1 + \mathcal{O}(\varepsilon), \quad X_2^\varepsilon = X_2 + \mathcal{O}(\varepsilon),
\end{equation}

where $X_1^\varepsilon = \text{eig}(\lambda_1^\varepsilon)$, for $\varepsilon$ small enough. All this follows from spectral perturbation theory for matrices (cf. [35], [40, p. 396 Theorem 1]). Indeed, due to the nonresonance condition (4.4), the eigenvalues $\lambda_1^\varepsilon$ necessarily have algebraic multiplicity one, which then implies the $\mathcal{O}(\varepsilon)$-dependence in $X_1^\varepsilon$.

Remark 3.4. Generally, if a matrix $L$ has a repeated eigenvalue $\lambda$, only the weaker relation

\begin{equation}
\text{eig}(\lambda_\varepsilon) = \text{eig}(\lambda) + \mathcal{O}(\varepsilon^{1/p}),
\end{equation}

holds for some $p > 0$, holds (cf. [40], p.402, Theorem 1). Here, $p$ is the length of the Jordan block associated with $\lambda$. Indeed, e.g., the matrix

\begin{equation}
\begin{pmatrix}
1 & 1 \\
\varepsilon & 1
\end{pmatrix},
\end{equation}

has spectrum $\{1 \pm \sqrt{\varepsilon}\}$ and the corresponding eigenspaces are spanned by the vectors $(1, \pm \sqrt{\varepsilon})$.

Note that the eigenvalues move $\sqrt{\varepsilon}$, much faster than $\varepsilon$ and that the angles between the eigenspaces are also small (the later may cause problems if we need to consider the projections over these spaces, since they will have a norm that grows as $\varepsilon$ goes to zero.

Since the $\{\mu_k^\varepsilon\}_{1 \leq k \leq n-2}$ are differentiable at $\varepsilon = 0$, the linear part in the direction transversal to $x$ satisfies the estimate

\begin{equation}
\Re\sigma((L + \varepsilon C)|_{X_2^\varepsilon}) \leq \varepsilon \beta + \mathcal{O}(\varepsilon^2),
\end{equation}

for some $\beta \geq 0$. Then, there exists a number $d$ such that

\begin{equation}
\beta < d\alpha.
\end{equation}

Note that if the condition (3.7) is satisfied for some $d$, it is satisfied for all larger ones. Any of those will work for our subsequent considerations. We will choose the parameter $d$ in
the definition of the space $\mathcal{A}_{d,δ}$ such $d$ satisfies (3.7) is satisfied, i.e., depending upon the ratio between the linear contraction rate on the parametrization space of the LSM and its transversal, maximal eigenvalue.

Note that the setup involves four small parameters: $δ$ which controls the size of the ball, $θ$, which controls the aperture of the cone of complex values for $ε$, domain considered, $τ$ which controls the size of the complex extension, and $ε_0$, which is the maximum value of $|ε|$ for which the results are valid. Along the proof, we will specify some smallness conditions on these quantities. It will be important that all these parameters (in particular $δ$) can be chosen uniformly in the value of the dissipation.

Remark 3.5. The comparison of tangential and normal contraction rates is well-known in the theory of normally hyperbolic invariant manifolds, cf. [24]. It is interesting to remark that the conditions (3.7) go in the opposite direction of the requirements in [24], the manifolds we produce may violate the conditions of persistence in [24]. Indeed, arguably the most interesting case is when the SSM we produce are the slow manifolds. Since the transversal directions decrease much faster, we expect that the convergence towards the equilibrium gets close to the slow manifold. This property has been exploited in, e.g., chemical kinetics [63, 27].

3.2. Formulation of the main theorem. We are now ready to formulate informally our main result.

Theorem 3.6. Consider system (2.1) under Assumptions 2.1 and Assumption 3.3 and assume further that the matrix $L$ does not have repeated eigenvalues and that all the eigenvalues are imaginary.

Then, for $ε$ sufficiently small, there exists an invariant, analytic, two-dimensional manifold $M_ε$. As $ε$ converges to zero, the manifold $M_ε$ converges – in the sense of analytic manifolds – to the LSM in a domain whose size is independent of $ε$. Moreover, we have explicit asymptotic expansions to any order in $ε$, uniformly valid in a domain independent of $ε$. The manifold is unique among the invariant manifolds that are sufficiently differentiable at the origin.

The precise formulation of the main result is the following Theorem 3.7.

Theorem 3.7. Consider system (2.1) under Assumptions 2.1 and Assumption 3.3 and assume further that $L$ does not have repeated eigenvalues and that none of the $μ_k$ have strictly negative real part. Fix an integer $d$ satisfying (3.7).

Then, there exists a $δ > 0$ such that there is a sequence of functions $K_j : B_δ^2 → \mathbb{C}^n$ (extending to functions from $\tilde{B}_δ^2$) and $R_j : B_δ → B_δ^2$ (extending also to functions from $\tilde{B}_δ^2$), such that $K_j(0) = 0$, $R_j(0) = 0$, $DK_0(0)$ being the embedding from $\mathbb{R}^2$ to the real part $X_ε^1$ and such that $DR_0(0) = \begin{pmatrix} 0 & \omega_0 \\ -\omega_0 & 0 \end{pmatrix}$, with the following properties:
(1) The sequences $K_j$ and $R_j$ solve the equation \((3.1)\) in the sense of formal power series, i.e., for any $N \in \mathbb{N}$, setting
\[
K_\varepsilon \leq N(z) = \sum_{j=0}^{N} K_j(z)\varepsilon^j, \quad R_\varepsilon \leq N(z) = \sum_{j=0}^{N} R_j(z)\varepsilon^j,
\]
we have
\[
\|F_\varepsilon(K_\varepsilon \leq N(\cdot)) - DK_\varepsilon \leq N(\cdot)R_\varepsilon \leq N(\cdot)\|_{A_\delta,d} \leq C_N|\varepsilon|^{N+1}, \tag{3.8}
\]
for all $\varepsilon$ small enough.

(2) For $N \geq d$, there exists a unique $K_\varepsilon \in A_{\delta,d}^{\text{real}}$ such that
\[
F_\varepsilon(K_\varepsilon(z)) = DK_\varepsilon(z)R_\varepsilon \leq N(z)
\]
for all $\varepsilon \in \mathcal{C}_\theta$ small enough.

(3) Furthermore, for $\varepsilon \in \mathcal{C}_\theta$ (in particular for all $\varepsilon > 0$) small enough, we have
\[
\|K_\varepsilon \leq N - K_\varepsilon\|_{A_\delta,d} \leq C|\varepsilon|^N, \tag{3.9}
\]
for some constant $C > 0$.

Remark 3.8. The polynomials $K_\varepsilon \leq N$ and $R_\varepsilon \leq N$, satisfying the invariance equation up to high order, i.e., with a small error, will be obtained through formal calculations. The approximate solutions will satisfy the invariance equations for all $\varepsilon$, small enough, in a complex ball.

The smallness condition in $|\varepsilon|$ needed for the second conclusion in Theorem \((3.7)\), however, may depend upon $N$. This is a reasonable limitation since we do not expect that the formal sums $\hat{K}_\varepsilon = \sum_{j=0}^{\infty} K_j$ and $\hat{R}_\varepsilon = \sum_{j=0}^{\infty} R_j$ converge in the sense of series of analytic functions.

Remark 3.9. The approximate solutions $K_\varepsilon \leq N$ and $R_\varepsilon \leq N$ solve the invariance equation up to a very small error for all complex $\varepsilon$ small, in particular, also for $\varepsilon < 0$ and small. Then, these give approximately unstable manifolds. Whether these ghost manifolds correspond to actual invariant manifolds, is not obvious. In the case that the $\mu_k$ are all imaginary, by reversing the direction of time and changing the sign of $\varepsilon$ we can apply Theorem \((3.7)\) to obtain slow unstable manifolds for $\varepsilon \in -\mathcal{C}_\theta$.

These unstable SSMs for $\varepsilon < 0$ are smooth continuations of the stable SSMs for $\varepsilon > 0$. They are of physical interest, for example, in systems with active media or in periodic perturbations.

For subsequent arguments, it will be important that the approximate solutions obtained in the first conclusion of Theorem \((3.7)\) solve equation \((3.1)\) approximately in a neighborhood of the origin of size $\delta$, independent of $\varepsilon$. The procedure to find the solutions will be a global perturbation argument that depends on the known solutions of \((3.1)\) for $\varepsilon = 0$ given by the LSM.

In a second step, we will show that these approximate solutions can be corrected to true solutions. We take $R_\varepsilon \leq N$ as the solution, but we need to correct $K_\varepsilon \leq N$. Hence, in the second
step, the only unknown is $K_{\varepsilon}^\leq N$. Again, we note that these functions are supposed to be defined in domains whose size is uniform as the dissipation goes to zero.

These two steps are achieved by different methods. The calculation of the approximate solutions in the first step is done using a formal expansion based in a global averaging method. They provide approximations on a fixed neighborhood of $x$. The correction of the approximate solution into a true solution is based on transforming equation (3.1) into a fixed-point problem in a small ball in an appropriately chosen function space, centered at the approximate solution. The fact that we have to divide the proof into two different stages is very typical of singular perturbation theories. In the first stage, we get some perturbation that gets us a flimsy foothold in a neighborhood of the problem and then we switch to a more effective method. The second stage includes hypothesis on what is the outcome of the first stage.

Remark 3.10. Both $K, R$ are unknowns of the full problem. In the first stage, we deal with both unknowns to find approximate solutions. In the second stage we take $R_{\varepsilon} = R_{\varepsilon}^{\leq N}$ as So that the only unknown in the second state is the $K$.

This is possible because we take advantage of the underdeterminacy of the equation. See Remark 3.2. The fact that the second stage – mathematically the most delicate – has only one unknown, is an important advantages.

Figure 3.1. The perturbation of the LSM (in green) tangent to the two-dimensional perturbed subspace $X_1^\varepsilon$ at a fixed time, represented as the graph of $w_0$ plus a small perturbation $x \mapsto v(x, \varepsilon)$.
4. Proof of the Main Theorem

4.1. Outline of the Proof. In Section 4.2, we will derive some immediate consequences of the Assumption 3.3. After that, in Section 4.2, we perform some preliminary transformations, such as a partial normal form, which will simplify the calculations. In Section 4.3, we will construct the approximate solutions claimed in part 1) of Theorem 3.6. Again, we emphasize that the main difficulty is that we need to get solutions in a domain of size $\delta > 0$ which is independent of the dissipation parameter $\varepsilon$, so, it has to be a globally defined perturbation expansion.

Finally in Section 4.7, we will reformulate the problem of existence of solutions of (3.1) as a fixed-point problem for an operator defined on the $A_{\delta,d}$ spaces introduced before and show that it is a contraction in a small neighborhood of the approximate solution.

One subtle point of the contraction argument is that the contraction will be rather weak. Indeed, the contraction rate will be $r = 1 - C|\varepsilon| + O(|\varepsilon|^2)$.

This weak contraction nevertheless suffices because the approximate solution provided in the first conclusion of Theorem 3.7 solves the equation with very high accuracy $O(|\varepsilon|^{N+1})$ (in a domain independent of $\varepsilon$). Then, applying the contraction mapping theorem, we get that the difference between the approximation and the solution is $O(1 - r|\varepsilon|^{N+1}) = |\varepsilon|^N$ measured in an appropriate norm for globally defined functions.

4.2. Domain of attraction and preliminary changes of variables. In this section, we collect some rather elementary results that follow from Assumption 3.3. It seems that these conclusions are the only uses of Assumption 3.3 in the proof. Hence, any assumption that leads to them can be used.

4.2.1. Global domain of attraction. The following lemma will be a consequence of Assumption 3.3. It will be important for the transformation of the invariance equation (3.1) into a fixed point problem.

**Lemma 4.1.** Fix any vector field $R_\varepsilon$ that perturbs from a vector field $R_0$ as in the Lyapunov Subcenter Manifold Theorem 2.4, satisfying Assumption 3.3.

Then, for all $\varepsilon \in C_\theta$ (in particular for all $\varepsilon > 0$), we can find a complex domain $\tilde{B}_\delta^0$, which is mapped into itself by the forward flow of $R_\varepsilon$.

**Proof.** We will discuss first the real case. The desired result then follows from continuity.

Let $\Lambda_\varepsilon$ be the linear part the time one map of the flow generated by $R_\varepsilon$. We obtain that

$$\sigma(\Lambda_\varepsilon) = e^{\pm i\omega_0 - \alpha \varepsilon \pm i \alpha \varepsilon + O(\varepsilon^2)}, \tag{4.1}$$

If $\varepsilon \in C_\theta$, $\varepsilon$ is a perturbation of $|\varepsilon|$ in the sense that $\varepsilon - |\varepsilon| = O(\theta)|\varepsilon|$ and we can change $\varepsilon$ into $|\varepsilon|$ up to an error which is controlled by $\theta$.

Hence, $\Lambda_\varepsilon$ has more or less the same norm it would have in the real case. More precisely, we have that

$$|\Lambda_\varepsilon| = 1 - (\alpha + O(\theta))|\varepsilon| + O(|\varepsilon|^2),$$

$$|\Lambda_\varepsilon^{-1}| = 1 + (\beta + O(\theta))|\varepsilon| + O(|\varepsilon|^2), \tag{4.2}$$
because of Assumption \[ Assumption 3.3 \]
Therefore, the time one map of the flow in a ball of radius \( \delta \) has a derivative which agrees with the above at up to \( O(\delta) \) in \( B^2_{\delta} \) and up to \( O(\delta) + O(\tau) \) in \( \tilde{B}^n_{\delta} \), cf. \[ 1.2 \]. Hence, we can get that the spectrum is bounded away from 1 for all \( \delta \) sufficiently small, but the conditions of smallness for \( \delta \) can be taken independently of \( \varepsilon \).

\[
\| Dr_{\varepsilon} \| \leq 1 - (\alpha + O(\theta))|\varepsilon| + O(|\varepsilon|^2) + O(\delta + \mu) \equiv \gamma \\
\| D\phi_{\varepsilon}^{-1} \| \leq 1 + (\beta + O(\theta))|\varepsilon| + O(|\varepsilon|^2) + O(\delta + \mu) \tag{4.3}
\]

On the other hand, because the system has a conserved quantity for \( \varepsilon = 0 \), we have that the nonlinear term has an effect which is \( O(|\varepsilon||x|^2) \).

Hence, the only possibility for the balance of the conserved quantity against the decrease induced by the dissipative dynamics is that \( |x| = O(1) \), independently upon \( \varepsilon \). \( \square \)

**Remark 4.2.** Notice that the above argument essentially uses that the real part of the contraction factor changes with a leading order comparable with \( |\varepsilon| \). We anticipate (see Section \[ 5 \]) that, if the contraction was moving more slowly and the nonlinear terms were moving still with \( |\varepsilon| \), it would be possible to find periodic orbits in arbitrary small neighborhoods, for small \( |\varepsilon| \). In \[ 17 \], it was observed that these periodic orbits provide an obstruction to the existence of manifolds with sufficiently high differentiability, in particular, analytic manifolds.

Of course, even if the real part of the contraction changed more slowly that \( |\varepsilon| \), say \( O(|\varepsilon|^2) \), we could recover the result of the global domain of attraction by assuming properties of the non-linear terms and the rest of the proof could go through.

In many practical problems, the dissipation is a global phenomenon that does not get stopped by the non-linear terms, hence in many practical systems, the conclusions of Proposition \[ 4.1 \] hold even if Assumption \[ 3.3 \] does not hold (but other global assumptions do). It would be interesting to formulate other general physically meaningful assumptions that account for these phenomena.

### 4.2.2. Preliminary changes of variables

In this section, we perform some analytic changes of variables that simplify our formulas. Under our assumptions, we have that

\[
|k\lambda_{\varepsilon} - \mu_j^\varepsilon| \geq \kappa > 0, \quad \forall k \in \mathbb{Z}, \quad |\varepsilon| \leq \varepsilon_0, \tag{4.4}
\]

for some \( \varepsilon_0, \kappa > 0 \) and \( 1 \leq j \leq n - 2 \).

This follows because the imaginary parts for \( k\lambda_{\varepsilon} - \mu_j^\varepsilon \) differ by a constant for \( |k| > d \).

We can check that for \( k \) small, we cannot generate any new resonances. For large \( k \) they cannot be generated either, since then the imaginary parts of \( k\lambda_{\varepsilon} \) and \( \mu_j^\varepsilon \) are very different.

First, we can adjust our coordinates \( (x,y) \in X_1 \oplus X_2 \) such that the LSM invariant for \( F_0 \) corresponds to one of the coordinates. That is to say, in this coordinate system, we have that the embedding is just \( K_0(x) = (x, 0) \). The plane \( \{y = 0\} \) then defines an invariant manifold for the vector

\[
F_0(x, y) = (R_0(x), A(x, y)),
\]
where \((x, y) \mapsto A(x, y)\), the direction transversal to the \(R_0\) field that satisfies \(A(x, 0) = 0\). We can therefore arrange that

\[
DK_\varepsilon(0) = \Pi_{X_1},
\]

(4.5)
is a fixed isometric embedding from \(\mathbb{R}^2\) (or \(\mathbb{C}^2\)) into the invariant space (which we arrange to be the first components of the space). The normalization (4.5) indicates that the embeddings \(K\) will be in the affine space \(\Pi_{X_1} + A_{real}^{\varepsilon}\).

Note that, in particular, in these coordinates, \(DK_\varepsilon(0)\) will be independent of \(\varepsilon\). In the same vein, we can arrange that \(DR_\varepsilon(0)\) is the constant map corresponding to the eigenvalues \(\lambda_\varepsilon^\pm\). In contrast with \(DK_\varepsilon(0), DR_\varepsilon(0)\) does depend on \(\varepsilon\).

We can also make sure that the the conserved quantity on the LSM is just given by \(|x|^2\). From the results in [37, 61], we know that there exists a system of coordinates, such that \(R_0\) takes the form

\[
R_0(x) = \begin{pmatrix} 0 & \Omega(|x|^2) \\ -\Omega(|x|^2) & 0 \end{pmatrix} x,
\]

(4.6)
with \(\Omega(0) = \omega_0\), for \(\omega_0 \in \mathbb{R}\), being the linear frequency of the Lyapunov mode.

Proceeding as in the theory of normal forms [55, 67], for any \(N \in \mathbb{N}\), we can take advantage of the assumed absence of resonances, cf. (4.4), and change variables polynomially in \(x\) and analytically in \(\varepsilon\), such that, separating the variables into \(x\), the tangent to the LSM and \(y\), the tangent to the complementary space, we have

\[
F_\varepsilon(x, y) = (L + \varepsilon C)(x, y) + \Omega(x)y + O(|y|^2) + O(|x|^{N+1})
\]

(4.7)
Note that the above normal form can be done uniformly for all \(\varepsilon\) sufficiently small.

4.3. **Approximate solutions to the invariance equation (3.1).**

4.3.1. **Construction of approximate solutions.** In this section, we construct the sequences \(K_j, R_j\) introduced in Theorem 3.7 based on perturbation theory (averaging theory). We again recall that the important feature is that the size of of the domain where the approximation is obtained is independent of the size of the dissipative parameter.

The perturbation theory we use is valid with uniform bounds in a neighborhood in the \(x\) variables which is independent of \(\varepsilon\). The perturbation theory uses essentially the assumption that there is a LCM consisting of periodic orbits and is basically a sophisticated version of the averaging method on periodic orbits. Note that this global perturbation theory is very different from the perturbation theory based on normal forms which just matches expansions near the origin of coordinates; these local expansions are very good near the origin, but the region they describe depends on \(\varepsilon\). For our purposes, it is crucial that we can obtain estimates in a region of \(x\) which is independent of \(\varepsilon\).

We remark that the methods used in this section are rather elementary extensions of averaging theory and that they work just as well for finitely differentiable vector fields.

By assumption, equation (3.1) is satisfied for \(\varepsilon = 0\) by the Lyapunov Subcenter Theorem, i.e.,

\[
F_0(K_0(x)) = DK_0(x)R_0(x).
\]

(4.8)
Formally expanding $F_\epsilon$, $K_\epsilon$ and $R_\epsilon$ in $\epsilon$,

$$F_\epsilon(x) = \sum_{j=0}^{N} F_j(x)\epsilon^j + O(\epsilon^{N+1}),$$

$$K_\epsilon(x) = \sum_{j=0}^{N} K_j(x)\epsilon^j + O(\epsilon^{N+1}),$$

$$R_\epsilon(x) = \sum_{j=0}^{N} R_j(x)\epsilon^j + O(\epsilon^{N+1}),$$

we see that equation (3.1) at order $\epsilon$ becomes

$$DF_0(K_0(x))K_1(x) + F_1(K_0(x)) = DK_0(x)R_1(x) + DK_1(x)R_0(x). \tag{4.10}$$

The terms $F_0$ and $F_1$ are given by the right-hand side of the differential equation, while $K_0$ and $R_0$ are given by the shape and the dynamics of the LSC, respectively. The unknowns of (4.10) are $K_1$, $R_1$, which are respectively the first order corrections to the shape of the invariant manifold and to the dynamics on it.

More generally, we claim (see the justification below) that expanding to higher order in $\epsilon$,

$$(DF_0(K_0(x)))K_n(x) - (DK_n(x))R_0(x) = F_n(K_0(x)) + DK_0(x)R_n(x) + S_n(x), \tag{4.11}$$

where $S_n(x)$ is a polynomial expression involving $K_1, ..., K_{n-1}$ and $R_1, ..., R_{n-1}$, as well as their derivatives.

We will study the equations (4.11) recursively. We will show that if $K_1, ..., K_{n-1}$ and $R_1, ..., R_{n-1}$ – and hence $S_n$ – are known, we can find $(K_n, R_n)$ solving (4.11).

To prove (4.11), we first note that

$$\frac{\partial^n}{\partial \epsilon^n} \left. (DK_\epsilon(x)R_\epsilon(x)) \right|_{\epsilon=0} = \sum_{j=0}^{n} \frac{\partial^j DK_\epsilon}{\partial \epsilon^j}(x) \frac{\partial^{n-j} R_\epsilon}{\partial \epsilon^{n-j}}(x) \bigg|_{\epsilon=0}$$

$$= DK_n(x)R_0(x) + DK_0(x)R_n(x) + \sum_{j=1}^{n-1} DK_j(x)R_{n-j}(x). \tag{4.12}$$

Next, we prove inductively that

$$\frac{\partial^n}{\partial \epsilon^n} F_\epsilon(K_\epsilon) = \frac{\partial^n F_\epsilon}{\partial \epsilon^n} (K_\epsilon) + \frac{\partial F_\epsilon}{\partial x} \frac{\partial^n K_\epsilon}{\partial \epsilon^n} + P_n(K_\epsilon, F_\epsilon, ...), \tag{4.13}$$
where $P_n$ is a polynomial in $F_\varepsilon, K_\varepsilon$ and their derivatives up to order $n - 1$ in $\varepsilon$. For $n = 1$, we obtain \((4.10)\). Assuming the formula for $n$, we obtain

\[
\frac{\partial^{n+1}}{\partial \varepsilon^{n+1}} F_\varepsilon(K_\varepsilon) = \frac{\partial}{\partial \varepsilon} \left( \frac{\partial^n F_\varepsilon(K_\varepsilon)}{\partial \varepsilon^n} + \frac{\partial F_\varepsilon}{\partial x} \frac{\partial^n K_\varepsilon}{\partial \varepsilon^n} + P_n(K_\varepsilon, F_\varepsilon, \ldots) \right)
\]

\[
= \frac{\partial^{n+1} F_\varepsilon}{\partial \varepsilon^{n+1}}(K_\varepsilon) + \frac{\partial^n F_\varepsilon}{\partial \varepsilon^n} \frac{\partial K_\varepsilon}{\partial x} + \frac{\partial F_\varepsilon}{\partial x} \frac{\partial^{n+1} K_\varepsilon}{\partial \varepsilon^{n+1}}
\]

\[
+ \frac{\partial^2 F_\varepsilon}{\partial x^2} \frac{\partial^n K_\varepsilon}{\partial \varepsilon^n} + \frac{\partial^2 F_\varepsilon}{\partial x^2} \frac{\partial^n K_\varepsilon}{\partial \varepsilon^n} \frac{\partial K_\varepsilon}{\partial x} + DP_n(K_\varepsilon, F_\varepsilon, \ldots) \cdot \left( \frac{\partial K_\varepsilon}{\partial \varepsilon}, \frac{\partial F_\varepsilon}{\partial \varepsilon}, \ldots \right),
\]

(4.14)

where the last bracket contains derivatives in $\varepsilon$ up to order $n$. This proves \((4.11)\). Equation \((4.11)\) defines a linear, first-order system of PDEs of the form

\[
M(x)K_n(x) - DK_n(x)R_0(x) + \eta(x) = 0
\]

(4.15)

for $K_1 : \mathbb{R}^2 \to \mathbb{R}^N$, $R_0 : \mathbb{R}^2 \to \mathbb{R}^2$ and $\eta : \mathbb{R}^2 \to \mathbb{R}^N$ (again, all of them extend to a complex domain). In our case,

\[
\eta(x) = -DK_0(x)R_n(x) - F_n(K_0(x)) + S_n(x), \quad M(x) = DF_0(K_0(x)).
\]

(4.16)

The coefficients in the left-hand side of equation \((4.15)\) are the same for all $n$, i.e., $M(x)$ and $R_0(x)$ do not depend upon $n$. We will develop a theory for general $\eta$ and discover that, to have a solution, $\eta$ has to satisfy some constraints. For our problem, however, $\eta$ contains the unknown $R_n$. Hence, we will determine $R_n$ so that $\eta$ satisfies the compatibility conditions for the existence of $K_n$ and hence, we can determine $K_n$. Similar procedures (one of the unknowns is determined so that compatibility conditions are met) happen in many perturbative theories in mechanics \[3,26\]. They seem to have originated in the perturbative expansions in Celestial Mechanics. We will apply this procedure only a finite number of times (bigger than $d$ in \((3.7)\)). Our only goal is to produce and approximate solution and we do not need (indeed we do not expect) that the series converges.

### 4.4. Study of the cohomology equation \((4.15)\)

In this section, we analyze the cohomology equation \((4.15)\). The main result is to identify the obstructions in $\eta$ for the existence of solutions $K_n$. Later, we will study how to apply this obstructions to find $R_n$ solving \((4.11)\).

Notice that \((4.15)\) simply says that if $x(t)$ is a solution of $\dot{x} = R_0(x)$ then

\[
DK_n(x(s))R_0(x(s)) = \frac{d}{ds}K_n(x(s)) = M_0(x(s))K_n(x(s)) + \eta(x(s))
\]

(4.17)

The solutions of $\dot{x} = R_0(x)$ are precisely the periodic Lyapunov orbits. Hence, \((4.17)\) is a linear equation with periodic coefficients and periodic forcing. If $K_n$ has be a function of the point $x(s)$ it has to be a periodic function of time of the same period as the orbit $x(s)$. 
Hence, we study the system:

\[
\frac{dx}{ds}(s) = R_0(x(s)), \\
\frac{du}{ds}(s) = \eta(x(s)) + M(x(s))u(s).
\]  

(4.18)

The first equation in (4.18) can be written in polar coordinates as

\[
\frac{d\rho}{ds}(s) = 0, \\
\frac{d\theta}{ds}(s) = -\Omega(\rho(s)^2),
\]

(4.19)

for \(x(s) = (\rho(s)\cos(\theta(s)), \rho(s)\sin(\theta(s)))\) and its solution is given by

\[
x(s) = \rho_0\left(\cos(\theta_0 - \Omega(\rho_0^2)s), \sin(\theta_0 - \Omega(\rho_0^2)s)\right).
\]

(4.20)

Note that the equations (4.18) are just the equations of variation around Lyapunov orbits subject to some forcing. See [33, 48, 15] for numerical treatments of (4.18) in celestial mechanics. Note that equations at all orders are equations of the same form.

Since the trajectory of \(s \mapsto x(s)\) is periodic of period \(T(\rho_0) = \frac{2\pi}{\Omega(\rho_0)}\) in order for \(s \mapsto u(s)\) to define a function of \(x(s)\), the solution to the second equation in (4.18) must be periodic. More precisely, for a given \(\rho_0\), we have to find a condition on the function \(s \mapsto \eta(x(s; \rho_0))\), such that the equation

\[
\frac{du}{ds}(s; \rho_0) = \eta(x(s; \rho_0)) + M(x(s; \rho_0))u(s), \\
u(0; \rho_0) = u_0(\rho_0),
\]

(4.21)

has a \(T\)-periodic solution.

Since the equation is a non-homogeneous linear equation, the standard variation of parameters formula gives

\[
y(t) = \Phi(t; t_0) \left[ y_0 + \int_{t_0}^t \Phi(s; t_0)^{-1}\eta(s) \, ds \right],
\]

(4.22)

where \(\Phi(t; t_0)\) is the fundamental solution of the non-autonomous homogeneous problem

\[
\frac{d}{dt}\Phi(t; t_0) = M(x(t))\Phi(t, t_0); \quad \Phi(t_0; t_0) = \text{Id}
\]

(4.23)

For typographical reasons, we omit the dependence on \(x_0\).

To have a periodic solution, i.e., \(y(t + T) = y(t)\), it suffices to show that \(y(t_0) = y(t_0 + T)\), where \(T\) is the period of the Lyapunov orbit or, explicitly,

\[
y_0 = \Phi(t_0 + T; t_0) \left[ y_0 + \int_{t_0}^{t_0+T} \Phi(s; t_0)^{-1}\eta(s) \, ds \right].
\]

(4.24)
Rearranging (4.24) gives

\[ [\Phi(t_0 + T; t_0) - \text{Id}] y_0 = \Phi(t_0 + T; t_0) \int_{t_0}^{t_0+T} \Phi(s; t_0)^{-1} \eta(s) \, ds \]

\[ = \int_{t_0}^{t_0+T} \Phi(t_0 + T, s) \eta(s) \, ds \]  

(4.25)

Since \( \Phi(t_0 + T, t_0) \) is the linearization of the unperturbed flow under the unperturbed flow, we see that the spectrum of \( \Phi(t_0 + T, t_0) \) will contain two eigenvalues 1 (one of them corresponding to the direction of the flow and another one corresponding to the conservation of the energy).

To analyze the \( n - 2 \) remaining Lyapunov exponents, we observe that, if we fix a sufficiently small neighborhood in the Lyapunov manifold, the matrix \( M(s) \) will be a small perturbation of the constant matrix \( L \) and that the period \( T \) is close to \( 2\pi/\omega_0 \). Hence the spectrum of \( \Phi(t_0 + T; t_0) \) will be close to the spectrum of \( \exp(2\pi i L/\omega_0) \).

Putting the two remarks together, we conclude that in a neighborhood in the manifold, the spectrum of \( \Phi(t_0 + T; t_0) \) contains two eigenvalues which are exactly 1 and the remaining \( n - 2 \) are close to \( \exp(2\pi i \mu k \omega_0) \), which is bounded away from one because of the non-resonance assumptions for Lyapunov orbits.

Equation (4.25), therefore, can be solved if and only if, the right-hand side has no components over the eigenspaces corresponding to the eigenvalues 1 identified before as the direction of the flow and the gradient of the energy.

We can proceed as in the proof of the Lyapunov theorem and take a surface of section in a coordinate axis in the \( X_1 \) space. This eliminates the eigenvalue 1 corresponding to the flow. Another way to interpret this is to observe that all the points in the periodic orbit are solutions, so that we always get a one-dimensional family of solutions.

The fact that the projection of the right-hand side in the direction of the gradient of the energy is a true obstruction for the existence of solutions \( K_n \) of (4.15) will be overcome in the next step, where we will determine \( R_n \) - this agrees with the results of classical averaging theory.

### 4.5. Algorithm for the iterative step of perturbative expansions

Using the theory of the cohomology equation as derived in the previous section, we can device an algorithm to solve to solve recursively the equations for \( K_n, R_n \). To do so, we first determine \( R_n \) so that \( \eta \) in the right-hand side of (4.16) satisfies the constraints needed for the existence of \( K_n \). Then, we determine \( K_n \) using the formulas (4.15). Note that in this selection, the dependence on the periodic orbit becomes very important.

By choosing the energy \( I \) as one coordinate, one coefficient of the matrix \( M \) is identically zero, due to energy conservation in the unperturbed system. Also, in our system of coordinates, the matrix \( DK_0 \) is the identity, so that, using (4.16), the condition for the existence of a periodic orbit becomes

\[
\int_0^{2\pi} \Pi_E R_0(x(s, \rho_0)) \, ds = \int_0^{2\pi} \Pi_E (F_n(x(s, \rho_0)) + S_n(x(s; \rho_0)) \, ds,
\]  

(4.26)
where \( \Pi_E \) denotes the projection in the direction of the energy with respect to the eigenvalues.

Due to the underdetermined nature of the invariance equation (3.1), we may choose any admissible function \( R_n \). For the sake of simplicity, we choose it to be constant and obtain

\[
R_n(\rho_0) = \frac{1}{T(\rho_0)} \int_0^{T(\rho_0)} \Pi_E(F_n(x(s, \rho_0)) + S_n(x(s; \rho_0))) \, ds.
\]  

(4.27)

**Remark 4.3.** For \( n = 1 \), we recover the results of the well known averaging method or the Melnikov theory. We can, therefore, interpret \( R_n \) for \( n > 1 \) as higher order extensions of Melnikov’s method.

Also, the case of \( n = 1 \) in the above derivation also can be obtained by more familiar averaging arguments or fast/slow variables. Since these methods are more familiar in the mechanical systems community, we outline them here.

We observe that the conserved quantity of the unperturbed system is a slow variable for the perturbed system, as it evolves with a speed \( O(\varepsilon) \). Denoting by \( x^\varepsilon(t) \) the orbits of the perturbed system, we see that

\[
\frac{d}{dt} I(x^\varepsilon(t)) = (\nabla I)(x^\varepsilon(t)) \cdot F_\varepsilon(x^\varepsilon(t))
\]

\[
= (\nabla I)(x^\varepsilon(t)) \cdot (Lx^\varepsilon(t) + N(x^\varepsilon(t)) + \varepsilon(Cx^\varepsilon(t) + G(x^\varepsilon(t))))
\]

\[
= \varepsilon(\nabla I)(x^\varepsilon(t))(Cx^\varepsilon(t) + G(x^\varepsilon(t))).
\]

The change of energy on a cycle is then given by

\[
\int_0^T \frac{d}{dt} I(x^\varepsilon(t)) = \varepsilon \int_0^T (\nabla I)(x^\varepsilon(t))(Cx^\varepsilon(t) + G(x^\varepsilon(t)))
\]

\[
= \varepsilon \int_0^T (\nabla I)(x^0(t))(Cx^0(t) + G(x^0(t))) + O(\varepsilon^2).
\]

where we used that, by the smooth dependence on parameters, during the finite interval \( [0, T] \), we have \( |x^\varepsilon(t) - x^0(t)| = O(\varepsilon) \).

Hence, we approximate, at first order, the evolution of the energy over a cycle by the average.

If we seek for the invariant manifold to be given by selecting the normal variables as a function of the energy, we see that since this function will be of order \( \varepsilon \), the invariant manifold will be obtained by selecting the normal variables to be periodic.

4.5.1. **Some analytic considerations.** Now we finish the proof of the first conclusion in Theorem 3.7. We examine carefully the formal solutions obtained in the previous section and obtain the desired estimates in the appropriate function space. Since the procedure is going to be applied a finite number of times, we will not need very detailed estimates.

We proceed by induction, assuming that the \( K_1, \ldots, K_{n-1} \) and \( R_1, \ldots, R_{n-1} \) are in the appropriate spaces and we want to conclude the same for the \( K_n \) and \( R_n \).

First of all, we argue that \( K_n \) and \( R_n \) are (complex) differentiable away from the origin.
The differentiability of the average is clear. The differentiability of $y_0$ – the initial condition in the transversal section – with respect to $\rho$ follows from the fact that it is a solution of the implicit equation (4.25) whose coefficients depend differentiability on the radius $\rho_0$. The differentiability with respect to the angle is clear for $R_n$ and for $K_n$ it follows because it solves a differential equation. This shows that the function $R_n$ is also differentiable at $\rho_0 = 0$. For the function $K_n$, we argue similarly. We note that the choice of $y_0$ is also differentiable as a function of $\rho_0$ (we are inverting a matrix which is clearly differentiable). Then, the propagation (4.15) is also differentiable along the angle. Again, we use the induction assumption that the forcing terms vanish to $O(\rho^d)$. Finally, to obtain the estimates claimed in Theorem (3.7), we find that the recursive solution procedure gave functions $K_1, \ldots, K_N$ as well as functions $R_1, \ldots R_N$, which are uniformly differentiable. Also, the function $F_{\epsilon} \circ K^{\leq N} - DK^{\leq N} R^{\leq N}$, (4.28) is differentiable in $\epsilon$ for fixed $x \in B^2_{\delta}$. Since the functions $K^{\leq N}$ and $R^{\leq N}$ have been chosen to match the derivatives with respect to $\epsilon$ of the invariance equation up to order $N$, the first conclusion of Theorem 3.7 follows.

Remark 4.4. We note that the results obtained here apply also to the case that $F_{\epsilon}$ is only finitely differentiable, jointly in $\epsilon$ and $x$. If the function is $C^\ell$ jointly in $\epsilon$ and $x$ we see that the equations at order $j$ involve $C^{\ell-j}$ functions and the algebraic functions of the previously computed solutions.

The solutions are obtained using only soft arguments such as implicit function theorems and hence, the solutions are as smooth as the right hand side. Therefore, by induction, we obtain that the $K_j$’s and $R_j$’s are $C^{k-j}$ and that the of the expansion up to order $N$ is $O(|\epsilon|^{N+1})$ small in the sense of $C^\ell N^{-2}$. 4.6. An alternative approach to the theory of the cohomology equation and its analytic estimates using Fourier series. In several applications, it is convenient to develop an approach for (4.15) based on Fourier series [33, 48]. We recall that a function $\phi(x)$ is analytic in a neighborhood of the origin if and only if it admits an expansion $\phi(x) = \sum_{n_1, n_2 \in \mathbb{N}} \phi_{n_1, n_2} x_1^{n_1} x_2^{n_2}$. Using polar coordinates $x_1 = \rho \cos(\theta), x_2 = \rho \sin(\theta)$ we see that

$$\phi(x) = \sum_{n_1, n_2 \in \mathbb{N}} \phi_{n_1, n_2} x_1^{n_1+n_2} \cos(\theta)^{n_1} \sin(\theta)^{n_2} = \sum_{n \in \mathbb{N}} \rho^n \sum_{k \in \mathbb{Z}, |k| \leq n} e^{ik\theta} = \sum_{k \in \mathbb{Z}} \phi_k(\rho) e^{ik\theta}$$

As it is well known, functions are analytic in a non-trivial domain if and only if the coefficients decrease exponentially. A certain exponential rate in the decrease of coefficients implies analyticity in a domain and analyticity in a domain implies an exponential rate of decrease of the coefficients; the conditions are not exactly symmetric, but this does not matter for us, since we will only use the procedure a finite number of times.

To study (4.15), we can observe that, for each fixed value of $\rho$, the equation (4.21) is a linear periodic equation in the time variable $s$. For sufficiently small $\rho$, the matrix $M$ is
a perturbation of a constant coefficient equation. It follows from Floquet theory [16] that
for a fixed \( \rho \), we can perform a linear, \( T \) periodic change\(^4\) of variables in such a way that
the matrix becomes independent of \( s \). Furthermore, the change of variables can be chosen
in a way which depends analytically on \( \rho \).

Hence, the equation (4.15) is equivalent to

\[
2\pi i \Omega(\rho) k \phi_k(\rho) - A(\rho) \phi_k(\rho) = \eta_k(\rho).
\]

For \( k \neq 0 \), the above equation can be solved because \( 2\pi i \Omega(\rho) k \not\in \sigma(A(\rho)) \) for all \( \rho \) in an
small neighborhood. Hence, we just set

\[
\phi_k(\rho) = \left(2\pi i \Omega(\rho) k \phi_k(\rho) - A(\rho) \phi_k(\rho)\right)^{-1} \eta_k(\rho).
\]

For \( k = 0 \), the equation amounts to

\[
A(\rho) \phi_0(\rho) = \eta_0(\rho).
\]

As indicated, in Section 4.2.2 we have that there is an eigenvalue zero of \( A(\rho) \) corresponding
to the change of energy and, by the non-resonance assumption and the perturbation
arguments, this is the only zero eigenvalue. Hence we obtain, again, that the obstruction
is just that the average of the change of energy of \( \eta \) vanishes.

There is a constant \( C > 0 \) such that

\[
\|2\pi i \Omega(\rho) k \phi_k(\rho) - A(\rho) \phi_k(\rho)\| \leq C.
\]

Therefore, if \( \eta \) satisfies the obstruction and is an analytic function a domain, then the
solution of (4.15) is analytic in a slightly smaller domain.

Remark 4.5. The above procedure also works for finitely differentiable functions, but the
results are weaker than those obtained by the method of integral equations. We know that
if \( \phi \) is \( C^\ell \), then the Fourier coefficients satisfy \( |\phi_n| \leq C n^{-\ell} \). The approximate converse is
that if \( |\phi_n| \leq C n^{-\ell-\tau} \) for some \( \tau > 0 \) then \( \phi \in C^\ell \).

Hence, by working with Fourier coefficients to analyze (4.15) we obtain estimates with \( 1+\nu \) derivatives less. For the purposes of this section, this is not a fatal loss since we only need
to apply it a finite number of times. On the other hand, it would be an unsuitable analysis
for a fixed point argument.

A comparison between Fourier methods and integral formulas for closely related problems
appears in [31].

4.7. The Fixed-Point Argument. We start by transforming equation (3.1) into an
equivalent form, suitable for a fixed point argument. Let \( \phi^\varepsilon \), either defined as a function
\( \phi^\varepsilon : \mathbb{R}^n \to \mathbb{R}^n \) or \( \phi^\varepsilon : \mathbb{C}^n \to \mathbb{C}^n \), be the flow map associated to the vector field \( F^\varepsilon \),
i.e.,

\[
\frac{d}{dt} \phi^\varepsilon(t) = F^\varepsilon \circ \phi^\varepsilon(t), \quad \phi^\varepsilon(0) = \text{Id}.
\]

\(^4\)Of course, in the general Floquet theory, we may need to make \( 2T \) periodic changes of variables, but
in our case, for small \( \rho \) the differential equation is a perturbation of the constant equation \( L \) so that the
reducibility matrix is periodic and depends analytically on the parameter \( \rho \).
Analogously, let \( r^t_\varepsilon \), either defined as a function \( r^t_\varepsilon : \mathbb{R}^n \to \mathbb{R}^n \) or \( r^t_\varepsilon : \mathbb{C}^n \to \mathbb{C}^n \), be the flow associated to the vector field \( R_\varepsilon \), i.e.,
\[
\frac{d}{dt} r^t_\varepsilon = R_\varepsilon \circ r^t_\varepsilon, \quad r^0_\varepsilon = \text{Id}.
\]
To simplify notation, we denote the corresponding time-one maps as \( \phi_\varepsilon = \phi^1_\varepsilon \) and \( r_\varepsilon = r^1_\varepsilon \).

The invariance equation (3.1) is then equivalent to
\[
\phi^t_\varepsilon (K_\varepsilon(x)) = K_\varepsilon(r^t_\varepsilon(x)),
\]
for all \( t \geq 0 \). Consider equation (4.29) only for \( t = 1 \) and rewrite it as
\[
K_\varepsilon(x) = \phi^{-1}_\varepsilon \circ K_\varepsilon(r_\varepsilon(x)).
\]
Later, we will show that the solution of (4.30) also solves (4.29) and, hence (3.1). To establish existence of solution of (3.1) we will show that the operator defined by the RHS of (4.30) is a contraction in a ball around the approximate solution produced in Part 1) of Theorem 3.6.

As we already have found an approximate solution \( K_\varepsilon^{\leq N}(x) \) in both \( x \) and \( \varepsilon \) (4.9), we can reformulate (4.29) as
\[
K_\varepsilon^{\leq N}(x) + K_\varepsilon^{> N}(x) = \phi^{-1}_\varepsilon \left( K_\varepsilon^{\leq N}(r_\varepsilon(x)) + K_\varepsilon^{> N}(r_\varepsilon(x)) \right).
\]
That is to say, \( K_\varepsilon^{> N} \) should be a fixed point of the \( \varepsilon \)-dependent functional
\[
T_\varepsilon(K)(x) = \phi^{-1}_\varepsilon \circ \left( K_\varepsilon^{\leq N} + \hat{K}(r_\varepsilon(x)) \right) \circ r_\varepsilon(x) - K_\varepsilon^{\leq N}(x).
\]
We will first show that for all \( \varepsilon \in C_\theta \), \( T_\varepsilon \) defined in (4.32), maps a ball in \( A_{d,d}^{\text{real}} \) and is a contraction. After that, we will study the dependence of the fixed point on \( \varepsilon \) and show that the fixed point is analytic in \( \varepsilon \) for \( \varepsilon \in C_\theta \) and that near zero, it has an asymptotic expansion. We also recall (see Remark 3.9) that, by reversing the time we can also study the case \( \varepsilon \in -C_\theta \).

In particular, we will obtain that, if we consider \( \varepsilon \in \mathbb{R} \) – the physically more interesting case –, we have that the fixed point as a function of \( \varepsilon \) is real analytic for \( \varepsilon \in \mathbb{R} \setminus \{0\} \) and \( C^\infty \) at \( \varepsilon = 0 \).

First, we claim that \( T_\varepsilon : B^\sigma_{A_{d,d}^{\text{real}}} \subseteq A_{d,d}^{\text{real}} \to A_{d,d}^{\text{real}} \), for
\[
B^\sigma_{A_{d,d}^{\text{real}}} = \{ K \in A_{d,d}^{\text{real}} : \| K \|_{A_{d,d}} < \sigma \},
\]
is well-defined.

Indeed, by the second statement in Assumption 3.3, \( \hat{B}^\sigma_{\delta} \) is mapped into itself by \( r_\varepsilon \) for all \( \varepsilon \in C_\theta \). Therefore \( K(r_\varepsilon(x)) \) is well-defined for \( |x| < \delta \). We also note that \( D(\phi^{-t}_\varepsilon \circ K^{< N} \circ r^t_\varepsilon)(0) = \text{Id} \) and that if \( K \) vanishes to high order, get that \( T_\varepsilon(K) \) also satisfies the normalization of there derivative (4.5).

To see that \( T_\varepsilon(K(x)) = \mathcal{O}(|x|^d) \), it suffices to employ the coordinate system (4.2.2) and the
fact that $K_{\varepsilon}^{\leq N}$ solves the invariance equation up to order $d$ in $x$. Clearly, $T_\varepsilon(K)|_{R^2} \subseteq \mathbb{R}^N$. Since $K_{\varepsilon}^{\leq N}$ is an approximate solution to \((4.29)\) up to order $|\varepsilon|^N$, it follow that
\[
\|T_\varepsilon(0)\|_{A_{\delta,d}} = \mathcal{O}(|\varepsilon|^N). \tag{4.34}
\]

To estimate the contraction rate of the functional $T_\varepsilon$, we calculate
\[
\|T_\varepsilon(\hat{K}_1) - T_\varepsilon(\hat{K}_2)\|_{A_{\delta,d}} = \sup_{|z| < \delta} |z|^{-d} \left| \phi_\varepsilon^{-1}\left( K_{\varepsilon}^{\leq N}(r_\varepsilon(z)) + \hat{K}_1(r_\varepsilon(z)) \right) - \phi_\varepsilon^{-1}\left( K_{\varepsilon}^{\leq N}(r_\varepsilon(z)) + \hat{K}_2(r_\varepsilon(z)) \right) \right|
\]
\[
\leq \text{Lip}(\phi_\varepsilon^{-1}) \sup_{|z| < \delta} |z|^{-d} |\hat{K}_1(r_\varepsilon(z)) - \hat{K}_2(r_\varepsilon(z))|
\]
\[
\leq \left[ (1 + |\varepsilon|\beta + \mathcal{O}(\varepsilon^2) + \mathcal{O}(\delta)) \sup_{z \in B^a_\delta} |z|^{-d} |\hat{K}_1(r_\varepsilon(z)) - \hat{K}_2(r_\varepsilon(z))| \right]
\]
\[
\leq \left[ (1 + |\varepsilon|\beta + \mathcal{O}(\varepsilon^2) + \mathcal{O}(\delta)) \sup_{z \in B^a_\delta} |\varepsilon|^{-d} \sup_{r_\varepsilon(z) \in B^a_\delta} |r_\varepsilon(z)|^{-d} |\hat{K}_1(r_\varepsilon(z)) - \hat{K}_2(r_\varepsilon(z))| \right]
\]
\[
\leq \left[ (1 + \varepsilon^2 + \mathcal{O}(\varepsilon^2)) \gamma^d \|\hat{K}_1 - \hat{K}_2\|_{A_{\delta,d}} \right], \tag{4.35}
\]

where $\gamma$ is the contraction factor introduced in \((4.34)\). Expanding the contraction factor to leading orders in $|\varepsilon|$, we obtain
\[
\|T_\varepsilon(\hat{K}_1) - T_\varepsilon(\hat{K}_2)\|_{A_{\delta,d}} \leq \left( 1 + (\beta - d\alpha + \mathcal{O}(\theta))|\varepsilon| + \mathcal{O}(|\varepsilon|^2) + \mathcal{O}(\delta) \right) \|\hat{K}_1 - \hat{K}_2\|_{A_{\delta,d}}, \tag{4.36}
\]

which, by \((3.7)\), implies that $T_\varepsilon$ is a contraction for $\varepsilon$, $\theta$ and $\delta$ small enough.

Remark 4.6. It will be important for future applications to observe that, after we fix the $\theta$, $\mu$, $\delta$, the contraction is uniform for all values of $\varepsilon \in C_\theta$ that satisfy $0 < a_- < |\varepsilon| < a_+$. Of course, these uniform rate of contraction becomes close to 1 as $a_-$ converges to zero and we cannot obtain a uniform contraction for all $\varepsilon \in C_\theta$.

To see that $T\left( B^{\sigma}_{A_{\delta,d}^{\varepsilon,\text{cat}}} \right) \subseteq B^{\sigma}_{A_{\delta,d}^{\varepsilon,\text{cat}}}$, for some $\sigma = \sigma(\varepsilon) > 0$, we observe that, for $\varepsilon$ sufficiently small,
\[
\|T_\varepsilon(\hat{K})\|_{A_{\delta,d}} = \|T_\varepsilon(\hat{K}) - T_\varepsilon(0) + T_\varepsilon(0)\|_{A_{\delta,d}}
\]
\[
\leq \|T_\varepsilon(\hat{K}) - T_\varepsilon(0)\|_{A_{\delta,d}} + \|T_\varepsilon(0)\|_{A_{\delta,d}}
\]
\[
\leq \left( 1 + (\beta - d\alpha)\varepsilon + \mathcal{O}(\varepsilon^2) \right) \|\hat{K}\|_{A_{\delta,d}} + \mathcal{O}(\varepsilon^N)
\]
\[
\leq \sigma \left( 1 + (\beta - d\alpha + \mathcal{O}(\theta))|\varepsilon| + O(\delta) + O(\varepsilon^2) \right) + C_2|\varepsilon|^N
\]
\[
\leq \sigma.
\]
To ensure the last inequality in (4.37), it suffices to take $\varepsilon$ sufficiently small and

$$\sigma \geq \frac{C|\varepsilon|^N}{d\alpha - \beta - O(\theta) - O(\delta) - O(|\varepsilon|^2)},$$

(4.38)

To finish the proof of Theorem 3.6, we have to show that the solutions of (4.30) also solve (4.29). To achieve this, we use an argument coming from [8]. If $K_\varepsilon$ is a solution of (4.30), for any $s \in \mathbb{R}$ sufficiently small, we have that

$$\phi^s_\varepsilon \circ K_\varepsilon \circ r_\varepsilon^{-s} = \phi^s_\varepsilon \circ \phi^{-1}_\varepsilon \circ K_\varepsilon \circ r_\varepsilon \circ r_\varepsilon^{-s} = \phi^{-1}_\varepsilon \circ \phi^s_\varepsilon \circ K_\varepsilon \circ r_\varepsilon^{-s} \circ r_\varepsilon = \mathcal{T}_\varepsilon (\phi^s_\varepsilon \circ K_\varepsilon \circ r_\varepsilon^{-s}),$$

by the flow property of $\phi^s_\varepsilon$. Hence, we obtain that $\phi^s_\varepsilon \circ K_\varepsilon \circ r_\varepsilon^s$ is also a fixed point of $\mathcal{T}_\varepsilon$ and it also satisfies the normalization conditions specified in our main theorem. For $s$ small enough, $\phi^s_\varepsilon \circ K_\varepsilon \circ r_\varepsilon^s$, will be in the domain of uniqueness of the fixed point theorem. Therefore, we obtain that there exists an interval of $s$ such that

$$\phi^s_\varepsilon \circ K_\varepsilon \circ r_\varepsilon^{-s} = K_\varepsilon,$$

which implies (4.29).

To prove the analyticity in $\varepsilon \in C_\theta$ we recall that the contraction properties are the same for all the $\varepsilon \in C_\theta$ such that $0 < a_- < |\varepsilon| < a_+$, for some $a_-, a_+ > 0$, and that around any point, we can find a set $\mathcal{U}$ – without of loss of generality inside the previous one – so that for all values in this set, there is a ball of radius $\sigma > 0$ in $A^{\text{real}}_{d,\delta}$ that gets mapped into itself. See Remark 4.6.

We also observe that if $K_\varepsilon$ is analytic in $\varepsilon$ for $\varepsilon$ in such a domain, we also obtain that $\mathcal{T}_\varepsilon (K_\varepsilon)$ is also analytic in $\varepsilon$ – it suffices to apply the chain rule for derivatives. Putting these two remarks together, we obtain that $\mathcal{T}^n_\varepsilon (0)$ is a sequence of uniformly converging analytic functions and hence their limit is analytic in the domain. Therefore, the fixed-point depends analytically on $\varepsilon$.

**Remark 4.7.** The contraction argument also works for the case that the $F_\varepsilon$ is $C^\ell$ if $\ell > d$.

The Lipschitz constants of the operators $\mathcal{T}_\varepsilon$ acting in $C^r$ spaces vanishing to order $d$ are estimated in [17, Proposition 3.2] or [8]. Hence we obtain that the invariant manifolds produced in Theorem 3.7 are locally unique under the condition that the manifolds are invariant and $C^d$. Note also that putting together the Remark 4.4, we obtain rather straightforwardly, an analogue for finite regularity of the existence of results claimed in Theorem 3.7.

The results of Theorem 3.7 on regularity with respect to $\varepsilon$ or with respect to parameters seem to be also true, but they seem to require substantial work (which we will not undertake here).

**Remark 4.8.** As a note for experts (which most readers may want to postpone) we note that the operator $\mathcal{T}_\varepsilon$ is differentiable in $\hat{K}$ in $C^\ell$ spaces (note that this is not the case with the operators used in the graph transform approach to NHIHM [22]) To obtain differentiability with respect to parameters, the main problem is that, in spaces of finite differentiability,
the operator $T_\varepsilon$ is not differentiable with respect to $\varepsilon$. (The formal derivative with respect to $\varepsilon$ would include a term $D\phi_\varepsilon^{-1} \circ (K_\varepsilon^\leq N + \hat{K}) \circ r_\varepsilon^1 D(K_\varepsilon^\leq N + \hat{K}) \circ r_\varepsilon^1 D_\varepsilon r_\varepsilon^1$.) Note that this derivative involves $D\hat{K}$, so that the derivative in a certain $C^\ell$ space would involve a term that can only be controlled in $C^{\ell+1}$. This is a well known problem for operators involving composition in the left [18]. As a consequence, the standard implicit function theorem does not apply and one needs to develop more sophisticated methods.

For the problem of non-resonant manifolds, a very detailed study of the differentiability with respect to parameters, developing specialized implicit function theorems appears in [9]. The results of [9] show that the differentiable manifold will be continuously differentiable – in a rather subtle sense – for $\varepsilon \in (0, \varepsilon_0)$. Since it satisfies the asymptotic expansions, Theorem 3.7 shows also it is differentiable at $\varepsilon = 0$. The question of continuity of the derivative with respect to $\varepsilon$ at $\varepsilon = 0$ is significantly more subtle and, as far as we know, does not follow from the literature above.

5. Some mathematical examples

In this section, we present some examples that show that some assumptions of Theorem (3.6) are necessary to guarantee the existence of an invariant manifold with the specified properties and having a size independent of the dissipation parameter.

In particular, we show that if the eigenvalues of the linear part depend upon $\varepsilon^p$, for some $p > 1$, existence of a sufficiently differentiable invariant manifold is no longer guaranteed. Indeed, the $\varepsilon$-dependence of the eigenvalue reflects the singular nature of the problem. Notice that these examples show that (3.7) is not enough to guarantee the existence of SMM of size independent of the dissipation. One also seems to need some global information on the shape of the dissipation.

We will first describe in Example 5.1 a very special system. After we understand its basic properties, we will show how to modify the system slightly so that there are obstructions for the existence of SMM of size 1.

**Example 5.1.** Consider the following system in polar coordinates $\rho, \theta$ and $u, \psi$.

\begin{align}
\rho' &= -\varepsilon^2 \rho + \varepsilon \rho^2, \\
\theta' &= \omega, \\
u' &= a \varepsilon^2 u, \\
\psi' &= \gamma,
\end{align}

(5.1)

for $(\rho, \theta, u, \psi) \in \mathbb{R}^+ \times \mathbb{S}^1 \times \mathbb{R}^+ \times \mathbb{S}^1$ and $a \in \mathbb{R}_+$ a number which we will adjust to get obstructions to the regularity.

Equation (5.1) corresponds to a polynomial vector field in Cartesian coordinates, being a mere rotation for $\varepsilon = 0$.

The linear part of the system (5.1) changes only by $\varepsilon^2$, thus violating assumption 3.3. If $\gamma$ is not an integer multiple of $\omega$, we can verify the hypothesis of LSM. Indeed, in the very simple example, the LSM is just the plain described by $\rho$ and $\theta$. 
The equation for $\psi$ plays no role and we can avoid it in much of the analysis. For simplicity, we have chosen in the first of (5.1) only a perturbation which is quadratic in $\rho$, which leads to some coincidences which are not really relevant for the analysis and could be removed by adding more complicated nonlinearities. The key point is that the nonlinear term is affected by $\varepsilon$ and takes the trajectories out of the origin while the linear term is affected by $\varepsilon^2$ and takes the trajectories in.

For $\varepsilon > 0$, the origin is a stable, hyperbolic fixed-point. The local stable manifold of the hyperbolic fixed-point is precisely the plane $u, \theta$. Moreover, there exists an unstable limit cycle at $\rho = \varepsilon$, $u = 0$, which we denote as $P$. The Lyapunov exponent of $P$ in the $\rho$-direction is given by $\varepsilon^2$, while in the $u$-direction, it is given by $a\varepsilon^2$ (the variable $\Psi$ makes that the eigenvalues of the return map in the periodic orbit are not just the Lyapunov exponents but that they acquire a phase.)

Now that we have understood the geometry of (5.1), we can construct perturbations that do not have any analytic SMMs near the LSM. Note that the perturbations we construct now are perturbations of the function $F_\varepsilon(x)$. That is, we will change the function of two variables $\varepsilon$ and $x$, keeping, of course, the normalizations. As a concrete way to understand the perturbations of the family we can imagine adding an extra parameter $\nu$ and that we add terms containing $\nu\varepsilon$ to the family.

Remark 5.2. Note that the analysis so far already shows that the proofs of existence of SMM based on graph transform will have a problem even to get started. There is no domain of size 1 in $u$ that gets mapped into itself. In analytic regularity, we cannot cut off and extend, so that the graph transform proofs for analytic manifolds have problems even being formulated.

Of course, the failure of a method of proof does not automatically imply the failure of the conclusions (e.g. the folding of the manifold gives problems to graph methods but poses no problem to parameterization methods) but it certainly gives a hint of the problems. Later, we will see that one can exclude the existence of SMMs of high enough regularity.

We start by observing that for any perturbation, the origin will be hyperbolic and that the only invariant manifold near the origin close to the stable manifold of the unperturbed system is the unstable manifold. Hence, any SMM has to coincide with the stable manifold near the origin. We also note that any possible SSM of the perturbation has to go through the periodic orbit $P$. This is because, the periodic orbit $P$ has a basin of repulsion of size $\varepsilon$. Any invariant object that does not include $P$ has to be out of the basin of repulsion.

The key observation is that, since $P$ has eigenvalues that do not resonate with those of the complement, there is a non-resonant invariant manifold near $P$. This manifold is unique under the assumption that it is sufficiently differentiable, cf. [17, 8, 10]. We note that the space spanned by the non-resonant eigenvectors is close to the tangent of the LSM. This non-resonant manifold is persistent under small perturbations. We observe that the non-resonant manifold near $P$ is the only candidate for an invariant manifold close to the LSM for $\varepsilon = 0$. Hence, it is the only candidate for being the SMM of size 1 near the LSM which is sufficiently differentiable. Therefore, we have two conditions that the SSM or size
of order 1 has to satisfy: It has to agree with the stable manifold near the origin and it has to be the non-resonant manifold near $P$.

The coincidence of these two manifolds is an infinite codimension phenomenon in the space of maps. If they indeed coincided, a generic small perturbation will break this coincidence, as the perturbation theory for these two manifolds lead to very different Melnikov functions, cf. [17] for more details. Some similar examples for parabolic manifolds with numerical computations appear in [3]. Notice that the above examples show that finite differentiable manifolds of size of order one cannot exist in complete generality. Note also that the obstructions cannot be easily seen by studying just the jet of the manifold at the origin. One can also consider slightly more complicated perturbations for the $u$-equation in (5.1) so that one can get several attracting/hyperbolic periodic orbits appearing with the perturbation.

The key to make the example (5.1) work is that the non-linear terms push out of the origin with a coefficient $\varepsilon$ while the linear terms push in with a coefficient $\varepsilon^2$. The possibility of the example disappears if all the terms push in. It would be interesting to investigate if indeed under some more strict global assumption one can recover the result of existence of SSMs. This result would be physically interesting since many models of physical interest seem to satisfy the extra assumption.

Remark 5.3. The examples above exclude not only the existence of analytic manifolds of size of order one but also the existence of $C^\ell$ manifolds of size of order 1 for large enough $\ell$. One question that deserves more exploration is whether one can get invariant manifolds with very low regularity even in the cases where we cannot get very differentiable manifolds.

Remark 5.4. The examples above allow us to compare the results obtained in this paper with other possible alternatives and will serve the experts to understand some of our choices.

To study general perturbations of LSMs (even those not satisfying Assumption 3.3), we could apply the theory [17, 8, 10] and, for every value of $\varepsilon \in \mathbb{C}$ leading to $\Re(\lambda_\varepsilon) < 0$, produce an analytic invariant manifold. Since the coefficients can be computed recursively, it is easy to see that these manifolds converge to the LSM in the sense that each of the derivatives at zero converge. (It seems that one could obtain similar results using [54].) Going through the proofs in [17, 8, 10], one can see that the fact that the contraction at the origin is weak for small $\varepsilon$ results in the straightforward reading of the results applying only to functions defined in smaller domains as $\varepsilon$ goes to zero.

The examples above show that this decrease of the domain is not an artifact of the proof. Indeed, to obtain manifolds defined in a domain of size independent of $\varepsilon$ we need not only to take advantage of the conserve quantity for the unperturbed case, but also some sort of global information on the perturbations such as Lemma 4.1.

Proofs based only on local information of power series near the origin will only produce results in small domains unless one take advantage of subtle cancellations that will depend on other hypothesis. The physical meaning of the manifolds produced in this paper is clear since they serve as long paths that guide the systems to equilibria [27, 63]. We do not
know what could be the physical meaning of the manifolds obtained by power matching (in the cases when they do not coincide with those in the theorem here).

6. Applications and examples

Next, we compare Theorem 3.6 to the following theorem on the existence of two-dimensional spectral submanifolds for autonomous dynamical systems in Haller et al. [28]:

**Theorem 6.1.** Consider a two-dimensional spectral subspace $X_1$ of the linearization $L + \varepsilon C$ of equation (2.1) associated with the eigenvalues $\lambda_\varepsilon, \tilde{\lambda}_\varepsilon$. Assume that $\text{Re}(\sigma(L + \varepsilon C)) < 0$ and assume that the non-resonance condition

\[ k\lambda_\varepsilon + l\tilde{\lambda}_\varepsilon \neq \mu, \tag{6.1} \]

for all $k, l \in \mathbb{Z}$ and all eigenvalues $\mu \in \sigma(L + \varepsilon \tilde{L}) \setminus \{\lambda_\varepsilon, \tilde{\lambda}_\varepsilon\}$, holds. Then, there exists a two-dimensional, analytic, invariant manifold $W_\varepsilon$, tangent to the spectral subspace $X_1$ around the trivial solution $X = 0$.

The proof of the above theorem is based on a theory of invariant spectral manifolds in Banach spaces derived in Cabré et al. [9], [8] and [10].

Since the non-resonance condition in eq. (6.1) is weaker than the non-resonance condition (4.4), a spectral submanifold guaranteed by Theorem 6.1 may not converge to the LSM of Theorem 2.4 for $\varepsilon \to 0$, as the following example shows.

**Example 6.2.** (Not all SSMs are perturbed LSMS.) Consider the dynamical system

\[ \begin{align*}
\dot{\xi} &= \begin{pmatrix} -\varepsilon \lambda & 1 \\ -1 & -\varepsilon \lambda \end{pmatrix} \xi, \\
\dot{\eta} &= \begin{pmatrix} -\varepsilon \mu & \alpha \\ -\alpha & -\varepsilon \mu \end{pmatrix} \eta + F(\xi),
\end{align*} \tag{6.2} \]

for the functions $t \mapsto \xi(t), \eta(t) \in \text{real}^2$, some nonlinearity $F(\xi) = O(|\xi|^2)$ and the parameters $\lambda, \mu \in \text{real}^+\setminus\{0\}$, as well as $\alpha \in \mathbb{Z}$. The spectrum of the linearization is given by $\{-\varepsilon \lambda \pm i\alpha, -\varepsilon \mu \pm i\alpha\}$. We assume that $\lambda$ and $\mu$ are independent over the integers, i.e., that there is no $n \in \mathbb{Z}$ such that $\lambda = n\mu$. We conclude from Theorem 6.1 the existence of an analytic, two-dimensional, invariant manifold tangent to the $\xi$-plane for any $\varepsilon > 0$. For small enough $\xi$, we can write $\eta$ as a function of $\xi$, i.e., $\eta(t) = H(\xi(t))$, for $H(\xi) = \sum_{|n|=2}^\infty H_n \xi^n$, $\xi = (\xi_1, \xi_2), n = (n_1, n_2)$. Substituting the expression for $\eta$ as a function of $\xi$ into equation (6.2) and expanding $F(\xi) = \sum_{|n|=2}^\infty F_n \xi^n$, we obtain at order $|\xi|^2$:

\[ \begin{pmatrix} B_\varepsilon & 0 & I_2 \\
0 & B_\varepsilon & -I_2 \\
-2I_2 & 2I_2 & B_\varepsilon \end{pmatrix} \begin{pmatrix} H_{20} \\
H_{02} \\
H_{11} \end{pmatrix} = \begin{pmatrix} F_{20} \\
F_{02} \\
F_{11} \end{pmatrix}, \tag{6.3} \]
where we $B_\varepsilon = \begin{pmatrix} \varepsilon(2\lambda - \mu) & \alpha \\ -\alpha & \varepsilon(2\lambda - \mu) \end{pmatrix}$ and $I_2$ denotes the $(2 \times 2)$-identity matrix. For the choice $\alpha = 2$, the inverse of the matrix in the right-hand side of (6.3) will contain terms of order $\varepsilon^{-1}$. Therefore, assuming that $(F_{20}, F_{02}, F_{11}) \neq (0, 0, 0)$, we find that the $O(|\xi|^2)$-terms in the expansion of $H$ will blow up as $\varepsilon \to 0$. Indeed, we use the inversion formula for block-matrices,

$$
\begin{pmatrix} A & B \\
C & D \end{pmatrix}^{-1} = \begin{pmatrix} A^{-1} + A^{-1}B\Delta^{-1}CA^{-1} & -A^{-1}B\Delta^{-1} \\
-\Delta^{-1}CA^{-1} & \Delta^{-1} \end{pmatrix},
$$

with matrices $A, B, C, D$ of arbitrary dimensions, $A$ invertible and $\Delta = D - CA^{-1}B$, to show that the inverse of (6.3) contains an entry of order $\varepsilon^{-1}$. Focusing on the lower-right corner in (6.4), we obtain

$$
\Delta = \begin{pmatrix} B_\varepsilon - (-2I_2, 2I_2) & 0 \\
0 & B_\varepsilon^{-1} \end{pmatrix} \begin{pmatrix} I_2 \\
-I_2 \end{pmatrix}
$$

$$
= (B_\varepsilon + 4B_\varepsilon^{-1})
$$

$$
= \begin{pmatrix} \varepsilon(2\lambda - \mu) + 4 & \alpha \\ -\alpha + 4 \varepsilon(2\lambda - \mu)^2 + \alpha^2 & \varepsilon(2\lambda - \mu) + 4 \varepsilon(2\lambda - \mu)^2 + \alpha^2 \end{pmatrix}
$$

$$
= \begin{pmatrix} \varepsilon^2(2\lambda - \mu)^2 + \alpha^2 & \varepsilon(2\lambda - \mu)(\varepsilon^2(2\lambda - \mu)^2 + \alpha^2 + 4) \\
-\varepsilon^2(2\lambda - \mu)^2 + \alpha^2 + 4 \alpha - \alpha^3 & \varepsilon(2\lambda - \mu)(\varepsilon^2(2\lambda - \mu)^2 + \alpha^2 + 4) \end{pmatrix}.
$$

For $\alpha = 2$, the $(\alpha^3 - 4\alpha)$-contribution vanishes and $\Delta$ scales like $\varepsilon$ in its entries, which implies that $\Delta^{-1}$ scales like $\varepsilon^{-1}$ in its entries. This shows that the SSMs does not converge to an LSM in this example (even in the sense of convergence of Taylor coefficients).

**Remark 6.3.** Note that in this example, the $\varepsilon = 0$ case is resonant and does not verify the hypothesis of the Lyapunov center theorem. Indeed, it is easy to show matching powers of a possible expansion that indeed, we obtain some equations that have no solution and, hence, that in this case there is no LSM.

Therefore the SSM for small dissipation is not generated by the LSM, and the SMM are created by the dissipation and have no chance of surviving in the limit of zero dissipation.

As we mentioned in the introduction, as soon as the eigenvalues move into non-resonance, the theory of [8] guarantees the existence of SSMs whose Taylor coefficients converge to those of the LSM. Hence, the situation exemplified in the example – no LSM – is the only one when one could get failure of convergence of the Taylor coefficients.

One question that would be interesting to study is what is the domain of convergence of the LSM is in this example. Since the Taylor coefficients blow up, Cauchy estimates indicate that the (complex) domains when the parameterization has size 1 have to go to zero but we do not know the rate and we do not know what is the nature of the singularities.
Extensions of Lyapunov theorem to resonant eigenvalues have been worked out in [71, 52, 21, 59] using variational methods and averaging methods. It will be interesting to apply the results in this case.

6.1. Dissipative perturbations of Hamiltonian systems. In the following, we discuss the existence of an SSM, smoothly perturbed from an LSM, for nearly conservative systems relevant in application to mechanics.

Consider the dynamical system

\[ M\ddot{q} + \varepsilon C\dot{q} + Kq + \nabla V(q) = 0, \]  

(6.6)

for \( t \mapsto q(t) \in \mathbb{R}^n, \ n \in \mathbb{N} \), where \( M \) is a positive definite mass matrix, \( K \) is a positive definite stiffness matrix, \( C \) is a positive definite damping matrix and \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) a twice continuously-differentiable function such that \( V(0) = 0 \) and \( \nabla V(0) = 0 \). Introducing the generalized momentum \( p := M\dot{q} \), we can rewrite system (6.6) as a first-order, dissipatively perturbed Hamiltonian system of the form

\[
\begin{pmatrix}
\dot{q} \\
\dot{p}
\end{pmatrix} = 
\begin{pmatrix}
0 & M^{-1} \\
-K & -\varepsilon CM^{-1}
\end{pmatrix}
\begin{pmatrix}
q \\
p
\end{pmatrix} - 
\begin{pmatrix}
0 \\
\nabla V(q)
\end{pmatrix}.
\]  

(6.7)

For \( \varepsilon = 0 \), equation (6.6) admits the Hamiltonian

\[ H(q,p) = \frac{1}{2}p \cdot M^{-1}p + \frac{1}{2}q \cdot Kq + V(q), \]  

(6.8)

such that \( \frac{d}{dt}H((q(t),p(t))) = 0 \) for any solution \( t \mapsto (q(t),p(t)) \) to (6.7) with \( \varepsilon = 0 \). The spectrum of the linearization of (6.7) for \( \varepsilon = 0 \) is given by \( \pm i\sqrt{\sigma(M^{-1}K)} =: \{\pm i\lambda_k\}_{1 \leq k \leq n} \), which is purely imaginary thanks to the positive-definiteness of \( M \) and \( K \). To apply Theorem 2.4 we assume, without loss of generality, that the first eigenvalue of \( M^{-1}K \) is non-resonant with the other eigenvalues, i.e.,

\[ \frac{\lambda_k}{\lambda_1} \notin \mathbb{Z}, \]  

(6.9)

for \( 2 \leq k \leq n \). We also have to assume that \( \nabla^2 V(Y,Y) > 0 \) for all \( Y \in \text{eig}(\pm i\lambda_1) \). With these conditions, Assumption 2.1 is satisfied. Assumption 3.3 is satisfied for any positive definite damping matrix \( C \) for which the linear part in (6.7) has no repeated eigenvalues. Indeed, the Hamiltonian acts as a Lyapunov function for system (6.6), as \( H(0,0) = 0 \) and

\[ \dot{H}(q,p) = \nabla H \cdot (\dot{q},\dot{p})^T = -\varepsilon M^{-1}p \cdot CM^{-1}p < 0, \]  

(6.10)

by the positive-definiteness of \( C \). Therefore, the origin is asymptotically stable and, for \( \delta' \) and \( \varepsilon \) small enough.

Example 6.4. (Nonlinear Elastic Pendulum with Air Drag) Based on Duistermaat [21], consider a two-dimensional elastic pendulum with mass \( m > 0 \) under the influence of gravity \( g > 0 \). At the initial position, the mass is assumed to be located at the origin \((0,0)\) and the length of the spring is given by \( l_0 \). We assume a linear spring constant \( k > 0 \) and
a cubic spring constant $K > 0$, so that the potential energy at the position $(q_1, q_2)$ is given by

$$U(q) = U(q_1, q_2) = mgq_2 + k[q_1^2 + (l_0 - q_2)^2] + K[q_1^2 + (l_0 - q_2)^2]^2 + U_0,$$  
(6.11)

for $U_0 = -(k l_0^2 + 4 K l_0^2)$ (cf. Fig. 6.1). The Hamiltonian (6.8) takes the specific form

$$H(q, p) = \frac{1}{2m}|p|^2 + U(q),$$  
(6.12)

and $H(0, 0) = 0$ and $\nabla H(0, 0) = 0$ hold when we choose our parameters such that $2k l_0 + 4 K l_0^2 = mg$. Assuming a constant, small air drag $\varepsilon$, the equations of motions take the form

$$\begin{pmatrix} \dot{q}_1 \\ \dot{q}_2 \\ \dot{p}_1 \\ \dot{p}_2 \end{pmatrix} = \begin{pmatrix} 0 & 0 & \frac{1}{m} & 0 \\ 0 & 0 & 0 & \frac{1}{m} \\ -(2k + 4 K l_0^2) & 0 & -\frac{\varepsilon}{m} & 0 \\ 0 & -(2k + 12 K l_0^2) & 0 & -\frac{\varepsilon}{m} \end{pmatrix} \begin{pmatrix} q_1 \\ q_2 \\ p_1 \\ p_2 \end{pmatrix} \quad \quad \quad (6.13)$$

[Diagram: Elastic pendulum under the influence of gravity. The initial position is assumed to be at (0, 0), while the initial length is assumed to be $l_0$.]

Figure 6.1. Elastic pendulum under the influence of gravity. The initial position is assumed to be at (0, 0), while the initial length is assumed to be $l_0$. 
For $\varepsilon$ sufficiently small, the eigenvalues of the linearization of \((6.13)\) are given by
\[
\left\{ \frac{-\varepsilon \pm i \sqrt{2k + 4Kl_0^2 - \varepsilon^2}}{2m}, \frac{-\varepsilon \pm i \sqrt{2k + 12Kl_0^2 - \varepsilon^2}}{2m} \right\},
\]
with the \((q_1, p_1)\)-plane and the \((q_2, p_2)\)-plane as corresponding eigenspaces for any $\varepsilon \geq 0$.

Assumption 2.1/(3) is therefore satisfied for both pairs of complex conjugate eigenvalues and their corresponding eigenspaces for $\varepsilon = 0$. To ensure the existence of LSMs for these eigenspaces, we also require that
\[
\frac{k + 2l_0^2 K}{k + 6l_0^2 K} \notin \mathbb{Z},
\]
which holds for a generic choice of $k$ and $K$, assuming that $l_0$ is chosen according to the normalization of the Hamiltonian. We will now construct a second-order polynomial approximation to the invariant manifold tangent to the \((q_1, p_1)\)-plane and its corresponding polynomial dynamics, which are guaranteed to exist by Theorem 3.6.

To this end, we expand $w : U \subset \mathbb{R}^2 \times [0, \varepsilon_0] \to \mathbb{R}^2$, for some $\varepsilon_0 > 0$, up to order two
\[
w(\varepsilon, q_1, p_1) = w_{20}(\varepsilon)q_1^2 + w_{11}(\varepsilon)q_1 p_1 + w_{02}(\varepsilon)p_1^2 + O((|q| + |p|)^3),
\]
for $\varepsilon \mapsto w_{20}(\varepsilon), w_{11}(\varepsilon), w_{02}(\varepsilon) \in \mathbb{R}^2$, and assume that \((q_2(t), p_2(t)) = w(\varepsilon, q_1(t), p_1(t))\). Substituting the ansatz \((6.16)\) into equation \((6.13)\) and solving for powers in $q_1$ and $p_1$, we obtain
\[
w_{20}(\varepsilon) = \kappa_2 \left( -2Kl_0(-\varepsilon^2(k + 6Kl_0^2) - 6k^2m + 8kKl_0^2m + 8K^2l_0^4m) \right),
\]
\[
w_{11}(\varepsilon) = \kappa_2 \left( 16\varepsilon Kl_0(k + 2Kl_0^2) \right),
\]
\[
w_{02}(\varepsilon) = \kappa_2 \left( 8Kl_0(3k + 2Kl_0^2) \right),
\]
where
\[
\kappa_2 = \frac{1}{(k + 6Kl_0^2)(-\varepsilon^2(k - 2Kl_0^2) + 2(3k + 2Kl_0^2)^2m)}. \tag{6.18}
\]

The approximate dynamics on the SSM (i.e., perturbed LSM) are given by
\[
\left( \begin{array}{c}
\dot{x} \\
\dot{y}
\end{array} \right) = \left( \begin{array}{c}
-2(k + 2Kl_0^2)x - \frac{\varepsilon y}{m} + 4K\kappa_2^2 (x^2 + l_0^2(\alpha_\varepsilon + \beta_\varepsilon xy + \gamma_\varepsilon x^2 + \delta_\varepsilon y^2)^2) \\
\end{array} \right),
\]
where
\[
\alpha_\varepsilon := -(k + 6Kl_0^2)(-\varepsilon^2(k - 2Kl_0^2) + 2(3k + 2Kl_0^2)^2m),
\]
\[
\beta_\varepsilon := 16\varepsilon K(k + 2Kl_0^2),
\]
\[
\gamma_\varepsilon := 2K(\varepsilon^2(k + 6Kl_0^2) + 2(3k^2 - 4kKl_0^2 - 4K^2l_0^4)m),
\]
\[
\delta_\varepsilon := 8K(3k + 2Kl_0^2). \tag{6.20}
\]
Typical phase portraits for the unperturbed and for the perturbed system (6.19) are depicted in Figures 6.2a and 6.2b.

(A) The unperturbed dynamics on the LSM for $l_0 = 1, m = 0.1, k = 0.1414$ and $K = 0.4$.

(B) The perturbed dynamics on the SSM for $l_0 = 1, m = 0.1, k = 0.1414, K = 0.4$ and $\varepsilon = 0.1$.

6.2. Conclusion and Further Perspectives. We have proved that, adding dissipation (satisfying some mild non-degeneracy conditions) to a Hamiltonian system, an analytic, two-dimensional Lyapunov Subcenter Manifold (LSM) perturbs to an analytic spectral submanifold (SSM) in a neighborhood of size or order 1.

As a consequence, the corresponding reduced dynamics on the SSM are $\varepsilon$-close to the dynamics of the LSM in a neighborhood of size one. Perturbation is strictly dissipative. We have also illustrated this existence and convergence result on several examples.

It will be useful to extend the present results to time-periodic or quasi-periodic perturbations and thereby relate experimentally observed backbone curves under sinusoidal excitation to the backbone curve of the conservative, unforced limit of the system. We refer to [6] for theoretical and numerical discussion of backbone curve calculations based on the SSM technique for damped systems. Of course, periodic perturbations, lead to new phenomena such as resonances that lead to different behaviors and will require new formulations of results.

In view of Example 5.1 it may also be interesting to study the possibility of existence of $C^\ell$ manifolds of size $O(1)$ with $\ell < d$. Indeed, in many cases, it has been observed that the manifolds that guide the convergence to equilibrium are of low regularity [47, 63, 70, 27].

We also think it would be interesting to consider results in PDE adding dissipation to the results in [4] or in systems with symmetry [7], keeping in mind that the dissipation may also break some symmetries.
It seems that the analyticity domains in the dissipation established here can be improved to parabolic domains $\{ \varepsilon \in \mathbb{C} \; | \; |\Im(\varepsilon)| \leq B \Re(\varepsilon)^2 \}$. It would be interesting to characterize the optimal analyticity domains and in particular, show that they do not contain a circle centered at the origin.

Upcoming results by Szalai \cite{szalai2018} will address the relation of LSMs and SSMs in the class of $C^k$ perturbations.
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