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Abstract

The vast majority of multi-cellular organisms are anisogamous, meaning that male and female sex cells differ in size. It remains an open question how this asymmetric state evolved, presumably from the symmetric isogamous state where all gametes are roughly the same size (drawn from the same distribution). Here, we use tools from the study of nonlinear dynamical systems to develop a simple mathematical model for this phenomenon. Using theoretical analysis and numerical simulation, we demonstrate that competition between individuals that is linked to the mean gamete size will almost inevitably result in a stable anisogamous equilibrium, and thus isogamy may naturally lead to anisogamy.

1. Introduction

“Anisogamy” refers to the observation that gamete size distributions in many species are bimodal or multimodal, and has long been a topic of study (see, e.g., Kalmus (1932); Kalmus and Smith (1960); Scudo (1967); Parker et al. (1972); Bell (1978); Cox and Sethian (1985); Hurst (1990); Bonsall (2006); Blute (2013); Lehtonen et al. (2016)). Anisogamy is common in complex organisms such as plants, animals, fungi, and certain algae (Parker et al. (1972); Haig and Westoby (1988); Billiard et al. (2011); Bateman and DiMichele (1994)). There is a consensus in the literature that anisogamy evolved from isogamy, where sexual reproduction occurs between sex cells that are the same size (Parker et al. (1972); Bell (1978); Bulmer and Parker (2002); Hayward and Gillooly (2011)).

Anisogamy has been theorized to be a factor in the development of differences between sexes. Bateman credits to anisogamy the fact that male Drosophila melanogaster are far more eager than females to mate (Bateman (1948)). Lehtonen et al. add theory to this intuition, demonstrating that, as the size ratio between large and small gametes increases, organisms with small gametes will choose to allocate more resources to searching for mates and warding off others with small gametes from potential mates (Lehtonen et al. (2016)).

A related question that remains of scientific interest is why most complex organisms have only two sexes. This is the case for almost all animals, but, e.g., fungi may have scores or even thousands of “mating types” (the term “sex” is typically not used in this case) (Kues and Casselton (1993); Billiard et al. (2011); Kues (2015)). We do not directly address this here, but a better understanding of the origin of anisogamy might also inform our understanding of this question.

Various attempts have been made to explain the evolution of anisogamy. Kalmus (1932) and Scudo (1967) argue that the number of successful fusions is maximized when the difference between gamete sizes is vast. Parker et al. (1972) posit that anisogamy developed due to disruptive selection acting on an isogamous population where gamete size has an inverse relationship with gamete production and a positive relationship with zygote viability. The authors argue that this transition from isogamy to anisogamy depends on how zygote fitness varies with zygote volume. Bell (1978) and Charlesworth (1978) follow up the work done by Parker et al. by giving an analytical framework for this theory, further illuminating the relationship between the scaling of fitness with respect to size and the development of anisogamy.

Bulmer and Parker (2002) expand on this approach by factoring in explicit survival function for gametes and zygotes. They demonstrate that shifting the zygote survival function while keeping the gamete survival function fixed can lead to the development of anisogamy. The authors also adjust their model for the existence and stability of an anisogamous evolutionary stable strategy (ESS) given a critical minimal gamete size.

Our approach differs from most prior work in three key ways. (1) We do not assume fusions occur only between dissimilar gametes (i.e., no mating types), (2) we assume that the viability of a gamete is not determined by absolute size, but rather by the difference from the gamete population mean (a form of frequency-dependence), and (3) we move outside the framework of the ESS and use dynamical systems theory to find the conditions for anisogamy.

2. Model development

In this section we begin with a concrete version of our model using specific algebraic functions; in Section 3.3 we generalize our analysis to arbitrary functions with some known limiting
properties. For simplicity we develop our model under the assumption that gametes fuse randomly; this assumption could likely be relaxed (though we leave that for future work) but will remaining an operating assumption here. We further assume that mating types do not exist, and hence that there are no restrictions on which gametes can mate with which.

2.1. Individual reproductive potential

Consider a population of $N$ organisms with gametes that have sizes $s_j$, $j = 1, \ldots, N$. Following the approach used in [Clifton et al. (2016)], we denote the individual “reproductive potential” of the $j$th individual by $\varphi_{\text{ind}}$, defined as some increasing function of the fitness (the expected number of adult offspring it will produce). We assume that this potential can be expressed as a product of $N_g$, the expected number of gametes produced, and $\varphi_g$, the average reproductive potential of its gametes (where gamete reproductive potential is, similarly, an increasing function of gamete fitness—the expected number of adults resulting from that gamete, with upper bound 1, ignoring monozygotic twinning):

$$\varphi_{\text{ind}} = N_g \varphi_g. \quad (1)$$

Because we are concerned with anisogamy and hence gamete size distributions, we ignore all factors influencing reproductive potential besides gamete size. Other factors are clearly extremely important, but we model only the effects of gamete sizes on reproductive potential here, and thus write that $N_g = N(g(s_j), \varphi_g = \varphi_g(s_j)$.

2.2. Gamete production function

We assume that $N_g$ is a decreasing function of gamete size due to the fact that each organism has limited resources (physical, temporal and energetic) to dedicate to gamete production. Some observational evidence supports this: smaller male sex cells are far more numerous than significantly larger female sex cells [Wallace and Kelsey (2010); Johnson et al. (1983); Alberts et al. (2002); Bellastella et al. (2010)]; additionally, research has found a negative relationship between clutch size and egg size in the black-backed gull Larus fuscus [Nager et al. (2000)], and across various species of snakes (Hedges (2008)).

To present a concrete analytical argument, and motivated by their ubiquity in nature [Brown et al. (2002); Newman (2005); Clauset et al. (2009)], we choose $N_g$ to be a power law, i.e.,

$$N_g(s_j) = c_1 s_j^{-\alpha}. \quad (2)$$

where $c_1$ is a constant of proportionality and the constant $\alpha$ is assumed to be positive. In the section “Geometric argument” below, we generalize our argument to arbitrary decreasing functions.

2.3. Gamete reproductive potential

We assume that $\varphi_g$ is an increasing function of gamete size. This is motivated by the idea that increased size indicates increased provisions to promote survival of the gamete and the zygote potentially formed after fusion with another gamete. Some evidence supports this link: associations between between egg size (measured by volume or mass) and positive offspring outcomes have been reported in various avian species (Blomqvist et al. (1997); Krist (2011); Erikstad et al. (1998); Valkama et al. (2002)).

Critically for our model, we assume that the fitness “payoff” accruing to larger gametes is relative rather than absolute in nature. That is, we assume that a gamete of size $s_j$ will have greater reproductive potential in a population where it is among the largest than in a population where it is among the smallest. This assumption (a form of frequency-dependent selection) is motivated by the hypothesis of zygote competition, and ultimately by the same idea underlying natural selection: if environmental conditions preclude all viable zygotes from reaching adulthood, those with the greater provisions afforded by larger parental gamete sizes will be more likely to survive. A similar argument can be made if direct competition between gametes plays a role in determining fitness.

Thus, we link the reproductive potential of the $j$th gamete to the full distribution of gamete sizes in the population. We can express such a link in simple terms by assuming $\varphi_g(s_j)$ is an increasing function of $s_j - \bar{s}$, where $\bar{s} = N^{-1} \sum_{j=1}^{N} s_j$ is the mean gamete size in the population.

We expect reproductive potential to saturate for both extremely large and extremely small gametes, so we choose a sigmoidal form for our analytical expression of $\varphi_g(s_j)$:

$$\varphi_g(s_j|\bar{s}) = c_2 \left( 1 + \frac{s_j - \bar{s}}{w + |s_j - \bar{s}|} \right), \quad (3)$$

where $c_2$ is a constant of proportionality and $w$ sets the width of the sigmoid. In the section “Geometric argument” below, we generalize our argument to a wider class of functions $\varphi_g(s_j - \bar{s})$.

Substituting Eq. (2) and Eq. (3) into Eq. (1), we obtain the following individual reproductive potential function:

$$\varphi_{\text{ind}}(s_j|\bar{s}) = N_g(s_j) \varphi_g(s_j|\bar{s}) = c_3 s_j^{-\alpha} \left( 1 + \frac{s_j - \bar{s}}{w + |s_j - \bar{s}|} \right), \quad (4)$$

where we have combined the multiplicative constants of proportionality into a single constant $c_3 = c_1 c_2$.

2.4. Gamete size evolution

We assume that natural selection acts on the population in such a way that gamete sizes change at a rate proportional to the reproductive potential to be gained. That is, there is a “phenotype flux”

$$\frac{ds_j}{dt} = \frac{1}{\tau} \frac{\partial \varphi_{\text{ind}}}{\partial s_j}, \quad j = 1, \ldots, N. \quad (5)$$

In the continuum limit $N \to \infty$, these $N$ ordinary differential equations are replaced by a single partial differential
Figure 1: Example individual reproductive potential function. Here we show the reproductive potential function defined by Eq. (4) in arbitrary units (a.u.). Two maxima are apparent, one at zero and another at a nonzero value $s^*$. For this illustration, we set $w = 1/10$, $\alpha = 1$, and $\sigma = 2$.

3. Model implications

For $\varphi_{\text{ind}}$ as defined in Eq. (4), at most two local maxima can exist: one at $s_j = 0$ and another at a nonzero value $s^*$. This is illustrated in Fig. 1 where two local maxima can be seen. We therefore assume that the anisogamous equilibrium takes the form $\rho(s) = x\delta(s - 0) + (1 - x)\delta(s - s^*)$ where $\delta$ is the Dirac delta function and $0 < x < 1$ is the proportion of gametes that are small (i.e., the proportion that might be referred to as primitive “male” gametes). This equilibrium must be self-consistent, meaning that the first moment of the distribution is indeed the same as the average gamete size $\sigma$. Substituting $\rho(s, t) = x\delta(s - 0) + (1 - x)\delta(s - s^*)$, $\sigma = (1 - x)s^*$, Eq. (4), and Eq. (7) into Eq. (6) and solving $\partial \rho / \partial t = 0$ (or, equivalently, setting $\partial \varphi_{\text{ind}} / \partial s = 0$ after plugging Eq. (4) into Eq. (7), with $\sigma = (1 - x)s^*$), we find

$$s^* = \frac{w}{2\alpha x + \sqrt{\beta}}$$

where $\beta = \alpha^2 x^2 - 6\alpha x + 1$. An anisogamous equilibrium thus exists for all positive $\alpha$ and $w$, as long as $\beta > 0$.

3.2. Stability of the anisogamous equilibrium

Consider the perturbation of a single individual from the large gamete group by an amount $\epsilon \ll 1$ in the limit $N \gg 1$, so this represents an infinitesimal change to the full gamete distribution. We set $\sigma = (1 - x)s^*$ and $s_{\text{pert}} = s^* + \epsilon$, where $s^*$ is given by Eq. (8). Substituting into Eq. (7) and Taylor expanding to linear order in $\epsilon$, we find

$$\frac{d\epsilon}{dt} = Q(x, \alpha)\epsilon,$$

where

$$Q = -\frac{16\alpha x^2 (s^*) - 1 - \alpha (1 - x + \sqrt{\beta})}{w(1 + x x + \sqrt{\beta})^2},$$

with $\beta$ defined as in Eq. (8). Here $Q < 0$ for all allowable parameter values, and thus the anisogamous state is stable under this kind of perturbation.

A similar perturbation of one individual from the small gamete group is simply $s_{\text{pert}} = \epsilon$, which, when substituted into Eq. (7) yields

$$\frac{d\epsilon}{dt} = -c_3 \alpha \frac{w}{w + \sigma} \epsilon^{1 - \alpha}$$

when truncated at leading order. Since $c_3, \alpha, w$, and $\sigma$ are all positive, the anisogamous state is stable to infinitesimal perturbations of this sort whenever it exists.

We omit a more general examination of stability, but in Appendix C.1 we show that all eigenvalues of the finite $N$ system are negative for $N \gg 1$, and thus that the anisogamous state is indeed linearly stable.

3.1. Existence of the anisogamous equilibrium

The development of anisogamy through intraspecific competition can be seen as a form of disruptive selection (da Silva (2018)). This implies a fitness landscape with multiple distinct peaks.
3.3. Geometric argument

For clarity and convenience, we earlier assumed specific algebraic forms for \( \varphi_g \) and \( N_g \). We now show the possible emergence of anisogamy in a system where only the asymptotic properties of those functions are known.

We start by expanding the derivative on the right-hand side of Eq. (7):

\[
\frac{ds}{dt} = \frac{1}{\tau} \frac{\partial \varphi_{\text{ind}}}{\partial s} = \frac{1}{\tau} \left[ \frac{\partial \varphi_g}{\partial s} N_g + \frac{dN_g}{ds} \varphi_g \right].
\]

At an equilibrium \( s = s^* \), the net phenotype flux \( ds/dt = 0 \). Assuming \( N_g > 0 \) and \( \varphi_g > 0 \), we find that the following condition must hold at each \( s^* \):

\[
\frac{\varphi_g'}{\varphi_g} = -\frac{N_g'}{N_g}
\]

(13)

where \( \tau \equiv \partial / \partial s \).

The left side of Eq. (13) is the relative change in gamete reproductive potential and the right side is the magnitude of the relative change in gamete production. Gamete sizes will increase when the reproductive potential gains outweigh the decreased gamete production, and will shrink when the opposite is true.

The existence of anisogamy requires that two distinct intersections must exist between the functions on the left and right-hand sides of Eq. (13) (see Fig. 2). The following conditions are thus sufficient for anisogamy to exist:

1. Continuity of \( \psi' \) and \( N_g' \).
2. The gamete production terms dominate as size approaches zero (relative decrease in production larger than relative increase in reproductive potential), i.e.,

\[
\left| \frac{\psi_g'}{\psi_g} \right| < \left| \frac{N_g'}{N_g} \right|, \quad s \to 0^+.
\]

This is reasonable if the potential saturates at some minimum (possibly zero) for small gametes.

3. There exists at least one finite value of \( s \) (say \( s = a, a > 0 \)) at which reproductive potential terms dominate over gamete production terms, i.e.,

\[
\left| \frac{\psi_g'}{\psi_g} \right| > \left| \frac{N_g'}{N_g} \right|, \quad s = a.
\]

If this fails, smaller gametes are always better for fitness. As long as there is some "provisioning" advantage to larger gametes at some point, however, this condition should be satisfied.

4. Gamete production terms again dominate as size goes to infinity, i.e.,

\[
\left| \frac{\psi_g'}{\psi_g} \right| < \left| \frac{N_g'}{N_g} \right|, \quad s \to \infty.
\]

This is reasonable if fitness gains eventually saturate.

Figure 2: Geometric argument for anisogamy. We illustrate a case where gamete reproductive potential, \( \varphi_g \), and gamete production, \( N_g \), satisfy the conditions set out in the section "Geometric argument." When gametes are small, the relative gains due to the ability to produce more of them \( |N_g'|/N_g \) outweigh the relative drop in reproductive potential \( |\varphi_g'|/\varphi_g \). In some intermediate range, reproductive potential gains dominate, and then as gametes become very large the production terms again dominate as reproductive potential gains saturate.

In addition to the above, a self-consistency condition must also hold: It must be possible for the function \( \psi_g'/\psi_g \) to satisfy

\[
\left| \frac{\psi_g'}{\psi_g} \right| = \left| \frac{N_g'}{N_g} \right|,
\]

given \( 1 = (1-x)s^* \), for some fractionation \( x \in (0, 1) \).

Figure 2 shows an example of functional shapes for \( \varphi_g \) and \( N_g \) that satisfy these conditions. Note that a wide variety of gamete reproductive potentials \( \varphi_g \) can work—the function need not be sigmoidal nor even monotonic.

4. Results and discussion

We have put forth a model that provides a plausible explanation for the development and stability of anisogamy, even without the existence of mating types. This model is based upon the assumption that an individual’s overall reproductive potential can be broken down into a “gamete production” term quantifying the number of gametes produced, and a “gamete potential” term quantifying those gametes’ likelihood of eventually forming zygotes that reach adulthood. Both of these are assumed to depend upon gamete size, with gamete reproductive potential having a positive relationship with gamete size, and number of gametes having a negative relationship with gamete size. A critical assumption is that size-dependence for gamete reproductive potential is determined relative to the mean of the population, encapsulating the intra-species competition for resources.

Although other models have been proposed to explain anisogamy, ours requires minimal assumptions and accounts for its emergence from an initially isogamous state. We require no assumptions about the existence of mating types; we hope that competing theories with and without mating types may in the future be distinguished based on data. For simplicity and clarity, we have treated individuals in this work as identical without variation, and we have allowed small gametes to approach zero
size. More realistic assumptions do not appear to change the broad results shown here (see Sections 3.2 and 3.3 for various numerical experiments).
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Appendix A. Sex ratios

![Graph showing sex ratio](image)

Figure A.3: Possible sex ratios. The solid black curve shows the threshold for existence of the anisogamous state given by Eq. (A.1). The anisogamous equilibrium exists below the threshold (blue shaded region) and ceases to exist above the threshold (red shaded region). Here the fraction “male” refers to the fraction with small gametes.

For the bimodal gamete size distribution to exist, \( s^* \) must be real-valued, and hence \( \beta = \alpha^2 x^2 - 6\alpha x + 1 \) in Eq. (B.1) must be positive. This holds when

\[
x < \frac{3 - 2\sqrt{2}}{\alpha}.
\]

Thus there is an implied range of stable sex ratios for a given value of \( \alpha \). Figure A.3 illustrates the relationship between the power law exponent \( \alpha \) and the fraction of the population with small gametes (the fraction “male”) given by Eq. (A.1). As \( \alpha \) increases in magnitude the range of possible fractionations decreases.

Interestingly, an approximate 1:1 sex ratio is not attainable for some “reasonable” exponents of \( N_g \) (e.g., 1, 2, and 3, each of which would correspond to a distinct simple measure of gamete “size”). This is likely a result of our specific choices of \( \varphi_2 \) and \( N_g \), as well as the restricted nature of the model. When we modify gamete reproductive potential to depend on both relative and absolute gamete size, in numerical simulation we observe stable anisogamous states with arbitrary sex ratios. Also note that our model purposefully omits frequency-dependent selection effects that would likely drive sex ratios toward 1:1 (the reproductive potential of a single “male” gamete in a community of mostly “female” gametes would be much higher than in a community of mostly “male” gametes because the likelihood of fusion would be higher and the likelihood of zygote survival would be higher, i.e., Fisher’s principle (Hamilton, 1967)).

Appendix B. Numerical simulations

![Graph showing simulation](image)

Figure A.4: Simulation of the system. Panels (a)-(d) show the evolution of the system from an isogamous state to an anisogamous state. Here, the blue curve shows the reproductive potential landscape given by Eq. (4), the red circles indicate gamete sizes, and the yellow crosses give positions of gametes along the reproductive potential landscape. Panel (a) captures the isogamous initial condition \( U(1, 3) \). Panel (b) shows the individuals moving along the landscape in the direction that increases reproductive potential. Panel (c) shows the beginning of two groups forming. In Panel (d), the simulation has arrived at an anisogamous equilibrium, with gamete sizes converging to zero or \( s^* \) as given by Eq. (B.1). The final fraction of organisms that produce small gametes is \( x = 0.1 \). For this numerical experiment, we set \( \alpha = 1 \), \( N = 100 \), and \( w = 1/10 \).

Appendix C. Stability tests

Appendix C.1. Linear stability

Section 3.2 we outlined a restricted stability test of the anisogamous equilibrium where only single-gamete perturbations were allowed. A more rigorous test of stability is difficult because the Dirac delta functions that comprise the equilibrium gamete size distribution are actually generalized functions and thus must be treated carefully when perturbed. One straightforward way to avoid this difficulty is to look at the linear stability of the equilibrium for finite \( N \), then take the limit as \( N \to \infty \).
One can show that, for finite $N$, the off-diagonal elements of the Jacobian matrix take the form

$$J_{ij} = (s_i)^{-\alpha - 1} \left[ \frac{N - 1}{N} + \frac{\alpha(w + s_i - \bar{s})}{s_i} \right] - \frac{1}{N} \frac{\alpha(w + s_i - \bar{s})}{(w + |s_i|)^2}.$$

(C.1)

It follows that these off-diagonal elements approach zero as $N \to \infty$.

The diagonal elements of the Jacobian matrix take the form

$$J_{ii} = \frac{1}{(w + |s_i - \bar{s}|)^2} \left[ \frac{N - 1}{N} (s_i - \bar{s}) - 2 \frac{w s_i - |s_i - \bar{s}|}{s_i} \right] + \alpha \frac{1 + \alpha}{s_i} (w + |s_i - \bar{s}|)^2 (s_i - \bar{s} + |s_i - \bar{s}|)$$

$$- w \left[ \frac{N - 1}{N} \right] \frac{w + |s_i - \bar{s}|}{s_i}.$$

(C.2)

One can show that these are all negative when $s_i = s^*$ or $s_i \to 0^+$ and $\bar{s} = (1 - x)s^*$ as $N \to \infty$, given that Eq. (A.1) is satisfied.

Since off-diagonal elements become infinitesimal, the eigenvalues of the Jacobian matrix are determined by the diagonal elements as $N \to \infty$, and thus all eigenvalues are negative, implying linear stability of the anisogamous equilibrium.

**Appendix C.2. Stable size distributions**

![Figure C.5](image)

**Figure C.5: Numerical test of the stability of anisogamy.** We test the stability of the anisogamous state. Panel (a) shows the large gamete group being perturbed and then returning to its equilibrium value, $s^*$. Panel (b) shows the small gamete group being perturbed and then returning to its equilibrium value zero. Dotted lines show large-gamete equilibria from theory. Panels (a) and (b) demonstrate the stability of the anisogamous equilibrium and are consistent with the asymptotic theory from Eqns. (9) and (11). In both panels, we set $\alpha = 1/3$, $N = 1000$, and $w = 2$, with an initial fractionation $x = 1/2$.

We perform two numerical experiments to test the stability of the anisogamous state. First, we perturb the large group from its equilibrium value $s^*$ given in Eq. (8) by the amounts $\xi_i$, $i = 1, \ldots, (1-x)N$, drawn from $\mathcal{N}(0, (1/2)^2)$. Figure C.5 displays the result of the perturbation. Game sizes that were perturbed return their equilibrium value. Second, we perturb the small group by amounts $\xi_i$, $i = 1, \ldots, xN$ drawn from $\mathcal{U}(0, 1/2)$.

Similar to the first test, Figure C.5b demonstrates that the perturbed group returns to its equilibrium value. We set $\alpha = 1/3$, $N = 1000$, $w = 2$, and $x = 1/2$ in both simulations.

**Appendix D. Nonidentical individuals**

Our results appear to be robust to the inclusion of natural variation among the simulated individuals. In various numerical experiments, we introduced variation in the width of the sigmoidal gamete reproductive potential function $\varphi_g$ (see Eq. (3)), as well as in its mean, minimum, and maximum values. We also varied the multiplicative factor in the gamete production function (see Eq. (3)). In all cases, the equilibrium gamete size distribution remained qualitatively the same as in the case with identical individuals: the only change was the appearance of some variation around the expected delta function peaks (primarily the peak at $s^*$) at equilibrium. See Figure D.6.

![Figure D.6](image)

**Figure D.6: Simulation with a heterogeneous population.** We display the evolution from isogamy to anisogamy for a heterogeneous population. The large gamete group widens out when adding noise to the width of the sigmoid in Eq. (2). The final fraction of organisms that produce small gametes is $x = 0.1$. For this simulation, we set $\alpha = 1$, $N = 100$, and $w$ was sampled from the distribution $\mathcal{N}(1/10, 1/50^2)$.

**Appendix E. Nonzero size for small gamete group**

Because reproduction requires the transfer of some minimal amount of physical material, the number of gametes cannot realistically diverge as $s \to 0^+$. Our results, however, appear to be robust to the inclusion of a minimal viable gamete size. In simulation, we incorporated a minimal size by multiplying the individual reproductive potential by $e^{-k/s}$, where $k > 0$. This eliminated the singularity at zero and generated a point $0 < s^*_{\text{smal}} < s^*$ such that reproductive potential is maximized. In such simulations, the resulting equilibrium distribution was $\rho(s) = x \delta(s - s^*_{\text{smal}}) + (1 - x) \delta(s - s^*)$, as expected. See Figure E.7.

\[^5\]We choose to perturb by the uniform distribution in order to avoid negative values.
Appendix G. Reproductive potential and fitness

Here we briefly summarize the connection between phenotype flux and fitness that was laid out by Clifton et al. (2016)—the reader is referred to that reference for greater detail.

Many problems in evolutionary dynamics can be modeled by the replicator equation (see Taylor and Jonker (1978), Schuster and Sigmund (1983)). In the continuum limit, it takes the form

\[ \frac{\partial \rho}{\partial t} = \rho(s,t) [f(s; \rho) - \bar{f}(\rho)] , \]  

(G.1)

where \( \rho \) is the probability distribution of continuous trait \( s \) at time \( t \), \( f \) is the fitness of an organism with trait \( s \) given the trait distribution, and \( \bar{f} = \int s \rho(s,t) \, ds \). The trait distribution \( \rho \) must always integrate to one and hence follows the continuity equation (see Pedlosky (1987))

\[ \frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho \frac{ds}{dt}) , \]  

(G.2)

where \( \nabla \equiv \partial / \partial s \) here.

The main difference between the replicator equation and the continuity equation is that temporal changes in the trait distribution are expressed in terms of an excess fitness \( f(s; \rho) - \bar{f}(\rho) \) in the former, but a phenotype flux \( ds/dt \) in the latter. In our model, we take the phenotype flux as derivable from the individual reproductive potential \( \varphi_{\text{ind}} \) as expressed in Eq. (7).

Setting the right-hand sides of Eq. (G.1) and Eq. (G.2) equal gives

\[ -\rho[f(s; \rho) - \bar{f}(\rho)] = \nabla \cdot (\rho \frac{ds}{dt}) = \frac{\partial \rho}{\partial s} \frac{\partial \varphi_{\text{ind}}}{\partial s} + \rho \frac{\partial^2 \varphi_{\text{ind}}}{\partial s^2} \]  

(G.3)

(using \( \tau = 1 \) for convenience). This expresses one relationship between fitness and reproductive potential. The relationship can also be expressed through an integro-differential equation for \( \varphi_{\text{ind}} \) in terms of fitness:

\[ \frac{\partial \varphi_{\text{ind}}}{\partial s} = -\rho \int_{-\infty}^{\infty} \rho(s,t)[f(s; \rho) - \bar{f}(\rho)] \, ds \]  

(G.4)
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