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Abstract

A common vision from science fiction is that robots will one day inhabit our physical spaces, sense the world as we do, assist our physical labours, and communicate with us through natural language. Here we study how to design artificial agents that can interact naturally with humans using the simplification of a virtual environment. This setting nevertheless integrates a number of the central challenges of artificial intelligence (AI) research: complex visual perception and goal-directed physical control, grounded language comprehension and production, and multi-agent social interaction. To build agents that can robustly interact with humans, we would ideally train them while they interact with humans. However, this is presently impractical. Therefore, we approximate the role of the human with another learned agent, and use ideas from inverse reinforcement learning to reduce the disparities between human-human and agent-agent interactive behaviour. Rigorously evaluating our agents poses a great challenge, so we develop a variety of behavioural tests, including evaluation by humans who watch videos of agents or interact directly with them. These evaluations convincingly demonstrate that interactive training and auxiliary losses improve agent behaviour beyond what is achieved by supervised learning of actions alone. Further, we demonstrate that agent capabilities generalise beyond literal experiences in the dataset. Finally, we train evaluation models whose ratings of agents agree well with human judgement, thus permitting the evaluation of new agent models without additional effort. Taken together, our results in this virtual environment provide evidence that large-scale human behavioural imitation is a promising tool to create intelligent, interactive agents, and the challenge of reliably evaluating such agents is possible to surmount. See videos for an overview of the manuscript, training time-lapse, and human-agent interactions.

*See Section 6 for Authors & Contributions.
1 Introduction

Humans are an interactive species. We interact with the physical world and with one another. We often attribute our evolved social and linguistic complexity to our intelligence, but this inverts the story: the shaping forces of large-group interactions selected for these capacities (Dunbar, 1993), and these capacities are much of the material of our intelligence. To build artificial intelligence capable of human-like thinking, we therefore must not only grapple with how humans think in the abstract, but also with how humans behave as physical agents in the world and as communicative agents in groups. Our study of how to create artificial agents that interact with humans therefore unifies artificial intelligence with the study of natural human intelligence and behaviour.

This work initiates a research program whose goal is to build embodied artificial agents that can perceive and manipulate the world, understand and produce language, and react capably when given general requests and instructions by humans. Such a holistic research program is consonant with recent calls for more integrated study of the “situated” use of language (McClelland et al., 2019; Lake and Murphy, 2020). Progress towards this goal could greatly expand the scope and naturalness of human-computer interaction (Winograd, 1972; Card et al., 1983; Branwen, 2018) to the point that interacting with a computer or a robot would be much like interacting with another human being – through shared attention, gesture, demonstration, and dialogue (Tomasello, 2010; Winograd, 1972).

Our research program shares much the same spirit as recent work aimed to teach virtual or physical robots to follow instructions provided in natural language (Hermann et al., 2017; Lynch and Sermanet, 2020) but attempts to go beyond it by emphasising the interactive and language production capabilities of the agents we develop. Our agents interact with humans and with each other by design. They follow instructions but also generate them; they answer questions but also pose them.

2 Our Research Program

2.1 The Virtual Environment

We have chosen to study artificial agent interactions in a 3D virtual environment based on the Unity game engine (Ward et al., 2020). Although we may ultimately hope to study interactive physical robots that inhabit our world, virtual domains enable integrated research on perception, control, and language, while avoiding the technical difficulties of robotic hardware, making them an ideal testing ground for any algorithms, architectures, and evaluations we propose.

The environment, which we call “the Playroom,” comprises a randomised set of rooms with children’s toys and domestic objects (Figure 1). The robotic embodiment by which the agent interacts with the world is a “mobile manipulator” – that is, a robot that can move around and reposition objects. This environment supports a broad range of possible tasks, concepts, and interactions that are natural and intuitive to human users. It has con-
The diversity of the environment enables interactions involving reasoning about space and object relations, ambiguity of references, containment, construction, support, occlusion, and partial observability. Agents interact with the world by moving around, manipulating objects, and speaking to each other. A. Depicts a simple interaction wherein the orange solver agent is placing a helicopter into a container while the blue setter agent watches on. B. Shows four random instantiations of the Playroom, each with a unique combination and arrangement of objects and furniture. C. A sampling of the types of objects available in the room.

tainers, shelves, furniture, windows, and doors whose initial positions vary randomly each episode. There are diverse toys and objects that can be moved and positioned. The rooms are L-shaped, creating blocked lines of sight, and have randomly variable dimensions. As a whole, the environment supports interactions that involve reasoning about space and object relations, ambiguity of references, containment, construction, support, occlusion, and partial observability. The language referring to this world can involve instructed goals, questions, or descriptions at different levels of specificity. Although the environment is simple compared to the real world, it affords rich and combinatorial interactions.

2.2 Learning to Interact

We aim to build agents that can naturally interact with and usefully assist humans. As a first step, one might consider optimising for this outcome directly. A critical prerequisite is a metric measuring “useful” interactions. Yet defining such a metric is a thorny issue because what comprises “useful” (or, simply, “good”) is generally ambiguous and subjective. We need a way to measure and make progress without interminable Socratic debate about the meaning of “good” (Adam et al., 1902).

Suppose we do not have such an explicit rule-based metric to apply to any interaction.
In principle, we can overcome the issue of the subjectivity of evaluation by embracing it: we can instead rely on a human evaluator’s or collective of evaluators’ judgements of the utility of interactions. This resolves the problem of codifying these value judgements \textit{a priori}. However, additional challenges remain. For the sake of argument, let’s first suppose that an evaluator is only tasked with judging very unambiguous cases of success or failure. In such a scenario, the efficiency of improving an agent by issuing evaluative feedback depends critically on the intelligence of the agent being evaluated. Consider the two cases below:

If the agent is already intelligent (for example, it is another human), then we can expect the ratio of successes to failures to be moderately high. If the evaluator can unambiguously evaluate the behaviour, then their feedback can be informative. The mutual information between behaviour and evaluation is upper-bounded by the entropy in the evaluation\(^\text{1}\), and this mutual information can be used to provide feedback to the agent that discriminates between successes and failures.

If, however, the agent is not already intelligent (for example, it is an untrained agent), then we can expect the ratio of successes to failures to be extremely low. In this case, almost all feedback is the same and, consequently, uninformative; there is no measurable correlation between variations in agent behaviour and variations in the evaluation. As tasks increase in complexity and duration, this problem only becomes more severe. Agents must accidentally produce positive behaviour to begin to receive discriminative feedback. The number of required trials is inversely related to the probability that the agent produces a reasonable response on a given trial. For a success probability of \(10^{-3}\), the agent needs approximately 1,000 trials before a human evaluator sees a successful trial and can provide feedback registering a change in the optimisation objective. The data required then grow linearly in the time between successful interactions.

Even if the agent fails almost always, it may be possible to compare different trials and to provide feedback about “better” and “worse” behaviours produced by an agent (Christiano et al., 2017). While such a strategy can provide a gradient of improvement from untrained behaviour, it is still likely to suffer from the plateau phenomenon of indiscernible improvement in the early exploration stages of reinforcement learning (Kakade et al., 2003). This will also dramatically increase the number of interactions for which evaluators need to provide feedback before the agent reaches a tolerable level of performance.

Regardless of the actual preferences (or evaluation metric) of a human evaluator, fundamental properties of the reinforcement learning problem suggest that performance will remain substandard until the agent begins to learn how to behave well in exactly the same distribution of environment states that an intelligent expert (e.g., another human) is likely to visit. This fact is known as the \textit{performance difference lemma} (Kakade et al., 2003). Formally, if \(\pi^*(s)\) is the state distribution visited by the expert, \(\pi^*(a \mid s)\) is the action distribution of the expert, \(V^\pi\) is the average value achieved by the agent \(\pi\), and \(Q^\pi(s, a)\) is the value achieved in a state if action \(a\) is chosen, then the performance gap between the expert

\(^1\)For any two random variables \(B\) (e.g. a behavioural episode of actions taken by humans) and \(Y\) (e.g. a binary evaluation), \(I[B; Y] = H[Y] - H[Y \mid B] \leq H[Y]\).
\( \pi^* \) and the agent \( \pi \) is

\[
V^{\pi^*} - V^\pi = \sum_s \pi^*(s) \sum_a (\pi^*(a | s) - \pi(a | s)) Q^\pi(s, a).
\]

That is, as long as the expert is more likely to choose a good action (with larger \( Q^\pi(s, a) \)) in the states it likes to visit, there will be a large performance difference. Unfortunately, the non-expert agent has quite a long way to go before it can select those good actions, too. Because an agent training from scratch will visit a state distribution \( \pi(s) \) that is substantially different from the expert’s \( \pi^*(s) \) (since the state distribution is itself a function of the policy), it is therefore unlikely to have learned how to pick good actions in the expert’s favoured states, neither having visited them nor received feedback in them. The problem is vexed: to learn to perform well, the agent must often visit common expert states, but doing so is tantamount to performing well. Intuitively, this is the cause of the plateau phenomenon in RL. It poses a substantial challenge to “human-in-the-loop” methods of training agents by reward feedback, where the human time required to evaluate and provide feedback can be tedious, expensive, and can bottleneck the speed with which the AI can learn. The silver lining is that, while this theorem makes a serious problem apparent, it also points toward a resolution: if we can find a way to generally make \( \pi(a | s) = \pi^*(a | s) \), then the performance gap disappears.

In sum, while we could theoretically appeal to human judgement in lieu of an explicit metric to train agents to interact, it would be prohibitively inefficient and result in a substantial expenditure of human effort for little gain. For training by human evaluation to merit further consideration, we should first create agents whose responses to a human evaluator’s instructions are satisfactory a larger fraction of the time. Ideally, the agent’s responses are already very close to the responses of an intelligent, cooperative person who is trying to interact successfully. At this point, human evaluation has an an important role to play in adapting and improving the agent behaviour by goal-directed optimisation. Thus, before we collect and learn from human evaluations, we argue for building an intelligent behavioural prior: namely, a model that produces human-like responses in a variety of interactive contexts.

Building a behavioural prior and demonstrating that humans judge it positively during interaction is the principal achievement of this work. We turn to imitation learning to achieve this, which directly leverages the information content of intelligent human behaviour to train a policy.

### 2.3 Collecting Data for Imitation Learning

Imitation learning has been successfully deployed to build agents for self-driving cars (Pomerleau, 1989), robotics and biomimetic motor control (Schaal, 1999), game play (Silver et al., 2016; Vinyals et al., 2019), and language modeling (Shannon, 1951). Imitation learning works best when humans are able to provide very good demonstrations of behaviour, and in large supply. For some domains, such as pure text natural language processing, large corpora exist that can be passively harvested from the internet (Brown et al.,
For other domains, more targeted data collection is currently required. Training agents by imitation learning in our domain requires us to devise a protocol for collecting human interaction data, and then to gather it at scale. The dataset we have assembled contains approximately two years of human-human interactions in real-time video and text. Measured crudely in hours (rather than in the number of words or the nature of utterances), it matches the duration of childhood required to attain oral fluency in language.

To build an intelligent behavioural prior for an agent acting in the Playroom, we could theoretically deploy imitation learning on free-form human interactions. Indeed, a small fraction of our data was collected this way. However, to produce a data distribution representing certain words, skills, concepts, and interaction types in desirable proportions, we developed a more controlled data collection methodology based on events called language games.²

We categorised the space of interactions into four basic types: question and answer (Q&A), instruction-following, play, and dialogue (Figure 2). For this work, we have focused exclusively on the first two. Within each type, we framed several varieties of pre-defined prompts. Prompts included, “Ask the other player to bring you one or more objects,” and, “Ask the other player whether a particular thing exists in the room.” We used 24 base prompts and up to 10 “modifiers” (e.g., “Try to refer to objects by color”) that were appended to the base prompts to provide variation and encourage more specificity. One example of a prompt with a modifier was: “Ask the other player to bring you one or more object. Try to refer to objects by color.”

Human participants were divided into two groups: setters and solvers. Setters received a prompt and were responsible for issuing an instruction based on it. Solvers were responsible for following instructions. Each episode in which a human setter was prompted to provide an instruction to a human solver is what we call a language game (Figure 19). In each language game, a unique room was sampled from a generative model that produces random rooms, and a prompt was sampled from a list and shown to the setter. The human setter was then free to move around the room to investigate the space. When ready, the setter would then improvise an instruction based on the prompt they received and would communicate this instruction to the solver through a typed chat interface (Figure 18). The setter and solver were given up to two minutes for each language game.

The role of the setter was therefore primarily to explore and understand the situational context of the room (its layout and objects) and to initiate diverse language games constrained by the basic scaffolding given by the prompt (Figure 2). By defining a simple set of basic prompts, we could utilise humans’ creative ability to conjure interesting, valid instructions on-the-fly, with all the nuance and ambiguity that would be impossible to define programmatically. While the language game prompts constrained what the setters ought to instruct, setters and solvers were both free to use whatever language and vocabulary they liked. This further amplified the linguistic diversity of the dataset by introducing natural variations in phrasing and word choice. Consider one example, shown in the lower panel of Figure 3: the setter looks at a red toy aeroplane, and, prompted to instruct the solver to lift

²Inspired by Wittgenstein’s ideas about the utility of communication (Wittgenstein, 1953).
something, asks the solver to “please lift the object next to the magenta table,” presumably referring to the aeroplane. The solver then moves to the magenta table and instead finds a blue keyboard, which it then lifts. This constituted a successful interaction even though the referential intention of the instruction was ambiguous.

Altogether, we collected 610,608 episodes of humans interacting as a setter-solver pair. From this total we allocated 549,468 episodes for training, and 61,140 for validation. Episodes lasted up to a maximum of 2 minutes (3,600 steps), with a mean and standard deviation of $55 \pm 25s (1,658 \pm 746$ steps). The relative proportion of language games can be found in Table 6 in the Appendix. Setters took $26 \pm 16s (784 \pm 504$ steps) to pose a task for a solver, given the environment prompt (which was communicated at the start of an episode). In the 610,608 episodes there were 320,144 unique setter utterances, and 26,023 unique solver utterances, with an average length of $7.5 \pm 2.5$ words and a maximum length of 29 words for setters. To put it another way, this signifies that there are 320,144 unique tasks instructed in the dataset. For solvers, the average length was $4.1 \pm 2.4$ and a maximum length of 26. Upon receiving a setter instruction, the time solvers took to complete the task was $28 \pm 18s (859 \pm 549$ steps). Figure 4 depicts the average action composition for a solver in an episode. Notably, the density of actions was low, and when actions were taken, the distribution of action choice was highly skewed. This was even more pronounced for language emissions (Figure 11A), where approximately one utterance was
Figure 3: Example Trajectories. In these two human-human episodes, the setter was prompted to ask the solver to lift an object in the room. In the top example, the setter sets the task and the solver completes it in a straightforward manner. In the bottom example, there is some ambiguity: the setter was presumably referring to the red airplane on the ground, but the solver proceeded to lift the blue keyboard, which was also near the magenta table. The task was nevertheless completed successfully.

made per episode for setters, with word choices following a long-tailed distribution for a vocabulary of approximately 550 words.

2.4 Agent Architecture

2.4.1 Action Representation

Our agents control the virtual robot in much the same way as the human players. The action space is multidimensional and contains a continuous 2D mouse look action. The agent space also includes several keyboard buttons, including forward, left, backward, right (corresponding to keys ‘WASD’), along with mixtures of these keys (Figure 3). Finally, a grab action allows the agent to grab or drop an object. The full details of the observation and action spaces are given in Appendix 3.4.

The agent operates in discrete time and produces 15 actions per second. These actions are produced by a stochastic policy, a probability distribution, $\pi$, defined jointly over all
Figure 4: Action Composition. Across each of the move, look, and grab actions we observed a skewed distribution with respect to the chosen actions (middle, right), and whether an action or no-op is chosen (left). For the move action, “forward” is heavily represented, whilst look actions are clustered mainly around the origin (corresponding to small shifts in gaze direction), and along the borders (corresponding to large rotations). Each action is relatively rare in the entire trajectory, as seen by the proportion of no-ops to ops.

the action variables produced in one time step, a: \( \pi(a) = \pi(\text{look, key, grab}) \) (At times, we may use the words agent and policy interchangeably, but when we mean to indicate the conditional distribution of actions given observations, we will refer to this as the policy exclusively.) In detail, we include no-operation (“no-op”) actions to simplify the production of a null mouse movement or key press. Although we have in part based our introductory discussion on the formalism of fully-observed Markov Decision Processes, we actually specify our interaction problem more generally. At any time \( t \) in an episode, the policy distribution is conditioned on the preceding perceptual observations, which we denote \( o_{\leq t} \equiv (o_0, o_1, \ldots, o_t) \). The policy is additionally autoregressive. That is, the agent samples one action component first, then conditions the distribution over the second action component on the choice of the first, and so on. If we denote the choice of the look no-op action at time \( t \) as \( a_t^{(0)} \), the choice of the look action as \( a_t^{(1)} \), the choice of the key no-op as \( a_t^{(2)} \), the choice of the key as \( a_t^{(3)} \), and so on, the action distribution is jointly expressed as:

\[
\pi_{\theta}(a_t \mid o_{\leq t}) = \prod_{k=0}^{K} \pi_{\theta}(a_t^{(k)} \mid o_{\leq t}, a_t^{(<k)}),
\]

where \( \theta \) are the parameters of the neural network used to define the policy. The mouse look action distribution is in turn also defined autoregressively: the first sampled action splits the window bounded by \((-1, 1) \times (-1, 1)\) in width and height into 9 squares. The second action splits the selected square into 9 further squares, and so on. Repeating this process several times allows the agent to express any continuous mouse movement up to a threshold resolution.
2.4.2 Perception and Language

Agents perceive the environment visually using “RGB” pixel input at resolution of 96 × 72. When an object can be grasped by the manipulator, a bounding box outlines the object (Figures 1, 3, & 4). Agents also process text inputs coming from either another player (including humans), from the environment (agents that imitate the setter role must process the language game prompt), or from their own language output at the previous time step. Language input is buffered so that all past tokens up to a buffer length are observed at once. We will denote the different modalities of vision, language input arriving from the language game prompt, language input coming from the other agent, and language input coming from the agent itself at the last time step as $o^V$, $o^{LP}$, and $o^{LO}$, and $o^{LS}$, respectively.

Language output is sampled one token at a time, with this step performed after the autoregressive movement actions have been chosen. The language output token is observed by the agent at the next time step. We process and produce language at the level of whole words, using a vocabulary consisting of the approximately 550 most common words in the human data distribution (Section 10) and used an ‘UNK’ token for the rest.

2.4.3 Network Components

The agent architecture (Figure 5) uses a ResNet (He et al., 2016) for vision. At the highest level of the ResNet, a spatial map of dimensions $\text{width} \times \text{height} \times \text{number-of-channels}$ is produced. The vectors from all the $\text{width} \times \text{height}$ positions in this spatial array are concatenated with the embeddings of the language input tokens, which include words comprising the inter-agent communication, the prompt delivered from the environment (to the setter only), and previous language emissions. These concatenated vectors are jointly processed by a transformer network (Vaswani et al., 2017), which we refer to as the multi-modal transformer (MMT). The output of the MMT consists of a mean-pooling across all output embeddings, concatenated with dedicated output embeddings that function much like the “CLS” embedding in the BERT model (Devlin et al., 2018) (see Section 3.2 in the Appendix for more information). This output provides the input to an LSTM memory, which in turn provides the input to smaller networks that parameterise the aforementioned policies.

2.5 Learning

Our approach to training interactive agents combines diverse techniques from imitation learning with additional supervised and unsupervised learning objectives to regularise representations. We first explain the basic principles behind each method, then explain how they are brought together.

2.5.1 Behavioural Cloning

The most direct approach to imitation learning, known as behavioural cloning (BC) (Pomerleau, 1989; Osa et al., 2018), frames the problem of copying behaviour as a supervised
Figure 5: Agent Architecture. The agent receives both RGB images and text strings as inputs. The former gets encoded through a ResNet, and the latter are tokenized by word using a custom vocabulary, and subsequently embedded as distributed vectors. Together the ResNet “hyper-pixels” and tokenized words comprise a set of vectors that is the input to a multi-modal transformer. The transformer’s output provides the input to an LSTM, which in turn provides input to the motor and language policies.

sequence prediction problem (Graves, 2013). Recalling the discussion of the performance difference lemma, behavioural cloning is an approach that tries to make \( \pi(a \mid s) = \pi^*(a \mid s) \), or, in our case, \( \pi(a_t \mid o_{\leq t}) = \pi^*(a_t \mid o_{\leq t}) \). It requires a dataset of observation and action sequences produced by expert demonstrators.

A temporal observation sequence \( o_{\leq T} \equiv (o_0, o_1, o_2, \ldots, o_T) \) and a temporal action sequence \( a_{\leq T} \equiv (a_0, a_1, a_2, \ldots, a_T) \) together comprise a trajectory. (Length, or trajectory length, refers to the number of elements in the observation or action sequence, and while trajectory lengths can vary, for simplicity we develop the fixed length case.) The dataset is distributed according to some unknown distribution \( \pi^*(o_{\leq T}, a_{\leq T}) \). For language games, we constructed separate datasets of setter trajectories and solver trajectories. The loss function for behavioural cloning is the (forward) Kullback-Leibler divergence between \( \pi^* \) and \( \pi_\theta \):

\[
L^{BC}(\theta) = KL [\pi^* \parallel \pi_\theta] = E_{\pi^*(o_{\leq T}, a_{\leq T})} [\ln \frac{\pi^*(o_{\leq T}, a_{\leq T})}{\pi_\theta(o_{\leq T}, a_{\leq T})}] = \text{const}(\theta) - E_{\pi^*(o_{\leq T}, a_{\leq T})} [\ln \pi_\theta(o_{\leq T}, a_{\leq T})],
\]

where \( \text{const}(\theta) \) collects the demonstrator distribution entropy term, which is a constant independent of the policy parameters. The policy trajectory distribution \( \pi_\theta(o_{\leq T}, a_{\leq T}) \) is a product of conditional distributions from each time step. The product alternates between terms that are a function of the policy directly, \( \pi_\theta(a_t \mid o_{\leq t}, a_{<t}) \), and terms that are a function of the environment and independent of the policy parameters, \( p_{\text{ENV}}(o_t \mid o_{<t}, a_{<t}) \).

The product is \( \pi_\theta(o_{\leq T}, a_{\leq T}) = \prod_{t=0}^T p_{\text{ENV}}(o_t \mid o_{<t}, a_{<t}) \pi_\theta(a_t \mid o_{\leq t}, a_{<t}) \). Ignoring constants with respect to the parameters, the argument of the logarithm can therefore be further...
broken down by time step:

$$
\mathcal{L}^{BC}(\theta) = -E_{\pi^*(o_{\leq T}, a_{\leq T})} \left[ \ln \prod_{t=0}^{T} p^{ENV}(o_t \mid o_{\leq t}, a_{\leq t}) \pi_{\theta}(a_t \mid o_{\leq t}, a_{\leq t}) \right] 
$$

$$
\begin{align*}
&= -E_{\pi^*(o_{\leq T}, a_{\leq T})} \left[ \sum_{t=0}^{T} \ln p^{ENV}(o_t \mid o_{\leq t}, a_{\leq t}) + \ln \pi_{\theta}(a_t \mid o_{\leq t}, a_{\leq t}) \right] \\
&= \text{const}(\theta) - E_{\pi^*(o_{\leq T}, a_{\leq T})} \left[ \sum_{t=0}^{T} \ln \pi_{\theta}(a_t \mid o_{\leq t}) \right].
\end{align*}
$$

We have optionally decided to drop explicit conditioning of the policy on past actions, except insofar as they influence the observations, giving

$$
\mathcal{L}^{BC}(\theta) = -E_{\pi^*(o_{\leq T}, a_{\leq T})} \left[ \sum_{t=0}^{T} \ln \pi_{\theta}(a_t \mid o_{\leq t}) \right]. \tag{1}
$$

We can observe that the expectation is under the demonstration distribution. In practice, we train on the empirical distribution of trajectories in the demonstration dataset. In each evaluation of the loss function, we sample a batch of $B$ trajectories from the dataset:

$$
\mathcal{L}^{BC}(\theta) = -\frac{1}{B} \sum_{n=1}^{B} \sum_{t=0}^{T} \ln \pi_{\theta}(a_{n,t} \mid o_{n,\leq t}).
$$

Although demonstrators interact in the environment to provide data, with BC the agent exclusively learns without acting at all. This feature of BC can be considered an advantage or a disadvantage: an advantage because the agent need not perform trial and error in the world to learn, and a disadvantage because it cannot utilise self-directed environment interaction to learn more. Despite this problem, behavioural cloning is still a principled and reliable algorithm. It performs best when datasets are large, and the policy distribution is able to represent complex correlations among components of the action – hence our choice of autoregressive action distributions. However, behavioural cloning can be improved, as we will show.

### 2.5.2 Auxiliary Learning and Regularisation

Behavioural cloning, like other supervised learning methods that learn a map from inputs to outputs, can benefit from regularisation. When the agent (policy) acts in the environment, it will encounter observation sequences that are novel. This is an inevitability due to the high dimensionality of the perceptual inputs and the combinatorics of the room and of language itself. But it is more than a statement about combinatorics and dimensionality: when the agent acts it directly alters the state of the world and its own reafferent observations. And, when the policy distribution is conditioned on an observation sequence that is distinct from
the training data, \( \pi_\theta(a_t \mid o_{\text{UNSEEN}, \leq t}) \), the desired response is nominally undefined and must be inferred by appropriate generalisation.

In the Playroom (or indeed, in any human-compatible environment), we know that pixels are grouped into higher-order structures that we perceive as toys, furniture, the background, etc. These higher-order structures are multi-scale and include the even higher-order spatial relationships among the objects and features in the room. Together, these perceptual structures influence human behaviour in the room. Our regularisation procedures aim to reduce the number of degrees of freedom in the input data source and the network representations, while preserving information that is correlated with attested human behaviour. These regularisation procedures produce representations that effectively reduce the discriminability of some pairs of observation sequences \((a_i, \leq t, a_j, \leq t)\) while increasing the discriminability of others. The geometry of these representations then shapes how the policy network infers its responses, and how it generalises to unseen observations.

We use two kinds of regularisation, both of which help to produce visual representations that improve BC agents with respect to our evaluation metrics. The first regularisation, which we call Language Matching (LM), is closely related to the Contrastive Predictive Coding algorithm (van den Oord et al., 2018; Hénaff et al., 2019) and Noise Contrastive Estimation (Gutmann and Hyvärinen, 2010) and helps produce visual representations reflecting linguistic concepts. A classifier \( D_\theta \) is attached to the agent network and provided input primarily from the mean-pooling vector of the MMT. It is trained to determine if the visual input and the solver language input (i.e., the instruction provided by the setter) come from the same episode or different episodes (see Appendix section 3.2):

\[
L^{\text{LM}}(\theta) = -\frac{1}{B} \sum_{n=1}^{B} \sum_{t=0}^{T} \left[ \ln D_\theta(o^V_{n,t}, o^LO_{n,t}) + \ln \left( 1 - D_\theta(o^V_{n,t}, o^LO_{\text{SHIFT}(n),t}) \right) \right],
\]

where \( B \) is the batch size and \( \text{SHIFT}(n) \) is the \( n \)-th index after a modular shift of the integers: \( 1 \to 2, 2 \to 3 \ldots, B \to 1 \). The loss is “contrastive” because the classifier must distinguish between real episodes and decoys. To improve the classifier loss, the visual encoder must produce representations with high mutual information to the encoded language input. We apply this loss to data from human solver demonstration trajectories where there is often strong alignment between the instructed language and the visual representation: for example, “Lift a red robot” predicts that there is likely to be a red object at the centre of fixation, and “Put three balls in a row” predicts that three spheres will intersect a ray through the image.

The second regularisation, which we call the “Object-in-View” loss (OV), is designed very straightforwardly to produce visual representations encoding the objects and their colours in the frame. We build a second classifier to contrast between strings describing coloured objects in frame versus fictitious objects that are not in frame. To do this, we use information about visible objects derived directly from the environment simulator, although equivalent results could likely be obtainable by conventional human segmentation and labeling of images (Girshick, 2015; He et al., 2017). Notably, this information is only present during training, and not at inference time.
Together, we refer to these regularising objective functions as “auxiliary losses.”

2.5.3 Inverse Reinforcement Learning

In the Markov Decision Process formalism, we can write the behavioural cloning objective another way to examine the sense in which it tries to make the agent imitate the demonstrator:

\[ \mathcal{L}^{BC}(\theta) = E_{\pi^*(s)} \left[ \text{KL} \left[ \pi^*(a | s) \parallel \pi_\theta(a | s) \right] \right]. \]

The imitator learns to match the demonstrator’s policy distribution over actions in the observation sequences generated by the demonstrator. Theoretical analysis of behavioural cloning (Ross et al., 2011) suggests that errors of the imitator agent in predicting the demonstrator’s actions lead to a performance gap that compounds.\(^3\) The root problem is that each mistake of the imitator changes the distribution of future states so that \(\pi_\theta(s)\) differs from \(\pi^*(s)\). The states the imitator reaches may not be the ones in which it has been trained to respond. Thus, a BC-trained policy can “run off the rails,” reaching states it is not able to recover from. Imitation learning algorithms that also learn along the imitator’s trajectory distribution can reduce this suboptimality (Ross et al., 2011).

The regularisation schemes presented in the last section can improve the generalisation properties of BC policies to novel inputs, but they cannot train the policy to exert active control in the environment to attain states that are probable in the demonstrator’s distribution. By contrast, inverse reinforcement learning (IRL) algorithms (Ziebart, 2010; Finn et al., 2016) attempt to infer the reward function underlying the intentions of the demonstrator (e.g., which states it prefers), and optimise the policy itself using reinforcement learning to pursue this reward function. IRL can avoid this failure mode of BC and train a policy to “get back on the rails” (i.e., return to states likely in the demonstrator’s state distribution; see previous discussion on the performance difference lemma). For an instructive example, consider using inverse reinforcement learning to imitate a very talented Go player. If the reward function that is being inferred is constrained to observe only the win state at the end of the game, then the estimated function will encode that winning is what the demonstrator does. Optimising the imitator policy with this reward function can then recover more information about playing Go well than was contained in the dataset of games played by the demonstrator alone. Whereas a behavioural cloning policy might find itself in a losing situation with no counterpart in its training set, an inverse reinforcement learning algorithm can use trial and error to acquire knowledge about how to achieve win states from unseen conditions.

Generative Adversarial Imitation Learning (GAIL) (Ho and Ermon, 2016) is an algorithm closely related to IRL (Ziebart, 2010; Finn et al., 2016). Its objective trains the

\(^3\)Under relatively weak assumptions (bounded task rewards per time step), the suboptimality for BC is linear in the action prediction error rate \(\epsilon\) but up to quadratic in the length of the episode \(T\), giving \(O(\epsilon T^2)\). The performance difference would be linear in the episode length, \(O(\epsilon T)\), if each mistake of the imitator incurred a loss only at that time step; quadratic suboptimality means roughly that an error exacts a toll for each subsequent step in the episode.
policy to make the distribution $\pi_\theta(s, a)$ match $\pi^*(s, a)$. To do so, GAIL constructs a surrogate model, the discriminator, which serves as a reward function. The discriminator, $D_\phi$, is trained using conventional cross entropy to judge if a state and action pair is sampled from a demonstrator or imitator trajectory:

$$L^{\text{DISC}}(\phi) = -E_{\pi^*(s,a)}[\ln D_\phi(s, a)] - E_{\pi_\theta(s,a)}[\ln(1 - D_\phi(s, a))].$$

The optimal discriminator, according to this objective, satisfies $D_\phi(s, a) = \frac{\pi^*(s,a)}{\pi^*(s,a) + \pi_\theta(s,a)}$.

We have been deliberately careless about defining $\pi(s, a)$ precisely but rectify this now. In the discounted case, it can be defined as the discounted summed probability of being in a state and producing an action: $\pi(s, a) \equiv (1 - \gamma) \sum_t \gamma^t p(s_t = s \mid \pi) \pi(a \mid s)$. The objective of the policy is to minimise the classification accuracy of the discriminator, which, intuitively, should make the two distributions as indiscriminable as possible: i.e., the same. Therefore, the policy should maximise

$$J^{\text{GAIL}}(\theta) = -E_{\pi_\theta(s,a)}[\ln(1 - D_\phi(s, a))].$$

This is exactly a reinforcement learning objective with per time step reward function $r(s, a) = -\ln(1 - D_\phi(s, a))$. It trains the policy during interaction with the environment: the expectation is under the imitator policy’s distribution, not the demonstrator’s. Plugging in the optimal discriminator on the right-hand side, we have

$$J^{\text{GAIL}}(\theta) \approx -E_{\pi_\theta(s,a)}\left[\ln \frac{\pi_\theta(s, a)}{\pi^*(s,a) + \pi_\theta(s,a)}\right].$$

At the saddle point, optimised both with respect to the discriminator and with respect to the policy, one can show that $\pi_\theta(s, a) = \pi^*(s, a)$.

GAIL differs from traditional IRL algorithms, however, because the reward function it estimates is non-stationary: it changes as the imitator policy changes since it represents information about the probability of a trajectory in the demonstrator data compared to the current policy.

GAIL provides flexibility. Instead of matching $\pi_\theta(s, a) = \pi^*(s, a)$, one can instead attempt to enforce only that $\pi_\theta(s) = \pi^*(s)$ (Merel et al., 2017; Ghasemipour et al., 2020). We have taken this approach both to simplify the model inputs, and because it is sufficient for our needs: behavioural cloning can be used to imitate the policy conditional distribution $\pi^*(a \mid s)$, while GAIL can be used to imitate the distribution over states themselves $\pi^*(s)$. In this case the correct objective functions are:

$$L^{\text{DISC}}(\phi) = -E_{\pi^*(s)}[\ln D_\phi(s)] - E_{\pi_\theta(s)}[\ln(1 - D_\phi(s))],$$

$$J^{\text{GAIL}}(\theta) = -E_{\pi_\theta(s,a)}[\ln(1 - D_\phi(s))].$$

---

4As was noted in Goodfellow et al. (2014) and as is possible to derive by directly computing the stationary point with respect to $D_\phi(s, a)$: $\pi^*(s,a)/D_\phi(s,a) - \pi_\theta(s,a)/(1 - D_\phi(s,a)) = 0$, etc.

5Solving the constrained optimisation problem $J^{\text{GAIL}}(\theta) + \lambda[\sum_s \pi_\theta(s,a) - 1]$ shows that $\frac{\pi_\theta(s,a)}{\pi^*(s,a) + \pi_\theta(s,a)} = \text{const}$ for all $s, a$. Therefore, $\pi_\theta(s,a) = \pi^*(s,a)$.
Figure 6: GAIL Discriminator Architecture: The discriminator receives the same inputs as the agent, RGB images and text strings, and encodes them with similar encoders (ResNet, text embedder, and Multi-Modal Transformer) into a single summary vector. The encoded inputs are then processed by a Temporal Transformer that has access to the summary vectors from previous time steps. The mean-pooled output of this transformer is then passed through an MLP to obtain a single output representing the probability that the observation sequence is part of a demonstrator trajectory. The encoders are simultaneously trained by the auxiliary Language Matching objective.

In practice, returning to our Playroom setting with partial observability and two agents interacting, we cannot assume knowledge of a state $s_t$. Instead, we supply the discriminator with observation sequences $s_t \approx (o_{t-sk}, o_{t-s(k-1)}, \ldots, o_{t})$ of fixed length $k$ and stride $s$; the policy is still conditioned as in Equation 1.

These observation sequences are short movies with language and vision and are consequently high-dimensional. We are not aware of extant work that has applied GAIL to observations this high-dimensional (see Li et al. (2017); Zolna et al. (2019) for applications of GAIL to simpler but still visual input), and, perhaps, for good reason. The discriminator classifier must represent the relative probability of a demonstrator trajectory compared to an imitator trajectory, but with high-dimensional input there are many undesirable classification boundaries the discriminator can draw. It can use capacity to over-fit spurious coincidences: e.g., it can memorise that in one demonstrator interaction a pixel patch was hexadecimal colour #ffb3b3, etc., while ignoring the interaction’s semantic content. Consequently, regularisation, as we motivated in the behavioural cloning context, is equally important for making the GAIL discriminator limit its classification to human-interpretable events, thereby giving reward to the policy if it acts in ways that humans also think are descriptive and relevant. For the GAIL discriminator, we use a popular data augmentation technique RandAugment (Cubuk et al., 2020) designed to make computer vision more invariant. This technique stochastically perturbs each image that is sent to the visual ResNet. We use random cropping, rotation, translation, and shearing of the images. These perturbations substantially alter the pixel-level visual input without altering human understanding of the content of the images or the desired outputs for the network to produce. At the same time, we use the same language matching objective we introduced in the behavioural cloning section, which extracts representations that align between vision
and language. This objective is active only when the input to the model is demonstrator observation sequence data, not when the imitator is producing data.

The architecture of the discriminator is shown in Figure 6. RandAugment is applied to the images, and a ResNet processes frames, converting them into a spatial array of vector embeddings. The language is also similarly embedded, and both are passed through a multi-modal transformer. No parameters are shared between the reward model and policy. The top of the MMT applies a mean-pooling operation to arrive at a single embedding per time step, and the language matching loss is computed based on this averaged vector. Subsequently, a second transformer processes the vectors that were produced across time steps before mean-pooling again and applying a multi-layer perceptron classifier representing the discriminator output.

![Figure 7: Training schematic.](image)

We train policies using human demonstrations via a mixture of behavioural cloning and reinforcement learning on a learned discriminator reward model. The reward model is trained to discriminate between human demonstrations (positive examples) and agent trajectories (negative examples). Both the policy and the reward model are regularised by auxiliary objectives.

Figure 7 summarises how we train agents. We gather human demonstrations of interactive language games. These trajectories are used to fit policies by behavioural cloning. We additionally use a variant of the GAIL algorithm to train a discriminator reward model, classifying trajectories as generated by either the humans or a policy. Simultaneously, the policy derives reward if the discriminator classifies its trajectory as likely to be human. Both the policy and discriminator reward model are regularised by auxiliary learning objectives.

In Figure 8, we compare the performance of our imitation learning algorithms applied to a simplified task in the Playroom. A dataset was collected of a group of subjects instructed using synthetic language to put an object in the room on the bed. A programmatic
Figure 8: Comparison of Imitation Learning Methods on Simple ‘Put X on Bed’ Task. In this task, an agent is instructed to put an object in the room on the bed using synthetic language. The data comprised 40,498 human episodes pre-selected based on success. The GAIL agent (G·A), even with auxiliary loss regularisation of the agent and discriminator, failed to learn, while the simple BC (B) agent learned to retrieve objects at random but did not identify the correct one. Combining BC with GAIL (BG) or BC with auxiliary regularisation (B·A) improved performance. Further performance was reached by combining GAIL, BC, and auxiliary losses (BG·A). Note that certain possible comparison models were not run here, including simple GAIL (G), and variations that would use auxiliary losses on the agent but not the discriminator and vice versa.

reward function that detects what object is placed on the bed was used to evaluate performance. Under no condition was the reward function used to train any agent. The agent and discriminator trained by GAIL with the regularisation (G·A; ‘A’ denotes the inclusion of ‘auxiliary’ regularisation, including the LM loss and RandAugment on the discriminator) was unable to improve beyond its random initialisation. The behavioural cloning agent (B) was slightly better but did not effectively understand the task: its performance implies it picked up objects at random and put them on the bed. Combining the behavioural cloning with GAIL (BG) by simply adding the loss terms together achieved reasonable results, implying that GAIL was better at reshaping a behavioural prior than structuring it from scratch. However, behavioural cloning with the additional regularisation (B·A; LM and OV on the policy) achieved essentially the same or better results. Adding the auxiliary LM and OV losses to behavioural cloning and the GAIL discriminator was the best of all (BG·A). While this task is simple, we will show that this rough stratification of agents persisted even when we trained agents with complicated language games data and reported scores based on human evaluations.

2.5.4 Interactive Training

While this training recipe is sufficient for simple tasks defined with programmed language and reward, to build agents from language games data requires further innovation to model both the setter and solver behaviour and their interaction. In this work, we train one single agent that acts as both a setter and a solver, with the agent engaged as a setter if and only
Table 1: Agent Nomenclature. Note that “no vis.” and “no lang.” indicate no vision and language input, respectively.

| Name       | Vision | Language | BC | GAIL | Setter replay | Auxiliary losses |
|------------|--------|----------|----|------|---------------|------------------|
| BGR·A      | ✓      | ✓        | ✓  | ✓    | ✓             | ✓                |
| BG·A       | ✓      | ✓        | ✓  | ✓    | x             | ✓                |
| BG         | ✓      | ✓        | ✓  | ✓    | x             | x                |
| G·A        | ✓      | ✓        | x  | ✓    | x             | x                |
| B·A        | ✓      | ✓        | ✓  | x    | x             | ✓                |
| B          | ✓      | ✓        | ✓  | x    | x             | x                |
| B(no vis.) | x      | ✓        | ✓  | x    | x             | x                |
| B(no lang.)| ✓      | x        | ✓  | x    | x             | x                |

if the language prompt o\textsuperscript{LP} is non-empty. In the original data, two humans interacted, with the setter producing an instruction, and the solver carrying it out. Likewise, during interactive training, two agents interact together: one agent in the setter role receives a randomly sampled prompt, investigates the room, and emits an instruction; meanwhile another agent acts as the solver and carries out the instructed task. Together, the setter and solver improvise a small interaction scenario.

Both the setter and solver trajectories from the language games dataset are used to compute the behavioural cloning loss function. During interactive training, the solver is additionally trained by rewards generated by the GAIL discriminator, which is conditioned on the solver observation sequence. In this way, the setter generates tasks for the solver, and the solver is trained by reward feedback to accomplish them. The role of a human in commissioning instructions and communicating their preferences to critique and improve the agent’s behaviour is thus approximated by the combined action of the setter agent and the discriminator’s reward.

We will see that interactive training significantly improves on the results of behavioural cloning. However, during the early stages of training, the interactions are wasted because the setter’s language policy in particular is untrained. This leads to the production of erroneous, unsatisfiable instructions, which are useless for training the solver policy. As a method to warm start training, in half the episodes in which the solver is training, the Playroom’s initial configuration is drawn directly from an episode in the language games database, and the setter activity is replayed step-by-step from the same episode data. We call this condition setter replay to denote that the human setter actions from the dataset are replayed. Agents trained using this technique are abbreviated ‘BGR·A’ (‘R’ for Re-
play). This mechanism is not completely without compromise: it has limited applicability for continued back-and-forth interaction between the setter and the solver, and it would be impractical to rely on in a real robotic application. Fortunately, setter replay is helpful for improving agent performance and training time, but not crucial. For reference, the abbreviated names of the agents and their properties are summarised in Table 1.

2.6 Evaluation

The ecological necessity to interact with the physical world and with other agents is the force that has catalysed and constrained the development of human intelligence (Dunbar, 1993). Likewise, the fitness criterion we hope to evaluate and select for in agents is their capability to interact with human beings. As the capability to interact is, largely, commensurate with psychological notions of intelligence (Duncan, 2010), evaluating interactions is perhaps as hard as evaluating intelligence (Turing, 1950; Chollet, 2019). Indeed, if we could hypothetically create an oracle that could evaluate any interaction with an agent – e.g., how well the agent understands and relates to a human – then, as a corollary, we would have already created human-level AI.

Consequently, the development of evaluation techniques and intelligent agents must proceed in tandem, with improvements in one occasioning and stimulating improvements in the other. Our own evaluation methodology is multi-pronged and ranges from simple automated metrics computed as a function of agent behaviour, to fixed testing environments, known as scripted probe tasks, resembling conventional reinforcement learning problems, to observational human evaluation of videos of agents, to Turing test-like interactive human evaluation where humans directly engage with agents. We also develop machine learning evaluation models, trained from previously collected datasets of human evaluations, whose complexity is comparable to our agents, and whose judgements predict human evaluation of held-out episodes or held-out agents. We will show that these evaluations, from simple, scripted metrics and testing environments, up to freewheeling human interactive evaluation, generally agree with one another in regard to their rankings of agent performance. We thus have our cake and eat it, too: we have cheap and automated evaluation methods for developing agents and more expensive, large-scale, comprehensive human-agent interaction as the gold standard final test of agent quality.

3 Results

As described, we trained agents with behavioural cloning, auxiliary losses, and interactive training, alongside ablated versions thereof. We were able to show statistically significant differences among the models in performance across a variety of evaluation methods. Experiments required large-scale compute resources, so exhaustive hyperparameter search per model configuration was prohibitive. Instead, model hyperparameters that were shared across all model variants (optimiser, batch size, learning rate, network sizes, etc.) were set
through multiple rounds of experimentation across the duration of the project, and hyper-
parameters specific to each model variant were searched for in runs preceding final results.
For the results and learning curves presented here, we ran two random seeds for each agent
variant. For subsequent analyses, we chose the specific trained model seed and the time to
stop training it based on aggregated performance on the scripted probe tasks. See Appendix
sections 4, 4.4, and 5 for further experimental details.

In what follows, we describe the automated learning diagnostics and probe tasks used
to evaluate training. We examine details of the agent and the GAIL discriminator’s be-
haviour in different settings. We then report the results of large-scale evaluation by human
subjects passively observing or actively interacting with the agents, and show these are to
some extent predicted by the simpler automated evaluations. We then study how the agents
improve with increasing quantities of data, and, conversely, how training on multi-task lan-
guage games protects the agents from degrading rapidly when specific tranches of data are
held out. Using the data collected during observational human evaluation, we demonstrate
the feasibility of training evaluation models that begin to capture the essential shape of
human judgements about agent interactive performance.

3.1 Training and Simple Automated Metrics

The probability that an untrained agent succeeds in any of the tasks performed by humans
in the Playroom is close to zero. To provide meaningful baseline performance levels, we
trained three agents using behavioural cloning (BC, abbreviated further to B) as the sole
means of updating parameters: these were a conventional BC agent (B), an agent with-
out language input (B(no lang.)) and a second agent without vision (B(no vis.)). These
were compared to the agents that included auxiliary losses (B·A), interactive GAIL training
(BG·A), and the setter replay (BGR·A) mechanism. Since BGR·A was the best perform-
ing agent across most evaluations, any reference to a default agent will indicate this one.
Further agent ablations are examined in Appendix 4.

Figure 9A shows the progression of three of the losses associated with training the
BGR·A agent (top row), as well as three automated metrics which we track during the
course of training (bottom row). Neither the BC loss, the GAIL discriminator loss, nor
the auxiliary losses directly indicates how well our agents will perform when judged by
humans, but they are nonetheless useful to track whether our learning objectives are being
optimised as training progresses. Accordingly, we see that the BC and Language Match
losses were monotonically optimised over the course of training. The GAIL discriminator
loss increased as agent behaviour became difficult to distinguish from demonstrator be-
haviour and then descended as the discriminator got better at distinguishing human demon-
strators from the agent. Anecdotally, discriminator over-fitting, where the discriminator
assigned low probability to held-out human demonstrator trajectories, was a leading in-
dicator that an agent would behave poorly. Automated metrics played a similar role as
the losses: on a validation set of episodes with a setter replay instruction, we monitored
whether the first object lifted by a solver agent was the same as that lifted by a human. We
Figure 9: Learning Metrics. A. The top row shows the trajectory of learning for three training losses: the behavioural cloning loss (top left, total loss which includes losses for the motor actions, language actions, and auxiliary tasks scaled accordingly to their relative contribution), the GAIL discriminator loss (top middle), and the language matching auxiliary loss (top right). B. The bottom row shows tracked heuristic measures along the same trajectory, which proved useful in addition to the losses for assessing and comparing agent performance. Same Object Lifted measures whether the solver agent has lifted the same object as the human in the equivalent validation episode; Object Mention Accuracy measures whether an object is indeed within the room if it happens to be mentioned by the setter in a validation episode; and Average Evaluation Reward measures the reward obtained by a solver agent when trying to solve scripted probe tasks that we developed for agent development. (Rewards in these tasks were not used for training, just for evaluation purposes.) C. Agent and human performance compared on the same scripted probe tasks. Agents were divided based on their included components (e.g., trained purely by behavioural cloning or also by interactive training with GAIL, or whether they were ablated agents that, for example, did not include vision). We observed a gradual improvement in agent performance as we introduced auxiliary losses, interactive training, and setter replay.

also measured if object and colour combinations mentioned by the agent were indeed in the room. Intuitively, if this metric increased it indicated that the agent could adequately perceive and speak about its surroundings. This was an important metric used while developing setter language. However, it is only a rough heuristic measure: utterances such as, “Is there a train in the room?” can be perfectly valid even if there is indeed no train in the room.
3.2 Scripted Probe Tasks

In the general case, it is impossible to write a program that checks if an interaction between a human and an agent (or between two agents) has “succeeded,” even in the context of a virtual environment. However, for certain very canonical interactions, with a specific flavour of success criterion, it is possible to write down propositions describing physical states of the environment that approximate human judgements about the correctness of following instructions or answering questions. We therefore developed six scripted probe tasks in which the linguistic behaviour of the setter was scripted to provide clear instructions or questions (e.g., “Pick up the X”; “Put the X near the Y”; “What colour is the X?”). Three of these were instruction following (Go, Lift, Position) and three question answering (Colour, Exist, Count) (see Figure 9 and Appendix 7.2.2 for details) The responses to these instructions or questions could be unambiguously scored (under certain assumptions) by callbacks from the environment engine. Thus, the probe tasks aimed to provide a cheap and unambiguous way of scoring the behaviour of the solver agent in a way that approximates the language games played by humans but without requiring costly human evaluation. During learning we monitored the average performance of our solvers across a set of these probe tasks (Figure 9, Avg. Eval. Reward). Figure 9B shows the performance of human players and the trained solver agents across these tasks. Overall, the interactively trained agents, with or without setter replay, performed as well as or better than all comparisons. See Appendix Table 11 for precise numeric values.

To establish baselines, we measured human performance on these tasks without providing feedback about success as the humans played. Interestingly, we found that, even though the tasks involve elementary challenges like picking up and placing objects relative to each other, human performance under these conditions (which are the same conditions faced by the agent) was evaluated to be good but not perfect. This underlines the fact that, even for instruction-following and question-answering tasks that require little planning, reasoning, or dexterous motor control, what constitutes success is subjective, and the intuitions human participants brought to bear when deciding they had completed tasks did not always match our own programmed definition of task success. Furthermore, for more nuanced types of interaction, we would have been unable to program rule-based evaluations at all.

3.3 Action Prediction Metrics

We also tracked performance at predicting human actions on a validation set of human demonstrations during training – that is, the behavioural cloning validation set loss. Tracking this metric allowed us to observe over-fitting and other training-related problems. However, as we will see, the BC validation metric was not on its own always a useful guide for understanding agent task performance. To compute the metric, we held out a random subset of the human demonstration data and examined how well our agent predicted the human actions while the agent processed the observations derived from the trajectories. In the Playroom, the agents use motor actions and language actions. Figure 10 shows the validation log probabilities for motor actions taken by our agent in the solver role. Training
drove performance on this metric up both for our agent and main ablations. Strikingly, both agents trained interactively via GAIL (BGR·A and BG·A) performed worse on with regard to behavioural cloning loss on the validation set than agents trained to produce actions via BC alone (B and B·A). This is notable given what we observed in the scripted probe tasks shown in Figure 9C – that interactive training produced the best performing agents. As we will see, human judgement of task success agreed more closely with the probe task evaluation. Thus, while convenient and sometimes instructive, BC validation set performance was unreliable for understanding how well agents perform tasks as directed and evaluated by humans. BC validation curves for language actions and the setter role are shown in Appendix 4.

![Figure 10: Behavioural Cloning Validation Metrics. Models trained by interaction (BGR·A & BG·A) performed better than those that were not (B·A & B) in scripted probe task performance (Figure 9C), but worse in terms of the BC validation set log probability (depicted here).](image)

### 3.4 Automated Setter Metrics

Table 2 shows automated metrics we used to help develop agents’ capacities to perform in the role of the setter. These metrics could be measured while training, offering hints about where training was failing, and which agent variations might perform better. We measured: 1. if setters referred to objects in the room; 2. the average number of words in an utterance; 3. the average number of utterances produced in an episode; 4. the 1-gram entropy of the utterances. To a first approximation, a model’s statistics should roughly match the human distributions, which are also shown in Table 2. Our agent performed better than the behavioural cloning baseline B, but GAIL was not a key factor (as it was not used directly to optimise the setter behaviour). Rather, the main driver of success was the introduction of auxiliary losses, which we believe helped the model to link visual information with linguistic content.

To ground our intuitions, we examined the word frequencies of our agent’s utterances when it played as the setter. To compute these metrics consistently across agent variants, we
|                | Obj. mention accuracy | Avg. utterance length (words) | Avg. num. utterances | Entropy |
|----------------|-----------------------|-------------------------------|----------------------|---------|
| Human          | 0.870 ± 0.011         | 6.31 ± 0.04                   | 1                    | 6.1 ± 0.2 |
| BGR·A          | 0.686 ± 0.007         | 5.59 ± 0.02                   | 0.856 ± 0.003        | 5.8 ± 0.2 |
| BG·A           | 0.691 ± 0.007         | 5.78 ± 0.02                   | 0.893 ± 0.003        | 5.8 ± 0.3 |
| B·A            | 0.660 ± 0.007         | 5.75 ± 0.02                   | 0.926 ± 0.004        | 5.8 ± 0.3 |
| B              | 0.241 ± 0.007         | 5.67 ± 0.02                   | 0.845 ± 0.003        | 5.8 ± 0.2 |
| B(no lang.)    | 0.255 ± 0.008         | 5.29 ± 0.03                   | 0.846 ± 0.004        | 6.0 ± 0.2 |
| B(no vis.)     | 0.077 ± 0.005         | 5.68 ± 0.02                   | 0.777 ± 0.004        | 5.9 ± 0.2 |

Table 2: Automated Setter Metrics. Object Mention Accuracy calculates how often a colour adjective with an object name is found in the room. This measure is not always perfect since humans can use colours that are not detected by our internal dictionary of acceptable answers; hence the imperfect human score. The improvement of auxiliary losses over behavioural cloning is particularly notable. Human episodes were filtered to include one and only one instruction.

forced the agent observations explicitly along the human demonstration episodes in a held-aside validation set (see Appendix 7.1 for details). Figure 11A plots the word frequencies from human setter utterances. For illustrative purposes, Figure 11B plots these frequencies versus those computed for human setter utterances for a subset of words. The data are clustered around the unity line, indicating that our agent uttered a particular word about as often as humans did in the same circumstances. For comparison, Figure 11C shows the agent produced word frequency versus those for a dataset constructed from Wikipedia (Guo et al., 2020).

3.5 Agent Behaviour and Discriminator Reward Traces

Figure 12 encapsulates a single episode performed by the BGR·A agent. The prompt for this episode requested that the setter “Ask the player to position something relative to something else”. The setter followed the prompt by asking the solver agent to “take the white robot and place it on the bed.” The top row shows the solver finding the object and placing it on the bed. The lower panel of Figure 12 shows the corresponding output of the GAIL discriminator reward model over the course of the episode. The model gave positive reward at several points during the episode, especially at points where the agent interacted with the correct object. Since our GAIL model takes the setter language as input along with the solver vision, we are also able to examine counterfactual scenarios. We altered the colour in the setter utterance to make “take the red robot and place it on the bed,” and reran the reward model over the episode. This new request was impossible to fulfil given that no
red robot existed in the room. Correspondingly, in the counterfactual condition the GAIL discriminator yielded little reward throughout the episode. Thus, the reward model appears to possess some understanding the consistency of a setter instruction and the solver agent behaviour.

3.6 Observational human evaluation

One step closer to our ultimate interactive evaluation of agent behaviour, we simulated rollouts of agents playing as either the setter or the solver and asked humans to score whether the behaviour was correct (Figure 13A). These rollouts were then evaluated offline using an interface that allowed human raters to skip forwards and backwards through each trajectory of observations and text emissions (Cabi et al., 2019). The raters were asked to score each episode as either “successful” or “unsuccessful.” For successful episodes, the raters were also asked to mark the moment in time when success first occurred. This is
Figure 12: Single Episode Agent Behaviour and Discriminator Reward Traces. The setter viewed the room [1], and asked the solver to “take the white robot and place it on the bed”. The solver found the correct object [2], and lifted it onto the bed [3]. The GAIL reward model gave positive reward, temporally correlated with finding and depositing the object (blue, at [2] & [3]). It gave less reward when, instead of the original instruction, the reward model received the counterfactual instruction, “take the blue robot and place it on the bed,” which was inconsistent with the visual observations (grey). In both cases, reward was high at the beginning of the episode because the GAIL discriminator was uncertain about classifying between imitator agent and demonstrator human behaviour while the solver agent awaited the setter instruction.

a relatively high throughput method in comparison to interactive evaluation (Section 3.7), since simulated rollouts can be generated much faster than real-time in large batches, and a human rater can typically judge whether or not an episode was successful in much less time than it would take to execute a live interaction with an agent. Using this paradigm we were able to collect on the order of 10,000 annotated episodes for each of our agents.

To evaluate solvers in this mode, we replayed human setter actions (both language and motor) from episodes in a held out test set of demonstration episodes. Since setter actions were replayed without regard to the solver’s activity, this approach was limited to interactions that do not involve back-and-forth dialogue or active cooperation between the setter and solver (we excluded two prompts – “hand me” and “do two things in a row” – for this reason). In addition, there are cases where the replayed actions of the setter may impede the solver’s ability to complete the task (for example, by disturbing other objects in the room). These cases make up a very small fraction of episodes and only contribute negatively to agent evaluation.

To evaluate agents in the setter role, a dummy solver agent with no control policy was placed in the environment. Human observers were asked to determine that the setter produced an utterance which was consistent with the prompt as well as what the setter saw
Figure 13: Observational Human Evaluation of Agent Performance. A: Success rates for agents performing the role of either solver or setter, as judged by human annotators. Agent solver and setter episodes were generated by rolling out a pre-trained policy for ~200 episodes per script. The bars represent the proportion of episodes that were marked as “successful” by human annotators. Each bar represents a weighted average over all prompts within the movement or question-answering categories. Each script was weighted according to its frequency within the human demonstration data that was used to train the agents. The human baseline was calculated using annotations of episodes from the human demonstration data. Error bars represent a 95% CI of the mean. B: Joint success rates for episodes where the same pre-trained policy performed the roles of both setter and solver. In this case the setter and solver trajectories for each episode were annotated separately, and only episodes where both the setter and solver were labelled as successful.

in the room up to the point of the language emission. If no utterance was emitted by the setter, the episode was deemed unsuccessful.

We used the same interface and instructions to have humans evaluate episodes carried out by pairs of humans in our main dataset. As expected, humans were judged as completing all of our tasks (setter & solver, action & language) with high fidelity (>90% success rate; grey bars in Figure 13). Humans may disagree about what counts as success due to inherent ambiguity (for example whether a particular object is close enough to be considered ‘near’), or may be incorrect in their judgement due to a misreading or lack of attention. We did not attempt to disambiguate between these two cases. In order to measure the degree of inter-rater agreement we collected multiple annotations for a subset of human and agent episodes. We treated the majority label for each episode as the ground truth (in the case of a tie between successful and unsuccessful annotations the episode was considered unsuccessful), and measured the proportion of individual annotations that were in agreement with the majority label. The proportion of annotations that were in agreement with the majority label was 87.56%±0.22 for human solver episodes, and 91.88%±0.05
for human setter episodes. We obtained similar results for annotations of agent episodes (see Table 8 for detailed results).

The top row of Figure 13A shows the success rates for human and agent solvers, as judged by human raters. When evaluated as solvers, the B(no lang.) and B(no vis.) baseline agents were able to successfully complete the setter’s instruction in less than 5% of episodes, and the model trained with BC alone succeeded 20.12%±1.13 of the time. In contrast, the BGR·A agent was judged to be successful 57.02%±0.89 of the time. Ablations B·A and BG·A were judged to perform at an intermediate level (37.28%±0.84 and 46.80%±0.88 respectively). The bottom row of panel A shows equivalent results for setter episodes. The success rates for setter episodes were higher overall in comparison to solver episodes. In particular the B(no vis.) baseline agent achieved a much higher success rate as a setter than as a solver (17.77%±0.69, compared to 2.27%±0.30), reflecting the fact that it is often possible for a setter to give a valid instruction without attending to the initial state of the room. Overall, these results speak clearly to the advantage of using auxiliary objectives and interactive training for improving solver agents beyond straightforward BC in the context of grounded language interactions. Although the agents do not yet attain human-level performance, we will soon describe scaling experiments which suggest that this gap could be closed substantially simply by collecting more data. Perhaps most crucially, even when the BGR·A agent failed to perform a given task, it frequently performed sequences of actions that were “close” to what was asked. Thus, we believe it is a good candidate to be optimised further using human evaluative feedback.

We also examined the performance of our best performing agents in joint episodes, in which the same agent performed the roles of both the setter and the solver in the interaction. As before, human raters annotated both sides (setter & solver) of these entirely simulated interactions. We considered an episode to be a joint success only if both the setter and the solver were marked as successful by humans. Figure 13B shows that the BGR·A was successful in playing both sides of the interaction for 39.58%±0.9 of episodes. Thus, agents were often capable of both setting tasks relevant to their surroundings, as well as responding intelligently to those requested tasks. Combined with automated success labelling, which we will explore later in this document, this capability may open the door to using self-play as a mechanism for optimising behaviour. As expected, the B, B·A, and BG·A models were less capable at completing jointly successful episodes, achieving success rates of 10.38%±1.15, 23.59%±1.67, and 33.89%±0.87 respectively. Figure 21 in the Appendix contains a more detailed breakdown of agent performance according to prompt.

3.7 Interactive Human Evaluation

Finally, we evaluated the ability of our agents to engage in direct interactions with humans. In these experiments, humans played the role of the setter just as they do in the human-
human episodes we collected: they received a prompt, looked around the room and expanded the prompt to an instruction, observed the agent, and terminated the episode when they considered it solved, or were certain that the solver had failed. These human-agent interactions were recorded, and then the solver (i.e. agent) side of each interaction was annotated offline by human raters, using the same interface as in Section 3.6. Compared to purely observational evaluation, where humans could fast-forward through movies, interactive evaluation is a relatively low throughput method, since each human player can interact with only a single agent at a time, and the interactions must happen in real time. We collected a total of 27,895 annotated episodes across four different agents.

![success rate graphs](image)

**Figure 14: Interactive Human Evaluation.** *Top row:* mean solver success rates for live interactions, categorised as instruction-following or question-answering, where a human played the role of the setter, as judged by human raters. The human baselines (grey bar) represent live human-human interactions, as shown in the top row of Figure 13A. Error bars denote a 95% CI of the mean. *Bottom row:* scatter plots comparing the mean success rates achieved for interactive evaluation (x-axis) and observational evaluation (y-axis). The observational success rates are the same values plotted in the top row of Figure 13A.

Figure 14 shows the interactive human evaluation results for the agents. Both the ordering and the absolute magnitudes of the success rates for live human-agent interactions correspond closely to those for observational evaluation. Our agent was judged to be
successful 59.01% ± 1.06 of the time during human-agent interactions (60.10% ± 1.32 and 57.25% ± 1.75 for action and question-answering tasks respectively). This is slightly higher than the average success rate for this agent in observational evaluations (57.02% ± 0.89). One possible explanation for this difference is that in the interactive setting the human setter may react to the solver’s position and, for example, stay out of its way.

### 3.8 Scaling & Transfer

It is natural to wonder how the highest-performing agent would have improved if we had collected and trained with more data, and how it generalises to unseen situations. We ran experiments to examine the scaling (Kaplan et al., 2020) and transfer properties of imitation learning for behaviour in the Playroom.

First, we examined how the performance of our agents changed as a function of the size of the dataset trained on. We trained the B\( \cdot \)A and BG\( \cdot \)A agents using random splits of \( \frac{1}{16}, \frac{1}{8}, \frac{1}{4}, \) and \( \frac{1}{2} \) the size of our full training set. Figure 15A shows the average performance across the instruction-following and question-answering scripted probe tasks for these dataset sizes. The scripted probe tasks are imperfect measures of model performance, but as we have shown above, they tend to be well correlated with model performance under human evaluation. With each doubling of the dataset size, performance grew by approximately the same increment. The rate of performance, in particular for instruction-following tasks, was larger for the BG\( \cdot \)A model compared to B\( \cdot \)A. Generally, these results give us confidence that we could continue to improve the performance of the agents straightforwardly by increasing the dataset size.

We examined the question of whether our agents transferred knowledge from several angles. First, Figure 15B shows the results of training across multiple prompts at once versus training on the data associated with a single prompt. Assessed via the six scripted probe tasks, a model that trained across all prompts performed as well as or better than a model that only trained on the data corresponding to a single prompt.

A signature of transfer learning is that agents would require less data to learn new tasks given a background of previous knowledge. To test this, we divided our data into two sets: one in which the instruction given by the setter contained the words “put,” “position,” or “place”, which we refer to as the positional dataset, and the complement of this set. We then trained on varying fractions (\( \frac{1}{8}, \frac{1}{4}, \frac{1}{2}, 1 \)) of the positional data in isolation, or in conjunction with the second set of data, that is, all other setter instructions. Figure 15C shows the performance of BG\( \cdot \)A models trained using these splits on the Position scripted probe task. When trained in conjunction with all other setter instructions, the model performed better with only \( \frac{1}{8} \) of the positional data than when trained with all of the positional data alone.

Zooming in further on the question of generalisation, we randomly selected one object-colour combination, orange ducks, and removed all instances of orange ducks from all training data, including both human demonstration data and interactive training episodes. In total we removed 23K episodes containing orange ducks, regardless of whether they
Figure 15: Scaling & Transfer. A. Scaling properties for two of our agents. The agent’s performance on the scripted probe tasks increased as we trained on more data. In instruction-following tasks in particular, the rate of this increase was higher for BC+GAIL compared to BC (scatter points indicate seeds). B. Transfer learning across different language game prompts. Training on multiple language games simultaneously led to higher performance than training on each single prompt independently. C. Multitask training improved data efficiency. We held out episodes with instructions that contain the words “put,” “position” or “place” and studied how much of this data was required to learn to position objects in the room. When simultaneously trained on all language game prompts, using $\frac{1}{8}$ of the Position data led to 60% of the performance with all data, compared to 7% if we used the positional data alone. D. Object-colour generalisation. We removed all instances of orange ducks from the data and environment, but we left all other orange objects and all non-orange ducks. The performance at scripted tasks testing for this particular object-colour combination was similar to baseline.
where referred to by the setters or not. Importantly, we kept episodes with other orange objects and those with non-orange ducks. This was possible using the game engine to check which object types/colors were present in a given configuration of the Playroom. We then trained the BG-A model on either this reduced dataset or on all of the data. After training, we asked the models to “Lift an orange duck” or “What colour is the duck?” We examined the performance for these requests in randomly configured contexts appropriate for testing the model’s understanding. For the Lift instruction, there was always at least one orange duck in addition to differently coloured distractor ducks. For the Color instruction, there was a single orange duck in the room. Figure 15D shows that the agent trained without orange ducks performed almost as well on these restricted Lift and Color probe tasks as an agent trained with all of the data. These results demonstrate explicitly what our results elsewhere suggest: that agents trained to imitate human action and language demonstrate powerful combinatorial generalisation capabilities. While they have never encountered the entity, they know what an “orange duck” is and how to interact with one when asked to do so for the first time. This particular example was chosen at random; we have every reason to believe that similar effects would be observed for other compound concepts.

3.9 Evaluation Models

Our results thus far show how to leverage imitation learning to create agents with powerful behavioural priors that generalise beyond the instances they have been trained on. We have relied on scripted probe task evaluations during training, but these are labour intensive to build, and we expect they will be increasingly misaligned with human intuitions as the complexity of tasks increases. Looking forward, we are interested in whether it is possible to automate the evaluation of agents trained to interact with humans. Ultimately, if a model robustly captures task reward, we may wish to directly optimise it. To this end, we trained network models to predict the success/failure labels annotated by humans on our human paired data. Here we report results for instruction-following tasks. Early experiments with similar models for question-answering data are reported in Appendix 6.

We trained the evaluation model exclusively on human instruction-following task data. Humans labelled paired human episodes as successful 93.27% of the time. Evaluation therefore needs to contend with significant class imbalance, so we tracked balanced accuracy as our main metric for model performance. Though we trained models on only human instruction-following episode data, we selected our best models using balanced accuracy computed on a mixture of human validation data as well as data from two previously trained agents (which we refer to as a “validation score”; for more details, see Appendix 6.2). We use balanced accuracy as a metric throughout this section since episodes are unbalanced with respect to success and failure — a model that merely predicts success 100% of the time would be correct 93.27% of the time for human data. Balanced accuracy is computed as the average of the proportion of correct predictions across the two classes: (% successes predicted correctly + % failures predicted correctly) / 2.

Our evaluation model consumes a video of the episode from the solver’s perspective.
Figure 16: Evaluation Models. A. Balanced accuracy of the evaluation model computed for human validation episodes and for agent rollouts. B. Actual and predicted success rates for instruction-following episodes across human and agent data. The evaluation model was trained on human data alone, so performance on agent data requires generalisation out of distribution. C. Correlation between actual versus predicted success rates for ablations. Dark grey dots are ablations presented in Appendix 6.

along with the language instruction emitted by the setter. To reduce the demand of processing whole episodes, the evaluation model processes observations with temporal striding, reducing the number of inputs seen in the episode. It assigns a probability to the episode’s success \(y = 1\) according to \(\hat{y} = r_\theta(o_{\leq T}, o^{LI})\), where \(T\) is the final time of the episode, given the video and language instruction, which we collectively denote as \(\tau = [o_{\leq T}, o^{LI}]\) for convenience. The video is passed through a standard residual network (He et al., 2016). Language instructions are embedded and summed along the token dimension to produce a single summary vector. The video and text representations are then concatenated and fed through a transformer, followed by an MLP and a logistic output unit. The model was trained by minimising the evaluation loss, \(L^{EV}\), which was defined as the binary cross-entropy loss over the human data training set:

\[
L^{EV}(\theta) = E_{(y,\tau) \sim D} \left[-y_i \ln r_\theta(\tau_i) + (1 - y_i) \ln(1 - r_\theta(\tau_i))\right].
\]

During training, we balanced the positive and negative examples within a batch. We regularised the model’s representations via a full-episode variant of the language matching loss.
presented above in equation 2, which we compute on the positive examples in the batch.

\[
\mathcal{L}^\text{ELM}(\theta) = -\frac{1}{B} \sum_{n=1}^{B} \left[ \ln r_\theta(o^V_{\leq T}, o^{LO}_{n}) + \ln \left(1 - r_\theta(o^V_{\leq T}, o^{LO}_{\text{SHIFT}(n)})\right) \right].
\] (4)

We optimised a convex combination of the \(\mathcal{L}^\text{EV}\) and \(\mathcal{L}^\text{ELM}\) losses, where the scaling coefficient was chosen by hyperparameter search. The language matching loss was found to be crucial for best performance, contributing to a 3.38% improvement in validation score. See Appendix 6 for details of model construction and training.

After training, we applied the model across our entire human validation dataset as well as the simulated rollouts for our BGR-A agent and ablations (from Figure 13). Each episode was assigned a label using a threshold determined on a human validation dataset. Figure 16A shows the balanced accuracy of our model applied to the human data (grey, 82.17%), our BGR-A agent (magenta, 62.47%), and ablated variants. For comparison, additional human ratings achieved an average balanced accuracy of 90.24% across human data and rollouts from ablations. Figure 16B compares the success rates for the agents as labelled by humans (solid bars; as in Figure 13A) and our evaluation model (dashed bars). The model is imperfect, but is clearly able to distinguish between better and worse performing models. Figure 16C furthers this point; it shows a scatter of the actual and predicted success rates for the ablations presented in the main text, along with additional ablation agents detailed in Appendix 6. Our evaluation model agrees with human success evaluations for a wide range of agent configurations, giving a trend line close to unity and with an \(R^2\) of 0.923.

Finally, we trained a variant of the evaluation model which was additionally able to predict the time at which success was achieved, as humans did when annotating videos. This model achieves similar performance to our transformer model with a validation score of 75.84% compared to the transformer model’s validation score of 76.08%. Details for this model, as well as ablations, may be found in Appendix 6.

Our evaluation model robustly tracked the performance of agents across a vast spectrum of competence in the Playroom, from near-random agents up to human demonstrators. The reasonable correspondence between machine-learned evaluation models and human judgement strongly suggests the possibility that further improvements to the agents described in this work can be evaluated readily with the same models. Future work will explore using these models to evaluate agents during training, select hyperparameters, and directly optimise agent parameters.

4 Discussion & Related Work

Integrated AI Research. Artificial intelligence research is mostly fragmented into specialized subfields, each with its own repertoire of domain-specific solutions. While the field has made much progress through this reductionist programme, we feel that integrated research is also required to understand how different elements of cognition functionally
inter-relate. Here, we have taken steps to construct a more general programme of AI research that emphasises the holistic integration of perception, goal-directed, embodied control, and natural language processing, as has been advocated for previously (McClelland et al., 2019; Lake and Murphy, 2020).

Central to our integrated research methodology were “interactions.” Historically, Turing argued that a machine would be intelligent if it could interact indistinguishably from a human when paired with a human examiner, a protocol he called “the imitation game,” (Turing, 1950). Such work provided clear inspiration to Winograd whose “SHRDLU” system comprised an embodied robot (a stationary manipulator) in a simple blocks world that could bidirectionally process limited language while engaging in interactions with a human (Winograd, 1972). Winograd envisioned computers that are not “tyrants,” but rather machines that understand and assist us interactively, and it is this view that ultimately led him to advocate convergence between artificial intelligence and human-computer interaction (Winograd, 2006).

Imitating Human Behaviour at Scale. Our method for building integrated, interactive artificial intelligent rests on a base of imitation of human behaviour. A central challenge for any attempt to learn models of human behaviour is a process to elicit and measure it. In developmental psychology, several previous projects have attempted large-scale collection of human behavioural data. Roy et al. (2006) sought to record video and sound data from all rooms of a family home as a single child grew from birth to three years old. Following Yoshida and Smith (2008), Sullivan et al. (2020) recorded a large dataset of audio-visual experience from head-cameras on children aged 6-32 months. These studies have not so far attempted to use data to learn behavioural models. Further, it is at present intrinsically difficult to do so because algorithms and systems have not yet been developed that can perceive and understand the intentions of humans in a way that transfers across radical changes in embodiment, environment, and perspective (Stadie et al., 2017; Borsa et al., 2017; Aytar et al., 2018; Merel et al., 2017).

Massive text corpora are a very different example of large-scale behavioural data that is relatively abundant and easy to collect (Devlin et al., 2018; Radford et al., 2019; Brown et al., 2020). Inter-person dialogue can be recorded in text form, which can capture a form of interactive and goal-driven behaviour. However, modelling text does not satisfy our goal of integrating perception, motor behaviour and language. Moreover, studying how to build agents that understand the “grounding” of language (Harnad, 1990) within their sensorimotor embodiment is both fundamentally interesting (Hill et al., 2019a; McClelland et al., 2019) and of obvious use for building robotic and other personal assistant artificial intelligences. Nevertheless, we have observed dramatic progress in artificial intelligence in the language domain, which has been made possible by increasing model and dataset size, the latter made possible by the vast quantity of text available on the internet. While these two ingredients – model and dataset size – may not constitute a complete recipe for creating generally intelligent agents, they have proven sufficient to produce sometimes astonishing models (Brown et al., 2020). In this work we have focused on a domain yet to
profit from this approach, *embodied, interactive agents*, where natural language, complex motor control, and multi-modal sensory information come together. A hurdle for this study is that there is no equivalent to a large and publicly available text dataset that can be applied directly to train models.

Computer games provide an alternative possibility for collecting large-scale interactive behaviour. The multi-player Starcraft gameplay data collected by Vinyals et al. (2019) is sufficiently rich to produce interesting interactive agents. However, even the most complex and realistic computer games typically make a major simplifying assumption: that there is a single well-defined objective designed by the game creator, relative to which performance (winning or losing) can be measured unambiguously. Our strategies to overcome the absence of such a metric when modelling human behaviour are a key contribution of this work.

**Language, Interactions, and Robotics.** Recent work in robotics demonstrated the possibility of conditioning simulated robotic manipulators with natural language instructions (Lynch and Sermanet, 2020). Other work on language and interaction based in 3D simulated environments has focused on embodied instruction-following (Hill et al., 2019b), navigation (Anderson et al., 2017) or question-answering (Das et al., 2018). These approaches share commonalities with our work here but also present important differences. First, in prior work, language has typically described behaviour observed in short, few second windows. (By comparison, interactions in the Playroom can last upwards of a minute.) Second, prior work has largely focused on comparatively constrained sets of behaviours, involving uncluttered environments with few objects to manipulate (Lynch and Sermanet, 2020; Hill et al., 2019a), or has studied navigation absent of environment manipulation altogether (Anderson et al., 2017). Third, our agents not only interpret language but also produce language output. While producing context-specific, embodied language is notable in its own right, it has also presented many practical difficulties that were not faced in previous work (including the problem of making language congruent with perception and learning from sparse language output data).

In some sense, robotics is the ultimate integrated, interactive research platform (see e.g. Tellex et al. (2011) for a pioneering study of language understanding in robotics). Ultimately, what we wished to accomplish here *in simulation* was to build a research program to study a way to build intelligent agents *in general*. Compared to a typical robotics platform, our virtual environment allowed for faster iteration and few hardware challenges, making it an ideal place to start this research. An obvious next step is to take the lessons learned from our proposed process model of building AI, and apply them to the real world.

**Imitation Among Humans.** Social learning, imitation, and mimicry are found throughout the animal kingdom (Heyes and Galef Jr, 1996; Laland, 2004; Byrne, 2009), and human infants are intrinsically motivated to imitate. They imitate the phonemes, words, and grammatical structures of the language that they encounter in their environment (Chomsky, 1959), as well as observed interactions with objects in their environment (Heyes and
Infants appear to leverage sophisticated and abstract capacities for imitation for much the same reason we have proposed here: to bootstrap from other agents’ behaviour to acquire basic competence. “Program-level imitation,” where an individual recognises the gist of a complex task, shifts the burden of learning from *tabula rasa* exploration to refinement through practice (Byrne and Russon, 1998; Byrne, 2009).

**Challenges of the Approach**   
The approach to building agents that we have pursued so far has relied substantially on imitation learning techniques to approximate the distribution of human behaviour in the Playroom. We have argued that imitation learning jumpstarts initial competency for engaging in human interactions. However, imitation learning has its own limitations for producing ultimately intelligent, interactive agents. On its own, imitation learning does not distinguish between human skill and human error, what is desirable or what is counterproductive. The full distribution of behaviour in our dataset includes, for example, mispellings, clumsiness, and lapses of attention. Eliminating these errors and producing agents with mastery and grace in their environment will require additional techniques, including adaptation from human evaluative feedback. To record sufficiently diverse behaviour, we have “gamified” human-human interaction via the instrument of language games. These language games have helped generate data targeting basic and desirable capabilities for agents, but we believe that it is through interacting with and learning directly from humans, not merely imitating pre-existing human interaction datasets, that we can produce broadly capable agents. To go beyond competence within somewhat stereotyped scenarios toward interactive agents that can actively acquire and creatively recombine knowledge to cope with new challenges may require as yet unknown methods for knowledge representation and credit assignment, or, failing this, larger scales of data. Multiple avenues, including understanding more deeply the mechanisms of creative, knowledge-rich thought, or transferring knowledge from large, real world datasets, may offer a way forward.

**5 Conclusion**

In this work, we sought to build embodied artificial agents that interact with their world, with each other, and with us. The agents could perceive and manipulate their environment, produce language, and react capably when given general requests and instructions by humans. They also generalised and transferred knowledge to new tasks. Although the agents undertook tasks without easily programmed success criteria, we were able to develop a variety of robust and effective strategies for evaluating their performance. While the agents’ behaviours were not perfect, even when they failed to satisfy instructions, they routinely undertook actions that seemed to reflect some understanding of the original instruction, thus exhibiting behaviour primed to profit from interactive feedback.

Ultimately, we endeavour to create agents that assist us in our daily lives. Therefore, they will need to understand and learn from us while we interact with them. If the agents
introduced into human environments are not reasonably capable from the start, we believe there will be little incentive to engage with them subsequently. Here, we have made some material progress by creating agents that may be interesting enough to entertain continued interaction, and, in a virtuous circle, it is this interaction that promises to select for increasingly intelligent, useful agents.
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1 Playroom Environment Description

The Playroom environment is a configurable room developed in the Unity game engine (Ward et al., 2020). As described below, many aspects of the room are randomised in each episode.

| Small objects     | Furniture objects | Object colours | Wall and ceiling colours |
|-------------------|-------------------|----------------|--------------------------|
| basketball        | arm chair         | aquamarine     | light red                |
| book              | book case         | blue           | light blue               |
| cushion           | chair             | green          | light yellow             |
| football          | chest             | magenta        | light green              |
| hairdryer         | dining table      | orange         | light purple             |
| headphones        | stool             | purple         | light orange             |
| mug               | wardrobe          | pink           | light aquamarine         |
| picture frame     | bed               | red            | light magenta            |
| potted plant      | shelf             | white          |                          |
| rubber duck       | storage box       | yellow         |                          |
| table lamp        |                   |                |                          |
| teddy             |                   |                |                          |
| boat              |                   |                |                          |
| bus               |                   |                |                          |
| car               |                   |                |                          |
| carriage          |                   |                |                          |
| helicopter        |                   |                |                          |
| keyboard          |                   |                |                          |
| plane             |                   |                |                          |
| robot             |                   |                |                          |
| rocket            |                   |                |                          |
| train             |                   |                |                          |
| racket            |                   |                |                          |

Table 3: The total repository of objects and colours. In each episode, small objects and furniture are objects are sampled from these sets and object colours are applied to them at random as well as one of three sizes. The colours of the walls and ceilings are sampled from a list of lighter shades.
1.1 Objects and furniture in the Playroom

Inside the Playroom is a selection of toys and furniture chosen randomly on a per-episode basis from the repository described in Table 3. Figure 17 illustrates these objects.

![Small Objects and Furniture](image)

Figure 17: Repository of small objects and furniture in the Playroom environment. The colours of the objects are chosen at random from the list described in Table 3.

1.2 Randomisation

The following properties of the room are randomised per-episode. Where ranges are specified, the sampling interval is closed (inclusive) and the randomisation is uniform over integers (object quantities) or reals (dimensions):

- The shape and size of the room: the room is an L-shape, with the two longest walls varying in length between 6 and 10 metres, and no part of the room being narrower than 4 metres.
- The initial position and orientation of the agent anywhere inside the room.
- The initial position and height of the shelves on the walls (between 0 and 8 shelves).
- The initial position of the doors and windows.
- The initial location of furniture, against the walls (between 2 and 4 items inclusive).
- The initial location and orientation of small objects on the floor (between 2 and 6 inclusive, chosen uniformly).
- The initial location and orientation of small objects on top of furniture items (between 2 and 6).
2 Data

In this section we provide additional details regarding our data collection process. The data we collected fall into two main categories: language game demonstrations and human annotations.

2.1 Human Participants

Participants were recruited through Google’s internal labeling platform, a service that hires contractors to complete tasks. Subjects were given consent forms under DeepMind’s HuBREC human subject research review protocol and were paid a fixed hourly rate.

2.2 Language Games

Each language game episode consists of a two-player interaction where one player (the setter) provides an instruction that the other player (the solver) must complete. This interaction takes place within the Playroom described in Section 1. The web interface used for collecting human demonstrations is shown in Figure 18. Players controlled their respective avatars with a keyboard and mouse, using the control scheme described in Section 2.4.1. Players communicated via a chat dialogue in a sidebar.

2.2.1 Data Collection Procedure

At the beginning of each recording session the participants were randomly divided into two groups of equal size, A and B, with group A initially assigned the role of setter and group B the role of solver. Pairs of participants were randomly selected, one from group A and one from group B, and assigned to play together in a particular game instance. Participants were not told the identity of the partner they were paired with, and the two groups were seated apart from each other to ensure that the setter and solver could not see each others’ screens or communicate with outside the game. Within a pair, the players switched setter and solver roles every 30 minutes. The pairs themselves were randomly shuffled every hour, such that each player from group A was paired with a different partner from group B. Each participant therefore spent equal time playing as a setter and as a solver and had the opportunity to interact with multiple different partners over the course of data collection.

2.2.2 Detailed Instructions

Figure 19 represents the order of events within a single language game episode. At the beginning of each episode, the setter was given a textual cue indicating what type of instruction or question they should pose to the solver. This cue consisted of two randomly sampled components: a “prompt” specifying the general type of instruction to give and a “modifier” that stipulated additional constraints the setter’s instruction must satisfy. For
Figure 18: User interface for collecting language games demonstrations.

*Top:* Solver’s view, *bottom:* setter’s view. *Numbered elements:* 1. First-person camera view; 2. Game script (only shown to the setter); 3. Meter showing the amount of time remaining until the episode ends automatically; 4. Text entry box for typing messages to the other player; 5. Chat history showing previous messages typed by both players.
example, the combination of the Lift prompt with the “refer to objects by colour” modifier resulted in the final cue “Ask the other player to lift something. Try to refer to objects by colour.” The modifier was omitted in a random a subset of episodes. We found that including modifiers helped to increase the overall diversity of the language used by the human setters, and in particular encouraged setters to refer to attributes of objects other than their names (for example, colour or relative position). Tables 4 and 5 contain the full set of prompts and modifiers respectively. Table 6 contains the total number of human demonstration episodes recorded for each combination of prompt and modifier.

Having given an instruction, the setter then observed the behaviour of the solver, and terminated the episode via key press if they were either satisfied that their instruction was completed successfully by the solver, or if they were certain that the solver would not be able to succeed (for example if the solver made an obvious mistake). The episode ended automatically after two minutes if the setter did not terminate it manually within that time.

Table 6: Numbers of human demonstration episodes recorded for each combination of prompt and modifier. ‘–’ denotes cases where the prompt was given without a modifier.

| Prompt       | Modifier(s) | Episodes |
|--------------|-------------|----------|
| arrange      | –           | 14215    |
| bring me     | –           | 14314    |
| –            | –           | 35989    |
| refer to objects by colour |       | 6229     |
| count        |             |          |
| Prompt               | Modifier(s)                               | Episodes |
|---------------------|------------------------------------------|----------|
| refer to objects by location |                                          | 6212     |
| use negation words  |                                          | 6106     |
| use shape words     |                                          | 6111     |
| describe location   | –                                        | 35691    |
| refer to objects by colour |                                        | 6211     |
| use negation words  |                                          | 6213     |
| use shape words     |                                          | 6084     |
| do two things in a row | –                                      | 13046    |
| freestyle activity  | –                                        | 14582    |
| go                  | not bed, door, or window                | 6274     |
| lift                | refer to location by colour             | 6156     |
| make a row          | –                                        | 49263    |
| refer to objects by location |                                        | 6194     |
| refer to objects by location |                                        | 6108     |
| use horizontal position words |                                    | 6209     |
| use negation words  |                                          | 6161     |
| use proximity words |                                          | 6094     |
| use shape words     |                                          | 6118     |
| use vertical position words |                                    | 6170     |
| position object     | –                                        | 35531    |
|                     | refer to objects by colour              | 6017     |

**Table 6: (continued)**
Table 6: (continued)

| Prompt                  | Modifier(s)                  | Episodes |
|-------------------------|------------------------------|----------|
| refer to objects by location |                             | 6147     |
| use horizontal position words |                             | 6230     |
| use negation words      |                              | 6111     |
| use proximity words     |                              | 6137     |
| use shape words         |                              | 6075     |
| position yourself       | –                            | 14470    |
| push object             | –                            | 14297    |
| put on top              | –                            | 14197    |
| put underneath          | –                            | 14337    |
| question about colour   | refer to objects by location | 6074     |
|                          | use horizontal position words | 6169     |
|                          | use negation words           | 6114     |
|                          | use proximity words          | 6122     |
|                          | use quantifier words         | 6092     |
|                          | use shape words              | 6124     |
|                          | use vertical position words  | 6156     |
| question about existence| –                            | 14329    |
| say what you see        | –                            | 14564    |
| touch                   | –                            | 14544    |

2.3 Human Annotations

The second type of data we collected comprised human annotations of prerecorded episodes, generated either by human players or agents.
| Prompt               | Full text                                                                 |
|---------------------|---------------------------------------------------------------------------|
| go                  | Ask the other player to go somewhere                                       |
| lift                | Ask the other player to lift something                                     |
| position object     | Ask the other player to position something relative to something else     |
| position yourself   | Ask the other player to stand in some position relative to you             |
| bring me            | Ask the other player to bring you one or more objects                      |
| touch               | Ask the other player to touch an object using another object              |
| push object         | Ask the other player to push an object around using another object        |
| make a row          | Ask the other player to put three or more specific objects in a row       |
| arrange             | Ask the other player to move a group of objects into a simple arrangement |
| put on top          | Ask the other player to put something on top of something else            |
| put underneath      | Ask the other player to put something underneath something else           |
| freestyle activity  | Ask the other player to perform an activity of your choice                |
| say what you see    | Ask the other player to say what they are looking at or noticing right now|
| question about colour| Ask a question about the colour of something                            |
| question about existence | Ask the other player whether a particular thing exists in the room          |
| describe location   | Ask the other player to describe where something is                       |
| count               | Ask the other player to count something                                   |

**Table 4:** Prompts used in language games.
| Modifier                              | Full text                                                                 |
|--------------------------------------|---------------------------------------------------------------------------|
| refer to objects by colour           | Try to refer to objects by colour                                          |
| refer to location by colour          | Try to refer to the location by colour                                     |
| use shape words                      | Try to use shape words like: circular, rectangular, round, pointy, long    |
| refer to objects by location         | Try to refer to objects by location                                        |
| use proximity words                  | Try to use words like: near, far, close to, next to                        |
| use horizontal position words        | Try to use words like: in front, behind, left of, right of, between        |
| use vertical position words          | Try to use words like: on top, beneath, above, below                       |
| use negation words                   | Try to use words like: not, isn’t                                         |
| use quantifier words                 | Try to use words like: some, all, most, many, none                        |
| not bed, door, or window             | Do not use the words: bed, door, window                                   |

**Table 5**: Modifiers used in language games

2.3.1 Annotation Interface

These data were collected using a “sketching” interface similar to that used by Cabi et al. 2019 (Figure 20). This interface allows human raters to scan through trajectories of first-person visual and text observations by moving the mouse cursor left and right, and to draw a “reward sketch” whose height represents the player’s performance over time.

Although the sketching interface can record a graded level of reward across time, we found that this continuous mode of annotation was time-consuming for human raters to perform, and it was difficult to achieve consistency across different prompts and different human raters. We instead chose to collect binary sketches by setting a height threshold representing the point at which the task is considered “solved,” represented by the green horizontal bars in Figure 20. Raters were instructed to decide whether the player succeeded, and if so, to mark the moment of success by drawing a small “spike” that enters the green “success” region. Each sketch therefore captures information about whether or not a particular episode was successful, and about when success occurred. For evaluation purposes, each sketch was binarised and then reduced along the time dimension, yielding a single boolean label indicating whether or not the height of the sketch exceeded the success threshold at any point within the episode.
Figure 20: User interface for collecting annotations of language games episodes. *Top:* Solver’s view; *bottom:* Setter’s view. *Numbered elements:* 1. First-person camera view; 2. Sketching interface; 3. Marker indicating when a setter language emission occurred; 4. Marker indicating when a solver language emission occurred; 5. Setter language emission; 6. Solver language emission; 7. Prompt and modifier (only shown for setter sketching); 8. “Submit” button.
2.3.2 Generating Episodes for Annotation

In addition to collecting annotations for human-human demonstration episodes, we also collected annotations for four different types of episode that were generated by rolling out an agent policy (Table 7). The cases included annotation of solver performance with a replayed setter instruction, annotation of setter success at producing a valid, feasible instruction, annotation of the success of a setter and solver agent interacting together, and annotation of solver success when interacting with a live human setter. In cases where the setter was a live human, episodes were usually terminated manually by the setter before the two minute time limit. However, in cases where the setter was either a replayed human setter trajectory or an agent, no manual terminations were available, and therefore episodes always had a fixed duration of two minutes.

| Setter                | Solver        | Termination                   |
|-----------------------|---------------|-------------------------------|
| Human demonstration   | Live human    | Live human                    | Key-press or 2 min time limit |
| Solver offline eval.  | Replayed human| Agent                         | 2 min time limit              |
| Setter offline eval.  | Agent         | No-op                         | 2 min time limit              |
| Joint offline eval.   | Agent         | Agent                         | 2 min time limit              |
| Solver online eval.   | Live human    | Agent                         | Key-press or 2 min time limit |

Table 7: Episode types used for annotation.

2.3.3 Truncation of Frame Sequences for Annotation

We found that displaying full episodes made the annotation process slower and more difficult, since annotating longer frame sequences requires a greater degree of concentration and manual dexterity than shorter sequences. We therefore truncated each sequence of frames that was displayed to the annotators in order to exclude frames that were unlikely to have a bearing on whether or not the episode should be judged as successful.

In the case of solver episodes we excluded all of the frames that came before the setter’s first language emission, since during this time the solver had no instruction to carry out. We also excluded all frames that came more than 5 seconds after the solver’s first language emission (if there was one), since we required the solver’s first emission to be correct in order for an episode to be considered successful. 5 seconds was chosen as the cut-off because over 95% of human episodes where there was a solver language emission ended less than 5 seconds after the emission occurred. For example, if the solver made multiple attempts to answer a question then we only counted the first answer they gave. Finally, we truncated each frame sequence to a maximum duration of 60 seconds. This time limit was
chosen because over 95% of human episodes terminated within 60 seconds after the setter gave the instruction.

In the case of setter episodes we excluded all frames that came after the setter’s first language emission. The motivation for doing this was that the setter should give an instruction that is valid given their current knowledge of the state of the room, so only frames that occur before the instruction was given are relevant for judging its validity. For example, a setter might say “lift the blue teddy bear” without first looking around the room to see if it contains a blue teddy bear. We considered this to be a failure even if the setter happens to guess correctly, and there is indeed a blue teddy bear in the room. We also truncated setter episodes to a maximum length of 75 seconds. This time limit was chosen because it encompassed over 95% of human setter emissions.

|       | Accuracy | Balanced accuracy |
|-------|----------|-------------------|
|       | Setter   | Solver            | Setter   | Solver            |
| Human | 87.56 ± 0.22 | 91.88 ± 0.05 | 86.89 ± 0.24 | 88.24 ± 0.10 |
| BGR-A | 88.30 ± 0.38 | 88.05 ± 0.38 | 86.38 ± 0.47 | 86.32 ± 0.56 |
| BG-A  | 88.61 ± 0.37 | 89.51 ± 0.48 | 86.87 ± 0.46 | 87.70 ± 0.82 |
| B-A   | 87.29 ± 0.38 | 90.30 ± 0.46 | 85.26 ± 0.49 | 88.11 ± 1.41 |
| B     | 88.13 ± 0.40 | 94.08 ± 0.34 | 87.80 ± 0.46 | 89.90 ± 1.76 |
| B(no vis.) | 87.69 ± 0.32 | 98.22 ± 0.13 | 84.05 ± 0.91 | 84.33 ± 4.08 |
| B(no lang.) | 97.91 ± 0.14 | 98.01 ± 0.15 | 89.90 ± 2.60 | 86.07 ± 3.39 |

Table 8: Agreement between Human Annotations of Human and Agent Episodes. **Accuracy** corresponds to the proportion of individual annotations that are equal to the majority label for the corresponding episode. **Balanced accuracy** was calculated by computing separate accuracies for episodes where the majority label was successful or unsuccessful respectively, and then taking the mean of these two values. ± denotes a 95% CI of the mean.

3 Agent Architecture

3.1 Inputs

Setter and solver agents inputs comprised multi-modal sensory perceptions and miscellaneous extra information used for auxiliary supervised learning or unsupervised learning, or used as hard-coded features (such as whether an object is currently being grasped, or previously chosen actions).
3.1.1 Perception

Each agent’s multi-modal input comprised $96 \times 72 \times 3$ resolution RGB images depicting the agent’s first person perspective of the 3-D room, and two types of language, formatted as simple multi-word text strings. The first language text came from the environment and provided information to the setter about the episode’s particular interaction type (e.g. “Tell the other player to lift something”), or an empty string for the solver. The second came from the other agent in the room, providing a dialogue channel used, for example, by setters to communicate an instruction to a solver.

RGB images were processed by a ResNet architecture (He et al., 2016), composed of

![Diagram of observational human evaluation results per prompt](image)

**Figure 21: Observational Human Evaluation Results per Prompt.** Each heat map pixel represents the mean success rate of a given agent as judged by human raters, expressed as a fraction of human baseline performance for the corresponding script.
5 residual blocks. Each residual block had two stages of processing. The first consisted of a $3 \times 3$ convolution followed by an optional max pooling operation with a $3 \times 3$ window size, downsampling the incoming image by half along each dimension. The second stage consisted of two loops over a sequence of 4 computations: a ReLU non-linearity, a $3 \times 3$ convolution, a ReLU non-linearity, and a final $3 \times 3$ convolution. The input to each pass of the loop is summed with the output, implementing a residual connection. Finally, the output of the entire residual block is passed through a ReLU non-linearity. Therefore, altogether each residual block consisted of 5 total convolutions, one optional max-pool, and two residual connections. The ResNet architecture as a whole thus had 25 total convolutional layers. In pseudocode, the ResNet block was:

```python
def residual_block(input):
    conv_out = conv(input)
    block_input = max_pool(conv_out)
    for _ in range(2):
        conv_out = block_input
        conv_out = relu(conv(conv_out))
        conv_out = relu(conv(conv_out))
        block_input = conv_out + block_input
    return conv_out
```

Each of the 5 convolutions within a given residual block used the same number of kernels. The number of kernels for each block were 16, 32, 64, 128, and 256. We opted to implement max-pooling for every residual block except the first, resulting in 4 downsampling operations across the ResNet. Therefore, the ResNet computed a $6 \times 5 \times 256$ output for a given $96 \times 72 \times 3$ input image. Finally, each of the $6 \times 5$ ResNet output vectors of length 256 was linearly projected to 512 dimensions (i.e., $6 \times 5 \times 512$), and then the set were reshaped to be a $30 \times 512$ matrix by merging the height and width dimensions. Each row, therefore, corresponded to a 512 dimensional feature vector for a particular “pixel” in the ResNet output.

### 3.1.2 Text Preprocessing

Text inputs underwent minor preprocessing before being provided as inputs to the agent. First, we tokenised the string using a space delimiter, forced lower casing, and stripped punctuation. Next, we applied basic typo correction using the following four-step process to each word token: (1) if the word was already present in the output vocabulary then it was returned unchanged; (2) if the word was a concatenation of two words in the output vocabulary then the missing space was inserted; (3) if there was a predefined correction specified in a custom typo-fix dictionary, which manually mapped common typos to their corrections, then this correction was be applied; (4) if the word was within a closeness threshold, implemented using the standard Python difflib package with a threshold setting of 0.5, or a word in the output vocabulary then it was replaced by the word from the output vocabulary.

We constructed our agents’ vocabulary by processing a sample of human language
from our dataset, correcting for typos as just described, and selecting the top 500 most frequently used words. Next, we appended to this vocabulary words known to be used in the procedural evaluation instructions, resulting in the final vocabulary for our agents. We constructed a spelling correction table to detect common typos. Both the vocabulary and the typo correction table are attached in Section 10.

Input strings, which at this point are tokenised into words and typo corrected, were then converted to integers using a static word-to-integer mapping and either truncated or padded to a set length of 16 total integers. Finally, these sequences of 16 integers were used to look up an learned embedding table, resulting in size 512 vectors representing each token. Each set of 16 vectors therefore represented each source of input text to the agent; i.e., text from the environment or inter-agent communication.

3.1.3 Miscellaneous Features

The final source of inputs to the agent were miscellaneous features, comprising an extra text source for auxiliary supervised or unsupervised learning, an extra text source indicating the previous language action, hard-coded features indicating the number of steps since the last non-noop target, and hard-coded features indicating the number of steps since the last time an agent made a decision about whether to emit an action (as opposed to choosing not to act, or no-oping). The latter were represented on a log scale, \( \log(\text{steps}) \), and were provided as input to the no-op policy, as described below in section 3.4.

3.2 Sensory Integration by the Multi-Modal Transformer (MMT)

After perceptual processing, the agent had available a set of 30 512-dimensional visual representations, one for each “pixel” in the ResNet output, two sets of 16 512-dimensional vector embeddings, one for each word in each of the text inputs, and one 512-dimensional vector representing the token from the previous step’s language emission. These vectors comprised a size \( 30 + 16 + 16 + 1 = 63 \) set of 512-dimensional vectors.

To this set of 63 vectors we appended two more 512-dimensional vectors whose initial activations were learned. These additional two vectors were used in a way analogous to the CLS token used in BERT architectures Devlin et al. (2018), as will be described. Together, the 65 vectors comprised the input to an 8-layer, 8-head transformer Vaswani et al. (2017) with size 512 embeddings and MLP layers, using relative position encoding Shaw et al. (2018).

The CLS-like channels were free to attend to all of the other input embeddings, acting as a dedicated attention-based “output aggregator” for the transformer (since transformer outputs are a set of embeddings, some sort of aggregation or reshaping is needed to pass their output to any downstream module, which in our case was an LSTM). We also performed a feature-size mean-pooling operation across all the others embeddings. These three vectors (the 2 CLS-like embeddings and the one aggregate embedding) were concatenated together to form a 1536-dimensional vector that was passed along to an LSTM.
3.3 Memory

We used a two-layer, 512-dimensional LSTM as memory in our agent. The output of the LSTM, a 1024-dimensional vector, was concatenated with the LSTM’s input to implement a rudimentary skip connection past the LSTM memory. This vector served as the inputs to the various policy heads in our agent, described next.

3.4 Outputs

The output of the agent’s memory served as the input to various policy heads: an aggregate motor policy, which produced actions for movement, looking, and grabbing, and a language policy, which produced single word emissions from the agent’s vocabulary per timestep. Overriding each of the motor and language policies was a no-op policy, which dictated whether an action should be chosen for the current step or not. When trained with GAIL, motor actions were produced at 15 frames per second and repeated for two steps in a row to reach 30 frames per second. The behavioural cloning loss skipped every other action in the dataset. This was probably not an optimal modelling choice, but it initially helped GAIL training by simplifying the reinforcement learning exploration and credit assignment. For BC agents that did not also train with GAIL, we tried modelling actions at 30 frames per second and at 15, with 30 working better.

3.4.1 Language Policy

The input to the agent’s language policy was the output from the memory, described in section 3.3, concatenated with two features: a bit representing the decision about whether or not to act, as determined by the no-op policy (see section 3.4.3), and a bit representing whether the agent had already acted in the episode.

For the agent’s language policy we used a simple one-layer, 512-dimensional MLP with ReLU non-linearity followed by a 512-unit linear layer. We then computed weights corresponding to the agent’s preferred word emission, \( w = \text{softmax}(Ex) \), where \( E \) is the row-wise learnable embedding matrix for the vocabulary mentioned previously for tokenizing and embedding input text, and \( x \) is the linear layer’s output. These weights were used as logits for a categorical distribution across the vocabulary, which allowed us to compute log probabilities of the target word when doing behavioural cloning, or for sampling when running the agent online.

A notable feature of this language policy was the shared encoding and decoding of language embeddings: the embeddings used to encode text in the agent input were the same as those used to decode the agent’s output representation into a word, \( E \). Thus, the agent used the same representation for a given word whether it was processing it as input (e.g., when a solver is told to “lift a duck”), or whether it was choosing a word to utter (e.g., when a setter is asking a solver to “lift a duck”).
3.4.2 Motor Policy

The motor policy had three subcomponents: the movement policy, the grab policy, and the look policy. The movement policy consisted of a one-layer, 512-dimensional MLP with ReLU non-linearity followed by a linear projection to a 9-dimensional vector representing the logits for a categorical distribution across movement actions: right, left, forward, back, forward right, forward left, backward left, backward right, and no movement (no-op). The grab policy was similar to the movement policy except the categorical distribution was across two actions: grab and no-op. The look policy also started with a one-layer, 512-dimensional MLP with ReLU non-linearity. This provided the input to a small 100-unit LSTM that implemented a recursive discrete decision procedure where coarse decisions about where to look were gradually refined over 5 steps. At each step, each dimension of the continuous “looking space” (i.e., the space represented by the current visual RGB input) was divided into 9 segments, partitioning both the height and width dimension of the space into 3 discrete partitions. One partition was sampled for each dimension and recursively divided in the same manner. In this way one action in the continuous space was represented as a sequence of discrete actions. This procedure provided a limit to the resolution for “looking,” which could increase if the number of steps was increased, but we capped the resolution at 0.01, assuming an original size of 2 units for each x- and y-dimension.

3.4.3 No-Op Policies

Both the motor and language policies could be vetoed by a no-op policy, which decided whether an action should be exposed by the agent to the environment at any given timestep (practically, the motor and language policies always sampled actions, but it was the no-op policies’ job to determine whether these actions would be passed along to the environment, and hence, whether they would actually be enacted by the agent). The no-op policies were one-layer, 512-dimensional MLPs with ReLU non-linearities, followed by a linear projection to a 2-dimensional vector, which acted as the logits to a categorical distribution over two actions: op, and no-op. The input to the MLP was the output described in section 3.3 concatenated with the hard-coded features described in section 3.1.3: hard-coded features indicating the number of steps since the last non-no-op target, and hard-coded features indicated the number of steps since the last time an agent made a decision about whether to emit an action.

4 Agent Training

We used two principal methods to train agents: supervised learning-based behavioural cloning to expert human interactions, and a form of inverse reinforcement learning, specifically Generative Adversarial Imitation Learning (Ho and Ermon, 2016).
4.1 Data Processing

We preprocessed the language games data, described in Section 2.2, before it was used in training. When the human player does not move, actions are registered as “no-ops.” We removed these actions and their corresponding observations from trajectories. If a trajectory contains a sequence of no-ops, we condensed them to a sequence of just two no-op actions.

The recorded text fields in the data were also preprocessed to correct for typos and match the agent’s vocabulary as described in 3.1.2.

4.2 Supervised Learning (Behavioural Cloning)

An expert trajectory comprised the observations, or inputs (RGB images, and any text input, see section 3.1) and the actions taken (see section 3.4 for information about the variety of actions). Therefore, for a single trajectory in a batch, expert observations are given sequentially to the agent, which then produces its predicted action distribution for the move, look, grab, no-op, and language policies. Each of these policies was trained to maximise the likelihood of the expert action. The loss terms had unequal coefficients: $\omega_{\text{LANG}} = 50, \omega_{\text{MOVE}} = 1$. We used the ADAM optimizer (Kingma and Ba, 2014) with a batch size of 192 and sequence (unroll) length of 50. Hyperparameters for all training, including RL, are presented in Table 9.

While expert language productions were multi-word (e.g., “lift the yellow duck on the table”) and recorded at the time point when the subjects pressed enter, to simplify the model we preprocessed these target language actions in the dataset by smearing the tokens across time, after the emission, ensuring that each step only required the agent to predict a single word token, rather than the full multi-word text. For example, if at time $t$ the language target was “lift the yellow duck on the table” according to the expert human data, then after preprocessing the target at time $t$ became “lift”, the target at $t + 1$ became “the”, and so on. While this method produced a slight distortion between the time the experts actually emitted language and when the agents were asked to emit language, in practice we did not see any detrimental effects. Instead, agents performed better when only tasked with emitting a single token per timestep. While we did not fully explore the exact reasons behind this, we hypothesize a number of effects might be at play: (1) smearing language across time increases the proportion of timesteps that include a language target, decreasing the sparsity of the language gradients, which can have subtle implications for computing, for example, the momentum parameters in the optimizer; (2) smearing language across time allows the agent core to receive an unadulterated gradient signal for any given word prediction, as opposed to the non-smeared case where the gradients across all word predictions are intermingled; (3) the model architecture was simplified. However, we believe these results were context-dependent, and there may be cause to revisit them.

Although agents were trained as both setters and solvers, we did not explicitly indicate the particular role of the agent (i.e., whether it was a setter or a solver for a given episode)
because this information was indirectly revealed by the presence for the setter or absence for the solver of the prompt language input.

4.3 Unsupervised and Auxiliary Supervised Learning

A particularly difficult aspect of modeling the expert data using behavioural cloning was the relative density of each policy target. Move and look actions more densely populated the trajectories (though were still relatively sparse compared to no-ops), while the grab and language policies were very sparse. Given that most trajectories involved only a single language emission for the setter (and sometimes zero language emissions for the solver, if it was just performing a motor task), only a single time step out of approximately 2000 contained a language target (though, after smearing, this resulted in about 6 timesteps out of every 2000, with an average emission length of approximately 6).

This was a non-ideal circumstance for supervised learning, since batches of data could only be expected to have a handful of language and grabbing targets, significantly reducing the effective batch size for these targets. Unfortunately, the effects of sparsity are even more pernicious and difficult to resolve. With a relatively strong learning signal to train the move and look policies, and a weak signal to learn the language policy, we found that naive supervised training on expert data resulted in very poor language policies regardless of the length of training. We did not complete a full battery of experiments to conclude exactly what the underlying effect was; however, we hypothesise a few: (1) if there is a strong, low-variance gradient for one type of target policy compared to another, then the model parameters may specialise to predict the dense targets and at the expense of the sparse targets; (2) the effective batch size for the sparse targets might simply be too low for effective training, precluding proper learning in any practical amount of time; (3) the sparse, high-variance language action gradients and dense, low-variance gradients may compete to influence the updates for the optimiser parameters (e.g. the normaliser in Adam), and the optimiser may then become even less sensitive to the language gradients.

This sparsity problem was important to overcome since the language target data was a rich source of information to learn about object identities, grounding the words for particular words (“duck”) to the pixel inputs (i.e., the actual shape of a duck in the visual field). This is not only useful for setter language policies, but also motor policies, since being able to recognise objects is a necessary condition for being able to manipulate them.

We fortunately developed a robust solution with two prongs using both unsupervised learning and auxiliary supervised learning. These methods enabled the agents’ perceptual systems to develop the capacity to recognise objects and actions and provided dense and discriminative gradients at each time step.

4.3.1 Language Matching (LM)

The Language Matching (LM) auxiliary task was partially inspired by developments in contrastive self-supervised learning (Chopra et al., 2005; Gutmann and Hyvärinen, 2010;
van den Oord et al., 2018; Hénaff et al., 2019). The idea was that the visual observations in an expert trajectory are correlated with the instruction provided by the expert setter. This was especially true for instructions like manipulating named objects, going to locations, etc. We made use of this observation by effectively doubling the batch size: in the first part of the batch we had the visual observations and associated language input to solver from real trajectories; in the other part of the batch, we had the same visual observations and the language input from other trajectories (shuffled from the same batch by taking the language from the next batch element modulo the batch size $B$).

We added a simple MLP classifier head to the multi-modal transformer taking in the original batch elements and the shuffled ones, training it to classify them correctly using a conventional bernoulli cross entropy loss. This loss was only active during behavioural cloning training of the solver and non-active during interactive training or when training as the setter.

### 4.3.2 Object-in-View Auxiliary Supervised Learning (OV)

Many of the emissions in the expert setter language involved objects in the room. For setter agents, language often referred to objects at a distance as well, where they were harder to recognise. Solvers would often approach and manipulate objects, giving them clearer views, which made the language matching loss work. However, for setter training, language matching was insufficient for training agents to recognise objects at a distance in crowded scenes to enable successful language generation. We introduced the Object-in-View (OV) auxiliary task, which worked by proposing particular colour-object combinations (e.g., “yellow duck”) and forcing the agent to decide whether this combination was in view or not. Intuitively, an agent that can successfully learn of this task should have a strong command over basic object and colour identification, invariant to the object’s position, angle, partial occlusion, and so on.

To implement this loss we began by choosing a colour-object combination for each timestep, choosing with a 50% probability whether a given step would include a colour-object pair that was within view or not. The colour-object pair was represented by a simple two-word string, which we embedded into two 512-dimensional vectors using the language embedding method described previously for processing text inputs. We then took the feature-wise mean of these two vectors as the final representation of the colour-object pair.

Next, we took the output of the agent’s LSTM memory (concatenated with the LSTM input, as described previously), and passed it through a 2-layer MLP with 512 units per layer. We then performed the dot product between the MLP output and the colour-object representation, the result of which was used to compute a bernoulli cross entropy loss with the binary target. Similar to the behavioural cloning losses, we used a scalar coefficient of 20 for the OV loss.
4.4 **GAIL and Interactive Training**

In addition to training the agent via a supervised method such as behavioural cloning we also used a form of inverse reinforcement learning, specifically Generative Adversarial Imitation Learning (GAIL) (Ho and Ermon, 2016). GAIL is an algorithm closely related to IRL (Ziebart, 2010; Finn et al., 2016), which trains a discriminator model to distinguish demonstrator trajectories from imitator / agent trajectories. A function of the discriminator’s output is converted into a reward for the agent, which trains by RL to make trajectories that appear to the discriminator like the demonstrator trajectories.

### 4.4.1 GAIL Data Processing

When training with GAIL, we additionally preprocessed the data. First, the visual observations provided to the discriminator were modified using RandAugment (Cubuk et al., 2020). In particular, two random image geometric image augmentations were performed from the set of rotation, shearing, and translation. In addition, the images were randomly cropped by 10 pixels.

The original data was recorded at 30 frames per second. However, to improve the RL movement policy exploration, we strided the data and used every other observation and original action. When executing the agent, the actions were sampled by the agent at 15 frames per second, with each action repeated for two time steps in a row. Empirically, this substantially improved RL training with GAIL. Future work using stronger RL optimisers may enable this action repeat to be dropped.

### 4.4.2 Interactive Training

Experience for the reinforcement learning updates was generated through two different simulation environments: a multi-player interactive training environment and a setter replay environment. In each of these environments, the agent generated a trajectory and received reward from the reward model.

In the multi-player interactive training mode, one single model was instantiated twice, one acting as a setter and one as a solver. The agent in the setter role received a prompt from the environment and had to produce an instruction or question which is achievable given the current room configuration. The agent in the solver role received this instruction and had to carry out the task or answer the question. The trajectories generated during the interaction were processed by the GAIL discriminator and used to train via reinforcement learning. In this work, we only updated the policy via RL on solver trajectories.

### 4.4.3 Setter Replay (SR)

During early stages of training, when the language policy was still largely untrained, the instructions produced by the setter were often erroneous or not achievable. This produced a significant number of interactions that were not useful for training the solver, and therefore
wasted compute time. To mitigate this, in half the episodes we replayed human setter trajectories from the dataset verbatim instead of running the setter agent policy. For this, we also retrieved the Playroom’s initial configuration from an episode in our database and followed the human setter activity from that episode step-by-step.

4.4.4 GAIL Discriminator Architecture

4.4.5 Inputs

The discriminator scored short sequences of observations, which were then converted into a reward to train the agent. Both trajectories generated from the multi-player interactive environment and from the setter replay served as negative examples for the discriminator training. Observation sequences from the expert dataset of human interactions served as positive examples.

4.4.6 Perception

As in the agent, the discriminator processed multi-modal perceptual inputs with images, depicting the agent’s first person perspective of the 3-D room, and language input, formatted as simple multi-word text strings. The text input came from either the agent, from the other agent via setter replay of prerecorded trajectories, or from human interaction when executing the trained agent.

The discriminator used the same ResNet architecture as the agent to process RGB images. As in the agent, each of the 5 convolutions within a given residual block used the same number of kernels. The number of kernels for each block were 16, 32, 64, 128 and 256. The ResNet output was reshaped to be a $30 \times 256$ matrix by merging height and width dimensions. Each row, therefore, corresponded to a 256 dimensional feature vector for a particular vector in the ResNet output’s spatial array.

The text input was similarly preprocessed by tokenising and typo correcting. The discriminator was also provided with an extra text source indicating the language action from the agent from the last time step.

4.4.7 Multi-Modal Integration

After encoding the image and text, the discriminator also used a multi-modal transformer (MMT) to merge visual and text representations (see Section 3.2). The output of this module at each timestep was mean-pooled and concatenated to the output from 2 CLS-like channels, making a 768d vector $e_t$, which was passed to a two-layer MLP (hidden size 256) to train a language matching classifier (see Section 4.4.9).

4.4.8 Buffered Memory

We used buffered sequences of the outputs of the MMT within the discriminator. These sequences consisted of the 8 previous MMT outputs strided by 2 steps: $e_{t-16}$, $e_{t-14}$, ..., $e_{t-2}$, $e_t$. 68
With the agent already operating on strided observations of 2 steps, this extended the observation history for the discriminator to 32 real time frames or about 1 second of history.

The buffered (over time) input, was passed through a second temporal transformer using relative position encoding Shaw et al. (2018) with 2-layers and 4-heads Vaswani et al. (2017) with size 256 embeddings. The transformer output was then passed to a final MLP, with hidden size of 256 to produce the discriminator output $D_t$. Reward for the policy was computed as $r_t = -\ln(1 - D_t)$.

### 4.4.9 Language Matching (LM)

We applied the same language matching loss $L_{LM}$ that we used in the agent (see Section 4.3.1) within the discriminator. We primarily relied on language matching to optimise representations in the discriminator, by reducing the relative scale of the discriminator cross entropy loss: $L_{LM} + \alpha L_{GAIL}$, with $\alpha$ set to 0.01.

$L_{LM}$ was applied to the output of the MMT and only trained using data from expert trajectories (shuffled and unshuffled), whereas $L_{GAIL}$ was applied to the whole output of the discriminator after processing with the temporal transformer.

### 4.4.10 Reinforcement Learning

We adopted the distributed RL training framework Importance Weighted Actor-Learner Architecture (Espeholt et al., 2018). Agent trajectories were generated on “actor” computers on CPUs and then sent to a “learner” in a $[T, B]$ format, where $T$ is the unroll length and $B$ the batch size. The trajectories for supervised learning were combined with the trajectories from RL, making a full batch of size $2 \times 192$, with different losses applied to supervised learning and RL batch elements. The value function baseline for RL was implemented in the agent by an additional MLP head with a hidden layer size of 512 taking in the same inputs as policy heads do. We used a small entropy loss in the policy gradient update (Mnih et al., 2016; Espeholt et al., 2018). Both the movement and language policy (Section 3.4) shared the same rewards and value function $V_{\theta}$. The returns $R_t$ for each policy head were computed independently using the respective off-policy corrections (Espeholt et al., 2018).

Table 9 contains a list of all the training hyperparameters.

### 5 Distributed Training Infrastructure

The agent and reward model were trained in a distributed fashion. Overall the setup was similar to IMPALA (Importance Weighted Actor-Learner Architectures) Espeholt et al. (2018). Actors ran on multiple CPUs. Actors simulated environments and performed inference on agent models to generate actions. Learners ran on accelerators, in this case tensor processing units (TPUs) (Jouppi et al., 2017), and performed parameter updates using the data generated on actors. Model parameters were synchronised from learners to actors on a regular basis.
The difference from IMPALA for the experiments presented here was that there were several types of actor. Some ran through setter and solver dataset trajectories for supervised training; some generated both setter and solver trajectories for interactive training; and some generated setter replay episodes where the room layout and the setter actions came from dataset trajectories. We used two separate learners: one for the agent and one for the reward model. In addition, to monitor training, we used two types of evaluation actors: one for the scripted probe tasks and one to calculate metrics like log-probabilities and language output metrics by running through dataset trajectories. More details follow in the remainder of this section.

### 5.1 Actors

Actors were split into three types, which sync parameters at the start of each unroll:

| Hyperparameter | Value  | Description                                           |
|---------|--------|-------------------------------------------------------|
| $\eta_a$ | 1e-4   | Agent learning rate (BC & RL)                         |
| $\eta_d$ | 1e-4   | Discriminator learning rate                           |
| $\beta_1^\pi$ | 0.0   | Agent Adam $\beta_1$                                 |
| $\beta_2^\pi$ | 0.999 | Agent Adam $\beta_2$                                 |
| $\beta_1^D$ | 0.9   | Discriminator Adam $\beta_1$                         |
| $\beta_2^D$ | 0.999 | Discriminator Adam $\beta_2$                         |
| $\gamma$ | 0.9    | Agent discount factor                                 |
| $\epsilon$ | 1e-5   | Scale factor for entropy term                         |
| $T$     | 50     | Unroll length                                         |
| $B$     | 192    | Batch size                                            |
| $\alpha$ | 1e-2   | Balance between GAIL and LM loss in discriminator     |
| $\omega_{\text{LANG}}$ | 50 | coefficient for language policy loss                  |
| $\omega_{\text{MOVE}}$ | 1  | coefficient all movement policy losses (move, grab, and look) |
| $\omega_{\text{LM}}$ | 1   | coefficient for language matching loss                |
| $\omega_{\text{OV}}$ | 20  | coefficient for Object-in-View Loss                   |

**Table 9**: Hyperparameters for supervised learning and RL.
1. **Dataset Actors:** Episodes for the environment on these actors are replays of the episodes in the stored human data, from the view of the setter or the solver (in equal proportion). Teacher forcing is used for agent actions, i.e. actions (for both movement and language) are forced to be the same as the actions in the data. For each timestep, inference is run on the agent and reward model and as usual state is maintained between steps (and reset to initial state at the start of each episode). Once enough steps have been taken to complete one unroll (episode boundaries may come in the middle of this) the data is stacked and sent to both the agent and reward model learners, to be used for behavioural cloning and GAIL discriminator learning respectively.

2. **Interactive Training Actors:** Episodes for the environment on these actors are random instantiations of the Playroom environment described in section 1. The current agent parameters are used to do inference (separately) on observations from the point of view of setter and solver. This inference produces actions for both players that are used to step the environment. Inference is also run on the current reward model, based on visual observations from the solver perspective only, and rewards are thus generated for the solver. Once enough steps have been taken to complete one unroll (episode boundaries may come in the middle of this) the solver data is stacked and sent to both the agent and reward model learners, to be used for reinforcement learning and GAIL discriminator learning, respectively.

3. **Setter Replay Actors:** Episodes for the environment on these actors are partial replays of the episodes in the stored human data. The initial layout of the room, including the type, colour and position of all objects, is taken from an episode of stored data. The actions of the setter are taken from the human setter trajectory. In all other respects, these actors are then the same as the interactive training actors.

Note that on all these actors, the language output of the setter becomes the language input observation for the solver, and vice versa. The language game prompt is provided as an observation to the setter only. Note also that each CPU can run multiple environments simultaneously. For the experiments presented here, we used 2,000 dataset actors with 8 environments per actor and 2,000 online environment actors with 4 environments per actor. Online actors were either all interactive training or all setter replay, or 1,000 of each.

### 5.2 Learners

There are two different learners:

1. **Agent Learner:** The agent learner updates parameters for the agent. Per step it receives one batch of mixed setter and solver unrolls from the dataset actors, which it uses for behavioural cloning, language matching, and object-in-view losses. It also receives per step a batch of solver unrolls (same batch size) from online environment actors (the two types of online actors, if they are both running, feed to the same...
queue), which it uses for reinforcement learning losses with the rewards coming from
the GAIL reward model (already computed on the actors).

2. **Reward Model Learner:** The reward model learner updates parameters for the reward
model. Per step it receives a batch of solver data from dataset actors and a batch (with
the same size) of solver data from online actors (the two types of online actors, if they
are both running, feed to the same queue). It uses the dataset batch for the language
matching loss and then both batches together for the GAIL discriminator loss.

Note that parameters are synced to separate *cacher* CPU workers regularly and actors
sync their parameters from these cachers rather than directly from the learners. The sync
frequency from learners to cachers is shorter than the time for either learner to take a single
step. The batch size used in all cases was $2 \times 192$. Each learner ran on 16 TPU chips.

### 5.3 Evaluation Actors

There are two types of evaluation actors, which both sync parameters at the start of an
episode:

1. **Single Player Online Evaluation Actors:** These actors run all the scripted probe eval-
   uation tasks, with the current agent parameters used for solver inference and action
   choice. Procedural rewards are logged per episode.

2. **Dataset Evaluation Actors:** Similar to the dataset actors, these actors take episodes
   from the human data (training or validation, logged separately) and replay them from
   the perspective of setter or solver. Agent inference is run on the observations to get
   log probabilities of actions and various language output metrics.

### 6 Evaluation models

As discussed in Section 3.6, one way in which we could measure our progress is to have
humans directly score how often our agents are successful at completing instructions. However, collecting human annotations is relatively expensive, and in order to accelerate progress it is desirable to have an automated method for evaluating agent performance. Automated evaluations can be employed in several ways:

- They can be used to remove poor quality human demonstration data before we apply
  imitation learning approaches;

- They can be used to perform hyperparameter tuning for imitation learning architec-
  tures and algorithms;

- They can be used to produce reward to optimise agent performance using reinforce-
  ment learning.
We trained supervised models to predict labels given by human annotators who viewed episodes. The models themselves observed strided or decimated sequences of observations to reduce model size. We chose to predict a binary success/failure label for each episode as a simple, albeit not completely general, approach to evaluation. We found there was a high degree of agreement among human annotators for this type of score on our dataset (about 85-90%; see Table 8). In this work, we focused on building models to evaluate solver behaviour only. This section presents a detailed view of the evaluation model architecture presented in the main text, the different models with which we experimented, the process we used to select our best models, and additional results.

6.1 Architecture

The description of the evaluation model architecture can be divided into three parts: processing the inputs, constructing the model, and defining the losses to optimise. Processing the inputs transforms trajectories of observations into a format that the model can efficiently ingest, while defining the model and losses connect the different modalities in the observations to evaluate if an episode was successful.

6.1.1 Inputs

Each episode consists of a sequence of frames, a single setter instruction, and a single solver language emission. We used a majority vote across all human annotations of an episode to determine the label.

The inputs are processed as follows:

- **Video:** we selected $x$ frames (where $x$ is a hyperparameter with default $x = 32$) evenly spaced, starting at the index of the setter instruction and ending at the end of the episode.

- **Setter Instruction:** we take the first setter emission, use the same typo correction system used in the agent, and pad with zeros to fill 16 tokens.

- **Solver Emission:** we take the first solver emission, use the same typo correction system used in the agent, and pad with zeros to fill 10 tokens.

- **Binary Reward:** we binarised the reward sketches by labeling a sketch as a success if any frame of the sketch passed the success threshold. We then took the majority vote across all annotations for a single episode if we had multiple sketches.

- **Binarised Evaluation Sequence:** for moment of success prediction, we reduce the annotation sequences down to a one-hot encoding of moment of success of length $\text{num-frames-selected} + 1$. The 1 occurred at the time index of the first frame on or after the median moment of success marked in the reward sketches, or at the last index if the episode was unsuccessful. Note: this was only used for the success frame prediction loss.
Because the human training data was heavily imbalanced, with the vast majority of episodes being successful, we constructed batches of episodes (default batch size was 32) by selecting an equal number of successful episodes and unsuccessful episodes.

6.1.2 Models

One of the biggest challenges in developing evaluation models is that we had long episodes with multiple modalities to combine: video frames, setter instruction, and solver emission. The model thus had to learn to determine what constituted success for a particular instruction based on the video and the solver emission (in the question-answering case). We explored different model architectures to aid in solving this problem in a way that generalised from human episodes to agent episodes.

One of our models was based on a ResNet architecture. This model first computed embeddings for each of the modalities: video, setter instruction, and solver emission. For the vision stack, we had a hyperparameter controlling whether to use a standard ResNet-50 (He et al., 2016) or a TSM ResNet, which adds a temporal shift module inside the residual block (Lin et al., 2019). We used the standard dm-haiku embedding module (Hennigan et al., 2020) to calculate an embedding for the setter instruction and an embedding for solver emission. We then had two methods for combining modalities:

1. **Concatenation**: Concatenate the embeddings of each modality, then pass the concatenated embeddings through an MLP head to get the output of the model.

2. **Product**: Multiply the embeddings of each modality, then take the mean across the embedding size as the output of the model.

Another of our models was a transformer-based architecture. In addition to the three inputs from video, setter instruction, and solver emission, we additionally introduced two dummy embeddings analogous to the CLS input in BERT (Devlin et al., 2018). For the setter instruction and solver emission embeddings, the token embedding for each modality used a separate learnable parameter lookup embedding, with embedding dimension 512, with the same vocabulary as used by the agent architecture. The embedding of the video frames was produced by a ResNet-50 (He et al., 2016), where the normal output was replaced with a 512 dimensional vector. We concatenate the embeddings from all modalities and added to them segment and position embeddings to form a total embedding. The segment and position embeddings were also learnable embeddings, with dimension 512. The segment embedding encoded which of the four modalities the input was from. The position embedding encoded the position in the sequence, with frames and words appearing in time order. Correspondingly, the vocab sizes was 4 for the segment embeddings and 60 for the position embeddings (the sum of number of frames, 32, setter instruction length, 16, solver emission length, 10, and dummy inputs, 2) respectively. The total embedding was then passed through a transformer with 16 self-attention heads, and 16 transformer-block layers, without dropout. We use the same transformer block as in (Radford et al., 2019), except we used standard rather than masked attention. We took a mean over the non-dummy...
outputs, and concatenated this with the dummy outputs, then flattened the result before passing it through an MLP head with 2 hidden layers each of size 512. We trained with batch size 32. We grid searched over learning rates $3e^{-3}, 1e^{-3}, 3e^{-4}, 1e^{-4}$. In the next section, we will describe the losses in more detail. For this model, we compared relative weightings of success loss to language matching loss of $0, 0.5, 1.0$.

### 6.1.3 Losses

In addition to the standard supervised loss, we compared two auxiliary loss options whose weighting was controlled by hyperparameters. These auxiliary losses helped the model to learn better representations and generalise to unseen episodes. We computed these losses in the same place as the standard supervised loss by passing augmented batches through the model (and potentially adding a separate head), then we summed the weighted losses.

1. **ELM loss**: The full-episode variant of the language matching loss, as defined in Equation 4, was computed on only successful episodes in the batch, yielding a batch size equal to half the total batch size. We augmented the batch by shuffling the instruction field for half of the successful episodes, holding the video and the solver emission field constant. We then used a boolean array denoting whether the language instruction field was shuffled or not as the targets. For the concatenation version of the model, another hyperparameter determined whether or not to share the same weights for the success MLP head and the language matching MLP head.

2. **Success frame prediction loss**: The success frame prediction loss helps the model overcome the difference in distribution of human episodes and agent episodes. In human episodes, the moment of success is skewed towards the end of the episode, whereas in agent episodes the moment of success is skewed towards the beginning of the episode (for more details, see Section 6.3 below). We computed the success frame prediction loss by using a separate MLP head to predict a sequence of length num-frames-selected where a 1 at index $i$ signifies that success occurred at sampled frame $i$. We then use a cross entropy loss to classify the moment of success we derived from the reward sketches, computing the loss on successful episodes only. This loss was only used on the ResNet-based evaluation model.

### 6.2 Model Selection

In Table 10, all of the evaluation models are listed, with architectural details, active losses, and number of input observations.
| Name             | TSM | Concat/ Product | ELM Loss | Success Frame Loss | Transformer | Number of Frames |
|------------------|-----|-----------------|----------|--------------------|-------------|------------------|
| RC-S-Tr          | ✓   | C               | ✓        | x                  | ✓           | 32               |
| RCT-S-SF         | ✓   | C               | ✓        | ✓                  | x           | 32               |
| RC-S             | x   | C               | ✓        | x                  | x           | 32               |
| RP-L             | x   | P               | ✓        | x                  | x           | 48               |
| RPT-L            | ✓   | P               | ✓        | x                  | x           | 48               |
| RPT-S            | ✓   | P               | ✓        | x                  | x           | 32               |
| RCT-S            | ✓   | C               | ✓        | x                  | x           | 32               |
| RC-S-Tr (no ELM) | x   | C               | x        | x                  | ✓           | 32               |
| RPT-S (ELM only) | ✓   | P               | ✓        | x                  | x           | 32               |
| RC-S-Tr (ELM only) | x   | C               | ✓        | x                  | ✓           | 32               |
| RC-S (no ELM)    | x   | C               | x        | x                  | x           | 32               |

Table 10: Evaluation Model Property List. We name the models based on the features they contain, where R denotes using a ResNet to embed the video frames, C or P denotes the method used to combine modalities (concatenation or product), T denotes using TSM, S or L denotes the length of the video (short=32 frames or long=48 frames), SF denotes using the success frame prediction loss, and Tr denotes using the transformer-based architecture.

We used a “validation score” to both select the best model among those presented in Table 10 and to select the best hyperparameter combination per model. The formula for the validation score was as follows:

\[
\text{validation-score} = 0.5 \times \text{balanced-acc-human} + 0.25 \times \text{balanced-acc-weak-agent} + 0.25 \times \text{balanced-acc-strong-agent},
\]

where weak-agent and strong-agent were previously trained agents. We selected the model, best hyperparameter combination (including the model’s threshold for success), and model training step from smoothed online evaluation of the validation score.
6.3 Additional Instruction-Following Results

The success frame prediction loss, in conjunction with the TSM, yielded a model almost as good as the transformer model. The validation score was only slightly lower for the success frame model, and it achieved higher balanced accuracy measures for some of the test agents. We hypothesise that the combination of transformer based models with success prediction may produce stronger models, though we have not tested this here.

In the human demonstrations, the episodes were stopped shortly after the moment of success, leading to a distribution of moment of success that was heavily skewed towards the end of the episode (see Figure 24). In the agent episodes, however, episodes were run for a fixed length of time, skewing the distribution of moment of success to earlier in the episode. Thus, since our evaluation models were trained only on human episodes, this
distribution mismatch presents a challenge for the evaluation models. The success frame prediction loss encourages the model to understand the moment of success regardless of when success happens within the episode.

Figure 24: Moment of success prediction. The evaluation model predicts the moment of success well for human data (on which it’s trained), and is able to partially overcome the distributional shift on previously unseen agent data. Frames are indexed after decimating the video.

6.4 Question-Answering Results

The results previously highlighted focused on instruction-following tasks. Ultimately we want to develop evaluation models that work across both instruction-following and question-answering tasks. The question-answering domain is more difficult than the instruction-following domain for several reasons, including the challenge of combining three modalities (instruction, video, and response). Figure 25 shows the results with an early model developed to evaluation question-answering episodes.
Figure 25: Question-Answering results.

For this model, we use a ResNet augmented with FiLM (Perez et al., 2018), which has elsewhere proved effective for visual reasoning tasks. Otherwise, the model was constructed according to the ResNet Product model with 32 decimated frames and the auxiliary ELM loss. Though the ordering of agents it produces is close to correct, the balanced accuracy per agent and correlation are significantly worse than the models for instruction-following tasks. Additionally, the success rate per agent was overpredicted, likely because the human episodes used as training data had few negative examples.

7 Automated Evaluation Metrics

7.1 Setter Language Metrics

To evaluate our setters’ language output we used log probabilities as well as several heuristics that captured the agents’ ability to refer to objects present in the scene. The object error rate measures the fraction of setter sentences that mention an object type that exists in the room (e.g., a toy duck or a helicopter). The error rate captures the ability of the agent to recognise object categories but not necessarily their colour.

To understand whether our setters are also able to detect the correct object colour, we introduced the colour object error rate, which measures the proportion of setter sentences that mention valid objects with their true colour out of all the sentences that mention coloured objects. When calculating these error rates we also applied a mapping to canonicalise the colour vocabulary: e.g., mapping “turquoise” to “blue.”

We used these metrics to measure training progress and to evaluate in an automated manner how contextually relevant setter instructions were. We acknowledge that these metrics do not capture many desiderata in language output. For example, they express nothing about the relative positioning of objects; errors related to descriptions of spatial relationships were undetected in our automated metrics.
7.2 Procedural Tasks

7.2.1 Automated Metrics

We designed a set of automated metrics for evaluating solver agent performance during training as well. These metrics compared an agent trajectory to a human demonstration in a setter replay episode, with an instruction and initial room pulled from the human dataset. In many of our language games, holding and lifting specific objects was part of the human demonstration. In the “first-object-lifted by-both” metric, we checked whether the first object lifted by the agent was the same as that lifted by the human in the corresponding episode. This was a useful correlational indicator of agent performance. However, multiple objects can exist in the environment that satisfy the instruction, and some episodes involve no such lifting instructions, so it was only useful for relative comparisons across agents and during training. We additionally computed metrics that measured if the colour and type of the two objects lifted were the same, even if not the exact same instance, in the “number-of-colour-objects-lifted-by-both” metric. We adjusted this metric to account for the average number of objects that the human and agent lifted within an episode for each language game.

7.2.2 Scripted Probe Tasks

Our agents were not trained in reinforcement learning environments providing unambiguous rewards for reaching particular goal states. Nevertheless, we found it valuable to program a small set of such tasks for the purpose of evaluating our agents since the reward function provides an objective and repeatable measure of success. In each of these tasks, as in the agent’s training environment, the distribution of objects and the initial position of the agent were randomised on a per-episode basis. We typically ran trained agents for 1,000 episodes in each task to obtain an estimate of its expected success rate.

**Go Somewhere**   After a random delay of up to 10 seconds, an instruction is presented to the agent of the form Go near the X, where X can be an object (ball, teddy bear, box), furniture (table, bed) or landmark (door, window, shelf). The agent must move to within 1m of the target before the 30 second episode time limit is reached.

**Lift Something**  After a random delay of up to 10 seconds, an instruction is presented to the agent of the form Lift an X, where X is a movable object (ball, teddy bear, box etc.). The agent must pick the object up higher than 1m. If the agent at any point picks up an object that is not an X, or if the 2 minute time limit is reached, the episode ends with a score of zero. If the agent picks up an X, the episode also ends, with a score of one.

**Position Relative** The environment checks the episode’s initial conditions to ensure that no objects of type X are within 1m of any objects of type Y. After a random delay of up to 10 seconds, an instruction is presented to the agent of the form Put an X near a
Y, where X is a movable object (ball, teddy bear, box etc.) and Y is a movable object or furniture (bed, table etc.). If at any timestep an object of type X is within 1m of an object of type Y, the episode ends with a score of one. Otherwise, the episode ends after 2 minutes with a score of zero.

**Ask about Colour**  After a random delay of up to 10 seconds, an question is presented to the agent of the form *What colour is the X*, where X is a movable object (ball, teddy bear, box etc.) or furniture (bed, table etc.). The episode ends when the agent generates some language or when the 2 minute time limit is reached. If the agent’s response is among the set of allowed correct answers for the episode (corresponding to the colour of object X), the score is one, otherwise it is zero.

**Ask about Existence**  After a random delay of up to 10 seconds, an question is presented to the agent of the form *Is there an X in the room*, where X is a movable object (ball, teddy bear, box etc.) or furniture (bed, table etc.). The episode ends when the agent generates some language or when the 2 minute time limit is reached. If the agent’s response is correct (either *yes* or *no*), a score of one is awarded. If the response is incorrect or the agent does not respond within the 2 minute time limit, the score is zero. Note that the task generator is designed to construct approximately equal numbers of episodes for which the correct answer is yes and no.

**Count Something**  After a random delay of up to 10 seconds, an question is presented to the agent of the form *How many X are there in the room*, where X is a movable object (ball, teddy bear, box etc.) or furniture (bed, table etc.). The episode ends when the agent generates some language or when the 2 minute time limit is reached. If the agent’s response is correct (correct answers range between zero and five), a score of one is awarded. If the response is incorrect or the agent does not respond within the 2 minute time limit, the score is zero. Note that the distribution of answers across the set \{0 \ldots 5\} is not uniform, with zero, one and two being the most frequent responses, so comparing agent scores to baseline controls (e.g. blind, language-only agents) is important for valid interpretation of the scores.

Numerical performance of each agent on these tasks is show in Table 11.

### 8 Scaling Experiments

In this set of experiments we studied the scaling properties of our main models. Focusing on the scripted probe tasks, we quantified the performance of our agents as we increased the amount of training data. We ran these experiments for the two models B·A and BG·A. We controlled the size of the datasets by randomly subsampling our original data, resulting in the following number of episodes for each fraction of the complete dataset:
## Table 11: Agent performance on the scripted probe tasks.
Standard errors were all less than 0.03.

|                | Colour | Existence | Count | Go    | Lift | Position |
|----------------|--------|-----------|-------|-------|------|----------|
| Human          | 0.73   | 0.8       | 0.85  | 0.84  | 0.93 | 0.65     |
| BGR-A          | 0.57   | 0.72      | 0.28  | 0.69  | 0.79 | 0.37     |
| BG-A           | 0.47   | 0.61      | 0.32  | 0.64  | 0.76 | 0.32     |
| B-A            | 0.43   | 0.69      | 0.34  | 0.47  | 0.55 | 0.19     |
| B              | 0.18   | 0.59      | 0.27  | 0.35  | 0.13 | 0.14     |
| B(no lang.)    | 0.04   | 0.03      | 0.02  | 0.19  | 0.04 | 0.12     |
| B(no vis.)     | 0.14   | 0.56      | 0.28  | 0.17  | 0.0  | 0.02     |

Figure 15A shows the accumulated reward averaged over instruction-following (*lift something, go somewhere and position relative to*) and question-answering (*ask about color, ask about existence and count something*) scripted probe tasks. For both, B-A and BG-A, the performance increased smoothly with the amount of data. However, particularly for the instruction-following levels, the rate of increase in performance for the agent using GAIL (BG-A) was higher than for the agent trained with BC (B-A).

### 9 Transfer Experiments

In this set of experiments we tested an agents’ ability to generalise behaviour to situations that are either unseen or rare in the training data. We used a slightly smaller network (4 layers instead of 8 in the multi-modal transformer and an embedding size of 256 instead of 512) for this set of experiments compared to our default setup, however, we reran relevant baselines in this setup in order to maintain fair comparisons. We used the BG-A agent in all of these experiments.

#### 9.1 Multi-task Transfer

The next group of experiments aimed to evaluate transfer of agent skills across different tasks. We studied two aspects of transfer learning: 1) Do agents trained on multiple task perform better than agents trained in each task separately? and 2) Does training on multiple
tasks lead to agents that require less data to learn a new task? To answer these questions, we performed two sets of experiments: one where we varied the type of task we trained on, and one where we varied the amount of data we saw from within a task.

### 9.1.1 Single-task versus Multi-task

In the first setup we trained our agent on a subsets of the data containing only a particular task (such as lift something, or ask about color), and compared the performance on these tasks against an agent trained on all data from all tasks. Figure 15B shows that using data from all tasks yielded higher rewards on the scripted probe tasks than the single-task case. This occurred presumably because motor behaviours like navigation of the room and grasping objects, along with linguistic knowledge like representations of object names, transferred across tasks.

### 9.1.2 Multi-task Data Efficiency

In this experiment, we wanted to analyse whether training on multiple tasks led to agents that required less data to learn a new task. We studied this by entirely removing data from a particular task and adding it back in controlled amounts. Specifically, we tested how much data was required to learn the behaviour of positioning an object relative to another by transferring skills learned from other types of interactions (such as lifting and counting). We constructed a “position” dataset of 73K episodes with human instructions containing one of the verbs “put,” “place,” or “position” and excluded these episodes from the pool of 548 background tasks. Then, we incrementally added some proportion of the “position” dataset (1/8, 1/4, and 1/2) to these background tasks, effectively creating several new datasets with a different amount of “position” data.

Figure 15C shows that with as little as 1/8th of the “position” data, the agent could easily learn to position objects relative to one another provided that it was also exposed to the background of multi-task data from other tasks during training. As we increased the amount of positioning data, performance improved for both the single and multi-task cases. However, to achieve good scores on the scripted probe tasks, we needed much less data when we trained on all tasks in the multi-task condition.

### 9.2 Colour-Object Generalisation

To check how well our agents generalised over different features of the environment, we performed the following experiment: we removed all occurrences of a certain colour-object combination from the environment during training (both from the dataset and the environment), we created probe tasks that require the agent to interact with the held-out coloured object, and we compared the performance on these tasks with agents trained without any object restrictions. Because the agent was exposed to that particular colour in other objects and to that particular object in other colours, we were testing to what extent it could generalise to unseen combinations of known features.
Without loss of generality, we picked orange ducks as the held-out coloured object. We removed all instances of it from the training data and from the environment, and we created scripted probe tasks that refer to this object in particular (e.g. lift the orange duck or what is the color of the duck?)

There were approximately 23K episodes in the whole dataset across all language games that contained orange ducks. Note that to exclude relevant episodes, we inspected ground truth information about what objects were in the Playroom instance.

We designed special-case scripted probe tasks to evaluate the agents that were similar to the previously described scripted probe tasks (lift something, ask about color, position relative to, and go somewhere). In this case, they specifically examined performance with respect to this particular colour-object combination. Each task was balanced by providing appropriate distractors. For example, when asking to lift an orange duck, there was always a non-orange duck in the room as well. This guaranteed that the agent did not just interact with this type of object regardless of its colour.

Figure 15D summarises the results. Overall, our agents were able to successfully interact with the colour-object combinations that they had never been exposed to in the training data, with only a small performance drop across all games we evaluated on compared to the control experiment that used an equal total number of episodes but no restrictions on the types of objects seen in the data.

10 Vocabulary and Spelling Correction Table

10.1 Vocabulary

| a   | anything | ball | board | ceiling | comparing | dark | drop |
|-----|----------|------|-------|---------|-----------|------|------|
| able| anywhere | basket| boat  | center  | compartment| darker| duck |
| about| aqua    | basketball| book  | chair   | consist   | describe| each |
| above| aquamarine| bat | bookshelf| change | contain | desk | ear |
| activity| are | be | both | check | corner | did | edge |
| adjacent| aren’t | bear | box | chest | container | diagonal | ears |
| after| arm | bed | brighter | choice | correct | difference | eight |
| again| armchair | before | bring | circle | cot | different | eighteen |
| air | around | behind | brown | circular | couch | dining | eighty |
| airplane | arrange | below | bus | clean | could | direction | either |
| all | arrangement | beneath | bush | clear | count | disturb | elevate |
| along | article | beside | but | clock | cream | disturbing | eleven |
| also | as | between | by | close | cube | do | else |
| am | aside | big | cabinet | closer | cup | does | empty |
| among | ask | bigger | cactus | closet | cupboard | dog | end |
| an | at | biggest | can | coffee | currently | doll | engine |
| and | available | bike | car | collect | cushion | door | enter |
| animal | away | bin | carriage | color | cyan | down | equal |
| another | baby | black | case | common | cylindrical | drawer | every |
| answer | back | block | cat | compare | dance | drier | everything |
| exact     | hairdryer | ledge | nearest | pillow | sequence | take | twenty |
| exacty   | hand      | left  | neat    | pink   | set      | takeoff | two   |
| except   | handle    | leg   | next    | place  | setter   | taller  | under |
| exist    | hang      | legged| nine    | placed | seven    | task   | underneath |
| existed  | has less  | nineteen | plane | seventeen | tea | until |
| existing | have lies | no | plant | seventy | teal | up |
| explain  | he lift   | non | play | shape | teddy | upon |
| face     | head      | light | none | player | shaped | tell | upside |
| facing   | headphone | lighter | not | please | sheet | ten | use |
| falling  | headphones | like | notice | pointed | shelf | tennis | used |
| fan      | height    | liked | noticed | pointy | shift | than | using |
| far      | helicopter | line | noticing | position | ship | that | van |
| favorite | help      | located | now | possess | show | thats | vehicle |
| feet     | here      | location | number | pot | side | the | very |
| few      | hide      | locomotive | object | potted | silver | their | view |
| fifteen  | hit       | long | objective | present | similar | them | violet |
| fifty    | hold      | look | observing | purple | simple | then | visible |
| find     | how       | looking | of | push | single | there | wait |
| finished | human     | lying | off | put | sit | these | walk |
| first    | hundred   | magenta | olive | question | situated | they | wall |
| five     | i main | on | rack | sixteen | think | wardrobe |
| flight   | identical | make | one | racket | sixty | thirteen | was |
| flip     | if | man | only | rectangle | size | thirty | watching |
| floor    | im many | onto | rectangular | sizes | sky | those | we |
| flower   | in maroon | opposite | or | red | small | thousand | were |
| flying   | including | mattress | or | blue | smaller | three | what |
| foot     | inside maximum | orange | refer | red | smaller | through | whatever |
| football | instrument | may | order | relative | smallest | throw | wheels |
| for      | into me | other | replace | so | throw | wheels |
| forty    | is mention | out | replace | so | throw | wheels |
| four     | isnt mess | oval | right | soccer | time | when |
| fourteen | it middle | over | roam | soda | to | where |
| frame    | item mine | own | robot | sofa | together | whether |
| from     | its mirror | paint | rocket | some | top | which |
| front    | jug moment | painted | roof | something | total | white |
| gather   | jump more | painting | room | somewhere | touch | window |
| get      | just most | pale | round | spacious | touching | wise |
| give     | keep mostly | parallel | rounded | specific | towards | wish |
| go       | key move | parrot | row | square | toy | with |
| good     | keyboard | moving | pass | rubber | squared | train | without |
| grab     | kick much | peach | run | stand | tree | wooden |
| gray     | know mug | pen | same | standing | triangle | word |
| green    | lamp musical | perform | say | staring | try | yellow |
| grey     | large my phone | see | sea | stool | tube | yes |
| ground   | larger name | photo | sea | storage | turn | you |
| group    | largest navy | piano | seeing | straight | turquoise | your |
| had      | lavender near | pick | seen | study | tv | yourself |
| hair     | laying nearer | picture | self | table | twelve | |
## 10.2 Typo Table

The custom typo dictionary is enumerated below. Please note that this also “corrects” for pluralisation. Future work will explore the use of subword tokenisation to better construct and learn large vocabularies:

| Key | Value |
|-----|-------|
| 'yesno': 'yes or no' | |
| '03': 'three' | |
| 'objects': 'object' | |
| '1': 'one' | |
| '10': 'ten' | |
| '100': 'one hundred' | |
| '1000': 'one thousand' | |
| '10000': 'ten thousand' | |
| '100objects': 'one hundred object' | |
| '100objects': 'ten object' | |
| '11': 'eleven' | |
| '111': 'eleven' | |
| '12': 'twelve' | |
| '120': 'twelve' | |
| '13': 'thirteen' | |
| '14': 'fourteen' | |
| '15': 'fifteen' | |
| '16': 'sixteen' | |
| '17': 'seventeen' | |
| '18': 'eighteen' | |
| '19': 'nineteen' | |
| '2': 'two' | |
| '20': 'twenty' | |
| '200': 'two hundred' | |
| '2000': 'two thousand' | |
| '20teddys': 'twenty teddy bear' | |
| '21': 'twenty one' | |
| '22': 'twenty two' | |
| '23': 'twenty three' | |
| '24': 'twenty four' | |
| '25': 'twenty five' | |
| '26': 'twenty six' | |
| '27': 'twenty seven' | |
| '28': 'twenty eight' | |
| '29': 'twenty nine' | |
| '2objects': 'two object' | |
| '3': 'three' | |
| '30': 'thirty' | |
| '300': 'three hundred' | |
| '32': 'thirty two' | |
| '33': 'thirty three' | |
| '34': 'thirty four' | |
| '35': 'thirty five' | |
| '36': 'thirty six' | |
| '3objects': 'three object' | |
| '4': 'four' | |
| '40': 'forty' | |
| '42': 'forty two' | |
| '43': 'forty three' | |
| '45': 'forty five' | |
| '46': 'forty six' | |
| '4objects': 'four object' | |
| '5': 'five' | |
| '50': 'fifty' | |
| '500': 'five hundred' | |
| '5000': 'five thousand' | |
| '50objects': 'fifty object' | |
| '5': 'five' | |
| '50': 'fifty' | |
| '500': 'five hundred' | |
| '5000': 'five thousand' | |
| '50objects': 'fifty object' | |
| '6': 'six' | |
| '60': 'sixty' | |
| '69': 'sixty nine' | |
| '7': 'seven' | |
| '70': 'seventy' | |
| '75': 'seventy five' | |
| '7': 'seven' | |
| '7': 'seven' | |
| '8': 'eight' | |
| '88': 'eighty eight' | |
| '8': 'eight' | |
| '88': 'eighty eight' | |
| '9': 'nine' | |
| '90': 'ninety' | |
| 'a': 'a' | |
| 'aa': 'a' | |
| 'abed': 'a bed' | |
| 'abed': 'a bed' | |
| 'ace': 'a' | |
| 'acircle': 'a circle' | |
| 'acorner': 'a corner' | |
| 'ac': 'a' | |
| 'active': 'active' | |
| 'activity': 'activity' | |
| 'adjs': 'adjacent' | |
| 'adjust': 'adjust' | |
| 'adn': 'and' | |
| 'air': 'air' | |
| 'airplane': 'airplane' | |
| 'aircraft': 'aircraft' | |
| 'aeroplane': 'airplane' | |
| 'aline': 'a line' | |
| 'al': 'all' | |
| 'all': 'all' | |
| 'all': 'all' | |
| 'all': 'all' | |
| 'al': 'all' | |
| 'al': 'all' | |
| 'alon': 'along' | |
| 'alminira': 'a minira' | |
| 'al': 'all' | |
| 'al': 'all' | |
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| 'a': 'a' | |
| 'a': 'a' | |
| 'a': 'a' | |
| 'a': 'a' | |
| 'windos' | 'window' |
|---|---|
| 'window' | 'window' |
| 'windowa' | 'window' |
| 'windows' | 'window' |
| 'wise' | 'wise' |
| 'wish' | 'wish' |
| 'wit' | 'with' |
| 'wite' | 'white' |
| 'witha' | 'with a' |
| 'withe' | 'with the' |
| 'wither' | 'whether' |
| 'withorange' | 'with orange' |
| 'without' | 'without' |
| 'will' | 'wall' |
| 'wodden' | 'wooden' |
| 'wondow' | 'window' |
| 'wooden' | 'wooden' |
| 'wordrobe' | 'wardrobe' |
| 'would' | 'would' |
| 'wt' | 'what' |
| 'what' | 'what' |
| 'wt's' | 'what is' |
| 'ww' | '' |
| 'wwww' | '' |
| 'wwwwwww' | '' |
| 'wwwwwwwww' | '' |
| 'xylophone' | 'xylophone' |
| 'y' | 'yes' |
| 'ye' | 'yes' |
| 'yeallow' | 'yellow' |
| 'yellow' | 'yellow' |
| 'yellowball' | '' |
| 'yellowball' | 'yellow' |
| 'yellowball' | 'yellow ball' |
| 'yellow-0' | 'yellow' |
| 'yellowball' | 'yellow ball' |
| 'yellowball' | 'yellow ball' |
| 'youlooking' | 'you looking' |
| 'your' | 'your' |
| 'youre' | 'youre' |
| 'youself' | 'yourself' |
| 'youself' | 'yourself' |
| 'you' | 'you' |
| 'yellow' | 'yellow' |
| 'yellow' | 'yellow' |
| 'yellow' | 'yellow' |
| 'yes' | 'yes' |
| 'yes' | 'yes' |
| 'yesno' | 'yes no' |
| 'yesno' | 'yes no' |
| 'yesno0' | 'yes no' |
| 'yesor' | 'yes or' |
| 'yhe' | 'the' |
| 'yn' | 'yes no' |
| 'yno' | 'yes no' |
| 'yo' | 'you' |
| 'yor' | 'your' |
| 'you' | 'you' |
| 'youlooking' | 'you looking' |
| 'your' | 'your' |
| 'youre' | 'youre' |
| 'youself' | 'yourself' |
| 'youself' | 'yourself' |
| 'you' | 'you' |
| 'yellow' | 'yellow' |
| 'yellow' | 'yellow' |
| 'yellow' | 'yellow' |
| 'yes' | 'yes' |