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Abstract—Individual Pitch Control (IPC) is an effective control strategy to mitigate the blade loads on large-scale wind turbines. Since IPC usually requires high pitch actuation, the safety constraints of the pitch actuator should be taken into account when designing the controller. This paper introduces a constrained Subspace Predictive Repetitive Control (SPRC) approach, which considers the limitation of blade pitch angle and pitch rate. To fulfill this goal, a model predictive control scheme is implemented in the fully data-driven SPRC approach to incorporate the physical limitations of the pitch actuator in the control problem formulation. An optimal control law subjected to constraints is then formulated so that future constraint violations are anticipated and prevented. Case studies show that the developed constrained SPRC reduces the pitch activities necessary to mitigate the blade loads when experiencing wind turbulence and abrupt wind gusts. More importantly, the approach allows the wind farm operator to design conservative bounds for the pitch actuator constraints that satisfies safety limitations, design specifications and physical restrictions. This will help to alleviate the cyclic fatigue loads on the actuators, increase the structural reliability and extend the lifespan of the pitch control system.

I. INTRODUCTION

In past decades, wind energy has expanded by leaps and bounds in the international energy mix [1]. The global wind industry reached a milestone of 651 GW cumulative installed capacity in 2019, with a rapid growth of 10% compared to 2018 [2]. As onshore wind industry has matured, offshore wind is embraced by governments and picks up momentum [3].

In particular, Floating Offshore Wind Turbines (FOWTs) offer a viable solution to tap higher wind speeds in deep waters and avoid the constraints imposed on land-based wind turbines [4]. However, one of the main challenges in the development of FOWTs is the high Operation & Maintenance (O&M) cost [5]. This is usually related to the design of the wind turbine structure which is subjected to severe dynamic loading over the waters [4]. In this respect, FOWTs tend to have larger rotor diameters and a more slender tower than its land-based counterpart, thus leading to an increase of dynamic loading on the turbine. Moreover, FOWTs are usually erected in deep waters with limited accessibility, which potentially exacerbate repair and maintenance issues.

In general, the majority of the loads on wind turbine rotors, showing a periodic nature, is caused by wind shear, tower shadow, turbulence and gravity [6]. Individual Pitch Control (IPC) is an effective and widely-used approach to minimize these periodic loads [7]. In practice, the pitch control system is subjected to the constraints which are imposed by the physical restrictions of the pitch actuator [8]. The pitch actuator can only operate within its physical limits while the pitch rate should never exceed the ultimate limitations for safety reasons. A high pitch rate will increase the cyclic fatigue loading on the pitch actuator and consequently shorten its lifespan. In addition, other safety limitations, environmental regulations and wind farm manufacturer specifications may impose additional constraints on the pitch control system. Exceeding these constraints may result in damage to the pitch actuators and ultimately in the failure of the entire pitch control system.

This paper introduces a method called constrained Subspace Predictive Repetitive Control (SPRC) to include the physical constraints into a pitch controller for load reduction. The basic idea of SPRC was initially proposed by van Wingerden et al. [9], which showed promising results in numerical study [10] and in wind tunnel experiments [11], [12]. Since it is a fully data-driven approach consisting of subspace identification [13] and repetitive control, it was also extended for adaptive fault-tolerant control [6], [14], [15]. The subspace identification, based on an online solution, is used to derive a linear approximation of wind turbine dynamics. Then, a predictive repetitive control law is formulated to reduce the dynamic loads under varying operating conditions. In order to explicitly incorporate the pitch actuator in the control problem formulation, in this paper a Model Predictive Control (MPC) paradigm [16] is combined with the SPRC algorithm, so that the future constraint violations can be anticipated and prevented. By including the repetitive control objectives in a cost function, this technique is able to adapt the control law to specified pitch actuator constraints, actual varying operating conditions and given objectives simultaneously. The capability of dealing with the safety constraints is then demonstrated via case studies. The main attraction of the constrained SPRC is the capability to respect physical and safety restrictions of the pitch control system in FOWTs during operating conditions without compromising the control performance.

The structure of this paper is organized as follows. Section II introduces the wind turbine model and the simulation environment. In Section III the methodology of the constrained SPRC is elaborated. Then, case studies are carried out to verify the developed constrained SPRC in Section IV. Conclusions are drawn from these case studies and discussed in Section V.
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II. WIND TURBINE MODEL

In this section, the wind turbine model used for the case studies is briefly introduced. It is based on the DTU 10MW three-bladed variable speed reference wind turbine integrated with the TripleSpar floating platform [17], [18].

Based on this wind turbine model, the realization of the case studies is illustrated in Fig. 1. The aerohydro-structural dynamic part of the wind turbine is simulated via the NREL’s Fatigue, Aerodynamics, Structures, and Turbulence (FAST) model [19]. On the other hand, three pitch control strategies are utilized for comparisons, including the baseline controller [19], Multi-Blade Coordinate (MBC)-based IPC [20] and constrained SPRC developed in the present study.

Note that the baseline controller is always active to formulate the collective pitch angles. In the IPC cases, one of the IPC strategies is switched on, where the IPC actions are superimposed on top of the collective pitch angles. The proposed constrained SPRC, which will be introduced in Section III, is carried out to show the significant levels of performance improvement with respect to the other two pitch controllers.

III. CONSTRAINED SUBSPACE PREDICTIVE REPETITIVE CONTROL

This section outlines the procedure for formulating the constrained SPRC law, including online recursive subspace identification and receding horizon repetitive control.

A. Online recursive subspace identification

In the constrained SPRC framework, the wind turbine dynamics is represented by an LTI system affected by unknown periodic disturbances [21]. In prediction form, it can be formulated as

\[
\begin{align*}
\delta x_k &= \delta A \delta x_k + \delta B u_k + \delta L \delta y_k + \delta d_k,
\delta y_k &= \delta C \delta x_k + \delta F \delta d_k + \delta e_k,
\end{align*}
\]

where \(x_k \in \mathbb{R}^n\), \(u_k \in \mathbb{R}^r\) and \(y_k \in \mathbb{R}^l\) denote the state, control input and output vectors. The number of inputs and outputs are \(r = l = 3\). \(u_k\) and \(y_k\) represent the blades pitch angles and the blade loads, \(i.e.,\) the Out-of-Plane bending moment (MOoP) at the blade root at discrete time index \(k\).

Moreover, \(d_k \in \mathbb{R}^m\) is the periodic disturbance component of the loads at the blade root, while \(e_k \in \mathbb{R}^l\) is the zero-mean white innovation process or the aperiodic component of the blade loads. \(A \triangleq A - LC\) and \(E \triangleq E - LF\), in which \(A \in \mathbb{R}^{n \times n}\), \(C \in \mathbb{R}^{l \times n}\), \(L \in \mathbb{R}^{l \times l}\), \(E \in \mathbb{R}^{l \times m}\) and \(F \in \mathbb{R}^{l \times m}\) denote the state transition, output, observer, periodic noise input and periodic noise direct feed-through matrices, respectively. \(B \in \mathbb{R}^{r \times l}\) represents the input matrix. Based on the definition of a periodic difference operator \(\delta\), the effect of periodic blade loads \(d_k\) on the input-output system will be eliminated as

\[
\delta d_k = d_k - d_{k-\text{p}} = 0,
\]

where \(P\) is the period of the disturbance, equaling to the blade rotation period. Similarly, \(\delta u\), \(\delta y\) and \(\delta e\) can be defined as well. Applying the \(\delta\)-notation to (1), this equation can be rewritten as

\[
\begin{align*}
\delta x_{k+1} &= \delta A \delta x_k + \delta B u_k + \delta L \delta y_k,
\delta y_k &= \delta C \delta x_k + \delta e_k,
\end{align*}
\]

where the periodic blade load term disappears. Then, a stacked vector \(\delta U_{k}^{(p)}\) for a past time window with the length of \(p\) is defined as

\[
\delta U_{k}^{(p)} = \begin{bmatrix} u_k - u_{k-\text{p}} & u_{k+1} - u_{k-\text{p}+1} & \cdots & u_{k+p-1} - u_{k+p-1} \end{bmatrix}.
\]

Similarly, the vector \(\delta Y_{k}^{(p)}\) is defined. Note \(p\) need to be selected large enough, such that \(\delta A \approx 0 \ \forall j \geq p\) [22].

![Fig. 2. Implementation of the repetitive control in SPRC, in which MPC optimization is used to formulate the constrained control law.](image-url)
on $\delta U_k^{(p)}$ and $\delta Y_k^{(p)}$, the future state vector $\delta x_{k+p}$ can be approximated as

$$
\delta x_{k+p} \approx \begin{bmatrix} K_u^{(p)} & K_y^{(p)} \end{bmatrix} \begin{bmatrix} \delta U_k^{(p)} \\ \delta Y_k^{(p)} \end{bmatrix}, \quad (4)
$$

in which $K_u^{(p)}$ and $K_y^{(p)}$ are

$$
K_u^{(p)} = \begin{bmatrix} \tilde{A}^{p-1}B & \tilde{A}^{p-2}B & \cdots & B \end{bmatrix},
$$

$$
K_y^{(p)} = \begin{bmatrix} \tilde{A}^{p-1}L & \tilde{A}^{p-2}L & \cdots & L \end{bmatrix}.
$$

By substituting (4) into (2), the approximation of $\delta y_{k+p}$ is derived as

$$
\delta y_{k+p} \approx \begin{bmatrix} CK_u^{(p)} & CK_y^{(p)} \end{bmatrix} \begin{bmatrix} \delta U_k^{(p)} \\ \delta Y_k^{(p)} \end{bmatrix} + \delta e_{k+p}. \quad (5)
$$

From (5), it can be seen that the Markov matrix $\Xi$, includes all the necessary information on the behaviour of the wind turbine model. It is determined by the input vector $u^{(r)}$ and output vector $y^{(l)}$. In essence, the subspace identification aims to find an online solution of the following Recursive Least-Squares (RLS) optimization problem [13]

$$
\hat{\Xi}_k = \arg \min_{\hat{\Xi}_k} \sum_{i=-\infty}^{k} \left\| \delta y_i - \lambda \hat{\Xi}_k \begin{bmatrix} \delta U_{i-p}^{(p)} \\ \delta Y_{i-p}^{(p)} \end{bmatrix} \right\|_2^2. \quad (6)
$$

In (6), $\lambda$ is a forgetting factor ($0 < \lambda \leq 1$) to alleviate the effect of past data, and adapt to the varying system dynamics online. In this paper, a value close to 1, i.e., $\lambda = 0.99999$, is chosen for the optimization process. To obtain a unique solution to this RLS optimization problem, a persistently exciting signal is superimposed on the top of the wind turbine control input. Subsequently, the RLS optimization (6) is implemented with a QR algorithm [23] in an online recursive manner to obtain $\hat{\Xi}_k$. The estimates of $\hat{\Xi}_k$ are then used in an MPC algorithm to formulate a repetitive control law subjected to the actual pitch actuator constraints. The implementation of the repetitive control problem formulation will be elaborated in the next subsection.

### B. Receding horizon repetitive control

In the repetitive control, the control law is predicted over $P$. Considering that $P \geq p$ and usually $P$ is much larger than $p$, the output equation can be lifted over $P$ as

$$
Y_{k+p}^{(P)} = \begin{bmatrix} I_{1,P} & \Gamma^{(P)} & \hat{\Xi}_k^{(P)} \end{bmatrix} \begin{bmatrix} Y_k^{(P)} \\ \delta U_k^{(P)} \\ \delta Y_k^{(P)} \end{bmatrix} + \hat{H}^{(P)} \delta y_{k+p}^{(P)}, \quad (7)
$$

where it holds $\Gamma^{(P)} = (I - \hat{G}^{(P)})^{-1}\hat{G}^{(P)}$ and $\hat{H}^{(P)} = (I - \hat{G}^{(P)})^{-1}\hat{H}^{(P)}$. The Toeplitz matrix $\hat{H}^{(P)}$ is defined as

$$
\hat{H}^{(P)} = \begin{bmatrix} 0 & 0 & 0 & \cdots & 0 \\
CB & 0 & 0 & \cdots & 0 \\
C\hat{A}B & CB & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
C\hat{A}^{p-1}B & C\hat{A}^{p-2}B & C\hat{A}^{p-3}B & \cdots & 0 \\
0 & C\hat{A}^{p-1}B & C\hat{A}^{p-2}B & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & C\hat{A}^{p-1}B & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
\end{bmatrix}.
$$

By replacing $B$ with $L$, $\hat{G}^{(P)}$ can be defined as well. The extended observability matrix $\hat{\Gamma}^{(P)}$ is defined as

$$
\hat{\Gamma}^{(P)} = \begin{bmatrix} C \\
C\hat{A} \\
C\hat{A}^2 \\
\vdots \\
C\hat{A}^{p-1} \\
0 \\
\vdots \\
0 \\
\end{bmatrix}.
$$

Next, a basis function projection [9] is employed to limit the spectral content of the pitch control input within the frequency range of interest, which will also reduce the dimension of (7) that must be solved in the MPC framework. The transformation matrix of the basis function projection for the 1P frequency is defined as

$$
\phi = \begin{bmatrix} \sin \psi \\
\cos \psi \\
U_f \end{bmatrix} \otimes I_r, \quad (8)
$$

where $U_f$ denotes the basis function while $\psi$ is the rotor azimuth. The mathematical symbol $\otimes$ represents the Kronecker product. Based on the basis function, the control inputs at specific frequencies can be synthesised as

$$
U_j = \phi \cdot \theta_j, \quad (9)
$$

where $j = 0, 1, 2, \cdots$ represents the rotation count. $\theta \in \mathbb{R}^{br}$, which determines the amplitudes and phase of the sinusoids, is updated at each $P$, while $b$ corresponds to the column number of $\phi$. Similarly, the output can be transformed onto the subspace that defined by the basis function, as

$$
\hat{Y}_j = \phi^\top Y_j^{(P)}, \quad (10)
$$

in which the symbol $+$ is the Moore-Penrose pseudo-inverse. Based on the basis function projection, (7) is subsequently
reformulated into a lower dimensional state-space model as

\[
\begin{bmatrix}
Y_{j+1} \\
\delta\theta_{j+1} \\
\dot{\delta Y}_{j+1}
\end{bmatrix}_{\mathcal{K}_{j+1}} =
\begin{bmatrix}
I_{b,b} & 0 & 0 \\
0_{b,b} & 0 & 0 \\
0_{b,b} & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\phi + \Gamma(P)K_{u}^P \phi \\
\phi + \Gamma(P)K_{u}^P \phi \\
\end{bmatrix}
\begin{bmatrix}
\dot{\delta Y}_{j} \\
\delta\theta_{j} \\
\end{bmatrix}_{\mathcal{K}_{j}}
+ \begin{bmatrix}
\phi + \Gamma(P)K_{u}^P \phi \\
\phi + \Gamma(P)K_{u}^P \phi \\
\end{bmatrix}
\delta\theta_{j+1}.
\]

(11)

Following the philosophy of the MPC algorithm, the control objectives can be introduced in the cost function as

\[
J(\hat{\mathcal{K}}, U) = \sum_{i=0}^{N_p} (\hat{\mathcal{K}}_{j+i|j})^T Q \hat{\mathcal{K}}_{j+i|j} + \sum_{i=0}^{N_u-1} (\delta\theta_{j+i|j})^T R \delta\theta_{j+i|j},
\]

(12)

while the goal function being optimizer for is

\[
V(\hat{\mathcal{K}}_{j}) = \min_{U} J(\hat{\mathcal{K}}, U),
\]

(13)

where \(Q\) and \(R\) denote positive-definite weighting matrices, while \(N_p\) and \(N_u\) are the prediction and control horizons, respectively. \(U = [\delta\theta_{T}, \ldots, \delta\theta_{T+N_u-1}] \in \mathbb{R}^{N_u \times N_u}\) is a sequence of future control actions. They are computed by the MPC optimization process over the prediction horizon at each \(j\). This will optimize the future behavior of the wind turbine while respecting the pitch actuator constraints.

With the definition of \(\delta\theta_{j+1} = \theta_{j+1} - \theta_{j}\), the following pitch actuator constraints are imposed on (11)

\[
\begin{cases}
-\dot{U}_{j} - \delta U_{\text{max}} \cdot \Delta T \leq \phi \cdot \delta\theta_{j+1} \leq \delta U_{\text{max}} \cdot \Delta T - \dot{U}_{j} \\
-\dot{U}_{j} - \phi \cdot \theta_{j} \leq \phi \cdot \delta\theta_{j+1} \leq \dot{U}_{j} - \phi \cdot \theta_{j}
\end{cases}
\]

(14)

where \(\dot{U}_{k}\) denotes the collective pitch angles from the baseline controller. \(\Delta T\) is the fixed discrete time step. \(\delta U_{\text{max}}\) and \(U_{\text{max}}\) represent the limitations of pitch rate and angle, respectively. Both of them are usually determined by wind farm manufacturer specifications, safety limitations and environmental regulations. From (14), it can be seen that the constraints of the future \(\delta\theta_{j+1}\) in the prediction horizon are actually determined by \(\theta_{j}\) and \(\dot{U}_{j}\) at last rotation count \(j\).

Only the first element \(\delta\theta_{T,j}\) in the vector of the optimal input consequence \(U\) is actually selected while the remaining elements are discarded. In this paper, \(U_{\text{max}}\) and \(\delta U_{\text{max}}\) will be used as a design parameter to demonstrate the constraints handling capability of the proposed constrained SPRC methodology. Considering that \(\delta\theta_{j+1} = \theta_{j+1} - \theta_{j}\), \(\delta\theta_{T,j}\) can be synthesised. As a consequence, the repetitive control signals \(\dot{U}_{k+1}\) at time step \(k+1\) are finally computed according to (9). At the next rotation count, the state \(\hat{\mathcal{K}}_{j+1}\) will be updated and used to be an initial condition of the MPC optimization. Following the philosophy of the receding horizon principle [16], the cost function in (12) will roll ahead one step and all the procedure will be repeated.

Equation (13) can be solved as a standard Quadratic Programming (QP) problem, by converting the control objectives in (12) in the following form

\[
J(\hat{\mathcal{K}}, U) = X^TUX + U^TRU,
\]

(15)

where \(X = [\hat{\mathcal{K}}_{j}, \hat{\mathcal{K}}_{j+1}, \ldots, \hat{\mathcal{K}}_{j+N_p}]^T\) corresponds to the vector of state predictions. \(Q\) and \(R\) are the weight matrices, which are

\[
Q = \text{diag}(Q, \ldots, Q) \quad R = \text{diag}(R, \ldots, R).
\]

(16)

By introducing the following prediction matrices

\[
A = \begin{bmatrix}
I & A_j^1 & \cdots & A_j^{N_p} \\
A_j^1 & A_j^{N_p} & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
A_j^{N_p} & \cdots & \cdots & 1
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & \cdots & 0 \\
\bar{B}_j & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\bar{A}_j^{N_p-1} \bar{B}_j & \cdots & \bar{B}_j \\
\bar{A}_j^{N_p-1} \bar{\hat{B}}_j & \cdots & \sum_{i=0}^{N_p-N_u} \bar{A}_j^i \bar{\hat{B}}_j
\end{bmatrix}
\]

(17)

the following predictive system is derived, that is

\[
X = AX + BU.
\]

(18)

Combining (17) with (12), the MPC optimization is solved by the following QP problem

\[
V(\hat{\mathcal{K}}_{j}) = \hat{\mathcal{K}}_{j}^T \hat{\mathcal{K}}_{j} + \min_{U} \left\{ U^T H U + 2 \hat{\mathcal{K}}_{j}^T F U \right\}
\]

subject to

\[
GU \leq W,
\]

(19)

where \(H = B^T QB + R, F = A^T QB\) and \(Y = A^T QA\). In addition, \(G\) and \(W\) are defined according to (14), in a similar manner as in the paper [24].

The block diagram of the repetitive control is schematically presented in Fig. [2]. In summary, the Markov matrix \(\mathbb{M}_k\) is obtained by solving the RLS optimization in an online recursive manner [6]. Then, the constrained repetitive control law is formulated in (9) by solving an MPC optimization problem (13)-(19).

IV. CASE STUDY

In this section, the effectiveness of the developed constrained SPRC is demonstrated on the 10MW FOWT model via a series of case studies.

A. Model configuration

The wind turbine model, which has been introduced in Section II is simulated by the FAST v8.16 tool [19]. Both laminar and turbulent wind conditions are considered, as shown in Table [1] The turbulent varying wind field is simulated with the TurbSim mode [1] where the Turbulence Intensity (TI) is specified to be 3.75%. In total, eight Load Cases (LCs) are considered in the simulations.

1TurbSim: a stochastic inflow turbulence tool to generate realistic turbulent wind fields. https://nwtc.nrel.gov/TurbSim.
TABLE I
ENVIRONMENTAL CONDITIONS AND PREDEFINED PITCH ACTUATOR CONSTRAINTS (i.e., MAXIMUM PITCH ANGLE, PITCH RATE) IN ALL LCS.

| Load case | Wind speed [m/s] | \(U_{\text{max}}\) [deg] | \(\Delta U_{\text{max}}\) [deg/s] |
|------------|------------------|--------------------------|-------------------------------|
| 1          | 12               | 4.9                      | 1.1                           |
| 2          | 12               | 4.8                      | 0.5                           |
| 3          | 16               | 12.9                     | 1.0                           |
| 4          | 16               | 13.1                     | 0.2                           |
| 5          | 20               | 18.4                     | 0.9                           |
| 6          | 20               | 18.1                     | 1.5                           |
| 7          | 16 (TI: 3.75%)   | 13.5                     | 8.0                           |
| 8          | 16 (TI: 3.75%)   | 20.0                     | 1.5                           |

B. Results and discussions

Figs. 3-6 show the SPRC capability dealing with constraints in LCs 3-4, 7. It is observed that in the proposed constrained SPRC, all the input constraints are successfully incorporated into the control problem formulation. In the turbulent case, the pitch angles are slightly over the bound at around 1350s, as presented in Fig. 5. This is actually caused by the loss of information in the basis function projection. However, the MBC-based IPC, on the basis of the Coleman transformation, is not able to take into account the limitations of the pitch actuator. Instead, a saturation block is used to clip the the pitch angles at the maximum/minimum allowable value, as illustrated in Fig. 4. Such an implementation is not preferred in practice since it will introduce high load harmonics. For example, the Power Spectral Densities (PSDs) of pitch angles derived from MBC-based IPC in Fig. 4 are around \(\sim 0.47\text{deg}^2/\text{Hz}\) at 0.48 Hz, which is much larger than \(\sim 1 \times 10^{-10}\text{deg}^2/\text{Hz}\) in the baseline controller case. When the constrained SPRC is used, the shape of the pitch angles is preserved while the amplitudes are reduced to \(\sim 6.3 \times 10^{-7}\text{deg}^2/\text{Hz}\), and thus prevent violating constraints. Therefore, the proposed constrained SPRC is effective to avoid violating constraints while the sinusoidal shape of the pitch angles can be successfully maintained. The conventional IPC using the saturation may introduce high harmonics by simply cutting off the exceeded pitch angles.

Similar results are observed in the other LCs. For the sake of comparisons, all the results are summarized in Table II. Specifically, a criterion called Actuator Duty Cycle (ADC) [25], which is widely used to estimate the lifespan of pitch actuators, is utilized to quantify the pitch activities. Table II illustrates the pitch ADC for all the simulation runs. It is evident that the proposed method, in general, leads to lower pitch ADC on all the blade pitch actuators than...
MBC-based IPC. For instance, the constrained SPRC only shows ~60% pitch ADC in LC4 where tight constraints are imposed on the actuators. This implies a big decrease of pitch activities compared to the pitch ADC in MBC-based IPC. Averaging over all the cases, the pitch ADC is reduced by the constrained SPRC by ~42%. The most evident reduction of pitch ADC occurs in the cases with tight constraints such as in LC6, which shows a maximum of ~87%.

In conclusion, these results exhibit that the proposed constrained SPRC is able to significantly reduce the pitch ADC by incorporating the safety constraints into the control problem formulation. The conventional MBC-based IPC is not an effective way to respect the constraints, which shows higher pitch ADC caused by the undesired load harmonics at high frequencies.

V. Conclusions

This paper presents a viable solution to incorporate the constraints into the Individual Pitch Control (IPC). It is achieved by developing a constrained Subspace Predictive Repetitive Control (SPRC). It is a fully data-driven approach, in which the actuator constraints are explicitly considered in a Model Predictive Control (MPC) optimization step. Case studies demonstrate that the conventional MBC-based IPC is not an effective way to take into account the constraints. By simply clipping the exceeded pitch angles at the minimal allowable value, higher load harmonics are introduced in the wind turbine. On the other hand, the proposed constrained SPRC is able to prevent the violation of the constraints while the sinusoidal shape of the pitch angles can be successfully preserved. Averaging over all the cases, the constrained SPRC attains a reduction of the pitch actuator duty cycle by ~42% compared to MBC-based IPC. Therefore, it can be concluded that the developed constrained SPRC outperforms other control strategies in case the restrictive space of possible pitch control actions are enforced by the constraints. This will help to ensure the safety of the pitch control system and potentially reduce the damage rate of the wind turbine.
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