Person Re-Identification Based on Attention Mechanism and Context Information Fusion

Shengbo Chen 1,2, Hongchang Zhang 1 and Zhou Lei 1,*

1 School of Computer Engineering and Science, Shanghai University, Shanghai 200444, China; scchen@shu.edu.cn (S.C.); hczhang@shu.edu.cn (H.Z.)
2 Shanghai Key Laboratory of Computer Software Testing and Evaluating, Shanghai 201112, China
* Correspondence: leiz@shu.edu.cn; Tel.: +86-18800295068

Abstract: Person re-identification (ReID) plays a significant role in video surveillance analysis. In the real world, due to illumination, occlusion, and deformation, pedestrian features extraction is the key to person ReID. Considering the shortcomings of existing methods in pedestrian features extraction, a method based on attention mechanism and context information fusion is proposed. A lightweight attention module is introduced into ResNet50 backbone network equipped with a small number of network parameters, which enhance the significant characteristics of person and suppress irrelevant information. Aiming at the problem of person context information loss due to the over depth of the network, a context information fusion module is designed to sample the shallow feature map of pedestrians and cascade with the high-level feature map. In order to improve the robustness, the model is trained by combining the loss of margin sample mining with the loss function of cross entropy. Experiments are carried out on datasets Market1501 and DukeMTMC-reID, our method achieves rank-1 accuracy of 95.9% on the Market1501 dataset, and 90.1% on the DukeMTMC-reID dataset, outperforming the current mainstream method in case of only using global feature.
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1. Introduction

The core aim of person re-identification (ReID) is to recognize a person captured in different times and/or locations over multiple non-overlapping camera views, considering a large number of candidates. It has attracted widespread attention in recent years because of its importance in many practical applications, such as image retrieval and video surveillance analysis. The result of person ReID query can not only help the police to quickly obtain clues of criminal suspects or find missing children, but also enable businesses to capture the patterns of customer behavior and allocate resource by making more reasonable use of commercial value [1].

The two key steps in person ReID are pedestrian feature extraction and feature similarity matching, respectively [2]. Traditional person ReID methods mainly depend on the features of manual design and measurement learning. Li et al. [3] propose to overcome the small sample size problem in person ReID distance metric learning, they match people in a discriminative null space of the training data. Liao et al. [4] come up with a method called Local Maximal Occurrence (LOMO), which is helpful for an effective feature representation, and a metric learning method called Cross-view Quadratic Discriminant Analysis (XQDA). The horizontal occurrence of local features is analyzed by LOMO feature, and the occurrence is maximized to make a stable representation against viewpoint changes. Zhao et al. [5] suggest a method of learning mid-level filters from automatically
discovered patch clusters for person ReID. The traditional person ReID methods mentioned above often have shortcomings such as insufficient feature representation, low similarity matching accuracy, and slow person ReID process.

The advent of deep learning makes person ReID methods based on deep learning become a hot research topic. There are two mainly methods for person ReID based on deep learning, which are feature representation and deep metric learning, respectively.

- The method based on feature representation is to perform person ReID tasks by learning a network that can extract significant features of pedestrians. Generally, there are three types of features used for person ReID: global feature, local feature, and auxiliary feature. Zheng et al. [6] regards the pedestrian feature extraction as a classification task, and they train the CNN network by using the pedestrian ID as the label of data. Luo et al. [7] proposed a person ReID network using only global features in order to avoid the excessive complexity of network structure. Ye et al. [8] design a new powerful method called AGW (Attention Generalized mean pooling with Weighted triplet loss), which also uses only the global feature of pedestrians, but achieves competitive results. Wu et al. introduced a reverse attention module to handle the problem that the attention mechanism may lead to the loss of important information [9]. Moreover, some researchers are not satisfied with the information contained in global features, so local feature representation learning is proposed. Zhang et al. [10] apply local feature, and address body misalignment problem by design a two-stream network that uses fine grained semantics. To avoid the problem of missing body parts for pedestrians, Fu et al. propose a Horizontal Pyramid Matching (HPM) approach to make full use of pedestrian body parts [11]. To further improve the robustness of person ReID model, some auxiliary information is used to train the model. For example, Attribute Attention NetWork (AANet) is a novel model that combines person attributes with attribute attention maps [12]. In addition to pedestrian attribute information, viewpoint is also a common auxiliary information. Viewpoint-Aware Loss with Angular Regularization (VA-reID) [13] takes into account not only the viewpoint, but also the relationship between different viewpoints. Another popular solution is to combine multiple features for person ReID. Li et al. [14] learn the global and local characteristics of pedestrians by a multi-scale context awareness network (MSCAN) and spatial transformation network (STN). Guo et al. [15] introduce channel and spatial attention mechanism to learn pedestrian characteristics. Harmonious attention network (HAN) [16] framework is designed to solve the high cost of calculation and lengthy inference process, which applies global-local representation learning and combines attention mechanisms.

- The method based on deep metric learning uses CNN to learn the similarity of different pedestrian images, so that the similarity of the same type of pedestrian images is greater than that of different type of pedestrian images. Increasingly, researchers design different kinds of loss function to guide the feature representation learning. Shi et al. [17] train the network by using triplet loss, triplet loss function can make the relative distance of positive sample pairs smaller than that of negative sample pairs. Cheng et al. [18] improve the triplet loss, taking the absolute distance between positive and negative pedestrian samples into account. Xiao et al. [19] present a method of mining difficult samples, using the most dissimilar positive samples and the most similar negative samples to train the network. The combination of multiple loss function is also a common solution. Ye et al. trained visible thermal person ReID model by combing ranking loss and identity loss [20].

The methods based on deep learning have improved speed and accuracy compared with traditional methods, but there are still problems such as inadequate pedestrian features extraction, missing small-scale context information, and complex network structure.

In order to solve the problems of the complex structure of the person ReID network at this stage and the low recognition accuracy due to deformation and occlusion in actual
tasks, this paper proposes a person ReID method that only uses global features of pedestrians and introduces an attention mechanism. Using only global features can avoid the complexity of the network structure caused by using several local features. The attention mechanism can control the weight of extracting significant features of pedestrians, thereby improving the semantic information of high-level feature maps. The attention mechanism we use can increase the accuracy of person ReID while only adding a small amount of network parameters. In addition, in order to solve the problem of the loss of small-scale pedestrian features (such as hats, sunglasses, etc.) due to the increase of the network depth and down-sample, a method that uses different dilated convolution to sample low-level feature maps and concatenate to high-level feature maps is proposed to enhance the representation of pedestrian features. Then, in order to improve the robustness of the network, we combine the Margin Sample Mining Loss (MSML) function and the cross entropy loss function to train the model. Finally, the experimental results on the datasets Market1501 and DukeMTMC-reID show that our method has a certain improvement in identification accuracy.

The contributions of our work can be summarized as follows:

- For the first time, we introduce the ECA attention module in the person ReID task. The ECA attention module increases the accuracy of person ReID tasks while only increasing a few network parameters.
- We design a multi-scale information fusion module, which effectively integrates pedestrian context information and enhances pedestrian feature representation.
- We jointly train the model with MSML and cross entropy loss, so that the robustness of the model is enhanced. Experimental results show that the model we designed performs well on the dataset Market1501 and DukeMTMC-reID, surpasses most mainstream person ReID method in case of only using global feature.

2. Methods

The focus of our method is to learn the significant features of pedestrians. The overall framework of our model is demonstrated in Figure 1. In this section, we introduce our person ReID model from three aspects: the channel attention module for pedestrian salient features learning as shown in Section 2.1, the multi-scale information fusion module for context information extraction (Section 2.2), and the loss function in Section 2.3.

![Figure 1. Overall framework of the person re-identification (ReID) model we propose. The channel attention module is introduced into the ResNet50. Feature map $f_5$ is generated by context information fusion module, and it is cascaded with feature map $f_4$. Feature map $f_6$ is used for the inference stage.](image)

2.1. Channel Attention Module to Improve the Network

The attention mechanism has been shown to be an effective way to improve deep convolutional neural networks. SE-Net [21] first proposes a method to learn channel attention, and achieves satisfactory results. Then, the development of attention mechanism can be divided into two aspects: (1) the fusion of enhanced features; (2) the integration of
channels and spatial attention. CBAM [22] fuses feature by using maximum pooling and average pooling. To achieve more effective feature fusion, a second-order pooling is introduced [23]. GE [24] uses deep convolution to explore spatial expansion to aggregate features. scSE [25] and CBAM use two-dimensional convolution with a kernel size of \( k \times k \) to calculate spatial attention, and then combine spatial attention with channel attention. It can be seen that the above methods obtain effective performance by designing complex attention modules. Different from the above attention mechanism, the goal of the attention mechanism we used is to learn effective channel attention while reducing the complexity of the model.

Generally, channel attention is achieved by mapping channel features to a low-dimensional space, and then mapping it back, which makes the relationships between channels and their weights indirect. Studies have shown that the change of channel dimensionality and the interaction between channels can affect the performance of channel attention to some extent [26]. Keeping the channel dimension constant helps to learn effective attention, and cross-channel interaction also helps to learn effective attention. Based on the SE module, the Efficient Channel Attention (ECA) module [26] reduces the complexity of the model and improves the efficiency of learning attention by increasing local cross-channel interaction and channel sharing parameters. The channel weight calculation formula is shown as follows:

\[
\omega_i = \sigma(\sum_{j=1}^{k} \alpha^i_j y_j^i) , y_j^i \in \Omega^k_i ,
\]

(1)

\( \Omega^k_i \) represents the \( k \) domain channels of \( y_i \), \( y_i \) is the feature representation of channel \( i \) after global average pooling, \( \alpha^i \) is the shared parameter, and \( \sigma \) is the activation function. \( w_i \) is the weight of channel \( i \). The structure of the ECA module is shown in Figure 2.

![Figure 2. Efficient channel attention (ECA) module diagram. After global average pooling, the channel weights are generated by one-dimensional convolution of size \( k \), and \( k \) is adaptively determined by the channel dimension.](image-url)

The calculation of the weight can be realized by one-dimensional convolution with a kernel size of \( k \). It can be seen that \( k \) is a key parameter, because \( k \) determines the range of interaction between channels. It is generally believed that the larger the channel dimension, the larger the range of interaction, and the smaller the channel dimension, the smaller the range of interaction. It is reasonable to assume that the interaction range \( k \) is proportional to the channel dimension \( C \). A linear function is the simplest mapping, but
the relation determined by linear function is too limited. In general, channel dimension $C$ is a power of 2. Thus, this linear relationship can be extended to a nonlinear one, as shown in Formula (2).

$$C = \phi(k) = 2^{(\gamma k - b)} , \quad (2)$$

Given the channel dimension $C$, the formula for the one-dimensional convolution kernel size $k$ is shown as follows:

$$k = \psi(C) = \left\lfloor \frac{\log_2(C)}{\gamma} + \frac{b}{\gamma_{\text{odd}}} \right\rfloor , \quad (3)$$

$\lfloor t \rfloor_{\text{odd}}$ is the nearest odd number to $t$. According to the experiment, setting $\gamma$ to 2 and $b$ to 1 is more effective.

The improved network with ECA module introduces the channel attention mechanism while only increasing $k$ network parameters. The improved network enhances the semantic information of high-level feature maps when extracting pedestrian features, and suppresses relatively irrelevant feature information, which further improves the robustness of the person ReID feature extraction network. Figure 3 is a partial network structure diagram of the attention module introduced in ResNet50. The feature map is weighted by the attention network after three convolution operations of the backbone network, and then added to the original feature map in the “Eltw sum” method. “Eltw sum” represents the add operation of the feature maps on the corresponding channel. The new feature map is obtained and sent to the next layer through the activation function. In addition, this paper uses the Leaky ReLU activation function to replace the ReLU activation function used in the original ResNet backbone network. The ReLU activation function sets all negative values to zero, which may lead to the loss of some features. A non-zero slope is assigned to all negative values by Leaky ReLU, which is a supplement to the ReLU function and can effectively enhance the extraction of pedestrian features.

![Figure 3. The details of the improved ResNet50 using ECA module.](image)

2.2. Multi-Scale Information Fusion Module

In the process of person ReID, we not only need to extract the high-level features of the pedestrian, but also need to extract the small-scale context information of the pedestrian, such as hats, sunglasses, etc. The deep neural network (DNN) is used to extract the representation of pedestrian features. With the increase of network depth, although high-
level features of pedestrians can be obtained, these small features will be lost as the network continuously uses pooling operation to conduct down-sampling of features. Considering this problem, this paper proposes an effective solution that uses convolutions with different dilation ratios to sample shallow feature maps and concatenates them to high-level feature maps, so that we can obtain feature representations containing multi-scale context information of the image. The problem of small-scale information loss due to pooling operations is solved.

The dilated convolutions [27] operation can expand the size of the ordinary convolution kernel according to the dilation ratio. The relationship between the size of the dilated convolution kernel and the size of the original convolution kernel is shown in Formula (4):

\[ \text{Filter}_d = d \times (\text{Filter}_1 - 1) + 1, \]  

(4)

Where \( \text{Filter}_d \) represents the size of the convolution kernel after dilation, \( d \) represents the dilation ratio, and \( \text{Filter}_1 \) represents the size of the original convolution kernel. It can be seen from Formula (4) that we can use the original convolution of the same size and use different dilation ratios to obtain dilated convolutions of different sizes.

Figure 4 is a schematic diagram of dilated convolution with a core size of 3 × 3 and dilation ratios of 1, 2, and 3 respectively. Convolution with dilation ratio of 1, 2, and 3 and kernel size of 3 × 3 is adopted instead of convolution with kernel size of 3 × 3, 5 × 5, and 7 × 7, respectively, because the latter will generate more redundant information and increase computation.

Inspired by the literature [14], we design a multi-scale information fusion module to extract the context information of pedestrians. As shown in Figure 5, the backbone network extracts shallow features and outputs a feature map with a size of 256 × 64 × 32. We use 3 × 3 convolutions with the dilation ratios of 1, 2, 3, 4 respectively to sample the feature maps, and then concatenate them together. In order to concatenate the feature map after processing to the high-level feature map output by the backbone network, this paper uses 1 × 1 convolution to adjust the size of the feature map to 1024 × 16 × 8.
Figure 5. Context Information Fusion Module, where D represents dilation ratio and BN represents batch normalization. The input feature map is operated by using the convolution whose kernel size is 3 × 3 and the dilation ratios are 1, 2, 3, and 4, respectively.

2.3. Loss Function

2.3.1. Margin Sample Mining Loss

In deep metric learning, the triple loss function is usually used. The triple loss makes the distance of the same type of pedestrians smaller than that of different types to achieve the purpose of clustering the same type of pedestrian images in the feature space. But, the triple loss only measures the relative distance, because the triple loss may not provide a global optimal constraint, so the distance between classes may be smaller than that within the same class. Therefore, the model in this paper adopts the Margin Sample Mining Loss function proposed in [19]. The margin sample mining loss not only considers the absolute distance between positive and negative sample pairs, but also introduces the idea of difficult sample mining. In training, the most dissimilar positive sample pair and the most similar negative sample pair in the whole batch are selected.

\[ L_{m}\text{sm} = \left( \max_{A,A'}(\| f_A - f_{A'} \|_2) - \min_{C,B}(\| f_C - f_B \|_2) + \alpha \right)_+, \]  

(5)

In Formula (5), \( (\cdot)_+ = \max(\cdot, 0) \). \( \| f_A - f_{A'} \|_2 \) represents the Euclidean distance between \( A \) and \( A' \), and \( \alpha \) is a value of the margin used to distinguish positive samples from negative ones. \( A \) and \( A' \) are the most dissimilar positive sample pairs in each batch of training, and \( C \) and \( B \) are the most similar negative sample pairs. If \( A \) and \( C \) are pedestrians in the same category, it considers the relative distance between the positive and negative samples. If \( A \) and \( C \) are not the same category, it considers the absolute distance between positive and negative samples. For the detailed derivation of this formula, please refer to [19].
2.3.2. Cross Entropy Loss

The cross entropy loss function [7] is used in the classification task of person ReID. The formula of the cross entropy loss function is shown as follows:

\[
L_c = \sum_{i=1}^{N} -q_i \log(p_i) \begin{cases} 
q_i = 0 & y \neq i \\
q_i = 1 & y = i
\end{cases}
\]

(6)

Where \( N \) is the number of categories of pedestrians in the training set, \( y \) is the real pedestrian label, and \( p_i \) is the probability that the network predicts that the pedestrian belongs to label \( i \). In addition, the current person ReID dataset is not very large. To prevent the overfitting phenomenon in the person ReID model training, this paper adopts the label smoothing (LS) [28] operation. LS changes the structure of \( q_i \) in Formula (7):

\[
q_i = \begin{cases} 
\frac{\varepsilon}{N} & y \neq i \\
1 - \frac{N-1}{N} \varepsilon & y = i
\end{cases}
\]

(7)

Where \( \varepsilon \) is the error rate, which can make the model have better generalization ability. This article sets it to 0.1 according to [7]. \( N \) represents the total number of pedestrian categories. When the training data is relatively small, the LS can remarkably improve the performance of the person ReID model. The cross entropy loss function that introduces LS is shown as follows:

\[
L_{CL} = \sum_{i=1}^{N} -q_i \log(p_i) \begin{cases} 
q_i = \frac{\varepsilon}{N} & y \neq i \\
q_i = 1 - \frac{N-1}{N} \varepsilon & y = i
\end{cases}
\]

(8)

2.3.3. Joint Loss Function

Inspired by literature [7], the person ReID model in this paper is jointly trained with the measurement loss function and the classification loss function. The MSML function can be used to optimize the distance within and between classes, and cross entropy loss with LS is used to predict the probability of pedestrian category. Because the optimization objectives of these two loss functions are inconsistent, in our model, MSML function is used at \( f_7 \) in Figure 1 and cross entropy loss with LS is used at \( f_8 \). In short, the loss function of our person ReID model is as follows:

\[
L_{loss} = L_{real} + L_{CL}
\]

(9)

3. Experiment

3.1. Datasets and Evaluation Metrics

Our experiments are performed on two popular person ReID datasets: Market1501 [29] and DukeMTMC-reID [30]. The partition of the dataset is shown in Table 1. The brief introductions to the datasets are shown below:

| Dataset            | # Image | # ID | # Train | # Validation | # Test |
|--------------------|---------|------|---------|--------------|--------|
| Market1501         | 32,688  | 1501 | 751     | 751          | 750    |
| DukeMTMC-reID      | 36,411  | 1404 | 702     | 702          | 702    |
Market1501 is a pedestrian dataset collected at Tsinghua University. Five HD cameras and one ordinary camera captured 1501 pedestrians, and 32,668 detected pedestrian bounding boxes. The picture size is 128 × 56. Among them, there are 751 types of pedestrians in the training set, which contains 12,936 images, that is, an average of 17 pictures per pedestrian; the testing set has 750 types of pedestrians, including 19,732 pictures, that is, an average of 26 pictures per person. In this experiment, we randomly select an image from each type of pedestrian images in the training set, that is, 751 images of 751 types of pedestrians as a validation set. The remaining 12,185 images in the training set are used as training our model, and the images in the testing set are used to test our model.

DukeMTMC-reID is a pedestrian dataset collected at Duke University in the United States. The pictures are taken by 8 non-overlapping cameras, and the pedestrian frame is manually marked. The training set includes 16,522 pictures, and the testing set includes 17,661 pictures. The training set and the test set include 702 types of pedestrians respectively. In this experiment, we randomly select an image from each type of pedestrian images in the training set, that is, 702 images of 702 types of pedestrians as a validation set. The remaining 15,820 images in the training set are used as training our model, and the testing set images are used to the test model.

The metrics used in this paper to evaluate our model are mAP (Mean Average Precision) and Rank-n.

mAP is the average value of average accuracy (AP), that is, the average value of each category of AP. To calculate mAP, the AP is calculated firstly, and AP is the area under the PR (Precision Recall) curve. The calculation formulas of precision and recall are as follows, where positive samples with correct predictions is represented as $TP$, positive samples with incorrect predictions are represented as $FP$, and $FN$ is negative samples with incorrect predictions.

\[
\text{precision} = \frac{TP}{TP + FP}, \tag{10}
\]
\[
\text{recall} = \frac{TP}{TP + FN}. \tag{11}
\]

$AP$ is the ratio of the sum of all accuracy rates of the category to the number of images in the category, and the calculation formula is as follows ($c_i$ is the number of categories $i$):

\[
AP = \frac{\sum_i \text{precision}}{C_i}, \tag{12}
\]

$AP$ measures the effect of a single category, and mAP is used to evaluate all categories, as demonstrated in Formula (13), where $N$ is the number of all categories:

\[
mAP = \frac{\sum_{i=1}^{N} AP_i}{N}. \tag{13}
\]

Another evaluation index Rank-n represents the probability that the first $n$ query results are correct. For example, Rank-5 represents the probability that the first five images in the query result are correct.
3.2. Experimental Details

Our person ReID models are implemented on PyTorch framework. All experiments are performed under the hardware environment of Intel i9-10900k 3.7GHz CPU and single NVIDIA GeForce RTX3090 GPU.

Before training the model, the image was preprocessed according to [7]. The size of the image was adjusted to 256 × 128 using interpolation method, and pad the image 10 pixels with zero values. Then the image is cropped to 256 × 128 at random. Moreover, each pedestrian image has a 0.5 probability of being flipped horizontally, we also normalize RGB channels by subtracting 0.485, 0.456, and 0.406 and dividing by 0.229, 0.224, and 0.225, respectively. In order to solve the overfitting problem caused by a small scale of data, the method called Random Erasing Augmentation (REA) [31] is also used in our experiment to process the image, the probability of Random Erasing is 0.5. In addition, the batch size is set to 32, the dropout probability is 0.5, and the epoch is 60. Learning rate also plays an important role in the training of person ReID model. We apply a warmup strategy [7] to train our network. Formula (14) shows the relationships between learning rate \( lr(t) \) and epoch \( t \).

\[
\begin{align*}
    lr(t) = & \begin{cases} 
        3.5 \times 10^{-4} \times \frac{t}{10} & t \leq 10 \\
        3.5 \times 10^{-4} & 10 < t \leq 40 \\
        3.5 \times 10^{-5} & 40 < t \leq 60 
    \end{cases}
\end{align*}
\]

(14)

Take the Market1501 dataset as an example, we draw the training and validation loss curve and the top1 error curve. From Figure 6, it can be seen that the training effect is basically optimal when the epoch reaches 40 times. Local optimization has been achieved before the 40th epoch. At the 40th epoch, the learning rate is reduced by 10 times, and the reduced training step size make loss decrease rapidly.

![Figure 6. Training and validation loss curve and top1 error curve.](image)

3.3. Experimental Results

After the model is trained, the image features of the query set and the training set are extracted separately, and the Euclidean distance is used to measure the similarity, and the
query results are sorted in descending order of probability. Figure 7 shows the query result of the person ReID model in this paper. The ones without borders are the correct pictures, and the ones with black borders are the wrong results.

![Figure 7. Visualization of person re-identification query results.](image)

3.3.1. Ablation Study

In order to verify the effectiveness of the various modules of the person ReID model in this paper, experiments are carried out on datasets: Market1501 and DukeMTMC-reID. We sequentially add modules for model training. The Baseline is a model with ResNet50 as the backbone network and the loss function as cross entropy. L1 represents the attention module, L2 represents the context information fusion module, and L3 represents the combination of MSML and cross entropy loss. Tables 2 and 3 show the results of the ablation experiment. Rank-1 and mAP increased by 1.3% and 2.9%, respectively, on Market1501 and increased by 2.7% and 3.6%, respectively, on DukeMTMC-reID after adding the attention module into the baseline. Furthermore, rank-1 and mAP increased by 1.4% and 1.4%, respectively, on Market1501 and increased by 1.1% and 2.8%, respectively, on DukeMTMC-reID after adding attention mechanism and context information fusion module. Finally, on the basis of adding attention module and context information fusion module, the MSML and cross entropy loss are used to jointly train the model. On Market1501 dataset, Rank-1 and mAP reach 95.2% and 87.1%, respectively; on DukeMTMC-reID dataset, Rank-1 and mAP reach 88.9% and 78.5%, respectively. Experimental results show that the person ReID model proposed in this paper enhances the representation of pedestrian features and improves the accuracy of identification.

|                 | Baseline | Baseline + L1 | Baseline + L1 + L2 | Baseline + L1 + L2 + L3 |
|----------------|----------|---------------|---------------------|--------------------------|
| Rank-1         | 91.8     | 93.1          | 94.5                | 95.2                     |
| mAP            | 81.8     | 84.7          | 86.1                | 87.1                     |

|                 | Baseline | Baseline + L1 | Baseline + L1 + L2 | Baseline + L1 + L2 + L3 |
|----------------|----------|---------------|---------------------|--------------------------|
| Rank-1         | 82.6     | 85.3          | 86.4                | 88.9                     |
| mAP            | 70.5     | 74.1          | 76.9                | 78.5                     |
3.3.2. Comparison with Mainstream Methods

In order to verify the superiority of the model in this paper, we also compare with the current mainstream methods on the datasets Market1501 and DukeMTMC-reID. We divide these mainstream person ReID methods into six categories: traditional methods, deep metric learning, local feature-based methods, global-local based feature methods, auxiliary feature-based methods, and global feature-based methods. It can be seen from Tables 4 and 5 that the experimental results of our method show better performance on the two datasets. DSA [10] achieves the surprising performance on Market1501 dataset without using re-ranking. However, this method uses a set of local features of the pedestrian, and multi-branch network structure makes the model too complicated. Without re-ranking, the performance of the ADMS [9] method using global features on the two datasets is slightly higher than our method, but ADMS architecture includes five branches and five loss functions, and our model only has two branches with two loss functions. After adding re-ranking [32] to optimize, the rank-1 and mAP of our model on the Market1501 dataset are increased to 95.9% and 94.5%, respectively. On the DukeMTMC-reID dataset, the rank-1 and mAP are increased to 90.1% and 89.6%, respectively. The results of experiment show that our method outperforms the current mainstream method in case of only using global feature.

Table 4. Comparison of the results of different methods under the Market1501 dataset.

| Type                  | Method   | Rank-1 | mAP |
|-----------------------|----------|--------|-----|
| Traditional methods   | XQDA [4] | 43.0   | 21.7|
|                       | NPD [3]  | 55.4   | 30.0|
| Deep metric learning  | Quad [33]| 80.0   | 61.1|
|                       | TriNet [17]| 84.9  | 69.1|
|                       | MSML [19]| 85.2   | 69.6|
| Local feature         | PCB [34]| 92.3   | 77.4|
|                       | PAN [35] | 81.0   | 63.4|
|                       | DSA [10] | 95.7   | 87.6|
|                       | HPM [11]| 94.2   | 82.7|
| Global-local feature  | MSCAN [14]| 80.3  | 57.5|
|                       | HAN [16]| 93.1   | 89.6|
| Auxiliary feature     | AACN [36]| 85.9   | 66.9|
|                       | AANet [12]| 93.9  | 83.4|
| Global feature        | IDE [6]  | 81.9   | 61.0|
|                       | Mancs [37]| 93.1  | 82.3|
|                       | BagTricks [7]| 94.5  | 85.9|
|                       | ADMS [9]| 95.5   | 89.0|
|                       | Ours    | 95.2   | 87.1|
|                       | Ours + Re-ranking | 95.9 | 94.5|

Table 5. Comparison of the results of different methods under the DukeMTMC-reID dataset.

| Type                  | Method   | Rank-1 | mAP |
|-----------------------|----------|--------|-----|
| Traditional approaches| XQDA [4] | 31.2   | 17.2|
|                       | NPD [3]  | 46.7   | 27.3|
| Deep metric learning  | Quad [33]| 73.4   | 58.0|
| Local feature         | PCB [34]| 81.7   | 66.1|
|                       | PAN [35] | 71.6   | 51.5|
|                       | DSA [10] | 86.2   | 74.3|
|                       | HPM [11]| 86.6   | 74.3|
| Global-local feature  | HAN [16]| 84.6   | 81.3|
3.3.3. Effect of Kernel Size (k) on Our Model

According to the analysis in Section 2.1 of this paper, k in Formula (1) and (2) is the key parameter. In practice, k is also the size of 1D convolution kernel. In this section, its effects on our person ReID model are evaluated. We train our model by setting k be 3 to 9. The results of the experiment can be obtained from Figure 8. First of all, we fix the value of k over all the convolution blocks, and our model achieves the best results when k = 9. Additionally, when we adopt the adaptive strategy of Formula (2), the results outperform the fixed ones. The above analyses show the effectiveness of the adaptive strategy in Formula (2) in obtaining stable and better results.

![Figure 8](image)

**Figure 8.** The effects of different k values on the model ((a): Market1501 dataset, (b): DukeMTMC-reID). Also, we give the results when the kernel size k is selected adaptively.

4. Conclusions

In order to improve the shortcomings of existing person ReID methods in pedestrian features extraction, we propose a person ReID model based on attention mechanism and context information fusion. The effective channel attention can enhance the salient features of pedestrians and suppress irrelevant features. In addition, we design a context information fusion module which can help us to address the problem of small-scale context information loss. Finally, to further improve robustness, we combine MSML with cross entropy loss function to train the model. The experimental validation and analysis show that the method in this paper is robust and has good performance on the two mainstream datasets. The future work is to further optimize the model to improve the accuracy of person ReID without increasing the complexity of the network.
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