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ABSTRACT

During the core collapse of massive stars that do not undergo a canonical energetic explosion, some of the hydrogen envelope of a red supergiant (RSG) progenitor may infall onto the newborn black hole (BH). Within the Athena++ framework, we perform three-dimensional, hydrodynamical simulations of idealized models of supergiant convection and collapse in order to assess whether the infall of the convective envelope can give rise to rotationally-supported material, even if the star has zero angular momentum overall. Our dimensionless, polytropic models are applicable to the optically-thick hydrogen envelope of non-rotating RSGs and cover a factor of 20 in stellar radius. At all radii, the specific angular momentum due to random convective flows implies associated circularization radii of 10 - 1500 times the innermost stable circular orbit of the BH. During collapse, the angular momentum vector of the convective flows is approximately conserved and is slowly varying on the timescale relevant to forming disks at small radii. Our results indicate that otherwise failed explosions of RSGs lead to the formation of rotationally-supported flows that are capable of driving outflows to large radii and powering observable transients. When the BH is able to accrete most of the hydrogen envelope, the final BH spin parameter is $\sim 0.5$, even though the star is non-rotating. For fractional accretion of the envelope, the spin parameter is generally lower and never exceeds 0.8. We discuss the implications of our results for transients produced by RSG collapse to a black hole.
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1 INTRODUCTION

It is plausible that in some fraction of massive stellar deaths, iron core collapse does not lead to a successful neutrino-driven supernova (SN; Zhang et al. 2008; O’Connor & Ott 2011; Ugliano et al. 2012; Sukhbold et al. 2016). Instead, core collapse results in a failed supernova (FSN) in which the protoneutron star (PNS) quickly collapses to a black hole (BH) and a large fraction of the star accretes onto the newborn BH. The outcome of stellar core collapse depends on the final pre-SN structure of the star in a complex way (O’Connor & Ott 2011; Ugliano et al. 2012; Ertl et al. 2016; Sukhbold & Adams 2020) which probably cannot be disentangled without a statistically significant sample of $(4\pi)$ three-dimensional (3D) simulations of both the pre-SN (Couch et al. 2015; Yadav et al. 2020; Fields & Couch 2020) and post-bounce (Burrows et al. 2020; Powell & Müller 2020) phases of core collapse. The result of the complex relationship between the explosability of a massive star and its pre-SN evolution is that explosability is likely neither a monotonic nor a singled-valued function of zero-age main sequence (ZAMS) mass (Sukhbold et al. 2018).

The angular momentum content of a collapsing star has important consequences for the outcome of core collapse, including the properties of the remnant, the amount of material returned to the stellar environment, and the transient signal produced. Collapse of rotating Wolf Rayet (WR) stars in successful or failed SN (i.e. Type II or Type I collapsars, respectively) may power some long gamma-ray bursts (Woosley 1993; MacFadyen & Woosley 1999). Accretion of high angular momentum material in more extended rotating stars, e.g. red and blue supergiants (RSGs and BSGs, respectively), in weak or failed SN may be responsible for ultra-long gamma-ray transients (Woosley & Heger 2012; Quataert & Kasen 2012; Perna et al. 2018).

Even in the absence of net angular momentum, FSN can still give rise to detectable transients. During the PNS phase, neutrino losses reduce the gravitational mass of the PNS by $\sim 0.1 - 0.3 M_\odot$ over a few seconds. The envelope of the star, which is suddenly over-pressured due to the nearly instantaneous reduction of the gravitational potential, reacts on a dynamical time. A sound pulse forms and steepens into a weak shock that may unbind a portion of the envelope of the...
star (Nadyozhin 1980; Lovegrove & Woosley 2013; Fernández et al. 2018). For RSG progenitors, the ejection of several $M_{\odot}$ of the hydrogen envelope results in a $\approx 50$ day shock breakout followed by a $\approx 300-400$ day transient of $\approx 10^{39}-10^{40}$ erg s$^{-1}$ powered by hydrogen recombination in the expanding ejecta (Lovegrove & Woosley 2013; Piro 2013; Lovegrove et al. 2017; Fernández et al. 2018). The brightening and subsequent disappearance of a RSG progenitor in the FSN candidate event N6946-BH1 is broadly consistent with this model (Gerke et al. 2015; Adams et al. 2017; Basinger et al. 2020; Neustadt et al. 2021). The neutrino-mass-loss mechanism can also launch weak shocks in yellow supergiants (YSGs), BSGs, and WRs, but the ejected masses are much lower and some progenitors eject no unbound mass at all (Fernández et al. 2018). For semi-analytic work related to mass ejection from weak shocks, see Coughlin et al. (2018a,b, 2019); Ro et al. (2019); Linial et al. (2021).

A known limitation of Lovegrove & Woosley (2013) and Fernández et al. (2018)’s calculations of how much neutrino losses occur prior to BH formation was the use of analytic functions to model the neutrino emission. Ivanov & Fernández (2021) improves on this earlier work by using general-relativistic neutrino radiation-hydrodynamic simulations to model the evolution of the inner core of each progenitor to BH-formation using three different equations-of-state (EOSs) for the PNS. Self-consistently modeling the core collapse for a BH-formation using three different equations-of-state (EOSs) model the evolution of the inner core of each progenitor to relativistic neutrino radiation-hydrodynamic simulations to losses occur prior to BH formation was the use of analytic scaling for $j_{\text{rand}}$ as a function of $v_c$ that is at least two orders-of-magnitude smaller than the result of Gilkis & Soker (2014). To validate their expression for $j_{\text{rand}}$, Quataert et al. performed Boussinesq simulations of convection in a Cartesian slab of material, which confirmed their analytic scaling within a factor of 2. Gilkis & Soker (2016) carried out 3D simulations of the convective helium zones in massive stars; their simulations are also consistent with Quataert et al.’s estimate (to within a factor of a few). When applied to MESA models of a RSG and a YSG, Quataert et al. found that $j_{\text{rand}}$ is significant only in the hydrogen envelope. That is, material interior to the base of the hydrogen envelope could accrete spherically onto the BH, but the hydrogen envelope had sufficient angular momentum due to random convective flows that the material would circulate beyond the ISCO of the BH.

The aim of our work is to determine whether the collapse of a non-rotating supergiant envelope in a FSN results in rotationally-supported material outside the ISCO of the newborn BH. We perform two numerical experiments. In the first, we simulate convection in a spherical polytropic envelope in order to relate the convective velocity, $v_c$, to the magnitude of the specific angular momentum, $j_{\text{rand}}$, arising from the random motion of the convective fluid. In the second experiment, we follow the collapse of the envelope in order to study the evolution of $j_{\text{rand}}$ during infall and to measure the time-dependent angular momentum vector of the material accreted onto the BH. Our study thus extends the results of Quataert et al. (2019) to the spherical geometry of a star and determines how well $j_{\text{rand}}$ of the convective shells is conserved during infall.

This paper is organized as follows. Section 2 derives the analytical scaling for $j_{\text{rand}}$ of Quataert et al. (2019). We describe our supergiant model and simulation methods in Section 3. Sections 4 and 5, respectively, present the results of our convection and collapse simulations. We place these results in the context of supergiants and FSN in Section 6. Our summary and conclusions are given in Section 7. Appendix A describes how accretion rates in the collapse simulations can be predicted from snapshots of the flow prior to collapse using a simple test problem (we apply this technique to convective flows in Section 5.2).

2 BACKGROUND

Quataert et al. (2019)’s analytical estimate for $j_{\text{rand}}$ will be useful in what follows, so we review the derivation here. Consider a spherical shell of the convective envelope at radius $r$ and with thickness $H$, where $H$ is the local pressure scale height. The velocities of the convective material have components along $r$, which do not rise to angular momentum, and ‘horizontal’ components (perpendicular to $r$) that do. These velocities are randomly oriented so a sum over an infinite number of eddies should result in zero net angular momentum. But the volume of the shell is finite so there is a finite number of eddies at radius $r$, given approximately by

$$N_{\text{edd}} \approx 4\pi r^2 H \sim 4\pi \frac{r^2}{H^2}.$$
The convective velocity, \( v_c \), and the magnitude of the mean velocity vector are related by \( \|v_c\| \sim \alpha \frac{v_c}{\sqrt{\alpha}} \). So to a factor of order unity, the mean horizontal velocity is related to the convective velocity by,

\[
v_h \approx \frac{v_c}{\sqrt{4\pi r}}. \tag{1}
\]

This implies a specific angular momentum content of

\[
J_{\text{rand}} \sim r v_h \sim \frac{v_c H}{\sqrt{4\pi}}. \tag{2}
\]

Or, normalizing to typical values for the convective regions of supergiants,

\[
J_{\text{rand}} \sim 6 \times 10^{18} \left( \frac{r}{1000 \, \text{R}_\odot} \right) \left( \frac{v_c}{10 \, \text{km/s}} \right) \left( \frac{H/r}{0.3} \right) \, \text{cm}^2 \, \text{s}^{-1} \tag{3}
\]

For comparison,

\[
J_{\text{ISCO}} = 1.15 - 3.46 \frac{G M_\star}{c} \approx 0.5 - 1.5 \times 10^{17} \left( \frac{M_\star}{10 M_\odot} \right) \, \text{cm}^2 \, \text{s}^{-1} \tag{4}
\]

where \( M_\star \) is the mass of the BH. The lower limit corresponds to maximum BH spin (and prograde orbits) and the upper limit corresponds to zero BH spin.

The upper panel of fig. 3 of Quataert et al. (2019) plots eq. (2) for MESA models of a 15 \( M_\odot \) RSG and a 22 \( M_\odot \) YSG. Material interior to the hydrogen envelope has \( J_{\text{rand}} \ll J_{\text{ISCO}} \), implying spherical accretion of the helium shell. The hydrogen envelope of both the RSG and YSG models have \( 1 \lesssim J_{\text{rand}}/J_{\text{ISCO}} \lesssim 10 \) and therefore may have sufficient angular momentum to feed a rotationally-supported structure outside the BH horizon.

We emphasize that, in the preceding picture, the total angular momentum of the star is zero. Random velocities give rise to non-zero mean angular momentum in a given shell even though the sum over the star is zero. The key question we study in this paper is the random angular momentum flows in spherical convective zones and how, and whether, the envelope material restructures itself during infall.

3 NUMERICAL METHODS

We model the collapse of non-rotating, convective supergiant envelopes in 3D using Athena++¹ (Stone et al. 2020), an Eulerian hydrodynamic code based on Athena (Stone et al. 2008). As the star is non-rotating, there is no symmetry axis to motivate the use of spherical-polar coordinates. We instead perform our simulations in a Cartesian grid. All simulations use third-order Runge-Kutta time integration (integrator = rk3), piecewise parabolic spatial reconstruction (xorder = 3), and the Harten-Lax-van Leer contact Riemann solver (--flux hllc). Our supergiant model initially has radial symmetry and we use nested static mesh refinement to allow resolution to fall off approximately logarithmically with radial distance from the center of the star.

We use a gamma-law EOS and neglect the self-gravity of the gas. We do not include radiation transport, but we do include a simplified cooling function at the surface of the star to remove heat from the rising convective fluid. We include a heating source term at small radii to drive convection in the envelope and we run our simulations until thermal equilibrium is reached. Our simulations solve a model problem that is similar to RSGs in many key ways. We have a convective polytrope with a density and pressure profile that is representative of the hydrogen envelope of RSGs with roughly the right convective velocities.

One of the main goals of this work is to study the collapse phase of FSN. In particular, we aim to understand whether there is resshuffling of the angular momentum during the infall or whether the angular momentum content of the convective zone prior to collapse is a good proxy for the accreted angular momentum during collapse. We use our simulations of convection as the initial conditions for the collapse calculations and our main focus is on the change (or not) in angular momentum content of the material from the convection zone through the collapse.

3.1 Equations Solved

We solve the equations of inviscid hydrodynamics

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0 \tag{5}
\]

\[
\frac{\partial (\rho v)}{\partial t} + \nabla \cdot (\rho vv + P I) = -\rho \nabla \Phi + \rho a_{\text{damp}} \tag{6}
\]

\[
\frac{\partial E}{\partial t} + \nabla \cdot [(E + P)v] = -\rho v \cdot \nabla \Phi - Q_{\text{cool}} + Q_{\text{heat}} + \rho v \cdot a_{\text{damp}} \tag{7}
\]

where \( \rho \) is the density, \( v \) the velocity vector, \( P \) the gas pressure, and \( I \) is the identity tensor. The source terms for gravity, cooling, heating, and damping (\( \Phi \), \( Q_{\text{cool}} \), \( Q_{\text{heat}} \), and \( a_{\text{damp}} \), respectively) are defined in Sec. 3.3. We adopt an ideal gas EOS

\[
\epsilon = \frac{P}{\gamma - 1} \tag{8}
\]

with adiabatic index \( \gamma \).

3.2 Supergiant Model

In this section we introduce our semi-analytic model for the supergiant envelope and atmosphere. Section 3.5 will describe how this model is mapped to Athena++ to initialize the grid.

As discussed in Section 2, we expect everything interior to the base of the hydrogen envelope to have \( J_{\text{rand}} \ll J_{\text{ISCO}} \) and to be accreted onto the core at the start of collapse. We represent all of this mass, \( M \), with a Plummer potential

\[
\Phi(r) = -\frac{GM}{(r^n + a^n)^{\frac{1}{n}}} \tag{9}
\]

with softening length \( a \) and index \( n \). We take \( n = 8 \), so that \( \Phi(r) \) converges to a point mass potential for \( r \gtrsim 1.4a \).

Supergiant envelopes have roughly power-law density profiles with nearly constant entropy, so for \( r \gtrsim a \) we will model the hydrogen envelope with a density profile of the form \( \rho \propto r^{-b} \). For RSGs and YSGs, \( 1.5 \lesssim b \lesssim 2.5 \) (see Coughlin et al. 2018b, figs. 7 and 12). For an ideal gas, a power-law
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density profile gives the envelope a temperature profile of $T \propto r^{-1}$. To mimic the stellar photosphere where cooling is rapid, the temperature is smoothly dropped to an isothermal value for $r \gtrsim r_{\text{cool}}$. The resultant temperature profile has the functional form

$$T_{\text{init}}(r) = \frac{T_{\text{env}}(r)}{2} \left[1 - F(r)\right] + \frac{T_{\text{iso}}}{2} \left[1 + F(r)\right]$$

where

$$T_{\text{env}}(r) = \frac{\mu m_p}{k_b(b+1)} \frac{GM}{(r^n + a^n)^{\frac{b}{n}}}$$

$$T_{\text{iso}} = f_{\text{iso}} T_{\text{env}}(r_{\text{cool}} + 0.5 r_0),$$

and

$$F(r) = \tanh \left[ \frac{r - r_{\text{cool}} - 0.5 r_0}{0.9 r_0} \right].$$

In the last expression, $r_0$ is the characteristic length scale in our model. In our code units, $r_0 = 1$ (Sec. 3.6) and our simulations adopt $r_{\text{cool}} = 5 r_0$, $b = 2.1$, $f_{\text{iso}} = 0.3$, and $a \leq 0.16 r_0$ (Sec. 3.7).

For $r \lesssim r_{\text{cool}}$, $T_{\text{init}} \sim T_{\text{env}}$, which is the power-law temperature profile in the envelope that results from assuming an ideal gas EOS and choosing the density profile for $r \lesssim r_{\text{cool}}$ to take the form

$$\rho_{\text{env}}(r) = \rho_0 \left[ (r_0^n + a^n)/(r^n + a^n) \right]^{\frac{b}{n}},$$

where $\rho_0$ is the density at $r_0$ and $\rho \propto r^{-b}$ for $r \gtrsim a$. By contrast, for $r \gtrsim r_{\text{cool}}$, $T_{\text{init}} \sim T_{\text{iso}} = \text{constant}.$

The constants in eqs. (12) and (13) set the location and width of the transition region between the envelope temperature profile, $T_{\text{env}}(r)$, and the isothermal temperature, $T_{\text{iso}}$. The shift of 0.5$r_0$ ensures that the transition region does not begin until $\sim r_{\text{cool}}$ (otherwise the temperature profile would depart from a power law interior to $r_{\text{cool}}$). With $r_{\text{cool}} = 5 r_0$, the transition occurs between 5$r_0$ and 7$r_0$. When scaling our supergiant model to the physical parameters of a star, we will associate this transition region with the photosphere in the stellar model (see Sec. 3.6). In our simulations, we also assume that convective material that reaches $r > r_{\text{cool}}$ can cool. See Section 3.3.3 for a description of our cooling function implementation.

Given $T_{\text{init}}(r)$, the ideal gas law, and $\Phi(r)$, the equation of hydrostatic equilibrium takes the form

$$\frac{dP_{\text{init}}}{dr} = -\frac{\mu m_p P_{\text{init}} d\Phi}{k_b T_{\text{init}}}.$$

We integrate eq. (15) numerically to obtain the initial pressure profile, $P_{\text{init}}(r)$. The initial density profile, $\rho_{\text{init}}(r)$ is obtained from the ideal gas law.

The functions $T_{\text{init}}(r)$, $P_{\text{init}}(r)$, and $\rho_{\text{init}}(r)$ are plotted versus radius in panels (a)-(c) of Fig. 1 (black, solid curves). The upper x-axes give $r$ in code units of $r_0$. The curves adopt $r_{\text{cool}} = 5 r_0$ and $b = 2.1$, as we do in all of our simulations, and $a = 0.16 r_0$ as in our fiducial model. See Sec. 3.6 for a complete description of the figure.

### 3.3 Source Terms

In this section, we define the gravity, heating, cooling, and damping source terms appearing in the momentum and energy equations (eqs. 6 and 7, respectively). All of these source terms are active during our convection simulations. Only gravity is active during our collapse simulations.

#### 3.3.1 Gravity

We neglect the self-gravity of the envelope gas, so $\Phi$ is simply eq. (9), implemented in Cartesian coordinates.

#### 3.3.2 Heating

We drive convection by including a heating source term in eq. (7) that operates in the region $r_{\text{heat,in}} \lesssim r \lesssim r_{\text{heat,out}}$. The constant, volume-integrated heating rate is

$$L_{\text{heat}} = f_{\text{heat}} \times \frac{4 \pi r_0^2 \rho_0 c_{s,0}^2}{4V}$$

where $c_{s,0}$ is the adiabatic sound speed at $r_0$ and $f_{\text{heat}}$ is a constant. The heating source term is then

$$Q_{\text{heat}} = \frac{L_{\text{heat}}}{4V} \left[1 + \tanh \left( \frac{r - r_{\text{heat,in}}}{0.03 r_0} \right) \right] \left[1 - \tanh \left( \frac{r - r_{\text{heat,out}}}{0.03 r_0} \right) \right]$$

#### 3.3.3 Cooling

We mimic the stellar photosphere by including a cooling term in eq. (7) given by

$$Q_{\text{cool}} = \frac{\rho k_b}{2 \mu m_p (\gamma - 1) r_{\text{cool}}} \left[1 + \tanh \left( \frac{r - r_{\text{cool}}}{0.5 r_0} \right) \right]$$

if $T > T_{\text{init}}$ and $Q_{\text{cool}} = 0$ if $T \leq T_{\text{init}}$, where $r_{\text{cool}} = f_{\text{cool}} \sqrt{r_{\text{cool}}/GM}$ and the spatial dependence contained in the $\frac{1}{2} \left[1 + \tanh r x \right]$ factor ensures that the cooling function only operates at $r \gtrsim r_{\text{cool}}$. As hot convective material rises beyond $r_{\text{cool}}$, its temperature is brought back to $T_{\text{init}}(r)$, as is the case for convective material that reaches the photosphere in real stars. The timescale over which this cooling occurs, $\tau_{\text{cool}}$, is a fraction, $f_{\text{cool}}$, of the dynamical time at $r_{\text{cool}}$. We set $f_{\text{cool}} = 0.01$ in all simulations.

We include cooling and place $r_{\text{cool}}$ well inside the simulation domain because the rising convective parcels carry finite angular momentum. Cooled convective material sinks back into the envelope region rather than exiting the domain and increasing the net angular momentum in the domain, as would occur if we instead extended the convective envelope to the grid boundaries.

#### 3.3.4 Damping

While cooling allows most of the convective material to return to $r \lesssim r_{\text{cool}}$, convection in this region still drives waves and some matter to larger radii, causing mass and angular momentum to leave the domain. This results in non-zero total angular momentum in the computation domain over the very long simulation times required to achieve thermal equilibrium. For numerical reasons, we are limited in how steep
we can make the density gradient at \( r_{\text{cool}} \) (parameterized by \( f_{\text{as}} \)). In real stars, the density contrast near the photosphere is much larger, limiting mass and momentum loss relative to our simple model. Instead, we damp motions at large radii in order to limit the mass and angular momentum that leaves the domain. We apply damping beyond a radius of \( r_{\text{damp}} \) with \( r_{\text{damp}} \) sufficiently larger than \( r_{\text{cool}} \) to avoid damping in the region where nearly all of the cooling happens.

The damping source term in eqs. (6) and (7) is implemented as

\[
a_{\text{damp}} = -\frac{1}{2} \left( \frac{v \cdot \dot{r}}{\tau_{\text{damp}}} \right) \left[ 1 + \tanh \left( \frac{r - r_{\text{damp}}}{0.3r_0} \right) \right] \dot{r}
\]  

(19)

where \( \tau_{\text{damp}} = f_{\text{damp}} \sqrt{r_{\text{damp}}/GM} \) is the damping timescale and the \( \frac{1}{2} \left[ 1 + \tanh x \right] \) factor limits damping to \( r \geq r_{\text{damp}} \).

In all simulations, we set \( r_{\text{damp}} = 8.0r_0 \) and \( f_{\text{damp}} = 0.05 \), so that \( \tau_{\text{cool}} = 0.16\tau_{\text{damp}} \) and \( \tau_{\text{damp}} \) is similar enough to the dynamical time at \( r_{\text{damp}} \) to avoid strong reflection of waves back into the region of interest in our simulations.

In our tests, inclusion of the damping term did not effect the simulation results for \( r < r_{\text{cool}} \). In particular, it did not modify the specific angular momentum profiles in this region which are the key measurement for this study. The damping simply prevents our star-in-a-box from expanding too much over the simulation time and limits the loss of mass from the simulation domain.

By including the region of significant cooling well within the domain boundaries and by damping motions at large \( r \), we keep the total specific angular momentum in the box, which starts at zero, below \( 3 \times 10^{-4} \) (in our code units of \( j_0 \), see below). This is \( 1-2 \) orders-of-magnitude smaller than the mean specific angular momentum in any one shell (see Fig. 8), so the change in total angular momentum in the box is negligible for our purposes.

### 3.4 Boundary Conditions

#### 3.4.1 Outer Boundaries

In all simulations, we use a box size \((40r_0)^3\) centered at \( x = y = z = 0 \). At the outer boundaries, \( x = y = z = \pm 20r_0 \),
we use zero-gradient, diode boundary conditions that allow material to leave but not enter the domain. That is, the density, pressure, and velocity components of the ghost zones are copied from the last grid cell of the computational domain, but with the following exception. The velocity component perpendicular to the boundary is set to zero if the direction represents inflow.

3.4.2 Absorbing Sink Inner Boundary

In our simulations of collapse, we activate an absorbing sink centered at \( r = 0 \). The radius of the sink, \( r_s \), is a runtime parameter. When the sink is active, the density and pressure inside the sink are set to \( 10^{-2} \) times the average values of the density and pressure just outside the sink and the fluid velocities inside the sink are set to zero. This allows material to flow into the sink unimpeded, representing perfect accretion without feedback. The sink is not active during our convection simulations, which do not have any inner boundary condition, since we are using a Cartesian grid. Instead, the Plummer potential ensures that our converging flows are well-behaved as \( r \to 0 \).

3.5 Initialization

Grid variables are initialized in Athena++ by specifying \( \rho \), \( E \) and the Cartesian velocity components \( \mathbf{v} = (v_x, v_y, v_z) \). The initial density is \( \rho_{\text{init}}(r) \). The model is in hydrostatic equilibrium, so \( \mathbf{v}(r, t = 0) = 0 \). Therefore, the initial total energy density is \( E(r, t = 0) = \rho_{\text{init}}(r) (\gamma - 1) \).

3.6 Code Units and Comparison to MESA Model

In our simulations, we set \( GM = (r_0^a + a^n)^{\frac{1}{2}} \) with \( r_0 = 1 \). This yields a characteristic velocity of

\[
v_0 = \left( \frac{GM}{r_0} \right)^{1/2} = \left[ \frac{(r_0^a + a^n)^{\frac{1}{2}}}{r_0} \right]^{1/2} \approx 1 \tag{20}
\]

at \( r_0 \) and a time unit of

\[
t_0 = \left( \frac{r_0^3}{GM} \right)^{1/2} = \left[ \frac{r_0^3}{(r_0^a + a^n)^{\frac{3}{2}}} \right]^{1/2} \approx 1 \tag{21}
\]

where in each expression the last equality assumes \( a^n \ll 1 \). In these units, the adiabatic sound speed at \( r_0 \) is

\[
c_{s,0} = \sqrt{\gamma/(b+1)} \tag{22}
\]

and the Keplerian specific angular momentum at \( r_0 \) is

\[
j_0 = v_0 r_0 = \sqrt{GMr_0} = 1. \tag{23}
\]

The unit of gas mass is \( m_0 = \rho_0 r_0^3 \), so mass accretion rates are reported in units of \( \dot{m}_0 \equiv m_0/t_0 = \rho_0 r_0^3/t_0 = \rho_0 r_0^{3/2}(GM)^{1/2} \).

Our dimensionless setup can be scaled to a wide range of RSG and YSG envelopes whose convective Mach number profiles are similar to those in Fig. 6 by identifying the photosphere radius as the radius of our isothermal transition at \( r \approx 6r_0 \). Rescaling is done most simply by computing the quantities \( r_{ph} \), \( M_\star \), and \( \rho_\star \), from the stellar model. These are, respectively, the photosphere radius, the mass interior to the hydrogen envelope, and the density at \( r_{ph}/6 \). Code units are then scaled to the star by setting \( M = M_\star \), \( r_0 = r_{ph}/6 \), and \( \rho_0 = \rho_\star \), giving

\[
r_0 = 1.16 \times 10^{13} \left( \frac{r_{ph}}{1000R_\odot} \right) \text{cm} \tag{24}
\]

\[
t_0 = 0.034 \left( \frac{r_{ph}}{1000R_\odot} \right)^{3/2} \left( \frac{10M_\star}{M_\odot} \right)^{1/2} \text{ yr} \tag{25}
\]

\[
j_0 = 1.24 \times 10^{20} \left( \frac{r_{ph}}{1000R_\odot} \right)^{1/2} \left( \frac{M_\star}{10M_\odot} \right)^{1/2} \text{ cm}^2 \text{s}^{-1} \tag{26}
\]

\[
\dot{m}_0 = 2.27 \left( \frac{\rho_\star}{10^{-7}\text{g/cm}^3} \right) \left( \frac{r_{ph}}{1000R_\odot} \right)^{3/2} \left( \frac{M_\star}{10M_\odot} \right)^{1/2} M_\odot \text{ yr}^{-1}. \tag{27}
\]

Panels (a)-(c) of Fig. 1 show the initial profiles for our Athena++ setup (black, solid curves) scaled to an 18M_\odot (at ZAMS) star computed with MESA (pink, dashed curves). The MESA model, which adopts Solar metallicity and a mixing-length \( \alpha \) of 1.5, is shown at the end of oxygen burning, at which time the star is a 16.5M_\odot RSG. The Athena++ curves have been scaled from dimensionless code units using the values \( r_{ph} = 840R_\odot \), \( M_\star = 6M_\odot \), and \( \rho_\star = 4.0 \times 10^{-7} \text{ g cm}^{-3} \) obtained from the MESA model. The upper x-axis shows \( r \) in the original code units, for reference. The vertical dotted line in each panel marks \( r_{ph} \). The \( \tau = c/c_s \) radius (vertical solid line) is 818R_\odot. To the left of this line, the MESA model is optically thick and fluid motions in the envelope are roughly adiabatic as we assume in our simulated envelope.

Panel (d) of Fig. 1 shows, for reference, the binding energy of the envelope exterior to \( R \) (dashed line, left-hand y-axis) and the mass enclosed at each \( R \) (dotted line, right-hand y-axis) for the MESA model. The open and filled arrows on the left, respectively, mark 0.55 \times 10^{47} and 3.6 \times 10^{47} erg, which are roughly the lowest and highest of the shock kinetic energies obtained for RSG and YSG progenitors by Ivanov & Fernández (2021) in their studies of mass-ejection in FSN (this range of energies covers three different NS equations-of-state, one quite stiff and one quite soft). The mass that is lost is roughly the material exterior to where the shock kinetic energy is equal to the binding energy. The arrows on the right show the mass coordinates that correspond to the two shock energies. If the weak shock has energy of \( 3.6 \times 10^{47} \) erg (filled arrow at left), then material exterior to the mass coordinate of 12.9M_\odot (filled arrow at right) would be ejected and roughly \( \sim 6.9M_\odot \) of the hydrogen envelope would remain bound and collapse onto the BH. For the lower shock energy in Fig. 1, even more of the hydrogen envelope remains bound. Most of the hydrogen envelope that we simulate is thus likely to remain bound and accrete onto the BH in a FSN.

3.7 Summary of Runtime Parameters and Simulations Performed

In all simulations, we adopt a Plummer index of \( n = 8 \) and a density power-law index of \( b = 2.1 \). Cooling occurs beyond a radius of \( r_{cool} = 5r_0 \) and damping occurs outside of \( r_{damp} = 8r_0 \). The cooling timescale fraction is \( f_{cool} = 0.01 \) and the damping timescale fraction is \( f_{damp} = 0.05 \). We adopt \( f_{heat} = \)}
Table 1. Table of convection simulations.

| Convect Model | $a$ | Base Cells | Refine Levels | $\Delta x_{\text{min}}$ | $t_{\text{max}}$ | $a/\Delta x_{\text{min}}$ |
|---------------|-----|------------|---------------|-----------------|-----------------|------------------|
| F             | 0.16| 128$^4$    | 5             | 0.0098          | 5000            | 16.3             |
| A             | 0.08| 128$^3$    | 6             | 0.0049          | 5000            | 16.3             |
| R             | 0.16| 64$^2$     | 5             | 0.0195          | 4000            | 8.2              |

$^a$ Number of grid cells in the base, unrefined grid.
$^b$ Number of SMR refinement levels on top of the base resolution.
$^c$ Width of each grid cell in highest refinement region.
$^d$ Simulation run time.

Table 2. Table of collapse simulations.

| Collapse Run | Restart Model | Restart Time $t_s$ | Sink Size $r_s$ | $r_s/\Delta x_{\text{min}}$ |
|--------------|---------------|--------------------|----------------|-----------------------------|
| 1            | F             | 4560               | 0.08           | 8.2                         |
| 2            | F             | 4900               | 0.08           | 8.2                         |
| 3            | F             | 4270               | 0.08           | 8.2                         |
| 4            | F             | 4800               | 0.08           | 8.2                         |
| Is           | F             | 4560               | 0.04           | 4.1                         |

$^a$ Convection model used to initialize the collapse run.
$^b$ Convection model snapshot used to initialize the collapse run.
$^c$ Radius of low-pressure sink activated at start of collapse run.

0.0006 for the heating-rate parameter. The adiabatic index in all simulations is $\gamma = 1.4762$, which gives a flat entropy profile in the envelope at initialization for our choice of $b$.

Our convection simulations, summarized in Table 1, vary the softening length, $a$, and the grid resolution. Model F is our fiducial model. Model A reduces $a$ by a factor of 2 and adds one level of refinement in order to preserve $a/\Delta x_{\text{min}}$. Model R reduces the grid resolution by a factor of 2. We note that the scale height $H \sim r$ in the simulated envelope, so there are a priori no other length scales that we need to resolve. The numerical challenge is that the simulations have to be run for $\sim 5000t_0$ and $\sim 3 \times 10^6$ timesteps to reach thermal equilibrium.

The grid configuration for Model F is as follows. The domain covers a spatial volume of $(40r_0)^3$, centered on $x = y = z = 0$, and has a base resolution of 128$^3$ cells, which translates to a base cell size of $\Delta x = \Delta y = \Delta z = 0.3125$. We use static mesh refinement (SMR) to increase resolution with decreasing $r$. For Model F, there are 5 levels of refinement above the base resolution and the refinement transitions occur where $x$, $y$, and $z$ have the values $[\pm 0.625, \pm 1.25, \pm 3.75, \pm 7.5, \pm 10.0]$. At each of these transitions, $\Delta x$, $\Delta y$, and $\Delta z$ each decrease by 2. The highest refinement region, $-0.625 < x, y, z < 0.625$, has a cell size of $\Delta x_{\text{min}} = \Delta y_{\text{min}} = \Delta z_{\text{min}} = 0.3125/2^5 = 0.0098$, so that $a/\Delta x_{\text{min}} = 16.3$ for the fiducial model.

Model R has the same domain configuration, but with a reduced base resolution of 64$^3$ cells instead of 128$^3$. This translates to a cell size of $\Delta x_{\text{min}} = \Delta y_{\text{min}} = \Delta z_{\text{min}} = 0.625/2^5 = 0.0195$ in the highest refinement region ($-0.625 < x, y, z < 0.625$). The Model A grid structure is the same as Model F, except that we include a sixth level of refinement where $-0.3125 < x, y, z < 0.3125$ so that $\Delta x_{\text{min}} = \Delta y_{\text{min}} = \Delta z_{\text{min}} = 0.0049$.

Convection Model F provides the initial conditions for our collapse simulations, which are summarized in Table 2. The collapse simulations vary the sink size, $r_s$, as well as the start time, $t_s$, for the collapse. The ‘Restart Time’ column indicates which snapshot from Model F was used to start the collapse simulation. We activate the sink immediately, so $t_s$ is also the time that collapse begins. The grid resolution of each collapse simulation is inherited from Model F.

4 CONVECTION SIMULATIONS

In this section, we present the results of our suite of convection simulations, summarized in Table 1. We discuss our fiducial simulation in detail in Section 4.1. We study the effects of changing the softening length, $a$, and the grid resolution in Section 4.2. We compare our results to analytical predictions in Section 4.3.

4.1 Fiducial Model

Our fiducial model (convection Model F) has $a = 0.16r_0$ and the heating region extends to $r_{\text{heat,out}} = 1.5a = 0.24r_0$. The cooling radius is at $r_{\text{cool}} = 5r_0$. From $r_{\text{heat,out}}$ to $r_{\text{cool}}$, our model covers a factor of $\sim 20$ in radius in the convective zone. Details about the computational domain were given in Section 3.7. We run the model to a maximum time of 5000 $t_0$ which is $\sim 400$ dynamical times at $r_{\text{cool}}$ and $\sim 3 \times 10^6$ timesteps.

In Fig. 2, we plot the instantaneous, volume-integrated heating and cooling rates, $L_{\text{heat}}$ and $L_{\text{cool}} = \int Q_{\text{cool}}dv$, respectively. $L_{\text{heat}}$ is a constant and integrates to eq. (16). The cooling rate is time-dependent as it depends on the local temperature difference in the cooling region (see eq. 18). At early times ($t \lesssim 2000t_0$), there is transient convective flow due to the temperature and density drop-off at $\sim r_{\text{cool}}$, resulting in a spike in $L_{\text{cool}}$. After this transient flow subsides, convection is driven by our heating source and the flow is near thermal equilibrium with $L_{\text{cool}} \approx L_{\text{heat}}$.

We consider the flow to be in thermal equilibrium if (1)
the time- and spherically-averaged convective luminosity, \( \langle L_{\text{conv}} \rangle \), is roughly independent of radius and (2) the time-averaged cooling rate, \( \langle L_{\text{cool}} \rangle \), is equal to \( L_{\text{heat}} \)\(^2\).

We compute \( \langle L_{\text{conv}} \rangle \) as follows. The radial total energy flux is

\[
F_{\text{tot}}(x, y, z, t) = \left( \frac{1}{2} c \gamma^2 + \frac{\gamma}{\gamma - 1} P + \rho \phi \right) v_r, \tag{28}
\]

with spatial mean \( \bar{F}_{\text{tot}}(r, t) \). Following Parrish et al. (2008), we decompose the density, temperature, and velocity fields into a mean radial profile and a local deviation from the mean

\[
\rho = \rho_0(r, t) + \delta \rho \quad \text{and} \quad T = T_0(r, t) + \delta T \quad \text{and} \quad v = v_0(r, t) + \delta v. \tag{29}
\]

Inserting the decomposed fields into \( \bar{F}_{\text{tot}}(r, t) \) yields advective terms proportional to \( \bar{\rho} \cdot \nabla v_0 \) and \( \delta \rho \delta v_0 \), (e.g., eq. (41) of Parrish et al.). Subtracting these advective terms from \( \bar{F}_{\text{tot}}(r, t) \) gives the radial total energy flux \( \bar{F}_{\text{conv}}(r, t) \). The instantaneous convective luminosity profile is \( \langle L_{\text{conv}} \rangle(r, t) = 4 \pi r^2 \bar{F}_{\text{conv}}(r, t) \) whose time average is denoted \( \langle L_{\text{conv}} \rangle \). In general, we find that the advective terms are small so \( \langle L_{\text{tot}} \rangle \approx \langle L_{\text{conv}} \rangle \).

The purple, solid lines in Fig. 3 show \( \langle L_{\text{conv}} \rangle \) for the time ranges listed in the lower legend. The constant heating rate, \( L_{\text{heat}} \), is indicated with a dashed, black line. The cooling rate, averaged over \( 4000 \leq t/t_0 \leq 5000 \), is shown with the dotted, blue line. After \( t \sim 2000t_0 \), \( \langle L_{\text{conv}} \rangle \) is roughly independent of radius and we will see in the next sections that the flow is dynamically similar over these times. Our conditions for thermal equilibrium are met after \( t \sim 4000t_0 \), when \( \langle L_{\text{conv}} \rangle \approx \langle L_{\text{cool}} \rangle \approx L_{\text{heat}} \). The black, dotted lines in Fig. 1 show radial profiles of the simulation upon reaching thermal equilibrium.

Figure 4 shows snapshots of the total velocity field of the flow at 4000, 4500, and 5000 \( t_0 \) for fiducial Model F. Each panel is a slice through the \( z = 0 \) plane. The \( z = 0 \) plane is an arbitrary choice; our setup has no preferred axis and slices through other planes that include the origin are similar. The top row shows radial velocity, \( v_r(x, y, z = 0) \), the second row shows velocities in the \( \theta \) direction, \( v_\theta(x, y, z = 0) \), and the bottom row shows velocities in the \( \phi \) direction, \( v_\phi(x, y, z = 0) \). Our angles \( \theta \) and \( \phi \) are defined in the usual way, relative to the (arbitrary) \( z \)-axis. Although our simulation domain extends to \( \pm 20r_0 \) in each Cartesian direction, we restrict the slices to \( -6.5 < x/r_0 < 6.5 \) and \( -6.5 < y/r_0 < 6.5 \). The density falls off exponentially beyond \( r \approx 6r_0 \), so there is little momentum outside of this radius. The physically relevant part of the domain is \( r_{\text{heat, out}} = 0.24r_0 \lesssim r \lesssim r_{\text{cool}} = 5r_0 \).

The panels of Figure 4 show turbulent flow at all scales. The radial flows (top row) exhibit plumes that individually occupy a large fraction of the star in both solid angle and radius. This morphology is consistent with other 3D simulations of RSG envelopes (Chiavassa et al. 2009; Goldberg et al. 2021) and with the large convective cells that have been inferred from observations of Betelgeuse (Chiavassa et al. 2010; Dupree et al. 2020). The large, rising plumes are often interrupted by narrower streams of cool material falling back towards the origin from \( r_{\text{cool}} \). Though not apparent in this figure, the infalling streams colliding at small \( r \) often launch waves that move out through the rising plumes. Features of the flow are qualitatively consistent with analytical expectations. Given the density scale height in the envelope of \( H = r/b \approx 0.48r_0 \), mixing-length-theory predicts large eddies at large \( r \). On average, the smallest-scale structures indeed exist at the smallest \( r \).

For a more quantitative analysis of our fiducial model, we compute radial profiles over time to characterize the convective Mach number and angular momentum content of the flow in the following subsections.

\subsection{Mean Turbulent Mach Number}

We first consider profiles of the turbulent Mach number, \( M_{\text{turb}} \), which is the root-mean-square turbulent velocity profile divided by the mean sound speed profile

\[
M_{\text{turb}}(r, t) = \frac{\langle v_{\text{turb}}(r, t) \rangle}{c_s(r, t)}. \tag{32}
\]

To find \( v_{\text{turb}}(r, t) \), we first compute the random velocity field

\[
\delta v(x, y, z, t) = v(x, y, z, t) - \overline{v}(r, t) \hat{r}, \tag{33}
\]

where \( v(x, y, z, t) \) is the total velocity field and \( \overline{v}(r, t) \hat{r} \) is the mean radial velocity profile. The turbulent velocity profile, \( v_{\text{turb}}(r, t) \equiv \langle |\delta v| \rangle(r, t) \), is the average of the magnitude of the random velocity in each shell. We note that subtracting \( \overline{v}(r, t) \hat{r} \) is only necessary during the initial transient phase (see, Fig. 2). After \( \sim 1500t_0 \), \( \overline{v}(r, t) \hat{r} \) is negligible.

Fig. 5 shows \( M_{\text{turb}}(r, t) \) for our fiducial model for \( 2000 \leq t/t_0 \leq 5000 \), when \( \langle L_{\text{conv}} \rangle \) is independent of radius and when the kinetic energy in the box is constant to within \( \approx 10 \% \)– 15%. Each column in the figure plots the mean radial profile

\[\text{Figure 3. Time- and spherically-averaged convective luminosity}\]
Figure 4. Velocity field slices through the $z = 0$ plane of our 3D simulation of convection at three simulation times for Model F. The $z$-axis is arbitrary as our setup has no preferred direction. Slices through other planes that include the origin look similar. Top, middle, and bottom rows show the radial, polar, and azimuthal components, respectively, of the fluid velocity field. With $\theta = 0$ along the $+z$ axis, $v_\theta > 0$ indicates material flowing into the page. The cooling radius, $r_{\text{cool}} = 5r_0$, begins the transition to an exponential fall-off in gas density. In $v_r$, large plumes form and subside throughout the simulation, bringing high entropy material out to $r_{\text{cool}}$. Cooled gas falls back towards the center in streams of varying sizes that collide with material rising from the center. Flows perpendicular to $r$ ($v_\theta$ and $v_\phi$) have a more obvious radial dependence with smaller-scale structures at small $r$, where the scale height is smallest.

$M_{\text{turb}}(r)$ at fixed time. We limit the $y$-axis to $r \lesssim 5r_0$, which is the region of interest in our domain. The $y$-axis is log-scaled to show features at small radii. The flow achieves turbulent Mach numbers of $\approx 0.05 - 0.25$. The profiles are qualitatively similar over the times shown, though there are periods of higher- and lower-than-average Mach number.

The top panel of Fig. 6 compares $M_{\text{turb}}(r)$ for the simulation times listed in the legend (solid, grey curves) to the convective Mach number profile of our MESA RSG model (pink, dashed curve). The bottom panel of the figure compares the Brunt-Väisälä frequency instead. The $r$ values of our simulation have been scaled as in Fig. 1. Our simulation achieves envelope turbulent Mach numbers that are similar to this MESA model. The $M_{\text{turb}}$ profile for the MESA model shown is representative of RSGs and YSGs and, therefore, our simulation is broadly applicable to a wide range of supergiant progenitors.

4.1.2 Total Angular Momentum

An important objective of our convection simulations is to quantify the (non-zero) mean specific angular momentum at each radius that arises due to the turbulent convective flows. Before turning to that question in Section 4.1.3, it is important to first emphasize that the star is not rotating, so the net angular momentum in the domain must be close to zero. We...
Figure 5. Spherically-averaged turbulent Mach number, eq. (32), as a function of radius and time for Model F. The flow is dynamically similar for $t \gtrsim 2000 t_0$ with Mach numbers of $\approx 0.05 - 0.25$. Comparing to Fig. 8, times with larger-than-average $M_{\text{turb}}$ translate to higher-than-average specific angular momentum.

Figure 6. Turbulent Mach number (top panel) and Brunt-Väisälä frequency (bottom panel) profiles for our fiducial Athena++ model at the simulation times listed in the legend (solid and dotted curves). The pink, dashed curves show our MESA RSG model. The $x$-axes and grey shading are the same as in Fig. 1 and $N^2$ for the Athena++ model has been scaled to physical units as in that figure. With our choice of $f_{\text{heat}} = 6 \times 10^{-4}$, we capture the convective Mach number profile of supergiant envelopes well.

Figure 7. Components of $J(r, t)$, the total angular momentum enclosed at $r$, divided by the total gas mass in the domain. Although the total angular momentum is very small, there is a non-zero angular momentum enclosed at each $r \lesssim 8r_0$ due to random convective flows. Accretion of material during collapse leads to the accretion of finite angular momentum as a function of time even though the star has roughly zero net angular momentum.

explore this in Fig. 7, where we plot the cumulative Cartesian components of the total angular momentum vector, which are computed as follows.

Let $\ell_i(r \times v)$, be the $i$th component of the angular momentum density in each grid cell at time $t$. We compute the mean radial profile of $\ell_i$ to give $\bar{\ell}_i(r, t)$. Then we compute
the $i$-th component of the total angular momentum vector enclosed at a radius $r$ at fixed time,
\[ J_i(r, t) = \int_0^r 4\pi r^2 \mathbf{r}_i(r, t) dr, \]
(34)

We also compute the total gas mass in the box at each time, $m(t)$. The top three panels of Fig. 7 plot $J_i(r, t)/m(t)$ for $i = x, y$, and $z$. The bottom panel shows the magnitude $J/m = \sqrt{\sum_i J_i^2}/m$. The curves in each panel correspond to the different simulation times listed in the legend. We have divided by $m(t)$ in order to put the $y$ axis in units of specific angular momentum $j_0$, as in earlier figures.

Fig. 7 shows that although each component of the cumulative Cartesian total angular momentum vector, $J(r, t)$, goes to zero when integrated out to $r \approx 8.5r_0$, there is a finite $J(r, t)$ at each $r \lesssim 8.5r_0$. Consider, for example, the $t = 5000t_0$ curve for $J_x(r, t)$ in the third panel. The curve becomes large and positive out to $r \approx 3r_0$ as all of the inner shells with positive $J_x$ are added to the sum. The curve then drops toward zero as the material with negative $J_x$ is added to the integral. Considering the $t = 5000t_0$ curve in each panel, if only the material out to $r \approx 3r_0$ were accreted, a net $J/m \approx (0.001\hat{z} + 0.0005\hat{y} + 0.004\hat{z})j_0$ with magnitude $J/m = 0.0045j_0$ would be available to feed a rotationally-supported structure at small radii. Although infall of the entire envelope implies a total specific angular momentum budget of $\approx 0$, this (perhaps surprisingly) does not mean that the spin of the BH would be zero if the entire star collapsed. We return to this in Section 6.2.1.

For this particular simulation, the magnitudes of each component of $J$ are within a factor of a few of one another for the times shown. This is just a coincidence. The turbulent velocity field is random, as is the direction of $J$. At other times and in other simulations, one or two of the Cartesian components is larger than the other(s) by an order-of-magnitude. There is no preferred direction in our setup.

### 4.1.3 Mean Specific Angular Momentum

We now turn to the central question of characterizing the angular momentum profile of the convective envelope. We define the specific angular momentum vector of the gas in each grid cell as $j_{\text{rand}}$. The angle between $j_{\text{rand}}$ and the $+z$-axis is denoted $\theta_j$ and the angle between $\mathbf{j}_{\text{rand}}$ and the $+x$-axis (in the $x$-$y$ plane) is $\phi_j$. Finally, we define $j_{\text{rand}}$ to be the unit vector in the direction of $\mathbf{j}_{\text{rand}}$.

Fig. 8 shows $\mathbf{j}_{\text{rand}}(r, t) \equiv \|\mathbf{j}_{\text{rand}}(r, t)\|$ for our fiducial model. Although the net angular momentum in the envelope is nearly zero, convection gives rise to fluid motions that are perpendicular to $r$, resulting in a finite mean angular momentum at each radius. The distribution of momentum as a function of $r$ varies in time. Each time (that is, each column in the figure) is a specific realization of the stochastic angular momentum distribution. The time that the star collapses is arbitrary with respect to the flow, and the accretion rate of angular momentum over time will depend on the state of the convective flow over the time that it takes for the envelope to collapse. We will explore this idea in greater detail in the context of our collapse simulations in Section 5.

The spherically-averaged specific angular momentum profiles of Fig. 8 vary within $0.005 \lesssim \bar{j}_{\text{rand}}/j_0 \lesssim 0.032$, in our code units with $j_0 = \sqrt{GM/R^2}$ (for comparison, the specific angular momentum for rotation at break-up is $0.5 - 2.0 j_0$ between $0.24r_0$ and $5r_0$; so the random flows have specific angular momenta that are $0.3 - 6\%$ of breakup). We will apply this result to a specific supergiant model in Fig. 17, but for now we make a rough comparison to eq. (3). Using eq. (26) with $M_* = 10M_\odot$ and $r_{\text{p}} = 1000R_\odot$, our simulated envelope achieves specific angular momenta of $\bar{j}_{\text{rand}} \approx (6 - 40) \times 10^{17} \text{cm}^2 \text{s}^{-1}$ (note that $\bar{j}_{\text{rand}} > j_{\text{isco}} = 1.5 \times 10^{17} \text{cm}^2 \text{s}^{-1}$ for a non-spinning $10M_\odot$ BH). The values of $\bar{j}_{\text{rand}}$ that we find are a factor of a few ~ 10 times the estimate of eq. (3) that was derived by Quataert et al. (2019); we return to this later in Fig. 11.

For comparison, the $15M_\odot$ model of Heger et al. (2005), which has a birth rotational velocity of 200 km $s^{-1}$, has rotational specific angular momentum of $5 \times 10^{18} \text{cm}^2 \text{s}^{-1}$ at its surface at birth. By the pre-SN phase, the star has rotational specific angular momentum of $\sim 8 \times 10^{17} \text{cm}^2 \text{s}^{-1}$ at its surface, declining to $\sim 5 \times 10^{16} \text{cm}^2 \text{s}^{-1}$ near the base of the hydrogen envelope. The net rotational angular momentum is small compared to the random angular momentum of the convection zone except at the surface of the star where the two are comparable.

The direction of $\mathbf{j}_{\text{rand}}$ over time is important for determining the dynamics at smaller radii when the envelope eventually accretes onto the newly-formed BH. The upper and lower panels of Fig. 9 plot $\bar{\theta}_j(r, t)$ and $\bar{\phi}_j(r, t)$, respectively, in units of $\pi$. In the top panel, white regions show where $\mathbf{j}_{\text{rand}}$ lies near the $x$-$y$ plane. The large regions of dark red show where $\bar{\theta}_j \lesssim \pi/4$. Similarly, the darkest blue regions of space and time are where the $-z$ component of $\mathbf{j}_{\text{rand}}$ is largest. In the lower panel, the darkest colors correspond to $\bar{\phi}_j \approx \pi$ and lightest colors correspond to $\bar{\phi}_j \approx 2\pi$. To interpret the implications of Fig. 9, we note that if $\mathbf{j}_{\text{rand}}$ is rapidly varying on timescales of the dynamical time at the circulation radius, then the gas could not all circularize in the same plane and one might expect a more spherical accretion flow at scales of the circulation radius, $r_{\text{circ}}$. Additionally, rapidly varying $\mathbf{j}_{\text{rand}}$ in the radial profile could mean greater cancelation of $\mathbf{j}_{\text{rand}}$ as shells (and individual parcels) each reach their respective $r_{\text{circ}}$ and interact with one another. Contrast this with the case of a rotating star in which $\mathbf{j}_{\text{rand}}$ is constant and material can build up into a disk as all of the rotationally-supported flow orbits the same axis.

For material with $\mathbf{j}_{\text{rand}} \sim 10^{-2} j_0$ (Fig. 8), the circulation radius is $r_{\text{circ}} \sim 10^{-4} r_0$ where the dynamical time is $\sim 10^{-6} t_0$. Periodograms of $\mathbf{j}_{\text{rand}}(r, t)$, $\bar{\theta}_j(r, t)$, and $\bar{\phi}_j(r, t)$ show that the most power is on timescales larger than $80t_0 \gg 10^{-6}t_0$. This implies that the direction of angular momentum is quite coherent on timescales relevant to the circularization of the disk at small radii. In Section 5.2, we will explore how much these mean profiles are modified as the envelope collapses.

---

\footnote{There is a small non-zero total specific angular momentum in the box due to gas leaving the domain. See Sec. 3.3.4.}
4.2 Dependence on $a$ and Resolution

To study the influence of the softening length, $a$, on the angular momentum associated with convective flows, we run a simulation with $a = 0.08r_0$ (Model A) for comparison to our fiducial run with $a = 0.16r_0$ (Model F). The grid is the same for the two models except that we add a sixth SMR level to Model A (see Section 3.7). The two models are otherwise identical. To study the influence of resolution, we run Model R, which is identical to Model F except that it adopts a base resolution of $64^3$ cells instead of $128^3$ cells. Both simulations have 5 SMR levels above the base resolution with the refinement transitions placed at the same $x,y,$ and $z$ values. To compare the different simulations, we take time averages of the instantaneous profiles $M_{\text{turb}}(r,t)$ and $J_{\text{rand}}(r,t)$ over the simulation times that our conditions for thermal equilibrium are satisfied. For Models F and A, these are $4000 < t/t_0 < 5000$. For Model R, these are $2500 < t/t_0 < 3500$. The top panel of Fig. 10 shows the resultant time-averaged convective Mach number profiles, $\langle M_{\text{turb}} \rangle$, and the bottom panel shows the time-averaged specific angular momentum profiles, $\langle J_{\text{rand}} \rangle$. We restrict each curve to $r_{\text{heat, out}} < r < r_{\text{cool}}$.

Comparing the solid curves for Model F to the dashed curves for Model A, both simulations achieve nearly identical $\langle M_{\text{turb}} \rangle$ with a maximum difference of 5% at $r \sim 2r_0$. This corresponds to roughly a 20% difference in $\langle J_{\text{rand}} \rangle$ at that radius. At small $r$, $\langle J_{\text{rand}} \rangle$ is identical between the two simulations.

For Model F and Model R (dotted curves), $\langle M_{\text{turb}} \rangle$ differs from 5% to 45% as $r$ decreases from $\sim 2.5r_0$. Over this same region, $\langle J_{\text{rand}} \rangle$ is lower in the lower-resolution simulation by $\approx 10 - 50\%$.

Our simulation with smaller $a$ (that is, simulating smaller radii closer to the base of the convective envelope) shows very good convergence in $\langle J_{\text{rand}} \rangle$ for $r \leq 0.6r_0$ where our grid is most well-resolved. Although we are not converged in $\langle J_{\text{rand}} \rangle$ at all radii, the more physical simulation with higher resolution increases $\langle J_{\text{rand}} \rangle$, reinforcing our result that convective
flows with $\mathcal{M}_{\text{turb}}$ similar to supergiant envelopes give rise to $j_{\text{rand}} > j_{\text{ISCO}}$.

### 4.3 Comparison to the Analytical Estimate for $j_{\text{rand}}$

To compare our measured values of specific angular momentum to the analytical estimate of eq. (2), we use the instantaneous profiles $j_{\text{rand}}(r,t)$ and $v_{\text{turb}}(r,t)$ to compute the time-averaged profiles, $\langle j_{\text{rand}} \rangle$ and $\langle v_{\text{turb}} \rangle$, respectively, over $4000 < t/t_0 < 5000$. Then, $v_c$ and $H \equiv r/b$ are used in eq. (2) to give the analytical estimate for $j_{\text{rand}}$

The solid line in Fig. 11 plots $\langle j_{\text{rand}} \rangle$ versus radius over $r_{\text{heat,out}} < r < r_{\text{cool}}$ for Model F (solid line) and Model A (dashed line). The dash-dotted line is the analytical estimate for $\langle j_{\text{rand}} \rangle$ using $v_c$ computed from Model A. In the plot, we include the factor of 1/2 that was found to describe the local simulations of Quataert et al. (2019, see their equation 4). Eq. (2) is a local estimate for $j_{\text{rand}}$ in a given shell as it assumes the value of $j_{\text{rand}}$ just depends on the local values of $v_c$ and $H$. The local estimate seems to capture our simulation results at large $r$ well. However, the $H \propto r$ scaling in the power-law convective envelope gives eq. (2) a strong radial dependence that is absent from our simulated $\langle j_{\text{rand}} \rangle$ over a large range in $r$. Instead, $\langle j_{\text{rand}} \rangle$ is essentially flat in radius above $r \approx 0.6 r_0$.

At smaller $r$, $\langle j_{\text{rand}} \rangle$ falls off with decreasing $r$, though with a shallower slope than the local estimate. By $r = 0.12 r_0$, there is an order-of-magnitude difference between $\langle j_{\text{rand}} \rangle$ and the local estimate.

We interpret our simulation results to indicate that $j_{\text{rand}}$ is being set at large $r$ (where there is good agreement with the local estimate) and $j_{\text{rand}}$ is roughly conserved as material flows to smaller $r$. We noted in the context of Fig. 4 that the convective cells in our simulation appear coherent over a large fraction of the stellar radius. Our results suggest that these large structures approximately conserve $j_{\text{rand}}$, significantly increasing the angular momentum content of the flows at smaller radii. The recent radiation hydrodynamic simulations of Goldberg et al. (2021) find similar results (see their sec. 4.2 for a detailed comparison).

As shown in Fig. 1, the base of the convective hydrogen envelope for our MESA RSG model is located at $r = 0.03 r_0$ in our code units. If we extrapolate the $\langle j_{\text{rand}} \rangle$ curves of Fig. 11 to $\log(r/r_0) = -1.52$, we find $\langle j_{\text{rand}} \rangle = 10^{-3} j_0$. Using eq. (26) with $r_{\text{phot}} = 840 R_\odot$ and $M* = 6 M_\odot$, then $\langle j_{\text{rand}} \rangle \approx 8.8 \times 10^{16}$ cm$^2$ s$^{-1}$. For comparison, for a non-spinning $6 M_\odot$ BH, $j_{\text{ISCO}} \approx 9 \times 10^{16}$ cm$^2$ s$^{-1}$. This extrapolation of our results shows that $j_{\text{rand}}$ is important even near the base of the hydrogen envelope. Material near the base of the convective hydrogen zone is the most bound and the most likely to survive the weak explosion in a FSN, though we reiterate that most of the convective envelope we simulate will remain bound during a FSN (see panel (d) of Fig. 1).

The time-averaged profiles considered here and in the previous sections are useful for characterizing the properties of the flow, but the instantaneous specific angular momentum in the envelope is what matters for the collapse of the star. The collapse begins from a particular state of the flow and
the specific angular momentum accreting to small radii as a function of time depends on the state of the envelope at the start of collapse, as we explore with our collapse simulations in the next section.

5 COLLAPSE SIMULATIONS

In this section, we present the results of our collapse simulations, which are listed in Table 2. Each collapse run is initialized from a restart file that was output during our fiducial convection run, Model F. The time associated with the restart file, \( t_s \), is the start time of the collapse run, at which time the sink with radius \( r_s \) is activated at the origin. The physically relevant portion of our domain extends to \( r = 5r_0 \) so we stop the collapse simulation before shells that began at \( r \gtrsim 5r_0 \) begin to accrete. The rarefaction wave that is launched when the sink is introduced travels out at the local sound speed. Once the rarefaction wave reaches a particular \( r \), that shell begins to fall in towards the sink. The integrated sound-crossing time from the sink radius to \( r = 5r_0 \) is \( 10.8t_0 \) (eq. A6 with \( b = 2.1 \) and \( \gamma = 1.4762 \)). The infall time (from rest) from \( 5r_0 \) back to \( r_s \) is 14.1\( t_0 \) for a total accretion time of \( \approx 25t_0 \) (see eq. A8). We thus run our collapse simulations until \( t - t_s = 25t_0 \). To be conservative, given that the material has variations in initial \( v_r \), we only use data to a time of \( t - t_s = 20t_0 \).

Collapse Runs 1 and 2 are initialized at \( t_s = 4560 \) and 4900\( t_0 \), respectively, when the convective flow has somewhat higher specific angular momentum with maximum \( J_{\text{rand}}(r, t_s) \) of \( \approx 0.028 - 0.032 J_0 \) (see Fig. 8). Collapse Runs 3 and 4, with \( t_s = 4270 \) and 4800\( t_0 \), respectively, begin from states of somewhat lower specific angular momentum with maximum \( J_{\text{rand}}(r, t_s) \) of \( 0.015 - 0.02 J_0 \). Section 5.1 presents the results of collapse Runs 1-4. Collapse Run 1 is identical to collapse Run 1, except that we adopt a smaller sink size and, in Section 5.3, we show that our results are converged with respect to \( r_s \). Section 5.2 considers the extent to which material is restructured during the collapse by comparing the measured accretion rates to rates predicted from assuming ballistic infall of the convective material.

5.1 Flow and Instantaneous Accretion Rates

Fig. 12 shows snapshots of Run 1 at 5, 10, and 15\( t_0 \) after the collapse begins at \( t_s = 4560t_0 \). Here we plot slices of the gas Mach number, \( \mathcal{M} = v/c_s \), through the \( z = 0 \) plane. The outgoing rarefaction wave (roughly the outer edge of the white region) moves out through the subsonic convective flow, enclosing a region of supersonic infall as material falls back towards the sink. The rarefaction wave is nearly but not exactly spherical and instead reflects the differences in the local radial velocity of the turbulent background. For example, the flow at positive \( x \) shows the imprint of two streams of material that were already falling back towards the origin before the introduction of the sink. As expected for \( \gamma < 5/3 \) the gas reaching the sink is supersonic.

Fig. 13 shows the rates of mass and angular momentum accretion for Runs 1 - 4 as a function of elapsed time, \( t - t_s \), after introduction of the sink. The rates reported here are computed by measuring the fluxes through the sink surface at \( r_{\text{max}} = r_s = 0.08r_0 \). The mass accretion rate, panel (a), falls off in time because the mean density profile falls off with radius as \( \propto r^{-2.1} \). With \( J_{\text{rand}} \ll J_0 \) and \( \mathcal{M}_{\text{turb}} < 1 \) neither centrifugal nor turbulent pressure modify the infall so there is no difference in \( \dot{m} \) between collapse runs started from different convection states, even with a factor of 2 difference in maximum \( J_{\text{rand}}(r, t_s) \).

The remaining panels of Fig. 13 characterize the specific angular momentum vector of the accreted material, \( \mathbf{j}_{\text{acc}} \equiv \mathbf{J}/\dot{m} \), over time. Panels (b), (c), and (d) show the magnitude, \( \mathbf{j}_{\text{acc}} \), the polar angle, \( \theta_j \), and the azimuthal angle, \( \phi_j \), respectively (the direction angles are defined as in Section 4.1.3). Panel (b) shows that, critically, the infall of the envelope has not restructured the material in such a way as to erase or diminish the \( J_{\text{rand}} \) resulting from the convective motions in the envelope. Indeed, \( \mathbf{j}_{\text{acc}} \) over time for all runs is just as expected from Fig. 8 with 0.005 \( \lesssim \mathbf{j}_{\text{acc}} \lesssim 0.03 \) for Runs 1 and 2, and with 0.002 \( \lesssim \mathbf{j}_{\text{acc}} \lesssim 0.02 \) for Runs 3 and 4.

The direction of \( \mathbf{j}_{\text{acc}} \) as a function of time is important for determining the ultimate fate of material as it plunges to yet smaller radii. Focusing on the thick, solid line for Run 1, panels (c) and (d) show that the largest variations in \( \theta_j \) and \( \phi_j \) occur over \( \sim 5 - 10 t_0 \) while smaller-amplitude changes take place on \( \sim t_0 \) timescales. Other curves show one or two large-amplitude changes on somewhat shorter timescales. For example, Run 4 (dotted, pink lines) shows large swings in \( \theta_j \) and \( \phi_j \) over the first \( \sim 3t_0 \) of the collapse before transitioning to a phase where the angles are relatively constant. Recall, however, that the dynamical time at \( r_{\text{circ}} \) is \( 10^{-6}t_0 \ll t_0 \). Taken together, these curves show that the magnitude, direction, and variability of \( \mathbf{j}_{\text{acc}} \) depend on the state of the envelope at the start of the collapse. Overall, however, the direction of \( \mathbf{j}_{\text{acc}} \) tends to be a slowly varying function over the time it takes for a large fraction of the envelope to reach the sink.

5.2 Comparison to Semi-Analytical Predictions

An important goal of this work is to understand the extent to which the mean angular momentum associated with convective flows is modified during infall. We explore in this section whether the mean profiles from the convection simulation, that is \( \mathbf{j}_{\text{rand}} \) of Fig. 8 and \( \overline{\theta}_j \) and \( \overline{\phi}_j \) of Fig. 9, can be used to predict the accretion rates that are realized in the collapse simulation under the assumption of ballistic infall of each shell. There is significant dispersion in \( v_r, J_z, J_y \) and \( J_z \) in each radial shell about the mean profiles that we have shown thus far (see Fig. 14, which shows histograms of \( j_z \) values of material about to enter the sink in our collapse run). One can imagine that if material with the largest \( v_r \) consistently has, e.g., \( J_z \) that is far from the mean, then material reaching the sink at a given time could be sampling the tail of the \( J_z \) distribution of many different shells at the same time, and therefore would not match our ballistic prediction using the mean profiles.

We now briefly explain how we predict accretion rates from the time-dependent mean radial profiles of mass density, \( \overline{\rho}(r, t) \), angular momentum density, \( \overline{\mathcal{L}}(r, t) \equiv \overline{\mathcal{L}}(r, t)\mathbf{j}_{\text{rand}}(r, t) \), and direction angles \( \overline{\theta}_j(r, t) \) and \( \overline{\phi}_j(r, t) \) (see Appendix A for a more detailed explanation and a simpler test case in which the profiles are not changing in time). Upon introduction of the sink, the outgoing rarefaction wave travels at the sound speed and a given shell begins the infall once the
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Figure 12. Slices of local Mach number, $M = v/c_s$, through the $z = 0$ plane for a simulation with an absorbing sink at small radii that initiates collapse of the convective envelope (collapse Run 1 in Table 2). The snapshots show 5, 10, and 15$t_0$ after the sink is activated at $t_s = 4560t_0$. The transonic rarefaction wave separates the subsonic convective background flow from the supersonic inflow of material roughly in free-fall towards the low-pressure sink. The somewhat non-spherical rarefaction wave and infalling material carry the imprints of the initial state of the convective flows.

Figure 13. Instantaneous accretion rates of mass and angular momentum for the collapse of Model F starting at four different times. Panel (a): mass accretion rates. Panels (b), (c), and (d): magnitude, polar angle, and azimuthal angle, respectively, of $j_{acc} \equiv \dot{J}/\dot{m}$, the specific angular momentum vector of the accreted material. The $x$-axis is the elapsed time since the start of the collapse. Panels (a) and (b) can be scaled to physical units via eqs. (27) and (26), respectively. The $\phi_j$ values for Runs 2 and 4 have been given small phase shifts to avoid the discontinuity $\phi_j = 0 = 2\pi$ where the values would otherwise cross the $x$-axis.

rarefaction wave arrives. The time it takes for the rarefaction wave to reach $r$ is the integrated sound-crossing time, $t_{wave}(r)$ given in eq. (A6). The shell falls from rest from $r$ over a time $1.14t_{ff}(r)$ where $t_{ff}(r)$ is the integrated free-fall time, eq. (A7). The factor of 1.14 (supplied by Eric R. Coughlin and based on the self-similar rarefaction wave solutions of Coughlin et al. 2019), comes from the fact that infall begins from a profile in hydrostatic equilibrium. There is thus a pressure gradient behind the rarefaction wave, so the infall is not true zero-pressure ‘free-fall’ as assumed by $t_{ff}(r)$. The total time for the shell initially at $r$ to accrete is the sum $t_{acc}(r) = t_{wave}(r) + 1.14t_{ff}(r)$.

In our ballistic prediction, we assume that the mass and angular momentum that arrive at the sink at time $t_{acc}(r)$ are just the amount of mass and angular momentum that were contained in the shell at $r$ when the rarefaction wave arrived. These values are computed from the time-dependent mean profiles from the convection simulation. We then assume the computed value of the quantity of interest in that shell, e.g.
the total mass, does not change as that shell falls in over the subsequent time of $1.14t_0(r_s)$.

The purple, dotted curves in Fig. 15 plot the predicted values of the mass accretion rate, $\dot{m}$, as well as the predicted magnitude and direction angles of the specific angular momentum vector of the accreted material for Model F assuming collapse begins at $t_s = 4560t_0$. For comparison, the accretion results realized in the equivalent collapse simulation (Run 1) are shown with solid, black lines in each panel.

Panel (a) shows that $\dot{m}$ is predicted extremely well and serves as independent confirmation of the Coughlin et al. (2019) rarefaction wave solutions. While there are some small differences between the two curves in panels (b)-(d), the magnitude and direction angles of $\mathbf{j}_{\text{acc}}$ are well-predicted using the mean profiles and the assumption of ballistic infall from rest. This good agreement with the actual accretion rates is non-trivial, especially given the large dispersion of $v_r$ and the components of $\mathbf{j}_{\text{rand}}$ in each shell as well as the fact that all of the material has non-zero $v_r$ rather than starting the infall from rest, as we assumed.

We interpret the excellent agreement between measured and predicted $\mathbf{j}_{\text{acc}}$ to mean that during the transition from convection to infall and in the subsequent supersonic infall, very little restructuring of the material takes place. This should remain the case until another source of dynamical support becomes important, e.g. centrifugal pressure. This will not occur until much smaller radii than simulated here ($r_{\text{circ}} \ll r_s$).

Although we do not show the results here, we also computed predictions for comparison to collapse Run 3 (that is, computing the prediction assuming collapse of Model F from $t_s = 4270t_0$). We found the same level of agreement between predicted and actual accretion rates as in Fig. 15.

5.3 Dependence on Sink Size

In this section, we compare our measurement of the circularization radius of the accreted material, $r_{\text{circ}}(t) = j_{\text{acc}}^2 / GM$, for collapse Runs 1 and 1s which differ only in choice of sink radius ($r_s = 0.08$ and 0.04 $r_0$, respectively). For these simulations, we measure mass and angular momentum accretion fluxes at both the sink radius, $r_{\text{flux}} = r_s$, and at a larger radius of $r_{\text{flux}} = 0.48r_0$.

The two solid lines in Fig. 16 plot $r_{\text{circ}}$ of the accreted material as measured at $r_{\text{flux}} = 0.48r_0$. The circularization radii
measured at 0.48r₀ in the two simulations agree to better
than 0.15%, indicating that the flow has already converged
with respect to sink size by rₜₚ = 0.08r₀.

The dotted line in Fig. 16 shows the accretion rate for Run
1s measured at rₜₚ = rₜₚ = 0.04r₀. The curve is shifted by
the finite travel time from 0.48 to 0.04 r₀ (≈ 0.18t₀) but is
otherwise the same as the other two curves.

6 DISCUSSION

In this section we consider our results in the context of FSN,
scaling our convection results to a typical RSG and discussing
the possible character of accretion and outflows during the
infall of the convective hydrogen envelope.

6.1 Application to Supergiants

In code units, the circularization radius of material with spec-
cific angular momentum jₜₚ is

$$r_{\text{circ}} = (j_{\text{rand}}/j_0)^2 r_0.$$  \hspace{1cm} (35)

Making use of r₀ = rₚh/6 to write the previous expression in
physical units,

$$r_{\text{circ}} = 1.16 \times 10^9 \left(\frac{j_{\text{rand}}}{10^{-2} j_0}\right)^2 \left(\frac{r_{\text{ph}}}{1000 R_\odot}\right) \text{cm.}.$$  \hspace{1cm} (36)

For a non-spinning BH, rISCO = 6GM/\(c^2\), so the ratio of
circularization radius to the radius of the ISCO is

$$\frac{r_{\text{circ}}}{r_{\text{ISCO}}} = 130 \left(\frac{j_{\text{rand}}}{10^{-2} j_0}\right)^2 \left(\frac{r_{\text{ph}}}{1000 R_\odot}\right) \left(\frac{10M_\odot}{M_\bullet}\right).$$  \hspace{1cm} (37)

Typical values for the fraction inside the first set of paren-
thesis are roughly 1-3 (see Fig. 8 and panel (b) of Fig. 13).

Fig. 17 shows the mean profiles of circularization radius for
the convective material, rₜₚ(r, t), which are computed using
jₜₚ(r, t) of Fig. 8 in eq. (35). The left side of the colorbar
is in code units. The right side converts those code values to
rₜₚ/rISCO using eq. (37) and adopting rₚh ≈ 840R_\odot and
Mₜₚ = 6M_\odot, as in Fig. 1. The white regions are where rₜₚ
is below the colorbar lower-limit of 10rISCO (if we set this
lower bound to rISCO instead, only a few white points would
remain). The figure shows that turbulent Mach numbers of
≈ 0.1 (Fig. 5) correspond to circularization radii that are
many hundreds to a thousand times larger than rISCO. In
addition, rₜₚ ≳ 10rISCO at nearly all radii and all times.
So although jₜₚ is a function of both radius and time, the
convective material begins the collapse with rₜₚ ≳ 10rISCO
almost independent of when the collapse of the envelope be-
gins.

We further showed in Section 5.2 that there is little re-
structuring of the specific angular momentum as the matter
infalls to smaller radii. Instead, we found that both the mag-
nitude and direction of jₚₜ are well-predicted by the mean
profiles of the envelope prior to collapse (Fig. 15). We there-
fore conclude that, although the times at which we started
the collapse in our collapse runs were arbitrary with respect
to the flow, Fig. 17 shows that rₜₚ of the convective mate-
rial will be well outside of rISCO no matter when the collapse
begins.

6.2 Implications for Failed Supernovae

In Sections 4.3 and 6.1, we showed that the entire hydrogen
convective zone has jₜₚ ≳ jISCO. Based on our simulation
results, we argued that the local estimate of \(\frac{1}{2}\)eq. (2) seems
to set jₜₚ at large radii in the convection zone and that jₜₚ
is roughly conserved down to smaller radii. The helian layer
is also convective, though with smaller convective velocities,
vₜ. If we assume that for the helian convective zone jₜₚ is
related to vₜ by \(\frac{1}{2}\)eq. (2), then jₜₚ ≲ 5 × 10^{14} cm² s⁻¹ or
jₜₚ ≲ 10^{-2}jISCO for our MESA RSG model (see also fig. 3
of Quataert et al. 2019). This value is consistent with simu-
lations of convection in the helian layer performed by Gilkis
& Soker (2016) for which the mean profiles of the Cartesian
components of jₜₚ were \(\lesssim 7 \times 10^{14} \text{ cm² s}^{-1}\) in magnitude
or \(\lesssim 0.03jISCO\) for their assumed BH mass. The other con-
vective regions interior to the helian layer have even smaller
jₜₚ. We conclude that, for non-rotating stars, convective
material interior to the hydrogen convection zone is likely
to accrete spherically onto the BH. We note that this conclusion
still holds even if the convective Mach number in the oxygen
layer is a factor of 4 – 5 larger than captured in the MESA
model, as found in the 3D simulations of Fields & Couch
(2020).

One subtlety related to the inflall of the helian layer is
the large dispersion in jₜₚ about the mean jₜₚ in each
radial shell of the convective zone (see Fig. 14). Gilkis &
Soker (2016) find that some parcels in their helian layer have
jₜₚ ≈ 10^{16} cm² s⁻¹ \(\sim jISCO\); they argue that these individ-
ual parcels could generate an outflow even though the major-
ity of the inflalling material has jₜₚ \(\ll jISCO\). It is unclear
whether localized regions with jₜₚ \(\gg jISCO\) in the helian
layer can reverse the inflow of the bound envelope or are sim-
ply advected into the BH along with the bulk of the material.
This requires further study. In what follows, we focus on the
infall of the hydrogen envelope onto the newly-formed BH.

For our MESA RSG model, panel (d) of Fig. 1 shows that the

Figure 16. Comparison of the circularization radius of accreted
material for simulations with different sink sizes initiated from con-
vection Model F at t₀ = 4560t₀. The thick grey and thin black
curves, which lie on top of each other, adopt sink sizes of rₜₚ = 0.04
and 0.08 r₀, respectively, and show rₜₚ computed using the
accretion rates measured at 0.48r₀ in both simulations. The dotted
and thick grey lines show rₜₚ for the simulation with rₜₚ = 0.04r₀
computed using the accretion rates measured at 0.04 and 0.48 r₀,
respectively. They are the same except for a small shift in time due
to the finite travel time from 0.48 to 0.04 r₀.
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binding energy of the hydrogen envelope is \( E_{\text{bind}} \approx 2 \times 10^{48} \) erg. Some of the hydrogen envelope may be ejected due to weak shocks induced by neutrino-cooling during the proto-NS phase. The arrows in panel (d) of Fig. 1 show the amount of mass that could be unbound based on the range of shock energies found by Ivanov & Fernández (2021). For the lowest shock energies, only 0.5\( M_\odot \) is likely to be unbound (open arrows) while for the highest shock energy, 3.6\( M_\odot \) of the envelope could be ejected (filled arrows). In either case, at least 6.9\( M_\odot \) of the convective hydrogen zone remains bound to the BH, which represents the bulk of the convection zone in our simulations.

For \( r_{\text{circ}} \approx 500 r_{\text{ISCO}} \approx 0.05 R_\odot \), as is typical in our simulations, \( E_{\text{bind}} \) for the entire hydrogen envelope could be supplied by accretion of an amount of mass

\[
\delta m \sim \frac{r_{\text{circ}} E_{\text{bind}}}{G M_\bullet} \sim 3 \times 10^{-3} M_\odot.
\]

(If inflow makes it to \( r_{\text{ISCO}} \), then \( \delta m \approx 10^{-5} M_\odot \)). For our MESA model, the accretion rates of Fig. 13 translate to \( \dot{m} \approx 20 M_\odot \text{ yr}^{-1} \). At that rate, \( \delta m \sim 10^{-3} M_\odot \) is accreted after roughly half an hour.

At these super-Eddington accretion rates of \( \approx 10-100 M_\odot \text{ yr}^{-1} \), the flow is optically thick and unable to cool by radiation. With \( \dot{m} \ll 10^{-3} M_\odot \text{ s}^{-1} \) there is no neutrino cooling either (Beloborodov 2008), so accretion of the hydrogen envelope is an optically-thick, advection-dominated accretion flow (optically-thick ADAF; Begelman & Meier 1982; Abramowicz et al. 1988; Narayan & Yi 1994). As material falls to small radii without the ability to cool, gravitational potential energy can only be converted into kinetic and thermal energy and the material may just return to large radii in an outflow. In addition to the collimated outflows and disk winds that super-Eddington disks inevitably produce (Jiang et al. 2019), accretion of stellar material with fixed rotation axis and roughly uniform circularization radius sets up an accretion shock that sweeps through the infalling material and can unbind the outer parts of the star (Lindner et al. 2010; Murguia-Berthier et al. 2020).

If an accretion shock does not unbind all of the envelope and material can circularize into a disk, then preferential outflow into a region along the angular momentum axis would allow accretion to continue for longer periods than could be possible for more spherical outflow. The relevant timescale in this case is that over which the direction of \( J_{\text{acc}} \) varies. For example, if the coherence time for the direction of \( J_{\text{acc}} \) is \( \delta t \sim 2t_0 \approx 25 \) days (the approximate time during which \( \theta_\chi \) changes by \( \lesssim \pi/2 \) for all curves in Fig. 13), then \( \delta m \sim \dot{m} \delta t \sim 1.6 \times 10^3 M_\odot \) would have time to fall in. If a fraction \( f \) (possibly \( \ll 1 \)) of this material reaches \( r_{\text{ISCO}} \) for a \( 6 M_\odot \) BH, the change in potential energy would be \( \Delta U \sim 4 \times 10^{45} f \) erg. Envelope gas within the funnel region would easily be unbound as this energy drives outflows from small radii. If the orientation of the disk changes on the same timescale as that of \( J_{\text{acc}} \) (\( \gtrsim 2t_0 \approx 1 \) month), then the collimated outflow could sweep out a large fraction of \( 4\pi \) on this timescale, ejecting most of the material and resulting in an energetic, long-duration transient.

The timescale and energetics inferred in the previous paragraph are similar to what is needed to power extremely long-duration gamma-ray transients such as Swift 1644+57 (Bloom et al. 2011) and Swift J2058.4+0516 (Cenko et al. 2012) by stellar core-collapse (e.g., Quataert & Kasen 2012; Woosley & Heger 2012). The biggest uncertainty in this application of our results is whether the tenuously-bound hydrogen envelope is unbound before much of it can accrete onto the newly-formed BH.

6.2.1 BH Spin

The efficiency of tapping accretion power to unbind the hydrogen envelope determines not only how much material is returned to the star’s environment and the nature of the transient produced, but it also determines the final spin of the BH. We can make a rough estimate of the mass and final BH spin by assuming the BH accretes mass at a rate of \( \dot{m} \), where \( \dot{m} \) is the rate that matter falls in from the envelope

![Figure 17. Spherically-averaged circularization radius profile, \( r_{\text{circ}}(r,t) \), as a function of radius and time for our fiducial convection model. The left- and right-hand colorbars report, respectively, the values in code units (eq. 35) and as a multiple of the ISCO radius (eq. 37). We take \( r_{\text{ISCO}} = 840 R_\odot \) and \( M_\bullet = 6 M_\odot \) in eq. (37), appropriate for the MESA model of Fig. 1. White patches in the plot indicate regions that fall below the colorbar floor of \( 10 r_{\text{ISCO}} \). For nearly all radii and at all times, \( r_{\text{circ}}(r,t) \) of each shell is \( \approx 10 - 1500 \times r_{\text{ISCO}} \).](https://example.com/figure.png)
and $0 < f < 1$, and by computing the angular momentum accretion rate of the BH according to

$$j_* = \begin{cases} \frac{\dot{m} j_{\text{acc}}}{\dot{m} j_{\text{ISCO}} j_{\text{acc}}} & \text{if } j_{\text{acc}} < j_{\text{ISCO}} \\ \dot{m} j_{\text{ISCO}} j_{\text{acc}} & \text{if } j_{\text{acc}} \geq j_{\text{ISCO}} \end{cases} \tag{39}$$

(here $\dot{j}_{\text{acc}}$ is the unit vector in the direction of $j_{\text{acc}}$ and $\dot{m}(t)$ and $j_{\text{acc}}(t)$ are computed from the instantaneous profiles from our convection simulations using the methods of Sec 5.2). By limiting $\dot{j}_{\text{acc}}$ to $j_{\text{ISCO}}$, this estimate accounts for the fact that an accretion disk or outflow transports angular momentum to infinity to allow a fraction $f$ of the infalling material to reach $r_{\text{ISCO}}$.

To compute the spin of the BH, we assume that everything interior to the convective hydrogen envelope is accreted and carries no angular momentum, so we initialize the BH mass to $M_* = 6M_\odot$ and the BH angular momentum to $J_* = 0$. Working outward from the base of the hydrogen envelope, we update $M_*$ given $\dot{m}(t)$ and $J_*$ is increased using eq. (39). Throughout this process, $j_{\text{ISCO}}$ is evolved with the mass and spin of the BH using the standard relations (evaluated at the equator) for a Kerr BH. We do not account for the angle between the spin vector of the BH and the angular momentum vector of the shell except to check whether the dot product is positive or negative. If the dot product is positive or zero, we assume the material is on a prograde orbit when computing $j_{\text{ISCO}}$. For a negative dot product, we assume a retrograde orbit. We also ensure that the spin of the BH never exceeds the maximum value $J_{\text{max}} = GM_*/c$, though this ends up not being necessary because $J_*/J_{\text{max}}$ is always $< 0.8$.

In Fig. 18, we plot the dimensionless spin parameter of the BH, $J_*/J_{\text{max}}$, as a function of the radius $r$ out to which the envelope is incorporated into the BH.\footnote{The final density profile in the Athena models differs a bit from the initial profile (see Fig. 1). In evaluating the BH spin in Fig. 18, we renormalize the density by a factor of 0.75 to keep the total mass within $r = 5R_\odot$ the same as the initial condition. The spin calculated without this renormalization is very similar to that shown in Fig. 18, so our conclusions are not sensitive to this choice.} The $r$ coordinate refers to the radius of the material before the collapse. So at each $r$ in the figure, the value of the spin assumes material located at radii $> r$ prior to collapse is unbound and a fraction $f$ of the material that had radius $< r$ before collapse is accreted onto the BH. The curves in the upper panel correspond to a different convection model and start time for the collapse, as noted in the legend, for the case in which $f = 1$. The spin parameter increases slowly as material with $j \sim j_{\text{ISCO}}$ is added to the initially non-spinning BH. For all the models shown, the spin parameter saturates near $\sim 0.8$ before slowly decreasing as material with opposite spin direction is accreted. If material out to $r_{\text{cool}}$ is accreted, the final spin parameter is $0.3 - 0.7$. There is some angular momentum exterior to $r_{\text{cool}}$ (grey shaded region), so we extend the curves to $r = 9R_\odot$, where the cumulative profiles of Fig. 7 approach zero. If all of this material is incorporated, the final spin parameter is $0.3 - 0.4$. The spin parameter does not return to zero (as one might expect from Fig. 7) because only a small fraction of the total available specific angular momentum in each shell can be incorporated into the BH. As a result, there is uneven cancelation of the angular momentum vectors across many different shells, unlike the integral over the star at fixed time that is shown in Fig. 7.

The BH spin versus $r$ curves shown in the upper panel of Fig. 18 represent upper limits on the spin for two reasons. First, we assumed that all mass reaching small radii accretes. In reality, some of this mass will go into the outflow and will not accrete onto the BH. Second, once an outflow from small radii occurs, much of the hydrogen envelope will be blown away, thus modifying the $\dot{m}$ that can be fed from large radii by the envelope. Batta & Ramirez-Ruiz (2019) considered these two effects in more detail in the context of rapidly rotating collapsars; here we fold both effects into the factor $f$ in eq. (39). To explore the influence of a reduced accretion rate on the final BH mass and maximum spin, we repeated each of the calculations of the upper panel of the figure with $f = 0.03, 0.1$, and $0.3$, instead of $f = 1$. The lower panel of Fig. 18 shows the resulting curves for the particular case of collapse of Convect Model F from $t_* = 4560t_0$. Across all
models, the lower values of $f$ give maximum spin parameters of $0.06 - 0.1$, $0.19 - 0.29$, and $0.45 - 0.59$, respectively, and final BH masses (integrating out to $r_{\text{cool}}$) of $\sim 6.6$, $7.3$, and $9.4 M_\odot$, respectively. For comparison, $f = 1$ gives a final BH mass of $\sim 17 M_\odot$ and maximum spin parameters of $0.81 - 0.85$. If weak shocks, like those studied by Ivanov & Fernández (2021), unbind few $M_\odot$ of material, the BH spin would be $\sim 0.1 - 0.5$, near the peak of the curves in Fig. 18.

6.2.2 Timescale for Angular Momentum Redistribution

Our calculations neglect self-gravity; thus it is useful to check whether internal gravitational torques can significantly reduce the mean specific angular momentum of a shell before the shell reaches $r_{\text{circ}}$. Using snapshots from collapse Run 1, we computed the timescale for angular momentum redistribution for individual shells of material outside of the sink due to torques from the rest of the gas that is in supersonic infall. At $t = 4578 t_0$, the material is supersonic out to $r \approx 4.5 r_0$, so we compute the vector torque on a shell with $0.1 \lesssim r/r_0 \lesssim 0.2$ due to the gas with $0.08 \lesssim r/r_0 \lesssim 4$. We do similar calculations for different shell radii, different regions of the background gas, and for different snapshots ($t = 4570$ and 4575 $t_0$). In all cases, the timescale for angular momentum redistribution is a few thousand times the free-fall time of the shell. So gravitational torques cannot alter the angular momentum vector of the infalling gas before centrifugal pressure becomes important at $\sim r_{\text{circ}}$.

In additional to centrifugal pressure, magnetic fields can play an important role as the material continues to infall. RSGs may have $\sim 1$ G magnetic fields at their surface (Au-rière et al. 2010; Petit et al. 2013; Tessore et al. 2017). Assuming flux freezing holds, so that $B \propto r^{-2}$, then the magnetic pressure is equal to the ram pressure of the infalling matter (assumed to be in free-fall) at a radius of

$$r_B \sim 0.00 \left( \frac{B_0}{1 \text{G}} \right)^{\frac{3}{4}} \left( \frac{r_{\text{ph}}}{1000 R_\odot} \right)^{\frac{3}{4}} \left( \frac{10 M_\odot/\text{yr}}{\dot{m}} \right)^{\frac{3}{4}} \left( \frac{10 M_\odot}{\dot{M}_{\text{in}}} \right)^{\frac{1}{4}} R_\odot$$

(40)

where $B_0$ is the field strength at $r_{\text{ph}}$. For our 18$M_\odot$ RSG and for the range of accretion rates in Fig. 13, $r_B \sim 0.01 - 0.07 R_\odot$ which is roughly 500$R_{\text{ISCO}} \sim 0.05 R_\odot$, comparable to $r_{\text{circ}}$ realized in our models. Magnetic fields may thus become dynamically important during the infall. We note that the field in the interior of the star may be much larger than 1G. For example, if $\rho v^2_{\text{turb}} \sim B^2/8\pi$, then in the outer 500$R_\odot$ of our MESA RSG model, $B \sim 200 - 800 \, G$, meaning that magnetic fields could be yet more important during collapse.

7 SUMMARY AND CONCLUSIONS

A fraction of RSGs and YSGs may end their lives in failed supernovae (FSNe), in which core collapse does not lead to a successful, neutrino-powered SN explosion. Even if weak shocks are launched by radiation of neutrino energy prior to the NS collapsing to a BH, much of the hydrogen envelope remains bound and will fall into the newly-formed BH (Ivanov & Fernández 2021); see Fig. 1 panel (d) and associated discussion. Previous work by Gilkis & Soker (2014, 2016) and Quataert et al. (2019) has shown that, even when the star has zero net angular momentum, the random velocity field in the convective hydrogen envelope gives rise to finite specific angular momentum (at each radius) that is larger than that associated with the ISCO of the BH. This suggests that accretion disks generically form during the infall of the hydrogen envelope in FSN.

We perform two sets of 3D hydrodynamical simulations to study the random angular momentum associated with convective flows in the context of FSN. We first simulate convection in polytropic models that are applicable to the convective envelopes of RSGs and YSGs. Our convection simulations provide the initial conditions for a set of collapse simulations, which follow the infall of the convective material after we introduce a low-pressure sink at the origin that mimics core collapse. Our convection simulations extend the work of Quataert et al. (2019) by simulating a significant fraction of the hydrogen envelope and in the spherical geometry of a star. We confirm their finding that the specific angular momentum associated with convective flows is larger than the specific angular momentum of the ISCO of a 10$M_\odot$ BH, although we find a different scaling with radius than inferred from their results, described in more detail below. We further show with our collapse simulations that the specific angular momentum of the convective flows is largely conserved during the infall of the material at radii larger than the circularization radius of the gas. The direction of the specific angular momentum vector is slowly varying over the timescales relevant to the region where the material will circularize. All of this implies that, during the collapse of a supergiant in a FSN, the random angular momentum of the convective hydrogen envelope is likely to lead to the formation of centrifugally-supported gas at small radii that could drive outflows and generate an observable transient. The following summarizes our main results:

- Convective flows in supergiant envelopes give rise to finite angular momentum at each radius even when the total angular momentum of the envelope is zero (Fig. 7).
- For polytropic models with convective Mach numbers of $0.05 < M_{\text{turb}} < 0.25$, consistent with the hydrogen envelopes of RSGs and YSGs (Fig. 6), the convective flows give rise to specific angular momenta of $j_{\text{rand}} \approx (4 - 28) \times 10^{37} \, \text{cm}^2 \, \text{s}^{-1}$, where we have used eq. (26) to scale our results to a RSG with photosphere radius 840$R_\odot$ and an assumed BH mass of 6$M_\odot$. These values correspond to circularization radii relative to the BH ISCO of $10 \lesssim r_{\text{circ}}/r_{\text{ISCO}} \lesssim 1500$ (Fig. 17).
- At the largest radii in the convection zone in our simulation, $j_{\text{rand}}$ agrees with the local simulations and analytical scaling (given in our eq. 2) of Quataert et al. (2019). However, we find a different scaling with $r$ than suggested by this local estimate. In our simulations, the convective flows roughly conserve $j_{\text{rand}}$ down to small radii. This results in our simulated $j_{\text{rand}}$ being larger than the estimate of eq. (2) over a large fraction of the envelope (Fig. 11). This is an important result because the outer radii of the convective zone are more likely to be unbound by weak shocks generated during collapse. Our simulations imply larger $j_{\text{rand}}$ and a larger likelihood of circularization at precisely the radii that are more likely to remain bound and accrete onto the BH.
- The specific angular momentum of the convective envelope is not significantly altered during collapse. Instead, mean profiles of the specific angular momentum vector $j_{\text{rand}}$...
onto the newly-formed BH that it could power a month long transient with energies up to $10^{52}$ ergs (Sec. 6.2). Indeed, because the mean profiles from the convection simulation can be used to accurately predict the accretion rates of mass and angular momentum flowing to small radii in our collapse calculations, we can conclude from Fig. 17 that $r_{\text{circ}}$ of the accreted hydrogen envelope is always greater than $\approx 10 r_{\text{ISCO}}$ for a $6 M_\odot$ BH.

- The specific angular momentum of the accreted material depends on the state of the envelope at the start of collapse. However, even when collapse begins at one of the lowest angular momentum states (Run 4 with collapse start time $t_s = 4800(0)$, $r_{\text{circ}} > r_{\text{ISCO}}$), the direction of the mean specific angular momenta of the convective envelope is not significantly modified during the infall, it is likely that the direction of $\mathbf{j}_{\text{acc}}$ remains coherent down to $r_{\text{circ}}$ scales, allowing for the presence of coherent rotation at small radii. This supports the idea that accretion at small radii will generate outflows that can carry energy to large radii. The resulting accretion dynamics at small radii are likely to be very different from standard accretion simulations because there is a very large dispersion in accreted $\mathbf{j}_{\text{acc}}$ in each spherical shell (Fig. 14). As material reaches $r_{\text{circ}}$, the direction of $\mathbf{j}_{\text{circ}}$ within each shell will drive interactions between individual parcels, which will generate mixing, torques, and shock-heating as individual parcels are deflected from spherical infall. The outcome of these flows requires further study.

- Accretion of the entire envelope by the BH leads to finite BH spin, even though the total angular momentum of the envelope is zero. The BH spin is $\sim 0.5$ if most of the envelope accretes, but less if outflows at small radii remove significant mass (Fig. 18). The finite BH spin occurs because $\mathbf{j}_{\text{acc}} > \mathbf{j}_{\text{ISCO}}$, the specific angular momentum of the ISCO, in nearly all of the infalling shells. The BH cannot accrete more than $\mathbf{j}_{\text{ISCO}}$ from each shell, so infalling shells with identical but oppositely-oriented specific angular momenta can never cancel.

Our results imply that much of the hydrogen envelope that remains bound in FSN is likely to become rotationally-supported during collapse rather than fall directly into the BH. This should apply both to the initial collapse and to any subsequent fallback. Sufficient mass is available to accrete onto the newly-formed BH that it could power a month-long transient with energies up to $\sim 10^{52}$ ergs (Sec. 6.2). This could be the origin of unusually long-duration gamma-ray transients such as Swift 1644+57 (Bloom et al. 2011) and Swift J2058.4+0516 (Cenko et al. 2012) and unusually energetic Type II supernovae (e.g., OGLE-2014-SN-073 Moriya et al. 2018). The key uncertainty is that the binding energy of the hydrogen envelope is only $\sim 10^{48}$ ergs and so a small amount of accretion may unbind the envelope before sufficient mass accretes to power an energetic transient. The FSN candidate discovered by Gerke et al. (2015) showed a modest brightening up to $\sim 10^8 L_\odot$ for a year before fading to a luminosity significantly below that of the progenitor star (Adams et al. 2017). The initial brightening prior to the star ‘disappearing’ is consistent with a $\sim$ few $\times 10^{48}$ erg shock unbinding the hydrogen envelope (e.g., Lovelace & Woosley 2013) but not with a more energetic transient. Given the highly super-Eddington accretion rates and significant rotational support implied by our results, it is also unclear how rapidly the star is expected to fade away after core collapse, or whether it might remain a near-Eddington source for an extended period of time powered by super-Eddington fallback accretion. Understanding this better is important for understanding the FSN candidate discovered by Gerke et al. (2015) and for identifying and interpreting additional candidates in ongoing and future transient surveys. We expect a large diversity in the observational manifestation of RSG collapse to a BH given the stochastic nature of the angular momentum in the convective envelope.

There are several key aspects of supergiant convection and FSN that are not captured in our study. The random convective angular momentum in simulations is a more subtle effect than what is usually studied in simulations of convection. Increasing resolution somewhat increases the time-averaged $\mathbf{j}_{\text{rand}}$ but it is not known what resolution is required to fully converge. Additionally, we have neglected the phase of the FSN when a low-energy shock wave sweeps through the convective hydrogen envelope. The outgoing shock could restructure the convective material and will unbind some fraction of the hydrogen envelope. Simulations that follow the propagation of the weak shock through the convective envelope, the subsequent expansion of the still-bound material to apocenter, and the ultimate infall and accretion onto the BH are needed to self-consistently model FSN. Finally, future work will extend our simulations by following the inflow to radii where rotational support becomes dynamically important. Such studies are critical for understanding the extent to which the random angular momentum associated with convection leads to flows at small radii that can drive energy and momentum to large radii and may be capable of producing a transient.
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APPENDIX A: METHOD FOR PREDICTING ACCRETION RATES

In this section we discuss how mass and angular momentum accretion rates can be predicted from the instantaneous snapshot of the convective flow at the start of collapse. Our interest here is in cases where the gas is roughly in hydrostatic equilibrium at the start of collapse (i.e. this is not free-fall-from-rest collapse; the gas has pressure support). Here we use a simple test problem to illustrate the procedure.

For the test problem, we use a power-law density profile in hydrostatic equilibrium with a point mass potential. Functionally, the potential, the density profile, and the adiabatic sound speed profile are, respectively,

\[ \Phi(r) = -\frac{GM}{r} \]
\[ \rho(r) = \rho_0 \left( \frac{r_0}{r} \right)^b \]
\[ c_s(r) = \sqrt{\frac{\gamma GM}{(b+1) r}} \]

where \( r_0 \), \( \rho_0 \), and \( b \) are constants and \( \gamma \) is the adiabatic index of the gas. Code units are the same as defined in Section 3.6. We use \( b = 2.5 \) and \( \gamma = 4/3 \) for our test problem. At initialization, we give all of the gas in the domain the same angular momentum, \( \Omega \), about the z-axis. This gives a z-angular momentum density profile of \( \frac{4}{3} \Omega r^2 \rho(r) \). The mass contained in the shell at radius \( r \) and thickness \( \Delta r \) is

\[ \Delta m(r) = 4\pi r^2 \rho(r) \Delta r \]
and the z-angular momentum in the shell is

\[ \Delta J_z(r) = 4\pi r^2 \left[ \frac{2}{3} \Omega r^2 \rho(r) \right] \Delta r = \frac{8\pi}{3} \Omega r^4 \rho(r) \Delta r. \]

To predict the accretion rate, we compute the time it takes the shell at \( r \) to reach the sink (with radius \( r_s \)) after the sink is activated. Call this function \( t_{\text{acc}}(r) \). We also need to know the time over which that shell accretes, call that \( \Delta t_{\text{acc}}(r) \). When we activate the sink, a rarefaction wave begins at \( r_s \) and propagates outward in radius. The time it takes the rarefaction wave to reach \( r \) is the integrated sound-crossing time from \( r_s \) to \( r \),

\[ t_{\text{wave}}(r) = \int_{r_s}^{r} \frac{dr'}{c_s(r')} = \frac{2}{3} \left( \frac{b+1}{\gamma GM} \right)^{1/2} \left[ r^{3/2} - r_s^{3/2} \right]. \]

If the pressure behind the rarefaction wave were zero, then the shell would fall from rest from its initial position at \( r \) to the sink radius \( r_s \) over the integrated free-fall time,

\[ t_{\text{ff}}(r) = \left( \frac{r^3}{2GM} \right)^{1/2} \left\{ \frac{\pi}{2} - \sin^{-1} \left( \sqrt{\frac{r_s}{r}} \right) - \sqrt{\frac{r_s}{r}} \left( \frac{1 - \frac{r_s}{r}}{r} \right) \right\}. \]

There is, in fact, a small pressure gradient behind the rarefaction wave (Coughlin et al. 2019), so the time for the shell to fall back after the arrival of the rarefaction wave is actually \( 1.14 t_{\text{ff}}(r) \) for our simulated values of \( b \) and \( \gamma \) (E. R. Coughlin, private communication). The total time required for the shell at \( r \) to reach the sink is thus

\[ t_{\text{acc}}(r) = 1.14 t_{\text{ff}}(r) + t_{\text{wave}}(r). \]
and

\[ \Delta t_{\text{acc}}(r) = t_{\text{acc}}(r + \Delta r/2) - t_{\text{acc}}(r - \Delta r/2). \]