Multidisciplinary approach to cylindrical anisotropic metamaterials
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Abstract. Anisotropic characteristics of cylindrically corrugated microstructures are analyzed in terms of their acoustic and electromagnetic (EM) behavior paying special attention to their differences and similarities. A simple analytical model has been developed using effective medium theory to understand the anisotropic features of both types of waves in terms of radial and angular components of the wave propagation velocity. The anisotropic constituent parameters have been obtained by measuring the resonances of cylindrical cavities, as well as from numerical simulations. This permits one to characterize propagation of acoustic and EM waves and to compare the fundamental anisotropic features generated by the corrugated effective medium. Anisotropic coefficients match closely in both physics fields but other relevant parameters show significant differences in the behavior of both types of waves.
1. Introduction

Over the last decade, a great deal of effort has concentrated on the possibility of controlling wave propagation phenomena based on the use of microstructured devices, usually termed ‘metamaterials’ [1]. This broad area of research covers aspects from theory of wave propagation in complex media to micro- and nano-fabrication techniques (with their corresponding operation frequencies), and even different disciplines or application fields such as acoustics or electromagnetism. One of the core targets of this effort is related to the so-called ‘total control’ of wave propagation. Towards this goal, a number of unusual phenomena have been investigated, which in principle cannot be achieved with ‘natural’ materials: negative refraction, super-resolution focusing or cloaking [2–4]. One of the foundations of this field is the use of artificial microstructures made of ‘small’ (as compared to the operation wavelengths) elements or inclusions as unitary constituents that possess a proper geometrical arrangement and characteristic parameters. They are usually, even though not necessarily, implemented with periodic and/or multilayered structures [5]. These devices operate in the ‘long-wavelength’ regime, where the operation wavelength is much larger than the characteristic unit cell dimensions of the constituents. Additionally, one of the characteristic features in the background of some interesting phenomena, such as wave channeling and routing or magnification, is wave propagation anisotropy [6]. Anisotropic phenomena have been largely investigated both in acoustics [7–9] and in electromagnetism [10, 11]. The control of anisotropic propagation is a key condition to allow a number of applications, which can cover a broad spectrum of areas, from directive antennas [12] to cloaking devices [13, 14].

Both the disciplines, acoustics and electromagnetism, are governed by different wave propagation equations that, respectively, describe sound pressure and electromagnetic (EM) field distributions. Key parameters that allow the solution of these problems are, on the one hand, mass density and bulk modulus and, on the other hand, permittivity ($\varepsilon$) and permeability ($\mu$) functions. Equivalencies have already been pointed out between both fields that necessarily have to take into account that the sound problem is a scalar one, whereas the light problem is a vector one [15].

Corrugated surfaces and devices based on corrugations are a direct link between both areas for an integrated and multidisciplinary approach, since they have been analyzed from each
point of view for a long time. Nevertheless, previous works did not focus specifically on the study of the long-wavelength regime and homogenization issues regarding this type of media. It has not been common also to study these micro-structured surfaces simultaneously from both application fields. Traditionally, corrugated structures have been a means of generating slow waves at microwaves [16–18] and, more recently, terahertz frequencies [19]. Moreover, part of the acoustic terminology has been used in electromagnetism for the study of periodic corrugated propagation media with intense studies on the so-called hard and soft surfaces [20]. Also, corrugated surfaces were studied in the past from an acoustic point of view [21, 22]. More recently, experimental investigations have analyzed propagation of sound waves on periodically corrugated metallic plates [23].

In this paper, we report a direct and comparative approach to periodic corrugated structures with cylindrical symmetry from both application fields. Several sample structures are analyzed and characterized to obtain a double (acoustic and EM) anisotropic response in terms of wave propagation. This study reveals that there are similarities and differences between both wave problems, with the common feature of generating anisotropic propagation media. The paper is organized as follows. Firstly, in section 2, the samples forming cylindrical resonant metallic cavities are experimentally characterized with two different measurement setups. This allows us to analyze the acoustic and EM responses. In particular, resonant modes of the cavities are investigated paying special attention to their variation due to the anisotropy generated by introducing a corrugated surface on the bottom of the cavity. Comparative results are expressed in terms of measured resonant modes as a function of frequency. Secondly, in section 3, the previous experimental results are analyzed from theoretical and numerical points of view, taking advantage of a previously reported analysis on acoustics [24]. The solutions of the two problems possess similarities and differences that are basically analyzed in terms of extracted constituent parameters. They help one to understand the anisotropic behavior derived from the microstructured propagation medium. Finally, some conclusions summarize the main findings of this work.

2. Experimental characterization

Corrugated structures are perfect candidates to perform a multidisciplinary study of anisotropic propagation media, since they have been used in both application fields for a long time. In principle, frequency ranges associated with the audible range (20 Hz–20 kHz) compare to an equivalent microwave frequency range (17.5 MHz–17.5 GHz), taking into account that identical wavelength ranges apply in both fields, with $\lambda_{\text{min}} = 17.16$ mm and $\lambda_{\text{max}} = 17.16$ m. This equivalence is found from the fact that the sound propagation speed in air is $v_s = 341$ m s$^{-1}$ and light propagation speed in vacuum (and approximately in air) is $c_0 = 3 \times 10^8$ m s$^{-1}$. Corrugated structures are basically implemented with a periodically varying stepped surface, which is patterned on a metal plate.

An example of a circular metallic cavity with a cylindrically corrugated bottom surface is displayed in figure 1. The structure is patterned on two separate aluminum plates. The cavity is open to allow viewing the inside, and the closing flat metallic surface is also displayed. It permits one, through perforated apertures, to excite and probe this resonant element from different positions. In our study this is done with microwave connectors and a set of loudspeakers and microphones, to respectively characterize the EM and acoustic responses of the same cavity. The EM probing and excitation elements are also displayed in the same figure 1. A vector
network analyzer gives the EM response as a transmission coefficient (from the excitation to the probe connectors) expressed as a function of frequency. A standard calibration has been performed to eliminate the systematical measurement errors. The acoustic response is obtained as a measure of the sound pressure intensity which is a function of the excitation frequency of the loudspeaker.

Several samples have been fabricated based on the device of figure 1; they differ from each other only in the variable parameter $h_1$, the free height above the corrugations [24]. Additionally, a hollow cavity with no corrugated surface is also characterized as a reference device. All cavities have identical radius ($r_{ext} = 52$ mm) and total height ($h_2 = 7$ mm). Finally, a normalized height $h_1/h_2$ is used for analysis purposes. It is important to underline that the same samples have been characterized in both measurement setups. In both situations, a long-wavelength regime applies, with radial periodicity of the structures ($d = d_1 + d_2 = 2 + 4 = 6$ mm) much smaller than the operation wavelengths. Let us note that the equivalence can also be established between the operational bandwidths in which the structures have been analyzed from both fields of application. In our case and, due to the geometry of our samples, the employed frequency ranges are 1–5 kHz for the acoustic waves and 1–5 GHz for the microwave experiments. They cover similar wavelength ranges from approximately $\lambda_{min} = 60$ mm to $\lambda_{max} = 340$ mm.
Figure 2. Resonant frequencies displayed as measured (with symbols) and simulated (with lines) field intensities as a function of frequency. Left panels display the EM case; right panels display acoustic results. Upper panels correspond to $h_1/h_2 = 1$ (empty cavity) and lower panels correspond to a corrugated cavity with $h_1/h_2 = 0.29$. Graphic insets display the resonant field patterns for each corresponding mode/frequency.

2.1. Sample transmission spectra

An experimental characterization of the cavity samples, combined with theoretical and numerical results, can provide an insight into the anisotropic features associated with wave propagation. We have analyzed the resonant modes of the closed cavities, with the purpose of inferring propagation parameters associated with the unbounded media. Excitation and probe positions are not exactly the same in both measurements. For the EM waves, connectors are located approximately at the cavity center and at a mid-point between the center and the external face of the cavity (see figure 1(b)). For the acoustic waves, microphones are located alternatively at different positions to measure, respectively, modes with different types of symmetries [24]. A loudspeaker feeds the cavity through an upper aperture located near its external radius.

The transmission spectra are summarized in figure 2, where panels display the experimental results for both types of waves. Left panels display, for the EM case, the transmission coefficient measured between the probe and excitation connectors. This is a normalized transmission coefficient which is proportional to the electric field intensity inside the cavity at the connector positions. Right panels display sound pressure intensity as measured with a microphone when the cavity is fed with a broadband noise generated by a loudspeaker. It is measured in arbitrary units and is proportional again to the field intensity at the microphone position. Therefore, these two measurements can be a means of comparing the resonant frequencies of the cavities for each setup. The results for the reference structure...
(empty cavity—sample 4) and the cavity with deeper corrugations (minimum ratio \( h_1/h_2 = 0.29 \)—sample 1) are displayed.

A first qualitative analysis of these results gives us a certain number of indications. The main observable result is the red shift of the resonant frequencies derived from the inclusion of the cylindrical corrugations in the cavity. This affects all resonant modes in the EM case that are shifted to lower frequency values. The frequency displacement is not homogeneous for all the measured modes. Additionally, frequency order of these modes is not equal for both cavities (empty and corrugated). In the acoustic case, measurements are carried out with a probe (microphone) at a non-central position in the cavity. This allows all modes to be measured with different relative intensities. The monopolar resonance \((m = 0)\) is clearly shifted to lower frequencies as the ratio \(h_1/h_2\) decreases. Nevertheless, the other modes \((m = 1, 2, 3)\) are less affected by the introduction of the corrugation. Also comparing both regimes, note that relative positions of the different modes are not exactly the same; in particular, the first two modes have swapped positions. The first acoustic resonance of the reference cavity (upper right panel of figure 2) presents a split peak that should be attributed to imperfections of the measurement setup and possible fabrication and assembly tolerances.

3. Theory of cylindrical anisotropic structures

Our theoretical approach is based on the characterization of the samples through an effective medium theory (homogenization). Effective permittivity and permeability values can be associated with the EM wave propagation in the effective medium forming the cavity. In parallel, effective values of the bulk modulus and mass density can describe how sound waves can propagate in the effective medium filling the resonant cavity. Effective medium considerations are justified in both cases, since operation wavelengths are at least 10 times as high as the radial periodicity of the microstructure. Some effective parameter values can be extracted from the measured resonant frequencies of the cavities by first analyzing the field expressions for the closed cavities. The samples are modeled from the EM point of view for TM\(_z\) waves. This polarization configuration is equivalent to the scalar solution of the acoustic problem for the same sample. The fact that \(h_2\) is small precludes the possibility of having TE solutions. Let us also note that from the EM point of view, image theory predicts that the solution of the cavity problem is identical to the case of a double height \(2h_2\) cavity with a perfect electric symmetry boundary applied to the central plane of the metallic cavity. The total cavity is composed of the real cavity plus the image cavity having an upper corrugated surface. This double height cavity has identical behavior in its lower half than the real cavity.

Both problems share the wave nature of the respective solutions to a common tensor equation, i.e. the Helmholtz equation. It can be expressed in cylindrical coordinates for anisotropic media [25] respectively for EM (electric field) and acoustic (sound pressure) waves as:

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( \frac{r}{\mu_0} \frac{\partial E_z}{\partial r} \right) + \frac{1}{r^2 \mu_r} \frac{\partial^2 E_z}{\partial \theta^2} + \omega^2 \varepsilon_z E_z = 0, \tag{1}
\]

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( \frac{r}{\rho_\theta} \frac{\partial P}{\partial r} \right) + \frac{1}{r^2 \rho_r} \frac{\partial^2 P}{\partial \theta^2} + \omega^2 B^{-1} P = 0, \tag{2}
\]
Table 1. Comparative relations and parameters to solve the two-dimensional EM and acoustic wave problems in cylindrical coordinates. Relevant anisotropic parameters are ordered according to the correspondence between both application fields.

| Field | Boundary condition | Solution type | \( c_r \) | \( \gamma \) |
|-------|-------------------|---------------|----------|----------|
| P     | \( \partial \psi/\partial n = 0 \) | \( \psi(r, \theta; \omega) = \sum A_n J_{\gamma_n} \sqrt{B/\rho} \) | \( \sqrt{\rho_c/\rho} \) | \( \sqrt{\rho_c/\rho} \) |
| P     | \( \partial \psi/\partial r \bigg|_{r=r_{ext}} = 0 \) | \( \psi(r, \theta; \omega) = \sum A_n J_{\gamma_n} \sqrt{B/\rho} \sqrt{\rho_r/\rho_{\theta}} \) | \( \sqrt{\rho_c/\rho} \) | \( \sqrt{\rho_c/\rho} \) |
| TM\( z \rightarrow E_z \) | \( E_{||} = 0; H_{\perp} = 0 \) | \( E_{||} = 0; H_{\perp} = 0 \) | \( 1/\sqrt{\varepsilon_r \mu_0} \) | \( \sqrt{\mu_0 / \mu_r} \) |
| TE\( z \rightarrow H_z \) | \( E_{||} = 0; H_{\perp} = 0 \) | \( E_{||} = 0; H_{\perp} = 0 \) | \( 1/\sqrt{\varepsilon_\theta \mu_0} \) | \( \sqrt{\varepsilon_\theta / \varepsilon_r} \) |

where \( \omega \) is the angular frequency. These equations can be subsequently adapted to each field type taking into account the necessary boundary conditions that hold. These boundary conditions are what basically make the difference between both wave problems.

Table 1 describes for each type of wave the corresponding boundary condition associated with the metallic walls, the common solution type for a cylindrical cavity and the anisotropic parameters that can be used to characterize the expected anisotropy. These effective parameters are listed by column so it is possible to see the crossed relation between both application fields.

The cylindrical EM TM\( z \) problem has solutions given by the Bessel functions \( J(x) \) [26]. In that work [26], the solution is developed for the empty cavity. In terms of analysis, this cavity problem is a three-dimensional one with \( z \)-invariance. This configuration causes that only the TM\( z \) modes are supported as solutions and no TE\( z \) modes are allowed. Resonant frequencies of the different modes are related to the zeros of the Bessel functions.

Alternatively, the sound problem has solutions given by the derivatives of the Bessel functions \( J'(x) \), and this is due to the boundary condition applied to the metallic walls [24], considered a hard boundary condition (see table 1). In this case, resonant frequencies are related to the zeros of the derivatives of the Bessel functions.

Previous hypotheses on the solutions of the two cavity problems explain the basic differences between the bounded problems, i.e. in terms of resonance parameters. For example, this explains the different ordering of the resonant modes in the acoustic case in comparison with that of the EM case (see figure 2). Nevertheless, this study allows us to go one step further and recover some of the parameters related to the unbounded problems such as the propagation ones, i.e. effective medium parameters and dispersion diagrams. In particular, the target is analyzing anisotropic propagation characteristics where a number of similarities are demonstrated in the following.

Anisotropic propagation is basically characterized by a modification of the effective parameters related to the radial wave propagation direction. This was pointed out in the acoustic case [24] for radial speed of sound \( c_r \), and that analysis is not repeated here. At the same time, this is concomitant with virtually no change of the angular component of the complementary magnitude \( c_\theta \). The vector nature of the EM problem causes a comparable situation to be established taking into account that TM\( z \) waves have horizontally polarized \( H \)-field (with \( H_r \) and
$H_\theta$ components) and vertically polarized $E$-field (with an $E_z$ component). Therefore, relevant parameters are in this case radial and angular permeability values ($\mu_r$ and $\mu_\theta$) and the vertical component of the permittivity ($\epsilon_z$).

### 3.1. Parameter extraction from experimental results

An analytical approach based on a simplified assumption is our first route to address the anisotropy characterization due to cylindrical corrugations. This approach is based on the assumptions of previous works [24], and is now extended to the EM problem. The development of this model for the acoustic case is not repeated in this study but, for the sake of completeness of the multidisciplinary approach, the fundamental relations are recalled. The model is based on the analysis of a cylindrical multilayered structure, formed from two alternative types of layers. First, it assumes that the height ratio between the empty layers (denoted with subscript 2) and the corrugated layers (denoted with subscript 1) is translated to the effective permittivity values:

$$\epsilon_1 h_1 = \epsilon_2 h_2.$$  \hspace{1cm} (3)

Taking into account that, in each single layer, the light velocity should be unchanged, and also that $c_1^2 = 1/\epsilon_1 \mu_1 = c_2^2 = 1/\epsilon_2 \mu_2 = c_0^2$, we have

$$\mu_2 h_1 = \mu_1 h_2.$$  \hspace{1cm} (4)

It is worth noting that, although this assumption is based on a translation from a hypothesis of the acoustic problem [7, 8], a completely equivalent derivation can be performed from the impedance analysis of a parallel plate transmission line [26]. This is followed by a homogenization procedure [6] of the cylindrical multilayer structure to generate effective parameters basically taking into account the fraction of each zone (empty or corrugated) in the full structure. This gives

$$\mu_r = \frac{d \mu_1 \mu_2}{d_1 \mu_2 + d_2 \mu_1},$$  \hspace{1cm} (5)

$$\mu_\theta = \frac{d_1 \mu_1 + d_2 \mu_2}{d},$$  \hspace{1cm} (6)

$$\epsilon_z = \frac{d_1 \epsilon_1 + d_2 \epsilon_2}{d}.$$  \hspace{1cm} (7)

If the assumptions in (3) and (4) are translated to (5)–(7), the following expressions can be obtained for the effective parameters in cylindrical coordinates:

$$\mu_r = \frac{d_1 h_2}{d_1 h_1 + d_2},$$  \hspace{1cm} (8)

$$\mu_\theta = \frac{\mu_2}{d} \left( d_1 h_1 + d_2 \right),$$  \hspace{1cm} (9)

$$\epsilon_z = \frac{\epsilon_2}{d} \left( d_1 h_1 + d_2 \right).$$  \hspace{1cm} (10)
And it finally follows that

$$\gamma^2 = \frac{\mu_\theta}{\mu_r} = \frac{1}{d^2} \left( d_1 \frac{h_1}{h_2} + d_2 \right) \left( d_1 \frac{h_2}{h_1} + d_2 \right) = \frac{\rho_r}{\rho_\theta}. \quad (11)$$

Note that expression (11) completely coincides with the $\gamma$ definition for the acoustic case, since it depends only on geometrical parameters of the microstructure. This anisotropy coefficient $\gamma$ relates the radial wave propagation velocity $c_r$ and the angular wave propagation speed $c_\theta$:

$$c_\theta = \gamma c_r = c_0. \quad (12)$$

Note that according to the definition of $\gamma$, we also have only for the EM case:

$$\gamma = \sqrt{\mu_\theta \varepsilon_z} = n_{\text{eff}}, \quad (13)$$

with $n_{\text{eff}}$ being the effective refractive index of the homogenized medium along the radial propagation direction. This simple model therefore predicts identical anisotropy coefficients for both problems.

An equivalent procedure to that one introduced in previous works [24] allows the experimental extraction of the anisotropy coefficient for each of the higher modes ($m > 0$), starting from the radial speed $c_r$ obtained from the measured fundamental resonances ($m = 0$). This allows a comparison with the previously introduced analytical model. For the EM case, this speed is obtained through the following equation related to the first zero of $J_0(x)$:

$$c_{r_{\text{EM}}} = \frac{2\pi f_{\text{TM}01}r_{\text{ext}}}{2.405}, \quad (14)$$

which uses as input the measured resonant frequencies $f_{\text{TM}01}$ of the fundamental mode of each cavity. In the acoustic case, the radial sound speed was given by the expression:

$$c_{r_{\text{Ac}}} = \frac{2\pi f_{m=0}r_{\text{ext}}}{3.832}, \quad (15)$$

Then, the anisotropy coefficient $\gamma$ for the higher resonant modes is obtained by, respectively, solving numerically the transcendental equations:

$$J_{y_m}^{\text{EM}} \left( \frac{2\pi f_{\text{TM}01}r_{\text{ext}}}{c_{r_{\text{EM}}}} \right) = 0, \quad (16)$$

$$J_{y_m}^{\text{Ac}} \left( \frac{2\pi f_{m=0}r_{\text{ext}}}{c_{r_{\text{Ac}}}} \right) = 0, \quad (17)$$

where the product $\gamma m$ is not an integer number.

A summary of the values obtained for the different measured cavities is given in table 2. Note that radial speed decreases for higher corrugations (a smaller height ratio) up to a factor $2/3$ for $h_1/h_2 = 0.29$. In the empty cavity case ($h_1/h_2 = 1$), this extracted radial speed is virtually equal to the background speed ($c_0$ or $v_s$). In particular for the normalized radial speeds, comparison of both experiments gives very similar results. Anisotropy coefficients $\gamma_1$...
Table 2. Measured frequencies for the different resonant modes and extracted radial wave velocities and anisotropy coefficients.

| $h_1/h_2$ (GHz) | $f_{TM01}$ (GHz) | $c_r/c_0$ | $f_{TM11}$ (GHz) | $\gamma_1$ (GHz) | $f_{TM21}$ (GHz) | $\gamma_2$ (GHz) | $c_r/v_s$ | $\gamma_1$ | $\gamma_2$ |
|----------------|-----------------|-----------|-----------------|-----------------|-----------------|-----------------|-----------|-----------|-----------|
| 0.29           | 1.50            | 0.6793    | 2.78            | 1.4790          | 3.93            | 1.4675          | 0.6725    | 1.58      | 1.55      |
| 0.43           | 1.73            | 0.7835    | 3.03            | 1.2853          | 4.21            | 1.2857          | 0.7982    | 1.30      | 1.25      |
| 0.57           | 1.91            | 0.8650    | 3.21            | 1.1567          | 4.38            | 1.1503          | 0.8713    | 1.15      | 1.16      |
| 1.00           | 2.19            | 0.9918    | 3.51            | 1.0168          | 4.71            | 1.0143          | 0.9971    | 1.00      | 1.00      |

and $\gamma_2$, equivalent to effective indices for EM waves as pointed out above, are calculated for each of the higher modes $TM_{11}$ and $TM_{21}$. These values are compared to those of the first two acoustic modes [24]. These coefficients have very similar values for both higher modes. They follow the same decreasing trend as the height ratio is increased, down to the limit of 1 for the empty cavity case. An important conclusion from this comparison is that, despite the different operating conditions, we have obtained an analytical and experimental confirmation of the similar behavior of both types of waves in terms of their anisotropic propagation characteristics.

3.2. Parameter extraction from numerical simulations

In a first stage, we have simulated the characterized samples with a full-wave finite element method solver [27] that allows the twofold analysis. Figure 2 already displayed the simulated transmission spectra and compared them with the measured results. A reasonable comparison is there obtained in both experiments. It is also significant that the numerical results allow identifying additional modes hidden in the experimental acoustic transmission spectra (see the $q = 3$ mode for the $h_1/h_2 = 0.29$ sample). From those data, the variation of the resonant frequency of each mode can be plotted as a function of the height ratio. Figure 3 compares the measured and simulated frequencies of the different resonant mode types as a function of the height ratio.

Excellent agreement is observed between the simulated resonant frequencies and the measured ones. Anisotropy presents differences between the modes: the EM mode with higher radial order, $TM_{02}$, is more affected; this also happens with the $q = 0$ acoustic mode. Additionally, these results clearly confirm that the lower frequency modes with unitary radial order, $n = 1$, are equally affected by anisotropy.

In a second stage, a standard extraction technique [28] has been employed to retrieve the effective parameters of the homogenized structure from transmission and reflection coefficients. These coefficients are obtained for both fields, through the finite element method [27], by using an ‘equivalent unit-cell’ (see the inset of figure 4). Analyses are performed for the radial, as well as for the angular propagation directions. Extraction of effective parameters for a radial propagation direction proves that there are both electric and magnetic activities (see figure 4). These extracted parameters have a direct equivalence and closely correspond to the effective acoustic parameters. Each set of parameters is extracted from the same basic procedure applied to the respective acoustic [29] or EM [28] numerical results. The reported values are extracted at 1 kHz and 1 GHz, respectively, the lowest measured and simulated frequencies.
Figure 3. Measured (symbols) and simulated (lines) resonant frequencies for the different resonant modes in the corrugated cavities as a function of the ratio $h_1/h_2$, where $h_2$ is the total cavity height and $h_1$ is the free height above the corrugations (upper panel: EM results; lower panel: acoustic results).

From the EM point of view, magnetic activity is quite reduced, with relative permeability values (as a function of the corrugation height) positive and slightly smaller than one. This magnetic activity is exclusively due to the fact that the corrugation has a finite thickness [30]. Additional simulation results (not shown in this work) prove that parameter $d_1$ directly influences the magnetic response, which disappears when $d_1$ is tending to zero (no thickness corrugation). These results are based on full-wave simulations, but are in agreement with the equivalent circuit interpretation of a capacitive obstacle [30]. In this equivalence, the magnetic activity, due to the finite thickness of the obstacle-corrugation, is reported as a series inductance connected to the shunt capacitance associated with the height of the obstacle. This second element provides the fundamental capacitive behavior, generating hence the electric response. Figure 4 shows that the electric response ($\varepsilon$) is enhanced with decreasing height ratio $h_1/h_2$. An equivalent discussion can be established in terms of the effective acoustic parameters.

Figure 5 summarizes the parameter extractions performed as the $h_1/h_2$ ratio is increased from 0.14 up to 1 (empty cavity) from three points of view: measurements, numerical results and analytical model. Wave propagation velocity results are normalized with respect to the background wave speed (light in vacuum $c_0 = 3 \times 10^8$ m s$^{-1}$ and sound in air $v_s = 341$ m s$^{-1}$). The predicted anisotropy from the numerical results is relatively higher than that predicted.
Figure 4. Extracted relative parameters for both acoustics (lines) and EM (symbols) and their equivalence relations for radial wave propagation. The inset displays the unit cell characteristic dimensions and EM excitation wave for the radial direction analysis.

Figure 5. Extracted effective parameters from the measured results (EM: full symbols; acoustic: empty symbols), numerical simulations (both regimes, solid lines) and analytical model (both regimes, dashed lines). Normalized (with respect to $c_0$ and $v_s$) parameters represent the anisotropic coefficient $\gamma$, the angular propagation velocity $c_\theta$ and the radial propagation velocity $c_r$.

by the simple analytical model previously introduced. Actually, it is much closer to the parameters extracted from the measured frequencies. The values of $\gamma$ follow a decreasing trend as $h_1/h_2$ is increased, which is consistent with the predicted behavior from the analytical model. Nevertheless, both curves (numerical and analytical) do not match exactly basically due to
Figure 6. Normalized (with reference to $c_0$ or $v_s$ respectively) dispersion diagram for radial and angular propagation constants. Symbols represent the full wave finite element method numerical results; solid lines are plotted from extracted parameters taking into account the anisotropy coefficient $\gamma$ for the radial propagation direction; dashed lines are plotted from the analytical solution (see the appendix) of the eigenvalue unit cell problem (for the $h_1/h_2$ ratio of each resonant cavity).

the simplicity of the analytical model that rather gives a qualitative approximation. As in the acoustic case [31], the analytical model underestimates the measured results that are obviously better matched by the full-wave numerical results. The analytical model is based on two simple assumptions summarized in equations (3)–(7). These assumptions mean in fact modeling a single dominant mode propagating through the structure, instead of considering the multiple scattering components (i.e. evanescent modes) generated by the corrugation. The numerical results have been calculated again at the respective frequencies 1 kHz and 1 GHz. However, it is important to note that the EM experimental results do match very closely those measured in the acoustic case. Calculation of the experimental angular wave velocity is here also determined by $c_\theta = \gamma c_r$. The fact that this $c_\theta$ result recovers the light velocity in vacuum $c_0$ or the sound speed in air $v_s$, with very minor errors, supports the extraction approach.

Finally, a further analysis of the effective medium parameters has been performed with the purpose of validating the homogenization approach in terms of quantifying the propagation anisotropy. Hence, the unbounded (periodic) medium has been analyzed in terms of its unit cell in the radial direction (see the inset of figure 6). Taking advantage of the numerical results, a dispersion diagram has been extracted by two methods. Firstly, an analytical solution has been developed from a mode matching technique (for details, see the appendix), whose results are plotted as dashed lines in figure 6. Secondly, a finite element solution has been generated by solving numerically the eigenvalue problem of a ‘unit cell’ and using the Bloch theorem with periodical boundary conditions on the side walls of the simulation domain. The two principal propagation directions have been analyzed corresponding to $k_r$ and $k_\theta$ wave vectors (see the inset of figure 6). The phase difference between the parallel faces perpendicular to the wave vectors is varied and an eigenfrequency is obtained for each case (plotted with symbols).
For the $k_\theta$ direction, all curves lie on the same position and effectively match the ‘air line’ defining the radiation cone. Finite element solutions for the acoustical problem and the EM problem differ only by about 0.5% in terms of the calculated frequency points of the dispersion diagram. This difference is attributed to the numerical error in the simulations. Additionally, for the radial direction $k_r$, linear dispersion relations are plotted from the extracted values of figure 4 (numerical simulations based on transmission/reflection coefficients). It is evident that the model based on the extracted anisotropy coefficient can be compared accurately in the lower portion of the frequency spectrum with the eigenvalue or analytical solutions. The agreement is weaker as the frequency increases, basically due to the fact that at higher frequencies homogenization conditions no longer apply to this propagation structure. The deviation of the effective medium approach (solid lines in figure 6) from the full-wave approach (symbols and dashed lines in figure 6) is directly observable as the frequency increases, therefore giving an estimate of the maximum frequency at which the homogenization remains meaningful. On top of this result obtained from direct observation of the comparative graph, an upper limit could be set for the effective medium description. The upper frequency limit should be based on the fact that the microscopic spatial distributions of fields and polarization currents are slowly varying between adjacent unit cells. This is a key requisite for homogenization. With the condition $k_r d < 1$, the lattices can be considered as optically dense, although not quasi-static, and they can be adequately modeled by an equivalent continuous medium. At least, for the worst case scenario ($h_1/h_2 = 0.29$), the $k_r d < 1$ condition is fulfilled up to a normalized frequency of $\omega d/c = 0.55$. This value is approximately equivalent to $f = 5$ GHz for the EM case and $f = 6$ kHz for the acoustic case.

3.3. Loss analysis in anisotropic structures

The main drawback associated with anisotropy generated by corrugated surfaces in both acoustic and EM waves is the loss increase concomitant with the ‘anisotropy increase’. The higher the corrugation heights, the higher the losses in wave propagation. A first step in the analysis of the loss increase as a consequence of increasing anisotropy of the propagation medium formed by the corrugated structure, is linked to the extraction of the imaginary part of the propagation constant related to the attenuation of waves. The complex propagation constant can be defined, taking into account attenuation of the propagating wave, as $k = \beta - j \alpha$, with the phase constant $\beta$ already assessed in the previous section. The attenuation constant $\alpha$ reflects the amount of loss due to the non-ideal materials employed in the corrugated structure. In particular for the EM case, finite conductivity of aluminum in both the top and bottom plates and the corrugations cause there to be an intrinsic loss in the medium ($\sigma_{alu} = 3.8 \times 10^7$ S m$^{-1}$ in the simulations). The amount of loss is calculated per unit cell from the full wave simulations and is summarized in figure 7. It is calculated from simulations corresponding to the fabricated samples with different ratios of $h_1/h_2$. It can be seen that, in the absence of corrugations, losses increase approximately as the square root of frequency, a behavior typically associated with the finite conductivity of metals at microwaves. Moreover, as the corrugations increase (lower $h_1/h_2$ ratios), the effect, in terms of loss, increases and is added to the intrinsic metallic loss.

The loss increase is in any case observable for both EM and acoustic waves and therefore an experimental assessment of this fact is now addressed. In the case of bounded cavities, it is directly observable through the estimation of the quality factors of the different resonances as
Figure 7. Normalized (with reference to $c_0$) dispersion diagram for radial EM attenuation constants. Solid lines are plotted from extracted parameters for different $h_1/h_2$ ratios.

Table 3. Estimated EM and acoustic $Q$-factors from measured and simulated resonant frequencies. Note that modes are ordered taking into account their respective resonance frequencies (normalized frequency value $\omega d/c$ in parentheses).

| $h_1/h_2$ | EM Measured | EM Simulated | Acoustic Measured | Acoustic Simulated |
|-----------|-------------|--------------|-------------------|--------------------|
|           | $Q_{m=0}$  | $Q_{m=1}$   | $Q_{m=0}$         | $Q_{m=1}$         |
| 0.29      | 113(0.19)  | 120(0.35)   | 132(0.19)         | 150(0.35)         |
| 0.43      | 243(0.22)  | 262(0.38)   | 1636(0.22)        | 1989(0.38)        |
| 0.57      | 479(0.24)  | 546(0.40)   | 1996(0.24)        | 2480(0.40)        |
| 1.00      | 725(0.28)  | 784(0.44)   | 3565(0.28)        | 4499(0.44)        |

$h_1/h_2$ is varying. It can be measured that $Q$-factors of the different resonances decrease with increasing anisotropy. A simple calculation is used to estimate very roughly the $Q$-factors of each resonance from the measured transmission spectra. The $Q$-factor estimation is performed with the ratio of the central resonance frequency to the fractional bandwidth:

$$Q = \frac{f}{\Delta f_{-3\text{dB}}}.$$  \hspace{1cm} (18)

The results are summarized in table 3. In both cases and as the ratio $h_1/h_2$ decreases, a significant reduction in $Q$-factors for the measured and simulated resonant frequencies can be deduced. This fact is a consequence of the metallic surface increase as corrugations have increased height and this is the main drawback of this approach. The evolution for the EM case is even more pronounced than that for the acoustic case.
Let us note that depending, on the one hand, on the exact position of the excitation and probing elements and, on the other, on the field pattern symmetry of the mode, it may be easier or not to calculate the $Q$-factor value from the measured and simulated spectra using equation (18). For modes with $m = 1, 2$, the resonances degenerate and it becomes difficult to perform a correct determination of the $Q$-factor. For that reason, the $Q$-factors from numerical results of the EM case have been directly obtained from eigenvalue simulations of a closed cavity. These values can therefore be considered as an upper threshold with respect to actual estimations. Nevertheless, for the experimental values and also for simulation spectra in the acoustic case, they have been estimated using equation (18). The results show a significant reduction in the measured quality factors with respect to the theoretical ones (especially in the EM case). The important differences between numerical and experimental results may be explained by a number of reasons: lower conductivity value of the actual aluminum employed for the samples, imperfect surface roughness, influence of the excitation and probing elements, and so on.

However, the same qualitative trend is clearly indicated by both measured and simulated quality factors. The quality factor values for each resonant mode are degraded with an increase of the corrugation heights. The loss increase is, in both cases, a fundamental drawback of these effective anisotropic metamaterials.

4. Conclusions

A multidisciplinary analysis of resonant cylindrical cavities with anisotropic characteristics has been performed from both acoustic and EM points of view. The approach employed is based on the characterization of the samples through an effective medium theory (homogenization). This procedure allows comparing directly effective medium parameters in terms of radial and angular wave propagation velocities between both application fields that define anisotropic behavior. An analytical model based on simple aspect geometrical ratios is used to assess the anisotropic characteristics of wave propagation media composed of cylindrical corrugated structures. This simple model qualitatively predicts the measured quantities in terms of the radial wave velocity and effective refractive index. Additionally, standard parameter extraction procedures confirm the qualitative behavior predicted by the analytical model. As has been stressed previously [15], the differences observed between acoustic waves and their EM counterparts in two dimensions mainly come from the differences in the boundary conditions of the bounded problems. These differences explain the observed behavior of the resonant parameters. However, in the case of the effective medium parameters corresponding to the unbounded media (propagation constants) an important conclusion is also that anisotropy effects derived from the cylindrical corrugation are quantitatively equivalent for both application fields. This multidisciplinary analysis opens the path for the design of devices based on an integrated approach to both types of phenomena.
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Figure A.1. Schematic diagram of a periodic structure made of alternative air layers with different heights and lengths forming the corrugated propagation medium.

Appendix

The unit cell to analyze is made of two alternative layers (air regions with different heights) bounded by metallic plates at the top and at the bottom. Region I has a height $h_1$ and a length $d_1$, while region II has a height $h_2$ and a length $d_2$ (see figure A.1).

The pressure field in each layer can be expressed as a combination of plane waves:

$$p^I(x, z, \omega) = \sum_k (a_{nk} e^{ik^I_k(x-nd)} + b_{nk} e^{-ik^I_k(x-nd)})\Phi^I_k(z),$$

$$p^{II}(x, z, \omega) = \sum_l (c_{nl} e^{ik^{II}_l(x-nd)} + d_{nl} e^{-ik^{II}_l(x-nd)})\Phi^{II}_l(z),$$

where

$$k^I_k = \sqrt{\left(\frac{\omega}{c}\right)^2 + \left(\frac{k\pi}{h_1}\right)^2},$$

and

$$k^{II}_l = \sqrt{\left(\frac{\omega}{c}\right)^2 + \left(\frac{l\pi}{h_2}\right)^2}$$

are the respective wave numbers, $\Phi^I_k(z)$ represent the vertical mode autofunctions and $d = d_1 + d_2$. A mode matching analysis is employed. In the interface between the two layers, the pressure continuity and the pressure variation continuity conditions are imposed.

The pressure continuity condition imposes that the vertical mode projection of regions II and I over region I, in $0 < z < h_1$, must be equal:

$$\int_0^{h_1} p^I(x, z, \omega)|_{x_i}\Phi^I_s(z)dz = \int_0^{h_1} p^{II}(x, z, \omega)|_{x_i}\Phi^{II}_s(z)dz.$$ 

Additionally, the pressure variation continuity forces the equality of the vertical mode projections over region II when $0 < z < h_2$.

$$\int_0^{h_2} \frac{\partial p^I(x, z, \omega)}{\partial x}|_{x_i}\Phi^I_s(z)dz = \int_0^{h_2} \frac{\partial p^{II}(x, z, \omega)}{\partial x}|_{x_i}\Phi^{II}_s(z)dz.$$
The functions $\Phi^I_s(z)$ and $\Phi^{II}_s(z)$ are then defined as

$$
\Phi^I_s(z) = \begin{cases} 
\frac{1}{\sqrt{h_1}} \cos \left( \frac{s \pi}{h_1} z \right), & s = 0, \\
\sqrt{\frac{2}{h_1} \cos \left( \frac{s \pi}{h_1} z \right)}, & s \neq 0,
\end{cases}
$$

$$
\Phi^{II}_s(z) = \begin{cases} 
\frac{1}{\sqrt{h_2}} \cos \left( \frac{s \pi}{h_2} z \right), & s = 0, \\
\sqrt{\frac{2}{h_2} \cos \left( \frac{s \pi}{h_2} z \right)}, & s \neq 0.
\end{cases}
$$

Both conditions are imposed at the two interfaces ($x = (n-1)d$ and $x = nd - d_1$).

$$
da_{(n-1)s} + b_{(n-1)s} = \sum_l G_{sl} (c_{nl} e^{-ikld_1} + d_{nl} e^{ikld_1}),
$$

$$
\sum_k k^I_s G'_{sk} (a_{(n-1)k} - b_{(n-1)k}) = k^II_s \left( c_{ns} e^{-ikld_1} - d_{ns} e^{ikld_1} \right),
$$

$$
a_{ns} e^{-ikld_1} + b_{ns} e^{ikld_1} = \sum_l G_{sl} (c_{nl} e^{-ikld_1} + d_{nl} e^{ikld_1}),
$$

$$
\sum_k k^I_s G'_{sk} (a_{ns} e^{ikld_1} - b_{ns} e^{-ikld_1}) = k^II_s \left( c_{ns} e^{ikld_1} - d_{ns} e^{-ikld_1} \right),
$$

where $G_{sl} = \int_0^{h_1} \Phi^{II}_l(z) \Phi^I_s(z) dz$ and $G'_{sk} = \int_0^{h_1} \Phi^I_k(z) \Phi^{II}_s(z) dz$.

$$
G_{sl} = \begin{cases} 
\sqrt{\frac{h_1}{h_2}}, & l = 0, \ s = 0, \\
0, & l = 0, \ s \neq 0, \\
\sqrt{\frac{2h_1}{h_2} \text{sinc} \left( \frac{l h_1}{h_2} \pi \right)}, & l \neq 0, \ s = 0, \\
\sqrt{\frac{h_1}{h_2}} \left( \text{sinc} \left( \frac{l h_1 + s h_2}{h_2} \pi \right) + \text{sinc} \left( \frac{l h_1 - s h_2}{h_2} \pi \right) \right), & l \neq 0, \ s \neq 0,
\end{cases}
$$

$$
G'_{sk} = \begin{cases} 
\sqrt{\frac{h_1}{h_2}}, & k = 0, \ s = 0, \\
\sqrt{\frac{2h_1}{h_2} \text{sinc} \left( \frac{s h_1}{h_2} \pi \right)}, & k = 0, \ s \neq 0, \\
0, & k \neq 0, \ s = 0, \\
\sqrt{\frac{h_1}{h_2}} \left( \text{sinc} \left( \frac{k h_2 + s h_1}{h_2} \pi \right) + \text{sinc} \left( \frac{k h_2 - s h_1}{h_2} \pi \right) \right), & k \neq 0, \ s \neq 0.
\end{cases}
$$
This four-equation system can be rewritten as the following equations, which link the modes in three consecutive layers:

\[
\begin{bmatrix}
I(k, k) & I(k, k) \\
k_l G'_{k_l} & -k_l G'_{k_l}
\end{bmatrix}
\begin{bmatrix}
a_{n-1} \\
b_{n-1}
\end{bmatrix}
= \begin{bmatrix}
G_{kl} e^{-ik_d} & G_{kl} e^{ik_d} \\
I(l, l)k_l^I e^{-ik_d} & -I(l, l)k_l^I e^{ik_d}
\end{bmatrix}
\begin{bmatrix}
c_n \\
d_n
\end{bmatrix},
\]

\[
\begin{bmatrix}
I(k, k) e^{-ik_d} & I(k, k) e^{ik_d} \\
k_l G'_{k_l} e^{-ik_d} & -k_l G'_{k_l} e^{ik_d}
\end{bmatrix}
\begin{bmatrix}
a_n \\
b_n
\end{bmatrix}
= \begin{bmatrix}
G_{kl} e^{-ik_d} & G_{kl} e^{ik_d} \\
I(l, l)k_l^I e^{-ik_d} & -I(l, l)k_l^I e^{ik_d}
\end{bmatrix}
\begin{bmatrix}
c_n \\
d_n
\end{bmatrix}.
\]

It is possible to assemble these two matrix equations by eliminating the term \( \frac{c_n}{d_n} \) and write the relation between two similar consecutive regions:

\[
\begin{bmatrix}
a_n \\
b_n
\end{bmatrix}
= [M]
\begin{bmatrix}
a_{n-1} \\
b_{n-1}
\end{bmatrix}.
\]

According to the Bloch periodic wave condition, it can be rewritten as an eigenvalue problem:

\[
[M]
\begin{bmatrix}
a_{n-1} \\
b_{n-1}
\end{bmatrix}
= e^{-ikd}
\begin{bmatrix}
a_n \\
b_n
\end{bmatrix}.
\]

Finally, the following equation gives the dispersion relation between \( \beta \) and \( k \):

\[
\beta(\omega) = \frac{i}{d} \ln(e^{-ikd}).
\]
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