ABSTRACT. This paper addresses and establishes some of the fundamental barriers in the theory of computations and finally settles the long standing computational spectral problem.

Due to the barriers presented in this paper, there are many problems, some of them at the heart of computational theory, that do not fit into the classical frameworks of complexity theory. Hence, we are in need for a new extended theory of complexity, capable of handling these new issues. Such a theory is presented in this paper. Many computational problems can be solved as follows: a sequence of approximations is created by an algorithm, and the solution to the problem is the limit of this sequence (think about computing eigenvalues of a matrix for example). However, as we demonstrate, for several basic problems in computations (computing spectra of infinite dimensional operators, solutions to linear equations or roots of polynomials using rational maps) such a procedure based on one limit is impossible. Yet, one can compute solutions to these problems, but only by using several limits. This may come as a surprise, however, this touches onto the definite boundaries of computational mathematics. To analyze this phenomenon we use the Solvability Complexity Index (SCI). The SCI is the smallest number of limits needed in order to compute a desired quantity. In several cases (spectral problems, inverse problems) we provide sharp results on the SCI, thus we establish the absolute barriers for what can be achieved computationally. For example, we show that the SCI of spectra and essential spectra of infinite matrices is equal to three, and that the SCI of spectra of self-adjoint infinite matrices is equal to two, thus providing the lower bound barriers and the first algorithms to compute such spectra in two and three limits. This finally settles the long standing computational spectral problem. We also show that the SCI of solutions to infinite linear systems is two.

Moreover, we establish barriers on error control. We prove that no algorithm can provide error control on the computational spectral problem or solutions to infinite-dimensional linear systems. In particular, one can get arbitrarily close to the solution, but never knowing when one is "epsilon" away. This is universal for all algorithms regardless of operations allowed. In addition, we provide bounds for the SCI of spectra of classes of Schrödinger operators, thus we affirmatively answer the long standing question on whether or not these spectra can actually be computed. Finally, we show how the SCI provides a natural framework for understanding barriers in computations. It has a direct link to the Arithmetical Hierarchy, and in particular, we demonstrate how the impossibility result of McMullen on polynomial root finding with rational maps in one limit, and the framework of Doyle and McMullen on solving the quintic in several limits, can be put in the SCI framework.
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Let us start with the old and famous computational problem: can one compute the zeros of a polynomial by using only finitely many arithmetic operations and radicals of the polynomial coefficients? The answer is of course well known: yes, if the degree is less than five, no, if the degree is five or higher. However, what if we are also allowed to pass to a limit? In particular, can one construct a sequence of sets, where the construction of each element requires finitely many arithmetic operations and radicals, such that this sequence converges to the zeros of the polynomial? Indeed, the answer is yes, and this gives us a technique to compute zeros of polynomials (through a limiting process). Given the equivalence between roots of polynomials and spectra of matrices, this also provides a way of computing eigenvalues of matrices, given the matrix values. But what happens if the matrix becomes infinite (as an operator on $l^2(\mathbb{N})$): can one then compute the spectrum by using finitely many arithmetic operations and radicals and then pass to the limit as in the finite-dimensional case?

Consider another fundamental computational problem. Given a Schrödinger operator $H = -\Delta + V$ that is defined on some appropriate domain so that the spectrum is uniquely determined by the potential, can one compute the spectrum by using arithmetic operations and radicals on the point samples $V(x)$ where $x \in \mathbb{R}^d$ and then take limits? Note that this problem differs from the matrix problem in that one can only access $V(x)$ and not matrix elements.

The former problem was only recently partially solved affirmatively in [49]. However, the computation in this case is done with three limits, not one as is needed in the finite-dimensional case. This begs the question: is this a barrier that cannot be broken, does one really need several limits to do the computation? Given that the former problem was only recently partially solved, it is not a surprise that the latter problem is still open (although solutions exist in some special cases). It is an intriguing observation that it is more than eighty years since Schrödinger won his Nobel Prize in physics, yet how to compute spectra of arbitrary Schrödinger
operators is still unknown. The key question is therefore: can this be done with a finite number of limits (as in the matrix case), and if so what is the smallest number of limits needed?

Let us consider another basic problem in computation. What if we want to compute a root of a polynomial, however we are not allowed to use radicals, but rather a rational map applied iteratively (such as Newton’s method). The problem with Newton’s method is that it may not converge. This problem prompted S. Smale \cite{Smale} to ask whether there exists an alternative to Newton’s method, namely, a purely iterative generally convergent algorithm (see Section 8 for definition). Smale asked: “Is there any purely iterative generally convergent algorithm for polynomial zero finding?” His conjecture was that the answer is ‘no’. This problem was settled by C. McMullen in \cite{McMullen} as follows: yes, if the degree is three; no, if the degree is higher (see also \cite{Doyle, McMullen}). However, in \cite{Doyle} P. Doyle and C. McMullen demonstrated a striking phenomenon: this problem can be solved in the case of the quartic and the quintic using several limits. In particular, they provide a construction such that, by using several rational maps and independent limits, a root of the polynomial can be computed.

It turns out that the examples above touch onto the absolute barriers in the theory of computations. In particular, many of these highly important problems cannot be solved by passing to a single limit, however, they can be solved by using several limits. This is a rather intriguing phenomenon and is important as more limits make the computations more complex. In this paper we provide a unifying framework for these kinds of questions by introducing a general concept of the Solvability Complexity Index (SCI) and towers of algorithms. This is done by generalizing the frameworks in \cite{McMullen} and \cite{Doyle}. The SCI of a computational problem is the least amount of limits needed in order to compute the desired quantity, given a certain set of allowed operations. Many of the basic computational problems (from the insolvability of the quintic and the negative answer to Smale’s question, to questions on computing spectra of infinite matrices or Schrödinger operators, solutions to linear systems and even the Arithmetical Hierarchy) fit into this abstract framework. Moreover, we provide sharp bounds on the SCI for several of these problems and thus demonstrate solutions to - and barriers for - fundamental questions in computational mathematics. Some of the highlights are the following.

Main results:

(i) It is impossible to compute spectra and essential spectra of infinite matrices in less than three limits. This is universal for all algorithms regardless of the operations allowed (arithmetic operation, radicals etc). The only assumption on the algorithms is that they can only read a finite amount of information in each iteration step. This implies that even if there had existed an algorithm that could compute the spectrum of a finite dimensional matrix using finitely many arithmetic operations (of course no such algorithm exists), one could still not compute the spectrum of an infinite matrix in less than three limits. However, it is possible to compute spectra and essential spectra in three limits when allowing arithmetic operations of complex numbers. This finally settles the general computational spectral problem as considered in \cite{McMullen}.

(ii) It is impossible to compute spectra of self-adjoint infinite matrices in less than two limits. This is, as above, universal and regardless of the operations allowed. However, it is possible to compute spectra of matrices with controlled growth on their resolvent in two limits (this then includes normal operators). It is possible to compute spectra of tridiagonal self-adjoint infinite matrices in one limit, but getting the essential spectrum is impossible, for that one needs two limits.

(iii) One can compute spectra of all non-normal Schrödinger operators with bounded potential with bounded local total variation in two limits. If the operator is normal the number of limits is one (actually we prove much more, only knowledge on the growth of the resolvent is needed). If the potential blows up at infinity, the spectrum can be computed in one limit, regardless of non-normality. This establishes an affirmative answer to the long standing problem of computing spectra of Schrödinger
operators for a vast class of potentials. Note that the techniques used here also pave the way for even more classes of potentials.

(iv) It is impossible to compute the solution to a general infinite linear system in one limit (this is universal for all algorithms regardless of the operations allowed), yet it is possible in two. The same goes for the problem of computing the norm of the inverse of an infinite matrix. For matrices with known/controllable off diagonal decay, one can compute the solution to a linear system in one limit.

(v) Many problems that have SCI greater than one can never be computed with error control. In other words it is impossible to design an algorithm that can compute an approximation to the solution and know when one is “epsilon” away from the true solution. This is the case of many spectral problems and also the case for solutions to linear systems. Thus, in these cases, no-one can ever know with certainty, how close the computation is to the true solution. This is a universal statement for any possible algorithm.

(vi) The SCI framework provides a new complexity theory for problems that do not fit into the existing complexity theories. In particular, current complexity theory cannot handle problems that requires several limits in the computation. We predict that this class of problems is vast, although this paper only exhibit a subset of this potentially big class. However, it already contains some of the core problems in computations such as spectral problems and inverse problems as well as polynomial root finding with rational maps.

Note also that the SCI concept addresses the basic problem of computing with limits (Problem 5, p. 43, [12]) as posed by Blum, Shub and Smale.

(vii) When considering decision problems there is a clear connection between the SCI and the Arithmetical Hierarchy. In particular, the $\Delta_m$ sets in the Arithmetical Hierarchy can equivalently be characterised in term of the SCI. Thus, one may view the SCI as a classification tool that is a generalisation of this complexity hierarchy to arbitrary computational problems. The link to the Arithmetical Hierarchy implies that the SCI can become arbitrarily large, i.e. for any $k \in \mathbb{N}$ there is a problem such that the SCI is equal to $k$.

Remark 1.1 (Polynomial time algorithms and implementation). Note that all upper bounds on the SCI provided in this paper are proved constructively and hence yield actual implementable algorithms that can be used in practice. Moreover, all of them are indeed fast, meaning that the output produced, for each step of the iterations, is done in polynomial time in the number of input the algorithm reads. For actual implementations see [50]. See also [48, 49].

Remark 1.2 (Existing complexity theory vs. the Solvability Complexity Index). Note that, without going into details, classical complexity theory can essentially be summed up by the following two classes of problems:

(I) The problem can be solved in finite time, and the task is to analyze how difficult this is. The complexity theory of these types of problem hosts the famous “P versus NP” problem that is one of the major open problems in mathematics today [99].

(II) The problem cannot be solved in finite time, however, it can be solved by computing a sequence of approximations, and the solution to the problem is the limit of the approximations. The task is to analyze the difficulty of carrying out the approximation procedure. The complexity theory of such problems contains famous questions, among them Smale’s 17th problem [7, 23], and a very rich mathematical theory [11, 24, 90, 93, 92]. The field of information based complexity theory [71, 74, 96] is devoted specifically to these types of problems.
The key issue is that, as this paper establishes, there are fundamental barriers that prevent many problems at the heart of computational theory from fitting into the above frameworks. In particular, there is a third class of problems.

(III) The problem cannot be computed by approximations and then passing to a limit, however, it can be computed by approximations and then passing to several limits.

The theory of the Solvability Complexity Index offers a new view of complexity theory that bridges this gap. The theory is very flexible and does indeed incorporate the classical approaches. In particular, the class I discussed above is included in the set of problems that have SCI equal to zero, and the class II is included in the set of problems with SCI equal to one. This new extended complexity theory does not have to assume a machine (although it certainly can, as discussed in Section 7.2 like the Turing machine [98] or a Blum-Shub-Smale machine [12]. The theory of the SCI and towers of algorithms only specify which mathematical operations are allowed. This allows essentially most computational problems into this framework ranging from analysis to recursion theory.

Remark 1.3 (The SCI and a new classification theory). Note that although this paper establishes several classification results with the SCI, it leaves a vast set of open problems. In particular, one must now classify all problems according to their SCI. And it is of utmost importance to get an understanding of what kind of structure and extra information that allows one to lower the index. We predict that the class of problems with SCI greater than one is vast, see Section 9 for details.

How to read the paper: For the reader only interested in the main results, Section 2 is the only prerequisite. The following sections after Section 2 present the main results from different parts of mathematics, however, these are completely self-contained. If the reader is interested in the proof techniques, an easy introduction is in the proofs of some of the basic decision problems. Thus, Section 7.1 is a good start followed by Section 14.

2. THE SOLVABILITY COMPLEXITY INDEX AND TOWERS OF ALGORITHMS

Throughout this paper we assume the following:

(2.1a) \( \Omega \) is some set, called the primary set,

(2.1b) \( \Lambda \) is a set of complex valued functions on \( \Omega \), called the evaluation set,

(2.1c) \( \mathcal{M} \) is a metric space,

(2.1d) \( \Xi \) is a mapping \( \Omega \to \mathcal{M} \), called the problem function.

The set \( \Omega \) is essentially the set of objects that give rise to our computational problems. It can be a family of matrices (infinite or finite), a collection of polynomials, a family of Schrödinger (or Dirac) operators with a certain potential etc. The problem function \( \Xi : \Omega \to \mathcal{M} \) is what we are interested in computing. It could be the set of eigenvalues of an \( n \times n \) matrix, the spectrum of a Hilbert (or Banach) space operator, root(s) of a polynomial etc. Finally, the set \( \Lambda \) is the collection of functions that provide us with the information we are allowed to read, say matrix elements, polynomial coefficients or pointwise values of a potential function of a Schrödinger operator, for example.

In most cases it is convenient to consider a metric space \( \mathcal{M} \), however, in the case of polynomials it may be more useful to use a pseudo metric space (see Example 2.1 (III) ). To explain this rather abstract setup in 2.1, we commence with the following examples:

Example 2.1. (I) (Spectral problems) Let \( \Omega = B(\mathcal{H}) \), the set of all bounded linear operators on a separable Hilbert space \( \mathcal{H} \), and the problem function \( \Xi \) be the mapping \( A \mapsto \text{sp}(A) \) (the spectrum of...
A). Here \((\mathcal{M}, d)\) is the set of all compact subsets of \(\mathbb{C}\) provided with the Hausdorff metric \(d = d_H\) (defined precisely in (3.1)). The evaluation functions in \(\Lambda\) could for example consist of the family of all functions \(f_{i,j} : A \mapsto \langle A e_j, e_i \rangle\), \(i, j \in \mathbb{N}\), which provide the entries of the matrix representation of \(A\) w.r.t. an orthonormal basis \(\{e_i\}_{i \in \mathbb{N}}\). Of course, \(\Omega\) could be a strict subset of \(\mathcal{B}(\mathcal{H})\), for example the set of self-adjoint or normal operators, and \(\Xi\) could have represented the pseudo spectrum, the essential spectrum or any other interesting information about the operator.

**II (Inverse problems)** Let \(\Omega = \mathcal{B}_{inv}(\mathcal{H}) \times \mathcal{H}\), where \(\mathcal{B}_{inv}(\mathcal{H})\) denotes the set of all bounded invertible operators on \(\mathcal{H}\), and let the problem function \(\Xi\) be the mapping \((A, b) \mapsto A^{-1} b\), which assigns to a linear problem \(Ax = b\) its solution \(x\). The metric space \(\mathcal{M}\) would simply be \(\mathcal{H}\) and \(\Lambda\) the collection of mappings \(\{f_{i,j}\}_{i,j \in \mathbb{Z}_+}\) where \(f_{i,j} : (A, b) \mapsto \langle A e_j, e_i \rangle\) for \(j \in \mathbb{N}\) and \(f_{i,0} : (A, b) \mapsto \langle b, e_i \rangle\). Also here \(\Omega\) could consist of operators with specific properties (off diagonal decay, self-adjointness, isometric properties).

**III (Polynomial root finding)** Let \(\Omega = \mathbb{P}_s\), the set of polynomials of degree \(\leq s\) over \(\mathbb{C}\) and let the problem function \(\Xi\) be the mapping \(p \mapsto \{\alpha \in \mathbb{C} \mid p(\alpha) = 0\}\) (the roots of \(p\)). Let \((\mathcal{M}, d)\) denote the collection of finite sets of points in \(\mathbb{C} = \mathbb{C} \cup \{\infty\}\) equipped with the pseudo metric \(d : \mathcal{M} \times \mathcal{M} \rightarrow [0, \infty]\), defined by \(d(x, y) = \min_{1 \leq i \leq n, 1 \leq j \leq m} |x_i - y_j|\), where \(x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_m) \in \mathcal{M}\). The reason for the pseudo metric is that the techniques of Doyle and McMullen that we will consider are based on computing a single root of a polynomial (as for example Newton’s method does). In this case \(\Lambda\) is the finite set of functions \(\{f_j\}_{j=1}^s\) where \(f_j : p \mapsto \alpha_j\) for \(p(t) = \sum_{k=0}^s \alpha_k t^k\).

**IV (Computational quantum mechanics)** Let \(\Omega = L^\infty(\mathbb{R}^d) \cap \mathcal{C}(\mathbb{R}^d)\) and let \(\Xi : V \mapsto \text{sp}(-\Delta + V)\), where the domain \(D(-\Delta + V) = W^{2,2}(\mathbb{R}^d)\) (the standard Sobolev space) and \(-\Delta + V\) is the usual Schrödinger operator. Given that the spectra are unbounded, we cannot use the Hausdorff metric anymore, but will let \((\mathcal{M}, d_{AW})\) denote the set of closed subsets of \(\mathbb{C}\) equipped with the Attouch-Wets metric (see (4.2)). In this case a natural choice of \(\Lambda\) would be the set of all evaluations \(f_x : V \mapsto V(x), x \in \mathbb{R}^d\).

**V (Decision making)** Let \(\Omega\) denote the set of infinite matrices with values in \(\{0, 1\}\) and \(\Xi : \Omega \rightarrow \mathcal{M} = \{\text{Yes, No}\}\) where \(\mathcal{M}\) is equipped with the discrete metric \(d_{disc}\). The evaluation functions would naturally be \(f_{i,j} : A \mapsto A_{i,j}, i, j \in \mathbb{N}\), the \((i, j)\)th matrix coordinate of \(A\). A typical example of \(\Xi\) could be: \(\Xi\{\{A_{i,j}\}\} : \text{Does } \{A_{i,j}\} \text{ have a column containing infinitely many non-zero entries?}\). Naturally, \(\Omega\) can be replaced with the natural numbers including zero \(\mathbb{Z}_+\) and \(\Xi\) could be a question about membership in a certain set, as in classical recursion theory. In this case the evaluation set would be \(\Lambda = \{\lambda\\} \text{ consisting of the function } \lambda : \mathbb{Z}_+ \rightarrow \mathbb{C}, x \mapsto x\).

Given this setup and motivation, we can now define what we mean by a computational problem.

**Definition 2.2 (Computational problem).** Given a primary set \(\Omega\), an evaluation set \(\Lambda\), a (pseudo) metric space \(\mathcal{M}\) and a problem function \(\Xi : \Omega \rightarrow \mathcal{M}\) we call the collection \(\{\Xi, \Omega, \mathcal{M}, \Lambda\}\) a computational problem.

Our aim is to find and to study families of functions (that we will sometimes refer to as algorithms) which permit to approximate the function \(\Xi\). The main pillar of our framework is the concept of a tower of algorithms, however, before that we will define a general algorithm.

**Definition 2.3 (General Algorithm).** Given a computational problem \(\{\Xi, \Omega, \mathcal{M}, \Lambda\}\), a general algorithm is a mapping \(\Gamma : \Omega \rightarrow \mathcal{M}\) such that for each \(A \in \Omega\):

(i) there exists a finite subset of evaluations \(\Lambda_\Gamma(A) \subset \Lambda\),
(ii) the action of \(\Gamma\) on \(\Lambda\) only depends on \(\{A_f\}_{f \in \Lambda_\Gamma(A)}\) where \(A_f := f(A)\),
(iii) for every \(B \in \Omega\) such that \(B_f = A_f\) for every \(f \in \Lambda_\Gamma(A)\), it holds that \(\Lambda_\Gamma(B) = \Lambda_\Gamma(A)\).
We will sometimes write $\Gamma(\{A_f\}_{f \in \Lambda_f(A)})$, in order to emphasize that $\Gamma(A)$ only depends on the results $\{A_f\}_{f \in \Lambda_f(A)}$ of finitely many evaluations.

Note that for a general algorithm there are no restrictions on the operations allowed. The only restriction is that it can only take a finite amount of information, though it is allowed to adaptively choose the finite amount of information it reads depending on the input (which may very well be infinite, say an infinite matrix, or a function). The condition (iii) just ensures that the algorithm is well defined and consistent since, put in simple words, changing the input $A$ shall not affect the algorithm’s action as long as the change does not affect the output of the relevant evaluations in $\Lambda_f(A)$.

**Definition 2.4 (Tower of algorithms).** Given a computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$, a tower of algorithms of height $k$ for $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ is a family of sequences of functions

$$
\Gamma_{n_k}: \Omega \to \mathcal{M},
$$

$$
\Gamma_{n_k, n_{k-1}}: \Omega \to \mathcal{M},
$$

$$
\vdots
$$

$$
\Gamma_{n_k, \ldots, n_1}: \Omega \to \mathcal{M},
$$

where $n_k, \ldots, n_1 \in \mathbb{N}$ and the functions $\Gamma_{n_k, \ldots, n_1}$ at the lowest level in the tower are general algorithms in the sense of Definition 2.2. Moreover, for every $A \in \Omega$,

$$
\Xi(A) = \lim_{n_k \to \infty} \Gamma_{n_k}(A),
$$

$$
\Gamma_{n_k}(A) = \lim_{n_{k-1} \to \infty} \Gamma_{n_k, n_{k-1}}(A),
$$

$$
\vdots
$$

$$
\Gamma_{n_k, \ldots, n_2}(A) = \lim_{n_{1} \to \infty} \Gamma_{n_k, \ldots, n_1}(A),
$$

where $S = \lim_{n \to \infty} S_n$ means convergence $S_n \to S$ in the (pseudo) metric space $\mathcal{M}$.

In this paper we will discuss several types of towers: Doyle-McMullen towers, Kleene-Shoenfield towers, Arithmetic towers, Radical towers and General towers. A General tower will refer to the very general definition in Definition 2.4 specifying that there are no further restrictions as will be the case for the other towers. When we specify the type of tower, we specify requirements on the functions $\Gamma_{n_k, \ldots, n_1}, \ldots, \Gamma_{n_1}$ in the hierarchy, in particular, what kind of operations may be allowed. Thus, a tower of algorithms for a computational problem is essentially the toolbox allowed. The Doyle-McMullen tower appeared first in the paper of Doyle and McMullen [38] (but then only referred to as a tower of algorithms). The Kleene-Shoenfield towers describe the Arithmetical Hierarchy known from Classical Recursion Theory as we will see in Section 7. A Radical tower, as defined below, first appeared in [49] where it was referred to as a “set of estimating functions” for computing spectra. The definition here is substantially more general and allows for the use of these types of towers for a wide range of problems.

Given the definition of a tower of algorithms we can now define the main concept of this paper: the Solvability Complexity Index (SCI). The SCI was first discussed in [49] for a specific spectral problem, however, this definition extends to include general problems in computations.

**Definition 2.5 (Solvability Complexity Index).** Given a computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$, it is said to have Solvability Complexity Index $\text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda) = k$ with respect to a tower of algorithms of type $\alpha$ if $k$ is the smallest integer for which there exists a tower of algorithms of type $\alpha$ of height $k$. If no such tower exists then $\text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda) = \infty$. If there exists a tower $\{\Gamma_n\}_{n \in \mathbb{N}}$ of type $\alpha$ and height one such that $\Xi = \Gamma_{n_1}$ for some $n_1 < \infty$, then we define $\text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda) = 0$. 
The key goal with the SCI is that many problems can be put into this framework and analyzed. In particular, given a computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) and a tower of algorithms of a certain type, we are interested in the question: what is the smallest height of a tower possible? If it is finite, it means that the problem can be computed, if it is infinite it cannot be computed with such a tower. However, if it is finite, this number says something about how difficult it is to compute. Having several limits in the computation makes the computation more demanding. As we will see later in the paper many problems have SCI greater than one. Note that the SCI is a characteristic of a computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \). Thus, if any of the elements \( \Omega, \mathcal{M}, \Lambda \) are changed the SCI may also change. As we will see in many cases, the change of domain \( \Omega \) changes the SCI, as may changes of \( \mathcal{M} \) and \( \Lambda \).

We can now define an Arithmetic tower of algorithms and a Radical tower of algorithms (for the definition of a Doyle-McMullen tower of algorithms see Definition 8.1 in Section 8 for Kleene-Schoenfield see Definition 7.8 in Section 7 and notice that both are special types of Arithmetic towers in these special settings).

**Definition 2.6 (Arithmetic and Radical towers).** Given a computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) we define the following:

(i) An Arithmetic tower of algorithms of height \( k \) for \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) is a tower of algorithms where the lowest functions \( \Gamma = \Gamma_{n_k, \ldots, n_1} : \Omega \to \mathcal{M} \) satisfy the following: For each \( A \in \Omega \) the action of \( \Gamma \) on \( A \) consists of only performing finitely many arithmetic operations on \( \{ A_f \}_{f \in \mathcal{A}_\Gamma(A)} \) where we remind that \( A_f = f(A) \).

(ii) A Radical tower of algorithms of height \( k \) for \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) is a tower of algorithms where the lowest functions \( \Gamma = \Gamma_{n_k, \ldots, n_1} : \Omega \to \mathcal{M} \) satisfy the following: For each \( A \in \Omega \) the action of \( \Gamma \) on \( A \) consists of only performing finitely many arithmetic operations on and extracting radicals of \( \{ A_f \}_{f \in \mathcal{A}_\Gamma(A)} \).

**Remark 2.7.** To state the definition of Arithmetic towers in other words one may say that for the finitely many steps of the computation of the lowest functions \( \Gamma = \Gamma_{n_k, \ldots, n_1} : \Omega \to \mathcal{M} \) only the four arithmetic operations \( +, -, \cdot, / \) within the smallest (algebraic) field which is generated by the input \( \{ A_f \}_{f \in \mathcal{A}_\Gamma(A)} \) are allowed. When we use the word radical we mean that we can evaluate the mapping \( a \mapsto \sqrt[n]{a} \) for \( a \geq 0 \) and \( n \in \mathbb{N} \). Also, in both Arithmetic and Radical towers we implicitly assume that any complex number can be decomposed into a real and an imaginary part, and moreover we can determine whether \( a = b \) or \( a > b \) for all real numbers \( a, b \) which can occur during the computations.

**Remark 2.8.** In this paper we will mostly be concerned with Arithmetic towers (as opposed to Radical towers used in [59]). The reason is that most of the problems considered in this paper can be solved without resorting to radicals. It should be mentioned that in a practical setting a Radical tower may be preferable for stability reasons. This is beyond the scope of this paper and we refer to [59] for details.

When considering the SCI of a computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) with respect to a tower of certain type we will use the following notation:

\[
\text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_{\text{DM}}, \quad \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_{\text{KS}},
\]

\[
\text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_A, \quad \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_R, \quad \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_G
\]

to denote the SCI with respect to Doyle-McMullen, Kleene-Schoenfield, Arithmetic, Radical and General towers respectively. Note the inequalities: \( \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_A \geq \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_R \geq \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_G \) that are obvious. Given the rather abstract setup, let us consider some simple and clarifying examples.

**Example 2.9.**

(I) (**Spectra of \( n \times n \) matrices and roots of polynomials**) Let \( \Omega_1 = \mathbb{C}^{4 \times 4} \) and \( \Omega_2 = \mathbb{C}^{5 \times 5} \) and let \( \Xi : A \mapsto \text{sp}(A) \). Let also \( \mathcal{M} \) and \( \Lambda \) be defined as in Example 2.1 (I) above. Then,
obviously\( \text{SCI}(\Xi, \Omega, M, \Lambda)_R = 0 \) as it is possible to express the eigenvalues of the matrix by using finitely many arithmetic operations and radicals of the matrix elements. However, the eigenvalues cannot be expressed without radicals, thus\( \text{SCI}(\Xi, \Omega, M, \Lambda)_A > 0 \). The situation is different when considering\( \Omega_2 \). In particular, because of the insolvability of the quintic using radicals we must have\( \text{SCI}(\Xi, \Omega_2, M, \Lambda)_R > 0 \). Moreover, showing the insolvability of the quintic is obviously equivalent to showing\( \text{SCI}(\Xi, \Omega_2, M, \Lambda)_R > 0 \). Is it then clear that\( \text{SCI}(\Xi, \Omega_2, M, \Lambda)_R = 1? \) Note that none of the standard approaches such as the QR-algorithm gives this result as they are not globally convergent. However, as a result of the developments in [49] it is relatively easy to show that\( \text{SCI}(\Xi, \Omega_1, M, \Lambda)_R = 1 \).

**(II) (Spectra of compact operators)** Let\( \Omega = K(l^2(\mathbb{N})) \subset B(l^2(\mathbb{N})) \) denote the set of compact operators on\( l^2(\mathbb{N}) \). We assume access to the matrix elements, so\( \Lambda \) is as above, as is\( M \). To build a Radical tower of height two for\( \{\Xi, \Omega, M, \Lambda\} \) consider the following. Define\( P_m \) to be the projection onto\( \text{span}\{e_1, \ldots, e_m\} \) (where\( \{e_n\}_{n \in \mathbb{N}} \) is the canonical basis). For\( A \in \Omega \), define\( \Gamma_{m,n}(A) = \Gamma_{m,n}(P_m A P_m \mid \text{Ran}(P_m)) \), and\( \Gamma_m(A) = \text{sp}(P_m A P_m \mid \text{Ran}(P_m)) \), where\( \{\Gamma_{m,n}\}_{n \in \mathbb{N}} \) is a Radical tower of algorithms such that\( \Gamma_{m,n}(B) \to \text{sp}(B) \) for every\( B \in B(\text{Ran}(P_m)) \) and every\( m_n \) as\( n \to \infty \). Note that this is possible by the example above with every\( m \times m \) matrices. In particular, we have\( \Gamma_m(A) = \lim_{m \to \infty} \Gamma_{m,n}(A) \) and\( \Xi(A) = \lim_{m \to \infty} \Gamma_m(A) \) [39] Part II, XI.9 Lemma 5], which yields the bound\( \text{SCI}(\Xi, \Omega, M, \Lambda)_R \leq 2 \). Actually, we will show in Theorem 3.7 that\( \text{SCI}(\Xi, \Omega, M, \Lambda)_A = 1 \).

**Example 2.10 (Assumptions on\( \Lambda \)).** The set\( \Lambda \) decides what the algorithm can read, and depending on what\( \Lambda \) may contain, the SCI may change as the following example demonstrates:

Given a cylinder of radius\( r > 0 \) and height 1, compute a cube, more precisely its edge length\( a \), of the same volume.

Thus,\( \Omega = (0, \infty) \) shall be the set of all such radii,\( M = (0, \infty) \),\( \Lambda \) simply contains the evaluation\( \Xi : \Omega \to M \) maps each radius\( r \) to the desired edge length\( a \), respectively. Formally, we have\( a = \sqrt[3]{\pi r^2} \), and we immediately see that\( \text{SCI}(\Xi, \Omega, M, \Lambda)_A \geq \text{SCI}(\Xi, \Omega, M, \Lambda)_R \geq 1 \); otherwise there would exist an algorithm for the computation of\( a \), only performing finitely many arithmetic operations on and extracting radicals of the radius\( r \) (and the interim results). This algorithm would particularly work on the restricted problem\( \{\Xi, (\{1\}, M, \Lambda) \} \). Consequently there would also be a finite Radical algorithm for the computation of\( a^3 = \pi \), contradicting the fact that\( \pi \) is transcendental.

Now one may assume that this one critical constant\( \pi \) is already available (from e.g. some oracle, some precomputation or somewhere else). Then there are two questions arising: How can we provide the Arithmetic (resp. Radical) algorithms with this additional tool? and what is the resulting SCI?

For the former there is a very simple solution: Just supplement\( \Lambda \) by a further evaluation function, namely the constant function\( g : r \mapsto \pi \) which outputs\( \pi \) for every input\( r \in \Omega \). By doing this one actually adapts the computational problem\( \{\Xi, \Omega, M, \Lambda\} \) to the new problem\( \{\Xi, \Omega, M, \hat{\Lambda}\} \) with\( \hat{\Lambda} = \{f, g\} \): “Given\( r \) compute\( a \), under the preassumption that\( \pi \) is already available”, where this additional knowledge comes into the algorithm just as additional input via the new evaluation function.

Then, for the computation of\( a = \sqrt[3]{\pi r^2} \), only three multiplications of the evaluations\( r = f(r) \) and\( \pi = g(r) \) and one root are required, thus\( \text{SCI}(\Xi, \Omega, M, \hat{\Lambda})_R = 0 \). However,\( \text{SCI}(\Xi, \Omega, M, \Lambda)_A \geq 1 \) still holds since, if there was an Arithmetic finite algorithm for the computation of\( a \) from any\( r \), and in particular from\( r = 1 \), this algorithm yields\( \sqrt[3]{\pi} \) after finitely many arithmetic operations. Having this, one easily obtains an Arithmetic algorithm which computes\( a/\sqrt[3]{\pi} = \sqrt{\pi r^2}/\sqrt[3]{\pi} = r^{2/3} \) from every input\( r > 0 \), a contradiction.
Remark 2.11 (Assumptions on $\Lambda$). Motivated by the example above, there are several settings that may be considered when analyzing the SCI, for example:

(I) $\Lambda$ contains all constant functions.

(II) Let $\Gamma$ be a general algorithm, $A, B \in \Omega$ and $\Lambda_{\Gamma}(A) \subset \Lambda_{\Gamma}(B)$. Then $\Lambda_{\Gamma}(A) = \Lambda_{\Gamma}(B)$. In particular, the constant functions are the same for $A$ and $B$.

(II) $\Lambda$ contains no constant functions.

Note that, as Example 2.10 demonstrates, given a specific type of tower of algorithms, the SCI may change depending on the assumptions I, II or III. Also, a lower bound on the SCI with assumption I is stronger than a lower bound with assumption II, and similarly with II and III. For upper bounds, the direction is the opposite, an upper bound is stronger with assumption III than with assumption II and similarly with II and I.

When considering general towers of algorithms this does not affect the outcome, as the next theorem establishes. In particular, neither adding constant functions nor canceling them will then change the SCI$_G$.

Theorem 2.12. Let $(\Xi, \Omega, M, \Lambda)$ be a computational problem, and let $\tilde{\Lambda}$ be the union of $\Lambda$ and all the constant functions on $\Omega$.

1. For every general algorithm $\tilde{\Gamma} : \Omega \rightarrow M$ which, for each $A \in \Omega$, applies certain evaluation functions $\tilde{\Lambda}_{\tilde{\Gamma}}(A) \subset \tilde{\Lambda}$ resp., there exists a general algorithm $\Gamma : \Omega \rightarrow M$ with the same output $\Gamma(A) = \tilde{\Gamma}(A)$ which only applies the evaluation functions from $\Lambda_{\Gamma}(A) := \tilde{\Lambda}_{\Gamma}(A) \cap \Lambda$, for each $A \in \Omega$, resp.

2. SCI$(\Xi, \Omega, M, \Lambda)_G = SCI(\Xi, \Omega, M, \Lambda)_G$.

Proof. Obviously, (2) is an immediate consequence of (1): Just replace each general algorithm in the tower by its substitute which is given by (1) and does not make use of any additional constant evaluation functions.

For (1), let $\tilde{\Gamma} : \Omega \rightarrow M$ be a general algorithm. Then $\tilde{\Gamma}(A)$ is determined by $\tilde{\Lambda}_{\tilde{\Gamma}}(A)$ for each $A \in \Omega$, respectively. We just have to show that the output $\tilde{\Gamma}(A)$ can already be identified from $\Lambda_{\tilde{\Gamma}}(A)$ for each $A$. Assume the contrary, i.e. there are $A, B \in \Omega$ such that $\tilde{\Gamma}(A) \neq \tilde{\Gamma}(B)$ although $\Lambda_{\tilde{\Gamma}}(A) = \Lambda_{\tilde{\Gamma}}(B)$ and $A_f = B_f$ holds for all $f \in \Lambda_{\tilde{\Gamma}}(A) = \Lambda_{\tilde{\Gamma}}(B)$. Then we even have $A_f = B_f$ for all $f \in \tilde{\Lambda}_{\tilde{\Gamma}}(A)$ since the functions which additionally occur here are just constants. By condition (iii) in Definition 2.3 and $\tilde{\Lambda}_{\tilde{\Gamma}}(A)$ must coincide which now easily yields that $\tilde{\Gamma}$ cannot distinguish between $A$ and $B$, a contradiction. $\square$

We emphasize that by this theorem all the lower bounds on the height of general towers that are proved within this paper are invariant under choosing I, II, or III.

Most of the upper bounds on the SCI are achieved with the more specific arithmetic towers even under assumption III (no constants needed). For the cases where constants are needed we use II, and in those cases the specific constant functions will be spelled out. This is the case for operators with controlled resolvent, bounded dispersion and Schrödinger operators with bounded potential. Interestingly, for Schrödinger operators with potential that blow up at infinity we only need III.

Remark 2.13 (Adaptivity vs. non-adaptivity). One could restrict (i) in Definition 2.3 and require that the evaluation sets $\Lambda_{\tilde{\Gamma}}(A)$ are the same for all $A \in \Omega$. In this case obviously (iii) in Definition 2.3 is superfluous. This would give us a non-adaptive tower of algorithms as opposed an adaptive tower of algorithms where we do not have this restriction. This subtlety is quite important. In particular, it could change the result of the SCI. Note that a bound $SCI \geq 2$ is stronger if the tower of algorithms is adaptive, however the result $SCI \leq 2$ gets stronger if the tower of algorithms is required to be non-adaptive. In this article we will always let the towers be adaptive. However, we do want to point out that all our upper bounds for the SCI in this paper are done with non-adaptive towers. Thus, the results that we obtain are actually slightly stronger than what the theorems read.
3. Main Theorems on Computing Spectra

Computing spectra of linear operators is a fundamental problem that has received an overwhelming amount of attention over the last decades [3, 5, 15, 16, 20, 21, 30, 32, 46, 47, 49, 64, 75, 82, 85, 87, 97], and we can only cite a small subset here. We consider the computational problem \{Ξ, Ω, M, Λ\} in Example 2.1 (I) in Section 2 with the Hausdorff metric on M defined by

\[
d_H(X, Y) = \max \left\{ \sup_{x \in X} \inf_{y \in Y} d(x, y), \sup_{y \in Y} \inf_{x \in X} d(x, y) \right\},
\]

where \(d(x, y) = |x - y|\) is the usual Euclidean distance. We ask the basic question:

(i) Given a bounded operator \(A\) on a separable Hilbert space \(H\) and suppose that we can access the matrix elements \(\{⟨Ae_j, e_i⟩\}_{i,j ∈ \mathbb{N}}\), where \(\{e_j\}_{j ∈ \mathbb{N}}\) is some orthonormal basis, can one compute the spectrum of \(A\) (given a Radical tower or an Arithmetic tower), and what is the SCI?

This long standing question was partially answered affirmatively in [49], however the result provided was only the bound \(\text{SCI}(Ξ, Ω)_R ≤ 3\) where \(Ξ(A) = \text{sp}(A)\) and the domain of \(Ξ\) is \(Ω = B(H)\) (we omit the last two variables \(M, Λ\) in the SCI when they are obvious). Thus, we were left with a series of open problems such as:

(ii) Is the SCI for spectra of operators > 1 for Arithmetic towers, or even for General towers?

(iii) If so, what is the SCI for spectra of operators in different classes (e.g. self-adjoint, normal, compact, operators with off-diagonal decay etc.)?

(iv) The above questions can be repeated when replacing the spectrum with the pseudo spectrum (see Definition 3.4) or the essential spectrum.

In the following theorems we completely characterize the SCI of spectra and pseudo spectra of different classes of operators and towers.

Remark 3.1. We can think of every separable Hilbert space with an orthonormal basis \(\{b_i\}_{i ∈ \mathbb{N}}\) as the space \(l^2(\mathbb{N})\) equipped with the canonical basis \(\{e_i\}_{i ∈ \mathbb{N}}\) in the sense of the isometrical isomorphism given by the mapping \(b_i → e_i, i ∈ \mathbb{N}\). Thus, we can restrict ourselves to this prototype \(l^2(\mathbb{N})\) of a separable Hilbert space and the evaluation of all operators w.r.t. the canonical basis in all what follows. In particular, the evaluation set \(Λ\) shall be the set of functions \(f_{i,j} : A → ⟨Ae_j, e_i⟩\), \(i, j ∈ \mathbb{N}\), for \(A ∈ B(l^2(\mathbb{N}))\). We further introduce the orthogonal projections \(P_n\) onto the subspaces spanned by \(\{e_1, \ldots, e_n\}\), respectively.

3.1. Operators with controlled resolvents. As a start, let \(g : [0, ∞) → [0, ∞)\) be a continuous function, vanishing only at \(x = 0\) and tending to infinity as \(x → ∞\), and suppose that we know \(g\). We consider bounded operators that have the following property:

\[
\|A - zI\|^{-1} ≤ g(\text{dist}(z, \text{sp}(A))) \quad \text{in every point } z ∈ \mathbb{C},
\]

where we use the convention \(\|B^{-1}\|^{-1} := 0\) if \(B\) has no bounded inverse. Before we prove a result on the SCI of spectra of operators having a common bound of such a type, we commence with some basic remarks. Clearly, we can suppose that \(g(x) ≤ x\) for all \(x\), since \(\text{dist}(z, \text{sp}(A)) ≥ \|A - zI\|^{-1}\) always holds. We further recall that self-adjoint operators and normal operators share this property with \(g(x) := x\). Moreover, notice that for every operator \(A\) there always exists such a \(g\) (define \(g(α) := \min\{\|A - zI\|^{-1} : z ∈ \mathbb{C}, \text{dist}(z, \text{sp}(A)) = α\}\), taking continuity and compactness into account) although there is no \(g\) which works for all \(A\). We will address this fact later again.

Remark 3.2 (Assumptions on \(Λ\)). In order to make the “additional knowledge” \(g\) available for the algorithms we apply the approach of Remark 2.11 and assume that \(Λ\) contains, besides the usual evaluations \(f_{i,j} : A → ⟨Ae_j, e_i⟩\) \((i, j ∈ \mathbb{N})\) also the constant functions \(g_{i,j} : A → g(i/j)\) \((i, j ∈ \mathbb{N})\), which provide the
values of \( g \) in all positive rational numbers. In the case of normal operators we do not need this information, and thus \( \Lambda \) does not need to contain any constant functions.

**Theorem 3.3 (Self-adjoint, normal and controlled resolvent).** Given \( g \) as above, let \( \Omega_1 \) denote the set of all bounded operators on \( l^2(\mathbb{N}) \) with the property (3.2); \( \Omega_2 \) the set of all bounded normal operators and \( \Omega_3 \) the set of all bounded self-adjoint operators. Consider

\[
\Xi : \Omega_i \ni A \mapsto \text{sp}(A) \in \mathcal{M} \quad i = 1, 2, 3.
\]

Then, for each \( i = 1, 2, 3 \),

\[
(3.3) \quad \text{SCI}(\Xi, \Omega_i)_G = \text{SCI}(\Xi, \Omega_i)_A = 2.
\]

Moreover, (3.3) holds if \( \Omega_i \) is replaced by \( \Omega_i^M \) where \( \Omega_i^M := \{ A \in \Omega_i : \|A\| \leq M \} \), where \( M > 0 \).

The fact that the SCI of spectra of self-adjoint operators is equal to two may come as a surprise. In particular, even when faced with a problem that depends continuously on the input, there is no tower that can compute the spectrum in one limit. However, the good news that the SCI of spectra of self-adjoint operators is equal to two may come as a surprise. In particular, even when faced with a problem that depends continuously on the input, there is no tower that can compute the spectrum in one limit. However, the good news that SCI(\( \Xi, \Omega_i)_A = 2 \), thus, the computation can be done in two limits when arithmetic operations are allowed. Note how this improves the results from [49] substantially.

### 3.2. Non-normal operators.

Another set that has received substantial attention is the pseudo spectrum. This set has been popular in spectral theory, analysis of pseudo differential operators and non-Hermitian quantum mechanics. Recently, the concept of pseudo spectra has been generalized to what one refers to as \( N \)-pseudo spectra.

**Definition 3.4 (Pseudospectra).** For \( N \in \mathbb{Z}_+ \) and \( \epsilon > 0 \), the \((N, \epsilon)\)-pseudospectrum of a bounded linear operator \( A \in \mathcal{B}(\mathcal{H}) \) on a Hilbert space \( \mathcal{H} \) is defined as the set

\[
\text{sp}_{N, \epsilon}(A) := \{ z \in \mathbb{C} : \|(A - zI)^{-1}\|^2 \geq 1/\epsilon \}.
\]

For \( N = 0 \) this is the (classical) \( \epsilon \)-pseudospectrum

\[
\text{sp}_{\epsilon}(A) := \{ z \in \mathbb{C} : \|(A - zI)^{-1}\| \geq 1/\epsilon \}.
\]

For more information on pseudospectra we refer to [33, 46, 47, 49, 82, 86, 97]. Also recall that the sets \( \text{sp}_{N, \epsilon}(A) \) are continuous w.r.t. the parameter \( \epsilon > 0 \), and converge to \( \text{sp}(A) \) as \( \epsilon \to 0 \) for every \( A \). Another class of operators of interest is the family of operators with controllable off-diagonal decay. Before we get into the details we must introduce the concept of dispersion.

**Definition 3.5 (Dispersion).** We say that the dispersion of \( A \in \mathcal{B}(l^2(\mathbb{N})) \) is bounded by the function \( f : \mathbb{N} \to \mathbb{N} \) if

\[
D_{f,m}(A) := \max\{\| (I - P_{f(m)}) A P_m \|, \| P_m A (I - P_{f(m)}) \| \} \to 0 \quad \text{as} \quad m \to \infty.
\]

Note that for every operator \( A \) there is always a function \( f \) which is a bound for its dispersion since \( A P_m \), \( P_m A \) are compact and \( (P_n) \) converges strongly to the identity. But there is no function \( f \) which acts as a uniform bound for all operators. Nevertheless, there are important (sub)classes of operators having well known uniform bounds, which should be mentioned:

(i) band operators with bandwidth less than \( d \): \( f(k) = k + d \).
(ii) band-dominated and weakly band-dominated operators: \( f(k) = 2k \). For definitions and properties of band and band-dominated operators see [63,77,83]. Weakly band-dominated operators can be found in [66].

(iii) Laurent/Toeplitz operators with piecewise continuous generating function: \( f(k) = k^2 \) (cf. [17] and [56, Proposition 5.4]).

(iv) Let \( F \) be a family of bounded operators with a common bound \( f \). Then \( \tilde{f} \), given by \( \tilde{f}(k) = f(k) + k \), is a common bound for all operators in the Banach algebra which is generated by \( F \).

**Remark 3.6 (Assumptions on \( \Lambda \)).** In the case when the dispersion of the operator is known, the values \( f(m) \) \((m \in \mathbb{N})\) shall be available to the algorithms as constant evaluation functions (as was done in Remark 2.1) and also for the function \( g \) above. However, if the dispersion is not known then \( \Lambda \) will not contain any constant functions in the theorems below.

**Theorem 3.7 (General, compact and dispersion operators).** Define the following primary sets: \( \Omega_1 = B(l^2(\mathbb{N})) \), for \( f : \mathbb{N} \to \mathbb{N} \) let \( \Omega_2 \) denote the set of bounded operators on \( l^2(\mathbb{N}) \) whose dispersion is bounded by \( f \) and \( \Omega_3 = K(l^2(\mathbb{N})) \), where \( K(l^2(\mathbb{N})) \) denotes the set of all compact operators. Define the following problem functions: \( \Xi_1(A) = \text{sp}(A) \) and for \( \epsilon > 0 \) and \( N \in \mathbb{Z}_+ \), let \( \Xi_2(A) = \text{sp}_{\epsilon,N}(A) \). Then

\[
\begin{align*}
\text{(3.4)} & \quad \text{SCI}(\Xi_1, \Omega_1)_G = \text{SCI}(\Xi_1, \Omega_1)_A = 3, & \text{SCI}(\Xi_2, \Omega_1)_G = \text{SCI}(\Xi_2, \Omega_1)_A = 2, \\
\text{(3.5)} & \quad \text{SCI}(\Xi_1, \Omega_2)_G = \text{SCI}(\Xi_1, \Omega_2)_A = 2, & \text{SCI}(\Xi_2, \Omega_2)_G = \text{SCI}(\Xi_2, \Omega_2)_A = 1, \\
\text{(3.6)} & \quad \text{SCI}(\Xi_1, \Omega_3)_G = \text{SCI}(\Xi_1, \Omega_3)_A = 1, & \text{SCI}(\Xi_2, \Omega_3)_G = \text{SCI}(\Xi_2, \Omega_3)_A = 1.
\end{align*}
\]

Moreover, (3.4), (3.5) and (3.6) hold if \( \Omega_1 \) is replaced by \( \Omega_i^M \) where \( \Omega_i^M = \{ A \in \Omega_i : \|A\| \leq M \} \), where \( M > 0 \).

By Theorems 3.3 and 3.7 we observe that the SCI is equal to three as long as there is no additional information on the structure of the operators under consideration known and can be taken into account. Once a function \( g \) is available which estimates the behaviour of the resolvent norm in the sense of (3.2), the SCI decreases to two. The same holds true, if a bound \( f \) on the dispersion is known.

### 3.3. Computing the essential spectrum

We will end this section with the intriguing result that in the case of operators with \( g \)-bounded resolvent norm and \( f \)-bounded dispersion, we have that the SCI for the spectrum is indeed one, yet the SCI for the essential spectrum is two. This may come as a surprise, however, what this result tells us is that the problem of distinguishing between the essential spectrum and the isolated eigenvalues with finite multiplicity cannot be solved by an algorithm using only one limit. In other words: one can compute the spectrum in one limit, but one will never be able to distinguish the essential spectrum from the total spectrum. This is summed up in the following theorem.

**Theorem 3.8 (Spectrum vs. essential spectrum).** For \( A \in \Omega_1 = B(l^2(\mathbb{N})) \) define \( \Xi_1(A) = \text{sp}(A) \) and \( \Xi_2(A) = \text{sp}_{\epsilon,N}(A) \) (the essential spectrum). Let \( f : \mathbb{N} \to \mathbb{N}, g : [0, \infty) \to [0, \infty) \) and let \( \Omega_2 \) denote the set of bounded operators with the property (3.2) (or self-adjoint or normal operators) on \( l^2(\mathbb{N}) \) whose dispersion is bounded by \( f \). Then

\[
\begin{align*}
\text{SCI}(\Xi_1, \Omega_2)_G = \text{SCI}(\Xi_1, \Omega_2)_A = 1, \\
\text{SCI}(\Xi_2, \Omega_2)_G = \text{SCI}(\Xi_2, \Omega_2)_A = 2, \\
\text{SCI}(\Xi_2, \Omega_1)_G = \text{SCI}(\Xi_2, \Omega_1)_A = 3.
\end{align*}
\]

Moreover, all the results in (3.7) hold if \( \Omega_1 \) is replaced by \( \Omega_i^M \) where \( \Omega_i^M = \{ A \in \Omega_i : \|A\| \leq M \} \), where \( M > 0 \).
Having considered bounded operators in this section we now turn to arguably one of the most important unbounded operators in the last decades: the Schrödinger operator.

4. MAIN THEOREMS ON COMPUTATIONAL QUANTUM MECHANICS

The Schrödinger operator

\[ H = -\Delta + V, \quad V : \mathbb{R}^d \to \mathbb{C}, \]

is one of the most celebrated operators of modern times and the mainstay in quantum mechanics, and it is its spectrum that is of utmost importance. If we fix the domain of \( H \) such that it is appropriate for a class of potentials \( V \), the spectrum of \( H \) is uniquely determined by \( V \). The basic question is therefore:

Given the potential \( V \), so that \( V \) can be evaluated at any point \( x \in \mathbb{R}^d \), can one compute the spectrum (or pseudospectrum) of \( H \), and what is the SCI?

Note that this problem has been unsolved for a long time when considering \( H \) acting on \( L^2(\mathbb{R}^d) \) allowing non self-adjointness and arbitrary complex potentials. This is not a surprise given that the problem of computing spectra of arbitrary non self-adjoint infinite matrices has only recently been solved [49]. However, there is a vast amount of work on how to compute spectra of Schrödinger operators with specific real potentials \( 10 \left[ 18 \right] 19 \left[ 27 \right] 29 \left[ 36 \right] 65 \left[ 73 \right] \). We emphasise the importance of generality as we want the theory to include non-Hermitian quantum mechanics \( 8 \left[ 9 \right] 51 \left[ 52 \right] \) and the theory of resonances \( 92 \left[ 101 \right] \). The key issue is that the only available input is the potential function \( V \) (no matrix values are assumed). In this section we shall solve this problem for very general classes of potentials and give bounds on the SCI. We consider the computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) in Example 2.1 (IV) in Section 2 with the Attouch-Wets metric defined by

\[ d_{AW}(A, B) = \sum_{i=1}^{\infty} 2^{-i} \min \left\{ 1, \sup_{|x| < 1} |d(x, A) - d(x, B)| \right\}, \]

where \( A \) and \( B \) are closed subsets of \( \mathbb{C} \), and where \( d(x, A) \) is the usual Euclidean distance between the point \( x \in \mathbb{C} \) and \( A \), which is well-defined even when \( A \) is unbounded. We discuss some properties of this metric in Remark 11.2. Also, since the pseudospectrum may be discontinuous w.r.t. \( \epsilon \) in the case of unbounded operators, it is more convenient to redefine it for the unbounded operator \( H \) to be

\[ \text{sp}_\epsilon(H) := \text{cl}\{z \in \mathbb{C} : \|(H - zI)^{-1}\| > 1/\epsilon\}. \]

This is however equivalent to the definition in the bounded case in Definition 3.4 (see e.g. [14][42][86]).

4.1. Bounded potentials. We will first consider

\[ \Omega_1 := \{ V : V \in L^\infty(\mathbb{R}^d) \cap \text{BV}_\phi(\mathbb{R}^d) \}, \]

where \( \phi : [0, \infty) \to [0, \infty) \) is some increasing function and

\[ \text{BV}_\phi(\mathbb{R}^d) = \{ f : \text{TV}(f_{[-a,a]^d}) \leq \phi(a) \}, \]

(\( f_{[-a,a]^d} \) means \( f \) restricted to the box \([-a, a]^d\) with TV being the total variation of a function in the sense of Hardy and Krause (see [70]).

Also, we consider Schrödinger operators with controlled resolvents. In particular, let \( g : [0, \infty) \to [0, \infty) \) be a continuous function, vanishing only at \( x = 0 \) and tending to infinity as \( x \to \infty \), and suppose that we know \( g \). Define

\[ \Omega_2 = \Omega_1 \cap \tilde{\Omega}, \quad \tilde{\Omega} = \{ V : \|(\Delta + V - zI)^{-1}\|^{-1} \geq g(\text{dist}(z, \text{sp}(\Delta + V))) \}. \]

Note that the set \( \Omega_1 \) requires a little bit more than \( V \) just being locally of bounded variation. We also need to know an upper bound on the growth of the total variation as we restrict the function to a larger set. In
particularly we need to know \( \phi \) or an estimate for it. The set \( \hat{\Omega} \) of operators obviously includes self-adjoint and normal operators, however, is much bigger.

**Remark 4.1 (Assumptions on \( \Lambda \)).** As done in the case of bounded Hilbert space operators, and as discussed in Remark 4.1, the additional knowledge of \( g \) is available for the algorithms by assuming that \( \Lambda \) also contains the constant functions \( g_{i,j} : V \mapsto g(i/j) \ (i,j \in \mathbb{N}) \), which provide the values of \( g \) in all positive rational numbers. In addition we will assume that \( \Lambda \) contains certain constant functions that will be specified in Section 4.1 in Remark 11.6.

**Theorem 4.2 (Bounded potential).** Let \( D(H) = W^{2,2}(\mathbb{R}^d) \) and define \( \Xi_1(V) = \text{sp}(-\Delta + V) \) and, for \( \epsilon > 0 \), let \( \Xi_2(V) = \text{sp}_\epsilon(-\Delta + V) \). Then

\[
\text{SCI}(\Xi_1, \Omega)_A \begin{cases} 
\leq 2 & \Omega = \Omega_1, \\
= 1 & \Omega = \Omega_2, \\
\leq 2 & \text{SCI}(\Xi_2, \Omega)_A \leq 2.
\end{cases}
\]

**Remark 4.3.** As will be evident from the proof techniques, one can build towers of algorithms for operators with more general classes of potentials (for example \( L^\infty(\mathbb{R}^d) \) or \( L^2(\mathbb{R}^d) \)), however, the height of these towers will be higher than the ones considered in this paper. The main future task is to obtain exact values of the SCI of the spectrum given the different potential classes.

### 4.2. Unbounded potentials

We get a rather intriguing phenomenon for sectorial operators. Namely, the SCI of both the spectrum and the pseudospectrum is one. In particular, suppose that we have nonnegative \( \theta_1, \theta_2 \) such that \( \theta_1 + \theta_2 < \pi \). Define

\[
(4.5) \quad \Omega = \{ V \in C(\mathbb{R}^d) : \forall x \arg(V(x)) \in [-\theta_2, \theta_1], |V(x)| \to \infty \text{ as } x \to \infty \}.
\]

We define the operator \( H \) via the minimal operator \( h \) as: \( H = h^{**} \), \( h = -\Delta + V \), \( D(h) = C_0^\infty(\mathbb{R}^d) \). When \( V \in \Omega \) it follows that \( H \) has compact resolvent, a result that we also establish as a part of the proof of the following theorem.

**Remark 4.4 (Assumptions on \( \Lambda \)).** Interestingly, no constant function are needed in \( \Lambda \) in order to obtain the results in the following theorem, as opposed to the case where we have a bounded potential.

**Theorem 4.5 (Unbounded potential).** Let \( \Xi_1 : \Omega \ni V \mapsto \text{sp}(H) \) and, for \( \epsilon > 0 \), \( \Xi_2 : \Omega \ni V \mapsto \text{sp}_\epsilon(H) \). Then

\[
\text{SCI}(\Xi_1, \Omega)_G = \text{SCI}(\Xi_1, \Omega)_A = \text{SCI}(\Xi_2, \Omega)_G = \text{SCI}(\Xi_2, \Omega)_A = 1.
\]

Note that the key to this result is the compact resolvent of \( H \). The fact that the SCI is one in this case is most natural as the SCI for spectra and pseudo spectra of compact operators is one. The continuity assumption on \( V \) in Theorem 4.5 is to make sure that the discretization used actually converges. However, by tweaking with the approximation this assumption can may be weakened to include potentials that have certain discontinuities.

### 5. Main theorems on solving linear systems

Just as finding spectra of operators and roots of polynomials, the problem of solving linear systems of equations is at the heart of computational mathematics. For the finite-dimensional case it is easy to find an algorithm that can perform the task, but what about the infinite-dimensional case? In particular, if \( b \in l^2(\mathbb{N}) \), \( A \in B_{\text{inv}}(l^2(\mathbb{N})) \) (the set of bounded invertible operators) and \( \Omega \subset B_{\text{inv}}(l^2(\mathbb{N})) \times l^2(\mathbb{N}) \) and we define the mapping \( \Xi : \Omega \ni (A, b) \mapsto A^{-1}b \), what is the SCI of this mapping given different domains \( \Omega \)?
Remark 5.1 (Assumptions on $\Lambda$). Here, as in Example 2.1, we again suppose that the set $\Lambda$ of evaluations consists of the functions which read the matrix elements $\{\langle Ae_j, e_i \rangle \}_{i,j \in \mathbb{N}}$ and the sequence entries $\{E_k \}_{k \in \mathbb{N}}$ of $\langle A, b \rangle \in \Omega$. Also, in the case when the dispersion of the operator is known, the values $f(m)$ ($m \in \mathbb{N}$) shall be available to the algorithms as constant evaluation functions (as was done in Remark 2.11). However, if the dispersion is not known then $\Lambda$ will not contain any constant functions in the theorems below.

Theorem 5.2 (Linear systems). Let $\mathcal{B}_{inv, f}(l^2(\mathbb{N}))$ denote the set of bounded invertible operators with dispersion bounded by $f : \mathbb{N} \to \mathbb{N}$, $\mathcal{B}_{inv, sa}(l^2(\mathbb{N}))$ denote the set of bounded invertible self-adjoint operators, and define the domains $\Omega_1 = \mathcal{B}_{inv}(l^2(\mathbb{N})) \times l^2(\mathbb{N})$, $\Omega_2 = \mathcal{B}_{inv, sa}(l^2(\mathbb{N})) \times l^2(\mathbb{N})$ and $\Omega_3 = \mathcal{B}_{inv, f}(l^2(\mathbb{N})) \times l^2(\mathbb{N})$. Then

\begin{align}
(5.1) & \quad \text{SCI}(\Xi, \Omega_1)_G = \text{SCI}(\Xi, \Omega_1)_A = 2, \\
(5.2) & \quad \text{SCI}(\Xi, \Omega_2)_G = \text{SCI}(\Xi, \Omega_2)_A = 2, \\
(5.3) & \quad \text{SCI}(\Xi, \Omega_3)_G = \text{SCI}(\Xi, \Omega_3)_A = 1.
\end{align}

Another problem of interest when dealing with solutions of linear systems of equations is the computation of the norm of the inverse. This is obviously related to the stability of the problem. The task of computing the norm of the inverse of an operator can also be analysed in terms of the SCI, and that is the topic of the next theorem.

Theorem 5.3 (Computing norm of the inverse). Let $\Omega_1 = \mathcal{B}(l^2(\mathbb{N}))$, $\Omega_2$ the subset of self-adjoint operators, $\Omega_3$ the subset of operators with dispersion bounded by an $f : \mathbb{N} \to \mathbb{N}$, and let $\Xi : A \mapsto \|A^{-1}\|_\mathbb{F}$. Then

\begin{align}
(5.4) & \quad \text{SCI}(\Xi, \Omega_1)_G = \text{SCI}(\Xi, \Omega_1)_A = 2, \\
(5.5) & \quad \text{SCI}(\Xi, \Omega_2)_G = \text{SCI}(\Xi, \Omega_2)_A = 2, \\
(5.6) & \quad \text{SCI}(\Xi, \Omega_3)_G = \text{SCI}(\Xi, \Omega_3)_A = 1.
\end{align}

6. Main theorems on the impossibility of error control

One of the natural desires in computations is error control. In particular, given a computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ with $\text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda) = k$ for some tower of algorithms of type $\alpha$, and a tower of algorithms of height $k$, $\Gamma_{n_k}, \ldots, \Gamma_{n_k, \ldots, n_1}$, it is highly desirable to be able to control the convergence $\Gamma_{n_k} \to \Xi, \ldots, \Gamma_{n_k, \ldots, n_1} \to \Gamma_{n_k, \ldots, n_2}$. More precisely, for $\epsilon > 0$, how big do $n_k, \ldots, n_1$ have to be such that

$$d(\Gamma_{n_k, \ldots, n_1}(A), \Xi(A)) \leq \epsilon, \quad \forall A \in \Omega.$$ 

This type of global error control is quite common in different areas of computational theory such as in differential equations and integration [55].

Unfortunately, such choices of $n_k, \ldots, n_1$ may be impossible. More precisely, problems with SCI greater than one with respect to a General tower will never have error control. This is summed up in the following theorem.

Theorem 6.1 (No global error control). Given a computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ where we have $\text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_G \geq 2$. Suppose that there is a general tower of algorithms of height $k$, $\Gamma_{n_k}, \ldots, \Gamma_{n_k, \ldots, n_1}$ for $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$. Then there do NOT exist integers $n_k = n_k(m), \ldots, n_1 = n_1(m)$ (depending on $m$) such that

$$d(\Gamma_{n_k, \ldots, n_1}(A), \Xi(A)) \leq \frac{1}{m}, \quad \forall A \in \Omega, \quad \forall m \in \mathbb{N}.$$

1As usual, $\|A^{-1}\| := \infty$ if $A$ is not invertible.
With such a negative result, it is natural to consider a weaker concept than global error control such as local error control. In particular one could ask if the following is true:

\[ \forall A \in \Omega \text{ and } \forall \epsilon > 0, \exists n_k, \ldots, n_1 \text{ such that } d(\Gamma_{n_k, \ldots, n_1}(A), \Xi(A)) < \epsilon. \]

Indeed, it is, and note that the existence of \( n_k, \ldots, n_1 \) is guaranteed by the definition of a Tower of algorithms. If we could find the integers \( n_k, \ldots, n_1 \) we would call this local error control. However, the integers \( n_k, \ldots, n_1 \) cannot be computed as the next theorem demonstrates, and thus local error control is also impossible.

**Theorem 6.2 (Local error control cannot be computed).** Given a computational problem \( \{\Xi, \Omega, M, \Lambda\} \) with \( \text{SCI}(\Xi, \Omega, M, \Lambda)_G \geq 2 \), suppose that there is a general tower of algorithms \( \Gamma_{n_k, \ldots, \Gamma_{n_k, \ldots, n_1}} \) of height \( k \) for \( \{\Xi, \Omega, M, \Lambda\} \). Then, there does NOT exist a sequence \( \{\tilde{\Gamma}_n\} \) of general algorithms \( \tilde{\Gamma}_n : \Omega \rightarrow \mathbb{N}^k \) such that for any \( A \in \Omega \),

\[ d(\tilde{\Gamma}_{n_k, \ldots, \tilde{\Gamma}_{n_1}}(A), \Xi(A)) < \frac{1}{10}. \]

**Remark 6.3.** The conclusion of Theorem 6.1 and Theorem 6.2 is the following. Given a computational problem \( \{\Xi, \Omega, M, \Lambda\} \) with \( \text{SCI}(\Xi, \Omega, M, \Lambda)_G \geq 2 \), then no one can ever know when one is "epsilon" away from the solution of the problem. In particular, if we have that \( \text{SCI}(\Xi, \Omega, M, \Lambda)_G = \text{SCI}(\Xi, \Omega, M, \Lambda)_\Lambda = k \geq 2 \), one can compute an approximation to the solution, but never know when to stop.

A weaker requirement than error control would be that one could reindex the tower to get only one limit. In particular, let \( \Gamma_{n_k, \ldots, \Gamma_{n_k, \ldots, n_1}} \) be a General tower of algorithms for a computational problem \( \{\Xi, \Omega, M, \Lambda\} \) where the cardinality of \( \Lambda \) is infinite. By (2.2), for any \( A \in \Omega \), there exists a reindexing function \( h_A : \mathbb{N} \rightarrow \mathbb{N}^k \) such that

\[ \Gamma_{h_A(n_k), \ldots, h_A(n_1)} \rightarrow \Xi(A), \quad n \rightarrow \infty. \]

However, the function \( h_A \) is also impossible to compute as the following theorem establishes.

**Theorem 6.4 (Impossibility of computing the reindexing function).** Given a computational problem \( \{\Xi, \Omega, M, \Lambda\} \) with \( \text{SCI}(\Xi, \Omega, M, \Lambda)_G \geq 2 \), suppose that there is a general tower \( \Gamma_{n_k, \ldots, \Gamma_{n_k, \ldots, n_1}} \) of algorithms of height \( k \) for \( \{\Xi, \Omega, M, \Lambda\} \). Then, there does NOT exist a sequence \( \{\Gamma_n\} \) of general algorithms \( \Gamma_n : \Omega \rightarrow \mathbb{N}^k \) such that for any \( A \in \Omega \),

\[ \Gamma_{n_k, \ldots, \Gamma_{n_1}}(A) \rightarrow \Xi(A), \quad n \rightarrow \infty. \]

**Remark 6.5.** Note that the result above sparks the discussion about which problems can actually have error control.

(i) **(Polynomial root finding with rational maps)** As we will see in Section 8 the SCI of finding a root of the quintic given a Doyle-McMullen tower is greater than one. However, this does not imply that one cannot have error control. In particular, a potential reindexing of the functions in the tower, due to error control, could be possible. The new reindexed tower, however, will not be a Doyle-McMullen tower. Thus, the reindexing does not violate the bound of the SCI w.r.t. Doyle-McMullen towers. The situation is very different in the case of inverse problems.

(ii) **(Inverse Problems)** As we discussed in Section 5 the SCI for solving arbitrary linear systems with a General tower is two. This is a much stronger statement when it comes to limitations of error control than in the polynomial case. In particular, since this holds for an arbitrary General tower, one cannot provide error control regardless of what kind of mathematical tools are allowed. However, the interesting problem will be to determine which subclasses of problems can be solved with error
control. These problems must have \( \text{SCI}(\Xi, \Omega, M, \Lambda_G) \leq 1 \), however, this is of course only a necessary but not sufficient criterion.

7. Computability, Arithmetical Hierarchy, Mathematical Logic and the SCI

In this section we build a bridge to the classical theory of computability and mathematical logic, and demonstrate how the SCI and towers of algorithms extend important concepts in that field. Decision making problems are at the heart of the theory of computation and as a motivation we start with some basic problems. Intriguingly, it is through this framework we can prove some of the lower bounds on the SCI for spectral problems.

7.1. Decision making. Within this section we exclusively deal with problems (functions)

\[
\Xi : \Omega \rightarrow M := \{\text{Yes}, \text{No}\},
\]

where \( M \) is equipped with the discrete metric. This means that for such problems we search for General algorithms \( \Gamma_{m_k, \ldots, m_1} : \Omega \rightarrow M \) which, for a given input \( \omega \in \Omega \), answer Yes or No. We will refer to such problems as decision making problems. Clearly, a sequence \( \{m_i\} \subset M \) of such “answers” converges to \( m \in M \) if and only if finitely many \( m_i \) are different from \( m \). The number of decision problems is countless, and we will only consider some basic illustrative problems here.

Let \( \Omega_1 \) denote the collection of all sequences \( \{a_i\}_{i \in \mathbb{N}} \) with entries \( a_i \in \{0, 1\} \). For \( \{a_i\}_{i \in \mathbb{N}} \in \Omega_1 \) we define \( \Xi(\{a_i\}) \) to be the answer to the following question,

\[
\Xi_1(\{a_i\}) : \text{Does } \{a_i\} \text{ have a non-zero entry?}
\]

For such problems the evaluation set \( \Lambda \) shall consist of the functions \( f_k : \{a_i\} \mapsto a_k, k \in \mathbb{N} \), which read the \( k \)th entry of a given function \( \{a_i\}_{i \in \mathbb{N}} \), respectively. It is easy to see that \( \text{SCI}(\Xi_1, \Omega_1)_G = 1 \) in this case, however, we could ask the slightly more difficult question

\[
\Xi_2(\{a_i\}) : \text{Does } \{a_i\} \text{ have infinitely many non-zero entries?}
\]

And of course, we could extend these questions to matrices. In particular, let \( \Omega_2 \) denote the collection of all infinite matrices \( \{a_{i,j}\}_{i,j \in \mathbb{N}} \) with entries \( a_{i,j} \in \{0, 1\} \), and consider the following problems,

\[
\Xi_3(\{a_{i,j}\}) : \text{Does } \{a_{i,j}\} \text{ have a non-zero entry?}
\]

\[
\Xi_4(\{a_{i,j}\}) : \text{Does } \{a_{i,j}\} \text{ have infinitely many non-zero entries?}
\]

The situation becomes more complex and less clear with the following questions:

\[
\begin{align*}
\Xi_5(\{a_{i,j}\}) : & \text{Does } \{a_{i,j}\} \text{ have a column containing infinitely many non-zero entries?} \\
\Xi_6(\{a_{i,j}\}) : & \text{Does } \{a_{i,j}\} \text{ have infinitely many columns containing infinitely many non-zero entries?} \\
\Xi_7(\{a_{i,j}\}) : & \text{Does } \{a_{i,j}\} \text{ have (only) finitely many columns with (only) finitely many } 1\text{s?}
\end{align*}
\]

And finally the following question that intriguingly is linked to the problem of showing the lower bound on SCI for spectra of operators. In this case we consider infinite matrices indexed by \( \mathbb{Z} \) rather than \( \mathbb{N} \). In particular, let \( \Omega_3 \) denote the collection of all infinite matrices \( \{a_{i,j}\}_{i,j \in \mathbb{Z}} \) with entries \( a_{i,j} \in \{0, 1\} \). We then ask the following question.

\[
\Xi_8 : \{a_{i,j}\}_{i,j \in \mathbb{Z}} \mapsto \left( \exists D \forall j \left( \left( \forall i \sum_{k=-i}^{i} a_{k,j} < D \right) \vee \left( \forall R \exists i \sum_{k=-i}^{i} a_{k,j} > R \land \sum_{k=-i}^{i} a_{k,j} > R \right) \right) \right)
\]

(“there is a bound \( D \) such that every column has either less than \( D \) 1s or is two-sided infinite”)
Theorem 7.1 (Decision making problems 1-4). Given the setup above we have

- $\text{SCI}(\Xi_1, \Omega_1)_G = \text{SCI}(\Xi_1, \Omega_1)_A = 1$,
- $\text{SCI}(\Xi_2, \Omega_1)_G = \text{SCI}(\Xi_2, \Omega_1)_A = 2$,
- $\text{SCI}(\Xi_3, \Omega_2)_G = \text{SCI}(\Xi_3, \Omega_2)_A = 3$,
- $\text{SCI}(\Xi_4, \Omega_2)_G = \text{SCI}(\Xi_4, \Omega_2)_A = 4$.

Theorem 7.2 (Decision making problems 5-8). Given the setup above we have

- $\text{SCI}(\Xi_5, \Omega_2)_G = \text{SCI}(\Xi_5, \Omega_2)_A = 3$,
- $\text{SCI}(\Xi_6, \Omega_2)_G = \text{SCI}(\Xi_6, \Omega_2)_A = 3$,
- $\text{SCI}(\Xi_7, \Omega_2)_G = \text{SCI}(\Xi_7, \Omega_2)_A = 3$,
- $\text{SCI}(\Xi_8, \Omega_3)_G = \text{SCI}(\Xi_8, \Omega_3)_A = 3$.

We may also look at spectral theory from a decision making point of view and ask: How difficult is it to decide whether a given point $\lambda \in \mathbb{C}$ belongs to the spectrum of a given bounded linear operator $A$ or not? Obviously this question is equivalent to asking whether $0 \in \text{sp}(A - \lambda I)$. Thus, it suffices to study the question for $\lambda = 0$. To make this more precise, we consider the functions

$$\text{sp}^0 : B(l^2(\mathbb{N})) \to \mathcal{M} := \{\text{Yes, No}\}, \ A \mapsto (0 \in \text{sp}(A))$$

The following theorem addresses this question.

Theorem 7.3 (Decision making and spectra). Let $\Omega \subset B(l^2(\mathbb{N}))$ and define $\Xi : \Omega \ni A \mapsto \text{sp}^0(A)$. Let $\Omega_1 = B(l^2(\mathbb{N}))$, $f : \mathbb{N} \to \mathbb{N}$ and $\Omega_2$ denote the set of bounded operators on $l^2(\mathbb{N})$ whose dispersion is bounded by $f$, and finally let $\Omega_3$ denote the set of bounded self-adjoint diagonal operators. Then

- $\text{SCI}(\Xi, \Omega_1)_G = \text{SCI}(\Xi, \Omega_1)_A = 3$,
- $\text{SCI}(\Xi, \Omega_2)_G = \text{SCI}(\Xi, \Omega_2)_A = 2$,
- $3 \leq \text{SCI}(\Xi, \Omega_3)_G \leq \text{SCI}(\Xi, \Omega_3)_A \leq 4$.

This result reveals that even for self-adjoint diagonal operators there do not exist any height-one towers of algorithms that can decide $\text{sp}^0$, although there is a height-one tower which computes the whole spectrum as is claimed in Theorem 7.8. This seems to be a bit surprising at a first glance. Actually, the present question is really stronger in a sense: From Theorem 7.8 we only get approximations for the spectrum which converge with respect to the Hausdorff distance, but which can still have even an empty intersection with $\text{sp}(A)$, whereas Theorem 7.3 addresses the inclusion $\lambda \in \text{sp}(A)$.

Note that the SCI of the decision problems above are considered with respect to general and arithmetic towers. These towers do not assume any computability model, but only a model on the mathematical tools allowed (arithmetic operations in the case of arithmetic tower) and the way the algorithm can read information (only finite amount of input). However, the SCI framework with towers of algorithms fit naturally into the classical theory of computability and the Arithmetical Hierarchy.

7.2. Computable functions. Our considerations will be based on so-called recursive functions whose definition is due to Gödel and can be found e.g. in [72] I.1.7. The precise definition is not really important for our following considerations since, due to a Basic Theorem [72] Theorem I.7.12], it is equivalent to Turing computability, register machine computability, being finitely definable, Church’s $\lambda$-definability, flow-chart computability, or many other well-established concepts of computable functions (see also [60][61] and a recent survey article on the topic [54]). Church’s Thesis (Church, Turing, 1936) proposes that

Every effectively computable function is recursive.
Therefore, in all what follows we will refer to recursive functions simply as *computable functions* meaning one or all of the above precise concepts, or by Church’s Thesis any ‘effectively computable function’. For a different model based on the Blum-Shub-Smale machine see [22].

**Remark 7.4.** Functions \( R : \mathbb{Z}^n_+ \to \{\text{true}, \text{false}\} \) (or \( \{\text{Yes}, \text{No}\} \) in our previous notation) are called \( n \)-ary relations. Note that such relations can also be regarded as the characteristic functions of the respective sets \( \{(x_1, \ldots, x_n) \in \mathbb{Z}^n_+ : R(x_1, \ldots, x_n)\} \).

7.3. The Arithmetical Hierarchy. A cornerstone in classical logic is the notion of Arithmetical Hierarchy, which we will see later is strongly connected to the SCI and towers of algorithms. Before we can present our main contribution in this section, we need to recall some basic definitions and results.

**Definition 7.5 (Arithmetical Hierarchy).** A relation \( R \) is in the Arithmetical Hierarchy if \( R \) is computable or if there exists a computable relation \( S \) such that \( R \) can be obtained from \( S \) by some finite sequence of complementation and/or projection operations. For this, the projection of \( f : \mathbb{Z}^n_+ \to \{\text{true}, \text{false}\} \) along the \( j \)th coordinate is defined as the characteristic function of the set (which is a subset of \( \mathbb{Z}^{n-1}_+ \))

\[
\{(x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n) : (\exists x_j) f(x_1, \ldots, x_n)\}.
\]

The following equivalent conditions describe the Arithmetical Hierarchy (see [72] IV 1.1 and [79] 14.1-4). In particular, let \( R \) be an \( n \)-ary relation, then the following are equivalent:

(i) \( R \) is in the Arithmetical Hierarchy.

(ii) \( R \) can be represented as

\[
(x_1, \ldots, x_n) \mapsto (Q_1 y_1) \cdots (Q_m y_m) S(x_1, \ldots, x_n, y_1, \ldots, y_m)
\]

where \( Q_i \) is either \( (\forall) \) or \( (\exists) \) for \( i = 1, \ldots, m \), and \( S \) is an \((n + m)\)-ary computable relation.

(iii) \( R \) can be represented as

\[
(x_1, \ldots, x_n) \mapsto (Q_1 y_1) \cdots (Q_k y_k) T(x_1, \ldots, x_n, y_1, \ldots, y_k)
\]

where \( Q_i \) is a list of alternated quantifiers ((\( \forall \)) and (\( \exists \))), and \( T \) is an \((n + k)\)-ary computable relation (Prenex normal form, Kuratowski, Tarski 1931).

(iv) \( R \) is definable in First-Order Arithmetic (Gödel, 1936).

Following [62] we define the classes of \( \Sigma_n \), \( \Pi_n \) and \( \Delta_n \) relations, proceeding by induction:

**Definition 7.6 (\( \Sigma_m \), \( \Pi_m \), \( \Delta_m \)).** Let \( m \in \mathbb{Z}_+ \). We then define the following.

(i) A relation is \( \Sigma_0 \) and \( \Pi_0 \) if it is computable.

(ii) A relation is \( \Sigma_{m+1} \) if it can be expressed in the form \((\exists y) S(x, y)\), where \( S(x, y) \) is \( \Pi_m \).

(iii) A relation \( R \) is \( \Pi_{m+1} \) if its complementary relation \( \neg R \) is \( \Sigma_{m+1} \).

(iv) \( \Delta_m := \Sigma_m \cap \Pi_m \).

It is easily seen that a relation \( R(x) \) is \( \Sigma_m \) iff it has a definition of the form

\[
(x_1, \ldots, x_n) \mapsto (\exists y_1)(\forall y_2) \cdots S(x_1, \ldots, x_n, y_1, \ldots, y_m),
\]

where \( S(x, y) \) is computable and there are \( m \) alternating quantifiers starting with \( \exists \). An analogous observation holds for \( \Pi_m \) relations, with \( m \) alternating quantifiers starting with \( \forall \). This hierarchy is the Arithmetical Hierarchy, or Kleene-Mostowski Hierarchy [60] [69], and does not collapse. More precisely, we have the following [72] IV 1.13:

**Theorem 7.7 (Hierarchy theorem).** For any \( m \in \mathbb{N} \), we have the following:

(i) \( \Sigma_m \setminus \Pi_m \neq \emptyset \), hence \( \Delta_m \subseteq \Sigma_m \).
of \( x \in \mathbb{Z}_+ \) being definable in First-Order Arithmetic, we are interested in the SCI of deciding whether a given number \( z \in \mathbb{Z}_+ \) belongs to \( A \) or not. In other words, we want to determine the value of the characteristic function of \( A \) at the point \( x \). Thus, we want to consider Towers of Algorithms for \( \chi_A \) where the functions/relations at the lowest level shall be computable, and we again ask for the minimal height. More precisely, we consider

1. the primary set \( \Omega := \mathbb{Z}_+ \),
2. the evaluation set \( \Lambda = \{ \lambda \} \) consisting of the function \( \lambda : \mathbb{Z}_+ \to \mathbb{C} \), \( x \mapsto x \),
3. the metric space \( \mathcal{M} := (\{ \text{true, false} \}, d_{\text{discr}}) = (\{ \text{Yes, No} \}, d_{\text{discr}}) \),

where \( d_{\text{discr}} \) denotes the discrete metric, and consider all functions \( \Xi : \Omega \to \mathcal{M} \) in the Arithmetical Hierarchy. In honour of Kleene and Shoenfield we call a Tower of Algorithms that is computable a Kleene-Shoenfield tower.

**Definition 7.8 (Kleene-Shoenfield tower).** A tower of algorithms given by a family \( \{ \Gamma_{n_k, \ldots, n_1} : \Omega \to \mathcal{M} : n_k, \ldots, n_1 \in \mathbb{N} \} \) of functions at the lowest level is said to be a Kleene-Shoenfield tower, if the function

\[
\mathbb{N}^k \times \Omega \to \mathcal{M}, \quad (n_k, \ldots, n_1, x) \mapsto \Gamma_{n_k, \ldots, n_1}(x)
\]

is computable. Given a computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) as above, we will write \( \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_{KS} \) to denote the SCI with respect to a Kleene-Shoenfield tower.

We can now present the main theorem, linking the SCI and the Arithmetical Hierarchy.

**Theorem 7.9 (The SCI and the Arithmetical Hierarchy).** If \( \Xi \) is \( \Delta_{m+1} \) then there exists a Kleene-Shoenfield tower of algorithms of height \( m \). Conversely, if \( \text{SCI}(\Xi, \Omega)_{KS} = m \) then \( \Xi \) is \( \Delta_{m+1} \), but not \( \Delta_m \).

This theorem has an immediate corollary that shows how the SCI can become arbitrarily large. In particular, for any \( k \in \mathbb{N} \) there exists a problem that has SCI equal to \( k \).

**Corollary 7.10 (The SCI can become arbitrarily large).** For every \( k \in \mathbb{N} \) there exists a problem function \( \Xi \) on \( \Omega \) with \( \text{SCI}(\Xi, \Omega)_{KS} = k \).

Theorem 7.9 follows immediately from a result by Shoenfield (Theorem 7.11), which has roots in the papers of Gold [43], Putnam [76], Shoenfield [88], and was discussed in [28, 81]. It is this result that builds the bridge between the SCI and the Arithmetical Hierarchy:

**Theorem 7.11 (Shoenfield 1959, [72] (IV.1.19)).** For \( m \in \mathbb{N} \) a function \( f : \mathbb{Z}_+ \to \{\text{true, false} \} \) is \( \Delta_{m+1} \) if and only if there is a computable function \( g : \mathbb{Z}_+^{m+1} \to \{\text{true, false} \} \) such that

\[
f(y) = \lim_{x_1 \to \infty} \cdots \lim_{x_m \to \infty} g(y, x_1, \ldots, x_m).
\]

Moreover, Corollary 7.10 follows directly from Theorem 7.7. Next, we want to make the latter observations more precise, and we want to demonstrate how to transform a given tower into prenex normal form on the one hand, and on the other hand, how to define a Kleene-Shoenfield tower of minimal height for a given \( \Delta_{m+1} \) relation. Actually, we do not do that for the present setting and for Kleene-Shoenfield towers, since
the proof can be found in the literature, but for our initial more general setting of decision making problems in Section 7.1.

7.5. Alternating quantifier forms for General Towers. We return to the more general setting of decision making problems of Section 7.1 with arbitrary $\Omega$, a certain evaluation set $\Lambda$ and $\mathcal{M} = \{\text{true, false}\} = \{\text{Yes, No}\}$. Inspired by the observations on the Arithmetical Hierarchy, we make the following definition:

**Definition 7.12 (Alternating quantifier forms).** Given the general setup above we define the following:

(i) We say that $\Xi : \Omega \to \mathcal{M}$ permits a representation by an alternating quantifier form of length $m$ if

$$\Xi = (Q_n \cdots Q_1 n_m \cdots n_1),$$

where $(Q_i)$ is a list of alternating quantifiers ($\forall$) and ($\exists$), and all $\Gamma_{n_m \cdots n_1} : \Omega \to \mathcal{M}$ are general algorithms in the sense of Definition 2.3.

(ii) We say that $\Xi$ is $\Sigma_m$ if an alternating quantifier form of length $m$ exists with $Q_m$ being ($\exists$), and that $\Xi$ is $\Pi_m$ if an alternating quantifier form of length $m$ exists with $Q_m$ being ($\forall$).

(iii) We say that $\Xi$ is $\Delta_m$ if $\Xi$ is $\Sigma_m$ and $\Pi_m$.

The following theorem demonstrates how the SCI framework can be viewed as a generalization of the Arithmetical Hierarchy to arbitrary computational problems. In particular, one can define a hierarchy for any kind of tower. Here we do this for a general tower, and obviously, this can be done for any tower.

**Theorem 7.13 (General Hierarchy).** Following Definition 7.12 the following is true.

(i) If $\text{SCI}(\Xi, \Omega) \leq m$ then $\Xi$ is $\Delta_{m+1}$.

(ii) If $\Xi$ is $\Sigma_m$ or $\Pi_m$ then $\text{SCI}(\Xi, \Omega) \leq m$.

(iii) For $m \in \mathbb{N}$ we have that $\text{SCI}(\Xi, \Omega) = m$ if and only if $m$ is the smallest number with $\Xi$ being $\Delta_{m+1}$.

We will call the hierarchy described above a General Hierarchy.

8. Roots of Polynomials and Doyle-McMullen Towers

In this section we recall the definition of a tower of algorithms from [38]. We will name this type of tower a Doyle-McMullen tower and demonstrate how the results in [67] and [38] can be put in a framework of the SCI. In particular, we will demonstrate how the construction of the Doyle-McMullen tower in [38] can be viewed as a tower of algorithms defined in Definition 2.4.

As mentioned in the introduction, one can compute zeros of a polynomial if one allows arithmetic operations and radicals and can pass to a limit. However, what if one cannot use radicals, but rather iterations of a rational map? A natural choice of such a rational map would be Newton’s method. The only problem is that the iteration may not converge, and that motivated the question by Smale quoted in the introduction.

As we now know from [67] the answer is no, however, the results in [38] show that the quartic and the quintic can be solved with several rational maps and limits while this is not the case for higher degree polynomials. Below we first quote their results and then specify a particular tower of height three in the form that it can be viewed as a tower of algorithm in the sense of this paper.

8.1. Doyle-McMullen towers. A purely iterative algorithm [93] is a rational map $T : \mathbb{P}_d \to \text{Rat}_m$, $p \mapsto T_p$.

---

2{\text{I.e. it’s a rational map of the coefficients of } p.}
which sends any polynomial $p$ of degree $\leq d$ to a rational function $T_p$ of a certain degree $m$. An important example of a purely iterative algorithm is Newton’s method. Furthermore, Doyle and McMullen call a purely iterative algorithm generally convergent if

$$\lim_{n \to \infty} T_p^n(z) \text{ exists for } (p, z) \text{ in an open dense subset of } \mathbb{P}_d \times \hat{\mathbb{C}}.$$ 

Here $T_p^n(z)$ denotes the $n$th iterate $T_p^n(z) = T_p(T_p^{n-1}(z))$ of $T_p$. For instance, Newton’s method is generally convergent only when $d = 2$. However, given a cubic polynomial $p \in \mathbb{P}_3$ one can define an appropriate rational function $q \in \text{Rat}_3$ whose roots coincide with the roots of $p$, and for which Newton’s method is generally convergent (see [67], Proposition 1.2). In [38] the authors provide a definition of a tower of algorithms, which we quote verbatim:

**Definition 8.1 (Doyle-McMullen tower).** A tower of algorithms is a finite sequence of generally convergent algorithms, linked together serially, so the output of one or more can be used to compute the input to the next. The final output of the tower is a single number, computed rationally from the original input and the outputs of the intermediate generally convergent algorithms.

**Theorem 8.2 (McMullen [67]; Doyle and McMullen [38]).** For $\mathbb{P}_d$ there exists a generally convergent algorithm only for $d \leq 3$. Towers of algorithms exist additionally for $d = 4$ and $d = 5$ but not for $d \geq 6$.

Note that, as shown in [89], there are generally convergent algorithms if one in addition allows the operation of complex conjugation. In the following we present how the Doyle-McMullen towers can be recast in the form of a general tower as defined in Definition 2.4.

### 8.2. A height 3 tower for the quartic

In the following $X, Y, \ldots$ denote variables in the polynomials while $x, y, \ldots \in \mathbb{C}$. We build the tower following the standard reduction path, see e.g. [35]. Given

$$p(X) := X^4 + a_1X^3 + a_2X^2 + a_3X + a_4$$

one first transforms the equation by change of variable $Y = X + a_1/4$ to arrive into the polynomial

$$q(Y) := Y^4 + b_2Y^2 + b_1Y + b_4,$$

which one writes, with help of a parameter $z$, as $q(Y) = (Y^2 + z)^2 - r(Y, z)$ where

$$r(Y, z) = (2z - b_2)Y^2 - b_3Y + z^2 - b_4.$$

Here one wants a value of $z$ such that $r(Y, z)$ becomes a square which requires the discriminant to vanish:

$$4(2z-b_2)(z^2-b_4)-b_3^2 = 0.$$

Viewing this as polynomial in $Z$, making a change of variable $W = Z + (1/6)b_2$ and scaling the polynomial to monic we arrive at asking for a root of

$$s(W) := W^3 + c_2W + c_3.$$  \hfill (8.1)

As all these are rational computations on the coefficients of $p$, we shall not express them explicitly.

We denote by $N(f, \xi_0)$ the function in Newton’s iteration with initial value $\xi_0$:

$$\xi_{j+1} := N(f(\xi_j)) \text{ where } N(f(\xi)) = \xi - \frac{f(\xi)}{f'(\xi)}$$

and further by $N_j$ the mapping from initial data to the $j^{th}$ iterate $N_j : (f, \xi_0) \mapsto \xi_j$. We shall apply Newton’s iteration to the rational function [38]

$$t(W) := \frac{s(W)}{3c_2W^2 + 9c_3W - c_2^2}.$$
Thus \( w_j = N_j(l, w_0) \) denotes the \( j \)th iterate \( w_j \) for a zero for \( s(w) = 0 \). This iteration converges in an open dense set of initial data. Denote \( w_\infty := \lim_{j \to \infty} w_j \). Now we change the variable \( Z = W - (1/6)b_2 \) and, denoting by \( z_j \) and \( z_\infty \) the corresponding values, we obtain \( r(Y, z_\infty) \) as a square:

\[
r(Y, z_\infty) = (2z_\infty - b_2) \left( Y - \frac{b_3}{2(2z_\infty - b_2)} \right)^2.
\]

To find a zero of \( q(Y) \) we shall need to have a generally convergent iteration for \( \sqrt{2z - b_2} \). Thus, we set \( u_j(V) := V^2 + b_2 - 2z_j \) and apply Newton’s method for this, starting with initial guess \( v_0 \) and iterating \( k \) times and set \( v_{k,j} := N_k(u_j, v_0) \). From \( q(Y) = (Y^2 + z_\infty)^2 - r(Y, z_\infty) = 0 \) we move to solve one of the factors

\[
Q(Y) = Y^2 + z_\infty - \sqrt{2z_\infty - b_2} \left( Y - \frac{b_3}{2(2z_\infty - b_2)} \right) = 0.
\]

However, we can do this only based on approximative values for the parameters, so we set

\[
Q_{k,j}(Y) = Y^2 + z_j - v_{k,j} \left( Y - \frac{b_3}{2(2z_j - b_2)} \right) = 0.
\]

Now apply Newton’s iteration to this, say \( n \) times, using starting value \( y_0 \) and denote the output by \( y_{n,k,j} \):

\[
y_{n,k,j} = N_n(Q_{k,j}, y_0).
\]

Finally, we set \( x_{n,k,j} = y_{n,k,j} - a_1/4 \) in order to get an approximation to a root of \( p \). Suppose now \( j = n_1, k = n_2, n = n_3 \). If \( n_1 \to \infty \) then \( w_{n_1} \to w_\infty \) and hence \( z_{n_1} \to z_\infty \), too. It is natural to denote \( u(V) := V^2 + b_2 - 2z_\infty \) and correspondingly \( v_{n_2} := N_{n_2}(u, v_0) \) and

\[
Q_{n_2}(Y) = Y^2 + z_\infty - v_{n_2} \left( Y - \frac{b_3}{2(2z_\infty - b_2)} \right) = 0.
\]

Then in an obvious manner \( x_{n_3,n_2} = N_{n_3}(Q_{n_2}, y_0) - a_1/4 \). Then we have \( \lim_{n_3 \to \infty} x_{n_3,n_2,n_1} = x_{n_3,n_2} \). If we denote \( x_{n_3} = N_{n_3}(Q, y_0) - a_1/4 \), then clearly \( \lim_{n_3 \to \infty} x_{n_3,n_2,n_1} = x_{n_3} \). Finally \( x_\infty = \lim_{n_3 \to \infty} x_{n_3} \) is a root of \( p \).

**The link to the SCI.** One special feature of these towers which are build on generally convergent algorithms is the following: in addition to the polynomial \( p \), the initial values for the iterations have to be read into the process via evaluation functions. Denoting the initial values for the three different Newton’s iterations by \( d_0 = (w_0, v_0, y_0) \in C^3 \) we can now put this Doyle-McMullen tower in the form of a general tower as defined in Definition 2.4 with the slight weakening that, for each \( p \in \mathbb{P}_4 \), the tower might converge only at a dense subset of initial values. In particular, set

\[
\Gamma_{n_3} : \mathbb{P}_4 \times C^3 \to C, \text{ by } (p, d_0) \mapsto x_{n_3},
\]

\[
\Gamma_{n_3,n_2} : \mathbb{P}_4 \times C^3 \to C, \text{ by } (p, d_0) \mapsto x_{n_3,n_2},
\]

\[
\Gamma_{n_3,n_2,n_1} : \mathbb{P}_4 \times C^3 \to C, \text{ by } (p, d_0) \mapsto x_{n_3,n_2,n_1}.
\]

Thus, if we let \( \Omega = \mathbb{P}_4 \times C^3 \) and \( \Xi, \mathcal{M} \) be as in Example 2.1(III), and complement \( \Lambda \) by the mappings that read \( w_0, v_0, y_0 \) from the input, then by the construction above and Theorem 8.2 we have that

\[
\text{SCI}(\Xi, \Omega)_{DM} \in \{2, 3\}.
\]

8.3. A height 3 tower for the quintic. Let

\[
p(X) = X^5 + a_1X^4 + a_2X^3 + a_3X^2 + a_4X + a_5
\]

be the given quintic. Doyle and McMullen \[33\] give a generally convergent algorithm for the quintic in Brioschi form. Thus, one needs first to bring the general quintic to Brioschi form, then apply the iteration and finally construct at least one root for \( p(X) \). In the following we outline a path for doing this, which follows L. Kiepert \[58\] except that the Brioschi quintic is solved by Doyle-McMullen iteration rather than by using Jacobi sextic. This path can be found in \[59\].
One begins applying a Tschirnhaus transformation
\[ Y = X^2 - UX + v \]
to arrive into principal form
\[ q(Y) = Y^5 + b_3 Y^2 + b_4 Y + b_5. \]

Here \( v \) is obtained from a linear equation but to solve \( u \) one needs to solve a quadratic equation
\[ Q(U) = U^2 + \alpha U + \beta, \]
where the coefficients \( \alpha, \beta \) are rational expressions of the coefficients of \( p(X) \), (see for example p. 100, eq. (6.2-9) in \([59]\)).

Here is the first application of Newton’s method. We are given an initial value \( u_0 \) and iterate \( j \) times
\[ u_j = N_j(Q, u_0). \]
We may assume that \( v \) is known exactly but we only have an approximation \( u_j \) to make the transformation. So, suppose the Newton iteration converges to \( u_\infty \). Thus, we make the transformation using \( u_j \) and force the coefficients \( b_{2,j} = b_{1,j} = 0 \) while keep the others as they appear. The transformation being continuous yields polynomials
\[ q_j(Y) = Y^5 + b_{3,j} Y^2 + b_{4,j} Y + b_{5,j}, \]
whose roots shall converge to those of \( q(Y) \). The next step is to transform \( q_j(Y) \) into Brioschi form. Let the Brioschi form corresponding to the exact polynomial \( q(Y) \) be denoted by \( B(Z) \)
\[ B(Z) = Z^5 - 10CZ^3 + 45C^2Z - C^2 = 0, \]
while with \( B_j(Z) \) we denote the exact Brioschi form corresponding to \( q_j(Y) \). The transformation from \( q(Y) \) to \( B(Z) \) is of the form
\[ Y = \frac{\lambda + \mu Z}{(Z^2/C) - 3}. \]

Here \( \lambda \) satisfies a quadratic equation with coefficients being polynomials of the coefficients in the principal form (p. 107, eq. (6.3-28) in \([59]\)). Let us denote that quadratic by \( R(L) \) when it comes from \( q(Y) \) and by \( R_j(L) \) when it comes from \( q_j(Y) \) respectively. Thus here we meet our second application of Newton’s method. So, we denote by
\[ \lambda_{k,j} := N_k(R_j, \lambda_0) \]
the output of iterating \( k \) times for a solution of \( R_j(L) = 0 \). And, in a natural manner, we denote also
\[ \lambda_k = N_k(R, \lambda_0) \quad \text{and} \quad \lambda = \lim_{k \to \infty} N_k(R, \lambda_0). \]
The corresponding values of \( \mu_{k,j}, \mu_k \) and \( \mu \) are then obtained by simple substitution (p. 107, eq. (6.3-30) in \([59]\)). The Tschirnhaus transformation with exact values \( (\lambda, \mu) \) transforms the equation not yet to the Brioschi form with just one parameter \( C \) but such that the constant term may be different. However, the last step is just a simple scaling and then one is in the Brioschi form \((8.2)\). However, when we apply the transformation with the approximated values \( (\lambda_{k,j}, \mu_{k,j}) \) or with \( (\lambda_k, \mu_k) \) we do not arrive at the Brioschi form. So, we force the coefficients of the fourth and second powers to vanish and replace the coefficients of the first power to match with the coefficients in the third power. Finally, after scaling the constant terms we have the Brioschi quintics \( B_{k,j} \) and \( B_k \), e.g.
\[ B_{k,j}(Z) = Z^5 - 10C_{k,j} Z^3 + 45C_{k,j}^2 Z - C_{k,j}^2 = 0. \]

Provided that the Newton iterations converge, that is, the initial values \( (u_0, \lambda_0) \) are generic, these quintics converge to the exact one.

Here we apply the generally convergent iteration by Doyle and McMullen \([38]\). They specify a rational function
\[ T_C(Z) = z - \frac{g_C(Z)}{g_C'(Z)}, \]
where \( g \) is a polynomial of degree 6 in the variable \( C \) and of degree 12 in \( Z \). Starting from an initial guess \( w_0 \) from an initial guess \( w_{n+1} = T_C(T_C(w_n)) \) to convergence and applying \( T_C \) still once, we obtain, after a finite rational computation with these two numbers, two roots of the Brioschi, say \( z_I \) and \( z_{II} \). If applied
degree one can compute the whole set of roots (more precisely: approximate it in the sense of the Hausdorff
initial values. And indeed, the answer to that question is really satisfactory: For polynomials of arbitrary
question how big the SCI gets if one applies purely iterative algorithms. The key tool for the choice of the initial values is the main theorem of \[54\]:

Proposition 8.4. Let \( p \) be a polynomial of degree \( d \), \( \epsilon > 0 \) and \( z_n := N^p_n(s) \). If \( |z_n - z_{n+1}| < \frac{\epsilon}{4} \) then there is a root \( z \) of \( p \) with \( |z_n - z| < \epsilon \).
Remark 9.1 (Adding structure to reduce the SCI). Note that classifying subclasses of Class III according to the SCI is about determining what kind of extra structure and information needs to be added to reduce the SCI from \( k \) to \( k - 1 \) and \( k - 2 \) and so forth. This means also that one has to invent new algorithms (or towers of algorithms) as the tower used to obtain SCI = \( k \) obviously cannot be used for problems with SCI = \( k - 1 \). Thus, classifying all subclasses of III will lead to vast numbers of new algorithms.
9.1. Potential problems with SCI greater than one.

9.1.1. Quantum mechanics. It is indeed likely that some of the fundamental computational quantum mechanics have SCI greater than one. We have already discussed upper bounds of the SCI for computing spectra of Schrödinger operators

\[ H = -\Delta + V, \quad V : \mathbb{R}^d \to \mathbb{C}, \]

and we believe that the SCI is equal to two for computing spectra of these operators when considering the setup in Section 9.1.2, where \( V \) is bounded and we are using an Arithmetic tower.

Similarly, this may very well be the case for Dirac operators. In particular, consider the same computational problem \( \{ \Xi, \Omega, M, \Lambda \} \) as in Section 9.1.1, however, with the Schrödinger operator replaced by the Dirac operator. More precisely, let \( \mathcal{H} = \bigoplus_{k=1}^4 L^2(\mathbb{R}^3) \) and define (formally) \( \hat{P}_j \) on \( \mathcal{H} \) by \( \hat{P}_j = \bigoplus_{k=1}^4 \hat{P}_j \), with \( \hat{P}_j = -i \frac{\partial}{\partial x_j} \) for \( j = 1, 2, 3 \), where \( \hat{P}_j \) is formally defined on \( L^2(\mathbb{R}^3) \). Let \( H_0 = \sum_{j=1}^3 \alpha_j \hat{P}_j + \beta \), where \( \alpha_j \) and \( \beta \) are 4-by-4 matrices satisfying the commutation relation

\[ \alpha_j \alpha_k + \alpha_k \alpha_j = 2 \delta_{jk} I, \quad j, k = 1, 2, 3, 4, \quad \alpha_4 = \beta. \]

Then it is well known that \( H_0 \) is self-adjoint on \( \bigoplus_{k=1}^4 W_{2,1}(\mathbb{R}^3) \) where \( W_{2,1}(\mathbb{R}^3) = \{ f \in L^2(\mathbb{R}^3) : F f \in L^1(\mathbb{R}^3) \} \) and \( L^2(\mathbb{R}^3) = \{ f \in L^2(\mathbb{R}^3) : (1 + |.|^2)^{1/2} f \in L^2(\mathbb{R}^3) \} \). Let \( V \in L^{\infty}(\mathbb{R}^3) \) and define the Dirac operator

\[ H_D = H_0 + \bigoplus_{k=1}^4 V, \quad \mathcal{D}(H) = \bigoplus_{k=1}^4 W_{2,1}(\mathbb{R}^3). \]

The question is: what is the SCI of computing spectra of such Dirac operators? Note that the similarity between the Dirac operator and the Schrödinger operator suggest that we may very well be able to use the techniques from this paper to get the upper bounds.

9.1.2. Infinite dimensional optimization and inverse problems. Given an \( A \in B(l^2(\mathbb{N})) \) and \( y \in l^2(\mathbb{N}) \) and the optimization problem of finding

\[ x \in \text{argmin}_{\eta \in P(N)} \| \eta \|_P \quad \text{subject to} \quad \| A \eta - y \| \leq \delta, \quad \delta \geq 0, \quad p \in [1, \infty), \]

where we assume that this problem is feasible for the given \( \delta \), meaning that there exists at least one minimizer. Such problems are popular in sampling theory and compressed sensing [1, 12, 25, 37]. In this case we may consider the computational problem \( \{ \Xi, \Omega, M, \Lambda \} \) similar to what we have in Section 9.1.2, however, we would first consider the closed metric space \( \{ \eta : \| A \eta - y \| \leq \delta \} \) and let \( M \) be the metric quotient space when identifying all the minimizer. Also, \( \Xi = [x] \) where \( x \) is a minimizer and \([x]\) denotes the equivalence class corresponding to \( x \). Note that if \( \Omega = \Omega_1 \times \Omega_2 \) where \( \Omega_1 = \{ A : A = A^*, A \text{ is compact}, \| A \| \leq M \} \) for some \( M > 0 \) and \( \Omega_2 = \{ y : y \in \text{Ran}(A) \} \), where \( \text{Ran}(A) \) denotes the range of \( A \), then it can be shown [50] that \( \text{SCI}(\Xi, \Omega)_G \geq 2 \). This suggests that even in the case where there is a substantial amount of extra structure, there are many infinite-dimensional optimization problems and inverse problems with SCI > 1.

Interestingly, if we instead consider the problem of finding

\[ x \in \text{argmin}_{\eta \in P(N)} \| A \eta - y \|^2 + \lambda \| \eta \|_P, \quad \lambda > 0, \quad p \in [1, 2], \]

with the similar setup as above then it can be shown [50] that \( \text{SCI}(\Xi, \Omega)_G = 1 \). Similarly, we may consider the problems of finding

\[ g \in \text{argmin}_{u \in BV(\Omega)} \frac{1}{2} \int_{\Omega} (Tu - f)^2 \, dx + \lambda \text{TV}(u), \quad \lambda > 0, \]
and

\[(9.4) \quad g \in \text{argmin}_{u \in \text{BV}(\Omega)} \text{TV}(u) \text{ subject to } \int_{\Omega} (Tu - f)^2 \, dx \leq \delta, \quad \lambda > 0,\]

where \(\Omega \subset \mathbb{R}^d\) is some appropriate domain, \(T : L^2(\Omega) \to L^2(\mathbb{R}^d)\) is some linear operator, \(f\) is some function, possibly not even in the range of \(T\), \(\text{BV}(\Omega)\) denotes the set of functions that have bounded variations and

\[\text{TV}(u) = \sup \left\{ \int_{\Omega} u \text{div} u \, dx : v \in C^1_c(\Omega, \mathbb{R}^2), \|v\|_{\infty} \leq 1 \right\}\]

where \(C^1_c(\Omega, \mathbb{R}^2)\) is the set of continuously differentiable vector functions of compact support contained in \(\Omega\). The optimization problem (9.3) is highly popular in imaging \([80]\) for example and a well known regularization technique in inverse problems. The fact that solving (9.2) has SCI greater than one indeed suggests that solving (9.4) even when \(T\) is compact also has SCI greater than one.

These are just two popular examples, however, there are essentially countless number of infinite-dimensional optimization problems \([40]\) of the same nature as the ones above, thus we predict that there are many of those problems with SCI > 1.

9.1.3. Operator semigroups and PDEs in unbounded domains. Suppose that \(A\) is a closed linear operator which is bounded from below: \(\langle Ax, x \rangle \geq \mu \|x\|^2\) for some \(\mu \in \mathbb{R}\) and \(x \in D(A)\), and one is to compute, for a fixed \(t > 0\), \(e^{-tA}x\) or \(e^{-tA}x_0\) for some \(x_0\) in the Hilbert space. In the former case the task is to compute approximations which converge in the operator norm and in the latter in the norm of the underlying space. The semigroup generated by the Schrödinger operator \(-iH\) is naturally of particular interest: given \(H = -\Delta + V\) compute

\[(9.5) \quad e^{-itH} \psi, \quad \psi \in L^2(\mathbb{R}^n), \quad t > 0.\]

If we consider \(\psi\) to be known, then solving (9.5) can be done by solving a PDE, namely the time dependent Schrödinger equation. However, as \(V\) is defined on the whole space, this PDE would not have any boundary.

A typical method for computing solutions to PDEs in unbounded domains is to impose non-physical boundaries with some boundary conditions on them, so that the solution within is close (in some sense) to the correct solution of the original problem. This arises is wave-type equations, including the (time-dependent) Schrödinger equation. A notable result in this field is that of Engquist and Majda \([41]\), where a method for imposing artificial boundary conditions that minimize non-physical reflections is introduced.

However, given a type of PDEs with an unbounded domain, this still leaves the question of what is the associated SCI unanswered. More precisely, one could ask for computational solutions that converge to the true solution of a given problem on some finite time interval \([0, t]\). Is this possible in one limit? Note that the method of adding artificial boundary conditions, if such method is successful, would essentially have two limiting procedures. In particular, one limit for each boundary chosen, and one limit when the boundary tends to infinity. Therefore, it is not unreasonable to believe that the SCI > 1 for certain types of PDEs in unbounded domains.

9.1.4. Computational harmonic analysis. A problem in computational harmonic analysis is to compute frame bounds \([26]\) for a given frame for \(L^2(\mathbb{R}^d)\). As this means computing extremal spectral values of a self-adjoint infinite matrix we are faced with a several limit problem. First, computing spectra of a self-adjoint operator has SCI = 2. Second, producing matrix elements from the frame elements \(f \in L^2(\mathbb{R}^d)\) may indeed add an extra limit, unless this limit can be collapsed with one of the other limits. However, this question is completely open and computing frame bounds may have SCI > 1.
10. Proofs of Theorems in Section 3

We start the sections on the proofs of our main results with a simple but fundamental observation on the smallest singular values \( \sigma_1(B) \) of matrices \( B \in \mathbb{C}^{m \times n} \), which constitutes one of the corner stones for most of the general algorithms we will construct in the subsequent proofs.

**Proposition 10.1.** Given a matrix \( B \in \mathbb{C}^{m \times n} \) and a number \( \epsilon > 0 \) one can test with finitely many arithmetic operations of the entries of \( B \) whether the smallest singular value \( \sigma_1(B) \) of \( B \) is greater than \( \epsilon \).

**Proof.** The matrix \( B^*B \) is self-adjoint and positive semidefinite, hence has its eigenvalues in \([0, \infty)\). The singular values of \( B \) are the square roots of these eigenvalues of \( B^*B \). The smallest singular value is greater than \( \epsilon \) iff the smallest eigenvalue of \( B^*B \) is greater than \( \epsilon^2 \), which is the case iff \( C := B^*B - \epsilon^2I \) is positive definite. It is well known that \( C \) is positive definite if and only if the pivots left after Gaussian elimination (without row exchange) are all positive. Thus, if \( C \) is positive definite, Gaussian elimination leads to pivots that are all positive, and this requires finitely many arithmetic operations. If \( C \) is not positive definite, then at some point a pivot is zero or negative, at this point the algorithm aborts. \( \square \)

**Remark 10.2.** In practice it may be advisable to use the Cholesky decomposition when determining if \( C \) is positive definite or not. This is simply for stability purposes as discussed in [50]. However, introducing the Cholesky decomposition requires evaluation of a radical. As Proposition [10.1] is the mainstay in most Arithmetic towers constructed in this paper, one can simply replace the Gaussian elimination with the Cholesky decomposition and obtain a Radical tower instead that may be more appropriate for computations.

**Proof of Theorem 3.3.** Since \( \Omega_1 \supset \Omega_2 \supset \Omega_3 \) it obviously suffices to show that \( SCI(\Xi, \Omega_1)_A \leq 2 \) and \( SCI(\Xi, \Omega_3)_G \geq 2 \). We will start by showing that \( SCI(\Xi, \Omega_1)_A \leq 2 \), thus we will show the existence of an Arithmetic tower of algorithms of height 2 for \( \Xi = sp \) on the set \( \Omega_1 \), where \( \Omega_1 \) is determined by \( g \) in [3, 2]. So let \( A \in \Omega_1 \) and moreover let

\[
\gamma(z) := \min \{ \sigma_1(A - zI), \sigma_1(A^* - \tau I) \} = \|(A - zI)^{-1}\|^{-1},
\]

where \( \sigma_1(B) := \inf \{ \|B\xi\| : \xi \in l^2(\mathbb{N}), \|\xi\| = 1 \} \) is known as the lower norm, the injection modulus, or the smallest singular value of \( B \in B(l^2(\mathbb{N})) \). To see why \( \min \{ \sigma_1(A - zI), \sigma_1(A^* - \tau I) \} = \|(A - zI)^{-1}\|^{-1} \) see for example [49].

**Step 1 (The construction of the tower of algorithms):** Let \( g : [0, \infty) \to [0, \infty) \) be as in the statement of Theorem [3, 3] in particular, continuous, vanishing only at \( x = 0 \) and tending to \( \infty \) as \( x \to \infty \). Note that without loss of generality we can also assume that \( g \) is strictly increasing and \( g(x) \leq x \) for all \( x \). Then the inverse function \( h(y) := g^{-1}(y) : [0, \infty) \to [0, \infty) \) is well defined, continuous, strictly increasing, \( h(y) \geq y \) for every \( y \), and \( \lim_{y \to 0} h(y) = 0 \).

Let \( K \subset C \) be a compact set and \( \delta > 0 \). We introduce a \( \delta \)-grid for \( K \) by \( G^\delta(K) := (K + B_\delta(0)) \cap (\delta(Z + i\mathbb{Z})) \), where \( B_\delta(0) \) denotes the closed ball of radius \( \delta \) centered at \( 0 \). Without loss of generality we may assume that \( \delta^{-1} \) is an integer, and obviously, \( G^\delta(K) \) is finite. Moreover, introduce \( h_\delta(y) := \min \{ k\delta : k \in \mathbb{N}, g(k\delta) > y \} \) and observe that for each \( y \), evaluating \( h_\delta(y) \) requires only finitely many evaluations of \( g \). Also, notice that \( h(y) \leq h_\delta(y) \leq h(y) + \delta \). For a given function \( \zeta : C \to [0, \infty) \) we define sets \( \Upsilon^\delta_K(\zeta) \) as follows: For each \( z \in G^\delta(K) \) let \( I_z := B_{h_\delta(\zeta(z))}(z) \cap (\delta(Z + i\mathbb{Z})) \). Further

- If \( \zeta(z) \leq 1 \) then introduce the set \( M_z \) of all \( w \in I_z \) for which \( \zeta(w) \leq \zeta(v) \) holds for all \( v \in I_z \).
- Otherwise, if \( \zeta(z) > 1 \), just set \( M_z := \emptyset \).

Now define

\[
\Upsilon^\delta_K(\zeta) := \bigcup_{z \in G^\delta(K)} M_z.
\]
Notice that for the computation of $\Upsilon^\delta_K(\zeta)$ only finitely many evaluations of $\zeta$ and $g$ are required. To define the lowest level of the tower by this construction we introduce appropriate functions

$$\zeta_{m,n}(z) := \min\{k/m : k \in \mathbb{N}, \ k/m \geq \min\{\sigma_1(P_n(A - z I)P_m|_{\text{Ran}(P_m)}), \sigma_1(P_n(A^* - z I)P_m|_{\text{Ran}(P_m)})\}\}. \tag{10.2}$$

Then we define

$$\Gamma_{m,n}(A) = \Gamma_{m,n}(\{A_{ij}\}_{i,j=1}^{n,m}) := \Upsilon^{1/m}_{B_m(0)}(\zeta_{m,n}), \tag{10.3}$$
$$\Gamma_m(A) := \lim_{n \to \infty} \Upsilon^{1/m}_{B_m(0)}(\zeta_{m,n}),$$

where we will show that the limit exists. To show that this provides an arithmetic tower of algorithms for $\Xi$ we firstly mention that each of the mappings $A \mapsto \Gamma_{m,n}(A)$ is a general algorithm in the sense of Definition 2.3. Moreover, as mentioned above, the computation of $\Upsilon^{1/m}_{B_m(0)}(\zeta_{m,n})$ requires only finitely many evaluations of $\zeta_{m,n}$, and the finite number of constants $g(k/m) \leq 1, \ k = 1, \ldots$. Hence it suffices to demonstrate that, for a single $z \in \mathbb{C}$, the evaluation of $\zeta_{m,n}(z)$ requires finitely many arithmetic operations of the evaluations $A_f, f \in A_{\Gamma_{m,n}(A)}$. This is done as follows. For $k \in \mathbb{N}$, we start with $k = 1$, then:

- Check whether $\min\{\sigma_1(P_n(A - z I)P_m|_{\text{Ran}(P_m)}), \sigma_1(P_n(A^* - z I)P_m|_{\text{Ran}(P_m)})\} \leq k/m$.
- If not let $k = k + 1$ and repeat, otherwise $\zeta_{m,n}(x) = k/m$.

Note that the first step requires finitely many arithmetic operations of the complex numbers $A_f, f \in A_{\Gamma_{m,n}(A)}$ by Proposition 10.1 and the loop will clearly terminate for a finite $k$. Secondly, we have to show the desired convergence as $n \to \infty$ and then as $m \to \infty$.

**Step II:** $\Gamma_{m,n}(A) \to \Gamma_m(A)$, and $\Gamma_m(A) \to \Xi_1(A)$. To prove Step II we need the following result.

**Claim:** Let $K$ be a compact set containing the spectrum of $A$ and $0 < \delta < \epsilon < 1/2$. Further assume that $\zeta$ is a function with $||\zeta - \gamma||_{\infty,K} := ||(\zeta - \gamma)\chi_\delta||_\infty < \epsilon$ on $\tilde{K} := (K + B_h(\text{diam}(K) + 2\epsilon) + \epsilon(0))$, where $\chi_\delta$ denotes the characteristic function of $\tilde{K}$. Finally, let

$$u(\zeta) := \max\{h(3\zeta + h(t + \xi) - h(t)) + \xi : t \in [0, 1]\}. \tag{10.4}$$

Then we have that

$$d_\Pi(\Upsilon^\delta_K(\zeta), \text{sp}(A)) \leq u(\epsilon) \text{ and } \lim_{\zeta \to 0} u(\zeta) = 0. \tag{10.5}$$

To prove the claim, let $z \in G^\delta(K)$ and notice that $I_z \subset \tilde{K}$ since, for every $v \in I_z$,

$$|z-v| \leq h_\delta(\zeta(z)) \leq h_\delta(\gamma(z) + \epsilon) \leq h(\text{dist}(z, \text{sp}(A)) + \epsilon) + \delta \leq h(\text{diam}(K) + \delta + \epsilon) + \delta.$$

Suppose that $M_z \neq \emptyset$. Note that by (3.2), the monotonicity of $h$, and the compactness of $\text{sp}(A)$ there is a $y \in \text{sp}(A)$ of minimal distance to $z$ with $|z - y| \leq h(\gamma(z))$. Since $||\zeta - \gamma||_{\infty,K} < \epsilon$ we get $|z - y| \leq h(\zeta(z) + \epsilon)$. Hence, at least one of the $v \in I_z$, let’s say $v_0$, satisfies $|v_0 - y| < h(\zeta(z) + \epsilon) - h(\zeta(z)) + \delta$. Noting again that $\gamma(v_0) \leq \text{dist}(v_0, \text{sp}(A))$, we get $\zeta(v_0) < \gamma(v_0) + \epsilon < h(\zeta(z) + \epsilon) - h(\zeta(z)) + 2\epsilon$. By the definition of $M_z$ this estimate now holds for all points $w \in M_z$ and we conclude that, for all $w \in M_z$,

$$\text{dist}(w, \text{sp}(A)) = h(g(\text{dist}(w, \text{sp}(A)))) \leq h(\gamma(w)) \leq h(\zeta(w) + \epsilon) \leq h(\zeta(z) + \epsilon) - h(\zeta(z)) + 3\epsilon. \tag{10.6}$$

This observation holds for every $z \in G^\delta(K)$ and all $w \in M_z$, hence all points in $\Upsilon^\delta_K(\zeta)$ are closer to $\text{sp}(A)$ than $u(\epsilon)$.

Conversely, take any $y \in \text{sp}(A) \subset K$. Then there is a point $z \in G^\delta(K)$ with $|z - y| < \delta < \epsilon$, hence $\zeta(z) < \gamma(z) + \epsilon \leq \text{dist}(z, \text{sp}(A)) + \epsilon + 2\epsilon < \epsilon$. Thus, $M_z$ is not empty and contains a point which is closer to $y$ than $h(\zeta(z)) + \epsilon \leq h(2\epsilon) + \epsilon \leq u(\epsilon)$. Finally notice that the mapping $(t, \xi) \mapsto h(h(t + \xi) - h(t) + 3\epsilon) + \xi$ is continuous on the compact set $[0, 1] \times [0, 1]$, hence uniformly continuous. Moreover, for every fixed $t$ it tends to 0 as $\xi \to 0$, thus we can conclude $u(\xi) \to 0$, and we have proved the claim.
Our next goal is the definition of suitable approximating functions for $\gamma$ and to build the bridge between $\gamma$ and $\zeta_{m,n}$. Here we have to take into account the following aspects: (i) The functions shall approximate $\gamma$ locally uniformly. (ii) There shall be a compact set which contains $\text{sp}(A)$ such that all of these functions are greater than 1 outside that set. To do so, define the functions

$$\gamma_m(z) := \min\{\sigma_1((A - zI)P_m|_{\text{Ran}(P_m)}), \sigma_1((A^* - \overline{z}I)P_m|_{\text{Ran}(P_m)})\}$$

$$\gamma_{m,n}(z) := \min\{\sigma_1(P_n(A - zI)P_m|_{\text{Ran}(P_m)}), \sigma_1(P_n(A^* - \overline{z}I)P_m|_{\text{Ran}(P_m)})\}.$$ 

Now $\sigma_1(P_n(A - zI)P_m|_{\text{Ran}(P_m)}) = \inf\{\|P_n(A - zI)P_m\xi\| : \xi \in \text{Ran}(P_m), \|\xi\| = 1\}$ and $\sigma_1((A - zI)P_m|_{\text{Ran}(P_m)}) = \inf\{\|(A - zI)P_m\xi\| : \xi \in \text{Ran}(P_m), \|\xi\| = 1\}$. Thus, since $P_m \to I$ strongly and $P_{m+1} \geq P_m$, then $\gamma_m \to \gamma$ pointwise and monotonically from above, and by Dini’s Theorem the convergence is uniform on every compact set, in particular on the ball $K := B_{m_0}(0)$, with $m_0 > 2\|A\| + 4$. Also, $\gamma_{m,n} \to \gamma_{m}$ pointwise monotonically from below as $n \to \infty$, hence again by Dini’s Theorem it follows that the convergence is uniform on the ball $K = B_{m_0}(0)$. Outside that ball we have, for $n > m$, by a Neumann argument

$$\gamma_{m,n}(z) = \min\{\sigma_1(P_n(A - zI)P_m), \sigma_1(P_n(A^* - \overline{z}I)P_m)\}$$

$$\geq \min\{\sigma_1(P_n(A - zI)P_m), \sigma_1(P_n(A^* - \overline{z}I)P_m)\}$$

$$= \|(P_n(A - zI)P_m)^{-1}\|^{-1} = |z|\|(P_n - z^{-1}P_nAP_n)^{-1}\|^{-1} \geq 2.$$

We can now directly show Step II: For all $n > m \geq m_0$, the points in the finite set $G^{2/m}(B_m(0)) \setminus K$ lead to function values of $\zeta_{m,n}$ being larger than 1, hence $\Gamma_{m,n}(A) = \mathcal{Y}^{1/m}_K(\zeta_{m,n})$. Fix $\epsilon \in (0, 1/2)$. Then there is an $m_1 > m_0$ with $m_1 > 3/\epsilon$ such that $\|\gamma - \gamma_m\|_{\infty,K} < \epsilon/3$ on $K := B_{k'(\text{diam}(K) + 2\epsilon)^{-1}}(0)$ for all $m > m_1$. Moreover, for every $m$ there is an $n_1(m)$ such that $\|\gamma_m - \gamma_{m,n}\|_{\infty,K} < \epsilon/3$ for all $n > n_1(m)$. This yields

$$\|\gamma - \zeta_{m,n}\|_{\infty,K} \leq \|\gamma - \gamma_m\|_{\infty,K} + \|\gamma_m - \gamma_{m,n}\|_{\infty,K} + \|\gamma_{m,n} - \zeta_{m,n}\|_{\infty,K} \leq \epsilon/3 + \chi/3 + 1/m < \chi$$

whenever $m > m_1$ and $n > n_1(m)$. Hence, by the above claim, it holds that $d_H(\Gamma_{m,n}(A), \text{sp}(A)) \leq u(\epsilon)$ whenever $m > m_1$ and $n > n_1(m)$. Since this bound tends to zero as $\epsilon \to 0$, it is proved that

$$\lim_{m \to \infty} \limsup_{n \to \infty} d_H(\Gamma_{m,n}(A), \text{sp}(A)) = 0.$$

To ensure that $(\Gamma_{m,n}(A))_{n \in \mathbb{N}}$ already converges w.r.t. the Hausdorff distance for every fixed $m$ we just mention that the sequence of functions $\{\gamma_{m,n}\}_n$ is monotonic from below, hence $\{\zeta_{m,n}\}_n$ is monotonic as well. Moreover, for every fixed $m$, these $\zeta_{m,n}$ are effectively evaluated only in finitely many points (namely the points $z \in M_n \cup \{z \in G^{1/m}(K)\}$ and can take only finitely many values, where the bounds do not depend on $n$. Thus the sets $\Gamma_{m,n}(A)$ change only finitely many times as $n$ grows. Consequentially, there is an $n_2(m)$ such that all $\Gamma_{m,n}(A)$ with $n \geq n_2(m)$ coincide. This provides the limiting set $\Gamma_m(A) = \lim_{n \to \infty} \Gamma_{m,n}(A)$ and hence we have shown that $\text{SCI}(\Xi, \Omega_1)_A \leq 2$.

**Step III:** $\text{SCI}(\Xi, \Omega_3)_\phi \geq 2$. To prove that there is no General tower of height one for the self-adjoint case we argue by contradiction and suppose that there is a sequence $\{\Gamma_k\}$ of general algorithms such that $\Gamma_k(A) \to \text{sp}(A)$, and in particular each $\Lambda_{\Gamma_k}(A)$ is finite. Thus, for every $A$ and every $k$ there exists a finite number $N(A, k) \in \mathbb{N}$ such that the evaluations from $\Lambda_{\Gamma_k}(A)$ only take the matrix entries $A_{ij} = \langle Ae_j, e_i \rangle$ with $i, j \leq N(A, k)$ into account. We consider operators of the type

$$A := \bigoplus_{r=1}^\infty A_{Ir}, \quad \text{with } \{I_r\} \subset \mathbb{N} \text{ and } A_n := \begin{pmatrix} 1 & 1 \\ 0 & \ddots & \ddots \\ \ddots & \ddots & \ddots & \ddots \\ 0 & \cdots & \cdots & 1 \end{pmatrix} \in \mathbb{C}^{n \times n}.$$
Then \( \text{sp}(A_n) = \{0, 2\} \), hence \( A \) is bounded, self-adjoint, and \( \text{sp}(A) = \{0, 2\} \) as well. In order to find a counterexample we simply construct an appropriate sequence \( \{l_r\} \subset \mathbb{N} \) by induction: For \( C := \text{diag}\{1, 0, 0, 0, \ldots\} \) one obviously has \( \text{sp}(C) = \{0, 1\} \). Choose \( k_0 := 1 \) and \( l_1 > N(C, k_0) \).

Now, suppose that \( l_1, \ldots, l_n \) are already chosen. Then we obviously have that \( \text{sp}(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C) = \{0, 1, 2\} \), hence there exists a \( k_n \) such that

\[
\Gamma_k(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C) \cap B_2^{(1)}(1) \neq \emptyset
\]

for every \( k \geq k_n \), where \( B_2^{(1)}(1) \) denotes the closed ball of radius \( 1/n \) and centre \( 1 \). Now, choose

\[
l_{n+1} > N(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C, k_n) - l_1 - l_2 - \ldots - l_{n}.
\]

By this construction, it follows that

\[
\Gamma_{k_n}(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C) \cap B_2^{(1)}(1) = \Gamma_{k_n}(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C) \cap B_2^{(1)}(1) \neq \emptyset \quad \forall \ n \in \mathbb{N}.
\]

Indeed, since any evaluation function \( f_{i,j} \in A \) just provides the \((i,j)\)-th matrix element, it follows by (10.9) that for any evaluation functions \( f_{i,j} \in \Lambda_{\Gamma_{k_n}}(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C) \) we have that

\[
f_{i,j}(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C) = f_{i,j}(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C).
\]

Thus, by assumption (iii) in the definition of a General algorithm (Definition 2.3), we get that \( \Lambda_{\Gamma_{k_n}}(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C) = \Lambda_{\Gamma_{k_n}}(A_{l_1} \oplus \cdots \oplus A_{l_n} \oplus C) \) which, by assumption (ii) in Definition 2.3, yields (10.10). So, from (10.10), we see that the point \( 1 \) is contained in the partial limiting set of the sequence \( \{\Gamma_k(\oplus_{r=1}^{\infty} A_{l_r})\}_{k=1}^{\infty} \) which approximates \( \text{sp}(A) = \{0, 2\} \), a contradiction. Finally, we note that the assertions w.r.t. \( \Omega^M \) are now obvious.

**Remark 10.3.** We note that in the case of self-adjoint bounded operators the spectrum \( \text{sp}(A) \) is real and the function \( g \) can be chosen as \( x \mapsto x \). Thus, in the definition of \( \mathcal{T}^*_K(\zeta) \) it suffices to consider compact \( K \subset \mathbb{R} \), the real grid \( C^s(K) := (K + [-\delta, \delta]) \cap \mathbb{Z} \), and for all \( z \in C^s(K) \) only the two points \( z_{1/2} := z \pm \zeta(z) \) in \( I_z \). Also in the case of normal operators, where \( g : x \mapsto x \) does the job again, the construction simplifies. In particular, for a given function \( \zeta : C \to [0, \infty) \) we may define sets \( \mathcal{T}^*_K(\zeta) \) as follows: For \( z \in C^s(K) \) consider \( I_z := \{z + \zeta(z)e^{j\beta} : j = 0, 1, \ldots, 2\pi\beta^{-1}\} \) and define \( \mathcal{T}^*_K(\zeta) \) again as in (10.1). The proof is then the same, up to some obvious adoptions.

**Proof of Theorem 10.7**  
**Step I:** SCI(\( \Xi_2, \Omega_1 \)) \( \geq 2 \). Actually, we will even see that this holds already for the set of all bounded self-adjoint operators. The proof is just an appropriate adaption of the third step in the proof of Theorem 10.3: Assume that there is a sequence \( \{\Gamma_k\} \) of general algorithms such that \( \Gamma_k(A) \to \text{sp}_{N,e}(A) \) for all \( A \in \Omega_1 \), and consider operators of the type (10.8). For sufficiently small \( \epsilon \) the \((N, \epsilon)\)-pseudospectrum is a certain neighbourhood of \( \{0, 2\} \) disjoint to \( B_2^{(1)}(1) \), independently of the choice of \( \{l_r\} \). By exactly the same procedure as before one obtains again that 1 belongs to the partial limiting set of \( \Gamma_k(A) \) for a certain \( A \), hence a contradiction.

**Step II:** SCI(\( \Xi_1, \Omega_2 \)) \( \geq 2 \). Recall that \( \Omega_2 \) denotes the set of bounded operators on \( l^2(\mathbb{N}) \) whose dispersion is bounded by \( f \). Thus, to show the claim, it suffices to show that for any height one general tower of algorithms \( \{\Gamma_n\}_{n \in \mathbb{N}} \) for \( \Xi_1 \) there exists a weighted shift \( S \), with \( (Su)_1 = 0 \) for all \( u \in l^\infty(\mathbb{N}) \) and \( Sc_n = \alpha_n c_{n+1} \) where \( \alpha_n = \{\alpha_n\}_{n \in \mathbb{N}} \in l^\infty(\mathbb{N}) \), such that \( \Gamma_m(S) \to \Xi_1(S) \) when \( m \to \infty \). Obviously \( S \in \Omega_2 \). To construct such an \( S \) we let

\[
\alpha = \{0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 0, 0, \ldots\}, \quad \alpha_{l_j+1}, \alpha_{l_j+2}, \ldots, \alpha_{l_j+j} = 1,
\]

for some sequence \( \{l_j\}_{j \in \mathbb{N}} \) where \( l_{j+1} > l_j + 2j \) that we will determine. Observe that regardless of the choice of \( \{l_j\}_{j \in \mathbb{N}} \) we have that \( \text{sp}(S) = B_1(0) \) (the closed disc centred at zero with radius one). Indeed, on the one hand \( \|S\| = 1 \), hence \( \text{sp}(S) \subset B_1(0) \). On the other hand, one can define the elementary shift operator \( V : e_n \mapsto e_{n+1}, n \in \mathbb{N} \), and its left inverse \( V^- : e_{n+1} \mapsto e_n, n \in \mathbb{N}, e_1 \mapsto 0 \). Then the shifted
copies \((V^-)^jSV^j\) converge strongly to the limit operator \(V\) whose spectrum \(sp(V) = B_1(0)\) is necessarily contained in the essential spectrum of \(S\) (cf. [77] or [63]).

To construct \(S\) we will inductively choose \(\{l_j\}_{j \in \mathbb{N}}\) with the help of another sequence \(\{m_j\}_{j \in \mathbb{Z}_+}\) that will also be chosen inductively. Before we start, define, for any \(A \in \Omega_2\) and \(m \in \mathbb{N}, N(A, m)\) to be the smallest integer so that the evaluations from \(\Lambda_{m}(A)\) only take the matrix entries \(A_{i,j} = \langle A e_j, e_i \rangle\) with \(i, j \leq N(A, m)\) into account. Now let \(m_0 = 1\) and choose \(l_1 > N(0, m_1)\). Suppose that \(l_1, \ldots, l_n\) and \(m_0, \ldots, m_{n-1}\) are already chosen. Note that \(sp(P_i, S) = \{0\}\), since \(P_i S = P_i S P_i\) can be regarded as a \(r \times r\)-trangular matrix with zero-diagonal. Thus, since by assumption \(\{\Gamma_m\}_{m \in \mathbb{N}}\) is a General tower of algorithms for \(\Xi_1\), there is an \(m_n\) such that \(\Gamma_m(P_{i,n+1} S) \subset B_{\frac{1}{2}}(0)\), for all \(m \geq m_n\). Let
\[
l_{n+1} > N(P_{i,n+1} S, m_n)\text{ such that also } l_{n+1} > l_n + 2n.
\]
Then, it follows that \(\Gamma_{m_n}(S) = \Gamma_{m_n}(P_{i,n+1} S) = \Gamma_{m_n}(P_{i,n+1} S)\). Indeed, since any evaluation function \(f_{i,j} \in \Lambda\) just provides the \((i, j)\)-th matrix element, it follows by (10.11) that for any evaluation functions \(f_{i,j} \in \Lambda_{m_n}(S)\) we have that \(f_{i,j}(S) = f_{i,j}(P_{i,n+1} S) = f_{i,j}(P_{i,n+1} S)\). Thus, by assumption (iii) in the definition of a General algorithm (Definition 2.3), we get that \(\Lambda_{m_n}(S) = \Lambda_{m_n}(P_{i,n+1} S) = \Lambda_{m_n}(P_{i,n+1} S)\) which, by assumption (ii) in Definition 2.3, implies the assertion. Thus, by the choice of the sequences \(\{l_j\}_{j \in \mathbb{N}}\) and \(\{m_j\}_{j \in \mathbb{Z}_+}\), it follows that \(\Gamma_{m_n}(S) = \Gamma_{m_n}(P_{i,n+1} S) \subset B_{\frac{1}{2}}(0)\) for every \(n\). Since \(sp(S) = B_1(0)\) we observe that \(\Gamma_{m_n}(S) \hookrightarrow \Xi_1(S)\).

**Step III**: \(SCI(\Xi_1, \Omega_1)_A \geq 3\). This proof requires tools from the section on decision making and logic. The reader is encouraged to read Section 7 before embarking on the proof that can be found in Section 14.

**Step IV**: \(SCI(\Xi_1, \Omega_1)_A \leq 3\) and \(SCI(\Xi_2, \Omega_1)_A \leq 2\). Let \(A \in \Omega_1 = B(P(\mathbb{N}))\), and \(\epsilon > 0\). We introduce the following continuous functions \(\gamma_N : C \rightarrow \mathbb{R}_+, \gamma_m : C \rightarrow \mathbb{R}_+, \gamma_m^N : C \rightarrow \mathbb{R}_+, \gamma_{m,n}^N : C \rightarrow \mathbb{R}_+\),
\[
\gamma_N(z) := \min \left\{ \sigma_1 \left( (A - zI)^{2N} \right), \sigma_1 \left( (A^* - \bar{z}I)^{2N} \right) \right\}^{2^{-N}}
\]
\[
\gamma_m(z) := \min \left\{ \sigma_1 \left( (A - zI)^{2N} P_m \right), \sigma_1 \left( (A^* - \bar{z}I)^{2N} P_m \right) \right\}^{2^{-N}}
\]
\[
\gamma_{m,n}^N(z) := \min \left\{ \sigma_1 \left( (P_n (A - zI) P_n)^{2N} P_m \right), \sigma_1 \left( (P_n (A^* - \bar{z}I) P_n)^{2N} P_m \right) \right\}^{2^{-N}},
\]
where \(\sigma_1(B)\) denotes the smallest singular value of \(B\), and in the terms like \(\sigma_1(P_n BP_m)\) the operator \(P_n BP_m\) is regarded as element of \(B(\text{Ran}(P_m), \text{Ran}(P_n))\). We define the desired approximations \(\Gamma_{m,n}(A)\) for \(sp_{N, \epsilon}(A)\) by
\[
\Gamma_{m,n}(A) := \{ z \in G_m : \gamma_{m,n}^N(z) \leq \epsilon \},
\]
where \(G_m := (m^{-1}(Z + i\mathbb{Z})) \cap B_m(0)\). Due to Proposition 10.4, it is clear that the computation of \(\Gamma_{m,n}(A)\) requires only finitely many arithmetic operations on finitely many evaluations \(\langle A e_j, e_i \rangle : i, j = 1, \ldots, N\) of \(A\). Now, one can show that
\[
\lim_{m \rightarrow \infty} \lim_{n \rightarrow \infty} \Gamma_{m,n}(A) = sp_{N, \epsilon}(A),
\]
which proves that \(SCI(\Xi_2, \Omega_1)_A \leq 2\). Furthermore, since \(d_H(sp_{N, \epsilon}(A), sp(A)) \rightarrow 0\) as \(\epsilon \rightarrow 0\), we arrive at an Arithmetic tower of algorithms of height 3 for \(\Xi_1\) with the algorithms at the lowest level given by
\[
\Gamma_{k,m,n}(A) := \{ z \in G_m : \gamma_{m,n}^N(z) \leq 1/k \}.
\]
For the proofs and details we refer to [49].

**Step V**: \(SCI(\Xi_1, \Omega_2)_A \leq 2\) and \(SCI(\Xi_2, \Omega_2)_A = 1\). Let \(A\) be such that \(f\) is a bound for its dispersion, and \(\epsilon > 0\). W.l.o.g. we can assume that \(f(n) \geq n\) for every \(n\). Define the composition \(g := f_0 \cdots f_{2N}\) copies of \(f\). Besides the already defined functions \(\gamma_N, \gamma_m^N, \gamma_{m,n}^N\) we additionally introduce \(\psi_m^N := \gamma_{m,g(m)}^N\), i.e.
\[
\psi_m^N(z) := \min \left\{ \sigma_1 \left( (P_{g(m)}(A - zI) P_{g(m)})^{2N} P_m \right), \sigma_1 \left( (P_{g(m)}(A^* - \bar{z}I) P_{g(m)})^{2N} P_m \right) \right\}^{2^{-N}},
\]
and we define the desired approximations $\Gamma_m(A)$ for $\text{sp}_{N,\epsilon}(A)$ by

$$\Gamma_m(A) := \{ z \in G_m : \psi_m^N(z) \leq \epsilon \}.$$  

Again, the computation of $\Gamma_m(A)$ requires only finitely many arithmetic operations on finitely many evaluations $\{(Ae_j, e_i) : i, j = 1, \ldots, g(m)\}$ of $A$.

Obviously, there exists a compact set $K \subset \mathbb{C}$ such that $\gamma_m^N(z) > 2\epsilon$ and $\psi_m^N(z) > 2\epsilon$ for all $z \in \mathbb{C} \setminus K$ and all $m$. Further note that $\psi_m^N$ converges to $\gamma_m^N$ uniformly on $K$. Indeed, since all $z \mapsto (P_{g(m)}(A - zI)P_{g(m)})^2^n P_{g(m)}$ and $z \mapsto (A - zI)^2^n P_m$ are operator-valued polynomials of the same degree whose coefficients converge in the norm due to the choice of the function $g$, we can take into account that $|\sigma_1(B + C) - \sigma_1(B)| \leq \|C\|$ holds for arbitrary bounded operators $B, C$, and we arrive at the conclusion that $|\gamma_m^N(z) - \psi_m^N(z)| \to 0$ as $m \to \infty$ uniformly w.r.t. $z \in K$. In order to simplify the notation we choose a sequence $(\delta_m)$ which converges monotonically to zero such that

$$\gamma_m^N(z) + \delta_m \geq \psi_m^N(z) \geq \gamma_m^N(z) - \delta_m$$

for every $m$ and every $z \in K$.

Moreover, we point out that each of the functions $z \mapsto \psi_m^N(z)$ is continuous on the compact set $K$, hence even uniformly continuous, and we can assume without loss of generality that, for every $m$,

$$|\psi_m^N(z) - \psi_m^N(y)| < \delta_m \text{ for arbitrary } z, y \in K, |z - y| < 1/m. \tag{10.12}$$

Now let $\Delta_\epsilon(A) := \{ z \in \mathbb{C} : \gamma_m^N(z) \leq \epsilon \}$ as well as

$$\Delta_\epsilon,m(A) := \{ z \in \mathbb{C} : \gamma_m^N(z) \leq \epsilon \}, \quad \Psi_\epsilon,m(A) := \{ z \in \mathbb{C} : \psi_m^N(z) \leq \epsilon \}.$$

By the discussion above, we conclude for all $m \geq k$ that

$$\Delta_\epsilon + \delta_k,m(A) \supset \Delta_\epsilon + \delta_k,m(A) \supset \Psi_\epsilon,m(A) \supset \Delta_\epsilon - \delta_k,m(A) \supset \Delta_\epsilon - \delta_k,m(A). \tag{10.13}$$

Since, $P_m \leq P_m + 1 = P_m$ strongly, $\gamma_m^N \rightarrow \gamma^N$ monotonically from above pointwise (and hence locally uniformly by Dini’s Theorem). Thus, by [49], $\Delta_\epsilon + \delta_k,m(A) \rightarrow \Delta_\epsilon + \delta_k(A) = \text{sp}_{N,\epsilon + \delta_k}(A)$ and $\Delta_\epsilon - \delta_k,m(A) \rightarrow \Delta_\epsilon - \delta_k(A) = \text{sp}_{N,\epsilon - \delta_k}(A)$ as $m \rightarrow \infty$. Hence, since $\text{sp}_{N,\epsilon \pm \delta_k}(A) \rightarrow \text{sp}_{N,\epsilon}(A)$ as $k \rightarrow \infty$, (10.13) yields \( \lim_{m \rightarrow \infty} \Psi_\epsilon,m(A) = \text{sp}_{N,\epsilon}(A) \). To finish the proof we observe that it is clear that on the one hand $\Psi_\epsilon,m(A) \supset \Gamma_m(A)$. On the other hand, for sufficiently large $m$ it holds true that for every point $x \in \Psi_\epsilon - \delta_k,m(A)$ there is a point $y_x \in G_m \cap U_1/m(x)$ and, by (10.12) we get $|\psi_m^N(y_x) - \psi_m^N(x)| < \delta_m$ that is $y_x$ even belongs to $\Gamma_m(A)$. Thus

$$\Gamma_m(A) + B_{1/m}(0) \supset \Psi_\epsilon - \delta_k,m(A)$$

for sufficiently large $m$. Combining this, we arrive at

$$\Psi_\epsilon,m(A) + B_{1/k}(0) \supset \Gamma_m(A) + B_{1/m}(0) \supset \Psi_\epsilon - \delta_k,m(A),$$

for $m \geq k$ large. By the above, the sets on the left tend to $\text{sp}_{N,\epsilon}(A) + B_{1/k}(0)$ as $m \rightarrow \infty$, and the sets on the right converge to $\text{sp}_{N,\epsilon - \delta_k}(A)$ for every $k$. Since both of these sets converge to $\text{sp}_{N,\epsilon}(A)$ as $k \rightarrow \infty$ this provides $\lim_{m \rightarrow \infty} \Gamma_m(A) = \text{sp}_{N,\epsilon}(A)$.

The already mentioned fact that $\text{sp}_{N,\epsilon}(A) \rightarrow \text{sp}(A)$ as $\epsilon \rightarrow 0$ finishes the proof of this Step V.

**Step VI:** We are left with the compact case. Since $f(n) := n$ is a bound on the dispersion for every compact operator $K$, we can use the algorithms

$$\Gamma_n^{N,\epsilon}(K) := \{ z \in G_n : \sigma_1 \left( (P_n(K - zI)P_n)^{2^n} \right) \leq \epsilon \} \tag{10.14}$$

from Step V to obtain an Arithmetic tower of height one for the pseudospectra $\text{sp}_{N,\epsilon}(K)$. Now we claim that

$$\Gamma_n(K) := \Gamma_n^{0,1/n}(K) = \{ z \in G_n : \sigma_1 (P_n(K - zI)P_n) \leq 1/n \}, \quad n \in \mathbb{N},$$

do the job for the spectrum $\text{sp}(K)$, i.e. for every $\delta > 0$ there exists $n_0 \in \mathbb{N}$ such that $d_H(\text{sp}(K), \Gamma_n(K)) < \delta$ for all $n \geq n_0$. Fix $\delta > 0$ and choose $\epsilon > 0$ such that $\text{sp}_\epsilon(K) \subset \text{sp}(K) + B_{\delta/2}(0)$. Then, due to the above,
there exists $n_1 > 1/\epsilon$ such that $\Gamma_{n_1}^{0,1/n}(K) \subset \Gamma_n^{\leq \epsilon}(K) \subset \text{sp}_1(K) + B_{\delta/2}(0) \subset \text{sp}(K) + B_\delta(0)$ for all $n \geq n_1$. Conversely, we know (see e.g. [39] Part II, IX.9 Lemma 5) that $\text{sp}(P_nK P_n) \rightarrow \text{sp}(K)$, i.e. there exists $n_2 \geq n_1$ such that $\text{sp}(K) \subset \text{sp}(P_n K P_n) + B_{\delta/2}(0)$. Choose $n_0 \geq n_2$ such that $n_0 \geq 2\|K\| + 1$ and $n_0 > 2/\delta$. Then, for all $n \geq n_0$ and every $z \in \text{sp}(P_n K P_n)$ there exists $z_n \in G_n$ with $|z - z_n| < 1/n$, hence $\sigma_1(P_n(K - z_n I) P_n) < 1/n$, which implies that $z_n \in \Gamma_n^{0,1/n}(K)$. Thus, $\text{sp}(P_n K P_n) \subset \Gamma_n^{0,1/n}(K) + B_{1/n}(0) \subset \Gamma_n^{0,1/n}(K) + B_{\delta/2}(0)$, and we conclude that $\text{sp}(K) \subset \Gamma_n^{0,1/n}(K) + B_\delta(0)$ for all $n \geq n_0$. □

**Proof of Theorem 3.3**

**Step I:** $\text{SCI}(\Xi_1, \Omega_2) \subset \text{SCI}(\Xi_1, \Omega_2)_\lambda = 1$. To see that, recall the algorithms (10.3) for the more general setting of Theorem 3.3 and plug in the bound $f$ on the dispersion to obtain the general algorithms $\Gamma_m(A) := \Gamma_{B_m(0)}^*/(n_m(\zeta_m))$, where

$\zeta_m(z) := \min\{k/m : k \in \mathbb{N}, k/m \geq \min\{\sigma_1((P_f(m)(A - z I)P_m), \sigma_1((P_f(m)(A^* - \Xi)P_m))\}\}$

and $\Gamma_K^*(\zeta)$ is defined in (10.4). Then (10.7) becomes

$$\|\gamma - \zeta_m\|_{\infty,K} \leq \|\gamma - \gamma_m\|_{\infty,K} + \|\gamma - \gamma_m - \gamma_m - \gamma_m(f(m))\|_{\infty,K}$$

$$+ \|\gamma_m f(m) - \zeta_m\|_{\infty,K} \leq \epsilon/3 + \epsilon/3 + 1/m < \epsilon$$

for $m$ larger than a certain $m_2 > m_1$ (cf. Step V in the proof of Theorem 3.3). Again, by the claim in Step II of the proof of Theorem 3.3 we find $d(A, \text{sp}(A)) < u(\epsilon)$ whenever $m > m_2$. Thus, it is proved that $\lim_{m \rightarrow \infty} d(A, \text{sp}(A)) = 0$ and the rest is obvious.

**Step II:** $\text{SCI}(\Xi_2, \Omega_2) \subset \text{SCI}(\Xi_2, \Omega_2)_\lambda \geq 2$. To see that, let $\{a_n\}_{n \in \mathbb{N}} \subset \{0, 1\}$ be a non-constant sequence and $A = \text{diag}(a_n)$ a diagonal operator on $l^2(\mathbb{N})$. Then the spectrum equals $\{0, 1\}$. The essential spectrum contains the point 0 if and only if $\{a_n\}_{n \in \mathbb{N}}$ has infinitely many 0s. Thus, if $\text{SCI}(\Xi_2, \Omega_2) \subset \text{SCI}(\Xi_2, \Omega_2)$, i.e. there is a general height-one tower of algorithms $\{\Gamma_k\}_{k \in \mathbb{N}}$ which computes the essential spectrum of $A$, then we can define algorithms for a respective decision problem (e.g. $\tilde{\Xi}(\{a_n\})$: Does $\{a_n\}_{n \in \mathbb{N}}$ contain infinitely many 0s?) via $\tilde{\Gamma}_k(\{a_n\}) = \text{true}$ iff $\text{dist}(0, \text{sc}(A)) < 1/2$. Thus, $\text{SCI}(\tilde{\Xi}) \subset \text{SCI}(\Xi_2, \Omega_2) \subset \text{SCI}(\Xi_2, \Omega_2)$, which contradicts Theorem 7.4.

**Step III:** $\text{SCI}(\Xi_2, \Omega_1) \subset \text{SCI}(\Xi_2, \Omega_1)_\lambda \geq 3$. This proof requires tools from the section on decision making and logic. The reader is encouraged to read Section 7 before embarking on the proof that can be found in Section 14.

**Step IV:** $\text{SCI}(\Xi_2, \Omega_1) \subset \text{SCI}(\Xi_2, \Omega_1)_\lambda \leq 3$. We start by defining the following functions on $\mathbb{C}$, where $Q_n := I - P_n$,

$$\mu_{m,n,k} : \lambda \mapsto \min\{\sigma_1(P_k(A - \lambda I)Q_m P_n), \sigma_1(P_k(A - \lambda I)^*Q_m P_n)\}$$

$$\mu_{m,n} : \lambda \mapsto \min\{\sigma_1((A - \lambda I)Q_m P_n), \sigma_1((A - \lambda I)^*Q_m P_n)\}$$

$$\mu_m : \lambda \mapsto \min\{\sigma_1((A - \lambda I)Q_m), \sigma_1((A - \lambda I)^*Q_m)\}.$$

Here $P_k(A - \lambda I)Q_m P_n$ is considered as operator on $\text{ran}(Q_m P_n)$, etc. as usual. Recall from the previous proofs that, for every $n, m, \mu_{m,n,k} \rightarrow \mu_{m,n}$ pointwise and monotonically from below as $k \rightarrow \infty$ and for every $m \mu_{m,n} \rightarrow \mu_{m,n}$ pointwise and monotonically from above as $n \rightarrow \infty$. Furthermore, $\{\mu_m\}_{m \in \mathbb{N}}$ is pointwise increasing and bounded, hence converges as well. Next, we define the finite grids

$$G_n := \left\{ \frac{s + it}{2^n} : s, t \in \{-2^{2n}, \ldots, 2^{2n}\} \right\},$$

and, for $A \in \Omega_1$,

$$\Gamma_m(A) := \bigcap_{k \in \mathbb{N}} \Gamma_{m,n,k}(A) = \lim_{k \rightarrow \infty} \Gamma_{m,n,k}(A),$$

$$\Gamma_m(A) := \bigcup_{n \in \mathbb{N}} \Gamma_{m,n}(A) = \lim_{n \rightarrow \infty} \Gamma_{m,n}(A),$$

$$\Gamma(A) := \bigcap_{m \in \mathbb{N}} \Gamma(A) = \lim_{m \rightarrow \infty} \Gamma(A).$$
With Proposition 10.1 it easily follows again that all \( \Gamma_{m,n,k} \) are general algorithms in the sense of Definition 2.8 that require only finitely many arithmetic operations. Thus, in order to show that this provides indeed a tower of algorithms for \( \Xi_2 \) we need to establish the limits in (10.14), (10.15) and (10.16) and that \( \Gamma(A) \) equals \( \text{sp}_{ess}(A) \). To do that we abbreviate \( \mathcal{H} := l^2(\mathbb{N}) \) and show that

\[
(10.17) \quad \mu(\lambda) := \lim_{m \to \infty} \mu_m(\lambda) \text{ equals } \left\| (A - \lambda I + \mathcal{K}(\mathcal{H}))^{-1} \right\|^{-1} \text{ for all } \lambda \in \mathbb{C},
\]

where \( A - \lambda I + \mathcal{K}(\mathcal{H}) \) denotes the element in the Calkin algebra \( \mathcal{B}(\mathcal{H})/\mathcal{K}(\mathcal{H}) \) and where we use the convention \( \|b^{-1}\|^{-1} := 0 \) if the element \( b \) is not invertible. Clearly it suffices to consider \( \lambda = 0 \). The estimate \( \leq \) is trivial in case \( \mu(0) = 0 \). So, let \( \mu(0) > \epsilon > 0 \). Choose \( m \in \mathbb{N} \) such that \( \mu_m(0) \geq \mu(0) - \epsilon \). The operator \( A_0 := AQ_m : \text{Ran}Q_m \to \text{Ran}(AQ_m) \) is invertible, hence the kernel of \( A = AQ_m + AP_m \) has finite dimension. \( \sigma_1(A^*Q_m) > 0 \) yields that \( \text{Ran}A \) has finite codimension, hence both \( A \) and \( AQ_m \) are Fredholm. Let \( R \) be the orthogonal projection onto \( \text{Ran}AQ_m \). Then

\[
BA - I = (BA - I)P_m + (BA - I)Q_m = (BA - I)P_m \text{ and }
AB - I = (AB - I)(I - R) + (AB - I)R = (AB - I)(I - R)
\]

are compact, i.e. \( B \) is a regularizer for \( A \). Now

\[
\left\| (A + \mathcal{K}(\mathcal{H}))^{-1} \right\|^{-1} \geq \left\| B \right\|^{-1} = \left\| B_0R \right\|^{-1} \geq (\left\| B_0 \right\| \left\| R \right\|^{-1})^{-1} = \left\| B_0 \right\|^{-1} = \sigma_1(AQ_m) \geq \mu(0) - \epsilon
\]

gives the estimate \( \leq \) since \( \epsilon \) is arbitrary.

Conversely, there is nothing to prove if \( A \) is not Fredholm, so let \( \epsilon > 0 \) and \( B \in (A + \mathcal{K}(\mathcal{H}))^{-1} \) be a regularizer with \( \|B\| \leq \|A + \mathcal{K}(\mathcal{H})\|^{-1} + \epsilon \). Since the operator \( K := BA - I \) is compact we get for all sufficiently large \( m \) that \( \|Q_mBAQ_m - Q_m\| = \|Q_mKQ_m\| \) is so small such that \( Q_m + Q_mKQ_m \) is invertible in \( B(\text{Ran}(Q_m)) \),

\[
Q_m(Q_m + Q_mKQ_m)^{-1}QB = B_{m,n} \text{ and } \|Q_mB - B_1\| \leq \epsilon.
\]

We get that \( \sigma_1(AQ_m) > 0 \), hence the compression \( AQ_m : \text{Ran}(Q_m) \to \text{Ran}(AQ_m) \) is invertible and the compression \( B_{1,\text{Ran}(AQ_m)} : \text{Ran}(AQ_m) \to \text{Ran}(Q_m) \) is its (unique) inverse. Thus, we have \( \|B_1\| \geq \|B_{1,\text{Ran}(AQ_m)}\| = \sigma_1(AQ_m)^{-1} \) and further \( \|B_1\| \geq \|Q_mB\| \geq \|B_1\| - \|Q_mB - B_1\| \geq \sigma_1(AQ_m)^{-1} - \epsilon \).

We conclude for sufficiently large \( m \) that \( \sigma_1(AQ_m)^{-1} \leq \|B\| + \epsilon \leq \|A + \mathcal{K}(\mathcal{H})\|^{-1} + 2\epsilon \). Since \( \epsilon > 0 \) is arbitrary we arrive at \( \lim_{m \to \infty} \sigma_1(AQ_m)^{-1} \geq \|A + \mathcal{K}(\mathcal{H})\|^{-1} \). Applying this observation to \( A^* \) we also find

\[
\lim_{m \to \infty} \sigma_1(A^*Q_m) \geq \|A^* + \mathcal{K}(\mathcal{H}^*)\|^{-1} = \|A + \mathcal{K}(\mathcal{H})\|^{-1},
\]

which finishes the proof of (10.17). In particular we now can apply that all of the above functions \( \mu_{m,n,k}, \mu_{m,n}, \mu_m, \mu \) are continuous w.r.t. \( \lambda \), and together with the already discussed pointwise monotone convergence results, Dinis Theorem gives that the convergences are even locally uniform.

We can now establish the limits in (10.14), (10.15) and (10.16). Notice that the limits exist since the respective sets under consideration are nested and uniformly bounded: Obviously \( \Gamma_{m,n,1}(A) \) is decreasing. Further \( \Gamma_{m,n,1}(A) \) is increasing since, for every \( k \), \( \Gamma_{m,n,k}(A) \subset \Gamma_{m,n,k+1}(A) \). Finally, \( \Gamma_{m,n}(A) \) is decreasing. To see this, choose \( z \in \Gamma_{m,n}(A) \) and a sequence \( \{z_n\} \) with \( z_n \to z \) and \( z_n \in \Gamma_{m,n}(A) \), respectively. With the inclusions \( \Gamma_{m,n}(A) \subset \Gamma_{m,n,1}(A) \subset \Gamma_{m,n,2}(A) \) we conclude \( z_n \in \Gamma_{m,n,k}(A) \) for every \( n \), hence \( z \in \Gamma_{m,n,1}(A) \).

We are left with proving that \( \Gamma(A) \) equals \( \text{sp}_{ess}(A) \). Let \( \lambda \in \text{sp}_{ess}(A) \). For \( m \in \mathbb{N} \), \( \mu_m(\lambda) = 0 \) and furthermore, there is an \( n_0(m) \) and a \( \lambda_m \in G_{n_0(m)} \), \( |\lambda - \lambda_m| < 1/m, \mu_m(\lambda_m) < 1/(2m) \) and \( \mu_{m,n}(\lambda_m) < 1/m \) for every \( n \geq n_0(m) \). Then, for every \( k \), \( \mu_{m,n,k}(\lambda_m) < 1/m \) as well. We conclude that \( \lambda_m \in \Gamma_{m,n,k}(A) \subset \Gamma_{l}(A) \), \( l = 1, \ldots, m \). Thus the limit \( \lambda \) of the sequence \( \{\lambda_m\} \) belongs to all \( \Gamma_l(A) \),
hence to $\Gamma(A)$. Conversely, let $\lambda \notin \text{sp}_\text{ess}(A)$. Then $\mu(z) > \epsilon > 0$ for a certain $\epsilon > 0$ and for all $z$ in a certain neighborhood $U$ of $\lambda$. Moreover there is an $m_0 > 3/\epsilon$ such that $\mu_m(z) > \epsilon/2$ for all $m \geq m_0$ and $z \in U$, hence $\mu_m(z) > \epsilon/2$ for all $m \geq m_0$, all $n$ and all $z \in U$. Further, for every $m > m_0$ and $n$ there is a $k_0(m, n)$ such that $\mu_{m,n,k}(z) > \epsilon/3 > 1/m_0 > 1/m$ for all $k \geq k_0(m, n)$ and $z \in U$. Thus, the intersection of $U$ and $\Gamma(A)$ is empty, in particular $\lambda \notin \Gamma(A)$.

**Step V:** $\text{SCI}(\Xi_2, \Omega_{2}x) \leq 2$. Knowing a bound $f$ on the dispersion of $A$ obviously suggests to plug it into the previously defined algorithms, i.e.

$$
\hat{\mu}_{m,n} : \lambda \mapsto \min\{\sigma_1(P_{f(n)}(A - \lambda I)Q_{m}P_n), \sigma_1(P_{f(n)}(A - \lambda I)^*Q_{m}P_n)\}
$$

$$
\hat{\Gamma}_{m,n}(A) := \left\{ \lambda \in G_{m,n} : \hat{\mu}_{m,n}(\lambda) \leq \frac{1}{m} \right\}.
$$

Unfortunately, all we know about the functions $\hat{\mu}_{m,n}, \mu_m$ is that they are Lipschitz continuous with Lipschitz constant 1 and that $\hat{\mu}_{m,n}$ converge pointwise to $\mu_m$, but not, whether or when this convergence is monotone. Therefore we have to make a modification in order to guarantee the existence of the desired limiting sets.

Without loss of generality, assume that $f(n) \geq n$ for every $n$. Let $\Delta_{m,n}$ denote the square $\Delta_{m,n} := \{z \in \mathbb{C} : |\Re(z)|, |\Im(z)| \leq 2^{-(m+1)}\}$ and $\Delta_m(\lambda) := \lambda + \Delta_m$ the respective shifted copies. Moreover, set $Z_m := \left\{ \left(\frac{z}{m}, s \right) : s \in \mathbb{Z} \right\}$ and

- $S_{m,n}(\lambda) := \{i = m + 1, \ldots, n : \exists z \in \Delta_m(\lambda) \cap G_i : \hat{\mu}_{m,i}(z) \leq 1/m\}$
- $T_{m,n}(\lambda) := \{i = m + 1, \ldots, n : \exists z \in \Delta_m(\lambda) \cap G_i : \hat{\mu}_{m,i}(z) \leq 1/(m+1)\}$
- $E_{m,n}(\lambda) := |S_{m,n}(\lambda)| + |T_{m,n}(\lambda)| - n$
- $I_{m,n} := \{\lambda \in Z_m : E_{m,n}(\lambda) > 0\}$
- $\Gamma_{m,n}(A) := \bigcup_{\lambda \in I_{m,n}} \Delta_{m}(\lambda)$.

Roughly speaking, $\Gamma_{m,n}(A)$ is the union of a family of squares $\Delta_{m}(\lambda)$ with $E_{m,n}(\lambda)$ being positive, which is the case if "most of the $\hat{\mu}_{m,i}$ are small on $\Delta_{m}(\lambda)$". To make this precise, we first notice that all $\hat{\mu}_{m,i}(z)$, $i \geq m+1$, with $z$ outside the compact ball $K := B_{2 \|A\| + 2}(0)$ are larger than one, $I_{m,n}$ are finite, and all $\Gamma_{m,n}(A)$ are contained in $K$, due to a Neumann argument as in the proof of Theorem 3. Further $\hat{\mu}_{m,n} \rightarrow \mu_m$ uniformly on $K$. To see this let $\epsilon > 0$, cover $K$ by $U_{\epsilon/3}(z)$, $z \in K$, and pass to a finite subcovering $U_{\epsilon/3}(z_j), j = 1, \ldots, l$. Then choose $n$ large enough such that $|\hat{\mu}_{m,n}(z_j) - \mu_m(z_j)| < \epsilon/3$ for all $j = 1, \ldots, l$, and find $|\hat{\mu}_{m,n}(z) - \mu_m(z)| < \epsilon$ for all $z \in K$, due to the Lipschitz continuity of $\hat{\mu}_{m,n}$ and $\mu_m$.

We will show that for each $m \geq 5$ the $E_{m,n}(\lambda)$ are pointwise monotone w.r.t. $n$ for every $\lambda \in Z_m \cap K$, if $n$ is sufficiently large. That is, for every $\lambda$ there is an $n(\lambda)$ such that either $E_{m,n}(\lambda) \leq 0$ or $E_{m,n}(\lambda) > 0$ for all $n \geq n(\lambda)$. Taking the maximum $N$ of the finite set $\{n(\lambda) : \lambda \in Z_m \cap K\}$ then yields that the $\Gamma_{m,n}(A)$, $n \geq N$, are constant, hence converge as $n \to \infty$. Then we denote the limiting set by $\Gamma_m(A)$, and claim that $\{\Gamma_m(A)\}_m$ is a decreasingly nested sequence, hence converges as well. Indeed, let $\lambda \in \Gamma_{m+1,n}(A)$, then $\lambda \in \Gamma_{m+1,n}(A)$ for large $n$, i.e. $\lambda \in \Delta_{m+1}(\lambda)$ for a $\lambda \in I_{m+1,n}$, i.e. $\lambda \in Z_{m+1}$ and $E_{m+1,n}(\lambda) > 0$. Clearly, there exists a $\lambda_0 \in Z_m$ with $\Delta_{m+1}(\lambda_0) \subset \Delta_{m}(\lambda_0)$, and further (since $\hat{\mu}_{m,i}(z) \leq \hat{\mu}_{m+1,i}(z)$ holds whenever $n > m + 1$)$^1$

$$
S_{m+1,n}(\lambda) = \{i = m + 2, \ldots, n : \exists z \in \Delta_{m+1}(\lambda) \cap G_i : \hat{\mu}_{m+1,i}(z) \leq 1/(m+1)\}
$$

$$
\subset \{i = m + 1, \ldots, n : \exists z \in \Delta_{m}(\lambda_0) \cap G_i : \hat{\mu}_{m,i}(z) \leq 1/m\} = S_{m,n}(\lambda_0)
$$

and analogously $T_{m+1,n}(\lambda) \subset T_{m,n}(\lambda_0)$. Therefore $E_{m+1,n}(\lambda) \leq E_{m,n}(\lambda_0)$, which shows that $\lambda_0 \in I_{m,n}$ and thus $\lambda \in \Gamma_m(A)$.

So, let us now come to the monotonicity of the $\{E_{m,n}(\lambda)\}_n$. For fixed $\lambda$ and $m \geq 5$ we have to consider three possible cases: The first one is $\mu_{m}(z) > 1/m$ for all $z \in \Delta_{m}(\lambda)$. Then there exists an $n_0$ such
that \( \hat{\mu}_{m,n}(z) > 1/m \) for all \( n \geq n_0 \) and all \( z \in \Delta_m(\lambda) \) (take into account that \( \Delta_m(\lambda) \) is compact and \( \hat{\mu}_{m,n} \to \hat{\mu}_m \) locally uniformly), hence \( |S_{m,n}(\lambda)| + |T_{m,n}(\lambda)| \) is constant and \( E_{m,n}(\lambda) \) is monotonically decreasing. Secondly, assume that \( \hat{\mu}_m(z) < 1/m \) for all \( z \in \Delta_m(\lambda) \). Then there exists an \( n_0 \) such that \( \hat{\mu}_{m,n}(z) < 1/m \) for all \( n \geq n_0 \) and all \( z \in \Delta_m(\lambda) \), hence \( |S_{m,n}(\lambda)| = n - c \) with a certain constant \( c \), and \( E_{m,n}(\lambda) = |T_{m,n}(\lambda)| - c \) is monotonically increasing. Finally, assume that \( 1/m \) belongs to the interval \( \min \{ \hat{\mu}_m(z) : z \in \Delta_m(\lambda) \}, \max \{ \hat{\mu}_m(z) : z \in \Delta_m(\lambda) \} \) and notice that the length of that interval is at most \( 2^{-m} \) which is less than \( 1/m - 1/(m+1) \) for \( m \geq 5 \). Then there exists an \( n_0 \) such that \( \hat{\mu}_{m,n}(z) > 1/(m+1) \) for all \( n \geq n_0 \) and all \( z \in \Delta_m(\lambda) \), hence \( \{|T_{m,n}(\lambda)|\}_{n \geq n_0} \) is constant, and \( E_{m,n}(\lambda) = (|S_{m,n}(\lambda)| - n) + |T_{m,n}(\lambda)| \) is monotonically decreasing.

It remains to prove that the final limiting set \( \lim_m \Gamma_m(A) \) coincides with the essential spectrum. If \( z_0 \in \text{sp}_{\text{ess}}(A) \) then \( \mu(z_0) = 0 \), hence \( \mu_{m}(z_0) = 0 \) for all \( m \). So, for fixed \( m \), we have \( \hat{\mu}_{m,n}(z) < 1/(m+1) \) for all sufficiently large \( n \) and all \( z \) in the neighborhood \( U_{1/(2m)}(z_0) \). Choose \( \lambda \in Z_m \) such that \( z_0 \in \Delta_m(\lambda) \subset U_{1/(2m)}(z_0) \). This is possible since \( m \geq 5 \). Then it is immediate from the definitions that \( E_{m,n}(\lambda) = n - c \) with a constant \( c \) for all sufficiently large \( n \), hence \( z_0 \in \Gamma_m(A) \) for \( m, n \) large, which yields that \( z_0 \in \lim_m \Gamma_m(A) \). Conversely, let \( z_0 \notin \text{sp}_{\text{ess}}(A) \), i.e. \( \mu(z_0) > 0 \). Then, for large \( m_0 \), there exists an \( \epsilon > 3/m_0 \) such that \( \mu_m(z_0) > \epsilon \), hence also \( \hat{\mu}_{m,n}(z_0) > \epsilon/2 \) for \( m \geq m_0 \) and large \( n \), and then also \( \hat{\mu}_{m,n}(z) > \epsilon/3 > 1/m_0 \) for all \( z \) in a certain neighbourhood \( U \) of \( z_0 \), which does not depend on \( m \geq m_0 \), and large \( n \). For all sufficiently large \( m \geq m_0 \) all \( \Delta_m(\lambda) \) which contain \( z_0 \) are subsets of \( U \), hence \( E_{m,n}(\lambda) = d - n \) with a constant \( d \) for large \( n \), that is \( \Gamma_m(\lambda) \subset U = \emptyset \). Thus \( z_0 \) is not in the limiting set. This finishes the proof.

\[ \square \]

11. Proofs of Theorems in Section 4

Remark 11.1 (Fourier Transform). In this section we require the Fourier transform on \( L^2(\mathbb{R}^d) \), which will be denoted by \( \mathcal{F} : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \). Our definition of \( \mathcal{F} \) is as follows:

\[ [\mathcal{F}\psi](\xi) = \int_{\mathbb{R}^d} \psi(x)e^{-2\pi i x \cdot \xi} \, dx. \]

For brevity we may write \( \hat{\psi} \) instead of \( \mathcal{F}\psi \). With this definitions \( \mathcal{F} \) is unitary on \( L^2(\mathbb{R}^d) \).

Remark 11.2 (The Attouch-Wets Topology). In [4] we introduced the Attouch-Wets metric \( d_{AW} \) on the space \( \mathcal{M} \) of closed subsets of \( \mathcal{C} \). Since it is not convenient to work with \( d_{AW} \) directly, we make note of the following simple characterization of convergence w.r.t. \( d_{AW} \). Let \( A \subset \mathcal{C} \) and \( A_n \subset \mathcal{C} \), \( n = 1, 2, \ldots \) be closed and non-empty. Then:

\begin{equation}
\tag{11.1}
d_{AW}(A_n, A) \to 0 \quad \text{if and only if} \quad d_K(A_n, A) \to 0 \quad \text{for any compact} \; K \subset \mathcal{C},
\end{equation}

where

\begin{equation}
\tag{11.2}
d_K(S, T) = \max \left\{ \sup_{s \in S \cap K} d(s, T), \sup_{t \in T \cap K} d(t, S) \right\},
\end{equation}

where we use the convention that \( \sup_{s \in S \cap K} d(s, T) = 0 \) if \( S \cap K = \emptyset \). We refer to [6] Chapter 3 for details and further discussion. Equivalently, we observe that

\begin{equation}
\tag{11.3}
d_{AW}(A_n, A) \to 0 \quad \text{if and only if} \quad \forall \delta > 0, \; K \subset \mathcal{C} \text{ compact}, \; \exists N \text{ s.t.} \; \forall n > N, \; A_n \cap K \subset \mathcal{N}_\delta(A) \text{ and } A \cap K \subset \mathcal{N}_\delta(A_n),
\end{equation}

where \( \mathcal{N}_\delta(X) \) is the usual open \( \delta \)-neighborhood of the set \( X \). In this section we will simply use the notation \( A_n \to A \) to denote this convergence, since there is no room for confusion.

11.1. The case of bounded potential \( V \).
11.1. Proof of Theorem 11.2. Before we embark on the proof of the theorem the reader unfamiliar with the concept of Halton sequences may want to review this material. A great reference is [70] (see p. 29 for definition). We will also be needing the following definition and theorem in order to prove Theorem 11.2.

**Definition 11.3.** Let \( \{t_1, \ldots, t_N\} \) be a sequence in \([0, 1]^d\). Then we define the star discrepancy of \( \{t_1, \ldots, t_N\} \) to be

\[
D^*_N(\{t_1, \ldots, t_N\}) = \sup_{K \subseteq \mathcal{K}} \left| \frac{1}{N} \sum_{k=1}^{N} \chi_K(t_k) - \nu(K) \right|
\]

where \( \mathcal{K} \) denotes the family of all subsets of \([0, 1]^d\) of the form \( \prod_{k=1}^{d} [0, b_k) \). \( \chi_K \) denotes the characteristic function on \( K \), \( b_k \in (0, 1] \) and \( \nu \) denotes the Lebesgue measure.

**Theorem 11.4 ([70]).** If \( \{t_k\}_{k \in \mathbb{N}} \) is the Halton sequence in \([0, 1]^d\) in the pairwise relatively prime bases \( b_1, \ldots, b_d \), then

\[
D^*_N(\{t_1, \ldots, t_N\}) < \frac{d}{N} + \frac{1}{N} \prod_{k=1}^{d} \left( \frac{b_k - 1}{2 \log(b_k)} \log(N) + \frac{b_k + 1}{2} \right) \quad N \in \mathbb{N}.
\]

For a proof of this theorem see [70], p. 29. Note that as the right hand side of (11.4) is rather cumbersome to work with, hence it is convenient to define the following constant.

**Definition 11.5.** Define \( C^*(b_1, \ldots, b_d) \) to be the smallest integer such that for all \( N \in \mathbb{N} \)

\[
\frac{d}{N} + \frac{1}{N} \prod_{k=1}^{d} \left( \frac{b_k - 1}{2 \log(b_k)} \log(N) + \frac{b_k + 1}{2} \right) \leq C^*(b_1, \ldots, b_d) \frac{\log(N)^d}{N}
\]

where \( b_1, \ldots, b_d \) are as in Theorem 11.2.

Further to these definitions, we shall require a Gabor basis which is the core in the discretisation carried out to produce the tower of algorithms. In particular, let

\[
\psi_{k,l}(x) = e^{2\pi i k x} \chi_{[0,1]}(x-l), \quad k, l \in \mathbb{Z}.
\]

It is well-known that \( \psi_{k,l} \) form an orthonormal basis for \( L^2(\mathbb{R}) \). Thus, by applying the Fourier transform,

\[
\{\hat{\psi}_{k_1,l_1} \otimes \hat{\psi}_{k_2,l_2} \otimes \cdots \otimes \hat{\psi}_{k_d,l_d} : k_1, l_1, \ldots, k_d, l_d \in \mathbb{Z}\}
\]

forms an orthonormal basis for \( L^2(\mathbb{R}^d) \) since the Fourier transform \( \mathcal{F} \) is unitary. Let \( \{\varphi_j\}_{j \in \mathbb{N}} \) be an enumeration of the collection of functions above, define

\[
S = \text{span}\{\varphi_j\}_{j \in \mathbb{N}}
\]

and let

\[
\theta : \mathbb{N} \ni j \mapsto (k_1, l_1) \times \ldots \times (k_d, l_d) \in \mathbb{Z}^{2d}
\]

be the bijection used in this enumeration. Define

\[
k(m, d) := \max\{|k_p| : (k_p, l_p) = \theta(j), p \in \{1, \ldots, d\}, j \in \{1, \ldots, m\}\},
\]

\[
l(m, d) := \max\{|l_p| : (k_p, l_p) = \theta(j), p \in \{1, \ldots, d\}, j \in \{1, \ldots, m\}\},
\]

and let

\[
C_1(m, d, a) := d^2 \left( 4 \max\{l(m, d)^2 + l(m, d) + 1/3, 1\}^2 \right)^d, \quad m, d, a \in \mathbb{N},
\]

\[
C_2(m, d) := 2d \left( 2(l(m, d) + 1)^4 + l(m, d)^4 (2(k(m, d) + 1) + 2) \right)^d, \quad m, d \in \mathbb{N}.
\]
The quantities $C_1(m, d, a)$ and $C_2(m, d)$ may seem to come out of the blue. They stem from Lemma 11.7 and Lemma 11.8 that are technical lemmas needed in order to construct the tower of algorithms. However, $C_1(m, d, a)$ and $C_2(m, d)$ occur in the main proof and thus it is advantageous to introduce them here to prepare the reader.

**Remark 11.6 (Assumptions on $\Lambda$).** As mentioned in Remark 4.1 we will now specify the assumption on the constants in $\Lambda$. In particular, $\Lambda$ will include

$$\{\theta(j)_p : p \leq d, j \in \mathbb{N}\} \cup \{C^*(b_1, \ldots, b_d)\} \cup \{\log(k\phi(k))\}_{k=1}^\infty \cup \{\phi(k)\}_{k=1}^\infty,$$

where $\phi$ is the function describing the bound on the local bounded variation in (4.3). Moreover, $\Lambda$ will also include

$$(11.12) \left\{ \frac{\partial^s \hat{\psi}_{k,l}}{\partial \xi^s}(\xi) : \xi \in \mathbb{R}, k, l \in \mathbb{Z}, s = 0, 2 \right\}.$$  

Note that it is easy to derive closed form expressions for $\hat{\psi}_{k,l}$ and $\frac{\partial^2 \hat{\psi}_{k,l}}{\partial \xi^2}$, and these expressions will be variations of products of exponential functions and functions of the form $x \mapsto 1/x^p$ for $p = 1, 2, 3$. For any of the general algorithms $\Gamma : \Omega \to \mathcal{M}$ (where $\Omega$ is the appropriate domain), used in the lowest level of the tower, will satisfy assumption II in Remark 2.11. In particular, the constant functions in $\Lambda_{\Gamma}(A)$ are the same for different inputs $A, B \in \Omega$.

With these preliminaries we are now ready to prove Theorem 4.2 which will be done in several steps.

**Proof of $SCI(\Xi_1, \Omega_2)_\Lambda = 1$.** We split the proof of this upper bound into several steps to simplify its presentation. In the first two steps we define the tower of algorithms containing $\Gamma_m$. In the third step we show that $\lim_{m \to \infty} \Gamma_m = \Xi_1$.

**Step I:** Defining $\Gamma_m(\{V_{\rho}\}_{\rho \in \Lambda_{\Gamma_m}(V)})$ and $\Lambda_{\Gamma_m}(V)$. To do that recall $\mathcal{S}$ from (11.7). Note that since $\mathcal{D}(H) = W^{2,2}(\mathbb{R}^d)$ it is easy to show that $\mathcal{S}$ is a core for $H$. Let $P_m, m \in \mathbb{N}$, be the projection onto $\operatorname{span\{\varphi_j\}}_{j=1}^m$, and let $z \in \mathcal{C}$. Define

$$S_m(V, z) := (-\Delta + V - zI)P_m \quad \text{and} \quad \tilde{S}_m(V, z) := (-\Delta + \nabla = \nabla I)P_m.$$  

Let

$$\sigma_1(S_m(V, z)) := \min \{(S_m(V, z)f, S_m(V, z)f) : f \in \operatorname{Ran}(P_m), \|f\| = 1\}$$

and

$$\sigma_1(\tilde{S}_m(V, z)) := \min \{(\tilde{S}_m(V, z)f, \tilde{S}_m(V, z)f) : f \in \operatorname{Ran}(P_m), \|f\| = 1\},$$

and define

$$(11.13) \gamma_m(z) := \min \{\sigma_1(S_m(V, z)), \sigma_1(\tilde{S}_m(V, z))\}.$$  

Note that if we could evaluate $\gamma_m$ at any point $z$ using only finitely many arithmetic operations of elements of the form $V(x), x \in \mathbb{R}^d$, we could have defined a general algorithm as desired by using $\Upsilon_{1/m}^{B_m(0)}(\gamma_m)$ where $\Upsilon_{1/m}^{B_m(0)}$ is defined in (10.1). Unfortunately, such evaluation is not possible ($\gamma_m$ may depend on infinitely many samples of $V$), and we will now focus on finding an approximation to $\gamma_m$.

Let $\mathcal{S} = \{t_k\}_{k \in \mathbb{N}}$, where $t_k \in [0, 1]^d$ is a Halton sequence (see [70] p. 29 for definition) in the pairwise relatively prime bases $b_1, \ldots, b_d$ (note that the particular choice of the $b_j$'s is not important). Define, for $a > 0$ and $N \in \mathbb{N}$

$$(11.14) \langle f, g \rangle_{a,N} = \frac{(2a)^d}{N} \sum_{k=1}^{N} f^a(t_k)g^a(t_k), \quad f, g \in L^2(\mathbb{R}^d) \cap \text{BV}_{\text{loc}}(\mathbb{R}^d),$$

where we have defined the rescaling function on $[0, 1]^d$ by

$$(11.15) f^a = f(a(2 \cdot -1), \ldots, a(2 \cdot -1))_{[0,1]^d},$$

we will throughout the proof use the superscript $a$ on a function to indicate (11.15), where $\text{BV}_{\text{loc}}(\mathbb{R}^d) = \{f : TV(f|_{[-b,b]^d}) < \infty, \forall b > 0\}$ and $TV(f|_{[-b,b]^d})$ denotes the total variation, in the sense of Hardy
and Krause (see [70]), of \( f \) restricted to \([-h, h]^d \). Note that since \( V \in L^\infty(\mathbb{R}^d) \cap BV_{\text{loc}}(\mathbb{R}^d) \) and any \( f \in \text{Ran}(P_m) \) is smooth we have that \( S_m(V, z)f \in L^2(\mathbb{R}^d) \cap BV_{\text{loc}}(\mathbb{R}^d) \). Hence, we can define for \( n, m \in \mathbb{N} \)

\[
\sigma_{1,n}(S_m(V, z)) := \min\{\langle S_m(V, z)f, S_m(V, z)f \rangle_{n,N(n)} : f \in \text{Ran}(P_m), \|f\| = 1\}
\]

\[
\sigma_{1,n}(\tilde{S}_m(V, z)) := \min\{\langle \tilde{S}_m(V, z)f, \tilde{S}_m(V, z)f \rangle_{n,N(n)} : f \in \text{Ran}(P_m), \|f\| = 1\},
\]

where \( N(n) := \lceil n\phi(n)^4 \rceil \) and where \( \phi \) comes from the definition of \( \Omega_1 \). Let

\[
\zeta_m(z) := \min\{k/m : k \in \mathbb{N}, k/m \geq \min\{\sigma_{1,n(m)}(S_m(V, z)), \sigma_{1,n(m)}(\tilde{S}_m(V, z))\}\},
\]

\[
n(m) := \min\{n : \tau(m, n) \leq \frac{1}{m^3}\},
\]

and

\[
\tau(m, n) := (m + 1)mC_1(m, d, n) + (m^2 + \sigma^2 \phi^2(n) + 2(\sigma m + 1)(\phi(n) + 1))\]

\[
\times (1 + \sigma^2 + 2\sigma) C_2(m, d)C^*(b_1, \ldots, b_d) \frac{\log(N(n))^d}{N(n)}, \quad N(n) = \lceil n\phi(n)^4 \rceil,
\]

\( \sigma = 3^d - 2^d + 1 + 2, C_1(m, d, n) \) is defined in (11.10), \( C_2(m, d) \) is defined in (11.11) and \( C^*(b_1, \ldots, b_d) \) is defined in Definition 11.5. First note that the choice of \( N(n) \) in (11.19) implies that \( \tau(m, n) \to 0 \) as \( n \to \infty \). Thus, \( n(m) \) is well defined. Second, note that it is clear that \( \tilde{\tau} \), and hence also \( n(m) \), can be evaluated by using finitely many arithmetic operations and comparisons from the set

\[
\tilde{\Lambda}_1 = \{\theta(j)_p : p \leq d, j \leq m\} \cup \{C^*(b_1, \ldots, b_d)\} \cup \{\log(k\phi(k))\}_{k=1}^m \cup \{\phi(k)\}_{k=1}^m,
\]

where \( r \) is some finite integer depending on \( m \). Recall from Remark 11.6 that we have that \( \tilde{\Lambda}_1 \subset \Lambda \).

The function \( \tilde{\tau} \) may seem to come somewhat out of the blue, however, it stems from certain bounds in (11.10), (11.21) on errors of discrete integrals related to (11.16). We can now define

\[
\Gamma_m(V) = \Gamma_m(\{V_\rho\}_{\rho \in \Lambda_{\Gamma_m}(V)}) := \Upsilon_{1/m}_{B_m(0)}(\zeta_m),
\]

where \( \Upsilon_{1/m}_{B_m(0)}(\zeta_m) \) is defined in (11.1) and

\[
\Lambda_{\Gamma_m}(V) = \{\rho_x : x \in L_m\} \cup \tilde{\Lambda}_1 \cup \tilde{\Lambda}_2.
\]

Here \( \{\rho_x : x \in L_m\} \) is the set of all point evaluations \( \rho_x(V) := V(x) \) at the points in

\[
L_m := \{(n(2t_{k,1} - 1), \ldots, n(2t_{k,d} - 1)) : k = 1, \ldots, N(n) = \lceil n\phi(n)^4 \rceil, n = n(m)\},
\]

where \( t_k = \{t_{k,1}, \ldots, t_{k,d}\}, n = n(m) \) is defined in (11.18) and \( \tilde{\Lambda}_2 \) is a finite set of constant functions that will be determined in (11.27) in Step II.

To show that this provides an arithmetic tower of algorithms for \( \Xi_1 \) note that each of the mappings \( V \to \Gamma_m(V) \) is an algorithm as desired for arithmetic towers of algorithms. Indeed, \( \Lambda_{\Gamma_m}(V) \) is finite and does not depend on \( V \), hence we have a non adaptive tower. Moreover, the computation of \( \Upsilon_{1/m}_{B_m(0)}(\zeta_m) \) requires only finitely many evaluations of \( \zeta_m \), hence it suffices to demonstrate the following.

**Step II:** For a single \( z \in \mathbb{C} \), the evaluation of \( \zeta_m(z) \) requires finitely many arithmetic operations of the elements \( \{V_\rho\}_{\rho \in \Lambda_{\Gamma_m}(V)} \). To see this we proceed as follows. For \( z \in \mathbb{C} \), form the matrices \( Z_m(z), \tilde{Z}_m(z) \in \mathbb{C}^{m \times m} \) by considering the orthonormal basis \( \{\varphi_j\}_{j \in \mathbb{N}} \) constructed in the beginning of Step I. More precisely,

\[
Z_m(z)_{ij} = \langle S_m(V, z)\varphi_j, S_m(V, z)\varphi_i \rangle_{n,N}, \quad i, j \leq m,
\]

\[
\tilde{Z}_m(z)_{ij} = \langle \tilde{S}_m(V, z)\varphi_j, \tilde{S}_m(V, z)\varphi_i \rangle_{n,N}, \quad i, j \leq m, \quad N = N(n) = \lceil n\phi(n)^4 \rceil,
\]
where \( n = n(m) \) is defined in (11.18). Note that forming \( Z_m(z)_{ij} \) and \( \tilde{Z}_m(z)_{ij} \) require only finitely many arithmetic operations and radicals of the elements \( \{ V_{\rho} \}_{\rho \in \Lambda_{T_m}(V)} \), where we will now specify \( \tilde{\Lambda}_2 \) in (11.21). Indeed,

\[
\langle S_m(V, z) \varphi_j, S_m(V, z) \varphi_i \rangle_{n,N} = \langle \Delta \varphi_j, \Delta \varphi_i \rangle_{n,N} - \langle V \varphi_j, \Delta \varphi_i \rangle_{n,N} - \langle \Delta \varphi_j, V \varphi_i \rangle_{n,N} \\
+ \langle V \varphi_j, V \varphi_i \rangle_{n,N} - 2\Re(z) \langle \Delta \varphi_j, \varphi_i \rangle_{n,N} \\
+ \langle V \varphi_j, \varphi_i \rangle_{n,N} + |z|^2 \langle \varphi_j, \varphi_i \rangle_{n,N}.
\]

(11.23)

for \( i, j \leq m \). Observe that for \( s, t \in \{0, 1\}, \hat{s}, \hat{t} \in \{0, 2\} \) and \( g \in \{ V, |V|^2 \} \) it follows that

\[
\langle g \Delta^s \varphi_j, \Delta^t \varphi_i \rangle_{n,N} = \frac{(2n)^d}{N} \sum_{k=1}^{N} \left( g^n(t_k) \sum_{\rho \in \Phi(s), q \in \Phi(t)} h_{\hat{s},j,p,q}^n(t_k) \right), \quad i, j \leq m,
\]

(11.24)

\[
h_{\hat{s},j,p,q}(x) := \left( \tilde{\psi}_{\theta(j)}(x_1) \cdots \partial^s \tilde{\psi}_{\theta(j)}(x_p) \cdots \tilde{\psi}_{\theta(i)}(x_d) \right) \\
\times \left( \tilde{\psi}_{\theta(j)}(x_1) \cdots \partial^t \tilde{\psi}_{\theta(j)}(x_q) \cdots \tilde{\psi}_{\theta(i)}(x_d) \right),
\]

(11.25)

\[
\Phi(t) = \begin{cases} 
\{1, \ldots, d\}, & t = 1 \\
\{1\}, & t = 0,
\end{cases}
\]

(11.26)

where \( \hat{s} = 2s \) and \( \hat{t} = 2t \). Note that because of the choice of \( \psi_{k,l} \) in (11.5) we have explicit formulas for \( \tilde{\psi}_{\theta(j)} \) and \( \partial^s \tilde{\psi}_{\theta(j)} \) that are variants of exponential functions. Thus, since \( n(m) \) can be evaluated with finitely many arithmetic operations and comparisons of the elements in \( \tilde{\Lambda}_1 \), and by (11.24), (11.25), and (11.26), it follows that \( \langle g \Delta^s \varphi_j, \Delta^t \varphi_i \rangle_{n,N} \) can be evaluated by using finitely many arithmetic operations and comparisons of elements in \( \{ \rho(V) : \rho \in \Lambda_{T_m}(V) \} \) where \( \Lambda_{T_m}(V) \) is defined in (11.21) and

\[
\tilde{\Lambda}_2 = \left\{ \rho_s \left( \frac{\partial^s \tilde{\psi}_{\theta(j)}}{\partial x_p} \right) : x \in L_m, 1 \leq j \leq m, 1 \leq p \leq d, \hat{s} = 0, 2 \right\}.
\]

(11.27)

(As discussed in the assumption in Remark 2.11 we treat the numbers in \( \tilde{\Lambda}_2 \) as constant functions on \( \Omega \). Hence, it follows that forming \( Z_m(z)_{ij} \) requires only finitely many arithmetic operations and comparisons of the elements \( \{ V_{\rho} \}_{\rho \in \Lambda_{T_m}(V)} \). The argument for \( \tilde{Z}_m(z)_{ij} \) using \( \langle \tilde{S}_m(V, z) \varphi_j, \tilde{S}_m(V, z) \varphi_i \rangle_{n,N} \) is identical.

When \( Z_m(z) \) and \( \tilde{Z}_m(z) \) are formed, we proceed as follows in order to compute \( \zeta_m(z) \). For \( k \in \mathbb{N} \), we start with \( k = 1 \), then:

- Check whether \( \min \{ \sigma_1(Z_m(z)), \sigma_1(\tilde{Z}_m(z)) \} \leq k/m \).
- If not let \( k = k + 1 \) and repeat, otherwise \( \zeta_m(z) = k/m \).

Note that the first step requires finitely many arithmetic operations of \( \{ Z_m(z)_{ij} \}_{i,j \leq m} \) and \( \{ \tilde{Z}_m(z)_{ij} \}_{i,j \leq m} \) by Proposition 10.1 and the loop will clearly terminate for a finite \( k \) and thus compute \( \zeta_m(z) \). Hence, we have proven the assertion that the evaluation of \( \zeta_m(z) \) requires finitely many arithmetic operations and comparisons of the elements \( \{ V_{\rho} \}_{\rho \in \Lambda_{T_m}(V)} \) and we conclude that \( \Gamma_m \) are general algorithms as desired for arithmetic towers of algorithms.

**Step III:** Finally, we show that \( \Gamma_m(V) \rightarrow \Xi_1(V) \), as \( n \rightarrow \infty \). Note that, by the properties of the Attouch-Wets topology, and as discussed in Remark 11.2, it suffices to show that for any compact set \( K \subset \mathbb{C} \)

\[
d_K(\Gamma_m(V), \Xi_1(V)) \rightarrow 0, \quad n \rightarrow \infty,
\]

(11.28)

where \( d_K \) is defined in (11.2). To show (11.28) we start by defining

\[
\gamma(z) := \min \{ \inf \left\{ \| (\Delta + V - z I) \psi \| : \psi \in W^{2,2}(\mathbb{R}^d), \| \psi \| = 1 \right\}, \\
\inf \left\{ \| (\Delta + V - z I) \psi \| : \psi \in W^{2,2}(\mathbb{R}^d), \| \psi \| = 1 \right\} \right\} = \|(\Delta + V - z I)^{-1}\|^{-1},
\]

(11.29)
where we use the convention that $\|(-\Delta + V - zI)^{-1}\|^{-1} = 0$ when $z \in \text{sp}(-\Delta + V)$ and proceed similarly to the proof of Theorem 3.3 with the following claim. Before we state the claim recall $h$ from the definition of $T_K^\delta(\zeta)$ in Step I of the proof of Theorem 3.3.

**Claim:** Let $K \subset \mathbb{C}$ be any compact set, and let $K'$ be a compact set containing $K$ such that $\text{sp}(-\Delta + V) \cap K' \neq \emptyset$ and $0 < \delta < \epsilon < 1/2$. Suppose that $\zeta$ is a function with $\|\zeta - \gamma\|_{\infty,K} := \|\zeta - \gamma\chi_K\|_{\infty} < \epsilon$ on $K := (K + B_{h(diam(K) + 2\epsilon)}(0))$, where $\chi_K$ denotes the characteristic function of $K$. Finally, let $u$ be defined as in (10.4). Then $\lim_{\xi \to 0} u(\xi) = 0$ and

$$
d_K(T_K^\delta(\zeta), \text{sp}(-\Delta + V)) \leq u(\epsilon).
$$

To prove the claim, we first show that

$$
\sup_{s \in T_K^\delta(\zeta) \cap K} \text{dist}(s, \text{sp}(-\Delta + V)) \leq u(\epsilon).
$$

If $T_K^\delta(\zeta) \cap K = \emptyset$ then there is nothing to prove, thus we assume that $T_K^\delta(\zeta) \cap K \neq \emptyset$. Let $z \in G^\delta(K)$ and recall $G^\delta(K)$, $h_\delta$, and $I_z = B_{h_\delta(\zeta)}(z) \cap (\delta(Z + i\mathbb{Z}))$ from the definition of $T_K^\delta(\zeta)$ in Step I of the proof of Theorem 3.3. Notice that we may argue exactly as in (10.5) and deduce that $I_z \subset K$. Suppose that $M_z \neq \emptyset$. Note that by (4.4), the monotonicity of $h$, and the compactness of $\text{sp}(-\Delta + V) \cap K \neq \emptyset$ there is a $y \in \text{sp}(-\Delta + V)$ of minimal distance to $z$ with $|z - y| \leq h(\gamma(z))$. Since $|\zeta - \gamma|_{\infty,K} < \epsilon$, and by using the monotonicity of $h$, we get $|z - y| \leq h(\zeta(z) + \epsilon)$. Hence, at least one of the $v \in I_z$, say $v_0$, satisfies $|v_0 - y| < h(\zeta(z) + \epsilon) - h(\zeta(z)) + 2\delta$. Thus, by noting that $\gamma(v_0) \leq \text{dist}(v_0, -\Delta + V)$, and by the assumption that $\delta < \epsilon$, we get $\zeta(v_0) < \gamma(v_0) + \epsilon < h(\zeta(z) + \epsilon) - h(\zeta(z)) + 3\epsilon$. By the definition of $M_z$, this estimate now holds for all points $w \in M_z$. Thus, we may argue exactly as in (10.6) and deduce that $\text{dist}(w, \text{sp}(A)) \leq h(\zeta(z) + \epsilon) - h(\zeta(z)) + 3\epsilon$ which yields (11.31). To see that

$$
\sup_{t \in \text{sp}(-\Delta + V) \cap K} \text{dist}(T_K^\delta(\zeta), t) \leq u(\epsilon),
$$

(where we assume that $\text{sp}(-\Delta + V) \cap K \neq \emptyset$) take any $y \in \text{sp}(-\Delta + V) \cap K \subset K$. Then there is a point $z \in G^\delta(K)$ with $|z - y| < \delta < \epsilon$, hence $\zeta(z) < \gamma(z) + \epsilon \leq \text{dist}(z, \text{sp}(-\Delta + V)) + \epsilon < 2\epsilon < 1$. Thus, $M_z$ is not empty and contains a point which is closer to $y$ than $h(\zeta(z)) + \epsilon \leq h(2\epsilon) + \epsilon \leq u(\epsilon)$, and this yields (11.32). The fact that $\lim_{\xi \to 0} u(\xi) = 0$ is shown in Step II of the proof of Theorem 3.3 and we have proved the claim.

Armed with this claim we continue on the path to prove (11.28). We define

$$
\gamma_{m,n}(z) := \min\{\sigma_{1,n}(S_m(V,z)), \sigma_{1,n}(\hat{S}_m(V,z))\}.
$$

Then $\zeta_m = \gamma_{m,n(m)}$ where $n(m)$ is defined as in (11.18). By Lemma 11.7 $\zeta_m \to \gamma$ locally uniformly, when $m \to \infty$. Let $m_0$ be large enough so that $B_{m_0}(0) \subset K$. Then, for all $m \geq m_0$, $\Gamma_m(V) \cap K = \bigvee_{m=m_0(0)}(\zeta_m) \cap K$. Choose $K = B_{m_0}(0)$ and $\epsilon \in (0, 1/2)$ as in the claim. Then, by the claim, there is an $m_1 > m_0$ such that for every $m > m_1$, by (11.30), $d_K(\Gamma_m(V), \Xi_1(V)) \leq u(\epsilon)$. Since $\lim_{\xi \to 0} u(\xi) = 0$ then (11.28) follows.

To finish the proof of Theorem 4.2 we need to establish the convergence of the functions $\gamma_m$, $\zeta_m$ and $\gamma_{m,n}$.

**Lemma 11.7.** Consider the functions $\gamma_{m,n}$ and $\zeta_m$ defined in (11.33) and (11.18) respectively. Then $\gamma_{m,n} \to \gamma_m$, locally uniformly as $n \to \infty$.

**Proof.** Note that we will be using the notation $TV[-a,a]^d(f) = TV(f[-a,a]^d)$. Let, for $s, t \in \{0, 1\}$, $i, j \leq m$ and $g \in \{V, \nabla, |V|^2\}$

$$
I(g, \Delta^i \varphi_j, \Delta^i \varphi_j) = \int_{\mathbb{R}^d} g(x) \sum_{p \in \Phi(s), q \in \Phi(t)} h_{i,j,p,q}(x) dx,
$$

where we use the convention that $\|(-\Delta + V - zI)^{-1}\|^{-1} = 0$ when $z \in \text{sp}(-\Delta + V)$ and proceed similarly to the proof of Theorem 3.3 with the following claim. Before we state the claim recall $h$ from the definition of $T_K^\delta(\zeta)$ in Step I of the proof of Theorem 3.3. We will show that $\zeta_m \to \gamma_m$ locally uniformly as $n \to \infty$. The proof of Theorem 4.2 follows.
where $h_{i,j,p,q}$ is defined in (11.25) and $\Phi$ is defined in (11.26) (recall that $\{\varphi_j\}_{j \in \mathbb{N}}$ is an enumeration of $\{\hat{\psi}_{k_1,l_1} \otimes \hat{\psi}_{k_2,l_2} \otimes \cdots \otimes \hat{\psi}_{k_l,l_d} : k_1, l_1, \ldots, k_d, l_d \in \mathbb{Z}\}$ from (11.28). Observe that by the definition of $\gamma_{m,n}$ and $\gamma_n$ in (11.33) and (11.13) the lemma follows if we can show that

\begin{equation}
(11.34) \quad I(g, \Delta^s \varphi_j, \Delta^t \varphi_i) - \frac{(2n)^d}{N} \sum_{k=1}^{N} g^n(t_k) \sum_{p \in \Phi(s), q \in \Phi(t)} h^{n}_{i,j,p,q}(t_k) \to 0, \quad n \to \infty,
\end{equation}

where $N = N(n)$ is from (11.22). $i,j \leq m$, $s,t \in \{0,1\}$ and $g$ is either $V, \nabla, |V|^2$ (recall the notation $V^a$ from (11.15)). Note that, by the multi-dimensional Koksma-Hlawka inequality (Theorem 2.11 in [70]) it follows that

\begin{equation}
|I(g, \Delta^s \varphi_j, \Delta^t \varphi_i) - \frac{(2n)^d}{N} \sum_{k=1}^{N} g^n(t_k) \sum_{p \in \Phi(s), q \in \Phi(t)} h^{n}_{i,j,p,q}(t_k)|
\end{equation}

\begin{equation}
\leq \left\| g \sum_{p \in \Phi(s), q \in \Phi(t)} h_{i,j,p,q} \chi_{R(n)} \right\|_{L^1} + TV_{[-n,n]^d} \left( g^n \sum_{p \in \Phi(s), q \in \Phi(t)} h_{i,j,p,q}^{n} \right) D_{\gamma}(t_1, \ldots, t_N),
\end{equation}

where $R(n) = ([-n,n]^d)^c$. To bound the first part of the right hand side of (11.35) note that

\begin{equation}
(11.36) \quad \left\| g \sum_{p \in \Phi(s), q \in \Phi(t)} h_{i,j,p,q} \chi_{R(n)} \right\|_{L^1} \leq \| g \|_{L^{\infty}} K_{i,j}(n),
\end{equation}

where

\begin{equation}
K_{i,j}(n) := \sum_{p \in \Phi(s), q \in \Phi(t)} \left\langle |\chi_{[-n,n]^d} \hat{\psi}_{\theta(j),m} \cdots \hat{\psi}_{\theta(j),d} |, \hat{\psi}_{\theta(j),1} \cdots \hat{\psi}_{\theta(j),d} \right\rangle,
\end{equation}

(recall $\theta$ from (11.3)) where $\chi_{[-n,n]^d}^{c}$ denotes the characteristic function on $([-n,n]^d)^c$. To bound $K_{i,j}(n)$, note that it follows by the definition of $\hat{\psi}_{k,l}$ with $k, l \in \mathbb{Z}$ in (11.5) and some straightforward integration that for $1 \leq p \leq d$ and $(k_p, l_p) = \theta(j)_p$ we have

\begin{equation}
(11.37) \quad \left| \hat{\psi}_{k_p,l_p}(x_p) \right| \leq \begin{cases} 1 & \text{when } k_p - 1 \leq x_p \leq k_p + 1, \\ \frac{1}{|x_p - k_p| + 1} & \text{otherwise}, \end{cases}
\end{equation}

\begin{equation}
(11.38) \quad \left| \frac{\partial^2 \hat{\psi}_{k_p,l_p}}{\partial x_p^2}(x_p) \right| \leq \begin{cases} 2 + l_p + \frac{1}{3} & \text{when } k_p - 1 \leq x_p \leq k_p + 1, \\ \frac{2 + l_p + \frac{1}{3}}{|x_p - k_p| + 1} & \text{otherwise}. \end{cases}
\end{equation}

Hence, if

\begin{align*}
\tilde{k} &= \tilde{k}(m,d) := \max \{|k| : (k_p, l_p) = \theta(j)_p, p \in \{1, \ldots, d\}, j \in \{1, \ldots, m\}\}, \\
\tilde{i} &= \tilde{i}(m,d) := \max \{|l| : (k_p, l_p) = \theta(j)_p, p \in \{1, \ldots, d\}, j \in \{1, \ldots, m\}\},
\end{align*}

and $n > \tilde{k}$, then it follows that

\begin{equation}
(11.39) \quad K_{i,j}(n) \leq d^2 \max \left\{ \left| |\chi_{[-n,n]^d} \hat{\psi}_{\theta(j),m} \cdots \hat{\psi}_{\theta(j),d} |, \frac{\partial^2 \hat{\psi}_{\theta(j),m}}{\partial x_p^2} \cdots \hat{\psi}_{\theta(j),d} \right| : p \in \Phi(s), q \in \Phi(t), s, t \in \{0,1\} \right\}
\end{equation}

\begin{equation}
\leq C_{1}(m,d,n), \quad C_{1}(m,d,n) = d^2 \left( 4 \max(\tilde{k} + \tilde{i} + 1/3, 1) \right)^d \frac{1}{|n - k| + 1}.
\end{equation}
To bound the second part of the right hand side of (11.35) observe that, by Lemma 11.8 we have

\[ TV_{[-n,n]^d} \left( g^n \sum_{p \in \Phi(s), q \in \Phi(t)} h_{i,j,p,q}^n \right) \leq d^2 \left( \| g \|_{\infty} \| h_{i,j,p,q} \|_{\infty} + \sigma^2 TV_{[-n,n]^d} (g) TV_{[-n,n]^d} (h_{i,j,p,q}) \right) \]

\[ + \sigma \left( TV_{[-n,n]^d} (g) \| h_{i,j,p,q} \|_{\infty} + TV_{[-n,n]^d} (h_{i,j,p,q}) \| g \|_{\infty} \right) \]

\[ \leq \max \left\{ \| V \|_{\infty}, \| V^2 \|_{\infty}, TV_{[-n,n]^d} (V), TV_{[-n,n]^d} ([V]_2) \right\} (1 + \sigma^2 + 2\sigma) C_2(m, d), \]

where \( \sigma = 3^d - 2^{d+1} + 2 \) and \( C_2(m, d) \) is defined in (11.11). Thus, by (11.35), (11.36), (11.39), (11.40), Lemma 11.8 and Theorem 11.4 (recall that \( \{ i_k \}_{k \in \mathbb{N}} \) is a Halton sequence) we get

\[ |I(g, \Delta^s \varphi_j, \Delta^t \varphi_t) - \frac{(2n)^d}{N} \sum_{k=1}^{N} V^n(t_k) \sum_{p \in \Phi(s), q \in \Phi(t)} h_{i,j,p,q}^n(t_k)| \leq \tau(\| V \|_{\infty}, m, n), \]

where the last inequality uses the bound on the total variation of \( V \) from (4.3) and

\[ \tau(\| V \|_{\infty}, m, n) := \left( \| V \|_{\infty} + 1 \right) \| V \|_{\infty} C_1(m, d, n) \]

+ \( \| V \|_{\infty} + \sigma^2 \phi(n) + 2(\sigma \| V \|_{\infty} + 1) \phi(n) + 1 \) \]

\[ + \left( 1 + \sigma^2 + 2\sigma \right) C_2(m, d) C^* (b_1, \ldots, b_d) \frac{\log(N)^d}{N} \]

\[ , \quad N(n) = \lceil n \phi(n)^d \rceil \]

(recall (11.16)) where \( C^* (b_1, \ldots, b_d) \) is defined in Definition 11.5. Finally, note that, by the definition of \( C_1(m, d, n) \) and the fact that we have chosen \( N(n) \) according to (11.42), it follows that \( \tau(\| V \|_{\infty}, m, n) \to 0 \) as \( n \to \infty \). Hence, (11.33) follows via (11.42), and the proof is finished. \( \square \)

**Lemma 11.8.** For all \( a > 0, i, j \leq n_2 \) and \( m, n \leq d \):

(i) \( TV(h_{i,j,m,n}^a) \leq C_2(m, d), \)

(ii) \( \| h_{i,j,m,n}^a \|_{\infty} \leq C_2(m, d), \)

(iii) for \( g \in BV_{loc}(\mathbb{R}^d) \) and \( \sigma = 3^d - 2^{d+1} + 2 \) we have that

\[ TV(g^n h_{i,j,p,q}^a) \leq \| g \|_{\infty} \| h_{i,j,p,q} \|_{\infty} + \sigma^2 TV_{[-a,a]^d} (g) TV_{[-a,a]^d} (h_{i,j,p,q}) \]

\[ + \sigma \left( TV_{[-a,a]^d} (g) \| h_{i,j,p,q} \|_{\infty} + TV_{[-a,a]^d} (h_{i,j,p,q}) \| g \|_{\infty} \right), \]

(iv) \( TV_{[-a,a]^d} ([g]^2) \leq \| g \|_{\infty}^2 + \sigma^2 TV_{[-a,a]^d} (g) + 2\sigma \| g \|_{\infty} TV_{[-a,a]^d} (g) \)

where

\[ C_2(m, d) := 2^d \left( 2((\tilde{k} + 1)^4 + \tilde{l}^4)(2(\tilde{k} + 1) + 2) \right)^d, \]

and \( \tilde{k}, \tilde{l} \) are defined in (11.9).

**Proof.** To prove both (i) and (ii) we will use the easy facts that \( TV(h_{i,j,p,q}^a) = TV_{[-a,a]^d} (h_{i,j,p,q}) \) and \( TV(g^n h_{i,j,p,q}^a) = TV_{[-a,a]^d} (g h_{i,j,p,q}) \). To prove (i) of the claim let us first recall (see for example [70], p. 19) that when \( \psi \in C^1([-a,a]^d) \) then

\[ TV_{[-a,a]^d} (\psi) = \sum_{k=1}^{d} \sum_{1 \leq i_1 < \ldots < i_k \leq d} V^k(\psi; i_1, \ldots, i_k), \]

and the proof is finished. \( \square \)
where $V^{(k)}(\psi; i_1, \ldots, i_k) = V^{(k)}(\psi_{i_1, \ldots, i_k})$ and
\[
\psi_{i_1, \ldots, i_k} : (y_1, \ldots, y_k) \mapsto \psi(\tilde{y}_1, \ldots, \tilde{y}_k), \quad \tilde{y}_j = a, \ j \neq i_1, \ldots, i_k, \quad \tilde{y}_j = y_j,
\]
\[
V^{(k)}(\varphi) = \int_{-a}^{a} \cdots \int_{-a}^{a} \left| \frac{\partial^k \varphi}{\partial x_1 \cdots \partial x_k} \right| \, dx_1 \cdots dx_k, \quad \varphi \in C^k([-a, a]^k).
\]

Note that from (11.25) and (11.5) it follows that $h_{i,j,p,q}^a \in C^\infty([0, 1]^d)$, so by the definition of $h$ in (11.25) we have that, for $k \in \{1, \ldots, d\}$ and $1 \leq i_1 < \ldots < i_k \leq d$,
\[
V^{(k)}(h_{i,j,p,q}^a; i_1, \ldots, i_k)
\]
\[
\leq \prod_{\mu=1}^d \max \left[ \max_{s,t=0,2} \int_{-a}^{a} \left| \frac{\partial}{\partial x_\mu} \left( \frac{\partial^s \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^s} \frac{\partial^t \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^t} \right) \right| \, dx_\mu, \right. \left. \max_{x_\mu \in [-a,a]} \left| \frac{\partial^s \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^s} \frac{\partial^t \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^t} \right| \right), \forall k, p, q \leq d.
\]

We will now focus on bounding the right-hand side of (11.44). Note that by using the definition of $\psi_{k,l}$ with $k, l \in \mathbb{Z}$ in (11.5) and some straightforward integration it follows that for $1 \leq p \leq d$ and $(k_p, l_p) = \theta(j)_p$ we have
\[
\left| \frac{\partial \psi_{k_p,l_p}}{\partial x_p}(x_p) \right| \leq \begin{cases} l_p + \frac{1}{2}, & \text{when } k_p - 1 \leq x_p \leq k_p + 1, \\ \frac{t + 1}{|x_p - k_p| + 1}, & \text{otherwise}, \end{cases}
\]
\[
\left| \frac{\partial^4 \psi_{k_p,l_p}}{\partial x_p^4}(x_p) \right| \leq \begin{cases} \frac{t + 1}{4}, & \text{when } k_p - 1 \leq x_p \leq k_p + 1, \\ \frac{t + 1}{4|x_p - k_p| + 1}, & \text{otherwise}. \end{cases}
\]

Thus, by using (11.37), (11.38), (11.45) and (11.46) it follows that
\[
\max_{s,t=0,2} \int_{-a}^{a} \left| \frac{\partial}{\partial x_\mu} \left( \frac{\partial^s \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^s} \frac{\partial^t \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^t} \right) \right| \, dx_\mu
\]
\[
\leq 2 \max_{s,t=0,1,2,3} \int_{-\infty}^{\infty} \left| \frac{\partial^s \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^s} \right| \left| \frac{\partial^t \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^t} \right| \, dx_\mu
\]
\[
\leq 2((t + 1)^4 + \tilde{t}^4)^2 \left( 2(\tilde{k} + 1) + \int_{[-\infty,-1] \cup [1,\infty]} \frac{1}{y^2} \, dy \right)
\]
\[
= 2((t + 1)^4 + \tilde{t}^4)^2 \left( 2(\tilde{k} + 1) + 2 \right),
\]
where $\tilde{k} := \max\{|k_p| : (k_p, l_p) = \theta(j)_p, p \in \{1, \ldots, d\}, j \in \{1, \ldots, n\} \}$, $\tilde{t} := \max\{|l_p| : (k_p, l_p) = \theta(j)_p, p \in \{1, \ldots, d\}, j \in \{1, \ldots, n\} \}$. Moreover, by (11.37) and (11.38)
\[
\max_{s,t=0,2} \int_{x_\mu \in [-a,a]} \left| \frac{\partial^s \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^s} \frac{\partial^t \psi_{\theta(j)\mu}(x_\mu)}{\partial x_\mu^t} \right| \leq \max\{t^2 + \tilde{t} + 1/3, 1\}, \quad i, j \leq m, \quad 1 \leq \mu \leq d.
\]

Hence, from (11.44) and (11.48) it follows that for $k \in \{1, \ldots, d\}$ and $1 \leq i_1 < \ldots < i_k \leq d$,
\[
V^{(k)}(h_{i,j,p,q}^a; i_1, \ldots, i_k) \leq \left( 2((t + 1)^4 + \tilde{t}^4)^2(2(\tilde{k} + 1) + 2) \right)^d
\]
and thus, by (11.44) we get that
\[
TV_{[-a,a]^d}(h_{i,j,p,q}) \leq \left( 2((t + 1)^4 + \tilde{t}^4)^2(2(\tilde{k} + 1) + 2) \right)^d \sum_{k=1}^d \binom{d}{k}.
\]
and thus we have proved (i) in the claim.

To prove (ii) in the claim, we observe that by (11.25), (11.28) and (11.38) it follows that

\[ \|h_{i,j,p,q}\|_\infty \leq \prod_{\mu=1}^d \max_{x_\mu \in [-\infty, \infty]} \left| \frac{\partial^3 \psi_\theta(j,\mu)}{\partial x_\mu^3} (x_\mu) \right| \leq \left( \max\{T^2 + \bar{l} + 1/3, 1\} \right)^d, \]

for \( i, j \leq m \) and \( p, q \leq d \). Obviously, the last part of the above inequality is bounded by \( C(m, d) \), which yields the assertion.

To prove (iii) and (iv) we will use the fact (see (13)) that

\[ A = \{ f \in M([-a, a]^d) : \| f \|_\infty + TV_{[-a, a]^d}(f) < \infty \}, \]

where \( M([-a, a]^d) \) denotes the set of measurable functions on \([-a, a]^d\), is a Banach algebra with \( A \) equipped with the norm \( \| f \|_A = \| f \|_\infty + \sigma TV_{[-a, a]^d}(f) \), where \( \sigma > 3^d - 2^{d+1} + 1 \). We will let \( \sigma = 3^d - 2^{d+1} + 2 \). Hence, we get, by the Banach algebra property of the norm and (i) and (ii) that we already have proved, that

\[ TV_{[-a, a]^d}(g(h_{i,j,p,q})) \leq \| g \|_\infty \| h_{i,j,p,q} \|_\infty + \sigma^2 TV_{[-a, a]^d}(g)TV_{[-a, a]^d}(h_{i,j,p,q}) \leq \sigma (TV_{[-a, a]^d}(g)\| h_{i,j,p,q} \|_\infty + TV_{[-a, a]^d}(h_{i,j,p,q})\| g \|_\infty), \]

\( g \in A \), finally proving (iii). The proof of (iv) is almost identical. \( \square \)

**Lemma 11.9.** Let \( \gamma_m \) be defined as in (11.17). Then, \( \gamma_m \to \gamma \) locally uniformly, where \( \gamma \) is defined in (11.29).

**Proof.** Let \( \gamma_m \) be as defined in (11.13). Also, observe that \( \gamma_m \to \gamma \) locally uniformly as \( m \to \infty \). Indeed, let \( T = \{ \| (-\Delta + V + xI)\psi \| : \psi \in W^{2,2}(\mathbb{R}^d), \| \psi \| = 1 \} \). Then, since \( S \) is a core for \( H \) (recall \( S \) from Step I of the proof of SCI(\( \Xi_1, \Omega_2 \)) \( = 1 \)) then every element in \( T \) can be approximated arbitrarily well by \( \| (-\Delta + V + xI)\tilde{\varphi} \| \) for some \( \tilde{\varphi} \in S \), thus it follows from (11.29) that we have convergence. Note that the convergence must be monotonically from above by the definition of \( P_m \), and thus Dini’s Theorem assures the locally uniform convergence. Thus, it suffices to show that \( |\gamma_m - \gamma_m| \to 0 \) locally uniformly as \( m \to \infty \).

Note that if we define, for \( z \in \mathbb{C} \),

\[ Z_m(z)_{ij} = \langle S_m(V,z)\varphi_j, S_m(V,z)\varphi_i \rangle_{n,N}, \quad i, j \leq m, \]

\[ \tilde{Z}_m(z)_{ij} = \langle S_m(V,z)\tilde{\varphi}_j, S_m(V,z)\varphi_i \rangle_{n,N}, \quad i, j \leq m, \quad N = \lfloor n\phi(n) \rceil, \]

where \( n = n(m) \) is defined in (11.18) and

\[ W_m(z)_{ij} = \langle S_m(V,z)\varphi_j, S_m(V,z)\varphi_i \rangle, \quad i, j \leq m, \]

\[ \tilde{W}_m(z)_{ij} = \langle S_m(V,z)\tilde{\varphi}_j, S_m(V,z)\varphi_i \rangle, \quad i, j \leq m, \]

the desired convergence follows if we can show that \( \| Z_m(z) - W_m(z) \| \) and \( \| \tilde{Z}_m(z) - \tilde{W}_m(z) \| \) tend to zero as \( m \) tends to infinity for all \( z \) in some compact set. However, this follows by the choice of \( n(m) = \min\{n : \tau(m, n) \leq \frac{1}{m}\} \) in (11.18). In particular, \( \tau(m, n) = \tau(m, m, n) \), and clearly \( \tau(V_{\infty}, m, n) \leq \tau(m, m, n) \) for \( \| V \|_{\infty} \leq m \) (recall \( \tau \) from (11.12)). Thus it follows immediately by (11.41) that for \( z \in \mathbb{K} \subset \mathbb{C} \), where \( K \) is compact, \( \| Z_m(z) - W_m(z) \|_F = O\left( \frac{1}{m} \right) \) and \( \| \tilde{Z}_m(z) - \tilde{W}_m(z) \|_F = O\left( \frac{1}{m} \right) \) for sufficiently large \( m \). Here \( \| \cdot \|_F \) denotes the Frobenius norm, and we have shown the desired convergence. \( \square \)

**Proof of SCI(\( \Xi_1, \Omega_1 \)) \( \leq 2 \).** The proof stays close to the proof of SCI(\( \Xi_1, \Omega_2 \)) \( = 1 \). As before we split the proof into several steps, however, before we embark on the different steps recall that \( \Xi_2(V) = sp_e(H) \), the setup in Step I of the proof of SCI(\( \Xi_1, \Omega_2 \)) \( = 1 \) and define \( \gamma : \mathbb{C} \to [0, \infty) \) as in (11.29), for \( m \in \mathbb{N} \), \( \gamma_m : \mathbb{C} \to [0, \infty) \) as in (11.13) and, for \( m, n \in \mathbb{N} \), \( \gamma_{m,n} : \mathbb{C} \to [0, \infty) \) as in (11.33).
Step I: Defining $\Gamma_{m,n}$ and $\Lambda_{\Gamma_{m,n}}(V)$. We start by defining, for $\lambda \in G_m := (m^{-1}(\mathbb{Z} + i\mathbb{Z})) \cap B_m(0)$,

\begin{align}
S_{m,n}(\lambda) := \{i = m + 1, \ldots, n : \gamma_{m,i}(\lambda) \leq \epsilon - \frac{1}{m}\} \\
T_{m,n}(\lambda) := \{i = m + 1, \ldots, n : \gamma_{m,i}(\lambda) \leq \frac{1}{(\epsilon - 1/m)^{1+1/m}}\} \\
E_{m,n}(\lambda) := |S_{m,n}(\lambda)| + |T_{m,n}(\lambda)| - n.
\end{align}

For large $n$, we denote

\begin{align}
\eta_{m,n} := \frac{1}{(\epsilon - 1/m)^{1+1/m}}.
\end{align}

Recall that $\gamma_{m,n}(z) = \min\{\sigma_{1,n}(S_{m,n}(V,z)), \sigma_{1,n}(\tilde{S}_{m,n}(V,z))\}$, where $\sigma_{1,n}(S_{m,n}(V,z))$ and $\sigma_{1,n}(\tilde{S}_{m,n}(V,z))$ are defined in (11.16). Thus, we can define

\begin{align}
\Gamma_{m,n}(V) = \Gamma_{m,n}(\{V_\rho \}_{\rho \in \Lambda_{\Gamma_{m,n}}(V)} := \{\lambda \in G_m : E_{m,n}(\lambda) > 0\}, \\
\Gamma_m(V) = \lim_{{n \to \infty}} \Gamma_{m,n}(V).
\end{align}

To determine $\Lambda_{\Gamma_{m,n}}(V)$ we observe that by the definition of $\zeta_m$ in (11.17) and the definition of $\gamma_{m,n}$ in (11.33) the evaluation of $\gamma_{m,n}$ requires the same information as the evaluation of $\zeta_m$, with the exception of $\Lambda_1$ in (11.20). Thus, \[\Lambda_{\Gamma_{m,n}}(V) = \{\rho_x : \rho_x(V) = V(x), x \in L_n \} \cup \tilde{\Lambda},\]

where

\begin{align}
\tilde{\Lambda} = \{\rho_x \left(\frac{\partial^2 \hat{\psi}_0(\rho)}{\partial x^p}\right) : x \in L_n, 1 \leq j \leq m, 1 \leq p \leq d, \tilde{s} = 0, 2\},
\end{align}

and $\tilde{\psi}_0(\rho)$ is defined in (11.5). Note that showing that the limit in (11.50) exists is part of the proof. Note also that by arguing exactly as in Step II in the proof of SCI$(\Xi_1, \Omega_2)\lambda = 1$, it follows that evaluating $\gamma_{m,n}$ requires finitely many arithmetic operations of the elements in $\{V_\rho\}_{\rho \in \Lambda_{\Gamma_{m,n}}(V)}$. Hence, it is clear that $\Gamma_{m,n}$ form an arithmetic tower of algorithms. To finish we only need to show the following.

Step II: We have that

\begin{align}
\Gamma_{m,n}(\{V_\rho\}_{\rho \in \Lambda_{\Gamma_{m,n}}(V)}) \longrightarrow \Gamma_m(V), \quad n \to \infty,
\end{align}

\begin{align}
\Gamma_m(V) \longrightarrow \Xi_2(V), \quad m \to \infty.
\end{align}

We start by showing that $\Gamma_{m,n}(V) = \Gamma_{m,l}(V)$ for all large $n$ and $l$, thus, the limit exist and we have (11.51). To see this, we start by claiming that for each $\lambda \in G_m$ then either $E_{m,n}(\lambda) \leq 0$ for all large $n$ or $E_{m,n}(\lambda) > 0$ for all large $n$. Observe that if the claim holds this implies that $\Gamma_{m,n}(V) = \Gamma_{m,l}(V)$ for all large $n$ and $l$. To prove the claim consider the three cases:

\begin{align}
(1) : \gamma_m(\lambda) < \frac{1}{(\epsilon - 1/m)^{1+1/m}}, \quad (2) : \frac{1}{(\epsilon - 1/m)^{1+1/m}} \leq \gamma_m(\lambda) \leq \epsilon - \frac{1}{m}, \quad (3) : \epsilon - \frac{1}{m} < \gamma_m(\lambda).
\end{align}

In all cases it is the locally uniform convergence $\gamma_m,n \to \gamma_m$ established in Lemma (11.7) that is the key. We start with Case 1: In this case $\gamma_{m,n}(\lambda) < \frac{1}{(\epsilon - 1/m)^{1+1/m}}$ for large $n$, so $|S_{m,n}(\lambda)| = n - c_1$ and $|T_{m,n}(\lambda)| = n - c_2, c_1, c_2 \in \mathbb{N}$, yielding the claim. Case 2: This case has two sub-cases. If $\frac{1}{(\epsilon - 1/m)^{1+1/m}} = \gamma_m(\lambda)$ then for large $n$, $\gamma_{m,n}(\lambda) < \epsilon - \frac{1}{m}$ so $|S_{m,n}(\lambda)| = n - c$ for some positive integer $c$. Now, either $|T_{m,n}(\lambda)|$ stays constant for large $n$ or it grows. In either case $E_{m,n}(\lambda) = |T_{m,n}(\lambda)| - c$ cannot change sign for large $n$, thus, the claim holds. When $\frac{1}{(\epsilon - 1/m)^{1+1/m}} < \gamma_m(\lambda) \leq \epsilon - \frac{1}{m}$ then $\frac{1}{(\epsilon - 1/m)^{1+1/m}} < \gamma_{m,n}(\lambda)$ for large $n$, so $|T_{m,n}(\lambda)| = r, r \in \mathbb{N}$ for large $n$. Note that $|S_{m,n}(\lambda)| = n - c$ cannot change sign for large $n$, thus, the claim holds. Case 3: In this case $\epsilon - \frac{1}{m} < \gamma_{m,n}(\lambda)$ for large $n$. Thus, $|S_{m,n}(\lambda)| = c_1$ and $|T_{m,n}(\lambda)| = c_2.$
for large $n$, yielding the claim. As a side note, we observe that due to reasoning in the three cases above we have that

$$\Gamma_m(V) = \{ z \in G_m : \gamma_m(z) < \frac{1}{(\epsilon - 1/m)^{-1} + 1/m} \} \cup L,$$

(11.53)

$L \subset \{ z \in G_m : \gamma_m(z) \leq \epsilon - 1/m \}$. 

To see (11.52) we observe that, by definition, $\gamma(z) \leq \gamma_m(z)$ for all $z \in \mathbb{C}$. Thus, we immediately have, by (11.53), that $\Gamma_m(V) \subset \Xi_2(V) = \text{cl}\{ z : \gamma(z) < \epsilon \}$. As we are considering the limit in the Attouch-Wets topology we are only left with the task of showing that for compact set $K \subset \mathbb{C}$ and $\delta > 0$ then $\Xi_2(V) \cap K \subset N_\delta(\Gamma_m(V))$ for large $m$. We assume that $\Xi_2(V) \cap K \neq \emptyset$ otherwise there is nothing to prove. To prove the assertion we argue by contradiction. If the statement is untrue, then there is a strictly increasing sequence $\{ z_m \}_{m \in \mathbb{N}} \subset \mathbb{N}$ such that $\exists \zeta \in \mathbb{C}$ such that $\zeta(z) < \epsilon$ and $|z - \zeta| < \delta/4$. Moreover, by continuity, $\gamma(z) < \epsilon$ on the closed ball $B_\epsilon(z_1)$ for all $\epsilon < \delta/4$. In particular, let $s > 0$ be such that $\epsilon - s = \max_{z \in B_\epsilon(z_1)} \gamma(z)$. Note that by the fact that $\gamma(z) \to \gamma$ point wise monotonically from above, and hence locally uniformly (by Dini’s theorem), it follows that $\gamma_m(z) < \epsilon - s$ for all large $k$ and $z \in B_\epsilon(z_1)$ where $0 < \epsilon < s$. Note that for large $k$ it follows that $G_{m,k} \cap B_\epsilon(z_1) \neq \emptyset$ and that

$$\frac{1}{(\epsilon - 1/m_k)^{-1} + 1/m_k} > \epsilon - s. $$

Then, for all large $k$, there exists $z_m \in G_{m,k} \cap B_\epsilon(z_1)$ such that

$$\gamma_m(z_m) \leq \frac{1}{(\epsilon - 1/m_k)^{-1} + 1/m_k} \gamma(z),$$

and

$$z_m \in G_{m,k} \cap B_\epsilon(z_1),$$

thus, $z_m \in \Gamma_m(V)$. Also, since $z_m \in B_\epsilon(z_1)$ and $|z - \zeta| < \delta/4$, it follows that $|z_m - \zeta| < \delta/2$. In particular, $z \in N_{\delta/2}(\Gamma_m(V))$ for large $k$, and we have reached the contradiction.

**Proof of SCI($\Xi_1, \Omega_1$)$_\lambda \leq 2$.** The proof is very similar to the proof SCI($\Xi_2, \Omega_1$)$_\lambda \leq 2$, however, there are important details that differ, so we include the whole proof. We start by defining $\gamma_n = \zeta_n$ where $\zeta_n$ is as in Lemma[1.19] and note that $\gamma_n \to \gamma$ locally uniformly.

**Step I:** Defining $\Gamma_m$ and $\Gamma_m,n$. We start by defining, for $\lambda \in G_m := (4^{-m}(\mathbb{Z} + i\mathbb{Z})) \cap B_m(0)$,

$$S_{m,n}(\lambda) := \{ i = m + 1, \ldots, n : \gamma_i(\lambda) \leq \frac{1}{m} \},$$

$$T_{m,n}(\lambda) := \{ i = m + 1, \ldots, n : \gamma_i(\lambda) \leq \frac{1}{m + 1} \}.$$ 

Now, we can define $E_{m,n}(\lambda)$ as in (11.49) as well as $\Gamma_{m,n}$ in (11.50), where we will show that the limit in (11.50) exists. Note that, by the definition of $\gamma_n$ it follows that $\Lambda_{\Gamma_{m,n}}(V)$ is exactly as in (11.24).

**Step II:** We have that

$$\Gamma_m(V) \to \Xi_1(V), \quad m \to \infty,$$

(11.55)

$$\Gamma_{m,n}(\{ V_p \}_{p \in \Lambda_{\Gamma_{m,n}}(V)}) \to \Gamma_m(V), \quad n \to \infty,$$

(11.54)

We start by showing that $\Gamma_{m,n}(V) = \Gamma_{m,l}(V)$ for all large $n$ and $l$, thus, the limit exist and we have (11.54). To see this, we start by claiming that for each $\lambda \in G_m$, then either $E_{m,n}(\lambda) \leq 0$ for all large $n$ or $E_{m,n}(\lambda) > 0$ for all large $n$. Observe that if the claim holds this implies that $\Gamma_{m,n}(V) = \Gamma_{m,l}(V)$ for all large $n$ and $l$. To prove the claim consider the three cases: (1) $\gamma(\lambda) < \frac{1}{m+1}$, (2) $\frac{1}{m+1} \leq \gamma(\lambda) \leq \frac{1}{m}$ and (3) $\frac{1}{m} < \gamma(\lambda)$. In all cases it is the locally uniform convergence $\gamma_n \to \gamma$ that is the key. We start with Case 1: In this case $\gamma_n(\lambda) < \frac{1}{m+1}$ for large $n$, so $|S_{m,n}(\lambda)| = n - c_1$ and $|T_{m,n}(\lambda)| = n - c_2$, $c_1, c_2 \in \mathbb{N}$, yielding the claim. Case 2: This case has two sub-cases. If $\frac{1}{m+1} = \gamma(\lambda)$ then for large $n$, $\gamma_n(\lambda) < \frac{1}{m+1}$ so $|S_{m,n}(\lambda)| = n - c$ for some positive integer $c$. Now, either $|T_{m,n}(\lambda)|$ stays constant for large $n$ or it grows. In either case $E_{m,n}(\lambda) = |T_{m,n}(\lambda)| - c$ cannot change sign for large $n$, thus, the claim holds. When $\frac{1}{m} < \gamma(\lambda) < \frac{1}{m+1}$, then

$$\frac{1}{m+1} < \gamma_n(\lambda) \leq \frac{1}{m}$$

for large $n$, so $|T_{m,n}(\lambda)| = r, r \in \mathbb{N}$ for large $n$. Note
that $|S_{m,n}(\lambda)| - n$ cannot change sign for large $n$, thus, the claim holds. Case 3: In this case $\frac{1}{m} < \gamma_n(\lambda)$ for large $n$. Thus, $|S_{m,n}(\lambda)| = c_1$ and $|T_{m,n}(\lambda)| = c_2$ for large $n$, yielding the claim. As a side note, we observe that due to reasoning in the three cases above we have that

$$
(11.56) \quad \Gamma_m(V) = \{ z \in G_m : \gamma(z) < \frac{1}{m + 1} \} \cup L, \quad \ recurse \ \{ z \in G_m : \gamma(z) \leq \frac{1}{m} \}.
$$

To show (11.55), let $\delta > 0$ and $K \subset \mathbb{C}$ be compact, we need to show that $\Gamma_m(V) \cap K \subset \mathcal{N}_\delta\{\Xi(V)\}$ and $\Xi(V) \cap K \subset \mathcal{N}_\delta(\Gamma_m(V))$ for large $m$. We start with the second inclusion. We assume that $\Xi(V) \cap K \neq \emptyset$ otherwise there is nothing to prove. Let $m$ be so large that $4^{-m} < \delta$ and $K \subset B_m(\emptyset)$. Let $z \in \Xi(V) \cap K$. Then there is a $z_1 \in G_m$ so that $|z_1 - z| \leq 4^{-m} < \delta$. Moreover,

$$
\begin{align*}
z_1 \in \{ z : \text{dist}(z, \text{sp}(-\Delta + V)) \leq 4^{-m} \} \subset \{ z : \gamma(z) < \frac{1}{m + 1} \}.
\end{align*}
$$

In particular, $z_1 \in \Gamma_m(V)$. Thus, since $|z_1 - z| < \delta$ it follows that $\Xi(V) \cap K \subset \mathcal{N}_\delta(\Gamma_m(V))$ as desired. As for the other inclusion, observe that in view of (11.56) and since $\Xi(V) = \{ z : \gamma(z) = 0 \}$ it suffices to show that we may choose an $\epsilon > 0$ such that $\{ z : \gamma(z) \leq \epsilon \} \cap K \subset \mathcal{N}_\delta\{\Xi(V)\}$. Suppose not. Then there exists a sequence $\{ \epsilon_m \},$ such that $\epsilon_m \to 0$, and a sequence $\{ \gamma_m \}$ such that $\gamma_m \in \{ z : \gamma(z) \leq \epsilon_m \} \cap K$ but $\gamma_m \notin \mathcal{N}_\delta\{\Xi(V)\}$. By possibly passing to a subsequence we may assume that $\gamma_m \to \gamma_0$ and note that $\gamma_0 \notin \mathcal{N}_\delta\{\Xi(V)\}$. However, by continuity of $\gamma$, $\gamma(\gamma_m) \to \gamma(\gamma_0)$, and $\gamma(\gamma_m) \to 0$, hence $\gamma(\gamma_0) = 0$ yielding the contradiction.

\[ \Box \]

11.2. The case of unbounded potential $V$. In this section we prove Theorem 4.5.1 on the SCI of spectra and pseudospectra of Schrödinger operators with unbounded potentials. Let us outline the steps of the proof first:

a. Compactness of the resolvent: The assumptions on the potential imply that the operator $H$ has a compact resolvent $R(H, z)$ (see Proposition 11.20). Therefore the spectrum is countable consisting of eigenvalues with finite dimensional invariant subspaces.

b. Finite-dimensional approximations: The main part of the proof centers around showing that it is possible to construct, with finite amount of evaluations of $V$, square matrices $\tilde{H}_n$ whose resolvents (when suitably embedded into the large space) converge to $R(H, z_0)$ in norm at a suitable point $z_0$ (see Theorem 11.22). Note that this technique is very different from what we used and is only possible due to compactness.

c. Convergence of the spectrum and pseudospectrum: We use the convergence at $z_0$ to show convergence at other points $z$ in the resolvent set.

As the argument is otherwise independent of the particular set-up, we start with a general discussion. In the end we demonstrate the construction of the matrices $\tilde{H}_n$ and the convergence of the resolvents. We assume the following:

(i) Assumptions on the operator $A$: Given a closed densely defined operator $A$ in a Hilbert space $\mathcal{H}$ such that at $z_0 \in \mathbb{C}$ the resolvent operator $R(z_0) = (A - z_0)^{-1}$ is compact $R(z_0) \in \mathcal{K}(\mathcal{H})$. Thus sp$(A) = \{ \lambda_j \}$, the spectrum of $A$, is at most countable with no finite accumulation points.

(ii) Assumptions on the approximations $A_n$: Suppose $A_n$ is a finite rank approximation to $A$ such that if $E_n$ is the orthogonal projection onto the range of $A_n$, then $A_n = A_n E_n$. We put further $\mathcal{H}_n = E_n \mathcal{H}$ and denote by $\tilde{A}_n$ the matrix representing $A_n$, when restricted to the invariant subspace $\mathcal{H}_n$ w.r.t. some orthonormal basis. Now, take the resolvent $(A_n E_n - z E_n)^{-1}$ of this restriction, extend it to $\mathcal{H}_n^{+}$ by zero, and denote this extension by $R_n(z)$. Then $R_n(z) = R_n(z) E_n$, and $R_n(z) = (A_n - z)^{-1} + (I - E_n) z^{-1}$ for all $z \neq 0$ for which the inverse exists. Finally we assume that $R_n(z_0)$ exist and

$$
(11.57) \quad \| R_n(z_0) - R(z_0) \| \to 0, \quad n \to \infty.
$$

Convergence of the spectrum and pseudospectrum. The first step is to conclude that if the finite rank approximations to the resolvent converge in operator norm at one point $z_0$, then they also converge locally uniformly away from the spectrum of $A$. To that end denote by $U_r(\mu)$ the open disc at center $\mu$ and radius $r$.
Proposition 11.10. Suppose \( R(z) \) and \( R_n(z) \) are as above and satisfy (11.57). Let \( \mathcal{K} \subset \mathbb{C} \) be compact, \( r > 0 \) and define \( \mathcal{K}_r = \mathcal{K} \setminus \bigcup U_r(\lambda) \). Then for large enough \( n \), \( R_n(z) \) exists for all \( z \in \mathcal{K}_r \) and 
\[
\sup_{z \in \mathcal{K}_r} ||R_n(z) - R(z)|| \to 0 \text{ as } n \to \infty.
\]

Proof. Clearly \( R(z) = R(z_0)(I - (z - z_0)R(z_0))^{-1} \) and \( R_n(z) = R_n(z_0)(I - (z - z_0)R_n(z_0))^{-1} \) for all \( z \) in which \( R(z) \), resp. \( R_n(z) \), exist. By (11.57) it suffices to prove the existence of \( R_n(z) \) and 
\[
\sup_{z \in \mathcal{K}_r} \| (I - (z - z_0)R_n(z_0))^{-1} - (I - (z - z_0)R(z_0))^{-1} \| \to 0.
\]

However, we know that \( (I - (z - z_0)R(z_0))^{-1} \) is meromorphic in the whole plane and hence analytic in the compact set \( \mathcal{K}_r \) and in particular uniformly bounded. But this means that it is sufficient to show that the inverses converge, which in turn is immediate from (11.57) since 
\[
\sup_{z \in \mathcal{K}_r} \| (I - (z - z_0)R_n(z_0)) - (I - (z - z_0)R(z_0)) \| = \sup_{z \in \mathcal{K}_r} \| z - z_0 \| R_n(z_0) - R(z_0) \|.
\]

To see that this suffices, write \( T_n(z) = (I - (z - z_0)R_n(z_0)) \), \( T(z) = (I - (z - z_0)R(z_0)) \) and 
\[
T_n(z) = T(z)[I + T(z)^{-1}(T_n(z) - T(z))].
\]

Then for large enough \( n \) and \( z \in \mathcal{K}_r \) by a Neumann series argument 
\[
\| T_n(z)^{-1} - T(z)^{-1} \| \leq \| T(z)^{-1} \| \| (1 - ||T(z)^{-1}||T_n(z) - T(z))^{-1} - 1 \|.
\]

\( \square \)

Proposition 11.11. Let \( \mathcal{K} \subset \mathbb{C} \) be compact and \( \delta > 0 \). Then, for all large enough \( n \), 
\[
\text{sp}(A) \cap \mathcal{K} \subset \mathcal{N}_\delta(\text{sp}(A_n)), \quad \text{sp}(A_n) \cap \mathcal{K} \subset \mathcal{N}_\delta(\text{sp}(A)).
\]

Proof. Since the eigenvalues are exactly the poles of the resolvents, the claim follows immediately from the previous proposition. \( \square \)

The last proposition gives the convergence of the spectra. The discussion on pseudospectra is somewhat more involved. We need to know that the norm of the resolvent is not constant in any open set. The following is a theorem due to J. Globevnik, E.B. Davies and E. Shargorodsky which we formulate here as a lemma:

Lemma 11.12 (42 and 31). Suppose \( A \) is a closed densely defined operator in \( \mathcal{H} \) such that the resolvent \( R(z) = (A - z)^{-1} \) is compact. Let \( \Omega \subset \mathbb{C} \) be open and connected, and assume that, for all \( z \in \Omega \), \( \| R(z) \| \leq M \). Then, for all \( z \in \Omega \), \( \| R(z) \| < M \). This is particularly true if \( \mathcal{H} \) is finite dimensional.

The theorem in [31] is formulated for Banach spaces \( X \) with the extra assumption that \( X \) or its dual is complex strictly convex, a condition which holds for Hilbert spaces. The case \( \mathcal{H} \) of finite dimension is already settled by [42]. We put \( \gamma(z) = 1/\| R(z) \| \) and \( \gamma_n(z) = 1/\| R_n(z) \| \) and summarize the properties of \( \gamma \) and \( \gamma_n \) as follows:

Lemma 11.13. If (i) and (ii) hold, then \( \gamma_n(z) \to \gamma(z) \) uniformly on compact sets. Neither \( \gamma \), nor \( \gamma_n \) is constant in any open set and they have local minima only where they vanish. Additionally,
\[
\gamma(z) \leq \text{dist}(z, \text{sp}(A)).
\]

Consequently,
\[
\text{sp}_\epsilon(A) = \{ z : \gamma(z) \leq \epsilon \} = \text{cl}\{ z : \gamma(z) < \epsilon \}, \quad \text{sp}_\epsilon(A_n) = \{ z : \gamma_n(z) \leq \epsilon \} = \text{cl}\{ z : \gamma_n(z) < \epsilon \}.
\]

Proof. Observe first that (11.58) is just a reformulation of a general property of resolvents. Next, notice that 
\[
\| R_n(z) \| = \| R(A_n, z) \| \text{ and that the norms of resolvents are subharmonic away from spectrum and therefore}
\]

Proposition 11.15. Term on the right tends to zero because \( \phi \)

Proof. Let \( S \subset K \) be compact and \( K \) not contained in any open set, there exists a point \( z \) such that \( \phi(z) = 1 \) and \( \phi \) converges uniformly in compact sets to \( \varphi \) we conclude that for all large enough \( n \) and all \( i \) we have \( \phi_n(y_i) < 1 \). Hence \( z \in \mathcal{N}_0(\mathcal{S}) \) and \( \mathcal{S} \cap K \subset \mathcal{N}_0(\mathcal{S}) \).

Consider now the second part of (11.59). If it would not hold, there would exist a sequence \( \{n_j\} \) and points \( z_{nj} \in \mathcal{S} \cap K \) such that \( z_{nj} \notin \mathcal{N}_0(\mathcal{S}) \). Suppose \( z_{nj} \to \hat{z} \). Then \( \text{dist}(\hat{z}, \mathcal{S}) \geq \delta \) as well. However, writing \( \varphi(\hat{z}) \leq |\varphi(\hat{z}) - \varphi(z_{nj})| + |\varphi(z_{nj}) - \varphi_n(z_{nj})| + \varphi_n(z_{nj}) \) we obtain \( \varphi(\hat{z}) \leq 1 \) as the first term on the right tends to zero because \( \varphi \) is continuous, the second term converge to zero as \( \varphi_n \) approximate \( \varphi \) uniformly in compact sets, and \( \varphi_n(z_{nj}) \leq 1 \). Hence \( \hat{z} \notin \mathcal{S} \cap K \), which is a contradiction.

Combining these we can state the following result.

Proposition 11.15. Let \( \mathcal{S} \subset \mathbb{C} \) be compact and \( \delta > 0 \). Then, for all large enough \( n \),

\[
\text{sp}_e(A) \cap \mathcal{K} \subset \mathcal{N}_0(\text{sp}_e(A)), \quad \text{sp}_e(A_n) \cap \mathcal{K} \subset \mathcal{N}_0(\text{sp}_e(A)).
\]

The general algorithms. Here \( A, A_n \) are operators in \( \mathcal{H} \) as in (i), (ii) above, while \( \hat{A}_n \) is the matrix representing \( A_n \) when restricted to the finite dimensional invariant subspace \( \mathcal{H}_n = E_n \mathcal{H} \). In particular \( \|R_n(z)\| = \|(\hat{A}_n - z I)^{-1}\| \). Denoting by \( \sigma_1 \) the smallest singular value of a square matrix we have \( \gamma_n(z) = 1/\|R_n(z)\| = \sigma_1(\hat{A}_n - z I) \). Let \( r > 0 \) and define \( G_r := B_r(0) \cap (\frac{1}{2r}(\mathbb{Z} + i \mathbb{Z})) \). Define \( \Gamma^1_n \) and \( \Gamma^2_n \) by

\[
(11.60) \quad \Gamma^1_n(A) = \left\{ z \in G_r : \sigma_1(\hat{A}_n - z I) \leq \frac{1}{n} \right\}, \quad \Gamma^2_n(A) = \left\{ z \in G_r : \sigma_1(\hat{A}_n - z I) \leq \epsilon \right\},
\]

which we shall prove to be the towers of algorithms for \( \Xi_1 \) and \( \Xi_2 \) (as defined in Theorem 11.5), respectively. Observe that \( \Gamma^1_n(A) \) and \( \Gamma^2_n(A) \) can be executed with finite amount of arithmetic operations, if the matrices \( \hat{A}_n \) are available.

Proposition 11.16. The algorithms satisfy the following:

\[
(11.61) \quad \Gamma^1_n(A) \to \text{sp}(A), \quad \Gamma^2_n(A) \to \text{sp}_e(A), \quad n \to \infty.
\]
Proof. 1. We begin with the second part of (11.61). It suffices to show that given \( \delta \) and a compact ball \( K \), for large \( n \):

(i) \( \text{sp}_{\epsilon}(\widetilde{A}_n) \cap G_n \cap K \subset \mathcal{N}_\delta(\text{sp}_{\epsilon}(A)) \),

(ii) \( \text{sp}_{\epsilon}(A) \cap K \subset \mathcal{N}_\delta(\text{sp}_{\epsilon}(\widetilde{A}_n) \cap G_n) \).

The first inclusion follows immediately from Proposition 11.15. To see (ii) we argue by contradiction and suppose not. Then by possibly passing to an increasing subsequence \( \{k_n\}_{n \in \mathbb{N}} \subset \mathbb{N} \) there is a sequence \( z_n \in (\text{sp}_{\epsilon}(A) \cap K), \mathcal{N}_\delta(\text{sp}_{\epsilon}(\widetilde{A}_{k_n}) \cap G_{k_n}) \) for all \( n \). Since \( \text{sp}_{\epsilon}(A) \cap K \) is a compact set, by possibly extracting a subsequence, we have that \( z_n \to z_0 \in \text{sp}_{\epsilon}(A) \cap K \). Consider the open ball \( U_{\delta/3}(z_0) \) which must contain all \( z_n \) for \( n \) sufficiently large. Since \( \gamma(z) \) is continuous, positive, not constant in any open set and without nontrivial local minima, it follows that \( \text{sp}_{\epsilon}(A) \) equals the closure of its interior points. In particular \( \text{int}(\text{sp}_{\epsilon}(A)) \cap U_{\delta/3}(z_0) \neq \emptyset \). Suppose then \( \gamma \) and \( y_0 \) are such that the closure of the open ball \( U_{\gamma}(y_0) \) is inside this open set: \( B_{\gamma}(y_0) \subset \text{int}(\text{sp}_{\epsilon}(A)) \). We claim that \( \text{sp}_{\epsilon}(\widetilde{A}_n) \cap U_{\gamma}(y_0) = U_{\gamma}(y_0) \) for all large enough \( n \). Indeed, since \( U_{\gamma}(y_0) \cap G_{\delta/3} = \emptyset \), as desired. This finishes the proof of Proposition 11.16.

2. To prove the first part of (11.61) we argue as follows. Given \( \delta > 0 \) and compact \( K \), we need to show that for large \( n \):

(iii) \( \text{sp}(A) \cap K \subset \mathcal{N}_\delta(\text{sp}_{1/n}(\widetilde{A}_n) \cap G_n) \)

(iv) \( \mathcal{N}_\delta(\text{sp}(A)) \subset \text{sp}_{1/n}(\widetilde{A}_n) \cap G_n \cap K \).

To show (iii), we start by defining \( \tilde{G}_n := \frac{1}{2n} (\mathbb{Z} + i\mathbb{Z}) \) and note that for \( \lambda_n \in \text{sp}(\widetilde{A}_n) \) we have that \( \mathcal{N}_{1/n}(\{\lambda_n\}) \cap \tilde{G}_n \neq \emptyset \) for every \( n \). Hence, \( \text{sp}(\widetilde{A}_n) \subset \mathcal{N}_{1/n}(\{\lambda_n\}) \cap \tilde{G}_n \). Thus, \( \mathcal{N}_{1/n}(\text{sp}(\widetilde{A}_n)) \subset \text{sp}_{1/n}(\tilde{G}_n) \), compare (11.58), it follows that \( \text{sp}(\tilde{A}_n) \subset \mathcal{N}_{1/n}(\text{sp}(\tilde{A}_n) \cap \tilde{G}_n) \). Now by the first part of Proposition 11.11 we have that \( \text{sp}(A) \cap K \subset \mathcal{N}_{\delta/2}(\text{sp}(\tilde{A}_n)) \) for large \( n \). Thus, combining the previous observations, we have that

\[
\text{sp}(A) \cap K \subset \mathcal{N}_{\delta/2+1/n}(\text{sp}_{1/n}(\tilde{A}_n) \cap \tilde{G}_n) \subset \mathcal{N}_\delta(\text{sp}_{1/n}(\tilde{A}_n) \cap \tilde{G}_n),
\]

for large \( n \). However, since \( K \) is bounded we have that there exists an \( r > 0 \) such that if \( \lambda \in \tilde{G}_n \cap U_{\epsilon/2+1/n}(0) \) then \( \mathcal{N}_\delta(\{\lambda\}) \cap \tilde{G}_n = \emptyset \) for all \( n \). Hence, \( \text{sp}(A) \cap K \subset \mathcal{N}_\delta(\text{sp}_{1/n}(\tilde{A}_n) \cap \tilde{G}_n) \) as desired.

To see (iv), let \( r > 0 \) be so large that \( \mathcal{N}_{\delta/2}(U_{\gamma}(y_0)) \cap K = \emptyset \). Note that \( \text{sp}_{\epsilon}(A) \to \text{sp}(A) \) as \( \epsilon \to 0 \). Thus, \( \text{sp}_{\epsilon}(A) \cap B_\gamma(0) \subset \mathcal{N}_{\delta/2}(\text{sp}(A)) \) for a sufficiently small \( \epsilon \). Also, by the second part of Proposition 11.11, it follows that \( \text{sp}_{\epsilon}(\tilde{A}_n) \cap K \subset \mathcal{N}_{\delta/2}(\text{sp}(A)) \) for large \( n \). However, by the choice of \( r \) we have that \( \text{sp}_{\epsilon}(\tilde{A}_n) \cap K \subset \mathcal{N}_{\delta/2}(\text{sp}_{\epsilon}(A) \cap B_\gamma(0)) \). Clearly, \( \text{sp}_{1/n}(\tilde{A}_n) \cap K \subset \text{sp}_{1/n}(\tilde{A}_n) \cap K \) for large \( n \). Thus, by patching the above inclusions together we get that

\[
\text{sp}_{1/n}(\tilde{A}_n) \cap K \subset \text{sp}_{1/n}(\tilde{A}_n) \cap K \subset \mathcal{N}_{\delta/2}(\text{sp}_{1/n}(A) \cap B_\gamma(0)) \subset \mathcal{N}_{\delta}(\text{sp}(A)),
\]

for large \( n \), as desired. This finishes the proof of Proposition 11.16.

Next, we pass from these general considerations to the Schrödinger case.

**Compactness of the resolvent.** We first show that the resolvent of the Schrödinger operator \( H \) is compact. To prove this we recall some well known lemmas and definitions from [57].

**Definition 11.17.** An operator \( A \) on the Hilbert space \( \mathcal{H} \) is accretive if the \( \text{Re}(Ax, x) \geq 0 \) for \( x \in \mathcal{D}(A) \). It is called m-accretive if there exists no proper accretive extension. If \( A \) (possibly after shifting with a scalar)
is $m$-accretive and additionally there exists $\beta < \pi/2$ such that $|\arg(Ax, x)| \leq \beta$ for all $x \in D(A)$, then $A$ is $m$-sectorial.

**Lemma 11.18 (VI-Theorem 3.3).** Let $A$ be $m$-sectorial with $B = \text{Re } A$. $A$ has compact resolvent if and only if $B$ has.

**Lemma 11.19 (V-Theorem 3.2).** If $T$ is closed and the complement of Num$(T)$ is connected, then for every $\zeta$ in the complement of the closure of Num$(T)$ the following hold: the kernel of $T - \zeta$ is trivial and the range of $T - \zeta$ is closed with constant codimension.

**Proposition 11.20.** Suppose $V$ is continuous $\mathbb{R}^d \to \mathbb{C}$ satisfying the following: $V(x) = |V(x)|e^{i\varphi(x)}$ such that $|V(x)| \to \infty$ as $x \to \infty$, and there exist nonnegative $\theta_1, \theta_2$ such that $\theta_1 + \theta_2 < \pi$ and $-\theta_2 \leq \varphi(x) \leq \theta_1$. Denote by $h$ the operator $h = -\Delta + V$ with domain $D(h) = C_c^\infty(\mathbb{R}^d)$ and put in $L^2(\mathbb{R}^d)$ $H = h^{**}$. Then $H = -\Delta + V$ is a densely defined operator with a compact resolvent.

**Proof.** The proof goes as follows: Notice first that the numerical range of $H$ lies in a sector with opening $2\beta < \pi$. Then we turn the sector into the symmetric position around the positive real axis to get the operator $a(\alpha)$. It is clearly enough to show that $A(\alpha) = a(\alpha)^{**}$ is an $m$-sectorial operator with half-angle $\beta = (\theta_1 + \theta_2)/2$ which has a compact resolvent. Next, since the numerical range of $a(\alpha)$ is not the whole plane, the operator is closable. Then we conclude that every point away from the numerical range belongs to the resolvent set. This is done based on the fact that the adjoint shares the same key properties as $A(\alpha)$. Then the compactness of the resolvent follows by considering the resolvent of the real part of $A(\alpha)$.

Here is the notation. Put $\alpha = (\theta_1 - \theta_2)/2$ so that $|\alpha| < \pi/2$. Then with

\begin{equation}
\vartheta(x) = \varphi(x) - \alpha
\end{equation}

we have $a(\alpha) := e^{-i\alpha}h = -e^{-i\alpha}\Delta + |V(x)|e^{i\vartheta(x)}$ and after extending $A(\alpha) = a(\alpha)^{**}$, in particular $H(\alpha) := \text{Re } A(\alpha) = -\cos \alpha \Delta + \cos \vartheta(x)|V(x)|$.

We claim that the operator $A(\alpha) := e^{-i\alpha}H$ is $m$-sectorial with half-angle $\beta = (\theta_1 + \theta_2)/2$. Indeed, it is immediate that the numerical range satisfies the following Num$(a(\alpha)) \subset \{z = re^{i\theta} : |\theta| \leq \beta, r \geq 0\}$, which is not the whole complex plane, and we can therefore (by VI-Theorem 3.4 on p. 268) consider the extended closed operator $A(\alpha)$ instead. The next thing is to conclude that points away from this closed sector are in the resolvent set of $A(\alpha)$. Take any point $\zeta = re^{i\varphi}$ with $\beta < |\varphi| \leq \pi$, $r > 0$. We need to conclude that $\zeta \notin \text{sp}(A(\alpha))$. Since the complement of Num$(A(\alpha))$ is connected, the following holds (by Lemma 11.19): the operator $A(\alpha) - \zeta$ has closed range with constant codimension. Thus, we need that the range is the whole space. Put for that purpose $T = A(\alpha) - \zeta$. Suppose there is $g \neq 0$ such that $g \in \text{Ran}(T)^\perp$. Then for all $f \in D(T)$ we have $\langle Tf, g \rangle = 0$ which means, as $D(T)$ is dense, that $T^*g = 0$. But that is not the case as $A(\alpha)^* - \zeta$ is also closed whose complement of the numerical range is connected and hence does not have a nontrivial kernel.

The proof of Proposition 11.20 can now be completed by invoking Lemma 11.18 since it is well known (Theorem XIII.67) that (since $\alpha < \pi/2$) the self-adjoint operator $H(\alpha)$ has compact resolvent when the potential $|V(x)|$ tends to infinity with $x$.

We shall next consider the discretisation of $H$ and of $A(\alpha)$. It shall be clear that the discrete versions have their numerical ranges inside the same sectors, where the numerical range of an operator $T$ is denoted by Num$(T)$. Thus all resolvents can be estimated using the fact that if $(T - \zeta)^{-1}$ is regular outside the closure of Num$(T)$, then $\|(T - \zeta)^{-1}\| \leq 1/\text{dist}(\zeta, \text{Num}(T))$.

**Discretizing the Schrödinger operator.** We shall show how to assemble the matrices $\tilde{H}_n$ mentioned above. The underlying Hilbert space is again $L^2(\mathbb{R}^d)$ and we start with approximating the Laplacian. Let
1 \leq j \leq d, \ t \in \mathbb{R} \text{ and define } U_{j,t} \text{ to be the one-parameter unitary group of translations}

\begin{equation}
U_{j,t} \psi(x_1, \ldots, x_d) = \psi(x_1, \ldots, x_j + t, \ldots, x_d)
\end{equation}

and let \( P_j \) be the infinitesimal generator of \( U_{j,t} \) so that \( U_{j,t} = e^{itP_j} \) and \( P_j = \lim_{t \to 0} \frac{1}{i t}(U_{j,t} - I) \). Thus, defining \( \Phi_n(x) = \frac{1}{n}(e^{ix} - 1) \) with \( n \in \mathbb{N} \) and \( x \in \mathbb{R} \), it follows that

\begin{equation}
|\Phi_n|^2(P_j)\psi(x) = n^2(-\psi(x_1, \ldots, x_j + 1/n, \ldots, x_d) - \psi(x_1, \ldots, x_j - 1/n, \ldots, x_d) + 2\psi(x))
\end{equation}

is the discretized Laplacian in the \( j \) direction. The full discretized Laplacian is therefore \( \sum_{j=1}^{d} |\Phi_n|^2(P_j) \).

Now we replace \( V \) by an appropriate approximation. Consider the lattice \( (\frac{1}{n}\mathbb{Z})^d \) as a subset of \( \mathbb{R}^d \) and for \( y \in (\frac{1}{n}\mathbb{Z})^d \) define the box

\begin{equation}
Q_n(y) = \left\{ x = (x_1, \ldots, x_d) : x_j \in \left[ y_j - \frac{1}{2n}, y_j + \frac{1}{2n} \right], 1 \leq j \leq d \right\}.
\end{equation}

Let \( S_n = [-[\sqrt{n}], [\sqrt{n}]]^d \subset \mathbb{R}^d \) and define \( E_n \) to be the orthogonal projection onto the subspace

\begin{equation}
\left\{ \psi \in L^2(\mathbb{R}^d) : \psi = \sum_{y \in (\frac{1}{n}\mathbb{Z})^d \cap S_n} \alpha_y \chi_{Q_n(y)}, \alpha_y \in \mathbb{C} \right\},
\end{equation}

where \( \chi_{Q_n(y)} \) denotes the characteristic function on \( Q_n(y) \). Define the approximate potential as

\begin{equation}
V_n(x) = \begin{cases} 
V(y) & x \in Q_n(y) \cap S_n \text{ for some } y \in (\frac{1}{n}\mathbb{Z})^d, \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

Note that \( V_n = E_n V E_n \), but that, in general, \( V_n \neq E_n V E_n \). Finally, we define the approximate Schrödinger operator \( H_n : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) defined as

\begin{equation}
H_n = E_n \sum_{j=1}^{d} |\Phi_n|^2(P_j) E_n + V_n.
\end{equation}

**Remark 11.21.** Note that the restriction \( H_n|_{\text{Ran}(E_n)} \) of \( H_n \) to the image of \( E_n \) has a matrix representation \( \tilde{H}_n \in \mathbb{C}^{m \times m} \) (where \( m = \dim(\text{Ran}(E_n)) \)) defined as follows. First, for \( y_1, y_2 \in (\frac{1}{n}\mathbb{Z})^d \cap S_n \),

\begin{equation}
\langle |\Phi_n|^2(P_j) E_n n^{d/2} \chi_{Q_n(y_1)}(y_2), n^{d/2} \chi_{Q_n(y_2)}(y_2) \rangle = \begin{cases} 
2n^2 & y_1 = y_2 \\
-n^2 & y_1 - y_2 = \pm 1/n e_j \\
0 & \text{otherwise}
\end{cases}
\end{equation}

and \( \langle V_n n^{d/2} \chi_{Q_n(y_1)}(y_2), n^{d/2} \chi_{Q_n(y_2)}(y_2) \rangle = V(y_1) \) when \( y_1 = y_2 \) and zero otherwise. Thus, we can form the matrix representation of \( H_n|_{\text{Ran}(E_n)} \) with respect to the orthonormal basis \( \{ n^{d/2} \chi_{Q_n(y)} \}_{y \in (\frac{1}{n}\mathbb{Z})^d \cap S_n} \). It is important to note that calculating the matrix elements of \( \tilde{H}_n \) requires knowledge only of \( \{ V_f \}_{f \in \Lambda_n} \) where we have \( \Lambda_n := \{ f_y : y \in (n^{-1}\mathbb{Z})^d \cap S_n \} \) and \( V_f = V(y) = V(y) \).

We have so far shown that the Assumption (i) holds, and we are left to show that the discretization we have chosen satisfies Assumption (ii). In particular, we need to demonstrate that our discretization satisfies

**Theorem 11.22.** Let \( V \in C(\mathbb{R}^d) \) be sectorial as defined in (4.5) satisfying \( |V(x)| \to \infty \) as \( |x| \to \infty \), and let \( h = -\Delta + V \) with \( D(h) = C_c^\infty(\mathbb{R}^d) \) and let \( H = h^{**} \). Let \( H_n \) be as in (11.66). Then there exists \( z_0 \) such that \( \|(H - z_0)^{-1} - (H_n - z_0)^{-1} E_n\| \to 0 \), as \( n \to \infty \).

**Remark 11.23 (Proof of Theorem 4.5).** Note that we immediately have

Theorem 11.22 + Proposition 11.16 \( \Rightarrow \) Theorem 4.5

Thus, the rest of the section is devoted to prove Theorem 11.22.
We shall treat the discretizations in a similar way as the continuous case, namely by “rotating” the operator into symmetric position with respect to the real axis and then, by taking the real part, we are dealing with a sequence of self-adjoint invertible operators. Before we prove this theorem we will need a couple of lemmas. We recall the following definition.

**Definition 11.24 (Collectively compact).** A set $T \subset B(H)$ is called collectively compact if the set $\{Tx : T \in T, \|x\| \leq 1\}$ has compact closure.

**Lemma 11.25.** Let $\{K_n\}$ be a collectively compact operator sequence and $K_n^* \to 0$ strongly. Then $\|K_n\| \to 0$.

**Proof.** It is well known that on any compact set $B$ the strong convergence $K_n^* \to 0$ turns into norm convergence: $\sup\{\|K_n^*x\| : x \in B\} \to_n 0$. Since $B := c[\{K_n x : \|x\| \leq 1, n \in \mathbb{N}\}$ is compact, we get

$$\|K_n\|^2 = \|K_n^* K_n\| = \sup\{\|K_n^* K_n x\| : \|x\| \leq 1\} \leq \sup\{\|K_n^* y\| : y \in B\} \to 0 \quad \text{as} \quad n \to \infty.$$ 

We also need a modification of Lemma 11.18.

**Lemma 11.26.** Let $\{A_n\}$ be m-sectorial with common semi-angle $\beta < \pi/2$ and denote $B_n = \text{Re } A_n$. Assume that $\{E_n\}$ is a sequence of orthogonal projections, converging strongly to identity and such that $A_n E_n = E_n A_n E_n$ and $B_n E_n = E_n B_n E_n$. Assume further that $\{B_n^{-1}\}$ is uniformly bounded. If $\{B_n^{-1} E_n\}$ is collectively compact, then so is $\{A_n^{-1} E_n\}$.

**Proof.** Denote by $B_n^{1/2}$ the unique self-adjoint non-negative square root of $B_n$. By [57 VI-Theorem 3.2 on p.337] for each $A_n$, there exists a bounded symmetric operator $C_n$ satisfying $\|C_n\| \leq \tan(\beta)$ and such that $A_n = B_n^{1/2} (1 + i C_n) B_n^{-1/2}$. Writing

$$A_n^{-1} = \int_0^\infty e^{-tA_n} dt$$

we conclude that $E_n A_n^{-1} E_n = A_n^{-1} E_n$ and likewise for $B_n^{-1}$. Assume now that $\{B_n^{-1} E_n\}$ is collectively compact. But then so is $\{(B_n + t)^{-1} E_n\} = \{B_n^{-1} E_n (I + t B_n^{-1})^{-1} E_n\}$ and writing, compare [57 V (3.43) on p.282],

$$B_n^{-1/2} E_n = \frac{1}{\pi} \int_0^\infty t^{-1/2} (B_n + t)^{-1} E_n dt$$

we see that $\{B_n^{-1/2} E_n\}$ is also collectively compact and $B_n^{-1/2} E_n = E_n B_n^{-1/2} E_n$. Finally $\{A_n^{-1} E_n\}$ is then collectively compact as well since $A_n^{-1} E_n$ is of the form $B_n^{-1/2} E_n T_n$ with $T_n$ uniformly bounded. \(\square\)

**Proof of Theorem 11.22** Note that it is clear from the definition of $H_n$ and the assumption on $V$ that $\text{Num}(H_n) \subset \{re^{i\theta} : -\theta_2 \leq \theta \leq \theta_1, r \geq 0\}$ for all $n$. Thus, since $H_n$ is bounded and by Proposition 11.20 we can choose any point $z_0 \in C$ such that $z_0$ has a positive distance $d$ to the closed sector $\{re^{i\theta} : -\theta_2 \leq \theta \leq \theta_1, r \geq 0\}$, and both $R(H, z_0) = (H - z_0)^{-1}$ and $R(H_n, z_0) = (H_n - z_0)^{-1}$ for every $n$ will exist. Moreover, $R(H_n, z_0)$ are uniformly bounded for all $n$, since for every $x$, $\|x\| = 1$,

$$\|(H_n - z_0)x\| \geq ||(H_n - z_0)x, x|| \geq ||H_n x, x|| - |z_0| \geq d.$$ 

Note that by Lemma 11.25 it suffices to show that (i) $R(H_n, z_0)^* E_n \to R(H, z_0)^*$ strongly, and (ii) $\{R(H_n, z_0) E_n - R(H, z_0)\}$ is collectively compact.

To see (i) observe that $C_{c}^{\infty}(\mathbb{R})$ is a common core for $H$ and for $H_n$. Hence by [57 VIII-Theorem 1.5 on p.429], the strong resolvent convergence $R(H_n, z_0)^* \to R(H, z_0)^*$ will follow if we show that
\( H_n^* \psi \rightarrow H^* \psi \) as \( n \rightarrow \infty \) for any \( \psi \in C_0^\infty(\mathbb{R}^d) \). Then the strong convergence \( R(H_n, z_0)^* E_n \rightarrow R(H, z_0)^* \) follows as well. Note that
\[
\| H_n^* \psi - H^* \psi \| \leq \sum_{j=1}^d |\Phi_n|^2(P_j) E_n \psi - \sum_{j=1}^d P_j^2 \psi \| + \|(V_n - \nabla) \psi\|.
\]

Also, \( |\Phi_n|^2(P_j) = n(\tau_{-1/n} - I)n(\tau_{1/n} - I) \), where \( \tau_z \psi(x) = \psi(x - z) \) and \( \{e_j\} \) is the canonical basis for \( \mathbb{R}^d \). Moreover, for \( \psi \in C_0^\infty(\mathbb{R}^d) \),
\[
E_n \psi = \sum_{y \in (\frac{1}{2})^d \cap S_n} (\Psi_n * \psi)(y) \chi_{Q_n(y)}, \quad \Psi_n = \rho_n \otimes \ldots \otimes \rho_n, \quad \rho_n = n \chi([-\frac{1}{n}, \frac{1}{n}]).
\]
where \( S_n \) was defined in \((11.65)\). Thus, it follows from easy calculus manipulations and basic properties of convolution that \( |\Phi_n|^2(P_j) E_n \psi = \sum_{y \in (\frac{1}{2})^d} (\Psi_n * \tilde{\rho}_1 * j \tilde{\rho}_2 * j \psi''')(y) \chi_{Q_n(y)} \), where \( \tilde{\rho}_1 = n \chi_{[-1/n,0]} \), \( \tilde{\rho}_2 = n \chi_{[0,1/n]} \) and \( * \) denotes the convolution operation in the \( j \)th variable. By standard properties of the convolution we have that \( \Psi_n * \tilde{\rho}_1 * j \tilde{\rho}_2 * j \psi''\) uniformly as \( n \rightarrow \infty \). Thus, since \( \psi \in C_0^\infty(\mathbb{R}^d) \), the first part of the right hand side of \((11.67)\) tends to zero as \( n \rightarrow \infty \). Due to the continuity of \( V \) and the bounded support of \( \psi \) it also follows easily that \( \|(V_n - \nabla) \psi\| \rightarrow 0 \) as \( n \rightarrow \infty \).

To see (ii) we use the same trick as in the proof of Proposition \((11.20)\). In particular, first set \( z_0 = -e^{i \alpha} \) (which is clearly in the resolvent set of \( H_n \) for \( \alpha = (\theta_1 - \theta_2)/2 \)) then let \( A_n(\alpha) = e^{-i \alpha}(H_n - z_0) \) and further \( H_n(\alpha) = \text{Re} A_n(\alpha) \). Note that, by Lemma \((11.26)\) we would be done if we could show that \( \{H_n(\alpha)^{-1}\} \) is uniformly bounded and \( \{H_n(\alpha)^{-1} E_n\} \) is collectively compact as that would yield collective compactness of \( \{A_n(\alpha)^{-1} E_n\} \) and hence of \( \{R(H_n, z_0) E_n\} \). To establish collective compactness, note that
\[
H_n(\alpha) = \cos \alpha E_n \sum_{j=1}^d |\Phi_n|^2(P_j) E_n + \cos \vartheta(x)|V_n(x)| + 1,
\]
where \( \vartheta \) is defined in \((11.62)\). Thus \( \|H_n(\alpha)^{-1}\| \leq 1 \) and by applying Lemma \((11.27)\) we are now done.

**Lemma 11.27.** Let \( H_n(\alpha) \) be given by \((11.65)\). Then the set \( \{H_n(\alpha)^{-1} E_n\} \) is collectively compact.

**Proof.** We shall show that if we choose an arbitrary sequence \( \{\psi_n\} \subset L^2(\mathbb{R}^d) \) satisfying \( \|\psi_n\| \leq 1 \), then the sequence \( \{\varphi_n\} \) where \( \varphi_n = H_n(\alpha)^{-1} E_n \psi_n \), is relatively compact in \( L^2(\mathbb{R}^d) \). The compactness argument is based on the Rellich’s criterion.

**Lemma 11.28 (Rellich’s criterion ( [73] Theorem XIII.65)).** Let \( F(x) \) and \( G(\omega) \) be two measurable nonnegative functions becoming larger than any constant for all large enough \( |x| \) and \( |\omega| \). Then
\[
S = \{ \varphi : \int |\varphi(x)|^2 dx \leq 1, \quad \int F(x)|\varphi(x)|^2 dx \leq 1, \quad \int G(\omega)|\mathcal{F} \varphi(\omega)|^2 d\omega \leq 1 \}
\]
is a compact subset of \( L^2(\mathbb{R}^d) \).

To prove Lemma \((11.27)\) we proceed as follows. First we conclude that \( \{\varphi_n\} \) is a bounded sequence itself. Then, in order to be able to define suitable functions \( F, G \) we need to approximate the sequence by another one of the form \( \Psi_n * \varphi_n \). This approximation shall satisfy \( \lim_{n \to \infty} \|\Psi_n * \varphi_n - \varphi_n\| = 0 \) and this is very similar to the standard result on local uniform convergence of mollifications of continuous functions. Then the Rellich’s criterion holds for \( \Psi_n * \varphi_n \) with \( F(x) \) essentially given by \( |V(x)| \) and \( G(\omega) \) by \( |\omega|^2 \). We then conclude that the sequence \( \{\Psi_n * \varphi_n\} \) is relatively compact. But since \( \lim_{n \to \infty} \|\Psi_n * \varphi_n - \varphi_n\| = 0 \), the sequence \( \{\varphi_n\} \) is relatively compact as well, completing the argument.

More precisely, since \( |\vartheta(x)| \leq \alpha < \pi/2 \) we have from \((11.68)\)
\[
|\langle H_n(\alpha) \varphi_n, \varphi_n \rangle| \geq \cos \alpha \left( \sum_{j=1}^d |\Phi_n|^2(P_j) \langle \varphi_n, \varphi_n \rangle + \langle V_n \varphi_n, \varphi_n \rangle \right) + \|\varphi_n\|^2.
\]

\[
(11.69)
\]
But $|(H_n(\alpha)\varphi_n, \varphi_n)|$ is bounded not only from below but also from above. Indeed, $|(H_n(\alpha)\varphi_n, \varphi_n)| = |(E_n\psi_n, \varphi_n)| \leq \|H_n(\alpha)^{-1}E_n\|\|\psi_n\|^2$. Thus, we conclude first from (11.69) that the sequence $\{\varphi_n\}$ is bounded. Next, in view of (11.69), there exist constants $C_1, C_2 > 0$ such that for all $n \in \mathbb{N}$

\[
(11.70a) \quad \sum_{j=1}^{d} |\Phi_n\langle P_j \rangle \varphi_n, \varphi_n| \leq C_1,
\]

\[
(11.70b) \quad |\langle V_n \rangle \varphi_n, \varphi_n| \leq C_2.
\]

First we use the bound (11.70a). Letting $F$ denote the Fourier transform, we have that $(F\Phi_n\langle P_j \rangle \varphi_n)(\omega) = \Phi_n(\omega_j)(F\varphi_n)(\omega)$, for a.e. $\omega$ and for $1 \leq j \leq d$. Letting $\Theta_n(\omega) = \frac{\sin(\omega/2n)}{\omega/2n}$, an application of the Fourier transform to (11.70a) along with Plancherel’s theorem yield

\[
\int_{\mathbb{R}^d} |(F\varphi_n)(\omega)|^2 \sum_{1 \leq j \leq d} |\omega_j\Theta_n(\omega_j)|^2 \, d\omega \leq C_1.
\]

Moreover, since $|\Theta_n(\omega)| \leq 1$ for all $\omega$, we get

\[
(11.71) \quad \int_{\mathbb{R}^d} |\omega|^2 |\Theta_n(\omega_1) \cdots \Theta_n(\omega_d)|^2 |(F\varphi_n)(\omega)|^2 \, d\omega \leq C_1.
\]

We now define the approximation $\Psi_n * \varphi_n$. Let $\Psi_n(z) = \chi_{[-1/2,1/2]}(z)$ and further $\Psi_n(z) = n^d\Psi_n(nz)$, where $\chi_A(z)$ is the usual characteristic function for the set $A$. We shall prove below that $\lim_{n \to \infty} \|\Psi_n * \varphi_n - \varphi_n\| = 0$, which in particular shows that the sequence $\{\Psi_n * \varphi_n\}$ is bounded. Observe then that $(F\Psi_n)(\omega) = \Theta_n(\omega_1) \cdots \Theta_n(\omega_d)$. Therefore we obtain from (11.71)

\[
\int_{\mathbb{R}^d} |\omega|^2 |(F\Psi_n * \varphi_n)(\omega)|^2 \, d\omega \leq C_1,
\]

which shows that we can choose $G(\omega)$ to be (a constant times) $|\omega|^2$.

We still need to establish the growth function $F(x)$ for $\Psi_n * \varphi_n$. Consider $\varphi_n$. It is of the form $\varphi_n = (E_n + E_nB_nE_n^{-1}E_n\psi_n)$ and hence $E_n\varphi_n = \varphi_n$. Therefore $\varphi_n$ vanishes outside $S_n$ and we can essentially replace $V_n$ by $V$ in the inequality (11.70b). To that end, put $F(x) = \min_{|y| \geq |x|} |V(y)|$. Then with some constant $C_3$

\[
(11.72) \quad \int_{\mathbb{R}^d} F(x)(\Psi_n * \varphi_n(x))^2 \, dx \leq C_3.
\]

In view of the bounds (11.71), (11.72) and since the sequence $\{\Psi_n * \varphi_n\}_{n \in \mathbb{N}}$ is bounded in $L^2$, Rellich’s criterion implies that $\{\Psi_n * \varphi_n\}_{n \in \mathbb{N}}$ is relatively compact sequence and it therefore follows that $\{\varphi_n\}_{n \in \mathbb{N}}$ is relatively compact, thus finishing the proof. Hence, our only remaining obligation is to show that $\lim_{n \to \infty} \|\Psi_n * \varphi_n - \varphi_n\| = 0$. This result is very similar to the standard result on local uniform convergence of mollifications of continuous functions.

Let $z \in \mathbb{R}^d$ and define the shift operator $\tau_z$ on $L^2(\mathbb{R}^d)$ by $\tau_z f(x) = f(x-z)$. Now observe that by Minkowski’s inequality for integrals it follows that

\[
(11.73) \quad \|\Psi_n * \varphi_n - \varphi_n\| \leq \int_{\mathbb{R}^d} \|\tau_z \psi_n \varphi_n - \varphi_n\| |\Psi_1(\omega)| \, dz \leq \int_{[-\frac{1}{2},\frac{1}{2}]^d} \|e^{i\frac{z_1}{n}P_1} \cdots e^{i\frac{z_d}{n}P_d} \varphi_n - \varphi_n\| \, dz.
\]

The claim follows from an $e/d$ argument and (11.73) combined with the dominated convergence theorem (recall that $\{\varphi_n\}$ is bounded): we need to show that for fixed $z \in [-1/2,1/2]^d$ and for any $1 < j \leq d$,

\[
(11.74) \quad \lim_{n \to \infty} \|e^{i\frac{z_j}{n}P_j} \cdots e^{i\frac{z_{j-1}}{n}P_1} \varphi_n - e^{i\frac{z_j}{n}P_j} \cdots e^{i\frac{z_{j-1}}{n}P_1} \varphi_n\| = 0, \quad \lim_{n \to \infty} \|e^{i\frac{z_j}{n}P_j} \varphi_n - \varphi_n\| = 0.
\]

Since $e^{i\frac{z_j}{n}P_j} \cdots e^{i\frac{z_k}{n}P_k} = e^{\frac{i}{n}P_j} e^{\frac{i}{n}P_k}$ and $\|e^{i\frac{z_j}{n}P_j} \cdots e^{i\frac{z_k}{n}P_k}\| \leq 1$ for $1 \leq j, k \leq d$, (11.74) will follow if we can show that $(e^{i\frac{z_j}{n}P_j} - I)\varphi_n(x) \to 0$ as $n \to \infty$. Note that, by the choice of the projections $E_n$, it follows that for $1 \leq j \leq d$, $|(e^{i\frac{z_j}{n}P_j} - I)\varphi_n(x)| \leq 0$ for $0 \leq z_j \leq 1/2$ and
$x \in \mathbb{R}^d$. Also, $|((e^{i \frac{2}{n} P_j} - I) \varphi_n(x))| \leq |((e^{-i \frac{2}{n} P_j} - I) \varphi_n(x))|$ for $-1/2 \leq z_j < 0$. However, the bound
\[
\sum_{1 \leq j < d} \|\Phi_n(P_j) \varphi_n\|^2 \leq C_1 \implies \lim_{n \to \infty} \|((e^{i \frac{2}{n} P_j} - I) \varphi_n)\| = 0,
\]
which proves the claim.

\[\Box\]

12. PROOFS OF THEOREMS IN SECTION 5

**Proof of Theorem 5.2.** Clearly, $\text{SCI}(\Xi, \Omega_1) \geq \text{SCI}(\Xi, \Omega_1)_G \geq \text{SCI}(\Xi, \Omega_2)_G$, and $\text{SCI}(\Xi, \Omega_1) \geq \text{SCI}(\Xi, \Omega_2)_A \geq \text{SCI}(\Xi, \Omega_2)_G$. We start by showing that $\text{SCI}(\Xi, \Omega_2)_G \geq 2$. For $n, m \in \mathbb{N} \setminus \{1\}$ let
\[
B_{n,m} := \begin{pmatrix} \frac{1}{m} & 1 & \cdots & 1 \\ \vdots & \ddots & \ddots & \vdots \\ 1 & \cdots & 1 & \frac{1}{m} \end{pmatrix} \in \mathbb{C}^{n \times n}
\]
and for a sequence $\{l_n\}_{n \in \mathbb{N}} \subset \mathbb{N} \setminus \{1\}$ set
\[
A := \bigoplus_{n=1}^{\infty} B_{l_n, n+1}.
\]
Clearly, $A$ defines an invertible operator on $l^2(\mathbb{N})$. Furthermore, we define $b = \{b_j\} \in l^2(\mathbb{N})$ such that
\[
b_j = \begin{cases} \frac{1}{n+2} & j = \sum_{i=1}^{n} l_i + 1, \quad n \in \mathbb{N}_0 \\ 0 & \text{otherwise}. \end{cases}
\]
Let also $C_m := \text{diag}\{1/m, 1, 1, \ldots\}$ and note that its inverse is given by $\text{diag}\{1, 1, 1, \ldots\}$. We argue by contradiction and suppose that there is a General tower of algorithms $\Gamma_n$ of height one such that $\Gamma_n(A, b) \to \Xi(A, b)$ as $n \to \infty$ for arbitrary $A$ and $b$. For every $A$ and $b \in \mathbb{N} \setminus \{1\}$ let $N(A, b, k)$ denote the smallest integer such that the evaluations from $\Gamma_1(A, b)$ only take the matrix entries $A_{ij} = \langle Ae_j, e_i \rangle$ with $i, j \leq N(A, b, k)$ and the entries $b_i$ with $i \leq N(A, b, k)$ into account. To obtain a particular counterexample $(A, b)$ we construct sequences $\{l_n\}_{n \in \mathbb{N}}$ and $\{k_n\}_{n \in \mathbb{N}}$ such that $A$ and $b$ are given by $\{l_n\}$ as above but $\Gamma_{k_n}(A, b) \not\to \Xi(A, b)$. As a start, set $k_0 = 0$. The sequence $\{x_{1}^{(1)}\}_{j \in \mathbb{N}} := (C_2)^{-1} P_1$ has a 1 at its first entry and since, by assumption, $\Gamma_k \to \Xi$, there is a $k_1$ such that, for all $k \geq k_1$, the first entry of $\Gamma_k(C_2, P_1)$ is closer to 1 than 1/2. Then, choose $l_1 > N(C_2, P_1, k_1) - l_0$. Now, for $n > 1$, suppose that $l_0, \ldots, l_{n-1}$ and $k_0, \ldots, k_{n-1}$ are already chosen. Set $s_n := \sum_{i=0}^{n} l_i$. Then also $P_{s_n} b$ is already determined and
\[
x_{s_n}^{(n)} = 1, \quad \text{where} \quad \{x_{j}^{(n)}\}_{j \in \mathbb{N}} := (B_{l_1, 2} \oplus B_{l_2, 3} \oplus \cdots \oplus B_{l_{n-1}, n} \oplus C_{n+1})^{-1} P_{s_n} b.
\]
Since, by assumption, $\Gamma_k \to \Xi$, there is a $k_n$ such that for all $k \geq k_n$
\[
|x_{s_n}^{(n,k)} - 1| \leq 1/2, \quad \text{where} \quad \{x_{j}^{(n,k)}\}_{j \in \mathbb{N}} := \Gamma_k(B_{l_1, 2} \oplus B_{l_2, 3} \oplus \cdots \oplus B_{l_{n-1}, n} \oplus C_{n+1}, P_{s_n} b).
\]
Now, choose $l_n > N(B_{l_1, 2} \oplus B_{l_2, 3} \oplus \cdots \oplus B_{l_{n-1}, n} \oplus C_{n+1}, P_{s_n} b, k_n) - l_0 - l_1 - \cdots - l_{n-1}$. By this construction we get for the resulting $A$ and $b$ that for every $n$
\[
\Gamma_{k_n}(A, b) = \Gamma_k(B_{l_1, 2} \oplus B_{l_2, 3} \oplus \cdots \oplus B_{l_{n-1}, n} \oplus C_{n+1}, P_{s_n} b).
\]
In particular $\lim_{k \to \infty} \Gamma_k(A, b)$ does not exist in $l^2(\mathbb{N})$, a contradiction.

**Step II:** To show that $\text{SCI}(\Xi, \Omega_1)_A \leq 2$, let $A$ be invertible and $Ax = b$ with the unknown $x$. Since $P_m$ are compact projections converging strongly to the identity, we get that the ranks $\text{rk} P_m = \text{rk}(AP_m) = \text{rk}(P_m AP_m)$ for every $m$ and all $n \geq n_0$ with an $n_0$ depending on $m$ and $A$. Then, obviously, $P_m A^* P_n AP_m$ is an invertible operator on $\text{Ran}(P_m)$, and we can define
\[
\Gamma_{m,n}(A, b) := \begin{cases} \{0\}_{j \in \mathbb{N}} & \text{if } \sigma_1(P_m A^* P_n AP_m) \leq \frac{1}{m} \\
(P_m A^* P_n AP_m)^{-1} P_m A^* P_n b & \text{otherwise}. \end{cases}
\]
Note that for every $A$, $b$, $m$, $n$ in view of Proposition\cite{10}, and any standard algorithm for finite dimensional linear problems, these approximate solutions can be computed by finitely many arithmetic operations on finitely many entries of $A$ and $b$, hence $\Gamma_{m,n}$ are general algorithms in the sense of Definition\cite{2,3} and require only a finite number of arithmetic operations. Moreover, they converge to $y_m := (P_m A^* A P_m)^{-1} P_m A^* b$ as $n \to \infty$. It is well known that $y_m$ is also a (least squares) solution of the optimization problem $\|A P_m y - b\| \to \min$, that is

$$ \|A P_m y_m - b\| \leq \|A P_m x - b\| \leq \|A\| \|P_m x - A^{-1} b\| = \|A\| \|P_m x - x\| \to 0 $$

as $m \to \infty$. Therefore $\|y_m - x\| = \|P_m y_m - x\|$ is not greater than

$$ \|A^{-1}\| \|A(P_m y_m - x)\| = \|A^{-1}\| \|A P_m y_m - b\| \leq \|A^{-1}\| \|A\| \|P_m x - x\| \to 0,$$

which yields the convergence $y_m \to x$ and finishes the proof of Step II.

**Step III:** Let $f$ be a bound on the dispersion of $A$. The smallest singular values of the operators $A P_m$ are uniformly bounded below by $\|A^{-1}\|^{-1}$ which, together with $\|P_{f(m)} A P_m - A P_m\| \to 0$, yields that the limes inferior of the smallest singular values of $P_{f(m)} A P_m$ is positive, hence the inverses of the operators $B_m := P_m A^* A P_m$ and $C_m := P_m A^* P_{f(m)} A P_m$ on the range of $P_m$ exist for sufficiently large $m$ and have uniformly bounded norm. Moreover, $\|B_m^{-1} - C_m^{-1}\| \leq \|B_m^{-1}\| \|C_m^{-1}\| \|C_m - B_m\| \leq \|B_m^{-1}\| \|C_m - B_m\| \to 0$ as $m \to \infty$.

This particularly implies that the norms $\|y_m - (P_m A^* P_{f(m)} A P_m)^{-1} P_m A^* b\|$, with $y_m$ as above tend to zero as $m \to \infty$, and we easily conclude that the norms $\|y_m - \Gamma_{m,f(m)} A, b\|$ tend to zero as well. With the convergence $\|y_m - x\| \to 0$ from the previous proof, now also $\|x - \Gamma_{m,f(m)} A, b\| \to 0$ holds as $m \to \infty$, which is the assertion $SCI(\Xi, \Omega_3)_3 \leq 1$. Clearly $SCI(\Xi, \Omega_3)_G \geq 1$. \[ \square \]

**Remark 12.1.** The technique used with uneven sections to obtain the bound $SCI(\Xi, \Omega_3)_3 \leq 2$ is also referred to as asymptotic Moore-Penrose inversion as well as modified (or non-symmetric) finite section method in the literature, although written in a different form, and is widely used (see e.g. \cite{45,46,53,84,81}). Also the idea to exploit bounds on the off diagonal decay is considered e.g. in \cite{44} or in the theory of band-dominated operators and operators of Wiener type (cf. \cite{63,77,83}).

**Proof of Theorem 5.2** We proceed in a similar way as in the previous proofs. Let $\{l_n\}_{n \in \mathbb{N}}$ be some sequence of integers $l_n \geq 2$. Define

$$ A := \bigoplus_{n=1}^{\infty} B_{l_n} - I, \quad B_n := \begin{pmatrix} 1 & 0 & \cdots & 1 \\ 0 & \ddots & \ddots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 1 & 0 & \cdots & 1 \end{pmatrix} \in \mathbb{C}^{n \times n}. $$

Clearly, such $A$ are invertible and their inverses have norm one. Suppose that $\{\Gamma_k\}$ is a height-one General tower of algorithms which in its $k$th step only reads information contained in the first $N(A, k) \times N(A, k)$ entries of the input $A$. In order to find a counterexample we again construct an appropriate sequence $\{l_n\} \subset \mathbb{N} \setminus \{1\}$ by induction: For $C := \text{diag}\{1, 0, 0, 0, \ldots\}$ one obviously has $\|(C - I)^{-1}\| = \infty$. As a start, choose $k_0 := 1$ and $l_1 > N(C - I, k_0)$. Now, suppose that $l_1, \ldots, l_n$ are already chosen. Then the operator given by the matrix $B_{l_1} \oplus \cdots \oplus B_{l_n} \oplus C - I$ is not invertible, hence there exists a $k_n$ such that, for every $k \geq k_n$, $\Gamma_k (B_{l_1} \oplus \cdots \oplus B_{l_n} \oplus C - I) > 2$.

Now finish the construction by choosing $l_{n+1} > N(B_{l_1} \oplus \cdots \oplus B_{l_n} \oplus C - I, k_n) - l_1 - l_2 - \cdots - l_n$.

So, we see that

$$ \Gamma_{k_n} (A) = \Gamma_k (B_{l_1} \oplus \cdots \oplus B_{l_n} \oplus C - I) \Rightarrow \|A^{-1}\| = 1, \quad n \to \infty, $$
a contradiction. Thus $\text{SCI}(\Xi, \Omega_1)_G \geq 2$. In order to prove the equalities over $\Omega_1$ and $\Omega_2$ we introduce the numbers

$$
\gamma := \|A^{-1}\|^{-1} = \min\{\sigma_1(A), \sigma_1(A^*)\}
$$

$$
\gamma_m := \min\{\sigma_1(AP_m), \sigma_1(A^*P_m)\}
$$

$$
\gamma_{m,n} := \min\{\sigma_1(P_nAP_m), \sigma_1(P_nA^*P_m)\}
$$

$$
\delta_{m,n} := \min\{k/m : k \in \mathbb{N}, k/m \geq \sigma_1(P_nAP_m) \text{ or } k/m \geq \sigma_1(P_nA^*P_m)\}
$$

and note that $\gamma_m \downarrow \gamma$, and $\gamma_{m,n} \uparrow \gamma_m$ for every fixed $m$. Moreover, $\{\delta_{m,n}\}_n$ is bounded and monotone, and $\gamma_{m,n} \leq \delta_{m,n} \leq \gamma_{m,n} + 1/m$. Thus, $\{\delta_{m,n}\}_n$ converges for every $m$, and for $\epsilon > 0$ there is an $m_0\epsilon$ and for every $m \geq m_0$ there is an $n_0 = n_0(m)$ such that

$$
|\gamma - \delta_{m,n}| \leq |\gamma - \gamma_m| + |\gamma_m - \gamma_{m,n}| + |\gamma_{m,n} - \delta_{m,n}| \leq \epsilon/3 + \epsilon/3 + 1/m \leq \epsilon
$$

whenever $m \geq m_0$ and $n \geq n_0(m)$. Since $\delta_{m,n}$ and hence $\Gamma_{m,n}(A) := \delta_{m,n}^{-1}$ can again be computed with finitely many arithmetic operations by Proposition 10.1 this provides an Arithmetic tower of algorithms of height two, hence easily completes the proof for $\Omega_1$ and $\Omega_2$. On $\Omega_3$ we apply (12.1) with $n = f(m)$ and straightforwardly check that $\Gamma_{m}(A) := \delta_{m,f(m)}^{-1}$ does the job.

**13. PROOFS OF THEOREMS IN SECTION 6**

**Proof of Theorems 6.1, 6.2 and 6.4.** We start with Theorem 6.2. Suppose that there exists a sequence $\{\hat{\Gamma}_n\}$ of general algorithm $\hat{\Gamma}_n : \Omega \rightarrow \mathbb{N}$ such that for any $A \in \Omega$, $d(\hat{\Gamma}_n(A)_{\hat{k},...\hat{k}}(A), \Xi(A)) < \frac{1}{n}$. Define, for $n \in \mathbb{N}$, the mapping $\hat{\Gamma}_n : \Omega \rightarrow \mathcal{M}$ by

$$
\hat{\Gamma}_n(A) = \Gamma_{\hat{k}(A)\hat{k},...\hat{k}(A)}(A),
$$

and $\Lambda_{\hat{k}(A)}(A) = \Lambda_{\hat{k}(A)\hat{k},...\hat{k}(A)}(A) \cup \Lambda_{\hat{k}(A)}(A)$. If we can show that $\hat{\Gamma}_n$ is a general algorithm the proof is finished, as that would, via (13.1), imply that there is a height one tower of algorithms for the computational problem $\{\Xi, \Omega, \mathcal{M}, \lambda\}$, and that violates the assumption that $\text{SCI}(\Xi, \Omega, \mathcal{M}, \lambda)_G \geq 2$.

To prove that $\hat{\Gamma}_n$ is a general algorithm, we first note that (i) and (ii) in Definition 2.3 are immediately satisfied, and thus we only concentrate on showing (iii). Suppose that $B \in \Omega$ and $f(A) = f(B)$ for all $f \in \Lambda_{\hat{k}(A)}$. We claim that $\Lambda_{\hat{k}(A)}(B) = \Lambda_{\hat{k}(A)}(A)$ and observe that this would imply (iii). Indeed, the assumption implies that $f(A) = f(B)$ for all $f \in \Lambda_{\hat{k}(A)}$, so, by (iii) in Definition 2.3 we have that $\Lambda_{\hat{k}(A)}(B) = \Lambda_{\hat{k}(A)}(A)$, moreover, it follows that $\hat{\Gamma}_n(A) = \hat{\Gamma}_n(B)$. Now, again by using (iii) of Definition 2.3 since for all $f \in \Lambda_{\hat{k}(A)\hat{k},...\hat{k}(A)}(A)$ we have $f(A) = f(B)$, it follows that $\Lambda_{\hat{k}(A)\hat{k},...\hat{k}(A)}(B) = \Lambda_{\hat{k}(A)\hat{k},...\hat{k}(A)}(A)$. Thus, since $\hat{\Gamma}_n(A) = \hat{\Gamma}_n(B)$ this implies the claim and we are done.

Note that the proof of Theorem 6.4 is almost identical, thus we omit the details. For Theorem 6.1 just notice that indeed, if such integers $n_k(m), \ldots, n_1(m)$ exist then $\hat{\Gamma}_n(A) = \Gamma_{n_k(m),...n_1(m)}(A)$ would define a General tower of height one.

**14. PROOFS OF THEOREMS IN SECTION 7**

**Proof of Theorem 7.1** Step I: The assertion for $\Xi_1$ is easy, so we start by discussing $\Xi_2$. To see that $\text{SCI}(\Xi_2, \Omega_1)_G > 1$, we argue by contradiction and assume that there is a General tower of algorithms $\{\Gamma_n\}_{n \in \mathbb{N}}$ of height one which can answer this question. Then there exist strictly increasing sequences $\{n_k\}_{k \in \mathbb{N}}, \{i_k\}_{k \in \mathbb{N}} \subset \mathbb{N}$ such that, for the sequence $\{a_i\}_{i \in \mathbb{N}}$ which has 1s exactly at the positions $i_k$, the algorithms $\Gamma_{n_k}$ applied to $\{a_i\}_{i \in \mathbb{N}}$ answer $\Gamma_{n_k}(\{a_i\}) = N_0$ for all $n_k$. This is proved by induction: Set $\{a^1_i\}_{i \in \mathbb{N}} := \{0, 0, \ldots\}$. Then there is an $n_1$ such that $\Gamma_{n_1}(\{a_1^1\}) = N_0$ for all $n \geq n_1$. Further, the set of evaluations $\Lambda_{\Gamma_{n_1}}(\{a_1^1\})$ of $\Gamma_{n_1}$ is finite, i.e. in simple words $\Gamma_{n_1}$ only looks at a finite number of entries, lets say entries with index less than $i_1$. Next, assume that $i_k, n_k$ are already chosen for $k = 1, \ldots, m$. Let
\(\{a_i^{n+1}\} \in \mathbb{N}\) denote the sequence which has entry 1 exactly at the positions \(i_1, \ldots, i_m\) and zeros everywhere else. Then, by the assumption that \(\Gamma_n(\{a_i^{n+1}\}) \rightarrow \Xi_2(\{a_i^{n+1}\}) = \No\) as \(n \rightarrow \infty\), there is an \(n + m + 1\) greater than \(n_m\) such that \(\Gamma_n(\{a_i^{n+1}\}) = \No\) for all \(n \geq n_m + 1\). Since \(\Gamma_{n_m+1}\) evaluates only finitely many entries of \(\{a_i^{n+1}\} \in \mathbb{N}\) there exists an \(i_{m+1} > i_m\) such that \(\Gamma_{n_{m+1}}\) only looks at the positions less than \(i_{m+1}\) of \(\{a_i^{n+1}\}\).

Now consider the sequence \(\{a_i\} \in \mathbb{N}\) which has entry 1 exactly at the positions \(i_k, k \in \mathbb{N}\). Then we observe that \(\Gamma_{n_k}(\{a_i\}) = \Gamma_{n_k}(\{a_i^k\}) = \No\) for every \(k\), taking (iii) in Definition 2.3 into account, hence \(\lim_k \Gamma_{n_k}(\{a_i\}) = \No \neq \Xi_2(\{a_i\})\), a contradiction.

To see that \(\text{SCI}(\Xi_2, \Omega_1)_A \leq 2\) define \(\Gamma_{m,n}(\{a_i\}) = \Yes\) when \(\sum_{i=1}^n a_i > m\). Here \(\Lambda_{m,n}(\{a_i\})\) consists of the evaluations \(f_j : \{a_i\} \rightarrow a_j\) with \(j = 1, \ldots, n\). Obviously, these mappings \(\Gamma_{m,n}\) are General algorithms in the sense of Definition 2.3. If we define \(\Gamma_m(\{a_i\}) = \Yes\) when \(\sum_{i=1}^\infty a_i > m\), then we can observe that \(\Gamma_{m,n}(\{a_i\}) \rightarrow \Gamma_m(\{a_i\})\) as \(n \rightarrow \infty\) and \(\Gamma_m(\{a_i\}) \rightarrow \Xi_2(\{a_i\})\) as \(m \rightarrow \infty\). Thus, \(\text{SCI}(\Xi_2, \Omega_1)_G \leq \text{SCI}(\Xi_2, \Omega_1)_A \leq 2\), and we have shown the assertions for \(\Xi_2\).

**Step II:** Note that it is easy to translate \(\Xi_3\) and \(\Xi_1\) into the previous problems: just take an enumeration of the elements of \(\mathbb{N}^2\), that is a bijection \(\mathbb{N} \rightarrow \mathbb{N}^2, k \mapsto (i(k), j(k))\) in order to regard \(\{a_i\}\) as the sequence \(\{a_{l(k),j(k)}\}_k\), which yields that \(\Xi_3(\Xi_4)\) is equivalent to \(\Xi_1(\Xi_2\), respectively). Hence, \(\text{SCI}(\Xi_3, \Omega_2)_G = \text{SCI}(\Xi_3, \Omega_1)_A = 1\) and \(\text{SCI}(\Xi_4, \Omega_2)_G = \text{SCI}(\Xi_4, \Omega_2)_A = 2\).

Before we continue with the proofs we need to introduce some helpful background. Equip the set \(\Omega_1\) of all sequences \(\{x_i\} \in \mathbb{N} \subset \{0, 1\}\) with the following metric:

\[
d_B(\{x_i\}, \{y_i\}) := \sum_{n \in \mathbb{N}} 3^{-n} |x_n - y_n|.
\]

The resulting metric space is known as the Cantor space. By the usual enumeration of the elements of \(\mathbb{N}^2\) this metric translates to a metric on the set \(\Omega_2\) of all matrices \(A = \{a_{i,j}\}_{i,j \in \mathbb{N}}\) with entries in \(\{0, 1\}\). Similarly, we do this for the set \(\Omega_3\) of all matrices \(A = \{a_{i,j}\}_{i,j \in \mathbb{Z}}\) with entries in \(\{0, 1\}\). In each case this gives a complete metric space, hence a so called Baire space, i.e. it is of second category (in itself). To make this precise we recall the following definitions:

**Definition 14.1 (Meager set).** A set \(S \subset \Omega\) in a metric space \(\Omega\) is nowhere dense if every open set \(U \subset \Omega\) has an open subset \(V \subset U\) such that \(V \cap S = \emptyset\), i.e. if the interior of the closure of \(S\) is empty. A set \(S \subset \Omega\) is meager (or of first category) if it is an at most countable union of nowhere dense sets. Otherwise \(S\) is nonmeager (or of second category).

Notice that every subset of a meager set is meager, as is every countable union of meager sets. By the Baire category theorem, every (nonempty) complete metric space is nonmeager.

**Definition 14.2 (Initial segment).** We call a finite matrix \(\sigma \in \mathbb{C}^{n \times m}\) an initial segment for an infinite matrix \(A \in \Omega_2\) and say that \(A\) is an extension of \(\sigma\) if \(\sigma\) is in the upper left corner of \(A\). In particular, \(\sigma = P_n A P_m\) for some \(n, m \in \mathbb{N}\), where we, with slight abuse of notation, consider \(P_n A P_m \in \mathbb{C}^{n \times m}\). \(P_n\) is as usual the projection onto \(\text{span}\{e_j\}_j^{n+1}\), where \(\{e_j\}_j \in \mathbb{N}\) is the canonical basis for \(\ell^2(\mathbb{N})\).

Similarly, a finite matrix \(\sigma \in \mathbb{C}^{(2n+1) \times (2m+1)}\) is an initial segment for an infinite matrix \(B \in \Omega_3\) if \(\sigma\) is in the center of \(B\) i.e. \(\sigma = \tilde{P}_n B \tilde{P}_m\) where \(\tilde{P}_n\) is the projection onto \(\text{span}\{e_j\}_j^{n+1}\), where \(\{e_j\}_j \in \mathbb{Z}\) is the canonical basis for \(\ell^2(\mathbb{Z})\). We denote that \(A\) is an extension of \(\sigma\) by \(\sigma \subset A\), and the set of all extensions of \(\sigma\) by \(E(\sigma)\).

The notion of extension extends in an obvious way to finite matrices.

Notice that the set \(E(\sigma)\) of all extensions of \(\sigma\) is a nonempty open and closed neighborhood for every extension of \(\sigma\).
Lemma 14.3. Let \( \{\Gamma_n\}_{n \in \mathbb{N}} \) be a sequence of General algorithms mapping \( \Omega_2 \rightarrow \mathcal{M} \), \( T \subset \Omega_2 \) be a nonempty closed set, and \( S \subset T \) be a nonmeager set (in \( T \)) such that \( \xi = \lim_{n \to \infty} \Gamma_n(A) \) exists and is the same for all \( A \in S \). Then there exists an initial segment \( \sigma \) and a number \( n_0 \) such that \( E^T(\sigma) := T \cap E(\sigma) \) is not empty, and such that \( \Gamma_n(A) = \xi \) for all \( A \in E^T(\sigma) \) and all \( n \geq n_0 \). The same statement is true if we consider \( \Omega_3 \) instead of \( \Omega_2 \).

Proof. We are in a complete metric space \( T \). Since \( S = \bigcup_{k \in \mathbb{N}} S_k \) with \( S_k := \{ A \in S : \Gamma_n(A) = \xi \ \forall n \geq k \} \) and \( S \) is nonmeager, not all of the \( S_k \) can be meager, hence there is a nonmeager \( S_k \), and we set \( n_0 := k \).

Now, let \( A \) be in the closure \( \overline{S_{n_0}} \), i.e. there is a sequence \( \{ A_j \} \subset S_{n_0} \) converging to \( A \). Note that by assumption (i) in Definition 2.3 and the fact that \( \Gamma_n \) are General algorithms, we have that, for every fixed \( n \geq n_0 \), \( |\Lambda^n(A)| < \infty \). Thus, by (ii) in Definition 2.3 the General algorithm \( \Gamma_n \) only depends on a finite part of \( A \). In particular, \( \{ A_j \}_{j \in \Lambda^n(A)} \) where \( A_j = f(A) \). Since each \( f \in \Lambda^n(A) \) represents a coordinate evaluation of \( A \) and by the definition of the metric \( d_B \) in (14.1), it follows that for all sufficiently large \( j \), \( f(A) = f(A_j) \) for all \( f \in \Lambda^n(A) \). By assumption (iii) in Definition 2.3 it then follows that \( \Lambda^n(A_j) = \Lambda^n(A) \) for all sufficiently large \( j \). Hence, by assumption (ii) in Definition 2.3 we have that \( \Gamma_n(A) = \Gamma_n(A_j) = \xi \) for all sufficiently large \( j \). Thus, \( \Gamma_n(A) = \xi \) for all \( n \geq n_0 \) and all \( A \in \overline{S_{n_0}} \). Since \( S_{n_0} \) is nonempty dense, we can choose a point \( \tilde{A} \) in the interior of \( \overline{S_{n_0}} \) and fix a sufficiently large initial segment \( \sigma \) of \( \tilde{A} \) such that \( E^T(\sigma) \) is a subset of \( \overline{S_{n_0}} \). The assertion of the lemma now follows. The extension of the proof to \( \Omega_3 \) is clear. \( \square \)

Roughly speaking, this shows that there is a nice open and closed nonmeager subspace of \( T \) for which \( \lim_{n \to \infty} \Gamma_n(A) \) exists even in a uniform manner. Note that this result particularly applies to the case \( T = \Omega \).

Proof of Theorem [7.2] Step I: \( \text{SCI}(\Xi_5, \Omega_2)_G \geq 3 \). We argue by contradiction and assume that there is a height two tower \( \{ \Gamma_r \}, \{ \Gamma_{r,s} \} \) for \( \Xi_5 \), where \( \Gamma_r \) denote, as usual, the pointwise limits \( \lim_{r \to \infty} \Gamma_{r,s} \). We will inductively construct initial segments \( \{ \sigma_n \} \) with \( \sigma_{n+1} \supset \sigma_n \) yielding an infinite matrix \( A \supset \sigma_n \) for all \( n \in \mathbb{N} \), such that \( \lim_{r \to \infty} \Gamma_r(A) \) does not exist. We construct \( \{ \sigma_n \} \) with the help of two sequences of subsets \( \{ T_n \} \) and \( \{ S_n \} \) of \( \Omega \), with the properties that \( T_{n+1} \subset T_n \), each \( T_n \) is closed, and either \( T_n = \Omega \) or there is an initial segment \( \sigma \in \mathcal{C}^{m \times n} \) with \( m \geq n \) such that \( T_n \) is the set of all extensions of \( \sigma \) with all the remaining entries in the first \( n \) columns being zero.

Suppose that we have chosen \( T_n \). Note that the subset of all matrices in \( T_n \) with one particular entry being fixed is closed in \( T_n \), hence the set of all matrices with one particular column being fixed is closed (as an intersection of closed sets). The latter set has no interior points in \( T_n \), hence is nowhere dense in \( T_n \). This provides that the set of all matrices in \( T_n \) for which a particular column has only finitely many 1s is a countable union of nowhere dense sets in \( T_n \), hence is meager in \( T_n \). Taking intersections we find that the set of all matrices in \( T_n \) having only finitely many 1s in each of their columns is meager in \( T_n \) as well. Let \( R \) be its complement in \( T_n \), i.e. the nonmeager set of all matrices \( A \in T_n \) with \( \Xi_5(A) = \text{Yes} \).

Clearly, \( R = \bigcup_{r \in \mathbb{N}} R_r \) with \( R_r := \{ A \in R : \Gamma_r(A) = \text{Yes} \ \forall k \geq r \} \), and there is an \( r_n \) such that \( S_n := R_{r_n} \) is nonmeager in \( T_n \). Note that \( \Gamma^n_{r_n} \) are General algorithms and \( \Gamma^n_{r_n}(A) = \lim_{s \to \infty} \Gamma^n_{r_n,s}(A) = \text{Yes} \) for all \( A \in S_n \). Thus, Lemma 14.3 applies and yields an initial segment \( \sigma_n \), such that

\[
E^{T_n}(\sigma_n) \neq \emptyset \quad \text{and} \quad \Gamma^{T_n}(A) = \text{Yes} \quad \text{for all} \quad A \in E^{T_n}(\sigma_n).
\]

Now, let \( T_{n+1} \subset T_n \) be the (closed) set of all matrices in \( E^{T_n}(\sigma_n) \) with all remaining \( 1 \) entries in the first \( n + 1 \) columns being zero. Letting \( T_0 = \Omega \) we have completed the construction.

The nested initial segments \( \sigma_{n+1} \supset \sigma_n \) obviously yield a matrix \( A \in \cap_{n=0}^{\infty} T_n \) and this \( A \) has only finitely many 1s in each of its columns. However, by the construction of \( \{ T_n \} \), we have that \( A \in E^{T_n}(\sigma_n) \) for all \( n \in \mathbb{N} \). Thus, \( \Xi_5(A) = \text{No} \), but by (14.2), \( \Gamma^n_k(A) = \text{Yes} \) for infinitely many \( k \).
Step II: SCI($\Xi_5, \Omega_2)_A \leq 3$. Let $\Gamma_{k,m,n}(\{a_{i,j}\}_{i,j \in \mathbb{N}}) = \text{Yes}$ when $\sum_{i=1}^{n} a_{i,j} > m$ for at least one $j \in \{1, \ldots, k\}$, and $\text{No}$ otherwise. Here $\Lambda_{k,m,n}(\{a_{i,j}\})$ consists of the evaluations $f_{r,s} : \{a_{i,j}\}_{i,j \in \mathbb{N}} \mapsto a_{r,s}$ with $r = 1, \ldots, n$ and $r = 1, \ldots, k$. Further, define $\Gamma_{k,m}(\{a_{i,j}\}) = \text{Yes}$ when $\sum_{i=1}^{\infty} a_{i,j} > m$ for at least one $j \in \{1, \ldots, k\}$, and let $\Gamma_{k}(\{a_{i,j}\}) = \text{Yes}$ when $\sum_{i=1}^{\infty} a_{i,j} = \infty$ for at least one $j \in \{1, \ldots, k\}$. It is straightforwardly checked that this yields an Arithmetic tower of algorithms, hence SCI($\Xi_5, \Omega_2)_A \leq 3$, and thus we have shown the assertions for $\Xi_5$.

Step III: SCI($\Xi_6, \Omega_2)_C \leq SCI(\Xi_6, \Omega_2)_C$ and SCI($\Xi_6, \Omega_2)_A \leq 4$. To see the former, suppose we are given $\{a_{i,j}\}$, then define a new matrix by $b_{i,j} := \max(a_{i,s} : s = 1, \ldots, j)$. Then $\{a_{i,j}\}$ has a column with infinitely many non-zero entries if and only if $\{b_{i,j}\}$ has infinitely many columns with infinitely many non-zero entries. On the other hand, there is an Arithmetic tower of algorithms of height 4 for $\Xi_6$. Indeed, let $\Gamma_{l,k,m,n}(\{a_{i,j}\}) = \text{Yes}$ when $\sum_{i=1}^{n} a_{i,j} > m$ for more than $l$ numbers $j \in \{1, \ldots, k\}$. Also define $\Gamma_{l,k}(\{a_{i,j}\}) = \text{Yes}$ when $\sum_{i=1}^{\infty} a_{i,j} > m$ for more than $l$ numbers $j \in \{1, \ldots, k\}$, as well as $\Gamma_{l,k}(\{a_{i,j}\}) = \text{Yes}$ when $\sum_{i=1}^{\infty} a_{i,j} = \infty$ for more than $l$ numbers $j \in \{1, \ldots, k\}$. And finally set $\Gamma_{l}(\{a_{i,j}\}) = \text{Yes}$ when $\sum_{i=1}^{\infty} a_{i,j} = \infty$ for more than $l$ numbers $j \in \mathbb{N}$. It is easy to see that this is an Arithmetic tower of algorithms, hence we have shown that SCI($\Xi_6, \Omega_2)_A \leq 4$.

Step IV: SCI($\Xi_7, \Omega_2)_C \geq 3$. Indeed, one can proceed as in the proof of Step I: The set of all matrices with infinitely many “finite columns” is meager since it is a subset of the union of the meager sets $V_k$ of all matrices with the $k$th column being finite. Thus, the set $\{A : \Xi_7(A) = \text{Yes}\}$ is nonmeager.

Then exactly the same construction as above yields a sequence of closed spaces $T_n$ and a matrix $A$ in their intersection which has only finitely many 1's in each of its columns, but $\Gamma_{r_n}(A) = \text{Yes}$ for all $r_n$ of a certain sequence $\{r_n\}$, a contradiction.

Step V: SCI($\Xi_8, \Omega_2)_C \geq 3$. The proof is very similar to the proof of Step I. In particular, we argue by contradiction and assume that there is a height two tower $\{\Gamma_r\}, \{\Gamma_{r,s}\}$ for $\Xi_8$. As before, we inductively construct initial segments $\{\sigma_n\}$ with $\sigma_{n+1} \supseteq \sigma_n$ yielding an infinite matrix $A \supseteq \sigma_n$ for all $n \in \mathbb{N}$, such that $\lim_{r \to \infty} \Gamma_r(A)$ does not exist. We construct $\{\sigma_n\}$ with the help of two sequences of subsets $\{T_n\}$ and $\{S_n\}$ of $\Omega$, with the properties that $T_{n+1} \subset T_n$, each $T_n$ is closed, and either $T_n = \Omega_3$ or there is an initial segment $\sigma \in C((2m+1) \times (2m+1))$ where $m \geq n$ such that $T_n$ is the set of all extensions of $\sigma$ with all $\pm n$ semi-columns being filled by $n$ additional 1's and infinitely many 0's, and all the other $k$th columns, $|k| \leq n - 1$, are being filled with zeros. In particular, if $\{a_{i,j}\}_{i,j \in \mathbb{Z}} \in T_n$ then

$$\begin{align*}
\{a_{i,\pm n}\}_{i \in \mathbb{Z}} &= \{\ldots, 0, 1, \ldots, 1, \sigma_{-m, \pm n}, \ldots, \sigma_{m, \pm n}, 1, \ldots, 1, 0, \ldots\}^T, \\
\{a_{i,k}\}_{i \in \mathbb{Z}} &= \{\ldots, 0, \sigma_{-m,k}, \ldots, \sigma_{m,k}, 0, \ldots\}^T, \quad k \in \mathbb{Z}_+, |k| \leq n - 1.
\end{align*}$$

Suppose that we have chosen $T_n$. We argue as in Step I and deduce that for $k \in \mathbb{Z}$ the set of all matrices in $T_n$ with one of the two $k$th semi-columns being fixed is nowhere dense in $T_n$, hence the set of all matrices in $T_n$ with one of the two $k$th semi-columns having finitely many 1's is meager in $T_n$. We conclude that the set of all matrices in $T_n$ with one semi-column having finitely many 1's is meager, thus its complement in $T_n$, the set of all matrices with all semi-columns having infinitely many 1's, is nonmeager. Therefore the same holds for the superset $\{A \in T_n : \Xi_8(A) = \text{Yes}\}$. Denoting this set by $R$ we obviously have $R = \bigcup_{r \in \mathbb{N}} R_r$ with $R_r := \{A \in R : \Gamma_k(A) = \text{Yes} \forall k \geq r\}$, and there is an $r_n$ such that $S_n := R_{r_n}$ is nonmeager in $T_n$. Note that $\Gamma_{r_n,s}$ are General algorithms and $\Gamma_{r_n}(A) = \lim_{r \to \infty} \Gamma_{r_n,s}(A) = \text{Yes}$ for all $A \in S_n$. Thus, Lemma[14.3] applies and yields an initial segment $\sigma_n$, such that

$$E^{T_n}(\sigma_n) \neq \emptyset \quad \text{and} \quad \Gamma_{r_n}(A) = \text{Yes} \quad \forall A \in E^{T_n}(\sigma_n).$$

Now, let $T_{n+1} \subset T_n$ be the (closed) set of all matrices $\{a_{i,j}\}_{i,j \in \mathbb{N}}$ in $E^{T_n}(\sigma_n)$ with the property that \[14.3\] holds with $\sigma = \sigma_n$. Letting $T_0 = \Omega_3$ concludes the construction. The nested sequence $\{\sigma_n\}$ again defines a matrix $A \in \cap_{n=0}^{\infty} T_n$ with the property that $A$ has finitely many but at least $k$ non-zero entries in the each
of its $k$th semi-column which gives $\Xi_k(A) = No$, but, by \eqref{14.4}, $\Gamma_k(A) = Yes$ for infinitely many $k$, a contradiction.

**Step VII:** SCI($\Xi_7, \Omega_2)_A \leq 3$ and SCI($\Xi_8, \Omega_3)_A \leq 3$. This can again be proved by defining an appropriate tower of height 3 directly, as was done for $\Xi_5$ in Step II, for example. For $\Xi_7$

$$\Gamma_{k,m,n}^\ast(\{a_{i,j}\}_{i,j\in \mathbb{N}}) = Yes \iff |\{j = 1, \ldots, m : \sum_{i=1}^n a_{i,j} < m\}| < k$$

may do the job. A more elegant way is to translate and to employ the already proved results on spectra, see Remark \[4.4\] \[7\]

With the lower bounds of the SCI of the decision problems $\Xi_7$ and $\Xi_8$ established we can now get the lower bounds of the SCI of spectra and essential spectra of operators.

**Proof of Step III in the proof of Theorem \[7.2\] in Section \[7\]** First, note that without loss of generality we may identify $\Omega_1 = B(l^2(\mathbb{N}))$ with $\Omega = B(X)$, where $X = \oplus_{n=1}^{\infty} X_n = l^2(\mathbb{N}, X_n)$ is the space of square-summable sequences of elements in $X_n$, where $X_n = l^2(\mathbb{Z})$. For this just choose any enumeration (i.e. bijection) $\mathbb{N} \to \mathbb{N} \times \mathbb{Z}$ to get $l^2(\mathbb{N}) \sim l^2(\mathbb{N} \times \mathbb{Z}) \sim X$. Second, for the sake of simplicity in notation we identify a sequence $\{a_{i,j}\}_{i\in \mathbb{N}}$ with its extension $\{a_{i,j}\}_{i\in \mathbb{Z}}$ where $a_{i,j}^e = a_i$ for $i > 0$ and $a_{i,j}^e = 1$ for all $i \leq 0$.

Let $a = \{a_i\}_{i\in \mathbb{N}}$ be a sequence with $a_i \in \{0, 1\}$. Define the operator $B_a \in B(l^2(\mathbb{Z}))$ as follows

$$B_a e_i := \begin{cases} e_{l} & : \text{if} \ a_i^e = 1, l = \max\{j : j < i, a_j^e = 1\} \\ e_i & : \text{otherwise}, \end{cases}$$

where $\{e_j\}_{j\in \mathbb{Z}}$ is the canonical basis for $l^2(\mathbb{Z})$. Hence, $B_a$ acts as a shift on the basis elements $\{e_j : a_j^e = 1\}$, and as the identity on all other basis elements. Clearly, $B_a$ has norm 1 and if $a = \{a_i\}$ has infinitely many 1s then $B_a$ is invertible and its inverse (the “reverse shift”, actually given by its transpose $B_a^T$) has norm 1 as well. On the other hand, if $a$ has only finitely many 1s then $B_a$ is Fredholm of index $-1$ (again just look at the regularizer $B_a^T$). Moreover, notice that evaluating a finite number of entries of $B_a$ requires the evaluation of only a finite number of $a_i$’s. Now, given a matrix $\{a_{i,j}\} \in \Omega$ we take the operators $B_k = B_{\{a_{i,j}\}_{i\in \mathbb{Z}}}$ arising from the $k$th column of $\{a_{i,j}\}$ via \eqref{14.5}, respectively, and define the diagonal operator

$$C := \bigoplus_{k=1}^{\infty} B_k$$

on $X$. Obviously, its norm is 1. If only finitely many $B_k$ are non-invertible (i.e. only finitely many columns of $\{a_{i,j}\}$ do not have infinitely many nonzero entries) then the diagonal operator defined from the regularizers $B_k^T$ is a regularizer of norm 1 for $C$, hence $\text{sp}_{\text{ess}}(C)$ is contained in the unit circle in that case. Otherwise, if infinitely many $B_k$ are non-invertible then $C$ is not Fredholm, i.e. 0 $\in \text{sp}_{\text{ess}}(C)$. Therefore we can conclude the following: If there was a tower $\{\Gamma_m\}$, $\{\Gamma_{m,n}\}$ of height two for the essential spectrum (of $C$ or its respective $\Omega_1$-counterpart), then we would get a tower of height two for $\Xi_7$ by

$$\hat{\Gamma}_{m,n}(\{a_{i,j}\}) := \text{Yes if and only if} \emptyset \in \text{sp}_{\text{ess}}(C) \cap B_{1/2}(0),$$

$$\hat{\Gamma}_m(\{a_{i,j}\}) := \text{Yes if and only if} \emptyset \in \text{sp}_{\text{ess}}(C) \cap B_{1/2}(0),$$

contradicting the fact that the SCI of $\Xi_7$ is three, which is established in Theorem \[7.2\]. \[7\]

**Proof of Step III in the proof of Theorem \[7.2\]** As above, first observe that, without loss of generality, we may identify $\Omega_1 = B(l^2(\mathbb{N}))$ with $\Omega = B(X)$, where $X = \oplus_{n=-\infty}^{\infty} X_n$ in the $l^2$-sense and where $X_n = l^2(\mathbb{Z})$. Second, we consider sequences $a = \{a_i\}_{i\in \mathbb{Z}}$ over $\mathbb{Z}$ with $a_i \in \{0, 1\}$, and define respective operators
\( B_m \in \mathcal{B}(l^2(\mathbb{Z})) \) with matrix representation \( B_m = \{ b_{k,i} \} \) by

\[
1 : \quad k = i \text{ and } a_k = 0 \\
1 : \quad k < i \text{ and } a_k = a_i = 1 \text{ and } a_j = 0 \text{ for all } k < j < i \\
0 : \quad \text{otherwise.}
\]

Then \( B_m \) is again a shift on a certain subset of basis elements and the identity on the other basis elements, hence we have the following possible spectra:

- \( \text{sp}(B_m) \subset \{0, 1\} \) if \( \{a_i\} \) has finitely many 1s.
- \( \text{sp}(B_m) = \mathbb{T} \), the unit circle, if there are infinitely many \( i > 0 \) with \( a_i = 1 \) and infinitely many \( i < 0 \) with \( a_i = 1 \) (we say \( \{a_i\} \) is two-sided infinite).
- \( \text{sp}(B_m) = \mathbb{D} \), the unit disc, if \( \{a_i\} \) has infinitely many 1s, but only finitely many for \( i < 0 \) or finitely many for \( i > 0 \) (we say \( \{a_i\} \) is one-sided infinite in that case).

Next for a matrix \( \{a_{i,j}\}_{i,j \in \mathbb{Z}} \) we define the operator

\[(14.7) \quad C := \bigoplus_{k=-\infty}^{\infty} B_k \]

on \( X \), where \( B_k = B_{\{a_{i,k}\}_{i \in \mathbb{Z}}} \) corresponds to the column \( \{a_{i,k}\}_{i \in \mathbb{Z}} \) in the above sense. Concerning its spectrum we have \( \bigcup_{k \in \mathbb{Z}} \text{sp}(B_k) \subset \text{sp}(C) \subset \mathbb{D} \) since \( \|C\| = 1 \). Clearly, if one of the columns is one-sided infinite then \( \text{sp}(C) = \mathbb{D} \). The same holds true if for every \( k \in \mathbb{N} \) there is a finite column with at least \( k \) 1s. Otherwise (that is if there is a number \( D \) such that for every column it holds that it either has less than \( D \) 1s or is two-sided infinite) the spectrum \( \text{sp}(C) \) is a subset of \( \{0\} \cup \mathbb{T} \). Therefore if we had a height two tower \( \{\Gamma_m\}, \{\Gamma_{m,n}\} \) for the computation of the spectrum of \( C \) or its counterpart in \( \Omega_1 \), then

\[
(14.8) \quad \begin{align*}
\Gamma_{m,n}(\{a_{i,j}\}) &:= \text{Yes} \text{ if and only if } \Gamma_{m,n}(C) \cap B_{1/4}(1/2) = \emptyset \\
\Gamma_m(\{a_{i,j}\}) &:= \text{Yes} \text{ if and only if } \Gamma_m(C) \cap B_{1/4}(1/2) = \emptyset
\end{align*}
\]

would provide a height two tower for \( \Xi_8 \), contradicting Theorem 7.2. \( \square \)

**Remark 14.4.** Note that Step VII in the proof of Theorem 7.2 follows immediately from the fact that the SCI of spectra and essential spectra of arbitrary operators are bounded by three and by translating respective height three towers similarly to \((14.6)\) and \((14.8)\).

**Proof of Theorem 7.3**

**Step I:** SCI(\(\Xi, \Omega_1\)) > 2. Note that this results follows almost directly from the techniques used in the proof of Step III in the proof of Theorem 3.7 above. Indeed, we may define \( C \) as in \((14.7)\), and assume that there is a height two tower \( \{\Gamma_m\}, \{\Gamma_{m,n}\} \) for the computation of \( \Xi \). We can now argue exactly as done in the proof of Step III in the proof of Theorem 3.7 and deduce that we can define a height two tower for \( \Xi_8 \) as follows:

\[
\begin{align*}
\Gamma_{m,n}(\{a_{i,j}\}) &:= \text{Yes} \text{ if and only if } \Gamma_{m,n}(C - \frac{1}{2} I) = 0 \\
\Gamma_m(\{a_{i,j}\}) &:= \text{Yes} \text{ if and only if } \Gamma_m(C - \frac{1}{2} I) = 0.
\end{align*}
\]

This would of course contradict Theorem 7.2.

**Step II:** SCI(\(\Xi, \Omega_1\)) ≤ 3. Let \( A \in \mathcal{B}(l^2(\mathbb{N})) \) and define the numbers

\[
\begin{align*}
\gamma &:= \min\{\sigma_1(A), \sigma_1(A^*)\} \\
\gamma_m &:= \min\{\sigma_1(AP_m), \sigma_1(A^*P_m)\} \\
\gamma_{m,n} &:= \min\{\sigma_1(P_nAP_m), \sigma_1(P_nA^*P_m)\} \\
\delta_{m,n} &:= \min\{2^{-m}k : k \in \mathbb{N}, 2^{-m}k \geq \sigma_1(P_nAP_m) \text{ or } 2^{-m}k \geq \sigma_1(P_nA^*P_m)\},
\end{align*}
\]

where

- \( \sigma_1(X) \) denotes the point spectrum of \( X \).
- \( \sigma(X) \) denotes the spectrum of \( X \).
where $\sigma_1(B) := \inf \{ \| B \xi \| : \xi \in X, \| \xi \| = 1 \}$ for $B \in B(l^2(\mathbb{N}))$ is the smallest singular value of $B$ and where the operators of the form $P_n A P_m$ are regarded as operators/matrices in $B(\text{Ran} P_m, \text{Ran} P_n)$, respectively. It is well known that $A$ is invertible if and only if $\gamma > 0$. Further, note that $\gamma_m \downarrow m \gamma$, and that $\gamma_{m,n} \uparrow n \gamma_m$ for every fixed $m$. The sequences $\{ \delta_{m,n} \}_n$ are bounded and monotonically non-decreasing, and $\gamma_{m,n} \leq \delta_{m,n} \leq \gamma_{m,n} + 2^{-m} \leq \gamma_m + 2^{-m}$. Thus, for $\epsilon > 0$ there is an $m_0$, and for every $m \geq m_0$ there is an $n_0 = n_0(m)$ such that

$$
(14.9) \quad |\gamma - \delta_{m,n}| \leq |\gamma - \gamma_m| + |\gamma_m - \gamma_{m,n}| + |\gamma_{m,n} - \delta_{m,n}| \leq \epsilon/3 + \epsilon/3 + 2^{-m} \leq \epsilon
$$

whenever $m \geq m_0$ and $n \geq n_0(m)$. So we see that the numbers $\delta_{m,n}$ converge monotonically from below for every $m$ as $n \to \infty$, and the respective limits form a non-increasing sequence w.r.t. $m$, tending to $\gamma$. Moreover, each $\delta_{m,n}$ can be computed with finitely many arithmetic operations by Proposition 10.1. Thus, if we define $\Gamma_{k,m,n}(A) := (\delta_{m,n} < k^{-1})$, we arrive at an Arithmetic tower of algorithms of height three

$$
\text{sp}^0(A) = \lim_{k \to \infty} \lim_{m \to \infty} \lim_{n \to \infty} \Gamma_{k,m,n}(A)
$$

for our problem, hence $\text{SCI}(\Xi, \Omega_1) \Lambda \leq 3$.

**Step III:** $\text{SCI}(\Xi, \Omega_3)_A \leq \text{SCI}(\Xi, \Omega_2)_A \leq 2$. If one considers operators for which a bound $f$ on their dispersion is known, then choosing $n = f(m)$ turns (14.9) into

$$
(14.10) \quad |\gamma - \delta_{m,f(m)}| \leq |\gamma - \gamma_m| + |\gamma_m - \gamma_{m,f(m)}| + |\gamma_{m,f(m)} - \delta_{m,f(m)}| \leq \epsilon/3 + \epsilon/3 + 2^{-m} \leq \epsilon
$$

for large $m$ taking $|\sigma_1(BP_m) - \sigma_1(P_{f(m)}BP_m)| \leq \|(I - P_{f(m)})BP_m\|$ into account. Therefore, a natural first guess for General algorithms could be $\tilde{\Gamma}_{k,m}(A) := (\delta_{m,f(m)} < k^{-1})$. Unfortunately, although $\delta_{m,f(m)}$ converges to $\gamma$ as $m \to \infty$ by (14.10), this is not monotone in general. Hence, it might be the case that $\gamma = k^{-1}$, but $\delta_{m,f(m)}$ oscillates around $k^{-1}$ such that $\tilde{\Gamma}_{k,m}(A)_m$ may not converge. To overcome this drawback, we consider the following algorithms

$$
\Gamma_{k,m}(A) := \{(i = 1, \ldots, m : (\delta_{i,f(i)} < k^{-1})\} + \{(i = 1, \ldots, m : (\delta_{i,f(i)} < (k + 1)^{-1})\} > m).
$$

This converges in any case as $m \to \infty$. Indeed: If $\gamma > k^{-1}$ then $\Gamma_{k,m}(A) = \text{No}$ for sufficiently large $m$. If $\gamma < (k + 1)^{-1}$ then $\Gamma_{k,m}(A) = \text{Yes}$ for sufficiently large $m$. If $\gamma = k^{-1}$ then $\{(i = 1, \ldots, m : (\delta_{i,f(i)} < (k + 1)^{-1})\}$ are the same for all sufficiently large $m$ and it follows that $\Gamma_{k,m}(A)$ converges. Analogously for $\gamma = (k + 1)^{-1}$. Finally, if $(k + 1)^{-1} < \gamma < k^{-1}$ then again one of these families is uniformly bounded and the other only misses a finite number of points, and we again get convergence. Now, it is clear that $\text{SCI}(\Xi, \Omega_2)_A \leq 2$.

**Step IV:** $\text{SCI}(\Xi, \Omega_2)_G \geq \text{SCI}(\Xi, \Omega_3)_G \geq 2$. If we assume that there is a General height-one-tower of algorithms $\{\Gamma_n\}$ over $\Omega_3$ then we can again construct counterexamples very easily: For a decreasing sequence $\{a_i\}$ of positive numbers we consider the diagonal operator $A := \text{diag}\{a_i\}$. Clearly, 0 belongs to the spectrum of $A$ if and only if the $a_i$s tend to zero. As a start, set $\{a_i^1\} := \{1, 1, \ldots\}$, choose $n_1$ such that $\Gamma_n(\text{diag}\{a_i^1\}) = \text{No}$ for all $n \geq n_1$, and $i_1$ such that $\Gamma_n(\text{diag}\{a_i^1\})$ does not see the diagonal entries $a_i^1$ with indices $i \geq i_1$. This is possible by (iii) in Definition 5.3. Then set $\{a_i^2\} := \{1, 1, \ldots, 1, 1/2, 1/2, \ldots\}$ with $1/2$s starting at the $i_1$th position. If $n_1, \ldots, n_k$ and $i_1, \ldots, i_{k-1}$ are already chosen then pick $n_k$ such that $\Gamma_n(\text{diag}\{a_i^k\}) = \text{No}$ for all $n \geq n_k$, and $i_k$ such that $\Gamma_n(\text{diag}\{a_i^k\})$ doesn’t see the diagonal entries $a_i^k$ with indices $i \geq i_k$, and modify $\{a_i^k\}$ to $\{a_i^{k+1}\} := \{1, 1, \ldots, 2^{-k}, 2^{-k}, \ldots\}$ with $2^{-k}$s starting at the $i_k$th position. Now, the contradiction is as in the previous proofs and we see that $\text{SCI}(\Xi, \Omega_2)_G \geq \text{SCI}(\Xi, \Omega_3)_G \geq 2$. \hfill $\Box$

**Proof of Theorem 7.7.3** **Step I:** We show that if $\text{SCI}(\Xi, \Omega)_G \leq m$ then $\Xi$ is $\Delta_{m+1}$. Let $p = \lim_i p_i$. Then

$$
p = \text{true} \iff \forall n \exists k (k \geq n \wedge p_k) \iff \forall n \forall k (k \leq n \lor p_k).
$$

Further, let $\varphi : \mathbb{N} \to \mathbb{N} \times \mathbb{N}$, $k \mapsto (\varphi_1(k), \varphi_2(k))$ be a bijection which enumerates all pairs of natural numbers, and note that

$$
\exists n \exists m(p_{n,m}) \iff \exists k(p(\varphi_1(k), \varphi_2(k))) \wedge \forall n \forall m(p_{n,m}) \iff \forall k(p(\varphi_1(k), \varphi_2(k))),
$$
for any family \((p_{n,m})_{n,m \in \mathbb{N}} \subset \mathcal{M}\). Thus, every limit in a tower of height \(m\) can be converted alternately into an expression with two quantifiers (\(\forall \exists\) or \(\exists \forall\)), and then \(m - 1\) doubles \(\exists \forall\) or \(\forall \exists\) can be replaced by single quantifiers. This easily gives the claim (i) of Theorem \([7, 13]\).

**Step II:** We show that if \(\Xi\) is \(\Sigma_m\) or \(\Pi_m\) then \(\text{SCI}(\Xi, \Omega)_G \leq m\). As a start let \((p_i) \subset \mathcal{M}\) be a sequence. Then

\[
(\forall i(p_i)) = \text{true} \iff \left(\lim_{n \to \infty} \bigwedge_{i=1}^n p_i\right) = \text{true}, \quad (\exists i(p_i)) = \text{true} \iff \left(\lim_{n \to \infty} \bigvee_{i=1}^n p_i\right) = \text{true}.
\]

Furthermore, the conjunction (disjunction) of limits coincides with the limit of the elementwise conjunction (disjunction), hence

\[
\forall n \exists m_{m-1} \cdots \forall n_1 \Gamma_{n_m, \cdots, n_1} = \lim \lim_{n_{m-1}} \cdots \lim_{n_1} \bigwedge_{i=m}^{k_m} \bigvee_{i=1}^{k_{m-1}} \cdots \bigwedge_{i=1}^{k_1} \Gamma_{i,m-1, \cdots, i_1}
\]

and similarly for any other possible alternating quantifier form. Since the \(\Gamma_{n_m, \cdots, n_1}\) in the alternating quantifier form at the left hand side are General algorithms, the right hand side obviously yields a tower of algorithms of height \(m\).

**Step III:** Let \(m \in \mathbb{N}\) be the smallest number with \(\Xi\) being \(\Delta_{m+1}\). In the above steps we have already seen that \(m \leq \text{SCI}(\Xi, \Omega)_G \leq m + 1\), and we next prove the following: If

\[
\Xi(y) = \exists i \forall j(g_0(i, j, y)) = \forall n \exists m(g_1(n, m, y))
\]

then \(\Xi(y) = \lim_{k \to \infty} g(k, y)\) with a function \(g\) being easily derivable from \(g_0, g_1\). The following construction is adopted from \([43]\) Proofs of Theorems 1 and 3]. Fix \(y\) and define a function \(h_0 : \mathbb{N} \to \mathcal{M}\) recursively as follows:

\[
i(1) := 1, \quad j(1) := 1, \quad h_0(1) := g_0(i(1), j(1), y).
\]

If \(h_0(l) = \text{true}\)

then: \(i(l + 1) := i(l), \quad j(l + 1) := j(l) + 1\)

else: \(i(l + 1) := i(l) + 1, \quad j(l + 1) := 1\).

\(l := l + 1\).

\(h_0(l) := g_0(i(l), j(l), y)\).

We observe that, if \(\Xi(y) = \text{true}\) then \(h_0(l)\) converges as \(l \to \infty\) with limit \(\text{true}\). Otherwise, the limit does not exist or is \(\text{false}\). The same construction applies to \(\neg(\forall n \exists m(g_1(n, m, y))) = \exists n \forall m(\neg(g_1(n, m, y)))\) and yields a function \(h_1\) which converges to \(\text{true}\) if and only if \(\Xi(y) = \text{false}\). Clearly, exactly one of the functions \(h_0, h_1\) converges to \(\text{true}\). Now we derive the desired \(g\) from \(h_0\) and \(h_1\) as follows:

\[
\alpha(0) = 0.
\]

If \(\alpha(k)(k) = \text{true}\)

then: \(\alpha(k + 1) := \alpha(k)\)

else: \(\alpha(k + 1) := 1 - \alpha(k)\).

\(k := k + 1\).

If \(\alpha(k) = 0\)

then: \(g(k, y) := \text{true}\)

else: \(g(k, y) := \text{false}\).

This provides \(\Xi(y) = \lim_{k \to \infty} g(k, y)\).

Next, let \(g_0\) and \(g_1\) be of the form \(g_s(i, j, y) = \lim_{r,s} f_{i,j,r}^s(y), \ s \in \{0, 1\}\). Fix \(y\). Then for every pair \((i, j)\) there is an \(r(i, j)\) such that \(f_{i,j,r}^s(y) = g_s(u, v, y)\) for all \(u \leq i, v \leq j, \ s \in \{0, 1\}\) and \(r \geq r(i, j)\). Thus, \(g\) is also of the form \(g(k, y) = \lim_{r,k} f_{k,r}(y)\) with \(f_{k,r}\) being defined by the above procedure applied to the functions \((i, j, y) \mapsto f_{i,j,r}^s(y)\) instead of \(g_s(i, j, y)\) \((s \in \{0, 1\}\).

Now we are left with iterating this argument: If both functions \(g_s\) \((s \in \{0, 1\}\) are of the form \(g_s(i, j, y) = \lim_{k_{m-1}} \lim_{k_{m-2}} \cdots \lim_{k_1} f_{i,j,k_{m-1}, \cdots, k_1}(y)\) with certain General algorithms \(f_{i,j,k_{m-1}, \cdots, k_1}\), then also \(g\) is
of the form
\[
g(k, y) = \lim_{k_{m-1}} \lim_{k_{m-2}} \cdots \lim_{k_1} f_{k, k_{m-1}, \ldots, k_1}(y)
\]
with \( f_{k, k_{m-1}, \ldots, k_1} \) being defined by the same procedure as before applied to the functions \((i, j, y) \mapsto f_{i, j, k_{m-1}, \ldots, k_1}(y)\) instead of \(g_{s}(i, j, y)\) (\(s \in \{0, 1\}\)). The resulting functions \( y \mapsto f_{k, k_{m-1}, \ldots, k_1}(y) \) are General algorithms for every \( k \), since their evaluation requires only finitely many evaluations of the General algorithms \( f_{i, j, k_{m-1}, \ldots, k_1} \).

\[\square\]
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