The Sensitivity of Tsunami Impact to Earthquake Source Parameters and Manning Friction in High-Resolution Inundation Simulations
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In seismically active regions with variable dominant focal mechanisms, there is considerable tsunami inundation height uncertainty. Basic earthquake source parameters such as dip, strike, and rake affect significantly the tsunamigenic potential and the tsunami directivity. Tsunami inundation is also sensitive to other properties such as bottom friction. Despite their importance, sensitivity to these basic parameters is surprisingly sparsely studied in literature. We perform suites of systematic parameter searches to investigate the sensitivity of inundation at the towns of Catania and Siracusa on Sicily to changes both in the earthquake source parameters and the Manning friction. The inundation is modelled using the Tsunami-HySEA shallow water code on a system of nested topo-bathymetric grids with a nest spatial resolution of 10 m. This GPU-based model, with significant HPC resources, allows us to perform large numbers of high-resolution tsunami simulations. We analyze the variability of different hydrodynamic parameters due to large earthquakes with uniform slip at different locations, focal depth, and different source parameters. We consider sources both near the coastline, in which significant near-shore co-seismic deformation occurs, and offshore, where near-shore co-seismic deformation is negligible. For distant offshore earthquake sources, we see systematic and intuitive changes in the inundation with changes in strike, dip, rake, and depth. For near-shore sources, the dependency is far more complicated and co-determined by both the source mechanisms and the coastal morphology. The sensitivity studies provide directions on how to resolve the source discretization to optimize the number of sources in Probabilistic Tsunami Hazard Analysis, and they demonstrate a need for a far finer discretization of local sources than for more distant sources. For a small number of earthquake sources, we study systematically the inundation as a function of the Manning coefficient. The sensitivity of the inundation to this parameter varies greatly for different earthquake sources and topo-bathymetry at the coastline of interest. The friction greatly affects the velocities and momentum flux and to a
INTRODUCTION

Earthquake tsunamis pose a significant hazard to coastal communities, and account for approximately 80% of tsunami events globally (e.g., NCEI, 2021). A strong component of the global earthquake tsunami hazard is the one induced by large subduction zone events (e.g., Løvholt et al., 2012a; Lovholt et al., 2014; Davies et al., 2018) where sources are aligned along well known tectonic interfaces along the Pacific Ring of Fire and Sunda Trench in the Indian Ocean. On the other hand, in regions where the tectonic setting is more complex, the dominant tsunamiogenic structures are less well known, and the tsunamiigenesis and hazard is consequently subject to much larger uncertainty. Examples of such complex areas include for instance eastern Indonesia and the Philippines (Løvholt et al., 2012b; Horspool et al., 2014), the Caribbean (Parsons and Geist, 2008; Harbitz et al., 2012), and the Mediterranean Sea (Lorito et al., 2008; Selva et al., 2016; Basili et al., 2021; Lorito et al., 2021; Selva et al., 2021). This large source uncertainty poses a challenge for modelling the hazard, with accurate and efficient numerical modelling required for simulating tsunami generation, propagation, and inundation. Estimating the tsunami hazard that a given coastal region is exposed to requires an understanding of the likelihood and variability of virtually all possible seismic sources, the generation and propagation of the tsunami, and the coastal inundation, necessitating Probabilistic Tsunami Hazard Analysis (PTHA). A comprehensive review is provided by Grezio et al. (2017). We hence need to understand better the basic relationship between fault parameters and tsunamiogenic strength to more efficiently sample the source variability and in turn correctly determine the hazard.

While there is increasing understanding that spatially variable slip on ruptures can be critical in determining the tsunami impact (Geist, 2002; McCloskey et al., 2007; Davies et al., 2015; Li et al., 2016; Murphy et al., 2016; Davies, 2019; Scala et al., 2020), it still remains essential to understand the source sensitivity from the simpler constant slip models on tsunami inundation (see also An et al., 2018). In addition to the heterogeneity of the slip, also the fault geometry may affect the tsunami modeling, as shown recently by a sensitivity analysis for subduction earthquakes in the same region of this study by Tonini et al. (2020). However, as stressed above, for many tsunamiogenic earthquake scenarios, we may not have a good model of the fault geometry. Moreover, large earthquakes with complex rupture geometries are typically modelled as slip on multiple fault segments with simpler geometry. It is important to understand well the variability due to simpler uniform-slip models in its own right, also as a basis for more complex slip realizations. The model typically applied is that of Okada (1985) which computes analytically through a complex set of equations the seabed surface deformation resulting from a uniform dislocation (slip) occurring along a rectangular fault plane embedded into a homogeneous linear elastic half-space. In this approach the earthquake source, in addition to the position, is parameterised through its size (length and width of the rectangle), its orientation (strike and dip angles), and two kinematic rupture parameters (the slip and its direction in the fault plane, the rake angle). Several sensitivity studies using Okada’s source formulation have been performed. Geist (1998) reviews the basic tsunamiigenic principles due to co-seismic slip. Gica et al. (2007) and Burbidge et al. (2015) perform systematic parameter sweeps to determine the sensitivity of the maximum offshore wave-height at a given location to the characteristics of the earthquake source as specified by the Okada parameters. Løvholt et al. (2012c) investigated sensitivity to slip distribution for different dip angles and depth for variable slip. However, none of the above studies performed a broad sensitivity analysis with focus on inundation; this is partly expected as this requires large computational resources.

Recent advances in efficient GPU (Graphical Processing Unit) shallow water-type tsunami models, combined with advances in High Performance Computing facilities, have now made it feasible to perform very large numbers of tsunami simulations with inundation modelled at high spatial resolution (down to a few meters). If further source downsampling is still necessary due to limited computational resources, there are several techniques for limiting the number of simulations calculated (Lorito et al., 2015; Volpe et al., 2019; Williamson et al., 2020). Gibbons et al. (2020) performed a comprehensive PTHA for the town of Catania on the Eastern coast of Sicily comprising over 32,000 tsunami simulations for different earthquake sources in the Mediterranean Sea. The calculations were performed using the GPU-based Tsunami-HySEA code (de la Asunción et al., 2013; Macías et al., 2016, 2017). Each simulation in that study took approximately 30 min on an NVIDIA V-100 GPU, modelling the tsunami wave from source to inundation on a numerical Digital Elevation Model (DEM) with 10 m lateral resolution. However, a rather rough discretization of source parameters has been applied to reduce the computational effort, inherited from regional studies from which scenarios have been selected (see Selva et al., 2016; Basili et al., 2021). For such local studies, a finer discretization of earthquake sources, both spatially and with regards to source mechanism, can instead help improving the accuracy of the hazard analysis. To this end, a systematic sensitivity study on its impact of hazard is still required, to define efficient strategies for source description.

The accuracy of tsunami hazard estimates depends also upon the accuracy of the tsunami numerical models themselves for a fixed set of source parameters. Their accuracy will depend in turn
both upon the fidelity of the DEM (e.g. Griffin et al., 2015) and on how well the resistance that surface friction, vegetation, and infrastructure provides is represented (e.g. Kaiser et al., 2011). In the numerical model used to perform the calculations described here, the combined friction effects are often described with the Manning equation where the bottom friction is proportional to the velocity squared through the Manning coefficient $n$. The significance of the choice of $n$ for run-up and inundation was demonstrated by Gayer et al. (2010) who applied both spatially varying and uniform friction to tsunami simulations for Bali, Sumatra, and Java. Bricker et al. (2015) argue that values of $n$ typically applied in tsunami

![FIGURE 1: Maps at different scales for the earthquake sources and tsunami inundation. (A) shows the fault centers for all earthquake scenarios considered. Points A, B, C, and D are all at latitude 37.15°, with longitudes 14.7°, 15.25°, 16.50°, and 17.50° respectively. Yellow asterisks mark the locations of epicenters for scenarios where we examine the effect of the Manning friction coefficient. White circles are locations for which we conduct a fine scan of strike and dip parameters. The white square marks the epicenter of sources where we search the strike, dip, and depth parameter. Panels (B–D) show higher resolution maps of the regions surrounding the towns of Catania and Siracusa, where the tsunami inundation is to be evaluated. The black circle labelled S in panel (B) is the location 37.5368°N, 15.1333°E for which the sea height time-series are displayed later.]
Simulations are too low, in particular for urban and highly vegetated areas. Here, for a limited number of earthquake scenarios, we systematically vary this parameter while keeping the earthquake source definition constant to estimate the influence of $n$ on inundation extent and other properties of the flow. The intention is also to provide insight into the degree to which typical inundation estimates (e.g. those used in Gibbons et al., 2020) were determined by the choice of this parameter.

Here, we study inundation for the stretches of coastline surrounding the towns of Catania and Siracusa in Eastern Sicily, each represented numerically in the simulations with a system of nested grids. Based on Gibbons et al. (2020), we select a subset of the relevant parameters for which we investigate the sensitivity of model parameters on the inundation. Figure 1A displays the topo-bathymetric model of the region of the Mediterranean Sea in which the numerical tsunami simulations are performed. With the four earthquake locations in Figure 1, we can study earthquakes both offshore and with significant crustal deformation at the coast of interest. In section Numerical Simulations of Earthquake Generated Tsunamis off the Coast of Sicily we provide more comprehensive details about the sequences of simulations performed. In section Sensitivity of Inundation to the Manning Friction we discuss the sequence of calculations performed to investigate the sensitivity of inundation to the Manning friction coefficient and in section Sensitivity of Inundation to Earthquake Source Parameters we discuss the sequences of calculations performed to explore the sensitivity to earthquake source parameters. In section Conclusion and Discussion we draw conclusions.

**Numerical Simulations of Earthquake Generated Tsunamis Off the Coast of Sicily**

In this paper, we have carried out sensitivity tests by performing 1,516 separate tsunami simulations to understand how coastal inundation at high spatial resolution varies as a function of several key parameters. For these simulations, we employ the shallow water model Tsunami-HySEA (de la Asunción et al., 2013; Macías et al., 2016, 2017). The shallow water model assumes that the wave length is much longer than the water depth and hence neglects higher order characteristics such as frequency dispersion that is important for some types of tsunamis (e.g. Glimsdal et al., 2013; Løvholt et al., 2013). Manning friction terms, which assume that the bottom friction is proportional to the Manning number $n$ and the squared current velocity, are added to the momentum terms in the shallow water equation system. Instantaneous earthquake deformations assuming planar uniform slip using the Okada (1985) model are provided as initial conditions to the simulations. Tsunami-HySEA solves the non-linear shallow water equations through a Finite Volume scheme by means of Riemann solvers, with shock-capturing properties that ensure that wave-breaking is incorporated and with wetting and drying processes necessary for capturing inundation. Further details of the specific Tsunami-HySEA implementation of friction are provided in de la Asunción et al. (2013). Finally, we note that Tsunami-HySEA includes a telescopic grid functionality that allow the modeller to couple coarsely resolved wave propagation over an ocean scale with high-resolution inundation simulations in a local domain. The simulations are performed with a system of four telescopic nested grids. The coarsest grid has the spatial extent displayed in Figure 1A and a spatial resolution of 640 m. The others have progressively finer resolutions of 160, 40, and 10 m. The inundation is modelled for the regions surrounding the towns of Catania and Siracusa on the East coast of Sicily (see also Tonini et al., 2021).

All tsunamis simulated are generated by hypothetical earthquakes whose epicenters are located at the positions A, B, C, and D in Figure 1A. These earthquake epicenters are based on a subset of the earthquake sources considered in the probabilistic earthquake model of the TSUMAPS-NEAM (NEAMTHM18) Tsunami Hazard Model (Basili et al., 2021). The NEAMTHM18 model consists of a discretization of tsunamiigenic earthquake scenarios covering the entire NEAM (North East Atlantic and Mediterranean) region with different magnitudes, depths, fault orientations, and slip distributions. Here, we identified two crustal earthquake scenarios from the NEAMTHM18 model which had resulted in the greatest inundation in the bay of Catania in the tsunami simulations from Gibbons et al. (2020). Both were associated with hypothetical Mw 8.0 earthquakes with fault ruptures of length 183.5 km and width 38.1 km, and with slip of 7.5 m. Both had epicenters on the coast (point B in Figure 1), or inland (close to point A in Figure 1), and both earthquakes had resulted in significant crustal deformation both onshore and offshore. The coseismic deformations resulting from these two earthquakes are displayed in Figure 2 (panels A and C). These scenarios are in the low-probability and high-consequence end of the source discretization.

Figure 1B displays the locations of the numerical grids with the highest spatial resolution (10 m) and Figures 1C,D detail the high-resolution topo-bathymetry with a colour scale chosen to emphasize spatial differences in elevation in the zero to 20-m range of greatest relevance for tsunami inundation and consequence for human life and infrastructure. Regions with elevation over sea-level in the range 0–5 m are coloured green, regions with elevation in the range 5–10 m are coloured brown, and regions with elevation exceeding 10 m coloured red with the colour fading as rising topography takes land and infrastructure above the tsunami threat. Details of the Digital Elevation Model (DEM) are provided in Gibbons et al. (2020) and the sources are listed in the Data Availability Statement. The DEM does not include buildings but, even at a 10-m resolution, some choices have been made regarding built infrastructure with, for example, raised road constructions visible in Figure 1. In the DEM and Tsunami-HySEA inundation modelling, these provide a barrier to the incoming water.

The first part of the analysis in the present study is dedicated to exploring systematically how the inundation varies with the choice of the Manning friction parameter. To this end, we perform a suite of tsunami simulations considering four different earthquake sources and 19 values of $n$ (76 scenarios in total). A constant value of the Manning $n$ value for the entire
domain is assumed for simplicity. Such an approach is common practice in tsunami simulations even though this does not resolve spatially dependent friction properties of the Earth’s surface. We justify it here on the grounds that we want to examine inundation over varying topography as a function of this parameter. A spatially varying $n$ here would represent a vast number of parametric choices and would complicate interpretation. Results from our uniform $n$ parameter searches will hopefully provide guidance in experiment design for studies with spatially varying $n$. The second part of the study explores the dependency of the tsunami inundation on the variability of fault orientation (i.e. strike and dip angles), the slip direction (i.e. the rake angle), and the depth of the source; in that case we analyse a suite of 1,440 tsunami simulations. Figure 2 shows the sea floor deformation resulting from six different specifications of earthquake parameters selected from the total set of combinations. We adopt for each scenario a uniform slip value along the fault plane and all simulations were run for a total of 4 h following the earthquake.

**SENSITIVITY OF INUNDATION TO THE MANNING FRICTION**

Testing the sensitivity of the inundation to the Manning friction was performed for four hypothetical earthquake scenarios, M1, M2, M3, and M4. Two of them, labelled M1 and M2, are almost identical to scenarios from the NEAMTHM18 model, changed only in the exact coordinates of the earthquake fault centers. Scenarios M3 and M4 have the same Okada parameters as scenarios M1 and M2 respectively, except for the epicenters that are moved.

![Figure 2](image_url)
significantly offshore to point D to model the sensitivity of a more distal earthquake. These scenarios were selected since the corresponding models from NEAMTHM18 had demonstrated inundation at significant distances inland from the shoreline, such that changes in the degree of inundation due to changes in the friction would be easy to visualize. Out of the subset of scenarios simulated in Gibbons et al. (2020) which generated high inundation, the selection for the friction study here is otherwise quite arbitrary. The seafloor displacements for all four scenarios are displayed in Figure 3 together with the areas of inundations at Catania and Siracusa resulting from the generated tsunamis.

Inundation scenarios are obtained for Catania and Siracusa for each of the four earthquakes considered and each of the 19 values of $n$, covering the range from 0.005 to 0.095 in increments of 0.005. The value $n = 0.03$ (which is widely used in operational
tsunami modelling) is highlighted in Figure 3 as this was the value applied uniformly to all calculations in Gibbons et al. (2020). In all cases, a constant value of $n$ for the entire domain is assumed for simplicity. The Tsunami-HySEA code calculates the tsunami propagation on the bathymetry and topography as deformed by the earthquake and records, for each grid location, the highest water level (relative to the undisturbed sea surface) attained over the entire simulation. The flow depth for a given location is obtained in post-processing by subtracting the deformed topography from this.
value. The flow-depth is therefore sensitive to the onshore co-seismic displacement which varies from scenario to scenario, in addition to the water displacement offshore. We consider only areas that were above sea-level prior to the earthquake. Figure 3 displays, for a given height, $h$, the area of land (in square kilometers) for which the maximum flow depth exceeds $h$. We note that both the horizontal and vertical scales vary from panel to panel in Figure 3. Each set of panels corresponds to a different earthquake scenario, and the curves for that scenario are reported for all the $19 n$ coefficient values. We compare directly only the shapes of the curves for the different values of $n$. All scales were chosen to optimize the resolution of the relationships between the different curves, even though this is at the expense of direct comparison between curves in different panels.

The space between the curves in the $y$-direction gives a measure of the sensitivity of inundation to the $n$ parameter. If the lines are very close together, it means that the inundated area is not highly sensitive to the parameter for the given flow depth. If the lines are far apart, it means that the modelled inundation varies greatly for different values of the friction. The ratio between the value of a curve for a given $h$ and the value of the same curve at $h = 0$ indicates the proportion of the inundated land experiencing the indicated flow depth or higher. That the curves diminish towards zero indicates that relatively small regions experience the maximum flow depths calculated for each scenario. For smaller flow depths, the lines diverge. Simulations with very low values of $n$ model inundation that covers far wider regions than simulations with much higher values.

The results are evaluated for both Catania and Siracusa. We see, in Figure 1, three fundamental differences between the regions exposed to inundation at Catania and Siracusa. First, that there is far less low-lying land at Siracusa than at Catania. Second, that the Bay of Catania has almost 20 km of exposed coastline compared with an inlet less than 2 km wide at Siracusa. Thirdly, much of the Bay of Catania has several km of relatively shallow water (less than 100 m deep) separating the coast from the deep sea. At Siracusa, a large shallow bay is partially protected by a large sea wall and the sea floor falls to great depth within a far shorter distance than at Catania.

For the Bay of Catania, the inundation area vs $n$ curves are similar for scenarios M1 and M2. While the epicenters and angle of strike for the two cases differ somewhat, both result in comparable co-seismic subsidence in the region where the inundation is measured. The curves for offshore earthquake scenarios M3 and M4 also display somewhat similar shapes, but the inundation is several times greater for scenario M4 than for scenario M3. Scenarios M3 and M4 differ in the choice of both the strike and dip angles. The strike angle for scenario M4 (157°) makes the rupture more parallel to the coastline than is the case for scenario M3 (strike = 67°), and the angle of dip for case M4 (50°) is greater than for case M3 (30°). Both these factors may contribute to the higher inundation for scenario M4. Scenarios M1 (strike = 67°) and M2 (strike = 157°) differ similarly in orientation to scenarios M3 and M4. However, being far closer to shore and with significant co-seismic displacement within the coastal zone, the tsunami generation relative to the shore is more complicated than for the more distant sources. There are many factors affecting the inundation area metrics for scenarios M1 and M2 and the similarity in the inundated extents may be quite coincidental.

For Siracusa, the two scenarios M2 and M4 (both with strike = 157°) result in significantly greater inundation than either scenarios M1 or M3 (both with strike = 67°). That the inundation for scenario M4 significantly exceeds the inundation for scenario M3 at Siracusa is, as for Catania, likely the result of the strike angle being more aligned with the coastline, resulting in an unfavourable directivity of the tsunami. The corresponding difference between scenarios M1 and M2 is likely exacerbated by the significant co-seismic subsidence at Siracusa for scenario M2 which does not happen in scenario M1 (see uppermost panel of Figure 3).

Figure 4 illustrates what the inundation curves mean in terms of the spatial pattern of the inundation for scenario M1 at Catania (as shown in the top left panel of Figure 3). We focus on the pre-earthquake topography between zero and 10 m with a greyscale indication of elevation. A sequence of coloured lines marks the maximum extent of inundation for each of the specified levels of flow depth as a function of the Manning friction. The Southernmost part of the Bay of Catania is low-lying land bounded by a steep rise in topography. Panel A shows that the inundation of the low-lying region is stopped only by topography for all but the highest (and least physical) values of $n$. In the Northern part of the bay, the topography rises somewhat more gradually. The extent of the inundation increases steadily further inland for lower values of $n$. In this northern part, the extent of inundation with the high friction parameter of $n = 0.09$ is approximately 50% of the extent of inundation with the respective low value of $n = 0.01$ with intermediate (and more realistic) values resulting in inundation extents between these extremes. Greater flow depths (panels B through F) are increasingly restricted to the near-shore region. In the more sloping northern part of the bay, the limit of inland reach approaches the coast steadily for each increase in flow depth considered. In the far flatter southern part of the bay, the area of inundation is less sensitive to $n$. For flow depths of 0–2 m (panels A–C), only the very highest values of $n$ prevent almost total inundation of the low-lying region. For a flow depth of 5 m (panel E), only at the lowest values of $n$ is there inundation significantly inland. As expected from the inundation curves in Figure 3, a flow depth of 10 m is recorded only close to the shoreline to the north of the harbour wall (panel F).

Figure 5 displays the maximum momentum flux attained as a function of location for each of the scenarios and for three chosen values of $n$: 0.01, 0.03, and 0.05. This measure of the tsunami impact changes more significantly with $n$ than the spatial extent of the inundation. The wave period of the incident wave is in the order of 10 min; this gives rise to a positive wave forcing on the coastline that lasts for several minutes. This will feed the inland wave over a long time before the wave can retreat. In the lower lying regions, the inundation will continue until stopped by an ultimate topographic barrier. The flow depth, and consequently the momentum flux, will decrease more with distance from the sea for higher values of $n$. For areas with gently increasing topography, the reduction in flow depth with distance
resulting from the higher \( n \) will lead to a corresponding reduction in the inundation distance.

Figure 6 displays corresponding patterns of maximum momentum flux but for the region surrounding Siracusa. Whereas the inundation in the Bay of Catania is very similar for scenarios M1 and M2 (Figures 5A,B), the inundation at Siracusa for scenario M1 (Figure 6A) is significantly lower than that for scenario M2 (Figure 6B). This is easy to understand in relation to the fault specifications (Figure 5). Both scenarios have significant downward displacement along the Catania coastline but only scenario M2 results in ground displacement directly at Siracusa. Even though the inundation for scenario M1 is significantly less at Siracusa, there are clear differences in both the extent of inundation and in the maximum momentum flux for the different values of \( n \). In all cases, the inundation is greatest for the town of Siracusa (at the northern end of the bay) although inundation penetrates several km inland along the lowest-lying ground both for scenarios M2 and M4.

**SENSITIVITY OF INUNDATION TO EARTHQUAKE SOURCE PARAMETERS**

We perform four different sweeps of parameters, with one being described in each of the following four sections. The first of these sweeps considers sensitivity to the angle of rake. The second and third sweeps scan jointly the parameters strike and dip, considering separately the far offshore and the near-shore earthquake sources. The fourth and final sweep investigates the dependency on strike, dip, and depth.
Sensitivity to the Angle of Rake

The angle of rake gives the relative direction in which the hanging wall moves over the foot wall. A rake angle of zero or 180° is a strike-slip fault, in which there is no vertical slip. A rake angle of +90° is a reverse thrusting fault, where the hanging wall moves upwards relative to the foot wall. A rake angle of 270° or −90° is a normal fault in which the hanging wall moves downwards relative to the foot wall. All other angles of rake indicate some form of oblique faulting. The eastern coast of Sicily is approximately North-South aligned such that a tsunami generated by an earthquake to the East of Sicily will likely have greatest impact if the rupture has a North-South strike angle. We also anticipate that an dip angle of around 45–50°, accompanied by dip-slip faulting (rake around 90° or −90°), will likely have the greatest effect (Kajiura, 1980; Geist, 1998). We ran 48 simulations, with strike angles of both 0° and 180° and the full range of rake angles in increments of 15°. The epicenter for all the earthquake sources selected was set to the point labelled D in Figure 1; this ensured that no co-seismic displacement occurred on or close to land at the coastline of interest.

In addition to the inundation maps, we also save time-series of tsunami surface elevations at several offshore points of interest from the numerical tsunami simulations. Figure 7 displays these time-series for each of the 48 simulations, evaluated at a single location offshore Catania: synthetic marigrams. Figure 7B is for strike = 0°, where the fault dips to the East and away from Sicily,
Varying the angle of rake. (A,B) Offshore surface elevation time-series generated by the Tsunami-HySEA code for the location 37.5368°N, 15.1333°E, offshore of the Bay of Catania on Sicily as a function of minutes after the earthquake origin time. All channels are displayed to the same vertical scale with the red scale bar indicating a vertical displacement of 4 m. (C,D) Area of land inundated with a flow depth exceeding the value indicated by the colour for the tsunamis generated by the earthquakes in the scenarios as indicated. The areas measured for Catania are within the region displayed in Figure 1C and the areas measured for Siracusa are within the region displayed in Figure 1D. The curves are displayed for the following values of the height, h: 0.01, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, and 4.0 m.
and panel (B) is for strike = 180°, where the fault dips to the West and towards Sicily. As expected, the greatest amplitudes are observed for the pure reverse faulting (rake = 90°) and the pure normal faulting (rake = −90°) whereas the strike-slip faulting results in very small wave-heights. As is quite well established, the oblique faulting scenarios result in very similar waveforms to the purely reverse and normal faulting scenarios, just at lower amplitudes, as the faulting style controls the proportion between horizontal and vertical coseismic sea floor displacement; dip-slip faulting provokes a larger amount of the more tsunamiogenic vertical displacement.

The choice between strike 0° and strike 180° has a second order effect on the amplitudes, affecting the shape of the waves more than their amplitude. For the strike = 0° simulations (fault dipping away from Sicily: Figure 7A), reverse faulting (rake > 0°) results in a small initial drop in the offshore sea elevation, around 15 min after the earthquake, followed by a rapid increase, for which the global maximum is achieved about 20 min after the origin time. For the normal faulting earthquakes (rake < 0°) the opposite occurs; a small increase is followed by a significant decrease with maximum inundation happening some 20 min after the initial wave arrival. For the strike = 180° simulations (fault dipping towards Sicily: Figure 7B), with reverse faulting, the maximum sea elevation still happens on the first upward wave but with a somewhat slower rise. For the normal faulting sources, the offshore elevation is somewhat lower than both the reverse faulting sources and the normal faulting sources for the strike = 0° case.

Figures 7C,D shows the dependence of the inundation features to the faulting parameters. We choose several discrete target flow depth values, h, and for each we plot, as a function of the rake angle, a curve of the area of land inundated with maximum flow depth greater than h. This is done separately for Catania and Siracusa, and for strike = 0° and strike = 180°, as indicated. For both Catania and Siracusa, and both strike = 0° and strike = 180°, there is an approximate order of magnitude scaling

**Figures 8 | Area of tsunami inundation in km² for Catania (A,C) and Siracusa (B,D) for earthquake scenarios with fault centers at point D (significantly offshore). Panels (A,B) display inundation for rake = 90° (reverse faulting) and panels (C,D) for rake = −90° (normal faulting). The colour scales differ for the two locations, reflecting the areas subject to inundation, but are identical for the normal and reverse sources at both locations.**
factor between the inundated area given a normal or reverse thrust fault movement (rake = 90° or -90°) and the inundated area given a purely strike-slip fault. For Catania, the reverse thrusting faults generate a 20–25% greater inundation than the corresponding normal faults, which reflects the ratio between the positive and negative offshore amplitudes (Figures 7A,B). For Siracusa, there is less of a difference. As expected there is a quite simple relation between the rake angle and the area of inundation, supporting the assumption that we can limit our parameter searches in PTHA earthquake scenarios to the cases 180°, 90°, 0°, and –90° (as with e.g. Selva et al., 2016; Basili et al., 2021) and estimate from calibration curves what the inundation would be for oblique faulting. We appreciate that there may be situations in more complicated topo-bathymetry where the angle of rake and severity of inundation could have a more complicated relationship.

Sensitivity to the Fault Strike and Dip (Far Offshore Case)

For the second sweep of earthquake parameters, we stay at the further offshore source location (Figure 1D) and vary the angles of strike and dip while assuming rake angles of +90° or –90°. We cover the full range of strike angles in intervals of 10° and consider dip angles in the range 10°–70°, also in intervals of 10°. Figure 8 displays the inundated area in the Bay of Catania (panels A and C) and at Siracusa (panels B and D) as a function of strike and dip using intensity of colour in a wheel; the sources
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**FIGURE 9** | Inundation maps for Catania and Siracusa for the relatively distant offshore earthquakes as indicated together with surface elevation time-series as simulated at the location 37.5368°N, 15.1333°E. Panels (A,B) display inundation maps and time-series for rake = 90°, panels (C,D) for rake = –90°. The time-series are all for the dip = 50° scenarios. Vertical surface elevation scales and colour scales are identical for all panels.
with shallow dip angles (dip = 10°) are displayed in the outer ring
and sources with increasingly steep dip angles displayed
progressively closer to the center. The upper panels (A and B)
are for reverse thrust faulting earthquakes and the lower panels (C
and D) are for normal earthquake sources.

Strike and dip seem to influence the inundation area almost
independently, with the peaks induced by the dip at
intermediate angles that modulate the trend imposed by the
strike angle. The strongest dependence is with the strike angle
with by far the greatest inundation for sources with strike
angles in an approximately North-South direction. The
strike angles resulting in the most significant inundation
differ slightly for the two coastal stretches, matching almost
perfectly the corresponding coastline orientations at the two
locations (see Figure 1B). A strike angle differing from this
direction by 30° or more results in a significant decrease in the
inundation area.

The dip angle dependence is weaker than the strike angle
dependence. Maximum inundation typically occurs for a dip
angle around 45° degrees although there are exceptions. The
steeper dip angle sources result in greater inundation for some
strike angles (at Siracusa in particular) and only for the shallowest
dip angles (e.g. 10°) is the inundation extent signifi-
cantly lower than for the steeper angles. There is significant symmetry between
the inundation areas resulting from the reverse fault earthquakes
(Figures 8A,B) and the corresponding normal counterparts
(Figures 8C,D). Inundation varies relatively smoothly with
both strike and dip and it appears that the chosen
discretization is sufficiently fine that no qualitatively different
inundation patterns have been omitted. Each of the rose
diagrams in Figure 8 contains the results from 252
calculations such that, with this sampling density, 504
scenarios are required to cover the strike, dip, and rake
parameters alone for a single location, depth, dimensions,
and slip specifications. In a PTHA, where many fault centers, magnitudes, and slip specifications need to be covered, we would ideally like to reduce the sampling density for these angles. Given the relatively small range of the strike angles resulting in the greatest inundation, it seems necessary to have 30-degree intervals or finer for the angle of strike for resolving this parameter space in hazard analysis. The smaller sensitivity to the dip angle would suggest that the sampling interval in dip could be reduced without fear of introducing significant bias in inundation quantification.

Figures 9A,C show maximum flow depth maps at both Catania and Siracusa for four of the scenarios displayed in Figure 8 resulting in the greatest inundation areas. All scenarios have a dip angle of 40° and we consider strike = 0° and 180° for both normal and reverse earthquake mechanisms. The patterns of maximum inundation are relatively consistent for
all scenarios with no qualitative differences observed. Panels B and D shows synthetic marigrams at the same offshore point as displayed in Figure 7 for each of the calculations with dip = 50°. Whereas the wave arrival time was almost identical for all the traces in Figure 7, with a fixed strike angle and varying rake, there is an almost sinusoidally varying arrival time for the traces in Figure 9. The East-West striking sources result in weaker inundation but an earlier arriving wave, as part of the seafloor displacement occurs closer to the sensor. The maximum surface elevations achieved for strike = 0° and strike = 180° are similar although there are subtle differences in the shape of the waveform. The gradual change in the shape of the wavelet with the 10° increment in the strike angle is again a good indication that the applied parameter sampling density is sufficient for a qualitative understanding of the behaviour over the full range of strike angles. We note that these single-point
offshore time-series do not provide any information about the directionality of the wave. The offshore wave amplitudes are lower for the East-West striking sources than for the North-South striking sources and the oblique directivity of the incoming wave will likely reduce the inundation further.

The simulated offshore marigrams in Figures 9B,D indicate the most significant differences between the normal and reverse faulting sources. For the reverse mechanisms (Figure 9B), the maximum surface elevation is attained on the first peak; the corresponding times in the traces for the normal mechanism earthquakes (Figure 9D) has a negative peak with similar amplitude. Along the wavetrain, there is considerable symmetry between each trace for the reverse thrusting earthquake in Figure 9B and the negative of the

---

**FIGURE 13** | Area of inundation in the bay of Siracusa as a function of strike, dip, and depth for tsunamis with the earthquake sources with rake = 90°. Note that the colour scales in Figures 12, 13 are different with lower areas of inundation for the smaller bay at Siracusa. Panels (A–F) indicate respectively inundation resulting from earthquakes with depths 0, 1, 5, 10, 15, and 20 km.
corresponding trace for the corresponding normal source in Figure 9D. As we observed for the normal faulting sources in Figure 7, the first major peak in amplitude is downwards and the maximum upward offshore wave-height arrives some 20 min later.

Sensitivity to the Fault Strike and Dip (Near-Shore Case)

We repeat an identical set of calculations to those in the previous section, with the significant difference that all sources here have an epicenter at the point B: the one closest to the shore of interest. Figure 10 displays the exact analogies of the quantities displayed in the panels of Figure 8 but for the near-shore earthquakes. Almost every symmetrical feature in Figure 8 is replaced by an asymmetric (or antisymmetric) feature in Figure 10. For the significantly offshore earthquake sources (Figure 8), there is a relatively simple relationship between the inundation area and the strike angle, for a given dip angle, and similarly between the inundation area and the dip, for a given strike angle. (The functions of strike have maxima near 0° and 180° and minima near 90° and 270°; the functions of dip have maxima close to 45°.)

For the close-to-shore earthquakes, there are also trends indicating significant dependencies of inundation on the specific combination of strike and dip.

The patterns of inundation area for the distal reverse faulting sources (Figures 8A,B) are almost identical to the corresponding patterns for the distal normal faulting sources (Figures 8C,D). All panels of Figure 10 show complicated patterns of dependence upon the strike and dip angles with non-linear dependencies on the two different parameters. The inundation rose plots for the near-shore reverse faulting sources (Figures 10A,B) are almost inverse images of the corresponding plots for the near-shore normal faulting sources (Figures 10C,D). The relationship between the land orientation and the source orientation varies greatly from case to case for the near-shore earthquakes, with the exact spatial form of the uplift or subsidence depending strongly on both angles of strike and slip. From the present analysis, we cannot determine the causative reason for this parametric control on the inundated area, but we note the following aspects that can provide a substantial influence: First, the rake angle controls the displaced volume of water and the depth of generation, this provides two different proxies for the tsunamigenic strength. The displaced volume and distribution of the initial wave naturally influences this strength and the depth influences the relative contribution of shoaling. Second, the source orientation influences the relative orientation towards the shoreline, influencing the wave directivity. Third, as the angle of rake determines either upward or downward displacement, the complementary nature of panels (A, B) and (C, D) in Figure 10 indicate that the co-seismic displacement on land can influence the spatial extent of the tsunami inundation for these sources. These trends are
difficult to predict and to be generalized. Therefore, for a PTHA, a rather fine discretization of the parameters seems to be required for near-field sources.

**Figure 11** shows corresponding inundation areas for Catania and Siracusa for four selected earthquake scenarios. All these sources have strike angle 20° but differ in dip and rake angles and show very different inundation patterns on both stretches of coastline. **Figure 11A** shows inundation maps for two reverse thrusting earthquakes with dip angles 10° and 70°. The shallow dip reverse fault earthquake results in moderate inundation at both Catania and Siracusa whereas the steep dip earthquake results in severe inundation at Catania and exceptionally little at Siracusa. The maps in **Figure 11A** provide an interpretation of the relative colour scales in **Figures 10A,B**. For the normal fault earthquakes with the same dip angles (**Figure 11C**), the situation is the exact reverse. There is severe inundation at Catania for the shallow dip source and less for the steep dip source. The opposite is also seen at Siracusa; there is far greater inundation for the steep dip earthquake than for the shallow dip source.

The surface elevation time-series (**Figures 11B,D**) are also distinctly different from the corresponding traces in **Figure 9**. For the offshore sources (**Figure 9**), there is a delay of between 10 and 20 min between the time of the earthquake and the water wave reaching the sensor; the exact time of arrival varies near-sinusoidally with the angle of strike. For the near-shore sources (**Figure 11**), the displacement of water at the location of the sensor is immediate or almost immediate after the earthquake.

### Sensitivity to the Earthquake Depth

Our final parameter sweep explores the sensitivity of the inundation to the depth of the earthquake, in addition to the angles of strike and dip. The fault centers of all earthquakes are located at point C in **Figure 1**. As it is primarily depth we are focusing on, we present a coarser discretization of the angles of strike and dip. The earthquakes are located such that little or no co-seismic displacement is to be expected at the coast. However, the distance between the extremes of the fault plane and the coast becomes relatively small for values of the strike close to 90 or 270°. **Figure 12** displays the inundation rose plots for the bay of Catania for the reverse thrusting scenarios at six different depths. The depth displayed is that of the top of the fault, such that one adds half the product of the fault width and the sine of the angle of dip to get the depth of the fault center. **Figures 12A–C**, for the shallowest events, all display quite similar rose plots. The inundation is strongest for the strike = 0° and strike = 180° scenarios, although the inundation for the 45° and 225° scenarios is more significant than for the more distant earthquakes displayed in **Figure 10**. The dependence upon the dip angle is quite strong with significant inundation for dip = 50° and very little inundation for dip = 10°. However, this dependency is significantly influenced by the depth of the source; the deeper the source, the weaker the dip-dependence becomes. Indeed, **Figures 12D–F** show the dip and strike dependence for progressively deeper earthquakes and, while the strike-dependence remains quite constant, the variability with the angle of dip diminishes. For the deepest earthquakes (panel F), the dependence is almost purely a function of strike alone.
This is interpreted as an effect of the deeper earthquakes providing more smoothing of the initial seabed displacement, which reduces the tsunami variability. Figure 13 shows the inundation area at Siracusa for the same set of scenarios displayed in Figure 12 for Catania. The severity of tsunami inundation varies with strike angle somewhat differently for the two locations. However, the first order observations are consistent; the inundation is most significant for North-South striking earthquake sources and the dependence upon the angle of dip diminishes with greater depth. For PTHA, the trend is quite smooth. Thus, the consideration of different depth is very important, but a rough discretization may be sufficient to cover the natural variability of tsunami inundation.

Figure 14 displays offshore surface elevation time-series with the panels (A), (B), (C), and (D) showing the time-series as a function of depths for the angles of dip for the panels as indicated. For the sources closest to the surface, the surface elevation is very sensitive to the angle of dip with the uppermost traces in panels (A), (B), (C), and (D) increasing in amplitude. The lowest amplitude wave-heights for the dip = 10° case is consistent with the minimum area of inundation displayed in Figures 12A, 13A. Like with the inundation areas in Figures 12, 13, the surface elevation time-series displayed in Figure 14 become more and more similar for the different angles of dip as the depth decreases.

The maximum flow depths recorded in the simulations for which the time-series are displayed in Figure 14D (uppermost and lowermost traces) are mapped out in Figure 15. The shallow source results in a higher amplitude wavetrain with shorter period waves than the deeper source. The inundation maps for the Bay of Catania (Figures 15A,B) for the two scenarios are very similar, the greatest differences being observed to the North where the near-shore water is deepest. The difference in the maximum flow depth for Siracusa is much greater with far higher flow depths recorded for the shallow source than the deep source.

**CONCLUSION AND DISCUSSION**

We have performed multiple numerical simulations modelling earthquake-generated tsunamis in the Mediterranean Sea, where the inundation at the towns of Catania and Siracusa on the island of Sicily is estimated on 10 m by 10 m resolution grids. The non-linear shallow water Tsunami-HySEA model was used with a system of nested grids, with a scale of four increase in cell dimensions for each level. All earthquake sources were modelled using uniform slip on a single rectangular fault segment, modelling large earthquakes centered at four different locations. We performed parameter sweeps studying how the inundation at Catania and Siracusa varied with the Manning friction, $n$, and different combinations of the geometrical Okada fault parameters. We have performed both an analysis of the dependence of the inundation characteristic to the input parameter variation (seismic parameters) and to the model parameterization (Manning coefficient), but we also briefly discussed the sensitivity to the adopted discretization, that is to say how densely the allowed parameter ranges are sampled. Just as Burbidge et al. (2015) demonstrated that offshore tsunami height is a complex function of earthquake parameters, we demonstrate significant differences in the intensity and extent of onshore inundation both as a function of source and friction parameters.

We confirm that the Manning friction, $n$, is a significant parameter in determining the extent of inundation in numerical tsunami simulations. The sensitivity of the inundation to the choice of this parameter is dependent upon the amplitude of the incoming wave and on the topography of the coastal region. In our study of the inundation of the Bay of Catania in Sicily, we showed that the sensitivity of the inundation area to the Manning coefficient is likely greatest when the topography increases gently. While increasing $n$ reduces the geographical extent of the inundation, the reduction in the momentum flux is likely far larger. This metric may have greater significance as a hazard indicator than the tsunami flow depth. When PTHA is focused on quantifying inundation area, the results of our test show that there is a significant dependency of the results on the selected Manning coefficient. This means that more attention should be devoted in future local PTHA analyses to constraining the arising epistemic uncertainty, which may significantly impact the overall results.

For PTHA, we need a meaningful discretization of all potential earthquake tsunami sources. To make a PTHA computationally feasible, and calculable in a time-frame of interest, we want the minimum number of scenario definitions possible, while adequately covering the expected aleatory variability and related parameter space, and eventually different parameterizations or ranges stemming from the description of the epistemic uncertainty. In this study, we have considered only uniform slip on faults of a single dimension and only a single value of the slip. In addition, we have greatly restricted the number of earthquake locations. These limitations have allowed us to cover the angles of strike, dip, and rake using a fine discretization. Knowing how finely the source parameter space needs to be discretized is not possible, or is highly subjective, without a comprehensive sensitivity study. Or, seen the other way around, the risk is to adopt a too fine discretization to avoid undersampling. We wish for a discretization of each parameter such that no scenarios with significantly different tsunami impact are missed. In other words, the tsunami impact for a scenario with a given value of one parameter can be reasonably well predicted from the tsunami impact resulting from scenarios with neighbouring values of that parameter. Our goal is that the behaviour at arbitrarily specified points in our parameter space can be well interpolated from the behaviour at the points in our discretization.

We see examples of relatively smoothly varying behaviour as a function of the angle of rake (Figure 7) and the angles of strike and dip (Figure 8) for significantly offshore earthquakes. The continuity of the inundation metrics and the shapes of the offshore time-series with changes in these parameters give us confidence that the number of simulations performed can be limited to relatively few points in this parameter space for a given fault size and epicenter. In practice, this means for offshore earthquakes that we can probably consider only rake = 90° and rake = −90°, angles of strike in 30-degree increments, and 5 or 4 different values of the dip angle. For scenarios similar to those studied here, the tsunami impact from earthquakes with
intermediate sparse parameters can likely be well estimated using a relatively sparse set of scenarios. When the earthquake sources are far closer to the shore where inundation occurs, a far finer discretization of the hazard may be needed. The spatial distribution and intensity of the inundation is also greatly influenced by the co-seismic deformation (c.f. Volpe et al., 2019). We found that the impact of far offshore earthquakes was very similar for normal and reverse faulting, despite significant differences in the wave height time-series and implied consequences for the time before maximum inundation (Figure 9). For near-shore earthquakes, the impact metrics for normal faulting (rake = −90°) are almost an inverse of the impact metrics for reverse faulting (rake = 90°).

Finally, in a more limited sweep of strike and dip angles for offshore earthquakes, we demonstrate that the dependency upon the angle of dip decreases for deeper sources. For earthquakes close to the sea floor, shorter period waves are generated and there are significant changes in the tsunami intensity as we change both angles of strike and dip. For deeper earthquakes, only the longer period waves are excited and the tsunami intensity becomes less affected by the angle of dip. The strike angle is still significant for deeper earthquakes.

Despite the large number of simulations performed in this study, only a tiny fraction of parameter space has been covered. It is first noted that only two small stretches of coast have been studied, with a relatively simple relation between orientation of the coast to the locations of the prescribed earthquakes. Stretches of coastline with other geometries will likely experience tsunami impact which varies with source parameters in different ways. Some of the asymmetries displayed in this study are likely related to specific characteristics of the topo-bathymetry combined with the source orientations. These complications will increase as more complicated source geometries and more realistic models of heterogeneous slip are employed. Serra et al. (2021), for example, recently studied the sensitivity of tsunami height along the Iberian coast as a function of complex fault geometry and variable slip and find significant variability in the tsunami impact for different realizations. Such offshore studies illustrate how the relationship between slip distribution and bathymetric features influences near-shore wave height for extensive coastal stretches. However, the inundation problem represents an enormous increase in the computational cost and yet remains essential for assessing long term local tsunami hazard.

There may be several strategies for predicting onshore tsunami impact from offshore models. Davies et al. (2021) apply efficient Monte-Carlo sampling to estimate onshore PTHA from offshore. Liu et al. (2021) apply different Machine Learning (ML) techniques to predict tsunami amplitude at forecast points based upon short-term time-series at more offshore observation points; it is conceivable that an extension of such ideas will allow realistic inundation forecasts with high spatial resolution based upon offshore models and ML with a sufficient set of training data. For both ideas, simulated high-resolution inundation as a function of finely resolved parameter spaces will provide good validation of model forecasts. As PTHA with high-resolution inundation simulations becomes increasingly feasible for vast numbers of tsunamigenic scenarios, we seek a tsunami hazard quantification that is converged with respect to the granularity of the source discretization and modelling parameters. This work is a step in that direction.
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