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Abstract

Gaussian processes are powerful models for probabilistic machine learning, but are limited in application by their \( O(N^3) \) inference complexity. We propose a method for deriving parametric families of kernel functions with compact spatial support, which yield naturally sparse kernel matrices and enable fast Gaussian process inference via sparse linear algebra. These families generalize known compactly-supported kernel functions, such as the Wendland polynomials. The parameters of this family of kernels can be learned from data using maximum likelihood estimation. Alternatively, we can quickly compute compact approximations of a target kernel using convex optimization. We demonstrate that these approximations incur minimal error over the exact models when modeling data drawn directly from a target GP, and can out-perform the traditional GP kernels on real-world signal reconstruction tasks, while exhibiting sub-quadratic inference complexity.

1 Introduction

In recent years, Gaussian processes (GPs) have become an increasingly popular class of models in machine learning due to their simplicity of implementation, flexibility, and ability to perform exact Bayesian posterior inference on observed data. They are particularly popular in time series modeling[1]. Recently, GPs were proposed as models for Bayesian signal processing with the introduction of the sinc kernel[2] and recent work on spectral analysis with GPs[3].

An issue that plagues wider adoption of GPs is computational complexity. General exact inference methods on \( N \) data points, as well as the computation of the data likelihood gradient (for parameter learning via maximum likelihood) requires the inversion of an \( N \times N \) covariance matrix. Barring any special structure in the matrices, this requires \( O(N^3) \) time and \( O(N^2) \) space. This makes them ill suited for very large machine learning tasks with hundreds of thousands or millions of data points. Even on smaller problems, \( O(N^3) \) inference complexity limits the utility of GPs for applications with latency requirements or compute limitations.

There has been a variety of work on scaling Gaussian processes to large datasets[4], typically through approximations. These include methods that subsample data[5], or find low-rank approximations of the kernel matrix[6]. Recent work[7] has focused on exploiting GPU accelerated black-box matrix-vector multiply (MVM) operations to compute matrix inverses with iterative algorithms, such as the conjugate gradient algorithm. These results have been extended to exact GP training and inference on large datasets[8]; by computing the kernel dynamically, they avoid the \( O(N^2) \) storage requirement to enable the use of GPU-accelerated MVMs, but do not directly decrease the \( O(N^2) \) MVM time complexity.

A little-explored area has been in choices of GP kernels with compact support that naturally yield \textit{sparse} kernel matrices[9][10], which we will abbreviate here as "compact kernels". These kernels...
Some examples of Wendland polynomials (a) previously described functions (Wendland polynomials) vs. parametric kernels generated from (b) polynomials and (c) Fourier modes.

can yield very fast matrix-vector multiply operations, on the order of the number of non-zero entries of the kernel matrix. If a dataset yields good sparsity structure, this can be exploited by black-box MVM methods for $O(N^2)$ or better covariance matrix inversion. However, there are only a small number of fixed kernels of this class that have been identified in the literature; they lack specific hyperparameters that can be tuned to data, and are qualitatively very similar to each other.

This paper generalizes and extends these to larger families of functions parameterized by positive definite matrices. We show that given a set of $M$ basis functions, we can generate a space of compactly supported positive definite kernels with dimensionality up to $\frac{M(M+1)}{2}$ through the evaluation of a particular integral. We then construct two concrete examples of these kernel families using polynomial and Fourier basis functions.

These functions can be fit directly to data using maximum likelihood estimation, but we also show that they can be used to approximate existing kernels. We derive an efficient algorithm for computing a compact approximation of a fixed kernel using convex optimization.

Finally, we perform experiments to demonstrate the utility of our constructed kernels. We show that sparse linear algebra can provide substantial inference speedups over naive implementations of GP regression (the exact speedup depending on the structure of the data). We also compare a set of common non-compact kernels to their compact approximations, derived using our convex optimization approach, to simulated data (drawn from a known GP) as well as real data (speech data from the TIMIT dataset). We then compare common non-compact kernels and previously identified compact kernels with our parametric kernels by directly maximizing likelihood on the TIMIT dataset, using the GPyTorch framework. We find that the flexibility of our parameterization allows for better performance both in terms of likelihood as well as reconstruction RMSE.

2 Background

Gaussian processes and positive definite kernels Gaussian processes can be thought of as distributions over functions $f : \mathbb{R}^d \rightarrow \mathbb{R}$ with the property that, for any finite collection of $N$ points $x_k \in \mathbb{R}^d$, the function values $f(x_1) \cdots f(x_N)$ are distributed normally:

$$\log p(y) = \frac{1}{2} (y - \mu)^T K^{-1} (y - \mu) - \frac{1}{2} \log |2\pi K|$$

where $y_i = f(x_i)$, $\mu_i = \mu(x_i)$ for some mean function $\mu : \mathbb{R}^d \rightarrow \mathbb{R}$, and $K_{ij} = K(x_i, x_j)$ for some positive definite kernel function $K$. For the rest of this paper, we assume that $\mu(x) = 0$; extending to non-zero $\mu$ is fairly trivial.

A typical use case for Gaussian processes is to observe some data $(x_i, f(x_i))_{i=1}^N$, then compute the posterior distribution over a set of unobserved points; by fixing $M$ points $x_1' \cdots x_M'$, the GP posterior is given by:

$$y' = (f(x_1') \cdots f(x_M')) \sim \mathcal{N} (K' K^{-1} y, K'' - K' K^{-1} K'^T)$$

where $K_{ij}' = K(x_i', x_j)$ and $K_{ij}'' = K(x_i', x_j')$. The restrictions on the kernel function $K(x, x')$ is positive definiteness; that is, that for any finite collection of points $x_i \in \mathbb{R}^d$, the kernel matrix $K$ is
positive semi-definite. If we assume that the kernel matrix is translation invariant, then we can write $K(x_i, x_j)$ as $K(x_i - x_j)$. These kernels can be analyzed using Fourier transforms, and positive definiteness is equivalent to the kernel function $K(x)$ having a real, non-negative Fourier transform (Bochner’s theorem).

Generally, a modeler will choose a family of kernels parameterized by a set of parameters $\theta$. The standard method for estimating the kernel parameters from a set of training data is by maximizing the log-likelihood of the data using gradient-based methods. The gradient of the log-likelihood w.r.t. a kernel parameter $\theta_i$ can be computed using matrix calculus as:

$$
\partial_{\theta_i} \log p(y) = \frac{1}{2} y^T K^{-1} (\partial_{\theta_i} K) K^{-1} y - \frac{1}{2} \text{Tr} \{ K^{-1} \partial_{\theta_i} K \} \tag{3}
$$

**Iterative and stochastic methods** Iterative methods (also referred to as “matrix-free methods”) solve a linear system $Ax = b$ without requiring a numerical representation of $A$, but by assuming the existence of a black-box algorithm for computing the product $Ax$ on an arbitrary input $x$. The prototypical example of this type of method is the conjugate gradient (CG) algorithm. CG poses the problem of solving $x = A^{-1}b$, where $A$ is an $N \times N$ positive-definite matrix, as a convex minimization problem:

$$
x = \arg\min_{x'} \|Ax' - b\|^2 \tag{4}
$$

Then, starting from an initial guess $x_0$, it takes a sequence of optimally-sized steps $p_1, p_2, \cdots$ along the gradient vectors of (3), projected to be conjugate to previous step directions:

$$
p_i^T A p_j = 0 \ (i \neq j)
$$

CG is guaranteed to converge in at most $N$ steps; since a generic MVM requires $O(N^2)$ time, this yields $O(N^3)$ time for computing $A^{-1}b$. In practice, CG reaches reasonable accuracy (such as floating point precision) in much fewer iterations; the exact convergence rate depends on the condition number of the matrix.

While scalable methods have been developed to compute the log determinant term in (1)(14), we are more interested in the gradient (3) with respect to a parameter $\theta$. The first term in (3) is the gradient of the log determinant. Given a fast algorithm for computing $K^{-1}b$ (for some $b$), we can construct a stochastic estimator for the trace term (5):

$$
\text{Tr} \{ K^{-1} \partial_{\theta_i} K \} = \mathbb{E}_b \left[ (K^{-1}b, (\partial_{\theta_i} K)b) \right], \ b \sim \mathcal{N}(0, I) \tag{5}
$$

Replacing the trace term in (5) yields an unbiased gradient estimator, and we can perform SGD without directly computing $K^{-1} \partial_{\theta_i} K$.

**Sparse linear algebra** The particular matrix structure we seek to exploit is sparsity. If an $N \times N$ matrix has only $NSZ$ non-zero entries (with $N \leq NSZ \leq N^2$), then computing a matrix-vector product requires $O(NSZ)$ time and $O(NSZ)$ space (since we only need to store the non-zero values along with their indices). If we can construct reasonably sparse ($NSZ$ scaling as $O(N)$) kernel matrices, and they are well enough conditioned that CG converges sufficiently in $N_c \ll N$ iterations, then we expect to see sub-quadratic time matrix inversions. Whether that is achievable or not is highly dependent on the data; we have found this works well with time series data due to the distribution of distances between points having a low coefficient of variation (standard deviation relative to mean).

Another complexity concern is the computation of the kernel matrix. While this is a lower order term (asymptotically) than inversion or determinant calculation, it can still be significant. In the dense case with standard linear algebra, the full $N \times N$ kernel matrix needs to be computed. In the sparse case, we only need to compute the $NSZ$ non-zero entries of the kernel matrix. However, we need to know which entries are non-zero; naively, this can be done in $O(N^2)$ time. If the data is one dimensional and pre-sorted, we can do this in $O(N)$ time using a sliding window technique; higher dimensions can be handled with orthogonal range reporting techniques.

**Compactly supported kernel functions** In general, kernel matrices are never naturally sparse. While certain kernels such as the square-exponential kernel $K(t) = e^{-t^2}$ decay very rapidly, they never reach zero. To achieve sparsity, we can try to find kernel functions that have compact support; i.e., they are zero outside of some interval $[-c, c]$ (which we will generically take to be $[-1, 1]$). While any function can be converted to have compact support by truncation (i.e., define $\tilde{f}(t)$ to be equal to $f(t)$ for $t \in [-1, 1]$ and zero outside of that set), the result will usually not be valid kernels.
Some compactly supported positive definite kernels have been identified in the literature, such as the Wendland polynomials \([9]\) and the function described in \([10]\). The most well-known subset of the former are shown in Figure \([1]\) these are defined by:

\[
\begin{align*}
w_1(t) &= (1 - |t|)_+ & w_2(t) &= (1 - |t|)_+^4 (4|t| + 1) \\
w_3(t) &= \frac{1}{3} (1 - |t|)_+^6 (35|t|^2 + 18|t| + 3) & w_4(t) &= (1 - |t|)_+^8 (32|t|^3 + 25|t|^2 + 8|t| + 1)
\end{align*}
\]  

(6)

where \((x)_+\) is the ReLU function. As we can see from the plots, the various compactly supported kernels have qualitatively “Gaussian-like” shapes; this observation is formalized in \([17]\), where the Wendland polynomials are shown to converge to a squared-exponential kernel in appropriate limits (with the region of support going to infinity).

### 3 Parametric families of compactly-supported kernels

Our goal is to generalize and extend these functions to larger families of compact kernels. The main insight that we use is the fact that for an arbitrary function \(f(t)\), the autocorrelation function:

\[
f_{\text{cor}}(t) = \int_\mathbb{R} f(x) f(x + t) dx
\]

(7)

is positive definite (whenever the above integral is defined); this follows from the convolution theorem in Fourier analysis and Bochner’s theorem. We can take a linear combination of basis functions \(f^\alpha(t) = \sum_k \alpha_k \phi_k(t)\), with \(t\) restricted to the interval \([-1, 1]\), and autocorrelate it to result in a positive definite function \(f^\alpha_{\text{cor}}(t)\). We can then take sums of these functions, for different coefficients \(\alpha\), to form new positive definite functions. This process is formalized in the following main result, where all of the coefficients involved are contained in a positive semi-definite matrix:

**Theorem 1.** Let \(\{\phi_k\}_{k=1}^{M}\) be a finite set of real- or complex-valued basis functions which are square integrable on \([-1, 1]\), i.e. \(\int_{-1}^{1} |\phi_k(t)|^2 dt < \infty\).

Define the matrix-valued function \(\Phi(t)\) as:

\[
\Phi_{ij}(t) = \frac{1}{2} \int_{-1}^{1} \min(|t|, 1) \phi_i^*(x) \phi_j(x + 2|t|) + \phi_j(x) \phi_i^*(x + 2|t|) dx
\]

(8)

Then, for any (real) \(M \times M\) positive semi-definite matrix \(A\), the following function is a compact positive-definite kernel supported on \([-1, 1]\):

\[
K_A(t) = \text{Tr} \{ A \Phi(t) \}
\]

(9)

Given such a function \(K_A(t)\), we can extend its support to any closed interval \([-c, c]\) via rescaling \(t\):

\[
K_{A,c}(t) = K_A(t/c).
\]

We will refer to \(c\) as the cutoff to emphasize that it controls the support of the kernel, rather than its shape, and generally suppress it from notation.

It is natural to ask how many degrees of freedom the resulting parametric family of kernels possesses. For a fixed set of \(M\) basis functions, the set of \(M \times M\) positive semi-definite matrices is a smooth manifold of dimension \(\frac{M(M+1)}{2}\), which provides an upper bound. A tight bound is determined by the following result:

**Theorem 2.** For strictly positive definite matrices \(A\), the image of the mapping \(A \mapsto \text{Tr} \{ A \Phi(t) \}\) is locally a smooth manifold of functions of dimension \(r\), where \(r\) is the number of linearly independent component functions of \(\Phi_{ij}(t)\).

In other words, the number of degrees of freedom is determined by the number of linearly independent component functions of \(\Phi_{ij}\). Proofs of these results are in Appendix [A].

Parameter estimation is typically performed by maximizing data likelihood with gradient-based methods. We can compute the derivative of the kernel function \(K_A(t)\) with respect to the parameter \(A\) (the \(\partial_A K\) factor in (3)) to be:

\[
\nabla_A K_A(t) = \Phi(t)
\]

(10)
3.1 Concrete parametric families: polynomial and Fourier basis functions

Natural choices of basis functions are those that make closed-form computation of the integrals in (8) tractable. Notable examples are polynomials and exponentials.

For example, choosing polynomials \( \phi_k = t^k \), \( k = 0 \cdots (M-1) \) makes computation of the positive definite basis functions \( \Phi_{ij}(t) \) simple to perform algorithmically via manipulation of polynomial coefficients, since polynomials are closed under integration, products, and composition. The result is that \( \Phi(t) \) is a set of polynomials in \(|t|\) of maximum degree \( 2M-1 \).

Another natural choice of basis functions are complex exponentials of the form:

\[
\phi_k(t) = \frac{1}{\sqrt{2}} e^{i\pi(k-1)t}, \quad k \in 1 \cdots M
\]

These form the first \( M \) components of a Fourier series decomposition of a function on \([-1, 1]\). The correlation functions \( \Phi(t) \) are:

\[
\Phi_{mn}(t) = \cos((m+n)\pi|t|)(1-|t|) \sin((n-m)(1-|t|))
\]

where \( \text{sinc}(t) = \frac{\sin(\pi t)}{\pi t} \) is the normalized sinc function. The final \( \Phi \) functions are real-valued, so implementations do not require complex numbers. This basis is more parameter efficient, as the output function space dimensionality is the full \( \frac{M(M+1)}{2} \) dimensionality of the parameter space, compared to a maximum dimensionality of \( 2M-1 \) for the polynomial basis (in practice, the functions generated by the polynomial basis have even fewer degrees of freedom). In Figure [1B] and [1C] we sample kernels randomly from the polynomial and Fourier basis families to illustrate some of their qualitative characteristics.

These kernels are only valid in one dimension, but can be extended to \( \mathbb{R}^d \) via tensor products:

\[
K^d(x) = \prod_{j=1}^d K(x_j)
\]

for a 1D kernel \( K(t) \). If \( K \) is compactly supported on \([-1, 1]\), \( K^d \) will be compactly supported on the unit ball under the uniform norm, \([-1, 1]^d\).

3.2 Compact approximations of non-compact kernels

While the kernel parameter matrix can be learned directly from data by maximizing the likelihood function, a primary application of these compact kernel functions is to approximate other kernels of interest, such as Squared Exponential or Matérn kernels. Truncating the kernels at some point will, in general, not result in a well-defined positive definite kernel; this can lead to pathologies like singular kernel matrices or negative variances (when the kernel matrix has negative eigenvalues). To fix this, we can consider fitting a compact kernel directly to a target kernel \( \tilde{K}(t) \) in an efficient manner. Due to the structure of the parameterization from Theorem [1] this fitting procedure takes the form of a convex optimization problem.

The approach we take is to minimize the \( L_2 \) norm between the kernel functions. The \( L_2 \) norm is less motivated as a loss than, say, an information divergence between the induced Gaussian processes, but it is much more tractable to compute. Assuming that we want a compact approximation with support on the interval \([-c, c]\), we want to minimize:

\[
\mathcal{L}(A) = \frac{1}{2} \| \text{Tr} \{ A \Phi(t) \} - K(t) \|_{L_2([-c,c])}^2
\]

\[
= \frac{1}{2} \int_{-c}^c (\text{Tr} \{ (A \Phi(t/c)) \} - K(t))^2 dt
\]

We can expand this out in terms of inner products on the Hilbert space \( L_2([-c, c]) \) (abbreviating our approximate kernel as \( \tilde{K} \)):

\[
\mathcal{L}(A) = \frac{1}{2} \langle \tilde{K}, \tilde{K} \rangle - \langle \tilde{K}, K \rangle + \text{const.}
\]

\[
= \frac{1}{2} \sum_{ijkl} R_{ijkl} A_{ij} A_{kl} - \sum_{ij} B_{ij} A_{ij} + \text{const.}
\]
\( \epsilon_F = 7.3E-6 \)
\( \epsilon_P = 2.9E-4 \)

\( \epsilon_F = 6.1E-4 \)
\( \epsilon_P = 3.3E-5 \)

\( \epsilon_F = 1.1E-5 \)
\( \epsilon_P = 5.1E-4 \)

\( \epsilon_F = 4.0E-3 \)
\( \epsilon_P = 8.0E-2 \)

Figure 3: Least-squared approximations of kernel functions (19)-(22) for order 5 compact parametric kernels. \( \epsilon_F, \epsilon_P \) are \( L_2 \) errors for Fourier and polynomial basis kernels, respectively.

The tensors \( R \) and \( B \) are defined by:

\[
R_{ijkl} = \langle \Phi_{ij}, \Phi_{kl} \rangle = 2 \int_0^c \Phi_{ij}(t/c)\Phi_{kl}(t/c)dt
\]

(17)

\[
B_{ij} = \langle \Phi_{ij}, K \rangle = 2 \int_0^c K(t)\Phi_{ij}(t/c)dt
\]

(18)

The above integrals are fixed numeric values, and can be computed offline through numerical integration. We found it to be helpful to enforce a peak matching constraint; that is, \( \text{Tr} \{ A\Phi(0) \} = K(0) \), which amounts to a linear constraint on \( A \). This effectively biases the solution to fit better near the origin, which seems to improve empirical results.

Taken together, these conditions define the following convex optimization problem:

\[
\text{Minimize} \quad \frac{1}{2} \sum_{ijkl} R_{ijkl}A_{ij}A_{kl} - \sum_{ij} B_{ij}A_{ij}
\]

Subject to: \( A \in \mathcal{S}_M^+ \)

\[
\text{Tr} \{ A\Phi(0) \} = K(0)
\]

We solve this optimization problem using the COSMO[18] algorithm. The entire process (computing the \( R_{ijkl} \) and \( B_{ij} \) tensors and solving the convex problem) takes a few seconds on a modern laptop, and is completely amortized outside of GP inference.

4 Experiments

We analyze the errors associated with compact approximations of several kernel functions of interest:

\[
K_{SE}(t) = e^{-t^2} \quad \text{(Squared-exponential)} \quad (19)
\]

\[
K_{OU}(t) = e^{-|t|} \quad \text{(Ornstein–Uhlenbeck)} \quad (20)
\]

\[
K_{\text{Matérn}}(t) = e^{-\sqrt{5}|t|} \left( 1 + \sqrt{5}|t| + \frac{5}{3}t^2 \right) \quad \text{(Matérn 5/2)} \quad (21)
\]

\[
K_{\text{sinc}}(t) = \frac{\sin(\pi t)}{\pi t} \quad \text{(Sinc/Band limited)} \quad (22)
\]

The first three are common kernels in GP literature; the fourth, the sinc kernel, has been suggested in [2] as an appropriate kernel for applying Gaussian processes to signal processing tasks. This kernel seems challenging to approximate, due to its \( 1/|t| \) decay rate inducing much longer-range correlations than other common kernels.

Compact approximation errors We show compact approximations of these kernels for a constant cutoff parameter value of 5 in Figure 4. Kernels generated from the Fourier basis generally perform better, likely due to having more degrees of freedom at a given order. The exception is the Ornstein-Uhlenbeck kernel, where it is unable to replicate the sharp peak at zero.
| Kernel          | Initial |         | Tuned |         |         |
|-----------------|---------|---------|-------|---------|---------|
|                 | Train NLL | Test NLL | Test RMSE | Train NLL | Test NLL | Test RMSE |
| SE              | 0.86±0.037 | 0.86±0.037 | 0.34±0.022 | 0.25±0.1 | 0.25±0.11 | 0.14±0.014 |
| SE (approx)     | 0.81±0.025 | 0.81±0.025 | 0.27±0.012 | 0.3±0.086 | 0.3±0.086 | 0.16±0.016 |
| OU              | 0.77±0.04  | 0.77±0.04  | 0.27±0.019 | 0.73±0.05 | 0.73±0.05 | 0.26±0.019 |
| OU (approx)     | 0.59±0.03  | 0.59±0.029 | 0.2±0.016  | 0.62±0.052 | 0.62±0.015 | 0.23±0.018 |
| Matern          | 0.5±0.034  | 0.5±0.034  | 0.19±0.014 | 0.27±0.074 | 0.27±0.015 | 0.14±0.011 |
| Matern (approx) | 0.48±0.029 | 0.48±0.029 | 0.18±0.015 | 0.34±0.072 | 0.34±0.071 | 0.16±0.016 |
| Sinc            | 17±3      | 17±3      | 0.3±0.03   | 0.59±0.089 | 0.61±0.098 | 0.22±0.021 |
| Sinc (approx)   | 0.53±0.061 | 0.53±0.061 | 0.23±0.021 | 0.78±0.03 | 0.78±0.03 | 0.28±0.019 |

Table 1: Comparison of non-compact kernels with their compact approximations, before and after tuning the kernel scale and length scale parameters of the target kernels.

In order to evaluate how well compact kernels approximate fixed kernels, we perform experiments on data sampled from known kernels. In Figure 4, we generate random problems from the four kernels (19)-(22) with 1024 training instances. We then compare training NLL scores as well as predicted RMSE on a hold-out test set of the original kernel along with a compact approximation, fit using the Fourier basis functions (11). We can see that, as expected, we pay a model mismatch price both in terms of RMSE and NLL. The sinc kernel had by far the largest approximation error, which is unsurprising due to its slow decay rate.

**Performance gains** In Figure 5, we compare the run time performance of posterior mean inference as a function of number of training points. We generated random GP inference problems with number of training examples ranging from 64 to 25000. We then timed the posterior mean calculation using both dense and sparse linear algebra. Not included in the time calculation was the kernel matrix formation (in the dense case) or the sparsity pattern calculation (in the sparse case); these both dominate in the low $N$ regime, so including them would make it more difficult to measure how the runtime scales. Additionally, the sparsity pattern calculations are amortized away when performing tasks like gradient-based likelihood maximization which can re-use the same sparsity pattern for each gradient calculation step.

**Real data** We perform experiments on a dataset of 380 audio files from the TIMIT dataset using the kernels (19)-(22), the Wendland polynomials in (6), and our compact parametric kernels using the Fourier basis. Each audio file is pre-processed, then 50% of samples are assigned to a training set and 50% to a test set. The four non-compact kernels are parameterized by kernel scale and length scale. The compactly supported kernels have a cutoff, so the Wendland kernels

![Figure 2: Best non-compact kernel (SE) and best optimized compact kernel when trained on TIMIT data.](image)

![Figure 4: Approximation errors from modeling data sampled from known kernels with compact approximations of those kernels.](image)

![Figure 5: Performance gains in run time for posterior mean inference as a function of number of training points.](image)

![Figure 6: Real data experiment results for TIMIT dataset.](image)
are parameterized by a single scale parameter and the Fourier basis kernels are parameterized by a positive semidefinite parameter matrix. We then compute NLL values on a held out test set as well as reconstruction RMSE. The results in Table 2 show that our parametric kernel families outperform both the Wendland polynomials as well as the baseline non-compactly supported kernels in terms of training NLL, testing NLL, and testing RSME. The best kernel found is shown in Figure 2 qualitatively, it is similar to the Lanczos functions, which are widely used for interpolation in image processing (although the Lanczos functions are not positive definite).

5 Discussion

In this work, we presented a generic method for generating parametric families of compactly-supported kernels, with two specific examples. These families can be fit to data directly, or used to find sparse approximations of existing translation-invariant kernels using convex optimization. The flexibility of the parameterization yields good fits to data, even compared to commonly used non-compact kernels which can model much longer range dependencies. Additionally, we showed empirically that for a typical time series-like task where the sparsity can be controlled (e.g., the number of non-zero kernel matrix entries grows as $O(N)$), we can perform kernel matrix inversion in sub-quadratic time with sparse linear algebra.

We believe that these kernels are attractive models for low-dimensional applications such as time series analysis, signal processing, and modeling spatial data. These types of datasets typically have strong local correlations (due to the underlying features representing a physical quantity like time or

![Figure 5: (a) Scaling characteristics of posterior mean inference with compact kernels vs. non-compact kernels for synthetic time series data. Values are scaled by $1/N$ to illustrate scaling behavior. The “predicted” line is proportional to (# of non-zero kernel entries)(# of CG iterations)/N, which is the number of multiplies required to invert the kernel matrix with CG. (b) Empirical runtime ratio of dense inference vs. sparse inference.](image)

| Kernel          | Train NLL | Test NLL | Test RMSE |
|-----------------|-----------|----------|-----------|
| SE (Best non-compact) | 0.25±0.1  | 0.25±0.11 | 0.14±0.014 |
| $w_1$ (6)       | 1.0±0.068 | 1.0±0.066 | 0.42±0.031 |
| $w_2$ (6)       | 0.53±0.11 | 0.52±0.11 | 0.17±0.016 |
| $w_3$ (6)       | 0.82±0.15 | 0.82±0.15 | 0.2±0.02 |
| $w_4$ (6)       | 0.85±0.15 | 0.86±0.15 | 0.21±0.021 |
| Fourier (order 3) | 0.51±0.069 | 0.5±0.067 | 0.23±0.022 |
| Fourier (order 5) | 0.25±0.093 | 0.25±0.094 | 0.15±0.016 |
| Fourier (order 8) | 0.19±0.071 | 0.19±0.068 | 0.13±0.013 |
| Fourier (order 12) | 0.19±0.089 | 0.19±0.09 | 0.13±0.013 |

Table 2: Performance of compact kernels on TIMIT audio files after likelihood optimization. The best non-compact kernel (SE) from Table 1 is shown for comparison. Significance indicated with a one-sided t-test with a 5% p-value threshold.
space), which makes a compact kernel a reasonable inductive bias. They also tend to have relatively regular spacing between data points, which allows for very sparse kernel matrices and enables fast inference. We suspect that they will be less competitive when modeling higher dimensional data (such as general regression or classification problems on feature spaces). These applications have more complex feature space geometry, and the curse of dimensionality makes controlling the kernel matrix sparsity more challenging. However, there are many low-dimensional application areas where scalable GP inference is necessary to process large datasets; these include industries such as finance and geospatial modeling. Our hope is that the methods proposed in the paper, combined with fast GPU implementations such as GPyTorch[7], can widen the adoption of GPs in these fields.

Acknowledgments and Disclosure of Funding

This material is based upon work supported by the United States Air Force under Contract No. FA8750-19-C-0515.

References

[1] Stephen Roberts, Michael Osborne, Mark Ebden, Steven Reece, Neale Gibson, and Suzanne Aigrain. Gaussian processes for time-series modelling. Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences, 371(1984):20110550, 2013.
[2] Felipe Tobar. Band-limited gaussian processes: The sinc kernel. In Advances in Neural Information Processing Systems, pages 12728–12738, 2019.
[3] Luca Ambrogioni and Eric Maris. Integral transforms from finite data: An application of gaussian process regression to fourier analysis. In Amos Storkey and Fernando Perez-Cruz, editors, Proceedings of the Twenty-First International Conference on Artificial Intelligence and Statistics, volume 84 of Proceedings of Machine Learning Research, pages 217–225, Playa Blanca, Lanzarote, Canary Islands, 09–11 Apr 2018. PMLR.
[4] Haitao Liu, Yew-Soon Ong, Xiaobo Shen, and Jianfei Cai. When gaussian process meets big data: A review of scalable gps. IEEE Transactions on Neural Networks and Learning Systems, 2020.
[5] S. Sathiya Keerthi and Wei Chu. A matching pursuit approach to sparse gaussian process regression. In Proceedings of the 18th International Conference on Neural Information Processing Systems, NIPS’05, page 643–650, Cambridge, MA, USA, 2005. MIT Press.
[6] Andrew Wilson and Hannes Nickisch. Kernel interpolation for scalable structured gaussian processes (kiss-gp). In International Conference on Machine Learning, pages 1775–1784, 2015.
[7] Jacob Gardner, Geoff Pleiss, Kilian Q Weinberger, David Bindel, and Andrew G Wilson. Gpytorch: Blackbox matrix-matrix gaussian process inference with gpu acceleration. In Advances in Neural Information Processing Systems, pages 7576–7586, 2018.
[8] Ke Wang, Geoff Pleiss, Jacob Gardner, Stephen Tyree, Kilian Q Weinberger, and Andrew Gordon Wilson. Exact gaussian processes on a million data points. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché-Buc, E. Fox, and R. Garnett, editors, Advances in Neural Information Processing Systems 32, pages 14648–14659, Curran Associates, Inc., 2019.
[9] Holger Wendland. Piecewise polynomial, positive definite and compactly supported radial functions of minimal degree. Advances in Computational Mathematics, 4(1):389–396, 1995.
[10] Arman Melkumyan and Fabio Tozeto Ramos. A sparse covariance function for exact gaussian process inference in large datasets. In Twenty-First International Joint Conference on Artificial Intelligence, 2009.
[11] John S Garofolo, Lori F Lamel, William M Fisher, Jonathan G Fiscus, and David S Pallett. Darpa timit acoustic-phonetic continuous speech corpus cd-rom. nist speech disc 1-1.1. NASA STI/Recon technical report n, 93, 1993.
[12] Christopher KI Williams and Carl Edward Rasmussen. Gaussian processes for machine learning, volume 2. MIT press Cambridge, MA, 2006.
[13] Jonathan Richard Shewchuk et al. An introduction to the conjugate gradient method without the agonizing pain, 1994.
[14] Kun Dong, David Eriksson, Hannes Nickisch, David Bindel, and Andrew G Wilson. Scalable log determinants for gaussian process kernel learning. In Advances in Neural Information Processing Systems, pages 6327–6337, 2017.

[15] MF Hutchinson. A stochastic estimator of the trace of the influence matrix for laplacian smoothing splines. Communications in Statistics-Simulation and Computation, 18(3):1059–1076, 1989.

[16] Marc Van Kreveld, Otfried Schwarzkopf, Mark de Berg, and Mark Overmars. Computational geometry algorithms and applications. Springer, 2000.

[17] Andrew Chernih, Ian H Sloan, and Robert S Womersley. Wendland functions with increasing smoothness converge to a gaussian. Advances in Computational Mathematics, 40(1):185–200, 2014.

[18] Michael Garstka, Mark Cannon, and Paul Goulart. Cosmo: A conic operator splitting method for convex conic problems. arXiv preprint arXiv:1901.10887, 2019.

[19] Michael L Stein. Interpolation of spatial data: some theory for kriging. Springer Science & Business Media, 2012.

[20] John M Lee. Smooth manifolds. In Introduction to Smooth Manifolds, pages 1–31. Springer, 2013.
A Proofs

A.1 Proof of Theorem 1

First, we prove the following lemma:

Lemma 1. Let \( f \) be a measurable function \([-1, 1] \to \mathbb{C} \). Then, the function \( h_f \) given by:

\[
h_f(t) = \int_{-1}^{1-2\min\{|t|,1\}} f(x)^* f(x+2|t|) \, dx
\]

is positive definite and supported on \([-1, 1]\).

Proof. Given such an \( f \), we can extend it to all of \( \mathbb{R} \) by:

\[
\tilde{f}(t) = \begin{cases} f(t) & |t| \leq 1 \\ 0 & |t| > 1 \end{cases}
\]

The autocorrelation of \( \tilde{f} \) with itself is given by:

\[
\tilde{h}(t) = \int \tilde{f}(x)^* \tilde{f}(x+t) \, dx
\]

Denoting \( \tilde{H}(\omega) \) and \( \tilde{F}(\omega) \) as the Fourier transforms of \( \tilde{h}, \tilde{f} \), respectively, we have:

\[
\tilde{H}(\omega) = |\tilde{F}(\omega)|^2 \geq 0
\]

Thus, \( \tilde{h}(t) \) is a positive definite function via Bochner’s theorem\[19\]. Since \( \tilde{f} \) is compactly supported, we can restrict the domain of integration to the support of the integrand:

\[
\tilde{h}(t) = \int_{|\max\{|x|,|x+t|\}|<1} f(x)^* f(x+t) \, dx
\]

\[
= \int_{-1}^{1-\min\{|t|,1\}} f(x)^* f(x+|t|) \, dx
\]

It is now easy to check that \( \tilde{h} \) is compactly supported on \([-2, 2]\). We re-scale \( t \) to compress the support to \([-1, 1]\):

\[
h_f(t) = \tilde{h}(2t) = \int_{-1}^{1-\min\{|t|,1\}} f(x)^* f(x+2|t|) \, dx
\]

Since positive-definiteness is preserved under constant rescaling of the domain, \( h_f \) is a positive-definite function supported on \([-1, 1]\). \( \square \)

Next, we can prove the main result:

Proof. Let \( \{\phi_i\}_{i=1\ldots N} \) be a finite collection of basis functions. If we consider a family of functions that are linear combinations of these basis functions (e.g., \( f_\alpha(t) = \sum_i \alpha_i \phi_i(t) \)), we can see that:

\[
K_\alpha(t) = \int_{-1}^{1-\min\{|t|,1\}} \left( \sum_i \alpha_i \phi_i(x) \right)^* \left( \sum_i \alpha_i \phi_i(x+2|t|) \right) \, dx
\]

\[
= \sum_{i,j} \alpha_i^* \alpha_j \left( \int_{-1}^{1-\min\{|t|,1\}} \phi_i(x)^* \phi_j(x+2t) \, dx \right)
\]

\[
= \sum_{i,j} \alpha_i^* \alpha_j \left( \frac{1}{2} \int_{-1}^{1-\min\{|t|,1\}} [\phi_i(x)^* \phi_j(x+2t) + \phi_i^*(x+2t) \phi_j(x)] \, dx \right)
\]

\[
= \alpha^H \Phi(t) \alpha
\]
where $\Phi_{mn}(t)$ is given by the “symmetric correlation” of $\phi_m$ and $\phi_n$. The symmetrizing step (31) → (32) is justified because the anti symmetric component of $\Phi$ does not contribute to the value of $K_\alpha$. Furthermore, since sums of positive definite functions are positive definite, we can extend this family to sums of these, which are parameterized by a positive semi-definite (PSD) matrix $A$:

$$K_A(t) = \sum_k (\alpha_k^H \Phi(t) \alpha_k) = \text{Tr} \left\{ A \Phi(t) \right\}, \text{ where } A = \sum_k \alpha_k \alpha_k^H$$

(34)

Here, $A$ can be either real (symmetric) or complex (Hermitian); if $\Phi(t)$ is real-valued, then only the real part of $A$ contributes to the value of $K_A(t)$.

A.2 Proof of Theorem 2

Proof. Let $S_N$ be the $m = \frac{N(N+1)}{2}$ dimensional vector space of $N \times N$ symmetric matrices, and let $V = \text{span}\{\Phi_{ij}(t)\}$, i.e. the $r$-dimensional vector space (with $r \leq m$) of all possible linear combinations of the functions $\Phi_{ij}$. Then the mapping $\pi(X) = \sum_{ij} X_{ij} \Phi_{ij}(t)$ is a surjective linear map from $S_N \rightarrow V$. We can think of $K_A$ as a smooth function from $S_N^+ \rightarrow V$ by embedding $S_N^+$ in $S_N$, and its differential (Jacobian) is given by:

$$dK_A(dA) = \sum_{ij} dA_{ij} \Phi_{ij}(t)$$

(35)

for a tangent vector $dA \in S_N$. Since this is just the map $\pi$, it does not depend $A$ and therefore has constant rank $r$. Therefore, the proposition holds by the Rank Theorem of differential topology (see [20], Theorem 4.12).

Intuitively, “Locally a smooth manifold of dimension $r$” means that for a fixed positive definite $A$, there are $r$ independent directions that one can move away from $A$ in the input space and generate different functions through the $A \mapsto \text{Tr} \{ A \Phi(t) \}$ mapping. Globally, the image could fail to be a manifold due to e.g. self-intersection or other pathologies.