Upscaling aboveground biomass of larch (*Larix olgensis* Henry) plantations from field to satellite measurements: a comparison of individual tree-based and area-based approaches
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**ABSTRACT**

Currently, aboveground biomass (AGB) estimation primarily relies on an area-based approach (ABA), particularly at a large scale. With the advancement of individual tree detection techniques and the availability of multi-platform remotely sensed data, the individual tree-based approach (ITA) provides the potential of accurate and nondestructive fine AGB mapping. However, the performances of the two approaches on upscaling AGB from individual tree to stand level have not been thoroughly investigated. This study conducted the nondestructive AGB estimation using both ITA and ABA and compared the AGB estimates and their spatial uncertainties from an individual tree- to stand-level based on multi-platform LiDAR and Landsat 8 OLI imagery, taking *Larix olgensis* that is one of the most notable afforestation tree species in northeastern China as an example. Results showed that the point cloud segmentation (PCS) outperformed CHM-based individual tree crown delineation algorithms and obtained the highest accuracy of individual tree AGB estimate (\(R^2 = 0.97\), \(RMSE = 28.58\) kg, \(rRMSE = 21.13\%\)) for the dense larch plantations (about 1265 trees/ha). The plot-level AGB estimate aggregated by all detected trees and its uncertainty based on Monte Carlo simulation were 158.16 and 3.64 Mg·ha\(^{-1}\), respectively. The average pixel-level AGB of larch plantations in Maorshan Forest Farm estimated by ITA and ABA were similar (129.66 v.s. 144.38 Mg·ha\(^{-1}\)). ITA outperformed ABA in terms of pixel-level AGB accuracy and spatial uncertainty of pixel-level and stand-level AGB estimates. The overestimation of low AGB values, typical in ABA, was effectively eliminated by the ITA. The upscaling frameworks proposed in this study for AGB estimation and spatial uncertainty quantification based on ITA and ABA could be extended to other plantations or uncomplex forests. This study contributes to the accurate quantification of AGB and understanding of the uncertainties in the carbon stock of forest ecosystems at multi-scales.

1. Introduction

In the context of global warming caused by \(\text{CO}_2\) and other greenhouse gases, the international community started the reduce deforestation and forest degradation (REDD+) plan (Angelsen 2009). REDD+ aims to reduce the destruction in developing countries and increase forest carbon sinks through forest protection and sustainable forest management to mitigate climate change (Ji et al. 2017). The emission reduction projects described in the REDD+ require robust methods to quantify large-scale forest carbon sinks. Due to forest biomass and carbon stocks equivalence, the forest’s carbon stocks mainly focus on forest biomass estimation. Forest biomass includes aboveground biomass (AGB), belowground biomass, coarse woody debris, litter, and soil organic matter (Satoo and Madgwick 2012). AGB, which can be subdivided into trunk, branch, and foliage biomass, accounts for the most significant forest biomass and could be direct measured and indirect estimated (West 2009). Accurately quantifying forest AGB is crucial for understanding global change-related issues such as the carbon cycle and climate change (Gleason and Im 2011; Zhang et al. 2022). The most accurate method to estimate forest biomass is harvest measurements. However, the traditional field survey data is time-consuming and labor-intensive, and it is impossible to cover large-areas (Lu et al. 2016). Due to the advantages of nondestructive, continuous, and spatially explicit remote sensing data, large-area AGB is mainly...
achieved by applying remotely sensed data, such as optical imagery, light detection and ranging (LiDAR) data, and radio detection and ranging (RADAR) data.

Without the restriction of light conditions, LiDAR data has been widely applied in forest inventory and monitoring since the laser beam can penetrate forests directly and obtain three-dimensional (3-D) canopy information (e.g. Zhen et al. 2015; Zhao et al. 2017; Du et al. 2021; Hao et al. 2022). LiDAR systems can be classified based on different forms of the echo signal (discrete returns or all returns), platforms (Satellite Laser Scanning, Airborne Laser Scanning (ALS), Unmanned Aerial Vehicle Laser Scanning (ULS), Terrestrial Laser Scanning (TLS), or Backpack Laser Scanning (BLS)), and footprint size (small footprint: ~1 m, medium footprint: ~10-30 m or large footprint ~50 m)(Lu et al. 2012). LiDAR could be currently the most effective tool to assess forest biomass after the suitable algorithms have been applied (Lee, Kim, and Choi 2013). And, the synergistic utilization of LiDAR and multispectral data is particularly beneficial to estimate various forest parameters (e.g. Du et al. 2021; Manzanera et al. 2016).

In recent years, researchers have utilized small foot- print LiDAR data for forest AGB estimation based on either individual tree-based approach (ITA) (e.g. Popescu 2007; Zhao, Popescu, and Nelson 2009; Fu et al. 2018; Qiu et al. 2019) or area-based approach (ABA) (e.g. Li et al. 2014; Su et al. 2016; Cao et al. 2018; Du et al. 2021). The ABA extracts features from remote sensing data at the plot or stand level and establishes a statistical model for estimating the forest AGB of the entire study area (Chen 2013). Features, estimation models, reference data are the most critical factors for ABA. The ABA method has an obvious advantage in the AGB estimation and mapping of large scale (Chen et al. 2016; Su et al. 2016), and have been applied in different forest types, such as boreal forests (Lei et al. 2012), tropical forests (Saatchi et al. 2011; Ometto et al. 2014), and temperate forests (Latifi et al. 2015; Li et al. 2015; Meng et al. 2016).

Since sample plots are the basic units for model fitting and validation for ABA, it is a challenge to obtain enough sample plots. Only a few studies have applied a large number of forest inventory plots for AGB estimation (Næsset and Gobakken 2008; Su et al. 2016). Moreover, it is challenging to investigate biomass uncertainties at different spatial scales due to the lack of detailed information on individual trees (Wang et al. 2009; Xu et al. 2018). In contrast, ITA estimates AGB at an individual tree level and aggregates them into a plot- or stand-level. Thus, the ITA based on individual trees could not only increase the sample size but allow the error propagation of AGB estimation in an up-scaling framework (Xu et al. 2018).

Since ITA estimates forest parameters (e.g. AGB) based on individual trees, an accurate individual tree crown delineation (ITCD) algorithm is significant. Individual tree crown, one of the basic forest parameters, could be applied in various forest-related studies such as biomass and carbon stock estimation (Fang et al. 2016). Over the past two decades, various ITCD algorithms have been developed to improve accuracy, such as maximum local filtering (Ene, Næsset, and Gobakken 2012; Smits et al. 2012), valley following (Leckie et al. 2003), region growing-based methods (Hyppä et al. 2001; Zhen et al. 2015; Hamraz, Contreras, and Zhang 2017), watershed segmentation (Koch, Heyder, and Weinacker 2006; Jing et al. 2012), region-based hierarchical cross-section analysis (Zhao et al. 2017), hierarchical region-merging algorithm (Hao et al. 2022), and so on. The improvement of classic algorithms or innovative approaches makes it possible to delineate individual trees under more complex forest conditions (e.g. closed hardwood forests, natural secondary forests), especially with the assistance of LiDAR data (Zhen, Quackenbush, and Zhang 2016). Compared to the ABA, ITA makes it easier to understand biomass uncertainties at different spatial scales and estimate plot-level biomass and error propagation in an upscaling framework (Xu et al. 2018).

The main steps of AGB estimation based on the ITA include (1) individual tree crown delineation; (2) estimation of the individual tree parameters (e.g. diameter at breast height (DBH), tree height); (3) individual tree species classification; (4) individual tree AGB estimation using allometric growth equations; (5) aggregation of individual tree-level AGB to plot or stand level. During the procedure, various error sources would influence the AGB estimation and need to be quantified. Standard methods to quantify the error budget included Monte Carlo simulation (Chen, Laurin, and Valentini 2015), Taylor series (Gertner, Cao, and Zhu 1995), polynomial regression (Gertner, Parysow, and Guan 1996), and so on. Some studies have explored the uncertainty caused by
different error sources during the AGB estimation procedure (Wang et al. 2009; Cohen et al. 2013; Montesano et al. 2014; Chen, Laurin, and Valentini 2015; Shetttles, Hilker, and Temesgen 2016). However, it is complicated to determine how errors are propagated from individual tree level to plot or pixel level due to the diversity of error sources and the limitations of ITCD techniques (Chen, Laurin, and Valentini 2015; Xu et al. 2018). Therefore, how to quantify the various errors in the AGB estimation based on the individual tree method and how the error propagation differs between ITA and ABA, especially for natural secondary forests, are still significant and attractive to the communities of both forestry and remote sensing.

To better understand the spatial distribution and uncertainties of AGB estimations of larch plantations in northeastern China, this study aimed to investigate the nondestructive AGB estimations using both ITA and ABA and conduct the upscaling of the two methods from an individual tree-, plot-, pixel-, then to stand-level using ULS-BLS, ALS, and Landsat 8 OLI imagery data. The specific objectives of this study were to: (1) estimate individual tree parameters (tree height, DBH) using four ITCD methods based on ULS-BLS data; (2) estimate individual tree- and plot-level AGB and explore the spatial uncertainties from an individual tree- to plot-level using Monte Carlo simulation; (3) estimate pixel- and stand-level AGB using ITA and ABA, and explore the spatial uncertainties using Monte Carlo simulation. This study proposed a practical workflow of upscaling the AGB of a typical tree species (i.e. Larix olgensis) in northeast China from field to satellite measurements and comparing the effects of ITA and ABA on the multi-scale AGB estimations. This study would provide a sound foundation for investigating fine AGB mapping at a broader scale and quantifying multi-scale spatial uncertainties of natural secondary forests of northeastern China in the future.

2. Materials and methods

2.1. Study area

The study area is located in Maoershan Experimental Forest Farm, Shanxhi City, Heilongjiang Province, China (Figure 1), which ranges from 127°29’E to 127°44’E and 45°14’N to 45°29’N. It is about 80 km away

![Figure 1](image-url). The location of the study area: (a) The location of Harbin in Heilongjiang Province, P.R. China (China Map Examination No. is GS (2019) 1822); (b) The location of Maoershan Experimental Forest Farm in Shangxi of Harbin; (c) The location of sample plots in Maoershan. The projection coordinate system for (b) and (c) is WGS 1984 UTM Zone 52 N.
from Harbin city, the capital of Heilongjiang Province, and belongs to the west slope of Changbai Mountain in the Changbai Mountains. The total area of the study area is 26,496 ha. The terrain is mountainous, rising from south to north with the highest peak of 805 m and an average elevation of about 300 m.

Maoershan belongs to a temperate continental monsoon climate, with an annual average temperature of about 2.4°C and annual precipitation of about 700 mm (Zhao et al. 2022). The vegetation in the Maoershan area belongs to Changbai Mountain flora due to the location, with the original zonal top-level community of Korean pine broad-leaved forest (Du et al. 2021; Zhang, Yuan, and Zhang 2008). The forests are currently dominated by natural secondary forests and plantations (e.g. Korean pine and larch), with an average forest coverage rate of 95%. The dominant tree species include Pinus koraiensis, Picea koraiensis, Pinus sylvestris var. mongolica, Larix olgensis, Fraxinus mandshurica, Juglans mandshrica, Quercus mongolica, Tilia amurensis, Acer saccharum, Ulmus pumila, Betula platyphylla, Populus davidiana (Liu, Li, and Peng 2017). Larch (Larix olgensis) plantations account for about 62% of all the plantations in Maoershan.

2.2. Data and preprocessing

2.2.1. LiDAR data and preprocessing

Three types of LiDAR data were used in this study, including Unmanned Aerial Vehicle Laser Scanning (ULS) data, Backpack Laser Scanning (BLS) data, and Airborne Laser Scanning (ALS) data. The ULS and BLS data were applied for individual tree AGB estimation, whereas ALS data was applied for area-based AGB estimation. The ULS data with a total area of about 1 km² were acquired in August 2020 using Feima D200 UAV with LiDAR200 system. The BLS data were acquired in 22 sample plots of larch plantations in August and September 2020 using the GreenValley LiBackPack50 system. The central and four corners of each plot were recorded using Global Navigation Satellite System (GNSS) Real-time kinematic positioning (RTK) for georeferencing BLS. The ALS data were acquired in September 2015 using the LiCHy airborne observation system designed by the Chinese Academy of Forestry (CAF) (Hao et al. 2019; Pang et al. 2016). The system was mounted on a fixed-wing aircraft and equipped with a RIEGL LMS-Q680i LiDAR sensor. The essential parameters of the three LiDAR data are described in Table 1.

The preprocessing of ULS data, BLS data, and ALS data included: (1) noise elimination, such as air points, low points, and isolated points. (2) The classification of ground and non-ground points using improved progressive triangular irregular network (TIN) densification approach (Zhao et al. 2016b). (3) The normalization of point clouds. A digital terrain model (DTM) with 0.5 m was generated based on ground points using TIN interpolation (Khosravipour, Skidmore, and Isenburg 2016). The preprocessing of all the LiDAR data was implemented using LiDAR360 V5.0 of GreenValley International.

2.2.2. Landsat 8 OLI imagery and preprocessing

The Landsat 8 OLI imagery (coordinate system: WGS 1984 UTM zone 52 N) with a cloud cover of 0.57% used in this study was acquired on September 24th, 2019 (downloaded from https://earthexplorer.usgs.gov/). The season of imagery acquisition was consistent with the time that BLS and field survey data were obtained (August and September). This study used seven spectral bands (band 1 to 7) with a pixel size of 30 m. The scene ID of the imagery is LC81170282019267LGN00, which is the L1-TP grade product that has been implemented topographic and geometric correction. The Fast Line-of-sight Atmospheric Analysis of Hypercubes (FLAAASH) method was implemented for atmospheric correction. Radiometric and atmospheric correction of Landsat 8 OLI imagery were conducted using ENVI 5.3 software.

Table 1. The essential parameters of the three LiDAR data.

| Parameters                  | ULS   | BLS   | ALS   |
|-----------------------------|-------|-------|-------|
| Sensor                      | Rigel mini VXU-1UAV | VLP16 | Rigel LMS-Q680i |
| Wavelength (nm)             | 905   | 903   | 1550  |
| Laser pulse repetition rate (kHz) | 100   | 300   | 200   |
| Ranging accuracy (cm)       | ±1    | ±3    | ±2    |
| Scan frequency (Hz)         | 10 ~ 100 | 5 ~ 20 | 10 ~ 200 |
| Echo intensity (bit)        | 16    | 16    | 16    |
| Field of view-horizontal (°) | 360   | 360   | 60    |
| Field of view-vertical (°)   | ~15°  | ~15°  | ~15°  |
| Measuring range (m)         | >250  | <100  | 30 ~ 1350 |

Note: ULS, BLS and ALS are the abbreviation of unmanned aerial vehicle, backpack and airborne laser scanning, respectively.
2.2.3. Reference data

Since the purpose of this study is to investigate the error propagation from individual-tree level, plot-level to stand-level biomass, the plot size used in this study was designed based on the nominal spatial resolution of Landsat 8 OLI imagery (30 m × 30 m). A total of 22 sample plots of larch plantations that just matched the pixels of Landsat 8 OLI imagery were selected in Maoershan Experimental Forest Farm according to different site conditions and stand ages. The parameters of 2451 trees, including diameter at breast height (DBH, cm), tree height (H, m), and tree location, were obtained in August and September 2020. DBH and tree height were measured using a perimeter ruler and Vertex IV ultrasonic instrument system, respectively, with a starting diameter of 5 cm. Each tree was positioned using an RTK Global Positioning System receiver with a less than 5 cm positional error. The four corners of each plot were positioned as the coordinates of pixels of Landsat 8 OLI imagery in the field using an RTK global positioning system receiver as well in order to avoid geolocation mismatching between field data and remotely sensed data.

The reference of individual tree AGB in this study was calculated using the additive biomass model of larch plantations proposed by Dong (2015), which was the summation of the stem, branches, and foliage biomass of each tree. The additive biomass equations are shown as follows:

\[
\begin{align*}
\ln W_s &= -4.5363 + 1.7008 \cdot \ln D + 1.4804 \cdot \ln H \\
\ln W_b &= -3.3632 + 2.6728 \cdot \ln D - 0.7052 \cdot \ln H \\
\ln W_f &= -2.2879 + 1.3369 \cdot \ln D - 0.0922 \cdot \ln H \\
\ln W_a &= \ln(W_s + W_b + W_f)
\end{align*}
\]

Where \( W_s, W_b, W_f, \) and \( W_a \) represent stem, branches, foliage, and aboveground biomass (kg), respectively; \( D \) represents DBH (cm); \( H \) represents tree height (m). The descriptive statistics of individual tree parameters of 22 larch plantations plots are listed in Table 2. The plot-level AGB (Mg·ha\(^{-1}\)) was an aboveground biomass density which was the sum of AGB of all the individual trees in each plot and then divided by the plot area (0.09 ha).

2.3 Methods

Since the plots were designed to match the pixels of Landsat 8 OLI imagery, the geolocation mismatch between remote sensing and field measurements was avoided to the most extent. The 22 plot-level AGB was a “bridge” between individual tree-level AGB and the pixel-level AGB covering the entire study area. To achieve the nondestructive AGB estimation at the individual-tree level, plot-level, pixel-level, and stand-level, and to analyze and quantify the spatial uncertainty of each level, three modules were designed in this study. Figure 2 shows the flowchart of this study. Module 1 was designed for the first objective of this study, including registration and fusion of the ULS data and BLS data, individual tree crown delineation, and the estimation of individual tree parameters (i.e. DBH and tree height). Module 2 was designed to achieve the second objective, including the individual tree-level and plot-level AGB estimation; and the uncertainty analysis of plot-level AGB using the Monte Carlo simulation. Module 3 was designed for the third objective, including extraction of larch plantations, the pixel-level AGB estimation and its uncertainty using ITA and ABA, the stand-level AGB estimation and its uncertainty.

2.3.1. Estimation of individual tree parameters

2.3.1.1 Registration and fusion of multi-source data. The ULS and BLS data were registered and fused to generate a ULS-BLS dataset for obtaining a satisfactory accuracy of individual tree crown delineation and parameters estimation. First, the coarse registration was implemented using the four-parameter coordinate transformation model simplified from the Bursa seven-parameter formula (Peng and Deng 2017). Second, BLS data was re-registered to ULS data by the Iterative Closest Points (ICP) method (Arun, Huang, and Blostein 1987; Besl and Mckay 1992). The ICP method minimized the difference between two points clouds and was usually applied to reconstruct a 2-D or 3-D surface from different scans of the same object.

2.3.1.2. Individual tree crown delineation. Based on the ULS-BLS data, four ITCD algorithms, including point cloud segmentation (PCS) (Li et al. 2012),

| Parameters | N | Min | Max | Mean | Median | Standard deviation |
|------------|---|-----|-----|------|--------|-------------------|
| H (m)      | 2451 | 3.60 | 27.80 | 14.52 | 12.10 | 5.63 |
| DBH (cm)   | 2451 | 6.00 | 42.50 | 15.40 | 12.90 | 7.61 |
| AGB (kg)   | 2451 | 3.58 | 951.38 | 113.16 | 41.28 | 149.86 |
watershed segmentation (WS) (Chen et al. 2006), seeded region growing (SRG) (Mehnert and Jackway 1997), and region hierarchical cross-sectional analysis (RHCSA) (Zhao et al. 2017), were applied to delineate individual trees in this study. For PCS algorithm, we applied density-based spatial clustering of applications with noise (DBSCAN) algorithm (Wu, Cawse-Nicholson, and Aardt 2013) to detect the stem of each tree.

The accuracy assessment of ITCD algorithms was based on 1:1 matched trees, which were defined by the following three-step procedure: (1) to find all the detected trees within a buffer of 3 m of every reference tree; (2) to determine only one detected tree that has the smallest differences of DBH and tree height with the reference tree; (3) to delete the outliers that had the absolute values of external studentized residuals greater than 3. We applied three indices, including recall \( r \), precision \( p \), and F-score (Goutte and Gaussier 2005; Sokolova, Japkowicz, and Szpakowicz 2006), to evaluate the performance of ITCD algorithms. The following equations calculated the three indices:

\[
    r = \frac{TP}{TP + FN}
\]

\[
    p = \frac{TP}{TP + FP}
\]

\[
    F_{\text{score}} = 2 \times \frac{r \times p}{r + p}
\]
Where TP represented true positive that a tree was correctly detected, that is, 1:1 matched trees; FN represented false negative that a tree is undetected; FP represented false positive that a non-existent tree was detected.

2.3.1.3 The estimation of individual tree parameters. The local maxima within each tree crown delineated from various methods were extracted as tree height. The individual tree parameters (i.e. DBH and tree height) were directly extracted from the PCS algorithm based on the LiDAR point cloud. However, it is not easy to estimate DBH from the three methods (i.e. WS, SRG, RHCSA) that segmented trees based on the CHM. Thus, the non-linear least-squares fitting circle algorithm (Gander 1994) was applied to estimate the DBH of each segmented tree for the three CHM-based methods. The position of the treetop was treated as the tree location.

In this study, the coefficient of determination ($R^2$) of the regression between estimated and measured parameters, root mean square error (RMSE) and relative root mean square error (rRMSE) of estimated parameters were applied to evaluate the accuracy of individual tree parameters estimation (i.e. DBH and height) based on 1:1 matched trees. The equations were shown as follows,

$$R^2 = \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{\sum_{i=1}^{n} (x_i - \bar{x})^2}$$

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - x'_i)^2}$$

$$rRMSE = \frac{RMSE}{\bar{x}} \times 100\%$$

where $x_i$ represented the measured tree height or DBH, $\bar{x}_i$ represented the average of measured tree height or DBH of an individual tree, $x'_i$ represented the estimated tree height or DBH.

2.3.2. Plot-level AGB estimation and its uncertainty

The individual tree AGB was calculated using the estimated DBH and tree height based on equation (1). Then, the plot AGB was aggregated by the individual tree AGB in each plot. Since the uncertainty of plot-level AGB estimation could result from various procedures, the error propagation was analyzed by Monte Carlo (MC) simulation, which simulated the occurrence process of a random event repeatedly and was suitable for investigating complicated problems. In MC simulation, a statistical distribution of error source is identified, random samples from each distribution are selected to represent the input parameters, and then the output is obtained according to the input parameters (Raychaudhuri 2008). The MC simulation used in this study was designed to better understand the error propagation from an individual-tree level to a plot-level AGB.

Step 1. To simulate the error of estimated DBH and tree height based on ITCD and obtain a new DBH and tree height. The new residual values $\epsilon_d$ and $\epsilon_h$ were obtained according to the error distribution of the estimated DBH (d) and tree height (h), respectively. Then, the new DBH and tree height were calculated by Equation (8).

$$\begin{align*}
  d' &= d + \epsilon_d \\
  h' &= h + \epsilon_h
\end{align*}$$

where $d'$ and $h'$ represented the newly generated DBH and tree height, respectively; $d$ and $h$ represented the estimated DBH and tree height of the ITCD algorithm, respectively; $\epsilon_d$ and $\epsilon_h$ were the new residual values that were randomly generated from the error distribution of the estimated DBH and tree height, respectively. We assumed the residual of DBH and tree height followed a normal distribution with the mean of zero and the variance of the residuals of DBH and tree height, that is,

$$\begin{align*}
  \epsilon_d &\sim (0, \sigma_d^2) \\
  \epsilon_h &\sim (0, \sigma_h^2)
\end{align*}$$

where $\sigma_d$ and $\sigma_h$ were the residual standard error of DBH and tree height, respectively.

Step 2. To calculate the new individual tree AGB and plot-level AGB based on the simulated DBH and tree height. The simulated DBH and tree height were applied to obtain a new individual tree AGB using equation (1). Then, the error of estimating individual tree parameters was considered into the new individual tree AGB ($\hat{B}_{\text{tree}}^*$). The new plot-level AGB ($\hat{B}_{\text{plot}}^*$) was the accumulated by all the new individual tree AGB, as shown in Equation (11).

$$\hat{B}_{\text{plot}}^* = \frac{1}{3} \left( \sum_{i=1}^{N} \hat{B}_{\text{tree},i}^* \right)$$

(11)
where \( S \) was the area of the plot, \( B_{\text{tree}, j} \) was the new individual tree AGB of the \( j^{\text{th}} \) tree, and \( N \) was the number of detected individual trees of the plot or 1:1 matched trees. The new plot-level AGB (\( \hat{B}_{\text{plot}} \)) considered the errors from individual tree crown delineation and tree parameters estimation.

By repeating steps 1 and 2 for 5000 times, the plot-level AGB and its standard deviation were calculated using Equation (12),

\[
\begin{align*}
\hat{B}_{\text{plot}} & = \frac{1}{k} \sum_{i=1}^{k} \hat{B}_{\text{plot}, i} \\
\sigma_{\text{plot}} & = \sqrt{\frac{1}{k} \sum_{i=1}^{k} (\hat{B}_{\text{plot}, i} - \hat{B}_{\text{plot}})^2}
\end{align*}
\]  

(12)

where \( \hat{B}_{\text{plot}, i} \) was the plot-level AGB obtained from the \( i^{\text{th}} \) simulation, and \( k \) (i.e. \( k = 5000 \) in this study) was the number of simulations, \( \hat{B}_{\text{plot}} \) was the estimated plot-level AGB based on ITA, the average plot-level AGB of the \( k \) simulations. \( \sigma_{\text{plot}} \) was the standard deviation of the estimated plot-level AGB based on ITA. The estimated plot-level AGB (\( \hat{B}_{\text{plot}} \)) and standard deviation (\( \sigma_{\text{plot}} \)) provide the basis for the pixel-level and stand-level AGB estimations.

2.3.3. Pixel-level AGB estimation and its uncertainty using ITA and ABA

2.3.3.1 Extraction of larch plantations. To explore the pixel-level AGB of larch plantations and the uncertainty, we mapped the distribution of larch plantations using a supervised classification based on Landsat 8 OLI imagery and ALS data. Ninety-six features were extracted from Landsat 8 OLI data, including seven original bands, 56 texture features, ten image enhancement features, ten band combination features, and 13 vegetation indices. All Landsat 8 features were generated using the GLCM, Raster, and SF packages in R 4.0.3 version (Hijmans 2022; Pebesma 2018; R Core Team 2020; Zvoleff 2020). Based on previous studies (Chen and Black, 1991; Ørka, Næsset, and Bollandsås 2009; Zhang et al. 2019; Li et al. 2019), 104 features were extracted from ALS data using Green Valley International LiDAR360 V3.2., including three forest features, three terrain features, 10 density features, 42 intensity features and 46 elevation features. The details of Landsat 8 and LiDAR features were listed in Table supplementary table 2 and 3, respectively.

The stratified random sampling with proportional allocation was applied to determine the sample size of larch plantations and non-larch areas. According to the subcompartment map of Maorshan, samples of each forest type were selected using an area proportion of 4% in this study. In total, 800 pixels of larch plantations and 8285 non-larch pixels were visually interpreted for larch plantations extraction using RF algorithm, in which 70% of the sampled pixels (560 pixels of larch plantations, 5800 pixels of non-larch) was used for training, and 30% was used for testing. The tree number (ntree) of RF was set to 5000. Producer’s accuracy (PA), user’s accuracy (UA), and overall accuracy (OA) were calculated for evaluating the classification.

2.3.3.2 Pixel-level AGB estimation and its uncertainty using ITA. We estimated the pixel-level AGB with the regression estimator of simple random sampling (SRS) with auxiliary information (Singh 2003). In this study, the population was the pixel-level AGB of the larch plantations area of Maorshan Forest Farm. Generally, ALS data with lower point density but broader coverage could provide coarser forest parameters than ULS-BLS data with high point density but limited coverage. Thus, the pixel-level AGB estimated by ALS data was applied as auxiliary information, whereas the pixel-level AGB estimated by ULS-BLS data was the variable of interest. Benefiting from the geolocation matching between Landsat 8 OLI imagery and field plots, the AGB of 22 plots (i.e. pixels) estimated by ULS-BLS data in section 2.3.2 was exactly the pixel-level AGB of interest.

The pixel-level AGB derived from ALS data was estimated based on the optimal ITCD algorithm in section 2.3.1. Tree height was estimated based on ALS and the optimal ITCD algorithm. However, the DBH cannot be estimated directly from ALS data due to the low point density and limited penetration capability. According to the commonly used form of tree height-diameter curve, the DBH model at the individual tree level was established using field data as equation (13),

\[ \ln D = \beta_0 + \beta_1 \cdot H + \varepsilon \]

(13)

where \( D \) (cm) is the DBH, \( H \) (m) is the tree height, \( \beta_0 \) and \( \beta_1 \) are the model parameters, respectively, and \( \varepsilon \) is the error term. \( R^2 \), RMSE, and rRMSE (equations (5) —(7)) were used to evaluate the accuracy of this
model. Based on the estimated tree height and DBH, the ALS-based tree-level AGB was calculated using the additive biomass equations (equation (1)) and then aggregated into ALS-based pixel-level (i.e. plot-level) for each plot (22 plots in total).

The estimated pixel-level AGB, the variable of interest, was linearly regressed by the auxiliary variable of pixel-level AGB estimated from ALS data, as equation (14). Then, the AGB of larch plantations at a pixel level was generated based on ALS data and ITA.

\[
B_{\text{pix}} = a + b \cdot B_{\text{pix,ALS}} + \varepsilon \tag{14}
\]

Where \(a, b\) are the regression coefficients fitted by the ordinary least squares, \(B_{\text{pix,ALS}}\) represents the pixel-level AGB estimated from ALS data, \(B_{\text{pix}}\) is the pixel-level AGB estimated by ULS-BLS data based on ITA.

To investigate the uncertainty of each pixel, we assumed that the pixel-level AGB (\(B_{\text{pix}}\)) based on ULS-BLS followed a normal distribution. The mean and variance of this normal distribution could be generated by the average (\(\bar{B}_{\text{plot}}\)) and variance (\(\sigma^2_{\text{plot}}\)) of plot-level AGB using MC simulation in section 2.3.2, that is,

\[
B_{\text{pix}} \sim N\left(\bar{B}_{\text{plot}}, \sigma^2_{\text{plot}}\right) \tag{15}
\]

A Monte Carlo simulation was applied to explore the uncertainty of pixel-level AGB based on ITA: (1) a new set of pixel-level AGB based on ULS-BLS was generated for 22 plots according to equation (16); (2) the new set of AGB values was regressed by pixel-level AGB estimated from ALS data using equation (14); (3) By repeating step 1 and 2 for 5000 times, the pixel-level AGB and its standard deviation of entire larch plantations were calculated as follows,

\[
\begin{align*}
\hat{B}_{\text{pix,ITA}} &= \frac{1}{k} \sum_{i=1}^{k} \hat{B}_{\text{pix,ITA},i} \\
\sigma_{\text{pix,ITA}} &= \sqrt{\frac{1}{k} \sum_{i=1}^{k} \left(\hat{B}_{\text{pix,ITA},i} - \hat{B}_{\text{pix,ITA}}\right)^2}
\end{align*} \tag{16}
\]

where \(\hat{B}_{\text{pix,ITA},i}\) represents the new generated pixel-level AGB of the \(i^{th}\) simulation of the MC procedure based on ITA, \(k\) is the number of MC simulations (\(k = 5000\)), \(\hat{B}_{\text{pix,ITA}}\) represents the pixel-level AGB based on ITA, that is, average of the pixel-level AGB of \(k\) simulations; \(\sigma_{\text{pix,ITA}}\) is the estimated standard deviation of the pixel-level AGB based on ITA.

### 2.3.3.3 Pixel-level AGB estimation and its uncertainty using ABA.

In addition to ITA, we also estimated the pixel-level AGB using an area-based approach. Due to the small sample size (22 larch plantation plots), the significant features extracted from Landsat 8 OLI imagery and ALS data were selected using Pearson correlation coefficient and variable importance measure (i.e. increase in node purity) of RF to avoid the “curse of dimensionality” caused by high-dimensional data (Bellman 1961).

Similarly, an MC simulation was applied to explore the uncertainty of pixel-level AGB estimation based on ABA: (1) a new set of pixel-level AGB based on ULS-BLS was generated for 22 plots according to equation (15); (2) a new RF model was established to estimate pixel-level AGB for larch plantation area; (3) By repeating step 1 and 2 for 5000 times, the pixel-level AGB and its standard deviation of entire larch plantations were calculated as follows,

\[
\begin{align*}
\hat{B}_{\text{pix,ABA}} &= \frac{1}{k} \sum_{i=1}^{k} \hat{B}_{\text{pix,ABA},i} \\
\hat{\sigma}_{\text{pix,ABA}} &= \sqrt{\frac{1}{k} \sum_{i=1}^{k} \left(\hat{B}_{\text{pix,ABA},i} - \hat{B}_{\text{pix,ABA}}\right)^2}
\end{align*} \tag{17}
\]

where \(\hat{B}_{\text{pix,ABA},i}\) represents the pixel-level AGB of the \(i^{th}\) simulation based on ABA, \(k\) is the number of MC simulations (\(k = 5000\)), \(\hat{B}_{\text{pix,ABA}}\) represents the pixel-level AGB based on ABA, that is, average of the pixel-level AGB of \(k\) simulations based on ABA; \(\hat{\sigma}_{\text{pix,ABA}}\) is the estimated standard deviation of the pixel-level AGB based on ABA. The flowchart of the MC process of pixel-level AGB estimation based on ITA and ABA is shown in Figure 3. All the MC simulations in this study were conducted in R 4.0.3 version (R Core Team 2020).

### 2.3.4. Stand-level AGB estimation and its uncertainty

The stand-level AGB was the summation of pixel-level AGB of each sub-compartment, the smallest forest management unit in China. According to the error propagation formula (Merrin 2017), the stand-level AGB (\(\hat{B}_s\)) and its uncertainty (\(\sigma^2_s\)) were estimated using equation (18), with the assumption of independent pixels.

\[
\begin{align*}
\hat{B}_s &= \sum_{j=1}^{m} \hat{B}_{\text{pix},j} \\
\sigma^2_s &= \sqrt{\sum_{j=1}^{m} \sigma^2_{\text{pix},j}}
\end{align*} \tag{18}
\]
where \( i \) is an index of either ITA or ABA; \( m \) represents the total pixel number of a subcompartment; \( \hat{\beta}_{\text{pix}, i,j} \) represents the estimated \( j^{th} \) pixel-level AGB based on either ITA or ABA; \( \sigma_{\text{pix}, i,j} \) represents the estimated standard deviation of the \( j^{th} \) pixel-level AGB based on either ITA or ABA. Then, the distribution maps of stand-level AGB and its uncertainty based on ITA and ABA were generated and compared.

### 3. Results

#### 3.1. Estimation of individual tree parameters

Based on ULS-BLS data, the four ITCD algorithms (i.e. PCS, WS, SRG, and RHCSA) were conducted to delineate individual trees and evaluated using recall \( (r) \), precision \( (p) \), and F-score at a plot level. Table 3 shows that PCS performed best due to the four algorithms’ highest average \( r \), \( p \), and F-score. The recall indices \( (r) \) of WS, SRG, and RHCSA were much lower than the precision indices \( (p) \) of the corresponding method, which indicated the three methods had a large number of false negatives (FNs). It was because WS, SRG, and RHCSA were CHM-based ITCD algorithms, which were difficult to detect small trees under canopies. However, according to both \( r \) and \( p \) values, the PCS method was accurate, which indicated that the undersegmentation decreased effectively, especially for plots with high canopy closure.

Table 4 shows that PCS obtained the most 1:1 matched trees (i.e.1595) out of 2451 reference trees and the highest accuracy of DBH despite the lowest
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**Figure 3.** The MC procedures of pixel-level AGB estimation based on ITA and ABA. The pixel-level AGB and its uncertainty based on ITA \( (\hat{\beta}_{\text{pix}, \text{ITA}}, \sigma_{\text{pix}, \text{ITA}}) \) was estimated with the regression estimator of SRS with auxiliary information and MC procedure; the pixel-level AGB and its uncertainty based on ABA \( (\hat{\beta}_{\text{pix}, \text{ABA}}, \sigma_{\text{pix}, \text{ABA}}) \) was estimated with the random forest and MC procedure.

| Algorithms | \( r \) \( \ast \) | \( p \) \( \ast \) | F-score \( \ast \) |
|------------|----------------|----------------|----------------|
| PCS        | 0.64           | 0.64           | 0.64           |
| WS         | 0.46           | 0.89           | 0.60           |
| SRG        | 0.45           | 0.86           | 0.58           |
| RHCSA      | 0.44           | 0.85           | 0.57           |

Note: \( \ast \) represented the average \( r \), \( p \), and F-score of 22 plots. PCS: point cloud segmentation, WS: watershed segmentation; SRG: seeded region growing, RHCSA: region hierarchical cross-sectional analysis (RHCSA).

| Algorithm | N     | Parameter | \( R^2 \) | RMSE | rRMSE(%) |
|-----------|-------|-----------|-----------|------|----------|
| PCS       | 1595  | DBH       | 0.97      | 1.24 | 7.40     |
|           |       | H         | 0.78      | 2.78 | 17.87    |
| WS        | 1021  | DBH       | 0.95      | 1.74 | 10.44    |
|           |       | H         | 0.93      | 1.81 | 11.67    |
| SRG       | 1028  | DBH       | 0.95      | 1.81 | 10.85    |
|           |       | H         | 0.93      | 1.81 | 11.64    |
| RHCSA     | 995   | DBH       | 0.95      | 1.86 | 11.12    |
|           |       | H         | 0.91      | 2.41 | 15.52    |

Note: N presented 1:1 matched trees, DBH presented diameter at breast height (cm), H presented tree height (m).
accuracy of tree height among the four algorithms. It was because that the point cloud segmentation method could detect more 1:1 matched trees but easily miss the treetops. In contrast, the CHM-based algorithms greatly undersegmented the individual trees, which yielded only about 41% (i.e. WS, SRG, and RHCSA) of 1:1 matched trees.

Considering the number of 1:1 matched trees and the accuracies of DBH and tree height, we applied the PCS algorithm to delineate individual trees and calculate the AGB at an individual tree level by equation (1). Figure 4 also indicates that high accuracy of AGB at an individual tree level ($R^2 = 0.97$, RMSE = 28.58 kg, rRMSE = 21.13%) was obtained by PCS algorithm and ULS-BLS data. Thus, PCS was applied in the subsequent procedures.

### 3.2. Plot-level AGB estimation and its uncertainty

#### 3.2.1. Plot-level AGB estimation

The plot-level AGBs of 22 larch plantation plots could be aggregated by the individual tree-level AGB of all detected trees or the 1:1 matched trees using the PCS algorithm and ULS-BLS data. Figure 5 shows that the
plot-level AGB based on all detected trees had much higher accuracy (about 4% higher $R^2$, 16.84 Mg·ha$^{-1}$ lower RMSE, and 11.72% lower rRMSE) than that based on only 1:1 matched trees. The plot-level AGB calculated by 1:1 matched trees suffered underestimation since many trees cannot be matched to the reference trees. Although the plot AGB aggregated by all detect trees slightly overestimated the actual AGB, especially for the large trees, the estimates still had high accuracy ($R^2 = 0.91$, RMSE = 20.62 Mg·ha$^{-1}$, rRMSE = 14.34%). Since we explored the uncertainty based on the ITCD algorithm, the plot-level AGB aggregated by all detected trees was applied in this study.

3.2.2. Uncertainty of plot-level AGB estimation

To investigate the uncertainty of plot-level AGB estimation, we acquired the standard error of DBH and tree height residuals based on 1:1 matched trees of 1595 detected by the PCS algorithm and ULS-BLS. Use 70% of the 1:1 data to build the model and 30% of the data to verify the accuracy of the DBH model and H model. Table 5 lists the details of the linear models of DBH and tree height fitted by the corresponding actual data.

According to the DBH and tree height models, we assumed the residual of DBH and tree height followed normal distributions with the mean of zero and the variance of the square of the corresponding RSE, that is, $\varepsilon_d \sim (0, 1.22^2)$ and $\varepsilon_h \sim (0, 2.56^2)$, where $\varepsilon_d$ and $\varepsilon_h$ were the new residuals of the DBH and tree height, respectively. The plot-level AGB and its uncertainty were obtained using Monte Carlo simulation of 5000 times. The MC simulation of 5000 was sufficient and applied for plot-level AGB estimation since the plot-level AGB estimates and its uncertainty stabilized at 245.69 Mg·ha$^{-1}$ and 5.25 Mg·ha$^{-1}$, respectively, after about 2400 simulations. Taking Plot 1 as an example, supplementary figure 1 represented how the plot-level AGB estimates and its uncertainty change with the increase of MC simulation number.

### Table 5. The linear models of DBH and tree height fitted by the corresponding actual data.

| Model          | Estimates | Residual standard error (RSE) | N | Intercept | Slope | $R^2$ |
|----------------|-----------|-------------------------------|---|-----------|-------|-------|
| DBH (cm)       |           |                               | 1595 | -0.78     | 0.95  | 0.98  | 1.22 |
| Tree height (m)|           |                               | 1595 | 3.2       | 0.84  | 0.79  | 2.56 |

The average and standard deviation of 5000 values were the plot-level AGB estimate and uncertainty considering the errors derived from the estimates of individual tree parameters based on ITA. Table 6 shows that the estimates of plot-level AGB covered an extensive range (87.34 ~ 245.69 Mg·ha$^{-1}$) with the standard deviation of 51.38 Mg·ha$^{-1}$. In contrast, the uncertainty range was relatively small (1.96 to 5.25 Mg·ha$^{-1}$) with a standard deviation of 1.11 Mg·ha$^{-1}$.

### Table 6. The estimates of plot-level AGB and its uncertainty after MC simulation (Unit: Mg·ha$^{-1}$).

| Estimate | Min | Mean | Median | Max | Standard deviation |
|----------|-----|------|--------|-----|-------------------|
| Plot-level AGB ($\bar{B}_{\text{plot}}$) | 87.34 | 158.16 | 158.65 | 245.69 | 51.38 |
| Uncertainty ($\sigma_{\text{plot}}$) | 1.96 | 3.64 | 3.97 | 5.25 | 1.11 |

3.3. Pixel-level AGB estimation and its uncertainty using ITA and ABA

3.3.1. Extraction of larch plantations

The larch plantations of Maoershan Forest Farm were extracted using an RF classifier. The RF classifier obtained a high overall accuracy (OA) of 99.45%, and the producer’s accuracy (PA) and user’s accuracy (UA) of larch plantations were 96.25% and 97.47%, respectively. Then, all the larch plantations of Maoershan were extracted using the trained RF classifier (see Supplementary figure 2.).

3.3.2. Pixel-level AGB estimation and its uncertainty using ITA

The DBH-tree height model at the individual tree level (equation (19)) was established using field measurements to estimate the DBH of individual trees derived from ALS. The $R^2$, RMSE, and rRMSE were 0.87, 4.08 cm, and 24.06%, respectively.

$$\ln D = 1.30 + 0.091 \cdot H$$  \hspace{1cm} (19)

The individual tree AGB based on ALS data was calculated using equation (1). The ALS-based plot-level (i.e. pixel-level) AGB was obtained by summing individual tree AGB and then dividing by pixel or plot area (30 m x 30 m). The pixel-level AGB was estimated using the regression estimator of simple random sample (SRS) with auxiliary information, considering the plot-level (i.e. pixel-level) AGB based on ULS-BLS data (i.e. $\bar{B}_{\text{plot}}$) as response variable and the
ALS-based plot-level (i.e. pixel-level) AGB as auxiliary information. After 5000 MC simulation, pixel-level AGB based on ITA (i.e. \( \hat{B}_{\text{pix,ITA}} \)) was estimated. Figure 6 shows the comparison of accuracies of estimated pixel-level AGB based on ALS data (\( B_{\text{pix,ALS}} \)) and that adjusted by the regression estimator (\( \hat{B}_{\text{pix,ITA}} \)) for the 22 plots of larch plantations. It indicated that the accuracy of pixel-level AGB was significantly improved after adjusting with the regression estimator according to RMSE (from 72.86 to 25.23 Mg·ha\(^{-1}\)) and rRMSE (from 50.67% to 17.55%), and the underestimation of ALS-based pixel-level AGB was efficiently reduced.

The pixel-level AGB estimates of larch plantations in Maoershan Forest Farm based on ITA ranged from 90.42 to 583.35 Mg·ha\(^{-1}\) with a mean of 129.66 Mg·ha\(^{-1}\), and its standard deviation ranged from 0.65 to 7.58 Mg·ha\(^{-1}\) with a mean of 0.88 Mg·ha\(^{-1}\). Figure 7 only presents the distribution of pixel-level AGB estimates and its uncertainty of larch plantations around the Xinken District that is located in the center area of Maoershan since the district possessed the most extensive larch plantations. This area was dominated by the AGB estimates and its uncertainty less than 180 Mg·ha\(^{-1}\) (Figure 7(a)) and less than 1 Mg·ha\(^{-1}\) (Figure 7(b)), respectively. The high uncertainty was mainly located at the pixels with high AGB values.

### 3.3.3. Pixel-level AGB estimation and its uncertainty using ABA

The two-step feature selection was applied in this study. 78 out of 200 features were primarily selected using Pearson correlation coefficient, and then ten significant features with the variable importance of RF greater than 1000 were finally determined. Seven elevation features and three spectral features were selected from ALS data and Landsat 8 imagery, respectively (shown in supplementary table 2 and 3), indicating the significance of active and passive remotely sensed data in AGB estimation. An area-based AGB model was established using the RF algorithm and selected features. Figure 8 presents the relationship between pixel-level estimated and actual AGB of the 22 plots based on ABA, which indicated a lower accuracy (\( R^2 = 0.72, \text{RMSE} = 30.29 \text{ Mg·ha}^{-1}, \text{rRMSE} = 21.07\% \)) than that based on ITA (\( R^2 = 0.81, \text{RMSE} = 25.23 \text{ Mg·ha}^{-1}, \text{rRMSE} = 17.55\% \) showed in Figure 6). The model slightly overestimated the AGB values less than 150 Mg·ha\(^{-1}\).

The pixel-level AGB estimates of larch plantations in Maoershan Forest Farm based on ABA ranged from 100.35 to 220.89 Mg·ha\(^{-1}\) with a mean of 144.38 Mg·ha\(^{-1}\), and its uncertainty
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Figure 6. Comparison of accuracies of pixel-level AGB estimates obtained by ALS data (\( B_{\text{pix,ALS}} \)) and adjusted by the regression estimator (\( \hat{B}_{\text{pix,ITA}} \)) for the 22 plots of larch plantations (unit: Mg·ha\(^{-1}\)). The accuracy indices of \( B_{\text{pix,ALS}} \) and \( \hat{B}_{\text{pix,ITA}} \) are showed in the red and blue dash rectangle, respectively.
ranged from 2.02 Mg·ha\(^{-1}\) to 14.70 Mg·ha\(^{-1}\) with a mean of 6.41 Mg·ha\(^{-1}\). The area around Xinken District was dominated by AGB estimates and its uncertainty less than 180 Mg·ha\(^{-1}\) and less than 1 Mg·ha\(^{-1}\), respectively.

3.4. Stand-level AGB estimation and its uncertainty using ITA and ABA

At stand-level, the range of AGB values in Maoershan based on ITA was 90.66 — 567.85 Mg·ha\(^{-1}\) with a mean of 124.60 Mg·ha\(^{-1}\); whereas the range of AGB values based on ABA was 101.22 — 215.33 Mg·ha\(^{-1}\) with a mean of 138.38 Mg·ha\(^{-1}\). For the areas along the road in

---

**Figure 7.** The spatial distribution of pixel-level AGB estimates ($\hat{B}_{\text{pix,ITA}}$) (a) and its uncertainty ($\hat{\sigma}_{\text{pix,ITA}}$) (b) of larch plantations based on ITA around Xinken District. Xinken District was dominated by the AGB estimates and its uncertainty less than 180 Mg·ha\(^{-1}\) and less than 1 Mg·ha\(^{-1}\), respectively.

**Figure 8.** Relationship between pixel-level estimated and actual AGB of the 22 plots based on ABA. (unit: Mg·ha\(^{-1}\)).
Xinken District, the estimates of AGB tended to be higher using ABA than those obtained by ITA (see Supplementary figure 3). Although the averages of AGB based on ITA and AGB were similar, ITA provided a more refined detailed distribution and higher variation of AGB than ABA (Supplementary figure 3 (a) vs. (b)).

For spatial uncertainty, the range of stand-level AGB in Maoershan based on ITA was 0.65 — 27.3 Mg·ha⁻¹ with a mean of 2.60 Mg·ha⁻¹. On the other hand, ABA provided a range of 9.11 — 209.89 Mg·ha⁻¹ with a mean of 37.15 Mg·ha⁻¹ for stand-level AGB uncertainty, almost 14 times higher than the mean obtained by ITA. Most areas around Xinken District had a much larger standard deviation (>14 Mg·ha⁻¹) using ABA than ITA, which indicated ITA tended to yield a more stable AGB estimation than ABA (see Supplementary figure 4).

4. Discussion

4.1. Individual tree parameters estimation

An accurate individual tree crown delineation algorithm is a basis and prerequisite for the precise forest structure (Næsset et al. 2016; Korpela et al. 2007). In this study, four individual tree delineation algorithms (PCS, WS, SRG, and RHCSA) were applied to delineate the individual tree crown using ULS-BLS data, but the accuracies were much lower than other studies (Yang et al. 2019; Lu et al. 2014). For example, Li et al. (2012) reported an average F-score of 0.9 for an average tree density of 400 trees·ha⁻¹ using field data as a reference. Tao et al. (2015) reported an average F-score of 0.87 for three forest types (i.e. conifers, broadleaf, and mixed) using manual delineation data as ground truth. The average tree density for conifers, broadleaf, and mixed forest were 314 trees·ha⁻¹, 278 trees·ha⁻¹, and 397 trees·ha⁻¹, respectively. The low F-score (i.e. 0.64 based on PCS) obtained in this study may be because (1) the tree density and canopy closure are pretty high in the sample plots of larch plantations located in natural secondary forests, with an average of 1265 trees·ha⁻¹ and 0.83, respectively. (2) All the locations of trees were recorded with RTK in the field, of which the dense canopy greatly influenced signals. The positioning accuracy could be decreased. In addition, the locations of trees were measured at or near the trunks in the field from an upward view, whereas most ITCD algorithms (e.g. WS, SRG, RHCSA) positioned the trees at treetops from an overhead perspective. The tree locations detected from different perspectives and the high tree density easily resulted in the mismatches in accuracy assessment. (3) we conducted a rigorous accuracy
assessments from an accuracy indices perspective. The F-score was calculated based on 1:1 matched trees, which were determined by not only locations but DBH differences and tree height differences. Then, a small part of matched trees with the absolute values of external studentized residuals greater than three were considered outliers and removed. The strict conditions of matched trees limited the accuracy to some degree. However, the individual tree AGB based on the 1:1 matched trees was relatively accurate ($R^2 = 0.97$, RMSE = 28.58 kg, rRMSE = 21.13%).

Similar to the previous studies, compared to the PCS algorithm, the three CHM-based methods (e.g. WS, SRG, RHCSA) had weaknesses in detecting small trees, especially for the forests with high canopy closure (Reitberger, Krzystek, and Stilla 2009; Yang et al. 2019). The PCS algorithm performed better since it considers tree trunks as seeds. However, the tree height estimated using PCS had low accuracy ($R^2 = 0.78$, RMSE = 2.78 m, rRMSE = 17.87%) because the PCS detected some small trees from the bottom-up perspective, of which treetops were overlapped within the canopy and not detected accurately for tree height estimation. Another reason for the low accuracy is the discontinuous point cloud for some trees. The major shortcoming of BLS system is the lack of points for the upper part of trees (Huang et al. 2019). Since the limited vertical field of view of the BLS system (~15°~15°) and penetration ability of ULS used in this study, the point clouds of some trees are not continuous around the middle height within the canopy, especially for the tall trees (see Supplementary figure 5). This phenomenon significantly decreased the accuracy of individual tree parameters estimation. With the improvement of the backpack LiDAR instrument, this problem could be alleviated to some extent in the future.

4.2. The AGB estimation and its uncertainty of two approaches

Based on the stable estimates of plot-level AGB, we bridged the field and satellite-based measurements using both individual tree-based and area-based approaches, taking larch plantations as an example. We only considered larch plantations in this study mainly because (1) *Larix olgensis* Henry is one of the most notable afforestation tree species in Heilongjiang Province with about 45% of 36% of the total plantation area and standing volume, respectively (Gao, Dong, and Li 2017; State Forestry Administration 2014). It is also a critical timber and carbon sink tree species with high economic and ecological values due to the outstanding abilities of natural pruning and survival. (2) upscaling procedure from field to satellite measurements based on ITA involves many critical steps or factors that could cause errors, including ITCD, individual tree parameter estimation, individual tree species classification, AGB allometric equations, and so on. Although the ITCD algorithms have been dramatically developed with the evolution of LiDAR data in recent years (Zhen, Quackenbush, and Zhang 2016), the individual tree species classification is still a challenging task, especially for boreal forests (Dalponte et al. 2013). The current study mainly considered the uncertainty of individual tree parameter estimates of larch plantations derived from ITCD and focused on comparing ITA and ABA within the upscaling procedure. The AGB estimation of natural secondary forests (NSFs) would incorporate the individual tree species classification, which significantly complicates the entire procedure and is seriously considered in future research.

Data saturation in Landsat series satellite imagery could easily result in the underestimation of AGB, lower the accuracy, and increase the uncertainties of AGB estimation (Lu et al. 2014). Currently, incorporating LiDAR data provided a potential solution to data saturation in Landsat data, widely recognized in the remote sensing field (e.g. Mean et al. 1999; Lu et al. 2012; Du et al. 2021). With the richness of remotely sensed data, AGB could be estimated at either a more delicate scale (e.g. individual tree level) or a coarser scale (e.g. stand-level) based on ITA and ABA. However, the effect of these two approaches on reducing data saturation has not been fully explored, especially in multi-scale AGB estimation with multi-source remotely sensed data. We compared the histogram of pixel-level AGB estimates and their uncertainties with ITA and ABA (Figure 10). ITA and ABA varied considerably on the distributions of AGB values. The AGB estimates based on ABA were mainly concentrated on the range of 100 — 160 Mg·ha$^{-1}$, whereas those based on ITA were distributed along with all the intervals. The none of small AGB values (less than 100 Mg·ha$^{-1}$) estimated by ABA indicated that ABA suffered from overestimating low AGB values, a typical characteristic of data saturation (Zhao et al. 2016a). Based on ABA and Landsat 8, Zhao et al. (2016) reported the AGB saturation values of pine
and Chinese fir forests as 159 and 143 Mg·ha⁻¹, respectively, which were lower than the max AGB value (around 200 Mg·ha⁻¹) in this study due to the different forest types and data sources. Although the incorporation of LiDAR increased the AGB saturation of larch plantations (sensitive to the AGB values greater than 180 Mg·ha⁻¹), it was still less sensitive to the AGB values less than 100 Mg·ha⁻¹. On the other hand, the ITA estimated a much wider range of AGB values than the ABA. For ITA, the AGB estimates less than 100 Mg·ha⁻¹ and greater than 180 Mg·ha⁻¹ accounted for 21% and 10%, respectively (Figure 10 (a)). Thus, the ITA effectively eliminated the overestimation of small AGB values caused by ABA.

The difference became even more apparent in uncertainty than AGB values (Figure 10(b)). The most pixels (about 90%) based on ITA had relatively low uncertainties with a standard deviation less than 1 Mg·ha⁻¹, whereas the ABA yielded a much larger (>2 Mg·ha⁻¹) uncertainty than ITA. The uncertainty based on ABA mainly focused on the ranges of 3 — 4 Mg·ha⁻¹ and >7 Mg·ha⁻¹, accounting for 23% and 36% of total pixels, respectively. It is worth noticing that about 65% of the pixels had a standard deviation greater than 4 Mg·ha⁻¹ based on ABA, which supported and explained the spatial distributions represented in Figures 7, 9, and supplementary figure 4. This study found that the individual tree approach obtained higher accuracy (R² = 0.81, RMSE = 25.23 Mg·ha⁻¹, rRMSE = 17.55%) and much lower uncertainty (<2 Mg·ha⁻¹ uncertainty) than area-based approach (R² = 0.72, RMSE = 30.29 Mg·ha⁻¹, rRMSE = 21.07%, >2 Mg·ha⁻¹ uncertainty) in estimating pixel-level AGB, which is consistent with the estimates of other forest attributes in previous studies (e.g. Breidenbach et al. 2010; Peuhkurinen et al. 2007). This is because the ITA tends to obtain higher accuracy than ABA in less complex forests or plantations (Xu et al. 2014), have sufficient insight into tree-level details and could easily understand the uncertainties at various spatial scales (Xu et al. 2018).
4.3. Wall-to-wall AGB predictions of two approaches

Currently, the method of wall-to-wall AGB predictions is dominated by ABA due to feasibility and applicability for a large area (e.g. Su et al. 2016; Zhang et al. 2019; Du et al. 2021). This study proposed a framework for generating wall-to-wall AGB predictions of larch plantations based on ITA. To compare with ABA, we applied the pixel as the smallest unit of wall-to-wall AGB predictions with ITA instead of an individual tree used in previous studies (e.g. Qiu et al. 2019; Zhao, Popescu, and Nelson 2009). The 22 sample plots that exactly matched the pixel of Landsat 8 were designed as a “bridge” between an individual tree and the smallest unit (i.e. pixel) of wall-to-wall AGB predictions to avoid geolocation mismatching between remote sensing data and field measurements. The wall-to-wall AGB predictions based on ITA were generated using the regression estimator with auxiliary information (i.e. the ALS-based pixel-level AGB estimates). The ALS-based pixel-level AGB of the entire larch plantation area was adjusted or improved by the pixel-level AGB estimated by ULS-BLS data in the sample plots. Thus, the pixel-level AGB estimated by ULS-BLS data was the variable of interest for the entire study area. However, this study had to suffer from the insufficient sample plots since another part of field plots were severely destroyed by the three typhoons (i.e. Typhoon Bavi, Maysak, and Haishen) transitted Maorshan Forest Farm from August 27th to September 10th of 2020. Even though the plot size (i.e. 22 plots) is limited in this study, the samples of individual trees (i.e. 2451) are sufficient, which reflects another advantage of ITA approach. The frameworks of upscaling AGB estimates based on both ITA and ABA approaches performed successfully and could be applied for other plantations in the future.

5. Conclusions

Traditionally, it is suitable to apply an area-based approach for large-scale AGB estimation and an individual tree approach for fine AGB mapping, which indicates the two approaches conflict to a certain extent. However, this study investigated the nondestructive AGB estimations of larch plantations using both ITA and ABA and scaled up the AGB estimates, and their spatial uncertainties from an individual tree- to stand-level based on multi-source remotely sensed data. We found that the PCS algorithm outperformed CHM-based ITCD algorithms for the plots with high tree density (about 1265 trees/ha) and obtained a high accuracy of individual tree AGB estimates ($R^2 = 0.97$, RMSE = 28.58 kg, rRMSE = 21.13%). When estimating AGB based on ITA, it is more appropriate to aggregate all detected trees into the plot-level AGB estimation than only considering 1:1 matched trees. The average plot-level AGB estimates of larch plantations and the uncertainty based on Monte Carlo simulation were 158.16 and 3.64 Mg·ha$^{-1}$, respectively. The average pixel-level AGB of larch plantations in Maorshan Forest Farm estimated by ITA and ABA were very similar, 129.66 Mg·ha$^{-1}$ and 144.38 Mg·ha$^{-1}$, respectively. ITA yielded a higher accuracy of the pixel-level AGB estimates and lower spatial uncertainties of pixel-level and stand-level AGB estimates than ABA. The ITA efficiently eliminated the overestimation of low AGB values that commonly occurred in ABA.

The growing demand for fine AGB mapping at large-scale calls for more accurate and efficient AGB estimations at multi-scales. This study contributes to the development of an upscaling framework for AGB estimation based on individual tree detection techniques, as well as a comparison of the effects of ITA and ABA on the pixel- and stand-level AGB estimates and spatial uncertainty. The frameworks based on both ITA and ABA could be applied for other plantations or uncomplex forests. This study also highlights the significance of understanding and quantifying multi-scale spatial uncertainties during AGB estimations. More complex natural forests, on the other hand, necessitate a more comprehensive MC simulation that takes into account more factors such as individual tree crown delineation, tree species classification, and individual tree parameter estimations, all of which could be investigated further in the future. ITA would provide an appealing and promising option for accurate quantification of forest carbon, precise forest monitoring and protection, and sustainable forest management in the future with the continued development of the ITCD algorithm and the quantification of errors.
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