SegVoxelNet: Exploring Semantic Context and Depth-aware Features for 3D Vehicle Detection from Point Cloud
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Abstract—3D vehicle detection based on point cloud is a challenging task in real-world applications such as autonomous driving. Despite significant progress has been made, we observe two aspects to be further improved. First, the semantic context information in LiDAR is seldom explored in previous works, which may help identify ambiguous vehicles. Second, the distribution of point cloud on vehicles varies continuously with increasing depths, which may not be well modeled by a single model. In this work, we propose a unified model SegVoxelNet to address the above two problems. A semantic context encoder is proposed to leverage the free-of-charge semantic segmentation masks in the bird’s eye view. Suspicious regions could be highlighted while noisy regions are suppressed by this module. To better deal with vehicles at different depths, a novel depth-aware head is designed to explicitly model the distribution differences and each part of the depth-aware head is made to focus on its own target detection range. Extensive experiments on the KITTI dataset show that the proposed method outperforms the state-of-the-art alternatives in both accuracy and efficiency with point cloud as input only.

I. INTRODUCTION

Deep neural networks (DNN) have made tremendous advances on the task of 2D visions such as vehicles and other objects detection [1], [2] and semantic segmentation [3], [4]. However, compared with its image-based counterparts, 3D scene understanding is still under-explored while crucial for many real-world applications such as autonomous driving. In autonomous driving, LiDAR is one of the most important sensors, which captures the 3D structure of the scene by sparse point cloud. In this work, we focus on 3D vehicle detection, whose goal is to localize the 3D oriented bounding boxes of physical vehicles from the point cloud.

By leveraging the success in vehicle detection in 2D images, 3D vehicle detectors that combine both image and point cloud have been proposed. [6] first detects the 2D bounding boxes in the image and then detects 3D boxes in the point cloud constrained in the frustum. [7], [8] encode the image as additional features and enrich the point cloud representation using a 2D detection backbone. However, such methods rely on strict time synchronization and extrinsic parameter calibration between LiDAR and the camera, which may not be satisfied in practical systems.

Methods exploiting point cloud only as input have also been explored in many works. Similar to 2D detection, these methods can be mainly divided into two categories: the one-stage method and the two-stage method. Generally, one-stage methods are faster than two-stage ones. Usually, these methods encode the point cloud as a bird’s eye view (BEV) [7], [9] representation or to the irregular pillars [10], and directly predicts the 3d bounding boxes and their scores. [11], [5] firstly group point cloud into voxels and then extracts features using 3D convolution from voxels which is used in region proposal network (RPN) [12]. The two-stage method usually generates bounding box proposals in the first stage and refine them in the second stage [13]. Recently, [14] achieves impressive 3D detection results on the KITTI [15] benchmark by introducing [16] as a two-stage encoder for canonical 3D bounding box refinement. However, these methods often need a separate model for each stage which is time-consuming.

Although these methods have made impressive progress, we argue that two main problems still remain unsolved. First, it is difficult for current models to distinguish ambiguous

Fig. 1: a) An example of false positives in SECOND [5]. The left are the input image and LiDAR point cloud, the predict 3D vehicle results are marked by red boxes in the image and point cloud, respectively. The right is the class score map of range (0,1) derived from its detection head. Yellow arrows highlight the false positive example due to local ambiguity outside the road. b) Visualization of the distribution of point clouds of vehicles with different depth.
vehicles without semantic context information. As shown in Fig. 1 a), our baseline method detects a false positive caused by an ambiguous obstacle outside the road. Second, the density distribution of point cloud varies continuously for vehicles at different depths, as shown in Fig. 1 b). It may be difficult for the network to simultaneously model the distribution across different depths.

Based on the above observation, we design a unified model called SegVoxelNet by exploiting free-of-charge bird’s eye view (BEV) semantic masks as additional supervision signal and a depth-aware head for learning distinctive depth-aware features for vehicles at various depths. The whole network is fully-convolutional and end-to-end trainable. Experiments on the well-known KITTI [15] dataset show that our proposed method achieves considerable improvement over state-of-the-art methods.

Our main contributions are summarized below:

- A unified framework called SegVoxelNet that incorporates free-of-charge semantic segmentation information into 3D vehicle detection pipeline, where semantic context provides guidance for 3D vehicle detection.
- A depth-aware head with convolutional layers of different kernel sizes and dilated rates that improve feature learning of vehicles at different depths.
- Our SegVoxelNet achieves state-of-the-art results on the KITTI dataset with real-time efficiency.

II. RELATED WORK

In this section, we briefly review the existing methods for 3D vehicle detection, which could be classified into the following three categories based on different input settings.

3D Vehicle Detection from Images: Some works directly predict the 3D bounding boxes based on the RGB images. Chen et al.[17] encoded the 3D locations, context and shape features of 3D vehicles as the energy function to score the exhaustively placed 3D bounding boxes on the estimated ground plane. Mousavian et al.[18] recovered the 3D locations by leveraging the geometry constraints between 2D and 3D bounding boxes and predicted the orientations of vehicles by their proposed MultiBin architecture. [19], [20] predicted the 3D bounding boxes by estimating the 3D vehicle shape from the introduced CAD models. Some works [21], [22], [23] further utilize stereo images for better estimating the depth information to detect 3D vehicles. However, no matter using monocular or stereo images, there is still a large performance gap between these methods and point cloud based methods, as the vehicle depth estimated from images is far from being accurate.

3D Vehicle Detection from Multiple Sensors: Some methods explored to fuse information from the point cloud and RGB image to improve the performance of 3D vehicle detection. Chen et al.[7] and Ku et al.[8] encoded the point cloud as bird’s eye view feature maps and projected the 3D proposals to different views (e.g., bird’s eye view for point cloud and front view for image) to crop object features from different sensors for the final 3D bounding box prediction. Qi et al.[6] and Xu et al.[24] exploited the 2D image detectors to generate 2D proposals from images, which are then used to crop the point cloud within each 2D box for the following 3D box estimation by applying PointNet [25], [16] to these point cloud. However, currently the bird’s eye view based methods suffer from information loss of quantization and feature misalignment problem of different sensors, and the 2D image proposal based methods heavily depend on the performance of 2D detectors and may fail on the occluded objects. Unlike these methods, our method directly predicts 3D bounding boxes from the 3D space generated by the point cloud, which is both efficient and natural to process the occluded objects since they are separated in the 3D space.

3D Vehicle Detection from Sparse Point Cloud: Detecting 3D vehicles directly from the raw point cloud is practical and important for autonomous driving since it avoids the sensor synchronization problem. Zhou et al.[11] first proposed the VoxelNet architecture to predict 3D bounding boxes with point cloud, and the following work [5] combined VoxelNet with sparse convolutions [26] to further improve efficiency and effectiveness. Other several works [9], [10] project the point cloud to bird’s eye view and utilizing 2D CNN to predict the 3D bounding boxes from bird’s view feature maps. Shi et al.[14] proposed the PointRCNN architecture to directly generate 3D proposals from raw point cloud by segmenting the foreground points and refine them in the canonical coordinates. Different from these methods, our proposed one-stage detector SegVoxelNet further explores the semantic context information as a guidance to benefit the confidence prediction and 3D box generation, and the new depth-aware detection architecture also improves the 3D detection performance by learning separate features for point cloud at different depths.

III. METHOD

In this section, we introduce our proposed single stage detection framework SegVoxelNet, as illustrated in Fig. 2.

A. Voxel Feature Encoder

The Voxel Feature Encoder (VFE) is applied to the raw point cloud to obtain voxelized feature representation for the following SCE module. It consists of two steps, i.e., point cloud voxelization and voxel feature extraction.

We first partition the point cloud into equally spaced voxels \( v \) with the size \( (v_{W}, v_{L}, v_{H}) \). To save up computation and reduce the imbalance for number of points between voxels, a fixed number of 3D points are randomly sampled in each voxel. Finally, the averaged coordinates of the 3D points \((\bar{x}, \bar{y}, \bar{z})\) in the voxel is taken as the feature for that voxel. The voxelized point cloud is then processed by four repeating Blocks sequentially. Each Block consists of several 3D sub-manifold sparse convolution layers and a normal sparse convolution layer for down-sampling in x,y-axis and squeezing z-axis. After each sparse convolution layer, BatchNorm layer and ReLU layer are applied. Finally, the output feature maps of the last Block in the VFE are reshaped into 2D BEV format tensors for further analysis.
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For the semantic segmentation branch, the semantic masks
can be easily calculated by projecting the 3D ground truth
to BEV. Here we explore two types of masks:
• voxel-type mask. We first match the 3D ground truth
boxes to voxels. Only non-empty voxels which overlap
with the boxes will be assigned as foreground.
• box-type mask. We directly project the 3D ground truth
boxes to BEV, and set voxels in the boxes to foreground.

Both types of masks can be used to train the SCE.

Inspired by FPN [27], the semantic segmentation branch
consists of a feature pyramid to extract multi-scale context
information from the BEV image. Specifically, The network
consists of 5 residual blocks, 2 maxpooling layers, 2 upsam-
pling layers and 2 convolutional layers followed by Batch-
Norm and ReLU layers for fusing multi-scale feature maps.
The segmentation branch can be trained by the commonly
used cross entropy loss or softmax loss.

Then, we fuse the two branches to obtain the semantic
context encoded feature maps for the detection head. The
fusion can be done by re-weighting the feature maps by
the probability map as attention residual learning in [28].
Formally, given the probability map \( M(x,y) \) and the feature map
of the first branch \( F \), the re-weighted feature \( R \) can be calculated by

\[
R_c(x,y) = (1 + M(x,y)) \cdot F_c(x,y)
\]  
(1)

where \( c \) indexes the channel, \( x, y \) index the spatial location
and \( M(x,y) \) is the probability map from segmentation branch
ranging from \([0, 1]\). This formulation enhances car related
features and suppresses noises from trunk features.

C. Depth-aware Head

In 2D detector SSD [1], the detection head receives
different scales of RPN feature maps for classifying and
regressing different sizes of vehicles. Different from the
camera, Lidar is an active sensor, which scans the scene to
generate point cloud. The sizes of vehicles are invariant
with the depth in the point cloud. The scale invariance of vehicles
in the point cloud cancels the necessity for multi-scale feature
learning in the detection head. However, the density of point
cloud on vehicles at different depths is quite different as
demonstrated in Fig. 1. Generally, the number of points on
a vehicle decreases rapidly with the increasing depth. Based
on these observations, we design a depth-aware head with
convolution layers of different kernel sizes and dilated rates
as illustrated in Fig. 2. To simultaneously increase the model
capacity while keep the network as efficient as possible, we
divide the input feature maps from SCE into three parts
along the x-axis in LiDAR coordinate with two overlapping
regions. The length of the overlapping region is designed as
twice of the vehicle length. For the three parts, convolution
layers with kernel size 1/3/3 and dilated rate 1/1/2 are
used for learning distinctive features from three different
distances, respectively. Each part is asked to solve the same
detection multi-task, which can be trained by minimizing the
same loss function in SECOND [5] \( L_D \):

\[
L_D = \lambda_{loc}L_{loc} + \lambda_{cls}L_{cls} + \lambda_{dir}L_{dir},
\]  
(2)

which is normalized by positive anchors and \( \lambda_{loc} = 2, \lambda_{dir} = 0.2 \).

To perform 3D vehicle detection, ground truth boxes and
anchors are defined as \((x, y, z, w, l, h, \theta)\). The localization
regression residuals between the ground truth and anchors
are defined by:

Fig. 2: An overview of the proposed network SegVoxelNet, which consists of a Voxel Feature Encoder (VFE), a Semantic
Context Encoder (SCE) and a depth-aware head. VFE encodes the raw point cloud into voxels and further converts them into
bird’s eye view feature maps. SCE predicts the semantic segmentation masks and encodes the semantic context information
in the feature maps for better detection. And the depth-aware head is designed to have multiple parts to predict 3D bounding
boxes for vehicles in different depth level.
Fig. 3: Visualization of the influence of integrating semantic segmentation information into detection feature maps. Top is the 2D image, bottom consists of a) bird’s eye view LiDAR point clouds, b) origin detection feature map, c) semantic segmentation feature map and d) semantic context encoded feature map. Green bounding boxes in the image and BEV denote the ground truth 3D vehicles. The red bounding boxes on the semantic segmentation feature map enhances the car-existing region on the detection feature map, while the yellow ones gives a suppressive effect on it.

\[
\begin{align*}
\Delta x &= \frac{x_{gt} - x_a}{d_a}, & \Delta y &= \frac{y_{gt} - y_a}{d_a}, & \Delta z &= \frac{z_{gt} - z_a}{h_a}, \\
\Delta w &= \log\left(\frac{w_{gt}}{w_a}\right), & \Delta l &= \log\left(\frac{l_{gt}}{l_a}\right), & \Delta h &= \log\left(\frac{h_{gt}}{h_a}\right), \\
\Delta \theta &= \theta_{gt} - \theta_a,
\end{align*}
\]

where \(x_{gt}\) and \(x_a\) are the ground truth and anchor boxes respectively, and \(d_a = \sqrt{(w_a)^2 + (l_a)^2}\). The localization loss function is:

\[
L_{loc} = \sum_{\omega \in (x,y,z,w,l,h,\theta)} \text{SmoothL1}(\Delta \omega),
\]

Since this loss can not distinguish the opposite orientation of the bounding box, we use a cross entropy loss on the classification of discretized directions [5]. For the vehicle classification, we use the focal loss [29].

Finally, We fuse the class score feature maps from three parts and choose the highest score of the class at each position. The detected vehicles are obtained by applying oriented NMS with bird’s eye view IoU threshold 0.05 to remove the overlapping bounding boxes.

D. Final Loss Function

The final loss function \(L\) for training our proposed SegVoxelNet is defined as:

\[
L = \lambda_S L_S + \sum_{p=1}^{3} L_{D_p},
\]

where \(p\) denotes the part index of depth-aware head. \(\lambda_S\) is used to balance the weights for semantic segmentation and classification constrains. We set \(\lambda_S = 0.5\).

IV. EXPERIMENTS AND RESULTS

In this section, we first introduce our experimental setup including the dataset and implementation details, then we compare with previous state-of-the-art methods on both val and test split of KITTI dataset [15].

A. Dataset

The KITTI dataset [15] is used in all experiments, which contains 7,481 training samples and 7,518 test samples. Each sample consists of a RGB image and a corresponding point cloud. Following common practice, we follow [7] to split the training samples into train split (3,712 samples) and val split (3,769 samples). We train our model on the train split, and compare it with other state-of-the-art methods on both val and test split. The KITTI dataset is stratified into easy, moderate and hard difficulties and the leaderboard is ranked by 3D average precision (AP) on moderate difficulty.

B. Implementation Details

First, we voxelize the point cloud in the range \([-40, 40], [-3, 1]\] with voxel size \([0.05, 0.05, 0.1]\) along the \(x \times y \times z\) in the LiDAR coordinate system. The maximum number of randomly sampled points in each voxel is set to 5. In our setting, the point cloud from an HDL-64E Velodyne LiDAR has 16k non-empty voxels for 99.8% sparsity in KITTI [15] dataset. We only store non-empty voxels and their coordinates for reducing memory and further speed-up processing. The voxel feature encoder (VFE) network consists of four blocks: Block1 (4, 16, 2, 2), Block2 (16, 32, 2, 2), Block3 (32, 64, 3, 2), Block4 (64, 64, 3, 1) with \(O = 128\) channel output feature maps. In the semantic context encoder (SCE) network, the multi-scale feature maps are outputted with \(2 \times O\) channels. In the depth-aware head, we split the feature maps into three parts by \([0, 72], [52, 124], [104, 176]\) in x-axis with two overlapping regions considering the cars in the edge of it.

We train our model initialized as in [31]. For training 3D vehicle detection, a proposal is considered as positive if its 3D IoU with groundtruth boxes is above 0.6 while as negative if its IoU is below 0.45. Each position has two anchors with different orientations. We train SegVoxelNet using the AdamW optimizer [32] with batch size 6, weight decay 0.01 and initial learning rate \(2.25 \times 10^{-4}\) for 100 epochs.
TABLE I: Performance comparison with previous methods on the car class of 3D detection benchmark of KITTI test set (old evaluation metric). Higher scores illustrate more accurate results.

| Method         | Modality             | Speed (FPS) | 3D Box | bird’s Eye View | Orientation |
|----------------|----------------------|-------------|--------|-----------------|-------------|
|                |                      |             | Easy   | Mod. | Hard | Easy | Mod. | Hard |
| AVOD-FPN [8]   | LiDAR & RGB          | 10          | 81.94  | 71.38 | 66.38 | 88.53 | 83.79 | 77.90 |
|                |                      |             |        |      |      |      |      |      |
| F-PointNet [6] | LiDAR & RGB          | 5.9         | 81.20  | 70.39 | 62.19 | 88.70 | 84.00 | 75.33 |
|                |                      |             |        |      |      |      |      |      |
| UberATG-MMF [30]| LiDAR & RGB          | 12          | 86.81  | 76.75 | 68.41 | 89.49 | 87.47 | 79.10 |
| PointRCNN [14] | LiDAR (Two-Stage)    | 10          | 84.32  | 75.42 | 67.86 | 89.28 | 86.04 | 79.02 |
| VoxelNet [11]  | LiDAR                | 4.4         | 77.47  | 65.11 | 57.73 | 89.35 | 79.26 | 77.39 |
| SECOND [5]     | LiDAR                | 20          | 83.13  | 73.66 | 66.20 | 88.07 | 79.37 | 77.95 |
| PointPillars [10]| LiDAR              | 62          | 79.05  | 74.99 | 68.30 | 88.35 | 86.10 | 79.83 |
| SegVoxelNet    | LiDAR                | 25          | 84.19  | 75.81 | 67.80 | 88.62 | 86.16 | 78.68 |

For data augmentation, we follow SECOND [5] to randomly select several ground truths and merge them into the current scene. However, we find out that the ground planes of different scenes have different heights, so we introduce a ground plane equation calculated by RANSAC [33] to constrain the augmented samples. All ground truth boxes and the associated LiDAR points are translated in different axes from $N(0, 0.25)$ and rotated uniformly from $[-\pi/2, \pi/2]$.

C. 3D Vehicle Detection Results on KITTI

a) Evaluation of 3D vehicle detection: All detection results are measured using the official KITTI evaluation metrics, where average precision (AP) is used as an evaluation metric in 3D and BEV by calculating the rotated IoU, and average orientation similarity (AOS) is used as the evaluation metric for orientation estimation, as in [15].

We evaluate the 3D detection results on the KITTI [15] test dataset in Table I. For the most important metric moderate difficulty of 3D mAP, our proposed method SegVoxelNet outperforms all previous methods except [30], which uses both LiDAR and RGB as input and benefits from multi-tasks for 3D vehicle detection. Compared with LiDAR only single stage methods [11], [10], [5], our method outperforms these with a large margin across all difficulties in 3D vehicle detection. We also achieve comparable results with LiDAR only two-stage method [14] but have 2.5x speed. For BEV detection, our method achieves better AP on the most important moderate difficulty than all other lidar only methods and obtain comparable AP on easy and hard difficulties. The result of orientation estimation shows that our method predicts much more accurate orientation values in hard difficulty while in easy and moderate difficulties our method achieves better results than other methods except [14].

We also report the performance of 3D detection on the val split in Table II. Our method outperforms previous state-of-the-art methods in all difficulties, which demonstrated the effectiveness of our method. Besides, our method achieves BEV AP of (90.37, 88.13, 86.94) and AOS AP of (90.63, 89.38, 88.07) for the easy, moderate, difficulty respectively.

b) Qualitative analysis: The improvement of integrating semantic segmentation information into detection feature maps can be observed from Fig. 3. We also evaluate different connections between the semantic segmentation feature map and the detection feature map by quantitatively analyzing the different influence in Sec IV-E.
TABLE II: Performance comparison with previous methods on the car class of KITTI val 3D detection benchmark.

| Method          | Modality            | 3D Box        |
|-----------------|---------------------|---------------|
|                 | Easy | Mod.   | Hard   |
| F-PointNet [6]   | LiDAR & RGB         | 83.76 70.92 63.65 |
| AVOI-FPN [8]     | LiDAR & RGB         | 84.41 74.44 68.65 |
| PointRCNN [14]   | LiDAR (Two Stage)   | 88.88 78.63 77.38 |
| VoxelNet [11]    | LiDAR               | 81.98 65.46 62.85 |
| SECOND [5]       | LiDAR               | 87.43 74.86 69.10 |
| PointPillars [10]| LiDAR               | - 77.98 - |
| SegVoxelNet      | LiDAR               | 89.35 79.05 77.41 |

TABLE III: Performance for different fusion between semantic segmentation feature map and detection feature map and our designed depth-aware head. \(AP_E, AP_M, AP_H\) denote the average precision of 3D box on KITTI val split for easy, moderate, hard difficulty separately.

| Seg re-weight | Depth-aware | \(AP_E\) | \(AP_M\) | \(AP_H\) |
|---------------|-------------|---------|---------|---------|
| ✓             | ✓           | +0.60   | +0.37   | +0.48   |
| ✓             | ✓           | +0.62   | +0.43   | +0.52   |
| ✓             | ✓           | +0.28   | +0.37   | +0.40   |
| ✓             | ✓           | +0.80   | +0.73   | +0.70   |

Effect of different fusion between semantic segmentation feature maps and detection feature maps: In Semantic Context Encoder(SCE), Semantic context information is introduced to highlight the existing vehicle region and suppress the background. We further evaluate the quantitative effects of the proposed fusion methods. We compare the proposed attention residual learning with simple concatenation along the channel axis. Table III shows the 3D vehicle detection performance with re-weight and concatenation. It can be seen that these methods are better than the baseline method without the semantic branch, which proves the effectiveness of the semantic context information for detection. While the performance gap between these two variants is very small, the proposed re-weight method results in fewer parameters and is more efficient than the concatenation alternative.

Effect of depth-aware head: In Sec. III-C, for high efficiency, we design a depth-aware head with small overlapping regions between different parts on the SEC output feature map, which leads to neglected computation. To show the importance of the depth-aware head, we compare it with our baseline method on 3D vehicle detection performance as shown in Table III. The depth-aware head improves the 3D AP with about 0.3 \(\sim 0.4\) gains through three difficulties \(AP_E, AP_M, AP_H\). The gain of each branch is shown in Table IV. We achieve a large margin improvement of 3D vehicle detection in the Middle (M) branch and a small improvement in the Near (N) branch but a small decrease in the Far (F) branch. We think it may be caused by the unlabeled vehicles in the far distance, as shown in Fig. 5.

V. Conclusion

In this paper, we propose a unified framework called SegVoxelNet that incorporates semantic information into 3D vehicle detection, where semantic context becomes active guidance for 3D vehicle detection. Moreover, an efficient depth-aware head is designed for vehicles with different depths in autonomous driving scenarios. Compared with other LiDAR-only methods, the experiments show that our SegVoxelNet achieves state-of-the-art results on the challenging 3D detection benchmark of KITTI dataset [15] with real-time efficiency.
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