LIMITS OF MANIFOLDS WITH A KATO BOUND ON THE RICCI CURVATURE. II.

GILLES CARRON, ILARIA MONDELLO, AND DAVID TEWODROSE

Abstract. We prove that metric measure spaces obtained as limits of closed Riemannian manifolds with Ricci curvature satisfying a uniform Kato bound are rectifiable. In the case of a non-collapsing assumption and a strong Kato bound, we additionally show that for any $\alpha \in (0, 1)$ the regular part of the space lies in an open set with the structure of a $C^\alpha$-manifold.
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1. Introduction

In this paper, we establish new geometric and analytic properties of Kato limit spaces, i.e. measured Gromov-Hausdorff limits of closed Riemannian manifolds with Ricci curvature satisfying a uniform Kato bound. Our work continues the study began in [CMT21] where we introduced these spaces.

For a closed Riemannian manifold $(M^n, g)$ of dimension $n \geq 2$, define

$$k_t(M^n, g) := \sup_{x \in M} \int_0^t \int_M H(s, x, y) \text{Ric}_x(y) \, d\nu_g(y) \, ds$$

for any $t > 0$, where $H$ is the heat kernel of $M$, $\nu_g$ is the Riemannian volume measure and $\text{Ric}_x : M \to \mathbb{R}_+$ is the lowest non-negative function such that for any $x \in M$,

$$\text{Ric}_x \geq -\text{Ric}_x(x) g_x.$$ 

Equivalently, $\text{Ric}$ is the negative part of the smallest eigenvalue of the Ricci tensor.

For the whole article, we keep a positive number $T$ and a function $f : (0, T] \to \mathbb{R}_+$ fixed, so that $f$ is non-decreasing and

$$\lim_{t \to 0} f(t) = 0 \quad \text{and} \quad f(T) \leq \frac{1}{16n}.$$ (1)

We let $\mathcal{K}(n, f)$ be the set of isometry classes of $n$-dimensional closed Riemannian manifolds $(M^n, g)$ satisfying the Kato bound

$$k_t(M^n, g) \leq f(t), \quad \forall t \in (0, T].$$ (K)

This bound is implied, for instance, by a lower bound on the Ricci curvature, or by a suitable uniform $L^p$ estimate on $\text{Ric}$ [RS17].
For $c > 0$ fixed throughout the article, let $K_m(n, f, c)$ be the set of quadruples $(M^n, d_g, \mu, o)$ where $(M^n, g) \in K(n, f)$, $o \in M$, $d_g$ is the Riemannian distance associated with $g$ and $\mu$ is a multiple of $\nu_g$ satisfying

$$c \leq \mu(B_{\sqrt{T}}(o)) \leq c^{-1}.$$

As proved in [Car19, CMT21], elements in $K(n, f)$ satisfy a uniform doubling condition. As a consequence, Gromov’s precompactness theorem ensures that the set $K_m(n, f, c)$ is precompact in the pointed measured Gromov-Hausdorff topology. We call Kato limit space any element in the closure $\overline{K_m(n, f, c)}$ with respect to this topology. Observe that Ricci limit spaces, that is limits of manifolds with a uniform Ricci lower bound [CC97, CC00a, CC00b, Che01], are Kato limit spaces.

Our first result is the rectifiability of Kato limit spaces. This was shown for Ricci limit spaces in [CC00b, Theorem 5.7].

**Theorem 1.1.** Let $(X, d, \mu, o)$ be a Kato limit space. Then $(X, d, \mu)$ is rectifiable as a metric measure space, in the sense that there exists a countable collection $\{(k_i, V_i, \phi_i)\}$, where $\{V_i\}$ are Borel subsets covering $X$ up to a $\mu$-negligible set, $\{k_i\}$ are positive integers, and $\phi_i : V_i \to \mathbb{R}^{k_i}$ is a bi-Lipschitz map such that $(\phi_i)_\# \mu|(V_i) \ll \mathcal{H}^{k_i}$ for any $i$, where $\mathcal{H}^{k_i}$ is the $k_i$-dimensional Hausdorff measure.

Consider now the non-collapsing case, that is there exists $v > 0$ such that for some $o \in M$

$$\nu_g(B_{\sqrt{T}}(o)) \geq v T^{\frac{n}{2}}. \quad \text{(NC)}$$

Assume that $f$ additionally satisfies

$$\int_0^T \frac{\sqrt{T(t)}}{t} \, dt < +\infty. \quad \text{(SK)}$$

In this case, we say that $(M^n, g) \in K(n, f)$ satisfies a strong Kato bound. Let $K(n, f, v)$ be the set of isometry classes of pointed closed $n$-dimensional manifolds $(M^n, g, o)$ satisfying a strong Kato bound and the non-collapsing assumption. We call non-collapsed strong Kato limit space any element in the closure $\overline{K(n, f, v)}$ with respect to the pointed Gromov-Hausdorff topology. Notice that we do not need to consider measured Gromov-Hausdorff topology, because, thanks to the volume continuity proved in [CMT21, Theorem 7.1], Riemannian volumes converge to the $n$-dimensional Hausdorff measure.

Our second main result is the bi-Hölder regularity of the regular set of non-collapsed strong Kato limit spaces. This was proved for non-collapsed Ricci limit spaces in [CC97, Theorem 5.14].

**Theorem 1.2.** Let $(X, d, o)$ be a non-collapsed strong Kato limit space. Then for any $\alpha \in (0, 1)$ the regular set

$$\mathcal{R} := \{x \in X : (\mathbb{R}^n, d_e, 0) \in \text{Tan}(X, x)\}$$

is contained in an open $C^\alpha$ manifold $U_o \subset X$. Here $d_e$ is the Euclidean distance and $\text{Tan}(X, x)$ is the set of metric tangent cones of $X$ at $x$, see Definition 2.1.

In [CMT21, Theorem 6.2] we also showed that non-collapsed strong Kato limit spaces admit a stratification. By combining this with volume continuity and arguments from [CC97, Theorem 6.1] (see also [Che01, Theorem 10.22]), we then prove that the singular set $S := X \setminus \mathcal{R}$ of any $(X, d, o) \in K(n, f, v)$ has codimension two. For the sake of completeness, we provide a proof in the Appendix.

Our proofs of Theorem 1.1 and Theorem 1.2 strongly rely on the existence of splitting maps on Kato limit spaces. These are harmonic maps with a suitable $W^{2,2}$-estimate which realize a Gromov-Hausdorff approximation between a small ball around $x$ and a Euclidean ball of same radius. In Section 3, we give conditions
for the existence of such maps, and establish some of their properties, relying on
the analysis performed in \cite{CMT21}.

In order to prove Theorem 1.1 we start by observing that almost splitting maps
exist around any point \(x\) of a Kato limit space admitting a Euclidean tangent
cone. After that, by means of a suitable propagation property of these maps, we
adapt arguments from \cite{BPS21} which built upon \cite{GP21} to provide a proof of the
rectifiability of \(\text{RCD}(K,N)\) spaces \cite{MN19} via almost splitting maps. Let us point
out that, unlike the uniform lower Ricci bound considered in \cite{CC97}, the Kato
bound \((K)\) does not provide a directionally restricted relative volume comparison
on the limit space, so that the proof of rectifiability by Cheeger and Colding, based
on a suitable control on the volume deformation of pseudo-cubes through pseudo-
translations, do not carry out.

We do not know whether the dimensions \(k_i\) in Theorem 1.1 are all equal to a
constant. This has been proved true by Colding and Naber for Ricci limit spaces
\cite{CN12}, but the arguments used there seem hardly reproducible in the context of a
Kato bound; a more conceivable approach may be the one used by Brué and Semola
in the \(\text{RCD}(K,N)\) framework \cite{BS20}.

To prove Theorem 1.2 a key tool is the following almost monotone quantity,
which we introduced in \cite{CMT21} to get information on the infin itsesimal geometry
of non-collapsed strong Kato limits. For \(X \in \mathbb{K}(n,f,v), x \in X, t > 0\), consider
\[
\theta(t,x) := \left(\frac{4\pi t}{n}\right)^{n/2} H(t,x,x)
\]
where \(H\) is the heat kernel of \(X\). In case \((M^n,g)\) is a Riemannian manifold
with non-negative Ricci curvature, the Li-Yau inequality implies that the function \(t \mapsto \theta(t,x) \in [1, +\infty]\) is non-decreasing for all \(x \in M\). When \((M^n,g)\) satisfies
a strong Kato bound, we showed in \cite{CMT21} that this function is almost non-
decreasing everywhere. In particular, its limit as \(t\) goes to zero is well-defined, not
less than one, and coincides with the inverse of the volume density at \(x\). In the
present paper, we prove that under \((SK)\) the regular set of \(X\) is given by points
where the limit of \(\theta\) equals one:
\[
R = \{ x \in X : \lim_{t \to 0} \theta(t,x) = 1 \}.
\]

We also establish that if \(\theta(t,x)\) is close enough to 1 for some \(t > 0\) and \(x \in X\),
then any ball centered around \(x\) with small radius is Gromov-Hausdorff close to a
Euclidean ball with same radius. More precisely, we prove the following Reifenberg
regularity statement.

**Theorem 1.3.** Assume that \((SK)\) holds. Then for any \(\varepsilon > 0\) there exists \(\delta > 0\)
depending on \(n, f\) and \(\varepsilon\) such that for any \((X,d,o) \in \mathbb{K}(n,f,v)\), if \(x \in X\) and \(t \in (0, \delta T)\) satisfy
\[
\theta(t,x) \leq 1 + \delta
\]
then for any \(y \in B_{\sqrt{t}}(x)\) and \(s \in (0, \sqrt{7}]\),
\[
d_{GH}(B_{s}(y), B_{s}^{n}) \leq \varepsilon s,
\]
where \(B_{s}^{n}\) is the Euclidean ball of radius \(s\) centered at 0 in \(\mathbb{R}^n\).

In addition to the almost monotonicity of \(\theta\) and the appropriate Li-Yau inequality
for Kato limit spaces (see Proposition 2.9), a salient ingredient in our proof of
Theorem 1.3 is the heat kernel rigidity result obtained in \cite{CT22}, which allows for
a suitable contradiction argument.

From Theorem 1.3 we could immediately appeal on the intrinsic Reifenberg theorem
of Cheeger and Colding \cite{CC97} Theorem A.1.1 and get the conclusion of
Theorem 1.2. We prefer to provide an explicit construction of a bi-Hölder homeo-
morphism obtained from almost splitting maps through a Transformation Theorem,
in the spirit of [CJM21]. One key new point in our approach is an almost-rigidity statement implying that for sufficiently small $\delta$, if a point $x$ in a non-collapsed strong Kato limit space satisfies

$$\theta(t, x) < 1 + \delta,$$

then an almost splitting map realizing a GH-isometry exists from $B_t(x)$ to an Euclidean ball of radius $\sqrt{t}$. We next prove a Transformation Theorem that eventually provides a better regularity on such harmonic maps; these are bi-Hölder homeomorphisms. The proof of the Transformation Theorem is a direct one and uses some results of [CMT21] about convergence of harmonic functions together with the refinements that we develop in Section 3.
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2. Preliminaries

In a metric space $(X, d)$ we denote by $B_r(x)$ the open ball of radius $r$ centered at $x \in X$. Letting $B = B_r(x)$, for any $\lambda > 0$ we denote by $\lambda B$ the re-scaled ball centered at $x$ of radius $\lambda r$. We call metric measure space any triple $(X, d, \mu)$ where $(X, d)$ is a geodesic and proper metric space and $\mu$ is a fully supported Borel measure such that $\mu(B_r(x))$ is strictly positive and finite for any $x \in X$ and $r > 0$.

The Cheeger energy of $(X, d, \mu)$ is the map $\text{Ch} : \text{Lip}_c(X) \to \mathbb{R}_+$ defined by

$$\text{Ch}(f) = \int_X \text{lip}^2(f) \, d\mu,$$

where $\text{lip}(f)$ denotes the local Lipschitz constant of $f$. Following [Gig15, Gig18b] we say that $(X, d, \mu)$ is infinitesimally Hilbertian if $\text{Ch}$ is quadratic, in which case the closure of $\text{Ch}$, still denoted by $\text{Ch}$, is a Dirichlet form with domain denoted by $H^{1,2}(X, d, \mu)$. We write $L$ for the associated non-positive, self-adjoint operator and $\{e^{-tL}\}_{t>0}$ for the Markov semi-group generated by $L$. For any $f \in H^{1,2}(X, d, \mu)$ there exists a unique $|df| \in L^2(X, \mu)$ called minimal relaxed slope of $f$ such that

$$\text{Ch}(f) = \int_X |df|^2 \, d\mu.$$

Moreover, $\text{Ch}$ is strongly local and regular, and its carré du champ is given by

$$d\Gamma(u, v) = \frac{1}{4}(|du + dv|^2 - |du - dv|^2) \, d\mu =: (du, dv) \, d\mu$$

for any $u, v \in H^{1,2}(X, d, \mu)$. For any open set $\Omega \subset X$ we also set

$$H^{1,2}_{\text{loc}}(\Omega, d, \mu) := \{ f \in L^2_{\text{loc}}(\Omega, \mu) : \phi f \in H^{1,2}(X, d, \mu) \text{ for any } \phi \in \text{Lip}_c(\Omega) \}.$$

We say that $f \in H^{1,2}_{\text{loc}}(\Omega, d, \mu)$ is harmonic in $\Omega$ if for any $\phi \in \text{Lip}_c(\Omega)$,

$$\int_{\Omega} (df, d\phi) \, d\mu = 0.$$

If $(M^n, g)$ is a smooth and connected Riemannian manifold, the Cheeger energy of $(M, d_g, \nu_g)$ coincides with its usual Dirichlet energy. We often implicitly identify a Riemannian manifold $(M^n, g)$ with its isometry class or with the metric measure space $(M, d_g, \nu_g)$.

For any positive integer $k$, we denote by $B^k$ the Euclidean ball of radius $r$ centered at the origin of $\mathbb{R}^k$, and we write $B^k_p(p) = p + B^k$ for any $p \in \mathbb{R}^k$. 


2.1. Notions of convergence. We assume the reader to be familiar with the various notions of Gromov-Hausdorff convergence; we refer to \cite{HKST15} Section 11, for instance, if this is not the case. We simply recall that a map \( \phi : (X, d_X) \to (Y, d_Y) \) is called an \( \varepsilon \)-GH isometry if \( |d_X(x, x') - d_Y(\phi(x), \phi(x'))| \leq \varepsilon \) for any \( x, x' \in X \) and for any \( y \in Y \) there exists \( x \in X \) such that \( d_Y(\phi(x), y) \leq \varepsilon \). If \( \{(X_\alpha, d_\alpha, o_\alpha)\}, (X, d, o) \) are pointed metric spaces such that \( (X_\alpha, d_\alpha, o_\alpha) \to (X, d, o) \) in the pointed Gromov-Hausdorff topology, we denote by \( x_\alpha \in X_\alpha \to x \in X \) a convergent sequence of points, following \cite{CMT21} Characterization 1 and the definition soon after.

2.1.1. Tangent cones. Let us recall the classical definitions of tangent cones.

Definition 2.1. (1) Let \((X, d)\) be a metric space. For any \( x \in X \), we call metric tangent cone of \((X, d)\) at \( x \) any pointed metric space \((Y, d_Y, x)\) obtained as a limit point in the pointed Gromov-Hausdorff topology of the family of rescalings \( \{(X, r^{-1}d, x)\}_{r > 0} \) as \( r \downarrow 0 \). We denote by \( \Tan(X, x) \) the set of metric tangent cones of \((X, d)\) at \( x \).

(2) Let \((X, d, \mu)\) be a metric measure space. For any \( x \in \text{supp} \mu \), we call metric measured tangent cone of \((X, d, \mu)\) at \( x \) any pointed metric measure space \((Y, d_Y, \mu_Y, x)\) obtained as a limit point in the pointed measured Gromov-Hausdorff topology of the family of rescalings \( \{(X, r^{-1}d, \mu(B_r(x))^{-1}\mu, x)\}_{r > 0} \) as \( r \downarrow 0 \). We denote by \( \Tan_{\mu}(X, x) \) the set of metric measured tangent cones of \((X, d, \mu)\) at \( x \).

We are especially interested in tangent cones which split off a Euclidean factor. Let us recall the definition.

Definition 2.2. Let \( k \) be a positive integer.

(1) We say that a pointed metric space \((X, d, x)\) splits off an \( \mathbb{R}^k \) factor if there exists a pointed metric space \((Z, d_Z, z)\) and an isometry \( \phi : X \to \mathbb{R}^k \times Z \) such that \( \phi(x) = (0, z) \).

(2) We say that a pointed metric measure space \((X, d, \mu, o)\) splits off an \( \mathbb{R}^k \) factor if there exists a pointed metric measure space \((Z, d_Z, \mu_Z, z)\) and an isometry \( \phi : X \to \mathbb{R}^k \times Z \) such that \( \phi(x) = (0, z) \) and \( \phi_\# \mu = H^k \otimes \mu_Z \).

Here and in the sequel the space \( \mathbb{R}^k \times Z \) is implicitly equipped with the classical Pythagorean product distance.

2.1.2. Convergence of functions. Let us recall now some notions of convergence for functions defined on varying spaces. We refer to \cite{CMT21} Section 1.4 and the references therein for a more exhaustive presentation.

Definition 2.3. Let \( \{(X_\alpha, d_\alpha, \mu_\alpha, o_\alpha)\}_{\alpha}, (X, d, \mu, o) \) be infinitesimally Hilbertian metric measure spaces such that \( (X_\alpha, d_\alpha, \mu_\alpha, o_\alpha) \to (X, d, \mu, o) \) in the pointed measured Gromov-Hausdorff topology.

(1) Let \( \varphi_\alpha \in C_c(X_\alpha) \) for any \( \alpha \) and \( \varphi \in C_c(X) \) be given. We say that \( \{\varphi_\alpha\} \) converges uniformly on compact sets to \( \varphi \) if \( \varphi_\alpha(x_\alpha) \to \varphi(x) \) whenever \( x_\alpha \in X_\alpha \to x \in X \); we write \( \varphi_\alpha \rightharpoonup \varphi \) if this convergence holds.

(2) Let \( f_\alpha \in L^2(X_\alpha, \mu_\alpha) \) for any \( \alpha \) and \( f \in L^2(X, \mu) \) be given.

\begin{itemize}
  \item We say that \( \{f_\alpha\} \) converges to \( f \) weakly in \( L^2 \) if \( \sup_\alpha \|f_\alpha\|_{L^2} < +\infty \) and \( \int_{X_\alpha} \varphi_\alpha f_\alpha \, d\mu_\alpha \to \int_X \varphi f \, d\mu \) whenever \( \varphi_\alpha \rightharpoonup \varphi \); we write \( f_\alpha \rightharpoonup f \) if this convergence holds.
\end{itemize}
• We say that \( \{ f_\alpha \} \) converges to \( f \) strongly in \( L^2 \) if \( f_\alpha \rightharpoonup f \) and 
\[
\lim_\alpha \| f_\alpha \|_{L^2} = \| f \|_{L^2};
\]
we write \( f_\alpha \rightharpoonup f \) if this convergence holds.

(3) Let \( f_\alpha \in H^{1,2}(X_\alpha, d_\alpha, \mu_\alpha) \) for any \( \alpha \) and \( f \in H^{1,2}(X, d, \mu) \) be given.

• We say that \( \{ f_\alpha \} \) converges to \( f \) weakly in energy if \( f_\alpha \rightharpoonup f \) and 
\[
\sup_\alpha \text{Ch}_\alpha(f_\alpha) < +\infty; \text{ we write } f_\alpha \rightharpoonup f \text{ if this convergence holds.}
\]

• We say that \( \{ f_\alpha \} \) converges to \( f \) strongly in energy if \( f_\alpha \overset{E}{\rightharpoonup} f \) and 
\[
\lim_\alpha \text{Ch}_\alpha(f_\alpha) = \text{Ch}(f); \text{ we write } f_\alpha \overset{E}{\rightharpoonup} f \text{ if this convergence holds.}
\]

2.2. Kato bound and Kato limits. Recall that \( T, f \) are fixed and satisfy (1). The following has been proved in [CMT21, Proposition 2.3].

Proposition 2.4. There exists \( \kappa \geq 1 \) and \( \lambda > 0 \) depending only on \( n \) such that any \( (M^n, g) \in \mathcal{K}(n, f) \) satisfies

1. a uniform volume estimate: for any \( x \in M \) and \( 0 < s < r \leq \sqrt{T} \),
\[
\frac{\nu_g(B_r(x))}{\nu_g(B_s(x))} \leq \kappa \left( \frac{r}{s} \right)^{n_2},
\]
(3)

2. a uniform local Poincaré inequality: for any ball \( B \subset M \) with radius \( r \leq \sqrt{T} \) and any \( \varphi \in C^1(B) \),
\[
\int_B \left( \varphi - \frac{1}{B} \int_B \varphi \, d\nu_g \right)^2 \, d\nu_g \leq \lambda r^2 \int_B |d\varphi|^2 \, d\nu_g.
\]
(4)

Remark 2.5. Note that (3) implies a so-called doubling condition:
\[
\nu_g(B_{2r}(x)) \leq A(n)\nu_g(B_r(x))
\]
(5)

for any \( x \in X \) and \( r \in (0, \sqrt{T}/2] \), where \( A(n) := \kappa 2^{n_2} \). We shall often use the following consequence of the doubling condition: for any \( \lambda \in (0, 1) \) there exists a constant \( C(n, \lambda) \geq 1 \) such that for any ball \( B \subset M \) and any locally integrable \( \phi : B \to \mathbb{R} \),
\[
\int_B |\phi| \, d\nu_g \leq C(n, \lambda) \int_B |\phi| \, d\nu_g.
\]
(6)

The next proposition collects estimates on the heat kernel of \( (M^n, g) \in \mathcal{K}(n, f) \).

Proposition 2.6. There exists a constant \( \gamma \geq 1 \) depending only on \( n \) such that for any \( (M^n, g) \in \mathcal{K}(n, f) \), for all \( x, y \in M \) and \( t \in (0, T) \),

1. \[
\frac{\gamma^{-1}}{\nu_g(B_{\sqrt{T}}(x))} \ e^{-\gamma \frac{x^2(x, y)}{2t}} \leq H(t, x, y) \leq \frac{\gamma}{\nu_g(B_{\sqrt{T}}(x))} \ e^{-\frac{x^2(x, y)}{2t}},
\]
2. \[
\left| \frac{\partial}{\partial t} H(t, x, y) \right| \leq \frac{\gamma}{\nu_g(B_{\sqrt{T}}(x))} \ e^{-\frac{x^2(x, y)}{2t}},
\]
3. \[
|d_x H(t, x, y)| \leq \frac{\gamma}{\sqrt{\nu_g(B_{\sqrt{T}}(x))}} \ e^{-\frac{x^2(x, y)}{2t}}.
\]

Proof. The first estimate i) was established in [Car19], see also [CMT21] Proposition 3.3. The second estimate ii) is a consequence of i), see e.g. [Gri95, Corollary 3.1]. The third estimate iii) is a consequence of the Li-Yau inequality [Car19] Proposition 3.3:
\[
e^{-2 |d_x H(t, x, y)|} \leq \frac{\gamma^2}{2t} H^2(t, x, y) + \frac{\gamma}{\sqrt{t}} \left| \frac{\partial}{\partial t} H(t, x, y) \right|,
\]

together with i) and ii).
Let us now recall a couple of results from [CMT21] about Kato limit spaces.

**Proposition 2.7.** Any \((X, d, \mu, o) \in \overline{\mathcal{K}}_m(n, f, c)\) is an infinitesimally Hilbertian space satisfying the doubling condition \([5]\) and the local Poincaré inequality \([4]\). Moreover, for any \(x \in X\), any \((Y, dy, \nu, x) \in \text{Tam}_m(X, x)\) is a pointed RCD\((0, n)\) space.

Metric measure spaces satisfying an RCD\((0, n)\) bound have, in a synthetic sense, non-negative Ricci curvature and dimension less than \(n\). We refer to [Gig18a] for a survey about their properties.

From [CMT21], we also know that the following hold.

**Proposition 2.8.** Let \(\{\{M^n_\alpha, d_\alpha, \mu_\alpha, o_\alpha\}\} \subset \mathcal{K}_m(n, f, c)\) be converging to \((X, d, \mu, o) \in \overline{\mathcal{K}}_m(n, f, c)\) in the pointed measured Gromov-Hausdorff topology. Let \(H_\alpha\) be the heat kernel of \((M^n_\alpha, g_\alpha)\) for any \(\alpha\). Then \(X\) admits a locally Lipschitz heat kernel, that is to say a map \(H : (0, +\infty) \times X \times X \rightarrow (0, +\infty)\) such that

\[
(e^{-tL} f)(x) = \int_X H(t, x, y) f(y) d\mu(y)
\]

for any \(f \in L^2(X, \mu)\), any \(t > 0\) and \(\mu\)-a.e. \(x \in X\). Moreover, \(H\) satisfies the three estimates in Proposition 2.6. Furthermore, the following convergence results hold.

- For any \(t > 0\) and \(x_\alpha \in M_\alpha \rightarrow x \in X\), \(y_\alpha \in M_\alpha \rightarrow y \in X\),
  \[
  H_\alpha(t, x_\alpha, y_\alpha) \rightarrow H(t, x, y) \quad \text{and} \quad \frac{\partial}{\partial t} H_\alpha(t, x_\alpha, y_\alpha) \rightarrow \frac{\partial}{\partial t} H(t, x, y). \tag{7}
  \]

- For any \(t > 0\) and \(x_\alpha \in M_\alpha \rightarrow x \in X\),
  \[
  H_\alpha(t, x_\alpha, \cdot) \overset{L^2}{\rightharpoonup} H(t, x, \cdot). \tag{8}
  \]

As an important consequence, we derive in the next statement a Li-Yau inequality for Kato limit spaces.

**Proposition 2.9.** Consider \((X, d, \mu, o) \in \overline{\mathcal{K}}_m(n, f, c)\). Set \(\gamma(t) = \exp \left(8\sqrt{nf(t)}\right)\) for any \(t \in (0, T]\). Then for any \(x \in X\) and \(t \in (0, T]\), the Li-Yau inequality

\[
\gamma^{-1}(t) |dH(t, x, \cdot)|^2 - H(t, x, \cdot) \frac{\partial}{\partial t} H(t, x, \cdot) \leq \frac{n\gamma(t)}{2t} H^2(t, x, \cdot) \tag{9}
\]

holds \(\mu\)-a.e. on \(X\).

**Proof.** Let \(\{\{M^n_\alpha, d_\alpha, \mu_\alpha, o_\alpha\}\} \subset \mathcal{K}_m(n, f, c)\) be converging to \((X, d, \mu, o)\) in the pointed measured Gromov-Hausdorff topology. By [Car19] Proposition 3.3, for any \(x, y \in M_\alpha\) and \(t \in (0, T]\),

\[
\gamma^{-1}(t) |d_y H_\alpha(t, x, y)|^2 - H_\alpha(t, x, y) \frac{\partial}{\partial t} H_\alpha(t, x, y) \leq \frac{n\gamma(t)}{2t} H^2_\alpha(t, x, y). \tag{10}
\]

Take \(x_\alpha \in M_\alpha \rightarrow x \in X\) and set \(u_\alpha(y) = H_\alpha(t, x_\alpha, y)\) for any \(y \in M_\alpha\) and any \(\alpha\). The \(L^2\) heat kernel convergence \([5]\) yields

\[
u_{\alpha_\gamma} \overset{L^2}{\rightharpoonup} u := H(t, x, \cdot).
\]

Moreover, the semi-group property implies

\[
\int_{M_\alpha} |du_\alpha|^2 d\nu_{\alpha_\gamma} = \int_{M_\alpha} u_\alpha \Delta_{\alpha_\gamma} u_\alpha d\nu_{\alpha_\gamma} = -\frac{1}{2} \frac{\partial}{\partial t} H_\alpha(2t, x_\alpha, x_\alpha) = -\frac{\partial H_{\alpha_\gamma}}{\partial t}(2t, x_\alpha, x_\alpha), \tag{11}
\]

hence by Proposition 2.6(ii) the sequence \(\{u_\alpha\}\) is bounded in energy, hence \(u_\alpha \overset{E}{\rightharpoonup} u\) by definition. Since the semi-group property also implies \([11]\) with \(u\), \(H\) and \(x\) in place of \(u_\alpha\), \(H_\alpha\) and \(x_\alpha\) respectively, the convergence \([7]\) yields \(\lim_{\alpha} \|du_\alpha\|_{L^2} = 0\).
Ch(u), hence by definition $u_\alpha \stackrel{E}{\rightarrow} u$. Proposition 2.6.iii) implies that the sequence $\{ |du_\alpha| \}$ is locally bounded in $L^\infty$ hence with [CMT21] Proposition E.7] we can conclude that
\[ |du_\alpha| \overset{L^2}{\rightharpoonup} |du|. \]
This convergence, together with (7) and (10), implies (9).
\[ \square \]

**Remark 2.10.** If there exists $\tau \in (0, T]$ such that
\[ \lim_\alpha k_t(M_\alpha, g_\alpha) = 0, \]
then for any $x \in X$ and $t \in (0, \tau]$, the Li-Yau inequality
\[ |dH(t, x, \cdot)|^2 - H(t, x, \cdot) \frac{\partial}{\partial t} H(t, x, \cdot) \leq \frac{n}{2t} H^2(t, x, \cdot) \]
holds $\mu$-a.e. on $X$.

3. **Almost splittings maps and consequences of GH-closeness on functions**

In this section, we define $(k, \varepsilon)$-splitting maps on Kato limits and prove some relevant properties. Such maps were introduced in [CC96] [Co97] [CC97] for the study of Ricci limit spaces and extensively used later in the study of limit spaces and RCD($K, N$) spaces, see for instance [CN15] [CJN21] [Bam20] [BPS21].

From now on, for any positive integer $k$, we let $\mathcal{M}_k(\mathbb{R})$ be the space of $k \times k$ matrices with real entries, $\mathcal{S}_k(\mathbb{R}) \subset \mathcal{M}_k(\mathbb{R})$ be the subspace made of symmetric matrices, and we denote by $\| \cdot \|$ the matrix norm induced by the Euclidean norm $| \cdot |$, meaning that $\| A \|^2 := \{ t(A\xi)A\xi : \xi \in \mathbb{R}^k \text{ such that } ^t\xi \xi = 1 \}$ for any $A \in \mathcal{M}_k(\mathbb{R})$. Then the following holds.

**Lemma 3.1.** Assume that $A \in \mathcal{S}_k(\mathbb{R})$ is positive definite. Then there exists a unique lower triangular matrix $T \in \mathcal{M}_k(\mathbb{R})$ such that
\[ TA^T = \text{Id}_k. \] (12)
Moreover, if there exists $\varepsilon \in (0, 1/2)$ such that $A \in \mathcal{S}_k(\mathbb{R})$ satisfies
\[ \| A - \text{Id}_k \| < \varepsilon, \] (13)
then for some $C_k$ depending only on $k$, the matrix $T$ satisfies
\[ \| T - \text{Id}_k \| < C_k \varepsilon. \] (14)

**Remark 3.2.** The matrix $^tT$ is obtained by applying the Gram-Schmidt process.

3.1. **Almost splitting maps.** For any infinitesimally Hilbertian metric measure space $(X, d, \mu)$, whenever a map $u = (u_1, \ldots, u_k) : B \rightarrow \mathbb{R}^k$ satisfies $u_i \in H^{1, 2}(B, d, \mu)$ for any $i \in \{1, \ldots, k\}$ we define the Gram matrix map of $u$ as the $\mathcal{S}_k(\mathbb{R})$-valued map
\[ G_u := [G_{i,j}] \text{ where } G_{i,j} := \langle du_i, du_j \rangle \text{ for any } 1 \leq i, j \leq k, \]
and we set $|dG_u|^2 := \sum_{1 \leq i, j \leq k} |dG_{i,j}|^2$. Note that if $T$ is a lower triangular $k \times k$ matrix and $\tilde{a} := T \circ u$, then
\[ G_{\tilde{a}} = T G_u^T \mu$-a.e. in $B. \] (15)

**Definition 3.3.** Let $(X, d, \mu, o) \in \overline{\mathcal{K}}_m(n, f, \varepsilon)$. Let $B \subset X$ be a ball of radius $r > 0$, $k \in \{1, \ldots, n\}$ and $\varepsilon > 0$.

1. We call $(k, \varepsilon)$-splitting of $B$ any harmonic map $u : B \rightarrow \mathbb{R}^k$ such that
\[ \|du\|_{L^\infty(B)} \leq 2 \text{ and } \int_B \|G_u - \text{Id}_k\| \, d\mu < \varepsilon. \] (16)
(2) We say that a \((k, \varepsilon)\)-splitting \(u\) of \(B\) is reinforced if
\[
\int_B (\|G_u - \text{Id}_k\| + \varepsilon^2 |dG_u|^2) \, d\mu < \varepsilon.
\]

(3) We say that a (possibly reinforced) \((k, \varepsilon)\)-splitting \(u\) of \(B\) is balanced if
\[
\int_B G_u \, d\mu = \text{Id}_k.
\]

Remark 3.4. Assumption \(\|du\|_{L^\infty(B)} \leq 2\) implies
\[
\sup_{1 \leq i,j \leq k} |G_{i,j}(y)| \leq 4 \quad \text{for \(\mu\)-a.e. } y \in B.
\]

Remark 3.5. Condition \(\{16\}\) implies that the symmetric matrix
splitting.

Assumption \(\text{Remark 3.4.}\)

\(\varepsilon\) for all \(\varepsilon \in (0, 1/2)\) and any \((k, \varepsilon)\)-splitting \(u : B \to \mathbb{R}^k\) there exists a lower triangular matrix \(T\) with \(\|T\| \leq 1 + C_k \varepsilon\) such that the map \(\tilde{u} = T \circ u : B \to \mathbb{R}^k\) satisfies
\[
\int_B G_{\tilde{u}} \, d\mu = \text{Id}_k \quad \text{and} \quad \int_B \|G_{\tilde{u}} - \text{Id}_k\| \, d\mu < (1 + C_k \varepsilon)^2 \varepsilon. \quad (17)
\]

Remark 3.6. The definition of reinforced splitting is just a technical convenience. Indeed, by means of Bochner’s formula and of the Hessian bound given in \(\text{CMT21 Proposition 3.5}\), one can prove that any splitting on a Riemannian manifold with a Kato bound is a reinforced splitting on a ball with smaller radius, and then show that this property for manifolds with a uniform Kato bound is stable under pointed measured Gromov-Hausdorff convergence. This implies, in particular, that if \(u\) is a reinforced splitting of a ball \(B\) in a Kato limit space, then the coefficients of the Gram matrix map \(G_u\) all belong to \(H^{1,2}_{mGH}(B, d, \mu)\).

The next result provides an improvement of the local Lipschitz constant for splittings.

Proposition 3.7. Let \((M^n, g)\) be a closed Riemannian manifold, \(B \subset M\) a ball of radius \(r > 0\), \(k \in \{1, \ldots, n\}\), \(\eta \in (0, 1)\), \(L > 1\) and \(u : B \to \mathbb{R}^k\) a harmonic map such that \(\|du\|_{L^\infty(B)} \leq L\). Let \(G_u\) be the Gram matrix map of \(u\). Assume that there exists \(\delta \in (0, 1/16n]\) such that
\[
k \geq 2(n, \eta, L) < \delta, \quad \int_B \|G_u - \text{Id}_k\| \, d\nu < \delta.
\]

Then there exists \(C(n, \eta, L) > 0\) such that \(\|du\|_{L^\infty(B)} \leq 1 + C(n, \eta, L)\delta\).

Proof. In the proof of \(\text{CMT21 Proposition 7.5}\), use the gradient bound iii) in Proposition 2.5 to get \(H \leq C\delta\) instead of \(H \leq C\delta^{1/2}\). Apply the resulting statement to any function \(u_\xi := (\xi, u)\) with \(\xi \in \mathbb{R}^k\) satisfying \(|\xi| = 1\), and conclude by taking \(\xi = du/|du|\) pointwise.

3.2. GH-closeness and harmonic functions. In the setting of uniform lower Ricci bounds, existence of almost splitting maps is closely related to mGH-closeness of a ball to a Euclidean ball. We show below that the same relation actually holds for Kato limit spaces.

Throughout this subsection, we let \(k \in \{1, \ldots, n\}\) be fixed. We denote by \(\| \cdot \|_1\) the \(L_{1,1}\) matrix norm, namely \(\|M\|_1 = \sum_{i,j=1}^k |m_{i,j}|\) for any \(M \in \mathcal{M}_k(\mathbb{R})\). Note that \(\| \cdot \| \leq \| \cdot \|_1\).

Theorem 3.8. For all \(\varepsilon, \eta, \lambda \in (0, 1)\) such that \(\lambda < \eta\) there exists \(\nu\) depending only on \(\varepsilon, \eta, \lambda, n, f, c\) such that if \((X, d, \mu, o), (X', d', \mu', o') \in \overline{K_m(n, f, o)}\), \(x \in X\), \(x' \in X'\) and \(r \in (0, \sqrt{T}]\), are such that
\[
d_{mGH}(B_r(x), B_r(x')) < \nu r,
\]
if \( h : B_r(x) \to \mathbb{R}^k \) is a harmonic function satisfying \( \|dh\|_{L^\infty(B_r(x))} \leq L \) for some \( L > 1 \), then there exists a harmonic function \( h' : B_{r'}(x') \to \mathbb{R}^k \) satisfying \( \|dh'\|_{L^\infty(B_{r'}(x'))} \leq LC(n,\eta) \) for some \( C(n,\eta) \geq 1 \) and:

1. \( \|h' - h\|_{L^\infty(B_r(x))} < \varepsilon r \), where \( \Phi \) is a \((r\varepsilon)\)-GH isometry between \( B_r(x) \) and \( B_r(x') \);

2. for all \( s \in [\lambda r, \eta r] \)

\[
\left\| \int_{B_r(x)} G_h \, d\mu - \int_{B_r(x')} G_{h'} \, d\mu' \right\| < \varepsilon,
\]

3. for all \( A \in \mathcal{M}_k(\mathbb{R}^k) \) and \( s \in [\lambda r, \eta r] \),

\[
\left| \int_{B_r(x)} \|G_h - A\|_1 \, d\mu - \int_{B_r(x')} \|G_{h'} - A\|_1 \, d\mu' \right| \leq \varepsilon.
\]

The previous is a consequence of the analysis made in [CMT21, Appendix A].

For the sake of completeness, we provide a proof in Appendix B.

Theorem 3.8 has the following direct consequence about existence of reinforced almost splittings.

**Proposition 3.9.** For any \( \varepsilon, \eta \in (0,1) \) there exists \( \delta > 0 \) depending on \( n, f, c, \varepsilon \) and \( \eta \) such that if \( (X, d, \mu, o) \in \overline{\mathcal{K}_m(n, f, c)} \), \( x \in X \) and \( r \in (0, \sqrt{\ell}) \) satisfy

\[
d_{\text{GH}}(B_r(x), \mathbb{B}^k_r) < \delta r,
\]

then there exists a reinforced \((k, \varepsilon)\)-splitting of \( B_{r'}(x) \).

Moreover, Theorem 3.8 implies that almost splittings are GH-isometries under the appropriate assumptions.

**Proposition 3.10.** For any \( \varepsilon, \eta \in (0,1) \) there exist \( \delta > 0 \) depending on \( n, f, c, \varepsilon \) and \( \eta \) and a constant \( C(n, \eta) > 0 \), such that for all \( (X, d, \mu, o) \in \overline{\mathcal{K}_m(n, f, c)} \), if \( u : B_r(x) \to \mathbb{R}^k \) is a \((k, \varepsilon)\)-splitting and

\[
d_{\text{GH}}(B_r(x), \mathbb{B}^k_r) < \delta r,
\]

then \( u \) is a \((C(n, \eta)\sqrt{\varepsilon})\)-GH isometry between \( B_{r'}(x) \) and \( \mathbb{B}^k_r(x(u(x))) \).

The proof of this proposition relies on the following Euclidean result.

**Lemma 3.11.** If \( v : \mathbb{B}^k \to \mathbb{R}^k \) is a harmonic map such that

\[
\int_{\mathbb{B}^k} \|G_v - \text{Id}_k\| \leq \varepsilon,
\]

then \( v : \mathbb{B}^k_{\eta} \to \mathbb{R}^k \) is a \((C(n, \eta)\sqrt{\varepsilon})\)-GH isometry between \( \mathbb{B}^k_{\eta} \) and \( \mathbb{B}^k_{\eta}(v(0)) \).

**Proof.** We will assume that \( \eta \geq 1/2 \). Consider a cut-off function \( \chi \) equal to 1 on \( \frac{1+\eta}{4}\mathbb{B}^k \) and vanishing outside \( \frac{1-\eta}{4}\mathbb{B}^k \), with

\[
\|\Delta \chi\|_{L^\infty} \leq C(k, \eta).
\]

By the Bochner formula we have:

\[
|\text{Hess} \, v|^2 + \frac{1}{2}\Delta(G_v - \text{Id}_k) = 0,
\]

then multiplying by \( \chi \) and integrating by parts lead to the estimate:

\[
\int_{\frac{1+\eta}{4}\mathbb{B}^k} |\text{Hess} \, v|^2 \leq C(k, \eta) \int_{\frac{1-\eta}{4}\mathbb{B}^k} \|G_v - \text{Id}_k\| \leq C(k, \eta)\varepsilon
\]

Using classical elliptic estimate, we obtain a \( C^2 \) estimate on \( v \):

\[
\|\text{Hess} \, v\|_{L^\infty(\frac{1+\eta}{4}\mathbb{B}^k)} \leq C(k, \eta)\sqrt{\varepsilon}.
\]
With Taylor formula, we get that for any \( x \in \eta B^k \),
\[
|v(x) - v(0) - dv(0)(x)| \leq C(k, \eta) \sqrt{\varepsilon}
\text{ and } |dv(0) - dv(x)| \leq C(k, \eta) \sqrt{\varepsilon}.
\]
But we also have
\[
\int_{\eta B^k} \|G_v - \operatorname{Id}_k\| \leq \eta^{-k} \int_{B^k} \|G_v - \operatorname{Id}_k\| \leq 2k \varepsilon.
\]
Hence we find a point \( x_0 \in \eta B^k \) such that
\[
\|G_v(x_0) - \operatorname{Id}_k\| \leq 2k \varepsilon.
\]
Using the polar decomposition of \( dv(x_0) \) we obtain a linear isometry \( g \in O(k) \) such that
\[
|dv(x_0) - g| \leq C(k) \sqrt{\varepsilon}.
\]
Introducing the affine isometry \( \iota := v(0) + g \) we get that for any \( x \in \eta B^k \),
\[
|v(x) - \iota(x)| \leq C(k, \eta) \sqrt{\varepsilon}.
\]
Setting \( C'(n, \eta) = \max_{1 \leq k \leq n} C(k, \eta) \) eventually leads to the desired result. \( \square \)

**Proof of Proposition 3.10.** We let \( \varepsilon, \eta \in (0, 1) \). We will assume that \( \eta \geq 1/2 \). With Theorem 3.8, we find some \( \delta(n, \varepsilon, \eta, f, c) > 0 \) such that if \( (X, d, \mu, o) \in \mathcal{K}_m(n, f, c) \), \( u : B_r(x) \to \mathbb{R}^k \) is a \((k, \varepsilon)\)-splitting and \( d_{mGH}(B_r(x), B_r^k) < \delta_r \), then there is some harmonic map
\[
v : B^k_{(1+\eta)\frac{r}{2}} \to \mathbb{R}^k
\]
and some \( \delta r \)-GH isometry \( \Phi : B_r(x) \to B_r^k \) such that
\[
\|v \circ \Phi - u\|_{L^\infty(B_{(1+\eta)\frac{r}{2}}(x))} \leq \varepsilon r
\]
(18) and
\[
\left| \int_{B_{(1+\eta)\frac{r}{2}}(x)} \|G_u - \operatorname{Id}_k\|_1 \, d\mu - \int_{B_{(1+\eta)\frac{r}{2}}(x)} \|G_v - \operatorname{Id}_k\|_1 \right| \leq \varepsilon.
\]
Observe that the doubling condition and the equivalence of the norms \( \|\cdot\| \) and \( \|\cdot\|_1 \) yield
\[
\int_{B_{(1+\eta)\frac{r}{2}}(x)} \|G_u - \operatorname{Id}_k\|_1 \, d\mu \leq A(n) \int_{B_r(x)} \|G_u - \operatorname{Id}_k\|_1 \, d\mu \leq C(n) \varepsilon
\]
for some \( C(n) \) only depending on \( n \). Since \( \|\cdot\| \leq \|\cdot\|_1 \), we get
\[
\int_{B^k_{(1+\eta)\frac{r}{2}}} \|G_v - \operatorname{Id}_k\| \leq (1 + C(n)) \varepsilon.
\]
Hence according to the previous lemma, we know that \( v \) is a \((C(n, \eta) \sqrt{\varepsilon} r)\)-GH isometry between \( B^k_{nr} \) and itself. Using (13), we obtain the desired conclusion about the restriction of \( u \) to \( B_r^k(x) \). \( \square \)
Proposition 3.12 (Propagation of reinforced splittings). Consider \((X, d, \mu, o) \in K_m(n, f, c)\). There exists \(C > 0\) depending only on \(n\) such that for any \(k \in \{1, \ldots, n\}\) and \(\varepsilon \in (0, 1)\), if \(u\) is a reinforced \((k, \varepsilon)\)-splitting of a ball \(B_r(x) \subset X\) with \(r \in (0, \sqrt{T})\), then there exists a Borel set \(\Omega \subset B_{r/2}(x)\) such that:

(A) \(\mu(B_{r/2}(x) \setminus \Omega) \leq C\sqrt{\varepsilon} \mu(B_{r/2}(x))\),

(B) the restriction of \(u\) to \(B_r(y)\) is a reinforced \((k, \sqrt{\varepsilon})\)-splitting for any \(y \in \Omega\) and \(s \in (0, r/2)\),

(C) for \(\mu\)-a.e. \(y \in \Omega\), for any \(\xi \in \mathbb{R}^k\),

\[
(1 - \sqrt{\varepsilon})|\xi|^2 \leq \xi G_u(y)\xi \leq (1 + \sqrt{\varepsilon})|\xi|^2, \tag{19}
\]

(D) any \(y \in \Omega\) is such that any \((Y, d_Y, \mu_Y, y) \in \tan_m(X, y)\) splits off a factor \(\mathbb{R}^k\).

Proof. Let \(x \in X\) and \(r \in (0, \sqrt{T})\). Assume that \(u : B_r(x) \to \mathbb{R}^k\) is a \((k, \varepsilon)\)-splitting. Set

\[
\Omega := \{y \in B_{r/2}(x) : M_{r/2} v(y) \leq \sqrt{\varepsilon}\}
\]

where

\[
v := \|G_u - \text{Id}_k\| + r^2 |dG_u|^2
\]

and

\[
M_{r/2} v(y) := \sup_{s \in (0, r/2)} \int_{B_r(y)} v \, d\mu.
\]

The definition of \(\Omega\) is made so that (B) is satisfied. Let us prove (A). For any \(y \in B_{r/2}(x) \setminus \Omega\) there exists \(s_y \in (0, r/2)\) such that \(\mu(B_{s_y}(y)) < (\sqrt{\varepsilon})^{-1} \int_{B_r(y)} v \, d\mu\).

By the Vitali covering lemma, there exists a countable family of points \(\{y_i\} \subset B_{r/2}(x) \setminus \Omega\) such that the balls \(\{B_y(y_i)\}\) are pairwise disjoint and \(B_{r/2}(x) \setminus \Omega \subset \bigcup_i B_{s_y}(y_i)\). Then, with a constant \(C\) depending only on \(n\) which may change from line to line,

\[
\mu(B_{r/2}(x) \setminus \Omega) \leq \sum_i \mu(B_{s_y}(y_i)) \leq C \sum_i \mu(B_{s_y}(y_i)) \leq C \frac{1}{\sqrt{\varepsilon}} \sum_i \int_{B_{s_y}(y_i)} v \, d\mu
\]

\[
\leq C \frac{1}{\sqrt{\varepsilon}} \int_{B_r(x)} v \, d\mu \leq C \sqrt{\varepsilon} \mu(B_r(x)) \leq C \sqrt{\varepsilon} \mu(B_{r/2}(x))
\]

where we have used the doubling condition to get the second and the last inequalities, and the fact that \(u\) is a reinforced \((k, \varepsilon)\)-splitting of \(B_r(x)\) to get the fifth one. This shows (A).

Let us prove (C). It follows from the Lebesgue differentiation theorem for doubling metric measure spaces (see e.g. [Hei12]) that the set of Lebesgue points of \(v\) has full measure in \(\Omega\). At any Lebesgue point \(y \in \Omega\) of \(v\) we know that

\[
\|G_u(y) - \text{Id}_k\| \leq v(y) = \lim_{s \downarrow 0} \int_{B_{r}(y)} v \, d\mu \leq M_{r/2} v(y) \leq \sqrt{\varepsilon},
\]

which yields (19).

We are left with proving (D) namely that for any \(y \in \Omega\), any \((Y, d_Y, \mu_Y, y) \in \tan_m(X, y)\) splits off a factor \(\mathbb{R}^k\). To this aim, we are going to build a harmonic map \(\tilde{u}_\infty : Y \to \mathbb{R}^k\) such that \(G_{\tilde{u}_\infty}(z) = \text{Id}_k\) for \(\mu_Y\)-a.e. \(z \in Y\).

For any \(s \in (0, r/2)\), set

\[
\overline{G}_s := \int_{B_r(y)} G_u \, d\mu.
\]
Following a classical argument (see [Che99, (4.21)], for instance) involving Hölder’s inequality, the doubling condition, and the $\lambda$-Poincaré inequality,

$$
\|G_s - G_{s/2}\| \leq A(n) \int_{B_{s/2}(y)} \|G_u - G_s\| \, d\mu \\
\leq A(n) \left( \int_{B_s(y)} \|G_u - G_s\|^2 \, d\mu \right)^{1/2} \\
\leq A(n) \lambda_s \left( \int_{B_{s/2}(y)} |dG_u|^2 \, d\mu \right)^{1/2} \\
\leq A(n) \lambda_s \varepsilon^{1/4} r.
$$

This shows that $\{G_s\}_{0 < s < r/2}$ is a Cauchy sequence, hence it admits a limit $\overline{G}$ as $s \downarrow 0$. Since

$$
\|G - \text{Id}_k\| = \lim_{s \to 0} \|G_s - \text{Id}_k\| \leq \lim_{s \to 0} \int_{B_s(y)} \|G_u - \text{Id}_k\| \leq \sqrt{\varepsilon},
$$

we know from Remark 3.3 that there exists a lower triangular $k \times k$ matrix $T$ such that $T\overline{G} = \text{Id}_k$ and $\|T\| \leq C(n)$ for some generic constant $C(n)$ only depending on $n$. Moreover, for any $s \in (0, r/2)$, the previous computation yields

$$
\int_{B_s(y)} \|G_u - G_s\| \, d\mu \leq A(n) \lambda_s \varepsilon^{1/4} r,
$$

and a telescopic argument gives

$$
\|\overline{G}_s - \overline{G}\| \leq C(n)s \varepsilon^{1/4} r,
$$

hence $\tilde{u} := T \circ u$ satisfies

$$
\int_{B_{s}(y)} \|G_{\tilde{u}} - \text{Id}_k\| \leq C(n)s \varepsilon^{1/4} r. \tag{20}
$$

Now we let $\{s_\alpha\} \subset (0, +\infty)$ be such that $s_\alpha \downarrow 0$ and $\{(X, d_\alpha := s_\alpha^{-1}d, \mu_\alpha := \mu(B_{s_\alpha}(y)), e_\alpha, \rho_\alpha, y)\}$ converges to $(Y, d_Y, \mu_Y, y)$ in the pointed measured Gromov-Hausdorff topology. Then the maps

$$
u_\alpha := \frac{1}{s_\alpha}(u - u(y)) : B_{r/2s_\alpha}(y) \to \mathbb{R}^k
$$

are all harmonic and locally $2$-Lipschitz. By [CMT21, Proposition E.10], up to extracting a subsequence we may assume that $\{u_\alpha\}$ converges uniformly on compact sets and locally strongly in energy to some harmonic map

$$
\tilde{u}_\infty : Y \to \mathbb{R}^k.
$$

Then the local strong convergence in energy and (20) imply that for any $R > 0$,

$$
\int_{B_{R}(y)} \|G_{\tilde{u}_\infty} - \text{Id}_k\| \, d\mu_Y = \lim_{\alpha} \int_{B_{R}(y)} \|G_{u_\alpha} - \text{Id}_k\| \\
= \lim_{\alpha} \int_{B_{R}\alpha}(y) \|G_u - \text{Id}_k\| = 0.
$$

Since $(Y, d_Y, \mu_Y)$ is an RCD$(0, n)$ space, the Functional Splitting Lemma [ABS19, Lemma 1.21] then yields the conclusion. \qed
\textbf{Remark 3.13.} The choice of $r/2$ in the previous proof is arbitrary: we can replace it with $\sigma r$ for $\sigma \in (0,1)$ and get the same result.

4. **Rectifiability of Kato limits**

Let us begin this section with recalling the definitions of bi-Lipschitz map and bi-Lipschitz chart.

\textbf{Definition 4.1.} Let $(X,d)$ be a metric space, $k$ a positive integer, and $\varepsilon \in (0,1)$. We say that a map $\phi : X \to \mathbb{R}^k$ is:

1. bi-Lipschitz onto its image if there exists $C \geq 1$ such that $C^{-1}d(x,y) \leq |\phi(x) - \phi(y)| \leq Cd(x,y)$ for any $x,y \in X$.
2. $(1+\varepsilon)$-bi-Lipschitz onto its image if $(1+\varepsilon)^{-1}d(x,y) \leq |\phi(x) - \phi(y)| \leq (1+\varepsilon)d(x,y)$ for any $x,y \in X$.

Moreover, we call $(1+\varepsilon)$-bi-Lipschitz chart from $X$ to $\mathbb{R}^k$ any couple $(V,\phi)$ where $V$ is a Borel set of $X$ and $\phi : V \to \mathbb{R}^k$ is a $(1+\varepsilon)$-bi-Lipschitz chart onto its image.

We now provide a definition of rectifiability for metric measure spaces which is a natural variant of the one introduced in \cite{CC00b} Definition 5.3 and which has notably been used in the setting of $\text{RCD}(K,N)$ spaces \cite{DPMR17} \cite{KM18} \cite{GP21}.

\textbf{Definition 4.2.} We say that a metric measure space $(X,d,\mu)$ is rectifiable if there exists a countable collection $\{(k_i, V_i, \phi_i)\}$, where $\{V_i\}$ are Borel subsets covering $X$ up to a $\mu$-negligible set, $\{k_i\}$ are positive integers, and $\phi_i : V_i \to \mathbb{R}^{k_i}$ is a bi-Lipschitz map such that $(\phi_i)_{\#}(\mu \mid V_i) \ll \mathcal{H}^{k_i}$ for any $i$.

According to this definition, our goal in this section is to prove that Kato limit spaces are rectifiable. Actually, we prove a more precise result which involves the so-called $k$-regular sets.

\textbf{Definition 4.3.} For any $k \in \{1, \ldots, n\}$, we define the $k$-regular set of a space $(X,d,\mu,o) \in \overline{K}(n,f,c)$ as

$$\mathcal{R}_k := \{x \in X : \text{Tan}_m(X,x) = \{([\mathbb{R}^k,d_e,\mathcal{H}^k],0)\}\}.$$

Our main result in this section is the following.

\textbf{Theorem 4.4.} Let $(X,d,\mu,o) \in \overline{K}(n,f,c)$. Then the following hold.

(A) Up to a negligible set, the space $X$ coincides with the union of its $k$-regular sets:

$$\mu \left( X \setminus \bigcup_{k=1}^{n} \mathcal{R}_k \right) = 0. \quad (21)$$

(B) For any $k \in \{1, \ldots, n\}$ and $\varepsilon \in (0,1)$, there exists a countable family of $(1+\varepsilon)$-bi-Lipschitz charts $\{(V_i^\varepsilon, \phi_i^\varepsilon)\}$ from $X$ to $\mathbb{R}^k$ such that

$$\mu \left( \mathcal{R}_k \setminus \bigcup_{i} V_i^\varepsilon \right) = 0$$

and $(\phi_i^\varepsilon)_{\#}(\mu \mid V_i^\varepsilon) \ll \mathcal{H}^{k}$ for any $i$.

We call $(21)$ the essential decomposition of $X$. Rectifiability of Kato limit spaces as stated in Theorem 4.4 is then an obvious corollary of Theorem 4.3.

The rest of this section is devoted to proving Theorem 4.3. Our proof in inspired by \cite{GP21} \cite{BPS21} but contains some simplifications over the arguments presented there. To keep the notations short, we write $Y \in \text{Tan}_m(X,x)$ instead of $(Y,dy,Y,\mu_Y,x) \in \text{Tan}_m(X,x)$. 
4.1. Essential decomposition. In this subsection, we prove (A) in Theorem 4.4.

Proof of (A) in Theorem 4.4. First observe that the doubling condition implies the iterated tangent property \([\text{Don11}, \text{GMR15}]\), meaning that there exists a Borel set \(E\) such that \(\mu(X \setminus E) = 0\) and for any \(x \in E\), any \(Y \in \text{Tan}_m(X, x)\) and any \(y \in Y\), it holds

\[
\text{Tan}_m(Y, y) \subset \text{Tan}_m(X, x).
\]

Take \(x \in E\) and assume that for some \(l \in \{0, \ldots, n\}\) there exists a pointed RCD\((0, n - l)\) space \(Z\) such that \(\mathbb{R}^l \times Z \in \text{Tan}_m(X, x)\). If \(Z\) is not reduced to a singleton, Gigli’s splitting theorem \([\text{Gig13}]\) ensures that there exists \(z \in Z\) such that any \(Z_z \in \text{Tan}_m(Z, z)\) splits off an \(\mathbb{R}\) factor, so that \((22)\) implies that there exists a pointed RCD\((0, n - l - 1)\) space \(Z'\) such that \(\mathbb{R}^{l+1} \times Z' \in \text{Tan}_m(X, x)\). Then

\[
\mathbb{R}^{d(x)} \in \text{Tan}_m(X, x)
\]

where

\[
d(x) := \max\{1 \leq l \leq n : \text{there exists a pointed RCD}(0, n) \text{ space } Z \text{ such that } \mathbb{R}^l \times Z \in \text{Tan}_m(X, x)\}.
\]

Setting

\[
i(x) := \min\{1 \leq l \leq n : \text{there exists a pointed RCD}(0, n) \text{ space } Z \text{ which splits off no } \mathbb{R} \text{ such that } \mathbb{R}^l \times Z \in \text{Tan}_m(X, x)\},
\]

we obtain (A) in Theorem 4.4 as a consequence of

\[
i(x) = d(x) \quad \text{for } \mu\text{-a.e. } x \in E.
\]

Let us prove \((23)\) by contradiction, assuming

\[
\mu\{x \in E : i(x) < d(x)\} > 0.
\]

Set

\[
\mathcal{J}_k := \{x \in E : d(x) = k \text{ and } i(x) < k\}
\]

for any \(1 \leq k \leq n\), and note that these sets are measurable as can be proved following the arguments of \([\text{MN19}, \text{Lemma 6.1}]\). Since

\[
\{x \in E : i(x) < d(x)\} = \bigcup_{1 \leq k \leq n} \mathcal{J}_k
\]

there exists \(k \in \{1, \ldots, n\}\) such that

\[
\mu(\mathcal{J}_k) > 0.
\]

Then \(\mathcal{J}_k\) admits a point with density 1, that is to say a point \(x \in \mathcal{J}_k\) such that

\[
\lim_{r \downarrow 0} \frac{\mu(B_r(x) \cap \mathcal{J}_k)}{\mu(B_r(x))} = 1. \tag{24}
\]

Since \(\mathbb{R}^k \in \text{Tan}_m(X, x)\), there exist two infinitesimal sequences \(\{\varepsilon_i\}\) and \(\{r_i\}\) such that for any \(i\) there exists a \((k, \varepsilon_i)\)-splitting \(u_i\) of \(B_{2r_i}(x)\). By propagation of splittings given in Proposition 8.12 for any \(i\) there exists a Borel set \(\Omega_i \subset B_{r_i}(x)\) such that

\[
\frac{\mu(B_{r_i}(x) \setminus \Omega_i)}{\mu(B_{r_i}(x))} \leq C\varepsilon_i \tag{25}
\]

and for any \(y \in \Omega_i\) any \(Y \in \text{Tan}_m(X, y)\) splits off a factor \(\mathbb{R}^k\). As a consequence \(i(y) \geq k\). This yields \(\Omega_i \cap \mathcal{J}_k = \emptyset\) and \((23)\) implies

\[
\lim_{i \to \infty} \frac{\mu(\Omega_i)}{\mu(B_{r_i}(x))} = 1,
\]

hence we get a contradiction with \((24)\). \(\square\)
4.2. Rectifiability of the regular sets: our key result. In this subsection, with a view to proving (B) in Theorem 4.4, we establish the next key technical proposition, where we make use of the almost $k$-regular sets $(R_k)_{\delta,r} \subset X$, defined as

$$(R_k)_{\delta,r} := \{ x \in X : d_{\text{mGH}}(B_s(x), B_s^\delta) \leq \delta \text{ for any } s \in (0,r) \}$$

for any $\delta, r > 0$. Note that each $(R_k)_{\delta,r}$ is a closed set. We also define

$$(R_k)_\delta := \bigcup_{r > 0} (R_k)_{\delta,r} \subset \{ x \in X : d_{\text{mGH}}(B_s^Y(x), B_s^\delta) \leq \delta \text{ for any } Y \in \text{Tan}_m(X,x) \}$$

for any $\delta > 0$, and we point out that for any $0 < \delta' < \delta$,

$$(R_k)_\delta \supset \{ x \in X : d_{\text{mGH}}(B_s^Y(x), B_s^\delta) \leq \delta' \text{ for any } Y \in \text{Tan}_m(X,x) \}.$$  

Moreover, we have

$$R_k = \bigcap_\delta (R_k)_\delta.$$  

**Proposition 4.5.** Let $(X, d, \mu, o) \in \mathcal{K}_{\text{m}}(n, f, \varepsilon)$, $k \in \{1, \ldots, n\}$ and $\varepsilon \in (0,1/2)$ be given. Then there exists $\delta > 0$ such that for any $x \in (R_k)_{\delta,16r}$ with $r \leq \sqrt{T}/16$ and any $s \in (0, r]$ there exist a function $u : B_{2s}(x) \to \mathbb{R}^k$ and a Borel set $V \subset B_s(x)$ such that:

i) $u$ is a $(k, \varepsilon)$-splitting of $B_{2s}(x)$;

ii) $\mu(B_s(x) \setminus V) \leq \varepsilon \mu(B_s(x))$;

iii) $u$ is an $(\varepsilon, \sigma)$-GH isometry between $B_s(y)$ and $u(y) + B_k^\varepsilon$ for any $y \in V \cap (R_k)_{\delta,16r}$ and any $\sigma \leq s/2$;

iv) $u$ is $(1+\varepsilon)$-bi-Lipschitz on $V \cap (R_k)_{\delta,16r}$;

v) $u_\#(1_{V \cap (R_k)_{\delta,16r}}) d\mu \ll \mathcal{H}^k$.

In the proof of the last point of this proposition, we use a fundamental result of De Philippis and Rindler [DPR16, Corollary 1.12] which requires the terminology of currents. For the interested reader, we refer to [Fed14] or [Sim14].

Roughly speaking a current in $\mathbb{R}^k$ is a differential form whose coefficients are distributions. To be more precise, let $d$ be a positive integer. A $d$-dimensional current $T$ on $\mathbb{R}^k$ is a continuous linear map

$$T : C^\infty_0(\mathbb{R}^k, \Lambda^d(\mathbb{R}^k)^*) \to \mathbb{R}.$$  

The differential of a $d$-dimensional current $T$ is the $(d-1)$-dimensional current $dT$ defined by

$$dT(\omega) := T(d\omega)$$

for any $\omega \in C^\infty_0(\mathbb{R}^k, \Lambda^{d-1}(\mathbb{R}^k)^*)$. Here we consider only currents with finite mass, that is to say differential forms whose coefficients are finite Radon measures. Any current with finite mass admits a canonical decomposition

$$T(\cdot) = \int_{\mathbb{R}^k} \langle \cdot, \vec{T} \rangle \, d\|T\|$$

where $\|T\|$ is a Radon measure and $\vec{T}$ is a $\|T\|$-integrable unitary vector field. In this regard, we shall make use of the following easy lemma, whose proof is omitted for brevity.

**Lemma 4.6.** Let $\nu$ be a Radon measure on $\mathbb{R}^d$ and $\vec{V}$ a square $\nu$-integrable vector field such that $|V(x)| > 0$ for $\nu$-a.e. $x \in \mathbb{R}^k$. Let $T$ be the one-dimensional current on $\mathbb{R}^k$ defined by

$$T(\omega) = \int_{\mathbb{R}^k} \langle \omega, \vec{V} \rangle \, d\nu$$

such that for any $\delta, r > 0$.

$$\mathcal{R}_k = \bigcap_\delta (R_k)_\delta.$$
for any \( \omega \in C^\infty_0(\mathbb{R}^k, \Lambda^1(\mathbb{R}^k)^*) \). Then \( \|T\| \) is absolutely continuous with respect to \( \nu \) with density \( \tilde{V} \) and \( \tilde{T}(x) = \frac{\tilde{V}(x)}{|\tilde{V}(x)|} \) for \( \nu \)-a.e. \( x \in \mathbb{R}^k \).

A current \( T \) with finite mass such that \( dT \) has finite mass too is called a normal current. We recall the result by De Philippis and Rindler that we shall use [DPR16, Corollary 1.12].

**Theorem 4.7.** Let \( \nu \) be a Radon measure on \( \mathbb{R}^k \), and let \( \{T_i\}_{1 \leq i \leq k} \) be normal one-dimensional currents on \( \mathbb{R}^k \) such that \( \nu \ll \|T_i\| \) for any \( i \), and the vectors \( \{\tilde{T}_i(x)\}_{1 \leq i \leq k} \) are independent for \( \nu \)-a.e. \( x \in \mathbb{R}^k \). Then \( \nu \ll \mathcal{H}^k \).

We are now in a position to prove Proposition 4.5.

**Proof.** We first prove the first three assertions which are direct consequences of the propagation property of splittings we established in Section 3. Let us set

\[ \tau(n) := \min \left\{ 1, \frac{1}{4} C^{-1}(n, 1/2), (A(n) \sqrt{C''(n)})^{-1} \right\} \]

where \( A(n) \) is given by the doubling condition (5), \( C(n, 1/2) \) is given by Proposition 3.10 and \( C'(n) \) is given by Proposition 3.12. According to Proposition 3.12, there is some \( 0 \leq \delta_1 \) such that when \( y \in (R_k)_{\delta, 16r}, \sigma \in (0, 4r] \) and \( u: B_{4\sigma}(y) \to \mathbb{R}^k \) is a \((k, \lceil\tau(n)\rceil^2\)-splitting of \( B_{4\sigma}(x) \) then \( u \) is an \((\varepsilon, \sigma)\)-GH isometry between \( B_{2\sigma}(y) \) and \( u(y) + \mathbb{R}^k_{\varepsilon \sigma} \).

According to Proposition 3.9, there is a \( \delta \leq \delta_1 \) such that if \( x \in (R_k)_{\delta, 16r} \) and \( s \leq r \) then there is an \( \varepsilon \)-GH isometry between \( B_{4s}(x) \) and \( u(y) + \mathbb{R}^k_{\varepsilon \sigma} \).

Now let \( x \in (R_k)_{\delta, 16r} \) and let \( s \in (0, r] \) and \( u: B_{4s}(x) \to \mathbb{R}^k \) be a \((k, \lceil\tau(n)\rceil^2\)-splitting of \( B_{4s}(x) \). With Proposition 3.12 we find \( \Omega \subset B_{4s}(x) \) such that

\[ \mu(B_{4s}(x) \setminus \Omega) \leq C'(n) \tau^2(n) \varepsilon^2 \mu(B_{4s}(x)) \]

such that for any \( y \in \Omega \) and any \( \sigma \leq s \) then \( u \) is a \((k, \lceil\tau(n)\rceil^2\)-splitting of \( B_{4\sigma}(y) \).

If furthermore \( y \in (R_k)_{\delta, 16r} \) then \( u \) is an \((\varepsilon, \sigma)\)-GH isometry between \( B_{2\sigma}(y) \) and \( u(y) + \mathbb{R}^k_{\varepsilon \sigma} \).

We set \( V := \Omega \cap B_s(x) \). Then

\[ \mu(B_s(x) \setminus V) \leq \mu(B_{4s}(x) \setminus \Omega) \leq C'(n) \tau^2(n) \varepsilon^2 \mu(B_{4s}(x)) \leq A^2(n) C'(n) \tau^2(n) \varepsilon^2 \mu(B_s(x)) \leq \varepsilon \mu(B_s(x)). \]

The fourth assertion is a consequence of the third one. Indeed, if \( y, z \in V \cap (R_k)_{\delta, 16r} \), define \( 2\sigma := d(y, z) \leq 2s \). Then, since \( u \) is an \((\varepsilon, \sigma)\)-GH isometry between \( B_{2\sigma}(y) \) and \( u(y) + \mathbb{R}^k_{\varepsilon \sigma} \), we get

\[ ||u(y) - u(z) - d(y, z)|| \leq \varepsilon \sigma = \frac{\varepsilon d(y, z)}{2} \]

from which follows the desired result.

In order to prove the last point we only need to show that if \( K \) is a compact subset of \( V \cap (R_k)_{\delta, 16r} \subset B_s(x) \) with \( \mu(K) > 0 \) then

\[ u_\#(1_K \, d\mu) \ll \mathcal{H}^k. \]

**Step 1.** To prepare the application of Theorem 4.7 let us introduce a series of Radon measures and discuss some properties of these measures. Set \( B := B_{2s}(x) \). Choose \( \{\chi_\ell\} \subset \text{Lip}_c(B, [0, 1]) \) such that \( \chi_\ell \downarrow 1_K : \) for instance for any \( \ell \) we may
choose \( \chi_{\ell}(\cdot) := (1 - \ell d(K, \cdot))_+ \) which has support \( K_\ell = \{ d(K, \cdot) \leq \frac{1}{\ell} \} \). For convenience we also set \( \chi_\infty := 1_K \). We define the following Radon measures on \( \mathbb{R}^k \):

\[
\nu_{i,j}^\ell := u# (\chi_{\ell} \Gamma(u_i, u_j)) \quad \text{and} \quad \nu^\ell := u# (\chi_{\ell} \mu)
\]

for \( i, j \in \{1, \ldots, k\} \) and \( \ell \in \mathbb{N} \cup \{\infty\} \) and we also set

\[
\nu := u# (1_B \mu).
\]

The coefficients

\[
\frac{d\Gamma(u_i, u_j)}{d\mu} = \langle du_i, du_j \rangle, \quad i, j \in \{1, \ldots, k\},
\]

of the Gram matrix map of \( u = (u_1, \ldots, u_k) \) are bounded Borel functions, hence there exist bounded Borel functions such that for any \( i, j \in \{1, \ldots, k\} \) and \( \ell \in \mathbb{N} \cup \{\infty\} \),

\[
d\nu_{i,j}^\ell = \rho_{i,j}^\ell \ d\nu^\ell.
\]

There are also bounded Borel functions \( J^\ell \) on \( B \) such that

\[
d\nu^\ell = J^\ell \ d\nu
\]

and \( J^{\ell+1} \leq J^\ell \leq 1 \) for any \( \ell \in \mathbb{N} \cup \{\infty\} \). Moreover,

\[
\|J^\ell - J^\infty\|_{L^1(\nu)} = \int_{\mathbb{R}^k} |J^\ell - J^\infty| \, d\nu = \int_B (\chi_{\ell} - \chi_{\infty}) \, d\mu \leq \mu(K \setminus K) \to 0
\]

so that

\[
\lim_{\ell \to +\infty} \|J^\ell - J^\infty\|_{L^1(\nu)} = 0. \tag{27}
\]

**Step 2.** For any \( \ell \in \mathbb{N} \cup \{\infty\} \), let \( \lambda^\ell \) be the lowest eigenvalue of the symmetric matrix \( \rho_{i,j}^\ell \). Our goal is now to establish

\[
\lim_{\ell \to +\infty} \|\lambda^\ell - \lambda_{\infty}\|_{L^1(\nu_{\infty})} = 0 \tag{28}
\]

and for \( \nu_{\infty}\)-a.e. \( p \in \mathbb{R}^k \),

\[
\lambda_{\infty}(p) \geq 1 - \epsilon. \tag{29}
\]

For any \( \xi = (\xi_1, \ldots, \xi_k) \in \mathbb{R}^k \) such that \( \langle \xi, \xi \rangle = 1 \) and any \( \ell \in \mathbb{N} \cup \{\infty\} \), we introduce

\[
\rho_{\xi}^\ell := \sum_{i,j} \xi_i \xi_j \rho_{i,j}^\ell.
\]

Setting

\[
u_{\xi} := \langle \xi, u \rangle\]

we have

\[
\rho_{\xi}^\ell = \frac{d\mu_{\#} (\chi_{\ell} \Gamma(u_{\xi}, u_{\xi}))}{d\nu^\ell}.
\]

In particular, \( \{\rho_{\xi}^\ell(p)\}_{\ell} \) is a non negative non increasing sequence for \( \nu_{\infty}\)-a.e. \( p \in \mathbb{R}^k \). Arguing as we did to get (27) yields

\[
\lim_{\ell \to +\infty} \|J^\ell \rho_{\xi}^\ell - J^\infty \rho_{\xi}^\infty\|_{L^1(\nu_{\infty})} = 0.
\]

Since

\[
\|\rho_{\xi}^\ell - \rho_{\xi}^\infty\|_{L^1(\nu_{\infty})} = \int_{\mathbb{R}^k} (\rho_{\xi}^\ell - \rho_{\xi}^\infty) J^\infty \, d\nu
\]

\[
= \int_{\mathbb{R}^k} (J^\ell \rho_{\xi}^\ell - J^\infty \rho_{\xi}^\infty) \, d\nu - \int_{\mathbb{R}^k} (J^\ell - J^\infty) \rho_{\xi}^\ell \, d\nu
\]

we also get

\[
\lim_{\ell \to +\infty} \|\rho_{\xi}^\ell - \rho_{\xi}^\infty\|_{L^1(\nu_{\infty})} = 0.
\]
Using that $\xi \mapsto \rho_\xi^\ell$ is quadratic, by polarization we deduce that for any $i, j$,
\[
\lim_{\ell \to +\infty} \|\rho_{i,j}^\ell - \rho_{i,j}^\infty\|_{L^1(\mu)} = 0.
\]
Up to extraction of a subsequence we can assume that there exists a set $C$ of full $\nu^\infty$ measure such that for any $i, j \in \{1, \ldots, k\}$ and $p \in C$,
\[
\lim_{\ell \to +\infty} \rho_{i,j}^\ell(p) = \rho_{i,j}^\infty(p).
\]
Then for $\nu^\infty$-a.e. $p \in \mathbb{R}^k$,
\[
\lim_{\ell \to +\infty} \lambda^\ell(p) = \lambda^\infty(p)
\]
and thus we get (28).

For $\nu^\infty$-a.e. $p \in u(K)$, we have
\[
\rho_{\xi}^\infty(p) = \lim_{\sigma \to 0} \frac{\int_{K \cap u^{-1}(B_k^\infty(p))} d\Gamma(u_{\xi}, u_{\chi})}{\mu(K \cap u^{-1}(B_k^\infty(p)))}.
\]
Since $\mu$-a.e. on $B$ we have
\[
\frac{d\Gamma(u_{\xi}, u_{\chi})}{d\mu} = t_{\xi} G_{u_{\xi}},
\]
from (19) in Proposition 3.12 we get $\mu$-a.e. on $K$:
\[
1 - \epsilon \leq \frac{d\Gamma(u_{\xi}, u_{\chi})}{d\mu} \leq 1 + \epsilon.
\]
Thus for $\nu^\infty$-a.e. $p \in u(K)$,
\[
1 - \epsilon \leq \rho_{\xi}^\infty(p) \leq 1 + \epsilon,
\]
from which follows (29).

**Step 3.** Recall that our final goal is to prove that $\nu^\infty \ll \mathcal{H}^k$. To this aim, we will apply Theorem 4.7 for any finite $\ell$ to the currents
\[
T_i^\ell = \sum_{j=1}^k \nu_{i,j}^\ell dx_j = \sum_{j=1}^k \rho_{i,j}^\ell \nu^\ell dx_j.
\]
These are indeed normal currents as for $\psi \in C_0^\infty(\mathbb{R}^k)$,
\[
dT_i^\ell(\psi) = \sum_{j=1}^k \int_B \chi_{j} \frac{\partial \psi}{\partial x_j} \circ u \ d\Gamma(u_i, u_j)
\]
\[
= \int_B \chi_{j} \ d\Gamma(\psi \circ u, u_j) \text{ using the chain rule}
\]
\[
= - \int_B \psi \circ u \ d\Gamma(\chi_{j}, u_i) \text{ by the fact that } u_i \text{ is harmonic},
\]
hence
\[
dT_i^\ell = -u_\# \ (\Gamma(\chi_{j}, u_i))
\]
is a finite Radon measure. Moreover, by Lemma 4.6, the decomposition (26) of $T_i^\ell$ is given by
\[
T_i^\ell = \sum_{j=1}^k \rho_{i,j}^\ell \nu^\ell dx_j
\]
with
\[
\rho_{i,j}^\ell = \left( \sum_{j=1}^k \rho_{i,j}^\ell \right)^{-\frac{1}{2}}
\]
and $\|T_i^\ell\| = \rho_{i,j}^\ell \nu^\ell$.

Notice that $\rho_{i,j}^\ell \geq \rho_{i,i}^\ell$, hence
\[
\rho_{i,j}^\infty \nu^\infty = \nu_{i,j}^\infty \ll \rho_{i,i}^\ell \nu^\ell \ll \|T_i^\ell\|,
\]
and inequality \((31)\) implies that \(\nu^\infty\text{-a.e. }\rho_{k,i}^\infty \geq 1 - \sqrt{\varepsilon}\) so that
\[
\nu^\infty \ll \|T_k^p\|.
\]
We remark that for any \(\xi = (\xi_1, \ldots, \xi_k) \in \mathbb{R}^k\) unitary it holds
\[
\left\langle \sum_{i=1}^k \xi_i \rho_{k,i}^\infty T_k^p, \xi \right\rangle = \rho_k^p.
\]
We set
\[B_\varepsilon \seteq \{ p \in \mathbb{R}^k : \lambda^\varepsilon(p) \leq (1 - \varepsilon)/2 \}.
\]
Since \(\rho_k^p\) are bounded functions, we deduce that if \(p \in \mathbb{R}^k \setminus B_\varepsilon\) then \(T_k^p(p), \ldots, T_k^p(p)\) is a basis of \(\mathbb{R}^k\). Applying Theorem \([4.7]\) we get
\[1_{\mathbb{R}^k \setminus B_\varepsilon} \nu^\infty \ll \mathcal{H}^k.
\]
But the convergence \((28)\) and the lower bound \((29)\) yield
\[
\lim_{\ell \to \infty} \nu^\infty(B_\ell) = 0,
\]
hence we get \(\nu^\infty \ll \mathcal{H}^k\).

4.3. Rectifiability of the regular sets: end of the proof. To get \((B)\) in Theorem \([4.4]\) from Proposition \([4.5]\) we use the following definition, introduced in \([BPS21]\).

**Definition 4.8.** Let \((X, d, \mu)\) be a metric measure space, \(k\) a positive integer and \(\varepsilon \in (0, 1)\). We call \((\mu, k, \varepsilon)\)-rectifiable any Borel set \(\Omega \subset X\) for which there exists a countable family of \((1 + \varepsilon)\)-bi-Lipschitz charts \(\{(V_\ell, \phi_\ell)\}\) from \(X\) to \(\mathbb{R}^k\) such that
\[
\mu(\Omega \setminus \bigcup V_\ell) = 0.
\]

According to the previous definition, we are left with establishing the following.

**Proposition 4.9.** Let \((X, d, \mu, o) \in \mathcal{K}_m(n, f, c), k \in \{1, \ldots, n\}\) and \(\varepsilon \in (0, 1)\). Then \(\mathcal{R}_k\) is \((\mu, k, \varepsilon)\)-rectifiable.

To this aim, we prove a lemma which is a consequence of our key Proposition \([4.5]\).

**Lemma 4.10.** Let \((X, d, \mu, o) \in \mathcal{K}_m(n, f, c)\) and \(k \in \{1, \ldots, n\}\). Then for any \(p \in X\), \(R > 0\) and \(\varepsilon \in (0, 1)\), there exists a \((\mu, k, \varepsilon)\)-rectifiable set \(\Omega \subset \mathcal{R}_k \cap B_R(p)\) such that \(\mu(\mathcal{R}_k \cap B_R(p) \setminus \Omega) \leq \varepsilon\).

**Proof.** Let \((X, d, \mu, o) \in \mathcal{K}_m(n, f, c), k \in \{1, \ldots, n\}, p \in X, R > 0 \) and \(\varepsilon > 0\) be given. Set \(\varepsilon' \seteq \varepsilon/\mu(\mathcal{R}_k \cap B_R(p))\). Let \(\delta > 0\) be given by Proposition \([4.5]\) applied to \(\varepsilon'\). For any \(x \in \mathcal{R}_k\) there exists \(r(x) > 0\) such that \(x \in (\mathcal{R}_k)_{\delta, \varepsilon}(x)\). Apply the Vitali covering lemma for doubling metric measure spaces \([He12, \text{Theorem 1.6}]\) to the set \(\mathcal{R}_k \cap B_R(p)\) and the collection of balls \(A \seteq \{B_r(x) : x \in \mathcal{R}_k \cap B_R(p), 0 < r \leq r(x)\}\). Then there exists a countably many pairwise disjoint balls \(\{B_{r_{\xi_i}}(x_i)\} \subset A\) such that \(\mu(\mathcal{R}_k \cap B_R(p) \setminus \cup_i B_{r_{\xi_i}}(x_i)) = 0\). By Proposition \([4.5]\) for any \(i\) there exists a Borel set \(V_i \subset B_{r_{\xi_i}}(x_i)\) which is the domain of a bi-Lipschitz chart and such that \(\mu(B_{r_{\xi_i}}(x_i) \setminus V_i) \leq \varepsilon' \mu(B_{r_{\xi_i}}(x_i))\). Set \(\Omega_e = \cup_i V_i\). Then \(\Omega_e\) is the union of domains of bi-Lipschitz charts, so it is obviously \((\mu, k, \varepsilon)\)-rectifiable. Moreover,
\[
\mu((\mathcal{R}_k \cap B_R(p)) \setminus \Omega_e) \leq \mu(\cup_i B_{r_{\xi_i}}(x_i) \setminus V_i) = \sum_i \mu(B_{r_{\xi_i}}(x_i) \setminus V_i) \leq \varepsilon' \sum_i \mu(B_{r_{\xi_i}}(x_i)) \leq \varepsilon' \mu(\mathcal{R}_k \cap B_R(p)) = \varepsilon.
\]
\(\Box\)
We are now in a position to prove Proposition 4.9 and conclude that (B) in Theorem 1.2 is established.

**Proof of Proposition 4.9.** From the previous lemma, for any $i \in \mathbb{N} \setminus \{ 0 \}$ there exists a Borel set $\Omega_{\varepsilon, i} \subset R_k \cap B(p)$ which is $(\mu, k, 2^{-i} \varepsilon)$-rectifiable and such that $\mu([R_k \cap B_r(p)]) \setminus \Omega_{\varepsilon, i} \leq 2^{-i} \varepsilon$. We set $\Omega := \bigcup_i \Omega_{\varepsilon, i}$. Then

$$\mu(R_k \setminus \Omega) \leq \lim_{i \to +\infty} \mu([R_k \cap B_r(p)] \setminus \Omega) \leq \lim_{i \to +\infty} \mu([R_k \cap B_r(p)] \setminus \Omega_{\varepsilon, i}) = 0.$$ 

Since for any $i$ there exist countably many $(1 + \varepsilon)$-bi-Lipschitz charts $\{(V_{i,j}^r, \phi_{i,j}^r)\}_j$ such that $\mu(\Omega_{\varepsilon, i} \cup_j V_{i,j}^r) = 0$, we get that $\Omega$ (and then $R_k$) is $(\mu, k, \varepsilon)$-rectifiable. \qed

5. Regularity of non-collapsed strong Kato limits

This section is devoted to the structure and regularity of non-collapsed strong Kato limits. We start by recalling some properties of such spaces, then show an almost rigidity result that leads to the Reifenberg regularity stated in Theorem 1.3. In the second part of this section, we prove a Transformation Theorem which, together with Theorem 1.3 and the results of Section 3, implies Theorem 1.2.

5.1. Non-collapsed strong Kato limits and almost monotone quantity.

Recall that a manifold $(M^n, g) \in K(n, f)$ satisfies a strong Kato bound if the function $f$ is such that

$$\Lambda := \int_0^T \frac{\sqrt{f(s)}}{s} \, ds < \infty.$$ 

(SK)

Under assumption (SK), the volume bound given by Proposition 4.1 upgrades into the following, as proved in [CMT21].

**Proposition 5.1.** Let $(M^n, g) \in K(n, f)$ with $f$ satisfying (SK). Then there exists $C = C(n, \Lambda) > 0$ such that for any $0 < s \leq r \leq \sqrt{T}$ we have

$$\frac{\nu_f(B_s(x))}{\nu_f(B_r(x))} \leq C \left( \frac{r}{s} \right)^n.$$ 

For $v > 0$, $(M^n, g, o)$ belongs to $K(n, f, v)$ if $f$ satisfies (SK) and moreover $\nu_f(B_r, \mathcal{M}(o)) \geq v T^2$. Non-collapsed strong Kato limits are elements of the closure $\overline{K(n, f, v)}$ with respect to Gromov-Hausdorff topology. As proved in [CMT21], Theorem 7.1, volume continuity holds for non-collapsed strong Kato limits.

**Theorem 5.2.** Let $\{(M_k, g_k, o_k)\} \subset K(n, f, v)$ be a sequence converging in the pointed Gromov-Hausdorff topology to $(X, d, o) \in K(n, f, v)$. Then $(M_k, g_k, o_k)$ converges to $(X, d, \mathcal{H}^n, o)$ in the pointed measured Gromov-Hausdorff topology.

As a consequence, in this setting the results of Section 3.2 can be revisited. More precisely, if in Theorem 5.8 Propositions 5.9 and 5.10 we replace Kato limits by non-collapsed strong Kato limits, we can assume closeness of balls in the Gromov-Hausdorff topology instead of the measured Gromov-Hausdorff topology. Note that in this case the quantities $\nu$ and $\delta$ also depend on the volume bound $v > 0$.

Now let $(X, d, o) \in K(n, f, v)$ and let $H : \mathbb{R}^+ \times X \times X \to \mathbb{R}^+$ be its heat kernel. For any $t > 0$ and $x \in X$ we consider

$$\theta(t, x) = (4 \pi t)^{\frac{n}{2}} H(t, x, x).$$

As we recalled in the introduction, in [CMT21] we showed that the map $t \mapsto \theta(t, x)$ is almost non-decreasing for all $x \in X$. More precisely, define for any $t \in (0, T]

$$\phi(t) := \int_0^t \frac{\sqrt{f(s)}}{s} \, ds < \infty.$$
Thanks to the Li-Yau inequality given by Proposition 2.9 we get the following (see also [CMT21 Corollaries 5.12 and 5.13]).

**Proposition 5.3.** Let \((X, d, o) \in \mathcal{K}(n, f, v)\) with \(f\) satisfying \((SK)\). There is a constant \(c_n > 0\) depending only on \(n\) such that for any \(x \in X\) the function
\[
t \in (0, T) \mapsto e^{c_n \Phi(t)} \theta(t, x)
\]
is non-decreasing and such that for any \(t \in (0, T)\),
\[
e^{c_n \Phi(t)} \theta(t, x) \geq 1.
\]
In particular, the limit \(\vartheta(x) = \lim_{t \to 0} \theta(t, x)\) is well defined and satisfies \(\vartheta(x) \geq 1\).

**Remark 5.4.** In [CMT21] we also showed that for all \(x \in X\), \(\vartheta(x)\) is the inverse of the volume density: \(\vartheta(x)^{-1} = \lim_{r \to 0} (H^n(B_r(x))/\omega_n r^n)\), where \(\omega_n\) is the volume of the Euclidean unit ball.

One consequence of [CMT21] is that the regular set coincides with the set of points where \(\vartheta\) is equal to 1, as we show below.

**Proposition 5.5.** Let \((X, d, o) \in \mathcal{K}(n, f, v)\) with \(f\) satisfying \((SK)\). Then
\[
\mathcal{R} = \{x \in X : \text{Tan}(X, x) = \{(\mathbb{R}^n, d_e, 0)\}\} = \{x \in X : \vartheta(x) = 1\}.
\]

**Proof.** The first equality is a direct consequence of [CMT21 Theorem 6.2(iii)] and of volume continuity as recalled in Theorem 5.2. As for the second, [CMT21 Theorem 7.2] ensures that if \((\mathbb{R}^n, d_e, 0)\) is a tangent cone at \(x \in X\), then \(\vartheta(x) = 1\), so that
\[
\mathcal{R} \subset \{x \in X : \vartheta(x) = 1\}.
\]
To prove the converse inclusion, consider \(x \in X\) such that \(\vartheta(x) = 1\). The proof of [CMT21 Proposition 6.3] ensures that \(\vartheta\) is upper semi-continuous. We have then
\[
1 \leq \liminf_{y \to x} \vartheta(y) \leq \limsup_{y \to x} \vartheta(y) \leq \vartheta(x) = 1,
\]
so that \(\vartheta\) is continuous at \(x\). The proof of [CMT21 Theorem 6.2(iii)] then implies that all tangent cones at \(x\) are Euclidean, thus \(x \in \mathcal{R}\). \(\square\)

For a manifold \((M^n, g)\) satisfying a strong Kato bound, an upper bound on \(\vartheta\) at some point \(x\) implies a lower bound on the volume of \(B_{\sqrt{t}}(x)\). 

**Lemma 5.6.** Assume that \((M^n, g)\) is a closed manifold in \(\mathcal{K}(n, f)\) with \(f\) satisfying \((SK)\). There is a constant \(v(n) > 0\) such that if at some \(x \in X\) and \(t \leq T\) we have
\[
\vartheta(t, x) \leq 2,
\]
then \(\nu_g(B_{\sqrt{t}}(x)) \geq v(n)t^{\frac{n}{2}}\).

**Proof.** Thanks to the heat kernel estimates given by Proposition 2.6 we get
\[
\frac{t^{\frac{n}{2}}}{C_n \nu_g(B_{\sqrt{t}}(x))} \leq \vartheta(x, t) \leq 2,
\]
which immediately gives the desired lower bound. \(\square\)

We are also going to use the following lemma.

**Lemma 5.7.** Let \((M^n, g) \in \mathcal{K}(n, f)\) for \(f\) satisfying \((SK)\). For any \(\delta \in (0, 1)\) there exists \(\nu > 0\) depending on \(\delta, f\) such that if for some \(t \in (0, T)\) we have \(k_t(M^n, g) < \nu\), then for all \(x \in M\) and \(s \in (0, t]\) we have \(\vartheta(s, x) \leq \vartheta(t, x)(1 + \delta)\).
Proof. Assume \( k_t(M,g) < \nu \) and let \( c_n \) be the constant appearing in Proposition 5.3. Observe that for any \( a \in (0,t) \) we can write

\[
\int_0^t \frac{\sqrt{k_\tau(M^n,g)}}{\tau} \, d\tau \leq \int_0^a \frac{\sqrt{f(\tau)}}{\tau} \, d\tau + \sqrt{\nu} \log \left( \frac{T}{a} \right).
\]

We can choose \( a \) depending on \( f \) and \( \delta \) such that the first addend in the previous inequality is smaller than \( \log(1+\delta)/2c_n \). Then we can choose \( \nu \) depending on \( a \) and \( \delta \), thus on \( f \) and \( \delta \), such that the second addend is also smaller than \( \log(1+\delta)/2c_n \). By Proposition 5.3 then we know that for all \( x \in M \) and \( s \in (0,t] \)

\[
\theta(s,x) \leq \theta(t,x) \exp \left( c_n \int_s^t \frac{\sqrt{k_\tau(M^n,g)}}{\tau} \, d\tau \right) \leq \theta(t,x)(1+\delta).
\]

\[\square\]

Remark 5.8. The same argument as in the previous proof implies that for a sequence \( \{(M_t,g_t,o_t)\} \subset \mathcal{K}(n,f,v) \) converging to \((X,d,o) \in \mathcal{K}(n,f,v)\) such that \( \lim_t k_t(M_t,g_t) = 0 \) for some \( t \in (0,T] \), we have that for all \( x \in X \) the map \( s \mapsto \theta(s,x) \) is monotone non-decreasing and satisfies \( \theta(s,x) \geq 1 \) for all \( s \in (0,t] \).

5.2. Almost rigidity. This subsection is devoted to proving the following almost rigidity for \( \theta \), which will be the key result to obtain our Reifenberg regularity statement, namely Theorem 1.3.

Theorem 5.9. For any \( \varepsilon > 0 \) and \( A > 0 \) there exists \( \delta > 0 \) depending only on \( f, n, \varepsilon \) and \( A \) such that if \( (M^n,g) \in \mathcal{K}(n,f) \), \( x \in M \) and \( t \leq T \) satisfy

\[
k_t(M,g) \leq \delta \quad \text{and} \quad \theta(t,x) \leq 1 + \delta,
\]

then

\[
d_{GH} \left( B_{A\sqrt{\tau}}(x), B_n \right) < \varepsilon A \sqrt{\tau}.
\]

In order to prove Theorem 5.9 we are going to use a contradiction argument, that we sketch here before giving the detailed proof. We will construct a contradicting sequence for which a ball of radius 1 stays uniformly far from the unit Euclidean ball. Thanks to Lemma 5.6 such sequence is non-collapsing. Then up to extracting a subsequence, we obtain a limit \((X,d,x) \in \overline{\mathcal{K}}(n,f,v)\) such that \( B_1(x) \) is at a positive distance from the unit Euclidean ball. We then aim to show that the limit space \((X,d)\) is isometric to the Euclidean space. For that, we use the heat kernel rigidity shown in [CT22]. More precisely, for a non-collapsed strong Kato limit \((X,d,x) \in \overline{\mathcal{K}}(n,f,v)\) we define

\[
\mathbb{P}(t,x,y) = \frac{e^{-\frac{x^2_{(d,x)}}{4t}}}{(4\pi t)^n}.
\]

If for all \( x, y \in X \) and \( t > 0 \) we have \( H(t,x,y) = \mathbb{P}(t,x,y) \), then [CT22] Theorem 1.1] ensures that \((X,d)\) is isometric to the Euclidean space. In order to show that \( H \) coincides with \( \mathbb{P} \), we will rely on the Li-Yau inequality proven in Proposition 2.9 and on the fact that, thanks to Remark 5.8 \( \theta \) is monotone non-decreasing.

Proof. We assume by contradiction that the statement is false. Then there exists \( \varepsilon, A > 0 \) such that if we consider the sequence \( \delta_t = t^{-1}, t \in \mathbb{N} \), we find \( \ell_t \leq T, (M_{\ell_t},g_{\ell_t}) \in \mathcal{K}(n,f) \) and \( x_{\ell_t} \in M_{\ell_t} \) such that

\[
k_{\ell_t}(M,g) \leq \delta_t \quad \text{and} \quad \theta(t, x_{\ell_t}) \leq 1 + \delta_t,
\]

but

\[
d_{GH}(B_{A\sqrt{\tau}}(x_{\ell_t}), B_n) > \varepsilon A \sqrt{At_{\ell_t}}.
\]

(32)
Observe that if we define $\hat{f}(s) = f(sT)$ for all $s \in [0,1]$ and $\hat{g}_\ell = t_\ell^{-1}g_\ell$ for any $\ell$, then the rescaling properties of $k_1$ and of the heat kernel imply that each $(M_\ell, \hat{g}_\ell)$ belongs to $\mathcal{K}(n, \hat{f})$ and

$$k_1(M_\ell, \hat{g}_\ell) = k_1(M_\ell, g_\ell) \leq \delta_\ell, \quad \hat{\theta}(1, x_\ell) = \theta(t_\ell, x_\ell) \leq 1 + \delta_\ell.$$  

Then up to rescaling we can assume that $t_\ell = 1$ for all $\ell \in \mathbb{N}$.

By Lemma 5.6 we also know that there exists $v = v(n) > 0$ such that for any $\ell$,

$$\nu_{\ell}(B_1(x_\ell)) \geq v,$$

so that each $(M_\ell, g_\ell, x_\ell)$ belongs to $\mathcal{K}(n, f, v)$. Up to extracting a subsequence, $\{(M_\ell, g_\ell, x_\ell)\}$ converges in the pointed Gromov-Hausdorff topology to $(X, d, x) \in \mathcal{K}(n, f, v)$. Moreover, convergence of the heat kernel given in Proposition 2.8 ensures that

$$\theta(1, x) = \lim_{\ell} \theta(1, x_\ell) \leq 1.$$  

Thanks to Remark 5.8 we also know that $t \mapsto \theta(t, x)$ is monotone non-decreasing and larger than one. We then get for all $s \in (0, 1]$,

$$\theta(s, x) = \theta(1, x) = 1. \quad (33)$$

Because of (32), we also have

$$d_{\text{GH}}(B_\ell(x), B_{\ell}^n) > \varepsilon A. \quad (34)$$

Our setting constructed, we aim to prove that the heat kernel of $X$ satisfies

$$H = \mathbb{P} \quad (35)$$

on $\mathbb{R}_+ \times X \times X$. In order do so, we fix $x \in X$ and we introduce the function

$$\Phi : \mathbb{R}_+ \times X \ni (t, y) \mapsto (4\pi t)^{\frac{n}{2}}H^2(t/2, x, y).$$

**Step 1.** We show that $\Phi$ satisfies

$$4 \frac{\partial}{\partial t} \left( \int_X \varphi \Phi \, d\mathcal{H}^n \right) + \int_X \langle d\varphi, d\Phi \rangle \, d\mathcal{H}^n \geq 0. \quad (36)$$

for any non-negative $\varphi \in C_c(X) \cap D(\text{Ch})$. To this aim, we first observe that

$$4 \frac{\partial}{\partial t} \left( \int_X \varphi \Phi \, d\mathcal{H}^n \right) = \int_X \varphi(y) \left( \frac{2n}{t} \Phi(t, y) + 4(4\pi t)^{\frac{n}{2}}H(t/2, x, y) \frac{\partial H}{\partial t}(t/2, x, y) \right) \, d\mathcal{H}^n(y).$$

Then we use the definitions of $L$, $H$ and $\Phi$ to get

$$\int_X \langle d\varphi, d\Phi \rangle \, d\mathcal{H}^n = \int_X \Phi L \varphi \, d\mathcal{H}^n$$

$$= 2(4\pi t)^{\frac{n}{2}} \int_X \phi(y) \left( H(t/2, x, y) L_y H(t/2, x, y) - |d_y H(t/2, x, y)|^2 \right) \, d\mathcal{H}^n(y)$$

$$= -2(4\pi t)^{\frac{n}{2}} \int_X \phi(y) \left( H(t/2, x, y) \frac{\partial H}{\partial t}(t/2, x, y) + |d_y H(t/2, x, y)|^2 \right) \, d\mathcal{H}^n(y).$$

Adding these two identities yields

$$4 \frac{\partial}{\partial t} \left( \int_X \varphi \Phi \, d\mathcal{H}^n \right) + \int_X \langle d\varphi, d\Phi \rangle \, d\mathcal{H}^n = 2(4\pi t)^{\frac{n}{2}} \int_X \varphi Z \, d\mathcal{H}^n,$$

where $Z$ is defined by

$$Z(t, y) = \frac{n}{4} H^2(t/2, x, y) + H(t/2, x, y) \frac{\partial H}{\partial t}(t/2, x, y) - |d_y H(t/2, x, y)|^2.$$  
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for any \( t \in \mathbb{R}_+ \) and \( y \in X \). Since \((X, d, o)\) is the limit of manifolds \(((M\ell, g\ell))\) such that \( k_1(M\ell, g\ell) \to 0 \) as \( \ell \) goes to infinity, the Li-Yau inequality given by Remark 2.10 holds. Then \( Z \geq 0 \), this concluding the proof of (36).

**Step 2.** We show that for any \( t > 0 \) and \( y \in X \),

\[
H(t, x, y) = \mathbb{P}(t, x, y). \tag{37}
\]

First observe that by definition of \( L \), inequality (36) is equivalent to \( \Phi \) satisfying

\[
\left(4 \frac{\partial}{\partial t} + L\right) \Phi \geq 0 \tag{38}
\]

in a weak sense. The Gaussian estimate given in Proposition 2.6 implies that for any \( t > 0 \),

\[
\lim_{d(x,y) \to \infty} \Phi(t, y) = 0.
\]

Moreover, the fact that \( H^n(B_1(x)) \geq v \) and the volume bound given in Proposition 5.1 imply that for any \( y \in X \setminus \{x\} \),

\[
\lim_{t \to 0} \Phi(t, y) = 0.
\]

By the semi-group law and (33), we know that for any \( s \in (0, 1] \),

\[
\int_X \Phi(s, y) d\mathcal{H}^n(y) = \Theta(s, x) = 1.
\]

As a consequence we get

\[
\lim_{t \to 0} \Phi(t, y) = \delta_x(y).
\]

By inequality (38) and the maximum principle, we get that for all \( t \in (0, 1] \) and \( y \in X \),

\[
\Phi(t, y) \geq H(t/4, x, y).
\]

But we also have, for all \( t \in (0, 1] \),

\[
1 = \int_X \Phi(t, y) d\mathcal{H}^n(y) = \int_X H(t/4, x, y) d\mathcal{H}^n(y),
\]

then we obtain, for all \( t \in (0, 1] \) and \( y \in X \),

\[
\Phi(t, y) = H(t/4, x, y). \tag{39}
\]

We now introduce

\[
U(t, x, y) = -4t \log((4\pi t)^{-1/2} H(t, x, y)).
\]

By Varadhan’s formula, we know

\[
\lim_{\sigma \to 0} U(\sigma, x, y) = -d^2(x, y).
\]

Because of (39), a simple computation shows that for any \( s \in (0, 1] \) we have

\[
U(s/4, x, y) = U(s/2, x, y).
\]

As a consequence, for all \( s \in (0, 1] \),

\[
U(s/2, x, y) = \lim_{\sigma \to 0} U(\sigma, x, y) = -d^2(x, y).
\]

This shows that for all \( t \in (0, 1/2] \) and \( y \in X \)

\[
H(t, x, y) = \mathbb{P}(t, x, y).
\]

Both expressions in this equality are analytic in \( t \), hence we get (37) for any \( t > 0 \).

**Step 3.** We obtain (35) and conclude. Equality (37) implies in particular that \( \Theta(t, x) = 1 \) for all \( t > 0 \) and not only for \( t \in (0, 1] \). By using the estimate on
the derivatives of the heat kernel given in the last point of Proposition 2.8, non-collapsing and the volume bound of Proposition 5.1, we get that there exists a constant $C > 0$ such that for any $t > 0$ and $z \in X$,

$$|\theta(t, x) - \theta(t, z)| \leq \frac{C}{\sqrt{t}} d(x, z).$$

Then for any $z \in X$,

$$\lim_{t \to +\infty} \theta(t, z) = 1.$$

Since by Remark 5.8 the map $t \mapsto \theta(t, z)$ is monotone non-decreasing and larger than one, it must be constantly equal to one. Arguing as in the previous step, the fact that $\theta(t, z) = 1$ for any $z \in X$ and $t > 0$ leads to (34). Then by [CT22, Theorem 1.1], the strong Kato limit $(X, d)$ is isometric to the Euclidean space $(\mathbb{R}^n, d_e)$, this contradicting inequality (34). □

**Remark 5.10.** Theorem 5.9 can be also proven by using [DPG16, Corollary 1.7], that is rigidity in Bishop-Gromov inequality for non-collapsed RCD(0, $n$) spaces. We chose to provide a self-contained proof independent of RCD theory.

5.3. **Consequences of almost rigidity.** As an immediate consequence of Theorem 5.9 and of the convergence of heat kernels given by Proposition 2.8 we obtain the following.

**Corollary 5.11.** Assume that $f$ satisfies (SK). For any $\delta > 0$, there is some $\nu > 0$ depending only on $f, n$ and $\delta$ such that if $(M^n, g) \in \mathcal{K}(n, f)$, $x \in M$ and $t \leq T$ satisfy

$$k_t(M, g) \leq \nu \quad \text{and} \quad \theta(t, x) \leq 1 + \nu,$$

then for any $y \in B_{\sqrt{t}}(x)$ we have $\theta(t, y) \leq 1 + \delta$.

By combining Corollary 5.11, the almost monotonicity of $\theta$ (Lemma 5.7) with Theorem 5.9 we get a Reifenberg regularity result for manifolds satisfying a strong Kato bound.

**Corollary 5.12.** Assume that $f$ satisfies (SK). For any $\varepsilon > 0$, there exists $\nu > 0$ depending only on $f, n, \varepsilon$ such that if $(M^n, g) \in \mathcal{K}(n, f)$, $x \in M$ and $t \leq T$ satisfy

$$k_t(M, g) \leq \nu \quad \text{and} \quad \theta(t, x) \leq 1 + \nu,$$

then for any $y \in B_{\sqrt{t}}(x)$ and $s \in (0, \sqrt{t})$:

$$d_{\text{CH}}(B_s(y), \mathbb{B}^n_s) \leq \varepsilon s.$$

The Reifenberg regularity for non-collapsed strong Kato limits given in Theorem 1.3 is then a direct consequence of Corollary 5.12.

We point out a corollary of the almost rigidity statement Theorem 5.9 and of Proposition 3.9 that we use later to obtain Hölder regularity of the regular set of a non-collapsed strong Kato limit.

**Corollary 5.13.** Let $\nu > 0$ and $f$ be a function satisfying (SK). For any $\varepsilon > 0$ there exists $\delta > 0$ depending only on $f, n, \varepsilon$ such that if $(M^n, g) \in \mathcal{K}(n, f, \nu)$, $x \in M$ and $t \leq T$ satisfy

$$k_t(M^n, g) \leq \delta \quad \text{and} \quad \theta(t, x) \leq 1 + \delta,$$

then there exists an $(n, \varepsilon)$-splitting $u : B_{\sqrt{t}}(x) \rightarrow \mathbb{R}^n$. 26
5.4. Transformation theorem. In order to obtain a quantitative version of Theorem 1.3, we need to prove the following Transformation theorem.

Theorem 5.14 (Transformation Theorem). Let $f$ satisfy (SK) and $v > 0$. There exist a constant $\gamma_0 > 0$ and $\varepsilon_0 \in (0,1)$ depending on $f$, $v$ such that for all $\varepsilon \in (0,\varepsilon_0]$ there exists $\delta > 0$ depending on $\varepsilon$, $n$, $f$ and $v$ such that if $(M^n, g) \in \mathcal{K}(n,f)$, $x \in M$ and $r \in (0, \sqrt{T})$ satisfy

i) $\nu_0(B_r(x)) \geq vr^n$;

ii) $k_{\nu}(M^n, g) \leq \delta$;

iii) for any $s \in (0, r]$, $d_{GH}(B_s(x), \mathbb{R}^n_s) \leq \delta s$;

and if $u : B_r(x) \to \mathbb{R}^n$ is an $(n, \delta)$-splitting, then for all $s \in (0, r]$ there exists a $n \times n$ lower triangular matrix $T_s$ such that $\|T_s\| \leq (1 + \varepsilon)(r/s)^{\gamma_0 \varepsilon}$ and the map $\tilde{u} = T_s \circ u$ is an $(n, \varepsilon)$-splitting on $B_s(x)$.

Remark 5.15. Thanks to Lemma 5.6 we can reformulate the previous theorem replacing the non-collapsing assumption i) by $\theta(r^2, x) \leq 2$. In this case the choice of $\delta$ will not depend on $v$.

We obtain Theorem 5.14 as a consequence of the following proposition.

Proposition 5.16. Let $(M, g) \in \mathcal{K}(n,f)$. Then there exist $C_n > 0$ and $\varepsilon_0, \lambda \in (0,1)$ depending only on $n$ such that for all $\varepsilon \in (0,\varepsilon_0]$ there exists $\delta > 0$ depending on $n, f, \varepsilon$ such that if for some $r \in (0, \sqrt{T})$ we have

$$k_{\nu}(M^n, g) \leq \delta,$$

a ball $B \subset M$ of radius $r$ satisfies

$$d_{GH}(B, \mathbb{R}^n_s) \leq \delta r,$$

and $u$ is a balanced $(n, \varepsilon)$-splitting of $B$, then there exists a lower triangular matrix $T$ of size $n$ such that $\|T - Id_n\| \leq C_n \varepsilon$ and the map $\tilde{u} := T \circ u|_{\lambda B}$ is a balanced $(n, \varepsilon)$-splitting of $\lambda B$.

We postpone the proof of Proposition 5.16 and first give a proof of Theorem 5.14.

Proof of Theorem 5.14 given Proposition 5.16. Let $\varepsilon_0, \lambda$ be as in Proposition 5.16 and let $\varepsilon \in (0, \varepsilon_0]$. Consider $\eta \in (0, 1]$ to be chosen later depending on $n$ and let $\delta = \delta(n, f, \varepsilon_0)$ be the quantity given by Proposition 5.16. Assume that

$$k_{\nu}(M^n, g) \leq \delta,$$

for all $s \in (0, r]$, $d_{GH}(B_s(x), \mathbb{R}^n_s) \leq \delta s$.

Consider a $(n, \eta, \varepsilon)$-splitting $u : B_r(x) \to \mathbb{R}^n$ and $s \in (0, r]$.

First assume $s \in (\lambda r, r]$. Since $\lambda$ only depends on $n$, then (5) with $\phi = \|G_u - Id_n\|$ implies

$$\int_{B_s(x)} \|G_u - Id_n\| \, d\nu_g < C(n) \eta \varepsilon.$$

If $C(n) \varepsilon_0 < 1/2$, Remark 5.3 implies the existence of a lower triangular matrix $T_s$ such that $\|T_s\| \leq 1 + C(n) \eta \varepsilon$ and $T_s \circ u : B_s(x) \to \mathbb{R}^n$ is a balanced $(n, (1 + C(n) \eta \varepsilon)^2 \eta \varepsilon)$-splitting. We have no restriction in assuming that $\varepsilon_0$ is lower than $1/4C(n)$, thus we do it. Assume also that

$$\eta \leq \frac{16}{25}.$$

Then $T_s \circ u$ is a balanced $(n, \varepsilon)$-splitting.

Now assume that there exists some positive integer $\ell$ such that $\lambda^{-\ell} s \in (\lambda r, r]$. Thanks to assumption iii), we can apply Proposition 5.16 iteratively to get existence
of lower triangular matrices $T_0, \ldots, T_l$ such that 
\[ \tilde{u} := T_l \circ \cdots \circ T_0 \circ u : B_s(x) \to \mathbb{R}^n \]
is a balanced $(n, \varepsilon)$-splitting and 
\[ \|T_l\| \leq (1 + C(n)\eta \varepsilon) \]
for any $j \in \{0, \ldots, l\}$. Set $T := T_l \circ \cdots \circ T_0$. Then 
\[ \|T\| \leq (1 + C(n)\eta \varepsilon)^{l+1}. \]
Since $\lambda^{-l}s \leq r$ implies $l \leq \ln(r/s) / \ln(1/\lambda)$, we get 
\[ (1 + C(n)\eta \varepsilon)^l \leq (r/s)^{\ln(1+C(n)\eta \varepsilon) / \ln(1/\lambda)}. \]
Then we set 
\[ \gamma_n := C(n) / \ln(1/\lambda) \quad \text{and} \quad \eta := \min\left\{ 16, 25, \frac{1}{C(n)} \right\} \]
to get 
\[ \|T\| \leq (1 + \varepsilon)(r/s)^{\gamma_n \varepsilon}. \]
This concludes the proof. \(\Box\)

**Remark 5.17.** We point out that, unlike the proof of [CJN21, Proposition 7.7], which relies on a contradiction argument, we provide a direct proof of the Transformation Theorem.

We are left to proving Proposition 5.16. In order to do so, we need the following property of harmonic maps on $\mathbb{R}^n$.

**Proposition 5.18.** Let $h : \mathbb{B}^n \to \mathbb{R}^k$ be a harmonic function and set 
\[ \Lambda := \int_{\mathbb{B}^n} \|G_h - \text{Id}_k\|_1 \, dx. \]
Then there exists a constant $C > 0$ depending only on $n$ such that for all $r \in (0, 1/2)$ 
\[ \int_{\mathbb{B}^n_r} \|G_h - f_{\mathbb{B}^n_r} G_h\|_1 \, dx \leq CAr. \quad (40) \]

**Proof.** For the sake of brevity, we show an analog statement in the case $k = 1$: consider a harmonic function $h : \mathbb{B}^n \to \mathbb{R}$ and set 
\[ \Lambda_c = \int_{\mathbb{B}^n} |dh|^2 - c \, dx. \]
Then we show that there exists $C > 0$ only depending on $n$ such that for all $r \in (0, 1/2)$ we have 
\[ \int_{\mathbb{B}^n_r} \left| |dh|^2 - \int_{\mathbb{B}^n} |dh|^2 \right| \, dx \leq C\Lambda_c r. \quad (41) \]
By arguing as in Lemma 3.11, we obtain the following Hessian bound: 
\[ \|\text{Hess } h\|_{L^\infty(\mathbb{B}^n)} \leq C_n \sqrt{\Lambda_c}. \quad (42) \]
Now we write 
\[ h = \ell + \beta, \]
where $\ell$ is the linear part of $h$, namely $\ell(\cdot) = h(0) + dh(0)(\cdot)$, so that $\beta(0) = 0$ and $d\beta(0) = 0$. We also have 
\[ \text{Hess } h = \text{Hess } \beta, \]
then from (42) we get, for any $x \in \mathbb{B}^n_\frac{1}{2}$, 
\[ |d\beta(x)| \leq C_n \sqrt{\Lambda_c} |x| \quad (43) \]
Using that the coefficients of $dh$ are harmonic and $d\beta(0) = 0$, we obtain 
\[ \int_{\mathbb{B}^n} dh = d\ell \quad \text{and} \quad |d\ell| \leq \int_{\mathbb{B}^n} |dh|. \]
Moreover, for any \( r \in (0, 1) \) the mean value of \( \langle d\ell, d\beta \rangle \) over \( \mathbb{B}_r^n \) is equal to its value at 0, thus it is equal to zero. We then get for any \( r \in (0, 1) \)
\[
\int_{\mathbb{B}_r^n} |dh|^2 \leq |d\ell|^2 + \int_{\mathbb{B}_r^n} |d\beta|^2
\]
so that
\[
\int_{\mathbb{B}_r^n} |dh|^2 - \left( \int_{\mathbb{B}_r^n} |dh|^2 \right) \leq 2 \int_{\mathbb{B}_r^n} |d\beta|^2 + 2 \int_{\mathbb{B}_r^n} \langle d\ell, d\beta \rangle.
\]
By (43), the first term in the right-hand side is smaller than \( C_n \Lambda_c r^2 \). As for the second term, we use
\[
2 \langle d\ell, d\beta \rangle = |dh|^2 - |d\ell|^2 - |d\beta|^2
\]
to get
\[
2 \int_{\mathbb{B}_r^n} \langle d\ell, d\beta \rangle \leq 2 \int_{\mathbb{B}_r^n} |d\beta|^2 + \int_{\mathbb{B}_r^n} |dh|^2 - \left( \int_{\mathbb{B}_r^n} |dh|^2 \right)
\]
for any \( r \in (0, 1) \). Choosing \( r = 5/8 \) gives
\[
\int_{\mathbb{B}_r^n} \langle d\ell, d\beta \rangle \leq C_n \Lambda_c.
\]
Since \( \langle d\ell, d\beta \rangle \) is harmonic, elliptic estimates imply the following gradient estimate
\[
\|d\langle d\ell, d\beta \rangle\|_{L^\infty(\mathbb{B}_r^n)} \leq C_n \int_{\mathbb{B}_r^n} \langle d\ell, d\beta \rangle \leq C_n \Lambda_c.
\]
Then by using that \( \langle d\ell, d\beta \rangle(0) \) vanishes we get for any \( x \in \frac{1}{4} \mathbb{B}_n \)
\[
\|d\langle d\ell, d\beta \rangle(x)\| \leq C_n \Lambda_c |x|.
\]
As a consequence, for any \( r \in (0, 1/2) \) the second term in (44) is bounded above by \( C_n \Lambda_r \). We then get the desired inequality
\[
\int_{\mathbb{B}_r^n} |dh|^2 - \left( \int_{\mathbb{B}_r^n} |dh|^2 \right) \leq C_n \Lambda_c (r^2 + r) \leq C_n \Lambda_c r,
\]
for any \( r \in (0, 1/2) \).

We can now prove Proposition 5.16.

of Proposition 5.16. Up to rescaling the distance by a factor \( r^{-1} \), we can assume that \( r \) is equal to 1. Let \( \varepsilon_0, \kappa \in (0, 1) \) and \( \lambda \in (0, 1/4) \) to be chosen later and which will depend only on the dimension \( n \). In what follows we note \( C(n) \) for a generic constant which depends only on the dimension \( n \) and whose value may change from line to line.

Take \( \varepsilon \in (0, \varepsilon_0] \) and let \( u \) be a balanced \( (n, \varepsilon) \)-splitting of a ball \( B \subset M \) with radius 1. We assume that \( (M, g) \in \mathcal{K}(n, f) \) and for some \( \delta \in (0, 1/16n) \),
\[
k_1(M^n, g) \leq \delta \quad \text{and} \quad d_{GH}(B, \mathbb{B}_1^n) \leq \delta.
\]
By Proposition 3.7, we have
\[
\sup_{\mathbb{B}} |du| \leq (1 + C(n)) \delta. \tag{45}
\]
If \( \delta \leq \nu(n, f, v, \kappa, 1/2, \lambda) \) then by Theorem 3.8 there exists a harmonic map
\[
h : \frac{1}{4} \mathbb{B}^n \to \mathbb{R}^n
\]
such that \( \|dh\|_{L^\infty(\frac{1}{4} \mathbb{B}^n)} \leq 2C(n) \) and
\[
\int_{\frac{1}{4} \mathbb{B}} \|G_u - \text{Id}_n\|_1 \, dv_g - \int_{\frac{1}{4} \mathbb{B}^n} \|G_h - \text{Id}_n\|_1 \, dx \leq \kappa \varepsilon, \tag{46}
\]
\[
\int_{\frac{1}{4} \mathbb{B}} \|G_u - \overline{G_h}\|_1 \, dv_g - \int_{\frac{1}{4} \mathbb{B}^n} \|G_h - \overline{G_h}\|_1 \, dx \leq \kappa \varepsilon, \tag{47}
\]
where we have noted $G_h = f_{\lambda B} G_h$, and we introduce similarly $G_u = f_{\lambda B} G_u \nu_g$.

We now have that
\[
\int_{\mathbb{A}^n} \|G_u - G_u\| \nu_g \leq 2 \int_{\mathbb{A}^n} \|G_u - G_h\| \nu_g \\
\leq 2 \int_{\mathbb{A}^n} \|G_u - G_h\|_1 \nu_g \\
\leq 2 \int_{\mathbb{A}^n} \|G_h - G_h\|_1 dx + 2\kappa \varepsilon,
\]
where we have used (47) and $\| \cdot \| \leq \| \cdot \|_1$. But using Proposition 5.18 and then estimate (46), one gets that
\[
\lambda B \|G_u - G_u\|_1 dx \leq C(n) \lambda \left( \kappa \varepsilon + \int_B \|G_u - \text{Id}_n\|_1 \nu_g \right) \\
\leq C(n) \lambda (\kappa \varepsilon + C(n) \varepsilon),
\]
where in the last inequality, we have used (6) and $\| \cdot \| \leq \| \cdot \|$. Gathering all the estimates, we get that
\[
\int_{\mathbb{A}^n} \|G_u - G_u\| \nu_g \leq C(n) \lambda + \lambda \varepsilon.
\]
Again (48) implies that
\[
\|G_u - \text{Id}_n\| \leq \int_{\mathbb{A}^n} \|G_u - \text{Id}_n\| \nu_g \leq C(n, \lambda) \int_{\mathbb{B}^n} \|G_u - \text{Id}_n\| \nu_g \leq C(n, \lambda) \varepsilon.
\]
If $\varepsilon \leq \frac{1}{4C(n, \lambda)}$, then by Lemma 5.1 there exists a lower triangular matrix $T$ such that
\[
T \int_{\mathbb{A}^n} G_u \nu_g T = \text{Id}_n, \quad \|T\| \leq 1 + C(n) C(n, \lambda) \varepsilon. \tag{48}
\]
Then the map $\tilde{u} = Tu : \lambda B \to \mathbb{R}^n$ satisfies
\[
\int_{\mathbb{A}^n} G_{\tilde{u}} \nu_g = \text{Id}_n, \\
\int_{\mathbb{A}^n} \|G_{\tilde{u}} - \text{Id}_n\| \nu_g \leq \|T\| \int_{\mathbb{A}^n} \|G_u - \text{Id}_n\| \nu_g \leq \|T\| \int_{\mathbb{A}^n} \|G_u - \text{Id}_n\| \nu_g \leq C(n) \lambda + \lambda \varepsilon, \tag{49}
\]
and
\[
\sup_{\Lambda B} d\tilde{u} \leq \|T\| (1 + C(n) \delta). \tag{50}
\]
We now make the following choices:
\[
\kappa = \lambda = \frac{1}{8C(n)} \quad \text{and} \quad \varepsilon_0 = \frac{1}{4C(n)C(n, \lambda)}
\]
and assume that
\[
\delta = \min \left\{ \frac{1}{3C(n)} : \nu(n, f, \varepsilon, \kappa, \lambda) \right\}
\]
so that
- $\|T\| \leq 1 + C_n \varepsilon \leq \frac{4}{3} \leq 2$ by (48) and the fact that $\varepsilon \leq \varepsilon_0$,
- $\sup_{\Lambda B} |d\tilde{u}| \leq \frac{4}{3}(1 + C(n) \delta) \leq \frac{4}{3} = 2$ by (50),
- $\tilde{u}$ is a balanced $(n, \varepsilon)$-splitting of $\lambda B$ by (49).

This concludes the proof.
5.5. Hölder regularity. We conclude this section by observing that, under suitable assumptions, the results of the previous sections lead to the following Hölder regularity of almost splitting maps.

**Theorem 5.19.** Assume that \( f \) satisfies \( SK \). There exists \( \varepsilon_0 \in (0, 1) \) depending only on \( f, n \) such that for all \( \varepsilon \in (0, \varepsilon_0) \) and for any \( \eta \in (0, 1) \), there exists \( \delta > 0 \) depending only on \( f, n, \varepsilon, \eta \) such that if \( (M^n, g) \in K(n, f), x \in M \) and \( t \in (0, \sqrt{T}) \) satisfy

\[
k_t(M^n, g) \leq \delta, \quad \theta(t, x) \leq 1 + \delta,
\]

then any \((n, \delta)\)-splitting \( u : B_{\theta}(x) \to \mathbb{R}^n \), with \( u(x) = 0 \), is a diffeomorphism from \( B_{(1-\eta)\sqrt{T}(x)} \) onto its image. Moreover, \( u \) satisfies for all \( y, z \in B_{(1-\eta)\sqrt{T}(x)} \)

\[
(1 - \varepsilon) \frac{d_y(y, z)^{1+\varepsilon}}{(\sqrt{T})^\varepsilon} \leq |u(y) - u(z)| \leq (1 + \varepsilon) d_y(y, z),
\]

and we have \( B_{\eta(s)}(x) \subset u(B_{(1-\eta)\sqrt{T}(x)}) \subset B_{\eta(s)/2}(x) \).

As in the proof of [CJN21] Theorem 7.10, Theorem 5.19 follows from the Reifenberg regularity given in Corollary 5.12, Proposition 3.10 and the Transformation Theorem 5.14. We then refer to [CJN21] for the details of the proof.

Theorem 5.19 clearly passes to the limit to give an analog statement on non-collapsed strong Kato limits. Now recall that Corollary 5.13 states that if \( \theta(t, x) \) is close enough to 1, then there exists an \((n, \varepsilon)\)-splitting on a ball around \( x \). As a consequence, we obtain:

**Corollary 5.20.** Assume that \( f \) satisfies \( SK \). Let \((X, d, o) \in K(n, f, v)\). For any \( \alpha \in (0, 1) \) there exists \( \delta \) depending on \( \alpha, n, f \) such that for any \( x \in X \) satisfying \( \theta(x) < 1 + \delta \) there exist \( r \in (0, \sqrt{T}) \) and a homeomorphism \( u : B_{\theta}(x) \to u(B_{\theta}(x)) \subset \mathbb{R}^n \) such that for all \( y, z \in B_{\theta}(x) \) we have

\[
\alpha r^{1-\frac{1}{\alpha}} d(y, z)^{1-\frac{1}{\alpha}} \leq |u(y) - u(z)| \leq \frac{1}{\alpha} d(y, z)^{\alpha r^{1-\alpha}}.
\]

Theorem 5.2 is then a consequence of this latter result and of a simple covering argument.

**Appendix**

A. **Codimension 2.** In this section we prove the following.

**Theorem A.1.** Assume that \( SK \) holds. Let \((X, d, o) \in K(n, f, v)\). Then the singular set \( S := X \setminus R \) has Hausdorff dimension at most \( n - 2 \).

Consider \((X, d, o) \in K(n, f, v)\). From [CMT21] Theorem 6.2, we know that the singular set \( S \) admits a filtration

\[
S^0 \subset \ldots \subset S^{n-1} = S
\]

where

\[
S^k := \{ x \in X : \mathbb{R}^\ell \times Z \subset \text{Tan}(X, x) \Rightarrow \ell \leq k \}
\]

for any \( k \in \{0, \ldots, n-1\} \). Moreover, the Hausdorff dimension of each \( S^k \) is at most \( k \). Thus we are left with proving \( S^{n-1} = S^{n-2} \).

Let us explain why the latter follows from proving that \( \mathbb{R}^+ \times \mathbb{R}^{n-1} \) cannot be a tangent cone of \( X \) at any \( x \in X \). In [CMT21] Theorem A1 we proved that any metric measure tangent cone of \( X \) is an RCD(0, n) metric measure cone. As a consequence, if \( X_x = Z \times \mathbb{R}^{n-1} \) is a tangent cone of \( X \) at \( x \), since \( X \) has Hausdorff dimension at most \( n \), then \( Z \) is an RCD(0, 1) metric measure cone over some finite set \( F \). If \#\( F \geq 2 \) then \( Z \) has at least two ends and as a consequence splits so that
necessarily $Z = \mathbb{R}$. Therefore, we have $\# F = 1$ and then $Z = \mathbb{R}_+$, and this is what we aim to prove impossible.

We prove this by contradiction. Assume that there exists $x \in X$ admitting a metric tangent cone isometric to $\mathbb{R}^+ \times \mathbb{R}^{n-1}$. Then there exist pointed closed Riemannian manifolds $\{(M_\alpha, g_\alpha, o_\alpha)\}$ and positive numbers $\{\varepsilon_\alpha\}$ such that $\varepsilon_\alpha \downarrow 0$,

$$ (M_\alpha, g_\alpha, o_\alpha) \overset{pGH}{\to} (\mathbb{R}_+ \times \mathbb{R}^{n-1}, d_\varepsilon, 0) $$

and

$$ k_t(M_\alpha, g_\alpha) \leq f(\varepsilon_\alpha t) $$

for any $\alpha$ and any $t \in (0, 1/\varepsilon_\alpha]$. Set

$$ \tau B^n_\alpha := \{(x_1, \ldots, x_n) \in B^n_\alpha : x_1 \geq 0\} $$

for any $\tau > 0$. By arguing as in the proof of [CMT21] Theorem 7.4, we get harmonic maps

$$ \Psi_\alpha = (h_2^\alpha, \ldots, h_n^\alpha) : B_2(\alpha) \to \mathbb{R}^{n-1} $$

which converge uniformly to $(x_2, \ldots, x_n) : 2B^n_\alpha \to \mathbb{R}^{n-1}$ and such that for any $\alpha$,

i) $\|d\Psi_\alpha\|_{L^\infty(B_2(\alpha))} \leq 1 + \varepsilon_\alpha$,

ii) $\int_{B_2(\alpha)} \|G_{\Psi_\alpha} - \text{Id}_{n-1}\| \, d\nu_{g_\alpha} \leq \varepsilon_\alpha$,

iii) $\int_{B_2(\alpha)} |dG_{\Psi_\alpha}|^2 \, d\nu_{g_\alpha} \leq \varepsilon_\alpha$.

From [CMT21] Proposition A.1, we get existence of uniformly Lipschitz functions $f_1^\alpha \in C^\infty(B_2(\alpha))$ which converge uniformly to $x_1 : 2B^n_\alpha \to \mathbb{R}$. With no loss of generality, we may assume that

$$ \Phi^\alpha := (f_1^\alpha, h_2^\alpha, \ldots, h_n^\alpha) : B_2(\alpha) \to 2B^n_\alpha $$

is an $\varepsilon_\alpha$-GH isometry. We are going to modify each $f_1^\alpha$ into a suitable $h_1^\alpha$. To this aim, we consider a convergent sequence $p_\alpha \in B_1(\alpha) \to p = (1/2, 0, \ldots, 0)$. Up to working with $\Phi^\alpha$ modified by an additive constant, we can assume that

$$ \Phi^\alpha(p_\alpha) = p, $$

and up to considering large enough $\alpha$ only, we can assume that

$$ B_{3/8}(p_\alpha) \subset B_1(\alpha). $$

For any $\alpha$ let $\tilde{f}_1^\alpha$ be the harmonic replacement of $f_1^\alpha$ on $B_{3/8}(p_\alpha)$. Then the sequence $\{\tilde{f}_1^\alpha\}$ is uniformly bounded in energy and in $L^\infty$, and any of its weak sub-limit in energy is equal to $x_1$ on $2B^n_\alpha \setminus B_{3/8}(p)$ and is harmonic on $B_{3/8}(p)$, hence it is equal to $x_1$. Using the energy characterization of harmonic functions and the semicontinuity of the energy, this implies

$$ \tilde{f}_1^\alpha \overset{\text{w}}{\to} x_1. $$

Moreover, the gradient estimate [CMT21] Lemma 3.6] implies that the convergence is uniform on $B_{5/16}(p_\alpha)$.

For any $\alpha$ let $\chi_\alpha$ be the smooth cut-off function on $M_\alpha$ such that $\chi_\alpha = 1$ on $B_{9/32}(p_\alpha)$ and $\chi_\alpha = 0$ on $M_\alpha \setminus B_{5/16}(p_\alpha)$ with $\text{Lip}\chi_\alpha \leq 64$. Up to extraction of a subsequence, we may assume that $\{\chi_\alpha\}$ converges uniformly to a similar cut-off function on $\mathbb{R}_+ \times \mathbb{R}^{n-1}$. For any $\alpha$ set

$$ h_1^\alpha := \chi_\alpha \tilde{f}_1^\alpha + (1 - \chi_\alpha) f_1^\alpha; $$

then $h_1^\alpha$ is smooth on $B_2(p_\alpha)$ and harmonic on $B_{9/32}(p_\alpha)$. Furthermore, the sequence $\{h_1^\alpha\}$ converges uniformly to $x_1$ on $B_t(p_\alpha)$, and the maps

$$ h_\alpha := (h_1^\alpha, h_2^\alpha, \ldots, h_n^\alpha) : B_1(\alpha) \to B^n_\alpha $$
are $\varepsilon_\alpha$-GH isometries which converge uniformly to the identity function. Moreover,

i) $\|dh_\alpha\|_{L^\infty(B_{17/64}(p_\alpha))} \leq 1 + \varepsilon_\alpha$,

ii) $\int_{B_{17/64}(p_\alpha)} \|G_{h_\alpha} - \text{Id}_\alpha\| d\nu_\alpha \leq \varepsilon_\alpha$,

iii) $\int_{B_{17/64}(p_\alpha)} |dG_{h_\alpha}|^2 d\nu_\alpha \leq \varepsilon_\alpha$.

Let $\left\{\tau_\alpha\right\}, \left\{\rho_\alpha\right\} \subset (0,1)$ be such that $\tau_\alpha \uparrow 1$, $\rho_\alpha \uparrow 1/4$, and for any $\alpha$, $\tau_\alpha^2$ is a regular value of $|h_\alpha|^2$ and $\rho_\alpha^2$ is a regular value of $|h_\alpha^0 - 1/2|^2 + |\Psi_\alpha|^2$. For a given $\alpha$, set

$$\Omega_\alpha := h_\alpha^{-1}(B_{\rho_\alpha}^+ \cap \{0\}) \quad \text{and} \quad U_\alpha := h_\alpha^{-1}(B_{\rho_\alpha}(p)),$$

Since $h_\alpha(\Omega_\alpha) \subset B_{\rho_\alpha}^+$, we know that $h_\alpha : \Omega_\alpha \to B_{\rho_\alpha}^+$ is not surjective. Moreover, $h_\alpha(\partial \Omega_\alpha) \subset \partial B_{\rho_\alpha}^+$. Thus for any regular value $x \in \tau_\alpha B_{\rho_\alpha}^+$ of $h_\alpha$,

$$\#(h_\alpha^{-1}(\{x\}) \cap \Omega_\alpha) = 2\mathbb{N}. \quad (52)$$

Let us now consider a sequence $q_\alpha \in U_\alpha \to p$ such that each $h_\alpha(q_\alpha)$ is a regular value of $h_\alpha$. As each $h_\alpha$ is an $\varepsilon_\alpha$-GH isometry, for any $q \in \Omega_\alpha$:

$$h_\alpha(q) = h_\alpha(q_\alpha) \implies d_\alpha(q,q_\alpha) \leq \varepsilon_\alpha.$$

Hence for large enough $\alpha$:

$$\left\{q \in \Omega_\alpha : h_\alpha(q) = h_\alpha(q_\alpha)\right\} \subset U_\alpha.$$

But the analysis done in the proof of [CAT21] Theorem 7.4] shows that

- if $U_\alpha$ is orientable, then the degree of $h_\alpha : U_\alpha \to B_{\rho_\alpha}(p)$ is $\pm 1$,
- if $U_\alpha$ is not orientable and if $\pi_\alpha : U_\alpha \to U_\alpha$ is the 2-fold orientation cover, then the degree of $h_\alpha \circ \pi_\alpha : U_\alpha \to B_{\rho_\alpha}(p)$ is $\pm 2$.

In any case we get

$$\# \left\{q \in \Omega_\alpha : h_\alpha(q) = h_\alpha(q_\alpha)\right\} \in 2\mathbb{N} + 1,$$

which contradicts $\#2$.\[2]

**B. Proof of Theorem 3.8.** In this section, we obtain Theorem 3.8 as a consequence of a contradiction argument and the following result.

**Theorem B.1.** Let $\{(M_\alpha, d_\alpha, \mu_\alpha, o_\alpha)\} \subset K_m(n,f,c)$ be converging to $(X,d,\mu,o)$ in the pointed measured Gromov-Hausdorff topology. For some $r \in (0,\sqrt{T}]$, assume that there exists a harmonic function $h : B_r(o) \to \mathbb{R}^k$ such that $h(o) = 0$ and $\|dh\|_{L^\infty(B_r(o))} \leq L$ for some $L > 1$. Let $\eta \in (0,1)$ be given. Then there exist $C(n,\eta) \geq 1$ and $h_\eta : B_{\eta r}(o_\alpha) \to \mathbb{R}^k$ harmonic with $\|dh_\eta\|_{L^\infty(B_{\eta r}(o_\alpha))} \leq LC(n,\eta)$ and $h_\eta(o_\alpha) = 0$ for any $\alpha$, such that

1) for all $s \in (0,\eta r]$\[53]

$$\int_{B_{s}(o_\alpha)} G_{h_\eta} d\mu_\alpha \to \int_{B_{s}(o)} G_h d\mu, \quad (53)$$

2) for all $s \in (0,\eta r]$ and $A \in M_k(\mathbb{R})$\[54]

$$\int_{B_{s}(o_\alpha)} \|G_{h_\eta} - A\| d\mu_\alpha \to \int_{B_{s}(o)} \|G_h - A\| d\mu. \quad (54)$$

Before proving it, we need a preliminary lemma.

**Lemma B.2.** Let $\{(X_\alpha, d_\alpha, \mu_\alpha, o_\alpha)\}_{\alpha \in N} \subset K_m(n,f,c)$ be such that

$$(X_\alpha, d_\alpha, \mu_\alpha, o_\alpha) \to (X_\infty, d_\infty, \mu_\infty, o_\infty)$$

in the pointed measured Gromov-Hausdorff topology. Consider $r \in (0,\sqrt{T})$. For any $\alpha$, let $u_\alpha, v_\alpha \in H^{1,2}(B_r(o_\alpha), d_\alpha, \mu_\alpha)$ be such that

[33]
Moreover, the \( L^2(B_0) \) and the \( L^2(B_{\infty}) \) \( \rightarrow \) \( v_{\infty} \),
(2) \( \sup_{\alpha \in \mathbb{N}} \left( \int_{B_{\infty}} \Gamma(u_\alpha) \right) \mu_\alpha \cdot \int_{B_{\infty}} \Gamma(v_\alpha) \mu_\alpha \) < \( +\infty \).

Then for any \( s \in (0, r] \),
\[
\int_{B_{(o_\alpha)}} [\alpha_\alpha^2 - \alpha_\alpha^2] \mu_\alpha \to \int_{B_{(o_\alpha)}} [\alpha_\alpha^2 - \alpha_\alpha^2] \mu_\alpha.
\]

**Proof.** For any \( \gamma \in (0, 1) \) and \( \alpha \in \mathbb{N} \cup \{ \infty \} \), set
\[
u_{\alpha, \gamma} := \int_{B_{(o_\alpha)}} \alpha_\alpha \mu_\alpha, \quad \gamma_{\alpha, \gamma} := \int_{B_{(o_\alpha)}} \gamma_\alpha \mu_\alpha.
\]

Acting as in the proof of [CMT21 Proposition E.1], it is enough to consider the case \( s \in (0, r) \) only.

We first claim that there exists \( C_0 > 0 \) such that for any \( \gamma \in (0, r - s) \),
\[
\sup_{\alpha \in \mathbb{N} \cup \{ \infty \}} \left| \int_{B_{(o_\alpha)}} [\alpha_\alpha^2 - \alpha_\alpha^2 - \alpha_\alpha^2 - \alpha_\alpha^2] \mu_\alpha \right| \leq C_0 \gamma.
\]

Indeed,
\[
\int_{B_{(o_\alpha)}} [\alpha_\alpha^2 - \alpha_\alpha^2 - \alpha_\alpha^2 - \alpha_\alpha^2] \mu_\alpha \leq \int_{B_{(o_\alpha)}} [\alpha_\alpha^2 - \alpha_\alpha^2] \mu_\alpha + \int_{B_{(o_\alpha)}} [\alpha_\alpha^2 - \alpha_\alpha^2] \mu_\alpha.
\]

Boundedness in \( L^2 \) of the averaging operator on doubling spaces (see e.g. [Ak09 Theorem 3.5]) yields the existence of \( C_1 > 0 \) such that
\[
\| \nu_{\alpha, \gamma} \|_{L^2(B_{(o_\alpha)})} \leq C_1 \| \nu_\alpha \|_{L^2(B_{(o_\alpha)})}.
\]

Moreover, the \( L^2 \) strong convergence of \{\( \nu_\alpha \)\} to \( \gamma_{\infty} \) gives \( C_2 > 0 \) such that
\[
\sup_{\alpha \in \mathbb{N} \cup \{ \infty \}} \| \nu_\alpha \|_{L^2(B_{(o_\alpha)})} \leq C_2.
\]

Finally, the \( L^2 \) pseudo-Poincaré inequality [CSC03] and assumption (2) yield the existence of \( C_3 > 0 \) such that
\[
\left( \int_{B_{(o_\alpha)}} \left| \alpha_\alpha - \gamma_{\alpha, \gamma} \right|^2 \mu_\alpha \right)^{1/2} \leq C_3 \gamma.
\]

Then
\[
\int_{B_{(o_\alpha)}} \left| \alpha_\alpha - \gamma_{\alpha, \gamma} \right| \mu_\alpha \leq \left( \int_{B_{(o_\alpha)}} \left| \alpha_\alpha - \gamma_{\alpha, \gamma} \right|^2 \mu_\alpha \right)^{1/2} \left( \int_{B_{(o_\alpha)}} \left| \alpha_\alpha + \gamma_{\alpha, \gamma} \right|^2 \mu_\alpha \right)^{1/2}
\]
\[
\leq (1 + C_1) C_2 C_3 \gamma.
\]

This and the symmetry between \( u \) and \( v \) eventually leads to (56).

We now claim that for any given \( \epsilon > 0 \) and \( \gamma \in (0, 1) \), we can choose \( \alpha \in \mathbb{N} \) large enough to ensure
\[
\left| \int_{B_{(o_\alpha)}} \left| u_\alpha - v_\alpha \right| \mu_\alpha - \int_{B_{(o_\alpha)}} \left| u_{\infty, \gamma} - v_{\infty, \gamma} \right| \mu_\alpha \right| \leq \frac{\epsilon}{3}.
\]

The Hölder inequality and a consequence of the doubling condition (see e.g. [CMT21 Proposition 1.2, (v)]) imply that \{\( u_{\alpha, \gamma} \)\} and \{\( v_{\alpha, \gamma} \)\} are equicontinuous on balls of radius \( B_{(s+1/2)}(o_\alpha) \) for any fixed \( \gamma \in (0, 1) \). Then \( u_{\alpha, \gamma} \to u_\gamma \) and \( v_{\alpha, \gamma} \to v_\gamma \) uniformly on \( B_s \). This yields (57).
To conclude, take $\varepsilon > 0$, choose $\gamma = \varepsilon/(3C_\alpha)$ and then choose $\alpha$ such that \( (57) \) holds. Then the triangle inequality, \( (53) \) and \( (57) \) yield \( (55) \). 

**Remark B.3.** The previous proof may be easily adapted to show that for any $a \in \mathbb{R}$,

\[
\int_{B_r(o)} |u_\alpha^2 - v_\alpha^2 - a| \, d\mu_\alpha \to \int_{B_r(o)} |u_\infty^2 - v_\infty^2 - a| \, d\mu.
\]

We are now in a position to prove Theorem B.4 and conclude.

**Proof.** We start by treating the case $k = 1$. Consider $\eta' = \eta^{1/2}$ and $\eta'' = \eta^{1/3}$ so that $\eta < \eta' < \eta'' < 1$. Then [CMT21, Proposition E.11] ensures the existence of harmonic functions $h_\alpha : B_{\eta'\eta''}(o) \to \mathbb{R}$ uniformly converging to $h|_{B_{\eta''}(o)}$ on $B_{\eta''}(o)$ and such that for all $s \in (0, \eta''\eta']$

\[
\int_{B_r(o)} |dh_\alpha|^2 \, d\mu_\alpha \to \int_{B_r(o)} |dh|^2 \, d\mu. \tag{58}
\]

By replacing $h_\alpha$ by $h_\alpha - h_\alpha(o)$ we can assume that $h_\alpha(o) = 0$ for all $\alpha$. Moreover, the convergence of $|dh_\alpha|$ given by \( (58) \) and the fact that $\|dh\|_{L^\infty(B_r(o))} \leq L$ imply that for any large enough $\alpha$

\[
\int_{B_r(o)} |dh_\alpha|^2 \, d\mu_\alpha \leq 2L.
\]

We can then apply [CMT21, Lemma 3.6] to get existence of $C(n, \eta) \geq 1$ such that $\|dh_\alpha\|_{L^\infty(B_{\eta'}(o))} \leq LC(n, \eta)$. Now consider $s \in (0, \eta']$. The previous local Lipschitz bound and the Hessian estimate of [CMT21, Proposition 3.5] yield the uniform Hessian bound

\[
\sup_\alpha \int_{B_r(o)} |\nabla dh_\alpha|^2 \, d\mu_\alpha \leq \frac{C(n, \eta, L)}{r^2}. \tag{59}
\]

We are then in a position to apply [CMT21, Proposition E.7] and get $L^2(B_{\eta'})$ strong convergence of $\{dh_\alpha\}$ to $\{dh\}$. Then $\{u_\alpha = |dh_\alpha|\}$ and $\{v_\alpha = 0\}$ satisfy the assumptions of Lemma B.2. We apply it and use Remark B.3 to obtain that for all $a \in \mathbb{R}$ and $s \in (0, \eta']$

\[
\int_{B_r(o)} |dh_\alpha|^2 - a| \, d\mu_\alpha \to \int_{B_r(o)} |dh|^2 - a| \, d\mu.
\]

We consider now the case $k > 1$. Observe that for all $i, j = 1, \ldots, k$ we have

\[
(G_{h_\alpha})_{i,j} = \langle (dh_\alpha)_i, (dh_\alpha)_j \rangle = \frac{1}{4} |(d((h_\alpha)_i + (h_\alpha)_j)|^2 - |d((h_\alpha)_i - (h_\alpha)_j)|^2).
\]

Set

\[
\alpha = \frac{1}{2} |d((h_\alpha)_i + (h_\alpha)_j)|, \quad \alpha = \frac{1}{2} |d((h_\alpha)_i - (h_\alpha)_j)|,
\]

\[
f = \frac{1}{2} |d(h_i + h_j)|, \quad g = \frac{1}{2} |d(h_i - h_j)|.
\]

The sequences $\{f_\alpha\}$ and $\{g_\alpha\}$ satisfy the assumptions of Lemma B.2. This immediately yields \( (59) \). Moreover, if we consider $A \in \mathcal{M}_k(\mathbb{R})$ with components $a_{i,j}$, by arguing as above we get for all $i, j = 1, \ldots, k$

\[
\int_{B_r(o)} |f_\alpha|^2 - g_\alpha^2 - a_{i,j}| \, d\mu_\alpha \to \int_{B_r(o)} |f|^2 - g^2 - a_{i,j}| \, d\mu,
\]

which is equivalent to

\[
\int_{B_r(o)} |(G_{h_\alpha})_{i,j} - a_{i,j}| \, d\mu_\alpha \to \int_{B_r(o)} |(G_h)_{i,j} - a_{i,j}| \, d\mu.
\]
This shows (54).
[Gig18b] Nicola Gigli. *Nonsmooth differential geometry—an approach tailored for spaces with Ricci curvature bounded from below*, volume 251. American Mathematical Society, 2018.

[GMR15] Nicola Gigli, Andrea Mondino, and Tapio Rajala. Euclidean spaces as weak tangents of infinitesimally Hilbertian metric measure spaces with Ricci curvature bounded below. *Journal für die reine und angewandte Mathematik (Crelles Journal)*, 2015(705):233–244, 2015.

[GP21] Nicola Gigli and Enrico Pasqualetto. Behaviour of the reference measure on RCD spaces under charts. *Communications in Analysis and Geometry*, 29(6):1391–1414, 2021.

[Gri95] Alexander Grigor'yan. Upper bounds of derivatives of the heat kernel on an arbitrary complete manifold. *Journal of Functional Analysis*, 127(2):363–389, 1995.

[Hei12] Juha Heinonen. *Lectures on analysis on metric spaces*. Springer Science & Business Media, 2012.

[HKST15] Juha Heinonen, Pekka Koskela, Nageswari Shanmugalingam, and Jeremy T Tyson. *Sobolev spaces on metric measure spaces*. Number 27. Cambridge University Press, 2015.

[KM18] Martin Kell and Andrea Mondino. On the volume measure of non-smooth spaces with Ricci curvature bounded below. *Ann. Sc. Norm. Super. Pisa Cl. Sci. (5)*, 18(2):593–610, 2018.

[MN19] Andrea Mondino and Aaron Naber. Structure theory of metric measure spaces with lower Ricci curvature bounds. *Journal of the European Mathematical Society*, 21(6):1809–1854, 2019.

[RS17] Christian Rose and Peter Stollmann. The Kato class on compact manifolds with integral bounds on the negative part of Ricci curvature. *Proc. Amer. Math. Soc.*, 145(5):2199–2210, 2017.

[Sim14] Leon Simon. *Introduction to geometric measure theory. Tsinghua Lectures*, 2014.

[Vil09] Cédric Villani. *Optimal transport: Old and New*, volume 338 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, Berlin, 2009. Old and new.

G. Carron, Nantes Université, CNRS, Laboratoire de Mathématiques Jean Leray, LMJL, UMR 6629, F-44000 Nantes, France.

Email address: Gilles.Carron@univ-nantes.fr

I. Mondello, Université Paris Est Créteil, Laboratoire d’Analyse et Mathématiques appliquées, UMR CNRS 8050, F-94010 Créteil, France.

Email address: ilaria.mondello@u-pec.fr

D. Tewodrose, Nantes Université, CNRS, Laboratoire de Mathématiques Jean Leray, LMJL, UMR 6629, F-44000 Nantes, France.

Email address: David.Tewodrose@univ-nantes.fr