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“Progress is made by trial and failure; the failures are generally a hundred times more numerous than the successes; yet they are usually left unchronicled.”

Sir William Ramsay
Abstract

Deep learning has become the workhorse for a wide range of natural language processing applications. But much of the success of deep learning relies on annotated examples. Annotation is time-consuming and expensive to produce at scale. Here we are interested in methods for reducing the required quantity of annotated data — by making the learning methods more knowledge efficient so as to make them more applicable in low annotation (low resource) settings. There are various classical approaches to making the models more knowledge efficient such as multi-task learning, transfer learning, weakly supervised and unsupervised learning etc. This thesis focuses on adapting such classical methods to modern deep learning models and algorithms.

This thesis describes four works aimed at making machine learning models more knowledge efficient. First, we propose a knowledge rich deep learning model (KRDL) as a unifying learning framework for incorporating prior knowledge into deep models. In particular, we apply KRDL built on Markov logic networks to denoise weak supervision. Second, we apply a KRDL model to assist the machine reading models to find the correct evidence sentences that can support their decision. Third, we investigate the knowledge transfer techniques in multilingual setting, where we proposed a method that can improve pre-trained multilingual BERT based on the bilingual dictionary. Fourth, we present an episodic memory network for language modelling, in which we encode the large external knowledge for the pre-trained GPT.
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1 Introduction

Deep learning has become the main driver of a wide range of NLP tasks [17–21]. Deep learning differs from traditional machine learning techniques in that they can automatically learn representations from data such as images, video or text, without the need of introducing hand-coded rules or human domain knowledge. Their highly flexible architectures can allow them to learn directly from raw data and can increase their predictive accuracy when provided with sufficient data [22]. However, success of deep learning is bounded by its reliance on labeled examples, which are expensive and time-consuming to produce.

To breach the annotation bottleneck and make the deep learning more knowledge efficient, various directions have been proposed, such as multi-task learning [23], transfer learning [24], few-shot learning [25], unsupervised learning [26–28], weakly and semi-supervised learning [29]. In the context of deep learning, multi-task learning is typically done with either hard or soft parameter sharing of hidden layers between different tasks. Transfer learning assumes that we have pre-trained models used for one task, and we can use those pre-trained models to jump start the training process on a new task. Few-shot learning assumes the model can rapidly generalize from limited supervised experience with few labeled data. Unsupervised learning further assumes no supervision signal to the model at all, instead, the model need to work on its own to discover useful information from the unlabelled data. Semi-supervised learning lies in somewhere between supervised and unsupervised learning. In addition to unlabeled data, semi-supervised learning algorithms are also provided with some supervision information - but not necessarily for all examples. Often, this information will be the labels associated with some of the examples. Weakly supervised learning is more like an umbrella covering several approaches which attempt to build predictive models by learning with various weak supervision.

All those methods have emerged as promising directions to alleviate the annotation bottleneck issue and make the machine learning models more knowledge efficient. Even those methods are not new to the research community, however, the bloom of deep learning creates unique and exciting opportunities for us to revisit them in the context of deep learning. In this thesis, we will review four work we did in this direction.

The first work is a knowledge-rich deep learning model, which is a unified denoising framework for weak supervision [30]. Weak supervision has emerged as a promising direction to address the annotation bottleneck, either by introducing labeling functions to automatically generate noisy examples from unlabeled text, or by imposing constraints over interdependent label decisions. A plethora of methods have been proposed, each with respective strengths and limitations. Probabilistic logic offers a unifying language
to represent weak supervision, but end-to-end modeling with probabilistic logic is often infeasible due to intractable inference and learning. In this work, we combine knowledge-rich graphical models with deep learning (KRDL) as a general framework for denosing weak supervision. KRDL models label decisions as latent variables, represents prior knowledge on their relations using weighted first-order logical formulas, and alternates between learning a deep neural network for the end task and refining uncertain formula weights for weak supervision, using variational EM. This framework subsumes prior weak supervision methods as special cases, and enables novel combination via infusion of rich domain and linguistic knowledge. Experiments on biomedical machine reading demonstrate the promise of this approach.

The second work is evidence sentence extraction for machine reading comprehension with the help of knowledge-rich deep learning model [31]. Since remarkable success has been achieved in the last few years on some machine reading comprehension (MRC) tasks. However, it is still difficult to interpret the predictions of existing MRC models. In this work, we focus on extracting evidence sentences that can explain or support the answers of multiple-choice MRC tasks, where the majority of answer options cannot be directly extracted from reference documents. Due to the lack of ground truth evidence sentence labels in most cases, we apply distant supervision to generate imperfect labels and then use them to train an evidence sentence extractor. To denoise the noisy labels, we apply a recently proposed knowledge rich deep learning framework to incorporate both sentence-level and cross-sentence linguistic indicators for weak supervision. We feed the extracted evidence sentences into existing MRC models and evaluate the end-to-end performance on three challenging multiple-choice MRC datasets: MultiRC, RACE, and DREAM, achieving comparable or better performance than the same models that take as input the full reference document. To the best of our knowledge, this is the first work extracting evidence sentences for multiple-choice MRC.

The third work is investigating knowledge transfer technique in multilingual setting [32]. Recently, pre-trained language models have achieved great success in a broad range of natural language processing tasks. However, in multilingual setting, it is extremely resource-consuming to pre-train a deep language model over large-scale corpora for each language. Instead of exhaustively pre-training monolingual language models independently, an alternative solution is to pre-train a powerful multilingual deep language model over large-scale corpora in hundreds of languages. However, the vocabulary size for each language in such a model is relatively small, especially for low-resource languages. This limitation inevitably hinders the performance of these multilingual models on tasks such as sequence labeling, wherein in-depth token-level or sentence-level understanding is essential. In this work, inspired by previous methods designed for monolingual settings,
we investigate two approaches (i.e., joint mapping and mixture mapping) based on a pre-trained multilingual model BERT for addressing the out-of-vocabulary (OOV) problem on a variety of tasks, including part-of-speech tagging, named entity recognition, machine translation quality estimation, and machine reading comprehension. Experimental results show that using mixture mapping is more promising. To the best of our knowledge, this is the first work that attempts to address and discuss the OOV issue in multilingual settings.

The fourth work is large episodic memory language modelling, where we experiment with the use of information retrieval as an augmentation for pre-trained language models. The text corpus used in information retrieval can be viewed as form of episodic memory which grows over time. By augmenting GPT 2.0 with information retrieval we achieve a zero shot 15% relative reduction in perplexity on Gigaword corpus without any re-training. We also validate our IR augmentation on an event co-reference task.
2 Denoising Weak Supervision with Knowledge-Rich Deep Learning

This chapter is based on our previous work “Deep Probabilistic Logic: A Unifying Framework for Indirect Supervision” [30]. Deep learning has proven successful in a wide range of NLP tasks [17–21]. The versatility stems from its capacity of learning a compact representation of complex input patterns [22]. However, success of deep learning is bounded by its reliance on labeled examples, which are expensive and time-consuming to produce. Weak supervision has emerged as a promising direction for breaching the annotation bottleneck. A powerful paradigm is joint inference [33–36], which leverages linguistic and domain knowledge to impose constraints over interdependent label decisions. More recently, another powerful paradigm, often loosely called weak supervision, has gained in popularity. The key idea is to introduce labeling functions to automatically generate (noisy) training examples from unlabeled text. Distant supervision is a prominent example that used existing knowledge bases for this purpose [37, 38]. Data programming went further by soliciting labeling functions from domain experts [39, 40].

Weak-supervision methods have achieved remarkable successes in a number of NLP tasks, but they also exhibit serious limitations. Distant supervision often produces incorrect labels, whereas labeling functions from data programming vary in quality and coverage, and may contradict with each other on individual instances. Joint inference incurs greater modeling complexity and often requires specialized learning and inference procedures.

Since these methods draw on diverse and often orthogonal sources of weak supervision, combining them may help address their limitations and amplify their strengths. Probabilistic logic offers an expressive language for such an integration, and is well suited for resolving noisy and contradictory information [41]. Unfortunately, probabilistic logic generally incurs intractable learning and inference, often rendering end-to-end modeling infeasible.

In this chapter, we propose Knowledge-Rich Deep Learning (KRDL) as a unifying framework for weak supervision (Figure 1). Specifically, we made four contributions. First, we introduce a modular design to compose probabilistic logic with deep learning, with a supervision module that represents weak supervision using probabilistic logic, and a prediction module that performs the end task using a deep neural network. Label decisions are modeled as latent variables and serve as the interface between the two modules.
Second, we show that all popular forms of weak supervision can be represented in KRDL by arbitrary potential functions \([42, 43]\). Consequently, these diverse methods can be easily combined within a single framework for mutual amplification.

Third, we show that our problem formulation yields a well-defined learning objective (maximizing conditional likelihood of a potential function). We proposed a modular learning approach by decomposing the optimization over the supervision and prediction modules, using variational EM, which enables us to apply state-of-the-art methods for probabilistic logic and deep learning.

Finally, we applied KRDL to biomedical machine reading \([3, 44]\). Biomedicine offers a particularly attractive application domain for exploring weak supervision.

The deletion mutation on exon-19 of EGFR gene was present in 16 patients, while the L858E point mutation on exon-21 was noted in 10. All patients were treated with gefitinib and showed a partial response.

Biomedical literature grows by over one million articles each year\(^1\), making it imperative

---

\(^1\)http://ncbi.nlm.nih.gov/pubmed
to develop machine reading methods for automating knowledge curation (Figure 2). While crowd souring is hardly applicable, there are rich domain knowledge and structured resources to exploit for weak supervision. Using cross-sentence relation extraction and entity linking as case studies, we show that distant supervision, data programming, and joint inference can be seamlessly combined in KRDL to substantially improve machine reading accuracy, without requiring any manually labeled examples.\footnote{The KRDL code and datasets will be made available at http://hanover.azurewebsites.net.}

2.1 Related Work

**Distant supervision** This paradigm was first introduced for binary relation extraction \[37, 38\]. In its simplest form, distant supervision generates a positive example if an entity pair with a known relation co-occurs in a sentence, and samples negative examples from co-occurring entity pairs not known to have the given relation. It has recently been extended to cross-sentence relation extraction \[3, 44\]. In principle, one simply looks beyond single sentences for co-occurring entity pairs. However, this can introduce many false positives and prior work used a small sliding window and filtering (minimal-span) to mitigate training noise. Even so, accuracy is relatively low. Both Quirk and Poon \[44\] and Peng et al. \[3\] used ontology-based string matching for entity linking, which also incurs many false positives, as biomedical entities are highly ambiguous (e.g., PDF and AAAS are gene names). Distant supervision for entity linking is relatively underexplored, and prior work generally focuses on Freebase entities, where links to the corresponding Wikipedia articles are available for learning \[45\].

**Data Programming** Instead of annotated examples, domain experts are asked to produce labeling functions, each of which assigns a label to an instance if the input satisfies certain conditions, often specified by simple rules \[39\]. This paradigm is useful for semantic tasks, as high-precision text-based rules are often easy to come by. However, there is no guarantee on broad coverage, and labeling functions are still noisy and may contradict with each other. The common denoising strategy assumes that labeling functions make random mistakes, and focuses on estimating their accuracy and correlation \[39, 40\]. A more sophisticated strategy also models instance-level labels and uses instance embedding to estimate instance-level weight for each labeling function \[46\].

**Joint Inference** Distant supervision and data programming focus on infusing weak supervision on individual labels. Additionally, there is rich linguistic and domain knowledge that does not specify values for individual labels, but imposes hard or soft constraints on their joint distribution. For example, if two mentions are coreferent, they should agree on entity properties \[34\]. There is a rich literature on joint inference for NLP applications. Notable methodologies include constraint-driven learning \[33\], general expectation \[35\],
posterior regularization [36], and probabilistic logic [34]. Constraints can be imposed on relational instances or on model expectations. Learning and inference are often tailor-made for each approach, including beam search, primal-dual optimization, weighted satisfiability solvers, etc. Recently, joint inference has also been used in denoising distant supervision. Instead of labeling all co-occurrences of an entity pair with a known relation as positive examples, one only assumes that at least one instance is positive [47, 48].

Probabilistic Logic Probabilistic logic combines logic’s expressible power with graphical model’s capability in handling uncertainty. A representative example is Markov logic [41], which define a probability distribution using weighted first-order logical formulas as templates for a Markov model. Probabilistic logic has been applied to incorporating weak supervision for various NLP tasks [34, 49, 50], but its expressive power comes at a price: learning and inference are generally intractable, and end-to-end modeling often requires heavy approximation [51]. In KRDL, we limit the use of probabilistic logic to modeling weak supervision in the supervision module, leaving end-to-end modeling to deep neural network in the prediction module. This alleviates the computational challenges in probabilistic logic, while leveraging the strength of deep learning in distilling complex patterns from high-dimension data.

Knowledge-Rich Deep Learning Infusing knowledge in neural network training is a long-standing challenge in deep learning [52]. Hu et al. [53, 54] first used logical rules to help train a convolutional neural network for sentiment analysis. KRDL draws inspiration from their approach, but is more general and theoretically well-founded. Hu et al. [53, 54] focused on supervised learning and the logical rules were introduced to augment labeled examples via posterior regularization [36]. KRDL can incorporate both direct and weak supervision, including posterior regularization and other forms of weak supervision. Like KRDL, Hu et al. [54] also refined uncertain weights of logical rules, but they did it in a heuristic way by appealing to symmetry with standard posterior regularization. We provide a novel problem formulation using generalized potential function, which shows that their heuristics is a special case of variational EM and opens up opportunities for other optimization strategies.

Deep generative models also combine deep learning with probabilistic models, but focus on uncovering latent factors to support generative modeling and semi-supervised learning [55, 56]. Knowledge infusion is limited to introducing structures among the latent variables (e.g., Markov chain) [57]. In KRDL, we focus on learning a discriminative model for predicting the latent labels, using a probabilistic model defined by probabilistic logic to inject weak supervision.
2.2 Denoising Weak Supervision with Knowledge-Rich Deep Learning

In this section, we introduce Knowledge-Rich Deep Learning (KRDL) as an unifying framework for incorporating prior knowledge into deep learning. We will represent prior knowledge as potential functions in a graphical model. The key idea is to model label decisions as latent variables, and introduce a supervision module using a graphical model, which defines a probabilistic distribution over the latent label variables. By combining and denoising weak supervision, we will make the deep learning model more annotation efficient.

We formulate the learning objective and show how it can be optimized using variational EM, which alternates between estimating marginal probabilities of labels (E-step), as well as using these probabilistic labels to train the deep neural network in the prediction module and refine uncertain parameters in the supervision module (M-step).

Formally, given a prediction task, let $X$ denote the set of possible inputs and $Y$ the set of possible outputs. The goal is to train a prediction module $\Psi(x, y)$ that scores output $y$ given input $x$. In the relation extraction task described later, we will have that $x$ is a sentence with labeled mentions and $y \in \{-1, 1\}$ indicates whether a relation holds between the labeled mentions. But in general we can take $x$ from an arbitrary space and take $y$ from a discrete space.

Without loss of generality, we assume that $\Psi(x, y)$ defines the conditional probability $P(y|x)$ using a deep neural network with a softmax layer at the top. Let $X = (X_1, \cdots, X_N)$ denote a sequence of inputs and $Y = (Y_1, \cdots, Y_N)$ the corresponding outputs. We consider the setting where $Y$ are unobserved, and $\Psi(x, y)$ is learned using weak supervision.

**Potential functions** We now define $V$ potential functions $(\Phi_1, \cdots, \Phi_V)$ with $\Phi_v(X, Y) \in \mathbb{R}$ defined by $\Phi_v(X, Y) \propto \exp(w_v f_v(X, Y))$ where $f_v(X, Y) \in \mathbb{R}$ is a feature function represented by a logical formula [41]. Here we incorporate expert knowledge by hand designing the feature functions $f_v(X, Y)$.

**KRDL** KRDL comprises of a supervision module over $K = (\Phi_1, \cdots, \Phi_V)$ and a prediction module over all input-output pairs (Figure 1), and defines a probability distribution:

$$P(K, Y|X) \propto \prod_v \Phi_v(X, Y) \cdot \prod_i \Psi(X_i, Y_i)$$

A hard constraint is the special case when $w_v = \infty$ (in practice, it suffices to set it to a large number, e.g., 10). In prior use of potential functions, $w_v$’s are generally pre-determined from prior knowledge. However, this may be suboptimal. Therefore, we consider a general Bayesian learning setting where each $w_v$ is drawn from a pre-specified prior distribution $w_v \sim P(w_v|\alpha_v)$, where $\alpha_v$ is a hyper parameter. Fixed $w_v$ amounts
to the special case when the prior is concentrated on the preset value. For uncertain \( w \)'s, we can compute their maximum a posteriori (MAP) estimates and/or quantify the uncertainty.

**Distant supervision** The potential function for distant supervision is similar to that for direct supervision. For example, for relation extraction, distant supervision from a knowledge base of known relations will set \( f_{KB}(X_i, Y_i) = \mathbb{I}[\text{In-KB}(X_i, r) \land Y_i = r] \), where \( \text{In-KB}(X_i, r) \) is true iff the entity tuple in \( X_i \) is known to have relation \( r \) in the KB.

**Data programming** Potential functions for data programming are similar to that for distant supervision: \( f_{L}(X_i, Y_i) = \mathbb{I}[L(X_i) = Y_i] \), where \( L(X_i) \) is a labeling function provided by domain experts. Labeling functions are usually high-precision rules, but errors are still common, and different functions may assign conflicting labels to an instance. Existing denoising strategy assumes that each function makes random errors independently, and resolves the conflicts by weighted votes [39]. In KRDL, this can be done by simply treating error probabilities as uncertain parameters and inferring them during learning.

**Joint inference** Constraints on instances or model expectations can be imposed by introducing the corresponding potential functions [36] (Proposition 2.1). The weights can be set heuristically [33, 34, 58] or iteratively via primal-dual methods [36]. In addition to instance-level constraints, KRDL can incorporate arbitrary high-order soft and hard constraints that capture the interdependencies among multiple instances. For example, identical mentions in proximity probably refer to the same entity, which is useful for resolving ambiguous mentions by leveraging their unambiguous coreferences (e.g., an acronym in apposition of the full name). This can be represented by the potential functions \( f_{\text{Joint}}(X_i, Y_i, X_j, Y_j) = \mathbb{I}[\text{Coref}(X_i, X_j) \land Y_i = Y_j] \), where \( \text{Coref}(X_i, X_j) \) is true iff \( X_i \) and \( X_j \) are coreferences. Similarly, the common denoising strategy for distant supervision replaces the mention-level constraints with type-level constraints [47]. Suppose that \( X_E \subset X \) contains all \( X_i \)'s with co-occurring entity tuple \( E \). The new constraints simply impose that, for each \( E \) with known relation \( r \in KB \), \( Y_i = r \) for at least one \( X_i \in X_E \). This can be represented by a high-order factor on \( (X_i, Y_i : X_i \in X_E) \).

**Parameter learning** Learning in KRDL maximizes the conditional likelihood of potential functions \( P(K|X) \). We can directly optimize this objective by summing out latent \( Y \) to compute the gradient and run backpropagation. In this work, however, we opted for a modular approach using variational EM. See Algorithm 1.

In the E-step, we compute a variational approximation \( q(Y) = \prod_i q_i(Y_i) \) by minimizing its KL divergence with \( P(Y|K, X) \), which amounts to computing marginal probabilities \( q_i(Y_i) = P(Y_i|K, X) = \sum_{Y_{-i}} P(Y_i, Y_{-i}|K, X) \), with current parameters \( \Phi, \Psi \). This is a standard probabilistic inference problem. Exact inference is generally intractable, but
Algorithm 1 KRDL Learning

**Input:** Potential functions $K = \Phi_{1:V}$, deep neural network $\Psi$, inputs $X = (X_1, \cdots, X_N)$.

**Output:** Learned prediction module $\Psi^*$

**Initialize:** $\Phi^0 \sim$ priors, $\Psi^0 \sim$ uniform.

for $t = 1 : T$

**E step:**

$q^t(Y) = \arg \min_q D_{KL}(\prod_i q_i(Y_i) || \prod_v \Phi_v^{t-1}(X,Y) \cdot \prod_i \Psi_i^{t-1}(X_i,Y_i))$

To calculate $q^t(Y)$, we run loopy message pass on graphical model and predict on DL.

**M step:**

$\Phi^t = \arg \min_{\Phi} D_{KL}(q^t(Y) || \prod_v \Phi_v(X,Y))$

We optimize graphical model $\Phi^t$ with SGD for several epochs using $q^t(Y)$ as soft label.

$\Psi^t = \arg \min_{\Psi} D_{KL}(q^t(Y) || \prod_i \Psi(X_i, Y_i))$

We optimize deep learning $\Psi^t$ with SGD for several epochs using $q^t(Y)$ as soft label.

end for

return $\Psi^* = \Psi^T$.

there are a plethora of approximate inference methods that can efficiently produce an estimate. We use loopy belief propagation [59] in this work, by conducting message passing in $P(K, Y|X)$ iteratively. Note that this inference problem is considerably simpler than end-to-end inference with probabilistic logic, since the bulk of the computation is encapsulated by $\Psi$.

Inference with high-order factors of large size can be challenging, but there is a rich body of literature for handling such structured factors in a principled way. In particular, in distant supervision denoising, we alter the message passing schedule so that each at-least-one factor will compute messages to its variables jointly by renormalizing their current marginal probabilities with noisy-or [60], which is essentially a soft version of dual decomposition [61].

In the M-step, we treat the variational approximation $q_i(Y_i)$ as probabilistic labels, and use them to optimize $\Phi$ and $\Psi$ via standard supervised learning, which is equivalent to minimizing the KL divergence between the probabilistic labels and the conditional likelihood of $Y$ given $X$ under the supervision module ($\Phi$) and prediction module ($\Psi$), respectively. For the prediction module, this optimization reduces to standard deep learning. Likewise, for the supervision module, this optimization reduces to standard parameter learning for log-linear models (i.e., learning all $w_v$’s that are not fixed). Given the probabilistic labels, it is a convex optimization problem with a unique global optimum. Here, we simply use gradient descent, with the partial derivative for $w_v$ being $\mathbb{E}_{\Phi(Y,X)} [f_v(X,Y)] - \mathbb{E}_{q(Y)} [f_v(X,Y)]$. For a tied weight, the partial derivative will sum over all features that originate from the same template. The second expectation can be done by simple counting. The first expectation, on the other hand, requires probabilistic inference in the graphical model. But it can be computed using belief propagation, similar
to the E-step, except that the messages are limited to factors within the supervision module (i.e., messages from $\Psi$ are not longer included). Convergence is usually fast, upon which the marginal for each $Y_i$ is available, and $E_{\Phi(Y,X)} [f_v(X,Y)]$ is simply the fraction of $Y$ that renders $f_v(X,Y)$ to be true. Again, this parameter learning problem is much simpler than end-to-end learning with probabilistic logic, as it focuses on refining uncertain weights for weak supervision, rather than learning complex input patterns for label prediction (handled in deep learning).

### Figure 3: Example of KRDL combining various weak supervision using probabilistic logic. The prediction module is omitted to avoid clutter.

**Example** Figure 3 shows a toy example on how KRDL combines various weak supervision for predicting drug-gene interaction (e.g., gefitinib can be used to treat tumors with EGFR mutations). Weak supervision is modeled by probabilistic logic, which defines a joint probability distribution over latent labeling decisions for drug-gene mention pairs in unlabeled text. Here, distant supervision prefers classifying mention pairs of known relations, whereas the data programming formula opposes classifying instances resembling citations, and the joint inference formula ensures that at least one mention pair of a known relation is classified as positive. Formula weight signifies the confidence in the weak supervision, and can be refined iteratively along with the prediction module.

**Handling label imbalance** One challenge for distant supervision is that negative examples are often much more numerous. A common strategy is to subsample negative examples to attain a balanced dataset. In preliminary experiments, we found that this was often suboptimal, as many informative negative examples were excluded from training. Instead, we restored the balance by up-weighting positive examples. In KRDL, an additional challenge is that the labels are probabilistic and change over iterations. In
this work, we simply used hard EM, with binary labels set using 0.5 as the probability threshold, and the up-weighting coefficient recalculated after each E-step.

2.3 Biomedical Machine Reading

There is a long-standing interest in biomedical machine reading (e.g., Morgan et al. [62], Kim et al. [63]), but prior studies focused on supervised approaches. The advent of big biomedical data creates additional urgency for developing scalable approaches that can generalize to new reading tasks. For example, genome sequencing cost has been dropping faster than Moore’s Law, yet oncologists can only evaluate tumor sequences for a tiny fraction of patients, due to the bottleneck in assimilating relevant knowledge from publications. Recently, Peng et al. [3] formulated precision oncology machine reading as cross-sentence relation extraction (Figure 2) and developed the state-of-the-art system using distant supervision. While promising, their results still leave much room to improve. Moreover, they used heuristics to heavily filter entity candidates, with significant recall loss.

In this section, we use cross-sentence relation extraction as a case study for combining weak supervision using knowledge rich deep learning (KRDL). First, we show that KRDL can substantially improve machine reading accuracy in a head-to-head comparison with Peng et al. [3], using the same entity linking method. Next, we apply KRDL to entity linking itself and attain similar improvement. Finally, we consider further improving the recall by removing the entity filter. By applying KRDL to joint entity linking and relation extraction, we more than doubled the recall in relation extraction while attaining comparable precision as Peng et al. [3] with heavy entity filtering.

Evaluation Comparing weak supervision methods is challenging as there is often no annotated test set for evaluating precision and recall. In such cases, we resort to the standard strategy used in prior work by reporting sample precision (estimated proportion of correct system extractions) and absolute recall (estimated number of correct system extractions). Absolute recall is proportional to recall and can be used to compare different systems (modulo estimation errors). To guide the learning in preliminary experiments, we use a small annotated set which contains hundreds of examples.

Datasets We used the same unlabeled text as Peng et al. [3], which consists of about one million full text articles in PubMed Central (PMC)\(^3\). Tokenization, part-of-speech tagging, and syntactic parsing were conducted using SPLAT [64], and Stanford dependencies [65] were obtained using Stanford CoreNLP [66]. For entity ontologies, we used DrugBank\(^4\)

\(^3\)www.ncbi.nlm.nih.gov/pmc
\(^4\)www.drugbank.ca
and Human Gene Ontology (HUGO)\textsuperscript{5}. DrugBank contains 8257 drugs; we used the subset of 599 cancer drugs. HUGO contains 37661 genes. For knowledge bases, we used the Gene Drug Knowledge Database (GDKD) [67] and the Clinical Interpretations of Variants In Cancer (CIVIC)\textsuperscript{6}. Together, they contain 231 drug-gene-mutation triples, with 76 drugs, 35 genes and 123 mutations.

2.4 Cross-sentence relation extraction

Let $e_1, \cdots, e_m$ be entity mentions in text $T$. Relation extraction can be formulated as classifying whether a relation $R$ holds for $e_1, \cdots, e_m$ in $T$. To enable a head-to-head comparison, we used the same cross-sentence setting as Peng et al. [3], where $T$ spans up to three consecutive sentences and $R$ represents the ternary interaction over drugs, genes, and mutations (whether the drug is relevant for treating tumors with the given gene mutation).

**Entity linking** In this subsection, we used the entity linker from Literome [68] to identify drug, gene, and mutation mentions, as in Peng et al. [3]. This entity linker first identifies candidate mentions by matching entity names or synonyms in domain ontologies, then applies heuristics to filter candidates. The heuristics are designed to enhance precision, at the expense of recall. For example, one heuristics would filter candidates of length less than four, which eliminates key cancer genes such as ER or AKT.

**Prediction module** We used the same graph LSTM as in Peng et al. [3] to enable head-to-head comparison on weak supervision strategies. Briefly, a graph LSTM generalizes a linear-chain LSTM by incorporating arbitrary long-ranged dependencies, such as syntactic dependencies, discourse relations, coreference, and connections between roots of adjacent sentences. A word might have precedents other than the prior word, and its LSTM unit is expanded to include a forget gate for each precedent. See Peng et al. [3] for details.

**Supervision module** We used KRDL to combine three weak supervision strategies for cross-sentence relation extraction (Table 1). For distant supervision, we used GDKD and CIVIC as in Peng et al. [3]. For data programming, we introduced labeling functions that aim to correct entity and relation errors. Finally, we incorporated joint inference among all co-occurring instances of an entity tuple with the known relation by imposing the at-least-one constraint (i.e., the relation holds for at least one of the instances). For development, we sampled 250 positive extractions from KRDL using only distant supervision [3] and excluded them from future training and evaluation.

**Experiment results** We compared KRDL with the state-of-the-art system of Peng et al. [3]. We also conducted ablation study to evaluate the impact of weak-supervision

\textsuperscript{5}www.genenames.org
\textsuperscript{6}civic.genome.wustl.edu
Distant Supervision: GDKD, CIVIC

Data Programming (Entity)
- Mention matches entity name exactly.
- Mention not a stop word.
- Mention not following figure designation.
- Mention’s POS tags indicate it is a noun.

Data Programming (Relation)
- Less than 30% of words are numbers in each sentence.
- No more than three consecutive numbers.
- No more than two “et al”.
- No more than three tokens start with uppercase.
- No more than three special characters.
- No more than three keywords indicative of table or figure.
- Entity mentions do not overlap.

Joint Inference: Relation holds in at least one instance.

Table 1: KRDL combines three weak supervision strategies for cross-sentence relation extraction

| System       | Prec. | Abs. Rec | Unique |
|--------------|-------|----------|--------|
| Peng 2017    | 0.64  | 6768     | 2738   |
| KRDL + EMB   | 0.74  | 8478     | 4821   |
| KRDL         | 0.73  | 7666     | 4144   |
| - DS         | 0.29  | 7555     | 4912   |
| - DP         | 0.67  | 4826     | 2629   |
| - DP (ENTITY)| 0.70  | 7638     | 4074   |
| - JI         | 0.72  | 7418     | 4011   |

Table 2: Comparison of sample precision and absolute recall (all instances and unique entity tuples) in test extraction on PMC. KRDL + EMB is our full system using PubMed-trained word embedding, whereas KRDL uses the original Wikipedia-trained word embedding in Peng et al. [3]. Ablation: DS (distant supervision), DP (data programming), JI (joint inference).

| Pred. Mod. | Prec. | Abs. Rec | Unique |
|------------|-------|----------|--------|
| BiLSTM     | 0.60  | 6243     | 3427   |
| Graph LSTM | 0.73  | 7666     | 4144   |

Table 3: Comparison of sample precision and absolute recall (all instances and unique entity tuples) in test extraction on PMC. Both use same weak supervision and Wikipedia-trained word embedding.

strategies. For a fair comparison, we used the same probability threshold in all cases (an instance is classified as positive if the normalized probability score is at least 0.5). For each system, sample precision was estimated by sampling 100 positive extractions and manually determining the proportion of correct extractions by an author knowledgeable about this domain. Absolute recall is estimated by multiplying sample precision with the number of positive extractions.

Table 2 shows the results. KRDL substantially outperformed Peng et al. [3], improving sample precision by ten absolute points and raising absolute recall by 25%. Combining
| **Distant Supervision:** HGNC |
|-------------------------------|
| **Data Programming**         |
| No verbs in POS tags.        |
| Mention not a common word.   |
| Mention contains more than two characters or one word. |
| More than 30% of characters are upper case. |
| Mention contains both upper and lower case characters. |
| Mention contains both character and digit. |
| Mention contains more than six characters. |
| Dependency label from mention to parent indicative of direct object. |
| **Joint Inference**          |
| Identical mentions nearby probably refer to the same entity. |
| Appositive mentions probably refer to the same entity. |
| Nearby mentions that match synonyms of same entity probably refer to the given entity. |

Table 4: KRDL combines three weak supervision strategies for entity linking.

Disparate weak supervision strategies is key to this performance gain, as evident from the ablation results. While distant supervision remained the most potent source of weak supervision, data programming and joint inference each contributed significantly. Replacing out-of-domain (Wikipedia) word embedding with in-domain (PubMed) word embedding [69] also led to a small gain.

Peng et al. [3] only compared graph LSTM and linear-chain LSTM in automatic evaluation, where distant-supervision labels were treated as ground truth. They found significant but relatively small gains by graph LSTM. We conducted additional manual evaluation comparing the two in KRDL. Surprisingly, we found rather large performance difference, with graph LSTM outperforming linear-chain LSTM by 13 absolute points in precision and raising absolute recall by over 20% (Table 3). This suggests that Peng et al. [3] might have underestimated the performance gain by graph LSTM using automatic evaluation.

### 2.5 Entity linking

Let $m$ be a mention in text and $e$ be an entity in an ontology. The goal of entity linking is to predict $\text{Link}(m, e)$, which is true iff $m$ refers to $e$, for every candidate mention-entity pair $m, e$. We focus on genes in this work, as they are particularly noisy.

**Prediction module** We used BiLSTM with attention over the ten-word windows before and after a mention. The embedding layer is initialized by word2vec embedding trained on PubMed abstracts and full text [69]. The word embedding dimension was 200. We used 5 epochs for training, with Adam as the optimizer. We set learning rate to 0.001, and batch size to 64.
Knowledge Efficient Deep Learning for Natural Language Processing

| System       | Acc. | F1  | Prec. | Rec. |
|--------------|------|-----|-------|------|
| String Match | 0.18 | 0.31| 0.18  | 1.00 |
| DS           | 0.64 | 0.71| 0.62  | 0.83 |
| DS + DP      | 0.66 | 0.71| 0.62  | 0.83 |
| DS + DP + JI | **0.70** | **0.76** | **0.68** | **0.86** |

Table 5: Comparison of gene entity linking results on a balanced test set. The string-matching baseline has low precision. By combining weak supervision strategies, KRDL substantially improved precision while retaining reasonably high recall.

|        | F1  | Precision | Recall |
|--------|-----|-----------|--------|
| GNormPlus | 0.78 | 0.74      | 0.81   |
| KRDL   | 0.74 | 0.68      | 0.80   |

Table 6: Comparison of gene entity linking results on BioCreative II test set. GNormPlus is the state-of-the-art system trained on thousands of labeled examples. KRDL used only weak supervision.

**Supervision module** As in relation extraction, we combined three weak supervision strategies using KRDL (Table 4). For distant supervision, we obtained all mention-gene candidates by matching PMC text against the HUGO lexicon. We then sampled a subset of 200,000 candidate instances as positive examples. We sampled a similar number of noun phrases as negative examples. For data programming, we introduced labeling functions that used mention characteristics (longer names are less ambiguous) or syntactic context (genes are more likely to be direct objects and nouns). For joint inference, we leverage linguistic phenomena related to coreference (identical, appositive, or synonymous mentions nearby are likely coreferent).

**Experiment results** For evaluation, we annotated a larger set of sample gene-mention candidates and then subsampled a balanced test set of 550 instances (half are true gene mentions, half not). These instances were excluded from training and development. Table 5 compares system performance on this test set. The string-matching baseline has a very low precision, as gene mentions are highly ambiguous, which explains why Peng et al. [3] resorted to heavy filtering. By combining weak supervision strategies, KRDL improved precision by over 50 absolute points, while retaining a reasonably high recall (86%). All weak supervision strategies contributed significantly, as the ablation tests show. We also evaluated KRDL on BioCreative II, a shared task on gene entity linking [62]. We compared KRDL with GNormPlus [70], the state-of-the-art supervised system trained on thousands of labeled examples in BioCreative II training set. Despite using zero manually labeled examples, KRDL attained comparable F1 and recall (Table 6). The difference is mainly in precision, which indicates opportunities for more weak supervision.
### Table 7: Comparison of sample precision and absolute recall (all instances and unique entity tuples) when all gene mention candidates are considered. Peng et al. [3] used distant supervision only. RE: KRDL relation extraction. EL: using KRDL entity linking in RE training (TRN) and/or test (TST).

| System          | Prec | Abs. Rec. | Unique |
|-----------------|------|-----------|--------|
| Peng 2017       | 0.31 | 11481     | 5447   |
| KRDL (RE)       | 0.52 | 17891     | 8534   |
| + EL (TRN)      | 0.55 | 21881     | 11047  |
| + EL (TRN/TST)  | **0.61** | 20378   | 10291  |

2.6 Joint entity and relation extraction

An important use case for machine reading is to improve knowledge curation efficiency by offering extraction results as candidates for curators to vet. The key to practical adoption is attaining high recall with reasonable precision [3]. The entity filter used in Peng et al. [3] is not ideal in this aspect, as it substantially reduced recall. In this subsection, we consider replacing the entity filter by the KRDL entity linker Table 7. Specifically, we added one labeling function to check if the entity linker returns a normalized probability score above $p_{TRN}$ for gene mentions, and filtered test instances if the gene mention score is lower than $p_{TST}$. We set $p_{TRN} = 0.6$ and $p_{TST} = 0.3$ from preliminary experiments. The labeling function discouraged learning from noisy mentions, and the test-time filter skips an instance if the gene is likely wrong. Not surprisingly, without entity filtering, Peng et al. [3] suffered large precision loss. All KRDL versions substantially improved accuracy, with significantly more gains using the KRDL entity linker.

### Table 8: Error analysis for KRDL relation extraction.

| Gene | Drug | Mut. | Gene-Mut. | Relation |
|------|------|------|-----------|----------|
| 27%  | 4%   | 20%  | 45%       | 24%      |

2.7 Discussion

**Scalability** KRDL is efficient to train, taking around 3.5 hours for relation extraction and 2.5 hours for entity linking in our PubMed-scale experiments, with 25 CPU cores (for probabilistic logic) and one GPU (for LSTM). For relation extraction, the graphical model of probabilistic logic contains around 7,000 variables and 70,000 factors. At test time, it is just an LSTM, which predicted each instance in less than a second. In general, KRDL learning scales linearly in the number of training instances. For distant supervision and data programming, KRDL scales linearly in the number of known facts and labeling functions. As discussed in Section 3, joint inference with high-order factors is more challenging, but can be efficiently approximated. For inference in probabilistic logic,
we found that loopy belief propagation worked reasonably well, converging after 2-4 iterations. Overall, we ran variational EM for three iterations, using ten epochs of deep learning in each M-step. We found these worked well in preliminary experiments and used the same setting in all final experiments.

Janjigian YY, Groen HJ, Horn L, Smit EF, Fu Y, Wang F et al. (2011) Activity and tolerability of afatinib (BIBW 2992) and cetuximab in NSCLC patients with acquired resistance to erlotinib or gefitinib. J Clin Oncol 29 (suppl): abstr 7525 14. Fujita Y Suda K Kimura H Matsumoto K Arao T Nagai T Highly sensitive detection of EGFR T790M mutation using colony hybridization predicts favorable prognosis of patients with lung cancer harboring activating EGFR mutation J Thorac Oncol 2012
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Table 8 shows estimated precision errors for relation extraction by KRDL. (Some instances have multiple errors.) Entity linking can incorporate more weak supervision. Joint entity linking and relation extraction can be improved by feeding back extraction results to linking. Improvement is also sorely needed in classifying mutations and gene-mutation associations. The prediction module can also be improved, e.g., by adding attention to graph LSTM. KRDL offers a flexible framework for exploring all these directions.

2.8 Conclusion

We introduce KRDL as a unifying framework for weak supervision, by composing probabilistic logic with deep learning. Experiments on biomedical machine reading show that this enables novel combination of disparate weak supervision methodologies, resulting in substantial gain in accuracy. Future directions include: combining KRDL with deep
generative models; exploring alternative optimization strategies; applications to other domains.
3 Evidence Sentence Extraction for Machine Reading Comprehension

This chapter is based on our previous work “Evidence Sentence Extraction for Machine Reading Comprehension” [31]. Recently there have been increased interests in machine reading comprehension (MRC). We can roughly divide MRC tasks into two categories: 1) extractive/abstractive MRC such as SQuAD [71], NarrativeQA [72], and CoQA [73]; 2) multiple-choice MRC tasks such as MCTest [74], DREAM [4] and RACE [1]. The MRC tasks in the first category primarily focus on locating text spans from the given reference document/corpus to answer informative factoid questions. In this work, we mainly focus on multiple-choice MRC: given a document and a question, the task aims to select the correct answer option(s) from a small number of answer options associated with this question.

Existing multiple-choice MRC models [75, 76] take the whole reference document as input and seldom provide evidence snippets, making interpreting their predictions extremely difficult. It is a natural choice for human readers to use several sentences from the reference document to explain why they select a certain answer option in reading tests [77]. In this section, as a preliminary attempt, we focus on exacting evidence sentences that entail or support a question-answer pair from the reference document and investigating how well a neural reader can answer multiple-choice questions by just using extracted sentences as the input.

From the perspective of evidence sentence extraction, for extractive MRC tasks, information retrieval techniques can already serve as very strong baselines especially when questions provide sufficient information, and most questions are answerable from the content of a single sentence [78, 79]. For multiple-choice tasks, there are some unique challenges for evidence sentence extraction. The correct answer options of a significant number of questions (e.g., 87% questions in RACE [1, 4]) are not extractive, which require advanced reading skills such as inference over multiple sentences and utilization of prior knowledge [1, 2, 80]. Besides, the existence of misleading distractors (i.e., wrong answer options) also dramatically increases the difficulty of extracting evidence sentences, especially when a question provides insufficient information. For example, in Figure 5, given the reference document and the question “Which of the following statements is true according to the passage?”, almost all the tokens in the wrong answer option B “In 1782, Harvard began to teach German.” appear in the document (i.e., sentence S$_9$ and S$_{11}$). Furthermore, we notice that even humans sometimes have difficulty in finding pieces of evidence when the relationship between a question and its correct answer option is
implicitly indicated in the document (e.g., “What is the main idea of this passage?”). Considering these challenges, we argue that extracting evidence sentences for multiple-choice MRC is at least as difficult as that for extractive MRC or factoid question answering.

Given a question, its associated answer options, and a reference document, we propose a method to extract sentences that can support or explain the (question, correct answer option) pair from the reference document. Due to the lack of ground truth evidence sentences in most multiple-choice MRC datasets, inspired by distant supervision, we first select silver standard evidence sentences based on the lexical features of a question and its correct answer option (Section 3.2.4), then we use these noisy labels to train an evidence sentence extraction model (Section 3.2.5). To denoise the distant supervision, we leverage rich linguistic knowledge from external resources such as ConceptNet [81] and Paraphrase Database [82], and we accommodate all those weak supervision with a recently proposed knowledge rich deep learning [83] framework (Section 3.2.2). We combine our evidence extractor with two recent neural readers [75, 76] and evaluate the end-to-end performance on three challenging multiple-choice MRC datasets: MultiRC [2], DREAM [4], and RACE [1]. Experimental results show that we achieve comparable or better performance than baselines that consider the full context, indirectly demonstrating the quality of our extracted sentences. We also compare our evidence extractor with a recently proposed sentence selector [78]. Our extractor significantly outperforms the baseline selector in filtering out noisy retrieved paragraphs on two open-domain factoid question answering datasets: Quasar-T [84] and SearchQA [85].

Our primary contributions are as follows: 1) to the best of our knowledge, we present the first work to extract evidence sentences for multiple-choice MRC; 2) we utilize various sources of weak supervision derived from linguistic knowledge to denoise the noisy evidence sentence labels and demonstrate the value of linguistic knowledge for MRC. We hope our attempts and observations can encourage the research community to develop more explainable models that simultaneously provide predictions and textual evidence.

3.1 Related Work

Sentence Selection for MRC/Fact Verification Previous studies investigate paragraph retrieval for factoid question answering [78, 86–88], sentence selection for machine reading comprehension [79, 89], and fact verification [90, 91]. In these tasks, most of the factual questions/claims provide sufficient clues for identifying relevant sentences, thus often information retrieval combined with filters can serve as a very strong baseline. For example, in the FEVER dataset [92], only 16.8% of claims require composition of multiple evidence sentences. Different from above work, we exploit information in answer
options and use various weak supervision to train our evidence extractor, and previous work can actually be regarded as a special case for our pipeline. Compared to Lin et al. [78], we leverage rich linguistic knowledge for denoising.

Several work also investigate content selection at the token level [93, 94], in which some tokens are automatically skipped by neural models. However, they do not utilize any linguistic knowledge, and a set of discontinuous tokens has limited explanation capability.

**MRC with External Knowledge** Linguistic knowledge such as coreference resolution, frame semantics, and discourse relations is widely used to improve machine comprehension [95–98] especially when there are only hundreds of documents available in a dataset such as MCTest [74]. Along with the creation of large-scale reading comprehension datasets, recent MRC models rely on end-to-end neural models, and it primarily uses word embeddings as input. However, Wang et al. [99], Dhingra et al. [100, 101] show that existing neural models do not fully take advantage of the linguistic knowledge, which is still valuable for MRC. Besides widely used lexical features such as part-of-speech tags and named entity types [99–102], we consider more diverse types of external knowledge for performance improvements. Moreover, we accommodate external knowledge with probabilistic logic to potentially improve the interpretability of MRC models instead of using external knowledge as additional features.

**Explainable MRC/Question Answering** To improve the interpretability of question answering, previous work utilize interpretable internal representations [103] or reasoning networks that employ a hop-by-hop reasoning process dynamically [104]. A research line focuses on visualizing the whole derivation process from the natural language utterance to the final answer for question answering over knowledge bases [105] or scientific word algebra problems [106]. Jansen et al. [107] extract explanations that describe the inference needed for elementary science questions (e.g., “What form of energy causes an ice cube to melt”). In comparison, the derivation sequence is less apparent for open-domain questions, especially when they require external domain knowledge or multiple-sentence reasoning. To improve explainability, we can also check the attention map learned by neural readers [99], however, attention map is learned in end-to-end fashion, which is different from our work.

A similar work proposed by [108] also uses distant supervision to learn how to extract informative justifications. However, their experiments are primarily designed for factoid question answering, in which it is relatively easy to extract justifications since most questions are informative. In comparison, we focus on multi-choice machine reading comprehension that requires deep understanding, and we pay particular attention to denoising strategies.
3.2 Method

**Reference Document**

\(S_1\): Started in 1636, Harvard University is the oldest of all the colleges and universities in the United States, followed by Yale, Princeton, Columbia...

\(S_3\): In the early years, these schools were nearly the same.

\(S_4\): Only young men went to college.

\(S_5\): All the students studied the same subjects, and everyone learned Latin and Greek...........

\(S_9\): In 1782, Harvard started a medical school for young men who wanted to become doctors............

\(S_{11}\): In 1825, besides Latin and Greek, Harvard began to teach modern languages, such as French and German.

\(S_{12}\): Soon it began to teach American history.

\(S_{13}\): As knowledge increased, Harvard and other colleges began to teach many new subjects.

**Question**: Which of the following statements is true according to the passage?

**Options**: 
A. in the early years, everyone can go to colleges.  
B. in 1782, Harvard began to teach German.  
C. in the early years, different colleges majored in different fields.  
D. more and more courses were taught in college with the improvement of knowledge.

**Figure 5**: An overview of our pipeline. The input instance comes from RACE [1].

Our pipeline contains a **neural evidence extractor** trained on the noisy training data generated by distant supervision and an existing **neural reader** for answer prediction that takes evidence sentences as input. We detail the entire pipeline in Section 3.2.3 and show an overview in Figure 5.

### 3.2.1 Transformer

We primarily use a multi-layer multi-head transformer [109] to extract evidence sentences. Let \(W_w\) and \(W_p\) be the word (subword) and position embeddings, respectively. Let \(M\) denote the total number of layers in the transformer. Then, the \(m\)-th layer hidden state \(h^m\) of a token is given by:

\[
h^m = \begin{cases} 
W_w + W_p & \text{if } m = 0 \\
TB(h^{m-1}) & \text{if } 1 \leq m \leq M
\end{cases}
\]  

where TB stands for the transformer block, which is a standard module that contains MLP, residual connections [110], self attention [109] and LayerNorm [111].

Recently, several pre-trained transformers such as GPT [76] and BERT [112] have been released. Compared to RNNs such as LSTMs [113] and GRUs [114], pre-trained transformers capture rich world and linguistic knowledge from large-scale external corpora,
and significant improvements are obtained by fine-tuning these pre-trained models on several downstream tasks. We follow this promising direction by fine-tuning GPT [76]. Note that the pre-trained transformer in our pipeline can also be easily replaced by BERT.

We use \((X, Y)\) to denote all training data, \((X_i, Y_i)\) to denote each instance, where \(X_i\) is a token sequence, namely, \(X_i = \{X^1_i, \ldots, X^t_i\}\) where \(t\) equals to the sequences length. For evidence extraction, \(X_i\) contains one sentence in a document, a question, and all answer options associated with the question. \(Y_i\) indicates the probability that sentence \(X_i\) is selected as an evidence sentence for this question, and \(\sum_{i=1}^{N} Y_i = 1\) where \(N\) equals to the total number of sentences in a document. The transformer takes \(X_i\) as input and produces the final hidden state \(h^M_i\) of the last token in \(X_i\) [76], which is further fed into a linear layer followed by a softmax layer to generate the probability:

\[
P_i = \frac{\exp(W_y h^M_i)}{\sum_{1 \leq i \leq N} \exp(W_y h^M_i)}
\]

where \(W_y\) is the vector for the output layer. Kullback-Leibler (KL) divergence loss \(\text{KL}((Y_1, \ldots, Y_N)|| (P_1, \ldots, P_N))\) is used as training criteria.

### 3.2.2 Knowledge Rich Deep Learning

Since human-labeled evidence sentences are seldom available in existing machine reading comprehension datasets, we use distant supervision to generate weakly labeled evidence sentences: we know the correct answer options, then we can select the sentences in the reference document that have the highest information overlapping with the question and the correct answer option. However, weakly labeled data generated by distant supervision is inevitably noisy [115], and therefore we need a denoising strategy that can leverage various sources of weak supervision.

In this section, we use Knowledge Rich Deep Learning (KRDL) which introduced in Section 2, which is an unifying denoise framework that can efficiently model various weak supervision by integrating probabilistic logic with deep learning. To recap, it consists of two modules: 1) a supervision module that represents weak supervision using probabilistic logic; 2) a prediction module that uses deep neural networks to perform the downstream task. The label decisions derived from weak supervision are modeled as latent variables and serve as the interface between the two modules. KRDL combines three sources of weak supervision: data programming, distant supervision, and joint inference. For data programming, we introduce a set of labeling functions that are specified by simple rules and written by domain experts, and each function assigns a label to an instance if the
input satisfies certain conditions. We will detail these sources of weak supervision under our task setting in Section 3.2.3.

### 3.2.3 Our Pipeline

![Diagram of Our Pipeline](image)

**Figure 6:** Knowledge rich deep learning framework for evidence extraction. At test time, we only use trained neural evidence extractor for prediction.

As shown in Figure 6, in training stage, our evidence extractor contains two components: a probabilistic graph containing various sources of weak supervision used as a supervision module (Section 3.2.2) and a fine-tuned pre-trained transformer used as a prediction module. The two components are connected via a set of latent variables indicating whether each sentence is an evidence sentence or not. We update the model by alternatively optimizing the transformer and the probabilistic graph so that they reach an agreement on latent variables. After training, only the transformer is kept to make predictions for a new instance during testing.

As we mentioned in Section 3.2.2, KRDL can jointly represent three sources of different weak supervision. We first introduce two distant supervision methods to generate noisy evidence sentence labels (Section 3.2.4). We then introduce other sources of weak supervision — data programming and joint inference — used for denoising in KRDL (Section 3.2.5).

#### 3.2.4 Silver Standard Evidence Generation

Given correct answer options, we use two different distant supervision methods to generate the *silver standard* evidence sentences.
Rule-Based Method We select sentences that have higher weighted token overlap with a given (question, correct answer options) pair as silver standard evidence sentences. Tokens are weighted by the inverse term frequency.

Integer Linear Programming (ILP) Inspired by ILP models for summarization [116, 117], we model evidence sentence selection as a maximum coverage problem and define the value of a selected sentence set as the sum of the weights for the unique words it contains. Formally, let $v_i$ denote the weight of word $i$, $v_i = 1$ if word $i$ appears in the correct answer option, $v_i = 0.1$ if it appears in the question but not in the correct answer option, and $v_i = 0$ otherwise.\footnote{We do not observe a significant improvement by tuning parameters $v_i$ on the development set.}

We use binary variables $c_i$ and $s_j$ to indicate the presence of word $i$ and sentence $j$ in the selected sentence set, respectively. $\text{Occ}_{ij}$ is a binary variable indicating the occurrence of word $i$ in sentence $j$, $l_j$ denotes the length of sentence $j$, and $L$ is the predefined maximum number of selected sentences. We formulate the ILP problem as:

$$\max \sum_i v_i c_i \quad \text{s.t.} \quad \sum_j s_j \leq L \quad (3)$$

$$s_j \text{Occ}_{ij} \leq c_i, \forall i, j \quad \sum_j s_j \text{Occ}_{ij} \geq c_i, \forall i \quad (4)$$

$$c_i \in \{0, 1\} \quad \forall i \quad s_j \in \{0, 1\} \quad \forall j$$

3.2.5 Denoising with knowledge rich deep learning

Besides distant supervision, KRDL also includes data programming and joint inference (i.e., $f_v(X, Y)$ in Section 3.2.2). As a preliminary attempt, we manually design a small number of sentence-level labeling functions for data programming and high-order factors for joint inference. We briefly introduce them as follows and list the implementation details in Section 3.2.6.

For sentence-level functions, we consider lexical features (i.e., the sentence length, the entity types in a sentence, and sentence positions in a document), semantic features based on word and paraphrase embeddings and ConceptNet [81] triples, and rewards for each sentence from an existing neural reader, language inference model, and sentiment classifier, respectively.

For high-order factors, we consider factors including if whether adjacent sentences prefer the same label, the maximum distance between two evidence sentences that support the same question, and the token overlap between two evidence sentences that support different questions.
We show the factor graph for a toy example in Figure 7, where the document contains two sentences and two questions. $X_{ij}$ denotes an instance consisting of sentence $i$, question $j$ and its associated options, $Y_{ij}$ is a latent variable indicating the probability that sentence $i$ is an evidence sentence for question $j$. We build a factor graph for the document and all its associated questions jointly. By introducing the logic rules jointly over $X_{ij}$ and $Y_{ij}$, we can model the joint probability for $Y$.

3.2.6 Factors for Denoising

Besides distant supervision, KRDL also includes data programming and joint inference. For data programming, we design the following sentence-level labeling functions:

**Sentence-Level Labeling Functions**

- Sentences contain the information asked in a question or not: for "when"-questions, a sentence must contain at least one time expression; for "who"-questions, a sentence must contain at least one person entity.
- Whether a sentence and the correct answer option have a similar length: $0.5 \leq \frac{\text{len(sentence)}}{\text{len(answer)}} \leq 3$.
- A sentence that is neither too short nor too long since those sentences tend to be less informative or contain irrelevant information: $5 \leq \# \text{ of tokens in sentence} \leq 40$.
- Reward for each sentence from a neural reader. We sample different sentences and use their probabilities of leading to the correct answer option as rewards. See Section 3.3.3 for details about reward calculation.
- Paraphrase embedding similarity between a question and each sentence in a document: $\cos(e_{\text{para}}^q, e_{\text{para}}^\text{sent}) \geq 0.4$. 

![Figure 7: A simple factor graph for denoising.](image-url)
• Word embedding similarity between a question and each sentence in a document: 
  \[ \cos(e^w_q, e^w_{sent}) \geq 0.3. \]

• Whether question and sentence contain words that have the same entity type.

• Whether a sentence and the question have the same sentiment classification result.

• Language inference result between sentence and question: entail, contradiction, neutral.

• # of matched tokens between the concatenated question and candidate sentence 
  with the triples in ConceptNet [81]: 
  \[ \frac{\text{# of matching}}{\text{# of tokens in sentence}} \leq 0.2. \]

• If a question requires the document-level understanding, we prefer the first or the 
  last three sentences in the reference document.

High-Order Factors

For joint inference, we consider the following high-order factors \( f_v(X, Y) \).

• Adjacent sentences prefer the same label.

• Evidence sentences for the same question should be within window size 8. For 
  example, we assume \( S_1 \) and \( S_{12} \) in Figure 5 are less likely to serve as evidence 
  sentences for the same question.

• Overlap ratio between evidence sentences for different questions is smaller than 0.5. 
  We assume the same set of evidence sentences are less likely to support multiple 
  questions.

3.3 Datasets

| Dataset   | # of documents | # of questions | Average # of sentences per document |
|-----------|----------------|----------------|-------------------------------------|
|           | Train | Dev | Test | Train | Dev | Test | Train + Dev + Test |
| MultiRC   | 456   | 83  | 332  | 5,131 | 953 | 3,788 | 14.5 (Train + Dev) |
| DREAM     | 3,869 | 1,288 | 1,287 | 6,116 | 2,040 | 2,041 | -                  |
| RACE      | 25,137 | 1,389 | 1,407 | 87,866 | 4,887 | 4,934 | 17.6               |
| Quasar-T  | -     | -   | -    | 37,012 | 3,000 | 3,000 | 100                |
| SearchQA  | -     | -   | -    | 99,811 | 13,893 | 27,247 | 50                 |

Table 9: Statistics of multiple-choice machine reading comprehension and question 
answering datasets.

We primarily focus on extracting evidence sentences for multiple-choice machine reading 
comprehension. Three latest MRC datasets are investigated (Section 3.3.1). Additionally, 
to have a head-to-head comparison with existing sentence selectors designed for factoid 
question answering, we also evaluate our approach on two open-domain question answering 
datasets, in which answers are text spans (Section 3.3.2). See Table 9 for statistics.
3.3.1 Multiple-Choice Datasets

**MultiRC** [2]: MultiRC is a dataset in which questions can only be answered by considering information from multiple sentences. There can exist multiple correct answer options for a question. Reference documents come from seven different domains such as elementary school science and travel guides. For each document, questions and their associated answer options are generated and verified by turkers.

**DREAM** [4]: DREAM is a dataset collected from English Listening exams for Chinese language learners. Each instance in DREAM contains a multi-turn multi-party dialogue, and the correct answer option must be inferred from the dialogue context. In particular, a large portion of questions require multi-sentence inference (84%) and/or commonsense knowledge (34%).

**RACE** [1]: RACE is a dataset collected from English reading exams designed for middle (RACE-Middle) and high school (RACE-High) students in China, carefully designed by English instructors. The proportion of questions that requires reasoning is 59.2%.

3.3.2 Question Answering Datasets

**Quasar-T** [84]: It contains open-domain questions and their associated answers extracted from ClueWeb09. For each question, 100 sentences are retrieved from ClueWeb09 using information retrieval techniques.

**SearchQA** [85]: For each question, Dunn et al. [85] retrieve 50 web pages from J! Archive as the relevant documents using the Google Search API.

3.3.3 Implementation Details

We use spaCy [118] for tokenization and named entity tagging. We use the pre-trained transformer released by Radford et al. [76] with the same pre-processing procedure. When the transformer is used as the neural reader, we set training epochs to 4, use eight P40 GPUs for experiments on RACE, and use one GPU for experiments on other datasets. When the transformer is used as the evidence extractor, we set batch size 1 per GPU and dropout rate 0.3. We keep other parameters default. Depending on the dataset, training the evidence extractor generally takes several hours. Training neural readers with evidence sentences as input takes significant less time than that with full context as input.
For KRDL, we adopt the toolkit from Wang and Poon [83]. We use Vader [119] for sentiment analysis and ParaNMT-50M [120] to calculate the paraphrase similarity between two sentences. We use the triples in ConceptNet v5.6 [81, 121] to incorporate commonsense knowledge. To calculate the natural language inference probability, we first fine-tune the transformer [76] on several tasks, including SNLI [122], SciTail [123], MultiNLI [124], and QNLI [125].

To calculate the probability that each sentence leads to the correct answer option, we sample a subset of sentences and use them to replace the full context in each instance, and then we feed them into the transformer fine-tuned with instances with full context. If a particular combination of sentences $S = \{s_1, \ldots, s_n\}$ leads to the prediction of the correct answer option, we reward each sentence inside this set with $1/n$. To avoid the combinatorial explosion, we assume evidence sentences lie within window size 3. For another neural reader Co-Matching [75], we use its default parameters. For DREAM and RACE, we set $L$, the maximum number of silver standard evidence sentences of a question, to 3. For MultiRC, we set $L$ to 5 since many questions have more than 5 ground truth evidence sentences.

During training, we conduct message passing in $P(K, Y \mid X)$ (Section 3.2.2) iteratively, which usually converges within 5 iterations. For distant supervision (Section 3.2.4), we use the rule-based method to generate noisy labels for all the datasets except for RACE. On RACE, we use ILP-based method since we find the ILP-based method works better than the rule-based method on this dataset. The data programming and joint inference supervision on each dataset are slightly different. We will detail the differences in each subsection.

### 3.3.4 Results on Multiple-Choice Datasets

**Evaluation on MultiRC:** Since its test set is not publicly available, currently we only evaluate our model on the development set (Table 10). Figure 8 shows the precision-recall curves. The fine-tuned transformer (FT) baseline, which uses the full document as input, achieves an improvement of 2.2% in macro-average F1 ($F_1^m$) over the previous highest score, 66.5%. If we train our evidence extractor using the ground truth evidence sentences provided by turkers, we can obtain a much higher $F_1^m$ 72.3%, even after we remove nearly 66% of sentences in average per document. We can regard this result as the supervised upper bound for our evidence extractor. If we train the evidence extractor with KRDL as a supervision module, we get 70.5% in $F_1^m$. The performance gap between 70.5% and 72.3% shows there is still room for improving our denoising strategy.
Figure 8: Precision-recall curves for different settings on the MultiRC development set (IR: information retrieval baseline; LR: logistic regression baseline implemented by Khashabi et al. [2]).

| Approach | $F_{1m}$ | $F_{1a}$ | EM$_0$ |
|----------|----------|----------|--------|
| All-ones baseline [2] | 61.0 | 59.9 | 0.8 |
| Lucene world baseline [2] | 61.8 | 59.2 | 1.4 |
| Lucene paragraphs baseline [2] | 64.3 | 60.0 | 7.5 |
| Logistic regression [2] | 66.5 | 63.2 | 11.8 |
| Full context + Fine-Tuned Transformer (FT, Radford et al. [76]) | 68.7 | 66.7 | 11.0 |
| Random 5 sentences + FT | 65.3 | 63.1 | 7.2 |
| Top 5 sentences by EER$_{DS}$ + FT | 70.2 | **68.6** | 12.7 |
| Top 5 sentences by EER$_{KRDL}$ + FT | **70.5** | 67.8 | **13.3** |
| Top 5 sentences by EER$_{gt}$ + FT | **72.3** | **70.1** | **19.2** |
| Ground truth evidence sentences + FT | 78.1 | 74.0 | 28.6 |
| Human Performance [2] | 86.4 | 83.8 | 56.6 |

Table 10: Performance of various settings on the MultiRC development set. We use the same fine-tuned transformer (FT) as the evidence extractor (EER) and the neural reader (EER$_{DS}$: EER trained on the silver standard evidence sentences; EER$_{KRDL}$: EER trained with KRDL as a supervision module; EER$_{gt}$: EER trained using ground truth evidence sentences; $F_{1m}$: macro-average F1; $F_{1a}$: micro-average F1; EM$_0$: exact match).
Evaluation on DREAM: See Table 11 for results on DREAM dataset. The fine-tuned transformer (FT) baseline, which uses the full document as input, achieves test accuracy 55.1%. If we train our evidence extractor with KRDL as a supervision module and feed the extracted evidence sentences to the fine-tuned transformer, we get test accuracy 57.7%. Similarly, if we train the evidence extractor only with silver standard evidence sentences extracted from the rule-based distant supervision method, we obtain test accuracy 56.3%, i.e., 1.4% lower than that with full supervision. Experiments demonstrate the effectiveness of our evidence extractor with denoising strategy, and the usefulness of evidence sentences for dialogue-based machine reading comprehension.

| Approach                              | Dev  | Test |
|---------------------------------------|------|------|
| Full context + FT† [4]                | 55.9 | 55.5 |
| Full context + FT                     | 55.1 | 55.1 |
| Top 3 sentences by EERsilver-gt + FT  | 50.1 | 50.4 |
| Top 3 sentences by EERDS + FT         | 55.1 | 56.3 |
| Top 3 sentences by EERKRDL + FT       | 57.3 | 57.7 |
| Silver standard evidence sentences + FT | 60.5 | 59.8 |
| Human Performance†                    | 93.9 | 95.5 |

Table 11: Performance in accuracy (%) on the DREAM dataset (Results marked with † are taken from Sun et al. [4]; EERsilver-gt: EER trained using silver standard evidence sentences).

Evaluation on RACE: On RACE, as we cannot find any public implementations of recently published independent sentence selectors, we compare our evidence sentence extractor with InferSent released by Conneau et al. [126] as previous work [127] has shown that it outperforms many state-of-the-art sophisticated sentence selectors on a range of tasks. We also investigate the portability of our evidence extractor by combining it with two neural readers. Besides the fine-tuned transformer, we use Co-Matching [75], another state-of-the-art neural reader on RACE.

As shown in Table 12, by using the evidence sentences selected by InferSent, we suffer up to a 1.9% drop in accuracy with Co-Matching and up to a 4.2% drop with the fine-tuned transformer. In comparison, by using the sentences extracted by our sentence extractor, which is trained with KRDL as a supervision module, we observe a much smaller decrease (0.1%) in accuracy with the transformer baseline, and we slightly improve the accuracy with the Co-Matching baseline. For questions in RACE, introducing the content of answer options as additional information for evidence extraction can narrow the accuracy gap, which might be due to the fact that many questions are less informative [128]. Note that all these results are compared with 59% reported from Radford et al. [76], if compared with our own replication (56.8%), sentence extractor trained with either KRDL or distant supervision leads to gain up to 2.1%.
Since the problems in RACE are designed for human examinees that require advanced reading comprehension skills such as the utilization of external world knowledge and in-depth reasoning, even human annotators sometimes have difficulties in locating evidence sentences (Section 3.3.5). Therefore, **a limited number of evidence sentences might be insufficient for answering challenging questions.** Instead of removing “non-relevant” sentences, we keep all the sentences in a document while adding a special token before and after extracted evidence sentences. With KRDL as a supervision module, we see an improvement in accuracy of 0.9% (from 58.9% to 59.8%).

For our current supervised upper bound (i.e., assuming we know the correct answer option, we find the silver evidence sentences from ILP-based distant supervision and then feed them into the fine-tuned transformer, we get 72.8% in accuracy, which is quite close to the performance of Amazon Turkers. However, it is still much lower than the ceiling performance. To answer questions that require external knowledge, it might be a promising direction to retrieve evidence sentences from external resources, compared to only considering sentences within a reference document.

| Approach                                      | Dev | Test |
|-----------------------------------------------|-----|------|
|                                               | Middle | High | All | Middle | High | All |
| Sliding Window [1, 74]                         | -     | -    | -   | 37.3   | 30.4 | 32.2|
| Co-Matching [75]                              | -     | -    | -   | 55.8   | 48.2 | 50.4|
| Full context + FT [76]                         | -     | -    | -   | 62.9   | 57.4 | 59.0|
|                                               | 55.6  | 56.5 | 56.0| 57.5   | 56.5 | 56.8|
| Random 3 sents + FT                           | 50.3  | 51.1 | 50.9| 50.9   | 49.5 | 49.9|
| Top 3 sents by InferSent (ques) + Co-Matching | 49.8  | 48.1 | 48.5| 50.0   | 45.5 | 46.8|
| Top 3 sents by InferSent (ques + options) + Co-Matching | 52.6  | 50.1 | 51.1| 52.6   | 46.8 | 48.5|
| Top 3 sents by EERDS + Co-Matching            | 58.1  | 51.6 | 53.5| 55.6   | 48.2 | 50.3|
| Top 3 sents by EERKRDL + Co-Matching          | 57.5  | 52.9 | 54.2| 57.5   | 49.3 | 51.6|
| Top 3 sents by InferSent (ques) + FT          | 55.0  | 54.7 | 54.8| 54.6   | 53.4 | 53.7|
| Top 3 sents by InferSent (ques + options) + FT| 59.2  | 54.6 | 55.9| 57.2   | 53.8 | 54.8|
| Top 3 sents by EERDS + FT                     | 62.5  | 57.7 | 59.1| 64.1   | 55.4 | 58.0|
| Top 3 sents by EERKRDL + FT                   | 63.2  | 56.9 | 58.8| 64.3   | 56.7 | 58.9|
| Top 3 sents by EERDS + full context + FT      | 63.4  | 58.6 | 60.0| 63.7   | 57.7 | 59.5|
| Top 3 sents by EERKRDL + full context + FT    | 64.2  | 58.5 | 60.2| 62.4   | **58.7** | **59.8**|
| Silver standard evidence sents + FT           | 73.2  | 73.9 | 73.7| 74.1   | 72.3 | 72.8|
| Amazon Turker Performance [1]                 | -     | -    | -   | 85.1   | 69.4 | 73.3|
| Ceiling Performance [1]                       | -     | -    | -   | 95.4   | 94.2 | 94.5|

**Table 12:** Accuracy (%) of various settings on the RACE dataset. EERDS: evidence extractor trained on the silver standard evidence sentences extracted from the ILP-based distant supervision method.
3.3.5 Human Evaluation

**MultiRC**: Extracted evidence sentences, which help neural readers to find correct answers, may still fail to convince human readers. Thus we evaluate the quality of extracted evidence sentences based on human annotations (Table 14). Even trained using the noisy labels, we achieve a macro-average F1 score 60.8% on MultiRC, indicating the learning and generalization capabilities of our evidence extractor, compared to 53.0%, achieved by using the noisy silver standard evidence sentences guided by correct answer options.

**RACE**: Since RACE does not provide the ground truth evidence sentences, to get the ground truth evidence sentences, two internal annotators annotate 500 questions from the RACE-Middle development set. The Cohen’s kappa coefficient between two annotations is 0.87. For negation questions which include negation words (e.g., *Which statement is not true according to the passage?*), we have two annotation strategies: we can either find sentences that can directly imply the correct answer option; or the sentences that support the wrong answer options. During annotation, for each question, we use the strategy that leads to fewer evidence sentences.

We find that even humans have troubles in locating evidence sentences when the relationship between a question and its correct answer option is implicitly implied. For example, a significant number of questions require understanding the entire document (e.g., “what’s the best title of this passage” and “this passage mainly tells us that _ ”) and/or external knowledge (e.g., “the writer begins with the four questions in order to _ ”, “The passage is probably from _ ”, and “If the writer continues the article, he would most likely write about _ ”). For 10.8% of total questions, at least one annotator leave the slot blank due to the challenges mentioned above. The average and the maximum number of evidence sentences for the remaining questions is 2.1 and 8 respectively. The average number of evidence sentences in whole RACE dataset should be higher since questions in RACE-High are more difficult [1], and we ignore 10.8% of the total questions which require understanding the whole context. In MultiRC, the average/maximum number of evidence sentences is 2.3/6, respectively.

| Dataset | Quasar-T | SearchQA |
|---------|----------|-----------|
|         | Hits@1   | Hits@3   | Hits@5 | Hits@1   | Hits@3   | Hits@5 |
| Information Retrieval [78] | 6.3  | 10.9  | 15.2  | 13.7  | 24.1  | 32.7 |
| INDEP [78] | 26.8  | 36.3  | 41.9  | 59.2  | 70.0  | 75.7 |
| FULL [78] | 27.7  | 36.8  | 42.6  | 58.9  | 69.8  | 75.5 |
| EERKRL [1] | 42.3  | 56.7  | 62.0  | 66.2  | 84.9  | 89.9 |

Table 13: Evidence extraction performance on two question answering datasets Quasar-T and SearchQA. INDEP: the sentence selector is trained independently; FULL: the sentence selector is trained jointly with a neural reader.
| Dataset   | SE vs. GT | EER vs. SE | EER vs. GT |
|-----------|-----------|------------|------------|
| RACE-M    | 59.9      | 57.1       | 57.5       |
| MultiRC   | 53.0      | 63.4       | 60.8       |
| MultiRC\textsubscript{gt} | -         | -          | 63.1       |

Table 14: Macro-average F1 with human annotations on the dev set (SE: silver standard evidence sentences; EER: evidence sentences extracted by EER trained on SE, GT: ground truth evidence sentences).

### 3.3.6 Results on Question Answering Datasets

We are aware of some similar work [78, 88, 127] that aim to select relevant paragraphs for question answering tasks. Since most of them do not release implementations, we compare with Lin et al. [78] on two open-domain question answering datasets since their work is most similar to ours and the code is available. We report a direct comparison between our evidence extractor and this state-of-the-art sentence selector in Table 13. Our independently trained evidence extractor dramatically outperforms theirs, which is jointly trained with a neural reader. We obtain up to 52.7% relative improvement on the Quasar-T dataset and 19.1% relative improvement on the SearchQA dataset.

### 3.4 Conclusions

We propose an evidence extraction DNN trained with weak supervision. To denoise noisy labels, we combine various linguistic clues through knowledge rich deep learning. We equip state-of-the-art neural reader with extracted evidence sentences, and it achieves comparable or better performance than neural reader with full context on three datasets. Experimental results also show that our evidence sentence extractor is superior than other state-of-the-art sentence selectors. All those results indicate the effectiveness of our evidence extractor. For the future work, we aim to incorporate richer prior knowledge into KRDL, jointly train the evidence extraction DNN and neural readers, and create large-scale dataset that contains ground truth evidence sentences.
4 Improving Pre-Trained Multilingual Models with Vocabulary Expansion

This chapter is based on our previous work “Improving Pre-Trained Multilingual Model with Vocabulary Expansion” [32]. It has been shown that performance on many natural language processing tasks drops dramatically on held-out data when a significant percentage of words do not appear in the training data, i.e., out-of-vocabulary (OOV) words [129, 130]. A higher OOV rate (i.e., the percentage of the unseen words in the held-out data) may lead to a more severe performance drop [131]. OOV problems have been addressed in previous works under monolingual settings, through replacing OOV words with their semantically similar in-vocabulary words [130, 132] or using character/word information [133–135] or subword information like byte pair encoding (BPE) [136, 137].

Recently, fine-tuning a pre-trained deep language model, such as Generative Pre-Training (GPT) [138] and Bidirectional Encoder Representations from Transformers (BERT) [112], has achieved remarkable success on various downstream natural language processing tasks. Instead of pre-training many monolingual models like the existing English GPT, English BERT, and Chinese BERT, a more natural choice is to develop a powerful multilingual model such as the multilingual BERT.

However, all those pre-trained models rely on language modeling, where a common trick is to tie the weights of softmax and word embeddings [139]. Due to the expensive computation of softmax [140] and data imbalance across different languages, the vocabulary size for each language in a multilingual model is relatively small compared to the monolingual BERT/GPT models, especially for low-resource languages. Even for a high-resource language like Chinese, its vocabulary size 10k in the multilingual BERT is only half the size of that in the Chinese BERT. Just as in monolingual settings, the OOV problem also hinders the performance of a multilingual model on tasks that are sensitive to token-level or sentence-level information. For example, in the POS tagging problem (Table 16), 11 out of 16 languages have significant OOV issues (OOV rate ≥ 5%) when using multilingual BERT.

According to previous work [112, 138], it is time-consuming and resource-intensive to pre-train a deep language model over large-scale corpora. To address the OOV problems, instead of pre-training a deep model with a large vocabulary, we aim at enlarging the vocabulary size when we fine-tune a pre-trained multilingual model on downstream tasks.

We summarize our contributions as follows: (i) We investigate and compare two methods to alleviate the OOV issue. To the best of our knowledge, this is the first attempt to address the OOV problem in multilingual settings. (ii) By using English as an interlingua,
we show that bilingual information helps alleviate the OOV issue, especially for low-resource languages. (iii) We conduct extensive experiments on a variety of token-level and sentence-level downstream tasks to examine the strengths and weaknesses of these methods, which may provide key insights into future directions.

4.1 Related Work

OOV poses challenges for many tasks [141] such as machine translation [136, 142] and sentiment analysis [143]. Even for tasks such as machine reading comprehension that are less sensitive to the meanings of each word, OOV still hurts the performance [144, 145]. We now discuss previous methods in two settings.

4.1.1 Monolingual Setting

Most previous work address the OOV problems in monolingual settings. Before more fine-grained encoding schema such as BPE [136] is proposed, prior work mainly focused on OOV for token-level representations [132, 146]. Besides simply assigning random embeddings to unseen words [147] or using an unique symbol to replace all these words with a shared embedding [20], a thread of research focuses on refining the OOV representations based on word-level information, such as using similar in-vocabulary words [148–151], mapping initial embedding to task-specific embedding [130, 152], using definitions of OOV words from auxiliary data [153, 154], and tracking contexts to build/update representations [155–158].

Meanwhile, there have been efforts in representing words by utilizing character-level [133, 159–162] or subword-level representations [136, 163]. To leverage the advantages in character and (sub)word level representation, some previous work combine (sub)word- and character-level representations [164–166] or develop hybrid word/subword-character architectures [141, 154, 167–170]. However, all those approaches assume monolingual setting, which is different from ours.

4.1.2 Multilingual Setting

Addressing OOV problems in a multilingual setting is relatively under-explored, probably because most multilingual models use separate vocabularies [171, 172]. While there is no direct precedent, previous work show that incorporating multilingual contexts can improve monolingual word embeddings [173–177].
Madhyastha and España-Bonet [178] increase the vocabulary size for statistical machine translation (SMT). Given an OOV source word, they generate a translation list in target language, and integrate this list into SMT system. Although they also generate translation list (similar with us), their approach is still in monolingual setting with SMT. Cotterell and Heigold [179] train char-level taggers to predict morphological taggings for high/low resource languages jointly, alleviating OOV problems to some extent. In contrast, we focus on dealing with the OOV issue at sub-word level in the context of pre-trained BERT model.

4.2 Approach

We use the multilingual BERT as the pre-trained model. We first introduce the pre-training procedure of this model (Section 4.2.1) and then introduce two methods we investigate to alleviate the OOV issue by expanding the vocabulary (Section 4.2.2). Note that these approaches are not restricted to BERT but also applicable to other similar models, and these approaches can be seamlessly applied to alleviate both the sub-word and word level OOV issue.

4.2.1 Pre-Trained BERT

Compared to GPT [138] and ELMo [180], BERT [112] uses a bidirectional transformer, whereas GPT pre-trains a left-to-right transformer [181]; ELMo [180] independently trains left-to-right and right-to-left LSTMs [182] to generate representations as additional features for end tasks.

In the pre-training stage, Devlin et al. [112] use two objectives: masked language model (LM) and next sentence prediction (NSP). In masked LM, they randomly mask some input tokens and then predict these masked tokens. Compared to unidirectional LM, masked LM enables representations to fuse the context from both directions. In the NSP task, given a certain sentence, it aims to predict the next sentence. The purpose of adding the NSP objective is that many downstream tasks such as question answering and language inference require sentence-level understanding, which is not directly captured by LM objectives.

After pre-training on large-scale corpora like Wikipedia and BookCorpus [183], we follow recent work [112, 138] to fine-tune the pre-trained model on different downstream tasks with minimal architecture adaptation. We show how to adapt BERT to different downstream tasks in Figure 9 (left).
4.2.2 Vocabulary Expansion

Devlin et al. [112] pre-train the multilingual BERT on Wikipedia in 102 languages, with a shared vocabulary that contains 110k subwords calculated from the WordPiece model [184]. If we ignore the shared subwords between languages, on average, each language has a 1.1k vocabulary, which is significantly smaller than that of a monolingual pre-trained model such as GPT (40k). The OOV problem tends to be less serious for languages (e.g., French and Spanish) that belong to the same language family of English. However, this is not always true, especially for morphologically rich languages such as German [185, 186]. OOV problem is much more severe in low-resource scenarios, especially when a language (e.g., Japanese and Urdu) uses an entirely different character set from high-resource languages.

We focus on addressing the OOV issue at subword level in multilingual settings. Formally, suppose we have an embedding $E_{\text{bert}}$ extracted from the (non-contextualized) embedding layer in the multilingual BERT (i.e., the first layer of BERT). And suppose we have another set of (non-contextualized) sub-word embeddings $\{E_{l_1}, E_{l_2}, \ldots, E_{l_n}\} \cup \{E_{\text{en}}\}$, which are pre-trained on large corpora using any standard word embedding toolkit. Specifically, $E_{\text{en}}$ represents the pre-trained embedding for English, and $E_{l_i}$ represents the pre-trained embedding for non-English language $l_i$ at the subword level. We denote the vocabulary of $E_{\text{bert}}$, $E_{\text{en}}$, and $E_{l_i}$ by $V_{\text{bert}}$, $V_{\text{en}}$, and $V_{l_i}$, respectively. For each subword $w$ in $V_{\text{bert}}$, we use $E_{\text{bert}}(w)$ to denote the pre-trained embedding of word $w$ in $E_{\text{bert}}$. $E_{l_i}(\cdot)$ and $E_{\text{en}}(\cdot)$ are defined in a similar way as $E_{\text{bert}}(\cdot)$. For each non-English language $l_i \in \{l_1, l_2, \ldots, l_n\}$, we aim to enrich $E_{\text{bert}}$ with more subwords from the vocabulary in $E_{l_i}$ since $E_{l_i}$ contains a larger vocabulary of language $l_i$ compared to $E_{\text{bert}}$. 

![Figure 9: Left: fine-tuning BERT on different kinds of end tasks. Right: illustration of joint and mixture mapping (in this example, during mixture mapping, we represent $e(\text{cer}) = 0.7 * e(\text{cr}) + 0.2 * e(\text{or}) + 0.1 * e(\text{ch})$).](image-url)
As there is no previous work to address multilingual OOV issues, inspired by previous solutions designed for monolingual settings, we investigate the following two methods, and all of them can be applied at both word/subword level, though we find subword-level works better (Section 4.3).

**Joint Mapping** For each non-English language \( l \), we first construct a joint embedding space \( E'_l \) through mapping \( E_l \) to \( E_{en} \) by an orthogonal mapping matrix \( B_l \) (i.e., \( E'_l = E_l B_l \)). When a bilingual dictionary \( f_l : V_l \rightarrow V_{en} \) is available or can be constructed based on the shared common subwords (Section 4.3.1), we obtain \( B_l \) by minimizing:

\[
\sum_{w' \in V_l \cap \{w : f_l(w) \in V_{en}\}} \|E_l(w')B_l - E_{en}(f_l(w'))\|_F^2
\]

where \( \|\cdot\|_F \) denotes the Frobenius norm. Otherwise, for language pair (e.g., English-Urdu) that meets neither of the above two conditions, we obtain \( B_l \) by an unsupervised word alignment method from MUSE [187].

We then map \( E'_l \) to \( E_{bert} \) by an orthogonal mapping matrix \( A'_l \), which is obtained by minimizing

\[
\sum_{w \in f_l(V_l) \cap V_{bert}} \|E'_l(w)A'_l - E_{bert}(w)\|_F^2
\]

We denote this method by \( M_J \) in our discussion below, where the subscript \( J \) stands for “joint”.

**Mixture Mapping** Following the work of Gu et al. [188] where they use English as “universal tokens” and map all other languages to English to obtain the subword embeddings, we represent each subword in \( E'_l \) (described in joint mapping) as a mixture of English subwords where those English subwords are already in the BERT vocab \( V_{bert} \). This method, denoted by \( M_M \), is also a joint mapping without the need for learning the mapping from \( E'_l \) to \( E_{bert} \). Specifically, for each \( w \in V_l \), we obtain its embedding \( e(w) \) in the BERT embedding space \( E_{bert} \) as follows.

\[
e(w) = \sum_{u \in T(w)} p(u|w)E_{bert}(u)
\]

where \( T(w) \) is a set to be defined later, and the mixture coefficient \( p(u|w) \) is defined by

\[
p(u|w) = \frac{\exp(\text{CSLS}(E_l(u), E_{en}(w)))}{\sum_{v \in T(w)} \exp(\text{CSLS}(E_l(v), E_{en}(w)))}
\]

where CSLS refers to the distance metric Cross-domain Similarity Local Scaling [187]. We select five \( v \in V_{en} \cup V_{bert} \) with the highest \( \text{CSLS}(E_l(v), E_{en}(w)) \) to form set \( T(w) \). In all our experiments, we set the number of nearest neighbors in CSLS to 10. We refer readers to Conneau et al. [187] for details. Figure 9 (right) illustrates the joint and mixture mapping.
4.3 Experiment

4.3.1 Experiment Settings

We obtain the pre-trained embeddings of a specific language by training fastText [163] on Wikipedia articles in that language, with context window 5 and negative sampling 5. Before training, we first apply BPE [136] to tokenize the corpus with subword vocabulary size 50k. For joint mapping method $M_J$, we use bilingual dictionaries provided by Conneau et al. [187]. For a language pair where a bilingual dictionary is not easily available, if two languages share a significant number of common subwords (this often happens when two languages belong to the same language family), we construct a bilingual dictionary based on the assumption that identical subwords have the same meaning [189]. We add all unseen subwords from 50k vocabulary to BERT. We define a word as an OOV word once it cannot be represented as a single word. For example, in BERT, the sentence “Je sens qu’ entre ça et les films de médecins et scientifiques” is represented as “je sens qu ## entre [UNK] et les films de [UNK] et scientifiques”, where qu’ is an OOV word since it can only be represented by two subword units: qu and ##’, but it is not OOV at subword level; ça and médecins cannot be represented by any single word or combination of subword units, and thus they are OOV at both word and subword level.

We use the multilingual BERT with default parameters in all our experiments, except that we tune the batch size and training epochs. To have a thorough examination about the pros and cons of the explored methods, we conduct experiments on a variety of token-level and sentence-level classification tasks: part of speech (POS) tagging, named entity recognition (NER), machine translation quality estimation, and machine reading comprehension. See more details in each subsection.

4.3.2 Discussions about Mapping Methods

Previous work typically assumes a linear mapping exists between embedding spaces of different languages if their embeddings are trained using similar techniques [130, 190]. However, it is difficult to map embeddings learned with different methods [189]. Considering the differences between BERT and fastText: e.g., the objectives, the way to differentiate between different subwords, and the much deeper architecture of BERT, it is very unlikely that the (non-contextualized) BERT embedding and fastText embedding reside in the same geometric space. Besides, due to that BERT has a relatively smaller vocabulary for each language, when we map a pre-trained vector to its portion in BERT indirectly as previous methods, the supervision signal is relatively weak, especially for low-resource languages. In our experiment, we find that the accuracy of the mapping from
our pre-trained English embedding to multilingual BERT embedding (English portion) is lower than 30%. In contrast, the accuracy of the mapping between two regular English embeddings that are pre-trained using similar methods (e.g., CBOW or SkipGram [191]) could be above 95% [187].

Besides the joint mapping method $M_J$ (Section 4.2.2), another possible method that could be used for OOV problem in multilingual setting is that, for each language $l$, we map its pre-trained embedding space $E_l$ to embedding $E_{bert}$ by an orthogonal mapping matrix $A_l$, which is obtained by minimizing $\sum_{w \in V_l \cap V_{bert}} \|E_l(w)A_l - E_{bert}(w)\|^2_F$. This approach is similar to [130], and is referred as independent mapping method below. However, we use examples to demonstrate why these kind of methods are less promising. In Table 15, the first two rows are results obtained by mapping our pre-trained English embedding (using fastText) to the (non-contextualized) BERT embedding. In this new unified space, we align words with CSLS metric, and for each subword that appears in English Wikipedia, we seek its closest neighbor in the BERT vocabulary. Ideally, each word should find itself if it exists in the BERT vocabulary. However, this is not always true. For example, although “however” exists in the BERT vocabulary, independent mapping fails to find it as its own closest neighbor. Instead, it incorrectly maps it to irrelevant Chinese words “盘” (“plate”) and “龙” (“dragon”). A similar phenomenon is observed for Chinese. For example, “册” is incorrectly aligned to Chinese words “书” and “卷”.

| Source Lang | Source       | Target       | probability |
|-------------|--------------|--------------|-------------|
| English     | however      | 盘 (plate)   | 0.91        |
|             | however      | 龙 (dragon)  | 0.05        |
| Chinese     | 册 (booklet) | 书 (book)    | 0.49        |
|             | 册 (booklet) | 卷 (volume)  | 0.46        |

Table 15: Alignment from Independent Mapping.

Furthermore, our POS tagging experiments (Section 4.3.3) further show that joint mapping $M_J$ does not improve (or even hurt) the performance of the multilingual BERT. Therefore, we use mixture mapping $M_M$ to address and discuss OOV issues in the remaining sections.

4.3.3 Monolingual Sequence Labeling Tasks

**POS Tagging:** We use the Universal Dependencies v1.2 data [194]. For languages with token segmentation ambiguity, we use the gold segmentation following Plank et al. [6]. We consider languages that have sufficient training data and filter out languages that have unsatisfying embedding alignments with English (accuracy is lower than 20.0% measured by word alignment accuracy or 0.25 by unsupervised metric in MUSE [187]). Finally, we
Table 16: POS tagging accuracy (%) on the Universal Dependencies v1.2 dataset. BERT\textsubscript{oov}: BERT with method \textit{M}. BERT\textsubscript{oovR}: BERT with randomly picked embedding from BERT. BERT\textsubscript{oovMJ}: BERT with method \textit{MJ}. OOV\textsubscript{w}: word-level OOV rate. OOV\textsubscript{sw}: subword-level OOV rate. 

keep 16 languages. We use the original multilingual BERT (without using CRF \[195\] on top of it for sequence labeling) to tune hyperparameters on the dev set and use the fixed hyperparameters for the expanded multilingual model. We do not tune the parameters for each model separately. As shown in Table 16, at both the word and subword level, the OOV rate in this dataset is quite high. Mixture mapping improves the accuracy on 10 out of 16 languages, leading to a 1.97% absolute gain in average. We discuss the influence of alignments in Section 4.3.6.

Chinese NER: We are also interested in investigating the performance gap between the expanded multilingual model and a monolingual BERT that is pre-trained on a large-scale monolingual corpus. Currently, pre-trained monolingual BERT models are available in English and Chinese. As English has been used as the interlingua, we compare the expanded multilingual BERT and the Chinese BERT on a Chinese NER task, evaluated on the Weibo NER dataset constructed from social media by Peng and Dredze \[196\].

Table 17: Performance of various models on the test set of Weibo NER. BERT\textsubscript{zh}: Chinese BERT pre-trained over Chinese Wikipedia. We use scripts \textit{conlleval} for evaluation on NER.
the training set, the token-level OOV rate is 2.17%, and the subword-level OOV rate is 0.54%. We tune the hyperparameters of each model based on the development set separately and then use the best hyperparameters of each model for evaluation on the test set.

As shown in Table 17, the expanded model outperforms the multilingual BERT on the Weibo NER dataset. We boost the F1 score from 59.0% to 61.4%. Compared to the Chinese BERT (66.9%), there still exists a noticeable performance gap. One possible reason could be the grammatical differences between Chinese and English. As BERT uses the language model loss function for pre-training, the pre-trained Chinese BERT could better capture the language-specific information compared to the multilingual BERT.

### 4.3.4 Code-Mixed Sequence Labeling Tasks

As the multilingual BERT is pre-trained over 102 languages, it should be able to handle code-mixed texts. Here we examine its performance and the effectiveness of the expanded model in mixed language scenarios, using two tasks as case studies.

**Code-Switch Challenge**: We first evaluate on the CALCS-2018 code-switched task [7], which contains two NER tracks on Twitter social data: mixed English&Spanish (en-es) and mixed Modern Standard Arabic&Egyptian (ar-eg). Compared to traditional NER datasets constructed from news, the dataset contains a significant portion of uncommon tokens like hashtags and abbreviations, making it quite challenging. For example, in the en-es track, the token-level OOV rate is 44.6%, and the subword-level OOV rate is 3.1%; in the ar-eg track, the token-level OOV rate is 64.0%, and the subword-level OOV rate is 6.0%. As shown in Table 18, on ar-eg, we boost the F1 score from 74.7% to 77.3%. However, we do not see similar gains on the en-es dataset, probably because that English and Spanish share a large number of subwords, and adding too many new subwords might prevent the model from utilizing the well pre-trained subwords embedding. See Section 4.3.6 for more discussions.

| Model | en-es | ar-eg |
|-------|-------|-------|
|       | Prec  | Rec   | F1   | Prec | Rec   | F1   |
| FAIR♣ | -     | -     | 62.4 | -    | -     | 71.6 |
| IIT♣  | -     | -     | 63.8 | -    | -     | -    |
| FAIR♦ | -     | -     | 67.7 | -    | -     | 81.4 |
| BERT  | 72.7  | 63.6  | 67.8 | 73.8 | 75.6  | 74.7 |
| BERT_{oov} | **74.2** | 60.9 | 66.9 | **76.9** | **77.8** | **77.3** |

Table 18: Accuracy (%) on the code-switch challenge. The top two rows are based on the test set, and the bottom three rows are based on the development set. ♣: results from Aguilar et al. [7]. ♦: results from Wang et al. [8].
Machine Translation Quality Estimation: All previous experiments are based on well-curated data. Here we evaluate the expanded model on a language generation task, where sometimes the generated sentences are out-of-control.

We choose the automatic Machine Translation Quality Estimation task and use Task 2 – word-level quality estimation – in WMT18 [197]. Given a source sentence and its translation (i.e., target), this task aims to estimate the translation quality (“BAD” or “OK”) at each position: e.g., each token in the source and target sentence, each gap in the target sentence. We use English to German (en-de) SMT translation. On all three categories, the expanded model consistently outperforms the original multilingual BERT (Table 19)\(^8\).

| Model         | Words in MT | Gaps in MT | Words in SRC |
|---------------|-------------|------------|--------------|
|               | F1-BAD | F1-OK | F1-multi | F1-BAD | F1-OK | F1-multi | F1-BAD | F1-OK | F1-multi |
| [198]         | 0.68    | 0.92   | **0.62**  | -       | -     | -       | -       | -     | -       |
| [198]         | 0.66    | 0.92   | 0.61      | 0.51    | 0.98  | **0.50** | -       | -     | -       |
| SHEF – PT♣    | 0.51    | 0.85   | 0.43      | 0.29    | 0.96  | 0.28    | 0.42    | 0.80  | 0.34    |
| BERT          | 0.58    | 0.91   | 0.53      | 0.47    | 0.98  | 0.46    | 0.48    | 0.90  | 0.43    |
| BERT\(_{oov}\) | 0.60    | 0.91   | **0.55**  | 0.50    | 0.98  | **0.49** | 0.49    | 0.90  | **0.44** |

Table 19: WMT18 Quality Estimation Task 2 for the en→de SMT dataset. ♣: result from Specia et al. [9]. MT: machine translation, e.g., target sentence, SRC: source sentence. F1-OK: F1 score for “OK” class; F1-BAD: F1 score for “BAD” class; F1-multi: multiplication of F1-OK and F1-BAD.

4.3.5 Sequence Classification Tasks

Finally, we evaluate the expanded model on sequence classification in a mixed-code setting, where results are less sensitive to unseen words.

Code-Mixed Machine Reading Comprehension: We consider the mixed-language machine reading comprehension task. Since there is no such public available dataset, we construct a new Chinese-English code-mixed machine reading comprehension dataset based on 37,436 unduplicated utterances obtained from the transcriptions of a Chinese and English mixed speech recognition corpus King-ASR-065-1\(^9\). We generate a multiple-choice machine reading comprehension problem (i.e., a question and four answer options) for each utterance. A question is an utterance with an English text span removed (we randomly pick one if there are multiple English spans) and the correct answer option is the removed English span. Distractors (i.e., wrong answer options) come from the top three closest English text spans, which appear in the corpus, based on the cosine similarity of word embeddings trained on the same corpus. For example, given a question

\(^8\)Our evaluation is based on the development set since the test set is only available to participants, and we could not find the submission teams’ performance on the development set.

\(^9\)http://kingline.speechocean.com.
“突然听到 21____，那强劲的鼓点，那一张张脸。”（“Suddenly I heard 21____, and the powerful drum beats reminded me of the players.”）和四个选项 {“forever”, “guns”, “jay”, “twins”}，任务是选择正确的选项“guns”（“21 Guns”是美国摇滚乐队Green Day的一首歌）。我们将数据集划分为训练、开发和测试集，大小分别为 36,636, 400, 400，分别。10 安全者通过手动清理和改进质量的问题，通过在开发和测试集中产生更多混淆选项，以保证这些问题没有错误且具有挑战性。

在这个实验中，对于每个BERT模型，我们遵循其默认超参数。如表20所示，扩展模型提高了多语言BERT（38.1%）的准确率为1.2%。人类性能（81.4%）表明这并不是一个容易的任务，甚至对人类读者来说。

| Model  | Development | Test  |
|-------|-------------|-------|
| BERT<sub>en</sub> | 38.2 | 37.3 |
| BERT | 38.7 | 38.1 |
| BERT<sub>oov</sub> | 39.4 | **39.3** |
| BERT<sub>zh</sub> | 40.0 | **45.0** |

表20：代码混合阅读理解任务数据集上模型的准确性（%）。
BERT<sub>en</sub>：预训练的英语BERT。BERT<sub>zh</sub>：预训练的中文BERT。

### 4.3.6 讨论

在这个部分，我们首先简要探讨性能提升是否确实来自于OOV的降低，然后讨论我们探讨的方法的优势和劣势。

首先，我们论证在多语言环境中，缓解OOV问题至关重要。以词性标注任务为例，我们发现大多数错误发生在OOV位置（表21在4.3.3节）。在原始BERT中，OOV词的准确率远低于非-OOV词，而我们显著提高了OOV词的准确率。所有这些结果表明，总体的改进主要来自于OOV的减少。

我们还观察到以下因素可能影响扩展模型的性能。

**子词：**当扩展词汇时，关键是只添加频率高的子词。目前，我们从50k词汇表（4.3.1节）中添加所有未见过的子词，这可能不是一个最佳选择。添加太多的子词可能阻止模型从
utilizing the information from pre-trained subword embedding in BERT, especially when there is a low word-level overlap between the training and test set.

**Language:** We also find that languages can influence the performance of the vocabulary expansion through the following two aspects: the alignment accuracy and the closeness between a language and English. For languages that are closely related to English such as French and Dutch, it is relatively easy to align their embeddings to English as most subword units are shared [187, 189]. In such case, the BERT embedding already contains sufficient information, and therefore adding additional subwords may hurt the performance. On the other hand, for a distant language such as Polish (Slavic family), which shares some subwords with English (Germanic family), adding subwords to BERT brings performance improvements. In the meantime, as Slavic and Germanic are two subdivisions of the Indo-European languages, we find that the embedding alignment methods perform reasonably well. For these languages, vocabulary expansion is usually more effective, indicated by POS tagging accuracies for Polish, Portuguese, and Slovenian (Table 16). For more distant languages like Arabic (Semitic family) that use different character sets, it is necessary to add additional subwords. However, as the grammar of such a language is very different from that of English, how to accurately align their embeddings is the main bottleneck.

**Task:** We see more significant performance gains on NER, POS and MT Quality Estimation, possibly because token-level understanding is more critical for these tasks, therefore alleviating OOV helps more. In comparison, for sequence level classification tasks such as machine reading comprehension (Section 4.3.5), OOV issue is less severe since the result is based on the entire sentence.

| Lang | BERT non-OOV | OOV | BERT_{oov} non-OOV | OOV |
|------|--------------|-----|-------------------|-----|
| fi   | 98.1         | 81.3| 98.5              | 90.2|
| fr   | 97.0         | 90.2| 97.2              | 95.6|
| hr   | 97.8         | 91.9| 97.7              | 94.5|
| pl   | 98.8         | 84.6| 99.0              | 93.2|
| pt   | 98.8         | 91.5| 98.6              | 94.8|
| sl   | 98.6         | 91.6| 98.7              | 95.1|
| sv   | 97.4         | 82.9| 98.2              | 94.8|

Table 21: POS tagging accuracy (%) for OOV tokens and non-OOV tokens on the Universal Dependencies v1.2 dataset, where the OOV/non-OOV are defined at word level with the original BERT vocabulary.
4.4 Conclusion

We investigated two methods (i.e., joint mapping and mixture mapping) inspired by monolingual solutions to alleviate the OOV issue in multilingual settings. Experimental results on several benchmarks demonstrate the effectiveness of mixture mapping and the usefulness of bilingual information. To the best of our knowledge, this is the first work to address and discuss OOV issues at the subword level in multilingual settings. Future work includes: investigating other embedding alignment methods such as Gromov-Wasserstein alignment [199] upon more languages; investigating approaches to choose the subwords to be added dynamically.
Large Episodic Memory Language Modelling

This chapter is based on our previous work “On-The-Fly Information Retrieval Augmentation for Language Models” [200]. Here, we are interested in exploring the value of long term episodic memory in language modeling. For example, a language model can be used in January to assign a probability distribution over the statements that will appear in the newspaper in March. But one month later, in February, the distribution over the predictions for March should be updated to take into account factual developments since the previous prediction. Long term episodic memory should be taken into account when assigning a probability to a statement.

Here we take a simple approach in which a pre-trained GPT language model [138, 201] is zero-shot augmented with an episodic memory consisting simply of a corpus of past news articles. Conceptually the past news articles are viewed as additional training data which can be legitimately accessed when evaluating on future text. In our most basic experiment we calculate the probability of a future article by first calculating the probability of its first $k$ sentences using the pre-trained GPT model. We then use the first $k$ sentences as a query in an information retrieval system to extract a relevant past article. We then insert the past article following the first $k$ sentences when calculating the probability of the remainder of the future article using the same pre-trained GPT model. This is a zero-shot augmentation in the sense that there is no additional training or fine tuning of the pre-trained model. Our results show that this augmentation significantly reduces perplexity. We also present various other experiments including results on fine-tuning the model in the presence of the memory and the effect of this memory on event co-reference.

Related Work

Various language models have utilized external knowledge or long contexts [202–209]. But these papers do not address the question of whether additional context or external knowledge is useful as a zero-shot augmentation of large scale pre-trained NLP models.

The value of external knowledge has previously been demonstrated for NLP tasks such as natural language inference [210, 211], language generation [209], knowledge base completion [212, 213] and question answering [100, 214, 215]. However, all those prior works assume the model is small and trained from scratch.

As large scale pre-trained models have become more powerful it is not immediately clear whether external resources can still add value. The only work we know of on using external resources in modern large scale models is Yang et al. [211] where a human curated external lexical resource is used to improve BERT.
Our approach bears some resemblance to neural cache models [208]. However, neural cache models store past hidden states as memory and accesses them through a dot product with the current hidden states. This is different from retrieving knowledge from a corpus-sized memory.

Our approach is also somewhat related to memory networks [216]. Memory networks have a memory module which can be learnt jointly with other components. It has shown success in applications such as machine reading comprehension [10, 217, 218] and visual question answering [219–221]. Significant progress in memory networks has been achieved in both architecture [12, 222, 223] and model scale [11, 13].

Several papers have formulated, and experimented with, scalable memory networks — memory networks that employ some method of efficiently reading and writing to very large neural memories. This is done with approximate nearest neighbor methods in Rae et al. [11] and with product keys in Lample et al. [13]. These large memories are used to provide additional model capacity where the memory contents are trained over a large data set using gradient descent training, just as one would train the parameters of a very large network. It is shown in Lample et al. [13] that it is possible to insert a large memory as a layer in a transformer architecture resulting a model where the same number of parameters and the same performance can be achieved with half the layers and with much faster training time than a standard transformer architecture. Here, however, we are proposing zero-shot augmentation with an external data source used as an episodic memory.

The use of key-value memories in Miller et al. [12] is particularly similar to our model. Key-value memories were used there in treating a corpus of Wikipedia movie pages as a memory for answering questions about movies. As in our system, articles were extracted using word based information retrieval. Each article was encoded as a vector which was then given to a question answering architecture. This was shown to improve on automated knowledge base extraction from the same corpus but was still not competitive with human curated knowledge graphs for movies. Here we give the text of the retrieved article directly to the language model architecture and focus on augmenting large scale language models.

5.2 Model

We use the pre-trained transformer GPT 2.0 [201]. Let $W_w$ and $W_p$ be the subword and position embeddings respectively. Let $M$ denote the total number of layers, for a token
at time step \( t \), the \( m \)-th layer’s hidden state \( h_t^m \) is given by:

\[
    h_t^m = \begin{cases} 
    W_w + W_p & \text{if } m = 0 \\
    TB(h_{t-1}^{m-1}) & \text{if } 1 \leq m \leq M
    \end{cases}
\]

where TB stands for Transformer Block, and it containing a MLP, residual connection \([110]\), self attention \([109]\) and LayerNorm \([111]\). We use last layer’s hidden state \( h_t^M \) as the presentation \( H_t \) for the token at time step \( t \). We augment GPT 2.0 with a large episodic memory component, and the overall architecture is shown in Figure 10.

![Figure 10: GPT with large episodic memory component](image)

For a sequence \( S \) with \( T \) tokens, let \( S_1, \ldots, S_p \) be the tokens of the first \( k \) sentences. Let \( C \) be a sequence (article) retrieved from memory using the first \( k \) sentences as the query, the vector \( H_t \) is:

\[
    H_t = \begin{cases} 
    \text{GPT}(S_1,\ldots,S_t), & \text{if } t \leq p \\
    \text{GPT}(S_1,\ldots,S_p,C,\ldots,S_t), & \text{otherwise}
    \end{cases}
\]

That’s to say, for the first \( k \) sentences, we directly feed them to GPT to obtain their representations. For remaining sentences, their representations are conditioned on both the first \( k \) sentences and the retrieved context \( C \). Table 22 compares features of our simple memory augmentation with those of other memory models.

5.3 Experiments

We focus on two tasks: document level language modelling and event co-retrieved. In both tasks we take a document as input and use first \( k \) sentences to query the memory.
| Model     | episodic | search | memory size   |
|-----------|----------|--------|---------------|
| DMN       | yes      | exact  | ~1K words     |
| SAM:      | no       | approx | ~100K slots   |
| KVM:      | yes      | exact  | ≤ 1M slots    |
| LMN:      | no       | exact  | ~1M slots     |
| Ours:     | yes      | approx | ~10M documents|

Table 22: Comparison between different models. DMN: Dynamic Memory Network [10]; SAM: Sparse Access Memory [11]; KVM: Key Value Memory [12]; LMN: Large Memory Network [13]. Memory size is measured in their own words.

To calculate the perplexity of a document, we compute the log-probability of a document by multiplying byte level probability, then divide the log-probability by the actual word count in the query document.

We use Gigaword [224] as both our language modeling test set and as our external memory. Gigaword contains news from different sources such as NY Times and XinHua News etc. For language modelling we use the NY Times portion because it is written by native English speakers. Since GPT 2.0 is trained on Common Crawl which contains news collections started from 2008. To avoid testing on GPT-2 training data, we use Gigaword articles collected prior to 2008. For the pre-trained language model we use GPT 2.0 [201] 11. It contains three pre-trained models: GPT Small, Medium and Large.

For information retrieval we use Lucene due to its simplicity. Given a query document we first do sentence and word tokenization and then use the first $k$ sentences to retrieve top 20 retrieved documents with the default TF-IDF distance metric provided by Lucene. Since too distant document pairs are uninformative and too related document pairs tends to be duplicates of the test article, we further filter those top ranked documents by time stamp, news source and cosine similarity. More specifically, we choose the highest ranked retrieved document that simultaneously satisfies the following three conditions: it comes from a different news source; it appears earlier but within two weeks time window of the test document, and the bag of word cosine similarity between the test and the retrieved cannot be larger than $0.6\alpha$ where $\alpha$ is the largest bag of word cosine similarity between the test article and any retrieved articles. To support fine-tuning experiments we constructed a corpus of pairs of a query article and a cached retrieved document. We split the dataset into train/dev/test by query document’s time stamp. The train/dev/test size is: 79622,16927,8045. For zero-shot experiments we use the test set of 8045 articles. We do experiments with $k \in \{1, 2, 5\}$.

To check the quality of query-retrieved pairs, we randomly sample 100 pairs from dev set and compute the bag of word cosine similarity between the two documents. The mean

11https://github.com/huggingface/pytorch-transformers
cosine similarity is 0.15. We also manually inspect them: we ask two NLP researchers to annotate the \textit{query-retrieved} pair as “BAD” or “OK” independently, i.e., if two documents are almost duplicates or totally unrelated, then it’s “BAD”, otherwise, it’s “OK”. Among 100 pairs, 83 pairs are “OK”, 17 pairs are “BAD” due to irrelevance. The Cohen’s kappa coefficient between two annotations is 0.94.

5.3.1 Language modelling

For language modeling we try zero-shot memory augmentation, fine-tuned memory augmentation, and training a small memory-augmented network from scratch. When training, we use the Adam optimizer from GPT 1.0 [76]. The learning rate is 0.001, weight decay parameter is 0.01, the warm up proportion is 0.1. For other parameters, we use the default values from GPT 2.0. The fine-tuning on Gigaword takes less than one day with a single GPU.

\textbf{Zero-shot and fine-tuning results} Following Radford et al. [201], we first evaluate our model on Gigaword with zero-shot setting and then fine-tune the model. The results are given in Table 23.

| Model Size  | woc  | k=1    | k=2    | k=5    |
|-------------|------|--------|--------|--------|
| GPT-Small   | 35.15| 29.29  | 30.54  | 32.38  |
| GPT-Medium  | 22.78| 19.84  | 20.54  | 21.48  |
| GPT-Large   | 19.90| 17.41  | 18.00  | 18.80  |
| GPT-Small   | 23.03| 21.01  | 21.89  | 22.66  |

Table 23: Perplexity for zero-shot (top 3 rows) and fine-tuning (last row) settings when use different \( k \) to retrieve the context. \textit{woc}: without retrieved context.

From Table 23, we see that with additional context retrieved from episodic memory, for all different GPT models, we obtain significantly lower perplexity than using original GPT 2.0. When fine tuning the model with context, we can further reduce the overall perplexity. We only fine tune GPT small due to our GPU memory constraints. Preliminary analysis indicates that most of the perplexity reduction comes at content words and semantically rich words where predictions require broader context. This is consistent with the phenomena found in Khandelwal et al. [205]. We further find that smaller \( k \) leads to slightly worse retrieval quality, however, more continued sentences will benefit from the retrieved context. Since Gigaword contains newswire, the first several sentences usually are importation summarizations, thus overall, smaller \( k \) will result in lower perplexity.
**Train from scratch** We also investigate training this form of memory-augmented model from scratch on our query-retrieved pairs. For these experiments we train smaller transformers and the results are given in Table 24. From Table 24, we see that additional context still helps and we can get decent perplexity even with quite small models.

| Model Config woc | k=1 | k=2 | k=5 |
|------------------|-----|-----|-----|
| E=384,H=6,L=6   | 35.62 | 31.94 | 33.18 | 35.26 |
| E=384,H=8,L=8   | 33.67 | 29.62 | 30.76 | 32.73 |
| E=576,H=8,L=8   | 31.32 | 27.38 | 28.54 | 30.63 |

Table 24: Perplexity when train from scratch. E: hidden states dimensionality; H: # of head; L: # of layer. GPT-Small has the configuration: E=764, H=12, L=12.

**When context is less relevant** We also evaluate our method on Wikitext-2/103, in which the retrieved context is less relevant due to domain difference between Wikipedia and Gigaword. In this case, we use the most top ranked document from Gigaword as reference. Table 25 shows that less relevant contexts have very little impact on perplexity.

| Dataset        | woc  | k=1  | k=2  | k=5  |
|----------------|------|------|------|------|
| Wikitext-2     | 28.67 | 28.96 | 28.95 | 28.70 |
| Wikitext-103   | 25.38 | 25.68 | 25.56 | 25.39 |

Table 25: Zero-shot perplexity using GPT-Small

### 5.3.2 Event Co-reference

Intuitively episodic memory is useful because it contains information about the particular events mentioned in the test document. With this in mind we evaluate our approach on the event co-reference dataset ECB+ [225]. ECB+ contains 982 documents clustered into 43 topics, and has two evaluation settings: coreferring mentions occurring within a single document (within document) or across a document collection (cross document).

For the event co-reference pipeline, we follow the joint modeling method of Barhom et al. [16] where they jointly represented entity and event mentions with various features and learned a pairwise mention/entity scorer for coreference classification. We augment their mention features with the mention’s vector representations extracted from either GPT 2.0 or our zero-shot augmented GPT 2.0. For event co-reference, we use the whole test document to retrieve the context from Gigaword. From Table 26, we see that the context can help boost the CONLL F1 score.
Table 26: F1 score on ECB+ dataset. KCP: Kenyon-Dean et al. [14] where they add a clustering-oriented regularization term; CV: Cybulska and Vossen [15] where they add the feature calculated from “event template”; JM: Barhom et al. [16]. ♣: we also feed the retrieved context to GPT to get the representation.

| System                | MUC | $B^3$ | CONLL |
|-----------------------|-----|-------|-------|
| **Within Document**   |     |       |       |
| KCP                   | 63.0| 92.0  | 81.0  |
| JM                    | 70.9| 93.5  | 85.1  |
| JM+GPT                | 80.1| 93.5  | 85.2  |
| JM+GPT+CTX♣           | 80.2| 93.9  | 85.4  |
| **Combined Within and Cross Document** |     |       |       |
| CV                    | 73.0| 74.0  | 73.0  |
| KCP                   | 69.0| 69.0  | 69.0  |
| JM                    | 80.9| 80.3  | 79.5  |
| JM+GPT                | 81.2| 80.2  | 79.6  |
| JM+GPT+CTX♣           | 81.3| 80.5  | 79.8  |

5.4 Conclusion

In this section, we propose a method to augment a pre-trained NLP model with a large episodic memory. Unlike previous work, we use information retrieval to handle a large external corpus of text and feed retrieved documents directly to language models. Evaluation results on language modelling and event co-reference show the promise of our method. To the best of our knowledge, this is the first work that augments pre-trained NLP models with large episodic memory. In principle, the memory-augmented GPT-2 can be used as a variant of GPT-2 for any downstream tasks, such as GLUE tasks [125], although we have not experimented with that here.
6 Conclusion

Deep learning is very powerful, but it’s data hungry. Various approaches have been proposed to alleviate the annotation bottleneck for deep learning by making the model more knowledge efficient. In this thesis, we also propose several approaches to make the deep learning models more knowledge-efficient.

Specifically, we reviewed four work we have done in this direction: First, we proposed a knowledge rich deep learning model, which is an unifying learning framework for weak supervisions such as distant supervision, data programming and joint inference; Second, we applied knowledge rich deep learning model to assist the machine reading comprehension models to find the correct evidence sentences that can support their decision; Third, we investigate the knowledge transfer techniques in multilingual setting, where we proposed a method that can improve pre-trained multilingual BERT based on the bilingual dictionary; Last, we present an episodic memory network for language modelling, in which we encode the large external knowledge for the pre-trained GPT.

We tried our best to make the deep learning models more knowledge-efficient, even the work we present in this thesis is not the most up-to-date, but they’re my early exploration in this direction. Given the fact that current large scale unsupervised pre-training has began to revolutionize the NLP field, still, the power of unsupervised pre-training has not been fully discovered yet and lots of research problems remain unsolved such as efficient transfer learning and model compression etc. Most likely, our future work will center around large scale unsupervised pre-training.
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