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Abstract—As the number of Internet of Things (IoT) devices keeps increasing, data is required to be communicated and processed by these devices at unprecedented rates. Cooperation among wireless devices by exploiting Device-to-Device (D2D) connections is promising, where aggregated resources in a cooperative setup can be utilized by all devices, which would increase the total utility of the setup. In this paper, we focus on the resource allocation problem for cooperating IoT devices with multiple heterogeneous applications. In particular, we develop an Application-Aware Cooperative Time allocation (AACT) framework, which optimizes the time that each application utilizes the aggregated system resources by taking into account heterogeneous device constraints and application requirements. AACT is grounded on the concept of Rolling Horizon Control (RHC) where decisions are made by iteratively solving a convex optimization problem over a moving control window of estimated system parameters. The simulation results demonstrate significant performance gains.

I. INTRODUCTION

As the number of Internet of Things (IoT) devices including smartphones, wireless sensors, smart meters, and health monitoring devices keep increasing [1], data is required to be communicated and processed by these devices at unprecedented rates. Device-to-device (D2D) networking is a major enabling technology for future networks, allowing IoT and wireless devices to communicate directly to each other without going through an auxiliary device, Fig. 1.

D2D connections with very high rates (up to 250 Mbps using Wi-Fi Direct [2]) make cooperation among IoT devices promising to effectively utilize scarce IoT resources such as computing power, energy, and cellular bandwidth. In this context, our goal is to develop an application-aware cooperation framework in D2D networks.

Cooperation among wireless devices by exploiting D2D connections is getting increasing interest, where aggregated resources in a cooperative setup can be utilized by all devices, which would increase the total utility of the cooperative setup. For example, cellular links in Fig. 1 cooperatively used in [3] to improve the throughput of each device. Similarly, such a cooperative system is used for cellular offloading [4], [5], cooperative computation [6], [7], and energy efficiency [8], [9]. However, existing work focuses on one specific application usually, e.g., video streaming [10] or computation [11], [12]. On the other hand, IoT and mobile devices typically support multiple applications simultaneously with different resource requirements. The key question in this context is how to design a resource allocation mechanisms for cooperating IoT devices using D2D links by taking into account application specific requirements. The next example illustrates our point.

Example 1: Let us consider an example topology in Fig. 1 where three devices ($D_1$, $D_2$, $D_3$) are connected to each other via D2D links. Each device is also connected to the Internet via cellular links, where the downlink bandwidths are 1Mbps, 2Mbps, and 2Mbps for $D_1$, $D_2$, and $D_3$, respectively. We assume that $D_1$ is Nexus 6P smartphone with 4x1.55GHz [13], while $D_2$ and $D_3$ are Nexus 5 smartphone with 2GHz computation power [4], the cellular and D2D links operate simultaneously (as they can use different parts of the spectrum), and D2D links are high; 100Mbps.

Assume that there are two applications: (i) video streaming; intensive in terms of cellular downlink rate, and (ii) computation application; intensive in terms of computation power (e.g., solving N-queen puzzle, face detection, etc.). $D_1$ is interested in video streaming, while $D_2$ and $D_3$ are interested in the computation application.

In this setup, if $D_2$ and $D_3$ help $D_1$ to stream the video, the streaming rate of $D_1$ increases to 5Mbps from 1Mbps, which is significant. However, helping $D_1$ may delay the processing of the computation application at $D_2$ and $D_3$, which is not ideal for $D_2$ and $D_3$. Thus, a resource allocation mechanism should be developed so that cellular bandwidth and computation resources of all devices can be efficiently utilized by video streaming and computation applications by...
taking into account their application specific requirements. \[\square\]

The primary challenge in a cooperative system with multiple applications is to define a unifying performance metric. For example, if we only have a video streaming application in Example 1, the performance metric could be download rate of the video, and we can develop a cooperative resource allocation mechanism to maximize the download rate. Similarly, the performance metric of computation application in Example 2 could be computation completion time, which can be minimized. The crucial question when there exists multiple applications with different expectations from the system (e.g., download rate or computation completion time) is to define a unifying performance metric. In this paper, we define this metric as time, and develop a resource allocation framework that optimizes the time that each application utilizes the cooperative system resources by taking into account application requirements.

In this paper, we develop Application-Aware Cooperative Time allocation (AACT) for IoT devices. We first model the time allocation problem as a utility optimization problem, which takes into account heterogeneous application requirements and device constraints, and by iteratively solving a convex optimization problem over a moving control window of estimated system parameters. Finally, we develop a distributed version of AACT, which is AACT-distributed. The following are key contributions of this work:

- We consider the setup of cooperative IoT devices with multiple applications running simultaneously. In this setup, our goal is to develop a resource allocation mechanism by taking into account the requirements of diverse applications, and constraints of heterogeneous IoT devices. The crucial question when there exists multiple applications with different expectations from the system is to define a unifying performance metric. In this paper, we define this metric as time.

- We develop a resource allocation framework that optimizes the time that each application utilizes the cooperative system resources. We model the time allocation problem as a utility optimization problem, which takes into account application requirements, device resources, and resource consumption over time. For example, battery consumption over time in each device is modeled as a linear function of other resource consumptions such as computing power or cellular bandwidth. We solve our network utility maximization problem using Receding Horizon Control (RHC), which gives our AACT algorithm as a solution. AACT makes time allocation decisions by taking into account heterogeneous application requirements and device constraints over a moving control window of estimated system parameters. Finally, we develop a distributed version of AACT, which is AACT-distributed.

The structure of the rest of this paper is as follows. Section II presents system model. Section III presents our Application-Aware Cooperative Time allocation (AACT) framework for IoT. Section IV evaluates the performance of our framework. Section V presents related work. Section VI concludes the paper.

II. SYSTEM MODEL

We consider a setup with $N$ cooperative IoT devices, where $\mathcal{N}$ is the set of devices in our system with $N = |\mathcal{N}|$. These devices are withing close proximity of each other, so they are in the same transmission range and connected to each other (and form a clique topology) via D2D links (such as Wi-Fi Direct or Bluetooth). These devices are connected to the Internet via their cellular links.\[\square\] We assume that cellular and D2D links use the different parts of the spectrum, so they can operate simultaneously. The example topology for $N = 3$ devices is shown in Fig. 1.

We consider a slotted system, where $t \in \mathcal{T}$ indicates the beginning of a time slot $t$, and $\mathcal{T}$ is the set of time slots beginning from 0 to $T$ (noting that $T = |\mathcal{T}|$), which captures the time frame of interest in the system.

At slot $t$, cellular bandwidth of device $i$ is $\bar{w}_i^t$, which varies over time. We do not assume any channel model distribution in our problem formulation as our algorithm adapts itself to the observed state of channel conditions. In particular, we represent the amount of cellular downlink usage by device $i$ as $w_i^t$, which should be less than the observed cellular bandwidth; i.e.,

$$w_i^t \leq \bar{w}_i^t$$

\[1\]

should be satisfied.

On the other hand, we assume that D2D transmission rates are sufficiently high and not a bottleneck of the system model. This assumption is realistic as D2D transmission rates can

1 Note that a naive solution would be isolating applications so that $D_1$ streams video only, while $D_2$ and $D_3$ process the computation application. However, such an isolation is suboptimal as $D_1$ is stronger in terms of computation, while $D_2$ and $D_3$ are stronger in terms of cellular bandwidth. Thus, their resources are complementary and we can get the optimal result if these devices cooperate and help each other.

2 We note that extension of our work to Wi-Fi connected devices to access the Internet is straightforward, so we omit this part in this paper for brevity.
be as high as 250Mbps in a close proximity using Wi-Fi Direct. Furthermore, this assumption helps us better focus on scarce IoT resources such as cellular downlink rate, computation power, and energy.

The computation power of device $i$ available at time $t$ is represented by $c^t_i$, which varies over time, because device $i$ may process background (possibly operating system related) applications that we cannot control. Due to these uncontrolled applications, $c^t_i$ varies over time. We assume that $c^t_i$ is the amount of computation power (in cycles/sec) that device $i$ utilizes, hence

$$c^t_i \leq c_i^d$$  \hspace{1cm} (2)

should be satisfied.

The amount of battery that device $i$ has at slot $t$ is represented by $b^t_i$, which takes a large value if there is a continuous power supply. On the other hand, $b^t_i$ decreases over time depending on how much device $i$ is utilized at slot $t$. In particular, if cellular links are used for downloading data for an application, the battery consumption will be related to $\gamma_w u^t_i$, where $u^t_i$ is the amount of cellular bandwidth usage at time $t$ (as described earlier in this section), and $\gamma_w$ is the amount of battery consumption for every downloaded bit per second. Similarly, the amount of battery consumption due to processing an application is $\gamma_c c^t_i$, where $c^t_i$ is the amount of computation power and $\gamma_c$ is the amount of battery consumption per each cycle/sec. As a summary, the battery consumption from slot $t$ to $t+1$ varies according to:

$$b^{t+1}_i = \alpha^t_i b^t_i - \gamma_c c^t_i - \gamma_w u^t_i \quad \forall i \in \mathcal{N}, t \in \mathcal{T},$$  \hspace{1cm} (3)

where $\alpha^t_i$ captures the battery consumption due to background applications.

We assume that $\mathcal{A}$ is the set of applications (tasks) in the system, where $\mathcal{A}$ is the number of applications, i.e., $\mathcal{A} = |\mathcal{A}|$. At least one device in the cooperative system is interested in an application. For example, devices $i$ and $k$ from $\mathcal{N}$ may be interested in application $j \in \mathcal{A}$. Although not all devices are interested in all applications, they will cooperate to handle all applications. We note that the origin of each application file could be mobile devices themselves, base station, or the core network. Our framework is generic enough to capture all these scenarios.

Each application $j \in \mathcal{A}$ has a certain resource requirements. For example, $a^c_j$ is the computing power requirement of application $j$, while $a^w_j$ is the cellular bandwidth requirement.

### III. AACT: Application-Aware Cooperative Time Allocation for Internet of Things

In this section, we formulate and design our Application-Aware Cooperative Time Allocation (AACT) framework for Internet of Things. Our first step is the Network Utility Maximization (NUM) formulation of the problem. Next, we solve our network utility maximization problem using Receding Horizon Control (RHC), which gives our AACT algorithm as a solution. Finally, we develop a distributed version of AACT, which is AACT-distributed.

### A. Network Utility Maximization

The objective is to obtain an optimal policy which will efficiently distribute the tasks/applications across the mobile devices considering the heterogeneity of the devices and applications. As we mentioned earlier, the primary challenge in a cooperative system with multiple applications is to define a unifying performance metric. In this paper, we define this metric as time, and develop a resource allocation framework that optimizes the time that each application utilizes the cooperative system resources by taking into account application requirements. In particular, $\eta^j_t$ represents the percentage of the time spent on application $j$ across all mobile devices during time slot $t$. We associate $\eta^j_t$ to a utility function $U_j(\cdot)$, where $U_j(\eta^j_t)$ is the utility of the system when application $j$ uses available resources $\eta^j_t$ percentage of time. Our utility maximization problem is expressed as:

$$\max_{\eta} \sum_{j \in \mathcal{A}, t \in \mathcal{T}} U_j(\eta^j_t)$$

s.t. $\sum_{j \in \mathcal{A}} \eta^j_t a^w_j \leq u^t_i, \quad \forall i \in \mathcal{N}, t \in \mathcal{T}$

$$\sum_{j \in \mathcal{A}} \eta^j_t a^c_j \leq c^t_i, \quad \forall i \in \mathcal{N}, t \in \mathcal{T}$$

$$\frac{\eta^j_t}{\eta^j_t} \leq \sum_{i \in \mathcal{N}} \eta^j_t, \quad \forall j \in \mathcal{A}, t \in \mathcal{T}$$

$$\sum_{j \in \mathcal{A}} \eta^j_t \leq 1 \quad \forall i \in \mathcal{N}, t \in \mathcal{T}$$

where $\eta^j_t$ is the percentage of time device $i$ spends on application $j$ at slot $t$. The first constraint in [1] states that the total amount of cellular bandwidth usage by all applications at device $i$ should not exceed the available cellular bandwidth at slot $t$. Similarly, the second constraint states that the total amount of computing power usage by all applications at device $i$ should not exceed the available computing power. The third constraint relates $\eta^j_t$ and $\eta^j_t$. The fourth constraint states that the total percentage of time that at each device uses cannot exceed 1. The final constraints of our utility maximization problem are the device constraints; [1], [2], [3]. Next, we will present our approach for solving [4].

### B. ACCT via Receding Horizon Control (RHC)

In this section, we develop our AACT algorithm using an online receding horizon control (RHC) approach (also known as model predictive control (MPC)) by iteratively solving the optimization problem in [4].

Let $x^t$ be the set of all the control variables and battery level, i.e., $x^t = \{\eta^t, c^t_i, w^t_i, \eta^t_j, b^t_i\}_{i \in \mathcal{N}, j \in \mathcal{A}}$ at time slot $t$. Moreover, let $z^{t+\omega}$ denote the set of all estimated system parameters over a prediction window size of $\omega$ such as $z^{t+\omega} = \{c^{t+\omega}_i, w^{t+\omega}_i\}_{i \in \mathcal{N}}$.

We assume that the utility function $U_j(\cdot)$ is a continuously differentiable and concave function of $\eta^j_t$ for convergence and stability purposes.
The decisions in AACT are made as follows. For \( t = 0 \), we set \( b_0^i = b_0^j, \forall i, j \in \mathcal{N} \). At each time slot \( t \), we solve the optimization problem in (4) for the next \( \omega \) time slots, i.e., over the window of \( (t, t + \omega) \) given the initial battery level \( b_{i}^{t-1}, \forall i \in \mathcal{N} \) and estimated parameters set \( z^{t+t+\omega} \). This will give us \( x^t, \ldots, x^{t+\omega} \), which are interpreted as the set of decision policies for the next \( \omega \) slots. Then, only the first value of this trajectory is employed, i.e., \( x^t \). Similarly, at time slot \( t + 1 \), the problem in (4) is solved, we get the results from \( x^{t+1}, \ldots, x^{t+\omega+1} \), but we only use \( x^{t+1} \) as a solution at \( t + 1 \).

The rationale behind solving (4) over a time horizon in AACT is to take into account upcoming (in a window) device and application constraints and requirements. If this information is not available for a large time horizon, the window size \( w \) could be decreased. Thus, \( w \) could be dynamically arranged depending on how much future data is available in the cooperative system.

We note that AACT is centralized, so one of the cooperating IoT devices behave as a central node, and make all decisions. Next, we present the distributed version of this algorithm; i.e., AACT-distributed.

### C. AACT-distributed

At each time slot \( t \), one of the devices is randomly selected as the decision maker (e.g., \( i \)). The selected device and all other devices in the system communicate to exchange the decision parameters such as \( \bar{w}_j^t, c_j^t \) and \( b_{j}^{t-1} \forall j \neq i \in \mathcal{N} \). Furthermore, since decisions are made according to RHC approach, the values of these parameters must be known for a window time of size \( w \). However, this may introduce too much overhead on the system, and the decision parameters may not be exchanged in a timely manner. Thus, selected device (device \( i \)) sets:

\[
\bar{c}_j^{t:t+w} = c_j^t, \quad \bar{w}_j^{t:t+w} = \bar{w}_j^t, \forall j \neq i \in \mathcal{N}, \quad (5)
\]

which means that device \( i \) only uses the decision parameters at time \( t \) for all neighboring devices. Yet, for its own parameters, it knows all the decision variables in a time window \( (t, t + \omega) \) and uses these values. Our AACT-distributed algorithm is summarized in Algorithm 1.

**Algorithm 1** AACT-distributed

1: for \( t \in T \) do
2: Select one of the mobile devices randomly (e.g., \( i \))
3: for \( j \in \mathcal{N}, j \neq i \) do
4: \( c_j^{t:t+w} = c_j^t \)
5: \( \bar{w}_j^{t:t+w} = \bar{w}_j^t \)
6: Solve optimization problem in (4).

### IV. PERFORMANCE EVALUATION

#### A. Setup

In this section, we evaluate the performance of our algorithm; AACT as compared to two baselines; No-cooperation and Cooperation (sequential). In No-cooperation, each device runs its own application without any cooperation. In Cooperation (sequential), all devices cooperate, but applications are handled in a sequence. For example, if there are two applications such as video streaming and puzzle solving, this baseline randomly selects one of the applications, runs the selected application first cooperatively among all the devices, and then it runs the second application.

We consider a topology shown in Fig. 1 for a different number of devices and heterogeneous and time varying device constraints and application requirements. Optimization time frame \( T \) and window size \( w \) vary depending on simulation scenario. We consider two applications: \( a_1 \), which is a video streaming application, and \( a_2 \), which is a computationally intensive application such as a game or puzzle. The resource requirements of applications are \( a_1^1 = 0.5GHz, a_2^1 = 1.5GHz, a_1^w = 1Mb/sec \) and \( a_2^w = 0Mb/sec \) (i.e., no Internet connection is needed for \( a_2 \)). Device specifications vary depending on the simulation scenario.

We consider two performance metrics for our evaluation: (i) completion time \( T_j \) of application \( j \), defined as the number of time slots needed to process the application, and (ii) battery consumption of each device.

#### B. Simulation Results

In the first scenario, we consider that the device specifications are set to \( c_1 = 1GHz, c_2 = 0.5GHz \) and \( \bar{w}_1 = 0.25Mbps, \bar{w}_2 = 0.5Mbps \), and does not vary over time. The total time frame and the window size used are set to \( T = 60 \) steps and \( \omega = 10 \), respectively. Fig. 2 demonstrates the battery level of each device over time for AACT and No-cooperation.

In the same figure, black arrows show the completion times of each application. As expected, the completion times are smaller in the cooperative set up \( T_{a_1} = 19, T_{a_2} = 20 \) as compared to the No-cooperation set up \( T_{a_1} = 41, T_{a_2} = 59 \) thanks to cooperatively using available resources. Furthermore, AACT significantly improves battery usage as compared to No-cooperation.

For the same set up, we compare AACT and Cooperation (sequential) in Fig. 3. As seen, Cooperation (sequential) finishes the first application earlier than AACT as application one is chosen to be processed first by the cooperative set up. The overall completion time of applications in AACT is smaller than Cooperation (sequential) and there is a significant improvement in terms of the energy consumption in AACT. This is reasonable as the sequential process of applications is a feasible solution, but not necessarily optimal. Note that AACT can run applications in any order.
Now, we consider the impact of number of devices on the completion time of AACT and Cooperation (sequential). Note that we do not consider No-cooperation in this scenario as the number of devices does not affect the performance of No-cooperation. The completion times are presented in Tables I and II for AACT and Cooperation (sequential), respectively. As seen, AACT improves the total completion time of applications as compared to Cooperation (sequential). When the number of devices increases, the total completion time reduces, but AACT still improves it as compared to Cooperation (sequential).

### Table I
Completion time of AACT

| Number of devices | Application one | Application two |
|-------------------|-----------------|-----------------|
| $N = 1$           | 14              | 19              |
| $N = 2$           | 6               | 7               |
| $N = 3$           | 4               | 4               |
| $N = 4$           | 3               | 3               |

### Table II
Completion time of Cooperation (sequential)

| Number of devices | Application one | Application two |
|-------------------|-----------------|-----------------|
| $N = 1$           | 11              | 30              |
| $N = 2$           | 5               | 11              |
| $N = 3$           | 3               | 7               |
| $N = 4$           | 2               | 5               |

Now, we consider that device parameters vary over time. In particular, cellular bandwidth follows a Bernoulli ON/OFF distribution. We assume that the downlink cellular channel is ON with a certain probability denoted as $P_{on}$, and it is off with the probability $1 - P_{on}$. In this scenario, our goal is to investigate the benefit of RHC in our AACT algorithm. We first consider AACT-oracle, where we know exactly if channel will be ON or OFF for the next $\omega$ time slots. We also consider AACT-average, where we know average values of ON/OFF probabilities. We set $T = 300$, windows size to $\omega = 20$. The other device specifications are as follows: $c_1 = 1$, $c_2 = 0.5$GHz, $\bar{w}_1 = 0.5$, $\bar{w}_2 = 0.25$Mb/sec. Fig 3 demonstrates a significant improvement (in terms of the completion time of application and energy consumption) of AACT-oracle as compared to AACT-average thanks to having exact knowledge about channel conditions in a time window, and using this information efficiently using an RHC approach.

We consider the same setup, but now we evaluate the performance of AACT-distributed as compared to AACT. Fig 5 demonstrates that the completion time and energy consumption performance of AACT-distributed is very close to its centralized version (AACT), which shows the effectiveness of our distributed algorithm.

### V. Related Work

Cooperation among IoT devices by exploiting D2D connections is getting increasing interest, where aggregated and complementary resources in a cooperative setup can be utilized by all devices. Such a cooperative system has been widely considered for throughput improvement and cellular offloading, cooperative computation (or computation offloading), and energy efficiency.

D2D networking has been widely used for the purpose of throughput enhancement in cooperative data streaming in wireless mobile networks [12], [13], [21]. Authors in [12] and [13] designed a cooperative video streaming system to enhance the streaming experience in a group of mobile device users by utilizing both cellular and WiFi interface of devices. The work in [21] develops an incentive framework to promote the cooperation for streaming a live content in a group of co-located wireless devices. As compared to this line of work, we consider multiple applications with heterogeneous resource requirements, and developed a resource allocation mechanism for this setup.

Computation offloading (as also called mobile edge computing) gained a significant interest in academia in recent years and is known to be a promising technique to mitigate...
the limited computing capability of the mobile devices [10], [17]. In this framework, the computation tasks are offloaded to a physically proximal MEC server in order to reduce the computation workloads on the local device and hence enhance the quality of computation experience. The works in [10] and [17] proposed a peer-offloading framework to optimize edge computing performance by taking into account the limited energy resources. Nonetheless, the efficiency of computation offloading in MEC is greatly influenced by the condition of channel as the data must be transmitted between mobile devices and MEC servers [10]. The work in [11] addressed this issue by proposing dual-side control algorithms which jointly optimizes both the user-side and cloud-side under the non-static assumption of wireless channel. As compared to this line of work, we consider other applications in addition to computation applications, where different applications can be simultaneously run by cooperating IoT devices.

Numerous work has been done from the perspective of energy efficiency in D2D wireless networks [14], [15], [16]. Energy-aware cooperative frameworks were developed for a group of connected D2D devices engaged in video streaming [16], [15] and computationally intensive tasks [14]. As compared to this line of work we optimize the time utilized by applications by taking into account different device specifications including energy, computing power as well as the cellular rates.

Receding Horizon Control (RHC) has received significant interest especially from the control theory community as well as networking [18], [19], [20]. MPC is an effective tool to deal with multivariable constrained optimization problems under uncertainty. In this work, we benefit from RHC framework to take into account the downlink channel variations to make optimal resource allocation decisions. As compared to existing work, we apply RHC to solve our application-aware cooperative time allocation problem.

VI. CONCLUSION

In this paper, we considered a group of cooperative IoT devices with multiple heterogeneous applications and developed Application-Aware Cooperative Time allocation (AACT) framework, which optimizes the time that each application utilizes the aggregated system resources by taking into account heterogeneous device constraints and application requirements. The proposed framework was grounded on RHC where decisions are made by repeatedly solving a convex optimization problem over a moving control window of estimated system parameters. Furthermore, a distributed version of AACT was proposed enabling the devices to cooperatively making the time allocations decisions. Simulation results show that the proposed framework improves the application completion times as well as the energy consumption of devices.
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