An attention model to analyse the risk of agitation and urinary tract infections in people with dementia
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Abstract—Behavioural symptoms and urinary tract infections (UTI) are among the most common problems faced by people with dementia. One of the key challenges in the management of these conditions is early detection and timely intervention in order to reduce distress and avoid unplanned hospital admissions. Using in-home sensing technologies and machine learning models for sensor data integration and analysis provides opportunities to detect and predict clinically significant events and changes in health status. We have developed an integrated platform to collect in-home sensor data and performed an observational study to apply machine learning models for agitation and UTI risk analysis. We collected a large dataset from 88 participants with a mean age of 82 and a standard deviation of 6.5 (47 females and 41 males) to evaluate a new deep learning model that utilises attention and rational mechanism. The proposed solution can process a large volume of data over a period of time and extract significant patterns in a time-series data (i.e., attention) and use the extracted features and patterns to train risk analysis models (i.e., rational). The proposed model can explain the predictions by indicating which time-steps and features are used in a long series of time-series data. The model provides a recall of 91% and precision of 83% in detecting the risk of agitation and UTIs. This model can be used for early detection of conditions such as UTIs and managing of neuropsychiatric symptoms such as agitation in association with initial treatment and early intervention approaches. In our study, we have developed a set of clinical pathways for early interventions using the alerts generated by the proposed model and a clinical monitoring team has been set up to use the platform and respond to the alerts according to the created intervention plans.

I. INTRODUCTION

DEMENTIA affects 850,000 people in the UK and over 50 million globally, and is set to become the developed world’s largest socioeconomic healthcare burden over coming decades [1], [2]. In the absence of any current treatment, there is an urgent need to focus on reducing the effects of symptoms and help to improve the quality of life and well-being of those already affected [3]. The 2020 report of the Lancet Commission on dementia prevention, treatment, and care stresses the importance of individualised interventions to address complex medical problems, multimorbidity and neuropsychiatric symptoms in dementia, which lead to unnecessary hospital admissions, faster functional decline, and worse quality of life [4].

People with dementia have complex problems with symptoms in many domains. It is estimated that up to 90% will develop behavioural and physical symptoms of dementia (BPSD) over the course of their illness, with agitation being one of the most common symptoms [5], and a frequent reason for nursing home placement [6]. Furthermore, patients with dementia often suffer from a number of co-morbid conditions and have a higher frequency of medical problems such as falls, incontinence, dehydration or urinary tract infection (UTI) - the commonest bacterial infection in the older patient population, and the commonest cause of sepsis in older adults [7] with an associated in-hospital mortality of 33% in this age group [8]. If not detected and treated early, both BPSD and medical comorbidities frequently lead to emergency hospital admissions in dementia patients. Alzheimer’s Research UK estimates that 20% of hospital admissions in dementia patients are for preventable conditions, such as urinary tract infections. Besides significant costs, hospitalisation places dementia patients at risk of serious complications, with longer hospital stays, higher risk of iatrogenic complications, delayed discharge and functional decline during admission, which contributes to higher rates of transfer to residential care and in-patient mortality [9]. Therefore, increased medical supervision, early recognition of deterioration in health status and rapid treatment are key to preventing unnecessary hospitalization for ‘ambulatory’ conditions, that could be treated outside of hospital, such as UTIs. Furthermore, ongoing monitoring of people with dementia allows immediate detection of behavioural disturbances, enabling earlier psychosocial and environmental interventions to reduce patients’ distress and prevent further escalation and hospitalization.

However, monitoring and supporting individuals in an ongoing manner is a resource and cost-intensive task, often not scalable to larger populations. Utilising remote monitoring technologies with the help of caregivers can allow creating practical and generalisable solutions. As part of the research in the Care Research and Technology Centre at the UK Dementia Research Institute (UK DRI), we have been developing and deploying in-home monitoring technologies to help and support people affected by dementia. Our research has led to the development of a digital platform that allows collecting and integrating in-home observation and measurement data using network-connected sensory devices [10]. In this paper,
we discuss how our in-home monitoring data and machine learning algorithms are used to detect early symptoms of agitation and UTI in people with dementia living in their own homes.

Sensing technologies have been increasingly used to monitor activities and movements of elderly patients living in their own homes [11], [12], [13]. Interpreting this information; however, demands considerable human effort, which is not always feasible. The use of analytical algorithms allows integration and analysis of rich environmental and physiological data at scale, enabling rapid detection of clinically significant events and development of personalized, predictive and preventative healthcare.

Deep learning models have been applied in a variety of healthcare scenarios to identify the risk of various clinical conditions or predict outcomes of treatment [14], [15]. Recently, there have been several implementations of Recurrent Neural Networks (RNNs) to create learning models for time-series healthcare data analysis [16], [17], [18]. The behavioural and physiological symptoms and patterns in long-term conditions such as dementia appear in the data over a long period of time and can fluctuate and change over the course of disease. Machine learning models such as RNNs; however, are not suitable for analysing long sequences of time-points. To address the long sequence analysis issue in RNNs, other methods such as Bidirectional RNN, LSTM and GRU have been used [19], [20]. There also have been attempts to apply attention mechanisms to clinical datasets [21], [22], [23], [24], [25] to improve the performance of analysing imbalanced and long-tail time-series data. A fundamental limitation in these models is the adaptivity and generalisability. When long-distance symptoms and patterns are related to a specific condition, the generalisability and performance of the existing models are limited. The long sequences of data points and the changes in the ongoing conditions vary in patients, and often there are no large labelled training samples to train the models for all the variations. Deep learning models offer a new opportunity to training models that can pay attention to correlations and long-distance relations between the patterns and sequences. However, the off-the-shelf and existing deep learning model require large training samples.

While applying neural networks to clinical data, there are two main challenges: 1) selecting the important timesteps and features from long sequences of data to create generalisable models; and 2) imbalance in datasets. Neural networks are very effective in finding a trend in datasets. Models such as Recurrent Networks use the positions of the input and output sequences to generate a sequence of hidden states. This is computationally expensive and limited computing of the global dependencies [26]. In these models, the computational complexity to relate input or output positions also grows as the distance between positions increases. This latter makes it very challenging to learn dependencies and correlations between long-distance patterns and time points [27].

Additionally, clinical datasets are often imbalanced, with content spanning ensembles of heterogeneous data. Most of the clinical datasets contain more normal cases (i.e. True positives) than abnormal data points (i.e. True Negatives). In our dataset, which includes a large set of in-home environmental and physiological data from people with dementia, the number of positive cases for infections is much smaller than the true negative cases. In large parts of the data, the true status of the infection is unknown (i.e. the data is partially labelled due to the limitations in accessing the patients’ clinical records or knowing the presence of any infections without a test). This issue causes the learning models to exhibit a bias towards the majority class. It may ignore the minority class or make a decision based on a partial set which is not a broad representation of the cases [28]...

II. Design, Setting and Participants

Real-time, continuous measurement methodologies enabled by the recent advances in pervasive computing and ‘smart-home’ technologies provide opportunities to monitor the behaviour and health status of elderly people using wearable technology or environmental sensors [11], [12], [13].

Computer-derived algorithms have been developed to analyse sensor data and identify patterns of activity over time. These can be applied to detect changes in activities of daily living in order to predict disease progression and cognitive decline. For instance, ORCATECH group used continuous in-home monitoring system and pervasive computing technologies to track activities and behaviours such as sleep, computer use, medication adherence to capture changes in cognitive status [33]. They also demonstrated the ability of machine learning algorithms to autonomously detect mild cognitive impairment in older adults [34].
Fig. 1: An overview of the proposed solution for healthcare data analysis. The data is encoded by positional encoding before passing to the
model. The proposed rationalising extract important information and pass to the higher layers. The proposed rationalising block contains a
rational layer to extract important time steps. A Long-Short Term Memory (LSTM) model processes the extracted data. The attention layer
to pay attention to suitable features. The rationalising process of the data changes during the rationalising block. The rationalising block
extracts the important time steps at first. Then it pays attention to different emphasis features of the pruned data. Then the data is given to
make a prediction. All the layers are trained simultaneously.

and changes in health status. Much of the previous work
focused on detection and prediction of falls using wearable
accelerometers or other motion detectors \[35\], as well as
tracking behavioural symptoms such as sleep disturbances
\[36\], agitation \[37\], and wandering \[38\] in elderly patients.

However, there is limited research on the use of machine
learning models for detection of health changes such as infec-
tion in the context of smart-homes. An early supervised UTI
detection model has been described using in-home PIR sensors
\[39\], however it relied on the activity labels and annotations in
the training dataset, which is extremely time-consuming and
not generalisable to the real-world situations with large amount
of unlabelled data collected from uncontrolled environments.
We have previously proposed an unsupervised technique that
could learn individual’s movement patterns directly from the
unlabelled PIR sensor data \[40\].

Furthermore, the existing research and the data-driven solu-
tions are either applied to small scale pilot studies and do not
provide evidence for scalability and generalisability. They are
also limited in analysing long-term patterns and correlations
that appear in the data. Attention-based models which can
overcome these problems have never been applied to sensor
data for detecting clinically significant events or changes in
health status in dementia patients.

This is the first to use deep learning and attention-based
methods to perform risk analysis for behavioural symptoms
and health conditions such as UTIs in people living with
dementia. The proposed model improves the accuracy and
generalisability of machine learning models that use imbal-
anced and noisy in-home sensory data for the risk analysis.
An analysis of the suitability of the digital markers and the
use of in-home sensory data is explored in an ablation study.
The proposed model is compared with several baseline models
and state-of-the-art methods. The proposed approach has been
evaluated in an observational clinical study. Participants (n=88,
\text{age}=81 +/- 6.5) were recruited for a six months trial period.
The proposed solution provides a recall of 91% and precision
of 83% in detecting the risk of agitation and UTIs. We have
also set up a framework and a clinical response team that use
the risk alerts generated by the models for ongoing support and
management of the conditions in people living with dementia.

Using high-resolution in-home observation and measure-
ment data in association with advance machine learning
methods leads to early and timely interventions and has a
significant impact on reducing preventable and unplanned
hospital admissions in people affected with dementia. A key
challenge in using analytical and predictive models for risk
analysis is identifying and collecting digital markers data using
in-home sensory devices. The capacity of the proposed model
to address time-series feature identification and data imbalance
enables use in a very wide range of healthcare and risk analysis
applications using in-home digital markers.

III. Method

We introduce a model that can identify the important
time steps and features and utilise long-distance dependencies
to make better predictions. The proposed model provides a
prediction based on the selected time points and the selected
features from the raw observation and measurement data.
Figure 1 shows how the data changes during the processing.
The model selects important time steps through a pruning
process. After pruning the data, it pays attention to different
features and uses them to make the predictions. Different
from methods such as clustering sampling \[41\], we select the
Fig. 2: Visualisation of the sensor readings. The x-axis represents the time of the day for activation of the sensors. The y-axis represents the days for a period of 8 months for a patient. Each colour represents a type of an environmental activity sensor. Similar colour along the y-axis represent similar patterns of activities around the same time in consecutive days. The more colour distortion/merge of colours along the y-axis represent more changes in pattern of activity over time.

Fig. 3: A heat-map of the aggregation of the raw data. The readings are aggregated per hour within each day.

Data sources and pre-processing

We have collected the data as part of an observational clinical study in people living with dementia from December 2018 to April 2020. Each of the participants has had a confirmed diagnosis of dementia (mild to severe) within, at least, the past three months of recruitment and have been stable on dementia medication. The collected data contains continuous environmental sensor data from houses of patients with dementia who live in the UK. The sensors include Passive Infra-Red (PIR), smart power plugs, motion and door produced by Develco in Aarhus, Denmark. The sensors were installed in the bathroom, hallway, bedroom, living room (or lounge) and kitchen in the homes and also on the fridge door, kettle and microwave (or toaster). The sensors also include network-connected physiological monitoring devices that are used for submitting daily measurements of vital signs, weight and hydration. The data is integrated into a digital platform, which is designed in collaboration with clinicians and user group to support the people with dementia, that we have developed in our past research [10]. A clinical monitoring team that is set up as part of our observational study has used the platform to daily annotate the data and very the risk analysis alert. Based on the annotations, we select four incidents including agitation, Urinary Tract Infection (UTI), abnormal blood pressure and abnormal body temperature to label our data binarily. More specifically, a label is set to true when the abnormal incident is verified by the monitoring team and vice versa. We then use the environmental data to inference if there is any incident happen within one day. Fig 2 shows an example of collected data. To pre-process the data, we aggregate the readings of the sensors within each hour of the day, shown in Fig 3. Appendix 1 shows a list of potential digital markers and sensory data that can be used in dementia care. In the appendix, we also show a screenshot of the platform that is used for collecting the data.

Machine learning model

We aim to use the environmental sensors to predict possible incidents and avoid delayed treatment. Furthermore, the model should provide the reason, i.e. which period of time and sensors are important to give the predictions, to explain the inference. In other words, the model can remove the redundant
or less informative information and use the rest of the data to give the prediction, shown in Fig 4.

Fig. 4: Selected time steps from the raw data. These time steps are selected by the model. The model learns to identify time steps that are more important in predicting the outcome.

As discussed earlier, in healthcare data analysis, often, the predictions are based on a long sequence of data measured and collected at different time-points. Accessing and feeding more data helps to train more accurate models. However, more information can also mean more noise in the data, and the imbalance in the samples that are given to the model can also lead to decision bias. An efficient model should be able to process and utilise as much data as available. However, the model should also avoid the common pitfalls of noise and bias. To address these issues, we have studied the use of attention-based models. This group of models will utilise all the available information and, in each sequence, will identify the time-points that provide the most information to the training and prediction. This attention and selection process is an embedded step in the model. It will allow the model to be flexible and generalisable for different sequences with variable lengths and for a different combination of features and values that are represented in the data. Before explaining our proposed models and its contributions to creating a generalisable solution for time-series healthcare data analysis, we provide an overview of the related work. We discuss the use of attention-based models in other domains and explain how the ideas presented in the existing work has led to the design of our current model.

The attention mechanisms have been introduced in Neural Language Processing (NLP) by Bahdanau et. al [44]. The attention-based models are widely used in NLP due to their capability of detecting important parts of a sequence and efficiently interpreting it. The attention-based models have also been used in continuous healthcare and clinical data analysis [45]. Continuous clinical data are multivariate time-series data with temporal and sequential relationships. For each patient, the data is a set of time steps, and each time step contains medical features ($X \in \mathbb{R}^{t \times d}$). REverse Time Attention model (RETAIL) is one of the first systems, that used in using attention mechanism for medical data [21]. In this model, there are two separate RNNs, one to generate the visit-level attention weights ($\alpha$) and the other one for variable-level ($\beta$) attention weights. In this model, the most relevant time step is the one associated with the largest value in $\alpha$. Choi et. al provided a method to find the most influential medical feature [21]. However, RETAIN cannot handle long-distance dependencies. To deal with this issue, Ma et. al proposed Dipole, a predictive model for clinical data using Bidirectional RNNs [22]. They have implemented the model using two different attention mechanisms: General attention and Concatenation-based attention. The results show that Concatenation-based attention outperforms because of incorporating all the long-distance dependencies.

In the above models, the input layer is simple, and the data has the same pipeline, but in the Timeline model, Bai et. al adapted the pipeline of data [23]. They use attention layer to aggregate the medical features, and by modelling each disease progression pattern, they find the most important timesteps. To deal with long-distance dependencies, Timeline implements Bidirectional LSTMs. One of the recent studies in this area is AdaCare [24], which uses Gated Recurrent Units (GRU). AdaCare utilises convolutional structure to extract all the dependencies in the clinical data. AdaCare showed promising results in the explainability of the model. The models mentioned above have been developed based on recurrent networks. However, the sequential aspect of recurrent models is computationally inefficient. The SAnD model was developed solely based on multi-head attention [25]. Song et. al implemented a positional encoding to include the sequential order in the model.

The models mentioned above show significant improvements in the accuracy and performance of predictive models in the clinical field. However, incorporating both long-distance dependencies and feature associations is a challenging task. In the existing models, the analysis is either on time step-level or feature-level. In this paper, we propose a model to detect and predict the risk of healthcare conditions by analysing long-distance dependencies in the patterns and sequences of the data. This information can be useful for clinical experts in ongoing management of the conditions. The work also helps to use an automated process to alert the risk of adverse health conditions and explore the symptoms related to the detected conditions.

Our proposed model consists of two main components, a rationalising block and the classification block, as shown in Figure[1] In a high-level overview, the rational layers select the
important time steps and pass to an LSTM layer. The LSTM layer will ignore the trivial time steps and process the data for the attention block. The classifier uses these time points for predictions. After processing by the attention block, the model will give a prediction. The details of these blocks are explained in the following sections.

Positional Encoding

To use the order of sequence in the analysis, we add positional encoding (PE) before passing the data into the model. We use the sine and cosine positional encoding [26]. Shown in Equation 1, where pos is the position of the time step, $i$ is the position of the sensor, $d$ is the dimension of each time step.

$$PE(pos, 2i) = \sin(pos/10000^{2i/d})$$
$$PE(pos, 2i + 1) = \cos(pos/10000^{2i/d})$$

(1)

Rationalising Prediction

To add more focus on the time steps in the data that are more relevant to the predictions, the generator produces a binary mask to select or ignore a specific time point. For example: $x \in \mathbb{R}^{k \times f}$ contains $k$ time point and $f$ features for each time point, the generator will produce a binary vector $z = \{z_1, z_2, \ldots, z_k\}$. The $i^{th}$ variable $z_i \in \{0, 1\}$ indicates whether the $i^{th}$ time point in $x$ is selected or not.

Whether the $i^{th}$ time point is selected or not is a conditional probability given the input $x$. We assume that the selection of each time point is independent. The Generator uses a probability distribution over the $z$, which could be a joint probability of the selections. The joint probability is given by:

$$p(z|x) = \prod_{i=1}^{k} p(z_i|x)$$

(2)

Classifier

After exploring and selecting the most relevant time points, we train a classifier to provide the predictions. The trained classifier contains attention blocks and residual blocks.

Attention block is an application of self-attention mechanism to detect the important features. The attention mechanism detects important parts of a sequence. It has three key components: the inputs structure, the compatibility function and the distribution function [46]. There are three inputs in the structure: Keys ($K \in \mathbb{R}^{n_k \times d_k}$), Values ($V \in \mathbb{R}^{n_v \times d_v}$) and Query ($Q \in \mathbb{R}^{n_q}$), where $n$ is the dimension of the inputs, the $k, v, q$ are the dimension of the outputs. They could have different or same sources. If $K$ and $Q$ come from the same source, it is self-attention [26]. $K$ and $V$ represent input sequence which could be either annotated or raw data. $Q$ illustrates the reference sequence for computing attention weights. For combining and comparing the $Q$ and $K$ values, compatibility function has been used. Distribution function computes the attention weights ($\alpha \in \mathbb{R}^{d_k}$) using the output of compatibility function ($c \in \mathbb{R}^{d_k}$).

We obtain the attention by Equation 3. The $Q, K, V$ are matrices formed by queries, keys and values vectors, respectively. Since we use the self-attention, the $Q, K, V$ are calculated by the inputs with different weight matrices.

$$Attention(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V$$

(3)

The architecture of the attention block is the same described in [26]. We employ a residual connection [47] followed by a normalisation layer [48] inside the attention block. Residual blocks and the output layer process the output of the attention block.

Objective function

The training samples in healthcare datasets are often imbalanced due to the low prevalence and sporadic occurrences. In other words, some of the classes contain more samples than others. For example, only 25% of the data we collected are labelled as positive. More details of the dataset will be clarified in the following section. To deal with the imbalance issue, we use focal loss [43] as the objective function of the classifier, shown in Equation 4.

$$L_c = -\alpha(1 - p)^{\beta} \log(p)$$

(4)

where $\alpha$ and $\beta$ are hyper-parameters to balance the variant of the focal loss, $p = f(x, z) \ast y + (1 - f(x, z)) \ast (1 - y)$. $f(x, z)$ is the probability estimated by the classifier and $y \in \{0, 1\}$ is the label of $x$.

In addition to the loss function used in the classifier, the generator produces a short rational selection and calculates the loss. Shown in Equation 5 where the $\lambda$ is the parameter to weight the selection:

$$L_g = \lambda||z||$$

(5)

We then combine the focal loss and the loss from generator to construct loss function as shown in Equation 6.

$$L = \sum_{(x, y) \in D} \mathbb{E}[L_c + L_g]$$

(6)

IV. RESULTS

Evaluation Metrics: To evaluate our proposed method and compare it with the baseline models, we calculated different metrics. One of the primary metrics to assess the model is accuracy which is the measure of how close is the predicted class to the actual class. However, accuracy alone cannot be a good measure to evaluate the performance of a classifier. As a result, we also calculated the Area Under the Curve of Receiver Operating Characteristic (ROC) and Precision-Recall (PR). The precision of class A is the ratio of samples predicted as class A which are correct, and Recall is the ratio of samples as true class A which have been detected. ROC curve is the measure of model capability in differentiating between classes. We do not report the results in terms of specificity and sensitivity. The reason is that in this study, we do not have access to the full electronic healthcare records.
and hospital admission data of all the participants. So report the specificity and sensitivity only based on the detected and evaluated labels in our dataset, which can only be a sub-set of true and false cases for the cohort, can be misleading in terms of an actual and generalisable clinical finding. Instead, we have opted to evaluate the precision and generalisability of the prediction algorithm based on the existing labelled data and the known cases that we could evaluate and verify the performance of the model.

Baseline Models: We compare our model with the Linear Regression (LR) [49], Long-Short Term Memory (LSTM) neural networks [50] and a fully connected Neural Network (NN) model [51].

LR is a discriminative model which can avoid the confounding effects by analysing the association of all variables together [49]. It is also a commonly used baseline model to evaluate the performance of the proposed models [20].

NN has the ability to learn a complex relationship. Unlike LR, NN does not need to assume the variables are linearly separated. It is also applied to a variety of clinical data sets [52], [53]. In the experiment, we used a Neural Network with one hidden layer contains 200 neurons, a softmax output layer contains two neurons, cross entropy loss and adam optimiser.

LSTM is a powerful neural network to analyse the sequential data, including time-wised clinical datasets [18], [19]. It can associate the relevant inputs even if they are widely separated. Since our dataset consists of time-series sequences, we take the LSTM as another baseline model. In the experiment, we used a model that contains one residual block, one LSTM layer contains 128 neurons, and a softmax output layer contains two neurons, cross entropy loss and adam optimiser.

In the experiments, we aggregate the readings of each sensor per hour. Hence each data point contains 24-time points and eight features. We set the batch size to 32, learning rate to 0.0001, sparsity to 0.001. We divide the data into a train set and a test set. The numbers of training and testing samples in the datasets are 209 and 103 cases with their associated time-series data, respectively. The data is anonymous, and only the anonymous data without any personally identifiable information is used in this research.

Experiments: The ROC and PR changes during training are shown in the first two graphs in Figure 6. Overall, the proposed model outperforms other baseline methods. The LSTM performs well in dealing with the time-series data. Compared to the other methods, the neural network converges much faster. However, the performance of the model fluctuates around 30 epochs. The convergence and the fluctuation are due to the rational process. The model has to learn how to extract important time steps and pay attention to the features. This process is also reflected in Figure 6c, the loss fluctuates during that period. However, the model adjusts this fluctuation automatically and improves the performance. The overall results are also summarised in Table I.

V. DISCUSSION

Ablation Study: We begin the discussion with an ablation study. Our model contains five important components: Rational layers, Attention layers, Residual layers, focal loss.
and positional encoding. We omit each component one at a time and explore how removing one of the components will impact the performance of the model. The experiments are shown in the first two graphs of Figure 7. The orange line represents the model without rational layer. Although the performance of the model without rational layer keeps increasing, it underperforms in others significantly. In other words, the rational layer plays an important role in the model. Removing the positional encoding, attention layer, residual layer, or the focal loss decrease the performance as well. The performance change caused by omitting each of these four components is quite similar. As shown in Figure 7, the positional encoding helps the model to identify relevant patterns of the data over time and plays an important role in the performance of the model. The rate of selected timesteps changes is shown in Figure 7c. The rate of selected timesteps changes is shown in Figure 7c.

Rationalising prediction: The Rational component helps to increase the accuracy of the model. Generally, the proposed rationalisation method shows that the model knows which time steps and features to give the prediction. These patterns and time steps can also be explored to identify and observe relevant data and symptoms to a condition in each patient. Using this component, a personalised set of patterns and symptoms can be explored for each patient. The last graph in Figure 7 shows the selection rate changes during the training phase. The model learns to extract the time steps, and the accuracy increases after the changes become stable. As mentioned in the ablation study, after learning to extract the important time steps, the proposed model outperforms the baseline models without rational mechanisms. In other words, the model extracts a sub-set of the time steps (e.g. part of the time steps are extracted from Figure 3 to Figure 3) to obtain a better prediction. As the learning process continues, the model tries different selections and finds the optimised selection rate. Comparing to other models, the performance of the proposed model does not decrease during the training. The model learns to pay attention to the most relevant segments of the data and consider long-distance dependencies in the time-series data. In summary, the proposed model can not only explain the prediction but also abandon the redundant information in the data automatically. According to our experiments, the proposed model in average selects 61% of the time points in the datasets to estimate the predictions.

Pair analysis: We then analyse the rational block processing on the positive and negative samples. As shown in Figure 8, the rational block assigns weights to the positive and negative samples differently. More specifically, the model has learnt to extract different amount and series of time steps based on the inputs. In this case, the model extracts more time steps on the positive case than the negative case. Furthermore, the model pays attention differently based on the input data. In the example above, the model assumes the bathroom is the most important sensors in the positive samples. However, the model takes the bathroom and kettle almost as equally important sensors for predicting the negative case. After the model pays attention to the sensors of selected time steps, the classifier gives the predictions correctly.

Translating machine learning research into clinical practice

Improving the quality of life by preventing illness-related symptoms and negative consequences of dementia has been set out as a major goal to advance dementia care. Agitation and infections have been highlighted as areas for priority development [6]. Our proposed model directly addresses these priorities in dementia care and intervention by enabling early detection of agitation and urinary tract infections in remote healthcare monitoring scenario, providing an opportunity for delivering more personalised, predictive and preventative healthcare. When applied to real-world clinical dataset in the context of the current clinical study our proposed algorithm provided a recall of 91% and precision of 83% in detecting early signs of agitation and UTI from physiological and environmental sensor data. A clinical monitoring team verified the predictions by contacting the patient or carer when an agitation or UTI alert was generated. A set of clinical pathways for early interventions has also been developed for the clinical monitoring team to use when responding to the alerts.

Relevance to patient outcomes: We would like to highlight an important aspect of using this type of analysis to evaluate healthcare and patient outcomes. Focusing only on accuracy as a metric for assessment of the solution within a specific cohort goes only so far [54]. Large studies and further experiments with different cohorts and various in-home deployment settings are required to assess how such algorithms will perform in the noisy and dynamic real-world environments. There are several examples of AI and machine learning algorithms that perform very well in controlled and laboratory settings, but the real-world experience is different [54]. In this study, the sensors and data collection happens in uncontrolled, real-world environment. We have done several cross-validations, comparison and ablation studies to avoid overfitting the model and make sure the results are robust and reproducible. However, further independent trials and validation studies with larger cohorts are required to transform the current work into a product that can be used in real-world clinical and care settings. Another important item is that only focusing on the accuracy of the algorithm will not give a complete picture of the real effectiveness and impact of the solution on patient outcomes.

Our agitation intervention protocol follows all current guidelines, which agree that individualised and person-centred non-

### Table 1: The evaluation results in comparison with a set of baseline models

|                | LR  | LSTM | NN  | Proposed method |
|----------------|-----|------|-----|-----------------|
| AUC - PR       | 0.3472 | 0.6901 | 0.5814 | **0.8313**     |
| AUC - RC       | 0.5919 | 0.7644 | 0.7601 | **0.9131**     |
pharmacological therapies are the first-line treatment for agitation in people with dementia [55], [56]. In line with the current guidelines, the initial assessment explores possible reasons for patients’ distress and addresses clinical or environmental causes first. The clinical monitoring team asks a set of standardised questions to evaluate the symptoms and to help the carer to identify potential causes of agitation such as pain, illness, discomfort, hunger, loneliness, boredom or environmental factors (temperature, light, noise level). The recognition and treatment of possible organic causes or triggering factors remains the mainstem of the intervention. In particular detection of delirium and a possible underlying infection is of great importance and the clinical monitoring team facilitates early diagnosis and treatment by liaising with the study’s clinical team and patient’s GP. Finally, the clinical monitoring team provides psychological support for the caregivers in order to reduce the caregiver distress. In the future, we are planning to use multimodal sensor data to improve the classification of agitation state which will include measuring sound levels along with activity detected by environmental sensors.

Similarly to the agitation protocol, in case of a UTI alert the clinical monitoring team first responds by contacting the patient/carer to evaluate the symptoms. However, the diagnosis of UTI in dementia patients can be problematic, as these patients are less likely to present with a typical clinical history and localised urinary symptoms compared with younger patients [57]. The team, therefore, arranges a home visit to perform a dipstick urine test. If the urine dipstick test is suggestive of infection (positive nitrates or leukocytes) clinical monitoring team advises the person with dementia/carer to visit the GP the same day to obtain a prescription for antibiotics. Monitoring Team also informs the GP of test results and requesting for antibiotics to be prescribed.

One potential criticism of our UTI intervention algorithm could be the possibility of antibiotic over-prescribing contributing to the spread of antibiotic resistance. However, recent evidence demonstrates that in elderly patients with a diagnosis of UTI in primary care, no antibiotics and delayed antibiotics are associated with a significant increase in bloodstream infection and all-cause mortality compared with immediate treatment [58]. Therefore, early prescription of antibiotics for this vulnerable group of older adults is advised in view of their increased susceptibility to sepsis after UTI and despite a growing pressure to reduce inappropriate antibiotic use.

The impact of our in-home monitoring technologies and the embedded machine learning models on clinical outcomes including hospitalisation, institutionalisation and mortality rates is part of an ongoing study. Nevertheless, the current work demonstrates the effectiveness of the proposed algorithm and its translation into real-life clinical interventions. Fig 8 illustrates individual cases of agitation and UTI correctly identified by the algorithm, with the digital markers demonstrating a behavioural anomaly.

VI. CONCLUSION

To avoid unplanned hospital admissions and provide early clues to detect the risk of agitations and infections, we collected the daily activity data and vital signs by in-home sensory devices. The noise and redundant information in the data lead to inaccuracy predictions for the traditional machine learning algorithms. Furthermore, the traditional machine learning models cannot give explanation of the predictions. To address these issues, we proposed a model that can not only outperform the traditional machine learning methods but also provide the explanation of the predictions. The proposed rationalising block, which is based on the rational and attention mechanism, can process healthcare time-series data by filtering the redundant and less informative information. Furthermore, the filtered data can be regarded as the important information to support clinical treatment. We also demonstrate the focal loss can help to improve the performance on the imbalanced clinical dataset and attention-based models can be used effectively in healthcare data analysis. The evaluation shows the effectiveness of the model in a real-world clinical dataset and describes how it is used to support people with dementia.
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