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Abstract

Low-rank matrix approximation plays an increasingly important role in signal and image processing applications. This paper presents a new rank-revealing decomposition method called randomized rank-revealing UZV decomposition (RRR-UZVD). RRR-UZVD is powered by randomization to approximate a low-rank input matrix. Given a large and dense matrix $A \in \mathbb{R}^{m \times n}$ whose numerical rank is $k$, where $k$ is much smaller than $m$ and $n$, RRR-UZVD constructs an approximation $\hat{A}$ such as $\hat{A} = UZV^T$, where $U$ and $V$ have orthonormal columns, the leading-diagonal block of $Z$ reveals the rank of $A$, and its off-diagonal blocks have small $\ell_2$-norms. RRR-UZVD is simple, accurate, and only requires a few passes through $A$ with an arithmetic cost of $O(mnk)$ floating-point operations. To demonstrate the effectiveness of the proposed method, we conduct experiments on synthetic data, as well as real data in applications of image reconstruction and robust principal component analysis.
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I. INTRODUCTION

Low rank matrix approximation is approximating an input matrix by one of lower rank. The goal is to compactly represent the matrix with limited loss of information. Such a representation
can provide a significant reduction in memory requirements as well as computational costs. Given a real large and dense \( m \times n \) matrix \( A \) with numerical rank \( k \) and \( m \geq n \), its singular value decomposition (SVD) \([1]\) is written as follows:

\[
A = U_A \Sigma_A V_A^T = \begin{bmatrix} U_k & U_0 \end{bmatrix} \begin{bmatrix} \Sigma_k & 0 \\ 0 & \Sigma_0 \end{bmatrix} \begin{bmatrix} V_k & V_0 \end{bmatrix}^T,
\]

where the matrices \( U_k \in \mathbb{R}^{m \times k} \), \( U_0 \in \mathbb{R}^{m \times n-k} \), \( V_k \in \mathbb{R}^{n \times k} \) and \( V_0 \in \mathbb{R}^{n \times n-k} \) are orthonormal, and \( \Sigma_k \in \mathbb{R}^{k \times k} \) and \( \Sigma_0 \in \mathbb{R}^{n-k \times n-k} \) are diagonal with entries \( \rho_i \)'s as singular values. The SVD constructs the best rank-\( k \) approximation \( B \) to \( A \) \([1]\), i.e.,

\[
\|A - B\|_2 = \rho_{k+1},
\]

\[
\|A - B\|_F = \left( \rho_{k+1}^2 + \cdots + \rho_n^2 \right)^{1/2},
\]

where \( B = U_k \Sigma_k V_k^T \). \( \|\cdot\|_2 \) and \( \|\cdot\|_F \) denote the spectral norm and the Frobenius norm, respectively. In this paper we focus on the matrix \( A \) defined above. Another method to construct low-rank approximations of matrices is column-pivoted QR decomposition, or rank-revealing QR (RRQR) \([2]\). The RRQR \([2]\) is a special QR with column pivoting (QRCP) which reveals the rank, i.e., the gap in the singular value spectrum, of the input matrix. The RRQR factors the matrix \( A \) as the product:

\[
A = QR \Pi^T = Q \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix} \Pi^T,
\]

where \( Q \in \mathbb{R}^{m \times n} \) is an orthonormal matrix, \( R \in \mathbb{R}^{n \times n} \) is an upper triangular matrix where \( R_{11} \in \mathbb{R}^{k \times k} \) is well-conditioned with \( \rho_{\min}(R_{11}) = O(\rho_k) \), and \( R_{22} \in \mathbb{R}^{n-k \times n-k} \) has a sufficiently small \( \ell_2 \)-norm. The matrix \( \Pi \in \mathbb{R}^{n \times n} \) is a permutation matrix.

Low-rank matrices arise in many applications such as ranking and collaborative filtering \([3]\), background modeling \([4]\)–\([8]\), image reconstruction \([9]\)–\([11]\), system identification \([12]\), Internet Protocol network anomaly detection \([13]\), \([14]\), sensor and multichannel signal processing \([15]\), and biometrics \([16]\). These two widely used methods, however, are computationally prohibitive for large matrices. In addition, their computations using standard schemes are challenging to be parallelized on advanced computational architectures \([17]\)–\([19]\). Recently, low-rank approximation methods based on randomization have been developed \([6]\), \([17]\), \([18]\), \([20]\)–\([25]\). Randomized methods first transform an input matrix into a lower dimensional space by means of random
matrices, and next apply traditional methods to further process the reduced-size matrix. These methods have been demonstrated to be remarkably efficient, accurate, and robust. The performances of randomized methods are known to be superior to those of the classical methods in many practical circumstances. The advantage of randomized methods over their classical counterparts is twofold: i) they are computationally more efficient, and ii) they readily lend themselves to a parallel implementation in order to exploit parallel architectures.

Structure

The remainder of this paper is organized as follows. In Section II we discuss prior works, the problem this work is concerned with, and our contributions. In Section III we describe our proposed method in detail. In Section IV we present the mathematical analysis of RRR-UZVD. In Section V we present and discuss our experimental results, and concluding remarks are given in Section VI.

II. PRIOR WORKS AND PROBLEM STATEMENT

Economical variants of SVD and RRQR are partial SVD and truncated RRQR [1]. Both methods can compute an approximation of a matrix \( A \) with \( O(mnk) \) floating-point operations (flops). Partial SVD is computed by invoking Krylov subspace methods, such as the Lanczos and Arnoldi algorithms. These methods, however, have two disadvantages: i) inherently, they are numerically unstable [1], and ii) they are difficult to parallelize [17], [18], making them unsuitable to apply on advanced computational platforms. On the other hand, the major shortcoming in computing RRQR is pivoting strategy in which the columns of the large input matrix need to be permuted, i.e., RRQR is not pass-efficient [17]. To address this concern, recently several RRQR algorithms based on randomization have been proposed in order to carry out the factorization with minimum communication costs [10], [26], [27]. However, as we will show, RRQR does not provide highly accurate approximations.

After emerging the works in [20], [21], many randomized algorithms have been proposed for computing low-rank approximations of matrices. The algorithms in [22], [28], [29], first sample columns of an input matrix according to a probability proportional to either their \( \ell_2 \)-norm or leverage scores, leading to a compact representation of the matrix. The submatrix is then used for further computation using deterministic algorithms such as the SVD and pivoted QR [1] to construct the final low-rank approximation. Rokhlin et al. [24] proposed to first apply a random
Gaussian embedding matrix to compress the input matrix in order to obtain an orthonormal basis for the range of the matrix. Next, the matrix is transformed into a lower-dimensional subspace by means of the basis. The low-rank approximation is then obtained through computations by means of an SVD on the reduced-size matrix. Sarlós [23] proposed a method based on the Johnson-Lindenstrauss (JL) lemma. He showed that random linear combinations of rows render a good approximation to a low-rank matrix. The work in [30], built on Sarlós’s idea, computed a low-rank approximation using subspace embedding. Halko et al. [17] developed an algorithm based on randomized sampling techniques to compute an approximate SVD of a matrix. Their method, randomized SVD, for the matrix $A$ and integer $0 < k \leq \ell < n$ is computed as described in Alg. [1]

Algorithm 1 Randomized SVD (R-SVD) [17]

Input: Matrix $A \in \mathbb{R}^{m \times n}$, integers $k > 0$, $k \leq \ell < n$.

Output: A rank-$\ell$ approximation.

1: Draw a random matrix $\Gamma \in \mathbb{R}^{n \times \ell}$;
2: Compute the matrix product $Y = A\Gamma$;
3: Compute a QR factorization $Y = QR$;
4: Compute the matrix product $B = Q^T A$;
5: Compute an SVD $B = \bar{U} \bar{\Sigma} \bar{V}^T$;
6: Form the low-rank approximation $\hat{A}_{\text{RSVD}} = (Q\bar{U}) \bar{\Sigma} \bar{V}^T$.

The R-SVD computes an SVD of an $n \times \ell$ matrix. For large matrices, specifically when $m \approx n$, this computation can be burdensome in terms of the communication cost, i.e., data movement either between different levels of a memory hierarchy or between processors [31]. This makes the R-SVD unsuitable on modern computational environments. To address this issue, in this paper we develop a randomized algorithm that only utilizes the QR factorization to construct the approximation. The proposed algorithm, due to recently developed Communication-Avoiding QR (CAQR) algorithms [31], can be organized to exploit modern architectures, thereby being computed efficiently.

Gu [18] slightly modified the R-SVD algorithm and applied it to improve subspace iteration methods. The work in [6] proposed an algorithm termed subspace-orbit randomized SVD (SOR-
SOR-SVD alternately projects the input matrix onto its column and row space via a random Gaussian matrix. The matrix is then transformed into a lower dimensional subspace, and a truncated SVD follows to construct an approximation. The work in [9] proposed a rank-revealing algorithm based on randomized techniques termed compressed randomized UTV (CoR-UTV) decomposition. CoR-UTV first compresses the matrix through approximate orthonormal bases. Next, a QRCP is applied on the compressed matrix to give the final low-rank approximation.

Our Contributions

Driven by recent developments, this paper introduces a rank-revealing algorithm based on randomized sampling techniques termed randomized rank-revealing UZV decomposition (RRR-UZVD). RRR-UZVD constructs an approximation $\hat{A}$ to the matrix $A$ such as:

$$\hat{A} = UZV^T,$$

where $U$ and $V$ are orthonormal matrices, the leading-diagonal block of $Z$ reveals the rank of $A$, and its off-diagonal blocks are sufficiently small in magnitude. RRR-UZVD requires a few passes through $A$, and runs in $O(mnk)$ flops. The main operations of RRR-UZVD consist of matrix-matrix multiplications and QR factorizations. Recently, Communication-Avoiding QR algorithms [31] have been developed. These algorithms can carry out a QR computation with optimal communication costs. Thus, RRR-UZVD can be optimized for peak machine performance on high performance computing devices. We establish a theoretical analysis for RRR-UZVD in which the rank-revealing property of the algorithm is proved (Theorem 1). Moreover, we apply RRR-UZVD to reconstruct a low-rank image. We further apply RRR-UZVD, as a surrogate to the expensive SVD, to solve the robust principal component analysis (robust PCA) problem [4], [32], [33] in applications of background/foreground separation in video sequences as well as removing shadows and specularities from face images.

III. Randomized Rank-Revealing UZV Decomposition

A rank-revealing decomposition is any decomposition in which the rank of a matrix is revealed [2], [34], [35]. The crème de la crème of rank-revealing decompositions is the SVD [1]. Other deterministic rank-revealing methods include rank-revealing QR decomposition [2], URV decomposition (URVD) [34], and ULV decomposition (ULVD) [35]. The drawback of
these deterministic methods, however, includes computational costs, both arithmetic and, more importantly, communication [10], [31], [36].

The randomized rank-revealing UZV decomposition (RRR-UZVD) furnishes information on singular values and singular vectors of an input matrix through randomized schemes. Given \( A \), and integer \( 0 < k \leq \ell < n \), RRR-UZVD computes an approximation \( \hat{A} \) to \( A \) such that:

\[
\hat{A} = UZV^T = U \begin{bmatrix} Z_k & G \\ H & E \end{bmatrix} V^T,
\]

(5)

where \( U \) and \( V \) are orthonormal matrices of size \( m \times \ell \) and \( n \times \ell \), respectively. The matrix \( Z_k \) is of order \( k \) and nonsingular. The diagonals of \( Z_k \) are estimations to the first \( k \) singular values of \( A \). The matrices \( G, H, \) and \( E \) are of size \( k \times \ell - k, \ell - k \times k, \) and \( \ell - k \times \ell - k \), respectively all having small \( \ell_2 \)-norms. We term the diagonal elements of \( Z, Z \)-values of the matrix \( A \). The RRR-UZVD is rank-revealer in that the submatrix \( Z_k \) reveals the numerical rank \( k \) of \( A \), and the other submatrices of \( Z \) have sufficiently small \( \ell_2 \)-norms; see Theorem 1. The definition given for RRR-UZVD is analogous to those of rank-revealing algorithms in the literature [2], [9], [34], [35], [37]. To compute RRR-UZVD, the input matrix is first transformed into a lower dimensional space by means of random sampling techniques. Next, the entries of reduced-size matrix is manipulated. Lastly, the matrix is projected to the original space. For the matrix \( A \), RRR-UZVD is constructed by taking the following six steps:

1) Form a real \( n \times \ell \) random test matrix \( \Theta \).

2) Compute the \( m \times \ell \) matrix product:

\[
F = A \Theta.
\]

(6)

The matrix \( F \) is a projection onto a subspace spanned by \( A \)'s columns.

3) Compute the \( n \times \ell \) matrix product:

\[
T = A^TF.
\]

(7)

The matrix \( T \) is a projection onto a subspace spanned by \( A \)'s rows.

4) Form QR factorizations of \( F \) and \( T \):

\[
F = UR, \quad \text{and} \quad T = VS,
\]

(8)
where $U \in \mathbb{R}^{m \times \ell}$ and $V \in \mathbb{R}^{n \times \ell}$ are orthonormal matrices, which approximate the bases for $\mathcal{R}(A)$ and $\mathcal{R}(A^T)$, respectively. The notation $\mathcal{R}(\cdot)$ refers to the range of a matrix. The matrices $R$, $S \in \mathbb{R}^{\ell \times \ell}$ are upper triangular.

5) Compute the $\ell \times \ell$ matrix product:

$$Z = U^T AV.$$  \hspace{1cm} (9)

The matrix $Z$ is constructed by right and left multiplications of $A$ through the approximate bases.

6) Form the low-rank approximation of $A$ by projecting the reduced matrix back to the original space:

$$\hat{A} = UZV^T.$$  \hspace{1cm} (10)

The RRR-UZVD needs three passes over the data. But, it is possible to modify it in order for the algorithm to revisit the matrix $A$ only once. For this purpose, the matrix $Z$ (9) is approximated through the available matrices: both sides of $Z$ are right-multiplied by $V^T \Theta$, thus $ZV^T \Theta = U^T AVV^T \Theta$. Considering $A \approx AVV^T$, and $F = A\Theta$, $Z$ is approximated by

$$Z_{\text{approx}} = U^T F(V^T \Theta)^\dagger,$$  \hspace{1cm} (11)

where $\dagger$ refers to the Moore-Penrose inverse. There exist two concerns associated with the basic version of RRR-UZVD: i) RRR-UZVD may provide poor approximate (leading) singular values and singular vectors, compared to those of the SVD, and ii) the columns of $U$ and $V$ may not be in a contributing order. Accordingly, the $Z$-values may not be sorted in a decreasing order. We propose two methods to cope with these issues:

1. **Power iterations.** We incorporate a few steps of the power method [17], [24], which can substantially improve the performance of RRR-UZVD.

2. **Column permutation.** We implement a column pivoting technique as follows: first, sort the $Z$-values in a non-increasing order, delivering a permutation matrix $P$. Second, right-multiply the matrices $U$ and $V$ by $P$ such as $U_s = UP$, and $V_s = VP$.

The modified RRR-UZVD is presented in Alg. 2. Note that in Alg. 2 (when the power iteration technique is utilized), a non-updated $T$ must be used to form the approximation $Z_{\text{approx}}$. 
We also make use of column permutation technique, a shortcoming of QRCP when implemented on parallel architectures. However, there are fundamental differences between QRCP and RRR-UZVD in this regard. In RRR-UZVD:

- The column permutation strategy is implemented on matrices that are much smaller than the input matrix since $\ell \ll \min\{m, n\}$.
- The column permutation technique does not need access columns of the input matrix itself, i.e., it does not need passes over the data.

**Algorithm 2** The RRR-UZVD Algorithm

**Input:** Data matrix $A \in \mathbb{R}^{m \times n}$, integers $k > 0$, $k \leq \ell < n$, and power iteration factor $q$.

**Output:** A low-rank approximation.

1: Draw a random test matrix $T \in \mathbb{R}^{n \times \ell}$;
2: for $j = 1$ to $q + 1$ do
3: Compute the matrix product $F = AT$;
4: Compute the matrix product $T = A^T F$;
5: end for
6: Form QR factorizations $F = UR$ and $T = VS$;
7: Compute $Z_{\text{approx}} = U^T F(V^T T)^\dagger$, (or $Z = U^T AV$);
8: Carry out the column pivoting technique, delivering $U_s$, $V_s$, $Z_{\text{approx}} = U^T_s Z_1(V^T_s Z_2)^\dagger$;
9: Construct the low-rank approximation $\hat{A} = U_s Z_{\text{approx}} V^T_s$.

The key difference between RRR-UZVD with SOR-SVD [6] and CoR-UTV [9] is that both SOR-SVD and CoR-UTV apply a deterministic algorithm, the former applies the SVD and latter applies column-pivoted QR, on the reduced matrix in their procedures to factor an input matrix. However, RRR-UZVD only uses column permutation and matrix-matrix multiplications on the small matrix. The deterministic methods employed can be challenging to parallelize when implemented on high performance computing devices, while matrix-matrix multiplications can readily be implemented in parallel, as will be explained later. In addition, SOR-SVD produces a rank-$k$ while RRR-UZVD constructs a rank-$\ell$ approximation.
IV. ANALYSIS OF RRR-UZV DECOMPOSITION

In this section, we show that RRR-UZVD has the rank-revealing property, and discuss its computational cost.

A. Rank-Revealing Property

The RRR-UZVD, with partitioned matrices, takes the form:

\[ \hat{A} = UZV^T = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} Z_k & G \\ H & E \end{bmatrix} \begin{bmatrix} V_1 \\ V_2 \end{bmatrix}^T, \quad (12) \]

where \( U_1 \) and \( U_2 \) are orthonormal matrices of size \( m \times k \) and \( m \times \ell - k \), respectively. \( Z_k \) is of order \( k \) and invertible whose diagonals being approximations of \( \ell \) leading singular values of \( A \). The matrices \( V_1 \) and \( V_2 \) are orthonormal of size \( n \times k \) and \( n \times \ell - k \), respectively. We demonstrate that \( Z_k \) reveals the numerical rank of \( A \), and submatrices \( G \in \mathbb{R}^{k \times \ell - k} \), \( H \in \mathbb{R}^{\ell - k \times k} \), \( E \in \mathbb{R}^{\ell - k \times \ell - k} \) are small in magnitude. We show that if approximate bases for \( \mathcal{R}(A) \) and \( \mathcal{R}(A^T) \) are obtained through the procedure described, the middle matrix \( Z \) has the rank-revealing property. The theorem below sets forth the rank-revealing property of the RRR-UZVD algorithm. This result is new.

**Theorem 1:** Suppose that \( A \) is a real \( m \times n \) matrix, where \( m \geq n \), and its numerical rank is \( k \). Further, suppose that the SVD of \( A \) is defined as in (1), and its RRR-UZVD is defined as in (12). Then,

\[ \rho_{\min}(Z_k) = O(\rho_k), \quad (13) \]
\[ ||[H \ E]||_2 = O(\rho_{k+1}), \quad (14) \]
\[ ||[G^T \ E^T]^T||_2 = O(\rho_{k+1}). \quad (15) \]

**Proof.** The proof is given in the Appendix.

B. Computational Cost

The basic version of RRR-UZVD in order to construct an approximation to \( A \) has the following costs:

- Forming a random matrix \( \Phi \), e.g., standard Gaussian, in Step 1 costs \( O(n\ell) \).
Computing the matrix product in Step 2 costs $O(mn\ell)$.
Computing the matrix product in Step 3 costs $O(mn\ell)$.
Forming the QR factorizations in Step 4 costs $O(m\ell^2 + n\ell^2)$.
Computing the matrix product in Step 5 costs $O(mn\ell + m\ell^2)$ (if in this step the matrix $Z$ is estimated by $Z_{\text{approx}}$ [11], the cost would be $O(m\ell^2 + n\ell^2 + \ell^3)$).

The dominant cost of Step 1 through Step 6 occurs when $A$ and $A^T$ are multiplied by the corresponding matrices. Hence

$$C_{UZV} = O(mn\ell).$$

The cost of the algorithm increases when the modifications (power iteration and column permutation techniques) are applied. The column reordering technique costs $O(m\ell)$. RRR-UZVD needs either three or two passes (considering $Z$ being approximated by $Z_{\text{approx}}$) over data to decompose $A$. With the power method used (Alg. [2]), RRR-UZVD needs either $(2q + 3)$ passes over data with flop count of $(2q + 3)C_{UZV}$, or $(2q + 2)$ passes over data (considering $Z$ being approximated by $Z_{\text{approx}}$) with flop count of $(2q + 2)C_{UZV}$. The sample size parameter $\ell$ is usually close to the exact numerical rank $k$.

To compute any algorithm one needs to consider two costs: i) arithmetic, that is, the number of flops, and ii) communication, that is, data flow either between different levels of a memory hierarchy or between processors [31]. The communication cost becomes considerably more expensive compared to the arithmetic when carrying out the computations for a large data matrix stored externally on modern computational platforms [31], [38]. The RRR-UZVD carries out several matrix-matrix multiplications which can be readily implemented in parallel. RRR-UZVD further carries out QR factorizations on two $m \times \ell$ and $n \times \ell$ matrices. The R-SVD [17], however, carries out one QR factorization on a matrix of size $m \times \ell$ and one SVD on a matrix of size $n \times \ell$. Recently, Communication-Avoiding QR (CAQR) algorithms [31] have been developed, which carry out the orthogonal triangularization with optimal communication costs. However, computing an SVD using standard schemes are difficult to parallelize [17]–[19]. Hence, the operations of RRR-UZVD can be arranged to produce a low-rank approximation with optimal communication costs. This is an advantage of RRR-UZVD over R-SVD. Compared to CoR-UTV [9], RRR-UZVD only makes use of the matrix-vector multiplication to manipulate the reduced matrix $Z$. While, CoR-UTV employs a deterministic QRCP for processing the compressed matrix,
which may impose considerable communication cost on the algorithm. This is an advantage of RRR-UZVD over CoR-UTV.

V. SIMULATIONS

In this section, we assess the empirical performance of the RRR-UZVD algorithm. We first, through numerical examples, show that RRR-UZVD i) is a rank-revealing algorithm, and ii) furnishes estimates of singular values, which with remarkable fidelity track the exact singular values of the input matrix. To make a fair judgment of the behaviour of RRR-UZVD, we include QR with column pivoting (QRCP), the optimal SVD, R-SVD [17], and CoR-UTV [9] in our comparison. Next, we treat an image reconstruction problem; we reconstruct a low-rank image of a differential gear through RRR-UZVD. Lastly, we devise a robust PCA algorithm by using RRR-UZVD. We experimentally investigate the efficacy and efficiency of the proposed algorithm on synthetic and real-time data. The experiments were conducted in MATLAB on a PC with a 3 GHz intel Core i5-4430 processor and 8 GB of RAM. To compute RRR-UZVD and R-SVD, we generate a random matrix whose entries are independent, identically distributed Gaussian random variables of zero mean and unit variance.

A. Rank-Revealing Property and Singular Value Approximation

We first assess the performance of RRR-UZVD on synthetically generated data. For the first test, we construct a rank-$k$ matrix $A$ of order 1000 perturbed with Gaussian noise such that

$$A = A_1 + A_2,$$

where

$$A_1 = U_{A_1} \Sigma_{A_1} V_{A_1}^T,$$

$U_{A_1}$ and $V_{A_1}$ are random orthonormal matrices, $\Sigma_{A_1}$ only has non-zero elements $\rho_s$ on the diagonal as singular values which decrease linearly from 1 to $10^{-9}$, and $\rho_{k+1} = \ldots = \rho_{1000} = 0$. The matrix $A_2$ is Gaussian normalized to have $\ell_2$-norm gap $\times \rho_k$. We set $k = 20$, and gap = 0.15.

In the second test, we consider a challenging matrix called the devil’s stairs [39]; a matrix $A$ of order 1000 whose singular value spectrum has multiple gaps. The singular values are arranged analogous to a descending staircase. Each step comprises $d = 10$ equal singular values.

We factor the test matrices through RRR-UZVD (Alg. 2), the SVD, QRCP, R-SVD, and CoR-UTV. We compare the results to assess the quality of singular values. For the randomized methods, we (arbitrarily) set $\ell = 2k$, and the power method factor $q = 1$. The results are shown in Fig. [1]. We make two observations: i) for the first test matrix, RRR-UZVD strongly reveals
the gap in $\rho_{20}$ and $\rho_{21}$, and provides estimations to singular values that show no loss of accuracy compared with the optimal SVD, while QRCP fails to reveal the rank. ii) For the second test matrix, RRR-UZVD reveals the gaps between the singular values and, moreover, excellently tracks them. RRR-UZVD furnishes highly accurate approximations to the singular values of the devil’s stairs, whereas QRCP fails to reveal the gaps, provides poor estimations to the singular values, and is not able to track them.

B. Low-Rank Image Reconstruction

In this experiment, we reconstruct a gray-scale image of a differential gear with dimension $1280 \times 804$ [10] in order to evaluate the quality of approximation constructed by RRR-UZVD. In our comparison, we consider truncated QRCP, R-SVD, and the truncated SVD of PROPACK package [40]. The PROPACK function efficiently computes a specified number of leading singular pairs, suitable for approximating large matrices.

The results are displayed in Figs. 2 and 3. Fig. 2 shows the differential gear images reconstructed using $\text{rank} = 25$ and $\text{rank} = 85$, respectively via the methods considered. From Fig. 2a, RRR-UZVD and R-SVD with no power iterations ($q = 0$) demonstrate the poorest qualities. A better reconstruction is shown by the truncated QRCP. However, RRR-UZVD and R-SVD using one step of power iterations ($q = 1$) construct approximations as accurate as the truncated SVD. In this case, these methods outperform the truncated QRCP. The rank-85 approximations in Fig.
Fig. 2: Low-rank image reconstruction through the truncated SVD [40], truncated QRCP, R-SVD [17], and RRR-UZVD with (a) rank = 25, and (b) rank = 85.

Fig. 3a shows the approximation error in terms of the Frobenius norm against the approximation rank. The error is calculated as follows:

\[
\zeta = \| A - \hat{A}_{\text{approx}} \|_F,
\]

where \( \hat{A}_{\text{approx}} \) is a low-rank approximation produced by each algorithm. In Fig. 3b, the execution times of the considered algorithms are compared, except for truncated QRCP; we have excluded this algorithm because there does not exist an optimized LAPACK function to compute QRCP with an assigned rank. The figure shows how the runtime of truncated SVD considerably grows as the approximation rank increases. While, one step of a power iteration together with column pivoting technique barely adds to the runtime of RRR-UZVD. This demonstrates the RRR-UZVD ability to provide comparable approximations with truncated SVD with much lower computational cost. R-SVD with \( q = 0 \) appears to be slightly faster than RRR-UZVD with \( q = 0 \) in our experiment. However, as RRR-UZVD’s operations can be arranged to be carried out with minimum communication costs (subsection IV-B), we expect that on current and future
advanced computational devices the RRR-UZVD algorithm to be faster than both truncated SVD and R-SVD, where the cost of communication is a serious bottleneck on performance of any algorithm.

C. Robust PCA with RRR-UZVD

Robust PCA [4], [32], [33] represents an $m \times n$ low-rank matrix $A$ whose fraction of entries being grossly perturbed as a linear combination of a clean low-rank matrix $B$ and a sparse matrix of errors $C$ such as $A = B + C$. Robust PCA solves the convex program:

$$\min_{(B,C)} \|B\|_* + \gamma \|C\|_1 \quad \text{subject to} \quad A = B + C,$$

where $\|M\|_* \triangleq \sum \rho_i(M)$ is defined as the nuclear norm of any matrix $M$, $\|M\|_1 \triangleq \sum_{ij} |M_{ij}|$ is defined as the $\ell_1$-norm of $M$, and $\gamma > 0$ is a weighting parameter. The method of augmented Lagrange multipliers (ALM) [41] is an efficient method to solve (18), which yields the optimal solution. However, it has a major bottleneck which is computing an SVD at each iteration for approximating the low-rank component $B$ of $A$. The work in [42] proposes several techniques such as predicting the dimension of principal singular space, a continuation method [43], and a truncated SVD by making use of PROPACK package [40] to speed up the convergence of the ALM method. The bottleneck of the proposed algorithm [42], however, is that the employed truncated SVD [40] uses the lanczos method that is i) numerically unstable, and ii) has poor
performance on modern computing devices because of limited data reuse in its operations [1], [17], [18]. To address this issue, by retaining the original objective function [4], [32], [33], [42], we apply RRR-UZVD to solve the robust PCA problem. We further adopt the continuation technique [42], [43]. We call our proposed method ALM-UZVD given in Alg. 3. In Alg. 3 for any matrix M with an RRR-UZVD described in Section III, \( Z_\nu(M) \) denotes a UZV thresholding operator defined as:

\[
Z_\nu(M) = U(1:s)Z(1:s,:)V^T,
\]

where \( s \) is the number of diagonal elements of \( Z \) larger than \( \nu \), \( S_\nu(x) = \text{sgn}(x)\max(|x| - \nu, 0) \) is a shrinkage operator, and \( \gamma, \eta_0, \bar{\eta}, \tau, Y_0, \) and \( C_0 \) are initial values.

**Algorithm 3 Robust PCA solved via ALM-UZVD**

**Input:** Matrix \( A, \gamma, \eta_0, \bar{\eta}, \tau, Y_0, C_0, i = 0 \);

**Output:** Low-rank plus sparse matrix

1. **while** the algorithm does not converge **do**
   2. Compute \( B_{i+1} = Z_{\eta_i^{-1}}(A - C_i + \eta_i^{-1}Y_i) \);
   3. Compute \( C_{i+1} = S_{\gamma \eta_i^{-1}}(A - B_{i+1} + \eta_i^{-1}Y) \);
   4. Compute \( Y_{i+1} = Y_i + \eta_i(A - B_{i+1} - C_{i+1}) \);
   5. Update \( \eta_{i+1} = \max(\tau \eta_i, \bar{\eta}) \);
2. **end while**
3. **return** \( B^* \) and \( C^* \)

1) Synthetic Low-Rank and Sparse Matrix Recovery: We construct a matrix \( A = B + C \) as a sum of a low-rank matrix \( B \in \mathbb{R}^{n \times n} \) and a sparse matrix of errors \( C \in \mathbb{R}^{n \times n} \). The matrix \( B \) is generated as a product of two standard Gaussian matrices \( W, Q \in \mathbb{R}^{n \times k} \) such as \( B = WQ^T \).

The matrix \( C \) has \( c \) non-zero entries drawn independently from the set \{-100, 100\}. We consider the rank \( k = \text{rank}(B) = 0.05 \times n \), and \( c = \|C\|_0 = 0.05 \times n^2 \), where \( \| \cdot \|_0 \) refers to the \( \ell_0 \)-norm.

We apply the ALM-UZVD and efficiently implemented robust PCA algorithm in [42], hereafter InexactALM, to \( A \) to recover \( B^* \) and \( C^* \). The numerical results are summarized in Table I.

We adopt the initial values proposed in [42] in our experiments. The algorithms are terminated when \( \|A - B^{sol} - C^{sol}\|_F < 10^{-4}\|A\|_F \) is satisfied, where \((B^{sol}, C^{sol})\) is the solution pair of either algorithm. In Table I, **Time** denotes the computational time in seconds, **Iter.** denotes
the number of iterations, and \( \xi = \| A - B^{sol} - C^{sol} \|_F / \| A \|_F \) is the relative error. RRR-UZVD needs a preassigned rank \( \ell \) to carry out the decomposition. We arbitrarily set \( \ell = 2k \), and also \( q = 2 \).

Judging from the results presented in Table I, we make the following observations: i) in all cases, ALM-UZVD successfully detects the exact rank \( k \) of the matrices, ii) ALM-UZVD provides the optimal solution, while it needs one more iteration in comparison with InexactALM, and iii) ALM-UZVD outperforms InexactALM in runtime, with speedups of up to 5 times.

| \( n \) | \( k \) | \( c \) | Algorithms | \( \hat{k} \) | \( \hat{c} \) | Time | Iter. | \( \xi \) |
|---|---|---|---|---|---|---|---|---|
| 1e3 | 50 | 5e4 | ALM-UZVD | 50 | 5e4 | 0.6 | 10 | 4.2e-5 |
| | | | InexactALM | 50 | 5e4 | 2.5 | 9 | 3.1e-5 |
| 2e3 | 100 | 2e5 | ALM-UZVD | 100 | 2e5 | 4.4 | 10 | 4.1e-5 |
| | | | InexactALM | 100 | 2e5 | 17.6 | 9 | 4.9e-5 |
| 3e3 | 150 | 45e4 | ALM-UZVD | 150 | 45e4 | 10.5 | 10 | 5.3e-5 |
| | | | InexactALM | 150 | 45e4 | 52.9 | 9 | 5.2e-5 |

2) Background Subtraction in Surveillance Video: In this experiment, we employ ALM-UZVD in order to separate the background and foreground of a video sequence. We use one surveillance video from [44]. The video has 200 grayscale frames each with dimension \( 256 \times 320 \), taken in a shopping mall. We form an \( 81920 \times 200 \) matrix \( A \) through stacking individual frames as its columns.

To approximate the low-rank component (background), the RRR-UZVD incorporated in ALM-UZVD requires a preassigned rank \( \ell \). We use the following bound [1] that relates the rank \( k \) of any matrix \( M \) with the Frobenius and nuclear norms in order to determine \( \ell \):

\[
\sqrt{k} \geq \frac{\|M\|_*}{\|M\|_F}. \tag{20}
\]

We assign \( \ell = k + p \), where \( k \) is the minimum value satisfying (20), and \( p = 2 \) is an oversampling factor. We again set \( q = 2 \) for RRR-UZVD. Some video frames with recovered backgrounds
Fig. 4: (a) Original video frames are shown in column 1. Recovered backgrounds $B^*$ and foregrounds $C^*$, by ALM-UZVD are shown in columns 2 and 3, respectively. (b) Cropped images of a face under different illuminations are shown in column 1. Clean images and errors associated with shadows and specularities recovered by ALM-UZVD are shown in columns 2 and 3, respectively.

and foregrounds are shown in Fig. 4a. It is observed that ALM-UZVD recovers the low-rank and sparse components of the video successfully. Table II presents the results, showing that ALM-UZVD outperforms InexactALM in terms of runtime.

3) Removing Shadows and Specularities from Face Images: In this experiment, we apply ALM-UZVD in order to remove shadows and specularities of face images. We use a face image of dimension $192 \times 168$ with a total of 64 illuminations from the Yale B face database [45]. The individual images are stacked as the columns to form a $32256 \times 64$ matrix $A$. We apply ALM-UZVD to $A$. The results are shown in Fig. 4b and Table II. It is observed that the sparse components contain the shadows and specularities of the face images that have been effectively extracted by ALM-UZVD. The ALM-UZVD method, we conclude, successfully recovers the face images taken under distant illumination from the dataset considered nearly two times faster than InexactALM.

VI. CONCLUSION

In this paper we proposed RRR-UZVD. The RRR-UZVD method makes use of randomized sampling to construct an approximation to a low-rank matrix. We provided theoretical analysis for RRR-UZVD, showing the algorithm is rank-revealer. Through numerical experiments we showed that RRR-UZVD considerably outperforms QRCP in revealing the numerical rank of
a low-rank matrix, and provides results with no loss of accuracy compared with those of the optimal SVD. The performance of RRR-UZVD exceeds that of QRCP in computing low-rank approximation when the power iteration and column permutation schemes are employed. In this case, RRR-UZVD furnishes results as accurate as those of the SVD. Compared to the SVD and QRCP, RRR-UZVD is more efficient in terms of arithmetic cost. In addition, RRR-UZVD can take advantage of modern computer architectures better than SVD, QRCP, as well as competing R-SVD and CoR-UTV. We further applied RRR-UZVD in applications of robust PCA. Our results show that ALM-UZVD renders the optimal solution, and is considerably faster than the efficiently implemented InexactALM method.

VII. APPENDIX

Proof of Theorem [1]

To prove the first relation in (13), consider $\mathbf{B} \in \mathbb{R}^{m \times m}$ and $\mathbf{C} \in \mathbb{R}^{n \times n}$ to be orthonormal matrices (i.e., $\mathbf{B}^T \mathbf{B} = \mathbf{I}_m$ and $\mathbf{C}^T \mathbf{C} = \mathbf{I}_n$, where $\mathbf{I}_s$ denotes an $s \times s$ identity matrix). The matrices $\mathbf{A}$ and $\mathbf{BAC}$ have exactly the same singular values [1]. Let a matrix $\mathbf{D}$ be a submatrix of $\mathbf{BAC}$ such that:

$$
\mathbf{D} = \mathbf{B}_1 \mathbf{A} \mathbf{C}_1,
$$

where $\mathbf{B}_1 \in \mathbb{R}^{k \times m}$ consists of the first $k$ rows of $\mathbf{B}$, and $\mathbf{C}_1 \in \mathbb{R}^{n \times k}$ consists of the first $k$ columns of $\mathbf{C}$. Suppose that $\mathbf{D}$ has singular values such as $\delta_1 \geq \delta_2 \geq \ldots \geq \delta_k$. We form the following product:

$$
\mathbf{D} \mathbf{D}^T = \mathbf{B}_1 \mathbf{M} \mathbf{M}^T \mathbf{B}_1^T,
$$

where $\mathbf{M} = \mathbf{A} \mathbf{C}_1$. The desired result follows from this equality.

### Table II: Numerical results of InexactALM [42] and ALM-UZVD (Alg. 3) for real data recovery.

| Dataset   | ALM-UZVD Time | Iter. | $\xi$  | InexactALM Time | Iter. | $\xi$  |
|-----------|---------------|-------|-------|-----------------|-------|-------|
| Shopping mall | 15.8          | 23    | 8.1e-5| 47.8            | 23    | 7.1e-5|
| Yale B02   | 2.0           | 21    | 9.1e-5| 3.8             | 21    | 7.5e-5|
where the matrix $M = AC_1$ is of size $m \times k$. Thus, $DD^T$ is a $k \times k$ principal submatrix of the $m \times m$ symmetric $BMM^T B^T$. Suppose that $M$ has singular values such as $\mu_1 \geq \mu_2 \geq ... \geq \mu_k$. Thus, the eigenvalues of $MM^T$ satisfy

$$\mu_1^2 \geq \mu_2^2 \geq ... \geq \mu_k^2 \geq \mu_{k+1}^2 = ... = \mu_m^2 = 0.$$  (23)

By invoking the formulas that relate the eigenvalues of a principal submatrix with those of a symmetric matrix [1], we obtain

$$\mu_1^2 \geq \delta_1^2 \geq ... \geq \mu_k^2 \geq \delta_k^2.$$  (24)

We now form the following product:

$$M^T M = C_1^T A^T AC_1.$$  (25)

The nonzero eigenvalues of $M^T M$ coincide with those of $MM^T$. By (25) we observe that $M^T M$ is a $k \times k$ principal submatrix of the $n \times n$ symmetric $C^T A^T AC$. Hence

$$\rho_1^2 \geq \mu_1^2 \geq ... \geq \rho_k^2 \geq \mu_k^2,$$  (26)

and accordingly,

$$\rho_1^2 \geq \mu_1^2 \geq \delta_1^2 \geq ... \geq \rho_k^2 \geq \mu_k^2 \geq \delta_k^2.$$  (27)

Substituting $B_1$ and $C_1$ in (21) with $U_1^T$ and $V_1$ in (12), respectively, results in

$$\rho_k(Z) \leq \rho_k.$$  (28)

Note that for any decomposition to be rank-revealing, there must be a well-defined gap in the singular value spectrum of the input matrix [2], [37].

To prove (14), with an SVD of $A$ defined in (1), let the matrix $\hat{A}$ formed by RRR-UZVD have an SVD such that $\hat{A} = \hat{U} \hat{\Sigma} \hat{V}^T$. We write $\hat{A} = \hat{U}_k \hat{\Sigma}_k \hat{V}_k^T + \hat{U}_0 \hat{\Sigma}_0 \hat{V}_0^T$. By the argument given in the proof of the first bound (13), the following relation must hold

$$\rho_{k+1} = \|A^T U_0\|_2 \geq \hat{\rho}_{k+1} = \|\hat{A}^T \hat{U}_0\|_2.$$  (29)

We further have

$$\hat{\rho}_{k+1} = \|\hat{A}^T \hat{U}_0\|_2 \leq \|\hat{A}^T U_2\|_2.$$  (30)
The relation in (30) holds since $U_2$ provides an approximation to $\hat{U}_0$. However, in practice, combining the power iteration and column pivoting techniques leads to a $U_2$ which spans the null space of $\hat{A}^T$. Thus

$$\hat{\rho}_{k+1} \approx \|\hat{A}^T U_2\|_2. \quad (31)$$

By substituting $\hat{A}$ (12) into (31), it follows that

$$\hat{\rho}_{k+1} \approx \|\begin{bmatrix} V_1 & V_2 \end{bmatrix} \begin{bmatrix} Z_k^T & H^T \\ G^T & E^T \end{bmatrix} \begin{bmatrix} U_1^T \\ U_2^T \end{bmatrix} U_2\|_2 \approx \|\begin{bmatrix} H & E \end{bmatrix}\|_2. \quad (32)$$

To prove (15), with an analogous argument as in the proof of (14), we have

$$\rho_{k+1} = \|AV_0\|_2 \geq \hat{\rho}_{k+1} = \|\hat{A}\hat{V}_0\|_2. \quad (33)$$

and consequently,

$$\hat{\rho}_{k+1} = \|\hat{A}\hat{V}_0\|_2 \leq \|\hat{A}V_2\|_2. \quad (34)$$

The relation in (34) holds since $V_2$ is an approximation to $\hat{V}_0$. In practice, combining the power iteration and column permutation techniques leads to a $V_2$ which spans the null space of $\hat{A}$. Thus

$$\hat{\rho}_{k+1} \approx \|\hat{A}V_2\|_2. \quad (35)$$

By substituting $\hat{A}$ (12) into (35), it follows that

$$\hat{\rho}_{k+1} \approx \|\begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} Z_k & G \\ H & E \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix} V_2\|_2 \approx \|\begin{bmatrix} H^T & E^T \end{bmatrix}\|_2. \quad (36)$$

This completes the proof.

The authors would like to thank...
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