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Abstract. We show that Weak Vopěnka’s Principle, which is the statement that the opposite category of ordinals cannot be fully embedded into the category of graphs, is equivalent to the large cardinal principle Ord is Woodin, which says that for every class $C$ there is a $C$-strong cardinal. Weak Vopěnka’s Principle was already known to imply the existence of a proper class of measurable cardinals. We improve this lower bound to the optimal one by defining structures whose nontrivial homomorphisms can be used as extenders, thereby producing elementary embeddings witnessing $C$-strongness of some cardinal.

1. Introduction

We work in the second-order set theory GB + AC, meaning Gödel–Bernays set theory with the Axiom of Choice for sets. This theory allows us to deal with with arbitrary classes and Ord-sequences of structures. Because every model of ZFC together with its definable classes forms a model of GB + AC, the results of this paper also hold in ZFC for definable classes as a special case.

A graph is a structure $\langle G; E \rangle$ where $G$ is a set and $E$ is a binary relation on $G$. A homomorphism of graphs $\langle G; E \rangle \rightarrow \langle G'; E' \rangle$ is a function $h : G \rightarrow G'$ such that for all $\langle x_1, x_2 \rangle \in E$ we have $\langle h(x_1), h(x_2) \rangle \in E'$. Sometimes we write just $G$ for a graph instead of $\langle G; E \rangle$. Vopěnka’s Principle (VP) states that the category of graphs has no large discrete full subcategory, or in other words that for every proper class of graphs there is some non-identity homomorphism among the graphs in that class.

Adámek, Rosický, and Trnková [1, Lemma 1] showed that VP is equivalent to the statement that the category Ord does not fully embed into the category of graphs, and they defined Weak Vopěnka Principle (WVP) as the dual statement that the opposite category $\text{Ord}^{\text{op}}$ does not fully embed into the category of graphs. More explicitly:

Definition 1.1 ([1]). Weak Vopěnka’s Principle (WVP) says that no sequence of graphs $\langle G_\alpha : \alpha \in \text{Ord} \rangle$ has both of the following properties: whenever $\alpha \leq \alpha'$ there is a unique homomorphism $G_{\alpha'} \rightarrow G_\alpha$ and whenever $\alpha < \alpha'$ there is no homomorphism $G_\alpha \rightarrow G_{\alpha'}$.

Adámek, Rosický, and Trnková [1, Lemma 2] observed that that WVP follows from VP (hence the name “weak”). They also noted that it implies the existence of a proper class of measurable cardinals. The main result of this article is a substantial improvement to this large-cardinal lower bound, leading to an equivalence.

A variant of WVP is obtained by removing uniqueness from the definition:

Definition 1.2 ([2]). Semi-Weak Vopěnka’s Principle (SWVP) says that no sequence of graphs $\langle G_\alpha : \alpha \in \text{Ord} \rangle$ has both of the following properties: whenever $\alpha \leq \alpha'$ there is a homomorphism $G_{\alpha'} \rightarrow G_\alpha$ and whenever $\alpha < \alpha'$ there is no homomorphism $G_\alpha \rightarrow G_{\alpha'}$.
We have VP \implies SWVP \implies WVP, where the first implication is due to Adámek and Rosický [2] and the second implication is trivial. Wilson [8] proved that SWVP and WVP are equivalent to each other and are both strictly weaker than VP, in fact strictly weaker than the existence of a supercompact cardinal. In this article, we will show that the large cardinal principle “Ord is Woodin” (defined below) implies SWVP and follows from WVP. Since SWVP trivially implies WVP, this gives the precise large cardinal strength of both principles. It also gives another proof of their equivalence to each other.

Before stating the definition of this large cardinal principle, we briefly review some set-theoretic terminology.

Recall that a class \( M \) is called transitive if every element of \( M \) is a subset of \( M \). Important examples of transitive sets are \( V_\alpha, \alpha \in \text{Ord} \), defined recursively by \( V_0 = \emptyset \), \( V_{\alpha+1} = \mathcal{P}(V_\alpha) \), and \( V_\lambda = \bigcup_{\alpha < \lambda} V_\alpha \) if \( \lambda \) is a limit ordinal. In other words, \( V_\alpha \) is the set of all sets of rank less than \( \alpha \). The class of all sets, \( V_\text{Ord} \), is equal to \( \bigcup_{\alpha \in \text{Ord}} V_\alpha \) by the axiom of foundation. The critical point of an elementary embedding \( j : \langle V_\text{Ord}; \in \rangle \rightarrow \langle M_\text{Ord}; \in \rangle \), denoted by \( \text{crit}(j) \), is the least ordinal \( \kappa \) such that \( j(\kappa) \neq \kappa \). If \( j \) is not the identity, then it has a critical point \( \kappa \) equal to the least rank of any set that is moved by \( j \). Moreover, \( \kappa \) is a cardinal and \( j(\kappa) > \kappa \).

**Definition 1.3.** Let \( C \) be a class, let \( \kappa \) be a cardinal, and let \( \beta \) be an ordinal. We say that \( \kappa \) is \( \beta \)-\( C \)-strong if there is a transitive class \( M \) and an elementary embedding
\[
j : \langle V_\beta; \in \rangle \rightarrow \langle M_\beta; \in \rangle
\]
such that
1. \( \text{crit}(j) = \kappa \),
2. \( V_\beta \subset M \), and
3. \( j(C \cap V_\beta) \cap V_\beta = C \cap V_\beta \).

Because condition (1) implies that \( \kappa \) is a measurable cardinal, we could omit from the definition the explicit requirement that \( \kappa \) is a cardinal. Note that if \( \kappa \) is \( \beta \)-\( C \)-strong then it is \( \beta' \)-\( C \)-strong for every ordinal \( \beta' < \beta \), as witnessed by the same elementary embedding \( j \).

We will sometimes write condition (3) in the abbreviated form \( j(C) \cap V_\beta = C \cap V_\beta \), where for every class \( C \) the class \( j(C) \) is defined as \( \bigcup_{\alpha \in \text{Ord}} j(C \cap V_\alpha) \). This produces an equivalent definition because \( j(C) \) and \( j(C \cap V_\beta) \) have the same intersection with \( V_\beta \).

Many authors include a fourth condition \( j(\kappa) > \beta \) in the definition of \( \beta \)-\( C \)-strong. This condition is not relevant to WVP, so it will not be used in this article. Adding this condition results in an equivalent definition of \( \beta \)-\( C \)-strong when \( \beta \) is a successor ordinal so our omission of it does not affect the global notion of \( C \)-strongness that we define next.

**Definition 1.4.** Let \( C \) be a class and let \( \kappa \) be a cardinal. We say that \( \kappa \) is \( \beta \)-\( C \)-strong if it is \( \beta \)-\( C \)-strong for every ordinal \( \beta \).

We may now define the large cardinal notion that we will show is equivalent to WVP. It is a standard (though lesser-used) variation of the definition of “Woodin cardinal”:

**Definition 1.5.** Ord is Woodin means that for every class \( C \) there is a \( C \)-strong cardinal.

The main result of this article is the following.

\[\text{See Kanamori [4, Exercise 26.7(b)] for the case } C = \emptyset, \text{ which is based on the argument of Kunen [5] for } \beta \text{-supercompactness and easily generalizes to an arbitrary class } C.\]
Theorem 1.6 (GB + AC). The following statements are equivalent.

(1) Ord is Woodin.
(2) SWVP.
(3) WVP.

The proof that Ord is Woodin implies SWVP is relatively easy, so we give it now.

Proof of (1) ⇒ (2). Assume that Ord is Woodin, let $G = \langle G(\alpha) : \alpha \in \text{Ord} \rangle$ be a sequence of graphs, and assume that whenever $\alpha \leq \alpha'$ there is a homomorphism $G(\alpha') \to G(\alpha)$. It will suffice to show that there is an ordinal $\kappa$ and a homomorphism $G(\kappa) \to G(\kappa + 1)$.

Because Ord is Woodin, there is a $G$-strong cardinal $\kappa$. Take $\beta$ sufficiently large that the ordered pair $\langle \kappa + 1, G(\kappa + 1) \rangle$, which is an element of the class function $G$, is also an element of $V_\beta$. Because $\kappa$ is $\beta$-$G$-strong, there is a transitive class $M$ and an elementary embedding $j : \langle V; \in \rangle \to \langle M; \in \rangle$ such that $\text{crit}(j) = \kappa$, $V_\beta \subset M$, and $j(G) \cap V_\beta = G \cap V_\beta$. Then $\langle \kappa + 1, G(\kappa + 1) \rangle$ is also an element of the class function $j(G)$ (which is a sequence of graphs in $M$,) meaning $j(G)(\kappa + 1) = G(\kappa + 1)$.

The elementarity of $j$ implies that the restriction $j \upharpoonright G(\kappa)$ is a homomorphism $G(\kappa) \to j(G(\kappa))$, and also implies that $j(G(\kappa)) = j(G)(j(\kappa))$, so what we have is a homomorphism $j \upharpoonright G(\kappa) : G(\kappa) \to j(G)(j(\kappa))$.

By our assumption on the existence of “backward” homomorphisms from later graphs to earlier ones, the elementarity of $j$, and the fact that $j(\kappa) > \kappa + 1$, there is a homomorphism $h$ in $M$ from $j(G)(j(\kappa))$ to $j(G)(\kappa + 1)$. The fact that $h$ is a homomorphism is absolute between $M$ and $V$, and we have $j(G)(\kappa + 1) = G(\kappa + 1)$ as mentioned previously, so what we have is a homomorphism $h : j(G)(j(\kappa)) \to G(\kappa + 1)$.

Then the composition $h \circ (j \upharpoonright G(\kappa))$ is a homomorphism $G(\kappa) \to G(\kappa + 1)$, as desired. □

To complete the proof of Theorem 1.6 because SWVP trivially implies WVP it remains to prove that WVP implies Ord is Woodin. This will be done in Section 2 (except the proof of Lemma 2.6, which will be done in Section 3). In this proof, we will not work directly with graphs. We will use the fact that for any signature with countably many finitary relation (or partial operation) symbols, the category of structures in this signature fully embeds into the category of graphs by Hedrlín and Pultr. The principles VP, WVP, and SWVP can therefore be taken to apply to such general structures instead of graphs.

The key concept in the proof that WVP implies Ord is Woodin will be a certain notion of extender. Various definitions of “extender” can be found in the literature. They fall into two main types, which are essentially equivalent. One type of extender, which we will not use in this article, is a family of ultrafilters whose ultrapower embeddings form a directed system: see for example Kanamori [4, Section 26]. Instead we will use the other type of extender, which is a function on power sets that preserves certain structure (and can therefore be thought of as a kind of homomorphism): see for example Neeman [7, Definition 2.1].
To keep this article simple and self-contained, we will define the most convenient structures on power sets whose homomorphisms suffice for our purposes. We will not rely on any pre-existing definitions or theorems about extenders.

Once Theorem 1.6 is proved, it can be applied locally to give a characterization of Woodin cardinals. Recall that a Woodin cardinal is an inaccessible cardinal $\delta$ such that for every set $C \subset V_\delta$ there is a cardinal $\kappa < \delta$ that is $\beta$-$C$-strong for all $\beta < \delta$.

For an inaccessible cardinal $\delta$, the two-sorted structure $\langle V_\delta, V_{\delta+1}; \in \rangle$ satisfies GB + AC, where the elements of $V_\delta$ are regarded as sets of the structure and the elements of $V_{\delta+1}$ (subsets of $V_\delta$) are regarded as classes of the structure. It is not hard to see that an inaccessible cardinal $\delta$ is Woodin if and only if the structure $\langle V_\delta, V_{\delta+1}; \in \rangle$ satisfies “Ord is Woodin.” Applying Theorem 1.6 in this structure immediately yields the following consequence.

**Corollary 1.7 (ZFC).** If $\delta$ is inaccessible, then the following statements are equivalent.

1. $\delta$ is a Woodin cardinal.
2. There is no sequence of graphs $\langle G_\alpha : \alpha < \delta \rangle$ such that each graph $G_\alpha$ has cardinality less than $\delta$, whenever $\alpha \leq \alpha' < \delta$ there is a homomorphism $G_\alpha \rightarrow G_\alpha$, and whenever $\alpha < \alpha' < \delta$ there is no homomorphism $G_\alpha \rightarrow G_\alpha'$.
3. There is no sequence of graphs $\langle G_\alpha : \alpha < \delta \rangle$ such that each graph $G_\alpha$ has cardinality less than $\delta$, whenever $\alpha \leq \alpha' < \delta$ there is a unique homomorphism $G_\alpha \rightarrow G_\alpha$, and whenever $\alpha < \alpha' < \delta$ there is no homomorphism $G_\alpha \rightarrow G_\alpha'$.

2. **WVP implies Ord is Woodin**

Assume GB + AC. For a set $X$ we write $X^{<\omega}$ for the set of all finite-length sequences of elements of $X$, and for $k < \omega$ we write $X^k$ for the set of all $k$-length sequences of elements of $X$. We use the symbol $\mathcal{P}$ for the power set operation.

**Definition 2.1.** For a set $X$ and natural numbers $j$, $k$, and $i_1, \ldots, i_j$ such that $1 \leq i_1, \ldots, i_j \leq k$, we define the function $\pi_{k, \langle i_1, \ldots, i_j \rangle} : X^k \rightarrow X^j$ by

$$\pi_{k, \langle i_1, \ldots, i_j \rangle}(\langle x_1, \ldots, x_k \rangle) = \langle x_{i_1}, \ldots, x_{i_j} \rangle.$$  

(The notation $\pi$ is intended to indicate a vector of coordinate projections.)

The following structures are designed in such a way that homomorphisms between them will correspond to elementary embeddings with domain $\langle V; \in \rangle$.

**Definition 2.2.** A $\mathcal{P}$-structure is a structure

$$\mathcal{P}_X = \langle \mathcal{P}(X^{<\omega}); \cap, -, X^k, WF, \pi_{k, \langle i_1, \ldots, i_j \rangle}^{-1}, BP_k \rangle_{j,k<\omega \text{ and } 1 \leq i_1, \ldots, i_j \leq k},$$

where $X$ is a transitive set, with the following operations and relations.

1. $\cap$ is the binary operation of intersection.
2. $-$ is the unary operation of complementation.
3. $X^k$ is a constant.
4. WF is the unary relation on $\mathcal{P}(X^{<\omega})$ consisting of all sets $A \subset X^{<\omega}$ that are well-founded under $\subseteq$, the reverse of the proper initial segment relation.
5. $\pi_{k, \langle i_1, \ldots, i_j \rangle}^{-1}$ is the function $\mathcal{P}(X^j) \rightarrow \mathcal{P}(X^k)$, considered as a partial unary operation on $\mathcal{P}(X^{<\omega})$, that is the inverse image function of $\pi_{k, \langle i_1, \ldots, i_j \rangle}$:

$$\pi_{k, \langle i_1, \ldots, i_j \rangle}^{-1}(A) = \{ \langle x_1, \ldots, x_k \rangle \in X^k : \langle x_{i_1}, \ldots, x_{i_j} \rangle \in A \}.$$
(6) \(BP_k\) (for bounded projection) is the function \(P(X^{k+1}) \to P(X^{k+1})\), considered as a partial unary operation on \(P(X^{<\omega})\), defined by

\[BP_k(A) = \{ \langle x_1, \ldots, x_{k+1} \rangle \in X^{k+1} : \exists z \in x_{k+1} \langle x_1, \ldots, x_k, z \rangle \in A \}\].

Our main results will only use the structures \(P_{Y_\beta}\) for ordinals \(\beta\), but we may as well allow \(X\) to be an arbitrary transitive set in the definition. Note that for every set \(A \subset X^{<\omega}\), the following statements are equivalent by DC:

- WF(A) fails.
- There is an infinite chain \(a_1 \subset a_2 \subset a_3 \subset \cdots\) of elements of \(A\).
- There is a sequence \(f \in X^\omega\) such that \(f \upharpoonright n \in A\) for infinitely many \(n < \omega\).

The bounded projection operator \(BP_k\) is called “bounded” because of the bounded existential quantifier \(\exists z \in x_{k+1}\) in the definition. Note that these operators \(BP_k\) depend on the structure of \(X\) as a material set, meaning \(\langle X; \in \rangle\).

A homomorphism of \(P\)-structures is a homomorphism of structures in the usual sense: it is a function that preserves (commutes with) the operations and partial operations, and preserves the relation WF, but does not necessarily preserve failure of WF. Because all boolean operations are generated by \(\cap\) and \(-\), every homomorphism of \(P\)-structures is a homomorphism of boolean algebras, and in particular preserves the subset relation \(\subset\).

Remark 2.3. In the usual terminology of extenders, the properties of preservation of WF, \(\pi^{-1}\), and \(BP\) are called countable completeness, coherence, and normality respectively.

The homomorphisms given by the following lemma will be called trivial homomorphisms. Although they carry no information, their existence will be crucial for our application because they will provide the “backward” homomorphisms in the definition of WVP.

Lemma 2.4. For all transitive sets \(X\) and \(Y\) such that \(Y \subset X\), the function \(h : P(X^{<\omega}) \to P(Y^{<\omega})\) defined by \(h(A) = A \cap Y^{<\omega}\) is a homomorphism from \(P_X\) to \(P_Y\).

Proof. Clearly \(h\) is a boolean algebra homomorphism, \(h(X^k) = Y^k\) for all \(k < \omega\), and \(h\) preserves the unary relation WF. Preservation of the unary partial operation \(\pi_{k,\langle i_1, \ldots, i_j \rangle}\) follows from closure of \(Y^{<\omega}\) under the function \(\pi_{k,\langle i_1, \ldots, i_j \rangle}\). To verify preservation of the unary partial operation \(BP_k\) we must show that for all \(A \subset X^{<\omega}\) and \(y_1, \ldots, y_{k+1} \in Y\),

\[\langle y_1, \ldots, y_{k+1} \rangle \in BP_k(A) \iff \langle y_1, \ldots, y_{k+1} \rangle \in BP_k(A \cap Y^{<\omega})\].

In other words, we must show that

\[\exists z \in y_{k+1} \langle y_1, \ldots, y_k, z \rangle \in A \iff \exists z \in y_{k+1} \langle y_1, \ldots, y_k, z \rangle \in A \cap Y^{<\omega}\].

This follows from transitivity of \(Y\): if \(y_{k+1} \in Y\) and \(z \in y_{k+1}\), then \(z \in Y\). (Here we rely on the “boundedness” of the bounded projection operator.) \(\Box\)

Nontrivial homomorphisms of \(P\)-structures can be obtained from elementary embeddings of the set-theoretic universe \(V\) by the usual “derived extender” method:

Lemma 2.5. Let \(j : \langle V; \in \rangle \to \langle M; \in \rangle\) be an elementary embedding for some transitive class \(M\). For all transitive sets \(X\) and \(Y\) such that \(Y \subset j(X)\), the function \(h : P(X^{<\omega}) \to P(Y^{<\omega})\) defined by \(h(A) = j(A) \cap Y^{<\omega}\) is a homomorphism from \(P_X\) to \(P_Y\).
Definition 2.7. A pointed $\mathcal{P}$-structure is a $\mathcal{P}$-structure with an additional constant:

$$
\mathcal{P}_{X,c} = \langle \mathcal{P}(X^{<\omega}); \cap, -, X^k, \text{WF}, \pi^{-1}_{k,(i_1,\ldots,i_j)}; \text{BP}_{k, c^{<\omega}} \rangle_{j,k<\omega} \text{ and } 1 \leq i_1,\ldots,i_j \leq k
$$

where $X$ is a transitive set and $c \subset X$.

The notion of homomorphism for pointed $\mathcal{P}$-structures is defined in the usual way, so a homomorphism $\mathcal{P}_{X,c} \to \mathcal{P}_{Y,d}$ is a homomorphism $h : \mathcal{P}_X \to \mathcal{P}_Y$ such that $h(c^{<\omega}) = d^{<\omega}$. In particular, for a class $C$, a homomorphism $\mathcal{P}_{X,C \cap X} \to \mathcal{P}_{Y,C \cap Y}$ is a homomorphism $h : \mathcal{P}_X \to \mathcal{P}_Y$ such that $h((C \cap X)^{<\omega}) = (C \cap Y)^{<\omega}$.

We may now complete the proof of Theorem 1.6 by showing that if WVP holds, then Ord is Woodin. Assume that Ord is not Woodin, meaning that for some class $C$ there is no $C$-strong cardinal. Define the class of ordinals

$$
S = \{ \beta \in \text{Ord} : \forall \kappa < \beta (\kappa \text{ is not } \beta\text{-C-strong}) \}.
$$

Claim 2.8. $S$ is a proper class.

Proof. For every ordinal $\kappa$, we may define $f(\kappa)$ to be the least ordinal $\beta$ such that $\kappa$ is not $\beta$-$C$-strong, which exists because $\kappa$ is not $C$-strong. (If $\kappa$ is not a measurable cardinal, then $\beta = 0$ works here.) Then $S$ contains the class of all closure points of the function $f : \text{Ord} \to \text{Ord}$, which is a closed unbounded class of ordinals. \qed
We may therefore enumerate $S$ in strictly increasing order as $S = \{ \beta(\xi) : \xi \in \text{Ord} \}$ and define an $\text{Ord}$-sequence of pointed $\mathcal{P}$-structures $\langle \mathcal{P}_{\beta(\xi)}, C \cap V_{\beta(\xi)} : \xi \in \text{Ord} \rangle$. As mentioned in the introduction, WVP equivalently applies to more general structures such as pointed $\mathcal{P}$-structures instead of graphs, so it remains to prove the following claim.

**Claim 2.9.** $\langle \mathcal{P}_{\beta(\xi)}, C \cap V_{\beta(\xi)} : \xi \in \text{Ord} \rangle$ is a counterexample to WVP.

**Proof.** If not, then because we have trivial “backward” homomorphisms given by Lemma 2.4 there must also be some nontrivial homomorphism $h : \mathcal{P}_{\alpha}, C \cap V_{\alpha} \rightarrow \mathcal{P}_{\beta}, C \cap V_{\beta}$ for some ordinals $\alpha, \beta \in S$. By “nontrivial” we mean that either $\alpha < \beta$, or else $\alpha \geq \beta$ and $h(A) \neq A \cap V_{\beta}^{<\omega}$ for some set $A \subset V_{\alpha}^{<\omega}$.

Considering $h$ as a homomorphism from $\mathcal{P}_{\alpha}$ to $\mathcal{P}_{\beta}$, by Lemma 2.6 there is a transitive class $M$ and an elementary embedding $j : \langle V ; \in \rangle \rightarrow \langle M ; \in \rangle$ such that $h$ is derived from $j$, meaning $V_{\beta} \subset j(V_{\alpha})$ and $h(A) = j(A) \cap V_{\beta}^{<\omega}$ for all $A \subset V_{\alpha}^{<\omega}$. Moreover, because $h$ is a homomorphism of pointed $\mathcal{P}$-structures it preserves the additional constant for $C$, meaning $h((C \cap V_{\alpha})^{<\omega}) = (C \cap V_{\beta})^{<\omega}$. It follows that $j(C \cap V_{\alpha}) \cap V_{\beta} = C \cap V_{\beta}$.

We will obtain a contradiction to $\beta \in S$ by showing that $j$ witnesses the definition of $\beta$-C-strongness for some $\kappa < \beta$.

First, note that $j$ moves some element of $V_{\beta}$. If $\alpha < \beta$ then this follows from the fact that $V_{\beta} \subset j(V_{\alpha})$. If $\alpha \geq \beta$ then this follows from the nontriviality assumption that $h(A) \neq A \cap V_{\beta}^{<\omega}$ for some set $A \subset V_{\alpha}^{<\omega}$, which implies that $j(A) \cap V_{\beta}^{<\omega} \neq A \cap V_{\beta}^{<\omega}$, so $j$ moves some element of $V_{\beta}^{<\omega}$. Therefore $\text{crit}(j)$ exists and is less than $\beta$, so we may define $\kappa = \text{crit}(j)$.

Second, note that the condition $V_{\beta} \subset j(V_{\alpha})$ implies $V_{\beta} \subset M$ because $j(V_{\alpha}) \in M$ and $M$ is transitive. Third and finally, note that the $C$-preservation condition $j(C \cap V_{\alpha}) \cap V_{\beta} = C \cap V_{\beta}$ implies $j(C \cap V_{\beta}) \cap V_{\beta} = C \cap V_{\beta}$ because $j(\alpha) \geq \beta$. Therefore $\kappa$ is $\beta$-C-strong, which is a contradiction. \qed

### 3. Proof of Lemma 2.6

Let $X$ and $Y$ be transitive sets and let $h : \mathcal{P}_X \rightarrow \mathcal{P}_Y$ be a homomorphism. We want to show there is a transitive class $M$ and an elementary embedding $j : \langle V ; \in \rangle \rightarrow \langle M ; \in \rangle$ such that the homomorphism $\mathcal{P}_X \rightarrow \mathcal{P}_Y$ derived from $j$ is equal to $h$, meaning that $Y \subset j(X)$ and $h(A) = j(A) \cap Y^{<\omega}$ for all $A \subset X^{<\omega}$.

Our structure $\langle M ; \in \rangle$ will be obtained by a standard “ultrapower” (also called “term model”) construction, similar to Neeman [7] or Zeman [9]. As a first approximation, we build a structure $\langle M^* ; \in^* , =^* \rangle$, in which the symbols $\in$ and $=$ are interpreted as binary relations $\in^*$ and $=^*$ respectively, rather than true membership and equality.

**Definition 3.1.** $M^* = \{ \langle k, b, f \rangle : k < \omega \text{ and } b \in Y^k \text{ and } f : X^k \rightarrow V \}$.

The binary relations $\in^*$ and $=^*$ on $M^*$ are defined by

$$
\langle k_1, b_1, f_1 \rangle \in^* \langle k_2, b_2, f_2 \rangle \iff b_1 b_2 \in h(\{ a_1 a_2 : f_1(a_1) \in f_2(a_2) \}),
$$

$$
\langle k_1, b_1, f_1 \rangle =^* \langle k_2, b_2, f_2 \rangle \iff b_1 b_2 \in h(\{ a_1 a_2 : f_1(a_1) = f_2(a_2) \}),
$$

where juxtaposition (as in $a_1 a_2$ and $b_1 b_2$) denotes concatenation of finite sequences.
Note that in definitions of sets like \{a_1 a_2 : f_1(a_1) \in f_2(a_2)\}, we implicitly assume the condition \(a_i \in X^{k_i}\) that is required to make sense of the expression \(f_i(a_i)\).

Next we prove a version of Loš’s theorem for the structure \(<M^*; \in^*, =^*\>). Here “formula” means a formula in the first order language with two binary relation symbols \(\in\) and \(=\).

**Claim 3.2.** For every formula \(\varphi\) and every \(n < \omega\) sufficiently large that all free variables of \(\varphi\) are contained in the set \(\{v_1, \ldots, v_n\}\), the following statements are equivalent for all elements \(<k_1, b_1, f_1>, \ldots, <k_n, b_n, f_n>\) of \(M^*\):

1. \(<M^*; \in^*, =^*\) \models \varphi[<k_1, b_1, f_1>, \ldots, <k_n, b_n, f_n>]\.
2. \(b_1 \cdots b_n \in h(\{a_1 \cdots a_n : \varphi[f_1(a_1), \ldots, f_n(a_n)]\})\) [\(\pi^{-1}\)]

Moreover, there is an elementary embedding

\(j^* : \langle V; \in, =\rangle \to \langle M^*; \in^*, =^*\rangle\)

defined by \(j^*(p) = \langle 0, \emptyset, c_p \rangle\) where \(\emptyset\) is the empty sequence and for every \(p \in V\) the constant function \(c_p : \{\emptyset\} \to V\) is defined by \(c_p(\emptyset) = p\).

**Proof.** The first part is proved by induction on formulas. For the first base case, assume that \(\varphi\) is the formula \(v_i \in v_j\) and let \(n \geq \max\{i, j\}\). Then by definition of \(\in^*\) we have

\(<M^*; \in^*, =^*\) \models \varphi[<k_1, b_1, f_1>, \ldots, <k_n, b_n, f_n>]\]

\(\iff <k_i, b_i, f_i> \in^* <k_j, b_j, f_j>\)

\(\iff b_i b_j \in h(\{a_i a_j : f_i(a_i) \in f_j(a_j)\})\)

\(\iff b_1 \cdots b_n \in h(\{a_1 \cdots a_n : f_i(a_i) \in f_j(a_j)\})\)

\(\iff b_1 \cdots b_n \in h(\{a_1 \cdots a_n : \varphi[f_1(a_1), \ldots, f_n(a_n)]\})\).

The second base case (where \(\varphi\) is the formula \(v_i = v_j\)) is similar, using the definition of \(=^*\) instead of the definition of \(\in^*\).

Now assume that \(\varphi\) is \(\neg\psi\) where the claim holds for \(\psi\). Then letting \(k = k_1 + \cdots + k_n\),

\(<M^*; \in^*, =^*\) \models \varphi[<k_1, b_1, f_1>, \ldots, <k_n, b_n, f_n>]\]

\(\iff <M^*; \in^*, =^*\) \n \varphi[<k_1, b_1, f_1>, \ldots, <k_n, b_n, f_n>]\)

\(\iff b_1 \cdots b_n \in Y^k \\setminus h(\{a_1 \cdots a_n : \psi[f_1(a_1), \ldots, f_n(a_n)]\})\)

\(\iff b_1 \cdots b_n \in h(\{a_1 \cdots a_n : \psi[f_1(a_1), \ldots, f_n(a_n)]\})\)

\(\iff b_1 \cdots b_n \in h(\{a_1 \cdots a_n : \varphi[f_1(a_1), \ldots, f_n(a_n)]\})\),

using preservation of boolean operations and the fact that \(h(Y^k) = Y^k\).

If \(\varphi\) is \(\psi_1 \land \psi_2\) where the claim holds for \(\psi_1\) and \(\psi_2\), then the claim holds for \(\varphi\) by an entirely straightforward argument using preservation of \(\land\).

Finally, assume that \(\varphi\) is obtained by existential quantification from a formula \(\psi\) for which the claim holds. For simplicity of notation, we assume that \(n = 2\) and \(\varphi\) is \(\exists v_3 \psi\). (The general

---

2Here by \(\varphi[f_1(a_1), \ldots, f_n(a_n)]\) we mean \(\langle V; \in, =\rangle \models \varphi[f_1(a_1), \ldots, f_n(a_n)]\).

3This notation means that we use the fact that \(h\) preserves some \(\pi^{-1}\) operator in this step. More specifically, the operator \(\pi^{-1}_{k_1 + \cdots + k_n}(k_1 + \cdots + k_{i-1} + 1, \ldots, k_1 + \cdots + k_{i-1} + 1, \ldots, k_1 + \cdots + k_{j-1} + 1, \ldots, k_1 + \cdots + k_j)'\).
case can be proved similarly, with only notational complications.) Then we have
\[ \langle M^*; \varepsilon^*, =^* \rangle \models \varphi[\langle k_1, b_1, f_1 \rangle, \langle k_2, b_2, f_2 \rangle] \]
\[ \implies \langle M^*; \varepsilon^*, =^* \rangle \models \psi[\langle k_1, b_1, f_1 \rangle, \langle k_2, b_2, f_2 \rangle, \langle k_3, b_3, f_3 \rangle] \text{ f.s. } \langle k_3, b_3, f_3 \rangle \in M^* \]
\[ \implies b_1b_2b_3 \in h(\{a_1a_2a_3 : \psi[f_1(a_1), f_2(a_2), f_3(a_3)]\}) \]
\[ \implies b_1b_2b_3 \in h(\{a_1a_2a_3 : \varphi[f_1(a_1), f_2(a_2)]\}) \]
\[ \implies b_1b_2 \in h(\{a_1a_2 : \varphi[f_1(a_1), f_2(a_2)]\}) \]
\[ \implies b_1b_2 \in h(\{a_1a_2 : \psi[f_1(a_1), f_2(a_2), f_3(a_2)]\}) \text{ f.s. } f_3 : Xk_3 \to V \]
\[ \implies b_1b_2b_3 \in h(\{a_1a_2a_3 : \varphi[f_1(a_1), f_2(a_2), f_3(a_2)]\}) \]
\[ \implies \langle M^*; \varepsilon^*, =^* \rangle \models \psi[\langle k_1, b_1, f_1 \rangle, \langle k_2, b_2, f_2 \rangle, \langle k_3, b_3, f_3 \rangle] \]
\[ \implies \langle M^*; \varepsilon^*, =^* \rangle \models \varphi[\langle k_1, b_1, f_1 \rangle, \langle k_2, b_2, f_2 \rangle], \]
and conversely, letting \( k_3 = k_1 + k_2 \) and \( b_3 = b_1b_2 \), we have
\[ b_1b_2 \in h(\{a_1a_2 : \varphi[f_1(a_1), f_2(a_2)]\}) \]
\[ \implies b_1b_2 \in h(\{a_1a_2 : \psi[f_1(a_1), f_2(a_2), f_3(a_2)]\}) \text{ f.s. } f_3 : X^{k_3} \to V \]
\[ \implies b_1b_2b_3 \in h(\{a_1a_2a_3 : \varphi[f_1(a_1), f_2(a_2), f_3(a_2)]\}) \]
\[ \implies \langle M^*; \varepsilon^*, =^* \rangle \models \psi[\langle k_1, b_1, f_1 \rangle, \langle k_2, b_2, f_2 \rangle, \langle k_3, b_3, f_3 \rangle] \]
\[ \implies \langle M^*; \varepsilon^*, =^* \rangle \models \varphi[\langle k_1, b_1, f_1 \rangle, \langle k_2, b_2, f_2 \rangle], \]
where in the step labeled AC we use the Axiom of Choice to produce a function \( f_3 \) choosing witnesses for the existential quantifier whenever they exist.

For the “moreover” part, let \( p_1, \ldots, p_n \in V \). Then we have
\[ \langle M^*; \varepsilon^*, =^* \rangle \models \varphi[j^*(p_1), \ldots, j^*(p_n)] \]
\[ \iff \langle M^*; \varepsilon^*, =^* \rangle \models \varphi[\langle 0, \diamond, c_{p_1} \rangle, \ldots, \langle 0, \diamond, c_{p_n} \rangle] \]
\[ \iff \diamond \cdots \diamond \in h(\{\diamond \cdots \diamond : \varphi[c_{p_1}(\diamond), \ldots, c_{p_n}(\diamond)]\}) \]
\[ \iff \diamond \in h(\{\diamond : \varphi[p_1, \ldots, p_n]\}) \]
\[ \iff \varphi[p_1, \ldots, p_n], \]
because \( h(\emptyset) = \emptyset \) and \( h(\{\diamond\}) = h(X^0) = Y^0 = \{\diamond\}. \]

The existence of the elementary embedding \( j^* \) implies that the structure \( \langle M^*; \varepsilon^*, =^* \rangle \) is elementarily equivalent to \( \langle V; \varepsilon, = \rangle \). It follows that the relation \( =^* \) is an equivalence relation and that the relation \( \varepsilon^* \) is invariant under \( =^* \). We may therefore define the quotient of the structure \( \langle M^*; \varepsilon^*, =^* \rangle \) by the relation \( =^* \) to obtain a structure that interprets the equality symbol as true equality:

**Definition 3.3.** \( \langle M'; \varepsilon', = \rangle \) is the quotient structure \( \langle M^*; \varepsilon^*, =^* \rangle / =^* \).

Then we have
\[ M' = \{[k, b, f] : k < \omega \text{ and } b \in Y^k \text{ and } f : X^k \to V\}, \]
where \([k, b, f] \) denotes the equivalence class\(^4\) of \( (k, b, f) \) under \( =^* \) in \( M^* \). A straightforward induction on formulas shows that the quotient function from \( \langle M^*; \varepsilon^*, =^* \rangle \) to \( \langle M'; \varepsilon', = \rangle \)

\(^4\)More specifically, \( \pi_1^{-1} \)
\(^5\)More specifically, \( \pi_1^{-1} \)
\(^6\)We only include representatives of minimal rank in order to ensure that \([k, b, f] \) is a set (Scott’s trick).
given by \( \langle k, b, f \rangle \mapsto [k, b, f] \) preserves the truth values of all formulas, so we may restate Los’s theorem (Claim \ref{claim:los}) for the quotient structure \( \langle M'; \in' \rangle \) as follows. (The equality symbol will henceforth always be interpreted as true equality. We will drop it from our notation for the structure, but it may still be used in formulas.)

**Claim 3.4.** For every formula \( \varphi \) and every \( n < \omega \) sufficiently large that all free variables of \( \varphi \) are contained in the set \( \{v_1, \ldots, v_n\} \), the following statements are equivalent for all elements \([k_1, b_1, f_1], \ldots, [k_n, b_n, f_n]\) of \( M' \):

1. \( \langle M'; \in' \rangle \models \varphi([k_1, b_1, f_1], \ldots, [k_n, b_n, f_n]) \).
2. \( b_1 \cdots b_n \in h(\{a_1 \cdots a_n : \varphi[f_1(a_1), \ldots, f_n(a_n)]\}) \).

Moreover, there is an elementary embedding

\[
j' : \langle V, \in \rangle \to \langle M'; \in' \rangle
\]
defined by \( j'(p) = [0, \Diamond, c_p] \) where \( \Diamond \) is the empty sequence and for every \( p \in V \) the constant function \( c_p : \{\Diamond\} \to V \) is defined by \( c_p(\Diamond) = p \).

The next step is to replace the structure \( \langle M'; \in' \rangle \) with an isomorphic structure \( \langle M; \in \rangle \) where \( M \) is a transitive set and \( \in \) is the true membership relation. We will do this using the Mostowski collapse. The existence of the elementary embedding \( j' \) implies that the structure \( \langle M'; \in' \rangle \) satisfies the Axiom of Extensionality, so to show that its Mostowski collapse exists, it remains to verify the following two claims.

**Claim 3.5.** The relation \( \in' \) on \( M' \) is well-founded.

**Proof.** Here we use the fact that our homomorphism \( h : P_X \to P_Y \) preserves the relation WF. Suppose toward a contradiction that \( \in' \) is not well-founded. Then by DC there is an infinite decreasing sequence

\[
[k_1, b_1, f_1] \triangleright' [k_2, b_2, f_2] \triangleright' [k_3, b_3, f_3] \triangleright' \cdots,
\]
so for all \( n < \omega \) we have

\[
b_1 \cdots b_n \in h(\{a_1 \cdots a_n : f_n(a_n) \in \cdots \in f_1(a_1)\})
\]
by Los’s theorem (Claim \ref{claim:los}). Because \( h \) preserves \( \subset \) it follows that for all \( n < \omega \),

\[
b_1 \cdots b_n \in h(A) \text{ where } A = \bigcup_{n<\omega} \{a_1 \cdots a_n : f_n(a_n) \in \cdots \in f_1(a_1)\}.
\]

Therefore \( h(A) \) contains the infinite chain \( \{b_1 \cdots b_n : n < \omega\} \), and because \( h \) preserves WF it follows that \( A \) also contains some infinite chain. However, an infinite chain in \( A \) would produce an infinite decreasing \( \in' \)-sequence in \( V \), contradicting the well-foundedness of \( \in' \). \( \square \)

**Claim 3.6.** The relation \( \in' \) on \( M' \) is set-like.

**Proof.** Let \([k_2, b_2, f_2] \in M' \). We will show there is only a set (rather than a proper class) of elements \([k_1, b_1, f_1] \in M' \) such that \([k_1, b_1, f_1] \in' [k_2, b_2, f_2] \). Given \([k_1, b_1, f_1] \in' [k_2, b_2, f_2] \), we will define a “small” approximation \( \tilde{f}_1 \) to \( f_1 \) that is bounded by \( f_2 \) in a certain sense. Namely, we define the function \( \tilde{f}_1 : X^{k_1} \to V \) by

\[
\tilde{f}_1(a_1) = \begin{cases} f_1(a_1) & \text{if } f_1(a_1) \in \bigcup \text{range}(f_2), \\ \emptyset & \text{otherwise.} \end{cases}
\]
(There is nothing special about $\emptyset$ here; we could use any other fixed value.) There is only a set of possibilities for $\bar{f}_1$ because of the restriction on its range, so it suffices to show that $[k_1, b_1, f_1]$ is equal to $[k_1, b_1, \bar{f}_1]$. Indeed, we have

$$[k_1, b_1, f_1] \in' [k_2, b_2, f_2] \implies b_1 b_2 \in h\{a_1 a_2 : f_1(a_1) \in f_2(a_2)\}$$

$$\implies b_1 b_2 \in h\{a_1 a_2 : f_1(a_1) = \bar{f}_1(a_1)\} \quad (\subset)$$

$$\implies b_1 b_1 \in h\{a_1 a_1 : f_1(a_1) = \bar{f}_1(a_1)\} \quad (\pi^{-1})$$

$$\implies b_1 b_1 \in h\{a_1 \bar{a}_1 : f_1(a_1) = \bar{f}_1(\bar{a}_1)\} \quad (\subset)$$

$$\implies [k_1, b_1, f_1] = [k_1, b_1, \bar{f}_1],$$

where $\bar{a}_1$ denotes an arbitrary element of $X^{k_1}$ not necessarily equal to $a_1$.

We may therefore define the Mostowski collapse:

**Definition 3.7.** $\langle M; \in \rangle$ is the Mostowski collapse of $\langle M'; \in' \rangle$.

Then we have

$$M = \{[k, b, f] : k < \omega \text{ and } b \in Y^k \text{ and } f : X^k \to V\},$$

where $[k, b, f]$ denotes the image of $[k, b, f]$ under the Mostowski collapse function. Because the Mostowski collapse function is an isomorphism, we may restate Loś’s theorem (Claim 3.4) for the collapsed structure $\langle M; \in \rangle$ as follows.

**Claim 3.8.** For every formula $\varphi$ and every $n < \omega$ sufficiently large that all free variables of $\varphi$ are contained in the set $\{v_1, \ldots, v_n\}$, the following statements are equivalent for all elements $[k_1, b_1, f_1], \ldots, [k_n, b_n, f_n]$ of $M$:

1. $\langle M; \in \rangle \models \varphi([k_1, b_1, f_1], \ldots, [k_n, b_n, f_n])$.
2. $b_1 \cdots b_n \in h(\{a_1 \cdot \cdots \cdot a_n : \varphi(f_1(a_1), \ldots, f_n(a_n))\})$.

Moreover, there is an elementary embedding $j : \langle V; \in \rangle \to \langle M; \in \rangle$

defined by $j(p) = [0, \emptyset, c_p]$ where $\emptyset$ is the empty sequence and for every $p \in V$ the constant function $c_p : \{\emptyset\} \to V$ is defined by $c_p(\emptyset) = p$.

It remains to prove that the homomorphism derived from this elementary embedding $j$ is equal to $h$. We will need the following claim. (Note that the claim immediately implies $Y \subset M$, which is part of our desired conclusion):

**Claim 3.9.** For all $y \in Y$, we have $y = [1, \langle y \rangle, \pi]$ where $\pi : X^1 \to X$ is the trivial projection function defined by $\pi(\langle x \rangle) = x$.

**Proof.** Here we use the fact that our homomorphism $h$ preserves the bounded projection operators $BP_k$. The proof is by $\in$-induction on $y \in Y$. Let $y \in Y$ and assume that

---

7More specifically, $\pi_{n+1}^{-1}$.

8For a similar argument pertaining to the other type of extender, see Martin and Steel [5, Lemma 1.5].
$y' = [1, \langle y' \rangle, \pi]$ for all $y' \in y$. This implies that $y \subset M$. Also, we have $[1, \langle y \rangle, \pi] \subset M$ by transitivity of $M$. For every element $[k, b, f]$ of $M$, we have

$$[k, b, f] \in [1, \langle y \rangle, \pi] \iff b(y) \in h\left(\{a(x) : f(a) \in \pi(\langle x \rangle)\}\right)$$

$$\iff b(y) \in h\left(\{a(x) : f(a) \in x\}\right)$$

$$\iff b(y) \in h\left(\text{BP}_k\left(\{a(x) : f(a) = x\}\right)\right)$$

$$\iff b(y) \in \text{BP}_k\left(h\left(\{a(x) : f(a) = x\}\right)\right)$$

$$\iff (\exists y' \in y) \ b(y') \in h\left(\{a(x) : f(a) = x\}\right)$$

$$\iff (\exists y' \in y) \ b(y') \in h\left(\{a(x) : f(a) = \pi(\langle x \rangle)\}\right)$$

$$\iff (\exists y' \in y) \ [k, b, f] = [1, \langle y' \rangle, \pi]$$

$$\iff (\exists y' \in y) \ [k, b, f] = y'$$

$$\iff [k, b, f] \in y,$$

so the sets $[1, \langle y \rangle, \pi]$ and $y$ are subsets of each other and are therefore equal. \qed

Finally we will show that $h$ is derived from $j$:

**Claim 3.10.** For all $A \subset X^{<\omega}$, we have $h(A) = j(A) \cap Y^{<\omega}$.

**Proof.** Let $A \subset X^{<\omega}$. Then $h(A) \subset Y^{<\omega}$ and for all $\langle y_1, \ldots, y_k \rangle \in Y^{<\omega}$ we have

$$\langle y_1, \ldots, y_k \rangle \in j(A)$$

$$\iff \langle M; \in \rangle \models \langle y_1, \ldots, y_k \rangle \in j(A)$$

$$\iff \langle M; \in \rangle \models \langle [1, \langle y_1 \rangle, \pi], \ldots, [1, \langle y_k \rangle, \pi] \rangle \in [0, \Diamond, c_A]$$

$$\iff \langle y_1 \rangle \cdots \langle y_k \rangle \in h\left(\{\langle x_1 \rangle \cdots \langle x_k \rangle : \pi(\langle x_1 \rangle), \ldots, \pi(\langle x_k \rangle) \in c_A(\Diamond)\}\right)$$

$$\iff \langle y_1, \ldots, y_k \rangle \in h\left(\{\langle x_1, \ldots, x_k \rangle : \langle x_1, \ldots, x_k \rangle \in A\}\right)$$

$$\iff \langle y_1, \ldots, y_k \rangle \in h(A). \qed$$

Applying this claim to the set $A = X^{<\omega}$ yields $h(X^{<\omega}) = j(X^{<\omega}) \cap Y^{<\omega}$. On the other hand, because $h$ is a boolean homomorphism we have $h(X^{<\omega}) = Y^{<\omega}$. It follows that $Y^{<\omega} \subset j(X^{<\omega})$ and therefore $Y \subset j(X)$, completing the proof of Lemma 2.6.
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