Quantum critical behaviors and decoherence of weakly coupled quantum Ising models within an isolated global system
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We discuss the quantum dynamics of an isolated composite system consisting of weakly interacting many-body subsystems. We focus on one of the subsystems, \( S \), and study the dependence of its quantum correlations and decoherence rate on the state of the weakly-coupled complementary part \( \mathcal{E} \), which represents the environment. As a theoretical laboratory, we consider a composite system made of two stacked quantum Ising chains, locally and homogeneously weakly coupled. One of the chains is identified with the subsystem \( S \) under scrutiny, and the other one with the environment \( \mathcal{E} \). We investigate the behavior of \( \mathcal{S} \) at equilibrium, when the global system is in its ground state, and under out-of-equilibrium conditions, when the global system evolves unitarily after a soft quench of the coupling between \( \mathcal{S} \) and \( \mathcal{E} \). When \( \mathcal{S} \) develops quantum critical correlations in the weak-coupling regime, the associated scaling behavior crucially depends on the quantum state of \( \mathcal{E} \), whether it is characterized by short-range correlations (analogous to those characterizing disordered phases in closed systems), algebraically decaying correlations (typical of critical systems), or long-range correlations (typical of magnetized ordered phases). In particular, different scaling behaviors, depending on the state of \( \mathcal{E} \), are observed for the decoherence of the subsystem \( \mathcal{S} \), as demonstrated by the different power-law divergences of the decoherence susceptibility that quantifies the sensitivity of the coherence to the interaction with \( \mathcal{E} \).

I. INTRODUCTION

The recent progress on the nano-scale control of physical systems has opened the road to investigations of the quantum properties and of the coherent quantum dynamics of coupled systems, addressing also issues concerning the relative decoherence and the energy flow among the various subsystems [1]. These investigations improve our understanding of the emergence of interference and entanglement, which is useful for quantum-information purposes [2], or for enhancing the efficiency of energy conversion in complex networks [3]. The presence of different quantum phases and the development of critical behaviors in interacting subsystems are expected to play a crucial role for the emergence of new phenomena in the equilibrium and out-of-equilibrium dynamics of isolated and open quantum systems [4, 5].

If we consider a quantum system made up of various components, any subsystem can be seen as an effective bath for the other ones. In this context, one may study the quantum dynamics of an open system subject to the interaction with the environment, while the global system (composed of the open system and its environment) evolves unitarily. These issues have been already addressed within some paradigmatic, relatively simple, composite models, such as the so-called central-spin models, where one or few qubits are globally coupled to an environmental many-body system [3, 15], and sunburst models where sets of isolated qubits are locally coupled to a many-body system [19, 20]. The decoherence properties of the subsystems crucially depend on the large-scale features of the state they are in, for instance, on whether the subsystem is in an ordered or a disordered quantum phase, or it is close to a critical point, where large-scale critical correlations develop [4].

In this paper we focus on the open dynamics of one many-body subsystem \( \mathcal{S} \) weakly coupled with a complementary environment \( \mathcal{E} \). We study the dependence of the critical behavior of \( \mathcal{S} \) on the coupling between \( \mathcal{S} \) and \( \mathcal{E} \), and on the state of the environment \( \mathcal{E} \), which can be controlled by varying the Hamiltonian parameters.

As a theoretical laboratory, we consider two stacked one-dimensional Ising chains, locally and homogeneously weakly coupled, as sketched in Fig. 1. One of the chains represents the subsystem \( \mathcal{S} \), the other one is the environment \( \mathcal{E} \). The Hamiltonian parameters of the two chains (for example, the Hamiltonian coefficient of the external transverse field) differ, so that \( \mathcal{S} \) and \( \mathcal{E} \) may be in different quantum phases. We discuss how a weak interaction between \( \mathcal{S} \) and \( \mathcal{E} \) (controlled by one parameter \( \kappa \) that vanishes when \( \mathcal{S} \) and \( \mathcal{E} \) are decoupled) affects the quantum scaling behaviors and the decoherence rate of \( \mathcal{S} \), close...
to critical transitions. We discuss static properties, assuming that the global system is in its ground state, and the out-of-equilibrium behavior when a slow quench of the interactions between $S$ and $E$ is performed. We show that the scaling behavior in the weak-coupling regime depends on the quantum state of $E$. More precisely, a disordered, critical, ordered environment, characterized by short-range, algebraically decaying, and long-range correlations, respectively, differently affects the critical scaling behavior of $S$.

To characterize the scaling behavior in the presence of a coupling between $S$ and $E$ controlled by a parameter $\kappa$, we use the renormalization-group (RG) approach, which provides the natural theoretical framework to effectively describe the behavior of systems in proximity of quantum transitions, see, e.g., Refs. 1 [5]. We focus, in particular, on the large-size behavior of the system, deriving finite-size scaling (FSS) relations, which are largely independent of the microscopic details. Therefore, they hold in widely different systems and in very different physical contexts. Moreover, they allow us to describe complex phenomena using a relatively small number of relevant variables, providing a notable simplification of the analysis.

As we mentioned above, in the presence of a coupling between $S$ and $E$, some features of the critical behavior of $S$ depend on whether $E$ is disordered, critical, or ordered. For instance, the sensitivity of the coherence properties of $S$ to the coupling strength $\kappa$ is significantly different in these three cases. Such a sensitivity can be effectively quantified by using the susceptibility $\chi_O$ of the decoherence factor of $S$ with respect to the parameter $\kappa$, since this quantity shows a different power-law divergence with the size $L$ of the system in the three cases mentioned above. The RG predictions derived in this work have been confirmed by the FSS analysis of numerical results for stacked Ising chains.

In a dynamic perspective, the study of the phase diagram and of the scaling properties of the global system determines the adiabatic limit of a slow dynamics for a finite-size system (we recall that finite-size many-body systems are generally gapped). We also extend the discussion to out-of-equilibrium conditions, determining the effects of an instantaneous quench of the coupling between $S$ and $E$. Again we use a RG framework, deriving general dynamic FSS relations that extend those obtained for the system in equilibrium.

The paper is organized as follows. In Sec. II we define the system we consider, composed of two coupled (stacked) $d$-dimensional quantum Ising systems. In Sec. III we introduce the observables we use to characterize the critical properties of the subsystem $S$. In Sec. IV we derive general FSS relations that characterize the equilibrium behavior of the subsystem $S$ in the presence of a weak coupling with the environment $E$. The different RG scaling ansätze, which depend on the quantum phase of the environment, are supported by numerical results for coupled quantum Ising chains. In Sec. V we discuss the general features of the phase diagram for finite values of the coupling $\kappa$ between $S$ and $E$. In Sec. VI we extend the discussion to out-of-equilibrium dynamic processes, considering a soft quench of the interaction between $S$ and $E$. Finally, in Sec. VII we summarize and draw our conclusions. App. A provides a mean-field analysis of the phase diagram of stacked Ising systems. App. B reports exact results in some limiting cases.

II. COUPLED QUANTUM ISING SYSTEMS

We consider a system composed of two interacting (stacked) $d$-dimensional quantum Ising models: one of them is identified as the subsystem $S$ under observation and the other one as the environment $E$. The Hamiltonian of the global system is

$$H = H_S(J, g) + H_E(J_e, g_e) + H_{SE}(\kappa),$$

where

$$H_S(J, g) = -J \sum_{(xy)} \sigma_x^{(1)} \sigma_y^{(1)} - g \sum_x \sigma_x^{(3)},$$

$$H_E(J_e, g_e) = -J_e \sum_{(xy)} \tau_x^{(1)} \tau_y^{(1)} - g_e \sum_x \tau_x^{(3)},$$

$$H_{SE}(\kappa) = -\kappa \sum_x \sigma_x^{(1)} \tau_x^{(1)},$$

where $x$ are the sites of a cubic-like lattice of size $L^d$, $(xy)$ indicates nearest-neighbor sites, $\sigma_x^{(k)}$ and $\tau_x^{(k)}$ are two independent sets of Pauli matrices. In the following we consider generic boundary conditions, for example open or periodic boundary conditions (OBC and PBC, respectively). The coupling $\kappa$ controls the strength of the interactions between the subsystems $S$ and $E$, while the Hamiltonian parameters $J_e$ and $g_e$ allow us to control the quantum state of the environment (in the regime of weak coupling between $S$ and $E$). To reduce the number of input parameters, we set

$$J = J_e = 1,$$

which does not limit the generality of our discussion (unless one is interested in some particular limits that we do not consider). For $d = 1$ we obtain the stacked Ising chains sketched in Fig. 4.

For $\kappa = 0$, the system is invariant under the $\mathbb{Z}_2 \otimes \mathbb{Z}_2$ group of transformations that independently change the signs of the $\sigma_x^{(1)}$ and $\tau_x^{(1)}$ operators. The interaction Hamiltonian $H_{SE}$ breaks this invariance, leaving only a global $\mathbb{Z}_2$ symmetry under the simultaneous transformations

$$\sigma_x^{(1/2)} \rightarrow -\sigma_x^{(1/2)}, \quad \sigma_x^{(3)} \rightarrow \sigma_x^{(3)},$$

$$\tau_x^{(1/2)} \rightarrow -\tau_x^{(1/2)}, \quad \tau_x^{(3)} \rightarrow \tau_x^{(3)}.$$

Note that, if we only change the sign of one the longitudinal spin operators, i.e., $\sigma_x^{(1)} \rightarrow -\sigma_x^{(1)}$ or $\tau_x^{(1)} \rightarrow -\tau_x^{(1)}$,
we obtain the same Hamiltonian with $\kappa$ replaced by $-\kappa$. Thus, the phase diagram does not depend on the sign of $\kappa$. Without loss of generality, we assume $\kappa \geq 0$. Moreover, at fixed $\kappa$, the phase diagram of the global system is invariant under the exchange $g \leftrightarrow g_e$, due to the fact that the two subsystems $S$ and $E$ are identical apart from their transverse-field parameters $g$ and $g_e$.

A simplified model is obtained for $g = g_e$. In this case, the global system has an additional $Z_2$ symmetry, as it is invariant under the interchange $\sigma_x \leftrightarrow \tau_x$. Thus, the symmetry group enlarges to $Z_2 \otimes Z_2 \otimes Z_2$ for $\kappa = 0$ and to $Z_2 \otimes Z_2$ when the two systems are coupled ($\kappa \neq 0$).

It is worth noting that the symmetry properties of the global system change, if the coupling Hamiltonian involves the transverse spin operators, i.e., if $H_{SE}$, defined in Eq. (4), is replaced by

$$\tilde{H}_{SE} = -\tilde{\kappa} \sum_x \sigma^{(3)}_x \tau^{(3)}_x,$$

(7)

where $\tilde{\kappa}$ is the parameter controlling the strength of the interaction. Indeed, such a coupling term preserves the $Z_2 \otimes Z_2$ symmetry present for $\kappa = 0$. Note that, in the symmetric case $g = g_e$, the global model with the interacting term $\tilde{H}_{SE}$ is equivalent to the so-called quantum Ashkin-Teller model, see, e.g., Refs. [21, 22]. In this paper we only consider models coupled through their longitudinal spin operators, such as in Eq. (4), breaking the independent $Z_2$ invariance of the two subsystems. The alternative case, corresponding to the coupling $H_{SE}$, is also worth investigating, as it would provide insights on the quantum dynamics, when the interaction term between $S$ and $E$ does not break any symmetry of the isolated system. We do not pursue it in this paper.

When the interaction between the subsystems vanishes, i.e., when $\kappa = 0$, one recovers two decoupled $d$-dimensional quantum Ising systems. Therefore, it is useful to recall that $d$-dimensional quantum Ising systems, described by the Hamiltonian (2) supplemented by an additional longitudinal term $H_h = -h \sum_x \sigma^{(1)}_x$, undergo a quantum continuous transition at a finite value $g = g_h$ and $h = 0$; see, e.g., Ref. [4, 5]. The corresponding quantum critical behavior belongs to the $(d+1)$-dimensional Ising universality class. In particular, we have $g_h$ for the one-dimensional Ising chain. The relevant parameters $r \equiv g - g_h$ and $h$, associated with the transverse and longitudinal spin operators $\sigma^{(1)}_x$ and $\sigma^{(1)}_x$, represent the leading even and odd RG perturbations at the $(d+1)$-dimensional Ising fixed point. Their RG dimensions are $y_r = 1/\nu$ and $y_h$, respectively, so that the length scale $\xi$ of the critical modes behaves as $\xi \sim |g - g_h|^{-\nu}$ for $h = 0$, and $\xi \sim |h|^{-1/y_h}$ for $g = g_h$. The RG exponents are exactly known for one-dimensional systems: $y_r = 1$ and $y_h = 15/8$, see, e.g., Ref. [4]. Accurate estimates are available for two-dimensional quantum Ising systems, see, e.g., Refs. [23, 29]; Ref. [27] reports $y_r = 1.58737(1)$ and $y_h = 2.481852(1)$. For $d = 3$, the critical exponents take their mean-field values, $y_r = 2$ and $y_h = 3$; moreover, the critical singular behavior is characterized by additional multiplicative logarithmic factors [4, 5, 23]. The dynamic exponent $z$, controlling the vanishing of the gap $\Delta \sim \xi^{-z}$ at the transition point, is $1$ in dimension. For later use, we recall that the RG dimension $y_\phi$ of the longitudinal spin operator $\sigma^{(1)}_x$ (it represents the order parameter of the model) is given by $y_\phi = d + z - y_h = (d + z - 2 + \eta)/2$, where $\eta$ is the critical exponent characterizing the spatial decay of the critical correlations. Using the above-reported results for $y_h$, we have $y_\phi = 1/8$ for $d = 1$, $y_\phi = 0.518148(1)$ for $d = 2$, and $y_\phi = 1$ for $d = 3$.

### III. OBSERVABLES AT EQUILIBRIUM

To study the equilibrium properties of the subsystem $S$ when the global system is in the ground state $|\Psi_0\rangle$, considering $E$ as the environment, we introduce the reduced density matrix of $S$

$$\rho_S = \text{Tr}_E \left[ |\Psi_0\rangle \langle \Psi_0 | \right],$$

(8)

where $\text{Tr}_E[\cdot] \equiv$ denotes the partial trace over the Hilbert space associated with the subsystem $E$.

The coherence properties of $S$ can be quantified through the purity $P$, the corresponding Rényi entanglement entropy $S$, and the decoherence factor $Q$, defined as

$$P = \text{Tr}[\rho^2_S], \quad S = -\ln P, \quad Q = 1 - P.$$

(9)

Exploiting the Schmidt decomposition for bipartitions of pure states, one can easily prove that the purity $P$ of the subsystem $S$ equals that of the complementary environment $E$. The decoherence factor varies between zero (corresponding to $P = 1$ and $S = 0$, for a pure reduced state) and $1$ (corresponding to $P = 0$, for a completely incoherent many-body state).

To quantify the loss of coherence of the subsystem $S$ due to a weak interaction term $H_{SE}$, we look at the behavior of $Q$ for small values of $\kappa$. Since $Q$ is an even function of $\kappa$, assuming analyticity at $\kappa = 0$ (which is certainly true for finite-size systems), we can expand it as

$$Q = \frac{1}{2} \kappa^2 \chi_Q + O(\kappa^4), \quad \chi_Q \equiv \left. \frac{\partial^2 Q}{\partial \kappa^2} \right|_{\kappa = 0}.$$

(10)

where $\chi_Q$ represents the decoherence susceptibility with respect to the coupling $\kappa$.

We also consider the correlations of the spin operators $\sigma^{(1)}_x$. Due to the global $Z_2$ symmetry, we have

$$\text{Tr}[\rho_S \sigma^{(1)}_x] = 0.$$

(11)

The two-point correlation function can be written as

$$G(x, y) \equiv \text{Tr}[\rho_S \sigma^{(1)}_x \sigma^{(1)}_y].$$

(12)

We consider odd values of $L$, we set $L = 2\ell + 1$, and choose coordinates such that $-\ell \leq x_i \leq \ell$, so that we
can identify a central site \( x_0 \) with vanishing coordinates (this coordinate system is particularly convenient in the case of OBC). We consider a susceptibility and second-moment correlation length, defined as

\[
\chi = \sum_x G(x_0, x), \quad \xi^2 = \frac{1}{2d\chi} \sum_x x^2 G(x_0, x). \tag{13}
\]

The ratio

\[
R_\xi = \frac{\xi}{L} \tag{14}
\]

is a RG invariant quantity. In the FSS limit, it scales as

\[
R_\xi(g, L) \approx R(r L^{\nu_r}), \quad \text{where } r = g - g_\tau \quad \text{and } R \text{ is a function that is universal apart from a rescaling of its argument [23][32].}
\]

Moreover, the susceptibility \( \chi \) behaves as

\[
\chi \approx L^{d-2\nu_\phi} G(r L^{\nu_r}), \quad \text{where } d-2\nu_\phi = 2 - z - \eta = 1 - \eta,
\]

or, equivalently, as

\[
\chi \approx L^{1-\eta} a_\chi F_\chi(R_\xi). \tag{15}
\]

The function \( F_\chi(R_\xi) \) is universal, while \( a_\chi \) is a nonuniversal constant that depends on the model parameters.

### IV. SCALING BEHAVIORS FOR WEAKLY COUPLED SUBSYSTEMS

We now discuss how the coupling term \( H_{SE} \) affects the quantum critical properties of \( S \) for small values of \( \kappa \). Using RG arguments, we show that \( S \) develops different scaling behaviors, that depend on the state of the environment \( E \), controlled by the Hamiltonian parameter \( g_e \), cf. Eq. [3]. We refer here to the state of \( E \) for \( \kappa = 0 \). Indeed, the addition of a coupling term \( H_{SE} \) also changes the properties of the environment. We distinguish three cases: (i) the environment \( E \) is disordered, \( g_e > g_\tau \); (ii) \( E \) is in the critical regime, \( g_e \approx g_\tau \); (iii) the environment is ordered (magnetized), i.e., \( g_e < g_\tau \).

The predicted scaling behaviors will be compared with the results of numerical FSS analyses for the one-dimensional model [1], i.e., for two stacked Ising chains, sketched in Fig. [1]. To compute correlation functions, we use the density-matrix RG (DMRG) algorithm with OBC, which allows us to obtain results for systems of size up to \( L \approx 40 \). As for the implementation, we use matrix-product-state (MPS) algorithms taken from the iTensor library [30]. The DMRG algorithm is very convenient to compute coherence properties for left-right bipartitions of the system. In principle, it could also be used to compute \( Q \) in our case, by considering \( S \) and \( E \) as the left and right ordering of the ladder model that we consider. However, in this type of implementation, one would generate nonlocal interactions between the two subsystems, making the algorithm inefficient. Therefore, the decoherence factor \( Q \) has been computed by performing an exact diagonalization of the global Hamiltonian. Of course, smaller systems can be considered (we obtained results up \( L \approx 10 \)). In this case we used PBC.

### A. Disordered environment

Let us first assume that the environment \( E \) is disordered for \( \kappa = 0 \). It presents only short-range correlations, so that it may be effectively considered as a collection of a large number of independent subsystems. For an Ising system, such as the one described by the Hamiltonian [3], the environment \( E \) is disordered for \( g_e > g_\tau \). We focus on the subsystem \( S \), and, in particular, on the scaling behavior of its decoherence properties for small values of the coupling \( \kappa \).

#### 1. Scaling behavior for small \( \kappa \)

For \( g_e > g_\tau \), we conjecture that the interaction \( H_{SE} \) between \( S \) and \( E \) is an irrelevant perturbation at the quantum critical point of the subsystem \( S \). Under this hypothesis, the subsystem \( S \) has an Ising critical transition also for finite \( \kappa \), at a critical point \( g_c(\kappa) \) that depends on \( \kappa \). Since the coupling \( \kappa \) is irrelevant, there is only one relevant operator also for \( \kappa \neq 0 \). We indicate the corresponding scaling field with \( u_r \) (\( u_r \sim r \) in the absence of coupling \( \kappa \)). Its RG dimension \( y_r \) is the same as that of the thermal operator in the Ising universality class, see at the end of Sec. [2].

We recall that the scaling fields associated with the RG perturbations are analytic functions of the model parameters [5][23][31][32]. In the case at hand, in which there is only one relevant RG perturbation, the singular part of the free-energy density in the zero-temperature and FSS limit is expected to scale as [5][32]

\[
F_{\text{sing}}(g, g_e > g_\tau, \kappa, L) \approx L^{-(d+z)} F(W_s), \tag{16}
\]

where

\[
W_s = u_r L^{\nu_r}. \tag{17}
\]

Correspondingly, any RG invariant quantity \( R \), such as \( R_\xi \) defined in Eq. [14] or the decoherence factor \( Q \) defined in Eq. [9], is expected to asymptotically scale as [32]

\[
R \approx R_R(W_s). \tag{18}
\]

The scaling field \( u_r \) is an analytic function of \( g, \kappa \), and \( g_e \), such that \( u_r \sim r \) for \( \kappa = 0 \). Due to the symmetry of the phase diagram under \( \kappa \rightarrow -\kappa \), for small values of \( r \) and \( \kappa \) it behaves as

\[
u_r(r, \kappa) \approx r + b k^2, \quad r = g - g_\tau, \tag{19}
\]

where the nonuniversal constant \( b \) depends on the environment coupling \( g_e \), and we fixed an arbitrary normalization requiring \( u_r \approx r \) for \( \kappa = 0 \).

The RG irrelevance of the coupling between the two subsystems does not imply that this coupling is negligible. First, the coupling gives rise to a shift of the critical point \( g_c(\kappa) \), see the next subsection. Moreover, it implies
that, along the line \( r = 0 \) and for small \( \kappa \), \( R \) scales as (we assume \( \kappa \geq 0 \))

\[
R \approx F_r(K_D), \quad K_D \equiv \kappa L^{\nu_c/2}. \tag{20}
\]

The scaling behavior of the decoherence susceptibility defined in Eq. (10) can be derived by differentiating the scaling equation \( Q \approx Q(W_s) \) with respect to \( \kappa \). We obtain

\[
\chi_Q(g, g_e, L) \approx L^\nu_c C(r L^{\nu_c}). \tag{21}
\]

The power-law divergence of \( \chi_Q \) shows that the coherence properties of \( \mathcal{S} \) are strongly affected by the coupling with the environment.

The previous scaling relations hold modulo scaling corrections that vanish as \( L \to \infty \). They are expected to be analogous to those arising at the critical point of isolated Ising chains. They depend on the observable and on a variety of sources, such as irrelevant operators, analytic backgrounds, analytic expansions of the scaling fields, the presence of boundaries, etc.: see, for example, Ref. [32] for a thorough discussion of this point. In particular, in the presence of boundaries (for instance, when OBC are used), one expects boundary-related corrections decaying as \( L^{-1} \). These corrections are absent when PBC are used [32]. However, we note that, at criticality \( (r = 0) \), the corrections due to the terms of order \( \kappa^4 \) in the expansion [19] of the scaling field \( u_r \) may become the most relevant ones. If \( u_r \approx b_1 \kappa^2 + b_2 \kappa^4 \) for \( r = 0 \), we have \( W_s \approx b_1 K_D^2 + b_2 K_D^4 L^{-\nu_c} \), which shows that these terms contribute corrections of order \( L^{-\nu_c} \), at fixed \( K_D = \kappa L^{\nu_c/2} \). For one-dimensional Ising systems with PBC, these corrections, of order \( 1/L \), are the leading ones for the decoherence factor \( Q \). On the other hand, the scaling corrections for \( R_\xi \) are still dominated by the analytic background [32]: they decay as \( L^{-3/4} \).

To verify the previous scaling predictions, we present numerical results for one-dimensional stacked Ising chains. We fix \( g = 1 \) and a value \( g_e > 1 \), so that the system \( \mathcal{S} \) is critical and the environment \( \mathcal{E} \) is disordered for \( \kappa = 0 \). In Fig. [2] we show data for the decoherence factor \( Q \) for systems with PBC up to \( L = 11 \). The results are consistent with the RG prediction, Eq. (20), which, in turn, implies Eq. (21), i.e., the divergence of the decoherence susceptibility as \( L^{\nu_c} \). Also the behavior of the scaling corrections—they decay as \( 1/L \)—is consistent with the general theory (see the inset). We also computed the ratio \( R_\xi \equiv \xi/L \) for systems with OBC up to \( L \approx 40 \). In Fig. [3] we plot the ratio

\[
R_\xi(g, g_e, \kappa, L) = \frac{R_\xi(g, g_e, \kappa, L)}{R_\xi(g = 1, g_e, \kappa = 0, L)}, \tag{22}
\]

which should scale as reported in Eq. (18) or, for \( g = 1 \), as in Eq. (20). The ratio \( R_\xi \) is particularly convenient because its scaling corrections turn out to be significantly smaller than those affecting \( R_\xi \). Again results nicely support the RG predictions. Also the scaling corrections, see the inset, are consistent with the RG theory.

2. Ising-like transition lines for small \( \kappa \)

As already anticipated, we may also predict the behavior of the Ising transition line \( g_e(\kappa) \), starting at the critical point \( g_e = g_c \) for \( \kappa = 0 \). Transitions occur on the line \( u_r = 0 \). Eq. (19) implies

\[
g_e(g_e, \kappa) - g_e(g_e, \kappa = 0) = g_e(g_e, \kappa) - g_c \approx b(g_e) \kappa^2, \tag{23}
\]
where \( b \) depends only on \( g_c \). The behavior \( b(g_c) \) holds for sufficiently small values of \( \kappa \), when higher-order \( O(\kappa^4) \) terms in the expansion \( 19 \) can be neglected.

In App. \( B \) we determine \( b(g_c) \) for large values of \( g_c \), obtaining
\[
b(g_c) \approx \frac{3}{2g_c^2} \quad \text{for } g_c \to \infty.
\]

The vanishing of \( b(g_c) \) far large \( g_c \) follows from the more general result \( g_e(g_c, \kappa) = g_x \) for any \( \kappa \) in the limit \( g_c \to \infty \). Indeed, in this limit the ground state of the global system is an eigenvector of \( T^{(3)}_x \) with eigenvalue 1 for all lattice points \( x \). The global ground state is therefore factorized, i.e., \( \left| \Psi_0 \right\rangle = \left| \phi_0 \right\rangle \varepsilon \otimes \left| \psi_0 \right\rangle_S \), where \( \left| \phi_0 \right\rangle \varepsilon = \Pi_x \left| + \right\rangle_x \), \( \left| + \right\rangle_x \) is the +1 eigenvector of \( T^{(3)}_x \), and \( \left| \psi_0 \right\rangle_S \) is defined on \( S \) only. Since the matrix element of \( H_{SE} \) on this factorized state vanishes, \( \left| \psi_0 \right\rangle_S \) is the ground state of an isolated single Ising chain, that has critical point for \( g = g_x \), independently of \( \kappa \).

We now consider the opposite limit, \( r_c \equiv g_c - g_x \to 0 \). In this case the coefficient \( b(g_c) \) is expected to diverge as \( b(g_c) \sim r_c^{-\zeta} \) with \( \zeta > 0 \). The exponent \( \zeta \) will be determined in Sec. \( IVB2 \) by matching Eq. \( 23 \) with the asymptotic multicritical behavior arising when also the environment is critical. This allows us to obtain the exponent \( \zeta \) in terms of the Ising critical exponents. We find \( \zeta = 2/(2-\eta)/\nu - 1 > 0 \) and, in particular, \( \zeta = 5/2 \) for one-dimensional stacked Ising chains. The divergence of \( b(g_c) \) for \( r_c \to 0 \), indicates that a different regime emerges when the environment \( E \) is critical, as it will be discussed in Sec. \( IVB3 \).

The prediction \( 23 \) is nicely confirmed by the numerical results.

In Fig. 4, we report the critical points \( g_e(\kappa) \) for \( g_c = 2 \) and \( g_c = 4 \) and a few values of \( \kappa \). The critical points were identified by looking at the crossing points of \( g \) for \( R_c \) defined in Eq. \( 22 \) for systems with OBC and lattice sizes up to \( L \approx 20 \).

Finally, we consider the susceptibility \( \chi \) as a function of \( R_c = \xi/L \). In Fig. 5, we report \( \chi/L^{1-\eta} \) computed varying \( g \) around the critical point \( g_e(\kappa) \) for several different values of \( L \) and \( \kappa \), and for two values of \( g_c \). According to the RG theory, data should scale according to Eq. \( 15 \). The results reported in Fig. 5 show an excellent scaling, provided we use the Ising exponent \( \eta = 1/4 \). They confirm that all transitions for \( \kappa > 0 \) belong to the 2D Ising universality class. Note, moreover, that data corresponding to different values of \( g_c \) and \( \kappa \) appear to approximately collapse onto the same curve. This implies that the nonuniversal constant \( a_x \) in Eq. \( 15 \) depends very weakly on the system parameters.

To conclude, let us finally note that the coupling \( \kappa \) also significantly affects the properties of the environment \( E \). For \( \kappa \neq 0 \) the environment becomes critical when \( S \) is driven to criticality. Thus, only for \( g > g_e(\kappa) \) is the environment still disordered. For \( g = g_e(\kappa) \), \( E \) is critical, while, for \( g < g_e(\kappa) \) the environment is fully ordered. These features will be discussed and explained on general grounds in Sec. \( V \).

B. Critical environment

We now discuss how the coupling with a critical environment \( E \) affects the critical behavior of the subsystem \( S \). Therefore, we assume that \( E \) is close to criticality for \( \kappa = 0 \), i.e., \( g_e \approx g_x \). As we shall see, the effect of a weak coupling between \( S \) and \( E \) is substantially different from that occurring when \( S \) is coupled with a disordered environment.
1. FSS at the multicritical point for $\kappa = 0$

As we shall show below, if the environment $\mathcal{E}$ is critical, the interaction $H_{SE}$ gives rise to a relevant perturbation of the critical behavior of the subsystem $\mathcal{S}$. In this case there are three relevant perturbations at the uncoupled critical point ($g = g_\mathcal{E}, g_\mathcal{S} = g_\mathcal{E}, \kappa = 0$). Two of them are those that drive criticality in the two isolated subsystems. The coupling $\kappa$ gives rise to an additional independent relevant RG perturbation.

The uncoupled critical point is multicritical. To describe the multicritical behavior close to it \[23, 24, 30\], we introduce three independent scaling fields,

$$u_r \sim r \equiv g - g_{\mathcal{E}}, \quad u_{cr} \sim r_c \equiv g_c - g_{\mathcal{E}}, \quad u_\kappa \sim \kappa. \quad (25)$$

Because of the equivalence of the environment and the system, $u_r$ and $u_{cr}$ have the same RG dimension $y_r$.

The scaling field $u_\kappa$ has RG dimension $y_\kappa$. All scaling fields are relevant: $y_r$ and $y_\kappa$ are both positive, see below. Then, in the zero-temperature and FSS limit, the singular part of the free-energy density is expected to scale as \[5, 23, 31, 32, 35\]

$$F_{\text{sing}}(g, g_{\mathcal{E}}, \kappa, L) \approx L^{-(d+2)} F(W_s, W_{\mathcal{S}}, K_s), \quad (26)$$

$$W_s = u_r L^{y_r}, \quad W_{\mathcal{S}} = u_{cr} L^{y_{cr}}, \quad K_s = u_\kappa L^{y_\kappa}. \quad (27)$$

The scaling fields $u_r$, $u_{cr}$, and $u_\kappa$ are analytic functions of the Hamiltonian parameters $g$, $g_c$, and $\kappa$. Close to the multicritical point they can be expanded as

$$u_r = r + b_r \kappa^2 + b_r r^2 + b_{cr} r r_c + \ldots, \quad (28)$$

$$u_{cr} = r_c + c_r \kappa^2 + c_r r_c^2 + c_{cr} r r_c + \ldots, \quad (29)$$

$$u_\kappa = \kappa + d_r r \kappa + d_{cr} r r_c \kappa + \ldots. \quad (30)$$

The scaling fields $u_r$ and $u_{cr}$ are expected to be even under the symmetry $\kappa \to -\kappa$ (therefore they can only depend on $\kappa^2$), while $u_\kappa$ should be odd. Since we are interested in the asymptotic FSS, we may equivalently consider the simpler linear scaling variables

$$W = r L^{y_r}, \quad W_c = r_c L^{y_{cr}}, \quad K = \kappa L^{y_\kappa}. \quad (31)$$

This substitution is equivalent to neglecting some (typically next-to-leading \[32\], see also below) scaling corrections.

Close to the multicritical point, the effects of a small coupling $\kappa$ are controlled by its RG dimension $y_\kappa$. To compute it, we note that the interaction term can be rewritten in the field-theory framework as \[37, 38\]

$$\int d^D x \kappa \phi_s(x) \phi_c(x), \quad D = d + z, \quad (32)$$

where $\phi_s$ and $\phi_c$ are the order-parameter fields for the two critical systems $\mathcal{S}$ and $\mathcal{E}$. Then, we straightforwardly obtain

$$y_\kappa = d + z - 2y_\phi = 2 - y_r. \quad (33)$$

where $y_\phi$ is the RG dimension of the order parameter at the $(d+1)$-dimensional Ising fixed point. These relations give $y_\kappa = 7/4$ for $d = 1$, $y_\kappa = 1.963702(2)$ for $d = 2$, and $y_\kappa = 2$ for $d = 3$, confirming that the coupling $\kappa$ gives rise to a relevant perturbation, as anticipated above.

On the basis of the above RG analysis, we expect any RG invariant quantity $R$ defined on the subsystem $\mathcal{S}$, such as $R_e = \xi/L$ or the decoherence factor $Q$, to behave as

$$R(g, g_c, \kappa, L) \approx R(W, W_c, K), \quad (34)$$

where $R$ is a universal scaling function of its arguments. In particular, if we set $r = r_c = 0$, therefore moving along the line $g = g_c = g_{\mathcal{E}}$, Eq. (34) predicts

$$R(g = g_{\mathcal{E}}, g_c = g_{\mathcal{E}}, \kappa, L) \approx R_0(K). \quad (35)$$

Differentiating twice Eq. (34) with respect to $\kappa$, and then setting $\kappa = 0$, we obtain the leading FSS behavior of the decoherence susceptibility $\chi_Q$ defined in Eq. (10):

$$\chi_Q(g, g_c, L) \approx L^{2y_\kappa} C(W, W_c). \quad (36)$$

Again this demonstrates that the coherence properties of the quantum critical behavior of $\mathcal{S}$ are very sensitive to the coupling with the environment $\mathcal{E}$. We may compare the power-law behavior $\chi_Q(g, g_c, L) \approx L^{2y_\kappa}$ with that obtained when $\mathcal{E}$ is disordered for $\kappa = 0$, i.e., $\chi_Q \sim L^{y_r}$, cf. Eq. (21). The exponent $2y_\kappa$ is significantly larger than $y_r$ in any dimension (indeed $y_r = 1$ and $2y_\kappa = 7/2$ in $d = 1$; $y_r \approx 1.587$ and $2y_\kappa \approx 3.928$ in $d = 2$; $y_r = 2$ and $y_\kappa = 4$ in $d = 3$) and thus, not surprisingly, the decoherence rate for a critical environment is much larger than that for a disordered environment.

To verify the previous scaling predictions, we have considered two coupled chains at criticality, i.e., for $g = g_c =$
We recall that $y_r = 1$ and $y_e = 7/4$ for one-dimensional systems. Figs. 3 and 7 show the behavior of the decoherence factor $\tilde{Q}$ (we use PBC) and of the ratio $R_\kappa$ defined in Eq. (22) (we use OBC), respectively. The results for both $Q$ and $R_\kappa$ nicely support the scaling behavior, Eq. (35). In particular, the observed scaling behavior of $\tilde{Q}$ implies the divergence of the decoherence susceptibility, $\chi_\tilde{Q} \sim L^{2y_e}$.

Scaling corrections are expected to be similar to those arising in the case of an isolated critical Ising chain, see also Sec. IV A. For one-dimensional quantum Ising systems, the leading scaling correction for the ratio $R_\kappa = \xi/L$ is expected to be due to the analytic background [32]: it should decay as $L^{-3/4}$ for both PBC and OBC. The scaling corrections associated with $Q$ are expected to decay faster, as $L^{-2}$ in the absence of boundaries (for instance, for PBC), and as $L^{-1}$ for systems with boundaries (in the OBC case). The insets of Figs. 6 and 7 show that scaling corrections behave as predicted by the RG arguments.

We remark that similar multicritical behaviors should also emerge when the two subsystems $S$ and $E$ are different. The multicritical fixed point is given by the two decoupled fixed points associated with the critical behaviors of $S$ and $E$ in the absence of any coupling. The RG dimension of the parameter $\kappa$ that parametrizes the coupling of the two subsystems can be computed again using Eq. (32), where $\phi_\alpha$ and $\phi_r$ represent the operators defined in $S$ and $E$ entering the interaction Hamiltonian $H_{SE}$.

### 2. Ising transition lines for small $\kappa$

So far we have considered the behavior around the multicritical point. In the parameter space $(g, g_\kappa, \kappa)$, the multicritical point $(g = g_\kappa, g_e = g_\kappa, \kappa = 0)$ belongs to a two-dimensional surface of critical transitions that lies, for $\kappa \neq 0$, in the region $g > g_\kappa$, $g_e > g_\kappa$. Such transitions are related to the spontaneous breaking of the residual $\mathbb{Z}_2$ symmetry of the global system when $\kappa \neq 0$. Therefore, they are expected to belong to the $(d+1)$-dimensional Ising universality class. A more general discussion will be presented in Sec. [V]. Here, we wish to discuss the shape of the critical surface close to the multicritical point.

To make the discussion simple, let us consider a plane in the parameter space such that the ratio $s \equiv r_e/r$ is constant, and such that it intersects the transition surface along a line. The scaling behavior [26] of the free energy also determines the behavior of the transition line close to the multicritical point, see, e.g., Refs. [33–35]. As $r_e/r = W_e/W$ is kept constant, we can neglect the scaling field $W_e$, and we can rewrite the singular free-energy density as

$$F \approx \xi_r^{-1} F(X, Y),$$

$$X = \xi_r / L, \quad \xi_r \sim r^{-1/y_r}, \quad Y = r^{-y_e/y_r} \kappa,$$

where $\xi_r$ plays the role of a critical length scale. In the large-$L$ limit, i.e., for $X \rightarrow 0$, we may write

$$F \approx \xi_r^{-1} F_\infty(Y).$$

Consistency of the phase diagram with Eq. (39) requires that, for $\kappa \rightarrow 0$, the critical line $g_e(s, \kappa)$ is tangent to the line corresponding to a fixed finite value of the scaling variable $Y$. Therefore, for small values of $\kappa$, the above scaling arguments predict that

$$g_e(s, \kappa) - g_\kappa \approx w(s) \kappa^\varepsilon, \quad \varepsilon = \frac{y_r}{y_e} \leq 1, \quad s = \frac{r_e}{r},$$

where the coefficient $w(s)$ depends on the ratio $s = r_e/r$. Substituting the known values of $y_r$ and $y_e$, we find $\varepsilon = 4/7 \approx 0.5714$ for $d = 1$, $\varepsilon \approx 0.8084$ for $d = 2$, and $\varepsilon = 1$ for $d = 3$ [in $d = 3$, there are probably additional multiplicative logarithms in Eq. (40)]. The small-$\kappa$ behavior (40) significantly differs from that holding for a disordered environment, see Eq. (23).

As discussed in Sec. IV A 2, $g_e(s, \kappa) \rightarrow g_\kappa$ for finite $r_e \equiv g_e - g_\kappa > 0$, thus the coefficient $w(s)$ of the power $\kappa^{\varepsilon}$ (where $\varepsilon < 2$) must vanish for $s \rightarrow \infty$. The consistency of the scaling equation (40) with Eq. (23) in the limit $g_e \rightarrow g_\kappa$ allows us to predict the limiting behavior of $b(g_e)$ appearing in Eq. (23) for $g_e \rightarrow g_\kappa$ and of $w(s)$ for $s \rightarrow \infty$. Indeed, for small values of $\kappa$, Eq. (23) can be rewritten as

$$g_e(g_e, \kappa) - g_\kappa = \left\{ b(g_e) \left[ g_e(g_e, \kappa) - g_\kappa \right]^{2/\varepsilon - 1} \right\}^{\varepsilon/2} \kappa^\varepsilon.$$
We require this relation to be consistent with the scaling behavior Eq. (40) for \( r_c \equiv g_c - g_I \to 0 \). This implies

\[
b(g_c) \sim r_c^{-\zeta}, \quad \zeta = \frac{2}{\xi} - 1 = 2(2-\eta)\nu - 1. \tag{42}
\]

Explicitly, \( \zeta = 5/2, 1.47, 1 \) for \( d = 1, 2, 3 \), respectively. Eq. (41) also predicts the behavior of \( w(s) \) when \( w(s) \to 0 \), i.e., for large values of \( s \). We find

\[
w(s) \sim s^{-\rho}, \quad \rho = 1 - \varepsilon/2 > 0. \tag{43}
\]

For \( d = 1, 2, 3 \) we have \( \rho = 5/7, \rho \approx 0.596, \rho = 1/2 \), respectively.

We would like to stress that the above RG arguments determine the behavior of the critical lines starting from the multicritical point, provided it exists. However, they do not ensure the existence of such line for any value of \( s \). Indeed, the mean-field calculations reported in App. A suggest that the critical lines exist only for \( s > 0 \). Our numerical results, see below, confirm this prediction.

As we shall discuss in Sec. V if the \( S \) correlations are critical, also correlations defined on \( \mathcal{E} \) are critical. Using the symmetry of the system under the exchange of \( S \) and \( \mathcal{E} \), we can straightforwardly obtain a relation on the location of the (common) critical points. The coefficient \( w(s) \) in Eq. (40) must satisfy the relation

\[
w(s^{-1}) = s \, w(s). \tag{44}
\]

This related combination with Eq. (43) implies that \( w(s) \) diverges as \( s \to 0 \), as

\[
w(s) \sim s^{-\varepsilon/2} \quad \text{for} \quad s \to 0. \tag{45}
\]

The divergence of \( w(s) \) for \( s \to 0 \) suggests that the transition line starting from the multicritical point disappears for \( s = 0 \), i.e. when \( g_c = g_I \), confirming the mean-field analysis. This is also supported by the numerical results for the stacked Ising chains, see below.

To check these predictions, we again consider the stacked Ising chains and numerically determine \( g_c(s, \kappa) \) for a few small values of \( \kappa \). For this purpose, we determine the energy gap \( \Delta_c \), i.e., the difference of the energies of the two lowest states of the global system, focusing on the ratio

\[
R_\Delta(s, r, \kappa, L) = \frac{\Delta(s, r, \kappa, L)}{\Delta_I(L)}, \tag{46}
\]

where \( \Delta_I \sim L^{-1} \) is the gap of the single critical Ising chain. We consider systems with PBC and compute the gap using exact-diagonalization techniques. Since the transition line is expected to belong to the Ising universality class—therefore \( z = 1 \)—the ratio \( R_\Delta \) is expected to vanish for \( g < g_c(s, \kappa) \) and to diverge for \( g > g_c(s, \kappa) \).

In particular, close to the transition point, at fixed \( \kappa \), it should scale as

\[
R_\Delta(s, g, \kappa) \approx \mathcal{R}_\Delta(U L^\nu), \quad U = g - g_c(s, \kappa), \tag{47}
\]

where \( \mathcal{R}_\Delta(x) \) is a universal scaling function, apart from a multiplicative factor and a rescaling of its argument. The RG invariant ratio \( R_\xi \) should scale analogously, i.e., we should have \( R_\xi(s, g, \kappa) \approx \mathcal{R}_\xi(U L^\nu) \) where \( \mathcal{R}_\xi \) is universal apart from a rescaling of its argument. Therefore, the transition point \( g_c(s, \kappa) \) can be determined by looking for the crossing point of data sets for different sizes \( L \).

In Fig. 8 we show \( R_\Delta \) at fixed \( \kappa = 0.2 \) for two values of \( s \), that is, \( s = 1 \) and \( s = 0 \). The data for \( s = 1 \) show a crossing point indicating the existence of a transition point, while those for \( s = 0 \) are always smaller than 1 and do not show any crossing, indicating that there is no transition for finite \( \kappa \) and \( s = 0 \) (i.e., \( g_c = 1 \)). Note that

![FIG. 8: Plot of the ratio \( R_\Delta \) defined in Eq. (46) for \( \kappa = 0.2 \). Top: results for \( s = 1 \); bottom: results for \( s = 0 \). Results for \( s = 1 \) show a clear crossing point for \( g \approx 1.31 \), indicating the presence of a transition. For \( s = 0 \) the ratio \( R_\Delta \) is always smaller than 1 and does not show any crossing, indicating that no transition occurs.](image)

![FIG. 9: Estimates of the critical points \( g_c(\kappa) \) for some values of \( \kappa \) for \( s \equiv r_c/r = 2 \) and \( s = 1 \) (inset). The behavior for small \( \kappa \) is in agreement with the scaling prediction, Eq. (40). The full lines are obtained by fitting the estimates of \( g_c(\kappa) \) for small values of \( \kappa \) (\( \kappa < 0.03 \)) to \( g_c(\kappa) = 1 + w \kappa^2 \) with \( \varepsilon = 4/7 \). We obtain \( w \approx 0.53 \) for \( s = 2 \) and \( w \approx 0.76 \) for \( s = 1 \). Note that \( w \) decreases with increasing \( s \), as expected on the basis of the asymptotic behavior (43).](image)
for \( s = 0 \) the ratio \( R_\Delta \) is expected to approach 1 for \( g \to \infty \). Indeed, when \( g \to \infty \), the ground state becomes an eigenvector of all \( \sigma^{(3)}_x \) operators. It is immediate to verify that this implies an effective decoupling of the critical environment \( \mathcal{E} \) (the argument is the same as the one used to discuss the limit \( g_c \to \infty \) in Sec. [1 A 2]). The gap of the global system therefore converges to the gap \( \Delta_x \) of the isolated environment.

In Fig. [9] we show some results for the critical lines starting from the multicritical point, for some values of \( s > 0 \). We mention that some results for identical stacked critical Ising chains, i.e., \( g = g_c \), thus corresponding to \( s = 1 \), were already reported in Ref. [37]. Our results and those reported in Ref. [37] nicely confirm the scaling prediction \([40]\). Moreover, our numerical results do not provide evidence of transitions for \( s \leq 0 \) (including also the marginal case \( s = 0 \), as shown above), supporting the absence of transition lines when one of the coupling \( g \) or \( g_c \) is below the Ising-chain transition point \( g_I \), as predicted by the mean-field analysis reported in App. [A].

We also mention that consistent results (not shown) have also been obtained by analyzing the FSS behavior of \( R_\xi \) or of the ratio \( R_e \) defined in Eq. [22]. The DMRG results for systems with OBC show a slower convergence to the asymptotic large-\( L \) behavior, therefore leading to less precise estimates. This can be explained by the different behavior of the size corrections for the two observables. If PBC are used, \( R_\Delta \) approaches the asymptotic value with corrections that decay as \( L^{-2} \) \([22]\). On the other hand, for \( R_\xi \) (for both PBC and OBC), size corrections decay slower, as \( L^{-3/4} \).

### C. Ordered environment

Finally, we discuss the behavior of \( \mathcal{S} \) when the environment \( \mathcal{E} \) is ordered and characterized by a nonzero magnetization in the thermodynamic limit. In Ising systems, this corresponds to choosing \( g_c < g_I \) and appropriate boundary conditions (see below). We argue that, as in the case of a critical environment, the interaction term \( H_{SE} \) is a relevant perturbation. However, its RG dimension \( y_\kappa \) differs from that controlling the behavior in a critical environment, since \( y_\kappa > y_c \). Moreover, no transition lines appear at finite \( \kappa \); therefore for \( g_c < g_I \), the critical point at \( g = g_I \) and \( \kappa = 0 \) is isolated.

For a magnetized environment, the order parameter of the subsystem \( \mathcal{E} \) is not critical, as the ground state of \( \mathcal{E} \) is the superposition of magnetized states with magnetization \( \pm m_0 \) (the superposition must be such that the global magnetization vanishes because of the global \( Z_2 \) symmetry of the global Hamiltonian). Therefore, in the perturbation \([32]\), we can replace \( \phi_\kappa(x) \) with an average magnetization, which is a constant under RG transformations. The RG perturbation \([32]\) reduces to

\[
\int d^Dx \, \kappa \, \phi_\kappa(x),
\]

which leads to

\[
y_\kappa = d + z - y_\phi = y_h,
\]

where \( y_h \) is the RG dimension of the leading symmetry-breaking perturbation at the Ising fixed point, associated with a longitudinal field \( h \), see Sec. [11]. Therefore, \( y_h = 15/8 \) for \( d = 1 \), \( y_h \approx 2.482 \) for \( d = 2 \), and \( y_h = 3 \) for \( d = 3 \). These results imply that the singular part of the free-energy density in the zero-temperature and FSS limit scales as

\[
F_{\text{sing}}(r, \kappa, L) \approx L^{-(d+z)} F(W, K_O),
\]

\[
W \approx r L^y_\kappa, \quad K_O \approx \kappa L^{y_h},
\]

where \( r = g - g_I \) and we used linear scaling fields. The specific value of the coupling \( g_c < g_I \) does not play any role. It only changes the values of the nonuniversal constants and of the analytic backgrounds.

The scaling behavior for any observable can be straightforwardly obtained from those reported for the critical environment. It is enough to replace the scaling variable \( K \) with \( K_O \) and \( y_h \) with \( y_h \), in Eqs. \([51]\), \([52]\), and \([53]\). In particular, the decoherence susceptibility behaves as

\[
\chi_Q \sim L^{2y_h}.
\]

Therefore, since \( y_h > y_c \) for any \( d \) (indeed \( y_h - y_c = y_\phi > 0 \)), the sensitivity of the coherence properties when \( \mathcal{E} \) is in the ordered phase is even larger than the one arising from a critical environment \( \mathcal{E} \), where \( \chi_Q \sim L^{2y_h} \).

The leading scaling corrections for \( R_\xi \) and \( Q \) are analogous to those found for a critical environment. For example, for one-dimensional systems with PBC, we expect \( O(L^{-2}) \) corrections for \( Q \) and \( O(L^{-3/4}) \) corrections for \( R_\xi \).

The FSS predictions are confirmed by the results of numerical computations for coupled quantum Ising chains. We fixed \( g = g_I = 1 \) and considered two values of \( g_c \), \( g_c = 0.2 \) and \( g_c = 0.5 \). Results for the decoherence factor \( Q \) for a system with PBC and for \( R_\xi \) defined in Eq. [22] for a system with OBC are shown in Figs. [10] and [11], respectively. The results nicely support the scaling behavior \([50]\).

Since the parameter \( \kappa \) effectively behaves as an external longitudinal field when \( g_c < g_I \), we do not expect any transition for finite values of \( \kappa \), as in the standard quantum Ising model in the presence of an external longitudinal field \( h \). This is confirmed by numerical results.

We finally stress that the derivation of the above scaling behaviors assumes that the environment \( \mathcal{E} \) is subject to neutral boundary conditions, i.e., to boundary conditions that do not favor any ordered phase, such as PBC and OBC. Only with these boundary conditions is the ground state a superposition of magnetized states \([59]\). Some important changes may occur when different boundary conditions are considered, for example, fixed boundary conditions that favor one of the broken
We show data at fixed $K_O = 0.6$: size corrections decay as $L^{-2}$ in agreement with RG arguments (the line is drawn to guide the eye).

![FIG. 10: Decoherence function $Q$ versus $K_O = \kappa L^{\eta_h}$, for $g = g_T = 1$ and $g_e = 0.5$ (ordered environment). In the inset, we show data for $K_O = 0.6$: size corrections decay as $L^{-2}$ in agreement with RG arguments (the line is drawn to guide the eye).](image)

FIG. 10: Decoherence function $Q$ versus $K_O = \kappa L^{\eta_h}$, for $g = g_T = 1$ and $g_e = 0.5$ (ordered environment). In the inset, we show data for $K_O = 0.6$: size corrections decay as $L^{-2}$ in agreement with RG arguments (the line is drawn to guide the eye).

phases, or antiperiodic boundary conditions. Indeed, the FSS of systems at quantum first-order transitions drastically depends on the nature of the boundary conditions, see, e.g., Refs. \[5, 39, 41\].

V. GENERAL PHASE DIAGRAM

In Sec. [IV] we discussed the behavior of the subsystem $\mathcal{S}$ in the weak-coupling regime $\kappa \ll 1$. We wish to discuss now the behavior for finite values of $\kappa$. We recall that the phase diagram of the global system must be symmetric with respect to a change of the sign of $\kappa$ at fixed $g$ and $g_e$. Moreover, at fixed $\kappa$, it must be symmetric with respect to interchanging $g$ and $g_e$, due to the fact that the two subsystems $\mathcal{S}$ and $\mathcal{E}$ are identical apart from the transverse couplings $g$ and $g_e$.

A mean-field analysis is presented in App. [A] which shows that, also for finite $\kappa$, the environment parameter $g_e$ plays an important role. The main features of the mean-field analysis are substantially confirmed by the numerical results that we have obtained for the stacked Ising chains.

If the environment is ordered in the absence of coupling, i.e., for $g_e < g_T$, no transition occurs for any value of $\kappa$. The coupling with the environment drives the system $\mathcal{S}$ in the ordered phase, independently of the value of $g$. A critical behavior is only observed for $\kappa = 0$ and $g = g_T$, as discussed in Sec. [IV]. A different behavior is observed for $g_e > g_T$, i.e., when the environment is disordered in the absence of coupling. In this case, by tuning $g$ to a critical value $g_c(\kappa, g_e) > g_T$, a critical line appears, which should be associated with the breaking of the global $\mathbb{Z}_2$ symmetry, cf. Eq. \[6\]. This is shown in Fig. [1].

It is interesting to observe that, at the critical point, both correlations defined on $\mathcal{S}$ and on $\mathcal{E}$ are critical. This is a specific feature of the interaction we consider, or, more precisely, of the invariance properties of the interaction term $H_{SE}$. In general, at fixed $g$ and $g_e$, one may expect different types of transitions: a transition at $\kappa = \kappa_E(g, g_e)$, where $\mathcal{S}$ correlations are critical, and a transition at $\kappa = \kappa_E(g, g_e)$, where $\mathcal{E}$ correlations are critical. Note that we are making no assumption of the existence of the transitions: at fixed $g$ and $g_e$, there may be no transition, one transition, or both of them. The symmetry of the system under the exchange of $\mathcal{S}$ and $\mathcal{E}$ implies $\kappa_S(g, g_e) = \kappa_E(g, g_e)$, but not the equality of the two functions. The relation $\kappa_S(g, g_e) = \kappa_E(g, g_e)$ follows instead from the analysis of the symmetry breaking pattern at the transition. Indeed, in our model the symmetry involves transformations on both systems, see Eq. \[6\]. Thus, we expect both systems to be magnetized on the ordered side of the transition, which, in turn, implies that they become critical simultaneously. This prediction has been explicitly verified in Sec. [IV]. Note that the equality of the two transition functions does not necessarily hold, if the interaction term does not break the symmetry under independent longitudinal spin reflections. This would be the case of subsystems coupled by using the transverse spin operators, for instance, by the Hamiltonian interaction \[7\]. In this case, for $g \neq g_e$, one might observe two different transitions.

Since the $\mathcal{E}$ and the $\mathcal{S}$ subsystems become simultaneously critical, for $g < g_e(\kappa)$, both $\mathcal{S}$ and $\mathcal{E}$ should be ordered, as verified in Sec. [IV]. For $g > g_e(\kappa)$ instead, both subsystems should be disordered. Since the global $\mathbb{Z}_2$ symmetry is broken at $g_e(\kappa)$, the transition should belong to the Ising universality class and $g - g_e(\kappa)$ should represent the scaling field associated with the leading even perturbation, analogous to $r = g - g_T$ for standard Ising systems. This is confirmed by the scaling plots re-
The intermediate situation where \( g_e \approx g_x \) gives rise to a multicritical behavior, as discussed in Sec. IV B. In agreement with the mean-field analysis, the numerical results confirm that there are no transitions at finite \( \kappa \) when \( g_e \leq g_x \). In the opposite case \( g_e > g_x \), the transition lines are present. Their behavior for \( \kappa \to 0 \) and \( g_e \to g_x \), is consistent with the expected multicritical scaling, see Fig. 9.

Finally, let us consider the behavior in the limit \( \kappa \to \infty \). A general discussion is reported in App. B. We show that the system is fully ordered for \( \kappa \to \infty \) at fixed \( g \) and \( g_e \). For finite, large values of \( \kappa \), a transition always occurs for large values of \( g \). More precisely, \( g_e(\kappa) \approx a \kappa \) for \( \kappa \to \infty \), where \( a \) is a constant dependent on \( g_e \), see App. B.

VI. OUT-OF-EQUILIBRIUM DYNAMIC SCALING BEHAVIOR

The recent progress achieved by quantum simulators in controlling the dynamics of an increasing number of qubits has called for theoretical investigations of the coherent time evolution of quantum correlations in composite systems, of the decoherence of one subsystem due to the interaction with the remainder, and of the energy exchanges between finite-size subsystems (see, e.g., Refs. 5 [12,14]). A deeper understanding of the decoherence and entanglement dynamics is of fundamental importance, both for quantum-information purposes and for the improvement of energy conversion in complex networks [15,16]. Moreover, the study of the energy storage and exchange among the different components of a quantum system is relevant for quantum-thermodynamical purposes [17,18], as well as for the efficiency optimization of recently developed quantum batteries [19].

The study of the phase diagram and of the equilibrium scaling properties reported in the previous sections allows one to describe the adiabatic slow dynamics of finite-size systems (we recall that finite-size many-body systems are generally gapped). In this section we extend the analysis to out-of-equilibrium dynamic protocols. In particular, we wish to determine the dynamic scaling behaviors induced by a time-dependent coupling between the subsystems \( S \) and \( E \).

We consider here the following quenching protocol. Initially, the systems \( S \) and \( E \) are decoupled, i.e., \( \kappa = 0 \), and are in their ground states \( |\Psi_0^{(S)}\rangle \) and \( |\Psi_0^{(E)}\rangle \), so that the initial many-body state \( |\Psi_0\rangle \) is given by

\[
|\Psi_0\rangle = |\Psi_0^{(S)}\rangle \otimes |\Psi_0^{(E)}\rangle.
\]

Then, at \( t = 0 \), the system is suddenly driven out of equilibrium by quenching the parameter \( \kappa \) to a finite value, i.e., \( \kappa \) varies instantaneously from zero to a finite value \( \kappa > 0 \). The initial state \( |\Psi_0\rangle \) is no longer a Hamiltonian eigenstate and it evolves according to the Schrödinger equation,

\[
|\Psi(t)\rangle = e^{-iHt}|\Psi_0\rangle,
\]

where \( H \) is the total Hamiltonian (41).

One can easily check that a sudden quench from \( \kappa = 0 \) to any \( \kappa > 0 \) entails a vanishing average quantum work

\[
W = \langle \Psi(t) | H_S(g) + H_E(g_e) + H_{SE}(\kappa) | \Psi(t) \rangle - \langle \Psi_0 | H_S(g) + H_E(g_e) | \Psi_0 \rangle.
\]

Indeed, since we are interested in a sudden quench at \( t = 0 \), and the average energy is conserved for \( t > 0 \), we can compute the average work replacing \( |\Psi(t)\rangle \) with \( |\Psi_0\rangle \), thus obtaining

\[
W = \langle \Psi_0 | H_{SE}(\kappa) | \Psi_0 \rangle
\]

\[
= -\kappa \sum_{x} \langle \Psi_0^{(S)} | \sigma_x^{(1)} | \Psi_0^{(S)} \rangle \langle \Psi_0^{(E)} | \sigma_x^{(1)} | \Psi_0^{(E)} \rangle = 0,
\]

where we used the fact that \( \langle \Psi_0^{(S)} | \sigma_x^{(1)} | \Psi_0^{(S)} \rangle \) and \( \langle \Psi_0^{(E)} | \sigma_x^{(1)} | \Psi_0^{(E)} \rangle \) vanish due to the \( Z_2 \) symmetry of the Hamiltonians \( H_S \) and \( H_E \). It is also worth mentioning that some average work \( W_0 \) is instead necessary to suddenly turn the coupling \( \kappa \) off after some time \( t > 0 \), to go back to the original decoupled Hamiltonian, because

\[
W_0(t) = \langle \Psi_0 | H_{SE}(\kappa) | \Psi_0 \rangle - \langle \Psi_0 | H_S + H_E | \Psi_0 \rangle > 0.
\]

After quenching at \( t = 0 \), the energy of the global system is conserved along the evolution for \( t > 0 \). However, we may have some energy exchange between the subsystems \( S \) and \( E \). This can be quantified by the average energy exchange \( E_{ex} \) defined as

\[
E_{ex}(t) = \langle \Psi(t) | H_S | \Psi(t) \rangle - \langle \Psi_0 | H_S | \Psi_0 \rangle.
\]

To monitor the coherence properties of the subsystem \( S \) along the time evolution, one may define a time-dependent decoherence function \( Q(t) \) analogous to the equilibrium decoherence factor \( Q \), cf. Eq. (49),

\[
Q(t) = 1 - \text{Tr} \rho_S(t)^2, \quad \rho_S(t) \equiv \text{Tr}_E \left[ |\Psi(t)\rangle \langle \Psi(t)| \right] \quad (59)
\]

where \( \rho_S(t) \) is the time-dependent reduced density matrix of the system \( S \). One may also define correlations functions at fixed time, i.e.,

\[
G(t, x, y) \equiv \text{Tr} \left[ \rho_S(t) \sigma_x^{(1)} \sigma_y^{(1)} \right],
\]

and extract a corresponding correlation length, analogously to Eq. (13).

One may generally distinguish between two types of sudden quench [5]: a soft quench is related to a tiny change of the parameter \( \kappa \) (decreasing with \( L \)), so that the system stays close to a quantum transition and thus excites only critical low-energy modes. In contrast, a hard quench is not limited by the above condition and typically involves the injection into the system of an extensive amount of energy, in such a way that also high-energy excitations are involved. In the following we only
discuss soft quenches, and put forward the appropriate scaling behaviors in a dynamic FSS framework.

We generalize the equilibrium scaling description of the weak-coupling regime, outlined in Sec. [LV] to the out-of-equilibrium case in which $\kappa$ varies from zero to a nonzero value, that is so small that the evolution can be considered a soft quench. In general, dynamic behaviors exhibiting a nontrivial time dependence require the introduction of another scaling variable associated with the time variable $t$, defined as [5] [50]

$$\Theta = t \Delta_T(L), \quad \Delta_T(L) \sim L^{-z},$$

(61)

where $\Delta_T$ is the finite-size gap at criticality of the isolated system $S$, and $z$ is the dynamical exponent, which is equal to 1 for any $d$-dimensional Ising system. In the dynamic FSS limit $L \to \infty$ and $g \to g_T$, the equilibrium scaling variables defined before (they depend on the nature of $E$) and the time variable $\Theta$ defined in Eq. (61) should all be kept constant.

For instance, if $E$ is at criticality, the decoherence function $Q$ obeys the dynamic FSS scaling law [5] [20] [50]

$$Q(t, r, r_c, \kappa, L) \approx Q(\Theta, W, W_c, K),$$

(62)

where the scaling fields $W$, $W_c$, and $K$ are defined in Eqs. (31). This scaling ansatz generalizes Eq. (34) to the dynamic case, by simply adding an additional dependence on the time scaling variable $\Theta$. Analogous relations hold for other observables, such as the ratio $R_\xi \equiv \xi/L$ at time $t$. Since the average energy flow between $S$ and $\cal E$, defined in Eq. (58), is expected to scale as the energy gap at the transition point, i.e.,

$$E_{ex} \sim \Delta_T(L) \sim L^{-z},$$

(63)

in the FSS limit, it should satisfy the scaling relation

$$E_{ex}(t, r, r_c, \kappa, L) \Delta_T(L) \approx E(\Theta, W, W_c, K).$$

(64)

The average work $W_\Theta$ defined in Eq. (57) should scale analogously.

The same scaling arguments apply when $E$ is ordered or disordered. It is enough to supplement the corresponding equilibrium scaling relations with an additional dependence on the time scaling variable $\Theta$.

The above FSS predictions have been checked numerically. We consider stacked Ising chains with PBC and compute the ground state $|\Psi_S(t)\rangle$ by means of 4th-order Runge-Kutta algorithms. The energy exchange $E_{ex}$ defined in Eq. (58) and the decoherence factor $Q$ defined in Eq. (59) are plotted versus $\Theta$ in Fig. (12) close to the critical point $g = g_c = 1$ (critical environment). The scaling behavior of the data clearly supports the dynamic FSS predictions, Eqs. (62) and (64). We note that the asymptotic FSS is observed for relatively small sizes of the system, already with 20 qubits. Analogous results can be obtained for disordered or ordered environments.

In conclusion, the out-of-equilibrium behavior of the subsystem $S$ satisfies scaling laws that are extensions of the equilibrium FSS relations, with the crucial addition of the scaling variable $\Theta = t \Delta_T \sim t L^{-z}$, where $\Delta_T$ is the gap of the critical Ising system. Similar dynamic scaling relations hold for other slow out-of-equilibrium protocols, in which the Hamiltonian parameters are slowly varied moving the subsystem $S$ across the quantum critical point. Another interesting case is the so-called Kibble-Zurek dynamics [51–53], for which peculiar out-of-equilibrium scaling behaviors emerge both in the infinite-volume and in the FSS limit [5] [54] [55].

VII. CONCLUSIONS

We have discussed the quantum behavior of an open many-body system $S$ interacting with a surrounding many-body environment $\cal E$, assuming that the global system is a pure state $|\Psi_{SE}(t)\rangle$ that evolves unitarily. As a paradigmatic model, we consider two coupled one-dimensional Ising chains with Hamiltonian (1), see Fig. 1, but the theoretical predictions apply to general $d$-dimensional Ising systems. One of the chains plays the role of the open system $S$ under observation, while the other one plays the role of environment $\cal E$. The two chains interact by means of the Hamiltonian term $H_{SE}$ defined in Eq. (4), that couples the longitudinal spin variables of both subsystems. We analyze the decoherence rate and the quantum critical behavior of the subsystem $S$, assuming that the global system is in its ground state. We also discuss the out-of-equilibrium behavior after a sud-
den quench of the interaction between $S$ and $E$, assuming that the global system is isolated and evolves unitarily. In particular, we study how these equilibrium and out-of-equilibrium behaviors depend on the quantum phases of $E$, when $S$ and $E$ are weakly coupled. A detailed RG analysis shows that three qualitatively different behaviors are observed depending on $E$, whether it is disordered (therefore characterized by short-ranged correlations), critical (correlations are algebraically decaying) or ordered (long-range correlations). The different phases of $E$ give rise to different FSS behaviors with respect to the coupling parameter $\kappa$ between $S$ and $E$.

To quantify the effects of the interaction with the environment on the coherence properties of $S$, we consider the susceptibility $\chi_Q$ of the decoherence factor $Q$, defined in Eq. (10). The susceptibility $\chi_Q$ provides a measure of the sensitivity of the coherence properties of $S$ to the coupling with $E$ for small value of $\kappa$. It shows a power-law divergence in the size $L$ of the system, for any state of $E$. However, the power-law depends on the phase: $\chi_Q \sim L^{\nu}$ when $E$ is disordered, $\chi_Q \sim L^{2h_2}$ with $y_1 = y_h - y_2$ when $E$ is critical, $\chi_Q \sim L^{2h_3}$ when $E$ is ordered, where $y_1$ and $y_2$ are the RG dimensions of the leading even and odd relevant perturbations at the $(d+1)$-dimensional Ising fixed point, and $y_h$ is the RG dimension of the order-parameter field. Note that, since $y_1 < 2y_h < 2y_2$ in any dimension, the decoherence rate of $S$ becomes larger and larger, moving from a disordered to an ordered environment $E$. For example, for one-dimensional systems we have $y_1 = 1$, $2y_h = 7/2$ and $2y_2 = 15/4$. Numerical results for coupled Ising chains, obtained by means of exact-diagonalization and DMRG computations, nicely support the scaling behaviors put forward in this paper.

We have also discussed how the equilibrium scaling behaviors can be extended to out-of-equilibrium dynamic processes, for instance, to protocols entailing a sudden quench of the coupling between $S$ and $E$, see Sec. [VI]. In particular, for a soft quench we conjecture out-equilibrium FSS laws that extend those valid at equilibrium. They are obtained by simply adding an additional dependence on the time scaling variable $\Theta = t\Delta_L(L)$ (where $\Delta_L \sim L^{-\delta}$ is the gap at the critical point of a quantum Ising system) to the equilibrium FSS relations.

In our analysis we focused on the behavior of $S$ and $E$, always assuming that the subsystem $S$ under observation is close to criticality. It would be interesting to investigate the same issues when the subsystem $S$ is the first-order transition region, i.e., for $g < g_T$. In this regime, FSS behaviors emerge as well, although they turn out to significantly depend on the nature of the boundary conditions, see, e.g., Refs. [39, 41, 50, 56, 57].

We stress that the scenario emerging from the study of two coupled Ising chains is expected to be quite general. Therefore, it should be straightforward to extend the analysis presented in this paper to systems $S$ and $E$ of different nature, different dimensionality, etc... In particular, we expect the behavior of $S$, including the coherence properties, phase diagram and critical behavior, to be strongly dependent on the quantum phase of the environment $E$. However, we note that our general scaling framework at the multicritical point, when both $S$ and $E$ develop critical modes (see Sec. [V B]), was essentially assuming a competition of critical modes characterized by equal dynamic exponents $\delta$, in particular $\delta = 1$ for both subsystem criticalities. We believe that the competition of critical modes associated with different dynamic exponents may lead to further interesting features, worth being investigated.

The effects of the interactions with an environment (bath) on quantum many-body systems have been addressed, exploiting different approaches, in, e.g., Refs. [58–62]. One approach is based on the so-called Lindblad master equation [69, 70], which allows for some types of dissipative interactions without the necessity of keeping track of the full environment dynamics, within some approximations, see, e.g., Ref. [5] and references therein. As shown for various systems and modelizations of the dissipative interactions within the Lindblad framework, the interaction with the environment makes the quantum critical behavior of a closed system generally unstable [5, 63, 67, 68], similarly to a finite temperature. Indeed, in this framework the dissipative interactions are relevant perturbations, which move the open system away from the quantum critical behavior of the isolated system. An alternative mechanism leading to dissipation is provided by the coupling of a many-body system with an infinite set of harmonic oscillators, see, e.g., Refs. [58–62]. Also this type of dissipative interactions is a relevant perturbation of the critical behavior of isolated systems, and may lead to other types of criticality driven by dissipation. We note that our modelling, in which the global system is isolated and evolves unitarily, is physically different from the one used in the Lindblad framework or when an infinite set of oscillators is coupled with the system.

The predicted FSS behaviors put forward in this paper have been clearly observed in numerical simulations of stacked Ising chains for a relatively small number of coupled spins. For example, the scaling behavior of the decoherence factor has been observed in systems with a few tens of qubits. This suggests the possibility of devising realistic experiments with quantum simulators to address the phenomena discussed here, by means of various platforms, see, e.g., Refs. [71, 72].

We finally remark that the results obtained in weakly coupled $d$-dimensional quantum Ising systems also apply to the corresponding classical systems, i.e., to coupled $D$-dimensional classical Ising systems with $D = d + 1$. For instance, we may consider two coupled $D$-dimensional lattice Ising systems $S$ and $E$, defined by the partition function

$$Z = \sum_{\sigma_S} \exp(-H_{cl}/T),$$

$$H_{cl} = H_S(J) + H_E(J_e) + H_{SE}(\kappa),$$
Here \( s_x = \pm 1 \) and \( w_x = \pm 1 \) are classical spin variables associated with the sites \( x \) of a \( D \)-dimensional cubic lattice, \( \langle xy \rangle \) indicates nearest-neighbour sites. Using the quantum-to-classical mapping \([4, 5]\), the quantum critical behavior of \( d \)-dimensional stacked quantum systems coincides with that of \( D \)-dimensional stacked classical systems with \( D = d + 1 \). Then, using RG arguments analogous to those reported for the stacked quantum Ising systems \([11, 15]\) in Sec. IV and VI, one should also specify a particular dynamics, for instance, the purely relaxational dynamics \([18]\), one can straightforwardly derive similar FSS relations for the subsystem \( S \) in the background of the environment \( E \), when \( S \) is close to criticality and the coupling \( \kappa \) is sufficiently small. These scaling behaviors crucially depend on the effective phase of the environment \( E \) controlled by its parameter \( J_e \). Although the scaling behavior is expected to be analogous, classical and quantum systems are expected to show significant quantitative differences. For instance, for \( \kappa \to \infty \) the classical model turns out to be equivalent to a single classical Ising model in the limit \( \kappa \to \infty \) only configurations satisfying \( s_x = w_x \) on all sites are allowed, with an ordered and a disordered phase separated by a standard Ising transition. In the quantum case, for large \( \kappa \) the system can also be modelled by a single Ising chain, see App. \([3] \). However, the width of the paramagnetic phase shrinks as \( \kappa \) increases, so that the two chains are always ordered in the limit \( \kappa \to \infty \).

Appendix A: Landau-Ginzburg-Wilson mean-field analysis

In this Appendix we discuss the model using the standard Landau-Ginzburg-Wilson approach. We consider a classical model in \( D = d + 1 \) dimensions with two scalar fields \( \phi_1 \) and \( \phi_2 \), with interaction potential

\[
V = \int d^D x \left[ V_2(\phi_1, \phi_2) + V_4(\phi_1, \phi_2) \right],
\]

where

\[
V_2(\phi_1, \phi_2) = \frac{r_1}{2} \phi_1^2 + \frac{r_2}{2} \phi_2^2 + \kappa \phi_1 \phi_2,
\]

and \( V_4(\phi_1, \phi_2) \) is the quartic potential. Cubic terms do not enter because of the symmetry under simultaneous changes of the sign of the two fields, \( \phi_{1,2} \to -\phi_{1,2} \). Close to the critical point, the parameters \( r_1 \) and \( r_2 \) correspond to \( g_e - g_Z \) and \( g - g_Z \), respectively.

In the mean-field approach, the kinetic term is neglected and the transition lines are determined from the analysis of the quadratic terms. To clarify the behavior, we first perform a unitary transformation of the fields that diagonalizes the quadratic part. If \( \psi_1 \) and \( \psi_2 \) are the new fields we obtain

\[
V_2 = \frac{1}{4} (r_1 + r_2 + \delta) \psi_1^2 + \frac{1}{4} (r_1 + r_2 - \delta) \psi_2^2,
\]

\[
\delta = \sqrt{(r_1 - r_2)^2 + 4\kappa^2}.
\]

Therefore phase transitions occur for

\[
r_1 + r_2 = \pm \delta \quad \Rightarrow \quad r_1 r_2 = \kappa^2.
\]

This relation implies that, if one of the two systems is at criticality, for instance \( r_1 = 0 \), in the \( (r_2, \kappa) \) plane there is a single transition point at \( r_2 = \kappa = 0 \). Otherwise, we observe transition lines along which \( r_1 \) and \( r_2 \) have the same sign. In our quantum model, this implies that transitions lie in the region \( g > g_Z \), \( g_e > g_Z \), for \( \kappa \neq 0 \). The mean-field argument also allows transitions with \( g < g_Z \), \( g_e < g_Z \). However, in this case, the two systems are already ordered, and thus the additions of the coupling between the two systems would simply increase the order, without giving rise to critical transitions.

To understand the nature of the transitions, we should analyze the quartic potential. We do this analysis for the simple case, in which the model is also symmetric under the exchange of the two Ising fields (in the quantum model it corresponds to \( g_e = g \)). In the presence of this additional symmetry, the quartic potential is given by

\[
V_4 = a_1(\phi_1^4 + \phi_2^4) + a_2(\phi_1^2 + \phi_2^2)\phi_1\phi_2 + a_3\phi_1^2\phi_2^2.
\]

In terms of the fields \( \psi_i \) it becomes

\[
V_4 = \frac{1}{4} (2a_1 + a_3 + a_2 s_e) \psi_1^4 + \frac{1}{4}(2a_1 + a_3 - a_2 s_e) \psi_2^4
\]

\[+ \frac{1}{2} (6a_1 - a_3) \psi_1^2 \psi_2^2,\]

where \( s_e = \kappa/|\kappa| \). The two \( Z_2 \) symmetries of the original model imply that the system is invariant under independent changes of the sign of \( \psi_1 \) and \( \psi_2 \), which explains why there are no odd powers of \( \psi_i \) in the quartic potential. Thus, in the symmetric case, the generic model corresponds to two Ising systems with an energy-energy coupling. For systems in \( D = 3 \) dimensions there is the possibility of a symmetry enlargement at the multicritical point—the \( Z_2 \otimes Z_2 \) invariance enlarges to \( O(2) \) \([33, 36]\). In \( D = 2 \) dimension the energy-energy interaction is marginal at the \( O(2) \) fixed point and thus a more complex behavior can be obtained. As we have discussed in the text, the latter possibility can be realized by adding a coupling between the transverse spins, such as in Eq.\([7]\). The model we consider has a decoupled multicritical point, i.e., it corresponds to \( a_3 = 6a_1 \). Thus, the effective model is simply the sum of two noninteracting Ising systems. Thus, at fixed \( \kappa \neq 0 \), the transition is obtained by tuning \( g = g_e \) at a critical point \( g_e(\kappa) \). The
quantity $g - g_c(\kappa)$ is a thermal Ising scaling field. Nothing would change for $g \neq g_c$. Odd terms $\psi_1\psi_2^* + \psi_2\psi_1^*$ would now be present. However, for $\kappa \neq 0$, only one field is critical. The noncritical field should be integrated out and it would give rise to even contributions in the critical field. Thus, we predict all deviations from the critical point to represent Ising thermal scaling fields.

Appendix B: Large-$\kappa$ and large-$g_c$ transitions

In this Appendix, we discuss the behavior of the system for large values of $\kappa$ and for large values of $g_c$.

Let us first consider the limit $\kappa \to \infty$ at fixed $g$ and $g_c$. If the system is in the global ground state, the coupling term $H_{SE}$ forces the $S$ and $E$ spins on the same site to be aligned. Therefore, we can simply consider the problem in the reduced Hilbert space obtained by only considering the states $|\sigma\rangle$ in the reduced Hilbert space obtained by only considering the states $|\sigma\rangle$ of the reduced Hilbert space obtained by only considering the states $|\sigma\rangle$. Here $|\sigma\rangle$ are the single-site eigenvectors of $\sigma^{(3)}$ and $\tau^{(1)}$: $\sigma^{(3)}|\sigma\rangle = \sigma|\sigma\rangle$ and $\tau^{(1)}|\sigma\rangle = \tau|\sigma\rangle$, where $\sigma$ and $\tau$ are Pauli matrices. Therefore, we predict a transition when $\kappa$ and $g$ are both large, but of the same order.

For convenience, we will adopt below the following notation for the single-site states. We denote with $|\sigma\rangle$, $|\tau\rangle$, $|\sigma\rangle$, $|\tau\rangle$ the single-site eigenvectors of $\sigma^{(3)}$ and $\tau^{(1)}$, respectively. For instance, $|\sigma\rangle$ is the ground state of the Hamiltonian.

The gap is
\[
\Delta = E(\psi_1) - E(\psi_0) = \frac{2g}{\sqrt{g^2 + \kappa^2}g_c},
\]
where we have only kept the leading term in $g_c$. The other two states have energy differences of order $g, \kappa$, with respect to the ground state. The previous expression shows the presence of two different regimes, in agreement with the previous discussion. If $\kappa/g \to \infty$, the gap goes to zero, so that the two states become degenerate. Moreover, since $A \to 1$, the combinations $\psi_0 \pm \psi_1$ correspond to the aligned states we have discussed above. If instead $g/\kappa \to \infty$, the system is gapped and the ground state corresponds to a paramagnetic $S$.

To discuss the generic case, let us note that, for $g, \kappa \gg g_c$, on each site the relevant Hilbert space consists of the two states $\psi_0$ and $\psi_1$. If we associate the vector $(1,0)$ to $\psi_0$ and the vector $(0,1)$ to $\psi_1$, we can write the local Hamiltonian in this restricted Hilbert space as
\[
H_{loc} = -\frac{\Delta}{2}\lambda^{(3)} + E_m \quad \lambda^{(3)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]
where $(\lambda^{(3)})$ is a Pauli matrix and $E_m = [E(\psi_0) + E(\psi_1)]/2$. The hopping part of the full Hamiltonian can be similarly written as an effective hopping term involving $\lambda^{(1)}_x \lambda^{(1)}_y$ on neighbouring sites. Thus, apart from an additive constant, we end up with an effective Ising chain with Hamiltonian
\[
H = -J_{eff} \sum_{(xy)} \lambda^{(1)}_x \lambda^{(1)}_y - \frac{\Delta}{2} \sum_x \lambda^{(3)}_x,
\]
where
\[
J_{eff} = \frac{1 + 6A^2 + A^4}{(1 + A^2)^2}.
\]
Therefore, we predict a transition for
\[
J_{eff} = \frac{\Delta}{2}.
\]
This equation depends only on the ratio $\kappa/g$ and $g_c$. Therefore, we predict
\[
\kappa_c(g,g_c) = \alpha(g_c)g_c \quad \text{for } \kappa, g \gg g_c.
\]
Numerically, we find $\alpha(g_c) = 0.931, 1.99, 5.00$ for $g_c = 2, 4, 10$. For large values of $g_c$, we have approximately $\alpha(g_c) \approx g_c/2(1 - 2/g_c^{-4})$. For $g_c \to 1$ we have $\alpha(g_c) \approx \sqrt{T/(g_c - 1)^{1/2}}$. As expected, no solution exists for $g_c < 1$.

We have performed a numerical check of the prediction by computing $\kappa_c(g)$ for $g_c = 2$ and several values of $g$. Data for $g \geq 2$ are well fitted by $\kappa_c(g) \approx a_g + b$, with $a = 0.94(1)$ and $b = -0.5(1)$. The estimate of $a$ is in agreement with the prediction 0.931, obtained above.

The behavior for large values of $g_c$ at fixed $\kappa$ and $g$ can be discussed analogously. For $g_c \to \infty$, as discussed in...
Sec. [IV A 2] the subsystems $E$ and $S$ are decoupled and $g_c(\kappa) = 1$ for all values of $\kappa$. We wish now to compute the corrections to this result. We proceed as before, diagonalizing the local single-site Hamiltonian. For $g_c \to \infty$ the relevant eigenvectors are

$$\psi_0 = \frac{B_1}{\sqrt{1 + B_1^2}} |++\rangle + \frac{1}{\sqrt{1 + B_1^2}} |--\rangle,$$
$$\psi_1 = \frac{B_2}{\sqrt{1 + B_2^2}} |++\rangle + \frac{1}{\sqrt{1 + B_2^2}} |--\rangle, \quad (B10)$$

where, to leading order in $g_c$, we have

$$B_1 = \frac{2g_c}{\kappa}, \quad B_2 = \frac{\kappa}{2g_c}. \quad (B11)$$

As before, the states $|++\rangle$, $|--\rangle$, are eigenstates of $\sigma^{(3)}$ and $\tau^{(3)}$. In the same limit the gap is

$$\Delta \approx 2g - \frac{g\kappa^2}{g_c^2}. \quad (B12)$$

To complete the calculation, we should compute the coupling $J_{\text{eff}}$ that parameterizes the hopping term. We find

$$J_{\text{eff}} = 1 + \frac{4B_1B_2}{(B_1^2 + 1)(B_2^2 + 1)} \approx 1 + \frac{\kappa^2}{2g_c^3}. \quad (B13)$$

Requiring $\Delta/2 = J_{\text{eff}}$ we obtain

$$g_c(\kappa) = 1 + \frac{3}{2g_c^2} \kappa^2. \quad (B14)$$

which is valid as long as $\kappa \ll g_c$.
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