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Abstract
In this article we formulate a stable computational nonlocal poromechanics model for dynamic analysis of saturated porous media. As a novelty, the stabilization formulation eliminates zero-energy modes associated with the original multiphase correspondence constitutive models in the coupled nonlocal poromechanics model. The two-phase stabilization scheme is formulated based on an energy method that incorporates inhomogeneous solid deformation and fluid flow. In this method, the nonlocal formulations of skeleton strain energy and fluid flow dissipation energy equate to their local formulations. The stable coupled nonlocal poromechanics model is solved for dynamic analysis by an implicit time integration scheme. As a new contribution, we validate the coupled stabilization formulation by comparing numerical results with analytical and finite element solutions for one-dimensional and two-dimensional dynamic problems in saturated porous media. Numerical examples of dynamic strain localization in saturated porous media are presented to demonstrate the efficacy of the stable coupled poromechanics framework for localized failure under dynamic loads.
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1 | INTRODUCTION

Dynamic behavior of deforming porous media is a significant problem in engineering and science. A fully coupled dynamic analysis of porous media is essential in earthquake engineering (soil liquefaction), geo-hazard engineering (dynamic landslide triggering), and offshore wind industry (wind turbine foundations). The integrity of civil infrastructure (e.g., dams and levee systems) can be seriously compromised by the poor performance of soils under dynamic loading conditions. Thus, numerous researchers have studied the dynamics and wave propagation characteristics of saturated porous media, for example References 5-9, among others. One typical failure of porous media under dynamic loads is dynamic strain localization (e.g., References 2,10). A topic has been insufficiently studied compared to the extensive research on strain localization of porous media under static or quasi-static loading conditions (see Reference 11 and 12 for a recent review of the latter). Over the past decades, viscoplasticity and gradient-dependent plasticity have been adopted to study dynamic strain localization of solid or porous media (see References 10,13-19, among others), as well as a means of regularizing the rate-independent problem so that the governing equation of dynamic problems remains hyperbolic. Heider et al. developed a coupled dynamic elasto-viscoplastic model for sands and found that inertial loads had a significant impact on dynamic strain localization. Shahbodagh et al. proposed an elasto-viscoplastic model for dynamic...
analysis of strain localization in fully saturated clay. Enriched finite element methods such as the extended finite element and multiscale models have been applied to model saturated porous media (e.g., References 20-23, among others). For example, Khoei\(^{21}\) proposed an enriched finite element technique for numerical simulation of interacting discontinuities in naturally fractured porous media. Note the above methods are based on classical local poromechanics. It has been generally recognized that nonlocal models are robust to investigate multiphysics failure mechanisms including the dynamic strain localization phenomenon in porous media (e.g., References 24-27 and many others). In this article, we propose a stabilized coupled nonlocal poromechanics model to study dynamic strain localization in saturated porous media.

In Reference 28, a computational periporomechanics model was formulated to model localized failure in unsaturated porous media under static conditions. The coupled nonlocal model in Reference 28 was formulated based on the peridynamic state concept,\(^{29}\) the effective force state concept and multiphase correspondence principle.\(^{30}\) We refer to the literature for other nonlocal models for porous media (see References 31-39, among others), which are formulated using peridynamics (PD) theory (i.e., the bond-based or ordinary state-based PD)\(^{29,32,40}\) and poroelasticity (see Reference 41). It was demonstrated that the coupled nonlocal model in Reference 30 is robust for modeling localized failure in unsaturated soils under static/quasi-static loading conditions. However, it is recognized that the PD model formulated based on the correspondence principle for the single-phase solid has stability issues under extreme large deformation and dynamic loading conditions (e.g., References 42-52, among others). Silling\(^{45}\) showed that the numerical oscillation in PD material models formulated via the single-phase correspondence principle is associated with material instability instead of merely an artifact of the meshless discretization.\(^{53}\) This study suggests that the primary causes of instability and numerical oscillations are (1) the weak dependence of the force density in a bond on its own deformation and (2) the loss of the nonuniform part of deformation due to the integration over the horizon of a material point. Note that the above studies and remedies for the instability were focused on modeling the large deformation or extreme damage of single-phase solid materials through the original correspondence principle.\(^{29}\) Here for the first time, we prove that the recently formulated multiphase correspondence principle for modeling unsaturated porous media inherits the aforementioned instability under large deformation and dynamic loading conditions. To circumvent the issue, we have formulated the coupled stabilization terms for solid deformation and fluid flow, respectively, in Section 2.

In this article, we formulate and implement a stabilized coupled nonlocal poromechanics model for dynamic strain localization in saturated porous media. As a novelty, the stabilization terms eliminate zero-energy modes associated with the multiphase correspondence constitutive models in the coupled nonlocal framework for modeling saturated porous media under dynamic loads. The stabilization terms are formulated based on the energy method in which the nonlocal formulations of skeleton strain energy and fluid flow dissipation energy equate to their local formulations in line with the classical poromechanics for saturated porous media. Specifically, the method can incorporate nonhomogeneous solid deformation and fluid flow around a material point. The stabilized coupled nonlocal poromechanics model is numerically solved using a hybrid Lagrangian–Eulerian meshless method with an implicit time integration scheme. Parallel computing is also adopted for computational efficiency. The coupled stabilized formulation is validated by comparing numerical results with analytical and finite element solutions for one-dimensional and two-dimensional dynamic problems in saturated porous media. Numerical examples of dynamic strain localization in saturated porous media are presented to demonstrate the efficacy of the stable coupled poromechanics framework for localized failure under dynamic loads. We note that the stabilized coupled nonlocal model for saturated porous media can be readily extended to model dynamic problems in unsaturated porous media.

The contribution of this article includes (1) a proof of the zero-energy modes associated with the original multiphase correspondence constitutive principle for modeling porous media through multiphase peridynamic states, (2) a remedy based on the energy method to remove the multiphase zero-energy modes for dynamic analysis, and (3) an implicit numerical implementation of the proposed stabilized dynamic nonlocal poromechanics model and its validation. For sign convention, the assumption in continuum mechanics is followed, that is, for the solid skeleton, tensile force/stress is positive and compression is negative, and for fluid compression is positive and tension is negative.

2 | STABILIZED NONLOCAL FORMULATION OF COUPLED DYNAMIC POROMECHANICS

For conciseness of notations, it is assumed that the peridynamic state variable without a prime means that the variable is evaluated at \(x\) on the associated bond \(x' - x\) and the peridynamic state variable with a prime means that the variable is evaluated at \(x'\) on the associated bond \(x - x'\), for example, \(T = T|x|(x' - x)\) and \(T' = T|x'||(x - x')\).
2.1 Dynamic saturated periporomechanics model

Periporomechanics is a fully coupled, nonlocal theory of porous media based on the peridynamic state concept.\textsuperscript{29} It is a reformulation of classical poromechanics through PD for modeling continuous or discontinuous deformation and physical processes in porous media.\textsuperscript{28,30} In periporomechanics, it is assumed that a porous media body is composed of material points which have two kinds of degree of freedom, that is, displacement and fluid pressure. A material point $x$ has poromechanical and physical interactions with any material point $x'$ within its neighborhood, $\mathcal{H}$. Here $\mathcal{H}$ is a spherical domain around $x$ with radius $\delta$, which is called the horizon for the porous medium. Let $\rho$ be the density of the two-phase mixture that is determined by

$$\rho = \rho_s (1 - \phi) + \rho_w \phi. \quad (1)$$

where $\rho_s$ and $\rho_w$ are the intrinsic density of the solid and the fluid, respectively, and $\phi$ is the porosity (i.e., the volume of pore space divided by the total volume). Figure 1 shows the schematic of the kinematics of two material points.

The relative position of material points $x$ and $x'$ in the reference configuration is denoted by

$$\xi = x' - x. \quad (2)$$

Let the displacements of $x$ and $x'$ be $u$ and $u'$, respectively. The relative displacement between $x$ and $x'$ in the deformed configuration is

$$\eta = u' - u. \quad (3)$$

The position vectors $y'$ and $y$ of $x'$ and $x$ in the deformed configuration are

$$y = x + u, \quad \text{and} \quad y' = x' + u'. \quad (4)$$

The deformation state of $x$ on $\xi$ is defined as

$$\mathcal{Y} \prec \xi \succ = y' - y = \xi + \eta. \quad (5)$$

The fluid potential state at $x$ imposed on $\xi$ is defined as

$$\Phi(\xi) = p'_w - p_w. \quad (6)$$

where $p'_w$ and $p_w$ are pore fluid pressures at $x'$ and $x$, respectively. The equation of motion in saturated periporomechanics reads

$$\int_{\mathcal{H}} [(T - T_{w}) - (T' - T'_{w})] d\mathcal{V}' + \rho g = \rho \ddot{u}. \quad (7)$$

\textbf{FIGURE 1} Schematic of the kinematics of two material points $x$ and $x'$.
where $\mathbf{T}$ and $\mathbf{T}_w$ are the effective force state and the fluid phase force state respectively at material point $\mathbf{x}$. $\mathbf{T}'$ and $\mathbf{T}'_w$ are the effective force state and the fluid phase force state respectively at material point $\mathbf{x}'$. $\mathbf{g}$ is the gravity acceleration, and $\mathbf{u}$ is the acceleration vector. Assuming an incompressible solid phase, the fluid mass balance equation incorporating the volume change of the solid skeleton reads

$$\frac{\phi}{K_w} \dot{p}_w + \int_{H} (\dot{\mathbf{Y}}_s - \dot{\mathbf{Y}}'_s) dV' + \frac{1}{\rho_w} \int_{H} (Q - Q') dV' = 0,$$

(8)

where $K_w$ is the bulk modulus of fluid, $\dot{\mathbf{Y}}_s$ and $\dot{\mathbf{Y}}'_s$ are the rate of volume change scalar states of the solid at $\mathbf{x}$ and $\mathbf{x}'$, respectively, and $Q$ and $Q'$ are fluid mass flow scalar states relative to the solid skeleton at $\mathbf{x}$ and $\mathbf{x}'$, respectively.

Through the multiphase correspondence principle, the effective force state and the fluid mass flow state can be determined by the peridynamic constitutive models via the deformation state of the solid skeleton and the fluid potential state, respectively. The momentum balance equation for saturated porous media in periporomechanics under dynamic loading reads

$$\int_{H} \left[ (\omega(\sigma - p_w \mathbf{1})) \mathbf{F}^{-T} K^{-1} \mathbf{r} - (\omega(\sigma' - p'_w \mathbf{1})) \mathbf{F}'^{-T} K^{-1} \mathbf{r}' \right] dV' + \rho g = \rho \dddot{u}.$$  

(9)

where $\omega$ is a scalar influence function, $\mathbf{F}$ is the nonlocal deformation gradient, $J$ is the determinant of $\mathbf{F}$, $\sigma$ is the effective stress tensor that can be determined by classical constitutive models given $\mathbf{F}$, $\mathbf{1}$ is the second-order identity tensor, and $K$ is the shape tensor. The nonlocal deformation gradient $\mathbf{F}$ is defined as

$$\mathbf{F} = \left( \int_{H} \omega \mathbf{Y} \otimes \mathbf{r} dV' \right) K^{-1}, \text{ with } K = \int_{H} \omega \mathbf{r} \otimes \mathbf{r} dV'.$$

(10)

It is assumed that the accelerations of the fluid and the solid are identical. Through the multiphase correspondence principle, the fluid mass balance equation accounting for the volume change of the solid skeleton reads

$$\frac{\phi}{K_w} \dot{p}_w + \int_{H} (\omega \dot{\mathbf{u}} K^{-1} \mathbf{r} - \omega \dot{\mathbf{u}}' K^{-1} \mathbf{r}') dV' + \int_{H} [\omega(q_w - k_w \mathbf{u})K^{-1} \mathbf{r} - \omega(q'_w - k'_w \mathbf{u}')K^{-1} \mathbf{r}'] dV' = 0,$$

(11)

where $K_w$, $q_w$, and $q'_w$ are the fluid flux vectors at $\mathbf{x}$ and $\mathbf{x}'$, respectively, and $k_w$ is the hydraulic conductivity. The fluid flux can be determined by Darcy’s law as

$$q_w = -k_w \nabla \Phi.$$

(12)

where $k_w$ $\nabla \Phi$ is the approximate nonlocal fluid pressure gradient

$$\nabla \Phi = \left( \int_{H} \omega \Phi \mathbf{r} dV' \right) K^{-1}.$$

(13)

### 2.2 Two-phase stabilization formulation

As stated in the multiphase correspondence principle, the nonlocal deformation gradient and fluid pressure gradient are approximate for the nonuniform deformation and fluid flow while they are exact for the uniform deformation and fluid flow, respectively. There can be increments $d\mathbf{Y}$ that may have no effect on the approximate deformation gradient, leading to zero-energy modes of deformation. Similarly, for fluid flow there can be increments $d\Phi_w$ that may have no effect on the approximate fluid pressure gradient, leading to zero-energy modes of fluid flow. It can be demonstrated as follows. The nonuniform part of the solid deformation state and fluid potential state can be defined as

$$\mathbf{R}^s(\mathbf{r}) = \mathbf{Y}(\mathbf{r}) - \mathbf{F} \mathbf{r},$$

(14)

$$\mathbf{R}^w(\mathbf{r}) = \Phi_w(\mathbf{r}) - \nabla \Phi_w \mathbf{r}.$$

(15)
Substituting Equations (14) and (15) into (10) and (13) generates
\[ \left( \int_{\Omega} \omega R^I \otimes \xi dV' \right) K^{-1} = \left( \int_{\Omega} \omega (Y - F_x) \otimes \xi dV' \right) K^{-1} \]
\[ = \left( \int_{\Omega} \omega Y \otimes \xi dV' \right) K^{-1} - \tilde{F} \left( \int_{\Omega} \omega \xi \otimes \xi dV' \right) K^{-1} \]
\[ = \tilde{F} - \tilde{FKK}^{-1} \]
\[ = 0. \]  
(16)

\[ \left( \int_{\Omega} \omega R^w \xi dV' \right) K^{-1} = \left( \int_{\Omega} \omega (\Phi_w - \tilde{\Phi}_w \xi) \xi dV' \right) K^{-1} \]
\[ = \left( \int_{\Omega} \omega \Phi_w \xi dV' \right) K^{-1} - \tilde{\Phi}_w \left( \int_{\Omega} \omega \xi \otimes \xi dV' \right) K^{-1} \]
\[ = \tilde{\Phi}_w - \tilde{\Phi}_w K K^{-1} \]
\[ = 0. \]  
(17)

For the solid skeleton, the strain energy density is assumed as
\[ \mathcal{W} = \mathcal{W}_c + \mathcal{W}_s, \]  
(18)
where \( \mathcal{W}_c \) is the stored energy from the standard correspondence material model and \( \mathcal{W}_s \) is the energy density related to the non-uniform deformation state. \( \mathcal{W}_s \) is assumed to take the form
\[ \mathcal{W}_s(Y) = \frac{1}{2} \left( \beta \mathcal{R}^s \right) \cdot \mathcal{R}^s = \frac{1}{2} \int_{\Omega} \beta \mathcal{R}^s \mathcal{R}^s dV', \]  
(19)
where \( \beta \) is a prescribed positive-valued scalar state. In what follows, \( \mathcal{W}_s \) will be used to derive a stabilized term for the effective force state. Given a small increment \( dY \), it follows from (14) and (19) that
\[ d\mathcal{W}_s = \int_{\Omega} \beta \mathcal{R}^s (dY_i - dF_{ij} \xi_j) dV' \]
\[ = \int_{\Omega} \beta \mathcal{R}^s dY_i dV' - \int_{\Omega} \beta \mathcal{R}^s dF_{ij} \xi_j dV' \]
\[ = \int_{\Omega} \beta \mathcal{R}^s dY_i dV' - \left( \int_{\Omega} \beta \mathcal{R}^s \xi_j dV' \right) \left( \int_{\Omega} \omega dY_i \xi_j dV' \right) K_{ij}^{-1} \]
\[ = \int_{\Omega} \left[ \beta \mathcal{R}^s - \left( \int_{\Omega} \beta \mathcal{R}^s \xi_j dV' \right) \omega \xi_j K_{ij}^{-1} \right] dY_i dV', \]  
(20)
where \( i, j, l = 1, 2, 3 \). It follows from (20) that the stabilized term for the effective force state accounting for the non-uniformed deformation state can be written as
\[ \overline{T}_s = \beta \mathcal{R}^s - \left( \int_{\Omega} \beta \mathcal{R}^s \xi_j dV' \right) \omega \xi_j K_{ij}^{-1}. \]  
(21)

Given \( dY \) it can be proved that \( d\mathcal{W}_s \) is always positive for a positive value of \( \beta \). It follows from (21) along with the original multiphase correspondence principle\(^{30}\) that the stabilized effective force state can be written as
\[ \overline{T} = \omega \overline{F}^T K^{-1} \xi + \beta \mathcal{R}^s - \left( \int_{\Omega} \beta \mathcal{R}^s \otimes \xi dV' \right) \omega K^{-1} \xi. \]  
(22)

To simplify (22), it is assumed that
\[ \beta = \frac{GC}{\omega_0} \omega, \]  
with \( \omega_0 = \int_{\Omega} \omega dV' \).  
(23)
where $G$ is a positive constant on the order of 1 and $C$ is a micromodulus which will be provided in the next section. With (23) and (16), it can be proved that the third term of (22) becomes zero. Thus, Equation (22) can be expressed as

$$\bar{T} = \omega \left( J\sigma F^{-1} K^{-1} \xi + \frac{GC}{\omega_0} R^i \right). \tag{24}$$

Similarly, for the fluid phase the energy dissipation accounting for the nonuniform fluid potential state can be written as

$$\mathcal{Y} = \mathcal{Y}_c + \mathcal{Y}_s, \tag{25}$$

where $\mathcal{Y}_c$ is the energy dissipation related to the uniform fluid potential through the corresponding Darcy’s law (i.e., (12)) and $\mathcal{Y}_s$ is the dissipation energy through the nonuniform fluid potential. It is assumed that $\mathcal{Y}_s$ takes the general form

$$\mathcal{Y}_s = \frac{1}{2} (\lambda w) \cdot R^w = \frac{1}{2} \int_{V'} \lambda w R^w dV', \tag{26}$$

where $\lambda$ is a positive-valued scalar state. In what follows, $\mathcal{Y}_s$ will be used to derive a stabilized term for the fluid flow state. Given a small increment $d\Phi$, it follows from (17) and (26) that

$$d\mathcal{Y}_s = \int_{V'} \lambda w (d\overline{\Phi} \cdot \xi) dV'$$

$$= \int_{V'} \lambda w d\Pi dV' - \int_{V'} \lambda w d(\overline{\Phi}) dV'$$

$$= \int_{V'} \lambda w d\Pi dV' - \left( \int_{V'} \lambda w \xi dV' \right) \left( \int_{V'} \overline{\Phi} \xi dV' \right) K^{-1}$$

$$= \int_{V'} \left[ \lambda w - \left( \int_{V'} \lambda w \xi dV' \right) \omega \xi K^{-1} \right] d\Pi dV', \tag{27}$$

where $i, j = 1, 2, 3$. It follows from (27) that the stabilized term for the fluid flow state accounting for the nonuniform fluid potential state can be written as

$$Q^s = \lambda w - \left( \int_{V'} \lambda w \xi dV' \right) \omega \xi K^{-1}. \tag{28}$$

Given $d\Phi$, it can be proved that $d\mathcal{Y}_s$ is always positive for a positive value of $\lambda$. From (28) and the original multiphase correspondence principle the stabilized fluid flow state can be written as

$$Q = \omega (q_w - k_u \bar{u}) K^{-1} \xi + \lambda w - \left( \int_{V'} \lambda w \xi dV' \right) \omega K^{-1} \xi. \tag{29}$$

To simplify (29), it is assumed that

$$\lambda = \frac{G K_p}{\omega_0} \omega, \tag{30}$$

where $G$ is a positive constant on the order of 1 as defined earlier and $K_p$ is a micro-conductivity which will be derived in the next section. With (30) and (17), it can be shown that the third term of (29) becomes zero. Thus, Equation (29) can be expressed as

$$Q = \omega \left[ (q_w - k_u \bar{u}) K^{-1} \xi + \frac{G K_p}{\omega_0} R^w \right]. \tag{31}$$

In this study the same value of $G$ is adopted in the stabilized terms of the effective force state and fluid flow state for simplicity.
With (24) and (31), Equations (9) and (11) with stabilization terms respectively can be rewritten as
\[
\int_{\Omega} \left\{ \omega (\ddot{\sigma} - p_{w} \mathbf{1}) \mathbf{F}^{-T} \mathbf{K}^{-1} \dddot{\xi} + \frac{GC}{\omega_{0}} \mathbf{\bar{R}} \right\} \, dV' \\
+ \rho g = \rho \dddot{\mathbf{u}}, \tag{32}
\]

\[
\frac{\phi}{K_{w}} \dddot{p}_{w} + \int_{\Omega} (\omega \ddot{\mathbf{u}} \mathbf{K}^{-1} \dddot{\xi} - \omega \dddot{\mathbf{u}} \mathbf{K}^{-1} \dddot{\xi}') \, dV' + \int_{\Omega} \left\{ \omega \left[ (\mathbf{q}_{w} - k_{w} \dddot{\mathbf{u}}) \mathbf{K}^{-1} \dddot{\xi} + \frac{GC_{p}}{\omega_{0}} \mathbf{\bar{R}}^{w} \right] \\
- \omega \left[ (\mathbf{q}_{w}' - k_{w} \dddot{\mathbf{u}}') \mathbf{K}^{-1} \dddot{\xi}' + \frac{GC_{p}}{\omega_{0}} \mathbf{\bar{R}}^{w}' \right] \right\} \, dV' = 0, \tag{33}
\]

### 2.3 Determination of stabilization parameters

In this part the parameters in the stabilized terms will be derived based on the energy equivalence between PD and classical theory for the solid skeleton and fluid phase. For the solid phase, it is postulated that the stored elastic energy in the solid skeleton from PD equals to the elastic energy from the classical poromechanics theory at the same material point \(x\).

For simplicity, a micro-elastic peridynamic model\(^5\) is adopted to determine the elastic energy in the solid skeleton at material point \(x\). In the micro-elastic material model, the effective pairwise force function \(f\) that material point \(x'\) imposes on material point \(x\) is determined from a micro-potential \(w\) as
\[
f(\eta, \xi) = \frac{\xi + \eta}{|\xi + \eta|} \frac{\partial w(\eta, \xi)}{\partial \eta}, \tag{34}
\]
where \(\eta = |\eta|\) and \(\xi = |\xi|\). The micro-potential function is a measure of the elastic strain energy stored in a single bond of the solid skeleton due to its deformation. The total strain energy density at point \(x\) is expressed as
\[
\mathcal{W} = \frac{1}{2} \int_{\Omega} w(\eta, \xi) \, dV', \tag{35}
\]
where the factor of 1/2 means that each endpoint of a bond between two solid material points owns only half the energy in this bond. Let \(f\) be the magnitude of \(f\) as
\[
f(\eta, \xi) = \frac{\partial w}{\partial \eta}. \tag{36}
\]

We further assume a homogeneous solid skeleton under isotropic extension. It follows
\[
\eta = \mathcal{E}_{1} \xi, \tag{37}
\]
where \(\mathcal{E}_{1}\) is a constant for all \(\xi\). Thus \(f\) can be written as
\[
f = C \mathcal{E}_{1} = C \eta/\xi, \tag{38}
\]
where \(C\) is the constant defined previously. It follows from (36) and (38) that
\[
w = C \eta^{2}/(2 \xi) = C \mathcal{E}_{1}^{2} \xi/2. \tag{39}
\]

Substituting (39) into (35) gives
\[
\mathcal{W} = \frac{1}{2} \int_{\Omega} \frac{1}{2} (C \mathcal{E}_{1}^{2} \xi) \mathbf{d}V' = \frac{1}{2} \int_{0}^{\delta} \frac{1}{2} (C \mathcal{E}_{1}^{2} \xi)(4 \pi \xi^{2}) \, d\xi = \frac{\pi C \delta^{4}}{4} \mathcal{E}_{1}^{2}. \tag{40}
\]
The elastic strain energy of the solid skeleton at material point \( x \) from the classical elastic theory under isotropic deformation is

\[
\mathcal{W} = \frac{1}{2} \mathbf{\varepsilon} : \mathbf{\varepsilon} = \frac{1}{2} K^e (\mathbf{\varepsilon}_v) (\mathbf{\varepsilon}_v) = \frac{1}{2} K^e (3 \mathbf{\varepsilon}_1^v)^2 = \frac{9 K^e}{2} \mathbf{\varepsilon}_1^2, \tag{41}
\]

where \( K^e \) is the classical elastic bulk modulus and \( \mathbf{\varepsilon}_v \) is the elastic volumetric strain. Combining (40) and (41) leads to an expression for \( C \) under three-dimensional condition as

\[
C_{3d} = \frac{18 K^e}{\pi \delta^4}. \tag{42}
\]

For the fluid phase, the pairwise fluid flow density \( f_w \) at material point \( x \) in the bond-based PD can be determined from a fluid dissipation micro-potential \( w' \) through

\[
f_w(x, x') = \frac{\partial w'}{\partial \Phi}(x, x'), \tag{43}
\]

where \( \Phi = p'_w - p_w \) is the fluid pressure difference between material points \( x' \) and \( x \). The dissipation micro-potential \( w' \) represents the dissipation potential along a bond between two material points and is a function of the fluid potential scalar state \( \Phi \) of that bond. Then the total dissipation potential at point \( x \) is a summation over all the micro-potentials in the family of this point.

\[
\mathcal{W}' = \frac{1}{2} \int_{\mathcal{H}} w'(x', x) dV', \tag{44}
\]

where similar to the solid phase the factor of \( 1/2 \) means that each endpoint of a bond between two solid material points owns only half the energy in this bond. The pairwise fluid flow density at \( x \) is assumed as

\[
f_w(x', x) = K_p \frac{\Phi}{|\xi|}, \tag{45}
\]

where \( K_p \) is the peridynamic hydraulic micro-conductivity. It follows from (43) and (45) that fluid flow dissipation micro-potential can be written as

\[
w' = \frac{1}{2} K_p \frac{\Phi^2}{|\xi|}. \tag{46}
\]

The peridynamic hydraulic micro-conductivity can be related to the classical hydraulic conductivity by equating the peridynamic fluid dissipation potential to the classical fluid dissipation potential at point \( x \). For simplicity, we assume a linear pressure field in a body, \( p_w = \mathcal{C}_2 (1 \cdot x) \) for a three-dimensional case. Thus, the fluid pressures at material points \( x \) and \( x' \) are written as

\[
p_w = \mathcal{C}_2 (1 \cdot x) \quad \text{and} \quad p'_w = \mathcal{C}_2 (1 \cdot x'). \tag{47}
\]

It follows that

\[
w' = K_p \frac{1}{2} \mathcal{C}_2^2 \xi. \tag{48}
\]

Substituting (47) into (46) and conducting integration in a sphere with radius \( \delta \) centered at \( x \) lead to

\[
\mathcal{W}' = \frac{1}{2} \int_0^\delta \left( \frac{1}{2} K_p \mathcal{C}_2^2 \xi \right) (4\pi \xi^2) d\xi = \frac{\pi K_p}{4} \delta^4 \mathcal{C}_2^2. \tag{49}
\]

Assuming a homogeneous body and isotropic fluid flow, the classical fluid dissipation energy through Darcy’s law at material point \( x \) is expressed as

\[
\mathcal{W}_c = \frac{1}{2} (\nabla p_w) k_w (\nabla p_w). \tag{50}
\]
where $k_w$ is the hydraulic conductivity of saturated porous media. It follows from (50) and (47) that the classical fluid dissipation energy at material point $x$ is

$$\mathcal{Y} = \frac{3}{2} k_w \mathcal{E}_2^2.$$

(51)

Combining (49) and (51) gives the hydraulic micro-conductivity under three-dimensional condition as

$$K_{p,3d} = \frac{6k_w}{\pi \delta^4}.$$

(52)

It is worth noting that the expressions for $C$ and $K_p$ in (42) and (52), respectively, are derived assuming the simple cases of solid deformation and fluid flow that may limit their general applicability. However, the two formulations are based on the general energy equivalence principle. Therefore, complex cases of solid deformation and fluid flow can be adopted to derive more general expressions for both parameters following the same lines in this section.

### 3 | NUMERICAL IMPLEMENTATION

#### 3.1 | Spatial discretization

The Equations (32) and (33) are spatially discretized by a hybrid Lagrangian–Eulerian meshfree scheme, as shown in Figure 2. In this method, a porous continuum material is discretized into a finite number of mixed material points (i.e., mixed solid skeleton and pore water material points). Each material point has two types of degree of freedom, the displacement and the pore water pressure. The uniform grid is used to spatially discretize the problem domain in which all material points have an identical size.

It is assumed that inertia loading has no impact on the fluid flow and water is incompressible. Let $n_{ij}$ be the number of material points in the horizon of a material point $i$. The spatially discretized equations at material point $i$ can be written as

$$T_i + T^s_i + \rho_i g = \rho_i \ddot{u}_i,$$

(53)

$$\dot{V}_i + Q_i + Q^s_i = 0,$$

(54)

where

$$T_i = \sum_{j=1}^{n_{ij}} \left[ \omega_i \sigma_i \bar{F}^{-T}(i) K_{ij}^{-1} \xi_{ij} - \omega_j \sigma_j \bar{F}^{-T}(j) K^{-1} \xi_{ij} \right] V_j,$$

(55)

$$T^s_i = \sum_{j=1}^{n_{ij}} \frac{GC}{\omega_0} \left[ R_{ij}^s - R_{ji}^s \right] V_j,$$

(56)

$$\dot{V}_i = \sum_{j=1}^{n_{ij}} \left[ \omega_i (\dot{u}_i - \ddot{u}_j) K_{ij}^{-1} \xi_{ij} \right] V_j,$$

(57)

\[ \text{F I G U R E 2} \quad \text{Schematic of a Lagrangian–Eulerian meshless spatial discretization scheme of material point} \ i \ \text{and its neighboring material points (solid points in red and fluid points in blue)} \]
\[ Q_i = \sum_{j=1}^{N} \left[ \omega q_i K^{-1}(i,j) \xi_{(i,j)} - \omega q_i R_{(i,j)} \right] V_j, \]  

(58)

\[ Q^I_i = \sum_{j=1}^{N} \frac{G K_i}{\delta_0} \left[ R^w_{(i,j)} - R^w_{(j,i)} \right] V_j. \]  

(59)

We define the linear assembly operator \( \mathcal{A} \). \(^{54}\) Let \( N \) be the number of the total material points. The global discretization form of the coupled equations can be written as

\[ \mathcal{A}_{i=1}^{N} \left( T_i + T^s_i + \rho \mathbf{g} \right) V_i = \mathcal{A}_{i=1}^{N} \left( \rho \ddot{u}_i \right) V_i, \]  

(60)

\[ \mathcal{A}_{i=1}^{N} \left( \dot{V}_i + Q_i + Q^I_i \right) V_i = \mathcal{A}_{i=1}^{N} \dot{0}, \]  

(61)

### 3.2 Time integration and linearization

We formulate an implicit scheme to integrate the coupled system of equations in time. \(^{54}\) At \( t_{n+1} \), the residual vector of the the coupled system is defined as

\[ r^u_{n+1} = \mathcal{A}_{i=1}^{N} \left( \rho \ddot{u}_i - T_i - T^s_i - \rho \mathbf{g} \right) V_i |_{n+1}, \]  

(62)

\[ r^p_{n+1} = \mathcal{A}_{i=1}^{N} \left( \dot{V}_i + Q_i + Q^I_i \right) V_i |_{n+1}. \]  

(63)

The Newmark method \(^{1,55}\) is adopted. In the temporal domain a second-order scheme is used to integrate the momentum balance equation and a first-order scheme is applied to integrate the mass balance equation. At time step \( n \), \( \mathbf{u}_n, \mathbf{u}, \mathbf{u}, \mathbf{p}_n, \) and \( \mathbf{p} \) are known. Let \( \Delta \mathbf{u}_{n+1} = \mathbf{u}_{n+1} - \mathbf{u}_n \) and \( \Delta \mathbf{p}_{n+1} = \mathbf{p}_{n+1} - \mathbf{p}_n \), the acceleration, velocity, displacement, and water pressure vectors at \( t_{n+1} \) can be written as follows,

\[ \ddot{u}_{n+1} = \ddot{u}_n + \Delta \ddot{u}_{n+1}, \]  

(64)

\[ \ddot{u}_n = \ddot{u}_n + \Delta \ddot{u}_n + \beta_2 \Delta t \Delta \ddot{u}_{n+1}, \]  

(65)

\[ \ddot{u}_n = \ddot{u}_n + \frac{(\Delta t)^2}{2} \ddot{u}_n + \beta_1 (\Delta t)^2 \Delta \ddot{u}_{n+1}, \]  

(66)

\[ \mathbf{p}_{n+1} = \mathbf{p}_n + \Delta \mathbf{p}_n + \beta_3 \Delta t \Delta \mathbf{p}_{n+1}, \]  

(67)

where \( \beta_1, \beta_2, \beta_3 \in [0,1] \) are numerical integration parameters. For unconditional stability,

\[ \beta_1 \geq \beta_2 \geq \frac{1}{2}, \quad \text{and} \quad \beta_3 \geq \frac{1}{2}. \]  

(68)

Substituting (64), (65), (66), and (67) into (62) and (63), \( \Delta \mathbf{u}_{n+1} \) and \( \Delta \mathbf{p}_{n+1} \), can be solved by Newton’s method as follows. Let \( k \) be the iteration number

\[ \left\{ \begin{array}{c} \Delta \mathbf{u}_{n+1}^k \\ \Delta \mathbf{p}_{n+1}^k \end{array} \right\} = \left\{ \begin{array}{c} \mathcal{A}^k \left\{ \Delta \mathbf{u}_{n+1}^{k+1} \right\} \\ \mathcal{A}^k \left\{ \Delta \mathbf{p}_{n+1}^{k+1} \right\} \end{array} \right\} \approx \left\{ \begin{array}{c} 0 \\ 0 \end{array} \right\}, \]  

(69)

where

\[ \mathcal{A}^k = \left[ \begin{array}{cc} \frac{\partial \mathcal{A} \mathbf{u}}{\partial \mathbf{u}} & \frac{\partial \mathcal{A} \mathbf{p}}{\partial \mathbf{p}} \\ \frac{\partial \mathcal{A} \mathbf{u}}{\partial \mathbf{u}} & \frac{\partial \mathcal{A} \mathbf{p}}{\partial \mathbf{p}} \end{array} \right]_{n+1}^k. \]  

(70)

By solving (69), we have

\[ \left\{ \begin{array}{c} \Delta \mathbf{u}_{n+1}^{k+1} \\ \Delta \mathbf{p}_{n+1}^{k+1} \end{array} \right\} = -\mathcal{A}^{k,-1} \left\{ \begin{array}{c} \mathcal{A}^k \mathbf{u}_{n+1}^k \\ \mathcal{A}^k \mathbf{p}_{n+1}^k \end{array} \right\}. \]  

(71)
Finally, we have

\[
\begin{bmatrix}
\Delta \hat{\mathbf{u}}^{k+1} \\
\Delta \hat{\mathbf{p}}^{k+1}
\end{bmatrix}
= \begin{bmatrix}
\Delta \mathbf{u}^k \\
\Delta \mathbf{p}^k
\end{bmatrix}
+ \begin{bmatrix}
\delta \Delta \hat{\mathbf{u}}^{k+1} \\
\delta \Delta \hat{\mathbf{p}}^{k+1}
\end{bmatrix}.
\] (72)

### 3.3 | Tangent operator

Given the relationships in Equations (64)–(67), by chain rule the individual components of \( \mathbf{A}^k \) can be written as follows.

\[
\begin{align*}
\bar{K}_{uu} &= \frac{\partial \rho^u}{\partial \Delta \mathbf{u}} = \frac{\partial (\rho \mathbf{u})}{\partial \mathbf{u}}, \\
\bar{K}_{up} &= \frac{\partial \rho^u}{\partial \Delta \mathbf{p}} = \rho I_1 + \frac{1}{2} \beta_1 \Delta t^2 \left( \frac{\partial \rho}{\partial \mathbf{u}} (\mathbf{u} - \mathbf{g}) - \frac{\partial \mathbf{T}}{\partial \mathbf{u}} \right), \\
\bar{K}_{pu} &= \frac{\partial \rho^u}{\partial \Delta \mathbf{u}} = -\frac{\partial \mathbf{T}}{\partial \mathbf{p}} \frac{\partial \mathbf{p}}{\partial \Delta \mathbf{p}} = -\beta_2 \Delta t \frac{\partial \mathbf{T}}{\partial \mathbf{p}}, \\
\bar{K}_{pp} &= \frac{\partial \rho^u}{\partial \Delta \mathbf{p}} = \beta_3 \Delta t \left( \frac{\partial \mathbf{Q}}{\partial \mathbf{p}} \right).
\end{align*}
\] (73–76)

where \( \bar{K}_{uu} \) is the global solid tangent operator, \( \bar{K}_{up} \) and \( \bar{K}_{pu} \) are the global coupling matrices, \( \bar{K}_{pp} \) is the global fluid tangent operator, \( I_1 \) is the second-order identity tensor with the dimension of the number of total material points in the problem domain, and for brevity we define

\[
\begin{align*}
\hat{T} &= \mathbf{T} + \mathbf{T}^s, \\
\hat{Q} &= \mathbf{Q} + \mathbf{Q}^s.
\end{align*}
\] (77–78)

Inspired by the standard procedure in the finite element method, the stiffness matrix here will be constructed from the corresponding local stiffness matrices at material points. In this article, the stiffness matrix at a material point will be first computed and then the assembly operator will be utilized to construct the global stiffness matrix. In what follows, the derivation is focused on the stiffness matrices at one material point incorporating all the material points in its horizon.

We linearize the momentum balance equation at material point \( i \) by following the chain rule. The incremental forms of \( \mathbf{T}_i \) and \( \mathbf{T}^s_i \) at material point \( i \) can be written as

\[
\begin{align*}
\delta \mathbf{T}_i &= \sum_{j=1}^{N_i} \frac{\partial \mathbf{T}_i}{\partial Y_{lj}} \delta \mathbf{u}_j + \sum_{k=1}^{N_i} \frac{\partial \mathbf{T}_i}{\partial \mathbf{p}_l} \delta \mathbf{p}_k, \\
\delta \mathbf{T}_i^s &= \sum_{j=1}^{N_i} \frac{\partial \mathbf{T}_i^s}{\partial Y_{lj}} \delta \mathbf{u}_j + \sum_{k=1}^{N_i} \frac{\partial \mathbf{T}_i^s}{\partial \mathbf{p}_l} \delta \mathbf{p}_k.
\end{align*}
\] (79–80)

where \( Y_{lj} = y_j - y_l \).

It follows from (79) and (80) that we have

\[
\begin{align*}
\frac{\partial \mathbf{T}_i}{\partial \mathbf{u}_i} &= \sum_{j=1}^{N_i} \frac{\partial \mathbf{T}_i}{\partial Y_{lj}} \frac{\partial Y_{lj}}{\partial \mathbf{u}_i}, \\
\frac{\partial \mathbf{T}_i}{\partial \mathbf{u}_i} &= \sum_{j=1}^{N_i} \frac{\partial \mathbf{T}_i}{\partial Y_{lj}} \frac{\partial Y_{lj}}{\partial \mathbf{u}_i} = \sum_{j=1}^{N_i} \left[ \sum_{j=1}^{N_i} \frac{\partial \mathbf{T}_i}{\partial Y_{lj}} (\mathbf{T}_{lj} - \mathbf{T}_{lj}) V_j \right] \frac{\partial Y_{lj}}{\partial \mathbf{u}_i},
\end{align*}
\] (81–84)
where $\partial T_i / \partial Y^j$ and $\partial T_i / \partial Y^j$ can be determined from a peridynamic material model (e.g., ordinary or nonordinary). For brevity of notations, let us define

$$\frac{\partial T_i}{\partial u_i} = \frac{\partial T_i}{\partial u_i} + \frac{\partial T_i}{\partial u_i},$$  

(85)

$$\frac{\partial T_i}{\partial u_i} = \frac{\partial T_i}{\partial u_i} + \frac{\partial T_i}{\partial u_i},$$  

(86)

For the dynamic loading term, $\rho \dot{u}$, we define,

$$M_i = \rho_1 \frac{\beta_1 \Delta t^2}{2} \left( \frac{\partial \rho_i}{\partial u_i} (\dot{u}_i - g) \right),$$  

(87)

$$M_i = \frac{\beta_1 \Delta t^2}{2} \left( \frac{\partial \rho_i}{\partial u_i} (\dot{u}_i - g) \right),$$  

(88)

where

$$\frac{\partial \rho_i}{\partial u_i} = \rho_i (-\frac{\partial \phi_i}{\partial u_i}) + \rho_u \frac{\partial \phi_i}{\partial u_i},$$  

(89)

$$\frac{\partial \rho_i}{\partial u_i} = \rho_i (-\frac{\partial \phi_i}{\partial u_i}) + \rho_u \frac{\partial \phi_i}{\partial u_i}.$$  

(90)

Therefore, from (81) to (88), the solid tangent matrix $\overrightarrow{K_{uu}}$ at material point $i$ can be constructed as

$$\overrightarrow{K_{uu}} = \left[ M_i - \frac{\beta_1 \Delta t^2}{2} \frac{\partial T_i}{\partial u_i} \right] \left[ M_i - \frac{\beta_1 \Delta t^2}{2} \frac{\partial T_i}{\partial u_i} \right] \ldots \left[ M_i - \frac{\beta_1 \Delta t^2}{2} \frac{\partial T_i}{\partial u_i} \right],$$  

(91)

where $\overrightarrow{K_{uu}}$ is a matrix with dimensions of $3 \times 3(N_i + 1)$.

Similarly, it follows from (79) that we have

$$\frac{\partial T_i}{\partial p_i} = \sum_{j=1}^{N_i} \frac{\partial T_j}{\partial p_j} V_j,$$  

(92)

$$\frac{\partial T_i}{\partial p_j} = -\frac{\partial T_j}{\partial p_j} V_j.$$  

(93)

Thus, the coupling matrix $\overrightarrow{K_{up}}$ at material point $i$ can be constructed as

$$\overrightarrow{K_{up}} = -\beta_3 \Delta t \left[ \frac{\partial T_i}{\partial p_i} \frac{\partial T_i}{\partial p_j} \ldots \frac{\partial T_i}{\partial p_{N_i}} \right],$$  

(94)

where $\overrightarrow{K_{up}}$ is a matrix with dimensions of $3 \times (N_i + 1)$.

Next, we derive the tangent matrices associated with the mass balance equation at material point $i$. The linearization of $Q_i$ and $Q_i'$ at point $i$ can be written as

$$\delta Q_i = \sum_{i=1}^{N_i} \frac{\partial Q_i}{\partial p_i} \frac{\partial \Phi_i}{\partial p_i} \delta p_i + \sum_{i=1}^{N_i} \frac{\partial Q_i}{\partial p_i} \frac{\partial \Phi_i}{\partial p_i} \delta p_i.$$  

(95)

$$\delta Q_i' = \sum_{i=1}^{N_i} \frac{\partial Q_i'}{\partial p_i} \frac{\partial \Phi_i}{\partial p_i} \delta p_i + \sum_{i=1}^{N_i} \frac{\partial Q_i'}{\partial p_i} \frac{\partial \Phi_i}{\partial p_i} \delta p_i.$$  

(96)

where $\Phi_i = p_i - p_i$. From (95) and (96) we obtain

$$\frac{\partial Q_i}{\partial p_i} = \sum_{i=1}^{N_i} \frac{\partial Q_i}{\partial p_i} \frac{\partial \Phi_i}{\partial p_i} = \sum_{i=1}^{N_i} \left[ \sum_{i=1}^{N_i} \frac{\partial (\Phi_i - Q_i')}{\partial p_i} V_j \right] \frac{\partial \Phi_i}{\partial p_i},$$  

(97)
\[
\frac{\partial Q_i}{\partial p_i} = \frac{\partial Q_i}{\partial \Phi_{il}} \frac{\partial \Phi_{il}}{\partial p_i} = \left[ \sum_{j=1}^{N_i} \frac{\partial}{\partial \Phi_{il}} (Q_{ij} - Q_i) V_j \right] \frac{\partial \Phi_{il}}{\partial p_i},
\]
(98)
\[
\frac{\partial Q_i^s}{\partial p_i} = \sum_{i=1}^{N_i} \frac{\partial Q_i^s}{\partial \Phi_{il}} \frac{\partial \Phi_{il}}{\partial p_i} = \sum_{i=1}^{N_i} \left[ \sum_{j=1}^{N_i} G K_p \frac{\partial}{\partial \Phi_{il}} (R_{ij}^w - R_{ji}^w) V_j \right] \frac{\partial \Phi_{il}}{\partial p_i},
\]
(99)
\[
\frac{\partial Q_i^s}{\partial p_i} = \frac{\partial Q_i^s}{\partial \Phi_{il}} \frac{\partial \Phi_{il}}{\partial p_i} = \left[ \sum_{j=1}^{N_i} G K_p \frac{\partial}{\partial \Phi_{il}} (R_{ij}^w - R_{ji}^w) V_j \right] \frac{\partial \Phi_{il}}{\partial p_i}.
\]
(100)

For brevity of notations, let us define
\[
\frac{\partial Q_i}{\partial p_i} = \frac{\partial Q_i}{\partial p_i} + \frac{\partial Q_i^s}{\partial p_i},
\]
(101)
\[
\frac{\partial \dot{Q}_i}{\partial p_i} = \frac{\partial Q_i}{\partial p_i} + \frac{\partial Q_i^s}{\partial p_i}.
\]
(102)

It follows from (101) and (102) that the flow tangent matrix \( \bar{K}_{pp} \) at point \( i \) can be written as
\[
\bar{K}_{pp}^i = \beta_3 \Delta t \left[ \frac{\partial \dot{Q}_i}{\partial p_i} \frac{\partial \dot{Q}_i}{\partial p_i} \ldots \frac{\partial \dot{Q}_i}{\partial p_i} \right],
\]
(103)

where \( \bar{K}_{pp} \) is a row vector with dimensions of \((N_i + 1) \times 1\). For the rate of the solid volume change, it can be readily derived by chain rule that
\[
\frac{\partial V_i}{\partial u_i} = - \sum_{j=1}^{N_i} \left[ \alpha_1 K_p^{-1} \xi_{(ij)} \right] V_j,
\]
(104)
\[
\frac{\partial V_i}{\partial u_j} = \left[ \alpha_1 K_p^{-1} \xi_{(ij)} \right] V_j.
\]
(105)

Thus, the coupling tangent matrix \( \bar{K}_{pu} \) at material point \( i \) can be written as
\[
\bar{K}_{pu}^i = \beta_2 \Delta t \left[ \frac{\partial V_i}{\partial u_i} \frac{\partial V_i}{\partial u_1} \ldots \frac{\partial V_i}{\partial u_{N_i}} \right],
\]
(106)

where \( \bar{K}_{pu} \) is a vector with dimensions of \( 1 \times 3(N_i + 1) \).

Finally, the global tangent matrix can be constructed from (91), (94), (106), and (103) for all material points.
\[
\bar{K}_{uu} = \mathcal{A} \bar{K}_{uu}^i,
\]
(107)
\[
\bar{K}_{up} = \mathcal{A} \bar{K}_{up}^i,
\]
(108)
\[
\bar{K}_{pu} = \mathcal{A} \bar{K}_{pu}^i,
\]
(109)
\[
\bar{K}_{pp} = \mathcal{A} \bar{K}_{pp}^i,
\]
(110)

where \( \mathcal{A} \) is the assembly operator that constructs the global stiffness matrix from the tangent matrices at individual point. In the computer code, each material point and the material points in its horizon are assigned unique global identification (ID) numbers that are used by \( \mathcal{A} \) to construct the global tangent matrix. Indeed the assembly procedure adopted here is exactly the same as the global stiffness assembly operator in the finite element method. Algorithm 1 summarizes the general procedure for the computation of local tangent matrices at the material point level and the assembly of the global tangent matrix. The global tangent matrix \( \mathcal{A} \) is not symmetric in general. A nonsymmetric solver is used for the final system of equations. Note that a symmetrization scheme can be applied to symmetrize \( \mathcal{A} \). The computer program is written in C++. Parallel computing through Open MPI is exploited to increase the computational efficiency of the stabilized coupled periporomechanics model.
**Algorithm 1.** Compute local tangent matrices and assemble the global tangent matrix

1: procedure ASSEMBLE TANGENT MATRIX
2: Allocate and initialize the global tangent matrix.
3: for node $i \in \mathcal{P}$ do
4: for neighbor $j \in \mathcal{N}_i$ do
5: Compute $\frac{\partial \mathbf{T}_i}{\partial \mathbf{u}_i}$ and $\frac{\partial \mathbf{T}_i}{\partial \mathbf{u}_l}$ using (81) and (83).
6: Compute $\frac{\partial Q_i}{\partial p_i}$ and $\frac{\partial Q^i}{\partial p_l}$ using (97) and (99).
7: Compute $\frac{\partial \mathbf{F}_i}{\partial p_l}$ using (92).
8: Compute $\frac{\partial \mathbf{V}_i}{\partial \mathbf{u}_l}$ using (104).
9: Compute $\frac{\partial \mathbf{M}_i}{\partial p_l}$ using (88).
10: for neighbor $l \in \mathcal{N}_i$ do
11: Compute $\frac{\partial \mathbf{T}_i}{\partial \mathbf{u}_l}$ and $\frac{\partial \mathbf{T}_i}{\partial \mathbf{u}_l}$ using (82) and (84).
12: if $j == l$ then
13: Compute $\frac{\partial \mathbf{F}_i}{\partial p_l}$ using (93).
14: end if
15: Compute $\frac{\partial \mathbf{Q}_i}{\partial p_l}$ and $\frac{\partial \mathbf{Q}_i}{\partial p_l}$ using (98) and (100).
16: end for
17: end for
18: Compute $\mathbf{M}_i$ using (87).
19: Construct $\mathbf{K}_{i:uu}$, $\mathbf{K}_{i:up}$, $\mathbf{K}_{i:pu}$, and $\mathbf{K}_{i:pp}$.
20: end for
21: Assemble the global tangent matrix using (107)–(110).
22: end procedure

### 3.4 Linearization of correspondence material models

We present the material-point level linearization of correspondence solid and fluid models implemented in this study. First, the variation of the total force density at a material point $i$ with respect to a deformation state $\mathbf{Y}_{il}$ reads,

$$
\frac{\partial \mathbf{T}_i}{\partial \mathbf{Y}_{il}} = \sum_{j=1}^{N_i} \frac{\partial}{\partial \mathbf{Y}_{il}} (\mathbf{T}_{ij} - \mathbf{T}_{il}) \mathbf{V}_j = \sum_{j=1}^{N_i} \left[ \omega \left( \left\{ \frac{\partial \mathbf{F}_i(0)}{\partial \mathbf{Y}_l(0)} \delta \xi_{il} \mathbf{V}_l \right\} (\mathbf{K}_i(0))^{-1} \xi_{lj} \right) - \omega \left( \left\{ \frac{\partial \mathbf{F}_i(0)}{\partial \mathbf{Y}_l(0)} \delta \xi_{lj} \mathbf{V}_l \right\} (\mathbf{K}_i(0))^{-1} \xi_{il} \right) \right] \mathbf{V}_j, \tag{115}
$$

where $\frac{\partial \mathbf{F}_i(0)}{\partial \mathbf{Y}_l(0)}$ can be determined through the return mapping algorithm following the lines in computational plasticity (e.g., References 57-59, and others)

$$
\frac{\partial \mathbf{F}_i(0)}{\partial \mathbf{Y}_l(0)} = \omega \left[ \frac{\partial \mathbf{Y}_l(0)}{\partial \mathbf{Y}_l(0)} \otimes \xi_{il} \mathbf{V}_l \right] (\mathbf{K}_i(0))^{-1} = \omega [\mathbf{1} \otimes \xi_{il} \mathbf{V}_l] (\mathbf{K}_i(0))^{-1}, \tag{112}
$$

$$
\frac{\partial \mathbf{F}_i(0)}{\partial \mathbf{Y}_l(0)} = \omega \left[ \frac{\partial \mathbf{Y}_l(0)}{\partial \mathbf{Y}_l(0)} \otimes \xi_{lj} \mathbf{V}_l \right] (\mathbf{K}_i(0))^{-1} = \omega [-\mathbf{1} \otimes \xi_{lj} \mathbf{V}_l] (\mathbf{K}_i(0))^{-1}. \tag{113}
$$

The variation of the stabilization force state with respect to a deformation state $\mathbf{Y}_{il}$ reads,

$$
\frac{\partial \mathbf{T}_i}{\partial \mathbf{Y}_{il}} = \sum_{j=1}^{N_i} \omega \left[ \frac{\partial \mathbf{T}_i}{\partial \mathbf{Y}_{il}} \right] V_j, \tag{114}
$$
where $\frac{\partial \mathbf{\sigma}}{\partial \mathbf{x}}$ and $\frac{\partial \mathbf{\sigma}}{\partial \mathbf{y}}$ is nonzero only if $j = l$. Next, the variation of the momentum balance with respect to the fluid pressure reads,

$$\frac{\partial \mathbf{T}_i}{\partial p_i} = \sum_{j=1}^{J} \frac{\partial \mathbf{T}_{ij}}{\partial p_j} = \sum_{j=1}^{J} \omega(K_{ij})^{-1}\xi_{ij}V_j,$$

(118)

$$\frac{\partial \mathbf{T}_i}{\partial p_j} = -\frac{\partial \mathbf{T}_{ji}}{\partial p_j} = -\omega(K_{ji})^{-1}\xi_{ji}V_j.$$  

(105)

Similarly, for the mass balance, the variation of fluid flow density with respect to a pressure potential state reads,

$$\frac{\partial \mathbf{Q}_i}{\partial \Phi_{il}} = \sum_{j=1}^{J} \frac{\partial \mathbf{Q}_{il}}{\partial \Phi_{il}}(Q_{ij} - Q_{ji})V_j$$

$$= \sum_{j=1}^{J} \left[ \omega \left( \frac{\partial \mathbf{Q}_{iw}}{\partial \Phi_{il}} \frac{\partial \Phi_{il}}{\partial \Phi_{ij}} \right) (K_{ij})^{-1}\xi_{ij} - \omega \left( \frac{\partial \mathbf{Q}_{iw}}{\partial \Phi_{lj}} \frac{\partial \Phi_{lj}}{\partial \Phi_{il}} \right) (K_{ji})^{-1}\xi_{ji} \right] \xi_{il} V_j,$$

(117)

where

$$\frac{\partial \Phi_{il}}{\partial \Phi_{il}} = \left[ \omega \frac{\partial \Phi_{il}}{\partial \Phi_{il}} \xi_{il} V_l \right] (K_{ij})^{-1} = \omega \xi_{il} (K_{ij})^{-1} V_j,$$

(118)

$$\frac{\partial \Phi_{il}}{\partial \Phi_{il}} = \left[ \omega \frac{\partial \Phi_{il}}{\partial \Phi_{il}} \xi_{il} V_l \right] (K_{ji})^{-1} = -\omega \xi_{il} (K_{ji})^{-1} V_i.$$  

(119)

The variation of the stabilization flow density with respect to a pressure potential state $\Phi_{il}$ reads

$$\frac{\partial \mathbf{Q}_{il}}{\partial \Phi_{il}} = \sum_{j=1}^{J} \left[ \frac{G K_p}{\omega_{\theta_0}} \left( \frac{\partial \Phi_{il}}{\partial \Phi_{ij}} - \left( \frac{\partial \Phi_{il}}{\partial \Phi_{ij}} \xi_{ij} \right) \right) - \omega \frac{G K_p}{\omega_{\theta_0}} \left( \frac{\partial \Phi_{il}}{\partial \Phi_{il}} - \left( \frac{\partial \Phi_{il}}{\partial \Phi_{il}} \xi_{il} \right) \right) \right] V_j,$$

(120)

where $\frac{\partial \Phi_{il}}{\partial \Phi_{il}}$ and $\frac{\partial \Phi_{il}}{\partial \Phi_{il}}$ are nonzero only if $j = l$.

## 4 | NUMERICAL EXAMPLES

For the numerical examples in this section we adopt the time integration parameters in the literature that satisfy the criteria for unconditional stability and high frequency numerical dissipation.\(^1\,^2\) For all three examples in what follows we have $\beta_1 = 0.605$ and $\beta_2 = \beta_3 = 0.6$. All boundary conditions are imposed through a fictitious boundary layer (see References 29,32,40).

### 4.1 | Correspondence material models

For the material models, we implement two classical material models for the solid skeleton and the classical Darcy’s law for fluid flow through the extended correspondence principle with stabilization. Following the lines in continuum mechanics,\(^3\)\(^7\) the total strain $\mathbf{\varepsilon}$ can be determined from the nonlocal deformation gradient at a material point. In examples 1 and 2, the solid skeleton is modeled by an isotropic elastic constitutive relationship, which reads

$$\frac{\partial \mathbf{\Sigma}_{ij}}{\partial \mathbf{x}} = C_{ijkl}^e \mathbf{\varepsilon}_{kl} \varepsilon_{ij}^e,$$

(121)

where $i,j,k,l = 1,2,3$, $C_{ijkl}^e$ is the isotropic elastic tensor, and $\mathbf{\varepsilon}_{ij}^e$ is the elastic strain tensor. The isotropic elastic tensor is written as

$$C_{ijkl}^e = K^e \delta_{ij} \delta_{kl} + 2\mu^e (I_{ijkl} - 1/3 \delta_{ij} \delta_{kl}),$$

(122)

where $\mu^e$ is the shear modulus and $I_{ijkl}$ is the rank-four identity tensor.
In example 3, the critical-state-based elastoplastic model for saturated soils is adopted and numerically implemented through the celebrated return-mapping algorithm in computational plasticity. In this material model, the total strain tensor is additively decomposed into the elastic strain tensor $\varepsilon^e$ and the plastic strain tensor $\varepsilon^p$ as

$$\varepsilon_{ij} = \varepsilon^e_{ij} + \varepsilon^p_{ij},$$

(123)

Given the elastic strain tensor, the effective stress can be computed by Equation (121). The yield function $f$ is written as

$$f(\bar{p}, q, p_c) = (\bar{p} - p_c)\bar{p} + \frac{q}{M}^2 \leq 0,$$

(124)

where $\bar{p}$ is the effective mean stress, $q$ is the equivalent shear stress, $M$ is the slope of the critical state line, and $p_c$ is the preconsolidation pressure. As a hardening law, $p_c$ evolves with plastic volumetric strain,

$$\dot{p}_c = \frac{p_c}{\lambda - \kappa} (\dot{\varepsilon}^p_{11} + \dot{\varepsilon}^p_{22} + \dot{\varepsilon}^p_{33}),$$

(125)

where $\lambda$ and $\kappa$ are the compression index and the swelling index, respectively. The plastic strain is determined below by assuming the associative flow rule,

$$\dot{\varepsilon}^p_{ij} = \dot{\gamma} \frac{\partial f}{\partial \sigma_{ij}},$$

(126)

where $\dot{\gamma}$ is the nonnegative plastic multiplier. It is noted that advanced constitutive models for geomaterials can be applied in the formulated periporomechanics in this article by the recently proposed multiphase correspondence principle (see Reference 30).

4.2 One-dimensional dynamic consolidation problem

This example concerns the one-dimensional dynamic consolidation of a saturated soil specimen under instantaneous and sinusoidal loading conditions, respectively. Numerical results from the coupled PD model are compared with the analytical and finite element (FE) solutions in the literature.

Figure 3 depicts the geometry of the soil column. The load is imposed on the top boundary. The soil column is restricted to deform vertically while the bottom is fixed. For the fluid phase, the top boundary is drained and all other boundaries are impervious. The initial effective stress and water pressure are set zero as assumed in. The problem domain is discretized into 25,000 mixed material points. The center-to-center distance of two neighboring material points is $\Delta x = 0.04$ m.
4.2.1 Instantaneous load

Figure 4 plots the instantaneous load imposed on the top of the specimen. The simulation time $t = 0.3$ s and the time increment $\Delta t = 1 \times 10^{-4}$ s. The solid skeleton is modeled by a correspondence elastic model. The fluid flow is modeled by the correspondence Darcy’s law. The material parameters adopted from Reference 63 are: bulk modulus $K = 2.1 \times 10^5$ kPa, shear modulus $\mu_s = 9.8 \times 10^4$ kPa, $\rho_s = 1884$ kg/m$^3$, initial porosity $\phi_0 = 0.48$, $\rho_w = 1000$ kg/m$^3$, $k_w = 3.55 \times 10^{-5}$ m/s. The horizon $\delta = 2.05 \Delta x$. Note that in all numerical examples the porosity is updated through the following equation in classical poromechanics (e.g., References 58, 65),

$$\phi = 1 - (1 - \phi_0)/J.$$ (127)

Figure 5 plots the coupled PD solutions with different values of $G$ parameter and analytical solution of the vertical displacement at A (shown in Figure 3). Figure 6 compares the PD solutions with different values of $G$ parameter and analytical solution of the water pressure at B (shown in Figure 4).

It is shown from Figure 5 that the value of $G$ can have a significant effect on the predicted amplitude of the oscillations of the vertical displacement at point A. For $G = 0$, the PD results of vertical displacement are in good agreement with the analytical solution early in the simulation, with the triangular waveform of the analytical solution being largely preserved. These oscillations in amplitude diminish over time due to fluid viscous dissipation, and will eventually go to zero. However, the oscillations in the PD solution appear to dissipate more rapidly than the analytical solution. With $G > 0$, the PD solution approaches the analytical one, with $G = 1.0$ giving the best results. It is also apparent that increasing the value of $G > 1$, appears to have a negligible influence on the PD solutions, with practically no difference in the results obtained for $G = 1$ and $G = 2$.

The water pressure response at B as shown in Figure 6 takes the form of periodic square waves of constant amplitude. For $G = 0$, the PD solution has noticeable high-frequency oscillations at the peak and valley of the square waves. It is apparent that $G = 0.1$ almost eliminates high-frequency oscillations in the plot of water pressure. Increasing the value of $G$ above 0.1 makes no difference in the results.

![Graphical depiction of the instantaneous loading profile](image1)

![Comparison of the PD solution and analytical solution of the vertical displacement at point A](image2)
$G$ to 1 or 2 does not improve the accuracy of the PD solution with respect to the analytical one. Indeed, a value of $G = 2$ may decrease the period of the PD wave shown in the analytical wave profile.

4.2.2 Sinusoidal load

The sinusoidal loading profile as shown in Figure 7 is expressed as

$$f(t) = 160 \left[1 - \cos(\omega t)\right],$$  \hspace{1cm} (128)

where the angular frequency $\omega = 20\pi \text{ rad/s}$. The total simulation time $t = 0.5 \text{ s}$ and the time increment $\Delta t = 1 \times 10^{-3} \text{ s}$. The solid skeleton is modeled by a correspondence elastic model and the fluid flow is modeled by the correspondence Darcy’s law. The input material parameters adopted from Reference 66 are: $K = 1.22 \times 10^4 \text{ kPa}$, $\mu_s = 5.62 \times 10^3 \text{ kPa}$, $\rho_s = 2000 \text{ kg/m}^3$, $\phi_0 = 0.33$, $\rho_w = 1000 \text{ kg/m}^3$, and $k_w = 1.0 \times 10^{-2} \text{ m/s}$. The horizon $\delta = 2.05\Delta x$. The initial and boundary conditions are identical to the instantaneous loading scenario.

Figure 8 plots the vertical displacement at the point A in Figure 3 over time from the PD solution and the analytical and FE solutions. Figure 9 plots the water pressure at the point B in Figure 3 over time from the PD solution and the FE solution.

The results in Figure 8 show that the PD solution generally matches the analytical and FE solutions of the vertical displacement at point A. It is found that the value of $G$ slightly affects the PD solution in this case. With $G = 0$, the PD solution of the displacement is close to the analytical solution at the peaks of the displacement profile. However, the PD solution diverges from the analytical solution at the valleys of the displacement profile. With $G > 0$, the PD solution generated a uniform decrease in the amplitude of the oscillations of the displacement profile. Figure 9 shows that the PD solution with of the water pressure with $G = 1.0$ is close to the FE solution. There is no noticeable change in the PD solution with $G = 2.0$. 

![Comparison of the PD solution and analytical solution of the water pressure at B](image1)

![Graphical depiction of the sinusoidal loading profile](image2)
FIGURE 8 Comparison of the PD solution and analytical and FE solutions of the vertical displacement at point A

FIGURE 9 Comparison of the PD solution and analytical and FE solutions of the water pressure at point B

The influence of the stabilization parameter on the solid skeleton and pore fluid discussed in this example is consistent with the results obtained from the quasi-static analysis of the solid material. In the dynamic analysis of single-phase solids in Reference 45, it was suggested the value of $G$ should be in the order of 1 for high strain rates and large deformation. Note that the results presented here are preliminary. It is necessary to study some other cases of loading to reach a more robust conclusion.

4.3 Wave propagation in saturated soil

This example deals with a two-dimensional saturated soil specimen under dynamic loading through a strip footing. The numerical results from PD are compared with the FE solutions in the literature.

Figure 10 depicts the problem geometry and the boundary conditions. For the fluid phase, the fluid pressure at the top boundary is set to zero. The remaining boundaries are impermeable. The solid skeleton is modeled by a correspondence elastic model and the fluid flow is modeled by the correspondence Darcy’s law. The problem domain is discretized into 100,000 uniform mixed material points with $\Delta x = 0.05$ m. $\delta = 2.05\Delta x$. The input material parameters adopted from References 66-68 are: $K = 1.22 \times 10^4$ kPa, $\mu_s = 5.62 \times 10^3$ kPa, $\rho_s = 2000$ kg/m$^3$, $\phi_0 = 0.33$, $\rho_w = 1000$ kg/m$^3$, and $k_w = 1 \times 10^{-2}$ m/s.

As in References 66-68, the problem domain is prescribed with null initial effective stress and water pressure. The dynamic load $f(t)$ is imposed on a strip footing on the top surface. As shown in Figure 11

$$f(t) = 2500 \sin(25\pi t) H,$$

where $H$ is equal to 1 if $t \leq 0.04$ s, and is zero if $t > 0.04$ s. The simulation time $t = 0.2$ s and $\Delta t = 5 \times 10^{-4}$ s.
Figure 12 compares the PD solutions with different values of $G$ and FE solutions\textsuperscript{66} of the water pressure at the point A. With $G = 0$, the PD solution of the water pressure at point A slightly lags behind the FE solution and there are some oscillations at $t > 0.5$ s. The plot of water pressure with $G = 0.1$ is smooth and closely matches the FE solution. The PD solutions with larger values of $G$ seem to generate mild changes in the plot of water pressure. Figure 13 compares the PD solutions with the FE solutions of the vertical displacement (heave) versus the horizontal displacement at point B. The results show the expected elliptical motion at point A under the dynamic load on the top boundary.

Figure 14 plots the contours of the magnitude of displacement in the problem domain from the PD solution and the FE solution at $t = 0.05, 0.1, 0.15,$ and $0.2$ s, respectively. In the PD solution, it is assumed $G = 0.05$.

The results in Figure 14 demonstrate that the PD solution is consistent with the FE solution in Reference 66. Both the PD and FE solutions show two-dimensional wave propagation through the bulk of the poroelastic medium with the surface showing elliptic motion by the dynamic load. The amplitude of this wave decreases as it travels farther away from the strip footing. Given the spike load profile, the deformation energy slowly dissipates as the wave moves through the problem domain, which may reduce the amplitude.
We note that the coupled poromechanics model is a strong nonlocal formulation, while the analytical and FE solutions are based on a local theory assumption. The difference between the numerical solution of the stabilized formulation and analytical and FE solutions can be caused by the nonlocal and local assumptions and the stabilization scheme. Furthermore, the wave dispersion behavior of state-based PD as a strong nonlocal method for dynamic problems\textsuperscript{69} may be another reason that deserves further investigation.

### 4.4 Dynamic strain localization in a two-dimensional soil specimen

In this example we simulate dynamic strain localization in a two-dimensional saturated soil sample subjected to a vertical compression. The problem geometry adopted and boundary conditions applied are shown in Figure 15.
The problem domain is discretized into 20,000 mixed material points with $\Delta x = 0.3$ m and volume 0.027 m$^3$. The material parameters used are: $\rho_s = 2000$ kg/m$^3$, $K = 2.5 \times 10^4$ kPa, $\mu_s = 1.154 \times 10^4$ kPa, $\phi_0 = 0.3$, initial preconsolidation pressure $p_{c0} = -250.0$ kPa, $\kappa = 0.03$, $\lambda = 0.10$, $M = 1.0$, $\rho_w = 1000$ kg/m$^3$, $k_w = 3 \times 10^{-5}$ m/s. The horizon is set to $2.05 \Delta x$. The stabilization parameter $G = 0.025$ is chosen to avoid excessive influence on the postlocalization behavior.

For the initial state, the problem domain is assigned an isotropic effective stress $-100$ kPa and zero water pressure. The solid boundary conditions are depicted in Figure 15, where $\sigma_0$ is the lateral confining pressure of 100 kPa. For the fluid phase, all boundaries are impermeable. The velocity load as shown in Figure 16 is imposed on the top boundary. The simulation time $t = 3.5$ s and the time increment $\Delta t = 5 \times 10^{-3}$ s.

Figures 17, 18, and 19 draw the contours of the equivalent shear strain, plastic volume strain, and water pressure at $t = 1.0$, 2.0, and 3.0 s, respectively. The corresponding displacements on the top boundary are $u_y = 0.225$, 0.52, 0.83 m, respectively. Here the equivalent shear strain is the second invariant of the strain tensor $\epsilon$, that is, $\epsilon_s = \sqrt{\frac{2}{3} | \epsilon - \frac{1}{3} \text{tr}(\epsilon)I |}$.

The results show that the deformation and pressure have localized into symmetric banded zones. At $t = 1.0$ s, plastic deformation has initiated and propagated diagonally through the specimen (Figures 17 and 18(A)). We observe similar behavior in the fluid pressure field (Figure 19(A), where localization manifests as regions of decreased water pressure. Figure 17(B), (C) shows that plastic deformation progressively resolves into sharply defined zones of intense shear deformation. However, in the contours of plastic volume strain (see Figure 18(B), (C)) and water pressure (see Figure 19(B), (C)) the banded zones appear to be more diffusive. The plastic volume change in the banded deformation is positive.
denoting dilatation. As such, the increase in skeleton volume leads to a decrease in the water pressure inside the banded zone. The dilatation under dynamic loading can be expected for a moderately over-consolidated soil specimen. Due to the relatively large permeability chosen, the pore water can readily move into the zones of plastic dilatation, leading to more diffuse zones of water pressure.

The second-order work principle for saturated porous media\textsuperscript{70,71} is checked to see the extension of the shear bands in what follows. At the material point level, the second-order work $\mathcal{W}_2$ can be defined as

$$\mathcal{W}_2 = d\sigma : d\varepsilon.$$ (130)

Note that the second-order work in this study is a nonlocal variable. The contour of the second-order work at $t = 2$ s is presented in Figure 20(C). The results show that two conjugate bands have formed in the contour of the second-order work within which the value of $\mathcal{W}_2$ is negative. For comparison purposes, the contours of the equivalent plastic shear strain and plastic volume strain at $t = 2$ s are plotted in Figure 20(A) and (B), respectively. Comparison of Figure 20(A),(C) shows that the width of the bands of the second-order work is similar to that of the equivalent plastic shear strain in Figure 20(A). The bands of the plastic volume strain in Figure 20(B) seem much wider than the bands of the second-order work. This finding may imply that the second-order work can be useful to characterize the width of the shear bands.

### 4.4.1 Sensitivity to spatial discretization

In what follows, we present a discretization sensitivity analysis to demonstrate that the dynamic strain localization problem remains well-posed through the proposed nonlocal formulation. We rerun the numerical simulation with a fine spatial discretization. The fine spatial discretization consists of 43,000 mixed material points with $\Delta x = 0.2$ m. For comparison, all material parameters and conditions remain the same. Figures 21 and 22 compare the equivalent shear strain and water pressure, respectively, from the simulations with the coarse and fine discretizations at $u_y = 0.83$ m. The results in Figures 21 show that the contours of the equivalent shear strain from both simulations are almost identical. The same conclusion can be drawn from Figure 22 regarding the water pressure. It can be concluded that both the location and orientation of the shear band are independent of the spatial discretization.

In Figures 23 and 24 we plot the variation of equivalent plastic shear strain and water pressure along a horizontal line at 10 m above the specimen center at $t = 3.0$ s. The values of equivalent shear strain and water pressure are identical for both discretizations. It is known that in the dynamic strain localization analysis by the finite element method the mesh dependence of plastic strain and water pressure in the banded zone can be resolved by using a viscoplasticity model.\textsuperscript{10,18} However, the width of the banded zone still showed some sensitivity to the spatial discretization scheme (i.e., element size).

![Figure 20](image1.png)

**Figure 20** Contours of (A) the equivalent plastic shear strain, (B) the plastic volume strain, and (C) the second-order work at $t = 2.0$ s (magnification $= \times 2$)

![Figure 21](image2.png)

**Figure 21** Contours of equivalent shear strain ($\varepsilon_{xy}$) at $u_y = 0.83$ m for (A) coarse discretization and (B) fine discretization (magnification $= \times 2$)
4.4.2 | Influence of dynamic loading

We investigate the influence of dynamic loading rates on the coupled response during dynamic strain localization. The base simulation with $u_y = 0.3 \text{ m/s}$ is repeated with $u_y = 0.9 \text{ m/s}$ and $u_y = 1.5 \text{ m/s}$, respectively. All other material parameters and conditions remain the same for comparison. The results are compared at an identical displacement of the top boundary. Figures 25, 26 and 27 show the contours of the equivalent shear strain, plastic volume strain, and water pressure, respectively at $u_y = 0.5 \text{ m}$ on the top boundary for three different dynamic loading rates.

The results in these figures show that the dynamic loading rate impacts the formation of banded deformation and pressure zones. For $u_y = 0.3 \text{ m/s}$, it is apparent that the contour of plastic deformation as shown in Figures 25 and 26(A) and the contour of water pressure as shown in Figure 27(A) have localized into a single pair of two conjugate banded zones. For the simulations with two larger loading rates, $u_y = 0.9$ and $1.5 \text{ m/s}$, two distinct pairs of localized deformation
bands are formed in the solid skeleton as shown in Figures 25 and 26(B). Consistent with the skeleton deformation, the contour of water pressure also shows two pairs of banded zones as demonstrated in Figure 27(B). It can be concluded from the results in Figures 25, 26, and 27 that the dynamic loading rate impacts the number, location, and orientation of shear bands in saturated porous media.

Figure 28 plots the reaction force over the applied vertical displacement for the three different loading rates. The results show that the specimen under a higher dynamic loading rate shows a higher peak value in the loading capacity. The oscillations in the reaction force curves with larger loading rates may be correlated to a locally undrained condition under these loading conditions and thus less dilatation in the specimen.

**FIGURE 25** Contours of equivalent shear strain ($\varepsilon_s$) at $u_y = 0.5$ m from simulations with three loading rates: (A) $\dot{u}_y = 0.3$ m/s, (B) $\dot{u}_y = 0.9$ m/s, and (C) $\dot{u}_y = 1.5$ m/s (magnification = x2)

**FIGURE 26** Contours of plastic volume strain at $u_y = 0.5$ m from simulations with three loading rates: (A) $\dot{u}_y = 0.3$ m/s, (B) $\dot{u}_y = 0.9$ m/s, and (C) $\dot{u}_y = 1.5$ m/s (magnification = x2)

**FIGURE 27** Contours of water pressure (kPa) at $u_y = 0.5$ m from simulations with three loading rates: (A) $\dot{u}_y = 0.3$ m/s, (B) $\dot{u}_y = 0.9$ m/s, and (C) $\dot{u}_y = 1.5$ m/s (magnification = x2)

**FIGURE 28** Plot of reaction force versus the vertical displacement at the top boundary for simulations with three loading rates.
5 | CLOSURE

In this article, we propose a stabilized computational nonlocal poromechanics model for dynamic strain localization in saturated porous media. The stabilized coupled nonlocal model is solved using a Lagrangian–Eulerian meshless method with an implicit time integration scheme. Parallel computing is adopted for computing efficiency. As a new contribution, we present a theoretical proof of the zero-energy modes associated with the multiphase correspondence principle. We propose a remedy based on the energy method to circumvent zero-energy modes in solid deformation and fluid flow. We present an energy-based method to determine the stabilization parameters for both the solid deformation and fluid flow process. The stabilized coupled nonlocal model for saturated porous media under dynamic loading can be readily extended to model dynamic problems in unsaturated porous media. We have validated the coupled stabilized nonlocal formulation by comparing numerical results with analytical and finite element solutions for dynamic problems in saturated porous media. Numerical examples are conducted to demonstrate the robustness of the coupled nonlocal dynamic model for dynamic strain localization analysis of saturated porous media.
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