Rigid Body Attitude Control Based on a Manifold Representation of Direction Cosine Matrices
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Abstract. Autonomous systems typically actively observe certain aspects of their surroundings, which makes them dependent on a suitable controller. However, building an attitude controller for three degrees of freedom is a challenging task, mainly due to singularities in the different parametrizations of the three dimensional rotation group \(SO(3)\). Thus, we propose an attitude controller based on a manifold representation of direction cosine matrices: In state space, the attitude is globally and uniquely represented as a direction cosine matrix \(R \in SO(3)\). However, differences in the state space, i.e., the attitude errors, are exposed to the controller in the vector space \(\mathbb{R}^3\). This is achieved by an operator, which integrates the matrix logarithm mapping from \(SO(3)\) to \(so(3)\) and the map from \(so(3)\) to \(\mathbb{R}^3\). Based on this representation, we derive a proportional and derivative feedback controller, whose output has an upper bound to prevent actuator saturation. Additionally, the feedback is preprocessed by a particle filter to account for measurement and state transition noise. We evaluate our approach in a simulator in three different spacecraft maneuver scenarios: (i) stabilizing, (ii) rest-to-rest, and (iii) nadir-pointing. The controller exhibits stable behavior from initial attitudes near and far from the setpoint. Furthermore, it is able to stabilize a spacecraft and can be used for nadir-pointing maneuvers.

1. Introduction

Autonomous systems typically need to keep track of their position and attitude, i.e., their pose, as well as properties of their surroundings for successful operations. The gathered information is mutually beneficial, as – on the one hand – precise pose information improves the ability to describe the surroundings and – on the other hand – a precise description of the latter improves the ability to determine an exact pose. To this end, it is often useful for autonomous systems to actively observe certain aspects of their surroundings, which makes them dependent on a suitable controller.

This especially holds for space missions, where active observation of planetary objects can be used for absolute navigation [11, 18] as well as for nadir-pointing maneuvers for relative navigation in the vicinity of a celestial object, e.g., within a LIDAR-based SLAM approach [6, 20]. However, the scenario may also apply to airplanes, underwater vehicles [9], ground vehicles, and robotic systems, which have to inspect certain aspects of their surroundings by aligning some sensor to a point of interest.

The only global and unique representation of the set of all attitudes a rigid body might assume in three dimensions is the direction cosine matrix (DCM) [5]. Parameterizations like
Euler angles have the disadvantage of geometric and kinematic singularities as well as different conventions. The (modified) Rodriguez parameters, which are derived from unit quaternions, suffer from geometric singularities. Even the globally defined unit quaternions can lead to undesired rotations, which is known as controller unwinding \[22, 2, 16\]. The latter problem stems from the non-unique map between the unit quaternion space \(\mathbb{H}\) and the rotation space \(SO(3)\) \[2, 5\].

As the computational power and available memory of autonomous systems constantly increases, it has become feasible to directly employ DCMs for pose representations. Thus, the drawbacks of the parametrized attitude representations can be omitted by running control algorithms directly on DCMs \[10\].

In this paper, we present a filtered proportional derivative saturation preventing rigid body controller. It represents the attitude in \(SO(3)\) using a DCM, while exposing the differences between two attitudes in the vector space \(\mathbb{R}^3\) employing the \(\boxplus\)-method \[13\]. The derivative term is bounded by a nonlinearity, to ensure a bounded control torque in each particular axis. The feedbacks are preprocessed by a particle filter to account for state and measurement noise. The tuning of the controller in the respective maneuver scenarios can be considered as another modest contribution.

This paper is structured as follows. First, in Sect. 2, the problems to be addressed and the corresponding mathematical and geometrical preliminaries will be presented. In Sect. 3, the spacecraft (s/c)-state and a particle filter-based (PF) estimation scheme will briefly be introduced. Based on these foundations, the controller will be derived in Sect. 4. Subsequently, it will be evaluated and discussed in Sect. 5. Finally, this paper concludes in Sect. 6.

2. Preliminaries

In the following, we will briefly cover the mathematical foundations of the derivation of the controller.

2.1. Attitude

Consider a rigid body representing a s/c\(^1\). An attitude is the rotation of the principal axes of some body-fixed frame \(F_b\) relative to some global inertial frame \(F_a\), which is uniquely described by a DCM denoted by \(R_{ba}\). The set of all attitudes is composed of all orthonormal rotation matrices with determinant equal to one, i.e., \(\{R \in \mathbb{R}^{3 \times 3}| R^T R = 1, \det R = +1\}\). This set forms the special orthogonal group \(SO(3)\) of rigid body rotations in 3D \[17\].

2.2. \(\boxplus\)-Method

We use a \(\boxplus\)-encapsulation of \(SO(3)\) introduced by Hertzberg et al. \[13\], which is capable of integrating a higher dimensional state representation \(\mathcal{S}\) with a local lower dimensional state representation \(\mathbb{R}^n\) (cf. Fig.\(^1\)). This is achieved by the mappings

\[
\boxplus: \mathcal{S} \times \mathbb{R}^n \rightarrow \mathcal{S},
\]

\[
\boxminus: \mathcal{S} \times \mathcal{S} \rightarrow \mathbb{R}^n.
\]

The DCM-specific operators encapsulate the manifold by combining the matrix exponential (\(\boxplus\)-operator) or logarithm (\(\boxminus\)-operator) respectively with the isomorphism between the Lie-algebra \(so(3)\) and \(\mathbb{R}^3\), in particular

\[
x \boxplus \delta = x \exp(\delta),
\]

\[
y \boxminus x = \log(x^{-1} y),
\]

\(^1\) We will only take attitude control into account in this paper, as it can be treated independently of translation in our scenario.
with $x, y \in SO(3)$ and $\delta \in \mathbb{R}^3$. In the case of 3D rotations, the matrix exponential can be computed in closed-form by the Rodriguez-formula [13, 17, 14]. Combined with the hat map from $\mathbb{R}^3$ to $so(3)$ this results in

$$\exp \begin{bmatrix} x \\ y \\ z \end{bmatrix} = \begin{bmatrix} \cos \theta + cx^2 & -sz + cxy & sy + cxz \\ sz + cxy & \cos \theta + cy^2 & -sx + cyz \\ -sy + cxz & sx + cyz & \cos \theta + cz^2 \end{bmatrix},$$

where $\theta = \sqrt{x^2 + y^2 + z^2}$, $s = \frac{\sin \theta}{\theta}$, and $c = \frac{1 - \cos \theta}{\theta}$. The inverse mapping is a combination of the matrix logarithm and the hat map from $so(3)$ to $\mathbb{R}^3$, which is computed according to

$$\log x = \frac{\theta}{2 \sin \theta} \begin{bmatrix} x_{32} - x_{23} \\ x_{13} - x_{31} \\ x_{21} - x_{12} \end{bmatrix},$$

where $\theta = \arccos\frac{x_1}{|x|}$ and $|\theta| < \pi$. Thus, the global state is represented uniquely in $SO(3)$, while state differences $\delta$, i.e., state transitions or errors, are uniquely represented in $\mathbb{R}^3$ for angles $< \pi$.

2.3. Dynamic Setpoint Calculation

To have an autonomous system looking at some observable, we have to rotate the sensor normal into the desired view direction. The rotation of a unit vector $A$ to some desired unit vector $B$
(both defined in $F_a$) can be described as a 2D rotation on a plane with the normal vector $A \times B$. The corresponding rotation matrix is given by

$$G = \begin{bmatrix} \cos \phi & -\sin \phi & 0 \\ \sin \phi & \cos \phi & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} A \cdot B & -\|A \times B\| & 0 \\ \|A \times B\| & A \cdot B & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

(5)

where $\phi$ is the rotation angle. However, to apply the rotation, we have to temporarily change the basis with

$$F = \begin{bmatrix} A & \frac{B - (A \cdot B)A}{\|B - (A \cdot B)A\|} & B \times A \end{bmatrix}^{-1}.$$

(6)

The final rotation matrix $R_e$ is obtained by a transformation from the inertial frame $F_a$ to the rotation frame, followed by a rotation about $G$, and a transformation back to the inertial frame.

Thus, we get

$$R_e = F^{-1}GF.$$

(7)

If we now assume, for the sake of simplicity, that we want to orient a sensor whose sensor normal points along the $z_{ba}$ axis of $R_{ba}$, we have that $A = z_{ba}$ and $B = z_{da}$. Thus, we can calculate a rotation matrix $R_e$ following the procedure described above. The resulting $R_e$ can also be applied to another rotation matrix, as $SO(3)$ is closed under matrix multiplication. Hence, we can obtain the desired attitude $R_{da}$, i.e., where $z_{ba}$ is rotated to $z_{da}$, by rotating the current attitude $R_{ba}$ according to

$$R_{da} = R_eR_{ba}.$$

(8)

In order to obtain a suitable representation for the controller, the rotation from $R_{ba}$ onto $R_{da}$ can be retrieved in vector space using Eq. (2). This yields

$$\delta = R_{ba} \boxminus R_{da},$$

(9)

where the $\boxminus$-operator ensures that $\delta$ represents the geodesic, i.e., the shortest rotation on $SO(3)$ [13]. The approach described above will be used for time-dependent setpoint (SP) calculation $R_{da}(t)$ within the nadir-pointing maneuver (cf. Sect. 5).

### 2.4. Attitude Kinematics and Dynamics

Applying this geometric framework to attitude kinematics, we let $\omega \in \mathbb{R}^3$ be the angular velocity relative to $F_a$ given in $F_b$, then the time rate of change of the rigid body attitude is

$$\dot{R}_{ba} = R_{ba}\hat{\omega}.$$  

(10)

Here, $\hat{\omega}$ is a skew symmetric matrix, as it is an element of the Lie algebra $so(3)$ (cf. Fig. 1a), and $R_{ba}$ maps the body coordinates of a point to the spatial velocity of that point. The attitude dynamics are the rate of change of angular velocity expressed in the body frame given by

$$I\dot{\omega} = I\omega \times \omega + u,$$

(11)

where $I$ is the inertia tensor and $u$ is the sum of external moments applied to the body given in $F_b$. Finally, throughout this paper we assume that the s/c is fully actuated regarding attitude, i.e., angular moments can be applied on all three axes.
3. Particle Filtered Measurements

The controller proposed in the next section relies on measurements in the closed loop. To account for noise in state transition as well as sensor measurements we use a particle filter (PF) [8, 21] for state estimation (cf. Fig. 2a). This type of filter is chosen, as it integrates well with the SLAM approach [6] to be used for relative navigation in the vicinity of asteroids. The basic concepts and integration of attitude sensors (star tracker and 3-axis gyroscope), which are relevant in the context of this paper, are described in the following. Further details on our quaternion-based approach including all sensor models can be found in [11, 18]. The state space is defined as \( S = SE(3) \times \mathbb{R}^6 \), where \( SE(3) = \mathbb{R}^3 \times SO(3) \) represents the space of position and attitude. The remaining \( \mathbb{R}^6 \) is the space of the corresponding first derivatives, i.e., the linear and angular velocities. The PF estimates a probability distribution of the current state \( x_t \in S \) of the following form

\[
\tilde{x}_t \sim p(x_t|z_{1:t}, u_{1:t}),
\]

where \( \tilde{x}_t \in S \) is the estimated state, \( z_{1:t} \) are all preceding measurements and \( u_{1:t} \) are all preceding controls. This probability density function is approximated using a set of particles, where each particle represents a state hypothesis. The particle set is updated recursively over time. In each step, the particles are predicted from the previous to the current time step by sampling from the proposal distribution. This is done by integrating the dynamic model of the s/c, which depends on the previous state estimate and the most recent control \( u_t \), using a fourth order Runge-Kutta integrator and applying additive normally-distributed noise with zero mean. Subsequently, the distribution is corrected using importance resampling. The importance measure is obtained by weighting the particles according to the measurement likelihood given the sampled state. Finally, new particles are sampled with a probability proportional to the weights.

A star tracker is used for determining the attitude \( R_{ba} \) of the s/c. It operates by measuring angles to stars (see Fig. 3b) and comparing these to known star positions indexed in a star catalog, e.g., the HIPPARCOS [19]. For simplicity, we assume that the resulting attitude measurement \( z_s \) corresponds to the true attitude \( R_{ba} \) and additive normally-distributed noise with zero mean. Hence, the measurement model is given by

\[
z_s = R_{ba} \oplus \varepsilon_s,
\]
with $\varepsilon_g \sim \mathcal{N}(0, \Sigma_g)$, where $\Sigma_g$ is covariance of the noise.

Furthermore, we use the 3-axis gyroscope integrated in an inertial measurement unit (IMU) to obtain the angular velocity $\omega$ (see Fig. 3c) of the s/c. The corresponding measurement $\dot{z}_g$ is also assumed to be affected by normally-distributed noise with zero mean, which results in

$$\dot{z}_g = \omega + \varepsilon_g,$$  

(14)

with $\varepsilon_g \sim \mathcal{N}(0, \Sigma_g)$ and $\Sigma_g$ being the noise covariance matrix.

In order to retrieve a single estimate from the set of particles as an input for our controller, the posterior distribution is approximated using a normal distribution. This basically corresponds to a weighted average for the mean and calculating the covariance with respect to the estimated mean using the $\boxplus$-operator (see [13] for further details). This avoids computationally expensive least squares estimations [12]. The controller proposed in the following section will rely on the angular velocity $\ddot{\omega}$ and the attitude $\dot{R}_{ba}$ estimated by the PF as part of $\ddot{x}_t$.

4. Filtered Proportional Derivative Controller

The proportional derivative controller (cf. Fig. 2b) computes the current control $u_t$ as a sum of the proportional $\tau_p$ and the derivative $\tau_d$ control torque according to

$$u_t = \tau_p + \tau_d.$$  

(15)

In [4], a feedback controller is presented, which uses the matrix logarithm mapped into vector space to expose the geodesic, i.e., the shortest path on $SO(3)$, as the error term. This approach has been adopted by [11] [13], who additionally show the stability of proportional derivative controllers using such an error term. Analogously, the proportional control term can be computed according to a weighted error function based on the $\boxplus$-operator, resulting in

$$\tau_p = \delta = \delta(R_{da} \boxplus \dot{R}_{ba}),$$  

(16)

where $P$ is the proportional gain matrix. The error function calculates the difference $\delta \in \mathbb{R}^3$ between the desired $R_{da} \in SO(3)$ and the current estimated attitude $\dot{R}_{ba} \in SO(3)$.

To implement an actuator saturation prevention mechanism [3, 7] based on the proportional term, we observe that $\delta$ is guaranteed to never exceed $|\pi|$ in its components. This is asserted, as the error function in Eq. (16) returns the vector representation of the geodesic, whose magnitude can never be greater than $\pi$. We initially set $Q = \text{diag}(\bar{u}_1 / \pi, \bar{u}_2 / \pi, \bar{u}_3 / \pi)$, where $\bar{u}_i$ indicates the maximum allowed torque per axis, to ensure a bounded maximum value on every axis. For tuning purposes, this value can be scaled with the factor $K = \text{diag}([0, 1], [0, 1], [0, 1])$ (cf. Sect. 5).

Thus, we let $P = KQ$, where $K_{ii} = 0$ puts all weight on the derivative term, and $K_{ii} = 1$ puts all weight on the proportional term of the respective axis $i$.

The derivative term is the negative output of the nonlinearity $\sigma$, which acts upon the estimated angular velocity $\ddot{\omega}$

$$\tau_d = -\sigma(\ddot{\omega}).$$  

(17)

The nonlinearity applies upper and lower bounds to the estimated angular velocity $\ddot{\omega}$ [10]

$$\sigma(\ddot{\omega}) = [\sigma_1(\ddot{\omega}_1), \sigma_2(\ddot{\omega}_2), \sigma_3(\ddot{\omega}_3)]^T$$  

(18)

$$\sigma_i(\ddot{\omega}_i) = \begin{cases} \ddot{\omega}_i & \ddot{\omega}_i > \bar{\omega}_i \\ \bar{\omega}_i & -\bar{\omega}_i \leq \ddot{\omega}_i \leq \bar{\omega}_i, \\ -\ddot{\omega}_i & \ddot{\omega}_i < -\bar{\omega}_i, \end{cases} \quad i = 1, 2, 3$$  

(19)

where the bounding term $\bar{\omega}_i$, $i = 1, 2, 3$ is computed as the difference between the maximum allowed torque and the maximal value the scaled error term might assume, i.e., $\ddot{\omega}_i = \bar{u}_i - P_{ii} \pi$.

The indirect dependence on the choice of $K$ ensures that the tuned control $u_t$ never exceeds the maximum allowed torque $\bar{u}_i$. 


(a) Attitude modes: (i) stabilizing, (ii) rest-to-rest, (iii) nadir-pointing, and (iv) target-pointing.

(b) Star tracker measurement $z_s$.

(c) Gyroscope measurement $z_g$.

Figure 3: (a) s/c-attitude modes exemplified around the Itokawa asteroid, (b) gyroscope measurement, and (c) star tracker measurement geometry.

5. Evaluation

We conducted the evaluation in a custom written software, which simulates the solar system bodies as well as rigid body kinematics and dynamics using a fourth order Runge-Kutta integrator. The attitude propagation is based on Eqs. (10) and (11), where the inertia tensor is $I = \text{diag}(I_1, I_2, I_3)$, with $I_1 = 3305.49 \text{ kgm}^2$, $I_2 = 4653.63 \text{ kgm}^2$, and $I_3 = 4814.78 \text{ kgm}^2$. For evaluation, we chose an orbit around an asteroid with the gravitational parameter $\mu = 2.342520648 \times 10^8 \text{ m}^3\text{s}^{-2}$, which is orbiting with a semi-major axis of 3 AU around the Sun. The orbital elements defining the orbit of the s/c around the asteroid are: semi-major axis 0.34 km, inclination 0.0°, eccentricity 0.1, ascending node 0.0°, periapsis 114.6°, and longitude 57.3°. The simulation operated with a timedelta $dt = 60 \text{ s}$ per step. The initial attitude in the evaluation is $R_{ba}(0) = I$ in the T1/T2 scenarios and varied in the T3 scenario. Of the possible maneuvers shown in Fig. 3a, we evaluate the following ones under different conditions:

**T1** Rest-to-rest: From a resting state with $\omega(0) = 0$, we try to reach a constant setpoint $R_{da}$.

- **T1A** The setpoint (SP) is close to the initial state $R_{da} = I \boxplus [3^\circ, 3^\circ, 3^\circ]^T$, and
- **T1B** the setpoint is exactly 180° rotated with respect to the initial state $R_{da} = \text{diag}(-1, -1, 1)$.

**T2** Stabilization: From an initial angular velocity $\omega(0) = [\pi/2, \pi/2, \pi/2]^T$, we try to reach a constant setpoint $R_{da}$.

- **T2A** Again, the setpoint is close to the initial state $R_{da} = I \boxplus [3^\circ, 3^\circ, 3^\circ]^T$, and
- **T2B** the setpoint is exactly 180° rotated with respect to the initial state $R_{da} = \text{diag}(-1, -1, 1)$.

**T3** Nadir-pointing: From a resting state $\omega(0) = 0$, we try to follow a dynamic setpoint $R_{da}(t)$, i.e., we want to orient our sensors towards the center of mass of the celestial object to be observed. As the setpoint is determined by the position of the s/c and the asteroid, we now change the initial attitude of the s/c to achieve the desired initial position deltas.
Here, the initial state is modified to differ from the first setpoint setting \( R_{ba}(0) = R_{da}(0) \boxplus [3^\circ, 3^\circ, 3^\circ]^T \), and

**T3B** the initial state is exactly \( 180^\circ \) rotated with respect to the initial setpoint \( R_{ba}(0) = R_{da}(0) \text{diag}(-1, -1, 1) \).

We evaluated these scenarios with different gain scaling factors \( K_{ii} = 0.00075, 0.0015, 0.003, 0.006, 0.012 \), applied uniformly over all axes \( i \). For simplicity, the factor will just be denoted \( K \) in the plots in Figs. 4–10. The rotation deltas in Figs. 4–10 are computed in every epoch \( t \) as the 2-norm of the current attitude error in vector space

\[
\Delta R(t) = \| R_{ba}(t) \boxminus R_{da}(t) \|. \tag{20}
\]

Thus, the error states the angle, which has to be carried out about a unique rotation axis to rotate \( R_{ba}(t) \) onto \( R_{da}(t) \). Similarly, the angular velocities and the control torques are shown in the plots as the 2-norm over all axes.
(a) T1A: SP close to the initial attitude. (b) T1B: SP 180° rotated wrt. to the initial attitude.

Figure 6: T1A/B: 2-norm of spent control torques for rest-to-rest maneuvers. (Note the different scalings of the Y-axes.)

(a) 2-norm of rotation deltas.  (b) 2-norm of angular vel.  (c) 2-norm of spent torques.

Figure 7: T2A: Stabilizing with a setpoint close to the initial attitude. (Note that the error is bounded by 180°.)

(a) T3A: SP close to the initial attitude. (b) T3B: SP 180° rotated wrt. to the initial attitude.

Figure 8: T3A/B: 2-norm of rotation deltas for nadir-pointing maneuvers. (Note the different scalings of the Y-axes.)
In the first scenario T1A, the controller is able to reach the setpoint within a range < 1° in roughly 6h (cf. Fig. [4]). The residual error is due to the state transition and measurement noise, which cannot be entirely smoothed by the filter. As expected, a small $K$ is not able to keep track of the setpoint, while a higher $K$ shows better results at the cost of more spent torque (cf. Fig. [5]). In the second scenario T1B, the controller shows its robustness by stabilizing at the setpoint in about 15h (cf. Fig. [5]). In T1A and T1B, the gain factor has a similar proportional impact on the control torque although the error starts from a much higher level (cf. Fig. [6]).

The scenarios T2A and T2B show that the controller successfully stabilizes the s/c from tumbling after 20h (cf. Fig. [7]). Starting from a high error the gain factor $K$ is not that important anymore. The controller neatly decelerates over all axes and decreases the spent torque regardless of the gain factor (cf. Figs. [7b] and [7c]). We do not show plots of T2B here, as the initial pose does not have a high impact compared to the high initial angular velocity. Thus, the results are qualitatively equal to those of T2A. The gain factor $K = 0.006$ seems to be preferable over $K = 0.012$ for the T1 / T2 scenarios, as it yields a comparable performance while applying...
In the nadir-pointing scenarios T3A and T3B, the gain factor becomes important again (cf. Figs. 8 and 9). It is obvious that a stiff controller is needed for such a demanding maneuver, as the weaker $K$ are not able to reach the setpoint, neither in condition A (cf. Fig. 8a) nor in condition B (cf. Fig. 8b). In this scenario, we furthermore note a constant residual angular velocity, which is essential to follow the dynamic setpoint (cf. Figs. 9a and 9b). The controllers with a higher gain are able to apply higher control torques (cf. Fig. 10), and thus are able to follow the moving setpoint. Hence, for scenario T3 a gain factor of $K = 0.012$ seems to be preferable over $K = 0.006$ as it (i) approaches the dynamic setpoint faster and (ii) is able to maintain a slightly lower residual error.

6. Conclusion
This paper presented a proportional derivative controller working on a manifold encapsulation of direction cosine matrices. The controller uses particle filtered angular velocity and attitude estimates to compute control torques. The proportional term is calculated from the weighted error between two attitudes on the manifold $SO(3)$ which is mapped to the vector space $\mathbb{R}^3$. The derivative term is bounded by a nonlinearity, which depends on the proportional gain to prevent actuator saturation. In a numerical evaluation, we examined its behavior in different maneuvers: (i) stabilizing, (ii) rest-to-rest, and (iii) nadir-pointing. The controller exhibits stable behavior near the setpoint and from instability-prone initial attitudes. Furthermore, it is able to stabilize a s/c rotating about all three axes and can be used for nadir-pointing maneuvers, which involve a dynamic setpoint.

For future work, a combination with an information driven selection [18] of the setpoint with the control approach presented here is of high interest. Furthermore, the controller can be combined with a SLAM-approach [6] to examine possible landing sites by actively reducing uncertainty. This would result in a highly dynamic setpoint, which is not only determined by decisions as well as the motion of the autonomous system, but also by the motion of the observable itself. However, achieving this would allow autonomous systems to actively select dynamic observables and directly come up with a corresponding control.
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