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Abstract. We establish linearized well-posedness of the Triple-Deck system in Gevrey-$\frac{3}{2}$ regularity in the tangential variable, under concavity assumptions on the background flow. Due to the recent result (Dietert and Gerard-Varet in SIAM J Math Anal, 2021), one cannot expect a generic improvement of the result of Iyer and Vicol (Commun Pure Appl Math 74(8):1641–1684, 2021) to a weaker regularity class than real analyticity. Our approach exploits two ingredients, through an analysis of space-time modes on the Fourier–Laplace side: (i) stability estimates at the vorticity level, that involve the concavity assumption and a subtle iterative scheme adapted from Gerard-Varet et al. (Optimal Prandtl expansion around concave boundary layer, 2020. arXiv:2005.05022) (ii) smoothing properties of the Benjamin–Ono like equation satisfied by the Triple-Deck flow at infinity. Interestingly, our treatment of the vorticity equation also adapts to the so-called hydrostatic Navier–Stokes equations: we show for this system a similar Gevrey-$\frac{3}{2}$ linear well-posedness result for concave data, improving at the linear level the recent work (Gérard-Varet et al. in Anal PDE 13(5):1417–1455, 2020).

1. Introduction

In this article we are concerned with the wellposedness properties of the Triple-Deck equations set on $(x,y) \in \mathbb{R} \times \mathbb{R}_+$:

\begin{align}
\partial_t u + u \partial_x u + v \partial_y u - \partial_y^2 u &= -\partial_x p, \\
\partial_x u + \partial_y v &= 0, \\
\partial_y p &= 0
\end{align}

(1.1)

which are supplemented with the boundary conditions

\begin{align}
[u,v]|_{y=0} &= 0, \\
\lim_{y \to \infty} (u - y) &= A(t,x), \\
\lim_{x \to \pm \infty} (u - y) &= 0
\end{align}

(1.2)

and an initial datum

\begin{align}
u|_{t=0} = y + u_{init}(x,y).
\end{align}

(1.3)

The key coupling inherent to the Triple-Deck system is the relation that links $A(t,x)$ to the pressure (the so called “pressure-displacement” relation):

\begin{align}
p(t,x) = \frac{1}{\pi} p.v. \int_{\mathbb{R}} \frac{\partial_x A(x',t)}{x - x'} dx = |\partial_x| A(x,t).
\end{align}

(1.4)

The Triple-Deck equations, (1.1)–(1.3), are a refinement of the classical Prandtl system, which arise in the study of the zero-viscosity limit of the Navier–Stokes equations in the vicinity of a boundary.
Indeed, due to the generic mismatch between the no-slip boundary condition imposed for the Navier–Stokes system (let $\vec{U}_\nu = (u_\nu, v_\nu)$ be the Navier–Stokes velocity field with viscosity equal to $\nu > 0$) and the no-penetration condition imposed for Euler (let $\vec{U}_E = (u_E, v_E)$ be the Euler velocity field), one cannot expect the inviscid limit $\vec{U}_\nu \rightarrow \vec{U}_E$ to hold, at least in sufficiently strong topologies (for instance, $L^\infty$ in the variable normal to the boundary).

Due to this mismatch, characterizing the inviscid limit typically requires matched asymptotic expansions, of the type first proposed by Prandtl in 1904:

$$
\vec{U}^{(\nu)}(t,x,Y) \approx [u_E, v_E](t,x,Y), \quad Y \gg \nu^{1/2},
\approx [u_P, \sqrt{\nu}v_P](t,x,\nu^{-1/2}Y), \quad Y \lesssim \nu^{1/2}.
$$

The leading order vector-field, $[u_P, \sqrt{\nu}v_P]$ appearing in the expansion above is called the Prandtl boundary layer, and can be shown to obey the following limiting system:

$$
\begin{align*}
\partial_t u_P + u_P \partial_x u_P + v_P \partial_y u_P + \partial_x p_P - \partial_y u_P &= -\partial_x p_E(t,x,0), \\
\partial_x u_P + \partial_y v_P &= 0, \\
\partial_y p_P &= 0.
\end{align*}
$$

with boundary conditions

$$
\begin{align*}
[u_P, v_P]|_{y=0} &= [0,0], \\
 \lim_{y \rightarrow -\infty} u_P &= u_E(t,x,0),
\end{align*}
$$

and initial datum

$$
u
$$

The Prandtl system, (1.6)–(1.8) is classical in fluid dynamics, and has been the source of intense investigation from the mathematical fluid dynamics point of view. As the Prandtl system itself is not the main focus of study in this article, we refer to the (non-exhaustive) list of references [3,5,8,10,13–15,17,18,20,24,25,30].

Deriving the Prandtl system from the Navier–Stokes equations requires the formal asymptotic expansion (1.5), which relies itself implicitly on a few hypotheses in order to be “valid” (though, as mentioned above, the mathematical validity has only recently been proven/disproved). One such hypothesis is the relative smallness of tangential derivatives of $\vec{U}_\nu$ compared to normal derivatives. However, in the vicinity of boundary layer separation, the flow is anticipated to form large tangential gradients which therefore falls outside the regime of the standard Prandtl ansatz, (1.5).

To account for this, several reduced models have been derived which incorporate the small tangential scales that are inherently present near the separation point. One famous such model is the Triple-Deck, (1.1)–(1.3). This system was introduced by Lighthill, [21], Stewartson, [29], and several other fluid-dynamicists in the twentieth century. It is useful to keep in mind Fig.1 which summarizes the scales used to derive the equations. In this figure, $R$ corresponds to the Reynolds number, $\nu^{-1}$, in the Navier–Stokes equations. The Triple-Deck equations (1.1)–(1.2) are formally obtained as the leading order (in $\nu$) behavior of the “lower deck”. We refer the reader to Iyer–Vicol, [16] for a detailed derivation.

Comparing the Triple-Deck model to the classical Prandtl equation, we see several new mathematical features that are observed to be true near the separation point. Chief among these is (1.4), which, physically, represents the velocity at $y = \infty$ entering the fluid domain. Formally, substituting (1.4) into the momentum equation, (1.1), we observe that the momentum equation is forced by $-\partial_x |\partial_x| A = -\partial_x |\partial_x| u(t,x,\infty)$, which is a loss of two tangential derivatives and therefore a full derivative too singular to be consistent with even real-analytic wellposedness. Nevertheless, exploiting $L^2$ anti-symmetry of the operator $\partial_x |\partial_x|$, Iyer–Vicol established in [16] that the Triple-Deck system is wellposed in real-analytic spaces. Given this result, a natural question is to weaken the regularity required for wellposedness. However, a recent result of [4] shows that the Triple-Deck is generically illposed in any Gevrey space.
below real-analyticity, thereby rendering the real-analytic result [16] as essentially sharp. See also [2] for ill-posedness results in the same spirit.

As is standard for many well-posedness/ill-posedness results, the work of [4] considers the linearized Triple-Deck equations around a smooth shear flow, \( V_s = V_s(y) = y + U_s(y) \), which reads
\[
\begin{align*}
\partial_t u + V_s \partial_x u + v \partial_y V_s - \partial_y^2 u &= -\partial_x |\partial_x A|, \\
\partial_x u + \partial_y v &= 0,
\end{align*}
\]
and with boundary and initial conditions
\[
\begin{align*}
[u, v]|_{y=0} &= 0, \quad (1.10a) \\
\lim_{y \to -\infty} u &= A(t, x), \quad (1.10b) \\
\lim_{x \to \pm \infty} u &= 0, \quad (1.10c) \\
u|_{t=0} &= u_{\text{init}}, \quad (1.10d)
\end{align*}
\]
In this paper, we show that under concavity assumptions on the shear flow \( U_s(y) \), the illposedness mechanism from [4] no longer holds, and in fact the result of [16] can be improved to Gevrey-\( \frac{3}{2} \). In particular, we will assume the following on our background shear flow: \( U_s \) is bounded, in \( C^2(\mathbb{R}_+) \), and
\[
\begin{align*}
U''_s < 0, \quad (1.11a) \\
\sup_y (y)^6 |U''_s| < \infty, \quad (1.11b) \\
\sup_y \frac{|U'''_s|}{|U''_s|} < \infty, \quad (1.11c) \\
U_s(0) &= 0 \quad (1.11d)
\end{align*}
\]

**Remark 1.1.** It will be convenient to choose the normalization
\[
U_s(\infty) = 1, \quad (1.12)
\]
though this is simply to alleviate some notation and remove factors of \( U_s(\infty) \) appearing in the analysis.
Our main result is as follows.

**Theorem 1.** Assume the shear flow $V_s(y) = y + U_s(y)$ is given such that $U_s$ satisfies (1.11)–(1.12). Assume that the initial data has Gevrey $3/2$ regularity in $x$ and Sobolev regularity in $y$, namely that for some $c_0 > 0$,

$$\|e^{c_0 |\partial_x|^2/3} (1 + y)^3 \partial_y u_{\text{init}}\|_{L^2(\mathbb{R} \times \mathbb{R}_+)} < +\infty$$

together with the Dirichlet condition $u_{\text{init}}|_{y=0} = 0$. Then, system (1.9)–(1.10) has a unique local in time solution that obeys the following estimate, for some constants $\beta, C, s > 0$, and for all time $t < \frac{c_0}{\beta}$:

$$\|e^{c_0 \beta t |\partial_x|^2/3} (1 + y)^2 \partial_y u(t, \cdot)\|_{L^2(\mathbb{R} \times \mathbb{R}_+)} \leq C\|e^{c_0 |\partial_x|^2/3} (1 + |\partial_x|)^s (1 + y)^3 \partial_y u_{\text{init}}\|_{L^2(\mathbb{R} \times \mathbb{R}_+)}$$

(1.13)

The proof will be outlined in the next section. It relies on delicate estimates on the couple $(\omega, A)$, where $\omega = \partial_y u$ is an analogue of the vorticity adapted to this anisotropic model. One key aspect is the derivation of estimates on $\omega$, given $A$. This is where the concavity assumption plays a role. The stabilizing effect of concavity in inviscid flows has been well-known since the pioneering works of Lord Rayleigh, and has been exploited in the proof of various mathematical stability results [1,11,24]. But associated mathematical techniques do not easily transfer to viscous flows, due to vorticity creation at the boundary, which is a potential source of other instabilities. To overcome this problem in the context of the linearized Triple-Deck model, we derive estimates using an iterative scheme inspired from the work [7] on stability of Prandtl solutions of the Navier–Stokes equations. The main ideas behind this scheme are explained in Paragraph 2.2. Its convergence requires Gevrey $3/2$ regularity. Once the estimate for $\omega$ is obtained, we turn to the horizontal velocity at infinity $A = A(t, x)$. Here, we make a crucial use of the Benjamin–Ono like equation satisfied by $A$. Distinguishing between several regions of the spectral plane $(\lambda, k)$ (after Laplace transform in time, Fourier transform in $x$), we manage to obtain good resolvent estimates for the linearized Triple-Deck model, from which Gevrey stability estimates follow.

Our scheme for the derivation of vorticity estimates has applications beyond the Triple-Deck model. It notably applies to the study of the so-called hydrostatic Navier–Stokes equation, which stems from the analysis of the usual Navier–Stokes equation in a narrow channel of width $\epsilon$:

$$\partial_t \tilde{u} + \tilde{u} \cdot \nabla \tilde{u} - \nu \Delta \tilde{u} + \nabla p = 0, \quad x \in \mathbb{R}, z \in (0, \epsilon),$$

$$\nabla \cdot \tilde{u} = 0, \quad x \in \mathbb{T}, z \in (0, \epsilon),$$

$$\tilde{u}|_{z=0, \epsilon} = 0.$$

In the case where $\nu \sim \epsilon^2$, approximation

$$\tilde{u} \sim \left( u(t, x, z/\epsilon), \epsilon v(t, x, z/\epsilon) \right)$$

yields to the reduced model:

$$\partial_t u + u \partial_x u + v \partial_y u - \partial_y^2 u + \partial_x p = 0, \quad x \in \mathbb{R}, y \in (0, 1),$$

$$\partial_y p = 0, \quad x \in \mathbb{R}, y \in (0, 1),$$

$$\partial_x u + \partial_y v = 0, \quad x \in \mathbb{T}, y \in (0, 1),$$

$$u|_{y=0, 1} = v|_{y=0, 1} = 0.$$  (1.14)

This model shares features with the Triple-Deck model. For general data, one can not expect more than local analytic well-posedness, due to a strong inviscid instability mechanism identified in [27]. On the contrary, under concavity (or convexity) of the initial data, it is known that the hydrostatic Euler equation is well-posed in Sobolev regularity [23]. It is then natural to ask what remains of this improved stability in the presence of diffusion, namely for system (1.14). A partial answer was brought very recently in [9], where a local well-posedness result was achieved in Gevrey regularity, but with an exponent $8/7$ close to $1$ for technical reasons. See also [22,26] for related works.
It turns out that adapting the methodology of the present paper, one can improve such result at the linear level, by establishing Gevrey $3/2$ well-posedness for the problem:

\[
\begin{align*}
\partial_t u + U_s \partial_x u + vU_s' \partial_x u + \partial_y p &= 0, \quad x \in \mathbb{R}, y \in (0, 1), \\
\partial_y p &= 0, \quad x \in \mathbb{R}, y \in (0, 1), \\
\partial_x u + \partial_y v &= 0, \quad x \in \mathbb{R}, y \in (0, 1), \\
\left. u \right|_{y=0, 1} &= \left. v \right|_{y=0, 1} = 0.
\end{align*}
\]

(1.15)

where $U_s = U_s(y)$ is again a concave shear flow (convex shear flow would work as well). Namely, we have the following result, very similar to Theorem 1:

**Theorem 2.** Assume that the shear flow $U_s$ is smooth and strictly concave on $[0, 1]$. Assume that the initial data has Gevrey $3/2$ regularity in $x$ and Sobolev regularity in $y$, namely that for some $c_0 > 0$,

\[\|e^{c_0 |\partial_x|^2/3} \partial_y u_{\text{init}}\|_{L^2(\mathbb{R} \times [0, 1])} < +\infty\]

together with the conditions $u_{\text{init}} \big|_{y=0, 1} = 0$, $\int_0^1 \partial_x u_{\text{init}} \, dy = 0$. Then, system (1.15) has a unique local in time solution with initial data $u_{\text{init}}$, that obeys the following estimate, for some constants $\beta, C, s > 0$, and for all time $t < c_0^\beta$:

\[\|e^{(c_0 - \beta t)|\partial_x|^2/3} \partial_y u(t, \cdot)\|_{L^2(\mathbb{R} \times [0, 1])} \leq C\|e^{c_0 |\partial_x|^2/3} (1 + |\partial_x|)^s \partial_y u_{\text{init}}\|_{L^2(\mathbb{R} \times [0, 1])}\]

(1.16)

The proof of this theorem will be quickly explained in the last Sect. 7. It is very similar in spirit with the analysis carried for the Triple-Deck, without difficulties coming from the coupling with the unknown $A$.

We make a few remarks regarding the above results.

**Remark 1.2.** We focus in this article on the problem of local existence in Gevrey regularity. We leave the study of global existence and asymptotic in time dynamics for future study. This is a very interesting problem even the analytic context (see the long-time existence works [14], [25] in the Prandtl setting.)

**Remark 1.3.** The decay of the second derivative of the background shear flow, $U_s$, (1.11b), and on $\partial_y u_{\text{init}}$ in Theorem 1 is assumed to be algebraic and is a fairly mild assumption. These appear to be required, at least using our methodology, to control the several nonlocal operators that occur in our analysis (see for example below, (2.1), (2.2)).

**Remark 1.4.** As for the algebraic loss $(1 + |\partial_x|)^s$ of the tangential derivative in Theorems 1 and 2, a close look at our proof provides the upper bound $s = 5$. This value is certainly not optimal, while we do not even know whether this additional loss of tangential derivative is essential or not.

### 2. Outline of the Proof

We explain here the main steps in the proof of Theorem 1. Due to the several averaging operators we have in our analysis, we will introduce the following notations:

\[
\begin{align*}
\mathcal{U}[\omega] &:= \int_0^\infty \omega, \quad \mathcal{U}_y[\omega] := \int_y^\infty \omega, \quad \mathcal{V}[\omega] := \int_0^\infty \int_y^\infty \omega, \quad \mathcal{V}_y[\omega] := \int_y^\infty \int_y^\infty \omega, \\
\mathcal{V}_y^(-)[\omega] &:= \int_y^\infty \int_y^\infty \omega.
\end{align*}
\]

(2.1)
2.1. \((\omega, A)\) Decomposition

Our starting point is to decompose (1.9) into two coupled equations: one governing the vorticity, \(\omega := \partial_y u\), and one governing the trace at infinity \(A(t, x)\). To derive the evolution governing \(A\), we evaluate (1.9) at \(y = \infty\), whereas to obtain the evolution governing \(\omega\), we differentiate (1.9) with respect to \(y\). In both cases, we use the identity

\[
v = -\int_0^y u_x = -\int_0^y (A_x - \int_{y'}^\infty \omega_x) = -yA_x + \int_0^y \int_{y'}^\infty \omega_x = -yA_x - V_y[\omega_x].
\]

We thus obtain the vorticity-Benjamin–Ono equation

\[
\begin{align*}
\partial_t A + \partial_x A + \partial_x |\partial_x| A = V[\omega_x], \\
\partial_t \omega + V_s \partial_x \omega - U_s'' V_y[\omega_x] - \partial_y^2 \omega = yU_s'' A_x, \\
U[\omega] = A.
\end{align*}
\]

Conversely, starting from a solution \((\omega, A)\) of (2.4) with \((\omega, A)|_{t=0} = (\partial_y u_{init}, u_{init}(x, \infty))\), it is easy to check that the triplet \((u, v, A)\), where \(u := \int_0^y \omega\), \(v := -\int_0^y \partial_x u\) satisfies (1.9)–(1.10). We insert here a proof of this fact.

**Lemma 2.1.** Assume the tuple \((\omega, A)\) satisfies (2.4). Then \(u := \int_0^y \omega\) satisfies (1.9)–(1.10).

**Proof.** The velocity \(u := \int_0^y \omega\) automatically satisfies \(u|_{y=0} = 0\). By using the identity

\[
\partial_y \{\partial_t u + V_s \partial_x u + vV'_s - \partial_y^2 u\} = \partial_t \omega + V_s \partial_x \omega + vV''_s - \partial_y^2 \omega,
\]

coupled with the identity (2.3), the equations (2.4b) and (2.4c) implies

\[
\begin{align*}
\partial_t u + V_s \partial_x u - (yA_x + V_y[\omega_x]) V'_s - \partial_y^2 u &= C(t, x), \\
u|_{y=0} &= 0, \\
u|_{y=\infty} &= A
\end{align*}
\]

for an undetermined function \(C(t, x)\). To determine \(C(t, x)\), we evaluate (2.5a) at \(y = \infty\), which produces

\[
\partial_t A + \partial_x A - V[\omega_x] = C(t, x)
\]

Upon invoking (2.4a), we deduce \(C(t, x) = -\partial_x |\partial_x| A\). Inserting into (2.5a), we obtain (1.9a).

In particular, evaluating equation (1.9a) at \(y = 0\), we find

\[
\partial_y \omega|_{y=0} = \partial_x |\partial_x| A
\]

One can further remark that (2.4a)–(2.4b)–(2.7) is equivalent to (2.4). Indeed, we have just seen that (2.4) implies the Neumann condition (2.7). Conversely, if \((\omega, A)\) satisfies (2.4a)–(2.4b)–(2.7), then, still defining \(u := \int_0^y \omega\), we obtain easily (1.9a), and evaluating this equation at \(y = \infty\):

\[
\partial_t U[\omega] + \partial_x U[\omega] + \partial_x |\partial_x| A = V[\omega_x]
\]

so that combining with (2.4a), we find \(\partial_t (U[\omega] - A) + \partial_x (U[\omega] - A) = 0\). This implies (2.4c) thanks to the compatibility condition on the initial data for \((\omega, A)\).

We now take formally the Laplace transform in time and Fourier transform in \(x\) of system (2.4). We find

\[
\begin{align*}
(\lambda + ik|k|) \hat{A} &= ikV[\hat{\omega}] + \hat{A}_{init}, \\
(\lambda + ikV'_s) \hat{\omega} - ikU''_s V_y[\hat{\omega}] - \partial_y^2 \hat{\omega} &= ikU''_s(y) \hat{\omega}A + \hat{\omega}_{init}, \\
U[\hat{\omega}] &= \hat{A},
\end{align*}
\]

involving

\[
(\hat{\omega}, \hat{A}) = (\hat{\omega}(y), \hat{A}) := L_{t-\chi} \mathcal{F}_{x-k}(\omega(\cdot, y), A), \\
(\hat{\omega}_{init}, \hat{A}_{init}) = (\hat{\omega}_{init}(y), \hat{A}_{init}) := \mathcal{F}_{x-k}(\omega_{init}, A_{init})
\]
We denote
\[ H := \left\{ (\hat{\omega}, \hat{A}) \in L^2(\mathbb{R}_+, (1 + y)^3 dy) \times \mathbb{R}, \right\}, \tag{2.9} \]
equipped with the norm
\[ \| (\hat{\omega}, \hat{A}) \|_H = \left( \| (1 + y)^3 \hat{\omega} \|_{L^2(\mathbb{R}_+)}^2 + |\hat{A}|^2 \right)^{1/2}. \]

Our key result will be the following:

**Proposition 1.** There exists absolute positive constants \( K_*, k_0 \) and \( M \), such that for all \(|k| \geq k_0\), all \( \lambda \) with \( \Re(\lambda) \geq K_*|k|^{2/3} \), and all data \((\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}}) \in H\), system \((2.8a)-(2.8b)-(2.8c)\) has a unique solution satisfying
\[ \| (\hat{\omega}, \hat{A}) \|_H \lesssim |k|^{1/3} |\lambda|^{1/4} \| (\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}}) \|_H. \]

Most of the paper is devoted to the proof of this proposition. The main steps of this proof, involving an iteration scheme inspired from [7], will be given in the next two paragraphs. Well-posedness of the systems involved at each step of the iteration is shown in Sects. 3 and 4. Checking the convergence of the iteration is done in Sect. 5. Eventually, we will explain in Sect. 6 how to complete Proposition 1 to obtain Theorem 1.

### 2.2. Hydrostatic & Boundary Layer Iteration

Here, as well as in Sects. 3, 4 and 5, we will focus on the system \((2.8a)-(2.8b)-(2.8c)\). For a significant part of the analysis, we will rely on the observation that \((2.8a)\) on one hand and \((2.8b)-(2.8c)\) on the other hand can be essentially decoupled. Indeed, for any given \( \hat{A} \in \mathbb{C} \) the solution \( \hat{\omega} = \hat{\omega}[\hat{A}] \) to the system \((2.8b)-(2.8c)\) is splitted as follows:
\[ \hat{\omega}[\hat{A}] = \hat{A} \hat{\omega} + \omega_{\text{inhom}}, \tag{2.10} \]
where
\[ (\lambda + ikV_s)\hat{\omega} - ikU''_s V_y[\hat{\omega}] - \partial_y^2 \hat{\omega} = ikU''_s(y)y, \]
\[ \mathcal{U}[\hat{\omega}] = 1, \tag{2.11} \]
and
\[ (\lambda + ikV_s)\omega_{\text{inhom}} - ikU''_s V_y[\omega_{\text{inhom}}] - \partial_y^2 \omega_{\text{inhom}} = \hat{\omega}_{\text{init}}, \]
\[ \mathcal{U}[\omega_{\text{inhom}}] = 0. \tag{2.12} \]

The point here is that the system \((2.11)-(2.12)\) is independent of \( \hat{A} \). Therefore, once this system is uniquely solved, the complex number \( \hat{A} \) is determined by solving the equation
\[ (\lambda + ik + ik|k| - ikV[\hat{\omega}])\hat{A} = ikV[\omega_{\text{inhom}}] + \hat{A}_{\text{init}}. \tag{2.13} \]

Since each of \( \lambda + ik + ik|k| - ikV[\hat{\omega}], ikV[\omega_{\text{inhom}}] + \hat{A}_{\text{init}} \) is independent of \( \hat{A} \), in order to show the unique solvability of \( \hat{A} \) we only need to consider the \textit{a priori} estimate for the solution to \((2.13)\), by using the fact that \((\hat{\omega}, \omega_{\text{inhom}})\) solves the system \((2.11)-(2.12)\). The derivation of the a priori estimate of \( \hat{A} \) is given later in Proposition 3.
2.2.1. Iteration for $\bar{\omega}$. In this section, we explain the main strategy for the construction of the normalized quantity $\bar{\omega}$, solution of (2.11). This construction will work for $\Re(\lambda)$ large enough, that is for $\Re(\lambda) \geq K_s |k|^{2/3}, |k| \geq k_0,$ for some absolute constants $K_s, k_0$. We plan to construct $\bar{\omega}$ in two pieces. The first one accounts for the (singular in $k$) forcing $ikU''_s(y)y$, but has a homogeneous Neumann condition instead of mean 1. It is called the hydrostatic part and denoted $\omega_H$, as stability estimates for this part take their inspiration from works on hydrostatic Euler: see [1,23], as well as [11]. The second piece has (essentially) no forcing, but corrects the mean. This piece is called the boundary layer part, and denoted $\omega_{BL}$. Actually, as will be seen below, we will not be able to correct the mean condition at once without creating some error source term. This will require in turn to add an hydrostatic term, which will create an error in the mean, and so on. Hence, both the hydrostatic and boundary layer parts will be given as infinite sums. This idea of solving a fluid equation through an iteration has revealed fruitful in several recent papers, notably around the analysis of Orr-Sommerfeld equations: see the pioneering work [12], as well as [6].

Our main source of inspiration here is [7]. More precisely, the idea is to construct $\bar{\omega}$ under the form:

$$\bar{\omega} = \omega_H + \omega_{BL}$$

$$= \sum_{j=0}^{\infty} \omega_H^{(j)} + \sum_{j=0}^{\infty} \omega_{BL}^{(j)}$$

$$= \omega_H^{(0)} + \omega_{BL}^{(0)} + \sum_{j=1}^{\infty} \omega_H^{(j)} + \sum_{j=1}^{\infty} \omega_{BL}^{(j)}$$

$$= \omega_H^{(0)} + \omega_{BL}^{(0)} + \omega_H^{(\text{tail})} + \omega_{BL}^{(\text{tail})}.$$  

(2.15)

where the “tail” of both the expansions will be shown to be higher order. We delineate here the various systems satisfied formally by $\omega_H^{(j)}$ and $\omega_{BL}^{(j)}, j \geq 0$.

The first idea is to initialize the construction by solving the Neumann problem:

$$(\lambda + ikV_s)\omega_H^{(0)} - ikU''_sV_y[\omega_H^{(0)}] - \partial_y^2 \omega_H^{(0)} = ikU''_s(y)y,$$

$$\partial_y \omega_H^{(0)}|_{y=0} = 0.$$  

(2.16)

This system will be shown to be well-posed for $\Re(\lambda)$ large enough in Sect. 4.

We then initialize the boundary layer construction by solving the system:

$$(\lambda + ikV_s)\omega_{BL}^{(0)} - \partial_y^2 \omega_{BL}^{(0)} = 0,$$

$$U[\omega_{BL}^{(0)}] = 1 - U[\omega_H^{(0)}].$$  

(2.17)

Well-posedness of this system will be shown in Sect. 3. Note that we got rid at this step of the stretching term. This creates an error term $-ikU''_sV_y[\omega_{BL}^{(0)}]$, which will be corrected by the next hydrostatic term in the expansion. With this in mind, we define our $j$'th order hydrostatic term in the expansion (2.14) ($j \geq 1$) as the solution of

$$(\lambda + ikV_s)\omega_{H}^{(j)} - ikU''_sV_y[\omega_{H}^{(j)}] - \partial_y^2 \omega_{H}^{(j)} = ikU''_sV_y[\omega_{BL}^{(j-1)}]$$

$$\partial_y \omega_{H}^{(j)}|_{y=0} = 0,$$  

(2.18)

and for the $j$'th order boundary layer term ($j \geq 1$):

$$(\lambda + ikV_s)\omega_{BL}^{(j)} - \partial_y^2 \omega_{BL}^{(j)} = 0,$$

$$U[\omega_{BL}^{(j)}] = -U[\omega_H^{(j)}].$$  

(2.19)

We stress that this sequence of profiles $(\omega_{H}^{(j)}, \omega_{BL}^{(j)})$ can be expressed in terms of a sequence of parameters and of two fixed functions. To see this, we introduce

$$\Lambda_j := -U[\omega_{H}^{(j)}]$$  

(2.20)
\[
\lambda_j := \begin{cases} 
1 + \Lambda_0, & j = 0 \\
\Lambda_j, & j \geq 1 
\end{cases} \tag{2.21}
\]

as well as the solution \( \Omega_{BL} \) of

\[(\lambda + ikV_s)\Omega_{BL} - \partial_y^2 \Omega_{BL} = 0, \tag{2.22}\]

and the solution \( F_H \) of

\[(\lambda + ikV_s)F_H - ikU''_s \mathcal{V}_y[F_H] - \partial_y^2 F_H = U''_s \mathcal{V}_y[\Omega_{BL}], \]

\[\partial_y F_H |_{y=0} = 0, \tag{2.23}\]

These two systems will be shown to have solutions for \( \Re(\lambda) \geq K_s |k|^{2/3} \) in Sects. 3 and 4. Clearly, it follows that

\[
\omega^{(j)}_{BL} = \lambda_j \Omega_{BL}, \quad j \geq 0, \tag{2.24}\]

\[
\omega^{(j)}_H = ik \lambda_{j-1} F_H, \quad j \geq 1. \tag{2.25}\]

and inserting this relation into the formulæ for \( \lambda_j \), we find

\[
\lambda_{j+1} = (-ik \mathcal{U}[F_H]) \lambda_j, \quad \text{that is} \quad \lambda_j = (-ik \mathcal{U}[F_H])^j \lambda_0, \quad j \geq 0. \tag{2.26}\]

From these relations, we see that all profiles \( (\omega^{(j)}_H, \omega^{(j)}_{BL}) \) only depend on \( \omega^{(0)}_H, F_H \) and \( \Omega_{BL} \). Moreover, as \( \lambda_j \) obeys a geometric progression, the convergence of the series will depend on whether the common ratio \( (-ik \mathcal{U}[F_H]) \) is less than 1, which will be examined in Sect. 5.

### 2.2.2. Iteration for \( \omega_{inhom} \)

We are led to perform a similar iteration to construct \( \omega_{inhom} \), the solution to (2.12). We decompose as follows:

\[
\omega_{inhom} = \omega_{IH} + \omega_{IB}
\]

\[
= \omega^{(0)}_{IH} + \omega^{(0)}_{IB} + \sum_{j=1}^{\infty} \omega^{(j)}_{IH} + \sum_{j=1}^{\infty} \omega^{(j)}_{IB}
\]

\[
= \omega^{(0)}_{IH} + \omega^{(0)}_{IB} + \omega^{(tail)}_{IH} + \omega^{(tail)}_{IB} \tag{2.27}
\]

We will now describe the quantities appearing above.

At leading order, similarly to the previous paragraph, we want \( \omega^{(0)}_{IH} \) to solve

\[
(\lambda + ikV_s)\omega^{(0)}_{IH} - ikU''_s \mathcal{V}_y[\omega^{(0)}_{IH}] - \partial_y^2 \omega^{(0)}_{IH} = \omega_{init},
\]

\[\partial_y \omega^{(0)}_{IH} |_{y=0} = 0, \tag{2.28}\]

(see Sect. 4 for well-posedness) and \( \omega^{(0)}_{IB} \) to solve

\[
(\lambda + ikV_s)\omega^{(0)}_{IB} - \partial_y^2 \omega^{(0)}_{IB} = 0,
\]

\[\mathcal{U}[\omega^{(0)}_{IB}] = -\mathcal{U}[\omega^{(0)}_{IH}]. \tag{2.29}\]

Again, this construction of \( \omega^{(0)}_{IB} \) creates an error \( -ikU''_s \mathcal{V}_y[\omega^{(0)}_{IB}] \).

We now define the higher order “tail” quantities. We define for \( j \geq 1 \),

\[
(\lambda + ikV_s)\omega^{(j)}_{IH} - ikU''_s \mathcal{V}_y[\omega^{(j)}_{IH}] - \partial_y^2 \omega^{(j)}_{IH} = ikU''_s \mathcal{V}_y[\omega^{(j-1)}_{IB}], \quad j \geq 1
\]

\[\partial_y \omega^{(j)}_{IH} |_{y=0} = 0, \tag{2.30}\]

and

\[
(\lambda + ikV_s)\omega^{(j)}_{IB} - \partial_y^2 \omega^{(j)}_{IB} = 0,
\]

\[\mathcal{U}[\omega^{(j)}_{IB}] = -\mathcal{U}[\omega^{(j)}_{IH}]. \tag{2.31}\]
We once again propose
\[ \tilde{\lambda}_j := -U[\omega_{IH}^{(j)}], \quad j \geq 0. \]  
(2.32)

Given these definitions, we have
\[ \omega_{IB}^{(j)} = \tilde{\lambda}_j \Omega_{BL}, \quad j \geq 0 \]  
(2.33)
\[ \omega_{IH}^{(j)} = ik\tilde{\lambda}_{j-1} F_H, \quad j \geq 1 \]  
(2.34)

where again,
\[ \tilde{\lambda}_{j+1} = (-ikU[F_H])\tilde{\lambda}_j, \quad \text{that is} \quad \tilde{\lambda}_j = (-ikU[F_H])^j \tilde{\lambda}_0, \quad j \geq 0. \]  
(2.35)

### 2.3. Gevrey Stability Estimate

We will be working under the hypotheses
\[ |k| \geq k_0, \]  
(2.36)
\[ \Re(\lambda) \geq K_*|k|^{\frac{2}{3}}. \]  
(2.37)

where \( K_*, k_0 \gg 1 \) relative to universal constants. We introduce the following weight, which will be used throughout our analysis:
\[ U''_{s,k} = U''_{s} - |k|^{-\frac{2}{3}}(1 + y)^{-6} \]  
(2.38)

We first state the following elementary properties of the weight \( U''_{s,k} \):

**Lemma 2.2.** The weight (2.38) satisfies the following upper and lower bounds:
\[ (1 + y)^6 \lesssim \frac{1}{-U''_{s,k}} \lesssim |k|^{\frac{2}{3}}(1 + y)^6 \]  
(2.39)

**Proof.** For the upper bound, we have
\[ \frac{1}{-U''_{s,k}} = -U''_{s} + |k|^{-\frac{2}{3}}(1 + y)^{-6} \leq \frac{1}{|k|^{-\frac{2}{3}}(1 + y)^{-6}} = |k|^{\frac{2}{3}}(1 + y)^6. \]

For the lower bound, we have the general elementary inequality for \( a, b \geq 0 \):
\[ \frac{1}{a + b} \geq \frac{1}{2\max\{a, b\}}. \]

Given this, the lower bound will follow from the following upper bound
\[ \max\{-U''_{s}, |k|^{-\frac{2}{3}}(1 + y)^{-6}\} \lesssim (1 + y)^{-6}, \]
upon invoking our decay assumption, (1.11b).

As a result of the formal analysis of the two previous paragraphs, and of the rigorous analysis of Sects. 3–5, we state our main proposition on the structure of \( \hat{\omega}[\hat{A}] \) from (2.10).

**Proposition 2.** Under (2.36)–(2.37), for any constant \( \hat{A} \), there is a unique solution \( \hat{\omega}[\hat{A}] \) of (2.8b)–(2.8c) that can be decomposed in the following manner:
\[ \hat{\omega}[\hat{A}] = \hat{A}\lambda_* \Omega_{BL} + \hat{A}\omega_{H}^{(0)} + \hat{A}\omega_{H}^{(\text{tail})} + \omega_{\text{inhom}}, \]  
(2.40)

where \( \lambda_* \in \mathbb{C} \), and where the functions \( \Omega_{BL}, \omega_{H}^{(0)}, \omega_{H}^{(\text{tail})}, \omega_{\text{inhom}} \in L^2((1 + y)^3\mathbb{R}_+) \) were introduced in the previous paragraph. Moreover, they satisfy the following bounds:
\[ |\lambda_*| \lesssim 1 + \frac{|k|}{\Re(\lambda)} \]  
(2.41a)
Proposition 3. Under (2.36)–(2.37), the equation (2.8a), where \( \hat{\omega} = \omega[A] \) was introduced in Proposition 2 has a unique solution \( \hat{A} \) satisfying:

\[
|\hat{A}|^2 \lesssim (1 + y)^3 \omega_{\text{init}}^2 \left[ 1 + \frac{1}{|k|^4} |\hat{A}_{\text{init}}|^2 \right].
\]  

Proof. For brevity, we focus on the a priori estimate. We rewrite (2.8a) upon recalling the definition of \( \mathbb{V} \) in (2.1) and invoking the structural decomposition (2.40) as

\[
(\lambda + ik + ik|k|)\hat{A} = ik\mathbb{V}[\hat{\omega}] + \hat{A}_{\text{init}}
= ik\lambda_0 \mathbb{V}[\Omega_{BL}] + ik\lambda \mathbb{V}[\omega_H^{(0)}] + ik\lambda \mathbb{V}[\omega_H^{(tail)}] + ik\mathbb{V}[\omega_{\text{inhom}}] + \hat{A}_{\text{init}}.
\]  

We distinguish between two regimes in the \((\lambda, k)\) space. 

Case 1: \(|\lambda + ik|k| \geq \frac{1}{2} |k|^2\) In this case, we can simply divide both sides of (2.43) by \(|\lambda + ik|k|\), and take the modulus. We obtain as a result

\[
|\hat{A}| \leq \left( \frac{|k|\lambda_0}{|\lambda + ik|k|} |\mathbb{V}[\Omega_{BL}]| + \frac{|k|}{|\lambda + ik|k|} |\mathbb{V}[\omega_H^{(0)}]| + \frac{|k|}{|\lambda + ik|k|} |\mathbb{V}[\omega_H^{(tail)}]| \right) |\hat{A}_0|
+ \frac{|k|}{|\lambda + ik|k|} |\mathbb{V}[\omega_{\text{inhom}}]| + \frac{1}{|\lambda + ik|k|} |\hat{A}_{\text{init}}|
\leq \left( \frac{|\lambda| |\mathbb{V}[\Omega_{BL}]| + \frac{1}{|\lambda|} |\mathbb{V}[\omega_H^{(0)}]| + \frac{1}{|\lambda|} |\mathbb{V}[\omega_H^{(tail)}]| \right) |\hat{A}_0| + \frac{1}{|\lambda|} |\mathbb{V}[\omega_{\text{inhom}}]| + \frac{1}{k^2} |\hat{A}_{\text{init}}|
\leq \left( \frac{1}{|\lambda|} \mathbb{V}[\Omega_{BL}] + \frac{1}{|\lambda|} \mathbb{V}[\omega_H^{(0)}] + \frac{1}{|\lambda|} \mathbb{V}[\omega_H^{(tail)}] \right) |\hat{A}_0| + \frac{1}{|\lambda|} |\mathbb{V}[\omega_{\text{inhom}}]| + \frac{1}{k^2} |\hat{A}_{\text{init}}|
\]  

Upon invoking (2.36) and (2.37), we bound the Fourier–Laplace multiplier, \( m(\lambda, k) \), appearing above via

\[
|m(\lambda, k)| \lesssimeq \frac{1}{|\lambda|^{1/2}} + \frac{1}{|\lambda|^2} + \frac{1}{|\lambda|^3} + \frac{|\lambda|^{1/2}}{|\lambda|^{1/2}} + \frac{|\lambda|^{1/2}}{|\lambda|^{1/2}} \lesssimeq \frac{1}{|\lambda|^{2/3}}.
\]  

Inserting back into (2.44), we obtain

\[
|\hat{A}| \lesssim \frac{1}{|k|^{2/3}} |\hat{A}_0| + \frac{1}{|k|} |\mathbb{V}[\omega_{\text{inhom}}]| + \frac{1}{k^2} |\hat{A}_{\text{init}}|,
\]  

which closes the estimate for \( \hat{A} \), and implies that

\[
|\hat{A}| \lesssim \frac{1}{|k|} |\mathbb{V}[\omega_{\text{inhom}}]| + \frac{1}{k^2} |\hat{A}_{\text{init}}|.
\]
We now use the bound (2.41e) to control the $\omega_{inhom}$ contribution:

$$|\hat{A}| \leq \frac{1}{|k|} |\Re(\lambda)| |k|^{1/3} \|(1 + y)^3 \omega_{init} \|_{L^2_y} + \frac{1}{k^2} |\hat{A}_{init}|$$

$$\lesssim \frac{1}{|k|^{4/3}} \|(1 + y)^3 \omega_{init} \|_{L^2_y} + \frac{1}{k^2} |\hat{A}_{init}|$$

**Case 2:** $|\lambda + ik| \leq \frac{1}{2} |k|^2$ This case is more delicate and relies upon a cancellation of the cross term between $\hat{A}$ and the leading order hydrostatic quantity $\omega^{(0)}_H$. To identify this cancellation, we introduce $f_H := \hat{A}\omega^{(0)}_H$. We write (2.43) together with the equation on $f_H$, which reads

$$(\lambda + ik + ik|k|)\hat{A} = ik\mathcal{V}[f_H] + ik\lambda_s \hat{A}\mathcal{V}[\Omega_{BL}] + ik\hat{A}\mathcal{V}[\omega^{(tail)}_H] + ik\mathcal{V}[\omega_{inhom}] + \hat{A}_{init}, \quad (2.47a)$$

$$(\lambda + ikV_s) f_H - \partial_y^2 f_H = ikU''_s(y) y \hat{A} + ikU''_s \mathcal{V}_y[f_H] \quad (2.47b)$$

We take the (complex) scalar product of equation (2.47a) by $\hat{A}$ and of (2.47b) by $\frac{1}{U''_{s,k}} f_H$, where $U''_{s,k}$ is defined in (2.38) (the use of this weight is explained in Sect. 4). We integrate (2.47b) by parts in $y$, and subsequently take the real part. This produces the identity

$$\Re(\lambda)|\hat{A}|^2 + \Re(\lambda)\left|\frac{1}{(U''_{s,k})^{1/2}} f_H\right|_{L^2}^2 + \left|\frac{1}{(U''_{s,k})^{1/2}} \partial_y f_H\right|_{L^2}^2$$

$$= \Re\left(ik\mathcal{V}[f_H]|\hat{A} - \langle iky \hat{A}, f_H \rangle\right) + \Re\langle ik \frac{U''_{s,k} - U''_{s,k}}{U''_{s,k}} y \hat{A}, f_H \rangle + \Re\langle \frac{(U''_{s,k})'}{|U''_{s,k}|^{1/2}} \partial_y f_H, f_H \rangle - \Re\langle ik\mathcal{V}_y[f_H], f_H\rangle$$

$$+ \Re\langle ik \frac{U''_{s,k} - U''_{s,k}}{U''_{s,k}} \mathcal{V}_y[f_H], f_H \rangle + \Re\langle ik\lambda_s \mathcal{V}[\Omega_{BL}]|\hat{A}|^2 \rangle + \Re\langle ik\mathcal{V}[\omega^{(tail)}_H]|\hat{A}|^2 \rangle + \Re\langle ik\mathcal{V}[\omega_{inhom}]|\hat{A}| \rangle$$

$$+ \Re\langle \hat{A}_{init} \rangle. \quad (2.48)$$

We will now extract a cancellation from the first two terms on the right-hand side of (2.48). An integration by parts gives

$$\Re\left(ik\mathcal{V}[f_H]|\hat{A} - \langle iky \hat{A}, f_H \rangle\right) = \Re\left(ik\mathcal{V}[f_H]|\hat{A} + \langle iky \hat{A}, \partial_y \mathcal{V}_y[f_H]\rangle\right)$$

$$= \Re\left(ik\mathcal{V}[f_H]|\hat{A} - \langle iky \hat{A}, \mathcal{V}_y[f_H]\rangle\right)$$

$$= \Re\left(ik\mathcal{V}[f_H]|\hat{A} + ik \hat{A}\mathcal{V}[f_H]\right)$$

$$= 0, \quad (2.49)$$

where we have used for any two complex numbers $a, b \in \mathbb{C}$, the elementary identity $\Re(ik(ab + \overline{a}b)) = 0$.

We then have the bound

$$\left|\langle ik \frac{U''_{s,k} - U''_{s,k}}{U''_{s,k}} y \hat{A}, f_H \rangle\right| \leq |k| \left|\langle (U''_{s,k} - U''_{s,k})^{1/2} y \hat{A}, \frac{f_H}{(U''_{s,k})^{1/2}}\rangle\right|$$

$$\leq |k|^{2/3} \|(1 + y)^3 \omega_{init} \|_{L^2_y} \|\hat{A}\|_{L^2} \left|\frac{f_H}{(U''_{s,k})^{1/2}}\right|_{L^2}$$

$$\lesssim |k|^{2/3} \|\hat{A}\|^2 + \left|\frac{f_H}{(U''_{s,k})^{1/2}}\right|^2_{L^2}$$

The next three terms can be treated exactly as in the proof of Lemma 4.1, Sect. 4, taking $f = f_H$. One keypoint is the cancellation

$$\Re\langle ik\mathcal{V}_y[f_H], f_H\rangle = 0. \quad (2.50)$$
We find (see Lemma 4.1 for all necessary details):

\[
\left| \frac{(U''_{s,k})'}{(U''_{s,k})^2} \partial_y f_H, f_H \right| - \frac{1}{2} \left\| \frac{1}{(-U'_{s,k})^{1/2}} \partial_y f_H \right\|_{L^2}^2 \lesssim \left\| \frac{1}{(-U'_{s,k})^{1/2}} f_H \right\|_{L^2}^2
\]

\[
\left| \frac{ik(U''_{s,k} - U''^*)}{U''_{s,k}} \nu_y[f_H, f_H] \right| \lesssim |k|^{2/3} \left\| \frac{1}{(-U'_{s,k})^{1/2}} f_H \right\|_{L^2}^2.
\]

Inserting into (2.48), we get

\[
\Re(\lambda) |\hat{A}|^2 + \Re(\lambda) \left\| \frac{1}{(-U'_{s,k})^{1/2}} f_H \right\|_{L^2}^2 + \frac{1}{2} \left\| \frac{1}{(-U'_{s,k})^{1/2}} \partial_y f_H \right\|_{L^2}^2
\]

\[
\lesssim |k|^{2/3} |\hat{A}|^2 + \frac{1}{2} \Re(\lambda) \left\| \frac{1}{(-U'_{s,k})^{1/2}} f_H \right\|_{L^2}^2 + \Re(ik\lambda \nu[\Omega_{BL}]) |\hat{A}|^2 + \Re(ik\nu[\omega_H^{tail}]) |\hat{A}|^2
\]

\[
+ \Re(ik\nu[\omega_{inhom}]) |\hat{A}| + \Re(A_{init}) |\hat{A}|.
\]

By conditions (2.36)–(2.37), the first two terms at the right-hand side can be absorbed for \( K_* \) large enough, resulting in

\[
\Re(\lambda) |\hat{A}|^2 + \Re(\lambda) \left\| \frac{1}{(-U'_{s,k})^{1/2}} f_H \right\|_{L^2}^2 + \frac{1}{2} \left\| \frac{1}{(-U'_{s,k})^{1/2}} \partial_y f_H \right\|_{L^2}^2
\]

\[
\lesssim \Re(ik\lambda \nu[\Omega_{BL}]) |\hat{A}|^2 + \Re(ik\nu[\omega_H^{tail}]) |\hat{A}|^2 + \Re(ik\nu[\omega_{inhom}]) |\hat{A}| + \Re(A_{init}) |\hat{A}|. \tag{2.51}
\]

We now bound the right-hand side of (2.51). First, we have

\[
|\Re(ik\lambda \nu[\Omega_{BL}]) |\hat{A}|^2| \lesssim |k\lambda| |\nu[\Omega_{BL}]| |\hat{A}|^2 \lesssim \frac{|k|}{|\lambda|^{1/2}} \left( 1 + \frac{|k|}{\Re(\lambda)} \right) |\hat{A}|^2, \tag{2.52}
\]

where we have invoked our bounds (2.41a) and (2.41b).

Second, we have by (2.41d):

\[
|\Re(ik\nu[\omega_H^{tail}]) |\hat{A}|^2| \lesssim \frac{k^2}{\Re(\lambda)|\lambda|^{1/2}} \left( 1 + \frac{|k|}{\Re(\lambda)} \right) |\hat{A}|^2 \tag{2.53}
\]

where we have invoked (2.41d)

Injecting back into (2.51), we obtain

\[
\Re(\lambda) |\hat{A}|^2 + \Re(\lambda) \left\| \frac{1}{(-U'_{s,k})^{1/2}} f_H \right\|_{L^2}^2 + \frac{1}{2} \left\| \frac{1}{(-U'_{s,k})^{1/2}} \partial_y f_H \right\|_{L^2}^2
\]

\[
\lesssim \left( \frac{|k|}{|\lambda|^{1/2}} + \frac{k^2}{\Re(\lambda)|\lambda|^{1/2}} + \frac{|k|^3}{\Re(\lambda)^2|\lambda|^{1/2}} \right) |\hat{A}|^2 + |\Re(ik\nu[\omega_{inhom}])| |\hat{A}| + |\Re(A_{init})| |\hat{A}|. \tag{2.54}
\]

To bound the Fourier–Laplace multiplier, \( n(\lambda, k) \), we have to observe that

\[
|\lambda + ik| \leq \frac{1}{2} |k| \Rightarrow |\Im(\lambda)| \geq \frac{1}{2} |k| \Rightarrow |\lambda| \geq \frac{1}{2} |k|^2. \tag{2.55}
\]

Using this observation, we find that

\[
|n(\lambda, k)| \lesssim 1 + \frac{|k|}{\Re(\lambda)} + \frac{k^2}{\Re(\lambda)^2}
\]

\[
\lesssim \left( \frac{1}{\Re(\lambda)} + \frac{1}{K_*^{3/2} \Re(\lambda)} + \frac{1}{K_*^{3/2}} \right) \Re(\lambda) \ll \Re(\lambda)
\]

\[\hat{B} \]
using (2.36) and (2.37). Therefore, these terms can be absorbed to the left-hand side of (2.54). Doing so produces the bound
\[
\Re(\lambda)|\hat{A}|^2 + \Re(\lambda)\|\frac{1}{(-U_{s,k}^\mu)^{1/2}} f_H\|_{L^2}^2 + \|\frac{1}{(-U_{s,k}^\mu)^{1/2}} \partial_y f_H\|_{L^2}^2
\leq |\Re ik\nu[\hat{\omega}_{inhom}]| + |\Re(\hat{A}_{init})|.
\] (2.56)

A standard Young’s inequality for products gives for a $\delta > 0$,
\[
|ik\nu[\hat{\omega}_{inhom}]| \leq \delta \Re(\lambda)|\hat{A}|^2 + \frac{C_\delta}{\Re(\lambda)} k^2 |\nu[\hat{\omega}_{inhom}]|^2
\leq \delta \Re(\lambda)|\hat{A}|^2 + \frac{C_\delta}{\Re(\lambda)} |k|^{8/3}((1+y)^3 \hat{\omega}_{init})^2
\leq \delta \Re(\lambda)|\hat{A}|^2 + C |k|^{2/3}((1+y)^3 \hat{\omega}_{init})^2
\]
while
\[
|\hat{A}_{init}| \leq \delta \Re(\lambda)|\hat{A}|^2 + \frac{C_\delta}{\Re(\lambda)} |\hat{A}_{init}|^2
\leq \delta \Re(\lambda)|\hat{A}|^2 + C |k|^{-2/3}|\hat{A}_{init}|^2
\]
Hence,
\[
|\hat{A}|^2 \lesssim \|(1+y)^3 \omega_{init}\|_{L_y^2}^2 + |k|^{-4/3}|\hat{A}_{init}|^2
\]
This concludes the proof of the proposition. \[\square\]

We can now conclude the proof of our main Proposition 1.

**Proof of Proposition 1.** Under the assumptions of Proposition 1, that are exactly (2.36)–(2.37), estimate (2.42) holds:
\[
|\hat{A}| \lesssim \|(1+y)^3 \omega_{init}\|_{L_y^2} + |k|^{-2/3}|\hat{A}_{init}|
\]
We now come back to the decomposition of $\hat{\omega}$:
\[
\hat{\omega} = \hat{A}\left(\lambda_s \Omega_{BL} + \omega_H^{(0)} + \omega_H^{(tail)}\right) + \omega_{inhom}.
\] (2.57)

By the analysis performed in Sect. 3, notably formula (3.22), (3.2) and estimate (3.9), we have
\[
\|(1+y)^3 \Omega_{BL}\|_{L^2} \lesssim \|(1+y)^3 \xi_0\|_{L^2} + \|(1+y)^3 \Xi_0\|_{L^2} \lesssim |\lambda|^{1/4} + \frac{|k|}{|\lambda|^{3/4}} \lesssim |\lambda|^{1/4} + |k|^{1/6} \lesssim |\lambda|^{1/4}
\] (2.58)

By the analysis performed in Sect. 4, notably (4.11), we have
\[
\|(1+y)^3 \omega_H^{(0)}\|_{L^2} \lesssim \frac{1}{(-U_{s,k}^\mu)^{1/2}} \omega_H^{(0)} \|_{L^2} \lesssim \frac{|k|}{\Re(\lambda)} \lesssim |k|^{1/3}
\]
Using also (5.5), (5.3), and estimate (4.10), we get
\[
\|(1+y)^3 \omega_H^{(tail)}\|_{L^2} \lesssim |k| |\lambda| ((1+y)^3 F_H) \|_{L^2} \lesssim |k| |\lambda| \frac{1}{(-U_{s,k}^\mu)^{1/2}} F_H \|_{L^2}
\lesssim \frac{k}{\Re(\lambda) |\lambda|^{1/2}} \left(1 + \frac{|k|}{\Re(\lambda)} \right) \lesssim |k|^{1/3}.
\]
Similarly, using decomposition (5.6), (5.4), (2.58), (4.12), we find

\[\square\]
\[
\|(1 + y)^3 \omega_{\text{inhom}}\|_{L^2} \lesssim \frac{1}{R(\lambda)} (|\lambda|^{1/4} + |k|^{1/6} + 1 + \frac{|k|}{R(\lambda)|\lambda|^{1/2}}) \|(-U_{s,k}''\omega')^{1/2} \hat{\omega}_{\text{init}}\|_{L^2} \\
\lesssim \frac{|k|^{1/3}}{R(\lambda)} (|\lambda|^{1/4} + |k|^{1/6} + 1 + \frac{|k|}{R(\lambda)|\lambda|^{1/2}}) \|(1 + y)^3 \hat{\omega}_{\text{init}}\|_{L^2} \\
\lesssim |k|^{-1/3} |\lambda|^{1/4} \|(1 + y)^3 \hat{\omega}_{\text{init}}\|_{L^2}.
\]
(2.59)

Together with the estimate for \(\lambda_+\), cf. (2.41a) and the estimate (2.42) for \(\hat{A}\), we end up with
\[
\|(\hat{\omega}, \hat{A})\|_H \lesssim |k|^{1/3} |\lambda|^{1/4} \left( \|(1 + y)^3 \hat{\omega}_{\text{init}}\|_{L^2} + |k|^{-2/3} |\hat{A}_{\text{init}}| \right)
\]
(2.60)
which yields the estimate of the proposition.

3. Construction of \(\Omega_{BL}\)

This section is devoted to the construction of \(\Omega_{BL}\), solution to (2.22), under the assumptions (2.36)–(2.37). We will achieve this \(\Omega_{BL}\) as a sum:
\[
\Omega_{BL} := \sum_{j=0}^{\infty} (\xi^{(j)} + \Xi^{(j)}),
\]
(3.1)
where we initialize the iteration by defining:
\[
\xi^{(0)}(\lambda, y) := \lambda^{1/2} e^{-\lambda^{1/2} y}, \quad \alpha_j := U(\Xi^{(j)}),
\]
(3.2)
where \(\lambda^{1/2}\) is the square root of \(\lambda\) with positive real part. Notice that \(U(\xi^{(0)}) = 1\). We now define, for \(j \geq 0\), the profiles \(\Xi^{(j)} = \Xi^{(j)}(\lambda, k, y)\) through the following equation:
\[
(\lambda + ikV_s)\Xi^{(j)} - \partial_y^2 \Xi^{(j)} = -ikV_s \xi^{(j)},
\]
(3.3a)
\[
\Xi^{(j)}|_{y=0} = 0.
\]
(3.3b)
(see below for well-posedness). We then define, for \(j \geq 1\), the following “heat” profiles:
\[
\lambda \xi^{(j)} - \partial_y^2 \xi^{(j)} = 0,
\]
(3.4a)
\[
U(\xi^{(j)}) = -U(\Xi^{(j-1)}).
\]
(3.4b)
This equation admits explicit solutions
\[
\xi^{(j)} = -U(\Xi^{(j-1)}) \lambda^{1/2} e^{-\lambda^{1/2} y} = -U(\Xi^{(j-1)}) \xi^{(0)} = -\alpha_{j-1} \xi^{(0)}, \quad j \geq 1
\]
(3.5)
Inserting this into (3.3a), we obtain that
\[
\Xi^{(j)} = -\alpha_{j-1} \Xi^{(0)}, \quad j \geq 1,
\]
(3.6)
where the profile \(\Xi^{(0)}\) satisfies
\[
(\lambda + ikV_s)\Xi^{(0)} - \partial_y^2 \Xi^{(0)} = -ikV_s \xi^{(0)},
\]
(3.7a)
\[
\Xi^{(0)}|_{y=0} = 0.
\]
(3.7b)
Inserting (3.6) into the definition of \(\alpha_j\), we obtain the relation
\[
\forall j \geq 1, \quad \alpha_j = -\alpha_0 \alpha_{j-1}, \quad \alpha_0 = U(\Xi^{(0)}).
\]
(3.8)
From all these relations, we see that once the well-posedness of (3.7a)–(3.7b) will be shown, all terms \((\xi^{(j)}, \Xi^{(j)})\) in the expansion (3.1) will be well-defined through formulae (3.2), (3.5) and (3.6), having noticed that \(\alpha_j = \alpha_0 (\alpha_0)^j\). Moreover, the convergence of the sum in (3.1) will hold if \(|\alpha_0| < 1\), which will be shown to be true under (2.36)–(2.37).
The well-posedness of (3.7a)–(3.7b) is settled in

**Lemma 3.1.** System (3.7a)–(3.7b) has a unique solution \( \Xi^{(0)} \) satisfying for all \( m \geq 0 \):

\[
\| y^m \Xi^{(0)} \|_{L^2}^2 \lesssim_m k^2 |\lambda|^{m+5/2}, \quad \| y^m \partial_y \Xi^{(0)} \|_{L^2} \lesssim_m k^2 |\lambda|^{m+3/2}.
\]

(3.9)

where the implicit constant in the above inequalities depends on \( m \).

**Proof.** We just detail the \( a \) \( priori \) estimates, the construction of the solution being then classical. We will make use of the fact that \( \Re(\lambda^{1/2}) \approx |\lambda|^{1/2} \). More precisely, if \( \Re(\lambda) > 0 \), then

\[
\Re(\lambda^{1/2}) \leq |\lambda|^{1/2} \leq \sqrt{3}\Re(\lambda^{1/2}).
\]

Indeed, the first inequality is trivial. For the second one, we write \( \lambda^{1/2} = a + ib \), \( a > 0 \), so that \( \lambda = a^2 - b^2 + 2iab \). Condition \( \Re(\lambda) > 0 \) implies \( a \geq |b| \), so that

\[
|\lambda| \leq a^2 - b^2 + 2a|b| \leq 3a^2 = 3\Re(\lambda^{1/2})^2.
\]

We now take the (complex) scalar product of (3.7a) with \( y^{2m+1}\Xi^{(0)} \), and take the real part. This produces

\[
\Re(\lambda)\| y^m \Xi^{(0)} \|_{L^2}^2 + \| y^m \partial_y \Xi^{(0)} \|_{L^2}^2 - m(2m - 1)\| y^{m-1} \Xi^{(0)} \|_{L^2}^2 = -\Re(ikV_s \xi^{(0)}, \Xi^{(0)} y^{2m}).
\]

(3.10)

We estimate the right-hand side, using \( |V_s(y)| \leq \| V_s \|_{y \to y} \):

\[
|\langle ikV_s \xi^{(0)}, \Xi^{(0)} y^{2m} \rangle | \leq \frac{|\lambda|^{1/2} \| V_s \|_{y \to y} |k|}{\Re(\lambda^{1/2})^{m+1}} \| z^{m+1} e^{-z} \|_{\Re(\lambda^{1/2})y y} \| y^m \Xi^{(0)} \|_{L^2} \| y^{2m} \Xi^{(0)} \|_{L^2} \leq C|k| \| y^m \Xi^{(0)} \|_{L^2}^2
\]

(3.11)

\[
\leq \frac{\Re(\lambda)}{2} \| \Xi^{(0)} y^m \|_{L^2}^2 + \frac{C^2 k^2}{2\Re(\lambda)} |\lambda|^{m+1/2}.
\]

(3.12)

Back to (3.10), we deduce from the previous inequalities:

\[
\Re(\lambda)\| y^m \Xi^{(0)} \|_{L^2}^2 - m(2m - 1)\| y^{m-1} \Xi^{(0)} \|_{L^2}^2 \lesssim \frac{k^2}{\Re(\lambda)} |\lambda|^{m+1/2}
\]

(3.13)

\[
\| y^m \partial_y \Xi^{(0)} \|_{L^2}^2 \lesssim \frac{k^2}{|\lambda|^{m+1/2}} \| y^m \Xi^{(0)} \|_{L^2}^2 + m\| y^{m-1} \Xi^{(0)} \|_{L^2}^2.
\]

(3.14)

To obtain (3.13) we simply drop the second term from the left-hand side of (3.10), apply (3.12), and use the factor of \( \frac{1}{2} \) in (3.12) to absorb this contribution to the left-hand side. To obtain (3.14), we drop the first term on the left-hand side of (3.10) (which is positive) which implies

\[
\| y^m \partial_y \Xi^{(0)} \|_{L^2}^2 \lesssim m(2m - 1)\| y^{m-1} \Xi^{(0)} \|_{L^2}^2 + \left| \Re(ikV_s \xi^{(0)}, \Xi^{(0)} y^{2m}) \right|
\]

\[
\lesssim m(2m - 1)\| y^{m-1} \Xi^{(0)} \|_{L^2}^2 + \frac{C|k|}{|\lambda|^{m+1/2}} \| y^m \Xi^{(0)} \|_{L^2}^2,
\]

where we have invoked the inequality (3.11).

There are two cases to consider:

- If \( \Re(\lambda) \geq |\Im(\lambda)| \), we have \( |\lambda| \approx \Re(\lambda) \), so that (3.13) implies

\[
|\lambda|\| y^m \Xi^{(0)} \|_{L^2}^2 - m(2m - 1)\| y^{m-1} \Xi^{(0)} \|_{L^2}^2 \lesssim \frac{k^2}{|\lambda|^{m+3/2}}
\]

A simple induction on \( m \) yields the first inequality in (3.9), the second one follows then from (3.14).
If $|\Im(\lambda)| \geq \Re(\lambda)$, we go back to (3.7a), take the scalar product with $y^{2m}\Xi^{(0)}$, but this time take the imaginary part. We find

$$\Im(\lambda)\|y^m\Xi^{(0)}\|_{L^2}^2 = -k(V_s\Xi^{(0)},\Xi^{(0)}y^{2m}) - 2m\Im(\partial_y\Xi^{(0)},y^{2m-1}\Xi^{(0)}) - \Im(ikV_s\xi^{(0)},\Xi^{(0)}y^{2m}). \tag{3.15}$$

Proceeding as above, we have for some $C > 0$:

$$|\langle ikV_s\xi^{(0)},\Xi^{(0)}y^{2m} \rangle| \leq \frac{C|k|}{|\lambda|^{m/2+1/4}}\|y^m\Xi^{(0)}\|_{L^2} \leq \frac{|\Im(\lambda)|}{8}\|\Xi^{(0)}y^m\|^2_{L^2} + \frac{2C^2k^2}{|\Im(\lambda)|\|\lambda\|^{m+1/2}}.$$

We also have

$$|\langle \partial_y\Xi^{(0)},y^{2m-1}\Xi^{(0)} \rangle| \leq \|y^m\partial_y\Xi^{(0)}\|_{L^2}\|y^{2m-1}\Xi^{(0)}\|_{L^2} \leq \frac{1}{2}\|y^{m}\Xi^{(0)}\|_{L^2} + \frac{1}{2}\|y^{m}\partial_y\Xi^{(0)}\|_{L^2},$$

$$|\langle V_s\Xi^{(0)}\rangle\Xi^{(0)}y^{2m}| \leq \frac{C}{|\lambda|^{m/2+1/4}}\|y^m\Xi^{(0)}\|_{L^2}$$

$$\leq \frac{|\Im(\lambda)|}{8}\|\Xi^{(0)}y^m\|^2_{L^2} + \frac{C\lambda^2}{|\lambda|^{m+1/2}}\|\Xi^{(0)}y^m\|^2_{L^2}.$$

Note that we have used (3.14) to go from the second to the third inequality. Moreover, we have

$$|\langle kV_s\Xi^{(0)},\Xi^{(0)}y^{2m} \rangle| \leq |k|\|V'_s\|_\infty\|y^{m+1/2}\Xi^{(0)}\|_{L^2} \leq |k|\|V'_s\|_\infty\|y^{m}\Xi^{(0)}\|_{L^2}\|y^{m+1}\Xi^{(0)}\|_{L^2}$$

$$\leq \frac{|\Im(\lambda)|}{8}\|\Xi^{(0)}y^m\|^2_{L^2} + \frac{Ck^2}{|\Im(\lambda)|}\|y^{m+1}\Xi^{(0)}\|_{L^2}^2 + \frac{C'k^2}{|\Im(\lambda)|\|\Re(\lambda)^2|\lambda|^{m+3/2}},$$

where the last inequality follows from (3.13), applied with index $m + 1$ instead of $m$. For $K_\ast$ large enough, assumptions (2.36)–(2.37), together with inequality $|\Im(\lambda)| \geq |\Re(\lambda)|$, yield

$$\frac{C'k^2}{|\Im(\lambda)|\|\Re(\lambda)^2| \leq 1,$$

so that we get

$$|\Im(\lambda)|\|y^m\Xi^{(0)}\|_{L^2} \leq m\|y^{m-1}\Xi^{(0)}\|_{L^2} + \frac{k^2}{|\Im(\lambda)|\lambda^{m+1/2}} + \frac{k^2}{|\lambda|^{m+3/2}}.$$

As $|\lambda| \approx |\Im(\lambda)|$, we find

$$|\lambda|\|y^m\Xi^{(0)}\|_{L^2} \leq m\|y^{m-1}\Xi^{(0)}\|_{L^2} + \frac{k^2}{|\lambda|^{m+3/2}}.$$

A simple induction on $m$ yields the first inequality in (3.9). The second one follows then from (3.14). This concludes the proof.

A corollary to our construction is the following:

**Corollary 1.** Under assumptions (2.36)–(2.37), the constant $\alpha_0 = U[\Xi^{(0)}]$ satisfies

$$|\alpha_0| < 1 \tag{3.16}$$

As a consequence, the function $\Omega_{\ast B'}$ introduced in (3.1) is well-defined, belongs to $L^2(y^mdy)$ for all $m \geq 0$, and is a solution of (2.22). Moreover, it satisfies the estimate:

$$\sup_{y \geq 0} |\mathcal{V}_y[\Omega_{BL}]| \leq \mathcal{V}[\Omega_{BL}] \lesssim \frac{1}{|\lambda|^{1/2}}. \tag{3.17}$$
Proof. For any function $f = f(y)$ integrable over $\mathbb{R}_+$, any $\delta > 0$, we have
\[
\int_{\mathbb{R}_+} f = \int_0^\delta f + \int_0^{+\infty} f = \int_0^\delta f + \int_0^{+\infty} \frac{1}{y} (y f) \leq \sqrt{\delta} \|f\|_{L^2} + \left( \int_0^{+\infty} \frac{1}{y^2} \right)^{1/2} \|y f\|_{L^2} = \sqrt{\delta} \|f\|_{L^2} + \frac{1}{\sqrt{\delta}} \|y f\|_{L^2}
\]
where we optimized in $\delta$ to get the last bound. It follows from this interpolation inequality and from the estimates (3.9) that
\[
|\alpha_0| \leq \int_{\mathbb{R}_+} |\xi(0)| \leq \|\xi(0)\|_{L^2}^{1/2} \|y \xi(0)\|_{L^2}^{1/2} \lesssim \left( \frac{k}{|\lambda|^{5/4}} \right)^{1/2} \left( \frac{k}{|\lambda|^{7/4}} \right)^{1/2} \lesssim \frac{k}{|\lambda|^{3/2}} < 1
\]  
(3.19)
We deduce from the analysis at the beginning of Sect. 3 and from (3.16) that the sum introduced in (3.1) converges:
\[
\Omega_{BL} = \sum_{j=0}^{\infty} (\xi(j) + \xi(j)) = \xi(0) + \xi(0) - \sum_{j \geq 1} \alpha_j - 1 (\xi(0) + \xi(0)) = (1 - \sum_{j \geq 1} (-\alpha_0)^{j-1} \alpha_0) (\xi(0) + \xi(0))
\]  
\[
= (1 - \frac{\alpha_0}{1 + \alpha_0}) (\xi(0) + \xi(0))
\]  
(3.21)
(3.22)
As $\xi(0)$ decays exponentially, and as $\xi(0) \in L^2(y^m dy)$ for all $m \geq 0$ by estimates (3.9), $\Omega_{BL} \in L^2(y^m dy)$ for all $m \geq 0$.

For the bound (3.17), we write
\[
\mathcal{V}[\Omega_{BL}] \lesssim \mathcal{V}[\xi(0)] + \mathcal{V}[\xi(0)] \lesssim \frac{1}{|\lambda|^{1/2}} + \mathcal{V}[\xi(0)]
\]
where the first term at the right-hand side comes from an explicit computation, based on formula (3.2). For the second term, we integrate by parts to get:
\[
\mathcal{V}[\xi(0)] = \int_0^{+\infty} \left( \int_y^{+\infty} |\xi(0)| \right) dy = \int_0^{+\infty} y |\xi(0)| (y) dy \lesssim \|y \xi(0)\|_{L^2}^{1/2} \|y^2 \xi(0)\|_{L^2}^{1/2}
\]  
\[
\lesssim \frac{k}{|\lambda|} \lesssim \frac{1}{|\lambda|^{1/2}}
\]  
(3.23)
Here we have used successively the interpolation inequality (3.18) with $f = y |\xi(0)|$ and the bounds (3.9). This concludes the proof. \hfill \Box

4. Construction of Hydrostatic Profiles

In this section, we want to construct all of the “hydrostatic” profiles appearing in our analysis. These include $F_H, \omega_H^{(0)},$ and $\omega_H^{(1)}$. The abstract problem behind this construction is:
\[
(\lambda + ik \nu_s) f - ik \nu_s^{(m)} \mathcal{V}_y [f] - \partial_y^2 f = \mathcal{R},
\]
\[
\partial_y f |_{y=0} = 0,
\]
(4.1)
The point is to solve this problem under conditions (2.36)–(2.37). The difficulty lies in the stretching term $ik \nu_s^{(m)} \mathcal{V}_y [f]$, which is a priori $O(|k|)$, and can not be absorbed in the standard energy estimate unless $\Re(\lambda) \approx |k|$, which only provides local well-posedness for data analytic in $x$. This difficulty is by now classical and appears in the analysis of several anisotropic systems, including hydrostatic Euler equations.
are concave, Sobolev stability estimates can be derived [1]. Roughly, the idea is to test against $-\frac{\partial_y^2 f}{U''}$ instead of $f$, and to use the cancellation

$$\Re\langle -ikU''V_y[f], \frac{1}{U''}f \rangle = \Re\langle ikV_y[f], f \rangle = -\Re\langle ik \frac{1}{U''}f, \int_{-\infty}^{y} f \rangle = 0.$$  

We will here adopt the same kind of weighted estimates. Still, there are difficulties compared to the case of hydrostatic Euler equations. First, the diffusion term $-\partial_y^2 f$ creates additional terms, including boundary terms after integration by parts. This is why we need the artificial homogeneous Neumann condition $\partial_y f = 0$, to be compared with the “real” inhomogeneous condition (2.7) satisfied by the vorticity of the Triple-Deck system, or equivalently with condition (2.8c). This also explains the need for the complicated iterative scheme described in paragraph 2.2, with the addition of boundary layer terms that allows to restore the real boundary condition. We remind that this scheme has strong similarities with the one of [7].

Another difficulty comes from the fact that we want to include in our analysis shear flows such that $-U''$ decays very fast at infinity, in which case the hydrostatic weight $-1/U''$ would impose too much decay on the data. To overcome this issue, our idea is to consider the weight $1/(-U''_{s,k})$, which has been defined in (2.38). Our main result on the abstract problem (4.1) is the following:

**Lemma 4.1.** Under (2.36)-(2.37), system (4.1) has a unique solution $f$ satisfying:

$$\Re(\lambda) \| \frac{1}{(-U''_{s,k})^{1/2}} f \|_{L^2}^2 + \| \frac{1}{(-U''_{s,k})^{1/2}} \partial_y f \|_{L^2}^2 \leq \frac{1}{\Re(\lambda)} \| \frac{1}{(-U''_{s,k})^{1/2}} \mathcal{R} \|_{L^2}^2. \quad (4.2)$$

**Proof.** We again focus on the estimate, the construction following from standard arguments. We take the (complex) scalar product of (2.16) with $f = \frac{-1}{U''_{s,k}}$ and take the real part:

$$\Re(\lambda) \| \frac{1}{(-U''_{s,k})^{1/2}} f \|_{L^2}^2 + \| \frac{1}{(-U''_{s,k})^{1/2}} \partial_y f \|_{L^2}^2 \leq \Re(\lambda) \mathcal{R}(f) = \Re(\mathcal{R}, f \frac{-1}{U''_{s,k}}) \quad (4.3)$$

Note that we have made crucial use of the Neumann condition on $f$ to integrate by parts the diffusion term. As explained above, the third term at the left-hand side vanishes identically. For the fourth term, we write

$$\Re(\lambda) \| \frac{1}{(-U''_{s,k})^{1/2}} V_y[f], f \rangle \leq |k| |\langle (U''_{s,k})^{1/2} V_y[f], \frac{1}{(-U''_{s,k})^{1/2}} f \rangle| \quad (4.5)$$

$$\leq |k|^{2/3} \| (1 + y)^{-2} V_y[f] \|_{L^2} \| \frac{1}{(-U''_{s,k})^{1/2}} f \|_{L^2} \leq \quad (4.6)$$

$$\leq 2 |k|^{2/3} \| f \|_{L^2} \| \frac{1}{(-U''_{s,k})^{1/2}} f \|_{L^2} \quad (4.7)$$

$$\leq 4 |k|^{2/3} \| y f \|_{L^2} \| \frac{1}{(-U''_{s,k})^{1/2}} f \|_{L^2} \quad (4.8)$$

$$\leq |k|^{2/3} \| \frac{1}{(-U''_{s,k})^{1/2}} f \|_{L^2}^2 \quad (4.9)$$

Here, (4.7) is a consequence of the usual Hardy inequality:

$$\| (1 + y)^{-2} V_y[f] \|_{L^2} \leq \| (1 + y)^{-1} V_y[f] \|_{L^2} \leq 2 \| f \|_{L^2}.$$
while (4.8) comes from the modified one:
\[ \| F \|_{L^2} \leq 2 \| yF' \|_{L^2} \quad \text{if} \quad \lim_{y \to +\infty} F = 0 \]
which is valid for functions vanishing at infinity. Indeed, in such a case, through integration by parts:
\[ \int_0^{+\infty} |F(y)|^2 \, dy = -2 \int_0^{+\infty} yF'(y)F(y) \, dy \]
and the inequality follows from Cauchy–Schwarz. Finally, inequality (4.9) comes from the pointwise bound
\[ y \leq \frac{1}{(-U''_{s,k})^{1/2}}. \]
Regarding the commutator with the diffusion, taking into account (1.11c), which implies
\[ \| (U''_{s,k})'/U''_{s,k} \| \lesssim 1, \]
we get
\[
\left| \langle \partial_y f, \frac{(U''_{s,k})'}{(U''_{s,k})^2 f} \rangle \right| \leq \| \frac{(U''_{s,k})'}{(U''_{s,k})^2} \|_{L^\infty} \| \frac{1}{(-U''_{s,k})^{1/2}} \partial_y f \|_{L^2} \| \frac{1}{(-U''_{s,k})^{1/2}} f \|_{L^2} \\
\leq \frac{1}{2} \| \frac{1}{(-U''_{s,k})^{1/2}} \partial_y f \|_{L^2}^2 + C \| \frac{1}{(-U''_{s,k})^{1/2}} f \|_{L^2}^2.
\]
Gathering all these estimates, and using (2.36)–(2.37) to absorb the terms in \( \| \frac{1}{(-U''_{s,k})^{1/2}} f \|_{L^2}^2 \), that are at the right-hand side (notably the one from (4.9)), we obtain (4.2). This concludes the proof. \( \square \)

We are now ready to construct the “hydrostatic” quantities, \( F_H, \omega_H^{(0)}, \) and \( \omega_{IH}^{(0)} \).

**Corollary 2.** Under (2.36)–(2.37), systems (2.23), (2.16), and (2.28) have solutions \( F_H, \omega_H^{(0)}, \) and \( \omega_{IH}^{(0)} \) respectively, obeying the following estimates:
\[
\begin{align*}
\Re(\lambda) \| \frac{(-U''_{s,k})^{1/2}}{(-U''_{s,k})^{1/2}} F_H \|_{L^2}^2 + \| \frac{(-U''_{s,k})^{1/2}}{(-U''_{s,k})^{1/2}} \partial_y F_H \|_{L^2}^2 & \lesssim \frac{1}{\Re(\lambda)} \sup_{y \geq 0} |\mathcal{V}_y[\Omega_{BL}]|^2 \lesssim \frac{1}{\Re(\lambda)|\lambda|} \\
\Re(\lambda) \| \frac{(-U''_{s,k})^{1/2}}{(-U''_{s,k})^{1/2}} \omega_H^{(0)} \|_{L^2}^2 + \| \frac{(-U''_{s,k})^{1/2}}{(-U''_{s,k})^{1/2}} \partial_y \omega_H^{(0)} \|_{L^2}^2 & \lesssim \frac{|k|^2}{\Re(\lambda)} \\
\Re(\lambda) \| \frac{(-U''_{s,k})^{1/2}}{(-U''_{s,k})^{1/2}} \omega_{IH}^{(0)} \|_{L^2}^2 + \| \frac{(-U''_{s,k})^{1/2}}{(-U''_{s,k})^{1/2}} \partial_y \omega_{IH}^{(0)} \|_{L^2}^2 & \lesssim \frac{1}{\Re(\lambda)} \| \frac{(-U''_{s,k})^{1/2}}{(-U''_{s,k})^{1/2}} \omega_{init} \|_{L^2}^2.
\end{align*}
\]
where \( U''_{s,k} \) was defined in (2.38).

**Proof.** This follows by applying Lemma 4.1, upon choosing \( \mathcal{R} \) to be equal to \( U''_s \mathcal{V}_y[\Omega_{BL}], \) \( i k U''_s y \), and \( \omega_{init} \) respectively. We make use of the fact that
\[
\frac{(-U''_s)^{1/2}}{(-U''_{s,k})^{1/2}} \lesssim (-U''_s)^{1/2} \in L^2(\mathbb{R}_+)
\]
Also, regarding (4.10), we use (3.17) to obtain the second bound. \( \square \)

**Corollary 3.** The averages satisfy the following estimate
\[
\mathcal{U}(\| F_H \|) + \mathcal{V}(\| F_H \|) \lesssim \frac{1}{\Re(\lambda)|\lambda|^{1/2}},
\]
\[
\mathcal{U}(\| \omega_H^{(0)} \|) + \mathcal{V}(\| \omega_H^{(0)} \|) \lesssim \frac{|k|}{\Re(\lambda)},
\]
\[
\mathcal{U}(\| \omega_{IH}^{(0)} \|) + \mathcal{V}(\| \omega_{IH}^{(0)} \|) \lesssim \frac{1}{\Re(\lambda)} \| \frac{(-U''_{s,k})^{1/2}}{(-U''_{s,k})^{1/2}} \omega_{init} \|_{L^2}.
\]
Proof. From (3.18), we have
\[ U[|f|] \leq \int_{\mathbb{R}^+} |f| \leq \|f\|_{L^2}^{1/2} \|yf\|_{L^2}^{1/2} \] (4.16)
\[ V[|f|] \leq \int_{\mathbb{R}^+} \int_y^{+\infty} |f| = \int_{\mathbb{R}^+} y|f| \leq \|yf\|_{L^2}^{1/2} \|y^2 f\|_{L^2}^{1/2} \] (4.17)
This implies in particular
\[ U[|F_H|] + V[|F_H|] \lesssim \|(1 + y)^3 F_H\|_{L^2} \lesssim \|\frac{1}{(-U_{s,k})^{1/2}} F_H\|_{L^2} \] (4.18)
\[ U[|\omega_H^{(0)}|] + V[|\omega_H^{(0)}|] \lesssim \|(1 + y)^3 \omega_H^{(0)}\|_{L^2} \lesssim \|\frac{1}{(-U_{s,k})^{1/2}} \omega_H^{(0)}\|_{L^2} \] (4.19)
\[ U[|\omega_{IH}^{(0)}|] + V[|\omega_{IH}^{(0)}|] \lesssim \|(1 + y)^3 \omega_{IH}^{(0)}\|_{L^2} \lesssim \|\frac{1}{(-U_{s,k})^{1/2}} \omega_{IH}^{(0)}\|_{L^2} \] (4.20)
The estimates follow then from the previous corollary. □

5. Proof of Proposition 2

The goal of this section is to prove Proposition 2, its main aspect being to construct, for a given \( \hat{\mathbb{A}} \), a solution \( \hat{\omega}^{} [\hat{\mathbb{A}}] \) to (2.8b)–(2.8c). As explained in Paragraph 2.2, we look for a solution in the form (2.10), that involves the solutions \( \tilde{w} \) of (2.11) and \( \omega_{inhom} \) of (2.12).

One has (so far formally)
\[ \tilde{\omega} = \omega_H^{(0)} + \omega_{BL}^{(0)} + \omega_H^{(tail)} + \omega_{BL}^{(tail)} \]
\[ = \omega_H^{(0)} + \omega_{BL}^{(0)} + \sum_{j \geq 1} (\omega_H^{(j)} + \omega_{BL}^{(j)}) \]
\[ = \omega_H^{(0)} + \lambda_0 \Omega_{BL} + \sum_{j=1}^{\infty} (ik\lambda_j - F_H + \lambda_j \Omega_{BL}) \]
where, see (2.26):
\[ \lambda_0 := 1 - U[\omega_H^{(0)}], \quad \lambda_j = (-ikU[\omega_H^{(0)}])^j \lambda_0 \]
Similarly
\[ \omega_{inhom} = \omega_{IH}^{(0)} + \omega_{IH}^{(tail)} + \omega_{IH}^{(tail)} \]
\[ = \omega_{IH}^{(0)} + \omega_{IH}^{(0)} + \sum_{j \geq 1} \omega_{IH}^{(j)} + \sum_{j=1}^{\infty} \omega_{IH}^{(j)} \]
\[ = \omega_{IH}^{(0)} + \tilde{\lambda}_0 \Omega_{BL} + \sum_{j=1}^{\infty} ik\tilde{\lambda}_j - F_H + \tilde{\lambda}_j \Omega_{BL} \] (5.1)
where, see (2.35):
\[ \tilde{\lambda}_0 = -U[\omega_{IH}^{(0)}], \quad \tilde{\lambda}_j = (-ikU[\omega_H^{(0)}])^j \tilde{\lambda}_0 \]
The analysis of Sects. 3 and 4 has allowed to construct \( \Omega_{BL}, F_H, \omega_H^{(0)}, \) and \( \omega_{IH}^{(0)} \). Moreover, from Corollary 3, we have
\[ |kU[F_H]| \lesssim \frac{k}{\Re(\lambda)|\lambda|^{1/2}} \] (5.2)
|λ₀| \leq 1 + \frac{|k|}{\Re(\lambda)}, \quad (5.3) \\
|\tilde{λ}_0| \leq \frac{1}{\Re(\lambda)} \|\frac{1}{(-U''_{s,k})^{1/2}}\omega_{\text{init}}\| L^2_\rho \quad (5.4)

In particular, under assumptions \((2.36)-(2.37)\), one has \(|kU[F_H]| \leq \frac{1}{2}\), which shows the convergence of the series:

\[ \overline{\omega} = \lambda_s \Omega_{BL} + \omega_H^{(0)} + \omega_H^{(\text{tail})}, \quad \text{with} \quad \lambda_s := \frac{\lambda_0}{1 + ikU[F_H]}, \quad \omega_H^{(\text{tail})} := ik\lambda_s F_H, \quad (5.5) \]

\[ \omega_{inhom} = \tilde{\lambda}_s \Omega_{BL} + \omega_H^{(0)} + \omega_H^{(\text{tail})}, \quad \text{with} \quad \tilde{\lambda}_s := \frac{\tilde{\lambda}_0}{1 + ikU[F_H]}, \quad \omega_H^{(\text{tail})} := ik\tilde{\lambda}_s F_H. \quad (5.6) \]

It implies decomposition \((2.40)\), and the estimates \((2.41a)-(2.41d)\) follow directly from \((3.17)\), from the estimates of Corollary 3 and from \((5.3)-(5.4)\). To prove \((2.41e)\), we have:

\[ V[|\omega_{inhom}|] \lesssim \left( \frac{1}{\Re(\lambda)|\lambda|^{1/2}} + \frac{1}{\Re(\lambda)} + \frac{|k|}{\Re(\lambda)^2|\lambda|^{1/2}} \right) \|\frac{1}{(-U''_{s,k})^{1/2}}\omega_{\text{init}}\| L^2_{\rho} \]

\[ \lesssim \frac{1}{\Re(\lambda)} |k|^{1/3} \|(1 + y)^3 \omega_{\text{init}}\| L^2_{\rho} \]

where we have invoked both \((2.36)-(2.37)\) and the bound

\[ \|\frac{1}{(-U''_{s,k})^{1/2}}f\| L^2 \leq |k|^{1/3} \|(1 + y)^3 f\| L^2 \]

which follows from \((2.39)\).

This concludes the proof of the proposition.

### 6. Proof of Theorem 1

Thanks to Proposition 1, we can now prove Theorem 1. For technical reasons that will be made clearer below, we need a slightly modified version of Proposition 1, where we replace the resolvent system \((2.8a)-(2.8b)-(2.8c)\) by the system

\[ (\lambda + ik + ik|k|)\hat{A}_N = ikV[\hat{\omega}_N] + \hat{A}_{\text{init}}, \quad (6.1a) \]

\[ (\lambda + ik\hat{V}_s N)\hat{\omega}_N - ik\hat{U}''_s V_y[\hat{\omega}_N] - \hat{\omega}^2 \hat{\omega}_N = ik\hat{U}''_s (y) y \hat{A}_N + \hat{\omega}_{\text{init}}, \quad (6.1b) \]

\[ U[\hat{\omega}_N] = \hat{A}_N, \quad (6.1c) \]

substituting to the unbounded shear flow \(V_s(y) = y + U_s(y)\) the sequence of bounded shear flows

\[ V_{s,N}(y) = N\chi \left( \frac{y}{N} \right) + U_s(y), \quad N \geq 1, \quad (6.2) \]

for \(\chi = \chi(\xi) \leq \xi\) a smooth compactly supported function in \(\mathbb{R}_+\), satisfying \(\chi(\xi) = \xi\) in \([0, \frac{1}{4}]\). It will be useful in what follows to integrate \((6.1a)-(6.1c)\) to the corresponding velocity formulation.

**Lemma 6.1.** Let \((\hat{\omega}_N, \hat{A}_N)\) satisfy \((6.1a)-(6.1c)\). Let \(\hat{u}_N := \int_0^y \hat{\omega}_N, \quad \hat{v}_N = -ik \int_0^y \hat{u}_N, \quad \hat{u}_{\text{init}} := \int_0^y \hat{\omega}_{\text{init}}.\)

Then the following system is satisfied:

\[ \lambda \hat{u}_N + ikV_s \hat{u}_N + \hat{v}_N V'_s - \hat{\omega}^2 \hat{u}_N = -ik|k| \hat{A}_N + ikU_y[(V_{s,N} - V_s)\hat{\omega}_N] + \hat{u}_{\text{init}}, \quad (6.3a) \]

\[ ik\hat{u}_N + \hat{v}_N \hat{v}_N = 0, \quad (6.3b) \]

\[ [\hat{u}_N, \hat{v}_N]|_{y=0} = 0, \quad \hat{u}_N|_{y=\infty} = \hat{A}_N. \quad (6.3c) \]

**Proof.** This follows essentially verbatim to the proof of Lemma 2.1. \(\square\)

All estimates used to show Proposition 1 apply to the system \((6.1a)-(6.1c)\) so that we can state:
Proposition 4. There exists absolute positive constants $K_\ast$, $C_0$, $k_0$, and $M$, such that for all $N \geq 1$, $|k| \geq k_0$, all $\lambda$ with $\Re(\lambda) \geq K_\ast |k|^{2/3}$, and all data $(\hat{\omega}_{init}, \hat{A}_{init}) \in H$, cf. definition (2.9), system (6.1a)–(6.1b)–(6.1c) has a unique solution satisfying

$$\|(\hat{\omega}_N, \hat{A}_N)\|_H \leq C_0|k|^{s_0} |\lambda|^{1/4} \|(\hat{\omega}_{init}, \hat{A}_{init})\|_H$$

We insist that the control at the right-hand side is uniform in $N$, notably because $\|V_{s,N}'\|_{L^\infty}$ is bounded uniformly in $N$. We then state refined resolvent estimates:

Lemma 6.2. The solution $(\hat{\omega}_N, \hat{A}_N)$ of the resolvent system (6.1a)–(6.1b)–(6.1c) given by Proposition 4 satisfies: for all $|k| \geq k_0$, $N \geq c|k|^{4/3}$, where $c$ is a large universal constant, and for all $\lambda$ such that $\Re(\lambda) \geq K_\ast |k|^{2/3}$,

$$\|(\hat{\omega}_N, \hat{A}_N)\|_H \leq C_0 N |k|^{s_0} |\lambda| \|(\hat{\omega}_{init}, \hat{A}_{init})\|_H$$ (6.4)

as well as

$$\|(1 + y)^{-1}\hat{\omega}_N, \hat{A}_N)\|_H \leq C_0 |k|^{s_0} |\lambda| \|(\hat{\omega}_{init}, \hat{A}_{init})\|_H$$ (6.5)

where $C_0$, $s_0$ are absolute constants, while $C_N$ possibly depends on $N$.

Proof. The proof proceeds by essentially treating all terms from (6.1a)–(6.1c) aside from the $\hat{\omega}$ term on the right-hand side. Notationally, we drop the subscript $N$ on $(\hat{A}_N, \hat{\omega}_N)$. We proceed in three steps, which we delineate explicitly.

Step 1: Estimate of $|\lambda||\hat{A}|$. First we have from (6.1a):

$$|\lambda||\hat{A}| \leq |k||\hat{A}| + |k|^2 |\hat{A}| + |k||\nabla(\hat{\omega})| + |\hat{A}_{init}| 
\lesssim |k|^2 |\hat{A}| + |k|^{\frac{7}{3}} \|(1 + y)^{3}\hat{\omega}_{init}||L^2_y + |\hat{A}_{init}|.$$ (6.6)

Above, to go from the first to second line, we have performed the following estimate:

$$|\nabla(\hat{\omega})| \leq |\nabla(\hat{\omega})| \leq |\hat{A}| |\nabla(\Omega_{BL})| + |\hat{A}| |\nabla(\hat{\omega}_0)| + |\hat{A}| |\nabla(\hat{\omega}_{H}| + |\hat{A}| |\nabla(\hat{\omega}_{inam})| + |\nabla(\hat{\omega}_{inam})|$$

$$\lesssim (1 + \frac{|k|}{\Re(\lambda)}) \frac{1}{|\lambda|^{1/2}} |\hat{A}| + \frac{|k|}{\Re(\lambda)} |\hat{A}| + \frac{|k|}{\Re(\lambda)} |\hat{A}| \left(1 + \frac{|k|}{\Re(\lambda)} \right)^{\frac{1}{2}} \frac{|k|^{\frac{1}{2}}}{\Re(\lambda)} \|(1 + y)^{3}\hat{\omega}_{init}||L^2_y$$

$$\lesssim |k|^{\frac{7}{3}} |\hat{A}| + |k|^{-\frac{1}{2}} \|(1 + y)^{3}\hat{\omega}_{init}||L^2_y$$ (6.7)

where we have used (2.41a)–(2.41e), as well as (2.36)–(2.37). Plugging inequality (2.42) in the right-hand side of (6.6) and dividing by $|\lambda|$, we find

$$|\hat{A}| \lesssim \frac{1}{|\lambda|} \left( k^2 \left(\|(1 + y)^{3}\hat{\omega}_{init}||L^2_y + \frac{1}{|k|^{2/3}} |\hat{A}_{init}| \right) + |k|^{\frac{7}{3}} \|(1 + y)^{3}\hat{\omega}_{init}||L^2_y + |\hat{A}_{init}| \right)$$

$$\lesssim \frac{k^2}{|\lambda|} \|(\hat{\omega}_{init}, \hat{A}_{init})\|_H.$$ (6.8)

Going back to (6.7), we infer

$$\nabla(\hat{\omega}) \lesssim \left( \frac{|k|^{\frac{7}{3}}}{|\lambda|} + k^{-\frac{1}{2}} \right) \|(\hat{\omega}_{init}, \hat{A}_{init})\|_H \lesssim k^{5/3} \|(\hat{\omega}_{init}, \hat{A}_{init})\|_H$$ (6.9)

Step 2: Estimate of $\Re(\lambda)(1 + y)^m \hat{\omega}_{L^2}$. We now treat the quantity $\hat{\omega}$. For this, we first derive a Neumann condition for $\hat{\omega}$ by evaluating (6.3a) at $y = 0$, which produces

$$\partial_y \hat{\omega}|_{y=0} = \partial_x(\partial_x|A - \mathcal{U}(V_{s,N} - V_s)\partial_x \hat{\omega}|.$$ (6.10)

We therefore study the system

$$(\lambda + ikV_{s,N})\hat{\omega} - iku''_y \nu_y(\hat{\omega}) - \partial^2_y \hat{\omega} = iku''_y(y)yA + \hat{\omega}_{init},$$ (6.11a)

$$\partial_y \hat{\omega}|_{y=0} = ik|k|A - iku(\mathcal{U}(V_{s,N} - V_s)\hat{\omega})$$ (6.11b)
We take the $L^2$ (complex) scalar product of the equation with $(1 + y)^2 m \hat{\omega}$, $m = 2, 3$, and take the real part:

\[
\Re(\lambda) \|(1 + y)^m \hat{\omega}\|_{L^2}^2 + \|(1 + y)^m \partial_y \hat{\omega}\|_{L^2}^2 - m(2m - 1)\|y^m \hat{\omega}\|_{L^2}^2
\]

\[
= -\partial_y \hat{\omega}|_{y=0} \omega|_{y=0} + \Re(ikU'_s(y) V_y [\hat{\omega}], (1 + y)^2m \hat{\omega}) + \Re(ikU''_s(y) y A, (1 + y)^2m \hat{\omega})
\]

\[
+ \Re(\hat{\omega}_{init}, (1 + y)^2m \hat{\omega})
\]

\[
\leq |\partial_y \hat{\omega}|_{y=0} |\hat{\omega}|_{y=0} + |k| V||\hat{\omega}||L^2 + |k| |A||((1 + y)^m \hat{\omega})|L^2
\]

\[
+ ||(1 + y)^m \hat{\omega}_{init}||L^2 ||(1 + y)^m \hat{\omega}||L^2
\]

We have the inequality

\[
|\partial_y \hat{\omega}|_{y=0} |\hat{\omega}|_{y=0} \leq C |\partial_y \hat{\omega}|_{y=0} \|(1 + y)^m \hat{\omega}\|_{L^2}^{1/2} ||(1 + y)^m \partial_y \hat{\omega}\|_{L^2}^{1/2}
\]

\[
\leq \frac{\Re(\lambda)}{2} ||(1 + y)^m \hat{\omega}\|_{L^2}^2 + \frac{1}{2\Re(\lambda)} \|(1 + y)^m \partial_y \hat{\omega}\|_{L^2}^2 + C' |\partial_y \hat{\omega}|_{y=0}^2
\]

\[
\leq \frac{\Re(\lambda)}{2} ||(1 + y)^m \hat{\omega}\|_{L^2}^2 + \frac{1}{2} \|(1 + y)^m \partial_y \hat{\omega}\|_{L^2}^2 + C'' \left(k^4 |A|^2 + k^2 |\mathcal{U}[(V_s - V_s) \hat{\omega}]|^2\right)
\]

where the last line comes from (6.11b). Combining this inequality with the usual manipulations based on Young’s inequality, we end up with

\[
\Re(\lambda) ||(1 + y)^m \hat{\omega}\|_{L^2}^2 + \|(1 + y)^m \partial_y \hat{\omega}\|_{L^2}^2
\]

\[
\leq k^4 |A|^2 + k^2 |\mathcal{U}[(V_s - V_s) \hat{\omega}]|^2 + \frac{|k|^2 |V||\hat{\omega}||^2}{\Re(\lambda)} + \frac{|k|^2 |A|^2}{\Re(\lambda)} + \|(1 + y)^m \hat{\omega}_{init}||L^2^2
\]

We then notice that

\[
|\mathcal{U}(V_s - V_s)\hat{\omega}| \leq \int_0^\infty |V_s - V_s| |\hat{\omega}| \leq \int_\frac{N}{4}^\infty |V_s - V_s| |\hat{\omega}| \leq \int_\frac{N}{4}^\infty y^{-1} y^2 |\hat{\omega}|
\]

\[
\leq \left(\int_\frac{N}{4} y^{-2}\right)^{\frac{1}{2}} ||(1 + y)^2 \hat{\omega}||_{L^2} \lesssim \frac{1}{N^{2}} ||(1 + y)^m \hat{\omega}||_{L^2}
\]

(6.12)

We take $N \gg |k|^{4/3}$, so that

\[
\frac{k^2}{N} \ll |k|^{2/3} \lesssim \Re(\lambda)
\]

(6.13)

Combining (6.8), (6.9), (6.12) and (6.13), we end up with

\[
\Re(\lambda) ||(1 + y)^m \hat{\omega}\|_{L^2}^2 + \|(1 + y)^m \partial_y \hat{\omega}\|_{L^2}^2 \lesssim \frac{k^8}{|\lambda|^2} ||(\hat{\omega}_{init}, \hat{\omega}_{init})||_{H^2}^2 + \frac{|k|^{11/3}}{\Re(\lambda)} ||(\hat{\omega}_{init}, \hat{\omega}_{init})||_{H^2}^2
\]

(6.14)

where the last line follows from (2.37). If $\Re(\lambda) \geq \frac{|\lambda|}{2}$, the bounds of the lemma follow from (6.8) and (6.15) with $m = 3$: in this case, the constant $C_N$ can be taken independent of $N$. Otherwise, we move to step 3.

**Step 3: Estimate of $\Im(\lambda) ||(1 + y)^m \hat{\omega}\|_{L^2}$ (only needed if $|\Re(\lambda)| \leq \frac{|\lambda|}{2}$).** In this case, we have $\Im(\lambda) \geq \frac{|\lambda|}{2}$.

We take again the $L^2$ scalar product of equation (6.11a) with $(1 + y)^{2m} \hat{\omega}$, but this time consider the imaginary part. There are two differences with the previous estimate for the real part: the advection term $ikV_s \hat{\omega}$ gives a non-zero contribution:

\[
|\Im(ikV_s \hat{\omega}, (1 + y)^{2m} \hat{\omega})| \leq |k||V_s (1 + y)^m \hat{\omega}|L^2 ||(1 + y)^m \hat{\omega}||L^2
\]
Moreover, the diffusion term no longer yields a coercive term. We treat it as
\[
|\mathcal{A}(\partial_y^2 \omega, (1 + y)^{2m} \omega)| \\
\leq \|(1 + y)^m \partial_y \omega\|_{L^2} \|(1 + y)^m \omega\|_{L^2} + 2m(2m - 1)\|(1 + y)^{m-1} \omega\|_{L^2} + |\partial_y \omega|_{y=0} |\omega|_{y=0} \\
\leq \frac{2\lambda}{3(\lambda)} \|(1 + y)^m \partial_y \omega\|_{L^2}^2 + C \|(1 + y)^m \partial_y \omega\|_{L^2}^2 \\
\leq \frac{2\lambda}{3(\lambda)} \|(1 + y)^m \partial_y \omega\|_{L^2}^2 + C \|(1 + y)^m \partial_y \omega\|_{L^2}^2
\]
This implies \(\mathcal{A}(\lambda)\) \((1 + y)^m \omega\|_{L^2}^2 \leq C \left( \frac{|\lambda|^8}{|\lambda|^2} \right) \|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2 + \frac{1}{|\lambda|^2} \|(1 + y)^m \partial_y \omega\|_{L^2}^2 \\
+ |k||V_{s,N}(1 + y)^m \omega\|_{L^2} \|(1 + y)^m \omega\|_{L^2}
\]
(6.16) 
Multiplying inequality (6.15) by \(\frac{2C}{3(\lambda)}\) and summing it to inequality (6.16), we end up with
\[
\left( |\mathcal{A}(\lambda)| + \frac{R(\lambda)}{|\lambda|^2} \right) \|(1 + y)^m \omega\|_{L^2}^2 \\
\lesssim \left( \frac{k^8}{|\lambda|} \right) \|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2 + |k||V_{s,N}(1 + y)^m \omega\|_{L^2} \|(1 + y)^m \omega\|_{L^2}
\]
This implies (we remind that \(\mathcal{A}(\lambda)\) \(\geq |\lambda|\)):
\[
|\lambda||(1 + y)^m \omega\|_{L^2}^2 \lesssim \frac{k^8}{|\lambda|} \|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2 + |k||V_{s,N}(1 + y)^m \omega\|_{L^2} \|(1 + y)^m \omega\|_{L^2}
\]
To obtain the first bound of the lemma, we use the bound \(|V_{s,N}| \leq CN\). Hence,
\[
|\lambda||(1 + y)^m \omega\|_{L^2}^2 \lesssim \frac{k^8}{|\lambda|} \|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2 + |k||V_{s,N}(1 + y)^m \omega\|_{L^2} \|(1 + y)^m \omega\|_{L^2} \\
\lesssim \frac{k^8}{|\lambda|} \|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2 + |k|N \left( \frac{k^8}{|\lambda|^2} \|(1 + y)^m \omega\|_{L^2}^2 + \frac{|k||V_{s,N}(1 + y)^m \omega\|_{L^2} \|(1 + y)^m \omega\|_{L^2} \right) \\
\lesssim \frac{k^8}{|\lambda|} \|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2 + \frac{k^8N}{|\lambda|} \|(1 + y)^m \omega\|_{L^2}^2
\]
Note that to go from the first to the second inequality, we have plugged the first inequality in the last term \(|k||V_{s,N}(1 + y)^m \omega\|_{L^2} \leq k^8\|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2\), so that eventually we find
\[
|\lambda||(1 + y)^m \omega\|_{L^2}^2 \lesssim \frac{N|k|^{16}}{|\lambda|^2} \|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2
\]
Taking \(m = 3\), together with (6.8), this yields the first bound of the lemma. As regards the second bound, we take \(m = 2\) and use that \(|V_{s,N}(y)| \leq Cy\), hence:
\[
|\lambda||(1 + y)^2 \omega\|_{L^2}^2 \lesssim \frac{k^8}{|\lambda|} \|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2 + |k||(1 + y)^3 \omega\|_{L^2} \|(1 + y)^2 \omega\|_{L^2}
\]
By Young’s inequality,
\[
|\lambda||(1 + y)^2 \omega\|_{L^2}^2 \lesssim \frac{k^8}{|\lambda|} \|(\hat{\omega}_{\text{init}}, \hat{A}_{\text{init}})\|_{H^2}^2 + |k|(1 + y)^3 \omega\|_{L^2}
\]
But from (6.15) applied with \( m = 3 \), we know that \(|(1 + y)^3 \dot{\omega}|_{L^2}^2 \leq k^8 \| (\dot{\omega}_{\text{init}}, \dot{A}_{\text{init}}) \|_{H}^2 \), hence
\[
|\lambda| |(1 + y)^2 \dot{\omega}|_{L^2}^2 \leq \frac{k^{10}}{|\lambda|} \| (\dot{\omega}_{\text{init}}, \dot{A}_{\text{init}}) \|_{H}^2.
\]
Together with (6.8), this yields the second bound of the lemma, and concludes the proof.

We can now prove our main theorem, Theorem 1.

**Proof of Theorem 1.** As discussed at the beginning of Paragraph 2.1, it is enough to show that for any initial data \( (\omega_{\text{init}}, A_{\text{init}} = U[\dot{\omega}_{\text{init}}]) \) satisfying
\[
\| e^{c_0 |\partial_x|^2/3} (1 + y)^3 \omega_{\text{init}} \|_{L^2(\mathbb{R} \times \mathbb{R}_+)} < +\infty, \quad c_0 > 0,
\]
there exists \( \beta, C, s > 0 \), such that system (2.4) has a unique solution in \([0, T = \frac{c_0}{2}] \) satisfying
\[
\| e^{(c_0 - \beta t)|\partial_x|^2/3} (1 + y)^2 \omega(t, \cdot) \|_{L^2(\mathbb{R} \times \mathbb{R}_+)} \leq C\| e^{c_0 |\partial_x|^2/3} (1 + |\partial_x|)^s (1 + y)^3 \omega_{\text{init}} \|_{L^2(\mathbb{R} \times \mathbb{R}_+)}
\]
(6.17)

Going to Fourier in \( x \), it is enough to show that for all \( k \in \mathbb{R}^* \), and all data \( (\dot{\omega}_{\text{init}}, A_{\text{init}} = U[\dot{\omega}_{\text{init}}]) \in H \), system
\[
\begin{align*}
\partial_t \hat{A} + i k \hat{A} + i k |k| \hat{A} &= i k V_\omega \hat{\omega}, \\
\partial_t \hat{\omega} + i k V_\omega \hat{\omega} - i k U''_\omega \hat{\omega} - \partial_y^2 \hat{\omega} &= i k y U''_\omega \hat{A},
\end{align*}
\]
(6.18a)
\[
\hat{U}[\hat{\omega}] = \hat{A}
\]
(6.18c)

has a global in time solution \((\hat{\omega}, \hat{A})\) starting from \((\dot{\omega}_{\text{init}}, A_{\text{init}})\), and satisfying
\[
\| ((1 + y)^{-1} \hat{\omega}(t, \cdot), \hat{A}(t)) \|_{H} \leq C e^{|k|^{2/3} t} (1 + |k|)^s \| (\dot{\omega}_{\text{init}}, A_{\text{init}}) \|_{H}
\]
(6.19)

Indeed, as \( |A_{\text{init}}| \lesssim \| (1 + y)^3 \hat{\omega}_{\text{init}} \|_{L^2(\mathbb{R}_+)} \), this implies
\[
\| (1 + y)^2 \hat{\omega}(t, \cdot) \|_{L^2(\mathbb{R}_+)} \leq C' e^{|k|^{2/3} t} (1 + |k|)^s \| (1 + y)^3 \hat{\omega}_{\text{init}} \|_{L^2(\mathbb{R}_+)}
\]

Multiplying each side by \( e^{(c_0 - \beta t)|k|^2/3} \), squaring, integrating in \( k \) and using Plancherel theorem, we find (6.17).

We first consider the case of low frequencies, namely \(|k| \leq k_0\), where \( k_0 \) was introduced in Proposition 1. In this case, we use a fact emphasized in Paragraph 2.1: solving (6.18) under the condition \( \hat{A} = \hat{U}[\hat{\omega}] \) is equivalent to solving it under the Neumann condition
\[
\partial_y \hat{\omega}|_{y=0} = i k |k| \hat{A}
\]
Under this more standard condition, solving system (2.4) for fixed \( k \) is easy. Namely, by lifting the inhomogenous boundary data and using classical weighted \( L^2 \) estimates, one can construct a unique global solution in \( C(\mathbb{R}_+, H) \) satisfying
\[
\frac{d}{dt} \| (\hat{\omega}, \hat{A}) \|_{H}^2 + \| (1 + y)^2 \partial_y \omega \|_{L^2}^2 \lesssim |k|^3 \| (\hat{\omega}, \hat{A}) \|_{H}^2
\]
(6.20)

It follows that:
\[
\| (\hat{\omega}(t, \cdot), \hat{A}(t)) \|_{H} \leq C e^{C|k|^2 t} \| (\dot{\omega}_{\text{init}}, A_{\text{init}}) \|_{H}
\]
(6.21)

This inequality implies (6.19) for \(|k| \leq k_0\), with \( s = 0, \beta = C k_0^{7/3} \). Let us mention briefly that a similar standard Gronwall estimate (with bad growth rate \(|k|^3\)) could have been established starting from the equivalent velocity formulation of (6.18), that is in terms of \((\dot{u} = \int_0^y \dot{\omega}, \dot{A})\) rather than in terms of \((\dot{\omega}, \dot{A})\).

In particular, thanks to this velocity estimate, one can check that \((\hat{\omega}, \hat{A})\) is unique among all solutions in \( L^\infty_{\text{loc}}(\mathbb{R}_+, L^2(\mathbb{R}_+)) \times L^\infty_{\text{loc}}(\mathbb{R}_+) \) (without asking for regularity of \( \partial_y \hat{\omega} \)).

Hence, the last point is to show that such solution satisfies (6.19) in the high frequency regime \(|k| \geq k_0\). We will prove this by compactness, through consideration of the approximate systems:
\[
\partial_t \hat{A}_N + ik\hat{A}_N + ik|k|\hat{A}_N = ik\mathcal{V}[\hat{\omega}], 
\]
(6.22a)

\[
\partial_t \hat{\omega}_N + ikV_{s,N}\hat{\omega}_N - ikU''_{s}[\hat{\omega}_N] - \partial_y^2 \hat{\omega}_N = ikyU''_{s}\hat{A}_N, 
\]
(6.22b)

\[
\mathcal{U}[\hat{\omega}_N] = \hat{A}_N 
\]
(6.22c)

where \(V_{s,N}\) was defined in (6.2). System (6.22) can be written in an abstract way as:

\[
\partial_t (\hat{\omega}_N, \hat{A}_N) + L_{k,N}(\hat{\omega}_N, \hat{A}_N) = 0, 
\]
where we see \(L_{k,N}\) as the (closed, densely defined) linear operator from

\[
D(L_{k,N}) := \left\{ (\hat{\omega}, \hat{A}) \in H_U, \quad \partial^2_y \hat{\omega} \in L^2((1+y)^2dy) \right\} 
\]

into \(H_U := \left\{ (\hat{\omega}, \hat{A}) \in H, \mathcal{U}[\hat{\omega}] = \hat{A} \right\} \).

It follows from the resolvent estimate in Lemma 6.2 that the operator \(L_{k,N}\) is sectorial. More precisely, let \(\theta_{k,N} := \frac{1}{2C_N}|k|^{-s_0}\). Taking \(|k| \geq k_0\) large enough, we can always assume \(\theta_{k,N} \leq \frac{1}{2}\). For any \(\lambda_0 \in \{\Re(\lambda) = K_*|k|^{2/3}\}\), and any \(\lambda \in D(\lambda_0, \lambda_{k,N}^0)|\lambda_0|\), \(\lambda + L_{k,N}\) is invertible: indeed,

\[
(\lambda \Id + L_{k,N}) = (\lambda_0 \Id + L_{k,N})(\lambda - \lambda_0)(\lambda_0 \Id + L_{k,N})^{-1} + \Id 
\]

and the last factor at the right-hand side has norm

\[
|\lambda - \lambda_0|||\Id + L_{k,N}^{-1}||_H \leq \theta_{k,N} C_N |k|^{s_0} \leq \frac{1}{2}, 
\]
where the first inequality comes from Lemma 6.2. Moreover,

\[
|||\Id + L_{k,N}^{-1}||_{H_U \rightarrow H_U} \leq 2(\lambda_0 \Id + L_{k,N})^{-1}||_H \leq \frac{2C_N |k|^{s_0}}{2} \leq \frac{4C_N |k|^{s_0}}{|\lambda|} 
\]
(6.23)

In particular, the resolvent set of \(L_{k,N}\) contains

\[
\bigcup_{\lambda_0 \in \{\Re(\lambda) = K_*|k|^{2/3}\}} \Gamma_{k,N} := \left\{ \Re(\lambda) = -\theta_{k,N} |\Im(\lambda)| + K_*|k|^{2/3} \right\}. 
\]

By standard results for sectorial operators, \(L_{k,N}\) generates an analytic semigroup that can be written as

\[
e^{-tL_{k,N}} = \frac{1}{2\pi i} \int_{\Gamma_{k,N}} e^{\lambda t} (\Id + L_{k,N})^{-1} d\lambda 
\]

resulting in

\[
\|e^{-tL_{k,N}}\|_{H \rightarrow H} \lesssim e^{K_*|k|^{2/3}t} |k|^{s_0} \int_{\mathbb{R}} \frac{e^{-\theta_{k,N}|y|}}{1+|y|} dy \leq 4C_N e^{K_*|k|^{2/3}t} |k|^{2s_0} 
\]

It implies

\[
\|\hat{\omega}(t, \cdot), \hat{A}(t, \cdot)\|_H \leq 4C_N e^{K_*|k|^{2/3}t} (1 + |k|)^{2s_0} \|\hat{\omega}_{init}, \hat{A}_{init}\|_H 
\]
(6.24)

This is unfortunately still not enough, as the constant \(C_N\) may go to infinity with \(N\). To obtain a uniform bound, we proceed as follows. We introduce a lift of the initial condition, namely the couple

\[
(\hat{\omega}_{lift}, \hat{A}_{lift}) \quad e^{-t}(\hat{\omega}_{heat}, \hat{A}_{init}) 
\]

where \(\hat{\omega}_{heat}\) satisfies

\[
\partial_t \hat{\omega}_{heat} - \partial_y^2 \hat{\omega}_{heat} = 0, \quad \partial_y \hat{\omega}_{heat} = 0, \quad \hat{\omega}_{heat}|_{t=0} = \hat{\omega}_{init}. 
\]

Integrating the equation in \(y\), one can check that \(\mathcal{U}[\hat{\omega}_{heat}] = \hat{A}_{init}\). We then set

\[
W_N = e^{-2K_*|k|^{2/3}t}(\hat{\omega}_N - \hat{\omega}_{lift}) \quad \text{for } t > 0, \quad W_N = 0 \quad \text{for } t \leq 0 
\]
(6.25)

\[
B_N = e^{-2K_*|k|^{2/3}t}(\hat{A}_N - \hat{A}_{lift}) \quad \text{for } t > 0, \quad B_N = 0 \quad \text{for } t \leq 0 
\]
(6.26)

From (6.24), we know that \((W_N, B_N)\) belongs to \(L^2(\mathbb{R}_t, H)\). Moreover, it satisfies for all \(t \in \mathbb{R}, y \in \mathbb{R}_+\):
\[(2K_s |k|^{2/3} + \partial_t)B_N + ikB_N + ik|k|B_N = ik\nu[W_N] + f \tag{6.27a}\]
\[(2K_s |k|^{2/3} + \partial_t)W_N + ikV_s \cdot W_N - ikU''_s \nu_g[W_N] - \partial^2_N W_N = ikyU''_s B_N + F, \tag{6.27b}\]
\[U[W_N] = B_N \tag{6.27c}\]

One can check that \(f = f(t)\) and \(F = F(t, y)\), which are expressed in terms of \(V_s, N, k\), and \((\hat{\omega}_{l_{s, t}}, \hat{A}_{l_{s, t}})\) satisfy

\[\|(f, F)\|_{L^2(\mathbb{R}, H)} \lesssim |k|^2 (|\hat{\omega}_{\text{init}}, A_{\text{init}}|)_{H}.\]

Taking the Fourier transform in time, with \(\tau\) the dual variable of \(t\), we end up with the system

\[\left(\lambda I + L_{k, N}\right)(W_N, B_N) = (\hat{F}, \hat{f}), \quad \text{with} \quad \lambda := 2K_s |k|^{2/3} + i\tau.\]

We use this time the second resolvent estimate of Lemma 6.2, to find

\[\|((1 + y)^{-1} W_N(t, \cdot), \hat{B}_N(\tau))\|_H \leq C_0 \|k|^{s_0}\|((\hat{F}(\tau, \cdot), \hat{f}(\tau)))\|_H\]

The right-hand side is integrable in \(\tau\), as the product of two \(L^2\) functions. Applying the inverse Fourier transform in \(\tau\) and Cauchy–Schwarz, we deduce a pointwise in time bounds, namely,

\[\|((1 + y)^{-1} W_N(t, \cdot), B_N(t))\|_H \leq C |k|^{s_0} \|\hat{F}(\tau, \cdot), \hat{f}(\tau)\|_{L^2(\mathbb{R}, H)} = \frac{C}{2\pi} |k|^{s_0} \|\hat{F}, \hat{f}\|_{L^2(\mathbb{R}, H)} \]

Estimate

\[\|((1 + y)^{-1} \omega_N(t, \cdot), \hat{A}_N(t, \cdot))\|_H \leq C_0 e^{\beta |k|^{2/3} t} (1 + |k|)^s |(\hat{\omega}_{\text{init}}, A_{\text{init}})|_H\]

with \(\beta = 2K_s, s = s_0 + 2\), follows. One can then send \(N\) to infinity and obtain estimate (6.19) as expected. This concludes the proof. \(\square\)

### 7. Linear Hydrostatic Navier–Stokes

We explain in this section how to adapt the analysis of (1.9)–(1.10) to prove Theorem 2. Differentiating the first equation (1.15) with respect to \(y\), we find, for \(\omega = \partial_y u:\)

\[\partial_t \omega + U_s \partial_x \omega - U''_s v - \partial^2_y \omega = 0, \]
\[\partial_x u + \partial_y v = 0, \]
\[u|_{y=0.1} = v|_{y=0.1}.\]

Inspired by the previous sections, we could try to rely on a similar iteration scheme (at the level of the resolvent equation): at each step we would solve the equation on vorticity with an artificial homogeneous Neumann condition, and then rectify boundary conditions on \(u\) and \(v\). However, correcting the boundary condition on \(v\) would generate error terms that have too large amplitude. More precisely, in the analogue of equation (2.23), the analogue of the source term \(\nu_g[\Omega_{RL}]\) would be too large, of size 1 rather than \(|\lambda|^{-1/2}\). This would prevent the convergence of the series. Therefore, we have to change the iteration, in such a way that at each step the homogeneous Dirichlet condition on \(v\) is maintained. In particular, we do not want to recover \(v\) from \(\omega\) using the formula \(v = - \int_0^y \int_y^y \partial_x \omega\), because given an arbitrary function \(\omega\), it does not necessarily vanish at \(y = 1\). This implies not to use the exact analogue of operators \(U\) and \(V_y\) introduced in the Triple-Deck analysis. Following more closely the approach in [7], we first introduce the stream function \(\Phi[\omega] = \Phi[\omega](y)\) defined as the solution of the Dirichlet problem

\[\partial_y^2 \Phi[\omega] = \omega, \quad \Phi[\omega]|_{y=0,1} = 0. \tag{7.1}\]

so that

\[u = \partial_y \Phi[\omega], \quad v = -\Phi[\omega_x].\]
We then define
\[ U[\omega] = (\partial_y \Phi[\omega](0), \partial_y \Phi[\omega](1))^t \]  
(7.2)

Finally, (1.15) is easily shown to be equivalent to:
\[ \partial_t \omega + U_s \partial_x \omega - U_s'' \Phi[\omega_x] - \partial_y^2 \omega = 0, \]  
(7.3a)
\[ U[\omega] = 0 \]  
(7.3b)

where the relation in (7.3b) corresponds to the Dirichlet conditions on \( u \), while the Dirichlet conditions on \( v \) are automatically encoded in the definition (7.1) of \( \Phi[\omega] \). Note also that differentiating in \( x \) and integrating in \( y \) the first equation of (1.15), we find
\[ -\partial_{xx} p = 2\partial_{xx} \int_0^1 (U_s \partial_y \Phi[\omega]) dy + \partial_x \omega|_{y=0} - \partial_x \omega|_{y=1} \]
so that
\[ \partial_x p = -2\partial_x \int_0^1 (U_s \partial_y \Phi[\omega]) dy + \omega|_{y=1} - \omega|_{y=0}. \]

Eventually, evaluating the first equation of (1.15) at \( y = 0, 1 \) yields the mixed type boundary condition:
\[ \partial_y \omega|_{y=0,1} = -2\partial_x \int_0^1 (U_s \partial_y \Phi[\omega]) dy + \omega|_{y=1} - \omega|_{y=0}. \]  
(7.4)

Similarly to the case of the Triple-Deck model, one can show that solving (7.3a) under condition (7.3b) is the same as solving it under (7.4).

The main ingredient to prove the Gevrey 3/2 well-posedness of system (7.3) is again a stability estimate for the resolvent equation
\[ \lambda \hat{\omega} + i k U_s \hat{\omega} - i k U_s'' \Phi[\hat{\omega}] - \partial_y^2 \hat{\omega} = \hat{\omega}_{init} \]
(7.5)

where \( \lambda \in \mathbb{C} \), \( k \in \mathbb{R}^* \), and \( \hat{\omega}_{init} = \hat{\omega}_{init}(y) \) belongs to the space
\[ H = \{ \hat{\omega} \in L^2((0,1)), \quad U[\hat{\omega}] = 0 \} \]
equipped with the \( L^2 \) norm. Namely, we have

**Proposition 5.** There exist absolute positive constants \( K_+, k_0 \) and \( M \), such that for all \( |k| \geq k_0 \), all \( \lambda \) with \( \Re(\lambda) \geq K_+ |k|^{2/3} \), and all data \( \hat{\omega}_{init} \in H \), equation (7.5) has a unique solution \( \hat{\omega} \) satisfying
\[ ||\hat{\omega}||_{L^2} \lesssim |\lambda|^{1/4} |k|^{-2/3} ||\hat{\omega}_{init}||_{L^2}. \]

On the basis of this proposition, by the same kind of reasoning as in Sect. 6, one proves Theorem 2. Actually, the reasoning of Sect. 6 can be greatly simplified in this case: the \( y \)-domain being \( (0,1) \) instead of \( \mathbb{R}_+ \), there is no difficulty related to the unboundedness of the advection field \( V_s \): one can prove directly sectoriality on the original operator, without any approximation. For brevity, we do not give further details for this last part, and just explain how to prove Proposition 5.

### 7.1. Iteration Scheme

Similarly to Sect. 2.2, the idea is to look for a solution of (7.5) under the form of a series made of hydrostatic and boundary layer terms:
\[ \hat{\omega} = \omega_H^{(0)} + \omega_{BL}^{(0)} + \sum_{j=1}^{\infty} \omega_H^{(j)} + \sum_{j=1}^{\infty} \omega_{BL}^{(j)} \]  
(7.6)

Again, we initialize the construction by solving the Neumann problem:
\[ (\lambda + i k U_s)\omega_H^{(0)} - i k U_s'' \Phi[\omega_H^{(0)}] - \partial_y^2 \omega_H^{(0)} = \hat{\omega}_{init}, \]
\[
\partial_y \omega_H^{(0)} |_{y=0} = 0. \tag{7.7}
\]

We then initialize the boundary layer construction by solving the system:

\[
\begin{align*}
(\lambda + i k U_s) \omega_{BL}^{(0)} - \partial_y^2 \omega_{BL}^{(0)} &= 0, \\
U[\omega_{BL}^{(0)}] &= -U[\omega_H^{(0)}], \tag{7.8}
\end{align*}
\]

where we remind that this time, the operator \( U \) is defined by (7.2), and involves the streamfunction \( \Phi[\omega] \) defined in (7.1). Construction of solutions to (7.7) and (7.8) will be discussed below. Note that we get again rid of the stretching term in (7.8). This creates an error term \(- i k U_s'' \Phi[\omega_{BL}^{(0)}]\), which will be corrected by the next hydrostatic term in the expansion: more generally for \( j \geq 1 \), we introduce the solution \( \omega_H^{(j)} \) of

\[
\begin{align*}
(\lambda + i k U_s) \omega_H^{(j)} - i k U_s'' \Phi[\omega_H^{(j)}] - \partial_y^2 \omega_H^{(j)} &= i k U_s'' \Phi[\omega_{BL}^{(j-1)}] \\
\partial_y \omega_H^{(j)} |_{y=0} &= 0, \tag{7.9}
\end{align*}
\]

and the solution \( \omega_{BL}^{(j)} \) of

\[
\begin{align*}
(\lambda + i k U_s) \omega_{BL}^{(j)} - \partial_y^2 \omega_{BL}^{(j)} &= 0, \\
U[\omega_{BL}^{(j)}] &= -U[\omega_H^{(j)}]. \tag{7.10}
\end{align*}
\]

Similarly to Paragraph 2.2, one can simplify the expressions for \( (\omega_H^{(j)}, \omega_{BL}^{(j)}) \). We first introduce the sequence of vectors in \( \mathbb{R}^2 \):

\[
\lambda_j := -U[\omega_H^{(j)}] \tag{7.11}
\]

as well as the vector-valued function \( \Omega_{BL} = \Omega_{BL}(y) \in \mathbb{R}^2 \) defined by: for all vector \( \Lambda \in \mathbb{R}^2 \), \( \Omega_{BL} \cdot \Lambda \) satisfies the system

\[
\begin{align*}
(\lambda + i k U_s)(\Omega_{BL} \cdot \Lambda) - \partial_y^2 (\Omega_{BL} \cdot \Lambda) &= 0, \\
U[\Omega_{BL} \cdot \Lambda] &= \Lambda \tag{7.12}
\end{align*}
\]

Finally, we introduce the vector-valued function \( F_H = F_H(y) \in \mathbb{R}^2 \) of

\[
\begin{align*}
(\lambda + i k U_s) F_H - i k U_s'' \Phi[F_H] - \partial_y^2 F_H &= U_s'' \Phi[\Omega_{BL}], \\
\partial_y F_H |_{y=0} &= 0, \tag{7.13}
\end{align*}
\]

Anticipating that these functions are well-defined for \( \Re(\lambda) \geq K_s |k|^{2/3} \), it follows that

\[
\begin{align*}
\omega_{BL}^{(j)} &= \Omega_{BL} \cdot \lambda_j, & j &\geq 0, \\
\omega_H^{(j)} &= i k F_H \cdot \lambda_{j-1}, & j &\geq 1.
\end{align*}
\]

and inserting this last relation into the formula for \( \lambda_j \), we find

\[
\lambda_{j+1} = -i k U[F_H \cdot \lambda_j],
\]

that is: for all \( j \geq 0 \),

\[
\lambda_j = (-i k M_H)^j \lambda_0, \quad M_H \Lambda := U[F_H \cdot \Lambda]. \tag{7.14}
\]

It remains to show the well-posedness of the boundary layer system (7.12), the hydrostatic systems (7.8) and (7.13), and finally show that the matrix \( M_H \) satisfies \( |i k M_H| \ll 1 \), so that the series defining \( \hat{\omega} \) will converge. Again, this will be possible under conditions (2.36)–(2.37).
7.2. Construction and Convergence of the Iteration

7.2.1. Boundary Layer Part. The only significant change compared to the analysis of the previous sections is the treatment of the boundary layer model (7.12), as the operator $\mathcal{U}$ is now defined in terms of the stream function. By linearity with respect to $\lambda$, the function $\Omega_{BL}$ (with values in $\mathbb{R}^2$) solves

\[
(\lambda + ikU_s)\Omega_{BL} - \partial_y^2\Omega_{BL} = 0,
\]

\[
\mathcal{U}[\Omega_{BL}] = \text{Id}. \tag{7.15}
\]

where $\mathcal{U}[\Omega_{BL}]$ is a $2 \times 2$ matrix: more generally, for any function $\Omega$ with values in $\mathbb{R}^2$, $\mathcal{U}[\Omega]$ is defined by

\[
\mathcal{U}[\Omega]\Lambda = \mathcal{U}[\Omega \cdot \Lambda], \quad \forall \Lambda \in \mathbb{R}^2.
\]

As in Sect. 3, we look for this solution under the form

\[
\Omega_{BL} := \sum_{j=0}^{\infty} (\xi^{(j)} + \Xi^{(j)}), \tag{7.16}
\]

where $\xi^{(j)}, \Xi^{(j)}$ have values in $\mathbb{R}^2$ and solve the systems:

\[
\lambda\xi^{(j)} - \partial_y^2\xi^{(j)} = 0, \tag{7.17a}
\]

\[
\mathcal{U}[\xi^{(0)}] = \text{Id}, \tag{7.17b}
\]

\[
\mathcal{U}[\xi^{(j)}] = -\mathcal{U}[\Xi^{(j-1)}] \quad \text{for } j \geq 1 \tag{7.17c}
\]

while

\[
(\lambda + ikU_s)\Xi^{(j)} - \partial_y^2\Xi^{(j)} = -ikU_s\xi^{(j)},
\]

\[
\Xi^{(j)}|_{y=0} = 0, \quad \text{for } j \geq 0. \tag{7.18}
\]

Still following Sect. 3, defining the matrix

\[
\alpha_j := \mathcal{U}[\Xi^{(j)}],
\]

one has:

\[
\xi^{(j)} = -\xi^{(0)}\alpha_{j-1}, \quad \Xi^{(j)} = -\Xi^{(0)}\alpha_{j-1}
\]

resulting in

\[
\alpha_j = -\alpha_0\alpha_{j-1}, \quad j \geq 1, \quad \alpha_0 = \mathcal{U}[\Xi^{(0)}].
\]

The point is to construct $\xi^{(0)}, \Xi^{(0)}$, and show that the matrix $\alpha_0$ has norm strictly less than 1. As regards $\xi^{(0)}$, it is better to reformulate (7.17a) in terms of the stream function $\Phi^{(0)} := \Phi[\xi^{(0)}]$, that satisfies

\[
\lambda\partial_y^2\Phi^{(0)} - \partial_y^2\Phi^{(0)} = 0, \tag{7.19a}
\]

\[
\Phi^{(0)}|_{y=0} = 0, \quad \partial_y\Phi^{(0)}|_{y=0} = (1,0)^t, \quad \partial_y\Phi^{(0)}|_{y=1} = (0,1)^t \tag{7.19b}
\]

This can be solved explicitly: one has

\[
\Phi^{(0)} = \begin{pmatrix} a_\lambda^- \\ b_\lambda^- \end{pmatrix} e^{-\lambda^{1/2}y} + \begin{pmatrix} -b_\lambda^- \\ -a_\lambda^- \end{pmatrix} e^{-\lambda^{1/2}(1-y)} + \begin{pmatrix} c_\lambda \\ -\frac{1}{2} \end{pmatrix} \left( d_\lambda + \frac{1}{2} \right) \tag{7.19c}
\]

where

\[
a_\lambda^- \sim -\lambda^{-1/2}, \quad b_\lambda^- \sim -\lambda^{-1}, \quad c_\lambda \sim -\lambda^{-1/2}, \quad d_\lambda \sim -\frac{\lambda^{-1/2}}{2}.
\]

as $|\lambda| \to +\infty$, which is the asymptotics relevant to the regime (2.36)–(2.37). This implies

\[
\xi^{(0)} = \xi^{(0,-)} + \xi^{(0,+)} , \quad \xi^{(0,-)} := \lambda \begin{pmatrix} a_\lambda^- \\ b_\lambda^- \end{pmatrix} e^{\lambda^{1/2}y}, \quad \xi^{(0,+)} := \lambda \begin{pmatrix} -b_\lambda^- \\ -a_\lambda^- \end{pmatrix} e^{-\lambda^{1/2}(1-y)}.
\]

Note that $\xi^{(0,-)}$ is localized at scale $|\lambda|^{-1/2}$ near $y = 0$, while $\xi^{(0,+)}$ is localized at scale $|\lambda|^{-1/2}$ near $y = 1$. By a straightforward adaptation of Lemma 3.1, we obtain
Lemma 7.1. System \((7.18)\) with \(j = 0\) has a unique solution \(\Xi^{(0)} = \Xi^{(0,-)} + \Xi^{(0,+)}\) satisfying for all \(m \geq 0\):

\[
\|y^m\Xi^{(0,-)}\|_{L^2}^2 \lesssim m \frac{k^2}{|\lambda|^{m+5/2}}, \quad \|y^m\partial_y\Xi^{(0,-)}\|_{L^2}^2 \lesssim m \frac{k^2}{|\lambda|^{m+3/2}}.
\]

\[
\|(1-y)^m\Xi^{(0,+)}\|_{L^2}^2 \lesssim m \frac{k^2}{|\lambda|^{m+5/2}}, \quad \|(1-y)^m\partial_y\Xi^{(0,+)}\|_{L^2}^2 \lesssim m \frac{k^2}{|\lambda|^{m+3/2}}
\]

where the implicit constant in the above inequalities depends on \(m\).

From there, one can have bounds on \(\Phi[\Xi^{(0)}]\) and \(U[\Xi^{(0)}] = (\partial_y\Phi[\Xi^{(0)}](0), \partial_y\Phi[\Xi^{(0)}](1))\). From the representation formula

\[
\Phi[\Xi^{(0,+)}](y) = \int_0^y (y-1)y\Xi^{(0,+)}(y')dy' + \int_y^1 (y'-1)y\Xi^{(0,+)}(y')dy'
\]

we deduce that

\[
|\Phi[\Xi^{(0,+)}](y)| \leq 2 \int_0^1 |y'\Xi^{(0,+)}(y')|dy' \lesssim |\lambda|^{-1/2}
\]

where the last inequality is obtained as in (3.23), thanks to Lemma 7.1. The same holds symmetrically for \(\Phi[\Xi^{(0,-)}](y)\), and so

\[
\sup_y|\Phi[\Xi^{(0)}](y)| \lesssim |\lambda|^{-1/2}.
\]

Also, we find that

\[
|\partial_y\Phi[\Xi^{(0,\pm)}](y)| \leq \int_0^1 |\Xi^{(0,\pm)}(y')|dy' \lesssim |k||\lambda|^{-3/2}
\]

where the last inequality is obtained as in (3.19), thanks to Lemma 7.1. It follows that

\[
U[\xi^{(0)}] \lesssim |k||\lambda|^{-3/2}
\]

On the basis of all these bounds, one has easily the following analogue of Corollary 1:

Corollary 4. Under assumptions (2.36)–(2.37), the constant \(\alpha_0 = U[\Xi^{(0)}]\) satisfies

\[
|\alpha_0| < 1
\]

As a consequence, the function \(\Omega_{BL}\) introduced in (7.16) is well-defined in \(H^1(0,1)\), and is a solution of (7.12). Moreover, it satisfies the estimate:

\[
\sup_{y \geq 0} |\Phi[\Omega_{BL}](y)| \lesssim \frac{1}{|\lambda|^2}.
\]

7.2.2. Hydrostatic Part. The construction of the hydrostatic terms \(\omega_H^{(0)}\) and \(F_H\), solving (7.7) and (7.13), is based as in Sect. 4 on the use of weighted norms \(\|\omega/( - U''_s)^{1/2}\|_{L^2}\). This is actually simpler, as we do not have problems related to decay at infinity: we can use directly \(U''_s\) in the weight, instead of \(U''_{s,k}\). From there, the estimates

\[
\Re(\lambda)\|\frac{1}{(-U''_s)^{1/2}}F_H\|_{L^2}^2 + \|\frac{1}{(-U''_s)^{1/2}}\partial_y F_H\|_{L^2}^2 \lesssim \frac{1}{\Re(\lambda)|\lambda|}
\]

\[
\Re(\lambda)\|\frac{1}{(-U''_s)^{1/2}}\omega_H^{(0)}\|_{L^2}^2 + \|\frac{1}{(-U''_s)^{1/2}}\partial_y \omega_H^{(0)}\|_{L^2}^2 \lesssim \frac{1}{\Re(\lambda)} \|\frac{1}{(-U''_s)^{1/2}}\omega_{init}\|_{L^2}^2
\]

are proved as the ones of \(F_H\) and \(\omega_H^{(0)}\) in Sect. 4, and so is the bound

\[
|U[F_H]| \lesssim \frac{1}{\Re(\lambda)|\lambda|^{1/2}}.
\]
It follows that the matrix $M_H$ defined in (7.14) satisfies $|ikM_H| < 1$ under (2.36)–(2.37), and the the series defining $\hat{\omega}$ converges. The estimate of Proposition 5 on $\omega$ can be deduced like the one of $\omega_{inhom}$ in (2.59) (the better power of $k$ comes from the fact that we use the weight $U''_{s,k}$ instead of the modified $U''_{s,k}$). This concludes the proof.
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