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Abstract—Federated learning can enable remote workers to collaboratively train a shared machine learning model while allowing training data to be kept locally. In the use case of wireless mobile devices, the communication overhead is a critical bottleneck due to limited power and bandwidth. Prior work has utilized various data compression tools such as quantization and sparsification to reduce the overhead. In this paper, we propose a predictive coding based compression scheme for federated learning. The scheme has shared prediction functions among all devices and allows each worker to transmit a compressed residual vector derived from the reference. In each communication round, we select the predictor and quantizer based on the rate–distortion cost, and further reduce the redundancy with entropy coding. Extensive simulations reveal that the communication cost can be reduced up to 99% with even better learning performance when compared with other baseline methods.
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I. INTRODUCTION

Machine learning has achieved unprecedented success in recent years with the availability of big data and increased computational power. One notable example is deep learning, which uses neural networks of a large number of hidden layers and parameters efficiently trained on enormous labeled data. To leverage distributed training sets available at edge devices while simultaneously protecting the privacy of their data, a new paradigm named federated learning has been developed [1, 2]. In federated learning, multiple workers communicate with a server and solve a machine learning task under its coordination. This approach allows training a joint model collaboratively without the need to share private data among edge devices.

One major challenge in federated learning is the expensive communication cost. Commonly used optimization methods such as the stochastic gradient descent (SGD) require many rounds of communication within the distributed network. Considering the large number of parameters of modern neural networks and the limited resources of edge devices, the recurrent burden of communication can be a primary impediment if the joint training does not converge within a short time frame. For instance, the well-known bidirectional encoder representations from transformers (BERT) model contains 110 million parameters [3]. If such a model is trained via federated learning, the accumulated communication costs will become formidable before the training terminates.

Various methods have been proposed to lower communication overhead in federated learning. One direction is to reduce the data volume of model update in each communication round by quantizing [4] or sparsifying the gradient [5]. Another direction is to reduce the number of communication rounds by using periodic communication strategies [1, 6]. A popular implementation is federated averaging (FedAvg) [1], where the broadcasted model from the server will be locally updated on workers for a couple of iterations between successive communication rounds. However, directly quantizing the model weights or gradients may not provide the best trade-off between communication efficiency and model utility. In this paper, we propose a predictive coding based compression scheme to diversify the designs of communication-efficient federated learning algorithms. Specifically, we utilize shared prediction functions among devices to decorrelate the successive updates via predictive coding. The resulting residual vectors are subsequently quantized and entropy coded to save the uplink cost. Our contributions are summarized as follows.

1) We design a compression scheme for FedAvg-type algorithms [1]. Compared to existing methods directly compressing gradients, our method reduces the communication cost with even better learning performance.
2) To the best of our knowledge, we are among the first to exploit the predictive coding tool to improve the communication efficiency of federated learning.
3) The proposed scheme can be viewed as a general compression method for federated learning. Our designed predictive coding, quantization, and entropy coding components can be incorporated into other existing FedAvg-type algorithms jointly or separately.

The remainder of the paper is organized as follows. In Section II, we review the relevant work. In Sections III–V, we formulate the problem, present the proposed scheme, and conduct the analysis of the algorithm, respectively. We discuss the experimental results in Section VI and conclude the paper in Section VII.

II. RELATED WORK

A. Predictive Coding as a Compression Tool

Predictive coding has been widely adopted in signal compression for decades. In the predictive coding framework, predictors are designed to estimate a target signal from past
or present observations. A residual signal can be obtained based on the output of the predictor, which tends to have a distribution with lower entropy compared with the initial distribution. Eliminating statistical redundancy via predictive coding is one of the key steps in data compression [7]. Researchers have empirically verified the effectiveness of the predictive coding tool in the application of video coding [8]. Prior work also analytically shows that quantizing the raw input signal rather than a decorrelated version will lower the rate–distortion performance [9].

Predictive tools can be traced back to the differential pulse code modulation (DPCM) in the 1950s [10]. For analog-to-digital (A/D) conversion, DPCM can reduce the bandwidth by transmitting the difference between two successive sample values [11]. Adaptive DPCM introduces dynamic coefficients that are adjusted based on the prediction error. Different from waveform coding such as DPCM, linear predictive coding (LPC) is developed for speech signal synthesis. LPC analyzer estimates the voice signal formants, which can be removed by transmitting the difference between two successive sample values. LPC analyzer is also used in several coding standards such as HEVC/H.265 exploit different predictive tools to reduce the bitrate is used. Sophisticated video coding frameworks such as HEVC/H.265 exploit different predictive tools to reduce the bitrate [9].

Entropic coding is a lossless compression tool and it typically follows the lossy quantization step [10]. The combination allows a smooth trade-off between the bitrate and data fidelity. Previous research has utilized different entropy coding techniques to ease the communication burden. Quantized stochastic gradient descent (QSGD) [4] combines the quantization and entropy coding to compress gradient vectors. In their work, a sparse gradient is generated with a stochastic quantizer, and the positions of nonzero entries are compressed with Elias integer coding [17]. In [5, 18], the authors first sparsify the gradient by selecting entries with large magnitudes. The distances between nonzero elements are then encoded with Golomb coding [10]. Likewise, Lin et al. [19] set a threshold to filter out gradients with small magnitudes and adopt run-length coding [10] to encode the sparsified vector. Compared to prior studies [4, 5, 18, 19] that encode nonzero entries in model updates, our work adopts an entropy coder to reduce the average codeword length for the quantized residues.

III. System Model

A. Federated Learning Model

Consider a federated learning architecture where a server trains a global model by exchanging information with M workers, each of which hosts a private local dataset. The local dataset of the mth worker is denoted as \( D_m = \{z_{m,j}\}_{j=1}^{n_m} \), where \( z_{m,j} \) is the jth data point, containing a pair of input and label, drawn from a distribution \( P_m \). The local objective can be formulated as the empirical risk function with finite data points:

\[
f_m(w) \triangleq f_m(w; D_m) = \frac{1}{n_m} \sum_{j=1}^{n_m} \ell(w; z_{m,j}),
\]

where \( \ell \) is a sample-wise loss function quantifying the error of the model with a weight \( w \in \mathbb{R}^d \) estimating the label for an input in \( z_{m,j} \). Suppose our global objective function is denoted as \( f(w) \), a federated learning problem may be formulated as

\[
\min_{w \in \mathbb{R}^d} f(w) = \frac{1}{M} \sum_{m=1}^{M} f_m(w).
\]

FedAvg is a popular federated learning method [11]. It adopts a periodic averaging strategy comprising three steps within each communication round. First, in communication round \( k \), a global server will broadcast its weight vector \( w^{(k)} \) to each worker. Second, each worker uses a gradient descent based method to independently update its own model for \( \tau \) local iterations. In particular, for local iteration \( t \in [0, \tau - 1] \), given a mini-batch \( \xi^{(k,t)}_m \subset D_m \) of data points uniformly randomly drawn from \( D_m \), the local weight \( w^{(k,t)}_m \) may be updated as follows:

\[
w^{(k,t+1)}_m = w^{(k,t)}_m - \eta \nabla f_m(w^{(k,t)}_m; z^{(k,t)}_m),
\]

where \( \eta \) is the learning rate. After \( \tau \) local iterations, each worker will obtain an updated local model \( w^{(k,\tau)}_m \). In the final
The aggregation process in (4) will be modified to reconstruct the local model updates to the server. The interference between different learning models tend to have a large number of weights, which can lead to a prohibitive communication cost. Instead of transmitting the original weights, one can use an encoding function $\text{Enc}(-)$ to allow the worker to transmit a compressed version of the weight vector,

$$b_m^{(k)} = \text{Enc}(w_m^{(k,\tau)}; M_m),$$

where $M_m$ is some historical information in the memory of the $m$th worker. For example, the broadcasted weight vectors in the previous communication rounds can be kept in the memory $M_m$. The server will use a decoding function $\text{Dec}(-)$ to reconstruct the local model

$$\hat{w}_{m}^{(k,\tau)} = \text{Dec}(b_m^{(k)}; M),$$

where $M$ is some historical information in the memory of the server. The aggregation process in (4) will be modified to

$$w^{(k+1)} = \frac{1}{M} \sum_{m=1}^{M} \hat{w}_{m}^{(k,\tau)}.$$  

### C. Transmission Model

In this work, we assume orthogonal frequency division multiple access (OFDMA) is employed to transmit the local updates to the server. The interference between different workers is ignored for simplicity. We use the channel capacity $c_m$ to estimate the uplink rate

$$c_m = B \log_2 \left( 1 + \frac{P_m h_m^2}{BN_0} \right),$$

where $B$ is the bandwidth, $P_m$ is the transmission power of worker $m$, $h_m$ is the channel gain, and $N_0$ is the noise power spectral density. We assume a quasi-static channel with channel gain

$$h_m = A_d \left( \frac{3 \times 10^8}{4 \pi f_c d_m} \right)^{d_c},$$

where $A_d$ is the antenna gain, $f_c$ is the carrier frequency, $d_m$ is the distance between worker $m$ and the server, and $d_c$ is the path loss exponent. For the downlink transmission, we assume the model will be broadcast through an error-free channel.

### IV. PROPOSED PREDICTIVE CODING-BASED COMPRESSION SCHEME

The proposed predictive coding-based compression scheme comprises three steps, namely, prediction, quantization, and entropy coding. As reviewed in Section III for a worker $m$, instead of sending to the server the locally updated model $w_m^{(k,\tau)}$ generated by iteratively invoking (3) for $\tau$ local iterations, one can send the compressed version in (5) to lower the required bandwidth. Our proposed scheme chooses to send to the server a compressed version of a residue $e_{m}^{(k)} = w_{m}^{(k,\tau)} - \hat{w}_{m}^{(k,\tau)}$. Here, $\hat{w}_{m}^{(k,\tau)}$ is a predicted version of $w_m^{(k,\tau)}$ generated by combining the historical global weights broadcasted losslessly to workers. An ideal predictor will be able to decorrelate all coordinates of the residual vector $e_{m}^{(k)}$, boosting the effectiveness of the subsequent scalar quantization and entropy coding. During the decoding process, the same prediction process of every worker is conducted to reconstruct the final local weight vectors $\{\hat{w}_{m}^{(k,\tau)}\}_{m=1}^{M}$, and they are used for model aggregation as described by (7). The procedure is illustrated in Fig. 1 and the pseudocode is shown in Algorithm 1. Below, we explain the proposed design in more detail.

#### A. Design of Predictor

To introduce the prediction schemes, we first examine model updates for each worker. We define the accumulative local update $\Delta_m^{(k)}$ as the difference between the initial local weight vector $w_m^{(k,0)}$ and the final local updated weight vector $w_m^{(k,\tau)}$ after $\tau$ iterations, namely,

$$\Delta_m^{(k)} = w_m^{(k,0)} - w_m^{(k,\tau)}.$$  

![Algorithm 1: Predictive Coding Based Compression](attachment:image)
With the update rule in (5), $Δ_m^{(k)}$ is equal to the accumulative local gradients scaled by the learning rate, i.e.,

$$Δ_m^{(k)} = \eta \sum_{t=0}^{τ-1} \nabla f_m(\tilde{w}_m^{(k,t)}, c_m(t)).$$  \hspace{1cm} (11)

Due to the use of the lossy compression scheme, the decoder on the server can only get access to the imperfectly reconstructed final local weight vector $\tilde{w}_m^{(k,τ)}$. To ensure the consistency of the encoder and the decoder, the local memory will track $\tilde{Δ}_m^{(k)}$, which is defined as

$$\tilde{Δ}_m^{(k)} = \tilde{w}_m^{(k,0)} - \tilde{w}_m^{(k,τ)}.$$  \hspace{1cm} (12)

When the learning rate $\eta$ and number of local iterations are reasonably selected, the variance of $Δ_m^{(k)}$'s will be smaller than that of $w_m^{(k,τ)}$. See Fig. 2 for the empirical results. In other words, the weight updates have lower entropy compared with the original weights. Inspired by DPCM, we can compress the model difference vector $Δ_m^{(k)}$ instead of the weight vector $w_m^{(k,τ)}$. By doing so, we recover some recently proposed methods such as FedPAQ [14]. We list this method as the first prediction mode in Table 1.

The design of the prediction function can be also inspired from the properties of SGD. For example, Mandt et al. [20] use a multivariate Ornstein–Uhlenbeck process to approximate SGD:

$$d\tilde{w}_m^{(k,t+1)} = -A \tilde{w}_m^{(k,t)} dt + B dW_t,$$  \hspace{1cm} (13)

where $A, B \in \mathbb{R}^{d \times d}$ are constant matrices, and $W_t$ is a $d$-dimensional Wiener process. Based on the solution to (13), an autoregressive (AR) model can be leveraged to design the predictor. We use a coordinate-wise linear predictor by introducing coefficients $γ_m^{(k)} \in \mathbb{R}^d$ and biases $γ_{0,m}^{(k)} \in \mathbb{R}^d$, i.e.,

$$\tilde{w}_m^{(k,τ)} = γ_m^{(k)} \circ \tilde{w}_m^{(k,0)} + γ_{0,m}^{(k)},$$  \hspace{1cm} (14)

where $\circ$ is the elementwise product. Similar to the adaptive DPCM method, we use the gradient descent to update coeffi-
federated learning [14]. The local computation is dominated by modes that track the first and second raw moments, i.e.,

\[ J_m^{(k)} = \frac{1}{d} \left\| \tilde{w}_m^{(k,\tau)} - \hat{w}_m^{(k,\tau)} \right\|_2^2, \]

and update the coefficients with step size \( a \),

\[ \gamma_m^{(k)} = \gamma_m^{(k)} - a \frac{\partial J_m^{(k)}}{\partial \gamma_m^{(k)}}. \]  

Here, we stress that the MSE measures the difference between the predicted version \( \tilde{w}_m^{(k,\tau)} \) and the reconstructed version \( \hat{w}_m^{(k,\tau)} \). Note that by transmitting the quantized residue \( e_m^{(k)} \), \( \tilde{w}_m^{(k,\tau)} \) is available at both the worker side and the server side to allow the prediction coefficients to be synchronized. We list this method as the second prediction mode in TABLE I.

Another way to generate a prediction for \( w_m^{(k,\tau)} \) is to exploit the relation in (10) to obtain an estimated \( \Delta_m^{(k)} \). The predicted \( \tilde{w}_m^{(k,\tau)} \) can be written as

\[ \tilde{w}_m^{(k,\tau)} = w_m^{(k,0)} - \Delta_m^{(k)}. \]  

By assuming the recent increments are correlated, we use the moving average of the globally available weight differences to do the prediction, namely,

\[ \Delta_m^{(k)} = \frac{1}{R} \sum_{r=1}^{R} \Delta_m^{(k-r)}. \]

We list this method as the third prediction mode in TABLE I.

Equation (11) illustrates that the weight difference \( \Delta_m^{(k)} \) is the accumulative local gradient updates. We borrow the wisdom from the adaptive moment estimation (Adam) optimizer [21] by smoothing the trajectory of \( \Delta_m^{(r-k)} \) for prediction. In particular, we take the exponential moving average to track the first and second raw moments, i.e.,

\[ u_m^{(k)} = \beta_1 u_m^{(k-1)} + (1 - \beta_1) \Delta_m^{(k-1)}, \]
\[ v_m^{(k)} = \beta_2 v_m^{(k-1)} + (1 - \beta_2) \Delta_m^{(k-1)} \circ \Delta_m^{(k-1)}, \]

where \( \beta_1 \) and \( \beta_2 \) are predefined scalar coefficients. The prediction is designed as

\[ \Delta_m^{(k)} = c \frac{u_m^{(k)}}{v_m^{(1,1)} + \epsilon}, \]

where \( c \) is a constant, and \( \epsilon \) is a small value added to the denominator for numerical stability. We simplify the notation by introducing a vector \( \nu_m^{(k)} \) such that

\[ \Delta_m^{(k)} = c u_m^{(k)} \circ \nu_m^{(k)}. \]

We list this method as the fourth prediction mode in TABLE I.

To achieve the best compression performance, we traverse all prediction modes and choose the one that gives the smallest prediction error. Two-bit mode information is transmitted separately for signaling the selected mode to the decoder. The time complexity of the proposed prediction step involves standard matrix calculations and grows linearly with the number of modes \( N \). We note that communication is the bottleneck in federated learning [14]. The local computation is dominated by neural network optimization, and the additional computational cost is therefore negligible.

The design of different prediction modes and their empirical performance have been well exploited in image and video compression [8, 10]. We provide a mathematical justification that the prediction error decreases as more predictor candidates are included.

**Lemma 1** In one communication round, suppose we have a sequence of infinitely many prediction modes \( i = 1, 2, \ldots \), each mode can result in an independent, nonnegative prediction error that admits a probability density function \( f_X(x) \). For the first \( N \) candidate modes, a mode selection scheme picks the one with the lowest absolute error. Denote the error as \( Y_N \). The expectation of the smallest prediction error \( Y_N \) is a monotonically decreasing function of \( N \).

**Proof.** See Appendix A.

Finally, we discuss the issue of memory cost in the implementation. In practice, the total number of workers \( M \) can be a large value. Keeping the memory in sync with all workers on the server may incur additional computation and storage cost. With the globally available model weights, we can use

\[ \Delta_m^{(k)} \triangleq w_m^{(k,0)} - w^{(k+1)} = w^{(k)} - w^{(k+1)} \]

(22) to replace the original \( \Delta_m^{(k)} \) defined in (12). This strategy reduces the memory cost from \( \mathcal{O}(Md) \) to \( \mathcal{O}(d) \) at the expense of less precise prediction for each worker.

### B. Quantization

Quantization maps continuous input values to discrete symbols. In our work, we use the operator \( \text{quant}(-) \) to represent the forward quantization stage. In particular, it decomposes an input vector into its norm and direction and quantizes the projected directions to discrete symbols. The operator \( \text{dequant}(-) \) denotes the dequantization stage that reconstructs the input vector by reassembling the discrete symbols back to a directional vector and multiplying it by the norm. The quantizer \( Q(-) \) is defined as the composition of the forward quantization \( \text{quant}(-) \) and the dequantization \( \text{dequant}(-) \). Given an input residue \( e \), the quantizer maps each entry as follows:

\[ Q(e_i) = \frac{\kappa}{s} \| e \|_p \cdot \text{sign}(e_i) \cdot \varphi_i(e, s), \]

where \( \kappa \) is a scaling factor, \( s \) is a predefined parameter and the number \( L \) of representation levels is equal to \( 2s + 1 \). \( \| e \|_p \) is the \( \ell_p \) norm of \( e \), and \( \varphi_i(e, s) \) is an integer value representing the unsigned quantized level of the \( i \)th coordinate of vector \( e \).

In this work, we use two types of quantizers. For a deterministic mid-tread uniform quantizer \( Q_e \) that has a zero-valued reconstruction level \( \varphi_e^0 \), we set \( \varphi_i \) in (23) by \( \varphi_e^0 \) defined as follows:

\[ \varphi_e^0(e, s) = \left\lfloor \frac{\kappa \| e \|_p}{s} + 1 \right\rfloor, \]

(24) whose effective quantization step is \( \kappa \| e \|_p / s \). For a stochastic quantizer \( Q_x \), we set \( \varphi_i \) in (23) by \( \varphi_i^x \) defined as follows:

\[ \varphi_i^x(e, s) = \begin{cases} \ell & \text{with prob. } 1 - p_i, \\ \ell + 1 & \text{with prob. } p_i = \frac{s|e_i|}{\kappa \| e \|_p} - \ell, \end{cases} \]

(25)
where $\ell \in [0, s)$ is an integer and \( \frac{\lfloor \ell s \rfloor}{s} \in [\ell/s, (\ell + 1)/s) \). The unsigned quantized level given by $\varphi_i^*(e, s)$ in its binary representation will be combined with the sign of the quantizer input $e_i$ and further compressed by an entropy coder. Specifically, the sign will be concatenated to the least significant bit to produce an unsigned quantized level $h_i$ as follows:

$$h_i = \begin{cases} 2 \varphi_i(e, s), & \text{if } \text{sign}(e_i) \leq 0, \\ 2 \varphi_i(e, s) - 1, & \text{if } \text{sign}(e_i) > 0. \end{cases} \quad (26)$$

Formally, we show that the mapping scheme in (26) can reduce the average codeword length compared to the method that separately encodes the signs and absolute integer values [4].

**Lemma 2** Define $\phi_i \triangleq \text{sign}(e_i) \cdot \varphi_i(e, s)$. The mapping defined in (26) can be rewritten as

$$h_i = \begin{cases} -2 \phi_i, & \text{if } \text{sign}(\phi_i) \leq 0, \\ 2 \phi_i - 1, & \text{if } \text{sign}(\phi_i) > 0. \end{cases} \quad (27)$$

Consider following nonnegative integer encoding schemes: (i) use the mapping defined in (27) and then encode $\phi_i$; (ii) separately encode $|\phi_i|$ and $\text{sign}(\phi_i)$. Scheme (i) has a shorter average codeword length.

**Proof.** See Appendix 5.

After the mapping, $h = [h_1, \ldots, h_d]^T$ contains nonnegative integers that can be further compressed with an entropy coder. Given the quantization error $D$ and the estimated entropy $R$, the quantizer is chosen by minimizing the Lagrangian cost function [23], namely,

$$L = D + \lambda \cdot R, \quad (28)$$

where $\lambda$ is the Lagrangian multiplier. Note that the dequantization on the decoder side is the same for both quantizers $Q_s$ and $Q_u$, hence there is no need to send the overhead indicating the choice of the quantizer. Other information such as the vector norm will be directly transmitted without compression.

### C. Entropy Coding

Given a sequence of discrete symbols, the task of entropy coding is to find a mapping such that the inputs are represented with codewords that have a shorter weighted average length. We choose the arithmetic coding [10] in our implementation. Instead of mapping each symbol to a code uniquely, arithmetic coding encodes a tag that represents the cumulative probability distribution of an input random sequence. In practice, the tag will be set as a value located in an interval, which is bounded by the cumulative probability distribution of the sequence. During the coding procedure, the algorithm refers to a predefined probability table and maintains the tag. The tag will be output as a binary bitstream.

In our scheme, we use the frequency of the quantized residues as an estimation of the probability table. The frequency information will be transmitted separately to ensure that the global server can decode the original sequence.

### V. ANALYSIS OF ALGORITHM

To simplify the notation, we first denote the stochastic local gradient described in (5) as

$$\tilde{g}_m^{(k,t)} \triangleq \nabla f_m(w_m^{(k,t)}, e_m^{(k,t)}). \quad (29)$$

In addition, the local full batch gradient will be shortened as

$$g_m^{(k,t)} \triangleq \nabla f_m(w_m^{(k,t)}). \quad (30)$$

We state five assumptions as prerequisites for the convergence analysis. We assume an optimization procedure with a fixed learning rate $\eta$ for mathematical tractability.

#### A. Assumptions

**Assumption 1** (Lower bound) $\forall w \in \mathbb{R}^d$, the objective function is lower bounded by a constant $f^*$

$$f(w) \geq f^* = \min_{w \in \mathbb{R}^d} f(w). \quad (31)$$

**Assumption 2** (L-smoothness) $\forall w_1, w_2 \in \mathbb{R}^d$, $m \in [1, M]$, there exists some nonnegative $L$ such that:

$$||\nabla f_m(w_1) - \nabla f_m(w_2)||_2 \leq L ||w_1 - w_2||_2. \quad (32)$$

**Assumption 3** The stochastic gradients on each worker are unbiased, namely, $\mathbb{E}_E[\tilde{g}_m^{(k,t)}] = g_m^{(k,t)}$, $\forall k, t > 0, m \in [1, M]$, they have bounded variance, i.e.,

$$\mathbb{E}||\tilde{g}_m^{(k,t)} - g_m^{(k,t)}||_2^2 \leq \sigma_\xi^2, \quad (33)$$

where $\sigma_\xi^2$ is a fixed variance independent of $k$, $t$, and $m$.

Assumptions 1 to 3 are common in literature for necessary analyses [16 24]. Next, we set conditions for the prediction residue and quantization noise.

**Assumption 4** $\forall k > 0, m \in [1, M]$, each component of the prediction residual vector $e_m^{(k)}$ has a distribution that is symmetric about zero. In addition, the variance satisfies

$$\mathbb{E}||e_m^{(k)}||_2^2 \leq p ||\Delta_m^{(k)}||_2^2, \quad (34)$$

for some constant $p > 0$.

Assumption 4 is a nonstandard assumption, and we provide some intuitions as follows. Consider the prediction mode 1 inspired by DPCM. We expect the central limit theorem to render a bell-shaped distributed residue with zero skewness. The equivalent assumption can be found in [23].

**Assumption 5** $\forall a \in \mathbb{R}^d$, the variance of quantization noise satisfies

$$\mathbb{E}||Q(a) - a||_2^2 \leq q ||a||_2^2, \quad (35)$$

for some constant $q > 0$.

Assumption 5 essentially gives a lower bound of the signal to quantization noise ratio (SQNR) of the quantization. The lower bound can be shown for the deterministic quantizer $Q_u$ when assuming a specific distribution of the input [10], and for the stochastic quantizer $Q_s$ [4].
Fig. 3: Test loss versus communication cost without entropy coding on (a) the non-i.i.d. Fashion-MNIST dataset and (b) the non-i.i.d. CIFAR-10 dataset. The proposed scheme outperforms other methods by achieving the lowest test loss within the same uplink cost. (c) Uplink communication time to reach 60% test accuracy on the CIFAR-10 task. The proposed scheme is advantageous in bandwidth-constrained scenarios by saving communication time drastically.

B. Convergence Analysis

We state our analysis result on the algorithm for nonconvex optimization in the i.i.d. setting when workers have the same data distribution. We use the gradient norm as the indicator for optimization in the i.i.d. setting when workers have the same data distribution. We use the gradient norm as the indicator for optimization in the i.i.d. setting when workers have the same data distribution. We use the gradient norm as the indicator for optimization in the i.i.d. setting when workers have the same data distribution.

**Theorem 1** For Algorithm 2 under Assumptions 2 to 5 if the learning rate \( \eta \) satisfies

\[
\frac{L^2 \eta^2 \tau (\tau - 1)}{2} + L \eta \left( \frac{qp}{M} + 1 \right) \leq 1,
\]

then after \( K \) rounds of communication, we have

\[
\frac{1}{K} \sum_{k=0}^{K-1} \| \nabla f(w(k)) \|^2_2 \leq 2 \left[ \frac{f(w(0)) - f(w^*)}{\eta \tau K} \right] \sigma^2 + \sum_{k=0}^{K-1} \frac{L \eta (\frac{qp}{M} + 1)}{2} \sigma^2.
\]

**Proof.** See Appendix C.

**Remark 1** Suppose we have an ideal predictor with the prediction error ratio coefficient \( p \) close to zero, or equivalently we have an ideal quantizer with the quantization error ratio coefficient \( q \) close to zero, then Theorem 1 recovers the result obtained in [24].

**Remark 2** In our proposed scheme, prediction and quantization operation have an interactive effect on the convergence rate, as it is reflected in the term \( \frac{qp^2}{M} \xi^2 \) in (37). Suppose the prediction error ratio satisfies \( p \in (0, 1) \), then the convergence bound in (37) is tighter than gradient quantization methods such as FedPAQ [11]. The well-designed predictors allow fast convergence even in the coarse quantization scenario.

**Remark 3** The learning rate \( \eta \) or the number of local iterations \( \tau \) should not be large. Otherwise, the prediction will not be accurate. To see this, we replace \( q \) with \( d^2/2 \) and replace \( p \) with \( p + \delta_p \). This brings an additive term \( \frac{L \eta d^2 \delta_p \sigma^2}{2} \) to the upper bound in (37), thus negatively affecting the convergence and the prediction in succeeding communication rounds.

Adding the uniform bounds for the gradients or gradient dissimilarity provides an analysis tool for non-i.i.d. settings [26, 27], which we leave for future work. The simulation results with the heterogeneous data distributions are discussed in Section VI.

### VI. Experimental Results

For the simulations, we assume a circular area with a radius of 500 meters, with one central server at its center and 30 uniformly distributed workers. The simulation parameters are listed in Table I. We consider concurrent communication and evaluate the longest transmission time as the uplink communication cost.

**Model and Datasets.** We consider the learning tasks of image recognition with two datasets, namely, Fashion-MNIST [28] and CIFAR-10 [29]. Both of them contain 10 categories for classification. We followed Hsu et al. [30] and used the Dirichlet distribution to simulate the non-i.i.d. worker data. In particular, for the \( m \)-th worker, we drew a random vector \( q_m \sim \text{Dir}(\alpha) \), where \( q_m = [q_{m,1}, \ldots, q_{m,C}]^T \) belongs to the \((C - 1)\)-standard simplex. We then assigned the images to the worker, where the number of the \( k \)-th class is proportional to \( q_{m,k} \). We set \( \alpha = 0.5 \) throughout the experiments. Since the non-i.i.d. setting is a defining characteristic for federated learning [11], we focused on this non-i.i.d. data partition in the simulation. More implementation details can be found in Appendix D.

**Convergence.** We compare the proposed scheme with FedAvg [11], QSGD [19], STC [15], FedPAQ [14], and UVeQFed [31]. In the simulation, QSGD and FedPAQ adopt the stochastic scalar quantization and ternary quantization, where the sparsity rate is set to 1/400. UVeQFed leverages the two-dimensional hexagonal lattice for gradient vector quantization, in which we set the quantization rate to 2. We first remove the entropy coding modules in all methods and evaluate the test loss reduction over cumulative communication cost in Fig. 3. It can be observed from Fig. 3a and Fig. 3b.

| Parameters Value | Parameters Value |
|------------------|------------------|
| \( P_m \) 0.01 W | \( B \) 2 MHz |
| \( N_0 \) -174 dBm/Hz | \( A_d \) 4.11 |
| \( f_c \) 915 MHz | \( d_e \) 2.8 |

**TABLE II: SIMULATION PARAMETERS FOR WIRELESS COMMUNICATION CHANNELS**
that the proposed scheme outperforms all of them by achieving the lowest test loss given the same uplink cost. A more detailed comparison with the best two of these baseline algorithms reveals that the proposed scheme reduces the test loss by 30% compared to FedPAQ and UVeQFed on the Fashion-MNIST task given the communication cost of $0.8 \times 10^3$–$1.2 \times 10^2$ minutes. On the CIFAR-10 task, the proposed scheme reduces the test loss by 27% and 15% compared to FedPAQ and UVeQFed, respectively, given the communication cost of $4 \times 10^3$–$6 \times 10^3$ minutes. The results confirm our analysis in Remark 2, indicating that the interactive effect from the prediction and quantization improves the model performance. In Fig. 3, we show the communication cost of different methods on the CIFAR-10 task for a test accuracy of 60%. Compared to prior works such as FedAvg and UVeQFed, the proposed scheme can reduce the communication cost by two orders of magnitude.

**Prediction Modes.** In this experiment, we study the influence of the number of prediction modes. We train the model on CIFAR-10 for 50 rounds and choose the number of predictor candidates $N$ from 1 to 4. FedPAQ can be viewed as a special case of our proposed scheme with one fixed prediction mode. The learning curves are plotted in Fig. 4(a). It can be observed that using more prediction modes can accelerate the learning. The observations confirm our analysis in Lemma 1 that increasing the number of prediction modes reduces the prediction error and hence accelerates the convergence rate. For our proposed four-mode scheme, we visualize the different prediction modes selection frequency in Fig. 4(b). We note that mode 1 is a good candidate for the predictor, as its selection frequency is consistently around 0.5.

**Local Iterations.** We study the effect of the number of local iterations $\tau$. As $\tau$ increases, the model update will have a larger variance and thus be difficult to predict. On the other hand, increased local computations will accelerate the model convergence to a certain extent, as we have shown in the first term of convergence bound \((37)\). A larger variance also means that the norm of the model updates is going to increase and the gradient will be sparser after quantization. We train the model on CIFAR-10 and select $\tau$ from \{10, 20, 30\}. The learning curves are plotted in Fig. 4(c) and the training results after 50 communication rounds are shown in TABLE III. It can be observed that when fixing communication time, a larger $\tau$ can result in a higher test accuracy value. On the other hand, $\tau = 20$ gives the best test accuracy. The observations confirm our analysis that a larger $\tau$ can improve the communication efficiency by exploiting local computation at the workers, but may not necessarily improve the model accuracy due to the increased prediction errors, as we have pointed out in Remark 3.

**Quantization Levels.** In this experiment, we study how the number of quantization levels $2s + 1$ affects the learning procedure. As $s$ increases, the quantization error will be reduced and the model can achieve smaller errors based on Theorem 1. We train the model on CIFAR-10 and show the training results after 50 communication rounds in TABLE IV. It can be observed that a larger $s$ improves the model accuracy at the cost of higher communication cost because of the increased quantization precision.

## Table III: Accuracy and Compression Ratio with Different Local Iterations

| Local Steps | Test Accuracy (%) | Compression Ratio | Communication Time (min) |
|-------------|-------------------|-------------------|--------------------------|
| $\tau = 10$ | 70.2 ± 0.1        | 901×              | 3.5                      |
| $\tau = 20$ | 72.7 ± 0.1        | 1183×             | 2.7                      |
| $\tau = 30$ | 72.6 ± 0.2        | 1279×             | 2.5                      |

## Table IV: Accuracy and Compression Ratio with Different Quantization Levels

| Quantization Parameter | Test Accuracy (%) | Compression Ratio | Communication Time (min) |
|------------------------|-------------------|-------------------|--------------------------|
| $s = 1$                | 72.7 ± 0.2        | 1183×             | 2.7                      |
| $s = 2$                | 74.1 ± 0.2        | 653×              | 4.9                      |
| $s = 3$                | 74.8 ± 0.1        | 463×              | 6.9                      |

Fig. 4: (a) Test loss versus communication round with different numbers of prediction modes $N$. By increasing $N$, the residue error is reduced and the model will converge faster. (b) In our proposed scheme, we use four modes and plot the frequency of different modes used during each communication round. (c) Test accuracy versus communication time with different number of local iterations. Given the communication time, $\tau = 30$ gives the best test accuracy.
predictor dynamically to improve the compression performance. Our proposed scheme can significantly reduce the required bandwidth and communication cost and achieve better performance compared with other baselines, which has been confirmed by our empirical study.

APPENDIX A
PROOF OF LEMMA

Proof. With the mode selection scheme, the final prediction error is calculated as \( Y_N = \min(X_1, \ldots, X_N) \). The cumulative density function (cdf) of \( Y_N \) is

\[
F_{Y_N}(c) = 1 - \prod_{i=1}^{N} \mathbb{P}[X_i \geq c] = 1 - \prod_{i=1}^{N}[1 - F_{X_i}(c)].
\]  

Since \( X_i \) is nonnegative, the complement cdf \( 1 - F_{X_i}(c) \) has 1 for \( c < 0 \) and is monotonic decreasing for \( c > 0 \). If one increases \( N \) to \( N + 1 \), \( \prod_{i=1}^{N+1}[1 - F_{X_i}(c)] \) will be more discounted. Hence, \( F_{Y_N}(c) \)'s curve is rising, which tells us that the expectation

\[
\mathbb{E}[Y_N] = \int_{0}^{\infty} [1 - F_{Y_N}(c)] \, dc
\]  

is decreasing as \( N \) increases.

We empirically plot the prediction error versus the number of prediction modes \( N \) in Fig. 5. For simplicity, we assume that \( X_i \sim \mathcal{N}(\mu, \sigma^2) \) and set \( \mu = 400 \) and \( \sigma = 30 \) in the simulation so that it is nearly impossible for \( X_i \) to be negative. Each point on the curve is obtained by averaging over \( 1 \times 10^4 \) repetitions. The error expectation is a monotonically decreasing function of \( N \), which is consistent with our analysis.

APPENDIX B
PROOF OF LEMMA

Lemma Define \( \phi_i \triangleq \text{sign}(e_i) \cdot \varphi_i(e, s) \). The mapping defined in (26) can be rewritten as

\[
h_i = \begin{cases} 
-2\phi_i, & \text{if sign}(\phi_i) \leq 0, \\
2\phi_i - 1, & \text{if sign}(\phi_i) > 0.
\end{cases}
\]  

Consider following nonnegative integer encoding schemes: (i) use the mapping defined in (27) and then encode \( \phi_i \); (ii) separately encode \( |\phi_i| \) and sign(\( \phi_i \)). Scheme (i) has a shorter average codeword length.

Proof. Consider \( |\phi_i| \in \{0, 1, \ldots, J\} \). We define the probability mass function of \( |\phi_i| \) as follows:

\[
\mathbb{P}(|\phi_i| = j) = \begin{cases} 
2p_j, & \text{if } j \neq 0, \\
p_0, & \text{otherwise}.
\end{cases}
\]  

The probabilities sum up to 1, which yields

\[
\sum_{j=1}^{J} 2p_j + p_0 = 1.
\]  

Under Assumption \( A \), it can be shown that

\[
\mathbb{P}(\phi_i = j) = \mathbb{P}(\phi_i = -j) = p_j.
\]  

We use the entropy lower bound to estimate average codeword length. For Scheme (i) which maps \( \phi_i \) to \( h_i \) with (27), the entropy of \( h_i \) is calculated as

\[
H(h_i) = - \left( \sum_{j=1}^{J} 2p_j \log_2 p_j + p_0 \log_2 p_0 \right).
\]  

The average codeword length is estimated as \( L_1 = H(h_i) \). For Scheme (ii), the entropy of \( |\phi_i| \) is calculated as

\[
H(|\phi_i|) = - \left( \sum_{j=1}^{J} 2p_j \log_2 p_j + p_0 \log_2 p_0 \right).
\]  

The average codeword length is estimated as \( L_2 = H(|\phi_i|) + 1 \). Here, the extra 1 bit comes from the sign of \( |\phi_i| \). Taking the difference between \( L_2 \) and \( L_1 \) yields

\[
L_2 - L_1 = - \sum_{j=1}^{J} 2p_j \log_2 \frac{2p_j}{p_j} + 1 \equiv p_0 > 0.
\]  

where \( \equiv \) follows from (42). The proof is complete.

APPENDIX C
PROOF OF THEOREM

Proof. For clarity, we first have a brief review of some key points in Algorithm 1. We denote the global weight difference as

\[
\hat{\Delta}^{(k)} = w^{(k)} - w^{(k+1)}.
\]  

According to (7), we have

\[
\hat{\Delta}^{(k)} = w^{(k)} - \frac{1}{M} \sum_{m=1}^{M} \hat{w}^{(k, \tau)}.
\]  

Substituting the decoding procedure \( \hat{w}^{(k+1)} \leftarrow \hat{w}^{(k+1)} + e^{(k)}_m \) into (48) yields

\[
\hat{\Delta}^{(k)} = w^{(k)} - \frac{1}{M} \sum_{m=1}^{M} \left( \hat{w}^{(k, \tau)} + e^{(k)}_m \right).
\]
We then take the expectation of $\hat{\Delta}^{(k)}$. Under Assumption 4, it can be shown that the quantization is unbiased, i.e.,

$$
E \left[ e^{(k)} \mid e^{(k)} \right] = e^{(k)},
$$

we can obtain

$$
\Delta^{(k)} \equiv E \left[ \hat{\Delta}^{(k)} \mid w^{(k)} \right] = w^{(k)} - \frac{1}{M} \sum_{m=1}^{M} w^{(k,m)}. 
$$

From Assumption 3 we have

$$
E \left[ f(w^{(k+1)}) - f(w^{(k)}) \right] \leq \underbrace{- E \left( \nabla f(w^{(k)}), \hat{\Delta}^{(k)} \right)}_{T_1} + \underbrace{L \frac{E \left( |\hat{\Delta}^{(k)}|^2 \right)}{T_2}}_{T_3}. 
$$

We first consider the bound for $T_1$:

$$
\underbrace{E \left( \nabla f(w^{(k)}), \hat{\Delta}^{(k)} \right)}_{\text{53a}} \equiv \underbrace{E \left( \nabla f(w^{(k)}), \Delta^{(k)} \right)}_{\text{53b}} = E \left( \nabla f(w^{(k)}), \frac{\eta}{m} \sum_{l=0}^{T-1} \nabla f_m(w^{(k,t)}) \right) \equiv \frac{\eta M}{2} \sum_{m=1}^{M} \sum_{l=0}^{T-1} \left( E \left| \nabla f(w^{(k)}) \right|^2 + E \left| \nabla f(w^{(k,t)}) \right|^2 \right) - E \left| \nabla f(w^{(k)}) - \nabla f(w^{(k,t)}) \right|^2 
$$

$$
\underbrace{\frac{\eta}{2} E \left| \nabla f(w^{(k)}) \right|^2}_{\text{T_3}} + \frac{\eta M}{2} \sum_{m=1}^{M} \sum_{l=0}^{T-1} \left( E \left| g_m^{(k,t)} \right|^2 \right) 
$$

$$
- L^2 E \left| w^{(k,t)} - w^{(k)} \right|^2_{T_3},
$$

where ① follows from (50), ② follows from Assumption 3 and i.i.d. quantization noise, and ③ follows from Assumption 4 Under Assumption 4 we bound $T_3$ as

$$
\sum_{m=1}^{M} \left| e^{(k,m)} \right|^2 \leq \sum_{m=1}^{M} p \left| \Delta^{(k,m)} \right|^2 
$$

$$
\leq \sum_{m=1}^{M} p \left( \frac{\tau-1}{M} \sum_{t=0}^{T-1} \left| g_m^{(k,t)} \right|^2 \right) 
$$

$$
\leq p \frac{\tau}{M} \sum_{m=1}^{M} \sum_{t=0}^{T-1} \left| g_m^{(k,t)} \right|^2 + p \frac{\tau}{M} \sum_{m=1}^{M} \left| e^{(k,m)} \right|^2 
$$

$$
\leq \frac{\tau}{M} \left( M \sum_{m=1}^{M} \sum_{t=0}^{T-1} \left| g_m^{(k,t)} \right|^2 + M \sigma_\xi^2 \right). 
$$

Plugging (57d) into (58g) yields

$$
E \left( |\hat{\Delta}^{(k)}|^2 \right) \leq \frac{\tau}{M} \left( M \sum_{m=1}^{M} \sum_{t=0}^{T-1} \left| g_m^{(k,t)} \right|^2 + M \sigma_\xi^2 \right). 
$$
Substituting the results in (55a) and (58) into (52) yields
\[
\mathbb{E} \left[ f(w^{k+1}) - f(w^k) \right] \\
\leq -\frac{\eta \tau}{2} \| \nabla f(w^k) \|^2 - \frac{\eta}{4M} \left( 2 - L^2 \eta^2 \tau (\tau - 1) \right) \\
- 2L \eta^2 \tau \left( \frac{qp}{M} + 1 \right) \sum_{m=1}^{M} \sum_{t=0}^{\tau-1} \| g_{m,t}^{(k)} \|^2 \\
+ \frac{L \eta^2 \sigma^2}{4} \left( \frac{2(qp + 1)}{M} + L\eta (\tau - 1) \right) \sigma^2. 
\]
(59a)
\[
\leq -\frac{\eta \tau}{2} \| \nabla f(w^k) \|^2 \\
+ \frac{L \eta^2 \sigma^2}{4} \left( \frac{2(qp + 1)}{M} + L\eta (\tau - 1) \right) \sigma^2, 
\]
(59b)
where \( \odot \) follows from the constraint for \( \eta \) in (36). Summing up over \( K \) communication rounds yields
\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \| \nabla f(w^k) \|^2 \leq \frac{2 (f(w^0) - f(w^*))}{\eta \tau K} \\
+ L\eta \left( \frac{qp + 1}{M} + \frac{L\eta (\tau - 1)}{2} \right) \sigma^2. 
\]
(60)

APPENDIX D

Implementation

We used a LeNet model for Fashion-MNIST task and a VGG-7 model for the CIFAR-10 task. For the worker local update, we used the Adam optimizer \([21]\) and searched the learning rate over the set \( \{10^{-4}, 5 \times 10^{-4}, 10^{-3}, 5 \times 10^{-3}, 10^{-2}\} \). For prediction mode 2, we set the step size to \( 1 \times 10^{-3} \). For prediction mode 3, we set the order \( R \) to 3. For prediction mode 4, we use \( \beta_1 = 0.8 \) and \( \beta_2 = 0.99 \). The implementation is available at https://github.com/KAI-YUE/Predictive-Coding-FL.
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