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Abstract

Anonymising technologies are cyber-tools that protect people from online surveillance, hiding who they are, what information they have stored and what websites they are looking at. Whether it is anonymising online activity through ‘TOR’ and its onion routing, 256-bit encryption on communications sent or smart phone auto-deletes, the user’s identity and activity is protected from the watchful eyes of the intelligence community. This represents a clear challenge to intelligence actors as it prevents them access to information that many would argue plays a vital part in locating and preventing threats from being realised. Moreover, such technology offers more than ordinary information protections as it erects “warrant-proof” spaces, technological black boxes that no matter what some authority might deem as being legitimately searchable is protected to the extent that there are very limited or non-existent means of forcing oneself in. However, it will be argued here that not only is using such anonymising technology and its extra layer of protection people’s right, but that it is ethically mandatory. That is, due to the en masse surveillance—from both governments and corporations—coupled with people’s limited awareness and ability to comprehend such data collections, anonymising technology should be built into the fabric of cyberspace to provide a minimal set of protections over people’s information, and in doing so force the intelligence community to develop more targeted forms of data collection.
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Introduction

In a world where the Internet and cyberspace have permeated almost every aspect of modern life, never before has the real world been so interconnected with the cyber. In developed societies, almost every aspect of life is becoming digitised and processed through a computer system of some form. This computer revolution, however, is a double-edged sword. That is, while people are now able to interact with a level of ease and expediency previously unseen, all the data on these interactions are constantly recorded and stored. This is something that has not escaped the attention of the intelligence community, who argue that by collecting all of this data and examining it for patterns not only can they tell what someone has done but predict what they might do next.1 Unsurprisingly, people are concerned about access to their information and have, as a result, begun to utilise anonymising technology that secures their identity and online activity behind encryptions and auto-deletes. One of the most renowned tools for this is TOR, an easily downloadable program that allows a user online anonymity through onion routing—a form of layered encryption where the traffic is processed through three nodes and encrypted at each stage so that the sender and destination are unknown as each intermediary knows only the location of the immediately preceding and following nodes.2 TOR circuits protect many kinds of ‘hidden services’ including website hosting denoted by the .onion URL, online messaging and VOIP

1 Oscar Gandy, ‘Data Mining and Surveillance in the Post 9/11 Environment’ in Bell K and Webster F (eds.) The Intensification of Surveillance: Crime, Terrorism and Warfare in the Information Age (London; Sterling, VA: Pluto Press, 2003) p. 28; Patrick Keefe, Chatter: Dispatches From The Secret World Of Global Eavesdropping (New York: Random House, 2005) p. 99; Christopher Yang et al. ‘An Analysis of User Influence Ranking Algorithms on Dark Web Forums’ Proceedings of ACM SIGKDD Workshop on Intelligence and Security Informatics (ISI-KDD), Washington, D.C., July 25, 2010.
2 Timothy G. Abbott et al at ‘Browser Based Attacks on TOR’ Privacy Enhancing Technologies Vol. 4776 (June 2007) p. 2. End-to-end encryption can play an important (though not necessary) part of this communication process as this can add an extra layer of protection by encrypting the information that is being sent to the server at the end of the chain and so can ensure that the message is encrypted to even
communications, and data sharing. This has resulted in the creation of what is commonly referred to as the ‘dark web’, the collected sum of these websites that allows anonymity to those who visit or conduct business through it.

Information protection, however, is not limited to bespoke software being used by a few individuals. Technology companies have spent considerable time and effort to develop the most secure devices possible that prevents the individual’s data from being accessed by others. Most notably this has included storage devices such as mobile phones possessing auto-delete functions whereby if too many incorrect password attempts are made the data on the device is erased. This prevents the use of force attacks, where another computer tries all possible combinations in quick succession in the hope of identifying the correct one as the multiple incorrect attempts prompts a complete wipe of the memory. Or equally prominent is the use of end-to-end 256-bit encryption on instant-messaging applications such as WhatsApp, making the transmitted data for its some 900 millions users near impossible to access.

The problem is that this technology has the potential to upset the relationship between the protections people have surrounding their privacy and the state’s ability to access that information when it is justified in order to protect the political community. This tension is itself not necessarily new. On the one hand intelligence actors have an ethical obligation to prevent threats from harming the political community, and having access to this information when justified can play an important role in this. While on the other hand this online-data represents something that is most intimate and private to the individual. As people increasingly carry out their social and private lives online their virtual-self is ever more synonymous with their real-self and even just a cursory glance can give an insight into some of the most intimate aspects of someone’s life. Anonymising technologies that allow the individual to ‘go dark’, however, go further than any previous protections, creating what former-FBI Director James Comey termed as ‘warrant proof’ spaces—technological black boxes that no matter what some authority might deem as being legitimately searchable is protected to the extent that there are very limited or non-existent means of forcing oneself in. This, therefore, adds a new problem to the debate as it potentially sways the balance against the intelligence community irreversibly, preventing them from monitoring online activity or accessing digital information, even when they have a legitimate reason for doing so.

As a consequence some states have reacted in a confused, knee-jerk or draconian way, including calls to ban the technology entirely; insisting on built-in backdoors or lower protection standards for authorities to exploit; or to assume all those who use such technology are inherently guilty, prompting many government organisations to actively try to compromise TOR ‘not only in regions with repressive regimes but also in the free world’. In China, for example, its ‘Golden Shield Project’—also known as the Great Firewall of China—not only censors online content but also systematically probes for and shuts down any programs that might try to aid access to outside information or the dark web. While WhatsApp’s complex end-to-end encryption has raised questions in India where the new 256-bit encryption is far above the officially allowed and much

Footnote 2 (continued)

those at the end node and only accessible to the intended recipient. Michael G. Reed, P. Siverson, and David Goldschlag ‘Anonymous Connections and Onion Routing’ IEEE Journal on Selected Areas in Communications, 16/4 (1998) p. 482; David Goldschlag, Michael Reed and P. Siverson ‘Onion Routing for Anonymous and Private Internet Connections’ Communications of the ACM 42/2 (1999) 39–41.

3 TOR, What Protections Does TOR Provide. Available at https://www.torproject.org/docs/faq.html.en#WhatProtectionsDoesTorProvide

Other tools include Covercast, which is a ‘censorship circumvention system that broadcasts the content of popular websites in real time, encrypted videos streams on common live-streaming services such as YouTube’. See Richard McPherson, Amir Houmansadr, and Vitaly Shmatikov, ‘Covercast: Using Live Streaming to Evade Internet Censorship’ Proceedings on Privacy Enhancing Technologies 3 (2016) p. 212–225.

4 Judiciary Committee, ‘Hearing on Apple iPhone Encryption’. WhatsApp, ‘End to End Encryption’ WhatsApp Blog 5th April 2016 Available at https://blog.whatsapp.com/10000618/end-to-end-encryption accessed 5/4/16. Rao, Leena ‘WhatsApp Hits 900 Million Users’ Fortune 4th September 2015 Available at http://fortune.com/2015/09/04/whatsapp-900-million-users/.

6 Ian Sample, ‘Even basic phone logs can reveal deeply personal information’ The Guardian May 16th 2016 Available at https://www.theguardian.com/science/2016/may/16/even-basic-phone-logs-can-reveal-deeply-personal-information-researchers-find; David Solove, The Digital Person: Technology and Privacy in the Information Age (New York: New York University Press, 2004) p. 4.

7 The phrases ‘go dark’ and ‘anonymising technology’ will be used very broadly to cover all those technologies that protect the individual’s personal data from intelligence access to such an extent that they essentially cannot be forced open through conventional means. This covers the more traditional understanding of the ‘dark-web’ such as Tor and Onion Routing that have created a particular section of cyberspace where online activity is anonymous. But it will also include technology that offers other forms of protection, such as end-to-end encryption used by communication applications or security measures on data storage devices such as mobile phones that prevent outside access and delete the data if force is applied.

8 Judiciary Committee, ‘Hearing on Apple iPhone Encryption’, 1st March 2016. Available at http://www.c-span.org/video/?405442-1/ hearing-encryption-federal-investigations accessed 1/03/16.

9 Mauro Conti, Stephen Crane, Tommaso Frassetto, Andrei Homsucu, Georg Koppen, Per Larsen, Christopher Liebchen, Mike Perry, and Ahmad-Reza Sadeghi, ‘Selfrando: Securing the Tor Browser against De-anonymization Exploits’ Proceedings on Privacy Enhancing Technologies 4 (2016) p. 454.

10 TOR, ‘Learning more about the GFW’s active probing system’ The TOR Project 14 September 2015 Available at https://blog.torproject.org/category/tags/china accessed 8th April 2016.
quicker to crack 40-bit encryption. Indeed, after Adrian Ajao’s terrorist attack on Westminster killing four people, London 2017, where his last message was communicated through WhatsApp, the then UK Home Secretary Amber Rudd stated that it was ‘completely unacceptable’ to allow terrorists to communicate ‘in secret’, calling for an outright ban. Similarly, in the USA in early 2016 the FBI sought to compel technology company Apple to lower some of their security measures on their phones to enable them to force attack devices and gain access to stored data.

As a result there are important unanswered questions in terms of if and when the individual has the right to erect such immovable barriers, and, as a result, how the state should respond. This paper will argue that privacy is a fundamental interest to individuals and when it falls below a certain level in key areas they are harmed. Also, that anonymising technology offers a way of protecting this privacy and so represents a good in people’s lives. Moreover, not only do people have a right to use anonymising technology, but because online privacy is being routinely violated and given that there is a significant mismatch between what people perceive their privacy to be and the reality that surrounds it, it should be made a mandatory feature of cyber-systems. In turn this will raise the bar on people’s privacy protections significantly and prevent routine intrusions. However, privacy is part of a matrix of vital interests that individuals have that can occur to different degrees, others include their physical and mental integrity, liberty, self-worth and autonomy, and that in combination they represent an individual’s security. Anonymising technology provides more than just privacy, but ‘privacy plus’—a set of barriers that make intrusions difficult or near impossible. For the intelligence community this presents a limit on their ability to collect data and prevent threats to people’s other vital interests, often their physical integrity. This means that raises important concerns for the state on how it should react, and given the potential to overreact and unduly harm people’s interest in privacy this paper will examine what, if any, are the correct responses to be had by the state when dealing with anonymising technology.

Privacy, security and anonymising technology

The moral value of privacy in cyberspace cannot, and should not, be ignored. While privacy as a concept is extensively discussed, this does not necessarily mean it is particularly cohesive and has a ‘bewildering variety of meanings’ in both theory and practice. But regardless of whether one considers privacy as being boundaries of protection, or the ability to control information either related to or created by the individual, it is clear that it has fundamental importance to both the individual and society as a whole. At the heart of the moral importance of privacy is the argument that there are some interests that are fundamental to the human condition, pre-requisites to the furthering of an individual’s interpretation of the good life. Joel Feinberg calls these requirements ‘welfare interests’ and John Rawls calls them ‘primary goods’, but essentially they both amount to the same thing, that is, regardless of what conception of the good life the individual holds, these preconditions must be satisfied first in order to achieve them. If these vital interests fall below a threshold level, the ability to realise their

11 Andrew Griffin, ‘WhatsApp end-to-end encryption update might have made chat app illegal in India’ Independent 8th April 2016 Available at http://www.independent.co.uk/life-style/gadgets-and-tech/news/chat-app-end-to-end-encryption-update-might-have-made-chat-app-illegal-in-india-a6974921.html accessed 8th April 2016.

12 Gordon Rayner, ‘WhatsApp accused of giving terrorists ‘a secret place to hide’ as it refuses to hand over London attacker’s messages’ The Telegraph 27 March 2017. Available at: http://www.telegraph.co.uk/news/2017/03/26/home-secretary-amber-rudd-whatsapp-gives-terrorists-place-hide/ accessed 27 March 2017.

13 Tim Cook, ‘A Message to Our Customers’ Apple 16th February 2016 Available at http://www.apple.com/customer-letter/.

14 Niel Richards Intellectual Privacy: Rethinking Civil Liberties in the Digital Age (New York: Oxford University Press, 2015) p. 8.

15 Anita Allen, Uneasy Access: Privacy for Women in a Free Society (Totowa, N.J.: Rowman and Littlefield, 1988); L. Brandeis and S. Warren, ‘The Right to Privacy’, The Harvard Law Review 4/5 (1980) pp. 193–220; P. Fairfield, Public/Private (2005) p. 15; Ruth Gavison, ‘Privacy and the Limits of the Law’ Yale Law Journal 89 (1980), pp. 421–471; Adam Moore ‘Privacy: Its Meaning and Value’ American Philosophical Quarterly, 40 (2003) pp. 215–227; Sissela Bok, ‘Secrets: On the Ethics of Concealment and Revelation’ (New York: Pantheon, 1982).

16 G. Stoney Alder, Marshall Schminke, and Terry W. Noel, ‘The Impact of Individual Ethics on Reactions to Potentially Invasive HR Practices’ Journal of Business Ethics, 75/2 (2007) pp. 201–214; James Boyle, Shamans, Software and Spleens: Law and the Construction of the Information Society (Cambridge, Mass.; London: Harvard University Press, 1997) p. 54; Jerry Kang, ‘Information Privacy in Cyberspace Transactions’ Stanford Law Review 50/4 (1998) p. 1207; Edward Shils, ‘Privacy: Its Constitution and Vicissitudes’ Law and Contemporary Problems 31/2 (1966) p. 290; Alan Westin, Privacy and Freedom (New York: Atheneum, 1967).

17 David Bazelon, ‘Probing Privacy’ Georgia Law Review 2/1 (1997) p. 588; Diane P. Michelfelder, ‘The moral value of informational privacy in cyberspace’ Ethics and Information Technology, 3, (2001) pp. 129–135; William Parent, ‘Privacy, Morality and the Law’ Philosophy and Public Affairs 12/4 (1983) p. 276; David Solove, ‘Conceptualising Privacy’ California Law Review 90/4 (2002) p. 1143; Michael Weinstein ‘The Uses of Privacy in the Good Life’ in Privacy: Nomos XIII edited by Pennock, J. R. and Chapman, J. W. (New York: Atherton Press, 1971) p. 99; Alan Westin, Privacy and Freedom (New York: Atheneum, 1967).

18 Joel Feinberg, Moral Limits of the Criminal Law: Vol. I Harm to Others (Oxford: Oxford University Press, 1984) p. 37; John Rawls, Theory of Justice (Cambridge: Harvard University Press, 1971) p. 62.
more ultimate needs, goals or activities become dramatically hindered. In this way, these interests are the most important interests a person has, and thus demand protection. These vital interests include the need for physical and psychological integrity, liberty, autonomy, a sense of self-worth, and privacy. These vital interests are ends in themselves and are intrinsically valuable to the individual. The value of these interests is such that, as Feinberg argues, wronging them, even though someone might not directly experience it, means the individual is still harmed. For example, a camera inside an individual’s home constitutes a violation of his interest in privacy even if he is not aware of it and so does not ‘feel’ it in a ‘tangible or material way’. In addition, many interests are interrelated and can play an important role in each other’s realisation. For example, privacy is necessary in order for individuals to relax, find emotional release, self-reflection and self-analysis, all key in maintaining psychological and emotional health. Equally, Beate Rossler argues that ‘ensuring autonomous life and behaviour… can only be successfully developed if there are protected private realms and dimensions in one’s life’. In addition, privacy plays an important part in both promoting and maintaining the individual’s social role, facilitating social cohesion as individuals need a society with properly functioning privacy norms and rules to aid their interactions and to carry out their interests. As Raab argues, privacy represents a “‘constitutive public good’: a societal good, understood as an integral and essential element of society itself”. As social beings privacy represents an important means through which the individual interacts with society, helping them determine what, if and when they reveal about themselves as well as forming a key part of their political expression and interaction.

Understanding the value of privacy—as well as other vital interests—is important as it shapes the value that security has both for the individual and society as a whole. While Zedner is correct in that security is another ‘promiscuous concept’—ranging in content, referent object and means of provision—the value of security, and from there the right or expectation to have security, for this paper is directly linked to the value that an individual has in maintaining their vital interests. That is, security is the condition by which one’s vital interests are maintained and protected. This means contemplating security as the processes and protections designed to maintain people’s vital interests. For example, at its core the vital interest in maintaining one’s physical integrity gives rise to the understanding of security as personal safety, thus ‘usually understood to refer to the protection against physical or other harm’ and to provide security therefore includes ‘the prevention of or resilience against deliberate attack’. Or, in terms of privacy, security refers to the protections one has, both physically and symbolically, that prevent outsiders from intruding on private spaces or accessing personal information without authorisation.

What this means for national security is that it has value in terms of protecting the individual’s vital interests as well as the health of the political community as an important means through which the individual enacts or realises both vital and further interests. As Adam Moore argues, ‘we value national security, not because some specific political union is valuable in itself, but because it is a necessary part of protecting individual rights’. The value of the state, and the need for national security, is therefore drawn from the value of those individuals it is charged with protecting: ‘whatever

19 Joel Feinberg, *Harm to Others* (1984) p. 35.
20 See Alan Westin, *Privacy and Freedom* (London: Bodley Head, 1967) p. 34; Bazelon, D. ‘Probing Privacy’ *Georgia Law Review* Vol. 2 No. 1 (1997) p. 588; M. A. Weinstein, ‘The Uses of Privacy in the Good Life’ in *Privacy: Nomos XIII* edited by Pennock, J. R. and Chapman, J. W. (New York: Atherton Press, 1971) p. 99.
21 Beate Rossler, *The Value of Privacy* (John Wiley & Sons, 2015) p. 72; Also see Boudewijn de Bruin, ‘The liberal value of privacy’ *Law and Philosophy*, 29/5 (2010) p. 513; Andrei Marmor, ‘What is the right to privacy?* Philosophy & Public Affairs*, 43/1 (2015) p. 10.
22 Charles D. Raab ‘Security, Privacy and Oversight’ in Neal, A. W. (ed.) *Security in a Small Nation: Scotland, Democracy, Politics* (Open Book Publishers, 2017) p. 87.
23 Charles D. Raab ‘Security, Privacy and Oversight’ (2017) p. 87; Anita Allen *Privacy Law and Society* (Minneapolis: West/Thomson Reuters, 2011) p. 7–9.
24 Lucia Zedner, *Security (Key Ideas in Criminology)* (London: Routledge, 2009), p. 9.
25 For work on ‘security studies’ and the changes in referent object, the construction of security threats and security actors see Barry Buzan, Ole Waever and Jaap De Wilde, *Security: A New Framework for Analysis* (Boulder: Lynne Rienner, 1998); Christopher Browning and Matt McDonald, ‘The Future of Critical Security Studies: Ethics and the Politics of Security’ *European Journal of International Relations* (2011): 1–21; Peter Katzenstein (ed.) *The Culture of National Security: Norms and Identity in World Politics* (New York: Columbia University Press).
26 For more on there being a ‘right’ to security see: Liora Lazarus ‘Mapping the Right to Security’ in Benjamin J. Goold and Lazarus L. (eds.) *Security and Human Rights* (Hart Publishing, Oxford, 2007); Liora Lazarus ‘The Right to Security—Securing Rights or Securitising Rights’ in R Dickinson et al. (eds.), *Examining Critical Perspectives on Human Rights* (Cambridge: Cambridge University Press, 2012).
27 Bruce Schneier, *Beyond fear. Thinking Sensibly About Security in an Uncertain World* (Berlin: Springer, 2006) p. 12. This is different from the instrumentalist arguments made by people such as Henry Shue whereby security is necessary for the enjoyment of other rights. See Liora Lazarus ‘The Right to Security—Securing Rights or Securitising Rights’ in Dickinson R. et al. (eds.), *Examining Critical Perspectives on Human Rights* (Cambridge: Cambridge University Press, 2012).
28 Adam Moore, ‘Privacy, Security, and Government Surveillance: Wikileaks and the New Accountability’, *Public Affairs Quarterly*, 25/2 (2011), p. 142.
rights and privileges states have, they have them only in so far as they thereby serve individuals’ fundamental interests.29 Indeed, Ross Bellaby argues that the ethical value found within intelligence activity comes from their role in protecting the individual and the political community and this end shapes what activities they can justly carry out.30 The state and its institutions therefore has value as the most current and appropriate means by which an individual’s vital interests are protected and allowed to flourish, as well as the most suitable representation of the political community.

This means that narratives that portray security and liberties as opposing qualities that must be traded or balanced, while pervasive, are dangerous.31 By framing it as a trade-off between privacy and security, where you can have either security or privacy but not both and, importantly, where security is seen as a trump card,32 it is not surprising that ‘After 9/11 countries around the globe unhesitatingly adopted policies to enhance their government’s capacity to prevent terrorism... at the expense of individual civil liberties’.33 While Jeremy Waldron warns that even these framings are problematic in terms of unequal distribution of the trade-off, unclear returns for any given exchange and the problem of trading liberties at will,34 it is argued here that these framings fails to see how the matrix of vital interests should be taken as a whole, viewed holistically in order to provide an individual with enough of his vital interests that he can carry out his goals, and therefore be deemed secure. This means that ‘the overlapping or even isomorphic relationship between privacy and security is far more subtle than it might be imagined, and cannot be glossed over by a rhetoric of ‘opposed’ rights or values of security and privacy’.35

Security is therefore not separate from people’s interests, but an overarching formula by which they are ensured, and the role of the state is to negotiate the tensions between the various vital interests and seek to provide the necessary protections so that individuals can fulfil their own version of the good life. Indeed, a ‘defining characteristic of liberal societies is that they provide their citizens with possibilities for living their life in accordance with their own particular ideas of the individual good’.36 This involves both limiting and licensing the power of the state, something expressed through the social contract that outlines the agreement of rational individuals to sacrifice some of their freedoms in return for the state’s duty to protect their vital interests. Through public deliberation and debate these various vital interests are negotiated between people within a political community, holding the state to account in both its own coercive power over the population as well as in terms of its obligation to provide the necessary security.37 This relationship and the limit/licensing power of state is then manifested in terms of human rights legislation which enable individuals to hold the state to account and its duty to secure those conditions.

In calculating how the different vital interests interact it is important to understand that they are not binary, whole one min and utterly destroyed the next, but exist to varying degrees given the context. The negotiation therefore involves understanding which and to what extent both the state and a perpetrator are threatening vital interest(s). As a process this involves, first, all other things being equal, understanding what vital interests are under threat as some interests such as physical and mental integrity can take precedence over the other interests such as autonomy, liberty, self-worth or privacy.38 Berlin declared that liberty and autonomy are

29 Cécile Fabre, ‘Cosmopolitanism, Just War Theory and Legitimate Authority’ International Affairs 84/5 (2008): p. 964.
30 Ross W. Bellaby, The Ethics of Intelligence: A New Framework (London: Routledge, 2014).
31 Jeremy Waldron ‘Security and Liberty: The Image of Balance’ The Journal of Political Philosophy 11/2 (2003) pp. 191–210; David Pozen, ‘Privacy-Privacy Tradeoffs’ The University of Chicago Law Review, 83/1 (2016), pp. 221–247; Robert McArthur, ‘Reasonable Expectations of Privacy’ Ethics and Information Technology, 3 (2001) pp. 123–128.
32 Paul B. Thompson ‘Privacy, secrecy and security’ Ethics and Information Technology 3 (2001) pp. 13–19; Tiberiu Dragu, ‘Is There a Trade-off between Security and Liberty? Executive Bias, Privacy Protections, and Terrorism Prevention’ The American Political Science Review, 105/1 (2011), pp. 64–78; Derek E. Bambauer, ‘Privacy Versus Security’, The Journal of Criminal Law and Criminology, 103/3 (2013) pp. 667–683. For arguments against security necessarily trumping privacy see Adam Moore, ‘Privacy, Security, and Government Surveillance: Wikileaks and the New Accountability’, Public Affairs Quarterly, 25/2 (2011) pp. 141–156. Arguments for security trumping privacy see Ken Himma, ‘Privacy vs. Security: Why Privacy Is Not an Absolute Value or Right’ San Diego Law Review, 44, (2007) p. 857.
33 Tiberiu Dragu ‘Is There a Trade-Off Between Security and Liberty? Executive Bias, Privacy Protections, and Terrorism Prevention’ American Political Science Review 105/1 (2011) p. 64–78; Also see Bruce Ackerman Before the Next Attack: Preserving Civil Liberties in the Age of Terrorism (New Haven, CT: Yale University Press, 2006); Russell Hardin, ‘Civil Liberties in the Era of Mass Terrorism’ Journal of Ethics 8/1 (2004) p. 77–95.
34 Jeremy Waldron, ‘Security and Liberty: The Image of Balance’ Journal of Political Philosophy 11/2 (2003) pp. 191–210.
35 Charles D. Raab ‘Security, Privacy and Oversight’ in Neal, A. W. (ed.) Security in a Small Nation: Scotland, Democracy, Politics (Open Book Publishers, 2017).
36 Beate Rossler, The Value of Privacy (John Wiley & Sons, 2015) p. 43.
37 John Rawls Lectures on the History of Political Philosophy, Samuel Freeman (ed.), (Cambridge, MA: Harvard University Press, 2007) p. 226.
38 Berlin declared that in much the same way that boots were more important than the words of Shakespeare, liberty and autonomy are not necessarily the total first needs of an individual. Isaiah Berlin, Four Essays on Liberty (Oxford: Oxford University Press, 1969), p. 124.
not necessarily the first need of an individual: ‘the peasant needs clothing or medicine before, and more than, personal liberty.’ 39 This is not to say that the other vital interests are not truly vital, for they are, but without physical and mental integrity the individual’s interest in autonomy, liberty, self-worth or privacy can become redundant. Secondly, depending on the context the severity of the violation needs to be taken into account. Indeed, Nissenbaum argues for a context analysis of privacy where different social, structural or normative understandings of privacy can be enacted through people’s daily lives, which can overlap and come into conflict. 40 For example, privacy can be perceived as consisting of different levels where the more personal or intimate the information the greater the expectation of privacy. 41 Therefore there must be a greater threat to someone’s other vital interests to justify the privacy intervention. Importantly, the point of ‘other things being equal’ demonstrates that the degree of harm caused is dependent on all aspects brought together. For example, saying that the interest in physical integrity is more important than autonomy is done while the severity or context of the violation is equal. It would be folly to argue that a prick on the finger is more harmful than being locked away for 20 years simply because it was a physical attack. Significantly, vital interests make a chain whereby the whole is no stronger than its weakest link. 42 This means an excess of one will not necessarily make up for the lacking of another interest: all the self-worth in the world ‘will not help you if you have a fatal disease and great physical strength will not compensate for destitution or imprisonment’. 43 So an excess of physical security cannot be used as a justification for undermining people’s privacy; it cannot be argued that people are physically very safe in exchange for having no privacy. In making this negotiation it needs to be understood whether the target has acted in some way to waive or forfeit their immediate vital interest protects; if there is a threat to the vital interests of another to a greater degree or in a more fundamental way; and that people’s vital interests being provided for to a minimum standard.

So in making this calculation it should be understood that the value of privacy in cyberspace is significantly high. By viewing information in terms of concentric circles where the closer one goes to the centre the more intimate the information and the greater the expectation of privacy there is, it can be argued that online information should be considered as being highly private. Access to URL information (even restricted to before the first/slash), for example, can reflect intimate details about a person’s life such as an individual’s sexuality, political or social views, medical details, and financial activity, and even analysis of people’s meta-data can be used to access sensitive personal data on where a person goes and with whom he communicates. 44 Indeed, arguments have been made that unauthorised access to this data represents a serious violation of someone’s privacy because, first, there has developed a high expectation of privacy in one’s everyday online activity, especially given the increased and pervasive use of cyberspace throughout people’s lives; second, because real world protections on analogous data sets—medical, financial, social and political—already have high expectations of privacy; and third because it involves trespassing across a clearly defined barrier in terms of a person’s personal computing devices or communication while in transit. 45

Therefore people can expect a significant degree of protection around their online activity. The implications of anonymising technology, however, are striking as it provides ‘privacy-plus’; warrant proof spaces where a higher level of protection is achieved. Anonymising technology such as TOR and auto-deletes undermines the ability of the state to collect intelligence and in doing so hampering its ability to detect, locate and prevent a range of potential threats. However, even though these protections will hinder the intelligence community’s abilities, from the point of view of the individual this does not diminish their right to establish whatever privacy protection they see fit. Judith Thomson gives the example whereby if an individual wishes to put something precious to him in a safe to prevent others from looking at it, then it is his right to do so, and indeed represents a clearer demonstration that he wishes to stop others

39 Isaiah Berlin, Four Essays on Liberty (1969) p. 124.
40 Helen Nissenbaum, Privacy in Context: Technology, Policy and the Integrity of Social Life (Standford Law Books, 2009) p. 127.
41 Gary Marx, ‘Some Concepts that May be Useful in Understanding the Myriad Forms and Contexts of Surveillance’ Intelligence and National Security 19/2 (2004) p. 234; and Andrew von Hirsch, ‘The Ethics of Public Television Surveillance’ in Ethical and Social Perspectives on Situational Crime Prevention edited by Hirsch, A., Garland, D. and Wakefield, A. (Oxford: Hart Publishing, 2000) pp. 59–76.
42 Feinberg, J. Harm to Others (1984) p. 37; Nicholas Rescher, Welfare: The Social Issue in Philosophical Perspective (Pittsburgh: University of Pittsburgh Press, 1972) p. 5.
43 H. E. Baber, ‘How Bad is Rape’ Hypatia 2/2 (1987) p. 129.
44 Gary Marx, ‘Some Concepts that May be Useful in Understanding the Myriad Forms and Contexts of Surveillance’, Intelligence and National Security, 19/2, 2004, p. 234; Andrew Hirsch ‘The Ethics of Public Television Surveillance’ in Ethical and Social Perspectives on Situational Crime Prevention edited by Hirsch, A., Garland, D. and Wakefield, A. (Oxford: Hart Publishing, 2000) pp. 59–76.
45 Robert L. McArthur ‘Reasonable Expectations of Privacy’ Ethics and Information Technology 3 (2001) pp. 123–128; Charles Fried, ‘Privacy: A Moral Analysis’ Yale Law Review 77/1 (1969) p. 475; Hyman Gross, ‘Privacy and Autonomy’ in Privacy: Nomos XIII edited by Pennock, J. R. and Chapman, J. W. (New York: Atherton Press, 1971) p. 169; P. J. Steinberger, ‘Public and Private’ Political Studies 47/2 (1999) p. 292.
from looking at what he owns. Breaking in would be a clear violation of his privacy. Moreover, when individuals lock away their private items it is not done in the knowledge that should the need arise the door can be blown off. It is not the responsibility of the individual—or safe manufacturers—to ensure this option. If we make Thomson’s safe crack-proof this does not undermine the individual’s right to use it, even to the detriment of possible future intelligence collection. Moreover, it is the state’s duty to demonstrate why such protections for specific individuals should be necessarily pulled down. The individual is assumed innocent until proven guilty and the danger of demanding presumed access to an individual’s property flips this; that there is an assumption that they will be guilty of something and so the state will need access; or that using such protections is an inherent indication of future guilt as a form of pre-crime. What this need access; or that using such protections is an inherent assumption that they will be guilty of something and so the state will need access; or that using such protections is an inherent indication of future guilt as a form of pre-crime. What this means is that the state must be able to prove why particular individuals are warranted for surveillance—probably cause/balance of probabilities for example—to justify its coercive powers. Any method that relies or uses bulk rather than targeted surveillance would fail this requirement. Therefore, it can be argued that even though anonymising technology provides a nearly impenetrable barrier, the individual has the right to exert what protections they feel is required to ensure their privacy.

Not only a right, but an ethical need

Therefore, there is clearly an argument that can be made that people have the right to use anonymising technology despite it creating near impenetrable protections. This argument, however, can be pushed one step further in that not only is there a right but it is ethically mandatory to establish such privacy protections at a fundamental level of cyberspace, to include defences that automatically and systematically anonymise an individual’s identity and activity whether or not they have expressed an explicit desire. While such an argument might raise liberal concerns regarding overreach and interference in people’s lives, understanding such paternalist concerns can help highlight why there is a need for such interventions.

Broadly speaking the paternalism literature is extensive and wide-ranging, crossing philosophy, political theory, law, and economics, though as a general definition paternalism is the ‘interference with a person’s liberty of action justified by reasons referring exclusively to the welfare, good, happiness, needs, interests or values of the person being coerced’, or ‘that it involves acting towards people in a way that promotes their own best interest whether or not they see this themselves’. While some argue that this interference is unjustified because it is infantilising to the individual, most state the problem as the ‘violation of the person’s autonomy’ or liberty as the ability for the person to chose their own destiny and carry it out is circumvented.

However, these concerns surrounding autonomy can be used to highlight why there is a need for mandatory anonymous technology. First, if the main concern about paternalism is the impact on people’s autonomy then the context of the interference becomes important. Autonomy is another vital interest and broadly speaking is the capacity
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for self-rule, that one must be able to decide for oneself, without external manipulation or interference, what shape one’s own life will take. As Nussbaum puts it, autonomy is being able to ‘form a conception of the good and to engage in critical reflection about the planning of one’s life—the protection of the liberty of conscience’. This requires that the individual’s ability to function rationally is protected; that the individual has the capacity to plan, choose, and reflect on options in terms of arguments, evidence and potential choices so as to make a decision; and can do it without excessive influence or control from another. While anti-paternalism seeks to prevent interference with another’s autonomy, even for their benefit, those who lack the capacity for critical self-reflection whether it is due to an absence or reduced knowledge or ability—such as children or those who are physically or mentally unable—they are incapable of understanding what is in their best interests and so need paternalistic help to ensure they are protected. For example, Mill, on the subject of how long should children have their decision-making ability limited by parents, sets the limit as once the children are ‘capable of being improved by free and equal discussion’. As Feinberg puts it, interventions in only non-voluntary self-regarding actions do not affect people’s autonomy and should not be considered as paternalistic at all. Pro-paternalists, therefore, shape the justification and need for intervention in terms of the lack of information had by the individual—their ignorance or ability to understand what information they are given—or their hypothetical consent. That is, if individuals do not have the full facts before them or could not reasonably be able to comprehend its meaning then they are unable to make an informed decision; their capacity to reflect on options available to them and determine for themselves what the most appropriate version of the good is prevented and they are therefore unable to act autonomously. Indeed, in Mill’s example where we witness someone about to cross a dangerous bridge and we intervene to turn them back there is no ‘real infringement of his liberty’ as they are not aware of the structural weakness and it would not be their desire to fall. In fact, it can be argued lacking in the capacity for full autonomy demands an obligation on others to help provide or facilitate their realisation of a good life, whether the support is physical or in aiding in the necessary rational, critical reflection. Bill New expands this ignorance to include ‘failures of reasoning’ highlighting the technical inability to complete or understand the issues involved, a weakness of will, the distortive effect of emotions, and a lack of knowledge or experience. Feinberg further argues that the intervention is required until the target is adequately informed, and if they continue to be mistaken the intervention must continue until they realize their error. If an individual lacks autonomy then they are being harmed and so it is required that they be aided in order to restore their autonomy and stop the harm they are suffering under.

It can be argued, therefore, that anonymising technology protects people by providing them with their necessary privacy in a situation where their lack of knowledge or ability to understand means that they are non-autonomous agents, while also securing their autonomy through providing protected spaces for deliberation free from state surveillance influencing their decision-making processes. The first aspect of this argument is the general ignorance of people; that there is a significant disconnect between the sort of privacy people think they have and what is provided, as well as a
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lack of awareness on the dangers of revealing too much information. This includes a general mismatch between assumed online protections and the realities of cyberspace as well as a specific lack of awareness on the surveillance powers of intelligence actors such as the USA’s National Security Agency (NSA) and UK’s Government Communications Headquarters (GCHQ).

This includes, first, a lack of awareness over what sort of protections people have when they surf the web, whether in terms of their daily online activity or in regards to their more public facing activities on social media websites such as Facebook.65 Firstly, evidence shows that people value their online privacy: when the UK public were asked specifically about online privacy in May 2014 they saw this being either ‘essential’ or ‘important’ by a very large margin: for web browsing 85% saw privacy as being essential/important; for email content 91% saw privacy as essential/important; while for mobile phone location 79% saw privacy as essential/important. Moreover, the level of public concern about online privacy is reflected in the yearly TRUSTe Privacy Index conducted by Ipsos-MORI, which reported that in 2014 89% were frequently or always worried about their online privacy, which rose to 92% in 2015.66

However research also shows that people are unaware of what information is being stored and transmitted. Indeed, there is a significant body of research that reports that in terms of online social media, even though there should be a greater awareness on the abilities of others to access one’s information given its outward looking nature, there was a discrepancy between the level of privacy people expected in terms of who had access to what information and the actual safeguards in place.67 For example, Jones and Soltren reported that 89% percent of those users surveyed admitted that they had never read the online privacy policy and 91% were not familiar with any of their terms of service.68 One important part of the problem is that people do not conceive that outside audiences can view their information. Again, even public social media pages—whether Facebook, forums, blogs or web-chats—people see access to their data as being closer to a wall-garden rather than an open field; that is, people believe that their information is only ‘visible to the peer group more than to adult surveillance’,69 imagining an ideal audience ‘which is often a mirror-image of the user’.70 There is no expectation that the wider world (ranging from complete strangers, through to corporations and the government institutions) can access their online data, with research showing a particularly strong aversion to authority figures having access.71 Indeed, the backlash following Edward Snowden’s revelations highlight a real lack of knowledge as to the abilities, willingness and drive had by the intelligence community to collect data en masse. Even when people reported the recognised need for data to be collected,  
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often it was assumed that it would be other people’s data and not their own being amassed, and responses have thus been that the NSA had gone too far in both the breadth of surveil-
ance carried out and depth of information collected.72 It is therefore not surprising that Snowden’s revelations received
significant shock in terms of the level and pervasiveness of the NSA surveillance apparatus and sparked demands to
review surveillance powers.73

Another problem is that in addition to the harm caused
by violating people’s intrinsically valuable privacy, people are unaware of the instrumental danger that access to pri-
ivate online information can represent, including ‘damaged
reputation… unwanted contact and harassment or stalking,
surveillance like structures due to backtracking functions,
use of personal data by third parties, and hacking and iden-
tity theft’;74 while there are additional concerns over the
dangers of state surveillance in the form of a panoptic ‘chill-
ing effect’ that deters internet users from engaging in their
online activities because of the fear caused by the belief
they are being watched and the negative impact this can have on freedom of expression and the realisation of peo-
ple’s autonomy.75 Therefore, anonymising technology would
promote a realm of greater autonomy exploration as people’s
actions would be unmonitored and so they would not have
to worry about a panoptic gaze. This works well for one of
the concerns of many liberal and anti-paternalist theorists on
the stifling effect outside intervention can have as particular
standards of ‘correct’, ‘right’ or ‘true’ are imposed. What
anonymising technology creates is a more open space for
individuals to explore these issues themselves. Therefore,
the technology not only restores people’s lost privacy but
also their lost autonomy.

Moreover, even when there are instances where individu-
als have consented to access to their information—in terms of
HTTP cookies (also known as browser cookies or just cookies)
or accepting website ‘terms and conditions’ for example—there are significant technical barriers to under-
standing that limit the user’s ability to fully comprehend
what it is they are agreeing to. For example, cookies are
packets of information shared between user and websites
on their activities, and even though the EU determined that
websites should requests consent on their use, there is not
sufficient information provided and understanding required
by the user for it to meet the standard of informed consent.76

Equally, when terms and conditions are presented to users
before they can access various online content, their ‘web-
wrap’ or ‘shrink-wrap’ nature raises concerns about how
informed the user truly is.77 In both instances, the pervasive
and habitual nature of agreeing to the terms coupled with
the lack of technical understanding and opportunity to reflect
would fail an informed consent standard.78

Finally, people are already having their autonomy
impacted when it comes to determining what privacy pro-

c
tectionsthey should erect given the existing pressures and
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biases that distort their decision-making processes. That is, if people existed in a neutral position, able to critically reflect on their own desires and needs with all the relevant information then they would be able to make an autonomous decision, but because cyber-systems—web browsers, settings, data agreements—exist in a complex set of arrangements people are already being interfered with. Indeed, behavioural economics and cognitive psychology have extensively outlined the distortive effect that defaults and framings can have on people without them consciously realising it.79 It is not surprising, therefore, that there has been a turn in the literature towards ‘libertarian paternalism’ to counter such biases, argued for by Cass Sunstein and Richard Thaler who outlined a ‘relatively weak and non-intrusive type of paternalism’.80 Taking the ‘presumption that individual choices should be respected is often based on the claim that people do an excellent job of making choices that promote their welfare, or at least better than third parties could do’ is flawed given that there is ‘little empirical evidence to support this claim’.81 External influencers are already in existence that distorts the decision-making process. Given this it is not inconsistent to have a libertarian paternalist position that moves people in the direction that will make their lives better—resetting a default position or encouraging a particular decision—while not shutting down or blocking alternatives. As Anita Allen argues, ‘governments should not mandate, block… injurious choices… but should nudge’ and that ‘in the absence of such intervention by government or the private sector it is predictable that people will fall prey to the perils of procrastination, self-control, information deficits, overreliance on rules of thumb, and cognitive biases’.82 People are not always consciously aware that they would have to alter their privacy settings from the defaults, which is especially problematic given that these settings are predominantly set to being more open than closed and that the procedures for changing these settings have been reported as being too difficult, time-consuming, or obscure for people to enact on a regular basis.83 Indeed, in surveys the default setting have reportedly only matched 39% of people’s expectations, with a minority of people thinking or knowing how to change their privacy settings.84 An argument can therefore be made that people would consent to the intervention. Indeed, generally we ‘call a policy paternalist only if it makes you behave differently than you would have otherwise’.85 That is, ‘As a general matter, A isn’t acting paternalistically toward B if B consents to A’s action’.86 If the clearest cases of paternalism involve an interference (forcibly or non-forcibly) with the individual’s autonomy, then it would be inconsistent to claim that if the target’s autonomous decision is to agree then it is not paternalistic.87 Interferences that are inline with an individual’s will do not violate their autonomy. The debate, therefore, rests more on whether there is a hypothetical, assumed, implicit or forthcoming consent.88 For example, ‘hypothetical consent’ is that whereby if the situation is ‘such that it could be said that any rational person would consent to the interference if he knew the relevant facts’ can be used to justify interventions on the assumption that it would not
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interfere with the rational individual’s autonomy. If this is the case then it should be clear by now that given the threat represented to people’s privacy both as a result of routine intelligence surveillance and individual systematic ignorance, that there can be an assumed hypothetical consent or even a hypothetical request for intervention. This does not mean that people must have their data eternally protected. In line with the libertarian paternalist argument, the protections should offer a more beneficial status quo for people; they are protected from the outset. But if people wish to move towards a more open system then they could opt to revealing their identity and activity publically, choosing to communicate unencrypted or without going through multiple anonymous nodes. But by shifting systems so that people are anonymous unless they wish otherwise would protect their privacy to a much greater extent. Importantly, this would significantly raise the bar on data collection and prevent en masse surveillance techniques. As one of the main concerns raised post-Snowden was the ease with which people’s data was accessed as well as the encompassing nature of the data-trawls and by making the access to people’s data significantly more difficult the intelligence community would be forced to restrict its efforts to only those cases that really mattered to them, giving them the opportunity to make a clearer case as to why the data is needed.

The state’s justified response

The technology needed to protect people’s privacy can be quite varied given the range of different ways people have their personal information collected. This should include, for example, preventing access to someone’s everyday browsing activity, stored data, and their meta-data including where they have been and with whom they have communication, as well as a shift in the privacy protocols on social media and web-browsers so that the default is set to a closed position, each with the option to move to a more open position if the user wished. Determining who and how this is achieved, however, is difficult. In terms of who should set the standard, a normative argument can be made that the state through human right legislation represents the most appropriate and direct means of initiating change. The state through the social contract has the obligation to protect all vital interests and so has an ethical mandate to establish these systems. Therefore in terms of who should act, the state appears at the top of the list. However, states are unlikely to instigate a change that would significantly limit their own intelligence collection activity. Equally, corporations that rely on selling or utilising people’s data are unlikely to limit their own profitability. Therefore, it will fall to those in the middle; those who are not likely to lose profit from such a change and could see the financial or even ethical benefit of offering a more protected system. For example, Apple has already noted the benefit that providing a more secure device to their users in terms of the competitive advantage it would give their product as well as their claimed desire to act ethically and protect people’s data. For web browsing, given technical limitations in order to create protections for online surfing two main options present themselves: first, Internet Service Providers should make changes to their infrastructure at the point where an individual accesses the internet, mainly the home router, which would also require the router manufacturer to change the software on their devices. Or secondly, the operating system vendor (Microsoft, Apple, etc.) can initiate protections at the operating systems level. In both of these options there would be significant benefits for these agents to put forward the case for their product offering the user greater privacy.

The individual’s right to anonymising technology does not, however, undermine that the state can, when justified, try to circumvent such barriers. It is not being argued that cyber-intelligence is always unjustified. Indeed, when it is charged with protecting the political community from threats the intelligence community can be justified in carrying out their own operations. The state has an ethical obligation to locate and prevent threats to people within the political community, and so some data collection can be justified. However, what is unclear is that given the extra-layers of protection afforded by anonymising technology what new forms of state intervention are justified. Indeed, the state has a limited number of options available, ranging from banning such technology altogether and making its possession or use illegal; forcing companies to leave backdoors for
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exploitation; develop new technology that breaks the anonymity; or use web-crawlers to collect that data that is available to detect patterns that would predict threats. This means understanding the different threats that various intelligence activities can represent to people’s autonomy and privacy, which is to be negotiated against the threat that anonymising technology poses both broadly and specifically.

Possessing and banning

The first state-response could be to ban the possession or development of any technology that would allow people to go off-grid. This position has already found purchase in regimes such as China where it is illegal to try and circumvent their Golden Shield, but it is also gaining momentum in traditionally liberal societies such as the UK which after the terrorist attack in 2017 has stated a need to review encrypted communication as Home Secretary Amber Rudd has called for a ban on end-to-end encrypted communications. There are arguments that could be made that the individual, by simply owning or using dark web technology, for example, is entering a realm that is known to be used to carry out actions that can bring harm to others and threaten the political community and so intelligence actors could be justified in targeting those who download the software given the high propensity for illegal activity being carried out through it. Indeed, one of the problems levied at the intelligence community for collecting data on the open web was that there was no real reason for suspecting everyone and they were unable to discriminate between those who were a threat and everyone else who was innocent; those who lacks any form of probably cause. Therefore, by focusing on the dark web it does mean that intelligence is narrowing down to a subset of the community. Large swathes of the population are left out. Also, those within the dark web community have a high propensity to use it for criminal or terrorist activity and so pose a direct threat to a lot of other members of society. From the online trade of drugs and guns fuelling the wider drugs industry, through the millions in financial costs that hackers represent to individuals and companies, to the sites that offer ‘violence on order’ including rape and assassination, the costs are significant and should be prevented. However, rather than focusing down on a threatening actor in regards to what they have done, in reality it targets the individual according to the group to which he belongs; that is, labelling those who use the dark web as guilty by cyber-proximity to other dangerous elements and nothing else. At this stage, there is nothing that a dark web user has done wrong other than being in an arena where other individuals are known to carry out illegal activities. It is therefore closer to guilt by proximity. This is problematic as it represents a new form of profiling where one is profiled according to who one is in the cyber-vicinity of. This is indicative of a larger move in security towards pre-emptive risk assessment as security or justice techniques are ‘not based on individual suspicion but on the probability that an individual might be an offender.’ This raises the prospect of individuals being targeted as a form of pre-crime, where they do not have to actually have done anything wrong but show a propensity that they might do wrong in the near future. Moreover, this type of examination is problematic as it relies, promotes and reinforces the use of profiling as a means of locating threats. This profiling takes the characteristics of an offender and overlays it over the group in order to identify and classify suspect populations. By focusing on singular attributes this type of profiling is problematic as it uses this as the base for locating pre-threats even though these other individuals do not have any of the other ‘threatening’ attributes seen in the original offender. That is, it ‘identifies a certain number of people who do not share all the attributes of the group’s profile. […] one person may be identified as a member of this group without having the same attributes and without sharing all the attributes. This kind of profiling has a higher probability of mistakenly identify people as members.’ For example, online drug dealers can use the dark web as a means of selling their goods and so are profiled as being dark web users. Yet, not all dark web users are drug dealers. Targeting those individuals who use dark web technology therefore distributes a singular criminal aspect onto the rest of the online population even though there is no other attribute that marks them as a threat. Simply having the technology and using it to protect data or using it to explore the dark web itself is not sufficient to count as a legitimate reason for targeting someone and is more about guilt by proximity rather than actually representing some form of threat. Therefore, possession of such technology
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alone is not sufficient to warrant being investigated by the intelligence services. The bar must be higher than this.

**Back doors**

A second option highlighted by the debate between the USA’s FBI and technology manufacturer Apple and the state’s desire to force companies to create backdoors into equipment to ensure access by the intelligence community at a later date. Phones record information in both quantity and variety unlike anything previously seen and researchers have shown that they can be used to collect key presses, recorded speech, and a person’s general daily activities both online and in real life. Equally, communication platforms such as WhatsApp have come to dominate how people communicate and organize their affairs. This has, in turn, prompted intelligence actors—most notably the FBI in its debate with Apple—to ask or even force companies to build in backdoors into to their programs in order to allow access when they wish.

Therefore arguments can be made that commissioning such backdoors offers an opportunity for the intelligence community to act when they have a device they know has been used in the commission of a crime. Such an activity in theory would only target a particular phone for those individuals who have been involved in a crime or represent an immediate threat. However, demanding such backdoors can become problematic on a few fronts. Firstly, it again presumes that people are going to be a threat; that people are all potentially guilty and the backdoor is needed for when they commit a crime. Most individuals at the time of buying a phone have done nothing wrong and so should not be forced to have a substandard product because of their potential to cause a future crime. Creating such backdoors is unable to discriminate between individuals as they would have to ubiquitous to work, and while the backdoor would not be used against everyone, all devices’ security are being degraded; everyone is being treated as a potential threat rather than an actual threat. If, as it was argued, that all individuals have a right to protect themselves from intelligence protections in the absence of a threat, then these backdoors would directly impinge on this regardless of who they were or what they have done.

Second, once established there is nothing to prevent widespread and unmonitored use of the backdoor and so lowers the bar to allow en masse surveillance. This contradicts the drive to make surveilling people difficult so as to limit its use. Third, the development of any backdoor system would place the individual under threat of being exploited by criminals, meaning that the cost is transferred to the individual and not the state. Finally, the framing of the threat is often in terms of impending terrorist attack, however in reality security services have expressed that there are several criminal (mainly drug) cases they would use the backdoor to aid in prosecution. Not only does this immediate indicate a creep of usage but does not have the same threat and urgency and so there is not the same perceived instant positive that can be used to outweigh the costs that would be faced by the individual.

**Dark-web crawling and analytics**

A final avenue available is to scan all dark web activity automatically looking for patterns and trying to detect if there are any threat signifiers. By carrying out such large data-mining and dataveillance scans it is possible to extract ‘useful information from large datasets or databases’. Given the protection offered by anonymising technology analytical scanning collects that information available by using crawlers: ‘software programs that transverse the World Wide Web information space by following hypertext links and retrieving web documents’. These crawlers have become a rapidly growing area where ‘web-mining techniques can be used to detect and avoid terror threats’. For example, these crawlers collect visible data across forums, blogs, messaging
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boards, and websites looking for key terms that might indicate a threat. While ‘stylometry is a form of authorship attribution that relies on the linguistic information to attribute documents of unknown authorship based on the writing styles of a suspect set of authors’.104 Or in another example, in order to determine who has been visiting or downloading material from a dangerous website ‘website fingerprinting’ can be used where a ‘local passive-eavesdropper (an ISP) observes packets to and from a web-browsing client, and attempts to guess which pages the client has visited’; that is, by monitoring volume changes and matching times of those changes programs can link up which individual has visited a particular website.105

Such models argue that ‘Security analyst can use this model as a tool for assistance and may help to locate and analyse information quickly and effectively. The use of this model may be in the identification and analysis of the feelings/thinking of different posters belongs to a particular region or community’ and that ‘This model may help to predict and prevent violence by offering insight into the nature of the communications, communities, and participants’.106 Indeed, with its promise of anonymity the dark web forums offers an powerful means of terrorist propaganda dissemination,107 a quick, easily accessed and cheap form of communication between extremists to organise of attacks;108 the dissemination of their ‘message’ to different audiences; and as a space for grooming and radicalising individuals.109 By monitoring these interactions—what is being said, on what type of forum they are saying it, and the amount of traffic created—it is possible to predict potential threats. For example, The Dark Web Forum Portal maintains a collection of 29 online jihadist forums, which currently contains 14,297,961 messages and 1,553,122 threads from 362,495 authors—making it a prime target for monitoring what is said and drawing conclusions from what is implied.110 As such these crawlers are being positioned as important counter-terrorism tools as the dark web becomes an arena for terrorists not only in terms of organising and facilitating their attacks but also in terms of recruitment and message dissemination.

In terms of its justifiability, one of the key problems with the en masse collections methods revealed by Edward Snowden in the open web is that they were unable by their very nature to discriminate between targets and that people’s actions and identity were too easily accessed and connections made. All information was collected without concern for it whose it was. In comparison, these crawlers and website-finger printers offer a slightly different result when used on the dark web. The relatively high technical difficulties associated with matching up users with websites through fingerprinting means that while it is possible it is not likely to be systematic or all encompassing and while the crawlers can often highlight threats, determining identities requires a secondary set of analytics and matchmaking. Therefore, the crawlers can be used to first locate threats, but not identities, but once the threat has been located then only on those websites or forums can the other ‘identifying’ scan be used. The benefit of this system is that people’s identity is protected unless they have shown indications of being a threat, while the technical limitations prevent en masse surveillance.

Conclusion

Anonymising technology and the dark web represent a clear challenge for the intelligence community. The protections that they offer are highly difficult for them to overcome and prevent large-scale surveillance. This means, some would argue, that the development and use of such technology represents a clear threat to society as it limits the ability of the intelligence community from locating and preventing threats from causing people destructive harm. However, the opposite has been argued here in that such technology not only represents a useful means of people erecting protections over their cyber-privacy, but it is this very en masse surveillance—from both governments and corporations—coupled with people’s limited awareness and ability to comprehend
such data collections that makes such technology ethically mandatory. That anonymising technology should be built into the fabric of cyberspace to provide a minimal set of protections over people's information, and in doing so force the intelligence community to develop more targeted forms of data collection.