THE ROTATIONAL BEHAVIOR OF KEPLER STARS WITH PLANETS
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ABSTRACT

We analyzed the host stars of the present sample of confirmed planets detected by Kepler and Kepler Objects of Interest to compute new photometric rotation periods and to study the behavior of their angular momentum. Lomb–Scargle periodograms and wavelet maps were computed for 3807 stars. For 540 of these stars, we were able to detect rotational modulation of the light curves at a significance level of greater than 99%. For 63 of these 540 stars, no rotation measurements were previously available in the literature. According to the published masses and evolutionary tracks of the stars in this sample, the sample is composed of M- to F-type stars (with masses of 0.48–1.53 M☉) with rotation periods that span a range of 2–89 days. These periods exhibit an excellent agreement with those previously reported (for the stars for which such values are available), and the observed rotational period distribution strongly agrees with theoretical predictions. Furthermore, for the 540 sources considered here, the stellar angular momentum provides an important test of Kraft’s relation based on the photometric rotation periods. Finally, this study directly contributes in a direct approach to our understanding of how angular momentum is distributed between the host star and its (detected) planetary system; the role of angular momentum exchange in such systems is an unavoidable piece of the stellar rotation puzzle.
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1. INTRODUCTION

The study of stellar rotation is important for our understanding of many kinematic properties of stars, including the origin and evolution of the rotation itself; more generally, the origin and evolution of stellar angular momentum; and the role of rotation in stellar magnetism and mixing of chemical elements. Stars are formed from rotating molecular cloud cores and preserve only a very small fraction of the initial angular momentum of these cores (e.g., Palla 2002; Lamm et al. 2005). Indeed, the initial angular momentum of the initial molecular cloud is approximately eight orders of magnitude greater than that of the stars that eventually form from such a cloud core (e.g., Bodenheimer 1989). With the discovery of extra-solar planets (e.g., Mayor & Queloz 1995), new questions concerning rotation have begun to arise, including questions regarding the large-scale effects of the presence of planetary companions on stellar rotation (Pont 2009; Alves et al. 2010; Lanza 2010) and on the heating of stellar coronae and chromospheres (e.g., Poppenhaeger et al. 2010; Canto Martins et al. 2011; Lanza 2012). Admittedly, the study of the rotation of planet-hosting stars is hampered by one major factor: for the great majority of stars with planets only the projected rotational velocity v sin i is available, and all such bodies identified to date are essentially slow to very moderate rotators (Alves et al. 2010). Despite this constraint, Alves et al. have noted that stars without any detected planets demonstrate a clear angular momentum deficit compared with stars with planets.

The recent space missions CoRoT (Baglin et al. 2007) and Kepler (Koch et al. 2010) are providing a new window into the study of the behavior of stellar rotation, including the rotation of stars with planets, by virtue of their high-precision photometry, which yields excellent-quality light curves (LCs). In addition to their high precision, these missions provide nearly uninterrupted photometric measurements of unprecedented duration and cadence, allowing for refined analysis of the features involved in the behavior of these temporal series, as in De Freitas et al. (2013b). In recent works, McQuillan et al. (2013a, 2013b, 2014), Nielsen et al. (2013), Walkowicz & Basri (2013), and Reinhold et al. (2013) computed the rotation periods (P_rot) for a large fraction of the Kepler targets, including the Kepler Objects of Interest (hereafter KOI). McQuillan et al. (2013a, 2013b, 2014) analyzed the first 11 quarters of Kepler data by computing Fourier periodograms and autocorrelation functions, and validated their results through visual inspection. McQuillan et al. (2013a) computed the rotation periods of 1570 M dwarfs and identified a possible change in the slope of the period–mass relation at approximately 0.55 M☉. McQuillan et al. (2013b) measured the periods of 737 main-sequence KOI stars to study the relation between the rotational and orbital periods; they found that hotter stars rotate more rapidly. McQuillan et al. (2014) derived periods for 34,030 main-sequence stars, excluding eclipsing binaries and KOI stars, and found that the majority of these stars are typically younger than 4.5 Gyr and exhibit higher peak-to-peak amplitudes for smaller periods. Moreover, Nielsen et al. (2013), Reinhold et al. (2013), and...
Walkowicz & Basri (2013) computed periods automatically using Lomb–Scargle periodograms. Nielsen et al. (2013) reported rotation periods for 12,151 stars. Reinhold et al. (2013) derived periods for 24,124 targets using an automatic method with partial visual inspection. These authors identified a trend of magnetic braking when comparing rotation periods with the gyrochronological relations from Barnes (2007). Walkowicz & Basri (2013) reported rotation periods and ages for approximately 950 KOI stars, and through comparison with spectroscopic data, they estimated the corresponding stellar orientation angles. These authors also used gyrochronological ages based on Barnes (2007), in combination with the calibrations of Mamajek & Hillenbrand (2008) to estimate stellar ages.

In this work we present rotation periods for 131 planet-hosting Kepler stars. We computed the rotation periods using a robust procedure that combines the standard Lomb–Scargle periodogram (Lomb 1976; Scargle 1982) with the wavelet technique (Grossmann & Morlet 1984). We also present rotation periods for a comparison sample of 409 KOI stars (released 2013 December 13). By combining these data with theoretical predictions, we are able to present an overview of the rotational behavior of these stars on the Hertzsprung–Russell (HR) diagram. This work is organized as follows: in Section 2, the working stellar sample, the Kepler data, and the procedure used for the computation of periods are presented. Section 3 presents the results. Our conclusions are presented in Section 4.

2. Kepler Data and Analysis

From 2009 May to 2013 May the NASA Kepler mission collected data in a steady field of view for 191,449 stars in 17 runs (known as quarters) that were composed of long-cadence (6.02 s observations stacked every 29.4 minutes, Jenkins et al. 2010b) and short-cadence (bins of 59 s) observations (Van Cleve et al. 2010; Thompson et al. 2013). We selected all public LCs available in the Kepler Public Archive for planet-hosting stars and KOIs between quarters 1 and 17, which were collected over the noted range of four years (from 2009 May 13 to 2013 May 08). From this parent sample, 408 Kepler Confirmed Planetary Host Stars (hereafter KCP) were available in the Kepler Public Archive. Details regarding the public data have been discussed in many publications (e.g., Borucki et al. 2009, 2010; Batalha et al. 2010; Koch et al. 2010; Basri et al. 2011). In particular, the Kepler database provides both Simple Aperture Photometry data, which were processed using a standard treatment, and Pre-Search Data Conditioning (PDC) data, which were analyzed using a more refined treatment based on the PDC routine from the Kepler pipeline (Jenkins et al. 2010a). The PDC routine primarily removes thermal and kinematics effects caused by the spacecraft (see Van Cleve & Caldwell 2009, for further details).

In this work, the parent samples of the KCP host stars and KOIs were analyzed using the PDC LCs. The KOIs were used as a comparison sample, because of the large number of stars with this classification (almost all KCP host stars are also KOIs). Most of these LCs are of excellent quality and required no additional treatment of artifacts. However, for the final solutions some flare-like signatures (as described by Maehara et al. 2012) and known planetary transits were removed. Removing transits and flare-like signatures allows for better isolation of other sources of stellar LC variability, which may include rotational modulation. In total we removed all transits from all 408 stars of the KCP parent sample and 61 flare-like signatures found in 26 (of the 408) stars of the KCP parent sample. We also removed outliers by discarding all flux measurements that exceeded 3.5 σ from a third-order polynomial fit to each quarter’s LC. Furthermore, a few remaining instrumental trends (as described by Petigura & Marcy 2012) were removed. These included, in particular, thermal noise (which was predominantly produced by variations in the overall spacecraft temperature that were induced by the monthly pointing of the antenna toward Earth for data transmission), which manifested as exponential decays in the LCs (see García et al. 2011; Petigura & Marcy 2012), and safe-mode signatures (induced by cosmic rays hitting the detector), which also exhibited high-slope decays (García et al. 2011). Both types of artifact exhibited very similar shapes, and they were visually identified for exclusion. Figure 1 presents an example of an LC from which transits and artifacts were removed. Because both the Lomb–Scargle periodograms and wavelet maps were calculated using discrete transforms of the time series, both types of analysis were capable of treating the gaps introduced by removing the data, as described above. Finally, individual quarters were combined to produce a single long-term LC for each object. The quarter-to-quarter transitions typically manifested as flux offsets (jumps), which were adjusted through a linear fit and extrapolation of user-defined boxes before and after each jump, as described by De Medeiros et al. (2013) and Bányai et al. (2013).

For data analysis, Lomb–Scargle periodograms were computed over the entire sample within a frequency range of 0.01–0.5 days$^{-1}$. As in Reinhold et al. (2013), we defined a maximum frequency of 0.5 days$^{-1}$ (or a minimum period of 2.0 days) to avoid pollution of the samples with sources of

---

9 We define a flare-like signature as a sudden and strong flux bump in the LC in a short time interval (typically of few days), whose physical or instrumental origin is not important to this work.
variability other than rotational modulation (typically pulsations or oscillations). The Lomb–Scargle method was based on the approach of Press & Rybicki (1989), and standard statistical methods (e.g., Scargle 1982; Horne & Baliunas 1986; Press & Rybicki 1989) were used to compute confidence levels. Accordingly, in each periodogram, we identified the main peak with a confidence level of greater than 99%. We also computed wavelet maps and global wavelet power spectra within the same frequency range that was used for the Lomb–Scargle periodograms, following the procedure described in Bravo et al. (2014). These authors treated the sixth-order Morlet wavelet as the mother wavelet, because of its good time localization and frequency resolution (Grossmann & Morlet 1984). The width of the mother wavelet was variable and was defined by \( s_i = s_0 2^{n_i \delta} \) (Torrence & Compo 1998), where \( s_i \) is the so-called scale (the period decomposition in our case), \( s_0 \) is the minimum scale (with a value of 2.0 for our calculations), \( \delta \) is the scale bin (with a value of 0.1 for our calculations), and \( n_i \) is an iterative index that ranges from 0 to \( N - 1 \), where \( N \) is the total number of scales. Wavelet analysis is a powerful tool for analysis of frequency variations over time, for a given signal decomposed at various resolutions. In addition to revealing the stability of superposed variability periods over time, the time-frequency representation of wavelet maps allows us to identify specific signatures that are related to variability behaviors. Typical examples of the wavelet maps computed in our analysis are displayed in Figure 2, together with their corresponding LCs. For the statistical analysis of global wavelet periodograms, we followed the approach presented in Torrence & Compo (1998) (see Section 4 and Equation (20) in the cited publication). We then identified the main peaks in the global wavelet periodograms with confidence levels of greater than 99%.

Subsequently, we performed an automatic pre-selection of KOIs and KCP host stars, which were then visually inspected for our final selection. This automatic pre-selection was less strict for KCP host stars than for KOIs because the KCP host stars composed our main sample, which was sufficiently small for visual inspection to be feasible. Below we describe the procedures used in our pre-selection for the KCP and KOI subsamples. Finally, we estimated the stellar angular momentum of each target (the results are presented in Section 3) and also estimated the uncertainties of all computed parameters. These final steps are described below. The computed periods, with values in the range 2.64–36.25 days (KCP host stars) and 2.05–88.94 days (KOIs), are available in Table 1.

### 2.1. Pre-selection of KCP

For our main sample, harmonic fits of the LCs were computed to estimate their variability amplitudes, as described in De Medeiros et al. (2013), and the fit residual was assumed to be the LC noise. Thus, the peak-to-peak amplitude over the standard deviation of the LC noise was defined as the variability signal-to-noise ratio (S/N) (see De Medeiros et al. 2013). Simulations from De Medeiros et al. (2013) (see Figure 2 of De Medeiros et al. 2013) suggest that a reasonable pre-selection can be obtained by using a cutoff of S/N > 1.0, when the sample is sufficiently small to be visually inspected.

After this automatic pre-selection, the resulting subsample was visually inspected by applying the list of criteria described by De Medeiros et al. (2013), which serve to define the photometric signature of rotational modulation caused by dynamic starspots (namely semi-sinusoidal variation). In addition, Bravo et al. (2014) performed an unprecedented comparison of different variability signatures in wavelet maps, including rotational modulation. This approach was also considered in our visual inspection procedure for better identification of photometric variability induced by spots. As another selection step, we considered the fact that in certain LCs (approximately 5% of a sample) the rotation period may correspond to some multiple of the main periodogram peak, instead of the main peak itself, as explained in De Medeiros et al. (2013). This phenomenon may be observed simultaneously in the Lomb–Scargle and wavelet periodograms for the same LC. De Medeiros et al. (2013) proposed that in such cases, the phase diagram of the LC typically exhibits two sub-cycles of different depths, which compose a full cycle. For the sake of simplicity, we excluded such cases through visual inspection.

From the 408 KCP stars considered in our parent sample, only LCs with S/N > 1.0 that exhibited clear semi-sinusoidal signatures were selected. This selection resulted in a final sample of 131 stars. Finally, we flagged LCs for which the periods derived using the Lomb–Scargle and wavelet methods agreed within ~10%. These were used as a high-confidence subsample for evaluation of the results. This subsample of high-confidence periods comprised 67 of the 131 stars (see Table 1).

### 2.2. Pre-selection of KOIs

Because the KOIs were used as a comparison sample, a stricter automatic pre-selection was applied. Only LCs with S/N > 2.0 for which the periods derived using the Lomb–Scargle and wavelet methods agreed within ~10% discrepancy were selected. This automatically pre-selected sample was then visually inspected in the same manner as for the KCP host stars. In this step we selected only LCs with transits fainter than the peak-to-peak amplitude of the semi-sinusoidal variability. Of the 3798 KOI stars considered in our parent sample, 409 objects were selected for comparison with our KCP subsample.

### 2.3. Angular Momentum

For all of the stars in our final sample the stellar angular momentum was estimated following the procedure proposed by Alves et al. (2010). When possible, we also estimated the total angular momentum, i.e., the angular momentum of the host stars plus the contribution of its planets, using the following simple central force model:

\[
J_{\text{star-pl}} = \mu \sqrt{G(M_{\text{star}} + M_{\text{pl}}) a(1 - e^2)},
\]

where \( \mu \) is the reduced mass, \( G \) is the gravitational constant, \( M_{\text{star}} \) is the mass of the host star, \( M_{\text{pl}} \) is the total mass of all planets in the system, \( a \) is the semimajor axis of the orbit, and \( e \) is the eccentricity of the orbit. The uncertainty in the angular momentum was calculated via error propagation, using the

---

\[ \text{In short, semi-sinusoidal variability is characterized by some asymmetry of the maximum and minimum fluxes with respect to the average flux over time, somewhat irregular long-term amplitude variations, and semi-regular multi-sinusoidal short-term flux variations with a typical amplitude of 0.5 mag and typical period of 0.3 days. This description was developed based on the dynamic behavior of starspots, as observed on the Sun.} \]
Figure 2. Typical periodograms and wavelet maps for several stars from our final sample. Each panel is configured as follows: at the top is the LC (distinguished by its KIC identifiers), at the bottom left is the Lomb–Scargle periodogram, and at the bottom right are the wavelet map and the global spectrum. In the Lomb–Scargle periodograms, the power corresponding to a false alarm probability (FAP) of 0.01 is not displayed because it is visually very close to the x-axis.
Figure 2. (Continued.)
uncertainties in the stellar mass and radius provided in the NASA Exoplanet Archive.\footnote{http://exoplanetarchive.ipac.caltech.edu/}

### 2.4. Error Estimation

In principle, we can simply derive \( P_{\text{rot}} \) from the output of the Lomb–Scargle periodograms and the wavelet method and then use these results to extract other features (i.e., the amplitude and phase) through least-squares fitting. Some authors (e.g., Walkowicz & Basri 2013) suggest estimating the period uncertainty from the periodogram, whereas others (e.g., Kovacs 1981; Horne & Baliunas 1986) suggest using a combination of features from the LC data, a fit of the rotational period, and the periodogram.

We propose a different approach that is based on Bayesian analysis, which provides a natural framework for the estimation of both a model and its uncertainty. The method proceeds as follows: the prior probability distribution function provides the method with knowledge of the parameters and their uncertainties before the observational data are incorporated. The likelihood function provides the information regarding the data themselves. The posterior probability distribution function is then constructed from these two inputs.

We introduced the parameters from the period fit \( P_{\text{rot}} \) into the prior probability distribution function. We also introduced the possibility that the calculated \( P_{\text{rot}} \) may be twice or half the real rotational period (see Section 2.2.2 in De Medeiros et al. 2013). The potential errors in the flux, which were calculated from the Kepler Flexible Image Transport System files and nearest-neighbor flux dispersion in the LCs (see Equation (1) in De Medeiros et al. 2013), were introduced into the likelihood function.

Markov chain Monte Carlo sampling was used to implement a modification of the Metropolis–Hastings algorithm developed by Goodman & Weare (2010). This approach offers the advantage of requiring only simple hand-tuning and thus producing samples more rapidly than traditional algorithms. To achieve this implementation, we followed the procedure proposed by Foreman-Mackey et al. (2013). For each LC, 1000 iterations were performed to generate a virtual sample, based on the information obtained from the Lomb–Scargle and wavelet analyses along with our degree of uncertainty. Thus, the outcome distribution was rooted in our primary calculations. The median of the Bayesian \( P_{\text{rot}} \) distribution differed slightly from our \( P_{\text{rot}} \) values (an average difference of 0.16%); thus, its standard deviation reflected the period uncertainty of the LC fit (see Table 1).

### 3. RESULTS AND DISCUSSION

We identified a total of 477 stars that were in common with previous works related to our study (McQuillan et al. 2013a, 2013b, 2014; Nielsen et al. 2013; Reinhold et al. 2013; Walkowicz & Basri 2013). For those stars, a comparison between our periods and those previously published is presented in Figure 3. According to this figure, our period calculations are in strong agreement with the literature values. This agreement can also be observed in the upper panel of Figure 4, in which a Gaussian fit to the histogram of \( P_{\text{rot,our work}} - P_{\text{rot,literature}} \) yields an FWHM of 0.32 days, a value that is comparable to the lowest \( P_{\text{rot}} \) uncertainties in our work. From Figure 3, the existence of harmonics at \( P_{\text{rot,literature}} = 2P_{\text{rot,our work}} \) and \( P_{\text{rot,literature}} = P_{\text{rot,our work}}/2 \) can be clearly observed. It is difficult to unequivocally determine \( P_{\text{rot}} \) in such cases if the S/N value is low, but because we set a sufficiently high S/N threshold (according to Section 2.2.2 of De Medeiros et al. 2013) and performed visual inspection of all LCs, we have confidence in our results. A more thorough comparison that is focused only on these objects is under way. The lower panel of Figure 4 presents the cumulative frequency distributions (CFDs) of the difference in our \( P_{\text{rot}} \) values and those from the literature, for both the KCP host stars and KOIs. It can be inferred that the harmonic at \( P_{\text{rot,literature}} = 2P_{\text{rot,our work}} \) can be predominantly attributed to the KCP host stars, the sample on which we focused more attention. In addition, the results of the Kolmogorov–Smirnov test (distance of 0.117 and probability of \( 4.4 \times 10^{-3} \)) and the Anderson–Darling test (asymptotic
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Figure 3. Comparison of the rotation periods computed in our work with those from the literature (McQuillan et al. 2013a, 2013b, 2014; Nielsen et al. 2013; Reinhold et al. 2013; Walkowicz & Basri 2013). The gray area indicates the region that represents a discrepancy of 10% or less, and the dashed lines represent two $P_{\text{rot}}$ aliases. CFDs are presented for the horizontal (panel at the top) and vertical (panel to the right) axes, in which the dotted lines mark the median values (both approximately 18 days).
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Figure 4. Upper panel: histogram of the difference in the periods from our work and those reported in the literature, from Figure 3. The solid black histogram represents KOIs, and the solid blue histogram represents KCP host stars. A Gaussian fit with the sum of the KOIs and the KCP host stars is depicted by the dashed gray curve (mean of 0, FWHM of 0.32, and standard deviation of 0.14) to contrast the wings of the black and blue histograms. Lower panel: CFDs for the difference in the $P_{\text{rot}}$ values determined in our work and those presented in the literature for KOIs and KCP host stars. The color coding is the same as in the upper panel. Although the Kolmogorov–Smirnov and Anderson–Darling tests suggest different parent distributions, we verified this is a bias effect (see text).
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Based on Figure 4, the KCP sample would have shorter period values in the present work than in the literature, on average, thus being more populated at negative values of the abscissa than the KOI sample. However, this apparent discrepancy is actually a bias produced by a trend of computing a set of $P_{\text{rot}}$ values in the present work that are half of those provided in the literature. This is an effect of the distinction between the procedures for measuring $P_{\text{rot}}$ and avoiding their aliases (see Section 2.1). In fact, the large data sets from the literature were typically developed from semi-automatic methods. A semi-automatic method, which was also performed in the present work to build the KOI sample, is subject to producing false positives, especially due to aliases. In contrast, the KCP sample was obtained with a considerably more careful treatment, inspection, and selection of the LCs and should have less aliases than the KOI sample. To avoid such a bias, we can remove the doubtful cases by considering that the shaded area in Figure 3 represents the most confident period measurements for both this work and the literature. Indeed, if we select only the sample belonging to the shaded area in Figure 3, the KOI and KCP distributions become highly similar: the Kolmogorov–Smirnov test yields a distance of 0.0214 and a probability of 0.97; the Anderson–Darling test yields an asymptotic probability of 0.99.

For the total of 477 publicly available periods that are in common with our sample, this work offers a cross-validation between our calculated periods and the previously published values. In addition, we provide stellar rotation periods of 63 stars for which values were not previously reported in the literature.

Wavelet maps provide important diagnostics for the behavior of starspot dynamics (De Freitas et al. 2010; Bonomo & Lanza 2012b; Sello 2013). The main period, as observed in the wavelet maps and power spectra, is typically the rotation period, as is commonly assumed in the literature (e.g., McQuillan et al. 2013a, 2013b, 2014; Nielsen et al. 2013; Reinhold et al. 2013; Walkowicz & Basri 2013; Garcia et al. 2014), except for approximately 5% of a sample (De Medeiros et al. 2013; see also Section 2.1). The second period is a harmonic that may be an effect of the superposition of active regions and their dynamics.

To test our method, we analyzed the hourly total solar irradiance (TSI) and spectral solar irradiance (SSI) variation in data from the Variability of Solar Irradiance and Gravity Oscillations (VIRGO; Andersen 1991) instrument on the Solar and Heliospheric Observatory satellite, as in Lanza et al. (2004). These authors verified, based on the wavelet and Lomb–Scargle methods, that the rotation period of the Sun can be effectively estimated from TSI and SSI data in the solar minimum phase, except when the solar photometer is centered at 500 nm farther from the solar minimum. In the case of this exception, the rotational modulation is masked by the typical relaxation time of the active regions, which is approximately 5–7 days (Lanza et al. 2004). When our method was applied to VIRGO SSI green data (centered at 500 nm), the wavelet and Lomb–Scargle methods yielded results that were similar to probability of $9.5 \times 10^{-5}$ performed using the R software package (Scholz & Zhu 2012; Core Team 2013) strongly indicate that the two distributions are drawn from different parent distributions.
Their colors represent the theoretical $P_{\text{rot}}$ values, as indicated by the color scale on the right (in units of days), and values outside of this range appear in gray. Filled circles represent our data, for which the colors correspond to the same color scale used for the tracks. The Sun is represented by its usual symbol.

Figure 5. H-R diagrams for the KCP (upper panel) and KOI (bottom panel) samples, overplotted with evolutionary tracks that account for rotation from Ekström et al. (2012). From left to right, the tracks displayed correspond to initial masses of 1.35, 1.25, 1.1, 1.0, 0.9, and 0.8 $M_\odot$. Their colors represent the theoretical $P_{\text{rot}}$ values, as indicated by the color scale on the right (in units of days), and values outside of this range appear in gray. Filled circles represent our data, for which the colors correspond to the same color scale used for the tracks. The Sun is represented by its usual symbol.

One interesting aspect of the present analysis concerns the stars with $T_{\text{eff}}$ and $\log g$ parameters that are similar to those of the Sun. We have identified five KCP and 12 KOI stars with $T_{\text{eff}}$ values within 100 K of $T_{\text{eff}} \odot$ and log $g$ values within 0.10 dex of log $g_\odot$, which, within the uncertainties, are consistent with the solar values. These stars exhibit rotation periods that range from 7 to 26 days. Note that the rotation period of the Sun ranges from 24.47 days at the equator to 33.5 days at the poles and is equal to 26 days. For a very particular case (i.e., at 500 nm and farther from the solar minimum, cycle 23). Considering the Kepler Response Function (which is centered at 600 nm, with $\delta = -0.300$ nm), which is compatible with the VIRGO SSI green data, we expect to correctly detect the rotational modulation of Sun-like stars.

Figure 5 displays the distribution of rotation period in the H-R diagram for 85 KCP host stars (upper panel) and 193 KOI stars (bottom panel), where $T_{\text{eff}}$ and log $g$ were obtained from Pinsonneault et al. (2012) and the Kepler Input Catalog (KIC), respectively. Theoretical tracks for solar metallicity ($Z = 0.014$) from Ekström et al. (2012) are included. These tracks span a range of 0.8–120 $M_\odot$, beginning with zero-age main-sequence stars, with an initial rotational velocity of 0.4 times the critical velocity, and ending with the early asymptotic giant branch. The model accounts for the magnetic braking law (see De Freitas & de Medeiros 2013a for a nonextensive approach) and sets abundances that are compatible with the solar values. As revealed by Figure 5, the present stellar sample is composed of stars with masses that range from those of low-mass M-type stars (namely, the coolest stars in the sample with a minimum mass of 0.48 $M_\odot$) up to 1.53 $M_\odot$. These mass estimations were obtained directly from KCP when available, and from the NASA Exoplanet Archive otherwise. The observed range of rotation periods agrees well with the position of the stars in the H-R diagram. For example, there are an important number of low-mass stars, namely, those with $T_{\text{eff}}$ values of less than approximately 4870 K, for which the period values agree with the distribution of rotation period for M stars previously reported by other authors (e.g., Irwin et al. 2011).

When the stellar masses are compared with the corresponding $R_{\text{rot}}$ values, as in Figure 6, the expected decay trend is observed: faster rotators have higher masses (engulfment can be invoked for the rapid rotators with signatures of close planets). However, because of the range of masses that we
investigated, we did not observe the change in slope that was detected by McQuillan et al. (2013a).

Another notable case is that of the star KIC 12735740, whose spectroscopic parameters are given by Wang et al. (2013). This target exhibits values of temperature, surface gravity, mass, and radius that are similar to the solar values, but it has a lower $P_{\text{rot}}$ ($19.64 \pm 0.61$ days), similar to the case of $\epsilon$ Eridani (Metcalfe et al. 2013). There is a notable spectral similarity between KIC 12735740 and the Sun in the Ca II H region (see Figure 3 of Wang et al. 2013), which leads those authors to conclude that this star is chromospherically inactive. In support of this conclusion, the star has a very slow projected rotation velocity, with $v \sin i$ ($1.43 \pm 0.78$ km s$^{-1}$; Wang et al. 2013), which is similar to the solar value ($1.6 \pm 0.3$ km s$^{-1}$; Pavlenko et al. 2012). The apparent discordance that arises from KIC 12735740 exhibiting a smaller $P_{\text{rot}}$ than that of the Sun but a similar $v \sin i$ value depends on the values of the microturbulence and macroturbulence, along with the inclination angle. This angle can contribute significantly to the projected velocity. Therefore, a strict comparison (which is plausible only in the case of homocedasticity) is difficult to perform. To reinforce this claim, it should be noted that $\epsilon$ Eridani has a period of 11.20 days (Croll et al. 2006) and a $v \sin i$ value of 2.45 km s$^{-1}$ according to Fischer & Valenti (2005), but this value decreases to 1.7 km s$^{-1}$ in the photometric-based measure of Croll et al. (2006; see Section 5.2 in the cited study). Its temperature of 5156 K (Clem et al. 2004) is slightly sub-solar; nevertheless, its surface gravity (4.57 dex; Clem et al. 2004) is consistent with the solar value. Other relevant parameters of $\epsilon$ Eridani include its radius and mass, which are similar to the solar values ($0.82 M_\odot$ and $0.74 R_\odot$; Baines & Armstrong 2012), and its younger age of 850 Myr (Di Folco et al. 2004). Therefore, care must be taken in any direct comparison that is based solely on $v \sin i$.

One of the most notable characteristics of the solar system is its large amount of angular momentum, which is largely associated with Jupiter, which possesses at least two orders of magnitude more orbital angular momentum than the spin angular momentum of the Sun itself. In this context, we also analyzed the stellar angular momentum, which was obtained using the relation $J_{\text{star}} \propto (M_{\text{star}}/M_\odot)^{\alpha}$ (this is the stellar contribution only, with no planetary contribution) of the stars that compose the present sample, to examine how their spins compare with that of the Sun. For the $\alpha$ uncertainty we performed a Markov chain Monte Carlo analysis, in which Kraft’s relation (Kraft 1967) was employed as the fit to the model and fluctuations compatible with stellar angular momentum uncertainties were then applied to the fit. A total of 10,000 iterations were performed, and the uncertainty was defined as in Section 2.4. Figure 7 presents the distribution of the stellar angular momentum $J$ as a function of stellar mass for our sample of $Kepler$ stars with planets, for which the $J$ values were computed following the procedure proposed by Alves et al. (2010). The Sun is represented by its usual symbol. The solid line illustrates the best fit of Kraft’s relation $J_{\text{star}} \propto (M_{\text{star}}/M_\odot)^{\alpha}$ (Kraft 1967) with our star sample, where the exponent $\alpha$ of the power law was treated as a free parameter. Clearly, the distribution of the stellar angular momentum for stars with masses of greater than approximately 0.80 $M_\odot$ follows, at least qualitatively, the law $J \propto (M/M_\odot)^{\alpha}$, as previously demonstrated by Alves et al. (2010) for stars with planets detected using the Doppler method. The mass range of applicability of this relation is as follows: its lower end is given by the mass limit of F- and G-type stars (approximately 0.8 $M_\odot$). Conversely, the upper mass limit (approximately 1.25 $M_\odot$) was set based on Kawaler (1987), according to whom such stars possess thin convection zones. Above this mass regime the relation between angular momentum and mass obeys a different power law (the high-mass relation of Section 3 in Kawaler 1987), because of the emergence of a radiative outer zone; consequently, the influence of stellar convective transport in stellar envelopes rapidly decreases its influence on the relation between angular momentum and mass for high-mass stars.

Of the total working sample of 131 KCP host stars, the required parameters for the computation of the total angular momentum are present in the literature for only 38 stars. The bottom panel of Figure 7 displays the distribution of the total angular momentum of the star–planet systems of these stars as a function of stellar mass. The Sun symbol in this figure corresponds to the total angular momentum of the solar system. Interestingly, although most of the planet-hosting $Kepler$ stars exhibit a trend of excess in stellar angular momentum compared with that of the Sun, as observed in the upper panel of Figure 7, the angular momentum of the star–planet systems exhibits a somewhat different behavior, with a number of KCP host stars exhibiting total angular momenta that are comparable to that of the solar system and other KCP host stars exhibiting a deficit in total angular momentum, compared with the Sun.

In addition, Alves et al. (2010) demonstrated that stars that host more massive planets tend to have higher angular momenta, whereas stars that host less massive planets tend to have lower angular momenta. We tested these findings, namely, the results presented in Figure 9 of Alves et al. (2010), using our sample, and, in contrast with the results of the previous authors, no clear dependence of the stellar angular momentum on the planetary mass was observed.

There are at least two possible explanations for these results: (i) the relatively low number of stars in the KCP sample may hinder a proper statistical treatment of the results, and (ii) an important number of KCP sources may host undetected planets, thus biasing the results. The latter explanation suggests the potential for the detection of new planets in the KCP sample. However, another possible explanation for the discrepancy between the present finding and that of Alves et al. (2010) resides in the procedure used for the detection of the planets. The sample selected by Alves et al. (2010) was based on radial velocities, whereas the present sample was chosen based on eclipse data, in which the handicap of detecting planets closer to the stellar host is not present because of the typical observation window of the $Kepler$ satellite.

4. CONCLUSIONS

We analyzed photometric variations in the current sample of $Kepler$ Planetary Host Stars and determined $P_{\text{rot}}$ for a final sample of 131 sources. These periods were calculated independently via the Lomb–Scargle and wavelet methods, thereby yielding a reliable $P_{\text{rot}}$ determination. As remarked in Section 2, this unified method allowed us to consistently distinguish $P_{\text{rot}}$ from other manifestations of magnetic activity, even when the associated amplitude variations were of the same order of magnitude.
Our \( P_{\text{rot}} \) values are consistent with those previously reported in the literature by McQuillan et al. (2013a, 2013b, 2014), Nielsen et al. (2013), Walkowicz & Basri (2013), and Reinhold et al. (2013). They are also in strong agreement with the theoretical predictions of Ekström et al. (2012). In particular, the agreement between the tracks from Ekström et al. (2012) and our data is clear and provides good experimental support for stellar rotation theory, despite possible different initial conditions between the models and observed stars.

The present analyses have also revealed an interesting group of five KCP and 12 KOI stars with \( T_{\text{eff}} \) and \( \log g \) values similar to those of the Sun and rotation period ranging from 7 to 26 days. Of particular interest are the stars KIC 9455556, KIC 11565544, and KIC 12644822, rotating with periods similar to the Sun’s values, namely, 25.78, 24.93, and 23.51 days, respectively.

Finally, the stellar angular momenta of our subsample of 131 KCP and 193 KOI stars follow Kraft’s relation, thus offering an important generalization of this law for a particular sample with known planets and photometric \( P_{\text{rot}} \) measurements. Despite this result, no relationship between stellar angular momentum and planetary mass was found, in contrast with the results of Alves et al. (2010).

Open questions remain because robust statistics from a larger planetary host sample are required. For example, to what extent do low \( P_{\text{rot}} \) values reflect a bias in detectability? How do planetary systems affect the \( P_{\text{rot}} \) value of the central star? A larger sample will also help elucidate the behavior of angular momentum with respect to planetary mass, which is a crucial ingredient in the modeling of star-companion systems. Special attention must be payed to the KOI and KIC stars presenting the Sun’s rotation rate and \( T_{\text{eff}} \) and \( \log g \) solar values, for which a solid spectroscopic study could show how close to the present-day Sun are their evolutionary stages.
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