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2. PRELIMINARIES

In this section, we recall some basic facts about finite frames. For more information on the subject, see the books [5, 13] and references therein.

**Definition 2.1.** A sequence of vectors \( \mathcal{X} = \{x_i\}_{i=1}^m \) in \( \mathbb{R}^n \) is a frame for \( \mathbb{R}^n \) if there are constants \( 0 < A \leq B < \infty \) such that
\[
A \|x\|^2 \leq \sum_{i=1}^m |\langle x, x_i \rangle|^2 \leq B \|x\|^2, \quad \text{for all } x \in \mathbb{R}^n.
\]

The constants \( A \) and \( B \) are called the lower and upper frame bounds, respectively. \( \mathcal{X} \) is said to be a tight frame, or an \( A \)-tight frame, if \( A = B \); if \( A = B = 1 \), \( \mathcal{X} \) is called a Parseval frame. If all the frame elements have the same norm, we say that \( \mathcal{X} \) is an equal-norm frame and if the frame elements have norm one, we call it a unit-norm frame. The numbers \( \{\langle x, x_i \rangle\}_{i=1}^m \) are the frame coefficients of the vector \( x \in \mathbb{R}^n \).

Given a frame \( \mathcal{X} = \{x_i\}_{i=1}^m \) for \( \mathbb{R}^n \), the corresponding synthesis operator, also denoted by \( \mathcal{X} \), is the \( n \times m \) matrix whose the \( i \)-th column is \( x_i \). The adjoint matrix \( \mathcal{X}^* \) is called the analysis operator, and the frame operator of \( \mathcal{X} \) is then \( S := \mathcal{X} \mathcal{X}^* \). It is known that \( S \) is a positive, self-adjoint, invertible operator and satisfies:
\[
x = S^{-1} S x = \sum_{i=1}^m \langle x, x_i \rangle S^{-1} x_i = \sum_{i=1}^m \langle x, S^{-1/2} x_i \rangle S^{-1/2} x_i
\]
from which follows that \( \{S^{-1/2} x_i\}_{i=1}^m \) is a Parseval frame for \( \mathbb{R}^n \).

If the frame is \( A \)-tight, then its frame operator is a multiple of the identity operator. In this case, we have the following useful reconstruction formula:
\[
x = \frac{1}{A} \sum_{i=1}^m \langle x, x_i \rangle x_i, \quad \text{for all } x \in \mathbb{R}^n.
\]

An important characterization of tight frames is using frame potentials.

**Definition 2.2.** Let \( \mathcal{X} = \{x_i\}_{i=1}^m \) be a collection of vectors in \( \mathbb{R}^n \). The frame potential for \( \mathcal{X} \) is the quantity
\[
FP(\mathcal{X}) = \sum_{i=1}^m \sum_{j=1}^m |\langle x_i, x_j \rangle|^2.
\]

**Theorem 2.3** ([1]). Let \( m \geq n \). If \( \mathcal{X} = \{x_i\}_{i=1}^m \) is any set of unit vectors in \( \mathbb{R}^n \), then
\[
FP(\mathcal{X}) \geq \frac{m^2}{n}
\]
with equality if and only if \( \mathcal{X} \) is a tight frame.

The following characterization of tight frames is also well known [5].
Theorem 2.4. A frame $X$ for $\mathbb{R}^n$ is tight if and only if the row vectors of its synthesis matrix are pairwise orthogonal and have the same norm.

Let us recall the definition of scalable frames from [12].

Definition 2.5. A frame $X = \{x_i\}_{i=1}^m$ for $\mathbb{R}^n$ is scalable if there exist non-negative constants $\{a_i\}_{i=1}^m$ for which $\{a_i x_i\}_{i=1}^m$ is a tight frame. If all the $a_i$’s are positive, we say that the frame is strictly scalable.

Recently, a weakening of frame scaling called piecewise scaling was introduced in [4].

Definition 2.6. A frame $X = \{x_i\}_{i=1}^m$ for $\mathbb{R}^n$ is piecewise scalable if there exists an orthogonal projection $P : \mathbb{R}^n \to \mathbb{R}^n$ and constants $\{a_i, b_i\}_{i=1}^m$ so that $\{a_i Px_i + b_i (I - P)x_i\}_{i=1}^m$ is a Parseval frame for $\mathbb{R}^n$.

Here, $I = I_n$ denotes the identity operator in $\mathbb{R}^n$. This approach has several advantages over regular scaling. First, very few frames are scalable while many more are piecewise scalable. Also, one problem with scaling is that in most cases, in order to scale a frame one has to choose most of the constants equal to zero, making the scaled frame unusable in practice. Piecewise scaling can overcome this difficulty, and in some cases no constant is required to be zero.

Throughout, for any natural number $m$, we use the notation $[m]$ to denote the set $[m] := \{1, 2, \ldots, m\}$, and we write $x = (x(1), x(2), \ldots, x(n))$ to represent the coordinates of a vector $x \in \mathbb{R}^n$.

3. Reduced diagram matrices and scaling problem

Given a vector $x \in \mathbb{R}^n$, the diagram vector $\hat{x}$ of $x$ is defined in [9] as follows.

$$
\hat{x} := \frac{1}{\sqrt{n-1}} \begin{pmatrix}
(x(1))^2 - (x(2))^2 \\
\vdots \\
(x(n-1))^2 - (x(n))^2 \\
\sqrt{2n} x(1)x(2) \\
\vdots \\
\sqrt{2n} x(n-1)x(n)
\end{pmatrix} \in \mathbb{R}^{n(n-1)},
$$

where the difference of squares $(x(i))^2 - (x(j))^2$ and the product $x(i)x(j)$ occur exactly once for $1 \leq i < j \leq n$.

The normalization of the components of the diagram vector is chosen to preserve unit vectors. The following result appeared in [9].

Proposition 3.1. For any $x, y \in \mathbb{R}^n$, we have that

$$(n-1) \langle \hat{x}, \hat{y} \rangle = n \langle x, y \rangle^2 - \|x\|^2 \|y\|^2.$$

We now give another property of the diagram vectors.
Proposition 3.2. Let \( \{x_i\}_{i=1}^{m} \) be any set of unit vectors in \( \mathbb{R}^n \) \((m \geq n)\). Let \( \tilde{x}_i \) be the diagram vector of \( x_i, i \in [m] \). Then
\[
\sum_{i,j=1}^{m} \langle \tilde{x}_i, \tilde{x}_j \rangle \geq 0,
\]
with equality if and only if \( \{x_i\}_{i=1}^{m} \) is a tight frame.

Proof. By Proposition 3.1, for any \( i,j \in [m] \), we have
\[
(n-1) \langle \tilde{x}_i, \tilde{x}_j \rangle = n|\langle x_i, x_j \rangle|^2 - 1.
\]
By Theorem 2.3, we have that
\[
(n-1) \sum_{i,j=1}^{m} \langle \tilde{x}_i, \tilde{x}_j \rangle = n \sum_{i,j=1}^{m} |\langle x_i, x_j \rangle|^2 - m^2 \geq n \frac{m^2}{n} - m^2 = 0.
\]
The claim follows. \( \square \)

Definition 3.3. Given a set \( \mathcal{X} = \{x_i\}_{i=1}^{m} \subset \mathbb{R}^n \), the diagram matrix \( \theta_{\mathcal{X}} \) is the \( n(n-1) \times m \) matrix whose the \( i \)-th column is the diagram vector of \( x_i \).

In [9], the authors use the diagram vectors to classify scalable frame. In the following, we will show that this can be done by using reduced diagram vectors. Before giving the definition, we prove the following lemma.

Lemma 3.4. The rank of the diagram matrix \( \theta_{\mathcal{X}} \) of a set of vectors \( \mathcal{X} = \{x_i\}_{i=1}^{m} \subset \mathbb{R}^n \) is \( \leq \frac{(n-1)(n+2)}{2} \).

Proof. The rows \( n, n+1, \ldots, \frac{n(n-1)}{2} \) of the matrix \( \theta_{\mathcal{X}} \) can be obtained from the first \( n-1 \) rows. Specifically, if \( 1 < i < j \leq n \), the rows whose elements are
\[
((x_1(i))^2 - (x_1(j))^2, (x_2(i))^2 - (x_2(j))^2, \ldots, (x_m(i))^2 - (x_m(j))^2)
\]
is the difference of the \( (j-1) \)-th and the \( (i-1) \)-th rows of \( \theta_{\mathcal{X}} \). Thus, the rank of \( \theta_{\mathcal{X}} \) is \( \leq \frac{n(n-1)}{2} + (n-1) = \frac{(n-1)(n+2)}{2} \). \( \square \)

Definition 3.5. The reduced diagram matrix of a set of vectors \( \mathcal{X} = \{x_i\}_{i=1}^{m} \) in \( \mathbb{R}^n \) is the matrix \( \tilde{\theta}_{\mathcal{X}} \) obtained by removing the rows \( n, n+1, \ldots, \frac{n(n-1)}{2} \) from the diagram matrix \( \theta_{\mathcal{X}} \). The reduced diagram vector of \( x_i \), that we still denote with \( \tilde{x}_i \), is the \( i \)-th column of the reduced diagram matrix \( \tilde{\theta}_{\mathcal{X}} \).

By Lemma 3.4, the rank of \( \tilde{\theta}_{\mathcal{X}} \) is \( \leq \min \left\{ \frac{(n-1)(n+2)}{2}, m \right\} \).

We are now ready to present the following important classification of scalable frames. The main idea of this theorem is not new (see [9, 12]), but we will restate it here with our notation and we will provide several equivalent conditions which we will use later.

Theorem 3.6. Let \( \mathcal{X} = \{x_i\}_{i=1}^{m} \) be a frame for \( \mathbb{R}^n \) and \( \tilde{\theta}_{\mathcal{X}} \) be the reduced diagram matrix of \( \mathcal{X} \). Then the following are equivalent.
(1) $X$ is scalable.

(2) There is a non-negative, non-zero vector $c = (c_1, c_2, \ldots, c_m)$ such that $c$ is orthogonal to every row of $\tilde{\theta}_X$.

(3) There is a non-negative, non-zero vector $c = (c_1, c_2, \ldots, c_m)$ in the null space of $\tilde{\theta}_X$.

(4) There is a non-negative, non-zero vector $c = (c_1, c_2, \ldots, c_m)$ such that

$$\sum_{i=1}^{m} c_i \tilde{x}_i = 0$$

i.e., $0$ can be represented as a linear combination of the reduced diagram vectors $\tilde{x}_i$ with non-negative coefficients.

(5) There is a non-negative, non-zero vector $c = (c_1, c_2, \ldots, a_m)$ in the null space of the Gram matrix of $\tilde{\theta}_X$.

**Proof.** It is clear that (2) $\iff$ (3) $\iff$ (4).

(1) $\iff$ (2): By definition, $X$ is scalable if there exist non-negative scalars $a = \{a_i\}_{i=1}^m$ so that $aX := \{a_i x_i\}_{i=1}^m$ is a tight frame. By Proposition 2.4, this is equivalent to the fact that the rows of the synthesis matrix $aX$ are orthogonal and have the same norm. Let $R_j$ denote the $j$-th row of the synthesis matrix $aX$ and let $\tilde{R}_j$ denote the $j$-th row of the reduced diagram matrix of $aX$. The rows $R_j$ and $R_1$ have the same norm if and only if

$$\sum_{i=1}^{m} [a_i x_i(j)]^2 = \sum_{i=1}^{m} [a_i x_i(1)]^2, j = 2, \ldots, n.$$ 

But this is equivalent to $\langle c, \tilde{R}_j \rangle = 0$ for all $j \in [n-1]$, where $c = (a_1^2, \ldots, a_m^2)$.

A similar argument shows that the rows of the synthesis matrix $aX$ are orthogonal if and only if $\langle c, \tilde{R}_j \rangle = 0$ for all $j \geq n$.

(3) $\iff$ (5): Let $G_X$ be the Gram matrix of $\tilde{\theta}_X$. If there exists a non-negative, non-zero vector $c = (c_1, \ldots, c_m)$ so that $\tilde{\theta}_X c = 0$, then $G_X c = \tilde{\theta}_X^* \tilde{\theta}_X c = 0$. This shows that (3) implies (5). Conversely, if $\tilde{\theta}_X^* \tilde{\theta}_X c = 0$, then $\|\tilde{\theta}_X c\|^2 = \langle \tilde{\theta}_X c, \tilde{\theta}_X c \rangle = \langle \tilde{\theta}_X^* \tilde{\theta}_X c, c \rangle = 0$. So $\tilde{\theta}_X c = 0$. \qed

**Remark 3.7.** The statement “(1) $\iff$ (5)” was stated in [9] for the diagram matrix of $X$. Also, the statement “(1) $\iff$ (3)” appeared in [12] when they classified $k$-scalable and strictly $k$-scalable frames. Recall that a frame $\{x_i\}_{i=1}^m$ for $\mathbb{R}^n$ is said to be $k$-scalable, respectively, strictly $k$-scalable if there is a set $I \subset [m], |I| = k$ such that $\{x_i\}_{i \in I}$ is a scalable frame, respectively, a strictly scalable frame for $\mathbb{R}^n$.

The following is a direct consequence of Theorem 3.6.

**Corollary 3.8.** A frame $X$ is non-scalable if one of the following conditions holds.

(1) $\tilde{\theta}_X$ contains at least one row whose elements are all non-negative or all non-positive, but not all zero.
Theorem 3.9 (see also in [12]). Let \( X = \{x_i\}_{i=1}^m \) be a frame for \( \mathbb{R}^n \) and \( \tilde{\theta}_X \) be the reduced diagram matrix of \( X \). The following are equivalent.

1. \( X \) is scalable.
2. \( 0 \in \text{co}(\tilde{\theta}_X) \) (the convex hull of the column vectors of \( \tilde{\theta}_X \)).
3. There is no \( y \in \mathbb{R}^{n-3(n+2)/2} \) such that \( \langle \tilde{x}_i, y \rangle > 0 \) for all \( i \in [m] \).

Before we state our next theorem, we recall some standard linear algebra results.

If \( A = \{a_{i,j}\}_{i,j \in [m]} \) is a square matrix, the determinant of the \((m-1) \times (m-1)\) sub-matrix obtained from \( A \) by deleting the \( i \)-th row and \( j \)-th column is called the **minor** of \( a_{i,j} \). When there is no ambiguity, this number is often denoted by \( M_{i,j} \). The **cofactor** of \( a_{i,j} \) is obtained by multiplying \( M_{i,j} \) by \((-1)^{i+j}\) and can be denoted by \( A_{i,j} \).

Note that \( \det(A) = \sum_{j=1}^m a_{i,j}A_{i,j} \), for every \( i \in [m] \). The following result is well known, but we prove it here for completeness.

**Lemma 3.10.** For all \( i, k \in [m] \), with \( i \neq k \), we have that \( \sum_{j=1}^m a_{k,j}A_{i,j} = 0 \). In other words, for every \( i \in [m] \), the vector \( (A_{i,1}, \ldots, A_{i,m}) \) is orthogonal to all rows of \( A \) with the exception of the \( i \)-th row.

**Proof.** To prove this, observe that the determinant of \( A \) does not change if we replace the row \( R_i = (a_{i,1}, \ldots, a_{i,m}) \) with \( R_i + R_k = (a_{i,1} + a_{k,1}, \ldots, a_{i,m} + a_{k,m}) \), with \( k \neq i \). Thus,

\[
\det(A) = \sum_{j=1}^m a_{i,j}A_{i,j} = \sum_{j=1}^m (a_{i,j} + a_{k,j})A_{i,j}
\]

and hence, \( \sum_{j=1}^m a_{k,j}A_{i,j} = 0 \). \( \square \)

**Theorem 3.11.** Let \( X = \{x_i\}_{i=1}^m \) be a frame for \( \mathbb{R}^n \), and let \( \tilde{\theta}_X \) be the reduced diagram matrix of \( X \). Assume that \( \tilde{\theta}_X \) has rank \( m-1 \) and let \( R_1, R_2, \ldots, R_{m-1} \) be the \( m-1 \) linearly independent rows of \( \tilde{\theta}_X \). Let \( E = (\alpha_1, \alpha_2, \ldots, \alpha_m) \) be a vector of coefficients, and let \( A \) be the matrix whose rows are \( E, R_1, \ldots, R_{m-1} \). Then \( X \) is scalable if and only if the cofactors of the \( \alpha_j \)'s in the expansion of \( \det(A) \) are all non-negative or non-positive.
Proof. Let \( c = (c_1, \ldots, c_m) \) be the vector of the cofactors of the \((\alpha_1, \ldots, \alpha_m)\). Then \( c \neq 0 \) since \( \text{rank } \theta_X = m - 1 \). By Lemma 3.10, \( c \) is orthogonal to all the rows of \( \theta_X \). If \( c \)'s are all non-negative or non-positive, then \( X \) is scalable by Theorem 3.16. Conversely, if \( X \) is scalable, then again by Theorem 3.16, there is a non-negative, non-zero vector \( a = (a_1, \ldots, a_m) \) such that \( a \) is orthogonal to all the rows of \( \theta_X \). Note that these rows span a hyperplane in \( \mathbb{R}^m \). Therefore, \( c \) must be a multiple of \( a \). This completes the proof. \( \square \)

Remark 3.12. We can apply Gaussian eliminations to the reduced matrix \( \tilde{\theta}_X \) and use the \((m-1)\) linearly independent rows of the result matrix.

Example 3.13. Consider a unit-norm frame \( X = \{x_i\}_{i=1}^3 \) of three vectors in \( \mathbb{R}^2 \). After rotating and reflecting the vectors about the origin, and re-indexing them if necessary, we can always assume that \( x_1 = (1,0) \), \( x_2 = (\cos \theta, \sin \theta) \) and \( x_3 = (\cos \psi, \sin \psi) \) with \( 0 \leq \theta \leq \psi \leq \pi \). The diagram matrix of \( X \) is the same as the reduced diagram matrix and is

\[
\tilde{\theta}_X = \begin{pmatrix}
1 & (x_2(1))^2 - (x_2(2))^2 & (x_3(1))^2 - (x_3(2))^2 \\
0 & 2 x_2(1)x_2(2) & 2 x_3(1)x_3(2)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 & \cos(2\theta) & \cos(2\psi) \\
0 & \sin(2\theta) & \sin(2\psi)
\end{pmatrix}
\]

\( \tilde{\theta}_X \) has maximum rank if and only if at least one of the angles \( \theta, \psi \), and \( \psi - \theta \) is different from \( 0, \pi/2 \), and \( \pi \). The vector of the cofactors of the elements \( \alpha_j \)'s in the matrix

\[
\begin{pmatrix}
\alpha_1 & \alpha_2 & \alpha_3 \\
1 & \cos(2\theta) & \cos(2\psi) \\
0 & \sin(2\theta) & \sin(2\psi)
\end{pmatrix}
\]

is \( c = (\sin(2(\theta - \psi)), -\sin(2\psi), \sin(2\theta)) \). We can check that the components of \( c \) cannot be all non-positive. Moreover, they are all non-negative if and only if \( 0 \leq \theta \leq \pi/2 \) and \( \pi/2 \leq \psi \leq \theta + \pi/2 \). Thus, the given frame is scalable if and only if the angles \( \theta \) and \( \psi \) satisfy these conditions. The scaling that makes the frame tight is \((\sqrt{\sin(2(\theta - \psi))}, \sqrt{-\sin(2\psi)}, \sqrt{\sin(2\theta)})\).

Remark 3.14. The conditions \( 0 \leq \theta \leq \pi/2 \) and \( \pi/2 \leq \psi \leq \theta + \pi/2 \) are compatible with the fact that a frame is scalable if and only if the vectors do not lie in the same open quadrant, see [11].

In the following, we will consider the case when the orthogonal complement of the row space of the reduced diagram matrix has dimension two.

Theorem 3.15. Let \( X = \{x_i\}_{i=1}^m \) be a frame for \( \mathbb{R}^n \). Assume that the reduced diagram matrix \( \tilde{\theta}_X \) has rank \((m-2)\). Let \( R_1, \ldots, R_{m-2} \) be the \((m-2)\) linearly independent rows of the matrix \( \tilde{\theta}_X \). Let \( w_1, w_2 \in \mathbb{R}^m \) be such that the set \( \{w_1, w_2, R_1, \ldots, R_{m-2}\} \) is linearly independent. Let \( E = (\alpha_1, \ldots, \alpha_m) \) be a vector of coefficients. Then \( X \) is scalable if and only if there exists \( t \in [0, 2\pi) \) for which the cofactors of the \( \alpha_j \) in the expansion of the determinant
of the matrix whose rows are \((E, \cos tw_1 + \sin tw_2, R_1, \ldots, R_{m-2})\) are all non-positive or non-negative.

Proof. By Theorem 3.6, \(X\) is scalable if and only if there exists a non-negative, non-zero vector \((a_1, \ldots, a_m)\) in the orthogonal complement of the row space of \(\tilde{\theta}_X\). Let \(\xi_j\) denote the vector of the cofactors of the \((a_1, \ldots, a_m)\) in the matrix \(A_j = (E, w_j, R_1, \ldots, R_{m-2})\). Clearly, \(\xi_j \in (\text{span}\{R_i\}_{i=1}^{m-2})^\perp\) and \(\xi_j \perp w_j, j = 1, 2\).

Let us prove that \(\xi_1, \xi_2\) are linearly independent, and so they form a basis for \((\text{span}\{R_i\}_{i=1}^{m-2})^\perp\). Assume that \(\alpha \xi_1 + \beta \xi_2 = 0\) for some \(\alpha, \beta \in \mathbb{R}\). By the multilinear property of the determinant, \(\alpha \xi_1 + \beta \xi_2\) is the vector of the cofactors of \(E = (a_1, \ldots, a_m)\) in the matrix whose rows are \((E, \omega w_1 + \beta w_2, R_1, \ldots, R_{m-2})\). By assumption, \(\omega w_1 + \beta w_2, R_1, \ldots, R_{m-2}\) are linearly independent whenever \((\alpha, \beta) \neq (0, 0)\), and so the vector of the cofactors of \(E\) can only be zero if \(\alpha = \beta = 0\).

We have proved that every non-zero vector \(\xi \in (\text{span}\{R_i\}_{i=1}^{m-2})^\perp\) can be written as \(\xi = a\xi_1 + b\xi_2\) for some \(a, b \in \mathbb{R}\). We can let \(a = \lambda \cos t\) and \(b = \lambda \sin t\), with \(\lambda > 0\) and \(t \in [0, 2\pi]\), and write \(\xi = \lambda (\cos t \xi_1 + (\sin t)\xi_2)\). Thus, \(\xi\) has non-negative components if and only if the same is true of \((\cos t)\xi_1 + (\sin t)\xi_2\). By the multilinear property of the determinant, \((\cos t)\xi_1 + (\sin t)\xi_2\) is the vector of the cofactors of \(E\) in the matrix \(A_t\) whose rows are \((E, (\cos t)w_1 + (\sin t)w_2, R_1, \ldots, R_{m-2})\); equivalently, with the notation previously introduced, \((\cos t)\xi_1 + (\sin t)\xi_2\) is the vector of the cofactors of the \(a_j\)'s in the expansion of \(\det A_t = \cos t \det A_1 + \sin t \det A_2\). This concludes the proof of the theorem.

Example 3.16. Let \(X = \{x_i\}_{i=1}^4\) be a unit-norm frame of vectors in \(\mathbb{R}^2\), with \(x_1 = (1, 0)\) and

\[
x_2 = (\cos \alpha, \sin \alpha), \quad x_3 = (\cos \beta, \sin \beta), \quad x_4 = (\cos \gamma, \sin \gamma),
\]

with \(0 < \alpha < \frac{\pi}{2} \leq \beta < \gamma \leq \pi\). This frame is scalable because the vectors do not lie in the same open quadrant of \(\mathbb{R}^2\). We now find conditions to ensure that the frame is strictly scalable.

The reduced diagram matrix is

\[
\tilde{\theta}_X = \begin{pmatrix}
1 & \cos(2\alpha) & \cos(2\beta) & \cos(2\gamma) \\
0 & \sin(2\alpha) & \sin(2\beta) & \sin(2\gamma)
\end{pmatrix} = \begin{pmatrix} R_1 \\ R_2 \end{pmatrix}.
\]

The conditions on \(\alpha, \beta, \text{ and } \gamma\) imply that \(\tilde{\theta}_X\) has rank 2. We observe that the vectors \(w_1 = (0, 0, 1, 0)\) and \(w_2 = (0, 0, 0, 1)\) are linearly independent from \(R_1, R_2\) since the determinant of the matrix whose rows are \((w_1, w_2, R_1, R_2)\) is \(\sin(2\alpha) \neq 0\). By Theorem 3.15, the frame is strictly scalable if and only
if we can find \( t \in [0, 2\pi) \) for which the cofactors of the \( \alpha_j \)'s in the matrix

\[
\begin{pmatrix}
\alpha_1 & \alpha_2 & \alpha_3 & \alpha_4 \\
0 & 0 & \cos t & \sin t \\
1 & \cos(2\alpha) & \cos(2\beta) & \cos(2\gamma) \\
0 & \sin(2\alpha) & \sin(2\beta) & \sin(2\gamma)
\end{pmatrix}
\]

are positive or all negative. The determinant of the matrix above is \( \alpha \) we say that \( X \) is scalable with positive scalings. Let us start with introducing a new notation.

**Notation 4.1.** We denote

\[ \ell_2(m)^+ := \{ a = \{ a_i \}_{i=1}^m \in \ell_2(m) : a_i \geq 0 \text{ for all } i \in [m] \}. \]

If \( u = (u(1), u(2), \ldots, u(m)) \), \( v = (v(1), v(2), \ldots, v(m)) \in \ell_2(m) \), we define

\[ u \cdot v = (u(1)v(1), u(2)v(2), \ldots, u(m)v(m)) \text{ and } u^2 = u \cdot u. \]

If \( a = (a_1, a_2, \ldots, a_m) \in \ell_2(m) \), we denote \( a^2 = (a_1^2, a_2^2, \ldots, a_m^2) \). If \( X = \{ x_i \}_{i=1}^m \subset \mathbb{R}^n \) we denote

\[ \tilde{X} = \{ u_j := (x_1(j), x_2(j), \ldots, x_m(j)) : j \in [n] \}, \]

\[ \tilde{X}^2 = \{ u^2 : u \in \tilde{X} \}, \text{ and} \]

\[ W(\ell_2(m)^+, \tilde{X}^2) = \{ a \in \ell_2^+(m) : \langle a, u^2 \rangle = 1 \text{ for all } u \in \tilde{X} \}. \]

If \( Z \subset \mathbb{R}^n \) we denote

\[ Z^+ = \{ z \in Z : z(i) \geq 0 \text{ for all } i \in [n] \}. \]

**Definition 4.2.** Let \( X = \{ x_i \}_{i=1}^m \) be a frame for \( \mathbb{R}^n \). If \( W(\ell_2(m)^+, \tilde{X}^2) \neq \emptyset \), we say that \( X \) is normalized scalable.
Remark 4.3. For $x, y \in \mathbb{R}^n$, $(x, y) = 1$ if and only if $x = cy + dv$ for some scalars $c, d$ with $c\|y\|^2 = 1$ and $v \in y^\perp$.

Theorem 4.4. Let $X = \{x_i\}_{i=1}^m$ be a frame for $\mathbb{R}^n$ and let $\{c_j\}_{j=1}^n$ be a sequence of scalars so that $c_j\|u_j^2\|^2 = 1$, where $u_j = (x_1(j), x_2(j), \ldots, x_m(j)) \in \tilde{X}$. Then

$$W(\ell_2(m)^+, \tilde{X})^2) = \bigcap_{j=1}^n (c_j u_j^2 + (u_j^2)^\perp)^+.$$

Proof. This is immediate from Remark 4.3.

Lemma 4.5. $X = \{x_i\}_{i=1}^m \subset \mathbb{R}^n$ is normalized scalable if and only if there are constants $\{a_i\}_{i=1}^m$ so that the rows of the synthesis matrix $[a_i x_i]_{i=1}^m$ all square sum to 1.

Proof. The square sum of the $j$-th row, $j \in [n]$, of the synthesis matrix is:

$$\sum_{i=1}^m a_i^2 x_i(j)^2 = \langle a^2, u_j^2 \rangle,$$

where $u_j = (x_1(j), x_2(j), \ldots, x_m(j)) \in \tilde{X}$ and $a = (a_1, a_2, \ldots, a_m) \in \ell_2(m)$. So this equals 1 for all $j \in [n]$ if and only if $a^2 \in W(\ell_2(m)^+, \tilde{X})^2$.

Lemma 4.6. For any $X = \{x_i\}_{i=1}^m \subset \mathbb{R}^n$, the set $W(\ell_2(m)^+, \tilde{X})^2$ is a convex set.

Proof. Let $0 < \lambda < 1$ and $a, b \in W(\ell_2(m)^+, \tilde{X})^2$, then obviously $\lambda a + (1-\lambda) b \in \ell_2(m)^+$. Moreover, for any $u \in \tilde{X}$, we have

$$\langle \lambda a + (1-\lambda) b, u \rangle = \lambda \langle a, u \rangle + (1-\lambda) \langle b, u \rangle = 1.$$

This shows that $\lambda a + (1-\lambda) b \in W(\ell_2(m)^+, \tilde{X})^2$.

Example 4.7. It is possible that $W(\ell_2(m)^+, \tilde{X})^2 = \emptyset$. To see this, take a Hadamard matrix $[\pm 1]$ in $\mathbb{R}^n$ and multiply the last row by 2. Let $X$ be the frame whose frame vectors are the columns of the resulting matrix and denote by $u_j$ the $j$-th row of this matrix. Then $u_j = (\pm 1, \ldots, \pm 1)$ for $1 \leq i \leq n - 1$ and $u_n = (\pm 2, \pm 2, \ldots, \pm 2)$. For any $a = (a_1, a_2, \ldots, a_m) \in \ell_2^+(m)$ we have

$$\langle a, u_j^2 \rangle = \sum_{i=1}^m a_i \cdot 1 = \sum_{i=1}^m a_i,$$

while

$$\langle a, u_n^2 \rangle = \sum_{i=1}^m 4a_i.$$

Theorem 4.8. Let $X = \{x_i\}_{i=1}^m$ be a frame for $\mathbb{R}^n$ with the row of its synthesis matrix $u_j = (x_1(j), x_2(j), \ldots, x_m(j)) \in \tilde{X}, j \in [n]$. Let $\{e_i\}_{i=1}^m$ be the standard orthonormal basis for $\ell_2(m)$. The following are equivalent.

1. $X$ is normalized scalable.
(2) There is a set $J \subset [n]$ with $|J| \leq \text{rank}\{u_j^2\}_{j=1}^n$, a set $I \subset [m]$, and a vector $a \in \ell_2(m)^+$ such that if $P_I$ is the orthogonal projection of $\ell_2^m$ onto $\text{span}\{e_i\}_{i \in I}$, then $\{P_Iu_j^2\}_{j \in J}$ is a basis for $\text{span}\{P_Iu_j^2\}_{j=1}^n$. Moreover, for every $j \in J$, $\langle a, P_Iu_j^2 \rangle = 1$, and for every $j \notin J$, $P_Iu_j^2 = \sum_{k \in J} c_k P_Iu_k^2$ with $\sum_{k \in J} c_k = 1$.

Proof. (1) $\Rightarrow$ (2): Choose $a = \{a_i\}_{i=1}^m \in \ell_2(m)^+$ so that $\langle a, u_j^2 \rangle = 1$ for all $j \in [n]$. Let $I = \{i \in [m] : a_i \neq 0\}$. Choose $J \subset [n]$ so that $\{P_Iu_j^2\}_{j \in J}$ is a basis for $\text{span}\{P_Iu_j^2\}_{j=1}^n$. Then $\langle a, P_Iu_j^2 \rangle = 1$ for all $j \in J$. If $j \in J^c$ then $P_Iu_j^2 = \sum_{k \in J} c_k P_Iu_k^2$ and

$$1 = \langle a, P_Iu_j^2 \rangle = \langle a, \sum_{k \in J} c_k P_Iu_k^2 \rangle = \sum_{k \in J} c_k \langle a, P_Iu_k^2 \rangle = \sum_{k \in J} c_k.$$ 

(2) $\Rightarrow$ (1): By assumption there are $a = (a_1, a_2, \ldots, a_m) \in \ell_2(m)^+$ so that $\langle a, u_j^2 \rangle = \langle a, P_Iu_j^2 \rangle = 1$ for all $j \in J$.

If $j \in J^c$ then $P_Iu_j^2 = \sum_{k \in J} c_k P_Iu_k^2$ and so

$$\langle a, u_j^2 \rangle = \langle a, P_Iu_j^2 \rangle = \langle a, \sum_{k \in J} c_k P_Iu_k^2 \rangle = \sum_{k \in J} c_k \langle a, P_Iu_k^2 \rangle = \sum_{k \in J} c_k = 1.$$ 

So $\{x_i\}_{i=1}^m$ is normalized scalable. \qed

For the second part of this approach, we use the following notation:

**Notation 4.9.** Let $\mathcal{X} = \{x_i\}_{i=1}^m$ be a frame for $\mathbb{R}^n$ with the rows of its synthesis matrix (represented in the standard basis $\{e_i\}_{i=1}^n$ of $\mathbb{R}^n$), $u_j = (x_1(j), x_2(j), \ldots, x_m(j))$, $j \in [n]$. We denote

$$\mathcal{X}^\perp = \{u_i \cdot u_j : 1 \leq i \neq j \leq n\},$$

$$V(\ell_2(m)^+, \mathcal{X}^\perp) = \{a \in \ell_2(m)^+ : \langle a, u \rangle = 0 \text{ for all } u \in \mathcal{X}^\perp\}.$$ 

**Definition 4.10.** A frame $\mathcal{X} = \{x_i\}_{i=1}^m$ for $\mathbb{R}^n$ is called orthogonal scalable if $V(\ell_2(m)^+, \mathcal{X}^\perp) \neq \emptyset$.

**Remark 4.11.** 1) If $\{x_i\}_{i=1}^m$ is a frame for $\mathbb{R}^n$ written with respect to the eigenbasis of its frame operator, then $V(\ell_2(m)^+, \mathcal{X}^\perp) = \ell_2(m)^+$. This is because the rows of the synthesis matrix are orthogonal.

2) $u_i \cdot u_j : 1 \leq i \neq j \leq n$ are the last $n(n-1)/2$ rows of the reduced diagram matrix defined in Section 2.

**Theorem 4.12.** If $\mathcal{X} = \{x_i\}_{i=1}^m$ is a frame for $\mathbb{R}^n$, then $V(\ell_2(m)^+, \mathcal{X}^\perp)$ is a positive cone in $\mathbb{R}^n$.

Proof. Let $a, b \in V(\ell_2(m)^+, \mathcal{X}^\perp)$ and $\alpha, \beta \geq 0$. Then $\alpha a + \beta b \geq 0$, and for all $1 \leq i \neq j \leq n$ we have that

$$\langle \alpha a + \beta b, u_i \cdot u_j \rangle = \alpha \langle a, u_i \cdot u_j \rangle + \beta \langle b, u_i \cdot u_j \rangle = 0.$$ 

The claim is proven. \qed
Now the following theorem is obvious.

**Theorem 4.13.** A frame $\mathcal{X} = \{x_i\}_{i=1}^m$ for $\mathbb{R}^n$ is scalable if and only if $W(\ell_2(m)^+, \mathcal{X}^2) \cap V(\ell_2(m)^+, \mathcal{X}^\perp) \neq \emptyset$. In other words, the convex set intersects the positive cone.

### 5. Scalability of Dual Frames

Let $\mathcal{X} = \{x_i\}_{i=1}^m$ be a frame for $\mathbb{R}^n$ with the frame operator $S$. A sequence $\mathcal{Y} = \{y_i\}_{i=1}^m$ in $\mathbb{R}^n$ is called a **dual frame** for $\mathcal{X}$ if $\mathcal{Y}$ satisfies the reconstruction formula:

$$x = \sum_{i=1}^m \langle x, x_i \rangle y_i = \sum_{i=1}^m \langle x, y_i \rangle x_i, \text{ for all } x \in \mathbb{R}^n.$$ 

If $y_i = S^{-1}x_i$, $i \in [m]$, then $\mathcal{Y}$ is called the **canonical dual frame**, otherwise it is called an **alternate dual frame**.

In this section, we will study scalability of the dual frames.

**Theorem 5.1.** Every scalable frame has a scalable alternate dual frame.

**Proof.** Let $\{x_i\}_{i=1}^m$ be a scalable frame for $\mathbb{R}^n$ with scaling constants $\{a_i\}_{i=1}^m$. Then after perhaps dropping those vectors which are scaled with zero constants, we may assume there are $a_i > 0$ so that $\{a_ix_i\}_{i=1}^m$ is a Parseval frame. So for every $x \in \mathbb{R}^n$ we have

$$x = \sum_{i=1}^m \langle x, a_ix_i \rangle a_ix_i = \sum_{i=1}^m \langle x, x_i \rangle a_i^2 x_i.$$ 

It follows that $\{a_i^2 x_i\}_{i=1}^m$ is a dual frame. But now, if we scale the dual frame by $\frac{1}{a_i}$ we get $\{a_ix_i\}_{i=1}^m$ which is Parseval. \qed

**Corollary 5.2.** Let $\mathcal{X} = \{x_i\}_{i=1}^m$ be a frame for $\mathbb{R}^n$. The following are equivalent.

1. $\{a_ix_i\}_{i=1}^m$ is Parseval.
2. $\{a_i^2 x_i\}_{i=1}^m$ is a dual frame for $\{x_i\}_{i=1}^m$.

**Remark 5.3.** There are non-scalable frames (for example, non-orthogonal bases of $\mathbb{R}^n$) whose all duals are not scalable, and also examples of non-scalable frames whose canonical dual frame is scalable.

**Example 5.4.** Let $\mathcal{X}$ be a frame for $\mathbb{R}^2$ whose the vectors are the columns of the following matrix:

$$\mathcal{X} = \begin{bmatrix} 2 & 1 & 1 \\ 1 & 2 & 1 \end{bmatrix}.$$ 

This frame is not scalable since all the vectors lie in the first open quadrant. Its frame operator $S$ is

$$S = \mathcal{X}^* \mathcal{X}^* = \begin{bmatrix} 6 & 5 \\ 5 & 6 \end{bmatrix}.$$
We have
\[ S^{-1} = \frac{1}{11} \begin{bmatrix} 6 & -5 \\ -5 & 6 \end{bmatrix}, \]
and
\[ S^{-1}X = \frac{1}{11} \begin{bmatrix} 7 & -4 & 1 \\ -4 & 7 & 1 \end{bmatrix}. \]
The columns of the matrix \( S^{-1}X \) form a scalable frame since the vectors do not lie in the same open quadrant for any choices of negating the vectors.

We will provide a classification of frames whose canonical dual frame is scalable. First, we consider the scalability of frames under invertible operators.

**Theorem 5.5.** Let \( X = \{ x_i \}_{i=1}^m \) be a frame for \( \mathbb{R}^n \) and \( T \) be an invertible operator on \( \mathbb{R}^n \). The following are equivalent:

1. \( \{ Tx_i \}_{i=1}^m \) is scalable with scaling \( \{ a_i \}_{i=1}^m \).
2. The frame operator for \( \{ a_i x_i \}_{i=1}^m \) is \( (T^*T)^{-1} \).

**Proof.** Let \( S_1 \) be the frame operator for \( \{ a_i x_i \}_{i=1}^m \). For \( x \in \mathbb{R}^n \) we have
\[
\sum_{i=1}^m \langle x, a_i Tx_i \rangle a_i Tx_i = T \left( \sum_{i=1}^m \langle T^*x, a_i x_i \rangle a_i x_i \right) = TS_1T^*x.
\]
So \( \{ Tx_i \}_{i=1}^m \) is scalable with scaling \( \{ a_i \}_{i=1}^m \) if and only if \( TS_1T^* = I \). That is, \( S_1 = T^{-1}(T^*)^{-1} = (T^*T)^{-1} \). □

**Corollary 5.6.** Let \( X = \{ x_i \}_{i=1}^m \) be a frame for \( \mathbb{R}^n \) and \( T \) be an invertible operator on \( \mathbb{R}^n \). If \( X \) and \( T(X) \) are scalable with the same scaling constants, then \( T \) is unitary.

**Proof.** This is immediate from Theorem 5.5. □

The following theorem classifies when the canonical dual frame is scalable. Note that we do not require the original frame to be scalable.

**Theorem 5.7.** Let \( X = \{ x_i \}_{i=1}^m \) be a frame for \( \mathbb{R}^n \) with frame operator \( S \). The following are equivalent:

1. \( \{ S^{-1/2} x_i \}_{i=1}^m \) is scalable with scaling \( \{ a_i \}_{i=1}^m \).
2. There are constant \( \{ a_i \}_{i=1}^m \) so that the frame operator for \( \{ a_i S^{-1/2} x_i \}_{i=1}^m \) is \( S^2 \).
3. There are constant \( \{ a_i \}_{i=1}^m \) so that the frame \( \{ a_i S^{-1/2} x_i \}_{i=1}^m \) has \( S \) as its frame operator.

**Proof.** (1) \( \iff \) (2): This follows from Theorem 5.5 with \( T = S^{-1} \).

(2) \( \Rightarrow \) (3): Given (2), for every \( x \in \mathbb{R}^n \) we have
\[
\sum_{i=1}^m \langle x, a_i S^{-1/2} x_i \rangle a_i S^{-1/2} x_i = S^{-1/2} \sum_{i=1}^m \langle S^{-1/2} x, a_i x \rangle a_i x_i
\]
\[
= S^{-1/2} S^2 (S^{-1/2}(x))
\]
\[
= Sx.
\]
(3) $\Rightarrow$ (2): Let $S_1$ be the frame operator for $\{a_ix_i\}_{i=1}^m$. Given (3), for every $x \in \mathbb{R}^n$ we have

$$Sx = \sum_{i=1}^m \langle x, a_iS^{-1/2}x_i \rangle a_iS^{-1/2}x_i = S^{-1/2} \sum_{i=1}^m \langle S^{-1/2}x, a_ix_i \rangle a_ix_i = S^{-1/2}S_1S^{-1/2}(x).$$

So $S = S^{-1/2}S_1S^{-1/2}$ and hence $S_1 = S^2$. \qed

Remark 5.8. (1) Note that $S^2$ is the frame operator for the frame $\{S^{1/2}x_i\}_{i=1}^m$.

(2) If $\{S^{-1}x_i\}_{i=1}^m$ can be scaled in more than one way, for example if $\{a_iS^{-1}x_i\}_{i=1}^m$ and $\{b_iS^{-1}x_i\}_{i=1}^m$ are Parseval frames, then $\{a_ix_i\}_{i=1}^m$ and $\{b_ix_i\}_{i=1}^m$ have the same frame operator.

Corollary 5.9. Let $\mathcal{X} = \{x_i\}_{i=1}^m$ be a frame for $\mathbb{R}^n$ with frame operator $S$ and let $D$ be the diagonal operator with $\{a_1, a_2, \ldots, a_m\}$ on its diagonal entries. Then $\{S^{-1}x_i\}_{i=1}^m$ is scalable with scaling $\{a_i\}_{i=1}^m$ if and only if $\mathcal{X}(D^2 - G)^*\mathcal{X} = 0$, where $G$ is the Grammian operator of $\mathcal{X}$.

Proof. We have $S = \mathcal{X}\mathcal{X}^*$. By the Theorem 5.7 \{a_iS^{-1}x_i\} is Parseval if and only if $S_1 = S^2$, where $S_1$ is the frame operator of $\{a_ix_i\}_{i=1}^m$.

But

$$S_1 = (\mathcal{X}D)(\mathcal{X}D)^* = \mathcal{X}D^2\mathcal{X}^*$$

Thus, $S_1 = S^2$ is equivalent to $\mathcal{X}D^2\mathcal{X}^* = (\mathcal{X}\mathcal{X}^*)^2 = \mathcal{X}G\mathcal{X}^*$, or $\mathcal{X}(D^2 - G)^*\mathcal{X} = 0$. \qed

Proposition 5.10. There are scalable frames whose canonical dual frames are not scalable.

Proof. Let $[x_{ij}]_{i,j=1}^n$ be a unitay Hadamard matrix (i.e., a matrix with entries $\pm 1/\sqrt{n}$) with row vectors $\{x_i\}_{i=1}^n$. Let

$$y_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,n-2}, 2x_{i,n-1}, 3x_{i,n}) \text{ for all } i \in [n].$$

Then $\{x_i\}_{i=1}^n \cup \{y_i\}_{i=1}^n$ is a frame for $\mathbb{R}^n$. Let $S$ be its frame operator. We see that $Se_n = 2e_n$ for $n = 1, \ldots, n - 2$, $Se_{n-1} = 5e_{n-1}$, and $Se_n = 10e_n$, and so the unit vectors $e_n$ are eigenvectors of $S$ with eigenvalues $2, 2, \ldots, 2, 5, 10$. This frame is scalable since it contains the Parseval frame $\{x_i\}_{i=1}^n$. We proceed by way of contradiction by assuming the canonical dual frame is scalable. Then by Theorem 5.7 there are constants $\{a_i\}_{i=1}^n \cup \{b_i\}_{i=1}^n$ so that $\{a_ix_i\}_{i=1}^n \cup \{b_iy_i\}_{i=1}^n$ is a frame with frame operator $S^2$. It follows that this frame has the unit vectors $e_n$ as eigenvectors, with eigenvalues:

$$\sum_{i=1}^n a_i^2 + \sum_{i=1}^n b_i^2 = 4, \text{ for the first } (n - 2) \text{ eigenvectors}$$
and
\[ \sum_{i=1}^{n} a_i^2 + 4 \sum_{i=1}^{n} b_i^2 = 25, \]
for the \((n - 1)\)-th eigenvector,
and
\[ \sum_{i=1}^{n} a_i^2 + 9 \sum_{i=1}^{n} b_i^2 = 100 \]
for the last eigenvector.

So
\[ \sum_{i=1}^{n} a_i^2 = 4 - \sum_{i=1}^{n} b_i^2, \]
and substituting this into the next two equations yields:
\[ 25 = 4 - \sum_{i=1}^{n} b_i^2 + 4 \sum_{i=1}^{n} b_i^2 \]
and so
\[ \sum_{i=1}^{n} b_i^2 = \frac{21}{3}. \]
\[ 100 = 4 - \sum_{i=1}^{n} b_i^2 + 9 \sum_{i=1}^{n} b_i^2 \]
and so
\[ \sum_{i=1}^{n} b_i^2 = 12. \]

This contradiction completes the proof. \( \square \)

**Remark 5.11.** (1) Proposition 5.10 also shows that there are non-scalable frames whose canonical dual frames are scalable. Namely, take the canonical dual frame of the frame in Proposition 5.10.

(2) Part (3) of Theorem 5.7 is interesting. Scaling means multiplying the frame vectors by a constant to get a Parseval frame. Theorem 5.7(3) says that we are to take the canonical Parseval frame and scale it so that the new frame has the original frame operator as its frame operator.
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