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Abstract. We show that an invariant Fatou component of a hyperbolic transcendental entire function is a Jordan domain (in fact, a quasidisc) if and only if it contains only finitely many critical points and no asymptotic curves. We use this theorem to prove criteria for the boundedness of Fatou components and local connectivity of Julia sets for hyperbolic entire functions, and give examples that demonstrate that our results are optimal. A particularly strong dichotomy is obtained in the case of a function with precisely two critical values.
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1. Introduction

Dynamical systems that are hyperbolic (or “Axiom A” in Smale’s terminology) exhibit, in a certain sense, the simplest possible behaviour. (For the formal definition of hyperbolicity in our context, see Definition 1.1 below.) In any given setting, understanding hyperbolic systems is the first step on the way to studying more general types of behaviour. Furthermore, in many one-dimensional situations, hyperbolic dynamics is either known or believed to be topologically generic (see e.g. [28, 30, 31, 48]), and hence many systems are indeed hyperbolic.

In the iteration of complex polynomials $p: \mathbb{C} \to \mathbb{C}$, the dynamics of hyperbolic functions has been essentially completely understood since the seminal work of Douady, Hubbard and Thurston in the 1980s. In particular, these can be classified — in a variety of ways — using finite combinatorial objects such as “Hubbard trees”. Typically, any qualitative question about the iterative behaviour of the map under consideration can be answered from this encoding.
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In addition to polynomial and rational iteration, the dynamical study of transcendental entire functions (i.e. non-polynomial holomorphic self-maps of the complex plane) is currently receiving increased interest, partly due to intriguing connections with deep aspects of the polynomial theory. (We refer to the introduction of [51] for a short discussion.) However, until recently there were only a small number of specific cases where hyperbolic behaviour had been understood in detail (cf. [1, 11, 52] and [42, Corollary 9.3]).

Indeed, it turns out that, even restricted to the hyperbolic case, entire functions can be incredibly diverse: for example, while for many such maps, the Julia sets are known to contain curves along which the iterates tend to infinity, there are also (hyperbolic) examples where this is not the case [51]. Similarly, for some hyperbolic maps there are natural conformal measures in the sense of Sullivan, with associated invariant measures [33], while for others such measures cannot exist [46]. Nonetheless, it was proved recently [44, Theorems 1.4 and 5.2] that, in any given family of entire functions, the behaviour of hyperbolic functions can essentially be described completely, in terms of a certain topological model (which however depends on the family in question).

A disadvantage of this description is that it is not very explicit. To explain what we mean by this, and to introduce the main question treated in our article, we first provide some of the definitions that were deferred above. A point \( s \in \mathbb{C} \) is called a singularity of the inverse function \( f^{-1} \) if \( s \) is either a critical value (the image of a critical point) or a finite asymptotic value. The latter means that there is a path \( \gamma \) to infinity whose image ends at \( s \); the curve \( \gamma \) is then called an asymptotic curve. The set of such singularities is denoted by \( \text{sing}(f^{-1}) \). Then we call

\[ B := \{ f : \mathbb{C} \to \mathbb{C} \text{ transcendental entire: } \text{sing}(f^{-1}) \text{ is bounded} \} \quad (1.1) \]

the Eremenko–Lyubich class (compare [23]).

**Definition 1.1 (Hyperbolicity).** A transcendental entire function \( f : \mathbb{C} \to \mathbb{C} \) is called hyperbolic if \( f \in B \) and furthermore every element of \( S(f) := \text{sing}(f^{-1}) \) belongs to the basin of some attracting periodic cycle of \( f \).

Equivalently, \( f \) is hyperbolic if and only if the postsingular set

\[ \mathcal{P}(f) := \bigcup_{j \geq 0} f^j(\text{sing}(f^{-1})) \]

is a compact subset of the Fatou set (see Proposition 2.1). Recall that the Fatou set, \( F(f) \), consists of those points whose behaviour under iteration is stable; more precisely, it contains exactly those points where the family of iterates \( (f^n)_{n \geq 0} \) is equicontinuous with respect to the spherical metric. The complement \( J(f) = \mathbb{C} \setminus F(f) \) is called the Julia set; here the dynamics is unstable.

If a hyperbolic entire function \( f \) has an asymptotic value, then it follows immediately that some (but not necessarily all) connected components of \( F(f) \) are
unbounded, see Figures 1(a) and 1(b). On the other hand, there are also examples where all Fatou components appear to be bounded Jordan domains; compare Figures 2(c) and 2(d). Unfortunately, the above mentioned description from [44] does not allow us to determine when this is the case, and hence the problem remained open even for rather simple explicit cases such as the cosine family, see below. The following result gives a complete answer to this question, and hence provides another step towards the understanding of hyperbolic transcendental entire dynamics.

**Theorem 1.2 (Bounded Fatou components).** Let \( f \in \mathcal{B} \) be hyperbolic. Then the following are equivalent:

1. every component of \( F(f) \) is bounded;

2. \( f \) has no asymptotic values and every component of \( F(f) \) contains at most finitely many critical points.
Figure 2: Julia sets (drawn in dark grey) of some maps in the cosine family, 
\( z \mapsto a \cos(z) + b \), illustrating Theorem 1.4 and Corollary 1.9. (Note that these can
easily be reparametised as \( z \mapsto \sin(a'z + b') \) for suitable choices of \( a', b' \).) The two
maps in the top row have unbounded Fatou components and their Julia sets are not
locally connected. The maps on the bottom line both have locally connected Julia
sets.

Remark. If either (and hence both) of these conditions are true, then in fact all
Fatou components are bounded quasidiscs, see Corollary 1.11. (A quasidisc is a
Jordan domain that is the image of the open unit disc under some quasiconformal
homeomorphism of the Riemann sphere.)
Condition (2) of Theorem 1.2 can usually be verified in a straightforward manner for specific hyperbolic functions. This is especially easy when \( \text{sing}(f^{-1}) \) is finite, \( f \) has no asymptotic values and we know that every Fatou component contains at most one critical value (for example, because different critical values converge to different attracting periodic orbits). We shall see (in Proposition 2.9 (1)) that in this case every component of \( F(f) \) contains at most one critical point, and hence we obtain the following corollary:

**Corollary 1.3** (One critical value per component). Let \( f \) be a hyperbolic entire function without asymptotic values. If every component of \( F(f) \) contains at most one critical value, then every component of \( F(f) \) is bounded.

**Maps with two critical values.** Let us consider what happens when we restrict the size of \( \text{sing}(f^{-1}) \) further. If \( \# \text{sing}(f^{-1}) = 1 \), then \( f \) must be conjugate to an exponential map \( z \mapsto \lambda e^z \). This family has been thoroughly studied since the 1980s; compare e.g. [6, 15, 23, 45] and the references therein. Since exponential maps have an asymptotic value at 0 and no other singular values, in the hyperbolic case there are only unbounded Fatou components (see Figure 1(a)).

Cases where \( \# \text{sing}(f^{-1}) = 2 \) include for instance the cosine (or sine) maps \( z \mapsto \sin(az + b) \), where \( a, b \in \mathbb{C}, a \neq 0 \), with critical values at \( \pm 1 \) but no asymptotic values, as well as the family \( z \mapsto az^2 + b \) with one critical and one asymptotic value, among many others (compare [14, 25]). However, the class of entire maps with two inverse function singularities is far more general than suggested by these simple examples. Indeed, there exist uncountably many essentially different families of entire functions with no asymptotic values and exactly two critical values; the same is true for functions with two asymptotic values, or one critical and one asymptotic value. By this we mean that there exists an uncountable collection \( \mathcal{F} \) of functions of this type, such that none of the functions in \( \mathcal{F} \) can be obtained from another by pre- and post-composition with plane homeomorphisms. (The existence of such a collection follows from the classical theory of line complexes; compare for instance [27, Chapter 7] and also Observation 5.2 below.)

Drasin [20] and Merenkov [34] have constructed maps of this class that have irregular and arbitrarily fast growth, respectively. More recently, Bishop [12] has described a method for constructing functions with no asymptotic values, two critical values and no critical points of degree greater than 4, having essentially arbitrary prescribed behaviour near infinity. These functions can have dynamical properties that are very different from those of the simple examples mentioned above. For example, Bishop shows [12, Section 18] that the above-mentioned example from [51, Theorem 1.1], where the escaping set

\[
I(f) := \{ z \in \mathbb{C} : f^n(z) \to \infty \}
\]

contains no unbounded continuous curves, can be realised within this class.
Theorem 1.4 (Dichotomy for functions with two critical values). Let \( f : \mathbb{C} \to \mathbb{C} \) be a transcendental entire function without finite asymptotic values and exactly two critical values. Assume furthermore that \( f \) is hyperbolic, i.e. both critical values tend to attracting periodic orbits of \( f \) under iteration. Then either

1. every connected component \( U \) of \( F(f) \) is unbounded, and \( \partial U \) is not locally connected at any finite point, or

2. every connected component of \( F(f) \) is a bounded quasidisc.

In case (1), all critical points of \( f \) belong to a single periodic Fatou component.

Here “local connectivity” of a set \( K \) at a point \( z \) means that there are arbitrarily small connected neighbourhoods of \( z \) in \( K \); we do not require these neighbourhoods to be open. (Sometimes this property is instead referred to as “connected im kleinen”; compare e.g. [43].) Of course, the boundary of a quasidisc is locally connected at every point. Hence, for hyperbolic maps with two critical values, there are two extremely contrasting possibilities for the shape of all Fatou components.

Theorem 1.4 appears to be new even for hyperbolic maps in the cosine family, except in the one-dimensional slice \( z \mapsto \sin(az) \), where due to symmetry there is effectively only one free critical value. Here our result implies that all Fatou components are bounded when \( f \) is hyperbolic, except for \( |a| < 1 \); this was already stated by Zhang [56, p. 2, third paragraph], who mentions that it can be proved using polynomial-like mappings. Some special instances can also implicitly be found already in [17]. The same statement is established in [16, Prop. 6.3] for all maps with \( |\text{Re } a| \geq \pi/2 \), even without the assumption of hyperbolicity; it is conjectured there that this also holds whenever \( |a| \geq 1 \).

Without further hypotheses, Theorem 1.4 does not hold for larger numbers of critical values, as shown by the following example (see Figure 3).

**Example 1.5** (Unbounded and bounded Fatou components). Define

\[
f(z) = \frac{u - \cos(\text{arccosh}^2 u + \pi^2) z^2 - \text{arccosh}^2 u}{u + 1}
\]

where \( u > 1 \). Then \( f \) has no asymptotic values and three critical values 0, 1 and \( c_u = (u - 1)/(u + 1) \). The points 0 and 1 are superattracting fixed points and for large \( u \) (in fact, for \( u > 2.7981186 \ldots \)) the critical value \( c_u \) and all positive critical points are contained in the immediate attracting basin of 1. The immediate basin of 0 is a bounded quasidisc while the immediate basin of 1 is unbounded and not locally connected at any finite point; see Figure 3.

Even when the periodic Fatou components are Jordan domains, it is possible for some preimage components to be unbounded:
Example 1.6 (Unbounded preimages of bounded Fatou components). There exists an entire function \( f \), with three critical values \( w_1, w_2, w_3 \) and no asymptotic values, such that the following hold:

(a) \( w_1 \) and \( w_2 \) are superattracting fixed points with immediate basins bounded by a Jordan curve;
(b) \( w_3 \) is contained in the immediate basin of \( w_1 \);
(c) the preimage of the immediate basin of \( w_1 \) has an unbounded component.

Figure 3: The function from Example 1.5 (shown here for \( u = 3 \)) has three critical values and two fixed Fatou components, one of which is a bounded Jordan domain, while the other is unbounded with non-locally-connected boundary. The fixed points 0 and 1 are superattracting; the basin of 0 is depicted in white, the basin of 1 in light grey, and the Julia set in darker tones of grey. Non-periodic critical points are marked by asterisks.

Local connectivity of Julia sets. A key question in polynomial dynamics is whether a given Julia set is locally connected. This is known to hold for large classes of examples, including all hyperbolic maps, and implies a complete description of the topological dynamics of the map in question (compare [18]).

Local connectivity of Julia sets of transcendental entire functions has also been studied by a number of authors (see e.g. [10, 37, 40]). This problem is closely connected to the boundedness of Fatou components, mentioned above. Indeed, if any component of \( F(f) \) is unbounded, then \( J(f) \) cannot be locally connected (compare [5, Theorem E] and Lemma 2.4 below); in particular, hyperbolic functions with asymptotic values do not have locally connected Julia sets. We may ask whether the conditions in Theorem 1.2, which describe precisely when all Fatou components
are bounded, also ensure local connectivity of the Julia set. It turns out that this is not the case:

**Example 1.7** (Non-locally connected Julia set). There exists an entire function $f$, having two critical values 0 and 1 and no other singularities of the inverse function, such that the following hold:

(a) 0 and 1 are superattracting fixed points;
(b) every Fatou component of $f$ is bounded by a Jordan curve;
(c) the Julia set of $f$ is not locally connected.

The basic idea behind the construction is to use critical points of extremely high degree to simulate the behaviour of an asymptotic value and create (pre-periodic) Fatou components of large diameter; compare Figure 5 in Section 5. This suggests that, to ensure local connectivity, we should require a bound on the multiplicities of critical points within any one Fatou component. Indeed, using a result of Morosawa (see Theorem 2.5 below), we obtain the following consequence of Theorem 1.2.

**Corollary 1.8** (Bounded degree implies local connectivity). Let $f \in B$ be hyperbolic with no asymptotic values. Suppose that there is a number $N$ such that every component of $F(f)$ contains at most $N$ critical points, counting multiplicity. Then $J(f)$ is locally connected.

Again, the additional assumption becomes particularly simple when every Fatou component contains at most one critical value, or when $\# \text{sing}(f^{-1}) = 2$.

**Corollary 1.9** (Locally connected Julia sets). Let $f$ be a hyperbolic function without asymptotic values. Suppose that

(a) every component of $F(f)$ contains at most one critical value, or
(b) $\# \text{sing}(f^{-1}) = 2$ and every component of $F(f)$ is bounded.

Assume additionally that the multiplicity of the critical points of $f$ is uniformly bounded. Then $J(f)$ is locally connected.

One interesting consequence of the preceding discussion is that, in the transcendental setting, local connectivity does not imply simple topological dynamics. Indeed, the examples of Bishop that were mentioned above have only critical points of degree at most 4 and, by precomposing such an example with a linear map, we can ensure that both critical values are superattracting fixed points. Hence Corollary 1.9 applies to these families and therefore the Julia set is locally connected. On the other hand, by the results of [44], the “pathological” behaviour near infinity is preserved by such a composition. In particular, we can find hyperbolic entire functions with locally connected Julia sets where the escaping set does not contain any curves to $\infty$, or even (using recent results from [47]) such examples where the Julia set contains an uncountable collection of pairwise disjoint and dynamically natural pseudo-arcs. (A pseudo-arc is a certain hereditarily indecomposable continuum; cf. [38, Exercise 1.23].)
Boundedness of immediate basins. The key step in establishing Theorem 1.2 is to verify that all periodic Fatou components of the map $f$ are bounded, provided that condition (2) in the theorem holds. This is achieved by the following result, which gives a variety of conditions equivalent to the boundedness of a Fatou component.

**Theorem 1.10** (Immediate basins of hyperbolic maps). Let $f \in \mathcal{B}$ be a hyperbolic transcendental entire function, and let $D$ be a periodic Fatou component of $f$, say of period $p \geq 1$. Then the following are equivalent:

(a) $D$ is a quasidisc;
(b) $D$ is a Jordan domain;
(c) $\hat{\mathbb{C}} \setminus D$ is locally connected at some finite point of $\partial D$;
(d) $D$ is bounded;
(e) $D$ does not contain a curve to infinity;
(f) the orbit of $D$ contains no asymptotic curves and only finitely many critical points;
(g) $f^p: D \to D$ is a proper map;
(h) for at least two distinct choices of $z \in D$, the set $f^{-p}(z) \cap D$ is finite.

As mentioned, the key new implication here is (f)$\implies$(d); the remaining equivalences and implications can be obtained by well-established methods, although some of them appear to be folklore. This part of the proof relies on a result from [44], which states that hyperbolic maps are uniformly expanding on a suitable neighbourhood of their Julia sets; see Proposition 2.2 below, and compare also Theorem C of [49].

We remark that the conclusion of the theorem does not hold if we omit the requirement that $f \in \mathcal{B}$ from the definition of hyperbolicity. Indeed, consider $f(z) := e^z + z + 1$, which is precisely Newton’s method for finding roots of $z \mapsto e^{-z} + 1$. Then the singular values of $f$ are precisely the infinitely many superattracting cycles $a_k = (2k + 1)i$ (with $k \in \mathbb{Z}$), and $f$ has degree two when restricted to the invariant Fatou component containing $a_k$. However, all these components are unbounded.

As a consequence of Theorem 1.10, we obtain the result announced after Theorem 1.2, concerning quasidisics:

**Corollary 1.11** (Bounded components are quasidisics). Every bounded Fatou component of a hyperbolic entire function is a quasidisc.

**Remark 1.** It is possible for pre-periodic unbounded Fatou components to be quasidisks; indeed this is the case for two of the components in Figure 1(b).

**Remark 2.** This Corollary can also be deduced directly from known results and methods. Indeed, a theorem of Morosawa [37, Theorem 1] implies that every bounded Fatou component of a hyperbolic function is a Jordan domain. It is not difficult to deduce that the boundary must in fact be a quasicircle.
**Bounded Fatou components and local connectivity beyond the hyperbolic setting.** In this article, we consider only hyperbolic functions, and use uniform expansion estimates to establish our results. There are a number of weaker hypotheses that will also suffice; here we mention only that all our proofs go through for entire functions without asymptotic values that are strongly subhyperbolic in the sense of Mihaljević-Brandt [36]. The theorems on Jordan Fatou components should extend even more generally, e.g. assuming that the function is geometrically finite in the sense of [35], and there are no asymptotic values on the boundaries of Fatou components. (However, in the presence of parabolic points the boundaries will no longer be quasicircles.) In view of the recent result of Roesch and Yin [50] that all bounded attracting (and parabolic) Fatou components of polynomials are Jordan domains, it is plausible that the same always holds also in the entire transcendental setting, without additional dynamical assumptions on the function $f$:

**Conjecture 1.12.** Let $f$ be a transcendental entire function, and let $D$ be an immediate attracting or parabolic basin. If $D$ is bounded, then $D$ is a Jordan domain.

**Structure of the article.** In Section 2, we shall collect the prerequisites required to prove our theorems. The proof of Theorem 1.10 relies crucially on a uniform expansion estimate (Proposition 2.2) for hyperbolic entire functions, but we shall require a number of additional results to deduce our theorems as stated. To keep the article self contained, to emphasise the elementary nature of our arguments, and to provide a convenient reference for future studies of hyperbolic functions, we provide proofs or sketches of proofs where appropriate. We do use results of Heins [29] and Baker–Weinreich [7] without further comments on their proofs. However, we emphasise that these are required only to state properties (c) and (h) of Theorem 1.10 in as weak a form as possible, rather than being essential to the remainder of the proof.

In Section 3, we prove our main result, Theorem 1.10, and deduce the remaining theorems stated in the introduction in Section 4. Finally, Section 5 is dedicated to the construction of Examples 1.5, 1.6 and 1.7, using a method of MacLane and Vinberg.

**Acknowledgements.** We would like to thank Mario Bonk, Sébastien Godillon and Jörn Peter for interesting discussions about this work. We are also grateful to Alexandre Dezotti, Jie Ding, Toby Hall, Mary Rees and Yao Xiao for their useful comments on the manuscript, and to the referee for their careful reading and detailed comments.
2. Preliminaries

**Notation.** As usual, we denote the complex plane by $\mathbb{C}$, and the Riemann sphere by $\hat{\mathbb{C}}$. Throughout the article, $f$ will denote a transcendental entire function, usually belonging to the Eremenko–Lyubich class $B$ as defined in (1.1). Recall from the introduction that $S(f) := \text{sing}(f^{-1})$ denotes the set of singular values of $f$.

If $A, B \subset \mathbb{C}$, the notation $A \Subset B$ (“$A$ is compactly contained in $B$”) will mean that $A$ is bounded and $\overline{A} \subset B$. The interior of a set $A \subset \mathbb{C}$ is denoted by $\text{int}(A)$.

We refer to [9] for background on transcendental iteration theory, and to [8] for background on hyperbolic geometry.

**Hyperbolicity and uniform expansion.** Hyperbolicity is a key assumption in our results. We recall here some important properties. While these are well-known, we are not aware of a suitable reference, and hence provide a detailed proof here for the reader’s convenience.

**Proposition 2.1 (Hyperbolic functions).** Let $f : \mathbb{C} \to \mathbb{C}$ be a transcendental entire function. Then $f$ is hyperbolic if and only if $\mathcal{P}(f) \Subset F(f)$.

If $f$ is hyperbolic, then $F(f)$ is a finite union of attracting basins, and every connected component of $F(f)$ is simply-connected. Furthermore, there is a compact set $K \subset F(f)$ such that $f(K) \subset \text{int}(K)$ and $S(f) \subset \text{int}(K)$. The set $K$ can be chosen as the closure of a finite union of pairwise disjoint Jordan domains with analytic boundaries, no two of which belong to the same Fatou component.

**Proof.** First suppose that $f$ is hyperbolic. To see that $f$ has only finitely many attracting basins note that $S(f)$ is compact, and that the Fatou components of $f$ form an open covering of $S(f)$ by assumption. Hence only finitely many Fatou components intersect $S(f)$. On the other hand, every periodic cycle of attracting Fatou components contains at least one singular value by Fatou’s Theorem [9, Theorem 7], so we see that the number of such cycles is finite. It follows, in particular, that the postsingular set $\mathcal{P}(f)$ is compact and contained in the Fatou set.

Every connected component of an attracting basin is simply-connected by the maximum principle. We next construct the set $K$. We just proved that there are only finitely many Fatou components that intersect $\mathcal{P}(f)$. To each such component $U$, we can associate an analytic Jordan domain $D(U) \Subset U$ with $\mathcal{P}(f) \cap U \subset D(U)$ and $f(D(U)) \Subset D(f(U))$, where $f(U)$ denotes the Fatou component containing $f(U)$. (Compare [36, Proposition 2.6].) Indeed, we first construct the domains $D(U)$ for all pre-periodic components by induction, beginning with the components having the largest pre-period. Finally, let $\rho \gg 0$ be a sufficiently large constant, and for each periodic Fatou component, let $D(U)$ be the hyperbolic disc of radius $\rho$ around the attracting periodic point in $U$. Then $f(D(U)) \Subset D(f(U))$ by the Schwarz lemma.

If $\rho$ was chosen sufficiently large, then $D(U)$ also contains the compact set $\mathcal{P}(f) \cap U$ and the image of $D(V)$ for any pre-periodic component $V$ with $\mathcal{P}(f) \cap V \neq \emptyset$ and
Since, by construction, \( f(D(U)) \subseteq D(\overline{f(U)}) \) for all components \( U \) of pre-period greater than 1 that intersect \( P(f) \), we see that

\[
K := \bigcup_{U \cap P(f) \neq \emptyset} D(U)
\]

has the required properties.

From now on, assume only that \( P(f) \subseteq F(f) \), and let \( U \) be a component of \( F(f) \). Then \( U \) cannot be a Siegel disc, since otherwise we would have \( \partial U \subseteq P(f) \) [9, Theorem 7], and hence \( P(f) \cap J(f) \neq \emptyset \), which contradicts our assumption. This implies that all limit functions of the family \( \{f^n|_U : n \in \mathbb{N}\} \) are constant, possibly infinite. Since \( f \in B \), we cannot have \( f^n|_U \to \infty \), by a result of Eremenko and Lyubich [23, Theorem 1]. Hence there exists a subsequence of \( (f^n|_U) \) which tends to a finite constant \( a \in \mathbb{C} \). A result of Baker [3, Theorem 2] implies that \( a \in P(f) \). By assumption, it follows that \( a \in F(f) \). This implies that \( U \) can be neither a parabolic nor a wandering domain. It follows that \( a \) must in fact be an attracting periodic point, and \( U \) is a component of its attracting basin. Hence \( F(f) \) consists only of attracting basins. In particular, \( f \) is hyperbolic, and the proof is complete.

We remark that Bishop [12] recently proved that the class \( B \) contains non-hyperbolic functions that do have wandering domains. (The orbits of these domains accumulate both at \( 1 \) and at some finite points. Wandering domains with the latter property had been constructed earlier by Eremenko and Lyubich [22, Example 1], but in their examples it was not clear whether the function could be taken to be in \( B \).)

The key element in our proof of Theorem 1.10 will be the fact that hyperbolic functions are uniformly expanding, with respect to a suitable conformal metric.

**Proposition 2.2** (Uniform expansion for hyperbolic functions [44, Lemma 5.1]). Let \( f: \mathbb{C} \to \mathbb{C} \) be a hyperbolic transcendental entire function, and let \( K \) be the compact set from Proposition 2.1. That is, \( f(K) \subseteq \text{int}(K) \) and \( S(f) \subseteq K \).

Define \( W := \mathbb{C} \setminus K \) and \( V := f^{-1}(W) \). Then there is a constant \( \lambda > 1 \) such that

\[
\|Df(z)\|_W \geq \lambda
\]

for all \( z \in V \), where \( \|Df\|_W \) denotes the derivative of \( f \) with respect to the hyperbolic metric of \( W \).

**Idea of the proof.** For completeness, let us briefly sketch the proof of this fact; we refer to [44] for details. Since \( f: V \to W \) is a covering map and \( V \subseteq W \), we have

\[
\|Df(z)\|_W = \frac{\rho_V(z)}{\rho_W(z)} > 1
\]

for all \( z \in V \). It follows that it suffices to prove

\[
\rho_W(z) = o(\rho_V(z))
\]

as \( z \to \infty \).
By standard estimates, we have
\[ \rho_W(z) = O\left( \frac{1}{|z| \log |z|} \right), \]
while for \( V \) it is shown in [44] that
\[ \frac{1}{\rho_V(z)} = O(|z|). \]
(This uses the fact that \( \mathbb{C} \setminus V = f^{-1}(K) \) contains a sequence \((w_n)\) with \( |w_{n+1}| \leq C|w_n| \), for a constant \( C > 1 \), together with estimates on the hyperbolic metric in a multiply-connected domain.) This completes the proof. \( \Box \)

**Local connectivity.** We shall use the following characterisation of local connectivity for compact subsets of the Riemann sphere.

**Lemma 2.3** (LC Criterion [55, Thm. 4.4, Chapter VI]). A compact subset of the Riemann sphere is locally connected if and only if the following two conditions are satisfied:

(a) the boundary of each complementary component is locally connected;

(b) for every positive \( \varepsilon \) there are only finitely many complementary components of spherical diameter greater than \( \varepsilon \).

We will apply the result above to study the local connectivity of Julia sets, even though we consider these to be subsets of \( \mathbb{C} \) rather than of \( \hat{\mathbb{C}} \). However, it is well-known that a continuum cannot fail to be locally connected at a single point [38, Corollary 5.13]. Hence it follows that \( J(f) \) is locally connected if and only if \( J(f) \cup \{ \infty \} \) is.

As mentioned in the introduction, a locally connected Julia set cannot have an unbounded Fatou component [40, Corollary 1.2].

**Lemma 2.4** (Local connectivity implies bounded Fatou components). Let \( f \) be an entire transcendental function. If \( F(f) \) has an unbounded Fatou component, then \( J(f) \) is not locally connected.

**Proof.** Let \( U \) be an unbounded component of \( F(f) \). First suppose that there is some iterated preimage component \( \bar{U} \) of \( U \) that is not periodic. It follows that, for any bounded open set \( D \) intersecting the Julia set, there are infinitely many different unbounded Fatou components (namely iterated preimages of \( \bar{U} \)) that intersect \( D \). Hence condition (b) of Lemma 2.3 is violated, and \( J(f) \) is not locally connected.

If no such component \( \bar{U} \) exists, then \( U \) is completely invariant for some iterate \( f^n \). It follows that \( J(f) = J(f^n) \) is not locally connected by [5, Corollary 3]. \( \Box \)
The following result shows that, once we know that all immediate attracting basins are Jordan, we can already make conclusions about the local connectivity of the Julia set — provided that there is a bound on the degree of \( f \) on any pre-periodic Fatou component.

**Theorem 2.5** (Bounded components and bounded degree imply local connectivity).

*Let \( f \in \mathcal{B} \) be hyperbolic with no asymptotic values. Suppose that every immediate attracting basin of \( f \) is a Jordan domain. If there is \( N \) such that the degree of the restriction of \( f \) to any Fatou component is bounded by \( N \), then \( J(f) \) is locally connected.*

This theorem is due to Morosawa [37, Theorem 2]. We note, however, that the statement in [37] overlooked the assumption on the degree of preimages of Fatou components. Our Examples 1.6 and 1.7 show that this assumption is necessary. A more general statement (which includes the corrected hypotheses) can be found in [10, Theorem 4]. For convenience, let us show how the result can be obtained from Proposition 2.2.

**Proof of Theorem 2.5.** We only need to establish part (b) of Lemma 2.3. By Proposition 2.1, all components of \( F(f) \) are simply-connected. Hence, if \( U \) and \( V \) are Fatou components with \( f(U) \subset V \) and \( V \cap S(f) = \emptyset \), then \( f: U \to V \) is bijective. Since \( S(f) \) is compactly contained in the Fatou set, only a finite number \( k \) of Fatou components intersect the singular set.

Let \( U \) be a pre-periodic Fatou component, say of pre-period \( n \), and let \( V = f^n(U) \) be the first periodic Fatou component on the orbit of \( U \). The assumption implies that the degree of \( f^n: U \to V \) is bounded by \( N^k \). Hence — using that \( V \) is a Jordan domain — the boundary \( \partial U \) covers \( \partial V \) at most \( N^k \) times when mapped under \( f^n \).

Let \( W \) and \( \lambda \) be as in Proposition 2.2. We can cover \( \partial V \) by, say, \( M \) simply-connected hyperbolic discs (with respect to the hyperbolic metric of \( W \)). Since \( f \) has only finitely many periodic Fatou components, the number \( M \) is bounded independently of \( U \). Let \( r \) be the maximal hyperbolic diameter of these discs. Proposition 2.2 implies that we can cover \( \partial U \) by \( N^k M \) hyperbolic discs of diameter \( r/\lambda^n \). Thus the hyperbolic diameter of \( U \) in \( W \) is bounded by \( N^k M r/\lambda^n \), which tends to zero exponentially as \( n \) tends to infinity. Furthermore, for a given \( n \), the Fatou components of pre-period \( n \) can only accumulate at infinity (by the open mapping theorem), and hence only finitely many of them have spherical diameter greater than a given number \( \epsilon > 0 \). This establishes property (b) of Lemma 2.3, and completes the proof.

**Remark.** Alternatively, we could use distortion principles for maps of bounded degree to see that every Fatou component \( U \) contains an open disc of size comparable to the diameter of \( U \). Again, this implies (b) in Lemma 2.3.

In order to state some of our results concerning local connectivity of Fatou component boundaries, we shall use the following theorem, which is due to Baker.
Theorem 2.6 (Boundaries of periodic Fatou components). Let $f$ be a transcendental entire function, and suppose that $U$ is an unbounded periodic component of $F(f)$ such that $f^n|_U$ does not tend to infinity. Then $\mathbb{C} \setminus U$ is not locally connected at any finite point of $\partial U$.

Proof. Baker and Weinreich proved that, under these assumptions, the impression of every prime end of $U$ contains $\infty$. Equivalently, if $\varphi: \mathbb{D} \to U$ is a conformal map (which exists by the Riemann mapping theorem) and $z_0 \in \partial \mathbb{D}$, then there exists a sequence $z_n \in \mathbb{D}$ such that $z_n \to z_0$ and $\varphi(z_n) \to \infty$.

Now suppose, by contradiction, that some point in $\partial U$ has a bounded connected neighbourhood $K$ in $\mathbb{C} \setminus U$, which we may assume to be compact and full. Let $z_0 \in \partial \mathbb{D}$ such that the radial limit of $\varphi$ at $z_0$ exists and belongs to the relative interior of $K$ in $\mathbb{C} \setminus U$. There is a small round disc $D$ around $z_0$ such that the Euclidean length of $\gamma := \varphi(\mathbb{D} \cap \partial D)$ is sufficiently short to ensure that both endpoints of $\gamma$ are in $K$, and that $K \cup \gamma$ does not separate $\varphi(0)$ from $\infty$. (This follows from a well-known application of the length-area principle — see e.g. [41, Proposition 2.2], which strictly speaking applies only to bounded domains, but whose proof yields the desired result in the unbounded case upon replacing Euclidean length and area with their spherical analogues.) It follows that $\varphi(D \cap \mathbb{D})$ is contained in the bounded complementary component of $K \cup \gamma$, which is a contradiction to the above result by Baker and Weinreich. (Alternatively, we may additionally assume that the prime end corresponding to $z_0$ is symmetric, as the set of asymmetric prime ends is at most countable [41, Proposition 2.21]. By [13, Corollary 1], the corresponding impression is contained in $K$ — a contradiction.)

Finally, we shall require a number of facts concerning the mapping behaviour of entire functions on preimages of simply-connected domains. While these results are certainly not new, we are again not aware of a convenient reference and therefore include the proofs. In our arguments, we shall use the following simple lemma.

Lemma 2.7 (Coverings of doubly-connected domains). Let $A, B \subset \mathbb{C}$ be domains and let $f: B \to A$ be a covering map. Suppose that $A$ is doubly-connected. Then either $B$ is doubly-connected and $f$ is a proper mapping, or $B$ is simply-connected (and $f$ is a universal cover, of infinite degree).

Proof. The fundamental group of $A$ is isomorphic to $\mathbb{Z}$. The fundamental group of $B$ is thus isomorphic to a subgroup of $\mathbb{Z}$. As the only subgroups of $\mathbb{Z}$ are the trivial one and the groups $k\mathbb{Z}$ with $k \geq 1$, the conclusion follows easily.
Proposition 2.8 (Mapping of simply-connected sets). Let $f$ be an entire function, let $D \subset \mathbb{C}$ be a simply-connected domain, and let $\tilde{D}$ be a component of $f^{-1}(D)$. Then either

(a) $f : \tilde{D} \to D$ is a proper map (and hence has finite degree), or

(b) $f^{-1}(w) \cap \tilde{D}$ is infinite for every $w \in D$, with at most one exception.

In case (b), either $\tilde{D}$ contains an asymptotic curve corresponding to an asymptotic value in $D$, or $\tilde{D}$ contains infinitely many critical points.

Proof. A theorem by Heins [29, Theorem 4'] implies that either (b) holds, or the number of preimages of $w \in D$ in $\tilde{D}$ (counting multiplicity) is finite and constant in $D$. It is elementary to see that the latter is equivalent to (a).

To prove the final statement, it is sufficient to consider the case where $f : \tilde{D} \to D$ has no asymptotic values in $D$ and only finitely many critical values (otherwise, there is nothing to show). This implies that this map is an infinite branched covering; i.e. every point $z_0 \in D$ has a simply-connected neighbourhood $U$ such that every component $\tilde{U}$ of $f^{-1}(U) \cap \tilde{D}$ is mapped as a finite covering, branched at most over $z_0$.

Such a map must have infinitely many critical points. This essentially follows from the Riemann–Hurwitz formula — which is usually stated only for proper maps, but whose proof goes through also in this case. For completeness, let us indicate an alternative proof of our claim. Let $c_1, \ldots, c_m$ be the distinct critical values in $D$. We join them to a further point $a \in D$ by simple arcs $\tau_1, \ldots, \tau_m$ which do not intersect except in their common endpoint $a$. Set $T = \bigcup_{j=1}^m \tau_j$ and $\tilde{T} := f^{-1}(T) \cap \tilde{D}$. Now $D \setminus T$ is doubly-connected and $f : \tilde{D} \setminus \tilde{T} \to D \setminus T$ is a covering of infinite degree. By Lemma 2.7 this map must be a universal covering, and thus every component $T'$ of $\tilde{T}$ is unbounded. Since $f$ is a branched covering map, $T'$ consists of infinitely many preimages of $T$, joined together only at critical points. This proves that $\tilde{D}$ contains infinitely many critical points.

In our applications, the function $f$ will always be hyperbolic, and hence the set of singular values stays away from the boundary of $D$. In this case, we can say more:

Proposition 2.9 (Preimages of sets with non-singular boundary). Let $f$, $D$ and $\tilde{D}$ be as in Proposition 2.8, and assume additionally that $D \cap S(f)$ is compact.

(1) If $\#D \cap S(f) \leq 1$, then $\tilde{D}$ contains at most one critical point of $f$.

(2) If $S(f) \subset D$, then $\tilde{D} = f^{-1}(D)$.

(3) In case (a) of Proposition 2.8, if $D$ is a bounded Jordan domain (resp. quasidisc) such that $\partial D \cap S(f) = \emptyset$, then $\tilde{D}$ is also a bounded Jordan domain (resp. quasidisc).

(4) In case (b) of Proposition 2.8, the point $\infty$ is accessible from $\tilde{D}$.
Proof. Set $S_D := S(f) \cap D$. If $\# S_D = 1$, then $f: \widetilde{D} \setminus f^{-1}(S_D) \to D \setminus S_D$ is conformally equivalent to an unramified covering of the punctured unit disc. By Lemma 2.7, it follows that $\widetilde{D}$ contains at most one critical point. We have proved (1).

Now let $U \subseteq D$ be simply-connected such that $S_D \subseteq U \subseteq D$. Set $\overline{U} := f^{-1}(U) \cap \overline{D}$. By the maximum principle, every component of $\overline{U}$ is simply-connected. We will show that $\overline{U}$ is connected. Indeed, let $z, w \in \overline{U}$, and let $\gamma \subset \overline{D}$ be a smooth arc connecting $z$ and $w$. Set $\gamma = f(\gamma')$. Since $S_D$ has a positive distance from $\partial U$, the curve $\gamma$ contains at most finitely pieces that connect $S_D$ to $\partial U$. By cutting the curve at one point in each of these pieces, we may divide it into finitely many segments, some that may intersect $S(f)$ but are contained in $U$, and some that may leave $U$ but do not intersect $S(f)$. We construct a new curve $\gamma' \in U$ which equals $\gamma$ in those segments contained in $U$ but is only homotopic to $\gamma$ in $D \setminus S(f)$, relative to the endpoints, in the remaining pieces. These homotopies can be lifted to $\overline{D} \setminus f^{-1}(S(f))$ since $f$ is a covering there, resulting in a curve $\gamma' \subset \overline{U}$ connecting $z$ and $w$. Hence $\overline{U}$ is connected. In particular, this proves (2) (replacing $D$ by $\mathbb{C}$ and $U$ by $D$).

For the remainder of the proof, let us require additionally that $U$ is a bounded Jordan domain with $U \Subset D$. Then $A := D \setminus U$ is doubly-connected. Consider the set $\widetilde{A} := f^{-1}(A) \cap \widetilde{D}$. On every component of $\widetilde{A}$, the restriction of $f$ is a holomorphic covering map, since $S_D \subset U$. By Lemma 2.7, the components of $\widetilde{A}$ are either doubly- or simply-connected.

Suppose first that $\widetilde{A}$ has a doubly-connected component. Since $\overline{U}$ is connected and simply-connected, it follows that $\overline{A}$ is connected, and that $\overline{U}$ is bounded. As $f: \overline{A} \to A$ has finite degree, it follows that we are in case (a) of Proposition 2.8. Hence $f: \overline{D} \to D$ is a proper map. If, additionally, $D$ is a bounded Jordan domain whose boundary is disjoint from $S(f)$, then we can apply Proposition 2.8 to a slightly larger Jordan disc $D'$ without additional singular values, so the restriction of $f$ to the preimage of $D'$ containing $\overline{D}$ is still proper. Then, $f: \partial \overline{D} \to \partial D$ is a finite degree covering map, which proves that $\partial \overline{D}$ is indeed a Jordan domain. Of course the property of being a quasicircle is preserved under a conformal covering map. This establishes (3).

Now suppose that every component $V$ of $\overline{A}$ is simply-connected. Then $f: V \to A$ is a universal covering, and hence has infinite degree. The preimage of any simple non-contractible closed curve in $A$ under this covering is a Jordan arc in $\overline{A}$ tending to infinity in both directions, and hence $\infty$ is accessible from $\overline{D}$, proving (4).

Remark 1. In (3), to conclude that $\overline{D}$ is bounded, it is enough to assume that $\partial D$ has exactly two complementary components, rather than that $\partial D$ is a Jordan curve. Indeed, this follows from the original statement, since we can surround $\overline{D}$ by a Jordan curve $\gamma$ such that the Jordan domain $W$ bounded by $\gamma$ does not contain any singular values other than those already in $D$. The claim then follows from the Proposition as stated.
Remark 2. In the case when \( f: \tilde{D} \to D \) is proper but \( \tilde{D} \) is unbounded, we do not know whether \( \infty \) is always accessible from \( \tilde{D} \). Indeed, this is an open question even when \( D = \tilde{D} \) is an unbounded Siegel disc of an exponential map. Also compare the question in [4, p. 439, ll. 8–9].

3. Periodic Fatou components

Proof of Theorem 1.10. Let \( f \in \mathcal{B} \) be hyperbolic, and let \( D \) be an immediate attracting basin of \( f \), say of period \( p \). By passing to an iterate, we may assume without loss of generality that \( p = 1 \). Recall that \( D \) is simply-connected (by the maximum principle).

Clearly (a) \( \Rightarrow \) (b) \( \Rightarrow \) (c), as any quasidisc is Jordan, and the complement of any Jordan domain is locally connected at every point. On the other hand, if \( \tilde{\mathbb{C}} \setminus D \) is locally connected at any finite point of \( \partial D \), then \( D \) is bounded by Theorem 2.6. So (c) implies (d).

Clearly, if \( D \) is bounded, then \( D \) cannot contain a curve to \( \partial \), and hence (d) \( \Rightarrow \) (e).

Since \( f \) is hyperbolic, \( S(f) \cap D \) is compact and we may apply Proposition 2.9 (4) to conclude that, if \( D \) does not contain a curve to infinity, then alternative (a) of Proposition 2.8 holds. This in turn implies that \( D \) contains only finitely many critical points and no asymptotic values, and, again by Proposition 2.8, this is in turn implies that \( f: D \to D \) is a proper map. Hence (e) \( \Rightarrow \) (f) \( \Rightarrow \) (g). Since any proper map has finite degree, we have (g) \( \Rightarrow \) (h).

It remains to prove (h) \( \Rightarrow \) (a). So suppose that at least two points in \( D \) each have at most finitely many preimages in \( D \). We must show that \( \partial D \) is a quasicircle. We shall first prove that \( \partial D \) is a bounded curve. In the rational case, this argument goes back to Fatou [26, p. 83]; compare [53, Chapter 5, Section 5], and using the uniform expansion from Proposition 2.2, the proof goes through essentially verbatim.

To provide the details, let \( U_0 \subseteq D \) be a bounded Jordan domain with analytic boundary such that \( f(U_0) \subseteq U_0 \) and \( S(f) \cap D \subseteq U_0 \); such a domain exists by Proposition 2.1. By Proposition 2.8, \( f: D \to D \) is a proper map of some degree \( d \geq 1 \). For \( n \geq 1 \), set \( U_n := f^{-n}(U_0) \cap D \). Then \( D = \bigcup U_n \).

Now, due to the choice of \( U_0 \), we see that \( f^n: D \setminus U_n \to A := D \setminus \overline{U_0} \) is a finite-degree covering map (of degree \( d^n \)) over the doubly-connected domain \( A \). By Lemma 2.7, the domain \( D \setminus U_n \) is also doubly-connected, and hence \( U_n \) is connected for all \( n \). Furthermore, by Proposition 2.9 (3), applied to \( U_n \) and \( U_0 \), we see that each \( U_n \) is a Jordan domain. Hence \( f: \partial U_{n+1} \to \partial U_n \) is topologically a \( d \)-fold covering over a circle for every \( n \geq 0 \).

We claim that we can find a diffeomorphism

\[ \varphi: W \to D \setminus \overline{U_0}, \quad W := \{ z \in \mathbb{C}: 1/e < |z| < 1 \}, \]
such that
\[ f(\varphi(z)) = \varphi(z^d) \quad \text{when} \quad e^{-1/d} < |z| < 1. \quad (3.1) \]

Indeed, since \( f : \partial U_1 \to \partial U_0 \) is a \( d \)-fold covering, we can define \( \varphi \) on the circles \( \{ \ln |z| = -1 \} \) and \( \{ \ln |z| = -1/d \} \) so that the functional relation (3.1) is satisfied. By interpolation, we extend \( \varphi \) to a diffeomorphism
\[ \gamma_n : U_n := U_{n+1} \setminus \overline{U_n} \rightarrow A_n := U_1 \setminus \overline{U_0}. \]

Consider the annuli \( A_n := U_{n+1} \setminus U_n \). Since each \( f : A_{n+1} \to A_n \) is a \( d \)-fold covering map of annuli, we can inductively lift \( \varphi \) to a map
\[ \gamma_n = \varphi(\{e^{a+\varrho} : -d^{-n} < a \leq -d^{-(n+1)}\}). \]

By the functional relation (3.1), \( \gamma_n \) is the image of the arc \( \gamma_0, \varrho, d^n \) under some branch of \( f^{-n} \). Recall from Proposition 2.2 that
\[ \|Df(z)\|_W \geq \lambda \]
whenever \( z, f(z) \notin K \), where \( K \) is the compact set from Proposition 2.1, \( W = \mathbb{C} \setminus K \), and \( \lambda > 1 \) is a suitable constant.

Thus, for \( n \geq 0 \), the functions
\[ \sigma_n : \mathbb{R}/\mathbb{Z} \to \partial D, \quad \sigma_n(t) = \varphi(e^{-d^{-n} + 2\pi it}) \in \partial U_n \]
form a Cauchy sequence in the hyperbolic metric of \( W \) as \( n \to \infty \). Hence there exists a limit function \( \sigma_n \to \sigma \) which is the continuous extension of \( \varphi \) to the unit circle. It follows that \( \partial D \) is indeed a continuous closed curve. Furthermore, since \( D \) is bounded and forward-invariant, we have \( \operatorname{int}(\overline{D}) = \operatorname{int}(D) \) by Montel’s theorem. Hence \( \partial D \) is a Jordan curve.

To see that \( \partial D \) is a quasicircle, we again use the expanding property (3.2) of \( f \) to find a Jordan neighbourhood \( \Omega \) of \( \overline{D} \) such that \( f : \Omega \to f(\Omega) \) is a branched covering map of degree \( d \) with \( \overline{\Omega} \subset \overline{f(\Omega)} \). We can now apply the Douady-Hubbard straightening theorem [19, Theorem 1, p. 296] to see that \( f |\Omega \) is quasiconformally conjugate to a hyperbolic polynomial of degree \( d \) with an attracting fixed point whose immediate basin contains all the critical values. Such a basin is completely invariant under the polynomial and its boundary is a quasicircle; hence \( \partial D \) has the same properties. \( \square \)
Remark. Alternatively, to avoid the use of the straightening theorem, it is possible to verify the geometric definition of quasicircles directly. This definition requires that the diameter of any arc of $\partial D$ is comparable to the distance between its endpoints. That condition is trivially satisfied on big scales, and we can transfer it to arbitrarily small scales using univalent iterates. (We thank Mario Bonk for this observation.)

4. Bounded Fatou components and local connectivity of Julia sets

We now deduce the remaining theorems stated in the introduction, using Theorem 1.10.

Proof of Corollary 1.11. Let $f$ be hyperbolic. By Theorem 1.10, any bounded periodic component of $F(f)$ is a quasidisc. Now, if $U$ is any bounded Fatou component, then clearly $U$ contains only finitely many critical points and no asymptotic curves. Hence $f: U \to f(U)$ is a proper map by Proposition 2.8, and if $f(U)$ is a quasidisc, then $U$ is also a quasidisc by part (3) of Proposition 2.9. Hence, by induction every bounded Fatou component of $f$ is a quasidisc, as claimed.

Proof of Theorem 1.2. Let $f \in \mathcal{B}$ be hyperbolic. If $f$ has no asymptotic values and every Fatou component contains at most finitely many critical points, then every periodic Fatou component is a bounded quasidisc by Theorem 1.10. Moreover, by Proposition 2.8 and part (3) of Proposition 2.9, if $U$ is any Fatou component of $f$, then $f: U \to f(U)$ is a proper map, and if $f(U)$ is a bounded quasidisc, then so is $U$. By induction on the pre-period of $U$, it follows all Fatou components are indeed bounded quasidiscs.

On the other hand, if $f$ has an asymptotic value, this value belongs to the Fatou set by hyperbolicity. Hence $f$ has an unbounded Fatou component. Finally if some Fatou component $U$ contains infinitely many critical points, these can only accumulate at infinity and therefore $U$ is unbounded.

Proof of Corollary 1.3. Let $f$ be hyperbolic with no asymptotic values, and assume that every Fatou component contains at most one critical value. By Proposition 2.9 (1), it follows that each Fatou component also contains at most one (possibly high-order) critical point. Thus every Fatou component is bounded by Theorem 1.2.

Proof of Theorem 1.4. Suppose that $f$ is hyperbolic without asymptotic values, and with exactly two critical values. Assume first that both critical values belong to the same Fatou component $D$. Then $D_0 := f^{-1}(D)$ is connected by Proposition 2.9 (2) and unbounded by the Casorati-Weierstrass theorem. Thus $D_0$ is an unbounded component of $F(f)$ that contains all critical points of $f$. By Fatou’s theorem [9,
Theorem 7], each cycle of attracting periodic components of $F(f)$ must contain a critical point, and hence $D_0$ is periodic. By Theorem 2.6, $\partial D_0$ is not locally connected at any point.

Moreover, if $U$ is any component of $F(f)$, then, by Proposition 2.1, there exists a minimal number $k$ such that $f^k(U) = D_0$. Since $\infty$ is accessible from $D_0$ by Proposition 2.9 (4), this implies that $\infty$ is accessible from every Fatou component, including $D$. In particular, all these components are unbounded. In order to prove that $\partial U$ is not locally connected at any finite point, we shall show that $f^k$ maps $\partial U$ homeomorphically to $\partial D_0$. Indeed, let $\Gamma \subset D$ be an arc to infinity that contains both critical values. By the choice of $k$, we know that $f^j(U)$ is disjoint from $D$ for $j = 1, \ldots, k$, since $D$ has no preimage components apart from $D_0$. Thus there is a branch of $f^{-1}$ on $\mathbb{C} \setminus \Gamma$ that maps $f^k(U)$ to $f^{k-1}(U)$ homeomorphically, and hence we have established case (1) of Theorem 1.4.

Assume now that the critical values are not both in the same Fatou component. Then every Fatou component contains at most one of them. By Corollaries 1.3 and 1.11, case (2) of Theorem 1.4 is satisfied.

Proof of Corollary 1.8. Let $f \in \mathcal{B}$ be hyperbolic with no asymptotic values, let $N \in \mathbb{N}$, and suppose that every Fatou component $U$ of $f$ contains at most $N$ critical points (counting multiplicity). By Theorem 1.2, every Fatou component $U$ is a bounded quasidisc, and the restriction $f: U \to f(U)$ is a proper map (see the proof of Corollary 1.11). By the Riemann–Hurwitz formula, the degree of this restriction is bounded by $N + 1$, since all components are simply-connected. Thus $\mathcal{J}(f)$ is locally connected by Theorem 2.5.

Proof of Corollary 1.9. If (a) is satisfied, every Fatou component is bounded by Corollary 1.3. By hypothesis, the multiplicity of the critical points is uniformly bounded, and hence we may apply Corollary 1.8 and conclude that $\mathcal{J}(f)$ is locally connected. In case (b), it was shown in the proof of Theorem 1.4, that every Fatou component of $f$ contains at most one critical value, and thus the conclusion follows from case (a).

5. Examples with non-locally connected Julia sets

Verification of the properties of Example 1.5. It is elementary to check that $f$ has no asymptotic values and the three stated critical values, and that all critical points of $f$ are real. (This also follows from the more general discussion that follows below.) By considering the graph of the restriction of $f$ to the real axis, it is easy to check that 0 and 1 are fixed, and that there is a unique repelling fixed point $p_u$ in the interval $(0, 1)$ (see Figure 3). In particular, the immediate basin of 0 contains no other critical points, and hence is a Jordan domain by Theorem 1.10. If $u$ is
chosen such that \( c_u > p_u \), then the immediate basin of 1 contains all positive critical points, and is hence unbounded, and its boundary is not locally connected at any finite point by Theorem 2.6. It can be verified numerically that this is the case for \( u > 2.7981186 \ldots \).

The Maclane–Vinberg method. We shall now construct Examples 1.6 and 1.7, of certain hyperbolic functions with non-locally connected Julia sets. We will use a general method to construct real entire functions with a preassigned sequence of critical values. We follow Eremenko and Sodin [21] in the description of the method. They credit Maclane [32] for this method and Vinberg [54] for a modern exposition thereof. Another discussion of the construction can be found in [24].

Let \( \mathfrak{c} = (c_n)_{n \in \mathbb{Z}} \) be a sequence satisfying \((-1)^n c_n \geq 0\) for all \( n \in \mathbb{Z} \) and let

\[
\Omega = \Omega(\mathfrak{c}) = \mathbb{C} \setminus \bigcup_{n \in \mathbb{Z}} \{ x + in\pi : -\infty < x \leq \log |c_n| \},
\]

where we set \( \{ x + in\pi : -\infty < x \leq \log |c_n| \} = \emptyset \) if \( c_n = 0 \). We assume that not all \( c_n \) are equal to 0, so that \( \Omega \neq \mathbb{C} \). Then there exists a conformal map \( \phi \) mapping the lower half-plane \( \mathbb{H}^- = \{ z \in \mathbb{C} : \text{Im } z < 0 \} \) onto \( \Omega(\mathfrak{c}) \) such that \( \text{Re } \phi(iy) \to +\infty \) as \( y \to -\infty \). Since \( \partial \Omega(\mathfrak{c}) \) is locally connected, the map \( \phi \) extends continuously to \( \mathbb{R} \) by the Carathéodory–Torhorst Theorem [41, Theorem 2.1]; we denote this extension also by \( \phi \). The real axis then corresponds to the slits \( \{ x + in\pi : -\infty < x \leq \log |c_n| \} \) under the map \( \phi \). As these slits are mapped onto the real axis by the exponential function, we deduce from the Schwarz Reflection Principle [2, Chapter 6] that the map \( g \) given by \( g(z) = \exp \phi(z) \) extends to an entire function.

Note that \( \phi \) and \( g \) are not uniquely determined by \( \mathfrak{c} \), as precomposing with a map \( z \mapsto az + b \) where \( a, b \in \mathbb{R} \) and \( a > 0 \) leads to a function with the same properties. If \( c_0 = 0, c_{-1} = -1 \) and \( c_n = c_{-n} \) for all \( n \) (which will be the case in our examples), we can choose \( \phi \) such that \( \{ it : t < 0 \} \) is mapped onto \( \mathbb{R} \) and \( \phi(\pm 1) = \pm i\pi \). With this normalisation, \( g = g^\mathfrak{c} \) is uniquely determined by \( \mathfrak{c} \). A key observation is that \( \phi \), and hence \( g \), depend continuously on the sequence \( \mathfrak{c} \), with respect to the product topology on sequences.

It turns out that the functions \( g \) obtained this way belong to the Laguerre–Pólya class \( \text{LP} \), which consists of all entire functions that are locally uniform limits of real polynomials with only real zeros. Conversely, all functions in the class \( \text{LP} \) can be obtained by this procedure (we shall not use this fact). Hence we shall refer to the function \( g \) as a Laguerre–Pólya function for the sequence \( \mathfrak{c} \). We refer to [39, §II.9] for a discussion of the class \( \text{LP} \). A number of arguments in our proofs could be carried out by using general results for the Laguerre–Pólya class, but we prefer to argue directly from the definition of \( g \).

Initial observations and examples. If there exists \( N \in \mathbb{N} \) such that \( c_n = 0 \) for \( n \geq N \), then \( g(x) \to 0 \) as \( x \to \infty \). Similarly, \( g(x) \to 0 \) as \( x \to -\infty \) if there
exists $N \in \mathbb{N}$ such that $c_n = 0$ for $n \leq -N$. A simple example is \( \varphi(z) = -z^2 \) and \( g(z) = \exp(-z^2) \) which corresponds to $c_0 = 1$ and $c_n = 0$ for all $n \neq 0$. If $f$ is the function from Example 1.5, then $1 - f$ is a Laguerre–Pólya function, corresponding to $c_0 = 1$, $c_n = 0$ if $n$ is odd and $c_n = 2/(n + 1)$ for $n$ even and nonzero.

Another example, which will recur in our proofs, is given by $c_0 = 1$ and $c_n = 0$ for $|n| \neq 1$. In this case the domain $\Omega(c)$ is given by $\Omega_0 = \mathbb{C}\{x \pm i\pi : x \leq 0\}$. Denote the corresponding Laguerre–Pólya function (normalised as above) by $g_0 := g^{c_0}$ then
\[
g_0(z) = \exp \varphi_0(z) = -z^2 \exp(-z^2 + 1)
\]
is precisely the function from Figure 1(b).

The critical values of a Laguerre–Pólya function $g$ are precisely the $c_n$, except that $0$ is a critical value only if $c_l = 0$ for some $l \in \mathbb{Z}$ for which there exist $k, m \in \mathbb{Z}$ with $k < l < m$, $c_k \neq 0$ and $c_m \neq 0$. Moreover, there are critical points $\xi_n$ with $g(\xi_n) = c_n$ such that $\xi_n \leq \xi_{n+1}$ for all $n \in \mathbb{Z}$, and $g$ has no further critical points (since $\varphi$ and $\exp$ have no critical points). The limit $\lim_{x \to \infty} g(x)$ exists if and only if $\lim_{n \to \infty} c_n = 0$, and in this case $\lim_{x \to \infty} g(x) = 0$. An analogous remark applies to the limit $\lim_{x \to \infty} g(x)$.

Figure 4: Sketch of a Laguerre–Pólya function $g$ on the real line, with the choices $c_0 = 0$, $c_{\pm 1} = -1$, $c_{\pm 4} = c_{\pm 5} = c_{\pm 6} = 0$ and $c_n = c_{-n}$ for all $n \in \mathbb{N}$. Consequently we may normalise so that $\xi_1 = \pm 1$ and $\xi_0 = 0$. We also have multiple critical points $\xi_4 = \xi_5 = \xi_6$ and $\xi_{-4} = \xi_{-5} = \xi_{-6}$.

We mention that the construction can be modified if $c_n$ is not defined for all $n \in \mathbb{Z}$, but only for $n \leq N$ or for $n \geq M$. We can think of this as a limit case, where $|c_{N+1}| = \infty$ or $|c_{M-1}| = \infty$, and obtain a function $g$ with $\lim_{x \to \infty} |g(x)| = \infty$ or $\lim_{x \to \infty} |g(x)| = \infty$, respectively. We shall not need these considerations.

If $\lim_{n \to \infty} c_n = 0$ or $\lim_{n \to \infty} c_n = 0$, then $0$ is an asymptotic value of $g$. The following shows that the converse also holds.

**Lemma 5.1.** Let $g$ be a Laguerre–Pólya function and suppose that $g$ has an asymptotic value $a \in \mathbb{C}$. Then $a = 0$ and
\[
\lim_{x \to \infty} g(x) = 0 \quad \text{or} \quad \lim_{x \to \infty} g(x) = 0.
\]
Proof. Let $a \in \mathbb{C}$, and let $D$ be a small disc around $a$. If $a \neq 0$, we may assume that $0 \notin D$. Then every connected component of $\exp^{-1}(D)$ is bounded and intersects at most one of the lines in the complement of $\Omega$. Thus every component of

$$\varphi^{-1}(\exp^{-1}(D)) = g^{-1}(D) \cap \mathbb{H}^-$$

is bounded and its closure intersects the real line in at most one interval. It follows (by also considering the preimage of $\overline{D}$, the reflection of $D$ in the real axis) that every connected component of $g^{-1}(D)$ is bounded, and hence $a$ is not an asymptotic value.

If $a = 0$, then $\exp^{-1}(D)$ is a left half-plane, and hence unbounded. However, unless the conclusion of the lemma is satisfied, we have

$$C := \min \left( \liminf_{n \to +\infty} |c_n|, \liminf_{n \to -\infty} |c_n| \right) > 0.$$ 

So we can assume that the radius of $D$ was chosen smaller than $C$. Then every component of $\exp^{-1}(D) \cap \Omega$ has bounded imaginary parts, and again every connected component of $g^{-1}(D) \cap \mathbb{H}^-$ is bounded. Since $g^{-1}(D)$ is symmetric with respect to the real axis, we are done.

We remark that, in particular, the Maclane–Vinberg method allows us to construct uncountably many functions with two critical values that differ from each other in an essential manner.

**Observation 5.2** (Topologically inequivalent functions). Let $A \subset \{2, 4, 6, \ldots, \infty\}$ be nonempty. Then there exists an entire function $f : \mathbb{C} \to \mathbb{C}$ with $\text{sing}(f^{-1}) = \{0, 1\}$ such that $f$ has only simple critical points over $1$, and such that $A$ is precisely the set of local degrees of the preimages of $0$. (Here we take $\infty \in A$ to mean that $f$ has an asymptotic value over $0$.)

Functions corresponding to different choices of $A$ cannot be obtained from one another by pre- and post-composition with plane homeomorphisms.

**Proof.** Let $B \subset 2\mathbb{Z}$ be a set of even integers with $0 \in B$ such that the length of every segment of consecutive integers in $\mathbb{Z} \setminus B$ belongs to the set $A$, and such that for every element of $A$ there is a segment of this length. The desired function is obtained from the Maclane–Vinberg method by choosing $c_n = 1$ for $n \in B$ and $c_n = 0$ otherwise. The final claim follows from the fact that the order of a critical point is preserved under pre- and post-composition with plane homeomorphisms.

**Non-locally connected Julia sets of Laguerre–Pólya functions.** We are now ready to construct the desired examples.

**Construction of Example 1.6.** Let $0 \leq \delta < 1$. Define $(c_n)_{n \in \mathbb{Z}}$ by $c_n = 0$ if $n$ is even, $c_{\pm 1} = -1$ and $c_n = -\delta$ if $n$ is odd and $|n| \geq 3$. Let $g_\delta := g^\varphi$ be the corresponding Laguerre–Pólya function. Recall that $\varphi$ maps $\{it : t < 0\}$ to $\mathbb{R}$ and
\( \varphi(\pm 1) = \pm i \pi \). Denoting by \((\xi_n)_{n \in \mathbb{Z}}\) the sequence of critical points, with \( \xi_n \leq \xi_{n+1} \) and \( g(\xi_n) = c_n \), we then have \( \xi_0 = 0 \) and \( \xi_{\pm 1} = \pm 1 \) so that \( g_{\delta}(0) = 0 \) and \( g_{\delta}(\pm 1) = c_{\pm 1} = -1 \). Moreover, \( g_{\delta} \) is an even function. The case \( \delta = 0 \), with \( g_0(z) = -z^2 \exp(-z^2 + 1) \), was already considered in our description of the method. By continuity of the Maclane–Vinberg method, we have

\[
\lim_{\delta \to 0} g_{\delta}(z) = g_0(z) = -z^2 \exp(-z^2 + 1),
\]

locally uniformly for \( z \in \mathbb{C} \). Now \( g_{\delta}(z) \) and \( g_0 \) have superattracting fixed points at 0 and \(-1\). Hence we can choose \( \delta \) sufficiently small to ensure that \(-\delta \) is in the immediate basin of 0 for the map \( g_{\delta} \).

The function \( g_{\delta} \) has no asymptotic values by Lemma 5.1, and the only critical points are the \( \xi_n \). Since \( g(1) = -1 \), we also see that 1 is not in the basin of 0. As the immediate attracting basins of 0 and \(-1\) are simply-connected and symmetric with respect to the real axis, this implies that \( \xi_0 = 0 \) is the only critical point in the immediate basin of 0 and \( \xi_{-1} = -1 \) is the only critical point in the immediate basin of \(-1\). Since all three critical values tend to 0 or \(-1\) under iteration, \( g_{\delta} \) is hyperbolic. Hence, by Theorem 1.10, the immediate attracting basins of 0 and \(-1\) are bounded by Jordan curves. By assumption, \(-\delta \) is contained in the immediate attracting basin of 0. Using again that this immediate basin is simply-connected and symmetric with respect to the real axis, we see that it actually contains the interval \([-\delta, 0]\). Now \( f([\xi_2, \infty)) \subset [0, \delta] \) which implies that \([\xi_2, \infty)\) is contained in a component of the preimage of the immediate basin of 0. We conclude that \( g \) satisfies the conclusion with \( w_1 = 0, w_2 = -1 \) and \( w_3 = -\delta \).

\textit{Construction of Example 1.7.} Recall that our goal is to construct a hyperbolic function with critical values 0 and 1 and no asymptotic values such that every Fatou component is a Jordan domain, but the Julia set is not locally connected. It will be slightly more convenient to normalise such that the critical values are 0 and \(-1\) instead (conjugation by \( z \mapsto -z \) yields the original normalisation).

We begin by outlining the construction, which is based on the idea that a critical point of sufficiently high degree can be used to approximate the behaviour of an asymptotic tract. Indeed, suppose that we start with the Laguerre–Pólya function \( g_0 \) from the introduction to this section (where \( c_{\pm 1} = -1 \) and \( c_n = 0 \) if \( |n| \neq 1 \)). The super-attracting point 0 is an asymptotic value for \( g_0 \), and since \( J(g_0) \) intersects the unit disc, there is an unbounded Fatou component of \( g_0 \) that intersects the unit circle \( \Gamma_1 := \{ z : |z| = 1 \} \). Let us modify the sequence \( c \) by introducing the additional non-zero points \( c_{\pm N} = -1 \), for some large integer \( N \). By continuity of the Maclane–Vinberg method, the corresponding function \( g_1 \) is close to \( g_0 \), but has an additional pair of critical points of degree \( N - 1 \). It follows (see below for details) that \( g_1 \) can be chosen to have a \textit{bounded} Fatou component that intersects both \( \Gamma_1 \) and \( \Gamma_2 := \{ z : |z| = 2 \} \). As \( g_1 \) still has an asymptotic value over 0, we can repeat the
procedure and create a function $g_2$ that has two Fatou components both intersecting $\Gamma_1$ and $\Gamma_2$. Continuing inductively, in the limit we obtain a function $g$ that has no asymptotic values by Lemma 5.1, but has infinitely many Fatou components that intersect both $\Gamma_1$ and $\Gamma_2$. Then $J(g)$ is not locally connected by Lemma 2.3.

Figure 5: Illustration of the construction of Example 1.7. Shown are the Julia set and the graph of the function $g_2$ that would arise from the choice of $N_1 = 5$ and $N_2 = 25$. Note the large size of the Fatou components containing high-degree critical points. For the actual construction of Example 1.7 the sequence $(N_k)$ has to grow much more rapidly than indicated by the above values of $N_1$ and $N_2$.

To provide the necessary details, let $N = (N_k)_{k \geq 0}$ be a (rapidly) increasing sequence of odd positive integers with $N_0 = 1$. We define sequences $c^K$ (depending on $N$) by

$$c^K_n := \begin{cases} \frac{1}{2} & \text{if } |n| = N_k \text{ for some } 0 \leq k \leq K \\ 0 & \text{otherwise,} \end{cases}$$

and their limit $c = c(N)$,

$$c_n := \begin{cases} \frac{1}{2} & \text{if } |n| = N_k \text{ for some } k \geq 0 \\ 0 & \text{otherwise.} \end{cases}$$

Let $g^K = g^{c^K}$ and $g = g_N := g^c$ be the corresponding Laguerre–Pólya functions. (See Figure 5.)

The superattracting fixed points 0 and $-1$ are the only critical values of $g^K$ and of $g$. As in the construction of Example 1.6, we find that their immediate attracting basins are bounded by Jordan curves. By Lemma 5.1, $g$ has no asymptotic values, and hence every Fatou component of $g$ is a bounded Jordan domain (Theorem 1.4).
If \((\xi_n)_{n \in \mathbb{Z}}\) is again the sequence of critical points of \(g\), then \(g(\xi_n) = -1\) and \(g(\xi_n) = 0\) when \(n \neq |N_k|\) for all \(k\). In particular, \(\xi_{N_k+1} = \cdots = \xi_{N_k+1-1}\) for all \(k\).

Let \(0 = \eta_0 < \eta_1 < \eta_2 < \cdots\) be the sequence of non-negative preimages of \(0\); that is \(\eta_k = \xi_{N_k-1}\). Also let \(U(\eta_k)\) be the Fatou component of \(g\) containing \(\eta_k\). Then \(g(U(\eta_k)) = U(0)\) for \(k > 0\). Our goal is to show that we can choose the sequence \(N\) (inductively) so that there is a sequence \((\alpha_k)\) of Jordan arcs connecting \(\Gamma_1\) and \(\Gamma_2\) and a sequence \((m_k)\) of positive integers such that \(g^{m_k}(\alpha_k) \subset U(\eta_k)\) and hence \(g^{m_k+1}(\alpha_k) \subset U(0)\) for all \(k\). As all \(\alpha_k\) are in different Fatou components, this will complete the proof.

In order to define the above sequences, let \(\eta_{K,k}\), for \(0 \leq k \leq K\), denote the critical point of \(g_K\) that corresponds to \(\eta_k\), and let \(U_K(\eta_{K,k})\) be the component of \(F(g_K)\) that contains \(\eta_{K,k}\). We shall construct \(N\) \((\alpha_k)\) and \((m_k)\) inductively such that \(g^{m_k}(\alpha_k) \subset U(\eta_{K,k})\) for \(K \geq k\). The construction will be such that we also have \(g^{m_k}(\alpha_k) \subset U(\eta_k)\) for all \(k\).

Suppose that \(N_0, \ldots, N_K, \alpha_1, \ldots, \alpha_K\) and \(m_1, \ldots, m_K\) have already been chosen, for some \(K \geq 0\). As we let \(N_{K+1} \to \infty\), the continuity of the Maclane–Vinberg method yields that \(g_L \to g_K\) for \(L \geq K + 1\) and \(g \to g_K\), regardless of the choices of \(N_1\) for \(L > K + 1\). (Here the convergence \(g_L \to g_K\) as \(N_{K+1} \to \infty\) is uniformly in \(L\).) Hence, by choosing \(N_{K+1}\) large, we can achieve that \(g^{m_k}(\alpha_k) \subset U(\eta_{L,k})\) for \(L \geq K + 1\), as well as \(g^{m_k}(\alpha_k) \subset U(\eta_k)\), for \(k = 1, \ldots, K\). Recall that \(g_K(x) \to 0\) as \(x \to \infty\), so there is \(X > 0\) such that \([X, \infty)\) is contained in the basin of attraction of 0 (for \(g_K\)). Since 0 and \(-1\) are superattracting fixed points of \(g_K\), the Julia set \(J(g_K)\) intersects the unit disc \(\mathbb{D}\). It follows that there is \(m_{K+1} > 0\) and a connected component of \(g_K^{m_{K+1}}([X, \infty))\) that connects a point in \(\mathbb{D}\) to \(\infty\). Let \(\alpha_{K+1}\) be a piece of this curve that connects \(\Gamma_1\) to \(\Gamma_2\).

Since \(g_L \to g_K\) as \(N_{K+1} \to \infty\), we have \(\eta_{L,K+1} \to \infty\) as \(N_{K+1} \to \infty\), uniformly in \(L\), as well as \(\eta_{K+1} \to \infty\). Hence, if \(N_{K+1}\) is chosen sufficiently large, then \(g_L^{m_{K+1}}(\alpha_{K+1}) \subset U(\eta_{L,K+1})\) and \(g^{m_{K+1}}(\alpha_{K+1}) \subset U(\eta_{K+1})\). This completes the inductive construction of Example 1.7.

In both Example 1.6 and Example 1.7, we constructed a function having two superattracting cycles, at 0 and at \(-1\). Recall that, in both cases, local connectivity of the Julia set failed due to the preimage components of the immediate basin of 0. The role of the fixed point at \(-1\), and its preimages, was to separate 0 from all its preimages, and hence ensure that the immediate basins of attraction are bounded.

We remark that it is possible to modify the constructions to create a map having only a single superattracting fixed point. This is achieved by normalizing our maps \(g\) so that \(\pm 1\) are mapped not to \(-1\), but to the first negative preimage of 0. This ensures that \(g\) has a repelling fixed point between 0 and \(-1\), and the remainder of the proofs goes through as before.
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