Using rarefaction to isolate the effects of patch size and sampling effort on beta diversity
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Abstract. Beta diversity describes how species composition varies across space and through time. Current estimators of beta diversity typically ignore the effects of within-patch sample size, determined jointly by local abundance and sampling effort. Many ecological processes such as immigration, predation, or nutrient limitation affect abundance and asymptotic beta diversity concurrently; thus, existing metrics may confound changes in asymptotic beta diversity with changes that result from differences in abundance or sampling. Results from a stochastic simulation model illustrate how decreasing within-patch sample size may either increase or decrease observed beta diversity, depending on the type of metric, sample size, and community properties; these changes are easy to understand, and predict, by considering the effects of sampling on variance. A modified, patch-level form of rarefaction controls for variation in within-patch sample size; two case studies illustrate the utility of this approach. Studies seeking a mechanistic link between ecological process and beta diversity will continue to benefit from explicit consideration of sampling effects.
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INTRODUCTION

Within-patch (alpha) and among-patch (beta) diversities combine to produce regional patterns of diversity. Traditionally, ecologists have focused on local processes and their influence on alpha diversity. More recently, ecologists have turned to studying the drivers of beta diversity; patterns of beta diversity provide insight into the role of factors that generate species boundaries (Condit et al. 2002), facilitate regional diversity via environmental heterogeneity, and produce alternate community states (Fukami and Nakajima 2011). From a conservation perspective, beta diversity is arguably as important as alpha diversity (Socolar et al. 2016): For example, quantifying the spatial scale of beta diversity can allow resource managers to design reserve networks that maximize species complementarity across sites (Kattan et al. 2006). Similarly, beta diversity can be used to describe the rate at which species turn over through time in the presence of human impacts (Dornelas et al. 2014). Knowledge of the factors maintaining diversity among patches can also facilitate biodiversity preservation or recovery of diversity following the restoration of a degraded ecosystem (McKnight et al. 2007).

Beta diversity is typically examined at two spatial scales: (1) large-scale variation in beta diversity that links species compositional differences across gradients (e.g., with latitude or altitude) and encompasses multiple species pools (Condit et al. 2002, McKnight et al. 2007, He and Zhang 2009), and (2) local-scale variation in beta
diversity among patches representing a community drawn from a single pool. At the local scale, beta diversity is determined by four different, scale-dependent phenomena (Fig. 1): (1) changes in the species pool, which affect beta diversity primarily at large spatial scales (and which we do not consider further); (2) environmental heterogeneity driven by biotic or abiotic factors (i.e., environmental filtering); (3) local patch size (i.e., the total number of individuals found within a given location): For example, small patches may have high beta diversity because each patch has only a limited capacity to sample the species pool; (4) sampling effort: For example, the use of a few, small quadrats within a patch will reduce the number of individuals counted within patches, which could lead to high apparent beta diversity even when patches contain identical communities. Here, we focus on the latter two phenomena, patch size and sampling effort, as the roles of the species pool and environmental heterogeneity have been thoroughly discussed elsewhere in the literature (e.g., Soininen et al. 2007).

The effects of patch size and sampling effort (which we collectively call sampling effects) are well known in studies of alpha diversity. Well-established tools, such as rarefaction or multimonial extrapolation, facilitate the comparison of alpha diversity among communities that differ in sampling protocols (e.g., number of samples, individuals, or coverage [fraction of the species list sampled]; Gotelli and Colwell 2001, 2011, Chao and Jost 2012, Chao et al. 2012, 2014b, Colwell et al. 2012). The importance of sampling effects in biasing estimates of beta diversity was initially demonstrated in the 1950s (Nash 1950, Morisita 1959), and has since received additional attention (Ricklefs and Lau 1980, Wolda 1981, Plotkin and Muller-Landau 2002, Cardoso et al. 2009, Tuomisto 2010a, Beck et al. 2013). Initial attempts to address sampling bias in beta diversity estimators have included identifying beta diversity metrics that are less sensitive to sampling effects (Cardoso et al. 2009) and developing metrics that adjust beta diversity for unsampled species (Chao et al. 2005). Despite these advances, ecologists have not yet developed tools that clearly separate sampling effects from other phenomena driving beta diversity. For example, ecological processes such as predation, competition, and nutrient limitation can modify beta diversity both via environmental filtering and via sampling effects (i.e., by altering the number of individuals surviving within a patch; e.g., Chase 2007, 2010, Chase et al. 2009, Stier et al. 2013). As a result, sampling effects and the influences of environmental drivers of
beta diversity may be confounded. At present, we know of no effective technique that adjusts observed beta diversity for differences in abundance to separate sampling effects from environmental filtering and facilitate comparison of communities (as is standard practice in studies of alpha diversity).

We focus on the consequences of sampling effects (i.e., phenomena 3, patch size, and 4, sample size: Fig. 1) for beta diversity estimation in scenarios with a fixed species pool. We examined these two phenomena together, as their consequences are functionally equivalent (we have the same information about the composition of a patch from which only a few individuals have been sampled whether it was the patch or the investigator that did the sampling). We first developed a stochastic simulation model to explore how sampling affects beta diversity under different situations. We then developed a rarefaction technique that adjusts observed beta diversity for sampling effects and allows the separation of sampling effects from higher-level ecological drivers (environmental filtering, species pool compositions) of beta diversity.

METHODS

The model

In contrast to recent work that generates simulated communities from a complex spatial model (Beck et al. 2013), we used a relatively simple stochastic simulation. Our approach sacrificed realism to facilitate interpretation of the processes driving the resulting patterns in beta diversity. We defined the beta diversity of a community as the variation in species composition among samples obtained from patches within that community. Variation is measured as distance in N-state space (where N is the species richness of the regional pool), where each species is either represented by presence-absence data (e.g., Jaccard index) or relative abundance (e.g., Manhattan index). There is a plethora of beta diversity definitions (for a recent review, see Legendre and De Cáceres 2013); we focused on metrics based on distance in N-state space (i.e., multivariate dispersion sensu Anderson et al. 2006), because we were specifically interested in comparing beta diversity between multiple distinct communities; however, we expect that our results will be qualitatively similar for other metrics (see Discussion). Instead, we focused on metrics that quantify the variability among patches within a community.

We first used a simulation model to explore how observed beta diversity for a single community is affected by sampling (due to changes in either sample size or patch size) and species abundance distributions (SADs). All code is available in Appendix S1; community simulator is detailed in Appendix S2: Figs. S1–S7. Source code, R Package, and the code corresponding to each figure is archived at: https://zenodo.org/record/162251#.WEoYJHeZPOQ. In particular, we asked how beta diversity changes as sampling increases and how this effect is influenced by patterns of endemism and rarity. Hereafter, we refer to the expected beta diversity under large samples as asymptotic beta diversity to distinguish it from the observed (i.e., sampled) beta diversity.

We also used the model to investigate the situation in which two communities are compared (e.g., to determine differences in beta diversity between sites with and without predators). These communities can represent different locations, habitats, or treatments (each containing multiple sampled replicates or plots, “patches” in our terminology). The questions then become: Do different habitats differ in beta diversity? How is the observed magnitude of difference in beta diversity affected by sample size, patch size, or the species abundance distributions? Does a rarefaction-based approach effectively separate the effect of sampling from differences in asymptotic beta diversity?

To explore these issues, we simulated species relative abundances for each of P patches within a community pool of N species. For the first step, we defined the species abundance distribution (assumed the same for each patch). We set the number of discrete abundance categories (e.g., three, for [common, intermediate, rare]), the number of species per abundance category, and the relative abundance of successive abundance categories (defined by the rank-abundance parameter $\phi$, which is the abundance of the xth category relative to the $x + 1$st category). We normalized the results (divided by the total patch abundance) so that species proportions summed to 1.0. For example, with two abundance categories, three species per category, and $\phi = 2$, the relative species abundances would be $(1,1,0.5,0.5,0.5)/4.5$; with two species in each of three abundance
Table 1. Example eight species community matrices generated from three-step process of the stochastic simulation model.

| Species | A   | B   | C   | D   | E   | F   | G   | H   |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|
| Pre-mixing \((r_i)\) |     |     |     |     |     |     |     |     |
| Patch 1 | 1/3 | 1/3 | 1/6 | 1/6 | 0   | 0   | 0   | 0   |
| Patch 2 | 0   | 0   | 0   | 1/3 | 1/3 | 1/6 | 1/6 | 1/6 |
| Post-mixing \((r_i \times p_{mix}/S)\) |     |     |     |     |     |     |     |     |
| Patch 1 | 1/3 | 1/3 | 1/8 | 1/8 | 0   | 0   | 1/24| 1/24|
| Patch 2 | 0   | 0   | 1/24| 1/24| 1/3 | 1/3 | 1/8 | 1/8 |
| Numbers |     |     |     |     |     |     |     |     |
| Patch 1 | 40  | 40  | 15  | 15  | 0   | 0   | 5   | 5   |
| Patch 2 | 0   | 0   | 5   | 5   | 40  | 40  | 15  | 15  |
| 50% Poisson sample | 22  | 19  | 5   | 6   | 0   | 0   | 2   | 3   |
| Notes: | Columns (A–H) represent species and fractions represent relative abundance of each species. From top to bottom, the three steps include pre-mixing relative abundance \((r_i)\), post-mixing relative abundance \((r_i \times p_{mix}/S)\), numbers of individuals per patch (i.e., multiplying relative abundance by patch size), and a 50% sample of the mixed community. Model parameters: \(S = 2\), \(\phi = 2\), \(N = 120\), and \(p_{mix} = [0,0.5]\). |

categories and \(\phi = 10\), the relative abundances would be \((1,1,0,1,0,1,0,01,0,01)/2.22\).

Each patch initially contained a unique set of species, but with identical SADs (i.e., \(N/P\) species in each patch). We then mixed the species among patches to achieve more complex assemblages. We allowed for a separate mixing parameter (\(p_{mix}\)) for each abundance category. The mixing parameter specified the proportion of individuals of each species to be redistributed uniformly across all patches: 0 corresponded to no mixing and 1 corresponded to complete mixing. Thus, for a patch without species \(i\), the new relative abundance of species \(i\) became \(r_i \times p_{mix}/P\) (where \(r_i\) refers to the initial relative abundance), while the relative abundance in the original patch became \(r_i(1 - p_{mix}) + (r_i \times p_{mix}/P)\). For example, for a simulation with two abundance categories (common and rare) and \(p_{mix} = [0,0.5]\), the common species remained completely endemic to patches (i.e., no mixing), while half of the individuals from rare species were distributed homogeneously across all patches (including a fraction \(p_{mix}/P\) that were distributed back to their original patch): Table 1 gives an example.

Once the species distributions across patches were set, we took finite samples from each patch. For this sampling problem, there are (at least) two possible approaches: (1) We could sample a fixed number of individuals, in which case, each sample would be based on a multinomial distribution; or (2) we could sample from the expected number of individuals for each species using a Poisson distribution. While both procedures give the same expected proportions, in the first case the total number of individuals per sample is identical, while in the second case the total number of individuals varies across samples according to a Poisson distribution. Table 1 gives one example for the second (Poisson) approach, which we follow for the remainder of the paper. While zero-inflated Poisson distributions better match the species distributions for some real communities (Zhang et al. 2014), we use the Poisson approach here for simplicity. We concentrate on the application of the Jaccard index based on presence-absence data because it is most commonly used in the literature, but we also report results for an abundance-based metric, the Manhattan index using a Hellinger transformation before calculating the distance matrix (sensu Legendre and De Cáceres 2013; Appendix S1: Fig. S6).

A beta rarefaction solution across multiple communities

The effects we describe for a single community can affect comparisons of beta diversity between two or more communities. We therefore developed and implemented a three-step approach to rarefaction to quantify rarefied beta diversity and compare communities (i.e., to compare beta diversity conditional on sampling the same total numbers of individuals per patch in each community). We focus on individual-based rather than sample-based rarefaction here, because community studies frequently take a single sample per patch (e.g., Chase 2007, 2010, Chase et al. 2009, Stier et al. 2013); in this case, sample-based rarefaction would be useless, as it would effectively resample patches, which would not mitigate the effects of reduced numbers of individuals within patches. While multilevel rarefaction has been previously been suggested as a way to account for undersampling bias in beta diversity (e.g., Tuomisto 2010a, b), ours is to our knowledge the first attempt to flesh out the details of how such a procedure would work in practice. In contrast to rarefaction for alpha diversity, multilevel rarefaction for beta diversity requires some extra attention to
detail. If, in order to match within-patch sample sizes across communities, researchers simply subsampled all patches down to the minimum sample size found in any patch in any community, they would often discard almost all of their data (because sample sizes are often highly variable among patches). (Horner-Devine et al. 2004) did successfully use this protocol, in a molecular ecological context with large sample sizes.) Instead, we follow a slightly more sophisticated rank-matching algorithm.

1. Rank samples (i.e., patches) by the number of individuals sampled (i.e., sample size). Match patches by rank across treatments. For all patches in the same rank, subsample all patches down to the minimum sample size in those patches. For example, assume we have three samples from each of two communities with samples sizes of [10,7,3] and [8,6,5]. We then subsample the two communities down to [8,6,3] producing equal sample sizes in the two communities. If there are more than two communities, we find the minimum number of individuals per patch rank across all communities; for unbalanced designs with different numbers of patches, we group multiple patches into patch ranks. For example, consider three communities with [10,7], [30,7], and [20,8,5,3]. We would create two groups and then subsample down to [8,3] for the first two communities and [8,8,3,3] for the third community. Matching groups becomes slightly trickier when the numbers of patches per community are not evenly divisible (e.g., five patches in community 1, seven patches in community 2, and 11 patches in community 3). Extending this algorithm to sample-based rarefaction is possible in principle, but the bookkeeping for equating total numbers of individuals sampled per patch across communities while reducing the total numbers sampled as little as possible becomes extremely complex.

2. For each treatment (e.g., Control), repeat this subsampling process 1000 times. For each subsample, compute beta diversity. In our case, we calculated diversity using Jaccard dissimilarity and computed the median bootstrapped distance from each patch to the respective treatment centroid (Anderson et al. 2006), after applying a bias correction (see below).

3. Compare these rarefied beta diversity distributions for each treatment group using a two-tailed test.

Because unequal numbers of patches among communities can affect comparisons of multivariate distance, we applied a correction proportional to \(\sqrt{P/(P-1)}\) (where \(P\) is the number of patches) when estimating the distances to centroid. This bias correction accounts for the fact that the distances to centroid are slightly correlated with each other (because the centroid is itself determined by combining all of the individual community values); it is analogous to the bias correction typically used in estimating sample variances, that is, \(s^2 = \text{SSQ}/(n - 1)\) rather than \(\text{SSQ}/n\). It is novel, although Anderson (2006) mentions the possibility of such bias and O’Neill and Mathews (2000) discuss this type of correction in more detail, albeit in a different context. An option for applying this bias correction is included in the betadisper function in vegan package (versions \(\geq 2.0-7\) for community analysis (Oksanen et al. 2016).

**Power analysis**

To test whether our procedure works to distinguish differences in observed beta diversity due to sampling effects from those due to filtering, we ran a power analysis with two treatments in which we varied average patch size (\(N = 10\) or 20); proportional difference in patch size between treatments (0%, 5%, 10%, and 50%); difference in number of patches per treatment ([20,20]; [10,30]; and [5,35]); and, as our measure of effect size, the between-treatment difference in the mixing parameter \(p_{\text{mix}}\) (an average value of 0.5, with differences ranging from 0 to 0.5, i.e., \(p_{\text{mix}} = [0.25,0.75]\)). We simulated 250 cases for each parameter combination, ran the hierarchical rarefaction and beta diversity comparison test procedures described above for each simulation, and counted the proportion of time that the null hypothesis of no difference in beta diversity was rejected. For the null case \((p_{\text{mix}}\text{ difference }= 0)\), the resulting proportion is a measure of the type I error rate, which should be equal to the nominal \(\alpha = 0.05\); otherwise, the proportion estimates the power to reject the null hypothesis.
To illustrate how rarefaction can facilitate inferences about the ecological processes driving beta diversity, we used data from two recently published experiments that examined the effect of two different predator species on the beta diversity of their prey, coral reef fish (Stier et al. 2013, 2014). In each experiment, a matrix of structurally similar and evenly spaced reefs was constructed from a combination of cinderblocks and live coral. Prey fish then naturally colonized these reefs in the presence and absence of experimentally manipulated predatory fish. We show the effects of predators on abundance, richness, Jaccard index of beta diversity, and the proposed rarefied Jaccard index.

**RESULTS**

**Effects of sampling intensity on beta diversity in simulated communities**

Increasing sample size had large and context-dependent effects on the observed beta diversity. Beta diversity generally declined as the number of individuals sampled per patch increased (Fig. 2). Similar patterns with other beta diversity metrics include Gower, Alt-Gower, Bray, Canberra, Chao-Jaccard, Gower, Horn, Manhattan, Morista, and Raup–Crick indices (Appendix S3: Figs. S1–S3). However, when very rare species existed in the species pool—achieved in this case by making the rank-abundance parameter, $\phi$, small—the Jaccard-based beta diversity curve had an
intermediate maximum. This pattern arose from the effects of the variance of a binomial sample. When the probability of a species occurrence was very small, that species occurred nowhere or almost nowhere, and the diversity due to that species was low; the diversity also was low when the occurrence probability was very high and the species was present (almost) everywhere. Diversity was highest when the species occurrence probability was near 50%. However, if the probability of species occurrence was already at or above 50% in the smallest sample sizes considered (which was always true for the common species, and true for the rare species when the rank-abundance parameter was large), then beta diversity always declined with increasing sampling intensity. Looking at a broader range of SADs and endemism (Fig. 3), we only saw intermediate maxima when the rank-abundance parameter was small and beta diversity was driven by both common and rare species. A more pronounced intermediate maximum occurred at larger local sample sizes when the common species were better mixed than the rare species. In this model, beta diversity was 100% when there was no mixing (upper left panel) or when sample sizes were very small (left edge of each panel). Similar intermediate maxima in the relationship between sampling intensity and beta diversity have been documented empirically (Cardoso et al. 2009), emphasizing the importance of rarefaction. Beta diversity decreased to zero as sample size increased when each species had a non-zero probability of occurring in every patch.

This phenomenon of variance initially increasing with sampling effort should apply only for presence-absence metrics such as the Jaccard. For abundance-based metrics such as the Manhattan index (Appendix S3: Fig. S1), the relevant sampling distribution is the Poisson, and beta diversity—driven by the coefficient of variation across patches—decreased continuously with increasing within-patch sample size. We also evaluated a number of other common beta diversity indices and demonstrated the ubiquity of sampling issues (Appendix S3: Fig. S3); the pattern of continuous decrease in observed beta diversity with increased within-patch sample size holds generally, although the effects of different SADs and numbers of patches sampled vary across abundance-based metrics.

Beta diversity studies, and especially the development of new ways to quantify and partition diversity, have exploded in recent years (Chao et al. 2005, 2014a, Crist and Veech 2006, Anderson et al. 2011, Chao and Chiu 2016). For example, Tuomisto (2010a, b) emphasized metrics that represent ratios between global (gamma) and local (alpha) diversities, rather than directly quantifying among-community diversity. We have not evaluated the performance of the new generation of beta diversity metrics, focusing instead on the more classical approaches implemented within the vegan package (and still widely used in empirical studies). However, given that our qualitative results are driven by the basic properties of sampling variances, we expect that they will generalize to any characterization of beta diversity that attempts to measure among-patch diversity in some form.

**Power analysis**

The results of the power analysis (Fig. 4) were encouraging. If our rarefaction method successfully accounted for differences in number of individuals within a patch, then for simulations with differing numbers of individuals within a patch but the same true asymptotic beta diversity (i.e., \( p_{mix} = 0 \)), the rarefied comparison should have rejected the null hypothesis 5% of the time (because we used \( \alpha = 0.05 \)). When the number of patches did not differ too radically between treatments (i.e., \([20,20]\) or \([10,30]\)), our method was actually conservative: The rejection rate for null simulations was about 1% rather than 5% (averaging across all other parameters: rejection rate = 0.95% for \([20,20]\), 1.5% for \([10,30]\), standard error of 0.3%). (We note that the implementation of Anderson’s (2006) PERMDISP2 procedure in the vegan package, betadisper, is also conservative in this case.) For large differences in the number of patches (\([5,35]\)) and a patch size of 10 individuals, our rarefaction method gave a reasonable rejection rate of 5.9% (SE 0.4%); however, it became anticonservative (rejection rate = 13%, SE 0.9%) for patch size of 20 (Fig. 4; see also Appendix S4: Fig. S1). Thus, we caution against using our method to compare treatments with radically different numbers of patches, although we would expect that such unbalanced designs would only occur for opportunistic and/or observational data sets.
When there was a true among-treatment difference in asymptotic beta diversity, our method successfully captured the effects. Overall, a difference in mixing rates of approximately 0.2 (i.e., species are mixed across patches at rate 0.4 for one treatment and rate 0.6 for the other) was sufficient to attain 80% power, with higher power being obtained in balanced designs and with larger population sizes (and correspondingly lower power for unbalanced designs and small patch sizes).

Fig. 3. Beta diversity can emerge from spatial variation in both common and rare species. Shown here is beta diversity measured as mean pairwise Jaccard distance for a response surface of beta diversity originating from rare species (from left to right) and common species (top to bottom) for communities of variable rank-abundance skew. Note the effects of rank-abundance skew are on the intermediate maxima are present only when beta diversity originates from some fraction of both rare and common species in the community, with the most pronounced intermediate maxima for communities with high rank-abundance skew and a large fraction of the beta diversity coming from both common and rare species (i.e., bottom right panel).
Using rarefaction to interpret the effects of predators on beta diversity

The two case studies showed that predators differed substantially in their effects on prey abundance and alpha diversity. The first predator, the arc-eye hawkfish (*Paracirrhites arcatus*, hereafter hawkfish), decreased prey abundance (Fig. 5A) and alpha diversity (Fig. 5B). Based on the decline in prey density (i.e., patch size), the model described above and the recent work presented by Chase et al. (2011), we predicted that hawkfish would cause a corresponding increase in beta diversity measured as Jaccard dissimilarity. As expected, beta diversity increased in the presence of hawkfish by 38% (Fig. 5C). Importantly, this increase in Jaccard dissimilarity persisted even after rarefaction (Fig. 4D; albeit with a smaller effect size of a 26% increase), suggesting that predators increased beta diversity through two mechanisms: a reduction in the number of individuals (a sampling-driven effect) and a reduction in sampling-adjusted beta diversity. In this case, sampling effects inflated the positive effects of predators on beta diversity; however, in other cases, sampling effects might mask (or reverse) the apparent effects of a given ecological process on beta diversity. This was exemplified by our second example. The peacock grouper (*Cephalopholis argus*, hereafter grouper) strongly decreased prey abundance (Fig. 5E) and species...
richness (Fig. 5F), and increased (non-rarefied) beta diversity by 16% (Fig. 5G). However, rarefied beta diversity decreased in the presence of groupers by 50% (Fig. 5H). The decline in (rarefied) beta diversity in the presence of groupers was likely driven by predators acting as environmental filters, removing poorly defended species from the species pool (Stier et al. 2014); however, this effect was masked in the analysis of un rarefied beta diversity because of the stronger sampling effect mediated through the decline in prey density.

**DISCUSSION**

Recent studies exploring the ecological processes driving beta diversity have by and large neglected the biases introduced by limited sampling. The sampling effects we illustrate here highlight the need for accessible and accurate tools to quantify beta diversity within communities or compare beta diversity among communities. Our results corroborate recent empirical and theoretical studies that demonstrated the importance of sampling effects in driving beta diversity (Cardoso et al. 2009, Beck et al. 2013). We extend the current understanding of sampling effects in three distinct ways. (1) We conceptually distinguish among environmental filtering and two sources of sampling effects—patch size and sampling effort; (2) we show that the effects of sampling on beta diversity depends on the shape of the rank-abundance curve and whether beta diversity originates from common or rare species; and (3) we develop a new method to calculate rarefied beta diversity for two or more sets of patches, and use two cases that demonstrate its utility. This method is implemented in an R package, betararef (https://github.com/bbolker/betararef; Appendix S1).

**Effects of sampling effort vs. patch size**

We have discussed the effects of patch size and sampling effort on observed beta diversity in a single framework because they are computationally similar. The horizontal axes in Figs. 2 and 3 could be changed from “number of individuals sampled” to “patch size” or “sample size,” changing their interpretation without changing their shape. What matters from an estimation point of view is only the expected abundances or incidences in a sample; it does not matter whether 10 individuals counted represent a 10% sample of a population of size 100, or a complete sample of a population of 10. However, the interpretation of the results may be quite different. Changes in beta diversity driven strictly by
incomplete sampling will disappear if communities are exhaustively sampled. In contrast, a set of patches can exhibit beta diversity because a limited number of individuals can persist within a given patch. That is, in these cases, the patches themselves have incompletely “sampled” the potential residents. Therefore, processes such as predation, drought, or resource limitation that drive local patch size can produce distinct patterns of beta diversity. Such effects cannot be overcome by increased sampling effort. To illustrate this issue, consider predator–prey interactions that are influenced by the availability of predator-free space (Jeffries and Lawton 1984), such that the maximum number of prey in a patch is a function of the number of refuges. In the presence of predators, the number of available refuges sets patch size, a limitation that disappears in the absence of predators. As we have shown (Figs. 2, 3, 5), communities with predators may therefore have different observed beta diversity relative to those without predators.

**Observed, rarefied, and asymptotic beta diversity**

It is useful to distinguish among observed (i.e., unreferenced) beta diversity (beta diversity as computed directly from observed samples, without any form of sample size adjustment), rarefied beta diversity (beta diversity adjusted for sampling effects by appropriate subsampling methods), and asymptotic beta diversity (the expected beta diversity from a large sample, drawn from a large local community); similar distinctions have been made in the context of alpha diversity estimation (Colwell et al. 2012, Chao et al. 2014b). While rarefaction is a useful tool for understanding and adjusting for sampling effects in beta estimators, rarefaction procedures necessarily involve throwing away data. For example, to quantify rarefied beta diversity in the case studies described above, we rarefy a group of patches (i.e., reduce the sampling effort in some patches) and then quantify beta diversity; when there is wide variation in local patch size or sampling effort so that some patches have very small numbers of individuals, the resulting loss of information can be catastrophic. This loss of data is important, because it can limit the power we have to detect differences in beta diversity between two communities. In particular, at very small sample sizes, the difference between two rarefaction curves can be very hard to detect, as they will converge to nearly 100% dissimilarity as the number of individuals per patch approaches a single individual.

In the future, we would ideally like a strategy for estimating asymptotic rather than rarefied diversity, which would adjust for differences in sampling effort and/or local patch size without discarding data and losing power. Such solutions for alpha diversity are far ahead of current methods for beta diversity (e.g., Chao et al. 2013), although asymptotic alpha diversity estimates have their own set of constraints. In particular, Haegeman et al. (2013) have established that asymptotic species richness cannot be reliably estimated for strongly undersampled communities such as environmental or host-associated microbiomes (also see Mao and Colwell 2005, Chao et al. 2014b). For stable conclusions, researchers must either use more robust metrics associated with higher Hill numbers (i.e., Simpson diversity corresponding to the Hill number with \( q = 2 \); Chao et al. 2014b) or compare richness at a common rarefied reference size (Navas-Molina et al. 2013). We hypothesize a similar set of limitations may be true for asymptotic beta diversity.

Despite these limitations, analogous methods for estimating asymptotic beta diversity would be extremely useful. Although such methods do not yet exist, recent advances in quantifying species rank-abundance distributions (RADS) may provide a starting point. Chao et al. (2015) highlight that the observed relative abundance for any species is an overestimate of its true value, due to the failure to detect species that are actually present in the community. This results in a biased RAD and the well-known underestimation of true alpha diversity. Importantly, Chao et al. provide a framework to estimate the number and relative abundance of undetected species inferred to be present in the assemblage, thus closing the gap between observed and asymptotic alpha diversity. This approach might be extended to beta diversity, but the significant challenge is that the undetected species in a sample are not actually identified, and thus, asymptotic beta diversity cannot be clearly delineated. There may be indirect ways to infer (dis)similarity between the undetected species, but this vexing problem does not have an apparent (or necessarily viable) solution.
Given that we cannot yet estimate asymptotic beta diversity for patches of finite size, we suggest empiricists quantify both observed and rarefied beta diversity. Researchers should also consider beta diversity metrics such as the Chao-Jaccard index, which adjusts beta diversity for the number of unseen species (Chao et al. 2005) and the modified Raup–Crick index, which adjusts beta diversity for the interdependency of alpha diversity and beta diversity (i.e., assuming that beta diversity is estimable as the difference between alpha, beta, gamma diversity on an additive or multiplicative scale; Crist and Veech 2006, Chase et al. 2011). Such a multimetric approach, while dense, allows researchers to use the best available tools, and to evaluate the robustness of their conclusions, the contribution of sampling effects to those patterns, the importance of unseen species, and the role of interdependency between alpha diversity and beta diversity.

Our case studies demonstrated how calculating observed and rarefied beta diversity can provide insight into the role of a given process in driving beta diversity. In both experiments, predators caused substantial reductions in abundance. This effect of predators on abundance drove differences in observed beta diversity between predator and no-predator treatments, in one case but not the other, by limiting the degree to which a given patch sampled the species pool. In circumstances where communities can be completely sampled (e.g., as was true with the case studies described here), rarefaction can be used to gain additional insight into whether shifts in beta diversity are driven solely by changes in effective patch size, or whether the observed beta diversity is driven by a combination of patch size effects and other effects such as disproportionate effects of a given process on certain species. For example, if predators reduce patch size through generalist predation (i.e., by affecting all species in proportion to their abundance), then observed beta diversity will be lower in the presence of predators (due to reduced sampling), but rarefied beta diversity will be similar in the two treatments (Almany and Webster 2004). In contrast, if predators exhibit positive frequency dependent foraging (e.g., by disproportionately consuming common species), or promote the persistence of certain species by modifying competitive dynamics, then the effects of predators on beta diversity should persist even after rarefaction.

The two case studies presented here show that sampling effects can mask the qualitative and quantitative effects of predators on beta diversity. In our first case study, we showed that the positive effect of hawkfish on observed prey diversity persists for rarefied beta diversity, suggesting hawkfish positively affected beta diversity beyond affecting patch size. The authors hypothesized that hawkfish increased rarefied beta diversity by increasing the strength of competitive priority effects (Stier et al. 2013). Sampling effects inflated the positive effects of hawkfish on beta diversity, but the qualitative effect of hawkfish remained positive. In the second study, however, sampling effects masked the qualitative effect of predators on asymptotic beta diversity with a positive effect of groupers on observed beta diversity, and a negative effect of groupers on rarefied diversity. Rarefaction showed that predators reduced beta diversity more than expected based on their effects on patch size. These negative effects of groupers on beta diversity were likely driven by a homogenization of prey communities through the elimination of a number of species from the species pool.

Individual- vs. sample-based rarefaction

Our proposed method invokes individual-based rarefaction rather than sample-based rarefaction (sensu Gotelli and Entsminger 2001). A recent paper by Dornelas et al. (2014) implemented sample-based rarefaction when quantifying temporal changes in beta diversity at a global scale. Relative to rarefying by individual, sample-based rarefaction preserves species aggregation characteristics; however, the bias between rarefied and asymptotic beta diversity we detail above and in Appendix S5 can still persist when using sample-based rarefaction. For example, imagine a nutrient addition experiment where there are two treatments with and without nutrient additions (N+ and N−, respectively), each with three replicates. At the end of the experiment, the N+ plots have 30, 40, and 45 individuals and the N− plots have 5, 10, and 15 individuals. Because there is no difference in the number of plots, sample-based rarefaction is not warranted, yet an asymmetry in abundance
remains. Therefore, sample-based rarefaction will not address all sampling issues when estimating beta diversity.

**CONCLUSION**

Our stochastic sampling model predicts a negative or occasionally uni- or multimodal relationship between within-patch sample size and beta diversity. These results corroborate recent studies that demonstrate the importance of sampling effects in driving beta diversity (Cardoso et al. 2009, Beck et al. 2013). Our study identifies the classes of communities most prone to sampling effects and evaluates two different types of sampling effects: (1) the effects of patch size and (2) the effects of sampling effort. The historical absence of rarefaction tools in beta diversity literature may limit the inference we can take from previous studies that have examined the ecological drivers of beta diversity. The direction and strength of bias in previously published studies is difficult to discern given the intermediate maxima present for the relationship between population size and beta diversity. Acknowledging sampling effects and addressing them using rarefaction is key to empiricists attempting to understand the ecological processes that drive beta diversity and community assembly.
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Appendix S1  Code/introduction

All the code that we use in the paper, and in the appendix, is available as an R package. It can be installed via

```r
library(ghit)
install_github("bbolker/betararef")
```

You will need to install the ghit package from any standard CRAN repository first (if you have the devtools package installed, you can use that instead). Since the package contains only R code (no compiled C/C++/FORTRAN code), you should not need to have other development tools installed.

To begin using the package you need to load it (it needs to be installed only once per R installation, but loaded every time you start a new R session):

```r
library(betararef)
```
Appendix S2  Community simulator

The simulation first simulates a set of ‘endemic’ species in a specified number of patches, then mixes some proportion of each species randomly across all patches according to specified rules. The parameters of the simulation are as follows:

\textbf{n.abund} number of abundance categories (e.g. 2={common, rare}; 3={common, intermediate, rare})

\textbf{p.abund} proportional change between abundance categories (rank-abundance curve is geometric: overall frequencies of abundance categories are proportional to \{1, \phi, \phi^2, \ldots \})

\textbf{spcat} number of species per site per abundance category (i.e. the total number of (endemic) species per site is \text{spcat} \times \text{n.abund}, and the complete size of the species pool is \text{spcat} \times \text{n.abund} \times \text{n.site}): may be < 1, but the total number of species per abundance category (\text{spcat} \times \text{n.site}) must be an integer

\textbf{n.site} number of sites

\textbf{n.indiv.site} number of individuals per site

\textbf{p.mix} vector of mixing probabilities for each abundance category: 0=no mixing, 1=complete mixing, e.g. when \text{n.abund}=2, \{0,1\} means that common species are completely mixed and rare species are completely endemic

\textbf{rand} “none”: expected number of individuals per site/species is reported; “multinomial”: number of individuals per site is held constant, proportions chosen randomly; “poisson”: number of individuals per site/species is Poisson distributed

In general the simulator returns a site $\times$ species matrix, which we can post-process with the tools from \textit{vegan} to compute beta diversities.

Here are some typical examples. If we use all of the default values for \textit{betasim}, we get 3 sites (rows) with a total of 30 species: 5 abundance classes $\times$ 2 species per site $\times$ 3 sites. By default there is no mixing among sites (100% beta diversity), so looking at the default plot (rows=sites, columns=species) we see that each site has blocks of 2 species from each abundance class (grayscale indicates prevalence) (Figure S1). (The default for \textit{betasim} (but not for \textit{simComm}) is to introduce no randomness at all, simply returning a matrix with the expected number of individuals of each species at each site.)

If we allow 100% mixing, then all species are present at all sites in the same numbers (Figure S2). We can also allow partial mixing (Figure S3) and Poisson variation in the output (Figure S4).

We can change the number sites or the number of abundance classes: by default, the \text{spcat} (number of species per site per abundance category) will be adapted to try to make the total number of species come out correctly (i.e. \text{spcat} will be set to \text{totsp}/(\text{n.site}\times\text{n.abund}): Figure S5). If \text{totsp} is not an even multiple of \text{n.site}\times\text{n.abund}, the results may be slightly unpredictable...

\texttt{calcbeta} calculates distances from the centroid (by default, using a Jaccard index on presence-absence data: Figure S6).

\texttt{simComm} simulates multiple communities (with possibly different characteristics) at the same time (Figure S7).
Figure S1: Species matrix for default **betasim** settings: 3 sites, 10 species per site (5 abundance classes/2 spp per abundance class), no mixing.

Figure S2: Species matrix for **betasim()** with default parameters (3 sites/5 abundance classes/2 spp per AC) but 100% mixing.
Figure S3: Species matrix for `betasim()` with default parameters (3 sites/5 abundance classes/2 spp per AC) and 50% mixing for all abundance classes.

Figure S4: Species matrix for `betasim()` with default parameters (3 sites/5 abundance classes/2 spp per AC) with 50% mixing for all abundance classes and incorporating Poisson variation in the output.
Figure S5: Species matrix for `betasim()` with 5 sites, 3 abundance classes, 2 spp per AC, 25% mixing for all abundance classes, and Poisson variation.
Figure S6: Histogram of calcbeta output for 10000 simulated communities (median Jaccard distance to centroid).
Figure S7: Output of \texttt{simComm}: two communities simulated simultaneously, with 30 species at each site and mixing proportions of 0.2 and 0.7 respectively.
Appendix S3  Alternative diversity indices

In the main text we focus on the Jaccard index based on binary (presence-absence) data. The literature is full of alternative diversity measures; while our analysis focuses on the effect of sampling rather and hopes to be generally applicable across different indices, we should at least consider what would happen if we were to use an index based on continuous (count) data instead. Figure S1 shows results for the Manhattan index (we use either Hellinger or square root transformations as recommended by Legendre and De Càceres (2013); however, Legendre and De Càceres 2013 have also criticized the Manhattan index, saying that in particular it does not properly handle situations where multiple sites are missing the same pairs of species).

![Figure S1: Diversity results for Manhattan index](image)

This analysis extends the general principle that we can understand the effects of sampling on beta diversity by considering the expected effect of sampling intensity on variance. In this case, the responses are counts rather than binomial (binary) responses, so the expected variance of the response, and thus the estimated beta diversity, is proportional to $1/\sqrt{N}$. In contrast to the binary Jaccard results, there is no hint of non-monotonicity on the beta diversity curves. The number of sites has negligible effects on the computed beta diversity: the rank-abundance curve has moderate effects, although they disappear in extreme (low- or high-mixing) cases.

Chase et al. 2011 have recommended the Raup-Crick dissimilarity index, which characterizes...
Figure S2: Diversity results for Raup-Crick index
diversity as the probability (based on permutation tests) that two communities have the same species composition. Raup-Crick indices are robust to many different aspects of community structure, and indeed when we run the same set of analyses as Figure 3 in the main text, we see that this index is robust to variation in all axes of ecological variation (number of sites, rank-abundance curve, mixing probabilities) except for sampling intensity/local population size (Figure S2). In other words, the figure shows the same general decrease in beta diversity with increasing sample size as other density-based metrics such as the Manhattan index, but the curves are identical across all other axes of variation.

Figure S3: Beta diversity curves (scaled 0-1 for each diversity metric) as a function of sample size for a range of distribution for pmixrare=pmixcommon=0.5.
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Appendix S4  Power analyses

We ran power analyses of hierarchical rarefaction analysis, varying the true difference in beta diversity, the average population/sample size per patch, the difference in population/sample size per patch, and the difference in the number of patches. We kept the average number of patches equal to 20, and the number of species per community equal to 20.

The results show that for a per-patch population size of 20, the test is actually slightly conservative (i.e., the probability of rejecting the null hypothesis with $\alpha = 0.05$ when it is true ($\text{pmixdiff}=0$) is actually slightly less than 0.05; for a per-patch population size of 10, the results are slightly anti-conservative. The power curves (i.e., power to detect a specified level of difference in beta diversity) change little as a function of per-patch population size or population size difference, and declines slightly with increasing asymmetry in the number of patches per site, probably driven by low power in the community with the small number of patches.

![Figure S1: Type I error rates (rejection rates when pmixdiff=0).](image)

Mean and standard error of type I error rate (true difference in asymptotic beta diversity/mixing parameter=0), by differences in numbers of sites, not including patch size=20 case for 30-site \{5,35\} case:

| sizediff | a.mean | a.se  |
|----------|--------|-------|
| 0        | 0.009  | 0.003 |
| 20       | 0.015  | 0.003 |
| 30       | 0.059  | 0.004 |

For patch size=20, number of sites=\{5,35\}:

| a.mean | a.se  |
|--------|-------|
| 0.133  | 0.009 |
Appendix S5  Sample-based rarefaction

As we mention in the paper, our approach to multi-level rarefaction is based on individual-level rarefaction, in part because of the commonness of community data with only a single sample per patch (in which case sample-based rarefaction is useless) and in part because of the complexity of bookkeeping in the multi-sample/sample-based rarefaction case.

If we stop worrying about the constraints of rarefying each patch to the minimum number of individuals found in any patch, in any treatment (which is what necessitates the complex matching strategy implemented in the package), we can come up with a reasonably simple strategy for rarefaction.

- pick the per-patch size $N$ to rarefy to
- for each patch in each community,
  - while the accumulated patch size is $< N$, pick a sample from that patch without replacement
  - if the next-chosen patch makes the patch size $> N$, either
    * take only the number of individuals from the sample that brings the patch up to the target, or
    * add the sample to the patch community, then remove enough individuals from the community at random to bring it back down to the target size

We have not implemented this functionality yet.