Natural orbit approximations in single power-law potentials

Curtis Struck *
Department of Physics and Astronomy, Iowa State University, Ames, IA, 50014 USA

26 November 2014

ABSTRACT

In a previous paper, I demonstrated the accuracy of simple, precessing, power ellipse (p-ellipse) approximations to orbits of low-to-moderate eccentricity in power-law potentials. Here I explore several extensions of these approximations to improve accuracy, especially for nearly radial orbits. 1) It is found that moderately improved orbital fits can be achieved with higher order perturbation expansions (in eccentricity), with the addition of ‘harmonic’ terms to the solution. 2) Alternately, a matching of the extreme radial excursions of an orbit can be imposed, and a more accurate estimate of the eccentricity parameter is obtained. However, the error in the precession frequency is usually increased. 3) A correction function of small magnitude corrects the frequency problem. With this correction, even first order approximations yield excellent fits at quite high eccentricity over a range of potential indices that includes flat and falling rotation curve cases. 4) Adding a first harmonic term to fit the breadth of the orbital loops, and determining the fundamental and harmonic coefficients by matching to three orbital positions further improves the fit. With a couple of additional small corrections one obtains excellent fits to orbits with radial ranges of more than a thousand for some potentials.

These simple corrections to the basic p-ellipse are basically in the form of several successive approximations, and can provide high accuracy. They suggest new results including that the apsidal precession rate scales approximately as $\log(1 - e)$ at very high eccentricities $e$. New insights are also provided on the occurrence of periodic orbits in various potentials, especially at high eccentricity.
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1 INTRODUCTION

Celestial mechanics in the Solar system is grounded on the Kepler ellipse solution for the point-mass potential, and perturbations to it. Components of galaxies present a number of other spherically-symmetric potentials, some of which can be approximated by single or multiple power-law forms. Unfortunately, no exact orbital solutions, like the Kepler ellipse, are known for any but a handful of these cases.

This paper will focus on a series of approximations to fit individual orbits accurately, even nearly radial orbits, in a range of spherically symmetric potentials. Although orbit solutions are an ancient problem, there have been a number of recent publications on sophisticated methods to approximate them in the literature; some of these were noted in Struck (2006) henceforth Paper I), and Valluri, et al. (2012). Most of this attention has focused on orbits in asymmetric potentials, e.g., relevant to barred galaxies, (but see Reynolds & Shouppe (2010) on periodic orbits in symmetric potentials.) The logarithmic potential, which in its symmetric form describes flat rotation curve discs, has been the object of special attention. Belmonte, Boccaletti, & Pucacco (2007) and Pucacco, Boccaletti, & Belmonte (2008) have used Lie transform methods and normal form approximations to find periodic orbits. Contopoulos & Seimenis (1990) and Valluri, et al. (2012) expanded on the Prendergast (1982) orbit approximation, Touma & Tremaine (1997) developed a symplectic map technique to study general orbital dynamics in the logarithmic and other potentials.

Another area of focus in these and other papers (e.g., Valluri, et al. 2005) is determining the rate of apsidal precession in various potentials. The classical theorem of Newton (1687) gives this for spherical power-law potentials in the limit of near circular orbits. Valluri, et al. (2005) and
Valluri, et al. (2012) numerically integrate expressions they derive for the eccentricity dependence of less circular orbits, especially in the logarithmic potential. The latter paper emphasizes the utility of the Lambert W and polylogarithmic functions. Most of these techniques involve series solutions, below I will develop a compact, accurate, analytic approximation for the precession function. Lynden-Bell (2010) also see Lynden-Bell & Jin (2008) used action-angle methods to derive an analytic expression for the orbits in any central potential, with “better than 1 per cent accuracy for the angle between pericentre and apocentre,” though less accurate for highly eccentric orbits in some cases. (Also see Ueda, et al 2014) Williams, Evans, & Bowden (2014) build on this work, and derive approximations with very small errors in the actions, and which become exact in the circular and radial limits. They apply their results to stellar streams; Sanderson, Helmi, & Hogg (2014) also apply an action space approximation to galactic tidal streams. That application will not be considered in this paper, but the very accurate approximations given for orbits with very large radial could prove very useful there.

In Paper I, I presented the basic properties of a very simple family of approximations to orbits in power-law potentials, especially potentials relevant to galaxy components, which are extended here. The functions considered were powers of the azimuthal part of the usual polar equation for a Kepler ellipse, and were called p-ellipses. In addition to doing a good job of modeling the radial excursions of orbits up to moderate eccentricities, these p-ellipses are surprisingly good at approximating the rates of apsidal precession over a significant range of power-law index in the potentials. The methods explored in this paper have many points of contact with the literature, especially with those of Lynden-Bell (2010). The methods detailed in the latter apply to a wider range of potentials, but the approximations described below appear to do at least as well in fitting an extensive range of orbits in power-law potentials, and are based on the simple p-ellipse functions rather than approximations to an integral for the azimuthal angle.

An aside on terminology - the term p-ellipse is conveniently brief, if not very descriptive. It is tempting to use the term “power ellipse,” since this term is more like the naming of other generalizations of the simple ellipse function, including the superellipses (Lamé curves) and the “superformula” (or Gielis) curves (Gielis 2003). However, “power ellipse” is not any more descriptive, and is potentially confusing. The p-ellipses are generally different than either of the other ellipse generalizations, though they can produce many similar oval or star-like forms. Some particular p-ellipses with added harmonics (as described below) are special cases of the superformula. The p-ellipses are also related to, but not the same as epicycloids and spirograph curves.

To return to the topic of approximation, perturbation expansions of the p-ellipse solution in eccentricity provide relations between the several parameters of the solution. The results of Paper I were largely obtained with a first-order perturbation approximation. It was briefly noted in Paper I that by freely adjusting the three parameters (see below) of a p-ellipse, one could do much better in fitting a wide range of orbits, including those with high eccentricities. This is one reason p-ellipses can be considered as “natural” orbit solutions in power-law potentials. However, these results leave us with a gap between having a systematic procedure for fitting orbits over a range of potential index at low eccentricity, and a trial-and-error procedure otherwise. As a specific example, the first-order approximation predicts that the apsidal precession frequency (relative to the circular frequency) depends only on the power-law index of the potential, yet it is clear from numerical models that it also depends on the radial range or eccentricity for high values of these quantities (see Valluri, et al. 2009). Of course, there are a wide range of general, multi-parameter functional fitting techniques available to fit individual orbits, but they do not give the valuable scaling information, such as the dependence of precession frequency on eccentricity.

A straightforward method is to extend perturbation approximations to higher order, and in the following we will explore second and third order approximations, though to avoid being over-determined, these require additional terms in the solution. Series approximations to orbits have no such difficulty, since they have infinite terms. The present case is more like epicyclic approximations, where successive improvements require added epicycles. Although exactly what to add, and how to add it is not as clear. In addition, the effect on accuracy of imposing different initial or boundary range conditions in the parameter relations is also considered below. The default is specifying the position and velocity of the orbiting body at an initial time. However, other choices are possible, and it turns out that they are usually more productive.

In the following section (and the Appendix) I derive or summarize the equations of motion, the p-ellipse solution and perturbation approximations to various orders. In Section 3 this toolkit is used to compare the results of various approximations in a range of cases. Section 4 considers the special cases of orbits with extreme radial ranges, and modifications of the approximations to deal with them. In Sections 3 and 4 a rather long series of approximations is explored. Successful prescriptions are discovered, but some unproductive or even unstable alternatives are also noted. The results are summarized and applications outlined in the final section.

2 EQUATIONS AND APPROXIMATIONS IN SINGLE COMPONENT POTENTIALS

2.1 Basic equations

In this section I present the basic equations used in the remainder of the paper. Newton’s equation of motion for a massless particle in a fixed, spherically symmetric power-law potential can be written,

\[ \frac{d^2r}{dt^2} = g_r + \frac{v_\phi^2}{r}, \]

\[ g_r = \frac{GM}{r^{2\delta+1}}, \quad \delta = \frac{1}{2}; \]

\[ g_r = -\frac{GM_\epsilon^{2\delta-1}}{r^{2\delta+1}}, \quad \delta \neq \frac{1}{2}, \]

where \( r \) is the particle’s radius in the orbital plane, \( v_\phi \) its azimuthal velocity, and \( \delta \) is the power specifying the potential.
In the first case ($\delta = 1/2$) $M$ is the total mass, in the second one there exists an arbitrary scale radius here designated $\epsilon$, and $M_\epsilon$ is the mass contained within it. This notation is generally consistent with Paper I, though there the scale radius was identified with a softening radius. In this paper softening of the power-law potential is not considered. As in generally consistent with Paper I, though there the scale radius was designated $\epsilon$, there exists an arbitrary scale radius here designated $\epsilon$.

The basic p-ellipse solution of Paper I is, \[ u = \frac{1}{p} \left[ 1 + e \cos (m\phi) \right]^{\frac{1}{2} + \delta}, \] where this function is recognized as a simple ellipse with the part in square brackets taken to the power $\frac{1}{2} + \delta$. For a fixed potential this solution has three parameters: $e$, the eccentricity, $p$, the semi-latus rectum, and $m$, which is the ratio of precession and orbital frequencies. Sometimes it will be referred to simply as the frequency. When $\delta = \frac{1}{2}$ and $m = 1$, then equation (3) gives the Kepler ellipse.

A three-dimensional parameter space is not huge, especially with initial conditions, conservation conditions or extremal values of $u$ to constrain the parameter values. Perturbation theory can provide additional relations needed to solve for the parameter values, or alternately, a basis for comparison to other approximations.

### 2.2 Perturbation approximations

In Paper I the eccentricity was assumed to be small, and approximations were derived by expanding equation (3) in powers of $e$. There the focus was on the first-order approximation, while here we extend consideration to the second and third-order approximations in order to study more eccentric orbits.

#### 2.2.1 First-order approximation

We recall from Paper I that the first-order approximation gave equations for the semi-latus rectum of an orbit as a function of the orbit constant $c_3$ (equation (4)), and of the orbital frequency $m$, in terms of the power index $\delta$. That is, to first-order, \[ c_3 = \left( \frac{1}{p_1} \right)^{2(1-\delta)}, \quad m_1 = \sqrt{2(1-\delta)}, \] Note that $m_1$ is also the ratio of the classical epicyclic frequency to the orbital frequency. A formula for the eccentricity in terms of $p$, and the specific angular momentum was also given in Paper I.

#### 2.2.2 Second-order approximation

A second order expansion of the p-ellipse equation (4), after substitution into the equation of motion gives three equations for the coefficients at constant, first, and second order in $e \cos (m\phi)$. However, because the p-ellipse is so simple, with only two parameters ($m$ and $p$) to solve for, this solution is over-constrained. The solution must be generalized. A variety of possible generalizations have been explored. For example, in Paper I an epicycle of the same frequency was added to the power ellipse. This attempt yielded no general improvements in the approximation.

To match orbital shape and the precession frequency, another approach is to consider harmonics, which would modify the shape of the orbit within a precession period. Furthermore, if the harmonics are of higher order in $e$, then they would couple to higher order terms from the expansion of the simple p-ellipse. I.e., we should consider terms of the form, $e^n \cos (nm\phi)$, where $n$ is a whole number. Such harmonic terms are related to powers of the fundamental, e.g., $e^2 \cos (2m\phi) = (1 + \cos (2\phi))/2$, and it turns out to be more convenient to use these powers in perturbative expansions of the p-ellipse. Specifically, the we choose the following generalization of equation (3) as the basis of a second-order approximation,

\[ u = \frac{1}{p} \left[ 1 + e \cos (m\phi) + f_2 e^2 \cos^2 (m\phi) \right]^{\frac{1}{2} + \delta}, \] which includes the additional coefficient, $f_2$. Expanding this function to second-order we obtain,

\[ up = 1 + \left( \frac{1}{2} + \delta \right) e \cos (m\phi) + \frac{1}{2} \left( \frac{1}{2} + \delta \right) \left( 2f_2 - \frac{1}{2} + \delta \right) e^2 \cos^2 (m\phi). \] After substitution of this expression and its second derivative into the equation of motion (equation (2)), and some algebra, we get the following coefficient equations. First,

\[ \frac{c_3}{p^2(\delta - 1)} = \frac{1 - \left( \frac{1}{2} + \delta \right) \left( \frac{1}{2} - \delta - 2f_2 \right) e^2}{1 + (1 - 2\delta) \left( \frac{1}{2} + \delta \right) \left( \frac{1}{2} - \delta - 2f_2 \right) e^2}, \] for $p_2$, the second-order semi-latus rectum and then,

\[ m_2 = 1 + (1 - 2\delta) \frac{c_3}{p^2(\delta - 1)} = 1 + (1 - 2\delta) \left[ \frac{1 - \left( \frac{1}{2} + \delta \right) \left( \frac{1}{2} - \delta - 2f_2 \right) e^2}{1 + (1 - 2\delta) \left( \frac{1}{2} + \delta \right) \left( \frac{1}{2} - \delta - 2f_2 \right) e^2} \right], \] for the second-order frequency. Combining all three coefficient equations yields the following equation for $f_2$ in terms of $\delta$ and $e$ alone,
\[ f_2 = \frac{1}{4} - \frac{1}{2} \delta \]
\[-\left( \frac{1}{2} - \delta \right) \left( 1 + \delta - 2\delta^2 \right) \left( 1 + 3\delta + \left( \frac{1}{4} - \delta^2 \right) \left( 1 + \delta - 2\delta^2 \right) e^2 \right) \right], \tag{9} \]
which completes the second-order approximation.

### 2.2.3 Third-order approximation

The procedure for deriving the third-order approximation is the same as that of the previous section, if more complex. To begin, we add another harmonic term to equation (5) to obtain,

\[ u = \frac{1}{p} \times 
\left[ 1 + e \cos (m\phi) + h_2 e^2 \cos^2 (m\phi) + h_3 e^3 \cos^3 (m\phi) \right]^{\frac{1}{2} + \delta}, \tag{10} \]

Here we use the letter \( h \) for the coefficients, instead of \( f \), to distinguish the different cases, i.e., \( f_2 \) does not equal \( h_2 \).

The third-order expansion in \( e\cos(m\phi) \) is,

\[ u_p = 1 + \left( \frac{1}{2} + \delta \right) e \cos (m\phi) \]
\[ + \frac{1}{2} \left( \frac{1}{2} + \delta \right) \left( 2h_2 - \frac{1}{2} + \delta \right) e^2 \cos^2 (m\phi) \]
\[ + \frac{1}{6} \left( \frac{1}{2} + \delta \right) \left( - \frac{3}{2} + \delta \right) \left( 2h_2 - \frac{1}{2} + \delta \right) \times \]
\[ \left( 6h_3 + 45h_2 e \right) e^3 \cos^3 (m\phi). \tag{11} \]

As before this expression and its second derivative (with respect to \( \phi \)) are substituted into the equation of motion, and in this case the result is a set of four coefficient equations. These four equations can in turn be solved for the four variables: \( m, p, h_2, \) and \( h_3 \). These various equations, which complete the third-order approximation, are given in the appendix.

To anticipate the results below, we will find that these harmonic approximations are useful aids in the search for accurate orbit approximations. However, their direct application turns out not to yield rapidly convergent solutions in many cases; another approach is more effective.

### 3 COMPARISONS BETWEEN APPROXIMATE AND NUMERICAL ORBITS

In this section we consider accuracy of several different extensions of the first-order, \( p \)-ellipse approximation, specifically, using added harmonic terms with and without perturbation expansions.

#### 3.1 Perturbation approximations with simple initial conditions

In Paper I the \( p \)-ellipse approximations and numerical orbits were compared within the context of several specializations. First, it was assumed that the initial conditions were such that the orbiting particle was located at the highest value of \( u(\phi = 0) \) with zero radial velocity (periapsis of \( r \)). These particular initial values only affect the fit in the trivial manner that it will be best at high values of \( u \) and worst at low values. As we will see below, the fact that we choose initial conditions the way we do is critical to the implementation of the perturbation approximations.
conditions of position and velocity at one point, rather than matching the radial range of the orbit is more consequential.

A second specialization in Paper I was that the value of the semi-latus rectum was generally chosen to be \( p = 1 \). This was viewed as a convenience, but actually raises a more subtle issue. The p-ellipse orbits always have a symmetry in \( u \) around the value \( u = 1/p \), i.e., \( u'' = 0 \) when \( u \) has this value (\( m\phi = \pi/2, 3\pi/2, \text{ etc.} \)). This is not generally true of the numerically integrated orbits, except when the force constant is \( c_3 = 1 \). Evidently, \( c_3 \) does not scale with \( p \) exactly as predicted by the p-ellipse approximation of equation (3), but has a more complicated dependence on \( p \). However, this problem can be circumvented by using a specific selection of units, where \( c_3 = 1 \). This can be achieved by adjusting the units of the semi-latus rectum, so that it will be the unit of length to first order. A particular orbit approximation can be scaled to a given orbit size after the other parameters are determined.

With these conventions, we can then compare the approximations of the previous section to the numerical orbits. Fig. 1 gives a first example. It shows a comparison between the three levels of approximation of the previous section and the numerical orbit in the cases with three different potentials, and orbits extending over about a factor of a few in radius. The initial variable values were the same in all approximations shown in each panel.

The top panel shows the radial (\( u \)) variation over about a dozen orbital periods in a representative flat rotation curve (\( \delta = 0.0 \)) case. Clearly, the first order approximation (red dashed curve) goes to much lower values of \( u \) (larger radii) than the numerical solution (blue solid curve). The second-order approximation (black dotted curve) partially corrects this defect, but drifts more rapidly in phase relative to the numerical solution than the first order approximation. The third order approximation largely corrects this phase effect, but does not improve the amplitude error. If these trends continued with additional harmonic terms, then it appears that one would have to go to fifth-order or higher in the perturbation expansion to obtain a very accurate approximation for an orbit with this amount of radial variation.

The middle panel shows a similar case in the declining rotation curve potential with index (\( \delta = 0.25 \)) halfway between the Kepler value (\( \delta = 0.5 \)) and the flat rotation curve cases. Here, the results are qualitatively similar to the previous case. However, the second-order solution does not correct the amplitude error much, and the phase drift of the third order solution is not reduced as much as in the previous case. Of course, this harmonic addition and perturbation expansion procedure would also not be the best way to fit an ellipse in the Kepler case. Indeed, only the first-order approximation (equation (4)) gets the frequency \( m \) correct in that case. We will return to this point below.

The lower panel shows a rising rotation curve case, with (\( \delta = -0.3 \)). In such cases, the radial variations are generally quite constrained for given initial conditions, and the first order approximation is quite poor at capturing this. The second-order approximation does much better. The third order approximation does not do better in correcting either amplitude or phase. In the rising rotation curve cases the phase drift is in the opposite sense of that in declining rotation curves. The poor performance (and relatively large expansion harmonic coefficient) of the third order approximation, suggests that this perturbation approach may not converge in such cases, or if it does converge, it may not do so monotonically.

One aspect of convergence is partially addressed in Fig. 2, which shows similar plots to Fig. 1, but for orbits with much smaller radial ranges or eccentricities. The top panel shows that all of them converge nicely to the numerical orbit at low eccentricity in the flat rotation curve case. The convergence is not as good (in both amplitude and phase) in the declining rotation curve case shown in the middle panel. In fact, the amplitude appears not to be converging, judging by the third-order approximation.

This is also true of the rising rotation curve case shown in the lower panel. In this panel the amplitude estimate of
the first and second approximation is quite good, though the rate of phase drift is high.

In sum, the added harmonic plus perturbation expansion is useful for modeling orbits with given starting points in potentials near the $\delta = 0.0$ case. In these potentials the third order approximation clearly provides a better fit, especially over long time periods. For potentials far from this case, it appears that the third order corrections are too large (not perturbative), and the approximation sequence may diverge in most cases. Overall, this procedure seems to yield rather limited improvements. This is not entirely surprising given that the convergence of the perturbation expansion is based on small values of the eccentricity. Because the coefficients in the expansion are not always small, evidently this procedure cannot be extended to relatively high values of eccentricity (or even moderate values in cases far from $\delta = 0.0$).

3.2 Fitting the radial range, but using perturbation equations for the precession rate

The perturbation procedure of the previous section is not how an ellipse is fitted to an orbit in the Kepler problem. In that case, the orbit (but not its orientation and the particle position on it) is specified by two parameters, which can be either the eccentricity and the semimajor axis, the specific energy and angular momentum, or the inner and outer radii. These elementary facts are worth recalling because they can be generalized for p-ellipses.

Specifically, we obtain an equation for the eccentricity parameter as the ratio of two instances of equation (3) evaluated at the inner and outer radii, where $m\phi = 0, \pi$. This equation can be solved to obtain,

$$e = \frac{u_+^{2/\pi} - u_-^{2/\pi}}{u_+^{2/\pi} + u_-^{2/\pi}},$$

(12)

where $u_+$ is the inner radius (largest $u$ value), and $u_-$ is the outer radius (also see Lynden-Bell 2010, equation( 7)). Evaluating equation (3) again at $u_+$ we obtain an expression for $p$,

$$p = \frac{(1 + e)^{\frac{1}{2} + \delta}}{u_+}.$$  

(13)

Analogous, but implicit expressions, can be obtained for the solutions with one or two added harmonics.

Of course, p-ellipses depend on three parameters, rather than two, so the orbit is not completely specified by the radial range or the energy and angular momentum. We need to take the precession into account, that is, find a value for $m$. One way to do that is to use the formulae from perturbation equations, that is, either equation (4), (8), or (26) for the first, second, or third order approximations (with harmonic terms in the solution), respectively.

Fig. 3 shows the results of this exercise, for the same three potentials and in the same format as Fig. 1. Clearly, the fit is generally better than Fig. 1, if simply because the radial amplitude is forced to fit. The phase drift is not generally better, however, though it is different. This is mostly because we have retained the overlarge radial range of the first-order approximation of Fig. 1, via the perturbation equations, so the eccentricities are too large, yielding incorrect values of $m(e)$ from the second and third-order formulae. The main point is that as before the approximate solutions drift within a few orbital periods, except in the case of the first-order approximation to the rising rotation curve case (lower panel). Even that result does not obtain for all rising rotation curve potentials.

Figure 3. Same as Figs. 1 and 2, but in the case where p-ellipse parameters $e$ and $p$ are determined by the radial range rather than the initial values, though the precession frequency $m$ is determined by the coefficient equations of the perturbation expansion. See the text for details.
Figure 4. Shows an example using the same approximations as used to produce Fig. 3, but with an orbit of small radial range. All three approximations for $m$, of different orders, converge in this limit, in this potential, but the third-order does not converge as well as the others.

Fig. 4 is analogous to Fig. 2, that is, showing orbits of small radial amplitude in this case. Of course, the amplitudes of the higher order approximations do not diverge in this case, but there is still some phase drift at low values of $e$.

3.3 Fitting the radial range and correcting the first-order precession rate

There is another way to estimate the third orbital parameter, $m$. That is simply to find a correction function, e.g., from numerically integrated orbits, to the first-order estimate of equation (4). This might appear to be the same as individual orbit fitting, which we abjured above. However, Figs. 1-4 show that the first-order estimate is quite accurate, so we can expect that the correction is generally modest, and hope that it is a smooth and slowly varying function across orbits with varying $e$ and $\delta$ (as suggested by the work of Valluri, et al. 2005 and Valluri, et al. 2012). If so, we can approximate the correction with a simple analytic fit, and thus, obtain a good analytic approximation.

Fig. 5 shows sample orbits in four different potentials, with the blue solid curves showing the numerically integrated orbits, and the dashed red curves the fitted p-ellipse approximations. The dotted curves show p-ellipse with an added harmonic discussed below. All of these are fairly radial orbits, and the fits are generally very good, and with the adjusted value of $m$, it remains good over an arbitrarily long time.

A few features of these individual cases are worth noting. First, Fig. 5a demonstrates that in the logarithmic potential this simple approximation can be quite accurate even for orbits spanning a large radial range (nearly a factor of 10 in the case shown). Secondly, for potentials closer to the Kepler case, like that shown in Fig. 5b, the accuracy is even better. Thirdly, the approximation is much weaker in the case of small negative values of $\delta$, like that shown in Fig. 5c. The greater deviation of the dashed power ellipse curve from the numerical curve is clear, though the dotted harmonic curve is still a good fit. The radial range is not so large in this case, and the approximation gets worse rapidly as that range is increased. Fig. 5d shows a nearly solid-body rotation curve case where the fit is also not highly accurate,
in all cases. These formulae are quite accurate up to orbits with radial ranges slightly greater than those shown in Fig. 5. They are a bit cumbersome, but can be simplified with the loss of a little accuracy. First of all, we note that the corrections are negligible for the Kepler and solid-body cases ($\delta = 1/2, -1$, respectively), and small for other rising rotation curve potentials between the flat rotational curve and solid-body cases. Secondly, note that the expressions in the first two expressions of equations (14) are quite similar. Thus, with linear fits to the potentials with $\delta = 0.25, 0.0$, and $-0.30$, we obtain,

$$\frac{m_{corr}}{m_o} \approx 1.000, \; \delta = 0.5;$$

$$\frac{m_{corr}}{m_o} \approx 0.99 - 0.065x, \; \delta = 0.0 - 0.25;$$

$$\frac{m_{corr}}{m_o} \approx 0.998 - 0.010x, \; \delta = -0.30;$$

$$\frac{m_{corr}}{m_o} \approx 1.000, \; \delta = -1.0.$$  \hspace{1cm} (15)

Linear interpolation should be reasonably accurate for $\delta$ values between those listed.

### 3.4 Harmonics again to improve the fit accuracy

The radial range and precession frequency fitting procedure of the last section works very well over a significant range of potential index and eccentricity, and much better than the perturbation expansions of Section 3.1 and 3.2 (Figs. 1, 2). Is there a systematic procedure for further improvements? The fact that the dashed curves in Fig. 5 tend to deviate most from the numerical solution at orbital phases of around $\pi/2$ and $3\pi/2$ suggests that adding a first harmonic term as in equation (5) might improve the fit.

Recall that the harmonic terms were introduced in Section 2 to provide extra terms needed for the perturbation expansion approach. The coefficient equations of that expansion provided formulae for the coefficients of harmonic terms. In the present context we must match another point on the true orbit to determine the harmonic coefficient. We will choose the value at $m\phi = \pi/2$, which in the present examples will be obtained from the numerically integrated orbit (or alternately from the conservation conditions).

It is convenient to change the notation of this harmonic power ellipse slightly from that of Section 2, i.e.,

$$u = \frac{1}{p} \left[1 + e_1 \cos (m\phi) + e_2 \cos (2m\phi)\right]^{\frac{1}{2} + \delta},$$ \hspace{1cm} (16)

In adopting this form we are incorporating the harmonic in terms of $\cos(2m\phi)$ rather than a $\cos^2(m\phi)$ term, and are no longer assuming that the harmonic coefficient is of the order of $e^2$ (or in this case $e_1^2$). Then the parameters $p, e_1$, and $e_2$ are determined by matching the solution at the maximum and minimum values of $u$ ($u_+ \text{ and } u_-$ again), and $u(m\phi = \pi/2)$, or $u_{s/2}$, i.e.,

![Figure 6. Same as Fig. 5, but showing the motion in the $x - y$ orbital plane.](image)
with,
\[ p_{u+} = [1 + e_1 + e_2]^{2} + 3, \quad \text{or, } \quad p_{u+} = 1 + e_1 + e_2, \]
\[ p_{u-} = [1 - e_1 + e_2]^{2} + 3, \quad \text{or, } \quad p_{u-} = 1 - e_1 + e_2, \]
\[ p_{u/n}^{2} = [1 - e_2]^{2} + 3, \quad \text{or, } \quad p_{u/n}^{2} = 1 - e_2. \quad (17) \]
The latter forms can be divided (the first by the second, second by the third), to obtain two equations for \( e_1 \) and \( e_2 \) (\( p \) cancels) in terms of ratios of the given values of \( u \). The solutions are,
\[ e_1 = \frac{1}{2} (e_+ + e_-), \quad e_2 = \frac{1}{2} (e_+ - e_-), \quad (18) \]
with,
\[ e_+ = \left(1 + e_- \right) \left( \frac{u_+}{u_-} \right)^{2} - 1. \quad (19) \]

Then \( p \) is determined by substituting these results into any of the equations \((17)\). The frequency ratio \( m \) is determined as in the previous subsection.

This was the procedure used to produce the black dotted curves in Fig. 5. In Figs. 5a and 5b the dotted curves fit the numerical integration so well they are hard to see. They are a little more visible in Fig. 5c. As already noted, in Fig. 5d the harmonic coefficient is large enough that it introduces a wiggle in the fitted curve, but otherwise the fit is reasonable.

Fig. 6 provides another view with plots of the same orbits and fits as in Fig. 5, but in the orbital plane. In Fig. 5 the radial differences between the dashed curve power ellipse and the numerical integration are visually minimized. Not so in Fig. 6, but the fits are still generally quite good, at least in Figs. 6a-c. Note that in the numerical integration the Matlab routine ODE45 was allowed to use its default choice of azimuthal interval, resulting in a choppy form at large radii. Note that the curve in Fig. 6b is nearly periodic. In potentials with aperiodic orbits at low eccentricity, as \( m_{\text{corr}}(e) \) changes with increasing radial ranges it will pass through rational values, yielding closed orbits (see equations (14) and (15)).

### 4 Extreme Fits to Nearly Radial Orbits

The best approximations of the previous section yielded good fits to quite radial orbits over most of the relevant range of power index. Remarkably, comparable fits can be obtained for orbits that are much closer to being purely radial. The difference from the above discussion is that because any inaccuracy in the approximation parameters can give a noticeable difference in the radial range, these parameters must be specified quite accurately.

Fig. 7 shows an example in the logarithmic potential of an orbit that ranges over a factor of more than 130 in radius. The computed eccentricity of the power ellipse approximation is \( e = 0.99991 \). A fitted value of \( m = 1.2345 \) is used in the figure, while the value predicted from equation (14) is \( m = 1.2333 \). This difference of one digit in the fourth place results in a small, but noticeable phase drift after about half a dozen orbits. The point is that a little extra care is needed to accurately fit p-ellipse orbits that are nearly radial, but the adjustments from the formulae of the previous section may not be very large.

This is good, but it is possible to do even better. Fig. 8 shows a fit to the orbit of Fig. 7 with a p-ellipse plus one harmonic as in equation (16). In this figure the numerical integration is a blue solid curve, while the approximation is a black solid curve, and except at a few points it is very difficult to distinguish the two curves over the eight orbits shown. Although this approximation is of the form of equation (16), if one uses the procedure of Section 3.4 to solve for the parameters, one obtains a curve that extends to more than twice the radius shown. And yet, in a certain sense that is a good fit. That is, the approximation adheres closely to the numerical orbit over most of its course. Unfortunately, the ‘wiggles’ that appear at high values of the parameter \( e_2 \) (e.g., Fig. 5d), are very large in this case, and corrupt the solution.

However, the wiggles can be tamed by smaller values of \( e_2 \), and since the solution is very sensitive to precise pa-
parameter values for these nearly radial orbits, it is likely that the procedure above simply does not yield sufficiently accurate estimates of the parameters. For example, the decision to use the value of the orbit at \( m\phi = \pi/2 \) (\( u = \pi/2 \)) may not be optimal. Further experimentation seemed warranted, and that yielded the following discoveries.

The simple p-ellipse solution of Fig. 7 is enveloped by the true orbit. The harmonic term expands the approximate solution to better fit the true orbit. A larger value of \( e_2 \) yields more expansion, roughly. However, a large value of that parameter can lead to a breakdown in the solution in the manner discussed in Section 3.4, unless we require that \( e_2 \leq e_1 - 1 \). Actually, we generally want near equality in this relation. Through this relation, the value of \( e_1 - 1 \) determines the width of the orbital lobe of the approximate orbit. The exact value of \( e_2 - e_1 \) determines its radial extent. So too does the value of \( p \), but this parameter can be calculated from the initial value of \( u_+ \), as before. (Other values of \( u \) are not used since we are now fitting the \( e \) parameters rather than deriving them.)

For example, to produce the approximation of Fig. 8, the values used are \( e_1 = 1.24 \), and \( e_2 = 0.240133 \). In these parameters the digits ‘24’ determine the width of the curve, and the digits ‘133’ determine its radial extent (in conjunction with \( p \)).

The upshot of this exercise is that it points the way to very simple, yet very accurate approximations for nearly radial orbits. The example of Fig. 8 demonstrates this. A number of other cases were computed, in the logarithmic potential, in order to derive a correction function to improve the values of \( e_1 \) obtained from equations (18) and (19) above. The result, to be added to the value derived from those equations is,

\[
\Delta e_1 = 0.562 - 0.792y + 0.304y^2 - 0.061y^3 + 0.0050y^4,
\]

\[
\text{with } y = \log_{10} \left( \frac{u_+}{u_-} \right). \tag{20}
\]

The correction is quite accurate for orbits with radial ranges of \( 10 \leq u_+/u_- \leq 10^4 \).

A functional fit was also derived for the very small quantity \( 1 + e_2 - e_1 \), which determines the fit to the radial range, again for the logarithmic potential. As a function of the same variable \( y \) as in equation (20) it is,
\[ \log_{10}(1 + e_2 - c_1) = 0.410 - 2.024y. \]  

Given the coefficient of \( y \), this is essentially a quadratic relation, valid over the same range as the previous. (And given the excellence of the fit, probably over a larger range as well.) These corrections can also be derived for other potentials, or in the case of small, positive power-law indices, interpolated between the Kepler problem (with \( e_2 = 0.0 \)) and the above relations. Judging from Fig. 8 and other cases not shown, the resulting corrected p-ellipse plus harmonic forms fit the conserved quantities very well.

5 SUMMARY AND OUTLOOK

With appropriate choices of the parameter values, p-ellipses can accurately, and persistently fit orbits in power-law potentials over a wide range of eccentricity and power-law index. This accuracy, their simplicity (equation (2)) or (16)), and their close relation to the ellipse solution to the Kepler problem, earn them the designation “natural” approximations. However, these functions have more advantages to recommend them over, e.g., circular epicycles and some series approximations. Foremost among these is that there exists a kind of separable and optimal procedure for fitting a given orbit, and it is an extension of that for ellipse fitting in the Kepler problem. This procedure begins with using the inner and outer radii to determine the eccentricity \( e \), and semi-latus rectum, \( p \). The eccentricity expansion of the p-ellipse solution gives an approximation to the ratio of the precession frequency to the orbital frequency \( m \) in terms of the potential index \( \delta \), see equation (1). However, for orbits with large eccentricities \( m \) is also a function of \( e \). The dependences of \( m \) on \( \delta \) and \( e \) are separable, and the latter is generally small and given by the correction factor of equations (14) and (15). These corrections are more accurate than those derived from second-order (equation (5)), or third-order (see the appendix) perturbation expansions. Indeed, they reveal a dependence of the apsidal precession of the form \( \log(1 - e) \) at high eccentricity not previously known.

A further improvement to the approximation can be obtained by adding a (first) harmonic term to the solution, as in equations (5) and (10) in the perturbation analysis, or better, equation (10) in the multi-point orbit fitting case.

Even the multi-point fitting to a p-ellipse plus harmonic solution given in Section 3.4 does not yield accurate fits for nearly radial orbits. Moreover, one possible fix, adding more harmonics tends to generate unstable solutions. Instead it turns out that moderate corrections to the parameter values of the fundamental plus single harmonic solutions do yield remarkably accurate fits to nearly radial orbits in flat or declining rotation curve potentials. Specifically, the correction to the precession frequency parameter \( m \) discussed above remains generally valid, but needs small refinements for very eccentric orbits. However, the values of the coefficients \( c_1 \) and \( e_2 \) given by equations (18) and (19) do require further correction. In the case of the flat rotation curve, logarithmic potential this correction is given by equations (20) and (21). Remarkably, the latter equation is nearly quadratic. The correction will be smaller for declining rotation curve potential. The case of nearly radial orbits in rising rotation curves is more difficult and requires further research.

Nonetheless, with these corrections excellent p-ellipse fits to orbits with large radial ranges in a span of potentials are obtained. Given these properties the solutions should be useful in many applications. The first will be conversion between solution parameters \( (p, c_1, e_2) \) and orbital properties like maximum and minimum radii, or specific angular momentum and energy. This can aid in the interpretation of ensembles of orbits specified by any set of these quantities, just as in the Kepler problem. A second type of application is to produce analytic models of galaxy discs following a disturbance, such as an impulsive interaction as in [Struck & Smith (2012)]. The accuracy of the approximations allows this even in cases when some orbits are strongly perturbed, like those that make up tidal tails. A third application is to provide an ensemble of orbits with well understood properties for producing model galaxies. These last two applications are somewhat limited by the fact that the results above apply only to single-component, spherically symmetric potentials.

A fourth application is using the approximations to provide a means of discovering resonant orbits. As noted in Paper I, for low eccentricity orbits, equation (4) already suggests the existence of ‘resonant potentials’ when the right hand side of the \( m_1 \) equation yields a rational number, and thus, closed orbits at low eccentricity. Additionally, as noted in connection with Fig. 6b, the eccentricity dependences of equation (14) guarantee that some nearly radial orbits will have rational values of \( m_{corr} \) in any of the potentials considered here. For example, in the logarithmic potential \( m_{corr} = 3/2 \), when \( e \simeq 0.918 \), or \( m_{corr} = 5/3 \), when \( e \simeq 0.999 \). On the other hand, this eccentricity dependence suggests that most high eccentricity orbits are not resonant (closed) in the ‘resonant potentials.’

These results clarify the Bertrand Theorem, which states that only with the inverse square and Hooke’s Law forces are all bound orbits closed. The fact that other potentials also have a number of closed orbits was also clear in Paper I, and another method for finding them at discrete values of energy and angular momentum was given in [Reynolds & Shouppe (2010)]. Equations (14) and (15) suggest that \( m_{corr} \) ranges from \( m_o \) to infinity, encompassing an infinity of rationals, and thus, closed orbits, though most are very nearly radial. On the other hand, in the resonant potentials (e.g., \( \delta = 1/9, m_o = 4/3 \), the formulae indicate an infinity of non-closed orbits at large eccentricities, so Bertrand is strictly correct, despite the fact that most orbits (in the sense of a larger infinite set) are closed in such potentials.

The value \( m_{corr} = 2 \) is only reached at very high values of the eccentricity for flat or falling rotation curve potentials. However, for rising rotation curve potentials, this value is attained at more modest eccentricities, decreasing as \( \delta \) goes from 0 to -1. Such orbits are closed, symmetrical ovals that could form the backbone of galactic bars, and their existence opens the door to analytic, kinematic bar models in any of these potentials. This topic will be explored further in a future paper.

Finally, the success of p-ellipse plus harmonic approximations provides some general lessons about the nature of orbits in the power-law potentials, and of how conservation law constraints mold orbits in these cases. A primary lesson is that while the ellipse solution to the Kepler prob-
lem sings in a pure tone, the orbital frequency, this is an anomaly. Generically, orbits in these potentials are primarily two-tone duets (orbital and precession frequency are not equal). A new lesson here is that the first harmonic can also be significant, if not as loud as the others. Other harmonics may be present, but the fact that the orbits can be fit so well without them, and that their presence can cause instability, suggests that in most cases the background chorus is very quiet. This may not be the case in multi-component, non-spherical potentials. The results above suggest some techniques for investigating this.
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6 APPENDIX: EXPRESSIONS IN THE THIRD-ORDER APPROXIMATION
In this appendix we give the coefficient equations, and the parameter expressions derived from them, in the third-order approximation. Parameter terms in the coefficients in equation (11) occur repeatedly in this analysis, so it is convenient to define notations for them,

\[
d_a = \frac{1}{2} + \delta, \quad d_b = \left(\frac{1}{2} + \delta \right) \left(2h_2 - \frac{1}{2} + \delta \right), \\
d_c = \left(\frac{1}{2} + \delta \right) \left(-\frac{3}{2} + \delta \right) \left(2h_2 - \frac{1}{2} + \delta \right) \left(6h_3 + 4\delta h_2 \right).
\]

Then the coefficient equations are,

\[
1 + d_b e^2 m^2 = \frac{c_s}{p_2} = c',
\]

\[
\left(1 - \frac{d_c}{d_a} e^2\right) m^2 = 1 + (1 - 2\delta) c',
\]

\[
m^2 = \left[1 + 2 (\delta - 1) \frac{d_a}{d_b} \right] c'.
\]

and,

\[
m^2 = \frac{1}{9} + \frac{1}{3} (1 - 2\delta)
\]

\[
\left[1 + 4 (\delta - 1) \frac{d_a d_b}{d_c} (2\delta - 1) (2\delta - 3) \frac{d_a}{d_c} \right] c'.
\]

These four equations are then solved for the variables: \(m, c'\) (or \(p\)), \(h_2\), and \(h_3\) in terms of \(e\) and \(\delta\). The first result is a high order polynomial equation for \(c'\),

\[
(2\delta - 1) c' = 1 + m^2
\]

\[
\times \left\{2c' (2\delta - 1) (\delta - 1) \left[2D_1 + (2\delta - 3) \left(\frac{1}{2} + \delta \right) \right] D_2 - 1 \right\}
\]

with,

\[
D_1 = \frac{4 (2\delta - 1) (\delta - 1) c'}{3 - 12m^2 + 2 (1 - 2\delta) c'},
\]

\[
D_2 = \frac{(\frac{1}{2} + \delta)^2}{-9m^2 + 1 + (1 - 2\delta) c'}
\]

\[
m^2 = \frac{1}{4} \left[\frac{(c' - 1) [3 + 2 (1 - 2\delta) c']}{3 (c' - 1) + (2\delta - 1) (\delta - 1) \left(\frac{1}{2} + \delta \right) c'} \right].
\]

These two equations yield \(c'\) and \(m^2\), and then the following equations for \(d_b\) and \(d_c\) can be obtained from the coefficient equations above, i.e.,

\[
d_b = \frac{4 (2\delta - 1) (\delta - 1) d_a c'}{3 - 6m^2 + 2 (1 - 2\delta) c'}
\]

and,

\[
d_c = \frac{2 (2\delta - 1) (\delta - 1) [2d_b + (2\delta - 3) d_a^2]}{1 - 9m^2 + 2 (1 - 2\delta) c'}. \]

Then, from the definitions in equation (26) we can derive \(h_2\) and \(h_3\), the third order coefficients.
