ModelPS: An Interactive and Collaborative Platform for Editing Pre-trained Models at Scale
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ABSTRACT
AI engineering has emerged as a crucial discipline to democratize deep neural network (DNN) models among software developers with a diverse background. In particular, altering these DNN models in the deployment stage poses a tremendous challenge. In this research, we propose and develop a low-code solution, ModelPS (an acronym for "Model Photoshop"), to enable and empower collaborative DNN model editing and intelligent model serving. The ModelPS solution embodies two transformative features: 1) a user-friendly web interface for a developer team to share and edit DNN models pictorially, in a low-code fashion, and 2) a model genie engine in the backend to aid developers in customizing model editing configurations for given deployment requirements or constraints. Our case studies with a wide range of deep learning (DL) models show that the system can tremendously reduce both development and communication overheads with improved productivity.
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1 INTRODUCTION
Across industries, massive resources have been invested in developing deep neural networks (DNNs)-based applications, ranging from video shopping [22], recipe learning [7], to resume assessment [9]. To realize such systems and meet the business requirements, a development team must undergo a series of tasks, including designing, training, optimization, and deployment. Due to the high cost of both money and labor, only 11% of organizations can deliver a DNN-based product within a week [1]. To streamline the model development, some platforms, such as Papers With Code [18], are proposed to provide a collection of off-the-shelf pre-trained models [5, 19] for fast prototype building.

Though these tools alleviated the problem to some degree, they are still far from meeting the efficiency needs resulting from the rapid changes of business requirements. For instance, to build applications with out-of-the-box models, developers first need to learn the structure of these models and their usage by understanding the source code. Then, they need to try out multiple plausible strategies, such as selecting transfer learning (TL) methods with different data augmentations, to eventually furnish models that can meet their requirements. The process is usually filled with tedious and costly tasks, such as writing codes and testing model performance [21] repetitively.

Several attempts have been made to further improve modeling productivity, as summarized in Table 1. These approaches fall into three categories, visualization tools, drag-and-drop tools, and TL encapsulation tools. The first type, such as [15], reduces user effort by providing intuitive model structure visualization, speeding up the learning process. The second approach allows users to build DNN models from scratch by dragging and dropping basic blocks, such as a convolution layer [10]. The third type abstracts and encapsulates many TL algorithms to offer expert users out-of-the-box TL tools with higher efficiency [11, 14].

Despite the considerable progress, problems remain with these systems. First, they do not provide an end-to-end integrated workflow for users to easily share, learn, and edit DNNs. Instead, they treat these steps separately, which saves very little user effort — Users are nonetheless enforced to check the model usage manual and write boilerplate codes. Second, it is difficult for non-expert users to utilize the current out-of-the-box TL tools provided in these approaches which require domain knowledge from users, including algorithms and training hyper-parameters. Third, developing a DNN application is often teamwork, but the existing solutions do not offer collaborative tools to further reduce the communication cost.
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To narrow the gaps, we embarked on designing a holistic system guided by the following principles. First, the system should provide an interactive and intuitive interface to support the entire model improvement process, from model visualization, edition, validation, to training. Second, the system should consider both expert and non-expert users, enabling them to modify their DNN applications with ease. Third, the system should facilitate team collaborations to speed up the development process. In addition, the system should be easily extended to support new use cases and absorb ever-emerging DNN tools.

Under these guidelines, we have designed a new system, termed ModelPS, providing an interactive and collaborative solution for pre-trained model modification. It contains an intuitive web interface and a comprehensive backend server. The former allows users to publish, visualize, and modify DNNs and explore the DNN performance under different edit configurations. Users can enjoy the experience of ‘what you see is what you get’. At the same time, the backend server provides a set of modules for operation, including a TL zoo and feature store, which can be easily customized and extended. We also developed a Model Genie to streamline the process of setting screening for achieving product goals. In addition, the whole system is designed for teamwork by providing rich collaboration tools. The following case studies demonstrated the system’s usability, effectiveness, and efficiency.

2 SYSTEM HIGHLIGHTS

In this section, we first highlight the key features of ModelPS and then show the uniqueness of the platform through a side-by-side comparison with competing products.

2.1 Features

The system is characterized by the following five features.

Interactive. As a low-code platform, ModelPS ensures that both researchers and practitioners do not need to write any boilerplate code for model modification. It further offers several preview modules (e.g., feature preview) and fast-validation functions so that users can intuitively fine-tune a model like how designers use Photoshop.

Holistic. ModelPS provides a one-stop service, encapsulating all tasks associated with model modification for a team. Besides editing, the system supports model publishing and sharing, as well as housekeeping. It also supports data and TL management to further speed up the modification process.

Collaborative. Our design improves team productivity by providing collaborative space for smooth teamwork. The system offers various user roles in a team. Model designers can agilely develop their DNN frameworks while DevOps engineers can conduct performance evaluations against product requirements. Data engineers can extend the system by designing new data augmentation methods, and data scientists can construct new TL methods with the provided APIs.

Intelligent. We design and incorporate intelligent modules, such as Model Genie, to assist with DNN customization for non-experts. The system also automates the entire workflow, including training task encapsulation and job dispatch to accelerate the process and improve resource utilization.

Extensive. The modular design of ModelPS enables further customized extensions, such as incorporating new datasets and state-of-the-art TL algorithms, as well as docking into other training and serving systems.

2.2 Competitive Assessment

We summarize competing toolkits in Table 1. ModelPS differs from these systems in three aspects:

(1) Other systems do not adhere to the new pre-training paradigm, while our framework is designed for modifying pre-trained models and transforming them into products. For instance, the system developed by ENNUI [10] focuses on building models from scratch in a drag-and-drop fashion. In contrast, our system is equipped with a pre-trained model editing function inherently.

(2) Other systems treat each editing stage individually, while our solution provides end-to-end workflow with many supporting functions. For example, the system proposed by Neutron [15] only offers model visualization, while other tools such as [11, 14] merely provide TL algorithms for experiments. Without an integrated workflow, these systems often leave users with tedious tasks, including code replication and modification sync, hindering further productivity improvement.

(3) As a lightweight system, ModelPS is highly customizable. It can work efficiently with popular frameworks, such as training system PyTorch Lighting [4], model deployment platform Clipper [3] and MLModelCI [23]. Those other platforms capable of pre-trained model editing, such as [2, 17], are closed source and therefore can not be quickly extended to upgrade fast-evolving DNNs. Besides, all these systems demand users to accommodate their built-in toolchains, introducing unpredictable risks and sharp learning curves, often with expensive subscription fees.
3 SYSTEM ARCHITECTURE

This section provides an overview of the ModelPS architecture, including the system workflow and the detailed descriptions of the core components.

3.1 Workflow

Figure 1 depicts the workflow for a team to modify DNN models in ModelPS. First, Model designers upload their works to a centralized model repository for team members to access. A visualizer is provided for easy understanding of these models. Within the same page, users can interactively edit the model structures and create new ones. During the process, various options, such as different TL methods, datasets, and feature extractors, are provided to meet the requirements in terms of accuracy, latency, etc. Also, we offer a validator for quick verification of these modifications. To simplify the configuration for non-experts, we implement a Model Genie to facilitate automatically. Upon the completion of modification and verification, ModelPS will parse and encapsulate the user settings into the model training job which will be completed with cluster resources. After training is finished, the system will automatically deposit the updated model in the repository and show it to users in a richly designed dashboard.

3.2 Model Repository

ModelPS relies on a centralized repository for model sharing and housekeeping. The module is built atop MongoDB and abstracts models on two levels: the model weight file and the meta information such as accuracy and parent model ID. It primarily provides three APIs: (1) publish accepts a model weight file along with its metadata from model designers; (2) retrieve searches and caches a model copy locally with the provided query inputs; (3) save_draft saves unfinalized model structure for future editing or accessing. These APIs pivot around the pre-trained model edit, and can be extended further.

3.3 Interactive Interface

ModelPS provides an interactive web interface that enables users to view and improve existing models with no coding effort. It consists of the following core components:

Visualizer displays DNNs in detail, embodying each structural block or layer. The displayed information includes the block name (e.g., residual block), the layer type (e.g., a convolution layer), input dimension, etc. Also, we provide their connection information to indicate the data flow direction. We further provide the model overview for reference, including a pre-trained dataset, and model performance.

Editor enables code-free model modification, which is abstracted on two levels, the layer and the ensemble. For instance, right-clicking the layer icon will pop up an interactive panel to guide users to adjust the layer configuration to meet their requirements. Meanwhile, users can switch between different pre-trained models, datasets, and data augmentation methods, as well as adjust hyper-parameters, all of which are enveloped under ‘ensemble edit’. The editor periodically packs the modification as a serialized JSON string, which can be translated to represent a model draft and saved into the repository. Such a draft can be revised later or opened remotely by other users, through design review and team collaboration.

Validator provides a fast quality validation of the modified model. In particular, the validator batches several training samples based on the user configuration and conducts time-limited (i.e., in a few minutes) training, usually in a spare GPU, for the evaluation of accuracy, training cost, and inference latency. The results are stored in the database and a report is displayed on the screen. The process is entirely code-free.

3.4 Model Trainer

A successful model modification heavily relies on the TL training methods (e.g., algorithm, optimizer, and hyper-parameters) and data quality (e.g., data cleaning and data argumentation), which can introduce multi-dimensional complexity to the training task. Therefore, a model trainer is implemented to shield such complexity from users and enable them to utilize models with ease. The module consists of two functional bodies, TL zoo and feature selector, and controls all the training processes. To facilitate users to manage the process in a cluster and customize the module, the system also provides a set of APIs, including start, terminate, pause and to_device. We implement the module based on the PyTorch Lightning, and users can dock the system to existing training and other data processing systems.

TL Algorithm Zoo includes a set of TL algorithms to streamline the editing of pre-trained models for new tasks. These methods can be categorized into instance-based TL (Tradaboost [13]), feature-based TL (Deep Adaption Network [8]), and parameter-based TL (fine-tuning, knowledge distillation) [6] as discussed in [12], and researchers can build their solutions by inheriting and customizing these algorithms.

Feature Selector consists of two functional components, feature store and feature extractor. The feature store enables users to publish and index datasets (which can be either original data or extracted features). Authorized users are allowed to access these...
datasets for model editing. The feature extractor contains many build-in data argumentation methods and provides an out-of-the-box user experience. These methodological options empower users with more possibilities for achieving better model performance.

### 3.5 Model Genie

It is a non-trivial task to select an optimal TL training configuration from many optional combinations to satisfy specific constraints (e.g., latency Service Level Objective (SLO)) and targets (e.g., higher accuracy). This motivates us to develop Model Genie, which automatically suggests optimal configuration for users as shown in Figure 2. It consists of two sub-modules, a searcher and an exploiter.

**Searcher** translates user specifications (i.e., constraints $C = \{c_i\}$ and targets $T = \{t_i\}$) into a query to the historical TL training data $R$. The query result $Q$ is described by relational algebra as $Q \leftarrow \sigma_{c_i \in C, t_l}(R)$, where the recommended TL method $t_l$ is generated from user-specified constraints $C$ based on pre-defined rules, $\sigma_c(R)$ is the selection of records in $R$ holding conditions $c$, and $\tau_A(R)$ describes the sorting operation in records $R$ according to attribute $A$. The top results of $Q$ will be recommended as preferred configurations.

**Exploiter** takes two steps to find suitable configurations in the case of insufficient historical training configurations. First, the exploiter proposes a search space in a rule-based approach, with a specified model, TL method, and target dataset. The search space contains possible pre-trained model structures, pre-trained datasets, data augmentations, and training hyperparameters (e.g., learning rate and the number of fine-tuning layers). Next, the built-in hyperparameter optimization (HPO) method iteratively selects configuration, one at a time, for the trainer to evaluate. The validation report, containing performance information such as accuracy and inference latency, will guide the selection of trial configuration for the next iteration.

Figure 2: Model Genie configuration search workflow. The module suggests suitable results from historical data. It will explore more training configurations in the case of insufficient search results are presented.

Figure 3: Two main interactive web interfaces. They show a complete and intuitive model edit workflow through a model management module (Fig.3a) and an interactive model editor (Fig.3b). Fig.3a shows that the system organizes many models uploaded by model designers, where team players can check their details, such as model edit history. Fig.3b illustrates the edit and validation interface where users need to consider many options (e.g., pre-trained model selection, feature engineering, and deployment scenarios) that may influence final results.

### 4 DEMONSTRATION

In this section, we present three case studies to demonstrate that ModelPS is able to fulfill the following requirements (RQ) for an R&D (research & develop) team:

**RQ1**: a no-code interface for swiftly editing and improving pre-trained models using diverse TL algorithms.

**RQ2**: a Model Genie to streamline the model edit process.

**RQ3**: a shared workspace that facilitates team collaboration to reduce the administration and communication cost during the ML product development.

**RQ1.** Suppose that Alice is a data scientist (DS) with expertise in the traffic analysis, and she plans to build a DL-based street view classification application. To verify her idea quickly, she decides to make use of TL to adjust the pre-trained DL models of image classification (IC), designed by her teammates. Through ModelPS, Alice
can achieve this goal without writing any script. First, she turns to the web interface and screens the related models stored in the system, as shown in Figure 3a. Then, she selects the ResNet50 model pre-trained on ImageNet to start her tuning journey. The model structure will be visualized on a new page, as shown in Figure 3b. Alice can right-click the layers and tune their parameters in a pop-up window. Subsequently, given the high-accuracy requirement, Alice submits her modified editing. It only requires minimum constraint input from users to recommend optimal edit configuration.

**RQ2.** The above case study has shown that there are many combinations of configuration options on the table. This motivates us to design a Model Genie that can aid users, especially non-experts, to perform their tasks. Model Genie considers a joint selection of pre-trained models, TL parameters, and training hyperparameters (e.g., learning rate and data argumentation), given user requirements, such as target latency and accuracy. We illustrate the workflow (Figure 2) in two scenarios.

**Deploying IC Models to achieve higher accuracy on cloud.**

In this scenario, all that Alice needs to do is providing the target accuracy. Model Genie will first screen the historical configurations and obtain items with higher accuracy than the target value, and rank such settings by latency. If the candidate configurations are insufficient (e.g., less than 5), Model Genie will explore new settings in parallel using build-in HPO methods. These methods will identify a set of options to fine-tune the model, as shown in Figure 6a. The result of each configuration will be recorded as historical data to guide other user model improvement processes in the future.

**Deploying TC models to achieve lower latency on edge.**

Suppose that Bob wants to build a real-time TC (text classification) application running on the edge to protect data privacy. Model Genie offers a two-stage approach to achieve his goal. After Bob enters his targets into our system, Model Genie will first perform knowledge distillation (KD) to generate small models with public data on the cloud. Then the models will be dispatched to edge devices and fine-tuned on the collected sensitive dataset. The final results that meet the latency target will be sorted by to accuracy in ascending order, and the top 5 results will be returned for the recommendation. Similarly, Model Genie combines both configuration search and HPO methods. The results are shown in Figure 6b.

**RQ3.** Developing a highly efficient ML product is teamwork rather than a private battle. Besides the DS (e.g., Alice or Bob), other team members, such as Product Engineer Tom, Data Engineer Mary, and DevOps Engineer Steven, can also leverage the system to make contributions, at a low communication cost. For instance, Tom can obtain the newly trained model performance in Figure 3a and further improve the model with other tools (e.g., TVM). Mary, and DevOps Engineer Steven, can also leverage the system and further improve the model with other tools (e.g., TVM). Mary can design and feed new datasets or data processing strategies to our system and preview their effects (Figure 3a). Steven can check the performance in terms of accuracy, latency, etc., which can offer efficient debugging. Based on the comprehensive results, senior
leaders can make the next decisions, such as adding training data and designing better models accordingly. In conclusion, our system offers a highly productive and collaborative working experience to meet DNN editing demands.

5 FUTURE RESEARCH DIRECTIONS AND DISCUSSION

This section presents several future research directions and discusses their potential challenges and solutions.

Joint search of pre-trained models, TL algorithms, and hyper-parameters. To date, both academia and industry have developed many hyper-parameter optimization (HPO) methods, significantly reducing both human efforts and searching time [16]. Meanwhile, efficiently selecting suitable pre-trained models for specific tasks is being researched on [20]. However, how to jointly search for them to further reduce human resources and time costs is waiting to be inspected. Our preliminary studies show that searching them together results in a vast search space. Additionally, optimizing the search that involves both categorical parameters (e.g., models and algorithms) and real-valued parameters (e.g., learning rate) remains challenging.

Reinforcement learning for scheduling model editing and inference jobs. The second direction is to investigate reinforcement learning (RL) methods for scheduling model editing and inference jobs in one cluster. The main challenge in this topic is two levels of heterogeneity: job heterogeneity (JH) and resource heterogeneity (RH). First, inference jobs emphasize latency, while fine-tuning jobs care about throughput. The scheduling shall consider specific targets of different jobs separately. Second, ML clusters always consist of machines with enormous differences in computational performance, due to their hardware types: CPUs, GPUs, and FPGAs. Moreover, different architectures in the GPUs (e.g., Pascal and Volta) makes job scheduling in such an environment even harder. In conclusion, designing a rule-based method is infeasible to our problem, and we hope to solve it by applying RL.

6 CONCLUSION

In this article, we present ModelPS, an interactive and collaborative low-code platform for fast model improvement by a team. ModelPS enables developers and researchers to build and modify models without much domain knowledge on model structures and DL frameworks. It requires minimum manual coding effort and lowers team communication costs. To streamline the model improvement process, the system provides a number of ready-to-use modules, such as model repository, visualizer, editor, validator, and trainer. We also have a heuristic Model Genie, that automatically recommends optimal training configurations for given user requirements. We demonstrate the interactive, collaborative and extensive character of our system, which collectively help users to rapidly create new models for different AI products in various scenarios. We will continually upgrade ModelPS to meet the ever-evolving model editing needs across industry and academia.
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