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Abstract

The efficacy of deep learning depends on large-scale data sets that have been carefully curated with reliable data acquisition and annotation processes. However, acquiring such large-scale data sets with precise annotations is very expensive and time-consuming, and the cheap alternatives often yield data sets that have noisy labels. The field has addressed this problem by focusing on training models under two types of label noise: 1) closed-set noise, where some training samples are incorrectly annotated to a training label other than their known true class; and 2) open-set noise, where the training set includes samples that possess a true class that is (strictly) not contained in the set of known training labels. In this work, we study a new variant of the noisy label problem that combines the open-set and closed-set noisy labels, and introduce a benchmark evaluation to assess the performance of training algorithms under this setup. We argue that such problem is more general and better reflects the noisy label scenarios in practice. Furthermore, we propose a novel algorithm, called EvidentialMix, that addresses this problem and compare its performance with the state-of-the-art methods for both closed-set and open-set noise on the proposed benchmark. Our results show that our method produces superior classification results and better feature representations than previous state-of-the-art methods. The code is available at https://github.com/ragavssachdeva/EvidentialMix.

1. Introduction

Deep learning has achieved outstanding results in several important classification problems, using large and well-curated training data [12][23]. However, most of the interesting data sets available in the society are orders of magnitude larger, but poorly curated, which means that the data may contain acquisition and labeling mistakes that can lead to poor generalisation [26]. Therefore, one of the important challenges of the field is the development of methods that can cope with such noisy label data sets. Lately, researchers have greatly fostered the development of this field by studying controlled synthetic label noise and discovering theories or methodologies that can then be applied to real-world noisy data sets.

The types of label noise investigated thus far can be classified into two categories – closed-set and open-set noise. Although these terms (‘closed-set’ and ‘open-set’) were coined only recently by Wang et al. in [24] where they introduced the open-set noisy label problem, the closed-set noisy label problem has been extensively studied since much before. When handling closed-set label noise, the majority of the learning algorithms assume a fixed set of training labels. Furthermore, we propose a novel algorithm, called EvidentialMix, that addresses this problem and compare its performance with the state-of-the-art methods for both closed-set and open-set noise on the proposed benchmark. Our results show that our method produces superior classification results and better feature representations than previous state-of-the-art methods. The code is available at https://github.com/ragavssachdeva/EvidentialMix.

In this setting, some of the training samples are annotated to an incorrect label, while their true class is present in the training label set. These mistakes can be completely random, where labels are flipped arbitrarily to an incorrect class, or consistent, when the annotator is genuinely confused about the annotation of a particular sample. A less studied label noise is the open-set noisy label problem [24], where we incorrectly sample some data observations, such that their true annotation is not contained within the set of known training labels. A hyperbolic example of such a setting could be the presence of a horse image in the training set for modelling a cats vs dogs binary classifier. As evident from their definitions, these two types of label noise are mutually exclusive, i.e., a given noisy label cannot be closed-set and open-set at the same time.

It is quite easy to substantiate that both open-set and closed-set noise are likely to co-occur in real-world data sets. For instance, recent methods for large scale data collection propose the use of querying commercial search engines (e.g., Google Images), where the search keywords serve as the labels of the queried images. It is evident from Figure 1 that collecting images using such methods can lead to both open-set and closed-set noise. However, thus far, no systematic study with controlled label noise has been presented, where the training data set contains both types of la-
bel noise simultaneously. Even though there have been papers that evaluated their proposed methods on both [13][24], the training data sets have been exclusively corrupted with either closed-set noise or open-set noise, but never in a combined fashion.

In this paper, we formulate a novel benchmark evaluation to address the noisy label learning problem that consists of a combination of closed-set and open-set noise. This proposed benchmark evaluation is defined by three variables: 1) the total proportion of label noise in the training set, represented by $\rho \in [0, 1]$; 2) the proportion of closed-set noise within the set of samples containing noisy labels, denoted by $\omega \in [0, 1]$ (this implies that $\rho \times \omega$% samples of the entire data set have a closed-set noisy label and $\rho \times (1 - \omega)$% samples of the entire data set have an open-set noisy label); and 3) the source of open-set noisy label data. Note that this setup generalises both types of label noise as it can collapse to one of the two noise types when $\omega \in \{0, 1\}$.

The state-of-the-art (SOTA) approaches that aim to solve the closed-set noisy label problem focus on methods that identify the samples that were incorrectly annotated and update their labels with semi-supervised learning (SSL) approaches [14] for the next training iteration. This strategy is likely to fail in the open-set problem because it assumes that there exists a correct class in the training labels for every training sample, which is not the case. On the other hand, the main approach addressing the open-set noisy label problem targets the identification of noisy samples to reduce their weights in the learning process [24]. Such strategy is inefficient in closed-set problems because the closed-set noisy label samples are still very meaningful during the SSL stage. Hence, to be robust in the scenarios where both closed-set and open-set noise samples are present, the learning algorithm must be able to identify the type of label noise affecting each training sample, and then either update the label, if it is closed-set noise, or reduce its weight, if it is open-set noise. To achieve this, we propose a new learning algorithm, called EvidentialMix (EDM) – see Fig. 2. The key contributions of our proposed algorithm are the following:

- EDM is able to accurately distinguish between clean, open-set and closed-set samples, thus allowing it to exercise different learning mechanisms depending on the type of label noise. In comparison, previous methods can only separate clean samples from noisy ones, but not closed-noise from the open-noise samples.
- We show that our method can learn superior feature representations than previous methods as evident from the t-SNE plot in Figure 4, where our method has a unique cluster for each of the known label/class and another separate cluster for open-set samples. In comparison, previous methods have shown to largely overfit the open-set samples and incorrectly cluster them to one of the known classes.
- We experimentally show that EDM produces classification accuracy that is comparable or better than the previous methods on various label noise rates (including the extreme case where $\omega \in \{0, 1\}$).

2. Prior Work

There is an increasing interest in the study of modelling deep learning classifiers with noisy labels. For the closed-set noise, Reed et al. [19] proposed one of the first approaches that uses a transition matrix to learn how labels switch between different classes. The use of transition matrices has been further explored in many different
3. Method

3.1. Problem Definition

We define the training set as \( D = \{ (x_i, y_i) \}_{i=1}^{|D|} \), where the RGB image \( x : \Omega \to \mathbb{R}^3 \) (\( \Omega \) represents the image lattice), the set of training labels is denoted by \( \mathcal{Y} \), which forms the standard basis of \( |\mathcal{Y}| \) dimensions, \( y \in \{0, 1\}^{|\mathcal{Y}|} \) (\( \sum_{c=1}^{|\mathcal{Y}|} y(c) = 1 \), representing a multi-class problem). Note that \( y_i \) is the noisy label for \( x_i \) and the hidden clean label is represented by \( y_i^* \).

For the closed-set noise problem with noise rate \( \zeta \in [0, 1] \), we assume that \( (x_i, y_i) \in D \) is labelled as \( y_i = y_i^\ast \) with probability \( 1- \zeta \), and \( y_i \sim \mathcal{Y} \) with probability \( \zeta \), with \( r(\mathcal{Y}, \theta_r) \) representing a random function that picks one of the labels in \( \mathcal{Y} \) following a particular distribution parameterised by \( \theta_r \).

For the open-set noise problem with noise rate \( \eta \in [0, 1] \), we need to define a new training set \( D' \) (with \( D' \cap D = \emptyset \)) where the label set for \( D' \) is represented by \( \mathcal{Y}' \) (with \( \mathcal{Y}' \cap \mathcal{Y} = \emptyset \)) – this means that the images in \( D' \) no longer have labels in \( \mathcal{Y} \). In such open-set problem, a proportion of \( 1- \eta \) samples is drawn with \( (x_i, y_i) \in D \) with \( y_i = y_i^\ast \), while a proportion \( \eta \) of samples are obtained with \( (x_i, y_i) \in D' \) with \( y_i \sim r(\mathcal{Y}, \theta_r) \).

The combined closed-set and open-set problem with rates \( \rho, \omega \in [0, 1] \) is defined by mixing the two types of noise above. More specifically, 1 – \( \rho \) of the training set contains images \( (x_i, y_i) \in D \) annotated with \( y_i = y_i^\ast \), while \( \omega \times \rho \) images are sampled as \( (x_i, y_i) \in D \) with label \( y_i \sim r(\mathcal{Y}, \theta_r) \), and \( (1- \omega) \times \rho \) images belong to \( D' \) and labelled with \( y_i \sim r(\mathcal{Y}, \theta_r) \).

3.2. Noise Classification

The main impediment when dealing with this problem is the need to identify closed-set and open-set noisy samples since they must be dealt differently by the method. One possible way of dealing with this problem is by associating closed-set samples with high losses computed from confident but incorrect classification \([14]\), and open-set samples with uncertain classification. To achieve this, we propose the use of the subjective logic (SL) loss function \([21]\) that relies on the theory of evidential reasoning and SL to quantify classification uncertainty. The SL loss makes use of the Dirichlet distribution to represent subjective opinions, encoding belief and uncertainty. A network trained with the SL loss tries to learn parameters of a predictive posterior as a Dirichlet density function for the classification of the training samples. The resulting output for a given sample
is considered as the evidence for the classification of that sample over a set of class labels. Figure 3 shows the per-sample loss distribution of training samples from a network trained using the SL loss. The separation between clean, closed-set and open-set samples is easy to capture.

3.3. EvidentialMix

Our proposed EvidentialMix simultaneously trains two networks: NetS, which uses the SL loss, and NetD, which uses the SSL training mechanism and the DivideMix (DM) loss [14]. Broadly speaking, the ability of the SL loss to estimate classification uncertainty allows NetS to divide the training set into clean-set, open-set and closed-set samples. The predicted clean-set and closed-set samples are then used to train NetD using MixMatch as outlined in [14], while the predicted open-set samples are discarded for that epoch. Following this, NetD re-labels the entire training data set (including predicted open-set samples) that are then used to train NetS.

As NetS iteratively learns from the labels predicted by NetD, it gets better at splitting the data into the three sets. This is so because the labels from NetD become more accurate over the training process given that it is only trained on clean and closed-set samples, and never on predicted open-set samples. The two networks thus complement each other to produce accurate classification results for the combined closed-set and open-set noise problem. A detailed explanation is outlined below, while Alg. 31 delineates the full training algorithm.

Algorithm 31 trains NetD, represented by \( f_{g(D)}(c|\mathbf{x}) \), and NetS, denoted by \( f_{g(S)}(c|\mathbf{x}) \) (with \( c \in \{1, \ldots, |\mathcal{Y}|\} \)) – both of which return a logit in \( \mathbb{R}^{[|\mathcal{Y}|]} \). In the warm-up stage (see line WarmUp(\( D \))), we train both models for a limited number of epochs using the cross entropy loss for \( f_{g(D)}(c|\mathbf{x}) \), where probability is obtained by applying a softmax activation \( \sigma(.) \) to form \( p_{g(D)}(c|\mathbf{x}) = \sigma(f_{g(D)}(c|\mathbf{x})) \), and the following (SL) loss for \( f_{g(S)}(c|\mathbf{x}) \) [21]:

\[
\mathcal{L}^{(S)} = \frac{1}{|\mathcal{D}|} \sum_{i=1}^{|\mathcal{D}|} \ell^{(S)}(\mathbf{x}_i, y_i, \theta^{(S)}),
\]

with [21]:

\[
\ell^{(S)}(\mathbf{x}_i, y_i, \theta^{(S)}) = \sum_{c=1}^{|\mathcal{Y}|} (y_i(c) - \alpha_{ic}/S_i)^2 + \frac{\alpha_{ic}(S_i - \alpha_{ic})}{S_i(S_i + 1)},
\]

where \( \alpha_{ic} = \varphi(f_{g(S)}(c|\mathbf{x}_i)) + 1 \) for class \( c \in \{1, \ldots, |\mathcal{Y}|\} \), with \( \varphi(.) \) representing the ReLU activation function, and \( S_i = \sum_{c=1}^{|\mathcal{Y}|} \alpha_{ic} \).

The classification of samples into the clean, closed-set, and open-set is performed using the SL loss values from Eq. 3 for the entire training set \( \mathcal{D} \). More specifically, we take the set of losses \( \{\ell^{(S)}(\mathbf{x}_i, y_i, \theta^{(S)})\}_{i=1}^{|\mathcal{D}|} \) and fit a \( \psi \)-component Gaussian mixture model (GMM) using the Expectation-Maximization algorithm. The idea we explore in this paper lies in the fact that the model output for the clean samples will tend to be confident and at the same time agree with its original label, producing a small loss. The model output for closed-set noise samples will also tend to be confident but at the same time disagree with its origi-
nal label, generating a large loss value. The model output for open-set noise samples, however, will not produce a confident output, resulting in a loss value that is neither large nor small. Therefore, the multi-component GMM will capture each of these sets, where the clean probability \( w_i \) is the posterior probability \( p(\mathcal{G}|\mathcal{f}(S)\{x_i, y_i, \theta^*(S)\}) \), where \( \mathcal{G} \) denotes the set of Gaussian components with mean \( \leq \mu_{\text{min}} \) (i.e., small losses), the closed-set posterior probability \( w_i^{\text{cl}} = p(\mathcal{G}|\mathcal{f}(S)\{x_i, y_i, \theta^*(S)\}) \) is computed from the components with mean \( \geq \mu_{\text{max}} \) (i.e., large losses), and the open-set posterior probability \( w_i^{\text{op}} \) is the posterior of the remaining components with means \( \in (\mu_{\text{min}}, \mu_{\text{max}}) \) – these posterior probabilities form the three sets \( \mathcal{Y} = \{w_i\}_{i=1}^{|D|}, \mathcal{Y}^{\text{cl}} = \{w_i^{\text{cl}}\}_{i=1}^{|D|} \text{ and } \mathcal{Y}^{\text{op}} = \{w_i^{\text{op}}\}_{i=1}^{|D|} \). Using these posteriors, we can build the set of clean samples, represented by \( X \) with samples where the clean posterior probability \( w_i \) is larger than the other two probabilities, and the closed-set, denoted by \( U \), containing samples that have the closed-set posterior probability \( w_i^{\text{cl}} \) larger than the other two.

Next, we train NetD with the clean set \( X \) and closed-set \( U \), defined above. A mini-batch is sampled from \( X \) and \( U \), and we augment each sample in each set \( M \) times [14]. The average classification probabilities for the clean and synthetic label noise.

4. Experiments

Following the prior work on closed-set and open-set noise problems [14][24][13], we conduct our experiments on the CIFAR-10 data set [11] for closed-set noise [14][13], and include the CIFAR-100 (small-scale) [11] and ImageNet32 (large-scale) [2] data sets for the open-set noise scenario [24][13]. CIFAR-10 has 10 classes with 5000 32×32 pixel training images per class (forming a total of 50000 training images), and a testing set with 10000 32×32 pixel images with 10000 images per class. CIFAR-100 has 100 classes with 5000 32×32 pixel images per class and ImageNet32 is a down-sampled variant of ImageNet [3], with 1281149 images and 1000 classes, but resized to 32×32 pixels per image. All data sets above have been set up with curated labels, so below we introduce a new noisy label benchmark evaluation that combines closed-set and open-set synthetic label noise.

4.1. Combined Open-set and Closed-set Noisy Label Benchmark

The proposed benchmark is defined by the rate of label noise in the experiment, denoted by \( \rho \in \{0.3, 0.6\} \), and the proportion of closed-set noise in the label noise, denoted by \( \omega \in \{0, 0.25, 0.5, 0.75, 1\} \). The closed-set label noise is
Table 1: Benchmark results of all competing methods and our proposed EDM. Clean data was sampled from CIFAR10, while the open-set noise came from ImageNet32 and CIFAR-100. The total noise in the training data is represented by $\rho \in \{0.3, 0.6\}$, where the closed-set proportion of this noise is $\omega \in \{0, 0.25, 0.5, 0.75, 1\}$ and open-set proportion is $1 - \omega$.

| $\rho$ | $\omega$ | 0.3 | 0.6 |
|--------|--------|-----|-----|
|        |        | 0   | 0.25 | 0.5 | 0.75 | 1 | 0   | 0.25 | 0.5 | 0.75 | 1 |
| **ImageNet32** | **RoG [13]** | Best | 91.9 | 90.7 | 90.2 | 89.6 | 89.5 | 87.8 | 85.7 | 84.5 | 83.1 | 82.9 |
|        | Last   | 91.0 | 88.7 | 86.6 | 86.2 | 83.9 | 85.9 | 85.9 | 83.4 | 81.2 | 78.7 | 77.3 |
|        | **ILON [24]** | Best | 91.8 | 90.7 | 88.0 | 86.5 | 85.8 | 87.7 | 83.4 | 81.2 | 78.7 | 77.3 |
|        | Last   | 90.6 | 86.9 | 82.0 | 77.3 | 72.7 | 85.5 | 72.6 | 58.9 | 54.4 | 46.5 |
|        | **DivideMix [14]** | Best | 92.4 | 92.5 | 93.4 | 93.9 | 94.3 | **92.5** | 92.8 | 93.2 | 93.9 | **94.7** |
|        | Last   | 92.0 | 92.5 | 93.0 | 93.7 | 94.1 | **92.5** | 92.2 | 92.8 | 93.2 | **94.7** |
|        | **EDM (Ours)** | Best | **93.2** | **94.4** | **94.7** | **95.1** | **95.2** | 91.2 | **93.7** | **94.0** | **94.1** |
|        | Last   | **92.5** | **93.7** | **94.5** | **94.7** | **94.8** | 90.9 | **93.1** | **93.4** | **93.9** |
| **CIFAR-100** | **RoG [13]** | Best | 91.4 | 90.9 | 89.8 | 90.4 | 89.9 | 88.2 | 85.2 | 84.1 | 83.7 | 83.1 |
|        | Last   | 89.8 | 87.4 | 85.9 | 84.9 | 84.5 | 82.1 | 72.9 | 66.3 | 62.0 | 59.5 |
|        | **ILON [24]** | Best | 90.4 | 88.7 | 87.4 | 87.2 | 86.3 | 83.4 | 82.6 | 80.5 | 78.4 | 77.1 |
|        | Last   | 87.4 | 84.3 | 80.0 | 74.6 | 73.8 | 78.0 | 67.9 | 55.2 | 48.7 | 45.6 |
|        | **DivideMix [14]** | Best | 89.3 | 90.5 | 91.5 | 93.0 | 94.3 | 89.0 | 90.6 | 91.8 | 93.4 | **94.4** |
|        | Last   | 88.7 | 90.1 | 90.9 | 92.8 | 94.0 | 88.7 | 89.8 | 91.5 | 93.0 | **94.3** |
|        | **EDM (Ours)** | Best | **92.9** | **93.8** | **94.5** | **94.8** | **95.3** | **90.6** | **92.9** | **93.4** | **93.7** |
|        | Last   | **91.9** | **93.1** | **94.0** | **94.5** | **95.1** | 89.4 | **91.4** | **92.8** | **93.4** |

Figure 4: t-SNE plots of the related methods and our proposed EDM, where the total noise rate is $\rho = 0.6$ with the closed-set proportion being $\omega = 0.5$, and CIFAR-100 and ImageNet32 representing open-set data sets. The brown samples represent the open-set noise, while the other colours denote the true CIFAR-10 classes.
Figure 5: Per-sample loss distributions for the open-set (orange), closed set (blue) and clean set (green) samples produced by EDM (left) and DivideMix (right) at epoch $e = 100$, where $\rho = 0.6$ and $\omega \in \{0, 0.5, 1\}$, with open-set datasets $\in \{\text{CIFAR-100, ImageNet32}\}$. We also show the estimated GMM posterior probabilities for the clean, open-set and closed-set noise samples using our EDM, and for the clean and noisy samples using DivideMix [14].

above. We also show a comparison of the sample distribution between EDM and other related approaches in the feature space using t-SNE [16], and the effectiveness of EDM to separate clean, closed-set and open-set noisy samples.

4.2. Related Approaches for Comparison

We compare our proposed approach with the three methods listed below:

DivideMix [14] is the current SOTA method that converts the problem of closed-set noisy label learning into a semi-supervised learning problem. It follows a multiple-model approach that splits the training data into clean and noisy subsets by fitting a 2-component Gaussian Mixture Model (GMM) to the loss values of the training samples at each epoch. Next, the framework discards the labels of the predicted noisy samples and uses MixMatch [1] to train the model.

ILON [24] introduces the open-set noisy label learning problem, where the proposed approach is based on an iterative solution that re-weights the samples based on the outlier measure of the Local Outlier Factor Algorithm (LOF) [10].

RoG [13] builds an ensemble of generative classifiers formed from features extracted from multiple layers of the ResNet model. The authors of RoG tested their approach on both closed-set noise and open-set noise separately which makes it an important benchmark to consider in our combined setup.

4.3. Results and Discussion

Classification accuracy: Table 1 shows the results computed from the benchmark evaluation of the proposed EDM, in comparison with the results of RoG [13], ILON [24], and DivideMix [14]. The evaluation relies on different rates of label noise ($\rho \in \{0.3, 0.6\}$) and closed-set noise ($\omega \in \{0, 0.25, 0.5, 0.75, 1\}$) using CIFAR-100 and ImageNet32 as open-set data sets. Results show that our method EDM outperforms all the competing approaches for 17 out of the 20 noise settings and is a close second on the remaining 3. For $\rho = 0.3$, EDM produces better results than all competing methods for all values of $\omega$ and choice of open-layer PreAct ResNet to produce our results.
set data sets, with an improvement of more than 3% over the next best method in some cases. On the other hand, both RoG and ILON perform significantly worse than EDM and DivideMix, particularly for $\rho = 0.6$ where the difference in accuracy is over 15% in some cases. In general, RoG and ILON are observed to perform worse when the proportion of closed-set noise increases, while the converse is true for DivideMix and EDM. It is also apparent that EDM is more robust to open-set noise than DivideMix, as evident from classification results when $\omega$ is small.

**Feature representations:** We show the t-SNE plots $[16]$ in Fig. 4 for all the methods for the case where total noise rate $\rho = 0.6$, with the closed-set proportion $\omega = 0.5$ using CIFAR-100 and ImageNet32 as open-set data sets. In particular, the features for all methods are extracted from the last layer of the models (in our case, we use the features from the NetD, which is the one used for classification, as explained in Sec. 3.3). In the visualisation, the brown samples are from the open-set data sets, while all other colours represent the true CIFAR-10 classes. This clearly shows that our proposed EDM is quite effective at separating open-set samples from the other clean and closed-set training samples, while DivideMix and ILON largely overfit these samples, as evident from the spread of open-set samples around CIFAR-10 classes. Interestingly, RoG also shows good separation, but with apparently more complex distributions than EDM.

**Noise classification:** Fig. 5 shows the distribution of loss function values for the clean, open-set and closed-set samples in cases where the noise rate $\rho = 0.6$, with closed-set rates $\omega \in \{0, 0.5, 1\}$ using samples from both CIFAR-100 and ImageNet32 as open-set noise. From these graphs, it is clear that the SL loss in Eq. (2) is able to successfully distinguish samples from each one of the three sets above, even when only one of the noise types is available, such as the case when $\omega \in \{0, 1\}$. This suggests that the exploration of uncertainty in the SL loss to identify samples belonging to open-set noise is effective. Among the methods tested in this paper, DivideMix $[13]$ also tries to separate the training samples into clean and noisy sets using the loss in (5). However, the resulting distribution seems inadequate to allow for a clear separation between the three sets because the open-set and closed-set noisy labels are basically indistinguishable. Consequently, DivideMix is able to separate clean samples from noisy samples, but not closed-set noise from open-set noise, thus forcing it to treat both noise types similarly during the training (i.e., both types are treated as closed-set noise). This is not ideal given that the open-set samples will be allocated to one of the incorrect training labels, which can ultimately cause the training to overfit these samples.

5. **Conclusion**

In this paper, we investigate a variant of the noisy label problem that combines open-set [24, 13] and closed-set noisy labels [14, 13]. To test various methods for this new problem, we propose a new benchmark that systematically changes the total noise rate and the proportion of closed-set and open-set noise. The open-set samples were sourced from either a small-scale data set (CIFAR100) or a large-scale data set (ImageNet32) such that the true label of these samples is not contained in the primary data set (CIFAR10). We argue that such a problem setup is more general and similar to real-life noisy label scenarios. We then propose the EvidentialMix algorithm to successfully address this new noise type with the use of the subjective logic loss [21] that produces low loss for clean samples, high loss for closed-set noisy samples, and mid-range loss for open-set samples. The clear division of the training data allows us to (1) identify and thereby remove the open-set samples from training to avoid overfitting them, given that they do not belong to any of the known classes, and (2) learn from the predicted closed-set samples in a semi-supervised fashion as in [14]. The evaluation shows that our proposed EDM is more effective to address this new combined open-set and closed-set label noise problem than the current state-of-the-art approaches for closed-set problems [14, 13] and open-set problems [24, 13].

**Future work:** The motivation for introducing this problem was to open the dialogue in the research community to investigate the combined open-set and closed-set label noise. Moving forward, we aim to explore more challenging noise settings such as incorporating asymmetric [19] and semantic noise [13] in the proposed combined label noise problem. Since we are the first ones to address this problem in a controlled setup, there is no precedent on how these more challenging noise scenarios could be meaningfully incorporated. For instance, even though asymmetric closed-set noise has previously been studied in the literature [19], it is not obvious what its counterpart, asymmetric open-set noise entails; for instance, it is not immediately clear how to build a noise transition matrix between CIFAR10 and ImageNet classes. In addition, we see merit in investigating other types of uncertainty to identify open-set noise, such as with Bayesian learning [4], and aim to explore such methods.
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