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Abstract

Splitting network computations between the edge device and a server enables low edge-compute inference of neural networks but might expose sensitive information about the test query to the server. To address this problem, existing techniques train the model to minimize information leakage for a given set of sensitive attributes. In practice, however, the test queries might contain attributes that are not foreseen during training.

We propose instead an unsupervised obfuscation method to discard the information irrelevant to the main task. We formulate the problem via an information theoretical framework and derive an analytical solution for a given distortion to the model output. In our method, the edge device runs the model up to a split layer determined based on its computational capacity. It then obfuscates the obtained feature vector based on the first layer of the server’s model by removing the components in the null space as well as the low-energy components of the remaining signal. Our experimental results show that our method outperforms existing techniques in removing the information of the irrelevant attributes and maintaining the accuracy on the target label. We also show that our method reduces the communication cost and incurs only a small computational overhead.

1 Introduction

In recent years, the surge in cloud computing and machine learning has led to the emergence of Machine Learning as a Service (MLaaS), where the compute capacity of the cloud is used to analyze the data generated on edge devices. One shortcoming of the MLaaS framework is the leakage of the clients’ privacy-sensitive data to the cloud server. To address this problem, several cryptography-based solutions have been proposed which provide provable security at the cost of increasing the communication cost and delay of the cloud inference by orders of magnitude [Juvekar et al. 2018, Rathee et al. 2020]. Such cryptography-based solutions are
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Figure 1: Unsupervised data obfuscation in split inference setting. $M_c$ and $M_s$ are the client and server models, respectively, and $g$ is the obfuscation function. The client computes $z' = g(M_c(x))$ and sends $z'$ to the server to predict the target attribute as $\hat{y}_{\text{tar}} = M_s(z')$. The obfuscator is designed to minimize the content in $z$ that is irrelevant to $y_{\text{tar}}$, and also to be efficient enough to run on the edge device.

Current methods for data obfuscation in split inference aim to remove the information corresponding to a known list of hidden attributes. For example, adversarial training (Feutry et al., 2018) and noise injection (Mireshghallah et al., 2020) methods minimize the accuracy of an adversary model $M_a(z)$ on $y_{\text{hid}}$, and the information bottleneck method (Osia et al., 2018) trains the model to minimize the mutual information between the query $z$ and $y_{\text{hid}}$. The set of hidden attributes, however, can vary from one query to another. Hence, it is not feasible to foresee all types of attributes that could be considered sensitive for a specific MLaaS application. Moreover, the need to annotate inputs with all possible hidden attributes significantly increases the training cost as well.

In this paper, we propose an alternative solution in which, instead of removing the information that is related to a set of sensitive attributes, we discard the information that is not used by the server model to predict the target label. Our contributions are summarized in the following:

- **We propose an unsupervised obfuscation** mechanism, depicted in Figure 1, and formulate a general optimization problem for finding the obfuscated feature vector $z' = g(z)$. The formulation is based on minimization of mutual information between $z$ and $z'$, under a distortion constraint on model output $\|M_s(z) - M_s(z')\|$. We then devise a practical solution for a relaxation of the problem using the SVD of the first layer of $M_s$.

- **We perform extensive experiments on several datasets and show that our methods provide better tradeoffs between accuracy and obfuscation compared to existing approaches such as adversarial training, despite having no knowledge of the hidden attribute at training or inference phases. We also investigate the role of the edge computation and show that, with higher edge computation, the client obtains better obfuscation at the same target accuracy.**
2 Problem Statement

Let $M_c$ and $M_s$ be the client and server models, respectively, and $g$ be the obfuscation function. We consider a split inference setup, where the model $M_s \circ M_c$ is trained with a set of examples $\{x_i\}_{i=1}^N$ and their corresponding target labels $\{y_{\text{tar}}^i\}_{i=1}^N$. At inference phase, clients run $g \circ M_c$ on their data and send $z' = g(z)$ to the server, where $z = M_c(x)$. The goal of the data obfuscation is to generate $z'$ such that it contains minimal information about the sensitive attributes, yet the predicted target label for $z'$ is similar to that of $z$, i.e., $M_s(z') \approx M_s(z)$. We consider the unsupervised data obfuscation setting, where the sensitive attributes are not available at training or inference phases, i.e., the obfuscation algorithm is required to be generic and remove information about any attribute that is irrelevant to the target label.

2.1 Threat Model

Client model. Upon receiving the service, the client decides on the best tradeoff of accuracy, data obfuscation, and computational efficiency, based on their desired level of information protection and also the computational capability of the edge device. Similar mechanisms are already in use in AI-on-the-edge applications. For example, in the application of unlocking smart phones with face recognition, the client can specify the required precision in face recognition, where a lower precision will provide faster authentication at the cost of lower security (Chokkattu, 2019).

Server model. The server is assumed to be honest-but-curious. It cooperates in providing an inference mechanism with minimum information leakage to abide by law enforcement (EU, 2016) or to have competitive advantage in an open market. The server performs inference of the target attribute $y_{\text{tar}}$, but might try to extract the sensitive information from the obfuscated feature vector, $z'$, as well.

Adversary model. The adversary tries to infer sensitive attribute(s), $y_{\text{hid}}$, from the obfuscated feature vector, $z'$. We consider a strong adversary with full knowledge of the client and server models, the training data and training algorithm, and the client’s obfuscation algorithm and setting. The client and the server, however, do not know the adversary’s algorithm and are not aware of the sensitive attributes that the adversary tries to infer.

3 Related Work

Prior work has shown that representations learned by neural networks can be used to extract sensitive information (Song and Shmatikov, 2019) or even reconstruct the raw data (Mahendran and Vedaldi, 2015). Current methods for data obfuscation can be categorized as follows.

Cryptography-based Solutions. A class of public-key encryption algorithms protects the data in the transmission phase (Al-Riyami and Paterson, 2003), but cannot prevent data exposure to a curious server. Nevertheless, these methods can be used in conjunction with our approach to strengthen the defense against external adversaries. Another type of cryptographic methods allows running inference directly on the encrypted data (Rathee et al., 2020) at the cost of significant communication and computation overhead. As an example, using the state-of-the-art cryptographic method, performing inference on a single ImageNet data takes about half an hour and requires $\sim$ 32GB data transmission (Rathee et al., 2020). We consider scenarios where the server provides service to millions of users (e.g., in Amazon Alexa or Apple Siri applications), and users expect low communication and fast response. Hence, classic solutions for secure function evaluation are not applicable to our scenario due to their high computational and communication cost.

Noise Injection. In this method, the client sends a noisy feature $z' \sim h_\theta(z)$ instead of $z$ to the server, where $z'$ is drawn from a randomized mechanism $h_\theta(\cdot)$ parameterized by $\theta$ (e.g., a Gaussian distribution). A typical approach one could employ is differential privacy (DP) (Dwork, 2006; Dwork et al., 2006, 2014).
which guarantees that the distribution of $z'$ does not differ too much for any two inputs $z_1$ and $z_2$. Using DP, however, can lead to a large loss of accuracy (Kasiviswanathan et al., 2011; Ullman, 2018; Kairouz et al., 2019). To maintain the utility of the model, (Mireshghallah et al., 2020) proposed to solve the following:

$$\min_{\theta} L(M_s(z'), y^{\text{tar}}) - \gamma L(M_a(z'), y^{\text{hid}}) - \alpha |z' - z|,$$

where the first and second terms denote the cross entropy loss for the server and adversary, respectively. In general, while noise addition improves the privacy, it has been shown to significantly reduce the accuracy (Liu et al., 2019; Li et al., 2019).

Information Bottleneck (IB) is proposed to obfuscate the information related to a known set of sensitive attributes, $y^{\text{hid}}$. Let $I(\cdot, \cdot)$ denote mutual information. The idea is to train $M_c$ that maximizes $I(z, y^{\text{tar}})$ while minimizing $I(z, y^{\text{hid}})$ (Osia et al., 2018; Moyer et al., 2018). The optimization is formulated as follows:

$$\max_{M_c} I(M_c(x), y^{\text{tar}}) - \gamma I(M_c(x), y^{\text{hid}}) - \beta I(M_c(x), x).$$

Adversarial Training (AT) is an effective method for obfuscating the information of a known set of sensitive attributes, while maintaining the accuracy on the target label. AT solves the following min-max optimization problem:

$$\max_{M_c, M_a} \min_{M_s} \mathbb{E}_{x, y^{\text{tar}}, y^{\text{hid}}} \left[\gamma L(y^{\text{hid}}, M_a \circ M_c(x)) - L(y^{\text{tar}}, M_s \circ M_c(x))\right],$$

where $L$ denotes the cross-entropy loss. The above objective can be achieved through an adversarial training method (Edwards and Storkey, 2016; Hamm, 2017; Xie et al., 2017; Li et al., 2018; Feutry et al., 2018; Li et al., 2019; Huang et al., 2017). Upon convergence, the model $M_c$ generates $z$, using which $M_a$ cannot accurately estimate $y^{\text{hid}}$, yet $M_s$ accurately predicts $y^{\text{tar}}$.

Existing obfuscation methods for split inference have several limitations. Except differential privacy which often significantly reduces the accuracy on $y^{\text{tar}}$, the underlying assumption in the above methods is that a set of hidden attributes $y^{\text{hid}}$ is provided at training time. In practice, however, it might not be feasible to foresee and identify all possible sensitive attributes and annotate the training data accordingly. It also contradicts deployment at-scale since whenever a new attribute needs to be protected, the client model has to be retrained and re-distributed to all edge devices that use the service. Current approaches also often provide a poor tradeoff between accuracy and preventing the information leakage. Moreover, the tradeoff of accuracy and obfuscation with the client-side computation is not well studied in the split learning framework. In this paper, we characterize this tradeoff and propose to remove the content irrelevant to the main task, instead of obfuscating a predefined set of sensitive attributes. We empirically show that our method reduces the attack accuracy on hidden attributes, which are not known to the client or the server at training or inference times, at a small or no cost to the accuracy on the target label.

4 The Proposed Method

4.1 Problem Formulation

Let $z \in \mathbb{R}^{n \times 1}$ be the feature vector and $y^{\text{tar}}$ be the corresponding label. Our goal is to design the obfuscation function, $g$, such that $z' = g(z)$ contains the necessary and sufficient information about $y^{\text{tar}}$. Specifically, we want to (i) minimize the information that $z'$ carries about $z$, while (ii) maintaining the utility of the model for predicting $y^{\text{tar}}$ as much as possible. We formulate the problem as follows:

$$\min_{z'} I(z', z) \quad \text{s.t.} \quad \|M_s(z') - M_s(z)\| \leq \epsilon.$$
The objective function in (4) minimizes the mutual information of \( z' \) and \( z \), while bounding the distortion to the model output. Note that our formulation is different from the information bottleneck \((I)\) proposed by \cite{Osia2018} and \cite{Moyer2018} in that it does not use \( y^{\text{hid}} \) and, hence, is unsupervised with respect to hidden attributes.

Let \( H(\cdot) \) denote the entropy function. We have:

\[
I(z', z) = H(z') - H(z' | z) = H(z'),
\]

where the second equality holds since the obfuscation function \( g \) is a deterministic algorithm and thus \( H(z' | z) = 0 \). The objective in \((I)\) can therefore be written as:

\[
\min_{z'} H(z') \quad \text{s.t.} \quad \| M_s(z') - M_s(z) \| \leq \epsilon.
\]

Intuitively, a small \( H(z') \) indicates that, from the server’s point of view, the incoming queries look similar. For example, in face recognition applications, only basic properties of face images are transmitted to the server and other irrelevant attributes that would make the images different in each query, such as the background or makeup, are obfuscated.

### 4.2 Obfuscation for Linear Layers

Our goal is to develop a low-complexity obfuscation function, \( g \), that solves \((I)\) with respect to the server’s model, \( M_s \). Figure 1 shows the block diagram of the method. In its general form, the function \( g \) can be viewed as an auto-encoder (AE) network that is trained with the objective of \((5)\). Such a network would be, however, computationally complex to run on edge devices and defeats the purpose of sending activations to the server for low-complexity inference.

To address the computational complexity problem, we design the obfuscation function with respect to the first linear layer (a convolutional or fully-connected layer) of \( M_s \). For linear models, the objective in \((5)\) can be written as:

\[
\min_{z} H(z') \quad \text{s.t.} \quad \| Wz - Wz' \| \leq \epsilon,
\]

where \( W \in \mathbb{R}^{m \times n} \) is the weight matrix. In the following, we present our analysis for the linear models.

**Definition 1.** Let \( W_{m \times n} = U_{m \times m}^{} S_{m \times n}^{} V_{n \times n}^T \) denote the singular value decomposition (SVD) of \( W \). The columns of \( V^T \) provide an orthonormal basis \( \{ v_k \}_{k=1}^{n} \). We write:

\[
z = \sum_{k=1}^{n} \alpha_k v_k = \sum_{k=1}^{n} z_k, \quad \alpha_k = v_k^T \cdot z.
\]

We have the following Lemmas.

**Lemma 1.** If \( z \sim N(0, \sigma^2 I) \), then \( \alpha_k \)'s are independent random variables with \( \alpha_k \sim N(0, \sigma^2) \).

**Proof.** Since \( \alpha_k = v_k^T \cdot z \), it is Gaussian with the following mean and variance:

\[
\mathbb{E}[\alpha_k] = v_k^T \cdot \mathbb{E}[z] = 0, \quad \mathbb{E}[\alpha_k^2] = v_k^T \cdot \mathbb{E}[zz^T] \cdot v_k = \sigma^2 v_k^T \cdot v_k = \sigma^2.
\]

Assume \( i \neq j \). We have:

\[
cov(\alpha_i, \alpha_j) = \mathbb{E}[\alpha_i \cdot \alpha_j] - \mathbb{E}[\alpha_i] \cdot \mathbb{E}[\alpha_j] = v_i^T \cdot \mathbb{E}[zz^T] \cdot v_j = 0.
\]

Also, \( \beta = c_1 \alpha_1 + c_2 \alpha_2 = (c_1 v_1^T + c_2 v_2^T) \cdot z = v^T z \). Therefore, since \( \text{cov}(\alpha_i, \alpha_j) = 0 \) and \( \beta \) is Gaussian for any \( c_1 \) and \( c_2 \), \( \alpha_k \)'s are independent random variables. \qed
Lemma 2. For \( z \sim N(0, \sigma^2 I) \), we have \( H(z_i | z_j) = H(z_i), \forall i \neq j \).

Proof. Assume \( i \neq j \). We have:

\[
cov(z_i, z_j) = E[z_i \cdot z_j^T] - E[z_i] \cdot E[z_j]^T = E[\alpha_i \alpha_j^T v_i \cdot v_j^T] - E[\alpha_i]E[\alpha_j^T v_i \cdot v_j^T] = 0.
\]

Also, \( x = c_1 z_i + c_2 z_j = c_1 \alpha_i v_i + c_2 \alpha_j v_j \). According to Lemma 1, \( \alpha_k \)'s are independent Gaussian random variables. Thus, \( x \) is multivariate Gaussian for any \( c_1 \) and \( c_2 \). Hence, \( z_k \)'s are independent random vectors and \( H(z_i | z_j) = H(z_i), \forall i \neq j \). \( \Box \)

Lemma 3. For \( z \sim N(0, \sigma^2 I) \), we have \( H(z) = \sum_{k=1}^{n} H(\alpha_k) \).

Proof. Since \( z_k = \alpha_k v_k = (v_k^T z) v_k \), we have \( H(z_k | z) = 0 \). Lemma 2 also shows \( H(z_i | z_j) = H(z_i), \forall i \neq j \). Hence:

\[
H(z, z_1, \ldots, z_n) = H(z) + \sum_{k=1}^{n} H(z_k | z, z_1, \ldots, z_{k-1}) = H(z).
\]

The left hand side can be also written as:

\[
H(z, z_1, \ldots, z_n) = H(z_1) + H(z | z_1) + \sum_{k=2}^{n} H(z_k | z, z_1, \ldots, z_{k-1})
\]

\[
= H(z_1) + H(z | z_1)
\]

\[
= H(z_1) + H(z_2, \ldots, z_n)
\]

\[
= H(z_1) + \sum_{k=2}^{n} H(z_k | z_2, \ldots, z_{k-1})
\]

\[
= \sum_{k=1}^{n} H(z_k).
\]

Hence, \( H(z) = \sum_{k=1}^{n} H(z_k) \). We also have:

\[
H(z_k, \alpha_k) = H(z_k) + H(\alpha_k | z_k) = H(z_k)
\]

\[
= H(\alpha_k) + H(z_k | \alpha_k) = H(\alpha_k).
\]

Therefore, \( H(z_k) = H(\alpha_k) \), and \( H(z) = \sum_{k=1}^{n} H(\alpha_k) \). \( \Box \)

Lemma 4. Let \( z = \sum_{k=1}^{n} \alpha_k v_k \) and \( z' = \sum_{k=1}^{n} \alpha'_k v_k \). We have \( ||W(z - z')|| = \sqrt{\sum_{k=1}^{m} (\alpha_k - \alpha'_k)^2 s_k^2} \), where \( s_k \) is the \( k \)-th singular value of \( W \).

Proof. We have:

\[
W(z - z') = USV(z - z') = \sum_{k=1}^{n} USV((\alpha_k - \alpha'_k)v_k)
\]

\[
= \sum_{k=1}^{n} US((\alpha_k - \alpha'_k)\delta_k)
\]

\[
= \sum_{k=1}^{n} U(s_k(\alpha_k - \alpha'_k)\delta_k)
\]

\[
= \sum_{k=1}^{n} s_k(\alpha_k - \alpha'_k)U_k,
\]

\[
= \sum_{k=1}^{n} s_k(\alpha_k - \alpha'_k)U_k,
\]

\[
= \sum_{k=1}^{n} s_k(\alpha_k - \alpha'_k)U_k,
\]

\[
= \sqrt{\sum_{k=1}^{m} (\alpha_k - \alpha'_k)^2 s_k^2},
\]

\[
= \sum_{k=1}^{n} s_k(\alpha_k - \alpha'_k)U_k,
\]

\[
= \sqrt{\sum_{k=1}^{m} (\alpha_k - \alpha'_k)^2 s_k^2}.
\]
where $\delta_k$ is a one-hot vector with its $k$-th element set to 1 and $U_k$ is the $k$-th column of $U$. Since $U_k$’s are orthonormal, we have $\|W(z - z')\| = \sqrt{\sum_{k=1}^{n}(\alpha_k - \alpha'_k)^2 s_k^2}$.

The following theorem provides the solution of the objective in (6).

**Theorem 1.** Let $W = USV^T$ as defined in Definition 1. Let $z = \sum_{k=1}^{n} \alpha_k v_k$ where $z \sim N(0, \sigma^2 I)$ and $\alpha_k$’s are sorted based on the singular values of $W$. The objective in (6) is minimized by $z' = \sum_{k=1}^{m} \alpha'_k v_k$ where

$$\alpha'_k = \begin{cases} 
\alpha_k & k < m' \\
\alpha_k - \gamma \text{sign}(\alpha_k) & k = m' \\
0 & k > m'
\end{cases}$$

(8)

where $m' = \text{argmin}_k \epsilon_k \leq \epsilon$, $\epsilon_k = \sqrt{\sum_{i=m+1}^{m} \alpha_i^2 s_i^2}$ and $\gamma = \frac{\sqrt{\epsilon^2 - \epsilon_k^2}}{s_{m'}}$.

**Proof.** Using Lemmas 1 and 3 we have $H(z) = \sum_{k=1}^{n} H(\alpha_k)$, where $\alpha_k \sim N(0, \sigma^2)$. We have $H(\alpha_k) = \frac{1}{2} \ln(2\pi e \sigma^2)$ which is monotonically increasing in $\text{var}(\alpha_k) = \sigma^2$. Hence, $H(\alpha_k)$ can be reduced by suppressing the variance of $\alpha_k$, i.e., making $\alpha_k$’s closer to zero.

Given a distortion budget, $\epsilon$, the question now is which $\alpha_k$ should be modified and by how much. From the entropy perspective, based on the assumptions above and Lemma 3 reducing the variance of each $\alpha_k$ reduces the entropy by the same amount for all $k$. Lemma 4 however, states that modifying $\alpha_k$ by $\gamma$ causes a distortion of $|\gamma|s_k$, where $s_k$ is the $k$-th singular value of $W$. Since smaller $s_k$’s cause smaller distortion, the solution is achieved by sorting the singular values and then modifying the $\alpha_k$’s corresponding to the smaller singular values towards zero one at a time until the budget $\epsilon$ is exhausted.

The following provides the solution more specifically. If $m < n$ in the weight matrix, the last $n - m$ coefficients do not contribute to $W \cdot z$ and thus can be set to zero without causing any distortion. Now, assume the coefficients in range of $m' + 1$ to $m$ are to be set to zero. The total distortion will be $\epsilon_{m'} = \sqrt{\sum_{i=m'+1}^{m} s_i^2 \alpha^2_i}$. Also, the distortion caused by modifying $\alpha_{m'}$ by $\gamma$ is $s_{m'}/|\gamma|$, which we will set to be equal to the remaining distortion, $\sqrt{\epsilon^2 - \epsilon_{m'}^2}$, i.e., $\gamma = \frac{\sqrt{\epsilon^2 - \epsilon_{m'}^2}}{s_{m'}}$. This completes the proof.

**Definition 2.** The signal content of $z$ with respect to a matrix $W$, or simply the signal content of $z$, is the solution to (6) with $\epsilon = 0$. It is denoted by $z_S$ and defined as follows:

$$z_S = \sum_{k=1}^{m} \alpha_k v_k.$$  

(9)

The remaining $n - m$ components of $z$ are called the null content defined as follows:

$$z_N = z - z_S = \sum_{k=m+1}^{n} \alpha_k v_k.$$  

(10)

The signal content is the information that is kept after multiplying $z$ by $W$, and the null content is the discarded information. By setting $z' = z_S$, the client reduces the entropy without introducing any distortion to the output of $M_s$. We call this method distortion-free obfuscation here. The entropy can be further reduced by removing components from the signal content as well, for which the optimal way for a desired distortion $\epsilon$ is determined by Theorem 1. We call this method distortion-bounded obfuscation in the remainder of the paper.
4.3 The Proposed Obfuscation Method

In the following, we present our framework for unsupervised data obfuscation in the split inference setup.

**Training.** The server trains the model \( M_s \circ M_c \) with inputs \( \{x_i\}_{i=1}^N \) and target labels \( \{y_{tar_i}\}_{i=1}^N \), where, at each epoch, various fractions of the signal content of different layers are removed (one layer at a time), so that the model becomes robust to removing the components of the signal content. The model is also trained to generate feature vectors, \( z \), with uncorrelated Gaussian activations as specified in Theorem 1. To learn models with decorrelated activations, we used the penalty term proposed in (Cogswell et al., 2015) as

\[
L_{deCov} = \frac{1}{2} (\|C\|_F^2 - \|\text{diag}(C)\|_2^2),
\]

where \( C \) is the covariances between activation pairs, \( \|\cdot\|_F \) is the Frobenius norm, and the \( \text{diag}(\cdot) \) operator extracts the main diagonal of a matrix into a vector. Additionally, the distribution of \( z \) is forced to be close to Gaussian using the VAE approach (Kingma and Welling, 2013), i.e., by learning to generate \( z \) from a variational distribution with a Gaussian prior.

**Inference.** Upon providing the service, the server also provides a profile of the average reduction in target accuracy by removing a given fraction of the signal content for each split layer. The client first decides on the number of layers to be run locally on the edge device (determined based on the compute capacity) and then on the fraction of the signal content to maintain (determined based on the desired accuracy). For inference, the client computes the obfuscated feature vector \( z' = g(M_c(x)) \) and sends it to the server. The server then performs the rest of the computation and obtains \( \hat{y}_{tar} = M_s(z') \).

Our framework provides a tradeoff between accuracy, obfuscation, and computational efficiency. Specifically, by running more layers locally (more edge computation), the client can achieve a better accuracy-obfuscation tradeoff, i.e., the same obfuscation can be obtained by discarding a smaller fraction of the signal content. Moreover, for a given split layer, the client can adjust the fraction of the signal content to be removed in order to obtain a desired tradeoff between accuracy and obfuscation. In Section 5, we provide empirical validations for the aforesaid tradeoffs.

**Computational and Communication cost.** Performing obfuscation requires the client to compute \( m' \) coefficients \( \{\alpha'_k\}_{k=1}^{m'} \) on the edge device, where the overhead of computing each \( \alpha'_k \) is equivalent to \( \frac{1}{m} \)-th of total computation in the first layer of \( M_s \). Therefore, the client performs an extra computation equivalent to \( \frac{n}{m} \times m' \) on the first layer of \( M_s \), where \( m' \ll m \) in practice. Note that the client is not required to recover \( z' = \sum_{k=1}^{m'} \alpha'_k v_k \), and can send only \( \{\alpha'_k\}_{k=1}^{m'} \) to the server, who has the \( \{v_k\} \) basis and can compute \( z' \) accordingly. Therefore, our obfuscation method reduces the communication cost by a factor of \( \frac{n}{m} \) compared to the case that the raw feature vector \( z \) is sent to the server.

5 Experimental Results

5.1 Experiment Setup

**Model architecture and training settings.** We present the experimental results on an architecture used in prior work (Song and Shmatikov, 2019), shown in Table 1. The adversary model \( M_a \) has the same architecture as the server model \( M_s \). We train the models for 50 epochs using Adam optimizer with an initial learning rate of 0.001, which we drop by a factor of 10 after 20 and 40 epochs.

**Datasets.** We perform our experiments on four visual datasets described below. Table 2 lists the target and hidden attributes of the datasets used.

- **EMNIST** (Cohen et al., 2017) is an extended version of the MNIST dataset where the labels are augmented with writer IDs. We select 130000 samples from EMNIST written by 100 writers with 130 examples per writer. We then split this dataset into 10000, 1500, and 1500 for training, validation, and testing. We use the digit and writer ID as the target and the hidden attributes, respectively.
Table 1: Network Architecture. Each row shows a split layer, i.e., for the split layer $i$, the input of that layer is sent to the server.

| Layer | Architecture |
|-------|--------------|
| 1     | CONV(3, 16), ReLU, Maxpool(2 $\times$ 2), Batchnorm |
| 2     | CONV(3, 32), ReLU, Maxpool(2 $\times$ 2), Batchnorm |
| 3     | CONV(3, 64), ReLU, Maxpool(2 $\times$ 2), Batchnorm |
| 4     | FC(128), ReLU, Batchnorm |
| 5     | FC(64), ReLU, Batchnorm |
| 6     | FC($n_{\text{classes}}$), Softmax |

Table 2: Target and hidden attributes of the datasets used.

| Dataset    | Target Attribute ($y^{\text{tar}}$) | Hidden Attribute ($y^{\text{hid}}$) |
|------------|------------------------------------|------------------------------------|
|            | Attribute | No. Classes | Attribute | No. Classes |
| EMNIST     | digit     | 10          | writer ID | 100         |
| UTKFace    | gender    | 2           | race      | 5           |
| FaceScrub  | gender    | 2           | identity  | 530         |
| CelebA     | smiling   |             |           |             |
|            | 2 gender  |             | 2         |
|            | 2 makeup  |             | 2         |
|            | 2 cheekbones |         | 2         |
|            | 2 mouth-open |        | 2         |
|            | 2 lipstick |             | 2         |
|            | 2 attractive |         | 2         |

- **FaceScrub** ([Ng and Winkler 2014, FaceScrub 2020]) is a dataset of celebrity faces labeled with gender and identity. We use gender as the target and identity as the hidden attribute. In experiments, we crop images using the face region bounding boxes specified in the annotations and resize them to 50 $\times$ 50.

- **UTKFace** ([Zhang et al. 2017]) is a dataset of face images labeled with gender and race, which we treat as the target and the hidden attributes, respectively. The face region bounding boxes are cropped and resized to 50 $\times$ 50.

- **CelebA** ([Liu et al. 2015]) is a dataset of celebrity images. Each image is labeled with 40 binary attributes, out of which, we select Smiling as the target attribute and \{Male, Heavy Makeup, High Cheekbones, Mouth Slightly Open, Wearing Lipstick, Attractive\} as hidden attributes. These attributes have near balanced distribution of positive and negative examples. In experiments, we crop images to the face region and resize them to 73 $\times$ 60.

**Measuring obfuscation.** Several methods have been proposed to measure the information leakage of intermediate feature vectors in neural networks. One approach is computing the mutual information between the query $x$ and the feature vector $z'$ ([Kraskov et al. 2004]). In practice, measuring the mutual information is not tractable for high-dimensional random variables, unless certain assumptions are made about the probability distribution of the random variables of interest. A more practical approach computes the reconstruction error, $\|\tilde{x} - x\|$, where $\tilde{x}$ is estimated using the feature vector ([Mahendran and Vedaldi 2015]). Finally, attribute leakage can be defined based on the accuracy of an adversary model that predicts the hidden label from intermediate features.

In this paper, we follow the approach of predicting hidden attributes using an adversary model. Assume that each example $\{x_i\}_{i=1}^N$ has a target label $\{y^{\text{tar}}_i\}_{i=1}^N$ and a hidden label $\{y^{\text{hid}}_i\}_{i=1}^N$. The adversary trains the model $M_a$ with $(z'_i, y^{\text{hid}}_i)$, where $z'_i = g(M_c(x_i))$ is the same feature vector that the server also receives to do inference of the target label. Note that the training of $M_a$ is used as a post hoc process to evaluate the leakage of sensitive attributes and does not influence the client or server’s processing. We refer to the accuracy of $M_a \circ g \circ M_c$ on $y^{\text{tar}}$ as target accuracy and the accuracy of $M_a \circ g \circ M_c$ on $y^{\text{hid}}$ as attack accuracy.
5.2 Evaluations

Cumulative signal content. We start our analysis by computing the norm of the null and signal contents in every layer of $M = M_s \circ M_c$. At each layer, the null content $z_N$ is discarded and the signal content $z_S$ is passed through the next layer. We compute the normalized amount of the information passed from the $i$-th layer to the next as $C_S(z^{(i)}) = \log(\|z_S^{(i)}\|_2^2 / \|z^{(i)}\|_2^2)$, where $z^{(i)}$ and $z_S^{(i)}$ are the activation vector and its signal content at the $i$-th layer, respectively. Figure 2 shows the cumulative amount of the signal content preserved up to the $i$-th layer, computed as $\sum_{j=1}^{i} C_S(z^{(j)})$. The plot suggests that the model gradually removes the content irrelevant to the target label from one layer to the next, thus acting as an obfuscator.

Investigating tradeoffs. Figure 3 shows the attack accuracy versus the split layer for four settings: (1) without obfuscation, (2) with distortion-free obfuscation (i.e., when $m' = m$), and (3),(4) with distortion-bounded obfuscation such that the drop in target accuracy is at most 1% and 5%, respectively. The results illustrate the tradeoffs between edge computation, obfuscation, and target accuracy, described in the following.

- In all four cases, the attack accuracy decreases as the network is split at deeper layers. This observation indicates that more edge computation results in lower attack accuracy at the same target accuracy.
- For each split layer, the attack accuracy of distortion-free obfuscation is less than that of the baseline (no obfuscation). This observation shows that even without decreasing the target accuracy, the feature vector can be modified to obtain a better obfuscation.
- For each split layer, the distortion-bounded obfuscation further reduces the attack accuracy at the cost of a small reduction in target accuracy. In the example analysis of Figure 3, we include the attack accuracy when the target accuracy is dropped by 1% and 5%. As seen, by losing more target accuracy, the attack accuracy can be further reduced. The tradeoff between attack and target accuracy is controlled by the number of preserved features, $m'$.

Comparison to prior work. We compare our obfuscation method to two general categories of prior work:

- **Supervised Obfuscation.** Among existing supervised obfuscation methods introduced in Section 3, adversarial training generally provides the best tradeoff between accuracy and obfuscation. Therefore, we use adversarial training as a natural comparison baseline. We implemented the adversarial training framework proposed by Feutry et al. (2018) and trained the models in multiple settings with different $\gamma$ parameters (Eq. 3) in range of $[0.1, 1]$ to achieve the best performance.

- **Unsupervised Obfuscation.** Similar to our approach, pruning network weights eliminates features that do not contribute to the classification done by $M_s$. Since pruning does not require access to the
Figure 3: Attack accuracy versus the split layer for each dataset. The target/attack attributes are mentioned in the title of each sub-figure. Each colored curve corresponds to a different obfuscation method. The horizontal and vertical axes represent split layer and attack accuracy, respectively. It is desired to have a lower attack accuracy at earlier layers. The blue curves show the attack accuracy without obfuscation; the red curve represents our distortion-free obfuscation (with no loss of target accuracy); The black and green curves correspond to 1% and 5% of reduction in target accuracy, respectively. We observe two trends: (1) by performing more computation on the edge device (e.g., splitting at FC1 layer instead of CONV1 layer), one can achieve a lower attack accuracy. (2) for a certain split layer, our distortion free obfuscation reduces the attack accuracy of the baseline without reducing target accuracy. Our distortion-bounded accuracy provides a tradeoff between target accuracy and target accuracy. In this figure, for instance, we can see that the attack accuracy of the green curve (5% distortion) is lower than the black curve (1% distortion).

Sensitive labels, it is a natural unsupervised obfuscation baseline. We adopt the pruning algorithm proposed by [Li et al., 2016] which works based on the $L_1$ norm of the columns of the following layer’s weight matrix. After pruning, we fine-tune $M_s$ to improve its accuracy.

Figure 4 compares the tradeoffs achieved by our method with those achieved by (supervised) adversarial training and (unsupervised) pruning. In this example study, we split the network at the middle layer, i.e., the input of the FC1 layer. Since adversarial training specifically trains the model to obfuscate the sensitive attribute, it achieves a better tradeoff than the unsupervised pruning method. Although our method is unsupervised too, it outperforms the supervised adversarial training in most cases. The superior performance of our method is rooted in minimizing the distortion to the target accuracy while maximizing the obfuscated “unrelated” information.

**Experiment with multiple private attributes.** To highlight the independence of our method from private attributes, we also do the experiments with multiple (unseen) hidden labels. Specifically, we consider the CelebA model trained to detect Smiling and evaluate two methods, (1) our method: we keep only $m' = 1$ component from the signal content of feature vector and then train one separate adversary model per hidden attribute, and (2) adversarial training: we first adversarially train an $M_c$ model to obfuscate Gender, and then train one separate adversary model to predict each hidden attribute.

For both of the above methods, the network is split at the input of the FC1 layer. As shown in Figure 5, our method outperforms adversarial training in both the target and attack accuracy. Specifically, our method results in a significantly lower attack accuracy on all hidden attributes compared to the baseline attack accuracy. The only exceptions are High_Cheekbones and Mouth_Open attributes, which highly correlate with the target attribute (a smiling person is likely to have high cheekbones and open mouth). The correlation between target and hidden attributes causes the signal content of the server and adversary models to have large overlaps and, hence, results in high attack accuracy. Also, as seen, the adversarially trained model successfully hides the information that it has been trained to obfuscate (Gender). The model, however, fails to remove information of other attributes such as Makeup or Lipstick. The results highlight the importance of the generic unsupervised obfuscation in scenarios where the sensitive attributes are not known. In such
Figure 4: Comparison between our method, feature pruning, and adversarial training when splitting the model at the input of the FC1 layer. The target/attack attributes are mentioned in the title of each sub-figure. The horizontal and vertical axes show the classification error on $y_{\text{tar}}$ and $y_{\text{hid}}$, respectively. To extract the points of the blue curve, we obfuscate the features at the split layer with different distortion rates. For pruning, the curves are obtained by pruning the features at the split layer with different pruning ratios. For adversarial training, each point on the curve represents an adversarially trained network with different $\gamma$ parameter. Our goal is to have low error on $y_{\text{tar}}$ and high error on $y_{\text{hid}}$, hence, points to the upper left corner of the figures are desirable. In most cases, our method outperforms both adversarial training and pruning.

Figure 5: Accuracy on the target (Smiling) and hidden attributes. Our method obfuscates the feature vector without the knowledge of hidden attributes at training or inference times. Adversarial training (AT) method maximizes the accuracy on Smiling, while minimizing the accuracy on Gender. As seen, AT successfully reduces accuracy on Gender attribute but, unlike our method, fails to obfuscate information of other attributes. This highlights the applicability of our method in practical settings as a generic obfuscator compared to specialized techniques such as AT.

cases, unlike supervised obfuscation methods, our method successfully reduces the information leakage.

6 Conclusion

We proposed an obfuscation method for split edge-server inference of neural networks. We formulated the problem as an optimization problem based on minimizing the mutual information between the obfuscated and original features, under a distortion constraint on the model output. We derived an analytic solution for the class of linear operations on feature vectors. The obfuscation method is unsupervised with respect to sensitive attributes, i.e., it does not require the knowledge of sensitive attributes at training or inference phases. By measuring the information leakage using an adversary model, we empirically supported the effectiveness of our method when applied to models trained on various datasets. We also showed that our method outperforms existing techniques by achieving better tradeoffs between accuracy and obfuscation.
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