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Abstract—Weather Forecasting is an attractive challengeable task due to its influence on human life and complexity in atmospheric motion. Supported by massive historical observed time series data, the task is suitable for data-driven approaches, especially deep neural networks. Recently, the Graph Neural Networks (GNNs) based methods have achieved excellent performance for spatio-temporal forecasting. However, the canonical GNNs-based methods only individually model the local graph of meteorological variables per station or the global graph of whole stations, lacking information interaction between meteorological variables in different stations. In this paper, we propose a novel Hierarchical Spatio-Temporal Graph Neural Network (HiSTGNN) to model cross-regional spatio-temporal correlations among meteorological variables in multiple stations. An adaptive graph learning layer and spatial graph convolution are employed to construct self-learning graph and study hidden dependency among nodes of variable-level and station-level graph. For capturing temporal pattern, the dilated inception as the backbone of gate temporal convolution is designed to model long and various meteorological trends. Moreover, a dynamic interaction learning is proposed to build bidirectional information passing in hierarchical graph. Experimental results on three real-world meteorological datasets demonstrate the superior performance of HiSTGNN beyond 7 baselines and it reduces the errors by 4.2% to 11.6% especially compared to state-of-the-art weather forecasting method.

Index Terms—Weather forecasting, Spatio-temporal data mining, Hierarchical Graph Neural Networks

1 INTRODUCTION

Meteorological variables, like temperature, wind speed and humidity, have a profound impact on many aspects of human livelihood such as transportation, agriculture, industry, etc [1]. They also play a fundamental role in interdisciplinary research by providing auxiliary information support. Taking traffic prediction in urban computing research as an example, the volume and speed of traffic are closely related to the current weather conditions [2].

Weather forecasting aims to present accurate and timely predictions of meteorological variables in advance, which plays directive role in planning of daily living and production activities. Taking the heating in the winter as an example, suppose heating department is aware of future temperature ahead of time, it can rationalize the intensity of heating to prevention of unnecessary energy consumption. In this paper, we simultaneously predict multiple meteorological variables for multiple weather stations over multiple future time steps called 3M task. It is very challenging due to the following two complex factors: 1) Multiple spatio-temporal correlations among meteorological variables. First, weather forecasting is a typical time-series forecasting task in which each variable has a corresponding temporal pattern. Then we notice that variables are tightly coupled. For instance, the temperature and atmosphere pressure follow proportional relation under consideration in thermal theory. In addition, Such relation is bidirectional and asymmetric, and difficult to quantify or express in formulas. Not only local meteorological variables (i.e., generated from the same weather station) are correlated, but also those in geographical neighborhoods (i.e. spatially adjacent weather stations), due to the dynamics of Earth’s atmospheric system. As an example...
to predict the wind speed at the time point \( t_3 \), it is necessary to utilize the previous information of wind speed in area 2 and other variables in same area as well as adjacent areas. Thus, to present accurate weather forecasting, we need to consider both the spatio-temporal correlations among meteorological variables in each area and adjacent areas. 2) Complex spatial dependencies among stations. The weather stations which are geographically distant from each other, following similar temporal pattern among meteorological variables, may have strong correlation influenced by terrain, topography, or atmospheric circulation, etc.

Numerical Weather Prediction (NWP) is currently the common method for weather forecasting, which obtains prediction by solving nonlinear differential equations accounting for atmospheric dynamics. However, NWP may be imprecise limited by the current theory of atmospheric physics and inappropriate choice of initial solution for differential equations [3]. Moreover, the computing resources require for NWP is enormous. Supported by the tremendous amounts of observed meteorological data, researchers introduce data-driven methods to tackle the weather forecasting task [4], 5, 6. Among these methods, Deep Learning (DL) based approaches achieve the desirable performance by using neural networks to learn the meteorological changing patterns and avoid the tedious feature engineering of traditional machine learning methods. However, the majority of DL-based methods only consider capturing temporal or spatio-temporal dependencies of meteorological variables for each weather station, but completely neglect or implicitly model the complicated spatial interaction among stations.

To tackle aforementioned challenges, we propose a Hierarchical Spatio-Temporal Graph Neural Networks (HiSTGNN, see Fig. 3) for multi-step weather forecasting of multiple meteorological variables across multiple weather stations. First, we observe that hierarchical graph structure is well suited for capturing the correlation between different levels. Inspired by this perspective, we introduce the hierarchical spatial graph (see Fig. 2(a)) in which a station is seen as a hypernode (i.e., the node containing a subgraph) and a variable is seen as a node of the corresponding station. Fig. 2(b) depicts an illustration of hierarchical spatio-temporal graph which stacks hierarchical spatial graphs along the time axis.

Based on this hierarchical view, we design the spatio-temporal learning module with dilated inception network and graph convolutional network to capture the spatial and temporal dependencies of variable level and station level, respectively. Considering that there is not explicit graph structure among variables and the incompleteness relationship among stations, the adaptive graph learning module studies graph structure in the form of graph adjacency matrix from observed data. In particular, uni-directed edge is to model the asymmetric relation inter-variable and inter-station. Besides, to capture the global weather station context for the local meteorological variable modeling, the dynamic interaction learning module is designed to aggregates representation of the local graph into the corresponding global node and diffuse information in inverse direction. To summarize, our contributions are as follows:

- We propose a hierarchical spatio-temporal graph neural network to model the spatial correlations and temporal dependencies among meteorological variables of local weather station and global stations in an end-to-end manner.
- We design a generic dynamic interaction learning module to establish bidirectional message passing between the station-level graph and variable-level graphs with an iterative framework.
- We evaluate our method on on three real-world weather datasets. The experimental results show that our HiSTGNN achieves the state-of-the-art performance beyond 7 baselines which includes CNN/RNN/GNN and traditional time series methods.

The rest of the paper is organized as follows. We first review related works in Section 3 and introduce the formulation of the multi-station weather forecasting problem in Section 4. Then we present the details of our method in Section 5. We discuss experiments and performance analysis in Section 6. Last, we conclude our work in Section 7.
Definition 1. Local Graph. A local graph represents variable-level graph of single weather station, denoted as $G_l = (V_l, E_l)$ where $V_l$ is the set of meteorological variables, and $E_l$ is the set of relationships of paired variables.

Definition 2. Global Graph. Let $G_g = (V_g, E_g)$ denotes the global graph, i.e. station-level graph. The weather stations are defined as $V_g$, and the relationships of paired stations are defined as $E_g$.

Definition 3. Hierarchical spatio-temporal graph. Let $G^t = \{G^i, G^t_{G^i}\}$ where $G^i = (V, E, W_t)$, $G^t_{G^i} = (V, E, W_t)$ denotes the hierarchical graph at time step $t$ (as shown Fig. 2(b)). Here, $W_t$ represents the dynamic features of nodes and its values varies with time, which is analogous to the changing process of meteorological variables.

Definition 4. Node Neighborhood. Let $e = (v_i, v_j) \in E$ denotes that there is an edge between the node $v_i$ and the node $v_j$. The neighborhood of node $v_i$ can be denoted as $N(v_i) = \{(v_j, v_i) \in E\}$.

Definition 5. Adjacency Matrix. The adjacency matrix can be used to represent a finite graph, which is the form of a mathematical matrix and is defined as $A \in \mathbb{R}^{N \times N}$. There is $A_{i,j} = 0$ if $e = (v_i, v_j) \notin E$ and $A_{i,j} = c > 0$ if $e = (v_i, v_j) \in E$ of weighted graph.

2.2 Problem Statement

Given the observed values of $M$ meteorological variables in $S$ weather stations at time step $t$, for $t = 1, 2, \cdots, T$, we consider it as the set of spatio-temporal hierarchical graphs, denoted as $X = \{G^1, G^2, \cdots, G^T\}$. In this graph, observed value is seen as the feature of corresponding node. More generally, the auxiliary feature also can be coupled with primary observed value such as station ID and time of the day, etc. Under this circumstance, $W_l \in \mathbb{R}^C$ where $C$ is the feature dimension. The ground truth of target meteorological variables over future $Q$ time steps for all stations denoted as $Y = \{G^{P+1}, G^{P+2}, \cdots, G^{P+Q}\}$. Our goal is to build model for discovering the hidden mapping from $X$ to $Y$.

3 Methodology

In this section, we first introduce the network architecture of Hierarchical Spatio-Temporal Graph Neural Network. Then we describe each component in details.

3.1 Network Architecture

As shown in Figure 3, HiSTGNN adopts hierarchical and iterative architecture to extract spatio-temporal features of local station as well as across stations. It principally consists of adaptive graph learning layer, spatio-temporal learning module and dynamic interaction learning module. To discover the implicit correlation among meteorological variables and among weather stations, adaptive graph learning module constructs self-learning local graphs and the global graph in the form of graph adjacency matrix and then are later fed into graph neural networks. Spatio-temporal learning module is composed of graph convolutional network and temporal convolutional network with dilated inception to capture spatial and temporal dependencies. With the purpose of building the bidirectional information passing between two level graphs, the dynamic interaction learning module is divided into information fusion layer and information diffusion layer, which are interleaved with the spatio-temporal learning module of local graphs and global graph. The more details of HiSTGNN are introduced as follows.

3.2 Adaptive Graph Learning Layer

For capturing the hidden association among meteorological variables and among weather stations, we design a hierarchical graph, which is intuitive to indicate the inter-variable and inter-station relations. The key to build this graph is to measure the relation between paired nodes of variable-level and station-level graph (i.e., graph structure). The most existing studies rely on pre-defined graph, such as Euclidean distance, Pearson correlation coefficient [21]. However, in weather forecasting domain, such relation is complex and implicit due to coupled meteorological variables and the geographical correlation between paired stations. Under this circumstance, we desire that relation can be learned from observed data.

To construct adaptive graph, existing methods mainly adopt node embedding and dot production to calculate the similarity between nodes. In this way, learned adjacency matrix is a symmetric matrix and can be seen as an undirected graph. According meteorology theory, we argue that the relation between meteorological variables should be unidirected as they affect each other and to different degrees, which is similar to the change on one road segment’s traffic flow causes the change on another road segment [17]. Inspired by these, we propose adaptive graph learning (AGL) layer to learn dynamically adjusted and uni-directed adjacency matrices of local graphs and the global graph. Specifically, AGL can be formulated as follows,

\[
A = ReLU(F(M)),
\]

\[
F = tanh(\alpha),
\]

\[
M = M_1M_2^T - M_2M_1^T,
\]

\[
M_1 = F(E_1W_1), M_2 = F(E_2W_2),
\]

where $W_1$ and $W_2$ are linear transformation parameters, $E_1$ and $E_2$ are node embedding matrices randomly initialized and are continuously optimized during training. $F$ is tanh activation function with $\alpha$ parameter to control saturation. $M$ is the skew-symmetric matrix, thus $-M$ is equal to $M^T$ and the diagonal variables are zero. The $A$ turns to asymmetric matrix when $M$ passes through the linear rectification unit.

We construct local graphs and global graph, respectively, denoted as $A = \{A^1, A^2, \cdots, A^S, A_g\}$. And they are later transported to the spatial learning to guide the node feature updating by aggregating neighbor information.

3.3 Spatial Temporal Learning Module

In this subsection, we introduce the Spatial Temporal Learning (STL) module to capture temporal pattern and spatial dependencies among weather stations and among meteorological variables. The STL mainly consists of two components: Gate Temporal Convolution and Spatial Graph Convolution whose details are described as follows.
3.3.1 Gated Temporal Convolution

The gated temporal convolution aims to capture temporal patterns with long sequences and multi-scale time ranges, following the time axis of hierarchical spatio-temporal graph. To discover temporal pattern, RNN-based networks, relying on the native recursive manner, are suitable for modeling sequential features. However, such mechanism also makes that current state is limited by the previous state and increases the time-consuming costs. The dilated CNN [23] defines a dilation factor to indicate the number of steps skipped in standard convolution operation, which can exponentially expand the receptive field to handle the long sequences. Mathematically, assuming the dilated convolution with k layers of kernel size c and dilation factor exponentially increasing by rate d (d > 1) for each layer, the size of receptive filed can be represented as

$$RF^k = 1 + (c - 1)(d^k - 1)/(d - 1).$$

Therefore, it do not increase the scale of model parameter to capture much long sequences, compared to the canonical convolution. Moreover, the inception network as the backbone of GoogLeNet [24], achieves competitive performance in computing vision by concatenating several outputs of convolution with different filter kernel sizes. Inspired by the dilated CNN and inception, we employ dilated inception as the basic unit of gated temporal convolution to model long and various temporal dependencies. Given the transformed high-dimensional feature after start convolution $X$, the output of dilated inception can be defined as follows,

$$Z_T = \text{concat}(f_{1 \times c_1}(X), f_{1 \times c_2}(X), \cdots, f_{1 \times c_h}(X))$$

where $f$ represents convolutional function, $d$ is dilation factor, $h$ and $c_h$ denotes the number of kernel and corresponding kernel size.

Moreover, for controlling the information passing to next layer, GTC adopts gated activation unit which integrates two dilated inception layer as the final temporal output represented as follows,

$$Z_T = \text{tanh}(Z_T) \circ \text{sigmoid}(Z_T)$$

where $\text{tanh}$ and $\text{sigmoid}$ are tangent hyperbolic activation function and sigmoid activation function respectively, $\circ$ is hadamard product, $Z_T$ is the output of temporal convolution. In this way, the temporal features of local graphs and the global graph can be denoted as $Z_{T,1} = \{Z_{1,1}, Z_{1,2}, \cdots, Z_{1,S}\}$ and $Z_{T,2}$.

3.3.2 Spatial Graph Convolution

After capturing the temporal pattern, we propose Spatial Graph Convolution (SGC) to model the spatial feature of local graph/global graph, which consists of two graph convolution layers to handle bidirectional information of uni-directional graph. Based on self-learning graph, the graph convolution learns node representation with graph structural information by aggregating the features of neighborhood. First, we give the mathematical form of the graph...
convolution layer. Its layer-wise propagation rule can be defined as follows,

$$H^{l+1} = \beta H_{in} + (1 - \beta)L_{rm}H^{l},$$
$$L_{rm} = \tilde{D}^{-1}\tilde{A},$$  \hspace{1cm} (8)

Here $L_{rm}$ is the random walk normalized laplacian, $\tilde{A} = A + I$ is the adjacency matrix with self-connections, $I$ is the identity matrix, $\tilde{D} = \sum_i \tilde{A}_{ij}$ is the degree matrix, $\beta$ is a hyperparameter, $H_{in}$ represents the original nodes’ states (i.e., $Z_T$). The motivation using the above propagation rule includes two points: 1). $L_{rm}$ not $L_{sym}$ [25] is suitable for uni-directional adaptive graph with asymmetric matrix. 2). The node hidden states converge to a single point following the above processes respectively. As shown in Figure 3, they are the fusion layer and information diffusion layer correspond to the interaction learning module consists of an information fusion and information diffusion operation can be represented as follows,

$$Z^{\beta}_{S,k} = Z^{\beta}_{S,k} \otimes M_1$$ \hspace{1cm} (14)
$$Z^{l}_{S,k} = \text{tanh}(Z^{\beta}_{S,k}) \circ \text{sigmoid}(Z^{\beta}_{S,k}) \circ Z^{l}_{S,k}$$ \hspace{1cm} (15)

where $\otimes$ denotes tensor repetition, $Z^{l}_{S,k}$ is fed into the next layer as the updated local graph features.

### 3.5 Learning Algorithm

Except for above modules, the output module consists of two 3D standard convolutional layers with kernel filter size $1 \times 1 \times 1$ and $1 \times d \times 1$ where $d = M_1 + 1 - M_2$. Besides, we set the number of output channels of the last layer as a factor of the step size $Q$ which directly outputs our desired time dimension instead of recursively generating $\mathcal{Y}$ on the $Q$ steps. After obtaining the predicted results $\mathcal{Y} = \{\hat{y}^{p+1}, \hat{y}^{p+2}, \ldots, \hat{y}^{p+Q}\}$, we adopt the mean absolute error (MAE) as the loss function of HiSTGNN, which is defined as follows,

$$L(\mathcal{X}; \Theta) = \frac{1}{NSM_2Q} \sum_{i=1}^{N} \sum_{j=1}^{S} \sum_{q=1}^{M_2} \sum_{t=p+1}^{Q} |\hat{y}_{i,j,q,t} - y_{i,j,q,t}|$$ \hspace{1cm} (16)

We optimize the parameters by minimizing the loss function of mini-batch samples with an Adam optimizer [26]. Covering all procedures, our algorithm is given in Algorithm 1.

### 4 EXPERIMENTS

In this section, we validate the effectiveness of proposed HiSTGNN on three real-world weather datasets. First, we introduce the relevant experimental settings, including datasets, evaluation metrics, comparison methods and hyper-parameter settings. Then we give the experimental results and analysis in detail.

#### 4.1 Experimental Settings

##### 4.1.1 Datasets

We conduct experiments on three real-world weather datasets (WDs) as shown in TABLE 1 detailed as follows.

- **WD-$B_4$** The weather dataset is collected by 10 automatic weather stations (AWSs) in Beijing. For each station, it generates 9 meteorological variables such as temperature at 2 meters ($t_2m$), relative humidity at 2 meters ($rh2m$), wind at 10 meters ($w10m$), and et
Algorithm 1 Hierarchical Spatio-temporal Graph Neural Network for Weather Forecasting

Input: $X \in \mathbb{R}^{B \times C \times S \times M_1 \times P}$; The batch input of the observed multiple stations and multiple meteorological variables time series data; $L$: The number of layers;

Output: $\hat{Y} \in \mathbb{R}^{B \times C \times S \times M_2 \times Q}$; The batch output of the observed multiple stations and multiple meteorological variables time series data;

1. $A_{\text{adp}}^t = ADL(M_1)$; $A_{\text{adp}}^g = ADL(S)$
2. $X^1 = \text{start}_\text{conv}(X)$; skip = $\text{skip}_\text{conv}(X)$
3. for each $k \in [1, L]$ do
4. residual = $X^k$; stat = $\lfloor, \lfloor$; skip = $\lfloor, \lfloor$
5. for each $j \in [1, S]$ do
6. $Z_{T,j}^l = GTC(X^k[l; \ldots])$
7. skip = $\text{skip}_\text{conv}(\text{stat})$
8. $Z_{S,j}^l = \text{SGC}(\text{skip}[l], A_{\text{adp}}^g, j)$
9. stat = $\text{stat}_\text{conv}(Z_{S,j}^l)$
10. end for
11. skip = $\text{skip}_\text{conv}(X^L) + \text{skip}$
12. $X^{k+1} = \text{avg}_\text{pool}(\text{stat}_\text{conv}(X))$
13. $Z_{T}^g = GTC(X^k)$
14. $Z_{S}^g = \text{LayerNorm}(\text{SGC}(\text{LayerNorm}(Z_{T}^g), A_{\text{adp}}^g))$
15. $X^{k+1} = (\tanh(Z_S^g) \odot \text{sigmoid}(Z_T^g)) \odot X^k$
16. end for
17. $\hat{Y} = \text{end}_\text{conv}2(\text{ReLU}(\text{end}_\text{conv}1(\text{ReLU}(	ext{skip}))))$

Algorithm 2 The batch input of the observed multiple stations and multiple meteorological variables time series data; $L$: The number of layers;

Output: $\hat{Y} \in \mathbb{R}^{B \times C \times S \times M_2 \times Q}$; The batch output of the observed multiple stations and multiple meteorological variables time series data;

1. $A_{\text{adp}}^t = ADL(M_1)$; $A_{\text{adp}}^g = ADL(S)$
2. $X^1 = \text{start}_\text{conv}(X)$; skip = $\text{skip}_\text{conv}(X)$
3. for each $k \in [1, L]$ do
4. residual = $X^k$; stat = $\lfloor, \lfloor$; skip = $\lfloor, \lfloor$
5. for each $j \in [1, S]$ do
6. $Z_{T,j}^l = GTC(X^k[l; \ldots])$
7. skip = $\text{skip}_\text{conv}(\text{stat})$
8. $Z_{S,j}^l = \text{SGC}(\text{skip}[l], A_{\text{adp}}^g, j)$
9. stat = $\text{stat}_\text{conv}(Z_{S,j}^l)$
10. end for
11. skip = $\text{skip}_\text{conv}(X^L) + \text{skip}$
12. $X^{k+1} = \text{avg}_\text{pool}(\text{stat}_\text{conv}(X))$
13. $Z_{T}^g = GTC(X^k)$
14. $Z_{S}^g = \text{LayerNorm}(\text{SGC}(\text{LayerNorm}(Z_{T}^g), A_{\text{adp}}^g))$
15. $X^{k+1} = (\tanh(Z_S^g) \odot \text{sigmoid}(Z_T^g)) \odot X^k$
16. end for
17. $\hat{Y} = \text{end}_\text{conv}2(\text{ReLU}(\text{end}_\text{conv}1(\text{ReLU}(	ext{skip}))))$

4.1.3 Baselines

We compare our HiSTGNN with the following 7 baselines:

- SARIMA [9]: Seasonal Autoregressive Integrated Moving Average where we predicted each target variable, respectively, as univariate time series forecasting.
- SVR [27]: Support Vector Regression that is a variant of support vector machine for regression.
- Seq2Seq [28]: Sequence to Sequence model in which we selected gated recurrent units as the backbone network of encoder and decoder with two layers and 300 hidden units of each layer to predict the next step, iteratively.
- WaveNet [22]: A convolutional neural model with stacking multiple dilated casual convolutions for sequence task.
- DUQ [5]: A deep uncertainty quantification method, showing state-of-the-art performance on weather forecasting.
- AGCRN [18]: Adaptive Graph Convolutional Recurrent Network, which combines graph convolutional neural network and recurrent neural network. Here, we took each station as node and corresponding meteorological variables as node’s features.
- MTGNN [17]: A state-of-the-art model for multivariate time series forecasting. The setting is same as AGCRN.

4.1.4 Hyperparameter Settings

Here, we introduce the hyperparameter settings of our HiSTGNN. The common parameters include: learning rate, batch size and training epoch. By default, we set learning rate to 0.001, batch size to 32 and training epoch to 100. Besides, we set the number of layers to 3, the depth of GNN to 2 both for local and global graph learning. For convolution units, the input and output channels of 1x1 start convolution are set to 2 and 32. The dilated inception is set to 32 channels for input and output. Afterwards, we use dropout with 0.3 rate and layer normalization after

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i} (y_i - \hat{y}_i)^2}, \quad MAE = \frac{1}{n} \sum_{i} |y_i - \hat{y}_i|,
\]

where $y$ and $\hat{y}$ are the ground truth and the predicted values; $n$ is the number of all available predicted values. For them, lower values are better. As same with DUQ [5], we first calculate the performance of each target variable over all time steps, then take the average of the corresponding one as the ultimate RMSE and MAE criterion.

### Table 1. Data statistics.

| Data     | WD_BJ | WD_ISR | WD_USA |
|----------|-------|--------|--------|
| Location | Beijing | Israel | United States of America |
| Time span| 3/1/2015-10/2/2012 | 10/15/2018-10/28/2017 | 10/2/2012-10/28/2017 |
| Time interval | 1 hour | 1 hour | 1 hour |
| Meteorological variable | 9 | 4 | 4 |
| Weather station | 10 | 6 | 13 |
| Sample size | 1301 | 1850 | 1850 |
| Input length (T) | 28 | 48 | 48 |
| Output length (O) | 33 | 24 | 24 |

2. https://www.kaggle.com/selfishgene/historical-hourly-weather-data
3. https://home.openweathermap.org/
each component of the spatio-temporal learning module. We train model by Adam optimizer with gradient clip 5 and l2 regularization penalty 0.0001.

### 4.2 Main Results

TABLE 2 presents the experimental results of HiSTGNN and compared methods on WD_BJ, WD_ISR and WD_USA data, including the MAE and RMSE of on each variable and the average. We can observe that, HiSTGNN achieves the best performance on most of the tasks and outperforms all other baselines on the average metric, except for the RMSE with 0.8% degradation compared with the top on WD_ISR data. In particular, we note that HiSTGNN shows 4.25% and 5.34% improvements in terms of MAE and RMSE on WD_BJ data, compared to state-of-the-art weather forecasting method, i.e., DUQ. In general, there are a total of 28 instances for each method in which the graph-based methods (i.e., HiSTGNN, MTGNN and AGCRN) gain top performance with 22 counts while the univariate time series forecasting methods (i.e., SARIMA and SVR) get 1 best instances. A reasonable explanation is that promotion is benefited from the effectiveness of handling spatial features since the above some target variables with weak seasonal variation and no seasonal variation are difficult to capture temporal features. Taking the temperature, relative humidity and pressure of New York on WD_USA data as example, only the temperature presents a strong seasonal variation, relative humidity and pressure are under much noise (see Fig. 4). Among graph-based methods, HiSTGNN achieve 14 best performance than others using flat graph (only variable-level graph), which demonstrates the effectiveness of hierarchical graph structure.

### 4.3 Study of the Dynamic Interaction Learning

In this section, we conduct experiments on variants of HiSTGNN to validate the effectiveness of proposed dynamic interaction learning module. For building the connection between different weather stations, we introduce the information fusion and diffusion mechanism in dynamic manner in Section 3.4 where there are three aspects need to note: 1) interaction type, including following ways:
DI: HiSTGNN following iterative interaction with multi-layer stacking network.

OSI: HiSTGNN with one-shot interaction where we replace the interaction between local graphs and the global graph in per layer with only one fusion and diffusion operation at the beginning and the end.

w/o DI: HiSTGNN without hierarchical graph structure in which we remove the related components of global graph on temporal and spatial learning.

2). fusion with average pooling or max pooling, 3) diffusion with gate mechanism or w/o. Hence, there are 9 variants in total as shown in TABLE 3. We repeat per experiment 10 times with the same parameters for all variants and report the average of MAE and RMSE and the standard deviation.

From the table, we can find that dynamic interaction + average pooling + gate outperforms other variants. In detail, DL is better than OSI among three interaction types. OSI is superior to w/o DI whereas the latter is still competitive compared to baselines. Besides, the variants of diffusion has an outstanding impact on performance than ones of fusion. A reason may be that the gate mechanism makes more effect on information propagation than the diversity between average pooling and max pooling.

### 4.4 Study of Adaptive Graph Learning

To demonstrate the effectiveness of adaptive graph learning, we first compare following three ways of building graph adjacency matrix $A$: 1). Predefined $A$, calculated by correlation coefficient matrix; 2). Undirected $A$, computed by similarity of node embedding and denoted as $A = \text{softmax}(\text{ReLU}(EE^T))$; 3). Directed $A$ same with undirected $A$ but with two node embedding and denoted as $A = \text{softmax}(\text{ReLU}(E_1E_2^T))$. Fig. 5 illustrates that undirected graph adjacency achieves the lowest MAE and RMSE. It outperforms over predefined $A$ and undirected $A$ significantly. With the same directed structure, directed $A$ is better than our method marginally, especially in the terms of MAE.

We next conduct a case study to investigate whether the learned local graphs and global graph. As shown in Fig. 6(a), we visualize the weather stations of the WD_USA data and highlight Philadelphia and its three neighbors with highest weights which are New York, Boston and Detroit, respectively. Philadelphia and New York are geographically similar both with temperate continental climate, so have the highest correlation. Boston and Philadelphia, although spatially distant from each other, are both influenced by ocean currents and locate in climatic zone. Fig. 6(b) depicts four cities’ temperature change range from 8th Sep. to 12th Sep. 2013 in which the temperature change follows similar trend, despite there are some gaps among them. Furthermore, we plot the mean edge weights among variables of 13 stations by heat map, shown in Fig. 6(c). We can observe the relationship between relative humidity and temperature, atmospheric pressure and wind speed decreases sequentially, which is in accordance with meteorological theory. And the correlation coefficients are all relatively small due to the complexity of the meteorological factor associations.

#### Table 3

| Interaction type | Fusion | Diffusion | MAE   | RMSE   |
|-----------------|--------|-----------|-------|--------|
| DI              | Avg Pool | Gate | 4.2098 ± 0.0568 | 5.9705 ± 0.0769 |
| DI              | Max Pool | Gate | 4.3743 ± 0.0997 | 6.0537 ± 0.1244 |
| DI              | Avg Pool | w/o | 4.3545 ± 0.0812 | 6.0268 ± 0.1061 |
| DI              | Max Pool | w/o | 4.3641 ± 0.0923 | 6.0238 ± 0.1079 |
| w/o DI          | -      | -         | 4.5321 ± 0.0587 | 6.2003 ± 0.0602 |
| OSI             | Avg Pool | Gate | 4.4351 ± 0.0524 | 6.1520 ± 0.0771 |
| OSI             | Max Pool | Gate | 4.4371 ± 0.0426 | 6.1514 ± 0.0437 |
| OSI             | Avg Pool | w/o | 4.4729 ± 0.0515 | 6.1872 ± 0.0678 |
| OSI             | Max Pool | w/o | 4.4404 ± 0.0390 | 6.1707 ± 0.0821 |

#### Fig. 5. The performance on four types of graph adjacency matrix in WD_BJ test set.

(a) The Philadelphia node with its top-3 neighbors in adjacency matrix of adaptive graph learning

(b) Temperature trends of four cities from 8th Sep. to 12th Sep. 2013 among variables on WD_USA test set

Fig. 6. Case study
4.5 Study of Model Parameters

4.5.1 Effect of graph size

To further explore the effectiveness of graph scale for weather forecasting model, we select different number of meteorological variable with [3, 4, 6, 8, 9] from WD_BJ data and use 10-station for all cases. Fig. 8(a) illustrates that prediction performance gradually increases as the variable-level graph expands. The study of scale boundaries of the variable-level graph is not supported due to the limitation of the number of meteorological variables. The reason why we not conduct experiment on different number of weather station is mainly due to the inherent variation in the prediction performance of stations thus the ultimate results are affected not only by the capability of global graph learning with different size, but also by the bias among stations.

4.5.2 Effect of network depth

Fig. 8(b) presents the influence of network depth on WD_BJ data. Deeper network expands the spatio-temporal receptive field and enhances our model’s representation capability. However, As network grows much deeper, the network training process turns into much more difficult, resulting in the MAE gradually increases.

4.6 Multi-step Forecasting

In this section, we further explore the multi-step forecasting capability of HiSTGNN and baselines. As shown in Figure, we can observe that NN-based methods consistently outperform statistical machine learning methods. HiSTGNN, specially, achieves best performance on all datasets over most of multiple time steps which showed as that a diamond-shaped gray line is under the other lines. We also noted that MAE gradually raises following the time step increase, which is consistent with the principle of multi-step forecasting, i.e., the uncertainty grows over time (shown in Fig. 7(a)). However, there is also the possibility that predictions are more likely to be accurate at a given point in time, due to the periodic changes of time series (shown in Fig. 7(b) and Fig. 7(c)).

5 RELATED WORK

5.1 Weather Forecasting

Accurate and timely weather forecasting plays an important role in human livelihood. The widely used method is numerical weather prediction [3], [7], [8]. However, this method suffers from the issues of high computing complexity and unstable modeling under inappropriate initial solution. Recently, with the increase of meteorological data, researchers cast weather forecasting as spatio-temporal forecasting task from the machine learning perspective. Early works mainly employ traditional machine learning methods such as ARIMA [9], SVM [10] to capture the temporal pattern of a few variables, which lacks the modeling relationships among meteorological variables. More recently, some deep learning-based methods have shown a great advantage in the field of weather forecasting. A hybrid weather forecasting method [11] was proposed to model the mutual influence among meteorological variables. Combining CNNs and LSTM, ConvLSTM [12] was proposed to capture spatio-temporal correlation between meteorological variables simultaneously to predict precipitation. The study in [5] designed a novel loss function to predict the sequential point and prediction interval from the viewing of uncertainty quantification. However, these methods either neglect the spatial dependencies between weather stations or lack explicit modeling of spatio-temporal information interactions.

5.2 Spatio-temporal Graph Neural Networks

Recently, many studies focus on applying spatio-temporal graph neural networks in spatio-temporal forecasting tasks like traffic prediction [13], taxi demand prediction [14], driver maneuver anticipation [15] and air quality analysis [16], in which graph convolution was to capture spatial dependence following the given graph structure and RNNs or CNNs was to model temporal dependence. Apart from the pre-defined graph used in the above works, In studies [17], [18], the spatio-temporal learning based on graph data...
was generalized to a multivariate time series forecasting paradigm by proposing a parametric graph structure adaptively learned from raw data. However, to the best of our knowledge, spatio-temporal graph neural networks are no relevant exploration in multi-station weather forecasting.

5.3 Hierarchical Graph Neural Networks

A major constraint of current GNNs is that their architectures are flat so as not to aggregate information in a hierarchical way. To solve this issue, a hierarchical graph neural network [19] was proposed for the node classification task, which generates hierarchical representations of a graph by pooling operation. Besides, in study [20], they cast road networks and region networks as a hierarchical graph and adopted hierarchical graph convolution networks to model spatial correlation, for traffic forecasting. However, the above work either lacks information transfer from top to bottom or from bottom to top, which may cause some information to be lost. Unlike the previous methods, our approach learns adaptive graphs in an end-to-end fashion and builds bidirectional information passing between the variable-level graph and station-level graph.

6 Conclusion

In this paper, we proposed a Hierarchical Spatio-Temporal Graph Neural Networks (HiSTGNN) framework to capture spatio-temporal dependencies of multiple weather stations and multiple meteorological variables simultaneously in an end-to-end way. HiSTGNN first constructs adjusted dependency matrices of the local graphs and the global graph by an adaptive graph learning layer. Then it employs spatio-temporal learning modules to model spatial and temporal dependencies. It further designs a dynamic interaction learning module to aggregate the representation of the local graph into the corresponding global node, and diffuse information in an inverse direction, respectively.

The experimental results showed our method achieved state-of-the-art performance on three real-world meteorological datasets. Further analysis on graph scale revealed forecasting accuracy is vulnerable to its influence, which prompted us to focus on the large-scale meteorological data with much more meteorological variables and stations in future research.
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