The EFT likelihood for large-scale structure

Giovanni Cabass and Fabian Schmidt
Max-Planck-Institut für Astrophysik,
Karl-Schwarzschild-Str. 1, Garching 85741, Germany
E-mail: gcabass@mpa-garching.mpg.de, fabians@mpa-garching.mpg.de

Received October 8, 2019
Accepted March 24, 2020
Published April 24, 2020
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1 Introduction and summary of main results

Standard approaches to infer cosmology from large-scale structure observations make use of \( n \)-point correlation functions of some tracer of the dark matter distribution, like galaxies. These correlation functions can be robustly predicted using the effective field theory of biased tracers in large-scale structure, whose main advantage is the fact that it allows to keep theoretical uncertainties under control (a generic feature of effective field theories). Then, estimators for the correlation functions are constructed and constraints on cosmological parameters are derived (see e.g. section 4.1 of [2] for a review).

This method has two drawbacks. First, the higher the \( n \) the more difficult it is to both predict the correlation function and measure it from data. Second, computing the covariance of an \( n \)-point function, which is required to correctly interpret the measurements, typically requires the knowledge of the \( 2n \)-point function (or its numerical estimation based on mock catalogs), and this makes going to high \( n \) cumbersome, if not unfeasible. In absence of a clear hint on which \( n \) (if any) we have to stop at in order to obtain the maximum amount of cosmological information from galaxy clustering, and given the rapidly increasing number of bias coefficients at high \( n \), we see how this can turn into a very complicated endeavor.

An elegant way to bypass these problems is by making use of the so-called Bayesian forward modeling (see [3–8] for applications and [9–12] for related approaches).

This method aims at exploiting directly the amplitudes and the phases of the tracer field, instead of its correlation functions. A rough picture is the following. Given a realization of the initial conditions, we will have a particular distribution of tracers. We can then vary the initial conditions (and bias as well as cosmological parameters) until we match to the observed tracer field. The initial conditions are not deterministic, though: they have their own probability density functional. Therefore, instead of looking for the realization that exactly matches the observed Universe (i.e. looking at the best-fit values), we can also just integrate over all the realizations and obtain marginalized errors on the parameters of the background cosmology. This is no different, in spirit, from what is done when performing Markov-Chain Monte Carlo sampling to obtain bounds on cosmology from CMB data.

From this discussion, we see that what we need is a prior on the initial conditions \( \delta_{\text{in}} \) (besides that on cosmological and bias parameters), and the conditional probability density functional \( \mathcal{P}[\delta_{g}|\delta_{\text{in}}] \) of observing a specific tracer field \( \delta_{g} \) given a realization of the initial conditions. Via simple manipulations with nested probabilities, we can rewrite \( \mathcal{P}[\delta_{g}|\delta_{\text{in}}] \) in terms of two quantities (we refer to [1] for more details):

1. the conditional probability \( \mathcal{P}[\delta|\delta_{\text{in}}] \), i.e. the probability of having a total (dark+ luminous) matter field \( \delta \) given the initial conditions \( \delta_{\text{in}} \);
2. the conditional probability \( \mathcal{P}[\delta_{g}|\delta] \) of observing \( \delta_{g} \) given a matter field \( \delta \).

The prior for \( \delta_{\text{in}} \) is determined by inflation (which provides Gaussian initial conditions, apart from a possible small primordial non-Gaussianity), together with any evolution up to the onset of nonlinearities. \( \mathcal{P}[\delta|\delta_{\text{in}}] \) is instead given by the forward model for matter and gravity: for a deterministic evolution, this is simply a Dirac delta functional \( \delta_{D}^{(\infty)}(\delta - \delta_{\text{fwd}}[\delta_{\text{in}}]) \), where \( \delta_{\text{fwd}}[\delta_{\text{in}}] \) is the forward model for matter (such as N-body simulations, for example).\(^1\)

The goal of this paper is to compute \( \mathcal{P}[\delta_{g}|\delta] \) using the effective field theory of biased tracers.\(^1\)

---

\(^1\)Even if we use an N-body simulation to forward-model the matter field, the evolution is never deterministic (due to the fact that, by construction, N-body simulations still integrate out all sub-grid modes), so the assumption of having a Dirac delta functional is not technically correct. We will see below that this is naturally taken into account by the approach used in this paper.
Let us outline our general strategy to compute $\mathcal{P}[\delta_g|\delta]$. First, we can use the properties of conditional probabilities to express this as the ratio of the joint probability $\mathcal{P}[\delta_g, \delta]$ and the probability $\mathcal{P}[\delta]$ for the matter field itself. How do we compute these two quantities? We know how to compute correlation functions of $\delta_g$ and $\delta$ using the effective field theory of large-scale structure (EFT of LSS)/bias expansion. More generally, we know how to compute the full generating functionals $Z[J]$ and $Z[J_g, J]$, the first for the correlation functions of $\delta$ alone, and the second for those of $\delta_g$ and $\delta$ together. The generating functional for matter correlation functions in the EFT of LSS was discussed for the first time (to the authors’ knowledge) in [13]: here we extend it for the first time to include also biased tracers.

Once we have the two generating functionals $Z[J]$ and $Z[J_g, J]$, an expression for $\mathcal{P}[\delta]$ and $\mathcal{P}[\delta_g, \delta]$ can be easily obtained via the inverse functional Fourier transform. This allows us to cast the problem of computing these probability density functionals (henceforth “likelihoods”, for simplicity) using methods of functional integration commonly employed in quantum field theory. As we will see below, this method successfully recovers the result of [1], where the authors computed $\mathcal{P}[\delta_g|\delta]$ using the assumption that the noise field $\varepsilon_g$ (that enters in the linear bias expansion of $\delta_g$ as $\delta_g = b_1 \delta + \varepsilon_g$) is a Gaussian-distributed variable.

On top of this, the approach developed here gives a simple and rigorous way of computing the corrections to this result which come, for example, from the wrong assumption of having Gaussian noise. While ref. [1] roughly estimated the magnitude of some of these terms, it remained unclear how to rigorously derive these corrections. We will show that the amplitude of the noise field with respect to the amplitude of $\delta$ is what essentially controls the size of these corrections, effectively making it a third expansion parameter in addition to the expansion in perturbations (i.e. in the smallness of $\delta$ on large scales) and the expansion in derivatives. Finally, as we will see at the end of the paper, the method employed here easily allows to include the impact of primordial non-Gaussianity.

Before proceeding to the main body of the paper, we emphasize that functional methods feature prominently also in the recent works [14–16]. In the first two papers the authors develop, roughly speaking, an analytic approach to compute correlators of $\delta$ by deriving an evolution equation for $\mathcal{P}[\delta]$, the likelihood of the nonlinear matter field. Ref. [16], instead, develops a method to compute the generating functional for matter in Lagrangian space including shell crossing.

Their approach and the one followed in this paper have some overlap. For example, the authors of [14, 15] also conclude that the problem of computing correlation functions for the matter field can be recast in a way reminiscent of a Euclidean quantum field theory in three dimensions. In all three papers the discussion about how to account for the impact of primordial non-Gaussianity is also similar to ours. We stress, however, that the goal of this work is very different from that of these three papers: what we care about is the conditional likelihood $\mathcal{P}[\delta_g|\delta]$ for the galaxy field, and not the generating functional or the likelihood for the matter field.

### 1.1 Summary of main results

Given the length of the paper, and its inherently technical nature, before proceeding we want to emphasize here its main takeaways:

- in our calculation of the conditional likelihood we use the effective field theory of large-scale structure, i.e. an intrinsically perturbative forward model, for the evolution of the matter field. This is done for purely technical reasons, since we cannot compute
the functional integrals analytically otherwise. However, at the end we arrive at a resummation at all orders in perturbations in the evolution of the matter field. More precisely, the details of the evolution of the matter field are “absorbed” into the matter likelihood, and they disappear from \( P[\delta, \delta_g] \) once we divide the joint likelihood by \( P[\delta] \) (we will actually be able to rigorously prove this only for Gaussian noise and at leading order in derivatives: we will only sketch what happens if this assumption is dropped);

- thanks to the above result, the field \( \delta \) employed in the conditional likelihood is the fully nonlinear matter field that we can evolve, e.g., with N-body gravity-only simulations. By using a fully nonlinear forward model, then, we are able to consider at once all the information contained in the nonlinear displacement of the initial matter distribution. This information is protected by the equivalence principle, that ensures that tracers such as galaxies move on the same trajectories as matter on large scales, and it is the only information that we can extract from observations of galaxy clustering that is not degraded once we marginalize over the bias coefficients proper to the tracer considered (see also [1, 17] for a discussion);

- recasting the computation in terms of an action makes it easy to read off the scaling dimensions of the different terms that appear in the conditional likelihood (i.e. how relevant or irrelevant they are on large scales), like those coming from the deterministic bias expansion or from non-Gaussian stochasticities. This makes section 3, and section 3.4 in particular, arguably the most important section of this paper;

- the results of section 3.4 are also useful to understand the presence of the amplitude of the noise \( \varepsilon_g \) as a new expansion parameter, beyond the expansion in powers of the matter field \( \delta \) and its derivatives. This is also a key new result: it proves that extracting cosmological information from very noisy tracers (through either Bayesian inference or measurements of correlation functions) will be very difficult;

- the formalism used in this work makes the inclusion of primordial non-Gaussianity straightforward. Besides modifying the prior on \( \delta_m \), PNG affects the form of the bias expansion and consequently of correlation functions. For example, the coupling between these two sources of nonlinearities shows up in the galaxy bispectrum (see e.g. [18–20]). Another example is the fact that PNG induces new terms in the deterministic bias expansion due to the coupling between long and short modes, the most famous being the “scale-dependent bias” \( \sim \nabla^{-2} \delta \) in case of local-type PNG. These effects are all captured by suitable change of the deterministic relation between the galaxy field and \( \delta \). In this paper we show that, even after these modifications are taken into account, the presence of PNG does not affect the form of the conditional likelihood in the limit of Gaussian stochasticities and only the noise in the auto correlation function of tracers being non-vanishing. In this limit, that we will argue throughout the paper gives the leading result on large scales, the conditional likelihood is still given by the result derived in [1].

1.2 Structure of the paper

Our paper is composed of six main sections and six appendices.

Section 2 contains the details on the notation and the conventions.

Section 3 shows how we set up the functional integrals for \( P[\delta] \) and \( P[\delta_g, \delta] \). We start with a definition of the generating functionals \( Z[J] \) and \( Z[J_g, J] \): this is done in sections 3.1
and 3.2. In these sections, together with section 3.3, we also discuss in more detail how the stochasticities are included in the functional formalism employed in this paper. Section 3.4 then shows how the computation of the likelihood is very similar to that of a generating functional for a Euclidean quantum field theory in three dimensions. This section explains what is the equivalent of the “action” for this theory, establishes a parallel between the terms appearing in the action and the bias expansion for a generic tracer, and (briefly) discusses its Feynman rules. Moreover, via simple dimensional analysis it shows how to estimate the relative importance on large scales of the different terms appearing in the action.

Section 4 contains a first computation of the likelihood where, using a terminology that reflects the assumptions of [1], we assume “Gaussian stochasticities”. The precise meaning of Gaussian stochasticities in this paper is that there is no noise in the bias coefficients, and the difference between data and theoretical prediction for the galaxy field is distributed as a Gaussian. In section 4.1 we consider the case where only the noise in the tracer auto two-point function is non-vanishing (and our result matches that of [1] in this limit). In section 4.2 we include the cross stochasticity between matter and tracer, and we show how the likelihood now gains some additional terms that were not considered in [1].

Section 5 goes beyond Gaussian stochasticities. It discusses the impact of two terms: the stochasticity in the linear local-in-matter-density (LIMD) bias coefficient $b_1$ and the bispectrum of the noise $\varepsilon_g$ (this is done in section 5.1). Most importantly, in section 5.2 we show that it is the amplitude of $\varepsilon_g$ with respect to the amplitude of the matter field $\delta$ that determines the importance on large scales of the corrections coming from these terms. This is one of the key results of this work.

Section 6 contains a discussion on the calculations and the results of the preceding sections. First, we study in more detail the three parameters in which we can expand the likelihood on large scales, i.e. the smallness of derivatives and perturbations together with the expansion in the amplitude of the noise field $\varepsilon_g$. This is done in section 6.1, while section 6.2 gives an idea of how to deal with loop corrections in presence of non-Gaussian stochasticities.

Section 7 concludes the paper and presents a summary of future directions. The impact of our results on current applications of Bayesian forward modeling is discussed in section 7.1, while section 7.2 discusses other future developments, i.e. redshift-space distortions and how to account for primordial non-Gaussianity (PNG). Finally, section 7.3 compares our results with those of Schmidt et al., 2018 [1].

Appendix A elaborates briefly on how the scalings of section 3.4, which allow to estimate the relative importance of the different contributions to the likelihood, are derived.

Appendices B, C, D and E contain most of the technical details of the computations of sections 4 and 5.

Appendix F contains some details on the loop corrections discussed in section 6.2 that can be omitted on first reading.
## 2 Notation and conventions

We mostly follow the notation of [2] for the quantities that appear both there and in this paper. Table 1 contains a list of the new symbols that do not appear in [2].

| symbol | meaning |
|--------|---------|
| $J_g$  | current associated with $\delta_g$ |
| $J$    | current associated with $\delta$  |
| $\delta_{\text{in}}$ | initial matter field |
| $X_g$  | $iJ_g$ |
| $X$    | $iJ$  |

| $Z[J]$          | generating functional for $\delta$ |
| $Z[J_g, J]$     | generating functional for $\delta_g$ and $\delta$ |
| $W = W^{(2)} + W^{(3)} + \ldots$ | field-dependent part of $\ln Z$ |
| $P[\delta]$     | matter likelihood |
| $P[\delta_g | \delta]$ | joint likelihood |
| $P[\delta_g | \delta]$ | conditional likelihood |
| $\phi = \phi^{(2)} + \phi^{(3)} + \ldots$ | field-dependent part of $\ln P$ |
| $\Delta\phi[\delta_g | \delta] = \Delta\phi^{(2)}[\delta_g | \delta] + \Delta\phi^{(3)}[\delta_g | \delta] + \ldots$ | corrections to $\ln P[\delta_g | \delta]$ of [1] |

| $\delta_{\text{fwd}}[\delta_{\text{in}}]$ | deterministic forward model for $\delta$ |
| $\delta_{g, \text{fwd}}[\delta_{\text{in}}]$ | deterministic forward model for $\delta_g$ |
| $\delta_{g, \text{det}}[\delta] = \delta_{g, \text{det}}^{(1)}[\delta] + \delta_{g, \text{det}}^{(2)}[\delta] + \ldots$ | deterministic bias expansion for $\delta_g$ |
| $K_n(k; p_1, \ldots, p_n)$ | kernels for $\delta_{\text{fwd}}[\delta_{\text{in}}]$ |
| $K_{g,n}(k; p_1, \ldots, p_n)$ | kernels for $\delta_{g, \text{fwd}}[\delta_{\text{in}}]$ |
| $K_{g, \text{det}, n}(k; p_1, \ldots, p_n)$ | kernels for $\delta_{g, \text{det}}[\delta]$ |
| $b(k) = K_g,1(k)/K_1(k)$ | scale-dependent linear bias |

| $\phi_g$ | $(X, \delta_{\text{in}})$ |
| $\mathcal{J}_g$ | $(X_g, X, \delta_{\text{in}})$ |
| $\mathcal{J}$ | $(i\delta, 0)$ |
| $S[\phi] = S^{(2)} + S_{\text{int}} = S^{(2)} + S_{\text{int}}^{(3)} + \ldots$ | action for $P[\delta]$ |
| $S_g[\phi_g] = S_{g, \text{int}}^{(2)} + S_{g, \text{int}}^{(3)} + \ldots$ | action for $P[\delta_g | \delta]$ |
| $\mathcal{M}_{g, \text{int}}^{ab}(k, k')$ | $S^{(2)}[\phi_g] = \frac{1}{2} \int_{k, k'} \phi_g^a(k) \mathcal{M}_{g, \text{int}}^{ab}(k, k') \phi_g^b(k')$ |
| $n_g$ | $s_g^3 P_L(k) = 2\pi^2 (k/k_{NL})^{n_g} \sqrt{P_g^{(0)}/P_L(k_{\xi_g})} = 1$ |

### Table 1. Summary of symbols used in the paper, and their meaning. Note that we use the subscript "$g$" for the quantities $\phi_g$, $\mathcal{J}_g$, $S_g[\phi_g]$ and $\mathcal{M}_{g, \text{int}}^{ab}(k, k')$ that appear in the computation of the joint likelihood.
We will use the word “galaxy” or “tracer” interchangeably: since the bias expansion applies equally to any tracer of large-scale structure, there is no loss of generality in doing so. We denote by $P_m$ the power spectrum of $\delta_m$. The linear matter power spectrum $P_L$ is then $D_l^2 P_m$, where $D_l$ is the linear growth factor. We define the nonlinear scale $k_{NL}$ following the standard convention, i.e. by $k_{NL}^3 P_L(k_{NL})/2\pi^2 = 1$. That is, $k_{NL}$ is defined as the scale at which the dimensionless linear power spectrum is equal to 1. The power spectra of the noise fields, such as $\varepsilon$, are expanded in powers of $k^2$ (derivatives) as

$$P_{\varepsilon}(k) = P_{\varepsilon}^{(0)} + P_{\varepsilon}^{(2)} k^2 + \cdots .$$

Our Fourier convention and short-hand notation are

$$f(k) = \int d^3 x \ f(x) e^{-i k \cdot x} \equiv \int_x f(x) e^{-i k \cdot x},$$

$$f(x) = \int \frac{d^3 k}{(2\pi)^3} f(k) e^{i k \cdot x} \equiv \int_k f(k) e^{i k \cdot x} .$$

We do not use a different symbol for Fourier-space and real-space quantities, letting the arguments ($k$, $p$, etc. for Fourier space; $x$, $y$, etc. for real space) make the distinction. The $D$-dimensional Dirac delta function is denoted by $\delta^{(D)}$. Often we will use $k_{1 \ldots n}$ to denote the sum $k_1 + k_2 + \cdots + k_n$. Similarly, we denote by $\int_{k_1 \ldots k_n}$ a multiple integration over the momenta $k_1, \ldots, k_n$. We use a prime to denote that we have stripped a correlation function (or, in general, a diagram) of its $(2\pi)^3 \delta^{(3)}(k_{1 \ldots n})$ momentum-conserving delta function.

We use the basis of [21] (see also [22]) for the bias expansion. In this basis the nonlocality in time is reabsorbed order-by-order in perturbation theory using the fact that the evolution of the linear matter field is scale-independent (see section 2.5 of [2] for more details). Therefore, we will avoid writing the time dependence of the bias coefficients, of the linear growth factor, and of the tracer and matter fields in general: our results will hold at any given redshift.\(^2\)

We will never explicitly need the expression for the various operators in the bias expansion. It will be enough to introduce two families of Fourier-space kernels, $K_n$ and $K_{g,n}$, to represent the deterministic evolution (denoted by a subscript “fwd”) of the matter and tracer fields. More precisely, we write

$$\delta_{\text{fwd}}[\delta_m](k) = D_1 K_1(k) \delta_m(k)$$
$$+ \sum_{n=2}^{+\infty} \int_{p_1 \ldots p_n} (2\pi)^3 \delta_D^{(3)}(k - p_{1 \ldots n}) D_1^n K_n(k; p_1, \ldots, p_n) \delta_m(p_1) \cdots \delta_m(p_n),$$

$$\delta_{g,\text{fwd}}[\delta_m](k) = D_1 K_{g,1}(k) \delta_m(k)$$
$$+ \sum_{n=2}^{+\infty} \int_{p_1 \ldots p_n} (2\pi)^3 \delta_D^{(3)}(k - p_{1 \ldots n}) D_1^n K_{g,n}(k; p_1, \ldots, p_n) \delta_m(p_1) \cdots \delta_m(p_n).$$

\(^2\)Notice however that we will assume an Einstein-de Sitter cosmology in order to have time-independent kernels for the SPT solution for the matter field. This is done purely to simplify the intermediate calculations: our main final result, i.e. the fact that for Gaussian noise with constant power spectrum we are able to resum the nonlinear gravitational evolution of matter exactly, is completely independent of this assumption.
These definitions become clearer with some examples:

- the SPT solution for matter at second order in perturbations is obtained by setting \( K_1 = 1 \) in eq. (2.3a), and \( K_2 = F_2 \), where \( F_2 \) is the familiar perturbation theory kernel (see, e.g., appendix B of [2] for a review);

- consider a biased tracer defined by a second-order bias relation \( \delta_g = b_1 \delta + b_2 \delta^2 / 2 \), where the matter field is evolved using SPT. Then, \( K_{g,1} = b_1 \), while \( K_{g,2} \) is given by

  \[
  \frac{b_2}{2} + b_1 F_2(p_1, p_2); \tag{2.4}
  \]

- finally, consider a higher-derivative operator \( \delta_g = b \nabla^2 \delta^2 \), again stopping at second order in perturbations. We then have\(^3\)

  \[
  K_{g,1} = -b \nabla^2 \delta \kappa^2, \quad K_{g,2} = -b \nabla^2 \delta^2 F_2(p_1, p_2). \tag{2.5}
  \]

From eq. (2.5) we can understand why we allowed for a dependence of \( K_n \) and \( K_{g,n} \) on \( k \). Indeed, the higher-derivative corrections to SPT kick in at the same order as \( \delta_g \supset b \nabla^2 \delta^2 \): together with the \( c_2^2 \) counterterm, that contributes to the matter power spectrum as \( \sim c_2^2 (k^2 / k_{NL}^2) P_L(k) \), we can allow for higher-derivative corrections to the kernel \( F_2 \) as well, which contribute in the same way as eq. (2.5). These higher-derivative terms are controlled by the nonlinear scale \( k_{NL} \), while we expect the nonlocality scale controlling \( b \nabla^2 \delta \) to be at least of order of the halo Lagrangian radius \( R(M_h) \). In this paper we will not explicitly need to know the form of these corrections to SPT, so we will not discuss them further.

Two final definitions that will become useful in the remainder of the paper are that of the scale-dependent linear bias \( b(k) \), i.e.

\[
 b(k) = \frac{K_{g,1}(k)}{K_1(k)} = b_1 - b \nabla^2 \delta \kappa^2 + \cdots, \tag{2.6}
\]

and that of the kernels \( K_{g,\text{det},n} \) for the deterministic bias expansion. These kernels are defined by the relation

\[
 \delta_{g,\text{det},[\delta_{\text{in}}]} = \delta_{g,\text{det}}[\delta_{\text{det}}[\delta_{\text{in}}]]. \tag{2.7}
\]

For example, we have that at second order

\[
 K_{g,\text{det},2}(k; p_1, p_2) = K_{g,2}(k; p_1, p_2) - b(k) K_2(k; p_1, p_2). \tag{2.8}
\]

A word of caution. A key object will be \( \delta_{g,\text{det}}[\delta] \). By this, we mean that we take a realization of the fully nonlinear matter field \( \delta \) and we construct the deterministic bias expansion out of this field. For example, when going to second order in the bias expansion but at leading order in derivatives, in real space we construct

\[
 \delta_{g,\text{det}}[\delta] = b_1 \delta + \frac{b_2}{2} \delta^2 + b K^2[\delta], \tag{2.9}
\]

where \( K^2 = K_{ij} K^{ij} \) and the tidal field \( K_{ij}[\delta] \) is \( (\partial_i \partial_j / \nabla^2 - \delta_{ij} / 3) \delta \). \( \delta \) is not necessarily given by the functional \( \delta_{\text{det}}[\delta_{\text{in}}] \) of the initial conditions \( \delta_{\text{in}} \) as in eq. (2.3a).

\(^3\)In the first lines of eqs. (2.3) we have allowed for a generic dependence of \( K_1 \) and \( K_{g,1} \) on \( k \). Importantly, in absence of any preferred direction \( K_1 \) and \( K_{g,1} \) can only be functions of \( k^2 \).
Finally, since this work relies heavily on functional methods, we lay out our conventions for functional derivatives and integrals. Functional integration over a field $\varphi$ is denoted by $\int D\varphi$. Dirac delta functionals are denoted by $\delta^{(\infty)}_D(\varphi - \chi)$, and are defined by

$$\int D\chi \delta^{(\infty)}_D(\varphi - \chi) F[\chi] = F[\varphi],$$

for some functional $F[\varphi]$. Our convention for the functional derivatives in Fourier space is

$$\frac{\partial \varphi(k)}{\partial \varphi(k')} = (2\pi)^3 \delta^{(3)}_D(k + k').$$

Notice that we use $\partial$, and not $\delta$, to denote a functional derivative, in order to avoid confusion with the matter field. Equation (2.11) tells us that

$$\frac{\partial}{\partial \varphi(k')} \int_k \varphi(k) \chi(-k) = \frac{\partial}{\partial \varphi(k')} \int_k \varphi(-k) \chi(k) = \int_k (2\pi)^3 \delta^{(3)}_D(k + k') \chi(-k) = \chi(k').$$

We will often consider functional integrals and derivatives over multiple fields. To lighten the notation in some of the calculations (mostly those of appendix E), we will use “multi-indices” $i, j, k, \ldots$ that represent both momenta and “internal” indices. For example, we will write $\phi^i = (\varphi_1(k), \varphi_2(k))$. The Einstein summation convention will be employed, with no difference between upper and lower indices.

The functional techniques used in this paper can be found in textbooks on quantum field theory. We have followed mainly the chapter “Quantum Field Theory: Functional Methods” of [23], while the discussion about the “shell-by-shell integration” and the scaling dimensions (sections 3.3 and 3.4), and the brief discussion of the Polchinski equation (appendix F), follow respectively [24] and [25].

Finally, we will see in section 3.4 that the computation of the likelihood is similar to a field theory of three interacting fields in three spatial dimensions. The three fields will basically be the initial field $\delta_{in}$, and the two currents $J_g$ and $J$ associated with the galaxy field and the nonlinear matter field, respectively. In table 2 we collect the symbols used for internal and external lines in Feynman diagrams.

### 3 Setting up the functional integrals

In this section we discuss how we can set up the integral for the matter and joint likelihoods. Let us assume that we have an expression for the generating functionals $Z[J]$ and $Z[J_g, J]$ (defined below in eq. (3.4) and eq. (3.7), respectively). Then, using the integral representation of the Dirac delta functional, i.e.

$$\delta^{(\infty)}_D(\varphi - \chi) = \mathcal{N}_{\delta^{(\infty)}} \int DX e^{i \int_k X(k)(\varphi(-k) - \chi(-k))},$$

and its analog for a “doublet” of fields $(\varphi_1, \varphi_2)$, we can obtain an expression for the likelihoods $P[\delta]$ and $P[\delta_g, \delta]$. More precisely, the matter likelihood is given by

$$P[\delta] = \mathcal{N}_{\delta^{(\infty)}} \int DX e^{i \int_k X(k)\delta(-k)} Z[-iX],$$

The constant $\mathcal{N}_{\delta^{(\infty)}}$ can always be reabsorbed in the normalization of the likelihoods. Therefore its precise value is irrelevant.
while the joint likelihood is
\[
P[\delta_g, \delta] = \mathcal{N}^2_{g(\infty)} \int DX_g DX e^{i \int_k X_g(k) \delta_g(-k) e^{i \int_k X(k) \delta(-k)} Z[-iX_g, -iX]. \tag{3.3}
\]

In the next sections, we will derive expressions for both \(Z[J]\) and \(Z[J_g, J]\) as functional integrals over \(\delta\). Therefore, we will reduce the problem of computing the likelihood to the computation of two functional integrals: one over \(X, \delta\), and one over \(X_g, X, \delta\).

### 3.1 Integral for the matter likelihood

Generalizing the approach of [13], we can write the generating functional for the correlation functions of the matter field as the integral
\[
Z[J] = \int D\delta_{\text{in}} \exp \left\{ \int_k \left( \frac{1}{2} P_{\epsilon_m}(k) J(k) J(-k) + J(k) \delta_{\text{fwd}}[\delta_{\text{in}}](-k) \right) \right\} P[\delta_{\text{in}}], \tag{3.4}
\]
where \(P[\delta_{\text{in}}]\) is the likelihood of the initial density field, and \(P_{\epsilon_m}(k)\) is the power spectrum of the noise in the matter density field; we will return to this new ingredient below. In the following, we assume that the likelihood for \(\delta_{\text{in}}\) is Gaussian (see section 7.2 for a discussion on how to go beyond this assumption), i.e. we take
\[
P[\delta_{\text{in}}] = e^{-\frac{1}{2} \int_k \delta_{\text{in}}(k) P_{\text{in}}(k) \delta_{\text{in}}(-k)}.
\tag{3.5}
\]
Notice that we have not included the normalization of this Gaussian. The reason is that such normalization is irrelevant if we just care about the contribution to the logarithm of \(P[\delta]\) that is dependent on the field \(\delta\). The same goes for \(P[\delta_g, \delta]\). For the same reason, from now on we will drop the factors \(\mathcal{N}^2_{g(\infty)}, \mathcal{N}^2_{\delta(\infty)}\) in eqs. (3.2), (3.3). We will deal with them in full generality in section 4.1.

Let us discuss eq. (3.4) in more detail:

- if we take functional derivatives of eq. (3.4) with respect to the current \(J\) at \(J = 0\), the terms in the exponent in curly brackets that contain one power of the current \(J\) and one or more powers of the initial field \(\delta\) reproduce exactly the known rules of perturbation theory for the computation of \(n\)-point functions of the nonlinear matter field [13];

- in addition, we have a term with two powers of the current \(J\). This term gives us the noise in the matter power spectrum. More precisely, if we drop all nonlinear and higher-derivative terms in \(\delta_{\text{fwd}}[\delta_{\text{in}}](-k)\) (which allows us to carry out the resulting Gaussian integral exactly), we see that the power spectrum of the matter field is equal to

\[
\langle \delta(k) \delta(k') \rangle' = \left( \frac{\partial^2 \ln(Z[J]/Z[0])}{\partial J(k) \partial J(k')} \right)_{J=0} = D^2_{\text{in}} P_{\text{in}}(k) + P_{\epsilon_m}(k) = P_L(k) + P_{\epsilon_m}(k). \tag{3.6}
\]

Let us stress that the noise term \(\ln Z[J] \supset JJ\) (the “\(\supset\)" symbol meaning that \(\ln Z[J]\) contains terms with two powers of \(J\) in its functional Taylor series) would be present even if we had considered fully deterministic initial conditions. It arises from integrating out short-scale modes in order to arrive at a hydrodynamical description of the matter field on large
scales [26]. Because of matter and momentum conservation, the noise power spectrum scales as $P_{\varepsilon_m}(k) \sim k^4$ on large scales.

The stochasticity in the power spectrum is not the only one that is generated, actually: the EFT coefficients describing the corrections to SPT such as the speed of sound, for example, also gain some noise. These new terms are captured in our functional formalism by additional contributions to the exponent in the curly brackets of eq. (3.4). For example, the leading stochasticity in $c_2^2$ is captured by a term of order $JJ\delta_{in}$. Moreover, just as we have a stochastic contribution to the two-point function, we can have stochastic contributions to all $n$-point functions. These are captured by terms $\ln Z[J] \supset JJJ \ldots$, and in the terminology of the bias expansion of [2] they correspond to higher-order correlation functions like $\langle \varepsilon_m \varepsilon_m \varepsilon_m \rangle$.

### 3.2 Integral for the joint likelihood

It is straightforward to extend the expressions of the previous section to the case of the joint likelihood. The expression for $Z[J_g, J]$ is

$$Z[J_g, J] = \int D\delta_{in} e^{\frac{1}{2} \int k^4 P_{\varepsilon_g}(k) J_g(k) J_g(-k) + \int k^4 P_{\varepsilon_g \varepsilon_m}(k) J_g(k) J(-k) + \frac{1}{2} \int k^4 P_{\varepsilon_m}(k) J(k) J(-k) } \times \left[ e^{\int k^4 J_g(k) \delta_{g,\text{wtd}}(\delta_{in})(-k) } + \int k^4 J(k) \delta_{\text{wtd}}(\delta_{in})(-k) \right] P[\delta_{in}] .$$

(3.7)

Here, the noise terms are (a) the stochasticity for galaxies $P_{\varepsilon_g}(k) \sim k^0$, (b) the cross stochasticity between galaxies and matter $P_{\varepsilon_g \varepsilon_m}(k) \sim k^2$, and (c) the matter stochasticity $P_{\varepsilon_m}(k) \sim k^4$, where the powers of $k$ given correspond to the leading term in the limit $k \to 0$. If we again drop nonlinear terms in $\delta_{g,\text{wtd}}[\delta_{in}]$ and $\delta_{\text{wtd}}[\delta_{in}]$ we recover the expected power spectra and cross spectrum, i.e.

$$\langle \delta_g(k) \delta_g(k') \rangle' = \left( \frac{\partial^2 \ln(Z[J_g, J]/Z[0, 0])}{\partial J_g(k) \partial J_g(k')} \right)_{J_g=0, J=0} = b_2^2 P_L(k) + P_{\varepsilon_g}(k) ,$$

(3.8a)

$$\langle \delta_g(k) \delta(k') \rangle' = \left( \frac{\partial^2 \ln(Z[J_g, J]/Z[0, 0])}{\partial J_g(k) \partial J(k')} \right)_{J_g=0, J=0} = b_1 P_L(k) + P_{\varepsilon_g \varepsilon_m}(k) ,$$

(3.8b)

$$\langle \delta(k) \delta(k') \rangle' = \left( \frac{\partial^2 \ln(Z[J_g, J]/Z[0, 0])}{\partial J(k) \partial J(k')} \right)_{J_g=0, J=0} = P_L(k) + P_{\varepsilon_m}(k) .$$

(3.8c)

As in the case of the matter likelihood, we do not have only terms of the form $\ln Z[J_g, J] \supset J_g J_g, J_g J, J J$, but also stochasticities in higher-order $n$-point functions. A three-point function $\langle \varepsilon_g \varepsilon_g \varepsilon_g \rangle$ is captured by $\ln Z[J_g, J] \supset J_g J_g J_g$ and $\langle \varepsilon_g \varepsilon_g \varepsilon_m \rangle$ is captured by $\ln Z[J_g, J] \supset J_g J_g J$, and so on. Then, we also have stochasticities in the bias coefficients. For example, the stochasticity in $b_1$ is captured by a term of order $J_g J_g \delta_{in}$, while the stochasticities in $b_2$ or $b_{K^2}$ by terms of order $J_g J_g \delta_{in} \delta_{in}$. These will be discussed in more detail in section 5.1. For a summary of these correspondences in the computation of $P[\delta]$ and $P[\delta_g, \delta]$, see table 3.

### 3.3 More about stochastic terms and tadpoles

The stochastic contributions discussed in the previous section are generated when we coarse-grain the matter field to obtain a large-scale description of galaxy clustering, even if the initial conditions were deterministic (see e.g. section 2.10.3 of [2] for a review). We will now show explicitly that they are generated also by loops of $\delta_{in}$, which require us to include $P_{\varepsilon_g}, P_{\varepsilon_g \varepsilon_m}$.
and $P_{\varepsilon_m}$ in eqs. (3.4), (3.7) in order to remove the UV dependence of these loops. Moreover, we will show explicitly that these power spectra are analytic in $k^2$, with their leading-order terms being $P_{\varepsilon_g} \sim k^0$, $P_{\varepsilon_g \varepsilon_m} \sim k^2$ and $P_{\varepsilon_m} \sim k^4$. For simplicity, in the following we will focus only on eq. (3.7): everything we will say translates straightforwardly to eq. (3.4) as well. We also emphasize that a discussion about the necessity of these counterterms with an analytic structure in $k^2$ has been discussed already in the literature. We refer, for example, to [27, 28] for more details (see e.g. section 2.2 of [28]): here we just want to show how this terms arise in the generating functional $Z[J_g, J]$.

We use a “Wilson-like” approach of shell-by-shell integration, similarly to what is done, for example, in chapter 12 of [24] (see its section 12.1). This will also allow us to introduce some concepts that will be used in the next section. The procedure is as follows:

- the integral in $D \delta_{in}$ must be regularized. We do so by introducing a hard cutoff in Fourier space, i.e. we set all modes $\delta_{in}(k)$ with $|k| > \Lambda$ to zero. The resulting field is called $\delta_{in, \Lambda}$, and the measure $D \delta_{in}$ is consequently denoted by $[D \delta_{in}]_{\Lambda}$;

- then, we split the integration in two: given a parameter $0 \leq b < 1$, first we consider the modes $b \Lambda \leq k < \Lambda$, and then those with $k < b \Lambda$. The field $\delta_{in, \Lambda}$ is then given by the sum of $\delta_{in, b \Lambda}$ and what we call, following [24], $\hat{\delta}_{in}$, i.e. the contribution to the field from modes in the shell $b \Lambda \leq k < \Lambda$. The measure $[D \delta_{in}]_{\Lambda}$ factorizes into $[D \delta_{in}]_{b \Lambda}$ times $D \delta_{in}$;

- finally, to avoid unnecessary clutter, we drop the subscripts $b \Lambda$ and denote $\delta_{in, b \Lambda} \rightarrow \delta_{in}$.

For this calculation, it is sufficient to consider currents $J_g$ and $J$ that only consist of long-wavelength modes, i.e. we can put $\hat{J}_g = 0$ and $\hat{J} = 0$. Clearly, we will need to reevaluate this assumption later, since when we compute the likelihood we are actually integrating over the currents as well. This is done in section 6.2. Then, for vanishing $P_{\varepsilon_g}$, $P_{\varepsilon_g \varepsilon_m}$ and $P_{\varepsilon_m}$, eq. (3.7) becomes

$$Z[J_g, J] = \int D \delta_{in} D \hat{\delta}_{in} e^{\int_k J_g(k)\delta_{g, fwd}[\delta_{in} + \hat{\delta}_{in}](\mathbf{k}) + \int_k J(k)\delta_{\text{fwd}}[\delta_{in} + \hat{\delta}_{in}](\mathbf{k})} \times e^{-\frac{1}{2} \int_k \hat{\delta}_{in}(\mathbf{k})^2 \frac{\rho_{in}(\mathbf{k})}{\rho_{in}(\mathbf{k})}} e^{-\frac{1}{2} \int_k \hat{\delta}_{in}(\mathbf{k})^2 \frac{\rho_{in}(\mathbf{k})}{\rho_{in}(\mathbf{k})}} ,$$

where we have used the fact that $\delta_{in}(\mathbf{k})\hat{\delta}_{in}(\mathbf{k}) = 0$ for all $\mathbf{k}$, since their respective support does not overlap. Notice that, differently from what usually happens in quantum field theory, the currents are not coupled linearly to $\delta_{in}$. Therefore, in the above equations we cannot substitute $\delta_{g, fwd}[\delta_{in} + \hat{\delta}_{in}]$ and $\delta_{\text{fwd}}[\delta_{in} + \hat{\delta}_{in}]$ with $\delta_{g, fwd}[\delta_{in}]$ and $\delta_{\text{fwd}}[\delta_{in}]$.

Expanding the exponentials in the first line of eq. (3.9), we can now perturbatively do the integrals over $\delta_{in}$ (see table 2 for the list of symbols used in Feynman diagrams). For simplicity, we stop at second order in perturbations and zeroth order in derivatives in eqs. (2.3). Then, $\delta_{\text{fwd}}[\delta_{in}]$ is given by

$$\delta_{\text{fwd}}[\delta_{in}](\mathbf{k}) = D_1 \delta_{in}(\mathbf{k}) + \int_{\mathbf{p}_1, \mathbf{p}_2} (2\pi)^3 \delta_D^{(3)}(\mathbf{k} - \mathbf{p}_{12}) D_2^2 F_2(\mathbf{p}_1, \mathbf{p}_2) \delta_{in}(\mathbf{p}_1) \delta_{in}(\mathbf{p}_2) ,$$

(3.10)

• Of course, we can do this substitution in the terms that are linear in the initial matter field.
where we used that $K_1 = 1$ and $K_2 = F_2$ at leading order in derivatives. Let us then consider the diagram

$$J(k)J(k') \int_p F_2(p_-, -p_+)F_2(-p_-, p_- - k')\Theta_b(|p_-|)P_L^2(|p_-|),$$

where $p_-$ and $p_+$ are defined as

$$p_\pm = p \pm \frac{k}{2}$$

and the Heaviside theta-like function $\Theta_b = \Theta_b^2$ restricts $p_-$ to lie within the shell $b\Lambda \leq |p_-| < \Lambda$. This diagram appears in both $Z[J]$ and $Z[J_g, J]$: it is UV-sensitive and forces us to introduce a stochastic contribution to the power spectrum of matter $P_{\varepsilon_m} \sim k^4$ in the $k/p \to 0$ limit (thanks to the double-softness of the $F_2$ kernel [29], reflecting matter and momentum conservation for the short modes).

A similar diagram shows up in the generating functional $Z[J_g, J]$. More precisely, the diagram

$$J_g(k)J_g(k') \int_p K_{g,2}(p_-, -p_+)K_{g,2}(-p_-, p_- - k')\Theta_b(|p_-|)P_L^2(|p_-|)$$

gives rise to a stochastic correction to the galaxy power spectrum. The difference with eq. (3.11) is that the kernel $K_{g,2}$ is not double-soft. To see this, just consider the contribution $\delta_g \supset b_2b_2^2/2$ in the deterministic bias expansion: from eq. (2.4) we have that $K_{g,2}$ is simply equal to $b_2/2$ in the squeezed limit $k/p \to 0$. Therefore, we find that a contribution $P_{\varepsilon_g} \sim k^0$ is needed to absorb the contribution from this UV-sensitive diagram.

The mixed loop $\sim K_{g,2}K_g$ generates the cross stochasticity $P_{\varepsilon_g \varepsilon_m}$. More precisely, its diagram is the same as that of eq. (3.13), where one external $J_g$ leg is replaced by $J$, and one of the $K_{g,2}$ kernels is replaced by $K_2$ (equal to $F_2$ at leading order in derivatives). By expanding in $k/p$ we see that to absorb the UV-sensitivity of this loop we need a counterterm $\int_k P_{\varepsilon_g \varepsilon_m}(k)J_g(k)J(-k)$ in $\ln Z[J_g, J]$, where the expansion of $P_{\varepsilon_g \varepsilon_m}(k)$ in powers of $k^2$ starts at $O(k^2)$. Moreover, loops will also generate many other terms that we did not include in eqs. (3.4), (3.7). Among these, there are the non-Gaussian corrections to the stochasticities (encoded in terms with more than two powers of $J_g$ or $J$), and also the stochastic corrections to the bias coefficients (encoded, for example, in terms with two powers of the currents and one of the initial matter field), as mentioned in the previous section. These will be discussed in more detail in sections 5, 6 and 7.1.

\[6\] Also notice that the arrows reproduce the momentum conservation described by the vertices of eqs. (2.3).
Loops of the initial matter field will generate also tadpoles, besides the stochastic terms (see also [28] for a discussion). For example, let us focus on \(Z[J_g, J]\) and consider the diagram

\[
\left( \begin{array}{c}
\int P_{\mathbf{l}}(p) \\
\end{array} \right) = J_g(k) \int P_{\mathbf{l}}(p) K_{g,2}(p,-p) \Theta_b(p) \frac{\partial}{\partial \mathbf{p}} .
\] (3.14)

This diagram generates a linear term in the logarithm of \(Z[J_g, J]\), i.e. a tadpole. What happens if we consider the matter-only case? The diagram is the same, with the only difference that the kernel controlling it is \(F_2\) instead of \(K_{g,2}\). Then, because of matter and momentum conservation (which implies \(F_2(p,-p) = 0 \forall p\)), we do not generate any tadpole term in \(Z[J_g]\). One might wonder if some term linear in \(J\) can be generated in \(Z[J_g, J]\). This cannot happen, again as a consequence of matter and momentum conservation for the matter kernels (we have checked this only at one-loop order, but we expect it to be true at all loops).

How do we get rid of a tadpole for \(\delta_g\)? The answer is clear once we look at eq. (3.3): we can always redefine the field \(\delta_g\) to reabsorb any term linear in \(X_g = iJ_g\). More precisely, assume that we have a term

\[
\ln Z[J_g, J] \supset \int_k J_g(k) v(\mathbf{k}) ,
\] (3.15)

where \(v(\mathbf{k}) \propto \delta^{(3)}(\mathbf{k})\) because of translational and rotational symmetry. Then, in eq. (3.3) we get a contribution \(-i \int_k X_g(k) v(\mathbf{k})\) in the exponential. Redefining \(\delta_g \rightarrow \delta_g + v\) we can get rid of this contribution.

As we will see in more detail in section 6.2, once we integrate over the currents to arrive at the likelihood it is possible for loops of \(X_g = iJ_g\) or \(X = iJ\) to generate a term with one external \(X\) leg in the exponent of the integrand for \(P[\delta, \delta]\). However, matter and momentum conservation guarantees that the coefficient of this term is always zero. The same happens for loops of \(X = iJ\) in \(P[\delta]\).
Finally, since no tadpole for matter is generated, neither in eq. (3.2) nor in eq. (3.3), we conclude that loop corrections will not spoil the equality between the two matter fields $\delta$ appearing in these two likelihoods.

3.4 Actions and dimensional analysis

The manipulations of the previous sections suggest that we should be able to reduce the problem of computing the likelihood $P[\delta_g, \delta]$ to that of a Euclidean field theory in three dimensions. Let us see how this works. We start from the matter likelihood: without loss of generality, we can write it as

$$P[\delta_g] = \int D\phi D\delta_{\text{in}} e^{\int_k \phi(k) J_{\delta}(-k) - S[\phi]} ,$$  

(3.16)

where $\phi$ and $J$ are given by

$$\phi = (X, \delta_{\text{in}}), \quad J = (i\delta, 0).$$  

(3.17)

From this, we see that indeed the calculation of $P[\delta]$ amounts to computing the correlation functions for the three-dimensional field theory described by the action $S[\phi]$, with only the field $X$ appearing in the external legs. What is the form of the action? We can obtain it from eqs. (3.2), (3.4). First, we write it as a quadratic part plus an interaction part, i.e. (we use Einstein’s summation convention on the “internal” indices $a, b$, without distinction between upper and lower indices)

$$S[\phi] = S^{(2)}[\phi] + S_{\text{int}}[\phi] ,$$  

(3.18a)

$$S^{(2)}[\phi] = \frac{1}{2} \int_{k, k'} \phi^a(k) M^{ab}(k, k') \phi^b(k') ,$$  

(3.18b)

$$S_{\text{int}}[\phi] = S_{\text{int}}^{(3)}[\phi] + \cdots ,$$  

(3.18c)

with the matrix $M$ given by (recalling that $K_1 = 1$ at zeroth order in derivatives)

$$M(k, k') = (2\pi)^3 \delta^{(3)}(k + k') \begin{pmatrix} P_{\varepsilon m}(k) & iK_1(k)D_1 \\ iK_1(k)D_1 & P_{m}^{-1}(k) \end{pmatrix} .$$  

(3.19)

Then, we can discuss what is the form of $S_{\text{int}}$. To do this, we need to recall what are the terms entering in the exponential of eq. (3.4) and put $J = -iX$. For example, a term $S_{\text{int}} \supset X \delta_{\text{in}} \delta_{\text{in}}$ gives us the deterministic evolution at second order in perturbations, a term $S_{\text{int}} \supset XXX$ corresponds to a three-point function $\langle \varepsilon \varepsilon \varepsilon \rangle$, a term $S_{\text{int}} \supset XX \delta_{\text{in}}$ to the stochasticity in $c_s^2$, and so on. This is summarized in table 3.

e can then move to the joint likelihood. We write it as

$$P[\delta_g, \delta] = \int D\phi_g D\phi D\delta_{\text{in}} e^{\int_k \phi_g(k) J_{\delta}(-k) - S_g[\phi_g]}. $$  

(3.20)

The fields $\phi_g$ and $J_g$, and the action $S_g[\phi_g]$, are now given by (we warn the reader that we use a subscript “$g$” to denote the field “multiplet” and the action for the joint likelihood)

$$\phi_g = (X_g, X, \delta_{\text{in}}) ,$$  

(3.21a)

$$J_g = (i\delta_g, i\delta, 0) ,$$  

(3.21b)
Table 3. Summary of the terms in the expansion of $S_{g,\text{int}}$ in powers of $X_g$, $X$ and $\delta_{\text{in}}$, and what they correspond to. Since the action for the matter likelihood is contained in the action for the joint likelihood, there is no need to separately list the terms that make up $S_{\text{int}}$. The terms are organized according to their relevance in the infrared, the most relevant being on top. The scalings of the different operators are derived below (see also appendix A). The operators with the lowest number of fields in the second-to-last line are $X_g X_g X$ and $X_g XX$.

| $S_{g,\text{int}} \supset$ | corresponds to |
|---------------------------|---------------|
| $XX \delta_{\text{in}} \delta_{\text{in}} \cdots$ | nonlinear deterministic evolution for $\delta$ |
| $X_g \delta_{\text{in}} \delta_{\text{in}} \cdots$ | nonlinear deterministic evolution for $\delta_g$ |
| $X_g X_g \delta_{\text{in}} \cdots$ | stochastics in bias coefficients for $\delta_g$ |
| $XX \cdots \delta_{\text{in}} \cdots$ | stochastics in EFT coefficients for $\delta$ |
| $X_g X_g X_g \delta_{\text{in}} \cdots$ | higher-order $n$-point functions of $\varepsilon_g$ |
| $X_g \cdots X \cdots$ | mixed ($\varepsilon_g - \varepsilon_m$) higher-order stochastics |
| $XXX \cdots$ | higher-order $n$-point functions of $\varepsilon_m$ |

and

$$
S_g[\phi_g] = S_g^{(2)}[\phi_g] + S_{g,\text{int}}[\phi_g],
$$

(3.22a)

$$
S_g^{(2)}[\phi_g] = \frac{1}{2} \int_{k,k'} \phi_g^a(k) M_g^{ab}(k; k') \phi_g^b(k'),
$$

(3.22b)

$$
S_{g,\text{int}}[\phi_g] = S_{g,\text{int}}^{(3)}[\phi_g] + \cdots,
$$

(3.22c)

where $M_g$ is equal to

$$
M_g(k; k') = (2\pi)^3 \delta^{(3)}(k + k') \left( \begin{array}{ccc} P_{\varepsilon_g}(k) & P_{\varepsilon_g \varepsilon_m}(k) & iK_{g,1}(k)D_1 \\ P_{\varepsilon_g \varepsilon_m}(k) & P_{\varepsilon_m}(k) & iK_1(k)D_1 \\ iK_{g,1}(k)D_1 & iK_1(k)D_1 & P_{\text{in}}^{-1}(k) \end{array} \right),
$$

(3.23)

where $K_{g,1} = b_1$ and $K_1 = 1$ at zeroth order in derivatives. As in the matter-only case, we can discuss the form of $S_{g,\text{int}}$. The deterministic evolution of the galaxy field at second and higher order in perturbations is captured by $S_{g,\text{int}} \supset X_g \delta_{\text{in}} \delta_{\text{in}} \cdots$. Then, similarly to what happens to $S_{\text{int}}$ (since the action for the matter likelihood is part of the action for the joint likelihood), we can have terms involving powers of $\delta_{\text{in}}$, together with more than one power of $X$ and terms $S_{g,\text{int}} \supset XXX \cdots$: these represent the stochastic corrections to the EFT coefficients for the total matter field and the non-Gaussianity of $\varepsilon_m$. Moreover, we can now have terms involving more than one power of $X_g$: terms of the form $S_{g,\text{int}} \supset X_g X_g X_g \cdots$ represent the non-Gaussianity of $\varepsilon_g$; mixed terms such as $S_{g,\text{int}} \supset X_g X_g X$ which represents a three-point function ($\varepsilon_g \varepsilon_g \varepsilon_m$); terms of the form $S_{g,\text{int}} \supset X_g X_g \cdots \delta_{\text{in}} \cdots$ represent the stochasticity in the bias coefficients, and so on. We summarize this in table 3.

Now that we have recast the problem in the language of field theory, it pays to look at the scaling dimensions of the various fields, in order to assess the relative importance of the various terms in the actions. That is, we do some dimensional analysis and study the relevance (or irrelevance) of the various “operators” in the infrared. As it will become clear below, and also once we compute the likelihood, this makes this a key section, since it allows
us to estimate immediately the importance of the various terms in table 3 before doing any calculation.

In order to gain insight about the scaling of the various operators, we assume that the linear matter power spectrum can be approximated by a power law, i.e.

$$P_L(k) = \frac{2\pi^2}{k_{NL}^3} \left( \frac{k}{k_{NL}} \right)^n, \quad n_\delta = \frac{d\ln P_L(k)}{d\ln k} \bigg|_{k=k_{NL}} = -1.7. \quad (3.24)$$

We also drop all higher-derivative terms, so that $K_{g,1} = b_1$ and $K_1 = 1$. Then, the power spectrum $P_{in}$ of the initial matter field scales with $k$ in the same way. Now, an important point to realize is that in the EFT of LSS/bias expansion we are never in the situation that the cross stochasticity and the matter stochasticity dominate the quadratic action. They are higher-derivative terms, and must be treated perturbatively. For this reason, it is not really interesting to look at the scaling of $X$ (but see appendix A for a more detailed discussion), but only at those of $X_g$ and $\delta_{in}$, as determined by eq. (3.23) with $P_{\varepsilon g\varepsilon m}$ and $P_{\varepsilon m}$ both vanishing. Moreover, $P_{\varepsilon g}$ is a constant in $k$ only on large scales: it has an expansion in powers of $k^2$ like the other stochasticities. Since we must treat also this expansion perturbatively, for the purposes of this discussion we can just consider $P_{\varepsilon g}$ to be a constant in $k$ (we can think of $X_g$ as a very massive field, more massive than any scale that we can probe: we elaborate on this analogy in appendix A).

The scalings of the fields $X_g$ and $\delta_{in}$ can then be derived in the same way as what is usually done in quantum field theory (see, e.g., section 12.1 of [24]). Let us assume that we have only long-wavelength modes $k < b\Lambda$ in eq. (3.20), and put the “external currents” $\delta_g$ and $\delta$ to zero. As we lower the cutoff ($b \to 0^+$), the scaling of the various operators tells us how much they are relevant (or irrelevant) on large scales. Rescaling the momentum by $k = b k'$, the functional integration measure changes by an unimportant $b$-dependent factor. The integration measure $d^3 k$ changes into $b^3 d^3 k'$. The power spectrum $P_{in}$ scales as $P_{in}(k) = b^{n\delta} P_{in}(k')$, while $P_{\varepsilon g}$ remains invariant. Then, the terms in the action that are quadratic in $X_g$ and $\delta_{in}$ remain invariant if we redefine

$$X_g(bk') = b^{-\frac{3}{2}} X_g'(k'), \quad (3.25a)$$
$$\delta_{in}(bk') = b^{-\frac{3}{2} + n_\delta} \delta_{in}'(k'). \quad (3.25b)$$

These are the Fourier-space scaling dimensions. The real-space ones can be obtained straightforwardly from these (by accounting for the $d^3 k$ relating a field to its Fourier components): they are given by

$$X_g(x'/b) = b^{\frac{3}{2}} X_g'(x'), \quad (3.26a)$$
$$\delta_{in}(x'/b) = b^{\frac{3}{2} + n_\delta} \delta_{in}'(x'). \quad (3.26b)$$

Eq. (3.26b) should be familiar: for $n_\delta = -2$, we recover the scaling dimension of a scalar field with canonical kinetic term in three spacetime dimensions.

What about the derivative expansion? As expected, higher-derivative terms are irrelevant in the infrared: indeed, we have $\nabla \sim b$ so that adding more and more derivatives makes a term less and less important as $b \to 0^+$. Now that we have the scalings of eqs. (3.26) we can estimate the relative importance in the infrared of the different operators collected in table 3. First, we can check that eq. (3.26b)
reproduces the expected scalings for the deterministic bias expansion, i.e. it gives us the familiar expansion parameters in which we expand our computation of n-point correlation functions. In order to do so, we can compare the operators that give the deterministic evolution for \( \delta \) at order \( n+1 \) and at order \( n \). We also use the fact that on large scales the evolution for matter is given by the \( F_n \) kernels of SPT, which are invariant under rescaling of momenta. This holds also for the kernels \( K_{g,\text{det},n} \) of the deterministic bias expansion, at leading order in derivatives. From this we see that we can indeed use the real-space scalings to discuss the relative importance of these two contributions, without loss of generality. Moreover, since the scaling of the volume element \( d^3 x \) is common to all terms we can forget about it. Then, using the first line of table 3, we have

\[
\frac{\text{bias expansion at } (n+1)\text{th order}}{\text{bias expansion at } n\text{th order}} = \frac{X_g \delta_{\text{in}} \delta_{\text{in}} \cdots \delta_{\text{in}}}{\frac{n+1}{n} \times \frac{n+1}{n} \times \cdots \frac{n+1}{n}} \sim \frac{b^{\frac{n+1}{2}} \frac{(n+1)(3+n)}{2}}{b^2 \frac{n(n+2)}{2}} = b^{\frac{3+n}{2}}, \tag{3.27}
\]

which is what we expect: see, e.g., section 4.1.4 of [2]. The relative importance of the terms describing the deterministic evolution of the matter fields can be worked out in the same way (we just have to use the second line of table 3), and it is still controlled by eq. (3.26b).

We can then move to study the terms involving higher powers of \( X_g \). From eqs. (3.26) we see that the relative importance in the infrared of \( X_g \) with respect to \( \delta_{\text{in}} \) scales as

\[
\frac{X_g}{\delta_{\text{in}}} \sim b^{\frac{3}{2} - \frac{1}{2} - \frac{n}{2}} = b^{-\frac{n}{2}} = b^{0.9}. \tag{3.28}
\]

In hindsight, this could have been anticipated simply by recalling that the typical size of a perturbation of momentum \( k \) of a field \( \varphi(x) \) is controlled by \( \sqrt{k^3 P_\varphi(k)} \), where \( P_\varphi \) is the power spectrum of the field. Then, the ratio \( \sqrt{k^3 P_\varphi(k)}/\sqrt{k^3 P_\delta(k)} \) scales as \( k^{-\alpha_3/2} \), given eq. (3.24) and a \( k \)-independent noise. Whatever the route we use to arrive at this result, \emph{it tells us that terms with more powers of \( X_g \) than \( \delta_{\text{in}} \) (such as the non-Gaussian corrections to the stochasticity) will be much less relevant on large scales than the terms representing the deterministic evolution} (given by more powers of \( \delta_{\text{in}} \)).

This will be confirmed and expanded upon by the full calculation of sections 4 and 5, together with the discussion of section 6.1. However, we can already try to answer the following question: at which order in perturbations do the terms due to the nonlinear deterministic evolution become of comparable relevance as those due to a three-point function \( \langle \varepsilon_g \varepsilon_g \varepsilon_g \rangle \)?

First, since the three-point function \( \langle \varepsilon_g \varepsilon_g \varepsilon_g \rangle \) is a constant on large scales, the corresponding term in \( S_{g,\text{int}} \) is a local interaction, i.e.

\[
\frac{\partial^3 S_{g,\text{int}}^{(3)}[\phi_g]}{\partial X_g(k_1) \partial X_g(k_2) \partial X_g(k_3)} \propto \delta^{(3)}(k_1 + k_2 + k_3). \tag{3.29}
\]

Therefore we only have to worry about the scaling of \( X_g \). Using the invariance of \( K_{g,n} \) under rescaling of the momenta (at leading order in derivatives) we see that, as we did in eq. (3.27), we can safely use the real-space scalings (and forget about \( d^3 x \)) to discuss the relative importance of a three-point function \( \langle \varepsilon_g \varepsilon_g \varepsilon_g \rangle \) and higher-order deterministic terms.

\footnote{More precisely, we refer to their eq. (4.27). Notice that the scaling there is \( b^{3+\alpha_3} \), and not \( b^{(3+\alpha_3)/2} \), since the next-to-leading-order correction to any \( n \)-point function comes with exactly two powers of \( \delta_{\text{in}} \). Our discussion is more general, and not restricted to a particular \( n \)-point function.}
Recalling that higher-order deterministic terms correspond to $S_{g,\text{int}} \supset X_g \delta_{\text{lin}}(\delta_{\text{lin}} \cdots)$ (see table 3), and using the fact that (as we have just discussed) we can consider having local interactions without loss of generality, we have

$$\langle \varepsilon_g \varepsilon_g \varepsilon_g \rangle \quad \text{bias expansion at } n\text{th order} = \frac{X_g X_g X_g}{X_g \delta_{\text{lin}} \delta_{\text{lin}} \cdots \delta_{\text{lin}}} \sim \frac{b^{\frac{3}{2}} b^{\frac{3}{2}} b^{\frac{3}{2}}}{b^2 b^{\frac{n(n+1)}{2}}} = b^{\frac{3}{2} - \frac{n(n+1)}{2}}. \quad (3.30)$$

For $n_\delta = -1.7$, we see that the non-Gaussianity of $\varepsilon_g$ coming from $\langle \varepsilon_g \varepsilon_g \varepsilon_g \rangle$ becomes more relevant than the deterministic bias expansion at $n = 5$.

What about the stochasticity in the bias coefficient $b_1$? As we will discuss in more detail in the next sections, this corresponds, schematically, to a shift $b_1 \rightarrow b_1 + P_{\varepsilon_g \varepsilon_g, \delta} \{J(x)\}$ in real space (at leading order in derivatives). Here $P_{\varepsilon_g \varepsilon_g, \delta}$ is the cross spectrum between $\varepsilon_g$ and the field $\varepsilon_{g,\delta}$, where $\varepsilon_{g,\delta}$ is defined in real space by (see section 2.8 of [2])

$$\delta_g(x) = b_1 \delta(x) + \varepsilon_g(x) + \varepsilon_{g,\delta}(x) \delta(x). \quad (3.31)$$

This gives rise to a local interaction $S_{g,\text{int}} \supset X_g \delta_{\text{lin}}$, so that it is again sufficient to consider the scalings of the fields. The equivalent of eq. (3.30) is

$$\text{stochasticity in } b_1 \quad \text{bias expansion at } n\text{th order} = \frac{X_g X_g \delta_{\text{lin}}}{X_g \delta_{\text{lin}} \delta_{\text{lin}} \cdots \delta_{\text{lin}}} \sim \frac{b^{\frac{3}{2}} b^{\frac{3}{2}} b^{\frac{3}{2}}}{b^2 b^{\frac{n(n+1)}{2}}} = b^{\frac{3}{2} - \frac{(n-1)(n+1)}{2}}. \quad (3.32)$$

From this equation we see that, for $n_\delta = -1.7$, the stochasticity in $b_1$ becomes more relevant than the deterministic bias expansion at $n = 3$ (see also figure 1 on p. 29).

These two results, eqs. (3.30), (3.32), already show that the impact of stochasticities beyond those in the auto- and cross-correlations of galaxies and matter is not very important on large scales, unless we compare it with deterministic terms at very high order, e.g. terms like $\delta_g \supset b_4 \delta^4/4!$ at fourth order. We will encounter more of these scaling analyses in the following sections, in which we carry out the actual computation of the likelihood.

Before proceeding we emphasize that, while in this section we focused on the impact that higher-order stochasticities have on the likelihood, our conclusions on their importance relative to the deterministic contributions apply equally well if one is interested just in correlation functions.

4 Gaussian stochasticities

We are now in position to compute the conditional likelihood $P[\delta_g|\delta]$. In this section we make the assumption of Gaussian stochasticities, i.e. we put all correlation functions of the noise fields to zero except for the auto and cross two-point functions of the galaxy and matter fields. First, we assume that only $P_{\varepsilon_g}$ is not zero (section 4.1), and then we add $P_{\varepsilon_g \varepsilon_m}$ (section 4.2). In section 4.1 we also briefly comment on the impact of higher-derivative terms in the deterministic bias expansion.

4.1 With $P_{\varepsilon_g}$ only

We have to compute the path integrals for the joint and matter likelihood. This is in general a complicated task, and progress is usually made by employing a saddle-point expansion and working order-by-order in loops.
We do this calculation (stopping at tree level) in appendix B. However, in the case of only $P_{g}$ being non-vanishing we can actually compute the conditional likelihood exactly, and reproduce the result of [1].

**Calculation at all orders in loops.** Given the actions of eqs. (3.18), (3.22) with $P_{g}P_{m} = 0$ and $P_{m} = 0$, we can do the path integral exactly. Indeed, we have that

\[ P[\delta, \delta] = \mathcal{N}_{\delta}^{2(\infty)} \int DX_{g} DX_{\delta} e^{i \int k \phi_{g}(k) \mathcal{S}_{g}(\kappa) \mathcal{S}_{g}(\kappa) - \mathcal{S}_{g}[\phi_{g}]} \]

\[ = \mathcal{N}_{\delta}^{2(\infty)} \int DX_{g} DX_{\delta} e^{\frac{1}{2} \int k \phi_{g}(k) \mathcal{S}_{g}(\kappa) \mathcal{S}_{g}(\kappa) - \mathcal{S}_{g}[\phi_{g}]} \times e^{-\frac{1}{2} \int k P_{g}(k) X_{g}(k) X_{g}(\kappa) \mathcal{S}_{g}[\phi_{g}]} \times e^{-i \int \kappa X_{g}(k) \mathcal{S}_{g}[\phi_{g}]} \]

where we have put the matter stochasticity and the cross stochasticity to zero, and we have reintroduced the factor of $\mathcal{N}_{\delta}^{2(\infty)}$ coming from the Dirac delta functionals, cf. eqs. (3.2), (3.3). The integral over $X_{g}$ can be done exactly by completing the square: we have that

\[ -\frac{1}{2} \int k P_{g}(k) X_{g}(k) X_{g}(\kappa) + i \int k X_{g}(k)(\mathcal{S}_{g}[\phi_{g}] - \mathcal{S}_{g}[\phi_{g}]) \]

is equal to

\[ -\frac{1}{2} \int k P_{g}(k) \left( X_{g}(k) - i \frac{\mathcal{S}_{g}[\phi_{g}]}{\mathcal{N}^{2(\infty)} P_{g}(k)} \right) \times (k \rightarrow -k) \]

\[ -\frac{1}{2} \int k \left| \mathcal{S}_{g}[\phi_{g}] - \mathcal{S}_{g}[\phi_{g}][k] \right|^{2} \]

where we have again used the fact that all the fields we are considering are real to simplify the second term. Then, shifting the integration variable, we see that the integral over $X_{g}$ is simply equal to

\[ \mathcal{N}_{\delta}^{-1} \prod_{k} \sqrt{\frac{1}{2\pi P_{g}(k)}} \]

Putting apart this field-independent factor, we remain with the integrals over $X$ and $\delta_{\text{in}}$. The integral over $X$ is straightforward: it is simply equal to

\[ \mathcal{N}^{-1}_{\delta} \delta_{D}^{(\infty)} (\mathcal{S} - \mathcal{S}[\delta]) \]

from which we also see that all the factors of $\mathcal{N}_{\delta}^{2(\infty)}$ simplify. Finally, we carry out the integration over $\delta_{\text{in}}$. The Dirac delta functional simply puts $\delta_{\text{in}} = \delta_{\text{fwd}}^{-1}[\delta]$ in eq. (4.3). Using the relation of eq. (2.7), i.e.

\[ \delta_{g,\text{fwd}}[\delta_{\text{in}}] = \delta_{g,\text{det}}[\delta_{\text{fwd}}[\delta_{\text{in}}]] \]

---

\footnote{All the manipulations that follow make sense only if we first restrict the functional integrals at a finite cutoff, and then send the cutoff to infinity at the end of the calculation (see e.g. [25] for details). In any case, we emphasize that in practical applications any integral over $k$ is cut off at a finite momentum, as detailed in [1] (see also section 6.1).}
and following these exact same steps for the matter likelihood of eqs. (3.16), (3.17), (3.18), we see that

\[
\mathcal{P}[\delta_g, \delta] = \mathcal{P}[\delta] \left( \prod_k \frac{1}{2\pi P_{\varepsilon_g}(k)} \right) \exp \left( -\frac{1}{2} \int_k \frac{\left| \delta_g(k) - \delta_{g,\text{det}}[\delta](k) \right|^2}{P_{\varepsilon_g}(k)} \right). \tag{4.7}
\]

Notice that \(\delta_{g,\text{det}}[\delta]\) is the deterministic bias relation constructed from the evolved density field \(\delta\) that is given as argument to the joint probability.

Defining the logarithm of the likelihoods (matter, joint and conditional) as \(\varphi[\delta], \varphi[\delta_g, \delta]\) and \(\varphi[\delta_g | \delta]\), the field-dependent part of the logarithm of eq. (4.7) is

\[
\varphi[\delta_g, \delta] \equiv \ln \mathcal{P}[\delta_g, \delta] = \varphi[\delta] - \frac{1}{2} \int_k \frac{\left| \delta_g(k) - \delta_{g,\text{det}}[\delta](k) \right|^2}{P_{\varepsilon_g}(k)},
\]

i.e.

\[
\varphi[\delta_g | \delta] \equiv \ln \mathcal{P}[\delta_g | \delta] = -\frac{1}{2} \int_k \frac{\left| \delta_g(k) - \delta_{g,\text{det}}[\delta](k) \right|^2}{P_{\varepsilon_g}(k)}. \tag{4.9}
\]

That is, we recover the result of [1] at all orders in the deterministic bias expansion. Moreover, we also obtain the overall normalization of the conditional likelihood, which matches the one derived in [1] (obtaining this normalization is not trivial if we follow a perturbative approach such as that of appendix B). This normalization makes sense physically since in the limit of zero stochasticity we expect the conditional likelihood to be a Dirac delta functional of \(\delta\) such as that of appendix B). This normalization makes sense physically since in the limit of zero stochasticity we expect the conditional likelihood to be a Dirac delta functional of \(\delta - \delta_{g,\text{det}}[\delta]\). Indeed, using the functional generalization of \(\lim_{\sigma^2 \to 0} (2\pi \sigma^2)^{-1/2} \exp(-x^2/2\sigma^2) = \delta(x)\), we find

\[
\lim_{P_{\varepsilon_g} \to 0} \mathcal{P}[\delta_g | \delta] = \delta_{D}^{(\infty)}(\delta_g - \delta_{g,\text{det}}[\delta]). \tag{4.10}
\]

The fact that \(\mathcal{P}[\delta_g | \delta]\) is a Gaussian in \(\delta_g - \delta_{g,\text{det}}[\delta]\) follows from the assumption of having only the field \(\varepsilon_g\) as source of noise (i.e. having \(\delta_g - \delta_{g,\text{det}}[\delta] = \varepsilon_g\)), and that this field is Gaussian. Indeed, we have seen in section 3.4 that the non-Gaussianity of \(\varepsilon_g\) is associated with terms that are higher order in \(X_g\) and are suppressed on large scales. Nevertheless, as one includes terms of successively higher order in the deterministic bias expansion, this expression for the conditional probability ceases to become more accurate since non-Gaussian corrections as well as those due to the matter stochasticity become as relevant as the deterministic terms included. We will quantify this below.

**Higher-derivative terms.** Let us briefly discuss the higher-derivative terms in the deterministic bias expansion for the galaxy field, in the deterministic evolution of the matter field, and in the power spectrum of the galaxy noise \(\varepsilon_g\).

It is straightforward to see that the higher-derivative contributions to the deterministic evolution are automatically included at all orders in perturbations: at no point does the calculation leading to eq. (4.7) assume a particular form for the kernels \(K_n\) for \(\delta_{\text{fwd}}[\delta_{\text{in}}]\) or \(K_{g,n}\) for \(\delta_{g,\text{fwd}}[\delta_{\text{in}}]\), whatever the \(n\). Indeed, the final result is dependent only on \(\delta_{g,\text{det}}[\delta]\) as defined by eqs. (2.3), (2.7).

The same is true for the power spectrum \(P_{\varepsilon_g}(k)\): the result of eq. (4.7) is independent on its particular form, and then holds at all orders in its expansion in powers of \(k^2\).

It is clear that the (ir)relevance of higher-derivative terms in the infrared is controlled by exactly the same scaling arguments we have introduced in section 3.4. Hence, going to very high order in \(k^2\) in the expansion of \(P_{\varepsilon_g}(k)\) could be useless unless higher-derivative terms in \(\delta_{g,\text{det}}[\delta]\) of the same (or close) scaling dimension are also included. We leave a more detailed discussion to section 6.1.
4.2 Adding $P_{\varepsilon g \varepsilon m}$

We now see what happens if we allow for the cross stochasticity between galaxies and matter, $P_{\varepsilon g \varepsilon m}$. Given that we are still not considering vertices that involve more than one $X_g$ or $X_m$ field, we expect that a calculation at all orders in loops, along the lines of what we have done in eqs. (4.1) to (4.10), should be possible.

In this paper, instead, we will only include $P_{\varepsilon g \varepsilon m}$ at leading order in the saddle-point approximation (tree level). The fact that we are doing the calculation perturbatively is also why we have not included the matter stochasticity $P_{\varepsilon m}$; the stochasticities are added order-by-order in an expansion in $k^2$ (as we discussed in section 3.4), and $P_{\varepsilon m}$ starts at a higher order in $k^2$ with respect to $P_{\varepsilon g \varepsilon m}$. We will discuss the extension to all orders in $P_{\varepsilon g \varepsilon m}$ at the end of this section.

Let us see how this works out. In our tree-level calculation (whose details are contained in appendix C), we stop at cubic order in the fields. If we define the expansion of the field-dependent part of $\wp[\delta_g|\delta]$ in powers of the galaxy and matter fields as

$$\wp[\delta_g|\delta] = \wp^{(2)}[\delta_g|\delta] + \wp^{(3)}[\delta_g|\delta] + \cdots,$$  

(4.11)

this means that we compute $\wp^{(2)}[\delta_g|\delta]$ and $\wp^{(3)}[\delta_g|\delta]$. At this order, we reproduce the result of [1] (which contains the stochasticities $P_{\varepsilon g}$ and $P_{\varepsilon g \varepsilon m}$ at all orders in $k^2$), and we also obtain three new terms that were absent in that paper (one in $\wp^{(2)}$ and two in $\wp^{(3)}$). More precisely, we find

$$\wp[\delta_g|\delta] = -\frac{1}{2} \int_k P_{\varepsilon g}(k) - 2b_1 P_{\varepsilon g \varepsilon m}(k) + \Delta \wp[\delta_g|\delta].$$  

(4.12)

The first term on the right-hand side is, apart from an irrelevant minus sign, the result found by [1] once the galaxy-matter cross stochasticity is included. By $\Delta \wp[\delta_g|\delta] = \Delta \wp^{(2)}[\delta_g|\delta] + \Delta \wp^{(3)}[\delta_g|\delta] + \cdots$ we denote the corrections to the result of [1]:

- at quadratic order, we find

$$\Delta \wp^{(2)}[\delta_g|\delta] = \int_k \frac{P_{\varepsilon g \varepsilon m}(k)}{P_{\varepsilon g}(k) P_{\varepsilon m}(k)} \left( \delta_g(k) - \delta_{g,\text{det}}[\delta](k) \right) \delta(-k),$$  

(4.13)

where we defined

$$\delta_{g,\text{det}}[\delta] = \delta^{(1)}_{g,\text{det}}[\delta] + \delta^{(2)}_{g,\text{det}}[\delta] + \cdots$$  

(4.14)

as the expansion of $\delta_{g,\text{det}}[\delta]$ in powers of $\delta$, so that $\delta^{(1)}_{g,\text{det}}[\delta](k) = b_1 \delta(k)$ at leading order in the expansion in $k^2$;

- at cubic order we have two new terms. The first is

$$\Delta \wp^{(3)}[\delta_g|\delta] \supset -\int_k \frac{P_{\varepsilon g \varepsilon m}(k) \delta(k) \delta^{(2)}_{g,\text{det}}[\delta](-k)}{P_{\varepsilon g}(k) P_{\varepsilon m}(k)}. $$  

(4.15)
The second is more complicated: it is given by

\[
\Delta g^{(3)}[\delta_g | \delta] \supset - \int \frac{\delta_g(k) - \delta^{(1)}_{g,\text{det}}(k)}{P_{\varepsilon_g}(k)} \int_{p_1, p_2} \left[ (2\pi)^3 \delta^{(3)}(-k - p_{12}) K_{g,\text{det,2}}(-k; p_1, p_2) \right. \\
\times \left. \left( P_{\varepsilon_m}(p_2) \delta(p_1) (\delta_g(p_2) - \delta^{(1)}_{g,\text{det}}(p_2)) \right) \right. \\
\left. + (p_1 \rightarrow p_2) \right],
\]

(4.16)

where we recognize once more the kernel for the deterministic bias expansion up to second order in the nonlinear matter field, i.e.

\[
K_{g,\text{det,2}}(k; p_1, p_2) \equiv K_{g,2}(k; p_1, p_2) - b(k) K_2(k; p_1, p_2).
\]

(4.17)

We can gain insight on this term by rewriting it in real space. Let us stop at leading order in derivatives, i.e.

\[
P_{\varepsilon_g}(k) = P^{(0)}_{\varepsilon_g}, \quad P_{\varepsilon_m}(k) = P^{(2)}_{\varepsilon_m} k^2, \quad b(k) = b_1,
\]

(4.18)

and take the kernel \(K_{g,\text{det,2}}\) as the one for the second-order LIMD contribution \(\delta_g \supset b_2 \delta^2 / 2\) (at second order in perturbations the tidal field squared also appears, cf. eq. (2.9): since its scaling dimension is the same as \(\delta^2\), even if we omit it there will be no loss of generality when we discuss the relative importance of these corrections). Then, eq. (4.16) becomes

\[
\Delta g^{(3)}[\delta_g | \delta] \supset \frac{P^{(2)}_{\varepsilon_m}}{P^{(0)}_{\varepsilon_g}} \frac{b_2}{P^{(0)}_{\varepsilon_g}} \int d^3 x \delta(x) (\delta_g(x) - b_1 \delta(x)) \nabla^2 (\delta_g(x) - b_1 \delta(x)),
\]

(4.19)

where \(P^{(2)}_{\varepsilon_m} / P^{(0)}_{\varepsilon_g}\) has the dimensions of length squared.

Notice that in eqs. (4.13), (4.15), (4.16) we have kept the full scale dependence of the stochasticities, and \(\delta_{g,\text{det}}\) is also kept fully general (i.e. all higher-derivative terms are included). The reason is that, as detailed in appendices B, C and E, the tree-level expressions of eqs. (B.4) for the matter and joint likelihoods do not require us to stop at any given order in derivatives. Of course, it does not make sense to include terms suppressed by arbitrarily high powers of \(k^2\), since we are anyway missing the matter stochasticity \(P_{\varepsilon_m}(k) \sim k^4\). Moreover, we see that:

- in eq. (4.12) we have the galaxy-matter stochasticity at the denominator. Even if we only keep the leading \(P^{(2)}_{\varepsilon_m} k^2\) term in its expansion, it still does not make sense to use that expression for practical applications unless we include also the matter stochasticity, since it contains also terms of order \(k^4\) from \((1 - x^2)^{-1} \sim 1 + x^2 + x^4 + \cdots\);

- the higher-derivative terms in the deterministic evolution of matter can also be included straightforwardly. The only ones to play a role are the scale-dependent corrections to the growth factor \(D_1\) coming from, for example, \(c_s^2\)-like counterterms. This is because of the presence of the linear matter power spectrum \(P_L(k)\) in eqs. (4.13), (4.15). Since none of the calculations of appendix C rely on the assumption of \(D_1\) being scale-independent, it is possible to replace \(D_1\) with \(D_1 K_1(k)\) everywhere. Including higher-derivative terms makes it equal to \(D_1^2 K_1^2(k) P_m(k)\) instead of just \(D_1^2 P_m(k)\);
Hence, if we compare the real-space scaling of the three terms in eqs. (4.20), (4.21), we have for all practical purposes. The real-space scaling of \( X \) controlled by the noise for the galaxy field, which in section 3.4 we have identified with \( \delta \), what about the second? The difference between \( P \) and \( b \), where we have taken \( b \) to work in real space, in general, since it is simpler to make contact with the well-known scalings for a canonical scalar field theory in three spatial dimensions, when the linear matter power spectrum is a power law and we take \( n_\delta = -2 \) in eq. (3.24): see also below eqs. (3.26).

Quadratic order in the fields. At quadratic order in the galaxy and matter fields, and on large scales, we can expand the denominator in the integrand of the first term on the right-hand side of eq. (4.12). Then, we find that \( \wp[2][\delta_g] \) is made up of three terms. The first is simply eq. (4.9) at second order in the fields, i.e.

\[
\wp^{(2)}[\delta_g] \supset -\frac{1}{2} \int_k \frac{\mid \delta_g(k) - b(k) \delta(k) \mid^2}{P_g(k)} = -\frac{1}{2} \int_k \frac{\mid \delta_g(k) - b_1 \delta(k) \mid^2}{P_g^{(0)}} ,
\]

where we have taken \( b(k) = b_1 \) and \( P_g(k) = P_g^{(0)} \) on large scales (in the galaxy noise we have dropped the second-order contribution \( P_g(k) \supset P_g^{(2)} k^2 \) since its impact is exactly the same as that of \( P_g^{f\delta_m}(k) \sim k^2 \)). The two other terms are

\[
\wp^{(2)}[\delta_g] \supset -\frac{P_g^{(2)}}{P_g^{(0)}} \frac{b_1}{P_g^{(0)}} \int_k k^2 |\delta_g(k) - b_1 \delta(k)|^2 + \frac{P_g^{(2)}}{P_g^{(0)}} \int_k k^2 (\delta_g(k) - b_1 \delta(k)) \delta(-k) .
\]

Then, we take \( P_L(k) \sim k^{n_\delta} \), as we did in eq. (3.24). Let us now consider the fields \( \delta \) and \( \delta_g - b_1 \delta \). The real-space scaling of the first, for a power-law power spectrum, is simply given by eq. (3.26b), i.e.

\[
\delta(x) \sim b^{\frac{3+n_\delta}{2}} .
\]

What about the second? The difference between \( \delta_g \) and \( b_1 \delta \), at linear order, is exactly controlled by the noise for the galaxy field, which in section 3.4 we have identified with \( X_g \) for all practical purposes. The real-space scaling of \( X_g(x) \), and then of \( \delta_g(x) - b_1 \delta(x) \), is given by eq. (3.26a), i.e.\(^{10}\)

\[
\delta_g(x) - b_1 \delta(x) \sim b^{\frac{3}{2}} .
\]

Hence, if we compare the real-space scaling of the three terms in eqs. (4.20), (4.21), we have

\[
eq \text{eq. (4.20)} \sim b^{\frac{3}{2}} b^{\frac{3}{2}}, \\
= \text{1st term of eq. (4.21)} \sim b^{2} b^{\frac{3}{2}} b^{\frac{3}{2}}, \\
= \text{2nd term of eq. (4.21)} \sim b^{2} b^{\frac{3}{2}} b^{\frac{3+n_\delta}{2}} b^{-n_\delta} .
\]

\(^{10}\)This is clear also by looking at the leading quadratic likelihood, eq. (4.20).
where we have used that $k^2$ scales as $b^2$ and $P_L(k)$ scales as $b^{n_s}$ and, as discussed in detail at the end of section 3.4, we can forget about the scaling of the volume element $d^3x$ since it is common to all terms. From this we see that, as expected, the two terms in eq. (4.21) are less relevant in the infrared than the leading term of eq. (4.20). We also see that
\[ \frac{1}{b^2 b^2 b^2 b^2} \approx b^{n_s/2}, \tag{4.25} \]
that is the first term of eq. (4.21) is the more relevant between the two. We leave a more detailed discussion to section 6.1: for now, let us see what happens at cubic order.

**Cubic order in the fields.** Again expanding the denominator of eq. (4.12) and stopping at $O(k^2)$, at cubic order we have to compare four terms. The first is simply the expansion at third order in the fields of eq. (4.9), which is given by
\[ \frac{1}{P^{(0)}_{\delta}} \int_k \left( \delta g(k) - b_1 \delta (k) \right) \delta^{(2)}_{g,\det}[\delta](-k). \tag{4.26} \]
Then, at cubic order in the fields we have the contribution
\[ \frac{P^{(2)}_{\delta g,m}}{P^{(0)}_{\delta g}} \frac{2b_1}{P^{(0)}_{\delta g}} \int_k k^2 \left( \delta g(k) - b_1 \delta (k) \right) \delta^{(2)}_{g,\det}[\delta](-k) \tag{4.27} \]
(notice that we have stopped at leading order in derivatives, cf. eq. (4.18), in both terms). We can understand the relative importance of these two terms on large scales more easily if until the end of this section we take the second-order deterministic galaxy field, $\delta^{(2)}_{g,\det}$, to be given by the second-order LIMD contribution $\delta^{(2)}_g \supset b_2 \delta^{(2)} / 2$. The other two terms are those of eqs. (4.15), (4.16), also expanded at leading order in derivatives. They are equal to
\[ \frac{-P^{(2)}_{\delta g,m}}{P^{(0)}_{\delta g}} \int_k k^2 \delta'(k) \delta^{(2)}_{g,\det}[\delta](-k) \tag{4.28} \]
and to eq. (4.19), i.e. (as above, the scaling is simpler to see in real space)
\[ \frac{P^{(2)}_{\delta g,m}}{P^{(0)}_{\delta g}} \frac{b_2}{P^{(0)}_{\delta g}} \int d^3x \delta(x) \left( \delta g(x) - b_1 \delta (x) \right) \nabla^2 (\delta g(x) - b_1 \delta (x)). \tag{4.29} \]
Then, with the scalings of eqs. (4.22), (4.23), we find
\begin{align}
\text{eq. (4.26) } & \sim b^2 b^2 b^2 b^2, \quad \tag{4.30a} \\
\text{eq. (4.27) } & \sim b^2 b^2 b^2 b^2, \quad \tag{4.30b} \\
\text{eq. (4.28) } & \sim b^2 b^2 b^2 b^2, \quad \tag{4.30c} \\
\text{eq. (4.29) } & \sim b^2 b^2 b^2 b^2. \quad \tag{4.30d} 
\end{align}
This tells us that, as expected, the contribution of eq. (4.26) is the most relevant at this order in the fields, followed by that of eq. (4.27) and then by those of eqs. (4.28), (4.29), which are equally important in the infrared.
Going beyond the tree-level approximation. Let us conclude this section with a very brief sketch of how the calculation at all loops would proceed in presence of the cross stochasticity $P_{x \delta \epsilon_m}$ (and also of the matter stochasticity $P_{\epsilon_m}$), i.e. of how to extend the calculation of section 4.1 to this case.

The key point of the calculation of section 4.1 is the fact that, for zero noise $\epsilon_m$, the conditional likelihood $P[\delta|\epsilon_m]$ is a Dirac delta functional. This leads to the joint likelihood factorizing nicely, cf. eq. (4.7). This is no longer true if the evolution of the matter field is noisy. However, we see from eqs. (3.4), (3.7) that in the actions for $P$ factorizing nicely, cf. eq. (4.7). This is no longer true if the evolution of the matter field is conditional likelihood $P$.

Going beyond the tree-level approximation. Let us conclude this section with a very brief sketch of how the calculation at all loops would proceed in presence of the cross stochasticities. This is because we will be able to match the discussion at the end of section 4.1 to this case.

5 Impact of non-Gaussian stochasticities

We now move to the study of higher-order stochasticities. In this section it will become even more clear that the scalings of $X_g$ and of the initial matter field $\delta_{\text{in}}$, i.e. eqs. (3.26), directly tell us the relative importance on large scales of the contributions of these non-Gaussian stochasticities. This is because we will be able to match the discussion at the end of section 3.4 to the explicit leading contributions to $\phi[\delta|\epsilon]$. 

5.1 Bispectrum of galaxy stochasticity and stochasticity in $b_1$ 

Again, we will focus on the stochasticities for galaxies here, since these are the most important in the large-scale limit. As in the previous section, we work to cubic order in the fields and at the lowest order in gradients. Paralleling the discussion in section 3.4 we can gain insight on which additional terms we must consider in our action by looking at the bias expansion, more precisely by considering the three-point functions $\langle \delta_g \delta_g \delta_g \rangle$, $\langle \delta_g \delta_g \delta \rangle$ and $\langle \delta_g \delta \delta \rangle$. Besides the stochasticity in the galaxy bispectrum captured by a vertex in $S_{g,\text{int}}$ with three $X_g$ legs, cf. eq. (3.29), we consider the impact of a stochasticity in the bias coefficient $b_1$. As we have seen in eq. (3.31), this is captured in the bias expansion by the operator $\epsilon_{g,\delta}$, defined in real space by

$$\delta_g(x) = b_1 \delta(x) + \epsilon_{g}(x) + \epsilon_{g,\delta}(x) \delta(x), \quad (5.1)$$

where $\epsilon_{g,\delta}$ has zero correlation with the long-wavelength matter field.

Let us start by putting $\epsilon_{g,\delta}$ to zero. At linear order in perturbations (i.e. considering only the linear matter field so that $\langle \delta \delta \delta \rangle = 0$), the only non-zero three point function is $\langle \delta_g \delta_g \delta_g \rangle = \langle \epsilon_g \epsilon_g \epsilon_g \rangle$. Once we switch $\epsilon_{g,\delta}$ on, we find additional contributions to $\langle \delta_g \delta_g \delta \rangle$ proportional to the linear power spectrum, and a non-vanishing $\langle \delta_g \delta_g \delta \rangle$ correlator. More
precisely, we find

\[
\langle \delta_g(x) \delta_g(y) \delta(z) \rangle = \xi_L(|x - z|) \langle \varepsilon_g(x) \varepsilon_g(y) \rangle + (x \to y),
\]  

(5.2)

where \( \xi_L \) is the real-space two-point correlation function, and at leading order in derivatives 
\( \langle \varepsilon_g(x) \varepsilon_g(y) \rangle \propto \delta^{(3)}(x - y) \). The additional leading contribution to the galaxy-galaxy-galaxy three-point function is

\[
\langle \delta_g(x) \delta_g(y) \delta_g(z) \rangle = b_1 \xi_L(|x - z|) \langle \varepsilon_g(y) \varepsilon_g(x) \rangle + b_1 \xi_L(|x - z|) \langle \varepsilon_g(y) \varepsilon_g(z) \rangle + 2 \text{ perms.}
\]  

(5.3)

From table 3 we see that the impact of a non-zero \( \langle \varepsilon_g \varepsilon_g \rangle \) is captured by a term \( S_{g, \text{int}} \supset X_g X_g \delta_{\text{in}} \). Indeed, in appendix D we show that the inclusion of the terms in eqs. (5.2), (5.3) corresponds to

\[
S_{g, \text{int}} \supset \frac{1}{2} \int_{p_1, \ldots, p_3} \left( (2\pi)^3 \delta_D^{(3)}(p_{123}) D_1 P_{\varepsilon_g \varepsilon_g, \delta}(-p_1) X_g(p_1) X_g(p_2) \delta_{\text{in}}(p_3) + (p_1 \to p_2) \right),
\]

(5.4)

where \( P_{\varepsilon_g \varepsilon_g, \delta}(k) \sim k^0 \) (at leading order in derivatives) is the Fourier transform of the correlation function \( \langle \varepsilon_g(x) \varepsilon_g(y) \rangle \).

A bispectrum \( B_{\varepsilon_g \varepsilon_g \varepsilon_g} \) of the galaxy stochasticity, instead, contributes to \( S_{g, \text{int}} \) simply (as see table 3)

\[
S_{g, \text{int}} \supset -\frac{1}{3!} \int_{p_1, \ldots, p_3} (2\pi)^3 \delta_D^{(3)}(p_{123}) B_{\varepsilon_g \varepsilon_g \varepsilon_g}(-p_1, -p_2, -p_3) X_g(p_1) X_g(p_2) X_g(p_3).
\]

(5.5)

We are now in position to study the contributions of these terms to the conditional likelihood up to cubic order in the galaxy and matter fields (the details of the calculation are collected in appendix D). First, we consider the contribution from eq. (5.4), and find

\[
\Delta \phi^{(3)}[\delta_g] = \frac{1}{2} \int_{p_1, \ldots, p_3} \left( (2\pi)^3 \delta_D^{(3)}(p_{123}) P_{\varepsilon_g \varepsilon_g, \delta}(|p_1|) \frac{\delta_g(p_1) - b_1 \delta(p_1)}{P_{\varepsilon_g}(p_1)} \frac{\delta_g(p_2) - b_1 \delta(p_2)}{P_{\varepsilon_g}(p_2)} \delta(p_3) \right.
\]

\[
\left. + (p_1 \to p_2) \right).
\]

(5.6)

At leading order in derivatives all the noise power spectra are constant in \( k \): we can then rewrite this in real space as\textsuperscript{11}

\[
\Delta \phi^{(3)}[\delta_g] = \frac{P_{\varepsilon_g}^{(0)}(k)}{P_{\varepsilon_g}^{(0)}} \int d^3 x \left( \delta_g(x) - b_1 \delta(x) \right)^2 \delta(x)
\]

(5.7)

(notice the similarity with eq. (4.29), modulo an additional derivative suppression there).

What about eq. (5.5)? Again, we stop at leading order in derivatives, and we write the noise bispectrum \( B_{\varepsilon_g \varepsilon_g \varepsilon_g} \) as (see e.g. eq. (2.86) of [2])

\[
B_{\varepsilon_g \varepsilon_g \varepsilon_g}^{(0)} = \lim_{k_1, k_2, k_3 \to 0} \langle \varepsilon_g(k_1) \varepsilon_g(k_2) \varepsilon_g(k_3) \rangle' = \varepsilon^{(0)}_{\varepsilon_g \varepsilon_g \varepsilon_g}(P_{\varepsilon_g}^{(0)})^2.
\]

(5.8)

\textsuperscript{11}Notice that \( \varepsilon_g \) and \( \varepsilon_g, \delta \) have the same dimension: this can be seen directly from eq. (5.1). Hence the ratio between \( P_{\varepsilon_g} \) and \( P_{\varepsilon_g, \delta} \) is dimensionless.
Hence, with similar manipulations as those that led to eq. (5.7), we arrive at

$$
\Delta \varphi^{(3)}[\delta_g|\delta] = \frac{S^{\varepsilon_g\varepsilon_g\varepsilon_g}_{3}}{3!} \int d^{3}x \left( \delta_g(x) - b_1 \delta(x) \right)^3. 
$$

Before proceeding, we can discuss the relative importance of these two terms, and also compare them with the cubic terms of sections 4.1 and 4.2.

### 5.2 Relative importance with respect to deterministic evolution

Let us first compare the two terms of eqs. (5.7), (5.9) with the contribution at cubic order that we have when only the noise $P_{\varepsilon_g}$ is non-vanishing, i.e. eq. (4.26). In this way we can confirm that our predictions for the scalings in the infrared of section 3.4, that are derived at the level of the action before computing the actual likelihood, were indeed correct.

Following the same arguments of section 4.2 we can see that

$$
eq \text{(5.10a)}
eq \text{(5.10b)}
$$

which we compare to the $b^{3/2 + n_\delta}$ scaling, cf. eq. (4.30a), for the leading term at cubic order that we have for Gaussian stochasticities. We see that these scalings are exactly those we derived in eqs. (3.30), (3.32). This confirms that, in general, we can check the relative importance of the various terms in the conditional likelihood by looking at the (ir)relevance of the different operators in the actions $S_{\text{int}}$ and $S_{g,\text{int}}$.

In section 3.4 we saw that the term coming from the stochasticity in $b_1$ is more relevant on large scales than the one coming from the three-point function of $\varepsilon_g$, and that both are less relevant than the one of eq. (4.26). What about the relative importance with the three cubic contributions coming from the cross stochasticity between galaxies and matter? If we compare eqs. (5.10) with eqs. (4.30b), (4.30c), (4.30d), we see that the latter terms are always smaller at large scales, for $n_\delta = -1$: for example, we can see eq. (4.29) as a higher-derivative correction to eq. (5.7). We also notice that the relative importance of the contribution coming from $B_{\varepsilon_g\varepsilon_g\varepsilon_g}$ and the leading one from a mixed galaxy-matter stochasticity, i.e. eq. (4.27), scales only as $b^{n_\delta + 2} = b^{0.3}$.

In the next section we will discuss in more detail these results, which are summarized in figure 1, and how all the scalings that we discussed so far reflect the presence of three expansion parameters for the logarithm of the conditional likelihood. This section and section 4.2 already show very clearly that, in addition to the derivative expansion ($n$ derivatives scale as $b^n$) and the expansion in the smallness of the matter field on large scales ($n$ powers of the matter field scale as $b^{n(3 + n_\delta)/2}$), there is the expansion in the galaxy stochasticity $\delta_g(x) - b_1 \delta(x)$, which scales as $b^{3/2}$. This, combined with the fact that we can anticipate these scalings before actually computing the likelihood (simply by looking at how many powers of the fields $\delta_{\text{in}}$ and $X_g$ a given operator in the action $S_{g,\text{int}}$ contains), is a key result of this work. We will elaborate on it more throughout the rest of the paper.

### 6 Discussion

Before drawing our conclusions, we stop to discuss in more detail the last point of the previous section, i.e. how the non-Gaussianity of the noise introduces a new expansion parameter in
Figure 1. Scaling dimension, i.e.
the relative importance, of the various contributions to $\varphi[\delta_g|\delta]$ discussed in sections 4.2 and 5.1. More precisely, we plot their scaling dimension as a function of the spectral index $n_\delta$ of the linear power spectrum, ranging from $-2$, the value of $n_\delta$ on very small scales, to 1, the value of $n_\delta$ on scales much larger than the equality scale. The contributions considered here are at most at cubic order in the fields $\delta_g - b_1 \delta$ and $\delta$. At this order we see, for example, that the stochasticity in the linear bias is always less relevant than the deterministic evolution at second order and always more relevant than the non-Gaussianity of the noise if $n_\delta$ is negative.

the game. We do this in section 6.1 below. Section 6.2 discusses how to go beyond the tree-level approximation that we have (mostly) used throughout both sections 4 and 5.

6.1 Three expansion parameters

In the previous four sections we have shown in detail how to compute the corrections to the conditional likelihood derived in [1]. While the form of these corrections is important in itself, as we will argue in section 7.1, the most important takeaway point is how to study their relative importance. The scalings that we derived from dimensional analysis correspond to the fact that the corrections to the “Gaussian” likelihood of [1] are controlled by three expansion parameters (see also table 4 for a summary):

1. first, we have the derivative expansion. In Fourier space this is an expansion in powers of $k^2$, controlled by whatever is the longest nonlocality scale in the process. This can be the halo Lagrangian radius $R(M_h)$, if the formation of the tracer is mainly controlled by gravity. Pressure forces, radiative-transfer effects and other physical processes affecting the formation of galaxies can add new nonlocality scales in the problem;

2. then, we have an expansion in the perturbations $\delta(x)$ of the matter field. On large scales their size is controlled by $\sqrt{(k^2/2\pi^2)P_L(k)} = \sqrt{(k/k_{NL})^{3+n_\delta}}$ for a power-law power spectrum;

3. finally, there is the stochasticity of the tracer field. On large scales, we have seen that the relative importance of the contributions coming from higher-order stochasticities could be 

\[ \frac{\nabla}{k_{NL}} \]

Here we have in mind the bias expansion of the tracer overdensity in terms of the nonlinear matter overdensity, hence the higher-derivative terms controlled by $\nabla/k_{NL}$ do not make an appearance.
to those coming from the deterministic bias expansion (in which we consider only the scale-independent noise power spectrum $P_{g}$) are controlled by the relative size of $\delta_g(x) - b_1\delta(x)$ and $\delta(x)$, i.e. by the ratio $\sqrt{\frac{k^3}{2\pi^2}}P_{g}^{0}/\sqrt{\frac{k^3}{2\pi^2}}P_{L}(k)$. For a scale-independent $P_{g}$ (i.e. at zeroth order in derivatives) and a power-law power spectrum, this expansion parameter is

$$
\sqrt{\frac{P_{g}^{0}}{P_{L}(k)}} = \sqrt{\frac{k^3}{2\pi^2}}P_{g}^{0}(k)\left(\frac{k}{k_{NL}}\right)^{-\frac{n_{d}}{2}}.
$$

(6.1)

What does this tell us? Let us consider, for example, the likelihood of [1] with only $P_{g}$ that is non-vanishing, i.e. eq. (4.9), and focus on the zeroth order in derivatives. If we expand this in perturbations of the matter field, and stop at third order in the fields, we get eq. (4.26). In the previous section we have seen that, as long as we restrict to sufficiently large scales such that the linear matter power spectrum is larger than that of the noise, this term dominates over the corrections from higher-order stochasticities. However, once we go to higher order in the fields and consider for example the contribution at fourth order in the deterministic bias expansion, the resummed likelihood contains, e.g., a term of the form $\sim (\delta_g - b_1\delta)^4$ (simply by expanding the square of $\delta_g - \delta_{g,\text{det}}[\delta]$). Even if we focus on $k$ small enough that $P_{L}(k)$ is larger than $P_{g}^{0}$, we see that the contribution of eq. (5.7) from the stochasticity in the $b_1$ bias coefficient is expected to be more important than the above-mentioned deterministic term. Explicitly, we cutoff our galaxy and matter fields at a scale $\Lambda$, so that only modes of $\delta$ and $\delta_g$ with $|k| < \Lambda$ are included (notice that we cutoff the final matter field, the one that can be obtained by non-perturbative forward models like N-body simulations\textsuperscript{13}). Then, dropping the universal scaling of the volume element for simplicity, the contribution of a term $\sim (\delta_g - b_1\delta)^4$ scales as $\Lambda^{3/2}L^{4(3+n_{s})/2}$ for $\Lambda \to 0^+$.

\textsuperscript{13}The fact that it must be the final density field to be cutoff at the scale $\Lambda$ comes out naturally from the approach of this paper. To see it recall that, when we cutoff our path integrals for $P[\delta]$ and $P[\delta_g, \delta]$ (in order for them to make sense mathematically), what we do is cutoff the fields $X_g$, $X$ and $\delta_m$ at a scale $\Lambda$, which is taken to be the same for all three fields (for simplicity). The fields $\delta_g$ and $\delta$ are nothing but the currents associated with $X_g$ and $X$, to which they are coupled linearly, cf. eqs. (3.2), (3.3). Hence, by imposing a cutoff on $X_g$ and $X$, we ensure that the short modes $|k| \geq \Lambda$ of $\delta_g$ and $\delta$ are effectively put to zero.
to be compared with the scaling \( \Lambda^{3/2} \Lambda^{3/2} \Lambda^{(3+n_b)}/2 \) of the stochasticity in \( b_1 \), which is more important for \( n_b = -1.7 \).

We had seen that this had to be the case already at the end of section 3.4, cf. eq. (3.32), before doing any calculation of the conditional likelihood. Thus, it is not necessarily useful to use the likelihood of eq. (4.9) at very high orders in the deterministic bias expansion, since many of the terms that are included in that likelihood are less relevant on large scales than other terms that are already neglected by it.

Let us discuss in more detail the condition \( \sqrt{P_{\epsilon_{g}}^{(0)}/P_{L}(k)} \ll 1 \). For a power-law power spectrum, this identifies a scale \( k_{\epsilon_{g}} \) such that

\[
\sqrt{\frac{P_{\epsilon_{g}}^{(0)}}{P_{L}(k_{\epsilon_{g}})}} = 1, \quad \text{i.e.} \quad k_{\epsilon_{g}} = k_{NL} \left( \frac{k_{NJL}^{3}P_{\epsilon_{g}}^{(0)}}{2\pi^{2}} \right)^{\frac{1}{n_{3}}}. \tag{6.2}
\]

On scales shorter than this, the stochasticities become larger than the matter fluctuations, and it is not possible to treat terms like those of section 5.1 perturbatively.

Other two important points are the following. First, in order to define this scale \( k_{\epsilon_{g}} \), we have worked under the assumption of a power-law power spectrum with \( n_b = -1.7 \). This tells us that, no matter how large is \( P_{\epsilon_{g}}^{(0)} \) with respect to \( 2\pi^{2}/k_{NL}^{3} \), there is always a solution to eq. (6.2), as long as we go to sufficiently small \( k \). However, in the real Universe the matter power spectrum is not a power law: we do not have arbitrarily large inhomogeneities on large scales, where indeed the matter distribution is homogeneous and isotropic. Then, it is possible that for some tracers \( P_{\epsilon_{g}}^{(0)} \) is larger than the linear matter power spectrum \( P_{L}(k) \) for all \( k \). In this limit the terms coming from higher-order stochasticities will always be more important than the ones contained in the “deterministic” likelihood of section 4.1, and we cannot treat them perturbatively.

Second, we also emphasize that these estimates of the importance of the noise hold in an “average” sense.\(^{14} \) On the other hand, if we are close to the point \( \delta_{g} = \delta_{g,\text{det}}[\delta] \), which is the maximum-likelihood point for the “Gaussian” likelihood of eq. (4.9), the contributions from higher-order stochasticities are suppressed (since they are controlled by \( \delta_{g} - b_1 \delta \)). Contrast this with those coming from the stochasticity in \( b_1 \): they scale as \( (\delta_{g} - b_1 \delta)^{2} \delta \), and thus are potentially less suppressed. We will have more to say about these points in section 7.1.

Before proceeding we point out that, as it happens in any effective field theory, the estimates of this section and of section 5.2 do not account for possible hierarchies between the dimensionless coefficients multiplying the various operators. For example, let us compare the contribution of eq. (4.26), assuming \( \delta_{g,\text{det}}^{(2)}[\delta] = b_{2}\delta^{2}/2 \), with that of eq. (5.7), stopping at leading order in derivatives. We see that the relative size of the two terms, at a fixed scale, depends on the ratio between \( b_2 \) and \( P_{\epsilon_{g}}^{(0)} / P_{\epsilon_{g}}^{(0)} \). If we assume that the noise for the galaxy sample under consideration follows closely a Poisson distribution, the ratio of the two spectra is a number of order 1. Then, it is clear that for a highly biased tracer with \( b_2 \gg 1 \) the importance of the term in eq. (4.26) is enhanced. These hierarchies can depend on many things, like the properties of the galaxy sample, the redshift, and so on: we will not discuss them further.

### 6.2 Regarding loops

So far most of our computations have been done at tree level. What about loops? After our brief encounter with loops of the initial matter field \( \delta_{in} \) in section 3.3, here we want to ask

\(^{14} \)In fact, \( \sqrt{k^{2}P_{\epsilon_{g}}(k)} \) gives only the typical size of a perturbation of momentum \( k \) of a field \( \varphi(x) \).
a different question: what happens to loops of the fields \(X_g\) and \(X\), which arise when we compute the likelihood? This is a question that is specific to this paper: a discussion about loops on more generic terms is left to appendix F.

**Gaussian stochasticities.** Let us first consider the case of only the stochasticity \(P_{g}\) being different from zero. Then, looking at the path integral for the joint likelihood of eqs. (3.20), (3.21), (3.22), we quickly realize that we cannot have loops with internal lines of \(X_g\) since we do not have interaction vertices carrying more than one \(X_g\) field. At most we can have tree-like diagrams as

\[
\begin{align*}
&K_{g,2} \quad ,
\end{align*}
\]

where we use the blue wiggly line to denote the \(X_g = iJ_g\) field (see table 2), and we denote its propagator by \(\langle X_g X_g \rangle' = \quad \). Moreover, in the remainder of the paper we will be more schematic with diagrams, since from now on the discussion will be mostly qualitative. Also, we will not use anymore the shell-by-shell integration of section 3.3, so we will not have thick lines in loops.

The important point about diagrams like that of eq. (6.3) is that they are not UV-sensitive, and already included in the calculation at all orders in loops that we carried out in section 4.1 (more precisely, the diagram above is a fourth-order term in the likelihood, that comes from the last term of eq. (E.8)).

**Non-Gaussian stochasticities.** Things change if we include non-Gaussian stochasticities. Let us consider, for example, some interaction of the form \(X_g X_g X_g\), like that of eq. (5.5), or some interaction mixing the tracer stochasticity with the matter one, e.g. a \(X_g X_g X\) vertex. In the joint likelihood these vertices give rise to one-loop diagrams like

\[
\begin{align*}
&\text{\textit{B}} \quad \epsilon_1 \epsilon_2 \epsilon_3, \quad \text{\textit{B}} \quad \epsilon_1 \epsilon_2 \epsilon_3, \quad \text{\textit{B}} \quad \epsilon_1 \epsilon_2 \epsilon_3,
\end{align*}
\]

which, similarly to that of eq. (3.14), generate a tadpole for galaxies and matter, respectively. The tadpole for galaxies can be dealt with in the same way discussed at the end of section 3.3. What about the tadpole for matter? The \(X_g X_g X\) interaction is zero in the limit that the momentum of \(X\) becomes very soft, again because of matter and momentum conservation: hence, the second diagram of the above equation is actually vanishing. This will continue to hold at higher orders: no tadpole for \(\delta\) is generated, and any term linear in \(X_g\) can be reabsorbed by a redefinition of \(\delta_g\).
Another interaction that we discussed was that of eq. (5.4), i.e. the stochastic correction to the linear LIMD bias. Two of the diagrams that we get from this vertex are

\begin{equation}
\begin{aligned}
\delta^3 g \leftrightarrow \delta^3 X \leftrightarrow \delta^3 \varphi \end{aligned}
\end{equation}

At leading order in derivatives, the first of these diagrams renormalizes the inverse of the initial power spectrum as $P_{m}^{-1}(k) \rightarrow P_{m}^{-1}(k)^{-1} + \text{const.}$, while the second one generates a cubic local interaction for $\delta_{\text{in}}$ of the form $\propto \int \frac{\delta^3 \varphi}{P_{L}(k)}$.

What is the impact of these terms on the conditional likelihood? The first thing that we have to notice is that, at this order in derivatives, these terms are generated only in the action for the joint likelihood: the matter likelihood is left untouched. More precisely, in the EFT for matter we can only have a stochastic correction to the speed of sound, there is no bias parameter $b_1$: the equivalent of the first diagram of eq. (6.5), with a UV-sensitive loop of the field $X$, gives rise to a term of the form $\propto \int \frac{\delta^3 \varphi}{P_{L}(k)}$, which renormalizes the inverse initial power spectrum by a term proportional to $k^4$.

In order to assess qualitatively the impact of these terms on $\wp[\delta_{\text{in}} | \delta]$, then, we consider only the case where we include them in the actions with Gaussian stochasticities, and we follow the tree-level calculations of appendix B. Up to cubic order in the galaxy and matter fields we can just replace $\delta_{\text{in}}$ with $\delta / D_1$, see e.g. eqs. (B.6), (B.7). The quadratic matter likelihood of eq. (B.8), i.e.

\begin{equation}
\wp^{(2)}[\delta] = \frac{1}{2} \int_{k} \frac{\delta(k) \delta(-k)}{P_{L}(k)},
\end{equation}

indeed remains unaffected by these new operators, while the quadratic joint likelihood of eq. (B.9) gains a contribution coming from the constant shift of the inverse initial power spectrum. That is, we have

\begin{equation}
\wp^{(2)}[\delta, \delta] = \wp^{(2)}[\delta] - \frac{m^2}{2} \int_{k} \delta(k) \delta(-k) - \frac{1}{2} \int_{k} \frac{|\delta_{g}(k) - b_1 \delta(k)|^2}{P_{L}^{2}(k)}. \tag{6.7}
\end{equation}

Here we have called $D_{1}^2 m^2$ the constant shift of the inverse initial power spectrum, $P_{m}^{-1}(k) \rightarrow P_{m}^{-1}(k) + D_{1}^2 m^2$.\footnote{The $D_{1}^2$ factor is chosen to make $m^2$ the shift in the inverse linear power spectrum: $P_{L}^{-1}(k) \rightarrow P_{L}^{-1}(k) + m^2$.} we will see in a moment the reason for this.

Eq. (6.7) tells us that also eq. (4.20), i.e. the logarithm of the conditional likelihood at quadratic order in the fields, gains an additional term $\propto \int \delta^3 \varphi$. At third order in the fields, the same thing happens: we only get an additional contribution to the cubic action $S^{(3)}_{g,\text{int}}$, which turns into a contribution $\propto \int \delta^3 \varphi$ to the logarithm of the conditional likelihood.

We can identify two main features of these additional terms:

- first, in these terms there is no appearance of the kernels $K_{n \geq 2}$ for the nonlinear deterministic evolution of the matter field. This is similar to what happened throughout sections 4 and 5. Indeed, in the conditional likelihood for the galaxy and matter fields
the only nonlinear deterministic evolution we should care about is the one of $\delta_g$ with respect to the nonlinear matter field $\delta$. We say more about this in appendix F:

- the second (and maybe most important) feature of these terms is that they involve the matter field only. So, according to our scalings and the discussions of section 6.1, they can dominate at large scales. Of course, this is especially true for the quadratic term $\propto \int d^3x \, \delta^2(x)$. What is the expected size of the coefficient in front of this operator? Recalling that this term comes from the first diagram of eq. (6.5), which is UV-sensitive, we cannot predict the exact value of this Wilson coefficient. However, we know that there is no loss of generality in assuming such coefficient to be positive, since the loop corrections coming from eq. (6.5) are manifestly positive (this can be seen directly from the form of the interaction of eq. (5.4), and by the fact that $\langle X_g X_g \rangle'$ and $P_{\epsilon g \epsilon g}$ are real numbers). In other words, the inverse initial power spectrum $P_{in}^{-1}$ gets renormalized by a positive-definite constant, similarly to mass renormalization in quantum field theory (this is why we have called this constant $D_1^2 m_2^2$, even if it has dimensions of a mass cubed). Then, since in the diagrams of eq. (6.5) it is $X_g$ that is running in the loops, we can argue that the size of $m^2$ is controlled by $\eta_g$ in the case that the galaxy stochasticity follows the Poisson distribution.

We will discuss a bit more about the importance of these terms in section 7.1 below. For now, we conclude this short section by noticing that it is not possible to reabsorb these new terms in the result of eq. (4.9). Let us stop for simplicity at quadratic order in the fields. In principle, at this order we have a term $\propto \int d^3x \, b_1^2 \delta^2(x)$ from expanding the square, and we might think that a redefinition of $b_1 \rightarrow \tilde{b}_1$ could reabsorb the new term coming from the diagram of eq. (6.5). However, this cannot work because we are lacking the term $\sim \int d^3x \, \delta_g(x) \delta(x)$ that is needed to make up the square $(\delta_g - \tilde{b}_1 \delta)^2$.

7 Conclusions and future directions

In this work we have outlined how to compute the conditional likelihood $P[\delta_g | \delta]$ to observe a tracer field $\delta_g$ given an underlying matter field $\delta$. In the limit that we consider only Gaussian noise for the tracer $\delta_g$, and at leading order in derivatives in the noise fields (but to arbitrary order in the deterministic bias expansion), we recover the results of [1]. Corrections to this result arise when we consider the galaxy-matter cross stochasticity, the non-Gaussianity of the galaxy noise field, and the noise in the bias coefficients.

We find that these corrections are controlled by three expansion parameters. The first two are the smallness of the matter density field on large scales, and the fact that higher-derivative terms are suppressed for momenta much smaller than the typical nonlocality scale of tracer formation. The third expansion parameter is the amplitude of the galaxy noise field with respect to the matter field on large scales: if the noise power spectrum is much larger than the matter power spectrum, we expect the corrections coming from the non-Gaussianity of the noise and the stochasticity in the bias coefficients to be important.

Let us first summarize the implications of our results for applications of Bayesian forward modeling, and then briefly sketch possible future developments. Finally, we will conclude the paper by summarizing the key equations and what are the new terms in the conditional likelihood that we find with respect to [1].
7.1 Impact on applications of Bayesian forward modeling

We start from the impact of the corrections coming from the non-Gaussianity of the stochasticity and the noise in the bias coefficients. As discussed in section 6.1, the size of these terms is controlled by the square root of \( P_g^{(0)} / P_L(k) \), which, assuming Poisson noise, is \( \sqrt{1/n_g P_L(k)} \). If this parameter approaches unity, then all higher-order stochastic contributions in principle become comparable and the perturbative control of the likelihood breaks down.

This discussion ties in with the question of how much information we can extract from galaxy surveys. If the tracer under consideration is very noisy, do applications of forward modeling based on the “minimal” likelihood of eq. (4.9) fail? Is it possible to still extract some (or any) cosmological information from measurements of galaxy clustering?

A way in which we could try to answer this is looking in more detail at this “Poisson limit”, \( P_L(k) / P_g^{(0)} = 1 \). In this limit the loop corrections to the stochasticities are suppressed, since their overall size is controlled exactly by the matter power spectrum, as we see for example from the diagrams of eqs. (3.11), (3.13). Hence, if we assume that the galaxy noise follows a Poisson distribution, this assumption is protected against loop corrections. It makes sense, then, to try and do a resummation of all terms coming from higher-order correlation functions of the noise (both from non-Gaussianity of \( \varepsilon_g \) and noise in the bias coefficients, like \( \varepsilon_g,\delta \)), whose amplitude is now fixed by the Poisson assumption.

Finally, another important difference with [1] are the terms discussed in section 6.2. These are made up of the matter field \( \delta \) only, and the most relevant on large scales is the one coming from the first diagram of eq. (6.5), proportional to \( \int d^3x \delta^2(\mathbf{x}) \). Since \( \delta_g \) never appears by itself, these terms do not change the position of the maximum-likelihood point. They also do not affect any Fisher analysis carried out with this likelihood, since they vanish once we take two derivatives of the logarithm of the likelihood with respect to \( \delta_g \). Further study is required to see what is their impact when we want to extract errors on cosmological parameters with a full Monte Carlo sampling of the likelihood. However, the fact that they do not couple to the data \( \delta_g \), together with the fact that their free EFT coefficients are independent of the bias coefficients (which instead couple to \( \delta_g \)), suggest that also the full inference will not be affected.

This leads to another question. Do we expect all the corrections that we discussed in this work to lead to a shift in the maximum-likelihood point? For the likelihood of eq. (4.9), i.e. that of [1], we have that the maximum occurs at \( \delta_g = \delta_g,\text{det}[\delta] \). In this regard, the solutions for the classical fields of eq. (B.7) (that are the fundamental ingredients for the tree-level calculation of the likelihood) suggest that this property still holds, at least on large scales where \( \delta_g,\text{det}[\delta] \approx b_1 \delta \). However, it is not guaranteed that all the corrections we found in this work resum to functions of \( \delta_g - \delta_g,\text{det}[\delta] \) to some power (even if the fact that we recover a Dirac delta functional of \( \delta_g - \delta_g,\text{det}[\delta] \) in the limit of zero Gaussian noise, as discussed in section 4.1, seems to suggest this). For this reason, it is hard to answer the question of whether or not there is a shift in the maximum-likelihood point, and consequently a possible bias on the estimated cosmological parameters. A resummation in the Poisson limit would be useful to shed light on this issue, as well.

7.2 Further developments

An important extension of this work is that of including “photon propagation effects”, i.e. move from the tracers’ rest frame to redshift space.
What are the differences that we expect in the computation of the likelihood? First, when we go to redshift space the galaxy density changes as the zeroth component of a four-vector. The coordinate change depends on the matter field $\delta$, so it will add many new terms to the action $S_g$. However, since we know how it acts non-perturbatively on the galaxy field, we expect that we can account for it with functional techniques similar to those used in theories with local (gauged) spacetime symmetries, like gravity. This is not all: redshift-space distortions involve the velocity field of galaxies that, like $\delta$, comes with its noise. While there cannot be a white-noise term $P^{(0)}_{\xi}$ in the power spectrum of the stochastic relative velocity between galaxies and matter, because of the equivalence principle, this stochastic velocity bias plays an important role for galaxy statistics in redshift space (see [30–33], for example). It would then be interesting to see how this new field can be included in the “action-based” formalism of this paper.

Another obvious way to extend our result is that of including primordial non-Gaussianity in the computation of the conditional likelihood. This would allow to extend Bayesian forward modeling techniques to put constraints also on the parameters describing the primordial bispectrum\(^\text{16}\). We can already have an idea of how the implementation of PNG would work. Let us consider for example the case of Gaussian stochasticities, and consider only the noise in the galaxy power spectrum. PNG would then affect the computation of the conditional likelihood in two ways:

1. it would modify the likelihood for the initial matter field, $P[\delta_{\text{in}}]$. For example, a primordial bispectrum would add a $\delta_{\text{in}}\delta_{\text{in}}\delta_{\text{in}}$ term to the simple quadratic term of eq. (3.5) (this modification of the prior must be taken into account also when we want to carry out the actual inference, not only in the computation of $P[\delta_g|\delta]$);

2. it would modify the deterministic bias expansion, for example by requiring a $\nabla^{-2}\delta$-like counterterm (“scale-dependent bias”). This is already well-studied in the literature (for a review, see section 7 of [2]).

If we now trace back the steps that led us to the conditional likelihood at all orders, discussed in section 4.1, we see that the modification of the likelihood for the initial matter field does not affect $P[\delta_g|\delta]$ in any way. Indeed, it would only change the expression of the likelihood for the nonlinear matter field $\delta$, which always simplifies when we divide $P[\delta_g,\delta]$ by $P[\delta]$ to get the conditional likelihood, cf. eq. (4.7). Therefore the only impact of PNG on $P[\delta_g|\delta]$ is the augmentation of the deterministic bias expansion $\delta_{g,\text{det}}[\delta]$ by the PNG-induced counterterms: the form of eq. (4.9) is left unchanged. This makes sense since, as argued by [1], this result is really just a consequence of assuming that $\varepsilon_g$ is a Gaussian-distributed field, and does not make any reference to the likelihood for the initial conditions. All of this of course is under the assumption of a weak non-Gaussianity of the initial conditions, in the sense of a small skewness of $\delta_{\text{in}}$, which corresponds to $f_{\text{NL}} \ll 10^4$. A more detailed analysis, taking into account the additional terms that we have dropped in the calculation of section 4.1, is left for future work.

7.3 Comparison with Schmidt et al., 2018 [1]

We conclude this work by highlighting the key equations and summarizing what are the new terms that we find in the conditional likelihood with respect to the result of [1].

\(^{16}\)Of course, if we include non-Gaussianity from inflationary dynamics we should also consider the non-Gaussianity induced by nonlinear dynamics at recombination, see e.g. [34, 35].
• The main result is eq. (4.9), i.e. the conditional likelihood under the assumption that only the noise power spectrum $P_{\epsilon g}$ is non-vanishing, resummed at all orders in the deterministic bias expansion. This matches the result of \cite{1} under the same assumptions.

• Then, further results are those of sections 4.2 and 5.1. There we have studied how the higher-derivative noise spectra, the non-Gaussianity of the noise and the stochasticities in the bias coefficients modify the above result.

• The presence of a cross stochasticity $P_{\epsilon g \epsilon m}$ modifies the covariance of the Gaussian likelihood of eq. (4.9). This is shown in eq. (4.12), and it reproduces the findings of \cite{1}. However, we find additional new terms that were missed by \cite{1}. These are the terms of eqs. (4.13), (4.15), (4.16). Interestingly, the first two terms show that once we include the cross stochasticity $P_{\epsilon g \epsilon m}$ there will be contributions to the conditional likelihood that know about the initial matter power spectrum (although these are relatively suppressed, see figure 1).

• The stochasticity in the linear bias and the bispectrum of the noise give rise, respectively, to the terms of eq. (5.7) and of eq. (5.9). Comparing eq. (5.7) with eq. (4.16) we see that the latter is effectively a higher-derivative correction to the contribution coming from $\epsilon_{g,\delta}$.
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A  Regarding the scalings under the renormalization group

In this brief appendix we elaborate on how we derived the scalings of section 3.4. First, let us recall how this is done in textbook examples, such as the Standard Model (without loss of generality, we will consider only the Euclidean case and real fields).

In these theories the action for some field multiplet $\phi^a$ is given by a quadratic part plus some cubic and higher-order interactions. The quadratic part is the sum of a kinetic term, which is typically given by $\delta^{ab}\delta^{ij}\partial_i\phi^a\partial_j\phi^b$, and a (hermitian) mass matrix, not necessarily diagonal. In order to find the mass eigenstates, then, one diagonalizes the mass matrix via a rotation of the field multiplet. The diagonalization of the mass matrix does not affect the kinetic matrix, since $\delta^{ab}$ is left invariant by a rotation. The final step is looking at the scaling dimensions. In order to do this, one has to choose the free-theory fixed point: under the rescaling $k = bk'$ that we introduced in section 3.4, what part of the quadratic action is left invariant? This choice determines the scalings of the fields $\phi^a$. What is typically done is choose the fixed point by requiring that the kinetic term is left invariant. Combined with the assumption of the kinetic term being $\delta^{ab}\delta^{ij}\partial_i\phi^a\partial_j\phi^b$ this results in the scaling dimensions that we are used to: for example, for a scalar field in $D$ dimensions we have a scaling $b^{D/2-1}$, and so on.
We can then see what are the differences with our case (we focus on the joint likelihood for simplicity, since everything we will say carries over to the matter likelihood). First, in our case the would-be mass matrix in eq. (3.22b) is not a hermitian matrix: to see this it is enough to look at the form of \( M_g^{ab} \) in eq. (3.23) at leading order in derivatives (so that \( K_{g,1} \) is simply \( b_1 \) and \( K_1 \) is equal to 1). Therefore it would not be diagonalized by a rotation. Even if we disregard this fact, however, we see that the most important difference is that our kinetic matrix is not given by the identity (it is not even a diagonal matrix). Indeed, we are treating the kinetic term of the \( X_g \) field, \( P_{\epsilon g}(k) \supset P_{\epsilon g}^{(2)} k^2 \), as an interaction, so there is no \( X_g X_g \) term in the kinetic matrix.

This is just the fact that we are expanding around a different free-theory fixed point than the ones we are used to: the field \( X_g \) is like a very massive field, and the constant term \( P_{\epsilon g}^{(0)} \) dominates in its propagator at the scales that we can probe.

What about the field \( X_\phi \)? The stochasticity for matter does not contain any term at order \( k^0 \) or \( k^2 \): we have \( P_{\epsilon m}(k) \sim k^4 \) on large scales. There is, then, neither a “canonical” kinetic term nor a mass term that we can use to fix the scaling of \( X_\phi \), and the propagator of \( \phi \) (which is the inverse of \( P_{\epsilon m}(k) \)): see eq. (3.23) and compare the \( M_g^{22} \) and \( M_g^{33} \) entries diverges very fast in the infrared, as \( k^{-4} \).

This seems to be a problem at first glance. Indeed, if we now fix the scaling of \( X_\phi \) by choosing the fixed point where such “non-canonical” kinetic term is left invariant (so that in addition to leaving \( S_g^{(2)} \supset X_g X_g \) and \( S_g^{(2)} \supset \delta_m \delta_m \) fixed under \( k = bk' \), also \( S_g^{(2)} \supset XX \) does not change), we have that the scaling of \( X_\phi \) is \( b^{-7/2} \) in Fourier space, which becomes \( b^{-1/2} \) in real space.

This suggests that adding more and more powers of \( X_\phi \) makes a given operator more and more relevant, so that the effective-field-theory expansion does not make sense. This clearly cannot be true, so where is the mistake? The point is that any interaction involving more than one power of \( X_\phi \) is a higher-derivative one. Roughly speaking, for each \( X_\phi \) power in the operators describing the noise in the SPT counterterms (fourth line of table 3), in those describing the mixed higher-order stochasticities (sixth line of table 3), and in those describing the non-Gaussianity of the matter stochasticity (last line of table 3), one has to add a \( \nabla^2 \) factor: this factor “cures” the scaling of the operator in the infrared.\(^{17}\)

This is a bit less trivial than it might look like. Indeed, a fundamental requirement for this argument to work is that loops never generate operators involving higher powers of \( X_\phi \) without derivative suppression. In our case mass and momentum conservation guarantees that this does not happen, as we have seen many times throughout sections 3 and 6.\(^{18}\)

We conclude this appendix with a few comments:

- first, we notice that fixing the scaling of \( X_\phi \) by requiring \( S_g^{(2)} \supset XX \) to be left invariant under \( k = bk' \) leaves also the mixing between \( X_g \) and \( X_\phi \) invariant, as it can be seen

\(^{17}\)This argument seems to suggest that the “effective” scaling of the field \( X_\phi \) is \( b^{1/2} \), from \( \nabla^2 X \sim b^2 b^{-1/2} \), making it scale as the field \( X_\phi \). We did not check this in enough detail, so we refrain from making more precise statements. Moreover, see the second and third points at the end of this appendix.

\(^{18}\)Notice that for a (Euclidean) field theory of a scalar \( \phi \) one might try to use a shift symmetry to expand around the \( S^{(2)} = (-1/2) \int d^4x \phi \nabla^4 \phi \) free-theory fixed point. Loops are forbidden from generating non-shift-symmetric interactions, and the resulting effective field theory might make sense. Indeed, operators without derivatives \( (S \supset \phi^n) \) and operators that carry too few derivatives to be irrelevant in the infrared (like \( S \supset \nabla \phi^2 \cdot \nabla \phi^2 \)) are not shift-symmetric. If the shift symmetry is broken and such operators can be generated by loops it does not seem possible to have a stable EFT expansion around this fixed point. This argument can be generalized to generic \( S^{(2)} = (-1/2) \int d^4x \phi \nabla^{2n} \phi \) fixed points (\( n > 2 \)) if the shift symmetry is augmented to a “Galilean-like” symmetry \( \phi \rightarrow \phi + c + d \cdot x + \cdots \).
straightforwardly by looking at the $\mathcal{M}_{g}^{12}$ entry of eq. (3.23) and using $X_{g} \sim b^{3/2}$, $X \sim b^{-1/2}$ in real space. This is a nice confirmation that our choice of the free-theory fixed point is the physically correct one;

- so far we have not discussed operators with only one power of $X$ and no powers of $X_{g}$, i.e. the operators describing the deterministic evolution for the matter field. In these operators, $X$ does not come with an additional derivative suppression. Even so, we see that such operators are irrelevant: indeed, the scaling of the operator for the evolution at order $n$ in perturbations (including the $b^{-3}$ from the volume term $d^{3}x$) is $b^{-3}b^{-1/2}b^{n(3+n)/2}$, where we have used the fact that we are stopping at leading order in derivatives and that the SPT kernels are invariant under rescaling of the momenta. Hence we see that for higher and higher $n$ the operator becomes less and less important in the infrared, and the EFT expansion makes sense. At a fixed $n$, though, we see that such operators are more important on large scales than those that describe the deterministic evolution of the galaxy field: this is the reason for the ordering of the first two lines of table 3;

- the fact that operators of the form $X\delta_{\text{in}}\delta_{\text{in}}\cdots$ are more relevant than those of the form $X_{g}\delta_{\text{in}}\delta_{\text{in}}\cdots$ does not mean that, when we consider the deterministic galaxy evolution at a given order in perturbations, the contributions coming from the nonlinear evolution of matter are more important than the nonlinear terms in the bias expansion. Indeed, both these nonlinear contributions are included in the kernels $K_{g,n}$, which are entering in the action $S_{g,\text{int}}$ as the vertices only of operators of the form $X_{g}\delta_{\text{in}}\delta_{\text{in}}\cdots$. For example, for $\delta_{g} = b_{1}\delta + b_{2}\delta^{2}/2$ coupled with SPT evolution for matter, at second order these would be the contributions $K_{g,2} \supset b_{1}F_{2}(p_{1}, p_{2})$ and $K_{g,2} \supset b_{2}/2$, cf. eq. (2.4). Since $F_{2}(p_{1}, p_{2})$ is invariant under rescaling of $p_{1}, p_{2}$, we see that these two contributions are equally relevant in the infrared. This is actually important when we compute the likelihood perturbatively (see the next section). The reason is that if we consider the deterministic evolution of galaxies up to, e.g., second order, and we then include operators $S_{g,\text{int}} \supset X_{g}\delta_{\text{in}}\delta_{\text{in}}$, we are forced to include also operators $S_{g,\text{int}} \supset X\delta_{\text{in}}\delta_{\text{in}}$ (recall that $S_{g}$ is the action for the joint likelihood), since these are more important in the infrared. These operators will be fundamental to remove the dependence of $P[\delta_{g}|\delta]$ on the kernels $K_{n}$ describing the nonlinear evolution of matter, what in the calculation at all loops of section 4.1 is achieved by the Dirac delta functional of eq. (4.5);

- finally, the discussions in section 3.4 and in this appendix point very strongly towards the full identification of the fields $X_{g}$ and $X$ with the fields $\varepsilon_{g}$ and $\varepsilon_{m}$ that are routinely used in the bias expansion. We leave a more detailed analysis to a future work.

B Tree-level calculation with $P_{g}$ only

The tree-level expression for the (field-dependent part) of the logarithms of the two likelihoods is given by (see e.g. [23])

$$\varphi[\delta] \equiv \ln P[\delta] = -S[\phi_{\text{cl}}[\delta]] + \int_{k} \mathcal{J} \cdot \phi_{\text{cl}}[\delta], \quad \text{(B.1a)}$$

$$\varphi[\delta_{g}, \delta] \equiv \ln P[\delta_{g}, \delta] = -S_{g} [\phi_{g,\text{cl}}[\delta_{g}, \delta]] + \int_{k} \mathcal{J}_{g} \cdot \phi_{g,\text{cl}}[\delta_{g}, \delta], \quad \text{(B.1b)}$$
where, as we started to do in section 4.2, we use the letter $\psi$ to denote the logarithm of the likelihoods, and the two “classical fields” $\phi_{cl}, \phi_{g,cl}$ are obtained by solving the equations for the two saddle points, i.e.

$$\frac{\partial S[\phi]}{\partial \phi} \bigg|_{\phi=\phi_{cl}} = J, \quad \frac{\partial S_g[\phi_g]}{\partial \phi_g} \bigg|_{\phi=\phi_{g,cl}} = J_g. \quad \text{(B.2)}$$

In absence of non-Gaussian stochasticities, the interaction parts of the actions $S$ and $S_g$ are simply given by

$$S_{int} = i \int_k X(k) \delta_{\text{fwd}}[\delta_{in}][(-k)], \quad \text{(B.3a)}$$

$$S_{g,\text{int}} = S_{int} + i \int_k X_g(k) \delta_{g,\text{fwd}}[\delta_{in}][(-k)]. \quad \text{(B.3b)}$$

Let us then start by considering only terms up to second order in perturbations in the deterministic expansions of eqs. (2.3), so that the actions $S_{int}, S_{g,\text{int}}$ contain only cubic terms. To find the matter and joint likelihoods we need to use eqs. (B.1), (B.2). We show in appendix E.1 that, up to cubic order in the galaxy and matter fields, the formulas for $\psi[\delta]$ and $\psi[\delta_g, \delta]$ reduce to

$$\psi[\delta] = \psi^{(2)}[\delta] + \psi^{(3)}[\delta] + \ldots$$

$$= \frac{1}{2} \int_{k,k'} J^a(k)(M^{-1})^{ab}(k,k')J^b(k') - S^{(3)}_{\text{int}}[\phi_{cl}^{(1)}[\delta]] + O(J^4), \quad \text{(B.4a)}$$

$$\psi[\delta_g, \delta] = \psi^{(2)}[\delta_g, \delta] + \psi^{(3)}[\delta_g, \delta] + \ldots$$

$$= \frac{1}{2} \int_{k,k'} J^a_g(k)(M^{-1})^{ab}_g(k,k')J^b_g(k') - S^{(3)}_{g,\text{int}}[\phi_{g,cl}^{(1)}[\delta_g, \delta]] + O(J^4), \quad \text{(B.4b)}$$

where the classical fields $\phi_{cl}, \phi_{g,cl}$ are evaluated at first order in an expansion in powers of the “currents” $J, J_g$ (we do not use a superscript “(1)” to avoid cluttering the notation too much: from now on $\phi_{cl}, \phi_{g,cl}$ are always intended to be first-order quantities in $J$ and $J_g$). That is, they are obtained by solving the “free-theory” equations for the saddle points.

We now have to actually solve these two equations for the classical fields $\phi_{cl}, \phi_{g,cl}$. They are simply given by

$$\frac{\partial S^{(2)}[\phi]}{\partial \phi} \bigg|_{\phi=\phi_{cl}} = J, \quad \frac{\partial S_g^{(2)}[\phi_g]}{\partial \phi_g} \bigg|_{\phi=\phi_{g,cl}} = J_g, \quad \text{(B.5)}$$

where the quadratic actions are those of eqs. (3.18b), (3.22b). Solving these equations requires only applying the inverse of the matrices $M$ and $M_g$ of eqs. (3.19), (3.23) to the currents of eqs. (3.17), (3.21b). Thanks to $M$ and $M_g$ being proportional to Dirac delta functions, it is enough to work at a fixed $k$ (we refer to appendix E.1 for more details). For simplicity we drop all higher-derivative corrections to the growth factor and the linear bias, i.e. we take $K_{g,1} = b_1$ and $K_1 = 1$: we discuss below how to include these corrections. Conversely, we allow for a generic scale dependence of the galaxy noise power spectrum (we do not stop at order $k^0$ in its derivative expansion). Dropping the $k$ argument for simplicity of notation, the solution for the linear classical fields is then given by

$$\phi_{cl} = \left( \begin{array}{c} X_{cl} \\ \delta_{in,cl} \end{array} \right) = \left( \begin{array}{c} \frac{i\delta}{D_l^2 P_{lin}} \\ \frac{\delta}{D_l} \end{array} \right) \quad \text{(B.6)}$$
for the matter likelihood, and by
\[
\phi_{g,cl} = \left( \begin{array}{c} X_{g,cl} \\ X_{cl} \\ \delta_{in,cl} \end{array} \right) = \left( \begin{array}{c} \frac{i(\delta_g - b_1 \delta)}{P_{\varepsilon g}} \\ \frac{i\delta}{D_{\varepsilon}} \\ \frac{i\delta}{D_{\varepsilon}} - b_1 X_{g,cl} \end{array} \right)
\]  
(B.7)
for the joint likelihood.

We can now compute \(\psi[\delta]\) and \(\psi[\delta_g, \delta]\). We start from the matter likelihood. At quadratic order in the fields, we get
\[
\psi^{(2)}[\delta] = -\frac{1}{2} \int_k \frac{\delta(k)\delta(-k)}{\hat{P}_e(k)}.
\]  
(B.8)

It is straightforward to see that, instead, the quadratic joint likelihood is given by (we use the fact that all the fields we are considering are real, i.e. \(\varphi(-k) = \varphi^*(k)\) for any field \(\varphi\))
\[
\psi^{(2)}[\delta_g, \delta] = \psi^{(2)}[\delta] - \frac{1}{2} \int_k \frac{\delta_g(k) - b_1 \delta(k)}{\hat{P}_e(k)}^2.
\]
(B.9)

This tells us that, at this order, the logarithm \(\psi[\delta_g|\delta]\) of the conditional likelihood is given by
\[
\psi^{(2)}[\delta_g|\delta] = -\frac{1}{2} \int_k \frac{\delta_g(k) - b_1 \delta(k)}{\hat{P}_e(k)}^2.
\]  
(B.10)

We can then move to cubic order. First, comparing the first-order classical fields \(X_{cl}\) and \(\delta_{in,cl}\) in eq. (B.6) and in eq. (B.7), and using the fact that the field \(X\) enters linearly in both \(S_{int}\) and \(S_{g,int}\), we see that subtracting the logarithm of the matter-only likelihood from that of the joint likelihood exactly cancels the term in \(\varphi[\delta_g, \delta]\) that comes from \(S_{int}\) evaluated at \(X_{cl}\) equal to \(i\delta/D_{\varepsilon}^2 P_{in}\). Then, the cubic-order contribution to the logarithm of the conditional likelihood is simply given by
\[
\psi^{(3)}[\delta_g|\delta] = -\left( -i \int_k X_g(k)\delta^{(2)}_{g,cl}[\delta_{in}(-k)] - \frac{1}{2} \int_k X(k)\delta_{cl}[\delta_{in}(-k)] \right)\bigg|_{\phi_g=\phi_{g,cl}},
\]  
(B.11)

with \(\phi_{g,cl}\) now given by
\[
\phi_{g,cl} = \left( \begin{array}{c} X_{g,cl} \\ X_{cl} \\ \delta_{in,cl} \end{array} \right) = \left( \begin{array}{c} \frac{i(\delta_g - b_1 \delta)}{P_{\varepsilon g}} \\ \frac{i\delta}{D_{\varepsilon}} \\ \frac{i\delta}{D_{\varepsilon}} - b_1 X_{g,cl} \end{array} \right).
\]  
(B.12)

Using the expressions for \(\delta_{cl}\) and \(\delta_{g,cl}\) of eqs. (2.3) at second order in perturbations, we see that eq. (B.11) becomes
\[
\psi^{(3)}[\delta_g|\delta] = \int_k \frac{\delta_g(k) - b_1 \delta(k)}{\hat{P}_e(k)} \int_{p_1, p_2} (2\pi)^3 \delta^{(3)}(-k - p_{12}) \times (K_{g,2}(-k; p_1, p_2) - b_1 K_{g}(-k; p_1, p_2)) \delta(p_1)\delta(p_2),
\]  
(B.13)
where we recognize in $K_{g,2}(-\mathbf{k}; \mathbf{p}_1, \mathbf{p}_2) - b_1 K_2(-\mathbf{k}; \mathbf{p}_1, \mathbf{p}_2)$ the kernel for the deterministic bias expansion up to quadratic order in the nonlinear matter field (see eqs. (2.4), (2.8), for example). That is, we find

$$
\psi^{(3)}[\delta_g | \delta] = \int k \left( \frac{\delta_g(k) - b_1 \delta(k)}{P_{g}(k)} \right) \delta_g^{(2)}[\delta](-k) = \int k \left( \frac{\delta_g(k) - \delta^{(1)}_{g,\text{det}}[\delta](k)}{P_{g}(k)} \right) \delta_g^{(2)}[\delta](-k),
$$

(B.14)

where

$$
\delta_g^{\text{det}}[\delta] = \delta^{(1)}_{g,\text{det}}[\delta] + \delta^{(2)}_{g,\text{det}}[\delta] + \cdots
$$

(B.15)
is the deterministic bias expansion of $\delta_g$, defined by eq. (2.7). Summing this to eq. (B.10), and keeping track of signs and factors of $1/2$, we see that up to cubic order in the fields the logarithm of the conditional likelihood is given by eq. (4.9), i.e.

$$
\psi[\delta_g | \delta] = -\frac{1}{2} \int k \left| \frac{\delta_g(k) - \delta_{g,\text{det}}[\delta](k)}{P_{g}(k)} \right|^2.
$$

(B.16)

Clearly, it is possible to extend eqs. (B.10), (B.14) at higher orders in the fields. More precisely, we explicitly checked that eq. (4.9) holds also at cubic order in the deterministic bias expansion (quartic order in the interactions), by using the extension of the tree-level formulas of eqs. (B.4) at fourth order in the fields (collected in appendix E.2). It is actually possible to resum the contributions from the deterministic evolution at all orders in the fields, and reproduce exactly the result of [1] in the limit of zero matter and galaxy-matter stochasticities. This is shown in section 4.1.

We conclude by briefly discussing how to add to the tree-level calculation of this appendix the higher-derivative terms in the deterministic bias expansion for the galaxy field and in the deterministic evolution of the matter field. We see that the higher-derivative contributions at second (and higher) order in perturbations are automatically included: indeed, in our derivation we have left the kernels $K_{g,n \geq 2}$ and $K_{n \geq 2}$ completely general. The higher-derivative linear biases contained in $b(k)$ and the scale-dependent corrections to the growth factor given by $K_1(k)$ are also included straightforwardly. The first enters wherever the deterministic bias expansion of $\delta_g$ in terms of the nonlinear matter field $\delta$ appears, while the second whenever $D_1$ appears. In all the relations from eq. (B.6) to eq. (B.14) we can just substitute $b_1$ with $b(k)$ and $D_1$ with $K_1(k) D_1$.

C Adding higher-derivative quadratic stochasticities

Here we sketch how to compute, at tree level, the higher-derivative contributions discussed in section 4.2, coming from a non-vanishing cross stochasticity between galaxies and matter.

Then, let us put $P_{\epsilon m}$ to zero in eqs. (3.19), (3.23). As a consequence, it is straightforward to see that we can forget about the matter-only likelihood, since its expression (and then its impact on the conditional likelihood) will be the same as that of the tree-level calculation of appendix B. What we need, then, is the correction to the (linear in the galaxy and matter fields $\delta_g$ and $\delta$) classical solution $\phi_{g,\text{cl}}$ at leading order in $P_{g \epsilon m}$. It is given by (again
suppressing the arguments to streamline the notation)

\[ \dot{\phi}_{g,cl} = \text{eq. (B.7)} + \left( \frac{P_{g,cl}}{P_g} \left( 2b_1 X_{g,cl} - \frac{i\delta}{D_1 P_m} \right) - \frac{b_1 P_{g,cl}}{P_g} \left( 2b_1 X_{g,cl} - \frac{i\delta}{D_1 P_m} \right) - \frac{P_{g,cl} X_{g,cl}}{D_1 P_m} \right), \]  

(C.1)

where, as in eq. (B.7), we have

\[ X_{g,cl} = \frac{i(\delta_g - b_1 \delta)}{P_g}. \]  

(C.2)

Also, notice that we have dropped all higher-derivative corrections to the growth factor and the linear bias, i.e. we have taken \( K_{g,1} = b_1 \) and \( K_1 = 1 \) as we did in appendix B.

With the classical field of eq. (C.1) we can compute the corrections coming from \( P_{g,cl} \), using, for example, the formulas of eqs. (B.4b), (B.11). At quadratic order these corrections are given by

\[ -\int_k \frac{b_1 P_{g,cl}(k)|\delta_g(k) - b_1 \delta(k)|^2}{P_g^2(k)} \]  

(C.3)

and

\[ \int_k \frac{P_{g,cl}(k)(\delta_g(k) - b_1 \delta(k))\delta(-k)}{P_g(k)P_L(k)}. \]  

(C.4)

At cubic order, instead, we first have

\[ 2\int_k \frac{b_1 P_{g,cl}(k)(\delta_g(k) - b_1 \delta(k))}{P_g(k)} \frac{\delta^{(2)}_{g,cl}(\delta)}{P_g(k)} \]  

(C.5)

Then we have

\[ -\int_k \frac{P_{g,cl}(k)\delta(k)}{P_g(k)P_L(k)} \int_{p_1,p_2} (2\pi)^3 \delta^{(3)}_D(-k - p_{12}) K_{g,cl}(k, p_{12}, p_{12}) \delta(p_1) \delta(p_2), \]  

(C.6)

which can be rewritten as

\[ -\int_k \frac{P_{g,cl}(k)\delta(k)}{P_g(k)P_L(k)} \delta^{(2)}_{g,cl}(\delta)(-k). \]  

(C.7)

Finally we have

\[ -\int_k \frac{\delta_g(k) - b_1 \delta(k)}{P_g(k)} \int_{p_1,p_2} \left( (2\pi)^3 \delta^{(3)}_D(-k - p_{12}) K_{g,cl}(k, p_{12}, p_{12}) \right. \]

\[ \times \left( \frac{P_{g,cl}(p_2)}{P_g(p_2)} \delta(p_1)(\delta_g(p_2) - b_1 \delta(p_2)) \right) \]  

(C.8)

\[ + (p_1 \rightarrow p_2). \]

As it was for the tree-level calculations of appendix B, these results do not depend on the assumptions of \( K_{g,1} = b_1 \) and \( K_1 = 1 \). This can be easily seen also from the formulas
of appendix E: basically, there $\mathcal{M}^{ij}$ is allowed to be a generic (symmetric) matrix. Then, re-introducing $b(k)$ and the scale dependence of $D_1$ (so that $P_L(k) = D_1^2K_1^2(k)P_m(k)$, as well), and resumming eq. (C.3) with eq. (C.5) in perturbations and derivatives,\textsuperscript{19} we get eqs. (4.12), (4.13), (4.15), (4.16) of section 4.2.

\section{Adding non-Gaussian stochasticities}

In this appendix we collect some of the details for the calculations of section 5. First, we discuss how to include the three-point function $\langle \varepsilon_g \varepsilon_g \varepsilon_g \rangle$ of the galaxy stochasticity. Then, we move to the contributions from the stochasticity $\varepsilon_{g,\delta}$ in the linear LIMD bias coefficient $b_1$.

\subsection{\langle \varepsilon_g \varepsilon_g \varepsilon_g \rangle bispectrum}

As discussed in section 3.2, we have a contribution from the bispectrum of $\varepsilon_g$ to the galaxy-galaxy-galaxy three-point function. Calling $B_{\varepsilon_g \varepsilon_g \varepsilon_g}$ this bispectrum, we can include its contribution to the generating functional $Z[J_g, J]$ as

$$Z[J_g, J] = \text{eq. (3.7)} \times e^{\frac{1}{2} \int p_1 \ldots p_3 (2\pi)^3 \delta_D(p_{123}) B_{\varepsilon_g \varepsilon_g \varepsilon_g}(p_1, p_2, p_3) J_g(p_1) J_g(p_2) J_g(p_3)}.$$ \text{(D.1)}

Moving to the action for the joint likelihood, we see that $S_{g,\text{int}}$ gets a contribution at cubic order of the form

$$S_{g,\text{int}} = \text{eq. (B.3b)}$$

$$- \frac{i}{3!} \int p_1 \ldots p_3 (2\pi)^3 \delta_D(p_{123}) B_{\varepsilon_g \varepsilon_g \varepsilon_g}(-p_1, -p_2, -p_3) X_g(p_1) X_g(p_2) X_g(p_3).$$ \text{(D.2)}

\subsection{Contributions from $\varepsilon_{g,\delta}$}

The contribution to $\langle \delta_g \delta_g \delta \rangle$ in real space is given by eq. (5.2), i.e.\textsuperscript{20}

$$\langle \delta_g(x) \delta_g(y) \delta(z) \rangle = \xi_L(|x - z|) \langle \varepsilon_g(x) \varepsilon_{g,\delta}(y) \rangle + (x \to y).$$ \text{(D.3)}

Taking the Fourier transform, we get

$$\left(\int_x \int_y \int_z e^{-ik_1 \cdot x - ik_2 \cdot y - ik_3 \cdot z} \langle \delta_g(x) \delta_g(y) \delta(z) \rangle\right)' = P_{\varepsilon_g \varepsilon_g \delta, \delta}(k_1) P_L(k_3) + (k_1 \to k_2),$$ \text{(D.4)}

where $P_{\varepsilon_g \varepsilon_g \delta, \delta}(k)$ (which is $\sim k^0$ at leading order in derivatives) is the Fourier transform of the correlation function $\langle \varepsilon_g(x) \varepsilon_{g,\delta}(y) \rangle$ with respect to $x - y$.

\textsuperscript{19}Notice that even if we resum the impact of the cross stochasticity $P_{g\varepsilon,\varepsilon}(k)$ as $(P_{g\varepsilon}(k) - 2b_1 P_{g\varepsilon,\varepsilon}(k))^{-1}$ to all orders in $k^2$, cf. the first term of eq. (4.12), such functional form cannot be trusted for arbitrary high $k$. Momenta cannot be pushed beyond the longest “unresolved” nonlocality scale present in the theory, which in the case of galaxies is usually assumed to be at least of order of the halo Lagrangian radius $R(M_h)$.

\textsuperscript{20}This is the leading contribution from $\varepsilon_{g,\delta}$ on large scales: even if we disregard higher-order terms in the deterministic evolution for the matter field and in the deterministic bias expansion, the galaxy-galaxy-galaxy three-point function contains also three additional terms controlled by the $\langle \varepsilon_g(x) \varepsilon_{g,\delta}(y) \varepsilon_{g,\delta}(z) \rangle$ correlator, proportional to $\delta^{(3)}(x - y) \delta^{(3)}(x - z)$ on large scales. Their (ir)relevance on large scales can be studied with the same methods of section 3.4.
We can now see how to implement this term in the action. In order to do this, we study its impact on the joint generating functional for galaxies and matter, $Z[J_g, J]$. We take the generating functional to be

$$Z[J_g, J] = \int D\delta_{in} \text{integrand of eq. (3.7)}$$

$$\times e^{1 \frac{1}{2} \int_{p_1} \cdots p_3 (2\pi)^3 \delta_D^3(p_{123}) D_1 s_{J_g J_g} \delta_{in} (\mathbf{p}_1 - \mathbf{p}_2 - \mathbf{p}_3) J_g (\mathbf{p}_1) J_g (\mathbf{p}_2) \delta_{in} (\mathbf{p}_3),}$$

where we assume $s_{J_g J_g} \delta_{in}$ to be symmetric in $\mathbf{p}_1 \leftrightarrow \mathbf{p}_2$ and, from now on, we consider only the leading order in derivatives in the deterministic evolution of the galaxy and matter fields. That is, we take $K_{g,1} = b_1$ and $K_1 = 1$ since, as we pointed out also in appendix C, none of the following results depend on them being $k$-dependent: including their scale dependence is straightforward, following the discussion at the end of section 4.1. Putting to zero the nonlinear terms in eq. (3.7) that come from the deterministic evolution for galaxies and matter, the contribution of this additional term in the generating functional can be computed by rewriting its logarithm as

$$\int_k b_1 D_1 \tilde{s}(\mathbf{k}) \delta_{in} (-\mathbf{k}),$$

where we define $\tilde{s}$ as

$$\tilde{s}(\mathbf{k}) = \frac{1}{2b_1} \int_{\mathbf{p}_1, \mathbf{p}_2} (2\pi)^3 \delta_D^3 (\mathbf{p}_{12} - \mathbf{k}) s_{J_g J_g} \delta_{in} (\mathbf{p}_1 - \mathbf{p}_2 - \mathbf{k}) J_g (\mathbf{p}_1) J_g (\mathbf{p}_2),$$

and (in this appendix only) we use a semicolon to distinguish the momentum that is associated with the initial matter field. If we recall that in the exponent of the integrand of eq. (3.7) the term that couples linearly $J_g$ with $\delta_{in}$ is of the form $\int_k J_g (\mathbf{k}) b_1 D_1 \delta_{in} (-\mathbf{k})$, we can see that this new term basically corresponds to a stochasticity in $b_1$ of the form $b_1 \to b_1 + P^{[0]}_{\varepsilon_g \varepsilon_g \delta} J (x)$ (in real space and at leading order in derivatives), since in a moment we will indeed identify $s_{J_g J_g} \delta_{in}$ with the cross spectrum between $\varepsilon_g$ and $\varepsilon_g \delta$.

Let us then consider the quadratic, noise-free theory (since the terms we are considering here will simply add to the logarithm of $Z[J_g, J]$ there is no loss of generality in doing so). As far as the integral over $\delta_{in}$ is concerned, its effect is just redefining $J_g \to J_g + \tilde{s}$. The logarithm of $Z[J_g, J]$, then, is simply given by

$$\ln \left( \frac{Z[J_g, J]}{Z[0, 0]} \right) = W[J_g, J] = \frac{1}{2} \int_k P_{in} (\mathbf{k}) (D_1 J_g (\mathbf{k}) + b_1 D_1 J_g (\mathbf{k}) + b_1 D_1 \tilde{s}(\mathbf{k})) \times (\mathbf{k} \to -\mathbf{k}).$$

Taking the cubic order of the expansion in the currents $J_g$ and $J$, we simply have

$$W^{(3)}[J_g, J] = \int_k b_1 D_1 P_{in} (\mathbf{k}) (D_1 J_g (\mathbf{k}) + b_1 D_1 J_g (\mathbf{k})) \tilde{s} (-\mathbf{k}).$$

Then, to make contact with eq. (D.4), we study the functional derivatives of this term with respect to $J_g$ and $J$. First, we notice that taking one derivative with respect to $J_g$ and two with respect to $J$ gives zero: this is consistent with the fact that $\varepsilon_g \tilde{s}$ does not contribute to the galaxy-matter-matter three-point function at leading order in the deterministic expansion. Then, we compute separately the derivatives with respect to two powers of $J_g$ and one of $J$, and with respect to three powers of $J_g$. 
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\textbf{J}_g \textbf{J}_g \textbf{J}\ derivative. First, the derivative of \(W^{(3)}[J_g, J]\) with respect to \(J(k)\) is given by

\[
\frac{\partial W^{(3)}[J_g, J]}{\partial J(k)} = b_1 P_L(k) \tilde{s}(k).
\]  

(D.10)

Then, using the symmetry of \(s_{J_g} J_g \delta_{\text{in}}\) for \(p_1 \leftrightarrow p_2\), we find

\[
\frac{\partial \tilde{s}(-k)}{J_g(k')} = \frac{1}{b_1} \int_p (2\pi)^3 \delta^{(3)}(p - k' + k) s_{J_g} J_g \delta_{\text{in}}(k', -p; -k) J_g(p).
\]  

(D.11)

Applying this formula to eq. (D.10) we get

\[
\frac{\partial^2 W^{(3)}[J_g, J]}{\partial J(k) \partial J_g(l)} = b_1 P_L(k) \frac{\partial \tilde{s}(k)}{\partial J_g(l)}
\]

\[
= P_L(k) \int_p (2\pi)^3 \delta^{(3)}(p - l - k) s_{J_g} J_g \delta_{\text{in}}(l, -p; k) J_g(p).
\]

(D.12)

Then, an additional derivative with respect to \(J_g(m)\) gives

\[
\frac{\partial^3 W^{(3)}[J_g, J]}{\partial J(k) \partial J_g(l) \partial J_g(m)} = (2\pi)^3 \delta^{(3)}(k + l + m) P_L(k) s_{J_g} J_g \delta_{\text{in}}(l, m; k).
\]  

(D.13)

Hence, comparing with eq. (D.4) with \(k_3 = k, k_1 = l\) and \(k_2 = m\), we find

\[
\frac{\partial^3 W^{(3)}[J_g, J]}{\partial J_g(l) J_g(m)} = P_{\varepsilon_{g, g, \delta}}(l) + P_{\varepsilon_{g, \delta, \delta}}(m).
\]  

(D.14)

\textbf{J}_g \textbf{J}_g \textbf{J}_g\ derivative. We can also check what is the derivative of eq. (D.9) with respect to three powers of \(J_g\). This gives us the contribution to the galaxy-galaxy-galaxy bispectrum. The derivative of \(W^{(3)}[J_g, J]\) with respect to \(J_g(k)\) is

\[
\frac{\partial W^{(3)}[J_g, J]}{\partial J_g(k)} = b_1^2 P_L(k) \frac{\partial \tilde{s}(k)}{\partial J_g(k)} + \int_{k'} b_1 D_1 P_{\text{in}}(k') (D_1 J(k') + b_1 D_1 J_g(k')) \frac{\partial \tilde{s}(k')}{\partial J_g(k)}.
\]  

(D.15)

Then, using eq. (D.11), we find

\[
\frac{\partial^2 \tilde{s}(-k')}{J_g(k') \partial J_g(l)} = \frac{1}{b_1} (2\pi)^3 \delta^{(3)}(-l - k + k') s_{J_g} J_g \delta_{\text{in}}(k, l; -k')
\]  

(D.16)

This can be used in the equation for the second derivative of \(W^{(3)}[J_g, J]\), i.e.

\[
\frac{\partial^2 W^{(3)}[J_g, J]}{\partial J_g(k) \partial J_g(l)} = b_1^2 P_L(k) \frac{\partial \tilde{s}(k)}{\partial J_g(k)} + b_1^2 P_L(l) \frac{\partial \tilde{s}(l)}{\partial J_g(k)}
\]

\[
+ \int_{k'} b_1 D_1 P_{\text{in}}(k') (D_1 J(k') + b_1 D_1 J_g(k')) \frac{\partial^2 \tilde{s}(k')}{\partial J_g(k) \partial J_g(l)}.
\]  

(D.17)

More precisely, we find

\[
\frac{\partial^3 W^{(3)}[J_g, J]}{\partial J_g(k) \partial J_g(l) \partial J_g(m)} = b_1^2 P_L(k) \frac{\partial^2 \tilde{s}(k)}{\partial J_g(l) \partial J_g(m)} + b_1^2 P_L(l) \frac{\partial^2 \tilde{s}(l)}{\partial J_g(k) \partial J_g(m)}
\]

\[
+ b_1^2 P_L(m) \frac{\partial^2 \tilde{s}(m)}{\partial J_g(k) \partial J_g(l)}.
\]  

(D.18)
which is equal to

\[
\frac{\partial^3 W^{(3)}[J_g, J]}{\partial J_g(k) \partial J_g(l) \partial J_g(m)} = (2\pi)^3 \delta^{(3)}(k + l + m) \left( b_1 P_L(k) s_{J_g J_g}^\delta (l, m; k) + 2 \text{ perms.} \right). \tag{D.19}
\]

It is then straightforward to confirm that such result corresponds to the Fourier transform of eq. (5.3) once we use eq. (D.14). Hence, comparing with eq. (D.5), we find that the additional contribution to the action of eq. (B.3b) is

\[
S_{g, \text{int}} = \text{eq. (B.3b)} + \frac{1}{2} \int_{p_1, \ldots, p_3} (2\pi)^3 \delta^{(3)}(p_{123}) D_1 s_{J_g J_g}^\delta (-p_1, -p_2, -p_3) X_g(p_1) X_g(p_2) \delta_\text{in}(p_3). \tag{D.20}
\]

### D.3 Impact on conditional likelihood

Once we have eqs. (D.2), (D.20) it is straightforward to compute their impact on the conditional likelihood that we studied in section 5.

Indeed, since these two contributions to $S_g$ modify only its interaction part, we can use the solutions of eqs. (B.6), (B.7) (this also implies that the quadratic part of the likelihood is left untouched). Moreover, since the action $S$ for the matter likelihood is left unmodified, it is enough to check what happens to the joint likelihood. Stopping at leading order in derivatives in the deterministic evolution, and dropping the matter stochasticity and the galaxy-matter stochasticity in the solution for the classical field $\phi_g$, we arrive at eq. (5.6) (i.e. the contribution from the noise in $b_1$) and eq. (5.9) (the contribution from the three-point function of $\varepsilon_g$).

### E Saddle-point approximation

In this appendix we expand the tree-level solutions for the likelihoods, i.e. eqs. (B.1), (B.2), at third and fourth order in the fields. We will derive those equations for a generic action $S$, functional of some fields $\phi(k)$. Moreover, we will condense the indices $(a, k)$ into a single index $i$, and use Einstein’s summation convention on $i$ (without distinction between upper and lower indices). Therefore our fields $\phi^a(k)$ become simply $\phi^i$, and the same happens for the matrices from which we construct the quadratic action.

The action $S$ is written as a quadratic part plus an interaction part, i.e.

\[
S[\phi] = \frac{1}{2} \phi^i M^{ij} \phi^j + S_{\text{int}}[\phi], \tag{E.1}
\]

and at tree level the (field-dependent) part of the generating functional for connected diagrams (which we call $W$) is given by

\[
W[J] = -S[\phi_{\text{cl}}[J]] + J^i \phi_{\text{cl}}^i[J], \tag{E.2}
\]

where $\phi_{\text{cl}}$ solves the equation

\[
\frac{\partial S[\phi]}{\partial \phi^i} \Bigg|_{\phi = \phi_{\text{cl}}} = J^i. \tag{E.3}
\]

Our goal here is to solve these two equations at cubic and quartic order in the currents.
Before proceeding, we notice that we solve eq. (E.3) taking the homogeneous solution to be $\phi_{cl}$ equal to zero, given that we want homogeneity and isotropy and there are no tadpoles in the classical action.\(^{21}\)

### E.1 At third order in the fields

Let us first find the solution to eq. (E.3). Rewriting it as

$$M^{ij} \phi^{i}_{cl} + \left. \frac{\partial S_{\text{int}}[\phi]}{\partial \phi^j} \right|_{\phi = \phi^{(1)}_{cl}} = J^i \tag{E.4}$$

we see that we can solve it order-by-order in $J$. Up to second order in the fields (cubic order in the interactions), we find

$$\phi^{i}_{cl} = (\phi^{(1)}_{cl})^i + (\phi^{(2)}_{cl})^i = M^{-1}_{ij} J^j - M_{ij}^{-1} \left. \frac{\partial S^{(3)}_{\text{int}}[\phi]}{\partial \phi^j} \right|_{\phi = \phi^{(1)}_{cl}} \equiv M^{-1}_{ij} J^j - M_{ij}^{-1} V^j. \tag{E.5}$$

We then plug this solution into eq. (E.2). After expanding up to cubic order in the currents and using the symmetry of $M^{-1}$, i.e. $M^{-1}_{ij} = M^{-1}_{ji}$, straightforward manipulations give us

$$W = \frac{1}{2} M_{ij}^{-1} J^i M_{kl}^{-1} J^l + \frac{1}{2} M_{ij}^{-1} V^j M_{kl}^{-1} J^l + \frac{1}{2} M_{ij}^{-1} J^j M_{kl}^{-1} V^l \tag{E.6}$$

$$\quad - S^{(3)}_{\text{int}} [\phi^{(1)}_{cl}] + J^i M_{ij}^{-1} J^j - J^i M_{ij}^{-1} V^j$$

$$\quad = \frac{1}{2} J^i M_{ij}^{-1} J^j + J^i M_{ij}^{-1} V^j - S^{(3)}_{\text{int}} [\phi^{(1)}_{cl}] - J^i M_{ij}^{-1} V^j$$

$$\quad = \frac{1}{2} J^i M_{ij}^{-1} J^j - S^{(3)}_{\text{int}} [\phi^{(1)}_{cl}].$$

We see that the dependence on $V^i$ has dropped. This means that we do not need the solution for the classical fields at second order in the currents to get $W$ at cubic order.

Before proceeding to fourth order in the currents, we also comment on the fact that the matrices $M$ and $M^{-1}$ are diagonal in $k, k'$: both are proportional to $\delta^{(3)}_D (k + k')$. Hence, using the fact that the kernels for the deterministic bias expansion and matter evolution are invariant under reflection of the momenta, we are justified in dropping all the momentum dependencies and work at fixed $k$ when solving for the classical fields at linear order (and for the likelihoods at cubic order) in the currents, as we did throughout appendices B and C.

### E.2 At fourth order in the fields

First, let us find the solution for the classical fields at cubic order in $J$. Expanding eq. (E.4) at cubic order, we find

$$\phi^{i}_{cl} = (\phi^{(1)}_{cl})^i + (\phi^{(2)}_{cl})^i + (\phi^{(3)}_{cl})^i \equiv M^{-1}_{ij} J^j - M_{ij}^{-1} V^j - M_{ij}^{-1} T^j + M_{ij}^{-1} E_{jk} M_{kl}^{-1} V^l. \tag{E.7}$$

\(^{21}\)Of course this relationship must be enforced order-by-order in loops by renormalizing the tadpoles, as we discussed in section 3.3.
Plugging this solution in eq. (E.2), after many cancellations we get

$$W = \frac{1}{2} \mathcal{J}^i \mathcal{M}^{-1}_{ij} \mathcal{J}^j - S_{\text{int}}^{(3)} \left[ \phi^{(1)}_{cl} \right] - S_{\text{int}}^{(4)} \left[ \phi^{(1)}_{cl} \right] + \frac{1}{2} V^i \mathcal{M}^{-1}_{ij} V^j. \quad \text{(E.8)}$$

Again, here we see that we only need the solution for the classical fields at order $n - 2$ if we want the logarithm of the tree-level generating functional at order $n$ in the currents.

Using eq. (E.8) we have checked that the results of appendix B hold beyond cubic order: more precisely we have checked that eq. (4.9) holds also at fourth order in the galaxy and matter fields. The calculation is straightforward but involved, and we do not report it here. The resummation at all orders is discussed in section 4.1.

## F More about loops

While in the case of Gaussian noise, with zero matter and galaxy-matter stochasticities, we have been able to carry out the path integral exactly (see section 4), the remaining calculations of this paper were done at tree level. What happens if we go beyond this approximation? This question can be made more precise: do we expect loops to drastically change the tree-level result?

To understand this, let us think about the chief example of an effective quantum field theory, the Fermi theory of weak interactions. Such a theory is non-renormalizable: once we start computing loops we see that we need an infinite number of counterterms to absorb the divergences. In other words, since all the operators compatible with the symmetries are generated, we have to include all of them in the classical action to begin with, and the role of the counterterms is just that of reabsorbing the UV-sensitivity of the coefficients of these operators.

From this point of view, loops do not seem really important. However, the fundamental point is that the counterterms required to absorb the divergences are local: in principle loops give also finite non-analytic corrections to the correlation functions, that are nothing but the logarithmic runnings of the coefficients of the various operators. These runnings are the definite prediction of loops, and in order to compute them we need to go beyond the leading order in the saddle-point formulas for the computation of the generating functional. We already caught a glimpse of what happens in our case in section 3.3:

- loops over the initial matter field introduce stochasticities but also renormalize the coefficients of the deterministic bias expansion. For example, let us consider following two diagrams

\begin{align*}
  \mathcal{K}_{2, 4}, \quad & \mathcal{K}_{2, 7}, \quad \mathcal{K}_{2, 3}. \quad \text{(F.1)}
\end{align*}

The first will renormalize the second-order deterministic galaxy evolution, i.e. the $X_g \delta_0 \delta_0$ vertex, while the second one will add a stochasticity to the bias coefficients of the second-order bias expansion;
let us now focus on the stochastic terms only (i.e. diagrams with only $X_g$ or $X$ as external legs), for simplicity. What happens is that the UV dependence of any loop over $\delta_{\text{in}}$ in the path integrals for $Z[J]$ and $Z[J_g, J]$ of eqs. (3.4), (3.7) renormalizes the coefficients of these terms. However, following the discussion below eq. (3.6), they must be included anyway also if the initial conditions were deterministic since they represent the effect of integrating out short-scale modes to arrive at a hydrodynamical description of the matter and galaxy fields on large scales.

This seems to suggest that from these loops we do not get any non-analytic running of the coefficients of the stochastic terms (or of any other bias coefficient), so that we can renormalize any divergence at the renormalization scale $k = 0$ and end up with an expansion in powers of $k^2$ controlled by the scales $k_{\text{NL}}$ and $R(M_h)$.

Upon further inspection, however, this argument seems a bit circular. Let us review in more detail the approach of section 3.3. If we focus on the diagram of eq. (3.13), for example, we found that loops of $\delta_{\text{in}}$ give rise to a UV-sensitive contribution $\sim k_0$ to the $J_g J_g$ term in the generating functional $Z[J_g, J]$, which is indeed reabsorbed by the stochasticity in the galaxy power spectrum. However, this result was based on us taking the $k/p \to 0$ limit, in which we can expand the argument of the power spectrum $P_{1\text{lin}}(p - k/2)$ in the loop. This is enough only to confirm that loops of $\delta_{\text{in}}$ do not generate any new counterterm that is not already included in the full bias expansion. Instead, when we consider a full loop instead of integrating shell by shell, $p$ runs down to 0 and this expansion is not justified. Physically we do not expect very important effects from large scales, since for small momenta the power spectrum actually goes to zero instead of growing indefinitely as in eq. (3.24). However, ref. [36] carried out a detailed analysis of loops in the EFT of LSS for the total matter field in the case of power-law power spectra, and showed that for some values of $n_\delta$ the loop integrals give rise to logarithmic runnings $\sim \ln k/k_{\text{NL}}$. It would be interesting to rigorously study what happens in the case of biased tracers and for a generic (i.e. not a power law) linear matter power spectrum.

There is another point concerning loop effects that is interesting to address. In all of our computations so far we have seen that the kernels $K_{n \geq 2}$ for the deterministic evolution of the matter field (these kernels being the usual $F_n$ kernels of SPT at leading order in derivatives) always drop out from the conditional likelihood (there is a dependence of $P[\delta_g | \delta]$ on $K_1$ once we allow for a non-vanishing galaxy-matter stochasticity, as we discussed in section 4.2, but this is degenerate with other higher-derivative contributions anyway). This makes sense, since our field $\delta$ is already the nonlinear matter field.

However, these computations hardly count as a full proof. In order to prove that the $K_n$ kernels drop out at all orders we should first have a way to systematically find all the operators generated by loops, and then study their impact on the likelihood. A quick way to do this would be to use the real-space Polchinski equation, see e.g. [25]. This is basically the generalization of what we did in section 3.3, where we computed loop diagrams integrating one shell of momentum at a time. By progressively lowering the cutoff $b$ we can

\begin{footnote}
To reiterate, this discussion is not about whether we require some counterterm different from the ones considered so far, i.e. stochasticities with analytic power spectra, bispectra and so on. What we want to confirm is that loop corrections do not generate non-analytic runnings of the bias coefficients or of the coefficients of these stochastic terms. To make a parallel with the Fermi theory, this is the difference between a loop divergence of the form $s \ln(s/\Lambda^2)$ ($s$ being the center-of-mass energy squared, $s = E_{\text{CM}}^2$), and the \textit{local} counterterm $s \ln(\Lambda^2/s_0)$ that reabsorbs it, leading to a running coupling $\sim \ln(s/s_0)$. See e.g. section 22.2 of [37].
\end{footnote}
see what terms are generated in the action in order to keep the full path integral (which is independent of \( b \)) invariant, effectively obtaining all the counterterms. Why work in real space? This would have the advantage that we can keep the nonlocal contributions in the bias expansion that come from the displacement terms under better control, using the “convective SPT” approach of \([21]\), reviewed in section B.5 of \([2]\) (see eq. (B.47) there, for example).

This analysis is well beyond the scope of this work. Here we just discuss quickly what can happen if we include the stochasticity in the quadratic LIMD bias coefficient \( b_2 \). Adding the stochasticity \( \varepsilon_{g, \delta}^2 \) leads to a term of the form \( X_g X_g \delta_{\text{in}} \delta_{\text{in}} \) in the action \( S_{\text{g,int}} \) (see table 3). Differently from the stochasticity in \( b_1 \), the vertex for this operator will now contain the kernel \( K_2 \). We can see this because this vertex comes from a shift (schematically)

\[
b_2 \to b_2 + P^{(0)}_{g, \delta^2} J_g(x).
\]  

Then, the interaction vertex that couples \( X_g \) with two powers of \( \delta_{\text{in}} \) in the action \( S_{\text{g,int}} \) of eq. (B.3b) is given by \( K_{g,2} \), which is in turn equal to the sum of \( b(k) K_2 \) and the kernel for the second-order deterministic bias expansion \( K_{g,\text{det},2} \), cf. eqs. (2.4), (2.8). For example, if we consider only LIMD operators and evolve matter via SPT we have

\[
K_{g,2}(k; p_1, p_2) = \frac{b_2}{2} + b_1 F_2(p_1, p_2).
\]  

As a consequence, the diagram

\[
\begin{array}{c}
\begin{array}{ccc}
\mathcal{O}_g^{(4)} & \mathcal{O}_g^{(4)} & \mathcal{O}_g^{(4)} \\
X_g X_g \delta_{\text{in}} \delta_{\text{in}} & X_g X_g \delta_{\text{in}} \delta_{\text{in}} & X_g X_g \delta_{\text{in}} \delta_{\text{in}}
\end{array}
\end{array}
\]

requires a \( \delta_{\text{in}} \delta_{\text{in}} \delta_{\text{in}} \delta_{\text{in}} \) counterterm that apparently is also depending on the \( K_2 \) kernel. However, the important point here is that the SPT kernels are untouched by any loop corrections at zeroth order in derivatives. Therefore, when we compute the impact of this term using the tree-level formulas of appendices B, C and D (more precisely, their extension at fourth order in perturbations), we expect a cancellation between the terms coming from the action at fourth order evaluated on the linear solution for the classical fields \( \phi_{g,\text{cl}} \), and those coming from the solution for the classical fields at second order (i.e. the third and last term in eq. (E.8) of appendix E.2).
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