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Abstract—The optimization of submodular functions constitutes a viable way to perform clustering. Strong approximation guarantees and feasible optimization w.r.t. streaming data make this clustering approach favorable. Technically, submodular functions map subsets of data to real values, which indicate how “representative” a specific subset is. Optimal sets might then be used to partition the data space and to infer clusters. Exemplar-based clustering is one of the possible submodular functions, but suffers from high computational complexity. However, for practical applications, the particular real-time or wall-clock runtime is decisive. In this work, we present a novel way to evaluate this particular function on GPUs, which keeps the necessities of optimizers in mind and reduces wall-clock run-time. To discuss our GPU algorithm, we investigated both the impact of different run-time critical problem properties, like data dimensionality and the number of data points in a subset, and the influence of required floating-point precision. In reproducible experiments, our GPU algorithm was able to achieve competitive speedups of up to 72x depending on whether multi-threaded computation on CPUs was used for comparison and the type of floating-point precision required. Half-precision GPU computation led to large speedups of up to 452x compared to single-precision, single-thread CPU computations.

I. INTRODUCTION

Clustering is the most important learning task in unsupervised learning, which aims at identifying meaningful subgroups in data by exploiting dissimilarity or distance between individual observations. A lot of different algorithms have been proposed, that introduce various notions of what clusters are and how they may be discovered in data. Procedures like k-means clustering minimizes a specific loss function by employing an EM-style algorithm. The optimization of submodular functions constitutes another option for identifying clusters in data. From a practical point of view, these functions aim at measuring the “utility” or the “representativity” of a particular subset of data. Furthermore, they maintain a property of diminishing returns, which during optimization leans towards the identification of rather compact summarizations of the observed data. Found representative data points in summaries may then be exploited to derive clusters, serving as their respective cluster “exemplars”. Clustering using submodular functions might be more favorable than conventional methods, as optimization is possible with strong theoretical guarantees and is also feasible in streaming data settings that require inherently real-time processing.

Submodular functions like the Informative Vector Machine [3], [4] have been proposed, but require the specification of a positive-definite Mercer kernel, which, depending on the concrete data, might be cumbersome. Exemplar-based clustering, as a submodular function, is more flexible as it allows for arbitrary, non-negative dissimilarity functions and enables end-users to include domain knowledge they might have from “traditional” clustering. However, this particular function is expensive to compute as the time complexity is \( \mathcal{O}(n \cdot k) \) for datasets of size \( n \) and subsets (i.e. the set of desired cluster exemplars) of size \( k \). This problem gains additional importance as optimizers for submodular functions usually evaluate \( l \) sets for their function value when choosing the next optimization step, which leads to a total time complexity of \( \mathcal{O}(n \cdot k \cdot l) \).

In this work, we want to present a novel method to accelerate the evaluation of Exemplar-based clustering. To accomplish this acceleration we employ Graphics Processing Units (GPU), which are wide-spread co-processors and well-established to deal with massively parallelizable tasks. We also discuss, how the necessities of submodular function optimizers might be incorporated into the algorithm design and which hardware pitfalls have to be kept in mind to exploit the computational power of GPUs at best.

Our contributions are as follows:

- We present the first algorithm to evaluate Exemplar-based clustering on GPUs and discuss, how this procedure exploits hardware features like shared memory and coalesced access to minimize runtime.
- We show, how the procedure is capable of running under low-memory conditions, which are common among GPUs.
- We conduct a series of experiments to compare different GPU implementations with our GPU algorithm and determine the possible benefits w.r.t. the achievable run-time and speedup.

This paper is organized as the following: In section II we give a short overview of practical applications to submodular functions and of current acceleration strategies for clustering. In section III we formally establish submodular functions and
the important cardinality-constrained optimization problem. Furthermore, we introduce the Greedy optimizer. In section IV we will establish the submodular function of Exemplar-based clustering, briefly explain how it measures representativity, discuss, how an implementation for CPUs might look like and which acceleration possibilities are feasible, before introducing our GPU algorithm. In section V we present our experiments and the achieved results. In section VI we summarize our work and give an outlook on how this work might be refined.

II. RELATED WORK

Submodular functions have proven their relevance to practical problems in several use cases: They have already been employed to select features among frequent subgraphs [5], to empirically validate software [6], to detect events in activity networks [7], and to place sensors effectively [8, 9]. Submodular functions are also well-known tools to summarize data sets or data streams and select representative observations from them. Their use has been proposed to summarize video data [10, 11], image data [12], and text corpora [13, 14, 15]. The optimization of submodular functions is a theoretically well-studied subject [16, 17] with algorithms like ThreeSieves [18], SieveStreaming [4], SieveStreaming++ [19] and Salsa [20] providing strong guarantees towards the achievable function value and the ability to optimize with streaming data. To the best of our knowledge, the acceleration of Exemplar-based clustering as a submodular function has not been discussed so far. The acceleration of clustering, however, has been (among others) discussed for density-based clustering [21], k-means clustering [22], k-medoids, and self-organizing maps [23] but not for Exemplar-based clustering.

III. SUBMODULAR FUNCTIONS

Submodular functions are set functions, which introduce a property of diminishing returns. To provide an adequate description of this characteristic, the discrete derivative is being formalized as follows [24]:

Definition 1 (Discrete derivative): Let \( V \) be a finite set (usually known as the “ground set”), \( f: \mathcal{P}(V) \to \mathbb{R}, S \subseteq V \) and \( e \in V \). Then, \( \Delta f(e | S) = f(S \cup \{e\}) - f(S) \) represents the discrete derivative of \( f \) and the set \( S \) w.r.t. the observation \( e \).

This definition directly leads to the formalization of submodular functions [24]:

Definition 2 (Submodular function): A function \( f: \mathcal{P}(V) \to \mathbb{R} \) is submodular, iff for all \( A \subseteq B \subseteq V \) and \( e \in V \setminus B \) the following condition holds:

\[
\Delta f(e | A) \geq \Delta f(e | B)
\]

This definition does not enforce monotonicity, which, however, is often required for optimization with strong guarantees. Hence, it is established in the following way [24]:

Definition 3 (Monotonic submodular functions): A submodular function \( f \) is monotone, iff for all \( A \subseteq B \subseteq V \) it holds, that \( f(A) \leq f(B) \).

The problem of submodular function maximization is usually regarded in its cardinality constrained formulation, which we are also discussing here:

\[
S_k^* = \max_{S \subseteq V, |S| \leq k} f(S)
\]

Finding the global optimal solution to problem is NP-hard [24] as this would require evaluating an exponential number of sets for their function value.

Algorithm 1 Greedy optimization

Input: Ground set \( V \), \( k \in \mathbb{N} \), Monotone submodular function \( f \)

\( S_0 \leftarrow \emptyset \)

for \( i \in [1, k] \) do

\( S_i = S_{i-1} \cup \{ \arg \max_{e \in V \setminus S_{i-1}} \Delta f(e | S_{i-1}) \} \)

end for

return \( S_k \)

It is well-known that the optimal function value with a polynomial number of function evaluations is \((1 - \epsilon^{-1}) \approx 63, 21\% \) [17]. Interestingly, this approximation is achieved with a simple Greedy algorithm [16], which is depicted in

IV. EXEMPLAR-BASED CLUSTERING

k-medoids is a clustering task, that aims at selecting \( k \) data points from a data set, which are subsequently used to infer clusters. Exemplar-based clustering is strongly related to k-medoids clustering and its accompanying loss function, which is subject to minimization and may be defined as follows [25]:

Definition 4 (k-medoids loss): Let \( \mathcal{X} \) be some data space, \( V \subseteq \mathcal{X} \) a finite set, \( d: \mathcal{X} \times \mathcal{X} \to \mathbb{R}^+ \) some distance function and \( S \subseteq V \). The k-medoids loss is then defined by

\[
L(S) = |V|^{-1} \sum_{\vec{v} \in V} \min_{\vec{s} \in S} d(\vec{v}, \vec{s})
\]

One can formulate that problem as a monotone submodular function [25], to profit from optimization in streaming settings and strong guarantees w.r.t. the achievable function value.

Definition 5 (Exemplar-based clustering): Let \( L: \mathcal{X} \to \mathbb{R}^+ \) be the k-medoids loss function. Furthermore, let \( \vec{e}_0 \in \mathcal{X} \) be some auxiliary vector, e.g. the all-zero vector \( \vec{e}_0 = (0, \ldots, 0)^T \). Then, exemplar-based clustering may be defined as a monotone submodular function, as follows:

\[
f(S) = L(\{\vec{e}_0\}) - L(S \cup \{\vec{e}_0\})
\]

Equation 4 measures the representativity of a selected set \( S \) by computing the mean distance of all vectors to their nearest representative: If these distances are very high on average – which is the case, when data vectors are very dissimilar to their nearest representative – then, the k-medoids loss becomes larger. Exemplar-based clustering now measures the difference between a “dummy”, very unrepresentative set, which is given by the auxiliary vector \( \{\vec{e}_0\} \), and between the actual set of representatives \( S \). The larger this difference becomes, the
more representative \( S \) is. Hence, it is also obvious, that the representativity of \( S \) is maximal, when \( S = V \). Conversely, the representativity is minimal, when \( S = \emptyset \), since \( f(S) = L(\{\bar{e}_0\}) - L(\{\bar{e}_0\}) = 0 \). A beneficial property of Exemplar-based clustering is, that distance functions are not required to compute eq. \( \text{3} \) as long as the given function \( d \) preserves non-negativity \( \text{4} \). Hence, it is also conceivable, to construct dissimilarity functions from Mercer kernels, if it is beneficial to the problem to solve.

### A. Evaluation on CPUs

**Algorithm 2 Exemplar-based clustering (CPU)**

| Input: Datasets \( V \) and \( S \subseteq V \). Dissimilarity function \( d \) |
| \( L(V, S) \) |
| \( \Sigma \leftarrow \text{new array of size} = |V| \) |
| \( \forall i \in V \) |
| \( t \leftarrow \text{FLT}_\text{MAX} \) |
| \( \forall i \in S \) |
| \( t \leftarrow \min(t, d(\bar{s}, \bar{v}_i)) \) |
| \( \Sigma_i \leftarrow t \) |
| \( \sigma \leftarrow \text{reduce} \Sigma \text{ by sum} \) |
| \( \text{return} \ L(V) = L(V, S \cup \{\bar{e}_0\}) \) |

To evaluate equation \( \text{4} \), one can consider a simple procedure as depicted in algorithm \( \text{2} \). This naïve implementation has a runtime complexity of \( \mathcal{O}(|V| \cdot |S|) \). This is especially problematic for large \( V \) and \( S \), hence reducing runtime in practice is desirable. It is natural to consider index-structures to accelerate heavily distance-dependent algorithms. In fact, algorithm \( \text{2} \) is a brute-force method, which may be characterized by a central nearest neighbor-query (NN queries). Index structures, like \( k \)-d-trees, require that they are built upon some subset of the data space, which then can be queried for nearest neighbors \( \text{26} \). For equation \( \text{3} \) this would require establishing an index on the set \( S \), which during optimization changes for every function evaluation. Hence, we do not consider the use of index structures.

It is possible to accelerate algorithm \( \text{2} \) by parallelizing the outer loop, which computes partial sums for every \( \bar{v}_i \in V \) and therefore leads to \( \mathcal{O}(|V|) \) computational tasks (single set parallelized problem). However it has to be noted, that a large group of optimizers, like the Greedy algorithm, Sieve Streaming \( \text{4} \) or Salsa \( \text{20} \), do not consider a single set \( S \) for evaluation but multiple sets \( S_{\text{multi}} = \{S_1, \ldots, S_l\} \) in every optimization step (multiset parallelized problem). For example, consider the Greedy algorithm: In every optimization step the procedure decides, which not yet selected item from the ground set leads to the greatest marginal gain in terms of function value. Given the currently optimal set \( S_i \) and a set of candidate items \( C = \{\bar{c}_1, \ldots, \bar{c}_m\} \), which might be selected in the current optimization step, this leads to \( S_{\text{multi}} = \{S_1 \cup \{\bar{c}_1\}, \ldots, S_l \cup \{\bar{c}_m\}\} \), which needs to be evaluated for their respective function values. While \( \mathcal{O}(|V|) \) computational tasks already do not seem to be feasible for contemporary multi-core systems, the multiset parallelized problem imposes \( \mathcal{O}(|V| \cdot |S_{\text{multi}}|) \) tasks, which even more stresses the need for hardware that is better suited to solve that massive number of independent computational problems. This is especially true, since \( |C| \approx |V| \) during Greedy optimization.

### B. Evaluation on GPUs

GPUs are a very popular choice to accelerate massively parallel tasks due to its many-core architecture, its strong focus on SIMD-like jobs, and its general availability to the wide public. Hence, we choose the GPU to accelerate the multiset parallelized problem of Exemplar-based clustering and discuss an appropriate implementation. Although different models for general purpose GPU (GPGPU)-programming exist, we will focus on the CUDA framework throughout this work.

While it is possible to organize threads on CPUs in virtually arbitrary ways (e.g. by employing job pools, producer-consumer systems etc.), for GPUs we have to map the specific job into a grid-block structure. Every grid may have up to three dimensions, which in turn contains blocks. Likewise, every block may also have up to three dimensions and consists of no more than 1024 threads. It is important to note, that threads are issued in warps, which represent a group of usually 32 threads that are launched together at the same address and process the same instruction. Every thread from a single block has access to comparably small shared memory, which in contrast to global memory represents on-chip memory. Hence, accesses to shared memory are relatively fast.

We establish a formal framework to discuss the mapping into the grid-block structure, as follows: Let \( C = (D_g, D_b) \) be a specific kernel configuration to solve a particular problem, with \( D_g = (g_x, g_y, g_z) \) and \( D_b = (b_x, b_y, b_z) \) the dimensioning of the grid and the block respectively. Every thread knows, which position \( P_t = (t_x, t_y, t_z) \) it acquires in a specific block \( P_b = (b_x, b_y, b_z) \). This information is essential, since every individual thread derives from it which task it has to conduct.

1) Algorithm: For our GPU implementation we consider equation \( \text{4} \) again: It can be seen, that the expression \( L(\{\bar{e}_0\}) \) is independent of the given set \( S \) to evaluate. Since that sub-expression is \( \mathcal{O}(|V|) \) in terms of time complexity, we do not consider any acceleration and compute that term on the GPU as possible, we consider a decomposition of the aforementioned sub-expression, as follows:

\[
 L_{\bar{e}_i}(S) = |V|^{-1} \min_{\bar{s} \in S} d(\bar{v}_i, \bar{s}) \tag{5}
\]

\[
 L(S) = L_{\bar{e}_1}(S) + \cdots + L_{\bar{e}_n}(S) \tag{6}
\]
Using that decomposition and the set of sets to evaluate $S_{\text{multi}}$ we can construct a work matrix $W$, which constitutes the foundation to design the grid-block structure from:

$$W = \begin{pmatrix}
L_{v_1}(S_1) & L_{v_2}(S_1) & \cdots & L_{v_n}(S_1) \\
L_{v_1}(S_2) & L_{v_2}(S_2) & \cdots & L_{v_n}(S_2) \\
\vdots & \vdots & \ddots & \vdots \\
L_{v_1}(S_l) & L_{v_2}(S_l) & \cdots & L_{v_n}(S_l)
\end{pmatrix} \quad (7)
$$

In this work matrix, the $i$-th row corresponds to the $i$-th set from $S_{\text{multi}}$, whereas the $j$-th column belongs to the $j$-th element from the ground set $V$. It can be seen, that a reduction of equation [7] by sum in column direction leads back to equation [6], which is the result we are ultimately looking for. We design our procedure so that every GPU thread is assigned to a single cell from $W$.

As algorithm [2] already suggests, many memory accesses are made w.r.t. the elements from $V$. Therefore, this should be performed as fast as possible. Hence, we load vectors $\vec{v}_i \in V$ from global memory into shared memory, that serves as a low latency, user-managed cache. Because shared memory is block exclusive, we strive to put as many threads $L_{\vec{v}_i}$ into one block as possible. From the perspective of equation [7] that means that we want to maximize the block dimensions in row direction (first matrix dimension, “$x$ direction”). To accomplish this, we have to provide an appropriate block dimensioning $D_b$, which considers both the restrictions of the programming model (max. 1024 threads per block) and the number of bytes $\beta$ we may allocate per block from shared memory. Let $\gamma$ be the number of bytes every $\vec{v}_i \in V$ requires to be stored, then we can determine $D_b = (b_x, b_y, b_z = 1)$ to be as follows:

$$b_x = \min \left\{ \left\lceil \frac{1024}{b_y} \right\rceil, \left\lceil \frac{\beta}{\gamma} \right\rceil \right\} \quad b_y = \min \{1024, |S_{\text{multi}}|\}$$

It can be seen that $b_y$ represents the maximization we have discussed before: For a single vector from $V$, we create as many threads in the $y$ direction as we have sets in $S_{\text{multi}}$ but not more than 1024 threads. Conversely, $b_x$ is constructed by instantiating as many threads as we have still left after considering $b_y$. Additionally, if the block is growing in “$x$ direction” (second matrix dimension, cf. equation [7]), we are taking new ground vectors into account. Hence, we also have to take care, that we do not exceed the per-block shared memory size limitation $\beta$.

To provide a complete kernel configuration $C = (D_g, D_b)$, we now have to specify a grid dimensioning $D_g$. From a given block dimensioning $D_b$ we construct $D_g = (g_x, g_y, g_z = 1)$ such that every cell from $W$ is being computed:

$$g_x = \left\lceil \frac{|V|}{b_x} \right\rceil \quad g_y = \left\lceil \frac{|S_{\text{multi}}|}{b_y} \right\rceil$$

The routine will computationally ensure, that no threads will be executed which do not match to any cell of the work matrix $W$.

As we have established the kernel configuration, we will now focus on the concrete kernel, i.e. the computational routine to calculate every cell from $W$. The kernel is depicted in algorithm [3]. First, every thread determines to which cell of $W$ it belongs to by calculating the $i$ and $j$ index, i.e. the column and the row of $W$ respectively. Then, every first thread in $y$ direction loads the accompanying vector from global into shared memory. During that operation, every other thread in the same block waits by employing a barrier synchronization. The following lines compute equation [5] whereby the final result is ultimately written back to the work matrix, which resides in global memory. The resulting work matrix is then reduced in a row-wise fashion on the GPU by calculating $W \cdot \overline{1}$, which delivers the final result for every $S \in S_{\text{multi}}$.

2) Memory Layout: So far we are assuming that our computational payload (i.e. $V$ and $S_{\text{multi}}$) somehow has been copied and stored in global memory. To ensure efficiency, we have to copy the payload in as few transactions as possible. Furthermore, we have to present the data in an advantageous way to the GPU. Let us now discuss this in more detail.

CPU and GPU memory do not differ much when it comes to accessing techniques. Every application has access to some allocated address space, in which a one-dimensional address indicates, where some information should be read from or written to. Hence, a vector can easily be stored by successively writing its contents to memory. However, matrices represent complex data structures since they require two-dimensional addressing across rows and columns. Therefore, we need to map matrices to “ordinary” vectors. Let us call this process vectorization. The usual approaches to vectorization are row- or column-wise storage, where a specific matrix is either successively stored by its rows or its columns, respectively. For our algorithm, we store the $V$ matrix in a column-wise fashion and copy it in a single memory transaction to the GPU. Since the ground matrix never changes between different function evaluations it is copied to the GPU’s global memory on algorithm initialization. We do not consider further optimization, because no further memory accesses on the GPU, beyond loading vectors from global to shared memory, are conducted, as discussed above.

This is different when it comes to the set of evaluation matrices $S_{\text{multi}} = \{S_1, \ldots, S_l\}$ since they are too large to be

```
Algorithm 3 Exemplar-based clustering (GPU)

Require: dissimilarity function $d$
1. $i \leftarrow b_x \cdot b_y^* + t_x^*$
2. $j \leftarrow b_y \cdot b_y^* + t_y^*$
3. if $t_y^* = 0$ then
   4. load $\vec{v}_i \in V$ from global memory into shared memory
5. end if
6. synchronize threads in block
7. $d_{\text{min}} \leftarrow \text{MAX}
8. for all $\vec{s}_i \in S_j$ do
9. $d_{\text{min}} \leftarrow \min(d_{\text{min}}, d(\vec{s}_i, \vec{v}_i))$
10. end for
11. $W_{j,i} = \frac{d_{\text{min}}}{|V|}$
```

Hence, we propose the following vectorization routine, which not only is aware of locality effects but also seeks to exhaust the bandwidth of the interconnect between CPU and GPU.

To discuss our vectorization routine, we again take a look at algorithm \(3\). Especially the calculation of the dissimilarity value between two vectors \(\vec{s}_i\) and \(\vec{s}_j\) is of interest since this is the portion of the code, where data accesses happen. Most dissimilarity functions require to loop over the elements of the vectors to compare. Since \(\vec{s}_i\) is already loaded into shared memory, we focus on the various memory accesses to \(\vec{s}_j\) from different GPU kernel threads. As we are seeking to optimize accesses of threads of a particular warp to \(\vec{s}_j\) from memory, we now the instruction of interest, whereas \(k\) indexes a particular dimension. From work matrix \(W\) we can assume, that \(i\) and \(k\) are equal within threads of the same warp (cf. equation \(7\)). To exploit coalesced memory access, we have to optimize loading vectors from \(S_j\), whereas \(j\) varies for different threads of the same warp and the same block. Hence, the data of the different sets \(S_j\) for which \(k\) and \(i\) are equal must be stored sequentially in memory. From a technical point of view, this can be achieved by choosing an evaluation set \(S_j\) in round robin fashion and selecting the next, not yet processed vector from that set. The selected vector is then written to an evaluation set matrix \(S\), which contains the data of all evaluation sets. If all vectors from a chosen set have been written to the matrix, the entry in \(S\) simply remains empty. Therefore, it has to be noted, that the procedure is not absolutely space-efficient, as blank fields yield unused but allocated memory. Nevertheless, this is convenient for the algorithm, as no variable evaluation set sizes need to be considered, which simplifies addressing the needed data in GPU memory. However, this also means that this effect does not have to be considered if sets do not differ in size. This is the case for the Greedy algorithm (cf. section IV-A) but not for Sieve-based procedures, like ThreeSieves \(\cite{18}\).

3) Chunking: While for CPU computations we can usually assume that enough memory is available to solve a specific problem, this assumption may not hold for GPUs due to lack of memory expandability. Hence, in those cases it might be needed to break the presented problem instance into smaller sub-problems or chunks. To accomplish chunking, we assess how much memory \(\varphi\) is left on the GPU device first. Then, we calculate how much memory \(\mu_s\) is needed to solve a problem consisting of a single evaluation set first. This includes the needed space to store \(S, W\) and its metadata but not \(V\) since it has been pre-loaded on algorithm initialization and is already considered in \(\varphi\). Using \(\mu_s\) we are able to determine, how many evaluation sets would fit into a single chunk given the currently free GPU memory \(\varphi\), by calculating \(n_{\text{chunk-size}} = \lfloor \varphi \mu_s^{-1} \rfloor \). The number of total chunks is then given by \(n_{\text{chunks}} = \lceil \frac{n}{n_{\text{chunk-size}}} \rceil \) with \(l\) the number of evaluation sets. The algorithm then splits the set of evaluation sets into \(n_{\text{chunks}}\) of \(n_{\text{chunk-size}}\) each, processes them independently and merges the results after processing all chunks. Chunking fails, when \(n_{\text{chunk-size}}\) equals zero, which means, that there is no memory left to even
process a single evaluation set. This might be the case, when \( V \) is already very large, which suggests either the use of lower floating-point precision (reducing the required memory to solve problem instances) or better suited hardware with larger memory.

V. Experiments

In this section, we experimentally evaluate our GPU algorithm and compare it to a CPU implementation, whereby two different variants will be considered: A single-threaded version of algorithm 2 which does not consider any parallelization at all, and a multi-threaded version, which runs the mentioned algorithm on different sets in parallel. Both CPU procedures make use of a SIMD strategy, to accomplish the sum reduction described in algorithm 2, whereby OpenMP is utilized to achieve that. The evaluation focuses on two research questions:

1) What is the impact of the number of vectors \( N \) in the ground set \( V \), the number of subsets \( l \), and the number of vectors \( k \) in every set \( S \in S_{\text{multi}} \) on the real execution time? From the worst case complexity, we know that these properties bound the run-time. Now, let us see for varying numbers, what the actual impact is.

2) What is the impact of using half-precision (FP16) or single-precision (FP32) on wall-clock runtime?

To discuss these questions adequately, we measure the wall-clock time it took to solve a particular problem, which consists of evaluating some ground set \( V \) and a set of subsets \( S_{\text{multi}} \). Every problem is randomly generated, whereby the data generation is not part of the measured run-time. All CPU experiments have been conducted on an Intel Xeon W-2155, whereby we considered both 10 physical cores and 10 additional logical cores (from simultaneous multi-threading). For conducting the GPU experiments we chose to compare the performance of the algorithms by employing a workstation-grade NVIDIA Quadro RTX 5000. Furthermore, the squared Euclidean distance \( d = \parallel \vec{x} - \vec{y} \parallel^2 \) will be used as a dissimilarity measure between different observations for all our experiments. The reference implementation of the GPU and CPU routines in C++ and Python, which we used to obtain the reported results, is publicly available.[4]

A. Variation of run-time-critical properties

The runtime of the different algorithms is influenced by three factors: The number of observations in the ground set \( (N) \), the number of subsets to evaluate \( (l) \) and the number of observations in each of the \( l \) subsets \( (k) \). For this discussion, we initially choose these parameters to be \( N = 50000, l = 5000, k = 10 \). Now, we consider three series of experiments, in which each of these parameters is varied while every other parameter is left at their initial value. We vary each parameter by choosing 15 uniformly spaced values from a pre-defined interval. Let this interval for \( N \) be \([1000, 400000]\), for \( l \) be \([1000, 400000]\) and for \( k \) be \([10, 500] \). These intervals are chosen, such that no chunking is possible.

| \( \mathbf{N} \) | \( \mathbf{l} \) | \( \mathbf{k} \) | \( \mathbf{ST} \) | \( \mathbf{MT} \) |
|---|---|---|---|---|
| FP16 | 8.47 | 435.96 | 391.31 | 0.82 | 27.71 |
| FP32 | 33.98 | 71.35 | 67.44 | 3.29 | 4.83 |
| | 273.94 | 452.47 | 414.55 | 20.34 | 29.23 |
| FP16 | 68.33 | 71.86 | 70.60 | 4.84 | 4.98 |
| | 39.04 | 242.11 | 225.89 | 4.21 | 15.81 |
| FP32 | 46.88 | 71.01 | 52.51 | 3.32 | 3.70 |

TABLE I: Achieved minimal, mean and maximal speedup of our GPU algorithm in 15 runs compared to a single-threaded (ST) and multi-threaded (MT) CPU implementation. FP16-GPU speedups were computed from comparison with FP32-CPU wall-clock run-times. As described in section V-A, we report the speedup for different experimental routines, where either \( N, l \) or \( k \) has been varied.

The dimensionality of every created observation is fixed to 100. Furthermore, we only consider FP32 computation for this series of experiments since contemporary GPUs suffer in terms of runtime from requiring double precision floating point arithmetics. The results are depicted in figure 3 and 4 and table I.

From the depicted graphs and table I we can derive, that our GPU algorithm is the fastest method to compute Exemplar-based clustering when single-precision arithmetic is used. The achievable speedup compared to the single-thread implementation ranges between 34x in the worst-case scenario and 72x in the best-case scenario. Comparing the GPU algorithm to the multi-threaded CPU implementation shows speedups ranging from 3.29x to 5.07x.

The observed speedups are rather constant for variations of \( N \) and \( l \), while they are decreasing for growing \( k \) (cf. figure 4). An explanation for this behavior could be, that the run-time suffers from loops becoming increasingly larger as more vectors in every evaluation set have to be considered (cf. algorithm 3). It is well-known, that GPUs in particular suffer from iterative elements in computational kernels. However, since in submodular optimization we usually seek compact summarizations and only a few cluster exemplars in data, this behavior should not be a problem in practice given that \( k \) is comparably small. Beyond that, we could observe outlying speedup behavior for \( N = 1000 \), which delivered inferior run-times when compared to larger \( N \). This might indicate, that the problem size is too small to exhaust the full performance of the tested GPUs. Furthermore, we can observe, that increasing the problem size w.r.t. \( k \), \( N \) or \( l \) leads to quasi-linear increase in run-time, which is what we expect given the theoretical computational complexity of the underlying problem (cf. section IV).
Fig. 3: Runtimes of our GPU algorithm and of corresponding single- and multi-threaded CPU algorithms w.r.t. the variation of $k$, $N$ and $l$. The lower, the better.

Fig. 4: Speedup of our GPU algorithm compared to single- and multi-thread CPU implementations ("ST" and "MT"), considering single precision (FP32) floating-point arithmetic. The higher, the better.

B. Half-precision run-time benefits

Second, we want to inspect the impact on run-time, if half-precision arithmetic (FP16) is chosen instead of single-precision arithmetic. Unfortunately, contemporary CPUs do not provide native support for FP16 computations, hence we compare GPU-FP16 results to the CPU-FP32 run-times and take a look at the achievable speedups. For this series of experiments, we consider the same variations of $N$, $l$ and $k$ as in section V-A.

From table II it can be seen, that FP16 computation yielded speedups of up to 452x, when a single-thread CPU-FP32 algorithm is used for comparison. Compared to the CPU multi-thread implementation, we were able to achieve speedups of up to 32x. In single-thread scenarios, mean speedups for variations of $N$ and $l$ range from 391x to 415x, for variations of $k$ the observable mean speedup equals 224x. Given that the multi-thread CPU algorithm is used, mean speedups for variations of $N$ and $l$ were ranging from 67x to 71x, while the average speedup for variations of $k$ equaled approx. 16x. As already discussed in section V-A, the (comparably) lower mean speedup for variations of $k$ result from the increasing iterative parts of the kernel that are not parallelized and thus slow down computation on GPUs, considerably.

VI. CONCLUSION

In this paper, we presented a novel GPU algorithm to evaluate the submodular function of Exemplar-based clustering, which keeps the necessities of submodular optimizers in mind. Exemplar-based clustering offers a fast inspection of data sets through representative subsets. However, its complexity of $O(nk)$ could become prohibitive regarding the wall-clock run-time. We briefly discussed the current state of practical applications of submodular functions and GPU accelerations of clustering. We formally established submodular functions and introduced the Greedy optimizer with its approximation guarantees. We then established Exemplar clustering and the accompanying submodular function by discussing $k$-medoids loss. We explained, how this function measures representativity, which is the key to understand which notion of "cluster" is employed here.

We claim that real-time applications demand results on time behavior that is measured in physical entities like seconds. The worst-case complexity determines the influential parameters. Systematic experiments result in wall-clock time for execution and allow to investigate the speedup of one implementation over another in varied settings of the parameters.

We introduced our novel GPU algorithm, for which we engineered a work matrix first and discussed, how hardware features like shared memory might be used here. We especially took care of choosing an appropriate memory layout and established a way to deal with scarce GPU memory by chunking a given problem into smaller sub-problems. Experiments have shown, that our algorithm succeeds in remarkable speedups of up to 72x using a workstation-grade Quadro RTX 5000.
GPU, while assuming FP32 computations and comparing to an adequate single-thread CPU implementation. Given, that a multi-threaded CPU algorithm with 20 worker threads represents the baseline, speedups ranging from 3.29x to 5.07x were possible. Moreover, we also reviewed the usage of half-precision FP arithmetic and revealed great speedups ranging from 16x to 415x compared to the FP32 CPU implementation, depending on whether single- or multi-thread computation was considered and which run-time-critical property was subject to variation. Overall, the memory-aware GPU implementations results in considerable speedups.

These were especially noticeable when only a single worker thread was able to run on the CPU or when half-precision computations has been considered.

For future work it might be interesting to see, which impact different floating point precision requirements have towards the found clustering in order to determine, whether FP16 problem solving is viable in real-world scenarios.
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