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Abstract: The present study aims to quantify the potential of hyperspectral thermal infrared sounders such as the Infrared Atmospheric Sounding Interferometer (IASI) and the future IASI next generation (IASI-NG) for retrieving the ice cloud layer altitude and thickness together with the ice water path. We employed the radiative transfer model Radiative Transfer for TOVS (RTTOV) to simulate cloudy radiances using parameterized ice cloud optical properties. The radiances have been computed from an ice cloud profile database coming from global operational short-range forecasts at the European Center for Medium-range Weather Forecasts (ECMWF) which encloses the normal conditions, typical variability, and extremes of the atmospheric properties over one year (Eresmaa and McNally (2014)). We performed an information content analysis based on Shannon’s formalism to determine the amount and spectral distribution of the information about ice cloud properties. Based on this analysis, a retrieval algorithm has been developed and tested on the profile database. We considered the signal-to-noise ratio of each specific instrument and the non-retrieved atmospheric and surface parameter errors. This study brings evidence that the observing system provides information on the ice water path (IWP) as well as on the layer altitude and thickness with a convergence rate up to 95% and expected errors that decrease with cloud opacity until the signal saturation is reached (satisfying retrievals are achieved for clouds whose IWP is between about 1 and 300 g/m²).
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1. Introduction

Clouds are of major interest for the Earth’s radiation budget studies as further emphasized by the latest Intergovernmental Panel on Climate Change (IPCC) report [1]. In the shortwave part of the spectrum, clouds cool the Earth by reflecting the incoming solar radiation. In the longwave part of the spectrum, they act as a greenhouse component by absorbing the emission from the lower atmosphere and surface and re-emitting at their own temperature. The balance between those two antagonist effects depends on the nature and properties of clouds (e.g., layer altitude and thickness, layer temperature, condensed water concentration, particle size, shape, and roughness) and determines the net radiative impact of clouds in the global climate system. This is especially true for ice clouds, which can either be associated to a warming or cooling effect depending on their macro- and micro-physical properties [2].

Significant efforts have been made to retrieve information about cloud properties from a large number of instruments on different platforms such as on board satellites or ground...
based. Among these instruments, those that fall into the category of active instruments bring enough information to fully characterize the vertical structure of ice clouds [3–5]. Combining information from the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) and CloudSat, part of the A-Train, has for instance greatly helped to better understand the vertical distribution of ice cloud properties [3,6]. Furthermore, Hong and Liu (2015) [7] showed, using the instruments available on those platforms, that the global frequency of the ice clouds over a four-year sample is more than 50%, with a large majority being optically thin (76% of the sampled ice clouds have an optical depth in the visible lower than 2 or, equivalently, an integrated ice water path lower than 100 g/m²). This high occurrence results in the fact that the net warming of those thin ice clouds is much stronger than the net cooling of optically thick ice clouds [8].

The Moderate Resolution Imaging Spectroradiometer, MODIS/Aqua-Terra, instruments have also been widely used to infer cloud properties from space [9–11]. Used in synergy with the Infrared Imaging Radiometer, IIR/CALIPSO, this instrument has also shown the ability of broad visible and infrared channels to provide satisfactory retrieval of integrated ice water content, ice crystal effective radius, and layer optical depth in single and multilayer cases [12,13]. The advantage of using the combination of shortwave and thermal infrared channels is that one can obtain information on moderately thin as well as thicker ice cloud layers.

Originally developed for weather forecast applications, a large number of satellites carrying high spectral resolution instruments have been launched, making measurements with important spatial and temporal coverage. They have significantly improved the weather forecasts by providing accurate knowledge of the atmospheric humidity and temperature profiles [14–16]. The Infrared Atmospheric Sounding Interferometer (IASI) supported by the French Centre National d’Études Spatiales (CNES) and the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) is particularly important for the European Numerical Weather Prediction (NWP) community as it brings a major part of the information content for assimilation [17]. The high occurrence of clouds in the instrument fields of view initiated the development of techniques to use infrared sounder observations in cloudy conditions [16,18–21]. The extraction of atmospheric profiles from cloud contaminated radiances suitable for NWP models, by simultaneously inverting cloud properties, has been demonstrated [22–27] with a great potential to improve short-range forecasts [26]. Additionally, the hyperspectral instruments could be very useful to retrieve cloud properties as they could bring, by selecting the appropriate channels, information about the vertical distribution of the condensed water. The early 2000s have seen the emergence of the first methodologies to extract information about ice cloud properties from passive hyperspectral infrared measurements [28–30] and led to the use of simple cloud scheme retrievals to give operational cloud top phase and pressure as part of the IASI level 2 (L2) product [31]. Since those fundamental works, several studies have paved the way for ice cloud retrievals with increasing calculation speed, retrieval method efficiency, and cloud representation details [32–35]. More recently, Wu et al. (2017) [36] used an algorithm based on an optimal estimation inversion scheme and on a principal component-based radiative transfer model that provides a fast calculation of transformed radiances to infer cloud properties together with the atmospheric profiles from the IASI measurements. They have demonstrated the significant improvement of cloud retrieval accuracy achieved during the past 20 years by comparing it with products from active instruments such as the Cloud-Aerosol Lidar with Orthogonal Polarization, CALIOP/CALIPSO, and the Cloud Profiling Radar, CPR/CloudSat, collocated retrievals. However, measurements made in cloudy sky conditions are still poorly used even if they represent the major part of the measurement, being made [25] and, to this day, no robust operational algorithm provides cloud properties with satisfactory estimated uncertainties that are able to constrain the assimilation models.

In this study, we assess the information content in the hyperspectral infrared measurements of IASI and its next generation IASI-NG about ice cloud physical properties [17,37]. The aim is to understand and quantify the capabilities and limitations of these instruments together with a variational method to retrieve ice cloud properties by appropriately esti-
mating the background error. We investigate the retrieval accuracy as a function of cloud properties in realistic single and multilayer cases.

The paper is organized as follows. The framework on which the study is based is presented in Section 2. The information content of the IASI and IASI-NG measurements about ice cloud properties is assessed and compared in Section 3. A channel selection scheme for both instruments is also shown in this section. Section 4 is dedicated to testing the performances of the retrieval algorithm over a synthetic measurement database. We finally present the summary in Section 5.

2. Framework

In this section, we first present the instrument being used to retrieve information about ice clouds together with the forward and microphysical models employed to simulate the signal from these clouds. We also introduce the retrieval method as well as the data we used to investigate the reliability of the retrieval.

2.1. IASI and IASI-NG Instruments

The Infrared Atmospheric Sounding Interferometer (IASI) is a Fourier transform spectrometer associated with an Integrated Imaging System (IIS). The instrument provides infrared spectra with a high spectral resolution (8461 spectral samples with an interval of 0.25 cm\(^{-1}\) and spectral resolution of 0.5 cm\(^{-1}\) after apodisation) between 645 cm\(^{-1}\) (15.5 µm) and 2760 cm\(^{-1}\) (3.62 µm). The primary goal of the IASI mission is to provide atmospheric emission spectra used to derive temperature and humidity profiles with high vertical resolution and accuracy (1 K for tropospheric temperature and 10% for humidity for a vertical resolution of 1 km [38]). IASI is one of the major instruments used for Numerical Weather Prediction [15,39] but it is also used to derive clouds, aerosols, as well as chemical properties of the atmospheric column [40]. IASI will soon be followed by a next generation instrument called IASI-NG, with a better spectral resolution (16,921 spectral samples with an interval of 0.125 cm\(^{-1}\) and spectral resolution of 0.25 cm\(^{-1}\) after apodisation) and signal to noise ratio twice that of IASI. Previous studies have shown that the infrared measurements are highly sensitive to the presence of ice clouds when the temperature difference between the cloud and underlying surface is large enough [34,41–43]. This high sensitivity combined with the high spectral resolution of IASI and IASI-NG leads to a high number of weighting functions and should allow one to obtain, by using the appropriate channels, information about the altitude as well as the geometrical thickness of the cloudy layer.

2.2. Microphysical Model

The main difficulty when working with ice clouds comes from their microphysics. Indeed, it is now well established that ice clouds are composed of very diverse particle shapes with a size that can vary by several orders of magnitude [44,45]. As the aim of this study is to show the potential of high spectral resolution measurements in the infrared to determine the cloud physical properties, the microphysical model used must be able to represent the optical properties of a volume of particles representative of the aforementioned diversity.

Important work has been achieved in the last decade to improve the ability of ice microphysical models to closely represent the observed particle diversity [46–50]. In this study, we make use of an original representation of bulk ice optical properties from the knowledge of ice water content (IWC, which is the amount of ice per volume unit in g/m\(^3\)) and temperature [50,51]. The optical properties have been linked to the cloud temperature and ice water content by evaluating 20,662 in situ samples of these two variables. For each sample, a size distribution was first computed following the method of Field et al. (2007) [49], which makes use of the measured IWC and temperature to obtain a universal size distribution. The tropical normalization of the Field et al. (2007) [49] parameterization is chosen because it has been shown to better represent the shape of the
particle size distribution [52,53]. The bulk ice optical properties have then been computed
given the size distribution and by using the ensemble model of Baran and C.-Labonnote
(2007) [54], which considers six different ice crystal shapes representative of the observed
cloud ice particle shape complexity. The particle shape has been attributed depending
on the particle size (simple shape for small particles to complex shape for large particles).
The approach of Baran and C.-Labonnote (2007) [54] differs from other approaches as the
six distributed ice crystal shapes across the particle size distribution attempts to, empiri-
cally and arbitrarily in construction of the idealized shapes, replicate the ice aggregation
process. A parameterization of these optical properties has been developed afterwards as a
function of IWC and temperature [51], allowing the ice bulk microphysical properties to
be represented by these two variables only, with no requirement to choose a particle shape
and size distribution/effective dimension.

2.3. Forward Model

In order to simulate the measured signal in a reasonable amount of time, we used
the Radiative Transfer for the Tiros-N Operational Vertical Sounder (TOVS) (RTTOV)
model [55,56]. This model is a fast radiative transfer model originally developed to simu-
late the Tiros-N Operational Vertical Sounder (TOVS) measurements in clear-sky conditions,
for the assimilation of large spectral band radiances into Numerical Weather Prediction
model analyses. RTTOV is also widely used in satellite retrieval, simulation of imagery,
and data assimilation. The core of RTTOV is a fast parameterization of layer optical
depths due to gas absorption. It has been extended to simulate a variety of different
instruments from passive visible, infrared, and microwave downward-viewing satellite
radiometers. Since 2005, to account for scattering effects in the infrared, a method based on
Chou et al. (1999) [57] was introduced in RTTOV. The performance of the updated model
has been assessed via comparison with a more accurate radiative transfer code, which
treats the scattering contribution exactly and shows that RTTOV can now reproduce ra-
diances with an error less than 0.2 K in the mid-infrared over ice cloud conditions [58].
The aforementioned microphysical parameterization has been integrated in the RTTOV
model and allows one to compute radiances from atmospheric profiles such as temperature,
water vapor, ice and liquid water content, and surface properties (emissivity and tempera-
ture). RTTOV can handle multilayer cloud configurations with any mixture between liquid
and ice phases in the same layer. In addition to radiances, RTTOV also provides layer
transmittance, Jacobian matrix (with respect to any atmospheric constituent and surface
properties), and is therefore perfectly suited for use in a retrieval module.

2.4. Retrieval Method and State Vector

The method used in this study to retrieve the ice cloud information is based on an
optimal estimation method described by Rodgers (2000) [59]. This method allows one to
obtain the best estimate of a so-called state vector (composed of the retrieved variables) by
minimizing a cost function, Equation (1), which represents the squared distance between
the measurement and simulated signal weighted by an error matrix plus a term that
can take into account any a priori knowledge of the state space. Let \( y = F(x) + \epsilon \) be
the measurement vector, with \( F \) the forward model, \( x \) the state vector, and \( \epsilon \) the error on
both the measurement and forward model. The measurement vector is described in
Section 2.5. Using the bayesian theory that is behind the optimal estimation method, the
best estimate of the state vector is one that minimizes the following cost function \( J(x) \):

\[
J(x) = [y - F(x)]^T S_{\epsilon}^{-1} [y - F(x)] + [x - x_a]^T S_a^{-1} [x - x_a],
\]

where \( x_a \) is the a priori knowledge of the state vector, \( S_a \) its covariance matrix, and \( S_{\epsilon} \) the
covariance matrix of the measurement and forward model described in Section 3.1.

The main objective of this study is to retrieve useful information to characterize the
total amount of ice in the cloudy column (called ice water path—\( IWP \) in g/m\(^2\)) together
with the position and vertical extent of the cloud. Several studies have already shown the
potential of infrared measurements to retrieve IWP and cloud top height \[12,60–62\], but, the vertical extent might be more challenging. The high spectral resolution measurements of IASI and IASI-NG can be used to address this need as they can bring information about the bottom layers of the cloud as we will see in the information content analysis in Section 3. The studied state vector is then composed of the ice water path (IWP), the cloud top height (CTH), and the cloud bottom height (CBH) as:

\[
x = \begin{pmatrix}
  \ln(\text{IWP}) \\
  \ln(\text{CTH}) \\
  \ln(\text{CBH})
\end{pmatrix}.
\] (2)

The logarithmic base for IWP, CTH, and CBH has been chosen first because it facilitates the convergence \[63\], and also because those variables are better represented by log-normal probability density functions (pdfs). Indeed, it has been shown that the IWP is log-normally distributed \[12\]. Moreover, the log-normal distribution does not allow for non-physical negative values and helps in operating simultaneously with parameters that have different units and values varying over a wide range of magnitudes. In the following, the cloud is assumed to be a single layer of vertically homogeneous condensed water.

2.5. NWP Database and the Measurement Vector

To assess the information content of the IASI and IASI-NG measurements and test the retrieval algorithm against realistic case studies, the measurement vector is computed from a representative ensemble profile dataset from the global operational 137-level short-range forecasts of the European Center for Medium-range Weather Forecasts (ECMWF) (see https://www.nwpsaf.eu/site/software/atmospheric-profile-data/—last accessed on 15 December 2020). These profiles have been chosen to capture the normal conditions, variability, and extremes of the model behavior for different atmospheric properties over one year \[64\]. The selection process samples key atmospheric variables (temperature, humidity, ozone, cloud condensate, and precipitation) in a subset of profiles chosen among the \(10^8\) reanalysis profiles generated from 1 September 2013 to 31 August 2014. An iterative process ensures the variability of the sampled variable by comparing the squared distance between all the chosen profiles, a statistical procedure is used to ensure that the database accounts for a realistic amount of frequently-occurring atmospheric states and a filter is applied to prevent from non-physical profiles. The details of the selection procedure can be found in reference \[64\].

The geographical position of the profiles that make up the database is given in Figure 1. We have split them into three cloud scene categories depending on the cloud layer position and water thermodynamical phase. The first category (called IC in the following) is composed of 1424 atmospheric conditions corresponding to single-layer ice clouds. The second one, composed of 821 cases, corresponds to multi-layer cases (ice above liquid) with no mixture between layers (labeled as LIC-SEP in the following). The third category, the largest one with 2330 cases, corresponds to atmospheric columns with ice and liquid clouds that have some mixed layers (labeled as LIC-MIX). Figure 2 summarizes the characteristics of the cloud condensed water profiles for the three cloud configurations given by the database.

The measurement vector is built from those profiles. We used them as an input of the radiative transfer model and calculated the synthetic radiances as would be measured by IASI and IASI-NG at the top of the atmosphere by adding a random noise from the radiometric noise of each instrument \[40\].
Figure 1. Geographical distribution of the 4575 profiles of the European Center for Medium-range Weather Forecasts (ECMWF) 137-levels database containing an ice cloud layer [64]. The profiles are separated into three categories: In yellow, 1424 ice-only cloud profiles (IC), in red, 821 liquid and ice cloud with separated layers profiles (LIC-SEP), and in blue, 2330 liquid and ice cloud with mixing or merging layers profiles (LIC-MIX).

Figure 2. Distribution of ice water content (IWC) and liquid water content (LWC) in the ECMWF 137-levels database for the IC (left), LIC-SEP (center), and LIC-MIX (right) cloud configurations. Black lines stand for the mean value and yellow lines for the median value. Gray areas indicate the range delimited by minimum and maximum values. Red and blue areas indicate the range delimited by one standard deviation (std) around the mean for IWC and LWC, respectively.
3. Information Content Analysis

In this section, we use information theory to assess the information content of the IASI and IASI-NG measurements about ice cloud properties. We quantify the amount of information provided by the observing system (i.e., both the instrument and the retrieval process) about the state vector and its spectral distribution.

3.1. A Priori Error Departure

A figure of merit to characterize the observation system is the posterior covariance matrix \( S_x \) [65]. From the retrieval theory [59], the best estimate of \( x \) has a Gaussian pdf with covariance \( S_x \) given by:

\[
S_x = (S_a^{-1} + K^T S_{\varepsilon}^{-1} K)^{-1},
\]

where \( K \) is the Jacobian matrix (also known as a sensitivity matrix), \( S_a \) is assumed to be the unity matrix corresponding to an a priori error of 100% on each parameter in logarithmic space, and \( S_{\varepsilon} \) is the sum of the covariance matrices of the forward model \( S_F \) and the measurement \( S_y \):

\[
S_{\varepsilon} = S_F + S_y,
\]

with

- \( S_F = K_b S_b K_b^T + S_{\text{microphysics}} + S_{\text{homogeneity}} \):
  - Let \( b \) be the vector that contains all the non-retrieved parameters (i.e., water vapor, ozone, temperature and liquid water content profile, as well as surface temperature and emissivity). Their covariance matrix, \( S_b \), which is considered a diagonal matrix, has been built by assuming a 10% error for the gas concentration profile, 5% for surface emissivity, 50% for liquid cloud altitude, vertical extent and column water content, and 1K for both surface and atmospheric profile temperatures. Those values are chosen as the target performances or maximum error of the IASI L2 products and the emissivity atlases, and arbitrarily for ozone profile and liquid cloud properties. Finally, \( K_b \) is the Jacobian matrix of the \( b \) vector;
  - \( S_{\text{microphysics}} \), which is considered a diagonal matrix, has been built from the standard deviation of the radiance difference calculated from two different microphysical models, namely the Baran et al. (2014) [50] model described in Section 2.2 and the General Habit Mixture (GHM) model of Baum et al. (2007) [48]. The Baum et al. (2007) [48] model depends on the effective diameter of the ice crystals. We inferred this quantity from IWC and cloud temperature using the Wyser (1998) parameterization [66,67]. This covariance matrix is introduced in order to take into account the error due to the microphysical diversity in the two models. Figure 3 illustrates the IASI Brightness Temperature Difference (BTD) calculated from the two models averaged over all the IC profiles. As one can see, this BTD is important compared to the radiometric noise of the instruments, particularly in the atmospheric window, showing the necessity of taking into account the error from the microphysics;
  - \( S_{\text{homogeneity}} \), which is considered a diagonal matrix, has been built from the difference between the radiance calculated from the vertically inhomogeneous and homogeneous ice water content profiles. We have introduced this covariance matrix in order to take into account the error due to the simplest assumption of vertically homogeneous cloud made in the forward model for the retrieval. The top and bottom heights of the homogeneous clouds are set to the first layer that brings more than 7% of the IWP. This percentage has been found by minimizing the radiance difference between simulations with homogeneous and vertically resolved ice water content profiles. The IWP is then distributed over the layers enclosed by \( CTH \) and \( CBH \). Figure 3 illustrates the corresponding IASI
BTD averaged over all the IC profiles. This figure shows that the vertical homogeneity assumption is reasonable as the mean brightness temperature difference is below 0.2 K. Still, the error due to this simplification has to be accounted for as is of the same order of magnitude as the radiometric noise of the instruments;

- $S_y$ has been generated from the radiometric noise of each instrument according to the value given in Clerbaux et al. (2009) [40] for IASI and halved for IASI-NG. Five off-diagonal terms due to the apodization are accounted for. Details on the IASI instrument noise specification can be found in Serio et al. (2020) [68]. The IASI radiometric noise converted to noise equivalent temperature difference (NeΔT) for a reference temperature of 280 K is shown in Figure 3. As one can see, the radiometric noise is below 0.2 K from 650 to around 2200 cm$^{-1}$ apart from the wavenumbers between 1800 and 2000 cm$^{-1}$ where it reaches 0.3 K. For higher wavenumbers (above 2200 cm$^{-1}$), due to the lower emission of the Earth, the radiometric noise increases to 3 K.
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Figure 3. Brightness Temperature Difference (BTD) averaged over the 1424 ice-only cloud profiles (IC) (solid line) and standard deviation (colored area) simulated from different hypothesis in the forward model. The blue curve (left scale) corresponds to the BTD due to the use of different microphysical models, namely the Baran et al. (2014) [50] model and the General Habit Mixture (GHM) model of Baum et al. (2007) [48]. The red curve (right scale) corresponds to the BTD due to the use of the homogeneous profile instead of a vertically resolved ice water content profile. Noise equivalent temperature difference (NeΔT, black line, right scale) for a reference temperature of 280 K. All are given for the Infrared Atmospheric Sounding Interferometer (IASI) characteristics.

The square root of the diagonal elements of $S_x$ is the standard deviation $\sigma_x$ representing the expected error of the state vector elements given our a priori knowledge of the state specified by $S_a$ and the aforementioned $S_e$. Figure 4 shows the normalized error departure from the a priori, that is, given the information brought by the measurement, the improvement $\Delta_x$ of the knowledge of the state vector $x$ with respect to its a priori knowledge:

$$\Delta_x = \frac{\sigma_a - \sigma_x}{\sigma_a}.$$  

(5)

In this formulation, $\Delta_x$ should vary between 0 and 1 and any improvement of the knowledge of $x$ compared to its a priori knowledge will result in an increase of $\Delta_x$. We have computed $\Delta_x$ for all the cloudy profiles of the database for both the IASI and IASI-NG instrumental configurations and averaged it by $IWP$ bins (bins width of 0.77 in logarithmic space).
Figure 4. Normalized a priori error departure (difference between the a priori and posterior error normalized by the a priori error) for IWP (left, a,d,g), CTH (center, b,e,h), and CBH (right, c,f,i) for the ice only layer, IC (upper, a–c), separated liquid and ice layers, LIC-SEP (center, d–f), and mixing liquid and ice layers, LIC-MIX (lower, g–i), cloud configurations. The dots stand for the error averaged over IWP bins for the IASI instrumental configuration (in blue) and for IASI-NG (next generation) (red). The x error bars correspond to the standard deviation of the error departure. A value close to 0 implies that the measurement cannot improve our prior knowledge of the parameter. A value close to 1 implies that the parameter can be characterized by the measurement.

As seen in Figure 4, the improvement in our knowledge of the state vector increases with IWP, that is cloud opacity, until the signal saturation is reached meaning that the cloud is too thick to get information from the bottom part of the cloud layer. This saturation effect only affects the IWP and CBH parameters as one can see in the first and third columns of Figure 4a,c,d,f,g,i. These clearly show that above an IWP of about 300 g/m$^2$, $\Delta_x$ decreases ($\Delta_x$ lower than 0.75, for all categories) meaning that there is little or no information brought by the measurement on these parameters and the error reaches the prior error. This saturation effect does not appear on the CTH parameter as can be seen in Figure 4b,e,h because there is no need to get information from below the top level. The retrieval of CTH should be accurate for all cloud profile configurations as far as thick enough clouds are concerned with IWP greater than about 1 g/m$^2$.

The information for the LIC-MIX cases (Figure 4g–i) is lower than for the two other categories (Figure 4a–f) with maximum a priori error improvement of about 65% for IWP.
and 45% for CBH parameters when considering the IASI characteristics. This figure shows a better expected retrieval quality using the IASI-NG measurements compared to the IASI ones thanks to a better spectral resolution and signal to noise ratio and, interestingly, a better accuracy reached for LIC-SEP (separated multi-layer, Figure 4d–f) cases than for IC (ice alone, Figure 4a–c) cases. This can be explained by the favorable surface and atmospheric conditions for the retrieval that lead to the formation of such a cloud configuration. The surface temperature as well as the temperature contrast between the cloud and surface are generally high with profiles mostly situated over the ocean. Finally, the retrieval of the cloud parameters should be accurate for cloud opacity extending from about 1 to 300 g/m² with both IASI and IASI-NG instruments. This range of IWP's represents about 80% of the ice cloud frequency according to Hong and Liu (2015) [7], the remaining 20% being equally distributed over thinner and thicker clouds.

3.2. Channel Selection

A selection of the IASI and IASI-NG channels that bring most information is required to get an affordable computational cost for the retrieval. The selection algorithm we considered is based on information theory from Shannon (1948) [69]. It defines the information $H$ of a given channel by the reduction of entropy $E$ after the measurement is made, and can be computed as follows [65]:

$$H = E(P(x)) - E(P(x|y)),$$  \hspace{1cm} (6)

where $P(x)$ and $P(x|y)$ are the prior and posterior pdf of the state vector, respectively. For a Gaussian distribution with covariance $S$, $E(P) = \frac{1}{2}\log_2|S|$, so that the information brought by the measurement is [65]:

$$H = \frac{1}{2}\log_2|S_S^{-1}|,$$  \hspace{1cm} (7)

where $S_S$ is the covariance matrix defined in Section 3.1 considering the same model and measurement error.

To find the subset of channels that provides the greatest amount of information, we used an algorithm fully explained by L’Ecuyer et al. (2006) [70]. It consists in creating an information spectrum with the information brought by each individual measurement $j$ with respect to our prior knowledge of the retrieved state and to select the one which corresponds to the maximum. The covariance matrix is then modified to remove the redundant information already given by the previously selected channel on all the remaining channels. The process is repeated until the information brought by the chosen channel falls under the noise. We have applied this methodology to the whole subset of profiles corresponding to each category (i.e., IC, LIC-SEP, and LIC-MIX) and the selected channels are shown in Figure 5. The number of selected channels for each category are shown in brackets. The increasing number of selected channels in the LIC-MIX category is related to the number of different profiles compared to the other categories as each individual profile brings from 0 to 4 channels to the list before the information falls below the noise limit. The channels are mainly distributed on both sides of the atmospheric window in the CO$_2$ and H$_2$O absorption bands. Even if the highest sensitivity to ice cloud parameters is in the atmospheric window because of the smaller molecular absorption, it also corresponds to the highest sensitivity to the surface properties. The choice of those spectral regions represents a compromise between the sensitivities on cloud parameters and errors introduced by non-retrieved parameters missed-knowledge (e.g., surface temperature and emissivity). The chosen spectral regions are the same for IASI and IASI-NG, with a higher number of selected channels with IASI-NG as the selection process stops when the information is below the noise which is lower in the case of IASI-NG. This selection can be compared to the one of Martinet et al. (2014) [27] suited for cloud retrievals in Numerical Weather Prediction models. Both methodologies have chosen channels in the water vapor absorption band. However, there are more atmospheric window channels and less CO$_2$ absorption band channels in Martinet et al. (2014) [27] selection than in ours. The main
difference is that Martinet et al. (2014) \[27\] assumed the forward model error to be constant throughout the entire spectrum to select channels principally according to their sensitivity to cloud properties. By doing so, there is an increase in the number of window channels chosen by the algorithm.

Figure 5. Selected channels for ice cloud properties retrievals for IASI (left, blue) and IASI-NG (right, red) for IC (upper), LIC-SEP (center), and LIC-MIX (lower) with the indicated number of channels. The gray curves represent typical IASI and IASI-NG spectra computed under clear-sky conditions.

We have then chosen a final subset of 150 channels for IASI and IASI-NG. This number has been chosen by studying the synthetic retrieval performances (optimal convergence rate and retrieval errors, see Section 4) with a variable number of channels randomly chosen from the initial list without differentiating the cloud categories (i.e., IC, LIC-SEP, and LIC-MIX). The list of the selected channels is available in Supplementary Materials.

4. Retrieval

The herein described optimal estimation retrieval algorithm (see Section 2.4) for ice cloud properties uses the Levenberg–Marcquardt method to find the minimum of the cost function (1). Following Rodgers (2000) \[59\], the Levenberg–Marquardt iteration applied to the optimal estimation retrieval is:

\[
x_{i+1} = x_i + ((1 + \gamma)S_x^{-1} + K_i^T S_e^{-1} K_i)^{-1}[K_i^T S_e^{-1}(y - F(x_i)) - S_x^{-1}(x_i - x_a)],
\]

where \(\gamma\) is a scale factor that allows to reduce the iteration step if the cost function increases instead of decreasing (that is, the \(i + 1\) iterative estimate of the state vector is moving away from the solution). The Levenberg–Marquardt minimization is required to deal with the non-linearity of the cost function due to the presence of clouds \[59\]. We took advantage of the information content analysis and ran the retrieval only using the selected channels presented in Section 3.2. The errors attributed to the non-retrieved parameters and the covariance matrices are identical to the ones presented in Section 3.1.

4.1. Climatological Constraint

As highlighted by the information content analysis in Section 3.1, the retrieval of CBH might be challenging and the use of a climatology as a constraint in the retrieval algorithm would allow better convergence rates. To achieve this objective, we have chosen to use the information provided by the active instruments that make up the A-train. Indeed, the CALIOP/CALIPSO lidar \[71\] and the CPR/CloudSat radar \[72\] have been providing measurements of the vertical composition of clouds for more than 10 years. The combination of these two instruments has given rise to several algorithms for retrieving
the solid water content profile \cite{3,73–75}. We have used the products of the DARDAR (lidar radar) \cite{3,76} algorithm, which makes use of the lidar, the radar and an infrared radiometer of the A-train, to develop a climatology that links the IWP, the CTH, and the cloud geometrical thickness (CGT) of ice clouds. This climatology, built from 6 years of measurements, allows one to express CGT as a function of CTH and IWP. We have built this climatology by differentiating lands and oceans as well as day and night. Examples of daytime climatologies are depicted in Figure 6. The CGT increases with IWP with a relatively small standard deviation for CTH which varies between about 2.5 and 18 km. We have compared the cloud geometric thickness (CGT) from the database with that obtained from the climatology. This comparison led us to apply a shift of 0.5 km to the climatology to compensate for the bias found in the profile database.

![Figure 6](image_url)

**Figure 6.** Mean CGT (solid line) and its standard deviation (vertical bars) obtained over 6 years of the level 2 products provided by the DARDAR (lidar radar) algorithm \cite{3,76} for different classes of CTH (abscissa) and IWP (colored line) over land (a) and ocean (b) during daytime.

The previously defined climatology introduces some dependencies between CGT and the two others parameters we want to retrieve, that is CTH and IWP. If the optimal estimation method allows one to take into account any correlation between retrieved variables, this correlation has to be mathematically well known, which is not the case here. As the optimal estimation is based on Bayes theorem and normal pdfs, we have chosen to introduce a standardized variable \( u \) defined as:
\[ u = \frac{\text{CGT} - <\text{CGT}>}{\sigma_{\text{CGT}}}, \]  

which is assumed to follow a normal distribution with a mean value equal to 0 and a standard deviation of 1. In Equation (9), the average CGT \(<\text{CGT}>>\) and its standard deviation \(\sigma_{\text{CGT}}\) are given by the climatology for a given \(\text{IWP}\) and \(\text{CTH}\). We have introduced this newly defined variable in the state vector which can now be defined as follows:

\[ \mathbf{x} = \begin{pmatrix} \ln(\text{IWP}) \\ \ln(\text{CTH}) \\ u \end{pmatrix}. \]  

This state vector formulation allows one to work with mathematically independent variables, the dependence being afterwards when computing the cloud geometrical extent from a given value of \(u\), \(\text{IWP}\), and \(\text{CTH}\). In this formulation, the variable \(u\) can be seen as a correction factor of the climatology to best match the measured signal, knowing \(\text{IWP}\) and \(\text{CTH}\).

4.2. Retrieval Results from Synthetic Radiances

The performance of the retrieval algorithm is tested against IASI and IASI-NG synthetic measurements generated from the vertically inhomogeneous diverse profile database with a randomly added noise from the radiometric noise of each instrument [40]. The corresponding IASI and IASI-NG pixel is considered to be overcast (cloud fraction equal to 1). This assumption underestimates the model error accounted for in \(\mathbf{S}_F\) by ignoring the uncertainty due to the spatial inhomogeneity that would be encountered in a real retrieval. Indeed, the IASI field of view is quite large compared to cloud formations (from 12 km in diameter for nadir viewing to 39 km for maximum off-nadir field of view for a satellite altitude of 840 km). In this study, we did not introduce any bias between atmospheric profiles used to generate the synthetic observations and the one used in the retrieval process. Figures 7–9 illustrate the distribution of the retrieved ice cloud properties with respect to the truth considering IASI characteristics. The convergence rate reached by the algorithm (the convergence is achieved when the normalized cost function falls below 1) is satisfactory with 1386 converged profiles over 1424 for IC (97%), 785 over 821 for LIC-SEP (95%), and 2218 over 2330 for LIC-MIX (95%). We have also added to these figures the goal and threshold requirements laid out by the Global Climate Observing System (GCOS) Implementation Plan and the Word Meteorological Organization (WMO) Observing Systems Capability Analysis and Review Tool (OSCAR, see https://www.wmo-sat.info/oscar/—last accessed on 15 December 2020). This database is an official repository of requirements for observations of physical variables in support of WMO programs. The “threshold” is the minimum requirement to be met to ensure that data are useful, and the “goal” is an ideal requirement above which further improvements are not necessary.

Concerning the \(\text{IWP}\), not surprisingly, when the opacity of the cloud is very low (typically for sub-visible cirrus clouds with \(\text{IWP} < 1 \text{ g/m}^2\) or visible optical depth \(\text{OD} < 0.02\) represented by green dots in Figures 7–9a), the results are not very good and always converge to a value around 1 g/m² showing the limit of passive infrared observations to characterize very thin clouds. However, when the cloud is opaque enough (i.e., \(\text{IWP}\) between about 1 to 300 g/m² or \(\text{OD}\) between about 0.02 and 8 as indicated by the information content in Section 3), the estimated \(\text{IWP}\) is rather good. Some cases still show bad comparison and can generally be attributed to a small temperature contrast between the cloud and surface shown in Figures 7–9d. It is interesting to point out that 94% of the estimated \(\text{IWP}\) lie in the OSCAR threshold in the IC (Figure 7a) and 90% in the LIC-SEP case (Figure 8a). This proportion decreases to 48% for the LIC-MIX category (Figure 9a). In terms of error on \(\text{IWP}\), the OSCAR threshold is 20 g/m².

When looking at the \(\text{CTH}\) parameter in Figures 7–9b,e, the retrieval is close to the truth in most of the cases for all the categories with \(\text{IWP}\) greater than 1 g/m². Again in general,
a bad comparison with the truth is attributed to cases that present a small temperature contrast between the cloud and surface. For 27% of the retrievals, the gap between the truth and retrieved value is smaller than the OSCAR threshold for the LIC-MIX category (Figure 9b), 55% for LIC-SEP (Figure 8b), and 42% for IC (Figure 7b). In terms of error on \( CTH \), the OSCAR threshold is 1 km. These results clearly show the good behavior of the algorithm for the IC and LIC-SEP categories.

Concerning the \( CBH \) parameter whose retrievals are represented in Figures 7–9c,f, the introduction of the climatology improved the convergence rate (not shown) but results are however not as good as for the two previous parameters. In the IC (Figure 7c,f) and LIC-SEP cases (Figure 8c,f), the comparison with the truth is satisfactory especially when both the temperature contrast and cloud opacity are large enough. For those configurations, 31% of the retrievals lie in the OSCAR threshold. The presence of a mixed liquid cloud layer (Figure 9c,f) makes the retrieval of this parameter much more difficult (12% of the retrievals lie in the OSCAR threshold). For the \( CBH \) variable, the OSCAR threshold is 1 km.

**Figure 7.** Retrievals of \( IWP \) (left, a,d), \( CTH \) (center, b,e), and \( CBH \) (right, c,f) for IC cloud configuration from IASI synthetic radiances as a function of the true state over all the profile database. In the top pannel (a–c), the clouds whose \( IWP \) is lower than 1 g/m\(^2\) are depicted in green. The color code corresponds to the \( IWP \) of the clouds. In the bottom panel (d–f), the clouds whose \( IWP \) is lower than 1 g/m\(^2\) have been removed. The color code is related to the temperature contrast between the cloud layer and surface. The error bars are plotted in beige. The dotted lines indicate the goal (orange) and threshold (green) given by the World Meteorological Organization in order to reduce uncertainties in weather forecasts. The associated percentage corresponds to the proportion of cases that satisfy the OSCAR goal and threshold.
Figures 7–9 highlight the algorithm performances for each retrieved parameters and clearly show the type of clouds (given by their total amount of ice) and cloud column configuration (IC, LIC-SEP, or LIC-MIX) for which one can get satisfactory estimated cloud parameters. These results clearly confirm the good behavior of the algorithm for the IC and
LIC-SEP categories (i.e., ice only or ice layer with a separated liquid cloud underneath). According to the ECMWF 137-levels dataset selected using the cloud condensate sample (i.e., representative of the total amount of condensed water in the atmospheric column), the LIC-MIX category, which is the one that leads to the poorer results, is the most frequent in the atmosphere (50% of the cloudy skies). The LIC-SEP and IC cases represent 17.5% and 4.5%, respectively. The retrieval of IWP and CTH are rather encouraging, whereas the retrieval of CBH appears to be more difficult especially when there is a mixed liquid cloud layer underneath. Those results are in good agreement with the information content analysis.

Again, as expected from the information content analysis, using IASI-NG instead of IASI slightly improves the retrieval accuracy but not the overall performance (not shown). For example, for the IC configuration and only for a cloud whose IWP is between 1 and 300 g/m$^2$, the mean errors using IASI are 3.1 g/m$^2$ for IWP, 2.2 km for CTH, and 4.6 km for CBH whereas the error obtained with IASI-NG are 2.5 g/m$^2$ for IWP, 1.8 km for CTH, and 4.2 km for CBH. The convergence rate is similar to the one of IASI with 98% for IC configuration and 97% for both LIC-SEP and LIC-MIX configurations.

5. Discussion and Conclusions

In this paper, which deals with the capability of thermal hyperspectral measurements for the study of ice clouds, we have shown the potential of instruments like IASI and IASI-NG to retrieve parameters such as the integrated ice water content, layer position, and vertical extent of these clouds.

The use of information theory applied to a database that is representative of the diversity of the cloud column and an accurate description of the errors introduced by the forward model as well as the measurement, allowed us to obtain the limits of this type of observation to get accurate information on cloud parameters in terms of opacity (given by the total amount of ice or IWP) of the observed cloudy layer. We were able to show that the IWP should be adequately retrieved for a range of IWPs between about 1 and 300 g/m$^2$, and for a single-layer ice cloud with no liquid cloud beneath or when a clear separation exists between the ice cloud and water cloud. The information concerning the cloud top height (CTH) should be very good whatever the cloud column configuration and opacity for IWP above about 1 g/m$^2$. The cloud bottom height (CBH) should on the contrary be more difficult to retrieve with estimated errors no better than 30% because of the lower sensitivity of the measurement to the bottom layers of the cloud. Using the IASI-NG measurements instead of the IASI ones allows better expected retrieval quality thanks to a better spectral resolution and signal to noise ratio.

As we want to develop a fast algorithm with reasonable computing times, and because each channel of a hyperspectral measurement does not provide independent information, we have used information theory to select a set of 150 channels that can provide enough information to get an accurate estimation of the cloud parameters previously defined.

Finally, a retrieval algorithm based on the optimal estimation theory has been developed and tested. Its originality lies in the use of a climatology to constrain the cloud bottom height. This climatology has been developed from the level 2 products provided by the DARDAR algorithm [3,76] which uses the synergy of the CALIOP/CALIPSO lidar, the CPR/CloudSat radar and the MODIS/Aqua instrument to retrieve an ice content profile, and allows one to relate, for different ice content classes (IWP), the vertical extent (CGT) of the cloudy layer to its top altitude (CTH). The aforementioned climatology has improved the performances of the algorithm, especially concerning the estimation of the vertical extent (not shown). The results of the retrieval algorithm are in agreement with those obtained by the information content study. In general, the results are better for a single-layered ice cloud or when a liquid water cloud is present underneath but well separated from the ice cloud (IC and LIC-SEP categories), with a high convergence rate (of the order of 95%). However, the performance of the algorithm is much poorer when the cloud is too thin or when the temperature contrast with the surface is low. In the IC and
LIC-SEP categories, the total amount of ice in the column is generally well estimated for clouds with \( IWP \) ranging from about 1 to 300 g/m\(^2\), with about 90% of the cases whose estimate satisfies the threshold limits given by OSCAR. The cloud top height is also well estimated whatever the category and opacity of the observed ice cloud (if \( IWP \) is greater than 1 g/m\(^2\) and the temperature contrast with the ground is significant) with between 40 and 50% of the cases (depending on the category) that satisfy the limits given by OSCAR. Results concerning the cloud bottom height are not as good as the ones of the two other parameters but are anyway acceptable for clouds with \( IWP \) between about 1 and 300 g/m\(^2\) with approximately 30% of the cases that lie in the OSCAR threshold. Results obtained from LIC-MIX categories show less agreement with the truth as 48% of the retrieval lie in the OSCAR threshold for \( IWP \), 27% for \( CTH \), and 12% for \( CBH \). Using the IASI-NG measurements instead of the IASI ones slightly improves the retrieval accuracy without changing the overall performances of the algorithm.

The objective is now to apply this algorithm to the real measurements of the IASI instruments (A, B, and C) in order to evaluate its overall performance by statistically comparing the results to the retrievals made from active measurements and in a punctual manner thanks to the numerous measurement campaigns that have taken place over the last decade.
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