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Abstract

This article is concerned with a nonlocal dispersal susceptible-infected-susceptible (SIS) epidemic model with Neumann boundary condition, where the rates of disease transmission and recovery are assumed to be spatially heterogeneous and the total population number is constant. We first introduce the basic reproduction number $R_0$ and then discuss the existence, uniqueness and stability of steady states of the nonlocal dispersal SIS epidemic model in terms of $R_0$. In particular, we also consider the impacts of the large diffusion rates of the susceptible and infected population on the persistence and extinction of the disease, and these results imply that the nonlocal movement of the susceptible or infected individuals will enhance the persistence of the disease. Additionally, our analytical results also suggest that the spatial heterogeneity tends to boost the spread of the disease. We have to emphasize that the main difficulty is that a lack of regularizing effect occurs.
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1 Introduction

This paper is concerned with the following nonlocal dispersal SIS epidemic model

\[
\begin{align*}
\frac{dS}{dt} &= d_S \int_{\Omega} J(x-y)(S(y,t) - S(x,t))dy - \frac{\beta(x)SI}{S+I} + \gamma(x)I, \quad x \in \Omega, \ t > 0, \\
\frac{dI}{dt} &= d_I \int_{\Omega} J(x-y)(I(y,t) - I(x,t))dy + \frac{\beta(x)SI}{S+I} - \gamma(x)I, \quad x \in \Omega, \ t > 0, \\
S(x,0) &= S_0(x), \quad I(x,0) = I_0(x), \quad x \in \Omega,
\end{align*}
\]
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where, $\Omega$ is a bounded domain; $S(x,t)$ and $I(x,t)$ denote the density of susceptible and infected individuals at location $x$ and time $t$, respectively; $d_S$ and $d_I$ are positive diffusion coefficients for the susceptible and infected individuals; $\beta(x)$ and $\gamma(x)$ are positive continuous functions on $\bar{\Omega}$ that represent the rates of disease transmission and recovery at $x$. It is known from [2] that the term $\frac{SI}{S+I}$ is a Lipschitz continuous function of $S$ and $I$ in the open first quadrant, we can extend its definition to the entire first quadrant by defining it to be zero when either $S=0$ or $I=0$. Throughout the whole paper, we assume that the initial infected individuals are positive without other description, that is

$$\int_{\Omega} I(x,0)dx > 0,$$

with $S_0(x) \geq 0$ and $I_0(x) \geq 0$ for $x \in \Omega$

and the dispersal kernel function $J$ satisfies

1. $J(x) \in C(\bar{\Omega}), J(0) > 0$, $J(x) = J(-x) \geq 0$, $\int_{\mathbb{R}^N} J(x)dx = 1$ and $\int_{\Omega} J(x-y)dy \not\equiv 1$ for any $x \in \Omega$.

By the standard theory of semigroups of linear bounded operator [29], we know from [25] that (1.1) admits a unique positive solution $(S_*(x,t), I_*(x,t))$, which is continuous with respect to $x$ and $t$. Let

$$N := \int_{\Omega} (S_0(x) + I_0(x))dx.$$

If we add the first equation and the second equation of (1.1) and integrate it on $\Omega$, then there is

$$\frac{\partial}{\partial t} \int_{\Omega} (S(x,t) + I(x,t))dx = 0 \quad \text{for all } t > 0.$$

This implies that the total population size is constant, that is

$$\int_{\Omega} (S(x,t) + I(x,t))dx = N \quad \text{for all } t \geq 0.$$

Note that (1.1) is the nonlocal counterpart of the following SIS epidemic reaction-diffusion model

$$\begin{align*}
\frac{\partial S}{\partial t} &= d_S \Delta S - \frac{\beta(x)SI}{S+I} + \gamma(x)I, \quad x \in \Omega, t > 0, \\
\frac{\partial I}{\partial t} &= d_I \Delta I + \frac{\beta(x)SI}{S+I} - \gamma(x)I, \quad x \in \Omega, t > 0, \\
\partial_{\nu} S &= \partial_{\nu} I = 0, \quad x \in \partial \Omega, t > 0, \quad (1.2)
\end{align*}$$

in which $\nu$ is the outward unit normal vector on $\partial \Omega$. As is well known, (1.2) is first proposed and considered by Allen et al. [2], where they mainly discussed the impact of spatial heterogeneity of environment and movement of individuals on the persistence and extinction of a disease. After that, their results were extended by Peng and Liu [30],...
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in which they proved that the endemic equilibrium was globally asymptotically stable if it exists and this result confirms the conjecture proposed in [2]. Meanwhile, Peng [31] provided further understanding regarding the roles of large or small migration rates of the susceptible and infected population on the spatial persistence and extinction of the epidemic disease, and these results were further extended in [33]. Moreover, Peng and Zhao in [32] considered (1.2) when the rates of disease transmission and recovery are assumed to be spatially heterogeneous and temporally periodic. For other results about SIS epidemic models with spatial heterogeneity, one can also see [1, 3, 23].

The nonlocal dispersal as a long range process can be better to describe some natural phenomena in many situations [4, 18]. Thus, nonlocal dispersal equations have attracted much attention and have been used to model different dispersal phenomena in population ecology, material science and neurology, see [5, 9, 22, 23, 34, 39, 43]. For the study of the nonlocal problem, we refer to [14, 15, 38, 50] about the asymptotic behavior, [7, 12, 26–28, 35, 41] about the traveling waves and entire solutions when \( \Omega = \mathbb{R} \) and [8, 10, 13, 40, 46, 47] about the stationary solutions. In particular, the spectrum properties of nonlocal dispersal operators and their essential difference comparing with the random operators are contained in [11, 12, 19, 35, 37, 39]. Nowadays, the diffusion process is described by an integral operators such as \( J * u - u = \int_{\mathbb{R}^N} J(x - y)u(y)dy - u \) in epidemiology, see [48, 49] and the references therein.

The present paper is devoted to the dynamic behavior of system (1.1). It is well-known that the basic reproduction number denoted by \( R_0 \) is an important threshold parameter to discuss the dynamic behavior of the epidemic models. For system (1.1), it is natural to ask what the basic reproduction number is and how it decides the dynamic behavior of (1.1). As one of the important quantities in epidemiology, the basic reproduction number \( R_0 \) of an infectious disease is defined to be the expected number of secondary cases produced, in a completely susceptible population, by a typical infective individual (see, e.g., [24] and the reference therein). For autonomous epidemic models, Diekmann et al. [16] introduced \( R_0 \) by using the next generation operators. Driessche and Watmough [17] established the theory of \( R_0 \) for compartment ODE models. Thieme [42] further developed a general theory of spectral bound and reproduction number for the infinite-dimensional population structure and time heterogeneity. For a nonlocal and time-delayed reaction-diffusion model of dengue fever, Wang and Zhao [44] gave the definition of \( R_0 \) via a next generation operator and proved the threshold dynamics in terms of \( R_0 \). Recently, Wang and Zhao [45] presented the theory of \( R_0 \) for reaction-diffusion epidemic models with compartment structure and in particular, characterized \( R_0 \) by means of the principal eigenvalue of an elliptic eigenvalue problem. In the current study, motivated by the works in [12, 44, 45], we intend to introduce the basic reproduction number \( R_0 \) for model (1.1).
and give its characterization. We further prove that $R_0 - 1$ has the same sign as

$$
\mu_p(d_I) = \sup_{\varphi \in L^2(\Omega), \varphi \neq 0} \frac{-\frac{d_I}{2} \int_\Omega \int_\Omega J(x-y)(\varphi(y) - \varphi(x))^2 dydx + \int_\Omega (\beta(x) - \gamma(x)) \varphi^2(x) dx}{\int_\Omega \varphi^2(x) dx},
$$

which is of interest by itself. In general, $\mu_p(d_I)$ may not be the principal eigenvalue of the nonlocal operator

$$
\mathcal{M}[u](x) := d_I \int_\Omega J(x-y)(u(y) - u(x))dy + (\beta(x) - \gamma(x))u(x),
$$

which may lead some essential difference between the nonlocal dispersal problem and the reaction-diffusion problem, see [11, 22, 35, 39, 40]. Thus, we may not characterize the basic reproduction number of system (1.1) through the eigenvalue problem corresponding to the nonlocal operators. To overcome this difficulty, we use the basic theory developed in [42] to give the definition of the basic reproduction number of system (1.1).

After then, we are most concerned with the global stability of the disease-free equilibrium and the endemic equilibrium of system (1.1). It is obtained that the disease-free equilibrium is unique and globally stable when $R_0 < 1$, which implies that the disease will be extinct in this case. By the sub-super solution method, we give the existence of the endemic equilibrium, and motivated by the method in [6], obtain its uniqueness as $R_0 > 1$. Generally, the stability of the endemic equilibrium is very difficult to be proved. When $d_S = d_I$, however, the global stability of the endemic equilibrium can be shown by constructing some auxiliary problems in this paper. On the basis of Lyapunov stability theorem, the global stability of the endemic equilibrium can be also obtained if the rate of disease transmission is proportional to the rate of the disease recovery. These results imply that the disease will be persistent when $R_0 > 1$. Finally, we discuss the effect of the diffusion rates $d_S$ and $d_I$ on the disease transmission. Necessarily, we find that the nonlocal movement of the susceptible or infected individuals tends to enhance the persistence of the disease. However, there are some difficulties for us to overcome when we prove the above results due to the lack of the regularity of solutions of (1.1) or the stationary solutions corresponding to system (1.1).

This paper is organized as follows. In Section 2, we give the characterization of the reproduction number of system (1.1). The existence, uniqueness and global stability of the disease-free equilibrium are obtained in Section 3. Section 4 is devoted to the existence, uniqueness and global stability of the endemic equilibrium. In Section 5, we discuss the effect of the diffusion rates associated with the susceptible and infected individuals on the disease transmission. Finally, we give a brief discussion to complete the paper.
2 The basic reproduction number

In this section, we will give the definition of the basic reproduction number for system (1.1) and provide its analytical properties. Let $X = C(\bar{\Omega})$ be the Banach space of real continuous functions on $\bar{\Omega}$. Throughout this section, $X$ is considered as an ordered Banach space with a positive cone $X^+ = \{u \in X \mid u \geq 0\}$. It is well-known that $X^+$ is generating, normal and has nonempty interior. Additionally, an operator $T : X \to X$ is called positive if $TX^+ \subseteq X^+$.

**Definition 2.1** A closed operator $\mathcal{A}$ in $X$ is called resolvent-positive, if the resolvent set of $\mathcal{A}$, $\rho(\mathcal{A})$, contains a ray $(\omega, \infty)$ and $(\lambda I - \mathcal{A})^{-1}$ is a positive operator for all $\lambda > \omega$.

**Definition 2.2** The spectral bound of $\mathcal{A}$ is defined by

$$S(\mathcal{A}) = \sup \{\Re \lambda \mid \lambda \in \sigma(\mathcal{A})\},$$

where $\sigma(\mathcal{A})$ denotes the spectrum of $\mathcal{A}$. The spectral radius of $\mathcal{A}$ is defined as

$$r(\mathcal{A}) = \sup \{|\lambda| \mid \lambda \in \sigma(\mathcal{A})\}.$$

**Theorem 2.3** ([42]) Let $\mathcal{A}$ be the generator of a $C_0$-semigroup $S$ on the ordered Banach space $X$ with a normal and generating cone $X^+$. Then, $\mathcal{A}$ is resolvent-positive if and only if $S$ is a positive semigroup, i.e., $S(t)X^+ \subseteq X^+$ for all $t \geq 0$. If $\mathcal{A}$ is resolvent-positive, then

$$(\lambda I - \mathcal{A})^{-1}x = \lim_{b \to \infty} \int_{0}^{b} e^{\lambda t}S(t)xdt, \; \lambda > S(\mathcal{A}), \; x \in X.$$

**Theorem 2.4** ([42]) Let $\mathcal{B}$ be a resolvent-positive operator on $X$, $S(\mathcal{B}) < 0$ and $\mathcal{A} = \mathcal{C} + \mathcal{B}$ a positive perturbation of $\mathcal{B}$. If $\mathcal{A}$ is resolvent-positive, $S(\mathcal{A})$ has the same sign as $r(-\mathcal{C} \mathcal{B}^{-1}) - 1$.

For applying the basic theory in [42] to discuss the basic reproduction number of system (1.1), we first consider the eigenvalue problem

$$M[u](x) := d_I \int_{\Omega} J(x-y)(u(y) - u(x))dy + \beta(x)u(x) - \gamma(x)u(x) = -\lambda u(x) \text{ in } \Omega, \; (2.1)$$

which will be also used to obtain the main result in this section. Define

$$\lambda_p(d_I) = \inf_{\varphi \in L^2(\Omega), \varphi \neq 0} \frac{d_I \int_{\Omega} \int_{\Omega} J(x-y)(\varphi(y) - \varphi(x))^2dydx + \int_{\Omega}(\gamma(x) - \beta(x))\varphi^2(x)dx}{\int_{\Omega} \varphi^2(x)dx}.$$

It is well-known that $\lambda_p(d_I)$ can be the unique principal eigenvalue of (2.1), see [11][22][35].
Lemma 2.5 Set \( m(x) = -d_I \int_{\Omega} J(x - y)dy + \beta(x) - \gamma(x) \). Suppose there is some \( x_0 \in \text{Int}(\Omega) \) satisfying that \( m(x_0) = \max_{\Omega} m(x) \), and the partial derivatives of \( m(x) \) up to order \( N - 1 \) at \( x_0 \) are zero. Then, \( \lambda_p(d_I) \) is the unique principal eigenvalue of (2.1) and its corresponding eigenfunction \( \varphi \) is positive and continuous on \( \Omega \).

Lemma 2.6 \( \lambda_p(d_I) \) is the principal eigenvalue of (2.1) if and only if

\[
\lambda_p(d_I) < \min_{\Omega} \left\{ d_I \int_{\Omega} J(x - y)dy + \gamma(x) - \beta(x) \right\}.
\]

The proof of Lemma 2.6 is the same as Proposition 3.2 in [12].

Remark 2.7 Note that \( \lambda_p(d_I) \) is continuous on \( J, \beta(x) \) and \( \gamma(x) \), see the proof in [11].

Theorem 2.8 Assume \( \lambda_p(d_I) \) is the principal eigenvalue of (2.1). Then the following alternatives hold:

(i) \( \lambda_p(d_I) \) is a strictly monotone increasing function of \( d_I \);

(ii) \( \lambda_p(d_I) \to \min_{\Omega} \{ \gamma(x) - \beta(x) \} \) as \( d_I \to 0 \);

(iii) \( \lambda_p(d_I) \to \frac{1}{|\Omega|} \int_{\Omega} (\gamma(x) - \beta(x))dx \) as \( d_I \to +\infty \);

(iv) If \( \int_{\Omega} \beta(x)dx \geq \int_{\Omega} \gamma(x)dx \), then \( \lambda_p(d_I) < 0 \) for all \( d_I > 0 \);

(v) If \( \beta(x_*) > \gamma(x_*) \) for some \( x_* \in \Omega \) and \( \int_{\Omega} \beta(x)dx < \int_{\Omega} \gamma(x)dx \), then the equation \( \lambda_p(d_I) = 0 \) has a unique positive root denoted by \( d_I^* \). Furthermore, if \( d_I < d_I^* \), then \( \lambda_p(d_I) < 0 \) and if \( d_I > d_I^* \), then \( \lambda_p(d_I) > 0 \).

Proof. Let \( \varphi(x) \) be the corresponding eigenfunction to \( \lambda_p(d_I) \) and normalize it as \( \| \varphi \|_{L^2(\Omega)} = 1 \). Then

\[
\lambda_p(d_I) = \frac{d_I}{2} \int_{\Omega} \int_{\Omega} J(x - y)(\varphi(y) - \varphi(x))^2dydx + \int_{\Omega} (\gamma(x) - \beta(x))\varphi^2(x)dx.
\]

Obviously, \( \varphi(x) \) is not a constant. Otherwise, \( \lambda_p(d_I) = \gamma(x) - \beta(x) \) according to (2.1), which is a contradiction. Assume \( d_I > d_I^* \). Then, following the variational characterization of \( \lambda_p(d_I) \), we have

\[
\lambda_p(d_I) > \frac{d_I}{2} \int_{\Omega} \int_{\Omega} J(x - y)(\varphi(y) - \varphi(x))^2dydx + \int_{\Omega} (\gamma(x) - \beta(x))\varphi^2(x)dx \geq \lambda_p(d_I^*).
\]

This ends the proof of (i).
Now, let \( \theta(x) = \gamma(x) - \beta(x) \) and \( \theta_{\text{min}} = \min \theta(x) \). Consider the eigenvalue problem

\[
d_I \int_\Omega J(x-y)(u(y) - u(x))dy - \theta_{\text{min}}u(x) = -\lambda u(x) \quad \text{in } \Omega.
\]

(2.2)

Thus, the principal eigenvalue of (2.2) is \( \lambda^*_p = \theta_{\text{min}}, \) see [20]. Hence, we have \( \lambda_p(d_I) \geq \theta_{\text{min}} \).

Now, if we can prove that \( \limsup_{d_I \to 0} \lambda_p(d_I) \leq \theta_{\text{min}} \), then the result is obtained. On the contrary, assume there exists some \( \varepsilon > 0 \) such that

\[
\limsup_{d_I \to 0} \lambda_p(d_I) \geq \theta_{\text{min}} + \varepsilon.
\]

By the definition of \( \limsup \), there exists some \( \hat{d}_I > 0 \) such that if \( d_I \leq \hat{d}_I \), then

\[
\lambda_p(d_I) \geq \theta_{\text{min}} + \frac{\varepsilon}{2}.
\]

Additionally, the continuity of \( \theta(x) \) gives that there are some \( x_0 \in \Omega \) and \( r > 0 \) such that

\[
\theta_{\text{min}} \geq \theta(x) - \frac{\varepsilon}{4} \quad \text{for } x \in B_r(x_0) \subset \Omega.
\]

Hence, \( \lambda_p(d_I) \geq \theta(x) + \frac{\varepsilon}{4} \) for \( d_I \leq \hat{d}_I \) and \( x \in B_r(x_0) \). Let \( \varphi(x) \) be the eigenfunction to \( \lambda_p(d_I) \). Then, it follows from (2.1) that

\[
\int_\Omega J(x-y)(\varphi(x) - \varphi(y))dy = \frac{\lambda_p(d_I) - \theta(x)}{d_I} \varphi(x) \geq \frac{\varepsilon}{4d_I} \varphi(x) \quad \text{in } B_r(x_0).
\]

Let \( \lambda_1 \) be the principal eigenvalue of the linear problem

\[
\begin{align*}
\int_{\mathbb{R}^N} J(x-y)(u(y) - u(x))dy &= -\lambda u(x) \quad \text{in } B_r(x_0), \\
u(x) &= 0 \quad \text{in } \mathbb{R}^N \setminus B_r(x_0).
\end{align*}
\]

It is well-known that \( 0 < \lambda_1 < 1 \), see [19]. Let \( \psi(x) \) be the corresponding eigenfunction to \( \lambda_1 \) normalized by \( \|\psi\|_{L^\infty(B_r(x_0))} = 1 \). Set

\[
\overline{\Phi}(x) = \frac{\varphi(x)}{\inf_{B_r(x_0)} \varphi(x)}, \quad \Phi(x) = \psi(x) \leq 1.
\]

Consider the following linear problem

\[
\begin{align*}
\int_{\mathbb{R}^N} J(x-y)(u(y) - u(x))dy &= -\frac{\varepsilon}{4d_I} u(x) \quad \text{in } B_r(x_0), \\
u(x) &= 0 \quad \text{in } \mathbb{R}^N \setminus B_r(x_0).
\end{align*}
\]

(2.3)

By the direct computation, we have

\[
\int_{B_r(x_0)} J(x-y)\overline{\Phi}(y)dy - \overline{\Phi}(x) + \frac{\varepsilon}{4d_I} \overline{\Phi}(x) \\
\leq \int_\Omega J(x-y)(\overline{\Phi}(y) - \overline{\Phi}(x))dy + \frac{\varepsilon}{4d_I} \overline{\Phi}(x) \leq 0
\]
and
\[
\int_{B_r(x_0)} J(x - y)\Phi(y)dy - \frac{\varepsilon}{4d_I} \Phi(x) = \int_{B_r(x_0)} J(x - y)\psi(y)dy - \psi(x) + \frac{\varepsilon}{4d_I} \psi(x) \geq 0
\]
provided \(d_I \leq \min\{\hat{d}_I, \frac{\varepsilon}{4d_I}\}\). Then, by the super-sub solution method, \(\text{[2.3]}\) admits a positive solution between \(\Phi(x)\) and \(\Phi(x)\), which implies that \(\lambda_1 = \frac{\varepsilon}{4d_I}\). This contradicts to the independence of \(d_I\) about \(\lambda_1\). Thus, \(\lim_{d_I \to 0} \lambda_p(d_I) = \theta_{\text{min}}\). This completes the proof of (ii).

Now, taking \(\varphi^2 = \frac{1}{|\Omega|}\), the definition of \(\lambda_p(d_I)\) yields that
\[
\lambda_p(d_I) = \frac{\frac{d_I}{|\Omega|} \int_\Omega (\varphi(y) - \varphi(x))^2 dy dx + \int_\Omega (\gamma(x) - \beta(x))(\varphi^2(x)) dx}{\int_\Omega \varphi^2(x) dx} \leq \frac{1}{|\Omega|} \int_\Omega (\gamma(x) - \beta(x)) dx \leq \max_{\Omega}(\gamma(x) - \beta(x)).
\]
Since \(\lambda_p(d_I)\) is strictly increasing on \(d_I\), the limit of \(\lambda_p(d_I)\) exists as \(d_I \to +\infty\). Assume
\[
\lim_{d_I \to +\infty} \lambda_p(d_I) = \lambda_\infty.
\]
Then, \(\lambda_\infty \leq \max_{\Omega}(\gamma(x) - \beta(x))\). Letting \(\psi_{d_I}(x)\) be the corresponding eigenfunction to \(\lambda_p(d_I)\) and normalizing it by \(\|\psi_{d_I}\|_{L^\infty(\Omega)} = 1\), then we have
\[
d_I \int_\Omega J(x - y)(\psi_{d_I}(y) - \psi_{d_I}(x))dy + (\beta(x) - \gamma(x))\psi_{d_I}(x) = -\lambda_p(d_I)\psi_{d_I}(x) \quad \text{in} \; \Omega. \quad \text{(2.4)}
\]
Note that there exists some \(d_0 > 0\) such that
\[
\int_\Omega J(x - y)dy + \frac{\gamma(x) - \beta(x) - \lambda_p(d_I)}{d_I} > 0
\]
for any \(d_I \geq d_0\). Then, for each \(d_I \geq d_0\), \(\text{[2.4]}\) implies that
\[
\psi_{d_I}(x) = \frac{\int_\Omega J(x - y)\psi_{d_I}(y)dy}{\int_\Omega J(x - y)dy + \frac{\gamma(x) - \beta(x) - \lambda_p(d_I)}{d_I}} \in C(\bar{\Omega}). \quad \text{(2.5)}
\]
Choose a sequence \(\{d_{I,n}\}_{n=1}^\infty\) satisfying \(d_{I,n} \to +\infty\) as \(n \to +\infty\). Thus, the eigenfunction sequence \(\{\psi_{d_{I,n}}\}\) weakly converges to some \(\psi(x)\) in \(L^2(\Omega)\). Hence, we have
\[
\int_\Omega J(x - y)\psi_{d_{I,n}}(y)dy \to \int_\Omega J(x - y)\psi(y)dy \quad \text{as} \; n \to +\infty.
\]
Following \(\text{[2.5]}\), there is
\[
\psi_{d_{I,n}}(x) \to \psi(x) \quad \text{uniformly on} \; \bar{\Omega} \; \text{as} \; n \to +\infty.
\]
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Since
\[ \int_{\Omega} J(x - y)(\psi_{d_{I,n}}(y) - \psi_{d_{I,n}}(x))dy = \frac{\gamma(x) - \beta(x) - \lambda_p(d_{I,n})}{d_{I,n}} \psi_{d_{I,n}}(x) \] in $\Omega$,
we have
\[ \int_{\Omega} J(x - y)(\psi_{d_{I,n}}(y) - \psi_{d_{I,n}}(x))dy \to 0 \] uniformly on $\bar{\Omega}$ as $n \to +\infty$.

According to Proposition 3.3 in [4], we know $\psi(x)$ is a constant. Integrating both sides of (2.4) over $\Omega$, we have
\[ \int_{\Omega} (\beta(x) - \gamma(x))\psi_{d_{I,n}}(x)dx = -\lambda_p(d_{I,n}) \int_{\Omega} \psi_{d_{I,n}}(x)dx. \]

Thus, there is
\[ \lim_{n \to +\infty} \lambda_p(d_{I,n}) = \frac{1}{|\Omega|} \int_{\Omega} (\gamma(x) - \beta(x))dx. \]

Additionally, by the definition of $\lambda_p(d_I)$, (iv) is obvious. Meanwhile, (v) is the direct conclusion of (i)-(iii). The proof is complete.

Define an operator as follows
\[ A[u](x) := d_I \int_{\Omega} J(x - y)(u(y) - u(x))dy - \gamma(x)u(x). \] (2.6)

Then, we have the result as below.

**Proposition 2.9** If the operator $A$ is defined by (2.6), then $A$ is a resolvent-positive operator on $X$ and $S(A) < 0$.

**Proof.** By the definition of the operator $A$, we know $A$ is a bounded linear operator on $X$. It is known that the operator $A$ can generate a positive $C_0$-semigroup, see [25]. Then, following from Theorem 2.3, we have $A$ is a resolvent-positive operator on $X$.

Let
\[ \lambda_p := \sup_{\varphi \in L^2(\Omega), \varphi \neq 0} \frac{-d_I \int_{\Omega} \int_{\Omega} J(x - y)(\varphi(y) - \varphi(x))^2dydx + \int_{\Omega} \gamma(x)\varphi^2(x)dx}{\int_{\Omega} \varphi^2(x)dx}. \]

Obviously, $\lambda_p < 0$. Let $h(x) = -d_I \int_{\Omega} J(x - y)dy - \gamma(x)$. We may choose some function sequence $\{h_n(x)\}_{n=1}^{\infty}$ with $\|h_n - h\|_{L^\infty(\Omega)} \to 0$ as $n \to +\infty$ such that the eigenvalue problem
\[ A_n[\varphi](x) := d_I \int_{\Omega} J(x - y)\varphi(y)dy + h_n(x)\varphi(x) = \lambda_n \varphi(x) \] in $\Omega$
admits a principal eigenpair denoted by $(\lambda_p^n, \varphi_n(x))$, where $\lambda_p^n \to \lambda_p$ as $n \to +\infty$. Note that $\lambda_p^n = S(A_n)$ for each given $n$ (see Bates and Zhao [8]). Since $\lambda_p < 0$, there exists some
δ > 0 such that \( \lambda_p^n < -\delta \) provided \( n \geq n_0 \) for some \( n_0 > 0 \). Thus, we have \( S(A_n) < -\delta \) for \( n \geq n_0 \). Due to \( h_n \to h \) as \( n \to +\infty \), we can obtain that \( S(A_n) \to S(A) \) as \( n \to +\infty \), see Lemma 3.1 in [36]. This implies that \( S(A) < 0 \). The proof is complete.

Now, consider the nonlocal dispersal problem

\[
\frac{\partial u_I(x,t)}{\partial t} = d_I \int_{\Omega} J(x-y)(u_I(y,t) - u_I(x,t))dy - \gamma(x)u_I(x,t),
\] (2.7)

where \( x \in \Omega \) and \( t > 0 \). If \( u_I(x,t) \) is thought of as a density of the infected individuals at a point \( x \) at time \( t \), \( J(x-y) \) is thought of as the probability distribution of jumping from location \( y \) to location \( x \), then \( \int_{\Omega} J(y-x)u(y,t)dy \) is the rate at which the infected individuals are arriving at position \( x \) from all other places, and \( -\int_{\Omega} J(y-x)u(x,t)dy \) is the rate at which they are leaving location \( x \) to travel to all other sites. By the theory of semigroups of linear operators, we know that the operator \( A \) can generate a uniformly continuous semigroup, denoted by \( T(t) \). Suppose that \( \phi(x) \) is the distribution of initial infection at location \( x \). Then the distribution of those infective members is at time \( t \) (as time evolution) is \( (T(t)\phi)(x) \). Set \( \mathcal{F}[\varphi](x) := \beta(x)\varphi(x) \) for \( \varphi \in X \). Hence, the distribution of new infection at time \( t \) is \( \mathcal{F}[T(t)\phi](x) \) and the total new infections are

\[
\int_0^\infty \mathcal{F}[T(t)\phi](x)dt.
\]

Define

\[
L[\phi](x) := \int_0^\infty \mathcal{F}[T(t)\phi](x)dt = \beta(x) \int_0^\infty T(t)\phi dt.
\]

Then, inspired by the ideas of next generation operators (see [16, 17, 44, 45]), we may define the spectral radius of \( L \) as the basic reproduction number of system (1.1), that is \( R_0 = r(L) \). After then, we have the following result.

**Theorem 2.10** \( R_0 - 1 \) has the same sign as \( \lambda_* := S(A + \mathcal{F}) \).

**Proof.** Since \( A \) is the generator of the semigroup \( T(t) \) on \( X \) and \( A \) is resolvent-positive, it then follows from Theorem 2.3 that

\[
(\lambda I - A)^{-1} \phi = \int_0^\infty e^{-\lambda t}T(t)\phi dt \quad \text{for any } \lambda > S(A), \ \phi \in X.
\] (2.8)

Choosing \( \lambda = 0 \) in (2.8), we obtain

\[
-A^{-1} \phi = \int_0^\infty T(t)\phi dt \quad \text{for all } \phi \in X.
\] (2.9)

Then, the definition of the operator \( L \) implies that \( L = -\mathcal{F}A^{-1} \). Let \( \mathcal{M} := A + \mathcal{F} \). We know that \( \mathcal{M} \) can generate a uniformly continuous positive semigroup, then \( \mathcal{M} \) is
resolvent-positive. Meanwhile, $S(A) < 0$. Thus, following from Theorem 2.4 we have $S(\mathcal{M})$ has the same sign as $r(-\mathcal{A}^{-1}) - 1 = R_0 - 1$. The proof is complete. □

Note that if $\lambda_p(d_I)$ is the principal eigenvalue of (2.1), then $-\lambda_p(d_I) = S(A + \mathcal{F})$. In this case, $-\lambda_p(d_I)$ has the same sign as $R_0 - 1$ according to Theorem 2.10. However, we still have the following result whether $\lambda_p(d_I)$ is the principal eigenvalue of (2.1) or not.

**Corollary 2.11** $\lambda_p(d_I)$ has the same sign as $1 - R_0$.

In fact, this is easily seen from the proof in Proposition 2.9 that $-\lambda_p(d_I) = S(A + \mathcal{F})$. Thus, Corollary 2.11 is obvious.

**Corollary 2.12** If $\beta(x_0) > \gamma(x_0)$ for some $x_0 \in \Omega$ and $\int_{\Omega} \beta(x) dx < \int_{\Omega} \gamma(x) dx$. Then there exists some $d_* > 0$ such that $0 < R_0 < 1$ for all $0 < d_I < d_*$ and $R_0 > 1$ for $d_I > d_*$.

**Proof.** Since $\beta(x_0) > \gamma(x_0)$ for some $x_0 \in \Omega$, the continuity of $\beta(x)$ and $\gamma(x)$ gives that $\beta(x) > \gamma(x)$ for any $x \in B_r(x_0)$, which $B_r(x_0)$ is a ball with the center $x_0$ and the radius $r > 0$. Let $\Omega_* = B_r(x_0) \cap \Omega$ and denote

$$\tilde{\varphi} := \begin{cases} C, & x \in \Omega_*, \\ 0, & x \in \Omega \setminus \Omega_*, \end{cases}$$

for some nonzero constant $C$. Then, by the definition of $\lambda_p(d_I)$ and the continuity of $\lambda_p(d_I)$ on $d_I$, we have

$$\lambda_p(0) < \int_{\Omega_*} (\gamma(x) - \beta(x)) dx < 0.$$

Moreover, it follows from the definition of $\lambda_p(d_I)$ that

$$\lambda_p(d_I) \leq \max_{\Omega} \{\gamma(x) - \beta(x)\}.$$

Then, there exists some $\hat{d} > 0$ such that

$$\lambda_p(d_I) < \max_{\Omega} \left\{d_I \int_{\Omega} J(x-y) dy + \gamma(x) - \beta(x) \right\}$$

for any $d_I > \hat{d}$. According to Lemma 2.6, $\lambda_p(d_I)$ is the principal eigenvalue of (2.1) for $d_I > \hat{d}$. Thus, using Theorem 2.8 we have

$$\lim_{d_I \to +\infty} \lambda_p(d_I) = \frac{1}{|\Omega|} \int_{\Omega} (\gamma(x) - \beta(x)) dx.$$

Since $\lambda_p(d_I)$ is nondecreasing on $d_I$, there is some $d_* > 0$ such that

$$\lambda_p(d_I) \begin{cases} < 0 & \text{if } 0 < d_I < d_*, \\ > 0 & \text{if } d_I > d_* \end{cases}.$$

Thus, using Corollary 2.11 we can finish our proof. □
Corollary 2.13 If \( \int_{\Omega} \beta(x)dx > \int_{\Omega} \gamma(x)dx \), then \( R_0 > 1 \) for any \( d_I > 0 \). Further, if \( \beta(x) < \gamma(x) \) for \( x \in \Omega \), then \( R_0 < 1 \) for all \( d_I > 0 \).

This is easy seen from the definition of \( \lambda_p(d_I) \) and Corollary 2.11.

Lemma 2.14 Assume \((\mu_p, \phi(x))\) with \( \phi(x) > 0 \) is a principal eigenpair of the weighted eigenvalue problem

\[
-d_I \int_{\Omega} J(x-y)(\phi(y) - \phi(x))dy + \gamma(x)\phi(x) = \mu \beta(x)\phi(x), \quad x \in \Omega. \tag{2.10}
\]

Then, \( \mu_p \) is a unique positive principal eigenvalue and can be characterized by

\[
\mu_p = \inf_{\varphi \in L^2(\Omega) \setminus \{0\}} \frac{d_I \int_{\Omega} \int_{\Omega} J(x-y)(\varphi(y) - \varphi(x))^2dydx + \int_{\Omega} \gamma(x)\varphi^2(x)dx}{\int_{\Omega} \beta(x)\varphi^2(x)dx}.
\]

Proof. Let \((\mu_i, \phi_i(x))(i = 1, 2)\) with \( \phi_i(x) > 0 \) satisfying

\[
-d_I \int_{\Omega} J(x-y)(\phi_i(y) - \phi_i(x))dy + \gamma(x)\phi_i(x) = \mu_i \beta(x)\phi_i(x).
\]

Following these equations, it is easy to obtain that

\[
(\mu_1 - \mu_2) \int_{\Omega} \beta(x)\phi_1(x)\phi_2(x)dx = 0.
\]

The positivity of \( \phi_1(x) \) and \( \phi_2(x) \) gives that \( \mu_1 = \mu_2 \). Further, according to (2.10), there is

\[
\mu_p = \frac{d_I}{2} \int_{\Omega} \int_{\Omega} J(x-y)(\phi(y) - \phi(x))^2dydx + \int_{\Omega} \gamma(x)\phi^2(x)dx \over \int_{\Omega} \beta(x)\phi^2(x)dx. \tag{2.11}
\]

Obviously, \( \mu_p > 0 \).

Below, we prove that

\[
\mu_p = \mu'_p := \inf_{\varphi \in L^2(\Omega) \setminus \{0\}} \frac{d_I}{2} \int_{\Omega} \int_{\Omega} J(x-y)(\varphi(y) - \varphi(x))^2dydx + \int_{\Omega} \gamma(x)\varphi^2(x)dx \over \int_{\Omega} \beta(x)\varphi^2(x)dx.
\]

In view of (2.11), we have \( \mu_p \geq \mu'_p \). Assume that \( \mu_p > \mu'_p \). Then, there exists some \( \mu_* \) such that \( \mu'_p < \mu_* < \mu_p \). Set

\[
\mathbb{H}(\varphi) = \frac{d_I}{2} \int_{\Omega} \int_{\Omega} J(x-y)(\varphi(y) - \varphi(x))^2dydx + \int_{\Omega} \gamma(x)\varphi^2(x)dx
\]

and define

\[
\sigma(\mu) = \sup_{\varphi \in L^2(\Omega) \setminus \{0\}} \frac{\mu \int_{\Omega} \beta(x)\varphi^2(x)dx - \mathbb{H}(\varphi)}{\int_{\Omega} \varphi^2(x)dx}.
\]
Then, it follows from (2.11) that \( \sigma(\mu_p) = 0 \). Since \( \mu_\ast > \mu'_p \), there is some \( v \in L^2(\Omega) \) and \( v \neq 0 \) satisfying
\[
\mu_\ast > \frac{d_I}{2} \int_\Omega \int_\Omega J(x-y)(v(y) - v(x))^2 dy dx + \int_\Omega \gamma(x)v^2(x) dx > 0.
\]
This implies that \( \sigma(\mu_\ast) > 0 \). On the other hand, by the definition of \( \sigma(\mu) \), it is easy to see that \( \sigma(\mu) \) is nondecreasing on \( \mu \). Due to \( \mu_\ast < \mu_p \), we have \( \sigma(\mu_\ast) \leq \sigma(\mu_p) \). That is \( \sigma(\mu_\ast) \leq 0 \), which is a contradiction. We end the proof.

Corollary 2.15 If \( (\mu_\ast, \phi_\ast(x)) \) with \( \phi_\ast(x) > 0 \) satisfies the following linear problem
\[
\begin{cases}
\int_{\mathbb{R}^N} J(x-y)(\phi(y) - \phi_\ast(x)) dy = -\mu \gamma(x) \phi_\ast(x) & \text{in } \Omega, \\
\phi_\ast(x) = 0 & \text{on } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]
then \( \mu_\ast \) is unique and positive.

Lemma 2.16 If the nonlocal weighted eigenvalue problem
\[
-d_I \int_\Omega J(x-y)(\phi(y) - \phi_\ast(x)) dy + \gamma(x) \phi(\phi(x)) = \mu \beta(x) \phi(x), \quad x \in \Omega
\]
admits a unique positive principal eigenvalue \( \mu_p \) with positive eigenfunction and there exists some positive function \( \psi_{d_I}(x) \in L^2(\Omega) \) satisfying
\[
L[\psi_{d_I}](x) = R_0 \psi_{d_I}(x),
\]
then \( R_0 = r(-\mathcal{F} A^{-1}) = \frac{1}{\mu_p} \) and the following two conclusions hold:

(i) \( R_0 \to \max_{\Omega} \{\frac{\beta(x)}{\gamma(x)}\} \) as \( d_I \to 0 \);

(ii) \( R_0 \to \frac{\int_\Omega \beta(x) dx}{\int_\Omega \gamma(x) dx} \) as \( d_I \to +\infty \).

Proof. Note that
\[
\beta(x) \int_0^\infty T(t) \psi_{d_I} dt = R_0 \psi_{d_I}(x).
\]
In view of (2.9), we have \( -A^{-1} \psi_{d_I} = \int_0^\infty T(t) \psi_{d_I} dt \). Accordingly,
\[
-\beta(x) A^{-1} [\psi_{d_I}](x) = R_0 \psi_{d_I}(x).
\]
Let \( \varphi = -A^{-1} \psi_{d_I} \). Obviously, \( \varphi \) is positive. It follows from (2.12) that \( -A \varphi = \frac{1}{R_0} \beta(x) \varphi \). That is \( \frac{1}{R_0}, \varphi \) satisfies
\[
-d_I \int_\Omega J(x-y)(\varphi(y) - \varphi(x)) dy + \gamma(x) \varphi(x) = \frac{1}{R_0} \beta(x) \varphi(x).
\]
Following Lemma 2.14, it is clear that $(\frac{1}{R_0}, \varphi)$ is the principal eigenpair of (2.10). Hence, $R_0 = r(-\mathcal{A}^{-1}) = \frac{1}{\mu_p}$. Meanwhile, $R_0$ can be characterized by

$$ \begin{align*}
R_0 &= \sup_{\varphi \in L^2(\Omega) \atop \varphi \neq 0} \frac{\int_{\Omega} \beta(x) \varphi^2(x) dx}{\frac{d^2}{2} \int_{\Omega} \int_{\Omega} J(x-y)(\varphi(y) - \varphi(x))^2 dy dx + \int_{\Omega} \gamma(x) \varphi^2(x) dx}.
\end{align*} $$

(2.13)

Now, we prove (i) and (ii). Denote $R_0 = R_0(d_I)$ and $\eta(x) = \frac{\beta(x)}{\gamma(x)}$. For any $v \in L^2(\Omega)$ and $v \neq 0$, we have

$$ \begin{align*}
\frac{\int_{\Omega} \beta(x) v^2(x) dx}{\frac{d^2}{2} \int_{\Omega} \int_{\Omega} J(x-y)(v(y) - v(x))^2 dy dx + \int_{\Omega} \gamma(x) v^2(x) dx} & \leq \frac{\max_{\Omega} \eta(x) \int_{\Omega} \gamma(x) v^2(x) dx}{\max_{\Omega} \gamma(x) v^2(x) dx} \\
& \leq \frac{\max_{\Omega} \eta(x)}{\max_{\Omega} \gamma(x)}.
\end{align*} $$

Hence, $R_0(d_I) \leq \max_{\Omega} \eta(x) := \eta_*$. To our goal, we only need to prove that $\liminf_{d_I \to 0} R_0(d_I) \geq \eta_*$. On the contrary, assume there exists some $\varepsilon > 0$ such that

$$ \liminf_{d_I \to 0} R_0(d_I) \leq \eta_* - \varepsilon. $$

By the definition of liminf, there is some $d_0 > 0$ such that

$$ R_0(d_I) \leq \eta_* - \frac{\varepsilon}{2} $$

for any $d_I \leq d_0$. Additionally, the continuity of $\eta(x)$ gives that there exists some $x_* \in \Omega$ so that

$$ \eta_* \leq \eta(x) + \frac{\varepsilon}{4} \text{ for any } x \in B_\rho(x_*), $$

in which $B_\rho(x_*)$ is a ball with the center $x_*$ and the radius $\rho$. Hence,

$$ R_0(d_I) \leq \eta(x) - \frac{\varepsilon}{4} \text{ for all } x \in B_\rho(x_*). $$

It is noticed that

$$ \begin{align*}
d_I \int_{\Omega} J(x-y)(\psi_{d_I}(x) - \psi_{d_I}(y)) dy &= \left( \frac{\beta(x)}{R_0(d_I)} - \gamma(x) \right) \psi_{d_I}(x) \\
& \geq \left( \frac{\beta(x)}{\eta(x) - \frac{\varepsilon}{4}} - \gamma(x) \right) \psi_{d_I}(x) \\
& = \frac{\varepsilon \gamma(x)}{4(\eta(x) - \frac{\varepsilon}{4})} \psi_{d_I}(x) \\
& \geq \frac{\varepsilon \gamma(x)}{4\eta_*} \psi_{d_I}(x).
\end{align*} $$

On the other hand, it follows from [19] that the problem
\[
\begin{cases}
\int_{\mathbb{R}^N} J(x-y)(v(y) - v(x))dy = -\mu \max_\Omega \{\gamma(x)\} v(x) & \text{in } B_\rho(x_*), \\
v(x) = 0 & \text{on } \mathbb{R}^N \setminus B_\rho(x_*)
\end{cases}
\]

admits a principal eigenpair \((\bar{\mu}, \varphi^*(x))\) and \(0 < \bar{\mu} < \frac{1}{\max_\Omega \gamma(x)}\). Now, let
\[
\Psi(x) = \frac{\varphi^*(x)}{\inf_{B_\rho(x_*)} \varphi^*(x)}, \quad \Psi(x) = K \psi_{d_I}(x) \quad \text{for constant } K > 1.
\]

For the simple calculation, \(\Psi(x)\) and \(\Psi(x)\) are a pair of sub-super solution of the following linear problem
\[
\begin{cases}
\int_{\mathbb{R}^N} J(x-y)(u(y) - u(x))dy = -\frac{\varepsilon \gamma(x)}{4d_I \eta^*} u(x) & \text{in } B_\rho(x_*), \\
u(x) = 0 & \text{on } \mathbb{R}^N \setminus B_\rho(x_*)
\end{cases} \tag{2.14}
\]
when \(d_I \leq \min\{d_0, \frac{\varepsilon}{4d_I \eta^*}\}\). Then, there is a positive solution of \((2.13)\). Following Corollary \(2.13\) it is obtained that \(\mu'_p := \frac{\varepsilon}{4d_I \eta^*}\) is a principal eigenvalue of \((2.14)\) which depends on the parameter \(d_I\) and this is a contradiction.

Next, we prove (ii). By the variational characterization of \(R_0(d_I)\), it is easily seen that
\[
R_0(d_I) \geq \frac{\int_\Omega \beta(x)dx}{\int_\Omega \gamma(x)dx}.
\]

Since \(R_0(d_I)\) is nondecreasing on \(d_I\), the limit of \(R_0(d_I)\) exists as \(d_I \to +\infty\). Noticed that \((R_0(d_I), \psi_{d_I}(x))\) satisfies
\[
-d_I \int_\Omega J(x-y)(\psi_{d_I}(y) - \psi_{d_I}(x))dy + \gamma(x)\psi_{d_I}(x) = \frac{1}{R_0(d_I)} \beta(x)\psi_{d_I}(x). \tag{2.15}
\]
Choose some sequence \(\{d_{I,n}\}_n^\infty\) satisfying \(d_{I,n} \to +\infty\) as \(n \to +\infty\) and normalized \(\psi_{d_{I,n}}(x)\) as \(\|\psi_{d_{I,n}}\|_{L^\infty(\Omega)} = 1\). Since there is some \(n_0 > 0\) such that
\[
\Delta(x) := \int_\Omega J(x-y)dy + \frac{\gamma(x) - \frac{\beta(x)}{R_0(d_{I,n})}}{d_{I,n}} > 0
\]
for all \(n \geq n_0\), we have
\[
\psi_{d_{I,n}}(x) = \frac{\int_\Omega J(x-y)\psi_{d_{I,n}}(y)dy}{\Delta(x)}
\]
for all \(n \geq n_0\). Thus, \(\psi_{d_{I,n}}(x) \to \psi^*\) strongly in \(L^2(\Omega)\) as \(n \to +\infty\). This implies that \(\psi^*\) satisfies
\[
\int_\Omega J(x-y)(\psi^*(y) - \psi^*(x))dy = 0.
\]
Hence, $\psi^*$ is a positive constant. Integrating both sides of (2.15) with $d_{I,n}$ and $\psi_{d_{I,n}}(x)$ on $\Omega$ obtains that
\[
\int_{\Omega} \gamma(x) \psi_{d_{I,n}}(x) dx = \frac{1}{R_0(d_{I,n})} \int_{\Omega} \beta(x) \psi_{d_{I,n}}(x) dx.
\]
Letting $n \to +\infty$, there holds
\[
\lim_{n \to +\infty} R_0(d_{I,n}) = \int_{\Omega} \beta(x) dx \int_{\Omega} \gamma(x) dx.
\]
This ends the proof.

\begin{remark}
Comparing to the corresponding elliptic problem, the operator
\[
L[\varphi](x) = \beta(x) \int_0^\infty T(t) \varphi dt
\]
is not a compact operator. Thus, $r(L)$ may not be a principal eigenvalue of $L$ and the basic reproduction number $R_0$ cannot be characterized as (2.13) in general. However, (2.13) is still able to discuss the dynamic behavior of system (1.1) as a threshold value.
\end{remark}

\section{The disease-free equilibrium}

In this section, we major in discussing the existence and stability of the disease-free equilibrium of (1.1). That is, we consider the stationary problem of system (1.1):
\[
\begin{align*}
\frac{dS}{dt} & \int_{\Omega} J(x-y) (S(y) - S(x)) dy = \frac{\beta(x)SI}{S+I} - \gamma(x)I, \quad x \in \Omega, \\
\frac{dI}{dt} & \int_{\Omega} J(x-y) (I(y) - I(x)) dy = -\frac{\beta(x)SI}{S+I} + \gamma(x)I, \quad x \in \Omega.
\end{align*}
\tag{3.1}
\]

\begin{definition}
We say that a steady state $(\tilde{S}(x), \tilde{I}(x))$ of system (1.1) is globally stable if the solutions $(S_*(x,t), I_*(x,t))$ of (1.1) satisfy
\[
\lim_{t \to +\infty} (S_*(x,t), I_*(x,t)) = (\tilde{S}(x), \tilde{I}(x))
\]
for any initial data $(S_0(x), I_0(x))$ that satisfies $S_0(x), I_0(x) > 0$ in $\Omega$ and $S_0(x), I_0(x) \in C(\bar{\Omega})$.
\end{definition}

\begin{lemma}
System (3.1) admits a disease-free equilibrium $(\tilde{S}, 0)$, it is unique and given by $\tilde{S} = \frac{N}{|\Omega|}$ on $\bar{\Omega}$.
\end{lemma}
**Proof.** Let \((\tilde{S}, 0)\) be any disease-free equilibrium. Then, following (3.1), we obtain that

\[
\int_{\Omega} J(x - y)(\tilde{S}(y) - \tilde{S}(x))dy = 0 \quad \text{in} \quad \Omega.
\]

It is well-known from [4, Proposition 3.3] that \(\tilde{S}(x)\) is a constant. And since \(\int_{\Omega} \tilde{S}(x)dx = N\), we have \(\tilde{S}(x) = \frac{N}{|\Omega|}\) on \(\bar{\Omega}\). The proof is complete. \(\square\)

Then, we have the following globally stability result.

**Theorem 3.3** If \(R_0 < 1\), then all the positive solutions of (1.1) converge to the disease-free equilibrium \((\frac{N}{|\Omega|}, 0)\) as \(t \to +\infty\).

**Proof.** Since \(R_0 < 1\), we have \(-\lambda_p(d_I) = \lambda_s < 0\) according to Corollary 2.11. That is \(\lambda_p(d_I) > 0\). Recall that \(m(x) = -d_I \int_{\Omega} J(x - y)dy + \beta(x) - \gamma(x)\). Moreover, since \(m(x)\) is continuous on \(\bar{\Omega}\), there exists some \(x_0 \in \bar{\Omega}\) such that \(m(x_0) = \max_{x \in \Omega} m(x)\). Define a function sequence as follows:

\[
m_n(x) = \begin{cases} m(x_0), & x \in B_{x_0}(\frac{1}{n}), \\ m_{n,1}(x), & x \in (B_{x_0}(\frac{2}{n}) \setminus B_{x_0}(\frac{1}{n})), \\ m(x), & x \in \Omega \setminus B_{x_0}(\frac{2}{n}), \end{cases}
\]

where \(B_{x_0}(\frac{1}{n}) = \{x \in \Omega | |x - x_0| < \frac{1}{n}\}\), \(m_{n,1}(x)\) satisfies \(m_{n,1} \leq m(x_0)\), and \(m_{n,1}(x)\) is continuous in \(\Omega\). Indeed, \(m_{n,1}(x)\) exists if only we take \(n\) is large enough, denoted by \(n \geq n_0 > 0\). Thus, Lemma 2.3 implies that the eigenvalue problem

\[
d_I \int_{\Omega} J(x - y)\phi(y)dy + m_n(x)\phi(x) = -\lambda \phi(x)
\]

admits a principal eigenpair, denoted by \((\lambda_p^n(d_I), \phi_n)\). According to Remark 2.7 there exists some \(n_1 \geq n_0\) such that for any \(n \geq n_1\)

\[
\lambda_p^n(d_I) \geq \frac{1}{2} \lambda_p(d_I) - \|m_n - m\|_{L^\infty}.
\]

Normalizing \(\phi_n(x)\) as \(\|\phi_n\|_{L^\infty(\Omega)} = 1\) and letting \(\overline{\pi}(x, t) = M e^{-\frac{1}{2} \lambda_p(d_I)t} \phi_n(x)\), the direct calculation yields that

\[
\frac{\partial \overline{\pi}(x, t)}{\partial t} - d_I \int_{\Omega} J(x - y)(\overline{\pi}(y, t) - \overline{\pi}(x, t))dy - \frac{\beta(x)\overline{\pi}S}{\overline{\pi} + S} + \gamma(x)\overline{\pi}
\]

\[
\geq -\frac{1}{2} \lambda_p(d_I) M e^{-\frac{1}{2} \lambda_p(d_I)t} \phi_n(x) - M e^{-\frac{1}{2} \lambda_p(d_I)t} \left[ d_I \int_{\Omega} J(x - y)\phi_n(y)dy + m_n(x)\phi_n(x) \right]
\]

\[
+ (m_n(x) - m(x)) M e^{-\frac{1}{2} \lambda_p(d_I)t} \phi_n(x)
\]

\[
\geq \left[ \lambda_p^n(d_I) - \frac{1}{2} \lambda_p(d_I) + (m_n(x) - m(x)) \right] M e^{-\frac{1}{2} \lambda_p(d_I)t} \phi_n(x) \geq 0,
\]
provided \( n \geq n_1 \). Take \( M \) large enough such that \( \varpi(x, 0) \geq I_0(x) \). Then, the comparison principle yields that \( I_s(x, t) \leq \varpi(x, t) \) for \( x \in \Omega \) and \( t > 0 \). Consequently, we get that \( I_s(x, t) \to 0 \) uniformly on \( \Omega \) as \( t \to +\infty \).

Now, it is left to prove that \( S_s(x, t) \to \frac{N}{|\Omega|} \) uniformly on \( \bar{\Omega} \) as \( t \to +\infty \). By the above discussion and the continuity of \( \beta(x) \) and \( \gamma(x) \), there exists some \( C_0 > 0 \) such that

\[
\left\| \gamma I_s - \frac{\beta S_s I_s}{S_s + I_s} \right\|_{L^\infty(\Omega)} \leq C_0 e^{-\frac{1}{2} \lambda_p(d_I) t}. \tag{3.2}
\]

Define

\[
\alpha = \alpha(J, \Omega) = \inf_{u \in L^2(\Omega), \int_{\Omega} u = 0, u \neq 0} \frac{d_I \int_{\Omega} (J(x-y)(u(y)-u(x))^2 dy) dx}{\int_{\Omega} u^2(x) dx}. \tag{3.3}
\]

Following Proposition 3.4 and Lemma 3.5 in [4], we get

\[
0 < \alpha \leq d_I \min_{x \in \Omega} \int_{\Omega} J(x-y)dy.
\]

Meanwhile, by the same method of the proof of Lemma 3.5 in [4], we can obtain that

\[
\lambda_p(d_I) \leq \min_{\Omega} \left( d_I \int_{\Omega} J(x-y)dy + \gamma(x) - \beta(x) \right).
\]

Set

\[
S_s(x, t) = \hat{S}_1(x, t) + \frac{1}{|\Omega|} \int_{\Omega} S_s(x, t)dx.
\]

Due to \( I_s(x, t) \to 0 \) uniformly on \( \bar{\Omega} \) as \( t \to +\infty \), we know \( \int_{\Omega} S_s(x, t)dx \to N \) as \( t \to +\infty \).

Thus, we get

\[
\frac{1}{|\Omega|} \int_{\Omega} S_s(x, t)dx \to \frac{N}{|\Omega|} \text{ as } t \to +\infty.
\]

Note that \( \int_{\Omega} \hat{S}_1(x, t)dx = 0 \) and \( \hat{S}_1(x, t) \) satisfies

\[
\frac{\partial \hat{S}_1(x, t)}{\partial t} = d_I \int_{\Omega} J(x-y)(\hat{S}_1(y, t) - \hat{S}_1(x, t))dy + f(x, t), \quad x \in \Omega, \ t > 0, \tag{3.4}
\]

where

\[
f(x, t) = \gamma(x)I_s - \frac{\beta(x)S_s I_s}{S_s + I_s} - \frac{1}{|\Omega|} \int_{\Omega} \left( \gamma(x)I_s - \frac{\beta(x)S_s I_s}{S_s + I_s} \right) dx.
\]

According to (3.2), there exists some positive constant \( c_* > 0 \) such that

\[
|f(x, t)| \leq c_* e^{-\frac{1}{2} \lambda_p(d_I) t}.
\]

Now, let \( W(t) = \int_{\Omega} \hat{S}_1(x, t)dx \). Hence, the direct calculation yields that

\[
\frac{dW(t)}{dt} = 2 \int_{\Omega} \hat{S}_1(x, t) \frac{\partial \hat{S}_1(x, t)}{\partial t} dx
\]
\[ \begin{align*}
&= 2 \int_{\Omega} \hat{S}_1(x,t) \left[ d_S \int_{\Omega} J(x-y)(\hat{S}_1(y,t) - \hat{S}_1(x,t)) dy + f(x,t) \right] dx \\
&= -d_S \int_{\Omega} \int_{\Omega} J(x-y)(\hat{S}_1(y,t) - \hat{S}_1(x,t))^2 dy dx + 2 \int_{\Omega} \hat{S}_1(x,t) f(x,t) dx \\
&\leq -2\alpha W(t) + 4c_1 Ne^{-\frac{1}{2}\lambda_p(d_I)t}.
\end{align*} \]

This implies that

\[ W(t) \leq W(0)e^{-2\alpha t} + ce^{-2\alpha t} \int_{0}^{t} e^{(2\alpha - \frac{1}{2}\lambda_p(d_I))s} ds \]

for some positive constants \(c, c_1\) and \(c_2\). On the other hand, it follows from (3.4) that

\[ \hat{S}_1(x,t) = \hat{S}_1(x,0)e^{-a(x)t} + e^{-a(x)t} \int_{0}^{t} e^{a(x)s} \left[ d_S \int_{\Omega} J(x-y)\hat{S}_1(y,s) dy + f(x,s) \right] ds, \]

where \(a(x) = d_S \int_{\Omega} J(x-y)dy\). By H"{o}lder inequality, we have

\[ \int_{\Omega} J(x-y)\hat{S}_1(y,s) dy \leq c_3 W^{\frac{1}{2}}(t) \]

for some positive constant \(c_3\). Then, combining (3.5)-(3.7), it can be obtained that

\[ |\hat{S}_1(x,t)| \to 0 \text{ as } t \to +\infty. \]

Consequently, we have

\[ S_*(x,t) \to \frac{N}{|\Omega|} \text{ uniformly on } \bar{\Omega} \text{ as } t \to +\infty. \]

This completes the proof. \(\Box\)

**Remark 3.4** Theorem 3.3 implies that when \(R_0 < 1\), the epidemic disease will be extinct.

### 4 The endemic equilibrium

In this section, we consider the existence, uniqueness of the positive solutions of (3.1) which is the so-called endemic equilibrium of (1.1). Also, the longtime behavior of positive solutions of (1.1) is discussed.
Lemma 4.1 The pair of \((\tilde{S}(x), \tilde{I}(x))\) is a solution of \(3.1\) if and only if \((\tilde{S}(x), \tilde{I}(x))\) is a solution of

\[
k = d_S \tilde{S} + d_I \tilde{I}, \quad x \in \Omega, \\
d_I \int_\Omega J(x-y)(\tilde{I}(y) - \tilde{I}(x))dy + \frac{\beta(x)\tilde{S} \tilde{I}}{S + \tilde{I}} - \gamma(x)\tilde{I} = 0, \quad x \in \Omega, \\
N = \int_\Omega (\tilde{S}(x) + \tilde{I}(x))dx,
\]

where \(k\) is some positive constant.

Proof. Suppose \((\tilde{S}(x), \tilde{I}(x))\) is a solution of \(3.1\). Then, adding the two equations of \(3.1\) yields that

\[
\int_\Omega J(x-y)[(d_S \tilde{S}(y) + d_I \tilde{I}(y)) - (d_S \tilde{S}(x) + d_I \tilde{I}(x))]dy = 0, \quad x \in \Omega.
\]

Thus, there is some constant \(k\) according to Proposition 3.3 in [4] such that

\[
d_S \tilde{S}(x) + d_I \tilde{I}(x) = k, \quad x \in \Omega.
\]

Meanwhile, the other cases are obvious.

In turn, if \(d_S \tilde{S}(x) + d_I \tilde{I}(x) = k\), we have

\[
d_S \int_\Omega J(x-y)(\tilde{S}(y) - \tilde{S}(x))dy + d_I \int_\Omega J(x-y)(\tilde{I}(y) - \tilde{I}(x))dy = 0, \quad x \in \Omega.
\]

Then,

\[
d_S \int_\Omega J(x-y)(\tilde{S}(y) - \tilde{S}(x))dy \\
= -d_I \int_\Omega J(x-y)(\tilde{I}(y) - \tilde{I}(x))dy = \frac{\beta(x)\tilde{S} \tilde{I}}{S + \tilde{I}} - \gamma(x)\tilde{I},
\]

which implies that \((\tilde{S}, \tilde{I})\) satisfies \((3.1)\). This ends the proof. \(\square\)

Let \(S(x) := \frac{\tilde{S}(x)}{k}\) and \(I(x) := \frac{d_I \tilde{I}(x)}{k}\), where \(k\) is defined as in Lemma 4.1. Then, we have the following result.

Lemma 4.2 The pair \((\tilde{S}(x), \tilde{I}(x))\) is a solution of \(3.1\) if and only if \((S(x), I(x))\) is a solution of

\[
\begin{cases}
1 = d_S S(x) + I(x), \quad x \in \Omega, \\
0 = d_I \int_\Omega J(x-y)(I(y) - I(x))dy + (\beta(x) - \gamma(x))I - \frac{d_S \beta(x) I^2}{d_S I + d_I (1 - I)}, \quad x \in \Omega, \\
k = \frac{d_I N}{\int_\Omega (d_I S(x) + I(x))dx}.
\end{cases}
\]

(4.1)
Proof. Since \( R_0 > 1 \), we can obtain that \( \lambda_p(d_I) < 0 \) according to Corollary 2.11. Without loss of generality, letting \( m(x) = -d_I \int_{\Omega} J(x-y)dy + \beta(x) - \gamma(x) \), we can find a function sequence \( \{m_n\}_{n=1}^{\infty} \) such that \( \|m_n - m\|_{L^\infty(\Omega)} \to 0 \) as \( n \to +\infty \) and the eigenvalue problem

\[
d_I \int_{\Omega} J(x-y)\varphi_n(y)dy + m_n(x)\varphi_n(x) = -\lambda \varphi_n(x) \quad \text{in} \quad \Omega
\]

admits a principal eigenpair \((\lambda^n(d_I), \varphi_n(x))\). Furthermore, taking \( n \) large enough, provided \( n \geq n_0 \), we have

\[
\lambda^n(d_I) \leq \frac{1}{2} \lambda_p(d_I) - \|m_n - m\|_{L^\infty(\Omega)}.
\]

Now, constructing \( \mathcal{I}(x) = \delta \varphi_n(x) \) for some \( \delta > 0 \) and the direct computation yields that

\[
d_I \int_{\Omega} J(x-y)(\mathcal{I}(y) - \mathcal{I}(x))dx + (\beta(x) - \gamma(x))\mathcal{I} - \frac{d_S \beta(x)\mathcal{I}^2}{d_S \mathcal{I} + d_I (1 - \mathcal{I})} = -\delta \lambda^n(d_I) \varphi_n(x) + \delta \varphi_n(x)(m_n(x) - m_n(x)) - \frac{d_S \delta \varphi_n(x) + d_I (1 - \delta \varphi_n(x))}{d_S \delta \varphi_n(x) + d_I (1 - \delta \varphi_n(x))} \]

\[
\geq -\frac{1}{2} \lambda_p(d_I) \delta \varphi_n(x) - \frac{d_S \beta(x)\delta^2 \varphi_n^2(x)}{d_S \delta \varphi_n(x) + d_I (1 - \delta \varphi_n(x))} \geq 0,
\]

provided \( \delta \) small enough. Denote \( \mathcal{T}(x) = 1 \). Then, it is easy to verify that

\[
d_I \int_{\Omega} J(x-y)(\mathcal{I}(y) - \mathcal{T}(x))dx + (\beta(x) - \gamma(x))\mathcal{T} - \frac{d_S \beta(x)\mathcal{T}^2}{d_S \mathcal{T} + d_I (1 - \mathcal{T})} = -\gamma(x) < 0,
\]

which implies that \( \mathcal{T} \) is a super solution. We can take \( \delta > 0 \) sufficiently small such that \( \mathcal{I} \leq \mathcal{T} \) on \( \bar{\Omega} \). By the standard iteration method [11, 21, 50], there exists some \( I(x) \in L^2(\Omega) \) satisfying (4.1) and \( 0 < I(x) \leq 1 \).

Define a functional as follows

\[
F(x, v) = d_I \int_{\Omega} J(x-y)I(y)dy + (\beta(x) - \gamma(x) - d_I \int_{\Omega} J(x-y)dy) v - \frac{d_S \beta(x) v^2}{d_S v + d_I (1 - v)}.
\]

Obviously, \( F(x, I) = 0 \). Note that

\[
\frac{\partial F(x, v)}{\partial v} = \beta(x) - \gamma(x) - d_I \int_{\Omega} J(x-y)dy
\]
\[-d_S \beta(x) \left\{ \frac{d_I v}{[d_S v + d_I(1 - v)]^2} + \frac{v}{d_S v + d_I(1 - v)} \right\}.\]

Thus, we get
\[
\frac{\partial F(x, I)}{\partial v} = -d_I \int_{\Omega} J(x - y) \frac{I(y)}{I(x)} dy - \frac{d_S \beta(x) I(x)}{[d_S I(x) + d_I(1 - I(x))]^2} < 0.
\]

And now the Implicit Function Theorem implies that \(I(x)\) is continuous on \(\bar{\Omega}\).

We claim that \(I(x) \neq 1\) for all \(x \in \bar{\Omega}\). On the contrary, assume that there is \(x_0 \in Int(\Omega)\) such that \(I(x_0) = 1\). Thus, \((4.1)\) yields that \(\gamma(x_0) = d_I \int_{\Omega} J(x_0 - y)(I(y) - I(x_0)) dy \leq 0\), which is a contradiction. On the other hand, if \(x_0 \in \partial \Omega\), we can find a point sequence \(\{x_n\} \subset \Omega\) such that \(x_n \to x_0\) and \(I(x_n) = 1\), \(I(x_n) \to I(x_0)\) as \(n \to +\infty\). The same arguments can lead to a contradiction.

Now, we prove the uniqueness of positive solutions of \((3.1)\). For the super-sub solution pair \((I(x), 1)\), we can obtain another solution of \((3.1)\) by the basic iterative scheme, denoted by \(I_1(x)\). Then, \(I(x) \leq I_1(x) \leq 1\). Define
\[
\tau^* = \inf\{\tau > 0 \mid I(x) \geq \tau I_1(x), \ x \in \bar{\Omega}\}.
\]

By the boundedness of \(I(x)\) and \(I_1(x)\), \(\tau^*\) is well defined. We claim that \(\tau^* \geq 1\). On the contrary, assume \(\tau^* < 1\). The direct calculation yields that
\[
d_I \int_{\Omega} J(x - y) (\tau^* I_1(y) - \tau^* I_1(x)) dy + (\beta(x) - \gamma(x)) \tau^* I_1 - \frac{d_S \beta(x) \tau^2 I_1^2}{d_S \tau^* I_1 + d_I(1 - \tau^* I_1)} = \tau^* \beta(x) \left( \frac{d_S I_1}{d_S I_1 + d_I(1 - I_1)} - \frac{d_S \tau^* I_1}{d_S \tau^* I_1 + d_I(1 - \tau^* I_1)} \right) I_1 > 0.
\]

By the definition of \(\tau^*\), there is some \(x_0 \in \Omega\) such that \(I(x_0) = \tau^* I_1(x_0)\). Thus, we have
\[
d_I \int_{\Omega} J(x_0 - y) (\tau^* I_1(y) - \tau^* I_1(x_0)) dy - d_I \int_{\Omega} J(x_0 - y) dy \tau^* I_1(x_0) + (\beta(x_0) - \gamma(x_0)) \tau^* I_1(x_0)
- \beta(x_0) \frac{d_S \tau^2 I_1^2(x_0)}{d_S \tau^* I_1(x_0) + d_I(1 - \tau^* I_1(x_0))}
= d_I \int_{\Omega} J(x_0 - y) (\tau^* I_1(y) - I(y)) dy \leq 0.
\]

Let \(\omega(y) = \tau^* I_1(y) - I(y)\) for \(y \in \Omega\). Combining \((4.2)\) and \((4.3)\), we have \(d_I \int_{\Omega} J(x_0 - y) \omega(y) dy = 0\). Thus, this implies that \(\omega(y) = 0\) almost everywhere in \(\Omega\). That is \(I(x) = \tau^* I_1(x)\) almost everywhere in \(\Omega\). Hence,
\[
0 = d_I \int_{\Omega} J(x - y) (I(y) - I(x)) dy + \beta(x) \left( 1 - \frac{d_S I(x)}{d_S I(x) + d_I(1 - I(x))} \right) I(x) - \gamma(x) I(x)
\]

Therefore, \(\tau^* = 1\) and \(\tau^* I_1(x) = I(x)\) almost everywhere in \(\Omega\).
which is a contradiction. Thus, \( \tau \) is an upper bound for \( I(x) \), which is a contradiction. Thus, \( \tau^* \geq 1 \) and this implies that \( I(x) = I_1(x) \). The uniqueness of positive solutions of (3.1) is obtained.

Note that \( S(x) = \frac{1-I(x)}{d_S} \in C(\bar{\Omega}) \). Meanwhile, we get (3.1) admits a unique solution pair \((\hat{S}, \hat{I})\) and \( \hat{S}(x) \in C(\bar{\Omega}), \hat{I}(x) \in C(\bar{\Omega}) \). Additionally, there are \( 0 < \hat{I}(x) < \frac{k}{d_I}, 0 < \hat{S}(x) < \frac{1}{d_S} \) for some positive constant \( k \) dependent on \( d_S \) and \( d_I \). The proof is complete.

Below, we discuss the stability of endemic equilibrium in the sense of Definition 3.1. First, we introduce a nonlocal dispersal problem as

\[
\begin{align*}
\frac{\partial u(x,t)}{\partial t} &= d \int_{\Omega} J(x-y)(u(y,t) - u(x,t))dy + (r(x) - c(x)u)u, \quad x \in \Omega, \quad t > 0, \\
u(x,0) &= u_0(x), \quad x \in \Omega,
\end{align*}
\]

where \( d > 0 \) is a positive constant and \( u_0(x) \) is a bounded continuous function.

**Lemma 4.4** Suppose (J) holds. Assume \( r(x), c(x) \in C(\bar{\Omega}) \) and \( c(x) > 0 \) on \( \bar{\Omega} \). Then the positive stationary solution \( u_\ast \) of (4.4) is unique if and only if \( \lambda_p(d) < 0 \), in which

\[
\lambda_p(d) = \inf_{\varphi \in L^2(\Omega), \varphi \neq 0} \frac{\frac{d}{2} \int_{\Omega} \int_{\Omega} J(x-y)(\varphi(y) - \varphi(x))^2dydx - \int_{\Omega} r(x)\varphi^2(x)dx}{\int_{\Omega} \varphi^2(x)dx}.
\]

Moreover, \( u_\ast \) is globally asymptotically stable.

We can see the proof of Lemma 4.4 in [39][40]. Here, we omit it.

**Theorem 4.5** Suppose \( d_S = d_I = d \). The following alternatives hold.

(i) If \( R_0 < 1 \), then all the positive solutions of (1.1) converge to the disease-free equilibrium \((N/N, 0)\) as \( t \to +\infty \).

(ii) If \( R_0 > 1 \), then all the positive solutions of (1.1) converge to \((\bar{S}(x), \bar{I}(x))\) as \( t \to +\infty \).

**Proof.** Note that (i) is contained in Theorem 3.3. Thus, we only need to prove (ii). Let \( v(x,t) = S_\ast(x,t) + I_\ast(x,t) \). Then, it follows from (1.1) that

\[
\begin{align*}
\frac{\partial v(x,t)}{\partial t} &= d \int_{\Omega} J(x-y)(v(y,t) - v(x,t))dy, \quad x \in \Omega, \quad t > 0, \\
\int_{\Omega} v(x,t)dx &= N, \quad t > 0, \\
v(x,0) &\geq 0, \quad x \in \Omega.
\end{align*}
\]
Obviously, \( \frac{N}{|\Omega|} \) is the constant stationary solution of (4.5). Define

\[
\lambda_0 = \inf_{\psi \in L^2(\Omega), \int_\Omega \psi(x)dx=0, \psi \neq 0} \frac{d \int_\Omega \int_\Omega J(x-y)(\psi(y) - \psi(x))^2 dy dx}{\int_\Omega \psi^2(x) dx}.
\]

By the same discussion as Theorem 3.6 in [4], we get

\[
\|v(\cdot, t) - \frac{N}{|\Omega|}\|_{L^\infty(\Omega)} \leq \tilde{C} e^{-\lambda_0 t}
\]

for some positive constant \( \tilde{C} \). Thus, \( v(x, t) \to \frac{N}{|\Omega|} \) uniformly on \( \bar{\Omega} \) as \( t \to +\infty \) due to \( v(\cdot, t) \in C(\bar{\Omega}) \). Note that \( I_*(x, t) \) satisfies

\[
\begin{cases}
\frac{\partial I_*}{\partial t} = d \int_\Omega J(x-y)(I_*(y, t) - I_*(x, t)) dy + (\beta(x) - \gamma(x)) I_* - \frac{\beta(x)}{v} I_*^2, & x \in \Omega, t > 0, \\
\int_\Omega I_*(x, 0) dx > 0.
\end{cases}
\]

Since \( v(x, t) \to \frac{N}{|\Omega|} \) uniformly on \( \bar{\Omega} \) as \( t \to +\infty \), for any small \( \varepsilon > 0 \), we can find a large \( T > 0 \) such that

\[
\frac{N}{|\Omega|} - \varepsilon \leq v(x, t) \leq \frac{N}{|\Omega|} + \varepsilon \text{ for all } x \in \bar{\Omega} \text{ and } t \geq T.
\]

Inspired by the idea in [30], we consider the following two auxiliary problems:

\[
\begin{cases}
\frac{\partial \bar{T}}{\partial t} = d \int_\Omega J(x-y)(\bar{T}(y, t) - \bar{T}(x, t)) dy + (\beta(x) - \gamma(x)) \bar{T} - \frac{\beta(x)}{\bar{\alpha} + \varepsilon} \bar{T}^2, & x \in \Omega, t > 0, \\
\bar{T}(x, T) = I_*(x, T) > 0,
\end{cases}
\]

and

\[
\begin{cases}
\frac{\partial \underline{T}}{\partial t} = d \int_\Omega J(x-y)(\underline{T}(y, t) - \underline{T}(x, t)) dy + (\beta(x) - \gamma(x)) \underline{T} - \frac{\beta(x)}{\underline{\alpha} - \varepsilon} \underline{T}^2, & x \in \Omega, t > 0, \\
\underline{T}(x, T) = I_*(x, T) > 0,
\end{cases}
\]

The comparison principle implies that \( \bar{T}(x, t) \) and \( \underline{T}(x, t) \) are respectively the upper and lower solutions of (4.6). Thus, we get

\[
\underline{T}(x, t) \leq I_*(x, t) \leq \bar{T}(x, t) \text{ for all } x \in \bar{\Omega} \text{ and } t \geq T.
\]

Since \( R_0 > 1 \), we have \( \lambda_\mu(d_1) < 0 \). According to Lemma 4.4, there are two positive functions \( \bar{T}_\varepsilon(x) \) and \( \underline{T}_\varepsilon(x) \in C(\bar{\Omega}) \) such that

\[
\bar{T}(x, t) \to \bar{T}_\varepsilon(x) \text{ and } \underline{T}(x, t) \to \underline{T}_\varepsilon(x) \text{ uniformly on } \bar{\Omega} \text{ as } t \to +\infty,
\]
and $T_\varepsilon(x)$, $L_\varepsilon(x)$ are respectively the unique steady states of (4.7) and (4.8). That is, $T_\varepsilon(x)$ and $L_\varepsilon(x)$ satisfy

$$d \int_\Omega J(x - y)(T_\varepsilon(y) - T_\varepsilon(x))dy + (\beta(x) - \gamma(x))T_\varepsilon - \frac{\beta(x)}{\|N\| + \varepsilon}T_\varepsilon^2 = 0, \; x \in \Omega$$

and

$$d \int_\Omega J(x - y)(L_\varepsilon(y) - L_\varepsilon(x))dy + (\beta(x) - \gamma(x))L_\varepsilon - \frac{\beta(x)}{\|N\| - \varepsilon}L_\varepsilon^2 = 0, \; x \in \Omega,$$

respectively. By the same arguments in [40], we know there exists some constant $M$ independent of $\varepsilon$ such that $L_\varepsilon(x) \leq M$ and $T_\varepsilon(x) \leq M$ for all $x \in \Omega$. Additionally, $T_\varepsilon(x)$ and $L_\varepsilon(x)$ are monotone with respect to $\varepsilon$. In fact, assume $\varepsilon_1 < \varepsilon_2$, $L_{\varepsilon_1}(x)$ and $L_{\varepsilon_2}(x)$ are respectively the solutions of (4.9) as $\varepsilon = \varepsilon_1$ and $\varepsilon = \varepsilon_2$. The direct computation yields that

$$d \int_\Omega J(x - y)(L_{\varepsilon_1}(y) - L_{\varepsilon_1}(x))dy + (\beta(x) - \gamma(x))L_{\varepsilon_1} - \frac{\beta(x)}{\|N\| - \varepsilon_1}L_{\varepsilon_1}^2$$

$$= \frac{\beta(x)}{\|N\| - \varepsilon_1}L_{\varepsilon_1}^2 - \frac{\beta(x)}{\|N\| - \varepsilon_2}L_{\varepsilon_1}^2 < 0.$$

By the uniqueness of positive solution of (4.9), we get $L_{\varepsilon_2}(x) < L_{\varepsilon_1}(x)$ for $x \in \Omega$. Meanwhile, the same arguments lead us to obtain that $T_\varepsilon(x)$ is strictly increasing on $\varepsilon$. Now, there exists a sequence $\{\varepsilon_n\}$ with $\varepsilon_n \to 0$ as $n \to +\infty$ such that

$$L_{\varepsilon_n}(x) \to I_1(x) \; \text{as} \; n \to +\infty \; \text{uniformly on} \; \Omega$$

and

$$T_{\varepsilon_n}(x) \to I_2(x) \; \text{as} \; n \to +\infty \; \text{uniformly on} \; \Omega$$

for some positive continuous functions $I_1(x)$ and $I_2(x)$. Note that $I_1(x)$ and $I_2(x)$ satisfy the following equation

$$d \int_\Omega J(x - y)(u(y) - u(x))dy + (\beta(x) - \gamma(x))u(x) - \frac{\beta(x)}{\|N\|}u^2(x) = 0 \; \text{in} \; \Omega. \; \text{(4.10)}$$

Then, following Lemma [4.3], we know $I_1(x) = I_2(x)$ due to the uniqueness of positive solutions of (4.10). Thus, we get that $I_n(x, t) \to I_1(x)$ uniformly on $\Omega$ as $t \to +\infty$ and $S_n(x, t) \to \frac{N}{\|N\|}I_1(x)$ as $t \to +\infty$. By the uniqueness of positive solutions of (3.1), we have $\hat{S}(x) = \frac{N}{\|N\|} - I_1(x)$ and $\hat{I}(x) = I_1(x)$. This completes the proof.

**Theorem 4.6** Assume $\beta(x) = r\gamma(x)$ on $\bar{\Omega}$ for some positive constant $r \in (0, +\infty)$.

(i) If $r \leq 1$, then the disease-free equilibrium is globally asymptotically stable;
(ii) If \( r > 1 \), then the endemic equilibrium is globally attractive.

**Proof.** If \( r < 1 \), then we can get \( \lambda_\rho(d_I) > 0 \) by the definition of \( \lambda_\rho(d_I) \). In this case, the result is obtained in Theorem 3.3. Thus, we only need discuss the case \( r = 1 \), that is \( \beta(x) = \gamma(x) \). In this case, \( \lambda_\rho(d_I) = 0 \), see [20]. Consequently, system (1.1) is equivalent to

\[
\begin{aligned}
&\frac{\partial S(x,t)}{\partial t} = d_S \int_\Omega J(x - y)(S(y,t) - S(x,t))dy + \frac{\beta(x)I^2(x,t)}{S(x,t) + I(x,t)} \quad \text{in } \Omega \times (0, +\infty), \\
&\frac{\partial I(x,t)}{\partial t} = d_I \int_\Omega J(x - y)(I(y,t) - I(x,t))dy - \frac{\beta(x)I^2(x,t)}{S(x,t) + I(x,t)} \quad \text{in } \Omega \times (0, +\infty), \\
&\int_\Omega (S(x,t) + I(x,t))dx = N \quad \text{in } (0, +\infty), \\
&S(x,0) = S_0(x) \geq 0, \quad I(x,0) = I_0(x) \geq 0 \quad \text{in } \Omega.
\end{aligned}
\]  

(4.11)

Note that the solution of (4.11) satisfies \( \int_\Omega (S_*(x,t) + I_*(x,t))dx = N \) for all \( t \geq 0 \). Thus, by the continuity of \( S_*(x,t), I_*(x,t) \) with respect to \( x \) and \( t \) on \( \bar{\Omega} \times (0, +\infty) \), we have

\[ \|S_*(\cdot,t)\|_{L^\infty(\Omega)} \leq C_0 \quad \text{and} \quad \|I_*(\cdot,t)\|_{L^\infty(\Omega)} \leq C_0 \]

for some positive constant \( C_0 \). Hence, by the same method in [30], we can obtain that

\[ I_*(x,t) \to 0 \quad \text{uniformly on } \bar{\Omega} \text{ as } t \to +\infty. \]

Hence, \( \int_\Omega S_*(x,t)dx \to N \) as \( t \to +\infty \). Let

\[ S_*(x,t) = S_1(x,t) + \frac{1}{|\Omega|} \int_\Omega S_*(x,t)dx. \]

The direct computation yields that \( S_1(x,t) \) satisfies

\[ \frac{\partial S_1}{\partial t} = d_S \int_\Omega J(x - y)(S_1(y,t) - S_1(x,t))dy + f(x,t) \quad (4.12) \]

for \( x \in \Omega, t > 0 \) and \( \int_\Omega S_1(x,t)dx = 0 \), in which

\[ f(x,t) = \frac{\beta(x)I^2(x,t)}{S_*(x,t) + I_*(x,t)} - \frac{1}{|\Omega|} \int_\Omega \frac{\beta(x)I^2(x,t)}{S_*(x,t) + I_*(x,t)}dx. \]

Obviously, we have \( \lim_{t \to +\infty} f(x,t) = 0 \). Note that

\[ \int_\Omega S_1(x,t)f(x,t)dx = \int_\Omega \frac{\beta(x)S_1(x,t)I^2(x,t)}{S_*(x,t) + I_*(x,t)}dx := g(t). \]

Hence, there is

\[ |g(t)| \leq \int_\Omega \left| \frac{\beta(x)S_1(x,t)I^2(x,t)}{S_*(x,t) + I_*(x,t)} \right| dx \leq C \int_\Omega |S_1(x,t)|I_*(x,t)dx \leq \tilde{C} \int_\Omega I_*(x,t)dx \]
for some positive constant $\tilde{C}$. Thus, we have $\lim_{t \to +\infty} g(t) = 0$. Let $\alpha$ be defined as $\frac{\tilde{C}}{a}$ and $h(x) = d_S \int_{\Omega} J(x - y) dy$. Then, following from [30, Lemma 3.5], there is $0 < \alpha \leq \min_{\Omega} h(x)$.

Define $U(t) = \int_{\Omega} S_1^2(x,t) dx$. By direct calculation, we get

$$
\frac{dU(t)}{dt} = 2 \int_{\Omega} S_1(x,t) \frac{\partial S_1(x,t)}{\partial t} dx
= 2 \int_{\Omega} S_1(x,t) \left[ ds \int_{\Omega} J(x - y)(S_1(y,t) - S_1(x,t)) dy + f(x,t) \right] dx
\leq -d_S \int_{\Omega} \int_{\Omega} J(x - y)(S_1(y,t) - S_1(x,t))^2 dydx + 2g(t)
\leq -2\alpha U(t) + 2g(t).
$$

Thus, we have

$$
U(t) \leq U(0)e^{-2\alpha t} + 2e^{-2\alpha t} \int_0^t e^{2\alpha s} g(s) ds.
$$

That is

$$
\|S_1(\cdot,t)\|_{L^2(\Omega)} \leq \left( U(0)e^{-2\alpha t} + 2e^{-2\alpha t} \int_0^t e^{2\alpha s} g(s) ds \right)^{\frac{1}{2}}.
$$

This implies that $\lim_{t \to +\infty} \|S_1(\cdot,t)\|_{L^2(\Omega)} = 0$. On the other hand, following [11,12], there is

$$
S_1(x,t) = e^{-h(x)t} S_1(x,0) + e^{-h(x)t} \int_0^t e^{h(x)s} \left[ ds \int_{\Omega} J(x - y)S_1(y,s) dy + f(x,s) \right] ds.
$$

Note that

$$
\lim_{t \to +\infty} e^{-h(x)t} \int_0^t e^{h(x)s} f(x,s) ds = \lim_{t \to +\infty} \frac{f(x,t)}{h(x)} = 0
$$

and

$$
e^{-h(x)t} \int_0^t e^{h(x)s} \int_{\Omega} J(x - y)|S_1(y,s)| dy ds \leq Ce^{-h(x)t} \int_0^t e^{h(x)s} \|S_1(\cdot,s)\|_{L^2(\Omega)} ds
$$

for some positive constant $C$. Thus, we get $\lim_{t \to +\infty} |S_1(x,t)| = 0$ for all $x \in \bar{\Omega}$. This implies that $\lim_{t \to +\infty} S_s(x,t) = \frac{N}{\bar{\Omega}}$ uniformly on $\bar{\Omega}$ as $t \to +\infty$. On the other hand, noticed that system (4.11) is quasi-monotone increasing, then the same arguments in [30] can get that $(\frac{N}{\bar{\Omega}},0)$ is asymptotically stable. This ends the proof of (i).

Below, define a functional as follows

$$
V(t) := V(S,I)(t) = \frac{1}{2} \int_{\Omega} \left[ \frac{(S - \tilde{S})^2}{S} + \frac{(I - \tilde{I})^2}{I} \right] dx.
$$

Obviously, $V(\tilde{S}, \tilde{I})(t) = 0$ and $V(S,I)(t) > 0$ if $S(x,t) \neq \tilde{S}(x)$ and $I(x,t) \neq \tilde{I}(x)$. Note $\int_{\Omega}(\tilde{S}(x) + \tilde{I}(x)) dx = N$, thus by the uniqueness of stationary solutions of (3.1), we can
give it explicitly by

\[
(\tilde{S}, \tilde{I}) = \left( \frac{1}{r} \frac{N}{|\Omega|}, \frac{r-1}{r} \frac{N}{|\Omega|} \right).
\]

Consequently, there is

\[
\frac{1}{r} = \frac{\tilde{S}}{\tilde{S} + \tilde{I}}.
\]

Now, differentiating \(V\) with respect to \(t\) yields that

\[
\frac{dV(t)}{dt} = \int_{\Omega} \left[ \frac{S - \tilde{S}}{S} \partial_S(x,t) \frac{\partial S(x,t)}{\partial t} + \frac{I - \tilde{I}}{I} \partial_I(x,t) \frac{\partial I(x,t)}{\partial t} \right] dx
\]

\[
= \int_{\Omega} \frac{S - \tilde{S}}{S} \left[ d_S \int_{\Omega} J(x-y)(S(y,t) - S(x,t)) dy \right] dx
\]

\[
+ \int_{\Omega} \frac{I - \tilde{I}}{I} \left[ d_I \int_{\Omega} J(x-y)(I(y,t) - I(x,t)) dy \right] dx
\]

\[
+ \int_{\Omega} \frac{S - \tilde{S}}{S} \left( -\frac{\beta SI}{S + I} + \gamma I \right) dx + \int_{\Omega} \frac{I - \tilde{I}}{I} \left( \frac{\beta SI}{S + I} - \gamma I \right) dx
\]

\[
= \frac{-d_S}{2S} \int_{\Omega} \int_{\Omega} J(x-y)(S(y,t) - S(x,t))^2 dy dx
\]

\[
- \frac{d_I}{2I} \int_{\Omega} \int_{\Omega} J(x-y)(I(y,t) - I(x,t))^2 dy dx - \int_{\Omega} \gamma I \frac{(\tilde{S}I - S\tilde{I})^2}{S^2I(S + I)} dx
\]

\[
< 0.
\]

Then, by the standard Lyapunov stability theorem and the continuity of the solutions of (1.1), we obtain that

\[
(S(x,t), I(x,t)) \rightarrow (\tilde{S}(x), \tilde{I}(x)) \text{ uniformly on } \bar{\Omega} \text{ as } t \rightarrow +\infty.
\]

That is, \((\tilde{S}(x), \tilde{I}(x))\) is globally attractive. The proof of (ii) is complete. \(\square\)

**Remark 4.7** Note that when \(d_S = d_I\), the epidemic disease will persist as \(R_0 > 1\). Moreover, if the rate of the disease transmission is proportional to the rate of the disease recovery (i.e \(\beta(x) = r\gamma(x)\) for some positive constant \(r\)), then the epidemic disease will be completely extinct finally as \(R_0 \leq 1\) (i.e \(r \leq 1\)), and will be persistence as \(R_0 > 1\) (i.e \(r > 1\)). Particularly, the epidemic disease will be always extinct as \(R_0 < 1\). The case when \(d_S \neq d_I\) and \(R_0 > 1\) is very complicate. This is a challenging work and we will leave it for further study.

### 5 The effect of the large diffusion rates

In this section, we discuss the effect of the large diffusion rate on the transmission of the disease. Throughout this section, we always assume that \(\int_\Omega \beta(x) dx > \int_\Omega \gamma(x) dx\).
Following Corollary 2.13, we know $R_0 > 1$ for all $d_I > 0$ in this condition. Then, the positive solution $(\tilde{S}, \tilde{I})$ of (3.1) exists.

**Theorem 5.1** If we let $d_S, d_I \to +\infty$, then

$$(\tilde{S}, \tilde{I}) \to \left( \frac{N}{|\Omega|} \int_{\Omega} \frac{\gamma(x)dx}{\beta(x)dx}, \frac{N}{|\Omega|} \left( 1 - \frac{\int_{\Omega} \gamma(x)dx}{\int_{\Omega} \beta(x)dx} \right) \right).$$

**Proof.** Arguing as above, we know if $(\tilde{S}, \tilde{I})$ is the solution of (3.1), then $\tilde{S}, \tilde{I} \in C(\Omega)$. Since $\int_{\Omega}(\tilde{S}(x) + \tilde{I}(x))dx = N$, the continuity of $\tilde{S}, \tilde{I}$ gives that

$$\|\tilde{S}(\cdot)\|_{L^\infty(\Omega)} \leq \tilde{M} \text{ and } \|\tilde{I}(\cdot)\|_{L^\infty(\Omega)} \leq \tilde{M},$$

where $\tilde{M}$ is a positive constant independent of $d_S$ and $d_I$.

Choosing sequences $\{d_{S,n}\}_{n=1}^\infty$ and $\{d_{I,n}\}_{n=1}^\infty$ with $d_{S,n} \to +\infty$ and $d_{I,n} \to +\infty$ as $n \to +\infty$. Meanwhile, the corresponding solution of (3.1) is $(\tilde{S}_n, \tilde{I}_n)$. Thus, there are subsequences still denoted by $\tilde{S}_n$ and $\tilde{I}_n$, and $\tilde{S}_s, \tilde{I}_s$ such that

$$\tilde{S}_n(x) \to \tilde{S}_s(x) \text{ and } \tilde{I}_n(x) \to \tilde{I}_s(x) \text{ weakly in } L^2(\Omega).$$

Note that

$$\left\| \frac{\beta(\cdot)\tilde{I}_n(\cdot)\tilde{S}_n(\cdot)}{\tilde{I}_n(\cdot) + \tilde{S}_n(\cdot)} - \gamma(\cdot)\tilde{I}_n(\cdot) \right\|_{L^\infty(\Omega)} \leq C_*$$

for some positive constant $C_*$ dependent only on $\beta, \gamma$ and $\Omega$. Let

$$g_n(x) = \frac{\beta(x)\tilde{I}_n(x)\tilde{S}_n(x)}{\tilde{I}_n(x) + \tilde{S}_n(x)} - \gamma(x)\tilde{I}_n(x).$$

Then, $\tilde{S}_n(x)$ and $\tilde{I}_n(x)$ satisfy

$$\tilde{S}_n(x) = \left[ \int_{\Omega} J(x - y)dy \right]^{-1} \left[ \int_{\Omega} J(x - y)\tilde{S}_n(y)dy - \frac{g_n(x)}{d_{S,n}} \right] \quad (5.1)$$

and

$$\tilde{I}_n(x) = \left[ \int_{\Omega} J(x - y)dy \right]^{-1} \left[ \int_{\Omega} J(x - y)\tilde{I}_n(y)dy + \frac{g_n(x)}{d_{I,n}} \right], \quad (5.2)$$

respectively. It is well-known that

$$\int_{\Omega} J(x - y)\tilde{S}_n(y)dy \to \int_{\Omega} J(x - y)\tilde{S}_s(y)dy, \quad \int_{\Omega} J(x - y)\tilde{I}_n(y)dy \to \int_{\Omega} J(x - y)\tilde{I}_s(y)dy$$

for all $x \in \Omega$ as $n \to +\infty$. Thus, following from (5.1) and (5.2), we have

$$\tilde{S}_n(x) \to \tilde{S}_s(x) \text{ and } \tilde{I}_n(x) \to \tilde{I}_s(x) \text{ in } C(\bar{\Omega}) \text{ as } n \to +\infty.$$
On the other hand, $\tilde{S}_n(x)$ and $\tilde{I}_n(x)$ satisfy

$$
\int_\Omega J(x-y)(\tilde{S}_n(y) - \tilde{S}_n(x))\,dy = \frac{g_n(x)}{d_{S,n}}
$$

and

$$
\int_\Omega J(x-y)(\tilde{I}_n(y) - \tilde{I}_n(x))\,dy = -\frac{g_n(x)}{d_{I,n}}.
$$

Thus, $\tilde{S}_*(x)$ and $\tilde{I}_*(x)$ satisfy

$$
\int_\Omega J(x-y)(\tilde{S}_*(y) - \tilde{S}_*(x))\,dy = 0
$$

and

$$
\int_\Omega J(x-y)(\tilde{I}_*(y) - \tilde{I}_*(x))\,dy = 0
$$

for $x \in \Omega$, respectively. This implies that $\tilde{S}_*(x)$ and $\tilde{I}_*(x)$ are all constants, still denoted by $\tilde{S}_*$ and $\tilde{I}_*$ for the convenience.

Below, we need to show that $\tilde{S}_*$ and $\tilde{I}_*$ are all positive.

Case I: Assume $\tilde{I}_* = 0, \tilde{S}_* > 0$. Let $\tilde{I}_n(x) = \frac{\tilde{I}_*(x)}{\|I_*\|_{L^\infty(\Omega)}}$. Thus, $\tilde{I}_n(x)$ satisfies

$$
d_{I,n} \int_\Omega J(x-y)(\tilde{I}_n(y) - \tilde{I}_n(x))\,dy + \frac{\beta(x)\tilde{S}_n(x)\tilde{I}_n(x)}{S_n(x) + \tilde{I}_n(x)} - \gamma(\tilde{I}_n(x)) = 0 \quad \text{in } \Omega. \quad (5.3)
$$

The same arguments as above yield that $\tilde{I}_n(x) \to 1$ as $n \to +\infty$ for all $x \in \Omega$. Integrating both sides of (5.3) over $\Omega$ and letting $n \to +\infty$, we have $\int_\Omega \beta(x)\,dx = \int_\Omega \gamma(x)\,dx$, which is a contradiction.

Case II: Assume $\tilde{I}_* > 0, \tilde{S}_* = 0$. Integrating (5.3) on $\Omega$ and letting $n \to +\infty$, we have a contradiction with $-\int_\Omega \gamma(x)\,dx = 0$.

Case III: Assume $\tilde{I}_* = 0, \tilde{S}_* = 0$. This is impossible because of $\int_\Omega (\tilde{S}_n(x) + \tilde{I}_n(x))\,dx = N$.

Thus, we get $\tilde{S}_* > 0$ and $\tilde{I}_* > 0$. Meanwhile, we know

$$
\int_\Omega \frac{\beta(x)\tilde{S}_*\tilde{I}_*}{S_* + \tilde{I}_*}\,dx = \int_\Omega \gamma(x)\tilde{I}_*\,dx \quad \text{and} \quad \tilde{S}_* + \tilde{I}_* = \frac{N}{|\Omega|}.
$$

Hence, the direct computation gives that

$$
\tilde{S}_* = \frac{N\int_\Omega \gamma(x)\,dx}{|\Omega|\int_\Omega \beta(x)\,dx}, \quad \tilde{I}_* = \frac{N}{|\Omega|} \left(1 - \frac{\int_\Omega \gamma(x)\,dx}{\int_\Omega \beta(x)\,dx}\right).
$$

This completes the proof.

**Theorem 5.2** If $d_S \to +\infty$, then

$$(\tilde{S}(x), \tilde{I}(x)) \to \left(\frac{d_I N}{\int_\Omega (d_I + \theta_*(x))\,dx}, \frac{N\theta_*(x)}{\int_\Omega (d_I + \theta_*(x))\,dx}\right),$$

where $\theta_*(x)$ is the unique positive solution of the following problem

$$
d_I \int_\Omega J(x-y)(u(y) - u(x))\,dy + (\beta(x) - \gamma(x))u - \frac{\beta(x)u^2}{d_I + u} = 0 \quad \text{in } \Omega. \quad (5.4)
$$
Inspired by the method in [31], let \( \theta(x) = d_S I(x) \). Then, according to (4.1), we have
\[
d_I \int_{\Omega} J(x - y)(\theta(y) - \theta(x))dy + (\beta(x) - \gamma(x))\theta - \frac{\beta(x)\theta^2}{\theta + d_I(1 - d_S^{-1}\theta)} = 0 \quad \text{in } \Omega. \tag{5.5}
\]

Note that the positive solution \( \theta(x) \) of (5.5) is monotone increasing on \( d_S \). Indeed, for any \( d_{S_1} < d_{S_2} \), letting \( \theta_1(x) \) and \( \theta_2(x) \) be solutions of (5.5) corresponding to \( d_S = d_{S_1} \) and \( d_S = d_{S_2} \) respectively, then there is
\[
d_I \int_{\Omega} J(x - y)(\theta_1(y) - \theta_1(x))dy + (\beta(x) - \gamma(x))\theta_1 - \frac{\beta(x)\theta_1^2}{\theta_1 + d_I(1 - d_{S_1}^{-1}\theta_1)}
= \frac{\beta(x)\theta_1^2}{\theta_1 + d_I(1 - d_{S_1}^{-1}\theta_1)} - \frac{\beta(x)\theta_2^2}{\theta_2 + d_I(1 - d_{S_2}^{-1}\theta_2)} > 0.
\]

Thus, \( \theta_1(x) < \theta_2(x) \) for all \( x \in \Omega \). Since \( \theta(x) \in C(\bar{\Omega}) \), there exists some \( x_0 \in \bar{\Omega} \) such that \( \theta(x_0) = \max_{\Omega} \theta(x) \). Then, it follows from (5.5) that
\[
(\beta(x) - \gamma(x))\theta(x_0) - \frac{\beta(x_0)\theta_2^2(x_0)}{\theta(x_0) + d_I(1 - d_{S_1}^{-1}\theta(x_0))} \geq 0.
\]

That is
\[
\theta(x_0) \leq \frac{d_I(\beta(x_0) - \gamma(x_0))}{\gamma(x_0)}(1 - d_{S_1}^{-1}\theta(x_0)) \\
\leq \frac{d_I(\beta(x_0) - \gamma(x_0))}{\gamma(x_0)}.
\]

Thus, we have
\[
\theta(x) \leq d_I \max_{\Omega} \left( \frac{\beta(x) - \gamma(x)}{\gamma(x)} \right).
\]

Since \( \theta(x) \) is monotone increasing and uniformly bounded on \( d_S \), there exists some sequence \( \{d_{S,n}\}_{n=1}^{\infty} \) satisfying \( d_{S,n} \to +\infty \) as \( n \to +\infty \) such that \( \theta_n(x) = d_{S,n} I_n(x) \to \theta_*(x) \) in \( C(\bar{\Omega}) \) for some nonnegative function \( \theta_*(x) \) as \( n \to +\infty \), where \( \theta_n(x) \) is the solution of (5.5) with \( d_S = d_{S,n} \). Thus, \( \theta_*(x) \) is the unique positive solution of (5.4). We claim that \( \theta_*(x) \neq 0 \). On the contrary, assume that \( \theta_*(x) = 0 \). Let
\[
\hat{\theta}_n(x) = \frac{\theta_n(x)}{\|\theta_n\|_{L^\infty(\Omega)}}.
\]

Then, \( \hat{\theta}_n(x) \) satisfies
\[
d_I \int_{\Omega} J(x - y)(\hat{\theta}_n(y) - \hat{\theta}_n(x))dy + (\beta(x) - \gamma(x))\hat{\theta}_n - \frac{\beta(x)\hat{\theta}_n\theta_n}{\theta_n + d_I(1 - d_S^{-1}\theta_n)} = 0 \quad \text{in } \Omega.
\]
Note that there is some \( \hat{\theta}(x) > 0 \) such that \( \hat{\theta}_n(x) \to \hat{\theta}(x) \) as \( n \to +\infty \) and \( \hat{\theta} \) satisfies
\[
d_I \int_{\Omega} J(x - y)(\hat{\theta}(y) - \hat{\theta}(x))dy + (\beta(x) - \gamma(x))\hat{\theta}(x) = 0 \quad \text{in} \ \Omega.
\]
It follows from Lemma 2.5 that \( \lambda_p(d_I) = 0 \). This is a contradiction according to the discussion in Sections 3 and 4.

On the other hand, we know \( \theta_n(x) = d_{S,n}I_n(x) \). Thus, there holds \( I_n(x) = \frac{\theta_n(x)}{d_{S,n}} \to 0 \) as \( n \to +\infty \). Due to \( d_{S,n}S_n(x) = 1 - I_n(x) \), we have \( d_{S,n}S_n(x) \to 1 \) as \( n \to +\infty \). Hence, applying (4.1) yields that
\[
\tilde{S}_n(x) = kS_n(x) = \frac{d_I NS_n(x)}{\int_{\Omega} (d_I S_n(x) + I_n(x))dx} = \frac{d_I Nd_{S,n}S_n(x)}{\int_{\Omega} (d_I d_{S,n}S_n(x) + d_{S,n}I_n(x))dx}
\]
and
\[
\tilde{I}_n(x) = kI_n(x) = \frac{NI_n(x)}{\int_{\Omega} (d_I S_n(x) + I_n(x))dx} = \frac{Nd_{S,n}(x)I_n(x)}{\int_{\Omega} (d_I d_{S,n}S_n(x) + d_{S,n}I_n(x))}.
\]
Consequently, we obtain that
\[
\tilde{S}_n(x) \to \frac{d_I N}{\int_{\Omega} (d_I + \theta_\ast(x))dx} \quad \text{as} \quad n \to +\infty
\]
and
\[
\tilde{I}_n(x) \to \frac{N\theta_\ast(x)}{\int_{\Omega} (d_I + \theta_\ast(x))dx} \quad \text{as} \quad n \to +\infty.
\]
This ends the proof. 

**Theorem 5.3** If \( d_I \to +\infty \), then
\[
(\tilde{S}(x), \tilde{I}(x)) \to (S^\ast(x), I^\ast) \quad \text{in} \ C(\Omega),
\]
where \( S^\ast(x) \) is a positive function and \( I^\ast \) is a positive constant. Moreover, \((S^\ast(x), I^\ast)\) satisfies
\[
\begin{aligned}
d_S \int_{\Omega} J(x - y)(S^\ast(y) - S^\ast(x))dy + \gamma(x)I^\ast - \frac{\beta(x)S^\ast(x)I^\ast}{S^\ast(x) + I^\ast} = 0, & \quad x \in \Omega, \hfill (5.6) \\
\int_{\Omega}(S^\ast(x) + I^\ast)dx = N.
\end{aligned}
\]

**Proof.** Choose some sequence \( \{d_{I,n}\}_{n=1}^\infty \) satisfying \( d_{I,n} \to +\infty \) as \( n \to +\infty \) and let \((S_n(x), I_n(x))\) be the solutions corresponding to system (3.1). By the same discussion as in Theorem 5.1, we have that there is some constant \( I^\ast \) such that \( I_n(x) \to I^\ast \) as \( n \to +\infty \). On the other hand, since \( S_n(x) \) is bounded, we can find some subsequence still denoted by \( \{S_n\}_{n=1}^\infty \), weakly converges to some nonnegative function \( S^\ast(x) \) in \( L^2(\Omega) \). Now, denote
\[
a(x) = d_S \int_{\Omega} J(x - y)dy, \quad h_n(x) = d_S \int_{\Omega} J(x - y)S_n(y)dy,
\]
Thus, we have
\[ h_n(x) \to dS \int_{\Omega} J(x - y) S^*(y) dy \text{ as } n \to +\infty \]
and
\[ G_n(x) \to (a(x) - \gamma(x) + \beta(x)) I^* - dS \int_{\Omega} J(x - y) S^*(y) dy \text{ as } n \to +\infty. \]
Meanwhile,
\[ H_n(x) \to \gamma I^* + dS I^* \int_{\Omega} J(x - y) S^*(y) dy \text{ as } n \to +\infty. \]

Seen from the first equation of (3.1), \( S_n(x) \) satisfies
\[ a(x) S_n^2(x) + G_n(x) S_n(x) - H_n(x) = 0. \]
Consequently, we have
\[ S_n(x) = \frac{-G_n(x) + \sqrt{G_n^2(x) + 4H_n(x)}}{2a(x)}. \]
This implies that
\[ S_n(x) \to S^*(x) \text{ in } C(\bar{\Omega}) \text{ as } n \to +\infty. \]
Additionally, the same arguments as in Theorem 5.1 yield that \( S^*(x) > 0 \) and \( I^* > 0. \)
Obviously, \((S^*(x), I^*)\) satisfies (5.6). The proof is complete. \( \square \)

6 Discussion

In the current paper, we firstly give the basic reproduction number \( R_0 \) of system (1.1), which is an important threshold value to discuss the dynamic behavior of (1.1). We prove that the disease persists when \( R_0 > 1 \), but when \( R_0 < 1 \), the disease dies out. Moreover, we also consider the effect of the large diffusion rates for the susceptible individuals or the infected individuals on the disease transmission and find that the nonlocal movement of the susceptible individuals or infected individuals will enhance the persistence of the disease.

In Section 2, we have proved the main result Theorem 2.10 and established the relations between \( R_0 \) and \( \lambda_p(d_I) \) even if \( \lambda_p(d_I) \) is not always a principal eigenvalue of the operator \( \mathcal{M} \) defined by (2.1). Note that if \( \beta(x) = \beta \) and \( \gamma(x) = \gamma \) are all positive constants, then the linear problem
\[ -d_I \int_{\Omega} J(x - y)(u(y) - u(x)) dy + \gamma u(x) = \mu \beta u(x) \text{ in } \Omega \]
admits a principal eigenpair \((\mu_p, \varphi(x))\), where \(\mu_p = \frac{\hat{\gamma}}{\hat{\beta}}\). Thus, it follows from Lemma 2.16 that \(R_0 = \frac{1}{\mu_p} = \frac{\hat{\beta}}{\hat{\gamma}}\) in this case. By the same discussion as Sections 3 and 4, we have that the disease persists if \(\beta > \gamma\) and the disease dies out if \(\beta < \gamma\). But when the spatial heterogeneity is concerned, we know from Corollaries 2.12 and 2.13 that the disease may persist even though there are some sites such that \(\beta(x) < \gamma(x)\). That is, the spatial heterogeneity can enhance the spread of the disease. In fact, from [2], \(x\) is a low-risk site if the local disease transmission rate \(\beta(x)\) is lower than the local disease recovery rate \(\gamma(x)\), and the high-risk site is defined in a similar way. Meanwhile, \(\Omega\) is a low-risk domain if \(\int_\Omega \beta(x)dx \leq \int_\Omega \gamma(x)dx\) and a high-risk domain if \(\int_\Omega \beta(x)dx > \int_\Omega \gamma(x)dx\). In the view of the biological point, Corollary 2.12 implies that the disease may spread even if the habitat of the species is low-risk as long as there is some high-risk site and the movement of the infected individuals is slow. But the quick movement of the infected individuals may suppress the spread of the disease. Following Corollary 2.13, we know that the disease will always persist if the species live in a high-risk domain and be extinct if the habitat of the species is filled with the low-risk sites. We hope these results will be useful for the disease control.

Additionally, due to the lack of regularity of stationary solutions of system (1.1), we only discuss the effect of the large diffusion rates of the susceptible individuals or the infected individuals on the disease transmission. For other cases, there will be left for the future work. Also, we know that the diffusive ability of the species is different, here the diffusive ability represents the diffusive rates and the dispersal distance. Thus, it is more realistic to discuss that the susceptible individuals and the infected individuals have different dispersal strategy, that is the dispersal kernel functions are distinct from each other. This problem is of interest and it may have more complex dynamic results.
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