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Abstract The paper aims to shed light on some important concepts in optimization so that the reader can have a broad knowledge and awareness of idealism, In addition to that we bring the reader closer to know the line of research and how to employ to solve various problems of optimization.

1. Introduction

Each new time Optimization teaching is being approached to hand issues that are a lot bigger and complex than before, as a result of the wide (and developing) Optimization of improvement in science. Improvement is a significant device in choice science and the investigation of actual frameworks. The way toward recognizing target factors and requirements for a given issue is known as modeling.

2. Mathematical Formulation

\[
\begin{align*}
\text{minimize} & \quad f^0(x) \\
\text{subjectto} & \quad f^i(x) \leq 0, i = \{1, ..., I\}, \\
& \quad g^i(x) = 0, i = \{1, ..., J\}, \\
& \quad x \in \Omega.
\end{align*}
\]

(2)

where \(x \in \mathbb{R}^n\) parameters and \(Q\) is objective function we requirement minimize or maximize. we want find \(x^*\) s.t \(Q(x^*) \leq Q(x)\) for all \(x \in X\). Always can say maximize \(Q(x) \equiv -\text{minimize} Q(x)\). In the figure above, the dark region represents the feasible set of linear(see [23, 29]) programming. And the regain boundaries illustrate the constraints. The general optimization problem in the form

\[
\begin{align*}
\text{minimize} & \quad f^0(x) \\
\text{subjectto} & \quad f^i(x) \leq 0, i = \{1, ..., I\}, \\
& \quad g^i(x) = 0, i = \{1, ..., J\}, \\
& \quad x \in \Omega.
\end{align*}
\]

Where I and J are sets of indicator for equality and inequality constraints[18]
(a) Some Problem from An Optimization

1. Finding the shortest way between the two cites.
2. Location problem Finding a suitable location between two cities to build an airport, so that the distance between the airport and the two cities is the minimal.[?]
3. Transportation Problem: Find the best way to satisfy the requirement of demand points using the capacities of supple point.

Background Mathematical (Basic Concept)

The Hessian matrix is defined as the (square $n \times n$) symmetric matrix[1 20, 25]

$$H = \nabla^2 f(x) = \begin{pmatrix}
\frac{\partial^2 f}{\partial x_1 \partial x_1} & \frac{\partial^2 f}{\partial x_1 \partial x_2} & \cdots & \frac{\partial^2 f}{\partial x_1 \partial x_n} \\
\frac{\partial^2 f}{\partial x_1 \partial x_2} & \frac{\partial^2 f}{\partial x_2 \partial x_2} & \cdots & \frac{\partial^2 f}{\partial x_2 \partial x_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 f}{\partial x_n \partial x_1} & \frac{\partial^2 f}{\partial x_n \partial x_2} & \cdots & \frac{\partial^2 f}{\partial x_n \partial x_n}
\end{pmatrix}$$

Example 1.1 $f(x, y) = 5x^2 + xy^3 - y^2$; $\mathcal{H} = \begin{bmatrix} f_{xx} & f_{xy} \\ f_{yx} & f_{yy} \end{bmatrix} = \begin{bmatrix} 10 & 3y^2 \\ 3y^2 & 6xy - 2 \end{bmatrix}$ so $\begin{bmatrix} 10 \\ 3 \end{bmatrix} = \begin{bmatrix} 40 - 9 = 31 \geq 0 \text{ then } \mathcal{H} \succeq 0. $  

And Let $f: R^n \to R$ and $x \in R^n$ the gradient of $f$ at $x$ is define as the column vector

$$\nabla f(x) = \begin{pmatrix} \frac{\partial f(x)}{\partial x_1} \\ \frac{\partial f(x)}{\partial x_2} \\ \vdots \\ \frac{\partial f(x)}{\partial x_n} \end{pmatrix}$$

Example 1.2 Let $f(x, y) = 4 - x^2 - y^2$ than $\nabla f(x, y) = (\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}) = (-2x, -2y)$

1. argmin : Let $S \subseteq \mathbb{R}^n$ be nonempty set if $f: S \to R$, the argument of the minimum is the set of element in $S$ that achieve the global minimum in $S$. argmin$f(x) = \{x \in S | f(y) \geq f(x), \forall y \in S\}$

For example if $f: R \to R$ is given by $f(x) = (x + 1)^2 + 3$ than argmin$f(x) = -1$ where $f(x) = (-1 + 1)^2 + 3 = 3$ is the minimum objective function .

2. $epi(f)$ let $S \subseteq \mathbb{R}^n$ be an nonempty convex set the epigraph of a function $f: S \to R$ denote by $epi(f) \subseteq R^{n+1}$

$$epi(f) = \{(x, \lambda) | f(x) \leq \lambda, x \in S, \lambda \in R\}$$

3. cone : A set $C \subseteq \mathbb{R}^n$ is a cone when with every $x \in C$ the whole ray $\{\lambda x | \lambda \geq 0\}$ also belongs to the set $C$. this means $\lambda x \in C, \forall x \in C$ and $\lambda \geq 0$

Cone is may or not may be convex also Cone my or my not contains the origin for example
• \( \{x \in \mathbb{R}^n | x_1 x_2 = 0 \} \) cone that contains origin and non convex
• \( \{x \in \mathbb{R}^n | x_1 x_2 \neq 0 \} \) cone that not contains origin and non convex

4. **Global minimum and local minimum** [15]: A point \( x^* \) is called a local minimize if \( f(x^*) \leq f(x) \) forall \( x \in \mathcal{B}(x^*, \delta) \) where \( \delta > 0 \). A point \( x^* \) is called a strict local minimum if \( f(x^*) < f(x) \) forall \( x \in \mathcal{B}(x^*, \delta) \) where \( \delta > 0 \) with \( x \neq x^* \).

   A point \( x^* \) is called a global minimize if \( f(x^*) \leq f(x) \) for all \( x \in \mathbb{R} \), A point \( x^* \) is called a strict global minimum if\([1, 3]\) \( f(x^*) < f(x) \) forall \( x \in \mathbb{R}^n \), with \( x \neq x^* \)

5. **KKT condition**: Assume \( x^* \) maximizes the maximize \( f(x) \)
subject to \( g_i(x) \leq 0 (\mu_i) \forall i \in I \)
• primal constraints \( g_i(x) \leq 0 \) \( i \in \{1, \ldots, I \} \) and \( h_i(x) = 0 \)
• complementary slackness \( \mu_i g_i(x^*) = 0 \)
• Dual constraints \( \mu_i \geq 0 \)
• \( \forall \) L. w. r. t. \( x \) will be equal to zero.
\[
\nabla f(x^*) - \sum_{i=1}^{I} \lambda_i \nabla h_i(x^*) - \sum_{i=1}^{m} \mu_i \nabla g_i(x^*) = 0
\]

3. Unconstrained Optimization

(b) **First Order Necessary Condition**
   if \( x^* \) is a local minimizer of \( f(x) \) and \( f(x) \) is contentiously differentiablein an \( (B(x^*, \epsilon), f \in \mathcal{C}^1 \) with \( \epsilon > 0 \) then
\[
\nabla f(x^*) = 0
\]
That is \( f(x) \) is stationary at \( x^* \)

(c) **Second Order Necessary Conditions**
   if \( x^* \) is a local minimizer of \( f(x) \) and \( \nabla^2 f(x) \) is contentiously differentiable in an \( ((B(x^*, \epsilon) \) with \( \epsilon > 0, f \in \mathcal{C}^2 \) then
\[
\nabla f(x^*) = 0
\]
\[
d \nabla^2 f(x^*) d^T \geq 0
\]

(d) **Second Order Sufficient Condition**
   suppose \( f(x) \) and \( \nabla^2 f(x) \) is contentiously differentiable in an open neighborhood of \( x^* \) if the following to condition are satisfy then \( x^* \) is a local minimum of \( f(x) \).
\[
\nabla f(x) = 0
\]
\[
d \nabla^2 f(x^*) d^T > 0
\]
this means \( \nabla^2 f(x) > 0 \) where \( d = x + ad \) is belong to feasible direction.

**Some Important Theory Of Line Search Methods**

4. **Line Search Methods**
   How to find \( x^{k+1} \) such that \( f(x^{k+1}) < f(x^k) \) ? Every cycle of a linesearch technique processes a search direction \( d^k \) and then afterward chooses how far to move along that direction. the iteration[10] is given by
\[
x^{k+1} = x^k + d^k
\]
1. **How to find the \( d^k \)?**

[42] consider the first order approximation to \( f(x) \) about \( x^k \),
\[
f(x) = f(x^k) + g^T d = f(x^k) + g^T d \] \[11, 30\]

2. **Descent Direction Set**

\[
DS = \{ d \in \mathbb{R}^n : g^T d < 0 \}
\]

Let \( g^k \neq 0 \) and \( d^k = -A^k g^k \) where \( A^k \) is a symmetric matrix

3. **How to determine \( \alpha^k \)?**

(a) Exact line search ??

Given a descent direction \( d^k \) determine \( \alpha^k \) by solving the optimization problem .
\[
\alpha^k = \arg\min_{\alpha \geq 0} \phi(\alpha) = f(x^k + \alpha d^k)
\]

At each iteration we need to solve the one dimensional optimization problem to find \( \alpha^k \). In most of case we have not really interesting to solve this problem our mine problem to minimize \( f(x) \) . this means we find some \( \alpha^k \) s.t
\[
f(x^{k+1}) < f(x^k)
\]

(b) **Inexact linesearch**
- Small decrease in function values relative to the steep length
- In this case the choice of \( \alpha^k \) is crucial
  i. **Armijo’s condition** \( \phi_1(\alpha) = f(x^k) + c_1 g^T d^k c_1 \in (0, 1) \) choose \( \alpha^k \) such that
  \[
f(x^k + \alpha d^k) \leq \phi_1(\alpha^k)
\]
  ii. **Goldenstein’s condition** \( \phi_2(\alpha) = f(x^k) + c_2 g^T d^k, c_2 \in (c_1, 1) \)
  iii. **Armijo-Goldstein conditions** choose \( \alpha \) such that
  \[
  \phi_2(\alpha^k) \leq f(x^k + \alpha d^k) \leq \phi_1(\alpha^k)
  \]

iv. **Wolfe’s condition** \( \phi' \geq c_2 \phi'(0), c_2 \in (c_1, 1) \)

**Backtracking Line Search**[4]

Pick the correct development size at each of gradient update. The method is summed up as:

At each iteration, start with step size \( t = 1 \)
\[
f(x - t\nabla f(x)) > f(x) - \alpha \| \nabla f(x) \|_2^2
\]
shrivle \( t = \beta t \), where \( 0 < \beta < 1, 0 < \alpha \leq 1/2 \) are some fixed parameters

Perform gradient update of \( x : x^+ = x - t\nabla f(x) \)

This keeps the step from getting too small ... but does not prevent too large steps keeps to decrease in \( f \)

**Theorem 1.1** suposst any iteration, where \( p^k \) is a descent direction and \( \alpha^k \) satisfies the “Wolfe conditions”: consider \( f \) is bounded below in \( \mathbb{R}^n \) and that \( f \in C^1 \) in an open set \( O \) consist the level set \( \{ x : f \leq f(x_0) \} \), where \( x_0 \) is the entail point of the iteration. Assume also that the gradient \( \nabla f \) is **Lip** continuous on \( O \), that is, \( \exists a constant B > 0 \) such that
\[
\| \nabla f(x) - \nabla f(\tilde{x}) \| \leq B \| x - \tilde{x} \|, \text{forall } x, \tilde{x} \in O
\]

Then
\[
\sum_{k \geq 0} \cos^2 \theta^k \| \nabla f^k \|^2 < \infty
\]

**PROOF.**

\[
(\nabla f^{k+1} - \nabla f^k)^T p^k \geq (c_2 - 1) \| \nabla f^k p^k \|
\]

while the Lipschitz condition [3]
\[
(\nabla f^{k+1} - \nabla f^k)^T p^k \leq \lambda^k L \| p^k \|^2
\]

By joining these two relations, we have \( \alpha^k \geq \frac{c^2 - 1}{L} \frac{\| p^k \|^2}{\| p^k \|^2} \)

By replace this inequality into the 1st “Wolfe condition”
we can write this relation as

\[ f^{k+1} \leq f^k - c_1 \left( \frac{\cos^2 \theta^k \| \nabla f^k \|^2}{\| p^k \|^2} \right) \]

where \( c = c_1(1 - c_2)/L \). By adding this articulation over\([1, 13, 15]\) all indices \( \leq k \) we obtain

\[ f^{k+1} \leq f^0 - c \sum_{j=0}^{k} \cos^2 \theta_j \| \nabla f_j \|^2 \]

since \( f \) is bounded below, we have that\([4]\) \( f^0 - f^{k+1} < B \) wher B constant, for all \( k \).

Hence, We have

\[ \sum_{k=0}^{\infty} \cos^2 \theta^k \| \nabla f \|^2 < \infty \]

5. Convergence rate of steepest descent

[1, 10, 11] The objective function is quadratic and the line searches are exact. Let us suppose that

\[ f(x) = \frac{1}{2} x^T O x - b^T x \]

where \( O = O^T \) and \( O \succeq 0 \). The \( \lambda \) is given by \( \nabla f(x) = O x - b \) and the minimizer \( x^* \) is the only solution of the linear system \( O x = b \). It is compute the \( \alpha^k \) that minimizes \( f(x^k - \alpha \nabla f^k) \). By differentiating the function

\[ f(x^k - \alpha \nabla f^k) = \frac{1}{2} \left( (x^k - \alpha \nabla f^k)^T O(x^k - \alpha \nabla f^k) - b^T(x^k - \alpha \nabla f^k) \right) \]

w.r.t \( \alpha \), and check the derivative to zero, we obtain

\[ \alpha_k = \frac{\nabla f^T x^k}{\nabla f^T \nabla f^k} \]

If we use this exact minimizer \( \alpha^k \),

\[ x^{k+1} = x^k - \frac{\nabla f^T x^k}{\nabla f^T \nabla f^k} \nabla f^k \]

so this standard estimates the contrast between the current objective value and the optimal value. \( \nabla f^k = O(x_k - x^*) \), we can derive the equality

\[ \| x^{k+1} - x^* \|^2 = \left( 1 - \frac{\nabla f^T x^k}{\nabla f^T \nabla f^k} \right) \| x^k - x^* \|^2 \]

Theorem 1.2 Suppose that \( f: \mathbb{R}^n \to \mathbb{R} \), where \( f \in C^2 \) and that the iterates generated by the "steepest-descent method" \( CD \) with \( \alpha_k = \text{arg} \min \{ f(x + \alpha \nabla f(x)) | \alpha \in \mathbb{R} \} \) searches converge to a point \( x^* \) atwhich the Hessian matrix\( \nabla^2 f \) \( \succeq \varepsilon \), let \( s \) be any scalar satisfying

\[ s \in \left( \frac{\lambda^1}{\lambda^2 + \cdots + \lambda^i}, 1 \right) \]

such that \( \lambda^1 \leq \lambda^2 \leq \cdots \leq \lambda^n \) are the eigenvalues of \( \nabla^2 f(x^*) \). Then \( \forall x^k \) adequately huge, we have

\[ f(x^{k+1}) - f(x^*) \leq r^2 [f(x^k) - f(x^*)] \]

We cannot agree the rate of convergence to get better if an inexact line search is used. Therefore, Theorem prove that the "steepest descent method" can have an unsatisfactorily slow rate of convergence\([14]\).
Example 1.3 if $\kappa(Q) = 900, f(x_0) = 1, \text{ and } f(x^*) = 0$,
The theorem proposes that the capacity worth will even now be about 0.09 after one 1000 iterations of the “DC method” with exact line search.

Theorem 1.3 Assume that $f: \mathbb{R}^n \to \mathbb{R}$: And let $f \in C^2$. Consider the iteration $x^{k+1} = x^k + \alpha^k p^k$, where $p^k$ is a descent direction and $\alpha^k$ satisfies the “Wolfe conditions” with $c_1 \leq 1/2$. If $\{x^k\}$ converges to a point $x^*$ s.t $\nabla f(x^*) = 0$ and $\nabla^2 f(x^*) \succeq 0$, and if the search direction satisfies

$$\lim_{k \to \infty} \frac{\|p^k + \nabla^2 f(x^*) p^k\|}{\|p^k\|} = 0$$

then (i) the $\alpha^k = 1$ is allowable for all $k \geq k_0$ and (ii) if $\alpha^k = 1 \forall k > k_0(x^k) \to x^* p^k$. It is easy to see that if $c_1 > 1/2$, then the line search would shut out the minimizer of a quadratic, and unit step lengths may not be reasonable.

If $p^k$ is a "quasi-Newton search direction" then

$$p^k = -B^T g^k$$

$$\lim_{k \to \infty} \frac{\|p^k\|}{\|p^k\|} = 0$$

We have the excellent result that a excellent [10] liner convergence rate can be accomplished regardless of whether the sequence of "quasi-Newton" matrices $B^k$ does not converge to $\nabla^2 f(x^*)$; it gets the job done that the $B^k$ become progressively precise approximations to $\nabla^2 f(x^*)$ along the search directions $p^k$. Above condition is both NS for the convergence of "quasi-Newton methods".

Theorem 1.4 Suppose that $f: \mathbb{R}^n \to \mathbb{R}$ is $(f \in C^2)$. Consider the iteration $x^{k+1} = x^k + p^k \alpha^k = 1$. Let us assume also that $\{x^k\}$ converges to a point $x^*$ such that $\nabla f(x^*) = 0$ and $\nabla^2 f(x^*) \succeq 0$. Then $\{x^k\}$ converges excellent if and only if (1.3) holds.

**Proof.** We show that([17, 8, 49])

$$p_k - p^*_k = Q(\|p^k\|)$$

where $p^*_k = -\nabla^2 f_k^{-1} \nabla f_k$ is the Newton step.

$$p^k - p^*_k = \nabla^2 f_k^{-1}(\nabla^2 f_k p^k + \nabla f_k)$$

$$= \nabla^2 f_k^{-1}(\nabla^2 f_k - B_k) p^k$$

$$= Q(\|\nabla^2 f_k - B_k\| p^k)$$

$$= Q(\|p^k\|)$$

where we have utilized the way that $\|\nabla^2 f_k^{-1}\|$ is bounded above for $x^k$ sufficiently close to $x^*$ since the limiting Hessian $\nabla^2 f(x^*) \succeq 0$

$$\|x^k + p^k - x^*\| \leq \|x^k + p^*_k - x^*\| + \|p^k - p^*_k\| = Q(\|x_k - x^*\|^2) + Q(\|p^k\|)$$

A simple doctrinaire of this inequality expose that[5, 7, 13] $\|p^k\| = Q(\|x^k - x^*\|)$, so we get

$$\|x^k + p^k - x^*\| \leq Q(\|x^k - x^*\|)$$

6. Conclusion

In this paper, We presented a simple picture of optimization and we touched upon some of the linesearch. In addition to that, we presented some important and popular theories about the line of research. As well as how to choose the descent direction $d^k$ and how to choose the right step $\alpha^k > 0$. 

---

[10] Linear convergence rate

[17, 8, 49] Newton's method
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