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Abstract—Supporting the dual connectivity technology in non-stand-alone 5G scenarios involves three main functionalities: a user device (UD)-base station (BS) association (UBA) mechanism, a flow control algorithm (FCA) to determine the data split transmitted by each BS and radio resource management (RRM) algorithms. However, previous works only focused on the design of at most two of these functionalities. In this letter, we go beyond and design a unified scheduling framework including the three aforementioned functionalities. The proposed framework targets the user satisfaction maximization and runs in a completely decentralized fashion, where the UBA algorithm runs independently at each UD, the FCA is executed at the master LTE BS and the RRM is performed individually by each BS. Simulations show the gains of the proposed solution compared to existing solution that addressed at most two functionalities.
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I. INTRODUCTION

The dual connectivity (DC) technology has been considered as a promising solution to meet the predicted requirements of fifth generation (5G) applications, such as ultra high throughput, enhanced mobility and high reliability. Powered by this technology, a user device (UD) can be connected to two base stations (BSs) simultaneously. An envisioned solution for DC deployment is the bearer split configuration using non-stand-alone (NSA) 5G [1], which consists of secondary BSs employing the new radio (NR) radio access technology (RAT) anchored at a master long term evolution (LTE) BS. Such configuration relies on the tight interworking between the fourth generation (4G) and 5G standards, allowing a smooth transition from the legacy to the new technology.

Fully harvesting the gains provided by DC in bearer split NSA 5G scenarios involves the design of three main functionalities [2]: i) a mechanism for the UD-BS association (UBA); ii) a flow control algorithm (FCA) for splitting the data traffic between BSs; and iii) radio resource management (RRM) techniques, such as radio resource allocation (RRA) and power control.

Previous works focused only on one or at most two of the aforementioned functionalities simultaneously. For instance, in [3], [4], [5], [6], [7] the authors studied only mechanisms for controlling the UBA, in [8], [9], [10], [11] the authors only proposed FCAs and [12] only proposed a RRM algorithm. In [13], the authors focused only on the RRA and proposed a modified version of the traditional proportional fair (PF) scheduling algorithm for DC scenarios. A joint FCA and RRA scheme for throughput maximization was proposed in [14], whereas the authors in [15] studied a sub-optimum solution for a utility maximization optimization problem focusing on the FCA and UBA. In [16], a mechanism for UBA and RRA was proposed for maximizing the minimum user rate. However, since it is not possible to avoid the deployment of all three functionalities in NSA 5G networks with DC, those works did not propose suitable frameworks for such scenarios. Thus, complementary functionalities need to be incorporated, which do not guarantee that the whole framework would effectively work targeting a common objective.

Differently from these works, this letter proposes the design of a unified scheduling framework involving the three functionalities. It has the advantage that all functionalities work together towards the same objective to improve the system performance. Our proposal is completely decentralized, where the UBA algorithm runs independently at each UD, the FCA is executed at the master LTE BS and the RRM is performed individually by each BS. Using computational simulations, we demonstrate the gains provided by the proposed complete framework compared to existing solution that addressed at most two functionalities.

II. SYSTEM MODEL

Let us consider the downlink of a system serving a set of UDUs denoted by $J$ and comprised of a set $N$ of RATs, where $|J| = J$ and $|N| = N$. The set of BSs employing RAT $n$ is denoted by $B_n$, where $|B_n| = B_n$, $B = \bigcup_{n \in N} B_n$ and $|B| = B$.

We consider a resource block (RB) as the minimum allocable unit, which is comprised of adjacent subcarriers in the frequency domain and orthogonal frequency division multiplexing (OFDM) symbols spanning one transmission time interval (TTI) in the time domain. All BSs from RAT $n$ serve their users using the same set of RBs denoted by $K_n$, where $|K_n| = K_n$, $K = \bigcup_{n \in N} K_n$ and $|K| = K$.

It is assumed that each BS from RAT $n$ disposes of a total power $P_n$, which is equally distributed among its RBs, such that the power allocated by the BS $b$ of RAT $n$ on RB $k$ to transmit to user $j$ is given by $p_{j,k,b} = \frac{P_n}{K_n}$. The signal to interference-plus-noise ratio (SINR) of user $j$ on RB $k$ of the BS $b$ is given by $\gamma_{j,k,b}$. The BS uses a link adaptation scheme that allows different transmission rates depending on the $\gamma_{j,k,b}$ value, which is used by the BS $b$ to select from a set of 15 modulation and coding schemes, the one that allows the BS to transmit to the UD at the highest data rate given that a predefined target block error rate (BLER) is met. Thus, the rate allocated by the BS $b$ to the user $j$ on RB $k$ is $r_{j,k,b}$, which is a function of $\gamma_{j,k,b}$.
III. PROBLEM FORMULATION

We formulate a utility-based optimization problem to maximize the total user utility derived from the network, i.e., the total user satisfaction, where the concept of user satisfaction relates to meeting the users’ quality of service (QoS) demands [17], [16]. Our optimization problem is:

\[
\begin{align*}
\text{maximize} & \quad \sum_{n \in N} \sum_{b \in B_n} \sum_{j \in J} M \left[ U \left( x_{n,b,j} \right) \right] \\
\text{subject to} & \quad \sum_{j \in J} p_{j,k,b} \leq 1, \forall k \in K_n, \forall b \in B,
\end{align*}
\]

(1)

where: \(H(a,b)\) is the Heaviside function, which returns either 1, if \(a \geq b\), or 0, otherwise; \(p_{j,k,b}\) is an assignment variable that assumes the value 1 if the RB \(k\) of BS \(b\) from RAT \(n\) is assigned to user \(j\) and 0, otherwise; \(\lambda_{b,n}\) is a binary parameter equal to 1 if RB \(k\) belongs to the RAT \(n\), i.e., \(k \in K_n\), and 0, otherwise; \(\lambda_{b,n}\) is a binary parameter equal to 1 if the BS \(b\) belongs to the RAT \(n\), i.e., \(b \in B_n\), and 0, otherwise; \(l_{j,n}\) is a parameter that indicates the number of BSs of RAT \(n\) that UD \(j\) can be simultaneously connected to; \(U(x_{n,b,j})\) is a user utility function based on a generic variable \(x_{n,b,j}\) that represents a QoS metric of user \(j\) on BS \(b\) of RAT \(n\); \(V(\cdot)\) is a service utility function that differentiates the services in the system; and \(M(\cdot)\) is a novel RAT utility function that differentiates the RATs in the system.

The first and last set of constraints state that the RBs of each BS are discrete and that the same RB of a given BS cannot be shared by two or more users in the same TD. The second set of constraints controls the number of connections of each UD, while the third set of constraints controls which RBs can be used by each BS from each RAT [16].

Due to the non-convexity of problem (1) [16], [18], we adopt a problem-splitting approach in which we design a distributed solution with UBA, FCA and RRA mechanisms.

IV. UNIFIED FRAMEWORK FOR NSA 5G WITH DC

Our framework enables network operators to answer the three following questions, which are related to each of the aforementioned functionalities:

1) What is the best connectivity solution for each UD in the system, i.e., should the UD be receiving data simultaneously from two BSs or only from one BS?

2) How should the traffic of each UD in DC be split between BSs so that the correct amount of data is forwarded to each BS without overloading or underutilizing their resources?

3) How many and which radio resources should be assigned for each UD such that the UDs in DC experience enhanced throughputs without leaving UDs with one active connection in starvation?

Let us now describe in more detail the proposed scheduling framework. We assume that there are two RATs in the system, i.e, \(N = 2\) and that user \(u\) can be connected to one BS from each RAT \(n\), i.e., \(l_{j,n} = 1, \forall j, n\). \(x_{n,b,j}\) can be specialized to be several types of QoS metrics, such as throughput, packet delay or buffer size [19]. For instance, if \(x_{n,b,j}\) is the throughput \(T_{n,b,j}\) of user \(j\) on BS \(b\) of RAT \(n\), it is given by:

\[
T_{n,b,j}[t] = (1 - f_{\text{th}}) \cdot T_{n,b,j}[t-1] + f_{\text{th}} \cdot R_{j,b}[t],
\]

(2)

where \(f_{\text{th}}\) is a filtering constant, \(t\) is the time instant and \(R_{j,b}[t] = \sum_{k \in K_j} r_{j,k,b}[t] \cdot p_{j,k,b}\). In this case, the solution found for problem (1) using the utility theory is a closed form solution that selects the user \(j^*\) connected to BS \(b\) of RAT \(n\) to transmit on RB \(k\) according to [19]:

\[
j_{b,n,k}^* = \arg \max_j \left( w_{b,n} \cdot w_f \cdot w_j \cdot r_{j,k,b} \right).
\]

(3)

where: \(w_{b,n}^f\) is the utility-based RAT weight associated to user \(j\) connected to the BS \(b\) of RAT \(n\); \(w_f\) is the utility-based service weight associated to user \(j\) and service \(s\); and \(w_j\) is the utility-based user weight associated to user \(j\). The equations used to compute the utility-based weights are:

\[
w_{b,n}^f = \frac{\partial M(U(T_{n,b,j}[t-1]))}{\partial T_{n,b,j}[t-1]}, \quad w_j = \frac{\partial V(U(T_{n,b,j}[t-1]))}{\partial T_{n,b,j}[t-1]}, \quad w_j = \frac{\partial V(U(T_{n,b,j}[t-1]))}{\partial T_{n,b,j}[t-1]}.
\]

In fact, (3) represents a centralized solution, which is not our focus since we are interested in fully decentralized solutions. Thus, (3) is only used as an insightful starting point for the proposed decentralized framework.

The proposed framework is completely unified in the sense that \(U(\cdot)\), \(V(\cdot)\) and \(M(\cdot)\) are based on a single utility function, i.e., the sigmoid function [11]. The sigmoid function was selected because it can be controlled using only two parameters, namely, a shape parameter and another parameter that controls whether it is an increasing or decreasing function. The easy control of these parameters is essential to adapt the utility weights in our solution. Moreover, this function was chosen because it yields higher performance compared to other utility functions from [20], as shown in [21], [19].

A. UD-BS Association

The proposed UBA algorithm, which runs independently at each UD, works based on the utility-based user weight \(w_j\). Three inputs are used: signal strength, user QoS indicator and user QoS requirement. Such inputs are used by UDs to monitor both QoS and signal levels in order to detect bad QoS and underutilizing their resources?

The proposed UBA algorithm is detailed in Alg. 1. The main novelty in Alg. 1 is the new signaling needed in Step 3, which is exchanged between BSs and UDs. Moreover, the weights computation used for selecting the best BS in Steps 4 and 5 is also novel.

Algorithm 1 Proposed UBA algorithm.

1: for \(n = 1\) to \(N\) do
2: \(\text{Check BSs with signal strength above a minimum threshold.}\)
3: \(\text{Receive average UD throughput from those BSs.}\)
4: \(\text{Compute } w_j \text{ using the received average UD throughput values and its QoS requirement.}\)
5: \(\text{Compute } w_j \times \text{ times the signal strength for each BS.}\)
6: \(\text{Connect to the BS with highest computed product in step 5.}\)
7: end for

The signaling in step 3 of Algorithm 1 is a new signaling required for our framework, which consists of BSs computing the average UD throughput and broadcasting this value via radio link control (RLC). In step 4, the UD uses this QoS...
indicator (average UD throughput) and its QoS requirement to compute \( w_j \), which is the utility of connecting to that BS. In step 6, the UD connects to the BS of each RAT providing the maximum value of the product between the signal strength and \( w_j \) compute in step 5. This procedure is constantly executed by the UDs, allowing UDs to be in DC or single connectivity (SC) depending on the links and QoS conditions.

After connecting to the BSs, the UD monitors its perceived QoS on each BS (at most one LTE and one NR) and constantly computes \( w_j \) for each BS. For UDs in DC, in case the utility drops below a predefined utility threshold, it means that the connection to that BS is no longer beneficial. Then, the UD temporally disables the user plane to that BS, i.e., the UD goes into a fast switching (FS) mode [3]. The UD keeps monitoring its perceived QoS and if it increases to some percentage of the QoS requirement, the connection is reactivated. Otherwise, it triggers a handover or disconnection procedure from that BS because the connection is not providing enough QoS benefits.

Using such an approach, even when the signal strength is acceptable, monitoring the QoS enables the possibility of perceiving that one of the connections of a UD in DC is not beneficial. This is essential in overloaded scenarios, where maintaining the majority of the UDs in DC is not the best option. Consequently, this scheme reduces the number of UDs in DC when the system load increases, which in turn reduces the total interference in the system [3].

### B. Radio Resource Management

The proposed RRA algorithm focuses on the downlink transmission and is executed independently at each BS, regardless of the RAT associated to that BS. The RRA procedure is describe in detail in Alg. 2, which is an extension for DC scenarios of [19]. The novelty is the exchange of data among the BSs regarding the UDs in DC, done in Step 1.

#### Algorithm 2 Proposed RRA algorithm.

1: Exchange throughput of UDs with more than one connection.
2: Compute the QoS metric \( x_{n,b,j} \) for each served UD \( j \).
3: Calculate \( w_{j}^{N} \) and \( w_{j}^{L} \) for each served UD \( j \).
4: for \( k = 1 \) to \( K_{n} \) do
5: Compute the value of \( r_{j,k,b} \) for each served UD \( j \).
6: Set \( p_{j,k,b} \) using \( j_{b,n,k}^{*} = \arg\max_{j} \{ w_{j}^{N} \cdot w_{j}^{L} \cdot r_{j,k,b} \} \).
7: end for

The utility-based user weight \( w_{j} \) has the important role of diminishing the priority for receiving resources for UDs experiencing QoS above their QoS requirement. This behavior is useful when the QoS of UDs in DC increases above their QoS requirement (which happens very quickly due to the resource aggregation from multiple connections), then their priority for receiving resources is reduced and UDs with one connection get some resources. The BS also computes the utility-based service weight \( w_{j}^{s} \) for each UD, which differentiates the priority of the different services in the system. The service utility is also modeled as a sigmoid function, which has its shape parameter dynamically adapted to protect the user satisfaction of a higher priority service [19].

Using the proposed RRA mechanism, network operators are able to maximize the user satisfaction by providing enhanced throughput experiences for UDs in DC, without letting the UDs with one active connection starve. Therefore, the satisfaction of UDs in DC and UDs with one active connection (i.e., UDs in SC or FS) are simultaneously maximized.

### C. Flow Control Algorithm

Besides using \( r_{j,k,b} \), the utility-based user weight \( w_{j} \) and the utility-based service weight \( w_{j}^{s} \), the proposed FCA also uses the utility-based RAT weight \( w_{j}^{b,n} \) for determining the best split ratios for each UD in DC since it needs to distinguish the priority of each RAT. The FCA runs independently at each packet data convergence protocol (PDCP) layer of each LTE BSs. The proposed FCA algorithm is detailed in Alg. 3. This algorithm was initially proposed in [11] without any integration and unification with the other functionalities for DC scenarios, which are the novel aspects analyzed herein.

#### Algorithm 3 Proposed FCA.

1: Compute the QoS metric \( x_{n,b,j} \) for each served UD \( j \).
2: Compute total achievable rate \( \hat{R}_{j,b} = \sum_{k \in K_{n}} r_{j,k,b} \) on LTE connection of each served UD \( j \).
3: Receive user satisfaction from its NR BS and total achievable rate on NR connection of users in DC.
4: Compute \( w_{j}^{h,n} \), \( w_{j}^{h,l} \) and \( w_{j}^{l,n} \) for each served UD \( j \).
5: Compute \( w_{j}^{L} \) and \( w_{j}^{N} \) by multiplying \( w_{j}^{h,n} \), \( w_{j}^{h,l} \), \( w_{j}^{l,n} \) and \( \hat{R}_{j,b} \) from the respective RATs.
6: Compute ratio \( \hat{R}_{j,b}^{N} = \frac{w_{j}^{N}}{w_{j}^{L} + w_{j}^{N}} \) and ratio \( \hat{R}_{j,b}^{L} = \frac{w_{j}^{L}}{w_{j}^{L} + w_{j}^{N}} \).
7: Send ratio \( \hat{R}_{j,b}^{N} \) of data from UD \( j \) via backhaul to the NR BS.
8: Send ratio \( \hat{R}_{j,b}^{L} \) of data from UD \( j \) to LTE BS lower layers.

The utility-based RAT weight \( w_{j}^{b,n} \) is also modeled using the same sigmoid function used for \( w_{j}^{s} \) and \( w_{j} \), showing the unification of our framework. The RAT utility differentiates the priority of the RATs in the system and is adapted in a similar manner as the service utility to meet a RAT-related predefined goal. Since the NR BS has higher transmission bandwidth, the RAT utility is used to send as much data as possible to be transmitted by the NR BS, meaning that the data split ratio of the NR BS is higher than the data split ratio of the LTE BS. However, if the user satisfaction at the NR BS drops below a certain threshold, then the RAT utility is adapted to offload more data to the LTE BS. Using this approach, we exploit the higher transmission capacity of the NR BS without overloading it to a point where the QoS provision is damaged.

In step 6 of Algorithm 3, for each connection of UDs in DC, the FCA computes the weights \( w_{j}^{L} \) and \( w_{j}^{N} \) by multiplying \( w_{j}^{b,n} \), \( w_{j}^{l,n} \) and \( \hat{R}_{j,b} \) from the respective RATs. Notice that there is one weight for each connection due to two reasons: 1) UDs experience a different channel on each link, which affects the achievable data rate on each link; 2) each RAT has a different weight defined by the RAT utility. In step 7 of Algorithm 3, the FCA computes the split ratios for each RAT, namely ratio \( \hat{R}_{j,b}^{N} \) and ratio \( \hat{R}_{j,b}^{L} \), and then sends the corresponding amount of data to each BS. Using this approach, we track the channel quality and QoS experiences of the UDs in DC to compute the best data split ratios to be sent to each BS.
V. PERFORMANCE EVALUATION IN 4G-5G NETWORKS

The simulation environment is aligned with the bearer split configuration using NSA 5G presented in the 3rd Generation Partnership Project (3GPP) specifications [1]. The network topology is comprised of an hexagonal grid of three-sector macro LTE BSs and one NR BS randomly deployed on each sector of the LTE BSs [22]. Since there are two RATs in the system, \( N = 2 \), where \( n = 1 \) for the LTE and \( n = 2 \) for the NR. All BSs employ a link adaptation scheme based on a lookup table created from the link level curves in [23] for a target BLER of \( 10^{-4} \). The UDs dropping criterion follows a hotspot UD distribution per LTE sector, where 75% are deployed within the NR coverage area and the other 25% are uniformly deployed within the LTE sector. Each UD \( j \) is configured to have one constant bit rate (CBR)-like bearer and can be connected to one BS from each RAT \( n \), thus \( I_{j,n} = 1, \forall j, n \). A UD is considered satisfied if its total throughput is higher than or equal to a throughput requirement of 20 Mbps [17], [16]. The \( f_{\text{thru}} \) is set to 0.001 [19]. Table I summarizes the adopted parameters used for setting the simulation environment. For more details about the simulation environment, see [2], [11].

| Parameter               | LTE \((n = 1)\) | NR \((n = 2)\) |
|-------------------------|----------------|---------------|
| Scenario                | 3GPP Urban Macro | 3GPP Urban Micro |
| Inter-site distance     | 1000 m          | –             |
| BS height               | 25 m            | 10 m          |
| Carrier frequency       | 3.5 GHz         | 28 GHz        |
| System bandwidth        | 20 MHz          | 100 MHz       |
| Subcarrier spacing      | 15 kHz          | 60 kHz        |
| Num. of RBs \((K_n)\)   | 100             | 125           |
| TTI duration            | 1 ms            | 0.25 ms       |
| Noise figure            | 9 dB            | 9 dB          |
| BS Tx power \((P_n)\)   | 49 dBm          | 35 dBm        |
| Tx array antenna        | 8 x 1           | 4 x 4         |

We compare our solution with: 1) a baseline framework with the UBA algorithm from [3], the FCA from [8] and the PF RRA algorithm for DC [13]; 2) the joint UBA and RRA solution from [16] with the FCA from [8]; and 3) the solution from [16] with the FCA from [11]. Several key performance indicators (KPIs) are evaluated: 1) overall percentage of satisfied UDs, which is the number of UDs with throughput higher than the minimum throughput requirement over the total number of UDs [11], [16], [17]; 2) percentage of satisfied UDs considering the UDs in DC [11]; 3) percentage of satisfied UDs considering the UDs in SC [11]; 4) total cell throughput [11], [16], [17]; 5) percentage of UDs in SC [11], [16]; and 6) the Jain’s fairness index.

Fig. 1 presents the overall percentage of satisfied UDs. One can see that the three benchmark solutions perform equally worse than the proposed algorithm. This occurs because those solutions did not develop a complete framework for DC scenarios. The solution from [16] jointly performs the UBA and RRA targeting a common objective of maximizing the minimum user rate, but without the FCA. We added two different FCAs from [8] and from [11], but the performances of the combined solutions did not achieve a performance close to our solution, showing the importance of having the three functionalities working with the same objective. Meanwhile, our complete framework develops the three functionalities with the same objective. Our FCA balances the data splits such that some data is offloaded to the NR BSs when needed, which reduces the burden on the LTE BSs and, consequently, increases the QoS provision and user satisfaction. The RRA algorithm considers the UDs QoS to balance the allocation among UDs in SC and DC, thus simultaneously increasing the satisfaction of all UDs. Finally, the UBA controls the number of active connections by also considering the level of QoS perceived by the UDs. Altogether, this results in gains of up to 18% in terms of user satisfaction.

Finally, Fig. 2 depicts a radar chart from which we simultaneously consider all six aforementioned KPIs for a given load of UDs, which was chosen to be of 16 UDs per LTE sector. Our framework achieves a good balance for all performance metrics, which can be seen from the fact that all metrics are close to 100%. On the other hand, the comparison algorithms highly degrade the satisfaction of UDs in SC attempting to satisfy the UDs in DC, for instance. The balanced performance accomplished by the proposed unified framework occurs due to the design of a framework with a common objective and that considers the important tasks that each functionality should perform.

VI. CONCLUSIONS

The proposed framework maximizes the user satisfaction in the system without penalizing the total throughput. This is accomplished by: i) diminishing the percentage of UDs in DC when the system load increases to reduce the interference; ii) controlling the data split ratios such the transmit buffers are neither overload nor underutilized; and iii) assigning RBs in a balanced manner to maximize the satisfaction of both UDs in DC and SC. Thus, our unified framework exploits the essential behaviors needed in NSA 5G scenarios with DC and maximizes the system performance. As a future work, one could investigate how to solve problem (1) using other techniques, such as game theory or machine learning.
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