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ABSTRACT
In many real applications that use and analyze networked data, the links in the network graph may be erroneous, or derived from probabilistic techniques. In such cases, the node classification problem can be challenging, since the unreliability of the links may affect the final results of the classification process. If the information about link reliability is not used explicitly, the classification accuracy in the underlying network may be affected adversely. In this paper, we focus on situations that require the analysis of the uncertainty that is present in the graph structure. We study the novel problem of node classification in uncertain graphs, by treating uncertainty as a first-class citizen. We propose two techniques based on a Bayes model and automatic parameter selection, and show that the incorporation of uncertainty in the classification process as a first-class citizen is beneficial. We experimentally evaluate the proposed approach using different real data sets, and study the behavior of the algorithms under different conditions. The results demonstrate the effectiveness and efficiency of our approach.
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1. INTRODUCTION
The problem of collective classification is a widely studied one in the context of graph mining and social networking applications. In this problem, we have a network containing nodes and edges, which can be represented as a graph. Nodes in this network may be labeled, but it is not necessary that all nodes have a label. Typically, such labels may represent some properties of interest in the underlying network. This is a setting that appears in several situations in practice.

Some examples of such labeled networks in real scenarios are listed below:

- In a bibliographic network, nodes correspond to authors, and the edges between them correspond to co-authorship links. The labels in the bibliographic network may correspond to subject areas that experts are interested in. It is desirable to use this information in order to classify other nodes in the network.

- In a biological network, the nodes correspond to the proteins. The edges may represent the possibility that the proteins may interact. The labels may correspond to properties of proteins.

- In a movie-actor network, the nodes correspond to the actors. The edges correspond to the co-actor relationship between the different actors. The labels correspond to the pre-dominant genre of the movie of the actor.

- In a patent network, the nodes correspond to patent assignees. The edges model the citations between the respective patents. The labels correspond to the class categories.

In such networks, only a small fraction of the nodes may be labeled, and these labels may be used in order to determine the labels of other nodes in the network. This problem is popularly referred to as collective classification or label propagation, and a wide variety of methods have been proposed for this problem.

The problem of data uncertainty has been widely studied in the database literature, and also presents numerous challenges in the context of network data. In many real networks, the links are uncertain in nature, and are derived with the use of a probabilistic process. In such cases, a probability value may be associated with each edge. Some examples are as follows:

- In biological networks, the links are derived from probabilistic processes. In such cases, the edges have uncertainty associated with them. Nevertheless, such probabilistic networks are valuable, since the probability information on the links provides important information for the mining process.

- The links in many military networks are constantly changing and may be uncertain in nature. In such cases, the analysis needs to be performed with imperfect knowledge about the network.

- Networks in which some links have large failure probabilities are uncertain in nature.

- Many human interaction networks can be created from real interaction processes, and such links are often uncertain in networks.

\footnote{In the rest of this paper we use the terms network and graph, as well as link and edge, interchangeably.}
Thus, such networks can be represented as probabilistic networks, in which we have probabilities associated with the existence of links. Such probabilities can be very useful for improving the effectiveness of problems such as collective classification. Furthermore, these networks may also have properties associated with nodes, that are denoted by labels.

Recent years have seen the emergence of numerous methods for uncertain graph management [24, 27, 36] and mining [29, 26, 31, 35, 42, 43], in which uncertainty is used directly as a first-class citizen. However, none of these methods address the problem of collective graph classification.

One possibility is to use sampling of possible worlds on the edges in order to generate different instantiations of the underlying network. The collective classification problem can be solved on these different instantiations, and voting can be used in order to report the final class label. The major disadvantage with this approach is that the sampling process could result in a sparse or disconnected network which is not suited to the collective classification problem. In such cases, good class labels cannot be easily produced with a modest number of samples.

In this paper, we investigate the problem of collective classification in uncertain networks with a more direct use of the uncertainty information in the network [1]. We design two algorithms for collective classification. The first algorithm uses a probabilistic approach, which explicitly accounts for the uncertainty in the links in the classification.

The second algorithm works with the assumption that most of the information in the network is encoded in high-probability links, and low-probability links sometimes even degrade the quality. Therefore, the algorithm uses the links with high probability in earlier iterations, and successively relaxes the constraints on the quality of the underlying links. The idea is that a greater caution in early phases of the algorithm ensures convergence to a better optimum.

The contributions we make in this paper can be summarized as follows.

- We introduce the problem of collective classification in uncertain graphs, where uncertainty is associated with the edges of the graph, and provide a formal definition for this problem.
- We introduce two algorithms based on iterative probabilistic labeling that incorporate the uncertainty of edges in their operation. These algorithms are based on a Bayes formulation, which enables them to capture correlations across different classes, leading to improved accuracy.
- We perform an extensive experimental evaluation, using two real datasets from diverse domains. We evaluate our techniques using a multitude of different conditions, and input data characteristics. The results demonstrate the effectiveness of the proposed techniques and serve as guidelines for the practitioners in the field.

This paper is organized as follows. In Section 2 we survey prior studies on collective classification and on mining uncertain networks. In Section 3 we formally define the problem of collective classification in uncertain networks. In Section 4 we present our model and two algorithms for collective classification. We discuss the space and time complexity of our proposal in Section 5 and we present the results of our experimental evaluation in Section 6. Finally, we discuss the conclusions in Section 7.

2. RELATED WORK
The problem of node classification has been studied in the graph mining literature, and especially relational data in the context of label or belief propagation [37, 39, 40]. Such propagation techniques are also used as a tool for semi-supervised learning with both labeled and unlabeled examples [4]. Collective classification [33, 32, 19] refers to semi-supervised learning methods that exploit the network structure and node class labels to improve the classification accuracy. These techniques are mostly based on the assumption of homophily in social networks [21, 34]: neighboring nodes tend to belong to the same class. A technique has been proposed in [32], which uses link-based similarity for node-classification in directed graphs. Recently, collective classification methods have also been used in the context of blogs [19]. In [20], Bilgic et al. discuss the problem of overcoming the propagation of erroneous labels by asking the user for more labels. A method for performing collective classification of email speech acts has been proposed by Carvalho et al. in [22], exploiting the sequential correlation of emails. In [25], Ji et al. integrate the classification of nodes in heterogeneous networks with ranking. Methods for leveraging label consistency for collective classification have been proposed in [39, 40, 41].

Recently, the database and data mining community has investigated the problem of uncertain data mining widely [18, 14].

A comprehensive review of the proposed models and algorithms can be found in [5]. Several database systems supporting uncertain data have been proposed, such as Conquer [6], Trio [10], MistiQ [7], MayMBS [11] and Orion [12].

The "possible worlds" model, introduced by Abiteboul et al. [13], formalizes uncertainty by defining the space of the possible instantiations of the database. Instantiations must be consistent with the semantics of the data. For example, in a graph database representing moving object trajectories there may be be different configurations of the edges where each node represents a region in the space. However, an edge cannot connect a pair of nodes that represent a pair of non-neighboring regions. The main advantage of the "possible worlds" model is that the formulations of the queries originally designed to cope with certain data can be directly applied on each possible instantiation. Many different alternatives have then been propose to aggregate the results across the different instantiations.

\footnote{A preliminary version of this work appeared in [1].}
Despite its attractiveness, the number of possible worlds explodes very quickly and even their enumeration becomes intractable problem. To overcome these issues, simplifying assumptions have been introduced to leverage its simplicity: The tuple- and the attribute-uncertainty models [16, 8]. In the attribute-uncertainty model, the uncertain tuple is represented by means of multiple samples drawn from its Probability Density Function (PDF). In contrast, in the tuple-uncertainty model the value of the tuple is fixed but the tuple itself may not exist.

Similar simplifications have been considered for graph databases where nodes may or may not exist (node-uncertainty) and edges are associated with an existence probability (edge-uncertainty). The underlying uncertainty model can then be used to generate graph instances, eventually considering additional generation rules to consider correlations across different nodes and edges. In this study we combine a Bayes approach and the edge-uncertainty model.

The problem of uncertain graph mining has also been investigated extensively. The most common problems studied in uncertain graph management are those of nearest neighbor query processing [24, 30], reachability computation [28] and subgraph search [38]. In the context of uncertain graph mining, the problems commonly studied are frequent subgraph mining [35, 42, 43], reliable subgraph mining [27], and clustering [26, 31]. Recently, the problem of graph classification has also been studied for the uncertain scenario [29], though these methods are designed for classification of many small graphs, in which labels are attached to the entire graph rather than a node in the graph. Typical social and web-based scenarios use a different model of collective classification, in which the labels are attached to nodes in a single large graph.

In this work, we study the problem of collective classification in the context of uncertain networks, where the underlying links are uncertain. Uncertainty impacts negatively on the classification accuracy. First, links may connect subnetworks of very different density, causing the propagation of erroneous labels. Second, the farthest distance between two nodes tends to be smaller in very noisy networks, because of the presence of a larger number of uncertain edges, which include both true and spurious edges. This reduces the effectiveness of iterative models because of the faster propagation of errors. Some of our techniques, which drop uncertain links at earlier stages of the algorithm, are designed to ameliorate these effects.

3. COLLECTIVE CLASSIFICATION PROBLEM

In this section, we formalize the problem of collective classification after introducing some definitions. An uncertain network is composed of nodes whose connections may exist with some probability.

Definition 3.1 (Uncertain Network). An uncertain network is denoted by $G = (N, A, P)$, with node set $N$, edge set $A$ and probability set $P$. Each edge $(i, j) \in A$ is associated with a probability value $p_{ij} \in P$. This is the probability that edge $(i, j)$ exists in the network.

We assume that the network is undirected, though the method can easily be extended to the directed scenario. We can assume that the $|N| \times |N|$ matrix $P$ has entries which are denoted by $p_{ij}$ and $p_{ji}$. A node $i \in N$ can be associated with a label, representing its membership in a class. For ease in notation, we assume that node labels are integers.

Definition 3.2 (Node Label). Given a set of labels $S$ drawn from a set of integers $\{1 \ldots l\}$, we denote the label of node $i$ by $L(i)$. If a node $i$ is unlabeled, the special label 0 is used.

We can now introduce the definition of the collective classification problem on uncertain graphs.

Problem 3.1 (Uncertain Collective Classification). Given an uncertain network $G = (N, A, P)$ and the subset of labeled nodes $T_0 = \{i \in N : L(i) \neq 0\}$, predict the labels of nodes in $N - T_0$.

Figure 1 shows an example of an uncertain network. Nodes 1, 2, and 3 are labeled white, and nodes 5, 7, and 8 are labeled black. The label of nodes 4 and 6 is unknown. The aim of collective classification is to assign labels to nodes 4 and 6.

![Figure 1: Example of uncertain network. Nodes \{1, 2, 3\} are labeled white and nodes \{5, 7, 8\} are labeled black, while labels for nodes \{4, 6\} are unknown. Edges between nodes exist with some probability.]

4. ITERATIVE PROBABILISTIC LABELING

In this section, we first present the algorithm for iterative probabilistic labeling. A Bayes approach is used in order to perform the iterative probabilistic labeling. This method models the probabilities of the nodes belonging to different classes on the basis of the adjacency behavior of the nodes. The Bayes approach can directly incorporate the edge uncertainty probabilities into the estimation process. We continue with a second algorithm that builds upon the first one, and is based on iterative edge augmentation. Finally, we describe a variation of the second algorithm that is a linear combination of two classifiers.

4.1 Bayes Approach

The overall approach for the labeling process uses a Bayesian model for the labeling. In the rest of the paper, we refer
to this algorithm as uBayes. Given that we have an unlabeled node \( r \), which is adjacent to \( s \) other nodes denoted by \( t_1, \ldots, t_s \), how do we determine the label of the node \( r \)? It should be noted that the concept of adjacency is also uncertain, because the edges are associated with probabilities of existence. This is particularly true, when the edge probabilities are relatively small, since the individual network instantiations are likely to be much sparser and different than the probabilistic descriptions. Furthermore, for each edge \((i, j)\) we need to estimate the probability of the node \( j \) having a particular label value, given the current value of the label at node \( i \). This is done with the use of training data containing the labels and edges in the network. These labels and edges can be used to construct a Bayesian model of how the labels on the nodes and edges relate to one another.

The algorithm uses an iterative approach, which successively labels more nodes in different iterations. This is the set \( T \) of nodes whose labels will not be changed any further by the algorithm. Initially, the algorithm starts off by setting \( T \) to the initial set of (already) labeled nodes \( T_0 \). The set in \( T \) is expanded to \( T \cup T^+ \) in each iteration, where \( T^+ \) is the set of nodes not yet labeled that are adjacent to the labeled nodes in \( T \). If \( T^+ \) is empty, either all nodes have been labeled or there is a disconnected component of the network whose nodes are not in \( T_0 \).

The expanded set of labeled nodes are added to the set of training nodes in order to compute the propagation probabilities on other edges. Thus, the overall algorithm iteratively performs the following steps:

- Estimating the Bayesian probabilities of propagation from the current set of edges.
- Computing the probabilities of the labels of the nodes in \( N - T \).
- Expanding the set of the nodes in \( T \), by adding the set of nodes from \( T^+ \), whose labels have the highest probability for a particular class.

These steps are repeated until no more nodes reachable from the set \( T \) remain to be labeled. We then label all the remaining nodes in a single step, and terminate. The overall procedure for performing the analysis is illustrated in Algorithm 1. It now remains to discuss how the individual steps in Algorithm 1 are performed.

The two most important steps are the computation of the edge-propagation probabilities and the expansion of the node labels with the use of the Bayes approach. For a given edge \((i, j)\) we estimate \( P(L(i) = p|L(j) = q) \). This is estimated from the data in each iteration by examining the labels of nodes which have already been decided. Therefore, the training process is successively refined in each iteration. Therefore, the value of \( P(L(i) = p|L(j) = q) \) can be estimated by examining those edges for which one end point contains a label of \( q \). Among these edges, we compute the fraction for which the other end point contains a label of \( p \). For example, in the network shown in Figure 1, the probability \( P(L(6) = \text{black}|L(5) = \text{black}) \) is estimated as

\[
(0.3 + 0.9)/(0.3 + 0.9 + 0.2) = 0.85.
\]

The label of node 6 is unknown, and it is not considered in the calculation. Note that this is simply equal to the probability that both end points of an edge are black, if one of them is black. Therefore, one can compute the uncertainty weighted conditional probabilities for this in the training process of each iteration.

This provides an estimate for the conditional probability. We note that in some cases, the number of nodes with a label of either \( p \) or \( q \) may be too small for a robust estimation. The following smoothing techniques are useful in reducing the effect of ill-conditioned probabilities:

- We always add a small value \( \delta \) to each probability. This is similar to Laplacian smoothing and prevents any probability value from being zero, which would cause problems in a multiplicative Bayes model.
- In some cases, the estimation may not be possible when labels do not exist for either nodes \( p \) or \( q \). In those cases, we set the probabilities to their prior values.

The prior is defined as the value of \( P(L(i) = p) \), and is equal to the fraction of currently labeled nodes with label of \( p \). The prior therefore defines the default behavior in cases where the adjacency information cannot be reasonably used in order to obtain a better posteriori estimation.

For an unlabeled node \( r \), whose neighbors \( i_1, \ldots, i_s \) have labels \( t_1, \ldots, t_s \), we estimate its (unnormalized) probability by using the naive Bayes rule over all the adjacent labeled neighbors. This is therefore computed as follows:

\[
P(L(r) = p|L(i_1) = t_1, \ldots, L(i_s) = t_s) \propto P(L(r) = p) \cdot \prod_k P(L(i_k) = t_k|L(r) = p)
\]

Note that the above model incorporates the uncertainty probabilities directly within the product term of the equation. We can perform the estimation for each of the different classes separately. If desired, one can normalize the probability values to sum to one. However, such a normalization is not necessary in our case, since the only purpose of the

---

**Algorithm uBayes(Graph: \( G \)
Uncertainty Prob.: \( P \), Initial Labeling: \( T_0 \))**

begin
\( T = T_0 \);
while (not termination) do
begin
- Compute edge propagation probabilities;
- Compute node label probabilities in \( N - T \);
- Expand \( T \) with \( T^+ \) nodes;
end
end

**Algorithm 1:** Broad Framework for Uncertain Classification.
computation is to determine the highest probability value in order to assign labels.

4.2 Iterative Edge Augmentation
The approach mentioned above is not very effective when a large fraction of the edges are noisy. In particular, if many edges have a low probability, this can have a significant impact on the classification process.

Figure 2 shows an example. Nodes 1, 2, are labeled white, and nodes 3, 4, 6, 7, 8 and 9 are labeled black. The label of node 5 is unknown and must be assigned by the algorithm. We observe that ignoring the edges whose existence probability is lower than 0.5 is beneficial for the correct classification of node 5.

![Figure 2: Example of uncertain network. Nodes 1, 2, are labeled white, and nodes 3, 4, 6, 7, 8 and 9 are labeled black, while the label of node 5 is unknown and must be assigned by the algorithm. Edges between nodes exist with some probability.](image)

Therefore, we use an iterative augmentation process in order to reduce the impact of such edges, by instead favoring the positive impact of high quality edges in the collective classification process. The idea is to activate only a subset of the edges for use on the modeling process. In other words, edges which are not activated are not used in the modeling. We call this algorithm uBayes+.

We adopt a model inspired by automatic parameter selection in machine learning. Note that, analogous to parameter selection, the choice of a particular subset of high quality links, corresponds to a configuration of the network, and we would like to determine an optimal configuration for our approach. In order to do this, we split the set of labeled nodes 0 into two subsets: a training set denoted by $T_{train}$ and a hold out set denoted by $T_{hold}$. The ratio of the 0 nodes that are assigned to the training set $T_{train}$ is denoted by $\theta$, a user-defined parameter.

The purpose of the hold out set is to aid optimal configuration selection by checking the precise value of the parameters at which the training model provides optimal accuracy over the set of nodes in $T_{hold}$. We use labels of nodes in $T_{train}$ for the learning process, while using labels of nodes in $T_{hold}$ as a criterion for evaluation of accuracy at a particular configuration of the network. (Note that a label is never used for both the training and the hold out set, in order to avoid overfitting.) The idea is to pick the ratio of active edges in such a way so as to optimize the accuracy on the hold out set. This ensures that an optimal fraction of the high quality edges are used for the labeling process.

We start off considering a small fraction of the high probability edges, iteratively expanding the subset of active edges by enabling some of the inactive edges with the highest probabilities. The ratio of active edges is denoted by the parameter $\theta$. Ideally, we want to activate only the edges that contribute positively to the classification of unlabeled nodes. Given a configuration of active edges, we measure their goodness as the estimated accuracy on labels of nodes in $T_{hold}$. The value of $\theta$ that leads to the highest accuracy, denoted by $\theta^*$, is used as the ratio of edges with the highest probability to activate on the uncertain network $G$. The resulting network is then used as input for the iterative probabilistic labeling algorithm (uBayes).

Despite optimizing accuracy by selecting the best ratio of edges to be considered, the basic model described above is not very efficient, because it requires multiple evaluations of the iterative probabilistic labeling algorithm. In particular, it requires us to vary the parameter $\theta$ and evaluate accuracy, in order to determine $\theta^*$.

A more efficient technique for identifying $\theta^*$ can be obtained by evaluating the accuracy for different values of $\theta$ on a sample of the uncertain network $G$ (rather than the full network) as follows. We generate a new uncertain network $G' = (N', A', P')$ by sampling $\alpha \cdot |N|$ nodes from $G$ uniformly at random, and retaining the edges from $A$ and probabilities from $P$ referring to these sampled nodes. $\alpha$ is a user-defined parameter that controls the ratio of nodes sampled from $G$ and it implies the size of the sampled uncertain network $G'$. The initial set of labeled nodes in the sampled uncertain network $G'$ is $\{0\} = T_\theta \cap N_0$. We split the set of nodes in $T_\theta$ into two random subsets, $T_{train}$ and $T_{hold}$, respectively.

The number of nodes in $T_{train}$ is $\beta \cdot |T_0|$. We start off considering $\theta |A'|$ edges with the highest probabilities, expanding iteratively the subset of active edges at each iteration by increasing $\theta$. The goodness of parameter $\theta$ is estimated as the accuracy of node labels in $T_{train}$. Let $\theta^*$ be the value of $\theta$ leading to the highest accuracy. We activate $\theta^* |N|$ edges with highest probability in $G$. The resulting network is then used as input for the iterative probabilistic labeling (Algorithm 1). The overall algorithm is illustrated in Algorithm 2.

We note that the frequencies used to estimate conditional and prior probabilities across the different configurations in Algorithm 2 can be efficiently maintained in an incremental fashion.

4.3 Combining different classifiers
In this section we propose a third algorithm, uBayes+RN. It uses an ensemble methodology in order to further improve robustness in scenarios, where some deterministic classifiers can provide good results over some subsets of nodes, but not over all the nodes. uBayes+RN is the linear combination of two classifiers: the uBayes+ algorithm and the Relational Neighbor (RN) classifier [33]. The RN classifier is defined as follows:
Computation of node label probabilities requires $O(N \cdot |N|)$ nodes requires $O(|N|)$ decomposed as follows. The computation of new unlabeled node probabilities requires $O(Bayes)$, which for the computation of the uncertain label probabilities. Assuming that the cardinality for the computation of the uncertain label probabilities. The computation of edge probabilities requires $O(Bayes^+ \cdot P)$, since it sometimes degenerates to $O(Bayes^+ \cdot P')$. Active edges are maintained using a priority list, whose initialization requires $O(|A|)$. Each iteration of the iterative automatic parameter selection procedure can be decomposed as follows. Algorithm 1 (used by $uBayes^+$) requires $O(|N|\cdot |A|)$. Testing the classification accuracy requires $O(|N|\cdot |A|)$. Expanding the set of active edges requires $O(|A|\cdot \log(|A|))$. Summing up, each iteration requires:

$$O(\log(|A|)/N),$$

Finally, the last call to Algorithm 1 requires $O(K\cdot |A|)$. Assuming that the parameter selection procedure terminates after $K$ iterations, the algorithm cost is $O(|N| + |A| + K'\cdot \log(|A|)/N), N\cdot |A|)$). Simplifying, the cost is $O(|N|\cdot |A|)$. The space complexity is $O(|N|\cdot |A|)$.

Note that algorithms $uBayes^+-RN$ and $uBayes^+$ have the same space and time complexity.

6. EXPERIMENTAL RESULTS

In this section, we evaluate the proposed techniques under different settings, in terms of both accuracy and performance.

We implemented all techniques in C++ using the Standard Template Library (STL) and Boost libraries, and ran the experiments on a Linux machine equipped with an Intel Xeon 2.40GHz processor and 16GB of RAM.

The reported times do not include the initial loading time, which was constant over all methods. The results were obtained from 5 independent runs. For all experiments we report the averages and 95% confidence intervals.

6.1 Data Sets

In our experiments, we used two data sets for which edge probabilities can be estimated, as described below.

DBLP: The DBLP data set [30] is the most comprehensive citation network of curated records of scientific publications in computer science. In our experiments, we consider the subset of publications from 1980 to 2010. The data set consists of 922, 673 nodes and 3, 389, 272 edges. Nodes represent authors and edges represent co-authorship relations. The edge probability is an estimate of the probability that two authors co-authored a paper in a year selected randomly during their period of activity. For example, if a pair of authors published papers in ten different years and they both published papers for twenty years, then their edge probability is 0.5. (We consider the union of their periods of activity.)

We used 14 class labels, that represent different research fields in computer science. The corresponding labels and their frequencies are illustrated in Table I. The labels were generated by using a set of top conferences and journals in...
these areas, and the most frequent label in the author’s publications is used as the author’s label. In our data set, 16% of the nodes are labeled. The rest were not labeled, because the corresponding authors did not have publications in the relevant conferences and journals.

Table 1: Node labels and label priors of the DBLP dataset.

| Id | Name                        | Prior probability |
|----|-----------------------------|-------------------|
| C1 | Verification & Testing      | 0.06758           |
| C2 | Computer Graphics           | 0.01974           |
| C3 | Computer Vision             | 0.04144           |
| C4 | Networking                  | 0.1301            |
| C5 | Data Mining                 | 0.09498           |
| C6 | Operating systems            | 0.06058           |
| C7 | Computer Human Interaction  | 0.05361           |
| C8 | Software Engineering        | 0.01935           |
| C9 | Machine Learning            | 0.1543            |
| C10| Bioinformatics              | 0.1936            |
| C11| Computing Theory            | 0.04008           |
| C12| Information Security        | 0.05364           |
| C13| Information Retrieval       | 0.044             |
| C14| Computational Linguistics    | 0.02711           |

Table 2: Class labels and corresponding conference keywords

US Patent Data Set: The US Patent data set [23] is a citation network of US utility patents. In our experiments, we consider patents issued from 1970 to 1990. The network contained 108,658 nodes and 1,059,822 edges. A node represents a patent assignee and there is an edge between two assignees if there is at least a patent from one assignee citing a patent from the other assignee. The edge probability is an estimate of the probability that one of the two assignees cites the other assignee. For example, assignee A cites 20 patents of which 5 are assigned to assignee B, then their edge probability is 0.25. A category is assigned to each patent. The most frequent category in the assignee’s patents is used as assignee label. Table 3 reports the label class names and their frequencies. These labels cover 66% of nodes. We used class label as ground truth. Although the raw input data sets are curated manually, class labels are derived algorithmically and may be noisy. For example, if an assignee holds only two patents belonging to different categories, we pick one of these two categories randomly as the assignee label. In other words, we do not model our confidence in the derived class labels. Results show that the proposed algorithms is robust to this lack of information.

Table 3: Node labels and label priors of the Patent data set.

| Id | Name                                | Prior probability |
|----|-------------------------------------|-------------------|
| C1 | Chemical                            | 0.2077            |
| C2 | Computers & communications           | 0.07945           |
| C3 | Drugs & Medical                     | 0.0859            |
| C4 | Electrical & Electronic             | 0.19292           |
| C5 | Mechanical                          | 0.434             |

6.2 Perturbation

We also used perturbed data sets to stress-test the methods. The advantage of such data is the ability to test the effectiveness with varying uncertainty level, and other sensitivity parameters. This provides a better idea of the inherent variations of the performance. Perturbed data sets are generated by either adding noisy edges or by removing existing edges to and from the real data sets. Noisy edges are new edges with low probability. The edge probability is sampled from a normal distribution $N(0, \sigma)$ in the interval $(0, 1]$. The parameter $\sigma$ controls the probability standard deviation. As it gets larger the average edge probability increases, eventually interfering with edges in the real data sets. The parameter $\phi$ controls the ratio of noisy edges. Given the edge set $A$ of a real data set, the number of added noisy edges is $\phi \cdot |A|$.

The existing edges to be removed are selected by sampling the edge set $A$ uniformly at random. Existing edges are removed after adding noisy edges. The parameter $\Phi$ controls the ratio of edges to be removed. Given the edge set $A$ of a perturbed data set, the number of retained edges is $(1 - \Phi)|A|$. The selection criterion is also known as probability sampling.

The existing labeled nodes to be unlabeled are selected by sampling the node set $N$ randomly. The parameter $\Gamma$ controls the ratio of labeled nodes, whose label is to be removed. Given the node set $N$ of a real data set, the number of labeled nodes whose label is removed is $(1 - \Gamma)|N|$.

Unless otherwise specified, we used the following default perturbation parameters. The ratio of noisy edges ($\phi$) is 3 and the standard deviation of noisy edges ($\sigma$) is 0.25. By default, we do not remove any edges or labels. Thus, $\Phi$ equals zero, and the ratio of known labels for the data sets are those reported in Section 6.1.

6.3 Evaluation Methodology

The accuracy is assessed by using repeated random subsampling validation. We randomly partition the nodes into training and validation subsets which are denoted by $N_T$ and $N_V$ respectively. We use $2/3$ of the labeled nodes for training, and the remaining $1/3$ for validation. Even if $2/3$ may appear as a large fraction, note that it refers to the labeled nodes in the ground truth (that is rather limited).

For each method, we compute the confusion matrix $M$ on the $N_V$ set, where $M_{ij}$ is the count of nodes labeled as $i$ in the ground-truth that are labeled as $j$. Accuracy is defined as the ratio of true positives for all class labels:

$$\text{Accuracy} = \frac{1}{|N_V|} \sum M_{ii}$$

(3)
If all nodes are labeled correctly, $M$ is a diagonal matrix. The experiment is repeated several times to get statistically significant results.

In all experiments we use the following parameters for the $uBayes+$ algorithm. The ratio nodes of the sampled uncertain network ($\alpha$) is 0.2. Among the sampled nodes, the ratio nodes used for training ($\beta$) is 0.1. In order to identify $\theta^*$, the algorithm varies $\theta$ between 0.05 and 1 in 20 steps. These values were determined experimentally, and are the same for both datasets (the performance of the algorithms remains stable for small variations of these parameters).

We compared our techniques to two algorithms, which are the $wvRN$ and $Sampling$ methods. Since these algorithms trade accuracy for running time, we limited the running time of these two algorithms to the time spent by the $uBayes$ method. The $wvRN$ method estimates the probability of node $i$ to have label $j$ as the weighted sum of class membership probabilities of neighboring nodes for label $j$. Thus, it works with a weighted deterministic representation of the network, where the edge probabilities are used as weights. Relaxation labeling is then used for inference. We additionally consider a version of the $wvRN$ algorithm, $wvRN-20$, that is not time-bound, but is bound to terminate after 20 iterations in the label relaxation procedure. As we discuss later, the accuracy of $wvRN$ converges quickly and does not improve further after 20 iterations for both data sets.

The sampling algorithm samples networks in order to create deterministic representations. For each sampled instantiation, the $RN$ algorithm [33] is used. Note that links in sampled instantiations either exist or do not exist, and link weights are set to 1. This algorithm estimates class membership probabilities by voting on the different labelings over different instantiations of the network. The class with the largest vote is reported as the relevant label.

6.4 Classification Quality Results

In this section, we report our results on accuracy under a variety of settings using both real and perturbed data sets. The first experiment shows the accuracy by varying the ratio of noisy edges ($\phi$) for the algorithms $uBayes$, $uBayes+$, $wvRN$, $wvRN-20$ and $Sampling$. The results for the DBLP and Patent data sets are reported in Figures 5(a) and 5(b), respectively. The $Sampling$ algorithm is the worst performer on both data sets, followed by $wvRN$ and $wvRN-20$. On the DBLP data set, the accuracy of $wvRN-20$ is slightly higher than that of $wvRN$. The $uBayes$ and $uBayes+$ algorithms are the best performers, with $uBayes+$ achieving higher accuracy on the DBLP dataset when the ratio of noisy edges is above 200%. We observe that there is nearly no difference among the $uBayes$, $uBayes+$, $wvRN$ and $wvRN-20$ algorithms on both datasets when $\phi = 0$, while the percentage improvement in accuracy from $wvRN-20$ to $uBayes+$ when $\phi = 5$ (500%) is up to 49% for DBLP and 7% for Patent. It is worth noting that, as the ratio of noisy edges increases, the accuracy for $Sampling$ increases in the Patent data set. This is due to the high probability of label $C_1$ (0.434), as reported in Table 3, which eventually dominates the process.

In the next experiment, we varied the standard deviation of the probability of the noisy edges ($\sigma$) for algorithms $uBayes$, $uBayes+$, $wvRN$, $wvRN-20$ and $Sampling$. The results for the DBLP and the Patent data sets are reported in Figures 4(a) and 4(b), respectively. The $Sampling$ algorithm again does not perform well, followed by the $wvRN$ and $wvRN-20$ algorithms. The $uBayes+$ algorithm is consistently the best performer on the DBLP dataset, while there is nearly no difference between the $uBayes+$ and $uBayes$ algorithms on the Patent dataset. The higher accuracy of $uBayes$ and $uBayes+$ is explained by their ability to better capture correlations between different class labels, a useful feature when processing noisy data sets. The better performance of $uBayes+$ is due to its ability to ignore noisy labels that contribute negatively to the overall classification process. $uBayes+$ is more accurate than $wvRN-20$ with a percentage improvement up to 83% in the DBLP data set and 10% in the Patent data set, which represents a significant advantage.

In the following experiment, we evaluate the accuracy when varying the ratio of labeled nodes ($\Gamma$) for algorithms $uBayes$, $uBayes+$, $wvRN$, $wvRN-20$ and $Sampling$. (Default perturbation parameters are considered for the retained edges.) The results for the DBLP and Patent data sets are reported in Figures 6(a) and 6(b) respectively. In the DBLP dataset, the $wvRN$ algorithm performs better than $wvRN-20$, while there is virtually no difference on the Patent dataset. The $uBayes+$ algorithm is consistently the best performer on the DBLP dataset, while it performs slightly worse than $uBayes$ on the Patent data set when $\Gamma$ is below 0.2 (20%). We observe that the percentage improvement of $uBayes+$ over $wvRN-20$ is 50% on the DBLP dataset and 11% on the Patent dataset. The $Sampling$ algorithm exhibits the lowest accuracy.

We now stress-test the proposed techniques by randomly removing a percentage of edges ($\Phi$), as detailed in Section 6.2. The results for the DBLP and the Patent data sets are reported in Figures 9(a) and 9(b), respectively. $Sampling$ consistently performs at the lower range, followed by $wvRN$ and $wvRN-20$. $uBayes$ and $uBayes+$ perform consistently better on the DBLP dataset, with $uBayes+$ performing poorly when the ratio of retained edges is below 60%. In this case, the resulting network is less connected, and the uncertain network sample used for the automatic parameter tuning becomes less robust to noisy conditions. In the DBLP dataset, the percentage improvement of $uBayes+$ over $wvRN-20$ is up to 49%.

In Table 4 we report the confusion matrices for the DBLP and Patent data sets for the $uBayes+$ algorithm. The confusion matrix provides some interesting insights, especially for cases where nodes were misclassified. Cell $i,j$ reports the number of nodes with ground truth label $C_i$ classified with label $j$. We observe that $C_4$, $C_9$ and $C_{10}$ labels (networking, machine-learning and bioinformatics) in the DBLP data set lead to many misclassifications. This can be explained by the fact that these are the most frequent labels in the network (refer to Table 1), and therefore have a higher probability of being selected. We also observe that misclassifications convey interesting and useful information. For example, excluding the $C_4$, $C_9$ and $C_{10}$ classes, most of the misclassifications for class “Data Mining” are due to the “In-
formation Retrieval” class, and vice versa. This points to the fact that the two communities are related to each other. Similar observations can be made on the Patent data set. For example, the “Chemical” and “Drugs & Medical” classes overlap, and show corresponding behavior in the confusion matrices.

| $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ |
|-------|-------|-------|-------|-------|
| $C_1$ | 939   | 5     | 34    | 79    | 3861  |
| $C_2$ | 21    | 328   | 4     | 98    | 1421  |
| $C_3$ | 181   | 0     | 279   | 26    | 1567  |
| $C_4$ | 96    | 108   | 26    | 574   | 3798  |
| $C_5$ | 292   | 63    | 26    | 133   | 10020 |

Table 5: Confusion matrix for Patent data set. True positives are indicated in bold.

Finally, we report the accuracy of the $uBayes+RN$ algorithm when varying the parameter $\delta$ between 0 and 1. Recall that $\delta$ controls the influence of the RN classifier on the overall classification process. In our experiments with both data sets, the accuracy of $uBayes+RN$ was always slightly better than $uBayes+$, but never more than 5%. We observed nearly no difference among the different $\delta$ configurations. In the interest of space, we omit the detailed results.

We next provide some real examples of labeling results obtained with $uBayes+$ on the Patent dataset. The “Atari Inc.” and “Sega Enterprises, Ltd” companies, which belong to the hall of fame of the video game industry, were not assigned to any category. Our algorithm correctly classified them as “Computers & Communications”. Similarly, the companies “North American Biologicals, Inc” and “BioChem Valve, Inc” were correctly labeled as “Drugs & Medical”, since they are both involved in drug development and pharmaceutical research. Interestingly, “Starbucks Corporation” was labeled as “Chemical”. Taking a close look at their patents, it turns out that a large fraction of them describe techniques for enhancing flavors and aromas that involve chemical procedures. Evidently, having labels for all the nodes in the graph allows for improved query answering and data analysis in general.

6.5 Efficiency Results

In this section, we assess running time efficiency on a variety of settings using both real and perturbed data sets. Figures 7(a) and 7(b) show the CPU time required by the algorithms when varying the ratio of noisy edges, for the DBLP and Patent data sets, respectively. Note that Sampling has the same time performance as $uBayes$. The $uBayes+$ algorithm is nearly three times slower than $uBayes$. This is due to the automatic parameter tuning approach employed by the $uBayes+$ algorithm. We observe that the performance of $wvRN-20$ almost always considerably worse than both $uBayes$ and $uBayes+$. The same observation is true when we vary the standard deviation of the probability of the noisy edges (see Figures 8(a) and 8(b)). Note that the inference in
Figure 6: Accuracy with varying ratio of retained edges for uBayes, uBayes+, wvRN, wvRN-20 and Sampling algorithms.

Table 4: Confusion matrix for DBLP dataset. True positives are indicated in bold.

| \( C_1 \) | \( C_2 \) | \( C_3 \) | \( C_4 \) | \( C_5 \) | \( C_6 \) | \( C_7 \) | \( C_8 \) | \( C_9 \) | \( C_{10} \) | \( C_{11} \) | \( C_{12} \) | \( C_{13} \) | \( C_{14} \) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1943  | 7     | 9     | 116   | 19    | 58    | 11    | 38    | 364   | 595   | 32    | 35    | 4     | 7     |
| 3     | 620   | 30    | 21    | 12    | 7     | 37    | 3     | 125   | 131   | 6     | 4     | 3     | 1     |
| 15    | 49    | 1088  | 51    | 25    | 18    | 13    | 3     | 489   | 261   | 11    | 8     | 11    | 3     |
| 55    | 21    | 22    | 3907  | 70    | 161   | 38    | 19    | 915   | 1076  | 69    | 87    | 23    | 8     |
| 12    | 17    | 26    | 182   | 92    | 49    | 45    | 960   | 791   | 60    | 79    | 126   | 37    |       |
| 60    | 26    | 12    | 311   | 86    | 1482  | 26    | 39    | 423   | 464   | 105   | 80    | 35    | 7     |
| 7     | 36    | 13    | 43    | 14    | 12    | 1396  | 20    | 463   | 584   | 4     | 15    | 39    | 15    |
| 8     | 3     | 0     | 18    | 10    | 15    | 18    |       | 619   | 113   | 128   | 4     | 8     | 7     |
| 37    | 46    | 271   | 279   | 152   | 47    | 72    | 23    | 5422  | 1287  | 74    | 85    | 110   | 104   |
| 42    | 32    | 81    | 274   | 127   | 80    | 45    | 26    | 692   | 8410  | 79    | 58    | 44    | 45    |
| 28    | 10    | 7     | 35    | 22    | 168   | 9     | 13    | 258   | 321   | 950   | 46    | 5     | 3     |
| 27    | 13    | 18    | 236   | 62    | 70    | 33    | 26    | 428   | 483   | 35    | 1230  | 20    | 7     |
| 7     | 9     | 14    | 73    | 94    | 22    | 67    | 29    | 452   | 415   | 15    | 18    | 873   | 82    |
| 5     | 5     | 5     | 40    | 20    | 8     | 14    | 2     | 268   | 226   | 12    | 11    | 34    | 756   |

the wvRN algorithm is based on labeling relaxation, whose complexity is proportional to the size of the network and remains constant across iterations. On the contrary, the iterative labeling that uBayes and uBayes+ use for their inference model becomes faster with each successive iteration, since it needs to visit a smaller part of the network. As the results show, the standard deviation does not affect the time performance of the algorithms. These experiments demonstrate that the two proposed algorithms effectively combine low running times with high accuracy and robustness levels.

In the final set of experiments, we evaluated the accuracy of all algorithms as a function of the time required for algorithmic execution by the baselines. Since the baselines tradeoff between running time and accuracy, it is natural to include the running time in the comparison process. In this case, we removed the constraint that wvRN and Sampling end their processing after a fixed amount of time or a specific number of iterations, and examined how their accuracy changes when the number of iterations (and consequently, processing time) increases. For reference, we also include the uBayes and uBayes+ algorithms, which execute in a fixed amount...
of time. The results for the DBLP and Patent data sets are depicted in Figures 9 and 10 respectively. The graphs show that the accuracy of wvRN and Sampling is slightly increasing with time, but reaches an almost stable state after the first 10 iterations. (In our experiments, we stopped wvRN after 28 iterations in the DBLP data set and 16 iterations in the Patent data set, and the Sampling algorithm after 92 iterations in the DBLP data set and 28 iterations in the Patent dataset). Nevertheless, the uBayes and uBayes+ algorithms achieve significantly better results in a much lower running time.

![Accuracy with varying execution times for uBayes, uBayes+, wvRN and Sampling algorithms for the DBLP data set.](image)

![Accuracy with varying execution times for uBayes, uBayes+, wvRN and Sampling algorithms for the Patent data set.](image)

7. CONCLUSIONS

Uncertain graphs are becoming increasingly popular in a wide variety of data domains. This is due to the statistical methods used to infer many networks, such as protein interaction networks and other link-prediction based methods. Consequently, the problem of collective classification has become particularly relevant for determining node properties in such networks.

In this paper, we formulate the collective classification problem for uncertain graphs, and describe effective and efficient solutions for this problem. To this effect, we describe an iterative probabilistic labeling method, based on the Bayes model, that treats uncertainty on the edges of the graph as first class citizens. In the proposed approach, the uncertainty probabilities of the links are used directly in the labeling process. Furthermore, the methodology we describe allows for automatic parameter selection.

We have performed an experimental evaluation of the proposed approach using diverse, real-world datasets. The results show significant advantages of using such an approach for the classification process over more conventional methods, which do not directly use uncertainty probabilities.
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