Information Loss and Anti-Aliasing Filters in Multirate Systems

Bernhard C. Geiger, Student Member, IEEE, and Gernot Kubin, Member, IEEE

Abstract—This work investigates the information loss in a decimation system, i.e., in a downsampler preceded by an anti-aliasing filter. It is shown that, without a specific signal model in mind, the anti-aliasing filter cannot reduce information loss, while, e.g., for a simple signal-plus-noise model it can. For the Gaussian case, the optimal anti-aliasing filter is shown to coincide with the one obtained from energetic considerations. For a non-Gaussian signal corrupted by Gaussian noise, the Gaussian assumption yields an upper bound on the information loss, justifying filter design principles based on second-order statistics from an information-theoretic point-of-view.

I. INTRODUCTION

Multi-rate systems are ubiquitously used in digital systems to increase (upsample) or decrease (downsample) the rate at which a signal is processed. Especially downsampling is a critical operation since it can introduce aliasing, like sampling, and thus can cause information loss. Standard textbooks on signal processing deal with this issue by recommending an anti-aliasing filter prior to downsampling – resulting in a cascade which is commonly known as a decimator [1, Ch. 4.6]. In these books, this anti-aliasing filter is usually an ideal low-pass filter with a cut-off frequency of $\pi/M$, for an $M$-fold decimation system (cf. Fig. 1). Unser [2] showed that this choice is optimal in terms of the mean-squared reconstruction error (MSE) only if the input process is such that the passband portion of its power spectral density (PSD) exceeds all aliased components. Similarly, as it was shown by Tsatsanis and Giannakis [3], the filter minimizing the MSE is piecewise constant, $M$-aliasing-free (i.e., the aliased components of the $M$-fold downsampled frequency response do not overlap), and has a passband depending on the PSD of the input process. Specifically, the filter which permits most of the energy to pass aliasing-free is optimal in the MSE sense.

In this paper we consider a design objective vastly different from the MSE: information. The fact that information, compared to energy, can yield more successful system designs has long been recognized, e.g., for (non-linear) adaptive filters [4] or for state estimation using linear filters [5]. Mutual information has been used as a design objective for transceiver filter design, too: In [6], Al-Dhahir et al. derived a sub-optimal block transmission filter whose output approximates the optimal input statistics of a dispersive, noisy channel. Scaglione et al. [7] later showed that the resulting non-stationarity of the channel input can be achieved by an FIR filter bank, both for FIR and ARMA channels. Recently, Chen et al. [8] derived the capacity of sub-Nyquist sampled additive Gaussian noise channels for various sampling mechanisms: sampling after a filter, a filterbank, and a modulated filterbank. They showed that the capacity-maximizing sampling filter is piecewise constant and both maximizes the signal-to-noise ratio and minimizes the MSE of the reconstructed signal, thus building a bridge between information-theoretic and energetic filter design. All these works, however, consider either a signal-plus-noise model or assume that all processes are Gaussian.

We extend the existing literature in three different aspects: First, we present results for the case where no signal model is available, other than the PSD of the Gaussian input process (Section III). Second, we derive the optimal filter for a signal model in which the Gaussian filter input is correlated with a Gaussian signal process representing relevant information (Section IV). And finally, we consider a signal-plus-Gaussian-noise scenario, where we assume that the signal is non-Gaussian (Section V).

Our first result is surprising: Given mild assumptions on the input process of the decimation system, the information loss can be bounded independently of the anti-aliasing filter (see Section III). The reason is that, without a specific signal model, every bit of the input process is treated equivalently, regardless of the amount of energy by which it is represented. In order to remedy this counter-intuitivity, Section IV considers Gaussian processes with a specific signal model in mind: The input to the decimation system is correlated with a relevant data signal. A data signal corrupted by Gaussian noise is a special case of this scenario, thus connecting to the analysis of additive Gaussian noise channels in [8]. The optimal filter is shown to be piecewise constant and conceptually similar to those derived in [3, 8]. Since in most cases the Gaussian assumption is too restrictive, in Section V we let the decimator input be an arbitrarily distributed data signal corrupted by Gaussian noise. Following the approach of Plumbley in [9], we prove that the Gaussian assumption for the signal process yields an upper bound on the information loss in the general case. In other
words, designing a filter based on the PSDs of the signal and noise processes guarantees a bounded information loss in the decimation system. This justifies filter design based on second-order statistics, i.e., on energetic considerations, also from an information-theoretic perspective. In Section VII we illustrate our results in a simple toy example. The problem of designing optimal FIR filters for the decimation system, as it appears in the toy example, is briefly discussed in Section VII which also contains an outlook to future work.

II. PRELIMINARIES AND NOTATION

Throughout this work we adopt the following notation: Z is a real-valued random process, whose n-th sample is the random variable (RV) Z_n. Let Z_j := {Z_i : i ∈ J} and we abbreviate Z^n_j := {Z_i, Z_{i+1}, . . . , Z_j}. The differential entropy [10, Ch. 8] and the Rényi information dimension [11] of Z_j are h(Z_j) and d(Z_j), respectively, provided these quantities exist and are finite. Finally, we define the M-fold blocking Z(M) of Z as the sequence of M-dimensional RVs Z^n_1 := Z^n_1, Z^n_2 := Z^n_1∩Z^n_2+1, and so on. Since the systems used in this work are static, i.e., described by a function, we abuse notation and understand g(Z_j) and g(Z) as the function applied coordinate-wise or sample-wise, respectively.

In this work, we often consider a process Z satisfying

Assumption 1. Z is stationary, has finite variance, finite marginal differential entropy h(Z^n), and finite differential entropy rate

h(Z) := \lim_{n→∞} \frac{1}{n} h(Z^n) = \lim_{n→∞} h(Z^n) = \lim_{n→∞} h(Z^n_1 − 1). \tag{1}

Lemma 1 (Finite differential entropy (rate) and information dimension). Let Z be a stationary stochastic process satisfying Assumption 1. Then, for every finite set J, d(Z_j) = card(J).

Proof: See Appendix D-A.

As another direct consequence of Assumption 1, the mutual information rate with a process W jointly stationary with Z exists and equals [12] Thm. 8.3

I(Z; W) := \lim_{n→∞} \frac{1}{n} I(Z^n_1; W^n). \tag{2}

To measure the rate of information loss in a deterministic system, we introduce

Definition 1 (Relative Information Loss Rate). The relative information loss rate induced by the function g is

\hat{l}(Z → g(Z)) := \lim_{n→∞} \frac{d(Z^n_1 | g(Z^n_1))}{d(Z^n_1)} \tag{3}

provided the quantity on the right exists.

This definition is an extension of the relative information loss l(Z → g(Z)), as defined in [13], to stochastic processes. Roughly speaking, l(Z → g(Z)) captures the percentage of information lost by applying the function g to the RV Z. That the relative information loss is related to the (conditional) information dimension was also observed in [13], where the second equality in (3) was proved.

Clearly, in an invertible system no information is lost. One drawback of Definition 1 is that it is only defined for static systems. Hence, it will be necessary to abuse notation by presenting

Assumption 2. Let Z be the input process and \hat{Z} the output process of a static system. If \hat{Z} is another process which is equivalent to Z in the sense that there exists a (not necessarily static) invertible system which converts one to the other, then

l(\hat{Z} → Z) = l(\hat{Z} → Z). \tag{4a}

Likewise, if \hat{Z} is equivalent to Z, then

l(Z → \hat{Z}) = l(Z → Z). \tag{4b}

In particular, a polyphase decomposition or a perfect reconstruction filterbank decomposition of a process is equivalent to the original process in above sense.

In some cases not the total information lost in the system is of interest, but only the portion W which is relevant to the user. Hence, in [14], the notion of relevant information loss was introduced as the difference between mutual informations:

L_W(Z → g(Z)) := I(W; Z) − I(W; g(Z)) \tag{5}

This notion is extended to stochastic processes in

Definition 2 (Relevant Information Loss Rate). Let W be a process jointly stationary with Z, representing the relevant information content of Z. Then, the information loss rate relevant w.r.t. W induced by processing Z to a jointly stationary process \hat{Z} is

I_W(Z → \hat{Z}) := I(W; Z) − I(\hat{W}; \hat{Z}) \tag{6}

provided the quantities exist.

As a specific example, W might be the sign of Z, or W might be a noisy observation of W. Note further that in Definition 2 it is not necessary to assume that the system is static; if it was, then Z = g(Z), as in Definition 1.

Considering the scenario depicted in Fig. 1 we will be concerned with linear filters and their effect on the information-carrying processes. If the filter is stable and causal, its magnitude response satisfies the Paley-Wiener condition (cf. [15, p. 215] and [16, p. 423]):

1 \over 2\pi \int_{-\pi}^{\pi} \ln |H(e^{i\theta})|d\theta > -\infty. \tag{7}

For such filters, the following two lemmas can be presented:

Lemma 2. Let Z be a stochastic process satisfying Assumption 1 and let H be a stable, causal linear filter with input Z. Then, the output process \hat{Z} of the filter satisfies Assumption 1.

Proof: See Appendix D-B.

Lemma 3. Let W and Z be two jointly stationary stochastic processes satisfying Assumption 1 and let H be a stable,
causal linear filter with input $Z$. Then, for $\tilde{Z}$ being the output process of the filter,
\[ \tilde{T}(W; Z) = \tilde{T}(W; \tilde{Z}). \] (8)

**Proof:** See Appendix D-C

As the previous lemma suggests, the output process of a stable, causal linear filter is equivalent to its input process in the sense of Assumption 2. Moreover, combining this lemma with Definition 2 one can see that filtering a process with a stable, causal filter does not destroy information:
\[ I_W(Z \rightarrow \tilde{Z}) = I(W; Z) - I(W; \tilde{Z}) = 0. \] (9)

III. RELATIVE INFORMATION LOSS IN A DOWNSAMPLER

Consider the scenario depicted in Fig. I where $X$ satisfies Assumption 1. If the filter $H$ is stable and causal, so does $X$. To analyze the information loss rate in the downsampling device, we employ the relative information loss rate,
\[ I(X^{(M)} \rightarrow Y) = \lim_{n \to \infty} I((X^{(M)})_n \rightarrow Y^n) \] (10)

where we applied $M$-fold blocking to ensure that the mapping between $(X^{(M)})_1^n$ and $Y^n$ is static. Downsampling, $Y_n := X_{nM}$, is now a projection to a single coordinate, hence [13]
\[ I((X^{(M)})_1^n \rightarrow Y^n) = \frac{d((X^{(M)})_1^n)Y^n)}{d(X^{(M)})_1^n} = \frac{n(M-1)}{nM}. \] (11)

If the filter $H$ is stable and causal and, thus, has no influence on the information content of the stochastic process, we can use Assumption 2 in (a) below and combine (10) with (11) to
\[ I(X^{(M)} \rightarrow Y) \overset{(a)}{=} I(X^{(M)} \rightarrow Y) = \frac{M-1}{M}. \] (12)

The amount of information lost in the decimation system in Fig. I is the same for all stable, causal filters $H$.

The question remains whether an ideal anti-aliasing filter can prevent information loss, since it guarantees that the downsampling operation is invertible. To show that the answer to this question is negative, take, for example, the ideal low-pass filter recommended in standard textbooks [11] Ch. 4.6:
\[ H(e^{j\theta}) = \begin{cases} 1, & \text{if } |\theta| < \frac{\pi}{M} \\ 0, & \text{else} \end{cases} \] (13)

We decompose $X$ in an $M$-channel filterbank: The $k$-th channel is characterized by analysis and synthesis filters being constant in the frequency band $(k-1)/M \leq |\theta| < k/M$ and zero elsewhere. Let $Y_k$ be the ($M$-fold downsampled) process in the $k$-th channel — clearly, $Y_k \equiv Y_1$. It can be shown that every $Y_k$ satisfies Assumption 1 if $X$ is Gaussian (cf. proof of Theorem 1). Thus we obtain
\[ I(X^{(M)} \rightarrow Y) \overset{(a)}{=} I(Y_1, \ldots, Y_M \rightarrow Y_1) = \frac{M-1}{M}. \] (14)

where the information is again lost in a projection and where (a) is due to Assumption 2 since the filterbank decomposition is invertible. The ideal anti-aliasing low-pass filter prevents information from being lost in the downsampler by destroying information itself.

If the filter $H$ is a cascade of a causal, stable filter and of one with a piecewise-constant transfer function (with less trivial intervals as pass-bands), the analysis still holds; Information is either lost in the filter or in the downsampler:

**Theorem 1.** For a Gaussian process $X$ satisfying Assumption 1, the relative information loss rate in the decimation system depicted in Fig. I satisfies
\[ I(X^{(M)} \rightarrow Y) \geq \frac{M-1}{M} \] (15)

for every anti-aliasing filter $H$ with finitely many pass-band intervals.

**Proof:** See Appendix A

The reason for this seemingly counter-intuitive result is that, without a specific signal model, the amount of information is not necessarily proportional to the amount of energy by which it is represented: There is no reason to prefer a specific frequency band over another. This in some sense parallels our result on the relative information loss in principal components analysis (PCA), where we showed that PCA cannot reduce the amount of information being lost in reducing the dimensionality of the data [13].

IV. RELEVANT INFORMATION LOSS: GAUSSIAN CASE

To remove the counter-intuitivity of the previous section, we adapt the signal model: Let $S$ and $X$ be jointly stationary Gaussian processes with PSDs $S_S(e^{j\theta})$ and $S_X(e^{j\theta})$, respectively, with cross PSD $S_{SX}(e^{j\theta})$, and which satisfy Assumption 1. The information loss rate relevant w.r.t. $S$ is given by
\[ I(S^{(M)} \rightarrow Y) = I(S^{(M)}; X^{(M)}) - I(S^{(M)}; Y) \] (16)

and measures how much of the information $X$ conveys about $S$ is lost for each output sample due to downsampling.

While in the general case the filter which minimizes $I_S(S^{(M)} \rightarrow Y)$ is hard to find, for this Gaussian signal model the solution is surprisingly intuitive:

**Definition 3** (Optimal Energy Compaction Filter [17], Thm. 4)). The optimal energy compaction filter $H$ for an $M$-fold downsampler and for a given PSD $S_X(e^{j\theta})$ satisfies
\[ H(e^{j\theta}) = \begin{cases} 1, & \text{for smallest } l \text{ s.t. } \forall k : S_X(e^{j\theta_k}) \geq S_X(e^{j\theta_k}) \\ 0, & \text{else} \end{cases} \] (17)

where $\theta_k := \frac{\theta - 2k\pi}{M}$.

The energy compaction filter for a given PSD can be constructed easily: The $M$-fold downsampled PSD consists of $M$ aliased components; for each frequency point $\theta \in [-\pi/M, \pi/M]$, at least one of them is maximal. The pass-bands of the energy compaction filter correspond to exactly these maximal components [2], [3], [17].

**Theorem 2.** Let $S$ and $X$ be jointly stationary Gaussian processes satisfying Assumption 1 and having PSDs $S_S(e^{j\theta})$ and $S_X(e^{j\theta})$. Let further the cross PSD $S_{SX}(e^{j\theta})$ be such that
\[ \int_{-\pi}^{\pi} \ln (S_S(e^{j\theta})S_X(e^{j\theta}) - |S_{SX}(e^{j\theta})|^2) d\theta > -\infty. \] (18)
Then, the $M$-aliasing-free energy compaction filter for
\[
\frac{|S_{X}(e^{j\theta})|^2}{S_S(e^{j\theta})S_X(e^{j\theta}) - |S_{S}(e^{j\theta})|^2}
\]
minimizes the information loss rate relevant w.r.t. $S$ in the
decimation system depicted in Fig. 1.

**Proof:** See Appendix B.

The condition imposed on the cross PSD ensures that the
two-dimensional process $(S, X)$ is regular in the sense of (18),
in particular, it excludes Gaussian processes being linearly
dependent, e.g., where $X$ is obtained by filtering $S$.

The presented theorem admits an interesting

**Corollary 1.** Let $S$ and $N$ be independent, jointly stationary
Gaussian processes satisfying Assumption 7 and having PSDs
$S_S(e^{j\theta})$ and $S_N(e^{j\theta})$. Let $X_n = S_n + N_n$. Then, the $M$-
aliasing-free energy compaction filter for $S_S(e^{j\theta})/S_N(e^{j\theta})$
minimizes the information loss rate relevant w.r.t. $S$ in the
decimation system depicted in Fig. 1.

**Proof:** Due to independence, $S_{XX}(e^{j\theta}) = S_S(e^{j\theta})$ and
$S_X(e^{j\theta}) = S_S(e^{j\theta}) + S_N(e^{j\theta})$.

The energy compaction filter minimizing the relevant information
loss rate thus maximizes the SNR at each frequency.
In particular, since for white Gaussian noise $N$ the energy
compaction filter for $S_S(e^{j\theta})/S_N(e^{j\theta})$ coincides with the
energy compaction filter for $S_S(e^{j\theta})$, the filter that lets most of
the signal’s energy pass aliasing-free is also optimal in terms of
information.

Also the energy compaction filter of Theorem 2 in some
sense maximizes the SNR, if one interprets the numerator
of (19) as the signal, and the denominator as the noise
component.

Corollary 1 also connects tightly to (8), in which Chen et
al. analyzed the capacity of sub-Nyquist sampled, continuous-
time additive Gaussian noise channels with frequency response
$H_{\text{channel}}(f)$. They showed that the capacity of the channel
depends on the (continuous-time) anti-aliasing filter $H_c(f)$,
and that the maximizing filter is the energy compaction filter for
$|H_{\text{channel}}(f)|^2/S_N(f)$, where $S_N(f)$ is the PSD of the
continuous-time noise process [8 Thm. 3].

**V. RELEVANT INFORMATION LOSS: NON-GAUSSIAN SIGNAL PLUS GAUSSIAN NOISE**

Although the result for Gaussian processes is interesting
due to its closed form, it is of little practical relevance. In
many cases, at least the relevant part of $X$, the data signal
process $S$, is non-Gaussian. We thus drop the restriction that
$S$ is Gaussian. For the result presented below, we have to
assume a signal-plus-Gaussian-noise model, i.e., we assume
that $X$ is the sum of $S$ and an independent Gaussian noise
process $N$.

One can expect that in this case a closed-form solution for $H$
will not be available. Assuming that $S$ is Gaussian yields an
upper bound on the information rate $I(S^{(M)}; Y)$. While this
upper bound is of little use for filter design (it does not make
sense to maximize an upper bound on the information rate),
it can also be shown that the Gaussian assumption provides
an upper bound on the relevant information loss rate. To this
end, we employ the approach of Plumbley [9], who showed
that, with a specific signal model, PCA can be justified from
an information-theoretic perspective (cf. also [14]).

**Theorem 3.** Let $H$ be stable and causal, let $S$ and $N$ be independent,
jointly stationary and satisfy Assumption 7 and
let $X_n = S_n + N_n$. $N$ is Gaussian, and $S_G$ is Gaussian with the
same PSD as $S$. Let $X_{G,n} = S_{G,n} + N_n$, and let $Y_G$ be
the corresponding output process of the decimation system,
respectively. Then,
\[
\mathbb{T}_{S^{(M)}_G}(X^{(M)}_G \rightarrow Y_G) \leq \mathbb{T}_{S^{(M)}_G}(X^{(M)}_G \rightarrow Y_G).
\]

**Proof:** See Appendix C.

A consequence of this theorem is that filter design by
energetic considerations, i.e., by considering the PSDs of the
signals only, has performance guarantees also in information-
theoretic terms. In particular, while the theorem is restricted
to stable and causal filters, intuition suggests that a high-order
filter in some way should approximate the energy compaction
filter from Corollary 1. One has to consider, though, that the
filter $H$ optimal in the sense of the upper bound might not
coincide with the optimal filter w.r.t. $T_{S^{(M)}_G}(X^{(M)}_G \rightarrow Y_G)$.

Note that, to the best of our knowledge, the statements of
Theorem 3 cannot be generalized to arbitrary correlations
between $S$ and $X$, as in Theorem 2. The reason is that applying
Plumbley’s idea requires an independent, additive Gaussian
noise component. At best, a generalization to non-Gaussian
noise is possible, if the noise is more Gaussian than the signal
in a well-defined sense (cf. [13]). This generalization, however,
is within the scope of future work.

**VI. EXAMPLES**

We now illustrate our results with an example: Let the
PSD of $S$ be given by $S_S(e^{j\theta}) = 1 + \cos \theta$ and let $N$
be independent white Gaussian noise with variance $\sigma^2$, i.e.,
$S_N(e^{j\theta}) = \sigma^2$. The PSD of $X$ is depicted in Fig. 2. We
consider downsampling by a factor of $M = 2$. Were $S$ Gaussian
too, the optimal filter would be an ideal low-pass filter with
cut-off frequency $\pi/2$ (cf. Corollary 1).

If we assume that $S$ is non-Gaussian, Theorem 3 allows us
to design a finite-order filter which minimizes an upper
bound on the relevant information loss rate. In particular,
it can be shown that among all first-order FIR filters with
impulse response $h[n] = \delta[n] + c\delta[n - 1]$, the filter with $c = 1$
minimizes the Gaussian bound (see also Section VII).

Fig. 3 shows the upper bound on the relevant information
loss rate as a function of the noise variance $\sigma^2$ for the ideal
low-pass filter and the optimal first-order FIR filter compared to the case where no filter is used. In addition, the available information \( I(X_G^{(2)}; S_G^{(2)}) = 2I(X_G; S_G) \) is plotted, which decreases with increasing noise variance. Indeed, filtering can reduce the relevant information loss rate compared to omitting the filter. This is in stark contrast with the results of Section \( \text{III} \) in which we showed that the relative information loss rate equals 1/2 regardless of the filter. The reason is that in Section \( \text{III} \) we did not have a signal model in mind, treating every bit of information equally. As soon as one knows which aspect of a stochastic process is relevant, one can successfully apply signal processing methods to retrieve as much information as possible (or to remove as much of the irrelevant information as possible, cf. [14]).

Interestingly, as Fig. 3 shows, the improvement of a first-order FIR filter over direct downsampling is significant. Using low-order filters is beneficial also from a computational perspective: To the best of our knowledge, the optimization problem does not permit a closed-form solution for the filter coefficients in general. Thus, numerical procedures will benefit from the fact that the number of coefficients can be kept small.

We repeated the experiment with the same PSDs but with a three-fold downsampler, i.e., for \( M = 3 \). For the Gaussian assumption, the first-order FIR filter with impulse response \( h[n] = \delta[n] + \delta[n-1] \) again proved optimal. Here, however, we also determined numerically the optimal filter coefficients for a second-order FIR filter with impulse response \( h[n] = \delta[n] + c_1 \delta[n-1] + c_2 \delta[n-2] \). Remarkably, for all considered variances, the optimal value for \( c_2 \) is equal to one. The optimal value for \( c_1 \), however, depends on the variance \( \sigma^2 \) of the noise process, as indicated in Fig. 5. The filter coefficient is close to \( \sqrt{2} \), which yields the impulse response vector equal to the maximal eigenvector of the input process’ autocorrelation matrix, and hence to the solution maximizing the filter output signal-to-noise ratio (see Section \( \text{VII} \)). While the difference diminishes for large noise variance, for strong signals the coefficient is significantly different. This clearly illustrates that energetic and information-theoretic designs are inherently different, and one can hope to have similar solutions to both cost functions only in few, specialized scenarios. Knowing whether such a scenario applies or not is of prime importance for the system designer, since it could admit simple energetic design approaches to circumvent the need for non-linear, non-convex optimization to achieve the information-theoretic optimum.

Comparing the relevant information loss rates depicted in Fig. 3 and Fig. 4, one can observe that the loss is greater than for two-fold downsampling. For comparison, again the available information rate \( I(X_G^{(3)}; S_G^{(3)}) = 3I(X_G; S_G) \) is plotted. Finally, Fig. 4 shows the additional loss induced by replacing the ideal coefficient \( c_1 \) by \( \sqrt{2} \), the coefficient yielding a maximum output signal-to-noise ratio. As can be seen, the additional loss is negligible, which justifies energetic design considerations from an information-theoretic point-of-

Fig. 3. Upper bounds on the relevant information loss rate in nats as a function of the noise variance \( \sigma^2 \) for various filter options (\( M = 2 \)).

Fig. 4. Upper bounds on the relevant information loss rate in nats as a function of the noise variance \( \sigma^2 \) for various filter options (\( M = 3 \)).
view, at least in this example and for strong additive white Gaussian noise.

VII. DISCUSSION AND OUTLOOK

In our opinion, the present work has two important messages worth repeating: First of all, we showed that, with no signal model in mind, anti-aliasing filtering is futile. Assuming that it is sensible to preserve as much energy aliasing-free as possible is guesswork and expresses the common misconception that energy and information behave similarly. In truth, the relevant information may be transported mainly in small signal components, or even in the sum of the alias terms. Hence, it might even turn out that anti-aliasing filtering, as it is proposed by standard textbooks on signal processing, does more harm than good. In this sense, the analysis of anti-aliasing filtering parallels our previous analysis of PCA in [13], where the conclusion was similar.

The second important message is that with a specific signal model in mind, anti-aliasing filtering can indeed reduce the information loss in the downsampler. In particular, for a Gaussian signal-plus-noise model it does make sense to preserve the signal components with the largest signal-to-noise ratio aliasing-free. Then, the information-theoretic optimum coincides with the energetic one, and filter design based on second-order statistics is well-justified.

One of the most important aims of future work is the design of finite-order filters with information-theoretic cost functions. While the information-maximizing filter with unconstrained order is simple to obtain (cf. Theorem 2), the practically more relevant case of finite-order filters is much more difficult even in the purely Gaussian signal-plus-noise case: The problem of maximizing (cf. Lemma 3)

$$\mathcal{I}(S_G^M; Y_G) = \mathcal{I}(S_G^M; Y_G)$$

which does, except in particularly simple cases (see Section VII), not permit a closed-form solution, nor is it necessarily convex.

The situation simplifies when the noise is white, i.e., when \( S_N(e^{j\theta}) = \sigma_N^2 \), and with the restriction that the filter satisfies the Nyquist-M condition [17], [19]

$$\frac{1}{M} \sum_{k=0}^{M-1} |H(e^{j\theta_k})|^2 = 1.$$  \hspace{1cm} (22)

This restriction is meaningful, e.g., when the filter is part of an orthonormal filter bank or a principal component filter bank.

Employing these restrictions and applying Jensen’s inequality to (21) yields an upper bound on the information rate

$$\mathcal{I}(S_G^M; Y_G) \leq \frac{1}{2} \ln \left( 1 + \frac{\sigma_N^2}{\sigma_N^2} \right) = \frac{1}{2} \ln \left( 1 + \frac{\sigma_N^2}{\sigma_N^2} \right)$$  \hspace{1cm} (23)

where \((\sigma_N^2)\) is because the variance of a stationary process does not change during downsampling and where \(\sigma_N^2\) is the variance of \(\hat{S}(\tilde{N})\), the output of \(H\) to the input process \(S\) (N).

Maximizing an upper bound on the information rate thus amounts to maximizing the signal-to-noise ratio, or equivalently, the signal power, at the output of the downsampler or filter. This is exactly the objective of optimum FIR compaction filters for \(S_G(e^{j\theta})\), which have been investigated in [19] and the references therein. The solution for filter orders strictly smaller than the downsampling factor \(M\) is the maximal eigenvector of the autocorrelation matrix [19]. For larger filter orders, various analytical and numerical methods exist; see [20] for an overview. All these represent a sub-optimal solution to the original problem of designing information-maximizing FIR filters; the problem of designing finite-order filters with, e.g., rational transfer functions, remains elusive.

Obviously, the upper bound (23) is the better the larger the noise variance \(\sigma_N^2\). Hence, energetic design considerations will succeed especially in cases where the Gaussian noise is white and has a large variance; see also Fig. 6. One has to keep in mind, however, that even the problem of FIR filters is solved only sub-optimally, since FIR energy compaction filters only maximize an upper bound on the information rate; the desired result, however, is either a lower bound on the information rate or an upper bound on the relevant information loss rate. Future work shall deal with this issue.

The extension of this work’s results to sampling of continuous-time processes is also of great interest. The extension in terms of relevant information loss rate has been made partly in [3], presenting a result similar to our Corollary 1. The authors of [3] furthermore showed that a filterbank sampling mechanism can have a strictly larger capacity than a single-channel sampling mechanism, suggesting that one can further reduce the relevant information loss rate in the downsampler by replacing the filter \(H\) by a filterbank.

In terms of relative information loss rates, the extension to continuous-time processes is immediate via employing a sampling expansion (Nyquist rate) and successive downsampling, at least for bandlimited processes. If the input process is not bandlimited and has a positive PSD a.e., we conjecture that the relative information loss rate will approach unity, i.e., that 100% of the available information is lost.

Finally, the generalization of our Theorems 1 and 3 to non-Gaussian processes and general filters \(H\), respectively, is the goal of future work. While the former is already sketched in Appendix A, the latter requires deeper investigation.

APPENDIX A

PROOF OF THEOREM 1

The case \(H \equiv 1\) and the case of a stable and causal \(H\) have already been dealt with. Thus, assume that \(H\) is piecewise constant with \(H(e^{j\theta})\) being either one or zero. This assumption is unproblematic, since \(H\) can always be split into a filter satisfying this assumption and a set of filters satisfying the
Paley-Wiener condition \([7]\). The latter filters can be omitted as made clear above.

Next, assume that the pass-band and stop-band intervals have rational endpoints. In other words, since there are only finitely many such intervals, there exists an even integer \(L\) large enough such that the pass-band interval endpoints are integer multiples of \(1/L\). With this in mind, observe Fig. 7 which illustrates the filterbank decomposition of \(X\) [1 Ch. 4.7.4, p. 228]. There, \(H_i\) is an ideal brick-wall filter for the \(i\)-th frequency band, i.e.,

\[
H_i(e^{j\theta}) = \begin{cases} 1, & \text{if } \frac{(i-1)\pi}{LM} < |\theta - 2k\pi| \leq \frac{i\pi}{LM}, \ k \in \mathbb{Z} \\ 0, & \text{else} \end{cases}
\]  

(24)

Since \(X\) is a Gaussian process [16 p. 663],

\[
\overline{r}(X) = \frac{1}{2} \ln(2\pi e) + \frac{1}{4} \int_{-\pi}^{\pi} \ln S_X(e^{j\theta}) d\theta,
\]  

(25)

and from \(|\overline{r}(X)| < \infty\) it follows that \(S_X(e^{j\theta}) > 0\) a.e. It naturally follows that, for all \(i = 1, \ldots, LM\), \(S_{\tilde{Y}_i}(e^{j\theta}) > 0\) a.e., where of course \(\tilde{Y}_i\) is Gaussian too.

Clearly, the variance of the \(i\)-th downsampled process \(\tilde{Y}_i\) is positive (since its PSD is positive a.e.) and finite (since it is upper bounded by \(LM\) times the variance of \(X\)). Thus, \(|\overline{r}(\tilde{Y}_i)| < \infty\), and \(\overline{r}(\tilde{Y}_i) < \infty\). The differential entropy rates of \(\tilde{Y}_i\) are obtained by splitting the integral in (25) into \(LM\) parts; the sum of these \(LM\) parts is \(-\infty\) if at least one of its parts is \(-\infty\) (since none of these parts can be \(-\infty\) by the fact that \(|\overline{r}(\tilde{Y}_i)| \leq 0\)). Thus, \(|\overline{r}(\tilde{Y}_i)| < \infty\), and with Lemma 1 it follows that

\[
dl((\tilde{Y}_i)^n) = n
\]  

(26)

for all \(i\). Moreover, since the downsampled processes \(\tilde{Y}_i\) are mutually independent (they are uncorrelated and jointly Gaussian), it follows that

\[
dl((\tilde{Y}_1)^n, \ldots, (\tilde{Y}_{LM})^n) = nLM.
\]  

(27)

Since the collection \(\tilde{Y} := \{\tilde{Y}_1, \ldots, \tilde{Y}_{LM}\}\) is equivalent to \(X\), in the sense that perfect reconstruction is possible, by Assumption 2

\[
l(M) = l(Y \rightarrow Y^{(L)}).
\]  

(28)

We employ the linearity of the system to move the filter \(H\) next to the reconstruction filters \(H_i\). By the assumption made about the pass-bands of \(H\), the cascade of \(H\) and \(H_i\) either equals \(H_i\) or is identical to zero. The filter \(H\) thus amounts to eliminating some of the sub-band processes \(\tilde{Y}_i\); a simple projection. What remains to be analyzed is the effect of the \(M\)-fold down sampler, which can also be moved next to the reconstruction filters due to linearity. Notice that with the polyphase decomposition of decimation systems (cf. [1 Ch. 4.7.4, p. 228]), the \(i\)-th branch of the filterbank can be rearranged as in Fig. 8. Due to the cascade of up- and downsampling, only the filter \(H_0\) is relevant, while all other filters \(H_{i}^d\) will have vanishing input. In particular, while \(H_i\) is given by (24), one gets for the filter \(H_0^d\) with impulse response \(h_i[nM]\),

\[
H_0^d(e^{j\theta}) = \frac{1}{M} \sum_{m=0}^{M-1} H_i(e^{j\frac{2\pi m}{M}})
\]  

(29)

\[
= \begin{cases} \frac{1}{M}, & \text{if } \frac{(i-1)\pi}{LM} < |\theta - 2k\pi| \leq \frac{i\pi}{LM}, \ k \in \mathbb{Z} \\ 0, & \text{else} \end{cases}
\]  

(30)

where the last line follows from the fact that \(H_i\) is \(LM\)-aliasing-free and, hence, \(M\)-aliasing free (\(H_i\) have bandwidths \(1/LM\) and fall in exactly one of the bands with width \(1/M\)).

By the \(2\pi\)-periodicity of the transfer functions it follows that the sequence of filters is periodic with \(2L\), i.e., \(H_0 = H_{2L-1}^d\). Moreover, \(H_{L+k}^d = H_{L-k}^d\), \(k = 1, \ldots, L\), by the symmetry of the filter. Therefore, there are exactly \(L\) different filters, each occurring \(M\) times.

Combining the last system from Fig. 8 with Fig. 7 and (30), the schematic in Fig. 9 is obtained. Note that since the filters \(H_0\) are orthogonal and \(L\)-aliasing-free (i.e., the frequency response of the filter does not overlap by \(L\)-fold downsampling and can thus be reconstructed perfectly), adding the reconstruction filter outputs does not incur information loss. We thus again use Assumption 2 and write

\[
l(X^{(M)} \rightarrow Y) = l(\tilde{Y} \rightarrow Y^{(L)}) = l(\tilde{Y} \rightarrow \tilde{Y})
\]  

(31)

where \(\tilde{Y} := \{\tilde{Y}_1, \ldots, \tilde{Y}_L\}\). But the transformation from \(\tilde{Y}\) to \(\tilde{Y}\) is linear, specifically, the cascade of an invertible linear
map and a projection. We therefore apply [13 Cor. 1] and get
\[
\begin{align*}
\ell((\hat{Y}_1)^n_1, \ldots, (\hat{Y}_L)^n_L) &\rightarrow (\hat{Y}_1)^n_1, \ldots, (\hat{Y}_L)^n_L) \\
= 1 - \frac{d((\hat{Y}_1)^n_1, \ldots, (\hat{Y}_L)^n_L)}{d((\hat{Y}_1)^n_1, \ldots, (\hat{Y}_L)^n_L)} &= 1 - \frac{d((\hat{Y}_1)^n_1, \ldots, (\hat{Y}_L)^n_L)}{nML}.
\end{align*}
\]
(32)

The information dimension of \{((\hat{Y}_1)^n_1, \ldots, (\hat{Y}_L)^n_L)\} is bounded from above by the number of its scalar components, which is \(nL\). This completes the proof for filters \(H\) with rational endpoints of the pass-band intervals.

Assume now that one of the interval endpoints is an irrational \(a_i\). Then, for a fixed \(L\), there exists \(A_i \in \mathbb{Z}\) such that \(A_i/L < a_i < (A_i + 1)/L\). Obviously, the filter with the irrational endpoint replaced by either of these two rational endpoints destroys either more or less information (either the corresponding coefficient \(c_m\) in Fig. 9 is zero or one). For both of these filters, however, the information dimension of \(\hat{Y}_i^n\) cannot exceed \(nL\), and above analysis holds. This completes the proof.

Note that the proof suggests how to measure the exact relative information loss rate for the decimation system by evaluating the information dimension of \(\hat{Y}_i^n\). For rational endpoints of the pass-band intervals this is simple since \(d((\hat{Y}_i)^n_i) \in \{0, n\}\). For irrational endpoints one can always wedge the filter \(H\) between one with destroys more and one which destroys less information; for \(L\) sufficiently large, the resulting difference in the relative information loss rates will be small, and eventually vanish in the limit \(L \rightarrow \infty\).

Moreover, the result should also hold for non-Gaussian processes satisfying Assumption 1. The intuition behind this is a bottleneck consideration: Since the filterbank decomposition is perfectly invertible, the information dimensions of the input and output processes need to be identical for all time windows \(\{1, \ldots, n\}\). The Gaussian assumption was required to show that the information dimension (for a given time window) of each sub-band process is related to the information dimension of the input process (in the same time window) and the number of filterbank channels. We believe that the Gaussian assumption can be removed by the fact that all operations in the model are Lipschitz, and that therefore the information dimension cannot increase, cf. [21]. As a consequence, it is not possible that the information dimension of the sub-band processes is smaller than in the Gaussian case, since then the information dimension of the (reconstructed) output would be smaller than the information dimension of the input – a contradiction.

**APPENDIX B**

**PROOF OF THEOREM 1**

The goal is to maximize the information rate between \(Y\) and the \(M\)-dimensional input process \(S_i^{(M)}\), i.e., \(\mathcal{T}(S_i^{(M)}; Y)\), because it is the only component of \(\mathcal{T}_{S_i^{(M)}}(X^{(M)} \rightarrow Y)\) depending on \(H\).

The \(l\)-th coordinate of \(S_i^{(M)}\) shall be the process \(S_l\) with samples \(S_1, S_{M+1}, S_{2M+1}, \ldots\), where \(l = 1, \ldots, M\). We note in passing that the processes \(S_l\) constitute the polyphase decomposition of \(S\). The PSD of the \(l\)-th coordinate is given as

\[S_l(e^{j\theta}) := S_{S_l}(e^{j\theta}) = \frac{1}{M} \sum_{k=0}^{M-1} S_S(e^{jk\theta}); \quad (33)\]

It is immaterial whether the sum runs from 0 to \(M - 1\) or from 1 to \(M\). We will make repeated use of this fact below.
the cross PSD between the l-th and the m-th coordinate is
\[ S_{lm}(e^{i\theta}) := S_{SlSm}(e^{i\theta}) = \frac{1}{M} \sum_{k=0}^{M-1} S_k(e^{i\theta_k}) e^{i(l-m)\theta_k}. \]  
(34)

Note that \( S_{lm}(e^{i\theta}) = S_{ml}^*(e^{i\theta}) \).

With \( S_X(e^{i\theta}) = S_X(e^{i\theta})|H(e^{i\theta})|^2 \) and \( Y_n := \tilde{X}_{nm} \) the PSD of \( Y \) is given as
\[ S_Y(e^{i\theta}) = \frac{1}{M} \sum_{k=0}^{M-1} S_X(e^{i\theta_k}) |H(e^{i\theta_k})|^2. \]  
(35)

Finally, if \( S_{SX}(e^{i\theta}) \) is the cross PSD between \( S \) and \( X \), one has \( S_{SX}(e^{i\theta}) = S_X(e^{i\theta}) H^*(e^{i\theta}) \) \[ 10 \] Ch. 9-4 and for the cross-PSD between \( S_l \) and \( Y \),
\[ S_{SY}(e^{i\theta}) := S_{SLY}(e^{i\theta}) = \frac{1}{M} \sum_{k=0}^{M-1} S_X(e^{i\theta_k}) H^*(e^{i\theta_k}) e^{i\theta_k}. \]  
(36)

Again, \( S_{LY}(e^{i\theta}) = S_{Yl}(e^{i\theta}) \).

Let \( A_S \) be the \( M \times M \) PSD matrix containing the elements \( S_{lm}(e^{i\theta}) \), let \( y \) be a column vector with elements \( S_{ly}(e^{i\theta}) \), and let
\[ A_{SY} = \begin{bmatrix} A_S & S_Y \\ s^H_Y & S_Y(e^{i\theta}) \end{bmatrix} \]  
(37)

where \( H \) is the Hermitian transposition. Then, if
\[ \int_{-\pi}^{\pi} \ln |\det A_S| d\theta > -\infty \]  
(38)

the information rate \( I(S^{(M)}; Y) \) equals \[ 18 \] Thm. 10.4.1
\[ I(S^{(M)}; Y) = \frac{1}{4\pi} \int_{-\pi}^{\pi} S_Y(e^{i\theta}) \ln |\det A_S| d\theta. \]  
(39)

To verify that condition \( (38) \) holds, note that \( A_S = WAW^H \), where the \((l,m)\)-th element of \( W \) is \( e^{i\theta_{lm}}/\sqrt{M} \) and where \( A \) is a diagonal matrix with \( S_S(e^{i\theta}) \) in its \( l \)-th position. Hence, \( W \) is unitary, \( \det A_S = \det A = \prod_{k=0}^{M-1} S_S(e^{i\theta_k}) \), and, doing some calculus,
\[ \frac{1}{4\pi} \int_{-\pi}^{\pi} \ln |\det A_S| d\theta = \ln |\det A_S|. \]  
(40)

We now consider the fraction \( \det A_{SY} / \det A_S \), where \( A_{SY} = \det A_{SY} / \det A_S \).

Since \( A_S \) is non-singular a.e. by Assumption \[ 11 \] we can write for the adjugate \( \det A_{SY} = A_S^{-1} \det A_{SY} \).

Hence, \( \det A_{SY} = S_Y(e^{i\theta}) - S_Y^H A_S^{-1} S_Y \).

With \( A_S^{-1} = W \Lambda W^H \), we can write for
\[ (A_S^{-1} S_Y)_l = \sum_{n=1}^{M} (A_S^{-1})_{ln} S_n Y(e^{i\theta}) \]  
(43)

\[ = \sum_{n,k,m=1}^{M} S_{SX}(e^{i\theta_{nm}}) H^*(e^{i\theta_{mk}}) e^{i(\theta_{nl} - \theta_{lk})} e^{i\theta_{mk}}. \]  
(44)

But
\[ \sum_{n=0}^{M-1} e^{i\theta_{nm} - \theta_{lk}} = \sum_{n=0}^{M-1} e^{i\theta_{n(m-k)/2}} \]  
(45)

vanishes if \( m \neq k \) and evaluates to \( M \) otherwise. Thus,
\[ (A_S^{-1} S_Y)_l = \sum_{k=1}^{M} S_{SX}(e^{i\theta_{lk}}) H^*(e^{i\theta_{lk}}) e^{i\theta_{lk}}. \]  
(46)
Finally,

\[ s_y^M A_S^{-1} s_y = \sum_{k=0}^{M-1} S_S(\theta_k) \left( H(\theta_k) \right) \]

\[ = \sum_{k,l,m=1}^{M} S_X(\theta_k) H^*(\theta_k) \left( e^{\theta_k} S_S^{-1} e^{\theta_m} \right) H(\theta_l) \delta(\theta_k - \theta_m). \]

\[ = \sum_{k,l,m=1}^{M} S_X(\theta_k) H^*(\theta_k) \left( e^{\theta_k} S_S^{-1} e^{\theta_m} \right) H(\theta_l) \delta(\theta_k - \theta_m). \]

The second term in (40) is a weighted average with weights

\[ \sum_{k,l,m=1}^{M} S_X(\theta_k) H^*(\theta_k) \left( e^{\theta_k} S_S^{-1} e^{\theta_m} \right) H(\theta_l) \delta(\theta_k - \theta_m). \]

\[ \sum_{k,l,m=1}^{M} S_X(\theta_k) H^*(\theta_k) \left( e^{\theta_k} S_S^{-1} e^{\theta_m} \right) H(\theta_l) \delta(\theta_k - \theta_m). \]

Summing \( e^{\theta_k - \theta_m} \) over index \( l \) again vanishes for \( k \neq m \) and evaluates to \( M \) otherwise. Hence,

\[ s_y^M A_S^{-1} s_y = \frac{1}{M} \sum_{k=0}^{M-1} S_S(\theta_k) \left[ H(\theta_k) \right]^2. \]

Maximizing the information rate amounts to pointwise maximizing the argument of the logarithm of (39), i.e.,

\[ \sum_{k=0}^{M-1} S_X(\theta_k) H(\theta_k) \left( e^{\theta_k} S_S^{-1} e^{\theta_m} \right) H(\theta_l) \delta(\theta_k - \theta_m). \]

\[ = 1 + \frac{\sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right]}{\sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right]} \]

\[ \alpha(\theta_k) := \frac{S_S(\theta_k) S_X(\theta_k) - \left| S_X(\theta_k) \right|^2}{S_S(\theta_k)} \]

The second term in (50) is a weighted average with weights

\[ w_k(\theta) := \alpha(\theta_k) H(\theta_k) \left( e^{\theta_k} S_S^{-1} e^{\theta_m} \right) H(\theta_l) \delta(\theta_k - \theta_m). \]

\[ \sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right] \]

\[ = 1 + \frac{\sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right]}{\sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right]} \]

\[ \alpha(\theta_k) := \frac{S_S(\theta_k) S_X(\theta_k) - \left| S_X(\theta_k) \right|^2}{S_S(\theta_k)} \]

where we inserted (55) for \( S_Y(\theta^m) \) and where

\[ \alpha(\theta_k) := \frac{S_S(\theta_k) S_X(\theta_k) - \left| S_X(\theta_k) \right|^2}{S_S(\theta_k)} \]

The second term in (50) is a weighted average with weights

\[ w_k(\theta) := \alpha(\theta_k) H(\theta_k) \left( e^{\theta_k} S_S^{-1} e^{\theta_m} \right) H(\theta_l) \delta(\theta_k - \theta_m). \]

\[ = \frac{\sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right]}{\sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right]} \]

\[ \alpha(\theta_k) := \frac{S_S(\theta_k) S_X(\theta_k) - \left| S_X(\theta_k) \right|^2}{S_S(\theta_k)} \]

Evidently, all other weights have to be set to zero.

The filter \( H \) is thus related to the piecewise constant functions \( w_k(\theta) \) via

\[ |H(\theta_k)|^2 = \frac{S_S(\theta_k) S_X(\theta_k) - \left| S_X(\theta_k) \right|^2}{S_S(\theta_k)} w_k(\theta) \]

where the relation has to be fulfilled for all \( k = 0, \ldots, M-1 \).

By assumption, \( |h(\theta)| \leq \infty \) and \( |\tilde{h}(\theta)| \leq \infty \). But since \( \tilde{h}(\theta) = \lim_{\theta \to \infty} h(\theta) \) it also follows from condition-

\[ \sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right] \]

\[ \sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right] \]

\[ \sum_{k=0}^{M-1} \left[ S_X(\theta_k) H(\theta_k) \delta(\theta_k - \theta_m) \right] \]

Evidently, all other weights have to be set to zero.

The filter \( H \) is thus related to the piecewise constant functions \( w_k(\theta) \) via

\[ |H(\theta_k)|^2 = \frac{S_S(\theta_k) S_X(\theta_k) - \left| S_X(\theta_k) \right|^2}{S_S(\theta_k)} w_k(\theta) \]

where the relation has to be fulfilled for all \( k = 0, \ldots, M-1 \).

By assumption, \( h(\theta) \) is continuous and, thus, square summable and causal, the Paley-Wiener theorem [15] p. 215] states that

\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |H(\theta)| d\theta > -\infty. \]
Moreover, since the filter is stable, one has by Jensen’s inequality:

$$\frac{1}{4\pi} \int_{-\pi}^{\pi} \ln |H(e^{j\theta})|^2 d\theta = \frac{1}{2} \mathbb{E} \left( \ln |H(e^{j\theta})|^2 \right) \leq \frac{1}{2} \mathbb{E} \left( |H(e^{j\theta})|^2 \right) = \frac{1}{2} \ln G < \infty$$

(61)

where the expectation is taken assuming the frequency variable $\theta$ is uniformly distributed on $[-\pi, \pi]$ and where the noise gain $G$ is

$$G := \frac{1}{2\pi} \int_{-\pi}^{\pi} |H(e^{j\theta})|^2 d\theta.$$  

(64)

The last (strict) inequality follows by assuming stability (square summability of the impulse response and Parseval’s theorem [11, Tab. 2.2, p. 86]).

According to [16] p. 663, the differential entropy rate at the output of the filter $H$ is given by

$$\tilde{h}(Z) = \tilde{h}(Z(0)) + \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |H(e^{j\theta})| d\theta$$

(65)

and thus, by assumption, finite.

With [16] (9-190), p. 421, one has for the autocorrelation function of the output of a linear filter

$$r_{ZZ}[m] = (r_{Zz} * \rho)[m]$$

where

$$\rho[m] = \sum_k s_k[m+k]s_k^*[k].$$

(67)

Thus, by the fact that for a zero-mean process the variance satisfies $\sigma^2 = r_{ZZ}[0] \geq |r_{ZZ}[m]|$,

$$r_{ZZ}[0] \leq \sigma^2 \sum_m |\rho[m]|$$

(68)

$$\leq \sigma^2 \sum_k \sum_m |s_k[m+k]|s_k^*[k]$$

(69)

$$= \sigma^2 \sum_k \left( |s_k[k]| \sum_m |s_k[m+k]| \right)$$

(70)

$$\leq \sigma^2 \sum_k (|s_k[k]|C)$$

(71)

$$\leq \sigma^2 C^2 < \infty$$

(72)

where the last two lines follow from stability of $H$ (the impulse response is absolutely summable) and by the assumption that $Z$ has finite variance. Thus, by conditioning and the maximum-entropy property of the Gaussian distribution,

$$-\infty < \tilde{h}(Z) \leq \tilde{h}(Z) \leq \frac{1}{2} \ln(2\pi e\sigma^2 C^2) < \infty.$$

This completes the proof.

---

**C. Proof of Lemma 3**

The proof is provided for jointly Gaussian processes $W$ and $Z$, only; since the effect of linear filters on the differential entropy rate is independent of the process statistics (cf. [16] p. 663), the result can be extended to the general case.

First, note that a stable, causal filter satisfies the Paley-Wiener condition, and thus $H(e^{j\theta}) > 0$ a.e. From [16] Cor. to Thm. 9-4, p. 412 one gets $S_Z(e^{j\theta}) = |H(e^{j\theta})|^2 S_Z(e^{j\theta})$. Since $Z$ has a finite entropy rate, $S_Z(e^{j\theta}) > 0$ a.e., and thus, $S_Z(e^{j\theta}) > 0$ a.e. That for the cross PSD $S_{ZW}(e^{j\theta}) = H(e^{j\theta})S_{ZW}(e^{j\theta})$ holds can be shown easily.

From [13] Thm. 10.2.1, p. 175,

$$\tilde{I}(Z; W) = -\frac{1}{4\pi} \int_{-\pi}^{\pi} \ln (1 - |\rho_{ZW}(e^{j\theta})|^2)$$

(73)

where

$$|\rho_{ZW}(e^{j\theta})|^2 = \begin{cases} \frac{S_{ZW}(e^{j\theta})^2}{S_Z(e^{j\theta})S_W(e^{j\theta})}, & \text{if } S_{ZW}(e^{j\theta}) \neq 0 \\ 0, & \text{else} \end{cases}.$$  

(74)

With above reasoning one gets

$$|\rho_{ZW}(e^{j\theta})|^2$$

(75)

which is a.e. equal to $|\rho_{ZW}(e^{j\theta})|^2$ since $H(e^{j\theta}) > 0$ a.e. This completes the proof.

---
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