1. Introduction

In recent years, fuel cell technology has gradually shifted from basic research to practical application.1 Proton exchange membrane fuel cells (PEMFCs) are one of the most promising candidates for renewable and sustainable energy conversion devices.2 PEMFCs play a vital role in future energy systems for different purposes such as transportation, residential power generation, and portable computers.3,4 However, the efficiency of PEMFCs is significantly influenced by slow kinetics of oxygen reduction reaction (ORR) at the cathode due to the difficulty to break the double bond of the oxygen molecules.5,6 Researchers have studied various catalytic materials for the ORR to solve this problem.7–9 Pt-based10–16 and Pd-based alloys17–20 have been extensively studied to replace the expensive Pt electro-catalyst. In many cases, ones found that the alloys improved not only the efficiency but also the durability of the cathode of the fuel cells.

Transition metal dichalcogenides (TMDs) have attracted our attention because they have been found in various applications,21–26 in which TMDs are the promising catalysts for the oxygen reduction reaction.27–29 The literature showed that the edge defects can enhance the rate of the ORR and enable the four-electron transfer mechanism on the defective MoS2 in the acidic medium.27 The Mo atoms at the edge of the MoS2 nanosheets became the reactive sites for the adsorption of the O atoms, which improved the performance of the MoS2 electro-catalyst toward the ORR.30 The doping of MoS2 by heteroatoms such as P, N, and O29–31 was found to improve the adsorption strength of oxygen molecules and enhanced the ORR. Also, the Cu-doped MoS2 exhibits moderate binding energy with the ORR intermediates and offers a better ORR activity than the other-metal doping.32 The Vulcan XC-72R modified WS2 nanocomposite (WS2/C) was expected to be a promising ORR catalyst for fuel cells.33 The number of transferring electrons in the ORR is close to the four-electron process and the WS2/C nanocomposite exhibited superior electrochemical stability. The ORR catalytic activity of MoS2/Fe-phthalocyanine hybrid nanostructures was also found to be excellent compared to that of the commercial Pt/C catalyst in pH 13 electrolyte, with a more positive half-wave potential (0.89 vs. 0.84 V), a smaller Tafel slope (35 vs. 87 mV dec−1), and a much better durability (9.3% vs. 40% degradation after 20 h).34 Furthermore, the heterostructures of (MoS2, MoSe2, WSe2)/graphene and carbon nanosheet were demonstrated to facilitate the ORR with the more positive onset potentials and higher kinetic current densities.35–37 Recently, Liu et al. reported the influence of oxidation on the structure and electronic properties of monolayer TMD.38 They showed that the perfect monolayer TMDs are almost inert to O2 molecules while the defective monolayer TMDs can adsorb O2 with the adsorption energy of about 1.8 to 3.9 eV. Interestingly, after the adsorption, the dissociation of O2 on the monolayer WTe2 does not require activation energy. Based on these properties, we expect that the monolayer WTe2 can be a suitable catalytic material for the ORR.

In this work, we reported on the mechanism and activity of the ORR on the Te defective WTe2 structure, which has never studied previously, by using the density functional theory
calculations in combination with a thermodynamic model. We explored the possible ORR intermediates in different surface regions of WTe$_2$. The ORR mechanisms were proposed and then the Gibbs free energy diagrams were built. The results pointed out that the best performance of the ORR was obtained on the perfect region and the boundary with the defect region on the surface of WTe$_2$.

### 2. The computational methods

The calculations were carried out with the Vienna *ab initio* simulation package in the framework of density functional theory (DFT). We used the plane-wave basis set with the kinetic energy cut-off of 600 eV. The general gradient approximation of Perdew–Burke–Ernzerhof was used for exchange-correlation functional. The core-valence interaction was simulated by the projector augmented wave method. The Brillouin zone integration was done with the sampling technique of Monkhorst and Pack, in which the $k$-point mesh of $3 \times 3 \times 1$ was selected. In this work, we used the dipole corrections for periodic supercells. To support the convergence of the calculations, we used the Methfessel-Paxton smearing of order 1 with the sigma value of 0.1 for the atomic position optimization. We used the Methfessel-Paxton smearing of order 1 with the sigma value of 0.1 for the atomic position optimization.
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The unit cell of WTe$_2$ (see Fig. 1a) was constructed by removing one Te atom from the surface of the perfect WTe$_2$ unit cell. The unit cell has a hexagonal structure with the dimensions: $a = b = 17.61$ Å, $c = 16.00$ Å, the lattice parameter of 3.52 Å, and the vacuum space of about 13 Å. The unit cell size is large enough so that the creation of the vacancy of 1/25 ML from the perfect structure does not cause strain effect on the WTe$_2$. The atomic positions of WTe$_2$ were fully relaxed during performing geometric optimization. We ignored the solvent effects in this study. Also, the reaction intermediates were investigated at a specific coverage. The effects of surface coverages will be considered in future studies.

The interactions between the ORR intermediates and WTe$_2$ were quantified through the adsorption energy,

$$E_{\text{ads}} = E_{\text{total}} - (E_{\text{sub}} + E_{\text{int}}),$$

where $E_{\text{total}}$, $E_{\text{sub}}$, and $E_{\text{int}}$ are the total energy of the following systems: WTe$_2$ + ORR intermediate, the isolated WTe$_2$, and the isolated ORR intermediate, respectively.

We used the nudged elastic band (NEB) and climbing image NEB (CI-NEB) methods to investigate the minimum energy pathway (MEP) of the O$_2$ dissociation process on the surface of the defective monolayer WTe$_2$. The Gibbs free energy was calculated to understand the thermodynamic properties of the ORR intermediate steps,

$$\Delta G = \Delta E + \Delta ZPE - T\Delta S,$$

where $\Delta E$, $\Delta ZPE$, and $\Delta S$ are the intermediate reaction energy, the vibrational energy difference, and the entropy change for gas-phase molecules, respectively. $\Delta E$ and $\Delta ZPE$ were estimated from the results of the DFT calculations, and $\Delta S$ was taken from ref. 49. In the present work, we considered the free energy at the equilibrium potential of 1.23 V, the standard atmospheric pressure of 1 bar, the room temperature of 300 K, and the pH is zero. The Gibbs free energy at pH = 0 with electrode potential corrections is:

$$\Delta G(U) = \Delta G + eU.$$

### 3. Results and discussion

We searched for the ORR intermediates by (i) loading the molecular and atomic oxygen on the defective WTe$_2$ monolayer, (ii) then successively loading the hydrogen atoms over the molecular and atomic oxygen and the previously formed intermediates, and (iii) finally optimizing the obtained structures in steps (i) and then (ii). The stable ORR intermediates are those with negative adsorption energy, which was calculated by using eqn (1).

**Atomic oxygen adsorption (O*)**

The asterisk denotes the adsorption state of the atomic oxygen on the surface of the substrate. The adsorption was investigated on three regions of the WTe$_2$ substrate, see Fig. 1b, which are: Above the defect (region I); Inside the defect (region II); and Outside the defect or on the perfect region (region III). We found three favorable adsorption sites of the atomic oxygen as presented in Fig. 2. The atomic oxygen adsorbs in the boundary of regions II and III denoted as the boundary II–III (Fig. 2a), region II (Fig. 2b), and region III (Fig. 2c). Interestingly,

![Fig. 1 The unit cell of the defective monolayer WTe$_2$. The blue and orange spheres represent the W and Te atoms, respectively. The black-solid point marks the position of the Te vacancy.](image-url)
the adsorption energy of $-0.59$ eV and the distance between the O atom and the nearest Te atom is $1.85 \text{ Å}$ in the boundary II–III are the same as those in region III. In region II, the atomic oxygen adsorbs strongly with the adsorption energy of $-4.93$ eV. The position of the O atom is at the center of the defect (see Fig. 2b), where the distance from the O atom to the nearest Te and W atoms is $3.51 \text{ Å}$ and $2.08 \text{ Å}$, respectively.

**HO* adsorption**

The total energy of the isolated HO is $-7.761$ eV, which was used for the calculation of HO* adsorption energy. The favorable adsorption configurations are shown in Fig. 3.

Table 1 shows that the adsorption strength of HO* follows the order: region II > boundary II–III > region III. The distance from the O* atom to the nearest Te and W atoms is 2.0 and 4.0 Å for the boundary and region III; and is 3.4 Å and 2 Å for region II, respectively.

**Table 1** The adsorption energy (eV) of O* and HO* on the WTe$_2$ substrate

| Intermediate | Boundary II–III | Region II | Region III |
|--------------|----------------|-----------|------------|
| O*           | 0.59           | -4.93     | -0.59      |
| HO*          | -1.82          | -4.24     | -1.68      |

**Molecular oxygen adsorption (O$_2^{*}$)**

Initially, the oxygen molecule was arranged in different configurations, i.e., the bond of two oxygen atoms is...

**Table 2** The adsorption energy of O$_2^{*}$ on the WTe$_2$ substrate and the distances between two oxygen atoms ($d_{O-O}$), from the nearest oxygen atom to the nearest tellurium atom ($d_{O-Te}$), and the nearest oxygen atom to the nearest tungsten atom ($d_{O-W}$)

| Structure | Adsorption energy (eV) | $d_{O-O}$ (Å) | $d_{O-Te}$ (Å) | $d_{O-W}$ (Å) |
|-----------|------------------------|---------------|----------------|---------------|
| Region I  | D1                     | -0.63         | 1.24            | 3.40          | 4.72          |
|           | D3                     | -0.25         | 1.24            | 4.25          | 4.93          |
| Region II | D2                     | -3.25         | 1.52            | 2.90          | 2.04          |
|           | D4                     | -2.62         | 1.46            | 3.46          | 2.16          |
| Region III| P1                     | -0.60         | 1.24            | 3.35          | 3.54          |
|           | P2                     | -0.58         | 1.26            | 3.60          | 5.21          |
|           | P3                     | -0.56         | 1.24            | 3.23          | 4.62          |
perpendicular to, parallel to, and tilted with the surface of WTe$_2$. After performing the structure optimization of the initial configurations in each surface region of the unit cell, we calculated the adsorption energy of O$_2^*$, which is listed in Table 2. For the isolated oxygen molecule, the total energy was obtained to be $-9.871 \text{ eV}$ and the bond distance of two oxygen atoms is 1.23 Å. The favorable adsorption configurations are D1, D2, and P1 as presented in Fig. 4; and the less favorable configurations are D3, D4, P2, and P3 as shown in Fig. S1 in ESI.$^\dagger$ Where, the name of each configuration enclosed with the letters D and P for the defect and perfect regions, respectively.

Because of the more negative adsorption energy, the most favorable adsorption of O$_2^*$ for the regions I, II, and III were found to be D1, D2, and P1, respectively. Table 2 also shows that the adsorption energy of O$_2^*$ in the regions I and II is approximately the same, but greatly different compared to that of region II, because O$_2^*$ is in the molecular and atomic state for the former and latter, respectively. We can understand the differences in the states of O$_2^*$ and the structures of D1, D2, and P1 by analyzing their structural parameters, which are listed in Table 2. We find that the bond length between two oxygen atoms is the same for O$_2^*$ in the regions I and III; however, the bond length is significantly longer by 0.28 Å as O$_2^*$ in region II. The configuration with the longer $d_{O-O}$ bond length has the shorter $d_{O-W}$ and $d_{O-Te}$ distances. This result implies that when the oxygen molecule comes closer to the surface, the adsorption becomes stronger and therefore the distance of the two oxygen atoms becomes elongated; and hence, the oxygen atoms gradually moves far from one another. The distance between two oxygen atoms in the region II longer by 0.28 Å compared to that in the region I and III were also found to be in good agreement with the result in the literature.$^{38}$

---

**Fig. 4** The most favorable adsorption sites of the molecular oxygen on WTe$_2$: D1 in region I (a), D2 in region II (b), and P1 in region III (c). The spheres are W (blue), Te (orange), and O (red). The upper and lower panels are the top and side views, respectively.

**Fig. 5** The MEP from the initial to final state.
MEP and CI-NEB results

The transition from D1 to D2 is possible. We have to use the NEB and CI-NEB techniques to search for the MEP and understand the transition. The configuration D1 and D2 are considered as the initial state (IS) and final state (FS) of the transition process, respectively.

Fig. 5 shows the minimum energy reaction path, where the saddle point (TS) is higher than the IS point by 0.28 eV, which implies that the transition from the initial to the final state requires the activation energy of 0.28 eV. This result is different compared to the case found in ref. 38, where the transition takes place automatically. This difference may be due to the influence of van der Waals interaction, which has been included in the previous work. The final state is rather stable due to its lower energy. The energy difference between the saddle point and the FS point is 2.26 eV, which is rather large; and therefore, the transition from D1 and D2 is almost irreversible without providing a reasonable amount of energy.

Table 3 shows the varying tendency of the bond distances from the IS to FS. The bond length of the oxygen atoms increases, while the distances from the nearest oxygen atom to the tellurium and tungsten atoms decrease.

| IS  | 01  | 02  | FS  | 04  | 05  | FS  |
|-----|-----|-----|-----|-----|-----|-----|
| \(d_{O-O}\) (Å) | 1.24 | 1.24 | 1.25 | 1.28 | 1.40 | 1.48 | 1.52 |
| \(d_{O-W}\) (Å) | 4.72 | 4.26 | 3.59 | 2.76 | 2.25 | 2.15 | 2.04 |
| \(d_{O-Te}\) (Å) | 3.40 | 3.53 | 3.30 | 2.98 | 2.90 | 2.90 | 2.90 |

Table 3 The bond distances between the atoms in the NEB images from the IS to FS

Fig. 6 The charge density difference of the \(\text{O}_2^+ + \text{WTe}_2\) system in the initial (a and b), transition (c and d), and final (e and f) states. The yellow and cyan clouds indicate the charge gain and loss, respectively.
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charge increase of the oxygen atoms as compared to that of the neutral ones is 0.075, 0.44, and 1.703 e⁻ for the IS, TS, and FS, respectively.

**First proton transfer process**

We performed the first proton transfer process by loading a hydrogen atom over the adsorbed oxygen atoms in the configurations D1, D2, and P1. We obtained the optimized structure of HOO* and HO* + O* intermediates on the substrate surface. The structure of HO* + O* was obtained by loading and optimizing a hydrogen atom on the top and around the O* + O* intermediate in the structure D2. The isolated HOO has a total energy of $-13.263$ eV and the distance between the atoms is $d_{H-O} = 0.99$ Å and $d_{O-O} = 1.35$ Å. The isolated HO and O have the total energy of $E_{HO} = -7.76$ eV and $E_O = -4.94$ eV, respectively.

The adsorption energy of HOO* and HO* + O* are listed in Table 4 and the optimization structures D11, D21, and P11 are presented in Fig. 7.

The configuration D21 is different compared to D11 and P11, see Fig. 7. Here, the reaction intermediate in D21 is HO* + O* with $d_{O-O} = 2.30$ Å. While the intermediate in D11 and P11 is HOO* with the distance $d_{O-O} = 1.36$ Å. The bond distances of the oxygen atoms are also found to be longer as compared with that of O₂. Besides, the adsorption energy for the D21 configuration is much lower than that of D11 and P11, see Table 4. The second proton transfer process will be carried out by using the D11, D21, and P11 configurations as the initial structures.

**Table 4** The adsorption energy (eV) of HOO*/HO*/O* and HOOH*/HO*/HO* on WTe₂

| Intermediate | Region I | Region II | Region III |
|--------------|----------|-----------|------------|
| HOO*/HO*/O*  | $-0.75$ (D11)⁺ | $-5.19$ (D21)⁺ | $-0.75$ (P11)⁺ |
| HOOH*/HO*/HO*| $-0.72$ (D112)⁺ | $-5.77$ (D212)⁺ | $-0.69$ (P112)⁺ |

⁺ HOO*. ¹ HO* + O*. ² HOOH*. ³ HO*/HO*.

![Fig. 7](image_url) The most stable configuration of HOO* is D11 (a) and P11 (c); and that of HO* + O* is D21 (b). The spheres are W (blue), Te (orange), O (red), and H (green). The upper and lower panels are the top and side views, respectively.

![Fig. 8](image_url) The most stable structure of HOOH* is D112 (a) and P112 (c); and that of HO* + HO* is D212 (b). The spheres are W (blue), Te (orange), O (red), and H (green). The upper and lower panels are the top and side views, respectively.
Second proton transfer process

Similar to the case of the first proton transfer process, we found the most favorable intermediates based on the calculated adsorption energy (Table 4), where the total energy of the isolated HOOH is $-18.15$ eV. Fig. 8 shows that the intermediates of the second proton transfer process are HOOH$^*$ and HO$^*$ + HO$^*$. The bond distance of the oxygen atoms slightly increases by around 0.1 Å compared to that of the corresponding previous intermediates of the first proton transfer process.

Reaction mechanism

There are two possible mechanisms for the oxygen reduction reaction. The dissociative one occurs as follows:

\[
\frac{1}{2}O_2 + \cdot \rightarrow O^*, \\
O^* + H^* + e^- \rightarrow HO^*, \\
HO^* + H^* + e^- \rightarrow H_2O + .
\]

The associative mechanism proceeds by:

\[
O_2 + \cdot \rightarrow O^2_2, \\
O^2_2 + (H^* + e^-) \rightarrow HOO^*, \\
HOO^* \rightarrow HO^* + O^*, \\
HOO^* + (H^* + e^-) \rightarrow HOOH^*, \\
HO^* + O^* + (H^* + e^-) \rightarrow H_2O + O^*, \\
HO^* + O^* + (H^* + e^-) \rightarrow HO^* + HO^*, \\
HOOH^* + (H^* + e^-) \rightarrow HO^* + H_2O, \\
O^* + H^* + e^- \rightarrow HO^*, \\
HO^* + H^* + e^- \rightarrow H_2O.
\]

where * represents for the adsorption state of the intermediates on WTe$_2$. The eqn (14) and (15) are the same as (5) and (6).

Gibbs free energy

We can understand the thermodynamics of the ORR mechanism through the study of Gibbs free energy diagrams. We first performed the zero-point energy (ZPE) calculations. Table 5 shows the results of the ZPE of the intermediates for each region of the substrate surface.

The expressions for the Gibbs free energy of each mechanism are presented in the following part.$^{49-52}$ For the dissociative mechanism:

\[
\Delta G_0(U) = G_{H_2O}(U) - G_{O^*+H_2}(U) = \Delta G_0(0) + eU,
\]

\[
\Delta G_1(U) = G_{HO^*+HO}(U) - G_{O^*+H_2}(U) = \Delta G_1(0) + eU,
\]

\[
\Delta G_2(U) = G_{H_2O}(U) - G_{HO^*+HO}(U) = \Delta G_2(0) + eU.
\]

For the associative mechanism:

\[
\Delta G_0(U) = G_{H_2O}(U) - G_{O^2_2+H_2}(U) = \Delta G_0(0) + eU,
\]

\[
\Delta G_1(U) = G_{HO^*+H_2}(U) - G_{O^2_2+H_2}(U) = \Delta G_1(0) + eU,
\]

\[
\Delta G_2(U) = G_{H_2O}(U) - G_{HO^*+O^*+H_2}(U) = \Delta G_2(0) + eU,
\]

\[
\Delta G_3(U) = G_{H_2O}(U) - G_{HO^*+O^*+H_2}(U) = \Delta G_3(0) + eU.
\]

The results of Gibbs free energy are listed in Table 6 and 7; and the Gibbs free energy diagrams for the dissociative and associative mechanisms are presented in Fig. 9, 10 and 11, respectively.

Three intermediate steps involved in the dissociative mechanism for the conversion from $\frac{1}{2}O_2 + (H^* + e^-)$ to H$_2$O, which includes the adsorption of atomic oxygen and two hydrogenation steps. Fig. 9 shows that after O$^*$ absorbed on the substrate, the first and second hydrogenation steps occur to convert O$^*$ to HO$^*$, and HO$^*$ to H$_2$O, respectively. Noticeably, the adsorption of O$^*$ is downhill, and hence O$^*$ easily form on the surface of the substrate; however, the first hydrogenation step has to overcome an energy barrier of 2.81 eV for region II and about 0.95 eV for the boundary II–III and region III. Furthermore, for region II, the energy level of the HO$^*$ formation step is below that of H$_2$O, which causes the reverse reaction of forming HO$^*$ from H$_2$O automatically. Whilst, there are no reverse reactions in the

### Table 5 The zero-point energy (eV) of the ORR intermediates

| Intermediate | Boundary II–III | Region II | Region III |
|--------------|-----------------|-----------|------------|
| O$^*$        | 0.058           | 0.086     | 0.061      |
| HO$^*$       | 0.333           | 0.364     | 0.312      |
| O$_2^*$2O$^*$ | 0.105 (region I)| 0.147     | 0.098      |
| HOOH$^*$HO$^*$+O$^*$ | 0.409 (region I) | 0.421 | 0.389 |
| 2HO$^*$HOOH$^*$ | 0.715 (region I) | 0.766 | 0.718 |

### Table 6 Gibbs free energy for the intermediate reaction steps in the dissociative mechanism

| Intermediate | $\Delta G_0(U)$ | $\Delta G_1(U)$ | $\Delta G_2(U)$ |
|--------------|----------------|----------------|----------------|
| Boundary II–III | 0.494 | 0.883 | $-0.389$ |
| Region II | 4.806 | 2.811 | 1.995 |
| Region III | 0.492 | 0.998 | $-0.506$ |
The reverse reaction makes the ORR more difficult to maintain the byproduct H2O and hence lower the efficiency of the fuel cells. We found that the formation of H2O requires significantly smaller activation energy, i.e., 0.95 eV in the boundary II–III and region III compared to 4.81 eV in region II. The characteristics of the Gibbs free energy diagram for the dissociative mechanism on the defective WTe2 were found to be similar to that on the transition alloys.50

Fig. 11 shows the Gibbs free energy diagrams for the associative mechanism. For regions I and III, the adsorption of O*2 occurs automatically. However, the formation of HOO* and HOOH* requires the activation energy of 1.41 and 1.52 eV counted from the energy level of O*2, respectively. The rate-limiting step is the first hydrogenation process for region III and the second hydrogenation process forming HOOH* for region I. We find that the ORR proceeds to form H2O more easily on region III than on region I. The reverse ORR does not automatically happen on these surface regions of the substrate.

The diagram in Fig. 11 is different compared to that in Fig. 10. This diagram was constructed from the combination between the NEB result and Gibbs free energy. The energy for the IS, TS, and FS structures of the O*2 dissociation process was calculated with the inclusion of the electrode potential, ZPE, and entropy. The O2 molecule adsorbs in region I to form O*2 + 4(H+ + e−), then overcome the energy barrier of 0.28 eV to create 2O* + 4(H+ + e−). The first hydrogenation step converts this intermediate to HO* + O* + 3(H+ + e−). The second hydrogenation step transforms HO* + O* + 3(H+ + e−) into HO* + HO* + 2(H+ + e−) and O* + H2O + 2(H+ + e−). The hydrogenation steps are uphill; therefore, absorb energy to proceed with the reaction. The energy consumption is about 3 eV to completely transform the intermediates into the final product of 2H2O. Noticeably, the reverse reaction perhaps occurs in this case. Therefore, one cannot maintain the final product without continuously supplying the energy for the reaction. We can see that the Gibbs free energy in eqn (2) includes the reaction energy
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**Table 7** Gibbs free energy for the intermediate reaction steps in the associative mechanism

| Active sites | ΔG_0(U) | ΔG_1(U) | ΔG_2(U) | ΔG_3(U) | ΔG_4(U) | ΔG_5(U) | ΔG_6(U) |
|-------------|---------|---------|---------|---------|---------|---------|---------|
| Region I    | 0.442   | -1.451  | -1.009  | -1.124  |        |         |         |
| Region II   | 3.023   |         |         | 2.850   | 1.255   | 2.019   |         |
| Region III  | 0.424   | -1.411  | -0.987  |         | -0.830  |         |         |

Fig. 9 Gibbs free energy diagram for the dissociative mechanism on the surface of the defective WTe2.

Fig. 10 Gibbs free energy diagram for the associative mechanism in regions I and III.
Therefore, the combination of Gibbs and NEB calculations can display a more complete picture of the reaction including also the transition point.

From the above results, we realize that the Te defective monolayer WTe₂ can provide excellent active sites for the oxygen reduction reaction except for the region inside the defect. The obtained results showed that the energy barrier for two ORR mechanisms is the same order as that found for the well-known transition metal alloys.\(^{39-52}\) Therefore, the reaction rate of the ORR on WTe₂ is comparable to that on the transition metal alloys, which can be estimated by the Arrhenius formula \(\exp(-A_e/kT)\), where \(A_e\) is the activation energy barrier of the reaction. There is no experimental data available for the ORR on the defective WTe₂. However, by the computational study, we showed that the WTe₂ with the vacancy is a promising electro-catalyst. Therefore, we expect that the obtained results should be confirmed by experiments.

4. Conclusion

In this study, we used density functional theory calculations to search for the intermediates of oxygen reduction reaction and explore their adsorption sites on the Te vacancy WTe₂ substrate. We found that the atomic and molecular oxygen-containing intermediates occur inside and outside the Te vacancy region, respectively. Particularly, the oxygen molecule can make the transition to two oxygen atoms by overcoming an energy barrier of 0.28 eV when changing the adsorption site from above to inside the defect. Besides, the dissociative and associative mechanisms have also been examined. The mechanisms were found to proceed in a controllable manner with a moderate energy barrier of about 0.95 and 1.52 eV at the boundary and exterior of the Te defect region, respectively. However, at the interior of the vacancy, the reverse process perhaps happens and hence hinders the oxygen reduction reaction, which is due to the strong adsorption of the atomic oxygen-containing intermediates. From the obtained results, we found that the Te defect WTe₂ provides not only reactive sites but also excellent performance for the oxygen reduction reaction.
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