Microscopic theory on magnetic-field-tuned sweet spot of exchange interactions in multielectron quantum-dot systems
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The exchange interaction in a singlet-triplet qubit defined by two-electron states in the double-quantum-dot system (“two-electron singlet-triplet qubit”) typically varies monotonically with the exchange interaction and thus carries no sweet spot. Here we study a singlet-triplet qubit defined by four-electron states in the double-quantum-dot system (“four-electron singlet-triplet qubit”). We demonstrate, using configuration-interaction calculations, that in the four-electron singlet-triplet qubit the exchange energy as a function of detuning can be non-monotonic, suggesting existence of sweet spots. We further show that the tuning of the sweet spot and the corresponding exchange energy by perpendicular magnetic field can be related to the variation of orbital splitting. Our results suggest that a singlet-triplet qubit with more than two electrons can have advantages in the realization of quantum computing.

I. INTRODUCTION

Semiconductor quantum-dot (QD) qubits, being one of the most promising candidates for performing quantum information processing, are realized by encoding quantum information into the electrons’ degree of freedoms, which are their spins [1–29], charge [30–37] or a hybrid of both [38–42]. Among different schemes, spin qubit stands out due to its limited access to the charge dipole moment, avoiding strong coupling to the inherent charge noise in QD devices [30–34, 43, 44]. The control of single-spin qubit is performed by generating local oscillating magnetic field either by electron spin resonance (ESR) [1–3] or electron dipole spin resonance technique (EDSR) [4–7, 45]. On the other hand, operation of a spin qubit formed by two electrons with anti-parallel spins in a double-quantum-dot (DQD), i.e. the singlet-triplet (ST) qubit, can be performed either by ramping the gate voltages [15–17, 46] or applying oscillating electric field on gate electrodes [11–14, 42]. The advantage of ST qubit compared to single-spin qubit is that it allows all electrical control, simplifying the operation complexity.

A starting point to perform fault-tolerant quantum computation [47] is to achieve robust single-qubit operations. In the context of ST qubit, robust single-qubit gate can be realized if there exists a control protocol which allows tunability of qubit parameters while immune to environmental noises during the time evolution. This has been an enormously arduous task for semiconductor qubit as the control parameter, i.e. electrical gate voltages, couples directly to the inherent charge noise in QD devices. In general, there are two main techniques to modulate gate voltages, including the resonant pulse and ramping. The superiority of resonantly driven operations has been demonstrated [2–4, 45] as it allows the system to stay at the symmetric point where susceptibility to charge noise is minimized [10, 14, 42]. However, further improvement for resonant control is challenging as more parameters are required to be carefully calibrated, including the pulse frequencies, Rabi envelope and phase error [2, 45]. On the other hand, ramping technique is easier to implement and requires less calibration. Two techniques introduced above can be applied to tune the exchange energy of a two-electron ST qubit, either by modulating the relative detuning between neighboring dots [16–24] or the inter-dot barrier height [11, 12, 48, 49]. The former allows larger tuning range of the exchange energy for a limited amplitude of the voltage pulse while the latter ensures that the system stays in the symmetric point to gain protection against charge noise by sacrificing some tunability [50]. Even if resonant control on the barrier height shows a relatively promising path [14, 42], it is still insightful to explore the potential of detuning ramping if we enter few-electron regime for ST qubit architectures.

The conventional two-electron ST qubit yields a monotonic increase of exchange energy with respect to detuning [14–21, 46], which limits the workaround of this system from performing high fidelity operation since the increase of exchange energy by detuning control is accompanied with increased exposure to charge noise dephasing [44]. However, recent experiments show that coupling a multi-electron QD with a singly-occupied QD leads to a non-monotonic dependence of exchange energy on detuning [51, 52]. This behavior can be attributed to the variation of the total spin of electrons in the fully occupied multi-electron dot, along with the interplay between hybridization of singlet (triplet) with singly-occupied valence orbitals and singlet (triplet) in fully-occupied multi-electron dot. Such new physical phenomenon for multi-electron ST qubit gives rise to a sweet spot at larger detuning with larger exchange energy [51], which is not observed for a conventional two-electron ST qubit, albeit sharing similar electron configurations. Also, this
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sweet spot is located away from the symmetric operating point (SOP), a point that hosts another sweet spot with smaller exchange energy. In addition, the sweet spot and the corresponding exchange energy are demonstrated to be tunable by varying the external magnetic field perpendicular to the plane of electron gas [51]. Microscopically, the origin leading to the interesting behavior of exchange energy in coupled few-electron dots is left unanswered [51]. Hence, understanding it is important to design high-fidelity quantum information processing in this system. In this paper, we show, using full configuration interaction (full CI) calculations, the tuning of sweet spot and the corresponding exchange energy can be directly attributed to the orbital splitting by magnetic field. In addition, we demonstrate that the tuning of sweet spot and exchange energy can be reproduced accurately using the extended Hubbard model (analytical) by fitting the Hubbard parameters to full CI results (numerical). The correspondence between numerical and analytical results is useful in facilitating the comprehension of the physical mechanism leading to the tuning effect. We also confirm that strong electron correlation and Wigner-molecule physics does not contribute to the tuning of singlet-triplet splitting in the fully-occupied dot. Our results should facilitate the understanding of $ST_0$ qubit realized in few-electron regime, benefiting the realization of quantum information processing beyond the conventional setup.

II. MODEL

A. Configuration Interaction (CI)

We consider an $n$-electron system $H = \sum h_j + \sum e^2/4\pi\epsilon|\mathbf{r}_j - \mathbf{r}_k|$ with the single-particle Hamiltonian $h_j = (-i\hbar\nabla_j + e\mathbf{A})^2/2m^* + V_{DQD}(\mathbf{r}) + g^*\mu_B\mathbf{B} \cdot \mathbf{S}$.

The confinement potential of a DQD device can be modeled as (cf. Fig. 1):

$$V_{DQD}(\mathbf{r}) = \begin{cases} V(\mathbf{r} - \mathbf{R},\omega_L) & x < x', \\ V(\mathbf{r} | \mathbf{R},\omega_R) & x > x', \end{cases}$$

where

$$V(\mathbf{r} | \mathbf{R},\omega) = \frac{1}{2} m^* \omega^2 (\mathbf{r} - \mathbf{R})^2.$$  \hspace{1cm} (2)

$r = (x,y)$ is the two dimensional vector in the plane of electron gas while $\mathbf{R} = (x_0,0)$ is the position of the parabolic well minimum. $x'$ is the potential cut determined by locating the value of $x$ at which the potential values of left and right dot are equal at $y = 0$. The effective mass $m^*$ is 0.067 electron mass in GaAs. $\omega$ is the confinement strength. $\mathbf{B} = B\hat{z}$ is the perpendicular magnetic field and $\mathbf{S}$ is the total electron spin. The confinement strengths are $\hbar\omega_L = 7.5$ meV and $\hbar\omega_R = 4$ meV for the left (L) and right (R) dots respectively. The inter-dot distance $2x_0$ is 80 nm.

We focus our study on a four-electron singlet-triplet qubit, of which a single electron occupies the smaller QD, dot L, while three electrons occupy the larger QD, dot R. The eigenvalues of the system are calculated by constructing all possible four-electron Slater determinants for a given number of orbitals. The electron wavefunctions are the orthonormalized Fock-Darwin (F-D) states [53], which are obtained by Cholesky decomposition of the overlap matrix formed by the bare F-D states. As suggested by the convergence of the exchange energy of four electrons occupying a larger quantum-dot (QD) (see Appendix A for details), we retain 10 and 6 lowest orbitals in dot R and dot L respectively, giving a total of 16 orbitals in a DQD device. This setup results in a total of 14,400 Slater determinants.

B. Extended Hubbard Model

Although CI calculations give accurate descriptions of the eigenvalues, it is hard to interpret the results physically due to the large number of Slater determinants. Hence, it is helpful to fit the CI results into an effective Hamiltonian written in the extended Hubbard Model, giving

$$H = \sum_{j\sigma} \varepsilon_{j\sigma} c_{j\sigma}^\dagger c_{j\sigma} + \sum_{j<k,\sigma} \left( t_{jk\sigma} c_{j\sigma}^\dagger c_{k\sigma} + \text{H.c.} \right) + \sum_j U_j n_{j\downarrow} n_{j\uparrow} + \sum_{\sigma' j<k} U_{jk} n_{j\sigma} n_{k\sigma'} + \sum_{\sigma' j<k} U_{jk}^r c_{j\sigma'}^\dagger c_{k\sigma} c_{j\sigma} c_{k\sigma'},$$

\hspace{1cm} (3)

where $j$ and $k$ are orbital indices, and $\sigma$ and $\sigma'$ indicate spins. The summations over orbitals $(j,k)$ are from R1 to R3 for the right dot and L1 for the left dot (cf. Fig. 1),

![FIG. 1: Schematic illustration of the model potential given in Eq. (1)](image-url)
while spins ($\sigma, \sigma'$) can be either up or down. $\varepsilon_{j\sigma}$ denotes the on-site energy at dot $j$ while $t_{j\sigma\sigma'}$ denotes the tunneling between the $j$th and $k$th orbital. $U_j$ denotes the on-site Coulomb interaction in the $j$th orbital while $U_{jk}$ and $U_{jk}^{\tau}$ denotes the direct and exchange Coulomb interaction between the $j$th and $k$th orbital respectively.

These parameters are calculated from

$$
U_j = \int \Psi_j^*(r_1) \Psi_j^*(r_2) C(r_1, r_2) \Psi_j(r_1) \Psi_j(r_2) dr^2,
$$

(4a)

$$
U_{jk} = \int \Psi_j^*(r_1) \Psi_k^*(r_2) C(r_1, r_2) \Psi_j(r_1) \Psi_k(r_2) dr^2,
$$

(4b)

$$
U_{jk}^{\tau} = \int \Psi_j^*(r_1) \Psi_k^*(r_2) C(r_1, r_2) \Psi_k(r_1) \Psi_j(r_2) dr^2,
$$

(4c)

$$
t_{jk} = \int \Psi_j^*(r) \left( \frac{\hbar^2}{2m^*} \nabla^2 + V(r) \right) \Psi_k(r) dr,
$$

(4d)

$$
\varepsilon_j = \int \Psi_j^*(r) \left( \frac{\hbar^2}{2m^*} \nabla^2 + V(r) \right) \Psi_j(r) dr,
$$

(4e)

$$
C(r_1, r_2) = \frac{e^2}{\kappa |r_1 - r_2|}.
$$

(4f)

In addition, the onsite Coulomb exchange term in the right dot (cf. Eq. (4c)) can be rewritten as [52, 54]:

$$
\sum_{\sigma} \sum_{Rj, Rk, k \neq j} U_{jRjRk}^{\tau} c_{j\sigma}^{\dagger} c_{Rk\sigma} c_{Rk\sigma'} c_{j\sigma'}^{\dagger}
= -2 \sqrt{t_{jRjRk}} \left( S_{Rj} \cdot S_{Rk} + \frac{1}{4} \delta_{RjRk} n_{Rj} n_{Rk} \right).
$$

(5)

It is observed that the exchange energy as a function of detuning can be reproduced by fitting the lowest part of the energy spectrum to the extended Hubbard Model (Eq. (3)), which will be discussed in Sec. IIIA. Note that in Eq. (4), $\Psi_j$ is the linear combination of orthonormalized F-D states, whose explicit numeric representation can be inferred from CI results. In this manuscript, only the values of Hubbard parameters are deduced as they give meaningful physical descriptions of the system.

For simpler representations, we denote the four-electron Slater determinants as

$$
|S^{j\downarrow \downarrow}_{kl}\rangle = |\uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}} \uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}}\rangle,
$$

$$
|S^{j\downarrow \uparrow}_{kl}\rangle = (|\uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}} \uparrow_{\psi_{k\downarrow}} \downarrow_{\psi_{j\downarrow}}\rangle + |\uparrow_{\psi_{k\downarrow}} \downarrow_{\psi_{j\downarrow}} \uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}}\rangle) |\uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}}\rangle,
$$

$$
|T^{j\downarrow \downarrow}_{kl}\rangle = (|\uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}} \uparrow_{\psi_{k\downarrow}} \downarrow_{\psi_{j\downarrow}}\rangle - |\uparrow_{\psi_{k\downarrow}} \downarrow_{\psi_{j\downarrow}} \uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}}\rangle) |\uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}}\rangle,
$$

where $k \neq j$ and the normalization coefficient is dropped for simplicity. In Eq. (6), $|\uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}} \uparrow_{\psi_{k\downarrow}} \downarrow_{\psi_{j\downarrow}}\rangle$ denotes a four-electron Slater determinant $|\uparrow_{\psi_{j\downarrow}} \downarrow_{\psi_{k\downarrow}} \uparrow_{\psi_{k\downarrow}} \downarrow_{\psi_{j\downarrow}}\rangle$. For example, the four-electron state in Fig. 1 can be understood as $|T^{j\downarrow \downarrow}_{kl}\rangle$. Also, we denote the dot occupation as $(n_L, n_R)$, where $n_L$ and $n_R$ are the number of electrons occupying dot L and R respectively.

### III. RESULTS

#### A. Energy spectrum and Hubbard model

Written in the bases: 

$\{ |S^{j\downarrow \downarrow}_{kl}\rangle, |S^{j\downarrow \uparrow}_{kl}\rangle, |T^{j\downarrow \downarrow}_{kl}\rangle, |S^{j\downarrow \downarrow}_{kl}\rangle, |S^{j\downarrow \uparrow}_{kl}\rangle, |T^{j\downarrow \downarrow}_{kl}\rangle, |S^{j\downarrow \downarrow}_{kl}\rangle, |T^{j\downarrow \downarrow}_{kl}\rangle \}$, we have the effective Hubbard Hamiltonian:

\[
H = \begin{pmatrix}
U_{1L,2R} + 2\Delta & 0 & 0 & 0 & 0 & \sqrt{2}t_{1L,2R} \\
0 & U_{1L,3R} + \Delta E + 2\Delta & 0 & 0 & 0 & 0 \\
0 & 0 & J^{(1,3)} + U_{1L,2R} + 2\Delta & 0 & 0 & 0 \\
\sqrt{2}t_{1L,2R} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -t_{1L,3} & 0 & 0 & 0 \\
t_{1L,3} & t_{1L,2} & 0 & 0 & t'_{1L,3} & 0 \\
0 & \sqrt{2}t'_{1L,3} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
t_{1L,2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
U_{2L,3R} + \Delta E - J^{F}_{2L,3R} & 0 & 0 & 0 & 0 & 0 \\
0 & U_{2L,3R} + \Delta E + J^{F}_{2L,3R} & 0 & 0 & 0 & 0 \\
0 & 0 & \Delta E + 2\Delta & 0 & U_{3R,4L} + \Delta E + \Delta E' - J^{F}_{3R,4L} \\
0 & 0 & 0 & U_{3R,4L} + \Delta E + \Delta E' - J^{F}_{3R,4L} \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

(7)

where $\Delta E = \varepsilon_{R3} - \varepsilon_{R2}$, $\Delta E' = \varepsilon_{R4} - \varepsilon_{R2}$, $2\Delta = \varepsilon_{L1} - \varepsilon_{R1}$, $t'_{1L,3}$ is the energy of co-tunneling pro-
FIG. 2: (a) Lowest eigenvalues of a DQD occupied by four electrons as function of detuning, $\Delta$, at $B = 0.29$ T. The results from CI calculations, interpolated for the detuning range shown in the figure, are plotted as dashed lighter lines while the results from extended Hubbard model are plotted as solid colored lines. The exchange energy in $(n_L, n_R) = (0, 4)$ region is labeled as $J^{(0,4)}$. (b) Zoom in of (a) near the anticrossing between $|S(\uparrow R_2 \downarrow R_2\rangle)$ and $|S(\downarrow R_2 \downarrow R_2\rangle)$. (c) Zoom in of (a) near the anticrossing between $|S(\uparrow L_1 \downarrow R_3\rangle)$ and $|S(\uparrow R_3 \downarrow R_3\rangle)$. The data points obtained using CI calculation are plotted as black circles for $B = 0.29$ T. The sweet spot detuning is marked with the label $\Delta_{ss}$.

process between $|S(\uparrow L_1 \downarrow R_2\rangle)$ and $|S(\downarrow R_3 \downarrow R_3\rangle)$, which includes the electron tunneling depicted by $L_1 \rightarrow R_3$ and $R_2 \rightarrow L_1 \rightarrow R_3$. $J^{(1,3)}$ and $J^{(1,3')}$ are the exchange energies in $(n_L, n_R) = (1, 3)$ region with the valence electrons in dot $R$ occupying the lowest and second lowest valence orbital respectively. Note that the diagonal terms in Eq. (7) are obtained by considering only the valence orbitals in the dot $R$, i.e. $\{ j, k \} \in \{R2, R3, R4, \cdots\}$. The effect of electrons occupying the core orbitals has been encoded in the Hubbard parameters in Eq. (7), which is confirmed by the correspondence between full CI results and the extended Hubbard model, as shown in the following paragraph.

Figure 2 shows an example of the eigenvalues of a four-electron system at $B = 0.29$ T. In Fig. 2(a), the solid blue (red) lines show the energies of singlet (triplet) states calculated using Hubbard model, while the lighter dashed lines show the corresponding energies obtained using CI calculations. Fitting to the CI results shows that the tunneling parameters in the extended Hubbard model are $t_{L1,R2} = 36 \mu$eV, $t_{L1,R3} = 27 \mu$eV, $t_{L1,R4} = 19 \mu$eV, $t'_{L1,R3} = 12 \mu$eV. CI results suggest that the tunneling values $t_{j,k}$ are almost constant with respect to the mag-
exchange energy under different magnetic fields

Figure 3 shows the exchange energies \( J \) as a function of detuning \( \Delta \) under several magnetic fields. At weak magnetic fields (\( B \lesssim 0.35 \) T), \( J \) is negative in large \( \Delta \) region where \((n_L, n_R) = (0, 4)\), i.e. \( J^{(0,4)} < 0 \). On the other hand, at larger magnetic field (\( B \gtrsim 0.41 \) T), \( J^{(0,4)} > 0 \). The sign switching of \( J^{(0,4)} \) can be understood from the fitted extended Hubbard model (Eq. (3)). The extracted Hubbard parameters, cf. Eq. (4) and Eq. (5), are shown in Fig. 4. It can be observed that the eigenvalues of the lowest singlet and triplet crosses at \( B \sim 0.35 \) T, resulting in \( J^{(0,4)} < 0 \) for \( B < 0.35 \) T while \( J^{(0,4)} > 0 \) at \( B > 0.35 \) T. Fig. 4(b) and Fig. 4(c) show that the sign switching of \( J^{(0,4)} \) can be directly attributed to the increase of orbital splitting \( \Delta E \) for an increasing magnetic field strength. The increase of \( \Delta E \) lifts the energy of the lowest triplet state, \( |T(\uparrow R_2 \downarrow R_3)\rangle \), in relative to the lowest singlet state, \( |S(\uparrow R_2 \downarrow R_2)\rangle \). Although it is observed that the onsite Coulomb energies increases while the magnetic field increases, the onsite Coulomb energies for \( |S(\uparrow R_2 \downarrow R_2)\rangle, U_{R_2}, \) and \( |T(\uparrow R_2 \downarrow R_3)\rangle, U_{R_2, R_3}, \) experience the same degree of reduction, leading to the fact that only \( \Delta E \) dominates the behavior of \( J^{(0,4)} \) when the magnetic field changes. It is also observed that the onsite ferromagnetic exchange term, \( J_{R_2, R_3}^F \), is almost constant for different magnetic fields, as shown in Fig. 4(c), hence it does not contribute to the sign switching of \( J^{(0,4)} \) with respect to the magnetic field strength. An in-depth inspection into the electron densities shows that the electron localization effect in terms of Wigner-molecule physics does not play a role in the sign switching of \( J^{(0,4)} \) as the variation of the effective confinement length is negligible for the range of magnetic field of interest, rendering only the orbital splitting, \( \Delta E \), to be the main factor (see Appendix C for details).

For \( B \lesssim 0.35 \) T, the negative \( J^{(0,4)} \) gives rise to the sweet spots of \( J \). Fig. 3(b) shows that sweet spots, indicated as colored star symbols, occur at larger detuning values when the magnetic field increases, with the corresponding exchange energies, \( J_{ss} \), increasing as well. This behavior conforms well qualitatively with experimental results [42]. However, the microscopic mechanism leading to this behavior has not been explained in the literature. In this paper, we show that, with the help of CI results and the fitted extended Hubbard model, we are able to comprehend this phenomenon, as shown in the following section, Sec. III C.

C. Tuning of sweet spot detuning, \( \Delta_{ss} \), and exchange energy, \( J_{ss} \), by magnetic field

Figure 3 shows that at weak magnetic fields, \( B \lesssim 0.35 \) T, \( J > 0 \) at small detuning (in the \((n_L, n_R) = (1, 3)\) region) while \( J < 0 \) at large detuning (in the \((0,4)\) region). The transition of \( J \) between those two regions yields a non-monotonic curve, exhibiting a sweet spot at \( \Delta_{ss} \), cf. Fig. 3(b). This fact has appeared in several works in the literature, including experimental results [51, 52], the extended Hubbard model with presumptive choice for the values of Hubbard parameters [54] and CI results in this work (cf. Fig. 3). However, its origin is not yet well understood. Here, we present an analytical result.
based on the perturbation theory to estimate the non-monotonic nature of the transition.

1. J at small Δ at weak magnetic fields

For $B \leq 0.29$ T, $\Delta_{ss}$ is well below the first anticrossing between the eigenstates of $(1,3)$ and $(0,4)$ type, i.e. the $\Delta$ at which the energies of $|T(1_{L1}\downarrow R2)\rangle$ and $|T(1_{R2}\downarrow R3)\rangle$ are equal, cf. the anticrossing marked by red arrow and $L1,R3$ in Fig. 2(b). For example, at $B = 0.29$ T, $\Delta_{ss} = 4.14$ meV, while the eigenvalue of $|T(1_{L1}\downarrow R2)\rangle$ equates with $|T(1_{R2}\downarrow R3)\rangle$ at $\Delta = 4.24$ meV, see Fig. 2(b). $\Delta_{ss}$ for other magnetic field strengths can be referred to Fig. 10. The substantial separation between $\Delta_{ss}$ and the first anticrossing gives small value of $t_{L1,R2}^2/(U_{R2} - U_{L1,R2} - 2\Delta)$ and $t_{L1,R3}^2/(U_{R2,R3} + \Delta E - J_{R2,R3}^p - U_{L1,R2} - 2\Delta)$, allowing us to use the perturbation theory on a truncated effective Hubbard Hamiltonian (Eq. (7)) to estimate $J$ at small $\Delta$ and the values of $\Delta_{ss}$. The truncated Hamiltonian is written in the bases of $|S(1_{R1}\downarrow R2)\rangle$, $|T(1_{L1}\downarrow R2)\rangle$, $|S(1_{R2}\downarrow R3)\rangle$ and $|T(1_{R2}\downarrow R3)\rangle$, which we will relabel them in a much simpler form, i.e. $|S(1,3)\rangle$, $|T(1,3)\rangle$, $|S(0,4)\rangle$ and $|T(0,4)\rangle$, respectively. Physically, $|S(n_{L}, n_{R})\rangle$ and $|T(n_{L}, n_{R})\rangle$ refers to a singlet and triplet, respectively, formed by $n_{L}$ electrons in dot L and $n_{R}$ electrons in dot R.

In small $\Delta$ region, the higher lying states, i.e. $|S(0,4)\rangle$ and $|T(0,4)\rangle$, shift $|S(1,3)\rangle$ and $|T(1,3)\rangle$ down in energy. We first make a global energy shift on the truncated effective Hubbard Hamiltonian such that the energy of the non-hybridized $|S(1,3)\rangle$ state is 0. We then proceed to consider the hybridization of $|S(1,3)\rangle$ and $|T(1,3)\rangle$ with $|S(0,4)\rangle$ and $|T(0,4)\rangle$ respectively. Their eigenvalues, denoted as $E'_{|S(1,3)\rangle}$ and $E'_{|T(1,3)\rangle}$, are

$$
E'_{|S(1,3)\rangle} \approx -\frac{2t_{L1,R2}^2}{U_{R2} - U_{L1,R2} - 2\Delta} + O[t_{j,k}^3],
$$

$$
E'_{|T(1,3)\rangle} \approx J_{(1,3)} + \frac{t_{R2,R3}^2}{U_{R2,R3} + \Delta E - J_{R2,R3}^p - U_{L1,R2} - 2\Delta} + O[t_{j,k}^3],
$$

(8)

where we have neglected $J_{(1,3)}$ in the denominator of $E'_{|T(1,3)\rangle}$ because it is negligible compared to other parameters. $E'_{|S(1,3)\rangle}$ and $E'_{|T(1,3)\rangle}$ are obtained using the time independent perturbation theory up to the second order of tunneling values $t_{j,k}$. Also, we have replaced the terms that are not related to $\Delta$ in the denominators of Eq. (8) as $\delta S$ and $\delta T$. $\delta S$ ($\delta T$) signifies the energy difference, in the absence of detuning, between $|S(1,3)\rangle$ and $|S(0,4)\rangle$ ($|T(1,3)\rangle$ and $|T(0,4)\rangle$).

In the limit that $|\Delta| \rightarrow 0$, we can perform Taylor expansion on Eq. (8) with respect to $\Delta$ and obtain

$$
J' \approx J^{(1,1)} + \left(\frac{2t_{L1,R2}^2}{\delta S} - \frac{t_{R2,R3}^2}{\delta T}\right)\Delta + O[\Delta^2],
$$

(9)

Although $\delta S > \delta T$, which gives $J^{(0,4)} < 0$ at weak magnetic fields, the overall ratio yields the relation: $\sqrt{2t_{L1,R2}/\delta S} > t_{L1,R3}/\delta T$, as confirmed by the fitted Hubbard parameters, cf. Sec. IIIA. This gives a positive coefficient for $2\Delta$ in Eq. (9), such that $\partial J'/\partial \Delta > 0$, resulting in the increase of $J$ as a function of $\Delta$ in the small $\Delta$ regime. Fig. 5 shows the results calculated using Eq. (8). It can be observed that for $\Delta \ll \Delta_{ss}$, $J'$ (dashed red lines) evaluated using Eq. (8) agrees well with CI results (solid red lines with the legend J). Note that the tunneling values used are slightly different than those presented in Fig. 2 as the energy values are too large in comparison to the exchange energies in the region shown in Fig. 5. However, the relation of $t_{L1,R2} > t_{L1,R3}$ remains.

The analysis in this subsection shows that although $J^{(0,4)} < 0$, in small $\Delta$ region, $J$ is positive and increases
as a function of $\Delta$ due to the larger inter-dot tunneling for singlets as compared to triplets, i.e. $t_{1,1,2} > t_{1,1,3}$.

2. Detuning value of sweet spot, $\Delta_{ss}$

In the previous section (Sec. III C1), we have shown that $J > 0$ and $\partial J/\partial \Delta > 0$ in the small $\Delta$ region. For $B \lesssim 0.35$ T, there must exist a detuning value where $\partial J/\partial \Delta = 0$ to enable the transition into $J^{(0,4)} < 0$ in the large $\Delta$ region, giving rise to a sweet spot. The value of $\Delta_{ss}$ can be estimated by equating the derivatives of $E^{(4,1)}_{S(1,1)}$ and $E^{(4,1)}_{T(1,1)}$ with respect to detuning, $\Delta$. Taking the minimum root, the approximated $\Delta_{ss}$, denoted as $\Delta_{ss}'$, is

$$\Delta_{ss}' = \Delta_{ss} + \Delta_{ss}'',$$

(10a)

$$\Delta_{ss}'' = \Delta^{\Delta E} + \Delta_{ss}^{'} \sqrt{\frac{2}{2(t_{0,1,2} - t_{0,1,3})}} \times t_{1,1,2} \left(\sqrt{2t_{1,1,2} + t_{1,1,3}}\right) \Delta E,$$

(10b)

$$\Delta_{ss}^{'} = \frac{1}{2} \left(\frac{2}{2(t_{0,1,2} - t_{0,1,3})} \times \left[-t_{1,1,3}^2 \left(U_{1,2} - U_{1,3}\right) - \sqrt{2t_{1,1,2}t_{1,1,3}} \left(U_{1,2} - U_{3,2} - J_{3,2}t_{1,2,3}\right)\right\right],$$

(10c)

where $\Delta_{ss}^{\Delta E}$ is the part of $\Delta_{ss}'$ whose variable is $\Delta E$ while $\Delta_{ss}^{'}$ constitutes the remaining part of $\Delta_{ss}'$.

Figure 6(a) shows the sweet spot detunings as a function of the magnetic field, including both the exact values, $\Delta_{ss}$ (solid blue lines), and the approximated ones, $\Delta_{ss}'$ (dashed blue lines). $\Delta_{ss}$ is extracted from CI results (cf. Fig. 3) while $\Delta_{ss}'$ is evaluated using Eq. (10). In Fig. 6(a), it is observed that the main qualitative result is correctly estimated by Eq. (10) with slight deviation at weak magnetic fields. Fig. 6(b) shows the variation of $\Delta_{ss}'$ with respect to the magnetic field is limited as compared to $\Delta_{ss}^{\Delta E}$. According to Eq. (10), the positive prefactor of $\Delta E$, as $t_{1,1} > 0$ and $2t_{0,1,2} - t_{0,1,3} > 0$, leads to the increase of $\Delta_{ss}'$ as a function of $\Delta E$. Hence, we can conclude in this subsection that $\Delta_{ss} \propto B$ as $\Delta_{ss} \propto \Delta E$ (cf. Eq. (10)) while $\Delta E \propto B$ (cf. Fig. 4(b)).

3. Exchange energy at sweet spot, $J_{ss}$

Exchange energies at sweet spots, denoted as $J_{ss}$, can be estimated by performing a Taylor expansion with respect to $2\Delta/\delta S$ and $2\Delta/\delta T$ in Eq. (8), giving

$$J_{ss}' \approx E_{T(1,1)} - E_{S(1,1)}^{(4,1)} = \sum_{k=0}^{\infty} \left[\frac{2t_{1,1,2}^2}{\delta S} \left(\frac{2\Delta}{\delta S}\right)^k - \frac{t_{1,1,3}^2}{\delta T} \left(\frac{2\Delta}{\delta T}\right)^k\right] \bigg|_{\Delta = \Delta_{ss}},$$

(11)

where $\bar{\Delta} = \Delta - \Delta E/2$ and $\delta \bar{T} = \delta T - \Delta E$ are modified by the orbital splitting $\Delta E$, the detuning and the energy difference between two lowest triplet states, respectively. Since $2\Delta/\delta S$ and $2\Delta/\delta T$ at $\Delta = \Delta_{ss}$ are not small, higher-order terms have to be kept in the Taylor expansion. By keeping the Taylor expanded terms up to $k = 40$, Fig. 6(a) shows that $J_{ss}'$ (dashed red lines) agrees
well with the sweet spot exchange energies extracted from CI results, \( J_{ss} \) (solid red lines). The deviation at \( B = 0.35 \) T is due to the closeness between the sweet spot and the anticrossing between the lowest triplets, rendering the Taylor expansion inapplicable. Fig. 6(c) shows that the variations of \( \delta S \) and \( \delta T \) are limited compared to \( 2\Delta_{ss} \) and \( 2\Delta_{ss} \), indicating that the increase of \( J_{ss} \) for an increasing magnetic field can be mainly ascribed to the increase of \( \Delta_{ss} \). As discussed in Sec. III C 2, \( \Delta_{ss} \propto \Delta E \) implies that the increase of \( J_{ss} \) can be directly related to the variation of orbital splitting induced by the magnetic field.

In addition, the values of \( J_{ss} \) in this work exhibit comparable strengths as those demonstrated in experimental works [11–14, 17, 21], suggesting the experimental feasibility for performing high-fidelity quantum gates in a four-electron DQD device with an asymmetric electron occupation.

### IV. CONCLUSION AND DISCUSSION

We have shown, using full CI calculations, that sweet spots can be realized in DQD devices with one electron occupying a small dot while three electrons occupying a larger multi-electron dot, similar to experimental results [51, 52] in which around 50 to 100 electrons occupy the multi-electron dot. Also, we show that sweet spots and the corresponding exchange energies are tunable by the perpendicular magnetic field. By combining CI results and the extended Hubbard model, we identify the main contributing factor of the tuning effect as the magnetic-field-induced orbital splitting, but not the effect of Wigner-molecule physics.

We have shown that the physical mechanism leading to \( \Delta_{ss} \) can be attributed to the competition between the hybridizations of the singlet and triplet states. This competition, together with the introduced dipole at \( \Delta_{ss} \), gives rise to sweet spots of the effective single-qubit exchange energies and capacitive coupling for a pair of capacitively-coupled four-electron singlet-triplet qubits. The possibility for high-fidelity capacitive gates under a realistic noise environment can be attributed to the enhanced capacitive coupling at the effective single-qubit exchange energy sweet spots, which are found to be close to the capacitive coupling sweets spots [55].

Our results should facilitate the realization of high-fidelity singlet-triplet qubit hosted in few-electron systems.

### Acknowledgements

We acknowledge support from the Key-Area Research and Development Program of GuangDong Province (Grant No. 2018B030326001), the National Natural Science Foundation of China (Grant No. 11874312), the Research Grants Council of Hong Kong (Grant No. 11303617), and the Guangdong Innovative and Entrepreneurial Research Team Program (Grant No. 2016ZT06D348). The calculations involved in this work are mostly performed on the Tianhe-2 supercomputer at the National Supercomputer Center in Guangzhou, China.

### Appendix A: Convergence

We obtain the eigenvalues of a quantum-dot occupied by four electrons by constructing the Hamiltonian written in all the possible Slater determinants for a given number of orbitals. Fig. 7 shows the exchange energies as a function of the number of orbitals retained in the full CI calculations. It is observed that the exchange energy converges when the number of orbitals retained in the calculation \( > 10 \). Hence, all the results in the main text are obtained by retaining 10 orbitals for the QD hosting more than one electron, i.e. the right larger QD. We judiciously choose to retain 6 orbitals for the left smaller QD as it is only occupied by one electron in the detuning range giving \( (n_L, n_R) = (1, 3) \).

Figure 8 shows exchange energy \( J \) evaluated for different numbers of orbitals retained in the full CI calculations, where the number of orbitals in the left and right dots are denoted as \( O_L \) and \( O_R \) respectively. Fig. 8 shows that the main qualitative effect as discussed in the main text is evident for \( (O_L, O_R) = (5, 9) \). Quantitatively, convergence is achieved for \( J \) when \( (O_L, O_R) = (10, 15) \). Fig. 9 shows \( J \) as function of \( \Delta \) obtained with \( (O_L, O_R) = (10, 15) \) for different magnetic fields. The key results in the main text, i.e. the magnetic-field-tuned sweet spots and the corresponding exchange energies at sweet spots, remain when higher numerical accuracy of \( J \) is obtained using \( (O_L, O_R) = (10, 15) \) in full CI calculations. Therefore, the discussions made in the main text based on the results obtained with \( (O_L, O_R) = (6, 10) \) are
valid while retaining higher orbitals will not change our analyses and conclusions in any important way.

Appendix B: Correspondence between CI and extended Hubbard Model

Figure 10 shows the eigenvalues obtained from CI results (dashed lighter lines) and the extended Hubbard model (solid colored lines). The values of Hubbard parameters can be derived from CI results. Fig. 10 shows that the results agree well with each other.

Appendix C: Absence of electron densities redistribution under the tuning of magnetic field

In the main text, it is observed that the exchange energy in \( (n_L, n_R) = (0, 4) \), denoted as \( J^{(0,4)} \), ranges from negative values for \( B \lesssim 0.35 \) T to positive values for \( B \gtrsim 0.41 \) T (cf. Fig. 3 in the main text). This can be understood by the relative changes of four-electron singlet and triplet eigenvalues, which is found to be tunable by the magnetic field. Conventionally, the variation of singlet-triplet splitting in a QD can be attributed to Wigner-molecule physics [56–74]. In analogy to the case in which two electrons occupying a QD [73, 74], we use the dimensionless measure of the electron-electron interaction strength, defined as \( R_w = E_{\text{e-e}}/\hbar \omega \), where \( E_{\text{e-e}} \) is the on-site Coulomb energy while \( \hbar \omega \) is the orbital splitting between the lowest and first excited valence orbitals. For the two-electron case mentioned above, \( R_w \) is applicable for the ground singlet state. When \( R_w \gg 1 \), the singlet state yields larger composition of excited orbital, hence rendering the singlet and triplet states sharing similar electron densities, resulting in the suppression of singlet-triplet splitting. For the four-electron case in a QD considered in this work, the quantity \( R_w \) is not applicable for the ground singlet state as the ground and first excited valence orbitals share the same electron densities, cf. single-electron densities for \( n = 1, m = 1 \) and \( n = 1, m = -1 \) in Fig. 11. However, we can still consider the \( R_w \) for triplet state. For a non-zero magnetic field, assuming \( \hbar \omega \gg \hbar \omega_c \), where \( \omega_c \propto B \) [53], the orbital energy of \( n = 1, m = 1 \) increases for \( \hbar \omega_c/2 \) while \( n = 2, m = -2 \) decreases for \( \hbar \omega_c \). Hence for a moderate magnetic field strength, \( R_w \gg 1 \) can be achieved for a triplet state as \( n = 1, m = 1 \) and \( n = 2, m = -2 \) are brought closer energetically, modifying the singlet-triplet splitting. However, we show in the following paragraph that Wigner-molecule physics does not play a role in the tuning of \( J^{(0,4)} \) by magnetic field.

Figure 12 shows, in the detuning region which gives \( (n_L, n_R) = (0, 4) \), the electron densities of (left column) the lowest singlet, \( |S\) \), and (right column) triplet state, \( |T\) \), with the corresponding exchange energies denoted as \( J^{(0,4)} \). The electron densities for \( J^{(0,4)} < 0 \) and \( J^{(0,4)} > 0 \) are shown in the top and bottom row of Fig. 12, which corresponds to \( B = 0.21 \) T and \( B = 0.47 \) T respectively, cf. Fig. 3. In the range of magnetic field giving rise to the sign switching of \( J^{(0,4)} \), the variation of magnetic field is insufficient to enforce localization effect. This is con-
FIG. 10: Lowest eigenvalues of a DQD occupied by four electrons as function of detuning, $\Delta$. The energy spectrum obtained using Hubbard model are plotted as colored solid line, while CI calculations are plotted as dashed lighter lines. The magnetic field strength is (a) $B = 0.12$ T, (b) $B = 0.17$ T, (c) $B = 0.23$ T, (d) $B = 0.35$ T, (e) $B = 0.41$ T and (d) $B = 0.47$ T. The exchange energy in $(n_l, n_R) = (0, 4)$ region is labeled as $J^{(0, 4)}$ while the sweet spot detunings are marked with the label $\Delta_{ss}$.

FIG. 11: Schematic plot of the single-electron densities for $B = 0$ (left panel) and $B > 0$ (right panel). The single-electron densities (square norm of orthonormalized F-D states) are labeled with the corresponding principle, $n$, and magnetic quantum number, $m$. The black and blue arrows indicates the electron configuration of $|T(\uparrow L_1 \downarrow R_3)\rangle$.

Firmed by the almost identical electron densities, for both the lowest singlet and triplet states, between the cases in which $J^{(0, 4)} < 0$ ($B = 0.12$ T) and $J^{(0, 4)} > 0$ ($B = 0.47$ T), cf. Fig. 12. The discussion in Sec. III B shows that the main contributing factor to the sign switching of $J^{(0, 4)}$ is the energy splitting between $n = 1, m = \pm 1$ orbitals, which yields

$$\Delta E = \varepsilon_{R3} - \varepsilon_{R2} = \hbar \omega_c,$$

where $\omega_c = eB/m^*\hbar$ is the cyclotron frequency and $e$ is the electron charge. Note that in Eq. (C1), in contrast to the fitted Hubbard parameters (cf. Fig. 4), $\Delta E$ is merely a rough estimation with the assumption that $|T(\uparrow R_2 \downarrow R_3)\rangle$ is formed by the valence electrons occupying orthonormalized F-D states of quantum numbers $n = 1, m = \pm 1$.

Although $\Delta E$ yields a value large enough to induce the sign switching of $J^{(0, 4)}$, the variation of effective QD confinement length, $l_0^2 = l_0^2/\sqrt{1 + e^2B^2(l_0^2/\hbar^2)}$, where $l_0 = \sqrt{\hbar/m^*\omega_0}$, is negligible for the range of magnetic field of interest, hence resulting in near equivalence of the electron densities for both $J^{(0, 4)} < 0$ and $J^{(0, 4)} > 0$. The black and blue arrows indicate the electron configuration of $|T(\uparrow L_1 \downarrow R_3)\rangle$.

FIG. 12: Four-electron densities obtained from full CI calculation. The electron densities are plotted with ground F-D state of the right larger dot excluded to signify the effect of $B = 0$. The energy spectrum obtained $|T(\uparrow L_1 \downarrow R_2)\rangle$ and $|T(\uparrow R_2 \downarrow R_3)\rangle$.

The discussion in Sec. III B shows that the main contributing factor to the sign switching of $J^{(0, 4)}$ is the energy splitting between $n = 1, m = \pm 1$ orbitals, which yields

$$\Delta E = \varepsilon_{R3} - \varepsilon_{R2} = \hbar \omega_c,$$

where $\omega_c = eB/m^*\hbar$ is the cyclotron frequency and $e$ is the electron charge. Note that in Eq. (C1), in contrast to the fitted Hubbard parameters (cf. Fig. 4), $\Delta E$ is merely a rough estimation with the assumption that $|T(\uparrow R_2 \downarrow R_3)\rangle$ is formed by the valence electrons occupying orthonormalized F-D states of quantum numbers $n = 1, m = \pm 1$.

Although $\Delta E$ yields a value large enough to induce the sign switching of $J^{(0, 4)}$, the variation of effective QD confinement length, $l_0^2 = l_0^2/\sqrt{1 + e^2B^2(l_0^2/\hbar^2)}$, where $l_0 = \sqrt{\hbar/m^*\omega_0}$, is negligible for the range of magnetic field of interest, hence resulting in near equivalence of the electron densities for both $J^{(0, 4)} < 0$ and $J^{(0, 4)} > 0$. The black and blue arrows indicate the electron configuration of $|T(\uparrow L_1 \downarrow R_3)\rangle$. 
regime, as shown in Fig. 12. In particular, for $\hbar \omega_0 = 4$ meV, $I_B = 16.886$ nm when $B = 0.12$ T while $I_B = 16.844$ nm when $B = 0.47$ T. It has been demonstrated experimentally [75, 76] (that in the case of $J^{(0,4)}$ switching sign, the electron-density localization effect is absent. Here, we take the discussion further from the point of view of the extended Hubbard model and the plots of electron densities.
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