A Guide to Reducing Carbon Emissions through Data Center Geographical Load Shifting

Julia Lindberg, Yasmine Abdennadher, Jiaqi Chen, Bernard C. Lesieutre, Line Roald
Department of Electrical and Computer Engineering, University of Wisconsin-Madison, Madison, WI 53706 USA

Abstract—Recent computing needs have lead technology companies to develop large scale, highly optimized data centers. These data centers represent large loads on electric power networks which have the unique flexibility to shift load both geographically and temporally. This paper focuses on how data centers can use their geographic load flexibility to reduce carbon emissions through clever interactions with electricity markets. Because electricity market clearing accounts for congestion and power flow physics in the electric grid, the carbon emissions associated with electricity use varies between (potentially geographically close) locations. Using our knowledge about this process, we propose a new and improved metric to guide geographic load shifting, which we refer to as the locational marginal carbon emission $\lambda_{\text{CO}_2}$. We compare this and three other shifting metrics on their ability to reduce carbon emissions and generation costs throughout the course of a year. Our analysis demonstrates that $\lambda_{\text{CO}_2}$ is more effective in reducing carbon emissions than more commonly proposed metrics that do not account for the specifics of the power grid.

I. INTRODUCTION

The recent technology revolution has led to an increase in demand for computing resources. Between 2010 and 2018 there was an estimated 550% increase globally in the number of data center workloads and computing instances [1]. Technology companies like Amazon, Facebook, Google, Microsoft and Alibaba run networks of these highly optimized and efficient hyper-scale data centers dispersed geographically throughout the world [2], [3].

Hyper-scale data centers represent large loads on electric power networks. In an effort to mitigate their environmental impact, many of the companies that operate these data centers have made public pledges to reduce their carbon emissions through improved efficiency and by investing in renewable power generation [4], [5]. Google is working to become carbon free through the use of carbon-intelligent computing which shifts computing tasks to less carbon intensive hours or locations [6]. The concept of computing that adapts to the operation of the electric grid has been realized by start-ups [7], and plays an important part in the vision of zero carbon cloud computing [8]–[10].

Computing companies that operate networks of data centers have the ability to defer when computing tasks are processed or process them at different locations. This provides data centers with a unique tool to control and adapt their electricity use geographically. Previous research has examined the impact of integrating data centers and demand response [11]–[17] or have considered geographical load shifting to reduce electricity costs [18]–[21]. The electricity markets are operated by independent system operators (ISOs) to minimize generation cost without direct consideration of carbon emissions. Other work has investigated the potential benefit of cooperation between data centers and the ISO [20], and modelled data center flexibility through the use of virtual links in time and space [22]. Many of these works and others consider shifting of computing load to reduce the carbon emissions of data centers by increasing absorption of renewable energy [21], [23]–[26]. An important aspect of these previous works is that they either assume collaboration between the ISO and the data centers (meaning that data center operators must give up control of their energy usage to the market clearing), or perform load shifting using very simplified metrics of carbon emissions associated with the electric grid (i.e., they neglect variations in CO$_2$ emissions across different locations which arise due to transmission congestion). Here, we use additional data from the electric market clearing to compute the locational marginal carbon emissions, a metric that more accurately represents the carbon emissions associated with electricity usage at different locations in the grid.

In electricity markets the price of electricity is calculated based on locational marginal prices (LMPs), which reflect the increase in system cost for one additional unit of load. Previous work on reducing carbon emissions through load shifting has assumed that prices are directly tied to the fraction of non-renewable energy [27], or considered average carbon emissions for electricity in a region and/or renewable energy curtailment [26], [28], [29]. A benefit to these metrics is that several companies provide information about the average carbon intensity of electricity [30], [31] or total renewable energy curtailment [32], which makes the metrics easier to compute. However, these metrics fail to consider important aspects of electric grid operation, such as the impact of a marginal increase or decrease in load or transmission capacity.

The use of marginal emissions as a tool to assess the impact of interventions such as energy efficiency or renewable energy has been discussed in [33]–[37]. Recently, a measure of locational marginal carbon emissions was proposed for data center geographical load shifting in [38]. The challenge of using locational marginal carbon emissions is that the computation of this metric relies on information from the market clearing regarding system topology as well as price and emissions information from individual generators. Thus, while [38] proposed load shifting based on locational
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marginal carbon emissions and provided some initial results on the efficacy of this metric, the paper did not perform a comprehensive assessment of how this load shifting metric compares with other metrics or how it would perform over a longer period of time. The purpose of this paper is to examine the different carbon emissions metrics and get a better understanding of their accuracy, efficacy and overall behavior.

We structure our results as follows: In Section II we review two models for data center-driven load shifting, one where the data centers shift load independent of coordination with the ISO, and one where the ISO controls the data center flexibility. In Section III we outline four different metrics to guide data center-driven load shifting as well as two new metrics to evaluate the efficacy of the load shifting. Section IV provides an overview of our test case, while Section V compares the carbon savings achieved with different models and shifting metrics.

II. MODELS FOR LOAD SHIFTING

Electricity markets are typically cleared using a DC optimal power flow (DC OPF) model, which minimizes generation cost subject to transmission and generation constraints [39, 40]. We distinguish between two different modes of interaction between the data centers and the ISO that operates the electricity market.

(1) Data center-driven load shifting. In this model, the data center loads are fixed values to the ISO, but can be adapted by the data centers themselves. Here the data centers solve an internal optimization problem (reflecting internal constraints on the load flexibility) to determine how to shift their electricity consumption to reduce carbon emissions.

(2) ISO-driven load shifting. In this model, the data center interacts with the market as a market participant with flexible demand, and provides a model of load flexibility to the ISO. The ISO then integrates the load flexibility model into the overall market clearing, and determines how to shift data center load to achieve the best solution for the whole system.

The goal of this paper is to understand how the carbon emission reductions achieved through data center-driven load shifting compare for different load shifting metrics, and how large of emission reductions the data center-driven load shifting can achieve relative to the ISO-driven load shifting. We outline both models below.

A. Data center-controlled load shifting

We first describe the data center driven load shifting model, which is adopted from [38]. This model operates in a three stages.

Step 1: The ISO solves a DC OPF. In the first step, the ISO clears the electricity market by solving the DC OPF. To formulate the DC OPF, we consider an electric power network with the set of nodes, loads, transmission lines and generators denoted \( \mathcal{N}, \mathcal{D}, \mathcal{L} \) and \( \mathcal{G} \) respectively. Let \( \mathcal{G}_i \subset \mathcal{G} \) and \( \mathcal{D}_i \subset \mathcal{D} \) be the subset of generators and loads connected to node \( i \). Given this notation, the DC OPF is defined as:

\[
\min_{\theta, P_g} \quad e^T P_g \\
\text{s.t.} \quad \sum_{i \in \mathcal{G}_i} P_{g,i} + \sum_{i \in \mathcal{D}_i} P_{d,i} = \sum_{j :(i,j) \in \mathcal{L}} \beta_{ij}(\theta_i - \theta_j), \quad \forall i \in \mathcal{N} \\
-\rho_{ij} P_{d,i} \leq \beta_{ij}(\theta_i - \theta_j) \leq \rho_{ij}, \quad \forall (i,j) \in \mathcal{L} \\
P_{g,i} \leq P_{g,i}^{\text{lim}}, \quad \forall i \in \mathcal{G} \\
\theta_{\text{ref}} = 0.
\]

Here, the optimization variables are the voltage angles at each node, \( \theta_i \) for \( i \in \mathcal{N} \) as well as the generation dispatch \( P_{g,i} \) for all \( \ell \in \mathcal{G} \). The objective value (1a) seeks to minimize generation costs where \( c \in \mathbb{R}^{\ell} \) is a vector of generator costs and \( P_g \) is the vector of all generator variables \( P_{g,i} \). The constraint (1b) ensures that nodal power balance constraints are met, where \( \beta_{ij} \in \mathbb{R} \) is the susceptance value on line \( (i,j) \) and \( P_{d,i} \) is the load demand at load \( \ell \in \mathcal{D} \). The constraints (1c) and (1d) define transmission line and generator capacity constraints where \( P_{g,i}^{\text{lim}} \) is the transmission capacity, which we assume is the same in both directions, and \( P_{g,i}^{\text{min}} \) and \( P_{g,i}^{\text{max}} \) are the generator capacity constraints. Finally, (1e) fixes the voltage angle at the reference node to be zero.

Step 2: Data centers shift load. Independently of the ISO, data center operators shift their load to minimize carbon emissions. To estimate the impact of a load shift, the data centers utilize a shifting metric \( \lambda \). There are multiple possible definitions of \( \lambda \), which will be discussed in Section II-B. We let \( \mathcal{C} \) denote the set of all shiftable data center loads and consider optimization variables \( \Delta P_{d,i} \) for all \( i \in \mathcal{C} \) and \( s_{ij} \) for all \( (i,j) \in \mathcal{C} \times \mathcal{C} \). The former represents the change in load at data center \( i \) and the latter represents the shift in load from data center \( i \) to \( j \). The resulting optimization problem is given by:

\[
\min_{\Delta P_{d,i}, s_{ij}} \quad \sum_{i \in \mathcal{C}} \lambda_i \Delta P_{d,i} + \sum_{(i,j) \in \mathcal{C} \times \mathcal{C}} d_{ij} s_{ij} \\
\text{s.t.} \quad \Delta P_{d,i} = \sum_{j \in \mathcal{C}} s_{ji} - \sum_{k \in \mathcal{C}} s_{ik} \quad \forall i \in \mathcal{C} \\
\sum_{i \in \mathcal{C}} \Delta P_{d,i} = 0 \quad \forall \ell \in \mathcal{C} \\
-\epsilon_i \cdot P_{d,i} \leq \Delta P_{d,i} \leq \epsilon_i \cdot P_{d,i} \quad \forall i \in \mathcal{C} \\
0 \leq s_{ij} \leq M_{ij} \quad \forall ij \in \mathcal{C} \times \mathcal{C}.
\]

The objective value (2a) minimizes \( \lambda \) over the shift in data center load, \( \Delta P_{d,i} \), while considering a cost \( d_{ij} \) associated with shifting load from data center \( i \) to data center \( j \). The constraint (2b) defines that the change in load at data center \( i \) is equal to the total load shifted in minus the total load shifted out, (2c) enforces the sum of all load shifts to be zero. (2d) limits the amount each data center can shift as a percentage, \( \epsilon_i \), of their original load and (2e) limits how much load data center \( i \) can send to data center \( j \).

Step 3: ISO resolves DC OPF with new load pattern. Next, the ISO resolves the DC OPF (1) with new load profile,
\[ P'_{d,i} = P_{d,i} + \Delta P'_{d,i}, \]  
where \( \Delta P'_{d,i} \) is the optimal solution to (2) for all \( i \in \mathcal{N} \). We assume that the system is operated using this solution. \[ \]

### B. Shifting Metrics

For data centers to shift load as described in (2), the shifting metric \( \lambda \) needs to be specified. Below, we review four different metrics that have been proposed to guide load shifting. Note that all the metrics are defined as vectors with one entry for each node in the system.

#### The price of electricity \( \lambda_{\text{LMP}} \)

The most widely used metric for load shifting is the price of electricity, which is given by the locational marginal price (LMP) at each node in the power grid. We will refer to this metric as \( \lambda_{\text{LMP}} \). The LMP represents the increase in overall system cost due to an incremental increase of 1 MW of load at the given node, and is calculated as the dual variable of the nodal balance constraints (15) of the original DC OPF. LMPs are easy to access, as they are typically made available in real time, and have been proposed for data center load shifting in (20). Furthermore, since renewable generators tend to be the cheaper generators, it is often assumed that shifting load to nodes with lower prices \( \lambda_{\text{LMP}} \) will contribute to reducing renewable energy curtailment.

#### Average carbon emissions \( \lambda_{\text{average}} \)

A common metric for the carbon content of electricity is average carbon emissions per MW of load across a region of the electric grid (30). This metric, which we will denote by \( \lambda_{\text{average}} \), has the same value for all nodes in a region \( \mathcal{R} \). The \( k \)th entry of \( \lambda_{\text{average}} \), corresponding to the \( k \)th node located in region \( \mathcal{R} \), is defined as

\[
\lambda_{\text{average}} = \frac{\sum_{i \in \mathcal{R}} g_i \cdot P_{g,i}}{\sum_{i \in \mathcal{R}} P_{g,i}},
\]

where \( g_i \) is the carbon intensity of generator \( i \). The intuition behind this metric is to shift load to regions with lower average carbon footprint, and thus reducing the average carbon emissions associated with electricity consumption. This type of metric has been proposed for data center load shifting in (26). A benefit of using \( \lambda_{\text{average}} \) is that these values are made publicly available by various companies (30), (31).

#### Excess low carbon power \( \lambda_{\text{excess}} \)

This metric considers shifting based on the amount of excess low carbon generation capacity available in a region, and accounts for renewable energy curtailment (solar PV and wind) as well as unused hydro, nuclear power and storage generation. The excess low carbon power is defined for a given region, where the value of the \( k \)th component of \( \lambda_{\text{excess}} \) is the same for all nodes \( k \) in a region \( \mathcal{R} \). Let \( e_i \) be the excess capacity (MW) for each low carbon generator \( P_{g,i} \) (with \( e_i = 0 \) for other generators). The \( k \)th component in \( \lambda_{\text{excess}} \) is given by

\[
\lambda_{\text{excess}} = -\sum_{i \in \mathcal{R}} e_i. \tag{4}
\]

This metric provides incentive to shift load to regions with high amounts of excess low carbon power (i.e., more negative values of \( \lambda_{\text{excess}} \)), which could allow for more utilization of low carbon generation. This metric has been proposed for inter-regional data center load shifting in (26).

#### Locational marginal carbon emissions \( \lambda_{\text{CO}_2} \)

This metric is defined as the change in carbon emission as a function of the change in load at a given node \( k \) in the network. Similar to the \( \lambda_{\text{LMP}} \), it is derived by considering how the DC OPF solution would change given a change in the load at a specific location. However, instead of considering the change in the objective function (which measures overall system cost), the derivation of \( \lambda_{\text{CO}_2} \) uses sensitivity analysis of linear programs to identify the change in the carbon emissions. The following derivation is adopted from (33).

Consider an optimal solution \( x^* = [\theta^*, P^*_g] \in \mathbb{R}^n \) to the DC OPF (1). From linear optimization theory we know there exists at least one basic optimal solution with \( Ax^* = b \), where \( A \in \mathbb{R}^{n \times n} \) is a full rank matrix consisting of the coefficients for all the binding constraints of (1) at the optimal solution \( x^* \) and \( b \) is the right hand side. Specifically, the rows of \( A \) consist of the equality constraints (1b) and (1e) as well as a subset of the inequality constraints (1c), (1d) that are satisfied at equality for \( x^* \).

A small change in load can be represented as a small change in the right hand side \( b \), given by \( \Delta b = [\Delta P_d, 0]^T \). Assuming that the change is sufficiently small to not alter the set of active constraints, we can compute the associated change in generation as \( A \Delta x = \Delta b \) where \( \Delta x = [\Delta \theta, \Delta P_g] \), giving the linear relationship

\[
\begin{bmatrix}
\Delta \theta \\
\Delta P_g
\end{bmatrix} = A^{-1} \cdot \begin{bmatrix}
\Delta P_d \\
0
\end{bmatrix}. \tag{5}
\]

Denote the matrix consisting of the last \( |G| \) rows and first \( |\mathcal{N}| \) columns of \( A^{-1} \) by \( B \). This gives the linear relationship between load and generation changes, \( \Delta P_g = B \cdot \Delta P_d \).

Let \( g \in \mathbb{R}^{|G|} \) be a cost vector that measures the carbon emissions of each generator per MW. The \( i \)th component of \( g \), \( g_i \), is the carbon intensity of generator \( i \). Multiplying each side of \( \Delta P_g = B \cdot \Delta P_d \) on the left by \( g \) gives us the following carbon sensitivity:

\[
\Delta CO_2 = g \cdot \Delta P_g = g \cdot B \cdot \Delta P_d = \lambda_{\text{CO}_2} \Delta P_d. \tag{6}
\]

where we define \( \lambda_{\text{CO}_2} = g \cdot B \). Intuitively we think of the \( k \)th component of \( \lambda_{\text{CO}_2} \) as measuring how an increase of 1 MW of load at node \( k \) will affect the total carbon emissions of the system.

The benefit of \( \lambda_{\text{CO}_2} \) is that it captures the impact of load shifting on carbon emissions in a more direct way than \( \lambda_{\text{LMP}} \) and includes detailed information regarding the marginal
impact of load shifting at specific data center locations compared with \( \lambda_{\text{average}} \) and \( \lambda_{\text{excess}} \). However, since the full network information needed to calculate the \( \lambda_{\text{CO}_2} \) is not made publicly available, it is not easy to calculate these values in real time. In addition, since \( \lambda_{\text{CO}_2} \) represents a linear sensitivity, these values may only be accurate for small load shifts.

**Remark 1.** Marginal carbon emissions at a node depends on the objective function considered when calculating an operating point. In a situation where the ISO minimizes carbon emissions instead of generation costs by replacing the objective function \( f^T P_g \) with \( g^T P_g \) where \( g \in \mathbb{R}^{|G|} \) is as defined above, the values of \( \lambda_{\text{CO}_2} \) could be obtained as the dual variables to the nodal power balance constraints in the same way that \( \lambda_{\text{MP}} \) is obtained for the DC OPF where the ISO is minimizing cost.

**C. ISO-controlled load shifting**

The second model for load shifting considered in this paper assumes that the data centers give their flexibility to the ISO, which uses this flexibility to achieve overall system objectives. We primarily consider this situation as a benchmark to the load shifting model defined in Section II-A.

**DC OPF with flexibility (DC OPF-FLEX).** In the DC OPF-FLEX model, the ISO considers the following optimization problem which includes data center load shifting flexibility:

\[
\begin{align}
\min_{P_g, \Delta P_{d,s}} & \quad c^T P_g + \sum_{i,j} d_{ij} s_{ij} \\
\text{s.t.} & \quad \sum_{\ell \in G} P_{g,\ell} - \sum_{\ell \in D} (P_{d,\ell} + \Delta P_{d,\ell}) = \sum_{j \in G} d_{ij} (\theta_i - \theta_j), \quad \forall i \in N \\
\text{Constraints} & \quad (1c), (1d), (1e) \quad (7c) \\
\text{Constraints} & \quad (2b), (2c), (2d), (2e) \quad (7d)
\end{align}
\]

The optimization variables \( \theta_i, i \in N \) and \( P_{g,\ell}, \ell \in G \) are as in DC OPF (1). The variables \( \Delta P_{d,\ell} \) for \( \ell \in C \) and \( s_{ij} \) for \( (i,j) \in C \times C \) are as defined in the data center driven shifting model (2). The objective value (7a) minimizes the cost of electricity production where \( c \in \mathbb{R}^{|G|} \) is a vector of generator costs with the additional cost \( d_{ij} \) of shifting load from data center \( i \) to data center \( j \). Constraints (7c), (7d) ensure the nodal power balance, line limits, generation capacity, reference node and data center load shifting flexibility constraints are met.

**Cost of carbon emissions.** In the formulation of DC OPF (1) and DC OPF-FLEX (7), we assumed that the ISO is minimizing the overall cost of operating the electric system, without consideration of carbon emissions. This is representative of system operations today. However, as mentioned in Remark 1, it is also possible that the ISO may change their objective and include a cost on the carbon emissions. In this case, we consider objective function

\[
[\alpha c^T + (1 - \alpha) g^T] \cdot P_g
\]

where \( \alpha \) is a weighting factor that represents the emphasis on minimizing generation cost versus reducing carbon emissions.

**Benchmarking.** We use the DC OPF-FLEX model as a benchmark for two reasons. First, many demand response schemes allow flexible loads to participate in markets by providing information about their flexibility to the ISO. Thus, the DC OPF-FLEX model (7) represents a realistic model of potential future interactions between data centers and the ISO. Second, all of the load shifting metrics that are proposed to guide data center load shifting in Section II-B provide only partial information about the impact of a load shift. In comparison, DC OPF-FLEX is able to optimize the load shift with exact knowledge of how the cost and/or carbon emissions will change as a result. Therefore, we can expect that these models will always find the most optimal load shift, i.e., the load shift that gives the lowest cost or carbon emissions. Theoretical results comparing these models were derived in [38].

**III. Evaluation Metrics**

Some evaluation metrics for data center efficiency and carbon emissions are provided in [41]. These metrics assess the flexibility and sustainability of data centers as well as the potential benefit to upgrading data center equipment. In contrast, we want to evaluate how shifting load geographically affects total system generation costs and carbon emissions.

Since the data centers represent a small subset of loads and only a relatively small percentage of the load at each data center is allowed to shift, the percentage decrease or increase is frequently only a small fraction of the total system emissions and cost. For this reason, we introduce two metrics that measure the change in generation cost and carbon emissions relative to the (small) amount of load that is shifted. The main purpose for introducing these two metrics is to normalize the change in carbon emissions and generation cost by the small amount of load being shifted.

**Reduction per allowed MW:** \( \mu_{\text{percent, } \text{CO}_2} \). This metric is defined as the change in carbon emission normalized by the maximum amount of load that can be shifted. The maximum amount of load that can be shifted (in MW), \( L_n \), can be calculated as \( L = \sum_{i \in G} c_{i} \cdot P_{d, i} \). Let \( \Delta \) be the total change in carbon emissions from the original DC OPF. We then define the relative reduction \( \mu_{\text{percent, } \text{CO}_2} \) as

\[
\mu_{\text{percent, } \text{CO}_2} = \frac{\Delta}{L_n}.
\]

The units of \( \mu_{\text{percent, } \text{CO}_2} \) are carbon tons per MW. This metric is a measure of how well a method is able to make use of the available flexibility.

**Reduction per shifted MW:** \( \mu_{\text{shift, } \text{CO}_2} \). This metric is similar to \( \mu_{\text{percent, } \text{CO}_2} \) but considers the change in carbon emissions when normalized by the actual load shift, as opposed to the maximum allowed load shift. Again, let \( \Delta \) be the total change in carbon from the original DC OPF.
Denote \( S = \sum_{i \in C} |\Delta P_{d,i}| \) as the total amount of load shifted (in MW). We then define
\[
\mu_{\text{shift}, \text{CO}_2} = \frac{\Delta}{S}.
\] (9)

The units of \( \mu_{\text{shift}, \text{CO}_2} \) are carbon tons per MW. This metric is a measure of the change in carbon emissions per MW shifted. Notice that if in each time step we shift the maximal amount of load as dictated by \( \epsilon \), then \( \mu_{\text{shift}, \text{CO}_2} = \mu_{\text{percent}, \text{CO}_2} \).

The definitions of \( \mu_{\text{percent}, \text{CO}_2} \) and \( \mu_{\text{shift}, \text{CO}_2} \) can easily be adapted to assess cost reductions by defining \( \Delta \) as the total change in cost relative to the original DC OPF. We denote the corresponding cost reduction metrics as \( \mu_{\text{percent}, \$} \) and \( \mu_{\text{shift}, \$} \).

**Predicted vs actual impact of load shifting.** For the data center-driven load shifting, all evaluation metrics mentioned above can be defined either for the predicted impact of the load shift obtained by considering the objective function of the data center problem \( (2) \) in Step 2 of our model, and for the actual load shift obtained after the ISO resolves the DC OPF \( (1) \) in Step 3. By evaluating the difference between the two, we can assess the accuracy of the data center-driven load shifting and check whether this model is overly optimistic when predicting the impact of a load shift.

**IV. Test Case**

We next perform an extensive year long analysis of the different methods to guide data center load shifting, using the data center-driven shifting model and shifting metrics outlined in Section III. Considering a full year of operations allows us to provide information based on a range of different operating conditions which gives a good overall idea of the behavior of each shifting metric.

For our analysis we use the IEEE RTS-GMLC system \[42\]. This system has 73 buses, 158 generators and 120 lines. The network has three regions, \( R_1 = \{v_1, \ldots, v_{24}\}, R_2 = \{v_{25}, \ldots, v_{48}\} \) and \( R_3 = \{v_{49}, \ldots, v_{73}\} \), which are used as definitions of the regions when evaluating \( \lambda_{\text{average}} \) and \( \lambda_{\text{excess}} \). Since the original system does not contain any loads that are designated as data centers, we assign data centers at buses 3, 7, 28 and 70. We assume that each of the data centers consume a fixed power of 250 MW throughout the year. For all other loads and renewable generation, we use the hourly load and generation data provided with \[42\]. The system serves a total of 44,821,000 MWh of load over the course of the whole year and the data centers account for 8,784,000 MWh or 19.6% of the total energy consumption (though the relative share varies over time).

Adding these large data center loads to the network greatly increases the total system load and results in time steps where the original DC OPF is infeasible. To remedy this we set the minimum generation constraint, \( P_{g,\text{min}} = 0 \) for all \( g \in G \), and increase the maximum generation constraints by 50% of the original value. We allow each data center to shift up to 20% of its load, or 50 MW, and put no limitations on how much load each data center can shift to one another. This means throughout the year at most 1,756,800 MW of load can shift, or 3.92% of the total system load.

**V. Comparison of Shifting Metrics**

In this section we compare the performance of the different shifting metrics and benchmark against ISO-controlled load shifting.

**A. Carbon Emissions Reduction from ISO-controlled Load Flexibility**

We first compare the impact of ISO-controlled load shifting on generation cost and carbon emission reduction by comparing results obtained from the DC OPF \( (1) \) and the DC OPF-FLEX \[4\]. We repeatedly solve these two problems with cost function \( (8) \) and values of \( \alpha \) ranging from 0 to 1. Figure 1 shows the generation cost and carbon emissions across all the different solutions for the cases with and without data center load flexibility. The low generation cost/high carbon emissions solution in the bottom right corner corresponds to the setting with \( \alpha = 1 \), where the ISO only considers cost minimization in their solution. The high generation cost/low carbon in the top left corner corresponds to the case with \( \alpha = 0 \), where the ISO minimizes carbon emissions. The intermediate values of alpha gives rise to the solutions along the blue and yellow lines.

![Fig. 1. Trade off as ISO minimizes cost and carbon with and without data center flexibility.](image)

We observe that as \( \alpha \) is reduced, there is first a large decrease in carbon emissions with only a small increase in generation cost, but as we approach \( \alpha = 0 \), there is both a large decrease in carbon emissions and a large increase in generation cost. The point \( \alpha = 0.1 \) is where the gradient of each curve changes, indicating that if the ISO would even lightly weight minimizing carbon emissions, substantial reductions could be achieved without dramatically increasing generation costs. This trend is similar for both cases (with/without flexibility), but the solution with flexibility consistently has lower generation cost for a solution with comparable carbon emissions. Similarly, the solution with flexibility can achieve lower carbon emissions at similar generation cost. This demonstrates the benefits of flexibility in general.

However, in our case, we are interested in understanding the impact of flexibility on carbon emission reductions for a specific choice of cost function. We can gain an initial understanding of this by comparing the difference in carbon emissions for the solutions without and with flexibility for
\( \mu = 1 \), i.e., when we only minimize cost. These two solutions correspond to the rightmost points on the blue and yellow lines. We observe that the solution with flexibility (yellow line) has lower carbon emissions than the solution with no flexibility (blue line). Specifically, the carbon emissions are reduced by 91 CO\textsubscript{2} tons (0.65\%). This indicates that for a given cost function, the carbon emissions reduction achieved through data center load flexibility only amounts to a small reduction of the total system emissions, even in the best case scenario where the ISO is using all available system information to make the best possible use of the additional flexibility.

### B. Comparison of Outcomes with Different Shifting Metrics

We next compare the performance of data center-controlled load shifting with different shifting metrics against each other and against the ISO-controlled benchmark. Using the data center-driven load shifting model and network parameter values as described in Section IV, we obtain solutions for the whole year with each shifting metric. We also include the results obtained from the initial DC OPF (without load flexibility, minimizing cost) and from the DC OPF-FLEX (with load flexibility, minimizing cost). The results in Table I represent the final results of the load shifting after the ISO has solved the DC OPF with the shifted load. The first two lines represent the benchmark results with the DC OPF and the DC OPF-FLEX, and the shifting metrics are ranked based on their total achieved carbon emission reduction. Observe that the DC OPF and DC OPF-FLEX models are both evaluated when \( \mu = 1 \).

We notice that the \( \lambda_{\text{CO}_2} \) metric is by far the best in terms of reducing carbon emissions, both in terms of the total carbon emission reduction and the reduction per shifted MW of load \( \mu_{\text{shift, CO}_2} \). On average, for every 1 MW shifted, we save 0.14 tons of carbon. The total carbon emission reduction is \(-1.44\%\) which is twice as large as the reduction achieved with the DC OPF-FLEX. This is a particularly interesting result, because it indicates that data center-driven load shifting with respect to \( \lambda_{\text{CO}_2} \) achieves higher carbon reductions than if the data centers were to relinquish their flexibility to the ISO. This supports the idea that direct action by the data centers to minimize carbon emissions can make a substantial difference in carbon emission reductions. We note that the carbon emission reduction is achieved while the system cost is reduced by 0.27\%.

Next, we observe that shifting with respect to \( \lambda_{\text{LMP}} \) results in carbon and cost savings that are comparable to the case where the ISO assumes control of the data center flexibility. The two cases decrease carbon emissions by \(-0.68\%\) and \(-0.65\%\) and give an overall decrease in generation cost of \(1.07\%\) and \(1.09\%\), respectively. This similarity is explained by observing that when the data centers shift with respect to \( \lambda_{\text{LMP}} \), they have similar objectives and the same constraints as when the ISO assumes control of the data center flexibility. The main difference is that DC OPF-FLEX gives a global solution while shifting with respect to \( \lambda_{\text{LMP}} \) relies on local sensitivity information.

Further, we observe that shifting with respect to \( \lambda_{\text{average}} \) gives a similar overall decrease in carbon as \( \lambda_{\text{LMP}} \). However, when the reduction is considered per MW shifted as in \( \mu_{\text{shift, CO}_2} \), we see that \( \lambda_{\text{average}} \) results in a greater carbon savings per MW shifted. This demonstrates that if a cost were to be associated to shifting load, \( \lambda_{\text{average}} \) would be more effective.

Finally, the shifting metric based on excess availability of low carbon power \( \lambda_{\text{excess}} \) actually increases the carbon emissions and generation costs of the network. This is a counter-intuitive since shifting load to a region of the network with the most excess low carbon resources seems like it should allow the data centers to make more use of low carbon generation sources. This is clearly not always the case as the actual location of the data center must be such that the data center can access the low carbon power. Line constraints within a region can prevent a data center from having access to these low carbon resources.

### C. Comparison of Accuracy

For each of the data center-driven shifting metrics, we can assess the accuracy of the metric as the difference between

\[
\Delta = \mu - \mu_{\text{baseline}}
\]

Where \( \mu \) is the metric under consideration and \( \mu_{\text{baseline}} \) is the baseline metric. The results show that the accuracy of the metric is typically in the range of \( \pm 0.1\% \) with the exception of \( \lambda_{\text{average}} \) which has an accuracy of \( \pm 0.3\% \).
the predicted carbon emission reduction (obtained from the data center internal optimization problem (1) in Step 2) and the actual change in carbon emissions (computed from based on the DC OPF in Step 3).

Table I and Table II show the predicted and actual change in carbon emissions, generation cost and curtailment, respectively. By comparing the results in the two tables, we see that the predicted carbon savings are better than the actual savings for all of the metrics. This implies that the shifting metrics are not able to provide an entirely accurate picture of the impact of load shifting. This is largely because the shifting model relies on a linear approximation of (1), which assumes the binding constraints remain the same before and after shifting. This need not be the case, which then makes the original linearization inaccurate.

In particular we notice that \( \lambda_{\text{excess}} \) predicts an overall decrease of 14,000 tons of carbon or \(-0.05\) tons per MW shifted, but actually produces a solution which leads to an increase in carbon emissions as seen in Table I. Further we observe that \( \lambda_{\text{average}} \) predicts a better carbon savings than \( \lambda_{\text{LMP}} \), both overall and per MW shifted. However, this contradicts the results in Section V-B which indicated that \( \lambda_{\text{LMP}} \) lead to a better overall savings.

VI. CONCLUSION

This paper extended previous work [38] introducing a model for technology companies to exploit the geographic load shifting flexibility of data centers to reduce carbon emissions independently of collaboration with an ISO. We reviewed four shifting metrics and two new evaluation metrics and performed an extensive analysis of these metrics on a years worth of data. We found that \( \lambda_{\text{CO}_2} \) outperformed all other metrics in terms of achieving carbon emission reductions. Importantly, the carbon savings achieved with this metric were larger than when the data center provided load flexibility directly to the ISO (who use this flexibility to minimize cost).

This work demonstrates the effectiveness of shifting with respect to \( \lambda_{\text{CO}_2} \) motivating the question of how to estimate these values in real time. Since these values are not currently made publicly available, future work largely involves a better understanding of how \( \lambda_{\text{CO}_2} \) varies as a function of other available system values.
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