Negative static permittivity and violation of Kramers-Kronig relations in quasi-two-dimensional crystals
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We investigate the wave-vector and frequency-dependent screening of the electric field in atomically thin (quasi-two-dimensional) crystals. For graphene and hexagonal boron nitride we find that, above a critical wave-vector $q_c$, the static permittivity $\varepsilon(q > q_c, \omega = 0)$ becomes negative and the Kramers-Kronig relations do not hold for $\varepsilon(q > q_c, \omega)$. Thus, in quasi-two-dimensional crystals, we reveal the physical confirmation of a proposition put forward decades ago (Kirzhnits, 1976), allowing for the breakdown of Kramers-Kronig relations and for the negative static permittivity. In the vicinity of the critical wave-vector, we find a giant growth of the permittivity. Our results, obtained in the ab initio calculations using both the random-phase approximation and the adiabatic time-dependent local-density approximation, and further confirmed with a simple slab model, allow us to argue that the above properties, being exceptional in the three-dimensional case, are common to quasi-two-dimensional systems.

PACS numbers: 77.22.Ch, 73.22.Pr

The concept of causality plays one of the central roles in contemporary science [1]. It is well known that causality in the time-domain (the impossibility for an effect to precede the cause in time) leads to the analyticity of a causal response-function in a complex half-plane in the frequency-domain, which, in turn, leads to Kramers-Kronig (KK) relations between the real and the imaginary parts of the response function [2].

It must be, however, recognized that the causality assumes that the response-function is applied to a cause and it produces an effect. In the case of the longitudinal electric field in a translationally invariant or a periodic system, the definition of the permittivity $\varepsilon(q, \omega)$ reads $\phi_{\text{tot}}(q, \omega) = \phi_{\text{ext}}(q, \omega)/\varepsilon(q, \omega)$, where $\phi_{\text{ext}}$ and $\phi_{\text{tot}}$ are the scalar potentials of the externally applied and the total electric fields, respectively. Since the cause is $\phi_{\text{ext}}$ and the effect is $\phi_{\text{tot}}$, not vice versa, this is $1/\varepsilon$ that is guaranteed to be causal, but not $\varepsilon$ itself [3]. Accordingly, KK relations must be satisfied by $1/\varepsilon$, but may or may not be satisfied by $\varepsilon$. For $|q| > 0$, this leaves $\varepsilon(q, \omega = 0)$ a freedom to be negative without violating the causality or destroying the stability of the system [4, 5]. If this happens, then the inverse permittivity has zeros in the upper half of the complex $\omega$-plane, making the permittivity itself a non-analytic function.

In the three-dimensional world the realizations of such negative static permittivity are scarce and they mostly concern exotic non-crystalline systems [6–10]. In this work we show that, above a critical wave-vector $q > q_c$ in the first Brillouin zone, the permittivity $\varepsilon(q, \omega)$ of the quasi-two-dimensional (Q2D) systems of the monolayer graphene and boron nitride is negative in the static limit. Accordingly, KK relations for the permittivity do not hold in this case. The inverse permittivity, on the contrary, remains causal and does satisfy KK relations.

We start by writing the permittivity of a Q2D crystal [11] (atomic units $\hbar = m_e = 1$ are used throughout unless otherwise indicated)

\[
\frac{1}{\varepsilon(q, \omega)} = 1 + \frac{2\pi}{q} \int_{-\infty}^\infty \chi_{00}(z, z', q, \omega) dz dz',
\]

where $\chi_{GQ}(z, z', q, \omega)$ is the density-response function of the system in the mixed, reciprocal in the system plane ($xy$) and real in the $z$-direction representation ($G$ are the 2D reciprocal lattice vectors).

![FIG. 1. (Color online) Schematics of 2D material under an external field. a) Q2D single-layer geometry and b) 3D super-cell geometry.](image)

Our time-dependent density-functional theory (TDDFT) calculation of the permittivity consists of two steps. Since Q2D systems lack periodicity in the $z$-direction, it is customary to use the super-cell method [12–14]. First, in the super-cell geometry, we calculate the density-response function $\chi_{GQ}(q, \omega; d)$ of an auxiliary 3D system comprised of an infinite periodic array of monolayers with the separation $d$ between them, as is schematized in Fig. 1 b) (the dependence of $\chi$ on $d$ is shown explicitly). Here $g$ are reciprocal vectors in the $z$-direction.

We have conducted the calculation for the monolayer pristine graphene using the full-potential linear aug-
mented plane-wave (FP-LAPW) code Elk [15]. The z-
axis period $d$ of the super-cell was taken 20 a.u. The
$k$-point grid of $512 \times 512 \times 1, 30$ empty bands, and the
damping parameter of 0.002 a.u. were used in both the
ground-state and the linear-response calculations. The
former was carried out within the local-density approxi-
mation (LDA) [16] for the exchange-correlation (xc) po-
tential, while the latter was the random-phase approxi-
mation (RPA) one (i.e., the xc kernel $f_{xc}$ [17] was set to
zero).

Results for $\varepsilon_{3D}$, obtained through

$$\frac{1}{\varepsilon_{3D}(\mathbf{q}, \omega; d)} = 1 + \frac{4\pi}{q^2} \chi_{00,00}(\mathbf{q}, \omega; d), \quad (2)$$

are presented in the left panels of Figs. 2 and 3 for
$q = 0.049$ and 0.152 a.u., respectively, along the $\Gamma M$
direction.

It is, however, known that $\varepsilon_{3D}(\mathbf{q}, \omega; d)$, calculated in
the super-cell geometry, is a quantity completely differ-
ent from the permittivity $\varepsilon(\mathbf{q}, \omega)$ of a single layer [11–
14], as can be also immediately appreciated from the
dependence of the former. Our second step consists,
therefore, in finding the density-response function $\chi$
of the single-layer system from that of the array of those
layers $\tilde{\chi}$. This can be conveniently done by virtue of the
matrix relation [11]

$$\chi(\mathbf{q}, \omega) = \tilde{\chi}(\mathbf{q}, \omega) [1 + C(\mathbf{q})\tilde{\chi}(\mathbf{q}, \omega)]^{-1}, \quad (3)$$

where the elements of the matrix $C$ are given by

$$C_{\mathbf{G}, \mathbf{G}'} = F_{gg'}(|G + q|)\delta_{\mathbf{G}, \mathbf{G}'}$$

$$F_{gg'}(p) = \frac{4\pi p^2 - gg'}{p^2 + g^2} \cos \left(\frac{g + g'}{2}\right)(1 - e^{-pd}). \quad (4)$$

In particular, $\chi$ calculated by Eqs. (3)-(4) is free of the
spurious inter-layer interaction, which is present in $\tilde{\chi}$.

By the use of Eqs. (3)-(4), we find $\chi$ in the 3D
reciprocal-space representation. Then, by the inverse
Fourier transform to the mixed representation and using
Eq. (1), we obtain the permittivity $\varepsilon(\mathbf{q}, \omega)$. The latter is
plotted in the right panels of Figs. 2 and 3.

A striking feature in Fig. 3, right panel, is that $\varepsilon(\mathbf{q}, \omega = 0)$ is negative and, since $\text{Im} \varepsilon(\mathbf{q}, \omega \geq 0) \geq 0$, the permittivity of graphene does not satisfy
Kramers-Kronig relations [2].

$$\text{Re} R(\omega) = R(\infty) + \frac{2}{\pi} \mathcal{P} \int_0^{\infty} \frac{\omega' \text{Im} R(\omega')}{\omega^2 - \omega'^2} d\omega', \quad (5)$$

$$\text{Im} R(\omega) = \frac{2\omega}{\pi} \mathcal{P} \int_0^{\infty} \frac{\text{Re} R(\omega') - R(\infty)}{\omega^2 - \omega'^2} d\omega', \quad (5)$$

$\mathcal{P}$ denoting the principal value of the integrals, with
$R(\omega) = \varepsilon(\mathbf{q}, \omega)$. This fact is further illustrated in Fig. 4,
where the real part of $\varepsilon(\mathbf{q}, \omega)$ is compared with the KK
transform of its imaginary part: The two functions coincide
at $q < q_c$ (left panel), but they are largely different at
$q > q_c$ (right panel). We found the critical wave-vector
for graphene to be $q_c \approx 0.118$ a.u. (0.223 Å$^{-1}$). [18]

On the other hand, it can be seen in Figs. 2 and 3, left
panels, that the array system has a positive static permittivity,
which cannot be otherwise for a 3D periodic system
within RPA [5].

Since KK relations are not satisfied by $\varepsilon(\mathbf{q}, \omega)$, the lat-
ter must have a singularity in the complex $\omega$ upper half-
plane. The singularity can only be a pole at $\omega = \omega_s$
satisfying

$$\frac{1}{\varepsilon(\mathbf{q}, \omega_s)} = 0. \quad (6)$$

Considering that (a) $1/\varepsilon(\mathbf{q}, \omega)$ is a real continuous func-
the critical wave-vector, the inverse permittivity crosses wave-vectors, below and above the critical value. Above on the positive imaginary axis from our results for it write using the parity properties of those functions, we can use of the KK relations for 1 side to the third one can be easily proven with the KK relation. Left: \( q < q_c \), KK relation holds. Right: \( q > q_c \), KK relation does not hold.

FIG. 4. (Color online) Real and imaginary parts of the permittivity of a single-layer graphene. Separately is plotted the real part obtained from the imaginary part by the use of KK relation. Left: \( q < q_c \), KK relation holds. Right: \( q > q_c \), KK relation does not hold.

Further, the equality of the second term on the right-hand side of Eq. (7) via its real and imaginary parts and using the parity properties of those functions, we can write

\[
1 - \frac{1}{\varepsilon(q, i\omega')} = 1 + \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\text{Re} \left\{ \varepsilon(q, \omega') \right\} - 1}{\omega' - i\omega} d\omega'.
\]  

Using the complex inverse permittivity in the right-hand side of Eq. (7) via its real and imaginary parts and using the parity properties of those functions, we can write

\[
1 - \frac{1}{\varepsilon(q, i\omega')} = 1 + \frac{1}{\pi} \int_{0}^{\infty} \frac{\text{Re} \left\{ \varepsilon(q, \omega') \right\}}{\omega'^2 + u^2} d\omega' + \frac{1}{\pi} \int_{0}^{\pi} \frac{\text{Im} \left\{ \varepsilon(q, \omega') \right\}}{\omega'^2 + u^2} d\omega'.
\]  

Further, the equality of the second term on the right-hand side to the third one can be easily proven with the use of the KK relations for \( 1/\varepsilon(q, \omega) \). We then have

\[
1 - \frac{1}{\varepsilon(q, i\omega')} = 1 + \frac{2}{\pi} \int_{0}^{\infty} \frac{\text{Im} \left\{ \varepsilon(q, \omega') \right\}}{\omega'^2 + u^2} d\omega'.
\]  

We use Eq. (9) to calculate the inverse permittivity on the positive imaginary \( \omega \)-axis from our results for it on the real axis. In Fig. 5, this is plotted for the two wave-vectors, below and above the critical value. Above the critical wave-vector, the inverse permittivity crosses zero (indicated by a circle in Fig. 5), which does not happen below the critical wave-vector. In Appendix A, we compare our results with the analytical ones known in the low-\( q \) regime [19, 20].

We can gain a further insight into the situation using the approximate analytical relation between the Q2D permittivity of a single layer and the 3D permittivity of the array of those layers

\[
1 - \frac{1}{\varepsilon(q, \omega')} = 1 + \frac{1}{\pi} \int_{0}^{\infty} \frac{\text{Re} \left\{ \varepsilon(q, \omega') \right\} - 1}{\omega' - i\omega} d\omega'.
\]  

rather than with the ‘exact’ numerical solution of Eqs. (3)-(4). Equation (10), derived in Ref. 14, is a good approximation at \( q \) far from the critical value from the both sides, as we demonstrate below in Fig. 7. Solving Eq. (10) with respect to \( \varepsilon_{3D} \), we find that \( 1/\varepsilon \) is zero if

\[
\varepsilon_{3D}(q, \omega; d) = 1 + 2 - \frac{2}{\pi} \int_{0}^{\infty} \frac{\text{Im} \left\{ \varepsilon(q, \omega') \right\}}{\omega'^2 + u^2} d\omega'.
\]  

In Fig. 6, we plot \( \varepsilon_{3D}(q, \omega; d) \) along the positive imaginary \( \omega \). Although \( \varepsilon_{3D}(q, \omega; d) \) is analytic in the upper complex \( \omega \)-plane at all values of \( q \), it gives rise to a zero in \( 1/\varepsilon \) (a pole in \( \varepsilon \)) when the condition (11) is met. In Fig. 6 this is shown as an intersection, in the case of \( q > q_c \), with the straight horizontal line representing the right-hand side of Eq. (11).

Figure 7 is presented in support of the fact that the permittivity obtained through the ‘exact’ numerical procedure via Eqs. (3), (4), and (1) can be accurately approximated by the simple analytical formula of Eq. (10), if \( q \) is sufficiently below or above the critical wave-vector (upper panels). On the contrary, the same comparison done for the wave-vector slightly below and above the
We present results for the permittivity of the hexagonal boron nitride (h-BN), known to be an insulator [22]. Similar to graphene, above a critical wave-vector $q_c \approx 0.323$ a.u. (0.610 Å$^{-1}$) (right panel of Fig. 8), the permittivity of BN does not satisfy KK relations, while having a negative static limit. Furthermore, in Appendix B, we demonstrate that a simple local model of a metallic slab in vacuum supports the negative static permittivity at larger wave-vectors. This shows that the negative static permittivity and the breakdown of KK relations is a rather general property common to Q2D systems.

Importantly, in perfect 3D crystals the negative static permittivity is only possible due to the dynamic xc effects in the electronic response [5]. Since our results for Q2D crystals are obtained within the RPA, i.e., neglecting the xc effects, and the negative static permittivity occurs possible, the situation is fundamentally different with Q2D crystals: This is the finite but microscopic thickness of the crystal, which is also the break of the periodicity in one dimension, that makes the negative static permittivity possible. Nonetheless, static and dynamic many-body effects play an important part in Q2D crystals [23, 24], which have not been accounted for in the present study. In Appendix C, we show that the inclusion of the xc kernel $f_{xc}$ on the level of the adiabatic time-dependent local-density approximation (ATDLDA) [17, 25, 26] does not lead to a significant change in the results. The inclusion of the same effects within TDDFT with more elaborate $f_{xc}$, e.g., following the schemes known in the 3D case [27, 28], presents a challenge in the case of Q2D systems. Furthermore, for Q2D crystals supported on substrates, the interaction with the latter strongly influences the excitation processes [29], which is also a demanding problem to be addressed in the future.

For the accurate interpretation of the results, it is necessary to keep in mind the exact meaning of the permittivity (1) of a Q2D crystal. This definition is given in two steps:[11] First, the 2D conductivity $\sigma_{2D}$ with respect to...
the external field is introduced
\[ J_{2D}(q, \omega) = \sigma_{\text{ext}}^{2D}(q, \omega) E_{\text{ext}}(q, \omega), \] (12)
where \( E_{\text{ext}}(q, \omega) \) is the uniform in the \( z \)-direction external electric field, and \( J_{2D}(q, \omega) \) is the 3D current-density integrated in the \( z \)-direction and averaged over the unit cell in the \( xy \)-plane. Secondly, the permittivity of a Q2D crystal is defined by the relation
\[ \frac{1}{\varepsilon(q, \omega)} = 1 + \frac{2\pi q}{i\omega} \sigma_{\text{2D}}^{\text{ext}}(q, \omega), \] (13)
rigorously valid for a strictly 2D system. The final justification of Eq. (13) is that with this definition the usual formula for the energy dissipation
\[ Q(q, \omega) = -\frac{\omega}{4\pi q} |E_{\text{ext}}(q, \omega)|^2 \text{Im} \frac{1}{\varepsilon(q, \omega)} \] (14)
holds for a Q2D crystal exactly. However, as detailed in Ref. 11, the Q2D permittivity cannot be attributed the meaning of the coefficient of proportionality between the external and the total fields and, hence, Eq. (14) cannot be rewritten in terms of \( E_{\text{tot}} \) and \( \text{Im} \varepsilon \). We note that these complications call for the particular caution in the consideration of the negative static permittivity in the context of the 2D superconductivity [4, 5]. The behavior of the total field along the \( z \)-direction in graphene is further discussed in Appendix Sec. D.

In conclusions, we have established the violation of Kramers-Kronig relations by the wave-vector and frequency dependent permittivity of quasi-two-dimensional graphene and boron nitride above a critical magnitude of the wave-vector, and the static permittivity was found negative in this case. The mechanism for the negative static permittivity was shown conceptually different from that in the 3D case: It is due to the system finite microscopic thickness rather than to the exchange-correlation effects. Our findings suggest the fundamental differences of the screening and the electronic excitation processes in quasi-2D crystals as compared with both 3D and purely 2D systems. It is, however, discussed that further work is required to consider the present results in the context of the 2D superconductivity.
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Appendix A: Low-Q permittivity of graphene

![Graph showing inverse permittivity of graphene as a function of the imaginary frequency](image)

At small $q$, the permittivity of graphene, thought as a strictly 2D system, can be written as a function of the imaginary frequency as \[ \varepsilon(q, iu) = 1 + \frac{\pi q}{2\sqrt{u^2 + (q v_f)^2}}, \] (A1)

where $v_f \approx 0.26$ a.u. [19] is the Fermi velocity. In Fig. 9 we compare our first-principles results for graphene as a Q2D system to those from Eq. (A1). The conclusions are as follows:

1. At very small wave-vector ($q = 0.003$ a.u.) the two calculations are in good agreement except for $u$ at and very close to zero. The latter disagreement at very small $q$ and $u$ (or $\omega$, in the real-frequency calculation) is due to a the principle difficulty in achieving a good accuracy in the numerical calculation with finite $k$-grid and damping in the very vicinity of the Dirac point. In this regime results obtained through Eq. (A1) can be thought superior to the \textit{ab initio} ones. See also discussion of Fig. 6 in Ref. 11.

2. Small but not too small wave-vector ($q = 0.009$ and 0.021 a.u.). The agreement between the two calculations is very good in the low $u$ range. There is, however, no reason for them to agree at higher $u$, since the analytical formula is built on the two-bands model, while the numerical calculation uses the realistic band-structure (30 bands for this calculation) (see also Fig. 6 in Ref. 11 to illustrate the same point in the real-frequency calculation).

3. Larger wave-vector ($q = 0.049$ a.u.). The two calculations disagree, the small-$q$ expansion being not relevant any more.

In both regimes 2 and 3 the numerical results are superior to the analytical ones.

Appendix B: Slab with a local constituent permittivity: illustrative phenomenological model

In order to illustrate the general nature of the negative static permittivity and, consequently, of the violation of KK relations in Q2D systems, in this section we consider a simple model of a slab of the thickness $a$ comprised of a uniform medium with the local permittivity $\varepsilon(\omega)$, as shown in Fig. 10. Let the externally applied potential be

$$\phi_{\text{ext}}(r, \omega) = e^{i(q \cdot r - \omega t)},$$

where $q$ lies in the $xy$ plane. Then the total potential in the regions I, II, and III can be written as

$$\phi(z) = \begin{cases} 
I & 1 + A_1 e^{-qz}, \\
II & \frac{1}{2} + A_2 e^{-qz} + B_2 e^{qz}, \\
III & \frac{1}{2} + B_3 e^{qz}, 
\end{cases}$$

(B2)
where $A_1$, $A_2$, $B_2$, and $B_3$ are constants to be found from the boundary conditions

\begin{align*}
1 + A_1 e^{-qa/2} &= \frac{1}{\varepsilon} + A_2 e^{-qa/2} + B_2 e^{qa/2}, \\
1 + B_3 e^{-qa/2} &= \frac{1}{\varepsilon} + A_2 e^{qa/2} + B_2 e^{-qa/2}, \\
-A_1 e^{-qa/2} &= \varepsilon \left[ -A_2 e^{-qa/2} + B_2 e^{qa/2} \right], \\
B_3 e^{-qa/2} &= \varepsilon \left[ -A_2 e^{qa/2} + B_2 e^{-qa/2} \right],
\end{align*}

where the first two are due to the continuity of $\phi(z)$ at the interfaces and the last two to the continuity of the $z$-component of the displacement vector $D_z = -\varepsilon \left( \frac{d\phi(z)}{dz} \right)$. The solution of Eqs. (B3) is

\begin{align*}
A_2 &= B_2 = \frac{\varepsilon - 1}{\varepsilon} \frac{e^{qa/2}}{1 + e^{aq} + \varepsilon(e^{aq} - 1)}, \\
A_1 &= B_3 = \varepsilon (1 - e^{aq}) A_2.
\end{align*}

The induced charge-density can be found as

$$
\rho(z) = -\frac{1}{4\pi} \left( \frac{d^2}{dz^2} - q^2 \right) [\phi(z) - \phi_{\text{ext}}(z)].
$$

Therefore, using Eqs. (B2) and $\phi_{\text{ext}}(z) = 1$, we have

\begin{align*}
\rho(z) &= \frac{q}{4\pi} \left\{ q \left( \frac{1}{\varepsilon} - 1 \right) \Theta \left( \frac{a}{2} - z \right) \Theta \left( z - \frac{a}{2} \right) + \delta \left( z - \frac{a}{2} \right) \left[ (A_1 - A_2) e^{-qa/2} + B_2 e^{aq/2} \right] \\
&\quad+ \delta \left( z + \frac{a}{2} \right) \left[ (B_3 - B_2) e^{-aq/2} + A_2 e^{aq/2} \right] \right\},
\end{align*}

where $\Theta(x)$ is the Heaviside step-function. Then

$$
\int \chi(z, z') dz dz' = \int \rho(z) dz = \frac{q^2 a}{4\pi} \left( \frac{1}{\varepsilon} - 1 \right) \left[ A_1 e^{-aq/2} + 2A_2 \sinh (qa/2) \right],
$$

where Eqs. (B4) were used. Finally, using Eq. (1), we have

$$
\frac{1}{\varepsilon(q, \omega)} = 1 + \frac{qa}{2} \left[ \frac{1}{\varepsilon(\omega)} - 1 \right] + A_1(q, \omega) e^{-qa/2} + 2A_2(q, \omega) \sinh (qa/2),
$$

where we have restored the explicit arguments of the functions.

In Fig. 11 we plot the permittivity of Eq. (B8) for a metallic slab with the Drude constituent permittivity

$$
\varepsilon(\omega) = 1 - \frac{\omega_p^2}{(\omega + i\eta)^2}
$$
with $\eta/\omega_p = 0.067$. Similar to the first-principles calculations for Q2D crystals, the model system yields the negative static permittivity at larger wave-vectors (right panel of Fig. 11). Finally, by the direct substitution of Eqs. (B4) and (B9) into Eq. (B8), it is easy to show that, in the limit of the 2D electron gas ($a \to 0, \omega_p^2 a = 4\pi n_{3D} a \to 4\pi n_{2D}$), the permittivity (B8) reduces to

$$\varepsilon(q, \omega) \to 1 - \frac{2\pi n_{2D} q}{(\omega + i\eta)^2},$$

(B10)

which is a standard result for the 2D electron gas in the long-wave limit, with which, the negative static permittivity is not, of course, possible.

### Appendix C: Beyond RPA: Adiabatic time-dependent local-density approximation

In order to go beyond RPA, we have conducted calculations using the xc kernel $f_{xc}$ at the level of ATDLDA. Results are presented in Fig. 12, showing no significant difference compared with RPA. It must be noted that for TDDFT as applied to Q2D crystals, ATDLDA is the current state-of-the-art in accounting for the dynamic xc effects. Indeed, more elaborate kernels [27, 28], developed for 3D crystals, are not applicable to the Q2D case.
Appendix D: Distribution of the charge-density and the total potential in the Z-direction

In Fig. 13 we plot the charge-density $\rho(q, z)$ induced in graphene and the corresponding total potential $\phi(q, z)$ in response to the static, uniform in the $z$-direction, unity-amplitude external potential for the two values of the in-plane wave-vector, below and above the critical value $q_c$. An important feature seen from the lower panel is that, although a strong screening occurs inside the graphene layer, the direction of the total field does not change sign even for $q > q_c$. This prevents us from directly relating the negative static permittivity in Q2D crystals to the 2D superconductivity in these systems.