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Abstract

Motivated by the general matrix deviation inequality for i.i.d ensemble Gaussian matrix [15, Theorem 11.1.5], we show that this property holds for $\ell_p$-norm with $1 \leq p < \infty$ and i.i.d ensemble sub-Gaussian random matrices, which is a random matrix with i.i.d mean-zero, unit variance, sub-Gaussian entries. As a consequence of our result, we establish the Johnson–Lindenstrauss lemma from $\ell_2^n$-space to $\ell_p^n$-space for all i.i.d ensemble sub-Gaussian random matrices.
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1 Introduction

Given an \( m \times n \) random matrix \( A \), the uniform deviation inequality plays an important role in theory of random matrices. Also it has many interesting and important consequences. We first quote a classical result \([15, \text{Theorem 11.1.5}]\) for i.i.d ensemble Gaussian random matrices with respect to positive-homogeneous and subadditive function, which is very useful in asymptotic geometric analysis, and the proof goes back to \([13, \text{Lemma 3}]\), which has a different formulation.

**Theorem 1.1.** Let \( A \in \mathbb{R}^{m \times n} \) be a random matrix with i.i.d \( \mathcal{N}(0,1) \) entries, \( T \subseteq \mathbb{R}^n \), and \( f : \mathbb{R}^m \rightarrow \mathbb{R} \) be a function such that
\[
f(cv) = cf(v) \quad \forall c \geq 0, \ v \in \mathbb{R}^m \quad \text{and} \quad f(u + v) \leq f(u) + f(v) \quad \forall u, v \in \mathbb{R}^m.
\]
Then we have
\[
\mathbb{E}[\sup_{x \in T} |f(Ax) - \mathbb{E}[f(Ax)]|] \leq C \text{Lip}(f) \gamma(T),
\]
where \( \gamma(T) \equiv \mathbb{E}[\sup_{x \in T} |\langle g, x \rangle|], \ g \sim \mathcal{N}(0, I_n), \) and \( \text{Lip}(f) \) is the Lipschitz constant of \( f \). Here \( C \) is an absolute universal constant and \( \gamma(T) \) is called the Gaussian complexity of \( T \).

Note that if \( f(x) \equiv \sup_{y \in S} \langle x, y \rangle \), then \( f(x) \) satisfies the conditions of Theorem 1.1 and \( \text{Lip}(f) = \text{rad}(S) \), so (1) is sharp (see \([15, \text{Theorem 11.2.4}]\) and \([15, \text{Exercise 8.7.2}]\)). An important application of matrix deviation inequality is to establish a Lipschitz embedding between two normed spaces. See \([13, \text{Theorem 7}]\) and \([15, \text{Theorem 11.3.3}]\) for using i.i.d ensemble Gaussian matrix to prove the existence of the embedding from a finite dimensional normed spaces into a low-dimensional Euclidean spaces and the embedding from a high-dimensional Euclidean spaces into a low-dimensional Euclidean spaces. See also \([15, \text{Theorem 8.7.1}]\) and \([8]\) for Chevet inequality and \([2]\) for the \( \ell_p \)-Gaussian-Grothendieck problem.

Still, it is a challenging open problem to study the universality of the matrix deviation inequality (see \([15, \text{Remark 11.1.9}]\)). In other words, whether the general matrix deviation inequality holds for i.i.d ensemble sub-Gaussian random matrix, which is a random matrix with i.i.d mean-zero, unit variance, sub-Gaussian entries. Note that this problem was solved by Liaw et al. \([7, \text{Theorem 1}]\) when \( f(\cdot) = \| \cdot \|_2 \). Namely, if \( A \in \mathbb{R}^{m \times n} \) is an i.i.d ensemble sub-Gaussian random matrix with \( K = \|A_{1,1}\|_{\psi_2} \), where \( \|X\|_{\psi_2} \) is the sub-Gaussian norm of \( X \) (see Definition 2.1), then
\[
\mathbb{E}[\sup_{x \in T} \|Ax\|_2 - m^{1/2}\|x\|_2] \|_{\psi_2} \leq CK^2 \gamma(T) \quad \forall T \subseteq \mathbb{R}^n.
\]
In addition, (2) still holds if \( m^{1/2}\|x\|_2 \) is replaced by \( \mathbb{E}[\|Ax\|_2] \). See \([15, \text{Chapter 9}]\) for the applications.
Main Results. In this paper, we aim to prove the matrix deviation inequality for $\ell_p$-norm, $1 \leq p < \infty$, and i.i.d ensemble sub-Gaussian random matrices.

Theorem 1.2. Let $A \in \mathbb{R}^{m \times n}$ be a random matrix with i.i.d, mean-zero, unit variance, sub-Gaussian entries $\{A_{i,j}\}$ and $K = \|A_{i,j}\|_2$. Then we have

$$\left\| \sup_{x \in T} \|Ax\|_p - m^{\frac{1}{p}} \|A_1 x\|_{L^p} \right\|_2 \leq \begin{cases} C_p K^{p} \|A_{1,1}\|_{L^p}^{(p+2)} \text{Lip}(\| \cdot \|_p) \gamma(T), & \text{if } p \in [1, 2] \\ C_p K^{p+2} \text{Lip}(\| \cdot \|_p) \gamma(T), & \text{if } p \in (2, \infty). \end{cases} \tag{3}$$

where $A_i$ is the $i$th row of $A$, $\|A_1 x\|_{L^p} = \mathbb{E}[\|A_1 x\|_p^p]$, and $C_p$ is a positive absolute constant depending only on $p$. In addition, (3) still holds if $m^{1/p}\|A_1 x\|_{L^p}$ is replaced by $\mathbb{E}[\|Ax\|_p]$.

As a consequence of Theorem 1.2, we show that any i.i.d ensemble sub-Gaussian random matrix can be regarded as an embedding from $\ell^2$-space to $\ell^m_p$-space such that the distances between two points do not increase by more than a factor $D_p(1 + \epsilon)$ and do not decrease by more than a factor $d_p(1 - \epsilon)$.

Corollary 1.3. Let $\epsilon \in (0, 1)$, $T$ be a finite subset of $\mathbb{R}^n$ containing $N$ elements, and

$$(d_p, D_p) = \begin{cases} (C_p \|A_{1,1}\|_p, 1), & \text{if } 1 \leq p < 2, \\ (1, 1), & \text{if } p = 2, \\ (1, C_p K), & \text{if } 2 < p < \infty. \end{cases} \tag{4}$$

Then, under assumption of Theorem 1.2, we have

$$\mathbb{P}
\left(
 d_p(1 - \epsilon) \|x - y\|_2 \leq \| \frac{1}{m^{1/p}} A(x - y) \|_p \leq D_p(1 + \epsilon) \|x - y\|_2 \quad \forall x, y \in T
\right)
\geq \begin{cases} 1 - 2 \exp( - C_p K^{2p} (\|A_{1,1}\|_p)^{2(p+3)} \log(N)) & \text{if } 1 \leq p \leq 2 \\ 1 - 2 \exp( - C_p K^{2p+2} \log(N)) & \text{if } 2 < p < \infty. \end{cases} \tag{5}$$

Remark 1.4. For the problem of dimension reduction, Brinkman and Charikar [1] and Ping Li [6] both give overviews of the results in this area. See also [5] for the problem of distortion and [15, Section 11.3] for the random projection. For more general results and similar problems, see [9], [10], and [11].
**Heuristics.** The core of our proof of Theorem 1.2 is to show that

\[ R_x \equiv \|Ax\|_p - m^\frac{1}{p} \|A_1 x\|_{L^p} \quad \forall x \in \mathbb{R}^p \]

has sub-Gaussian increments (see Lemma 3.5). To do this, we will use the approach given by [13, The proof of Lemma 3] and [7, p. 292], which indicates that it suffices to consider some special cases of Lemma 3.5 (see Lemma 3.2 and Lemma 3.4). In order to prove these special cases, we establish the sub-Gaussian concentration inequality with respect to \( \ell_p \)-norm by using [4, Corollary 1.4] to control the tail probability of the sum of i.i.d \( 2/p \)-Orlicz random variables \( |X_j|^p \) (see Lemma 3.3), where \( X_1 \) is a mean-zero sub-Gaussian random variable (note that Lemma 3.3 is a generalization of [7, Proposition 5.1]).

## 2 \( \alpha \)-Orlicz Random Variables

**Definition 2.1.** Let \( \alpha > 0 \) and \( X \) be a random variable. The \( \alpha \)-Orlicz norm of \( X \) is defined by

\[ \|X\|_{\psi_\alpha} \equiv \inf\{t > 0 : \mathbb{E}[\exp(|X|^\alpha/t^\alpha)] \leq 2\} \quad (6) \]

(For convenience, we set \( \inf \emptyset = \infty \)).

We say \( X \) is a \( \alpha \)-Orlicz random variable if \( \|X\|_{\psi_\alpha} < \infty \). In particular, we say \( X \) is a sub-Gaussian random variable if \( \|X\|_{\psi_2} < \infty \). Note that \( \| \cdot \|_{\psi_\alpha} \) is a norm if and only if \( \alpha \geq 1 \). Nevertheless, \( \| \cdot \|_{\psi_\alpha} \) still make sense for any \( \alpha > 0 \).

The following proposition states the equivalent definitions of \( \| \cdot \|_{\psi_\alpha} \), which will be used throughout this paper. Note that the proof of Proposition 2.2 is the same as [15, Proposition 2.5.2].

**Proposition 2.2.** Let \( \alpha > 0 \) and \( X \) be a random variable. Then the following properties are equivalent:

(a) The MGF of \( |X|^\alpha \) is bounded at some point, namely

\[ \mathbb{E}[\exp(|X|^\alpha/K_1^\alpha)] \leq 2. \quad (7) \]

(b) The tails of \( X \) satisfy

\[ \mathbb{P}(|X| \geq t) \leq 2 \exp(-t^\alpha/K_2^\alpha) \quad \forall t \geq 0. \quad (8) \]

(c) The moments of \( X \) satisfy

\[ \|X\|_{L^p} \leq K_3 p^\frac{1}{\alpha} \quad \forall p \geq \alpha \quad (9) \]
Here the parameters $K_i > 0$ appearing in these properties differ from each other by at most a constant that depends on $\alpha$.

By the definition of $\| \cdot \|_{\psi_\alpha}$, it is clear that we have the following relation.

**Lemma 2.3.** Let $X$ be a random variable such that $\|X\|_{\psi_\alpha \beta} \vee \|X\|_{\psi_\alpha} < \infty$. Then $\|X\|_{\psi_\alpha} = \|X\|_{\psi_\alpha \beta}^\beta$.

### 3 Proofs

#### 3.1 Proof of Theorem 1.2

Consider the norm induced by $A$ as follows and recall the definition of $R_x$:

$$
\|x\| \equiv \|A_1 x\|_{L^p} \quad \text{and} \quad R_x = \|Ax\|_p - \frac{1}{m^p} \|x\| \quad \forall x \in \mathbb{R}^n.
$$

(10)

Recall the Generic chaining bound [15, Theorem 8.5.3]. Note that the proof of [15, Theorem 8.5.3] actually gives the following estimation.

**Proposition 3.1.** Let $T \subseteq \mathbb{R}^n$, $x_0 \in T$, and $\{R_x\}_{x \in T}$ be a random process such that $\|R_x - R_y\|_{\psi_2} \leq \mathcal{K}\|x - y\|_2$ for every $x, y \in T$. Then

$$
\left\| \sup_{x \in T} |R_x - R_{x_0}| \right\|_{\psi_2} \leq C \mathcal{K} \gamma(T),
$$

where $C$ is a positive absolute constant. In particular, if $R_{x_0} = 0$, then $\left\| \sup_{x \in T} |R_x| \right\|_{\psi_2} \leq C \mathcal{K} \gamma(T)$.

To prove Theorem 1.2, it suffices to show that $\{R_x\}_{x \in \mathbb{R}^n}$ has sub-Gaussian increments (i.e., Lemma 3.5). Indeed, since $\gamma(T \cup \{0\}) = \gamma(T)$ and $R_0 = 0$, it follows that (3) is an immediate consequence of Proposition 3.1 and Lemma 3.5. Also, by triangle inequality and $\sup_{x \in T} \|x\|_2 C = \sup_{x \in T} \mathbb{E}[\|g, x\|] = \gamma(T)$, where $C = \mathbb{E}[\|g\|]$ and $g \sim \mathcal{N}(0, 1)$, it is clear that $m^{1/p} \|A_1 x\|_{L^p}$ can be replaced by $\mathbb{E}[\|Ax\|_p]$.

Let us start with some properties that will be used throughout the proof.

(a) Applying Jensen’s inequality shows that

$$
K \geq \inf \{ t > 0 : \exp \left( \frac{\mathbb{E}[\|A_1 x\|_2^2]}{t^2} \right) \leq 2 \} = \sqrt{\frac{1}{\ln 2}} > 1.
$$

(11)
(b) Note that \(\| \cdot \|\) and \(\| \cdot \|_2\) are equivalent. Namely,
\[
C_p \|A_{1,1}\|_{L^p} \|x\|_2 \leq \|x\| \leq \|x\|_2 \quad \forall 1 \leq p \leq 2
\]
and
\[
\|x\|_2 \leq \|x\| \leq C'_p K \|x\|_2 \quad \forall 2 \leq p < \infty,
\]
where \(C_p\) and \(C'_p\) are positive constants that depend on \(p\). The proof of (13) follows from [15, Exercise 2.6.5]. The lower bound of (12) is an immediate consequence of Marcinkiewicz–Zygmund inequality [3, Section 10.3] and Minkowski’s integral inequality [14, Theorem 6.2.7]. Indeed, if \(\|x\|_2 = 1\), then
\[
\|x\| \geq C_p E[(\sum_{j=1}^n (A_{1,j}x_j)^2)^{p/2}]^{1/p} \geq C_p (\sum_{j=1}^n x_j^2 E[|A_{1,j}|^p]^{1/p})^{1/2} = C_p \|A_{1,1}\|_{L^p}.
\]

(c) Applying Hölder inequality gives
\[
\text{Lip}(\| \cdot \|_p) = \begin{cases} \frac{1}{m_p} - \frac{1}{2}, & \text{if } 1 \leq p \leq 2 \\ 1, & \text{if } 2 \leq p < \infty. \end{cases}
\]

3.1.1 Case 1: \(x \in \mathbb{R}^n\) and \(y = 0\)

**Lemma 3.2.** Under assumption of Theorem 1.2, we have
\[
\|R_x\|_{\psi_2} \leq \left\{ \begin{array}{ll} C_p (K/\|A_{1,1}\|_{L^p})^p \text{Lip}(\| \cdot \|_p) \|x\|_2, & \text{if } 1 \leq p \leq 2 \\ C_p K^p \text{Lip}(\| \cdot \|_p) \|x\|_2, & \text{if } 2 \leq p < \infty. \end{array} \right.
\]

To prove Lemma 3.2, it suffices to establish Lemma 3.3. Indeed, by [15, Proposition 2.6.1], we have \(\|A_{1,1}\|_{L^p} \leq CK \|x\|_2\), so applying the following lemma gives
\[
\|R_x\|_{\psi_2} \leq C_p \|x\| K^p (\|x\|_2)^p \leq C_p K^p \|A_{1,1}\|_{L^p} \|x\|_2 \quad \text{if } 1 \leq p \leq 2; \\
\|R_x\|_{\psi_2} \leq C_p \|x\| K^p (\|x\|_2)^p = C_p \|x\|_2 K^p (\|x\|_2)^{p-1} \leq C_p \|x\|_2 K^p \quad \text{if } 2 \leq p < \infty.
\]

**Lemma 3.3.** Let \(1 \leq p < \infty\) and \(\{X_i\}_{1 \leq i \leq \infty}\) be i.i.d sub-Gaussian random variables such that \(\|X_1\|_{L^p} = 1\) and \(K \equiv \|X_1\|_{\psi_2} < \infty\). Then, for each \(m \geq 1\) and \(X^{(m)} = (X_1, ..., X_m)\), we have
\[
\|\|X^{(m)}\|_p - m^p \| \|_{\psi_2} \leq C_p K^p \text{Lip}(\| \cdot \|_p),
\]
where \(C_p\) is a positive absolute constant depending only on \(p\).
Proof. To prove Lemma 3.3, it suffices to show that
\[
\mathbb{P}\left( \left\| X^{(m)} \right\|_p - m^{\frac{1}{p}} \geq s \right) \leq \begin{cases} 
2 \exp\left(-C_p \frac{s^2}{K^{2p}m^{\frac{1}{p}}-1}\right), & \text{if } 1 \leq p < 2 \\
2 \exp\left(-C_p \frac{s^2}{K^{2p}}\right), & \text{if } 2 \leq p < \infty
\end{cases} \quad \forall s > 0, 
\tag{16}
\]
where \( C_p \) is a positive absolute constant.

Step 1. In this step, we prove (16) when \( 1 \leq p < \infty \) and \( s \leq K^p m^{\frac{1}{p}} \). Note that if \(|z - 1| \geq \delta \) and \( z \geq 0 \), then \(|z^p - 1| \geq \delta\). Then we have
\[
\mathbb{P}\left( \left| \frac{1}{m^p} \left\| X^{(m)} \right\|_p - 1 \right| \geq \delta \right) \leq \mathbb{P}\left( \left| \frac{1}{m} \sum_{i=1}^{m} (\left| X_i \right|^p - 1) \right| \geq \delta \right).
\]
Since \(||X_i||_{\psi_p} \leq c_p ||X_i||_{\psi_2}\) for each \( 1 \leq p < 2 \), we have
\[
\left| \left| X_i \right|^p - 1 \right|_{\psi_1} \leq c_p \left| \left| X_i \right|^p \right|_{\psi_1} \leq c_p \left| \left| X_i \right|^p \right|_{\psi_p} \leq c_p K^p \quad \forall 1 \leq p < 2
\tag{17}
\]
and
\[
\left| \left| X_i \right|^p - 1 \right|_{\psi_2^p} \leq c_p \left| \left| X_i \right|^p \right|_{\psi_2^p} \leq c_p \left| \left| X_i \right|^p \right|_{\psi_2^p} \leq c_p K^p \quad \forall 2 \leq p < \infty
\tag{18}
\]
by [4, Lemma A.3] and Lemma 2.3. Let \( \alpha_i = \frac{1}{m^p} \). Then applying [4, Corollary 1.4] with \( \alpha = 1 \) if \( 1 \leq p < 2 \); \( \alpha = \frac{2}{p} \) if \( 2 \leq p < \infty \) gives
\[
\mathbb{P}\left( \left| \frac{1}{m} \sum_{i=1}^{m} (\left| X_i \right|^p - 1) \right| \geq \delta \right) \leq 2 \exp\left(-C_p \min\{ \frac{\delta^2}{2}, \frac{\delta}{K^{2p}} \} m \right)
\]
\[
= 2 \exp\left(-C_p \frac{\delta^2 m}{K^{2p}} \right) \quad \forall \delta \leq K^p, \quad 1 \leq p < 2
\tag{19}
\]
and
\[
\mathbb{P}\left( \left| \frac{1}{m} \sum_{i=1}^{m} (\left| X_i \right|^p - 1) \right| \geq \delta \right) \leq 2 \exp\left(-C_p \min\{ \frac{\delta^2}{2}, \frac{\delta^\alpha m^\alpha}{K^{2p}} \} \right)
\]
\[
\leq 2 \exp\left(-C_p \min\{ \frac{\delta^2}{2}, \frac{\delta^\alpha m^\alpha}{K^{2p}} \} \right) \quad \forall \delta \leq K^p, \quad 2 \leq p < \infty.
\tag{20}
\]
Therefore, taking \( s = \delta m^{\frac{1}{p}} \) proves (16) when \( 1 \leq p < \infty \) and \( s \leq K^p m^{\frac{1}{p}} \).
Step 2. In this step, we prove (16) when \( 1 \leq p < 2 \) and \( s > Km^{\frac{1}{p}} \). In fact, we only need to prove (16) when \( 1 \leq p < 2 \) and \( s > Km^{1/p}\xi_p \), where \( \xi_p \) is a positive constant that depends on \( p \). Indeed, if \( \xi_p > 1 \) and \( Km^{1/p} < s < Km^{1/p}\xi_p \), then using the result proved in Step 1 gives

\[
\mathbb{P}\left( \left| X^{(m)} \right|_p - m^{\frac{1}{p}} \geq s \right) \leq \mathbb{P}\left( \left| X^{(m)} \right|_p - m^{\frac{1}{p}} \geq Km^{1/p} \right)
\]

\[
\leq 2 \exp\left( -C_p \frac{(Km^{1/p})^2}{s^2} \right) \leq 2 \exp\left( -\frac{C_p}{\xi_p} K^{2p} m^{\frac{2}{p} - 1} \right).
\]

Note that \( |a^r - b^r| \leq |a - b|^r \) if \( 0 < r \leq 1 \) and \( a, b > 0 \). Hence, the tail probability can be estimated as follows:

\[
\mathbb{P}\left( \left| \frac{1}{m^{\frac{1}{p}}} \sum_{i=1}^{m} |X_i|^p - 1 \right| \geq \delta \right) \leq \mathbb{P}\left( \left| \frac{1}{m} \sum_{i=1}^{m} (|X_i|^p - 1) \right| \geq \delta^p \right)
\]

\[
\leq \mathbb{P}\left( \frac{1}{m} \sum_{i=1}^{m} (|X_i|^p - 1) \geq \delta^p \right) + \mathbb{P}\left( \frac{1}{m} \sum_{i=1}^{m} (1 - |X_i|^p) \geq \delta^p \right).
\]

Both of the above terms can be controlled by the same argument. In the following, we only estimate the first term. Note that (18) holds for \( 1 \leq p < 2 \) as well. Hence, applying [12, Proposition 5.2] with random variable \( |X_i|^p - 1 \) and \( \alpha = \frac{2}{p} \) gives

\[
\mathbb{P}\left( \frac{1}{m} \sum_{i=1}^{m} (|X_i|^p - 1) \geq \delta^p \right) \leq \exp\left( -\lambda t + mC\alpha' K^{p\alpha'} \lambda^{\alpha'} \right) \quad \forall \lambda \geq \frac{1}{K^{pC}\alpha},
\]

where \( C\alpha \) is a positive constant that depends on \( \alpha \), \( t = m\delta^p \), \( \alpha' \) is the Hölder conjugates of \( \alpha \). Note that

\[
\left( \frac{t}{mK^{p\alpha'} C\alpha'} \right)^{\frac{1}{\alpha} - 1} \geq \frac{1}{K^{pC}\alpha} \iff \delta \geq K\alpha^{1/p}.
\]

Hence, if \( \delta \geq K\alpha^{1/p} \) and \( \lambda \equiv \left( \frac{t}{mK^{p\alpha'} C\alpha'} \right)^{\frac{1}{\alpha} - 1} \), then

\[
\mathbb{P}\left( \frac{1}{m} \sum_{i=1}^{m} (|X_i|^p - 1) \geq \delta^p \right)
\]

\[
\leq \exp\left( -\left( \frac{t}{mK^{p\alpha'} C\alpha'} \right)^{\frac{1}{\alpha} - 1} t + mK^{p\alpha'} C\alpha' \left( \frac{t}{mK^{p\alpha'} C\alpha'} \right)^{\frac{\alpha'}{\alpha} - 1} \right) = \exp\left( -C_p \frac{\delta^2 m}{K^2} \right),
\]
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where $C_p$ is a constant that depends on $p$. Therefore, we obtain

$$
P\left( \left| \frac{1}{m^p} ||X^{(m)}||_p - 1 \right| \geq \delta \right) \leq 2 \exp\left(-C_p \frac{\delta^2 m}{K^2}\right) \leq 2 \exp\left(-C_p \frac{\delta^2 m}{2^p}\right) \quad \forall \delta \geq C_{\alpha}^{1/p}K$$

by using (11), so we complete the proof of (16) when $1 \leq p < 2$ and $s > K m^\frac{1}{p}$.

**Step 3.** In this step, we prove (16) when $2 \leq p < \infty$ and $s > m^\frac{1}{p} K^p$. Decompose the tail probability as (21) and apply [4, Corollary 1.4]. Then we have

$$
P\left( \left| \frac{1}{m^p} ||X^{(m)}||_p - 1 \right| \geq \delta \right) \leq 2 \exp\left(-C_p \min\{\frac{\delta^2}{K^{2p}}, \frac{\delta^\alpha}{K^{op}}\} m^\alpha\right)
= 2 \exp(-C_p \frac{m^\alpha \delta^2}{K^2}) \quad \forall \delta > K^p,$$

so, taking $s = \delta m^\frac{1}{p}$, we complete the proof of this step. \hfill \Box

### 3.1.2 Case 2: $||x|| = ||y|| = 1$

**Lemma 3.4.** Under assumption of Theorem 1.2, we have

$$
\left| \left| R_x - R_y \right| \right|_{\psi_2} \leq \begin{cases} 
C_p(K/||A_{1,1}||_{L^p})^p \text{Lip}(|| \cdot ||_p)||x - y||_2, & \text{if } 1 \leq p \leq 2 \\
C_p K^p \text{Lip}(|| \cdot ||_p)||x - y||_2, & \text{if } 2 < p < \infty 
\end{cases} \quad \forall ||x|| = ||y|| = 1. \tag{23}

**Proof.** To prove Lemma (3.4), it suffices to show that

$$
P\left( \left| \frac{||Ax||_p - ||Ay||_p}{||x - y||} \right| \geq s \right) \leq \begin{cases} 
4 \exp(-C_p \frac{s^2}{(K/||A_{1,1}||_p)^2 m^{\frac{1}{p}}}), & \text{if } 1 \leq p \leq 2 \\
4 \exp(-C_p \frac{s^2}{K^{2p}}), & \text{if } 2 < p < \infty, 
\end{cases} \tag{24}

where $C_p$ is a positive constant that depends $p$. Indeed, since $\mathbb{E}||Z||^N = \int_0^\infty N s^{N-1} \mathbb{P}(||Z|| \geq s) ds$, it is clear that (24) implies (23). Note that if $s \geq 2m^\frac{1}{p}$, then (24) is an immediate consequence of Lemma 3.2. Indeed, if $u = \frac{x - y}{||x - y||}$, then

$$
P\left( \left| \frac{||Ax||_p - ||Ay||_p}{||x - y||} \right| \geq s \right) \leq \mathbb{P}(||Au||_p \geq s) = \mathbb{P}(||Au||_p - m^{\frac{1}{p}} \geq s - m^{\frac{1}{p}})
\leq \mathbb{P}(||Au||_p - m^{\frac{1}{p}} \geq \frac{s}{2})$$. 
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so applying Lemma 3.2 gives (24). Thus, it remains to prove (24) when \( s < 2m^{\frac{1}{p}} \). Since \( a^{p-1}|a-b| \leq |a^p - b^p| \) if \( 1 \leq p < \infty \) and \( a, b > 0 \), it follows that
\[
P\left( \frac{||Ax||_p - ||Ay||_p}{||x - y||} \geq s \right) \leq P\left( \frac{||Ax||_p^p - ||Ay||_p^p}{||x - y||} \geq s||Ax||_p^{p-1} \right)
\]
\[
\leq P\left( \frac{||Ax||_p^p - ||Ay||_p^p}{||x - y||} \geq s||Ax||_p^{p-1}, ||Ax||_p \geq \frac{m^{\frac{1}{p}}}{2} \right) + P\left( ||Ax||_p < \frac{m^{\frac{1}{p}}}{2} \right)
\]
\[
\leq P\left( \frac{||Ax||_p^p - ||Ay||_p^p}{||x - y||} \geq \frac{sm^{\frac{1}{p}}}{2p-1} \right) + P\left( ||Ax||_p < \frac{m^{\frac{1}{p}}}{2} \right) \equiv \mathcal{A}_1 + \mathcal{A}_2.
\]
Since \( s < 2m^{\frac{1}{p}} \) and \( ||x|| = 1 \), applying Lemma (3.2) gives
\[
\mathcal{A}_2 \leq P\left( ||Ax||_p - m^{\frac{1}{p}}||x|| \geq \frac{m^{\frac{1}{p}}}{2} \right) \leq P\left( ||Ax||_p - m^{\frac{1}{p}}||x|| \geq \frac{s}{4} \right)
\]
\[
\leq \begin{cases} 
2\exp(-C_p\frac{s^2}{(K/||A_{1,1}||_{L_p})^{2p}m^{\frac{1}{p}}}), & \text{if } 1 \leq p \leq 2 \\
2\exp(-C_p\frac{s^2}{K^{2p}}), & \text{if } 2 < p < \infty.
\end{cases} \tag{25}
\]
To estimate \( \mathcal{A}_1 \), we write \( \mathcal{A}_1 \) as
\[
\mathcal{A}_1 = P\left( \frac{1}{m} \sum_{i=1}^{m} \frac{|A_i x|^p - |A_i y|^p}{||x - y||} \geq \delta \right), \text{ where } \delta = \frac{s}{2p-1m^{\frac{1}{p}}},
\]
so it suffices to show that
\[
\frac{||A_i x|^p - |A_i y|^p}{||x - y||} \leq \begin{cases} 
C_p(K/||A_{1,1}||_{L_p})^p, & \text{if } 1 \leq p \leq 2 \\
C_pK^p, & \text{if } 2 < p < \infty.
\end{cases} \tag{26}
\]
Indeed, since \( \delta = \frac{s}{2p-1m^{\frac{1}{p}}} \leq 2^{2-p} \leq 2K^p \) for every \( 1 \leq p < \infty \), applying [4, Corollary 1.4] similar to (19) and (20) yields
\[
\mathcal{A}_1 \leq \begin{cases} 
2\exp(-C_p\frac{(\delta/2)^2m^{\frac{1}{2}}}{K^{2p}}) = 2\exp(-C_p\frac{s^2}{(K/||A_{1,1}||_{L_p})^{2p}m^{\frac{1}{p}}}), & \text{if } 1 \leq p \leq 2 \\
2\exp(-C_p\frac{(\delta/2)^2m^{2p}}{K^{2p}}) = 2\exp(-C_p\frac{s^2}{K^{2p}}), & \text{if } 2 < p < \infty.
\end{cases} \tag{27}
\]
Hence, it remains to prove (26). Note that \( |a^p - b^p| \leq p|a - b|\sqrt{a^{2p-2} + b^{2p-2}} \) if \( 1 \leq p < \infty \) and \( a, b > 0 \). Thus, we have
\[
\frac{|||A_i x|^p - |A_i y|^p||_{\psi^\frac{1}{p}}}{\psi^\frac{1}{p}} \leq p \left( |||A_i x| - |A_i y||\sqrt{|A_i x|^{2p-2} + |A_i y|^{2p-2}}\right)_{\psi^\frac{1}{p}}.
\]
Also, by Hölder’s inequality, we get \(||XY||_{\psi^2_p} \leq ||X||_{\psi^2_{\frac{p}{r}}} ||Y||_{\psi^2_{\frac{p}{s}}} \) if \(\frac{1}{r} + \frac{1}{s} = 1\), so it follows that

\[
\|\|A_1x| - |A_1y|\|_{\psi^2_p} \leq \|\|A_1x\|^{2p-2} + |A_1y|^{2p-2}\|_{\psi^2_{\frac{p}{r}}} \leq \|\|A_1x| - |A_1y|\|_{\psi^2_p}
\]

Applying \([15, Proposition 2.6.1]\) and Lemma 2.3 gives

\[
\|\|A_1x| - |A_1y|\|_{\psi^2_p} \leq \|\|A_1(x - y)\|_{\psi^2_p} \leq \begin{cases} C_p(\|A_1\|_{L^p})\|x - y\|, & \text{if } 1 \leq p \leq 2 \\ C_p\|x - y\|, & \text{if } 2 < p < \infty \end{cases}
\]

and

\[
\|\|\sqrt{|A_1x|^{2p-2} + |A_1y|^{2p-2}}\|_{\psi^2_{\frac{p}{r}}} \leq \left( C_p K^{2(p-1)}\|x\|^{2p-2} + C_p K^{2(p-1)}\|y\|^{2p-2} \right)^{\frac{1}{2}}
\]

\[
\leq \begin{cases} C_p(\|A_1\|_{L^p})^{p-1}, & \text{if } 1 \leq p \leq 2 \\ C_p K^{p-1}, & \text{if } 2 < p < \infty. \end{cases}
\]

Thus, combining (28) and (29) yields (26). Therefore, by (27) and (25), we establish (24) when \(s < 2m^{\frac{1}{r}}\), which completes the proof of Lemma 3.4.

### 3.1.3 Case 3: General Vectors \(x, y \in \mathbb{R}^n\)

**Lemma 3.5.** Under assumption of Theorem 1.2, we have

\[
\|\|R_x - R_y\|_{\psi^2_p} \leq \begin{cases} C_p K^p\|A_1\|_{L^p}^{(p+2)} Lip(||\cdot||_{L^p})\|x - y\|_2, & \text{if } 1 \leq p \leq 2 \\ C_p K^{p+2} Lip(||\cdot||_{L^p})\|x - y\|_2, & \text{if } 2 < p < \infty \end{cases} \forall x, y \in \mathbb{R}^n.
\]

**Proof.** Without loss of generality, we may suppose that \(\|x\| = 1\) and \(\|y\| > 1\). Set \(\overline{y} \equiv \frac{y}{\|y\|}\).

Observe that

\[
\|\|R_x - R_y\|_{\psi^2_p} \leq \|\|R_x - R\overline{y}\|_{\psi^2_p} + \|R\overline{y} - R_y\|_{\psi^2_p}
\]

\[
\leq \begin{cases} \|\|R_x - R\overline{y}\|_{\psi^2_p} + \|R\overline{y}\|_{\psi^2_p} \|y - \overline{y}\|_2, & \text{if } p \in [1, 2] \\ \|\|R_x - R\overline{y}\|_{\psi^2_p} + \|R\overline{y}\|_{\psi^2_p} C_p K \|y - \overline{y}\|_2, & \text{if } p \in (2, \infty). \end{cases}
\]
Hence, it suffices to show the reverse triangle inequality:

\[
||x - \overline{y}||_2 + ||y - \overline{y}||_2 \leq \begin{cases} 
C_p||A_{1,1}||_{L^p}||x - y||_2, & \text{if } 1 \leq p \leq 2 \\
C_pK||x - y||_2, & \text{if } 2 < p < \infty \end{cases} \forall ||x|| = 1, ||y|| > 1 \tag{32}
\]

since applying Lemma 3.2, Lemma 3.4, and (32) to (31) yields Lemma 3.5. Let \( \theta \) be the angle between \( x - \overline{y} \) and \( y - \overline{y} \) such that \( 0 \leq \theta \leq \pi \), i.e., \( \cos \theta = \frac{(x - \overline{y})(y - \overline{y})}{||x - \overline{y}||_2||y - \overline{y}||_2} \). It is easy to see that (32) holds if \( \frac{\pi}{2} \leq \theta \leq \pi \). Indeed, since \( \cos \theta \leq 0 \), applying the law of cosines gives

\[
(||x - \overline{y}||_2 + ||y - \overline{y}||_2)^2 \leq 2(||x - \overline{y}||_2^2 + ||y - \overline{y}||_2^2) - 4\cos(\theta)||x - \overline{y}||_2||y - \overline{y}||_2
\]

\[
= 2||x - y||_2^2.
\]

In addition, if \( \theta = 0 \), then \( \overline{y} = x \) and so there is nothing to prove.

Now, it remains to consider the case of \( 0 < \theta < \frac{\pi}{2} \). Note that there are two possible positions for \( y \) (as shown in Figure 1):

1. If \( y = y_1 \) (see the left of Figure 1), then

\[
||\overline{y} - y||_2 + ||x - \overline{y}||_2 \leq \frac{\cos \theta}{\sin \theta} \sin \tilde{\theta}||x - y||_2 + \frac{1}{\sin \theta} \sin \tilde{\theta}||x - y||_2 \leq \frac{2}{\sin \theta}||x - y||_2; \tag{33}
\]

2. If \( y = y_2 \) (see the right of Figure 1), then

\[
||\overline{y} - y||_2 + ||x - \overline{y}||_2 = \frac{\cos \theta}{\sin \theta} \sin \tilde{\theta}||x - y||_2 + \cos \tilde{\theta}||x - y||_2
\]

\[
+ \frac{1}{\sin \theta} \sin \tilde{\theta}||x - y||_2 \leq \frac{3}{\sin \theta}||x - y||_2. \tag{34}
\]

Thus, it suffices to show that

\[
\sin \theta \geq \begin{cases} 
C_p||A_{1,1}||_{L^p}, & \text{if } 1 \leq p \leq 2 \\
C_pK^{-1}, & \text{if } 2 < p < \infty \end{cases} \forall ||x|| = 1, ||y|| > 1 \text{ such that } 0 < \theta \leq \frac{\pi}{2}. \tag{35}
\]

Define \( B \equiv \{ z \in \mathbb{R}^n : ||z|| \leq 1 \} \) and \( B_2(a, r) \equiv \{ z \in \mathbb{R}^n : ||z - a||_2 \leq r \} \). Applying (12) and (13) yields that \( ||z|| \leq \frac{1}{R_p}||z||_2 \) for every \( z \in \mathbb{R}^n \), where \( R_p = 1 \) if \( 1 \leq p \leq 2 \); \( R_p = \frac{1}{C_pK} \) if \( 2 < p < \infty \). Thus, it follows that \( B_2(0, R_p) \subseteq B, ||x||_2 > R_p/2, \) and \( ||\overline{y}||_2 > R_p/2 \). Hence, there exists an unique \( w \in \partial B_2(0, R_p/2) \) such that \( \overrightarrow{ow} \perp \overrightarrow{yy} \). Let \( \theta' \) be the angle between \( \overrightarrow{x\overline{y}} \) and \( \overrightarrow{yy} \) on the left of Figure 2. Observe that \( 0 < \theta' \leq \theta \). Indeed, if \( \theta < \theta' \) (see the right of Figure 2), there exists \( z \in B \) such
that $z = r\overline{y}$ for some $r > 1$ since $B$ is convex. However, since $w \in B$, we have $||z|| \leq 1$, so we get a contradiction. Therefore applying (12) and (13) implies
\[
\sin \theta \geq \sin \theta' = \frac{Ow}{Oy} = \frac{R_p/2}{||y||_2} \geq \begin{cases} 
C_p||A_{1,1}||_{L^p}, & \text{if } 1 \leq p \leq 2 \\
C_pK^{-1}, & \text{if } 2 < p < \infty
\end{cases}
\]
Similarly, if $n \geq 3$, we consider the two dimensional space spanned by $x, \overline{y}$. Hence, (35) still holds, so we complete the proof of Lemma 3.5.

3.2 Proof of Corollary 1.3

Let $S = \{\frac{x-y}{||x-y||} : x, y \in T \text{ and } x \neq y\}$ and $\tilde{S} = \{\frac{x-y}{||x-y||_2} : x, y \in T \text{ and } x \neq y\}$. Recall that $d_p||z||_2 \leq ||z|| \leq D_p||z||_2$ for every $z \in \mathbb{R}^n$, where $d_p$ and $D_p$ are defined in (4). Thus, we have $\gamma(S) \leq \frac{1}{d_p}\gamma(\tilde{S})$, so it follows that $\gamma(S) \leq \frac{1}{d_p}\sqrt{\log N}$ by using [15, (9.13)]. Therefore applying
Theorem 1.2 and (14) gives

$$
\left\| \sup_{x,y \in T, x \neq y} \frac{1}{m^p} \left\| A(x-y) \right\|_p - 1 \right\|_{\psi_2} = \frac{1}{m^p} \left\| \sup_{z \in S} |R_z| \right\|_{\psi_2} \leq \begin{cases}
C_p K^p \| A_{1,1} \|_p \left( \frac{p+3}{p} \right) \sqrt{\log(N)} \frac{1}{m^{1/p}}, & \text{if } 1 \leq p \leq 2 \\
C_p K^{p+2} \sqrt{\log(N)} \frac{1}{m^{1/p}}, & \text{if } 2 < p < \infty,
\end{cases}
$$

which implies (5).
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