Electron correlations in cubic paramagnetic perovskite Sr(V,Mn)O$_3$ - Results from fully self-consistent self-energy embedding calculations.
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In this work, we use the thermodynamically consistent and conserving self-energy embedding theory (SEET) to study the spectra of the prototypical undistorted cubic perovskites SrVO$_3$ and SrMnO$_3$. In the strongly correlated metallic SrVO$_3$ we find that the usual attribution of the satellite peaks at $-1.8\text{eV}$ to Hund or Hubbard physics in the $t_{2g}$ orbitals is inconsistent with our calculations. In the strongly correlated insulator SrMnO$_3$ we recover insulating behavior due to a feedback effect between the strongly correlated orbitals and the weakly correlated environment. Our calculation shows a systematic convergence of spectral features as the space of strongly correlated orbitals is enlarged, paving the way to a systematic parameter free study of correlated perovskites.

I. INTRODUCTION

The simulation of strongly correlated solids within a rigorous parameter-free ab-initio theory is one of the big challenges of modern quantum physics. The goal is to find approximate methods able to describe the complexities of the electronic structure problem while, at the same time, taking into account electron correlations accurately.

The distortionless cubic oxide perovskites SrVO$_3$ and SrMnO$_3$ form an ideal testbed for these theories [1-13]. Of particular interest is the single-particle excitation spectrum, which can be probed by photoemission and inverse photoemission techniques and which, in diagrammatic techniques, is directly related to the imaginary part of the real frequency spectral function.

While the spectrum of both materials is well characterized experimentally, standard electronic structure methods such as the density functional theory (DFT) and GW are not able to reproduce it due to the missing correlations in their partially filled transition metal shells. For instance, in the LDA calculations, the $t_{2g}$ quasiparticle bandwidth in SrVO$_3$ is too wide, and SrMnO$_3$ is metallic, rather than insulating.

Both materials are prototypes for density functional theory plus dynamical mean field theory (DFT+DMFT) simulations [1-6, 9, 10, 12, 13]. In its simplest variant, this method fits three to five near-Fermi-surface bands. For SrVO$_3$, the $G_0W_0+GW$ results show that a naive interpretation of the ‘satellite’ peak as Hubbard phenomenon is inconsistent with the calculated spectra and the authors find plasmon physics. However in contrast to the experiment, for SrMnO$_3$, in $G_0W_0+GW$ the paramagnetic phase (PM) is found to be metallic.

More elaborate calculations, such as the ones performed using the $G_0W_0+GW+EDMFT$ multitier scheme of Ref. [15–17], avoid choosing empirical parameter choice by resorting to a parameter-free cRPA [18] calculation together with an extended impurity solution using ‘screened interactions’ in Wannier-downfolded $d$ bands. For SrVO$_3$, the $G_0W_0+GW+EDMFT$ results show that a naive interpretation of the ‘satellite’ peak as Hubbard phenomenon is inconsistent with the calculated spectra and the authors find plasmon physics. However in contrast to the experiment, for SrMnO$_3$, in $G_0W_0+GW+EDMFT$ the paramagnetic phase (PM) is found to be metallic.

Here, we evaluate the photoemission spectra of both SrVO$_3$ and SrMnO$_3$ using a parameter-free ab-initio self-energy embedding theory (SEET) without resorting to screened interactions, Wannier function downfolding, or a DFT functional dependent starting point. We obtain a diagrammatic solution of the entire system in a thermodynamically consistent and conserving fashion, approximating the exact Luttinger-Ward functional $\Phi$ of the solid [19–21]. Starting from a self-consistent GW solution, we disentangle the individual effects of correlations in physically relevant orbital subgroups by systematically adding correlation diagrams to $\Phi$. We demonstrate that gradually adding non-perturbative terms on the local vanadium (V), manganese (Mn) $t_{2g}$, $e_g$, and oxygen (O) $p$ orbitals leads to a systematic convergence of the results towards photoemission data.

The remainder of this paper will proceed as follows. In Sec. II we will introduce the method and the computational details. In Sec. IV we will discuss its application to SrVO$_3$ and in Sec. V to SrMnO$_3$. In Sec. VI we will present conclusions.
II. METHOD

We study the electronic structure of paramagnetic SrVO₃ and SrMnO₃ using SEET [22–24] based on the procedures described in Ref. [25], using GW [15, 25–28] as the weakly correlated ‘outer’ method for all orbitals and Exact Diagonalization (ED) [29, 30] as the ‘inner’ quantum impurity solver for the correlated orbitals. We emphasize that, in the present work, we iterate the SEET equations fully to self-consistency [24, 25] as shown in Fig. 1 (see Sec. II A for details). This ensures that the self-energy in the weakly correlated orbitals is adjusted to reflect the influence of the self-energy coming from the strongly correlated orbitals. Full self-consistency is essential for a \( \Phi \)-derivable theory that respects thermodynamic consistency and conservation laws [19–21, 31], and will be needed to recover the insulating character of the PM phase of SrMnO₃.

Our implementation of SEET does not rely on low-energy projections of orbitals and interactions but instead is formulated in terms of the bare electronic structure Hamiltonian. No effective model parameters, double counting corrections, or other adjustable parameters are employed. Non-local screening is fully included at the level of GW. The method is controlled in the sense that as the correlated subspace is enlarged, all correlations of the electronic structure problem are gradually recovered.

A. Self-energy embedding theory

We study the periodic electronic structure Hamiltonian

\[
H = \sum_{ij,\sigma} h_{ij}^0 c_i^{\dagger}\sigma c_j^\sigma + \frac{1}{2} \sum_{ijkl,\sigma\sigma'} v_{ijkl} c_i^{\dagger}\sigma c_k^{\dagger}\sigma' c_l^\sigma c_j^\sigma', \tag{1}
\]

where \( c_i^{\dagger} \) (\( c_i^\sigma \)) are creation (annihilation) operators for the single-particle state with spin \( \sigma \) and multi-index \( i \), which represents orbital \( i \) and crystal momentum \( k \). We use symmetrized atomic orbitals (SAO) [32] constructed from Gaussian Bloch orbitals as the orbital basis. \( h_{ij}^0 \) and \( v_{ijkl} \) are the standard single-particle and two-particle operators; for an explicit definition see e.g. Eq. 4 of Ref. [25].

As a starting point, we employ the GW approximation as a weakly correlated method to obtain the momentum-resolved Green’s functions \( (G^{GW})^{k} \) and self-energies \( (\Sigma^{GW})^{k} \). In GW, \( (\Sigma^{GW})^{k} \) is a functional \( F^{GW} \) of \( (G^{GW})^{k} \),

\[
(\Sigma^{GW})^{k} = F^{GW}((G^{GW})^{k}). \tag{2}
\]

Along with the Dyson equation

\[
(G^{GW}(i\omega_n))^{k} = [(i\omega_n + \mu) - h^{0,k} - (\Sigma^{GW}(i\omega_n))^{k}]^{-1}, \tag{3}
\]

Eq. 2 implies a self-consistency between \( \Sigma^{GW} \) and \( G^{GW} \), defining the so-called self-consistent GW (scGW) approximation. Corrections to GW occur at second order in the interaction, and therefore the method may become unreliable when applied to strongly interacting systems.

SEET includes non-perturbative corrections to the GW self-energy diagrams within subsets of potentially strongly correlated orbitals. Here, we choose as the strongly correlated subsets \( M \) disjoint groups of local orbitals close to the Fermi energy \( E_F \), labeled by \( A_1, \ldots, A_M \).

SEET modifies the self-energy of Eq. 2 [23]

\[
(\Sigma^{SEET})^{k}_{ij} = (\Sigma^{weak})^{k}_{ij} + \sum_{\lambda=1}^{M} \left[ (\Sigma^{non-pert})^{\lambda}_{ij} - (\Sigma^{DC})^{\lambda}_{ij} \right] \delta_{(ij)\in A_{\lambda}}, \tag{4}
\]

where \( (\Sigma^{weak})^{k} \) denotes the perturbatively evaluated weak correlation solution of the entire system, \( (\Sigma^{non-pert})^{\lambda} \) the non-perturbatively evaluated contribution within the orbital subset \( A_{\lambda}, \lambda = 1, \ldots, M \), and the double-counting term \( (\Sigma^{DC})^{\lambda} \) ensures that no self-energy contribution is counted twice. \( \delta_{(ij)\in A_{\lambda}} \) is 1 only if both orbital \( i \) and orbital \( j \) are part of subspace \( A_{\lambda} \), and 0 otherwise.

The corresponding interacting Green’s function is

\[
(G^{SEET}(i\omega_n))^{k} = \left[(i\omega_n + \mu) - h^{0,k} - (\Sigma^{SEET}(i\omega_n))^{k}\right]^{-1}. \tag{5}
\]

In this work, \( (\Sigma^{weak})^{k} \) is evaluated as the GW self-energy with the interacting propagator \( (G^{SEET})^{k} \) of the system, \( F^{GW}((G^{SEET})^{k}) \). Similarly, \( \Sigma^{DC} \) is evaluated as the GW self-energy with its vertices restricted to orbital subset \( A_{\lambda} \).

Choosing the subspace of correlated orbitals local to each unit cell implies that Fourier transforming Eq. 4 to real space yields

\[
(\Sigma^{SEET})^{RR'}_{ij} = (\Sigma^{weak})^{RR'}_{ij} + \sum_{\lambda=1}^{M} \left[ (\Sigma^{non-pert})^{\lambda}_{ij} - (\Sigma^{DC})^{\lambda}_{ij} \right] \delta_{(ij)\in A_{\lambda}} \delta_{RR'}, \tag{6}
\]

where \( R \) and \( R' \) are unit cell indices.

The Dyson equation then defines the inverse Green’s function in orbital space \( A_{\lambda} \),

\[
(G^{SEET, -1})^{RR'}_{ij \in A_{\lambda}} = \left[(i\omega_n + \mu)1 - h^{0,RR'}_{ij \in A_{\lambda}} - (\Sigma^{SEET})^{RR'}_{ij \in A_{\lambda}}\right]. \tag{7}
\]

We emphasize that \( (G^{SEET, -1})^{RR'}_{ij \in A_{\lambda}} \neq (G^{SEET})^{RR'}_{ij \in A_{\lambda}}^{-1} \), i.e. the inverse Green’s function restricted to subset \( A_{\lambda} \) is not equal to the inverse of the Green’s function restricted to \( A_{\lambda} \).
The difference between those two quantities,

\[
\left(\left[\left(G_{\text{SEET}}^{\text{RR}}\right)_{ij\in A_{\lambda}}\right]^{-1}\right)^{-1} - \left(\left(\left(G_{\text{SEET}}^{\text{RR}}\right)_{ij\in A_{\lambda}}\right)\Delta_{ij\in A_{\lambda}}(i\omega_n)\right)
\]

defines the hybridization function \(\Delta_{ij\in A_{\lambda}}\).

\[\text{B. Impurity Hamiltonian construction}\]

By splitting the static and dynamic part of each self-energy contribution \((\Sigma(i\omega_n) = \Sigma_{\infty} + \Sigma_{\text{corr}}(i\omega_n))\), we can reorder terms in Eq. 5 such that

\[
\left(\left(\left(G_{\text{SEET}}^{\text{RR}}\right)_{ij\in A_{\lambda}}\right)\right)^{-1} = \left(\left(\left(G_{\text{SEET}}^{\text{RR}}\right)_{ij\in A_{\lambda}}\right)\Delta_{ij\in A_{\lambda}}(i\omega_n)\right) + \Sigma_{\text{corr}}^{\text{non-pert}}(i\omega_n)
\]

\[\text{where } \Delta_{ij\in A_{\lambda}} = \Delta_{ij\in A_{\lambda}} - \Sigma_{ij\in A_{\lambda}}(i\omega_n), \]

where \(\hat{h}_{ij\in A_{\lambda}} = h_{ij\in A_{\lambda}} + \Sigma_{ij\in A_{\lambda}}^{\text{weak}}\) is the frequency-independent renormalized non-interacting Hamiltonian and \(\Sigma_{ij\in A_{\lambda}}^{\text{corr}} = \Sigma_{ij\in A_{\lambda}}^{\text{weak}} - \Sigma_{ij\in A_{\lambda}}^{\text{DC}}\) is the local dynamic self-energy without double counting contribution. In order to solve \(\Sigma_{A_{\lambda}}^{\text{non-pert}}\), we define the auxiliary propagator

\[g_{A_{\lambda}}^{-1} = g_{A_{\lambda}}^{-1} - \Sigma_{ij\in A_{\lambda}}^{\text{non-pert}}\]

where the inverse of the non-interacting auxiliary counterpart \(g_{A_{\lambda}}^{-1}\) is defined as

\[g_{A_{\lambda}}^{-1}(\omega_n) = (\mu + i\omega_n) - \Delta_{ij\in A_{\lambda}}\]

The Green’s function of Eq. 10 can then be obtained by solving an auxiliary quantum impurity problem [33]

\[\hat{H}_{\text{imp}}^{A_{\lambda}} = \sum_{ij\in A_{\lambda}, \sigma} \left(\hat{h}_{ij\sigma} - \mu \delta_{ij} c_{i\sigma}^{\dagger} c_{j\sigma} + \sum_{b, \sigma} \epsilon_{b\sigma} a_{b\sigma}^{\dagger} a_{b\sigma}\right)
\]

\[+ \sum_{i\in A_{\lambda}, \sigma} \left(V_{i\sigma} c_{i\sigma}^{\dagger} a_{b\sigma} + h.c.\right) + \sum_{ijkl\in A_{\lambda}, \sigma} \frac{1}{2} \left(V_{ijkl} c_{i\sigma}^{\dagger} c_{j\sigma}^{\dagger} c_{k\sigma}^{\dagger} c_{j\sigma}\right)
\]

within the subset \(A_{\lambda}\) where \(a_{b\sigma}^{\dagger} (a_{b\sigma})\) are creation (annihilation) operators for bath orbital \(b\) with spin \(\sigma\). The energy levels \(\{\epsilon_{b\sigma}\}\) and couplings between bath \(b\) and impurity orbitals \(i\) \(V_{i\sigma}\) can be approximated by discretizing the continuous hybridization function with a finite number \(N_b\) of bath orbitals

\[\Delta_{ij\sigma}(i\omega_n) = \sum_{b=1}^{N_b} V_{i\sigma} V_{j\sigma} \delta_{i\omega_n - \epsilon_{b\sigma}}\]

The expressions for \(\Sigma\) (as a function of \(G\)) and \(G\) (as a function of \(\Sigma\)) lead to self-consistent equations that are \(\Phi\)-derivable and therefore conserving and thermodynamically consistent [23]. We emphasize that the two-body Coulomb interactions remain the bare interactions of the original electronic Hamiltonian (Eq. 1). Screening effects are addressed by the explicit treatment of \(\Sigma_{ij\in A_{\lambda}}^{\text{corr}}\) in Eq. 9, and contain all screening contributions on the level of the weak correlation method, as well as non-perturbative correlation effects due to correlations in the subspace \(A_{\lambda}\). The method is different from DMFT and other embedding methods where the self-consistency condition is different, the local self-energy contains no contributions from the weak coupling terms, and interaction parameters are typically treated as free parameters in the early LDA+DMFT formulations [34].

The SEET equations are solved iteratively until convergence in all quantities is achieved. The self-consistency loop is illustrated in Fig. 1. At step A, a single iteration of \(GW, F_{GW}([G_{\text{SEET}}])\), is executed to update \(\Sigma_{ij\in A_{\lambda}}^{\text{weak}}\) for the whole system. Along with the definition of hybridization function \(\Delta^{A_{\lambda}}\) in Eq. 8, step B corresponds to solving \(H_{\text{imp}}^{A_{\lambda}}\) with a quantum impurity solver. When multiple subspaces \(A_{\lambda}\) are defined, \(H_{\text{imp}}^{A_{\lambda}}\) for each subset is solved independently. Lastly, \(\Sigma^{\text{SEET}}\) and \(G^{\text{SEET}}\) are updated according to Eq. 4 and 5 with the new \(\Sigma_{ij\in A_{\lambda}}^{\text{weak}}\) and \(\Sigma_{ij\in A_{\lambda}}^{\text{non-pert}}\).

Note that the SEET framework can be adapted to use other diagrammatic many-body perturbation approximations as the weakly correlated method, as long as the double counting correction can be rigorously defined. For additional discussion of the method see Ref. [23].

\[\text{III. COMPUTATIONAL DETAILS}\]

We solve the electronic structure Hamiltonian Eq. 1 in a Gaussian \(y^{th}-dzvp-molopt-sr\) basis [35] with \(y^{th}\-
Impurity constructions typically include attributes $V^d$ for ED calculations, we further split the $O^d$ orbitals. Note that standard DMFT
impurity constructions typically include $t_{2g}$ and $e_g$ as well as the oxygen $p$ orbitals. Note that standard DMFT
impurity constructions typically include $t_{2g}$ or $t_{2g} + e_g$ orbitals, though methods to treat entire unit cells have recently been pioneered [41].
In order to gradually improve our solution, we examine the effect of also treating the correlations on the oxygen $p$ orbitals exactly. In order to make impurity size feasible for ED calculations, we further split the $O^d$ orbitals, defined with respect to the transition metal ion.

### IV. STRONTIUM VANADATE

| Name | Imp | Description |
|------|-----|-------------|
| A    | 1   | $V^d t_{2g}$ |
| B    | 3   | $V^d t_{2g}$; $O^p_{\pi}$; $O^p_{\sigma}$ |
| C    | 4   | $V^d t_{2g}$; $V^e_g$; $O^p_{\sigma}$; $O^p_{\sigma}$ |

Table I. Choice of the impurities for SrVO$_3$. Imp denotes the number of distinct disjoint impurity problems.

SrVO$_3$ is a simple correlated metal with an undistorted cubic perovskite structure. Nominally, it has a single electron in the vanadium $d$-shell. Photoemission spectroscopy (PES) and bremsstrahlung isochromat spectroscopy (BIS) show a pronounced renormalized quasiparticle peak at the Fermi level ($E_F$), a weak satellite peak at $\sim -1.8$ eV, and a strong satellite peak at $\sim 3$ eV [2, 42, 43]. $V^p - 3d$ resonance photoemission further attributes $V^d 3d$ character both to the quasiparticle peak at $E_F$ and to the lower satellite feature at around $-1.8$ eV [2, 42]. Features between $-3$ eV and $-10$ eV are mainly attributed to the $O^p$ states [2, 42–44].

In Fig. 2, for SrVO$_3$, we show a calculated local single particle spectral function $A(\omega)$ as a function of frequency $\omega$.

This spectral function was analytically continued [45, 46] from the imaginary to the real axis and it was orbitally resolved to display $V^d t_{2g}$(blue), $V^e_g$ (orange) and $O^d$ and $3p$ orbitals. Contributions from all other orbitals are included as “rest”. The experimental results for PES (Ref. [42]) and for BIS (Ref. [43]) are also plotted for easy comparison.

scGW results show a clear $p - d$ splitting. Quasiparticle peaks around $E_F$ are dominated by $V^d t_{2g}$ while the density of state (DOS) between $-2.5$ and $-10$ eV is dominated by $O^p$ orbitals with the first and second peak mainly corresponding to $O^p_{\pi}$ and $O^p_{\sigma}$. The conduction band peak around 3 eV is interpreted as $V^e_g$ orbitals, rather than an upper Hubbard band from $t_{2g}$ orbitals. Except for the missing lower satellite peak around $\sim -1.8$ eV, scGW results qualitatively agree with photoemission spectroscopy. In contrast to the experimental quasiparticle peak at $E_F$, scGW has a much wider feature (note that the k-space discretization artificially introduces a double peak structure), consistent with a spectrum calculated with non-local GW self-energy in Ref. [47].

In addition, the $O^p$ peaks are shifted upward from $-3$ eV to $-4$ eV [44].

Next, we discuss the self-consistent SEET embedding construction with local $V^d t_{2g}$ states included non-perturbatively in an impurity (SEET, setup A). In contrast to scGW in SEET with setup A, the width of the $t_{2g}$ near-Fermi-energy peak is reduced to 1.5 eV which is much closer to experimental data. The oxygen $p$ states are shifted upward in energy and there is a large gap between unoccupied $t_{2g}$ and $e_g$ states. However, the oxygen shift is inconsistent with PES and the $t_{2g} - e_g$ splitting is inconsistent with BIS.

SEET with setup B adds strong correlations to oxygen $2p$ orbitals in addition to the $V^d t_{2g}$. Since the three oxygen atoms in the unit cell are identical, we only consider the $2p$ orbitals from one oxygen atom. Non-perturbative corrections to the other two oxygen atoms are included by symmetry. We observe a shift of the oxygen $p$ states back to lower energies but little change for other orbitals.

Adding correlation from $V^e_g$ orbitals in SEET with setup C moves the $e_g$ conduction bands towards lower energy leading to a spectrum consistent with BIS data. In this setup the oxygen $p$ states are shifted to the location found in PES, recovering the pronounced $p - d$ splitting. However, the so called lowered satellite photoemission peak at $\sim -1$ to $-2$ eV is not recovered. The lack of this peak in SEET may be due to several reasons. First, the Gaussian basis set employed may not contain a good description of orbitals necessary to evaluate this peak. However, we find this possibility unlikely since SEET calculations performed in a larger basis set still cannot recover this lower satellite peak. (For details see
Figure 2. Local orbital-resolved DOS of SrVO$_3$ from scGW and SEET. Impurity choices are shown in Table I. The PES and BIS data are obtained from Ref. [42, 43]. The experimental data are rescaled to match results from analytical continuation.

Figure 3. Total local density of states of SrVO$_3$ from scGW and SEET with different impurity choices. Arrows indicate the orbital contributions according to SEET with impurity choice C. The PES and BIS data is obtained from Ref. [42, 43]

The total local DOS for SrVO$_3$ is shown in Fig. 3. As we systematically add correlations, SEET reaches quantitatively better agreement with the experimental data. The quasiparticle peak around $E_F$ is dominated by V $t_{2g}$ while the DOS between $-2.5$ and $-10$ eV is dominated by O $p$ orbitals, with the first and second peak mainly corresponding to O $p_x$ and O $p_y$. In the conduction bands, the shoulder at $\approx 1$ eV and the peak at $\sim 2.5-3$ eV are assigned to V $t_{2g} + e_g$ and V $e_g$ respectively while the peak at $\approx 8$ eV is dominated by Sr 4d orbitals. The fact that scGW predicts a better $p - d$ splitting compared to SEET with setup A implies that there may be error cancellation to the missing local $t_{2g}$ correlation beyond GW. In general, it is difficult to precisely determine the source of this cancellation since it could be non-local correlations beyond GW from any orbital (e.g. O $p$) or local correlations beyond GW from orbitals other than V $t_{2g}$. However, as shown in Fig. 2 and 3, the position of the O $p$ bands gradually reaches better agreement with experiment from SEET with setup B and C as local self-energy correction of O 2p and V $e_g$ are added. We believe the error cancellation between strong local correlation from V 3d and O 2p are the reason that scGW outperforms...
SEET with setup A.

In Fig. 4, we show the SEET (setup C) $V_{t_{2g}}$ local self-energy, analytically continued from the imaginary to the real frequency axis. The strong pole at around 3.5 eV is consistent with the absence of a $V_{t_{2g}}$ upper Hubbard band at around 3.0 eV, and shifts additional $V_{t_{2g}}$ features near 8 eV. The quasiparticle renormalization factor $Z$ can be computed through $Z^{-1} = [1 - \text{Re}\Sigma(\omega)/\partial\omega]_{\omega=0}$ for scGW ($Z = 0.7$) and SEET with impurity setup $C$ ($Z = 0.27$). In the presence of local self-energy corrections to the $V_{t_{2g}}$ orbitals, the $V_{t_{2g}}$ quasiparticle peak has been strongly renormalized. The reduction of $Z$ from 0.7 to 0.27 is smaller than the experimental value of $Z = 0.5 \sim 0.6$ [2, 51] and data from other theoretical calculations [2, 4-6]. Note that our $Z$ is similar to that of LDA+DMFT (see the inset of Fig. 5 in Ref. [5]) if the self-energy derivative is taken over the same interval.

![Graph](image)

Figure 4. $V_{t_{2g}}$ local self-energy from SEET with impurity setup C, analytically continued to the real frequency axis. The estimated quasiparticle regime is around $[-\omega^*, \omega^*]$ where $\omega^* = 0.4$ eV.

Typical failures of LDA for SrVO$_3$ include (i) a $t_{2g}$ quasiparticle bandwidth that is too large, (ii) missing lower/upper satellite peaks, and (iii) an incorrect position of orbitals outside the $V$ 3$d$ shell [1-6].

In the LDA+DMFT scheme, the Coulomb interaction $U$ and the Hund’s coupling $J$ are usually chosen ad hoc such that a lower/upper Hubbard band emerges [1, 3, 12]. Sometimes $J$ determined from Hartree-Fock calculations on model Hamiltonians [48] is chosen. A double counting shift of the chemical potential is chosen such that the number of electrons in the DMFT is fixed (3$d^1$ configuration in this case), assuming that the strongly correlated subspace is well separated from all other orbitals. With these parameters, LDA+DMFT produces a quasiparticle band narrowing and a broad satellite at around $-1.8$ eV [1, 3]. Less ad hoc parameter choices have also been considered but result in less accurate results. For example, $U$ and $J$ determined by constrained LDA (cLDA) [14] place the lower Hubbard band too low in energy (between $-2.0$ to $-2.3$ eV) [2, 4-6] and the FLL double counting [49] results in an incorrect $p - d$ splitting in the occupied bands [9, 10]. In LDA+DMFT, the lower satellite is interpreted as a Hubbard band due to strong local correlations on the vanadium atoms.

In addition to LDA+DMFT, variants of $G_0W_0$-DMFT have been applied to SrVO$_3$ [6-8, 11]. In this scheme, $U(\omega)$ and $J(\omega)$ are determined through constrained RPA (cRPA) [18] based on $G_0W_0$ and the double counting correction has a rigorous definition if self-consistency is achieved, unlike in LDA+DMFT. In general, $G_0W_0$-DMFT predicts qualitatively similar results to LDA+DMFT except for the wider $t_{2g}$ quasiparticle bandwidth [8] and better agreement of the lower satellite feature with photoemission data [6]. As in LDA+DMFT, the lower satellite peak is caused by Hubbard physics.

Recent studies from multitier GW+EDMFT found screening beyond GW in the $V_{t_{2g}}$ orbitals. These effects are resulted from (i) retarded on-site interactions in EDMFT and (ii) local vertex corrections to the polarization [15-17]. Note that during the self-consistency loop of multitier GW+EDMFT, local vertex corrections to the polarization are involved in the evaluation of the non-local screened interaction. The resulting renormalized screened interaction therefore contains more non-local correlations than the one from GW. These results attribute the lower satellite feature to a non-local plasmon, rather than Hubbard physics. This interpretation is also consistent with the findings from the cumulant expansion based on quasiparticle GW [50].

Although cross-correlations or contributions from higher states, as well as the non-local plasmonic physics examined in multitier GW+EDMFT, are outside the physics investigated here, our calculations offer additional insight into the origin of the lower satellite peak at around $-1.8$ eV. While Ref. [15-17] include only $V_{t_{2g}}$ and $e_g$ orbitals in the correlated subspace, we find that O $2p$ orbitals do not contribute to this peak. Instead, the strong local correlations from O $2p$ improve the the $p - d$ splitting in the presence of non-perturbative $V_{t_{2g}}$ local correlations.

A second observation concerns the contribution of the experimentally observed incoherent feature around 3.0 eV [43] that is traditionally attributed to the upper Hubbard band of the $t_{2g}$ orbitals and $e_g$ orbitals. In our calculation, this peak has only $e_g$ character, consistent with some of the literature [7, 11, 50].

V. STRONTIUM MANGANATE

SrMnO$_3$ is a cubic insulating perovskite with nominal filling of three electrons in the Mn 3$d$ shell. Its magnetism is experimentally observed as $G$-type antiferromagnetic (AFM) ordering at low temperature and PM ordering at high temperature (with Néel temperature $T_N \sim 233-260$ K) [53, 54]. The paramagnetic state has been studied in photoemission [52, 55-57] and gap values ranging from
Figure 5. Local orbital-resolved DOS of SrMnO$_3$ from sc$GW$ and SEET. The impurity choices correspond to (A), (B), and (C) in Table II. Dotted lines are PES and soft x-ray absorption spectroscopy (XAS) from Ref. [52].

| Name | Imp | Description                                      |
|------|-----|--------------------------------------------------|
| A    | 1   | Mn $t_{2g}$                                     |
| B    | 2   | Mn $t_{2g}$; Mn $e_g$                           |
| C    | 4   | Mn $t_{2g}$; Mn $e_g$; O $p_x$; O $p_y$         |

Table II. Choice of the impurities for SrMnO$_3$. Imp denotes the number of distinct disjoint impurity problems.

1.0–2.3 eV have been found. To our knowledge, a detailed experimental analysis of the orbital character of the near-Fermi-surface states has not been performed. Theoretical calculations so far are limited to the AFM state [9, 17, 58].

Fig. 5 shows the total local orbital-resolved DOS from sc$GW$ and SEET with different impurity choices in the PM phase at 1053 K (see Table II). In $GW$, SrMnO$_3$ is incorrectly predicted to be metallic. The corresponding spectral functions are similar to SrVO$_3$, where bands around $E_F$ are dominated by transition metal $t_{2g}$ states. However, hybridizations between Mn 3$d$ and O 2$p$ are much stronger, pushing the O 2$p$ bands closer to $E_F$. This strong hybridization puts the validity of impurity models with only Mn 3$d$ orbitals in doubt. The qualitative failure of sc$GW$ implies the need of self-energy diagrams beyond $GW$ approximation.

We first include local self-energy corrections within only the Mn $t_{2g}$ orbitals as shown in Setup A of Fig. 5. The non-perturbative treatment of Mn $t_{2g}$ greatly suppress the DOS at $E_F$ and opens the gap for SrMnO$_3$ which is formed by Mn $t_{2g}$ + O $p_x$ hybridized orbitals both above and below the gap. However, the gap is substantially smaller than the one found in photoemission data [52].

Next, we include Mn $e_g$ orbitals in setup B. The non-perturbative treatment of the Mn $e_g$ orbitals results in the conduction band peak of the $e_g$ orbitals being pushed below the $t_{2g}$ peak and the gap edge aligning. Most of the higher valence band states have O 2$p_x$ character, while most of the lower conduction band states have Mn $t_{2g}$ and Mn $e_g$ character.

Finally, we include O 2$p$ orbitals in impurity setup C. Similar to SrVO$_3$, only the 2$p$ orbitals from one oxygen atom are considered. Local self-energy correction beyond GW from O 2$p$ further push both Mn $t_{2g}$ and O $p_x$ away from $E_F$. Besides that, there is little change to the remaining orbitals.

SEET successfully opens a gap for all impurity choices shown in Fig. 6. Note that this gap is opened due to the full self-consistency between high and low levels loops in SEET. It only opens when GW orbitals are updated at every iteration to include strong correlation effects that arise from the solution of the impurity problems. We illustrate the opening of the gap versus iteration number as well as the exact convergence for electronic energies
in the appending. Systematic enlarging of the number of impurities leads to a convergence to the experimental data. The first and second valence peaks at −2.0 and −6.5 eV correspond to Mn $t_{2g} + O \ p_{x}$ and Mn $e_g + O \ p_{x}$. In the conduction band, the shoulder at 1 eV corresponds to Mn $e_g$ bands, and the two peaks at −2.5 and −4.8 eV corresponds to Mn $t_{2g} + O \ p_{x}$ and Mn $e_g + O \ p_{x}$. The gap is formed by Mn $t_{2g} + O \ p_{x}$ valence band and Mn $e_g$ conduction bands.

The agreement with PES and XAS is not perfect. While such a difference may arise due to the finite size effects present, we eliminated this possibility by caring out calculations for different numbers of k-points. For details see appendix. Since finite size effects are negligible, the differences are likely due to either (i) inter-orbital correlations between different independent impurities, and/or (ii) non-local correlations outside of GW, (iii) employed Gaussian basis set.

Fig. 7 shows the k-resolved partial DOS along $R - \Gamma - X$. The hybridization between Mn $t_{2g}$ and O $p_{x}$ is clearly visible in the k-resolved partial DOS. The indirect gap is formed between Mn $t_{2g} + O \ p_{x}$ valence states at $R$ and Mn $e_g$ conduction band states at the $\Gamma$ point, which is consistent with our conclusion from the local DOS in Fig. 5 and 6.

Several previous works have studied the electronic structure of the low-temperature AFM SrMnO$_3$ using density functional theory (DFT) [52, 58], and variants of GW [17, 59], LDA+DMFT [60] and GW+DMFT [17]. On the other hand, understanding of the high-temperature PM phase is limited. LDA incorrectly predicts a metallic phase for PM SrMnO$_3$ [9, 10, 13], suggesting that a mean-field description is insufficient. Furthermore, $G_0W_0$ on top of DFT also fails to open a gap [17]. To address the missing correlations, LDA+DMFT can be applied, assuming that strong correlations are purely local on the Mn atom [9, 10, 13]. In that case, both the $U$ and $J$ model parameters need to be chosen ad hoc in order to reproduce experimental data, and the double counting has to be fine-tuned to keep the system insulating. The failure of standard FLL double counting likely comes from the strong hybridization between Mn 3$d$ and O 2$p$. The band gap, as well as the type of insulating state (e.g. Mott or charge-transfer), are highly sensitive to the parameter choice.

Petocchi et al. [17] applied multtier GW+EDMFT to both the PM and AFM phase. Even though a gap opening for AFM is observed, a strongly correlated metal in proximity to a Mott transition is observed in PM phase. This is likely due to the lack of outer-loop self-consistency for the entire system. Such an outer loop is responsible for updating all the weakly correlated orbitals to include strong correlation effects coming form the solution of the impurity problem. In order to verify this, we have performed SEET calculations without the outer-loop self-consistency for all impurity choices. We observe that even though the non-perturbative treatments of the impurities greatly suppresses the DOS at $E_F$, the lack of outer-loop self-consistency results in an incorrect chemical potential shift so that a non-zero DOS is observed (see Fig. 12 in appendix E). Note that a similar non-zero DOS is observed in Ref. [17]. The metallic character observed in Ref. [17] may also arise due the missing correlations beyond GW from O 2$p$ or a failure of cRPA to produce correct screened interactions.

VI. CONCLUSIONS

We have analyzed single-particle spectral functions of two paradigmatic strongly correlated cubic perovskites. Our starting point was the description of the solid in a Bloch-wave basis consisting of Gaussian orbitals, which allows for a clear attribution of correlation physics to individual atomic orbitals. By analyzing strong correlations in multiple choices of impurity orbitals, we showed that the usual procedure of isolating 3-5 local orbitals near the Fermi energy is insufficient to describe the physics of these systems if ab-initio Coulomb interactions are used. We have also illustrated that an interpretation in terms of ‘Hund’s physics’ with empirically adjusted interaction parameters of low-lying bands is not necessary. Rather, by systematically adding non-perturbative correlations, also to orbitals not immediately adjacent to the Fermi energy, we could show a gradual convergence of most aspects of the spectral function to the experimental result.

In the case of SrVO$_3$, we presented that the standard DMFT interpretation of the material as a correlated 3-orbital ‘Hunds’ metal with a three-peak structure of lower and upper Hubbard side-peaks, as well as a central quasi-particle peak, is not consistent with our formulation. Through the explicit inclusion of O 2$p$ impurities, we also showed that O 2$p$ orbitals do not contribute to the lower/upper incoherent feature at around -1.8/3.0 eV. The absence of the lower satellite from our calculations indicates that additional physics arising either from non-local processes, higher bands, or/and inter-orbital cross-
correlations is important. In the case of SrMnO$_3$, we illustrated the importance of the feedback of the strongly correlated self-energy to the remainder of weakly correlated orbitals present in the system, leading successfully to an insulating behavior in PM phase.

In contrast to other methods commonly in use, the procedures employed in this paper are uniquely defined in terms of Gaussian basis sets, choice of correlated orbitals, and choice of correlated subspaces, making every step of the calculation independently reproducible.

Our work illustrates that the SEET procedure is able to recover correct results in strongly-correlated realistic systems, and that systematic addition of correlations in orbital subgroups leads to a systematic understanding of single-particle excitation spectra.
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Figure 8. Total local DOS for SrVO$_3$ and SrMnO$_3$ from SEET with different number of k-points in the Brillouin zone. The impurity choices are setup C in Table I for SrVO$_3$ and setup B in Table II for SrMnO$_3$.

Appendix A: Finite-size effects

Fig. 8 shows the finite-size effect for SrVO$_3$ and SrMnO$_3$. From 4×4×4 to 6×6×6, the total local DOS becomes smoother and exhibits fewer features, while the general characteristics remain the same in both Brillouin zone discretizations, for both SrVO$_3$ and SrMnO$_3$.

Appendix B: Basis set effect

In order to check whether the missing feature at $\sim -1.5$ eV may be due to a deficiency in our choice of Gaussian basis set, we have repeated the calculation with a larger basis for the vanadium atom in SrVO$_3$, $gth$-$tzvp$-$molopt$-sr [35]. As shown in Fig. 9, no qualitative difference was observed for vanadium in the $gth$-$tzvp$-$molopt$-sr basis, in both scGW and SEET calculations. This indicates that the absence of the feature is unlikely due to a deficiency of the vanadium basis.

Appendix C: $G_0W_0$ for SrVO$_3$

Fig. 10 shows the local DOS evaluated from $G_0W_0$ based on the LDA band structure. The $G_0W_0$ DOS looks qualitatively similar to the scGW results presented in Fig. 2 except for a slightly wider $t_{2g}$ quasiparticle bandwidth. The hump between $-1$ and $-2$ eV is absent. Note that the double peak structure is due to the k-space discretization and is not a feature of a lower satellite.
Appendix D: Convergence of SrMnO$_3$

Fig. 11 shows SEET convergence of various quantities for SrMnO$_3$ with impurity choices specified in Setup B. Including local self-energy corrections from Mn 3$d$ orbitals opens a gap in the first iteration. The system later oscillates between metallic and insulating states in the following iterations and slowly converged to the physical insulating phase. In order to facilitate the convergence, direct inversion of the iterative subspace (DIIS) [61] is employed after iteration 17 where much faster convergence is observed. Due to it, starting from iteration 17, we observe a much faster convergence.

Figure 11. Convergence of (a) total energy, correlation energy, chemical potential, and (b) total local DOS for SrMnO$_3$ from SEET with impurity choices specified in Setup B.

Figure 12. Orbital-resolved local DOS for SrMnO$_3$ from SEET without an outer-loop self-consistency. The impurity choices from the first to third row correspond to (A), (B), and (C) in Table II. The inset shows DOS around $E_F$. The dotted lines are photoemission data from ref [52].

**Appendix E: SEET without outer-loop self-consistency for SrMnO$_3$**

Fig. 12 shows local orbital-resolved DOS for SrMnO$_3$ from SEET without outer-loop self-consistency. The impurity choices are listed in Table II. With non-perturbative treatments of the Mn $t_{2g}$ orbitals, the DOS at $E_F$ is greatly suppressed while still remaining non-zero (see the inset for Setup A in Fig. 12). In addition, an extra sharp quasiparticle peak from O 2$p_x$ orbitals at around $E_F$ is observed. Furthermore including the Mn
$e_g$ orbitals gives a similar qualitative picture as the one with only Mn $t_{2g}$ orbitals. The only difference arises for the Mn $e_g$ conduction band that is pushed forward to $E_F$, consistent with results from fully self-consistent SEET.

Next we include O $2p$ orbital in impurity setup C. Non-perturbative treatments to O $2p$ states push slightly valence bands away from $E_F$, making the sharp quasiparticle peak at $E_F$ disappear. However, there is still non-zero DOS at $E_F$ from O $2p$ states.

In general, although all three impurity choices employed greatly suppress DOS around $E_F$ and qualitatively predict correct orbital ordering in both valence and conduction bands, SrMnO$_3$ remains metallic with a small DOS at $E_F$. We argue that this unphysical metallic state is an artifact due to the lack of outer-loop self-consistency (the feedback of the strongly correlated orbitals to the weakly correlated part via the Dyson equation). Without the outer-loop self-consistency, weakly correlated orbitals outside the impurity subspaces cannot be adjusted by the correlations in the strongly correlated subspaces, resulting in incorrect chemical potential shifts.

**Appendix F: SEET total density of states of SrMnO$_3$**

Fig. 13 shows the SEET total local DOS of SrMnO$_3$. They are obtained by summing all orbitals. We found that the total DOS around the Fermi level is very similar to Fig. 6, which shows the sum of the local DOS of the Mn $3d$ + O $2p$ orbitals. The quantitative differences come from additional contributions of Mn $4d$ and O $3p$. The rest of orbitals mainly contribute to the lower/higher energy regime far away from the Fermi level.

![Figure 13. Total local density of states of SrMnO$_3$ from scGW and SEET with different impurity choices. Arrows indicate the orbital contributions according to SEET with impurity choice C. The PES and BIS data is obtained from Ref. [42, 43]](image)