The timecourse of multisensory speech processing in unilaterally stimulated cochlear implant users revealed by ERPs
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ABSTRACT

A cochlear implant (CI) is an auditory prosthesis which can partially restore the auditory function in patients with severe to profound hearing loss. However, this bionic device provides only limited auditory information, and CI patients may compensate for this limitation by means of a stronger interaction between the auditory and visual system. To better understand the electrophysiological correlates of audiovisual speech perception, the present study used electroencephalography (EEG) and a redundant target paradigm. Postlingually deafened CI users and normal-hearing (NH) listeners were compared in auditory, visual and audiovisual speech conditions. The behavioural results revealed multisensory integration for both groups, as indicated by shortened response times for the audiovisual as compared to the two unisensory conditions. The analysis of the N1 and P2 event-related potentials (ERPs), including topographic and source analyses, confirmed a multisensory effect for both groups and showed a cortical auditory response which was modulated by the simultaneous processing of the visual stimulus. Nevertheless, the CI users in particular revealed a distinct pattern of N1 topography, pointing to a strong visual impact on auditory speech processing. Apart from these condition effects, the results revealed ERP differences between CI users and NH listeners, not only in N1/P2 ERP topographies, but also in the cortical source configuration. When compared to the NH listeners, the CI users showed an additional activation in the visual cortex at N1 latency, which was positively correlated with CI experience, and a delayed auditory-cortex activation with a reversed, rightward functional lateralisation. In sum, our behavioural and ERP findings demonstrate a clear audiovisual benefit for both groups, and a CI-specific alteration in cortical activation at N1 latency when auditory and visual input is combined. These cortical alterations may reflect a compensatory strategy to overcome the limited CI input, which allows the CI users to improve the lip-reading skills and to approximate the behavioural performance of NH listeners in audiovisual speech conditions. Our results are clinically relevant, as they highlight the importance of assessing the CI outcome not only in auditory-only, but also in audiovisual speech conditions.

1. Introduction

A cochlear implant (CI) is a neuroprosthesis that can help regaining hearing abilities and communication in patients with sensorineural hearing loss. However, the electrical CI signal transmits only limited spectral and temporal information compared to natural acoustic hearing (Drennan and Rubinstein, 2008). Consequently, after implantation, the central auditory system has to learn to recognise the new, artificial input as meaningful sounds (Giraud et al., 2001a; Sandmann et al., 2015). This learning is an example of neural plasticity, wherein the nervous system
neural plasticity in CI users has been examined in several studies, reporting an increasing activation in the auditory cortex to auditory stimuli over the first months after implantation (Giraud et al., 2001c; Green et al., 2005; Sandmann et al., 2015). These experience-related cortical changes may even extend to the visual cortex, as indicated by the finding that CI patients engage not only the auditory, but also the visual cortex in purely auditory speech tasks (Chen et al., 2016; Giraud et al., 2001c). However, the latter results are based on positron emission tomography (PET) neuroimaging, which provides better spatial than temporal resolution. The temporal properties of the cross-modal response in the visual cortex of CI users have not yet been characterised.

As both, auditory and visual input (articulatory movements, gestures), contribute to speech perception, spoken language communication is an inherently audiovisual task (Drijvers and Özyürek, 2017; Grant et al., 1998; Sumby and Pollack, 1954). Especially in difficult hearing situations (for instance speech in background noise) the supportive role of the visual modality can be crucial for understanding speech (Sumby and Pollack, 1954). This has been characterised by the “principle of inverse effectiveness”, which states that if unisensory signals are poorly perceptible, there is a remarkable perception enhancement for multisensory signals (Stein and Meredith, 1993). The principle of inverse effectiveness has been assessed for audiovisual speech, in particular words, and has shown that if the visual or auditory presentation alone of a word was difficult, there was a higher benefit to understand audiovisual words (van de Rijt et al., 2019). It is therefore not surprising that CI users show an enhanced visual influence on auditory perception (Desai et al., 2008) and stronger audiovisual interactions (Stevenson et al., 2017) due to the limited CI input, on both behavioural and cortical levels. CI users are not only better at integrating audiovisual speech information when compared to normal-hearing (NH) listeners (Bavelier et al., 2006; Kaiser et al., 2003; Mitchell and Maslin, 2007; Rouger et al., 2007). They also show a remarkably strong binding between the activation in the visual and auditory cortices during visual and audiovisual speech processing (Giraud et al., 2001c; Strelnikov et al., 2015). Given that previous findings on altered audiovisual speech processing in CI users are based on PET imaging, it is currently not well understood, whether these cortical alterations are already present at initial (sensory) or only at later cognitive processing stages.

Event-related potentials (ERPs) derived from continuous electrocorticography (EEG) represent a suitable tool to study cortical alterations in CI users (Sandmann et al., 2009, 2015; Sharma et al., 2002; Viola et al., 2012). ERPs have a high temporal resolution, which allows tracking single cortical processing steps (Biasiucci et al., 2019; Michel and Murray, 2012). In particular, the auditory N1 (negative potential around 100 ms after stimulus onset) and the P2 (positive potential around 200 ms after stimulus onset) are elicited for auditory stimuli and are generated at least partly in the primary and secondary auditory cortex (Ahveninen et al., 2006; Bosnyak et al., 2004; Näätänen and Picton, 1987). Current frameworks suggest an automatic and sequential processing of the auditory N1 ERP in CI users when compared to NH listeners (Schierholz et al., 2015, 2017). These findings in CI users suggest not only difficulties in the cortical sensory processing of auditory stimuli, but also enhanced audiovisual interactions at sensory processing stages, particularly in conditions involving basic audiovisual stimuli.

The present EEG study extends previous research (Schierholz et al., 2015, 2017) by examining whether initial sensory cortical processing is also altered in CI patients in more complex audiovisual stimulus situations, especially in speech conditions. We used auditory syllables in combination with a computer animation of a talking head, providing the visual component of the stimuli (Fagel and Clemens, 2004; Schreitmüller et al., 2018). These types of speech stimuli are advantageous as they are highly controllable, reproducible, speaker-independent and perfectly timed. We compared the cortical processing of auditory-only and audiovisual syllables between CI users and NH listeners by means of electrical neuroimaging (Michel et al., 2009), including topographic and ERP source analysis to explore the timecourse of cortical processing. Compared to the traditional analysis of ERP data, which is based on waveform morphology at certain electrode positions, electrical neuroimaging is reference-independent and considers the spatial characteristics and the temporal dynamics of the global electric field to distinguish between effects of response strength, latency and distinct topographies (Michel et al., 2009).

Based on previous results with simple audiovisual stimuli (Schierholz et al., 2015, 2017), we predicted a multisensory effect in CI users and NH listeners for the more complex audiovisual speech stimuli as well, both on the behavioural and on the cortical level. However, due to the limited CI input and experience-related cortical changes after implantation, we expected group differences in voltage topographies and cortical source configurations, which would point to altered cortical activation in CI users during auditory and audiovisual speech processing.

2. Material and methods

2.1. Participants

In total, forty participants took part in the present study. Among these participants, six had to be excluded from further analyses due to the following reasons: bad EEG signal quality (n = 2), low number of correct trials (n = 2), one CI patient was hearing too well on the contralateral ear (rather single-sided deaf), and one NH participant was excluded due to the use of psychotropic drugs. Thus, for further analyses the total number of participants was thirty-four, with seventeen CI users (11 female, mean age: 59.3 years, range: 27 – 75 ± 12.1 years) and seventeen NH listeners (11 female, mean age: 59.9 years, range: 34 – 79 ± 11.1 years). NH controls were matched by gender, age, handedness, stimulated ear and years of education. The CI users were post-lingually deafened, implanted either unilaterally (n = 3, all left-implanted using a hearing-aid on the contralateral ear) or bilaterally (n = 14). All CI users had been using their CI continuously for at least 12 months prior to the experiment. Therefore, in the case of bilateral implantation, either the ear which met that criterion or the ‘better’ ear (the ear showing the higher speech perception scores in the Freiburg Monosyllabic test) was used as stimulation side. Details on the implant system and the demographic variables can be found in Table 1.

To verify age-appropriate cognitive abilities, the DemTect Ear test battery was used (Brünecke et al., 2018). DemTect Ear is a version of the conventional DemTect (Kalbe et al., 2004) especially adjusted for patients with limited hearing abilities. This version enables to test cognitive and ERP source analysis to explore the timecourse of cortical processing.
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DemTect Ear is a version of the conventional DemTect (Kalbe et al., 2004) especially adjusted for patients with limited hearing abilities. This version enables to test cognitive and ERP source analysis to explore the timecourse of cortical processing.

To verify age-appropriate cognitive abilities, the DemTect Ear test battery was used (Brünecke et al., 2018). DemTect Ear is a version of the conventional DemTect (Kalbe et al., 2004) especially adjusted for patients with limited hearing abilities. This version enables to test cognitive and ERP source analysis to explore the timecourse of cortical processing.

To verify age-appropriate cognitive abilities, the DemTect Ear test battery was used (Brünecke et al., 2018). DemTect Ear is a version of the conventional DemTect (Kalbe et al., 2004) especially adjusted for patients with limited hearing abilities. This version enables to test cognitive and ERP source analysis to explore the timecourse of cortical processing.
psychiatric illness and all participants were native German speakers. All participants had normal or corrected-to-normal vision, as measured by the Landolt test (Landolt C) according to the DIN-norm given by Wesemann et al. (2010) and all participants were right-handed (assessed by the Landolt test (Landolt C) according to the DIN-norm given by Oldfield, 1971).

All participants gave written informed consent prior to data collection and were reimbursed. The study was conducted in accordance with the Declaration of Helsinki (2013) and was approved by the Ethics Committee of the medical faculty of the University of Cologne (application number: 18 – 257).

### 2.2. Stimuli

The stimuli used in this experiment were presented in three different conditions: visual-only (V), auditory-only (A) and audiovisual (AV). Additionally, there were trials with a black screen only (‘nostim’), to which the participants were instructed to not respond. We used the Presentation software (Neurobehavioral Systems, version 21.1) and a computer in combination with a duplicated monitor (69 in.) to control stimulus delivery. The stimuli were the two syllables /ki/ and /ka/ and they were taken from the Oldenburg logatome speech corpus (OLLO; Wesker et al., 2005). The syllables were cut out of the available logatomes from one speaker (female speaker 1, V6 ‘normal spelling style’, no dialect). These two syllables differed in their phonetic distinctive features (vowel place and height of articulation) in the vowel contrast (/a/ vs. /i/; Micco et al., 1995). These German vowels are different in terms of the second ear. Similar to the CI participants, three of the NH listeners were stimulated on the right ear, and fourteen on the left ear. The

\[
\begin{align*}
\text{Table 1} & \quad \text{Demographic information on the CI participants; HA = hearing aid.} \\
\hline
\text{ID} & \text{Sex} & \text{Age} & \text{Handedness} & \text{Fitting} & \text{Stimulated ear} & \text{Etiology} & \text{Age at onset of hearing impairment} & \text{CI use of the stimulated ear} & \text{CI manufacturer} \\
\hline
1 & m & 61 & right & CI + CI & left & unknown & 41 & 15 & MedEl \\
2 & f & 62 & right & CI + CI & left & unknown & 10 & 36 & Cochlear \\
3 & f & 51 & right & CI + CI & right & amalagam & 20 & 54 & Cochlear \\
4 & m & 65 & right & CI + CI & left & hereditary & 28 & 66 & MedEl \\
5 & m & 53 & right & CI + CI & left & Cogan syndrome & 43 & 99 & Cochlear \\
6 & f & 75 & right & CI + CI & left & hereditary & 57 & 30 & Advanced Bionics \\
7 & f & 39 & right & CI + CI & right & otosclerosis & 24 & 17 & Advanced Bionics \\
8 & f & 70 & right & CI + CI & left & unknown & 37 & 56 & MedEl \\
9 & f & 70 & right & CI + CI & left & meningitis & 69 & 20 & MedEl \\
10 & m & 59 & right & CI + CI & left & unknown & 49 & 33 & Advanced Bionics \\
11 & f & 63 & right & CI + CI & left & meningitis & 20 & 106 & Advanced Bionics \\
12 & f & 64 & right & CI + CI & left & whooping cough & 9 & 78 & Cochlear \\
13 & m & 53 & right & CI + CI & left & unknown & 30 & 235 & Cochlear \\
14 & f & 58 & right & CI + CI & left & unknown & 49 & 18 & Advanced Bionics \\
15 & f & 71 & right & CI + CI & left & otitis media & 21 & 63 & Cochlear \\
16 & f & 27 & right & CI + CI & left & sudden hearing loss & 6 & 236 & MedEl \\
17 & m & 56 & right & CI + CI & right & hereditary & 19 & 63 & MedEl \\
\hline
\end{align*}
\]
syllables were presented at 65 dB SPL. Both the CI users and the NH listeners rated the perceived loudness of the speech sounds by means of a seven-point loudness rating scale (Sandmann et al., 2009, 2010), which allowed to adjust the sound intensity to a moderate level of 60 – 70 dB (Allen et al., 1990).

2.3. Procedure

The participants were seated comfortably in an electromagnetically shielded and dimly lit room. The distance from head to screen was approximately 175 cm. The task was to discriminate the syllables /ki/ and /ka/ regardless of their modality (AV, A, V) by pressing a corresponding button as fast as possible. Each syllable was assigned to one of the two buttons of a mouse. The sides of the assigned buttons were counterbalanced across participants to avoid a potential bias caused by the used finger.

In all conditions (AV, A, V, ‘nostim’), 90 trials each were presented per syllable, resulting in a total number of 630 trials (90 repetitions × 3 conditions (AV, A, V) × 2 syllables (/ki/, /ka/) + 90 ‘nostim’-trials). Each trial started with a static face of the talking head (500 ms) followed by a visual-only, auditory-only, audiovisual syllable or ‘nostim’. Right after, a fixation cross was shown until a response has been given by the participant. The trials were pseudo-randomised such that no trial of the same condition and syllable appeared twice in a row. In total, there were five blocks which lasted for five minutes each, resulting in a total experimental time of approximately 25 minutes. After each block, the participants were given a short break. Before the experiment, the participants were given a practice block consisting of five trials per condition to ensure that the task was understood. An overview of the paradigm is displayed in Fig. 1A.

2.4. Additional behavioural measures

Apart from hit rates and response times recorded during the EEG task, we obtained additional behavioural measures. After each experimental block in the EEG task, the participants were asked to indicate on a scale, how effortful it was to perform the task. For that purpose, we used the ‘Borg Rating of Perceived Exertion’-scale (Borg RPE-scale; Williams, 2017). Further, we examined the lip-reading abilities of the participants by using a behavioural lip-reading test, which has been applied in previous studies (Stropahl et al., 2015; Stropahl and Dehener, 2017). It consists of monosyllabic words taken from the German Freiburg monosyllabic speech test (Hahlbrock, 1970) and is video-taped with various professional speakers. The task of the participants was to watch the video of the visual performance of a word and to report, which word was lip-read. Additionally, the CI patients had to fill in the Nijmegen Cochlear Implant Questionnaire (NICQ; Hinderink et al., 2000) assessing the quality of life in CI users.

2.5. EEG recording

EEG data were recorded with 64 AG/AgCl ActiCap slim electrodes using a BrainAmp system (BrainProducts, Gilching, Germany) and a customised electrode cap with an electrode layout (EasyCap, Herrsching, Germany) according to the 10–10 system. Two of the 64 electrodes were placed below (vertical eye movements) and beside (horizontal eye movements) the left eye to record an electrooculogram (EOG). All channels were recorded against a nose-tip reference, with a midline ground electrode, placed slightly anterior to Fz. Data were recorded with a sampling rate of 1000 Hz and were online analogically filtered between 0.02 and 250 Hz. Electrode impedances were kept below 10 kΩ throughout the recording.

2.6. Data analysis

Data analysis was performed using MATLAB 9.8.0.1323502 (R2020a; Mathworks, Natick, MA) and R (version 3.6.3; R Core Team, 2020), Vienna, Austria). Topographic analyses were conducted in CARTOOL (version 3.91; Brunet et al., 2011). For source analysis, Brainstorm (Tadel et al., 2011) was used. The following R packages have been utilised: ggplot2 (version 2.3.3) for creating plots; dplyr (version 1.0.4), tidyr (version 1.3.0) and tidyr (version 1.1.3) for data formatting; ggpubr (version 0.4.0) and rstatix (version 0.7.0) for statistical computations.

2.6.1. Behavioural data

First, trials with missing or false alarm responses were removed from the dataset. For each participant, outlier trials with reaction times (RTs) exceeding the individual mean by more than three standard deviations were removed for each condition separately. Afterwards, the mean hit rates and RTs were calculated for each condition (AV, A, V). We focused on the averages of hit rates and RTs computed across the two syllables.

---

Fig. 1. Behavioural results. A) Simplified illustration of the paradigm. B) Mean response times for auditory (red), visual (green) and audiovisual (blue) syllables averaged over both groups, illustrating shorter response times for audiovisual syllables compared to auditory-only and visual-only RTs. C) Mean hit rates for auditory (red), visual (green) and audiovisual (blue) syllables averaged over both groups, exhibiting higher hit rates for auditory compared to visual syllables. D) Cumulative distribution functions for CI and NH. For both groups, the race model is violated, since both groups show that the probability of faster response times is higher for audiovisual stimuli (blue line) compared to the ones estimated by the race model (cyan line). Significant differences are indicated (*p < 0.05, **p < 0.01, ***p < 0.001). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
The effect of facilitation in RTs for audiovisual input (i.e. faster RTs for AV) compared to unimodal stimuli (A, V) is known as the redundant signals effect (Miller, 1982). There are two models proposing an explanation for this issue: the race model and the coactivation model.

The race model postulates that neural integration is required to get a redundant signals effect (Raab, 1962). There is a competition of the individual unimodal stimuli (A, V) which are leading to a ‘race’ that determines whether one or the other unimodal stimulus determines the RTs. Therefore, the RTs of redundant signals (AV) can be assumed to be faster due to statistical facilitation, since the probability of either of the stimuli (A and V) to show a fast RT is higher than from one stimulus (A or V) alone. Whereas the coactivation model (Miller, 1982) claims that there is an interaction of the neural responses of the single sensory stimuli of a pair resulting in a combination and creation of a new product before a motor response is started. This process leads to faster RTs. To examine whether faster RTs for audiovisual syllables resulted from statistical facilitation or were based on multisensory processes (coactivation), the race model inequality (Miller, 1982) was applied. This approach is widely used in the area of multisensory research. The assumption is that violation of the race model is evidence for the presence of multisensory interactions (Ulrich et al., 2007) and evidence against independent processing of each stimulus of a pair. According to the race model inequality, the cumulative distribution function (CDF) of the RTs in the audiovisual condition can never be larger than the sum of the CDFs of the unisensory (A, V) conditions:

\[
P(\text{RT}_{AV} \leq t) \leq P(\text{RT}_A \leq t) + P(\text{RT}_V \leq t), \text{for all } t \leq 0,
\]

where \( P(\text{RT}_x \leq t) \) is the probability of a condition \( x \in \{A, V\} \) to be lower than an arbitrary value \( t \). For any given value of \( t \), violation of the race model points to the existence of multisensory interactions (see also Ulrich et al. (2007) for further detailed information). We used the RMITest software by Ulrich et al. (2007) to prove violation of the race model inequality. For each participant, the CDFs of the RT distributions for each condition (AV, A, V) and for the sum of the modality-specific conditions (A + V) were estimated. To determine percentile values, the individual RTs were rank ordered for each condition (Ratcliff, 1979). Next, the CDFs for the modality-specific sum (A + V) and for the redundant signals conditions (AV) were compared for the five fastest deciles (bin width: 10 %) for each group separately (NH, CI). We used one-tailed paired t-tests with subsequent Bonferroni correction to account for multiple comparisons. Significance at any decile bin pointed to a violation of the race model suggesting multisensory interactions to occur.

Concerning the other behavioural measures, in particular the lip-reading test and a subjective rating of the listening effort during the EEG task, we calculated two-sample t-tests to assess differences between CI users and NH listeners.

2.6.2. EEG preprocessing

EEG data were analysed with EEGLAB (version v2019.1; Delorme and Makeig, 2004) which is running in the MATLAB environment (Mathwork, Natick, MA). The raw datasets were downsampled to 500 Hz and filtered using a FIR-filter with a high pass cut-off frequency of 0.5 Hz and a maximum possible transition bandwidth of 1 Hz (cut-off frequency multiplied by two). Additionally, we applied a low pass cut-off frequency of 40 Hz and a transition bandwidth of 2 Hz. The Kaiser-window (Kaiser-β = 5.653, max. stopband attenuation = -60 dB, max. passband deviation = 0.001) was used for both filters (Widmann et al., 2015). This procedure maximises the energy concentration in the main lobe by averaging out noise in the spectrum and minimising information loss at the margins of the window. For CI users, the channels located around the region of the speech processor and transmitter coil were removed (mean: 3.2 electrodes; standard error of the mean: 1.0, range: 1 – 4). Next, the datasets were epoched into 2 s dummy epoch segments, and pruned of unique, non-stereotype artefacts using an amplitude threshold criterion of four standard deviations. An independent component analysis (ICA) was computed (Bell and Sejnowski, 1995) and the resulting ICA weights were applied to the epoched original data (1 – 40 Hz, 200 to 1220 ms relative to the stimulus onset (including the static and moving face). Independent components exhibiting horizontal and vertical eye movements, electrical heartbeat activity, as well as other sources of non-cerebral activity were removed (Jung et al., 2000). Similar to the procedures used in previous EEG studies with CI users (Debener et al., 2008; Sandmann et al., 2009; Viola et al., 2012), independent components accounting for the electrical CI artefact were identified and removed by means of ICA. The identification of these CI-related components was based on the stimulation side and the time course of the component activity, showing a pedestal artefact around 700 ms after the auditory stimulus onset (520 ms). Afterwards, the previously removed channels in CI users located around the speech processor and the transmitter coil were interpolated using a spherical spline interpolation (Perrin et al., 1989). This interpolation procedure enables a good dipole source localisation of auditory event-related potentials (ERPs) in CI participants (Debener et al., 2008; Sandmann et al., 2009). Only trials yielding correct behaviour (NH: 92.3 % ± 4.27 %; CI: 88.96 % ± 4.0 %) were retained for further analyses.

2.6.3. EEG data analysis

Event-related potentials (ERPs) of all conditions (AV, A, V) were compared between CI and NH participants. Similar to the behavioural data analysis, we focused on the ERP averages computed across the two syllables (/ki/, /ka/), given that supplementary analyses revealed no group differences and no group-specific effects with regards to the syllable conditions (Supplementary Fig. 1). To examine multisensory interactions, we used the additive model which is expressed by the equation \[ AV = A + V \] (Barth et al., 1995). If the processing of multisensory (AV) stimuli is the sum of the processing of unisensory (A, V) stimuli, the model is satisfied and suggests independent processing steps or interactions that are fully linear. By contrast, if the model is not satisfied, it is assumed that there are non-linear interactions between the sensory modalities (Barth et al., 1995). As a next step, the equation was rearranged to \[ A = AV − V. \] This allowed to compare the recorded ERP response to auditory-only stimuli (A) and the term \( AV − V \), reflecting the ERP difference wave that is calculated by subtracting the visual ERP from the audiovisual ERP response. The term \( AV − V \) represents a visually-modulated auditory ERP response, which is the estimation of the auditory response in a multisensory context. If there is no interaction between the auditory and the visual modalities, the auditory (A) and the modulated auditory (AV-V) ERPs should be the same. By contrast, if the ERPs for A and AV-V are not equal, this can be interpreted as indication for non-linear multisensory interactions (Blesle et al., 2004; Stekelenburg and Vroomen, 2007; Stevenson et al., 2014; Teder-Salejarvi et al., 2005; Vroomen and Stekelenburg, 2010). The interpretation of such non-linear effects as either sub-additive (A > AV − V) or super-additive (A < AV − V) is not straightforward and requires measurements that are reference-independent, measurements of power, or measurements of source estimates (e.g. Cappe et al., 2010). To ensure that an equal number of epochs for each condition contributed to the difference wave (AV-V), we reduced the number of epochs according to the condition with the lowest number of epochs for each subject individually. This procedure reduced the number of the initial epochs to 88.04 % (± 4.63

Concerning the other behavioural measures, in particular the lip-reading test and a subjective rating of the listening effort during the EEG task, we calculated two-sample t-tests to assess differences between CI users and NH listeners.
In this study, we used an electrical neuroimaging (Michel et al., 2009) analysis framework, including topographic and ERP source analysis to compare auditory (A) and modulated (AV-V) ERPs between and within groups (NH, CI). We explored these ERP differences by analysing the global field power (GFP) and the global map dissimilarity (GMD) to quantify ERP differences in response strength and response topography, respectively (Murray et al., 2008). In a first step, we analysed the GFP, at the time window of the N1 and the P2 (N1: 80–200 ms; P2: 200–370 ms). The time windows were chosen based on visual inspection of the GFP computed for the grand average ERP. The GFP, which was first introduced by Lehmann and Skrandies (1980), equals the root mean square (RMS) across the average-referenced electrode values at a given instant in time or, more simply put, the spatial standard deviation of all electrodes at a given time (Murray et al., 2008). We deliberately chose the GFP in this study to analyse the cortical response strength without having the disadvantage that arbitrary channel selection may bias the results of the peak detection. Fig. 2A displays the ERPs for A and AV-V for CI users and NH listeners. The individual GFP peak mean amplitudes and latencies were detected (for each condition (A, AV-V) and time window (N1 and P2)) and were statistically analysed by using a 2 × 2 mixed ANOVA with group (NH, CI) as the between-subjects factor and condition (A, AV-V) as the within-subjects factor. This was done separately for each peak (N1, P2).

In a second step, we looked at the GMD (Lehmann and Skrandies, 1980) which quantifies topographic differences (and by extension, distinct configurations of neural sources; Vaughan Jr, 1982) between groups or experimental conditions, independently of the signal strength (Murray et al., 2008). The GMD was analysed in CARTOOL (Brunet et al., 2011) by computing a so-called topographic ANOVA (TANOVA; Murray et al., 2008) to explore topographic differences between groups for each condition (CI(A) vs. NH(A) and CI(AV-V) vs. NH(AV-V)). Importantly, this is no analysis of variance, but a non-parametric randomisation test. This randomisation test was conducted by using 5,000 permutations and by computing sample-by-sample p-values. An FDR-correction was applied to control for multiple comparisons (FDR = false discovery rate; Benjamini and Hochberg, 1995). The minimal significant duration was set to 15 consecutive time frames, given that previous observations suggest that ERP topographies do not continuously change as time elapses, but stay stable for a certain period of time before changing to another topography (Michel and Koenig, 2018) and to account for temporal autocorrelation.

### 2.6.4. Hierarchical clustering and single-subject fitting analysis

Our results revealed differences across groups for the GMD for each condition (see section ‘ERP results on the sensor level: GMD’ for more details), which is an indication for different underlying neural generators (e.g. Vaughan Jr, 1982). But, if this is the case, it is interesting to know, how these differences are caused. On the one hand, a GMD may be explained by the fact that CI users and NH listeners reveal a fundamentally different configuration of neural generators during audiovisual speech processing. On the other hand, a difference in topography can also result from a latency shift which causes similar topographic maps to be shifted in time (Murray et al., 2008). To distinguish between the two exploratory approaches, we performed a hierarchical topographic clustering analysis with group-averaged data (NH(A), NH(AV-A), CI(A), CI(AV-V)) to identify template topographies in the time windows of interest (N1, P2). This analysis was done in CARTOOL (Brunet et al., 2011). Specifically, we applied the atomize and agglomerate hierarchical clustering (AAHC) which has been devised for EEG-data by Murray et al. (2008). It includes the global explained variance of a cluster and hinders blind combinations (or agglomerations) of clusters with short durations. Hence, the topographic clustering finds the minimal number of topographies explaining the greatest variance in a given dataset (here CI(A), CI(AV-V), NH(A), NH(AV-V)). An ERP topography does not show a random variation across time, but rather stays stable for some time before changing to another topography. This empirical

**Fig. 2.** Sensor ERP results. A) GFP of the conditions A and AV-V for NH listeners (blue) and CI users (red). Note that the GFP provides only positive values, given that it represents the standard deviation of all electrodes separately for each time point. The ERP topographies at the GFP peaks (N1, P2) are given separately for each group. Grey-shaded areas indicate the N1 and P2 time windows for peak and latency detection. Grey bars below mark the time window of significant GMDs between the two groups. B) N1 group effect (independent of the condition): the P2 latency is shorter for AV-V compared to A. Significant differences are indicated (*p < 0.05, **p < 0.01, ***p < 0.001). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Next, the template maps identified by the AAHC were submitted to a single-subject fitting (Murray et al., 2008) to see, how specific templates are distributed on a single-subject level. This was achieved by computing sample-wise correlations for each subject and condition between each template topography and the observed voltage topographies. Each sample was matched to the template map with the highest spatial correlation. We conducted a statistical analysis on the output, which was the first onset of maps (latency) and the map presence (number of samples in time frames) being assigned to a specific template topography. Specifically, we performed a mixed ANOVA with group (NH, CI) as the between-subjects factor and condition (A, AV-V) and template map as within-subject factors, separately for each time window (N1, P2). In the case of significant three-way interactions, group-wise mixed ANOVAs (condition × template map) were computed. In case of violation of the sphericity assumption, a Greenhouse-Geisser correction was applied. Follow-up t-tests were computed and corrected for multiple comparisons using a Bonferroni correction.

2.6.5. Source analysis

We computed an ERP source analysis for each group and condition by using Brainstorm (Tadel et al., 2011). This was done to assess the question, whether the observed topographic group differences at N1 latency can be explained by a fundamentally different configuration of neural generators during audiovisual speech processing. The source analysis was conducted according to the step-by-step tutorial provided by Stropahl et al. (2018). There are various proposed options to estimate source activities, but we chose the method of dynamic statistical parametric mapping (dSPM; Dale et al. 2000). This method has been successfully applied in previous studies with CI patients (Bottari et al., 2020; Stropahl et al., 2015; Stropahl and Debener, 2017). The dSPM method is able to localise deeper sources more precisely than standard norm methods, but the spatial resolution tends to remain low (Lin et al., 2006). dSPM uses the minimum-norm inverse maps with constrained dipole orientations to estimate the locations of the scalp-recorded electrical activity. It works well for localising auditory cortex sources, even though it is a relatively small cortical area (Stropahl et al., 2018).

Single-trial pre-stimulus onset baseline intervals (~50 to 0 ms) were taken to calculate individual noise covariances to get an estimation of single-subject based noise standard deviations at each location (Hansen et al., 2010). As forward solution, the boundary element method (BEM) which is implemented in OpenMEEG was used as head model. The BEM gives three realistic layers and representative anatomical information (Gramfort et al., 2010). The activity data is shown as absolute values with arbitrary units based on the normalisation within the dSPM algorithm.

The inbuilt function to perform t-tests against zero (Bonferroni corrected, \( p = .001 \)) was applied to the averaged dataset (averaged over conditions and groups) to obtain regions of interest (ROIs) based on the maximal source activity around the visual and auditory cortices in the time windows of interest (N1, P2). The predefined regions implemented in Brainstorm of the Destrieux-atlas (Destrieux et al., 2010; Tadel et al., 2011) were chosen based on the t-test as they were lying within this area. The auditory ROI was defined as a combination of four smaller regions from the Destrieux-atlas (Destrieux: G_temp_sup-G_T_transv, S_temporal_transverse, G_temp_sup-Plan_tempo and Lat_Fis-post) of which the first three regions have been used in e.g. Stropahl and Debener (2017) or Stropahl et al. (2015). Similarly, previous studies have reported activity in the auditory cortex during unisensory auditory processing in CI patients in Brodmann area 41 and 42 (Sandmann et al., 2009; Stropahl et al., 2018) which can be approximated by the chosen ROIs. As visual ROIs, three regions again from the Destrieux-atlas were chosen (Destrieux: G.cuneus, S.calarine, S.parieto_occipital) that matched the results of the t-test against zero and which comprise the secondary visual cortex. Similar visual regions have been identified in previous studies with CI users (Giraud et al., 2001a; Giraud et al., 2001b; Prince et al., 2021). The selected ROIs can be inspected in the boxes of Fig. 4A.

Single-subject source activities for each ROI, condition and group were exported from Brainstorm, and they were statistically analysed in the software R. First, the peak means and latencies of the peaks were calculated. We performed a mixed ANOVA separately for each time window of interest (N1: 80 – 200 ms, P2: 200 – 370 ms), with group (NH, CI) as between-subject factor and condition (A, AV-V), ROI (auditory, visual) and hemisphere (left, right) as within-subjects factors. If the sphericity assumption was violated, a Greenhouse-Geisser correction was applied. In the case of significant interactions or main effects, follow-up t-tests were computed and corrected for multiple comparisons using a Bonferroni correction.

3. Results

3.1. Behavioural results

In general, the participants achieved a very high-performance level (hit rates ≥ 97.9%) in all conditions, and the mean of the RT was between 522 ms and 640 ms in both groups (Table 2). Importantly, the CI users with a hearing-aid on the contralateral ear (implanted unilaterally) were no behavioural outliers in comparison to the bilaterally implanted CI users (mean of response times ± one standard deviation: unilaterally implanted: 589 ms ± 152 ms, bilaterally implanted: 597 ms ± 96.2 ms). The 3 × 2 mixed ANOVA with condition (AV, A, V) as within-subject factor and group (CI, NH) as between-subject factor showed no main effect of group (\( F_{1,22} = 0.0039; p = .98, \eta^2 = 0.0001 \)), but a main effect of condition for RTs (\( F_{1,41} = 69.18; p < .001 \); \( \eta^2 = 0.22 \)). Subsequent post-hoc t-tests revealed that RTs to redundant signals (AV) were significantly faster when compared to V (\( t(33) = 15.4; p < .001 \)) or A (\( t(33) = 10.9; p < .001 \)). There was no difference in RTs between the unisensory stimuli A and V (\( t(33) = -0.2; p = 0.87 \)). These results are illustrated in Fig. 1B.

Concerning the hit rates, the 3 × 2 mixed ANOVA with condition (AV, A, V) as within-subject factor and group (CI, NH) as between-subject factor revealed a significant main effect of condition (\( F_{2,64} = 3.8; \ p < .05, \eta^2 = 0.05 \)). Follow-up t-tests showed a difference in hit rates between A and V (\( t(33) = 2.74; p < .05 \), with A having significantly more correct hits than V. The other comparisons (AV vs. A and AV vs. V) were not significant (AV vs. A (\( t(33) = 0.29; p = 0.88 \), and AV vs. V (\( t(33) = -1.89; p = 0.2 \)). These results are illustrated in Fig. 1C.

To examine the violation of the race model, the race model inequality was used. The one sample t-tests were significant in at least one decile for each group (Table 3). This means that the probability of faster response times is higher for audiovisual conditions compared to the ones estimated by the race model. This can also be observed in Fig. 1D. In sum, the violation of the race model in CI users and NH listeners points out the presence of multisensory integration for both groups.

3.2. Other behavioural results

We calculated a two-sample t-test to assess differences in auditory word recognition ability and (visual) lip-reading abilities between CI users and NH listeners. The results revealed poorer auditory performance (\( p = .001 \); Cohen’s \( d = 2.48 \)), but better lip-reading skills for CI users compared to NH listeners (\( p = .001 \); Cohen’s \( d = 1.42 \)). Concerning the subjective listening effort measured during the EEG task, the t-test did not show a difference between CI users and NH listeners (\( p > .05 \); Cohen’s \( d = 0.19 \)). Therefore, none of the two groups found the task more difficult than the other group. The scores for these measures are displayed in Table 4.

Observation has been referred to as microstates (Michel and Koenig, 2018). A more detailed description of this approach can be found in Murray et al. (2008).
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3.3. ERP results on the sensor level: GFP

Fig. 2A displays the GFP of the grand averaged auditory ERPs for each group, in particular the unisensory auditory (A) and the visually modulated auditory (AV-V) ERP responses. The first prominent peak is visible for both groups approximately around 120 ms, which corresponds to the time window of the N1. The second peak around 220 ms is less prominent for CI users than for NH listeners and is referred to as the P2 ERP. For the N1, a $2 \times 2$ mixed ANOVA with group (NH, CI) as between-subject variable and condition (A, AV-V) as within-subject factor was calculated for the GFP amplitude peak mean and the GFP peak latency. Concerning the peak mean, there were no statistically significant interactions or main effects. But, for peak latency, there was a significant main effect of group ($F_{1,32} = 5.07; p \leq .05, \eta^2 = 0.13$) for both A and AV-V. Subsequent t-tests revealed a prolonged N1 latency in CI users than NH listeners ($t(33) = 2.78; p \leq .05$; Fig. 2B).

Similar to the N1 ERP analysis, a $2 \times 2$ mixed ANOVA has been applied for the P2 GFP peak mean and latency. Regarding the P2 peak mean, the mixed ANOVA showed no significant interactions or main effects. For the P2 latency, the mixed ANOVA revealed a significant condition main effect ($F_{1,32} = 8.75; p \leq .05, \eta^2 = 0.04$). Follow-up t-tests showed a significant difference between A and AV-V ($t(33) = 3.0; p \leq .05$) with shorter latencies for AV-V, indicating multisensory interaction effects to occur, independent of the factor group (Fig. 2C).

3.4. ERP results on the sensor level: GMD

Regarding the GMD, we computed sample-by-sample p-values to quantify differences in ERP topographies between groups and conditions. Comparing the CI users and NH listeners separately for each condition (CI(A) vs. NH(A) and CI(AV-V) vs. NH(AV-V)), the results revealed significant group differences for each condition (A and AV-V), both at the N1 ($A = 80–136$ ms; $AV-V = 92–136$ ms) and the P2 ($A = 184–290$ ms; $AV-V = 198–278$ ms) latency range (Fig. 2A, grey bars beneath the GFP plots). Additionally, we compared the ERP topographies of the groups with regards to the condition difference, which was obtained by subtracting A from AV-V (CI(AV-V)-A) vs. NH(AV-V)-A). This analysis revealed a significant group difference at the time window 156–174 ms, pointing towards group-specific audiovisual interaction processes.

3.5. ERP results on the sensor level: Hierarchical clustering and single-subject fitting results

To explore the origin of the underlying topographic difference between the two groups, we performed a hierarchical topographic clustering analysis with group-averaged data (CI(A); CI(AV-V); NH(A); NH (AV-V)) to identify template topographies in the time windows of interest (N1, P2). We applied the atomize and agglomerate hierarchical clustering (AAHC) to find the minimal number of topographies explaining the greatest variance in our dataset (i.e. the group-averaged ERPs). This procedure identified 12 template maps in 8 clusters that collectively explained 87.8% of these concatenated data. In particular, we observed two prominent maps for the N1 (map 5 and map 6) and four for the P2 (map 8, 9, 10, 11). These template maps were submitted to a single-subject fitting (Murray et al., 2008) to see, how the specific template maps are distributed on a single-subject level. In the following, template map 6 will be referred to as N1 topography, since it matches the topography of the N1 peak from previous studies (Finke et al., 2016; Sandmann et al., 2015) and from our ERP results in both groups (Fig. 2A). The template map 9 matches the P2 topography from previous studies (Finke et al., 2016a; Schierholz et al., 2021) and from NH
listeners in the current results (Fig. 2A), which is why this template map is henceforth referred to as the P2 topography. Accordingly, the template map 11 is comparable to the P2 topography observed in our CI users (Fig. 2A below). Given that the CI users in the present study showed only a weakly pronounced P2 ERP, the template map 11 is called P2-like topography in the next section.

The observed topographic differences between groups and conditions (as described in section ‘ERP results on the sensor level: GMD’) could be due to a latency shift of ERPs and/or due to a fundamentally different configuration of neural generators during speech processing. To distinguish between these two explanatory approaches, we focused on two output parameters in the hierarchical clustering analysis, in particular the first onset of maps as well as the map presence.

In a first step, we analysed the first onset of maps to address the question whether the observed differences in GMD can be explained by a latency shift. For this purpose, we performed a mixed-model ANOVA with group (NH, CI) as the between-subjects factor and condition (A, AV-V) and template map as the within-subject factors, separately for the N1 and P2 time windows. For the N1 maps, the three-way mixed ANOVA corresponds to a conventional N1 topography according to the distribution of the potentials on the scalp, these results confirm that the N1 of the CI users is generated later than the one of the NH listeners. For the first onset of the P2 maps, there were no significant main effects or interactions.

Table 4

Other behavioural measures for CI users and NH listeners. A score of 100% means that all words have been repeated correctly both in the Freiburg monosyllabic test and the lip-reading test. Concerning the Nijmegen Cochlear Implant Questionnaire (NCIQ), a higher percentage value corresponds to a better quality of life. A higher value for the listening effort corresponds to more effort to perform the task.

| Group  | Freiburg test (%) | Lip-reading test (%) | NCIQ total (%) | Listening effort (%) |
|--------|--------------------|----------------------|----------------|----------------------|
| NH     | 96.2 ± 5.7         | 15.8 ± 10.2          | not applicable | 11.8 ± 2             |
| CI     | 73.8 ± 11.4        | 35.5 ± 16.4          | 69.7 ± 15.1    | 12.2 ± 1.9           |

Note: GMD = Group Mean Differences; *p < 0.05; **p < 0.01; ***p < 0.001.
In a second step, we analysed the map presence (the number of time frames a corresponding template map is best-correlated to the single-subject data) to explore whether the topographic differences can be explained by group-specific patterns of ERP maps, which would point to distinct underlying neural generators between the two groups. Again, we performed a mixed-model ANOVA with group (NH, CI) as the between-subjects factor and condition (A, AV-V) and template map as the within-subjects factors, separately for the N1 and P2 time window.

The results revealed a group × map × condition interaction (F(32, 141) = 9.1; p ≤ .005, η²p = 0.05). Post-hoc t-tests revealed in particular for the group of CI users a significant difference of map presence between A and AV-V for the template map 5 (t(16) = 3.42; p ≤ .01) and the template map 6 (t(16) = −3.42; p ≤ .01). In CI users, the map 6 was similarly frequent to the map 5 in the auditory-only condition (A; number of samples 28.9 ± 20.6 vs. 27.1 ± 20.6), whereas the map 6 was more frequent compared to map 5 in the modulated condition (AV-V; number of samples 40.8 ± 15.6 vs. 15.2 ± 15.8). Thus, in CI users, the template map 6 better characterised the modulated response (AV-V) than the unisensory response (A). By contrast, the NH listeners in general showed a greater presence of map 6, irrespective of the condition (A; number of samples 45.6 ± 7.81; AV-V: number of samples 45.4 ± 8.81), and these individuals did not show a difference in the N1 ERP map presence between the modulated (AV-V) and the unisensory (A) responses (t(16) = 0.12; p = .9). Given that the template map 6 depicts a conventional N1 topography, the results suggest that specifically the CI users generate a N1 ERP map for the modulated response (AV-V) more frequently compared to the unisensory (A) condition. The comparison of groups by means of post-hoc t-tests revealed only a difference between CI users and NH listeners for the unisensory (A) (t(16) = −2.79; p ≤ .05), but not for the modulated response (t(16) = −1.42; p = .16).

In sum, our results about the first onset of maps and the map presence at N1 latency suggest that the group differences in N1 topography originate from two reasons, in particular 1) generally slowed cortical N1 ERPs in CI users (regardless of condition), and 2) the distinct pattern of ERP maps in CI users as compared to NH listeners. The observation that the N1 topographies of the CI users differ from NH listeners especially in the auditory-only condition and that the two groups approximate in conditions with additional visual information, suggests that the CI users have a particularly strong visual impact on auditory speech processing. This visual impact on auditory speech processing is a manifestation of multisensory processes that remain intact in CI users despite the limited auditory signal provided by the CI.

Following the condition × map interaction, post-hoc t-tests revealed significant differences between A and AV-V for all maps (map 8 (t(33) = 3.11; p ≤ .01), map 9 (t(33) = −2.1; p ≤ .05), map 10 (t(33) = 2.27; p ≤ .05), map 11 (t(33) = −2.69; p ≤ .05)). This result shows that P2 topographies (map 9) and P2-like topographies (map 11) are generated more often for modulated responses (AV-V) compared to unmodulated responses (A), which is illustrated in Fig. 3C.

In sum, our results about the first onset of maps and the map presence at P2 latency suggest group-specific topographic differences at P2 latency, with a stronger presence of a conventional P2 topography (map 9) in NH listeners, and a stronger presence of the slightly different P2-like topography (map 11) in CI users. Both of these maps 9 and 11 are more frequent in the modulated than in the auditory-only condition, pointing to changes in the cortical activation due to the presence of additional visual information in the speech signal.

### 3.6. Results from ERP source analysis

A source analysis was conducted to further explore the observed group differences and to evaluate the visual modulation of auditory speech processing in different cortical areas. Based on previous findings of experience-related cortical changes in CI users (Chen et al., 2016; Giraud et al., 2001b; Giraud et al., 2001c; Green et al., 2005; Sandmann et al., 2015), we focused on the auditory and visual cortex activity in both hemispheres. Single-subject source activities for each ROI, condition and group were exported from Brainstorm and were statistically analysed. The source waveforms for the N1 are displayed in Fig. 4A, showing the response in the auditory cortex (CI mean = 141 ms ± 29 ms; NH mean = 125 ms ± 25 ms) and the visual cortex (CI mean = 147 ms ± 30 ms; NH mean = 137 ms ± 34 ms) for both groups. First, the peak means and latencies of the peaks were calculated, which were the dependent variables for the subsequent ANOVA. We performed a mixed-model ANOVA with group (NH, CI) as the between-subjects factor and condition (A, AV-V), ROI (auditory, visual) and hemisphere (left, right) as the within-subject factors for each time window of interest (N1, P2) separately.

For the N1 peak mean, the mixed ANOVA revealed a group × ROI × hemisphere interaction (F(32, 84) = 8.44; p ≤ .01, η²p = 0.03) and a ROI × condition interaction (F(32, 16.81) = 0.01. η²p = 0.02). For the group × ROI × hemisphere interaction, post-hoc t-tests confirmed a significant difference in the left auditory cortex activity between NH listeners and CI users (t(28) = −4.04; p ≤ .001), with NH listeners showing stronger activation in the left auditory cortex than the CI users, regardless of condition. Whereas, post-hoc t-tests confirmed a significant difference in right auditory cortex activity between NH and CI (t(28) = 2.03; p ≤ .05), with CI users showing stronger activation in the right auditory cortex than the NH listeners (Fig. 4B), regardless of the condition.

To resolve the ROI × condition interaction from the initial ANOVA, post-hoc t-tests confirmed a difference between A and AV-V for the auditory cortex (t(67) = 5.71; p ≤ .001), with more activity for A compared to AV-V, pointing towards multisensory interaction processes in both groups (Fig. 4E), regardless of the hemisphere.

For the visual cortex, post-hoc t-tests showed a significant difference in peak mean between NH listeners and CI users (t(67) = 3.6; p ≤ .01), with CI users exhibiting a stronger activation in the visual cortex than NH listeners (Fig. 4C), regardless of the condition and hemisphere.

Concerning the N1 latency, the four-way mixed ANOVA showed a main effect of group (F(32, 7.39) = 0.05, η²p = 0.05) and ROI (F(32, 4.89) = 0.05, η²p = 0.02). Post-hoc t-tests revealed a difference in N1 latency between NH listeners and CI users (t(135) = 3.82; p ≤ .001) and a difference between the auditory and visual cortex (t(135) = −2.53; p ≤ .05). Again, the results confirmed that the N1 is generated later in CI users compared to NH listeners regardless of the condition and hemisphere (Fig. 4D).

Similar to the N1 ERP, a group (NH, CI) × condition (A, AV-V) × ROI (auditory, visual) × hemisphere (left, right) ANOVA was computed on the peak mean and latency of the P2. Regarding the P2 peak mean, the mixed ANOVA revealed a main effect of ROI (F(32, 18.31) = 0.001, η²p = 0.08) and condition (F(32, 18.97) = 0.04). Post-hoc t-tests showed a difference between the auditory and visual cortex (t(136) = 5.98; p ≤ .001), with more activity for the auditory cortex compared to the visual cortex, and a significant difference in peak mean between A and AV-V (t(136) = 5.25; p ≤ .01), indicating multisensory interaction in both groups. This multisensory effect at P2 latency is illustrated in Fig. 4F, providing the source waveforms (and the corresponding box plot) separately for the auditory-only (A) and the modulated (AV-V) response, averaged across the two groups.

Regarding the P2 latency, we found no statistically
interactions or main effects for the P2 latency.

3.7. Correlations

We performed targeted correlations matching findings from previous studies using the Pearson’s correlation. The Benjamini-Hochberg (BH) procedure was applied to account for multiple comparisons (Benjamini and Hochberg, 1995). First, we verified that lip-reading abilities are related to the CI experience and the age at onset of hearing loss (Stropahl et al., 2015; Stropahl and Debener, 2017). The results revealed a positive relationship between lip-reading abilities and CI experience ($r = .51$; $p = 3.8e-2$; significant according to BH), as well as a negative relationship between lip-reading abilities and the age at onset of hearing loss ($r = -.73$; $p = 9.5e-4$; significant according to BH). This means that the longer the CI experience and the earlier the onset of hearing impairments, the more pronounced are the lip-reading abilities in CI users. Second, we explored whether there is a relationship between CI experience and the activation in the visual cortex (Giraud et al., 2001c). Indeed, there was a positive correlation between CI experience and visual cortex activation at N1 latency ($r = .68$; $p = 2.9e-3$; significant according to BH), indicating that a longer experience with the CI results in enhanced recruitment of the visual cortex during auditory speech processing. Moreover, previous studies reported a positive relationship between left-auditory cortex activation and speech comprehension, which however was not confirmed by the present results (Freiburg monosyllabic test: $r = .27$; $p = .29$; not significant according to BH). Finally, we correlated the NCIQ with the Freiburg monosyllabic test (Vasil et al., 2020) and found a strong positive relationship ($r = .75$; $p = 4.9e-4$; significant according to BH), demonstrating that the quality of life is rising with better hearing performance.

4. Discussion

The present study investigated audiovisual interactions in CI users and NH listeners by means of EEG and behavioural measures. On the behavioural level, the results showed multisensory integration for both groups, as indicated by shortened response times for the audiovisual as compared to the two unisensory conditions. A multisensory effect was confirmed by the ERP analyses for both groups, showing a reduced activation in the auditory cortex for the modulated (AV-V) compared to the auditory-only (A) response, both at the N1 and the P2 latency. Nevertheless, we found specifically in the group of CI users a change of N1 voltage topographies when visual information was presented in addition to auditory information, which resulted in an approximation of the N1 topographies of the two groups. Thus, our behavioural and ERP findings demonstrate a clear audiovisual benefit in both groups, with a particularly strong visual impact on auditory speech processing in the CI users.

Apart from these condition effects, we found differences between CI users and NH listeners, not only in ERP topographies (N1 and P2 latency) but also in auditory- and visual-cortex activation (N1 latency). Regarding the latter, the ERP source analyses revealed that the CI users, when compared to the NH listeners, generally have an enhanced recruitment of the visual cortex at N1 latency, which is positively correlated with the duration of CI experience. Further, the ERP source analyses revealed a delayed N1 response in CI users for the auditory cortex, and a group-specific pattern of activation, with a leftward hemisphere asymmetry in the NH listeners and a rightward hemispheric asymmetry in the CI users.

Takenn together, these results suggest that the topographic group differences observed at N1 latency are caused by two different factors, notably the generally slowed cortical N1 response in CI users, and the group-specific differences in cortical source configuration.

4.1. Multisensory integration in both groups – behavioural level

Behavioural measures revealed that both the NH listeners and the CI users showed shorter reaction times for audiovisual syllables compared to unisensory (auditory-alone, visual-alone) syllables. There was no difference between auditory and visual conditions. Therefore, both groups show a clear redundancy effect for audiovisual syllables, suggesting that on the behavioural level, the benefit for cross-modal input is comparable between the CI users and the NH listeners (Lauretani et al., 2004; Schierholz et al., 2015), at least in conditions with short syllables that are combined with a computer animation of a talking head. Even though the CI provides only a limited input, the CI users’ responses were not delayed on the behavioural level. In line with this, there was no difference in subjective ratings of listening effort between the two groups, indicating that both groups were able to perform the task with comparable listening effort.

Concerning purely visual syllables, we expected to find differences between CI users and NH listeners with shorter reaction times for CI users compared to NH listeners. This expectation is based on results from studies showing shorter reaction times for visual stimulation in congenitally deaf individuals (Bottari et al., 2014; Finney et al., 2003; Hauthal et al., 2014) and visually-induced activation in the auditory cortex, both in deaf individuals and CI users (Bavelier and Neville, 2002; Bottari et al., 2014; Heimler et al., 2014; Sandmann et al., 2012). This cross-modal reorganisation seems to be induced by auditory deprivation and might provide the neural substrate for enhanced superior visual abilities. CI users experience not only a time of deprivation before implantation, but they also perceive a limited input provided by the implant, which may force these individuals to develop compensatory strategies. Indeed, previous studies have revealed that CI users show specific enhanced behavioural visual abilities, in particular improvements in (visual) lip-reading skills when compared to NH listeners (Rougier et al., 2007; Schreitmüller et al., 2018; Stropahl et al., 2015; Stropahl and Debener, 2017).

Nevertheless, the behavioural results on syllables in the present study show comparable results between CI users and the NH listeners, which resembles previous results from a speeded response task with basic stimuli, presenting tones and white discs as auditory and visual stimuli, respectively (Schierholz et al., 2015). The authors argued that CI users do not have better reactivity to visual stimuli compared to NH listeners when performing a simple detection task. However, the present task required detection and discrimination of the syllables. But, since there was only a choice of two syllables that had to be discriminated, the task might have been too easy to detect differences between the two groups, leading to ceiling effects (hit rates $\geq 97.9\%$). This argument is supported by our finding that CI users did not report an enhanced listening effort when compared to NH listeners, which contradicts previous studies that used more complex speech stimuli and which reported an enhanced listening effort in CI users (Finke et al., 2016a; Finke et al., 2016b). Nevertheless, similar to our study, Stropahl and Debener (2017) used a syllable identification task to compare CI users and NH listeners. They did not find behavioural group differences for visual syllables as well, although CI users in general showed enhanced lip-reading abilities, as in the present study. It seems that behavioural improvements in CI users are stimulus- and task-selective, and may be observed only under specific conditions and might be more pronounced if speech stimuli include semantic information (Moody-Antonio et al., 2005; Rouger et al., 2008; Tremblay et al., 2010).

A benefit for cross-modal input, which is represented by a redundant signals effect for audiovisual stimuli, does not necessarily confirm multisensory integration. Faster reaction times for audiovisual stimuli might also result from statistical facilitation due to a competition between the unimodal auditory or visual stimuli, leading to a ‘race’ that determines the reaction times (Miller, 1982). To test whether statistical facilitation or coactivation were the cause for the redundant signals effect, we applied the race model inequality (Miller, 1982). Given that...
the race model was violated for both the NH listeners and the CI users over the faster deciles of the RT distribution, we can conclude that audiovisual integration was contributing to the observed redundant signal effect in both groups.

Our results on syllable perception revealed that the audiovisual gain in CI users and NH listeners was comparable. However, Rouger et al. (2007) used a word recognition task and showed for the CI users an enhanced gain in word recognition performance when the visual and auditory input was combined. The authors concluded that CI users are 'better audiovisual integrators' when compared to NH listeners. The inconsistency to our results might originate from the difference of demands in the task. As argued before, the task in our experiment and in the previous one with tones (Schierholz et al., 2015) was probably too easy to detect differences between the groups on the behavioural level. Schierholz et al. (2015) suggested that audiovisual benefits in CI users might be more pronounced in more ecologically valid stimulus conditions, since CI users might need their compensatory strategies rather for more complex speech stimuli.

However, it seems that syllables are not yet complex enough to show a group difference in multisensory enhancement between CI users and NH listeners. As both groups performed with a very high hit rate, a difference was not detected due to ceiling effects. We suppose that experimental designs with even more complex speech stimuli, such as words or sentences, are necessary to reveal behavioural differences in audiovisual speech processing between CI users and NH listeners.

### 4.2. Group differences in auditory and audiovisual processing

There was no difference in global field power (GFP) between CI users and NH listeners, indicating that the strength of cortical responses was comparable between the two groups. However, there were group differences in ERP topographies as shown by the global map dissimilarity (GMD). In particular, GMD group differences were found not only for the auditory-only condition (A) and the modulated response (AV-V), but also for the difference wave (AV-V-A).

In sum, these results suggest that differences between groups did not result from differences in signal strength, but rather from differences in topography. A distinct electric field topography however can be caused by a latency shift of ERPs and/or by distinct configurations of the neural sources. We performed different analyses, including hierarchical clustering, single-subject fitting and source analysis, to distinguish between these two causes for topographic group differences. The following sections discuss the results of these analyses.

#### 4.2.1. P2 time window

Hierarchical clustering and single-subject fitting analyses for the P2 time window revealed a condition effect (independent of group) and a group effect (independent of condition). The condition effect, showing a more frequent map presence for P2 and P2-like topographies has been discussed already in the section 4.1.1. Concerning the group effect, we found a more frequent presence for P2 topographies for NH listeners compared to CI users and more frequent P2-like topographies for CI users compared to NH listeners. But, as a whole, four template maps have been identified by the clustering analysis, showing variable distributions across groups and conditions. This leads to the conclusion that group differences are relatively probable but are not easy to depict due to the high variability in the data. Therefore, it is unlikely that a source analysis will find clear results to reveal group-specific cortical activation patterns. Indeed, the source analysis did not reveal group differences, neither in the auditory, nor the visual cortex activation. However, there was an amplitude reduction for AV-V compared to A over both groups, confirming audiovisual interactions but no differences between CI users and NH listeners (see section 4.1.1).

It may be argued that our selected auditory ROI was not appropriate enough for P2 responses, which could have prevented finding a group difference in auditory-cortex activation. To verify the ROI selection, we conducted a supplementary source analysis for the P2 ERP with an adjusted, smaller ROI that was selected considering previous studies. Specifically, previous studies using MEG (magnetoencephalography) or fMRI (functional magnetic resonance imaging) have reported that the auditory P2 is generated in the anterior part of the auditory cortex, in particular the lateral part of the Heschl’s gyrus (Bosnyak et al., 2004; Lütkenhoner and Steinstrater, 1998; Ross and Tremblay, 2009; Tremblay et al., 2014). This region is also implemented in the Destrieux-atlas in Brainstorm (G_temp_sup-G_T_transv), a subregion of our originally selected auditory ROI. Statistical analyses did not show any different results between the adjusted (i.e. smaller) and the original ROI. Therefore, we conclude that CI users and NH listeners show a comparable recruitment of the auditory cortex during auditory and audiovisual speech processing, at least at the P2 latency range.

#### 4.2.2. N1 time window

Hierarchical clustering and single-subject fitting results for the N1 time window demonstrated a more frequent presence of N1 topographies for the modulated responses (AV-V) compared to purely auditory responses (A) for CI users, but not for NH listeners. Specifically for CI users, there was a difference between A and AV-V, showing a more frequent map 6 (N1 topography) and a less frequent map 5 presence (blurred N1 topography) for modulated responses and an equal map presence of map 5 and map 6 for purely auditory responses. By contrast, the NH listeners showed no differences in map presence between auditory and modulated responses, hinting towards similar neural processes.
to evaluate these stimuli.

Regarding the CI users, the increased presence of a conventional N1 topography (map 6) specifically for the modulated response indicates alterations in audiovisual processing and a multisensory benefit for CI users, if additional visual information is provided. It is likely that these cortical alterations in CI users reflect compensatory strategies, which CI users develop to overcome the limited CI input. This compensatory processing strategy may allow the CI users to better use the visual input to reach a processing level closer to the one of the NH listeners. This is confirmed by direct group comparisons showing differences between NH listeners and CI users only for the auditory, but not for the modulated response. Overall, as suggested by Stevenson et al. (2014), hierarchical clustering with subsequent single-subject fitting is a powerful approach to study multisensory interactions. This was confirmed in this study, since this method allowed us to demonstrate a clear audiovisual benefit for CI users when they were provided with additional visual input. We suggest that further studies using more complex speech stimuli should apply this approach as well to study multisensory interactions in CI users and result in behavioral results (Moody-Antonio et al., 2005; Rouger et al., 2008; Tremblay et al., 2010), it may be speculated that cortical audiovisual interactions in CI users are more pronounced if speech stimuli with semantic information are used.

On the sensor level, ERP data showed a prolonged N1 latency for CI users compared to NH listeners, for both the modulated and the auditory-only responses. Hierarchical clustering and single-subject fitting analyses confirmed the delayed N1 topography in CI users compared to NH listeners by assessing the first onset of map 6 (N1 topography). On the source level, again, the source activity results confirmed a delayed N1 response for CI users compared to NH listeners for both auditory and visual cortices. In fact, one might observe that the time until the electrical signal reaches the auditory nerve with a CI is faster than in NH listeners, since the signal does not have to undergo the processing through the middle and inner ear due to the direct stimulation of auditory nerve fibres. Interestingly, in the study of Schierholz et al. (2017), delayed cortical responses have been found not only in patients with a CI but also in patients with an auditory brainstem (ABI; direct stimulation of the cochlear nucleus) and an auditory midbrain implant (AMI; direct stimulation of the inferior colliculus). Although central auditory implants bypass more structures than the CI, ABI and AMI patients revealed even more delayed cortical responses and poorer behavioral abilities when compared to CI patients (Schierholz et al., 2017). Given that ABI and AMI are not yet optimised in electrode array designs and processing strategies (Lim and Lenarz, 2015; McKay et al., 2013), the remarkable delay of the cortical response seems to be particularly related to the insufficient input provided by the central auditory implants (Schierholz et al., 2017). Similarly, the auditory input provided by the CI is limited, and the delayed N1 ERP responses in CI users, when compared to NH listeners, may reflect enhanced difficulties to process speech sounds, resulting in more time to encode the stimuli. Indeed, previous studies with NH listeners have shown that difficult acoustic listening conditions, for instance speech in background noise, cause a delay in the N1 response (Billings et al., 2011; Finke et al., 2016a). Moreover, our results of a slowed cortical N1 ERP in CI users are consistent with several other studies, which used purely auditory stimuli of different acoustic complexity in unilaterally stimulated CI users (Seynon et al., 2005; Finke et al., 2016a; Sandmann et al., 2009, 2015) and in bilaterally stimulated CI users (Senkowski et al., 2014).

The second explanation for group differences in hemispheric asymmetries is related to cortical reorganisation, which might be caused by deafness before implantation and subsequent fitting with a CI. In the study of Sandmann et al. (2009) this claim has been investigated by comparing processing of NH listeners for normal and noise-vocoded stimuli to simulate the hearing experience of a CI patient. The results revealed no difference between the normal and vocoded responses in NH listeners, providing evidence against pure stimulus degradation effects. The authors rather suggest that functional differences arose due to a distinct hearing experience as a consequence of cortical plasticity. Our CI users experienced profound deafness, and through the supply of a CI, the hearing was restored but was still artificial and highly different compared to normal acoustic hearing. This process leads to experience-related changes in the normal pattern of response asymmetry. A previous study with unilaterally-implanted CI users (Mortensen et al., 2006) suggests that it is important to maintain the left auditory cortex for auditory processing to show more success with a CI. This study found associations for speech-induced left superior temporal gyrus activation.
with high levels of speech comprehension in CI users. Accordingly, Giraud et al., (2001a) demonstrated enhanced activation in the left auditory cortex for phonology-specific stimuli for NH listeners compared to unilaterally-implanted CI users, which was interpreted as decreased left hemispheric specialisation for the processing of speech in CI users. This is in line with other studies on patients with profound hearing loss (Fujiki et al., 1998; Ponton et al., 2001) and studies with CI patients showing cortical reorganisation after cochlear implantation (Green et al., 2005; Pantev et al., 2006).

In the present study, we can report group differences in auditory cortex asymmetries as well, as our groups were carefully matched in stimulation side. Since all participants were right-handed, we can exclude lateralisation effects caused by handedness. However, we cannot exclude that differences happened due to the side of implantation, as we could not split up our groups into right-implanted and left-implanted patients due to the limited sample size. Further studies are required to systematically disentangle the effects of implantation side and cortical asymmetries in CI users for different kinds of stimulation (speech and non-speech).

4.2.4. Cross-modal plasticity in the visual cortex

The source analysis showed a stronger activation in the visual cortex for CI users compared to NH listeners, hinting towards cross-modal activation of the visual cortex. This confirms the results from previous studies, reporting that cortical changes in CI users are not restricted to the auditory cortex (Campbell and Sharma, 2013, 2016; Chen et al., 2016; Giraud et al., 2001a; Giraud et al., 2001b), but are also present in visual and even in inferior frontal areas (Rouger et al., 2012).

Previous results have suggested that CI users compensate the limited auditory input provided by the CI by additionally recruiting the visual cortex (Doucet et al., 2006; Giraud et al., 2001c; Strelnikov et al., 2010, 2013). Giraud et al. (2001c) reported in their PET (positron emission tomography) study greater auditory activation in the visual cortex for meaningful speech sounds in unilaterally-implanted CI users compared to NH listeners. This additional visual activity was associated with enhanced speech-reading abilities and longer CI experience (Giraud et al., 2001c). The authors suggest that the activation of the visual cortex for auditory processing is present due to an enhanced synergy of the auditory and visual modalities in CI users. It is conceivable that this audiovisual synergy helps recovering speech comprehension after cochlear implantation, when CI users need to learn to match the novel auditory speech inputs with the corresponding visual speech cues (Strelnikov et al., 2013). Indeed, the finding of a positive correlation between visual-cortex activation and the duration of CI experience indicates that the visual modality helps to restore auditory speech perception. This is in line with our results, demonstrating a positive relationship between CI experience and visual cortex activation, supporting experience-related plastic changes after implantation.

Up to now, the cross-modal recruitment of the visual cortex for processing auditory stimuli in CI users has been observed for syllables, words, environmental sounds, pure tones and reversed words (Chen et al., 2016; Giraud et al., 2001a; Giraud et al., 2001c). Thus, cross-modal activation of the visual cortex is not restricted to a semantic content of the auditory stimulus (Chen et al., 2016), but seems to be highly beneficial with regards to behavioural abilities, such as lip-reading (Rouger et al., 2007; Stroplahl et al., 2015; Stroplahl and Dehener, 2017) and audiovisual word integration (Rouger et al., 2007).

Our study is the first EEG study showing visual recruitment for auditory (and audiovisual) stimuli and a positive correlation of CI experience with visual cortex activation in CI users, extending existing evidence in this direction. This confirms that EEG is a suitable tool to study cortical reorganisation in CI users with the advantage of the highly precise temporal resolution allowing to track single processing steps. Here, we found differences in cortical activation between CI users and NH listeners already at the initial cortical processing stage of the N1 time window (approximately 100 ms post stimulus onset).

5. Limitations

One limitation of this study is that we chose to stimulate only one ear, which might be unnatural for both the CI users and the NH listeners. This limits the conclusions regarding cross-modal reorganisation in CI users and makes it difficult to directly connect the experimental setting to the real world, as usually both ears are used. However, unilateral stimulation enabled us to control for the possible confounds caused by the contralateral ear (different hearing systems and hearing thresholds). Another limitation is that we used headphones for NH controls and loudspeakers for the CI users to present the stimuli. As we chose to stimulate one ear only, one cannot use loudspeakers for NH controls, as it is not possible to appropriately mute the second ear. Nevertheless, both the loudspeakers and the headphones were equally calibrated to an intensity level of 65 dB SPL, and a loudness rating scale was used to verify that the stimulus situation was as similar as possible across the two groups of participants. Moreover, one could argue that the different

4.3. Clinical implications

Given that life expectancy and the exposure to noise are rising, hearing problems will become increasingly prevalent in the ageing population (Sun et al., 2021). Therefore, treatment methods have to be optimised, as hearing loss is an important factor influencing the quality of life (confirmed here with the NCIQ). As both auditory and visual input (lip movements, gestures) contribute to speech perception, spoken language communication is an audiovisual task (Drijvers and Ozyurek, 2017; Grant et al., 1998; Sumby and Pollack, 1954). Especially in difficult hearing situations (for instance speech in background noise) the supportive role of the visual modality can be crucial for understanding speech (Sumby and Pollack, 1954). Enhanced lip-reading and audiovisual integration abilities may support advantages in perceiving speech in ecologically valid listening situations comparable to real-life situations including both modalities (Rouger et al., 2007, 2012; Stroplahl et al., 2015, 2017). Therefore, it is essential to not only investigate auditory or visual processing in CI users separately, but to focus on the interaction of the two modalities. Currently, the clinical assessment of speech perception in CI users is typically restricted to purely auditory methods. Given the importance of visual input in real-life situations, this approach is insufficient for gauging the actual capabilities of CI patients (Stevenson et al., 2017). To further optimise treatment options for CI patients, it is important to develop audiovisual, ecologically valid assessment methods, which requires an improved understanding of the relationship between multisensory interactions and hearing performance with a CI. The present study confirmed that CI users highly benefit from additional visual input and seem to use distinct processing strategies compared to NH listeners. In particular, their multisensory processes remain intact despite the insufficient auditory CI input. Our results are of clinical relevance, because strong audiovisual interactions could help optimising auditory rehabilitation after cochlear implantation. In the first weeks and months after implantation, the CI users need to learn to match the novel auditory inputs from the CI with the corresponding visual cues (Strelnikov et al., 2009). It may be speculated that audiovisual trainings can fasten and improve the auditory rehabilitation with a CI. Indeed, first results from NH listeners (with vocoded speech sounds) as well as results from late-implanted deafened ferrets have indicated that audiovisual training can enhance auditory perceptual learning (Bernstein et al., 2013, Bernstein et al., 2014; Isaiah et al., 2014, Kawase et al., 2009). Thus, future studies should examine whether these positive effects of audiovisual training on auditory-only perceptual learning can also be confirmed in CI users by including different groups (control group, training group) and by differentiating patients with short and long CI experience. This would allow to find out whether an audiovisual-based rehabilitation strategy can optimise rehabilitation and whether this approach is applicable even several months after CI switch-on.
approach of auditory presentation could have influenced audiovisual integration. We are not aware about studies that systematically examined differences in audiovisual speech, comparing the stimulation via headphones with the stimulation via loudspeakers. However, precise time-alignment of the auditory and visual stimulus – an important factor in multimodal processing – was given in both presentation schemes. Still, in order to better understand alterations in audiovisual processing after cochlear implantation, future studies are required to systematically compare the stimulation of the CI ear alone, the contralateral ear alone and both ears together. This should be done with ecologically valid stimuli, such as complex speech stimuli, and different task conditions (e.g. passive vs. active). Further, we suggest that future studies should compare different subgroups of CI patients (bimodal (CI + hearing aid), bilateral (CI + CI), single-sided deaf (CI + NH)) to explore potential differences in multisensory processing and cross-modal reorganisation across the different CI groups. Specifically, these studies need to assess whether the observed alterations in audiovisual speech processing in different groups of CI users can be used to fasten and improve the auditory rehabilitation after cochlear implantation.

6. Conclusion

This EEG study used electrical neuroimaging, including topographic and ERP source analysis, to examine cortical interactions during audiovisual syllable discrimination in CI users and NH listeners. Our results revealed a clear multisensory effect in both the CI users and the NH listeners, as indicated by shorter behavioural response times and reduced auditory-cortex activation at N1 and P2 latency. In addition, for the N1 ERP topography we found a condition effect specifically for the group of CI users, showing a distinct pattern of N1 topography between the auditory-only (A) and the modulated auditory response (AV-V). This observation points to a strong visual impact on auditory speech processing in CI users, which allows these individuals to compensate for the limited CI input. This visual impact on auditory speech processing is a manifestation of multisensory processes that remain intact in CI users despite the limited auditory signal provided by the CI. Finally, for the N1 ERP topography we found a group effect, which was independent of the condition (A, AV-V). Our source analyses suggest that this group difference is caused by two different reasons. First, the CI users show a delay in the cortical N1 response, pointing to difficulties in the cortical processing of the degraded signal. Second, the groups show distinct configurations of cortical sources at N1 latency, including not only a distinct directionality of auditory-cortex asymmetry (left-ward lateralisation in NH listeners, right-ward lateralisation in CI users), but also the additional recruitment of the visual cortex in the group of CI users, which was positively related to the duration of CI experience. These results confirm distinct multisensory processing between CI users and NH listeners, highlighting the need for audiovisual testing in clinical practice and for developing audiovisual methods in order to improve auditory rehabilitation.
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