Optimisation, benchmark testing and comparison of droop control variants in microgrids
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1 | INTRODUCTION

The benefits of microgrids range from economic and technical to environmental and social benefits [1]. Coordinated active and reactive power curtailment, reduced losses and enhanced reliability due to islanding capability are among the technical benefits. Key aspects of the islanded operation of microgrids are power sharing among distributed energy resources (DER) and small-signal stability.

Numerous control strategies have been proposed in literature for the power sharing in microgrids, which are also referred to as primary control strategies. Reviews are given in [2, 3]. One of the most widely used control strategies is the droop control and its variants, which emulate the dynamics of synchronous machines to some extent and do not fall back on communication.

One shortcoming of the conventional droop control is that it is based on the assumption that the lines are predominantly inductive, which does not apply to low-voltage microgrids. However, the grid-side filter inductance favourably decreases the $R/X$-ratio. Other disadvantages are that frequency and voltage deviate from their nominal values at steady-state and that there is an inherent trade-off between load sharing accuracy and frequency and voltage regulation [4]. In addition, the voltage drop over the line impedances deteriorates the accuracy of the reactive power sharing, which can cause large circulating currents [5, 6].

A large number of variations of the conventional droop control have been proposed in literature to enhance the performance [3]. One possibility is to add a transient term, which is the derivative of the power measurement. The superiority of the transient droop over the conventional droop is shown for a small microgrid with fixed parameters (i.e. line length, $R/X$ ratio) and without parameter optimisation (i.e. optimisation of static droop gains etc.) in [7]. The interaction with virtual impedance is not investigated.

Another approach is to add a feed-forward gain that stabilises the frequency droop. It has been used since the early stages of droop-based inverter control [8].
To overcome the issue of large line $R/X$-ratio, the virtual frame transformation is proposed in [9]. In this way, the frequency and voltage control are decoupled, assuming that the exact angle of the line impedance is known. The practicability of the approach for the parallel operation of inverters is exemplified in a small test system with very large impedances connecting the inverters, but not under practical microgrid conditions. The performance is neither compared to the conventional droop control nor to any other droop variant.

The angle of the line impedances is usually not known, as it also depends on the present load in a microgrid. To tackle this problem, [10] proposes a fixed angle of 45° for the frame transformation, which was derived based on system stability optimisation under various conditions. The applicability is demonstrated in a small test system with large line impedances and the superiority over the conventional droop control is shown for this distinct case. The selected low-pass filter time constant of the droop control is very large, leading to settling times of up to 1 s. Combination of the droop variant with virtual impedance is not considered.

Network impedance estimation for frame transformation is conducted in [5]. Virtual frame transformation is also applied in [11] and an alternative virtual frequency-voltage frame transformation is proposed in [12].

Furthermore, an inverse droop control, where the frequency depends on the active power and the voltage magnitude depends on the reactive power is suggested in [13,14]. This is equivalent to the virtual frame transformation using an angle of 90°. However, the inverse droop is not compatible with the inherent coupling between the frequency and active power of synchronous machines (SMs), which is a consequence of the rotating inertia.

In [15] it is proposed to use the virtual flux instead of the inverter output voltage in the droop equations. Voltage angle droop is utilised in [16] instead of frequency droop. However, it necessitates low-bandwidth communication. Further approaches apply a quadratic or other non-linear function in the droop equations [17–19]. Virtual impedance (VI) can be used to emulate the voltage drop over a line impedance [9,20]. In this way, the controller stability is enhanced due to the adjustable $R/X$-ratio. Moreover, better reactive power sharing can be obtained and the damping of parallel inverters is increased [6].

Besides the choice of the power sharing strategy, the tuning of the control parameters has a crucial impact on the performance. The optimisation of control parameters can be classified into offline and online tuning, where parameters are either tuned beforehand or during operation, respectively. This work focuses on offline tuning.

Droop controlled DER are optimised in a small microgrid in [21] utilising particle swarm optimization (PSO). The criteria for the fitness function are the harmonic distortion and the area criterion for power sharing. Non-linear droop is optimised with respect to power sharing and cost reduction in [19] also using PSO. The optimal value of an algebraic type VI is derived in [22]. A number of criteria, such as voltage boundaries and reactive power sharing, are incorporated using weighing factors. Differential evolution is used for the optimisation of inverters with VI in [20]. In [23], first the feasible range of controller parameters is detected with modal analysis. Then the area criterion is used to optimise the power sharing with a genetic algorithm (GA).

In the first part of the review above it was shown that numerous droop variants have been proposed in literature. Most works demonstrate improvements in comparison to the conventional droop control only or simply exemplify the applicability for one specific test case. There is clearly a lack of performance comparison between the droop variants. Furthermore, it is hardly investigated how the droop variants perform in combination with VI.

It was shown in the second part of the review that heuristic methods, such as PSO or GA, are used for the parameter tuning, as this is a complex optimisation problem which can hardly be solved analytically. A simple scenario is usually considered, where either the interaction between droop controlled inverters or between inverters and SMs are investigated. The line length and the $R/X$-ratio are assumed to be fixed parameters. The number of control parameters incorporated in the optimisation is normally limited to the most influential parameters, such as the droop coefficients. Other relevant parameters, like the PI-controller of the governor (GOV) of SMs, are not considered.

Research on the stability of microgrids in many contexts, such as the placement of DER [24] or microgrid reconfiguration [25], relies on the usage of optimised controllers and parameter sets to ensure that results are meaningful. However, at the moment researchers and practitioners are faced with the task of choosing from a large number of possible controller designs without being able to classify their advantages and disadvantages. Hence, the necessity for the optimisation and comparison of droop variants is obvious and is carried out in this work. The goal is to optimise, test and compare the performance of droop variants in several benchmark scenarios to be able to make a statement or recommendation on their applicability and additionally provide optimised parameter sets. Due to the large number of droop variants, only a limited selection can be investigated and we focussed on three of the most popular ones: The transient droop (TD), feed-forward droop (FFD) and virtual frame transformation droop (FTD). Some similarities between the variants are pointed out.

Influential controller parameters of the compared droop variants are optimised to allow for a fair assessment. To handle the complexity of the optimisation problem, artificial intelligence which is a GA, is applied. The proposed GA is tailored to this computational intensive optimisation problem.

Benchmark scenarios are designed to allow for the comparison of control strategies under various microgrid scenarios to assess the controllers under practical conditions. This differs from previous publications, where the practicability was shown only for a very limited number of special cases. Dynamic stability criteria, such as eigenvalues, as well as static criteria, such as steady-state power sharing, are considered.

The main contributions of this work are:

- Select some of the most popular droop variants and describe differences and similarities.
Use a GA tailored to the problem to optimise the controller parameters, including VI, to allow for a fair comparison of the droop variants.

Evaluate the droop variants using benchmark tests and provide guidance for their practicability as well as optimised parameter sets.

The rest of this work is organised as follows: The model of the microgrid and its components is introduced in Section 2. The Benchmark tests are elaborated in Section 3 and the GA is described in Section 4. Section 5 shows the results and a conclusion is given in Section 6.

2 MODELLING

2.1 Inverter

The model of a three-phase droop controlled inverter with LCL-filter (single line diagram) and a VI are illustrated in Figure 1 [26]. The modelling approach from [27] is used, which has been extensively referred to in literature and validated by experiment. The model also comprises a VI. The power electronic converter is simplified by the averaged switching model [28].

The model includes the inner loops of the voltage and current controller, which are implemented as PI-controllers (see Figure 2 with the proportional gains $k_{p,v}$/$k_{p,c}$ and integral gains $k_{i,v}$/$k_{i,c}$, respectively). Furthermore, the inner loops contain the feed-forward gains $FF_v$ and $FF_c$ to enhance the stability [26]. Pole cancellation is used so that the closed loop transfer function of the current controller approximates a first order lag. The tuning of the voltage controller considers the limitation of harmonic propagation. Parameters are given in the Appendix [26].

2.2 Diesel synchronous generator

Figure 3 depicts the diesel genset model from [29] used in this work. The electrical part of the SM is represented by a sixth order model and the mechanical part is represented by the second order swing equation [30]. Droop control is used, for maximum flexibility, the FTD (see Section 2.3) and a VI are implemented. Due to the larger time constants of SMs, the TD and FFD are only suitable for inverters as they influence the response at fast time scales. FTD on the other hand also takes effect on slower mechanisms and the static power sharing. The latter also applies to the VI. Hence, FTD and VI are compatible with SMs and enhance their flexibility and are applied in all scenarios with SMs in this work.

The ACSA model depicted in Figure 4 with brushless exciter and a PI-controller is used for the automatic voltage regulator (AVR). It consists of a main regulator and an exciter with saturation. It is widely used by the industry, especially for small gensets [31, 32].

The GOV is illustrated in Figure 5. It consists of a PI-controller, current driver, actuator and the engine, represented by a dead time element [31, 32]. Parameters are given in the Appendix.

2.3 Droop control

2.3.1 Conventional droop control

Active power $P_L$ and reactive power $Q_L$ transmission over a line with the impedance $Z_L = Z_{eq} = R_L + jX_L$ can be described as [9].

$$P_L = \frac{V_1}{R_L^2 + X_L^2} [R_L(V_1V_2 \cos \delta) + X_LV_2 \sin \delta],$$

$$Q_L = \frac{V_1}{R_L^2 + X_L^2} [-R_LV_3 \sin \delta + X_L(V_1 - V_2 \cos \delta)],$$

where $V_1$ and $V_2$ are the voltages at the line terminals and $\delta$ is the angular difference. Assuming a small $\delta$ and a predominantly inductive line, this can be simplified to

$$\delta \approx \frac{X_L P_L}{V_1 V_2},$$

$$V_1 - V_2 \approx \frac{X_L Q_L}{V_1}.$$ 

The relations between $\delta$ and active power and the voltage magnitude difference and reactive power are exploited by the conventional droop control, which are done based on the following control principle [33]:

$$\omega_{\text{droop}} = \omega_0 - m_w (p_{\text{LPF}} - p_0),$$

$$\psi_{\text{droop}} = \psi_0 - m_v (q_{\text{LPF}} - q_0).$$

The frequency $\omega_{\text{droop}}$ and voltage amplitude $\psi_{\text{droop}}$ are controlled according to the low-pass filtered active power $p_{\text{LPF}}$ and reactive power $q_{\text{LPF}}$, depending on the droop coefficients $m_w$ and $m_v$. A first order low-pass filter with the cut-off frequency $\omega_c$ is used in the power calculation block. Further insight into the selection of the cut-off frequency is given in [7, 26]. Parameters $\omega_0$ and $\psi_0$ are usually set to their nominal values (1 p.u.). $p_0$ and $q_0$ provide degrees of freedom and may be set by the secondary controller. They are set to zero in this work. The angle $\theta$ is attained by integrating $\omega_{\text{droop}}$.

2.3.2 Transient droop control

Combining the conventional static droop with a transient term was first proposed in [7]:

$$\omega_{\text{droop}} = \omega_0 - m_w (p_{\text{LPF}} - p_0) - m_{w_{\text{trans}}} \omega_{\text{trans}},$$

where $\omega_{\text{trans}}$ is the transient component of the angle $\theta$. The transient component is calculated based on the active power difference $\Delta P$ between the previous and current sampling and the droop constant $m_{w_{\text{trans}}}$.
where $p_{\text{mea}}$ and $q_{\text{mea}}$ are the measured active and reactive power and $m_{\text{ad}}$ and $m_{\text{dl}}$ are the active and reactive power transient droop coefficients, respectively, and $s$ is the Laplace operator. A high-pass filter is usually employed in practice instead of a pure derivative term. The same cut-off frequency

\[ v_{\text{droop}} = v_0 - m_{\text{v}} (q_{\text{LPPF}} - q_0) - m_{\text{v}} s q_{\text{mea}}. \]  

(8)

**FIGURE 1** Overview of grid-forming droop controlled inverter with LCL-filter

**FIGURE 2** Voltage and current controllers and LCL-filter of grid-forming inverter in the dq-reference frame

**FIGURE 3** Overview of grid-forming droop controlled synchronous machine

**FIGURE 4** AVR of the diesel genset

**FIGURE 5** GOV of the diesel genset
as for the low-pass filter is also used for the high-pass filter in this work [7, 26].

In [7], advantages of the transient droop over the conventional droop are demonstrated. It preserves the dynamics and stability at different loading conditions. However, only a small microgrid with fixed parameters (i.e., line length, R/X ratio) is used for demonstration. Combination with VI is not considered.

2.3.3 | Active power feed-forward

The control in Figure 6 is similar to the conventional frequency droop control, except for the feed-forward gain \( m_{\text{off}} \) [8]. Its purpose is the stabilisation of the frequency droop. The angle \( \theta \) of the droop control can be written as follows, depending on the filtered active power \( P_{\text{LPF}} \):

\[
\theta = \frac{1}{s} (\omega_0 - m_0 (p_{\text{LPF}} - p_0)) - m_{\text{off}} f_{\text{LPF}}, \tag{9}
\]

To compare active power feed-forward and transient droop, (7) is integrated to arrive at the angle of the droop control:

\[
\theta = \frac{1}{s} (\omega_0 - m_0 (p_{\text{LPF}} - p_0)) - m_{\text{off}} f_{\text{LPF}}. \tag{10}
\]

If the cut-off frequency of the high-pass filter of the transient droop is the same as for the low-pass filter in the feed-forward approach \( f_{\text{LPF}} \approx \frac{m_0 f_{\text{off}}}{1 + m_0} = f_{\text{LPF}} \), (10) is brought to the form:

\[
\theta = \frac{1}{s} (\omega_0 - m_0 (p_{\text{LPF}} - p_0)) - m_{\text{off}} f_{\text{LPF}}. \tag{11}
\]

If \( m_{\text{off}} = m_{\text{off}} \) (11) is equal to (9) and the frequency droop control is similar in both approaches. The advantage of the feed-forward droop is that no high-pass filter is necessary, which can cause problems when harmonics are present.

2.3.4 | Virtual frame transformation

Modified active power \( P' \) and reactive power \( Q' \) are used in the virtual frame transformation [9]. An orthogonal linear rotational transformation matrix \( T_{VF} \) is applied, which depends on the line impedance \( Z_e \):

\[
\begin{bmatrix}
P' \\
Q'
\end{bmatrix} = T_{VF} \begin{bmatrix}
P \\
Q
\end{bmatrix} = \begin{bmatrix}
sin(\gamma) & -\cos(\gamma) \\
\cos(\gamma) & \sin(\gamma)
\end{bmatrix} \begin{bmatrix}
P \\
Q
\end{bmatrix}
\]

\[
\begin{bmatrix}
X_L/Z_L & -R_L/Z_L \\
R_L/Z_L & X_L/Z_L
\end{bmatrix} \begin{bmatrix}
P \\
Q
\end{bmatrix}
\]

Applying this transformation to the line power transmission in (1) and (2) finally results in [9]:

\[
sin(\delta) = \frac{Z_L P'}{V_1 V_2} \tag{13}
\]

\[
V_1 - V_2 \cos(\delta) = \frac{Z_L Q'}{V_1} \tag{14}
\]

Assuming a small \( \delta \) and small voltage difference \( V_1 - V_2 \), the angle is related only to \( P' \) and the voltage difference only to \( Q' \). A small test system with very large impedances connecting parallel inverters is used in [9] to show the practicability of the approach. However, the applicability under practical microgrid conditions is not demonstrated. Furthermore, there is no comparison of the performance to the conventional droop control or any other droop variant. A thorough parameter optimisation is not conducted.

2.4 | Virtual impedance

The algebraic type VI \( Z_{vi} = r_{vi} + jw_{vi} \) (in per unit) emulates a voltage drop \( \Delta v_{vi} \) depending on the grid-side inductance current \( i_{L2} \):

\[
\Delta v_{vi} = i_{L2} Z_{vi} = i_{L2} (r_{vi} + jw_{vi}). \tag{15}
\]

\( \Delta v_{vi} \) is subtracted from the droop voltage \( \Delta v_{\text{droop}} \). The realisation in the inverter control scheme is shown in Figure 1. It is also shown in Figure 1 that the effect of VI is to add to the grid-side impedance of the LCL filter. For the SM, the stator current is used instead of the grid-side inductor current \( i_{L2} \). The realisation in the control scheme and the effect of the VI are depicted in Figure 3.

Some advantages of VI are enhanced stability due to the adjustable \( R/X \) ratio, improved damping especially when line impedance between inverters is low and better reactive power sharing at steady-state [6, 26]. On the other hand, the increased voltage drop over the VI may violate the voltage constraints of the network.

2.5 | Loads

This work focuses on the dynamic interactions of DER. Hence, a simple load model is implemented. As elaborated in
Section 3.3, the DER controllers are assessed according to their response to load fluctuations. To allow for a fair comparison of the controllers, it must be ensured that load steps in the network are independent from the DER controllers. For example, the voltage magnitude in the network can be dependent on the DER controller. If the loads are voltage dependent, like for example constant impedance loads, the impact of switching of loads varies depending in the DER controller. DER controllers that lead to low voltage levels would have an undesired advantage, because the disruption of load switching is lower (smaller active and reactive power change) and easier to handle by the DER controller. Therefore, the optimisation algorithm would prefer controllers that cause low voltage levels. However, low voltage levels are not the actual goal of the optimisation.

Instead, a constant active and reactive power current source model is used that is independent from DER controllers or controller parameters. The supplied current is given as:

\[
i^*_{Load.d} = \frac{2}{3} \rho^* v_{POC.d} + \frac{1}{3} \frac{v_{POC.d}^2}{v_{POC.d}^2 + v_{POC.d}^2}
\]

(16)

\[
i^*_{Load.q} = \frac{2}{3} \rho^* v_{POC.q} - \frac{1}{3} \frac{v_{POC.d}^2}{v_{POC.d}^2 + v_{POC.d}^2}
\]

(17)

where \(v_{POC}\) is the voltage at the point of coupling. A low pass filter with a time constant of 5 ms is used for the current \(i_{Load.dq}\) to avoid the algebraic loop.

2.6 | Microgrid

Benchmark models have been used for a long time to assess and compare the performance of controllers in power system research [34] and there exist also generic benchmark systems for low voltage (LV) microgrids [35]. However, to the authors’ knowledge, no agreed benchmark system with a clear focus on microgrid stability exists.

The benchmark system should be of small and simple structure. This reduces the computational cost of the numerous simulations that must be run in heuristic parameter optimisation. Moreover, a simple structure facilitates the correlation of controller performance with certain properties of the microgrid, such as the \(R/X\) ratio of lines or their length. These correlations cannot be represented uniquely in a more complex topology with various line lengths and \(R/X\) ratios. Furthermore, the simple topology lends itself to simulate worst-case scenarios with either very short or very long lines. In addition, the switching of one load is more disruptive compared to larger systems with a number of relatively small loads. This further challenges the DER control.

The LV microgrid depicted in Figure 7 is used for the optimisation and benchmark testing of the droop control variants in this work. It comprises a line and two nodes, each connecting one DER and one load. It incorporates the main dynamic characteristics of more complicated microgrids, despite its simple structure [23, 36, 37]. The line is modelled in the \(dq0\) reference frame as a system of differential equations [38]. Microgrid parameters are varied to accommodate for more complex topologies, which is elaborated in Section 3.1.

3 | BENCHMARK TESTS

3.1 | Scenarios

Various cases are investigated, representing the conditions to which DER are exposed in LV microgrids. The DER at both nodes of the microgrid can either be two power electronic devices (PED) or one PED and one diesel SM, allowing for the analysis of the interaction between the types. The line length is either 30 or 400 m. Short lines and low impedance between DER challenge the stability [24, 25], whereas long lines impair the steady-state power sharing due to the larger voltage drop. The \(R/X\)-ratio of the line affects the droop control, as was shown in Section 2.3.1, and is either set to 3.9 or 7.7, which represents the typical range for LV networks.

For the benchmark scenarios, line length and \(R/X\)-ratios are varied, resulting in four cases/combinations. These four cases are tested for a microgrid with two PED and one PED and one SM. Moreover, in the benchmark scenario called ‘all cases’, the two DER combinations are combined, that is, parameters are optimised for the case of two PED as well as the combination of PED and SM. Varying line length and \(R/X\)-ratio, this sums up to eight cases. Hence, the parameter set from the ‘all cases’ benchmark scenario is suitable for a large variety of microgrid applications.

The response to active/reactive power load fluctuations is a crucial characteristic of primary control. The loads of the microgrid are varied every 5 s in time-domain simulations to analyse several load configurations. On one hand, this allows to investigate the transient response. On the other hand, the static constraints described in Section 3.2 are evaluated for these load cases. Load 1 is initially on, whereas load 2 is off. At \(t = 5\) s, load 2 is turned on. At \(t = 10\) s, the reactive power of load 1 is turned off. At \(t = 15\), the active power of load 1 is turned off. At \(t = 20\) s, the reactive power of load 2 is turned off. This amounts to four load steps.
3.2 | Constraints

The active and reactive power sharing discrepancy of the DER as well as the node voltage and frequency deviations have to be kept within limits during steady state operation for the load cases described in Section 3.1. The active and reactive power sharing discrepancy is constrained to a maximum of 0.1 and 0.2 pu, respectively. This means that after the transients of the load steps described in Section 3.1 have decayed, the difference between the active and reactive power of the DER must be below the mentioned values. This is to ensure almost equal power sharing and to avoid overloading at steady-state.

The node voltage deviations are limited to 0.1 pu with respect to the nominal value and the frequency is allowed to differ by 500 mHz from its nominal value of 50 Hz at steady-state. These are typical constraints for LV microgrids and avoid the disconnection of loads and the tripping of under-/overfrequency relays.

The stability margin of the microgrid system is constrained by keeping the largest real part of any eigenvalue below $-1 \text{ rad/s}$ (eigenvalue real part minimisation can also be an objective as described in Section 3.3). This constraint is used when the area criterion is the objective and ensures that this stability margin is always maintained.

3.3 | Objectives

After disturbances such as load fluctuation, the DER controllers should aim at settling down to steady-state values as quickly as possible to avoid violations of component constraints and overloading. Therefore, the goal of the droop control is to minimise the area between the active/reactive power and their steady-state value. The minimisation problem is formulated as follows:

$$
\text{Min} \left( \sum_{i=1}^{2} \sum_{k=1}^{4} \int_{t_{\text{step}}}^{t_{\text{sett}}} \left( |p_{\text{DER},i}(t) - p_{\text{DER},i}(t_{\text{step},k}) + t_{\text{sett}}| + |q_{\text{DER},i}(t) - q_{\text{DER},i}(t_{\text{step},k} + t_{\text{sett}})| \right) \right),
$$

where $i = \{1, 2\}$ is the DER number, $k = \{1, 2, 3, 4\}$ is the load step number, $p_{\text{DER},i}(t)$ is the active power of DER $i$, $q_{\text{DER},i}(t)$ is the reactive power of DER $i$ and $t_{\text{step},k}$ is the time of the load step $k$. $p_{\text{DER},i}(t_{\text{step},k} + t_{\text{sett}})$ can be seen as the steady state reference, assuming that the steady state has been reached within $t_{\text{sett}}$ (= 4 s in this work) after a load step. These reference values are dependent on the control parameters and differ in simulations. The area to be minimised is exemplified in Figure 8. Numerical integration is applied to calculate the integrals from the time-domain simulation results.

Besides the described area criterion, the second objective used in this work is the minimisation of the largest occurring eigenvalue real part to optimise the stability of the system [39]. The decay of transients and the ability to rapidly reach a new steady-state operating point are associated with the eigenvalue real part. One of the main goals of inverter-dominated systems is to avoid transient overloading. Hence, the rapid decay of the envelope is the priority rather than other criteria, such as the damping ratio. Furthermore, extended oscillations are less of an issue in inverter-dominated networks with thoroughly optimised controller parameters as shown in Figure 10 and described in Section 5.2.

4 | OPTIMISATION ALGORITHM

Systematic design procedures for inverter controllers have been proposed in literature [40, 41]. However, it is either focussed on a single part of the control scheme, such as the VI [40], or the design procedure is much simplified and does not incorporate the large number of scenarios, constraints and objectives elaborated in Section 3 [41], which are necessary for a realistic assessment of the control. Furthermore, to the authors’ knowledge, there is no systematic design procedure for the dynamic interaction between PED and SM (including GOV and AVR) found in literature. Hence, in this work, a heuristic method is used that can handle the intricacy of the optimisation problem, which incorporates the interaction between droop control variants, virtual impedance, AVR and GOV as well as several constraints and objectives.

GA and PSO are clearly the most common population based optimisation methods for power electronics according to a recent review [42]. A GA is a heuristic method that emulates the process of natural selection and belongs to the larger class of evolutionary algorithms. It is population based and employs the bio-inspired operators mutation, crossover and selection. The individuals in a population that are a relatively sound solution to the problem are correspondingly assigned better fitness values. This increases their chance to pass their data to the next generation [43].

![Figure 8: Area criterion](image-url)
Here, a GA was developed that is particularly suitable for optimisation problems, where the evaluation of the fitness of the individuals comes at a high computational cost. The fitness evaluation entails the transient time domain simulation of the microgrid model, which is computationally demanding. The goal is to come to an optimal or close to optimal solution within a limited amount of fitness evaluations.

One feature is to impede the repeated evaluation of solutions that have already been evaluated in the search history of the algorithm. This incorporates the memorisation of individuals of former generations. It jointly enhances the efficiency and the diversity of the individuals. This is also referred to as a non-revisiting GA [44].

In addition to the conventional mutation, guided anisotropic search [45] is utilised. Here, former fitness values are incorporated to direct the algorithm to promising regions of the solution space. This leads to a quick convergence.

It becomes apparent that the features mentioned rely on an efficient way to save and conveniently access the data of individuals of past populations. Therefore, it is resorted to a binary space partitioning (BSP) tree [46, 47]. This method also allows the assessment of the diversity of an individual with respect to former individuals. For this purpose, the solution space is subdivided into subspaces. Each subspace represents a problem solution. The diversity of an individual is evaluated according to the size of its subspace compared to the size of the entire solution space. With the help of a diversity measure for the population, the GA can adjust its operators. For example, if the diversity becomes too low at early generations, the GA runs into the danger of premature convergence at a local optimum. The GA counteracts by increasing the likelihood of mutations. Another means to increase the diversity is to raise the fitness of diverse individuals to increase their chances in the selection.

The mentioned enhancements not only improve its efficiency, but also entail the self-adaptation of the GA. By automatically controlling its diversity, it can adjust to various kinds of optimisation problems without necessarily having to tune its parameters (such as mutation rate) for each individual problem.

Niching is the idea of segmenting the population into disjoint sets, also named islands [48]. It maintains the diversity of the population and intends each island to search a different (local) optimum. It prevents the GA from premature convergence to one optimum. The islands can occasionally exchange individuals.

The flow chart of the GA is shown in Figure 9. After the initialisation of the population, the operators mutation, crossover and selection according to the fitness are executed for each island. The BSP tree is updated with the data of the individuals and the corresponding fitness values. The BSP tree assesses the diversity of each individual as well as the overall diversity of the entire population. If the GA runs into danger of premature convergence, the diversity is increased. On the one hand, individuals with a large diversity are assigned a better fitness value and the mutation rate is raised. Finally, the generation number $g$ is incremented. When the maximum number of generations is reached, the GA stops. The main parameters of the GA are found in the Appendix.

5 | RESULTS

5.1 | Optimised parameter sets

5.1.1 | Comparison of droop variants

The resulting parameter sets for the optimisation of the three droop variants are illustrated in Table 1 for the benchmark tests described in Section 3.1. At first, optimisation is looked at with respect to the area criterion. The droop parameters have a strong impact on the controller performance. The value of $m_{v,PED}$ is around 0.009 pu in all cases, resulting from the frequency constraint. An exception is the two PED case of the FTD. Here, the angle $\gamma_{PED}$ is at $3^\circ$ which corresponds to the inverse droop. This also causes the virtual resistance $R_{vi,PED}$ to be very high and the virtual inductance $L_{vi,PED}$ to be zero as this droop type is based on a high $R/X$-ratio. Parameter $m_{e,PED}$ takes on relatively small values in all cases. This implies that using the VI to regulate power sharing and voltage drop is more effective. The voltage regulation by the VI is faster because the unfiltered current measurement is used to calculate the voltage drop over the VI and it directly takes effect on the output voltage setting of the voltage controller. In contrast, regulating the voltage by the voltage droop coefficient $m_e$ is slower because this control loop requires low-pass filtering of power measurements.

The virtual inductor $L_{vi,PED}$ is usually between around 1 and 2 mH and the value of the virtual resistor $R_{vi,PED}$ is generally about 0.5 $\Omega$ for the given DER ratings. For TD and FFD, $R_{vi,PED}$ is smaller in case of two PED. As mentioned above, the VI value of the FTD for two PED is an exception.
The transient droop coefficients $m_{\nu,\text{FD}}$ and $m_{\nu,\text{PED}}$ are usually at around $0.1 \cdot 10^{-3}$ and $0.5 \cdot 10^{-3}$ pu, respectively. The feed-forward droop $m_{\nu,\text{FFD}}$ is the largest for the two PED case. The angle $\gamma_{\text{FTD}}$ of the FTD is low in case of two PED, as explained before. In the other cases, it is $90^\circ$, equivalent to the conventional droop.

The outcome for the droop coefficient $m_{\nu,\text{SM}}$ is in the same range as $m_{\nu,\text{PED}}$, $m_{\nu,\text{SM}}$, on the other hand, takes on much larger values than $m_{\nu,\text{PED}}$. Larger droop coefficients enable a quicker response of the slowly reacting SM system.

The virtual inductance of the SM $L_{\nu,\text{SM}}$ is usually between 1 and 2 mH, but can also be much lower. The virtual resistor ranges between 0.24 and 0.52 Ω, which is a lower than in case of the PED.

The proportional gain of the AVR $k_{p,\text{AVR}}$ and the integral gain $k_{i,\text{AVR}}$ lie in a narrow range from 0.14 to 0.28 and from 0.18 to 0.32, respectively. The values of the proportional gain of the GOV $k_{p,\text{GOV}}$ vary between 2.8 and 6.4, whereas the integral gain $k_{i,\text{GOV}}$ exhibits only little variation.

The average area of the simulated cases is smallest for the TD, except for the case of two PED in the microgrid. Here, the ability of FTD to apply the inverse droop is advantageous. The area is considerably larger when SMs are present. Comparing the three droop types, the areas are similar for the scenarios.

For the microgrid with PED and SM, the optimised parameter sets for the minimisation of the maximum occurring eigenvalue real part are also given in Table 1. When SMs are present, the eigenvalues are closer to the unstable region and it is reasonable to optimise in terms of their minimisation. It is interesting that for both PED and SM the values for $m_{\nu,\text{SM}}$ are lower compared to the area criterion optimisation. Parameter $m_{\nu,\text{SM}}$ is larger for the PED, whereas it decreases for the SM, where the virtual inductor $L_{\nu,\text{SM}}$ increases instead. The angle $\gamma$ of the FTD is at $69^\circ$ for the PED, exploiting the advantages of the frame transformation. AVR and GOV are tuned less aggressively. The maximum eigenvalue real part is similar for all droop variants, although slightly increased for the FFD.

### 5.1.2 | Frame transformation droop

The FTD is a promising approach as it can adjust the droop control to network conditions, such as the angle of the network impedance. Therefore, a closer look is taken at each case for this droop type when optimised with respect to the area criterion. The outcome of the optimisation is depicted in Table 2. Again, a microgrid with two PED or with one PED and a SM is considered. Each case stands for a certain line length and $R/X$ ratio.

When two PED are present, the droop coefficient $m_{\nu,\text{PED}}$ is at around 0.009 when the line length is 30 m, which is a similar value as in the optimisations in Section 5.1.1. A longer line length leads to a higher $m_{\nu,\text{PED}}$ of 0.015 pu.

Independent from the line length and $R/X$-ratio, $m_{\nu,\text{PED}}$ and $L_{\nu,\text{SM}}$ are zero. The virtual resistance $R_{\nu,\text{PED}}$ is highly dependent on the line length and becomes larger for longer lines. The angle $\gamma_{\text{PED}}$ is low in case of two PED. The area is smaller for shorter lines and hardly depends on the $R/X$-ratio.

For a microgrid with one PED and one SM, the droop coefficient $m_{\nu,\text{PED}}$ takes on values around 0.009 and $m_{\nu,\text{PED}}$ is rather small in all cases. The virtual inductor $L_{\nu,\text{PED}}$ is always below 1 mH, whereas the resistor $R_{\nu,\text{PED}}$ is close to 0.5 Ω. The angle $\gamma_{\text{PED}}$ is at or close to $90^\circ$.

The droop coefficient of the SM $m_{\nu,\text{PED}}$ is also at around 0.009 pu. $m_{\nu,\text{SM}}$ is significantly larger than $m_{\nu,\text{PED}}$, especially for the longer line length. The virtual inductor $L_{\nu,\text{SM}}$ and resistor $R_{\nu,\text{SM}}$ take on rather low values. The controller parameters of AVR and GOV are similar to those found in Section 5.1.1. The area is rather similar in all cases. Overall, the areas are slightly smaller in this Section in comparison to comparable cases in Section 5.1.1 whereas the resistor $R_{\nu,\text{PED}}$ is close to 0.5 Ω. The angle $\gamma_{\text{PED}}$ is at or close to $90^\circ$.

The droop coefficient of the SM $m_{\nu,\text{PED}}$ is also at around 0.009 pu. $m_{\nu,\text{SM}}$ is significantly larger than $m_{\nu,\text{PED}}$, especially for the longer line length. The virtual inductor $L_{\nu,\text{SM}}$ and resistor $R_{\nu,\text{SM}}$ take on rather low values. The controller
parameters of AVR and GOV are similar to those found in Section 5.1.1. The area is rather similar in all cases. Overall, the areas are slightly smaller in this Section in comparison to comparable cases in Section 5.1.1.

5.2 | Time domain simulation

The response to the connection of load 2 at \( t = 5 \text{ s} \) is shown in Figure 10 for 2 PED and PED and SM (line length = 400 m, \( R/X = 7.7 \)), when optimised with respect to the area criterion (parameter sets from Table 1).

In Figure 10(a), it is interesting to see that in case of the FTD, the reactive powers of the PEDs are accurately shared at steady-state (\( t < 5 \text{ s} \)) as the frequency is a global variable, whereas the active power differs. This is a consequence of the inverse droop. FTD exhibits a very smooth, almost first-order behaviour. However, all droop variants quickly align with their steady-state value within only about two cycles.

The time-scale for PED and SM in Figure 10b is much larger due to the larger time constants of SMs. The PED is significantly overloaded following the load step, as it takes on a larger share because of its voltage source behaviour and its location at the same node as the switched load. After about 2 s, the steady state is reached. Again, the differences between the droop variants are rather small.

5.3 | Dominant eigenvalues

Figure 11 illustrates dominant eigenvalues for the cases simulated in Figure 10, except that the line length is 30 m here, which impairs the system stability. Nonetheless, the eigenvalue pairs are located very far inside the left half-plane in Figure 11a). It becomes apparent that the eigenvalue and area criterion optimisation are not necessarily coherent, as the FTD has the largest eigenvalue real parts but performs best in power sharing. To highlight the impact of the VI, the virtual resistor \( R_{vi,PED} \) is varied between 1 and 0.2 Ω (larger circles imply lower resistance) for the TD. An oscillatory mode occurs that quickly approaches the imaginary axis.

The eigenvalues of the PED and SM case are much closer to the imaginary axis. There are also oscillatory modes for all droop variants. FTD has the lowest damping ratio (16.6%) and TD has the highest (33.0%).

Besides the area criterion optimisation, the eigenvalue real part minimisation outcome is also shown. The dominant eigenvalues are at around \(-2 \text{ s}^{-1} \). The damping is also improved.
5.4 | Genetic algorithm

Figure 12 depicts the fitness of the best individual in the population over the generation number for the conventional and the enhanced GA according to Section 4, when optimising the FTD for the two PED scenario. The value is averaged over five runs each. The conventional GA lacks the BSP tree, the non-revisiting, the guided anisotropic search and the niching. The number of fitness function evaluations, which is a measure of the computational cost, is 700 in all cases. For comparison, also the results for the basic PSO algorithm presented in [49] are depicted.

The basic PSO algorithm performs worse than the conventional GA, what prompted this work to focus on the GA.

It becomes apparent that both GAs perform similar at early generations. Here, even the convergence to local optima results in fitness improvements. After generation four, the enhanced GA results in better fitness values. For the conventional GA, it is harder to leave local optima and search for the global optimum. Contrarily, with the help of its diversity maintaining mechanisms, the enhanced GA can improve its fitness steadily and reaches an optimal or close to optimal solution after nine generations. The conventional GA takes until generation 20 to reach the same fitness level. The slow convergence during the later generations is caused by the revisiting of similar solutions when the population has converged near the optimum.
6 CONCLUSION AND FUTURE WORK

Three of the most popular droop variants are investigated in this work. Differences and similarities are elaborated. It is pointed out that in the previous literature the superiority of the droop variants has only been demonstrated for very specific microgrid applications which are not generally representative. To assess their performance under practical microgrid conditions, benchmark scenarios with limited simulation effort are proposed. A GA, which was tailored to problems characterised by high computational cost for the fitness evaluation, is used to optimise controller parameters and enable a fair comparison of the droop variants.

It is seen that all droop variants lead to high stability when their parameters are thoroughly optimised. The FTD has some advantages due to its flexibility and is shown to be beneficial also for SMs. However, it is demonstrated that the impact of VI on stability and power sharing is much more pronounced than the choice of the droop variant. In some scenarios, the voltage control is taken over completely by the VI, due to its fast response, and the voltage droop coefficient becomes zero after optimisation.

In conclusion, the superiority of one droop variant over the others, as indicated in literature for some specific microgrid scenarios, cannot be transferred to the practical benchmark microgrid applications analysed in this work. It is rather that the thorough controller parameter optimisation and the combination with VI are distinctly more important than the choice of the droop variant.

The obtained parameter sets can be used as a basis for stability analysis of microgrids in many contexts, such as reconfiguration or topology optimisation. In future, the benchmark scenarios may be extended for harmonic analysis, more accurate dynamic load models and more complex topologies. For the latter, the efficient simulation and optimisation of larger microgrids is key. An interesting candidate here is the upcoming highly efficient Julia programming language, where some open-source toolboxes for power system simulation are already available [50]. Furthermore, only three of the most popular controller types were considered in this work and further variants should be included in future.
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APPENDIX

Grid-forming PED [26]: $V_n = 400$ V, $S_n = 10$ kVA, $\omega_c = 60$, $v_0 = 1$, $f_0 = 1$, $k_{p,c} = 3$, $k_{i,c} = 200$, $FF_c = 1$, $k_{p,c} = 0.73$, $k_i = 50$, $FF_c = 1$, $L_1 = 1.5$ mH, $R_1 = 0.1$ $\Omega$, $C_f = 70$ $\mu F$, $L_2 = 0.36$ mH.

SM [29]: $S_n = 10$ kVA, $V_{in} = 400$ V, $x_{sh} = 0.064$ pu, $x_{md} = 1.65$ pu, $x_{kpf} = 0.74$ pu, $x_{mq} = 1.159$ pu, $x_{kpf} = 0$ pu, $x_{ffd} = 0.468$ pu, $x_{kfd} = 0.07$ pu, $r_f = 0.062$ pu, $r_{kpf} = 0.111$ pu, $r_{kfd} = 0$ pu, $r_{ffd} = 0.0674$ pu, $r_{kfd} = 0.147$ pu.

AVR [29]: $K_A = 400$, $T_A = 0.2$ s, $T_E = 0.8$ s, $K_E = 1$, $e_{sfd,t} = 5.6$, $E_{sfd,t} = 4.4$, $E_{ffd,t} = 0.86$, $E_{kfd,t} = 0.5$, $T_B = 0.02$

GOV [29]: $T_1 = 0.07$ s, $T_2 = 0.125$ s, $K_1 = 1.15$, $K_2 = 1$, $K_3 = 1$. 

\[ E_{\text{SM}} = \frac{E_{\text{AVR}}}{E_{\text{GOV}}} \]