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Abstract—We introduce the real-time multi-technology transport layer monitoring to facilitate the coordinated virtualisation of optical and Ethernet networks supported by optical virtualisable transceivers (V-BVT). A monitoring and network resource configuration scheme is proposed to include the hardware monitoring in both Ethernet and Optical layers. The scheme depicts the data and control interactions among multiple network layers under the software defined network (SDN) background, as well as the application that analyses the monitored data obtained from the database. We also present a re-configuration algorithm to adaptively modify the composition of virtual optical networks based on two criteria. The proposed monitoring scheme is experimentally demonstrated with OpenFlow (OF) extensions for a holistic (re-)configuration across both layers in Ethernet switches and V-BVTs.
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I. INTRODUCTION

FUTURE Internet applications in the domains of science, business and domestic users [1]–[3] are all observed to increasingly rely on a large number of powerful and often widely distributed hardware and software resources, as well as the network that interconnects them [4]. These resources have been growing exponentially (predicted by Moore’s Law), and cloud services are currently the emerging trend to offer both distributed hardware and software delivering as a service on a global scale. The performance and availability of cloud services highly depend on the cloud physical infrastructure composed of data centre (DC) infrastructure, its inter- and intra-DC networking, as well as end access to users.

Optical networks that consist of novel technologies are considered the most promising network substrate under this condition. Optical network virtualisation is one of the key contributors [5], [6] to efficiently enable the combined management, control and optimisation of networking resources for Cloud service provisioning [7]. Virtual optical networks (VON), composed of multiple virtual nodes interconnected by virtual links, are co-existing but isolated, sharing the same optical network substrate. Accordingly, the analogue constraints and impairments of the optical network substrate will have a great impact on VONs compositions and their performance.

Currently, physical layer impairment-aware models [8]–[12] have been studied under different network technologies, and some of them are introduced into optical virtualisation [9], [13]–[15]. This method relies more on the pre-planned analytical estimation of impairments in the optical substrate (e.g., link nonlinearity calculation), while lacks the ability to adapt, e.g., it cannot compensate the undesirable and time-varying loss or excessive noise that causes a big degradation in the optical channel quality of transmission (QoT). Besides, due to diverse application types, traffic from these applications varies dynamically with time, which in turn greatly affects the allocation of virtual link and node resources to support the transmission of application traffic.

Under this condition, it is important to introduce real-time monitoring across all the network layers as a key role in the virtualisation process, especially in tracking available resources in task scheduling. It should also include the status monitoring of already provisioned services and used physical resources [4], [16], [17]. By obtaining and analysing monitored data, an up-to-date understanding of the network dynamic will be formed from different aspects of the network. This understanding will further affect the (re-)configuration of network resources in supporting both existing and new services to achieve IT/network elasticity, service-level agreement (SLA) requirements and QoT (e.g.,). Meanwhile, in combination with SDN, the controller can realise and optimise such (re-)configurations to different users in an efficient manner [17], [18]. This is due to the intrinsic characteristics of SDN, such as the separated data and control planes, a centralised management, global network view, and data plane open interfaces [19], [20].

Therefore, we propose a multi-technology monitoring scheme enabled by SDN to obtain up-to-date characteristics of the optical transport layer, including optical link QoT and link spectrum utilisation, as well as the Ethernet transport layer, e.g., Ethernet traffic data rate, packet size and deep packet inspection (DPI). The previous study [21] mainly introduces an algorithm that takes the monitored optical network status and the VON traffic as its inputs. However, it did not address the source and capturing ways of the monitored information, the communication between the monitored information and the algorithm, as well as how the information is related to the control plane. Here in this work we address these issues in the following four aspects.
First, a complete monitoring scheme is presented that covers different network layers, including the interaction among the monitoring and (re-)configuration in the data plane, the SDN controller in the control plane, and the management/decision making in the applications layer. Meanwhile, in this scheme, virtualisation of optical transceivers (V-BVT) [22] is also employed in the data plane to introduce a device-level (Layer-1) virtualisation into the optical network. It represents the physical transceiver to the control plane as an abstracted software object, enabling the on-demand creation of virtual transceivers that generates/terminates one or multiple virtual links within the VONs. Therefore, it can offer a fine partition of the physical resources and guarantee complete isolation of applications [23], and accordingly offer further enhanced flexibility and efficiency to support VONs. Based on these functionalities, the proposed multi-technology real-time monitoring scheme aims to further facilitate the coordinated virtualisation of the packet transport network and optical transport network, in order to achieve a holistic optimisation in the optical layer and the configuration in the Ethernet layer. Furthermore, we discuss the device types that can be used for Ethernet or optical monitoring and how they can be enabled by SDN using OF extensions. The way or protocol of storing and retrieving the monitored data are also discussed from the algorithm’s perspective. The potential of achieving multi-level monitoring in a feasible manner using SDN can be achieved. Second, we present a DC network use case of the proposed monitoring scheme to show the potential performance improvement considering resources allocation. Third, we elaborate the algorithm details on how it will perform corresponding to the interactions among different blocks from the proposed monitoring scheme. Finally, we add the results from the network interfacing card (NIC) monitoring that supports the DPI, showing the capture of Ethernet traffic that can be carried by the VON requests. Under the condition that a large variation of these traffic exists, we then can use this captured information to decide how to make the aggregation decisions at the OF-enabled Ethernet switch to achieve the optimised resource allocation.

The paper is constructed as follows. Section II proposes the principle of a multi-technology transport layer monitoring scheme for a general SDN-based network environment that interconnects remote DCs and users. The scheme also elaborates on the employment of a virtualisation strategy on top of the SDN-enabled control plane to facilitate the optimisation of coordinated virtualisation using the monitored data and the proposed V-BVT. In Section III, the principle and detailed logic of the virtualisation strategy under the monitoring scheme are described. Two network scenarios are described corresponding to the interactions among the blocks from the proposed scheme. Section IV experimentally demonstrates the proposed scheme for several specific monitoring use cases, showing the re-configuration of Ethernet layer resources and the optimisation of V-BVT resource allocation in the optical layer for QoT maintenance. Finally, Section V concludes the paper.

II. OPTIMISATION OF OPTICAL VIRTUALISATION USING MONITORING SCHEME AND V-BVT

A high-level monitoring and network resource configuration scheme is proposed and described in Fig. 1. At the bottom of the figure, Ethernet and optical layer hardware components are represented separately, which are all managed by an application based on top of a centralized controller. Some of these components are directly managed by the control plane that generally consists of a controller, i.e., the OpenDayLight Lithium (ODL) controller and the network abstraction layer. Components in different network layers communicate with the control plane using slightly different protocols. Ethernet switches in Ethernet layer are usually controlled using the standard OF protocol. In optical layer, optical transponders and optical switches require OF protocol extensions to be centrally managed. Following the virtualisation procedure, physical features of these hardware devices are firstly abstracted into the control plane, covering the range of bandwidth, port rate, power and other characteristics. The controller stores the information from these devices, and can also be queried via a representational state transfer (REST) application programming interface (API) for the usage of other applications.

The OF extension for our experiment is the extension of the V-BVT, which is equivalent to the extension of the WSS in our architecture. A dedicated OF agent is implemented for the WSS, containing a specific control protocol supported by the given optical devices. On top of it, a technology specific mapping function is implemented to translate the device data structure and protocol into the OF style, performing a set of actions such as wavelength, filtering and ports configuration. At the northbound side, each OF agent implements the extended OF protocol. For the SDN controller, the services abstraction layer was extended to record the support wavelength and supported spectrum range. To properly configure these devices, the forwarding rules manager was also extended to construct the required configuration information, e.g., central frequency, bandwidth, out-put port for the WSS together with match and label. More details of the agent, ODL and OF extensions have been described in the following a few public projects deliverables [24–26].

Other components, including the wave analyser in the optical layer and the network interfacing card (NIC) in the Ethernet layer that supports the DPI function, directly com-
municate with a database that sits in the application layer. The monitoring function is performed using wave analysers for the optical layer, while NICs and Ethernet switches are used from the Ethernet layer.

Wave analysers monitor a number of parameters and regard them as the optical network status, including the channel utilization on each path within the network and optical signal to noise ratio (OSNR) values for each channel and each of the already established lightpaths. NICs that support DPI will update the Ethernet layer monitoring parameters in the database which will be regarded as VON traffic. These parameters include Ethernet packet size, real-time data rate, packet MAC address and even deep-packet information (Layer 4 and upper). The Ethernet switch will report to the controller, providing real-time Ethernet traffic data rate on a per-port basis. This information is regarded as Ethernet traffic information carried on VONs in this scheme, and the polling frequency can be customised in the SDN controller. All the monitored information obtained from these devices is updated and stored to a database, and can be queried by applications.

For our experimental usage in Section IV, the proposed V-BVT is employed as an example of optical transponders, where optical switches used include fibre switches and wavelength selective switches (WSS). As well as the V-BVT being able to support virtualisation, its inclusion into the monitoring scheme enables efficient real-time response to variations in network. This is mainly due to the feature that the V-BVT is SDN-enabled, and its architecture allows the (re-)configuration of hardware resources in a flexible manner.

On top of the controller, the monitoring and (re-)configuration application contains both monitoring and management functions. The monitoring function can periodically fetch both up-to-date Ethernet and optical monitoring information from the database and send it to the management block which contains a virtualisation strategy that executes the algorithm for hardware resource optimisation. For experimental demonstration, the algorithm is simplified so that the management block acts as a non-injective and non-surjective function, where multiple conditions may have the same action (and actions with non-active conditions). However, more realistically, the algorithm will cover more conditions when optimising the VON accommodation based on the given network and hardware resources. The analysis of the optimisation is beyond the scope of this paper and will be discussed in a separate one, where modulator utilization, modulator types and traffic conditions will be analysed.

Any variations of information sent by the monitoring scheme will affect the V-BVT resource selection in creating virtual transceivers, e.g., modulation format and baud rate, the subcarriers central frequency and number, etc. Accordingly, when a variation is detected by the monitoring system, the management block will activate an action with a set of configurations, such as a change of optical channel selection and aggregation methods in the Ethernet layer. As explained in [22], V-BVTs are placed at the edge of the optical network and each contains a local infrastructures pool, i.e., optical subcarriers pool and optical modulators pool. It can create multiple virtual transceivers based on the requirement of VON demands, the availability of its local infrastructure pool, and the optical network status.

Fig. 2 illustrates a generic logic of the virtualisation algorithm within the management block that adopts V-BVT and multi-technology monitoring. The detailed logic of the algorithm itself will be demonstrated in Section III. There are three inputs of the algorithm in the management block, including V-BVT resources, optical network status and the Ethernet traffic on VON. V-BVT resources contains the modulator and subcarriers resource pool, including the details of modulation types, modulator baud rates, the available number of each type, required OSNR for a given modulation type in a given baud rate, available subcarriers number, and central frequency of each available subcarrier [22]. The optical network status consists of pre-calculated path candidates between given source and destination pairs, channel OSNR per link based on a given transmitted data rate, latency and available spectrum slots of each link based on flex-grid from international telecommunication union (ITU). The last three parameters are updated by real-time optical monitoring techniques. Ethernet traffic on VONs consists of the real-time packet data rate, the packet MAC address and latency requirements. Path candidates and channel OSNR per link are updated by the Ethernet monitoring. The latency are assumed to be known by the algorithm but can further be gained by using deep-packet monitoring in the Ethernet layer using NICs that support DPI.

The management block outputs the algorithm decision with the objective of accommodating for the maximum number of incoming VON requests. The decision covers aspects from the three inputs. From the Ethernet perspective, the aggregation of services is decided, including how many services to aggregate into one and which service should be chosen for a specific aggregation. From the optical network perspective, the selection contains optical path selection, number and frequencies of spectrum slots for this path, as well as central frequency of this channel for this path. The selection in V-BVT resources consists of subcarrier central frequency, baud rate and modulation format of the modulator. The decision will be sent to the ODL controller through the RESTful API, and the controller will re-configure Ethernet Switches, WSSs and V-BVT according to the decision it received through OF and extended OF respectively.

Fig. 3 shows an example of applying the proposed monitoring scheme in the optical core network and the inter-DC.
connections scenario. Traffic generated by servers in DC-1 is monitored by the NICs that support deep-packet inspection before entering in the aggregation switch, including MAC address and real-time data rate. The aggregation switch will route this traffic by reconfiguring the switch output ports. Ethernet traffic aggregation can be performed within the switch based on the monitored Ethernet information from the NICs. If traffic with the same destination MAC address enters from different ports, and if their real-time data rate is smaller than the maximum data rate of the output ports, they are considered for aggregation. Where port capacity allows, multiple input ports traffic will be aggregated onto a single output port.

In the framing block shown in Fig. 3, Ethernet traffic from the aggregation switch is ‘re-framed’ into either optical transport network (OTN) or customer-defined frames to suit the core network transmission. This can be performed by either an OTN switch or a customer-defined FPGA. After the framing, traffic frames with different data rate and quality of service (QoS) requirements will be modulated by the proposed V-BVT placed at the edge of the core network. It can accommodate different incoming traffic by selecting optical subcarrier frequency and modulation formats that have respective baud rates. Such decision is based on the syntactical analysis of V-BVT hardware resources (i.e., subcarriers pool and modulators pool), network status (i.e., link spectrum utilization, lightpath impairments and path candidates), together with required traffic QoS (e.g., latency), data rate and guarantee of QoT. Based on the decision, the V-BVT will modulate and transmit this traffic across the core network to its destination. When reaching the other edges of the network, traffic will be offloaded to customer sites, which can be another DC or other types of clients.

III. VIRTUALISATION ALGORITHM WITH ETHERNET AND OPTICAL MONITORING SCHEME

Fig. 4 and 5 show details of the management block used in the experimental demonstration. The first demonstration shown in Fig. 4 accommodates a new incoming service based on its QoS requirement and a guaranteed QoT. When a new service is requested from the clients, e.g., VM transfer, through monitoring, the requirements of this request can be retrieved, including its data rate and source/destination pair (i.e., MAC address for Ethernet packet). This information (updated and stored in the database) will be retrieved by the algorithm selection scheme, in order to decide and verify if there are any Ethernet and optical resources available to accommodate the service. The availability of these resources covers the areas of (i) Ethernet switching ports and the maximum ports capacity, (ii) the number of available contiguous spectrum slots $N$ to accommodate a given bandwidth, various modulator format types $M$ with different baud rates to meet the QoT requirements and decide the bandwidth, as well as the central frequency $f_c$ that can be used based on the ITU-T G.694.1 flex-grid standard for a given $N$ number of contiguous spectrum slots, (iii) network candidate paths and their spectrum utilisation between source and destination pair to meet the QoS requirements, etc.

The option will be selected if it can meet all the service requirements. Accordingly, configurations of physical devices, i.e., Ethernet switch and V-BVT, will be completed through the orders from the ODL enabled control plane, and a new service is then provisioned.

Fig. 5 indicates another scenario, where replanning of existing services will be triggered when two conditions happen: (a) a change in the Ethernet data rate of existing services, and (b) the change of channel OSNRs along the lightpath that is provided to existing services.

In condition (a), the actual change of Ethernet traffic of one service is obtained by the Ethernet monitoring scheme using the NIC and Ethernet switch ports monitoring. The monitoring at these two devices covers two aspects of traffic. The SolarFlare NIC can monitor the traffic of different appli-
ODL controller using the extended OF protocol. Ethernet and optical resources will be coordinated by the ODL. Spectrum will be configured within the V-BVT as well as the another available channel that has enough spectrum slot will be decided together with a new modulation type that fits into this slot and QoT. In order to accommodate the service on the newly established optical channel, the central frequency of the spectrum will be configured within the V-BVT as well as the filtering width. Such establishment is also coordinated by the ODL controller using the extended OF protocol.

IV. EXPERIMENTAL DEMONSTRATION OF MONITORING AND OPTIMISATION SCHEME

The experimental setup is represented in Fig. 6 for demonstrating the proposed monitoring scheme and the aforementioned scenarios. In corresponding with the architecture represented in Fig. 11, the experimental realization of a V-BVT is displayed in inset (a) sitting in the lowest network layer; an optical fibre switch is displayed in inset (b) as part of the experimental optical network topology; Servers, NICs and Ethernet switch are also depicted inset (c), showing that the DC scenario and Ethernet layer sits upon the optical layer. Inset (d) shows the ODL controller enabled SDN control plane, in which a traffic engineering database is developed. On top of the control plane runs the V-BVT application that contains two monitoring blocks and the V-BVT virtualisation algorithm.

The procedure includes the re-verification/re-selection of subcarriers and modulation formats with respective baud rate in V-BVT resources, as well as candidate paths and spectrum slots in optical network. If both Ethernet and optical resources are available for the service aggregation, and will be accommodated using one port instead of the original n ports. V-BVT resources and network status will be re-verified as well, in order to guarantee the QoT and QoS of all the n services. The details of the procedure are performed in the selection scheme that is introduced in Fig. 4. The procedure includes the re-verification/re-selection of subcarriers and modulation formats with respective baud rate in V-BVT resources, as well as candidate paths and spectrum slots in optical network. If both Ethernet and optical resources are available for the service aggregation, the aggregation option is selected. Optimised utilization of Ethernet switch resource and V-BVT hardware resources is achieved when accommodating these n services. Re-configuration in both Ethernet and optical resources will be coordinated by the ODL controller.

Similarly, for condition (b), we introduce optical layer monitoring to perform the re-creation of virtual transceivers from V-BVTs to support the same service. This condition will be triggered when the existing accommodation of a selected channel failed due to undesired optical network impairments. When the monitoring of an optical channel indicates an OSNR drop that will degrade the QoT of the existing service, another available channel that has enough spectrum slot will be decided together with a new modulation type that fits into this slot and QoT. In order to accommodate the service on the newly established optical channel, the central frequency of the spectrum will be configured within the V-BVT as well as the filtering width. Such establishment is also coordinated by the ODL controller using the extended OF protocol.

For inset (a), a similar setup for implementing V-BVTs is employed [22]. The subcarriers pool is settled using a tunable mode-lock laser (TMLL), and after applying the fibre delay interferometer (DI), around 25 optical subcarriers are selected in the spacing of 20 GHz and are sent to the input port A of the 4×16 wavelength selective switch (WSS-1). The subcarriers pool includes a collection of modulators that can offer a range of modulation formats and baud rates, each of which are pre-connected to the 16 output ports of the WSS-1. The modulators consist of PM-16-QAM (10, 20, 28 GBd), BPSK (10, 40 GBd) and 10 GBd PM-QPSK. Different virtual transceivers are created after the selection of subcarriers and modulations.

In inset (b), after sending the spectrum of the created virtual transceivers into the other 4×16 WSS-2, the traffic that each virtual transceiver carrier can be directed onto same/different paths by selecting the output ports. The simplified optical network topology is settled using a 192×192 optical fibre switch and coherent receiver is adopted to obtain the BER and constellations. The topology is composed of 4 nodes as a mesh network in the similar style of the one in [22] but using different fibre length. The links length used in this paper are three 50km, one 130km, and one 100km. Therefore, the
shortest path between the same source and destination pair is 50km, and the longest is 150km.

Inset(c) demonstrates an example of Ethernet layer traffic (re-)directing and switch re-configuration based on real-time Ethernet traffic monitoring. An SDN enabled Pica 8 P-3922 Ethernet switch is employed. It can offer 10 GbE/40 GbE transmission with low latency, and support the running of Open-vSwitch (OVS) 2.0 to enable the OF interface. SolarFlare NICs (SFN5522) are also employed in this setup to represent the NICs that have DPI functionality for monitoring purpose. Each of the NICs contains two SFP+ interfaces, offering 10 GbE transmission and receiving.

The two and three input ports of the Ethernet switch come from VMs running in different servers to emulate the traffic from different applications. To monitor the variations of the traffic that emulate the time varying of different types of services or applications, the traffic is then generated slightly differently. This is mainly due to a limited number of VMs running in our lab servers. Therefore, we programmed in Python to generate PCAP (packet capture) file in one of our servers with different MAC addresses. We then sent the generated packages out over the NIC to emulate different application types running on that server. The traffic is generated as TCP/IP traffic. We let each of the traffic that represents one application type generates randomly but within the maximum capacity that a NIC interface rate should provide (10Gb/s SFP+). The outputs of the switch are pre-connected to the inputs of the modulator pool of V-BVT through an FPGA to emulate the “framing” functions described in Fig. 3. By selecting the output ports of the Ethernet switch, the indirect selection of modulation formats in the V-BVT is achieved for accommodating the input traffic from different VMs. However, in our experiment, the FPGA does not support the framing functionality, therefore, we used a compromising solution instead: the output of the Ethernet switch is sent to an FPGA, and the FPGA generates the corresponding 10 Gb/s or 40 Gb/s PRBS to feed into the optical modulators. Such configuration will not affect the network scenarios we tried to demonstrate. The output of the Ethernet switch will be accommodated by a selection of given different modulation formats, based on the output data rate, the required OSNR associated with the modulation levels, the available contiguous spectrum grids on the links, the central wavelengths, as well as the monitored real-time link OSNR condition. The decision making in this scenario is not seriously affected by the framing of the FPGA that can provide, but more about the data rate that the FPGA send to the modulators. Experiments with the FPGA that supports framing functionality are still worthy for future study.

The monitoring of the optical layer displayed in Fig. 6 inset (a) in the network is performed by applying the optical wave analyser (WA) that can offer 150 MHz resolution to obtain the OSNR values of each operational channel and the channel utilization on the link. The monitored information is updated into the traffic engineering database.

The Ethernet monitoring is performed at the Ethernet switch input and output ports in inset (c) and the monitored real-time Ethernet traffic data rate variations are retrieved by the traffic monitor block in the application. The monitoring information from the database will be sent to the virtualisation algorithm to facilitate the decision.

V. RESULTS AND DISCUSSION

The results obtained from this experiment are from several aspects. Fig. 7 shows the OSNR monitoring from the WA. We introduce external EDFA noise into the fibre to emulate the fibre link degradation. The original channel OSNR is of a high quality, around 24 dB. When the channel quality decreases gradually below the OSNR threshold of 15 dB, the failure alarm is triggered in the management, and the reconfiguration of modulation is activated as described in condition (b) of Fig. 5. The algorithm considers the availability of the current link contiguous spectrum, central frequency $f_c$, required OSNR for transmitting this data rate using different modulation levels. It can provide a newly decided modulation, and a new channel or path can be selected from the V-BVT subcarriers pool. In this figure that represents one run of the algorithm, the newly provided path-2 has a shorter total distance and the monitored OSNR of the new channel is 20 dB. The modulation format 40Gb/s BPSK is decided to transmit the original data on the new path. The monitored OSNR before and after reconfiguration are shown, alongside a constellation and eye diagram representing the modulation formats before and after reconfiguration respectively.

Fig. 8 represents the selection of different subcarriers from the subcarrier pool based on the monitoring of OSNR to reselect the path. For the first service, 40 Gb/s data traffic transmission using 10 Gb/s PM-QPSK is accommodated on one of the subcarriers within the pool at the wavelength of 1548.74 nm. This is depicted in the coloured tone A, and the spectrum of the created virtual transceiver is shown in Fig. 8 inset (a).

Since the first service failed due to the OSNR below a threshold, the replacement service decided by the manager is automatically accommodated to another subcarrier on channel 1550.50 nm. The new modulation format based on this new channel condition are also decided and selected as 40 Gb/s BPSK for accommodating the same 40 Gb/s traffic transmission. The newly selected subcarrier is depicted in the coloured tone B, and the spectrum of the newly created virtual transceiver is shown in Fig. 8 inset (b).
Fig. 8. Real-time monitoring information: the original selected and re-configured subcarriers from subcarriers pool, (a) the original spectrum modulated by QPSK, and (b) the re-configured spectrum modulated by BPSK.

Fig. 9. Real-time monitoring: monitored Ethernet traffic data rate and MAC address variations from one port of one server along with time.

Table I

| Durations (s) | NO. | MAC address          |
|--------------|-----|----------------------|
| 1-20         | 1   | 5F:33:3F:2A:76:4C    |
|              | 2   | 89:B4:32:FE:8E      |
|              | 3   | 8A:26:8A:2A:74:21  |
|              | 4   | A0:61:CA:EF:E1      |
|              | 5   | AB:25:1F:1D:AA:9B  |
|              | 6   | B0:36:1E:2F:14:5A  |
| 21-37        | 7   | A0:24:81:75:ES:DA   |
|              | 8   | F2:74:62:FO:96:B9  |
|              | 9   | 25:40:F1:FO:E4:BB   |
| 38-54        | 10  | 36:BO:C6:68:3A:92   |
|              | 11  | 8D:72:35:BO:36:8F   |
|              | 12  | B1:62:B8:C3:72:E1  |
|              | 13  | 11:6:89:CC:E:2A     |

Fig. 10 shows the monitoring of Ethernet traffic at the Ethernet switch. For the Pica 8 P-3922 Ethernet switch we used in this experiment, ports number 1-48 are for SFP+ 10Gbe transmission and ports number 49-52 are for QSFP+ 40GbE transmission. The upper-plot illustrates the monitored traffic data rate variations from input ports 25 and 27 of the switch, while the lower-plot indicates the corresponding traffic of these two inputs from output ports 26 and 28 in the same switch.

For the initial condition, which is the duration from 2 to 21 measurements, two new services are supported by two independent pairs of input and output ports of the switch. There are 8.6 Gb/s data rate from input port 25 and the same 8.6 Gb/s traffic from output port 26, as well as 7.2 Gb/s data rate from input port 27 and 7.2 Gb/s traffic from output port 28. The modulation format type to be used is decided by the algorithm described in the Fig. 4 to accommodate these two new services. This decision is the equivalent of deciding which corresponding output port of the WSS should be enabled.

The output ports are indirectly decided by the algorithm from the Fig. 4 each of the services is to be accommodated using individual modulation format, baud rate and subcarrier from V-BVT resources, and will occupy individual bandwidth, path and channel (central frequency and number of grids) on the path in network.

When condition changes, which starts from measurement 22, the monitoring scheme captures the traffic drop at input ports 25 and 27, from the original data rates becoming less than 2 Gb/s and 3.4 Gb/s respectively. This capture of traffic reduction triggers the condition (a) of the algorithm described in the Fig. 5 to re-accommodate the two services, where the action of traffic aggregation is to be performed. Accordingly, both V-BVT resources (modulation format, baud rate and subcarrier) and network resources (path, channel central frequency and number of grids on the path) are to be re-verified.

The new output port is selected as port 28, in this case
based on the decided V-BVT and network resources, in order to accommodate the aggregated traffic. This can be seen from duration 33-40 measurements, where 33 is the re-planning point so the traffic in port 26 starts to transfer into port 28. Afterwards, port 26 is carrying no traffic, while monitoring on port 28 shows a rate of 5.4 Gb/s, accommodating the summation of the two dropped traffic from input ports 25 and 27. This allows the two services to be accommodated by only one switch output port, and V-BVT only needs to create one virtual transceiver to support the two services using a single modulator, a single subcarrier, a single path and the corresponding number of grids on that path.

As well as monitoring the traffic at two pairs of input and output ports, in Fig. 11 the real-time traffic monitoring at five pairs of input and output ports is performed. Meanwhile, the newly aggregated traffic is in the level of 40 Gbps at the output port of the switch, transmitting the traffic through a QSFP+ instead of the SFP+ used in the Fig. 10. From 0 to 20 measurements, the upper and lower sub-plots of Fig. 11 both indicate the original traffic obtained from the 5 input SFP+ ports 25, 27, 29, 31 and 33, and 5 output SFP+ ports 22, 24, 26, 28 and 30. From the measurement of 21, the data rate of 5 input ports start to vary. Apart from the traffic in port 30 that slightly increases from 8.2 Gb/s to around 8.4 Gb/s, the data rate in the remaining ports all drop in various degrees. Again, the condition (a) of the algorithm described in Fig. 5 is triggered. With the sum of traffic throughput equalling around 35 Gb/s, it triggered the utilization of a QSFP+ at the switch output port 50 in Fig. 11 to accommodate the transmission of the data that is currently transmitting at the 5 output ports 22, 24, 26, 28 and 30. In this case, the utilization of port sources at the switch is greatly reduced as the five services are accommodated only by one output port, which further reduces the V-BVT hardware and network resource occupation while serving the same data rate.

All the switch and V-BVT re-configurations described in the above paragraphs are conducted using OF messages through ODL controllers shown in Fig. 12 and Fig. 13. In Fig. 12 the frame coloured in black represents the OSNR monitoring information obtained by the WA and are fetched by the V-BVT application running on top of the controller. The frame in red indicates the creation of two new transmission services, each of which has different data rate. The transmission in-/output ports in the Ethernet switch, the subcarriers and modulation formats are selected for accommodating these new services. The frame coloured in blue indicates the moment when the monitored traffic at the input ports of these services drops below the threshold that their sum is smaller than a threshold. Finally, the frame in green indicates the re-configuration results based on the new optimised decision made by the V-BVT application.

Fig. 13 indicates the OF messages when configuring the 4x16 WSSs within the V-BVT. This message is captured by
the network protocol analyser software Wireshark. It uses this format of Hexadecimal numbers to show our WSS configuration values within the OF flow_mod message.

Similar to Fig. 12 in order to create virtual transceivers for accommodating the groomed traffic service, the input port A is configured for WSS to allow the input of the subcarrier pool. This configuration can be seen from the OF message as a Hexadecimal number “00 0a”, indicating the input port number A is set among the WSS’s four input ports labelled as A, B, C and D. Similarly, “00 07” equals 7 in decimal, indicting the output port number 7 is selected among the WSS’s 16 output ports. Therefore, the switching between ports A and 16 is enabled. To configure a channel that to be switched via this connection, the central frequency of the channel is specified at these two ports as 198.4283648 GHz, which can be seen from another Hexadecimal number “76 45 c4 00”. Apart from the central frequency, the filtering width of these two ports A and 16 is also configured as 112.0 GHz, showing as “00 01 b5 80” in the OF message. This will allow the switching of the channel(s) centred at 198.4283648 GHz with a bandwidth smaller than 112.0 GHz between A and 16.

VI. CONCLUSION

In this paper, for the first time, we have experimentally demonstrated a proposed optical virtualisation scheme utilizing the joint technologies of V-BVTs and real-time monitoring in both the optical and transport networks. This scheme achieves optimisation in V-BVT optical infrastructures and reconfiguration of Ethernet switch resources through an OpenDayLight controller, during on-demand creation of virtual transceivers. The experiment also reflects the feasibility of using multi-function monitoring to facilitate a holistic optical network virtualisation. It also indicates the necessity of adopting V-BVT architecture in the hardware level as part of the software-defined optical network to enable the network resource re-configuration and support the network virtualisation in an efficient manner.
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