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Abstract: The spectrum of bound states of special strongly coupled confining field theories might include a parametrically light dilaton, associated with the formation of enhanced condensates that break (approximate) scale invariance spontaneously. It has been suggested in the literature that such a state may arise in connection with the theory being close to the unitarity bound in holographic models. We extend these ideas to cases where the background geometry is non-AdS, and the gravity description of the dual confining field theory has a top-down origin in supergravity.

We exemplify this programme by studying the circle compactification of Romans six-dimensional half-maximal supergravity. We uncover a rich space of solutions, many of which were previously unknown in the literature. We compute the bosonic spectrum of excitations, and identify a tachyonic instability in a region of parameter space for a class of regular background solutions. A tachyon only exists along an energetically disfavoured (unphysical) branch of solutions of the gravity theory; we find evidence of a first-order phase transition that separates this region of parameter space from the physical one. Along the physical branch of regular solutions, one of the lightest scalar particles is approximately a dilaton, and it is associated with a condensate in the underlying theory. Yet, because of the location of the phase transition, its mass is not parametrically small, and it is, coincidentally, the next-to-lightest scalar bound state, rather than the lightest one.
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1 Introduction

The Standard Model (SM) of particle physics is likely to be replaced by a more complete
theory above some unknown new physics scale $\Lambda$. Yet, the discovery by the LHC collabora-
tions of the Higgs particle [1, 2], with mass $m_h \simeq 126$ GeV, has not been accompanied
by convincing signals of new phenomena in (direct and indirect) searches, further pushing
the hypothetical scale $\Lambda$ into the multi-TeV range. This observation hints at a difficulty in
the application of effective field theory (EFT) ideas to high energy particle physics. If the
fundamental theory completing the Standard Model above $\Lambda$ plays a role (even indirectly)
in electroweak symmetry breaking (EWSB) and Higgs physics, it is technically difficult
to implement the hierarchy $m_h \ll \Lambda$, and justify it inside the general low-energy EFT
paradigm. The resulting low-energy description requires fine-tuning; in the literature, this
tension is referred to as the little hierarchy problem.

The Higgs particle might emerge at the dynamical scale $\Lambda$ from strongly-coupled new
physics. If one could dial the effects of explicit breaking of scale invariance to be smaller than
those associated with its spontaneous breaking, the Higgs boson could be identified with
the pseudo-Nambu-Goldstone boson (pNGB) associated with the spontaneous breaking of
dilatation invariance: the dilaton. If furthermore its mass $m_h$ could be made small enough
to yield the hierarchy $m_h \ll \Lambda$, and without fine-tuning, then the little hierarchy problem
would be solved.

The properties of the EFT description of the dilaton are the subject of a vast body of
literature (see for instance Refs. [3–15]), which includes well known studies dating from a
long time ago [16, 17]. The details of how this idea is implemented in phenomenologically
relevant models of EWSB are the subject of many studies (see for example Refs. [18–28]),
and some date back to earlier days of dynamical EWSB symmetry breaking and walking
technicolor [29–31].

The main limitation to the study from first principles of dilaton dynamics with strongly-
coupled origin comes from calculability. For example, lattice studies have started to uncover
evidence that an anomalously light scalar particle appears in confining gauge theories that
are believed to be close to the edge of the conformal window, namely in $SU(3)$ gauge theories
with either $N_f = 8$ fundamental Dirac fermions [32–36], or with $N_f = 2$ Dirac fermions
transforming in the two-index symmetric representation [37–42]. It may be premature to
conclude that these works have uncovered firm evidence that the scalar particle is a dilaton,
but EFT-based studies yield encouraging indications in this direction (see for example
Refs. [10, 41, 43]).
A complementary approach exploits holography and gauge-gravity correspondences [44–46]. The properties of some special strongly-coupled field theories can be derived from weakly-coupled gravity theories in higher dimensions (see the introductory review in Ref. [47]). A systematic prescription exists for calculating correlation functions and condensates, via holographic renormalisation [48] (see the lecture notes in Refs. [49, 50]). The study of simplified toy models, implementing the Goldberger-Wise stabilisation mechanism [51–57], shows the presence of a light dilaton in the spectrum. Attempts at constructing phenomenologically more realistic models, while disregarding the fundamental origin of the higher-dimensional theory (the bottom-up approach to holography) yield similarly encouraging results [58–66].

Evidence that strong dynamics can lead to the formation of a light dilaton has been confirmed also in the context of less realistic, but more rigorous holographic models built starting from supergravity (top-down approach) [67, 68] (see also Refs. [69–72]). So far, this has been shown to be true only inside the special framework of a particular five-dimensional sigma-model coupled to gravity, the solutions of which lift to backgrounds with geometry related to the conifold [73–78]. These backgrounds are related to confining gauge theories. The known existence of a moduli space (along the baryonic branch of the Klebanov-Strassler system), and of a tunable parameter appearing in some of the condensates of the gauge theory, provide a non-trivial dynamical explanation for the existence of a light state, which is tempting to identify with the dilaton.

Along a parallel line of investigation, we are intrigued by the ideas exposed in Ref. [66] (and in Refs. [79, 80]), which are closely related to the discussions in Ref. [81]. The present paper is a first step towards transferring these ideas from the bottom-up context to that of rigorous holographic models built within the top-down approach, and hence testing them within known supergravity theories. Within the bottom-up approach to holography, the authors of Refs. [66, 81] start by identifying the Breitenlohner-Freedman (BF) unitarity bound [82] as a marker of the transition between conformal and non-conformal behaviour of the dual gauge theory. The BF bound is related to the dimension $\Delta$ of an operator $\mathcal{O}$ in the dual conformal field theory (CFT). In the case of five dimensional gravity theories, the BF bound selects $\Delta = 2$, which agrees with the arguments discussed in the context of the Schwinger-Dyson equations and their approximation [83], according to which, in gauge theories with fermion matter field content, the $\mathcal{O} = \bar{\psi} \psi$ operator acquires the non-perturbative dimension $\Delta = 2$ precisely at the edge of the conformal window. In recent dilaton EFT studies, $\Delta$ is measured by fitting the aforementioned $SU(3)$ lattice data to yield $\Delta \simeq 2$ [9, 10, 13].

Ref. [66] discusses the dynamics in proximity of the BF bound, particularly in relation to the dilaton mass. It adopts a bottom-up simplified model to describe this scenario and to test it. The spectrum of bound states of the putative dual theory is then calculated. It is found that, when dialling the bulk mass to approach the BF bound [66]:

‘...the dilaton is always the lightest resonance, although not parametrically lighter than the others.’

In this paper, we consider a holographic model that realises a physical system sharing
several core features with those advocated in Ref. [66], but within the context of top-down holography. We see this paper as a precursor to a broad research programme of exploration of supergravity backgrounds. We now describe how we can develop this programme, and anticipate our main results for the one model we focus upon in the body of the paper.

The techniques that we use are applicable to systems for which the gravity geometry is asymptotically anti-de Sitter at large values of the holographic direction $\rho$ (corresponding to the UV of the dual field theory). This is best suited for the application of holographic renormalisation, as we want not only to compute the mass spectrum, but also the free energy of the system, which plays a crucial role in the body of the paper.

In the bottom-up approach to holography, the mass gap of the dual theory can be introduced by adding by hand an end of space to the geometry in what corresponds to the IR in the dual field theory. The presence of boundaries to the space provides additional freedom, and allows for the mass gap to emerge in a way that can often be arranged to preserve (approximate) scale invariance arbitrarily close to the confinement scale. Hence, the notion of scaling dimension and the associated BF bound may be well defined even in close proximity of the end of space in the geometry.

This is not the case within the top-down approach. The backgrounds in the higher-dimensional geometry depart from $\text{AdS}_D$, and in the case when the dual field theory confines, the geometry closes smoothly. The linear behaviour for the quark-antiquark static potential is recovered by considering open strings in the uplifted 10-dimensional geometry [84, 85], and minimising the classical action [86–90]. In all known classical backgrounds that yield linear confinement in the dual theory in $D = 4$ dimensions (see for instance Refs. [74, 76, 77, 91–93] and the generalisations of these models), the geometry is manifestly quite different from $\text{AdS}_D$ in the proximity of its end of space.

By combining the fact that in supergravity the potential and mass of the bulk scalar fields are fixed and known, and cannot be arbitrarily dialled, together with the aforementioned departure from $\text{AdS}_D$ of the geometry in the crucial region near the end of space, we conclude that the whole notion of proximity to the BF bound (central to Refs. [66, 81]) needs to be generalised. The BF bound in $\text{AdS}_D$ spaces is a marker of classical instabilities, taking the form of non-unitary behaviour. Within supergravity, it is possible to consider classical backgrounds that evolve near the end of space towards regions of instability. The instability of the renormalisation group (RG) trajectory in the dual field theory eventually gives rise to tachyonic behaviour for some of the lower-dimensional classical fluctuations of the background solutions. We hence replace the notion of proximity to the BF bound (useful only in approximately $\text{AdS}_D$ models), with the proximity to such tachyonic backgrounds. We will not dial the parameters in the action (related to the coefficients in the dual renormalisation group equations), but rather the only allowed freedom: the UV boundary conditions satisfied by the gravity and scalar fields.

We want to obtain physically meaningful results, hence ideally we should focus on background solutions that are regular. Nevertheless, we find that in order to explain some crucial features of the gravity dynamics we are compelled to include in part of our analysis also singular solutions that exhibit what Gubser in Ref. [94] called a good singularity, that is characterised by the fact that the scalar potential of the supergravity theory, evaluated
along the classical solutions considered, is bounded from above. We are pushed even further: we have to include also badly singular backgrounds in the study of the energetics. We will clarify these notions eventually, in the body of the paper, but we anticipate here that the reason why we introduce the singular solutions in the study of the energetics is not that we are making use of their field theory interpretation (which does not exist), but rather that for our treatment of the gravity theory to be self-contained and consistent, we must treat all the classical solutions on the same grounds, in order to select what are the features of the dynamics.

So far, we have introduced a quite general programme of research, which can be carried out systematically on the many known supergravity theories and their consistent truncations (see for instance Refs. [95, 96]). In this paper, we exemplify this study with one specific class of theories. We choose this class mostly on the grounds of simplicity—the model is a simple example of a gravity theory which provides the dual of a confining field theory, within the top-down approach to holography. To this end, we broaden the classes of backgrounds studied in earlier publications about this same special system [91, 92, 97, 98].

The gravity theory we consider is the half-maximal $\mathcal{N} = (2, 2)$ supergravity in $D = 6$ dimensions first described by Romans [99]. It has been studied in great detail and for many different purposes [91, 92, 100–119]. Its beauty lies in its simplicity: the model in $D = 6$ dimensions contains only one scalar field $\phi$ coupled to gravity, with a known classical action describing also four vectors and one 2-form. We compactify one of the dimensions on a circle. The backgrounds approach the critical point $\phi = 0$ at large values of the holographic coordinate $\rho$ (corresponding to the UV of the dual field theory). The physics of confinement is captured by the fact that there are solutions of the background equations in which the circle shrinks smoothly to zero size at some finite point in the radial coordinate [93]. We extend the study with respect to Refs. [91, 92] and [97, 98] and look at additional branches of solutions. In particular, we consider solutions in which the scalar field assumes positive values, $\phi > 0$, for which the potential in six dimensions is unbounded from below, and an instability arises in the system. In parts of the study we also consider gravity solutions that do not have an interpretation in terms of four-dimensional confining theories, either because the dual theory is genuinely five-dimensional at all scales, or because a singularity emerges in the gravity description.

We expect that, as long as $\phi$ experiences just a small excursion away from $\phi = 0$, the spectrum of fluctuations should not differ substantially from the one computed elsewhere [91, 92, 97, 98, 120], and resemble qualitatively that of a generic confining theory. In particular, all the fluctuations have positive mass squared, and there is no parametric separation of scales visible in the spectrum. At the other extreme, if the scalar $\phi$ explores deep into the instability region with $\phi > 0$, in which the potential of the six-dimensional gravity theory is unbounded, we expect at least one of the states of the dual field theory to become tachyonic. Under the assumption of continuity, somewhere in between one expects that the mass squared of one of the states in the spectrum will cross zero, for some special choice of background solution. We compute the spectra by making use of the gauge-invariant formalism developed in Refs. [121–125] and [98], and verify that all of these expectations are realised. In close proximity of the aforementioned tuned choice of background the lightest
state is a scalar, and it can be made parametrically light in comparison to all other states. Furthermore, we show that this state can be characterised as an (approximate) dilaton, by performing a non-trivial test on the spectrum [128], and by identifying the presence of an enhanced condensate in the vacuum. We use the term \textit{approximate dilaton} to refer to a state that has significant mixing with the dilaton but is not necessarily light.

But the attentive Reader certainly took notice of the phrase ‘... assumption of continuity...' in the previous paragraph, and realised that this assumption may fail, for example in the presence of a phase transition. In fact, this assumption \textit{must} fail: the very presence of classical instabilities, as indicated by the existence of a tachyon, in what is an otherwise perfectly well defined physical system (a well known and established classical supergravity), demands the existence of a different branch of solutions, which must be energetically favoured. The light (approximate) dilaton and the tachyon appear along a branch of classical solutions that eventually ceases to be physically realised. We uncover evidence of a first-order phase transition in the gravity theory, and show that the physically realised solutions do not come immediately close to the tachyonic ones, undermining the chain of implications from the previous paragraph. This is illustrated in Fig. 1 which sketches the free energy as a function of the source of a relevant deformation in the field theory for two of the different branches of the classical solutions. As the source is increased, one encounters a first-order phase transition between a branch of regular solutions (in black) and a branch of singular solutions (in green), which happens before the tachyonic region (in orange) is reached. We will be more specific and precise in describing these phenomena in the body of the paper.

The conclusion of this exercise is almost identical to the one we explicitly quoted earlier on in italics, taken from Ref. [66]. A distinctive element is that, in the physical part of parameter space, the state that is approximately a dilaton is the next-to-lightest state. Furthermore, the connection with the study of phase transitions bridges between the

\underline{Figure 1.} Sketch of the free energy as a function of the source, for two of the different branches of classical solutions, showing the first order phase transition (black-green crossing) and the region with a tachyonic instability (orange).
physics arguments in Ref. [66] and those exposed in Refs. [79, 80], that are inferred from lower-dimensional statistical mechanics. At first sight, this is quite a negative result: the first-order phase transition (to unphysical gravity configurations) signals the metastability of the branch of regular solutions along which the dilaton becomes light, and hence precludes us from creating an arbitrarily large hierarchy between the mass of said dilaton and that of the other states.

We think this paper exemplifies and clarifies a few important general points, and opens a new avenue for exploration. First of all, we confirm in the context of top-down gauge-gravity dualities that one of the lightest states arising in this way indeed overlaps significantly with the dilaton, and is not some accidentally light scalar particle with generic properties. We do so by repeating the calculation of the spectrum by treating the scalars in the probe approximation, which ignores the fluctuations of the five-dimensional metric, and by comparing the results with the full gauge-invariant results. We expand on this technical procedure in a different publication [128].

Secondly, the techniques we adopted can be equally applied to any other backgrounds that are asymptotically anti-de Sitter in the far-UV, and evolve towards a classical instability. In principle, there are countless such examples one can build within the known catalogue of supergravity theories. We expect the results we found here to hold generically: there will be choices of parameters/solutions that make one of the scalars arbitrarily light. And there will be a first-order phase transition that prevents such solutions from being physically realised. Yet, there is no reason to expect that all phase transitions be equally strong; the phase transition might take place in close proximity of the tachyonic instability. In this case, we would be able—by exploiting the formalism we are testing in this paper—to compute whether a non-trivial hierarchy appears in the mass spectrum, as the dilaton state behaves differently from the rest of the spectrum. Or, conversely, it might turn out that our findings are truly universal, so that no hierarchy of scale can be produced with this mechanism. Even such a negative result would be an interesting finding.

The paper is organised as follows. In Section 2 we define the properties of the model we study. We show the branches of solutions of interest to our investigation in Section 3, and produce a classification of non-trivial classical backgrounds based upon their asymptotic behaviour in proximity of the end of the space in the interior of the geometry. All of the backgrounds share the same properties at large values of the radial direction \( \rho \), corresponding to the UV of the dual theory. Many such solutions had not been identified before in the literature. In Section 4 we present the spectra of fluctuations, restricting ourselves to the regular gravity backgrounds, and discuss their interpretation as bound states in the dual confining theory. Section 4.2 contains one of the core parts of the analysis: by comparing the results of the probe approximation to those of the full calculation of the spectrum, we identify states that have an overlap with the dilaton, and we discuss how this relates to the magnitude of the condensates in the dual theory. We discuss the energetics, computing the free energy of the background configurations in Section 5. Section 5.4 shows evidence for the arising of a phase transition. Given the length of the paper, and the fact that the model we consider is non-trivial, we find it useful to summarise all our results in Section 6, and we conclude the paper with an outline of further avenues for future exploration in Section 7.
We relegate to the appendices some useful technical details.

2 The model

In this section, we summarise the action of the six-dimensional supergravity written by Romans, adopt an ansatz in which one of the dimensions is a circle, perform the dimensional reduction of the theory on this circle, and write the resulting dimensionally-reduced action in \( D = 5 \) space-time dimensions. Most of the material reported here can be found in the literature, that we have already cited and will further refer to throughout the section. Yet, we find it convenient to collect all the useful background information in this section, both to make the exposition self-contained, as well as to fix the notation unambiguously.

2.1 Action and formalism of the \( D = 6 \) model

The six-dimensional (gauged) supergravity constructed by Romans [99] describes 32 bosonic degrees of freedom (d.o.f.) (we ignore the fermions). We denote by indices \( \hat{M} \in \{0, 1, 2, 3, 5, 6\} \) the coordinates in \( D = 6 \) dimensions. The field content (number of d.o.f.) is the following: one scalar \( \phi \) (1 \( \times \) 1), one vector \( A_{\hat{M}} \) (1 \( \times \) 4) transforming as a singlet under \( U(1) \), three vectors \( A^i_{\hat{M}} \) (3 \( \times \) 4) in the 3 representation of \( SU(2) \), one 2-form \( B_{\hat{M}\hat{N}} \) (1 \( \times \) 6), and the six-dimensional metric tensor \( \hat{g}_{\hat{M}\hat{N}} \) (1 \( \times \) 9). The action is given by

\[
S_6 = \int d^6x \sqrt{-\hat{g}_6} \left( \mathcal{R}_6 \frac{\hat{g}_6}{4} - \hat{g}_{\hat{M}\hat{N}} \partial_{\hat{M}} \phi \partial_{\hat{N}} \phi - V_6(\phi) - \frac{1}{4} e^{-2\phi} \hat{g}_{\hat{M}\hat{N}} \hat{g}_{\hat{R}\hat{S}} \sum_i \hat{F}^i_{\hat{M}\hat{N}} \hat{F}^i_{\hat{R}\hat{S}} \right.
\]

\[
\left. - \frac{1}{4} e^{-2\phi} \hat{g}_{\hat{M}\hat{R}} \hat{g}_{\hat{N}\hat{S}} \hat{H}_{\hat{M}\hat{N}} \hat{H}_{\hat{R}\hat{S}} - \frac{1}{12} e^{4\phi} \hat{g}_{\hat{M}\hat{R}} \hat{g}_{\hat{N}\hat{S}} \hat{g}_{\hat{U}\hat{V}} \hat{G}_{\hat{M}\hat{N}\hat{R}\hat{U}} \hat{G}_{\hat{M}\hat{N}\hat{R}\hat{U}} \right),
\]  

(2.1)

where summation over repeated indices is implied. The tensors are defined as follows:

\[
\hat{F}^i_{\hat{M}\hat{N}} \equiv \partial_{\hat{M}} A^i_{\hat{N}} - \partial_{\hat{N}} A^i_{\hat{M}} + g e^{ijk} A^j_{\hat{M}} A^k_{\hat{N}},
\]  

(2.2)

\[
\hat{F}_{\hat{M}\hat{N}} \equiv \partial_{\hat{M}} A_{\hat{N}} - \partial_{\hat{N}} A_{\hat{M}},
\]  

(2.3)

\[
\hat{H}_{\hat{M}\hat{N}} \equiv \hat{F}_{\hat{M}\hat{N}} + m \hat{B}_{\hat{M}\hat{N}},
\]  

(2.4)

\[
\hat{G}_{\hat{M}\hat{N}\hat{T}} \equiv 3 \partial_{\hat{M}} B_{\hat{N}\hat{T}} = \partial_{\hat{M}} B_{\hat{N}\hat{T}} + \partial_{\hat{T}} B_{\hat{M}\hat{N}} + \partial_{\hat{N}} B_{\hat{M}\hat{T}}.
\]  

(2.5)

Here \( \hat{g}_6 \) is the determinant of the metric tensor and \( \mathcal{R}_6 \equiv \hat{g}_{\hat{M}\hat{N}} R_{\hat{M}\hat{N}} \) is the corresponding Ricci scalar. We return to the scalar potential \( V_6(\phi) \) and its critical points in Section 2.3.

2.2 Reduction from \( D = 6 \) to \( D = 5 \) dimensions

We compactify one of the external dimensions (described by the coordinate \( \eta \in [0, 2\pi] \)) of the Romans theory on a circle \( S^1 \), and parametrise the six-dimensional metric as follows:

\[
ds_6^2 = e^{-2\chi} ds_5^2 + e^{6\chi} (d\eta + V_M dx_M)^2
\]

\[
= e^{-2\chi} (e^{2A(\eta)} dx_{1,3}^2 + dr^2) + e^{6\chi} (d\eta + V_M dx_M)^2
\]

\[
= e^{-2\chi} (e^{2A(\rho)} dx_{1,3}^2 + e^{2\chi} d\rho^2) + e^{6\chi} (d\eta + V_M dx_M)^2,
\]  

(2.6)
where \( ds^2_5 \) is the five-dimensional line element so that \( \det(g_{MN}) \equiv g_5 = -e^{8A(r)} \), with warp factor \( A(r) \), and we have adopted the “mostly plus” four-dimensional Minkowski metric signature, \( \eta_{\mu\nu} = \text{diag}(-, +, +, +) \); indices run over \( \mu, \nu \in \{0, 1, 2, 3\} \) and \( M, N \in \{0, 1, 2, 3, 5\} \).

The third equality introduces the convenient redefinition of the radial coordinate \( d\rho \equiv e^{\lambda}d\rho \).

In the background solutions that we will consider, each field of the supergravity model depends only on the radial coordinate \( \rho \), and additionally only \( \phi(\rho) \), \( \chi(\rho) \), and \( A(\rho) \) acquire non-zero radial profiles, thus ensuring Poincaré invariance along the Minkowski \( x^\mu \) directions. We constrain the holographic coordinate to take values in the closed interval \( \rho \in [\rho_1, \rho_2] \), for reasons to be discussed later, but it is understood that the physical results that apply to the dual field theory are recovered only after removing these restrictions.

After decomposing the fields, and some algebra (see Ref. \[98\] for details), the action of the reduced five-dimensional model is given by

\[
S_5 = \int d^5x \sqrt{-g_5} \left( \frac{R_5}{4} - \frac{1}{2} G_{ab} g^{MN} \partial_M \Phi^a \partial_N \Phi^b - \mathcal{V}(\phi, \chi) - \frac{1}{4} H_{AB} g^{MR} g^{NS} F_{MN}^A F_{RS}^B ight)
\]

where the 32 physical degrees of freedom are now carried by the following five-dimensional field content: six scalars \( \{\phi, \chi, \pi^i, A_6\} \) \((6 \times 1)\), six vectors \( \{A_M, A_M^\dagger, B_{6N}, V_M\} \) \((6 \times 3)\), one 2-form \( B_{MN} \) \((1 \times 3)\), and the metric tensor \( g_{MN} \) \((1 \times 5)\) in \( D = 5 \) dimensions. The dynamical scalar field \( \chi \) parameterises the size of the compact \( S^1 \) (see Eq. (2.6)). The sigma-model scalars are \( \Phi^a = \{\phi, \chi, \pi^i\} \) with the metric \( G_{ab} = \text{diag}(2, 6, e^{-6\chi-2\phi}) \), while the field strengths \( \{F^V, F^I\} \) have the metric \( H_{AB} = \text{diag}(\frac{1}{4} e^{8\chi}, e^{2\chi-2\phi}) \).

### 2.3 The scalar potential in \( D = 6 \) dimensions

The potential for the real scalar field \( \phi \) in the six-dimensional model is given by\(^1\) \([104]\)

\[
\mathcal{V}_6(\phi) = \frac{1}{9} (e^{-6\phi} - 9e^{-2\phi} - 12e^{-2\phi})
\]

and is related to the five-dimensional scalar potential appearing in the circle-reduced model by \( \mathcal{V}(\phi, \chi) = e^{-2\chi} \mathcal{V}_6(\phi) \). The potential \( \mathcal{V}_6 \) is shown in Fig. 2. It admits two critical points:

\[
\phi_{UV} = 0 \quad \left( \mathcal{V}_6(\phi_{UV}) = -\frac{20}{9} \right)
\]

and

\[
\phi_{IR} = -\frac{\log(3)}{4} \quad \left( \mathcal{V}_6(\phi_{IR}) = -\frac{4}{\sqrt{3}} \right)
\]

with the former (latter) a global maximum (minimum) which preserves (breaks) supersymmetry. As we shall see, there exist numerical solutions to the equations of motion that interpolate between these two critical points, corresponding to a renormalisation group flow between a UV and IR fixed point in the dual field theory. In previous work \([98]\), we restricted \( \phi \) to the closed interval \( \phi \in [\phi_{IR}, \phi_{UV}] \). For the purposes of this paper, we extend this domain by allowing positive values of \( \phi \).

\(^1\)In the language of Ref. \([104]\), we adopted the choice of \( g = \sqrt{8} \) and \( m = \frac{2\sqrt{2}}{3} \), without loss of generality.
Figure 2. The potential $V_6(\phi)$ of Romans supergravity as a function of the one scalar $\phi$ in the sigma-model coupled to gravity is $D = 6$ dimensions. We highlight the two critical points: the case $\phi = \phi_{UV} = 0$ (blue disk) and the case $\phi = \phi_{IR} = -\frac{1}{3}\log(3)$ (dark red disk), both of which allow for AdS$_6$ background solutions.

2.3.1 Equations of motion

The classical equations of motion can be obtained from $S_5$, the action for the five-dimensional model, provided in Eq. (2.7). We remind the Reader that all of the classical supergravity background fields are assumed to depend solely on the holographic coordinate $\rho$. Hence, the equations of motion for the background functions are given by

$$\partial_{\rho}^2 \phi + (4\partial_{\rho} A - \partial_{\rho} \chi) \partial_{\rho} \phi = \frac{1}{2} \frac{\partial V_6}{\partial \phi}, \quad (2.11)$$

$$\partial_{\rho}^2 \chi + (4\partial_{\rho} A - \partial_{\rho} \chi) \partial_{\rho} \chi = -\frac{V_6}{3}, \quad (2.12)$$

$$3(\partial_{\rho} A)^2 - (\partial_{\rho} \phi)^2 - 3(\partial_{\rho} \chi)^2 = -V_6, \quad (2.13)$$

$$3\partial_{\rho}^2 A + 6(\partial_{\rho} A)^2 + 2(\partial_{\rho} \phi)^2 + 6(\partial_{\rho} \chi)^2 - 3\partial_{\rho} A\partial_{\rho} \chi = -2V_6. \quad (2.14)$$

Only the first three are independent. These equations of motion can be reformulated using the following convenient redefinitions:

$$c \equiv 4A - \chi, \quad d \equiv A - 4\chi, \quad (2.15)$$

or equivalently

$$\chi \equiv \frac{1}{15} (c - 4d), \quad A \equiv \frac{1}{15} (4c - d), \quad (2.16)$$

so that we can recast them in the following form:

$$\partial_{\rho}^2 \phi + \partial_{\rho} c \partial_{\rho} \phi = \frac{1}{2} \frac{\partial V_6}{\partial \phi}, \quad (2.17)$$

$$\partial_{\rho}^2 c + (\partial_{\rho} c)^2 = -5V_6, \quad (2.18)$$

$$(\partial_{\rho} c)^2 - (\partial_{\rho} d)^2 - 5(\partial_{\rho} \phi)^2 = -5V_6, \quad (2.19)$$

$$\partial_{\rho}^2 d + \partial_{\rho} c \partial_{\rho} d = 0. \quad (2.20)$$
The last of these four equations can be derived from the previous three, yet we show it explicitly for a reason we will explain shortly. Having solved the coupled equations (2.17) and (2.18) to yield $\phi$ and $c$, one can proceed then to solve Eq. (2.19) to determine $d$. Notice that for any given solution $d$, one finds that $-d$ is also admissible. We observe that Eq. (2.20) can be rewritten as a vanishing total derivative, and hence we obtain the following useful relation:

$$e^{4A-\chi}(4\partial_\rho \chi - \partial_\rho A) = C,$$

for some background-dependent integration constant $C$. We will make use of this relation later in the paper. Finally, we also note that by combining Eq. (2.18) and Eq. (2.19), one can derive the inequality

$$\partial_\rho^2 c \leq 0,$$

that constrains the RG flows of the dual field theory admitting a description based on the classical backgrounds.

### 2.3.2 Superpotential formalism

The conventions we are using in writing the action in Eq. (2.1) are such that if the potential of the model in $D$ dimensions $V_D$ can be written in terms of a superpotential $W$ that satisfies the following equation [122]

$$V_D = \frac{1}{2} G^{\phi \phi} (\partial_\phi W)^2 - \frac{D-1}{D-2} W^2,$$

for the metric ansatz

$$ds_D^2 = e^{2A} dx_{1,D-2}^2 + d\rho^2,$$

then one finds that the solutions to a special set of first-order equations are also solutions to the second-order classical equations. The aforementioned first-order equations are the following:

$$\partial_\rho A = -\frac{2}{D-2} W,$$

$$\partial_\rho \phi = G^{\phi \phi} \partial_\phi W.$$

As we are working with $D = 6$, and given the potential $V_6$ of Eq. (2.8), one finds [109] the superpotential $W = W_1$, which together with the corresponding first-order equations is

$$W_1 = -e^\phi - \frac{1}{3} e^{-3\phi},$$

$$\partial_\rho A = -\frac{1}{2} W_1 = \frac{1}{2} \left( e^\phi + \frac{1}{3} e^{-3\phi} \right),$$

$$\partial_\rho \phi = \frac{1}{2} \partial_\phi W_1 = \frac{1}{2} \left( -e^\phi + e^{-3\phi} \right).$$

It is straightforward to verify that solutions to the previous two equations also solve the full equations of motion of the system, which after imposing the constraint $A = 4\chi$ (and
hence $A = 3\chi$) can be rewritten as

$$4\partial_\rho^2 \phi + 15\partial_\rho A \partial_\rho \phi = 2\frac{\partial V_6}{\partial \phi},$$  \hfill (2.30)

$$3\partial_\rho^2 A + 4(\partial_\rho \phi)^2 = 0,$$  \hfill (2.31)

$$45(\partial_\rho A)^2 - 16(\partial_\rho \phi)^2 = -16V_6.$$  \hfill (2.32)

The superpotential $W_1$ yields a system of equations that admits the solution $\phi = 0$ and $A = \frac{2}{3}\rho$. It can be expanded in powers of small $\phi$:

$$W_1(\phi) = -\frac{4}{3} - 2\phi^2 + \frac{4}{3}\phi^3 - \frac{7}{6}\phi^4 + \frac{2}{3}\phi^5 - \frac{61}{180}\phi^6 + O(\phi^7).$$  \hfill (2.33)

The quadratic term in this expansion shows that the solutions can be interpreted in terms of the vacuum expectation value of an operator of dimension $\Delta = 3$ in the dual five-dimensional strongly-coupled field theory [109].

Besides providing a useful solution-generating technique, the superpotential formalism also plays a role in defining an unambiguous, covariant and physically motivated subtraction scheme in the calculation of the free energy. To this purpose, we notice that the system admits a second choice of superpotential, that we call $W_2$, and that can be written as a power-expansion for small $\phi$:

$$W_2(\phi) = -\frac{4}{3} - \frac{4}{3}\phi^2 + \frac{16}{3}\phi^3 + \frac{86}{3}\phi^4 + \frac{848}{3}\phi^5 + \frac{988658}{315}\phi^6 + O(\phi^7).$$  \hfill (2.34)

We are not aware of the existence of a closed form solution to Eq. (2.23) that satisfies this expansion. Notice that, while encompassing the same AdS$_6$ solution of the first-order system derived from $W_2$, in this case the solutions of the first-order system correspond to deformations of the dual field theory by the non-trivial coupling of the same operator of dimension $\Delta = 3$. As we shall see, by choosing to adopt $W_2(\phi)$ as the form of one of the boundary-localised terms in the complete gravity action, we can provide the counter-terms in the holographic renormalisation procedure, and guarantee that all the divergences are cancelled for any asymptotically AdS$_6$ backgrounds.

3 Classes of solutions

In this section we present the classes of solutions that we will refer to as SUSY, IR-conformal, confining, and skewed, together with their IR expansions. We also introduce a few additional, more general, singular solutions, including ones that preserve five-dimensional Poincaré invariance. We introduce the relevant UV expansions for the two scalars $\{\phi, \chi\}$ and the warp factor $A$, which are valid for all these classes of solutions.

3.1 UV expansions

We present here the large-$\rho$ expansions for $\phi$, $\chi$ and $A$ in terms of a convenient holographic coordinate defined by $z \equiv e^{-2\rho/3}$. We truncate each expansion at $O(z^{11})$. These expansions are used in the numerical analysis for all classes of solutions in order to extract values for the
set of UV parameters \( \{ \phi_2, \phi_3, \chi_5, \chi_U, A_U \} \) that unambiguously identify each background, and to compute the free energy. All solutions we are interested in have the same formal UV expansion, as they all correspond to deformations of the same supersymmetric fixed point. The expansions are given by the following equations:

\[
\phi(z) = \phi_2 z^2 + \phi_3 z^3 - 6 \phi_2^2 z^4 - 4 (\phi_2 \phi_3) z^5 + \left(\frac{29 \phi_2^3}{2} - \phi_3^2 \right) z^6 + \frac{339}{20} \phi_2^2 \phi_3 z^7 + \frac{77 \phi_2^2 \phi_3}{10} - \frac{146 \phi_2^3}{3} z^8 + \frac{19 \phi_3^2}{12} - \frac{8497 \phi_2 \phi_3}{105} z^9 + \frac{6752 \phi_2^2 \phi_3}{35} - \frac{1986 \phi_2^3 \phi_3}{35} z^{10} + \frac{1427161 \phi_2^4 \phi_3}{10080} - \frac{3427 \phi_2 \phi_3^3}{180} \right) z^{11} + O(z^{12}),
\]

\[
\chi(z) = \chi_U - \frac{\log(z)}{3} - \frac{\phi_2^2 z^4}{12} + \chi_5 z^5 + \left(\frac{8 \phi_3^2}{9} - \frac{\phi_2^3}{12} \right) z^6 + \frac{32}{21} \phi_2^2 \phi_3 z^7 + \left(\frac{3 \phi_2 \phi_3^2}{4} - \frac{77 \phi_2^3}{16} \right) z^8
+ \left(- \frac{1072 \phi_2^3 \phi_3}{135} + \frac{25 \chi_5 \phi_2^2}{36} - \frac{4 \phi_3^3}{27} \right) z^9
+ \left(- \frac{15 \chi_5^2}{64} + \frac{172 \phi_2^3}{9} - \frac{318 \phi_2 \phi_3^2}{600} + \frac{9 \chi_5 \phi_2 \phi_3}{8} \right) z^{10}
+ \left(\frac{44776 \phi_2^4 \phi_3}{1155} - \frac{200 \chi_5 \phi_2^3}{33} + \frac{96 \phi_2 \phi_3^3}{55} + \frac{25 \chi_5 \phi_3^2}{44} \right) z^{11} + O(z^{12}),
\]

\[
A(z) = A_U - \frac{4 \log(z)}{3} - \frac{\phi_2^2 z^4}{3} + \left(\frac{\chi_5}{5} - \frac{3 \phi_2 \phi_3}{5} \right) z^5 + \left(\frac{32 \phi_3^2}{9} - \frac{\phi_2^3}{3} \right) z^6 + \frac{128}{21} \phi_2^2 \phi_3 z^7
+ \left(3 \phi_2 \phi_3^2 - \frac{77 \phi_2^3}{4} \right) z^8 + \frac{1}{2160} \left(- 69508 \phi_2^3 \phi_3 + 375 \chi_5 \phi_2^2 + 1280 \phi_3^3 \right) z^9
+ \frac{1}{3600} \left(- 3375 \chi_5^2 + 275200 \phi_2^2 - 78936 \phi_2 \phi_3^2 \right) z^{10}
+ \frac{1}{18480} \left(2932864 \phi_2^4 \phi_3 - 28000 \chi_5 \phi_2^3 - 135324 \phi_2 \phi_3^3 + 2625 \chi_5 \phi_3^2 \right) z^{11} + O(z^{12}).
\]

For convenience, we also write explicitly the UV expansions for the two combinations \( c \) and \( d \) that were introduced in Section 2.3.1:

\[
c(z) = 4 A_U - \chi_U - 5 \log(z) - \frac{5 \phi_2^2 z^4}{4} - \frac{12}{5} \phi_2 \phi_3 z^5 + \left(\frac{40 \phi_3^3}{3} - \frac{5 \phi_2^2}{4} \right) z^6 + \frac{160}{7} \phi_2^2 \phi_3 z^7 + \left(\frac{45 \phi_2^2 \phi_3^2}{4} - \frac{1155 \phi_2^3}{16} \right) z^8 + \left(\frac{20 \phi_2^3}{9} - \frac{1087 \phi_2 \phi_3^2}{9} \right) z^9
+ \left(- \frac{225 \chi_5^2}{64} + \frac{860 \phi_2^3}{3} - \frac{1648 \phi_2 \phi_3^2}{200} - \frac{9 \chi_5 \phi_2 \phi_3}{8} \right) z^{10}
+ \left(\frac{45896 \phi_2^4 \phi_3}{77} - \frac{303 \phi_2 \phi_3^3}{11} \right) z^{11} + O(z^{12}),
\]

\[
d(z) = A_U - 4 \chi_U + \left(- \frac{15 \chi_5}{4} - \frac{3 \phi_2 \phi_3^2}{5} \right) z^5 + \left(- \frac{5 \phi_2 \phi_3^2}{12} - \frac{125 \chi_5 \phi_2^2}{48} \right) z^6 + \frac{18}{25} \phi_2 \phi_3^3 - \frac{9 \chi_5 \phi_2 \phi_3}{2} z^9
+ \left(\frac{40 \phi_2^2 \phi_3^3}{11} + \frac{250 \chi_5 \phi_2^2}{11} - \frac{15 \phi_2 \phi_3^3}{44} - \frac{375 \chi_5 \phi_3^2}{176} \right) z^{11} + O(z^{12}).
\]
When computing the free energy for each class of solutions we will choose to always set $A_U = \chi_U = 0$. The constraint $A = 4\chi \Leftrightarrow d = 0$ reinstates (locally) five-dimensional Poincaré invariance. It is required for the SUSY, IR-conformal, and singular domain wall solutions, and it constrains the parameters appearing in the UV expansions.

### 3.2 SUSY solutions

The first-order equations presented in Eqs. (2.27-2.29) of Section 2.3.2 can be solved by performing the change of variable $\partial_\rho \equiv e^{-\phi} \partial_\tau$, after which one obtains

$$
\partial_\tau \phi = -\sinh(2\phi),
$$

and

$$
\partial_\tau A = \frac{1}{2} \left( e^{2\phi} + \frac{1}{3} e^{-2\phi} \right),
$$

which are solved exactly by $[109]$

$$
\phi(\tau) = \operatorname{arccoth} \left( e^{2(\tau - \tau_0)} \right),
$$

and

$$
A(\tau) = A_0 + \frac{1}{3} \log(\sinh(2(\tau - \tau_0))) + \frac{1}{6} \log(\tanh(\tau - \tau_0)),
$$

where $A_0$ and $\tau_0$ are integration constants. These supersymmetric (SUSY) solutions evolve $\phi$ monotonically from the supersymmetric fixed point towards the good singularity ($\phi \rightarrow \infty$), for which the potential is bounded from above. We remind the Reader that these solutions result from the formation of a non-trivial condensate in the dual field theory.

By relating the radial coordinates $\rho$ and $\tau$, one finds that the SUSY solutions given in Eqs. (3.8-3.9) have the following IR expansions:

$$
\phi(\rho) = \log(2) - \log(\rho - \rho_0) + \frac{1}{80} (\rho - \rho_0)^4 + \ldots,
$$

$$
\chi(\rho) = \chi_I + \frac{1}{3} \log(\rho - \rho_0) + \frac{1}{360} (\rho - \rho_0)^4 + \ldots,
$$

and

$$
A(\rho) = A_I + \frac{4}{3} \log(\rho - \rho_0) + \frac{1}{90} (\rho - \rho_0)^4 + \ldots,
$$

where $\chi_I$ and $A_I = 4\chi_I$ are integration constants, and $\rho_0$ is the radial position of the singularity in the deep IR region of the bulk.

In Fig. 3, we illustrate the space of domain-wall solutions, of which the SUSY solutions are a special case, through the following procedure. We first solve Eq. (2.32) for $\partial_\rho A$ and substitute into Eq. (2.30) to obtain a second-order differential equation in terms of $\phi$ alone, then plot parametrically $(\phi, \partial_\rho \phi)$, and study how the solutions flow away from the supersymmetric fixed point at the origin. We observe that the SUSY solutions (grey line) form the separatrix between numerical solutions which flow to a bad singularity ($\phi \rightarrow -\infty$) and solutions which instead flow to a good singularity ($\phi \rightarrow \infty$).

### 3.3 IR-conformal solutions

A second class of solutions interpolates between the two known AdS$_6$ solutions of the six-dimensional model, corresponding in the boundary theory to a renormalisation group flow
Figure 3. Parametric plot of $\partial_\phi \phi$ as a function of $\phi$ for solutions which satisfy the warp factor constraint $A = \frac{4}{3} A = 4 \chi$. The blue and dark red disks respectively denote the UV and IR critical points of the six-dimensional potential $V_6$, the purple line represents the class of IR-conformal solutions introduced in Section 3.3 with duals which flow between the two critical points, and the light grey line represents the analytical supersymmetric solutions obtained by solving the first-order differential equations (2.27), (2.28), and (2.29). The dark grey arrows exhibit the vector field appearing in the first order differential equation for $(\phi, \partial_\rho \phi)$. We also show two examples of the (good) singular solutions obeying the IR expansion in Section 3.6, for $\phi_L = -1/\sqrt{5}$ and $\phi_I = -0.3, 0.1$ (dark blue) and two examples of the domain wall (badly singular) solutions from Section 3.7, with $\phi_I = -0.06, 40$ (dark green).

between two fixed points. The six-dimensional bulk geometry does not close off for any (finite) value of the holographic coordinate $\rho$ and the compact dimension described by $\eta$ maintains non-zero size for all $\rho$. Hence there does not exist a physical lower limit for the energy scale at which the field theories dual to this class of solutions may be probed. The IR expansions for this class of solutions are conveniently written in terms of $e^{- (5 - \Delta_{IR}) \frac{\rho}{R_{IR}}}$, which is small in the limit $\rho \to -\infty$, and they are given by

\begin{align}
\phi(\rho) &= \phi_{IR} + (\phi_I - \phi_{IR}) e^{- (5 - \Delta_{IR}) \frac{\rho}{R_{IR}}} + \cdots, \\
\chi(\rho) &= \chi_I + \frac{\rho}{3 R_{IR}} - \frac{1}{12} (\phi_I - \phi_{IR})^2 e^{- 2 (5 - \Delta_{IR}) \frac{\rho}{R_{IR}}} + \cdots, \\
A(\rho) &= A_I + \frac{4 \rho}{3 R_{IR}} - \frac{1}{3} (\phi_I - \phi_{IR})^2 e^{- 2 (5 - \Delta_{IR}) \frac{\rho}{R_{IR}}} + \cdots,
\end{align}

(3.13) (3.14) (3.15)

where $\chi_I$ and $A_I$ are integration constants, $R_{IR}^2 = -5 \left( V_6(\phi_{IR}) \right)^{-1} = \frac{5}{3} \sqrt{3}$ is the (squared) curvature radius of the AdS$_6$ geometry, $\Delta_{IR} = \frac{1}{2} (5 + \sqrt{65})$ is the scaling dimension of the
operator in the dual boundary theory that is related to the IR critical point value of the bulk scalar $\phi$, and we restrict the one free parameter $\phi_I \geq -\frac{1}{4} \log(3)$. We observe that $d = A - 4\chi = 0$ for all values of $\phi_I$ for this class of solutions. It is also worth noting that the backgrounds defined by this class of solutions do not preserve supersymmetry. In the UV expansions, these solutions require a tuning of $\phi_3$ against $\phi_2$, as we will discuss in Section 5.2.

### 3.4 Confining solutions

With some abuse of language, we refer to a third class of solutions as *confining*. Here the compact dimension (described by the coordinate $\eta$) shrinks to a point at some finite value $\rho_o$ of the holographic coordinate and the six-dimensional bulk geometry closes off smoothly. On the boundary side of the duality this smooth tapering property of the bulk manifold is interpreted as a physical lower limit on the energy scale that may be probed in the corresponding field theory in $D = 5$ dimensions. As discussed elsewhere [97], the lift to $D = 10$ dimensions allows one to compute the Wilson loop and verify the area law, generalising the results of Ref. [93].

As mentioned in previous work [91, 92, 97, 98], there exist exact analytical solutions of the classical equations of motion when $\phi$ is constant:

$$\phi = \phi_{UV} = 0, \quad (3.16)$$

$$\chi(\rho) = \chi_I - \frac{1}{5} \log \left[ \cosh \left( \frac{\sqrt{-5v}}{2}(\rho - \rho_o) \right) \right] + \frac{1}{3} \log \left[ \sinh \left( \frac{\sqrt{-5v}}{2}(\rho - \rho_o) \right) \right], \quad (3.17)$$

$$A(\rho) = A_I - \frac{4}{15} \log(2) + \frac{4}{15} \log \left[ \sinh \left( \frac{\sqrt{-5v}}{2}(\rho - \rho_o) \right) \right]$$

$$+ \frac{1}{15} \log \left[ \tanh \left( \frac{\sqrt{-5v}}{2}(\rho - \rho_o) \right) \right], \quad (3.18)$$

with $v \equiv V_6(\phi = 0)$ as defined in Section 2.3. By direct substitution of the above analytical solutions we find:

$$e^c(\rho) = e^{4A(\rho) - \chi(\rho)} = \frac{1}{2} e^{4A_I - \chi_I} \sinh \left( \frac{10}{3}(\rho - \rho_o) \right), \quad (3.19)$$

$$e^d(\rho) = e^{A(\rho) - 4\chi(\rho)} = e^{A_I - 4\chi_I} \coth \left( \frac{5}{3}(\rho - \rho_o) \right). \quad (3.20)$$

These solutions can be generalised by series expanding for small $(\rho - \rho_o)$ and allowing for non-trivial values of $\phi$ for small $(\rho - \rho_o)$, to obtain expansions which may be used to construct a generalised family of numerical solutions.

We obtain the numerical solutions by solving the classical equations of motion, subject
to boundary conditions obtained from the following IR (small \(r - r_o\)) expansions:

\[
\phi(r) = \phi_I - \frac{1}{12} e^{-6\phi_I} (1 - 4e^{4\phi_I} + 3e^{8\phi_I}) (r - r_o)^2
\]

\[
- \frac{1}{324} e^{-12\phi_I} (4 - 28e^{4\phi_I} + 51e^{8\phi_I} - 27e^{16\phi_I}) (r - r_o)^4 + \mathcal{O}\left((r - r_o)^6\right),
\]

\[
\chi(r) = \chi_I + \frac{1}{3} \log\left(\frac{5}{3}\right) + \frac{1}{3} \log(r - r_o) - \frac{1}{27} e^{-2\phi_I} \left(2 + \sinh\left(4\phi_I + \log(3)\right)\right)(r - r_o)^2
\]

\[
+ \frac{5}{486} e^{-4\phi_I} \left(2 + \sinh\left(4\phi_I + \log(3)\right)\right)^2 (r - r_o)^4 + \mathcal{O}\left((r - r_o)^6\right),
\]

\[
A(r) = A_I + \frac{1}{3} \log\left(\frac{5}{3}\right) + \frac{1}{3} \log(r - r_o) - \frac{7}{324} e^{-6\phi_I} (1 - 12e^{4\phi_I} - 9e^{8\phi_I}) (r - r_o)^2
\]

\[
+ \frac{1}{17496} (108 - 67e^{-12\phi_I} + 636e^{-8\phi_I} - 2124e^{-4\phi_I} - 1053e^{4\phi_I}) (r - r_o)^4 + \mathcal{O}\left((r - r_o)^6\right),
\]

where \(\chi_I\) and \(A_I\) generalise the integration constants appearing in the analytical solutions, and the third integration constant \(r_o\) may be chosen to fix the point at which the geometry ends. We will comment on the fourth integration constant \(\phi_I\) momentarily. By using these expressions, we find that:

\[
e^c(r) = e^{4A(r) - \chi(r)} = e^{4A_I - \chi_I} f\left(\phi_I, (r - r_o)\right),
\]

\[
e^d(r) = e^{A(r) - 4\chi(r)} = e^{A_I - 4\chi_I} g\left(\phi_I, (r - r_o)\right),
\]

where the functions \(f\) and \(g\) are known for \(\phi_I = 0\), and otherwise can be determined numerically.

The additive integration constant \(A_I\) may be removed by a rescaling of the Minkowski coordinates. By contrast, because \(\eta\) is a periodic coordinate with period \(2\pi\), we are required to fix \(\chi_I\) to avoid a conical singularity at \(r_o\). In proximity of this point, the six-dimensional geometry resembles a two-dimensional space described by the following metric:

\[
ds^2 = dp^2 + e^{6\chi} d\eta^2
\]

\[
= dp^2 - \frac{5}{4} ve^{6\chi_I} (r - r_o)^2 d\eta^2 + \cdots,
\]

from which we extract the required constraint:

\[
\chi_I = \frac{1}{6} \log\left(\frac{-4}{5v}\right) = -\frac{1}{3} \log\left(\frac{5}{3}\right).
\]

The one remaining free parameter of this system is \(\phi_I\), which we constrain to take values \(\phi_I \geq -\frac{1}{4} \log(3)\), as we are interested only in solutions that reach back to the trivial critical point for large-\(r\) (the fact that not all possible solutions flow to the UV fixed point can be seen for the domain-wall solutions in Fig. 3).

### 3.5 Skewed solutions

There exists another class of analytical solutions with \(\phi = 0\) for which the compact coordinate does not shrink to a point; \(\chi(r)\) is a non-monotonic function which diverges to \(\infty\) at
small $\rho$. We refer to these solutions as skewed. The solutions are as follows:

$$\phi = \phi_{UV} = 0,$$

$$\chi(\rho) = \chi_I + \frac{1}{3} \log \left[ \cosh \left( \frac{\sqrt{-5\nu}}{2}(\rho - \rho_o) \right) \right] - \frac{1}{5} \log \left[ \sinh \left( \frac{\sqrt{-5\nu}}{2}(\rho - \rho_o) \right) \right],$$

$$A(\rho) = A_I - \frac{4}{15} \log(2) + \frac{4}{15} \log \left[ \sinh \left( \frac{\sqrt{-5\nu}(\rho - \rho_o)}{2} \right) \right] - \frac{1}{15} \log \left[ \tanh \left( \frac{\sqrt{-5\nu}}{2}(\rho - \rho_o) \right) \right].$$

As with the confining solutions, we take note of the following two results obtained by substituting in for the skewed analytical solutions above:

$$e^c(\rho) = e^{4A(\rho) - \chi(\rho)} = \frac{1}{2} e^{4A_I - \chi_I} \sinh \left( \frac{10}{3} (\rho - \rho_o) \right),$$

$$e^d(\rho) = e^{A(\rho) - 4\chi(\rho)} = e^{A_I - 4\chi_I} \tanh \left( \frac{5}{3} (\rho - \rho_o) \right),$$

which shows that these are indeed the solutions obtained from the confining ones with $\phi = 0$ (see Eqs. (3.19) and (3.20)) by replacing $d \to -d$, as anticipated in Section 2.3.1.

Just as with the solutions that confine, we can generalise these analytical solutions to any values of $\phi_I$ by series expanding for small $(\rho - \rho_o)$. We obtain the following IR expansions:

$$\phi(\rho) = \phi_I - \frac{1}{12} e^{-6\phi_I} \left( 1 - 4 e^{4\phi_I} + 3 e^{8\phi_I} \right) (\rho - \rho_o)^2$$

$$- \frac{1}{324} e^{-12\phi_I} \left( 4 - 28 e^{4\phi_I} + 51 e^{8\phi_I} - 27 e^{16\phi_I} \right) (\rho - \rho_o)^4 + O \left( (\rho - \rho_o)^6 \right),$$

$$\chi(\rho) = \chi_I - \frac{1}{5} \log \left( \frac{5}{3} \right) - \frac{1}{5} \log(\rho - \rho_o) - \frac{1}{54} e^{-6\phi_I} \left( 1 - 12 e^{4\phi_I} - 9 e^{8\phi_I} \right) (\rho - \rho_o)^2$$

$$- \frac{1}{9720} e^{-12\phi_I} \left[ 23 + 3 e^{4\phi_I} \left( - 88 + 9 e^{4\phi_I} (38 + 24 e^{4\phi_I} + 21 e^{8\phi_I}) \right) \right] (\rho - \rho_o)^4 + O \left( (\rho - \rho_o)^6 \right),$$

$$A(\rho) = A_I + \frac{1}{5} \log \left( \frac{5}{3} \right) + \frac{1}{5} \log(\rho - \rho_o) - \frac{1}{36} e^{-6\phi_I} \left( 1 - 12 e^{4\phi_I} - 9 e^{8\phi_I} \right) (\rho - \rho_o)^2$$

$$- \frac{1}{29160} e^{-12\phi_I} \left[ 131 + 3 e^{4\phi_I} \left( - 436 + 3 e^{4\phi_I} (508 + 84 e^{4\phi_I} + 261 e^{8\phi_I}) \right) \right] (\rho - \rho_o)^4 + O \left( (\rho - \rho_o)^6 \right),$$

where the integration constants $\chi_I$ and $A_I$ are the generalisation of the ones appearing in Eq. (3.30) and Eq. (3.31), and $\phi_I$ is the free parameter that we vary to generate the family of solutions. One can solve numerically the classical equations of motion, subject to boundary conditions derived from these IR expansions, in order to construct a class of skewed solutions.

We observe that the following relations hold:

$$e^c(\rho) = e^{4A(\rho) - \chi(\rho)} = e^{4A_I - \chi_I} f(\phi_I, (\rho - \rho_o)),$$

$$e^d(\rho) = e^{A(\rho) - 4\chi(\rho)} = e^{A_I - 4\chi_I} \left[ g(\phi_I, (\rho - \rho_o)) \right]^{-1},$$

where $f$ and $g$ are the functions that generate the skewed solutions.
where the functions $f$ and $g$ take exactly the same form as those in the analogous results for the confining solutions. Hence, provided that $\phi^\text{conf}_I = \phi^\text{skew}_I$ and $\rho^\text{conf}_o = \rho^\text{skew}_o$, one finds the relation

$$\partial_\rho \rho^\text{conf}_o(\rho) = - \partial_\rho \rho^\text{skew}_o(\rho),$$

where the $\text{conf}$ and $\text{skew}$ superscripts represent evaluation using the confining and skewed background solutions respectively. In turn, this implies that the relation

$$\chi^\text{skew}(\rho) - A^\text{skew}(\rho) = - \frac{3}{5} (\chi^\text{conf}(\rho) + A^\text{conf}(\rho))$$

is satisfied up to an additive integration constant. By comparing the UV expansions, one then finds the identifications:

$$\phi^\text{skew}_2 = \phi^\text{conf}_2,$$

$$\phi^\text{skew}_3 = \phi^\text{conf}_3,$$

$$\chi^\text{skew}_5 = - \chi^\text{conf}_5 - \frac{8}{25} \phi^\text{conf}_2 \phi^\text{conf}_3.$$

We conclude this subsection with an observation which motivates our choice of the name ‘skewed’ for this class of solutions. From the six-dimensional metric in Eq. (2.6) we can deduce the behaviour of the bulk geometry in the deep IR for these solutions. We notice by substituting for the small-$\rho - \rho_o$ expansions that the size of the Minkowski directions scales as $(\rho - \rho_o)^{\frac{2}{3}}$, while the compact dimension parametrised by $\eta$ scales as $(\rho - \rho_o)^{-\frac{3}{5}}$. Hence in the $\rho \to \rho_o$ limit, the four-dimensional Minkowski volume vanishes, while the volume of the circle diverges. This contrasts with the small-$\rho - \rho_o$ behaviour of the geometry for the confining solutions wherein the Minkowski directions maintain a fixed non-zero volume in the IR, while the circle shrinks to a point. The shrinking and expanding behaviour of the various metric components for this class of solutions motivates our choice of the name ‘skewed’. Appendix A is devoted to showing that while the confining solutions are regular, the skewed ones are singular.

### 3.6 Generic (singular) solutions

When $\phi$ diverges at the end of space, all curvature invariants diverge (see Appendix A). If $\phi$ approaches $\phi \to +\infty$, we find a good singularity. These solutions are incomplete, but capture at least some salient features of the system. By contrast, in the case in which $\phi \to -\infty$ at the end of space, the solutions result in a bad singularity, and we should disregard them as unphysical. Nevertheless, they play an important technical role in our study, as we anticipated in the Introduction, and as we shall see and explain in detail in Section 5.

We find that a broad, generic class of classical solutions can be parametrised by the following expansion near the end of space at $\rho = \rho_o$:

$$\phi = \phi_I + \phi_L \log(\rho - \rho_o) + \sum_{n=1}^{\infty} \sum_{j=0}^{2n} c_{nj}(\rho - \rho_o)^{2n+2n} \phi_L^{-4j} \phi_L,$$
where the coefficients $c_{nj}$ depend on the free parameters $\phi_I$ and $\phi_L$. Some useful details are provided in Appendix B, while we exhibit here only the leading order terms of this expansion, ignoring all the power-law corrections:

$$
\phi(\rho) = \phi_I + \phi_L \log(\rho - \rho_o) + \cdots, \\
\chi(\rho) = \chi_I + \frac{1}{15} \left( 4 \zeta \sqrt{1 - 5 \phi_L^2} + 1 \right) \log(\rho - \rho_o) + \cdots, \\
A(\rho) = A_I + \frac{1}{15} \left( \zeta \sqrt{1 - 5 \phi_L^2} + 4 \right) \log(\rho - \rho_o) + \cdots.
$$

The five integration constants are $\phi_I$, $\chi_I$, $A_I$, $\phi_L$, and $\rho_o$, supplemented by the discrete choice $\zeta = \pm 1$. We notice that for $\phi_L = 0$ and $\zeta = +1$ we recover the confining solutions, while for $\phi_L = 0$ and $\zeta = -1$ we recover the skewed solutions. For $\phi_L \neq 0$ one obtains either solutions with a good singularity ($\phi_L < 0$) or with a bad singularity ($\phi_L > 0$).

The integration constant in front of the logarithm is constrained to take values within the range

$$
-\frac{1}{\sqrt{3}} \leq \phi_L < \frac{1}{3}.
$$

The lower bound $\phi_L \geq -\frac{1}{\sqrt{3}}$, arises from the requirements that both $\chi$ and $A$ be real. For a choice that saturates this lower bound, and for $A_I = 4 \chi_I$, the solutions satisfy the condition $A = 4 \chi$ required by domain wall solutions. This parametrisation then encompasses all of the aforementioned solutions, with the exception of the IR-conformal and SUSY solutions.

The upper bound in Eq. (3.48) emerges from the requirement that all powers in Eq. (3.44) be positive. As for positive $\phi_L$, the worst power appearing at any given $n$ is $2n(1 - 3\phi_L)$, in order for all the powers to be positive, and that hence the IR divergence be logarithmic in $(\rho - \rho_o)$, we must require that $\phi_L < 1/3$. (The same line of arguments for negative $\phi_L$ would be controlled by the $j = 0$ power, in which case one would find the constraint $\phi_L > -1$.) This requirement is more stringent than requiring that $A$ and $\chi$ be real, which would yield $\phi_L \leq \frac{1}{\sqrt{3}}$.

The limit $\phi_L \to \frac{1}{3}$ is such that the series expansion cannot be truncated nor resummed: at all infinitely many levels of $n$ one finds additive contributions proportional to $(\rho - \rho_o)^n$, to $(\rho - \rho_o)^{n/3}$ and so on. We discuss a related class of solutions in the next subsection.

### 3.7 Badly singular domain wall solutions

Finally, we also found another class of singular domain-wall solutions, for which the IR expansion is the following:

$$
\phi(\rho) = \frac{1}{6} \log \left( \frac{9}{4} \right) + \frac{\log(\rho - \rho_o)}{3} + \phi_4 (\rho - \rho_o)^{4/9} + \sum_{j=2}^{\infty} f_j (\rho - \rho_o)^{4j/9}, \\
\chi(\rho) = \chi_I + \frac{1}{27} \log(\rho - \rho_o) + \frac{2}{5} \phi_4 (\rho - \rho_o)^{4/9} + \sum_{j=2}^{\infty} g_j (\rho - \rho_o)^{4j/9}.
$$

---

- 19 –
Some more details about this expansion, truncated at the order of \((\rho - \rho_o)^4\), are presented in Appendix C. Together with the domain-wall constraint \(A = 4\chi\), this expansion identifies a class of solutions that depend on the trivial parameter \(\chi_I\), and two additional parameters: the position \(\rho_o\) of the end of space, and the integration constant \(\phi_4\). The coefficients \(f_j\) and \(g_j\) are polynomial functions of \(\phi_4\). This family of solutions is the (non-trivial) limiting case of the solutions in Section 3.6 obtained when \(\phi_L \to 1/3\). The freedom in choosing \(\phi_I\) in the generic singular solutions is replaced here by the freedom in \(\phi_4\). We verified explicitly that the singularity is not removed by the lift to \(D = 10\) dimensions (see Appendix D).

Although we cannot exclude a priori the existence of additional singular backgrounds with more exotic IR behaviours, our exploration of the space of solutions that connect to the trivial \((\phi = 0)\) fixed point for large \(\rho\), performed by perturbative generation of IR asymptotic expansions and evolution towards larger values of \(\rho\), was confirmed by the result of scanning numerically the five-dimensional space of perturbations of the \(\phi = 0\) critical point, and evolving the solutions backwards, towards small \(\rho\). We did not find any indications that additional solutions with asymptotic UV behaviour in Section 3.1 exist outside of the classes discussed in this section.

3.8 Scale setting

To facilitate comparison between all classes of solutions we choose to set \(A_U = 0\) and \(\chi_U = 0\) in all cases; the former assignment is permitted since the classical equations of motion are invariant under an additive shift of \(A(\rho)\), while the latter can be achieved by a rescaling of the radial coordinate \(z \to z e^{3\chi_U}\). We are hence left with the UV parameters \(\{\phi_2, \phi_3, \chi_5\}\).

Moreover, we find it useful to introduce a quantity that we use to set the scale in the observables deduced from the free energy (see later, in Section 5), and that we conveniently define as the time a massless particle takes to reach the end of space from the UV boundary, following Ref. [129]:

\[
\Lambda^{-1} \equiv \int_{\rho_o}^{\rho_e} d\rho e^{-A(\rho)} = \int_{\rho_o}^{\rho_e} d\rho e^{\chi(\rho) - A(\rho)}, \tag{3.51}
\]

where \(A\) and \(\chi\) are evaluated on the backgrounds. When a dual field theory interpretation exists, \(\Lambda\) can be thought of as a characteristic energy scale, which governs among other things the mass gap of the theory.

We notice, by looking at the metric, that a trivial rigid rescaling of the coordinates \(x^\mu \to \lambda x^\mu\) and \(\eta \to \lambda \eta\) is equivalent to a rigid shift of \(A(\rho)\) as \(A \to A + \frac{4}{3} \log(\lambda)\) and \(\chi \to \chi + \frac{1}{3} \log(\lambda)\). This is to be accompanied by a shift \(\rho \to \rho - \frac{3}{2} \log(\lambda)\) such that \(\chi_U\) and \(A_U\) remain equal to zero. Under such a rigid shift, one can see that \(\Lambda \to \lambda \Lambda\), and \(\phi_2 \to \lambda^2 \phi_2\). It hence becomes evident that \(\hat{\phi}_2 \equiv \phi_2 \Lambda^{-2}\) in an invariant (dimensionless) quantity, which we denote by the hat. In the following, we often express our results in terms of such dimensionless quantities, by which we mean that we are measuring in units of \(\Lambda\).

In order to appreciate the need for a scale setting procedure in the comparison of different classes of solutions, consider that the space of free parameters has different dimensionality for the confining and skewed solutions; for the confining solutions, the IR
parameter $\chi_I$ is fixed by the requirement of avoiding a conical singularity in the small $\rho$ region of the bulk geometry, but no such constraint exists for the skewed solutions, in which the space does not smoothly shrink to a point.\footnote{In constructing the skewed solutions numerically, we exploit the fact that, as discussed in Section 3.5, they can be obtained (up to a trivial additive integration constant) from the confining solutions by making the substitution $d \rightarrow -d$.} To ensure that we can properly compare these two classes of solutions when plotting the free energy, we measure all quantities in units of $\Lambda$, effectively reducing by one the dimension of the parameter space for the skewed solutions. We apply the same procedure to all other solutions as well, thus enabling us to compare the different branches of solutions in a consistent manner.

4 Mass spectra, a tachyon, and a dilaton

Applying the dictionary of gauge-gravity dualities, the spectrum of small fluctuations around an asymptotically-AdS supergravity background can be interpreted in terms of the spectrum of bound states of the strongly-coupled dual field theory. All classes of solutions that we introduced in Section 3 have the same asymptotically-AdS expansion for large $\rho$, but only the third class of geometries (those which we referred to as confining) have a regular end of space. We hence restrict our attention to this class of solutions in this section, as they are the only candidates for admitting an interpretation in terms of confining field theories.

We devote this section of the paper to two calculations. We first compute the mass spectra for the full set of bosonic field excitations of the dimensionally-reduced model presented in Section 2.2. We then repeat the computation for the scalar excitations implementing the probe approximation, according to the prescription described in Ref. [128]. The former exercise will reveal the existence of a tachyonic spin-0 state in a certain region of parameter space for the class of confining solutions. The latter will show that, in proximity of this region, one scalar state is not only parametrically light, but also an (approximate) dilaton.

4.1 Mass spectra

We present in this subsection the mass spectra of fluctuations of the various bosonic supergravity fields of the sigma model coupled to five-dimensional gravity. We interpret the states as spin-0, 1, 2 glueballs of the dual confining field theory in four dimensions. In order to conduct this numerical analysis we employ the convenient gauge-invariant formalism developed in Refs. [121–125]. The equations satisfied by the scalar fluctuations $a^a = a^a(M, \rho)$ are given by

\[ 0 = \left[ e^\chi \mathcal{D}_\rho (e^{-\chi} \mathcal{D}_\rho) + (4 \partial_{\rho} A) \mathcal{D}_\rho + e^{2\chi - 2A} M^2 \right] a^a - e^{2\chi} \chi^a_a a^c, \quad (4.1) \]

where $M$ is the mass of the composite states in the dual theory, and where

\[ \chi_c^a = - e^{-2\chi} \mathcal{R}^a_{bcdf} \partial_{\rho} \Phi^b \partial_{\rho} \Phi^d + D_c \left( G^{ab} \partial_{\Phi^b} \partial_{\Phi^c} \partial_{\rho} \Phi^d G_{dc} \right) + 4 \frac{\partial_{\rho} A}{3 \partial_{\rho} A} \partial_{\rho} \Phi^a \partial_{\rho} \Phi^b G_{bc} + \frac{16V}{9(\partial_{\rho} A)^2} \partial_{\rho} \Phi^a \partial_{\rho} \Phi^b G_{bc}. \quad (4.2) \]
In all these expressions the quantities $\chi$, $A$, $\Phi$, and $V$ are evaluated on the background. Moreover, given a field $X^a$, we defined the sigma-model covariant and background covariant derivatives by $D_A X^a = \partial_a X^a + G^a_{bc} X^c$ and $D_B X^a = \partial_a X^a + G_{bc} \partial_a \Phi B^c$ with the connection $G^a_{bc} = \frac{1}{2} G^{ad} (\partial_d G_{bc} + \partial_c G_{db} - \partial_b G_{dc})$, while the sigma-model Riemann tensor is given by $R^a_{bcd} = \partial_d G_{bc} - \partial_c G_{bd} + G_{ce} G_{bd} - G_{de} G_{bc}$. We impose the following boundary conditions:

$$e^{-2\chi} \partial_\rho \Phi^c \partial_\rho \Phi^d G_{db} \partial_\rho a^b \bigg|_{\rho_i} = - \left[ \frac{3\partial_\rho A}{2} e^{-2A} M^2 \delta^c_b - \partial_\rho \Phi^c \left( \frac{4V}{5\partial_\rho A} \partial_\rho \Phi^d G_{db} + \frac{\partial V}{\partial \Phi^d} \right) \right] a^b \bigg|_{\rho_i}. \quad (4.3)$$

To compute numerically the mass spectra for the fluctuations of the fields, it is necessary to introduce regulators in the form of radial coordinate cutoffs; $\rho_1$ is a (non-physical) infrared regulator chosen so that $\rho_0 < \rho_1$, and $\rho_2$ is chosen as the endpoint of the infrared regulator chosen so that $\rho_0 < \rho_1$. The physical results are obtained by removing the two holographic regulators, i.e. by taking the limits $\rho_1 \to \rho_0$ and $\rho_2 \to +\infty$. For a comprehensive explanation of this procedure (and our notation and conventions), and details not immediately important for the purposes of this paper, see Refs. [97, 98, 125]. In our numerical study of the spectrum, we chose $\rho_1$ ($\rho_2$) sufficiently close to the end of space (boundary), that cutoff effects are negligible—we estimate that the numerical precision is accurate to within a few percent.

The fluctuations of the pseudo-scalars $\pi^i$ satisfy the same equation as the scalar fluctuations above, with $G_{\pi\pi} = e^{-6 \chi - 2\phi}$, while the equations of motion for all the other fluctuations are the following [98]:

$$0 = \left[ \partial^2 + (4\partial_\rho A - \partial_\rho \chi) \partial_\rho + e^{2\chi - 2A} M^2 \right] e^a, \quad (4.4)$$

$$0 = P^{\mu\nu} \left[ e^{2A + 7\chi} \partial_\rho V_\nu + M^2 e^{8\chi} V_\nu \right], \quad (4.5)$$

$$0 = P^{\mu\nu} \left[ e^{2A + 2\phi} \partial_\rho \partial^{\nu} A^\mu \right], \quad (4.6)$$

$$0 = \partial_\rho X + \left( 5\partial_\rho \chi - 2\partial_\rho A + 2\partial_\rho \phi \right) \partial_\rho X + \left( M^2 e^{-2A + 2\chi} - \frac{8}{9} e^{-6\phi} \right) X, \quad (4.7)$$

$$0 = \left[ M^2 + e^{3\chi - 4\phi} \partial_\rho \left( e^{2A - 5\chi + 4\phi} \partial_\rho \right) - \frac{8}{9} e^{2A - 2\chi - 6\phi} \right] P^{\mu\nu} B_{\mu\nu}, \quad (4.8)$$

$$0 = P^{\mu\nu} \left[ \partial_\rho \left( e^{-\chi} \partial_\rho X_\mu \right) - e^{-\chi} \left( 2\partial_\rho \chi - 2\partial_\rho \phi \right) \partial_\rho X_\nu + e^{\chi} \left( e^{-2A} M^2 - \frac{8}{9} e^{-2\chi - 6\phi} \right) X_\nu \right], \quad (4.9)$$

$$0 = P^{\mu\rho} P^{\sigma\nu} \left[ M^2 e^{-2A} + e^{5\chi - 4\phi} \partial_\rho \partial_\nu \left( e^{3\chi + 4\phi} \partial_\rho \right) - \frac{8}{9} e^{-2\chi - 6\phi} \right] B_{\rho\sigma}, \quad (4.10)$$

where $P^{\mu\nu} \equiv \eta^{\mu\nu} - Q^\rho Q^\nu / Q^2$. The fluctuations $X$ and $X_\mu$ obey generalised boundary conditions, that reduce to Dirichlet in the limit of interest to this paper (see Eqs. (B.41) and (B.42) of Ref. [98] for detailed technical explanations). All other fluctuations obey Neumann boundary conditions.

The confining solutions are characterised by the constant $\phi_I \geq -\frac{1}{4} \log(3)$, where the lower bound would correspond to the IR fixed point of the dual five-dimensional QFT (in

---

3In practice, the equivalent form of the boundary conditions given in Eq. (14) of Ref. [72] turns out to be especially convenient in the numerical implementation.
Figure 4. The spectra of masses $M$, as a function of the one free parameter $\phi_I$ characterising the confining solutions, and normalised in units of the lightest tensor mass, computed with $\rho_1 = 10^{-4}$ and $\rho_2 = 12$. From top to bottom, left to right, the spectra of fluctuations of the tensors $\epsilon_{\mu}^I$, (red), the gravi-photon $V_\mu$ (green) and the two scalars $\phi$ and $\chi$ (blue). The orange points in the plot of the scalar mass spectrum represent values of $M^2 < 0$ and hence denote a tachyonic state. We also show by means of the vertical dashed lines the case $\phi_I = \phi^c_I > 0$, the critical value that is introduced and discussed in Section 5.

the sense that it results in a constant solution for the scalar field $\phi = \phi_{IR}$). Conversely, $\phi_I = \phi_{UV} = 0$ corresponds to the UV fixed point of the dual five-dimensional field theory. While the background solutions and spectra for $-\frac{1}{4} \log(3) \leq \phi_I \leq 0$ have been presented in Ref. [98], the results for $\phi_I > 0$ are new to this work.

We show the results for the computation of the mass spectrum in Figs. 4 and 5. In Appendix E we also show the same numerical results, but normalised with the scale setting parameter $\Lambda$ defined in Eq. (3.51). For the region $-\frac{1}{4} \log(3) \leq \phi_I \leq 0$, each plot is in agreement with our previous computation in Ref. [98]; of more interest are the observations that for large enough $\phi_I$ one of the states in the scalar spectrum becomes tachyonic, and that the lightest massive states in two of the other towers ($B_0^\mu$ and $B_{\mu\nu}$) appear to become massless in the limit of large $\phi_I$. 
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Figure 5. The spectra of masses $M$ as a function of the scale parameter $\phi_I$, normalised in units of the lightest tensor. From top to bottom, left to right, the spectra of fluctuations of the pseudo-scalars $\pi^i$ forming a triplet $3$ of $SU(2)$ (pink), vectors $A^\mu_i$ forming a triplet $3$ of $SU(2)$ (brown), $U(1)$ pseudo-scalar $X$ (grey), $U(1)$ transverse vector $B_{\mu\nu}$ (purple), $U(1)$ transverse vector $X_\mu$ (black) and the massive $U(1)$ 2-form $B_{\mu\nu}$ (cyan). The spectrum was computed using the regulators $\rho_1 = 10^{-4}$ and $\rho_2 = 12$ with the exception of the $U(1)$ pseudo-scalar $X$ for which we used $\rho_1 = 10^{-7}$ in order to minimize the cutoff effects present for the very lightest state at large values of $\phi_I$. We also show by means of the vertical dashed lines the case $\phi_I = \phi_I^c > 0$, the critical value that is introduced and discussed in Section 5.

4.2 Probe scalars and dilaton mixing

This is one of the central subsections to the paper. We analyse the composition of the scalar particles in the spectrum in terms of fluctuations of the background fields, in order to establish whether any of them can, at least approximately, be identified with the dila-
ton. The magnitude of the condensates in the underlying dynamics, as evinced from the parameters $\phi_3$ and $\chi_5$ (see Appendix F), changes along the branch of confining solutions, providing a natural interpretation for the emergence of a dilaton and its properties. We will further return to this point, later in the paper.

The spin-0 mass spectrum presented in the previous subsection represents the solutions to the scalar fluctuation equation for the gauge-invariant combination (see Refs. [121–125, 128]) given by

$$\varphi^a(M, \rho) = \phi^a(M, \rho) - \frac{\partial_{\rho} A(\rho)}{\partial_{\rho} A(\rho)} h(M, \rho), \quad (4.11)$$

where $\varphi^a(M, \rho)$ are the first-order fluctuations of the scalar fields about their respective background solutions $\Phi^a(\rho)$, while $h(M, \rho)$ describes small perturbations of the trace of the four-dimensional tensor component of the ADM-decomposed five-dimensional metric tensor. In terms of the dual field theory, $\varphi^a$ are associated with generic scalar operators that define the theory, while $h$ is associated to the dilatation operator.

We are interested in determining to what extent any of the scalar particles is a dilaton, i.e. whether mixing effects between $\varphi^a$ and $h$ are important. To this end, in this subsection we repeat the computation of the mass spectrum in the spin-0 sector, by using the probe approximation: we neglect the contribution of the metric perturbation $h$ in Eq. (4.11), effectively removing any back-reaction the scalar fluctuations may have on the bulk geometry (for details, see [128]). We then check how well the resulting spectrum computed with $\varphi^a|_{h=0}$ agrees with the correct computation making use of $\varphi^a$. If we find that the two calculations yield results that are in good agreement then we may infer that the contribution of the metric perturbation is negligible and hence the spin-0 state is not a dilaton; if, by contrast, the two results disagree, then this is a clear indication of the fact that the metric perturbation affects significantly the spectrum and hence the scalar state has a significant dilaton component.

As can be seen in Figs. 6 and 7, the probe approximation is not accurate, and for all values of $\phi_I$ at least one of the lightest states is not well captured. This state is the lightest scalar for large, negative $\phi_I$, and becomes the next to lightest state for $\phi_I$ close to zero. This is a mixed state that has a significant overlap with the dilatation operator. We have already discussed the case $\phi \leq 0$ elsewhere [128], and we will not return to the details of that discussion here. Interestingly, for $\phi_I \sim 0.25$, starting from the region in close proximity of (but before) the appearance of the tachyon, the discrepancy between the probe approximation and the mass of the lightest physical scalar becomes much more pronounced (see Fig. 7). In this region of parameter space the lightest scalar particle can be rendered parametrically light with respect to all other states, and it is legitimate to interpret it as an approximate dilaton. It is to be noticed that the next-to-lightest state is still not well captured by the probe approximation, due to mixing effects.

Let us now discuss the confining solutions with large values of $\phi_I$. In the limit $\phi_I \to +\infty$, the plots in Appendix F show that $\hat{\phi}_2 \to 0$ and $\hat{\phi}_3 \to +\infty$, as in the SUSY solution. Since $\hat{\phi}_2$ is connected to the explicit breaking of scale invariance, while $\hat{\phi}_3$ encodes its spontaneous breaking, in this limit one expects the emergence of an exact dilaton. This is confirmed by the fact that mass squared of the tachyon approaches zero from below, as
Figure 6. The spectra of scalar masses $M$ as a function of the parameter $\phi_I$ along the confining branch of solutions, normalised in units of the lightest tensor mass, computed with $\rho_1 = 10^{-4}$ and $\rho_2 = 12$. As in Fig. 4, the blue disks represent the two scalars of the model $\phi$ and $\chi$, while the orange disks denote the tachyon. We additionally include the results of our mass spectrum computation using the probe approximation for $M^2 > 0$ (black triangles) and $M^2 < 0$ (orange triangles). We also show by means of the vertical dashed line the case $\phi_I = \phi_I^c > 0$, the critical value that is introduced and discussed in Section 5.

can be seen in Fig. 6. While these solutions are unphysical, this observation nevertheless provides a non-trivial check of our analysis. We further note that as $\phi_I$ is increased, the probe approximation results in additional heavier states becoming lighter and eventually tachyonic. This reinforces the fact that it is not only the tachyon and the lightest scalar that mix with the dilaton, but some of the heavier states as well. We finally notice that, besides a small number of light, discrete states, the spectrum of heavy particles in four dimensions becomes densely packed, eventually degenerating into a gapped continuum. Early evidence of this phenomenon can be seen in all the mass spectra, in Figs. 4 and 5. This final observation is reminiscent of the features that emerge in proximity of the CVMN solution [74, 77] along the baryonic branch of the Klebanov-Strassler system [67, 68]—see also Refs. [126, 127] that study the gravity dual of the Coulomb branch of $\mathcal{N} = 4$ super Yang-Mills.

We conclude this section by summarising our results for the spectrum and interpreting them in terms of the dual field theory. We consider only the regular (confining) solutions, and we start from the region of parameter space in proximity of the backgrounds with $\phi = 0$. The dual field theory is given by a supersymmetric fixed point in $D = 5$ dimensions, that admits two deformations. One corresponds to the insertion of an operator of dimension $\Delta = 3$, the source for which is encoded in the boundary value of the field $\phi$, via the
Figure 7. A magnification of the plot shown in Fig. 6. We normalised the masses $M$ in units of the lightest tensor mass, and computed with $\rho_1 = 10^{-9}$ and $\rho_2 = 15$. We focus in particular on the lightest state of the spectrum, in the plot region where the tachyonic states first appear. The dashed red box is intended to enclose an important feature of the full spectrum in Fig. 6, namely a region of $\phi_I$ parameter space wherein the probe approximation completely disagrees with the full gauge-invariant scalar computation. We see that there exists a finite range of values of the IR parameter $\phi_I$ for which the squared masses $M^2$ of the physical scalars $a^i$ and the probes $a^i|_{h=0}$ differ by a minus sign, and hence the probe approximation unambiguously fails.
the regime in which \( \phi_3 \) is large in Section 5.5, where we return to the results of the exercise performed in the current subsection.

## 5 Free energy and a phase transition

In this section we discuss the stability of backgrounds belonging to all the distinct classes of solutions introduced earlier on. We do so by computing the free energy density of the system, with a prescription that allows us to compare unambiguously to one another solutions belonging to different classes.

### 5.1 General action and formalism

Our first step is to derive the free energy of the solutions from the truncated action of the scalar field \( \phi \) coupled to gravity in \( D = 6 \) dimensions—while setting equal to zero all other fields. We include a boundary at \( \rho = \rho_2 \) as a regulator, with the understanding that the physical field theory results will be recovered at the end of the calculations by taking the limit \( \rho_2 \to +\infty \). We also need to introduce a regulator in the IR: despite the fact that some of the solutions we consider are completely smooth, the physical space is bounded by \( \rho_1 < \rho < \rho_2 \). It is understood that eventually we will take \( \rho_1 \to \rho_o \), with \( \rho_o \) the physical end of the geometry. The presence of boundaries requires on general grounds adding to the action the Gibbons-Hawking-York terms \( S_{GHY,i} \) and boundary-localised potentials \( S_{pot,i} \), for \( i = 1, 2 \). We hence write the action as follows.

\[
S = S_{\text{bulk}} + \sum_{i=1,2} (S_{GHY,i} + S_{pot,i})
\]

\[
= \int d^4x \, d\eta \, d\rho \sqrt{-\hat{g}} \left( \frac{\mathcal{R}_6}{4} - \hat{g}^{\hat{M}\hat{N}} \partial_{\hat{M}}\phi \partial_{\hat{N}}\phi - \mathcal{V}_6(\phi) \right)
+ \sum_{i=1,2} (-)^i \int d^4x \, d\eta \sqrt{-\tilde{\hat{g}}} \left( \frac{K}{2} + \lambda_i \right) \bigg|_{\rho = \rho_i}, \tag{5.1}
\]

where \( \hat{g}_{\hat{M}\hat{N}} \) is the metric tensor for the six-dimensional line element in Eq. (2.6) for \( V_M = 0 \), \( \hat{g}_6 \) is its determinant, \( \mathcal{R}_6 \) is the corresponding Ricci scalar, and \( \hat{g}_{\hat{M}\hat{N}} \) is the metric induced on each boundary.

In order to define the induced metric, we introduce the six-vector \( n_{\hat{M}} = (0, 0, 0, 0, 1, 0) \), that satisfies the defining relations:

\[
1 = \hat{g}_{\hat{M}\hat{N}} n^{\hat{M}} n^{\hat{N}} = n^{\hat{M}} n_{\hat{M}}, \tag{5.2}
\]

\[
0 = n^{\hat{M}} (\hat{g}_{\hat{M}\hat{N}} - n_{\hat{M}} n_{\hat{N}}). \tag{5.3}
\]

The covariant derivative is written in terms of the connection as

\[
\nabla_{\hat{M}} f_{\hat{N}} \equiv \partial_{\hat{M}} f_{\hat{N}} - \Gamma^Q_{\hat{M}\hat{N}} f_Q, \tag{5.4}
\]

\[
\Gamma^P_{\hat{M}\hat{N}} \equiv \frac{1}{2} \hat{g}^{PQ} (\partial_{\hat{M}} \hat{g}_{\hat{N}\hat{Q}} + \partial_{\hat{N}} \hat{g}_{\hat{M}\hat{Q}} - \partial_{\hat{Q}} \hat{g}_{\hat{M}\hat{N}}) \tag{5.5}
\]
We can now define the induced metric tensor \( \hat{\gamma}^M_\hat{\nabla} \) and the extrinsic curvature \( K \) as follows:

\[
\hat{\gamma}^M_\hat{\nabla} \equiv \hat{\gamma}^M_\hat{\nabla} - n^M \hat{\nabla}^N, \\
K \equiv \hat{\gamma}^M_\hat{\nabla} K^\hat{\nabla}_N = \hat{\gamma}^M_\hat{\nabla} \nabla^N, \\
\]

so that with our conventions we find that

\[
K = -\hat{\gamma}^M_\hat{\nabla} 1^5 = 4\partial_\rho A - \partial_\rho \chi = \partial_\rho c.
\]

In order to calculate the free energy, one needs to evaluate the action on-shell. The bulk part of the action then has two components: one proportional to the equations of motion themselves, that hence vanishes when evaluated on any classical background solution, and a second part that reduces to a total derivative. We can use Eq. (2.20) from Section 2.3.1 to rewrite the bulk action as:

\[
S_{\text{bulk}} = S_{\text{bulk},1} + S_{\text{bulk},2} = -\frac{3}{8} \int_{\rho_1}^{\rho_2} d^4x d\eta d\rho \partial_\rho (e^{4A-c} \partial_\rho A).
\]

Explicit evaluation shows that the boundary-localised contributions, evaluated on-shell, yield

\[
S_{\text{GHY},1} = -\int d^4x d\eta e^{4A-\chi} \left(2\partial_\rho A - \frac{1}{2} \partial_\rho \chi\right)\bigg|_{\rho=\rho_1},
\]

\[
S_{\text{pot},1} = -\int d^4x d\eta e^{4A-\chi} \left(\lambda_1\right)\bigg|_{\rho=\rho_1},
\]

\[
S_{\text{GHY},2} = \int d^4x d\eta e^{4A-\chi} \left(2\partial_\rho A - \frac{1}{2} \partial_\rho \chi\right)\bigg|_{\rho=\rho_2},
\]

\[
S_{\text{pot},2} = \int d^4x d\eta e^{4A-\chi} \left(\lambda_2\right)\bigg|_{\rho=\rho_2}.
\]

The free energy \( F \) and the free-energy density \( \mathcal{F} \) are defined as

\[
F \equiv -\lim_{\rho_1 \to \rho_0} \lim_{\rho_2 \to +\infty} S \equiv \int d^4x d\eta \mathcal{F},
\]

which yields the general result

\[
\mathcal{F} = \lim_{\rho_1 \to \rho_0} \frac{1}{8} e^{4A-\chi} \left(13\partial_\rho A - 4\partial_\rho \chi + 8\lambda_1\right)\bigg|_{\rho_1}
- \lim_{\rho_2 \to +\infty} \frac{1}{8} e^{4A-\chi} \left(13\partial_\rho A - 4\partial_\rho \chi + 8\lambda_2\right)\bigg|_{\rho_2}.
\]

In the body of the calculations, we adopt the following prescription. We choose \( \lambda_1 = -\frac{3}{2} \partial_\rho A \) and \( \lambda_2 = \mathcal{W}_2 \) (it is sufficient to know the form of \( \mathcal{W}_2 \) up to quadratic order in \( \phi \) in order to extract the divergent and finite parts), and as a result the free energy density is

\[
\mathcal{F} = \lim_{\rho_1 \to \rho_0} \frac{1}{8} e^{4A-\chi} \left(\partial_\rho A - 4\partial_\rho \chi\right)\bigg|_{\rho_1}
- \lim_{\rho_2 \to +\infty} \frac{1}{8} e^{4A-\chi} \left(13\partial_\rho A - 4\partial_\rho \chi + 8\mathcal{W}_2\right)\bigg|_{\rho_2}.
\]

The choice of \( \lambda_1 \) is dictated by the requirement that the variational principle be well defined, and the variation of the bulk action supplemented by the IR boundary action yields
the bulk equations of motion and boundary conditions at $\rho = \rho_1$.\footnote{This leads to the requirement that $\lambda_1|_{\rho_1} = -\frac{2}{3} \partial_\rho A |_{\rho_1}$ evaluated at the IR boundary, hence explaining the aforementioned choice. Note, however, that we do not need to know the explicit functional dependence of $\lambda_1$ on $\phi$ in order to perform our calculation of the free energy.} We find that with this choice

$$S_{GHY,1} + S_{pot,1} = -\frac{1}{2} \int d^4x d\eta \left( e^{4A-x} \left( \partial_\rho A - \partial_\rho \chi \right) \right) |_{\rho_1},$$

and by looking at the IR expansions of the regular solutions we find that the boundary-localised action does not contribute to their free energy in the $\rho_1 \to \rho_o$ limit. Hence, in the case in which the geometry closes smoothly in the IR, the presence of the regulator is unnecessary and has no physical effect. We are now in a position to apply this prescription to all other solutions as well.

The choice of $\lambda_2$ is dictated by covariance, locality, and the requirement that all divergences cancel [48–50]. In the case at hand, in general one expects two types of UV divergences: one driven by the bulk cosmological constant, and one by the (square of the) mass deformation $\phi_2^2$. Because of these two divergences, $F$ and its second derivative with respect to the source $\phi_2$ are scheme-dependent. This is a generic feature, commonly appearing in many holographic free energy calculations, and has been observed in other contexts (see for instance the discussions in Ref. [130]). For our purposes, it has one important implication: the classical statistical mechanics concavity theorems do not trivially apply to our results for the free energy, the minima of which will not exhibit a concavity with definite sign. With our choice of $\lambda_2$, dictated by holographic renormalisation, and by making use of the UV expansions and of the relation $\partial_\rho = -\frac{2}{3} z \partial_z$, we find that

$$S_{GHY,2} = \int d^4x d\eta \frac{e^{4A_U - \chi_U}}{\phi_2 z^5} \left( \frac{5}{3} - \frac{5}{12} \phi_2^2 z^4 + 0 \times z^5 + \cdots \right) |_{\rho_2},$$

$$S_{pot,2} = \int d^4x d\eta \frac{e^{4A_U - \chi_U}}{\phi_2 z^5} \left( -\frac{4}{3} + \frac{1}{3} \phi_2^2 z^4 + \frac{8}{15} \phi_2 \phi_3 z^5 + \cdots \right) |_{\rho_2},$$

$$S_{bulk,2} = \int d^4x d\eta \frac{e^{4A_U - \chi_U}}{\phi_2 z^5} \left( -\frac{1}{3} + \frac{1}{12} \phi_2^2 z^4 + \frac{1}{80} (4 \phi_2 \phi_3 + 25 \chi_5) z^5 + \cdots \right) |_{\rho_2}.$$  

The divergences exactly cancel, leaving a finite contribution to the free energy.

We observe that the contribution to the free energy coming from evaluation at the IR boundary $\rho_1$ in Eq. (5.17) happens to be proportional to the combination appearing in Eq. (2.21). This contribution hence coincides with a conserved quantity, that we can evaluate at any value of the coordinate $\rho$. It is convenient to evaluate it at the UV boundary, where we notice that (as expected) it gives a finite contribution. By substituting the general UV expansions and of the relation $\partial_\rho = -\frac{2}{3} z \partial_z$, we find that

$$F = \frac{1}{16} e^{4A_U - \chi_U} (4 \phi_2 \phi_3 + 25 \chi_5) - \frac{1}{48} e^{4A_U - \chi_U} (28 \phi_2 \phi_3 + 15 \chi_5)$$

$$- \lim_{\rho_2 \to +\infty} e^{4A-x} \left( \frac{3}{2} \partial_\rho A + W_2 \right) |_{\rho_2}$$

$$= -\frac{1}{12} e^{4A_U - \chi_U} (4 \phi_2 \phi_3 - 15 \chi_5),$$
where in the first line the first term comes from the $\rho_1 \to +\infty$ limit evaluation of the first term in Eq. (5.16), and the second from the $\rho_2$ limit evaluation. The second line is a general combination of all the contributions. The third line is our main result, and we will return to it when we discuss each individual class of solutions, in the subsections to follow. For completeness, and to elucidate some subtle differences, we repeat this calculation in the five-dimensional language, in Appendix G, with identical results.

5.2 Domain wall solutions

If we impose the (domain-wall) constraint $A = 4\chi$, this introduces two additional constraints on the five UV parameters:

$$A_U = 4\chi_U ,$$ (5.24)

$$\chi_5 = -\frac{4}{25} \phi_2 \phi_3 .$$ (5.25)

From these two relations we may deduce the values of $\chi_5$ and $\chi_U$ given the other three parameters. We notice that the above constraint on $\chi_5$ causes the first term of Eq. (5.21) to vanish exactly, and we hence obtain the following expression for the free energy of the domain-wall (DW) solutions, which include, among others, the SUSY as well as the IR-conformal solutions:

$$F^{(DW)} = -\frac{8}{15} e^{4A_U - \chi_U} \phi_2 \phi_3 .$$ (5.26)

In the case of the IR-conformal solutions (IRC), one numerical background may be used to generate any other by an additive shift of the holographic coordinate. The following ratio is an invariant:

$$\kappa \equiv \frac{|\phi_3|}{|\phi_2|^2} .$$ (5.27)

We find numerically that $\kappa \simeq 2.87979$, so that the final result for the free energy is

$$F^{(IRC)} = -\frac{8}{15} \kappa \phi_2 |\phi_2|^2 \simeq -\frac{8}{15} (2.87979) \phi_2 |\phi_2|^2 .$$ (5.28)

5.3 Numerical implementation

The general result for the free-energy density for all solutions is in Eq. (5.23):

$$F = -\frac{1}{12} e^{4A_U - \chi_U} (4\phi_2 \phi_3 - 15\chi_5) .$$

All the classes of solutions we discuss are known numerically, and are obtained by exploiting the IR expansions we reported in Section 3. We implement a numerical routine to extract a table of UV parameter values $\{\phi_2, \phi_3, \chi_5\}$ for solutions of each class, having set $A_U = \chi_U = 0$. To this end, we do the following.

1. For each given choice of IR expansion, we numerically solve the background equations of motion for $\phi(\rho)$, $\chi(\rho)$, and $A(\rho)$, having chosen the end-of-space to be at $\rho_o = 0$ with the boundary conditions set up at a small $\rho$. 
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2. Starting from these solutions, we generate new ones by shifting the radial coordinate together with $\chi$ and $A$ such that the combined effect is to set $A_U = \chi_U = 0$ as required.

3. We match each numerical solution and its derivatives with the UV expansions, and extract $\phi_2$, $\phi_3$, and $\chi_5$.

In the third step, one needs to choose a value of the radial coordinate $\rho = \rho_m$ at which to do the matching. This choice is dictated by the requirement to minimise the effect of the numerical noise, while at the same time ensuring that $\rho_m$ is large enough that the solutions have reached the region in proximity of the $\phi = 0$ critical point. We do not report the details of this laborious process, but only our main results.

We checked that the numerical determination of the UV parameters can be used to set up the boundary conditions in the UV, and by solving again the equations of motion towards small $\rho$, we recover the original backgrounds. The Reader should be alerted of the fact that the non-linear nature of the equations is such that this second process does not allow one to reproduce accurately the region of the geometry in proximity of the end of space at small $\rho$, a region that is essential in the calculation of the scale-setting parameter $\Lambda$. Indeed, this is the reason why, for the purpose of numerical studies, it is preferable to construct the solutions by choosing the boundary conditions close to the end of space in the geometry, and evolving the differential equations towards large values of the holographic coordinate $\rho$. We estimate the numerical precision of our calculation of the free energy and of the parameters relevant to the energetics study to be accurate within a few percent.

Singular solutions are treated in exactly the same way as the confining solutions, thanks to the introduction of the regulator at $\rho_1$ and to the prescription we discussed earlier in this section. A practical simplification of the procedure is given by the observation that the

| Class           | $A_U$ | $\chi_U$ | $\phi_2$ | $\phi_3$ | $\chi_5$ | Scale setting |
|-----------------|-------|----------|----------|----------|----------|---------------|
| SUSY            | 0     | 0        | 0        | Free     | $A = 4\chi$ | None          |
| IR-conformal    | 0     | 0        | $< 0$    | $\phi_3 = \kappa \phi_2 | \phi_2|^{1/2}$ | $A = 4\chi$ | None          |
| Confining       | 0     | 0        | Free     | Curvature sing. | Conical sing. | $\Lambda$ |
| Skewed          | 0     | 0        | Free     | $c_{skew} = c_{conf}$ | $d_{skew} = -d_{conf}$ | $\Lambda$ |
| Good Singular   | 0     | 0        | Free     | Free     | Free     | $A = 4\chi$ | $\Lambda$ |
| Bad Singular    | 0     | 0        | Free     | Free     | Free     | $A = 4\chi$ | $\Lambda$ |
| DW Singular     | 0     | 0        | Free     | Free     | Free     | $A = 4\chi$ | $\Lambda$ |

Table 1. Parametrisation, constraints and scale setting procedure of each class of solutions considered in the text, and in Figs. 8 and 9. The scale $\Lambda$ is defined in Eq. (3.51), and has been used to restore physical units in $F$ and $\phi_2$ in the energetics. In the case of the IR-conformal solutions and of the SUSY solutions, no scale setting is used, because $F = 0$ in the former, and $F = -\frac{8}{15}\kappa \phi_2 | \phi_2|^{3/2}$ in the latter, but $\Lambda$ is not defined. The SUSY singular solutions are represented by a point in Figs. 8 and 9, the IR conformal, confining, skewed and singular DW solutions are represented by lines, and finally the generic (good as well as bad) singular solutions cover a two-dimensional portion of the $(\hat{\phi}_2, \hat{F})$ plane (see Figs. 8 and 9).
free energy of the skewed solutions is formally identical to that for the confining solutions, except for the replacements in Eqs. (3.41), (3.42), and (3.43).

In Table 1 we summarise some basic properties of the various classes of solutions relevant to the analysis that follows. We repeat here some important and subtle points. The scale-setting procedure for the SUSY and IR-conformal solutions is treated in a different way, for specific reasons that we describe in the next subsection. In the case of confining solutions, $\phi_3$ and $\chi_5$ are constrained by the requirement of eliminating curvature and conical singularities, respectively. For the skewed solutions, these requirements are replaced by the fact that skewed solutions can be obtained from confining solutions by changing the sign of the background function $d$.

From here on, we find it convenient to define the following notation. We rescale all the physical quantities by the appropriate power of the scale $\Lambda$ defined in Eq. (3.51) as

$$\hat{F} \equiv F \Lambda^{-5},$$

$$\hat{\phi}_2 \equiv \phi_2 \Lambda^{-2},$$

$$\hat{\phi}_3 \equiv \phi_3 \Lambda^{-3},$$

and so on for all possible physical quantities. By doing so, as we will show explicitly, we can legitimately compare solutions belonging to any of the different classes described in this paper.

5.4 Free energy density and the phase structure

In order to investigate the energetics along all the branches of solutions, we employed a numerical routine to compute their free energy by extracting physical values of the five UV parameters; we present here the results of this numerical analysis. In particular, we show how the free energy density $F$ behaves as a function of $\phi_2$, the deformation of the theory corresponding to the aforementioned operator of dimension $\Delta = 3$. We repeat that we normalised the two quantities by the appropriate power of the scale $\Lambda$, in order to be able to compare different solutions. As the plots are rather busy, showing a large amount of information, we first devote some space to explaining how to read them, and then we analyse the physical results, by treating separately the $\hat{\phi}_2 < 0$ and $\hat{\phi}_2 > 0$ cases.

In Fig. 8 we show five of the seven classes of solutions listed in Table 1.

- The SUSY solutions all have $\phi_2 = 0$, and because they satisfy the domain-wall constraint $\Lambda = 4\chi$, by virtue of Eq. (5.26), which descends from Eq. (5.25), also $F = 0$. The integral defining $\Lambda$ in Eq. (3.51) diverges ($\Lambda \to 0$). These solutions are represented by the grey disk at the origin.

- The IR-conformal solutions exist only for $\phi_2 < 0$. The integral defining $\Lambda$ in Eq. (3.51) diverges also in this class of solutions ($\Lambda \to 0$). Yet, because of scale invariance, we find that $F$ scales as a power of $\phi_2$, and we represent these solutions with the purple line in Fig. 8. This line represents what would be the result of using any other possible scale-setting process for the IR-conformal solutions.
Figure 8. The free energy density $\hat{F}$ as a function of the deformation parameter $\hat{\phi}_2$ for the IR-conformal solutions (purple), the confining solutions (black), and the skewed solutions (red), compared to a few representative choices of (good) singular solutions (blue). For the latter, we generated the numerical solutions from the IR expansions, by setting $(\phi_L, \zeta) = (-0.02, -1), (-0.04, -1), (-0.08, -1), (-0.15, -1), (-0.2, -1), (-0.25, -1), (-0.3, -1), (-0.35, -1), (-0.35, 1), (-0.3, 1), (-0.25, 1), (-0.2, 1), (-0.15, 1), (-0.04, 1), (-0.02, 1)$, respectively (top blue line to bottom blue line), and varied the value of $\phi_I$. The darker blue line, separating the cases $\zeta = \pm 1$, corresponds to the domain wall solutions obtained with $\phi_L = -1/\sqrt{5}$ and varying $\phi_I$. The SUSY solutions (grey) are represented by a point at the origin. The orange line shows the region along the branch of confining solutions in which the tachyonic state appears in the scalar mass spectrum. (Note that the very top blue line crosses the red one for large negative values of $\hat{\phi}_2$. We expect this to be a purely numerical artifact that could be removed with higher numerical precision.)

- The confining solutions are rendered in black and orange. They form a line, as we generate the solutions by varying the parameter $\phi_I$. We notice the existence of a maximum value of $\hat{\phi}_2$. For graphical illustration, we rendered in orange the part of the curve obtained with confining solutions for which one of the scalar states has a negative mass squared (see Figs. 6 and 7). Part of this tachyonic portion of the branch of solutions has free energy $\hat{F}$ lower than the solutions with the same value of $\hat{\phi}_2$ located along the regular portion of the confining branch, and the orange and black curves cross non-trivially. This observation by itself would be proof that a phase transition takes place, were it not for the undesirable feature that the tachyonic backgrounds would be minimising the free energy over a portion of parameter space.

- The skewed solutions are rendered in red. We obtained these solutions by changing the sign of $d \rightarrow -d$ from the confining solutions, which implies the relations in Eqs. (3.41), (3.42) and (3.43). Also in this case there exists a maximum value of $\hat{\phi}_2$.

- The generic solutions with good singularity are depicted in blue. We choose a number
Figure 9. The free energy density $\hat{F}$ as a function of the deformation parameter $\hat{\phi}_2$ for the IR-conformal solutions (purple), the confining solutions (black), and the skewed solutions (red), compared to a few representative choices of (badly) singular solutions (green). For the latter, we generated the numerical solutions from the IR expansions, by setting $(\phi_L, \zeta) = (0.05, -1), (0.1, -1), (0.15, -1), (0.2, -1), (0.25, -1), (0.25, 1), (0.2, 1), (0.15, 1), (0.1, 1), (0.05, 1)$, respectively (lighter green lines), and varied the value of $\phi_I$. The dark green line represents the domain-wall (badly) singular solutions, obtained by varying the parameter $\phi_4$ in the IR expansion in Section 3.7. The SUSY solutions (grey) are represented by a point at the origin. The orange line shows the region along the branch of confining solutions in which the tachyonic state appears in the scalar mass spectrum. We shaded in light blue the region covered by the good singular solutions (see Fig. 8).

of representative values for the parameter $\phi_L < 0$, and discuss both choices of $\zeta = \pm 1$ (see Section 3.6). For $\phi_L \to 0$ the blue lines approximate the confining (for $\zeta = +1$) and skewed (for $\zeta = -1$) solutions, as expected. For $\phi_L \to -\frac{1}{\sqrt{5}}$, one finds the special case of domain-wall solutions with good singularity (in this case the choice $\zeta = \pm 1$ is immaterial), and we denote this line, which appears just above the purple one, with a darker shade of blue.

We notice one very important fact: thanks to the rescaling that defines $\hat{F}$ and $\hat{\phi}_2$, all branches of solutions depicted in Fig. 8 (and this holds true also in the subsequent Fig. 9) connect to the origin of the diagram, with $\hat{F} = 0$ and $\hat{\phi}_2 = 0$. This observation makes it explicitly clear that, despite the semi-classical nature of the calculations we performed, the free energy density $\hat{F}$ is defined in a consistent way that allows for the comparison of all possible solutions along all the branches we identified, given that effectively they all share one common point.

All the blue lines are entirely contained within the region of the plot delimited by the black-orange line and the red line. Varying within this class of solutions, for all available choices of parameters, the confining solutions minimise $\hat{F}$, while the skewed solutions max-
imise it. The solutions with good singularity do not resolve either of the two problematic features of the confining class: they do not extend the plot beyond the maximum value for $\hat{\phi}_2$, nor do they give us solutions with energy lower than the tachyonic sub-branch of the confining solutions. Finally, we highlight how not only are the solutions fully contained inside the region delimited by the black-orange and red curves, but also that, by varying $\phi_4$, we can span the entirety of this region.

In Fig. 9, we add to the set of solutions on display several representative choices of badly singular solutions (in green), chosen by varying $\phi_L$ and $\zeta$, as well as the domain wall ones discussed in Section 3.7 (in dark green). We replace the solutions with a good singularity by shading in light blue the whole region of the plane $(\hat{\phi}_2, \hat{F})$ delimited by the confining and skewed solutions. We notice two important features: for some choices of parameters, badly singular solutions exist that exceed the upper bound on $\hat{\phi}_2$ that we identified when discussing the confining solutions, and furthermore there are domain-wall, badly singular solutions with free energy lower that those along the tachyonic portion of the confining branch of solutions.

The plot in Fig. 9 clearly displays the features expected in the presence of a phase transition, and we will return to it shortly. Fig. 10 is a detail of Fig. 9, in which we retained only the confining solutions (black-orange line) and the badly singular domain-wall solutions (dark green). We highlight the region in proximity of the intersection between the two lines, which identifies a critical value $\hat{\phi}_c^2$ of the deformation parameter $\hat{\phi}_2$. The minimum of the free energy density is given by confining solutions for $\hat{\phi}_2 < \hat{\phi}_c^2$, and by badly singular domain-wall solutions for $\hat{\phi}_2 > \hat{\phi}_c^2$. The tachyonic section of the confining branch is never a minimum of the free energy at fixed $\hat{\phi}_2$.

Figure 10. The free energy density $\hat{F}$ as a function of the deformation parameter $\hat{\phi}_2$ for the confining solutions (black and orange), and the domain-wall (badly) singular solutions, obtained by varying the parameter $\phi_4$ in the IR expansion in Section 3.7 (dark green).
We now discuss the physics lessons we learn from the combination of Figs. 8, 9 and 10. For negative values of $\hat{\phi}_2$, we find that all classical solutions identified in the body of the paper have finite free energy density $\hat{F}$, and this is bounded from below by the confining solutions, and from above by the skewed solutions. All other solutions have free energy somewhere in between—they include the SUSY solutions, the IR-conformal solutions, and all the generic solutions discussed in Section 3.6 and Section 3.7. If we were to restrict attention to $\phi \leq 0$ (as done for example in Refs. [97] and [98]), there would be no benefit from the study of solutions other than the confining ones, which already minimise the free energy, have no curvature nor conical singularities, admit a sensible field theory interpretation, and the spectrum of the small fluctuations around these background solutions can be interpreted in terms of the discrete mass spectrum of bound states of the dual field theory.

When we analyse the region with $\hat{\phi}_2 > 0$, we find the existence of a critical choice $\hat{\phi}_2^c$ for which a phase transition takes place, with the physically realised background minimising the free energy density being given by confining solutions when $\hat{\phi}_2 < \hat{\phi}_2^c$, and singular domain wall solutions for $\hat{\phi}_2 > \hat{\phi}_2^c$. Interestingly, while the spontaneous compactification of one of the space-time dimensions of the theory is energetically favoured in the confined phase, beyond the critical point the theory prefers to preserve (locally) the full five-dimensional Poincaré invariance. The critical parameters at the transition are extracted from the numerical study, and we find:

$$\hat{\phi}_2^c \simeq 0.169, \quad (5.32)$$
$$\phi^t \simeq 0.027, \quad (5.33)$$
$$\phi^s \simeq 98.9, \quad (5.34)$$
$$\hat{F}^c \simeq -3.893. \quad (5.35)$$

We also find that the UV parameters in the gravity analysis show a sharp discontinuity in the values assumed in the phase with a shrinking circle (denoted by the subscript $<$) and in the domain-wall phase (denoted by the subscript $>$):

$$\hat{\phi}_{3<}^c \simeq -0.092, \quad \hat{\phi}_{3>}^c \simeq 43.2, \quad (5.36)$$
$$\hat{\chi}_{5<}^c \simeq -3.12, \quad \hat{\chi}_{5>}^c \simeq -1.17. \quad (5.37)$$

In particular, we notice the enhancement of $\hat{\phi}_{3>}^c$.

5.5 Properties of the phase transition

Having established the existence of a first order phase transition, we devote this subsection to characterising it. We also return to its relation with the physical spectrum of the bound states of the dual theory along the confining branch.

As repeatedly stated, two non-trivial operators are present in the dual field theory. We identify the source for the operator of dimension $\Delta = 3$ with the leading-order coefficient $\phi_2$ in the UV expansion exhibited at the beginning of Section 3. We can express this statement by adopting the following definition:

$$\phi_2 \equiv \lim_{\rho_2 \to +\infty} e^{2A - 2\chi} \phi(\rho_2), \quad (5.38)$$
which is manifestly consistent with the UV expansion. In the study we performed of the free energy density $F$ we kept the source of the other non-trivial operator fixed (we set $A_U = 0 = \chi_U$), and studied how $F$ varies as a function of the source $\phi_2$. Moreover, in order to facilitate the comparison of different branches, we implemented a scale-setting procedure by defining the energy scale $\Lambda$, allowing us to compare dimensionless quantities.

We now define two dynamical quantities that play a role similar to that of order parameters, and study them as we cross from one side to the other of the phase transition. In analogy with the magnetization of a system in thermodynamics, the first such parameter is defined as the variation of the free energy density with respect to the source $\phi_2$ (holding $A_U = 0 = \chi_U$ and $\Lambda$ fixed) measured in units of $\Lambda$:

$$\hat{M} \equiv \Lambda^{-3} \frac{\partial}{\partial \hat{\phi}_2} F(\hat{\phi}_2, \Lambda) = \frac{\partial}{\partial \hat{\phi}_2} \hat{F}(\hat{\phi}_2).$$

(5.39)

We cannot write this in closed form, as it requires expressing explicitly the coefficients $\hat{\phi}_3(\hat{\phi}_2)$ and $\hat{\chi}_5(\hat{\phi}_2)$, appearing in the expression for the free energy density, in terms of $\hat{\phi}_2$. But we can evaluate the derivative numerically. From Figs. 8 and 9, we see that $\hat{M}$ is a well-defined quantity for the confining, skewed, IR-conformal, and singular domain-wall solutions. In the more general singular solutions (represented by the blue and lighter green lines in Figs. 8 and 9), an additional parameter remains undetermined in terms of $\hat{\phi}_2$ (see Table 1), and therefore the variation with respect to $\hat{\phi}_2$ is ambiguous.

The second parameter that we define measures how much Poincaré invariance in $D = 5$ dimensions is broken, and is given by

$$\hat{\Delta}_{\text{DW}} \equiv \hat{\chi}_5 + \frac{4}{25} \hat{\phi}_2 \hat{\phi}_3.$$

(5.40)

As can be seen from the leading-order parameter appearing in the UV-expansion of the combination $d = A - 4\chi$ in Eq. (3.10), $\hat{\Delta}_{\text{DW}}$ vanishes for the domain-wall background solutions, for which $d = 0$.

In Fig. 11 we show a detail of the functions $\hat{\mathcal{F}}$ and $\hat{\mathcal{M}} \equiv \frac{\partial \hat{\mathcal{F}}}{\partial \hat{\phi}_2}$ in the vicinity of the phase transition. The derivative has been evaluated numerically. The plots show clear evidence of a strong first-order phase transition: while the free energy is continuous, its derivative with respect to the deformation parameter is not. The two bottom panels of Fig. 11 show that in the physical phase in which the confining solutions are realised, the order parameter $\hat{\Delta}_{\text{DW}}$ is large, while $\hat{\phi}_3$ is negligible, and vice versa $\hat{\phi}_3$ is large along the singular domain-wall solutions for which $\hat{\Delta}_{\text{DW}} = 0$.

Along the branch of confining solutions, the dynamics captured by the gravity theory favours the shrinking to zero size of the compact dimension spanned by $\eta$, which in field theory terms corresponds to confinement of the dimensionally-reduced dual theory. Conversely, along the branch of singular domain-wall solutions, the theory is preserving (locally) the higher-dimensional Poincaré invariance, with the formation of a condensate for the dimension-3 operator $O_3$ associated with $\phi$, whose magnitude is related to the coefficient $\phi_3$ of the subleading term in the UV expansion of $\phi$. In Fig. 12, we show $\hat{\phi}_3$ as a function of $\hat{\phi}_2$ for a few of the branches of solutions. The confining, skewed, and singular
domain-wall branches all share the feature that $\hat{\phi}_3$ diverges as $\hat{\phi}_2 \to 0$. This reflects the fact that in this limit, they all approach the solution we called SUSY, in which both $\phi_2$ and $\chi_5$ vanish, but the combination $\hat{\phi}_3 = \phi_3 \Lambda^{-3}$ diverges. The regions in parameter space for which $\hat{\phi}_3$ diverges are never energetically favoured. Moreover, while $\hat{\phi}_3 \gg 1$ on the singular domain-wall branch close to the phase transition, the singular nature of this class of solutions makes a field theory interpretation problematic, and it is unknown whether this feature would remain in a more complete treatment of the gravity description.

We can now return to the discussion of the spectrum of bound states along the branch of confining solutions, that we started in Section 4.2. The behaviour of $\phi_3$ and $\chi_5$ is related to the nature of the approximate dilaton state. In particular, the region of parameter space in which $\phi_3$ is large compared to the dynamical scale $\Lambda$ of the theory is the region of large and positive $\phi_I$, for which we see in the spectrum the appearance first of a parametrically light (approximate) dilaton state that eventually becomes tachyonic. This region of parameter space is not physically realised, as the confining solutions are energetically disfavoured.
Figure 12. The UV parameter $\hat{\phi}_3$ as a function of the deformation parameter $\hat{\phi}_2$, for the confining (black, orange), skewed (red), IR-conformal (purple), and singular domain-wall (dark green) classes of background solutions.

compared to the singular domain wall solutions. Some of the metastable configurations leading to a very light dilaton might be long lived, but exploring this possibility would require a detailed study of the bubble rate of the phase transition, which goes far beyond our current purposes (see Ref. [140] for a recent study in this direction). Nevertheless, it is reassuring to notice how the (failure of the) probe approximation captures correctly the existence of a region of parameter space in which the condensate $\langle O_3 \rangle$ is parametrically enhanced.

Some degree of complication in interpreting the spectrum of scalar bound states along the physical, confining branch of solutions arises because of the interplay between the two possible operators developing vacuum expectation values (VEVs). This is particularly subtle in the region with positive, large values of $\phi_I$. As can be seen in Figs. 18, 19, 20, and 21 in Appendix F, by following the black and orange lines, in the limit in which $\phi_I \to +\infty$ one ultimately drives towards suppressing the explicit symmetry breaking parameter $\hat{\phi}_2 \to 0$. One of the condensates vanishes in this unphysical limit, as $\hat{\chi}_5 \to 0$, yet scale invariance is broken spontaneously by the divergence of the other condensate, signalled by the fact that $\hat{\phi}_3 \to +\infty$. Albeit unphysical (because of the tachyon, and of the presence of a phase transition) the analysis of this region of parameter space is quite interesting as a way to test our theoretical tools. The reason why the mass of the lightest scalar fluctuation in the system shows significant discrepancy with the probe approximation is the emergence of this divergently large condensate. At finite, small values of $\phi_I$, the effects of explicit symmetry breaking are not small, and the mixing effects between the two scalar particles sourced by both the operators developing VEVs are not negligible either.

We finally notice that the critical value of $\phi_I^c$ that sets the upper limit to the reach of the field-theory interpretation of the confining solutions is comparatively small with respect to the value at which the tachyon emerges. By examining Fig. 6, one sees that in immediate
proximity of this value of $\phi_I$ the lightest scalar is not a dilaton, and neither is it appreciably much lighter than the other states of the system. The next-to-lightest state, though, shows significant discrepancy with the probe approximation, and it should be interpreted as an approximate (not so light) dilaton, which exists because $\hat{\Delta}_{DW} \neq 0$, signalling the presence of a condensate.

Furthermore, our estimate of $\hat{\phi}_2^c$ is likely an overestimate: the domain-wall, badly singular solutions cannot be the ones realised physically, and in a more complete gravity theory other solutions must take over the dynamics beyond a new critical point $\hat{\phi}_{2c}^c \leq \hat{\phi}_2^c$. Potentially, this might happen at $\hat{\phi}_{2c}^c = 0$ (see Section 5.6 for a complementary discussion). This might make the phase transition even stronger, but we do not have the quantitative elements to support this suggestion.

We must close this discussion by repeating the observation that two pathologies are still present: we could not find any solutions, neither regular nor singular, corresponding to arbitrarily large values of $\hat{\phi}_2$, and furthermore the phase transition we identified seems to indicate that the energetically favoured solutions for $\hat{\phi}_2 > \hat{\phi}_2^c$ are singular, and hence do not admit a sensible physical interpretation in terms of dual field theory quantities. Our interpretation of these results is that there is an upper bound to the choice of $\hat{\phi}_2 < \hat{\phi}_2^c$ for which the gravity description at our disposal admits a holographic field theory interpretation. The other phase exists only as a phase of the gravity theory, regulated by putting boundaries $\rho_1 < \rho < \rho_2$ on the radial (holographic) direction. This unusual feature resembles what happens in the presence of bulk phase transitions in the study of lattice field theories. We will explore this observation further in Section 5.6.

We are forced to conclude that large (positive) deformations of the field theory due to the dimension-3 operator $O_3$ dual to the scalar $\phi$ cannot be captured by this gravity model. Whether or not extensions of the gravity theory can overcome this limitation is unknown: given that Romans supergravity does not contain other scalar fields, such extensions either might involve allowing for non-trivial behaviours of the fields removed by the reduction on $S^4$ of massive type-IIA, or might require the inclusion of extended objects that are not captured by the supergravity approximation. We leave this challenging problem open to future exploration.

### 5.6 An alternative approach to the free energy density

In the previous subsections, we introduced appropriate regulators $\rho_1$ and $\rho_2$, as well as a suitably defined set of boundary-localised terms, chosen according to a prescription that allows one to remove all divergences and to compare to one another the free energy density $F$ of different, independent background configurations. In particular, we derived Eq. (5.22), which we reproduce here for convenience

$$F = - \lim_{\rho_2 \to +\infty} e^{4A} e^{\chi A} \left( \frac{3}{2} \partial_{\rho} A + W_2 \right) \bigg|_{\rho_2}.$$  

For the same purpose, we repeat the definition of the scale $\Lambda$, taken from Eq. (3.51):

$$\Lambda^{-1} \equiv \lim_{\rho_2 \to +\infty} \int_{\rho_2}^{\rho_1} d\rho e^{\chi(\rho) - A(\rho)}.$$

---
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We also studied the energetics as a function of the leading-order coefficient $\phi_2$ in the UV expansion exhibited at the beginning of Section 3, and that we can write by copying Eq. (5.38):

$$
\phi_2 \equiv \lim_{\rho_2 \to +\infty} e^{2A-2\chi}\phi(\rho_2).
$$

The strategy we followed in the previous subsections consisted of first taking the $\rho_2 \to +\infty$ limit in these three expressions, and then studying the resulting phase structure for the theory. There is another possible way to perform this study, and we explore it in this section. We can first hold fixed $\Delta \rho \equiv \rho_2 - \rho_o$ and study the phase structure encoded in the dependence of $\tilde{F} \equiv F$ on $\tilde{\phi}_2 \equiv \phi_2\Lambda^{-2}$, and only afterwards take the limit $\rho_2 \to +\infty$ by looking at how the phase structure evolves in the limit in which the boundary of the gravity theory is removed. We hence introduce the following quantities:

$$
\tilde{F}(\rho_2) \equiv \lim_{\rho_2 \to +\infty} e^{4A-\chi}\left(\frac{3}{2}\tilde{\rho}_2 A + \tilde{W}_2\right)\bigg|_{\rho_2}, \quad \tilde{W}_2 = -\frac{4}{3} - \frac{4}{3} \tilde{\phi}_2^2,
$$

$$
\tilde{\Lambda}^{-1}(\rho_2) \equiv \int_{\rho_o}^{\rho_2} d\tilde{\rho} e^{\chi(\tilde{\rho}) - A(\tilde{\rho})}, \quad \tilde{\phi}_2(\rho_2) \equiv e^{2A-2\chi}\phi(\rho_2),
$$

which are the finite-$\rho_2$ analogues of their infinite-$\rho_2$ limits. We will study them at finite $\Delta \rho$, perform the minimisation of $\tilde{F}\Lambda^{-5}$ on $\tilde{\phi}_2 \equiv \phi_2\Lambda^{-2}$, and only afterwards take the limit $\rho_2 \to +\infty$. Notice that in defining $\tilde{W}_2$ we chose to retain only the terms of $W_2$ that give divergent and finite order contributions to the free energy in the $\rho_2 \to +\infty$ limit; this corresponds to a particular choice of subtraction scheme.

This alternative approach is closely related to what is normally done on the lattice, where one first performs a rough scan of the lattice parameter space, to identify possible artificial phase transitions of the lattice theory, and then restricts the lattice studies to the region connected with the field theory, before taking the continuum limit, in this way avoiding completely unphysical regions of parameter space. In this section we perform this study, restricting our attention to the confining solutions. We will show that the procedure yields the same results as those discussed in the bulk of the paper, in the physical region. The existence of spurious phase-transitions in the gravity side of the gauge-gravity correspondence has been observed before, though in a different context, dealing with the treatment in the probe approximation of extended object embedded in curved backgronds [141]. We stress that the phase transition is not a feature of the field theory, but rather of the regulated gravity dual (although it should be possible to interpret our results in terms of a finite cutoff in the field theory).

The results of this analysis are shown in Fig. 13. We display the results for the confining solutions only, by comparing the regulated free energy $\tilde{F}\Lambda^{-5}$, for various choices of $3 \leq \Delta \rho \leq 11$, to the result of the renormalised analysis. For $\Delta \rho > 5$ the signature of a phase-transition appears, and moreover there is no maximum allowed value of $\tilde{\phi}_2\Lambda^{-2}$.

The branch that takes over the dynamics at large $\Delta \rho$, at least for large positive values of $\tilde{\phi}_2\Lambda^{-2}$, has no genuine field theory dual interpretation, as it exists only when we retain the finite UV cutoff $\rho_2$ when minimising the free energy. We notice that this rather rough analysis seems to suggest that the phase transition takes place at smaller (positive) values of the deformation parameter $\tilde{\phi}_2\Lambda^{-2}$, when compared with the analysis conducted in the
Figure 13. The regulated free energy $\tilde{F}\tilde{\Lambda}^{-5}$ of the confining solutions, as a function of the regulated deformation $\tilde{\phi}_2\tilde{\Lambda}^{-2}$ (dashed blue lines), for various choices of $\Delta \rho = 3, 4, 5, 6, 7, 8, 9, 10, 11$ (top to bottom, left to right). The continuous black-orange line is the renormalised free energy $\tilde{F}$ in Figs. 8, 9, and 10. The green dot marks the location of crossing between the branch of regular solutions and the branch of singular domain wall solutions. The grey dot denotes the SUSY solutions.

bulk of the paper. We also notice that the comparison is not rigorous, as it is affected by the presence of arbitrary scheme dependences. This dependence on the order of limits, on the scheme, and the fact that the energetics of the dominant solution is dominated by spurious cut-off effects, are typical of what in the lattice literature are called bulk phase transitions.

6 Summary

We presented a first realisation, within top-down holography, of one particular strategy for building a dilaton scenario, which is inspired by the ideas in Refs. [81] and [66]. In this scenario, a parametrically light dilaton would emerge as a light scalar particle for choices of the parameters that bring the theory in close proximity of a dynamical instability (and in the presence of enhanced condensates). However, we also found direct evidence of a phase transition, effectively preventing the dynamics from approaching arbitrarily close to the aforementioned instability, and hence none of the scalar particles can be made arbitrarily light along the physical branch of solutions.
This approach represents an appealing, alternative search strategy for dynamical realisations of the dilaton, in contrast to starting by establishing first the existence of a moduli space in the field theory.\(^5\) This study complements the work done by other authors, either guided by considerations emerging from lower-dimensional statistical-mechanics systems [79, 80] or by holographic models built within the bottom-up approach to holography [66]. The primary difference is that we proposed and studied a calculable model built within top-down holography.

The example we considered is the six-dimensional half-maximal supergravity written by Romans [99], dimensionally reduced on a circle. The lift of the solutions to \(D = 10\) massive Type-IIA is known [100–102] (alternative lifts in Type IIB exist as well [103, 104]). The equations of motion admit a special solution with AdS\(_6\) geometry and trivial \(\phi = 0\). This solution can be interpreted as the dual of a strongly coupled fixed point in the large-\(N\) limit of a class of supersymmetric field theories in \(D = 5\) dimensions that has been studied extensively in the literature [131–135] (see also Refs. [136–139] and references therein, and the discussion in Ref. [101]).

The scalar \(\phi\) in the gravity theory corresponds to an operator of dimension \(\Delta = 3\) in the dual five-dimensional theory. Its coupling and condensate are related to the coefficients \(\phi_2\) and \(\phi_3\) in the asymptotic expansion of background gravity solutions. It is known that by tuning \(\phi_2\) and \(\phi_3\) one can build the gravity dual of the field-theory renormalization group flow towards what can be interpreted as a second, non-supersymmetric, perturbatively stable fixed point [109]—although it is not known that this fixed point exists in the dual field theory.

The field theory admits compactification of one spatial direction of the geometry on a circle, hence breaking five-dimensional Poincaré invariance. The size of the circle in the gravity theory is a function of \(\rho\), controlled by the field \(\chi\), and in particular by the coefficient \(\chi_5\) appearing in its asymptotic (UV) expansion. When the circle shrinks, the resulting strongly-coupled four-dimensional dual theory confines. The gravity description hence provides a comparatively simple description of confinement in four dimensions, along the lines suggested by Witten [93], but in a somewhat simpler environment [91, 92].

The simultaneous combination of these two deformations had been studied so far only for values of \(\phi \leq 0\) [97, 98]. In this paper, we extended our study by first allowing \(\phi > 0\), and secondly by complementing the calculation of the spectrum with the study of the free energy density \(\mathcal{F}\). Furthermore, we considered several new general classes of background gravity solutions, all of which approach the aforementioned AdS\(_6\) geometry for large values of the radial direction \(\rho\). Some are regular, and are the main subject of our attention, some have a good singularity, in the sense defined by Gubser [94], and some have a bad singularity.

- We called **SUSY** the solutions that satisfy the first-order equations for the system in \(D = 6\) dimensions. These solutions are supersymmetric, exhibit a good singularity, and preserve five-dimensional Poincaré invariance—in the gravity language this last

---

\(^5\)Top-down holographic realisations of the latter approach already exist, though for limited and quite non-trivial systems, for example along the baryonic branch of the Klebanov-Strassler system [67, 68].
property corresponds to the constraint \( d = A - 4\chi = 0 \), with \( A \) the warp factor in the metric, as discussed in the main body of the paper.

- The **IR-conformal** solutions correspond to the aforementioned flows between the two fixed points. They preserve five-dimensional Poincaré invariance, but break supersymmetry. These solutions are regular.

- With some abuse of language, we called **confining** solutions the regular ones in which Poincaré invariance is reduced to four dimensions, and in which the compact circle shrinks smoothly to zero size at a finite value of the radial direction \( \rho \to \rho_o \). The holographic interpretation of such backgrounds involves both the compactification of the dual five-dimensional theory on a circle, and then linear confinement of the resulting dimensionally-reduced four-dimensional strongly coupled theory.

- A related class of gravity solutions can be obtained from the confining ones by changing the sign of the function \( d = A - 4\chi \). These solutions have the same symmetries as the confining ones, but the size of the circle diverges for \( \rho \to \rho_o \), and as a result the geometry has a (good) naked singularity. We called these solutions **skewed**.

- We also included in our survey three other classes of singular solutions. We found that they can either result in **good singular solutions** or in **bad singular solutions**. (The constraint \( A = 4\chi \) yields the subclass of **singular domain-wall solutions**.) While not representative of dual field theory configurations, we found that the badly singular domain-wall solutions play an important role in the energetics of the gravity theory.

We summarised in Table 1 all these classes of solutions, and how we chose to parametrise them. We introduced a scale setting procedure via the function \( \Lambda \) defined in Eq. (3.51), and showed the dimensionality of the resulting space of solutions. We plotted the free energy in Figs. 8 and 9.

Our first new finding is that the regular, confining solutions exist also for positive values of \( \phi > 0 \). We hence extended the one-parameter family of solutions studied in earlier publications [97, 98]. We computed the spectrum of fluctuations of all the 32 bosonic degrees of freedom of the five-dimensional theory obtained by dimensional reduction on the circle. Our second new result is the mass spectrum, that can be seen in Figs. 4–7.

The salient feature of the mass spectrum is what brings this work in contact with the line of arguments in Refs. [66, 79–81]. While the confining solutions are regular, by moving along the one-parameter class labelled by \( \phi_I \), the mass squared of the lightest scalar glueball becomes progressively smaller (in units of the mass of the tensor, which we use to set the scale in the spectrum), until it becomes tachyonic at some finite, positive value of \( \phi_I \). This instability is our third new result. The reason why this is interesting is that, if interpreted naively, this system would yield an example of a theory in which by tuning the parameter \( \phi_I \) one could dynamically produce a hierarchy of scales between the mass of the lightest scalar particle and the rest of the spectrum. By making use of the probe approximation (as suggested in Ref. [128]), we also showed that in the region of parameter space in which the
lightest scalar has a parametrically suppressed mass—in proximity to the region in which
a tachyon emerges—the associated particle is indeed an approximate dilaton (see Fig. 7),
which is our fourth original result. In connection with this, we also noted the divergent
behaviour of the parameter $\hat{\phi}_3$ in the limit of $\phi_I \to +\infty$.

Unfortunately though, the naive interpretation contained in the previous paragraph has
to be used with caution. To show why, we studied the energetics of the classical solutions,
and found another additional result. The tachyonic instability appears for values of the
deforming parameter $\hat{\phi}_2$ for which the solution has free energy $\hat{F}$ that is higher than that
of other solutions. This is the typical feature expected in the presence of a first-order phase
transition. It is hence not possible to dial the boundary parameter to approach arbitrarily
close to the massless case, as this would require exploring a branch of metastable and
unstable solutions, well past a phase transition.

We could only identify two branches of solutions within the confining class, by varying
$\phi_2$. Furthermore, a maximum value of the parameter $\hat{\phi}_2$ emerged, further confirming the
incompleteness of the energetics discussion when restricted to the confining solutions only.
The picture became more clear once we included in the discussion also singular solutions.
For arbitrarily large $\hat{\phi}_2 > 0$, we could not find a ground state solution—free of gravity
singularities—that admits a trustable field theory interpretation. Yet, for values of $\hat{\phi}_2 > \hat{\phi}_2^c$,
we showed that there exist singular solutions with free energy lower than that of the regular,
confining solutions. Conversely, for negative $\hat{\phi}_2 < 0$, the singular solutions have free energy
higher than the confining ones. Hence, the phase transition takes place at $\hat{\phi}_2 = \hat{\phi}_2^c$ (with
$0 \leq \hat{\phi}_2^c < \hat{\phi}_2$), and all the solutions with $\hat{\phi}_2 > \hat{\phi}_2^c$ along the confining branch are either
metastable or unstable. In particular, there is not a parametrically light dilaton near the
transition: although the lightest bound state is a scalar, and its mass is slightly smaller than
in other regions of the physical portion of parameter space, it does not show the properties
expected by an approximate dilaton, and its mass is not parametrically, nor numerically,
small. The next-to-lightest state, though, is at least approximately a dilaton, but it is
heavier, and its mass does not show any special features in the region of parameter space
immediately adjacent to the phase transition.

We repeat again that the phase transition we find is not a field theory feature, but rather
it exists only in the gravity theory. As discussed in Section 5.6, this is not contradictory,
as gauge/gravity dualities relate only physical objects in the physically related phase of
the theory, and the gravity theory (with finite radial direction $\rho_1 < \rho < \rho_2$) may exhibit
a more general phase structure. Nevertheless, it is interesting to notice how the physical
properties of the bound states in the region of parameter space that admits a field-theory
interpretation are influenced by the phenomena taking place past the phase transition.

7 Conclusion and outlook

Along a new branch of regular solutions of Romans supergravity, we found a tachyonic
instability by studying the mass spectrum of the fluctuations of the sigma-model coupled
to gravity. By approaching this instability in the space of parameters, we found that
the lightest scalar state in the spectrum turns into a tunably light approximate dilaton. A
condensate is enhanced when moving along this branch of solutions, spontaneously breaking (approximate) scale invariance. But we also found that the instability is hidden away by a strong first-order phase transition, so that the lightest scalar state along the physical phase is not parametrically light, and it is the next-to-lightest scalar state that behaves as an approximate dilaton (in association with an enhancement of one of the condensates). We hence uncovered a concrete realisation within top-down holography of arguments closely resembling those of Ref. [66, 79, 80], although in a generalised form.

Our study admits a clear (though not simple) interpretation, and our action is taken from the established catalogue of rigorously defined supergravity theories. We also tested the formal tools that would be needed to perform this type of analysis in other supergravity theories. This paper establishes the basis for the development of a systematic future research programme, encompassing the exploration of the vast catalogue of known supergravity theories.

While we found a strong first-order phase transition, there may be other models realising this mechanism, and it is not known a priori how strong the first-order phase transitions should be in general. They might be very weak. There are well known examples in physics of systems in which first-order phase transitions sit along critical lines (in parameter space) that have an end point. If one could identify a supergravity theory realising this type of critical behaviour, then it would be interesting to repeat our analysis in more detail within such a system. A direct calculation could establish whether the phase transition takes place in the proximity of the end point of the critical line. We might find that the whole spectrum scales without producing a hierarchy, and hence asymptotically reproduces the scaling behaviours expected in the presence of explicitly broken scale invariance. Conversely, one might discover that the spectrum still behaves as in Figs. 6 and 7 and a light dilaton emerges. If so, its existence would be connected to the enhancement of non-trivial condensates in the vacuum, which can be checked explicitly. This possibility, if realised, would have important theoretical and phenomenological implications, and hence motivates us to further pursue our programme in the future.
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Figure 14. Gravitational invariants computed using the analytic confining solutions with $\phi = 0$, shown in Eqs. (3.17, 3.18). From top to bottom, left to right: $R \equiv g^{\hat{M}\hat{N}} R_{\hat{M}\hat{N}}$, $R_2^2 \equiv R_{\hat{M}\hat{N}} R^{\hat{M}\hat{N}}$, and $R_4^2 \equiv R_{\hat{M}\hat{N}\hat{R}\hat{S}} R^{\hat{M}\hat{N}\hat{R}\hat{S}}$.

A  A few gravitational (curvature) invariants

In this appendix we find it useful to present and discuss the results for some of the curvature invariants of the theory in $D = 6$ dimensions—the Ricci scalar $R = \mathcal{R}_6$, the Ricci tensor squared $R_2^2 \equiv R_{\hat{M}\hat{N}} R^{\hat{M}\hat{N}}$, and the Riemann tensor squared $R_4^2 \equiv R_{\hat{M}\hat{N}\hat{R}\hat{S}} R^{\hat{M}\hat{N}\hat{R}\hat{S}}$. We adopt the six-dimensional metric ansatz in Eq. (2.6). After using the equations of motion presented in Section 2.3.1, we find that

\[
R = 6\mathcal{V}_6 + 4(\partial_{\rho}\phi)^2,
\]
\[
R_2^2 = 6\mathcal{V}_6^2 + 8\mathcal{V}_6 (\partial_{\rho}\phi)^2 + 16(\partial_{\rho}\phi)^4,
\]
\[
R_4^2 = \left. \frac{1}{250} \left( 32(\partial_{\rho}d)^2 \left( 4\partial_{\rho}d \sqrt{36(\partial_{\rho}d)^2 + 15\sqrt{5}\sqrt{6R_2^2 - R^2} - 30R} + 24(\partial_{\rho}d)^2 \right) 
\right) + 5\sqrt{5}\sqrt{6R_2^2 - R^2} - 10R \right) - 25 \left( R^2 - 10R_2^2 \right) \right),
\]

where in deriving the expression for $R_4^2$, we made use of the fact that for our solutions $\partial_{\rho}c > 0$ (see Eq. (2.22)).
From these expressions, and from the knowledge of the smooth potential \( \mathcal{V}_6 \) in Eq. (2.8), one sees that as long as \( \phi \) does not diverge, both the Ricci scalar and the square of the Ricci tensor remain finite. This is the case for the regular solutions that we called confining, but it also holds true for the skewed solutions, for which the singularity manifests itself only at the level of the square of the Riemann tensor. In Figs. 14 and 15, we plot the curvature invariants for representative examples of solutions belonging to these two classes, which we chose to be the analytical backgrounds with \( \phi = 0 \), corresponding to the confining and skewed solutions, respectively.

**Figure 15.** Gravitational invariants computed using the analytic skewed solutions with \( \phi = 0 \), shown in Eqs. (3.17, 3.18). From top to bottom, left to right: \( R \equiv g^{MN} R_{MN} \), \( R_2^2 \equiv R_{MN} R^{MN} \), and \( R_4^2 \equiv R_{MNRS} R^{MNSR} \).

**B IR expansions of the generic singular solutions in Section 3.6**

This appendix complements the discussion in Section 3.6. Explicit evaluation of the first terms in the series expansion performed near the end of the geometry, which would correspond to the deep IR of the field theory, including all terms with \( n \leq 2 \), yields the following:
\[
\phi(\rho) = \phi_I + \phi_L \log(\rho - \rho_o) - \frac{e^{2\phi_I} (7\phi_L + 3)}{4(\phi_L + 1)^2 (2\phi_L + 3)}(\rho - \rho_o)^{2\phi_L + 2} + \\
\frac{e^{-2\phi_I} (7\phi_L - 3)}{3(\phi_L - 1)^2 (2\phi_L - 3)}(\rho - \rho_o)^{2-2\phi_L} + \\
\frac{e^{-6\phi_I} (9 - 23\phi_L)}{108 (1 - 3\phi_L)^2 (2\phi_L - 1)}(\rho - \rho_o)^{2-6\phi_L} + \\
e^{4\phi_I} \left( \phi_L (\phi_L (79\phi_L + 197) + 144) + 30 \right) (\rho - \rho_o)^{4\phi_L + 4} + \\
\frac{\phi_L (12\phi_L^2 + 19\phi_L^2 + 9)}{6 (\phi_L^2 - 1)^2 (4\phi_L^2 - 9)}(\rho - \rho_o)^4 + \\
\frac{e^{-4\phi_I} (\rho - \rho_o)^{4-4\phi_L}}{108 (1 - 3\phi_L)^2 (3 - 2\phi_L)^2 (\phi_L - 1)^4 (\phi_L + 1)^2 (2\phi_L - 1) (2\phi_L + 3) (4\phi_L - 5)} \\
\times \left\{ \phi_L \left( \phi_L \left( \phi_L \left( \phi_L \left( -78428\phi_L^2 + 76312\phi_L + 75857 \right) + \\
+ 147745 \right) - 431341 \right) + 213007 \right) + 24561 \right) - 2295 \right\} + \\
e^{-8\phi_I} \left( 4958\phi_L^4 - 8837\phi_L^3 + 6004\phi_L^2 - 1831\phi_L + 210 \right) (\rho - \rho_o)^{4-8\phi_L} + \\
162 \left( 16\phi_L^2 - 34\phi_L + 15 \right) \left( 6\phi_L^3 - 11\phi_L^2 + 6\phi_L - 1 \right)^2 (\rho - \rho_o)^{4-12\phi_L} + \\
\frac{e^{-12\phi_I} \left( \phi_L \left( -5391\phi_L^2 + 6591\phi_L + 2674 \right) + 360 \right)}{5832 (1 - 3\phi_L)^4 (1 - 2\phi_L)^2 (12\phi_L - 5)}(\rho - \rho_o)^{4-12\phi_L} + \ldots \, ,
\]
\[
\chi(\rho) = \chi_I + \frac{1}{15} \left( 4\sqrt{1 - 5\phi_L^2} + 1 \right) \log(\rho - \rho_o) + \\
p + e^{2\phi_I} \frac{\phi_L - 2\sqrt{1 - 5\phi_L^2} + 1}{6 (\phi_L + 1)^2 (2\phi_L + 3)} (\rho - \rho_o)^{2\phi_I+2} + \\
2e^{-2\phi_I} \frac{2\phi_L - 2\sqrt{1 - 5\phi_L^2} - \phi_L + 1}{9 (\phi_L - 1)^2 (2\phi_L - 3)} (\rho - \rho_o)^{-2\phi_I} + \\
e^{-6\phi_I} \frac{-2\sqrt{1 - 5\phi_L^2} - 3\phi_L + 1}{162 (1 - 3\phi_L)^2 (2\phi_L - 1)} (\rho - \rho_o)^{-6\phi_I} + \\
e^{4\phi_I} \frac{(\rho - \rho_o)^{4\phi_I+4}}{45 (\phi_L^2 - 1)^2 (4\phi_L^2 - 9)} \left\{ -24 \left( \zeta \sqrt{1 - 5\phi_L^2} - 1 \right) \phi_L^4 + \\
+5 \left( 2\sqrt{1 - 5\phi_L^2} + 3 \right) \phi_L^2 - 26\zeta \sqrt{1 - 5\phi_L^2} + 1 \right\} + \\
e^{-4\phi_I} (\rho - \rho_o)^{4-4\phi_I} \times \\
\times \left\{ 9 \left( 344\zeta \sqrt{1 - 5\phi_L^2} - 169 \right) + \phi_L \left( 5 \left( 8468\zeta \sqrt{1 - 5\phi_L^2} - 7123 \right) + \\
+\phi_L \left( 88 \left( 433\zeta \sqrt{1 - 5\phi_L^2} + 137 \right) + \phi_L \left( 4\phi_L \left( 4\phi_L \phi_L \phi_L \times \\
\times \left( -5864\phi_L - 10124\zeta \sqrt{1 - 5\phi_L^2} + 7547 \right) + 928\zeta \sqrt{1 - 5\phi_L^2} + 8595 \right) + \\
+107972\zeta \sqrt{1 - 5\phi_L^2} - 1353 \right) + 27964\zeta \sqrt{1 - 5\phi_L^2} - 122406 \right) + \\
-152272\zeta \sqrt{1 - 5\phi_L^2} + 94700 \right) \right\} - 22740\zeta \sqrt{1 - 5\phi_L^2} + 13026 \right) \} + \\
e^{-8\phi_I} (\rho - \rho_o)^{4-8\phi_I} \times \\
\times \left\{ \phi_L \left( 2\phi_L \left( 340\phi_L + 230\zeta \sqrt{1 - 5\phi_L^2} - 617 \right) + \\
-682\zeta \sqrt{1 - 5\phi_L^2} + 879 \right) + 356\zeta \sqrt{1 - 5\phi_L^2} - 290 \right) - 62\zeta \sqrt{1 - 5\phi_L^2} + 37 \right\} + \\
e^{-12\phi_I} (\rho - \rho_o)^{4-12\phi_I} \times \\
\times \left\{ -3\phi_L \left( 3\phi_L \left( 168\phi_L + 76\zeta \sqrt{1 - 5\phi_L^2} - 199 \right) - 188\zeta \sqrt{1 - 5\phi_L^2} + 234 \right) + \\
-116\zeta \sqrt{1 - 5\phi_L^2} + 91 \right\} + \cdots \right\} .
\]
In the numerical studies included in the body of the paper (e.g., in the calculations

\[
A(\rho) = a_I + \frac{1}{15} \left( \zeta \sqrt{1 - 5 \phi_L^2} + 4 \right) \log(\rho - \rho_o) + \\
+ \frac{e^{2 \phi_I} (8 \phi_L - \zeta \sqrt{1 - 5 \phi_L^2} + 8) (\rho - \rho_o)^{2 \phi_L + 2}}{12 (\phi_L + 1)^2 (2 \phi_L + 3)} + \\
- \frac{e^{-2 \phi_I} (-\zeta \sqrt{1 - 5 \phi_L^2} - 8 \phi_L + 8) (\rho - \rho_o)^{-2 \phi_L}}{9 (\phi_L - 1)^2 (2 \phi_L - 3)} + \\
+ \frac{e^{-6 \phi_I} (-\zeta \sqrt{1 - 5 \phi_L^2} - 24 \phi_L + 8) (\rho - \rho_o)^{2 \phi_L - 6 \phi_L}}{324 (1 - 3 \phi_L)^2 (2 \phi_L - 1)} + \\
+ \frac{1}{24 (\phi_L + 1)^4 (2 \phi_L + 3)^2 (4 \phi_L + 5)} \left\{ \phi_L \left( \phi_L \left( 96 \phi_L + 11 \zeta \sqrt{1 - 5 \phi_L^2} + 284 \right) + 23 \zeta \sqrt{1 - 5 \phi_L^2} + 264 \right) + 11 \zeta \sqrt{1 - 5 \phi_L^2} - 76 \right\} + \\
+ \frac{(\rho - \rho_o)^4}{90 (\phi_L^2 - 1)^2 (4 \phi_L^2 - 9)} \left\{ -12 \left( \zeta \sqrt{1 - 5 \phi_L^2} - 16 \right) \phi_L^4 + \\
+ 5 \left( \zeta \sqrt{1 - 5 \phi_L^2} + 24 \right) \phi_L^2 - 13 \zeta \sqrt{1 - 5 \phi_L^2} + 8 \right\} + \\
+ \frac{e^{4 \phi_I} (\rho - \rho_o)^{4 \phi_I + 4}}{324 (1 - 3 \phi_L)^2 (3 - 2 \phi_L)^2 (\phi_L - 1)^2 (4 \phi_L + 1) + (2 \phi_L - 1)^2 (2 \phi_L + 3) (4 \phi_L - 5)^2} \times \\
\left\{ \phi_L \left( 5 \left( 2117 \zeta \sqrt{1 - 5 \phi_L^2} - 28492 \right) + \phi_L \left( 4 \phi_L \left( 5 \phi_L \times \\
- 23456 \phi_L - 2531 \zeta \sqrt{1 - 5 \phi_L^2} + 30188 \right) + 4 \left( 58 \zeta \sqrt{1 - 5 \phi_L^2} + 8595 \right) \right) + \\
+ 26993 \zeta \sqrt{1 - 5 \phi_L^2} - 5412 \right\} + 6991 \zeta \sqrt{1 - 5 \phi_L^2} - 489624 \right\} + \\
- 38068 \zeta \sqrt{1 - 5 \phi_L^2} + 378804 \right\} + 9526 \zeta \sqrt{1 - 5 \phi_L^2} + 48224 \right\} + \\
- 5685 \zeta \sqrt{1 - 5 \phi_L^2} + 52104 \right\} + 774 \zeta \sqrt{1 - 5 \phi_L^2} - 6084 \right\} + \\
+ \frac{e^{-8 \phi_I} (\rho - \rho_o)^{1 - 8 \phi_L}}{486 (1 - 3 \phi_L)^2 (1 - 2 \phi_L)^2 (\phi_L - 1)^2 (2 \phi_L - 3) (8 \phi_L - 5)^2} \times \\
\left\{ \phi_L \left( 2 \phi_L \left( 2720 \phi_L + 115 \zeta \sqrt{1 - 5 \phi_L^2} + 4936 \right) + \\
- 341 \zeta \sqrt{1 - 5 \phi_L^2} + 7032 \right) + 178 \zeta \sqrt{1 - 5 \phi_L^2} - 2320 \right\} + 31 \zeta \sqrt{1 - 5 \phi_L^2} + 296 \right\} + \\
+ \frac{e^{-12 \phi_I} (\rho - \rho_o)^{-12 \phi_L}}{17496 (1 - 3 \phi_L)^4 (1 - 2 \phi_L)^2 (12 \phi_L - 5)} \left\{ -3 \phi_L \left( 3 \phi_L \left( 672 \phi_L + 19 \zeta \sqrt{1 - 5 \phi_L^2} + \\
- 796 \right) - 47 \zeta \sqrt{1 - 5 \phi_L^2} + 936 \right) + 29 \zeta \sqrt{1 - 5 \phi_L^2} + 364 \right\} + \cdots.
\]

In the numerical studies included in the body of the paper (e.g., in the calculations
illustrated by Fig. 8), we retained a few additional higher-order terms in these expressions in order to minimise noise and improve convergence of the numerical studies.

C IR expansions of the singular domain wall solutions in Section 3.7

In this appendix, we show explicitly some of the terms in the series expansion around the end-of-space of the geometry, for the solutions discussed in Section 3.7. For convenience, we truncate the expansion at the order $O((\rho - \rho_o)^4)$, although we retained also a few additional higher-order terms in some of the numerical calculations described in the main body of the paper.

$$\phi(\rho) = \frac{1}{6} \log \left( \frac{\sqrt{3}}{4} \right) + \frac{1}{3} \log(\rho - \rho_o) + \phi_4(\rho - \rho_o)^{4/9} - \frac{69}{85} \phi_4^2 (\rho - \rho_o)^{8/9} +$$

$$- \left( \frac{3\sqrt{3}}{14} + \frac{6046\phi_4}{1785} \right) (\rho - \rho_o)^{4/3} +$$

$$+ \frac{(6047325 \times 2^{2/3} \sqrt{3} \phi_4 + 241437236\phi_4^4)}{758625} (\rho - \rho_o)^{16/9} +$$

$$+ \frac{(-711782775 \times 2^{2/3} \sqrt{3} \phi_4^2 - 26218571272\phi_4^5)}{146667500} (\rho - \rho_o)^{20/9} +$$

$$+ \frac{\phi_8(\rho - \rho_o)^{8/3}}{11519265450000} \left\{ \frac{3^{2/3} 276494428125 \sqrt{2}}{3^{2/3} 276494428125 \sqrt{2} +} \right.$$  

$$+ 2965817537958002 \times 2^{2/3} \sqrt{3} \phi_4^3 + 9755979537544064\phi_4^6 \right\} +$$

$$+ \frac{(\rho - \rho_o)^{28/9}}{7264991278125} \left\{ -\frac{5428197 (\sqrt{3})^{2/3} \phi_4}{1994300} - \frac{236077272123 (\sqrt{3})^{2/3} \phi_4^4}{9496720625} +$$

$$- \frac{26498325334552196\phi_4^7}{7264991278125} \right\} +$$

$$+ \frac{(\rho - \rho_o)^{32/9}}{773620668463671875} \left\{ 6151561447643611875 \sqrt{2} 2^{2/3} \phi_4^2 +$$

$$+ 432480088524305869575 \times 2^{2/3} \sqrt{3} \phi_4^5 + 11365219568455804037008\phi_4^8 \right\} +$$

$$+ \frac{(\rho - \rho_o)^{4}}{155961926762276250000} \left\{ -241352425094948375 +$$

$$- 707461354911472685000 \sqrt{2} 2^{2/3} \phi_4^3 +$$

$$- 371140233877399872460300 \times 2^{2/3} \sqrt{3} \phi_4^6 +$$

$$- 8759105677773799489866912\phi_4^9 \right\} + \cdots,$$
\[ \chi(\rho) = \chi_I + \frac{1}{27} \log(\rho - \rho_o) + \frac{2}{5} \phi_1 (\rho - \rho_o)^{4/9} - \frac{244}{255} \phi_4^2 (\rho - \rho_o)^{8/9} + \left( \frac{1}{7} \sqrt[3]{\frac{3}{2}} + \frac{1468 \phi_4^3}{5355} \right) (\rho - \rho_o)^{4/3} + \]

\[ - \frac{3 (166175 \times 2^{3/3} \sqrt{3} \phi_4 + 6954744 \phi_4^4)}{2528750} (\rho - \rho_o)^{16/9} + \]

\[ + \frac{2318168025 \times 2^{2/3} \phi_4^2 + 84249694712 \phi_4^5}{330018750} (\rho - \rho_o)^{20/9} + \]

\[ + \frac{(\rho - \rho_o)^{8/3}}{17278898175000} \left\{ -3^{2/3} 108193471875 \sqrt[2]{2} + \right. \]

\[ - 4591520746560 \times 2^{2/3} \sqrt{3} \phi_4^3 - 1414212386352128 \phi_4^7 \right\} + \]

\[ + \frac{(\rho - \rho_o)^{28/9}}{319659616237500} \left\{ 58007569300875 \sqrt[2]{3} 2^{3/3} \phi_4 + \right. \]

\[ + 3409626494789460 \times 2^{2/3} \sqrt{3} \phi_4^3 + 89150405935813024 \phi_4^7 \right\} + \]

\[ + \frac{(\rho - \rho_o)^{32/9}}{41775516097038281250} \left\{ -38576134638208906875 \sqrt[2]{3} 2^{3/3} \phi_4^2 + \right. \]

\[ - 1921139818985605118175 \times 2^{2/3} \sqrt{3} \phi_4^3 - 43318844111573477101952 \phi_4^7 \right\} + \]

\[ + \frac{(\rho - \rho_o)^4}{3509143352151215625000} \left\{ 14718312628622578125 + \right. \]

\[ + 1858535776987230703500 \sqrt[2]{3} 2^{3/3} \phi_4^3 + \]

\[ + 744000468587964720553300 \times 2^{2/3} \sqrt{3} \phi_4^3 + \]

\[ + 14846531094788772880019552 \phi_4^7 \right\} + \cdots . \]

The domain wall condition \( A = 4 \chi \) restores (locally) Poincaré invariance in \( D = 5 \) dimensions.

**D Singular domain wall solutions: lift to \( D = 10 \) dimensions**

This appendix discusses the lift of the solutions to massive type-IIA supergravity in \( D = 10 \) dimensions. We focus on the ten-dimensional metric, which in the Einstein frame is given by

\[ ds_{10}^2 = (\sin(\xi))^{1/12} X^{1/8} \Delta^{3/8} \left( ds_6^2 + d\tilde{\Omega}_4^2 \right) , \quad \text{(D.1)} \]

where

\[ X = e^\phi , \quad \text{(D.2)} \]

\[ \Delta = X^{-3} \sin^2(\xi) + X \cos^2(\xi) , \quad \text{(D.3)} \]

\[ d\tilde{\Omega}_4^2 = X^2 d\xi^2 + X^{-1} \Delta^{-1} \cos^2(\xi) \frac{1}{4} \left[ d\theta^2 + \sin^2(\theta) d\varphi^2 + (d\psi + \cos(\theta) d\varphi)^2 \right] , \quad \text{(D.4)} \]
and the ranges of the angles, describing the internal four-sphere, are

\[ 0 \leq \theta \leq \pi, \quad 0 \leq \varphi < 2\pi, \quad 0 \leq \psi < 4\pi, \quad -\frac{\pi}{2} \leq \xi \leq \frac{\pi}{2}. \quad (D.5) \]

The detailed expressions for the remaining non-zero background fields, the dilaton and the Ramond-Ramond four-form, can be found in Refs. [102, 104].

Because of the factor \( \sin(\xi)^{1/12} \) in the ten-dimensional metric, all the solutions we consider are singular at \( \xi = 0 \). For non-zero values of \( \xi \), the behaviour of the curvature invariants differs depending on the different classes considered in the body of this paper, as we shall now see. For simplicity, consider the ten-dimensional Ricci scalar evaluated at \( \xi = \pi/2 \), given by

\[ R^{(10)}\big|_{\xi=\pi/2} = 6e^{-\phi} + 9e^{3\phi} + \frac{1}{2}e^{\phi}(12V_6(\phi) + \partial_{\phi}V_6(\phi) + 4(\partial_{\phi}\phi)^2) \ . \quad (D.6) \]

As can be seen, \( R^{(10)}\big|_{\xi=\pi/2} \) remains finite as long as \( \phi \) remains finite as a function of \( \rho \). This is the case for the confining and skewed solutions. The class of badly singular domain-wall solutions introduced in Section 3.7 plays a prominent role in our analysis, being the energetically favoured branch for \( \hat{\phi}_2 > \hat{\phi}_c^2 \). Using the IR expansion given in Eq. (3.49), we obtain that

\[ R^{(10)}\big|_{\xi=\pi/2} = \frac{5}{9}\left(\frac{2}{3}\right)^{2/3}\rho^{-5/3} + \frac{\phi_4}{9}\rho^{-11/9} + O(\rho^{-7/9}), \quad (D.7) \]

confirming the singular nature of these solutions also in \( D = 10 \) dimensions (even away from \( \xi = 0 \)).

E  Mass spectra in units of \( \Lambda \)

In this appendix, we show the mass spectra normalised in units of the scale \( \Lambda \), in order to facilitate the comparison with the results of Section 5. The results are depicted in Figs. 16 and 17. The only purpose of these plots is to allow the Reader to easily relate the scale setting procedures we used in the calculation of the spectrum and of the phase structure.

F  A few parameteric plots

In this appendix we show some additional details of the numerical results we obtained by studying the confining and skewed solutions, and their approach to the trivial critical point for large values \( \rho \) of the radial direction. In the main body of the text, we focused most of our attention on the values of the parameter \( \phi_2 \), and on the free-energy density \( F \) along the various branches of solutions. We show here how the other parameters, \( \phi_3, \chi_5 \) and \( \phi_I \) evolve along the two special branches of solutions that we called confining, skewed, and IR-conformal. These parameters are extracted by following the procedure outlined in Section 5.3, and correspond to the values obtained in step 3. of the list describing the numerical implementation.

\footnote{Our conventions are such that they agree with Section 3.1.3 of Ref. [97] putting \( g = 1 \).}
Figure 16. The spectra of masses $M$, as a function of the one free parameter $\phi_I$ characterising the confining solutions, and normalised in units of $\Lambda$, computed with $\rho_1 = 10^{-4}$ and $\rho_2 = 12$. From top to bottom, left to right, the spectra of fluctuations of the tensors $\epsilon^\mu_{\nu\rho}$ (red), the gravi-photon $V_\mu$ (green) and the two scalars $\phi$ and $\chi$ (blue). The orange points in the plot of the scalar mass spectrum represent values of $M^2 < 0$ and hence denote a tachyonic state. We also show by means of the vertical dashed lines the case $\phi_I = \phi^c_I > 0$, the critical value that is introduced and discussed in Section 5.

The main qualitative features that emerge from Figs. 18, 19, 20, and 21 are similar to what we have already described in the main text. We notice that when studying $\phi_2$, $\phi_3$ and $\chi_5$ as a function of $\phi_I$, two different regimes emerge. For negative values of $\phi_I$, all the physically interesting UV parameters show a monotonic, unbounded dependence on $\phi_I$ itself. When $\phi_I > 0$, the fact that a maximum value of $\phi_2$ is reached at finite $\phi_I$ gives rise to the non-trivial shape of the curves shown in the three figures. We find it useful to show also the results along the IR-conformal branch of solutions where appropriate.

G Formulation of the free energy in $D = 5$ dimensions

In this appendix we rewrite the same system of Section 5.1 in the language of a sigma-model of two scalars $\phi$ and $\chi$ in $D = 5$ dimensions. We remind the Reader that this is derived by assuming that none of the background fields depend on $\eta$, and then performing dimensional reduction of the system. As detailed elsewhere [98], for the bulk action one finds that

$$S_{\text{bulk}} = \int d\eta \left\{ \tilde{S}_{\text{bulk}} + \frac{1}{2} \int d^4x dr \partial_M \left( \sqrt{-g_{5}} g^{MN} \partial_N \chi \right) \right\} ,$$

(G.1)
Figure 17. The spectra of masses $M$ as a function of the scale parameter $\phi_I$, normalised in units of $\Lambda$. From top to bottom, left to right, the spectra of fluctuations of the pseudo-scalars $\pi^i$ forming a triplet $3$ of $SU(2)$ (pink), vectors $A^i_{\mu}$ forming a triplet $3$ of $SU(2)$ (brown), $U(1)$ pseudo-scalar $X$ (grey), $U(1)$ transverse vector $B_{\mu\nu}$ (purple), $U(1)$ transverse vector $X_\mu$ (black) and the massive $U(1)$ 2-form $B_{\mu\nu}$ (cyan). The spectrum was computed using the regulators $\rho_1 = 10^{-4}$ and $\rho_2 = 12$ with the exception of the $U(1)$ pseudo-scalar $X$ for which we used $\rho_1 = 10^{-7}$ in order to minimize the cutoff effects present for the very lightest state at large values of $\phi_I$. We also show by means of the vertical dashed lines the case $\phi_I = \phi_I^c > 0$, the critical value that is introduced and discussed in Section 5.

with

$$\tilde{S}_{bulk} = \int d^4xdr\sqrt{-g_5} \left( \frac{R_5}{4} - \frac{1}{2} G_{ab} g^{MN} \partial_M \Phi^a \partial_N \Phi^b - \mathcal{V}(\phi, \chi) \right),$$

(G.2)

where the sigma-model metric is $G_{ab} = \text{diag}(2, 6)$ in the basis $\{\phi, \chi\}$, and the potential is $\mathcal{V} = e^{-2\chi} \mathcal{V}_6$. 
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Hence, by just replacing the equations of motion we find

$$\tilde{S}_{\text{bulk}} = - \frac{3}{8} \int_{\rho_1}^{\rho_2} d^4 x \rho \partial_\rho \left( e^{4A-\chi} \partial_\rho A \right) - \frac{1}{2} \int_{\rho_1}^{\rho_2} d^4 x \rho \partial_\rho \left( e^{4A-\chi} \partial_\rho \chi \right). \quad (G.3)$$

The boundary-localised GHY term at $\rho = \rho_2$ now reads\(^7\)

$$\tilde{S}_{\text{GHY}, 2} = \left. \int d^4 x \sqrt{-\tilde{g}} \frac{\tilde{K}}{2} \right|_{\rho_2} = 2 \int d^4 x e^{4A-\chi} \partial_\rho A \bigg|_{\rho_2}. \quad (G.4)$$

\(^7\)The sign of the term proportional to $\partial_\rho A$ is the opposite of that which is stated just after Eq. (2.23) of Ref. [98].
Figure 20. Plots showing the relationship between the two UV expansion parameters $\phi_2$ and $\chi_5$ for solutions within the confining (black, orange), skewed (red), and IR-conformal (purple) classes. The left plot shows the parameters extracted by matching to the UV expansions, with $\phi_{2\text{conf}} = \phi_{2\text{skew}}$, $\phi_{3\text{conf}} = \phi_{3\text{skew}}$, and $\chi_{5\text{skew}} = -\chi_{5\text{conf}} - \frac{8}{25} \phi_{2\text{conf}} \phi_{3\text{conf}}$. The right panel shows the same parameters after rescaling with the appropriate powers of $\Lambda$.

Figure 21. The coefficient $\chi_5 + \frac{4}{25} \phi_2 \phi_3 \equiv \Delta_{\text{DW}}$ appearing in the expansion of the function $d$ in Eq. (3.10), for solutions within the confining (black, orange), skewed (red), and IR-conformal (purple) classes. The left plot shows the parameters extracted by matching to the UV expansions. The right panel shows the same parameters after rescaling with the appropriate powers of $\Lambda$.

The boundary-localised potential term at $\rho = \rho_2$ reads

$$\tilde{S}_{\text{pot,2}} = \int d^4x \sqrt{-\tilde{g}} \left( \tilde{\lambda}_2 \right) \bigg|_{\rho_2} = \int d^4x e^{4A} \left( \tilde{\lambda}_2 \right) \bigg|_{\rho_2},$$

which by comparing to Eq. (5.13) implies that we must choose $\tilde{\lambda}_2 \equiv e^{-\chi} \lambda_2$.

In the five-dimensional language, even regular solutions in six dimensions may be singular—in the sense that the curvature singularity in $D = 5$ dimensions is resolved by the lift to $D = 6$ dimensions, which makes it more transparent to understand why we need
to introduce the boundary at $\rho = \rho_1$. The resulting contributions to the action are

\[
\tilde{S}_{GHY,1} = - \int d^4x \sqrt{-g} \frac{\tilde{K}}{2} \bigg|_{\rho_1} = -2 \int d^4x eA - \chi \partial_\rho A \bigg|_{\rho_1},
\]

(G.6)

\[
\tilde{S}_{pot,1} = - \int d^4x \sqrt{-g} \left( \tilde{\lambda}_1 \right) \bigg|_{\rho_1} = - \int d^4x eA \left( \tilde{\lambda}_1 \right) \bigg|_{\rho_1},
\]

(G.7)

which again implies that $\tilde{\lambda}_1 \equiv e^{-\chi} \lambda_1$.

We notice how the GHY terms in the description in $D = 5$ dimensions combine with the total derivative distinguishing $S_{bulk}$ and $\tilde{S}_{bulk}$ to yield exactly the GHY term of the formulation in $D = 6$ dimensions. Hence, we have now shown that we can match the two formulations of the theory:

\[
S_{bulk} + \sum_{i=1,2} S_{GHY,i} + S_{pot,i} = \int d\eta \left( \tilde{S}_{bulk} + \sum_{i=1,2} \left( \tilde{S}_{GHY,i} + \tilde{S}_{pot,i} \right) \right).
\]

(G.8)

Note that matching the formulations in $D = 6$ and $D = 5$ dimensions as in Eq. (G.8) does not require making use of the equations of motion.
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