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Abstract: To better facilitate government management and planning based on public opinion, it is essential to propose a method for extracting public opinion perception features in consideration of an integrated framework, which aims at industry monitoring and decision-making. Based on fundamental characteristics of ordinary traffic incidents, this paper develops a perception features system of public opinion consisting of four modules, where the construction methods have been elaborated. First, mining thematic features is realized via the similarity calculation of text vector. Second, based on summarized Chinese expression patterns, time extraction rules, and a five-layer tree-like spatial feature thesaurus are established to extract spatiotemporal features. Third, the modeling of the emotional features is achieved by a dictionary-based analysis model. Fourth, the evolutional features are extracted by the Exponential Generalized Autoregressive Conditional Heteroscedasticity (EGARCH). In view of the attributes of each module, an integrated framework is built to determine the collaboration relationship of feature indicators. Finally, a case study of Shenzhen public transport has been performed to illustrate the application of proposed methods. Results show that the strong odor in electric buses and a rumor that electric buses have great radiation are two main causes of the decrease in passenger satisfaction in the first quarter of 2017. In contrast, adding new bus lines, increasing service frequency, and guaranteeing the bus-lane right will improve passenger satisfaction, which is basically consistent with the official report. It should be noticed that the developed framework has been validated in the case study of passenger satisfaction analysis, while it can be extensively replicated in other fields. Furthermore, it is important for stakeholders to grasp the public perception of transportation services, in order to enhance public participation in transportation management and decision-making.
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1. Introduction

Many factors affect the formulation of public policy, among which public participation is a part worthy of attention [1,2]. Reasonable public participation can not only improve the scientific rigor and effectiveness of policies but also reduce the resistance to policy implementation [3,4]. Traditionally, public opinions are captured by questionnaires and interviews for the problem owners [5,6]. However, these methods usually suffer from disadvantages, including being costly, time-consuming, and having complicated interactions with human subjects [7,8]. To make up for these limitations, a more efficient collection method is needed. Fortunately, the strong growth of textual data volume and advancements within natural language processing (NLP) provides a new way to solve this problem [9–11]. Public opinion analysis has emerged to meet this need.
Public opinion generally derives from the emotions and opinions that people express and hold with the occurrence, development, and variation of social events [12]. Transportation public opinion is a branch of public opinion research and an embodiment of public opinion research in specific fields. Besides, perception features are extracted in the process of cognition after processing and interpretation, which are distinguished from the general unexplained characteristics [13]. The perception features of transportation public opinion are ones obtained by mining, interpreting, and abstracting the data of public opinion under transportation knowledge. Compared with other public opinions, transportation public opinion is unique in the following two ways:

- The evolitional features of transportation public opinion are more obvious. Transportation incidents directly affect the benefits of travelers. As a characteristic of transportation, Mobility as a Service (MaaS) extended its relationship with the national economy and people’s livelihood. Besides, the change of public opinion is closely related to the evolution of traffic incidents and the performance of disposal. Hence, negative public opinion could put great pressure on industry management, if handled improperly [14].
- The incident-cause factors of transportation are more complicated. Since the occurrence of incidents may involve many factors including infrastructure construction, operation management, passengers’ service, and surrounding circumstance. On top of that, the subjective factors are usually mixed with objective factors, and it is hard to distinguish them [15].

Therefore, it is unreasonable to simply apply general public opinion methods to the transportation field. This article aims to combine the overall features and specificity of traffic incidents. The overall characteristics of traffic incidents can be reflected by the perception features of transportation public opinion. Mining core topics of public concern and mastering the overall trend of incidents are the basis of realizing situation awareness and safety management. It is important to apply perception features of public opinion reasonably for industry management and governance [16,17]. Due to the complexity and expansivity of traffic incidents, partial perception features cannot grasp the full extent of incidents when used alone. Instead, the collaborative relationship among features should be clarified based on the integrated perception features to achieve corresponding applications, which is also a highlight of this paper.

The remainder of this article is structured as follows. The literature review related to extraction methods and applications is introduced in Section 2. Then the construction and extraction methodology adopted in the perception features’ system is described in Section 3. After that, the detailed case analysis is presented in Section 4. Finally, conclusions are drawn in Section 5.

2. Literature Review

Thematic features and emotional features continue to be an important area of research with many practical implications, which are an important part of perception features. As for the former, Haghighi developed a topic modeling framework by Latent Dirichlet Allocation (LDA), which was used to extract Twitter results related to the performance of public transportation service, and evaluate passengers’ feedback on service by emotion analysis based on machine learning [18]. What’s more, Ali proposed a topic modeling and word embedding method by ontology and LDA for sentiment analysis, aimed at urban traffic congestion. However, it is not accurate, since some irrelevant words were regarded as emotional words [19]. For the latter, Farman proposed fuzzy ontology-based sentiment analysis and semantic web rule language (SWRL) rule-based decision-making to monitor transportation activities (accidents, vehicles, street conditions, etc.) and to make a city-feature polarity map for travelers [20]. On top of that, Chakraborty applied four different dictionary-based methods, including Bing, to evaluate emotion from Twitter, and to grasp public will in the process of transportation policy implementation [21].
In contrast, as one of the perception features, spatiotemporal features is becoming a research hotspot. Evolutional features, however, has rarely appeared so far. Zhang mined public opinion texts from social media based on a deep belief network and long-short term memory model and analyzed several important issues of a traffic accident detection, mainly considering factors including location and time deviation [22]. Similarly, to capture public opinions, extract spatial and temporal features, Li applied the Rost for sentiment analysis and topic modeling based on Latent Dirichlet Allocation [23]. What’s more, Ahmed used the term frequency-inverse document frequency (TF-IDF) to transform public opinion text into feature vectors, adopted unsupervised machine learning to implement topic modeling, and built a geographic label identifier based on the list of city main locations and roads [24]. Furthermore, Gu proposed an improved Bayesian combination model based on deep learning for short-term traffic volume prediction, whose case further illustrated the importance of spatiotemporal features to public opinion [25].

A majority of existing applications focus on special events including traffic accidents and congestion. To dynamically identify and verify the location of traffic accident black spots and the panorama of traffic violation incidents with measurable confidence, Sinnott proposed a software system considering cloud technology to associate historical blackspots’ information with Twitter data [26]. On top of that, to obtain major and minor news events from Twitter in real-time, Hasan developed a traffic incident monitoring system, based on the reverse index and incremental clustering [27]. Similarly, to perceive, detect, and represent urban traffic accidents, Lu adopted an event fusion model based on Word2vec [28]. To make up for data annotation insufficiencies and improve the quality of training data and stability, Cao built a traffic situation prediction model based on emotion analysis and semi-supervised learning methods, which adopted Conditional Generative Adversarial Networks [29]. Besides, to predict road conditions and detect abnormal data point, Monica developed the unstructured data processing based on NLP, and completed text classification and features extraction based on machine learning [30]. Furthermore, to realize the urban traffic prediction, Essien put forward a model based on deep learning and a bidirectional long-short term memory model considering public opinion and weather data sets [31].

Following an extensive review of current literatures, we identify the following four current challenges which have not been sufficiently addressed [32–37].

• The establishment of public opinion perception features system for transportation management is still developing.
• Existing approaches mainly focus on thematic features and emotional features, with very limited attention to spatiotemporal features and evolutional features.
• A majority of existing applications focus on partial perception features, normally overlooking the value of the integrated features system.
• Social media is increasingly being applied in special traffic events, while other applications, aiming at general traffic incidents based on their sources and fundamental characteristics, are frequently ignored in current research.

Addressing these limitations, this paper designed and developed an integrated framework and methods about perception features’ extraction of public opinion in transportation. Based on the proposed methods, we present the following research contributions:

• Based on the public opinion life cycle, we establish the transportation public opinion perception features system, devoted to traffic monitoring and decision-making. We set up four primary-aspect features, like thematic feature and spatiotemporal feature, and eleven secondary-aspect features such as time and location.
• Exploring extraction methods of public opinion perception features. Establishing a set of perceptual feature extraction methods and an integrated application framework suitable for transportation public opinion. This integrated application framework focuses on improving the spatiotemporal feature analysis method and evolutional feature modeling ideas.
• Using Shenzhen bus as the case, mining the relationship between satisfaction and bus service index, clarifying the specific content of people’s satisfaction and dissatisfaction, and proving the feasibility and reliability of this method.

3. Method: Construction and Extraction Methodology of Perception Features System

The construction of the perception features system is explained at the beginning, followed by the calculation methods of thematic features, spatiotemporal features, emotional features, and evolutional features. Finally, the integration framework of perception features is elaborated. The research framework is shown in Figure 1.

Figure 1. The research framework of methods.

3.1. Perception Features System of Public Opinion in Transportation

The perception feature is the one obtained after processing and interpretation, while the general feature is the one directly obtained without interpretation. In this paper, the construction of transportation perception features aims to extract information from public opinion and facilitate government management based on the support of industry knowledge background.

Considering the principles of purpose, science, and practicability, the perception features system for public opinion of general traffic incidents targeting traffic monitoring and decision-making is summarized from traffic incidents mentioned in the existing literatures, as shown in Table 1.

Table 1. Perception features’ system of transportation public opinion.

| Primary Features          | Secondary Features                                      |
|---------------------------|---------------------------------------------------------|
| Thematic features [38]    | Traffic accident                                        |
|                           | Traffic congestion                                      |
|                           | Traffic control                                         |
|                           | Shared transport                                        |
| Spatiotemporal features [39]| Time features (year, month, day, hour, minute, second) |
|                           | Spatial features (province, city, district, road name, specific location) |
|                           | Positive                                                |
|                           | Neutral                                                 |
|                           | Negative                                                |
| Emotional features [40]   | Quantity of information                                 |
|                           | Rate of change                                          |

• Thematic features: Only when the thematic feature of transportation public opinion is identified, can the involved type of transportation problems be classified properly. Besides, transportation public opinion is normally caused by traffic incidents, so it is critical to classify traffic incidents. By analyzing key traffic events in recent years, it
is found that involved incidents mainly include traffic accidents, traffic congestion caused by meteorological disasters and road maintenance, traffic control, and shared transport. Combined with the classification of traffic incidents and the topic of public concern, features can be clearly defined.

- Spatiotemporal features: The occurrence of traffic accidents and traffic congestion takes on strong characteristics of time and space; meanwhile, traffic control and shared transport have strong spatial geographical characteristics. Hence, it is scientific and practical to determine spatiotemporal features, which are helpful in analyzing the specific time and space of traffic incidents and in guiding transportation public opinion from the source.

- Emotional features: To judge people’s attitudes toward specific traffic events efficiently, emotional features are developed, which are helpful for administrators to grasp public opinion accurately and make reasonable decisions. What’s more, the effectiveness of decisions can be evaluated by comparing emotional status before and after implementations.

- Evolutional features: To monitor the dynamic development trend of traffic incidents and take corresponding measures reasonably, evolutional features are built, based on the lifecycle of public opinion from the occurrence to development to extinction. As for positive trends, managers should continue to consolidate relevant measures, and corresponding early warnings should be made promptly to prevent negative trends.

### 3.2. Extraction Method of Perception Features

#### 3.2.1. Thematic Features

Text categorization is the key to thematic feature extraction of transportation public opinion. Before that, texts need to be transformed into feature vectors. While language units of texts include words, phrases, etc., it is generally thought that words as characters are better than phrases [41]. As a result, we apply text vectorization based on the vector space model. To start with, each text is represented as a vector in an n-dimensional vector space, and each dimension of the vector corresponds to a feature item. The variable $\omega(f_i)$ denotes the weight of the featured item $f_i$ in the text vector, which indicates the ability and importance of the feature in describing the semantic content of a text, as expressed below.

$$V = (\omega(f_1), \omega(f_2), \ldots \omega(f_n))$$ (1)

Generally, words are selected as feature items of a text; meanwhile, TF-IDF is used as the weight of each word [23], where $TF(f_i)$ denotes the frequency of the word $f_i$ in this text. The higher the value, the more important, where $D$ denotes the total number of texts in the corpus and $D_i$ denotes the number of texts containing the word $f_i$ in the corpus. The variable $\log_2 \frac{D}{D_i}$ is a reflection of inverse document frequency, which means the difficulty to identify text types by it increases with the increase of the word $f_i$ appears, as expressed below.

$$TF-IDF(f_i) = TF(f_i) \cdot \log_2 \frac{D}{D_i}$$ (2)

$TF-IDF$ is generally normalized in each text to exclude the influence of text length and the weight $\omega(f_i)$ of the word $f_i$ is obtained, as expressed below.

$$\omega(f_i) = \frac{TF-IDF_i}{\sum_k TF-IDF_k}$$ (3)

Next, the classification problem is transformed into calculating the similarity between the text vector to be classified and the known thematic vector. More specifically, the text to be classified is categorized into a topic when they have the largest similarity. Following this, the thematic classification model is built by the cosine similarity of vectors.

Suppose the text vector to be classified is $X = (x_1, x_2, \ldots, x_n)$, and the classified text vector is $\beta_i = (\beta_{i1}, \beta_{i2}, \ldots, \beta_{im})$, where $\beta_i$ represents five types of topic vectors,
\{ \beta_i \mid \beta_1 = \text{traffic congestion}, \beta_2 = \text{traffic accident}, \beta_3 = \text{shared transport}, \beta_4 = \text{traffic control}, \beta_5 = \text{other categories} \}. The formula is as follows:

\[
\text{Similarity}(\beta_i) = \frac{x_1 \beta_{i1} + x_2 \beta_{i2} + \ldots + x_n \beta_{in}}{\sqrt{x_1^2 + x_2^2 + \ldots + x_n^2 (\beta_{i1}^2 + \beta_{i2}^2 + \ldots + \beta_{im}^2)}}
\]

(4)

\[
\text{Class}(X) = \text{argmax}_i \text{Similarity}(\beta_i)
\]

(5)

where \text{Similarity}(\beta_i) denotes similarity between \(X\) and \(\beta_i\), and \text{Class}(X) is the thematic type of \(X\). It is noteworthy that the dimension of \(X\) is lower than \(\beta_i\), therefore only the eigenvalue \(\omega(f_i)\) of the common characteristic item \(f_i\) between \(X\) and \(\beta_i\) needs to be reckoned when calculating the molecule of Equation (4), which can reduce the complexity of calculation.

Finally, it is necessary to calibrate the model parameter \(\beta_{ij}\) before using this model. Texts in each type of training set are merged to obtain five types of text data corresponding to five categories of topics. Following this, the text vector set \{\beta_i\} is obtained and then calibration of model parameters is completed.

3.2.2. Spatiotemporal Features

Part 1: Extraction Method for Temporal Features Based on Rules

Numerals and nouns are normally used to express time, which has a fixed collocation when they constitute a time phrase called time expression pattern. Based on a large number of public opinion texts, five common patterns of time expression in Chinese are summarized, as shown in Table 2.

| Expression Pattern | Meaning                  | Examples                              |
|--------------------|--------------------------|---------------------------------------|
| Num + N            | Numeral + Noun of time denoting time | 6 Dian (o’clock), 6 Yue (June)        |
| N                  | Noun of time             | Morning, Monday, Today, o’clock       |
| Num: Num           | Numeral: Numeral         | 18:30                                 |
| Num, Num           | Numeral. Numeral         | 2020.6                                |
| Num/ Num           | Numeral/ Numeral         | 2020/8                                |

According to the establishment of time expression pattern, the problem of time feature extraction is transformed as an assignment of identifying time expression patterns. The first step is to separate the text to get a string of words. The time expression pattern is then identified based on the following strategies:

- From the first word, compare them with the words in the database of pattern N. If there exists the same word, it will be judged as N mode, and the word will be taken out as a time feature of the text until all words are tested.
- From the first word, judge whether the word is a numeral and if so, continue to judge the unit next to the numeral. Case 1: If it is a noun, compare it with the temporal noun database. Following this, if the same word is found, it is identified as the pattern of Num + N, and it is taken out as the time feature of the text. Case 2: If there is a symbol “,” “” or “/”, it will then continue to be tested whether the unit next to the word is a numeral. If so, it will be recognized as a pattern of Num: Num, Num, Num, or Num/ Num, which is taken out as the time feature of the text until all the words are tested.

It should be noted that word sequences need to be traversed twice, since there may be multiple time features extracted from a text. Meanwhile, sentences of time expression patterns should be extracted together with their contexts to understand different time features.
Part 2: Extraction Method for Spatial Feature Based on the Spatial Lexicon

Spatial geographic information generally exists in transportation public opinion events [13,14]. Based on a large amount of network text data, the expression of spatial information is normally composed of one or more of the country name, province name, city name, transport facility name, noun of locality, and distance phrase. As a result, the spatial feature of the text can be obtained if the above words are identified and arranged according to the spatial range of their expression.

To identify the spatial information, it is necessary to build a spatial feature thesaurus. Therefore, a five-layer tree-like spatial feature thesaurus is established considering administrative divisions of China. The nation is the first layer, including China, United States, United Kingdom, and so on. The second layer is the thesaurus of “province, autonomous region, and state” under the category of countries. For example, Hebei belongs to China. The city lexicon is the third layer, which is the sub-database of the second layer. For instance, Hangzhou is a sub-database of the Zhejiang database, while the municipality under the central government is directly subordinate to the specific countries in the first layer, such as Shanghai, which is the sub-database of China library. The fourth level is the vocabulary “district, county, township”, which belongs to the specific cities in the third layer, such as Yangpu district belonging to Shanghai database. The fifth layer is transport facilities vocabulary, including the road section name, station name, etc., which are the sub-database of the fourth layer library. At this time, the construction of a five-layer tree-like spatial feature thesaurus is completed.

To begin with, by comparing words in the thesaurus with those in the public opinion corpus, spatial words contained in the public opinion corpus are mined. In the subsequent stage, they are arranged from small to large according to the number of layers, and spatial geographic information can be then extracted. Finally, the following extraction strategy is designed, as shown in Figure 2.

![Figure 2. Spatial features extraction strategy.](image-url)

3.2.3. Emotional Features

Emotional feature analysis models mainly include a dictionary-based analysis model and a machine learning-based analysis model [19]. The former generally judge the relationship between text and a pre-defined dictionary, considering the frequency and polarity of words, to obtain their emotional tendency [20]. The latter is essentially a text classifier, which extracts sequence rules by training sequential texts with labels to identify text polarity [18]. However, not only does machine learning consume a lot of manual annotation, but the model obtained is only suitable for a specific field and is difficult to apply to different texts [21]. Consequently, based on the emotional analysis model, we chose to establish a dictionary. In common Chinese emotional polarity dictionaries, such as China National Knowledge Infrastructure (CNKI) and National Taiwan University Sentimental
Dictionary (NTUSD), there is a lack of emotional words in the field of transportation, such as congestion or traffic accidents. It is essential to build a transportation emotional dictionary [42].

\[ P_0 = \{\text{fast, smooth, convenient, comfortable}\} \] is defined as the seed of positive emotional words, and we regard \( N_0 = \{\text{slow, congestion, car accident, chaos}\} \) as the seed of negative emotional words. Based on HIT Word-Forest, which is an authoritative dictionary, the synonyms and antonyms of the seed set are matched and expanded to get seed \( P_1 \) and seed \( N_1 \). Iteration is conducted \( k \) times, and stops when the number of seed sets (seed \( P_k \) and seed \( N_k \)) remains stable. It then needs to be integrated with CNKI and NTUSD. To deal with the rich network vocabularies, it is necessary to add “Lanshou (sad), “Xiaogou (want to cry)” and other network emotional words to form the final transportation emotional dictionary.

Also, the emotional tendency of texts mainly depends on nouns, verbs, adverbs, and adjectives. There are fixed collocations in the formation of emotional tendency in grammar, which are called emotional patterns. Mining emotional patterns in texts can reduce dimensionality, eliminate neutral words, and decrease the complexity of tendentious calculation. Five common emotional patterns in Chinese are then summarized, as shown in Table 3, in which sentimental words are ones appearing in emotional dictionaries. Adverbs of degree can change the degree of emotional tendencies. Therefore, it is essential to define the influence weight of adverbs of degree on emotion, which is set based on the level of degree adverbs defined in CNKI, as shown in Table 4.

### Table 3. Five common emotional patterns.

| Patterns | Collocation | Examples |
|----------|-------------|----------|
| S        | Sentimental words | Happy |
| DS       | Sentimental words + adverbs of degree | Convenient much more (Much more convenient) |
| NS       | Negative words + sentimental words | Very happy |
| DNS      | Adverbs of degree + negative words + sentimental words | Very not unobstructed (The traffic is very heavy) |
| NDS      | Negative words + adverbs of degree+ sentimental words | Not very smooth (It is not very smooth) |

### Table 4. Weight table of the influence of degree adverbs on text emotion.

| Adverbs of Degree | Weight | Brief Introduction |
|-------------------|--------|--------------------|
| extreme/most      | 2.5    | The word strongly enhances the tone |
| very              | 2.1    | Not very smooth (It is not very smooth) |
| more              | 1.8    | The word enhances the tone to a certain extent |
| -ish              | 1.2    | The word weakens the tone |
| insufficiently    | 0.5    | The word changes word polarity |
| over              | −1     | |

Suppose the emotional tendencies are presented as Sentiment(\(\Psi\)), \(i = 1…5\), which respectively represent five emotional patterns. The weight of adverbs of degree is

\[
\text{Sentiment}(S) = \text{Polarity}(\omega_s)
\]

\[
\text{Sentiment}(DS) = \text{Weight}(\omega_d) \times \text{Polarity}(\omega_s)
\]

\[
\text{Sentiment}(NS) = (-1)^n \text{Polarity}(\omega_s)
\]

\[
\text{Sentiment}(DNS) = (-1)^n \text{Weight}(\omega_d) \text{Polarity}(\omega_s)
\]

\[
\text{Sentiment}(NDS) = \frac{(-1)^n \text{Polarity}(\omega_s)}{\text{Weight}(\omega_d)}
\]
Weight($\omega_d$). The following model is established to calculate the affective tendencies of each emotion pattern.

Polarity($\omega_n$) denotes the polarity of the emotional word $\omega_n$ ($-1$ or $1$), and $n$ is the number of negative words. (6): The emotional polarity of phrase (S), containing only emotional words, is determined by the polarity of emotional words. (7): The phrase with adverbs of degree (DS) needs to be multiplied by the corresponding weight. (8): The negative word plays a role in reversing the emotional polarity (NS), and its weight is $-1$. (9): sequence between adverbs of degree and negative words determines the strength of their change for emotional polarity. When the adverb of degree plays a role in strengthening negation (DNS), the effect of both is positive. (10): When negative words play a role in weakening the adverb of degree (NDS), the effect of both is reversed, so the weight of the adverb of degree becomes the previous reciprocal.

To eliminate the influence of text length on text polarity, the overall polarity of a text is normalized, which also facilitates the comparison of emotional polarity between different texts. When Sentiment(T) is the overall sentiment of the text, Positive($\Psi^+$) and Negative($\Psi^-$) are the emotional polarity of positive and negative emotion patterns respectively. Formula (11) represents the ratio of positive sentiment to the total sentiment of the text, and the calculation result is in the interval of $[0, 1]$, as expressed below.

\[
\text{Sentiment}(T) = \frac{\sum_{i=1}^{M} \text{Positive}(\Psi^+_i)}{\sum_{i=1}^{M} \text{Positive}(\Psi^+_i) + \sum_{i=1}^{L} |\text{Negative}(\Psi^-_i)|}
\]  

Set threshold $0 < \lambda_1 \leq \lambda_2 < 1$ and the emotional polarity discriminant of the text are shown in (12). The threshold should be set according to actual application scenarios, and judgment of emotional polarity should be made as accurately as possible.

\[
\text{Polarity}(T) = \begin{cases} 
\text{positive}, & \lambda_2 < \text{sentiment}(T) \\
\text{neutral}, & \lambda_1 \leq \text{sentiment}(T) \leq \lambda_2 \\
\text{negative}, & \text{sentiment}(T) < \lambda_1
\end{cases}
\]  

3.2.4. Evolutional Features

The evolution of online public opinion has been studied both quantitatively and qualitatively, and the majority of these works regard the number of web pages obtained as a quantitative indicator, which can reflect the evolution of network public opinion to some extent [43]. However, there are still shortcomings in characterizing evolution. Public opinion is divided into positive and negative, before transforming each other, which may lead to a situation where the quantity of public opinion is not changed while qualitative change occurs. Therefore, for traffic managers, it is more meaningful to raise the positive public opinion and lower negative public opinion as much as possible, compared with decreasing the total amount of public opinion.

Suppose the measurement index of positive public opinion is $r_p(t)$, and that of a negative item is $r_n(t)$. Meanwhile, the number of positive news on social media is $x_p(t)$, and the amount of forwarding is $y_p(t)$. In addition, the number of negative news is $x_n(t)$, the forwarding amount is $y_n(t)$, and $t$ is the cycle period, which takes a positive integer. Then, the calculation method for evolution characteristics measurement index in transportation public opinion is as follows:

\[
r_p(t) = \frac{x_p(t)y_p(t) - x_p(t-1)y_p(t-1)}{x_p(t-1)y_p(t-1)}
\]

(13)

\[
r_n(t) = \frac{x_n(t)y_n(t) - x_n(t-1)y_n(t-1)}{x_n(t-1)y_n(t-1)}
\]

(14)

To eliminate influence from the number of comments and analyze evolution rules of public opinion, the measurement index of evolutional features is represented by the change
rate of the positive and negative number of public opinion \((r_p(t), r_n(t))\). Based on the time series of change rates, we find that it has a leverage effect. Then, to represent the characters well, EGARCH is selected to model the evolution of public opinion, which is often used to describe and predict change rules \([44]\). Suppose time series of positive transportation public opinion is \(\{r_p(t)\}, t = 1, 2, \ldots\), which represents the fluctuation of public opinion and the EGARCH model of \(\{r_p(t)\}\) is built as follows:

\[
r_p(t) = \sum_{i=1}^{l_h} \beta_i r_p(t - i) + u_t
\]

\[
u_t = \sigma_t \varepsilon_t
\]

\[
\sigma^2_t = \alpha_0 + \sum_{j=1}^{p} a_j \ln \sigma^2_{t-j} + \sum_{i=1}^{q} \{\lambda_i \left[|\varepsilon_{t-i}| - E|\varepsilon_{t-i}|\right] + \gamma_i \varepsilon_{t-i}\}
\]

where \(r_p(t - i)\) is the independent variable as well as the \(i\)-order lag term of the dependent variable. \(\beta_i\) denotes the coefficient of the independent variable and \(\{u_t\}\), which is an error term, obeys generalized error distribution (GED) with zero mean and unit variance. Besides, \(\varepsilon_t\) is a random perturbation term, which is independent of \(\{u_t\}\), and \(\sigma_t\) is the conditional variance of \(\{u_t\}\). The conditional variance on the left side of (17) uses natural logarithm, which means \(\sigma_t\) is nonnegative and the leverage effect is exponential. The parameter \(\lambda_i\) is introduced into conditional, when the random disturbance term \(\varepsilon_{t-i}\) is a positive or negative value, and conditional variance will make a change. If \(\lambda_i < 0\), then change of \(\sigma_t^2\) caused by a negative disturbance is larger than that caused by a positive disturbance, and vice versa. Therefore, the Exponential Generalized Autoregressive Conditional Heteroscedasticity (EGARCH) does reflect the leverage effect in the sequence change. The modeling of \(r_n(t)\) is analogous to \(r_p(t)\).

3.3. Integrated Framework for Perception Features

A single perception feature analysis could only obtain partial results of data analysis, while an integrated perception system application can take the logical upper-level data as the input of the analysis for in-depth research. To obtain more abundant information, and grasp a complete picture of the traffic problem, the logic framework of public opinion perception feature integration is developed, as shown in Figure 3.

At first, public opinion text is the original corpus of event analysis and data collection is the basis of event analysis. Data preprocessing aims to remove useless information and improve the accuracy of text analysis. Then, the key to traffic incident analysis is to make clear theme features, which can be used to conduct incident analysis in a more targeted manner. Based on inputting text preprocessed, classification information and public opinion corpus are output through analysis of topic features. Following this, to understand the whole emotional tendency from the macro-aspect, corresponding sentiment analysis of each classified text is built. Meanwhile, to grasp the emotional state of each
module from a middle-aspect, it is necessary to carry out temporal and spatial classification. For example, some detailed analysis is implied based on area names and numbers of subway lines. In the subsequent stage, the position of evolution features is more flexible. It can be replied to reflect the development of incidents, which is next to the analysis of emotional features or spatiotemporal features. Meanwhile, predicting the future trend of public opinion or evaluating the implementation effect of intervention measures can be finished by evolution features, which is also a feedback module of overall incident analysis.

Detailed analysis, combined with thematic features, emotional features, and spatiotemporal features, is a supplement to the perceptual features system. The analysis results can be applied to explain special nodes of the process in evolution. Also, events are visualized by word cloud based on hot words, knowledge map based on entity and relationship, trend chart of keyword frequency, etc. Also, specific event points of common people’s concern are excavated deeply from a micro aspect.

Similarly, emotional features run through the analysis of incidents. First, the total emotional tendency of different traffic modules can be acquired by combining emotional features and theme features. Second, passengers’ emotional state at different time points, different regions, and even specific bus lines can be implemented by combining emotional features and spatiotemporal features. Third, emotional changes in different stages based on the life cycle can be obtained by combining emotional features and evolution features. However, all of these cannot be finished by using the emotional features module alone.

4. Case Analysis

In May 2017, Shenzhen Public Transport Administration published the “Shenzhen bus service index in the first quarter of 2017” (referred to as “Shenzhen bus service index”), which transforms GPS data, cards data, and infrastructure data into passenger flow indicators and travel characteristics of the bus, as well as calculates values of each index. The release of “Shenzhen bus service index” demonstrates the analytical and guiding role of traditional traffic data for real transportation, which has authority and reliability. Based on perception features extraction of transportation public opinion, non-traditional transportation data, transportation public opinion, is applied to analyze bus operation in Shenzhen. Results are compared with Shenzhen bus service index, and the feasibility of this method is verified. Based on that, the advantages and disadvantages of transportation public opinion compared with traditional data are acquired.

It should be noted that the extraction of thematic features is not totally reflected in this case analysis, which only targets the bus system. However, when faced with a large amount of public opinion on transportation in the future, we still need to analyze according to the foregoing framework.

4.1. Public Opinion Data Collection and Preprocessing in Shenzhen

Microblog, WeChat, and news clients are three major data sources of public opinion. Microblog users include not only the general public, but also official departments and news media, which make it have attributes of three major data sources, and is the first choice for case analysis of transportation public opinion [44]. Based on web crawler technology, “Shenzhen + bus” is used as the keyword to gather texts of Microblog. Besides, corresponding contents, user name, number of thumbs-up, comments, forwarding volume, release time, and other information are extracted.

Before text analysis, original data should be preprocessed. First, regular matching is used to remove useless information, such as forward microblog, “weblink”, reposted Microblog content after “/”, irrelevant advertising information, etc. Second, stop words are removed based on the stop word list. Third, import transportation terminology bank is constructed, and text segmentation based on Ansj is realized, which is a built-in module of Java.

Some original data is not related to bus public opinion, which should be excluded, so that accuracy of analysis can be improved. The thematic features extraction method is used
to deal with this problem. To begin, the TF – IDF of Microblog content is calculated to get a feature vector. Subsequently, the thematic feature of Microblog is obtained by inputting the feature vector into the Equations (4) and (5). Finally, Microblog, whose subject feature is the bus is left, while the rest is removed. The amount of raw data crawled, the rest of the data was preprocessed and the quantity of remaining data after cleaning are shown in Table 5.

| Date                  | Number of Raw Data Crawled/pcs | Rest of Data Preprocessed/pcs | Quantity of Data after Cleaning/pcs |
|-----------------------|--------------------------------|-------------------------------|-----------------------------------|
| March 2017            | 1806                           | 1606                          | 1445                              |
| February 2017         | 1072                           | 872                           | 767                               |
| January 2017          | 864                            | 664                           | 610                               |
| The fourth quarter of 2016 | 1928                         | 1528                          | 1390                              |
| The third quarter of 2016 | 2094                         | 1894                          | 1665                              |
| The second quarter of 2016 | 2008                         | 1608                          | 1436                              |
| The first quarter of 2016 | 1953                         | 1653                          | 1464                              |

4.2. Features Extraction and Integrated Application

4.2.1. Extraction and Analysis of Emotional Features

Based on the extraction method of emotional features, the emotional tendency of each Microblog is calculated. Then, set threshold $\lambda_1 = \lambda_2 = 0.5$. When the emotion value is less than 0.5, it is considered a negative emotion; it is otherwise considered as a positive emotion. Next, the emotional tendency of bus public opinion from each quarter of 2016 to the first quarter of 2017 is calculated, and they are plotted in Figures 4 and 5 together with quarterly indexes in “Shenzhen bus service index”. Observed data demonstrates that:

- The trend between passengers’ satisfaction and bus service index in 2016 is consistent. In the second quarter of 2016, the satisfaction and service index decreased compared with the first quarter and then showed an upward trend in the third and fourth quarters. It illustrates that satisfaction obtained by this method is reasonable since there is the same fluctuation trend between them.

- In the first quarter of 2017, passengers’ satisfaction and bus service index showed an opposite trend. At that time, the bus service index showed an upward trend, while satisfaction showed a downward trend. Indicators examined by Shenzhen bus service index include the degree of congestion, waiting time of passengers, the travel speed of passengers, maintenance of station facilities, etc. It indicated that there may be some non-mentioned index factors, such as policies, management measures, or special events, which lead to satisfaction decline. Specific reasons are thought of in the following section.

Figure 4. Satisfaction and service index of Shenzhen bus between 2016 and the first quarter of 2017.
4.2.2. Extraction and Analysis of Evolutinal Features

Based on the temporal features extraction method, time information of public opinion on public transport is extracted. To obtain a daily number of positive and negative public opinion in the first quarter of 2017, Microblog data is clustered according to date and emotional tendency. As shown in Figure 6.

The graph illustrates that the quantity of bus public opinion from January to early February was relatively small, while it began to increase constantly and remained at a high level in early February. According to a calendar, January 27 is traditional Chinese New Year’s Eve. Since Spring Festival Transport Season is around January 13, people had been returning to their hometown. As a result, Shenzhen, with a large number of immigrants, gradually became an empty city. Since the beginning of February, people have returned to work in Shenzhen. Therefore, the number of people taking buses has increased, and the quantity of public opinion had increased.

What’s more, positive and negative public opinion tends to fluctuate synchronously, and the trend is also consistent. A rapid increase in the amount of public opinion cannot return to the number of the previous day, which takes days to months. It also indicates characteristics of public opinion development, and more specifically, an incident of public opinion often goes through a life cycle from generation to development to end. Furthermore, through calculating the average values of the two components, we find that bus public opinions tended to be more positive with the influence of home-returning obsession in the weeks before and after the Spring Festival, and the reflection of bus operation may deviate from the reality.
4.2.3. Extraction and Analysis of Spatial Features

Shenzhen contains eight administrative districts, such as Luohu District, Futian District, and Yantian District. To count passenger satisfaction within each administrative district, it is important to obtain spatial features of bus public opinion.

Since public opinion information of Shenzhen districts alone is needed by this section, only the subspace thesaurus of “Shenzhen-districts-transportation facilities” of the space thesaurus is required.

Next, public opinion is classified considering the administrative region of spatial features extracted, and the satisfaction of each region is calculated, as shown in Figure 7a. Figure 7b is regional data from the bus service index, and there are remarkable differences compared with the former.

![Figure 7a](image1.png)
![Figure 7b](image2.png)

**Figure 7.** (a) Regional satisfaction of Shenzhen public transport in the first quarter of 2017; (b) Regional service index of Shenzhen public transport in the first quarter of 2017.

The bus service index of Futian District and Luohu District is higher, while the satisfaction levels in these districts are in the middle and low levels, respectively. The bus service index of Yantian District and Longgang District is low, whereas satisfaction is at a high level. Shenzhen passengers’ satisfaction and service index show the opposite trend, which is not consistent with the overall correlation. It shows that the service index is not positively correlated completely with the satisfaction of buses; the reason for this may be that the public from less developed areas expect less than those from developed areas. Further investigation should be carried out to find out specific reasons.

4.2.4. Detail Evaluation of Shenzhen Bus

TF – IDF of words is selected as the evaluation index of keywords. TF – IDF of words in positive public opinion and negative public opinion are calculated respectively, and the top 25 words are selected to plot in a word cloud, as shown in Figure 8.

![Figure 8](image3.png)

**Figure 8.** Word cloud of hot words with TF-IDF.

Hot words of positive public opinion include new energy, energy-saving, etc. Many official microblogs express their appreciation for the promotion of new energy buses. The cloud contains the words “bus line and bus stop station”. We find that many netizens made positive comments on increasing the number of routes and departure frequency, which illustrates that the convenience and accessibility of buses are more of a concern for passengers.

However, “bus stop station” also appears in the hot words of negative public opinion. By checking texts, it was reflected by citizens that car occupation at bus stop stations would cause uncertain delays and congestion. Based on the foregoing analysis, strictly enforcing laws to ensure the busway right are recommended for management apartments. In addition, “leg hairs, radiation” and other seemingly irrelevant words to the bus appear in the hot words. By checking texts, it was clear that passengers had concerns about new energy buses because rumors spread on the internet that “electric buses have great...
radiation, which will make drivers lose their leg hairs”. This is one of the reasons for the decline in passengers’ satisfaction in the first quarter of 2017. The official should refute the rumors immediately, and guide the public to objectively view the new energy bus. Similarly, by analyzing the word “carsickness”, citizens commented that there was a strong odor in BYD’s electric buses, which led to discomfort such as carsickness. We suggested that relevant departments use air purifiers and other tools to remove the odor in buses and create a comfortable environment for passengers.

Therefore, based on the hot words mining, not only can specific aspects of satisfaction be extracted, but the specific problems can be classified. This is conducive to the relevant departments grasping cases and allocating resources to the issues of passengers’ real concerns accurately.

Figure 8. (a) Positive hot words; (b) Negative hot words.

5. Conclusions

Public opinion is important for transportation management and decision. The tremendous growth of textual data volume and advancements of NLP provide a completely new approach for policymakers to perceive public opinion. To better grasp the citizen opinions on transportation, this paper concentrates on the perception features of public opinion and proposes a systematic approach under an integrated framework. Not only can it help the stakeholders understand real demands, but also enhance public participation in the policy modification, whereby the decision-making efficiency and suitability will get optimized for policymakers.

The hybrid algorithm consists of data pre-processing, features extraction, and integrated application. The data pre-processing begins with a regular matching to erase useless information, while stop words are removed and texts are segmented based on the stop word list and the improved transportation terminology bank respectively. Texts are then transformed into vectors, and irrelevant ones are discarded on the basis of thematic features. The methods of features extraction are subsequently designed in detail. To begin with, thematic features are obtained considering vector similarity. Next, based on summarized Chinese expression patterns, spatiotemporal features are extracted by double traversing. We have built an emotional dictionary of transportation, and quantitatively analyzed emotional state taking sequence and adverbs of degree into account. Finally, based on the EGARCH and life cycle of public opinion, evolutional features are carefully extracted. In terms of the case study guided by the integrated framework, the main causes of the fluctuating passenger satisfaction can be obtained. The result supported by the proposed methods is obviously distinct from the official one in the first quarter of 2017, where specific
reasons have been analyzed. It is noted that the proposed method is not only suitable for Chinese text processing, but also can be extended to other languages.

Future work will deal with the relationship among corpus entities considering events, public opinion, and management departments. When a public opinion incident occurs, it can automatically locate the specific responsible departments and provide handling measures for them. Meanwhile, a performance evaluation method of traffic governance based on public opinion feedback will also be studied. Technologies like graph databases and deep learning are worth applying to enhance the recognition performance. In summary, the proposed systematic approach under an integrated framework can effectively extract perception features of public opinion and assist transportation departments to make reasonable decisions.
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