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Abstract:

Big-data-based artificial intelligence (AI) supports profound evolution in almost all of science and technology. However, modeling and forecasting multi-physical systems remain a challenge due to unavoidable data scarcity and noise. Improving the generalization ability of neural networks by "teaching" domain knowledge and developing a new generation of models combined with the physical laws have become promising areas of machine learning research. Different from "deep" fully-connected neural networks embedded with physical information (PINN), a novel shallow framework named physics-informed convolutional network (PICN) is recommended from a CNN perspective, in which the physical field is generated by a deconvolution layer and a single convolution layer. The difference fields forming the physical operator are constructed using the pre-trained shallow convolution layer. An efficient linear interpolation network calculates the loss function involving boundary conditions and the physical constraints in irregular geometry domains. The effectiveness of the current development is illustrated through some numerical cases involving the solving (and estimation) of nonlinear physical operator equations and recovering physical information from noisy observations. Its potential advantage in approximating physical fields with multi-frequency components indicates that PICN may become an alternative neural network solver in physics-informed machine learning.
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1. Introduction

As a branch of artificial intelligence, machine learning uses algorithms to identify essential information and abstract structures in data and create models for prediction [1]. Neural network is an important part of machine learning algorithms. It is a computer program inspired by the biological neural network, which establishes a high-dimensional nonlinear empirical relationship between input and output variables by simulating the way the human brain processes information [2]. As an efficient data-driven model, artificial neural networks have been widely used in smart cities [3], intelligent machines [4], and other fields [5]–[7]. In convention, big data with high quality is a key to the successful application of artificial neural networks [8]. However, field data acquisition and large-scale testing involve unaffordable costs for some complex physical and engineering technologies, let alone the noise often contained in data [9]. In such cases, the convergence of the training process cannot even be guaranteed. This unavoidable data scarcity and noise becomes the main obstacle to deploying artificial neural networks in complex physical disciplines and engineering technology [10].

An effective solution is to embed existing domain knowledge to the network, and the construction of a new generation of machine learning models combined with physical law has become a research hotspot [11]–[15]. Estimating the physical field described by differential equations with a few boundary data can be regarded as a typical problem with small sample size. Recently, the physics-informed neural network (PINN) has been considered a promising numerical tool that uses a fully connected neural network (FCN) to approximate the physical field governed by differential equations [16]–[18], which has been shown to be applicable to various mathematical and physical problems [19]–[24]. In the method, the neural network act as a high-dimensional regressor, and the loss comes from the combination of boundary conditions and governing equations. The physical field is estimated iteratively by updating the network weights through the gradient descent method. PINN is a meshless algorithm that can effectively integrate observation data from different sources and is even effective for partially understood problems with uncertain high-dimensional observations [25]. It is also efficient and accessible for uncertain large-scale inverse problems [20]. Although PINN has potential for complex physical problems, the spectral bias nature of FCN may directly limit its capability in multi-scale problems with complex high-frequency components [26]. Essentially, the deep series-parallel connection of continuous function families with undetermined parameters in FCN is inefficient in approximating the nonlinear physical field when both high
and low-frequency components coexist [27].

Developing a robust and efficient framework is the core for the next generation of physical knowledge-based machine learning. Shallow nested convolutional neural networks are promising in dealing with the spectral bias problem in PINN because they can avoid exacerbating network complexity by reducing width and depth when fitting the nonlinear physical field [28]–[30]. Based on this consideration, this paper proposes a novel physics-informed convolutional network (PICN for short) to respond to the spectral bias problems encountered by PINN. In the proposed method, the physical field is generated by a deconvolution layer and a single convolution layer. Differentials field with their combinations is constructed using the pre-trained shallow convolution operators. An efficient linear interpolation network calculates the loss function involving boundary conditions and the physical constraints in irregular geometry domains. This method can be regarded as a highly simplified upgrading of existing generative networks [31] with the operator neural networks [32][33], whose convergence quality is much better than that of the PINN with an actual calculation speed of more than an order of magnitude.

The remainder of this paper is organized as follows. Section 2 introduces the PICN network with detailed implementations. Section 3 discusses its convergence properties in the frequency domain. Sections 4-6 present numerical cases of solving various nonlinear partial differential equations, estimating the differential equations of physical field, reconstructing and denoising display of physical field from noisy observations. A large number of numerical examples verify the effectiveness of the method. Finally, some remarks and conclusions are given in the last section.

2. PICN with detailed implementations

2.1. Problem statement

The overall goal of this work is to develop a novel artificial neural network with physical information incorporated. The construction and training of networks enriched by mathematical-physical knowledge provide a new paradigm in physical modeling and computation with limited data, e.g., a few noisy measurements from an experiment. The physical law governing the physical field compensates the data scarcity and low quality, which is usually described by parameterized nonlinear partial differential equations as [16]
\[ \frac{\partial u}{\partial t} + N[u, \lambda] = 0, x \in \Omega, t \in [0, T] \]  

(1)

where \( u(t, x) \) denotes the solution of physical field, \( N[u, \lambda] \) is a nonlinear differential operator with \( \lambda \) as its parameter, and \( \Omega \) is a subset of \( \mathbb{R}^D \). Physics-informed machine learning aims to infer all the physical states of interest in the spatiotemporal domain \( u(t, x) \) from physical information like initial conditions, boundary conditions, and measurement data. This work focuses on two cases: (I) data-driven solution with physical differential equations from limited boundary observation; (II) data-driven discovery of physical field from noisy observations. For the first problem, the physical information is described by a simplified nonlinear partial differential equation

\[ \frac{\partial u}{\partial t} + N[u] = 0, x \in \Omega, t \in [0, T] \]  

(2)

Recent physics-informed machine learning represents a new framework for solving partial differential equations based on artificial intelligence. Solving partial differential equations, including initial and boundary conditions, corresponds to training neural networks.

2.2. Structure of PICN

The recently reported PINN’s architecture has been almost exclusively based on the fully connected feed-forward neural network where the differential field is obtained by auto-differentiation [34]. In comparison, the proposed PICN’s architecture benefits from the convolutional neural network where the differential field is obtained from frozen pre-trained filters. The diagram describes the PICN training process.

Let us consider the data-driven solution for a scalar physical field governed by a two-dimensional nonlinear partial differential equation:

\[ T(x, y, u, u_x, u_y, u_{xx}, u_{yy}, \ldots) = 0 \quad x \in \Omega \]  

(3)

\[ B[u(x)] = f(x), \quad x \in \Gamma \]  

(4)

where \( T \) is an arbitrary operator, and \( u \) is the physical field, a function of variable \( x \). In addition, \( B \) is an operator related to the boundary conditions. In the current study, the following Neumann and Dirichlet boundary conditions for the physical field are considered
\[
\begin{align*}
\begin{cases}
  u(x) = f_{r_1}(x) & x \in \Gamma_1 \\
  \frac{\partial u(x)}{\partial n} = \nabla u(x) \cdot n(x) = f_{r_2}(x) & x \in \Gamma_2
\end{cases}
\end{align*}
\]

(5)

in which \( x = [x, y]^T \), \( \Gamma \) represents the boundary, and \( n \) represents the normal vector to the boundary.

**Fig. 1** The schematic diagram of PICN. Due to the advantages of shallow architecture, the proposed PICN neural network accelerates the convergence speed and improves the convergence quality. The network structure consists of three parts: 1) a convolutional neural network for physical field generation; 2) a pre-trained convolutional layer to calculate differential fields of the estimated physical field; 3) an interpolation network for loss analysis in irregular geometry domains.

The proposed PICN method is shown in Figure 1. It consists of three parts. In the first part, a deconvolutional neural network is used to generate an estimate of a hidden field from a constant input value. The estimation can be formulated as

\[
y^h = w^h x^m + b^h \in \mathbb{R}^{m \times n}
\]

(6)
where \( x^w = 1 \), \( w^h = [w^h_{ij}] \in \mathbb{R}^{mn} \) is the matrix of weights, and \( b^h \in \mathbb{R} \) is the vector of biases corresponding to the hidden layer. The hidden field is then passed through a convolutional layer to produce an estimated physical field. That is

\[
\hat{u} = a\left(y^h \ast w^o + b^o\right) \in \mathbb{R}^{mn}
\]

in which \( \ast \) stands for the convolution operation, \( w^o = [w^o_{ij}] \in \mathbb{R}^{pq} \), \( b^o \in \mathbb{R} \) is the bias, \( a(\cdot) \) is the activation function, the output \( \hat{u} \) is an \( m \times n \) matrix. Entries in \( \hat{u} \) represent the value of the physics at regular discrete grid points.

In the second part, CNNs with pre-trained weights are used to extract differential fields from the estimated physical field. The classical finite difference method demonstrates the effectiveness of calculating derivatives of the physical field on discretized grids. The numerical format of the finite difference can be obtained strictly from the Taylor series expansion [35]. Taking the Laplace operation as an example, the corresponding CNN kernel \( W_\Delta \) is

\[
\Delta u = \frac{u(x + \Delta, y) + u(x - \Delta, y) + u(x, y + \Delta) + u(x, y - \Delta) - 4u(x, y)}{\Delta^2} + o(\Delta^2)
\]

The Laplace operation can be calculated as

\[
\Delta \hat{u}(x_i, y_j) = (\hat{u} \ast W_\Delta)_{ij}, W_\Delta = \frac{1}{\Delta^2} \begin{bmatrix} 0 & 1 & 0 \\ 1 & -4 & 1 \\ 0 & 1 & 0 \end{bmatrix}
\]

In the third part, the estimation of the physical field with its various derivatives is combined according to governing equations and boundary conditions. All parameters of the networks can be learned by minimizing the following sum of the squared errors loss function.

\[
L = k_r \left( L_{r_1} + L_{r_2} \right) + k_u L_u
\]

where
\[ L_{T} = \frac{1}{N_{T}} \sum_{k=1}^{N_{T}} \left[ T \left( x, y, \tilde{u}, \tilde{u}_x, \tilde{u}_y, \ldots \right) \right]^2 \]

\[ L_{n} = \frac{1}{N_{n}} \sum_{k=1}^{N_{n}} \left[ \tilde{u}(x) - f_l(x) \right]^2 \]

\[ L_{n_2} = \frac{1}{N_{n_2}} \sum_{k=1}^{N_{n_2}} \left[ \nabla \tilde{u}(x) \cdot n(x) - f_{n}(x) \right]^2 \]

where \( x = \{ x_i \} \) are the considered positions of physical information data, including boundary conditions and measurement data. \( L_{n} \) and \( L_{n_2} \) represent the losses corresponding to the two types of boundary conditions, \( L_{G} \) represents the loss corresponding to the governing equation of the physics field. The final neural network loss function is constructed by a linear (or nonlinear) combination of these loss functions.

It is worth noting that the position of the sample may not be on the regular grid. Therefore, we need to build an interpolation network to estimate the field values that are not on the grid. Obviously, a regular grid can be constructed whose region covers the positions of all training samples. Here, a bilinear interpolation network is proposed as

\[
\hat{u}(x, y) = \frac{1}{\Delta^2} \begin{pmatrix}
\tilde{u}(\bar{x}, \bar{y})(\bar{x} - x)(\bar{y} - y) \\
+\tilde{u}(\bar{x}, \bar{y})(\bar{x} - x)(y - \bar{y}) \\
+\tilde{u}(\bar{x}, \bar{y})(x - \bar{x})(\bar{y} - y) \\
+\tilde{u}(\bar{x}, \bar{y})(x - \bar{x})(y - \bar{y})
\end{pmatrix} + O(\Delta^3)
\]

where \( \bar{x} \) represents the abscissa of the nearest node whose abscissa is not greater than \( x \). \( \bar{y} \) represents the abscissa of the nearest node whose abscissa is larger than \( x \). The definitions of \( \bar{x} \) and \( \bar{y} \) are similar. The derivative field can also be interpolated using this bilinear interpolation network. For each sampling location, the interpolation constants can be pre-computed in advance in the network. For smooth and uniformly bounded fields, the interpolation error tends to zero when the mesh is sufficiently dense.

### 2.3. Data-driven discovery of physical law

Besides solving equations as shown in Sec. 2.2, another important application of PICN is the discovery of partial differential operators from measurement data of a physical field. In other words, the task becomes to find the optimal parameter \( \lambda \) in the governing equation using the measurement data. This paper provides two approaches for the discovery of data-driven physical law. 1) Freeze the filters in the second part of the PICN
network and replace the nonlinear operator $T$ with a trainable interpolation network; 2) Filters in the second part of the PICN network are also participated in the training. The following numerical examples will demonstrate the effectiveness of this method. In addition, subsequent research confirms that the above method could also be used for denoising the display of physical information from noisy observations.

3. Discussion on the convergence behavior

3.1. Convergence analysis in the frequency domain

The spectral bias of FCN has been discussed in previous studies [26]. Since PINN adopts FCN as its backbone, it also inherited the spectral bias of FCN in the training process. In comparison, PICN is promising for approximating physical fields with multi-frequency components by taking advantage of the shallow convolutional network architecture. For convenience, the one-dimensional case is discussed here.

Consider first the physics generation part of PICN. This part consists of a deconvolution layer and a convolution layer. The output of this section can be expressed as:

$$\hat{u}_j = \sigma \left( \sum_{u=1}^{(p-1)/2} \left( w_{j-u}^{(l)} \cdot 1 + b^{(l)} \right) w_{(p+1)/2-u}^{(2)} + b^{(2)} \right)$$

in which $P$ indicates the size of the convolutional kernel. Rewriting the above formula into continuous form obtains

$$\hat{u}(x) = \sigma \left( \int_{-\delta}^{\delta} w^{(2)}(s) \left( w^{(l)}(x+s) + b^{(l)} \right) ds + b^{(2)} \right)$$

where $\delta$ indicates the size of the convolutional kernel. If one extends the domain of $w^{(2)}(s)$ to infinite and assumes that the values outside its original domain are 0, the above formula can be further changed to

$$\hat{u}(x) = \sigma \left( \int_{-\infty}^{\infty} w^{(2)}(s) \left( w^{(l)}(x+s) + b^{(l)} \right) ds + b^{(2)} \right)$$

The equation can be shortened as

$$\hat{u}(x) = \sigma \left[ Y(x) + b^{(2)} \right]$$

where $Y(x) = w^{(2)}(x) \ast \tilde{w}^{(l)}(x)$, $\tilde{w}^{(l)} = w^{(l)}(x) + b^{(l)}$.

For physical field observations, the network loss can be expressed as
\[
L_{\eta} = \frac{1}{N} \sqrt{\sum_{i} (\hat{u}(x_i) - u(x_i))^2}
\]  

(17)

Since \( \sigma \) is an invertible function at low frequencies, the minimization of the above loss function is equivalent to minimizing the following function:

\[
L_{\eta}' = \frac{1}{2} \sum_{i} (\hat{Y}(x_i) - g(x_i))^2
\]  

(18)

where \( g(x) = \sigma^{-1}[u(x)] - b^{(2)} \).

According to Parseval's theorem, the discrete Fourier transform of this function can be written as

\[
F_{\eta}'(\omega) = \frac{1}{2}|D(\omega)|^2
\]  

(19)

in which \( D(\omega) \triangleq F[\hat{Y}(x)](\omega) - F[g(x)](\omega) \). In above equation \( F[u(x)](\omega) \) is the Fourier transform of \( u(x) \), and then

\[
F[\hat{Y}(x)](\omega) = F[w^{(2)}(x)](\omega)F[\hat{w}^{(1)}(x)](\omega)
\]  

(20)

in which

\[
F[w^{(2)}(x)](\omega) \approx \sum_{n=-N}^{N-1} w^{(2)}(n) \exp\left(-i \frac{2\pi}{N} \omega n \right)
\]  

(21)

Therefore, we have

\[
\frac{\partial D(\omega)}{\partial w^{(2)}} = \exp\left(-i \frac{2\pi}{N} \omega n \right)F[\hat{w}^{(1)}(x)](\omega)
\]  

(22)

Let

\[
D(\omega) = A(\omega) e^{\theta(\omega)}
\]  

(23)

Then, one has
According to Parseval Theorem, one has
\[
\frac{\partial F_k'(\omega)}{\partial \omega^{(2)}_j} = D(\omega) \frac{\partial D(\omega)}{\partial \omega^{(2)}_j} + D(\omega) \frac{\partial D(\omega)}{\partial \omega^{(2)}_j},
\]
\[
= A(\omega) \left[ \exp(-i\theta(\omega)) \exp \left( -i \frac{2\pi}{N} \omega_{an} \right) F \left[ \tilde{w}^{(1)}(x) \right] \right] (\omega)
\]
\[
+ \exp(i\theta(\omega)) \exp \left( i \frac{2\pi}{N} \omega_{an} \right) F \left[ \tilde{w}^{(1)}(x) \right] \right] (\omega)
\]
\[
= A(\omega) \exp(i\theta(\omega)) \exp \left( i \frac{2\pi}{N} \omega_{an} \right)
\]
\[
\left[ \exp(-2i\theta(\omega)) \exp \left( -i \frac{4\pi}{N} \omega_{an} \right) \frac{F \left[ \tilde{w}^{(1)}(x) \right]}{F \left[ \tilde{w}^{(1)}(x) \right]} + 1 \right] \left[ F \left[ \tilde{w}^{(1)}(x) \right] \right] (\omega)
\]
(24)

According to Parseval Theorem, one has \( \frac{\partial L'_k}{\partial \omega^{(2)}_j} = \sum_{\omega} \frac{\partial F_k'(\omega)}{\partial \omega^{(2)}_j} \). Thus, one obtains

\[
\left| \frac{\partial L'_k}{\partial \omega^{(2)}_j} \right| \leq 2 \left| A(\omega)W^{(1)}(\omega) \right|
\]
(25)

As can be seen from these two equations, \( A(\omega) \) is bounded. Thus the gradient does not change significantly with increasing frequency. The training parameters \( w^{(1)} \) in the deconvolutional layer can be discussed similarly. Therefore, the PICN method does not have a frequency domain bias for the loss function corresponding to the physical field observations.

Next, let us analyze the loss \( L_G \). Without loss of generality, it is assumed here that there is only one \( k \)-order derivative term in this loss. The minimization of the above loss function is equivalent to minimizing the following function:

\[
L'_G = \frac{1}{2} \left( \frac{\partial^k Y(x)}{\partial x^k} - \frac{\partial^k g(x)}{\partial x^k} \right)^2
\]
(26)

the discrete Fourier transform of this function can be written as:

\[
L'_G = \sum_{\omega} F'_G(\omega)
\]
(27)

According to Parseval’s theorem, one has

\[
F'_G(\omega) = \frac{1}{2} \left| D(\omega) \right|^2
\]
(28)

where
\[ D(\omega) = F \left[ \frac{\partial^4 Y(x)}{\partial x^4} \right](\omega) - F \left[ \frac{\partial^4 g(x)}{\partial x^4} \right](\omega) \]  

(29)

in which

\[ F \left[ \frac{\partial^4 Y(x)}{\partial x^4} \right](\omega) = (i\omega)^4 F[Y(x)](\omega) \]

\[ = (i\omega)^4 F[w^{(2)}(x)](\omega)F[w^{(4)}(x)](\omega) \]  

(30)

As signal frequency increases, the magnitude of the nominal gradient increases polynomially. Therefore, for the PICN method with the participation of the differential governing equations, the high-frequency components in the physical field are preferentially learned.

3.2. Comparison of and discussion on training convergence

This subsection compares the training process when using PINN and PICN to solve some differential equations. Firstly, a one-dimensional nonlinear differential equation containing trigonometric functions and a square operator is analyzed. The following kinetic process along with initial value conditions is considered,

\[ \sin(u^2) + u_i = f(t), t \in \Omega = [0, 3\pi] \]

\[ u(0) = 0 \]  

(31)

Let us define \( f(t) \) to be given by

\[ f(t) = \sin(\sin^2(t^2)) + 2t \cos(t^2) \]  

(32)

and proceed by approximating \( u(t) \) by a deep neural network.

Based on the analytical expression of the solution, it is convenient for error calculation of neural networks. It is worth noting that the analytical solution of this problem is the classic one-dimensional swept function \( u(t) = \sin(t^2) \), so one can perform detailed calculations of the error of the different frequency components during the convergence process. As can be seen from Figure 2, the most significant difference between PICN and PINN in the convergence process is that PICN first learns the high-frequency components in the equation, while PINN first fits the low-frequency components. This phenomenon can be clearly seen from the frequency domain error distribution variation with the training epoch.
Fig. 2 Comparison of the training process between PICN and PINN for solving a one-dimensional nonlinear differential equation. Loss function changes are compared in A and D; Estimation changes are compared in B and E; Normalized prediction errors in the frequency domain are compared in C and F. For PICN, the kernel size of DCNN is $1 \times 1000$, and the kernel size of CNN is $3 \times 3$. The PINN uses a 1-20-20-20-20-1 fully connected network. The training results are shown on 1000 points uniformly distributed in the defined domain. The weight ratio between governing loss and boundary loss is 9:1, the Adams optimizer is used, and the learning rate is 0.001. Training is performed on a Titan X GPU. It costs 40 seconds for PICN and 872s for PINN to train 20000 epochs.

Subsequently, we further solve the two-dimensional nonlinear partial differential equations containing trigonometric functions and square operators based on neural networks. The classical boundary value problem of the first kind is dealt with here. The following partial differential equation along with boundary conditions in a rectangular domain is given as follows,
\[ \sin(u^2) + \Delta u = f(x, y) \quad (x, y) \in \Omega = [0,10] \times [0,6] \]
\[ u(0, y) = \sin(y^2), u(10, y) = \sin(100 + y^2) \]
\[ u(x, 0) = \sin(x^2), u(x, 6) = \sin(36 + x^2) \] 

(33)

Let us define \( f(x, y) \) to be given by

\[ f(x, y) = \sin(\sin^2(x^2 + y^2)) + 4\cos(x^2 + y^2) - 4(x^2 + y^2)\sin(x^2 + y^2) \] 

(34)

and proceed by approximating \( u(x, y) \) by a deep neural network. The training parameters in the network can be learned by minimizing the error loss controlled by both boundary conditions and governing equations.

The analytical solution is \( u(x, y) = \sin(x^2 + y^2) \). In this example, the prediction results of PICN and PINN show a more pronounced difference in the convergence behavior in the frequency domain. As shown in Fig. 3, from the comparison of Figure B and Figure D, PICN can first accurately estimate the high-frequency components of the result when the epoch is 500 and then accurately estimate the low-frequency components of the result. In addition, from Figure D, it can be seen that PINN encountered apparent obstacles in the process of estimating high-frequency components. This phenomenon did not appear in the training process of PICN. In panels C and D in Figure 4, the lower-left corner represents the low-frequency component of the normalized error, and the upper right corner represents the high-frequency content of the signal. It can be seen from the comparison that PICN also shows excellent learning ability for the high-frequency components of the signal, compared to PINN. The above analysis and comparison demonstrate the PICN potential advantages of approximating physical fields with multi-frequency components.
The comparison between the training process of PICN and PINN to solve a nonlinear partial differential equation boundary value problem. Loss function changes are compared in A and C; Estimation changes are compared in B and D. For PICN, the kernel size of DCNN is $120 \times 200$, and the kernel size of CNN is $3 \times 3$. The PINN uses a 1-20-20-20-20-20-1 fully connected network. The data for calculating governing loss come from 24000 points uniformly distributed in the defined domain. The data for calculating boundary loss comes from 636 points uniformly distributed on the boundary. The weight ratio between governing loss and boundary loss is 999:1 for PICN and 99:1 for PINN, the Adams optimizer is used, and the learning rate is 0.01 for PICN and 0.0001 for PINN. Training is performed on a Titan X GPU. It costs 61s for PICN to train 5000 epochs which is much less than that for PINN.
Fig. 4  Model error comparisons. The final estimation error comparison is given by Figures A, and B.

Normalized prediction errors in the frequency domain are compared in C and D.

4. Data-driven solver for nonlinear physical field on a regular domain

4.1. Example (ODE with sine nonlinearity)

This section shows the solving capability of PICN for some complex nonlinear differential equations. As an example, let us consider a nonlinear ordinary differential equation with a sine nonlinearity. In one dimension case, the following differential equations and their boundary conditions are adopted

\[ u_x + \sin u_x + u(x) = q(x), \ x \in \Omega = [0, 3] \]
\[ u(0) = 0 \]  \hspace{1cm} (35)

This problem has the exact analytical solution as

\[ u(x) = \exp(-x)\sin(m \pi x^2) \]  \hspace{1cm} (36)

Note that \( q(x) \) can be found by direct substitution.
Fig. 5 The training process of solving differential equations with sine nonlinearity using PICN. The first row shows the final estimation; the second row shows the convergence process. Parameters for the three cases are m=1, 2, and 3. For PICN, the kernel size of DCNN is 1×200, and the kernel size of CNN is 3×3. The training data to evaluate the governing loss contains 200 points uniformly distributed across the defined domain. The weight ratio between governing loss and boundary loss is 9:1, the Adams optimizer is used, and the learning rate is 0.01.

The training process for this problem is shown in detail in Figure 5. Note that only a single observation of the physical field is known in this problem, and the exact solution to this problem is characterized by complex fluctuations with multiple frequency components. The solution results of the shallow neural network proposed in this paper show that by comprehensively considering the governing equations determined by physical laws, one can accurately capture the complex solutions of nonlinear equations with only a small amount of boundary data.

4.2. Example (PDE involving Laplace and nonlinear sine-square operators)

This example emphasizes our method's ability to handle hybrid boundary conditions and is applicable to
partial differential equation problems controlled jointly by linear and nonlinear operators. Laplacian operators appear in various areas of applied mathematics, including thermal, flow, and electric field analysis. Here, the following mixed boundary value problem of nonlinear partial differential equations with Laplace operator is analyzed

\[ \sin(u^2) + \Delta u = f(x, y) \quad (x, y) \in \Omega = [0, 5] \times [0, 3] \]  

(37)

where

\[ f(x) = \sin(\sin^2(x^2 + y^2)) + 4\cos(x^2 + y^2) - 4(x^2 + y^2)\sin(x^2 + y^2) \]  

(38)

And the boundary conditions are

\[
\left\{
\begin{array}{l}
\left. \frac{\partial u}{\partial n} \right|_{x=0, \text{ other boundaries}} = -2x\cos(x^2 + y^2) \\
\quad \text{for } 0 \leq y \leq 3 \\
\left. u(x, y) \right|_{x=0, \text{ other boundaries}} = \sin(x^2 + y^2) 
\end{array}
\right.
\]  

(39)

Fig. 6 The training process of solving differential equations using PICN. Loss function changes are shown
in A; Estimation changes are shown in B. The final estimation error is given by C. Normalized prediction errors in the frequency domain are shown in D. The kernel size of DCNN is $60 \times 100$, and the kernel size of CNN is $3 \times 3$. The data for governing loss come from 6000 points uniformly distributed in the defined domain. The data for calculating boundary loss comes from 320 points uniformly distributed on the boundary. The weight ratio between governing loss and boundary loss is 99:1, the Adams optimizer is used, and the learning rate is 0.001.

The analytical solution is $u(x, y) = \sin(x^2 + y^2)$. The solving process of this problem is shown in Figure 6. It can be seen that PICN can be directly used for solving mixed boundary conditions without any additional network structure changes or additional preprocessing frameworks. From the comparison with the example in Section 3.2, it can be seen that the influence of the mixed boundary conditions on the network convergence can be ignored, and the distribution of the network estimation error in the frequency domain remains consistent.

4.3. Example (Schrödinger equation)

The nonlinear Schrödinger equation is adopted to analyze the feasibility of neural network methods in dealing with governing partial differential equations with nonlinear operators and complex-valued solutions. This paper discusses the following time-dependent one-dimensional problem. The equation to be solved is:

$$i\psi_t + \psi_{xx} + \psi - |\psi|^2 \psi = 0 \quad (x, t) \in \Omega = [0, \pi] \times [0, \pi]$$

where $\psi = u + iv$.

Using the form of the wave function $\psi = \exp(i(x-t))$, the equation can be transformed as

$$
\begin{cases}
u_t + \nu_{xx} + \nu - (u^2 + v^2)v = 0 \\
v_t - u_{xx} + u + (u^2 + v^2)u = 0
\end{cases}
$$

The analytical solution to this problem is $u = \cos(x-t), v = \sin(x-t)$. And a simple Dirichlet boundary condition is used here.

To demonstrate the effectiveness of the PICN method, the error between the exact solution and the prediction,
and the training results at different epochs are given in Figure 7 in detail. The example implementation means that, based on physical information machine learning, one can accurately analyze the complex nonlinear behavior governed by the Schrödinger equation using small-sample data on boundaries. Here, the Schrödinger Equation is transformed as the system of partial differential equations which can be directly solved in real-domain. This means that the PICN is capable of solving nonlinear partial differential equations. It is worth noting that for a system of nonlinear partial differential equations, the network structure, training data distribution, and optimizer of PICN do not need to be specifically customized and delicately optimized, which provides the possibility for coupled analysis of complex multiphysics problems.

Fig. 7 The training process of solving differential equations using PICN. Loss function changes are shown in A; The final estimation error is given by B; Estimation changes are shown in C. The kernel size of DCNN is 10×10, and the kernel size of CNN is 3×3. The data for calculating governing loss comes from 100 points uniformly distributed in the defined domain. The data for calculating boundary loss comes from 40 points.
uniformly distributed on the boundary. The weight ratio between governing loss and boundary loss is 1:9, the
Adams optimizer is used, and the learning rate is 0.001.

5. Data-driven solver for the nonlinear physical fields on irregular domains

5.1. Example (physical field on the star-shaped domain)

This example investigates a nonlinear PDE defined in a star-shaped domain, which domain is defined
parametrically by:

\[(x, y) \in \Omega = \{\rho \leq 1 + \cos^2(4\theta)\}\]  (42)

in which \(\theta \in [0, 2\pi]\), and \((\rho, \theta)\) is the polar coordinate of \((x, y)\) satisfying \((x, y) = (\rho \cos \theta, \rho \sin \theta)\).

Here, the equation to be solved is \(u_x + uu_x = f(x)\), and the Dirichlet boundary condition is used. Let us
define \(f(x, t)\) to be given

\[f(x) = -\sin(x + kxy + ky^2)(kx + 1) - \sin(x + kxy + ky^2)\cos(x + kxy + ky^2)(kx + 2ky)\]  (43)

The exact solution is \(u(x, y) = \cos(x + kxy + ky^2)\).

Figure 8 shows the comparison of PICN prediction and the exact solution and the loss convergence process
when \(k = 5\). It can be seen that the predicted physical field using PICN can better capture the oscillating properties
of the physical field on this irregular domain. Moreover, the PICN predictions are almost the same as the
analytical results at most positions in the definition domain.
The training process of solving differential equations using PICN. Loss function changes are shown in A; Estimation changes are shown in B; The final estimation error is given by C. The kernel size of DCNN is 200×200, and the kernel size of CNN is 3×3. The training data comes from points uniformly distributed in the defined domain. The interval between training points is 0.02. The data for calculating the boundary loss comes from 800 points with uniform distribution of angles. The weight ratio between governing loss and boundary loss is 1:9, the Adams optimizer is used, and the learning rate is 0.001.

5.2. Example (physical field on a bird-like domain)

Consider the following bird-like 2D domain problem. The boundary of this bird-like domain is defined parametrically by

$$\partial \Omega = \left\{ (\rho \cos \theta, \rho \sin \theta) : \rho = e^{\sin \theta} \sin^2 (3\theta) + e^{\cos \theta} \cos^2 (3\theta) \right\}$$

(44)

where $\theta \in [0,2\pi]$, and $(\rho,\theta)$ is the polar coordinate of $(x,y)$ satisfying $(x,y) = (\rho \cos \theta, \rho \sin \theta)$.

The partial differential equation involving Laplace and sine-square operator in Section 4.2 is revisited, and Dirichlet data is known along the boundary. The exact solution is also $u(x,y) = \cos(kxy + ky)$. The differences between the PICN computation and the exact solution and training process of PICN are given in Figure 9.
in A; Estimation changes are shown in B; The final estimation error is given by C. The kernel size of DCNN is 250×250, and the kernel size of CNN is 3x3. The training data comes from points uniformly distributed in the defined domain. The interval between training points is 0.02. The data for calculating the boundary loss comes from 800 points with uniform distribution of angles. The weight ratio between governing loss and boundary loss is 1:99, the Adams optimizer is used, and the learning rate is 0.0001.

5.3. Example (physical field on a starfish domain)

The example on the star-shaped domain considers nonlinear combinations of physical field and its first derivatives, and the example on the star-shaped domain involves the Laplace and sine-square operator. In the following, a new nonlinear operator equation is considered. The generalized Laplace operator \( c_1 u_{xx} + c_2 u_{sy} \) is considered, where the ratio \( c_1 / c_2 \) represents the orthotropic properties in the physical laws. In addition, a complex nonlinear combination of \( \sin(u) \) and \( u_x \) is also considered.

The equation to be solved is:

\[
    u_{xx} + 5u_{yy} + k \sin(u)u_x = f(x, y)
\]

(45)
\[ f(x, y) = -\left(1 + 2ky + k^2 \left(5x^2 + 20xy + 21y^2\right)\right) \sin\left[0.5 + x + kxy + ky^2\right] \\
+ k \cos\left(0.5 + x + kxy + ky^2\right) \left[10 + (1 + ky) \sin\left(0.5 + x + kxy + ky^2\right)\right] \]  

(46)

Here, a boundary of the starfish domain is employed, which can be expressed parametrically by

\[ \partial \Omega = \left\{(\rho \cos \theta, \rho \sin \theta) : \rho = 1 + 0.5 \cos^2 (2.5 \theta)\right\} \]  

(47)

where \( \theta \in [0, 2\pi] \), and \((\rho, \theta)\) is the polar coordinate of \((x, y)\).

The solution is \( u(x, y) = \sin(0.5 + x + kxy + ky^2) \), and Dirichlet boundaries are still used in the PICN analysis under \( k=5 \). As shown in Figure 10, this PICN prediction result is still to demonstrate the use of PICN to solve the irregular domain problem. Of course, when the simple linear interpolation network is used for boundary processing in this paper, this algorithm only ensures the first-order algebraic accuracy on the boundary. Some delicate technologies such as complex high-order interpolation or interpolation networks trained with hybrid information of each order of derivatives can be introduced to ensure high numerical precision for irregular boundary problems.

**Fig. 10** The training process of solving differential equations using PICN. Loss function changes are shown in A; Estimation changes are shown in B; The final estimation error is given by C. The kernel size of DCNN
is 60×60, and the kernel size of CNN is 3×3. The training data comes from points uniformly distributed in the defined domain. The interval between training points is 0.02. The data for calculating the boundary loss come from 800 points with uniform distribution of angles. The weight ratio between governing loss and boundary loss is 1:99, the Adams optimizer is used, and the learning rate is 0.0001

6. Learning physical field from noisy data

6.1. Data-driven discovery of physical law

This part presents the data-driven discovery of physical law using PICN networks. The data-driven discovery corresponds to estimating the parameters in the physical laws. First, take $\lambda_1 u_{xx} + \lambda_2 u_{yy} = 0$ as an example, which corresponds to the case of $T[u] = \lambda_1 u_{xx} + \lambda_2 u_{yy}, \lambda = (\lambda_1, \lambda_2)$. This is a typical heat conduction problem of orthotropic materials. It is necessary to estimate the parameters based on some observation data that may contain noise and determine the optimal parameters $\lambda$ to characterize this physical problem. This essentially corresponds to how to accurately determine the heat conduction parameters of the material in the two orthogonal directions of $x$ and $y$ from the temperature field observed in the experiment.

From a finite element analysis under a specific boundary condition, the finite element results and random noise are added to replace the experimental observations of the temperature field. And then, PICN machine learning is executed on the experimental observations. Finally, the anisotropic heat conduction parameter ratio of the material is estimated. Figure 11 shows the PICN estimation results based on noise-free experimental observations, which can achieve high-precision temperature field reconstruction consistent with experimental observations. It is worth noting that the interpolation network is trainable, and its network weights just correspond to the parameters $\lambda$ in the operator $T$. From the interpolation network weights in the trained PICN, we get an estimate of the parameters that satisfy $\lambda_2 / \lambda_1 = 5.0017323$, which is completely consistent with the value of 5
that used to construct our physical field observations.

Fig. 11 The training process of PICN to discover nonlinear field equations. Loss function changes are shown in A; Estimation changes are shown in B; The final estimation error is given by C. The kernel size of DCNN is 20×20, and the kernel size of CNN is 3×3. The training data comes from points uniformly distributed in the defined domain. The interval between training points is 0.05. The weight ratio between governing loss and boundary loss is 1:99, the Adams optimizer is used, and the learning rate is 0.0002

To further examine the capabilities of this PICN machine learning, we conduct a comparative study of the problem under different noise corruption levels. The case of experimental observations affected by Gaussian noise of different degrees is further discussed in Figure 12. It can be seen that, although the estimation error increases correspondingly as the noise level increases, the anisotropic ratio  $\lambda_2 / \lambda_1$ can be estimated fairly accurately from PICN Learning experimental observations with the Gaussian noise when the mean is 0 and the standard deviation below 0.1. This shows that the PICN has strong robustness for the parameter evaluation, and
even if the standard deviation reaches 0.1, a reasonably good parameter evaluation can be produced from the present PICN.

**Fig. 12** Parameter estimation of partial differential equations under different noise levels. The case where the standard deviation of the Gaussian noise is 0.02 is shown in A, the case where the standard deviation of the Gaussian noise is 0.05 is shown in B, and the case where the standard deviation of the Gaussian noise is 0.1 is shown in C.

**Table 1.** Estimation of anisotropic ratio $\frac{\lambda_2}{\lambda_1}$ from PICN learning under different Gaussian noise

| Standard deviation of Noise | 0    | 0.02 | 0.05 | 0.10 |
|----------------------------|------|------|------|------|
| Anisotropic ratio estimation| 5.0017 | 5.0114 | 5.0379 | 5.1218 |
| Error                      | 0.034% | 0.23% | 0.76% | 2.44% |

**6.2. Denoising display with physical information**

In addition, the data-driven discovery also corresponds to a denoising display of a noisy observation. The generation scheme of observation data mentioned above is still adopted to implement and analyze this problem. In this problem, the physical information is the temperature field measurement of an orthotropic square plate with known material parameters. This confirms that the physical field is governed by the anisotropic heat
conduction equation, which is expressed as \( \lambda_2 u_{xx} + \lambda_2 u_{yy} = 0 \). When PICN is used to train the loss jointly controlled by the observation and the physical information, the training result can just achieve the denoising display of the physical field. As can be seen from Figure 13, when the form of the physical governing equations is known, PICN can accurately generate a more clear physical display from noisy sampled data. Even if the standard deviation of the error is as high as 0.4, the error between the re-established results and ideal observations is still only about 0.1.

![Fig. 13 Denoising display with physical information under different noise conditions. The case where the standard deviation of the Gaussian noise is 0.1 is shown in A, the case where the standard deviation of the Gaussian noise is 0.2 is shown in B, the case where the standard deviation of the Gaussian noise is 0.3 is shown in C, and the case where the standard deviation of the Gaussian noise is 0.4 is shown in D.](image)

Even when the governing equations satisfied by the physics are not precisely known, the denoising display
of the physics can be achieved programmatically. Here, a physical field in the explicit functional form is used for the analysis by \( f(x, y) = \sin(x + 5y) + \exp(-x) \). The interpolation network with trainable weights is still used, and then the noisy physics observations are learned and trained based on PINN. Here, the equation \( k_x u + k_y u = 1 \) is used to describe the physical field. As shown in Figure 14, the machine learning results show that PICN achieves denoising by using enhancements of physics information. It can be seen that even if the equation of the original physical field is unknown, a smooth approximation of the physical field can be obtained by choosing a simple governing equation that may not be fully applicable to the physical field. The results show that this PICN scheme still shows good robustness for the case where the standard deviation of the Gaussian noise is 0.3.

**Fig. 14** Denoising display without physical information under different noise conditions. The case where the standard deviation of the Gaussian noise is 0.1 is shown in A, the case where the standard deviation of the Gaussian noise is 0.2 is shown in B, the case where the standard deviation of the Gaussian noise is 0.3 is shown in C, and the case where the standard deviation of the Gaussian noise is 0.3 is shown in D.
7. Conclusions

When using the fully connected network (FCN) backend PINN method to estimate the physical field with multi-frequency components, the spectral bias nature may lead to excessive training overhead and even does not ensure the convergence of the training process. This paper recommends a physical information convolutional network (PICN) solver in physics-informed machine learning from a CNN perspective. The potential advantages of the PINN network are discussed theoretically and numerically on approximating physical fields with multi-frequency components. Further, a series of numerical experimental cases demonstrate the feasibility of PINN in two types of physics-informed machine learning problems containing data-driven solutions and data-driven discovery. Based on the CNN perspective, this network solver provides a new alternative solution for physics-informed machine learning.
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