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We present a simple model for the turbulent kinetic energy behavior of subsonic plasma turbulence undergoing isotropic three-dimensional compression, such as may exist in various inertial confinement fusion experiments or astrophysical settings. The plasma viscosity depends on both the temperature and the ionization state, for which many possible scalings with compression are possible. For example, in an adiabatic compression the temperature scales as $1/L^2$, with $L$ the linear compression ratio, but if thermal energy loss mechanisms are accounted for, the temperature scaling may be weaker. As such, the viscosity has a wide range of net dependencies on the compression. The model presented here, with no parameter changes, agrees well with both previous treatments, with a plasma viscosity. The plasma viscosity depends sensitively on temperature and charge state, $\mu \sim T^{5/2}/Z^4$, with $T$ the temperature and $Z$ the charge state. Either (or both) of $Z$ or $T$ may change during the compression. The amount of compression is indicated by $\bar{L} = L/L_0$, which is the linear compression ratio, so that, for example, $\bar{L} = 10$ corresponds to a reduction in volume by a factor $1/L^3 = 1/1000$. Similarly to Davidovits and Fisch, we assume that the net effect of changes to $Z$ and $T$ during compression is that the (dynamic) viscosity can be written as a function of $L$,

$$\mu = \mu_0 \bar{L}^{-2\beta}. \quad (1)$$

As a “base” plasma case we consider a fixed ionization state ($Z = $ constant, e.g. fully ionized), and a temperature dependence on compression of $T \sim \bar{L}^{-2}$. This is the temperature dependence for adiabatic, 3D, compression of a monatomic ideal gas. With $\mu \sim T^{5/2}/Z^4$, this gives $\mu \sim \bar{L}^{-5}$, or $\beta = 5/2$ for the “base” case. When $Z$ is constant, achieving $\beta > 5/2$ would require a stronger temperature growth with compression than $T \sim \bar{L}^{-2}$; this could be achieved by, say, having a heating source in addition to the compression, but still no thermal losses. If changing ionization state is included, so that $Z$ can increase (decrease) during the compression, $\beta$ could be greatly reduced (enhanced). Similarly, if thermal losses are included, $\beta$ will be reduced.

The model given in this work matches reasonably well with simulations over the range $\beta \in [1, 5/2]$, with tests at $\beta = 1, 3/2, 5/2$. It may also be valid outside this range, but has not been tested there. In addition to the “base case” of a plasma heating adiabatically with fixed ionization state ($\beta = 5/2$), other cases of interest will be included in the validity range. As an example, Lindl showed that for a hot spot where the temperature is determined by the balance of mechanical heating and thermal conduction, $T \sim (\rho \bar{L})^{2/5}$. With $\rho \sim \bar{L}^{-3}$, this means $T \sim \bar{L}^{-4/5}$, which corresponds to the case $\beta = 1$, when $Z$ is constant, as in a deuterium-tritium hot spot with no mix.

For $\beta < 1$, the present model predicts a saturation of...
the TKE under continuing compression; see Sec. VI for a discussion of the model behavior in this range. In addition to neutral gases, a case of interest falling in the $\beta < 1$ range is isothermal turbulence, where both $T$ and $Z$ are constant, corresponding to $\beta = 0$. Compressing isothermal turbulence is of interest for understanding molecular clouds\textsuperscript{7,8}, where supersonic turbulence is compressed by pressure or gravity. The present model applies, strictly speaking, only to subsonic turbulence.

The model may be valid for $\beta > 5/2$ (there is no reason to expect a sudden transition at this value in the turbulence behavior under compression), but we have not tested it in this regime. The inertial fusion applications we have in mind typically do not have temperature growth with compression strong enough to bring them into this range, once thermal energy loss mechanisms like conduction and radiation are taken into account. Two examples of heating mechanisms that could potentially push the temperature growth with compression into this range are fusion heating, and heating from the sudden dissipation of TKE, if the dissipated TKE is fed back self-consistently into temperature. Note that fusion typically occurs after the compression is essentially over, while the sudden dissipation of TKE, if it is truly sudden, would occur at nearly fixed $L$.

The structure of this paper is as follows. Section II describes the system of equations governing the compressing turbulence. The following section, Sec. III describes the model for the TKE of the system. Section IV discusses the setting of model constants and shows comparisons between the model and numerical simulations. The way in which the model addresses the partition of input compression energy between thermal energy and TKE is discussed in Sec. V; also discussed is the total energy injected. Finally, Sec. VI provides additional discussion and caveats.

II. GOVERNING EQUATIONS

The system of equations governing the compressing turbulence is the same as that described in Davidson and Fisch\textsuperscript{21}, which in turn is very similar to previous work in neutral gases (e.g.\textsuperscript{10–12, 15, 18}). There are also similarities with previous work in astrophysics (e.g.\textsuperscript{7} and Peebles\textsuperscript{23}, Section 9), although here we consider only subsonic turbulence. For a full derivation and discussion of the system, readers are referred to Appendix Sec. 1 in Davidson and Fisch\textsuperscript{21}.

The system is the Navier-Stokes (NS) equations, with the flow, $\mathbf{v}$, broken into an imposed background flow and an unknown (turbulent) component, $\mathbf{v} = \mathbf{v}_0 + \mathbf{v}'$. The imposed background flow, $\mathbf{v}_0$, has the form,

$$\mathbf{v}_0(\mathbf{x}, t) = (\dot{L}/L)\mathbf{x},$$

with the overdot the time derivative. When $L$ is defined

$$L(t) = L_0 - 2U_b t,$$

the effect of the background flow is as follows; a homogeneous initial turbulent field remains homogeneous, and a 3D box of initial side length $L_0$, advected by the background flow, will remain a box and have a side length given by $L(t)$. That is, the sides of this compressing box move inward at a constant velocity $U_b$.

The turbulent field itself, $\mathbf{v}'$, is treated in the low-Mach (incompressible) limit. This means density fluctuations can be ignored, and the continuity equation gives the expected density dependence for a 3D compression,

$$\rho_0(t) = \rho_0(0) (L_0/L(t))^3 = \rho_0(0) L^{-3}. \quad (4)$$

Here, $\rho_0(0)$ is the initial (uniform) density.

Under these conditions, and working in a coordinate system that is co-moving with the background flow, the NS momentum equation for the turbulence is,

$$\frac{\partial \mathbf{v}}{\partial t} + \frac{1}{L} \mathbf{v} \cdot \nabla \mathbf{v} - \frac{2U_b}{L} \frac{\rho}{\rho_0} \mathbf{v} + \frac{L^2}{\rho_0} \nabla P = \nu_0 \dot{L}^{1-2\beta} \nabla^2 \mathbf{v}. \quad (5)$$

The third term is a forcing term associated with the compression. The initial kinematic viscosity is $\nu_0 = \mu_0/\rho_0(0)$, and Eq. (1) has been used for the viscosity dependence on $L$. The turbulent velocity field $\mathbf{v}$ is simply $\mathbf{v}'$ rewriten in the moving coordinates, $\mathbf{v}(\mathbf{x}, t) = \mathbf{v}'(\mathbf{x}, t)$, where $\mathbf{x} = \dot{L}\mathbf{x}$. This means that the TKE behavior determined in the moving coordinates is the same as the laboratory frame TKE behavior. We consider Eq. (5) on a cubic domain with sides extending from $-L_0/2$ to $L_0/2$, and periodic boundary conditions.

The (ensemble averaged) TKE, $E$, is defined as,

$$E = \langle \mathbf{v}'^2/2 \rangle, \quad (6)$$

with the angle brackets indicating the average, which in this homogeneous case can be taken to be a spatial average. The total energy in the domain (excluding the background flow) is then $E_{\text{tot}} = \rho_0(0) \langle \mathbf{v}'^2 \rangle [L_0^3/2]$.

III. TKE MODEL

We seek a model that will give the TKE behavior of the compressing turbulence described by Eq. (5). By rescaling $\mathbf{v}, P, t$ by appropriate powers of $L$, this equation can be rewritten as the usual, unforced, NS equation, but with a time-varying viscosity. In the rescaled equation the turbulence will decay. Given a model for the TKE behavior during this decay, one can translate the model back from the rescaled variables, yielding a model for the compressing turbulence TKE behavior. This observation has been used by Cambon, Mao, and Jeandel\textsuperscript{15} to aid modeling efforts for compressing turbulence previously, but with the viscosity variation assumed to be negligible. Here, we expand on this work by including the viscosity variation and low Reynolds number effects. These effects are found to have a substantial impact on the TKE behavior in the regime of interest.
FIG. 1. A comparison of simulation and model turbulent kinetic energy (TKE) during compression at two rates, for two different net viscosity dependencies on compression, $\mu(\bar{L}) \sim \bar{L}^{-2\beta}$; see Eq. (1) and the surrounding discussion. On the left, $\beta = 2.5$, the “base” plasma case with adiabatic plasma heating and fixed ionization state. On the right, $\beta = 1.5$, representing either weaker heating, and/or some ionization during compression. An initially turbulent flow (Taylor-Reynolds number $Re_\lambda \approx 82$) is compressed at a velocity $U_b$ on times equal to $(U_b, \text{norm}) = 1$ or faster than $(U_b, \text{norm}) = 10$ the initial turbulent decay time. The x-axes are the linear compression ratio; the domain is a box of initial side length 1, with the side length shrinking as the compression progresses from left to right in the graphs. For each simulation, we also plot the result of the model with the same $U_b$, $\beta$, $\nu_0$ and initial TKE, Eq. (15), rescaled to the lab frame using Eq. (11). The results show reasonable agreement, with no “free” parameters used between the two different $\beta$ cases. There is an apparent tendency for the model to suddenly dissipate somewhat early (at larger $\bar{L}$). The simulation and model parameters are given in full in Table I.

Using the rescalings,

$$V = \bar{L}^{-1}\hat{V},$$  
$$P = \bar{L}^{-5}\hat{P},$$  
$$d\hat{t} = \bar{L}^{-2}dt,$$

in Eq. (5) gives,

$$\frac{\partial \hat{V}}{\partial \hat{t}} + \hat{V} \cdot \nabla \hat{V} = -\frac{1}{\rho_0(0)} \nabla \hat{P} + \nu_0 \bar{L}^{3-2\beta} \nabla^2 \hat{V}. \tag{10}$$

The rescaled TKE is $\hat{E} = \langle \hat{V}^2 / 2 \rangle$, and it will be related to the laboratory frame TKE by,

$$E = \bar{L}^{-2} \langle \frac{V^2}{2} \rangle = \bar{L}^{-2} \hat{E}. \tag{11}$$

Once again, the angle brackets indicate an ensemble average, which in this homogeneous case can be taken to be a spatial average. When the viscosity coefficient in Eq. (10) has no time dependence ($\beta = 3/2$), this scaled equation is the usual NS momentum equation. At high Reynolds numbers the decay of NS turbulence closely follows a power law in time that is independent of the viscosity, $\hat{E} \sim \hat{t}^{-n}$ (see Sinhuber, Bodenschatz, and Bewley\textsuperscript{24} and references therein). Neglecting viscosity, the power $n$ depends on whether the energy containing turbulent scale is free to grow ($n \sim 1.2$) or not ($n \sim 2$)\textsuperscript{25}. One could translate this high Reynolds number expression for $\hat{E}(\hat{t})$ into one for the lab-frame energy $E(t)$, using Eqs. (9,11). However, using this power law decay to capture the behavior of $\hat{E}$ neglects viscous effects; the decay is determined solely by the rate of energy cascade from the large scales. It has been shown, however, that varying only $\beta$, and therefore only the viscous coefficient time dependence, can make a huge difference in the TKE behavior of compressing turbulence (see Davidovits and Fisch\textsuperscript{21}, in particular Fig. 3, see also Coleman and Mansour\textsuperscript{11}). Thus, to model this TKE behavior, we must account somehow for the viscous effects.

The present approach to do this accounting is to use the high to low Reynolds number decay model of Lohse\textsuperscript{26}, with the additional step of assuming the viscosity in that model is time dependent. This assumption is convenient, rather than rigorous, but yields reasonable results for the cases examined. Lohse’s model for the energy behavior of the decaying NS equation Eq. (10), but
I and show comparisons between the model. This steady state is completed with the definition, \( \lambda \), so that and model parameters are given in full in Table IV. The model correctly predicts that the turbulent value for \( \hat{U} \) in the saturation level is closer to the true level. The simulation in this case is near the boundary in parameter space where the TKE decays under compression; the model has the location of this boundary somewhat wrong. For more discussion of the \( \beta = 1 \) case, see Sec. IV. The simulation and model parameters are given in full in Table I.

with time dependent viscosity, is

\[
\frac{(12/3b)^{3/2}}{L_{\text{outer}}} \left[ \nu_n(\hat{t}) + \sqrt{\hat{E}(\hat{t}) + (\nu_n(\hat{t}))^2} \right] \hat{E}(\hat{t}) = -\frac{d\hat{E}(\hat{t})}{d\hat{t}}. \tag{12}
\]

Both terms on the left hand side of Eq. (12) cause \( \hat{E}(\hat{t}) \) to decrease in \( \hat{t} \); the first term within the square braces comes from viscous dissipation, while the second (square root) term is a combination of viscous dissipation (\( \nu \) part) and an effective eddy viscosity (\( \hat{E} \) part). The model is completed with the definition,

\[
\nu_n(\hat{t}) = \frac{3}{4} b^{3/2} \frac{\nu_0}{L_{\text{outer}}} \frac{\nu(\hat{t})}{\nu_0} = B \frac{\nu(\hat{t})}{\nu_0}, \tag{13}
\]

so that

\[
B = \frac{3}{4} b^{3/2} \frac{\nu_0}{L_{\text{outer}}}. \tag{14}
\]

Here \( b \) is the Kolmogorov constant, and \( L_{\text{outer}} \) is a (constant) length scale associated with the large scales of the turbulence (as in Lohse\(^{26} \)). Lohse’s model is recovered by setting \( \nu_n(\hat{t}) = B \). It is convenient to work in terms of \( \hat{L} \), rather than \( \hat{t} \). This is achieved by making use of Eqs. (3,9). Doing so gives,

\[
A \left[ BL_{\text{outer}}^3 + \sqrt{\hat{E}(\hat{L}) + (BL_{\text{outer}}^3)^2} \right] \frac{\hat{E}(\hat{L})}{L_{\text{outer}}^2} = \frac{d\hat{E}(\hat{L})}{dL}. \tag{15}
\]

We have also substituted for the appropriate viscosity, which is the coefficient of the last term in Eq. (10), \( \nu = B_{\nu} \hat{L}_{\text{outer}}^3 \). The constant \( A \) is defined,

\[
A = 8b^{-3/2} \frac{L_0}{2U_b} \frac{1}{L_{\text{outer}}}. \tag{16}
\]

The domain of the model, Eq. (15), is \( \hat{L} \in (0,1] \), with the initial condition (the starting energy) being set at \( \hat{L} = 1 \). After setting values of the constants \( b \) and \( L_{\text{outer}} \), the model, Eq. (15) can be solved for \( \hat{E} \) for the set of physical parameters, \( \{B, \beta, U_b, \nu_0, L_0 \} \), of interest. Having solved for \( \hat{E}(\hat{L}) \), the untransformed energy is obtained by rescaling by \( L_{\text{outer}}^{-2} \), as per Eq. (11).

IV. SETTING CONSTANTS AND SIMULATION COMPARISON

Here we compare the solutions of the model, Eq. (15), to simulations of compressing turbulence as described by Eq. (5). To set values of \( b \) and \( L_{\text{outer}} \), we use the following procedure. When \( \beta = 1 \), compressing turbulence described by Eq. (5) will reach a steady state energy as \( \hat{L} \to 0 \) (see Davidovits and Fisch\(^{21} \)). This steady state energy is \( E = 1.9U_b^2 \). The characteristic large scale associated with the steady state is \( L_{\text{outer}} \approx 0.19L_0 \). We choose this to be the value of \( L_{\text{outer}} \). In the limit \( \hat{L} \to 0 \), when \( \beta = 1 \), the model, Eq. (15), also predicts that \( E \) reaches a steady state (that is, it predicts \( E \sim \hat{L}^2 \)). The model gives for \( E \),

\[
E(\hat{L} \to 0) = \hat{L}^{-2} \hat{E}(\hat{L} \to 0) = \frac{4}{A^2} (1 - BA). \tag{17}
\]

Setting \( b \approx 5.949 \) makes \( 4/A^2 \approx 1.9U_b^2 \). Then the leading term in Eq. (17) matches the expected result. Further, this value of \( b \) is not far off from experimental values of the Kolmogorov constant (see Lohse\(^{26} \) for more discussion on values of \( b \)). The term \( BA \) itself has no dependence on \( b \); this term can be rewritten in terms of the ratio \( \tau_c/\tau_\nu \), of the compression timescale, \( \tau_c = L_0/2U_b \), to the viscous timescale, \( \tau_\nu = L_{\text{outer}}^2/\nu_0 \). For rapid compressions, or compressions with small initial viscosity, this will be very small, so that \( 1 - BA \approx 1 \), and the energy saturation predicted by the model will match the expected result.

Figures 1 and 2 show comparisons between the model with \( b \) and \( L_{\text{outer}} \) set as just described, and direct numerical simulations of compressing turbulence carried...
TABLE I. Parameters for each simulation plotted in Figs. 1 and 2, and the corresponding calculated model coefficients (rounded to two significant figures). The domain for all cases is a periodic cube with initial side length \( L_0 = 1 \). The initial TKE in the simulations is \( E_0 \), Eq. (6) evaluated at \( \hat{L} = 1 \) (\( t = 0 \)). Since \( \hat{L} = 1 \) initially, \( E_0 = \bar{E}_0 \), so that the initial scaled TKE is the same as the initial lab frame energy; the two are related by Eq. (11). The nonlinearity of the model, Eq. (15), with respect to the energy, \( \bar{E} \), means that the precise initial value matters. After solving for \( \bar{E}(\hat{L}) \), it is rescaled for plotting in Figs. 1 and 2 by dividing by \( E_0 / \bar{E}_0 \). The initial mean viscous dissipation, \( \epsilon_0 \), is \( \epsilon = -\nu_0 (\nabla \cdot \nabla \nu) \) evaluated for the initial flow field (at \( \hat{L} = 1 \)). Together with \( E_0 \), it sets the initial turnover time, \( \tau_\epsilon = E_0 / \epsilon_0 \), which in turn determines the \( U_0 \) needed to achieve the desired normalized compression rate \( U_{b,norm} \), which is shown in Figs. 1 and 2. Since \( L \) is defined by Eq. (3), the compression time is \( \tau_c = L_0 / 2U_b \), and we can find that \( U_b = (L_0 / 2\tau_c)U_{b,norm} \) will give a compression where \( \tau_c / \tau_\epsilon = U_{b,norm} \). Also shown are the (derived) initial Taylor-Reynolds number for each initial state, \( R_{\lambda,0} = (2E_0 \sqrt{5\nu_0 / \epsilon_0}) / \nu_0 \). The definitions of \( B \) and \( A \) for the TKE model are given in Eqs. (14) and (16). All model cases use \( b \approx 5.949 \) and \( L_{\text{outer}} \approx 0.19L_0 \), as described in Sec. IV.

| Case | Simulation | Model | \( U_{b,norm} \) | \( \nu_0 \) | \( E_0 \) | \( \bar{E}_0 \) |
|------|------------|-------|-----------------|------------|----------|----------|
| 2.5  | 1 1/600 0.34 0.62 0.91 82  | 1.6 0.095 0.34 | | | | |
| 2.5  | 10 1/600 0.34 0.62 9.1 82 | 0.16 0.095 0.34 | | | | |
| 1.5  | 1 1/600 0.34 0.62 0.91 82 | 1.6 0.095 0.34 | | | | |
| 1.5  | 10 1/600 0.34 0.62 9.1 82 | 0.16 0.095 0.34 | | | | |
| 1.0  | 0.14 1/100 0.34 3.7 0.78 14 | 1.9 0.57 0.34 | | | | |
| 1.0  | 0.29 1/100 0.34 3.7 1.6 14 | 0.93 0.57 0.34 | | | | |
| 1.0  | 0.57 1/100 0.34 3.7 3.1 14 | 0.46 0.57 0.34 | | | | |

out in the spectral code Dedalus\textsuperscript{27}. For the initial condition we generate a turbulent flow field using Lundgren’s method\textsuperscript{28,29}. This turbulence is then compressed, evolving according to Eq. (5) (the simulations actually use a rescaled version of Eq. (5), and then the results are appropriately scaled back, see [20, 21]). All simulations use a 192\textsuperscript{3} Fourier grid, dealiased to 128\textsuperscript{3}, and periodic boundary conditions. For each comparison, \( U_b, E(\hat{L} = 1), \nu_0, \beta, \) and \( L_0 \) are set in the model to the simulation values. Thus, having set \( b \) and \( L_{\text{outer}} \) once, there are no “free” parameters used in the comparisons. Table I gives quantities that describe the initial turbulent state that goes through compression in each simulation presented in Figs. 1 and 2. The table also gives the values for \( U_b, E(\hat{L} = 1) = \bar{E}_0, \nu_0, \beta, \) and the values of \( A \) and \( B \) for the matching model.

The figure captions contain more discussion of the comparison. Here we comment on the disagreement between the model and simulations for the \( \beta = 1, U_b = 0.14 \) case in Fig. 2. One can show that, if the ratio \( U_b / \nu_0 \) is too small, the energy will purely decay in the \( \beta = 1 \) case, rather than reach the saturated state (Davidovits and Fisch\textsuperscript{21}). The model predicts a similar breakdown, if \( 1 - BA < 0 \). However, with the present choices of \( b \) and \( L_{\text{outer}} \), the value of the ratio \( U_b / \nu_0 \) for which pure decay occurs in the model is not quite correct. It can be made correct, while simultaneously keeping the agreement with the \( \beta = 1 \) steady state energy, with a different choice for \( b \) and \( L_{\text{outer}} \). We find this requires a value for \( b \) far outside the reasonable range, and, while reducing the error for the \( \beta = 1 \) case, increases the error in the other cases. Note that the simulations in Fig. 2 are carried out with relatively high initial viscosity (low Reynolds number) to keep them resolved at saturation for our modest resolution. It is only at these low initial Reynolds numbers and for slow compressions that the pure decay occurs (in either the model or simulations).

V. ENERGY PARTITION AND TOTAL INJECTED ENERGY

A. Coupled model, energy partition

By coupling the model developed here to a temperature equation, we can examine how the energy injected by the compression is partitioned between thermal energy and turbulent energy. Although the model has not been tested against simulations with this type of coupling (a fact which is discussed further at the end of this subsection), we present this coupled system to place the modeling efforts of this paper in context, and to make more clear the end goal and some of the outstanding problems. For this sake, the origin of the present model for the turbulent dissipation, \( \bar{E}_{\text{model}} \), is not important.

To write a coupled system for the temperature and TKE, for the case of the plasma viscosity, we revise Eq. (1). Instead of assuming \( T \sim \hat{L}^{-2} \), we treat \( T \) as an unknown, and use the plasma viscosity dependence on temperature, \( \mu = \mu_0 T^{5/2} \). At present, we assume \( Z = 1 \), although it would be straightforward to include a (given) \( Z(T) \). Making this substitution of a temperature dependent viscosity, with \( T \) unknown, yields for the TKE model equation, instead of Eq. (15),

\[
\frac{d}{d\hat{L}} \bar{E}(\hat{L}) = -2\frac{\bar{E}}{\hat{L}} + \hat{L}^{-4} \bar{E}_{\text{model}},
\]

where the model turbulent dissipation, \( \bar{E}_{\text{model}} \), is

\[
\bar{E}_{\text{model}}(\hat{L}) \equiv 2 \frac{\tau_\epsilon}{\tau_\nu} \left[ T^{5/2} \hat{L}^3 + \frac{1}{2} \frac{V^2}{\gamma^2} \hat{L}^2 \bar{E}(\hat{L}) + T^5 \hat{L}^6 \right] \hat{L}^2 \bar{E}(\hat{L}).
\]

The first term to the right of the equals sign in Eq. (18) gives “adiabatic heating” of the TKE due to the compression, while the second term, which is the dissipation of the TKE, reduces the TKE growth. At present we work with a normalized laboratory TKE, \( \bar{E} \), which has
been normalized using an initial turbulent velocity, \( V_0 \). It can be related to the laboratory TKE, \( E \), as

\[
E(L) = \frac{V_0^2}{2} \bar{E}(L).
\]

Because we have normalized the TKE, it is convenient to convert \( A \) and \( B \) to a new set of constants. These constants are

\[
\tau_c = - \frac{1}{L} = \frac{L_0}{2U_b},
\]

\[
\tau_v = \frac{\alpha^2 L_0^2}{3\nu_0},
\]

\[
\gamma = \left( \frac{9b^4}{16} \right)^{3/2} \frac{\nu_0}{\alpha L_0}.
\]

Here \( \tau_c \) is the compression time, \( \tau_v \) is an initial viscous time, and \( \gamma \) can be thought of as a “viscous velocity”. We have defined \( L_{\text{outer}} = \alpha L_0 \), so that \( \alpha \approx 0.19 \), using the strategy for picking \( L_{\text{outer}} \) outlined in Sec. IV. Note that \( \tau_c \) and \( \tau_v \) only enter the model as a ratio (this is why we have gone from 2 constants to 3). Also note that, since \( \bar{E} \) is now a normalized energy, the initial characteristic turbulent velocity \( V_0 \) now appears explicitly in the model equation.

This model TKE equation, Eq. (18), must then be coupled to a temperature equation in order to look at the question of energy partition. The simplest consistent coupled system includes only the mechanical compression and the viscous dissipation in the temperature equation, taking \( \bar{T} \) to be,

\[
\frac{dT}{dL} = -\frac{\bar{T}}{L} - \varepsilon_{\text{model}} L^{-4} \varepsilon_{\text{model}}.
\]

The first term to the right of the equals sign in Eq. (24) is the adiabatic heating due to the compression, while the second term is the increase in thermal energy due to dissipated TKE. The temperature is normalized to the initial temperature, \( T_0 \), and \( \varepsilon_{\text{model}} \) is the initial ratio of the energy density of TKE to thermal energy,

\[
\varepsilon_{\text{model}} = \frac{E_0^T}{E_0^h} = \frac{\rho_0 V_0^2}{2} \frac{1}{3n_0 k_B T_0}.
\]

The thermal energy is written assuming a plasma with \( Z = 1 \), and assuming equal temperature ions and electrons. As noted, the \( Z = 1 \) assumption can be relaxed in principle, and a possibly changing ionization state included in the viscosity used in the model.

The coupled system, Eqs. (18), (24), can be used to predict the partition of thermal energy and turbulent energy after any amount of compression at a given rate. This represents one key component to understanding the behavior of plasma turbulence under compression. Because the present model is, strictly speaking, only for subsonic compressions, it may not be accurate if \( \varepsilon_{\text{model}} \) is too large.

Note that, if the solution for \( T \) resulting from this coupled system is very different from a power law, this is stretching the model into a situation in which it has not explicitly been tested; the model was only compared to simulations where the viscosity (and therefore the underlying temperature) varied as a power law (with constant power). If \( \varepsilon_{\text{model}} \ll 1 \), or if the dissipation of the TKE to thermal energy is gradual, then the behavior of \( T \) will be primarily driven by the compressive heating, which does result in a power law temperature dependence \( (T \sim L^{-2}) \).

### B. Total injected energy

While the partition between turbulent energy and thermal energy will depend on the specifics of the model for the turbulent dissipation, \( \varepsilon_{\text{model}} \), we can also say some things that will not depend on the particular functional form of \( \varepsilon_{\text{model}} \). Of note is that, for the coupled system, the total energy density, which is proportional to \( \varepsilon_{\text{model}} \bar{E} + \bar{T} \), grows as \( L^{-2} \) from its initial value of \( 1 + \varepsilon_{\text{model}} \),

\[
\frac{d}{dL} \left( \varepsilon_{\text{model}} \bar{E} + \bar{T} \right) = -\frac{2}{L} \left( \varepsilon_{\text{model}} \bar{E} + \bar{T} \right).
\]

This means that, while the thermal energy and the turbulent energy are not individually state functions of the compression, the total energy is a state function, depending only on the initial value and the amount of compression. In the event that loss mechanisms, such as radiation, are added to the system, the total energy will also cease to be a state function of the compression. However, one could imagine that, even in the lossless case presently examined, one might have found that the total energy injected by the compression is not a state function.

The fact that the total energy for the lossless system is a state function is apparently due to a combination of the manner of compression, and the fact that the compression is isotropic in three-dimensions. Davidovits and Fisch, particularly in Appendix Sec. 1, describe the compression technique in detail. The compression is caused by a background flow. This compression gives rise to the forcing term in Eq. (5), \( 2U_b \varepsilon / L \). Dotting the momentum equation with \( \mathbf{V} \) to obtain the energy equation, gives an energy forcing term, \( 2U_b \varepsilon \mathbf{V} / L \). This energy forcing term, with proper normalizations, yields the first term in Eq. (18). Its dependence is only on the total TKE in the system, a property it shares with the temperature under mechanical compression. This property then carries over to the total energy in the coupled system.

If one assumes a compression-generating background flow that is not isotropic (i.e., instead of \( v_0 \) given as in Eq. (2), taking \( v_{0,i} = A_{ij} x_j \), with \( A_{ij} \) diagonal but having unequal entries), this state-function property for the total energy can be lost. In the case of two-dimensional compression (letting \( A_{33} = 0 \), \( A_{11} = A_{22} = \bar{L} / \bar{L} \), the
behavior of the total energy can be written,
\[
\frac{d}{dt} \left( E_{\tau 0} \hat{E} + \hat{T} \right) = -\frac{4}{3} \frac{1}{L} \left( E_{\tau 0} \hat{E} \left[ \frac{3}{2} \left\langle V^2 \right\rangle + \frac{\hat{T}}{L} \right] \right).
\tag{27}
\]
Here, \( \left\langle V^2 \right\rangle = \left\langle V_x^2 + V_y^2 \right\rangle \), if the 2D compression is along the \( x \) and \( y \) directions. If the turbulent energy is split evenly between the three velocity components, then \( \left\langle V^2 \right\rangle/\left\langle V^2 \right\rangle = 2/3 \), and the total energy will behave as a state function, growing as \( L^{-4/3} \). However, there is no need for the energy to be split in such an equilibrium manner during a compression, and the amount of total energy change will, in general, depend on the split. The 2D case and this split is not addressed in the present model.

Note that the total energy considered here neglects the (constant) energy associated with the background flow, Eq. (2). This energy, calculated for the domain considered here and in Refs. [20, 21] (with initial side length \( L_0 \)), is \( E_{bg} = \rho_0 U_0^2 L_0^3/2 \). For fast compressions in the subsonic picture, the energy in the background flow is necessarily substantial compared to the turbulent energy. While one expects that the supersonic case will be similar in the mean, the density - background velocity correlation could instantaneously play a role, since density perturbations in the supersonic case can be substantial. In real cases, the “background” flow may itself convert, in some partition, into thermal energy and turbulent motion as stagnation is approached. For example, gas-puff Z-pinch experiments have found that, at stagnation, the energy from the radially directed (compressing) flow has been converted largely to hydrodynamic motion\(^{1-3}\). By enforcing the background flow, the present model will not capture this stagnation process; rather it should apply for the non-radial portion of flow in the compression phase (in 3D compressions).

VI. DISCUSSION

With fixed values of the constants \( b \) and \( L_{outer} \), the model shows reasonable agreement with simulations over a range of compression speeds and viscosity dependencies on compression (values of \( \beta \)). At the same time, it is a relatively simple model to calculate, involving the solution of a single differential equation, Eq. (15). It is in some respects similar in spirit to two or three (differential) equation \( k - \epsilon \) or \( k - \epsilon - \tau \) models, some of which have been developed for compressing fluid turbulence (e.g. [10, 11]). Such models typically include multiple constants that are determined by fitting to simulations. Straightforward applications of these existing models to the present cases show unsatisfactory results (the large viscosity change with compression for the present cases falls outside of those intended to be treated by, e.g. [11]).

For \( \beta < 1 \), the model predicts that the TKE saturates under continuing compression, at \( E(L \rightarrow 0) = 4/A^2 = 1.9U_0^2 \). The final equality holds for the choice of \( b \) and \( L_{outer} \) used here. It is unclear whether this should be the case. Davidovits and Fisch [21], showed that for \( \beta = 1 \), the number of linearly forced modes (in Fourier space) is a constant in time (equivalently in \( L \)), in which case the TKE reaching a steady state is unsurprising. When \( \beta > 1 \), the number of linearly forced modes always eventually reaches zero, so that all modes are damped beyond some time, and thus the TKE will eventually decrease. If \( \beta < 1 \), the number of linearly forced modes grows indefinitely in time. Naively, one could then expect the TKE to grow indefinitely, disagreeing with the model prediction. However, the compression forces each mode proportional to its TKE content. Assuming a TKE spectrum that decreases monotonically with increasing mode number (decreasing wavelength), each additional forced mode contributes less forcing than the previous one, perhaps yielding a finite total forcing, and a TKE that reaches a steady state under continuing compression. This possibility is hinted at by the fact that the saturated energy in the \( \beta = 1 \) case does not depend on viscosity, but the number of linearly forced modes does. Thus, two cases with the same compression velocity, but different viscosities, reach the same steady state energy \( E = 1.9U_0^2 \) while having different (but constant) numbers of linearly forced modes.

Since \( \beta < 1 \) contains some cases of interest, particularly compressing isothermal turbulence and compressing neutral gas turbulence, the question of turbulence saturation (or not) in this regime should be looked at in future work. Whether or not the turbulence saturates may depend on the boundary conditions, and in particular, whether the turbulent length scale saturates or is free to grow.

Compression of the type considered here will cause the turbulent length scale, \( L_{outer} \), to tend to grow (in the compressing frame). This can be seen from the scaled equation in the moving frame, Eq. (10); the turbulence decays in these variables, and the length scale in decaying turbulence tends to grow (see, e.g., [24, 25], or, for the supersonic case, [30]). Although the turbulent length scale tends to grow, it can be inhibited by the boundary conditions from doing so — in the periodic simulations here the length scale is limited by the box size. In a real situation, a physical boundary can limit the maximum length scale.

In Lohse’s model, the outer turbulent length scale, \( L_{outer} \), is fixed, not free to grow. This is reflected in the zero-viscosity-limit decay given by the model, \( E \sim t^{-2} \). One could imagine compressing turbulence with an outer length scale that is either fixed or free to grow, depending on the initial (turbulent) length scale, time of compression, and means of compression. For example, in a capsule-driven compression, the largest (outer) scale possible for the turbulence will be fixed by the capsule size. This will be a constant in the compressing frame. Then, if the initial value of \( L_{outer} \) is near the capsule size, \( L_{outer} \) can saturate early in the compression. However, if the initial value of \( L_{outer} \) is much smaller than the capsule size,
then the turbulent length scale may not grow to saturation during the period of compression. For compressions during which the outer length scale grows substantially, the present model may not predict the results well.

On a related note, we can anticipate that the present model, and its agreement with the simulations, may be improved upon by introducing a more accurate accounting for the value of $L_{\text{outer}}$. While the turbulent length scale saturates (and becomes a constant under time average) at the value $L_{\text{outer}} = 0.19L_0$ in the $\beta = 1$ simulations, $L_{\text{outer}}$ can neither generally be expected to take this value, nor can it be expected to always be fixed.

These considerations surrounding a fixed or free outer length scale should generally be considered when modeling or simulating turbulence undergoing compression. We speculate that they underlie an apparent disagreement between two results on the behavior of compressing, isothermal, supersonic turbulence. Robertson and Goldreich\(^7\) give a model for the TKE behavior of compressing, isothermal, supersonic turbulence (as a function of compression, similar in spirit to the model here, although with no viscosity variation). With some caveats, Davidovits and Fisch\(^8\) give a lower bound on this same TKE behavior; that is, show that the TKE of compressing, isothermal, supersonic turbulence must be at least as great as the bound (which is a function of compression). As for the compressing supersonic turbulence treated in the present case, compressing supersonic turbulence can be rescaled into decaying turbulence (with certain restrictions). Davidovits and Fisch\(^8\) show that the effective decay rate for the model of Robertson and Goldreich\(^5\) must be at least $t^{-2}$, in order for the model to not violate the bound. Since decay rates this large are associated with a fixed outer turbulent length scale, this suggests that that model is, like the present model, most appropriate when the length scale of the compressing turbulence is saturated. However, in the case of astrophysical molecular clouds (the application for the model in\(^5\)), it is less clear whether a saturated outer length scale (in the frame moving with the compression) is physical or not.

We mention that the rapid distortion theory (RDT)\(^1\) solution to Eq. (5), with the viscous dissipation term included, can also give reasonable results when $\beta = 5/2$, the compression is fast, and the initial Reynolds number is not that high, as in the simulations presented here. In this case, the viscous RDT solution captures the initial growth well, and the decay well, but overshoots at the peak of the TKE. This overshoot decreases the more rapid the compression. Initially, the linear compressive forcing dominates the solution for a rapid compression. During the sudden dissipation, the linear viscosity term dominates the solution. Apparently, for $\beta = 5/2$, a modest Reynolds number, and a rapid compression, there is only a brief window for nonlinear effects between these two linear regimes. Note that, by $\beta = 3/2$, the nonlinear effects are very important, since this case corresponds to regular decaying NS turbulence in the rescaled equation, Eq. (10).

While we have discussed, in Sec. V, the coupling of dissipated TKE to the temperature evolution, this treatment of the feedback only occurs in that section. In particular, the comparison to simulations is done for fixed $\beta$, while in the feedback case $\beta$ will effectively change as the rate of temperature growth with compression can change. The model should still be useful in this case, but it may not be as accurate as in the fixed $\beta$ cases where the comparison is carried out. Future work should compare the model to simulations that include the feedback of dissipated TKE to temperature (or, a variable $\beta$ that mimics it).

Apart from improving the handling of $L_{\text{outer}}$, as discussed above, the present model may be improved upon by a model that includes the varying viscosity at a more fundamental level than the technique used here — a (non-rigorous) assumption of non-constant viscosity in the model of Lohse\(^26\).

**SUMMARY** — We have presented a simple model for the TKE behavior of compressing subsonic turbulence, which agrees with simulations over a range of viscosity dependencies on compression. In this regard, it represents a substantial improvement over previously existing models. It is hoped this model will be useful for evaluating the prospects of preventing or exploiting plasma turbulence in plasma compression experiments.
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