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Abstract
We examine whether criminal records of CEOs and rank-and-file employees are associated with firms’ likelihood of bankruptcy, and whether lenders adjust their required cost of debt accordingly. We use a nationwide sample of private firms and criminal registers covering all firm employees. We find that the likelihood of bankruptcy is positively associated with the CEO’s criminal record and the proportion of employees with criminal records. We find some, though less robust, evidence that lenders price a firm’s loan higher when the firm’s CEO has a criminal record and when more of the employees have criminal records. The results suggest that the characteristics of firm employees represent a risk that, to some extent, is priced by lenders.
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1 Introduction
Do characteristics of rank-and-file employees provide information about a firm’s risk? If so, are these characteristics associated with the cost of debt? Mounting evidence shows that lenders assess the management of borrowing firms and that this assessment influences lending decisions (Grunert et al. 2005; De Franco et al. 2017; Donelson et al. 2017; Bui et al. 2018). This attention devoted by lenders to top managers makes sense, given the extensive research that examines how managers influence firm outcomes such as financial reporting (Davidson et al. 2015), performance (Bennedsen et al. 2020), and risk-taking (Kallunki and Pyykkö 2013). However, recent research moves beyond the characteristics of top managers to examine the association between the...
characteristics of rank-and-file employees and firm outcomes. Due to data availability constraints, this evidence is typically based on indirect proxies, such as educational level (Call et al. 2017), religiosity (McGuire et al. 2012; Dyreng et al. 2012), or attitudes about gambling (Christensen et al. 2018) among people near firms’ headquarters, or it is limited to industries for which data are readily available (Amir et al. 2014a; Law and Mills 2019). In addition, practitioners have recently expressed interest in the value of information about a firm’s employees (SEC 2017).

This paper examines whether traits of both CEOs and rank-and-file employees are associated with firm risk and the cost of debt. To measure these traits, we rely on proprietary access to comprehensive criminal registers from Denmark, which cover all criminal charges in the country, dating back to 1980, on top managers and rank-and-file employees in our sample firms. We access each employee’s full criminal record, including convictions and investigations for crimes that led to case dismissals or acquittals. The records comprise felonies, misdemeanors, and legal infractions and thus cover both serious and petty crimes. We link individual employees and their criminal records to their employers and test how employee characteristics relate to firm outcomes in a much broader setting than has been used elsewhere.

The criminology literature predicts that crime is caused by a lack of self-control (Gottfredson and Hirschi 1990) or exposure to criminal peers (Akers 1973). Individuals lacking self-control are impulsive, risk-seeking, and shortsighted (Gottfredson and Hirschi 1990), characteristics that can lead to risk-taking.

Employees can influence firm risk in several ways. First, they can affect firm actions, such as investment decisions—a view supported in the literature. Graham et al. (2015) survey CEOs and CFOs and find that decisions about investments are commonly delegated to employees below the CEO or CFO level. In addition, research on employees in the financial industry finds that lending officers influence loan contracts (Campbell et al. 2019; Bushman et al. 2021) and that financial advisors with criminal records imperil their clients’ well-being (Law and Mills 2019). Second, employees can influence firm decisions indirectly through their influence on coworkers (called peer effects). Peer effects are documented across many academic disciplines (e.g., Sunstein 2002). For example, Dimmock et al. (2018) show that fraud is contagious among coworkers in financial advisory firms. Finally, employees can provide internal governance (Dyck et al. 2010; Acharya et al. 2011; Li 2019) by disciplining (or not) managers from making risky decisions.

We estimate three bankruptcy prediction models one at a time, to empirically test whether the criminal records of CEOs and employees relate to firm risk. Specifically, we estimate the models of Altman (1968), Ohlson (1980), and Beaver et al. (2005), which we complement with additional control variables motivated by the literature. We include additional firm-specific controls, including the wealth of a firm’s owners, earnings volatility, and employee counts. We further include personal controls for the CEOs and employees, such as their education, gender, and age. Finally, we add a variable for a CEO’s criminal record (an indicator of whether the CEO has a record) and a variable for employees’ criminal records (which measures the proportion of firm employees with criminal records). Incremental to all the control variables, we find that the criminal records of CEOs and employees help predict bankruptcies. We estimate that a CEO with a criminal record is associated with an increase in the likelihood of bankruptcy of 45–47 basis points or about 35%–36% of the unconditional mean. A one
The standard deviation increase in the percentage of employees with criminal records is associated with an increase in the likelihood of bankruptcy of 31–34 basis points or about 20%–22% of the unconditional sample mean.

We then examine the out-of-sample prediction accuracy, as measured by the area under the curve (AUC) statistic. Our results are as follows: (1) In addition to all the variables described above, the criminal records of CEOs and employees significantly improve the prediction accuracy. (2) The personal control variables do not collectively improve the prediction accuracy. And (3) a specification that includes criminal records, model-specific accounting variables, and firm controls but excludes personal control variables leads to the highest prediction accuracy. The two variables of criminal records increase the AUC statistic by 22–45 basis points, depending on the specification. The economic magnitudes are meaningful, although the increase in the AUC statistic is modest compared to related research.

We find that our measure based on the percentage of all employees with criminal records outperforms alternative measures, such as those limited to employees with the highest salary (highest within-firm quartile) or to non-CEO top managers, in terms of the out-of-sample bankruptcy prediction accuracy. We view this finding as consistent with the predictions regarding peer effects, in which employees with decision-making authority are influenced by coworkers (e.g., Dimmock et al. 2018). Limiting our measure to those at the top of companies thus omits this information, leading to impaired predictions. Although we cannot directly observe the influence exerted by coworkers, we can observe whether they are associated with other decisions in terms of committing new crime. Consistent with peer influence, we find that people are more likely to commit new crime when they start working in a company that employs more criminals. This holds both for individuals with and without a record prior to the employment.

We then condition our analysis on different types of crime. First, we examine the nature of crime and find that the prediction accuracy is larger when we use only white-collar crime than when we use other crime. We infer that white-collar crime drives our results, although it strongly correlates with other types of crime. Second, we condition by the severity of crime. We do not find that crime penalized by imprisonment (the most serious category considered) leads to better prediction accuracy than less serious crimes. Third, we condition by whether crime is disclosed on the certificate of criminal record at hiring. We find that undisclosed crime predicts bankruptcies and leads to the largest prediction accuracy. Finally, we condition by recent versus nonrecent crimes. Both predict bankruptcy, although nonrecent crime does so more accurately. This is consistent with the notion that crime is an observable outcome of an inherent trait that persists throughout life, as proposed by Gottfredson and Hirschi (1990).

We conduct several exploratory analyses. (1) We find some evidence that our results are concentrated among small firms with weak governance and among firms managed
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1 The correlation coefficient is 0.57 between the percentage of employees with white-collar criminal records and the percentage with nonwhite-collar criminal records. Forty-four percent of the individuals in our sample with white-collar criminal records have committed other crimes.

2 In Denmark, criminal records are not publicly available. The Danish police can issue a certificate of criminal record to an individual, who can then share it with employers (e.g., when applying for a job). Offenses of the Danish penal code and certain other offenses appear on the certificate of criminal record for two to five years, after which they are automatically spent (i.e., sealed). Spent crime still appears in our proprietary dataset.
by a CEO without a criminal record. (2) Current changes in the percentage of employees with criminal records positively predict future changes in measures of firm risk (investments, growth, and debt), suggesting that employees’ criminal records convey information that later manifests in the accounting figures. (3) Criminal records of CEOs and employees are not associated with firm efficiency, on average. However, criminal records are positively associated with the likelihood of winning the “Gazelle Prize,” which is awarded to fast-growing and successful firms, thus indicating more right-skewed extreme firm outcomes. And (4) criminal records of CEOs and employees, to some extent, predict bankruptcies over longer horizons.

We then examine whether these risk factors are associated with the cost of debt, which we measure as the interest rate. While the literature demonstrates that lenders view the characteristics of the management of the borrowing firm as an important factor in the lending decision (Grunert et al. 2005; De Franco et al. 2017; Donelson et al. 2017; Bui et al. 2018), we are not aware of any research on the interplay of lending decisions and the attributes of borrowers’ employees. In our cross-sectional regressions, we find that firms pay higher interest rates when their CEOs have criminal records and when more of the employees have records. We then estimate panel models with firm fixed effects and find that the criminal records of CEOs are not significantly associated with interest rates, potentially due to the rarity of CEO turnovers in our sample. The criminal records of employees continue to be associated with firms’ interest rates, although the results are sensitive to our control variables.

In summary, our results indicate that the criminal records of CEOs and employees help explain the likelihood of bankruptcy. Our interpretation is that these characteristics represent a source of information about firms’ risk. Our estimations provide evidence that lenders charge more for debt when a borrower’s CEO has a criminal record and when more of the borrower’s employees have criminal records, although these results are not robust across different specifications.

We acknowledge that employees are not randomly assigned to firms (e.g., Van den Steen 2010), so we cannot rule out concerns about endogeneity. We conduct several tests to address these concerns. For example, we find that employees with undisclosed crime at hiring (no offenses appear on the certificate of criminal record) predict bankruptcies. That is, firms that unknowingly hire criminals are more likely to go bankrupt. This is consistent with matching of firms not conducting background checks (arguably a special type of firm) with record-holder employees not driving our results. Our results using propensity-score matching, a changes specification, and subsample estimations (where we condition on the CEOs having or not having a criminal record) help mitigate concerns about endogenous sorting driving our results.

We contribute to the literature in several ways. Our main contribution is to show that the traits of employees can be associated with firm outcomes. One strand of this literature approximates workforce characteristics using demographic variables of people living near firms’ headquarters (McGuire et al. 2012; Dyreng et al. 2012; Call et al. 2017; Christensen et al. 2018; Beck et al. 2018). Our results provide direct evidence, using the traits of actual employees.

3 Related research, including the work of Kallunki and Pyykkö (2013) and Davidson (2015; 2019), recognizes limitations regarding endogeneity and sorting.
Another strand of this literature examines professional services companies for which researchers can obtain sufficiently detailed data and in which the outcomes of the single employee are traceable (Amir et al. 2014a; Law and Mills 2019; Griffin et al. 2019). This stream documents that the traits of each employee are associated with that employee’s decisions. We make two contributions here. First, our results are consistent with the notion that employees influence their coworkers. Thus, they suggest how employees might affect firm outcomes. Second, we show that employee effects are not limited to professional services companies. For example, Law and Mills (2019) conclude that “financial advisors with pre-advisor criminal records … pose a greater risk to investors than those without” (p. 497). In this study, we show that the risk of criminal records permeates a large countrywide sample of firms in many different industries.

The remainder of this paper proceeds as follows. The next section discusses related research and develops testable hypotheses. Section 3 describes the sample and key measures. Section 4 outlines the research design and presents the results. Section 5 concludes and discusses possible limitations.

2 Related literature and hypothesis development

2.1 Overview of related literature

2.1.1 Individuals and corporate decisions

Since the formulation of the Upper Echelons Theory (Hambrick and Mason 1984), mounting evidence has emerged about the influence of top managers on corporate outcomes (e.g., review by Plöckinger et al. 2016). Several studies explore how manager characteristics are associated with risky corporate decisions. Researchers link these decisions to (1) observable off-the-job behavior, such as taking on leverage in personal real estate purchases (Cronqvist et al. 2012) and personal payment defaults (Kallunki and Pyykkö 2013); (2) experiences, such as military service (Benmelech and Frydman 2015) and exposure to natural disasters (Bonsall et al. 2017); (3) inherent characteristics, such as age (Li et al. 2017) or gender (Adhikari et al. 2019); and (4) proxies for psychological traits, such as overconfidence (Hirshleifer et al. 2012), risk-aversion (Graham et al. 2013), and sensation seeking (Cain and McKeon 2016; Sunder et al. 2017).

Recent research suggests that employee characteristics also can influence firm behavior. Due to data limitations, researchers use indirect geographic proxies, based on demographic variables of people surrounding a firm’s headquarters, including their gambling attitudes (Christensen et al. 2018), educational levels (Call et al. 2017; Beck et al. 2018), or religiosity (McGuire et al. 2012; Dyreng et al. 2012). Other researchers limit their studies to professional services companies for which they can obtain sufficiently detailed data, such as firms in the financial (Law and Mills 2019; Griffin et al. 2019; Campbell et al. 2019; Bushman et al. 2021; Honigsberg and Jacob 2021) or auditing (Amir et al. 2014a) industries.

We identify several channels through which employees can influence a firm’s risk. First, employees can directly influence corporate actions, such as investment decisions. Graham et al. (2015) survey CEOs and CFOs and find that investment decisions are
most commonly delegated to employees below the CEO or CFO level. Relatedly, McElheran (2014) provides establishment-level empirical evidence on delegation of information technology (IT) investment decision rights and finds that 62% of the sample establishments have decision rights over nonpersonal computer IT investments. Second, employees can contribute to internal governance, as suggested by Dyck et al. (2010), Acharya et al. (2011), and Li (2019). Third, employees with certain traits (e.g., criminals) can influence firm decisions through their influence on co-workers, a phenomenon termed “peer effects.” Peer effects are documented across many academic disciplines (e.g., Sunstein 2002). Dimmock et al. (2018) show that financial advisors’ propensity to commit financial misconduct increases with the proportion of new coworkers with a history of misconduct following mergers and acquisitions. Murphy (2019) exploits the random assignment of US soldiers to units and finds that those assigned to units with more criminal peers are more likely to misbehave. Based on the Cambridge-Somerville Youth Study, with random assignment within pairs matched prior to treatment, Dishion et al. (1999) show that boys sent to summer camp (part of the treatment) were more likely to commit crime and experience other adverse life outcomes (pre-mature death, alcoholism, or psychiatric impairment).

Beyond the potential to influence firm behavior, employees might endogenously sort themselves into certain firms and thereby reflect corporate culture (Van den Steen 2010). That is, employees may self-select into firms that fit their traits, and firm managers may hire people who share their own traits.

2.1.2 Criminal records

The criminology literature provides several theories of the causes of crime. Two theories have received considerable attention. First, Gottfredson and Hirschi’s (1990) General Theory of Crime posits that a lack of self-control determines criminality, independent of the nature of the crime, and that crime provides easily accomplished and immediate gratification. The extent to which individuals lack self-control is determined in childhood and persists. Individuals lacking self-control are characterized as impulsive, risk-taking, and shortsighted. Second, Akers’ (1973) social learning theory argues that individuals learn criminality the same way they learn other behaviors—from peers.

Although the two theories offer opposing predictions, the literature provides empirical support for both. Pratt and Cullen (2006) conduct a meta-analysis of 21 studies and 126 size effects and conclude that both sets of variables, one set from each theory, strongly predict crime. In sum, we conjecture that the presence of a criminal record—an empirically observable outcome of a certain personal trait—affects decision-making either directly or through peer effects.

Several researchers within the finance and accounting literature associate criminal records with outcomes related to the firm or to individuals’ actions within the firm. Top managers with criminal records are associated with corporate outcomes such as the
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4 McElheran (2014) notes that such investments are economically large, ranging from US $500,000 to above $50 million.
5 Pratt and Cullen (2006) is listed among the most cited articles published in the influential Criminology, according to the journal’s website.
propensity to commit fraud, financial reporting risk (Davidson et al. 2015), earnings volatility, goodwill impairments (Amir et al. 2014b), and insider trading (Kallunki et al. 2018; Davidson et al. 2020). On a more granular level, some researchers focus on professional services companies in which each employee’s criminal record and production outcomes are traceable. For example, Amir et al. (2014a) find that audit partners with criminal records have riskier clients, and Law and Mills (2019) find that financial advisors with criminal records are more likely to receive future customer complaints along with other adverse outcomes. Honigsberg and Jacob (2021) show that financial advisors with adjudicated expungement requests (a process allowing brokers to remove financial misconduct from their public records) are more likely to misbehave in the future.

2.1.3 Bankruptcy prediction

Classic bankruptcy prediction models, such as Altman’s (1968) Z-score and Ohlson’s (1980) O-score, rely on accounting figures. Accounting-based econometric models are widely accepted due to their relatively high predictive power. However, researchers have complemented these models with factors based on stock return data (e.g., Shumway 2001; Chava and Jarrow 2004; Beaver et al. 2005) and macroeconomic information (Hillegeist et al. 2004) and find that doing so improves predictive accuracy. A limited amount of research investigates how observable manager effects may provide incremental information (e.g., Kallunki and Pyykkö 2013). However, to the best of our knowledge, no research examines the informational value of employee characteristics for bankruptcy prediction.

2.1.4 Cost of debt

Lenders rely on both hard and soft information when evaluating loan applicants or loan extensions (Liberti and Petersen 2019). Hard information, such as financial statement data, is undoubtedly important for lenders’ credit assessments (Agarwal and Hauswald 2010; Donelson et al. 2017). Lenders also collect and use soft information in their assessments. Grunert et al. (2005) analyze internal credit files of four German banks and find that nonfinancial (soft) factors, incremental to financial (hard) factors, improve the accuracy of probability-of-default estimations. Interestingly, they find that a factor capturing the lending officer’s subjective assessment of management quality significantly improves the prediction model. In a similar vein, the majority of the survey respondents of Donelson et al. (2017) indicate that, when they evaluate credit extensions, “character and reputation and experience of management” (Table 3, p. 2062) are among the most important factors, above “leverage and financial condition,” “guarantees,” and “liquidity.”

Agarwal and Hauswald (2010) describe the decisions of a large US bank lending to small firms. They note that each branch has considerable autonomy in its decisions but “has to justify any deviation from bank-wide practices on the basis of predefined subjective criteria, such as impression of management quality” (p. 2763). This suggests
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6 However, models based on stock return data are limited to public firms. This restricts other stakeholders, such as lenders, from applying stock market data to private firms.
that the quality of borrower firm management is an important component of the lending decision. The results of De Franco et al. (2017) and Bui et al. (2018) suggest that managers of higher ability obtain lower bank-loan prices.

2.2 Hypotheses

Based on the extensive body of research on top managers and corporate outcomes—including studies that link criminal records to several corporate outcomes—we expect that firms whose CEOs have criminal records will have a higher likelihood of bankruptcy than other firms. We formally state this hypothesis as follows.

**Hypothesis 1a**: A firm has a higher likelihood of bankruptcy when the CEO has a criminal record.

We expect that the percentage of employees with criminal records is also associated with firm risks that reflect the likelihood of bankruptcy. As outlined in Section 2.1.1, employees can affect firm outcomes through their influence on corporate policies and investment decisions, their internal governance role, and their sway with coworkers. Alternatively, employee characteristics can explain firm outcomes through sorting mechanisms, whereby employees opt to work for firms that share their traits. We expect employees’ criminal records to provide information about a firm’s risk, independent of the channel. This leads to our next hypothesis.

**Hypothesis 1b**: A firm’s likelihood of future bankruptcy increases with the proportion of employees with criminal records. The effect is incremental to that of the CEO’s criminal records.

Lenders use evaluations of the management of a borrower firm in their credit assessments. We do not expect lenders to require the criminal records of borrower management. However, to the extent that the presence of a criminal record is an observable outcome of a certain personal trait, we expect that lenders can discover the type and traits of the borrower’s CEO. Therefore we expect that lenders charge a higher price when a CEO has a criminal record. This leads to our next hypothesis.

**Hypothesis 2a**: A firm has a higher cost of debt when the CEO has a criminal record.

Lastly, we aim to explore the extent to which lenders adjust the cost of debt to the criminal records of the workforce of borrower firms. We are not aware of any studies assessing lenders’ pricing of borrowers’ workforce characteristics. We provide two sets of opposing arguments. The first set implies that lenders do not price the criminal records of a borrower’s workforce. Firms are not required to disclose workforce information beyond the number of people employed. And under the current Danish regulation, lenders can only access criminal records if all employees consent to share
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7 Our informal interviews with several large Danish banks suggest that banks do not routinely collect criminal records of managers or employees in borrower firms.
them with their employer’s lender. Our interviews with banks indicate they do not collect this information. The second set of arguments implies that lenders do price the criminal records of a borrower’s workforce. Lenders could indirectly learn about the records if they are reflected in firm behavior that lenders can observe. Our last hypothesis is therefore explorative, stated as follows.

**Hypothesis 2b:** The cost of debt is increasing in the proportion of the borrower’s workforce with criminal records.

### 3 Sample construction, key variables, and descriptive statistics

#### 3.1 Data sources and data description

Throughout our data sampling, we use unique firm identification numbers (CVR numbers) and unique personal identification numbers (CPR numbers) to merge datasets across sources. We use proprietary employment spells (employer-employee links) provided by Statistics Denmark to link the individuals, including their personal information, to the firms in which they work.

##### 3.1.1 Firm-specific data

We gather financial statement data for all limited liability firms incorporated in Denmark for the period of 1998–2016 with total assets above DKK 1 million (EUR 0.13 million). We obtain data from Orbis, managed by Bureau Van Dijk, and complement that with data from Experian. The data include income statement items, balance sheet items, industry membership (NACE codes), full-time equivalent employee counts, and report publication dates. We hand-collect data on firm bankruptcies from Auktioner P/S, including firm identification numbers and filing dates. The bankruptcy data cover the period of 2004–2016.

##### 3.1.2 Individual data and criminal records

We identify CEOs through firms’ filings with the Danish Business Authority. Through Statistics Denmark, we obtain access to the Integrated Database for Labor Market Research (IDAN database), which keeps data on employment spells, including annual data on salary received from the firm as well as starting and ending dates of employment.

Statistics Denmark further provides access to the Danish Criminal Registry (Kriminalstatistik Afgørelse), which covers all criminal decisions from 1980. The dataset provides information on (1) judicial decisions, including criminal convictions and investigations for crimes that led to dismissals and not guilty
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8 The Danish Official Gazette (www.statstidende.dk) discloses all Danish bankruptcies. Auktioner P/S, through the website www.konkurser.dk, draws information from this information source.

9 For a further description of the IDAN database, see Timmermans (2010), Jinkins and Morin (2018), and Bennedsen et al. (2019).
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verdicts, (2) penalties imposed on offenders, such as imprisonment, suspended sentences, and fines above DKK 1500 (EUR 200), and (3) the nature of the crime, based on seven-digit crime codes used by the Danish police. (The digit system has a tree structure, similar to industry classifications.) The offenses include felonies, misdemeanors, and legal infractions. The data thus cover serious crimes, such as sexual, violent, or drug-related offenses, and petty crimes, such as shoplifting. We use the crime codes to map the nature of crime reported in the Danish registers to the Federal Bureau of Investigation (FBI) definitions of general crime categories and white-collar crime, based on the conversion tables reported by Andersen et al. (2020), and present these mappings in Online Appendix C. We also use (4) the year of the criminal decision and (5) other information, such as length of incarceration.

Criminal records are not publicly available in Denmark. The Danish police can issue certificates of criminal records to individuals, who can then share them with employers (e.g., when applying for a job). The certificates include information on offenses of the Danish penal code and certain other offenses. Fines and suspended sentences appear on the certificates for two and three years following a conviction, respectively. Prison sentences appear for five years following release. After this period, the crime is considered spent (comparable to sealing in the United States); that is, it is automatically removed from the certificate but appears in the police’s databases and, thus, in our proprietary dataset.

We estimate that employers ask for criminal records of new employees in less than 63% of new employments. To investigate whether banks request criminal records of borrowers, we called several of the largest Danish banks and asked about their practices. These conversations revealed that lenders do not routinely collect criminal records of managers or employees in borrower firms, although Danish legislation does not prevent this. The lenders do sometimes request the criminal record of the CEO of a potential borrower as part of the “Know Your Customer” procedure in cases where the lender suspects that the firm is seeking to become a customer for financial-crime purposes (such as money laundering and terror financing).

3.1.3 Sample selection

We keep firm-years for the period of 2003–2015 to allow for a year’s lag between the last annual report and the bankruptcy filing. We merge the datasets and impose several screens. We exclude firm-year observations that do not cover 12 months, 10 This threshold was first set to DKK 1000 in May 1992 and later changed to DKK 1500 in July 2001.
11 See https://politi.dk/straffeattest/afgoerelser-paa-din-straffeattest (in Danish).
12 The average number of issued certificates of criminal records per new employment is 0.63 for the period of 2010–2015. We retrieve employee churn data from the Danish Agency for Labor Market and Recruitment and the number of issued certificates from the Danish police. Our estimate indicates how often employers ask for criminal records of their employees, although it is subject to limitations. The Danish police’s estimates of issued certificates are crude, as about 57% (on average 257,000 annually between 2010 and 2015) of the certificates are rounded to the nearest 100,000. Certificates of criminal records are used for purposes other than hiring, which biases our estimate upward. For instance, employers can ask employees to submit certificates of criminal records on an ongoing basis, and authorities retrieve the certificate in the application process for Danish citizenship.
to make the observations comparable across firms and time. Consistent with the literature, we exclude certain industries (financial, utilities, and state-owned). To avoid double counting, we exclude subsidiaries for which the parent firm reports on a consolidated basis. We also impose several size thresholds. Based on the current auditing thresholds as outlined by Bernard et al. (2018), we keep firm-year observations with total assets of at least DKK 4 million (EUR 533,000) and at least 12 full-time equivalent employees. The minimum thresholds ensure that all of our sample firms are audited, prevent mom-and-pop stores from driving our results, and allow for variation in employee traits. We also impose an upper size threshold and keep only firms that conform to the small and medium-sized enterprises (SME) definition of the European Commission. Finally, we exclude observations for which data are missing in estimating the bankruptcy prediction models. Table 1 outlines the sample selection procedure. The final sample comprises 15,697 unique firms, 103,774 firm-years, 1,429,368 unique individuals, and 6,103,074 individual-firm-years.

3.2 Key variables

3.2.1 Criminal records of executives and employees

On the individual level, we set an indicator variable, Record, equal to one if an individual has a criminal record and zero otherwise. As is standard in the literature, we include both convictions and criminal charges that led to dismissals or acquittals in our measure of criminal records. We do not include traffic-related offenses for two reasons. First, this is consistent with the literature. (See Bennett (2018) and Breining et al. (2020) for examples with Danish data, and Kallunki et al. (2018) for an example with Swedish data.) Second, many individuals in our sample have traffic-related records: 70% (37%) of CEOs (employees). At the firm level, we define the variable CEO_record as an indicator variable that takes the value one if the CEO of the firm has a criminal record (if Record = 1

13 The European Commission defines companies as SMEs if they have (1) less than 250 employees (full-time equivalents), and (2) either total assets below EUR 43 million (DKK 323 million) or revenues below EUR 50 million (DKK 375 million). The dataset excludes firms that do not meet these thresholds. We exclude the largest companies for two reasons. First, we observe a very low bankruptcy frequency of only 0.25% for firms larger than the SME definition. Second, the larger companies could differ fundamentally from SMEs in many other aspects, thus confounding our results. We do not analyze publicly listed firms separately, due to the small sample size. For the period of 2001–2015, we identify 236 unique nonfinancial firms listed on Danish stock exchanges; 18 of these firms went bankrupt.

14 In contrast to Kallunki et al. (2018) and Davidson et al. (2020) but consistent with Davidson et al. (2015), we define Record only if an individual has any prior convictions, to avoid look-ahead bias.

15 See Amir et al. (2014a, 2014b), Davidson et al. (2015; 2020), Kallunki et al. (2018), and Law and Mills (2019). Most of the criminal cases in our dataset lead to conviction. When we exclude dismissals and not-guilty verdicts, the means of CEO_record and %EMPL_record decrease by 8% (from 18.8% to 17.3%) and 8% (from 17.1% to 15.7%), respectively. We replicate all our analyses excluding these legal decisions and obtain essentially similar results as those reported in this paper. The inclusion of dismissals and not-guilty decisions on the criminal record leads to a significantly larger bankruptcy prediction accuracy (AUC). When these legal decisions are excluded, %EMPL_record is not significantly associated with the interest rate using the firm fixed effects specification reported in column 4 of Table 10.

16 In untabulated analyses where we add, to the bankruptcy prediction estimations (Eq. (1)), the variables CEO_traffic (one, if the CEO has a traffic-related offense) and %EMPL_traffic (the percentage of employees with traffic-related offenses), we find that both variables are statistically insignificant predictors of bankruptcy.
We define the variable $\%EMPL_{record}$ as the percentage of a firm’s employees with criminal records.\(^{17}\) For each firm-year, we calculate the percentage of employees for whom $Record = 1$. 

### 3.2.2 Bankruptcy variable and firm risk

We use the legal definition of bankruptcy to identify firms in financial distress, which is likely due to excessive risk-taking. Appiah et al. (2015) review the literature on corporate failure prediction and find that 84% of studies use the legal definition of bankruptcy to classify firms as failing or nonfailing. Hayden (2003) compares credit-scoring models with different default criteria (bankruptcy, restructuring, and delay-in-payment) and finds that models with bankruptcy as the dependent variable are as powerful in predicting credit losses as models with the alternative criteria as dependent variables, suggesting that the proxy for financial distress is of minor concern.

\(^{17}\) For this purpose, we count the number of individuals who have received salary from the firm during the year and use this measure ($Headcount$) as the deflator. Further, we have replicated the estimations outlined in Eqs. (1) and (2), weighting employee observations per firm-year by salary instead of using simple averages. Our qualitative conclusions remain unchanged.

| Note | Screen | Sample size. Firm-year observations | Firm-year observations dropped | Decrease in sample size (%) |
|------|--------|-------------------------------------|-------------------------------|-----------------------------|
| 1    | Keep financial reports with 12 months | 569,678                            | 11,842                         | 2                            |
| 2    | Remove certain industries           | 502,919                            | 66,759                         | 12                           |
| 3    | Remove subsidiaries                 | 495,384                            | 7,535                          | 1                            |
| 4    | Keep firm-year observations with total assets above DKK 4 million (EUR 533,333) | 274,691                            | 219,555                        | 44                           |
| 5    | Keep firm-year observations with at least 12 full-time equivalent employees | 121,548                            | 153,143                        | 56                           |
| 6    | Remove firm-year observations that exceed the SME thresholds set by the European Commission | 115,427                            | 6,121                          | 5                            |
|      | Keep firm-year observations with variables available for the bankruptcy prediction estimation | 103,774                            | 11,653                         | 10                           |

This table shows the sample selection procedure. Notes: (1) The period 2003–2016 is the years for which bankruptcy data are available. To allow one year’s lag between the fiscal year end and the bankruptcy filing, we restrict the period to 2003–2015. (2) Consistent with prior accounting and finance research, we exclude certain regulated industries (financials and utilities) and further exclude state-owned enterprises. (3) To avoid double counting we exclude subsidiaries for which the parent company reports on consolidated basis. (4) (5) We impose the minimum size requirements according to the current auditing thresholds in Denmark (Bernard et al. 2018). The minimum thresholds assure that all the sample firms undergo mandatory audit, that mom-and-pop stores do not drive our results, and that we have variation in the traits used to describe employees. (6) We impose a maximum threshold for two reasons: the bankruptcy rate for the excluded companies is very small (0.25%), and large corporations potentially differ significantly from SMEs on several aspects, which could influence our results. 

for the CEO) and zero otherwise. We define the variable $\%EMPL_{record}$ as the percentage of a firm’s employees with criminal records.\(^{17}\) For each firm-year, we calculate the percentage of employees for whom $Record = 1$.
Our data contain bankruptcy notice dates—the dates when a bankruptcy court has ruled that a company must undergo bankruptcy proceedings. Under Danish regulation, a bankruptcy filing leads to firm termination (i.e., liquidation), similar to a Chapter 7 filing in the United States. Following the bankruptcy notice, a trustee is appointed, and the firm’s management loses control. The trustee sells off the assets and distributes the collected funds to creditors.\(^{18}\)

We define an indicator variable, $\text{Bankrupt}$, which takes the value of one if the annual report is the last published report preceding the bankruptcy notice and zero otherwise.\(^{19}\) We use $\text{Bankrupt}$ as the dependent variable in the bankruptcy prediction estimations.

### 3.2.3 Cost of debt

We use the interest rate to capture the cost of debt. We measure the interest rate as financial expenses divided by interest-bearing debt. We measure a firm’s interest-bearing debt as total liabilities net of trade payables. We then define the variable $\text{CoD}$ as financial expenses scaled by the average interest-bearing debt for year $t$ and year $t-1$. Related research uses comparable approaches of dividing interest expenses with debt (e.g., Minnis 2011; Vander Bauwhede et al. 2015; Gassey and Fülbier 2015). However, while data on actual debt and interest expenses are very limited in our dataset, related studies use actual debt and interest expense data in their estimations.\(^{20}\) We acknowledge that our approach could contain noise. To mitigate the effect of outliers, we follow Minnis (2011) and truncate the $\text{CoD}$ measure at the 5th and 95th percentiles and truncate observations more than 10 percentage points over the interest rate of Danish government bonds for the year.\(^{21}\)

### 3.3 Descriptive statistics

We present descriptive statistics in Table 2. Columns 1 and 2 describe the sample. Columns 3–5 condition the sample by $\text{Bankrupt}$ and compare the samples. The average sample firm is relatively small, with total assets of about EUR 6 million, a headcount of about 58, which in full-time equivalent employees corresponds to about 37. On average across firm-years, 18.8% of the CEOs and 17.1% of the employees have criminal records. The percentage of CEOs with criminal records is slightly lower than that reported by Kallunki et al. (2018), likely because our study employs Danish data, whereas Kallunki et al. (2018) use Swedish data. The average interest rate in the sample is 4.0%, which conforms closely to the officially reported average interest rate charged to Danish SMEs for the period 2007–2015 (4.4%) (OECD 2017 Table 3.10).

\(^{18}\) See https://domstol.dk/alle-emner/konkurs-og-erhverv/selskab-konkurs/ (in Danish).
\(^{19}\) In our dataset, 78% and more than 99% of the bankruptcy notices are released within one and two years following the publication date of the report, respectively. Thirty-eight percent and more than 98% of the bankruptcy notices are released within one and two years following the fiscal year-end date, respectively.
\(^{20}\) Seventy-six percent of the sample observations do not record interest expenses. Forty-four percent, 81%, and 31% of the sample observations are missing information on long-term debt, short-term part of mortgage, and short-term part of bank debt, respectively. The lack of data is likely due to low disclosure requirements for small firms, which are allowed to publish only aggregated accounts, such as financial expenses, without further specification.
\(^{21}\) Minnis (2011) uses the prime rate. We use the interest rate of government bonds in lieu of the prime rate because the prime rate is not available for Denmark.
We observe that 29.3% of bankrupt firms have a CEO with a criminal record, compared to 18.7% of nonbankrupt firms. In Fig. 1, we further depict how the number of CEO crimes relates to the bankruptcy rate and generally find that the bankruptcy rate increases by the number of CEO crimes. The univariate statistics provide initial evidence supporting H1a.

Bankrupt firms on average have more employees with criminal records. Specifically, 22.3% of employees in bankrupt firms have criminal records, versus 17.0% in nonbankrupt firms. In Fig. 2, we plot bankruptcy rates per criminal employee quintile (within-year quintiles based on %EMPL_record), conditioned by the CEO’s having a criminal record (i.e., by CEO_record = 1 and CEO_record = 0). We observe, in both subsamples, that the bankruptcy rate increases with the percentage of employees with criminal records. This suggests that employee characteristics are incremental to CEO characteristics in explaining bankruptcy rates, and provides initial evidence supporting H1b.

We tabulate a correlation matrix in Table 3. Bankrupt and CoD relate positively to both CEO_record and %EMPL_record. Table 4 provides information on the types of crime and the associated bankruptcy rate. Interestingly, the bankruptcy rate is higher across all CEO criminal record categories. Specifically, in column 2, we observe bankruptcy rates of 0.016–0.031, which are all higher than the unconditional mean bankruptcy rate at 0.013. We observe a similar pattern when we examine criminal records of employees in columns 4 and 5.

4 Empirical design and results

4.1 Bankruptcy prediction models

To test the relation between the likelihood of bankruptcy and the criminal records of the CEO and employees, we estimate Eq. (1) with a hazard estimation (Shumway 2001), which equals a logistic regression with adjusted standard errors. Specifically, chi-squared statistics are divided by the average number of years per firm to correct the standard logit estimates. We estimate the following model.

\[
Bankrupt_{it} = \alpha_0 + \beta_1 CEO_record_{it} + \beta_2 %EMPL_record_{it} + \beta_3 ACC_{it} + \beta_4 Firm variables_{it} + \beta_5 Person variables_{it} + \epsilon_{it} \tag{1}
\]

for firm \(i\) in year \(t\). Bankrupt, CEO_record, and %EMPL_record are defined in Section 3.2 above. ACC represents accounting-based variables used to predict bankruptcy by Beaver et al. (2005) (henceforth, the BMR model), Altman (1968), and Ohlson (1980), respectively.\(^{22}\) Firm variables is additional firm-level control variables motivated by the literature. These include the relative wealth of a firm’s owner(s) (Beaver et al. 2019), earnings volatility (Amir et al. 2014b), and the logarithm of employee counts. Person variables represents person-specific control variables for CEOs’ and employees’ other personal characteristics that the literature suggests are associated with firm outcomes. These include educational level (Call et al. 2017),

\(^{22}\) We use a private firm version of the Altman model (e.g., Altman and Saunders 1997; Kallunki and Pyykkö 2013).
Table 2  Descriptive statistics

|                                | Entire sample | Conditional on Bankrupt |
|--------------------------------|---------------|------------------------|
|                                |               | 1  | 0  |                     |
| N=                             | 103,774       | 1349 | 102,425 |               |
|                                | Mean (1)      | Median (2)             | Mean (3) | Mean (4) | Diff. (5) |
| Dep. variables and variables of interest |               |                |          |          |          |
| CEO_record                      | 0.188         | 0.000           | 0.293    | 0.187    | 0.106*** |
| %EMPL_record                    | 0.171         | 0.143           | 0.223    | 0.170    | 0.053*** |
| Bankrupt                        | 0.013         | 0.000           | 1.000    | 0.000    | n.a.     |
| CoD                             | 0.040         | 0.038           | 0.059    | 0.039    | 0.020*** |
| BMR variables                   |               |                |          |          |          |
| EBIT/TA                         | 0.107         | 0.086           | −0.056   | 0.109    | −0.165***|
| TL/TA                           | 0.666         | 0.679           | 0.945    | 0.662    | 0.283*** |
| EBITDA/TL                       | 0.281         | 0.199           | 0.004    | 0.284    | −0.281***|
| Altman variables                |               |                |          |          |          |
| NWC/TA                          | 0.179         | 0.175           | 0.129    | 0.179    | −0.050***|
| RE/TA                           | 0.197         | 0.182           | −0.047   | 0.200    | −0.247***|
| EBIT/TA                         | 0.107         | 0.086           | −0.056   | 0.109    | −0.165***|
| BV/TL                           | 0.786         | 0.473           | 0.126    | 0.794    | −0.668***|
| GP/TA                           | 0.833         | 0.684           | 0.745    | 0.835    | −0.089***|
| Ohlson variables                |               |                |          |          |          |
| NWC/TA                          | 0.179         | 0.175           | 0.129    | 0.179    | −0.050***|
| TL/TA                           | 0.666         | 0.679           | 0.945    | 0.662    | 0.283*** |
| Log (TA)                        | 9.975         | 9.823           | 9.686    | 9.978    | −0.293***|
| CL/CA                           | 0.898         | 0.786           | 1.330    | 0.892    | 0.438*** |
| NI/TA                           | 0.070         | 0.055           | −0.085   | 0.072    | −0.157***|
| EBITDA/TL                       | 0.281         | 0.199           | 0.004    | 0.284    | −0.281***|
| Nitwo                           | 0.211         | 0.000           | 0.698    | 0.204    | 0.493*** |
| OENEG                           | 0.044         | 0.000           | 0.301    | 0.041    | 0.260*** |
| CHIN                            | 0.012         | 0.037           | −0.258   | 0.016    | −0.274***|
| Other firm variables            |               |                |          |          |          |
| TA (EUR million)                | 5.671         | 2.473           | 3.866    | 5.695    | −1.829***|
| Firm age                        | 18.960        | 16.000          | 15.180   | 19.010   | −3.830***|
| Headcount                       | 57.606        | 36.000          | 53.170   | 57.664   | −4.494** |
| Employees                       | 36.791        | 24.000          | 31.690   | 36.858   | −5.168***|
| EquityFirmOwner/TL              | 1.069         | 0.000           | 0.086    | 1.082    | −0.996***|
| EquityPersOwner/TL              | 0.108         | 0.000           | 0.014    | 0.109    | −0.095***|
| StdROA                          | 0.083         | 0.055           | 0.128    | 0.082    | 0.046*** |
gender (Adhikari et al. 2019), age (Belenzon et al. 2019), marital status (Roussanov and Savor 2014), and the corruption index at the country of ancestry (Liu 2016). We define all variables in Appendix A. We estimate Eq. (1) with three sets of ACC control variables (one model at a time) and further control for year and industry fixed effects.

The β₁ and β₂ slopes measure the extent to which CEOs’ and employees’ criminal records, respectively, provide information on a firm’s likelihood of bankruptcy (beyond

| N= | 103,774 | 1349 | 102,425 |
|----|---------|------|---------|
| Mean | 0.154 | 0.112 | 0.154 |
| Median | 0.000 | 0.041 | 0.061 |
| %EMPL_HighEduc | 0.061 | 0.041 | 0.061 |
| %EMPL_HighEduc | 0.000 | 0.050 | 0.056 |
| CEO_Female | 0.284 | 0.234 | 0.285 |
| CEO_Female | 0.217 | 0.285 | 0.285 |
| CEO_log(Age) | 3.865 | 3.837 | 3.865 |
| CEO_log(Age) | 3.871 | 3.837 | 3.871 |
| %EMPL_log(Age) | 3.623 | 3.618 | 3.623 |
| %EMPL_log(Age) | 3.644 | 3.618 | 3.644 |
| CEO_Married | 0.812 | 0.786 | 0.813 |
| CEO_Married | 1.000 | 0.813 | 0.813 |
| %EMPL_Married | 0.456 | 0.429 | 0.456 |
| %EMPL_Married | 0.467 | 0.429 | 0.467 |
| CEO_CorrupIndex | −93.238 | −93.094 | −93.094 |
| CEO_CorrupIndex | −93.787 | −93.240 | −93.787 |
| %EMPL_CorrupIndex | −90.946 | −90.507 | −90.525 |
| %EMPL_CorrupIndex | −92.626 | −90.952 | −92.626 |

This table presents the summary statistics. Accounting ratios are winsorized at the lower and upper 1% level. All variables are defined in Appendix A. ***, **, and * represent significance levels at 0.01, 0.05, and 0.10, respectively (two tailed test).

Fig. 1 Bankruptcy frequency per number of CEO convictions. This figure depicts the bankruptcy frequency on the y-axis over the number of CEO convictions (CEO_conv) on the x-axis.
what is explained by accounting variables). They are the coefficients used to test H1a and H1b.

We estimate the models and present the results in Table 5. Consistent with our expectations (H1a and H1b), across three different estimation models, we find that the likelihood of bankruptcy increases with the CEO having a criminal record (\(CEO_{record}\)) and more of a firm’s employees having criminal records (\%EMPL_{record}\)). Although \(CEO_{record}\) and \%EMPL_{record}\) are positively correlated (see Table 3), our estimations suggest that both variables predict bankruptcies incremental to each other. The economic significance is sizable. Using all the controls, the bankruptcy likelihood increases by 45–47 basis points (bps) when the CEO has a criminal record, or about 35%–36% of the unconditional sample mean. A one standard deviation (interquartile) change of \%EMPL_{record}\) is associated with a change in the likelihood of bankruptcy of 26–28 (31–34) bps or about 20%–22% (24%–26%) of the unconditional sample mean.\(^{23}\)

The proportion of employees with bachelor’s degrees or higher (\%EMPL_{HighEduc}\) is marginally significant in two of three estimations, but none of the other person-specific variables predict bankruptcies. The bankruptcy likelihood decreases with the wealth of the firm’s owners (\(EquityFirmOwner/TL\) and \(EquityPersOwner/TL\)). The accounting variables generally relate to the likelihood of bankruptcy as expected, although some variables are not statistically significant, likely due to high correlations between the variables. (For example, the correlation between \(EBIT/TA\) and \(EBITDA/TL\) is 0.78.)

### 4.2 Out-of-sample tests

We then analyze the out-of-sample predictive ability of the bankruptcy likelihood scores based on five different specifications. First, we present the results using only the prediction model variables (\(ACC\)) and the extra firm variables (\(Firm variables\)) (Specification A). The literature documents that these variables predict bankruptcies. We then stepwise add

\(^{23}\) The standard deviation of \%EMPL_{record}\) is 0.1218, and the interquartile range equals 0.1474 (untabulated).
Table 3  Correlation matrix

Panel A: Dependent variables, variables of interest, and prediction model variables

|     | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1   | Bankrupt | 0.10 | 0.03 | 0.05 | -0.10 | 0.13 | -0.12 | -0.02 | -0.12 | -0.13 | -0.02 | -0.03 | 0.10 | -0.12 | 0.14 | -0.05 |
| 2   | CoD | 0.10 | 0.05 | 0.03 | -0.17 | 0.30 | -0.21 | 0.11 | -0.19 | -0.30 | -0.17 | 0.00 | 0.22 | -0.27 | 0.18 | 0.10 | -0.03 |
| 3   | CEO_record | 0.03 | 0.04 | 0.17 | 0.00 | 0.04 | 0.01 | -0.06 | -0.01 | -0.04 | 0.01 | -0.05 | 0.08 | -0.01 | 0.00 | 0.01 | 0.00 |
| 4   | %EMPL_record | 0.05 | 0.03 | 0.20 | 0.00 | 0.08 | 0.02 | -0.04 | -0.02 | -0.08 | 0.04 | -0.07 | 0.11 | -0.02 | 0.00 | 0.00 | 0.01 |
| 5   | EBIT/TA | -0.11 | -0.15 | 0.01 | 0.01 | -0.36 | 0.86 | -0.03 | 0.22 | 0.36 | 0.46 | -0.10 | -0.28 | 0.95 | -0.58 | -0.24 | 0.41 |
| 6   | TL/TA | 0.14 | 0.26 | 0.03 | 0.07 | -0.37 | -0.59 | -0.07 | -0.78 | -1.00 | -0.06 | 0.07 | 0.68 | -0.45 | 0.35 | 0.36 | -0.06 |
| 7   | EBITDA/TL | -0.09 | -0.18 | 0.01 | 0.00 | 0.78 | -0.57 | -0.08 | 0.40 | 0.59 | 0.39 | -0.09 | -0.36 | 0.84 | -0.54 | -0.26 | 0.32 |
| 8   | NWC/TA | -0.02 | 0.11 | -0.05 | -0.06 | -0.03 | -0.09 | -0.05 | -0.12 | 0.07 | -0.14 | 0.08 | -0.32 | -0.05 | 0.00 | -0.06 | -0.01 |
| 9   | RE/TA | -0.12 | -0.18 | 0.00 | -0.02 | 0.25 | -0.81 | 0.38 | 0.13 | 0.78 | -0.03 | 0.13 | -0.56 | 0.28 | -0.32 | -0.35 | 0.01 |
| 10  | BV/TL | -0.07 | -0.20 | -0.03 | -0.07 | 0.19 | -0.81 | 0.52 | 0.04 | 0.63 | 0.06 | 0.07 | -0.68 | 0.45 | -0.35 | -0.36 | 0.06 |
| 11  | GP/TA | -0.02 | -0.17 | 0.01 | 0.06 | 0.44 | -0.01 | 0.30 | -0.18 | -0.05 | -0.06 | -0.51 | -0.01 | 0.43 | -0.21 | -0.05 | 0.16 |
| 12  | Log (TA) | -0.03 | -0.01 | -0.05 | -0.11 | -0.08 | -0.10 | -0.06 | 0.07 | 0.13 | 0.13 | -0.44 | -0.09 | -0.07 | 0.00 | -0.08 | 0.00 |
| 13  | CL/CA | 0.09 | 0.16 | 0.08 | 0.10 | -0.25 | 0.51 | -0.27 | -0.34 | -0.44 | -0.39 | -0.04 | -0.03 | -0.34 | 0.27 | 0.24 | -0.06 |
| 14  | NI/TA | -0.12 | -0.21 | 0.00 | 0.00 | 0.96 | -0.43 | 0.76 | -0.03 | 0.31 | 0.24 | 0.41 | -0.06 | -0.29 | -0.61 | -0.26 | 0.43 |
| 15  | NITWO | 0.14 | 0.18 | 0.00 | 0.00 | -0.52 | 0.36 | -0.42 | 0.00 | -0.35 | -0.18 | -0.17 | 0.00 | 0.25 | -0.54 | 0.34 | -0.05 |
| 16  | OENEG | 0.14 | 0.10 | 0.01 | 0.00 | -0.28 | 0.50 | -0.21 | -0.08 | -0.49 | -0.20 | -0.02 | -0.07 | 0.29 | -0.33 | 0.34 | -0.06 |
| 17  | CHN | -0.05 | -0.04 | 0.00 | 0.01 | 0.36 | -0.06 | 0.24 | -0.01 | 0.02 | 0.02 | 0.15 | 0.00 | -0.05 | 0.37 | -0.06 | -0.06 |
Panel B: Dependent variables, variables of interest, extra firm variables, and person-specific variables.

|       | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
|-------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| Bankrupt | 0.10 | 0.03 | 0.05 | -0.08 | -0.04 | -0.02 | 0.06 | 0.00 | -0.02 | 0.00 | -0.03 | -0.02 | -0.01 | 0.00 | -0.02 | 0.00 | 0.01 |
| CoD      | 0.10 | 0.05 | 0.03 | -0.12 | -0.04 | -0.08 | -0.07 | -0.05 | -0.13 | -0.01 | -0.01 | -0.01 | -0.05 | 0.00 | -0.04 | -0.01 | 0.00 |
| CEO_record | 0.03 | 0.04 | 0.17 | 0.02 | 0.03 | -0.05 | 0.00 | -0.06 | -0.10 | -0.03 | -0.10 | 0.02 | -0.07 | -0.03 | -0.12 | 0.00 | 0.00 |
| %EMPL_record | 0.05 | 0.03 | 0.20 | 0.05 | 0.03 | 0.03 | 0.02 | -0.12 | -0.31 | -0.02 | -0.54 | 0.01 | 0.09 | -0.02 | -0.11 | -0.01 | 0.02 |
| EquityFirmOwner/TL | -0.04 | -0.12 | -0.02 | -0.03 | 0.11 | 0.00 | 0.01 | -0.02 | -0.05 | 0.00 | -0.04 | 0.08 | 0.04 | 0.01 | 0.01 | 0.00 | 0.02 |
| EquityPersOwner/TL | -0.03 | -0.07 | 0.04 | 0.02 | 0.13 | -0.10 | -0.03 | -0.04 | -0.10 | 0.00 | -0.08 | 0.24 | 0.00 | 0.02 | -0.02 | 0.01 | -0.05 |
| CEO_HighEduc | -0.02 | -0.08 | -0.06 | -0.02 | 0.02 | -0.15 | -0.02 | 0.07 | 0.18 | 0.00 | 0.02 | 0.02 | 0.06 | 0.03 | 0.06 | 0.01 | 0.22 |
| %EMPL_HighEduc | 0.05 | -0.04 | 0.00 | -0.01 | 0.04 | -0.02 | -0.02 | 0.04 | 0.12 | 0.01 | -0.01 | -0.10 | -0.06 | -0.02 | -0.06 | 0.00 | 0.06 |
| CEO_Married | -0.01 | -0.08 | -0.10 | -0.19 | 0.02 | -0.05 | 0.12 | 0.09 | 0.24 | 0.03 | 0.14 | -0.05 | 0.03 | 0.02 | 0.04 | 0.03 | 0.06 |
| %EMPL_Married | -0.02 | -0.16 | -0.08 | -0.29 | 0.00 | -0.06 | 0.03 | 0.19 | 0.45 | 0.03 | 0.40 | -0.03 | 0.05 | 0.00 | 0.10 | 0.02 | 0.19 |
| CEO_Log(Age) | 0.00 | -0.03 | -0.07 | -0.05 | 0.01 | 0.00 | -0.01 | 0.03 | 0.05 | 0.08 | 0.06 | -0.01 | 0.00 | 0.00 | -0.02 | 0.03 | 0.03 |
| %EMPL_Log(Age) | -0.03 | 0.00 | -0.09 | -0.49 | 0.03 | -0.02 | 0.03 | 0.03 | 0.20 | 0.16 | 0.26 | -0.18 | -0.01 | -0.10 | 0.00 | -0.01 | 0.21 |
| CEO_Married | -0.02 | -0.02 | 0.02 | 0.00 | 0.05 | 0.23 | 0.03 | -0.11 | -0.07 | -0.04 | -0.03 | -0.01 | 0.21 | 0.10 | 0.13 | 0.00 | 0.03 |
| %EMPL_Married | 0.00 | -0.05 | -0.07 | 0.12 | 0.06 | -0.01 | 0.05 | -0.08 | 0.04 | 0.01 | -0.03 | -0.21 | 0.22 | 0.02 | 0.74 | 0.01 | -0.09 |
| CEO_CorruptIndex | -0.01 | 0.00 | -0.04 | -0.05 | 0.01 | 0.00 | 0.04 | -0.04 | 0.01 | 0.00 | -0.05 | -0.01 | 0.15 | 0.04 | 0.06 | 0.01 | -0.02 |
| %EMPL_CorruptIndex | 0.00 | 0.01 | 0.02 | 0.00 | 0.00 | 0.02 | 0.00 | 0.01 | 0.01 | 0.01 | 0.02 | 0.01 | 0.04 | -0.02 | -0.04 | -0.01 | -0.02 | 0.03 |

This table presents pair-wise Pearson (below diagonal) and Spearman (above diagonal) correlations. Correlations above 0.009 and below -0.009 are significant at the 0.05 level (two-tailed test). Accounting ratios are winsorized at the lower and upper 1% level. All variables are defined in Appendix A.
Table 4  Criminal offense distribution and bankruptcy frequency by category of crime

| Offense         | (1) | (2) | (3) | (4) | (5) |
|-----------------|-----|-----|-----|-----|-----|
| All             | 0.188 | 0.020 | 0.171 | 0.017 | 0.022 |
| White-collar    | 0.111 | 0.022 | 0.057 | 0.017 | 0.021 |
| Nonwhite-collar | 0.102 | 0.020 | 0.139 | 0.017 | 0.022 |
| White-collar types |     |     |     |     |     |
| Fraud           | 0.054 | 0.025 | 0.039 | 0.017 | 0.022 |
| Legal           | 0.007 | 0.028 | 0.007 | 0.015 | 0.018 |
| Corporate       | 0.062 | 0.023 | 0.016 | 0.017 | 0.017 |
| FBI NIBRS       |     |     |     |     |     |
| Person          | 0.029 | 0.022 | 0.042 | 0.016 | 0.021 |
| Property        | 0.065 | 0.023 | 0.104 | 0.017 | 0.022 |
| Society         | 0.022 | 0.021 | 0.037 | 0.016 | 0.021 |
| Other           | 0.111 | 0.021 | 0.052 | 0.016 | 0.020 |
| Seriousness     |     |     |     |     |     |
| Imprisonment    | 0.010 | 0.031 | 0.023 | 0.016 | 0.021 |
| Suspended sentence | 0.018 | 0.024 | 0.034 | 0.016 | 0.020 |
| Other (e.g., fines) | 0.160 | 0.019 | 0.114 | 0.017 | 0.020 |
| On record       |     |     |     |     |     |
| Undisclosed     | 0.116 | 0.022 | 0.118 | 0.017 | 0.023 |
| Disclosed       | 0.007 | 0.023 | 0.025 | 0.015 | 0.019 |
| PostHire        | 0.065 | 0.016 | 0.028 | 0.014 | 0.014 |
| Timing          |     |     |     |     |     |
| Before $t-3$    | 0.176 | 0.020 | 0.151 | 0.017 | 0.021 |
| After $t-3$     | 0.023 | 0.030 | 0.037 | 0.016 | 0.021 |

This table shows the distribution of convictions per CEOs and employees. Column 1 shows the mean of firm-years in which a CEO has a criminal record pertaining to the respective crime category. Column 2 shows the mean bankruptcy frequency conditional on the CEO having a criminal record pertaining to the respective crime category. Column 3 shows the mean percentage of employees with criminal records pertaining to the respective crime category. Column 4 shows the mean bankruptcy frequency for firms with above within-year median $\%EMPL\_record$ pertaining to the respective crime category. Column 5 shows the mean bankruptcy frequency for firms that belong to the highest within-year quintile of employees with criminal records ($\%EMPL\_record$) pertaining to the respective crime category.

We map the crime codes used in the Danish Criminal Registers to the White-collar and FBI NIBRS categories reported in this table in Online Appendix C. The Seriousness variables denote the most serious penalty imposed on an individual. The On record categories denote whether a crime was disclosed on the certificate of criminal record at hiring (used by employers to screen criminal records). PostHire indicates that the first crime was committed after hiring. Before $t-3$ (After $t-3$) indicates that an individual had committed crime before (after) the end of year $t-3$. 

Criminals, bankruptcy, and cost of debt
the personal variables (Specification B) and the criminal records of CEOs (Specification C) and employees (Specification D). For completeness, we also present our results excluding the personal variables (Person variables) (Specifications E and F). Within each specification, we compare the predictive accuracy of the estimations described above using area under the ROC curve (AUC) fit statistics. For each year \( t \), we estimate the respective model and use the estimated coefficients to predict the out-of-sample bankruptcy likelihood for year \( t + 1 \).

We present the results in Table 6 with each of the three bankruptcy prediction models (BMR, Altman, and Ohlson). Compared to the specifications that include all the control variables (ACC, Firm variables, and Person variables), the AUC increases by 22–27 bps when we include the criminal records of CEOs and employees (Specification D versus B). The incremental AUC associated with employees’ criminal records is only marginally statistically significant in the Beaver and Ohlson models and insignificant in the Altman model. Note that the AUC statistic decreases when we include personal variables (Specification B versus A), likely because of the inclusion of many low correlating estimators, leading to spurious patterns being picked up in the learning sample (Beaver et al. 2019). However, this decrease is only statistically significant in the Altman model.

When we exclude the personal variables from the estimation, the incremental AUC associated with CEOs’ and employees’ criminal records increases to 35–45 bps (Specification F versus A). With this specification, the criminal records of employees, incremental to the CEO’s criminal record, significantly improve the out-of-sample prediction accuracy (Specification F versus E). In addition, we find that specifications that exclude the personal variables but include the criminal records of CEOs and employees (Specification F) outperform all other specifications.

The AUC improvements that we document are modest compared to related research. Gutierrez et al. (2020, Section 7.4) show an increase in the AUC of 110 bps by including the auditor’s going-concern opinion, and Kallunki and Pyykkö (2013, Figs. 5 and 6) show increases in the AUC of 147–198 bps by including past payment defaults of the CEO and the firm’s directors. However, even small increments matter to a firm’s stakeholders. For example, Iyer et al. (2016) note that “a 0.01 (100 bps) improvement in the AUC is considered a noteworthy gain in the credit scoring industry” (p. 1565).

### 4.3 Types of employees

We then examine which employees’ criminal records are associated with bankruptcy. First, we assess which individuals are associated with the bankruptcy likelihood. As reported in Online Appendix A, we find that only the criminal records of one person, the CEO, are significantly associated with the bankruptcy likelihood. The findings suggest that the CEO is unique, consistent with the conclusions of Bennedsen et al. (2020).

We then examine which groups of employees predict bankruptcies, besides the CEO. If, on the one hand, employee groups with the authority to make decisions do so based solely on their own traits (as measured by their criminal records), we would expect that only their
Table 5  Likelihood of bankruptcy estimation

| Variables of interest          | BMR          | Altman      | Ohlson      |
|-------------------------------|--------------|-------------|-------------|
| $CEO_{record}$ [H1a]         | 0.0049**     | 0.0047**    | 0.0046**    | 0.0045**    | 0.0047**    | 0.0045**    |
|                               | (2.42)       | (2.28)      | (2.25)      | (2.16)      | (2.28)      | (2.18)      |
| $%EMPL_{record}$ [H1b]       | 0.0287***    | 0.0230***   | 0.0267***   | 0.0210**    | 0.0270***   | 0.0217***   |
|                               | (3.87)       | (2.75)      | (3.58)      | (2.50)      | (3.63)      | (2.58)      |
| $CEO_{HighEduc}_{t}$         | -0.0003      | -0.0003     | -0.0004     |
|                               | (-0.11)      | (-0.08)     | (-0.14)     |
| $%EMPL_{HighEduc}_{t}$       | -0.0244*     | -0.0223*    | -0.0205     |
|                               | (-1.83)      | (-1.66)     | (-1.56)     |
| $CEO_{Female}_{t}$           | 0.0017       | 0.0019      | 0.0016      |
|                               | (0.41)       | (0.47)      | (0.39)      |
| $%EMPL_{Female}_{t}$         | -0.0017      | -0.0018     | -0.0025     |
|                               | (-0.31)      | (-0.31)     | (-0.45)     |
| $CEO_{log}(Age)_{t}$         | 0.0001       | 0.0007      | -0.0012     |
|                               | (0.03)       | (0.13)      | (-0.25)     |
| $%EMPL_{log}(Age)_{t}$       | 0.0039       | 0.0067      | 0.0041      |
|                               | (0.42)       | (0.71)      | (0.43)      |
| $CEO_{Married}_{t}$          | -0.0004      | -0.0005     | -0.0004     |
|                               | (-0.17)      | (-0.25)     | (-0.18)     |
| $%EMPL_{Married}_{t}$        | -0.0104      | -0.0104     | -0.0096     |
|                               | (-1.10)      | (-1.10)     | (-1.01)     |
| $CEO_{CorrupIndex}$_{t}$     | 0.0001       | 0.0001      | 0.0001      |
|                               | (0.39)       | (0.31)      | (0.43)      |
| $%EMPL_{CorrupIndex}$_{t}$   | 0.0001       | 0.0001      | 0.0001      |
|                               | (0.50)       | (0.57)      | (0.43)      |
| Extra firm variables          |              |             |             |
| $EquityFirmOwner/TL_{t}$     | -0.0158***   | -0.0160***  | -0.0164***  | -0.0166***  | -0.0150***  | -0.0151***  |
|                               | (-4.35)      | (-4.38)     | (-4.32)     | (-4.36)     | (-4.22)     | (-4.24)     |
| $EquityPersOwner/TL_{t}$     | -0.0146**    | -0.0145**   | -0.0137**   | -0.0139**   | -0.0145**   | -0.0141**   |
|                               | (-2.30)      | (-2.29)     | (-2.14)     | (-2.16)     | (-2.33)     | (-2.25)     |
| $log (Employees)$_{t}$       | -0.0028*     | -0.0028*    | -0.0029*    | -0.0029*    | -0.0017     | -0.0021     |
|                               | (-1.88)      | (-1.84)     | (-1.92)     | (-1.91)     | (-0.86)     | (-1.07)     |
| $StdROA_{t}$                 | 0.0008       | 0.0016      | 0.0061      | 0.0068      | 0.0048      | 0.0054      |
|                               | (0.10)       | (0.20)      | (0.73)      | (0.81)      | (0.61)      | (0.67)      |
Table 5 (continued)

Dependent variable: Bankruptcy
Reported coefficients: Marginal effects at mean
N = 103,774, π Bankrupt = 0.0130

| Prediction model variables | BMR (1) | Altman (2) | Ohlson (3) | (4) | (5) | (6) |
|---------------------------|--------|------------|-----------|-----|-----|-----|
| EBIT/TAt                  | 0.0083 | 0.0079     | −0.0343***| −0.0350*** |     |     |
|                           | (0.86) | (0.81)     | (−5.14)   | (−5.22) |     |     |
| TL/TAt                    | 0.0341***| 0.0336*** | 0.0325*** | 0.0320*** |     |     |
|                           | (7.45) | (7.28)     | (4.76)    | (4.67)  |     |     |
| EBITDA/TLt                | −0.0429***| −0.0438***| −0.0248***| −0.0256***|     |     |
|                           | (−4.63)| (−4.68)    | (−3.09)   | (−3.16) |     |     |
| NWC/TAt                   | −0.0019| −0.0018    | −0.0023   | −0.0023 |     |     |
|                           | (−0.50)| (−0.47)    | (−0.58)   | (−0.56) |     |     |
| RE/TAt                    | 0.0019 | 0.0015     |          |       |     |     |
|                           | (0.29) | (0.24)     |          |       |     |     |
| BV/TLt                    | −0.0280***| −0.0274***|          |       |     |     |
|                           | (−4.79)| (−4.68)    |          |       |     |     |
| GP/TAt                    | −0.0000| −0.0002    | −0.0011   | −0.0006 |     |     |
|                           | (−0.02)| (−0.11)    | (−0.84)   | (−0.44) |     |     |
| Log (TA)t                 |        |            |          |       |     |     |
|                           |        |            |          |       |     |     |
| CL/CAt                    | 0.0006 | 0.0005     |          |       |     |     |
|                           | (0.37) | (0.35)     |          |       |     |     |
| NI/TAt                    | 0.0141 | 0.0132     |          |       |     |     |
|                           | (1.38) | (1.28)     |          |       |     |     |
| NITWOt                    | 0.0138***| 0.0137*** |          |       |     |     |
|                           | (5.57) | (5.53)     |          |       |     |     |
| OENEGt                    | −0.0032| −0.0031    |          |       |     |     |
|                           | (−0.97)| (−0.94)    |          |       |     |     |
| CHINt                     | −0.0032**| −0.0030** | −0.0032**| −0.0030**|     |     |
|                           | (−2.20)| (−2.10)    | (−2.20)   | (−2.10) |     |     |

Industry FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
Pseudo R sq. 0.2255 0.2285 0.2200 0.2225 0.2431 0.2455
In-sample AUC 0.8890 0.8905 0.8849 0.8861 0.8948 0.8959

This table shows the results of estimating Eq. (1) and examines whether criminal records of CEOs and employees predict firm-level likelihood of bankruptcy. We estimate the regressions with a hazard estimation (Shumway 2001), which equals a logistic regression in which the chi-squared statistics are divided with the average number of years per firm. CEO_record indicates that the CEO has a prior criminal record. %EMPL_record is the percentage of employees with criminal records. Accounting ratios are winsorized at the lower and upper 1% level. All variables are defined in Appendix A. z statistics are in parentheses. ***, **, and * represent significance levels at 0.01, 0.05, and 0.10, respectively (two tailed test)
Table 6  Out-of-sample tests

| Specification: | BMR | Altman | Ohlson |
|----------------|-----|--------|--------|
|                | A   | B      | C      | D    | E    | F    | A  | B  | C  | D  | E  | F  | A  | B  | C  | D  | E  | F  |
|                | (1) | (2)    | (3)    | (4)  | (5)  | (6)  | (7) | (8) | (9) | (10)| (11)| (12)| (13)| (14)| (15)| (16)| (17)| (18)|
| Variables in estimation model |     |        |        |      |      |      |     |     |     |     |     |     |     |     |     |     |     |     |     |
| ACC+ Firm       | Yes | Yes    | Yes    | Yes  | Yes  | Yes  | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Person          | Yes | Yes    | Yes    | Yes  | Yes  | Yes  | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| CEO_record      | Yes | Yes    | Yes    | Yes  | Yes  | Yes  | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| %EMPL_record    | Yes | Yes    | Yes    | Yes  | Yes  | Yes  | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Out-of-sample prediction accuracy |     |        |        |      |      |      |     |     |     |     |     |     |     |     |     |     |     |     |     |
| AUC             | 0.8633 | 0.8614 | 0.8630 | 0.8650 | 0.8678 | 0.8608 | 0.8571 | 0.8593 | 0.8628 | 0.8643 | 0.8682 | 0.8667 | 0.8683 | 0.8691 | 0.8701 | 0.8722 |     |     |
| Vs. Model A     | B-A  | C-A    | D-A    | E-A  | F-A  | B-A  | C-A  | D-A  | E-A | F-A | B-A  | C-A  | D-A | E-A | F-A | B-A | C-A | D-A | E-A | F-A |     |
| Diff. (bps)     | −19  | −3     | 08    | 17   | 45   | −37  | −21  | −15  | 20  | 35  | −15  | 1   | 9   | 19  | 40  |     |     |     |     |     |     |
| χ²              | 1.55 | 0.03   | 0.21  | 5.98 **| 19.30 ***| 6.44  | 1.82 | 0.92 | 8.55 ***| 13.93 ***| 1.28 | 0.01 | 0.43 | 9.88 ***| 20.72 ***|     |     |
| Vs. Model B     |     |        |       |      |      |      |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| Diff. (bps)     | 16  | 27     | 16    | 22   | 16   | 22   | 16   | 24   |     |     |     |     |     |     |     |     |     |     |     |     |
| χ²              | 7.25 ***| 11.61 ***| 8.44 ***| 8.92 ***| 9.51 ***| 13.05 ***|     |     |     |     |     |     |     |     |     |     |     |     |     |
| Vs. Model C     |     |        |       |      |      |      |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| Diff. (bps)     | 11  | 6      | 8     | 8    | 8    | 8    |     |     |     |     |     |     |     |     |     |     |     |     |     |
| χ²              | 3.60 *| 1.14    | 3.22 *|     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
### Table 6 (continued)

| Specification: | BMR | Altman | Ohlson |
|----------------|-----|--------|--------|
|                | A   | B      | C      | D      | E      | F      | A      | B      | C      | D      | E      | F      | A      | B      | C      | D      | E      | F      |
|                | (1) | (2)    | (3)    | (4)    | (5)    | (6)    | (7)    | (8)    | (9)    | (10)   | (11)   | (12)   | (13)   | (14)   | (15)   | (16)   | (17)   | (18)   |
| Vs. Model E    |     |        |        |        |        |        | F-E    |        |        |        |        |        | F-E    |        |        |        |        |        |
| Diff. (bps)    |     |        |        |        |        |        | 28     |        |        |        |        |        | 15     |        |        |        |        |        |
| $\chi^2$      |     |        |        |        |        |        | 9.89***|        |        |        |        |        | 14.25***|        |        |        |        |        |
| Vs. Model D    |     |        |        |        |        |        | F-D    |        |        |        |        |        | F-D    |        |        |        |        |        |
| Diff. (bps)    |     |        |        |        |        |        | 37     |        |        |        |        |        | 50     |        |        |        |        |        |
| $\chi^2$      |     |        |        |        |        |        | 7.34***|        |        |        |        |        | 13.68***|        |        |        |        |        |

This table shows the out-of-sample results of rolling estimation windows. We estimate the models for year $t$ and use the coefficient estimates to predict the bankruptcy likelihood for year $t+1$. The table shows the Area Under the Curve (AUC) statistics for the predicted values. We present differences in basis points for ease of interpretation. ACC is the prediction model variables (BMR, Altman, and Ohlson). Firm is the extra firm variables. Person is the person variables. CEO_record indicates a record-holder CEO. %EMPL_record measures the proportion of employees with criminal records. ***, **, and * represent significance levels at 0.01, 0.05, and 0.10, respectively (two tailed test). The results of interest are in bold.
records would predict bankruptcies. If, on the other hand, employee groups with decision-making authority are influenced by coworkers (i.e., are subject to peer effects), we would expect the criminal records of all employees to illuminate bankruptcy likelihood.

We use the salary received from the firm to identify employees with decision-making authority. For each firm-year, we sort the employees into quartiles based on their salaries and calculate the percentage with criminal records within each quartile. We then use the quartiles to re-estimate modified versions of Eq. (1) (one estimation for each quartile) and benchmark the prediction accuracies with our main model using all employees. To preserve space and avoid repetition, we report only the results using the Ohlson model and note, in the text below, cases where the results are sensitive to using the Altman and the Beaver models. We use the Ohlson model because it predicts the most accurately. Panel A of Table 7 shows the marginal effects at the mean for each quartile. The marginal effects of each quartile are statistically indifferent. Panel B shows the out-of-sample AUC. Our main model, based on all employees, outperforms each of the models based on salary quartiles.\textsuperscript{24} We find similar results when we use job titles (non-CEO top managers) instead of salary to identify employees with decision-making authority (results reported in Online Appendix A). We interpret our results as consistent with the predictions regarding peer effects.

We cannot observe the corporate decisions by individuals in the company, as, for example, do Amir et al. (2014a) and Law and Mills (2019). However, we can observe individuals’ new crime. To test whether the behavior of employees is consistent with the predicted peer effect, we identify a sample of job changers and examine whether their propensity to commit crime is associated with the percentage of employees with criminal records and the criminal record of the CEO at the new employer.\textsuperscript{25} Table 8 shows that individuals are more likely to commit new crime when they start working in a company.

\textsuperscript{24} The differences are statistically significant at the 10\% level. We find similar results for the BMR model. For the Altman model, we do not find any statistically significant differences for quarters four, three, and two.

\textsuperscript{25} We estimate the propensity to commit new crime during the three years from year $t+1$ to year $t+3$ following a job-change in year $t$ as a function of CEO_record and \%EMPL_record at the new employer in year $t-1$. The group and individual measures are for separate periods, to avoid the reflection problem described by Manski (1993). We additionally control for other personal characteristics that could influence the propensity to commit crime. There could be timing issues with respect to (1) the time between commitment of a crime and a judicial decision and (2) the time between treatment (job-change) and new crime. Regarding (1), we contacted the Danish attorney general and obtained data from the police’s case management system for the period 2014–2020. The average period between when the police open a case to the legal decision is 15.2 months across all types of crime (excluding traffic-related cases). For fines determined in court, the average is lower, at 12.1 months. Extreme cases with long processing times potentially influence these averages. We also obtained data from the Danish courts on processing times. For the first half of 2020, the average period between the Prosecution Service’s pressing charges and the legal decision was around 0.5 months for fines, 3.0 months for confession cases, and 5.1–5.4 months for cases with and without jury members, respectively. As our treatment (job-change) happens in year $t$ and we then observe new crime (legal decisions) beginning in year $t+1$, we naturally have a lag between treatment and outcome. Regarding (2), we follow Dimmock et al. (2018), who observe new misconduct in a three-year window beginning 100 days after the merger (the treatment). In their online appendix, they show that their conclusions are similar if they use windows of one, two, five, or 10 years. In untabulated tests, we find (1) consistent results when we use new crime in year $t+1$, $t+2$, or $t+3$ as our dependent variable (one estimation at a time). These estimations help us avoid criminal cases that were committed during the prior employment, because we extend the period between treatment (new employment) and outcome (new crime). (2) Our results are also robust to using Year × Municipality fixed effects to control for differences in enforcement and other geographical differences across municipalities. (3) Our results hold for employees across the within-firm-year income distribution. Specifically, we condition by within-firm-year salary quartiles, based on salary received from the new employer in year $t+1$. 

\textsuperscript{C} Springer
where more employees have criminal records, consistent with employees being subject to peer effects. This relation holds for both employees with and without prior records.

### 4.4 Types of crime

We condition our results by several types of crime. For each type of crime, we re-estimate Eq. (1) including only the type of crime in question. As in Section 4.3 above, we report only the results using the Ohlson model and note, in the text below, cases where the results are sensitive to using the Altman and the Beaver models. We present all results in Table 9. We describe the different types of crime and the results regarding the out-of-sample AUC below. We do not find that any of the marginal effects of CEO_record and %EMPL_record, using only the type of crime in question, differ significantly from the marginal effects reported in our main analysis (Table 5). The marginal effects of some crime types are, however, insignificantly different from zero, possibly because these crimes are rare. For example, the marginal effects of both CEO_record and %EMPL_record for crimes against society are insignificant at the 10% level. Just 2.2% (3.7%) of CEOs (employees) have committed such crimes.

**Nature of crime** We conduct our tests regarding the nature of crime using two FBI classification systems: (1) white-collar crime and its subcategories (fraud, corporate, legal), and (2) National Incident-Based Reporting System (NIBRS) classifications, which separate offenses into crime against persons, property, society, and other. The AUC of our main analysis is statistically larger than the AUC of any crime category except white-collar crime and fraud (a subcategory to white-collar crime). That is, these categories predict firm bankruptcies as well as the use of all crimes does.

We analyze, in more detail, the out-of-sample AUC for white-collar crime and its subcategories. The AUC is statistically larger for white-collar crime than for nonwhite-collar crime (p value <0.01). Within the category of white-collar crime, we find that the AUC
of fraud is statistically higher than that of corporate and legal ($p$ values in the range 0.02–0.03). Using the Altman model, the AUC of fraud is not larger than that of corporate white-collar crimes ($p$ value = 0.12). The results provide some evidence that our main results are driven by employees whose criminal records pertain to white-collar crime, specifically fraud.

Nonwhite-collar crimes still predict bankruptcies, although less accurately. Moreover, the measures of the employees’ criminal records pertaining to different types of crimes are highly correlated, which impedes disentangling the effects of each type of crime.

Severity of crime We condition individuals’ criminal records by the most serious crime on the record and determine the severity based on whether the crime is penalized by imprisonment, suspended sentences, and other outcomes. Other outcomes include mainly fines but also diversion or deferred adjudications, military penalties, treatment sentences, and other penalties, as well as dismissals and acquittals. Our results show that the marginal effects of CEO_record and %EMPL_record using serious crimes are statistically indistinguishable from those reported in our main analysis (Table 5). This is consistent with the findings of Law and Mills (Law and Mills 2019, Table 6.1 of the online appendix), who also observe coefficients that are statistically indistinguishable across the seriousness of crimes. We do not find that serious crime leads to better prediction accuracy. In contrast, we find that nonserious crime (captured by the “other” category) leads to the largest prediction accuracy. This is expected, because 2.7% of white-collar crimes lead to imprisonment, compared to 8.0% of all crimes in our dataset. Nonserious crime hence overlaps with white-collar crime—the type of crime that leads to the largest prediction accuracy—as described above. In addition, the majority of the criminal records include only nonserious crime. On the firm-year level, 85% (67%) of the CEOs’ (employees’) records do not include prior prison time or suspended sentences.

Disclosed and undisclosed crime We condition by crime disclosed on the certificate of criminal records at hiring (individuals for which at least one offense appears on the certificate), undisclosed crime (individuals with prior criminal actions for which no offenses appear on the certificate), and crime committed following a hire (individuals who had not committed any crime before the employment). We find that undisclosed crime leads to the highest prediction accuracy, as measured by the out-of-sample AUC. This is consistent with the notion that crime is an observable outcome of a trait and persists throughout life, as proposed by Gottfredson and Hirschi (1990). Moreover, this is consistent with the fact that matching of firms not conducting background checks (arguably a special type of firm) with record-holder employees does not drive our results.

---

26 For example, the correlation between the percentage of employees with a record of white-collar crime and nonwhite-collar crime is 0.57. Forty-four percent of the individuals in our sample with white-collar criminal records have committed other crimes.
### Table 8: New employments and propensity to commit new crime

Dependent variable: \( \text{NewCrime}_{t+1} \text{ to } t+3 \)
Reported coefficients: Marginal effects at mean
Total sample: All new employments

| Sample: | Total sample | No prior record | With prior record | Total sample | No prior record | With prior record |
|---------|--------------|----------------|------------------|--------------|----------------|------------------|
|         | (1)          | (2)            | (3)              | (4)          | (5)            | (6)              |
| CEO_recordarrival, t−1 | 0.0033*** | 0.0033*** | 0.0040** | 0.0015 | 0.0038*** | −0.0038 |
| (4.28) | (5.34)       | (2.13)         | (1.44)           | (3.27)       | (−1.35)        |
| %EMPL_recordarrival, t−1 | 0.1151*** | 0.0766*** | 0.1666*** | 0.0750*** | 0.0497*** | 0.1274*** |
| (44.26) | (28.57)     | (34.42)        | (20.49)          | (15.28)      | (14.67)        |
| CEO_recorddeparture, t−1 | 0.0024** | 0.0021** | 0.0061 | (2.46) | (2.34) | (1.44) |
| %EMPL_recorddeparture, t−1 | 0.0825*** | 0.0450*** | 0.1017*** | (13.15) | (7.32) | (9.85) |
| log (Age) | −0.0703*** | −0.0451*** | −0.2701*** | −0.0924*** | −0.0527*** | −0.2653*** |
| (−19.23) | (−18.67) | (−27.61) | (−19.99) | (−15.82) | (−23.17) |
| Female | −0.0767*** | −0.0479*** | −0.1034*** | −0.0766*** | −0.0437*** | −0.1016*** |
| (−35.37) | (−30.66) | (−33.24) | (−29.99) | (−25.55) | (−17.10) |
| Married | −0.0224*** | −0.0135*** | −0.0334*** | −0.0210*** | −0.0119*** | −0.0400*** |
| (−23.37) | (−15.32) | (−20.39) | (−17.95) | (−10.44) | (−13.29) |
| HighEduc | −0.0538*** | −0.0328*** | −0.0904*** | −0.0413*** | −0.0228*** | −0.0626*** |
| (−19.90) | (−21.68) | (−8.44) | (−7.57) | (−7.23) | (−3.05) |
| CorruptionIndex | 0.0301*** | 0.0204*** | 0.0431*** | 0.0254*** | 0.0157*** | 0.0406*** |
| (14.92) | (12.45) | (13.49) | (9.95) | (7.93) | (7.71) |
| PersonalEquity | −0.2025*** | −0.1255*** | −0.2945*** | −0.1715*** | −0.0824*** | −0.3101*** |
| (−19.76) | (−15.56) | (−7.18) | (−13.59) | (−7.11) | (−8.10) |
| #Convictions | 0.0137*** | 0.0210*** | 0.0131*** | 0.0203*** | 0.0203*** | 0.0203*** |
| (28.88) | (30.58) | (34.72) | (25.67) |
| Year FE | Yes | Yes | Yes | Yes | Yes | Yes |
| N | 1,462,962 | 1,178,428 | 284,534 | 318,144 | 245,224 | 72,920 |
| Pseudo R sq. | 0.1646 | 0.0959 | 0.1400 | 0.1819 | 0.1024 | 0.1416 |
| In-sample AUC | 0.0803 | 0.7556 | 0.7596 | 0.8152 | 0.7635 | 0.7616 |
| π NewCrime t+1 to t+3 | 0.0656 | 0.0371 | 0.1836 | 0.0654 | 0.0337 | 0.1721 |

The table examines whether the new colleagues of individuals are associated with the propensity to commit new crime. The sample comprises job-changers. The estimations are carried out on the individual level. The dependent variable, \( \text{NewCrime}_{t+1} \text{ to } t+3 \) indicates that an individual is subject to a criminal decision during the three-year period starting in year \( t+1 \). \( \text{CEO_recordarrival} \) indicates that the CEO of the arrival company (the new employer) has a criminal record. \( %\text{EMPL_recordarrival} \) measures the proportion of employees with criminal records at the arrival company. \( \text{CEO_recorddeparture} \) indicates that the CEO of the departure company (the former employer) has a criminal record. \( %\text{EMPL_recorddeparture} \) measures the proportion of employees with criminal records at the departure company. \( \log (\text{Age}) \) is the logarithm of the age measured in years. \( \text{Female} \) indicates the gender. \( \text{Married} \) indicates marriage. \( \text{HighEduc} \) indicates a bachelor’s degree or higher. \( \text{CorruptionIndex} \) is the average of Transparency International’s corruption perception indexes for the years 1995–2018 multiplied by \( -1 \). \( \text{PersonalEquity} \) measures a person’s equity in EUR million, calculated with data from the registers at Statistics Denmark. We note that private company stocks are not included in the personal equity calculation. This variable is winsorized at the 1st and 99th percentile. \( \#\text{Convictions} \) denote the number of prior convictions. The results are based on logistic regressions with standard errors clustered by individual and year. Year fixed effects are estimated but for brevity not reported. The z-statistics are in parentheses. ***, **, and * represent significance levels at 0.01, 0.05, and 0.10, respectively (two tailed test).
Timing  We partition on crime committed before the end of year $t - 3$ (indicates that an individual had a criminal record at the end of year $t - 3$) and crime committed after the end of year $t - 3$ (indicates that an individual had committed crime after the end of year $t - 3$ and before the end of year $t$). We find that both types of criminal records are significantly associated with bankruptcy ($%EMPL\_record$ is significantly different from zero). However, using criminal records before the end of year $t - 3$ leads to a significantly larger AUC. This is consistent with our results regarding disclosed and undisclosed crime; that is, crime is an observable outcome of a trait.

Table 9  Types of crime

|                       | Panel A: The CEO | Panel B: The employees | Panel C: Out-of-sample AUC |
|-----------------------|------------------|-------------------------|---------------------------|
|                       | Marginal effects at the mean, $CEO\_record$ limited to the type of crime in question | Marginal effects at the mean, $%EMPL\_record$ limited to the type of crime in question | Out-of-sample AUC, $Record$ identification is limited to the type of crime in question |
|                       |                   |                         |                           |
|                       |                   |                         |                           |
|                       |                   |                         |                           |
|                       |                   |                         |                           |
|                       |                   |                         |                           |
|                       |                   |                         |                           |
|                       |                   |                         |                           |
|                       |                   |                         |                           |

This table examines whether different types of crime predict bankruptcies. The results are based on estimating modified versions of Eq. (1) using only the type of crime in question. Panels A and B graph estimates for the marginal effects at the mean as well as the 95% confidence intervals for CEOs and employees, respectively. Panel C graphs the out-of-sample AUC using the type of crime in question in the estimation.
4.4.1 Bankruptcy prediction: Additional tests

We perform several additional tests. In the following, we briefly describe each of these tests as well as the results. The Online Appendix B elaborates on results of these additional tests.

- **Subsample analyses.** We find some evidence that our results are concentrated among small firms with poor governance and among firms with a CEO with no criminal record.

- **Financial performance.** Using data envelopment analysis (Demerjian et al. 2012), we do not find that criminal records of CEOs and employees are associated with better firm efficiency on average (consistent with Law and Mills 2019). However, criminal records of CEOs and employees are positively associated with firms’ likelihood of winning the “Gazelle Prize,” which is awarded to successful, fast-growing firms. This indicates that criminal records correlate with extreme right-skewed outcomes (e.g., Levine and Rubinstein 2017).27

- **Changes in employees.** Current changes in the percentage of employees with criminal records positively predict future changes in investments, growth, and debt. (We assess three periods: year \( t - 1 \) to year \( t, t + 1, \) and \( t + 2 \).) An increase in these variables should indicate an increase in the firm risk, suggesting that the criminal records of employees convey information that manifests later in the accounting figures. In addition, we find some evidence that changes in the percentage of employees with criminal records predict bankruptcies, although this only holds for changes over three years (\( p \) value = 0.07).

- **Long-term prediction.** We explore the extent to which information about criminal records of CEOs and employees helps predict bankruptcies for longer horizons. Using all the control variables, we do not find that criminal records significantly predict bankruptcies at extended horizons. In specifications without the person-specific control variables, criminal records of employees predict bankruptcies when we extend the horizon by up to three years. (At horizons extended by two or more years, the results are only marginally significant at the 10% level.) Criminal records of CEOs marginally predict bankruptcies when we extend the prediction horizon by one year (marginally significant at the 10% level). They lose their predictive power for longer horizons.

- **Propensity-score matching.** Our main findings are robust to using propensity-score matching, where we match bankrupt firms with nonbankrupt firms using all the control variables. This suggests that bankrupt firms’ being significantly different on these variables from nonbankrupt firms does not drive our results. We find similar results when we match on having a record-holder CEO or having a large proportion of employees with criminal records (above within-year median \%EMPL_record).27

27 Other countries than Denmark award similar prices for high growth companies or study the “gazelles.” See for instance González-Uribe and Reyes (2021), https://growingbusinessawards.co.uk/ (UK example), and https://www.ft.com/content/8b37a92b-15e6-4b9c-8427-315a8b5f4332 (European example).
| Variables of interest | Cross-sectional | Within-firm |
|-----------------------|-----------------|-------------|
|                       | (1)            | (2)         | (3)         | (4)         |
| **CEO**_record<sub>t</sub> [H2a] | 0.0018***      | 0.0014***   | −0.0002     | −0.0003     |
|                       | (5.85)         | (4.33)      | (−0.57)     | (−0.69)     |
| %EMPL_record<sub>t</sub> [H2b] | 0.0011         | 0.0035**    | 0.0031      | 0.0039**    |
|                       | (0.84)         | (2.67)      | (1.77)      | (2.28)      |
| Personal variables    |                 |             |             |             |
| **CEO_HighEduct**<sub>t</sub> | −0.0001        |             | 0.0005      |             |
|                       | (−0.29)        |             | (1.04)      |             |
| %EMPL_HighEduct<sub>t</sub> | −0.0118***     |             | 0.0048      |             |
|                       | (−6.648)       |             | (1.77)      |             |
| **CEO_Female<sub>t</sub>** | −0.0012*       |             | −0.0001     |             |
|                       | (−1.96)        |             | (−0.16)     |             |
| %EMPL_Female<sub>t</sub> | 0.0056***      |             | 0.0032*     |             |
|                       | (7.28)         |             | (1.86)      |             |
| **CEO_log(Age)**<sub>t</sub> | 0.0013         |             | 0.0017***   |             |
|                       | (1.74)         |             | (2.40)      |             |
| %EMPL_log(Age)<sub>t</sub> | −0.0049***     |             | −0.0046**   |             |
|                       | (−3.85)        |             | (−2.93)     |             |
| **CEO_Married**<sub>t</sub> | −0.0001        |             | 0.0001      |             |
|                       | (−0.23)        |             | (0.48)      |             |
| %EMPL_Married<sub>t</sub> | −0.0062***     |             | 0.0012      |             |
|                       | (−5.11)        |             | (0.87)      |             |
| **CEO_CorrupIndex**<sub>t</sub> | 0.0000         |             | 0.0001      |             |
|                       | (1.09)         |             | (1.68)      |             |
| %EMPL_CorrupIndex<sub>t</sub> | 0.0001*        |             | 0.0000      |             |
|                       | (2.04)         |             | (0.21)      |             |
| Extra firm variables  |                 |             |             |             |
| EquityFirmOwner/TL<sub>t</sub> | −0.0005***     | −0.0005***  | −0.0001**   | −0.0001**   |
|                       | (−9.21)        | (−9.16)     | (−2.68)     | (−2.75)     |
| EquityPersOwner/TL<sub>t</sub> | −0.0027***     | −0.0028***  | −0.0009*    | −0.0011**   |
|                       | (−6.52)        | (−6.90)     | (−1.96)     | (−2.42)     |
| log (Employees)<sub>t</sub> | −0.0045***     | −0.0053***  | −0.0014**   | −0.0015***  |
|                       | (−13.97)       | (−16.62)    | (−2.83)     | (−3.07)     |
| StdROA<sub>t</sub>     | −0.0026        | −0.0021     | 0.0019      | 0.0020      |
|                       | (−1.54)        | (−1.26)     | (0.97)      | (0.99)      |
| Ohlson model variables |                 |             |             |             |
| NWC/TA<sub>t</sub>     | 0.0095***      | 0.0103***   | 0.0034***   | 0.0034***   |
|                       | (10.65)        | (11.62)     | (4.49)      | (4.48)      |
4.5 Cost of debt

After having examined whether criminal records of CEOs and employees provide information about the likelihood of future bankruptcy, we turn to examine the consequences for the cost of debt.

We estimate Eq. (2) with OLS and cluster standard errors by firm and year (Gow et al. 2010) as follows.
for firm $i$ in year $t$. $CoD$ is the cost of debt, which we measure with the interest rate. $CoD$ is calculated as financial expenses scaled by average total liabilities net of trade payables (described further in Section 3.2.3). As with the bankruptcy prediction estimations, $ACC$ represents accounting-based variables that are used to predict bankruptcy in the BMR, Altman, and Ohlson models. $Firm$ variables are the extra firm controls, and $Person$ variables are the controls for personal characteristics. That is, we apply the variables used to predict bankruptcy as control variables in our estimation of cost of debt, and thus estimate Eq. (2) with three sets of $ACC$ control variables (one model at a time). We estimate the models with either of two fixed effect specifications: (1) year and industry fixed effects or (2) year and firm fixed effects (Gormley and Matsa 2014).

We present the estimation results in Table 10. For brevity and to avoid repetition, we report only the results using the Ohlson $ACC$ variables and note, in the text, whether our results using the BMR or the Altman model provide different inferences. In our cross-sectional tests in columns 1 and 2, we find that firms whose CEOs have criminal records ($CEO\_record$) experience higher interest rates, consistent with H2a. Economically, these CEOs pay higher interest rates of 14–18 bps, corresponding to about 3.5%–4.5% of the unconditional sample mean. In the cross-sectional estimations, we find mixed evidence with respect to the criminal records of employees. In column 1, where we exclude the personal control variables, we do not find that the criminal records of employees are significantly associated with the interest rate. (Using the Altman model, this coefficient estimate is positive and marginally significant, $p$ value = 0.065.) When we include these controls, however, we find that firms where more employees have criminal records pay a higher interest rate, which provides some evidence for H2b. The economic magnitude is small. A one standard deviation change in $%EMPL\_record$ is associated with a higher interest rate of about 4 bps (1% of the unconditional sample mean).

Columns 3 and 4 estimate Eq. (2) with firm fixed effects to test whether the associations above are mainly driven by cross-sectional variation in $CEO\_record$ and $%EMPL\_record$. In these estimations, $CEO\_record$ does not explain variation in the firm’s interest rate. Few of the sample firms experience CEO turnover during our 13-year sample period, and even fewer change from a criminal CEO to a noncriminal CEO or vice versa. Only 1164 firms (7.4% of all sample firms or about 1.5% of the firm-year observations) experience the latter type of CEO turnover. We acknowledge that our tests have low power due to the rarity of CEO turnover. The results regarding $%EMPL\_record$ are comparable to the cross-sectional estimations.

Collectively, these findings provide some evidence that lenders require a higher cost of debt, in the form of higher interest rates, when lending to firms with a record-holder CEO and firms where a high proportion of employees have criminal records. Although

$$CoD_{it+1} = \alpha_0 + \beta_1 CEO\_record_{it} + \beta_2 %EMPL\_record_{it} + \beta_3 ACC_{it} + \beta_4 Firm\ variables_{it} + \beta_5 Person\ variables_{it} + \varepsilon_{it+1}$$ (2)
our estimate of cost of debt is a noisy proxy, we generally find that the control variables predictably relate to cost of debt.29

5 Conclusion

This paper examines whether criminal records of CEOs and employees provide information about private firms’ likelihood of bankruptcy and cost of debt. We conclude that firms whose CEOs have criminal records and firms where more employees have criminal records exhibit a higher likelihood of bankruptcy. We find some evidence that lenders price these criminal records, although these results are sensitive to different specifications. The likelihood of bankruptcy increases by 45–47 bps (35%–36% of sample mean) when a firm has a CEO with a criminal record and by 26–28 bps (20%–22% of sample mean) when the proportion of employees with criminal records increases by one standard deviation. Lenders require higher interest rates of 14–18 bps (3.5%–4.5% of sample mean) when firms have a criminal CEO and 4 bps (1% of sample mean) when the proportion of employees with criminal records increases by one standard deviation.

Our main contribution is to show that the traits of employees predict firm outcomes. First, we contribute to the literature by using a direct measure of employee traits instead of relying on measures based on the populations surrounding firms’ headquarters.30 Second, we contribute to the literature that examines effects of employees with criminal records by (1) providing evidence consistent with predictions of peer effects, hence illuminating one way employees can influence firm outcomes,31 and (2) showing that the risk of hiring employees with criminal records permeates a large countrywide sample of firms in many different industries and is not isolated to the financial industry.32 Finally, we contribute to the literature on top managers’ criminal records and firm outcomes by documenting that criminal records of employees are associated with firm outcomes in a way that is incremental to the criminal records of CEOs and other top managers.33

We caution the reader to interpret the results with care. First, our cost of debt estimations pertain to the interest rate only. We thus cannot rule out that criminal records of CEOs and employees are associated with nonprice loan terms, such as collateral, the use of covenants, and the length of the loan. Second, the criminal record data do not cover criminal actions before 1980, crimes committed outside Denmark, or crimes committed by a person without a Danish personal identification number (persons who were not born in and never resided in Denmark). However, these data limitations bias against our results because some individuals are classified as noncriminals when they may have

29 Due to multicollinearity, some coefficients are either unexpectedly insignificant or with a wrong sign. For example, in contrast to expectations, EBITDA/TL is positively associated with CoD. This is due to multicollinearity between the independent variables. EBITDA/TL is highly correlated with NI/TA (correlation of 0.758, Pearson) and NITWO (~0.422, Pearson). When we re-estimate the regression without NI/TA and NITWO, the untabulated results show that the variable EBITDA/TL is (as expected) negatively related to CoD, and the relation is statistically significant with a p value <0.01.

30 See McGuire et al. (2012), Dyreng et al. (2012), Call et al. (2017), Christensen et al. (2018), and Beck et al. (2018).

31 This complements the research by Amir et al. (2014a) and Law and Mills (2019).

32 See, e.g., Law and Mills (2019) and Honigsberg and Jacob (2021).

33 See, e.g., Amir et al. (2014b), Davidson et al. (2015, 2020), and Kallunki et al. (2018).
criminal records not covered by our dataset. Finally, we cannot rule out concerns about endogeneity, although we conduct tests to address this concern. Despite these limitations, our results document that the criminal records of CEOs and employees provide information about a firm’s risk.

**Appendix A Variable definitions**

| Variable          | Definition                                                                 |
|-------------------|---------------------------------------------------------------------------|
| **Dependent variables and variables of interest** |                                                                                       |
| Bankrupt          | Bankrupt is an indicator variable that takes the value one for the last annual report published preceding a bankruptcy notice, and zero otherwise |
| CoD               | Approximation for a firm’s interest rate. Financial expenses to average debt net of trade payables. CoD_t = Financial expenses, t / (Debt_t + Debt_{t-1}) / 2 Where Debt = Total Liabilities – Trade Payables CoD is truncated at the 5th and 95th percentiles. CoD is truncated for observations larger than 10 percentage points above the interest rate of Danish government bonds. |
| CEO_record        | CEO_record is an indicator variable that takes the value one if the CEO has a prior criminal record (traffic related offenses excluded), and zero otherwise. |
| CEO_conv          | The CEO’s number of prior convictions |
| %EMPL_record      | %EMPL_record measures the percentage of the employees with criminal records. |
| Record            | On the individual level, Record takes the value one if an individual has a prior criminal record and zero otherwise. |
| **ACC variables. Accounting variables used by the bankruptcy prediction models.** |                                                                                       |
| EBIT/TA           | Earnings Before Interest and Tax, Total Assets_{t-1} |
| (BMR, Altman)     |                                                                                       |
| TL/TA             | Total Liabilities, Total Assets_t |
| (BMR, Ohlson)     |                                                                                       |
| EBITDA/TL         | Earnings Before Interest, Tax, Depreciation, and Amortization, Total Liabilities_t |
| (BMR, Ohlson)     |                                                                                       |
| NWC/TA            | NWC, Total Assets_t |
| (Altman, Ohlson)  |                                                                                       |

Where
- NWC = Net Working Capital = WCA - WCL
- WCA = Working Capital Assets = Current Assets - cash and cash equivalents - properties held for sale - receivables from closely related parties
- WCL = Working Capital Liabilities = Current Liabilities - current part of mortgage - current part of bank debt
### Variable Definition

- liabilities to closely related parties
- dividends if included in current liabilities

| Variable | Definition |
|----------|------------|
| RE/TA    | \( \frac{\text{Retained Earnings}}{\text{Total Assets}} \) (Altman) |
| BV/TL    | \( \frac{\text{Book Value of Total Equity}}{\text{Total Liabilities}} \) (Altman) |
| GP/TA    | \( \frac{\text{Gross Profit}}{\text{Total Assets}} \) (Altman) |

Due to disclosure exemption rules, private firms below specific size benchmarks are not required to publicly disclose revenues, and therefore we use gross profits instead of revenues.

| Variable | Definition |
|----------|------------|
| Log (TA) | Measure of size. The logarithm of total assets. Ohlson (1980) uses a related size variable, calculated as \( \log(\frac{\text{total assets}}{\text{price level index}}) \). In untabulated analyses, we substitute Log (TA) with Ohlson’s size variable and find largely unchanged slope coefficient and standard errors. |

| Variable | Definition |
|----------|------------|
| CL/CA    | \( \frac{\text{Current Liabilities}}{\text{Current Assets}} \) (Ohlson) |
| NITWO    | NITWO is an indicator variable that takes the value one if the sum of current year’s earnings and last year’s earnings is below zero, and zero otherwise. |
| OENEG    | OENEG is an indicator variable that takes the value one if the equity is negative \( \left( \frac{\text{TL/TA}}{1} \right) \), and zero otherwise. |
| CHIN     | \( \frac{\Delta \text{Net Income}_{t+1}}{\left| \text{Net Income}_{t} \right|} \) |

### Firm variables

| Variable | Definition |
|----------|------------|
| EquityFirmOwner/TL | EquityFirmOwner/TL measures the equity of the parent company, for example a holding company, if the parent company does not report on consolidated basis (observations for these subsidiaries are not included in the sample), scaled by the firm’s total liabilities. |
| EquityPersOwner/TL | EquityPersOwner/TL measures the equity of the personal owner scaled by the firm’s total liabilities. We define an individual as a personal owner of the firm if (1) he/she owns 100% of the company, or (2) ownership data are not available, but he/she is the founder of the company. We get the data from the registers at Statistics Denmark and note that private company stocks are not included in the personal equity calculation. |
| Log (Employees) | Log (Employees) is the logarithm of the number of full-time equivalent employees. |
| StdROA | StdROA is the standard deviation of ROA, using the last five years’ annual reports, requiring observations for at least two years. |

### Person variables

| Variable | Definition |
|----------|------------|
| CEO_HighEduc | CEO_HighEduc is an indicator variable that takes the value one if the CEO has a bachelor’s degree or higher, and zero otherwise. |
| %EMPL_HighEduc | %EMPL_HighEduc measures the percentage of the employees with a bachelor’s degree or higher. |
| CEO_Female | CEO_Female is an indicator variable that takes the value one if the CEO is a female, and zero otherwise. |
| %EMPL_Female | %EMPL_Female measures the percentage of female employees. |
| CEO_log(Age) | CEO_log(Age) is the logarithm of the CEO’s age in years. |
| %EMPL_log(Age) | %EMPL_log(Age) measures the logarithm of the average age in years of the employees. |
| CEO_Married | CEO_Married is an indicator variable that takes the value one if the CEO is married, and zero otherwise. |
Variable Definition

%EMPL_Married measures the percentage of the employees who are married.

CEO_CorrupIndex is the CorruptionIndex of the CEO’s country of ancestry. CorruptionIndex is the average of Transparency International’s corruption perception indexes for the years 1995–2018 multiplied by −1. Our data on ancestry country cover only two generations back in time. That is, the individuals in our dataset are classified as foreigners only if they or their parents are immigrants.

%EMPL_CorrupIndex measures the average CorruptionIndex of the employees. CorruptionIndex is the average of Transparency International’s corruption perception indexes for the years 1995–2018 multiplied by −1. Our data on ancestry country cover only two generations back in time. That is, the individuals in our dataset are classified as foreigners only if they or their parents are immigrants.

Other variables

| Variable | Definition |
|----------|------------|
| TA | Total Assets. |
| Firm age | Firm age in years since incorporation. |
| Headcount | Headcount. Headcount measures the number of non-CEO persons who have received salary from the firm during the year. The measure does not distinguish between full time and part time workers. |
| Employees | Full-time equivalent employees. |

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1007/s11142-021-09608-6.

Acknowledgements We appreciate helpful comments from Scott Richardson (associate editor), an anonymous referee, Maria Correia (discussant), Jeppe Christoffersen, Morten Holm, Ole-Kristian Hope, Bjørn Jørgensen, Thomas Plenborg, conference participants at the 2020 RAST conference, and seminar participants at University of Southern Denmark and Copenhagen Business School. Kasper acknowledges financial support from Nordea Bank and the Innovation Fund Denmark.

Code availability The Stata code of this study is written in a secured environment on the servers of Statistics Denmark. Upon request, the authors are willing to provide code to researchers with access to this data.

Funding Morten gratefully acknowledges funding from Copenhagen Business School. Kasper gratefully acknowledges funding from Nordea and from the Innovation Fund Denmark Industrial PhD Scholarship.

Data availability This study employs proprietary registry data from Statistics Denmark on the firm and the personal level. The use of confidential data prohibits the authors from sharing the data and conveying micro-data such as minimum and maximum values. Sharing restrictions are comparable to studies that use BITS data.

Declarations

Conflict of interest Morten has no conflicts of interest to disclose. Kasper has received funding from Nordea, a bank, for his PhD studies. Nordea has not influenced the contents of this paper.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and
indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Acharya, Viral V., Stewart C. Myers, and Raghuram G. Rajan. (2011). The internal governance of firms. *Journal of Finance.* 66 (3): 689–720. https://doi.org/10.1111/j.1540-6261.2011.01649.x.

Adhikari, Binay K., Anup Agrawal, and James Malm. (2019). Do women managers keep firms out of trouble? Evidence from corporate litigation and policies. *Journal of Accounting and Economics.* 67 (1): 202–225. https://doi.org/10.1016/j.jacceco.2018.09.004.

Agarwal, Sumit, and Robert Hauswald. (2010). Distance and private information in lending. *Review of Financial Studies.* 23 (7): 2757–2788. https://doi.org/10.1093/rfs/hhq001.

Akers, Ronald L. (1973). *Deviant behavior: A social learning approach.* Wadsworth.

Altman, Edward I. (1968). Financial ratios, discriminant analysis and the prediction of corporate bankruptcy. *Journal of Finance.* 23 (4): 589–609. https://doi.org/10.1111/j.1540-6261.1968.tb00843.x.

Altman, Edward I., and Anthony Saunders. (1997). Credit risk measurement: Developments over the last 20 years. *Journal of Banking & Finance.* 21 (11–12): 1721–1742. https://doi.org/10.1016/S0378-4266(97)00036-8.

Amir, Eli, Juha-Pekka Kallunki, and Henrik Nilsson. (2014a). The association between individual audit partners’ risk preferences and the composition of their client portfolios. *Review of Accounting Studies.* 19: 103–133. https://doi.org/10.1007/s11142-013-9245-8.

Amir, Eli, Juha-Pekka Kallunki, and Henrik Nilsson. (2014b). Criminal convictions and risk taking. *Australian Journal of Management.* 39 (4): 497–523. https://doi.org/10.1177/0312896213513276.

Andersen, S., Hanspal T, and Nielsen K.M. (2020). Do financial misconduct experiences spur white-collar crime?. *Working paper.* https://research.cbs.dk/en/publications/do-financial-misconduct-experiences-spur-white-collar-crime-3.

Appiah, Kingsley O., Amon Chizema, and Joseph Arthur. (2015). Predicting corporate failure: A systematic literature review of methodological issues. *International Journal of Law and Management.* 57 (5): 461–485. https://doi.org/10.1108/ijlma-04-2014-0032.

Beaver, William H., Stefano Cascino, Maria Correia, and Maureen F. McNichols. (2019). Group affiliation and default prediction. *Management Science.* 65 (8): 3559–3584. https://doi.org/10.1287/mnsc.2018.3128.

Beaver, William H., Maureen F. McNichols, and Jung-Wu Rhie. (2005). Have financial statements become less informative? Evidence from the ability of financial ratios to predict bankruptcy. *Review of Accounting Studies.* 10 (1): 93–122. https://doi.org/10.1007/s11142-004-6341-9.

Beck, Matthew J., Jere R. Francis, and Joshua L. Gunn. (2018). Public company audits and city-specific labor characteristics. *Contemporary Accounting Research.* 35 (1): 394–433. https://doi.org/10.1111/1911-3846.12344.

Belbenz, Sharon, Anastasiya Shamshur, and Rebecca Zarutskie. (2019). CEO’s age and the performance of closely held firms. *Strategic Management Journal.* 40 (6): 917–944. https://doi.org/10.1002/smj.3003.

Bennett, Patrick. (2018). The heterogeneous effects of education on crime: Evidence from Danish administrative twin data. *Labour Economics.* 52: 160–77. https://doi.org/10.1016/j.labeco.2018.02.002

Benmelech, Efraim, and Carola Frydman. (2015). Military CEOs. *Journal of Financial Economics.* 117 (1): 43–59. https://doi.org/10.1016/j.jfineco.2014.04.009.

Bennedsen, Morten, Francisco Pérez-González, and Daniel Wolfenzon. (2020). Do CEOs matter? Evidence from hospitalization events. *Journal of Finance.* 75 (4): 1877–1911. https://doi.org/10.1111/jofi.12897.

Bennedsen, Morten, Margarita Tsoutsou, and Daniel Wolfenzon. (2019). Drivers of effort: Evidence from employee absenteeism. *Journal of Financial Economics.* 133 (3): 658–684. https://doi.org/10.1016/j.jfineco.2018.12.001.

Bernard, Darren, David Burgstahler, and Devrimi Kaya. (2018). Size management by European private firms to minimize proprietary costs of disclosure. *Journal of Accounting and Economics.* 66 (1): 94–122. https://doi.org/10.1016/j.jacceco.2018.03.001.
Bonsall, I.V., B. Samuel, Eric R. Holzman, and Brian P. Miller. (2017). Managerial ability and credit risk assessment. *Management Science.* 63 (5): 1425–1449. https://doi.org/10.1287/mnsc.2015.2403.

Breining, Sanni, Joseph Doyle, David N. Figlio, Krzysztof Karbownik, and Jeffrey Roth. (2020). Birth order and delinquency: Evidence from Denmark and Florida. *Journal of Labor Economics.* 38 (1): 95–142. https://doi.org/10.1086/704497.

Bui, Dien G., Yan-Shing Chen, Iftekhar Hasan, and Chih-Yung Lin. (2018). Can lenders discern managerial ability from luck? Evidence from bank loan contracts. *Journal of Banking and Finance.* 87: 187–201. https://doi.org/10.1016/j.jbankfin.2017.09.023.

Bushman, R., Gao, J., Martin, X., and Pacelli J. (2021). The influence of loan officers on loan contract design and performance. *Journal of Accounting and Economics.* 71 (2–3): Article 101384. https://doi.org/10.1016/j.acceco.2020.101384.

Cain, Matthew D., and Stephen B. McKeon. (2016). CEO personal risk-taking and corporate policies. *Journal of Financial and Quantitative Analysis.* 51 (1): 139–164. https://doi.org/10.1017/s0022109016000041.

Call, Andrew C., John L. Campbell, Dan S. Dhaliwal and James R. Moon Jr. (2017). Employee quality and financial reporting outcomes. *Journal of Accounting and Economics.* 64 (1): 123–149. https://doi.org/10.1016/j.acceco.2017.06.003.

Campbell, D., Louniomi, M., and Wittenberg-Moerman, R. (2019). Making sense of soft information: Interpretation bias and loan quality. *Journal of Accounting and Economics.* 68 (2–3): Article 101240. https://doi.org/10.1016/j.jacceco.2019.101240.

Chava, Sudheer, and Robert A. Jarrow. (2004). Bankruptcy prediction with industry effects. *Review of Finance.* 8 (4): 537–569. https://doi.org/10.1093/rof/8.4.537.

Christensen, Dane M., Keith L. Jones, and David G. Kennington. (2018). Gambling attitudes and financial misreporting. *Contemporary Accounting Research.* 35 (3): 1229–1261. https://doi.org/10.1111/1911-3846.12322.

Cronqvist, Henrik, Anil K. Makhija, and Scott E. Yonker. (2012). Behavioral consistency in corporate finance: CEO personal and corporate leverage. *Journal of Financial Economics.* 103 (1): 20–40. https://doi.org/10.1016/j.jfineco.2011.08.005.

Davidson, Robert H., Aiyeshya Dey, and Abbie J. Smith. (2015). Executives’ “off-the-job” behavior, corporate culture, and financial reporting risk. *Journal of Financial Economics.* 117 (1): 5–28. https://doi.org/10.1016/j.jfineco.2013.07.004.

Davidson, Robert H. (2019). CEO materialism and corporate social responsibility. *The Accounting Review.* 94 (1): 101–126. https://doi.org/10.2308/accr-52079.

Davidson, Robert H., Aiyeshya Dey, and Abbie J. Smith. (2020). Executives’ legal records and the deterrent effect of corporate governance. *Contemporary Accounting Research.* 37 (3): 1444–1474. https://doi.org/10.1111/1911-3846.12564.

De Franco, Gus, Ole-Kristian Hope, and Haihao Lu. (2017). Managerial ability and bank-loan pricing. *Journal of Business Finance and Accounting.* 44 (9–10): 1315–1337. https://doi.org/10.1111/jbfa.12267.

Demerjian, Peter, Baruch Lev, and Sarah McVay. (2012). Quantifying managerial ability: A new measure and validity tests. *Management Science.* 58 (7): 1229–1248. https://doi.org/10.1287/mnsc.1110.1487.

Dimmock, Stephen G., William C. Gerken, and Nathaniel P. Graham. (2018). Is fraud contagious? Coworker influence on misconduct by financial advisors. *Journal of Finance.* 73 (3): 1417–1450. https://doi.org/10.1111/jofi.12613.

Dishion, Thomas J., Joan McCord, and François Poulin. (1999). When interventions harm: Peer groups and problem behavior. *American Psychologist.* 54 (9): 755–764. https://doi.org/10.1037/0003-066x.54.9.755.

Donelson, Dain C., Ross Jennings, and John Mcinnis. (2017). Financial statement quality and debt contracting: Evidence from a survey of commercial lenders. *Contemporary Accounting Research.* 34 (4): 2051–2093. https://doi.org/10.1111/1911-3846.12345.

Dyck, Alexander, Adair Morse, and Luigi Zingales. (2010). Who blows the whistle on corporate fraud? *Journal of Finance.* 65 (6): 2213–2253. https://doi.org/10.1111/j.1540-6261.2010.01614.x.

Dyeng, Scott D., William J. Mayew, and Christopher D. Williams. (2012). Religious social norms and corporate financial reporting. *Journal of Business Finance and Accounting.* 39 (7–8): 845–875. https://doi.org/10.1016/j.jbfa.2012.02295.x.

Gassen, Joachim, and Rolf U. Fülbier. (2015). Do creditors prefer smooth earnings? Evidence from European private firms. *Journal of International Accounting Research.* 14 (2): 151–180. https://doi.org/10.2308/jiar-51130.

González-Uribe, Juanita, and Santiago Reyes. (2021). Identifying and boosting “gazelles”: Evidence from business accelerators. *Journal of Financial Economics.* 139 (1): 260–287. https://doi.org/10.1016/j.jfineco.2020.07.012.
Gormley, Todd A., and David A. Matsa. (2014). Common errors: How to (and not to) control for unobserved heterogeneity. Review of Financial Studies. 27 (2): 617–661. https://doi.org/10.1093/rfs/hlt047.

Gottfredson, Michael R., and Travis Hirschi. (1990). A general theory of crime. Stanford University Press.

Gow, Ian D., Gaizka Ormazabal, and Daniel J. Taylor. (2010). Correcting for cross-sectional and time-series dependence in accounting research. The Accounting Review. 85 (2): 483–512. https://doi.org/10.2308/accr.2010.85.2.483.

Graham, John R., Campbell R. Harvey, and Manju Puri. (2013). Managerial attitudes and corporate actions. Journal of Financial Economics. 109 (1): 103–121. https://doi.org/10.1016/j.jfineco.2013.01.010.

Graham, John R., Campbell R. Harvey, and Manju Puri. (2015). Capital allocation and delegation of decision-making authority within firms. Journal of Financial Economics 115 (3): 449–470. https://doi.org/10.1016/j.jfineco.2014.10.011.

Griffin, John M., Samuel Kruger, and Gonzalo Maturana. (2019). Personal infidelity and professional conduct in 4 settings. Proceedings of the National Academy of Sciences. 116 (33): 16268–16273. https://doi.org/10.1073/pnas.1905329116.

Grunert, Jens, Lars Norden, and Martin Weber. (2005). The role of non-financial factors in internal credit ratings. Journal of Banking and Finance. 29 (2): 509–531. https://doi.org/10.1016/j.jbankfin.2004.05.017.

Gutierrez, Elizabeth, Jake Krupa, Miguel Minutti-Meza, and Maria Vulcheva. (2020). Do going concern qualifications matter in the decision to engage in insider trading? Journal of Financial Economics. 135: 300–327. https://doi.org/10.1016/j.jfineco.2018.06.005.

Hayden, Evelyn. (2003). Are credit scoring models sensitive with respect to default definitions? Evidence from the Austrian market. SSRN. Working paper. https://doi.org/10.2139/ssrn.407709.

Hillegeist, Stephen A., Elizabeth K. Keating, Donald P. Cram, and Kyle G. Lundstedt. (2004). Assessing the dependence in accounting research. Review of Accounting Studies. 9: 5–34. https://doi.org/10.1023/b:rasr.0000016327.90884.b7.

Hirshleifer, David, Angie Low, and Siew H. Teoh. (2012). Are overconfident CEOs better innovators? Journal of Finance. 67 (4): 1457–1498. https://doi.org/10.1111/j.1540-6261.2012.01753.x.

Honigsberg, Colleen, and Matthew Jacob. (2021). Deleting misconduct: The expungement of BrokerCheck records. Journal of Financial Economics 139 (3): 800–831. https://doi.org/10.1016/j.jfineco.2020.10.002.

Iyer, Rajkamal, Asim I. Khwaja, Erzo F.P. Luttmer, and Kelly Shue. (2016). Screening peers softly: Inferring the quality of small borrowers. Management Science. 62 (6): 1554–1577. https://doi.org/10.1287/mnsc.2015.2181.

Jinkins, David, and Annaïg Morin. (2018). Job-to-job transitions, sorting, and wage growth. Labour Economics. 55: 300–327. https://doi.org/10.1016/j.labeco.2018.10.008.

Kallunki, Jenni, Juha-Pekka Kallunki, Henrik Nilsson, and Mikko Puhakka. (2018). Do an insider’s wealth and income matter in the decision to engage in insider trading? Journal of Financial Economics. 130 (1): 135–165. https://doi.org/10.1016/j.jfineco.2018.06.005.

Kallunki, Juha-Pekka, and Elina Pyykkö. (2013). Do defaulting CEOs and directors increase the likelihood of financial distress of the firm? Review of Accounting Studies. 18: 228–260. https://doi.org/10.1007/s11142-012-9203-x.

Law, Kelvin K.F., and Lillian F. Mills. (2019). Financial gatekeepers and investor protection: Evidence from criminal background checks. Journal of Accounting Research. 57 (2): 491–543. https://doi.org/10.1111/1475-679x.12265.

Levine, Ross, and Yona Rubinstein. (2017). Smart and illicit: Who becomes an entrepreneur and do they earn more? Quarterly Journal of Economics. 132 (2): 963–1018. https://doi.org/10.1093/qje/qjw044.

Li, Meng. (2019). Moral hazard and internal discipline: Theory and evidence. The Accounting Review. 94 (4): 365–400. https://doi.org/10.2308/accr-52294.

Li, Xiaoyang, Angie Low, and Anil K. Makhija. (2017). Career concerns and the busy life of the young CEO. Journal of Corporate Finance. 47: 88–109. https://doi.org/10.1016/j.jcorpfin.2017.09.006.

Liberti, José M., and Megan A. Petersen. (2019). Information: Hard and soft. Review of Corporate Finance Studies. 8 (1): 1–41. https://doi.org/10.1093/rcfs/cfy009.

Liu, Xiaoding. (2016). Corruption culture and corporate misconduct. Journal of Financial Economics. 122 (2): 307–327. https://doi.org/10.1016/j.jfineco.2016.06.005.

McElheran, Kristina. (2014). Delegation in multi-establishment firms: Evidence from I.T. purchasing. Journal of Economics and Management Strategy. 23 (2): 225–258. https://doi.org/10.1111/jems.12054.

McGuire, Sean T., Thomas C. Omer, and Nathan Y. Sharp. (2012). The impact of religion on financial reporting irregularities. The Accounting Review. 87 (2): 645–673. https://doi.org/10.2308/accr-10206.
Minnis, Michael. (2011). The value of financial statement verification in debt financing: Evidence from private U.S. firms. *Journal of Accounting Research.* 49 (2): 457–506. https://doi.org/10.1111/j.1475-679x.2011.00411.x.

Murphy, Francis X. (2019). Does increased exposure to peers with adverse characteristics reduce workplace performance? Evidence from a natural experiment in the US army. *Journal of Labor Economics* 37 (2): 435–466. https://doi.org/10.1086/700187.

OECD. (2017). Financing SMEs and entrepreneurs 2017: An OECD scoreboard. *OECD Publishing.* https://doi.org/10.1787/fi_n SME_ent-2017-en.

Ohlson, James A. (1980). Financial ratios and the probabilistic prediction of bankruptcy. *Journal of Accounting Research.* 18 (1): 109–131. https://doi.org/10.2307/2490395.

Plöckinger, Martin, Ewald Aschauer, Martin R.W. Hiebl, and Roman Rohatschek. (2016). The influence of individual executives on corporate financial reporting: A review and outlook from the perspective of upper echelons theory. *Journal of Accounting Literature.* 37: 55–75. https://doi.org/10.1016/j.acclit.2016.09.002.

Pratt, Travis C., and Francis T. Cullen. (2006). The empirical status of Gottfredson and Hirschi’s general theory of crime: A meta-analysis. *Criminology.* 38 (3): 931–964. https://doi.org/10.1111/j.1745-9125.2000.tb00911.x.

Roussanov, Nikolai, and Pavel Savor. (2014). Marriage and managers’ attitudes to risk. *Management Science.* 60 (10): 2496–2508. https://doi.org/10.1287/mnsc.2014.1926.

SEC. (2017). Rulemaking petition to require issuers to disclose information about their human capital management policies, practices and performance. https://www.sec.gov/rules/petitions/2017/petn4-711.pdf

Shumway, Tyler. (2001). Forecasting bankruptcy more accurately: A simple hazard model. *Journal of Business.* 74 (1): 101–124. https://doi.org/10.1086/209665.

Sunder, Jayanthi, Shyam V. Sunder, and Jingjing Zhang. (2017). Pilot CEOs and corporate innovation. *Journal of Financial Economics.* 123 (1): 209–224. https://doi.org/10.1016/j.jfineco.2016.11.002.

Sunstein, C.R. (2002). Conformity and dissent. *Chicago Public Law and Legal Theory.* Working paper no. 34. https://chicagounbound.uchicago.edu/public_law_and_legal_theory/68/

Timmermans, B. (2010). The Danish integrated database for labor market research: Towards demystification for the English speaking audience. *DRUID. Working paper no. 10-16. http://webdoc.sub.gwdg.de/ebook/serien/Im/DRUIDwp/10-16.pdf*

Van den Steen, Eric. (2010). On the origin of shared beliefs (and corporate culture). *The RAND Journal of Economics.* 41 (4): 617–648. https://doi.org/10.1111/j.1756-2171.2010.00114.x.

Vander Bauwhede, Heidi, Michiel De Meyere, and Philippe Van Cauwenberge. (2015). Financial reporting quality and the cost of debt of SMEs. *Small Business Economics.* 45: 149–164. https://doi.org/10.1007/s11187-015-9645-1.

**Publisher’s note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.