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Abstract. We focus on the global semiconcavity of solutions to first-order Hamilton–Jacobi equations with state constraints, especially for the Hamiltonian $H(x, \beta) := |\beta|^p - f(x)$ with $p \in (1, 2]$. We first show that the solution is locally semiconcave, and the semiconcavity constant at each point depends on the first time a corresponding minimizing curve emanating from this point hits the boundary. Then, with appropriate conditions on $Df$, we prove that for any such minimizing curve, the time it takes to hit the boundary of the domain is $+\infty$, and as a consequence, the solution is globally semiconcave. Moreover, the condition on $Df$ is essentially optimal with examples in one-dimensional space. The proofs employ the Euler-Lagrange equations and techniques in weak KAM theory.

1. Introduction

In this paper, we study the semiconcavity of solutions to first-order Hamilton–Jacobi equations with state constraints. Consider the following constrained problem on an open, bounded and connected set $\Omega \subset \mathbb{R}^n$,

$$\begin{cases}
u + H(x, Du) \leq 0 & \text{in } \Omega, \\
u + H(x, Du) \geq 0 & \text{on } \partial \Omega,
\end{cases}$$

(1)

where the function $H : \overline{\Omega} \times \mathbb{R}^n \to \mathbb{R}$ is a given continuous Hamiltonian. A function $u : \overline{\Omega} \to \mathbb{R}$ is called a constrained viscosity solution to (1) if $u$ is a subsolution to

$$u + H(x, Du) = 0$$

(2)
in $\Omega$ and a supersolution to (2) on $\partial \Omega$. The existence and the uniqueness of the solution $u \in C(\overline{\Omega})$ to this constrained problem are guaranteed by appropriate assumptions on $H$ and $\Omega$ (see [2, 21]). If $H = H(x, \beta)$ is convex in $\beta$, then the unique constrained solution has the optimal control formula

$$u(x) = \inf \left\{ \int_0^\infty e^{-s} \left( L(\gamma(s), -\dot{\gamma}(s)) \right) ds : \gamma \in AC([0, \infty); \overline{\Omega}), \gamma(0) = x \right\},$$

(3)

where $L : \overline{\Omega} \times \mathbb{R}^n \to \mathbb{R}$ is the Legendre transform of $H$ and $AC([0, \infty); \overline{\Omega})$ denotes the collection of all the absolutely continuous functions $\gamma : [0, \infty) \to \overline{\Omega}$. Note that all the admissible paths in the representation formula above are restricted in $\overline{\Omega}$. For the special case where $H(x, \beta) := |\beta|^p - f(x)$ for $p \in (1, 2]$ and $f \in C(\overline{\Omega}) \cap W^{1, \infty}(\Omega)$, the Legendre transform of $H$ is $L(x, v) = C_p |v|^q + f(x)$ where $C_p = q^{-1}p^{-\frac{q}{p}}$ and $\frac{1}{p} + \frac{1}{q} = 1$. In particular, $q \geq 2$. With appropriate assumptions on $H$, for any $x$, the infimum in (3) is attained, that is, there exists a minimizing curve for every $x$, as is defined in Definition 1.3.

We are interested in figuring out fine properties of the solution $u$, especially about whether it is globally semiconcave in the whole domain. Semiconcavity is a property that plays an essential role in optimization (see [4]). Roughly speaking, it can be thought of as the Hessian of the solution $u$ being bounded from above, even though the solution $u$ may not be differentiable everywhere.

It is not hard to show that the solution $u$ is locally semiconcave. As is proved in [4, Theorem 16], the local semiconcavity constant of $u$ at a specific point $x$ is bounded by the inverse of its distance to the boundary, i.e., $\text{dist}(x, \partial \Omega)^{-1}$. But this does not imply global semiconcavity since $\text{dist}(x, \partial \Omega)^{-1}$ blows up near the boundary. In this paper, we first improve this local bound by showing that the local semiconcavity constant of $u$ at a specific point $x$ only depends on the inverse of the time a minimizing curve emanating from $x$ takes...
to hit the boundary of the domain. With this new local bound, to prove the global semiconcavity of \( u \), it suffices to find a lower bound of the time for minimizing curves to hit the boundary.

To the best of our knowledge, global semiconcavity and the first time minimizing curves hit the boundary have not been investigated in the literature and are nontrivial. For instance, in the specific case where \( H(x, \beta) := |\beta|^p - f(x) \) for some function \( f \in C(\Omega) \cap W^{1, \infty}(\Omega) \), the assumption that \( f \) is semiconcave in the domain does not guarantee the solution \( u \) is globally semiconcave. See an example in one-dimensional space in Section 4 where \( f \) is semiconcave but the semiconcavity constant of \( u \) blows up near the boundary of the domain, and in this example, all the minimizing curves take finite time to hit the boundary of the domain.

It is proved in [9] that if \( f \) can be extended to a function \( \tilde{f} \in C(\mathbb{R}^n) \) by setting \( \tilde{f} = 0 \) in \( \Omega^c \) so that \( \tilde{f} \) is semiconcave in \( \mathbb{R}^n \), then \( u \) is globally semiconcave (see [9]). For instance, if \( f \in C^2(\Omega) \), then \( f \) can be extended to a semiconcave function on \( \mathbb{R}^n \) by setting \( f = 0 \) outside \( \Omega \). We would like to figure out more relaxed conditions on \( f \) that guarantee the global semiconcavity of the solution \( u \). In the literature, typically, semiconcavity is proved by doubling variable method or the vanishing viscosity process. However, we believe that the global semiconcavity in our setting cannot be directly deduced via doubling variable method. Instead, we employ the ideas from optimal control and weak KAM theory to link semiconcavity with properties of minimizing curves, in particular, the first time they hit the boundary (see [4, 8, 23]). It turns out that suitable conditions on \( f \) imply a lower bound for the first time minimizing curves hit the boundary.

1.1. Relevant literature. Viscosity solutions with state constraints is of great interest and there is a lot of work in the literature dedicated to this subject. It starts with [21] in the settings of optimal control theory, followed by further results like [5, 10, 11]. The asymptotic behavior of solutions to (1.1) in various settings can be found in [12, 13, 14, 24]. For local semiconcavity of Hamilton–Jacobi equations with state constraints, see [3, 20]. There are also various results regarding semiconcavity of different types of equations, for instance, [1, 2, 6, 17, 16, 20, 22]. Second-order Hamilton–Jacobi equations with state constraints are studied in various work, for instance, [14, 18, 19].

However, the question about whether the constrained solution is globally semiconcave has not been thoroughly studied in the literature. Detailed information about the first time a minimizing curve hits the boundary is barely known.

1.2. Settings. Before introducing the assumptions used in this paper, we first give the definitions of semiconcavity and local semiconcavity.

**Definition 1.1.** A function \( f \) is semiconcave in an open set \( \Omega \subset \mathbb{R}^n \) if there exists a constant \( C \geq 0 \) so that

\[
|f(x + h) + f(x - h) - 2f(x)| \leq C|h|^2
\]

for all \( x, h \in \mathbb{R}^n \) such that \( [x - h, x + h] \subset \Omega \), where \( [x - h, x + h] := \{ x + sh \in \mathbb{R}^n : -1 \leq s \leq 1 \} \). The constant \( C \) above is called a semiconcavity constant for \( f \) in \( \Omega \).

**Definition 1.2.** A function \( f \) is locally semiconcave in an open set \( \Omega \subset \mathbb{R}^n \) if for any \( x \in \Omega \), there exists a constant \( C_x > 0 \) which depends on \( x \) so that

\[
|f(x + h) + f(x - h) - 2f(x)| \leq C_x|h|^2
\]

for all \( h \in \mathbb{R}^n \) such that \( [x - h, x + h] \subset \Omega \) with \( |h| \leq M_x \) for some constant \( M_x > 0 \) that depends on \( x \).

Next, we introduce a few assumptions that have been used in different literature.

Let \( \Omega \subset \mathbb{R}^n \) be an open, bounded, connected domain, and satisfy the condition

(A) there exists a universal pair of positive numbers \((r, h)\) and a function \( \alpha \in \text{BUC}(\overline{\Omega}; \mathbb{R}^n) \) such that \( B(x + \alpha t(x), rt) \subset \Omega, \forall x \in \overline{\Omega}, t \in (0, h] \),

where \( \text{BUC}(\overline{\Omega}; \mathbb{R}^n) \) denotes the collection of all the bounded and uniformly continuous functions \( g : \overline{\Omega} \rightarrow \mathbb{R}^n \).

Assumption (A), which is an assumption on the boundary of \( \Omega \), holds true for any bounded domain with \( C^2 \) boundary and needs to be assumed to have the comparison principle for (2) (see [24]). In this paper, we always assume \( \Omega \) has a \( C^2 \) boundary.

Let \( H : \overline{\Omega} \times \mathbb{R}^n \rightarrow \mathbb{R} \) be a continuous function. The following are several assumptions on \( H \) that have been used in the literature.
\[(H1) \quad \lim_{|\beta| \to \infty} \left( \inf_{x \in \Omega} \frac{H(x, \beta)}{|\beta|} \right) = +\infty. \]

\[(H2) \quad \text{The map } \beta \mapsto H(x, \beta) \text{ is convex, } \forall x \in \Omega. \]

\[(H3a) \quad \text{There exists a modulus } \omega_H : [0, +\infty) \to [0, +\infty), \text{ which is a nondecreasing function such that } w_H(0^+) = 0 \text{ and}\]

\[
\forall x, y \in \Omega \text{ and } \beta, \bar{\beta} \in \mathbb{R}^n.
\]

\[(H3b) \quad \forall R > 0, \text{ there exists a modulus } \omega_R : [0, +\infty) \to [0, +\infty), \text{ which is nondecreasing with } \omega_R(0^+) = 0 \text{ and}\]

\[
\forall x, y \in \Omega, \beta, \bar{\beta} \in \mathbb{R}^n \text{ with } |\beta|, |\bar{\beta}| \leq R.
\]

Actually, we only need \( H \) to be coercive, i.e., \( \lim_{|\beta| \to \infty} \left( \inf_{x \in \Omega} H(x, \beta) \right) = +\infty \), instead of assumption (H1). Since we have a priori estimates on the solution \( u \) and its gradient \( Du \), i.e., \( ||u||_{\infty} + ||Du||_{\infty} \leq C \) for some constant \( C \), if \( H \) does not satisfy assumption (H1), we can modify \( H \) for \( |\beta| \geq C \) so that assumption (H1) is satisfied.

Assumption (H1) guarantees the existence of the constrained viscosity solution to (1). Detailed proof of the existence is provided in Appendix for the reader’s convenience. The uniqueness of the constrained viscosity solution follows from a general comparison principle, where we need assumption (H3a) or (H3b), together with assumption (A) on the domain. The following is a general comparison principle for (2), which is stated here for completeness (see [3, 21]).

**Theorem 1.1.** Assume (A). Suppose \( v_1 \in \text{BUC}(\Omega; \mathbb{R}) \) is a viscosity subsolution of (2) in \( \Omega \) and \( v_2 \in \text{BUC}(\Omega; \mathbb{R}) \) is a viscosity supersolution of (2) on \( \Omega \). If either

(i) (H3a) holds, or

(ii) (H3b) holds and \( v_1 \) is Lipschitz, then \( v_1(x) \leq v_2(x), \forall x \in \Omega \).

Note that (H3b) is weaker than (H3a). Moreover, if we assume (H1), then any subsolution of (2) is Lipschitz. Hence, for the uniqueness of the constrained viscosity solution, we only need to assume (H3b) with (H1).

In this paper, we mainly focus on the case where \( H(x, \beta) = |\beta|^p - f(x) \) for \( p \in (1, 2] \) and \( f \in C(\Omega) \cap W^{1, \infty}(\Omega) \) which is semiconcave in \( \Omega \) with \( f \equiv \min_{x \in \Omega} f(x) \) on \( \partial \Omega \). It turns out that in this case, under appropriate assumptions on \( Df \), we can prove the global semiconcavity of the solution \( u \) (see details in Theorem 1.2). Furthermore, the conditions on \( Df \) turn out to be essentially optimal, at least for \( p = q = 2 \) (see Example 1.1).

Finally, as is mentioned before, to prove the global semiconcavity, we need to carefully study the first time minimizing curves hit the boundary, the definition of which is stated below.

**Definition 1.3.** Given \( x \in \overline{\Omega}, \xi \in AC([0, +\infty); \overline{\Omega}) \) is called a minimizing curve emanating from \( x \) if

\[
\xi \in \arg\min_{\gamma \in AC([0, +\infty); \overline{\Omega}), \gamma(0) = x} \int_0^{\infty} e^{-s} (L(\gamma(s), -\dot{\gamma}(s))) ds,
\]

where \( L \) is the Legendre transform of the Hamiltonian \( H \) in (1). Furthermore, we define the first time \( \xi \) hits the boundary by

\[
T_{x, \xi} := \inf \{ s \in [0, +\infty) : \xi(s) \in \partial \Omega \},
\]

where we take the convention \( \inf \emptyset = +\infty \).
1.3. Main results and proof strategies. Now, we present our main results about the global semiconcavity of \( u \).

**Theorem 1.2.** Let \( \Omega \subset \mathbb{R}^n \) be an open, bounded, connected domain with \( C^2 \) boundary. Suppose \( H(x, \beta) = |\beta|^p - f(x) \) for some \( p \in (1, 2] \), \( f \in C^1(\overline{\Omega}) \) which is semiconcave in \( \Omega \). Assume

1. \( f(x) = \min_{x \in \partial \Omega} f(x) \) for \( x \in \partial \Omega \),
2. \( f(x) > \min_{x \in \partial \Omega} f(x) \) for \( x \in \Omega \),
3. there exists a constant \( C > 0 \) such that \( |Df(x)| \leq C\left(f(x) - \min_{x \in \partial \Omega} f(x)\right)^{\frac{1}{p}} \) for all \( x \in \Omega \).

Then, the solution \( u \) to (1) is a viscosity solution to

\[-D^2u \geq \tilde{C}I_n \quad \text{in} \ \Omega \]  

for some constant \( \tilde{C} \), where \( I_n \) is the \( n \times n \) identity matrix.

**Remark 1.1.** Two comments for Theorem 1.2 are as follows.

- **Condition (3)** is almost optimal for the global semiconcavity of the solution \( u \), at least for the case \( p = q = 2 \). In one-dimensional space, we show if Condition (3) is not satisfied, the solution is not globally semiconcave. See details in Theorem 4.4 in Section 4.
- **In general**, if \( f \neq \min_{x \in \partial \Omega} f(x) \) on \( \partial \Omega \), one has to study the dynamics of the minimizing curves and the equations to determine whether \( u \) is semiconcave or not. In one-dimensional space, two specific examples are given in Section 4 to illustrate that if the minimum of \( f \) is only attained in the interior, then different situations can happen.

In the literature, it has been proved that \( u \) is at least locally semiconcave in \( \Omega \). In particular, as is shown in [9, Theorem 16], the local semiconcavity constant is bounded by \( \text{dist}(x, \partial \Omega)^{-1} \). However, we emphasize that the direct application of this local bound fails to prove the global semiconcavity of \( u \) because \( \text{dist}(x, \partial \Omega)^{-1} \) blows up when \( x \) is close to the boundary. Thus, to prove Theorem 1.2, two major steps are taken in this paper:

**Step 1: local semiconcavity of \( u \).** In this step, we prove that there exists a more intuitive bound for the local semiconcavity constant of \( u \), as is shown in the following proposition.

**Proposition 1.1.** Let \( \Omega \subset \mathbb{R}^n \) be an open, bounded, connected domain with \( C^2 \) boundary. Suppose

1. \( H \in C^2(\overline{\Omega} \times \mathbb{R}^n) \) satisfies (H1) and (H2), or
2. \( H(x, \beta) := |\beta|^p - f(x) \) for some \( p \in (1, 2] \) and \( f \in C(\overline{\Omega}) \cap W^{1,\infty}(\Omega) \) which is semiconcave in \( \Omega \).

Let \( u \) be the constrained viscosity solution to (1). Fix \( x \in \Omega \) and let \( \xi \in AC([0, +\infty); \overline{\Omega}) \) be a minimizing curve emanating from \( x \) as is defined in Definition 1.3. Then, for every \( T < T_{x, \xi} \), there exists a constant \( M_{x, T} > 0 \) that depends on \( x, T \) and a constant \( C \) independent of \( x, T \) so that

\[ u(x + h) - 2u(x) + u(x - h) \leq C \left( 1 + \frac{1}{T} \right) |h|^2 \]  

for all \( h \in \mathbb{R}^n \) such that \( |x - h| \in \Omega \) with \( |h| \leq M_{x, T} \).

**Remark 1.2.** Later, we only consider case (2) of \( H \) in the above proposition to prove the global semiconcavity of \( u \). Case (1) is less restrictive in terms of the form of \( H \) and might also have its own applications, hence we include it here as well.

The proof of this proposition is provided in Section 2. According to this proposition, the local semiconcavity constant of \( u \) is bounded by the inverse of the time that a minimizing curve takes to hit the boundary. Compared with previous results [6] or Corollary 2.1, where the semiconcavity constant is bounded by the inverse of \( \text{dist}(x, \partial \Omega) \), [3] provides a better bound for the semiconcavity constant when \( x \) is close to the boundary of the domain. More specifically, when \( \text{dist}(x, \partial \Omega) \) is extremely small, although \( \text{dist}(x, \partial \Omega)^{-1} \gg 1 \), the minimizing curves for \( u(x) \) may have relatively slow speed and take a long time to hit the boundary, which makes \( 1/T \) remain bounded.

**Step 2: lower bound for the hitting time.** From [5] in Proposition 1.1 in order to prove global semiconcavity, it suffices to find a uniform lower bound for the first time minimizing curves hit the boundary.

We prove that for any \( x \in \Omega \), any minimizing curve \( \xi \) takes infinite time to hit the boundary of the domain via the Euler-Lagrange equations, that is, \( T_{x, \xi} = +\infty \), where \( T_{x, \xi} \) is defined in Definition 1.3. This result is summarized in the following proposition.
Proposition 1.2. Let \( \Omega \subset \mathbb{R}^n \) be an open, bounded, connected domain with \( C^2 \) boundary. Suppose \( H(x, \beta) = |\beta|^p - f(x) \) for some \( p \in (1, 2] \), \( f \in C^1(\Omega) \) which is semiconcave in \( \Omega \). Assume

1. \( f(x) \equiv \min_{y \in \overline{\Omega}} f(y) \) for all \( x \in \partial \Omega \),
2. \( f(x) > \min_{y \in \overline{\Omega}} f(y) \) for all \( x \in \Omega \),
3. there exists a constant \( C > 0 \) such that \( |Df(x)| \leq C \left( f(x) - \min_{x \in \overline{\Omega}} f(x) \right)^{\frac{1}{p}} \) for all \( x \in \Omega \).

Let \( u \) be the constrained viscosity solution to \( \mathbf{1} \). Fix \( x \in \Omega \) and let \( \xi(\cdot) \) be a minimizing curve for \( u(x) \). Then, \( T_{x, \xi} = +\infty \), that is, any minimizing curve cannot escape the domain \( \Omega \) in finite time.

The proof of Proposition 1.2 is shown in Section 3. One of the main difficulties is that it is hard to track the dynamics of minimizing curves. For a special \( f \), one might solve the Euler-Lagrange equations directly to obtain the exact formula of minimizing curves, as is carried out in Appendix for Example 4.2 but in general, it is extremely hard to derive a useful formula of minimizing curves. To overcome this difficulty, we first track the evolution of \( f \) and \( u \) along the minimizing curves using the Euler-Lagrange equations and the ideas from optimal control theory and weak KAM theory (see [7, 8, 23]). Then, we proceed by contradiction to obtain a uniform lower bound for \( T_{x, \xi} \). Another technical difficulty comes from the lack of regularity of minimizing curves when \( 1 < p < 2 \). As the Euler-Lagrange equations are employed, regularity of minimizing curves is essential. It is often assumed that \( D_{\|} L > 0 \) in the study of regularity of minimizing curves for general Lagrangians in the literature (see, e.g., [23]). In our setting, for \( q > 2 \), \( D_{\|} L \) is not positive definite, hence we need to be extremely careful with the regularity of minimizing curves. Specifically, we prove that for a minimizing curve, \( \xi \), it is \( C^1 \), and if \( \xi(t) \neq 0 \), then \( \xi \) is twice differentiable there.

Finally, from Proposition 1.2 and Proposition 1.2, Theorem 1.2 is directly deduced and the proof is provided in Section 3.

Organization of the paper. In Section 2 we present the proof of the local semiconcavity of constrained viscosity solutions (proof of Proposition 1.1). Besides, several important properties of equation (1) are introduced, which will be used later. The global semiconcavity is proved in Section 3 before which we prove that every minimizing curve for \( x \in \Omega \) takes infinite time to escape the domain (proof of Proposition 1.2). In Section 4 we show the condition on \( Df \) is essentially optimal with an example in one-dimensional space. After that, two more examples are provided to illustrate that the solution \( u \) can be semiconcave or not semiconcave respectively if \( \min_{x \in \overline{\Omega}} f(x) \) is only attained in the interior.

2. Preliminaries and local semiconcavity

In this section, we prove local semiconcavity using the optimal control formula for the solution \( u \). The existence of minimizing curves is well known (see [23]). The proof of minimizing curves being \( C^1 \) is quite standard and we state the result as a lemma below. The proof is included in Appendix for completeness. Similar proofs can be found in [3].

Lemma 2.1. Let \( \Omega \subset \mathbb{R}^n \) be an open, bounded, connected domain with \( C^2 \) boundary. Suppose \( H(x, \beta) := |\beta|^p - f(x) \) for some \( p \in (1, 2] \) and \( f \in C^1(\Omega) \). Let \( u \) be the constrained viscosity solution to \( \mathbf{1} \). Fix \( x \in \Omega \) and let \( \xi \in AC([0, +\infty); \Omega) \) be a minimizing curve for \( u(x) \). Then we have the following results:

- For any \( t \geq 0 \), if \( \xi(s) \in \Omega \) for all \( s \in [0, t] \), then \( \xi \in C^1([0, t]; \mathbb{R}^n) \).
- \( |\xi(t)| \leq C \) for any \( t \in [0, +\infty) \) and some constant \( C > 0 \) that is independent of \( x \) and \( \xi \).

Remark 2.1. Regarding the regularity of minimizing curves, we do not know if \( \xi(\cdot) \) is twice differentiable in general. But for the case \( p = q = 2 \), Proposition 1.2 shows that \( \xi(\cdot) \) is a \( C^2 \) function.

Proof of Proposition 1.2. Fix \( x \in \Omega \) and let \( \xi \in AC([0, +\infty); \Omega) \) be a minimizing curve for \( u(x) \). Hence, \( \xi(0) = x \). Then, from the optimal control formula,

\[
u(x) = \int_0^\infty e^{-s} L \left( \xi(s), -\dot{\xi}(s) \right) ds,
\]
where \( L \) is the Legendre transform of \( H \). Fix \( T < T_{x, \xi} \), we have \( \xi(s) \in \Omega, \forall s \in [0, T] \). Note that by the dynamic programming principle,

\[
u(x) = \int_0^T e^{-s} L \left( \xi(s), -\dot{\xi}(s) \right) ds + e^{-T} u(\xi(T)).
\]
Define \( \xi : [0, +\infty) \to \mathbb{R}^n \) by

\[
\xi(s) := \begin{cases} 
\xi(s) + \left(1 - \frac{s}{T}\right) h, & \text{if } 0 \leq s \leq T, \\
\xi(s), & \text{if } s \geq T,
\end{cases}
\] (7)

and \( \hat{\xi} : [0, +\infty) \to \mathbb{R}^n \) by

\[
\hat{\xi}(s) := \begin{cases} 
\xi(s) - \left(1 - \frac{s}{T}\right) h, & \text{if } 0 \leq s \leq T, \\
\xi(s), & \text{if } s \geq T.
\end{cases}
\] (8)

Choose \( h \) small enough so that \( \xi(s), \hat{\xi}(s) \in \Omega, \forall s \geq 0 \). This can be done because there exists \( r > 0 \) such that \( B(\xi(s), r) \subset \Omega, \forall 0 \leq s \leq T \). Note that \( \hat{\xi}(0) = x + h \) and \( \xi(0) = x - h \). By the optimal control formula for \( u(x + h), u(x - h) \) and the cost of \( \xi, \hat{\xi} \), we have

\[
u(x + h) \leq \int_0^T e^{-s\bar{L}} \left( \xi(s) + \left(1 - \frac{s}{T}\right) h, -\left(\hat{\xi}(s) - \frac{h}{T}\right) \right) ds + e^{-T\bar{u}(\xi(T))},
\] (9)

and

\[
u(x - h) \leq \int_0^T e^{-s\bar{L}} \left( \xi(s) - \left(1 - \frac{s}{T}\right) h, -\left(\hat{\xi}(s) + \frac{h}{T}\right) \right) ds + e^{-T\bar{u}(\xi(T))}.
\] (10)

Hence, from (6), (9), and (10), for \( h \) small enough,

\[
u(x + h) + \nu(x - h) - 2\nu(x) \leq \int_0^T e^{-s\bar{L}} \left( \xi(s) + \left(1 - \frac{s}{T}\right) h, -\left(\hat{\xi}(s) - \frac{h}{T}\right) \right)
+ e^{-s\bar{L}} \left( \xi(s) - \left(1 - \frac{s}{T}\right) h, -\left(\hat{\xi}(s) + \frac{h}{T}\right) \right) - 2e^{-s\bar{L}} \left( \xi(s), -\hat{\xi}(s) \right) ds.
\] (11)

(1) If \( H \in C^2(\Omega \times \mathbb{R}^n) \), then \( L \in C^2(\Omega \times \mathbb{R}^n) \). By Taylor’s theorem, for any \( y \in \mathbb{R}^n \) and \( x \in \Omega \),

\[
L \left( x + \left(1 - \frac{s}{T}\right) h, -y + \frac{h}{T} \right) = L(x, -y) + \frac{\partial L}{\partial x}(x, -y) \cdot \left(1 - \frac{s}{T}\right) h + \frac{\partial L}{\partial y}(x, -y) \cdot \frac{h}{T}
+ \left(1 - \frac{s}{T}\right)^2 \int_0^1 h^\top \frac{\partial^2 L}{\partial x^2} \left( x + \left(1 - \frac{s}{T}\right) t h, -y + \frac{h}{T} t \right) h(1 - t) dt
+ \frac{2}{T} \left(1 - \frac{s}{T}\right) \int_0^1 h^\top \frac{\partial^2 L}{\partial x \partial v} \left( x + \left(1 - \frac{s}{T}\right) t h, -y + \frac{h}{T} t \right) h(1 - t) dt
+ \frac{1}{T^2} \int_0^1 h^\top \frac{\partial^2 L}{\partial v^2} \left( x + \left(1 - \frac{s}{T}\right) t h, -y + \frac{h}{T} t \right) h(1 - t) dt
\leq L(x, -y) + \frac{\partial L}{\partial x}(x, -y) \cdot \left(1 - \frac{s}{T}\right) h + \frac{\partial L}{\partial y}(x, -y) \cdot \frac{h}{T}
+ C \left(1 - \frac{s}{T} \right)^2 + \frac{1}{T} \left(1 - \frac{s}{T} \right) + \frac{1}{T^2} \right) |h|^2 \|D^2L\|_{L^\infty(\bar{\Omega} \times B(x, 1/2))}
\] (12)

and similarly

\[
L \left( x - \left(1 - \frac{s}{T}\right) h, -y - \frac{h}{T} \right) \leq L(x, -y) - \frac{\partial L}{\partial x}(x, -y) \cdot \left(1 - \frac{s}{T}\right) h - \frac{\partial L}{\partial y}(x, -y) \cdot \frac{h}{T}
+ C \left(1 - \frac{s}{T} \right)^2 + \frac{1}{T} \left(1 - \frac{s}{T} \right) + \frac{1}{T^2} \right) |h|^2 \|D^2L\|_{L^\infty(\bar{\Omega} \times B(x, 1/2))}
\] (13)

which implies

\[
L \left( \xi(s) + \left(1 - \frac{s}{T}\right) h, -\left(\hat{\xi}(s) - \frac{h}{T}\right) \right) + L \left( \xi(s) - \left(1 - \frac{s}{T}\right) h, -\left(\hat{\xi}(s) + \frac{h}{T}\right) \right) - 2L \left( \xi(s), -\hat{\xi}(s) \right)
\leq C \left(1 - \frac{s}{T} \right)^2 + \frac{1}{T} \left(1 - \frac{s}{T} \right) + \frac{1}{T^2} \right) |h|^2 \|D^2L\|_{L^\infty(\bar{\Omega} \times (-\xi(s), 1))}
\] (14)

\[
\leq C \left(1 - \frac{s}{T} \right)^2 + \frac{1}{T} \left(1 - \frac{s}{T} \right) + \frac{1}{T^2} \right) |h|^2,
\]
where we use \( \| \frac{\partial}{\partial t} \|_\infty < C \) from Lemma 2.4 and \( h \) is chosen to be small enough so that
\[
\left| \frac{h}{T} \right| \leq 1. \tag{15}
\]

Plugging (14) into (11), we get
\[
u(x + h) + u(x) - 2u(x) \leq C|h|^2 \int_0^T e^{-s} \left( 1 - \frac{s}{T} \right)^2 ds + C|h|^2 \int_0^T e^{-s} ds + C|h|^2 \int_0^T \frac{e^{-s}}{T^2} ds
\]
\[
\leq C|h|^2 \int_0^T e^{-s} ds + C|h|^2 |h|^2 + C|h|^2 \int_0^T \frac{e^{-s}}{T^2} ds
\]
\[
\leq C \left( 1 + \frac{1}{T} \right) |h|^2, \tag{16}
\]
where \( C = C \left( \| \frac{\partial}{\partial t} \|_\infty \right) \). Therefore, by Lemma 2.4 the constant \( C \) is independent of \( x, T \).

(2) If \( H(x, \beta) := |\beta|^p - f(x) \), then \( L(x, v) = C_p|v|^q + f(x) \), where \( C_p = q^{-1} p^{-\frac{q}{p}} \) and \( \frac{1}{p} + \frac{1}{q} = 1 \). Inequality (11) becomes
\[
u(x + h) + u(x) - 2u(x) \leq \int_0^T e^{-s} C_p \left( |\frac{\partial}{\partial t} \|_\infty \right) + \left| \frac{\partial}{\partial t} \right|^q + 2 \left| \frac{\partial}{\partial t} \right|^q \right) ds
\]
\[
+ \int_0^T e^{-s} \left( f \left( \frac{\partial}{\partial t} \right) + \left( 1 - \frac{s}{T} \right) h \right) | \left( \frac{\partial}{\partial t} \right) + f \left( \frac{\partial}{\partial t} \right) - \left( 1 - \frac{s}{T} \right) h \right) - 2 f \left( \frac{\partial}{\partial t} \right) \right) ds
\]
\[
\leq \int_0^T e^{-s} C_p \left( |\frac{\partial}{\partial t} \|_\infty \right) + \left| \frac{\partial}{\partial t} \right|^q + 2 \left| \frac{\partial}{\partial t} \right|^q \right) ds
\]
\[
+ C |h|^2 \int_0^T e^{-s} \left( 1 - \frac{s}{T} \right)^2 ds,
\]
where the second inequality follows from the semiconcavity of \( f \). By Taylor’s expansion of \( | \cdot |^q \) and similar arguments as in part (2), we get
\[
u(x + h) + u(x) - 2u(x) \leq C \left( 1 + \frac{1}{T} \right) |h|^2
\]
for some constant \( C \) independent of \( x, T \) and for all \( |h| \) small enough. (Also see [9] for details)
\[
\square
\]

Note that (15) only holds when \( |h| \) is small enough and the smallness of \( |h| \) depends on \( T \) from (15), and also from (17), (8) where we make \( \frac{\partial}{\partial t} \in \Omega, \forall s \geq 0 \) by choosing \( |h| \) small.

Since the speed of minimizing curves is uniformly bounded, we can then deduce that the semiconcavity constant of \( u \) at the point \( x \) depends on \( \text{dist}(x, \partial \Omega) \), which we summarize below in Corollary 2.1 (See also [9]).

**Corollary 2.1.** **Under the conditions of Proposition 1.1** there exists a constant \( C > 0 \) independent of \( x \) so that \( \forall x \in \Omega \),
\[
u(x + h) - 2u(x) + u(x) - h \leq \frac{C}{\text{dist}(x, \partial \Omega) |h|^2}, \tag{18}
\]
for any \( h \in \mathbb{R}^n \) such that \( [x - h, x + h] \subset \Omega \) with \( |h| \leq M_x \), where \( M_x \) is constant that only depends on \( x \).

**Proof.** Fix \( x \in \Omega \) and let \( \xi \in AC([0, +\infty); \Omega) \) be a minimizing curve for \( u(x) \). Since \( \| \frac{\partial}{\partial t} \|_\infty \leq C \) where \( C \) is independent of \( x \) and \( \xi \), in Proposition 1.1 we can choose \( T = \frac{\text{dist}(x, \partial \Omega)}{C + 1} \). Indeed, \( \forall t \leq T \),
\[
|\xi(t) - \xi(0)| \leq \int_0^t |\frac{\partial}{\partial t} \| ds \leq tC \leq TC = \frac{C}{C + 1} \text{dist}(x, \partial \Omega) < \text{dist}(x, \partial \Omega).
\]
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Hence, $\xi(t) \in \Omega$, $\forall t \in [0, T]$. Then from (16), we have
\[
    u(x + h) + u(x - h) - 2u(x) \leq C \left( 1 + \frac{1}{\operatorname{dist}(x, \partial\Omega)} \right) |h|^2
    \leq \frac{C}{\operatorname{dist}(x, \partial\Omega)} |h|^2,
\]
where the constant $C$ is independent of $x$. \qed

Next, we introduce some properties of equation (2) and the solution $u$. The following lemma illustrates the relation between the function $f$ and the solution $u$ that they vanish at the same points, which follows from the optimal control formula of the constrained solution. See [3] for proof.

**Lemma 2.2.** Let $\Omega \subset \mathbb{R}^n$ be an open, bounded, connected domain with $C^2$ boundary. Let $H(x, \beta) := |\beta|^p - f(x)$ for some $p \in (1, 2]$ and $f \in C(\overline{\Omega}) \cap W^{1, \infty}(\Omega)$ and $u$ be the constrained viscosity solution to (1). Assume $f \geq 0$ in $\Omega$. Then $u(x) = 0$ if and only if $f(x) = 0$. In particular, $f \equiv 0$ implies $u \equiv 0$.

Regarding supersolutions and subsolutions to (2), it is straightforward to check that $f$ itself is a supersolution to (2) on $\overline{\Omega}$. It turns out that it is crucial to have a subsolution to (2) in $\Omega$ for the existence of a minimizing curve $\xi$ for every $x \in \Omega$ such that $T_x \xi = +\infty$. If $f \equiv \min_{x \in \overline{\Omega}} f(x) = 0$ on $\partial\Omega$, the condition $|Df| \leq C f^{\frac{1}{p}}$ for some constant $C$ guarantees that there exists a small constant $c_0 > 0$ such that $c_0 f$ is a subsolution to (2) in $\Omega$.

**Lemma 2.3.** Let $\Omega \subset \mathbb{R}^n$ be an open, bounded, connected domain with $C^2$ boundary. Let $H(x, \beta) := |\beta|^p - f(x)$ for some $p \in (1, 2]$ and $f \in C(\overline{\Omega}) \cap W^{1, \infty}(\Omega)$. Then
1. $f$ is a supersolution to (2) on $\overline{\Omega}$.
2. Assume $f = 0$ on $\partial\Omega$, $f > 0$ in $\Omega$ and there exists a constant $C > 0$ such that $|Df| \leq C f^{\frac{1}{p}}$ in $\Omega$. Then there exists a constant $c_0 \in (0, \frac{1}{C})$ such that $c_0 f$ is a subsolution to (2) in $\Omega$.

**Proof.**
1. Let $\phi \in C^\infty(\overline{\Omega})$ such that $\phi - f$ attains its maximum at some point $x_0 \in \overline{\Omega}$. Then $f(x_0) + |D\phi(x_0)|^p - f(x_0) \geq 0$.
   Hence, $f$ is a supersolution to (2).
2. Choose $c_0 := \min \left\{ \frac{1}{2}, 2^{-1/p}, \frac{1}{C} \right\}$. Let $x \in \Omega$ and $v \in D^+ f(x)$. Then $c_0 v \in D^+ \{c_0 f(x)\}$.

\[
    c_0 f + c_0^p |v|^p - f = f \left( c_0 + \frac{c_0^p |v|^p}{f^p} - 1 \right) \leq f \left( \frac{1}{2} + \frac{|v|^p}{2C^p f} - 1 \right) \leq 0.
\]

Therefore, $c_0 f$ is a subsolution to (2) in $\Omega$. \qed

### 3. Global Semiconcavity

In this section, we prove the main result of global semiconcavity of the solution $u$, i.e., Theorem 1.2. As is explained in Section 1, two steps are taken in the proof of Theorem 1.2. Step 1 of local semiconcavity has been shown in Section 2. We focus on step 2 of lower bound for the hitting time of minimizing curves in this section, namely Proposition 1.2.

We first derive the Euler-Lagrange equations and Hamilton’s ODE for minimizing curves and also prove the fact that the constrained viscosity solution $u$ is differentiable along minimizing curves. The proof of the differentiability property of $u$ along minimizing curves relies on the construction of two smooth functions touching $u$ from both above and below and is related to weak KAM theory. We show these two smooth functions share the same gradient at the point where they touch $u$. The results are presented in the following Proposition.

**Proposition 3.1.** Let $\Omega \subset \mathbb{R}^n$ be an open, bounded, connected domain with $C^2$ boundary. Suppose $H(x, \beta) := |\beta|^p - f(x)$ for some $p \in (1, 2]$ and $f \in C^1(\overline{\Omega})$. Let $u$ be the constrained viscosity solution to (1). Fix $x \in \Omega$ and let $\xi \in AC([0, +\infty); \overline{\Omega})$ be a minimizing curve for $u(x)$. 

(1) Then, for \( t \in \left[0, T_x, \xi\right) \), \( \left| \dot{\xi}(\cdot) \right|^{q-2} \dot{\xi}(\cdot) \) is a \( C^1 \) function and \( \xi(\cdot) \) satisfies the Euler-Lagrange equations

\[
\frac{d}{dt} \left( e^{-t} C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) \right) = e^{-t} Df(\xi(t)) ,
\]

where \( C_p = q^{-1} p^{-\frac{2}{p}} \) and \( \frac{1}{p} + \frac{1}{q} = 1 \). In particular, if \( p = 2 \), \( \xi \in C^2 \left(0, T_x, \xi\right) \).  

(2) The solution \( u \) is differentiable at \( \xi(t) \) for any \( t \in \left(0, T_x, \xi\right) \) and

\[
Du(\xi(t)) = -C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) .
\]

(3) Define \( \eta(s) := D_v L \left( s, \xi(s), \dot{\xi}(s) \right) \) where \( L(s, x, v) := e^{-s} (C_p |v|^q + f(x)) \) with \( C_p = q^{-1} p^{-\frac{2}{p}} \), \( \frac{1}{p} + \frac{1}{q} = 1 \). Then, for any \( t \in \left(0, T_x, \xi\right) \), the pair \( (\xi, \eta) \) solves Hamilton’s ODE

\[
\begin{align*}
\dot{\xi}(s) &= e^{q-1 p |\eta(s)|^{p-2}} \eta(s) \\
\dot{\eta}(s) &= e^{-q} Df(\xi(s))
\end{align*}
\]

for \( s \in (0, t) \), with the conditions

\[
\begin{align*}
\xi(0) &= x \\
\eta(t) &= -e^{-t} Du(\xi(t)).
\end{align*}
\]

Proof. (1) The optimal control formula for the solution \( u \) is

\[
u(x) = \inf \left\{ \int_0^\infty e^{-s} (C_p |\gamma(s)|^q + f(\gamma(s))) \, ds : \gamma \in AC([0, \infty); \overline{\Omega}), \gamma(0) = x \right\},
\]

where

\[
C_p = q^{-1} p^{-\frac{2}{p}} \quad \text{and} \quad \frac{1}{p} + \frac{1}{q} = 1 .
\]

Fix \( b > 0 \) such that \( b < T_x, \xi \), and define

\[
I_b[\gamma] := \int_0^b e^{-s} (C_p |\gamma(s)|^q + f(\gamma(s))) \, ds .
\]

Since \( \xi \) is a minimizer of \( \text{[23]} \), \( \xi \) is also a minimizer of the problem

\[
\min \{ I_b[\gamma] : \gamma \in AC([0, b]; \overline{\Omega}), \gamma(0) = x, \gamma(b) = \xi(b) \} .
\]

Let \( \zeta \in C^\infty \left([0, b]; \mathbb{R}^n \right) \) with \( \zeta(0) = 0, \zeta(b) = 0 \), and \( \tau \in \mathbb{R} \). Hence, \( \xi(s) + \tau \zeta(s) \in \Omega, \forall s \in [0, b] \), for \( |\tau| \) small enough. By calculus of variation, we know

\[
0 = \left. \frac{d}{d\tau} \left( I[\xi] + \tau \zeta \right) \right|_{\tau=0} = \int_0^b e^{-s} \left( C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) \cdot \zeta(s) + Df(\xi(s)) \cdot \zeta(s) \right) \, ds ,
\]

which is true for any \( \zeta \in C^\infty \left([0, b]; \mathbb{R}^n \right) \) with \( \zeta(0) = 0, \zeta(b) = 0 \). Since \( \xi \in C^1 \left([0, b]; \mathbb{R}^n \right) \) and \( f \in C^1 \left( \overline{\Omega} \right) \), for any \( t \in [0, b] \),

\[
e^{-t} C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) = \int_0^t e^{-s} Df(\xi(s)) \, ds + \tilde{c}
\]

for some constant \( \tilde{c} \), and hence

\[
\left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) \in C^1 \left([0, b]; \mathbb{R}^n \right) .
\]

Hence,

\[
\frac{d}{dt} \left( e^{-t} C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) \right) = e^{-t} Df(\xi(t)) .
\]
(2) Let $x_0 \in \Omega$ and $\xi(\cdot)$ be a minimizing curve for $u(x_0)$. Fix $t \in (0,T_{x_0})$ and let $y := \xi(t)$. Then, there exists a constant $b > 0$ such that $t + b < T_{x_0}$. Since $\{\xi(s) : s \in [t,t+b]\}$ is a compact set, there exists a constant $\tau > 0$ such that $B(\xi(s), r) \subset \Omega$ for any $s \in [t,t+b]$. Therefore, for $x \in \Omega$ close enough to $y$, the curve defined by

$$\gamma(s) := \xi(s + t) + \frac{b-s}{b}(x - y), \text{ for } s \in [0,b]$$

stays in $\Omega$. Note that $\gamma(0) = x$ and $\gamma(b) = \xi(t + b)$. By the dynamic programming principle, we know

$$u(x) = \inf \left\{ \int_0^b e^{-s} \left( C_p \frac{\xi(s)}{\xi(s) - x} + f(\gamma(s)) \right) ds + e^{-b} u(\gamma(b)); \gamma \in AC([0,b];\Omega), \gamma(0) = x \right\}. $$

Hence,

$$u(x) \leq \int_0^b e^{-s} \left( C_p \frac{\xi(s + t) - x - y}{b} + f \left( \frac{\xi(s + t) + b-s}{b}(x - y) \right) \right) ds + e^{-b} u(\xi(b + t))$$

$$= \int_t^{t+b} e^{-s} \left( C_p \frac{\xi(s) - x - y}{b} + f \left( \frac{\xi(s) + b+t-s}{b}(x - y) \right) \right) ds + e^{-b} u(\xi(b + t)),$$

which implies

$$e^{-t} u(x) \leq \int_t^{t+b} e^{-s} \left( C_p \frac{\xi(s) - x - y}{b} + f \left( \frac{\xi(s) + b+t-s}{b}(x - y) \right) \right) ds + e^{-(b+t)} u(\xi(b + t)).$$

(27)

It is also known from the optimal control formula for $u(y)$ that

$$e^{-t} u(y) = e^{-t} u(\xi(t)) = \int_t^{t+b} e^{-s} \left( C_p \frac{\xi(s)}{\xi(s) - x} + f(\xi(s)) \right) ds + e^{-(b+t)} u(\xi(b + t)).$$

(28)

Define

$$\phi(x) := \int_t^{t+b} e^{-s} \left( C_p \frac{\xi(s) - x - y}{b} + f \left( \frac{\xi(s) + b+t-s}{b}(x - y) \right) \right) ds + e^{-(b+t)} u(\xi(b + t)).$$

From (27) and (28), we have $\phi(x) \geq e^{-t} u(x)$ for any $x$ near $y := \xi(t)$ and $\phi(y) = e^{-t} u(y)$. Now, compute

$$D\phi(y) = \int_t^{t+b} - \frac{1}{b} e^{-s} C_p q \frac{\xi(s)}{\xi(s) - x} \left( \frac{\xi(s)}{\xi(s) - x} \right)^{q-2} \xi(s) + e^{-s} Df(\xi(s)) \frac{b+t-s}{b} ds$$

$$= \int_t^{t+b} - \frac{1}{b} e^{-s} C_p q \frac{\xi(s)}{\xi(s)^{q-2}} \xi(s) + \left( e^{-s} C_p q \frac{\xi(s)}{\xi(s)^{q-2}} \right) \frac{b+t-s}{b} ds$$

$$= \int_t^{t+b} \frac{d}{ds} \left( e^{-s} C_p q \frac{\xi(s)}{\xi(s) - x} \frac{\xi(s)^{q-2}}{\xi(s) - x} \right) ds$$

$$= - e^{-t} C_p q \frac{\xi(t)}{\xi(t) - x} \frac{\xi(t)^{q-2}}{\xi(t) - x} \xi(t) \in D^+ u(y).$$

Therefore, $-C_p q \frac{\xi(t)}{\xi(t) - x} \frac{\xi(t)^{q-2}}{\xi(t) - x} \xi(t) \in D^+ u(y)$. On the other hand, consider

$$\gamma(s) := \xi(s) + \frac{s}{t}(x - y), \text{ for } s \in [0,t].$$

Again, if $x$ is close enough to $y$, then $\gamma(s) \in \Omega, \forall s \in [0,t]$. Note that $\gamma(0) = \xi(0)$ and $\gamma(t) = x$. We know

$$u(\xi(0)) = \int_0^t e^{-s} \left( C_p \frac{\xi(s)}{\xi(s) - x} + f(\xi(s)) \right) ds + e^{-t} u(\xi(t))$$

$$= \int_0^t e^{-s} \left( C_p \frac{\xi(s)}{\xi(s) - x} + f(\xi(s)) \right) ds + e^{-t} u(y)$$

(29)
and
\[ u(\xi(0)) \leq \int_0^t e^{-s}C_p \left| \dot{\xi}(s) + \frac{x-y}{t} \right|^q + e^{-s}f\left(\xi(s) + \frac{s}{t}(x-y)\right)\, ds + e^{-t}u(x). \] (30)

Define
\[ \psi(x) := u(\xi(0)) - \int_0^t e^{-s} \left( C_p \left| \dot{\xi}(s) + \frac{x-y}{t} \right|^q + f\left(\xi(s) + \frac{s}{t}(x-y)\right) \right)\, ds. \]

Then, from (29) and (30), \( \psi(x) \leq e^{-t}u(x) \) for any \( x \) near \( y := \xi(t) \) and \( \psi(y) = e^{-t}u(y) \). Compute
\[ D\psi(y) = \int_0^t \frac{1}{t} e^{-s}C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) - e^{-s}D f(\xi(s)) \, \frac{s}{t} ds \]
\[ = \int_0^t -\frac{1}{t} e^{-s}C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) - \left( e^{-s}C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) \right) \, \frac{s}{t} ds \]
\[ = -e^{-t}C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) \in e^{-t}D^{-}u(y). \]

Hence, \(-C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) \in D^{-}u(y)\). Since \(-C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) \in D^{-}u(y)\) as well, \( u \) is differentiable at \( y := \xi(t) \) and
\[ Du(y) = Du(\xi(t)) = -C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t). \]

See similar results in [7, 8, 23].

3. Let \( L(x, v) := e^{-s} (C_p|v|^q + f(x)) \). Compute the Legendre transform of \( L \) and get
\[ H(s, x, \beta) = \sup_v (\beta \cdot v - L(s, x, v)) = e^{x^T\beta}\beta - e^{-s}f(x). \]

Define \( \eta(s) := D_v L\left(s, \xi(s), \dot{\xi}(s)\right) = e^{-s}C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) \). From part (1), we know \( \eta(s) \) is continuously differentiable for \( s \in [0, T_{x,\xi}] \). Since \( v \mapsto L(s, x, v) \) is strictly convex, the pair \((\xi, \eta)\) solves Hamilton’s ODE
\[ \begin{cases} \dot{\xi}(s) = D_p H(s, \xi(s), \eta(s)) = e^{x^T\beta}\beta - e^{-s}f(\xi(s)). \\ \dot{\eta}(s) = -D_x H(s, \xi(s), \eta(s)) = e^{-s}D f(\xi(s)). \end{cases} \]

Also from part (2), we see
\[ \eta(t) = e^{-t}C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) = -e^{-t}D u(\xi(t)) \]
for any \( t \in (0, T_{x,\xi}) \).

A direct result of the above proposition is the regularity of minimizing curves, especially for the case \( 1 < p < 2 \). If the velocity of a minimizing curve is nonzero at some time point, then \( \xi \) is twice continuously differentiable there.

Corollary 3.1. Under the same assumptions in Proposition 3.1, let \( x \in \Omega, \xi \in AC([0, +\infty); \Omega) \) be a minimizing curve for \( u(x) \). Then, \( \xi(\cdot) \) is twice continuously differentiable at any time \( t \in [0, T_{x,\xi}) \) where \( \dot{\xi}(t) \neq 0 \). In particular, if \( \dot{\xi}(t) \neq 0 \) for all \( t \in (0, T_{x,\xi}) \), then \( \xi(\cdot) \in C^2(0, T_{x,\xi}). \)

Proof. Observe from (29) that
\[ \left| \dot{\xi}(t) \right|^{q-1} = \frac{e^t}{C_p q} \int_0^t e^{-s}D f(\xi(s))\, ds + \dot{c} \]
\[ = \frac{e^t}{C_p q} \left| \int_0^t e^{-s}D f(\xi(s))\, ds + \dot{c} \right|, \] (31)
where \( \tilde{c} \) is some constant. Hence, \( |\dot{\xi}(\cdot)| \) is continuously differentiable at any time point \( t \) where \( \dot{\xi}(t) \neq 0 \). Moreover, if \( \dot{\xi}(t) \neq 0 \),

\[
\dot{\xi}(t) = \frac{e^{t}}{C_{p}q} \dot{\xi}(t) \left( \int_{0}^{t} e^{-s} Df(\xi(s)) \, ds + \tilde{c} \right),
\]

(32)

again from \( \text{(24)} \). Therefore, \( \xi(\cdot) \) is twice continuously differentiable at any time point \( t \) where \( \dot{\xi}(t) \neq 0 \). \( \square \)

As we can see from Proposition \( \text{(11)} \) in order to prove the global semiconcavity of \( u \) in the whole domain, it is essential to obtain a lower bound of the time minimizing curves take to hit the boundary of the domain. First, we show that there exists a minimizing curve \( \xi \) for every \( x \in \Omega \) such that \( T_{x,\xi} = +\infty \). Consequently, \( u \) is globally semiconcave by Proposition \( \text{(11)} \). Moreover, we prove that for any minimizing curve \( \xi \) emanating from any \( x \in \Omega \), \( T_{x,\xi} = +\infty \).

**Proposition 3.2.** Let \( \Omega \subset \mathbb{R}^{n} \) be an open, bounded, connected domain with \( C^{2} \) boundary. Suppose \( H(x,\beta) := |\beta|^{p} - f(x) \) for some \( p \in (1, 2) \) and \( f \in C^{1}(\Omega) \) which is semiconcave in \( \Omega \). Assume

1. \( f(x) \equiv \min_{y \in \overline{\Omega}} f(y) \) for all \( x \in \partial \Omega \),
2. \( f(x) > \min_{y \in \overline{\Omega}} f(y) \) for all \( x \in \Omega \),
3. there exists a constant \( C > 0 \) such that \( |Df(x)| \leq C (f(x) - \min_{y \in \overline{\Omega}} f(x))^{\frac{1}{2}} \) for all \( x \in \Omega \).

Let \( x \in \Omega \). Then, there exists a minimizing curve \( \xi(\cdot) \) for \( x \) such that \( T_{x,\xi} = +\infty \), that is, there exists a minimizing curve \( \xi(\cdot) \) for every \( x \in \Omega \) that does not escape the domain \( \Omega \) in finite time.

**Remark 3.1.** We emphasize the difference between Proposition \( \text{(3.2)} \) and Proposition \( \text{(3.2)} \). Proposition \( \text{(3.2)} \) only states that for every \( x \in \Omega \), there exists one minimizing curve \( \xi \) such that \( T_{x,\xi} = +\infty \), while Proposition \( \text{(3.2)} \) claims that for any minimizing curves emanating from \( x \in \Omega \), the time to hit the boundary is \( +\infty \).

**Proof of Proposition 3.2.** Without loss of generality, we can assume \( f = \min_{x \in \overline{\Omega}} f(x) = 0 \) on \( \partial \Omega \). From Lemma \( \text{(2.2)} \) we have that \( u = f = 0 \) on \( \partial \Omega \).

We first show that for any \( x \in \Omega \), there exists a minimizing curve \( \xi \) for \( u(x) \) such that \( \xi \) is almost everywhere twice continuously differentiable in \([0, T_{x,\xi})\). Let \( \xi \) be a minimizing curve for \( u(x) \). If \( \dot{\xi}(t) \neq 0 \) for all \( t \in (0, T_{x,\xi}) \), then \( \xi \in C^{2}(0, T_{x,\xi}) \) from Corollary \( \text{(3.1)} \). Suppose \( \dot{\xi}(t) = 0 \) for some \( t \in (0, T_{x,\xi}) \). Consider \( t_{0} := \inf \left\{ t \geq 0 : \dot{\xi}(t) = 0 \right\} \). Since \( \xi \in C^{1}(0, T_{x,\xi}), \dot{\xi}(t_{0}) = 0 \).

If \( t_{0} = 0 \), consider a new curve \( \tilde{\xi}(s) \equiv \xi(0) = x \), for all \( s \in [0, +\infty) \). We claim that \( \tilde{\xi} \) is another minimizing curve for \( u(x) \). Indeed, compute the cost for \( \tilde{\xi} \) and get

\[
\int_{0}^{\infty} e^{-s} \left( C_{p} |\dot{\xi}(s)|^{q} + f \left( \dot{\xi}(s) \right) \right) \, ds = \int_{0}^{\infty} e^{-s} f(\xi(0)) \, ds = f(\xi(0)).
\]

From Proposition \( \text{(3.1)} \) we know \( u \) is differentiable at \( \xi(s) \) for \( s \in (0, T_{x,\xi}) \) and

\[
Du \left( \xi(s) \right) = -C_{p}q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s).
\]

Hence, \( u \) solves \( \text{(3)} \) classically at \( \xi(s) \) for \( s \in (0, T_{x,\xi}) \) and

\[
C_{p}q \left| \dot{\xi}(s) \right|^{q-1} = |Du(\xi(s))| = (f(\xi(s)) - u(\xi(s)))^{\frac{1}{2}}.
\]

(34)

Now, let \( s \to 0 \) and obtain

\[
C_{p}q \left| \dot{\xi}(0) \right|^{q-1} = (f(\xi(0)) - u(\xi(0)))^{\frac{1}{2}}
\]

(35)

since \( \xi \in C^{1}(0, T_{x,\xi}) \) and \( f, u \) are continuous. Hence, \( \dot{\xi}(0) = 0 \) if and only if \( f(\xi(0)) = u(\xi(0)) \). Now, from \( \text{(3.1)} \), the cost of \( \dot{\xi} \) is

\[
\int_{0}^{\infty} e^{-s} \left( C_{p} \left| \dot{\xi}(s) \right|^{q} + f \left( \dot{\xi}(s) \right) \right) \, ds = f(\xi(0)) = u(\xi(0)) = u(x).
\]

(36)

Therefore, \( \dot{\xi} \equiv \xi(0) \in C^{2}(0, +\infty) \) is a minimizing curve for \( u(x) \).
If $t_0 > 0$, consider a new curve
\[
\tilde{\xi}(s) = \begin{cases} \xi(s) & \text{for } 0 \leq s < t_0 \\ \xi(t_0) & \text{for } s \geq t_0 \end{cases}
\] (37)

Note that $\tilde{\xi}(s) > 0$ for $s \in [0, t_0)$. Hence, $\tilde{\xi}$ is twice continuously differentiable on $[0, t_0)$ by Corollary 3.1. Apparently, $\tilde{\xi}$ is twice continuously differentiable on $(t_0, +\infty)$. Hence, $\tilde{\xi}$ is twice continuously differentiable except at $t_0$. Now we verify $\tilde{\xi}$ is a minimizing curve. By a similar argument from the previous case, we know
\[
f(\xi(t_0)) = u(\xi(t_0))
\] since $\tilde{\xi}(t_0) = 0$. We can compute the cost of $\tilde{\xi}$ and get
\[
\int_0^\infty e^{-s} \left( C_p \left| \tilde{\xi}(s) \right|^q + f \left( \tilde{\xi}(s) \right) \right) ds = \int_0^{t_0} e^{-s} \left( C_p \left| \tilde{\xi}(s) \right|^q + f \left( \tilde{\xi}(s) \right) \right) ds + e^{-t_0} f(\tilde{\xi}(t_0))
\] (38)

where in the last equality, we use the dynamic programming principle and the fact that $\tilde{\xi}$ is a minimizing curve for $u(x)$. Therefore, $\tilde{\xi}$ is indeed a minimizing curve for $u(x)$.

We have proved that for any $x \in \Omega$, there exists a minimizing curve $\xi$ for $u(x)$ such that $\xi$ is almost everywhere twice continuously differentiable in $[0, T_{x,\xi})$. Next, we show for this minimizing curve, the time to escape the domain is $+\infty$.

If $T_{x,\xi} = +\infty$, we are done. Suppose $T_{x,\xi} < \infty$. From (34), we see that
\[
C_p q \left| \dot{\xi}(s) \right|^{q-1} = |Du(\xi(s))| = (f(\xi(s)) - u(\xi(s)))^{\frac{1}{p}} \to 0
\] as $s \to T_{x,\xi}$ since $f = u = 0$ on $\partial\Omega$. This implies that as $s \to T_{x,\xi}$,
\[
\left| \dot{\xi}(s) \right| \to 0.
\] (39)

Since $f > 0$ in $\Omega$ and $f = 0$ on $\partial\Omega$, there exists some constant $t_1 \in [0, T_{x,\xi})$ such that
\[
f(\xi(t_1)) = \max_{s \in [0, T_{x,\xi})} f(\xi(s)) > 0.
\]

From Proposition 3.1, we know that the Euler-Lagrange equation is
\[
-\left( e^{-s} C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) \right)' + e^{-s} D f (\xi(s)) = 0
\] (40)

Let $T \in (t_1, T_{x,\xi})$ and integrate both sides of (40) from $t_1$ to $T$ to get
\[
\int_{t_1}^T e^{-s} C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) \left( \dot{\xi}(s)e^s \right)' ds - C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) \left| \dot{\xi}(s) \right|' + \int_{t_1}^T D f(\xi(s)) \cdot \dot{\xi}(s) = 0
\]
\[
\implies \int_{t_1}^T e^{-s} C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) \left( \dot{\xi}(s)e^s + \xi(x)e^s \right) ds + C_p q \left| \dot{\xi}(t_1) \right|^{q-2} \dot{\xi}(t_1) \left| \dot{\xi}(T) \right|' + f(\xi(T)) - f(\xi(t_1)) = 0.
\] (41)

Let $T \to T_{x,\xi}$ in (41) to obtain
\[
\int_{t_1}^{T_{x,\xi}} C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) \dot{\xi}(s) ds + \int_{t_1}^{T_{x,\xi}} C_p q \left( \dot{\xi}(s) \right)^q ds + C_p q \left| \dot{\xi}(t_1) \right|^q = f(\xi(t_1))
\]
\[
\int_{t_1}^{T_{x,\xi}} \frac{d}{ds} \left( \left| \dot{\xi}(s) \right|^q \right) ds + \int_{t_1}^{T_{x,\xi}} C_p q \left( \dot{\xi}(s) \right)^q ds + C_p q \left| \dot{\xi}(t_1) \right|^q = f(\xi(t_1))
\] (42)

\[
\int_{t_1}^{T_{x,\xi}} C_p q \left| \dot{\xi}(s) \right|^q ds + C_p (q - 1) \left| \dot{\xi}(t_1) \right|^q = f(\xi(t_1)).
\]
From (21), compute
\[ |\tilde{\xi}(s)| = \left( \frac{1}{C_p q} \right)^{\frac{1}{q-1}} |Du(\xi(s))|^{\frac{1}{q-1}} = \left( \frac{1}{q^{-1}p - \frac{r}{q}} \right)^{\frac{1}{q-1}} |Du(\xi(s))|^{\frac{1}{q-1}} = p |Du(\xi(s))|^{\frac{1}{q-1}}. \] (43)

Plug (43) into (42) and get
\[ \int_{t_1}^{T_{x,\xi}} C_p q p^q |Du(\xi(s))|^p \, ds + C_p (q - 1) p^q |Du(\xi(t_1))|^p = f(\xi(t_1)). \]

Since \( C_p q p^q = p \) and \( C_p (q - 1) p^q = 1 \), we obtain
\[ \int_{t_1}^{T_{x,\xi}} p |Du(\xi(s))|^p \, ds + |Du(\xi(t_1))|^p = f(\xi(t_1)) \]
\[ \int_{t_1}^{T_{x,\xi}} p (f(\xi(s)) - u(\xi(s))) \, ds + (f(\xi(t_1)) - u(\xi(t_1))) = f(\xi(t_1)) \]
\[ \int_{t_1}^{T_{x,\xi}} p (f(\xi(s)) - u(\xi(s))) \, ds = u(\xi(t_1)), \] (44)

where to get the second line, we plug in \( |Du(\xi(s))|^p = f(\xi(s)) - u(\xi(s)) \) for \( s \in (0, T_{x,\xi}) \).

Now, for the left hand side of the last equation in (44), we deduce
\[ \int_{t_1}^{T_{x,\xi}} p (f(\xi(s)) - u(\xi(s))) \, ds \leq \int_{t_1}^{T_{x,\xi}} p (1 - c_0) f(\xi(s)) \, ds \]
\[ \leq (T_{x,\xi} - t_1) p (1 - c_0) f(\xi(t_1)) \] (45)

for some constant \( c_0 \in \left(0, \frac{1}{2}\right) \) by Lemma 2.3 and the comparison principle, where the second inequality follows from the fact that \( f(\xi(t_1)) = \max_{0 \leq s \leq T_{x,\xi}} f(\xi(s)) \).

For the right hand side of the last equation in (44), we have
\[ u(\xi(t_1)) \geq c_0 f(\xi(t_1)) \] (46)

for some constant \( c_0 \in \left(0, \frac{1}{2}\right) \) by Lemma 2.3 and the comparison principle again.

Combining (44), (45) and (46), we obtain
\[ c_0 f(\xi(t_1)) \leq (T_{x,\xi} - t_1) p (1 - c_0) f(\xi(t_1)) \]
\[ \frac{c_0}{p (1 - c_0)} \leq T_{x,\xi} - t_1 \]
\[ \frac{c_0}{p (1 - c_0)} \leq T_{x,\xi}. \] (47)

Note \( c_0 := \min \left\{ \frac{1}{2}, 2^{-1/p - \frac{1}{2}} \right\} \) comes from Lemma 2.3. Therefore, \( T_{x,\xi} \geq C_0 \) for some constant \( C_0 \) that only depends on \( p, C \) where \( C \) comes from the condition \( |DF| \leq C f^\frac{1}{p} \). Now consider \( \gamma(s) := \xi(s + T_{x,\xi} - \frac{c_0}{p}) \) for \( s \in \left[0, \frac{c_0}{p}\right] \). Then, \( \gamma(\cdot) \) is a minimizing curve for \( u\left(\xi \left( T_{x,\xi} - \frac{c_0}{p}\right) \right) \). By the previous argument, we know \( T_{\xi,\gamma}(T_{x,\xi} - \frac{c_0}{p}), \gamma \geq C_0 \). But this contradicts the fact that \( \gamma(\frac{c_0}{2}) \in \partial \Omega \). Therefore, \( T_{x,\xi} = +\infty \). \( \square \)

In the proof above, the key point is that there exists a minimizing curve for every \( x \in \Omega \) such that it is twice differentiable almost everywhere, as is used in (11). In fact, we can modify the previous proof and show that for any minimizing curve \( \xi \) emanating from any \( x \in \Omega \), \( T_{x,\xi} = +\infty \), even though \( \xi \) might not be twice differentiable almost everywhere, which finally gives us the proof of Proposition 1.2.

Proof of Proposition 1.3 If \( T_{x,\xi} = +\infty \), we are done. Suppose \( T_{x,\xi} < \infty \). We would like to proceed by contradiction, as in the proof of Proposition 3.2. It suffices to prove
\[ \int_{t_1}^{T_{x,\xi}} p (f(\xi(s)) - u(\xi(s))) \, ds = u(\xi(t_1)), \] (48)
where \( t_1 \) is chosen so that \( f(\xi(t_1)) = \max_{0 \leq s \leq T_{x,\xi}} f(\xi(s)) \) as in (44). Once we have this, we can argue by contradiction, exactly like in the proof of Proposition 3.2.
Suppose \( \dot{\xi}(t) \neq 0 \) at some point \( t \in (0, T_{x, \xi}) \). Since \( \dot{\xi} \) is continuous, there exists \( t_0 < t \) and \( h > 0 \) such that \( \dot{\xi}(s) \neq 0 \) for \( s \in [t_0, t + h] \). From Corollary 3.1 we know \( \xi \) is twice continuously differentiable on \([t_0, t + h]\). Integrate (40) from \( t_0 \) to \( t \) and obtain

\[
\int_{t_0}^{t} e^{-s}C_p q \left| \dot{\xi}(s) \right|^q ds - C_p q \left| \dot{\xi}(t) \right|^q + \int_{t_0}^{t} Df(\xi(s)) \cdot \dot{\xi}(s) = 0
\]

\[
\Rightarrow \int_{t_0}^{t} e^{-s}C_p q \left| \dot{\xi}(s) \right|^q ds - C_p q \left| \dot{\xi}(t) \right|^q + f(\xi(t)) - f(\xi(t_0)) = 0.
\]

\[
\Rightarrow \int_{t_0}^{t} C_p q \left| \dot{\xi}(s) \right|^q ds = C_p q (q - 1)p^q [f(\xi(t)) - u(\xi(T)) - (f(\xi(t_0)) - u(\xi(t_0)))] + f(\xi(t)) - f(\xi(t_0)).
\]

If we take derivative with respect to \( t \) on both sides of (49), we get

\[
C_p q \left| \dot{\xi}(t) \right|^q = C_p q (q - 1)p^q [Df(\xi(t)) - Du(\xi(t))] \cdot \dot{\xi}(t) - Df(\xi(t)) \cdot \dot{\xi}(t).
\]

(50) holds true at the time points \( t \) where \( \dot{\xi}(t) \neq 0 \). Moreover, if \( \xi \) is not twice differentiable at \( t \), then \( \dot{\xi}(t) = 0 \) by Corollary 3.1 and (50) still holds true. Hence, (50) is true for any \( t \in [0, T_{x, \xi}) \). Therefore, for any \( t, T \) such that \( 0 \leq t < T < T_{x, \xi} \),

\[
\int_{t}^{T} C_p q \left| \dot{\xi}(s) \right|^q ds = C_p q (q - 1)p^q [f(\xi(T)) - u(\xi(T)) - (f(\xi(t_0)) - u(\xi(t_0)))] + f(\xi(t)) - f(\xi(T)).
\]

Let \( T \to T_{x, \xi} \) and we obtain

\[
\int_{t}^{T_{x, \xi}} C_p q \left| \dot{\xi}(s) \right|^q ds = -C_p q (q - 1)p^q (f(\xi(t)) - u(\xi(t))) + f(\xi(t))
\]

\[
\Rightarrow \int_{t}^{T_{x, \xi}} p (f(\xi(s)) - u(\xi(s))) ds = u(\xi(t)).
\]

Then, we argue exactly as in the proof of Proposition 3.2 and get a contradiction. Therefore, \( T_{x, \xi} = +\infty \). \( \square \)

Now, we are ready to prove the main result of global semiconcavity.

**Proof of Theorem 1.3** Fix \( x \in \Omega \) and let \( \xi(\cdot) \) be a minimizing curve for \( u(x) \). From Proposition 1.1 for any \( T < T_{x, \xi} \), there exists a constant \( C \) independent of \( x, T \) such that

\[
u(x + h) - 2u(x) + u(x - h) \leq C \left( 1 + \frac{1}{T} \right) |h|^2
\]

for all \( h \in \mathbb{R}^n \) such that \([x - h, x + h] \subset \Omega \) with \( |h| \leq M_{x, T} \) for some constant \( M_{x, T} \) that depends on \( x \) and \( T \).

From Proposition 1.2, since \( T_{x, \xi} = +\infty \) for any \( x \in \Omega \) and any minimizing curve \( \xi \) for \( u(x) \), we know \( T_{x, \xi} \geq C_0 \) for some constant \( C_0 > 0 \). Now take \( T := \frac{C_0}{2} \) and then,

\[
u(x + h) - 2u(x) + u(x - h) \leq C \left( 1 + \frac{2}{C_0} \right) |h|^2
\]

for all \( h \in \mathbb{R}^n \) such that \([x - h, x + h] \subset \Omega \) with \( |h| \leq M_x \) for some constant \( M_x := M_{x, C_0/2} \) that depends on \( x \). Let \( \phi \) be a smooth function in \( \Omega \) such that \( u - \phi \) has a local minimum at \( x \in \Omega \). Then,

\[
\phi(x + h) - 2\phi(x) + \phi(x - h) \leq u(x + h) - 2u(x) + u(x - h)
\]

\[
\leq C \left( 1 + \frac{2}{C_0} \right) |h|^2
\]

(53)
for all $h \in \mathbb{R}^n$ such that $[x-h, x+h] \subset \Omega$ with $|h| \leq M_x$. Therefore, $D^2 \phi(x) \leq \tilde{C}I_n$ where $\tilde{C} = C \left( 1 + \frac{2}{C_0} \right)$.

Hence, the solution $u$ to (1) is a viscosity solution to

$$-D^2 u \geq -\tilde{C}I_n \quad \text{in} \quad \Omega.$$ 

In Theorem 1.2, we showed that there exists a constant $\tilde{C} > 0$ independent of $x$ such that for all $x \in \Omega$,

$$u(x+h) - 2u(x) + u(x-h) \leq \tilde{C}|h|^2$$

for all $h \in \mathbb{R}^n$ such that $[x-h, x+h] \subset \Omega$ with $|h| \leq M_x$ for some constant $M_x$ that depends on $x$. However, by Definition 1.1, in order to show $u$ is semiconcave in $\Omega$, we need (54) to hold for any $x, h \in \mathbb{R}^n$ such that $[x-h, x+h] \subset \Omega$. This is actually not hard to show. Let $v(x) := u(x) - \frac{C}{2}$. It is equivalent to show

$$v(x+h) - 2v(x) + v(x-h) \leq 0$$

for any $x, h \in \mathbb{R}^n$ such that $[x-h, x+h] \subset \Omega$, i.e., $v$ is concave along any line segment contained in $\Omega$. From the fact that (54) holds with $h$ small enough, we know $v$ is locally concave. Local concavity does imply concavity along any line segment. We summarize the result in the following corollary.

**Corollary 3.2.** Under the same assumptions in Theorem 1.2, the solution $u$ to (1) satisfies

$$u(x+h) - 2u(x) + u(x-h) \leq \tilde{C}|h|^2$$

for any $x, h \in \mathbb{R}^n$ such that $[x-h, x+h] \subset \Omega$, where $\tilde{C}$ is the constant in Theorem 1.2.

### 4. One-dimensional results and examples

In this section, we figure out the conditions in one-dimensional space under which the solution to (1) is not semiconcave. In particular, we show the assumption (3) in Theorem 1.2 is essentially optimal, at least for the case $p = q = 2$.

**Theorem 4.1.** Let $1 < p \leq 2$ and $f \in C([a, b]) \cap W^{1, \infty}((a, b))$ be a semiconcave function in $(a, b) \subset \mathbb{R}$ for some constants $a < b$. Assume $\min_{x \in [a, b]} f(x) = f(a) = f(b)$, and $f$ is differentiable in $(a, a+\epsilon) \cup (b-\epsilon, b)$ for some $\epsilon > 0$. Let $u$ be the solution to

\[
\begin{cases}
  u(x) + |u'(x)|^p - f(x) \leq 0 & \text{in} \quad (a, b), \\
  u(x) + |u'(x)|^p - f(x) \geq 0 & \text{on} \quad [a, b].
\end{cases}
\]

(1) If $f'(x) \equiv 0$, $\forall x \in (a, a+\epsilon) \cup (b-\epsilon, b)$, then $u$ is semiconcave in $(a, b)$.

(2) If $\frac{|f'(x)|}{(f(x) - f(b))^q} \to +\infty$ as $x \to b$ (or $a$) where $q$ satisfies $\frac{1}{p} + \frac{1}{q} = 1$, then $u$ is not semiconcave.

**Proof.** Without loss of generality, we can assume $\min_{x \in [a, b]} f(x) = f(a) = f(b) = 0$.

(1) If $f'(x) \equiv 0$, $\forall x \in (a, a+\epsilon) \cup (b-\epsilon, b)$, then $f(x) \equiv 0$ on $[a, a+\epsilon] \cup [b-\epsilon, b]$, which implies $u \equiv 0$ on $[a, a+\epsilon] \cup [b-\epsilon, b]$. Corollary 2.1 then indicates $u$ is semiconcave on $[a, b]$.

(2) Without loss of generality, assume $\frac{|f'(x)|}{f(x)^q} \to +\infty$ as $x \to b$. Hence, $|f'(x)| > 0$ on $(b - \epsilon_0, b)$ for some $\epsilon_0 \in (0, \epsilon)$. In fact, $f'(x) < 0$ on $(b - \epsilon_0, b)$ by Darboux’s theorem since $f > 0$ on $(b - \epsilon_0, b)$. From Lemma 2.3, we know $f$ is a supersolution to

$$u(x) + |u'(x)|^p - f(x) = 0$$

on $[a, b]$ and one can verify $v := \min_{x \in [a,b]} f(x) = 0$ is a subsolution to (58) in $(a, b)$. By the comparison principle of (58), we have $0 \leq u \leq f$. We claim $u < f$ on $(b - \epsilon_0, b)$. Suppose $u(x_0) = f(x_0)$ for some $x_0 \in (b - \epsilon_0, b)$. Using $f$ as a test function for $u$ at $x_0$, we get

$$f(x_0) + |f'(x_0)|^p - f(x_0) > 0$$

which contradicts the fact that $u$ is a subsolution to (57).
Since $u$ is Lipschitz, hence $u$ is differentiable almost everywhere. Next, we show that $u$ is actually smooth near $x = b$. First, we prove that $u' = -(f - u)^{\frac{1}{p}}$ at points where $u$ is differentiable near $x = b$. Suppose there exists $x_0, x_1 \in (b - \epsilon_0, b)$ with $x_0 < x_1$ such that $u'(x_0) = -(f(x_0) - u(x_0))^{\frac{1}{p}}$ and $u'(x_1) = (f(x_1) - u(x_1))^{\frac{1}{p}}$. Choose $c$ such that $0 < c < \min_{x \in [x_0, x_1]} (f(x) - u(x))^{\frac{1}{p}}$. Then $u(x) - cx$ attains a minimum at some point $x_2 \in (x_0, x_1)$. Using $cx$ as a test function, we get

$$u(x_2) + c^p - f(x_2) < 0$$

which contradicts the fact of $u$ being a supersolution to (57). Therefore, either $u' = -(f - u)^{\frac{1}{p}}$ at all the points where $u$ is differentiable in $(b - \epsilon, b)$ for some $\epsilon > 0$ or $u' = (f - u)^{\frac{1}{p}}$ at every point where $u$ is differentiable in $(b - \epsilon_0, b)$. If $u' = (f - u)^{\frac{1}{p}}$ a.e. in $(b - \epsilon_0, b)$, then

$$u(x) = - \int_x^b (f(t) - u(t))^{\frac{1}{p}} dt < 0$$

which contradicts that $u \geq 0$. Hence, $u' = -(f - u)^{\frac{1}{p}}$ a.e. in $(b - \epsilon, b)$ for some $\epsilon > 0$. Since $u$ is Lipschitz and $u' = -(f - u)^{\frac{1}{p}}$ a.e. in $(b - \epsilon, b)$, by the fundamental theorem of calculus,

$$u(x) = \int_x^b (f(t) - u(t))^{\frac{1}{p}} dt,$$

for $x \in [b - \epsilon, b]$ and hence $u$ is smooth in $(b - \epsilon, b)$.

If we differentiate (55) for $x \in (b - \epsilon, b)$, we have

$$u' + p\text{sgn}(u')|u'|^{p-1}u'' - f' = 0$$

$$\implies u'' = \frac{f'}{p\text{sgn}(u')|u'|^{p-1}} - \frac{1}{p}|u'|^2 - \frac{1}{p} - \frac{f'}{p(f - u)^{\frac{1}{p}}}.$$ (60)

Since $u$ is Lipschitz, $u \geq 0$, and $f' < 0$ in $(b - \epsilon, b)$, we have

$$u'' \geq \frac{-f'}{p(f - u)^{\frac{1}{p}}} - C \geq \frac{|f'|}{pf^{\frac{1}{p}}} - C \to +\infty \text{ as } x \to b.$$ (61)

Therefore, $u''(x) \to +\infty$ as $x \to b$ and hence $u$ is not semiconcave.

The following is a specific example with $p = q = 2$ where $f$ is semiconcave in the domain but the solution $u$ to (1) is not globally semiconcave, which illustrates that the condition on $Df$ is necessary for the global semiconcavity of the constrained solutions. Also, it takes finite time for any minimizing curve to hit the boundary in this example.

**Example 4.1.** Let $\Omega := (-1, 1)$ and $f : [-1, 1] \to \mathbb{R}$ defined by $f(x) := 1 - |x|$. Consider the solution $u$ to the equations

$$\begin{cases}
    u + |u'|^2 - (1 - |x|) \leq 0 & \text{in } (-1, 1), \\
    u + |u'|^2 - (1 - |x|) \geq 0 & \text{on } [-1, 1].
\end{cases}$$ (62)

Note that $f$ is semiconcave in $(-1, 1)$. Since $|f'| = \frac{1}{(1 - |x|)^\frac{1}{2}} \to +\infty$ as $|x| \to 1$, from part (2) of Theorem [7] we know $u$ is not semiconcave and the semiconcavity constant blows up near $x = -1, 1$.

More precisely, from part (2) of Theorem [7] and its proof, we know $u < f$ on $(-1, 0) \cup (0, 1)$. In fact, for this specific example, $u$ is smooth in $(-1, 0) \cup (0, 1)$. In particular, $u' = -(f - u)^{\frac{1}{2}}$ for $x \in (0, 1)$ and $u' = (f - u)^{\frac{1}{2}}$ for $x \in (-1, 0)$.

Differentiate

$$u + |u'|^2 - (1 - |x|) = 0$$

in $(0, 1)$ to get

$$u' + 2uu'' + 1 = 0$$

$$\implies u'' = \frac{-1 - u'}{2u'} = \frac{1}{2u'} - \frac{1}{2} \to +\infty$$ (64)
as $x \to 1^-$ since $u' \to 0^-$ as $x \to 1^-$. Differentiate (63) in $(-1, 0)$ and obtain

$$u' + 2u'' - 1 = 0$$

$$\implies u'' - \frac{1 - u'}{2u'} = \frac{1}{2} u' - \frac{1}{2} \to +\infty$$

as $x \to 1^+$ since $u' \to 0^+$ as $x \to 1^-$. Hence, $u$ is not semiconcave.

We claim that any minimizing curve for $u(x)$ with $x \in (-1, 1)$ takes finite time to hit the boundary. Indeed, suppose there exists a minimizing curve $\gamma$ that takes infinite time to hit the boundary and $x_0 := \gamma(0) \in (-1, 1)$. We first prove that $|\gamma(s)| \to 1$ as $s \to +\infty$.

1. If $x_0 := \gamma(0) = 0$, then $\gamma(\cdot)$ will not stay at $x = 0$. We can see this by constructing a path that costs less than $\tilde{\gamma}(s) : 0$. The cost for $\tilde{\gamma}(\cdot)$ is

$$\int_0^\infty e^{-s} \left( \frac{1}{4} \hat{\gamma}(s)^2 + f(\hat{\gamma}(s)) \right) ds = \int_0^\infty e^{-s} f(0) ds = \int_0^\infty e^{-s} ds = 1.$$ 

However, the cost for the path $\tilde{\gamma}(\cdot)$ defined by

$$\tilde{\gamma}(s) = \begin{cases} s, & 0 \leq s \leq 1 \\ 1, & s \geq 1 \end{cases}$$

is

$$\int_0^\infty e^{-s} \left( \frac{1}{4} \tilde{\gamma}(s)^2 + f(\tilde{\gamma}(s)) \right) ds = \int_0^1 e^{-s} \left( \frac{1}{4} + 1 - s \right) ds = \frac{1}{4} + \frac{3}{e^1} < 1.$$ 

Therefore, the minimizing curve $\gamma$ will not stay at $x = 0$.

2. If $\gamma(t) \in (0, 1)$ for some $t \geq 0$, then

$$\dot{\gamma}(t) = -2u'(\gamma(t)) = 2(f(\gamma(t)) - u(\gamma(t)))^{\frac{1}{2}}$$

by part (2) of Proposition 3.7 and Lemma 2.1. Hence, $\dot{\gamma}(t) > 0$. Therefore, $\gamma$ is increasing. Hence, we have $\lim_{s \to \infty} \gamma(s) = 1$. Since otherwise, suppose $\lim_{s \to \infty} \gamma(s) = x_1 < 1$. But $\hat{\gamma}(s) \geq \inf_{s \geq t} (f(\gamma(s)) - u(\gamma(s)))^{\frac{1}{2}} > 0$, $\forall s \geq t$ and $\lim_{s \to \infty} \hat{\gamma}(s) = 2(f(x_1)) - u(x_1))^{\frac{1}{2}} > 0$, which contradicts the assumption that $\lim_{s \to \infty} \hat{\gamma}(s) = x_1 < 1$. Therefore, $\lim_{s \to \infty} \hat{\gamma}(s) = 1$.

3. If $\gamma(t) \in (-1, 0)$ for some $t \geq 0$, then by a similar argument as in part (2), $\lim_{s \to \infty} \gamma(s) = -1$.

Therefore, $|\gamma(s)| \to 1$ as $s \to +\infty$. Without loss of generality, assume $\gamma(s) \to 1$ as $s \to +\infty$. Then, for every $x$ near 1, there exists a minimizing curve for $u(x)$ that takes infinite time to hit the boundary. Proposition 1.7 then implies $u''$ is bounded near $x = 1$, which is a contradiction to (64).

In Theorem 1.2, we assume $f \equiv \min_{x \in [a, b]} f(x)$ on the boundary. The situation is more complicated when the minimum is only attained in the interior of the domain. It turns out that whether $u$ is semiconcave depends on the dynamics, which is illustrated in the following two examples.

Example 4.2. Let $\Omega := (-1, 1)$ and $f : [-1, 1] \to \mathbb{R}$ defined by

$$f(x) := \begin{cases} \left( \frac{|x|}{2} \right)^2 & \text{in } \left[ -1, \frac{1}{2} \right] \cup \left[ \frac{1}{2}, 1 \right] \\ 0 & \text{in } \left( -\frac{1}{2}, \frac{1}{2} \right). \end{cases}$$

Consider the solution $u$ to the equations

$$\begin{cases} u(x) + \frac{1}{2} |u'(x)|^2 - f(x) \leq 0 & \text{in } (-1, 1), \\ u(x) + \frac{1}{2} |u'(x)|^2 - f(x) \geq 0 & \text{on } [-1, 1]. \end{cases}$$

(67)
The constant $\frac{1}{2}$ in front of $|u'|^2$ is just to make the computations easier and does not change the nature of the equations. In this example, we can explicitly compute the solution $u$ which is given by

$$u(x) := \begin{cases} \frac{1}{2} \left( |x| - \frac{1}{2} \right)^2 & \text{in } [-1, -\frac{1}{2}] \cup \left[ \frac{1}{2}, 1 \right], \\ 0 & \text{in } \left( -\frac{1}{2}, \frac{1}{2} \right), \end{cases}$$

and all the minimizing curves. Detailed computations are given in Appendix. Note in this case, all the minimizing curves for $x \in (-\frac{1}{2}, \frac{1}{2})$ take infinite time to hit $x = -\frac{1}{2}, \frac{1}{2}$. In particular, for any minimizing curve $\xi(\cdot)$ for $u(x)$ with $x \in (-\frac{1}{2}, \frac{1}{2})$, $\lim_{s \to \infty} \xi(s) = -\frac{1}{2}$. Similarly, for any minimizing curve $\xi(\cdot)$ for $u(x)$ with $x \in \left( \frac{1}{2}, 1 \right)$, $\lim_{s \to \infty} \xi(s) = \frac{1}{2}$.

As we can see, $f$ attains its minimum 0 in the interior of $(-1, 1)$ and $u$ is semiconcave.

**Example 4.3.** Let $\Omega := (-1, 1)$. We first consider $f_1 : [-1, 1] \to \mathbb{R}$ defined by $f_1(x) = x^2$ and the equations

$$\begin{cases} u(x) + \frac{1}{2} u'(x)^2 - x^2 \leq 0 & \text{in } (-1, 1), \\ u(x) + \frac{1}{2} u'(x)^2 - x^2 \geq 0 & \text{on } [-1, 1]. \end{cases} \tag{68}$$

In this case, one can verify the solution $u$ is $u(x) = \frac{x}{2}$. Now we change $f_1$ a little bit near $x = -1$ and 1. Consider $f_2 : [-1, 1] \to \mathbb{R}$ defined by

$$f_2(x) := \begin{cases} x^2 & \text{in } \left[ \frac{1}{2}, 1 \right], \\ -\frac{|x|}{4} + \frac{3}{8} & \text{in } \left[-1, -\frac{1}{2} \right) \cup \left( \frac{1}{2}, 1 \right]. \end{cases}$$

Note that $f_2$ attains its minimum only at $x = 0$. We claim that the solution $u$ to

$$\begin{cases} u(x) + \frac{1}{2} u'(x)^2 - f_2(x) \leq 0 & \text{in } (-1, 1), \\ u(x) + \frac{1}{2} u'(x)^2 - f_2(x) \geq 0 & \text{on } [-1, 1], \end{cases} \tag{69}$$

is not semiconcave.

The following are some observations.

- Near $x = 0$, we have $u' = \sqrt{2(f_2 - u)}$ at the points where $u$ is differentiable, that is, $u' = \sqrt{2(f_2 - u)}$ almost everywhere near $x = 0$. This is because $u > 0$ at every point in $[-1, 1]$ except at $x = 0$. By a similar argument as in the proof of part (2) of Theorem 4.1, we can show $f_2 > u$ in $\left( 0, \frac{1}{2} \right)$ since $f_2' \neq 0$. Moreover, we cannot have $u'(x_0) < 0$ and $u'(x_1) > 0$ for some $x_0 < x_1$. Hence, $u' = \sqrt{2(f_2 - u)} > 0$ almost everywhere in $(-\epsilon, \epsilon)$ for some $\epsilon > 0$. Therefore, $u$ is smooth in $(-\epsilon, \epsilon)$ and $u(x) = \frac{1}{2} x^2$ in $(-\epsilon, \epsilon)$.

- $u' = \sqrt{2(f_2 - u)}$ almost everywhere in $[0, \frac{1}{2})$ and is smooth in $[0, \frac{1}{2})$. Since otherwise, suppose $u' = -\sqrt{2(f_2 - u)}$ at $x_0 \in [0, \frac{1}{2})$. Then, $u(x_0) \leq \frac{1}{2} x_0^2 \leq \frac{1}{8}$. Again, because we cannot have $u'(x_0) < 0$ and $u'(x_1) > 0$ for some $x_0 < x_1$, $u' = -\sqrt{2(f_2 - u)}$ on $[x_0, 1]$. Then, $u(1) < \frac{1}{8}$ and $u'(1) < 0$, which contradicts the fact that $u$ is a supersolution to (69) on $[-1, 1]$.

- $u' = -\sqrt{2(f_2 - u)}$ at some point $x_1 \in \left( \frac{1}{2}, 1 \right]$ where $u$ is differentiable. Suppose otherwise, that is, $u' = \sqrt{2(f_2 - u)}$ at every point where $u$ is differentiable in $\left( \frac{1}{2}, 1 \right]$. By a similar argument as in the proof of part (2) of Theorem 4.1, we can show $f_2 > u$ in $\left( \frac{1}{2}, 1 \right]$ since $f_2' \neq 0$. But if we run $u$ according to $u' = \sqrt{2(f_2 - u)} > 0$ from $x = \frac{1}{2}$, then $u$ and $f_2$ must intersect at some point $x_2 \in \left( \frac{1}{2}, 1 \right]$ as $u \left( \frac{1}{2} \right) = \frac{1}{8}$ and $f(1) = \frac{8}{9}$. This contradicts the fact that $f_2 > u$ in $\left( \frac{1}{2}, 1 \right]$.

- $u' = -\sqrt{2(f_2 - u)}$ at some point $x_1 \in \left( \frac{1}{2}, 1 \right]$ where $u$ is differentiable, $u' = -\sqrt{2(f_2 - u)}$ at every point $x \in [x_1, 1)$ where $u$ is differentiable, i.e., $u$ is smooth near $x = 1$ and $u' = -\sqrt{2(f_2 - u)}$. 

19
Moreover, \( u' \to 0^- \) as \( x \to 1^- \) since otherwise it contradicts the fact that \( u \) is a subsolution on \([-1, 1]\). Near \( x = 1 \), we have

\[
    u'' = \frac{f_2' - u'}{u'} = \frac{1}{4\sqrt{2 \left( -\frac{4}{3} + \frac{2}{3} - u \right)}} - 1 \to +\infty
\]

as \( x \to 1^- \). We can get the same conclusion near \( x = -1 \) by similar arguments.

In summary, for this example, the solution \( u \) is not semiconcave and the semiconcavity constant blows up as \(|x| \to 1\).

A. Appendix

A.1. Existence of the solution to (1).

**Theorem A.1.** Let \( \Omega \subset \mathbb{R}^2 \) be an open, bounded, and connected domain. Let \( H : \overline{\Omega} \times \mathbb{R}^n \to \mathbb{R} \) satisfy (H1). Then there exists a constrained viscosity solution \( u \in C(\overline{\Omega}) \cap W^{1,\infty}(\Omega) \) to (1).

**Proof.** Since \( \Omega \) is bounded, we can deduce from (H1) (or coercivity of \( H \) instead) that \( \max \{ -H(x, p) \} \leq C_1 \) for some constant \( C_1 > 0 \). Similarly, we know there exists a constant \( C_2 > 0 \) such that \( \sup_{x \in \Omega} |H(x, 0)| \leq C_2 \). Again from (H1) (or coercivity of \( H \) instead), we can find a constant \( C_3 > 0 \) such that whenever \( H(x, p) \leq \max\{C_1, C_2\} \) for some \( x \in \Omega \), we have \( |p| \leq C_3 \).

Define \( A := \{ v \in C(\overline{\Omega}) \cap W^{1,\infty}(\Omega) : \|Dv\|_{L^\infty} \leq C_3 \} \) and \( v \) is a viscosity solution to \( v(x) + H(x, Dv) \leq 0 \) in \( \Omega \) and \( u(x) := \sup\{v(x) : v \in A\} \). It is not hard to show \( u \) is a viscosity subsolution to (2) in \( \Omega \). It remains to show \( u \) is a supersolution to (2) on \( \overline{\Omega} \).

Suppose \( u \) is not a supersolution on \( \overline{\Omega} \). Then there exists \( x_0 \in \overline{\Omega} \), \( r > 0 \), and \( \phi \in C^1(\overline{\Omega}) \) such that

\[
    (a) \quad u(x_0) = \phi(x_0),
    \]

\[
    (b) \quad \phi(x_0) + H(x_0, D\phi(x_0)) < 0,
    \]

\[
    (c) \quad -C_2 - 1 \leq \phi(x) < C_1, \quad \forall x \in B(x_0, r) \cap \overline{\Omega},
    \]

\[
    (d) \quad u(x) - \phi(x) \geq |x - x_0|^2, \quad \forall x \in B(x_0, r) \cap \overline{\Omega},
    \]

\[
    (e) \quad \|D\phi(x)\| \leq C_3, \quad \forall x \in B(x_0, r) \cap \overline{\Omega}.
    \]

Moreover, \( u' \to 0^- \) as \( x \to 1^- \) since otherwise it contradicts the fact that \( u \) is a subsolution on \([-1, 1]\). Near \( x = 1 \), we have

\[
    u'' = \frac{f_2' - u'}{u'} = \frac{1}{4\sqrt{2 \left( -\frac{4}{3} + \frac{2}{3} - u \right)}} - 1 \to +\infty
\]

as \( x \to 1^- \). We can get the same conclusion near \( x = -1 \) by similar arguments.

In summary, for this example, the solution \( u \) is not semiconcave and the semiconcavity constant blows up as \(|x| \to 1\).

Hence, \( \phi + \epsilon^2 \) is a subsolution to (2) in \( B(x_0, 2\epsilon) \cap \overline{\Omega} \). From (c) above, \( u(x) > \phi(x) + \epsilon^2 \), \( \forall x \in B(x_0, 2\epsilon) \setminus B(x, \epsilon) \).

Define

\[
    v(x) := \begin{cases} 
    \max\{u(x), \phi(x) + \epsilon^2\}, & \text{if } x \in B(x_0, 2\epsilon) \cap \overline{\Omega}, \\
    u(x), & \text{if } x \in \overline{\Omega} \setminus B(x_0, 2\epsilon). 
    \end{cases} \tag{70}
\]

We see \( v \) is a subsolution to (2) in \( \Omega \), which is larger than \( u \). This contradicts the definition of \( u \) and therefore, \( u \) is a supersolution to (2) on \( \overline{\Omega} \). \( \square \)

A.2. Regularity of minimizing curves.

**Proof of Lemma 2.1** The optimal control formula for the solution \( u \) is

\[
    u(x) = \inf \left\{ \int_0^\infty e^{-s} \left( C_p |\gamma(s)|^q + f(\gamma(s)) \right) ds : \gamma \in AC([0, \infty); \overline{\Omega}), \gamma(0) = x \right\}, \tag{71}
\]

where

\[
    C_p = q^{-1}p^{-\frac{1}{q}} \quad \text{and} \quad \frac{1}{p} + \frac{1}{q} = 1.
\]

Fix \( b > 0 \) such that \( \xi(s) \in \Omega, \forall s \in [0, b] \), and define

\[
    I_b[\gamma] := \int_0^b e^{-s} \left( C_p |\gamma(s)|^q + f(\gamma(s)) \right) ds.
\]

Since \( \xi \) is a minimizer of (24), \( \xi \) is also a minimizer of the problem

\[
    \min \{ I_b[\gamma] : \gamma \in AC([0, b]; \Omega), \gamma(0) = x, \gamma(b) = \xi(b) \}. \tag{72}
\]
Let $\zeta \in C^\infty ([0, b]; \mathbb{R}^n)$ with $\zeta(0) = 0, \zeta(b) = 0$ and $\tau \in \mathbb{R}$. Hence, $\xi(s) + \tau \zeta(s) \in \Omega$, $\forall s \in [0, b]$, for $|\tau|$ small enough.

By calculus of variation, we know
\[
0 = \frac{d}{d\tau} (I[\xi + \tau \zeta]) \bigg|_{\tau=0} = \int_0^b e^{-s} \left( C_p q \left| \dot{\xi}(s) \right|^{q-2} \dot{\xi}(s) \cdot \dot{\zeta}(s) + Df(\xi(s)) \cdot \dot{\zeta}(s) \right) ds,
\]
which is true for any $\zeta \in C^\infty ([0, b]; \mathbb{R}^n)$ with $\zeta(0) = 0, \zeta(b) = 0$.

Therefore,
\[
e^{-t} C_p q \left| \dot{\xi}(t) \right|^{q-2} \dot{\xi}(t) = \int_0^t e^{-s} Df(\xi(s)) ds + \tilde{c}
\]  
for a.e. $t \in [0, b]$.

\forall t \in [0, b]$ and $h > 0$ small, from the optimal control formula of $u(x)$, we have
\[
\frac{e^{-t} u(\xi(t)) - e^{-(t+h)} u(\xi(t+h))}{h} = \frac{1}{h} \int_t^{t+h} e^{-s} C_p \left| \dot{\xi}(s) \right|^q ds.
\]  
Let $\phi \in C^1(\mathbb{R}^n)$ such that $u - \phi$ has a local minimum at $\xi(t)$ and $u(\xi(t)) = \phi(\xi(t))$. Then,
\[
\frac{e^{-t} u(\xi(t)) - e^{-(t+h)} u(\xi(t+h))}{h} \leq \frac{e^{-t} \phi(\xi(t)) - e^{-(t+h)} \phi(\xi(t+h))}{h} 
\]  
\Rightarrow \frac{1}{h} \int_t^{t+h} e^{-s} C_p \left| \dot{\xi}(s) \right|^q ds \leq \frac{e^{-t} \phi(\xi(t)) - e^{-(t+h)} \phi(\xi(t+h))}{h}
\]
Since $\xi$ is differentiable a.e. in $(0, +\infty)$, at the point where $\xi$ is differentiable, let $h \to 0^+$ and get
\[
e^{-t} C_p \left| \dot{\xi}(t) \right|^q \leq e^{-t} \phi(\xi(t)) - e^{-t} D\phi(\xi(t)) \cdot \dot{\xi}(t)
\]  
\Rightarrow C_p \left| \dot{\xi}(t) \right|^q \leq \phi(\xi(t)) - D\phi(\xi(t)) \cdot \dot{\xi}(t).
\]
Since there exists a constant $C > 0$ such that
\[
\|u\|_{L^\infty} + \|Du\|_{L^\infty} \leq C,
\]
we have
\[
\left| \dot{\xi}(t) \right| \leq C + C \left| \dot{\xi}(t) \right|
\]  
for some constant $C > 0$ independent of the curve $\xi$ and time $t$. Since $q \geq 2$, $\|\dot{\xi}\|_{L^\infty} \leq C$ for some constant $C > 0$. This bound is independent of the specific curve $\xi$. Therefore, $\xi$ is Lipschitz.

To see why $\xi$ is $C^1$, note that
\[
D_{\xi} L(x, v) = e^{-t} C_p q |v|^{q-2} v
\]
is injective in $v$. Together with (73), we can show $\xi \in C^1([0, b])$. See Theorem 6.2.5 in [4] for details.

A.3. An example of solving the first-order state-constraint equation in 1D. Let $u$ be the solution to
\[
\begin{cases}
  u(x) + \frac{1}{2} |u'(x)|^2 - f(x) \leq 0 & \text{in } (-1, 1), \\
  u(x) + \frac{1}{2} |u'(x)|^2 - f(x) \geq 0 & \text{on } [-1, 1],
\end{cases}
\]
where $f$ is defined by
\[
f(x) := \begin{cases}
  \left( \frac{|x| - \frac{1}{2}}{2} \right)^2 & \text{in } [-1, -\frac{1}{2}] \cup \left[ \frac{1}{2}, 1 \right], \\
  0 & \text{in } \left( -\frac{1}{2}, \frac{1}{2} \right).
\end{cases}
\]
We solve this equation by deterministic optimal control formula and Euler-Lagrange equation.

**STEP 1. Find the Euler-Lagrange equation.**
According to the optimal control formula for the state-constraint problem,

$$u(x) = \inf \left\{ I[\gamma] := \int_0^\infty e^{-s} \left( \frac{(\dot{\gamma}(s))^2}{2} + f(\gamma(s)) \right) ds \middle| \gamma \in AC([0, \infty); [-1, 1]), \gamma(0) = x \right\}. \quad (80)$$

Let $x_0 \in (-1, 1)$. Suppose a minimizer of (80) with initial data $x_0$ exists and call it $\xi$. Fix $b > 0$ such that $\xi(s) \in (-1, 1), \forall s \in [0, b]$, and define

$$I_b[\xi] := \int_0^b e^{-s} \left( \frac{(\dot{\xi}(s))^2}{2} + f(\xi(s)) \right) ds.$$

Since $\xi$ is a minimizer of (80), $\xi$ is also a minimizer of the problem

$$\min \{ I_b[\gamma]; \gamma \in AC([-1, 1]), \gamma(0) = x_0, \gamma(b) = \gamma(b) \}. \quad (81)$$

Let $\zeta \in C^\infty([-1, 1])$ with $\zeta(0) = 0, \zeta(b) = 0$ and $\tau \in \mathbb{R}$. Hence, $\xi(s) + \tau \zeta(s) \in (-1, 1), \forall s \in [0, b]$, for $|\tau|$ small enough. By calculus of variation,

$$0 = \frac{d}{d\tau} (I[\xi + \tau \zeta]) \bigg|_{\tau=0} = \int_0^b e^{-s} \left( \dot{\zeta}(s) \dot{\xi}(s) + f'(\xi(s)) \zeta(s) \right) ds$$

$$= \int_0^b - \left( e^{-s} \dot{\xi}(s) \right)' \zeta(s) + e^{-s} f'(\xi(s)) \zeta(s) ds$$

$$= \int_0^b \left( \ddot{\xi} + f'(\xi) \right) e^{-s} \zeta ds.$$

Therefore, if $\xi$ is a minimizer of (81), then

$$\begin{cases} \ddot{\xi}(s) = \dot{\xi}(s) + f'(\xi(s)), s \in (0, b), \\ \xi(0) = x_0. \end{cases} \quad (82)$$

Note that we don’t have any info about initial velocity here.

We will instead consider (82) with the initial position $x_0$ and the initial velocity $y_0$ (to be determined), i.e,

$$\begin{cases} \ddot{\xi}(s) = \dot{\xi}(s) + f'(\xi(s)), s \in (0, b), \\ \xi(0) = x_0, \\ \dot{\xi}(0) = y_0. \end{cases} \quad (83)$$

Change notations by letting $x(s) = \xi(s)$ and $y(s) = \dot{\xi}(s)$. Then (83) becomes

$$\begin{cases} \ddot{x}(s) = y(s), \\ \dot{y}(s) = y(s) + f'(x(s)), \\ x(0) = x_0, \\ y(0) = y_0. \end{cases} \quad (84)$$

**STEP 2.** Solve the Euler-Lagrange equation to get the formula for $\xi$ and compute the cost function value $I[\xi]$.

1. Suppose $x_0 \in [-\frac{1}{2}, \frac{1}{2}]$. We can choose $\xi(s) \equiv x_0$. Then $I[\xi] = 0$ and hence $\xi \equiv x_0$ is a minimizing curve. Thus, $u(x) = 0$ for $x \in [-\frac{1}{2}, \frac{1}{2}]$.

2. Suppose $x_0 \in (\frac{1}{2}, 1]$. We need to solve the Euler-Lagrange equation.
If \( x(s) \in \left[ \frac{1}{2}, 1 \right] \), we have
\[
\begin{align*}
\dot{x}(s) &= y(s), \\
\dot{y}(s) &= y(s) + 2 \left( x(s) - \frac{1}{2} \right), \\
x(0) &= x_0, \\
y(0) &= y_0,
\end{align*}
\]
\[
\implies \begin{cases}
x(s) = \frac{1}{2} + \left( \frac{x_0}{3} + \frac{y_0}{3} - \frac{1}{6} \right) e^{2t} + \left( \frac{2}{3} x_0 - \frac{1}{3} y_0 - \frac{1}{3} \right) e^{-t}, \\
y(s) = 2 \left( \frac{x_0}{3} + \frac{y_0}{3} - \frac{1}{6} \right) e^{2t} - \left( \frac{2}{3} x_0 - \frac{1}{3} y_0 - \frac{1}{3} \right) e^{-t}.
\end{cases}
\]

To simplify the expression, we let
\[
A := \frac{x_0}{3} + \frac{y_0}{3} - \frac{1}{6}, \\
B := \frac{2}{3} x_0 - \frac{1}{3} y_0 - \frac{1}{3},
\]
and then
\[
\begin{cases}
x(s) = \frac{1}{2} + A e^{2t} + B e^{-t}, \\
y(s) = 2 A e^{2t} - B e^{-t}.
\end{cases}
\]

Set \( x(t) = \frac{1}{2} \) and we can try to solve for the time \( t_+ \) when the position is at \( x = \frac{1}{2} \):
\[
\frac{1}{2} + A e^{2t} + B e^{-t} = \frac{1}{2},
\]
\[
\implies t_+ = \frac{1}{3} \log \left( \frac{-B}{A} \right).
\]

\( t_+ \) may or may not exist, depending on whether \( -\frac{B}{A} \) is positive or not. We break into four cases according to the initial velocity \( y_0 \) as follows.

(a) Suppose \( t_+ \) exists. \( -\frac{B}{A} > 0, y_0 < 0 \Rightarrow A < 0 \Rightarrow y_0 < \frac{1 - 2x_0}{2} \). In this case, after the curve reaches \( x = \frac{1}{2} \), we will let the curve stay at \( x = \frac{1}{2} \) to minimize the cost.

\[
I[\xi] = \int_0^\infty e^{-s} \left( \frac{y(s)^2}{2} + \left( x(s) - \frac{1}{2} \right)^2 \right) ds
\]
\[
= \int_0^\infty e^{-s} \left( \frac{(2 A e^{2s} - B e^{-s})^2}{2} + (A e^{2s} + B e^{-s})^2 \right) ds
\]
\[
= \int_0^{t_+} 3A^2 e^{3s} + \frac{3}{2} B^2 e^{-3s} ds
\]
\[
= A^2 e^{3s} - \frac{B^2}{2} e^{-3s} \bigg|_0^{t_+} - \frac{x_0 y_0}{2} + \frac{1}{4} y_0
\]
\[
\implies \frac{\partial I[\xi]}{\partial y_0} = -\frac{x_0}{2} + \frac{1}{4} < 0.
\]

Therefore, \( I[\xi] \) is decreasing with respect to \( y_0 \) when \( y_0 < \frac{1 - 2x_0}{2} \).
(b) Suppose $A = 0$, i.e., $y_0 = \frac{1 - 2x_0}{2}$. We have
\[
\begin{align*}
  x(s) &= \frac{1}{2} + \left(x_0 - \frac{1}{2}\right) e^{-s}, \\
  y(s) &= -\left(x_0 - \frac{1}{2}\right) e^{-s}.
\end{align*}
\]
As we can see here, the curve never reaches $x = \frac{1}{2}$. Compute the cost function
\[
I[\xi] = \int_0^\infty e^{-s} \left(\frac{(x_0 - \frac{1}{2})^2 e^{-2s}}{2} + (x_0 - \frac{1}{2})^2 e^{-2s}\right) ds
\]
\[
= \frac{1}{2} x_0^2 - \frac{1}{2} x_0 + \frac{1}{8}.
\]
(c) Suppose $A > 0$, $B \geq 0$, i.e., $\frac{1 - 2x_0}{2} < y_0 \leq 2x_0 - 1$. We claim that in this case we can always find a curve $\gamma$ that $I[\gamma] < I[\xi]$. If we start at $x_0 \in (\frac{2}{3}, 1)$ and evolve according to the Euler-Lagrange equation, the velocity $\dot{\xi}(s) = y(s)$ may change sign as time goes, for instance, from negative to positive. We can consider another curve $\gamma(s)$ such that $\gamma(0) = x_0$ and $\dot{\gamma}(s) = -|\dot{\xi}(s)|$ for $s \in \{s \in [0, \infty) : \xi(s) = x(s) < 1\}$ and stay at $x = \frac{1}{2}$ once the curve $\gamma(s) = \frac{1}{2}$. If $\xi$ arrives at 1 before $\gamma$ hits $\frac{1}{2}$, there are two possibilities for $\xi$ afterwards. The first possibility is that $\xi$ can stay at 1. Then we can choose $\gamma$ so that $\frac{\dot{\gamma}(s)^2}{2} + (\gamma(s) - \frac{1}{2})^2 < \frac{\dot{\xi}(s)^2}{2}$ to make $I[\gamma] < I[\xi]$. The second possibility is that $\xi$ can move away from 1. Then the strategy is like before, namely that we choose $\dot{\gamma}(s) = -|\dot{\xi}(s)|$ to get $I[\gamma] < I[\xi]$.

If we start at $x_0 = 1$, we can choose to stay at $x = 1$, i.e., $\gamma(s) \equiv 1$. Then $I[\gamma] = \frac{1}{4}$. If we choose $y_0 = \frac{1 - 2x_0}{2}$ as in the Case (b), $I[\xi] = \frac{1}{8}$.

(d) Suppose $y_0 > 2x_0 - 1$. In this case, $A > 0$, $B < 0$, and $y(s) = 2A e^{2s} - B e^{-s} > 0$. Hence, the curve $\xi$ will run towards $x = 1$. Again, the strategy is to make $\dot{\gamma}(s) = -\dot{\xi}(s)$ and the argument is similar to that in the Case (c).

In summary, the minimizing curve is $\xi(s) = \frac{1}{2} + \left(x_0 - \frac{1}{2}\right) e^{-s}$, which is the solution to the Euler-Lagrange equations with the initial velocity $y_0 = \frac{1 - 2x_0}{2}$. Hence, $u(x) = \frac{1}{2} x^2 - \frac{1}{2} x + \frac{1}{8}$ for $x \in (\frac{1}{2}, 1]$.

(3) Suppose $x_0 \in [-1, -\frac{1}{2}]$. If $x(s) \in [-1, -\frac{1}{2}]$, we have
\[
\begin{align*}
  \dot{x}(s) &= y(s), \\
  \dot{y}(s) &= y(s) + 2 \left(x(s) + \frac{1}{2}\right), \\
  x(0) &= x_0, \\
  y(0) &= y_0,
\end{align*}
\]
\[
\Rightarrow
\begin{align*}
  x(s) &= -\frac{1}{2} + \left(\frac{x_0}{3} + \frac{y_0}{3} + \frac{1}{6}\right) e^{2t} + \left(\frac{2}{3} x_0 - \frac{1}{3} y_0 + \frac{1}{3}\right) e^{-t}, \\
  y(s) &= 2 \left(\frac{x_0}{3} + \frac{y_0}{3} + \frac{1}{6}\right) e^{2t} - \left(\frac{2}{3} x_0 - \frac{1}{3} y_0 + \frac{1}{3}\right) e^{-t}.
\end{align*}
\]
Similarly, we can show the minimizing curve is $\xi(s) = -\frac{1}{2} + \left(x_0 + \frac{1}{2}\right) e^{-s}$ and $u(x) = \frac{1}{2} x^2 + \frac{1}{2} x + \frac{1}{8}$ for $x \in [-1, -\frac{1}{2}]$. 


Therefore,

$$u(x) := \begin{cases} 
\frac{1}{2} \left( |x| - \frac{1}{2} \right)^2 & \text{in } [-1, -\frac{1}{2}] \cup \left[ \frac{1}{2}, 1 \right] \\
0 & \text{in } \left( -\frac{1}{2}, \frac{1}{2} \right). 
\end{cases}$$
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