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Abstract. In this paper, we give an improved Morse index bound of minimal hypersurfaces from Almgren-Pitts min-max construction in any closed Riemannian manifold $M^{n+1}$ ($n + 1 \geq 3$), which generalizes a result by X. Zhou [Zho19] for $3 \leq n + 1 \leq 7$. The novel techniques are the construction of hierarchical deformations and the restrictive min-max theory. These techniques do not rely on bumpy metrics, and thus could be adapted to many other min-max settings.

1. Introduction

The Almgren-Pitts min-max construction in search of minimal hypersurfaces originated from the work of F.J. Almgren Jr. [Alm62, Alm65] and J. Pitts [Pit81] (using a deep regularity result in higher dimensions by Schoen-Simon [SS81]), greatly developed by F.C. Marques and A. Neves [MN14, MN16a, MN17, MN18] turns out to be a fruitful theory in solving a variety of problems in Riemannian geometry.

One of the most exciting applications of this theory is the confirmation of Yau’s conjecture, which, roughly speaking, asserts the existence of infinitely many minimal hypersurfaces in any closed manifold. For (Baire) generic metrics, the conjecture was proved by Irie-Marques-Neves [IMN18] ($3 \leq n + 1 \leq 7$) and the author [Li19] ($n + 1 \geq 8$), using Weyl law developed by Liokumovich-Marques-Neves [LMN18]. In fact, the former result also revealed the denseness of minimal hypersurfaces, and later, Marques-Neves-Song [MNS17] gave a quantified version this, i.e., equidistribution of a sequence of minimal hypersurfaces. The general case was finally resolved by A. Song [Son18] ($3 \leq n + 1 \leq 7$) by localizing the method in [MN17] to the “Core” manifold of a given manifold.

From the point of view of Morse theory, it is also important to study the geometric information, such as the Morse index and the multiplicity, of critical points of the area functional obtained from the min-max construction. The first result on the Morse index estimate was obtained by Marques-Neves [MN16a] ($3 \leq n + 1 \leq 7$), in which they proved the upper bound is given by the dimension of the homology class detected in the min-max process. In the same paper, they also proved the multiplicity one conjecture for 1-parameter sweepouts. Recently, X. Zhou [Zho19] confirmed the multiplicity one conjecture in multi-parameter cases ($3 \leq n + 1 \leq 7$). These results together with B. Sharp’s compactness theory [Sha15] imply an improved Morse Index Bound.

**Theorem 1** ([Zho19, (improved) Theorem C]). Given a closed manifold $M^{n+1}$ ($3 \leq n + 1 \leq 7$), there exists a sequence of integral varifolds $V_p$ each of whose support...
is a disjoint union of smooth, connected, closed, embedded, minimal hypersurfaces 
\( \{ \Sigma^1_p, \cdots, \Sigma^l_p \} \) with multiplicities \( \{ m^p_i \} \subset \mathbb{N}^+ \), such that

\[
(1) \quad \omega_p(M, g) = \sum_{i=1}^{l_p} m^p_i \cdot \text{area}_g(\Sigma^p_i),
\]

is the volume spectrum with sublinear growth, and the components with multiplicity 
\( m^p_i > 1 \) are degenerately stable, while

\[
(2) \quad \sum_{i : m^p_i = 1} \text{index}(\Sigma^p_i) \leq p.
\]

In the generic case, combined with the multiplicity one conjecture, Marques-Neves [MN18] leads to:

**Theorem 2** ([MN18, Theorem 8.4]). If \( g \) is a bumpy (\( C^\infty \)-generic) metric on a closed manifold \( M^{n+1} \) (\( 3 \leq n + 1 \leq 7 \)), then the \( m^p_i \)'s in the previous theorem are all 1. Moreover, the Morse index inequality will be an identity, i.e.,

\[
(3) \quad \sum_i \text{index}(\Sigma^p_i) = p.
\]

Note that the Morse index results above relies on the application of B. White’s bumpy metrics [Whi91] in order to bypass all the minimal hypersurfaces with large Morse index, so the lack of desirable bumpy metrics could invalidate the direct application of the existing methods. In a recent paper [Son19], A. Song overcame this difficulty for 1-parameter sweepouts in non-compact setting by constructing 2-step deformations to establish Morse index estimates and the multiplicity one theorem. Inspired by his result, we will construct hierarchical deformations for multi-parameter sweepouts, which could be viewed as an adaption of [MN16a, Deformation Theorem A] to the general metric setting (Theorem 10). With these deformations, we are able to prove the Morse index bound in higher dimensions.

**Theorem 3** (Morse Index Bound). Suppose that \( (M^{n+1}, g) \) is a closed Riemannian manifold with \( n + 1 \geq 3 \). Then for any \( p \in \mathbb{N}^+ \), there exists a stationary, integral varifold \( V \) with \( \text{spt}(V) = \Sigma \) such that

- \( \| V \|(M) = \omega_p(M, g) \);
- \( \text{index}(\Sigma) \leq p \);
- \( \Sigma \) is a minimal hypersurface with optimal regularity, i.e., \( \mathcal{H}^s(\text{sing}(\Sigma)) = 0, \forall s > n - 7 \). In particular, when \( n \leq 6 \), \( \Sigma \) is smooth.

**Remark 1.** An alternative proof was obtained concurrently by A. Dey in [Dey19a], where he made a comparison of the Almgren-Pitts min-max theory and the Allen-Cahn min-max theory. Using the existing upper bound in the Allen-Cahn setting [Gas17], he was also able to conclude the same result in the Almgren-Pitts setting.

**Remark 2.** As one will see in the following, our method does not rely on the existence of bumpy metrics, or even the objects in search being minimal hypersurfaces. In principle, with a little modification, the same Morse index upper bound could be obtained for CMC hypersurfaces, PMC hypersurfaces, free-boundary minimal hypersurfaces, non-compact ambient manifold, etc.
In our first Morse index bound theorem, the multiplicities do not play a role in the estimates. To capture this information, we will construct a sequence of $c$-CMC hypersurfaces to approximate a minimal hypersurface realizing the volume spectrum. Hence, we will introduce a restrictive min-max theory to make such a construction possible.

**Theorem 4** (Improved Morse Index Bound). Suppose that $(M^{n+1}, g)$ is a closed Riemannian manifold with $n + 1 \geq 3$. Then for any $p \in \mathbb{N}^+$, there exists a stationary, integral varifold $V$, whose support is a disjoint union of connected minimal hypersurfaces with optimal regularity $\{\Sigma_i\}_{i=1}^{d_p}$ with multiplicities $\{m_i\}$ such that

- $\|V\|(M) = \sum_{i=1}^{d_p} m_i \cdot \text{area}_g(\Sigma_i) = \omega_p(M, g);$  
- Every $\Sigma_i$ with $m_i \geq 3$ is stable;  
- $\sum_{m_i \leq 2} \text{index}(\Sigma_i) \leq p$.

**Remark 3.** Compared with Theorem 1, the last two bullets do not seem sharp. One would expect that the multiplicity 2 minimal hypersurfaces should also be stable as well.

**Corollary 1** (Multiplicity 2 for positive Ricci curvature). Suppose that $(M^{n+1}, g)$ ($n + 1 \geq 3$) is a closed Riemannian manifold with positive Ricci curvature. Then for any $p \in \mathbb{N}^+$, there exists a stationary, integral varifold $V$, whose support is a connected minimal hypersurfaces with optimal regularity $\Sigma$ with multiplicities $m \leq 2$, such that

- $\|V\|(M) = m \cdot \text{area}_g(\Sigma) = \omega_p(M, g);$  
- $\text{index}(\Sigma) \leq p$.

**Remark 4.** When $n + 1 \leq 7$ or $p = 1$, the multiplicity has been proved to be 1 (See [Zho19], [Ram19], [Bel20]). We also expect this holds in the general case as well.

The main techniques to prove these results, as mentioned before, are the restrictive min-max theory and the construction of hierarchical deformations.

In Section 2, after revisiting the Almgren-Pitts min-max theory and X. Zhou’s $(X, Z)$-homotopy min-max theory, we introduce the restrictive min-max theory.

In Section 3, we revisit the definition of $k$-unstability introduced by Marques-Neves [MN16a], which can be viewed as a generalization of the Morse index.

In Section 4, we construct hierarchical deformations for multi-parameter sweep-outs in the Almgren-Pitts setting and prove the Morse index bound. Roughly speaking, the deformations to perturb away minimal hypersurfaces with large Morse indices could not be constructed in one step. Instead, we construct a deformation on 0-cells, then 1-cells, 2-cells and etc. The difficulty herein is restartability, which requires us to keep track of and moderate the previous deformations properly.

In Section 5, we apply our restrictive min-max theory to construct $c$-CMC hypersurfaces approximating a $p$-width minimal hypersurface. The approximation will imply the improved Morse index bound.
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2. Min-max Theories

We first list some notations in geometric measure theory and Almgren-Pitts’ min-max theory. Interested readers could refer to [Sim84] and [Pit81].

- \( \nu \): a metric on the flat chain space, and usually, we take \( \nu = \mathcal{F}, \mathbf{F} \) or \( \mathbf{M} \) (See the definitions in [Pit81]);
- \( \mathbf{I}_k(M^{n+1}; \nu; \mathbb{Z}_2) \): the space of \( k \)-dimensional modulo 2 flat chains in \( M \) with metric \( \nu \). If \( \nu = \mathcal{F}, \mathbf{F} \), we will simply put it as \( \mathbf{I}_k(M^{n+1}; \mathbb{Z}_2) \);
- \( \mathcal{Z}_k(M^{n+1}; \nu; \mathbb{Z}_2) \): the connected component containing 0 of the space of \( k \)-dimensional modulo 2 flat cycles in \( M \) with \( \nu \) metric. If \( \nu = \mathcal{F}, \mathbf{F} \), we will simply put it as \( \mathcal{Z}_k(M^{n+1}; \mathbb{Z}_2) \);
- \( \mathbb{Z}^n \): the subspace \( \{ T \in \mathcal{Z}_n(M^{n+1}; \mathbf{F}; \mathbb{Z}_2); \mathbf{M}(T) < a \} \);
- \( \mathcal{CV}_n(M) \): the space of \( n \)-dimensional integral varifolds in \( M \) endowed with \( \mathbf{F} \) metric;
- \( \mathcal{V}_n(M) \): the closure of \( \mathcal{CV}_n(M) \) in the whole space of varifolds;
- \( |V| \): the associated Radon measure on \( M \) for \( V \in \mathcal{V}_n(M) \);
- \( I(1, n) \): the cell complex on the unit interval \( I \) whose 1-cells are the intervals \([0, 1 - 3^{-n}], [1 - 3^{-n}, 2 - 3^{-n}], \ldots, [1 - 3^{-n}, 1]\), and whose 0-cells are the endpoints \([0, 3^{-n}], [2 - 3^{-n}], \ldots, 1]\);
- \( I(m, n) \): the cell complex on \( I^m \), i.e., \( I(1, n)^m \otimes = I(1, n) \otimes I(1, n) \otimes \cdots \otimes I(1, n) \);
- \( \mathcal{C}(M) \): the space of Cacciopoli sets in \( M \), i.e., subsets of \( M \) with finite perimeter.

2.1. Almgren Min-Max Theory for Minimal Hypersurfaces. It is well known that minimal hypersurfaces are critical points of the area functional and thus, it is natural to apply the Morse theory in the space of “all” closed hypersurfaces i.e., \( \mathcal{Z}_n(M^{n+1}; \mathbb{Z}_2) \), in search of these critical points.

In 1962, Almgren in his thesis [Alm62] proved the following natural isomorphism:

\[
\pi_k(\mathcal{Z}_n(M^{n+1}; \mathbb{Z}_2), 0) \cong H_{k+n}(M^{n+1}; \mathbb{Z}_2),
\]

and later, it was shown that \( \mathcal{Z}_n(M^{n+1}; \mathbb{Z}_2) \) is weakly homotopic to \( \mathbb{RP}^\infty \) ([MN16b], Section 4). Hence, the space has nontrivial topology, which makes the Morse theory possible. Let’s denote the generator of \( H^1(\mathcal{Z}_n(M^{n+1}; \mathbb{Z}_2); \mathbb{Z}_2) \) by \( \lambda \).

**Definition 1** ([Pit81], [Li19]). Given a Riemannian manifold \((M^{n+1}, g)\), for any \( m \in \mathbb{N}^+ \), a continuous map \( \Phi : X \to \mathcal{Z}_n(M^{n+1}; \mathbf{F}; \mathbb{Z}_2) \) is called a p-sweepout, provided that \( X \) is a cubic subcomplex of \( I(2p + 1, q) \) \((q \geq 1)\) and \( \Phi^*(\lambda^p) \neq 0 \). In addition, the set of all p-sweepouts is called the p-admissible set \( \mathcal{P}_p = \mathcal{P}_p(M, g) \) on \( M \).

**Definition 2.** The (min-max) p-width \( \omega_p(M, g) \) is

\[
\omega_p(M, g) := \inf_{\Phi \in \mathcal{P}_p} \sup X(M(\Phi(x))).
\]

**Definition 3.** A min-max sequence of \( \mathcal{P}_p \) is a sequence of p-sweepouts

\[
S = \{ \Phi_i \}_{i=1}^\infty \subset \mathcal{P}_p,
\]
with
\begin{equation}
\lim_{i \to \infty} \sup_{x} M(\Phi_i(x)) = \omega_p(M, g).
\end{equation}

Its critical set is
\begin{equation}
C(S) = \{ V \in V_n(M) \| V \|(M) = \omega_p(M, g) \text{ and } V = \lim_j |\Phi_j(x_j)| \}. 
\end{equation}

Note that the definition of $P_p$ seems more restrictive than those in the literatures [Gro03], [Gut09], [MN17], but in fact, one can prove that the $\omega_p$ defined here coincide with those in the literatures (See [Li19]).

**Theorem 5** (Min-max theorem for $p$-width, [Li19, Corollary 3.2]). Given a Riemannian manifold $(M^{n+1}, g)$, for each $p \in \mathbb{N}$ and any min-max sequence $S$ of $P_p$, there exists a minimal hypersurfaces with optimal regularity $V \in C(S)$, with the property $(2p + 1)$ (See [Li19, Lemma 3.2]) and $\|V\|(M) = \omega_p(M, g)$.

**Remark 5.** A minimal hypersurface with optimal regularity here means that it is a $n$-dimensional stationary varifold whose singular set has Hausdorff codimension no less than 7. In particular, for $3 \leq n + 1 \leq 7$, its support is a union of smooth minimal hypersurfaces.

Here, the proper $(m)$ is taken from the proof in Pitts’ combinatorial arguments [Pit81, Proposition 4.9], which turns out to be helpful in proving the compactness [Li19].

**Definition 4.** A varifold $V$ is said to have the property $(m)$, provided that for any point $p \in M$ and $I_m = 5^m$ concentric annuli $A_0(p, r_i - s_i, r_i + s_i)$ where $\{r_i\}$ and $\{s_i\}$ satisfy
\begin{align}
r_i - 2s_i &> 10(r_{i+1} + 2s_{i+1}), i = 1, \ldots, I_m - 1 \\
r_{I_m} - 2s_{I_m} &> 0,
\end{align}
$V$ is almost minimizing [Pit81, Definition 3.1] in at least one of $A_0(p, r_i - s_i, r_i + s_i)$.

**Definition 5.** The Almgren-Pitts Realization of $p$-width, denoted by $\text{APR}_p$, is defined to be the set of all the varifolds $V$ satisfying
- $\|V\|(M) = \omega_p(M, g)$;
- $V$ is a minimal hypersurface with optimal regularity;
- $V$ has property $(2p + 1)$.

The min-max theorem above guarantees that $\text{APR}_p \neq \emptyset$.

**Remark 6.** By [Li19, Proposition 3.1], $\text{APR}_p$ is a compact set.

In general, we can define an $m$-parameter $F$-homotopy family $\Pi$ whose elements are maps with domains as a subcomplex of $I(m, k)$.

**Definition 6.** We call a set $\Pi$ of continuous maps from finite dimensional simplicial complexes to $Z_n(M^{n+1}; F; \mathbb{Z}_2)$ an $m$-parameter $F$-homotopy family if the following properties hold.
- For any $\Phi \in \Pi$, $X = \text{dmm}(\Phi)$ is a subcomplex of $I(m, k)$ for some $k \in \mathbb{N}^+$.
- For any $\Phi \in \Pi$, every continuous $\Phi' : \text{dmm}(\Phi) \to Z_n(M^{n+1}; F; \mathbb{Z}_2)$ homotopic to $\Phi$ in the $F$ topology also lies in $\Pi$. 
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Remark 7. Note that here we impose a stronger continuity assumption on the homotopy map than that in [Li19, Definition 2.2].

Definition 7. The **min-max width** of $\Pi$ is
\begin{equation}
L(\Pi) = \inf_{\Phi \in \Pi} \sup_{x \in \text{dmn}(\Phi)} M(\Phi(x)).
\end{equation}

Definition 8. A **min-max sequence** of $\Pi$ is a sequence
\begin{equation}
S = \{\Phi_i\}_{i=1}^{\infty} \subset \Pi,
\end{equation}
with
\begin{equation}
\lim_{i \to \infty} \sup_x M(\Phi_i(x)) = L(\Pi).
\end{equation}

Its **critical set** is
\begin{equation}
C(S) = \{V \in \mathcal{V}_n(M) \mid \|V\|(M) = L(\Pi) \text{ and } V = \lim_j |\Phi_i(x_j)|\}.
\end{equation}

Theorem 6 (Min-max theorem for $\Pi$). If $\Pi$ is a $m$-parameter $F$-homotopy family, $L(\Pi) > 0$, and $S$ is a min-max sequence of $\Pi$, then there exists a minimal hypersurfaces with optimal regularity $V \in C(S)$ with the property (m) and $\|V\|(M) = L(\Pi)$.

For completeness, we sketch the proof for these Min-max theorems. The details can be found in [Pit81] and [MN18].

**Sketch of proof.** Let $S = \{\Phi_i\}$. All the varifolds in the critical set $C(S)$ have the same volume, i.e., the min-max width. However, some varifolds might not be stationary or with optimal regularity. Thus, the main goal is to perturb away the "bad" varifolds by constructing homotopic deformations.

**Step 1: Pull tight.**

For each non-stationary varifold $V \in \mathcal{V}_n(M)$, we can choose the dual vector field of $\delta V$ which will decrease its volume rapidly. If we "combine" these vector fields on $\mathcal{V}_n(M)$ using a partition of unity, we will obtain a continuous deformation as the induced flow on $\mathcal{V}_n(M)$ in the $F$-topology, which can be pulled back to the cycle space with $F$ metric under the map $T \to |T|$. For any $\Phi_i \in S$, the deformation induces a homotopy map
\begin{equation}
H_i^{(1)} : [0, 1] \times \text{dmn}(\Phi_i) \to \mathcal{Z}_n(M; F; \mathbb{Z}_2),
\end{equation}
such that $H_i^{(1)}(0) = \Phi_i$.

Let $S^* = \{\Psi_i := H_i^{(1)}(1)\}$. We can check that it is a min-max sequence with $C(S^*) \subset C(S)$ and every $V \in C(S^*)$ is stationary. It is also worthy to note that $\sup_{t,x} M(H_i^{(1)}(t, x)) \leq \sup_x M(\Phi_i(x))$.

**Step 2: Discretization.**

By [MN18, Proposition 3.7], for each $\Psi_i : X_i \to \mathcal{Z}_n(M; F; \mathbb{Z}_2)$ and any $\delta_i > 0$, we can deform $\Psi_i$ to a continuous map $\Psi_i' : X_i \to \mathcal{Z}_n(M; M; \mathbb{Z}_2)$ along a homotopy
\begin{equation}
H_i^{(2)} : [0, 1] \times X_i \to \mathcal{Z}_n(M; F; \mathbb{Z}_2),
\end{equation}
with $H_i^{(2)}(0) = \Psi_i$ and $H_i^{(2)}(1) = \Psi_i'$, such that
\begin{equation}
\sup_{t,x} F(H_i^{(2)}(t, x), \Psi_i(x)) < \delta_i.
\end{equation}
Thus, we always have $\sup_{t,x} \mathcal{M}(H_i^{(2)}(t,x)) \leq \sup_x \mathcal{M}(\Psi_i(x)) + \delta_i$. If $\delta_i \to 0$, it follows immediately that $S' := \{\Psi_i\}$ is a min-max sequence with

$$C(S') = C(S^*).$$

Following the proof of [MN16a, Theorem 3.8] (See also [Li19, Lemma 3.2]), we can find a family of discrete sweepouts to approximate $S'$. More precisely, for each $\Psi_i \in S'$ with $X_i := \text{dnn}(\Psi_i) \subset I(m, n_i)$, we can take $N_i > n_i$ large enough and define a discrete sweepout

$$\psi_i := \Psi_i|_{X_i \cap I(m, N_i)_0},$$

such that the fineness

$$f(\psi_i) := \sup_{x,y \in I(m, N_i)_0} |\psi_i(x) - \psi_i(y)| \cdot 3^{N_i} \cdot d_0(x, y) < (\delta_i)^2,$$

where $d_0$ is the Manhattan metric.

Now, since $C(\{\psi_i\}) \subset C(S')$, it suffices to show that there exists $V$ in $C(\{\psi_i\})$ with optimal regularity and property $(m)$.

**Step 3: Interpolation.**

We will only show the property $(m)$, since the optimal regularity can be proved similarly using compactness theorems in [SS81].

Let’s argue by contradiction and suppose that there exists $\varepsilon_0 > 0$ with the following property.

For any $V$ in $C(S)$ and any $\delta > 0$, there exists $I_m = 5^m$ concentric annuli, such that any current whose associated varifold is in $B^F(V, \varepsilon_0)$, has an $(\varepsilon_0, \delta)$-deformation [MN18, Definition 4.1] in each concentric annuli. Roughly speaking, an $(\varepsilon_0, \delta)$-deformation means that the mass increases by at most $\delta$ along a (discrete) homotopy, but decreases by at least $\varepsilon_0$ eventually.

We've chosen $I_m = 5^m$ large enough with the following combinatorial property. For each $x \in X_i \cap I(m, N_i)_0$, we can associate it with an annulus in the concentric annuli for $\psi_i(x)$, such that, for any nearby $x, y$, the two annuli chosen for $\psi_i(x)$ and $\psi_i(y)$ respectively will not intersect. Thus, we could construct a deformation $h_i$ along which $\sup_x \mathcal{M}(\psi_i(x))$ increases by at most $(\delta_i)^2$, but eventually decreases by at least $3\varepsilon_0/4$.

Now, it follows from [MN17, Theorem 3.10] that for $i$ large enough, we can apply the Almgren’s interpolation to $\psi_i$ and the deformation $h_i$ we just constructed, to obtain a continuous sweepout $\bar{\Psi}_i$ and a homotopy $\bar{H}_i^{(4)}$, where $\bar{\Psi}_i$ can be deformed from $\Psi_i$ via a homotopy $\bar{H}_i^{(3)}$. It’s worthy to note that for $i$ large enough, i.e., $\delta_i$ small enough, $H_i^{(3)}$ and $H_i^{(4)}$ will not increase $\sup_x \mathcal{M}(\Psi_i(x))$ by more than $\delta_i$.

In summary, when $\delta_i$ is chosen even smaller (e.g. $100\delta_i < \varepsilon_0$), we can concatenate $H_i^{(1)}$, $H_i^{(2)}$, $H_i^{(3)}$ and $H_i^{(4)}$, and obtain a new sweepout denoted by $\tilde{\Psi}_i$ homotopic to $\Phi_i$ with

$$\lim_{i \to \infty} \sup_x \mathcal{M}(\tilde{\Psi}_i(x)) < \lim_{i \to \infty} \sup_x \mathcal{M}(\Phi_i(x)) - \varepsilon_0/2,$$

contradicting to the fact that $\{\Phi_i\}$ is a min-max sequence. Hence, there exits a $V$ with the property $(m)$.

□
2.2. \((X, Z)\)-homotopy Class and \(c\)-CMC Hypersurfaces. Here, we revisit the \((X, Z)\)-homotopy class introduced by X. Zhou in [Zho19].

On \(\mathcal{C}(M)\), we will define the \(F\)-metric to be
\[
F(\Omega_1, \Omega_2) = F(\Omega_1 - \Omega_2) + F(|\partial \Omega_1|, |\partial \Omega_2|).
\]

For a constant \(c > 0\), let’s define the weighted area functional \(A^c : \mathcal{C}(M) \to \mathbb{R}\) to be
\[
A^c(\Omega) = H^n(\partial \Omega) - cH^{n+1}(\Omega).
\]

The first variational formula of \(A^c\) along a smooth vector field \(Y \in X(M)\) is
\[
\delta A^c(\Omega)(Y) = \int_{\partial \Omega} \text{div}_{\partial \Omega} Y d\mu_{\partial \Omega} - \int_{\partial \Omega} c(Y, \nu) d\mu_{\partial \Omega},
\]
where \(\nu = \nu_{\partial \Omega}\) is the outward unit normal on \(\partial \Omega\). It follows that the smooth part of the boundary of a critical point is in fact a hypersurface with constant mean curvature \(c\), i.e., \(c\)-CMC hypersurface.

Its second variational formula for \(\Omega\) along \(Y = \varphi \nu\) is the same as that of the usual area functional for \(\Sigma = \partial \Omega\), i.e.,
\[
\delta^2 A^c(\Omega)(Y, Y) = I_{\Sigma}(\varphi, \varphi) = \int_\Sigma (|\nabla \varphi|^2 - (\text{Ric}^\mathcal{M}(\nu, \nu) + |\nabla c|^2) \varphi^2).
\]

**Definition 9** ([Zho19, Definition 1.1]). Given a pair \((X, Z)\), where \(Z\) is a subcomplex of \(X\), and \(\Phi_0 : X \to (\mathcal{C}(M), F)\), we define the \((X, Z)\)-homotopy class of \(\Phi_0\), denoted by \(\Pi(\Phi_0)\), to be the set of all sequences of maps \(\{\Phi_i : X \to (\mathcal{C}(M), F)\}\) satisfying the following conditions:

1. Each \(\Phi_i\) is homotopic to \(\Phi_0\) in the \(F\)-topology on \(\mathcal{C}(M)\);
2. The homotopy \(H_i : [0, 1] \times X \to (\mathcal{C}(M), F)\) associated with \(\Phi_i\) satisfies
\[
\lim_{i \to \infty} \sup_{x \in Z} \sup_{t \in [0, 1]} \langle F(H(t, x), \Phi_0(x)) : t \in [0, 1], x \in Z \rangle = 0.
\]

Here, each \(\{\Phi_i\}_{i \in \mathbb{N}}\) is called a \((X, Z)\)-homotopy sequence of mappings into \(\mathcal{C}(M)\).

**Definition 10.** The \(c\)-width of \(\Pi(\Phi_0)\) is defined by:
\[
L^c(\Pi(\Phi_0)) = \inf_{\{\Phi_i\} \in \Pi(\Phi_0)} \limsup_{i \to \infty} \limsup_{x \in X} \{A^c(\Phi_i(x))\}.
\]

**Definition 11.** A min-max sequence of \(\Pi(\Phi_0)\) is a sequence
\[
S = \{\Phi_i\}_{i = 1}^\infty \in \Pi(\Phi_0),
\]
with
\[
\lim_{i \to \infty} L^c(\Phi_i) = L^c(\Pi(\Phi_0)).
\]

Its critical set is
\[
C(S) = \{V \in V_n(M) | V = \lim_j |\Phi_{i_j}(x_j)| \text{ and } L^c(\Phi_{i_j}(x_j)) = L^c(\Pi(\Phi_0))\}.
\]

**Theorem 7** (Min-max Theorem for \(\Pi(\Phi_0)\), [ZZ17, Theorem 0.3] [ZZ18, Theorem 0.3] [Zho19, Theorem 1.7] [Dey19b, Theorem 3.4]). Given a closed Riemannian manifold \((M^{n+1}, g)\) \((n + 1 \geq 3)\) and \(c > 0\), if the \((X, Z)\)-homotopy class \(\Pi(\Phi_0)\) of \(\Phi_0 : X \to \mathcal{C}(M)\) satisfies
\[
L^c(\Pi(\Phi_0)) > \sup_{x \in Z} A^c(\Phi_0(x)),
\]
then there exists a $\Omega \in \mathcal{C}(M)$ such that $\mathcal{A}(\Omega) = \mathcal{L}^c(\Pi(\Phi_0))$ and $\partial \Omega$ is a $c$-CMC hypersurface with optimal regularity.

2.3. Restrictive Homotopy Class. In the proof of the min-max theorems (even in X. Zhou’s setting), a key observation is that for $i$ large enough, along the homotopy maps $H^{(1)}, H^{(2)}, H^{(3)}$ and $H^{(4)}$, the mass will only increase by at most $3 \delta_i$. In fact, the homotopy maps in Theorem 10 that we will prove later also satisfies this property. Hence, this indicates that, in the definition of homotopy classes, we can set an upper bound of the $(c)$-Area Functional along the homotopy maps and the min-max scheme still works for such a restrictive homotopy classes.

**Figure 1.** Restrictive Mountain Pass with an upper bound $\delta$

**Definition 12.** We call a subset $\Pi^\delta$ of continuous maps from finite dimensional simplicial complexes to $\mathbb{Z}_n(M^{n+1}; F; \mathbb{Z}_2)$ an **restrictive $m$-parameter $F$-homotopy family with an upper bound $\delta$** if the following properties hold.

- For any $\Phi \in \Pi^\delta$, $X = dmn(\Phi)$ is a subcomplex of $I(m, k)$ for some $k \in \mathbb{N}^+$;
- For any $\Phi \in \Pi^\delta$, every continuous $\Phi' : dmn(\Phi) \to \mathbb{Z}_n(M^{n+1}; F; \mathbb{Z}_2)$, homotopic to $\Phi$ via a homotopy map $H : X \times [0, 1] \to \mathbb{Z}_n(M^{n+1}; F; \mathbb{Z}_2)$ with $\sup_{t,x} M(H(t,x)) < \sup_x M(\Phi(x)) + \delta$, also lies in $\Pi^\delta$.

**Definition 13.** Given a pair $(X, Z)$, where $Z$ is a subcomplex of $X$, a constant $c > 0$, and $\Phi_0 : X \to (\mathcal{C}(M), F)$, we define the **restrictive $(X, Z)$-homotopy class of $\Phi_0$ for $\mathcal{A}$ with an upper bound $\delta$**, denoted by $\Pi^\delta(\Phi_0)$, to be the set of all sequences of $F$-continuous maps $\{\Phi_i : X \to (\mathcal{C}(M), F)\}$ satisfying the following conditions:

1. Each $\Phi_i$ is homotopic to $\Phi_0$ in the $F$-topology on $\mathcal{C}(M)$, and
2. The homotopy $H_i : [0, 1] \times X \to (\mathcal{C}(M), F)$ associated with $\Phi_i$ satisfies

\[
\limsup_{i \to \infty} \sup_{t \in [0, 1], x \in Z} (\mathcal{F}(H(t,x), \Phi_0(x)) : t \in [0, 1], x \in Z) = 0,
\]

and

\[
\sup_{t,x} (\mathcal{A}(H(t,x)) < \sup_x (\mathcal{A}(\Phi_0(x)) + \delta).
\]

Here, each $\{\Phi_i\}_{i \in \mathbb{N}}$ is called a **restrictive $(X, Z)$-homotopy sequence of mappings into $\mathcal{C}(M)$**.
Similarly, one can define the widths $L(\Pi^\delta)$, $\mathcal{L}^c(\Pi^\delta_c(\Phi_0))$, min-max sequences, critical sets, etc. And the min-max theorems in this new setting can be proved analogously.

**Theorem 8** (Min-max theorem for $\Pi^\delta$). If $\Pi^\delta$ is a $m$-parameter $F$-homotopy family with an upper bound $\delta$, $L(\Pi^\delta) > 0$ and $S$ is a min-max sequence of $\Pi^\delta$, there exists a minimal hypersurfaces with optimal regularity $V \in C(S)$ with the property $(m)$ and $\|V\|(M) = L(\Pi^\delta)$.

**Theorem 9** (Min-max Theorem for $\Pi^\delta_c(\Phi_0)$). Given a closed Riemannian manifold $(M^{n+1}, g) (n \geq 2)$ and $c > 0$ and $\delta > 0$, if the restrictive $(X, Z)$-homotopy class $\Pi^\delta_c(\Phi_0)$ of $\Phi_0 : X \to C(M)$ for $A^c$ with an upper bound $\delta$ satisfies

$$L^c(\Pi^\delta_c(\Phi_0)) > \sup_{\varepsilon \in Z} A^c(\Phi_0(x)),$$

then there exists a $\Omega \in C(M)$ such that $A^c(\Omega) = L^c(\Pi^\delta_c(\Phi_0))$ and $\partial \Omega$ is a $c$-CMC hypersurface with optimal regularity.

**Remark 8.** To prove the Morse inequalities, the authors of [MMN20] consider the homology min-max for $H_k(Z^b, Z^a)$, where the homotopy class $\Pi$ constructed therein is essentially the same as the restrictive homotopy class.

3. $k$-unstability and Morse Index

In the following, $(M^{n+1}, g)$ denotes a smooth and closed Riemannian manifold and $\omega_p = \omega_p(M, g)$ for convenience.

3.1. $k$-unstability.

**Definition 14** ([MN16a]). A stationary varifold $\Sigma \in V_n(M)$ is called $k$-unstable, provided that there exists $\varepsilon > 0$, $0 < c_0 < 1$ and a smooth family $\{F_v\}_{v \in B} \subset \text{Diff}(M)$ with

$$F_0 = \text{Id}, F_{-v} = F_v^{-1},$$

for all $v \in B$ (a unit ball) such that, for any $V \in B^F_{2c}(\Sigma)$, the smooth function

$$A^V : B^k \to [0, \infty), \quad v \mapsto \|F_v\#V\|(M),$$

satisfies

1. $A^V$ has a unique maximum at $m(V) \in B^k_{c_0/\sqrt{10}}(0)$;
2. $-\frac{1}{c_0} \text{Id} \leq D^2 A^V(u) \leq -c_0 \text{Id}$ for all $u \in B^k$.

**Lemma 1.** Given a $k$-unstable $\Sigma$ with a quadruple $(\varepsilon, c_0, \{F_v\}, m)$, there exists $\varepsilon_0 \in (0, \varepsilon)$ small enough, such that for any $\varepsilon \in (0, \varepsilon_0)$ and $V \in B^F_{2c}(\Sigma)$,

$$\left( F_{S^{k-1}} \right)(V) \cap B^F_{2c}(\Sigma) = \emptyset.$$

**Proof.** Suppose not and there exists $V_i \in B^F_{2c}(\Sigma), \varepsilon_i \to 0$, and $v_i \in S^k$, such that

1. $F(V_i, \Sigma) \leq 2\varepsilon_i$.
2. $(F_{v_i})\#(V_i) \in B^F_{2c_i}(\Sigma)$.
By the compactness of $S^k$, up to a subsequence, we may assume that $v_i \to v \in S^k$. Since $F_v$ is smooth, we can take a limit as $i \to \infty$ and obtain
\[(F_v)_\#(\Sigma) = \Sigma.\]

However, by calculating the area of both side, we have the following inequality
\[
\begin{align*}
\|\Sigma\|(M) - \|(F_v)_\#(\Sigma)\|(M) &= A^\Sigma(0) - A^\Sigma(v) \\
&= - \int_0^1 \frac{d}{dt} A^\Sigma(tv) dt \\
&= - \int_0^1 \int_0^t \frac{d^2}{ds} A^\Sigma(sv) ds dt \\
&= - \int_0^1 \int_0^t D^2 A^\Sigma(sv)(v, v) ds dt \\
&\geq \int_0^1 \int_0^t c_0 d s dt \\
&= \frac{c_0}{2} > 0,
\end{align*}
\]
which implies that $(F_v)_\#(\Sigma) \neq \Sigma$, giving a contradiction. \qed

In the following of this paper, for technical reason, we always take $\varepsilon = \varepsilon_0$ in the definition of $k$-unstability, and it is easy to check that the varifold is still $k$-unstable with the new $\varepsilon$.

**Lemma 2.** Given a $k$-unstable varifold $\Sigma$ with a quadruple $(\varepsilon, c_0, \{F_v\}, m)$ and any fixed $V \in \overline{D}_2(\Sigma)$, if an integral curve $x : [0, L] \to \overline{B}^r$ disjoint from $m(V)$ is defined by
\[
\frac{d}{dt} x(t) = - f(t) \nabla A^V(x(t)),
\]
where $f(t)$ is a positive continuous function, then we have
\[(41) \quad A^V(x(L)) - A^V(x(0)) \leq - \frac{c_0}{2} |x(L) - x(0)|^2
\]

**Proof.** By the fundamental theorem of calculus, we have
\[
\begin{align*}
A^V(x(L)) - A^V(x(0)) &= \int_0^L \nabla A^V(x(t)) \cdot \frac{d}{dt} x(t) dt \\
&= - \int_0^L f(t) |\nabla A^V(x(t))|^2 dt \\
&\leq - \int_0^L f(t) |\nabla A^V(x(t))| \left( \int_0^t \frac{d}{ds} |\nabla A^V(x(s))| ds \right) dt \\
&= - \int_0^L f(t) |\nabla A^V(x(t))| \int_0^t \frac{\nabla^2 A^V(x(s)) \cdot (\nabla A^V(x(s)), \frac{d}{ds} x(s))}{|\nabla A^V(x(s))|} ds dt \\
&= \int_0^L f(t) |\nabla A^V(x(t))| \int_0^t f(s) \frac{\nabla^2 A^V(x(s)) \cdot (\nabla A^V(x(s)), \nabla A^V(x(s)))}{|\nabla A^V(x(s))|} ds dt \\
&\leq - c_0 \int_0^L f(t) |\nabla A^V(x(t))| \left( \int_0^t f(s) |\nabla A^V(x(s))| ds \right) dt.
\end{align*}
\]
Here, we use the fact that $\nabla A^V(v) \neq 0$ for any $v \neq m(V)$. Indeed, this follows from
\begin{equation}
\langle \nabla A^V(v), v - m(V) \rangle = \int_0^1 \frac{d}{dt} \langle \nabla A^V(v), v - m(V) \rangle dt \\
= \int_0^1 \nabla^2 A^V(t(v - m(V)) + m(V)) (v - m(V), v - m(V)) dt \\
\leq -c_0|v - m(V)|^2 < 0 .
\end{equation}

Now, let’s consider the length function $l$ satisfying
\begin{equation}
l'(t) = \left|\frac{d}{dt}x(t)\right| = f(t)|\nabla A^V(x(t))| ,
\end{equation}
with $l(0) = 0$. Apparently, the length of the curve $l(L)$ is no less than $|x(L) - x(0)|$.

Therefore, we have
\begin{equation}
A^V(x(L)) - A^V(x(0)) \\
\leq -c_0 \int_0^L l'(t) \int_0^t l'(s)ds dt \\
= -c_0 \int_0^L l'(t)l(t)dt \\
= -c_0 \frac{L}{2} \\
\leq -c_0 \frac{L}{2} |x(L) - x(0)|^2
\end{equation}

\[\square\]

**Lemma 3.** For every $k$-unstable varifold $\Sigma \in V_n(M)$, there exists an increasing function
\begin{equation}
h_\Sigma : \mathbb{R}^+ \rightarrow \mathbb{R}^+ ,
\end{equation}
such that for any $V \in \overline{B}_{2\varepsilon}(\Sigma)$, and $v, w \in \overline{B}_k$,
\begin{equation}
|v - w| \geq h_\Sigma(F((F^\Sigma_v)_\#)(V), (F^\Sigma_w)_\#(V)) .
\end{equation}

**Proof.** It suffices to show that for every $c > 0$, if
\begin{equation}
\{(v, w) \exists V \in \overline{B}_{2\varepsilon}(\Sigma), F((F^\Sigma_v)_\#)(V), (F^\Sigma_w)_\#(V)) = c\} \neq \emptyset ,
\end{equation}
then
\begin{equation}
\{|v - w| \exists V \in \overline{B}_{2\varepsilon}(\Sigma), F((F^\Sigma_v)_\#)(V), (F^\Sigma_w)_\#(V)) = c\} ,
\end{equation}
has a positive lower bound.

Let’s argue by contradiction. Suppose that there exists a sequence $V_i \in \overline{B}_{2\varepsilon}(\Sigma)$ and $v_i, w_i \in \overline{B}_k$ with $F((F^\Sigma_v)_\#)(V_i), (F^\Sigma_w)_\#(V_i)) = c$ but $|v_i - w_i| \rightarrow 0$. By compactness, up to a subsequence, we may assume that
\begin{equation}
V_i \rightarrow V, v_i \rightarrow v, w_i \rightarrow w ,
\end{equation}
and $F((F^\Sigma_v)_\#)(V), (F^\Sigma_w)_\#(V)) = c$ gives a contradiction. \[\square\]
Definition 15. For a stationary varifold $\Sigma \in \mathcal{V}_n(M)$, we define its index to be
\begin{equation}
\text{index}(\Sigma) = k,
\end{equation}
provided that it is $k$-unstable but not $(k + 1)$-unstable. In particular, $\Sigma$ is called stable if it is not 1-unstable.

Remark 9. This definition is compatible with the usual definition of the Morse index for a smooth minimal hypersurface (See [MN16a]).

Similarly, we can also adopt the weak index notion to critical points of the $\mathcal{A}^c$ functional.

Definition 16 ([Zho19, (modified) Definition 2.1]). A critical point $\Omega \in \mathcal{C}(M)$ of $\mathcal{A}^c$ is called $k$-unstable, provided that there exists $\varepsilon > 0$, $0 < c_0 < 1$ and a smooth family $\{F_v\}_{v \in \mathbb{B}^k} \subset \text{Diff}(M)$ with $F_0 = \text{Id}, F_{-v} = F_v^{-1}$ for all $v \in \mathbb{B}^k$ such that, for any $\Omega' \in \overline{B}_{2c}(\Omega)$, the smooth function
\begin{equation}
A_{\Omega'}^c : \mathbb{B}^k \to [0, \infty), \quad A_{\Omega'}^c(v) = \mathcal{A}^c(F_v(\Omega')),
\end{equation}
satisfies
\begin{enumerate}
\item $A_{\Omega'}^c$ has a unique maximum at $m(\Omega') \in B_{c_0 / \sqrt{10}}(0)$;
\item $-\frac{1}{c_0} \text{Id} \leq D^2 A_{\Omega'}^c(u) \leq -c_0 \text{Id}$ for all $u \in \mathbb{B}^k$.
\end{enumerate}
In addition, by taking $\varepsilon$ small enough, we also assume that for any $\Omega' \in \overline{B}_{2c}(\Omega)$,
\begin{equation}
(F_{S^{k-1}})_{\#}(\Omega') \cap \overline{B}_{2c}(\Omega) = \emptyset.
\end{equation}

Definition 17. For a critical point $\Omega \in \mathcal{C}(M)$ of $\mathcal{A}^c$, we define its index to be
\begin{equation}
\text{index}(\Omega) = k,
\end{equation}
provided that $\Omega$ is $k$-unstable but not $(k + 1)$-unstable. In particular, $\Omega$ is called stable if it is not 1-unstable.

3.2. Almgren-Pitts realizations and Morse index.

Definition 18. Let $\mathcal{U}(\omega_p)$ be the subset of $\mathcal{APR}_p$ consisting of all the $(p + 1)$-unstable minimal hypersurfaces, and $\mathcal{S}(\omega_p)$ the complement of $\mathcal{U}(\omega_p)$ in $\mathcal{APR}_p$, which is the subset of minimal hypersurfaces with a Morse index upper bound $p$.

Remark 10. If $\mathcal{U}(\omega_p) = \emptyset$, the main theorems are trivially true. Thus, we may assume that $\mathcal{U}(\omega_p) \neq \emptyset$.

Lemma 4. $\mathcal{U}(\omega_p)$ is a countable union of compact sets, i.e.,
\begin{equation}
\mathcal{U}(\omega_p) = \bigcup_{i=1}^{\infty} \mathcal{U}_i(\omega_p),
\end{equation}
where $\mathcal{U}_i(\omega_p)$ is compact.

Proof. By [Li19, Proposition 3.1], $\mathcal{APR}_p$ is a compact set. By the compactness result in [Dey19a], we also know that $\mathcal{S}(\omega_p)$ is compact.

If $\mathcal{S}(\omega_p) = \emptyset$, then define $\mathcal{U}_i(\omega_p) := \mathcal{U}(\omega_p)$ for all $i$, which is compact.

If $\mathcal{S}(\omega_p) \neq \emptyset$, we can define
\begin{equation}
\mathcal{U}_i(\omega_p) := \{ V \in \mathcal{U}(\omega_p) | F(V, \mathcal{S}(\omega_p)) \geq \frac{1}{i} \}. \tag{56}
\end{equation}
Since the $\mathbf{F}$-topology is equivalent to the varifold topology on $\mathcal{APR}_p$, $\mathcal{U}(\omega_p)$ is a compact set and $\bigcup \mathcal{U}_i(\omega_p)$ is exactly the complement of $\mathcal{S}(\omega_p)$.

In summary, we have

\begin{equation}
\mathcal{U}(\omega_p) = \bigcup_{i=1}^{\infty} \mathcal{U}_i(\omega_p),
\end{equation}

which leads to the conclusion. \hfill \Box

4. Deformation Theorem and Morse Index Upper Bound

Firstly, let’s introduce some notations. Fix a sequence of varifolds $\{\Sigma_k\}_{k=1}^{\infty} \subset \mathcal{U}(\omega_p)$, and then by the definition of $(p+1)$-unstability, each one is associated with a quadruple $(\varepsilon_k, c_{0,k}, \{F^k_{\nu}\}, m_k)$.

For a nonempty set $K \subset \mathbb{N}^+$, we define

\begin{equation}
\mathbf{B}^F_K := \mathbf{B}^F_K(\{\Sigma_k\}, \{\varepsilon_k\}) = \bigcap_{k \in K} \mathbf{B}^F_{\varepsilon_k}(\Sigma_k),
\end{equation}

and

\begin{equation}
\bar{k}(K) := \min\{k \in K\}.
\end{equation}

For $\lambda \geq 0$, we denote by $\mathbf{B}^F_{\lambda,K}$ the set $\bigcap_{k \in K} \mathbf{B}^F_{(2-2\lambda)\varepsilon_k}(\Sigma_k)$. In particular, we have for any $0 \leq \lambda_1 \leq \lambda_2$,

\begin{equation}
\mathbf{B}^F_{\lambda} = \mathbf{B}^F_{\lambda,0} \subset \mathbf{B}^F_{\lambda_1,K} \subset \mathbf{B}^F_{\lambda_2,K} \subset \bigcap_{k \in K} \mathbf{B}^F_{2\varepsilon_k}(\Sigma_k).
\end{equation}

For a nonempty finite subset $K \subset \mathbb{N}$, $\lambda \geq 0$ (assume $\mathbf{B}^F_{\lambda,K} \neq \emptyset$), for each $V \in \mathbf{B}^F_{\lambda,K} := \bigcap_{\lambda' > \lambda} \mathbf{B}^F_{\lambda',K}$, we define the associated gradient flow $\{\phi^V_{\lambda,K}(\cdot, t)\}_{t \geq 0} \subset \text{Diff}(\mathbf{B}^{p+1})$ generated by the vector field

\begin{equation}
u \mapsto -\mathbf{F} \left( (f_{u}^{\bar{k}(K)})\#(V), (\mathbf{B}^F_{\lambda+1,K})^{c}\right) \nabla A^V_{\bar{k}(K)}(u),
\end{equation}

where $A^V_{\bar{k}(K)}(u) = \|(f_{u}^{\bar{k}(K)})\#(V)\|(M)$ for any $u \in \mathbf{B}^{p+1}$.

**Lemma 5.** Given any $\lambda > 0$, a nonempty finite set $K \subset \mathbb{N}^+$ and small $\eta > 0$, there exist $c(\lambda, K) > 0$ and $T = T(\eta, K, \lambda) > 0$ satisfying the following property.

For any $V \in \mathbf{B}^F_{\lambda,K}$ and any $v \in \mathbf{B}^{p+1}$ with $|v - m^{\bar{k}(K)}(V)| \geq \eta$ and

\begin{equation}
(f_{v}^{\bar{k}(K)})\#(V) \in \mathbf{B}^F_{\lambda+0.5,K},
\end{equation}

then we have

\begin{equation}
A^V_{\bar{k}(K)}(\phi^V_{\lambda,K}(v, T)) < A^V_{\bar{k}(K)}(\phi^V_{\lambda,K}(v, 0)) - c(\lambda, K).
\end{equation}

**Proof.** If $\mathbf{B}^F_{\lambda,K} = \emptyset$, then the conclusion holds trivially, so in the following, we assume that $\mathbf{B}^F_{\lambda,K} \neq \emptyset$.

For each $V \in \mathbf{B}^F_{\lambda,K}$, we define

\begin{equation}
D_{\text{small}}(V) := \{v \in \mathbf{B}^{p+1}\|(f_{v}^{\bar{k}(K)})\#(V) \in \mathbf{B}^F_{\lambda+0.5,K}\},
\end{equation}

and

\begin{equation}
D_{\text{large}}(V) := \{v \in \mathbf{B}^{p+1}\|(f_{v}^{\bar{k}(K)})\#(V) \in \mathbf{B}^F_{\lambda+1,K}\}.
\end{equation}
We define \( d(V) \) to be the Euclidean distance between \( D_{\text{small}}(V) \) and \( \partial D_{\text{large}}(V) \),

\[
d(V) := \text{dist}(D_{\text{small}}(V), \partial D_{\text{large}}(V)).
\]

**Claim 1:** \( d(V) > 0 \).

Indeed, by the continuity of \((F^k)_{\eta}(V)\), if \( w \in \partial D_{\text{large}}(V) \), then either \( w \in S^p \), or \((F^k)_{\eta}(V) \) \( \not\in \partial B_{\lambda+1,K}^F \). However, the former case is impossible due to our technical assumption (Lemma 1). In the latter case, by the continuity of \((F^k)_{\eta}(V)\) again and the fact that \( \partial B_{\lambda+1,K}^F \cap B_{\lambda+0.5,K}^F = \emptyset \), we can conclude that \( w \notin D_{\text{small}}(V) \). In other words, \( \partial D_{\text{large}}(V) \cap D_{\text{small}}(V) = \emptyset \), and thus \( d(V) > 0 \) since these two sets are compact.

**Claim 2:** \( d(\cdot) \) has a uniform positive lower bound \( \bar{d} = \tilde{d}(\lambda, K) > 0 \) on \( \overline{B}_{\lambda,K}^F \).

Suppose not, and then there exists a sequence \( V_i \subset \overline{B}_{\lambda,K}^F \) such that \( d(V_i) \to 0 \). \( \overline{B}_{\lambda,K}^F \) is a compact set, so we may assume that \( V_i \to V \in \overline{B}_{\lambda,K}^F \). Since \( \partial D_{\text{large}}(V_i) \) and \( D_{\text{small}}(V_i) \) are compact, there exist \( v_i^1 \in D_{\text{small}}(V_i) \) and \( v_i^2 \in \partial D_{\text{large}}(V_i) \) such that

\[
d(V_i) = \text{dist}(v_i^1, v_i^2).
\]

By the compactness of \( \overline{B}^{p+1} \) and \( d(V_i) \to 0 \), up to subsequence, we may assume that there is \( v \in \overline{B}^{p+1} \), \( v_i^1 \to v \) and \( v_i^2 \to v \). By the closedness of \( \overline{B}_{\lambda+0.5,K}^F \) and \( \partial \overline{B}_{\lambda+1,K}^F \), one can easily verify that \( v \in D_{\text{small}}(V) \cap \partial D_{\text{large}}(V) \), which contradicts to Claim 1. Thus, there exists a positive lower bound.

Now, let’s consider

\[
P := \{(V,v) \in \overline{B}_{\lambda,K}^F \times \overline{B}^{p+1} | v \neq m_{\tilde{k}(K)}(V), v \in D_{\text{small}}(V)\}.
\]

For any \((V,v) \in P\), \( A^V_{k(K)}(\phi_{\lambda,K}(v,t)) \) is strictly decreasing with respect to \( t > 0 \) since \( v \neq m_{\tilde{k}(K)}(V) \). Therefore, we can define

\[
\delta A_{\lambda,K}(V,v) := \lim_{t \to \infty} (A^V_k(\phi_{\lambda,K}(v,0)) - A^V_k(\phi_{\lambda,K}(v,t))) > 0
\]

**Claim 3:** \( \delta A_{\lambda,K}(V,v) \) has a uniform positive lower bound \( 2c(\lambda, K) > 0 \) on \( P \).

Indeed, by the definition of \( \phi_{\lambda,K}^V(\cdot,t) \), we know that,

\[
F(\phi_{\lambda,K}^V(v,t), \partial D_{\text{large}}(V)) \to 0,
\]

as \( t \to \infty \). By Lemma 2 and Claim 2, we obtain for \( \delta A_{\lambda,K} \) a uniform lower bound

\[
2c(\lambda, K) := \frac{c_{0,k(K)}}{2} \bar{d}(\lambda, K)^2.
\]

Finally, to conclude, it suffices to find \( T = T(\eta,K,\lambda) > 0 \) such that for all \((V,v) \in P\) and \(|v - m_{\tilde{k}(K)}(V)| \geq \eta\),

\[
A^V_{k(K)}(\phi_{\lambda,K}(v,T)) < A^V_{k(K)}(\phi_{\lambda,K}(v,0)) - c(\lambda, K).
\]
Following the proof of [MN16a, Lemma 4.5], we argue by contradiction. Suppose there exists a sequence \((V_i, v_i) \in P\) and \(|v_i - m_{k(K)}(V_i)| \geq \eta\), such that
\[
A^V_{k(K)}(\phi^V_{\lambda,K}(v_i, t)) \geq A^V_{k(K)}(\phi^V_{\lambda,K}(v_i, 0)) - c(\lambda, K),
\]
for any \(t \in [0, i]\). By compactness, we may assume that \(V_i \to V\) and \(v_i \to v\) with \((V, v) \in P\) and \(|v - m_{k(K)}(V)| \geq \eta\). Hence, for any \(t \geq 0\),
\[
A^V_{k(K)}(\phi^V_{\lambda,K}(v, t)) \geq A^V_{k(K)}(\phi^V_{\lambda,K}(v, 0)) - c(\lambda, K),
\]
contradicting to Claim 3.

**Lemma 6.** Given a constant \(\lambda > 0\), a nonempty finite subset \(K \subset \mathbb{N}^+\) (assume that \(B^F_{\lambda,K} \neq \emptyset\)) and \(c(\lambda, K)\) the constant in Lemma 5, for any \(\delta \in (0, c(\lambda, K)/4)\), any \(l \in \{0, 1, \ldots, p\}\) and any continuous map,
\[
\Theta : X^l \to B^F_{\lambda,K},
\]
where \(X^l\) is an \(l\)-dimensional finite simplicial complex, there exists a homotopy map
\[
H^{\Theta, \delta} : X^l \times [0, 1] \to B^F_{\lambda, l+1,K},
\]
such that
\begin{enumerate}
\item \(H^{\Theta, \delta}_{\lambda,K}(\cdot, 0) = \Theta(\cdot)\);
\item \(\forall x \in X^l, \|H^{\Theta, \delta}_{\lambda,K}(x, 1)(M)\| \leq \|\Theta(x)(M)\| - \bar{c}(\lambda, K)\);
\item \(\forall x \in X^l, t \in [0, 1], \|H^{\Theta, \delta}_{\lambda,K}(x, t)(M)\| - \|\Theta(x)(M)\| \leq \delta\).
\end{enumerate}
Here, \(\bar{c}(\lambda, K) = c(\lambda, K)/2\). More precisely,
\begin{itemize}
\item For \(t \in [0, 1/2]\), \(F(H^{\Theta, \delta}_{\lambda,K}(x, t), \Theta(x)) \leq \delta\);
\item For \(t \in [1/2, 1]\), there exists \(v(x) \in \overline{B}^{p+1}\), such that
\[
H^{\Theta, \delta}_{\lambda,K}(x, t) = \phi_{\lambda,K}^{\Theta(x)}(v(x), (2t - 1)\bar{T}),
\]
\end{itemize}

Proof. Firstly, since \(F(B^F_{\lambda,K}, \partial B^F_{\lambda+0.5,K}) > 0\), there exists \(\delta_0 \in (0, \delta)\) such that for any \(V \in B^F_{\lambda,K}\), if a varifold \(W\) satisfies that \(F(V, W) \leq \delta_0\), then
\[
\|W\|\|M\| \leq \|V\|\|M\| + \delta,
\]
(78)
\[
W \in B^F_{\lambda+0.5,K}.
\]
By the compactness of \(B^F_{\lambda,K}\) and \(\overline{B}^{p+1}\), We can also choose \(\delta_1 > 0\) such that
\[
F((F^v_{\bar{\delta}(K)})\#(V), V) \leq \delta_0 < \delta,
\]
(79)
for any \(V \in B^F_{\lambda,K}, v \in \overline{B}^{p+1}(\delta_1)\).

Since \(\Sigma_{k(K)}\) is \((p+1)\)-unstable, and \(\forall x \in X^l, \Theta(x) \in \overline{B}^F_{\lambda+0.5,K} \subset \overline{B}^F_{2s_{k(K)}}(\Sigma_{k(K)})\), we can follow the construction of \(\tilde{H}\) in the proof of [MN16a, Theorem 5.1] and obtain a homotopy map
\[
\tilde{H} : X^l \times [0, 1] \to \overline{B}^{p+1}(\delta_1),
\]
such that \(\tilde{H}(\cdot, 0) = 0\) and
\[
\inf_{x \in X^l} |m_{k(K)}(\Theta(x)) - \tilde{H}(x, 1)| \geq \eta > 0,\]
(81)
for some \(\eta = \eta(\delta, K, \Theta, \lambda) > 0\).
Finally, applying Lemma 5 with \( v = \tilde{H}(x, 1) \) for \( \Theta(x) \), we can obtain

\[
H_{p,k}^i(x, t, \varepsilon) = \begin{cases} 
(F_{p,k}^i(x, \varepsilon))^{\#} & t \in [0, 1/2] \\
\phi_{p,k}^i(H(x, 1), (2t - 1)T) & t \in (1/2, 1], 
\end{cases}
\]

which fulfills all the conditions. \( \Box \)

**Theorem 10** (Deformation Theorem A). *Given a min-max sequence \( \{\Phi_i\}_{i \in \mathbb{N}} \) for \( \omega_p \), where \( X_i = \text{dmm} (\Phi_i) \) has dimension no greater than \( p \), then up to a subsequence, there exists another sequence \( \{\Psi_i\} \) such that*

1. \( \Psi_i \) is homotopic to \( \Phi_i \) in the \( F \)-topology;
2. \( L(\{\Psi_i\}_{i \in \mathbb{N}}) = \omega_p \);
3. There exists a positive function \( \varepsilon : \mathcal{U}(\omega_p) \rightarrow \mathbb{R}^+ \) satisfying the following property. For any \( \Sigma \in \mathcal{U}(\omega_p) \), there exists \( i_0 \in \mathbb{N} \) such that for all \( i \geq i_0 \),

\[
|\Psi_i|(X_i) \cap B^F_{\varepsilon(\Sigma)}(\Sigma) = \emptyset.
\]

*Hence, \( C(\{\Psi_i\}) \cap \mathcal{AP}R_p \subset \mathcal{S}(\omega_p) \).*

**Proof.** The proof consists of 4 steps.

**Step 1.** We construct a (finite or countable) sequence of \((p + 1)\)-unstable minimal hypersurfaces \( \{\Sigma_k\} \subset \mathcal{U}(\omega_p) \) and their associated quadruples \( \{(\varepsilon_k, c_0, k, \{F_{\varepsilon_k}^k\}, m_k)\} \) such that the following conditions hold.

- \( \forall k_1 \neq k_2, B^F_{\varepsilon_{k_1}}(\Sigma_{k_1}) \not\subset B^F_{\varepsilon_{k_2}}(\Sigma_{k_2}) \);
- \( \mathcal{U}(\omega_p) \subset \bigcup_{k=1}^{\infty} B^F_{\varepsilon_k}(\Sigma_k) \) and moreover, \( \forall m \in \mathbb{N}^p, \exists k_m \in \mathbb{N}^+, \)

\[
\mathcal{U}_m(\omega_p) \subset \bigcup_{i=1}^{k_m} B^F_{\varepsilon_k}(\Sigma_i);
\]

- For any fixed \( k, \hat{K}(\Sigma_k) := \{k' | B^F_{\varepsilon_{k'}}(\Sigma_{k'}) \cap B^F_{\varepsilon_k}(\Sigma_k) \neq \emptyset \} \) has

\[
\#\hat{K}(\Sigma_k) < \infty.
\]

For each \( \Sigma \in \mathcal{U}(\omega_p) \), since it is \((p + 1)\)-unstable, we can associate it with a quadruple \( (\varepsilon, c_0, \Sigma, \{F_e^2\}, m_\Sigma) \) and then \( \{B^F_{\varepsilon_\Sigma}(\Sigma)\} \) covers \( \mathcal{U}(\omega_p) \). Note that we can always take a smaller \( \varepsilon_\Sigma \) such that \( \Sigma \) is still \((p + 1)\)-unstable with the new quadruple.

If \( \mathcal{U}(\omega_p) \) itself is compact, we can find a finite cover \( \{\Sigma_k\} \) with the quadruples above satisfying all the conditions.

Otherwise, by Lemma 4, \( \mathcal{U}(\omega_p) = \bigcup_m \mathcal{U}_m(\omega_p) \), where \( \mathcal{U}_m(\omega_p) \) is compact. Let’s construct the sequence inductively in \( m \). For \( m = 1 \), for each \( \Sigma \in \mathcal{U}_1(\omega_p) \), we take \( \varepsilon_\Sigma \) to be smaller than \( \frac{1}{2} \), and then take a finite cover \( \{\Sigma_k\}_{k=1}^{k_1} \) of \( \mathcal{U}_1(\omega_p) \) with the smallest \( k_1 \). Moreover, we also have

\[
\bigcup_{k=1}^{k_1} B^F_{\varepsilon_k}(\Sigma_k) \subset \mathcal{U}_2(\omega_p).
\]

Inductively, for \( m > 1 \), \( \mathcal{U}_{m-1}(\omega_p) \) is covered by \( \{\Sigma_k\}_{k=1}^{k_m-1} \), so we only need to consider the compact set \( \mathcal{R}_m = \mathcal{U}_m(\omega_p) \setminus \bigcup_{k=1}^{k_m-1} B^F_{\varepsilon_k}(\Sigma_k) \). For each \( \Sigma \in \mathcal{R}_m \), we
take $\varepsilon_\Sigma$ to be smaller than $\frac{1}{m(m+1)}$, and then take a finite cover $\{\Sigma_k\}_{k=1}^{k_m}$ with the smallest $k_m$. Note that we still have
\begin{equation}
\bigcup_{k=1}^{k_m} B_{2\varepsilon_k}^{\Sigma_k} \subset U_{m+1}(\omega_p).
\end{equation}
It follows that this procedure generates a sequence $\{\Sigma_k\}_{k\in\mathbb{N}}$ fulfilling all the conditions.

**Step 2.** We construct a function $\eta : \mathcal{U}(\omega_p) \to (0, 1]$, such that
- $\mathcal{N}_\eta := \bigcup_{\Sigma \in \mathcal{U}(\omega_p)} B_{2\eta}(\Sigma) \subset \bigcup_k B_{2\varepsilon_k}^{\Sigma_k}$ and $\mathcal{N}_\eta^i := \bigcup_{\Sigma \in \mathcal{U}_m(\omega_p)} B_{2\eta}(\Sigma) \subset \bigcup_{k=1}^{k_m} B_{\varepsilon_k}^{\Sigma_k}$.
- On each $\mathcal{U}_m(\omega_p)$, $\eta$ has a positive lower bound $\tilde{\eta}_m > 0$.
- For any $\lambda \in \{0, 1, \ldots, p\}$, $l \in \{0, 1, \ldots, p\}$, $K \subset \mathbb{N}$, $\delta \in (0, c(\lambda, K)/4)$ and any continuous map $\Theta : X^l \to \mathcal{N}_\eta \cap B_{\lambda, K}^{\Sigma}(\mathcal{N}_\eta \cap B_{\lambda, K}^{\Sigma} \neq \emptyset)$, there exists a homotopy map $H_{\lambda, K}^{\Theta, \delta} : X^l \times [0, 1] \to B_{\lambda+1, K}$, such that
  1. $H_{\lambda, K}^{\Theta, \delta}(\cdot, 0) = \Theta(\cdot)$.
  2. $\|H_{\lambda, K}^{\Theta, \delta}(x, t)\| - \|\Theta(x)\| \leq \delta$, $\forall t \in [0, 1]$.
  3. For $t \in [0, 1/2]$, $F(H_{\lambda, K}^{\Theta, \delta}(x, t), \Theta(x)) \leq \delta$.
  4. For $t \in [1/2, 1]$, there exists $v(x) \in B_{\eta}^{p+1}$, such that
\begin{equation}
H_{\lambda, K}^{\Theta, \delta}(x, t) = \Theta(v(x), (2t-1)\tau).
\end{equation}
- $H_{\lambda, K}^{\Theta, \delta}(\cdot, 1) \notin \mathcal{N}_\eta$.

**Claim 1.** There exists a continuous positive function $\eta_1 : \mathcal{U}(\omega_p) \to \mathbb{R}^+$ such that for any $i \in \mathbb{N}, \Sigma \in \mathcal{U}_i(\omega_p)$,
\begin{equation}
B_{2\eta(i)}^{\Sigma}(\Sigma) \subset \bigcup_{k=1}^{k_m} B_{\varepsilon_k}^{\Sigma_k}.
\end{equation}
We can define $\eta_1$ inductively. If $\Sigma \in \mathcal{U}_1(\omega_p)$, then
\begin{equation}
\eta_1(\Sigma) := \max\{r > 0 | B_{2r}^{\Sigma}(\Sigma) \subset \bigcup_{k=1}^{k_m} B_{\varepsilon_k}^{\Sigma_k}\}.
\end{equation}
If $m \geq 2$ is the least number such that $\Sigma \in \mathcal{U}_m(\omega_p) \setminus \mathcal{U}_{m-1}(\omega_p)$, we define
\begin{equation}
\eta_1(\Sigma) := \min \left\{ \max \left\{ r > 0 | B_{2r}^{\Sigma}(\Sigma) \subset \bigcup_{k=1}^{k_m} B_{\varepsilon_k}^{\Sigma_k} \right\}, \min \left\{ \eta_1(\Sigma') + F(\Sigma, \Sigma') | \Sigma' \in \mathcal{U}_{m-1}(\omega_p) \right\} \right\} > 0.
\end{equation}
Note that $\eta_1$ is continuous and thus has a positive lower bound on each compact set $\mathcal{U}_m(\omega_p)$.

We define $\eta(\Sigma)$ to be the largest number in $(0, \min(\eta_1(\Sigma), 1])$ such that
\begin{equation}
\forall V \in B_{\eta(i)}^{\Sigma}(\Sigma), \lambda \in \{0, 1, \ldots, p\}, |\omega_p - \|V\|/(M)| \leq \tilde{c}(\lambda, K)/3,
\end{equation}
for any nonempty subset $K \subset \{k | B_{\eta(i)}^{\Sigma}(\Sigma) \cap B_{2\varepsilon_k}^{\Sigma_k} \neq \emptyset\}$. 
To show that \( \eta \) has a positive lower bound \( \bar{\eta}_m \) on each \( \mathcal{U}_m(\omega_p) \), we observe that for any \( \Sigma \in \mathcal{U}_m(\omega_p) \), \( \{ k | B^F_{\eta}(\Sigma) \cap B^F_{\omega}(\Sigma_k) \neq \emptyset \} \) is a subset of

\[
K_m = \bigcup_{k=1}^{k_m} K(\Sigma_k),
\]

since \( \bigcup_{\Sigma \in \mathcal{U}_m(\omega_p)} B^F_{2m}(\Sigma) \subseteq \bigcup_{k=1}^{k_m} B^F_{\omega}(\Sigma_k) \). By the third bullet in Step 1, \( K_m \) is also a finite set. It follows from the compactness of \( \mathcal{U}_m(\omega_p) \) that there exists a positive number \( \eta_m \), such that for any \( \Sigma \in \mathcal{U}_m(\omega_p) \) and any \( V \in B^F_{\eta_m}(\Sigma) \),

\[
|\omega_p - ||V||/(M) \leq \min_{K \subseteq K_m, \lambda \in \{0, 1, 2, \ldots, p\}} \tilde{c}(\lambda, K)/3,
\]

and thus, \( \eta(\Sigma) \geq \bar{\eta}_m > 0 \) on \( \mathcal{U}_m(\omega_p) \).

For the third bullet, we use Lemma 6 to construct the homotopy map \( H^{\Theta, \delta}_{\lambda, K} \). It follows immediately that conditions (1), (2), (3) and (4) are satisfied. Suppose that condition (5) doesn’t hold, and then there exist some \( x \in X^l \) and some \( \Sigma \in \mathcal{U}(\omega_p) \), such that \( H^{\Theta, \delta}_{\lambda, K}(x, 1) \in B^F_{\eta}(\Sigma) \cap B^F_{\lambda + 1, K} \). Hence, by the definition of \( \eta \), we have

\[
\omega_p - ||H^{\Theta, \delta}_{\lambda, K}(x, 1)||/(M) < \tilde{c}(\lambda, K)/2.
\]

On the other hand, we also have \( H^{\Theta, \delta}_{\lambda, K}(x, 0) = \Theta(x) \in B^F_{\eta}(\Sigma) \cap B^F_{\lambda + 1, K} \), and thus,

\[
||\Theta(x)||/(M) - \omega_p < \tilde{c}(\lambda, K)/2,
\]

so \( ||\Theta(x)||/(M) - ||H^{\Theta, \delta}_{\lambda, K}(x, 1)||/(M) < \tilde{c}(\lambda, K) \), which gives a contradiction to (2) of Lemma 6.

**Step 3.** We show that the homotopy map defined in **Step 2** would not push a varifold too close to \( U(\omega_p) \), provided that it is far away from \( U(\omega_p) \) initially.

More precisely, we would like to show that for any \( \Sigma \in \mathcal{U}(\omega_p) \), there exist two sequences \( \{ \varepsilon_q(\Sigma) \}_{q=1}^p \subseteq \mathbb{R}^+ \) and \( \{ a_q(\Sigma) \}_{q=1}^{p+1} \) with \( a_1(\Sigma) = 2 \) and \( a_q(\Sigma) \geq 2^q \) satisfying the following property. In the third bullet of **Step 2**, for any \( q \in \{1, \ldots, p\} \), \( \Sigma \in \mathcal{U}(\omega_p) \) with \( B^F_{\lambda + 1, K} \cap B^F_{\eta}(\Sigma) \neq \emptyset \), and \( x \in X^l \) with \( \Theta(x) \notin B^F_{\eta}(\Sigma)/a_q(\Sigma) \) as well as \( ||\Theta(x)||/(M) - \omega_p \leq \varepsilon_q(\Sigma) \), we have for all \( t \geq 0 \) and \( \delta \in (0, \min(\eta(\Sigma)/(4a_q(\Sigma)), \varepsilon_q(\Sigma))) \),

\[
H^{\Theta, \delta}_{\lambda, K}(x, t) \notin B^F_{\eta}(\Sigma)/a_q(\Sigma).
\]

Moreover, in each \( \mathcal{U}_m(\omega_p) \), \( \varepsilon_q(\Sigma) \) has a positive lower bounds \( \tilde{\varepsilon}_m^q \) and \( a_q(\Sigma) \) has a uniform upper bounds \( \tilde{a}_m^q \).

Let's construct \( a_q(\Sigma) \) and \( \varepsilon_q(\Sigma) \) inductively. Note that a priori, we have \( a_1(\Sigma) = 2 \).

For \( \Sigma \in \mathcal{U}(\omega_p) \), suppose that we have defined \( a_q(\Sigma) \) and, if \( q > 1, \varepsilon_{q-1}(\Sigma) \).

For any natural number \( k \) with \( B^F_{\rho + 1, (k)} \cap B^F_{\eta}(\Sigma) \neq \emptyset \) and \( V \in B^F_{\rho + 1, (k)} \), if \( ((F^k)_#(V))^{-1} \mathbb{B}^F_{\eta/(2a_q(\Sigma))}(\Sigma) \neq \emptyset \) and \( ((F^k)_#(V))^{-1} \partial \mathbb{B}^F_{\eta/(4a_q(\Sigma))}(\Sigma) \neq \emptyset \), we define

\[
d_{q, \Sigma, k}(V) := \text{dist}\left( ((F^k)_#(V))^{-1} \partial \mathbb{B}^F_{\eta/(4a_q(\Sigma))}(\Sigma), \right.
\]

\[
((F^k)_#(V))^{-1} \mathbb{B}^F_{\eta/(2a_q(\Sigma))}(\Sigma) \right).
\]
Otherwise, \( d_{q, \Sigma, k}(V) := +\infty \). By Lemma 3, we have
\[
\mathcal{B}_{p+1, \{k\}}^F \cap \mathcal{B}_{\eta, \Sigma}^F (\Sigma) \neq \emptyset \quad \text{and} \quad \mathcal{B}_{\eta, \Sigma}^F (\Sigma) \neq \emptyset \quad \text{inside} \quad K(\Sigma_k) \quad \text{in the third bullet of Step 1 and} \quad \#K(\Sigma_k) < \infty.
\]
Hence, we can define
\[
\varepsilon_q(\Sigma) := \min_{k, \mathcal{B}_{p+1, \{k\}}^F \cap \mathcal{B}_{\eta, \Sigma}^F (\Sigma) \neq \emptyset} \frac{c_{0, k}}{16} (h_{\Sigma_k}(\eta(\Sigma)/(4a_q(\Sigma))))^2.
\]

**Claim 2.** There exists \( \varepsilon_m > 0 \), such that \( \inf_{\Sigma \in U_m(\omega_p)} \varepsilon_q(\Sigma) \geq \varepsilon_m. \)

For any fixed \( U_m(\omega_p) \), by the first bullet of Step 2, we know that
\[
K'_{m} = \{ k \mid \exists \Sigma \in U_m(\omega_p), \mathcal{B}_{p+1, \{k\}}^F \cap \mathcal{B}_{\eta, \Sigma}^F (\Sigma) \neq \emptyset \} \subset \bigcup_{k=1}^{k_m} K(\Sigma_k),
\]
which implies that \( \#K'_{m} < \infty. \)

By our assumption and the definition of \( \eta(\Sigma) \), \( \eta(\Sigma)/a(\Sigma) \) has a positive lower bound, say \( c_{m} > 0 \) among all \( \Sigma \in U_m(\omega_p) \). Hence,
\[
\inf_{\Sigma \in U_m(\omega_p)} \varepsilon_q(\Sigma) = \min_{k_m \in K'_{m}} \inf_{\Sigma \in U_m(\omega_p), \mathcal{B}_{p+1, \{k\}}^F \cap \mathcal{B}_{\eta, \Sigma}^F (\Sigma) \neq \emptyset} \frac{c_{0, k}}{16} (h_{\Sigma_k}(\eta(\Sigma)/(4a_q(\Sigma))))^2
\]
\[
\geq \min_{k_m \in K'_{m}} \frac{c_{0, k}}{16} h_{\Sigma_k}(c'_{m})^2 > 0.
\]

Let’s take \( a_{q+1}(\Sigma) \geq 2a_{q}(\Sigma) + 1 \) to be the smallest number such that for any \( V \in \mathcal{B}^F_{\eta, \Sigma}/a_{q+1}(\Sigma) \),
\[
\|V\|(M) \geq \omega_p - \varepsilon_q(\Sigma).
\]

**Claim 3.** There exists \( \tilde{a}_{q+1}^m > 0 \), such that \( \inf_{\Sigma \in U_m(\omega_p)} a_{q+1}(\Sigma) \geq \tilde{a}_{q+1}^m. \)

Since \( \eta(\Sigma) \leq 1 \), it suffices to there exists a constant \( c_{m} > 0 \) such that for any \( \Sigma \in U_m(\omega_p) \) and \( V \in \mathcal{B}^F_{c_{m}}(\Sigma) \),
\[
\|V\|(M) \geq \omega_p - \varepsilon_q^m.
\]

Then, we have \( a_{q+1}(\Sigma) \leq 1/c_{m} \) for any \( \Sigma \in U_m(\omega_p) \).

Let’s argue by contradiction. Suppose not and there exists a sequence \( \{\Sigma_i\} \in U_m(\omega_p) \) and \( V_i \in \mathcal{B}^F_{1/c_{m}}(\Sigma) \) such that
\[
\|V_i\|(M) < \omega_p - \varepsilon_q^m.
\]

By the compactness of \( U_m(\omega_p) \), up to a subsequence, we may assume that \( \Sigma_i \to \Sigma \) and \( V_i \to V \). However, \( \|\Sigma\|(M) = \omega(p) \) and thus
\[
\omega_p < \omega_p - \varepsilon_q^m,
\]
giving a contradiction. **Claim 4.** \( H_{\lambda, \kappa, \Sigma}(x, t) \notin \mathcal{B}^F_{\eta, \Sigma}/a_{q+1}(\Sigma) \) provided that \( \Theta(x) \notin \mathcal{B}^F_{\eta, \Sigma}/a_{q}(\Sigma) \) and \( \|\Theta(x)\|(M) - \omega_p \leq \varepsilon_q(\Sigma). \)
Indeed, since $\delta < \eta(\Sigma)/(4a_q(\Sigma))$ and $\Theta(x) \notin B^F_{\eta(\Sigma)/(4a_q(\Sigma))},$ for $t \in [0, 1/2],$ we have $F(H)_{2q}^{\Theta, \delta}(x, t, \Sigma) \geq 3q(\Sigma)/(4 \cdot a_k) \geq \eta(\Sigma)/a_{q+1}(\Sigma).

To show that $F(H)_{2q}^{\Theta, \delta}(x, t, \Sigma) \geq \eta(\Sigma)/a_{q+1}(\Sigma)$ for $t \in (1/2, 1], we first note that $\delta < \varepsilon_q(\Sigma)$ and thus, $\|F(H)_{2q}^{\Theta, \delta}(x, 1/2)\|(M) \leq \omega_p + 2\varepsilon_q(\Sigma). Let’s argue by contradiction and suppose there exists a $t_1 \in (1/2, 1]$ such that $F(H)_{2q}^{\Theta, \delta}(x, t_1) \in B^F_{\eta(\Sigma)/(4a_q(\Sigma))}(\Sigma).$

In this case, let $k = k(K)$ and
$$\text{(107)}
\begin{align*}
\text{dist} \left( (F)^{\#}(\Theta(x))^{-1} (H)_{2q}^{\Theta, \delta}(x, t_1), (F)^{\#}(\Theta(x))^{-1} (H)_{2q}^{\Theta, \delta}(x, 1/2) \right) \geq \text{dist} \left( (F)^{\#}(\Theta(x))^{-1} (B^F_{\eta(\Sigma)/(4a_q(\Sigma))}(\Sigma)), (F)^{\#}(\Theta(x))^{-1} (\partial B^F_{\eta(\Sigma)/(4a_q(\Sigma))}(\Sigma)) \right) \\
\geq d_{q, \Sigma, k}(\Theta(x)) \geq d_{q, \Sigma, k} > 0.
\end{align*}
$$

It follows from Lemma 2 that
$$\begin{align*}
\|H)_{2q}^{\Theta, \delta}(x, t_1)\|(M) &\leq \|H)_{2q}^{\Theta, \delta}(x, 1/2)\|(M) - \frac{c_0, k}{2} (\partial \eta, \Sigma)^2 \\
&\leq \omega_p + 2\varepsilon_q(\Sigma) - 8\varepsilon_q(\Sigma) \\
&= \omega_p - 6\varepsilon_q(\Sigma),
\end{align*}
$$
contradicting to the definition of $a_{q+1}(\Sigma).$ \hfill \blacksquare

Before the end of this step, we define
$$\varepsilon_m := \min_{q \in \{1, 2, \ldots, p\}} \inf_{\Sigma \in \mathcal{U}_{\varepsilon}(\omega_p)} \min(\eta(\Sigma)/(4a_q(\Sigma)), \varepsilon_q(\Sigma)) > 0.$$  

Step 4 \textbf{[Hierarchical Deformations].} Up to a subsequence, we construct the homotopy map $H_i : X \times [0, 1] \to Z_n(M; \mathbb{F}, \mathbb{Z}_2),$ such that $H_i(\cdot, 0) = \Phi_i$ and $H_i(\cdot, 1) = \Psi_i$ with all the required properties.

We choose a subsequence $\{\Phi_{i_k}\}$ such that $\sup \{M(\Phi_{i_k}(x))\} \leq \omega_p + \varepsilon_i/2$ where $\varepsilon_i$ is defined in the end of \textbf{Step 3}. For simplicity, we still denote the sequence by $\{\Phi_i\}.$

For a fixed $\Phi_i : X_i \to Z_n(M; \mathbb{F}, \mathbb{Z}_2)$ and a positive function $\psi : \mathcal{U}(\omega_p) \to \mathbb{R}^+,$ we define
$$\mathcal{N}^\psi_i := \bigcup_{\Sigma \in \mathcal{U}(\omega_p)} B^F_{2\psi(\Sigma)}(\Sigma),$$
and then it suffices to deform $\Phi_i$ to $\Psi_i$ such that $|\Psi_i| \cap \mathcal{N}^\psi_i = 0.$

To do so, we start with a finer subdivision on $X_i$ such that for each (closed) face $F$ of $X_i,$
(1) If $|\Phi_i|(F) \cap \mathcal{N}^\psi_i \neq 0,$ then $|\Phi_i|(F) \subset \mathcal{N}^\psi_i.$ This is possible, since $\eta$ has a uniform lower bound on $\mathcal{U}(\omega_p),$ which implies that $F(\partial \mathcal{N}^\psi_i, \mathcal{N}^\psi_i) > 0.$ The set consisting of all such faces will be denoted by $B.$

(2) For $F \in B,$ we can assign a nonempty finite set $K(F) \subset \mathbb{N}$, such that $|\Phi_i|(F) \subset B^F_{K(F)}$ and if $F \subset F'$ both in $B,$ we have $K(F) \supset K(F').$ This can be defined inductively on the decreasing dimensions as long as the subdivision is fine enough.

Now, we would like to construct the homotopy map $H_i$ inductively on the $k$-skeleton of $X_i,$ i.e., $X_i^{(k)}.$
For \( k = 0 \), we apply **Step 2** with \( \lambda = 0 \) and \( \delta < \varepsilon_i/4 \) to all the 0-cells in \( \mathcal{B} \). For all the 0-cells outside \( \mathcal{B} \), we simply construct a constant homotopy map. Thus, we obtain a map \( H^{(0)}_i \) defined on \( X^{(0)}_i \times [0, 1] \). Moreover, \( |H^{(0)}_i|(X^{(0)}_i \times 1) \cap N^i_{\eta/a_i} = \emptyset \) and \( |H^{(0)}_i|(x, [0, 1]) \subset B_{F_i,K(x)} \) for any \( x \in \mathcal{B}(0) \).

![Figure 2. Deformation \( H^{(0)} \)](image)

Inductively, suppose that we have constructed \( H^{(k-1)}_i \) on \( X^{(k-1)}_i \) \((k \geq 1)\), and now we consider the \( k \)-cells in \( X_i \). Fixing \( F_k \in X^{(k)}_i \backslash X^{(k-1)}_i \), then \( \partial F_k \in X^{(k-1)}_i \). Note that \( F'_k := F_k \cup (\partial F_k \times [0, 1]) \) is homeomorphic to \( F_k (\cong D^k) \), so we can define \( \Theta \) on \( F'_k \) by concatenating \( H^{(k-1)}_i \) on \( \partial F_k \times [0, 1] \) and \( \Phi_i \) on \( F_k \). Now, we would like to construct a homotopy map \( \tilde{H}^{(k)}_i \) with initial data \( \Theta \).

If \( F_k \notin \mathcal{B} \), then according to the definition of \( \mathcal{B} \), no cell in \( \partial F_k \) belongs to \( \mathcal{B} \) either. Thus, the homotopy map \( \tilde{H}^{(k)}_i \) on \( F'_k \) in this case can be defined as a constant homotopy. It’s worthy to note that

\[
|\tilde{H}^{(k)}_i|(F'_k \times 1 \cup \partial F'_k \times [0, 1]) \cap N^i_{\eta/a_{k+1}} = \emptyset.
\]

![Figure 3. Deformation \( \tilde{H}^{(1)} \)](image)

If \( F_k \in \mathcal{B} \), similar to the refinement mentioned at the beginning, by the second condition on the subdivision, we know that \( |\Theta|(F'_k) \subset B_{F_i,K(F_k)} \). We can make a subdivision on \( F'_k \) such that, each (closed) \( k \)-dimensional face \( \tilde{F} \) with \( |\Theta|(\tilde{F}) \cap N^i_{\eta/a_k} = \emptyset \) must have \( |\Theta|(\tilde{F}) \subset N^i_{\eta} \). The union of all such \( k \)-dimensional faces now will be denoted by \( Y \). Note that \( |\Theta|(\partial Y) \cap N^i_{\eta/a_k} = \emptyset \), since \( |\Theta|(\partial F'_k) \cap N^i_{\eta/a_k} = \emptyset \) by induction. With this new subdivision, we can define a map

\[
\tilde{H} : F'_k \times [0, 1] \cup Y \times [1, 2] \to Z_n(M;F;\mathbb{Z}_2)
\]

such that \( \tilde{H}(\cdot, t) := \Theta(\cdot) \) for \( t \in [0, 1] \), and \( \tilde{H}(\cdot, t + 1) = H_{\Theta,\delta}^{(k)}(\cdot, t) \) for \( t \in [0, 1] \) in **Step 2** with \( \delta < \varepsilon_i \). By the construction of \( Y \), we have

\[
|\tilde{H}((F'_k - Y) \times 1 \cup \partial F'_k \times [0, 1])| \cap N^i_{\eta/a_{k+1}} = \emptyset.
\]

By (5) in the third bullet of **Step 2**,

\[
|\tilde{H}(Y \times 2)| \cap N^i_{\eta/a_{k+1}} = \emptyset.
\]
By Step 3,

\[(115) \quad |\hat{H}(\partial Y \times [1,2])| \cap \mathcal{N}_{n/a_{k+1}}^i = \emptyset.\]

We can derive \(\tilde{H}_i^{(k)} : F_k \times [0,1] \rightarrow Z_n(M; \mathbf{F}; \mathbb{Z}_2)\) from \(\hat{H}\) induced by the homeomorphism

\[(116) \quad (F_k' \times [0,1], \partial F_k' \times [0,1], F_k' \times 1) \cong (F_k \times [0,1] \cup Y \times [1,2], \partial F_k \times [0,1], (F_k \setminus Y) \times 1) \cup (Y \times 2) \cup (\partial Y \times [1,2])).\]

By the property of \(\hat{H}\), we also have

\[(117) \quad |\tilde{H}_i^{(k)} (F_k \times 1 \cup \partial F_k \times [0,1])| \cap \mathcal{N}_{n/a_{k+1}}^i = \emptyset.\]

\[\text{Figure 4. Deformations } \hat{H} \text{ and } \tilde{H}^{(1)}\]

For both cases, we can derive \(H_i^{(k)} : F_k \times [0,1] \rightarrow Z_n(M; \mathbf{F}; \mathbb{Z}_2)\) from \(\tilde{H}_i^{(k)}\) induced by the homeomorphism

\[(118) \quad (F_k \times [0,1], F_k \times 1) \cong (F_k' \times [0,1], F_k' \times 1 \cup \partial F_k' \times [0,1]),\]

satisfying that \(H_i^{(k)}|_{\partial F_k \times [0,1]} = H_i^{(k-1)}|_{\partial F_k \times [0,1]}\) and \(H_i^{(k)}|_{F_k} (\cdot, 0) = \Phi_i|_{F_k}.\) Note that,

\[(119) \quad |H_i^{(k)}(F_k \times 1)| = |\tilde{H}_i^{(k)}(F_k' \times 1 \cup \partial F_k' \times [0,1])|,\]

Therefore, we can concatenate all the \(H_i^{(k)}\)'s defined on \(F_k \times [0,1]\)'s and obtain

\[(120) \quad H_i^{(k)} : X_i^{(k)} \rightarrow Z_n(M; \mathbf{F}; \mathbb{Z}_2).\]

Moreover, we can conclude that

\[(121) \quad |H_i^{(k)}|(X_i^{(k)} \times 1) \cap \mathcal{N}_{n/a_{k+1}}^i = \emptyset.\]

In summary, we can take \(\Psi_i := H_i^{(p)}(\cdot, 1)\) and \(\epsilon(\Sigma) := \eta(\Sigma)/(2 \cdot a_{p+1}(\Sigma)).\) It follows immediately that all the conditions hold. \(\square\)

Now, we are able to prove our first Morse index upper bound theorem.
Proof of Theorem 3. For any min-max sequence \( \{ \Phi_i \} \) for \( p \)-width, by Theorem 10, there exists a new min-max sequence \( \{ \Psi_i \} \) such that \( C(\{ \Psi_i \}) \cap APR_p \subset S(\omega_p) \). Therefore, the Almgren-Pitts theory generates a minimal hypersurface with optimal regularity \( V \in C(\{ \Psi_i \}) \cap APR_p \subset S(\omega_p) \), i.e., \( \text{index}(\text{spt}(V)) \leq p \). □

In addition, combined with [MN18, Theorem 4.7], we can obtain a slightly stronger result.

**Theorem 11.** Suppose that \((M^{n+1}, g)\) is a closed Riemannian manifold with \( n + 1 \geq 3 \), then for any \( p \in \mathbb{N}^+ \), there exists a min-max sequence \( \{ \Phi_i \} \subset P_p \) such that
\begin{equation}
(122) \quad C(\{ \Phi_i \}) \subset S(\omega_p).
\end{equation}

*Proof.* By the Deformation Theorem A (Theorem 10) above, it suffices to show that given any pulled-tight min-max sequence \( \{ \Phi_i \} \) for \( p \)-width, we can obtain a homotopic min-max sequence \( \{ \Psi_i \} \) such that \( L(\{ \Psi_i \}) = L(\{ \Phi_i \}) \), and \( C(\{ \Psi_i \}) \subset C(\{ \Phi_i \}) \cap APR_p \).

In [MN18, Theorem 4.7], for any fixed \( j \), we can choose \( R, \delta \) to be \( R_j = \delta_j = 4^{-j} \), and then we could always find a sequence \( \{ \Psi_i^j \} \), such that the sequence \( \{ \Psi_i^j \} \) satisfies all the conclusions with \( APR_p \) in place of \( W_L \), since \( APR_p \) is compact. Applying the diagonal method, we can obtain a desired \( \{ \Psi_i \} \) from \( \{ \Psi_i^j \} \). □

Analogously, we can obtain a Morse index upper bound for the \( A^c \) functional.

**Theorem 12.** Given \((M^{n+1}, g) (n \geq 2)\) a Riemannian manifold, \( c > 0 \) and \( \delta > 0 \), if the \((X, Z)\)-homotopy class \( \Pi(\Phi_0) \) of \( \Phi_0 : X^k \to C(M) \) satisfies
\begin{equation}
(123) \quad L^c(\Pi(\Phi_0)) > \sup_{x \in Z} A^c(\Phi_0(x)),
\end{equation}
then there exists a \( \Omega \in C(M) \) such that \( A^c(\Omega) = L^c(\Pi(\Phi_0)) \) and \( \partial \Omega \) is a \( c \)-CMC hypersurface with optimal regularity and Morse index upper bound \( k \).
In addition, the same conclusion also holds for the restrictive \((X, Z)\)-homotopy class \(\Pi_{\epsilon}^c(\Phi_0)\) of \(\Phi_0\) for \(A^c\) with an upper bound \(\delta\), provided that

\[
L^c(\Pi_{\epsilon}^c(\Phi_0)) > \sup_{x \in Z} A^c(\Phi_0(x)).
\]

5. Construction of \(c\)-CMC hypersurfaces and improved Morse Index Bound

5.1. Approximation by \(c\)-CMC hypersurfaces. It is well-known that a smooth minimal hypersurface with a positive Jacobi field must be stable. In fact, it is true even for a minimal hypersurface with optimal regularity.

Lemma 7. Suppose that \(\Sigma^n \subset (M^{n+1}, g)\) is an oriented minimal hypersurface with optimal regularity, whose unit normal in the regular part is chosen as \(\nu\). If there exists a smooth positive solution \(u\) to the Jacobi equation defined on \(\Sigma \setminus S\), where \(S \supset \text{Sing}(\Sigma)\) is a closed subset of codimension no less than 7, i.e.,

\[
L_{\Sigma \setminus S} u := -\Delta u - (\text{Ric}^M(\nu, \nu) + |A_{\Sigma}|^2) u = 0 \quad \text{in} \ \Sigma \setminus S,
\]

then \(\Sigma\) is stable.

Remark 11. Although \(u\) is smooth in \(\Sigma \setminus S\), \(u\) might be unbounded near \(S\).

Proof. Suppose not and \(\Sigma\) is unstable, since \(\dim S \leq n - 7\), there exists a smooth function \(f\) compactly supported in \(\Sigma \setminus S\) satisfying the following unstability inequality,

\[
\int_\Sigma |\nabla f|^2 - (\text{Ric}^M(\nu, \nu) + |A_{\Sigma}|^2) f^2 < 0.
\]

Note that \(u\) is smooth, bounded and positive in \(\text{spt} \ f\), we may write \(f\) as \(g \cdot u\), where \(g\) is compactly supported in \(\Sigma \setminus S\) and thus obviously non-constant. Therefore, the left hand side is

\[
\int_\Sigma |\nabla (gu)|^2 - (\text{Ric}^M(\nu, \nu) + |A_{\Sigma}|^2) (gu)^2
\]

\[
= \int_\Sigma -\Delta (gu) \cdot gu - (\text{Ric}^M(\nu, \nu) + |A_{\Sigma}|^2) (gu)^2
\]

\[
= \int_\Sigma -\Delta g \cdot gu^2 - 2\nabla g \cdot \nabla u \cdot gu - gu^2 (\Delta u - (\text{Ric}^M(\nu, \nu) + |A_{\Sigma}|^2) u)
\]

\[
= \int_\Sigma |\nabla g|^2 \cdot u^2 > 0,
\]

which gives a contradiction to the inequality (126) above. \(\square\)

In X. Zhou’s multiplicity one theorem for sweepouts of boundaries ([Zho19, Theorem 4.1]), he used two-sided PMC hypersurfaces to approximate minimal hypersurfaces to exclude higher-multiplicity components. Here, we will approximate minimal hypersurfaces by \(c\)-CMC hypersurfaces instead.

Proposition 1. Given a sequence of two-sided, multiplicity one \(c_i\)-CMC hypersurfaces \(V^i\) as the boundary of some Caccioipoli set with optimal regularity and Morse index upper bound \(k\) in \((M, g)\), if \(c_i \searrow 0\) and \(\|V^i\|(M) \to A \in (0, \infty)\), then there exists a minimal hypersurface \(V\) with optimal regularity, whose support is a disjoint
union of connected minimal hypersurfaces \( \{ \Sigma_j \}_{j=1}^{k} \) with multiplicities \( \{ m_j \} \), such that, up to a subsequence,
\[
(128) \quad V^i \rightharpoonup V, 
\]
and thus \( \|V\|(M) = A \).
Moreover, every component of \( V \) with multiplicity greater than 2 is stable and
\[
(129) \quad \sum_{m_j \leq 2} \text{index}(\Sigma_j) \leq k. 
\]

Proof. By the compactness of CMC hypersurfaces (See [BCW19], [Sha15]), we know that the limit is a minimal hypersurface \( V \) with optimal regularity, and the support has Morse index upper bound \( k \).

It suffices to show that if \( m_j \geq 3 \), then the corresponding component \( \Sigma_j \) is stable. For such \( \Sigma_j \), we will consider two cases, i.e., either \( \text{reg}(\Sigma_j) \) is 2-sided or 1-sided.

Case 1: If \( \Sigma_j \) is 2-sided, by the sheeting theorem in [BCW19] and [Sha15], we know that outside at most \( k \) points and the singular set of \( \Sigma_j \), there exists an exhaustion by compact domains \( \{ U_i \subset \Sigma_j \} \) and small neighborhoods \( \tilde{U}_i \) of \( U_i \) in the image of the exponential map of its normal bundle with a fixed unit normal, such that, up to a subsequence, the inverse image of \( \text{spt}(V^i) \cap \tilde{U}_i \) as a smooth multi-graph graphically converges to \( \Sigma_j \). Note that the number of the graphs is determined by the multiplicity \( m_j \). Therefore, \( \text{spt}(V^i) \cap \tilde{U}_i \) can be written as a set of \( m_j \)-normal graphs \( \{ u_1^i, u_2^i, \cdots, u_{m_j}^i : u_i \in C^\infty(\tilde{U}_i) \} \), and
\[
(130) \quad u_1^i \leq u_2^i \leq \cdots \leq u_{m_j}^i, 
\]
where \( u_i^i \to 0 \) in the smooth topology as \( i \to \infty \).

Since \( V_i \) is the boundary of some Cacciopoli set, it follows immediately from the Constancy theorem that these graphs have alternate unit outer normal. In particular, \( m_i \geq 3 \) implies that there exists two graphs \( u_1^3 \) and \( u_3^3 \) whose unit outer normal both pointing upwards or downwards w.r.t. the unit normal over \( U_i \).

Following the proof of [Zho19, Theorem 4.1], we can obtain a similar equation as (4.3) therein, i.e.,
\[
(131) \quad L_{\Sigma_j}(u_k^3 - u_k^1) + o(u_k^3 - u_k^1) = 0. 
\]

Fix a point \( p \in U_1 \) and the Strong Maximum Principle [Zho19, Lemma 3.12] indicates that \( u_k^3 - u_k^1 > 0 \). Thus, if we define \( h(x) := (u_k^3(x) - u_k^1(x))/(u_k^2(p) - u_k^1(p)) \), a standard Harnack inequality will lead to the limit \( h(x) > 0 \) defined over \( \Sigma_j \) outside at most \( k \) points and the singular set of \( \Sigma_j \), where the convergence is taken in the smooth topology.

In particular, \( h(x) \) is a positive “Jacobi field” as in Lemma 7. It follows immediately that \( \Sigma_j \) is stable.

Case 2: If \( \Sigma_j \) is 1-sided, we can follow part 8 in the proof of [Zho19, Theorem 4.1] by considering a 2-sided double cover \( \tilde{\Sigma}_j \) of \( \Sigma_j \). The proof in Case 1 applied to \( \tilde{\Sigma}_j \) implies that \( \tilde{\Sigma}_j \) is stable and therefore \( \Sigma_j \) is stable by simple lifting of vector fields. \( \square \)

5.2. Approximating \( c \)-CMC hypersurfaces. For each fixed \( p \in \mathbb{N}^+ \), let’s fix a pulled-tight min-max sequence \( S = \{ \Phi_i \} \subset \mathcal{P}_p \), satisfying that
\[
(132) \quad \lim_{i \to \infty} \sup_x \{ M(\Phi_i(x)) \} = \omega_p, 
\]
and \( \sup_x \{ M(\Phi_i(x)) \} \leq \omega_p + 1/i. \)

Without loss of generality, we can always assume that \( X_i := \text{dimn}(\Phi_i) \) is of dimension \( p \), since otherwise we can simply restrict \( \Phi_i \) to its \( p \)-skeleton. Moreover, by Theorem \( 11 \), we can also assume that any \( V \in C(S) \) is a minimal hypersurface with optimal regularity.

5.2.1. Construction of Restrictive \( F \)-homotopy Families.

For each fixed \( i \in \mathbb{N}^+, l \in \{0, 1, \cdots, p\} \), let’s define \( X_i^{(l)} \) to be the \( l \)-skeleton of \( X_i \) and \( \Phi_i^{(l)} := \Phi_i|_{X_i^{(l)}} \). The corresponding restrictive \( F \)-homotopy family \( \Pi_i^{(l)} \) for \( \Phi_i^{(l)} \) is defined as
\[
\Pi_i^{(l)} = \{ \Psi : X_i^{(l)} \rightarrow Z_0(M; F; \mathbb{Z}_2) | \exists H : X_i^{(l)} \times [0, 1] \rightarrow Z_0(M; F; \mathbb{Z}_2), H(\cdot, 0) = \Phi_i^{(l)}, H(\cdot, 1) = \Psi, \sup_{x, t} \{ M(H(x, t)) \} \leq \sup_x M(\Phi_i(x)) + l \}.
\]

Thus, we can still define a min-max value \( L_i^{(l)} \) for each \( \Pi_i^{(l)} \) by
\[
L_i^{(l)} := \inf_{\Psi \in \Pi_i^{(l)}} \sup_x M(\Psi(x)) \leq \sup_x M(\Phi_i(x)).
\]

Since \( L_i^{(l)} \) is well-defined for each \( i \) and \( l \), one can also define
\[
L^{(l)} = \liminf_i L_i^{(l)},
\]
and it is easy to see that for each \( l \), \( L^{(l)} \leq \omega_p \) and \( L^{(p)} = \omega_p \).

Lemma 8. \( L^{(0)} < \omega_p \), provided that any minimal hypersurface with optimal regularity in \( \mathcal{APR}_p \) is \( 1 \)-unstable.

Proof of Lemma 8. Since \( S = \{ \Phi_i \} \) is pulled-tight and the compact set \( C(S) \) consists of \( 1 \)-unstable minimal hypersurfaces with optimal regularity, we can find a finite cover \( \{ B_{\varepsilon_2k}^p(\Sigma_k) \} \) from the cover \( \{ B_{\varepsilon_2}^p(\Sigma) \} \in C(S). \)

Hence, there exists a constant \( \varepsilon > 0 \) such that for \( i \) large enough and any \( x \in X_i^{(0)} \), either \( M(\Phi_i(x)) < \omega_p - \varepsilon \), or \( \Phi_i(x) \) is in \( B_{\varepsilon_2k}^p(\Sigma_k) \) for some \( k \). In the latter case, we can decrease \( M(\Phi_i(x)) \) by \( c_{0,k} > 0 \).

In summary, \( L^{(0)} \leq \omega_p - \min(\varepsilon, \min_k c_{0,k}) \).

5.2.2. Construction of Restrictive \( (X, Z) \)-homotopy Classes.

In the following, we shall assume that every stable minimal hypersurface in \( \mathcal{APR}_p \) is \( 1 \)-unstable, and let \( l < p \) be the largest number such that \( L^{(l)} < \omega_p \). Under these assumptions, we are going to construct \( c \)-CMC hypersurfaces approximating a \( p \)-width minimal hypersurface.

In fact, it follows immediately from the assumptions that we can take a subsequence \( \{ L_i^{(l)} \} \) such that \( \lim_{j \to \infty} L_i^{(l)} = \omega_p - c_1 \) for some positive \( c_1 \) and in addition, \( L_i^{(l+1)} \geq \omega_p - 1/j \). For \( i_j \) large enough, we have \( L_i^{(l)} < \omega_p - 1/j c_1 \), i.e., there exists a \( \Psi_{i_j} \in \Pi_i^{(l)} \) with homotopy map \( H_{i_j} \), such that \( \sup_x \Psi_{i_j}(x) < \omega_p - 1/j c_1. \)
Now, for each $i_j$ with $j \geq 100/c_1$, we are going to modify $\Phi_{i_j}^{(l+1)}$ such that we can construct a restrictive ($X, Z$)-homotopy class from it. The modified map $\Psi_{i_j}^{(l+1)}$ of $\Phi_{i_j}^{(l+1)}$ is defined as follows.

Firstly, on the $l$-skeleton, $\Psi_{i_j}^{(l+1)}|_{X_{i_j}^{(l)}} := \Psi_{i_j}$. Then, for each $(l + 1)$-cell which is a $(l + 1)$-dimensional cube and thus could be parametrized by $[-1, 1]^{l+1}$. In the interior, $\Psi_{i_j}^{(l+1)}(x) := (l+1)\Phi_{i_j}^{(l+1)}(x)$ for any $x \in [-1, 1]^{l+1}$. Near the boundary, $\Psi_{i_j}^{(l+1)}(\frac{l+1}{2}x) := H_{i_j}(x, t)$ for any $x \in \partial[-1, 1]^{l+1}, t \in [0, 1]$. One could easily check that $\Psi_{i_j}^{(l+1)} \in \Pi_{i_j}^{(l+1)}$ and moreover, we have

\[ \omega_p - 1/j \leq \sup_x M(\Psi_{i_j}^{(l+1)}(x)) \leq \sup_x M(\Phi_{i_j}^{(l+1)}(x)) + \frac{l}{i_j}. \]

Then, since $(\Psi_{i_j}^{(l+1)})^*(\tilde{\lambda}) = (\Phi_{i_j}^{(l+1)})^*(\tilde{\lambda}) \neq 0$, we lift the sweepout $\Psi_{i_j}$ to the double cover $\partial : \mathcal{C}(M) \to \mathcal{Z}(M, \mathbb{Z}_2)$. We obtain a double cover $\pi : \tilde{X}_{i_j} \to X_{i_j}^{(l+1)}$ and the lifting map:

\[ \tilde{\Psi}_{i_j}^{(l+1)} : \tilde{X}_{i_j} \to (\mathcal{C}(M), F), \]

satisfying $\partial \tilde{\Psi}_{i_j}^{(l+1)} = \Psi_{i_j}^{(l+1)} \circ \pi$.

Since $L_{i_j}^{(l+1)} \geq \omega_p - 1/j \geq \sup_x M(\Psi_{i_j})|_{X_{i_j}^{(l)}} + c_1/3$ and $X_{i_j}^{(l+1)} \setminus X_{i_j}^{(l)}$ is a union of disjoint $(l + 1)$-cells, there exists a $(l + 1)$-cell $\tilde{C}_{i_j}^{(l+1)}$ in $\tilde{X}_{i_j}^{(l+1)}$ satisfying the following property. Let $\Pi_{i_j}^{(l)}(\tilde{\Psi}_{i_j}^{(l+1)}|_{\tilde{C}_{i_j}^{(l+1)}})$ be the associated restrictive $(\tilde{C}_{i_j}^{(l+1)}, \partial \tilde{C}_{i_j}^{(l+1)})$-homotopy class, then we have

\[ L_{i_j}^{(l+1)} \geq L^{c(\Pi_{i_j}^{(l)}(\tilde{\Psi}_{i_j}^{(l+1)}|_{\tilde{C}_{i_j}^{(l+1)}}))} \geq L_{i_j}^{(l+1)} - c \cdot \text{Vol}(M) \]

\[ > \sup \mathcal{A}^c(\tilde{\Psi}_{i_j}^{(l+1)}|_{\partial \tilde{C}_{i_j}^{(l+1)}}), \]

provided that $c < \frac{1}{100000 \cdot \text{Vol}(M)}$ and $\delta < \frac{1}{i_j}$. Indeed, if this not true, one can construct a new map $\Psi' \in \Pi_{i_j}^{(l+1)}$ such that $\sup M(\Psi'_{i_j}) < L_{i_j}^{(l+1)}$, which gives a contradiction to the definition of $L_{i_j}^{(l+1)}$.

5.2.3. Construction of $c$-CMC hypersurfaces.

For each $i_j$ with $j \geq 100/c_1$, applying Theorem 12 on $\Pi_{i_j}^{(l)}(\tilde{\Psi}_{i_j}^{(l+1)}|_{\tilde{C}_{i_j}^{(l+1)}})$, we obtain a $c$-CMC minimal hypersurface $V_{i_j}$ with Morse index no greater than $\rho$ with $c = \frac{1}{100000 \cdot \text{Vol}(M)}$ and $\delta = \frac{1}{100000 \cdot i_j}$. Moreover,

\[ \mathcal{A}^c(V_{i_j}) \leq \|V_{i_j}\|(M) \leq \mathcal{A}^c(V_{i_j}) + c \cdot \text{Vol}(M) \]

and thus, by the assumption of $c$, we have

\[ L_{i_j}^{(l+1)} - \frac{c_1}{100000 \cdot i_j} \leq \|V_{i_j}\|(M) \leq L_{i_j}^{(l+1)} + \frac{c_1}{100000 \cdot i_j}. \]
5.3. **Proof of improved Morse Index Bound.**

If there exists a stable minimal hypersurface with optimal regularity in $\mathcal{APR}_p$, then the conclusion holds apparently.

Otherwise, by the construction in the previous subsection, we know that there exists a sequence of $c_i$-CMC hypersurfaces $V_i$ with optimal regularity and Morse index upper bound $p$ satisfying that

\begin{align}
\|V_i\|_p(M) &\to \omega_p,
\end{align}

\begin{align}
c_i &\searrow 0.
\end{align}

It follows immediately from Proposition 1 that there exists a $p$-width minimal hypersurface $V$ with optimal regularity, whose support is a disjoint union of connected minimal hypersurfaces $\{\Sigma_j\}_{j=1,\ldots,k}$ with multiplicities $\{m_j\}$ such that every component of $V$ with multiplicity greater than 2 is stable and

\begin{align}
\sum_{m_j\leq 2} \text{index}(\Sigma_j) &\leq p.
\end{align}
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