Scalable first-principles-informed quantum transport theory in two-dimensional materials
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Accurate determination of carrier transport properties in two-dimensional (2D) materials is critical for designing high-performance nano-electronic devices and quantum information platforms. While first-principles calculations effectively determine the atomistic potentials associated with defects and impurities, they are ineffective for direct modeling of carrier transport properties at length scales relevant for device applications. Here, we develop a scalable first-principles-informed quantum transport theory to investigate the carrier transport properties of 2D materials. We derive a non-asymptotic quantum scattering framework to obtain transport properties in proximity to scattering centers. We then bridge our scattering framework with $k \cdot p$ perturbation theory, with inputs from first-principles electronic structure calculations, to construct a versatile multiscale formalism that enables modeling of realistic devices at the mesoscale. Our formalism also accounts for the crucial contributions of decaying evanescent modes across heterointerfaces. We apply this formalism to study electron transport in lateral transition-metal dichalcogenide (TMDC) heterostructures and show that material inclusions can lead to an enhancement in electron mobility by an order of magnitude larger than pristine TMDCs.
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I. INTRODUCTION

Nanoelectronic devices, based on low-dimensional materials offers avenues to construct integrated circuits beyond the limits of Moore’s law [1–3]. Atomically thin monolayers such as graphene [4], silicene [5], phospherene [6], and transition metal dichalcogenides (TMDC) [7–9] have all been explored to construct high-performance field effect transistors, and these two-dimensional (2D) materials have shown great potential to succeed silicon in the next-generation computers. However, accurate prediction of transport properties in these materials is a crucial challenge that must be overcome before they can be used in practical devices [1].

Electron scattering due to imperfections, dopants/impurities, and phonons determine the carrier dynamics in 2D materials. Carrier transport properties can also be engineered by creating potential patterns and quantum confinements, such as through the application of local potentials via STM/AFM tips [10, 11], surface functionalization by organic molecules [12–14], or through spatial confinement in lateral heterostructures [15]. Density-functional theory (DFT) [16] provides a parameter-free method for electronic structure calculations and the accurate determination of atomistic potentials associated with heterointerfaces, defects, and impurities. However, DFT is ineffective for direct modeling of carrier transport properties at length scales relevant to device applications. There have been efforts to provide an atomistic quantum transport framework based on tight-binding methods [17], plane-wave representation of empirical pseudopotentials [18], and DFT-based non-equilibrium Green’s function techniques [19, 20]. However, such simulations can become computationally expensive with increasing number of atoms. Moreover, scattering across the material interfaces have significant contributions from the decaying evanescent modes, which traditional scattering calculations do not account, since the probabilities of evanescent modes vanish in the asymptotic limit where the boundary conditions (BCs) are applied to determine the scattering amplitudes. Hence, we require a more detailed scattering framework where the scattering properties are evaluated in proximity to scattering centers.

In this article, we present a framework for first-principles-informed continuum quantum transport theory. We develop a non-asymptotic quantum scattering theory, and show that bridging our scattering theory framework and the $k \cdot p$ perturbation theory, using inputs from ab-initio electronic structure calculations provides a versatile multiscale formalism. In particular, we envision immediate applications of our theory in simulations and design of electron optics, and in nanoscale optoelectronic platforms.

This article is organized as follows. In Sec. II, we develop a non-asymptotic quantum scattering theory based on sources and absorbers. With this setup, we obtain the total wavefunction that includes both propagating
and evanescent band contributions. This formalism is then extended to a multiband framework, by integrating with it the $k \cdot p$ perturbation theory using inputs from DFT calculations, as explained further in Sec. III. In that section we also explain the method to include thermal properties in our formalism through deformation potentials obtained via DFT calculations. In Sec. IV, we apply our formalism to study transport properties in lateral TMDC heterostructures. We observe the emergence of Fano resonances in 2D materials with material inclusions. We also show the enhancement of electron mobility in lateral heterostructures comprised of combinations of TMDC monolayers. Concluding remarks are presented in Sec. V.

II. CONSTRUCTION OF SOURCES AND ABSORBERS

![Diagram of a circular source and stealth region](image)

**FIG. 1.** Schematic representation of the construction of a circular source (red line) and absorber (gray region, also known as the stealth region) around a scattering center (green shaded region). Dirichlet boundary conditions are applied at the boundary of the absorber. Amplitudes on the source circle are chosen as per Eq. (10), so that the plane waves are injected into the region confining the scattering center.

The traditional treatment of scattering employs an *ad-hoc* condition that the distance between scattering centers and the observer is asymptotically large. At large distances, the solution wavefunction is expressed as a linear combination of the incoming and outgoing basis functions with undetermined amplitudes. A partial wave analysis is then performed in the asymptotic limit to obtain these amplitudes in terms of the phase-shift parameters. For example, in the 3D open domain, the wavefunction is expressed in terms of the spherical Hankel functions of the first kind $h^{(1)}_m(kr)$ [21]. We can then easily deduce the scattering amplitudes since all Hankel functions have the same asymptotic form given by $e^{ikr}/r$, which represents the outgoing spherical wave [22]. Lord Rayleigh [23] developed this method for the first time in the context of acoustic scattering, and later it was extended to quantum mechanics by Faxen and Holtsmark [24].

In the asymptotic limit, only the radial component of the scattered current contributes to the cross-section. As a result, information about the angular current contributions [25], and the distance between target and observer is lost in this analysis. In reports by Dai et al. [26, 27] it has been shown that a rigorous scattering treatment without the asymptotic approximations introduces a modification factor to the scattering amplitude, and an additional phase factor to the scattered wavefunction. Hence, our first aim is to formulate a framework to obtain the scattering properties without applying asymptotic BCs. In the conventional variational formulation of the scattering theory, asymptotic BCs are applied either by mapping the far-field partial wave expansion into the near-field region [29] or by approximating the Sommerfeld radiation conditions [22, 30]. However, both of these approaches fail to account for the decaying evanescent solutions, since they inherit the asymptotic BCs.

Previously, for electron scattering in waveguides, we proposed a method to reduce the scattering BCs to Dirichlet BCs by creating absorbers (stealth regions) on either end of the waveguide [28]. An extension of this technique to 2D open domain is achieved here by creating circular absorbers around the scattering center, as shown in Fig. 1. Within the absorber, we perform a coordinate transformation $\rho \rightarrow \rho (1 + i\alpha(r))$, and an energy transformation $E \rightarrow E (1 + i\alpha(r))$. Here, $\alpha(r)$ is the cubic Hermite interpolation polynomial varying smoothly from 0 to $\alpha_{max}$. Through such transformation, it has been shown that the no-reflection condition is satisfied [28] and the absorber will not reflect any wave back into the active region confined within the absorber. Therefore, scattering properties in the active region remain unaffected by the presence of the absorber. As a result of such a transformation, the wavefunction decays rapidly within the absorber, and we can apply Dirichlet BCs at the boundary of the absorber. Through this technique, we can confine the computational domain, while preserving the near-field nature of the wavefunction in the region confined by the absorber (scattering region), that is otherwise lost due to the application of asymptotic BCs.

Once we enclose the active scattering region with the absorber, we require a source (an electron antenna) in the active region to initiate the incoming plane waves (see Fig. 1). This is achieved by introducing a source term in the Schrödinger equation. In order to derive this source term, we start with the Green’s function equation for the Schrödinger operator in the 2D circular coordinate system given by

$$
\left[ \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2}{\partial \phi^2} + k^2 \right] G(\rho, \rho') = S(\rho', \phi') \frac{\delta(\rho - \rho')}{\rho'} \delta(\phi - \phi'),
$$

(1)
where \( S(\rho', \phi') \) is the source term whose form is yet to be determined, the wavevector \( k = \sqrt{2m^*E/\hbar^2} \), \( E \) is the incoming energy, and \( m^* \) is the effective mass. We expand the Green’s function in the Fourier representations as

\[
G(\rho, \rho') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} e^{im(\phi-\phi')} g_m(\rho, \rho').
\]  
(2)

Inserting this Fourier expansion into Eq. (1) we obtain

\[
\frac{1}{2\pi} \sum_{m=-\infty}^{\infty} e^{im(\phi-\phi')} \left[ \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial g_m}{\partial \rho} \right) + \left( k^2 - \frac{m^2}{\rho^2} \right) g_m \right] = S(\rho', \phi') \frac{\delta(\rho-\rho')}{\rho'}.
\]  
(3)

Multiplying Eq. (3) by \( e^{-im\phi} \) and integrating over \( \phi \), from 0 to 2\( \pi \), we obtain

\[
\left[ \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial g_m}{\partial \rho} \right) + \left( k^2 - \frac{m^2}{\rho^2} \right) g_m \right] = S(\rho', \phi') \frac{\delta(\rho-\rho')}{\rho'}.
\]  
(4)

The radial part \( g_m(\rho, \rho') \) is the Green’s function for the one-dimensional Sturm Liouville operator \([31]\) and will be of the form

\[
g_m(\rho, \rho') = A_m \begin{cases} J_m(k\rho)H_m(k\rho'), & \rho \leq \rho' \\ J_m(k\rho'H_m(k\rho), & \rho > \rho' \end{cases},
\]  
(5)

where, \( J_m(k\rho) \) and \( H_m(k\rho) \) are the Bessel and Hankel function of first kind, respectively. We determine the coefficient \( A_m \) by applying the jump condition at \( \rho = \rho' \) given by

\[
\left. \frac{\partial g_m}{\partial \rho} \right|_{\rho'+'} - \left. \frac{\partial g_m}{\partial \rho} \right|_{\rho'-'} = \frac{S(\rho', \phi')}{\rho'},
\]  
(6)

where, the Wronskian \( W[J_m(k\rho'), H_m(k\rho')] = 2i/\pi\rho' \). Thus,

\[
A_m = -\frac{i\pi}{2} S(\rho', \phi').
\]  
(7)

Substituting Eqs. (5) and (7) into Eq. (2), we obtain the total Green’s function of the form

\[
G(\rho, \rho') = \frac{-i}{4} S(\rho', \phi') \times \sum_{m=-\infty}^{\infty} e^{im(\phi-\phi')} \begin{cases} J_m(k\rho)H_m(k\rho'), & \rho \leq \rho' \\ J_m(k\rho'H_m(k\rho), & \rho > \rho' \end{cases},
\]  
(8)

By using the addition theorem for Bessel functions \([31]\) we have

\[
G(\rho, \rho') = -\frac{i}{4} S(\rho', \phi') H_0(k|\rho-\rho'|).
\]  
(9)

We note that \( H_0(k|\rho-\rho'|) \) represents the wave originating from the point source at \( \rho' \). As shown in Fig. 1, to obtain a circular source we integrate \( G(\rho, \rho') \) over the angular coordinate \( \phi' \) from 0 to \( 2\pi \). Hence the wavefunction emerging from the circular source is given by

\[
\psi_m(\rho, \rho') = -\frac{i}{4} \int_{0}^{2\pi} d\phi' S(\rho', \phi') H_0(k|\rho-\rho'|).
\]  
(10)

Our aim is to generate plane waves propagating in the forward direction from the circular source within the region \( \rho \leq \rho' \). Hence, we choose the source term to be

\[
S(\rho', \phi') = \frac{2i}{\pi} \sum_{m=-\infty}^{\infty} i^m e^{im\phi'}. \quad (11)
\]

Now, substituting Eq. (10) into Eq. (9) we obtain

\[
\psi_m = \sum_{m=-\infty}^{\infty} i^m e^{im\phi} \begin{cases} J_m(k\rho)H_m(k\rho'), & \rho \leq \rho' \\ J_m(k\rho'H_m(k\rho), & \rho > \rho' \end{cases},
\]  
(12)

where we have utilized the orthogonal properties of the function \( e^{im\phi} \). We know the expansion of plane wave

\[
e^{ikx} = e^{ik\rho \cos \phi} = \sum_{m=-\infty}^{\infty} e^{im\phi} i^m J_m(k\rho).
\]

Hence,

\[
\psi_m = \begin{cases} e^{ikx}, & \rho \leq \rho' \\ \sum_{m=-\infty}^{\infty} e^{im\phi} i^m \frac{J_m(k\rho')}{H_m(k\rho')} H_m(k\rho), & \rho > \rho', \end{cases}
\]  
(13)

and we obtain plane waves impinging on the scattering center from a circular source at \( \rho = \rho' \), as shown in Fig. 1. The wavefunction in the \( \rho > \rho' \) region will simply be absorbed by the stealth region.

Once we formulate the quantum scattering theory with the source and absorber, we can employ numerical methods to solve Eq. (1) and obtain the total wavefunction \( \psi \). In the presence of a scattering potential, we obtain the total wavefunction \( \psi = \psi_m + \psi_{sc} \). Here, \( \psi_{sc} \) includes both the radial and angular current contributions. In particular, \( \psi_{sc} \) also includes the evanescent solutions in case of an absorbing scattering potential or in case of multiband scattering processes, as discussed in the next section.

Throughout this article, we have solved the Hamiltonian equation by casting it into an action integral.
FIG. 2. (a) The scattering cross-section length obtained through our scattering formalism is plotted as a function of the incoming energy. Here, the dotted line represents the cross-section measured by an observer at infinity, whereas the continuous line represents the cross-section measured by an observer at a finite distance of 10 nm. The radii of the hard circle potential considered here are 8 nm, 5 nm and 3 nm. (b) The analytical result through partial wave analysis, and the numerical result obtained through our calculation for the scattering cross-section in a hard-circle potential is plotted as a function of energy.

This action integral is solved using finite element analysis (FEA) [32–35]. In FEA, we discretize the physical domain of interest into small elements. Within each element, we express the wavefunction as a linear combination of interpolation polynomials multiplied by undetermined coefficients. These coefficients correspond to the value of the wavefunction and their derivatives at the vertices (nodes) of the element. With this approach, one can systematically increase the accuracy through mesh size refinement (h-refinement) or by employing higher order interpolation polynomials (p-refinement).

To validate our scattering formalism, we consider the case of 2D scattering from a hard circle. The hard circle potential is given by

\[ V(\rho) = \begin{cases} 
0, & \rho \leq a \\
\infty, & \rho > a 
\end{cases} \]

where, \( a \) is the radius of the circle. Through partial-wave analysis, we can obtain a closed-form result for the scattering cross-section length, \( \sigma \), measured at the asymptotic distance (see Appendix B). In Fig. 2(b), we compare the analytical result (see Eq. (B4)), and the result obtained through our formalism. The behavior of \( \sigma \) at low- and high-energy limits, observed in Fig. 2(b), is discussed in Appendix B.

In Appendix A, we outline the scattering theory without applying asymptotic boundary conditions [26, 27]. In Fig. 2(a), we compare the cross-section length obtained by an observer at a very large distance (asymptotic limit) and by an observer at a finite distance of 10 nm, and find a significant quantitative difference. In case of the hard circle potential, difference between the asymptotic and non-asymptotic predictions increases with decreasing distance between the observer and the hard circle. In Fig. 2(a), we see that the deviation between the prediction at the asymptotic limit, and for the observer at 10 nm is maximum for the hard circle radius of 8 nm. This is because the effective distance from the hard circle and the observer is least for the 8 nm potential, amongst the considered hard-circle radii. Thus confirming that in nanoscale systems, it is especially important to employ the non-asymptotic scattering theory developed here to obtain accurate transport properties. In Appendix C, we derive the source term for the non-asymptotic scattering theory in three-dimensions (3D). Such analysis in 3D can be employed to obtain transport properties in bulk materials.

III. ENVELOPE FUNCTION SCATTERING THEORY WITH SOURCES AND ABSORBERS

In multiband scattering processes, the wavefunction will have contributions from not only the propagating waves, but also from the exponentially decaying evanescent waves [28]. This is particularly prevalent in transport across heterointerfaces. For example, in Fig. 3, we consider a heterointerface formed between MoS\(_2\) and WS\(_2\) monolayers. From first-principles electronic structure calculations, we know that MoS\(_2\) (\( E_c = -4.31 \text{ eV} \)) has a lower conduction band minimum than WS\(_2\) (\( E_c = -3.97 \text{ eV} \)) monolayer. Hence, when an electron with energy \(-4.31 \text{ eV} \leq E < -3.97 \text{ eV} \) is injected from the MoS\(_2\) to the WS\(_2\) monolayer, transport can occur only through the evanescent modes. These evanescent modes are placed within the bandgap and will have purely imaginary wavevectors, which in turn results in exponentially decaying contributions to the scattered wavefunction. Traditional scattering calculations
cannot account for these crucial contributions, since the probabilities of evanescent modes vanish at the asymptotic limit where the boundary conditions are applied to determine the scattering amplitudes. We therefore require a new quantum scattering framework as discussed in Sec. II, that can accurately compute both the evanescent modes and angular current contributions in the near-field of the scattering center.

The low-energy dynamics of charge carriers in semiconductors can be effectively described by the $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian [36–39]. This Hamiltonian provides an accurate characterization of the energy dispersion around the high-symmetry points of the Brillouin Zone, in terms of a small number of input band parameters. These band parameters, in turn, can be obtained from accurate first-principles calculations, for example, DFT or many-body perturbation theory [40]. In this section, we describe the multiband scattering theory using the envelope functions solutions of the $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian.

The $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian effectively captures the coupled dynamics of the conduction and valence bands around the high-symmetry points of the Brillouin zone. This is also the region in which we are most interested in determining the transport properties. Effects of remote bands can be easily included by using Löwdin perturbation theory [41]. Effects due to strain, magnetic field, and spin-orbit coupling can also be included as additional input parameters. Being a long-wavelength theory, $\mathbf{k} \cdot \mathbf{p}$ perturbation theory is well suited to simulate transport properties at device-relevant scales.

Let us consider the Hamiltonian equation of the form

$$ (H_0 + V_0 + V_d - E) \cdot \psi_{nk} = S(\rho', \phi') \eta_{\text{scale}} \hat{A}_{nk} \delta(\rho - \rho') $$  \hspace{1cm} (14)

where $S(\rho', \phi')$ is the source term defined in Eq. (10), $\hat{A}_{nk}$ is the incoming amplitude, $n$ is the band-index, $k$ is the wavevector, and $\eta_{\text{scale}}$ is a scale factor (derived in Appendix E). Here, $V_0$ is the cell periodic potential, and $V_d$ is the defect/impurity potential obtained from DFT calculations. In the envelope-function approximation (EFA), the general form of the wavefunction and the incoming amplitude are considered as a linear combination of a finite number of bands [36, 42, 43], given by

$$ \psi_{nk} = \sum_{m=0}^{n_{\text{band}}} F_m u_{mk}, $$

$$ \hat{A}_{nk} = \sum_{m=0}^{n_{\text{band}}} a_m u_{mk}, $$  \hspace{1cm} (15)

where $F_m$ is the slowly-varying envelope function, $u_{mk}$ is the cell-periodic Bloch function, $a_m$ is the incoming amplitude, and $n_{\text{band}}$ is the number of bands considered. Here, the expansion is at a fixed $k$ value, and we will assume from now on that the expansion is around $k = 0$. Within the framework of EFA, we perform ‘cell-averaging’ by integrating over each unit cell of the crystal. Bloch functions satisfy Schrödinger’s equation with band-edge energies, and results in:

$$ \int_{\text{cell}} d^2 \rho \ u_{m0}^\dagger \ u_{m0} = \delta_{mn}, $$

$$ \int_{\text{cell}} d^2 \rho \ u_{m0}^\dagger (H_0 + V_0) \cdot u_{m0} = E_m \delta_{mn}, $$

$$ \int_{\text{cell}} d^2 \rho \ u_{m0}^\dagger \mathbf{p} \cdot u_{m0} = \mathbf{p}_{mn}, $$  \hspace{1cm} (16)

where $\mathbf{p}_{mn}$ is the momentum matrix element. This averaging procedure results in equation of the form

$$ [\langle \mathbf{H}_{kp} \rangle_{\text{cell}} + (V_d - E) \mathbf{1}] \cdot \mathbf{F} = S(\rho', \phi') \eta_{\text{scale}} \hat{A} \delta(\rho - \rho'), $$  \hspace{1cm} (17)

where $\langle \mathbf{H}_{kp} \rangle_{\text{cell}}$ is the $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian, and $\mathbf{1}$ is the identity matrix. From now on we denote $\langle \mathbf{H}_{kp} \rangle_{\text{cell}}$ simply as $\mathbf{H}_{kp}$. The envelope function is $\mathbf{F} = (F_1, F_2 \ldots)^T$, and the incoming amplitude is $\hat{A} = (a_1, a_2 \ldots)^T$. In the absence of the defect potential $V_d$, the incoming amplitudes satisfy an equation of the form

$$ [\mathbf{H}_{kp} - E \mathbf{1}] \cdot \hat{A} = 0. $$  \hspace{1cm} (18)

Hence, for a given energy, we can obtain $\hat{A}$ by solving the above eigenvalue equation. Note that Eq. (18) represents...
the standard $k \cdot p$ Hamiltonian equation for the pristine material.

We cast Eq. (17) into an action integral, as this allows us to solve the equation in the variational approach. The advantages of the action integral formulation are that there is no ambiguity about reordering of operators for symmetrization [44] and, moreover we can easily evaluate the conserved current using the gauge-variational approach introduced by Gell-Mann and Levy [45] and used extensively by us [44] (see Appendix (D)). This action integral is solved using finite element analysis. A detailed discussion of this variational numerical procedure is described in our earlier work [28].

Within the Boltzmann transport formalism, important transport properties such as the mobility, conductance and Seebeck coefficients are expressed in terms of the total relaxation time $\tau (E)$. To determine $\tau (E)$, we need to consider both the intrinsic and extrinsic scattering rates. The extrinsic scattering rate arises from the potential scattering. According to Matthiessen’s law

$$\frac{1}{\tau (E)} = \frac{1}{\tau_e (E)} + \frac{1}{\tau_{ph} (E)}, \quad (19)$$

where, $\tau_e$ is the extrinsic carrier scattering time and $\tau_{ph}$ is the total intrinsic scattering time arising from the acoustic and optical phonon mode contributions.

### A. Carrier scattering time

Through kinetic theory [46], for elastic scattering processes in 2D, $\tau_e$ is given by

$$\tau_e (E) = \frac{1}{n_d \sigma_m \langle v \rangle}, \quad (20)$$

where $n_d$ is the disorder density, $\langle v \rangle$ is the average velocity, and $\sigma_m$ is the momentum scattering cross-section defined as

$$\sigma_m = \int_0^{2\pi} \frac{d\sigma}{d\phi} (1 - \cos \phi) \, d\phi, \quad (21)$$

where, $d\sigma/d\phi$ is the differential cross-section length. The average incident velocity is

$$\langle v \rangle = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\beta \, v \cos \beta, \quad (22)$$

where $v = |\nabla_k E_n (k)| / \hbar$ is the carrier velocity, and $\beta$ is the angle between the velocity vector and the longitudinal axis. For example, for a uniform velocity distribution, $\langle v \rangle = 2v/\pi$.

### B. Phonon scattering time

First-principles calculations provide a convenient way of determining the phonon scattering times by computing the deformation potentials of the crystal lattice [47]. In 2D materials, the phonon scattering rate from the longitudinal and transverse acoustic phonons is given by [48–50]

$$\frac{1}{\tau_{ph,0}} = \frac{m^* D_1^2 k_B T}{\hbar^2 p_{2D} c_s^2}, \quad (23)$$

where $m^*$ is the effective mass, $D_1$ is the first-order deformation potential, $T$ is the absolute temperature, $p_{2D}$ is the 2D ion mass density, and $c_s$ is the sound velocity of the acoustic phonons. The intervalley acoustic phonon and optical phonon rates are expressed in terms of the zero-order deformation potential $D_0$, and is given by

$$\frac{1}{\tau_{ph,1}} = \frac{m^* D_0^2}{2\hbar^2 \omega_\xi^2 p_{2D}} \left( e^{\hbar \omega_\xi/k_B T} \Theta (E - \hbar \omega_\xi) + 1 \right) f_{\xi}^{BE}, \quad (24)$$

where $\Theta$ is the Heaviside step function, $\omega_\xi$ is the phonon frequency, and $f_{\xi}^{BE}$ is the Bose-Einstein distribution function for the phonon mode $\xi$. Effect of the Fröhlich interaction can be implicitly added to the deformation potential [49]. We neglect the first-order optical deformation potential contributions, that are typically small compared to the values from Eqs. (23) and (24). Hence the total intrinsic phonon scattering rate is computed by summing over the all phonon modes, $\tau_{ph}^{-1} = \sum_\xi \tau_\xi^{-1}$.

In Fig. 4, we have plotted the total intrinsic phonon scattering rate at room temperature for various TMDC monolayers. We have included deformation potentials for the acoustic and optical phonon modes corresponding to the transition, $K \rightarrow \{K, K', Q, Q'\}$. Emergence of contributions from optical phonon modes are observed as steps in the scattering rate. We observe that MoSe$_2$ (WS$_2$) has the strongest (weakest) interaction with phonons for the considered TMDC monolayers. WX$_2$ has a greater electrical conductivity than MoX$_2$. These observations and scattering rate values are consistent with previous first-principles study in the literature [48, 49].

The flowchart displayed in Fig. 5 summarize the quantum transport framework discussed in this article. The band parameters, potential distributions, and phonon scattering rates are obtained through DFT calculations. These quantities will be an input to the $k \cdot p$ Hamiltonian which is then solved using the non-asymptotic quantum scattering theory. By combining the carrier scattering rate obtained through our calculations with the phonon scattering rate obtained though first-principles calculations, we can accurately obtain the carrier mobility and thermoelectric performance of the devices. In our theory, the scattering properties are calculated at a finite distance from the scattering center. Hence, it will accurately account for the evanescent mode contributions that are significant in scattering across heterointerfaces. This is evident from the enhancement of the electron mo-
we have listed all monolayers due to their lack of inversion symmetry and valley degrees of freedom are observed in TMDC conductor nanoelectric circuits. Tremendous recent interest in fabricating 2D semiconductive devices, and micromechanical techniques through multistep chemical vapor deposition techniques, has stimulated bottom up synthesis, and micromechanical techniques in inclusion.

Similar crystal structures and comparable lattice constants observed in MX$_2$ (M = Mo, W; X = S, Se) monolayers have motivated the study of TMDC-based quantum confinement in heterostructures. Experimentally, such lateral heterostructures can be realized through multistep chemical vapor deposition techniques, bottom up synthesis, and micromechanical techniques. The ability to pattern material inclusions in these systems provides an enhanced level of control over their electrical properties. Hence, they have great potential to realize in-plane transistors, photodiodes, cascade lasers, and CMOS circuits.

As shown in Fig. 3, the mismatch between band-offsets breaks the translational symmetry within planar TMDC heterostructures. Hence the evanescent modes (with purely imaginary wavevector) contribute heavily to their transport properties. Therefore, in 2D lateral heterostructures, the carrier scattering calculations have to carried out using the method described in Sec. III. In TMDCs, a seven-band $k \cdot p$ model can accurately capture the most important dispersion features of the conduction (CB) and valence (VB) bands. We can apply Löwdin perturbation theory to reduce the seven band model into a two-band model corresponding to the lowest CB and highest VB. Here, we keep the terms up to second-order in the diagonal element in the Hamiltonian corresponding to the basis set $\{ |\phi_c, s, \eta \rangle, |\phi_v, s, \eta \rangle \}$. Here, $s = \pm 1$ is the spin index, and $\eta = \pm 1$ denotes the valley $\pm K$. $C_{3v}$ symmetry dictates that the Hamiltonian should have the form

$$H_{kp} = H_0 + at (\eta k_x \hat{\sigma}_x + i k_y \hat{\sigma}_y) - \lambda \eta \frac{(\hat{\sigma}_z - 1)}{2}s,$$  

(25)

where $\hat{\sigma}$ denotes the Pauli matrices, $a$ is the lattice constant, $t$ is the effective hopping integral, $\lambda$ is the spin-orbit (SO) parameter, and $H_0$ is given by

$$H_0 = \begin{bmatrix} E_c + \alpha_s k_x^2 & 0 \\ 0 & E_v + \beta_v k_x^2 \end{bmatrix}.$$  

(26)

Here, $\alpha_s, \beta_v$ are the material parameters, and $E_c$ and $E_v$ are the CB minimum and the VB maximum, respectively. As the $k \cdot p$ theory is corrupted with the occurrence of spurious solutions, we have utilized the Foreman transformations to eliminate the spurious solutions, and hence, we set $\beta_v = 0$. In Table I we have listed all the $k \cdot p$ parameters used in our calculations for MoS$_2$, WSe$_2$, MoSe$_2$, WSe$_2$ monolayers. For now we have neglected strain matrix elements since MoS$_2$ (MoSe$_2$) and WSe$_2$ (WSe$_2$) have commensurate lattice constants. Material parameters between the two layers are smoothly interpolated through the self-consistent potential distribution obtained from DFT calculations.

### A. Fano Resonance

In Fig. 6, we have plotted the electron scattering rate for a 2D triangular superlattice between MoS$_2$ and WSe$_2$ monolayers. There have been experimental efforts to realize such structures through lateral epitaxy.
FIG. 5. Flowchart of the quantum transport framework discussed in this article.

FIG. 6. Electron scattering rate is plotted as a function of energy for MoS$_2$(WS$_2$) and WS$_2$(MoS$_2$) triangular heterostructures. A(B) material pattern is displayed in the inset. The material parameters employed here are listed in Table I, and $n_d = 10^{12}$ cm$^{-2}$. The width of each shaded strip is taken to be 4 nm. Scattering rates are calculated using the envelope-function scattering theory discussed in Sec. III.

MoS$_2$ has a lower CB minimum as compared to WS$_2$. Hence, below $E < -3.97$ eV (marked by a green arrow in Fig. 6) transport in WS$_2$ layers can occur only through the evanescent modes. Evanescent wavevectors are the purely imaginary $k$ roots of the $k \cdot p$ Hamiltonian defined in Eq. (25). Firstly, we observe that the WS$_2$ (MoS$_2$) structure has a lower scattering rate (higher lifetime) as compared to the MoS$_2$ (WS$_2$) structure. This is because an electron injected from the WS$_2$ layer can scatter through the additional propagating conduction channel available from MoS$_2$ inclusions. For transport in the MoS$_2$ (WS$_2$) structure, we observe that at the incoming energies $E > -3.97$ eV ($E - E_c = 0.34$ eV, marked by an arrow in Fig. 6), corresponding to the CB minimum of WS$_2$, the electron scattering rate decreases significantly, since the evanescent modes disappear above this energy. The resonances observed in the MoS$_2$ (WS$_2$) structure, below the energy $E < -3.97$ eV are due to the interaction with the trapped electron states within the WS$_2$ barrier.

For transport in the WS$_2$ (MoS$_2$) structure, we observe both a maximum and minimum in the electron scattering rate around $E - E_c = 0.1$ eV (see Fig. 6). This marks the occurrence of a Fano resonance in the transmission profile, an effect analogous to that of atomic autoionization [75], first observed in the context of inelastic electron scattering by a helium atom. Analogous Fano profiles are observed around the subband minima of a quantum waveguide with attractive potentials [76]. Here, the MoS$_2$ inclusion acts as a quantum well and leads to the formation of quasi-bound metastable states. Interaction between the propagating modes and the quasi-bound states leads to the Fano resonance. Multiple Fano resonances are observed when we have a superlattice of WS$_2$ and MoS$_2$ layers as shown in Fig. 7. Formation of Fano resonances leads to an enhancement in the thermoelectric figure-of-merit far beyond the pure 2D monolayers. This phenomenon will be discussed in detail elsewhere [77].

B. Enhancement of Electron Mobility

In this section, we study the electron mobility in TMDC heterostructures. Around the $K$-valley, the CB is isotropic and parabolic in nature. Hence, the mobility can be defined as

$$\mu = \frac{e}{m^* n} \int dE g(E) E \tau(E) \left( -\frac{\partial f(E)}{\partial E} \right), \quad (27)$$
FIG. 7. Electron scattering rate is plotted as a function of energy for WS$_2$-MoS$_2$ lateral heterostructures. Electrons are initiated from the WS$_2$ layer. Here, the notation 4 nm (3) represents that there are 3 periods of WS$_2$ and MoS$_2$ layers, and each layer has a width 4 nm. The material parameters employed here are listed in Table I and $n_d = 10^{12}$ cm$^{-2}$. Scattering rates are calculated using the envelope function scattering theory discussed in Sec. III.

where, the 2D carrier density $n = \int dE g(E) f(E)$, $g(E)$ is the density of states, and the Fermi-Dirac distribution is $f(E) = (1 + \exp[(E - E_F)/k_B T])^{-1}$. Due to the parabolic nature of CB, we consider constant $g(E) = g_s g_v m^*_h/2\pi\hbar^2$, where $g_s$ and $g_v$ ($g_v = 1, 2$ for VB, CB) are the spin and valley degeneracies, respectively.

In Fig. 8, we plot the total electron mobility (including both phonon and electron contributions) at room temperature for the n-type TMDC monolayers with triangular inclusions. The density of triangular inclusions is considered to be $n_d = 10^{12}$ cm$^{-2}$. We observe an enhancement in the mobility at low carrier density. The WS$_2$ monolayer with MoS$_2$ inclusion has the highest mobility amongst the considered combinations. This can be attributed to two main factors: 1) additional CB channels available from MoS$_2$ inclusions enhance the electron scattering lifetime, 2) WS$_2$ monolayer has the highest phonon scattering lifetime amongst the family of TMDC monolayers (see Fig. 4). The MoS$_2$ monolayer with WS$_2$ inclusion, on the other hand, has lower mobility. This is because the evanescent modes, being real functions, will not contribute to the probability current, thereby suppressing the overall mobility. We also note that the mobility observed here in WX$_2$ monolayers with triangular inclusions is an order of magnitude larger than the phonon-limited mobility and the mobility calculated in layers with charged vacancies. In charged vacancies, Coulomb contributions suppress the mobility [78]. Hence, short-range potentials such as the inclusions considered here are very promising candidates to realize high-mobility devices.

FIG. 8. Electron mobility at room temperature as a function of 2D carrier density for the triangular inclusions in TMDC heterostructures. The material parameters employed here are listed in Table I and $n_d = 10^{12}$ cm$^{-2}$.

V. CONCLUSIONS

In this article, we have developed a non-asymptotic quantum scattering theory using a novel method of sources and absorbers. The Cauchy boundary conditions that are necessary in the variational formulation of scattering are reduced to simpler Dirichlet boundary conditions by constructing a perfect absorber (stealth region) around the scattering centers. This allows us to define a finite computational domain. In the conventional scattering theory, scattering properties are determined at the asymptotic distance, resulting in the loss of evanescent mode contributions in multiband scattering processes and in the presence of absorbing scattering potentials. Introducing an absorber facilitates the evaluation of the scattering properties at a finite distance, and preserves the distance information between the observer and the scattering center. Once we enclose the active scattering region with the absorber, we require a carrier source to generate plane-waves and initiate the scattering event. We have derived the expression for the circular source term in Eq. (10) introduced in the right-hand side of the Hamiltonian equation.

We have shown that even for the simplest case of scattering from a hard circle potential, the cross-section length measured at a finite distance using our formalism, and at the asymptotic distance obtained through the analytical formulation show significant quantitative differences. As the carrier scattering time is inversely proportional to the cross-section length, our formalism is of immediate relevance in nanoscale systems, where transport measurements are made in proximity to the scattering centers.

We have shown that bridging our scattering theory framework with the $k\cdot p$ perturbation theory, with inputs
from ab-initio electronic structure calculations, provides a versatile multiscale formalism. The continuum nature of our formalism enables the modeling of realistic devices, scaling from hundreds to thousands of atoms. Carrier scattering rates obtained through our formalism combined with the phonon scattering rates obtained through DFT calculations can accurately calculate the thermoelectric properties of the nano-devices.

We obtained the phonon scattering rates for MX$_2$ (M = Mo, W; X = S, Se) monolayers through deformation potential calculations. We observed that the WS$_2$ (MoSe$_2$) has the highest (lowest) phonon scattering time in the family of MX$_2$ monolayers. This observation is consistent with other first-principles study in the literature. As an application of our formalism, we studied the transport properties in lateral TMDC heterostructures. Material inclusions in TMDCs acts as a short-range scattering centers. We observed the emergence of novel Fano resonances for the first time in 2D materials, when MoS$_2$ is encapsulated within WS$_2$ monolayer. The MoS$_2$ inclusion here acts as a quantum well, and forms the quasi-bound states that interact with the propagating modes leading to these resonances.

Lastly, we studied mobility of electrons as a function of carrier density in a family of TMDC layers with triangular inclusions. Here, WS$_2$ monolayer with MoS$_2$ inclusions is observed to have the highest electron-mobility, which is by an order of magnitude larger than the phonon-limited mobility. Hence, such lateral TMDC heterostructures should be explored as candidates to realize high-mobility devices.
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**Appendix A: Scattering cross-section length at a finite distance**

The differential cross-section is determined by dividing the scattered flux by the incoming flux, given by

$$\frac{d\sigma}{d\phi} = \frac{J^sc \cdot dS}{J_{in}},$$  \hspace{1cm} (A1)

where $J^sc$ is the scattered current, and $J_{in} = h\kappa/m^*$ is the magnitude of the current from the incoming plane wave. In the traditional scattering theory, the detector is at infinity, and the outgoing wave in 2D is a circular wave of the form $e^{i\kappa\rho}/\sqrt{\rho}$. When the observer is at a finite distance, $\rho$, the outgoing wave-front incident on the observer will have both radial and angular components. The surface element $dS$ is considered to be orthogonal to the outgoing current [26, 27]. In a 2D scattering,

$$J^sc \cdot dS = J^sc n \cdot dS n,$$

$$= \frac{J^sc}{\sqrt{\rho}} d\phi,$$  \hspace{1cm} (A2)

where $g$ is the determinant of the metric $g_{\mu\nu}$. In 2D circular coordinate system

$$\sqrt{g} = \rho \sqrt{1 + \frac{1}{\rho^2} \left(\frac{d\rho}{d\phi}\right)^2}.$$  \hspace{1cm} (A3)

Hence,

$$J^sc \cdot dS = J^sc \sqrt{1 + \frac{1}{\rho^2} \left(\frac{d\rho}{d\phi}\right)^2} \rho d\phi,$$  \hspace{1cm} (A4)

where

$$J^sc_{\rho} = \frac{h}{m} \frac{\Im}{\rho} \left( \psi^s_i \frac{\partial \psi^s_{sc}}{\partial \rho} \right),$$

$$J^sc_{\phi} = \frac{h}{m} \frac{\Im}{\rho} \left( \psi^s_i \frac{\partial \psi^s_{sc}}{\partial \phi} \right).$$

In order to compare with the expression given in the standard scattering theory, we would like to express the scattered flux in Eq. (A4) only in terms of the scattering current components. We know that

$$\frac{\partial}{\partial x} = \cos \phi \frac{\partial}{\partial r} - \frac{\sin \phi}{r} \frac{\partial}{\partial \phi},$$

$$\frac{\partial}{\partial y} = \sin \phi \frac{\partial}{\partial r} + \frac{\cos \phi}{r} \frac{\partial}{\partial \phi}.$$  \hspace{1cm} (A5)

Hence we can express the scattered current as

$$J^sc = \begin{bmatrix} J^sc_x \\ J^sc_y \end{bmatrix} = \begin{bmatrix} \cos \phi & -\sin \phi \\ \sin \phi & \cos \phi \end{bmatrix} \begin{bmatrix} J^sc_{\rho} \\ J^sc_{\phi} \end{bmatrix}.$$  \hspace{1cm} (A6)

Now let us take a surface of revolution for the scattered current, expressed in a parametric form $\rho = \rho(\phi)$. The tangential vector at a point on this surface is

$$t = \begin{bmatrix} -\rho(\phi) \sin \phi \\ \rho(\phi) \cos \phi \end{bmatrix},$$  \hspace{1cm} (A7)

and the normal vector is

$$n = \frac{\partial t}{\partial \phi} = \begin{bmatrix} -\rho(\phi) \cos \phi - \frac{\partial \rho(\phi)}{\partial \phi} \sin \phi \\ -\rho(\phi) \sin \phi + \frac{\partial \rho(\phi)}{\partial \phi} \cos \phi \end{bmatrix}.$$  \hspace{1cm} (A8)
Hence, the scattered current is given by

\[
J_{sc} = J_{sc} \frac{n}{|n|}.
\]

\[
= J_{sc} \left[ \frac{-\rho(\phi) \cos \phi - \frac{\partial \rho(\phi)}{\partial \phi} \sin \phi}{\sqrt{\rho^2 + \left( \frac{\partial \rho}{\partial \phi} \right)^2}} \right].
\]

(Eq. A9)

Equating Eq. (A6) and (A9), we obtain the angular components of the scattered as

\[
J_{sc}^\rho = \frac{-\rho J_{sc}}{\sqrt{\rho^2 + \left( \frac{\partial \rho}{\partial \phi} \right)^2}},
\]

\[
J_{sc}^\phi = \frac{\frac{\partial \rho}{\partial \phi} J_{sc}}{\sqrt{\rho^2 + \left( \frac{\partial \rho}{\partial \phi} \right)^2}}.
\]

(A10)

Hence we find that

\[
\frac{J_{sc}^\phi}{J_{sc}^\rho} = -\frac{1}{\rho} \frac{d \rho}{d \phi}.
\]

(A11)

By substituting this relation in Eq. (A4), we obtain

\[
J_{sc} \cdot dS = J_{sc} \sqrt{1 + \left( \frac{J_{sc}^\rho}{J_{sc}^\rho} \right)^2} \rho \, d\phi.
\]

(A12)

We know that \( J_{sc} = \sqrt{\left( J_{sc}^\rho \right)^2 + \left( J_{sc}^\phi \right)^2} = J_{sc}^\rho \left[ 1 + \left( \frac{J_{sc}^\phi}{J_{sc}^\rho} \right)^2 \right] \). Substituting this relation to Eq. (A4) we obtain

\[
J_{sc} \cdot dS = J_{sc}^\rho \left[ 1 + \left( \frac{J_{sc}^\phi}{J_{sc}^\rho} \right)^2 \right] \rho \, d\phi,
\]

and the differential cross-section length is given by

\[
\frac{d\sigma}{d\phi} = \left| \frac{J_{sc}^\rho}{J_{in}} \right| \left[ 1 + \left( \frac{J_{sc}^\phi}{J_{sc}^\rho} \right)^2 \right] \rho.
\]

(A13)

Note that as the source and observer are pushed to infinity \((\rho \to \infty)\),

\[
J_{sc}^\rho \to 0,
\]

\[
J_{sc}^\phi \to \frac{\hbar}{m^*} \left| \frac{f^2}{\rho} \right|,
\]

\[
\frac{d\sigma}{d\phi} \to \left| \frac{f^2}{k} \right|,
\]

(A14)

where \( f \) is scattering amplitude. Hence, we obtain the standard definition of the differential cross-section length \([21]\) in the limit \( \rho \to \infty \).

Appendix B: Scattering from a Hard circle potential

In this appendix, we discuss the analytical results for the scattering from a hard circle potential in 2D. Even though, this problem has been addressed before in the literature \([79, 80]\), the limiting behavior has not been discussed.

The hard circle potential of radius \( a \) in a 2D space is given by

\[
V = \begin{cases} 
\infty, & \rho \leq a \\
0, & \rho > a 
\end{cases}
\]

(B1)

The solution wavefunction for the above potential is of the form

\[
\psi(\rho, \phi) = \begin{cases} 
0, & \rho \leq a \\
e^{ik\rho \cos \phi} + \sum_{n=-\infty}^{\infty} c_n e^{in\phi} H_n(k\rho), & \rho > a
\end{cases}
\]

(B2)

To determine the coefficients \( c_n \), we utilize the boundary condition \( \psi(a, \phi) = 0 \). Hence,

\[
c_n = -i^n \frac{J_n(ka)}{H_n(ka)},
\]

(B3)

where we have used the expansion of the planewave 

\[
e^{ik\rho \cos \phi} = \sum_{n=-\infty}^{\infty} (i^n) e^{in\phi} J_n(k\rho).
\]

Through partial-wave analysis, we obtain the total cross-section length given by

\[
\sigma = \frac{4}{k} \sum_{n=-\infty}^{\infty} \left| \frac{J_n(ka)}{H_n(ka)} \right|^2.
\]

(B4)

To compare the quantum mechanical calculations with classical mechanics predictions, we consider the cross-section length in the high energy limit \( ka >> 1 \). We
know that,

\[ J_n(ka) \xrightarrow{ka \to \infty} \sqrt{\frac{2}{\pi ka}} \cos \left( ka - \frac{n\pi}{2} - \frac{\pi}{4} \right) , \]

\[ H_n(ka) \xrightarrow{ka \to \infty} \sqrt{\frac{2}{\pi ka}} e^{i \left( ka - \frac{n\pi}{2} - \frac{\pi}{4} \right)} . \] (B5)

Therefore,

\[ \sigma \simeq \frac{4}{k} \sum_{n=-\infty}^{\infty} \cos^2 \left( ka - \frac{n\pi}{2} - \frac{\pi}{4} \right) . \] (B6)

Classically, the particle will not be deflected by the potential if the impact parameter \( b > a \). The angular momentum \( L_\phi \) will follow the limit \( \left| L_\phi \right| = n\hbar \leq hka \). Hence, we can restrict the sum in Eq. (B6) between the limits \(-ka \leq n \leq ka\). With this simplification, we obtain the cross-section length

\[ \sigma \simeq 4a, \] (B7)

which is twice the classical mechanics prediction [79].

To obtain the low energy limit \((ka << 1)\) of the cross-section length, we retain only the first term \((n = 0)\) in the series given in Eq. (B4). In this limit,

\[ J_0(ka) \xrightarrow{ka \to 0} 1, \]

\[ H_0(ka) \xrightarrow{ka \to 0} \frac{2}{\pi} \ln(ka) . \] (B8)

Hence,

\[ \sigma \simeq \frac{\pi^2}{k} \left( \frac{1}{\ln(ka)} \right)^2 . \] (B9)

This is not an analytic function. Therefore, as \( k \to 0 \), cross-section length will diverge even though the scattering current vanishes.

Appendix C: Scattering theory in three-dimensions using sources and absorbers

In this appendix, we set up the framework for the quantum scattering theory in 3D, using our source and absorber scheme. In 3D, we consider a spherical source, and the absorber will be a spherical shell. An incoming plane wave will be of the form

\[ e^{i\mathbf{k} \cdot \mathbf{r}} = 4\pi \sum_{l=0}^{\infty} \sum_{m=-l}^{l} i^l Y_{ml}^*(k_\theta, k_\phi) Y_{ml}(\theta, \phi) j_l(kr), \] (C1)

where, \( Y_{ml} \) are the Laplace spherical harmonics, \( j_l(kr) \) are the spherical Bessel function, and \((k_\theta, k_\phi)\) define the direction of the wavevector \( \mathbf{k} \). Following a similar scheme as in Sec. II, we can derive the corresponding source term

\[ S(r', \theta', \phi') = \frac{4\pi i}{k^2} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} i^l Y_{ml}^*(k_\theta, k_\phi) Y_{ml}(\theta', \phi') h_l(kr'), \] (C2)

where, \( h_l(kr') \) is the spherical Hankel function. With this set up the incoming wavefunction in the absence of external potential is given by

\[ \psi_{in} = \begin{cases} 
\frac{e^{i\mathbf{k} \cdot \mathbf{r}}}{r}, & r \leq r'; \\
4\pi \sum_{l=0}^{\infty} \sum_{m=-l}^{l} i^l Y_{ml}^*(k_\theta, k_\phi) Y_{ml}(\theta', \phi') \frac{j_l(kr') h_l(kr)}{h_l(kr')}, & r > r'.
\end{cases} \]

Hence, we obtain plane waves incident on the scattering center from a spherical source at \( r = r' \).

Appendix D: Action integral formation

In this appendix, we explain the action integral formulation employed to solve Eq. (17). Let us consider a general form of the \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian in a 2D material given by

\[ H_{kp} = A_{xx}k_x^2 + A_{yy}k_y^2 + A_{xy}k_x k_y + B_x k_x + B_y k_y + C, \] (D1)

where \( A_{xx}, A_{yy}, A_{xy}, B_x, B_y, C \) are the coefficient matrices, \( k_x = -i\partial_x \), and \( k_y = -i\partial_y \). For simplicity, we have considered only the terms up to the second order derivatives. With this Hamiltonian, the action integral corresponding to Eq. (17) is given by

\[ A = \int d^2 \rho \mathbf{F}^\dagger \cdot \mathbf{L}_{kp} \cdot \mathbf{F} \]

\[ + \int d^2 \rho S(\rho', \phi') \eta_{\text{scale}} \mathbf{F}^\dagger \cdot \mathbf{A} \frac{\delta(\rho - \rho')}{\rho'}, \] (D2)

where \( \mathbf{L}_{kp} \) is the Lagrangian operator given by

\[ \mathbf{L}_{kp} = \left[ \partial_x A_{xx} \partial_x - A_{xx} \partial_x + \frac{1}{2} \left( \partial_x A_{xx} \partial_x + \partial_y A_{xy} \partial_x \right) + i \left( \partial_x B_x - B_x \partial_x \right) + \frac{1}{2} \left( \partial_y B_y - B_y \partial_y \right) + C \right], \]

where \( \partial \) and \( \partial \) represent the derivative operator acting on the functions appearing to the left and right side, respectively. This will ensure the correct operator ordering at the material interface [44].

Across a material interface, the envelope wavefunction, and the probability current has to be continuous. The continuity of the envelope function is ensured by using Hermite interpolation polynomials in our calculations, which will have both first and second derivative continuity [81]. The probability current is evaluated using
a gauge-variational approach that is commonly used in high energy/particle physics. Following Gell-Mann and Levy [45], we perform a transformation of the envelop function with respect to an arbitrary gauge function of the form, $F \to F e^{i\Lambda(\rho)}$. With this transformation, we obtain the conserved current

$$J_x = F^\dagger \cdot \frac{\delta L_{kp}}{\delta \partial_x \Lambda} \cdot F, \quad J_y = F^\dagger \cdot \frac{\delta L_{kp}}{\delta \partial_y \Lambda} \cdot F. \quad (D3)$$

The interfacial potential is obtained from the DFT calculations, and will be continuous across the interface. Hence, this conserved current will also be continuous.

**Appendix E: Scale factor**

In this appendix, we obtain the expression for the scale factor $\eta_{\text{scale}}$ employed in Eq. (17). For simplicity, let us consider the $k$-p Hamiltonian in one-dimension (1D). The expression we obtain here for 1D translates into higher dimensions as well. Let us consider the equation

$$[H_{kp}(x) - E1] \cdot F = S \eta_{\text{scale}} \delta(x), \quad (E1)$$

where the source term in 1D is given by $S = 2ik_1$ [28, 32], with $k_1$ being the incoming wavevector. The solution to the above equation in terms of the Fourier components is given by

$$F(x) = \frac{1}{2\pi} \int dk e^{ikx}2ik_1 \eta_{\text{scale}} \frac{\text{adj}(H_{kp} - E1) \cdot \delta(x)}{\text{Det}(H_{kp} - E1)}, \quad (E2)$$

Let us constrain $H_{kp}$ to be a $2 \times 2$ matrix, with eigenenergies given by $E_c$ and $E_v$. Then

$$F(x) = \frac{i k_1}{\pi} \delta(x) (E_c - E_v) \int \frac{dk}{(k^2 - k_1^2)(k^2 - k_2^2)...(k^2 - k_N^2)} e^{ikx} \eta_{\text{scale}}, \quad (E3)$$

where $k_1, k_2...k_N$ are the solution wavevector for the determinantal equation $\text{Det}(H_{kp} - E1) = 0$. The Hamiltonian $H_{kp}$ can include terms in higher order $k$ (such as $k, k^2, k^3...$) and hence, the determinant equation will have $N$ roots. Therefore, we choose

$$\eta_{\text{scale}} = \frac{(k^2 - k_1^2)...(k^2 - k_N^2)}{(E_c - E_v)}, \quad (E4)$$

so that the the incoming wavefunction $\psi(x)$ will have the form

$$\psi(x) = \delta(x) e^{ik_1x}. \quad (E5)$$

The expression derived in Eq. (E4) follows for 2D and higher dimensions as well.
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