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Abstract

We derive effective wall-laws for Stokes systems with inhomogeneous boundary conditions in three dimensional bounded domains with curved rough boundaries. No-slip boundary condition is given on the locally periodic rough boundary parts with characteristic roughness size $\varepsilon$ and boundary data is assumed to be supported in the nonoscillatory smooth boundary.

Based on the analysis of a boundary layer cell problem depending on geometry of the fictitious boundary and roughness shape, boundary layer approximations are constructed using orthogonal tangential vectors and normal vector on the fictitious boundary, which have $O(\varepsilon^{3/2})$-order in $L^2$-norm and $O(\varepsilon)$-order in energy-norm. Then, a Navier wall-law with error estimates of $O(\varepsilon^{3/2})$-order in $L^2$-norm and $O(\varepsilon)$-order in $W^{1,1}$-norm is obtained, which is proved to be irrespective of the choice of the orthogonal tangent vectors.
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1 Introduction

Rough boundary problems have many practical applications in aerodynamics, electromagnetism, hydrodynamics and hemodynamics, etc. Direct numerical computation around rough boundaries is usually out of reach for the time being since the problems have both macroscopic and microscopic scales and hence need lots of computational burden. Therefore one usually changes the boundary condition on rough boundary with a new boundary condition on a regularized fictitious boundary close to the rough boundary, that is so-called a wall-law. For viscous fluid flows, no-slip boundary condition at the rough wall is replaced by a type of Navier slip boundary condition, Navier wall-law, at the fictitious boundary. The derivation of Navier wall-laws are also important for shape optimization of roughness for better drag reduction since the procedure of shape optimization for drag reduction requires to know a priori the Navier’s coefficient in the slip boundary condition.

In this article we study effective wall-laws for the Stokes system

$$
\begin{align*}
-\Delta u^\varepsilon + \nabla p^\varepsilon &= f & \text{in } \Omega^\varepsilon, \\
\text{div } u^\varepsilon &= 0 & \text{in } \Omega^\varepsilon, \\
u^\varepsilon &= \psi & \text{in } \partial \Omega^\varepsilon,
\end{align*}
$$

(1.1)

where $\Omega^\varepsilon \subset \mathbb{R}^3$ is a bounded and simply connected domain and its sufficiently smooth boundary $\partial \Omega^\varepsilon$ consists of a nonoscillatory part and a rough part formed by locally periodic microscopic roughness of characteristic size $O(\varepsilon)$. Boundary data is assumed to be supported in the nonoscillatory part of $\partial \Omega^\varepsilon$.

There is a number of papers dealing with effective wall-laws for Stokes and Navier-Stokes equations, see e.g. [2] [3] [5] [7] [9] [11] [20] [21] [22] [23] [25] and the references therein for the case of periodic roughness and [11] [19] for the case of nonperiodic random roughness. Moreover, one can
find results concerning explicit or implicit wall-laws for Poisson equations, see, e.g. [1, 6, 8, 12, 13, 14, 15, 16, 25, 26, 29]. Here, we note that the Poisson equations describe simplified flows which are uniform in longitudinal direction. The main techniques used to derive effective wall-laws are domain decomposition and multiscale asymptotic expansions.

Most rough boundaries we meet in reality are curved boundaries, and for practical applications, results of flat rough boundaries may be applied to curved rough boundary problems with small curvature to some extent. However, if the curvature is considerably large, for more accurate analysis near the rough surfaces and for determination of micro-roughness shape giving better performance of drag reduction, the curved rough boundary must be considered as it is. We note that most of above mentioned references concern the flat rough boundaries, while for references dealing with wall-laws for curved rough boundaries, we refer to e.g. [1, 25, 26, 29]. In a pioneering work [1], a first order wall-law for the Poisson equation in a ring with many small holes near the outer boundary was obtained using domain decomposition techniques. Later, in [25, 26], first and second order wall-laws for Poisson equations in general two-dimensional annular domains with curved rough boundaries were obtained by combining techniques of domain decomposition and two-scale asymptotic expansions. We note that two-dimensional problems correspond to the case where longitudinal grooves form rough surfaces.

Wall-laws for multi-dimensional Poisson problem over curved rough boundary were obtained in [29]. More precisely, for Poisson problem with homogeneous Dirichlet boundary condition on curved compact boundary with locally periodic roughness on it the authors constructed suitable approximations of $O(\varepsilon^{3/2})$-order in $L^2$-norm and $O(\varepsilon)$-order in energy norm based on analysis of a boundary layer cell problem. Then, a wall-law with the same order of error estimates as the approximations in interior domains was derived.

We refer to a review article [27] for more details on the derivation and analysis of wall laws of fluid flows.

Motivated by [29], in this article we address derivation of wall-laws for inhomogeneous boundary value problem for the Stokes systems (1.1) over curved rough boundaries. We note that the system (1.1) may be used to analyze exterior fluid flows, if the boundary has two components and boundary data is supported only in outer non-oscillatory boundary part. Furthermore, if the rough boundary part and non-oscillatory boundary part are adjacent, the system (1.1) may be used for local analysis of fluid flows near a curved rough surface that can be a part of boundary of any type of objects.

To achieve our goal, first, we analyse a boundary layer cell problem depending on the geometry of the fictitious boundary and roughness shape, that is elliptic in the sense of Agmon, Douglis and Nirenberg, see (BL)1, in subsection 3.2, by using technique of Fourier series expansion. Then we construct boundary layer approximations of $O(\varepsilon^{3/2})$-order in $L^2$-norm and $O(\varepsilon)$-order in energy norm using the orthogonal tangential vectors and normal vector on the fictitious surface. Using these approximations we obtain an effective Navier wall-law which is shown to be irrespective of the choice of the orthogonal tangential vector fields and has error of $O(\varepsilon^{3/2})$-order in $L^2$-norm and $O(\varepsilon)$-order in $W^{1,1}$-norm. The main theorems of the paper are Theorems 3.20, 3.22 and 3.24.

Dealing with the Stokes system, we are encountered with additional difficulties compared to the Poisson problem, which are mainly related to the difference between vectorial and scalar case as well as the structural complicatedness of the Stokes system over Poisson equation. The main difference from the case of scalar Poisson equation is that for the construction of the approximations and wall-laws we need to consider curvilinear systems of tangential vectors and normal vector on the fictitious surface; we should take careful observations of dependence of approximations on the local curvilinear system. Moreover, due to inhomogeneous boundary condition, we need some sophisticated techniques using cut-off functions in construction and estimates of boundary layer approximations so that artificial vertical layer flows around the nonoscillatory boundary part could not be generated thus ensuring the required approximation order near the edge between nonoscillatory and oscillating parts of boundary.

For simplicity we consider the case of spacial dimension $n = 3$, but the result of the paper can be directly extended to the case of $n > 3$ without essential change.
This paper is organized as follows. In Section 2 we describe the rough domain considered in the paper and give the main notations. Section 3, the major part of the paper, consists of several subsections. Estimates of Dirichlet wall-law are given in subsection 3.1 and a boundary layer cell problem is analyzed in subsection 3.2. Subsections 3.3 and 3.4 concern the construction of local and global boundary layer correctors, respectively. In subsection 3.5 boundary layer approximations are constructed and an effective Navier wall-law with higher order error estimates is derived. Finally, in Appendix we give a refined analysis for divergence problem ensuring the estimate constant for a solution of divergence equation in our rough domain being independent of micro-roughness size \( \varepsilon \).

## 2 Domains with rough boundaries and main notations

We give description on the rough domain and notations. The domain \( \Omega^\varepsilon \subset \mathbb{R}^3 \) is bounded with its boundary \( \partial \Omega^\varepsilon \) consisting of rough part \( \Gamma_0 \) and nonoscillatory smooth part \( \Gamma_1 \), i.e.,

\[
\partial \Omega^\varepsilon = \Gamma_0 \cup \Gamma_1, \quad \Gamma_0 \cap \Gamma_1 = \emptyset,
\]

where \( \Gamma_1 \) is closed and \( \Gamma_0 \) consists of finite locally \( \varepsilon \)-periodic oscillating parts with microscopic size \( \varepsilon \). The domain \( \Omega^\varepsilon \) is divided into \( \Omega \) and \( \Omega^\varepsilon \setminus \Omega \) by an open and nonoscillatory sufficiently smooth surface \( \Gamma \) (fictitious boundary) such that \( \Gamma \) is at the distance of \( O(\varepsilon) \) from \( \Gamma_0 \) and \( \partial \Omega = \Gamma \cup \Gamma_1 \), \( \Gamma \cap \Gamma_1 = \emptyset \). If \( \Gamma \) and \( \Gamma_1 \) are adjacent, we assume \( \partial \Omega \in C^{0,1} \).

Denoting by \( \nu(x') \) the outward normal vector for \( \Omega \) at \( x' \in \Gamma \), suppose that there is some positive \( \delta = O(1) \) such that the mapping

\[
\Upsilon : \Gamma \times (-\delta, \delta) \to \mathbb{R}^3, \quad \Upsilon(x', t) = x' + t\nu(x')
\]

diffeomorphism. Moreover, suppose that there are some bounded open sets \( U_i, i = 1, \ldots, N, \) of \( \mathbb{R}^2 \), \( V_i, i = 1, \ldots, N, \) of \( \Gamma \) and diffeomorphism \( \varphi_i : U_i \to V_i, i = 1, \ldots, N, \) such that \( \{ \varphi_i, U_i, V_i \}_{i=1}^N \) is a chart of \( \Gamma \) and the rough surface \( \Gamma_0 \) is expressed by

\[
\begin{align*}
\Gamma_0 &= \{ \Upsilon(x', \gamma^\varepsilon(x')) : x' \in \Gamma \}, \\
\gamma^\varepsilon(x') &= \varepsilon \gamma_1(\varphi_i^{-1}(x'), \varphi_i^{-1}(x')) / \varepsilon, \quad x' \in V_i, i = 1, \ldots, N,
\end{align*}
\]

where \( \gamma_1 \geq 0 \) defined in \( U_i \times \mathbb{R}^2 \) is \((1, 1)\)-periodic with respect to the second variable and may take multi-values. In this sense the rough boundary part \( \Gamma_0 \) is locally \( \varepsilon \)-periodic. In addition, let

\[
|\gamma^\varepsilon(x')| \leq \varepsilon M < \frac{\delta}{2}, \quad x' \in \Gamma,
\]

and put

\[
\begin{align*}
\Gamma_\delta := \Upsilon(\Gamma \times (-\delta, \delta)), \\
\Gamma^\varepsilon_\delta := \Gamma_\delta \cap \Omega^\varepsilon, \\
\Gamma^\varepsilon_\delta,i := \Upsilon(V_i \times (-\delta, \delta)), \quad \Gamma^\varepsilon_\delta,i \cap \Omega^\varepsilon = \emptyset, \quad i = 1, \ldots, N.
\end{align*}
\]

Obviously, \( \Gamma^\varepsilon_\delta = \bigcup_{i=1}^N \Gamma^\varepsilon_\delta,i, \Gamma^\varepsilon_\delta \supset \Omega^\varepsilon \setminus \Omega \).

It is natural to assume that \( \Omega^\varepsilon \) can be expressed as a type of domain

\[
\Omega^\varepsilon = \bigcup_{j=1}^M G^{(j)}(x), \quad G^{(j)}(x) = G_0^{(j)} \cup \bigcup_{k=1}^{m_j} G_k^{(j)}, \quad j = 1, \ldots, M,
\]

where \( M \sim O(1), |G_0^{(j)}| \sim O(1), |G_k^{(j)}| \sim O(\varepsilon^3) \) and \( m_j \sim O(1/k^2), k = 1, \ldots, m_j, j = 1, \ldots, M, \) and

\[
G_0^{(j)} \cap G_k^{(j)} \neq \emptyset, G_0^{(j)} \cap G_k^{(j)} = \emptyset, k \neq l, 1 \leq k, l \leq m_j,
\]

for each \( j \in \{1, \ldots, M\} \). We assume further that each \( G_k^{(j)} \), \( k = 0, \ldots, m_j, j = 1, \ldots, M \), is a star-shaped domain with respect to some ball of radius \( R_k^{(j)} \) and \( \frac{\delta(G_k^{(j)})}{R_k^{(j)}} \sim O(1) \), where \( \delta(G_k^{(j)}) \) is
It is well known, cf. e.g. [17], that the system (1.1) has a unique solution.

Consider the approximation of the system (1.1) as

$$\text{3.1 Dirichlet wall-law}$$

Let us assume for the data of (1.1) that

$$\Omega \subset \Omega_{\varepsilon}, \quad \Gamma' \equiv \Gamma$$

and $\Omega_{0}$ is a sufficiently smooth domain satisfying

$$\Omega_{0} \subset \Omega, \quad \Gamma_{1} \cap \Gamma \subset \partial \Omega_{0}$$

and $\Omega_{0}$ has thickness of size $O(\varepsilon^{2})$.

Then, obviously, $|\Omega_{0} \setminus \Omega| \leq O(\varepsilon^{3})$. Let $\Gamma' \equiv \Upsilon(\Gamma' \times (-\delta, \delta))$.

As usual, $\mathbb{N}$ is the set of all natural numbers, $\mathbb{N}_{0} = \mathbb{N} \cup \{0\}$, and $\mathbb{Z}$ is the set of all integers.

For a domain $G \subset \mathbb{R}^{n}$ its closure is denoted by $\overline{G}$ and its boundary by $\partial G$. We do not distinguish between spaces of scalar- and vector-, or even tensor-valued functions as long as no confusion arises.

For Lebesgue, Sobolev spaces on a domain or boundary we use standard notations $L^{r}, W^{k,r}, W_{0}^{k,r}$, $1 \leq r \leq \infty$, $k \in \mathbb{Z}$, respectively. We use notation $L_{m}^{2}(\Gamma) := \{ \varphi \in L^{2}(\Gamma) : \int_{\Gamma} \varphi(x) \, dx = 0 \}$. Let $H^{1} = W^{1,2}, H_{0}^{1} = W_{0}^{1,2}$ and $H^{-1}$ the dual of $H_{0}^{1}$. The closures in $H^{1}(\Gamma)$ and $L^{r}(\Gamma)$ of the set $\{ u \in C_{0}^{\infty}(\Gamma) : \text{div} \, u = 0 \}$ are denoted by $H_{0}^{1}(\Gamma)$ and $L^{2}(\Gamma)$, respectively. The notation $A \lesssim B$ ($A \gtrsim B$) implies $A \leq cB$ ($A \geq cB$) with constant $C$ independent of $\varepsilon$.

### 3 Effective wall-laws for the Stokes system

Let us assume for the data of (1.1) that

$$f \in L^{2}(\Omega_{\varepsilon}), \psi \in W^{2-1/q,q}(\partial \Omega_{\varepsilon}), q \geq 2, \quad \text{supp} \psi \subset \Gamma_{1}, \int_{\Gamma_{1}} \psi \cdot \nu \, dx = 0. \quad (3.1)$$

It is well known, cf. e.g. [17], that the system (1.1) has a unique solution $\{ u^{\varepsilon}, p^{\varepsilon} \}$ satisfying $u^{\varepsilon} \in W^{2,q}(\Omega_{\varepsilon})$, $p^{\varepsilon} \in W^{1,q}(\Omega_{\varepsilon})$ and

$$\| u^{\varepsilon} \|_{W^{2,q}(\Omega_{\varepsilon})} + \| p^{\varepsilon} \|_{W^{1,q}(\Omega_{\varepsilon})} \leq C(\Omega_{\varepsilon})(\| f \|_{L^{q}(\Omega_{\varepsilon})} + \| \psi \|_{W^{2-1/q,q}(\Gamma_{1})}). \quad (3.2)$$

#### 3.1 Dirichlet wall-law

Consider the approximation of the system (1.1) as

$$-\Delta u + \nabla p = f \quad \text{in} \ \Omega_{0},$$

$$\text{div} \ u = 0 \quad \text{in} \ \Omega_{0},$$

$$u = \psi \quad \text{in} \ \Gamma_{1},$$

$$u = 0 \quad \text{in} \ \partial \Omega_{0} \setminus \Gamma_{1}. \quad (3.3)$$

The system (3.3) has a unique solution $\{ u, p \} \in W^{2,q}(\Omega_{0}) \times W^{1,q}(\Omega_{0})$ such that

$$\| u \|_{W^{2,q}(\Omega_{0})} + \| p \|_{W^{1,q}(\Omega_{0})} \leq C(\Omega_{0})(\| f \|_{L^{q}(\Omega_{0})} + \| \psi \|_{W^{2-1/q,q}(\Gamma_{1})}). \quad (3.4)$$
Lemma 3.1 If $\varphi \in H^1(\Omega^\varepsilon \setminus \Omega)$, $\varphi|_{\Gamma_0} = 0$, then
\[ \|\varphi\|_{L^2(\partial\Omega_0 \setminus \Gamma_1)} + \|\varphi\|_{L^2(\Gamma_{1})} \lesssim \varepsilon^{1/2} \|\nabla\varphi\|_{L^2(\Omega^\varepsilon \setminus \Omega)}. \] (3.5)

In addition, if $\varphi \in H^2(\Omega^\varepsilon)$, then
\[ \|\varphi\|_{L^2(\partial\Omega_0 \setminus \Gamma_1)} + \|\varphi\|_{L^2(\Gamma_{1})} \lesssim \varepsilon \|\varphi\|_{H^2(\Omega^\varepsilon)}. \] (3.6)

Proof. For $x' \in \Gamma$ let $l(x')$ and $l_0(x')$ be the distances from $x'$ to the intersection points of the outer normal line at $x'$ for $\Omega$ with $\partial\Omega_0 \setminus \Gamma_1$ and $\Gamma_0$, respectively. Let $\tilde{\varphi}$ be extension of $\varphi$ by 0 to $\Gamma_0 \setminus \Gamma_3$. Then we get by $\varphi|_{\Gamma_0} = 0$ and Minkowski’s inequality that
\[ \|\varphi\|_{L^2(\partial\Omega_0 \setminus \Gamma_1)} = \left( \int_{\Gamma} \left( \int_{l_0(x')}^{l(x')} \frac{\partial\varphi}{\partial x_3}(x', x_3) \, dx_3 \right)^2 \, dx' \right)^{1/2} \leq \left( \int_{\Gamma} \left( \int_{l_0(x')}^{l(x')} \frac{\partial\varphi}{\partial x_3}(x', x_3) \, dx_3 \right)^2 \, dx' \right)^{1/2} \lesssim \int_0^{M \varepsilon} \left( \int_{\Gamma} \frac{\partial\varphi}{\partial x_3}(x', x_3)^2 \, dx' \right)^{1/2} \, dx_3. \] (3.7)

Then, by Hölder inequality one gets
\[ \|\varphi\|_{L^2(\partial\Omega_0 \setminus \Gamma_1)} \lesssim \varepsilon^{1/2} \|\partial\varphi/\partial x_3 (x', x_3)\|_{L^2(0, M \varepsilon; L^2(\Gamma))} \lesssim \varepsilon^{1/2} \|\nabla\varphi\|_{L^2(\Omega^\varepsilon \setminus \Omega)}. \]

The estimate of $\|\varphi\|_{L^2(\Gamma)}$ can be obtained in the same way. Thus, \((3.5)\) is proved.

Let us prove \((3.6)\). Let $\tilde{\varphi} \in H^2(\Omega^\varepsilon \cup \Gamma_3)$ be an extension of $\varphi$ satisfying
\[ \|\partial\varphi/\partial x_3\|_{H^1(\Gamma_1)} \leq C \|\partial\varphi/\partial x_3\|_{H^1(\Omega^\varepsilon)}. \] (3.8)

with constant $C > 0$ independent of $\varepsilon$. The existence of such an extension is guaranteed by Sobolev extension theorem. Note that, due to the continuous embedding
\[ H^1((-\delta, M \varepsilon); L^2(\Gamma)) \to L^\infty((-\delta, M \varepsilon); L^2(\Gamma)) \]

with an embedding constant independent of $\varepsilon$ and \((3.8)\), one has
\[ \|\partial\tilde{\varphi}/\partial x_3\|_{L^\infty(0, M \varepsilon; L^2(\Gamma))} \lesssim \|\partial\tilde{\varphi}/\partial x_3\|_{H^1((-\delta, M \varepsilon); L^2(\Gamma))} \lesssim \|\varphi\|_{H^2(\Omega^\varepsilon)}. \]

Consequently, we can proceed in \((3.7)\) as
\[ \int_0^{M \varepsilon} \left( \int_{\Gamma} \left( \frac{\partial\varphi}{\partial x_3}(x', x_3)^2 \, dx' \right)^{1/2} \, dx_3 \right)^{1/2} \leq \int_0^{M \varepsilon} \left( \int_{\Gamma} \frac{\partial\tilde{\varphi}}{\partial x_3}(x', x_3)^2 \, dx' \right)^{1/2} \, dx_3 \lesssim \varepsilon \|\varphi\|_{H^2(\Omega^\varepsilon)}. \]

Combining this inequality with \((3.7)\) yields the required estimate for $\|\varphi\|_{L^2(\partial\Omega_0 \setminus \Gamma_1)}$ in \((3.6)\). The estimate of $\|\varphi\|_{L^2(\Gamma)}$ in \((3.6)\) can be obtained in the same way.

Thus, the proof of the lemma is complete. \(\Box\)

We have the following theorem on the error estimate for the zeroth order approximation system \((3.3)\).

Theorem 3.2 Let $u^\varepsilon$ be the solution to \((1.1)\) and let $\tilde{u}, \tilde{\varphi}$ be extensions of $u, p$ by 0 to $\Omega^\varepsilon$, respectively. Then,
\[ \|\nabla(u^\varepsilon - \tilde{u})\|_{L^2(\Omega^\varepsilon)} \lesssim \varepsilon^{1/2} (\|f\|_{L^2(\Omega^\varepsilon)} + \|\psi\|_{H^{1/2}(\Gamma_1)}), \]
\[ \|u^\varepsilon - \tilde{u}\|_{L^2(\Omega^\varepsilon)} \lesssim \varepsilon (\|f\|_{L^2(\Omega^\varepsilon)} + \|\psi\|_{H^{1/2}(\Gamma_1)}). \]
Proof. Let \( v = u^r - \bar{u} \) and \( s = p^r - \bar{p} \). Then, obviously, \( v \in H^1_{0,\sigma}(\Omega^r) \) and for any \( \varphi \in H^1_{0,\sigma}(\Omega^r) \) we have using integration by parts that
\[
(\nabla v, \nabla \varphi)_{L^2(\Omega^r)} = (-\Delta v + \nabla s, \varphi)_{\Omega^r \setminus \Omega_0} = \int_{\partial \Omega_0 \cap \Gamma_1} \frac{\partial u}{\partial \nu} - pv \cdot \varphi \, dx,
\]
where \((\cdot, \cdot)\) denotes either \( L^2\)-scalar product or duality paring between \( H^{-1} \) and \( H^1_0 \). By Poincaré’s inequality one has
\[
| (f, \varphi)_{\Omega^r \setminus \Omega_0} | \leq \| f \|_{L^2(\Omega^r \setminus \Omega_0)} \| \varphi \|_{L^2(\Omega^r \setminus \Omega_0)} \lesssim \| f \|_{L^2(\Omega^r \setminus \Omega_0)} \| \nabla \varphi \|_{L^2(\Omega^r \setminus \Omega_0)}
\]
and, by Lemma 3.1 and (3.4),
\[
| \int_{\partial \Omega_0 \cap \Gamma_1} \frac{\partial u}{\partial \nu} - pv \cdot \varphi \, dx | \leq \| \frac{\partial u}{\partial \nu} - pv \|_{L^2(\partial \Omega_0 \cap \Gamma_1)} \| \varphi \|_{L^2(\partial \Omega_0 \cap \Gamma_1)} \lesssim \epsilon \| f \|_{L^2(\Omega^r)} + \| \psi \|_{H^{3/2}(\Gamma_1)} \| \nabla \varphi \|_{L^2(\Omega^r \setminus \Omega_0)}
\]
Therefore, the first inequality of the theorem is proved.

Let us prove the second inequality of the theorem. Let \( A \) be the Stokes operator in \( L^2_\sigma(\Omega^r) \), i.e.,
\[
D(A) = H^2(\Omega^r \cap H^1_{0,\sigma}(\Omega^r)), \quad A \varphi := -\Delta \varphi,
\]
where \( P \) is the Helmholtz projection of \( L^2(\Omega^r) \) onto \( L^2_\sigma(\Omega^r) \). It is well known that
\[
\| \varphi \|_{H^2(\Omega^r)} \lesssim \| A \varphi \|_{L^2(\Omega^r)} \lesssim \| \varphi \|_{H^2(\Omega^r)}, \quad \forall \varphi \in D(A),
\]
Therefore, in view of (3.10), (3.11), we get
\[
| (v, A \varphi)_{L^2(\Omega^r)} | \lesssim \epsilon (\| f \|_{L^2(\Omega^r)} + \| \psi \|_{H^{3/2}(\Gamma_1)}) \| A \varphi \|_{L^2(\Omega^r)},
\]
which yields the second inequality of the theorem since the range of \( A \) is \( L^2_\sigma(\Omega^r) \).

The proof of the theorem is complete.

\[ \square \]

3.2 Boundary layer analysis

In order to derive a wall-law of higher order approximation for (1.1) we analyze the boundary layer near the rough boundary.

For \( x \in \Gamma_\delta \), let
\[
x = \Phi_i(x) := \Upsilon(\delta(i'(x'), x_3) = \varphi_i(x') + x_3\nu(\varphi_i(x'))), \quad x = (x', x_3) \in U_i \times (-\delta, \delta),
\]
(see Section 2 for \( \varphi_i \)).

Based on the expression of gradient \( \nabla_x \), divergence \( \text{div}_x \) and Laplacian \( \Delta_x \) with respect to the coordinate \( x \), that is,
\[
\nabla_x g = (D_x \Phi_i^{-1})^T (\nabla_x g(\varphi_i(x'))) \circ \Phi_i^{-1} = (D_x \Phi_i)^{-T} (\nabla_x g(\varphi_i(x'))) \circ \Phi_i^{-1},
\]
\[
\text{div}_x h = \text{div}_x ((D_x \Phi_i)^{-1} h(\varphi_i(x'))) \circ \Phi_i^{-1},
\]
\[
\Delta_x g = \text{div}_x ((D_x \Phi_i)^{-1} (D_x \Phi_i)^{-T} \nabla_x g(\varphi_i(x'))) \circ \Phi_i^{-1},
\]
(3.12)
where $D_x \Phi_i$ is Jacobian matrix for $\Phi$, we introduce matrices $A_i(x), B_i(x)$ as

$$B_i(x') := (D_x \Phi_i(x',0))^{-T} = (D_x \varphi_i(x'), \nu(\varphi_i(x')))^{-T}, \quad A_i(x') := B_i(x')^T B_i(x').$$  

(3.13)

Note that

$$A_i(x') = \begin{pmatrix} (D_x \varphi_i(x')^T D_x \varphi_i(x'))^{-1} & 0 \\ 0 & 1 \end{pmatrix}, \quad x' \in U_i.$$

Then we formulate the boundary layer cell problem $(BL)^i_{\lambda, x'}$ with parameter $x' \in U_i$ and $\lambda \in \mathbb{R}^3$:

$$(BL)^i_{\lambda, x'} : \left\{ \begin{array}{l}
-\text{div}_x(A_i(x') \nabla y \varphi(x', y)) + B_i(x') \nabla y \omega(x', y) = 0, \quad \text{in} \ Z_{BL} \setminus S, \\
\text{div}_y(B_i(x')^T \varphi(x', y)) = 0, \quad \text{in} \ Z_{BL} \setminus S, \\
\beta(x', y) = s = 0, \quad \text{in} \ Z_{BL} \setminus S, \\
\beta(x', y, y_3) \text{ is periodic with respect to } y', \quad \text{on} \ \partial Z_{BL} \setminus \{ y_3 = \gamma_i(x', y') \}.
\end{array} \right.$$

Here $Z_{BL}$ denotes the semi-infinite cylinder $\{ (y', y_3) \in \mathbb{R}^3 : y' \in (0,1) \times (0,1), y_3 < \gamma_i(x', y') \}$, and $|\varphi|_S := \lim_{\mu \to 0} |\varphi(x + \mu c)| - |\varphi(x - \mu c)|$ is the jump at $S = (0,1) \times (0,1) \times \{0\}$. In this subsection the unit vector in the direction of $y_l$-axis is denoted by $e_l$ for $l = 1 \sim 3$.

We assume w.l.o.g. that $D \varphi_i(x') \in C^1(\hat{U}_i), \ (D \varphi_i(x'))^{-1} \in C^1(\hat{V}_i)$.

Define the space $V$ by

$$V := \{ v \in L^2_{\text{loc}}(Z_{BL}) : \nabla v \in L^2(Z_{BL}), \text{div}_y(B_i(x')^T v) = 0, \quad \nu(\cdot, \gamma_i(\cdot, \cdot)) = 0 \text{ (in a trace sense), } \nu \text{ is } (1,1)\text{-periodic w.r.t. } y' \}$$

endowed with norm $\| v \|_V := \| \nabla v \|_{L^2(Z_{BL})}$. Then $V$ is a Banach space.

Testing $(BL)^i_{\lambda, x'}$ formally with $\varphi \in V$, one gets the equality

$$(B_i(x') \nabla y \varphi(x', y), B_i(x') \nabla y \varphi)_{Z_{BL}} = - \int_S \lambda \cdot \varphi \ dy'.$$

(3.14)

**Definition 3.3** A function $\beta = \beta_i(x', y, \lambda) \in V$ is called a solution to $(BL)^i_{\lambda, x'}$ if it satisfies (3.14) for all $\varphi \in V$.

**Theorem 3.4** There exists a unique solution to the problem $(BL)^i_{\lambda, x'}$ in the sense of Definition 3.3.

**Proof.** Note that, by Poincaré’s inequality,

$$\left| \int_S \lambda \cdot \varphi \ dy' \right| \leq |\lambda| \| \varphi \|_{L^2(S)} \leq c |\lambda| \| \nabla \varphi \|_{L^2(Z_{BL}^i)} \leq c |\lambda| \| \varphi \|_V,$$

where and in what follows $Z_{BL}^i = \{ y \in Z_{BL} : y_3 > 0 \}$. Thus, by Lax-Milgram’s lemma we get the conclusion.

We give a variation of De-Rham’s lemma without proof, that can be easily proved using standard techniques.

**Lemma 3.5** Let a matrix $B$ be nonsingular and suppose that $h \in H^{-1}(Z_{BL})$ satisfies

$$\langle h, v \rangle_{H^{-1}, H^1} = 0$$

for all $v \in H^1_0(Z_{BL})$ with $\text{div}(B^T v) = 0$. Then

$$h = B \nabla \varphi$$

(3.15)

with some unique $\varphi \in L^2_{(m)}(Z_{BL})$. 
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Remark 3.6 If $\beta$ is a solution to $(\mathbb{B}L)_{\lambda,x'}^i$ in the sense of Definition 3.2, then it follows by Lemma 3.7 and integration by parts that there is some $\omega = \omega_3(x', \cdot, \lambda) \in L^2_{(m)}(Z_{BL})$ such that $(\beta, \omega)$ solves the first equation of $(\mathbb{B}L)_{\lambda,x'}^i$. On the other hand, one can easily verify that the first and second equations of $(\mathbb{B}L)_{\lambda,x'}^i$ form an elliptic system in the sense of Agmon, Douglis and Nirenberg. Then, by the interior regularity for solutions to ADN elliptic systems (cf. [3], Theorem 10.3), we get

$$\{\beta, \omega\} \in (V \cap C^\infty(Z_{BL} \setminus S))^3 \times (L^2_{(m)}(Z_{BL}) \cap C^\infty(Z_{BL} \setminus S)).$$

(3.16)

Moreover, it follows that $(\beta, \omega)$ implies the fourth equation of $(\mathbb{B}L)_{\lambda,x'}^i$, that is, the jump condition. In fact, since

$$\text{div}_y(-A_i(x')\nabla_y\beta(x', y) + B_i(x')^T\omega(x', y)) = 0, \quad \text{in } Z_{BL} \setminus S,$$

and

$$-A_i(x')\nabla_y\beta(x', y) + B_i(x')^T\omega(x', y) \in L^2(Z_{BL}),$$

one gets that for any Lipschitz subdomain $G$ of $Z_{BL} \setminus S$

$$(-A_i(x')\nabla_y\beta(x', y', y_3) + B_i(x')^T\omega(x', y', y_3)) \cdot \mathbf{n} \in H^{-1/2}_\loc(\partial G)$$

where $\mathbf{n}$ is the outward normal vector at the boundary $\partial G$, see [32] or [17]. Now, testing the first equation of $(\mathbb{B}L)_{\lambda,x'}^i$ with $\varphi \in V \cap C^\infty_0(Z_{BL})$ yields

$$\langle [\frac{\partial\beta}{\partial y_3} - \omega_3(\varphi(x'))]_\nu, \varphi \rangle_{H^{-1/2}(S), H^{1/2}(S)} = \int_S \lambda \cdot \varphi \, dy'$$

implying the fourth equation of $(\mathbb{B}L)_{\lambda,x'}^i$.

Furthermore, testing the first equation of $(\mathbb{B}L)_{\lambda,x'}^i$ with suitable functions, one can easily see that $\omega$ is $(1,1)$-periodic with respect to $y'$ provided its trace has a meaning.

Henceforth we shall call $\{\beta, \omega\}$ a solution to $(\mathbb{B}L)_{\lambda,x'}^i$ as well.

Remark 3.7 Given $b < 0$, let $(\beta^{(b)}, \omega^{(b)})$ be the unique solution to the problem $(\mathbb{B}L)_{\lambda,x'}^i$ with jump conditions at $S$ replaced by the ones at $S(b) := \{y_3 = b\}$. Let us denote by $\{\beta^{(0)}, \omega^{(0)}\}$ the unique solution to $(\mathbb{B}L)_{\lambda,x'}^i$ with jump conditions at $S$. Then, it is easily checked that

$$\{\beta^{(b)}(x', y), \omega^{(b)}(x', y)\} = \begin{cases} 
\{\beta^{(0)}(x', y), \omega^{(0)}(x', y)\} & y_3 > 0, \\
\{\lambda y_3 + \beta^{(0)}(x', y), \omega^{(0)}(x', y)\} & b < y_3 \leq 0, \\
\{b \lambda + \beta^{(0)}(x', y), \omega^{(0)}(x', y)\} & y_3 \leq b.
\end{cases}$$

The next theorem shows behavior of solutions to $(\mathbb{B}L)_{\lambda,x'}^i$ near the interface $S$ and for $y_3 \to -\infty$.

Theorem 3.8 Let $\{\beta = \beta_i(x', \cdot, \lambda), \omega = \omega_i(x', \cdot, \lambda)\}$ be the solution to $(\mathbb{B}L)_{\lambda,x'}^i$. Then, there exist a constant $\alpha_i = \alpha_i(x') > 0$ and constant vector $c_i^m = c_i^m(x', \lambda)$ depending on $\gamma_i$ and $\Gamma$ satisfying

$$\forall k \in \mathbb{N}_0, \ \forall \bar{m}, \bar{l} \in \mathbb{N}_0, \ \forall (x', y) \in U_i \times \{y \in Z_{BL} : y_3 < 0\};$$

$$|D_{x}^k D_{y}^l \tilde{\beta}_i(x', y, y_3, \lambda)| + |D_{x}^m D_{y}^l \tilde{\omega}_i(x', y, y_3, \lambda)| \lesssim e^{\alpha_i y_3},$$

and

$$\forall k \in \mathbb{N}_0, \ \forall \bar{m} \in \mathbb{N}_0^3, \ \forall x' \in U_i, \ \forall r \in (1, \infty);$$

$$\|D_{x}^k D_{y}^l \tilde{\beta}_i(x', y, y_3, \lambda)\|_{W^{1,r}(Z_{BL}^+) \setminus C^\infty} + \|D_{x}^m D_{y}^l \tilde{\omega}_i(x', y, y_3, \lambda)\|_{L^r(Z_{BL}^+) \setminus C} \leq C,$$

(3.18)

where

$$\tilde{\beta}_i(x', y, \lambda) \equiv \beta_i(x', y, \lambda) - c_i^m(x', \lambda),$$

(3.19)

and $C$ depends on the boundedness constants of $D\tilde{\varphi}_1, D\tilde{\varphi}_1^{-1}$ and $\tilde{I}$ and $r$. 
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Proof. We rely on Fourier expansion techniques. We shall write $A = A_1, B = B_1$ for simplicity.
Let $A = (a_{jl})_{j,l=1,2}$. Due to Remark 3.7 we may assume w.l.o.g. that $\gamma_i(x',y') > 1$ for all $(x',y') \in U_1 \times Z'$ where $Z' = (0,1) \times (0,1)$. In view of the definition of the solution to (3.22) and Remark 3.6 we get that

$$\beta(x',\cdot,\cdot) \in C((-\infty,1], L^2(Z')), \quad \omega(x',\cdot,\cdot) \in L^2(-\infty,1; L^2(Z'))$$

and that $\beta, \omega$ as functions of $y'$ belong to $C_\text{per}^\infty(Z')$, where $Z' = (0,1) \times (0,1)$ and $C_\text{per}^\infty(Z')$ is the subspace of $C^\infty(Z')$ formed by all (1,1)-periodic functions. Hence we have Fourier expansions of $\beta, \omega$ such that

$$\beta(x',y,\cdot) = \sum_{m \in \mathbb{Z}^2} c_m(x',y,\cdot)e^{2\pi i m \cdot y'}, \quad \omega(x',y,\cdot) = \sum_{m \in \mathbb{Z}^2} d_m(x',y,\cdot)e^{2\pi i m \cdot y'},$$

where Fourier coefficients $c_m = (c_{m,1}, c_{m,2}, c_{m,3}), d_m = (m_1, m_2)$ are vector and scalar functions in $y_3$, respectively. Then, using $a_{3j} = a_{33} = 0$ ($j = 1,2), a_{33} = 1$ we get for $y_3 \in (-\infty,1) \setminus \{0\}$ that

$$\text{div}(A \nabla_y \beta) = \sum_{m \in \mathbb{Z}^2} \left( \frac{\partial}{\partial y_3} c_m - 4\pi^2 \xi_m c_m \right) e^{2\pi i m \cdot y'},$$

where $\xi_m(x') = \sum_{1 \leq j \leq 2} a_{jl}(x') m_j m_l$. By positivity of the matrix $A$ there is some $\alpha_i = \alpha_i(x') > 0$ satisfying

$$\xi_m(x') \geq \frac{\alpha_i^2(x')}{\pi^2} |m|^2, \quad \forall m \in \mathbb{Z}^2.$$ 

(3.21)

Here, without loss of generality we may regard $\alpha_i(x')$ as a continuous function in $x'$ since $a_{jl}(x'), j,l = 1,2,$ is continuous in $x'$. Moreover, we have for $y_3 \in (-\infty,1) \setminus \{0\}$

$$B \nabla_y \omega = \sum_{m \in \mathbb{Z}^2} B \left( \frac{2\pi i d_m m}{d_m} \right) e^{2\pi i m \cdot y'}.$$ 

On the other hand, $\text{div}(B^T \beta) = 0$ implies $\frac{d}{dy_3} c_m \cdot \nu(\varphi_i(x')) + ((D \varphi_i)^T c_m) \cdot 2\pi i m = 0$ for all $m \in \mathbb{N}_0^2$. Thus, we get the following system of ordinary equations for each given $m \in \mathbb{Z}^2$:

$$\begin{cases}
\frac{d^2}{dy_3^2} c_m - 4\pi^2 \xi_m c_m - B \left( \frac{2\pi i d_m m}{d_m} \right) = 0, & \text{for } y_3 \in (-\infty,1) \setminus \{0\} \\
\frac{d}{dy_3} c_m \cdot \nu(\varphi_i(x')) + ((D \varphi_i)^T c_m) \cdot 2\pi i m = 0, & \text{for } y_3 \in (-\infty,1) \setminus \{0\}.
\end{cases}$$

(3.22)

In particular, for $m = (0,0)$ we have

$$\frac{d^2}{dy_3^2} c_{(0,0)} - \frac{d}{dy_3} d_{(0,0)} \nu = 0, \quad \frac{d}{dy_3} c_{(0,0)} \cdot \nu = 0, \quad \text{for } y_3 \in (-\infty,1) \setminus \{0\},$$

(3.23)

yielding

$$c_{(0,0)}(y_3) \equiv c^{bl}_{(0,0)}(x',\cdot,\cdot) = \text{const}, \quad d_{(0,0)}(y_3) \equiv 0, \quad \forall y_3 < 0,$$

(3.24)

in view of $\nabla_y \beta, \omega \in L^2(Z' \times (-\infty,0))$.

The solution $\{c_{m}, d_{m}\}, |m| \geq 1$, to (3.22) is found as

$$c_{m}(x',y,\cdot) = \left( c_{m}^0 - 2\pi \sqrt{\xi_m} y_3 \frac{\partial}{\partial y_3} B \left( \frac{im}{\sqrt{\xi_m}} \right) e^{2\pi \sqrt{\xi_m} y_3} \right),$$

$$d_{m}(x',y,\cdot) = -4\pi \sqrt{\xi_m} d_m e^{2\pi \sqrt{\xi_m} y_3}, \quad \forall y_3 \in (-\infty,0),$$

(3.25)

with

$$c_{m}^0 := \lim_{y_3 \to 0} c_{m}(x',y_3,\cdot), \quad d_m^0 := c_{m}^0 \cdot B \left( \frac{im}{\sqrt{\xi_m}} \right) = c_{m}^0 \cdot \nu(\varphi_i(x')) + ((D \varphi_i)^T c_m^0) \cdot \frac{im}{\sqrt{\xi_m}}.$$
Now let us determine \( \{ \beta, \omega \} \) for \( y_3 > 0 \). From the jump condition \( [\frac{\partial \varphi}{\partial y_3} - \omega \nu]_S = \lambda \) we get that

\[
[\frac{dc_m}{dy_3} - d_m \nu(\varphi_1(x'))]_S = \begin{cases} 
0 & \text{for } m \neq (0,0), \\
\lambda & \text{for } m = (0,0).
\end{cases}
\]  
(3.26)

By (3.23), for \( y_3 \in (0,1) \) we have

\[
d_{(0,0)} = \text{const}, \quad c_{(0,0)}(y_3) = (d_{(0,0)} \nu(\varphi_1(x')) + \lambda)y_3 + c^{bl}(x', \lambda).
\]  
(3.27)

Moreover, in view of (3.26) we have (3.25) for \( |m| \geq 1 \), \( y_3 \in (0,1) \) as well.

Thus, we get that \( c_m, d_m \) are defined for all \( y_3 \in (-\infty, 1) \) and

\[
c_m(x', y_3, \lambda) = \left( c_m^1 - 2\pi \sqrt{\xi_m}(y_3 - 1)d_m^1 \left( \frac{m}{\sqrt{\xi_m}} \right) \right) e^{2\pi \sqrt{\xi_m}(y_3 - 1)},
\]

\[
d_m(x', y_3, \lambda) = -4\pi \sqrt{\xi_m}d_m^1 e^{2\pi \sqrt{\xi_m}(y_3 - 1)}, \quad \forall y_3 \in (-\infty, 1),
\]  
(3.28)

where \( c_m^1 = c_m(x', 1, \lambda) \) and \( d_m^1 = \frac{c_m^1}{1 - 2\pi \sqrt{\xi_m} B \left( \frac{m}{\sqrt{\xi_m}} \right)^2} \).

By (3.28), for all \( y_3 < 1 \) we have

\[
|c_m(x', y_3, \lambda)| + |y_3 - 1||d_m(x', y_3, \lambda)| \leq c |c_m^1| e^{2\pi \sqrt{\xi_m}(y_3 - 1)},
\]  
(3.29)

where the constant \( c > 0 \) depends on the boundedness constants of \( D\varphi_i, D\varphi_i^{-1} \). Moreover, \( \beta \) is continuous at \( y_3 = 1 \) in the norm of \( L^2(Z') \)

\[
\sum_{m \in \mathbb{Z}^2} |c_m^1|^2 = \| \beta(x', \cdot, 1, \lambda) \|_{L^2(Z')}^2.
\]

Hence, in view of (3.23), (3.24), (3.25), we get that \( \beta - c_{(0,0)}, \omega - d_{(0,0)} \) are infinitely differentiable in \( U_1 \times Z_{BL} \) and by Parceval’s equality that

\[
|\beta(x', y', y_3, \lambda) - c^{bl}(x', \lambda)| + |y_3 - 1||\omega(x', y', y_3, \lambda)|
\]  
(3.30)

\[
= (\sum_{|m| \geq 1} |c_m(x', y_3, \lambda)|^2)^{1/2} + |y_3 - 1|(\sum_{|m| \geq 1} |d_m(x', y_3, \lambda)|^2)^{1/2}
\]  
(3.31)

\[
\leq c \|\beta(x', \cdot, 1, \lambda)\|_{L^2(Z')}^2 e^{\alpha(x')(y_3 - 1)}, \quad \forall (x', y', y_3) \in U_1 \times Z' \times (-\infty, 0),
\]

and, in view of (3.29), (3.27), that

\[
|\beta(x', y', y_3, \lambda) - c^{bl}(x', \lambda)| - (d_{(0,0)} \nu(\varphi_i(x')) + \lambda)y_3| + |y_3 - 1||\omega(x', y', y_3, \lambda) - d_{(0,0)}|
\]  
(3.32)

\[
\leq c \|\beta(x', \cdot, 1, \lambda)\|_{L^2(Z')}^2 e^{\alpha(x')(y_3 - 1)}, \quad \forall (x', y', y_3) \in U_1 \times Z' \times [0, 1).
\]

In the same way, using the expression (3.23), (3.24), we get for \( \tilde{m} \in \mathbb{N}_0^3 \) with \( |	ilde{m}| \geq 1 \) that

\[
|y_3 - 1|^{|\tilde{m}|} D_{\tilde{m}}^\beta(\beta(x', y', y_3, \lambda) - c^{bl}(x', \lambda)) + |y_3 - 1|^{|\tilde{m}|+1} D_{\bar{m}}^\omega(\varphi_i(x'), y, \lambda)| \leq \epsilon c e^{\alpha(x')y_3},
\]  
(3.33)

\[
\forall (x', y', y_3) \in U_1 \times Z' \times (-\infty, 0),
\]

and that

\[
|y_3 - 1|^{|\tilde{m}|} D_{\tilde{m}}^\beta(\beta(x', y', y_3, \lambda) - c^{bl}(x', \lambda)) - (d_{(0,0)} \nu(\varphi_i(x')) + \lambda)y_3|
\]  
(3.34)

\[
+ |y_3 - 1|^{|\tilde{m}|+1} D_{\bar{m}}^\omega(\varphi_i(x'), y, y_3, \lambda) - d_{(0,0)}|)
\]  
(3.35)

\[
\leq c \|\beta(x', \cdot, 1, \lambda)\|_{L^2(Z')}^2 e^{\alpha(x')(y_3 - 1)}, \quad \forall (x', y', y_3) \in U_1 \times Z' \times [0, 1),
\]
with constant $c > 0$ depending on the boundedness constants of $D\varphi_1, D\varphi_1^{-1}$ and $\vec{l}$. In particular, (3.30) $\sim$ (3.33) imply that

$$|D_3^{\vec{F}}(x', y', \lambda)| + |D_3^{\vec{F}}(x', y, \lambda)| \leq ce^{-\alpha_1(x')}|y_3|, \quad \forall (x', y', y_3) \in U_i \times Z' \times (-\infty, 1/2].$$

Thus, (3.17) for $|\vec{m}| = |\vec{k}| = 0$ is proved.

In order to prove (3.18) for $|\vec{m}| = |\vec{k}| = 0$, consider a smooth domain $Z_0$ expressed by Fig 3.2 (b). By the above proved regularity, periodicity and continuity at $y_3 = 0$ of $\beta$, it follows that the trace of $\beta$ on $\partial Z_0$ belongs to $W^{1-1/r, r}(\partial Z_0)$ for any $r \in (1, \infty)$. Therefore, by well-known theory of existence of solutions to inhomogeneous boundary value problems to ADN elliptic systems, see [4],

$$\{\beta, \omega\} \in W^{1, r}((y \in Z_{BL} : 1/2 < y_3 < \gamma_1(x', y')) \times L^r((y \in Z_{BL} : 1/2 < y_3 < \gamma_1(x', y'))), \forall r \in (1, \infty).$$

Hence, (3.18) for $|\vec{m}| = |\vec{k}| = 0$ holds true.

Now, let us show for all $\vec{k} \in \mathbb{N}_0^d$ with $|\vec{k}| \geq 1$ and $\vec{l} \in \mathbb{N}_0^3$ with $|\vec{l}| \geq 1$ that

$$|D_3^{\vec{F}}(x', y, \lambda)| + |D_3^{\vec{F}}(x', y, \lambda)| \leq ce^{\alpha_2(x')|y_3|}, \quad \forall (x', y', y_3) \in U_i \times Z' \times (-\infty, 0).$$

Differentiating the variational equation (3.14) in $x_3$, we get a new variational equation with the unknown $D_3\beta$ and additional external force terms which are exponentially decreasing. More precisely, we get

$$(B_3 \nabla_{x_3} \nabla_{x_3} \beta, B_3 \nabla_{x_3} \varphi) = -(B_3 \nabla_{x_3} \beta, D_3 B_3 \nabla_{x_3} \varphi) - (D_3 B_3 \nabla_{x_3} \beta, B_3 \nabla_{x_3} \varphi), \quad \forall \varphi \in V.$$
where \( \lambda = \lambda_1 e_1 + \lambda_2 e_2 + \lambda_3 e_3 \). Hence, by already proved conclusion of the theorem for \(|\vec{m}| = 0\) we get the conclusion for \(|\vec{m}| = 1\). For the case \(|\vec{m}| > 1\) \((3.17)\) is proved since \(\frac{\partial^2 \beta^i}{\partial \lambda^l \partial \lambda^k} = \frac{\partial^2 \beta^i}{\partial \lambda^k \partial \lambda^l} = 0, l, h = 1 \sim 3\).

The proof of the theorem is complete. \(\square\)

**Remark 3.9** From Theorem 3.8 and its proof one can infer the following facts:

(i) If \(\gamma_i(x', y') \geq d \geq 0\),

\[
\forall \vec{k} \in N_0^3, \forall \vec{l}, \vec{m} \in N_0^3 (|\vec{l}| \geq 1); \quad |D_{\lambda}^\vec{m} D_y^\vec{l} \beta_i(x', y, \lambda)| \lesssim e^{\alpha_i(x') y_3}, \quad (x', y) \in U_i \times (\{y \in Z_{BL} : y_3 < d/2\} \setminus S).
\]

In particular, for \(|\vec{m}| > 1\)

\[
D_{\lambda}^\vec{m} D_y^\vec{l} \beta_i(x', y, \lambda) = 0, \quad D_{\lambda}^\vec{m} D_y^\vec{l} \omega_3(x', y, \lambda) = 0, \quad (x', y) \in U_i \times (\{y \in Z_{BL} : y_3 < d/2\} \setminus S).
\]

(ii) In view of \(A_i, B_i \subset C^\infty(U_i) \cap C^1(\bar{U}_i)\), it follows that

\[
c_i^l(x', \lambda) = \int_S \beta_i(x', y', 0, \lambda) dy' \in C^\infty(U_i) \cap C^1(\bar{U}_i), \quad i = 1, \ldots, N.
\]

(iii) All the constants have the order of \(O(\lambda)\) by the linearity of the problem \((\mathcal{BL})_{\lambda, x'}\).

(iv) It follows that

\[
\int_{Z'} \beta_i(x', y', y_3, \lambda) \cdot \nu(\varphi_i(x')) dy' = 0, \quad \forall x' \in U_i, \forall y_3 \leq 0,
\]

by integrating \(\text{div} (B^T \beta) = 0\) in the domain \(Z_{BL}^+ \) and \(Z_{BL} \setminus Z_{BL}^+ \) in view of the jump condition \(\beta |_{Z'} = 0\) and \(B_{c3} = \nu(\varphi_i(x'))\). In particular, for any fixed \(\lambda \in \mathbb{R}^3\)

\[
c_i^l(x', \lambda) \cdot \nu(\varphi_i(x')) = 0, \quad x' \in U_i, i = 1, \ldots, N. \quad (3.38)
\]

The next lemma shows additional properties of the solution to \((\mathcal{BL})_{\lambda, x'}\).

**Lemma 3.10** For \(i = 1, \ldots, N\) let \(c_i^l(x', e_l) = (c_{i1}, c_{i2}, c_{i3})^T\) be the constant vector for \(\lambda = e_l, l = 1 \sim 3\) in Theorem 3.8. Then, \(c_{ik} = c_{ik} \) for \(l, k = 1 \sim 3\) and the matrix

\[
\tilde{C}_{ik}^l := \begin{pmatrix}
c_{i1} & c_{i2} \\
c_{i2} & c_{i3}
\end{pmatrix}
\]

is negatively definite.

**Proof.** Let \(\beta_i^l = (\beta_{i1}^l, \beta_{i2}^l, \beta_{i3}^l), l = 1, 2\). We get by the definition of solution to \((\mathcal{BL})_{\lambda, x'}^i\) that for \(l, k = 1 \sim 3\)

\[
c_{ik} = \int_{Z'} \beta_i^l \cdot e_k dy' = -(B_i \nabla_y \beta_i^k, B_i \nabla_y \beta_i^l)_{Z_{BL}}
\]

and, consequently, \(c_{ik} = c_{ik} \).

By the linearity of \((\mathcal{BL})_{\lambda, x'}^i\) with respect to \(\lambda\), for \(\lambda = (\lambda_1, \lambda_2, 0)^T\) one gets \(\beta_i(x', y, \lambda) = \lambda_1 \beta_{i1}^l + \lambda_2 \beta_{i2}^l\), and

\[
\tilde{C}_{ik}^l \lambda \lambda = \sum_{l, k=1}^3 c_{lk} \lambda_1 \lambda_2 \lambda_k = \int_{Z'} \sum_{l, k=1}^3 \beta_{i1}^l \lambda_1 \lambda_2 \lambda_k dy' = \int_{Z'} \beta_i \lambda dy' = -\|B_i \nabla_y \beta_i\|^2_{L^2(Z_{BL})} \leq 0.
\]

It follows by uniqueness of solution to \((\mathcal{BL})_{\lambda, x'}^i\) that the equality in the above inequality holds if and only if \(\lambda = 0\). Therefore the matrix \(\tilde{C}_{ik}^l\) is negatively definite.

Thus, the proof is complete. \(\square\)
3.3 Local boundary layer corrector

Using the result of boundary layer analysis, we construct a local boundary layer corrector in $\Gamma^\varepsilon_{\delta,i}$ for $i = 1, \ldots, N$. Let a three-dimensional vector field $\lambda = (\lambda_1, \lambda_2, \lambda_3) \in C^\infty(\Gamma^\varepsilon)$ on $\Gamma$ be given.

Define the function $\tilde{\beta}^{\varepsilon,\lambda}_i : \Gamma^\varepsilon_{\delta,i} \rightarrow \mathbb{R}^3$ by

$$
\tilde{\beta}^{\varepsilon,\lambda}_i(x) = \tilde{\beta}^{\varepsilon,\lambda}_i(\Phi_i(x)) := \tilde{\beta}_i(x', \frac{x}{\varepsilon}, \lambda \circ \varphi_i(x')),
$$

(3.39)

where $\tilde{\beta}_i$ is defined by (3.19) using the solution $\beta_i(x', \cdot, \lambda \circ \varphi_i(x'))$ to $(\mathbb{H} L)_{\lambda \circ \varphi_i(x'), x'}$. We also define $\tilde{\omega}^{\varepsilon,\lambda}_i : \Gamma^\varepsilon_{\delta,i} \rightarrow \mathbb{R}^3$, $\hat{c}^{b,\lambda}_i : \Gamma^\varepsilon_{\delta,i} \rightarrow \mathbb{R}^3$ by

$$
\tilde{\omega}^{\varepsilon,\lambda}_i(x) = \tilde{\omega}^{\varepsilon,\lambda}_i(\Phi_i(x)) := \omega_i(x', \frac{x}{\varepsilon}, \lambda \circ \varphi_i(x')),
$$

(3.40)

$$
\hat{c}^{b,\lambda}_i(x) := c^b_i(x', \lambda \circ \varphi_i(x')).
$$

(3.41)

Then, $\hat{c}^{b,\lambda}_i \in C^\infty(\Gamma^\varepsilon_{\delta,i} \cap \Omega)^3 \cap C^1(\bar{\Gamma}^\varepsilon_{\delta,i} \cap \bar{\Omega})^3$, by Remark (ii) and $\hat{c}^{b,\lambda}_i$ is tangential on $\Gamma$ by (3.38).

**Lemma 3.11** Let $\rho(x) = d(x, \Gamma)$ denote the distance from $x$ to $\Gamma$. For all $i = 1, \ldots, N$ we have:

(i) $|D^2_{x \varepsilon} \tilde{\beta}^{\varepsilon,\lambda}_i(x) + |D^2_{x \varepsilon} \tilde{\omega}^{\varepsilon,\lambda}_i(x)| \leq \varepsilon^{-|k|} e^{-\alpha_i(x')/\varepsilon}, \quad \forall x \in \Gamma^\varepsilon_{\delta,i} \cap \Omega, \ v \in \mathbb{N}_0$

$\varepsilon \|\nabla \tilde{\beta}^{\varepsilon,\lambda}_i(x)\|_{L^r(\Gamma^\varepsilon_{\delta,i} \cap \Omega)} + \varepsilon \|\tilde{\omega}^{\varepsilon,\lambda}_i(x)\|_{L^r(\Gamma^\varepsilon_{\delta,i} \cap \Omega)} \leq \varepsilon^{1/r}, \quad \forall r \in (1, \infty).$

(ii) $| - \varepsilon \Delta \tilde{\beta}^{\varepsilon,\lambda}_i(x) + \nabla \tilde{\omega}^{\varepsilon,\lambda}_i(x)| \leq \varepsilon^{-\alpha_i(x')/2\varepsilon}, \quad \forall x \in \Gamma^\varepsilon_{\delta,i} \cap \Omega$

$\| - \varepsilon \Delta \tilde{\beta}^{\varepsilon,\lambda}_i(x) + \nabla \tilde{\omega}^{\varepsilon,\lambda}_i(x)\|_{L^r(\Gamma^\varepsilon_{\delta,i} \cap \Omega)} \leq \varepsilon^{1/r}, \quad \forall r \in (1, \infty).$

(iii) $\|\text{div} \tilde{\beta}^{\varepsilon,\lambda}_i(x)\|_{L^r(\Gamma^\varepsilon_{\delta,i} \cap \Omega)} \leq \varepsilon^{-\alpha_i(x')/\varepsilon}, \quad \forall x \in \Gamma^\varepsilon_{\delta,i} \cap \Omega$

$\|\text{div} \tilde{\beta}^{\varepsilon,\lambda}_i(x)\|_{L^r(\Gamma^\varepsilon_{\delta,i} \cap \Omega)} \leq \varepsilon^{1/r}, \quad \forall r \in (1, \infty).$

(iv) $|\varepsilon \frac{\partial}{\partial x^j} \tilde{\beta}^{\varepsilon,\lambda}_i(x) - \tilde{\omega}^{\varepsilon,\lambda}_i(x) \mu(x)| = \lambda(x), \quad x \in V_i$

(v) $\tilde{\beta}^{\varepsilon,\lambda}_i(x) = -\hat{c}^{b,\lambda}_i(x), \quad x \in \Gamma^\varepsilon_{\delta,i} \cap \Gamma_0.$

**Proof.** Fix any $i \in \{1, \ldots, N\}$.

- **Proof of (i).**

  By chain rule, for $j = 1$ we get

$$
\frac{\partial}{\partial x^j} \tilde{\beta}^{\varepsilon,\lambda}_i(x) = \sum_{k=1}^2 \frac{\partial}{\partial x^k} \tilde{\beta}_i(\xi_k, \frac{x}{\varepsilon}, \lambda \circ \varphi_i(x')) |_{\xi = x', \lambda \circ \varphi_i(x')} \Phi_i^{-1} \cdot \frac{\partial (\Phi_i^{-1})}{\partial x^j}
$$

$$
+ \varepsilon \sum_{l=1}^3 \frac{\partial}{\partial x^l} \tilde{\beta}_i(x', \xi, \lambda \circ \varphi_i(x')) |_{\xi = x', \lambda \circ \varphi_i(x')} \Phi_i^{-1} \cdot \frac{\partial (\Phi_i^{-1})}{\partial x^j}
$$

$$
+ \sum_{m=1}^3 \frac{\partial}{\partial x^m} \tilde{\beta}_i(x', \xi, \mu) |_{\mu = \lambda \circ \varphi_i(x')} \Phi_i^{-1} \cdot \frac{\partial (\Phi_i^{-1})}{\partial x^j}.
$$

(3.42)

Also, we have the expression of the first derivatives of $\tilde{\omega}^{\varepsilon,\lambda}_i(x)$ in a similar form. By Theorem (3.8) for $x \in \Gamma^\varepsilon_{\delta,i} \cap \Omega$ both the moduli of the first and third term in the right-hand side of (3.42) are estimated by $e^{-\alpha_i(x')/\varepsilon}$ and the modulus of the second term by $\varepsilon^{-1} e^{-\alpha_i(x')/\varepsilon}$. Note that $\rho(x) = x_3$. Therefore the first estimate of (i) for $|\tilde{k}| = 1$ is proved. The first estimate of (i) for the cases $|\tilde{k}| > 1$ can be obtained by differentiating (3.42) repeatedly.

The second estimate of (i) follows by (3.42) and (3.11) of Theorem (3.8) in view of

$$
\|h(\frac{x}{\varepsilon})\|_{L^r(\Gamma^\varepsilon_{\delta,i} \cap \Omega)} \leq \varepsilon^{1/r}, \quad \forall r \in [1, \infty),
$$

(3.43)
for any \( h \in L^r(\Omega^r) \).

- **Proof of (ii):**

  Note that

  \[
  (D_x \Phi_i)^{-T} = (D_x \Phi_i(x', 0))^{-T} + R(x', x_3) = B_i(x') + R(x', x_3),
  \]

  \[
  (D_x \Phi_i)^{-1}(D_x \Phi_i)^{-T} = A_i(x') + S(x', x_3),
  \]

  where matrices \( R(x', x_3) \) and \( S(x', x_3) \) satisfy

  \[
  \|R(x', x_3)\|_{\infty} + \|S(x', x_3)\|_{\infty} \lesssim |x_3|, \quad \forall x_3 \in (-\delta, \delta),
  \]

  see (3.13). Therefore, in view of the expression of \( \Delta_x \), see (3.12), one can get for \( x \in \Gamma^\delta_{i, \delta} \) that

  \[
  \Delta_x \tilde{\beta}_i^{\epsilon, \lambda}(x) = \sum_{l=1}^3 A_i(x') \frac{\partial^2}{\partial x_l \partial x_k} \tilde{\beta}_l(x', x_3, \lambda \circ \varphi_i(x')) \Phi_i^{-1}
\]

  as in the proof of Theorem 5.1 in \([29]\). By Theorem 3.8 and

  \[
  |x_3| e^{-\alpha_{i}(x') |x_3| / \epsilon} \lesssim e^{-\alpha_{i}(x') |x_3| / 2\epsilon}, \forall x_3 \in \mathbb{R},
  \]

  the moduli of the second and third terms in the right-hand side of (3.44) are estimated by \( O(\epsilon)^{-1} e^{-\alpha_{i}(x') \rho(x') / 2\epsilon} \) for \( x \in \Gamma^\delta_{i, \delta} \cap \Omega \), while their \( L^r(\Gamma^\delta_{i, \delta} \setminus \Omega) \)-norms are estimated by \( O(\epsilon)^{-1 + 1/r} \) in view of (3.43).

  Now let us expand the first term in the right-hand side of (3.45). Direct calculation yields

  \[
  \sum_{l=1}^3 A_i(x') \frac{\partial^2}{\partial x_l \partial x_k} \tilde{\beta}_l(x', x_3, \lambda \circ \varphi_i(x'))
  \]

  By Theorem 3.8 and (3.37) from the second to fourth terms in the right-hand side of (3.46) are estimated by \( \epsilon^{-1} e^{-\alpha_{i}(x') \rho(x') / \epsilon} \) for \( x \in \Gamma^\delta_{i, \delta} \cap \Omega \) and have \( L^r(\Gamma^\delta_{i, \delta} \setminus \Omega) \)-norm equal to \( O(\epsilon^{1/r}) \). Thus, for \( x \in \Gamma^\delta_{i, \delta} \cap \Omega \) we have

  \[
  \epsilon \Delta_x \tilde{\beta}_i^{\epsilon, \lambda}(x) = \frac{1}{\epsilon} \sum_{l=1}^3 A_i(x') \frac{\partial^2}{\partial x_l \partial x_k} \tilde{\beta}_l(x', x_3, \lambda \circ \varphi_i(x')) \Phi_i^{-1} + R_1
  \]

  where \( |R_1(x)| \lesssim O(e^{-\alpha_{i}(x') \rho(x') / 2\epsilon}) \) for \( x \in \Gamma^\delta_{i, \delta} \cap \Omega \) and \( \|R_1\|_{L^r(\Gamma^\delta_{i, \delta} \setminus \Omega)} \lesssim \epsilon^{1/r} \).

  On the other hand, it follows from (3.12), (3.44) that

  \[
  \nabla_x \tilde{\omega}_i^{\epsilon, \lambda}(x) = (B_i(x') + R(x', x_3)) \nabla_x \omega_i(x', x_3, \lambda \circ \varphi_i(x')) \Phi_i^{-1},
  \]

  where

  \[
  \nabla_x \omega_i(x', x_3, \lambda \circ \varphi_i(x'))
  \]

  \[
  = \left( \nabla_{x'} \omega_i(x', x_3, \lambda \circ \varphi_i(x')) \Big|_{\xi = x'} + \frac{1}{\epsilon} \nabla_{x_3} \omega_i(x', x_3, \lambda \circ \varphi_i(x')) \Big|_{\xi = x_3} + \sum_{m=1}^3 \omega_i^m(x', x_3, x_3) \nabla_{x'} (\lambda_m \circ \varphi_i) \right).
  \]
Hence we get that
\[
\nabla_x \tilde{\omega}_1^{\varepsilon,\lambda}(x) = \left( \frac{B_i'(x, x_3, x_3)}{\varepsilon} \nabla_x \omega_i(x', x_3, x_3, \lambda \circ \varphi_i(x')) \right)_{\xi = \frac{x'}{x}} + B'_i(x') \nabla_x \omega_i(x', \xi, \lambda \circ \varphi_i(x')) \bigg|_{\xi = x'} + \sum_{m=1}^3 \omega^m(x', \xi) B'_i(x') \nabla_x \omega_i(x', \xi, \lambda \circ \varphi_i(x')) + R(x', x_3) \nabla_x \omega_i(x', \xi, \lambda \circ \varphi_i(x')) \bigg) \circ \Phi_i^{-1}.
\]

By Theorem 3.8, the sum from the second to fourth terms in the bracket of the right-hand side of (3.49) equals \(O(e^{-\alpha_1(x')/\varepsilon})\) for \(x \in \Gamma_{\theta, 3} \cap \Omega\) and have \(L^r(\Gamma_{\theta, 3} \setminus \Omega)\)-norms equal to \(O(\varepsilon)^{1/r}\).

Now, subtracting (3.49) from (3.47) yields the conclusion of (ii).

- Proof of (iii):
Using the fact that divergence of a vector field is independent of the choice of orthogonal coordinate system, we get by Theorem 3.8 that
\[
\text{div}_x \tilde{\beta}_1^{\varepsilon,\lambda}(x) = \text{div}_x \tilde{\beta}_i(x', \xi, \lambda \circ \varphi_i(x')) \circ \Phi_i^{-1}
\]

\[
= \sum_{k=1}^3 \frac{\partial}{\partial x_k} \tilde{\beta}_i(x', \xi, \lambda \circ \varphi_i(x'))_{\xi = x'} + \sum_{k,m=1}^3 \omega^m(x', \xi) \frac{\partial}{\partial x_k} \tilde{\beta}_i(x', \xi, \lambda \circ \varphi_i(x'))_{\xi = x'}
\]

\[
= \sum_{k=1}^3 \frac{\partial}{\partial x_k} \tilde{\beta}_i(x', \xi, \lambda \circ \varphi_i(x'))_{\xi = x'} + \sum_{k,m=1}^3 \frac{\partial}{\partial x_k} \tilde{\beta}_i(x', \xi, \lambda \circ \varphi_i(x'))_{\xi = x'}
\]

\[
= \frac{\partial}{\partial x_k} \tilde{\beta}_i(x', \xi, \lambda \circ \varphi_i(x'))_{\xi = x'} + \sum_{k,m=1}^3 \frac{\partial}{\partial x_k} \tilde{\beta}_i(x', \xi, \lambda \circ \varphi_i(x'))_{\xi = x'}
\]

where \((\tilde{\beta}_1, \tilde{\beta}_2, \tilde{\beta}_3) \equiv \tilde{\beta}_i\). Thus, by the same argument as in the proof of (ii) we get the conclusion.

- Proof of (iv):
For \(x \in V_i\), we have
\[
\left[ \varepsilon \frac{\partial \tilde{\beta}_i^{\varepsilon,\lambda}(x)}{\partial x_k} - \tilde{\omega}_i^{\varepsilon,\lambda}(x) \nu(x) \right] \nabla_x \omega_i(x', \xi, \lambda \circ \varphi_i(x'))_{\xi = x'} = \lambda \circ \varphi_i(x') \circ \Phi_i^{-1} = \lambda(x).
\]

- Proof of (v): (v) is obvious from definition of \(\tilde{\beta}_i^{\varepsilon,\lambda}\).

\[
\]

### 3.4 Global boundary layer corrector

In this subsection, a global boundary layer corrector is constructed using cut-off functions for \(\Gamma\) and local boundary layer correctors \(\tilde{\beta}_i^{\varepsilon,\lambda}, \tilde{\omega}_i^{\varepsilon,\lambda}, i = 1, \ldots, N\). Let \(\psi_i \in C^\infty(\tilde{\Gamma}), i = 1, \ldots, N\), be cut-off functions such that
\[
\psi_i \in C^\infty(\tilde{\Gamma}), \quad \text{supp} \psi_i \subset \tilde{V}_i, \quad i = 1, \ldots, N, \quad \sum_{i=1}^N \psi_i(x') = 1, \quad x' \in \Gamma,
\]

where \(\{V_i\}_{i=1}^N\) is the open covering of \(\Gamma\) introduced in Section 2. Let
\[
\alpha := \min_{i=1, \ldots, N} \min_{x' \in \tilde{U}_i} \alpha_i(x')/2.
\]

Let \(\tilde{\psi}_i(x) = \psi_i(x')\) for \(x \in \Gamma_{\delta}, x = \Upsilon(x', x_3), (x', x_3) \in \Gamma \times (-\delta, \delta)\).

Given a three-dimensional vector field \(\lambda \in C^\infty(\Gamma)^3\) on \(\Gamma\), a global boundary layer corrector \(\{\beta^{\varepsilon,\lambda}, \omega^{\varepsilon,\lambda}\}\) on \(\Gamma_{\delta}^3\) is defined as
\[
\beta^{\varepsilon,\lambda}(x) := \sum_{i=1}^N \tilde{\psi}_i(x) \tilde{\beta}_i^{\varepsilon,\lambda}(x), \quad \omega^{\varepsilon,\lambda}(x) := \sum_{i=1}^N \tilde{\psi}_i(x) \tilde{\omega}_i^{\varepsilon,\lambda}(x), \quad x \in \Gamma_{\delta}^3,
\]
Lemma 3.12 (i) It holds
\[ \frac{\partial}{\partial r} \beta_{\epsilon, \lambda}(x) - \omega_{\epsilon, \lambda}(x) \nu(x) \mid_\Gamma = \lambda. \]

Proof. - Proof of (i):

Note that
\[ D^{\beta}_{\epsilon, \lambda}(x) = \sum_{i=1}^N \sum_{K_1+K_2 = K} D^{K_1} \beta_i \psi_i(x) D^{K_2} \beta_{\epsilon, \lambda}(x), \]
\[ D^{\omega}_{\epsilon, \lambda}(x) = \sum_{i=1}^N \sum_{K_1+K_2 = K} D^{K_1} \omega_i \psi_i(x) D^{K_2} \omega_{\epsilon, \lambda}(x). \]

Hence, by Lemma 3.11 we get the conclusion (i).

- Proof of (ii):

Direct calculations yield that
\[ -\epsilon \Delta \beta_{\epsilon, \lambda}(x) + \nabla \omega_{\epsilon, \lambda}(x) = \sum_{i=1}^N \psi_i(x) (-\epsilon \Delta \beta_{\epsilon, \lambda}(x) + \nabla \omega_{\epsilon, \lambda}(x)) + \text{derivatives of } \beta_{\epsilon, \lambda} \text{ up to first order multiplied by } \epsilon \]
\[ + \text{zeroth derivative terms of } \omega_{\epsilon, \lambda}. \]

Thus, from Lemma 3.11 (ii) we get the conclusion (ii).

- Proof of (iii):

The conclusion (iii) follows directly from Lemma 3.11 (iii) since
\[ \text{div } \beta_{\epsilon, \lambda}(x) = \sum_{i=1}^N (\psi_i(x) \text{div } \tilde{\beta}_i - \text{zeroth derivative terms of } \beta_{\epsilon, \lambda}. \]

- Proof of (iv):

The conclusion (iv) is obvious since \( \tilde{\psi}_i(x), x \in \Gamma_\delta \), depends only on tangential variables of \( \Gamma \) and hence \( \frac{\partial}{\partial \nu} \tilde{\psi}_i(x) = 0 \).
3.5 Construction of first order approximations and Navier wall-laws

The global boundary layer corrector constructed above rapidly decreases with exponential decay rate going from $\Gamma$ to the interior of $\Omega$. Using the corrector we construct higher order approximations for the real solution $u^\varepsilon$. Then, we derive an effective Navier wall-law.

Let us fix a vector field $\lambda^{(l)} \in C^\infty(\Gamma)^3, l = 1 \sim 3,$ on $\Gamma$ with

$$|\lambda^{(l)}(x')| = 1, \lambda^{(l)}(x') \perp \lambda^{(k)}(x') \ (l \neq k), \quad x' \in \Gamma,$$

and $\lambda^{(3)}(x') = \nu(x').$

For $x \in \Gamma_3^\varepsilon, \ x = \Upsilon(x', x_3),$ let $\lambda(x) \equiv \lambda(x'),$

$$\beta^{\varepsilon, l}(x) \equiv \beta^{\varepsilon, \lambda^{(l)}(x)}, \omega^{\varepsilon, l}(x) \equiv \omega^{\varepsilon, \lambda^{(l)}(x)}, \quad l = 1 \sim 3,$$

(3.52)

see (3.50), and let

$$c_{lk}(x') := c^{bl,(l)}(x') \cdot \lambda^{(k)}(x'), \quad x' \in \Gamma, \ l, k = 1 \sim 3,$$

(3.53)

see (3.51). Note that

$$c_{13}(x) = 0, \quad l = 1 \sim 3,$$

since $c^{bl,(l)}(x'), l = 1 \sim 3,$ is tangential on $\Gamma$.

Now, define $2 \times 2$ matrix $c^{bl}(x')$ by

$$c^{bl}(x') = \begin{pmatrix} c_{11}(x') & c_{12}(x') \\ c_{21}(x') & c_{22}(x') \end{pmatrix}, \quad x' \in \Gamma.$$

(3.54)

Then, by Lemma 3.10 the matrix $c^{bl}(x')$ for all $x' \in \Gamma$ is negatively definite and $c^{bl} \in C^1(\Gamma)$. The extension of $c^{bl}$ by zero matrix on $\Gamma_1$ is denoted again by $c^{bl}$.

Let us take a function $\Psi \in C^1(\Gamma)$ and its extension $\tilde{\Psi} \in W^{1,\infty}(\Gamma_3^\varepsilon)$ such that

$$\tilde{\Psi}(x') \equiv 1 \quad \text{for } x' \in \Gamma, \quad \tilde{\Psi}(x) \equiv 1 \quad \text{for } x \in \Gamma_3^\varepsilon$$

if $\Gamma$ and $\Gamma_1$ are components of $\partial \Omega$. If $\Gamma$ and $\Gamma_1$ are adjacent, then we take a function $\Psi \in C^1(\Gamma)$ satisfying

$$\begin{cases} 0 \leq \Psi(x') \leq 1 & x' \in \Gamma, \quad \Psi(x') \equiv 1 \quad \text{for } x' \in \Gamma', \\
\Psi(x') \sim \varepsilon^{-1}d(x', \Gamma \cap \Gamma_1), & |D_x\Psi(x')| \lesssim \varepsilon^{-1} \quad \text{for } x' \in \Gamma \setminus \Gamma'.
\end{cases}$$

In order to take a suitable extension $\tilde{\Psi}$ of $\Psi$ onto $\Gamma_3^\varepsilon,$ let us choose a domain $D \subset \Gamma_3^\varepsilon$ such that $D \subset \Gamma_3^\varepsilon \cap \Omega$ and

$$\partial D \cap \Gamma = \Gamma', \quad \text{dist}(x, \partial \Gamma_3^\varepsilon \setminus \Gamma_0) \gtrsim \varepsilon + kx_3^{1/4} \quad \text{for } x = \Upsilon(x', x_3) \in \partial D \cap \Omega$$

with some constant $k > 0.$ Then we choose a function $\hat{\Psi}$ such that

$$\hat{\Psi}(x) = 0 \quad \text{for } x \in (\Gamma_3^\varepsilon \cap \Omega) \setminus D, \quad |\nabla \hat{\Psi}(x)| \leq \frac{K}{\varepsilon + x_3^{1/4}} \quad \text{for } x \in \Gamma_3^\varepsilon \cap \Omega,$$

and $\hat{\Psi}(x) \equiv \Psi(x')$ for $x = \Upsilon(x', x_3) \in \Omega^\varepsilon \setminus \Omega.$ Here the constant $K$ depends on $\delta, \Gamma.$ Obviously,

$$\|\nabla \hat{\Psi}\|_{L^\infty(\Omega^\varepsilon \setminus \Omega)} \lesssim \frac{1}{\varepsilon}, \quad \nabla \hat{\Psi} \equiv 0 \quad \text{in } (\Omega^\varepsilon \setminus \Omega) \cap \Gamma_3^\varepsilon.$$

Lemma 3.13 Let $q > 2$ if $\Gamma_0$ and $\Gamma_1$ are components of $\partial \Omega^\varepsilon$ (equivalently, $\Gamma$ and $\Gamma_1$ are components of $\partial \Omega$) and $q > 3$ if $\Gamma_0$ and $\Gamma_1$ are adjacent (equivalently, $\Gamma$ and $\Gamma_1$ are adjacent). Then, for all $v \in W^{1,q}(\Gamma_3^\varepsilon)$ the following inequality holds:

$$\|\nabla (\hat{\Psi} v)\|_{L^2(\Gamma_3^\varepsilon)} \lesssim \|v\|_{W^{1,q}(\Gamma_3^\varepsilon)}.$$

(3.55)
Proof. The proof for the case where \( \Gamma_0 \) and \( \Gamma_1 \) are components of \( \partial \Omega \) is trivial.

Let \( \Gamma_0 \) and \( \Gamma_1 \) be adjacent. Then, in view of the construction of \( \tilde{\Psi} \) we get that
\[
\|\nabla (\tilde{\Psi} v)\|_{L^2(\Gamma_0')} \leq \|\tilde{\Psi} \nabla v\|_{L^2(\Gamma_0')} + \|\nabla \tilde{\Psi} v\|_{L^2(\partial \Omega \setminus \Gamma_0')} + \|\nabla \tilde{\Psi} v\|_{L^2(\partial \Omega \setminus \partial \Omega)}
\]
(3.56)
where \( \tilde{e} = \frac{1}{|\Omega|} \int_{\Omega \setminus \Omega} \omega \, dx \) and \( \omega := \Omega \setminus (\Omega \cup \Gamma_0') \). Note that \( |\omega| = O(\varepsilon^2) \). The second term in the right-hand side of (3.56) is estimated as
\[
\|\chi_{\Psi} v\|_{L^2(\Gamma_0')} \leq \|\chi_{\Psi} \|_{L^2(\partial \Omega \setminus \partial \Omega)} \leq \|\tilde{\Psi} v\|_{L^2(\partial \Omega \setminus \partial \Omega)}
\]
using Hölder's inequality and Sobolev embedding theorem, and the third term as
\[
\|\nabla \tilde{\Psi} v\|_{L^2(\partial \Omega \setminus \partial \Omega)} \leq \|\nabla \tilde{\Psi} v\|_{L^2(\Omega \setminus \Omega)} \leq \|\tilde{\Psi} v\|_{L^2(\Omega \setminus \Omega)}
\]
using Poincaré's inequality. Finally, the fourth term in the right-hand side of (3.56) is estimated as
\[
\|\tilde{\Psi} v\|_{L^2(\partial \Omega \setminus \partial \Omega)} \leq \|\tilde{\Psi} v\|_{L^2(\Omega \setminus \Omega)} \leq \|\tilde{\Psi} v\|_{L^2(\Omega \setminus \Omega)}
\]
with the help of Sobolev embedding \( W^{1,q}(\Gamma_0') \hookrightarrow L^\infty(\Gamma_0') \) due to \( q > 3 \).

Thus (3.55) is proved. \( \square \)

Now, let \( \frac{\partial u}{\partial \nu} \tilde{\Psi} \in W^{1,q}(\Omega') \) be respectively some extensions of \( \frac{\partial u}{\partial \nu}\Gamma, p|\Gamma \) given by a linear bounded extension operator from \( W^{1-1/q,q}(\Gamma) \) to \( W^{1,q}(\Gamma_0') \) such that
\[
\tilde{\Psi} = 0, \quad \frac{\partial u}{\partial \nu} \tilde{\Psi} = 0, \quad x \in \Omega \setminus \Gamma_0',
\]
and
\[
\|\tilde{\Psi}\|_{W^{1,q}(\Gamma_0')} \leq \|u\|_{W^{1,q}(\Omega')} + \|p\|_{W^{1,q}(\Omega)}.
\]
(3.57)
The existence of such extension operator can be shown by Sobolev extension theorem using the assumption on \( \Gamma \). In the sequel, we use the notation
\[
\chi_{\ell}(x) := \Psi(x) \frac{\partial u_{\ell}}{\partial \nu}(x) \cdot \lambda^{(l)}(x'), l \in [1,2], \quad \chi_{3}(x) := -\Psi(x) \tilde{\Psi}(x), \quad x \in \Gamma_0',
\]
(3.58)
where \( \frac{\partial u_{\ell}}{\partial \nu} \) denotes the \( \nu \)-directional derivative of
\[
u_{\ell}(x) = u_{\ell}(\Omega(x', x_3)) := u(x) - u_{\ell}(x) \nu(x'), \quad u_{\ell}(x) := u_{\ell}(x) \cdot \nu(x').
\]
Note that \( \frac{\partial u_{\ell}(x)}{\partial \nu} \) on \( \Gamma' \) is tangential on \( \Gamma' \) since \( \frac{\partial u}{\partial \nu} \cdot \nu = \frac{\partial u}{\partial \nu} - u_{\nu} = 0 \) in view of the solenoidal condition for \( u \) and \( u|_{\Gamma'} = 0 \). We put \( \chi := \sum_{l=1}^{3} \chi_{l} \lambda^{(l)} \).

We construct a correction \( \eta^{\ell} \) rapidly oscillating in a neighborhood of \( \Gamma \) by
\[
\eta^{\ell}(x) := \varepsilon \sum_{l=1}^{3} \beta^{\ell,l}(x) \chi_{l}(x), x \in \Gamma_0',
\]
(3.59)
Note that the function \( \eta^{\ell} \) after extended by 0 to \( \Omega' \) belongs to \( W^{1,q}(\Omega') \). Moreover, if \( q \geq 2 \) is given as in Lemma 3.13 then by (3.57) and Sobolev embedding theorem one has
\[
\|\chi_{l}\|_{W^{1,q}(\Gamma_0')} \leq \|u\|_{W^{2,q}(\Omega')} + \|p\|_{W^{1,q}(\Omega)}, \quad l = 1 \sim 3.
\]
(3.60)
In order to construct a non-oscillating correction, consider the following problem:
\[
-\Delta \eta + \nabla \zeta = 0 \quad \text{in } \Omega,
\]
\[
\text{div } \eta = 0 \quad \text{in } \Omega,
\]
\[
\eta_{\tau} = \Psi c^{\ell} \frac{\partial u_{\ell}}{\partial \nu} \quad \text{on } \Gamma,
\]
\[
\eta_{\nu} = 0 \quad \text{on } \Gamma,
\]
\[
\eta = 0 \quad \text{on } \Gamma_0
\]
\[
\eta = 0 \quad \text{on } \Gamma_1.
\]
(3.61)
where and in what follows
\[ c_{lk} \frac{\partial u_x}{\partial \nu} = \sum_{l, k=1}^2 c_{lk}(\frac{\partial u_x}{\partial \nu}) k \lambda^{(l)}, \frac{\partial u_x}{\partial \nu} \cdot \lambda^{(k)}. \] (3.62)

The system (3.61) has a unique weak solution \{\eta, \zeta\} \in W^{1,2}(\Omega) \times L^2_{(m)}(\Omega) since the boundary data for \eta belongs to \(H^{1/2}(\partial \Omega)\), and, in view of (3.61), (3.59), respectively, are independent of the choice of orthogonal tangent vector fields on \(\eta\), provided \(q\) is given as in Lemma 3.11. Let us construct a correction \(\bar{\eta}^\sigma\) non-oscillating in a neighborhood of \(\Gamma\) by

\[ \bar{\eta}^\sigma(x) = \begin{cases} \varepsilon \eta(x), & \text{for } x \in \Omega, \\ \varepsilon \Psi(x) c^{bl}(x) \frac{\partial u_x}{\partial \nu}, & \text{for } x \in \Omega^c \setminus \Omega. \end{cases} \] (3.64)

Note that \(\text{div} (\bar{\eta}^\sigma + \eta^\sigma) \neq 0\) in general, and \((\bar{\eta}^\sigma + \eta^\sigma)|_{\partial \Omega} = 0\) in view of Lemma 3.11 (v) and Remark 3.9 (iv).

**Lemma 3.14** The vector \(c^{bl} \frac{\partial u_x}{\partial \nu}\) on \(\Gamma\) defined by (3.62) and the approximations \(\bar{\eta}^\sigma\) and \(\eta^\sigma\) defined by (3.64), (3.59), respectively, are independent of the choice of orthogonal tangent vector fields on \(\Gamma\).

**Proof:** Let \{\(\lambda^{(1)}, \lambda^{(2)}\)\} and \{\(\xi^{(1)}, \xi^{(2)}\)\} be different curvilinear systems of orthogonal tangential vector fields on \(\Gamma\). For \(x' \in \Gamma\) we denote the rotational matrix from \{\(\xi^{(1)}(x'), \xi^{(2)}(x')\)\} to \{\(\lambda^{(1)}(x'), \lambda^{(2)}(x')\)\} by \(N = \begin{pmatrix} n_1 & n_2 \\ -n_2 & n_1 \end{pmatrix}\), where \(n_1^2 + n_2^2 = 1\), i.e.,

\[ \Lambda = N \Xi, \quad \Lambda := (\lambda^{(1)}(x'), \lambda^{(2)}(x'))^T, \quad \Xi := (\xi^{(1)}(x'), \xi^{(2)}(x'))^T. \]

Let \(C = (c_{ij})\) and \(D = (d_{ij})\) denote the \(2 \times 2\) matrices defined by (3.59) corresponding to \{\(\lambda^{(1)}, \lambda^{(2)}\)\} and \{\(\xi^{(1)}, \xi^{(2)}\)\}, respectively. When \(A_j, B_j, j = 1, 2\), are two dimensional vectors, we use short notation

\[ \begin{pmatrix} A_1 \\ A_2 \end{pmatrix} : \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} := \begin{pmatrix} A_1 \cdot B_1 + A_1 \cdot B_2 \\ A_2 \cdot B_1 + A_2 \cdot B_2 \end{pmatrix}. \]

Then, it is easily seen that

\[ N \begin{pmatrix} A_1 \\ A_2 \end{pmatrix} : \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} = N \left[ \begin{pmatrix} A_1 \\ A_2 \end{pmatrix} : \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} \right]. \]

When \(x' = \varphi_i(x')\), let

\[ C^{bl}(\Lambda)(x') := \begin{pmatrix} c^{bl}(x', \lambda^{(1)} \circ \varphi_i(x')) \\ c^{bl}(x', \lambda^{(2)} \circ \varphi_i(x')) \end{pmatrix}, \quad C^{bl}(\Xi)(x') := \begin{pmatrix} c^{bl}(x', \xi^{(1)} \circ \varphi_i(x')) \\ c^{bl}(x', \xi^{(2)} \circ \varphi_i(x')) \end{pmatrix}. \]

Note that \(C^{bl}(\Lambda) = NC^{bl}(\Xi)\) holds by the linearity of \(c^{bl}(x', \lambda)\) w.r.t. \(\lambda\). Hence, in view of \(NTN = I\), we have

\[ \sum_{l, k=1}^2 c_{lk}(\frac{\partial u_x}{\partial \nu}) \cdot \lambda^{(k)} \lambda^{(l)} = \Lambda^T \left[ C^{bl}(\Lambda) : \begin{pmatrix} \lambda^{(1)}(\frac{\partial u_x}{\partial \nu}) \cdot \lambda^{(1)} \\ \lambda^{(2)}(\frac{\partial u_x}{\partial \nu}) \cdot \lambda^{(2)} \end{pmatrix} \right] = \Xi^T N \left[ C^{bl}(\Xi) : \begin{pmatrix} \lambda^{(1)}(\frac{\partial u_x}{\partial \nu}) \cdot \lambda^{(1)} \\ \lambda^{(2)}(\frac{\partial u_x}{\partial \nu}) \cdot \lambda^{(2)} \end{pmatrix} \right] = \Xi^T \left[ C^{bl}(\Xi) : \begin{pmatrix} \lambda^{(1)}(\frac{\partial u_x}{\partial \nu}) \cdot \lambda^{(1)} \\ \lambda^{(2)}(\frac{\partial u_x}{\partial \nu}) \cdot \lambda^{(2)} \end{pmatrix} \right]. \]
Here, the first component of the vector \[ C^{bl}(\Xi) : \left( \frac{\lambda^{(1)}}{\lambda^{(2)}} \right) \] is calculated as

\[
\left[ C^{bl}(\Xi) : \left( \frac{\lambda^{(1)}}{\lambda^{(2)}} \right) \right]_1 = c^{bl}(x', \xi) \cdot \left[ \left( n_1 \xi^{(1)} + n_2 \xi^{(2)} \right) \left( n_1 \frac{\partial u}{\partial \nu} \cdot \xi^{(1)} + n_2 \frac{\partial u}{\partial \nu} \cdot \xi^{(2)} \right) \right] + \left( n_1 d_{11} + n_2 d_{12} \right) \left( n_1 \frac{\partial u}{\partial \nu} \cdot \xi^{(1)} + n_2 \frac{\partial u}{\partial \nu} \cdot \xi^{(2)} \right)
\]

In the same way, one can check that the second component of \[ C^{bl}(\Xi) : \left( \frac{\lambda^{(1)}}{\lambda^{(2)}} \right) \] is equal to \[ d_{21} \frac{\partial u}{\partial \nu} \cdot \xi^{(1)} \] and \[ d_{22} \frac{\partial u}{\partial \nu} \cdot \xi^{(2)} \]. Thus \[ c^{bl} \frac{\partial u}{\partial \nu} \] and hence \[ \tilde{\eta}^c \] are irrespective of the choice of tangential vectors.

Next, in order to get the conclusion for \[ \eta^c \], it is enough to prove

\[
\sum_{i=1}^{2} \beta_i^{c,\lambda}(x') \left( \frac{\partial u}{\partial \nu} \right)^{(i)} \cdot \xi^{(i)} = \sum_{i=1}^{2} \beta_i^{c,\lambda}(x') \left( \frac{\partial u}{\partial \nu} \right)^{(i)} \cdot \xi^{(i)}
\]

for all \[ i = 1, \ldots, N \] in view of the construction of \[ \eta^c \] (see \[ (3.59), (3.58), (3.52), (3.50) \] and \[ (3.39) \]). This equality follows directly by inserting \[ \lambda^{(1)} = n_1 \xi^{(1)} + n_2 \xi^{(2)}, \lambda^{(2)} = -n_2 \xi^{(1)} + n_1 \xi^{(2)} \] in view of the linearity of \[ \beta_i^{c,\lambda} \] w.r.t. \[ \lambda \] and \[ n_1^2 + n_2^2 = 1 \].

Thus, the proof of the lemma is complete. \[ \square \]

**Lemma 3.15** Assume for \( q \) the same as in Lemma 3.13 Then, for the function \( \tilde{\eta}^c \) defined by 3.64 it holds

\[
\| \nabla \tilde{\eta}^c \|_{L^2(\Omega^c)} \lesssim \varepsilon \| u \|_{W^{2,q}(\Omega)}.
\]

**Proof.** For a vector \( v \in \mathbb{R}^3 \), let \( v_j \) denote the \( j \)-th component of \( v \). For any \( \varphi \in \mathcal{D}(\Omega^c), j = 1 \sim 3, \) using integration by parts we have

\[
\langle \tilde{\eta}^c_j, \varphi \rangle_{\mathcal{D}'(\Omega^c)} = - \langle \eta^c_j, \text{div} \varphi \rangle_{L^2(\Omega^c)}
\]

\[
= - \varepsilon (\eta^c_j, \text{div} \varphi)_{L^2(\Omega^c)} - \varepsilon \left( \tilde{\Psi}_j^{bl} \frac{\partial u}{\partial \nu}, \text{div} \varphi \right)_{L^2(\Omega^c \setminus \Gamma)}
\]

\[
= \varepsilon (\nabla \eta^c_j, \varphi)_{L^2(\Omega^c)} - \varepsilon \int_{\partial \Omega} \eta^c_j \varphi \, dx + \varepsilon (\tilde{\Psi}_j^{bl} \frac{\partial u}{\partial \nu})_{j} \varphi \|_{L^2(\Omega^c \setminus \Gamma)}
\]

Here, in view of \( \varphi|_{\partial \Omega^c} = 0 \) and boundary condition in 3.61,

\[
- \int_{\partial (\Omega^c \setminus \Omega)} \left( \tilde{\Psi}_j^{bl} \frac{\partial u}{\partial \nu} \right)_j \varphi \, dx = \int_{\partial \Omega} \left( \Psi_j^{bl} \frac{\partial u}{\partial \nu} \right)_j \varphi \, dx = \int_{\partial \Omega} \left( \eta^c_j \right)_j \varphi \, dx = \int_{\partial \Omega} \eta^c_j \varphi \, dx.
\]

Hence, by 3.63, 3.64 we have

\[
\langle \nabla \tilde{\eta}^c_j, \varphi \rangle_{\mathcal{D}'(\Omega^c)} = \varepsilon \left( \varepsilon \| \nabla \eta^c_j \|_{L^2(\Omega^c)} + \| \nabla \left( \tilde{\Psi}_j^{bl} \frac{\partial u}{\partial \nu} \right) \|_{L^2(\Omega^c \setminus \Gamma)} \right)
\]

\[
\leq \varepsilon (\| \nabla \eta^c_j \|_{L^2(\Omega^c)} + \| \nabla \left( \tilde{\Psi}_j^{bl} \frac{\partial u}{\partial \nu} \right) \|_{L^2(\Omega^c \setminus \Gamma)}) \| \varphi \|_{L^2(\Omega)}
\]

\[
\lesssim \varepsilon \| u \|_{W^{2,q}(\Omega)}
\]

for all \( j = 1 \sim 3 \), yielding

\[
\nabla \tilde{\eta}^c \in L^2(\Omega^c), \quad \| \nabla \tilde{\eta}^c \|_{L^2(\Omega^c)} \lesssim \varepsilon \| u \|_{W^{2,q}(\Omega)}
\]

by denseness argument. Thus the lemma is proved. \[ \square \]
Lemma 3.16 Let \( r \geq 2, r' = \frac{r-1}{r-1} \) and let \( |g(x', x_3)| \preceq e^{\alpha x_3/\varepsilon} \) in the curvilinear coordinate system \((x', x_3)\) in \(\Gamma_3^\varepsilon\). Then, there holds the following:

(i) If \( h \in W^{1,2}(\Omega') \), \( h|_{\partial \Omega' \cap \Gamma_3^\varepsilon} = 0 \), then

\[
\|gh\|_{L^{r'}(\Gamma_3^\varepsilon)} \preceq \varepsilon^{3/2-1/r}\|h\|_{W^{1,2}(\Gamma_3^\varepsilon)}.
\]

(ii) If \( h \in H^2(\Omega') \cap H_0^1(\Omega') \) where \( \Omega' = \{ x \in \Omega : d(x, \Gamma) > M\varepsilon \} \), then

\[
\|gh\|_{L^{r'}(\Gamma_3^\varepsilon \cap \Omega')} \preceq \varepsilon^{2-1/r}\|h\|_{H^2(\Gamma_3^\varepsilon \cap \Omega')},
\]
\[
\|g\nabla h\|_{L^{r'}(\Gamma_3^\varepsilon \cap \Omega')} \preceq \varepsilon^{1-1/r}\|h\|_{H^2(\Gamma_3^\varepsilon \cap \Omega')}.
\]

Proof. - Proof of (i):

By (74) of [29], one has

\[
\int_{\Gamma'} |h(x', x_3)|^{r'} \, dx' \preceq (M\varepsilon - x_3)^{r'/2}\|\nabla h\|_{L^2(\Gamma_3^\varepsilon)}^{r'/2}
\]

leading to

\[
\left( \int_{\Gamma_3^\varepsilon} |gh(x', x_3)|^{r'} \, dx' \, dx_3 \right)^{1/r'} \preceq \left( \int_{-\delta}^{M\varepsilon} e^{\alpha r\varepsilon/\varepsilon} \left( \int_{\Gamma'} |h(x', x_3)|^{r'} \, dx' \, dx_3 \right)^{1/r'} \right)^{1/r'}
\]
\[
\preceq \left( \int_{-\delta}^{M\varepsilon} e^{\alpha r\varepsilon/\varepsilon} (M\varepsilon - x_3)^{r'/2} \, dx_3 \right)^{1/r'} \|\nabla h\|_{L^2(\Gamma_3^\varepsilon)}.
\]

Here,

\[
\int_{-\delta}^{M\varepsilon} e^{\alpha r\varepsilon/\varepsilon} (M\varepsilon - x_3)^{r'/2} \, dx_3 \preceq e^{r'/2+1} \int_{0}^{\infty} e^{-\alpha r' y} y^{r'/2} \, dy,
\]

which completes the proof of (i).

- Proof of (ii):

See page 498. of [29]. \(\square\)

Lemma 3.17 Let \( h \in L^r(\Gamma_3^\varepsilon), r \geq 1 \), satisfy \( |h(x)| \preceq e^{-\alpha d(x, \Gamma)/\varepsilon}, x \in \Gamma_3^\varepsilon \). Then,

\[
\|h\|_{L^r(\Gamma_3^\varepsilon)} \preceq \varepsilon^{1/r}.
\]

Lemma 3.18 Assume for \( q \) the same as in Lemma 3.13 Then, for function \( \eta^r \) defined by (3.59), it holds

\[
(\nabla \eta^r, \nabla \varphi)_{\Omega'} = -\int_{\Gamma'} \Psi \left( \frac{\partial u}{\partial \nu} - p\nu \right) \cdot \varphi \, ds + O(\varepsilon)(\|u\|_{W^{2,q}(\Omega)} + \|p\|_{W^{1,q}(\Omega)})\|\nabla \varphi\|_{L^2(\Omega')} \tag{3.65}
\]

for all \( \varphi \in H^1_{0,q}(\Omega') \).

Proof. Given any \( \varphi \in H^1_{0,q}(\Omega') \), one has

\[
(\nabla \eta^r, \nabla \varphi)_{\Omega'} = \varepsilon \sum_{i=1}^{3} \int_{\Gamma_3^\varepsilon} \nabla \beta^r \cdot \nabla \varphi dx
\]
\[
= \varepsilon \sum_{i=1}^{3} \int_{\Gamma_3^\varepsilon} \chi_i \nabla \beta^r \cdot \nabla \varphi dx + \varepsilon \sum_{i=1}^{3} \int_{\Gamma_3^\varepsilon} \beta^r \cdot (\nabla \chi_i \cdot \nabla \varphi) dx \tag{3.66}
\]
\[
= (i) + (ii),
\]

where (ii) is estimated by

\[
|(ii)| \preceq \varepsilon \sup_{1 \leq i \leq 3} \|\beta^r \nabla \chi_i\|_2 \|\nabla \varphi\|_{L^2(\Omega')}
\]
\[
\preceq \varepsilon \sup_{1 \leq i \leq 3} \|\beta^r\|_{L^\infty(\Gamma_3^\varepsilon)} \|\nabla \chi_i\|_2 \|\nabla \varphi\|_{L^2(\Omega')}
\]
\[
\preceq \varepsilon (\|u\|_{W^{2,q}(\Omega)} + \|p\|_{W^{1,q}(\Omega)})\|\nabla \varphi\|_{L^2(\Omega')} \tag{3.67}
\]

for all \( \varphi \in H^1_{0,q}(\Omega') \).
using (3.60) and (3.11). On the other hand, we have

\[ (i) = \varepsilon \sum_{i=1}^{3} \int_{\Gamma} \chi_{i} \nabla \beta^{\varepsilon,l} \cdot \varphi \, d\Gamma - \varepsilon \sum_{i=1}^{3} \int_{\Gamma} \chi_{i} \Delta \beta^{\varepsilon,l} \cdot \varphi \, d\Gamma \]

\[ = -\varepsilon \sum_{i=1}^{3} \left( \int_{\Gamma} \chi_{i} \left[ \frac{\partial \beta^{\varepsilon,l}}{\partial n} \right] \cdot \varphi \, d\Gamma + \int_{\Gamma} \chi_{i} \Delta \beta^{\varepsilon,l} \cdot \varphi \, d\Gamma \right) \]

where

\[ \varepsilon \int_{\Gamma} \nabla \beta^{\varepsilon,l} \cdot \nabla \chi_{l} \varphi \, d\Gamma \leq \| \nabla \chi_{l} \|_{L^{2}(\Gamma)} \| \varepsilon \nabla \beta^{\varepsilon,l} \varphi \|_{L^{2}(\Gamma)} \]

\[ \leq \| \nabla \chi_{l} \|_{L^{2}(\Gamma)} \| \varepsilon \nabla \beta^{\varepsilon,l} \varphi \|_{L^{2}(\Gamma)} + \| \varepsilon \nabla \beta^{\varepsilon,l} \|_{L^{2}(\Gamma)} \| \varphi \|_{L^{2}(\Gamma)} \]  

(3.69)

by Lemma 3.16 (i), (3.60), Lemma 3.12 (i) and Poincaré’s inequality. On the other hand, by Lemma 3.12 (iv) and Poincaré’s inequality. The proof of the lemma is complete.

Here we used that

\[ \frac{\partial u}{\partial \nu} \cdot \varphi = \frac{\partial u}{\partial \nu} - \frac{\partial u}{\partial \nu} \nu \cdot u \cdot \varphi = \frac{\partial u}{\partial \nu} \cdot \varphi \]

since \( \frac{\partial u}{\partial \nu} |_{\Gamma^{\prime}} = 0 \) in view of \( \text{div} \, u = 0, u \mid_{\Gamma^{\prime}} = 0 \). The last two terms in the right-hand side of (3.70) are shown to be equal to

\[ O(\varepsilon)(\| u \|_{W^{2,q}(\Omega)} + ||p||_{W^{1,q}(\Omega)}) \| \nabla \varphi \|_{L^{2}(\Omega')} \]

by Lemma 3.12 (i), (ii), Lemma 3.16 (i) and (3.60).

Let \( \Gamma \setminus \Gamma' \) be nontrivial (\( q > 3 \) in this case). Since the width of two-dimensional annular disc \( \Gamma \setminus \Gamma' \) is \( O(\varepsilon) \) and \( \varphi = 0 \) on its outer boundary \( \Gamma \cap \Gamma_1 \), we get by Poincaré’s inequality \( \| \varphi \|_{L^{2}(\Gamma \setminus \Gamma')} \lesssim \varepsilon \| \nabla \varphi \|_{L^{2}(\Omega')} \). Then, by complex interpolation we get that

\[ \| \varphi \|_{L^{2}(\Gamma \setminus \Gamma')} \lesssim \varepsilon^{1/2} \| \varphi \|_{H^{1/2}(\Gamma \setminus \Gamma')} \lesssim \varepsilon^{1/2} \| \nabla \varphi \|_{L^{2}(\Omega')} \]  

(3.71)

Consequently, by Sobolev embedding theorem in view of \( q > 3 \) we have

\[ \left| \int_{\Gamma \setminus \Gamma'} \nabla \varphi \right| \leq \varepsilon \| \nabla \varphi \|_{L^{2}(\Omega')} \]

(3.72)

The proof of the lemma is complete.

\[ \square \]

Lemma 3.19 Assume for \( q \) as in Lemma 3.13. Then the inhomogeneous boundary value problem

\[ -\Delta w^{\varepsilon} + \nabla r^{\varepsilon} = 0 \quad \text{in} \quad \Omega^{\varepsilon}, \]

\[ \text{div} \, w^{\varepsilon} = -\text{div} \,( \eta^{\varepsilon} + \eta^{\varepsilon}) \quad \text{in} \quad \Omega^{\varepsilon}, \]

\[ w^{\varepsilon} = 0 \quad \text{on} \quad \partial \Omega^{\varepsilon}, \]

has a unique weak solution \( \{ w^{\varepsilon}, r^{\varepsilon} \} \in H^{1}_{0}(\Omega^{\varepsilon}) \times L^{2}_{(m)}(\Omega^{\varepsilon}) \) such that

\[ \| \nabla w^{\varepsilon} \|_{L^{2}(\Omega')} + ||r^{\varepsilon}||_{L^{2}(\Omega')} \lesssim \varepsilon \| u \|_{W^{2,q}(\Omega)} + ||p||_{W^{1,q}(\Omega)} \]  

(3.73)
Proof. First of all, we remark that for every \( g \in L^2_{(m)}(\Omega^\varepsilon) \) the divergence problem

\[
\text{div } \psi = g \quad \text{in } \Omega^\varepsilon, \quad \psi|_{\partial \Omega^\varepsilon} = 0,
\]

has a solution \( \psi \in W^{1,2}_0(\Omega^\varepsilon) \) satisfying the estimate

\[
\| \psi \|_{W^{1,2}_0(\Omega^\varepsilon)} \leq C\| g \|_{L^2(\Omega^\varepsilon)},
\]

where the constant \( C \) is independent of \( \varepsilon \). This fact follows by Appendix. Lemma A.1 and Lemma A.2 using the assumption \((2.2)\) on \( \Omega^\varepsilon \) that \( \Omega^\varepsilon \) can be expressed by sum of several rough domains \( G^{(j)}_{\varepsilon} \) where \( G^{(j)}_{\varepsilon}, j = 1, \ldots, m \), is again a sum of one “main” macroscopic star-shaped domain and many microscopic \( \mathcal{O}(\varepsilon) \)-size star-shaped domains, i.e.,

\[
G^{(j)}_{\varepsilon} = G^{(j)}_{0} \cup \bigcup_{k=1}^{m_j} G^{(j)}_{k}, \quad G^{(j)}_{0} \cap G^{(j)}_{k} \neq \emptyset, G^{(j)}_{k} \cap G^{(j)}_{l} = \emptyset, k \neq l, k, l = 1, \ldots, m_j.
\]

Let \( \psi \in W^{1,2}_0(\Omega^\varepsilon) \) be such that \( \text{div } \psi = -\text{div } (\tilde{\eta}^\varepsilon + \eta^\varepsilon) \) and \( \| \psi \|_{W^{1,2}_0(\Omega^\varepsilon)} \lesssim \| \text{div } (\tilde{\eta}^\varepsilon + \eta^\varepsilon) \|_{L^2(\Omega^\varepsilon)} \). Then, it is standard to show the existence of unique weak solution \( \{w^\varepsilon, r^\varepsilon\} \) to the problem \((3.72)\) such that

\[
\| \nabla w^\varepsilon \|_{L^2(\Omega^\varepsilon)} + \| r^\varepsilon \|_{L^2(\Omega^\varepsilon)} \lesssim \| \nabla \psi \|_{L^2(\Omega^\varepsilon)} \lesssim \| \text{div } (\tilde{\eta}^\varepsilon + \eta^\varepsilon) \|_{L^2(\Omega^\varepsilon)}.
\]

By the way, we get

\[
\| \text{div } \tilde{\eta}^\varepsilon \|_{L^2(\Omega^\varepsilon)} \leq \varepsilon \| \tilde{\psi} \|_{H^1(\Omega^\varepsilon \setminus \Gamma_1)} \lesssim \varepsilon (\| u \|_{W^{2,q}(\Omega^\varepsilon)} + \| p \|_{W^{1,q}(\Omega^\varepsilon)})
\]

from \((3.51), (3.60)\). Moreover, we have

\[
\| \text{div } \eta^\varepsilon \|_{L^2(\Omega^\varepsilon)} \leq \varepsilon \sum_{i=1}^{3} (\| \text{div } \beta^\varepsilon \cdot X^i \|_{L^2(\Gamma_1)} + \| \beta^\varepsilon \cdot X^i \|_{L^2(\Gamma_1^\varepsilon)})
\]

\[
\leq \varepsilon \sum_{i=1}^{3} (\| \text{div } \beta^\varepsilon \|_{L^\infty(\Gamma_1^\varepsilon \setminus \Gamma_0)} + \| \beta^\varepsilon \|_{L^2(\Gamma_1^\varepsilon \setminus \Gamma_0)} + \| \beta^\varepsilon \|_{L^\infty(\Gamma_1^\varepsilon \setminus \Gamma_0)} + \| \beta^\varepsilon \|_{L^2(\Gamma_1^\varepsilon \setminus \Gamma_0)}) (\| u \|_{W^{2,q}(\Omega^\varepsilon)} + \| p \|_{W^{1,q}(\Omega^\varepsilon)})
\]

\[
\lesssim \varepsilon \| u \|_{W^{2,q}(\Omega^\varepsilon)} + \| p \|_{W^{1,q}(\Omega^\varepsilon)}
\]

from \((3.59), (3.60)\), Lemma \((3.12)\), and \((3.60)\).

Thus, the proof comes to end.

Now we can prove the following theorem on the error estimates of first order approximation for \( u^\varepsilon \).

Theorem 3.20 Assume for \( q \) the same as in Lemma \((3.13)\). Let \( f \in L^q(\Omega^\varepsilon), \psi \in W^{2-1/q,q}(\partial \Omega^\varepsilon) \), \text{supp } \psi \subset \Gamma_1 \) and let \( u \in W^{2,q}(\Omega_0) \) be the solution to \((3.3)\). Then, the estimates

\[
\| \nabla (u^\varepsilon - (\tilde{u} + \tilde{\eta}^\varepsilon + \eta^\varepsilon)) \|_{L^2(\Omega^\varepsilon)} \lesssim \varepsilon (\| f \|_{L^q(\Omega^\varepsilon)} + \| \psi \|_{W^{2-1/q,q}(\Gamma_1)})
\]

and

\[
\| u^\varepsilon - (\tilde{u} + \tilde{\eta}^\varepsilon + \eta^\varepsilon) \|_{L^2(\Omega^\varepsilon)} \lesssim \varepsilon^{3/2} (\| f \|_{L^q(\Omega^\varepsilon)} + \| \psi \|_{W^{2-1/q,q}(\Gamma_1)})
\]

hold true.

Proof. Let

\[
v^\varepsilon := u^\varepsilon - (\tilde{u} + \tilde{\eta}^\varepsilon + \eta^\varepsilon + w^\varepsilon),
\]

where \( w^\varepsilon \) is the solution to the system \((3.72)\) and \( \tilde{\eta}^\varepsilon, \eta^\varepsilon \) are defined by \((3.61), (3.59)\), respectively. Then, we have \( v^\varepsilon \in H^1_{1,\sigma}(\Omega^\varepsilon) \) since \( \text{div } v^\varepsilon = 0 \) in \( \Omega^\varepsilon \) and \( v^\varepsilon = 0 \) on \( \partial \Omega^\varepsilon \).

For any \( \varphi \in H^1_{1,\sigma}(\Omega^\varepsilon) \) we have

\[
(\nabla v^\varepsilon, \nabla \varphi)_{\Omega^\varepsilon} = (\nabla (u^\varepsilon - (\tilde{u} + \tilde{\eta}^\varepsilon + \eta^\varepsilon + w^\varepsilon)), \nabla \varphi)_{\Omega^\varepsilon}
\]

\[
= -\int_{\Gamma_1^\varepsilon} \frac{\partial v^\varepsilon}{\partial n} \cdot \varphi \ ds - (\nabla \tilde{\eta}^\varepsilon, \nabla \varphi)_{\Omega^\varepsilon} - (\nabla \eta^\varepsilon, \nabla \varphi)_{\Omega^\varepsilon}
\]

\[
- (\nabla w^\varepsilon, \nabla \varphi)_{\Omega^\varepsilon} + (f, \varphi)_{\Omega^\varepsilon} + (\nabla u, \nabla \varphi)_{\Omega_0 \setminus \Omega}.
\]

\[
(\nabla v^\varepsilon, \nabla \varphi)_{\Omega^\varepsilon} = -\int_{\Gamma_1^\varepsilon} \frac{\partial v^\varepsilon}{\partial n} \cdot \varphi \ ds - (\nabla \tilde{\eta}^\varepsilon, \nabla \varphi)_{\Omega^\varepsilon} - (\nabla \eta^\varepsilon, \nabla \varphi)_{\Omega^\varepsilon}
\]

\[
- (\nabla w^\varepsilon, \nabla \varphi)_{\Omega^\varepsilon} + (f, \varphi)_{\Omega^\varepsilon} + (\nabla u, \nabla \varphi)_{\Omega_0 \setminus \Omega}.
\]
By Lemma 3.18, Lemma 3.15, (3.73) and (3.74), the sum of the first four terms in the right-hand side of (3.78) is equal to

$$
\int_{\Gamma} (\Psi - 1)(\frac{\partial u}{\partial \nu} - p\nu) \cdot \varphi \, dx + O(\varepsilon)(\|f\|_{L^q(\Omega')} + \|\psi\|_{W^{2-1/q,q}(\Gamma_1)})\|\nabla \varphi\|_{L^2(\Omega')}.
$$

Moreover, by Poincaré's inequality the fifth term in the right-hand side of (3.78) is estimated by

$$
|\langle f, \varphi \rangle_{\Omega'\setminus\Omega}| \leq \|f\|_{L^2(\Omega'\setminus\Omega)}\|\varphi\|_{L^2(\Omega'\setminus\Omega)} \lesssim \varepsilon \|f\|_{L^2(\Omega'\setminus\Omega)}\|\nabla \varphi\|_{L^2(\Omega')},
$$

and the sixth term by

$$
\|\nabla u\|_{L^2(\Omega'\setminus\Omega)} \leq \|\nabla u\|_{L^q(\Omega'\setminus\Omega)}\Omega' \setminus \Omega)^{1/3} \lesssim \varepsilon \|u\|_{W^{2-1/q,q}(\Omega)},
$$

$$
\lesssim \varepsilon (\|f\|_{L^2(\Omega')} + \|\psi\|_{W^{2-1/q,q}(\Gamma_1)}).
$$

using Sobolev embedding theorem and $|\Omega' \setminus \Omega| \leq O(\varepsilon^3)$. Therefore, if we prove

$$
\int_{\Gamma} (\Psi - 1)(\frac{\partial u}{\partial \nu} - p\nu) \cdot \varphi \, dx' \leq \varepsilon (\|f\|_{L^q(\Omega')} + \|\psi\|_{W^{2-1/q,q}(\Gamma_1)}),
$$

(3.79)

then we get

$$
|\langle \nabla v^\varepsilon, \nabla \varphi \rangle_{\Omega'}| \lesssim \varepsilon (\|f\|_{L^q(\Omega')} + \|\psi\|_{W^{2-1/q,q}(\Gamma_1)})\|\nabla \varphi\|_{L^2(\Omega')}, \quad \forall \varphi \in H^1_{0,\sigma}(\Omega'),
$$

and hence (3.75) by Lemma 3.19. We need to consider only the case where $\Gamma$ and $\Gamma_1$ are adjacent. Note that $q > 3$ in this case. It follows from the construction of $\Psi$ and (3.71) that

$$
\left| \int_{\Gamma} (\Psi - 1)(\frac{\partial u}{\partial \nu} - p\nu) \cdot \varphi \, dx' \right| \lesssim \|\frac{\partial u}{\partial \nu} - p\nu\|_{L^2(\Gamma' \setminus \Gamma')} \|\varphi\|_{L^2(\Gamma' \setminus \Gamma')} \lesssim \varepsilon^{1/2}\|\frac{\partial u}{\partial \nu} - p\nu\|_{L^2(\Gamma' \setminus \Gamma')} \|\nabla \varphi\|_{L^2(\Omega')},
$$

where

$$
\|\frac{\partial u}{\partial \nu} - p\nu\|_{L^2(\Gamma' \setminus \Gamma')} \leq \|\frac{\partial u}{\partial \nu} - p\nu\|_{L^\infty(\Gamma')}\Gamma' \setminus \Gamma'^{1/2} \lesssim \varepsilon^{1/2}(\|u\|_{W^{2,q}(\Omega)} + \|p\|_{W^{1,q}(\Omega)}).
$$

Hence, we get (3.79) due to (3.4) and (3.75) is proved.

Next, in order to prove (3.76), we use the idea of [29]. Let

$$
z : = u^\varepsilon - (\bar{u} + \bar{\eta}^\varepsilon + \eta^\varepsilon), \quad \Omega' := \{x \in \Omega : \rho(x) > M\varepsilon\}.
$$

Then, by Poincaré’s inequality and already proved (3.75) we have

$$
\|z\|_{L^2(\Omega' \setminus \Omega)} \lesssim \varepsilon \|\nabla z\|_{L^2(\Omega' \setminus \Omega)} \lesssim \varepsilon^2 (\|f\|_{L^q(\Omega')} + \|\psi\|_{W^{2-1/q,q}(\Gamma_1)}). \tag{3.80}
$$

Therefore, for the proof of (3.76) we only need to estimate $\|z\|_{L^2(\Omega')}$. Let $w \in H^2(\Omega') \cap H^1_{0,\sigma}(\Omega')$ be the unique solution to the Stokes problem

$$
-\Delta w + \nabla s = z \quad \text{in} \ \Omega',
$$

$$
div w = 0 \quad \text{in} \ \Omega',
$$

$$
w = 0 \quad \text{on} \ \partial \Omega'. \tag{3.81}
$$

Then, one has $\|w\|_{H^2(\Omega')} + \|s\|_{H^1(\Omega')} \lesssim \|z\|_{L^2(\Omega')}$ and

$$
\|z\|_{L^2(\Omega')}^2 = \int_{\Omega'} (-\Delta w + \nabla s) \cdot z \, dx = \int_{\Omega'} (\nabla w \cdot \nabla z - s \div z) \, dx - \int_{\partial \Omega'} (\frac{\partial w}{\partial \nu} - s) \cdot z \, ds. \tag{3.82}
$$
Note that the estimate (3.5) in Lemma 3.1 holds for $\Omega'$ as well. Hence, it follows from $z|_{\partial \Omega'} = 0$ and (3.75) that

$$\|z\|_{L^2(\partial \Omega')} \lesssim \varepsilon^{1/2}\|\nabla z\|_{L^2(\Omega' \setminus \Omega')} \lesssim \varepsilon^{3/2}(\|f\|_{L^q(\Omega')} + \|\psi\|_{W^{2-1/q,q}(\Gamma_1)}).$$

Therefore the second term in the right-hand side of (3.82) is estimated by

$$\left| \int_{\partial \Omega'} (\partial_w - sv) \cdot z \, ds \right| \lesssim \|\nabla w - s\|_{H^1(\Omega')} \|z\|_{L^2(\partial \Omega')} \lesssim \|z\|_{L^2(\Omega')} \|z\|_{L^2(\partial \Omega')} \lesssim \varepsilon^{3/2}\|z\|_{L^2(\partial \Omega')} (\|f\|_{L^q(\Omega')} + \|\psi\|_{W^{2-1/q,q}(\Gamma_1)}).$$

Let us get estimate of the first term in the right-hand side of (3.82). Obviously, we have

$$\int_{\Omega'} (\nabla w \cdot \nabla z - s \text{div } z) \, dx = - \int_{\Omega'} (\nabla w \cdot \nabla \eta^\varepsilon - s \text{div } \eta^\varepsilon) \, dx.$$

where

$$\int_{\Omega'} \nabla w \cdot \nabla \eta^\varepsilon \, dx = \varepsilon \sum_{l=1}^3 \int_{\Omega'} \nabla w \cdot \nabla (\beta^{\varepsilon,l} \chi_l) \, dx$$

$$= \varepsilon \sum_{l=1}^3 \int_{\Omega'} (\nabla w \cdot \nabla \chi_l) \cdot \beta^{\varepsilon,l} \, dx + \nabla w \cdot \nabla \beta^{\varepsilon,l} \chi_l) \, dx$$

$$= \sum_{l=1}^3 \int_{\Omega'} \nabla w \cdot \nabla \chi_l) \cdot \beta^{\varepsilon,l} \, dx$$

$$+ \sum_{l=1}^3 \int_{\Omega'} \nabla w \cdot \nabla \chi_l) \cdot \beta^{\varepsilon,l} \, dx$$

$$(3.83)$$

By Lemma 3.12, $\beta^{\varepsilon,l} - \varepsilon \Delta \beta^{\varepsilon,l} + \beta^{\varepsilon,l} \chi_l \cdot \nabla \beta^{\varepsilon,l} \, dx + \int_{\Omega'} \nabla (w \cdot (\varepsilon \beta^{\varepsilon,l} \chi_l) \, dx)$$

By Lemma 3.12 (ii), (3.60) and (3.4) we have

$$\|\nabla w \cdot \nabla \eta^\varepsilon \| \lesssim \varepsilon^{3/2} \sum_{l=1}^3 (\|\chi_l\|_{L^2} + \|\chi_l\|_{L^2(\Omega')}) \|w\|_{H^2(\Omega')}$$

$$\lesssim \varepsilon^{3/2}(\|u\|_{W^{2,q}(\Omega')} + \|p\|_{W^{1,q}(\Omega')}) \|z\|_{L^2(\Omega')}$$

$$\lesssim \varepsilon^{3/2}(\|f\|_{L^q(\Omega')} + \|\psi\|_{W^{2-1/q,q}(\Gamma_1)}) \|z\|_{L^2(\Omega')}.$$ 

In the same way, using decay estimate of $\text{div } \beta^{\varepsilon,l}$, $l = 1 \sim 3$, given by Lemma 3.12 (iii), the integral of $\text{div } \eta^\varepsilon$ can be estimated with the same order of $O(\varepsilon^{3/2})$.

Thus we have

$$\|z\|_{L^2(\Omega')} \lesssim \varepsilon^{3/2}(\|f\|_{L^q(\Omega')} + \|\psi\|_{W^{2-1/q,q}(\Gamma_1)}),$$

and hence (3.76).

Now, let us construct an effective Navier wall-law for the Stokes system (1.1) as follows:

$$-\Delta u^{\text{eff}} + \nabla p^{\text{eff}} = f \quad \text{in } \Omega,$$

$$\text{div } u^{\text{eff}} = 0 \quad \text{in } \Omega,$$

$$u^{\text{eff}} = \varepsilon \Psi(c^{bl}(x')) \frac{\partial u^{\text{eff}}}{\partial \nu} \quad \text{on } \Gamma,$$

$$u^{\text{eff}} = 0 \quad \text{on } \Gamma,$$

$$u^{\text{eff}} = \psi \quad \text{on } \Gamma_1.$$

(3.84)

Remark 3.21 The Navier wall-law of (3.84) is irrespective of the choice of curvilinear systems of orthogonal tangential vectors on $\Gamma$ due to Lemma 3.14.

Since the matrix $c^{bl}(x')$ is negatively definite and $\Psi(x') \geq 0$ for all $x' \in \Gamma$, the problem (3.84) is well-posed and has a weak solution $u^{\text{eff}} \in H^1(\Omega)$ by Lax-Milgram’s lemma.
Theorem 3.22 Assume for \( q \) the same as in Lemma 3.13. Let \( u \) be the solution to (3.3), and let \( \tilde{\eta} \) be defined by (3.64). Then,

\[
\| u^{\varepsilon ff} - u - \tilde{\eta} \|_{H^1(\Omega)} \lesssim \varepsilon (\| f \|_{L^2(\Omega)} + \| \psi \|_{W^{2-1/q,q}(\Gamma_1)}) ,
\]

\[
\| u^{\varepsilon ff} - u - \tilde{\eta} \|_{L^2(\Omega)} \lesssim \varepsilon^{3/2} (\| f \|_{L^3(\Omega')} + \| \psi \|_{W^{2-1/q,q}(\Gamma_1)}).
\]

Proof. Let \( v := u^{\varepsilon ff} - u - \tilde{\eta} \). Then, \( v \) solves the system

\[
\begin{align*}
-\Delta v + \nabla s &= 0 & x & \in \Omega, \\
\text{div} v &= 0 & x & \in \Omega, \\
v_\tau &= \phi & x' & \in \Gamma, \\
v_\nu &= -u_\nu \chi_{\Gamma \setminus \Gamma'} & x' & \in \Gamma, \\
v &= 0 & x' & \in \Gamma_1,
\end{align*}
\]

(3.85)

where \( \phi = \varepsilon \Psi(x') e^{bl}(x')(\partial v + \partial_\nu s) - u_\nu \chi_{\Gamma \setminus \Gamma'} \), \( \chi_{\Gamma \setminus \Gamma'} \) is the characteristic function of \( \Gamma \setminus \Gamma' \).

For the associate pressure \( s \) we may assume without loss of generality that \( s \in L^2_{(m)}(\Omega) \). Then,

\[
\| s \|_{L^2_{(m)}(\Omega)} \lesssim \| \nabla v \|_{L^2(\Omega)}.
\]

In fact, given any \( h \in L^2_{(m)}(\Omega) \) there is some \( \varphi \in H^1_0(\Omega) \) such that \( \text{div} \varphi = h \), \( \| \varphi \|_{H^1_0(\Omega)} \leq c(\| h \|_{L^2_{(m)}(\Omega)} \). Hence,

\[
(s, h)_\Omega = (s, \text{div} \varphi)_\Omega = (\nabla s, \nabla \varphi)_\Omega
\]

and \( |(s, h)| \leq \| \nabla v \|_2 \| \nabla \varphi \|_2 \lesssim \| \nabla v \|_2 \| h \|_{L^2_{(m)}(\Omega)} \) implying \( \| s \|_{L^2_{(m)}(\Omega)} \lesssim \| \nabla v \|_2 \).

Since \( \nabla v, s \in L^2(\Omega) \) and \( \text{div} (\nabla v - sI) = 0 \), we get that

\[
\left( \frac{\partial v}{\partial \nu} - s \nu \right)_\Gamma \in H^{-\frac{1}{2}}(\Gamma), \quad \| \frac{\partial v}{\partial \nu} - s \nu \|_{H^{-\frac{1}{2}}(\Gamma)} \lesssim \| \nabla v - sI \|_{L^2(\Omega)} \lesssim \| \nabla v \|_{L^2(\Omega)},
\]

(3.86)

see [17], Ch. 3, Theorem 2.2; cf. also [32]. By the same reasoning, for the solution \( \{ \eta, \zeta \} \) to (3.61) we have

\[
\left( \frac{\partial \eta}{\partial \nu} - \zeta \nu \right)_\Gamma \in H^{-\frac{1}{2}}(\Gamma), \quad \| \frac{\partial \eta}{\partial \nu} - \zeta \nu \|_{H^{-\frac{1}{2}}(\Gamma)} \lesssim \| \nabla \eta - \zeta I \|_{L^2(\Omega)} \lesssim \| \nabla \eta \|_{L^2(\Omega)}.
\]

(3.87)

Since the matrix \( \Psi(x') e^{bl}(x') \) for any \( x' \in \Gamma \) is invertible, it follows from the boundary condition of (3.85) that

\[
\frac{\partial v}{\partial \nu} = (\varepsilon \Psi e^{bl})^{-1} (v_\tau + u_\tau \chi_{\Gamma \setminus \Gamma'}) - \frac{\partial \eta}{\partial \nu} \text{ on } \Gamma.
\]

Hence, by testing (3.85) with \( v \) in view of (3.86) and negativity of \( e^{bl} \), we have

\[
\| \nabla v \|_{L^2(\Omega)}^2 = \langle v, \frac{\partial v}{\partial \nu} - (s v) \rangle_{H^\frac{1}{2}(\Gamma), H^{-\frac{1}{2}}(\Gamma)} = \langle v_\tau, \frac{\partial v}{\partial \nu} - (s + \frac{\partial \eta}{\partial \nu}) \rangle_{H^\frac{1}{2}(\Gamma), H^{-\frac{1}{2}}(\Gamma)} = \int_\Gamma v_\tau \cdot (\varepsilon \Psi e^{bl})^{-1} (v_\tau + u_\tau \chi_{\Gamma \setminus \Gamma'}) dx' - \langle v_\tau, \frac{\partial \eta}{\partial \nu} \rangle_{H^\frac{1}{2}(\Gamma), H^{-\frac{1}{2}}(\Gamma)} \quad (3.88)
\]

\[
\leq \int_{\Gamma \setminus \Gamma'} v_\tau \cdot (\varepsilon \Psi e^{bl})^{-1} u_\tau dx' - \langle v_\tau, \frac{\partial \eta}{\partial \nu} \rangle_{H^\frac{1}{2}(\Gamma), H^{-\frac{1}{2}}(\Gamma)} \]

\[
= \int_{\Gamma \setminus \Gamma'} v_\tau \cdot (\varepsilon \Psi e^{bl})^{-1} u_\tau dx' - \langle v_\tau, \frac{\partial \eta}{\partial \nu} \rangle_{H^\frac{1}{2}(\Gamma), H^{-\frac{1}{2}}(\Gamma)}
\]

\[
= \int_{\Gamma \setminus \Gamma'} v_\tau \cdot (\varepsilon \Psi e^{bl})^{-1} u_\tau dx' - \langle v_\tau, \frac{\partial \eta}{\partial \nu} \rangle_{H^\frac{1}{2}(\Gamma), H^{-\frac{1}{2}}(\Gamma)}.
\]
Since $u$ vanishes at the boundary of $\Omega_0$ and the thickness of the annular disc $\Omega_0 \setminus \Omega$ is $O(\varepsilon^2)$, it follows that
\[
\|u\|_{L^2(\Gamma')} \lesssim \varepsilon \|\nabla u\|_{L^2(\Omega_0 \setminus \Omega)} \lesssim \varepsilon \|\nabla u\|_{L^6(\Omega_0 \setminus \Omega)} \|\Omega_0 \setminus \Omega\|^{1/3} \lesssim \varepsilon^2 \|\nabla^2 u\|_{L^2(\Omega_0)} \tag{3.89}
\]
and, by trace theorem,
\[
\|u\|_{H^{3/2}(\Gamma')} \lesssim \|\nabla^2 u\|_{L^2(\Omega_0)}.
\]
Therefore, it follows by complex interpolation $H^\theta(\Gamma \setminus \Gamma') = [L^2(\Gamma \setminus \Gamma'), H^{3/2}(\Gamma \setminus \Gamma')]_{\theta/2}$ for $1 \leq \theta \leq 3/2$ that
\[
\|u\|_{H^\theta(\Gamma \setminus \Gamma')} \lesssim \|u\|_{L^2(\Gamma')} \|u\|_{H^{3/2}(\Gamma \setminus \Gamma')} \lesssim \varepsilon^{2-\theta/3} \|\nabla^2 u\|_{L^2(\Omega_0)}.
\]
Consequently, the third term in the right-hand side of (3.88) is estimated using (3.88) as
\[
\left| (u_{\nu'}, \frac{\partial u_{\nu'}}{\partial \nu} - s + \frac{\partial u_{\nu'}}{\partial \nu} \cdot \nu) H^{\frac{1}{2}}(\Gamma_1 \setminus \Gamma_1'), H^{\frac{1}{2}}(\Gamma_1 \setminus \Gamma_1') \right| \lesssim \|u_{\nu'}\|_{H^{\frac{1}{2}}(\Gamma_1 \setminus \Gamma_1')} \left( \|\frac{\partial u_{\nu'}}{\partial \nu}\|_{H^{\frac{1}{2}}(\Gamma_1 \setminus \Gamma_1')} \right)
\lesssim \|u\|_{H^{\frac{1}{2}}(\Gamma_1 \setminus \Gamma_1')} \|\nabla u\|_{L^2(\Omega_0)} \lesssim \varepsilon \|u\|_{W^{2,2}(\Omega_0)} \|\nabla u\|_{L^2(\Omega_0)}.
\]
On the other hand, due to the construction of $\Psi$, the first term in the right-hand side of (3.88) is estimated as
\[
\left| \int_{\Gamma \setminus \Gamma'} v_{\tau'} \cdot (\varepsilon \Psi c^{bl})^{-1} u_{\tau'} \, dx' \right| \lesssim \int_{\Gamma \setminus \Gamma'} |d(x', \Gamma \cap \Gamma_1)^{-1} v_{\tau} \cdot u_{\tau'}| \, dx'
\tag{3.92}
\]
Note that
\[
\|x^{-\gamma}_h\|_{L^2(\mathbb{R}^2_+)} \leq c(\gamma) \|h\|_{H^\gamma(\mathbb{R}^d_+), \gamma \in [0, 1] \setminus \{\frac{1}{2}\}},
\]
by [24], Ch.1, Theorem 11.3. This inequality can be extended to the region where $\mathbb{R}^d_+$ is replaced by $\Gamma \setminus \Gamma'$ using diffeomorphism $\varphi_i$ between $U_i \subset \mathbb{R}^2$ and $V_i \subset \Gamma$ for $i = 1, \ldots, N$. In particular, for $\gamma \in [0, 1] \setminus \{\frac{1}{2}\}$
\[
\|d(x', \Gamma \cap \Gamma_1)^{-\gamma} z\|_{L^2(\Gamma')} \leq c(\gamma, \Gamma \setminus \Gamma') \|z\|_{H^{\gamma, \gamma^2}(\Gamma')} \quad \forall z \in H^{\gamma, \gamma^2}(\Gamma \setminus \Gamma'),
\]
where $H^{\gamma, \gamma^2}(\Gamma \setminus \Gamma')$ is the closure in $H^\gamma(\Gamma \setminus \Gamma')$ of the set of all smooth functions vanishing on $\Gamma_1 \setminus \Gamma_1$. This inequality together with (3.90) with $\theta = 3/4$ yields
\[
\int_{\Gamma \setminus \Gamma'} |d(x', \Gamma \cap \Gamma_1)^{-1} v_{\tau} \cdot u_{\tau'}| \, ds \leq \|d(x', \Gamma \cap \Gamma_1)^{-3/4} u_{\tau'}\|_{L^2(\Gamma \cap \Gamma')} \int_{\Gamma \setminus \Gamma'} |d(x', \Gamma \cap \Gamma_1)^{-1/4} v_{\tau} \|_{L^2(\Gamma \cap \Gamma')} \lesssim \|u_{\tau'}\|_{H^{3/4}(\Gamma_1 \setminus \Gamma_1')} \|v_{\tau}\|_{H^{1/4}(\Gamma')} \lesssim \varepsilon \|u\|_{W^{2,2}(\Omega_0)} \|\nabla^2 u\|_{L^2(\Omega_0)}.
\]
Therefore, from (3.82) it follows that
\[
\left| \int_{\Gamma \setminus \Gamma'} v_{\tau} \cdot (\varepsilon \Psi c^{bl})^{-1} u_{\tau} \, dx' \right| \lesssim \varepsilon \|u\|_{W^{2,2}(\Omega_0)} \|\nabla u\|_{L^2(\Omega)}.
\tag{3.93}
\]
Note that
\[
\langle v_{\tau}, \frac{\partial u_{\tau'}}{\partial \nu} \rangle_{H^{\frac{1}{2}}(\Gamma), H^{-\frac{1}{2}}(\Gamma)} = \langle \frac{\partial u_{\tau'}}{\partial \nu}, \eta_{\tau'} \rangle_{H^\frac{1}{2}(\Gamma), H^{-\frac{1}{2}}(\Gamma)} \quad \text{since } v \cdot \nu|_{\Gamma} = 0, \eta \cdot \nu|_{\Gamma} = 0.
\]
Therefore, by (3.88), (3.63) and (4.4) we get that
\[
\left| \langle v_{\tau}, \frac{\partial u_{\tau'}}{\partial \nu} \rangle_{H^{\frac{1}{2}}(\Gamma), H^{-\frac{1}{2}}(\Gamma)} \right| \leq \varepsilon \|\nabla u\|_{2} \|\eta\|_{H^1(\Omega)}
\lesssim \varepsilon \|\nabla^2 u\|_{L^2(\Omega')} + \|\psi\|_{W^{2-1/\alpha, \alpha}(\Gamma_1)}.
\tag{3.94}
\]
Thus, it follows from (3.63), (3.4) and (3.95) that
\[ \| \nabla v \|_2 \lesssim \varepsilon (\| f \|_{L^2(\Omega')} + \| \psi \|_{W^{2-1/q, q}(\Gamma_{1})}), \] (3.95)
which proves the first inequality of the theorem.

Next, let us prove the second inequality of the theorem. Notice that (3.71) holds for \( v \) as well.

Then, we get from the boundary condition on \( v \), uniform negativity of matrix \( \partial^b(x') \) with respect to \( x' \in \Gamma', \) and \( \varepsilon \)
invariance with respect to scaling transforms, and hence we have (3.97).

Therefore, by (3.63), (3.4) and (3.95) we have
\[ \| v \|_{L^2(\partial \Omega)} \lesssim \varepsilon^3 (\| f \|_{L^2(\Omega')} + \| \psi \|_{W^{2-1/q, q}(\Gamma_{1})})^2 + \varepsilon^2 \| \nabla v \|_{L^2(\Omega)} (\| f \|_{L^2(\Omega')} + \| \psi \|_{W^{2-1/q, q}(\Gamma_{1})}). \] (3.96)

Thus, if we prove
\[ \| v \|_{L^2(\Omega)} \lesssim \varepsilon \| v \|_{L^2(\partial \Omega)} + \varepsilon^{1/2} \| \nabla v \|_{L^2(\Omega)}, \] (3.97)
then, in view of (3.96) and the first inequality already proved, we have the second inequality of the theorem.

When \( \Gamma_1 \) is a component of \( \partial \Omega \), (3.97) is obvious from the property \( \| v \|_{L^2(\Omega)} \lesssim \| v \|_{L^2(\partial \Omega)} \) for a very weak solution to the Stokes system in \( \Omega \) of \( C^2 \)-class (see e.g. [13]). But, we can not claim \( \| v \|_{L^2(\Omega)} \lesssim \| v \|_{L^2(\partial \Omega)} \) when \( \Gamma_1 \) and \( \Gamma \) are adjacent, since \( \Omega \) is then \( C^{0,1} \)-domain. In that case, let us choose a smooth subdomain \( \Omega' \subset \Omega \) which is obtained by cutting off a very small tube \( \Omega \setminus \Omega' \) from \( \Omega \) such that
\[ \Omega \setminus \Omega' \subset \{ x \in \Omega : d(x, \Gamma \cap \Gamma_1) \leq \varepsilon^{1/2} \}. \]
Then, \( |\Omega \setminus \Omega'| \sim \varepsilon^3 \). Note that, the estimate constant \( C \) in the Sobolev inequality \( \| \phi \|_6 \leq C \| \nabla \phi \|_2 \) is invariant with respect to scaling transforms, and hence we have \( \| v \|_{L^6(\Omega \setminus \Omega')} \leq \varepsilon \| \nabla v \|_{L^2(\Omega \setminus \Omega')} \) with constant \( c \) independent of \( \varepsilon \). Moreover, notice the inequality \( \| v \|_{L^2(\Omega')} \leq (\text{constant}) \| v \|_{L^2(\partial \Omega')} \) known for very weak solutions to Stokes equations. Therefore, by Lemma (3.1) and (3.96) we get that
\[ \| v \|_{L^2(\Omega')} \lesssim \| v \|_{L^2(\partial \Omega)} + \| \nabla v \|_{L^2(\partial \Omega')} \]
using that \( \Omega \) is a Lipschitz domain. Consequently, we have
\[ \| v \|_{L^2(\Omega')} \lesssim \| v \|_{L^2(\partial \Omega \setminus \partial \Omega')} + \| \nabla v \|_{L^2(\Omega')} + \varepsilon \| \nabla v \|_{L^2(\Omega')} \]
and hence (3.97).

The proof of the theorem is complete. \( \Box \)
Lemma 3.23 Let $q > 3$. For $\eta^c$ defined by (3.39) there hold

$$
\| \eta^c \|_{L^2(\Omega)} \lesssim \varepsilon^{3/2}(\| f \|_{L^q(\Omega^c)} + \| \psi \|_{W^{2-1/q,q}(\Gamma_1)})
$$

and

$$
\| \nabla \eta^c \|_{L^1(\Omega)} \lesssim \varepsilon (\| f \|_{L^q(\Omega^c)} + \| \psi \|_{W^{2-1/q,q}(\Gamma_1)}).
$$

Proof. Due to embedding $W^{1,q}(\Omega) \subset L^\infty(\Omega)$, (3.60) and Lemma 3.17, we have

$$
\beta \varepsilon, i,l \leq \beta \varepsilon, l(\Omega) \| \chi_l \|_{L^\infty(\Omega)}, \| \beta \varepsilon, l(\Omega) \| \chi_l \|_{W^{1,q}(\Omega)} \lesssim \varepsilon^{1/2}(\| f \|_{L^q(\Omega^c)} + \| \psi \|_{W^{2-1/q,q}(\Gamma_1)}), l = 1 \sim 3.
$$

Hence, (3.98) is proved in view of the construction of $\eta^c$, see (3.59).

By Theorem 3.22 and Lemma 3.23 we get the following theorem showing the error estimate for the obtained wall-law (3.84).

Theorem 3.24 Let $f \in L^q(\Omega^c)$, $\psi \in W^{2-1/q,q}(\partial \Omega^c)$, $q > 3$, and let $u^c$ and $u^{eff}$ be the solutions to the systems (1.1) and (3.84), respectively. Then,

$$
\| u^c - u^{eff} \|_{L^2(\Omega)} \lesssim \varepsilon^{3/2}(\| f \|_{L^q(\Omega^c)} + \| \psi \|_{W^{2-1/q,q}(\Gamma_1)}),
$$

$$
\| \nabla (u^c - u^{eff}) \|_{L^1(\Omega)} \lesssim \varepsilon (\| f \|_{L^q(\Omega^c)} + \| \psi \|_{W^{2-1/q,q}(\Gamma_1)}).
$$

Remark 3.25 As seen above, the Navier-wall law derived in this work is independent of the choice of the orthogonal tangent vectors; it depends only on the geometry of the fictitious boundary $\Gamma$ and roughness shape since the matrix $c^{bl}$ in (3.54) is constructed using boundary layers near the rough surface, which are determined by the boundary layer cell problems ($BL_{\lambda, x'}$).

It will be shown in the forthcoming papers [30, 31] that the results of boundary layer analysis given in §3.2 are still fundamental for derivation of effective wall-laws for Navier-Stokes equations over curved rough boundaries as well as for fluid flows around rotating bodies. For these problems, $c^{bl}$, constructed in (3.54), will also be shown to be useful coefficient matrix to be involved in the effective wall-laws.

Remark 3.26 The result of the paper can be directly extended to the case of spacial dimension $n > 3$ without any nontrivial changes.
A Estimate for Divergence Problem $\text{div} \, u = f$

Divergence problem is one of the fundamental problems in the study of Navier-Stokes equations. In some references rigorous estimates for some solutions of the divergence problem is known, see e.g. \cite{17}, Ch.III, Section 3. Unfortunately, however, the results of \cite{17} do not guarantee that for our domain $\Omega^\varepsilon$ given by (2.2) the estimate constants for solutions to divergence equation do not depend on the microscopic size $\varepsilon$. Therefore, in this appendix, we give a refined analysis for the dependence of the estimate constant for solution to the divergence problem in some specific domains.

Lemma A.1 Let a simply connected and bounded domain $G$ of $\mathbb{R}^n, n \geq 2$, be expressed as

$$G = G_0 \cup \bigcup_{k=1}^m G_k, \quad G_0 \cap G_k \neq \emptyset, \quad G_k \cap G_l = \emptyset (k \neq l), \quad k, l = 1, \ldots, m,$$

where $G_k, k = 0, \ldots, m$, has cone-property and star-shaped with respect to some balls $B(x_k, R_k)$ of radius $R_k$, and $\frac{\text{diam}(G_0)}{R_0} + \frac{\text{diam}(G_k)}{R_k} + \frac{|G_k|}{|\partial G_k|} < l$ with some constant $l > 0$ for all $k \in \{1, \ldots, m\}$.

If $f \in L^q(G), 1 < q < \infty$, $\int_G f(x) \, dx = 0$, then the divergence problem

$$\text{div} \, u = f \quad \text{in} \, G, \quad u|_{\partial G} = 0,$$

(A.1)

has a solution $u \in W^{1,q}_0(G)$ satisfying

$$\|u\|_{W^{1,q}_0(G)} \leq C \|f\|_{L^q(G)}$$

(A.2)

with constant $C = C(n, q, l) > 0$ independent of $m$ and $\text{diam}(G_k), k = 0, \ldots, m$.

\textbf{Proof:} Since the existence for the problem (A.1) is already well-known, see e.g. \cite{17}, Ch.III, Theorem 3.1, we shall show that the constant $C$ in (A.2) is irrespective of $m$ and $\text{diam}(G_k), k = 0, \ldots, m$, and depends only on $n, q$ and $l$. For $k = 1, \ldots, m$, let us define $f_k$ on $G_k$ by

$$f_k(x) = \begin{cases} f(x) & \text{for } x \in G_k \setminus G_0, \\ f(x) - a_k & \text{for } x \in G_k \cap G_0, \end{cases}$$

where $a_k = \int_{G_k \setminus G_0} f(x) \, dx$, and let $f_0 := f - \sum_{k=1}^m f_k$. Obviously, $\text{supp} \, f_k \subset G_k$, $\int_{G_k} f_k \, dx = 0$ for all $k \in \{0, \ldots, m\}$ and, denoting the extension by 0 of $f_k$ to $G$ again by $f_k$, we have $f = \sum_{k=0}^m f_k$. Then, for $k = 1, \ldots, m$ using Hölder inequality and $(a + b)^q \leq c(q)(a^q + b^q)$ for $a, b \geq 0$ we get that

$$\int_{G_k} |f_k|^q \, dx = \int_{G_k \setminus G_0} |f(x)|^q \, dx + \int_{G_k \cap G_0} |f(x) - a_k|^q \, dx$$

$$\leq \int_{G_k \setminus G_0} |f(x)|^q \, dx + c(q) \int_{G_k} |f(x)|^q \, dx + |a_k|^q |G_k \cap G_0|$$

$$= c(q) \left( \int_{G_k} |f(x)|^q \, dx + \int_{G_k} f(x)^q \, dx \right) |G_k \cap G_0|^{1-q}$$

$$\leq c(q)(1 + l^{q-1}) \int_{G_k} |f(x)|^q \, dx,$$

(A.3)

Using (A.3) we get that

$$\int_{G_0} |f_0(x)|^q \, dx = \int_{G_0 \setminus \bigcup_{k=1}^m G_k} |f(x)|^q \, dx + \sum_{k=1}^m \int_{G_k \cap G_0} |f(x) + f_k|^q \, dx$$

$$\leq \int_{G_0 \setminus \bigcup_{k=1}^m G_k} |f(x)|^q \, dx + c(q) \sum_{k=1}^m \left( \int_{G_k \cap G_0} |f(x)|^q + |f_k(x)|^q \right) \, dx$$

$$\leq c(q)(1 + c(q) + l^{q-1}) \sum_{k=1}^m \int_{G_k} |f(x)|^q \, dx.$$

(A.4)
On the other hand, in view of the assumption \( \frac{\text{diam}(G_k)}{R_k} < l \), it follows by [17], Ch.III, Theorem 3.1 that for \( k = 0, \ldots, m \) the problem
\[
\text{div } u_k = f_k \quad \text{in } G_k, \quad u_k|_{\partial G_k} = 0,
\]
has a solution \( u_k \in W^{1,q}_0(G_k) \) such that
\[
\|u_k\|_{W^{1,q}_0(G_k)} \leq c_0(n, q, l) \|f_k\|_{L^q(G_k)} \tag{A.5}
\]
with constant \( c_0(n, q, l) \) independent of \( k \). Thus, denoting extension by 0 of \( u_k \) to \( G \) again by \( u_k \), we get by cone-property of \( G \) that \( u := \sum_{k=0}^{m} u_k \in W^{1,q}_0(\Omega) \) and by [A.3]-[A.5] that
\[
\|u\|_{W^{1,q}_0(\Omega)} = \|u_0\|_{W^{1,q}_0(\Omega \setminus \bigcup_{k=1}^{m} G_k)} + \sum_{k=1}^{m} \|u_k\|_{W^{1,q}_0(G_k)} \\
\leq \|u_0\|_{W^{1,q}_0(\Omega \setminus \bigcup_{k=1}^{m} G_k)} + \bar{c}(q) \sum_{k=1}^{m} (\|u_0\|_{W^{1,q}_0(G_k \cap G_0)} + \|u_k\|_{W^{1,q}_0(G_k)}) \\
\leq \bar{c}(q) c_0(n, q, l) \left( \|u_0\|_{L^q(G_0)} + \sum_{k=1}^{m} \|f_k\|_{L^q(G_k)} \right) \\
\leq 2\bar{c}(q) c_0(n, q, l)^q \left( 1 + \bar{c}(q) + l^{q-1} \right) \|f\|_{L^q(G)}.
\]

Thus, [A.2] is proved with \( C = c_0(n, q, l)(2\bar{c}(q)(1 + \bar{c}(q) + l^{q-1}))^{1/q} \). □

In the next lemma we consider more general setting for the divergence problem.

**Lemma A.2** Let a simply connected and bounded domain \( G \) of \( \mathbb{R}^n, n \geq 2 \), be expressed as
\[
G = \bigcup_{j=1}^{N} G^{(j)}, \quad G^{(j)} \cap G^{(j+1)} \neq \emptyset, \quad j = 1, \ldots, N - 1,
\]
where \( G^{(j)}, j = 1, \ldots, N \), are simply connected domains with cone-property. Moreover, suppose that for each \( j = 1, \ldots, N \) the divergence problem (A.1) in \( G^{(j)} \) has a solution \( u \in W^{1,q}_0(G^{(j)}) \) satisfying (A.2) with constant \( C_j > 0 \) bounded by linear combination of \( c(q)C_1 \frac{\min\{|(G^{(j)}|)/(|G^{(j+1)}|)\}^{1/4}}{|(G^{(j)} \cap G^{(j+1)})|^{1/4}} \) and \( c(q)C_j \frac{\min\{|(G^{(j)}|)/(|G^{(j+1)}|)\}^{1/4}}{|(G^{(j)} \cap G^{(j+1)})|^{1/4}} \), \( j = 2, \ldots, N - 1 \).

**Proof:** First, construct functions \( f_j \in L^q(G), j = 1, \ldots, N \), such that
\[
\text{supp } f_j \subset G^{(j)}, \quad \int_{G^{(j)}} f_j \, dx = 0, \quad f(x) = \sum_{j=1}^{N} f^{(j)}(x), x \in G. \tag{A.6}
\]
Put
\[
f_1(x) = \begin{cases} 
  f(x) & \text{for } x \in G^{(1)} \setminus G^{(2)} \\
  f(x) - a_1 & \text{for } x \in G^{(1)} \cap G^{(2)} 
\end{cases}
\]
and for \( j = 2, \ldots, N \)
\[
f_j(x) = \begin{cases} 
  a_{j-1} & \text{for } x \in (G^{(j)} \cap G^{(j-1)}) \setminus \bigcup_{i=1}^{j-2} G^{(i)} \\
  f(x) & \text{for } x \in G^{(j)} \setminus (G^{(j+1)} \cup \bigcup_{i=1}^{j-1} G^{(i)}) \\
  f(x) - a_j & \text{for } x \in (G^{(j)} \cap G^{(j+1)}) \setminus \bigcup_{i=1}^{j-1} G^{(i)} \\
  0 & \text{for } x \in G^{(j)} \cap \bigcup_{i=1}^{j-2} G^{(i)} 
\end{cases} \tag{A.8}
\]
with
\[
a_j = \frac{\int_{G^{(j)} \setminus G^{(j+1)}} f(x) \, dx}{|(G^{(j)} \cap G^{(j+1)}) \setminus \bigcup_{i=1}^{j-1} G^{(i)}|}.
\]
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Here and in what follows, $G^{(0)} = G^{(N+1)} = \emptyset$ and hence in (A.8) we neglect the cases where $G^{(0)}$ appears for $j = 2$ or $G^{(N+1)}$ appears for $j = N$.

Denote the extension by 0 of $f_j$, $j = 1, \ldots, N$, to $G$ again by $f_j$. Then $f_j$, $j = 1, \ldots, N$, satisfy (A.6). In fact, it is clear that \( \int_{G^{(i)}} f_1 \, dx = 0 \), and for $j = 2, \ldots, N$ we have

\[
\int_{G^{(i)}} f_j \, dx = a_j - 1 \sum_{i=1}^{j-2} \left( |G^{(j)} \setminus G^{(j-1)}| - a_j \right) |G^{(j)} \cap G^{(j+1)}| \int_{G^{(i)}} f(x) \, dx
\]

\[
= \sum_{i=1}^{j-1} |G^{(j)} \setminus G^{(i+1)}| f(x) \, dx - \int_{G^{(j)}} f(x) \, dx + \int_{G^{(i)}} f(x) \, dx
\]

\[
= 0.
\]

Moreover, \( \sum_{j=1}^N f_j = f \) can be easily checked in view of the recursive construction of $f_j$, $j = 1, \ldots, N$.

Now, let us get estimate of $\| f_j \|_{L^q(G^{(j)})}$, $j = 1, \ldots, N$. In view of \( \int_B f(x) \, dx = \int_{G \setminus B} f(x) \, dx \) for any measurable set $B \subset G$, we get

\[
\| f_1 \|_{L^q(G^{(1)})}^q \leq \bar{c}(q) \left( \int_{G^{(1)}} |f(x)|^q \, dx + \frac{\| f_1 \|_{L^q(G^{(2)})}^q}{|G^{(1)} \cap G^{(2)}|} \right)
\]

\[
\leq \bar{c}(q) \left( \int_{G^{(1)}} |f(x)|^q \, dx + \frac{\min\{ \| f_1 \|_{L^q(G^{(1)})}^q, \| f_1 \|_{L^q(G^{(2)})}^q \}}{|G^{(1)} \cap G^{(2)}|} \right)
\]

\[
\leq \bar{c}(q) \left( 1 + \frac{\min\{ \| f_1 \|_{L^q(G^{(1)})}^q, \| f_1 \|_{L^q(G^{(2)})}^q \}}{|G^{(1)} \cap G^{(2)}|} \right) \| f \|_{L^q(G)}^q
\]

using the same technique of Lemma A.1. In the same way, for $j = 2, \ldots, N - 1$ we get that

\[
\| f_j \|_{L^q(G^{(j)})}^q \leq \bar{c}(q) \left( 1 + \frac{\min\{ \| f_{j-1} \|_{L^q(G^{(j)})}^q, \| f_{j+1} \|_{L^q(G^{(j)})}^q \}}{|G^{(j-1)} \cap G^{(j)}|} \right) \| f \|_{L^q(G)}^q
\]

and for $j = N$

\[
\| f_N \|_{L^q(G^{(N)})}^q \leq \bar{c}(q) \left( 1 + \frac{\min\{ \| f_{N-1} \|_{L^q(G^{(N)})}^q, \| f_N \|_{L^q(G^{(N)})}^q \}}{|G^{(N-1)} \cap G^{(N)}|} \right) \| f \|_{L^q(G)}^q.
\]

Thus, by the assumption of the lemma, for each $j = 1, \ldots, N$ the divergence problem (A.1) in $G^{(j)}$ with $f_j$ in the right-hand side has a solution $u_j \in W_0^{1,q}(G^{(j)})$ such that

\[
\| u_j \|_{W_0^{1,q}(G^{(j)})} \leq C_j \tilde{C}_j
\]

where

\[
\tilde{C}_j \leq \bar{c}(q)^{1/q} \left( 1 + \frac{\min\{ \| f_{j-1} \|_{L^q(G^{(j)})}^q, \| f_{j+1} \|_{L^q(G^{(j)})}^q \}}{|G^{(j-1)} \cap G^{(j)}|} \right) \right)^{1-1/q} + \left( \frac{\min\{ \| f_{j-1} \|_{L^q(G^{(j)})}^q, \| f_{j+1} \|_{L^q(G^{(j)})}^q \}}{|G^{(j-1)} \cap G^{(j+1)}|} \right)^{1-1/q};
\]

when $j = 1$ the second term in the bracket of the right-hand side is neglected and when $j = N$ the third term is neglected.

Obviously, $u = \sum_{j=1}^N u_j$ solves (A.1) with right-hand side $f$ and the estimate (A.2) holds with constant $C$ bounded by a sum of $\bar{c}(q) C \frac{\min\{ \| f_{j-1} \|_{L^q(G^{(j)})}^q, \| f_{j+1} \|_{L^q(G^{(j)})}^q \}}{|G^{(j-1)} \cap G^{(j)}|}^{1-1/q}$.

\[ \square \]

References

[1] Y. Achdou and O. Pironneau, Domain decomposition and wall-laws, C. R. Acad. Sci. Paris, Sér. I 320 (1995) 541-547.

[2] Y. Achdou, O. Pironneau and F. Valentin, Effective boundary conditions for laminar flow over periodic rough boundaries, J. Comput. Phys. 147 (1998) 187-218.
[3] Y. Achdou, P. Le Tallec, F. Valentin and O. Pironneau, Constructing wall-laws with domain decomposition or asymptotic expansion techniques, Comput. Methods Appl. Mech. Engrg. 151 (1998) 215-232.

[4] S. Agmon, A. Douglis and L. Nirenberg, Estimates near the boundary for solutions of elliptic partial differential equations satisfying general boundary conditions II, Comm. Pure Appl. Math. 17 (1964) 35-92.

[5] G. Allaire, Homogenization and two-scale convergence, SIAM J. Math. Anal. 23 (1992) 1482-1518.

[6] G. Allaire and M. Amar, Boundary layer tails in periodic homogenization, ESAIM : Control, Optimisation and Calculus of Variations 4 (1999) 209-243.

[7] Y. Amirat, B. Climent, E. F. Cara and J. Simon, The Stokes equations with Fourier boundary conditions on a wall with asperities, Math. Methods Appl. Sci. 24 (2001) 255-276.

[8] Y. Amirat, O. Bodart, U. De Maio and A. Gaudiello, Asymptotic approximation of the solution of the Laplace equation in a domain with highly oscillating boundary, SIAM J. Math. Anal. 35 (2004) 1598-1616.

[9] Y. Amirat, O. Bodart, U. De Maio, A. Gaudiello, Wall law for Stokes flow over very rough boundaries, preprint

[10] R. G. Barrenechea, P. Le Tallec and F. Valentin, New wall-laws for the unsteady incompressible Navier-Stokes equations on rough domains, M2AN. 36 (2002) 177-203.

[11] A. Basson and D. Gerard-Varet, Wall-laws for fluid flows at a boundary with random roughness, Comm. Pure Appl. Math. 61 (2008) 941-987

[12] E. Bonnetier, D. Bresch and V. Milišić, Blood flow modeling in stented arteries: new convergence results of first order boundary layers and wall-laws for a rough Neumann-Laplace problem, 2008, preprint

[13] E. Bonnetier, D. Bresch and V. Milišić, A priori convergence estimates for a rough Poisson-Dirichlet problem with natural vertical boundary conditions; R. Rannacher, A. Sequeira (eds.), Advances in Mathematical Fluid Mechanics, Springer, 2010, 105-134

[14] D. Bresch and V. Milišić, High order multi-scale wall-laws: Part I, the periodic case, Quart. Appl. Math. 68 (2010) 229-253.

[15] D. Bresch and V. Milišić, Higher order boundary layer corrector and wall-laws derivation: a unified approach, [ArXiv:math.AP/0611083v1 (3 Nov 2006)].

[16] D. Bresch and V. Milišić, Towards implicit multi-scale wall laws, C. R. Acad. Sci. Paris, Ser. I 346 (2008) 833-838.

[17] G. P. Galdi, An Introduction to the Mathematical Theory of the Navier-Stokes Equations, Vol. I, Springer Tracts in Natural Philosophy, 39, Springer-Verlag, 1994.

[18] G. P. Galdi, C. G. Simader and H. Sohr, A class of solutions to stationary Stokes and Navier-Stokes equations with boundary data in $W^{-1/2,q}$. Math. Ann. 331 (2005) 41–74.

[19] D. Gerard-Varet, The Navier wall-law at a boundary with random roughness, Commun. Math. Phys. 286 (2009), 81-110.

[20] W. Jäger and A. Mikelić, On the interface boundary condition of Beavers, Joseph, and Saffman, SIAM J. Appl. Math. 60 (2000) 1111-1127.
[21] W. Jäger and A. Mikelić, On the roughness-induced effective boundary conditions for an incompressible viscous flow, J. Diff. Eq. 170 (2001) 96-122.

[22] W. Jäger, A. Mikelić and N. Neuss, Asymptotic analysis of the laminar viscous flow over a porous bed, SIAM J. Sci. Stat. Comput. 22 (2002) 2006-2028.

[23] W. Jäger and A. Mikelić, Couette flows over a rough boundary and drag reduction, Commun. Math. Phys. 232 (2003) 429-455.

[24] J. L. Lions and E. Magenes, Nonhomogeneous Boundary Value Problems and Applications (Berlin-Heidelberg-New york: Springer-Verlag) 2002.

[25] A. Madureira and F. Valentin, Analysis of curvature influence on effective boundary conditions, C. R. Math. Acad. Sci. Paris, I 335 (2002) 499-504.

[26] A. Madureira and F. Valentin, Asymptotics of the Poisson problem in domains with curved rough boundaries, SIAM J. Math. Anal. 38 (2006/2007) 1450-1473.

[27] A. Mikelić, Rough boundaries and wall laws; in Qualitative properties of solutions to partial differential equations, Lecture notes of Necas Center for mathematical modeling, E. Feireisl, P. Kaplicky and J. Malek editors, Volume 5, Matfyzpress, Publishing House of the Faculty of Mathematics and Physics Charles University in Prague, Prague, (2009), 103-134.

[28] B. Mohammadi, O. Pironneau and F. Valentin, Rough boundaries and wall-laws, Int. J. Num. Methods Fluids, 27 (1998), 169-177.

[29] N. Neuss, M. Neuss-Radu and A. Mikelić, Effective laws for the Poisson equation on domains with curved oscillating boundaries, Appl. Anal. 85 (2006), 479-502.

[30] M.-H. Ri, Effective wall-laws for Navier-Stokes equations over curved rough boundary, Preprint, 2011

[31] M.-H. Ri, Mathematical analysis and derivation of wall-laws for fluid flows in exterior domains around rotating bodies, Preprint, 2012

[32] R. Temam, Navier-Stokes Equations (Amsterdam - New York - Oxford: North-Holland), 1979.