Abstract—Light field (LF) image super-resolution (SR) aims at reconstructing high-resolution LF images from their low-resolution counterparts. Although CNN-based methods have achieved remarkable performance in LF image SR, these methods cannot fully model the non-local properties of the 4D LF data. In this paper, we propose a simple but effective Transformer-based method for LF image SR. In our method, an angular Transformer is designed to incorporate complementary information among different views, and a spatial Transformer is developed to capture both local and long-range dependencies within each sub-aperture image. With the proposed angular and spatial Transformers, the beneficial information in an LF can be fully exploited and the SR performance is boosted. We validate the effectiveness of our angular and spatial Transformers through extensive ablation studies, and compare our method to recent state-of-the-art methods on five public LF datasets. Our method achieves superior SR performance with a small model size and low computational cost. Code is available at https://github.com/ZhengyuLiang24/LFT.
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I. INTRODUCTION

Light field (LF) cameras record both intensity and directions of light rays, and enable many applications such as post-capture refocusing [1], [2], depth sensing [3], [4], saliency detection [5] and de-occlusion [6], [7]. Since high-resolution (HR) images are required in various applications, it is necessary to use the complementary information among different views (i.e., angular information) to achieve LF image super-resolution (SR).

In the past few years, convolutional neural networks (CNNs) have been the dominant architectures of LF image SR. Yoon et al. [8] proposed the first CNN-based method called LFCNN to improve the resolution of LF images. Then, some works [9]–[13] combined CNN-based method with the epipolar geometry of LF images to improve the SR performance. Several works [14]–[17] organized LF images into the sub-aperture and macro-pixel patterns to achieve LF image SR. Meng et al. [18] designed a high-dimensional dense residual network to learn the geometry information encoded in multiple adjacent views.

Although the SR performance has been continuously improved via delicate network designs, most existing CNN-based LF image SR methods have the following two limitations. First, these methods either use part of views to reduce the complexity of the 4D LF structure [8]–[11], or integrate angular information without considering view position and image content [13], [15], [16]. The under-use of the rich angular information results in performance degradation especially on complex scenes (e.g., occlusions and non-Lambertian surfaces). Second, existing CNN-based methods extract spatial features by applying (cascaded) convolutions on SAIs. The local receptive field of convolutions hinders these methods to capture long-range spatial dependencies from input images. In summary, existing CNN-based LF image SR methods cannot fully exploit both angular and spatial information, and thus face a bottleneck for further performance improvement.

Recently, Transformers have been demonstrated effective in modeling positional and long-range correlations, and were applied to various computer vision tasks such as image classification [19], object detection [20], [21], semantic segmentation [22], depth estimation [23] and super-resolution [24], [25]. More research and details about Transformers can be referred to Section II. Inspired by the recent advances of Transformers, in this paper, we propose a Transformer-based network (i.e., LFT) to address the aforementioned limitations of CNN-based methods. Specifically, we design an angular Transformer to model the relationship among different views, and design a spatial Transformer to capture both local and non-local context information within each SAI. Compared to CNN-based methods, our LFT can discriminitely incorporate the information from all angular views, and capture long-range spatial dependencies in each SAI.

The contributions of this paper can be summarized as: 1) We adapt Transformers to LF image processing and propose a simple but strong baseline for LF image SR. 2) We propose a novel paradigm (i.e., angular and spatial Transformers) to incorporate angular and spatial information in an LF. The effectiveness of our paradigm is validated through extensive ablation studies. 3) With a small model size and low computational cost, our LFT achieves superior SR performance than other state-of-the-art methods.

II. RELATED WORK

A. LF Image SR

Since the CNNs are first introduced to the area of LF image SR [8], CNNs have been widely used and the performance of reconstruction has been continuously developed [9]–[18]. Yuan et al. [9] applied EDSR [26] to super-resolve each sub-aperture image (SAI) independently, and developed an EPI-enhancement network to refine the super-resolved images.
Yeung et al. [14] proposed LFSSR to alternately shuffle LF features between sub-aperture and macro-pixel patterns for convolution. Zhang et al. [11] proposed a multi-branch residual network to incorporate the multi-directional epipolar geometry prior for LF image SR. More recently, Zhang et al. [12] divided LF images into several image stacks according to multiple epipolar geometry, and fed them into different branches to effectively learn sub-pixel information. Since both view-wise angular information and image-wise spatial information contribute to the SR performance, state-of-the-art CNN-based methods [13], [15]–[18] designed different network structures to leverage both angular and spatial information for LF image SR. In [15], the spatial and angular features can be separately extracted from LF images, and then repetitively interacted to progressively incorporate spatial and angular information. Jin et al. [13] proposed an all-to-one framework to super-resolve each view using all the remaining views, and designed a structure-aware loss to preserve the parallax structure of LF images. Meng et al. [18] designed a high-dimensional dense residual network (i.e., HDDRNet), and applied 4D convolutions to learn the geometry information encoded in multiple adjacent views.

**B. Vision Transformers**

Different from the convolutions that process an image locally, vision Transformers regards an image as a sequence of tokens, and build the relationship between the pairs of all tokens by self-attention mechanism. Thanks to the capability of modeling long-range dependencies (i.e., the relationship of all tokens), Transformers have achieved competitive performance on many vision tasks, e.g., object detection [21], classification [20] and semantic segmentation [22]. Among them, Carion et al. [21] first applied Transformers to object detection to model the relations of objects and global image contexts, and directly generate the set of predictions in detection. Dosovitskiy et al. [19] designed a pure Transformer model (i.e., ViT) for classification tasks, and ViT achieves competitive results as compared to CNN-based methods. Zheng et al. [22] treated semantic segmentation as a sequence-to-sequence prediction task, and designed a pure Transformer encoder and a CNN-based decoder to model global context and pixel-level segmentation, respectively. In the area of low-level vision, Chen et al. [27] developed an image processing Transformer with multi-heads and multi-tails. Their method achieves state-of-the-art performance on image denoising, deraining, and SR. Wang et al. [24] proposed a hierarchical U-shaped Transformer to capture both local and non-local context information for image restoration. Cao et al. [25] proposed a Transformer-based network to exploit correlations among different frames for video SR.

**III. Method**

We formulate an LF as a 4D tensor \( \mathcal{L} \in \mathbb{R}^{U \times V \times H \times W} \), where \( U \) and \( V \) represent angular dimensions, \( H \) and \( W \) represent spatial dimensions. Following [11], [13]–[15], [18], we achieve LF image SR using SAlS distributed in a square array (i.e., \( U=V=A \)). As shown in Fig. 1(a), our network consists of three stages including initial feature extraction, Transformer-based feature incorporation, and up-sampling.

**A. Angular Transformer**

The input LF images are first processed by cascaded \( 3 \times 3 \) convolutions to generate initial features \( F \in \mathbb{R}^{U \times V \times H \times W \times C} \). The extracted features are then fed to the angular Transformer to model the angular dependencies. Our angular Transformer is designed to correlate highly relevant features in the angular dimension and can fully exploit the complementary information among all the input views.

Specifically, feature \( F \) is first reshaped into a sequence of angular tokens \( T_{Ang} \in \mathbb{R}^{HW \times N_{A} \times d_{A}} \), where \( HW \) represents...
the batch dimension, \( N_A = UV \) is the length of the sequence and \( d_A \) denotes the embedding dimension of each angular token. Then, we perform angular positional encoding to model the positional correlation of different views [28], i.e.,

\[
P_A(p, 2i) = \sin(p/\alpha^{2i/d_A}),
\]

\[
P_A(p, 2i+1) = \cos(p/\alpha^{2i/d_A}),
\]

where \( p = \{1, 2, ..., A^2\} \) represents the angular position and \( i \) denotes the channel index in embedding dimension. It is worth mentioning that each dimension of the positional encoding vector is regarded as a sinusoid, and \( \alpha \) represents the wavelength of sinusoids to form a geometric progression from \( 2\pi \) to \( \alpha \cdot 2\pi \) for the angular positional encoding. Following [28], we set \( \alpha \) to 10000 in our experiments.

As shown in Fig. 1(b) and Fig. 1(d), the angular position codes \( P_A \) are directly added to \( T_{Ang} \), and passed through a layer normalization (LN) to generate query \( Q \) and key \( K \), i.e., \( Q_A = K_A = \text{LN}(T_{Ang} + P_A) \). Value \( V \) is directly assigned as \( T_{Ang} \), i.e., \( V_A = T_{Ang} \). Afterwards, we apply the multi-head self-attention (MHSA) to learn the relationship among different angular tokens. Similar to other MHSA approaches [19], [27], [28], the embedding dimension of \( Q_A, K_A \) and \( V_A \) is split into \( N_H \) groups, where \( N_H \) is the number of heads. For each attention head, the calculation can be formulated as:

\[
H_h = \text{Softmax}\left(\frac{Q_{Ah}W_{Q,h}(K_{Ah}W_{K,h})^T}{\sqrt{d_A/N_H}}\right)V_A W_{V,h},
\]

where \( h = \{1, 2, ..., N_H\} \) denotes the index of head groups, \( W_{Q,h}, W_{K,h} \) and \( W_{V,h} \in \mathbb{R}^{d_A/N_H} \) are the linear projection matrices. In summary, the MHSA can be formulated as:

\[
\text{MHSA}(Q_A, K_A, V_A) = [H_1, ..., H_{N_H}]W_O,
\]

where \( W_O \in \mathbb{R}^{d_A \times d_A} \) is output projection matrix, \([\cdot]\) denotes the concatenation operation.

As shown in Fig. 1(b), to further incorporate the correlations built by MHSA, the tokens are further fed to a feed forward network (FFN), which consists of a LN and a multi-layer perception (MLP) layer. In summary, the calculation process of our angular Transformer can be formulated as:

\[
T'_{Ang} = \text{MHSA}(Q_A, K_A, V_A) + T_{Ang},
\]

\[
\hat{T}_{Ang} = \text{MLP}(\text{LN}(T'_{Ang})) + T'_{Ang}.
\]

Finally, \( \hat{T}_{Ang} \) is reshaped into \( F \in \mathbb{R}^{U \times V \times H \times W \times C} \) and fed to the subsequent spatial Transformer to incorporate spatial context information.

B. Spatial Transformer

The goal of our spatial Transformer is to leverage both local context information and long-range spatial dependencies within each SA. Specifically, the input feature \( F \) is first unfolded in each \( 3 \times 3 \) neighbor region [29], and then fed to an MLP to achieve local feature embedding. That is,

\[
F'(x, y) = \text{MLP}(\text{concat}_{x,r = \{-1, 0, 1\}, y,r = \{-1, 0, 1\}} F(x-x_r, y-y_r)),
\]

where \((x, y)\) denotes an arbitrary spatial coordinate on feature \( F \). The local assembled feature \( F' \) is then cropped into overlapping spatial tokens \( T_{Spa} \in \mathbb{R}^{U' \times V' \times N_S \times d_S} \), where \( UV \) denotes the batch dimension, \( N_S \) represents the length of the sequence, and \( d_S \) represents the embedding dimension of the spatial tokens.

By performing feature unfolding and overlapped cropping, the local context information can be fully integrated into the generated spatial tokens, which enables our spatial Transformer to model both local and non-local dependencies. To further model the spatial position information, we perform 2D positional encoding on spatial tokens:

\[
P_S(p_x, p_y, 2j) = \sin(p_x/\alpha^{2j/d_S}) + \sin(p_y/\alpha^{2j/d_S}),
\]

\[
P_S(p_x, p_y, 2j+1) = \cos(p_x/\alpha^{2j/d_S}) + \cos(p_y/\alpha^{2j/d_S}),
\]

where \( (p_x, p_y) = \{(1, 1), ..., (H, W)\} \) denotes the spatial position, \( j \) denotes the index in the embedding dimension and parameter \( \alpha \) is set as 10000. Then, \( Q_S, K_S \) and \( V_S \) can be calculated according to:

\[
Q_S = K_S = \text{LN}(T_{Spa} + P_S),
\]

\[
V_S = T_{Spa}.
\]

As shown in Fig. 1(c), similar to the proposed angular Transformer, we use the MHSA and FFN to build our spatial Transformer. That is,

\[
T'_{Spa} = \text{MHSA}(Q_S, K_S, V_S) + T_{Spa},
\]

\[
\hat{T}_{Spa} = \text{MLP}(\text{LN}(T'_{Spa})) + T'_{Spa}.
\]

Then, \( \hat{T}_{Spa} \) is reshaped into \( F \in \mathbb{R}^{U' \times V' \times H' \times W' \times C} \) and fed to the next angular Transformer. After passing through all the angular and spatial Transformers, both angular and spatial information in an LF can be fully incorporated. Finally, we apply pixel shuffling [30] to achieve feature up-sampling, and obtain the super-resolved LF image \( \mathcal{L}_{out} \in \mathbb{R}^{U' \times V' \times H' \times W'} \).

IV. Experiments

A. Implementation Details

Following [16], we used 5 public LF datasets [34]–[38] to validate our method. All LF images in the training and test set have an angular resolution of 5×5. In the training stage, we cropped LF images into patches of 64×64//128×128 for 2×4×4 SR, and used the bicubic downsampling approach to generate LR patches of size 32×32.

We used peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) [39] as quantitative metrics for performance evaluation. To obtain the metric score for a dataset with \( M \) scenes, we calculated the metrics on the \( A \times A \) SAIIs of each scene separately, and obtained the score for this dataset by averaging all the \( M \times A^2 \) scores.

All experiments were implemented in Pytorch on a PC with four Nvidia GTX 1080Ti GPUs. The weights of our network were initialized using the Xavier method [40], and optimized using the Adam method [41]. The batch size was set to 4/8 for 2×4×4 SR. The learning rate was set to \( 2 \times 10^{-4} \) and halved for every 15 epochs. The training was stopped after 80 epochs.
### TABLE I: PSNR/SSIM values achieved by different methods for 2× and 4× SR. The best results are in **bold faces.**

| Methods        | EPFL | HClnew | HClold | INRIA | STFgantry |
|----------------|------|--------|--------|-------|-----------|
| Bicubic        | 29.74/0.941 | 31.89/0.939 | 37.69/0.979 | 31.33/0.959 | 31.06/0.954 |
| VDSR [31]      | 32.50/0.960 | 34.37/0.956 | 40.61/0.987 | 34.43/0.974 | 35.54/0.979 |
| EDSR [26]      | 33.09/0.963 | 34.82/0.959 | 41.01/0.998 | 34.97/0.977 | 36.29/0.992 |
| RCAN [33]      | 33.16/0.964 | 34.98/0.960 | 41.05/0.998 | 35.01/0.977 | 36.33/0.993 |
| resLF [11]     | 33.62/0.971 | 36.69/0.974 | 43.42/0.993 | 35.39/0.979 | 38.36/0.990 |
| LFSSR [14]     | 33.68/0.974 | 36.81/0.975 | 43.81/0.993 | 35.28/0.983 | 37.95/0.990 |
| LF-ATO [13]    | 34.27/0.976 | 37.24/0.977 | 44.20/0.993 | 36.15/0.979 | 39.64/0.993 |
| LF-InterNet [15]| 34.14/0.972 | 37.28/0.977 | 44.45/0.995 | 35.80/0.985 | 37.95/0.990 |
| LF-DFnet [16]  | 34.44/0.977 | 37.44/0.979 | 44.23/0.994 | 36.36/0.985 | 39.61/0.993 |
| MEG-Net [12]   | 34.30/0.977 | 37.42/0.978 | 44.08/0.994 | 36.09/0.985 | 38.77/0.991 |
| LF-IINet [17]  | 34.68/0.977 | 37.74/0.979 | 44.84/0.995 | 36.57/0.985 | 39.86/0.994 |
| DPT [33]       | 34.48/0.976 | 37.35/0.977 | 44.31/0.994 | 36.40/0.984 | 39.52/0.993 |
| LFT (ours)     | 34.80/0.978 | 37.84/0.979 | 44.52/0.995 | 36.59/0.986 | 40.51/0.994 |

**B. Comparison to state-of-the-art methods**

We compare our LFT to several state-of-the-art methods, including 3 single image SR methods [26], [31], [32] and 8 LF image SR methods [11]–[17], [33]. We retrained all these methods on the same training datasets as our LFT.

1) Quantitative Results: Table I shows the quantitative results achieved by our method and other state-of-the-art SR methods. Our LFT achieves the competitive PSNR and SSIM results on all the 5 datasets for both 2× and 4× SR. Note that, the superiority of our LFT is very significant on the STFgantry dataset [38] (i.e., 0.65 dB higher than the second top-performing method [17] for both 2× and 4× SR). That is because, LF images in the STFgantry dataset have more complex structures and larger disparity variations. By using our angular and spatial Transformers, our method can well handle these complex scenes while maintaining state-of-the-art performance on other datasets.

2) Qualitative Results: Figures 2 and 3 show the qualitative results achieved by different methods. Our LFT can well preserve the textures and details in the SR images and achieves competitive visual performance. Moreover, we provide a demo video\(^1\) for a visual comparison of the angular consistency.

---

\(^1\)https://wyqdatabase.s3.us-west-1.amazonaws.com/LFT_video.mp4
TABLE II: The parameters (#Param.), FLOPs and average PSNR/SSIM scores achieved by state-of-the-art methods for 2× and 4× SR. Note that, FLOPs is computed with an input LF of size 5×5×32×32. The best results are in bold faces.

| Methods    | 2× | 4× |
|------------|----|----|
| resLF      | 7.98M | 8.65M |
| LFSSR      | 0.89M | 1.77M |
| LF-ATO     | 1.22M | 1.36M |
| LF-InterNet| 4.91M | 4.96M |
| LF-DFnet   | 3.94M | 3.99M |
| MEG-Net    | 1.69M | 1.77M |
| LF-IINet   | 4.84M | 4.89M |
| DPT        | 3.73M | 3.78M |
| LFT (ours) | 1.11M | 1.16M |

3) Efficiency: We compare our LFT to several competitive methods [11]–[17], [33] in terms of the number of parameters and FLOPs. Specifically, DPT [33] is a recently proposed Transformer-based LF image SR method. As shown in Table II, compared to other methods, our LFT achieves higher accuracy with smaller model size and lower computational cost, which demonstrates the high efficiency of our method.

C. Ablation Study

We introduce several variants with different architectures to validate the effectiveness of our method. As shown in Table III, we first introduce a baseline model (i.e., model-1) without using angular and spatial Transformers, then separately added angular Transformer (i.e., model-2) and spatial Transformer (i.e., model-4) to the baseline model. Moreover, we introduce model-3 and model-5 to validate the effectiveness of angular and spatial directional encoding.

1) Angular Transformer: We compare the performance of model-2 to model-1 and model-6 to model-5 to validate the effectiveness of the angular Transformer. As shown in Table III, by using the angular Transformer, model-2 achieves a 0.2~0.3 dB PSNR improvements over model-1. When the angular directional encoding is introduced, model-3 can further achieve a 0.1dB improvement over model-2 on the EPFL [34] and HCIold [36] datasets. By comparing the performance of
model-5 and model-6, we can see that removing the angular Transformer (and angular positional encoding) from our LFT will cause a notable PSNR drop (around 0.2 dB). The above experiments demonstrate that our angular Transformer and angular positional encoding are beneficial to the SR performance.

Moreover, we investigate the spatial-aware modeling capability of our angular Transformer by visualizing the local angular attention maps. Specifically, we selected two patches from scene Cards [38], and obtained the attention maps (a 25×25 matrix for a spatial location in a 5×5 LF) produced by the MHSA in the first angular Transformer at each spatial location in the patches. Note that, larger values in the attention maps represent higher similarities between a pair of angular tokens. We then define “local angular attention” by calculating the ratios of similar tokens (with attention scores larger than 0.025) in the selected patches. Finally, we visualize the local angular attention map in Fig. 4 by assembling the calculated attention values according to their angular coordinates. It can be observed in Fig. 4(b) that the attention values in the occlusion area (red patch) are distributed unevenly, where the non-occluded pixels share larger values. It demonstrates that our angular Transformer can adapt to different image contents and achieve spatial-aware angular modeling.

Similarly, we calculate the self-correlation of the feature generated by the LF-InterNet [15] (CNN-based method) in angular dimensions, and the similarity maps of red patch and green patch are shown in Fig. 4(c) and Fig. 4(d), respectively. It can be observed that the view-wise correlation of LF-InterNet is not obvious, i.e., each view has higher similarities with its adjacent views only.

2) Spatial Transformer: We demonstrate the effectiveness of the spatial Transformer by comparing the performance of model-4 to model-1 and model-6 to model-3. As shown in Table III, model-4 achieves a 0.3 dB improvements in PSNR over model-1. Moreover, when the spatial Transformer is removed from our LFT, model-3 suffers a notable performance degradation (0.08~0.27 dB in PSNR). That is because, compared to cascaded convolutions, the proposed spatial Transformer can better exploit long-range context information with a global receptive field, and can capture more beneficial spatial information for image SR.

V. CONCLUSION

In this paper, we propose a Transformer-based network (i.e., LFT) for LF image SR. By using our proposed angular and spatial Transformers, the complementary angular information among all the views and the long-range spatial dependencies within each SAI can be effectively incorporated. Experimental results have demonstrated the superior performance of our LFT over state-of-the-art CNN-based SR methods.
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