SweiNet: Deep Learning Based Uncertainty Quantification for Ultrasound Shear Wave Elasticity Imaging
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Abstract—In ultrasound shear wave elasticity (SWE) imaging, a number of algorithms exist for estimating the shear wave speed (SWS) from spatiotemporal displacement data. However, no method provides a well-calibrated and practical uncertainty metric, hindering SWE’s clinical adoption and utility in downstream decision-making. Here, we designed a deep learning SWS estimator that simultaneously outputs a quantitative and well-calibrated uncertainty value for each estimate. Our deep neural network (DNN) takes as input a single 2D spatiotemporal plane of tracked displacement data and outputs the two parameters \( m \) and \( \sigma \) of a log-normal probability distribution. For training and testing, we used in vivo 2D-SWE data of the cervix collected from 30 pregnant subjects, totaling 551 acquisitions and >2 million space-time plots. Points were grouped by uncertainty into bins to assess uncertainty calibration: the predicted uncertainty closely matched the root-mean-square estimation error, with an average absolute percent deviation of 3.84%. We created a leave-one-out ensemble model that estimated uncertainty with better calibration (1.45%) than any individual ensemble member on a held-out patient’s data. Lastly, we applied the DNN to an external dataset to evaluate its generalizability. We have made the trained model, SweiNet, openly available to provide the research community with a fast SWS estimator that also outputs a well-calibrated estimate of the predictive uncertainty.
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I. INTRODUCTION

Ultrasound shear wave elasticity (SWE) imaging, also called SWEI, is a non-invasive technique that evaluates tissue elastic properties by measuring the speed of shear waves [1], [2]. Micron-scale shear waves are generated via an acoustic radiation force impulse (“push”) [3]; these shear waves are polarized axially and propagate outwards laterally. Ultrafast ultrasonic imaging with correlation-based displacement estimators [4]–[6] tracks particle motion, from which the shear wave speed (SWS) is estimated. In a linear, elastic, homogeneous and isotropic material, the SWS is related to the shear modulus \( G \) by the equation \( G = \rho c^2 \), where \( \rho \) is the tissue density and \( c \) is the SWS. Furthermore, if the material is incompressible, then the Young’s modulus is equal to \( 3G \). Under these typical assumptions, tissue stiffness can be directly quantified by measuring the SWS.

A. SWS Estimation

A useful way to visualize shear wave propagation is with the space-time plot, where tracked displacement is plotted over lateral positions and times (Fig. 1). A shear wave with constant speed will appear as a linear wavefront, with the slope corresponding to the group SWS. The central task addressed in this paper is the estimation of the SWS (i.e., the slope) from a given space-time plot.

In vivo data pose a significant challenge for SWS estimation due to tissue heterogeneity, patient motion, acoustic clutter, reflection artifacts, jitter noise, and speckle-associated bias [7]–[10]. A number of SWS-estimation algorithms have been developed, and they can be broadly divided into two groups: time-of-flight (TOF) and transform-based methods.
TOF methods use differences in wave arrival time to estimate the SWS. The simplest approach is to calculate the time to peak particle displacement at each track location and use a linear regression to find the slope [11]. More sophisticated forms of linear regression like the RANSAC algorithm can reduce sensitivity to gross outliers [7]. Time-to-peak is easy to calculate but throws away information outside the peak. Cross-correlation of data between adjacent track locations leverages the entire waveform and can provide a better estimate of the travel time difference [12], [13].

The second group of methods use an integral transform to view the displacement data in a different domain where the wave speed can be readily determined. The Radon transform computes a line integral of the space-time plot for all trajectories. The peak of the Radon transform corresponds to the wave’s trajectory, and the slope of the line is the SWS [14]–[16]. The Fourier-transform is another transform and can be used to separate data by spatial and temporal frequency to find the local phase velocity [17].

Displacement data is sometimes differentiated to generate particle velocity or acceleration data, which can help suppress motion artifacts but alters the wave’s frequency content [18], [19]. SWS-estimation algorithms typically work with both particle displacement and velocity data.

Measurement uncertainty is useful in clinical decision making, yet only a few SWS estimators output an associated uncertainty metric. None of these is well-calibrated or easily interpreted by a clinician. Most are numbers between 0 and 1 and do not have units in meters per second. Common metrics include $R^2$, the percentage of inliers (RANSAC), and the correlation coefficient between adjacent track locations. Transform-based methods do not have a well-defined uncertainty metric. Specifically, the width of the peak in the Radon transform is generally not predictive of the likelihood of measurement error. Some clinical scanners will report the standard deviation of measured SWSs over a region of interest (ROI). While this value is interpretable and has the right units, it describes observed spatial variation and not the measurement uncertainty at any given point.

B. Deep Learning & Uncertainty Quantification

Deep learning is a powerful and versatile machine learning tool that has outperformed explicitly-designed algorithms in a wide number of fields [20]. Deep learning has previously been applied to ultrasound beamforming [21], [22] and ultrasonic displacement tracking [23], [24]. Deep learning has the potential to improve ultrasound SWE by performing SWS estimation better and faster, but existing research is lacking. One peer-reviewed work was relatively limited in scope, used phantom and simulated data, and compared their results only to a phase-velocity-based algorithm [25].

The majority of deep learning applications take model outputs blindly without regard to uncertainty or confidence, yet models often produce overconfident predictions, even in situations where they are completely wrong, such as with random inputs [26]–[28]. Various techniques to quantify uncertainty have been proposed, including direct variance estimation [29], [30], dropout variational inference [31], ensembles [32], and stochastic gradient Markov chain Monte Carlo [33], [34].

For direct variance estimation, one trains a deep neural network (DNN) to output the parameters of a probability distribution $p(y)$ for the target variable $y$ [29], [30]. These authors used a normal (Gaussian) distribution

$$p(y|\mu, \sigma) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( \frac{-(y - \mu)^2}{2\sigma^2} \right),$$

where the location parameter $\mu$ represents the estimated value and the shape parameter $\sigma$ represents the predictive uncertainty, i.e. how far the estimated value is likely to be from the true value. Given data, the network is trained to minimize the negative log-likelihood, which is equivalent to maximum likelihood estimation. The appropriate loss function is

$$\mathcal{L} = \frac{(y - \mu)^2}{\sigma^2} + \log \sigma^2.$$  

When $\sigma$ is held constant, the loss just simplifies to the mean squared error. In equation $\mathcal{L}$ the squared error is inversely weighted by the estimated variance so that samples with higher uncertainty contribute less to the loss. The second term monotonically increases with $\sigma$ and acts to prevent $\sigma$ from becoming too large. If the true value $y$ is drawn from a normal distribution, then the parameters $\mu^*$ and $\sigma^*$ that minimize the loss function are exactly the mean and standard deviation of the distribution. The model learns a calibrated uncertainty implicitly during training without an explicit uncertainty target. Unlike other methods, this approach does not require sampling at inference or running multiple models.

C. Cervix Elastography in Pregnancy

The cervix is the lower part of the uterus that acts as the gateway to delivery, and remodels dramatically throughout pregnancy from firm, long and closed as the fetus develops in utero to short, soft, and dilated to allow delivery [35]. In obstetrics, predicting the risk of spontaneous preterm birth or the success of induction of labor are challenging problems that currently rely on many factors including a clinician’s subjective assessment of cervical softening [36]. Ultrasound SWE has the potential to address this clinical need by providing objective and quantitative measurements of cervix stiffness [36]–[40]. However, existing SWS estimators are slow in practice and lack a well-calibrated uncertainty metric, hindering clinical adoption of ultrasound SWE technology.

In this paper, we use a large set of in vivo cervix SWE data to train a DNN to perform SWS estimation and uncertainty quantification. Section III describes the SWE data used in this study, why we used the log-normal distribution for uncertainty quantification, our DNN architecture and training, and how we evaluated whether the predicted uncertainty was calibrated. Section IV describes the results of leave-one-out (LOO) cross-validation and the performance of an ensemble on held-out test data. We also applied the trained DNN on an external dataset collected in an elasticity phantom with a different transducer and scanner, demonstrating the generalizability of our trained network. These results are followed by a discussion (Section V) and conclusion.
A. SWE Data

Ultrasound SWE data of the cervix were collected in 30 pregnant nulliparous patients at 18–22 weeks as part of an ongoing IRB-approved clinical study at Intermountain Healthcare (Provo, UT). Using a Siemens ACUSON Sequoia scanner and an 18H6 endovaginal linear array transducer, two sonographers each acquired about nine acquisitions per patient.

In our previous study [41], we used point-SWE data ("VTQ" / pSWE), where each acquisition consisted of two push events near a single point that generate data for one left- and right-moving shear wave. In contrast, this study used 2D SWE ("VTIQ"), where each acquisition consisted of 27 push events spaced 0.85 mm apart, mapping over the 2D ROI. The push had a frequency of 7.3 MHz, a duration of 500 μs, and an approximately F/3.5 focal geometry.

Pulse-inversion tracking [42] was used with a transmit frequency of 7 MHz. Tracking PRF was 5.56 kHz. Particle displacement was computed using the Loupas algorithm [5], [6] with a 1.6 mm axial kernel and 90% overlap. A quadratic fit motion filter, 60-1200 Hz second order IIR bandpass filter, and directional filter were applied to the displacement data [18], [43]. Displacements measured at each track location were normalized independently over time to be between 0 and 1. The cross-correlation TOF and Radon transform [16] SWS estimators were used. We did not prefer one method over the other, so a random value between the two methods’ estimates was used as ground truth.

Data from one of the 30 patients had only 26 push events per acquisition and was set aside as a held-out test case. We performed LOO cross-validation with the remaining 29 patients.

B. Quantitative Uncertainty Estimation

The normal distribution is not ideal for SWS estimation for a number of reasons: it has non-zero probability for negative speeds, its inverse distribution is not well-defined, and the square of a Gaussian variable is not Gaussian (it is a chi-square distribution). The log-normal distribution is more ideal:

\[
p(y|m, \sigma) = \frac{1}{y\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(\log y - \log m)^2}{2\sigma^2} \right), \tag{3}\]

where \( \log m \) is the log-domain mean and \( \sigma \) is the log-domain standard deviation. The quantity \( m \) is also the median. The region of support is positive only, and variables remain log-normal under scaling and power transformations. Importantly, if the SWS \( c \) is log-normal with parameters \( m \) and \( \sigma \), then the shear modulus \( G = \rho c^2 \) is also log-normal with parameters \( \rho m^2 \) and \( 2\sigma \).

The negative log likelihood of the log-normal distribution is

\[-\log p(y|m, \sigma) = \frac{(\log y - \log m)^2}{2\sigma^2} + \frac{1}{2} \log 2\pi\sigma^2 + \log y, \tag{4}\]

which reduces to the following loss function:

\[L = \frac{(\log y - \log m)^2}{\sigma^2} + \log \sigma^2. \tag{5}\]

This is similar to equation 2 except the regular squared error is replaced by the log-domain squared error. The estimated SWS in meters per second is \( m \). The quantity \( \sinh \sigma \) is the unitless relative uncertainty, analogous to a coefficient of variation. To write down an uncertainty with units of meters per second, we use the expression \( m\sinh \sigma \).

As in [30], we actually train the network to output two unconstrained real values \( \mu = \log m \) and \( s = \log \sigma^2 \). This can be thought of as a final activation layer converting two real-valued outputs to the positive-valued \( m \) and \( \sigma \).

C. Network Architecture and Training

Fig. 2 shows a schematic of the network architecture. The convolutional DNN takes a single 2D spacetime plot as input and outputs \( m \) and \( \sigma \). The network consisted of an un-padded \( 5 \times 5 \) input convolution layer, three pre-activation residual blocks [44], \( 3 \times 6 \) average pooling, and a final fully-connected layer. All activations were LeakyReLU. To ensure that our model could run in real time, we used a small network size with \( \sim 100,000 \) trainable parameters.

The DNN was trained using equation 5 and the Adam optimizer with batch size of 128, learning rate of 5e-4, weight decay of 1e-4, the 1cycle learning rate scheduler [45], for 90 epochs. Networks were implemented in PyTorch 1.8 and trained using an NVIDIA V100 GPU. A trained model and the code are available at https://github.com/fqjin/swei-net.
A well-calibrated uncertainty value is one that closely approximates the true spread in the estimation error. To quantify uncertainty calibration, we grouped points into 25 bins by increasing relative uncertainty and compared each bin’s average relative uncertainty versus root-mean-square (RMS) relative error. The relative scale is most natural for the log-normal distribution, and it eliminates the effect of different absolute SWSs, as points with greater SWS will tend to have greater uncertainty, all else being equal [46]. We can summarize the calibration curve by computing the absolute percent deviation between the predicted uncertainty and the true RMS error, averaged over the 25 bins. This quantitatively measures how well the DNN model predicts the probability of estimation error.

E. External Dataset Testing

We tested the trained model on an external dataset acquired by a collaborator in an *ex vivo* stiffness phantom. The isotropic, homogeneous phantom had a ground truth SWS of 5.13 m/s. A Philips L7–4 linear transducer was used with a Verasonics Vantage 256 scanner. A Siemens DAX curvilinear probe with a Siemens ACUSON Sequoia scanner was used to generate pushes through various pork belly body walls. The dataset contained 929 independent space-time plots.

Here, we describe the additional data pre-processing steps necessary to apply the trained DNN to external data. The primary challenges were: 1) that the spatiotemporal sampling rates differ from the cervix training data, 2) that the apparent SWSs are in different range than the training data, and 3) that particle velocity was used instead of particle displacement.

A different sampling rate for either the space or time dimensions changes the apparent SWS in a space-time plot if the difference is not accounted for. The apparent SWS is

\[
SWS_{\text{apparent}} = SWS_{\text{true}} \times \frac{\Delta x}{\Delta x_0} \times \frac{\Delta t}{\Delta t_0},
\]

where \(\Delta x\) and \(\Delta t\) are spatial and temporal sampling intervals, and the subscript \(0\) indicates the cervix training data. The model estimates the apparent SWS, which must be converted to the true SWS by multiplying by the ratio \(\frac{\Delta x_0}{\Delta t_0}\).

The range of SWSs in the training set spanned 0.5–10.0 m/s, with an average of 2.1 m/s. Model performance could be degraded if the apparent SWS is outside this range. When an expected range is known, the input data can be interpolated to move the apparent SWS closer to 2.1 m/s and the model’s output adjusted by the interpolation factor. For example, in this external dataset, the expected SWS was around 5.0 m/s, so data were interpolated temporally by a factor of two in order to half the apparent SWS.

In the cervix study, particle displacement was used because the weak acoustic impulse of the small endovaginal transducer led to poor signal-to-noise in the velocity data. However, particle velocity data is used in many SWE applications including in this external dataset. The peak in particle velocity occurs earlier in time and is often followed by a significant negative trough. Conversion of velocity to displacement data...
Fig. 6: (A) Plot of the relative uncertainty versus relative error. Inference was performed over the 29-patient dataset using leave-one-out cross-validation. (B) Points were grouped by uncertainty into 25 bins to compute the root-mean-square (RMS) relative error. Predicted uncertainty closely matched the observed RMS error.

by integration leads to poor results due to accumulation of different DC offsets at each track location. Instead, we can phase shift the velocity data by 90° to make the space-time plot resemble displacement data without the issues associated with accumulation. This was done by taking the imaginary component of the Hilbert transform of the signal at each track location. Fig. 8A shows example SWE velocity data before and after phase shifting.

III. RESULTS

Fig. 3 shows the estimated SWS and uncertainty for an example 2D SWE acquisition in the cervix. Only the left-moving shear waves are shown. 2000 space-time plots were processed to generate this image, with inference taking 2 seconds on a desktop CPU (Intel i7-6600U) or 50 ms on a desktop GPU (NVIDIA RTX 2080).

Fig. 4 shows data from three locations in Fig. 3 with different levels of predicted uncertainty. Higher uncertainty correlated with qualitatively worse signal-to-noise ratio and shear wave appearance in the space-time plot.

LOO cross-validation was used to perform inference on the entire 29-patient dataset. Fig. 5 plots the predicted SWS versus ground truth SWS, stratified into three groups by level of uncertainty. Fig. 6A plots the uncertainty versus error for all samples. Points with greater estimated uncertainty were associated with a greater spread in true error. Fig. 6B is the corresponding calibration plot, which shows estimated uncertainty strongly correlated with binned RMS error and each bin lying close to the identity line. The mean absolute percent deviation for uncertainty calibration was 3.84%.

A. Ensembles

LOO training produced 29 sets of DNN weights, each trained with one patient’s data left out. We also trained a DNN using data from all 29 patients. Additionally, we evaluated an ensemble model that uses the mean $\mu$ and mean $\sigma$ of all 29 LOO models. To determine the best network configuration to use for inference in future applications, we evaluated these networks on data from the remaining patient that was set aside for testing. Fig. 7A plots the calibration mean deviation and the average loss (equation 5) for these different models. On the held-out test data, the ensemble model had better uncertainty calibration, with a mean deviation of 1.45%, compared to any single network, with calibrations ranging from 3-6%.

We also wondered whether the variance of the ensemble members’ SWS estimates could be used as a proxy for uncertainty, thereby avoiding the need to train a model to explicitly predict uncertainty. Fig. 7B shows a calibration curve on the held-out testing data using the standard deviation of the SWS estimates as the uncertainty. Although this quantity correlated with the true RMS error, it was not calibrated and underestimated the true RMS error by an average of 81%, a factor of five.

B. External Dataset

The data pre-processing steps described in Section II-E allowed us to apply the trained DNN model to the external dataset. The median estimated SWS was 5.12 m/s, close to the ground truth value of 5.13 m/s. Using velocity data without the phase-shifting step resulted in a positive bias (+0.24 m/s). This bias was reduced for the phase-shifted data (~0.01 m/s).

The calibration curve of the estimated uncertainty is shown in Fig. 8B. The mean absolute percent deviation was 29.7%.

IV. DISCUSSION

Using a large in vivo SWE dataset, we trained a deep learning model to simultaneously perform SWS estimation and provide a quantitative estimate of the predictive uncertainty. We now call this model “SweiNet”. While existing SWS estimators are reliable and perform well, some are too slow, and none provides an easily interpretable or calibrated uncertainty metric. SweiNet runs in real time and provides a well-calibrated uncertainty that closely approximates the true spread in predictive error.
we trained our SweiNet model to output the two parameters \( m \) with GPU hardware acceleration. Moving forward, we plan to which transforms velocity data into the appearance of displacement meters per second:

\[ \text{meters per second} = \frac{\text{unitless relative uncertainty} \times \text{meters per second}}{\text{unitless uncertainty}} \]

\( \text{m} \)

by the estimated SWS to obtain an uncertainty in units of \( \text{sinh} \)

unitless relative uncertainty

training process. The most natural uncertainty metric is the approach learns the uncertainty calibration implicitly from the \( \sigma \)

unsatisfactory.

metrics associated with existing SWS estimators are lacking for its interpretation and use in decision-making. Uncertainty

B. Uncertainty Quantification

The uncertainty of any clinical measurement is important building upon recent deep learning research [29], [30], [32], between them, the data quality, and tissue heterogeneity. Further analysis is needed to provide estimates of the spatial correlation of SWSs in \textit{in vivo} data.

SWS probability distributions can also be used for maximum likelihood estimation of derived parameters. For example, consider SWS data of skeletal muscle measured at various rotation angles relative to the muscle fibers and the process of fitting an ellipse to these data [47]. Rather than optimizing

The uncertainty does not say whether any one SWS estimate is wrong. Rather, it describes the degree of spread in error averaged over a sample of SWS estimates. We quantified uncertainty calibration by grouping all SWS estimates into 25 bins of increasing uncertainty and comparing how well the average uncertainty matches the RMS error. In Fig. 6B, every bin except for the final bin had an absolute deviation of less than 4%. SweiNet’s uncertainty calibration was superior to that of the previous iteration we trained on point-SWE data [41].

The final bin, containing samples with the largest predicted relative uncertainty, overestimated the observed RMS relative error. This may be because the ground truth SWS estimates were constrained between 0.5 and 12 m/s, placing a cap on error.

C. Uses for Uncertainty

Beyond using uncertainty simply as a metric of data quality, access to a well-calibrated uncertainty opens many doors for downstream processing. In particular, SweiNet describes a probability distribution, which can be operated on directly. The distribution remains log-normal under power and scaling transformations, and the conversion to shear modulus via \( G = \rho c^2 \) is

\[ \text{SWS} \sim \text{LogNormal}(m, \sigma) \]

\[ G \sim \text{LogNormal}(\rho m^2, 2\sigma) \]
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If one works with the log-domain variables, then these distributions are normal.

Given multiple SWS measurements, we may want to compute an average. The variance of the weighted average of random variables is

\[ \sum_{i,j} w_i w_j \sigma_i \sigma_j \rho_{ij} \]

where \( w \) are the weights, \( \sigma^2 \) are the variances, and \( \rho_{ij} \) is the correlation coefficient. If all measurements are independent, and thus uncorrelated, the variance of the weighted average simplifies to \( \sum_i w_i^2 \sigma_i^2 \). This quantity is minimized when the weights are inversely proportional to the variances:

\[ w_i = \frac{1}{\sigma_i^2} \left( \sum_k \frac{1}{\sigma_k^2} \right)^{-1} \]
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In a 2D SWEI acquisition, a SWS is calculated at each spatial location in the ROI; however, these measurements are highly spatially correlated and are not independent. For averaging the SWSs from a \textit{single} 2D SWEI acquisition, we recommend using the weights in equation 9 but assuming \( \rho_{ij} = 1 \), such that the variance of the average is maximized. The degree of correlation between nearby points depends on the distance between them, the data quality, and tissue heterogeneity. Further analysis is needed to provide estimates of the spatial correlation of SWSs in \textit{in vivo} data.

B. Uncertainty Quantification

The uncertainty of any clinical measurement is important for its interpretation and use in decision-making. Uncertainty metrics associated with existing SWS estimators are lacking and unsatisfactory.

Building upon recent deep learning research [29], [30], [32], we trained our SweiNet model to output the two parameters \( m \) and \( \sigma \) a log-normal likelihood distribution for the SWS. This approach learns the uncertainty calibration implicitly from the training process. The most natural uncertainty metric is the unitless relative uncertainty \( \text{sinh} \sigma \), which may be multiplied by the estimated SWS to obtain an uncertainty in units of meters per second: \( m \text{ sinh} \sigma \).
for the smallest mean error, we could find a curve with the maximum joint likelihood of all SWS data points, using SweiNet’s output as the probability function. Points with high uncertainty have a large spread in their probability distribution and would contribute less to the fit. This process decreases the influence of points with high uncertainty and could prevent them from skewing the estimated ellipse.

D. Ensembles

The model trained on all data had no better performance than the LOO models. While initially surprising, its training set was only increased by one additional patient’s data. The ensemble of 29 networks had better uncertainty calibration and much lower loss than any other individual network. This agrees with a large body of work showing that ensemble models generally outperform individual members. Specifically, creating an ensemble of uncertainty-predicting neural networks was previously proposed in [32]. However, we found that their Gaussian-mixture formula for calculating the mean variance performed poorly, and we instead used the arithmetic mean for both $m$ and $\sigma$.

In considering whether to use a single network or an ensemble for inference, we must weigh the benefit in quality with the computational cost of running 29 networks. For example, running the ensemble sequentially on a desktop CPU takes roughly 90 seconds to process all space-time plots in a single SWE acquisition: this is prohibitively too long for real-time imaging. A GPU reduces inference time significantly: ensemble inference takes 3.0 seconds on an NVIDIA Tesla T4 and 2.0 seconds on an NVIDIA RTX 2080. The former GPU has performance capabilities similar to what might be equipped on an ultrasound scanner.

We also tested whether the standard deviation of SWS estimates from ensemble members was a good proxy for predictive uncertainty. While this metric did correlate with true RMS error, it severely and consistently underestimated it. This result shows that the spread in ensemble members’ SWS estimates reflects uncertainty but is not calibrated. Calibration is learned during training.

E. Application to External Datasets

In order for SweiNet to be useful beyond cervix SWE and our specific imaging configuration, it must generalize to external data. Model performance, especially the uncertainty’s calibration, would likely be poor if the input appears substantially different from the training data. We addressed three challenges in adapting the model to external data: different spatial and temporal sampling rates, different range of apparent SWSs, and using particle velocity instead of displacement.

In particular, velocity data typically has a strong peak and trough whereas displacement data usually has no or a weak trough. We used the Hilbert transform to phase shift velocity data, making it appear like displacement data while avoiding accumulation-related artifacts. We have not seen this approach reported in the literature, possibly because traditional algorithms are not sensitive to the difference in data appearance.

We found that the predicted uncertainty metric was a good estimate for the true RMS error, but uncertainty calibration was worse than with the cervix data. However, points remained clustered near the identity line, indicating neither a severe overestimation nor underestimation of uncertainty.

F. Limitations

In determining how to quantify uncertainty for ultrasound SWE, we must first consider what sources of uncertainty exist and which are observable. The deep learning model in this paper takes the tracked displacement data as input to estimate SWS and uncertainty. Therefore, SweiNet is only sensitive to factors that are observable in the displacement data and that affect the likelihood of SWS estimation error. These factors include signal-to-noise ratio, tracking artifacts, tissue heterogeneity, attenuation/dispersion, and speckle bias. These sources of error can all leave a signature in the space-time plot.

A number of factors may effect error without leaving any sign in the space-time plot. SweiNet estimates the apparent SWS, which under some conditions would not be equal to the true SWS. For example: 1) tissue compression, often by an operator pressing too hard with the transducer, increases the apparent SWS; 2) non-alignment of the shear waveform with the tracking direction increases the apparent SWS [13].

SweiNet’s learned uncertainty is calibrated to the cervix data it was trained on. The uncertainty was still somewhat calibrated when SweiNet was applied to the external data acquired with a different transducer and scanner. However, we believe that, in general, the uncertainty would not be well-calibrated on external data because the degree to which factors like noise and artifacts affect the likelihood of SWS estimation error should depend on the imaging setup and the organ being imaged. Fine-tuning could help re-calibrate the trained model to different domains.

V. Conclusion

Ultrasound SWE imaging is a low-cost, non-invasive technique that quantitatively assesses tissue stiffness by measuring the SWS. We have developed a deep learning model called SweiNet to simultaneously perform SWS estimation and output a quantitative well-calibrated uncertainty metric. We are prospectively testing SweiNet in an ongoing clinical trial investigating cervical stiffness and induction of labor outcomes. We are also working to implement the model on an ultrasound scanner to provide real-time SWS and uncertainty estimates at the bedside. Access to calibrated uncertainty values could help clinicians better interpret SWS measurements and facilitate downstream applications of SWE. We have made the code and trained model publicly available as a ready-to-use tool and to aid members of the research community in training their own models.
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