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Abstract

Locally Decodable Codes (LDCs) are error-correcting codes for which individual message symbols can be quickly recovered despite errors in the codeword. LDCs for Hamming errors have been studied extensively in the past few decades, where a major goal is to understand the amount of redundancy that is necessary and sufficient to decode from large amounts of error, with small query complexity.

Motivated by new progress in DNA-storage technologies (Banal et al., Nature Materials, 2021), in this work we study LDCs for insertion and deletion errors, called Insdel LDCs. Their study was initiated by Ostrovsky and Paskin-Cherniavsky (Information Theoretic Security, 2015), who gave a reduction from Hamming LDCs to Insdel LDCs with a small blowup in the code parameters. On the other hand, the only known lower bounds for Insdel LDCs come from those for Hamming LDCs, thus there is no separation between them. Here we prove new, strong lower bounds for the existence of Insdel LDCs. In particular, we show that 2-query linear Insdel LDCs do not exist, and give an exponential lower bound for the length of all q-query Insdel LDCs with constant q. For q ≥ 3 our bounds are exponential in the existing lower bounds for Hamming LDCs. Furthermore, our exponential lower bounds continue to hold for adaptive decoders, and even in private-key settings where the encoder and decoder share secret randomness. This exhibits a strict separation between Hamming LDCs and Insdel LDCs.

Our strong lower bounds also hold for the related notion of Insdel LCCs (except in the private-key setting), due to an analogue to the Insdel notions of a reduction from Hamming LCCs to LDCs.

Our techniques are based on a delicate design and analysis of hard distributions of insertion and deletion errors, which depart significantly from typical techniques used in analyzing Hamming LDCs.
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1 Introduction

Error correcting codes are fundamental mathematical objects in both theory and practice, whose study dates back to the pioneering work of Shannon and Hamming in the 1950’s. While the study of classical codes focuses on unique decoding from Hamming errors, many exciting variants have emerged ever since, such as list-decoding, which can go beyond the half distance barrier, and local decoding, which can decode any message symbol by querying only a few codeword symbols. These variants have proved to be closely connected to diverse areas in computer science.

Similarly, another line of work studies synchronization errors, namely insertions and deletions (insdels, for short), which are strictly more general than Hamming errors and happen frequently in various applications such as text/speech processing, media access, and communication systems. The study of codes for such errors (insdel codes, for short) also has a long history that goes back to the work of Levenstein [Lev66] in the 1960’s.

This paper focuses on locally decodable codes correcting insertions and deletions, which we call Insdel LDCs. We prove the first non-trivial lower bounds for such codes, which in turn provide a strong separation between Hamming LDCs and Insdel LDCs. Furthermore, these results imply similar strong bounds for the related notion of locally correctable codes correcting insertions and deletions, which we call Insdel LCCs.

More formally, Locally Decodable Codes (LDCs) are error-correcting codes $C : \Sigma^n \rightarrow \Sigma^m$ that allow very fast recovery of individual symbols of a message $x \in \Sigma^n$, even when worst-case errors are introduced in the encoded message, called codeword $C(x)$. Similarly, Locally Correctable Codes (LCCs) are error-correcting codes $C : \Sigma^n \rightarrow \Sigma^m$ that allow very fast recovery of individual symbols of the codeword $C(x) \in \Sigma^m$, even when worst-case errors are introduced. In what follows, for ease of presentation, we will discuss our results and related work by focusing on the notion of LDCs, and we will return to the implications to Insdel LCCs in Section 1.1.3. We remark that the previous lower bounds for Hamming LCCs are asymptotically the same as for LCCs due to a folklore reduction [KV10, BGT16].

The important parameters of LDCs are their rate, defined as the ratio between the message length $n$ and the codeword length $m$, measuring the amount of redundancy in the encoding; their relative minimum distance, defined as the minimum normalized Hamming distance between any pair of codewords, a parameter relevant to the fraction of correctable errors; and their locality or query complexity, defined as the number of queries a decoder makes to a received word $y \in \Sigma^m$ in order to decode the symbol at location $i \in [n]$ of the message, namely $x_i$.

Since they were introduced in [KT00, STV99], LDCs have found many applications in private information retrieval, probabilistically checkable proofs, self-correction, fault-tolerant circuits, hardness amplification, and data structures (e.g., [BFLS91, LFKN92, BLR93, BK95, CKGS98, CGdW13, ALRW17] and surveys [Tre04, Gas04]), and the tradeoffs between the achievable parameters of LDCs has been studied extensively [KdW04, WdW05, GKST06, Woo07, Yek08, Yek12, DGY11, Efr12, GM12, BDSS16, BG17, DSW17, KMRS17, BCG20] (see also surveys by Yekhanin [Yek12] and by Kopparty and Saraf [KS16]). This sequence of results has brought up exciting progress regarding the necessary and sufficient rate for codes with small query complexity that can withstand a constant fraction of errors. Nevertheless, many important parameter regimes leave wide gaps in our current understanding of LDCs. For example, even for 3-query Hamming LDCs the gap between constructions and lower bounds is superpolynomial [Yek08, DGY11, Efr12, KT00, Woo07, Woo12]. (Note: [GM12] established an exponential lower bound on the length of 3-query LDCs for some parameter regimes, but it does not rule out the
achieved by Reed-Muller codes, and upon the more efficient constructions of the compilers to the above-mentioned constructions of Reed-Muller codes gives linear LDCs of length $m = \exp(\exp((\log n)^{1/2} (\log \log n)^{1-1/f}))$ symbols [Yek08, DGY11, Efr12], while the best general lower bound for $q$-query LDC is $\Omega(n^{q+1})/\log n$ when $q \geq 3$ [Woo07]. In the polylog($n$)-query regime, Reed-Muller codes are examples of $\log^c n$-query Hamming LDCs of block length $n^{1+\frac{c}{\log n}+o(1)}$ for some $c > 0$ (e.g., see [Yek12]). Finally, there exist sub-polynomial (but super logarithmic)-query Hamming LDCs with constant rate [KMRS17]. These latter constructions improve upon the previous constant-rate codes in the $n^c$-query regime achieved by Reed-Muller codes, and upon the more efficient constructions of [KSY14]. In a different model, if we assume that the encoder and decoder have shared secret randomness [Lip94], then it becomes much easier to construct LDCs. For example, [OPS07] constructs private-key Hamming LDCs with constant rate (i.e., $m = \Theta(n)$) and query complexity polylog($n$), and a simple modification yields a private-key Hamming LDC with rate $m = \Theta(n)$ and query complexity $1$ — see details in Appendix A.

Regarding insdel codes, following the work of Levenstein [Lev66], the progress has historically been slow, due to the fact that synchronization errors often result in the loss of index information. Indeed, constructing codes for insdel errors is strictly more challenging than for Hamming errors. However the interest in these codes has been rekindled lately, leading to a wave of new results [SZ99, Kiv05, GW17, HS17, GL18, HSS18, HS18, BGZ18, CILW18, CHL+19, CILW19, GL19, HRS19, Hae19, LTX19, GHS20, CGHL21, CL21] (See also the excellent surveys of [Slo02, MBT10, Mit08, HS21]) with almost optimal parameters in various settings, and the variant of “list-decodable” insdel codes, that can withstand a larger fraction of errors while outputting a small list of potential codewords [HSS18, GHS20, LTX19]. However, none of these works addresses insdel LDCs, which we believe are natural objects in the study of insdel codes, since such codes are often used in applications involving large data sets.

Insdel LDCs were first introduced in [OPS07] and further studied in [BBG+20, BB21, CLZ20]. In [OPS07, BBG+20] the authors give Hamming to Insdel reductions which transform any Hamming LDC into an Insdel LDC. These reductions decrease the rate by a constant multiplicative factor and increase the locality by a polylog($m$) multiplicative factor for a fixed constant $c > 1$. Applying the compilers to the above-mentioned constructions of Reed-Muller codes gives $(\log n)^{c+\epsilon}$-query Insdel LDCs of length $m = n^{1+\frac{\epsilon}{\log n}+o(1)}$, for any $c > 1$. Also, applying the compilers to the LDCs in [KMRS17] yields Insdel LDCs of constant rate and $\exp(\tilde{O}(\sqrt{\log n}))$-query complexity. Unfortunately, these compilers do not imply constant-query Insdel LDCs, and in fact, even after this work, we do not know if constant-query Insdel LDCs exist in general. In the private-key setting, applying the compilers to [OPS07] yields a private-key Insdel LDC with constant rate and locality polylog($n$) [CLZ20, BB21].

We now formally define the notion of Insdel LDCs. See Appendix A for further discussion.

**Definition 1.** [Insdel Locally Decodable Codes (Insdel LDCs)] Fix an integer $q$ and constants $\delta \in [0, 1]$, $\epsilon \in (0, \frac{1}{2}]$. We say $C : \{0, 1\}^n \rightarrow \Sigma^m$ is a $(q, \delta, \epsilon)$-locally decodable insdel code if there exists a probabilistic algorithm Dec such that:

- For every $x \in \{0, 1\}^n$ and $y \in \Sigma^m$ such that $\text{ED} \left( C(x), y \right) \leq \delta \cdot 2m$, and for every $i \in [n]$, we
have

$$\Pr [\text{Dec}(y, m', i) = x_i] \geq \frac{1}{2} + \varepsilon,$$

where the probability is taken over the randomness of Dec, and \( \text{ED} (C(x), y) \) denotes the minimum number of insertions/deletions necessary to transform \( C(x) \) into \( y \).

- In every invocation, Dec reads at most \( q \) symbols of \( y \). We say that Dec is non-adaptive if the distribution of queries of \( \text{Dec}(y, m', i) \) is independent of \( y \).

Note that in this definition we allow the decoder to have as an input \( m' \), the length of the string \( y \). This only makes our lower bounds stronger. We can also extend the definition to private-key LDC, where the encoder and decoder share secret randomness, and we relax the requirement that \( \Pr [\text{Dec}(y, m', i) = x_i] \geq \frac{1}{2} + \varepsilon \) for all \( y \) s.t. \( \text{ED} (C(x), y) \leq \delta \cdot 2m \). Instead, we require that any attacker who does not have the secret randomness (private-key) cannot produce \( y \) such that \( \text{ED} (C(x), y) \leq \delta \cdot 2m \) and \( \Pr [\text{Dec}(y, m', i) = x_i] < \frac{1}{2} + \varepsilon \) except with negligible probability — see Appendix B.

In this work we focus on binary Insdel LDCs and give the first non-trivial lower bounds for such codes. In most cases, such as constant-query Insdel LDCs, our bounds are exponential in the message length. We note that prior to our work, the only known lower bounds for Insdel LDCs come from the lower bounds for Hamming LDCs (since Hamming errors can be implemented by insdel errors), and thus there is no separation of Insdel LDC and Hamming LDC. In particular, these bounds don’t even preclude the possibility of a 3-query Insdel LDC with \( m = \Theta(n^2) \). We also note that we mainly prove lower bounds for Insdel LDCs with non-adaptive decoders. However, by using a reduction suggested in [KT00] we obtain almost the same lower bounds for Insdel LDCs with adaptive decoders.

Our results provide a strong separation between Insdel LDCs and Hamming LDCs in several contexts. First, many of our exponential lower bounds continue to apply in the setting of private-key LDCs, while in such settings it is easy to construct private-key Hamming LDCs with \( m = \tilde{O}(n) \) and locality 1. Second, our exponential lower bounds hold for any constant \( q \), while even for \( q = 3 \) we have constructions of Hamming LDCs with sub-exponential length. Finally, for \( q = 2 \) we rule out the possibility of linear Insdel LDCs, while the Hadamard code is a simple 2-query Hamming LDC. This separation is in sharp contrast to the situation of unique decoding with codes for Hamming errors vs. codes for insdel errors, where they have almost the same parameter tradeoffs.

Motivation of Insdel LDCs in DNA storage DNA storage [YGM17] is a storage medium that harnesses the biology of DNA sequences, to store and transmit not only genetic information, but also any arbitrary digital data, despite the presence of insertion and deletion errors. It has the potential of becoming the storage medium of the future, due to its superior scaling properties, provided new techniques for random data access are developed. Recent progress towards achieving effective and reliable DNA random access technology is motivated by the fact that a “crucial aspect of data storage systems is the ability to efficiently retrieve specific files or arbitrary subsets of files.” [BSB+21]. This is also precisely the real-world goal formalized by the notion of Insdel LDCs, which motivates a systematic theoretical study of such codes and of their limitations.
1.1 Our results

1.1.1 Lower bounds for 2 query Insdel LDCs

We first present our result for linear codes. Linear codes are defined over a finite field $\Sigma = \mathbb{F}$, and the codewords form a linear subspace in $\mathbb{F}^m$. Similarly, the codewords of an affine code form an affine subspaces in $\mathbb{F}^m$. Lower bounds for the length of 2-query linear Hamming LDCs were first studied in [GKST06], where the authors proved an exponential bound. This is matched by the Hadamard code.

In [Woo12] Woodruff give a $m = \Omega(n^2)$ bound for 3-query linear codes, which is still the best known for any linear code with $q \geq 3$.

Furthermore, the best upper bounds of [Yek08, DGY11, Efr12, KMRS17], and, to the best of our knowledge, all known constructions of Hamming LDCs are achieved by linear codes. As further motivation for studying linear LDCs, lower bounds for linear 2-query (Hamming) LDCs are useful in polynomial identity testing [DS07], and they are known to imply lower bounds on matrix rigidity [Dvi10]. In addition, a recent work [CGHL21] has initiated a systematic study on linear insdel codes.

We first show that 2-query linear insdel LDCs do not exist.

**Theorem 1.** For any $(2, \delta, \epsilon)$ linear or affine insdel LDC $C : \{0,1\}^n \rightarrow \{0,1\}^m$, we have $n = O_{\delta,\epsilon}(1)$.

More generally, we show an exponential lower bound for general 2-query insdel LDCs.

**Theorem 2.** For any $(2, \delta, \epsilon)$ insdel LDC $C : \{0,1\}^n \rightarrow \{0,1\}^m$, we have $m = \exp(\Omega_{\delta,\epsilon}(n))$.

We remark that, as previously mentioned, the lower bound for 2-query Hamming LDCs from [KdW04] also holds for 2-query Insdel LDCs. However, that proof uses sophisticated quantum arguments, and an important quest in the area has been providing non-quantum proofs for the same result. Indeed, the proof from [KdW04] was adapted to classical arguments by [BRdW08], but the arguments still retained a strong quantum-style flavor. Our arguments here do not resemble those proofs and are purely classical. Furthermore, in contrast to the lower bounds from [KdW04, BRdW08], our lower bounds in Theorems 1 and 2 extend to the private-key setting where the encoder and decoder share private randomness. We note that one can easily obtain private-key Hamming LDCs with $m = \tilde{O}(n)$ and locality 1 by modifying the construction of [OPS07] — see details in Appendix B.

By contrast, for any constants $\epsilon, \delta > 0$ our results rule out the possibility of 2-query Insdel LDCs with $m = \exp(o(n))$ even in the private-key setting.

1.1.2 Lower bounds for $q \geq 3$ query Insdel LDCs

We prove the following general bound for $q \geq 3$ queries.

**Theorem 3.** For any non-adaptive $(q, \delta, \epsilon)$ insdel LDC $C : \{0,1\}^n \rightarrow \{0,1\}^m$ with $q \geq 3$, we have the following bounds.

- For arbitrary adversarial channels,
  $$m = \begin{cases} \exp(\Omega_{\delta,\epsilon}(\sqrt{n})) & \text{for } q = 3; \text{ and } \\ \exp \left( \Omega \left( \frac{\delta}{\ln^2(q/\epsilon)} \cdot (\epsilon^3 n)^{1/(2q-4)} \right) \right) & \text{for } q \geq 4. \end{cases}$$
• For the private-key setting,

\[ m = \exp \left( \Omega \left( \frac{\delta}{\ln^2 (q/\varepsilon)} \cdot (\varepsilon^3 n)^{1/(2q-3)} \right) \right). \]

As a comparison, for general Hamming LDCs the best known lower bounds for \( q \geq 3 \) in [Woo07] give \( m = \Omega(n^2 / \log n) \) for \( q = 3 \), and \( m = \Omega(n^{1+1/(q-1)/2} / \log n) \) for \( q > 3 \). Thus, in the constant-query regime, the bounds from Theorem 3 are essentially exponential in the existing bounds for Hamming LDCs. Moreover, these bounds also give a separation between constant-query Hamming LDCs, which can have length \( \exp(n^{o(1)}) \), and constant-query insdel LDCs.

### Lower bounds for adaptive decoders

It is well-known [KT00] that a \((q, \delta, \varepsilon)\) adaptive Hamming LDC can be converted into a non-adaptive \((|\Sigma|^{q-1}/|\Sigma|-1, \delta, \varepsilon)\) Hamming LDC, and also into a non-adaptive \((q, \delta, \varepsilon/|\Sigma|^{q-1})\) Hamming LDC, and hence lower bounds for non-adaptive decoders also give lower bounds for adaptive decoders, with the respective loss in parameters. It is easy to verify that the same reduction works for Insdel LDCs.\(^1\) In particular our lower bounds imply the respective lower bounds for adaptive decoders.

**Corollary 1.** For any (possibly adaptive) \((q, \delta, \varepsilon)\) insdel LDC \( C: \{0,1\}^n \rightarrow \{0,1\}^m \) with \( q \geq 3 \), we have the following bounds.

• For arbitrary adversarial channels,

\[ m = \begin{cases} 
\exp(\Omega_{\delta,\varepsilon}(\sqrt{n})) & \text{for } q = 3; \text{ and} \\
\exp \left( \Omega \left( \frac{\delta}{(q+\ln(q/\varepsilon))^2} \cdot (\varepsilon^3 n)^{1/(2q-4)} \right) \right) & \text{for } q \geq 4.
\end{cases} \]

• For the private-key setting,

\[ m = \exp \left( \Omega \left( \frac{\delta}{(q+\ln(q/\varepsilon))^2} \cdot (\varepsilon^3 n)^{1/(2q-3)} \right) \right). \]

Corollary 1 is obtained by plugging \( \varepsilon' = \varepsilon / 2^{q-1} \) into Theorem 3 and applying the average case reduction from a \((q, \delta, \varepsilon)\) (adaptive) Insdel LDC to a \((q, \delta, \varepsilon/2^{q-1})\) (non-adaptive) Insdel LDC [KT00]. Corollary 1 also implies lower bounds in regimes where \( q \) is slightly super-constant (but \( o(\log n) \)).

**Corollary 2.** For any (possibly adaptive) \((q, \delta, \varepsilon)\) insdel LDC \( C: \{0,1\}^n \rightarrow \{0,1\}^m \), the following bounds hold.

\(^1\)For example, our non-adaptive decoder can pick \( r_1, \ldots, r_{q-1} \in \Sigma \) randomly and simulate the adaptive \((q, \delta, \varepsilon)\)-decoder responding to the first \( q - 1 \) queries with \( r_1, \ldots, r_{q-1} \). This allows the non-adaptive decoder to extract a set \( \{j_1, \ldots, j_\ell\} \) of queries representing the set of queries that the adaptive decoder would have asked given the first \( q - 1 \) responses. The queries \( \{j_1, \ldots, j_\ell\} \) can then be asked non-adaptively to obtain \( y[j_1], \ldots, y[j_\ell] \). With probability \( |\Sigma|^{-q+1} \) we will have \( y[j_i] = r_i \) for each \( i \leq q - 1 \) and we can finish simulating the adaptive decoder to obtain a prediction \( x_i \), which will be correct with probability at least \( \frac{1}{2} + \varepsilon \). Otherwise, our non-adaptive decoder randomly guesses the output bit \( x_i \). Thus, the non-adaptive decoder is successful with probability at least \( \frac{1}{2} + \varepsilon |\Sigma|^{-q+1} \).
If \( q = O(\log \log n) \), then \( m = \exp(\exp(\Omega_\delta, \epsilon (\log n / \log \log n))) \).

If \( q = \log n / (2c \log \log n) \) for some \( c > 3 \), then \( m = \exp(\Omega(\log^{c-2} n)) \). In turn, if \( m = \text{poly}(n) \), then \( q = \Omega(\log n / \log \log n) \).

Moreover, the lower bounds hold even in private-key settings.

We remark that the lower bound for \( q = O(\log \log n) \) queries is even larger than the Hamming LDC upper bound of \( \exp(\exp((\log n)^{1/t}(\log \log n)^{1-1/t})) \) due to [Yek08, DGY11, Efr12] for \( q = 2^t \) being a constant number of queries.

Furthermore, we get a super-polynomial lower bound even if \( q = \log n / (8 \log \log n) \). Thus to get any polynomial length Insdel LDC one needs \( m = \text{poly}(n) \). This can be compared to the Insdel LDC constructions in [OPC15, BBG+20], which give \( m = o(n^2) \) with \( q = (\log n)^C \) for some \( C > 2 \) (or to the private-key Insdel LDC construction in [CLZ20, BB21] which gives constant rate \( m = \Theta(n) \) and \( q = (\log n)^C \) for some \( C > 2 \)). Both the lower bound and the upper bound are for an adaptive Insdel LDC, so our lower bound on the query complexity almost matches the upper bound for polynomial length Insdel LDCs. This also implies that there is a “phase transition” phenomenon in the \( q = \text{polylog}(n) \) regime, where the length of the Insdel LDC transits from super-polynomial to polynomial.

1.1.3 Implications to lower bounds for Insdel LCCs

As mentioned above, the lower bounds for Insdel LDCs extend to Insdel LCCs due an analogue to Insdel errors of a reduction [KV10, BGT16] between the two notions in the Hamming error model. More specifically, in [KV10, BGT16], the authors show that in the standard Hamming error case, any \( q \)-query LCC can be converted into a \( q \)-query LDC with only a constant loss in rate, and preserving the other relevant parameters. In [KV10], Kaufman and Viderman show that the two notions are not equivalent in some specific sense, as there exist LDCs that are not LCCs [KV10].

We start with a formal definition.

**Definition 2.** [Insdel Locally Correctable Codes (Insdel LCCs)] Fix an integer \( q \) and constants \( \delta \in [0, 1], \epsilon \in (0, \frac{1}{2}] \). We say \( C : \{0, 1\}^n \rightarrow \Sigma^m \) is a \((q, \delta, \epsilon)\)-locally correctable insdel code if there exists a probabilistic algorithm \( \text{Dec} \) such that:

- For every \( x \in \{0, 1\}^n \) and \( y \in \Sigma^{m'} \) such that \( \text{ED} (C(x), y) \leq \delta \cdot 2m \), and for every \( i \in [m] \), we have

\[
\Pr [\text{Dec}(y, m', i) = C(x)_i] \geq \frac{1}{2} + \epsilon,
\]

where the probability is taken over the randomness of \( \text{Dec} \), and \( \text{ED} (C(x), y) \) denotes the minimum number of insertions/deletions necessary to transform \( C(x) \) into \( y \).

- In every invocation, \( \text{Dec} \) reads at most \( q \) symbols of \( y \). We say that \( \text{Dec} \) is non-adaptive if the distribution of queries of \( \text{Dec}(y, m', i) \) is independent of \( y \).

We note that if \( C \) is a linear/affine insdel LCCs then \( C \) is also an insdel LDC. Indeed, linear/affine codes are systematic codes, and hence the message bits appear as codeword bits. This is also the case in the private-key setting. For completeness, we include a proof in Appendix D. Hence our lower
bounds about linear/affine insdel LDCs apply to linear/affine insdel LCCs, even in the private-key setting.

Our results can be extended to non-linear LCCs and LDCs (but not in the private-key setting), using the following theorem, which we prove in Appendix D via small adaptations to the proof of [BGT16].

**Theorem 4.** Let \( C : \{0,1\}^k \to \Sigma^m \) be a \((q,\delta,\varepsilon)\)-insdel LCC, then there exists a \((q,\delta,\varepsilon)\)-insdel LDC \( C' : \{0,1\}^{k'} \to \Sigma^m \) with \( k' = \Omega \left( \frac{k}{\log(1/\delta)} \right) \).

We conclude the following about Insdel LCCs.

**Corollary 3.** The asymptotic lower bounds for Insdel LDCs in Theorems 1, 2, 3 (for arbitrary adversarial channels only), and the respective corollaries, also hold for Insdel LCCs.

### 1.1.4 A stronger version of the lower bound

Our lower bounds above hold against adversarial channels, where the channel may first inspect the codeword and then introduce worst-case error. Our techniques, however, work for a more innocuous channel, namely one that is oblivious to both the codeword and the decoder. We formalize the stronger version of our results below. We believe in this form they may be more easily applicable to other settings.

**Definition 3 (Channel).** A channel \( C \) for \( m \)-bit strings is a Markov chain on \( \Omega = \{0,1\}^m \). Equivalently, it is a collection of distributions \( \{C(s) : s \in \{0,1\}^m\} \) over \( \{0,1\}^m \).

We remark that this definition does allow the output of a channel to depend on its input. However, since it is fixed for any decoding algorithm, the following notion of “decodable on average” is well-defined. We note that a similar notion would not make sense for adversarial channels, as the channel can be adaptive to the decoding strategy.

**Definition 4 (Channel decoding on average).** A code \( C : \{0,1\}^n \to \{0,1\}^m \) is \((q,\delta,\varepsilon)\)-locally decodable on average for channel \( C \) if there exists a probabilistic algorithm \( \text{Dec} \) such that

- For every \( i \in [n] \), we have
  \[
  \Pr_{x \sim \{0,1\}^n, y \sim C(x)} \left[ \frac{\text{Dec}(y, m, i)}{x_i} \right] \geq \frac{1}{2} + \varepsilon,
  \]
  where the probability is taken over the uniform random choice of \( x \in \{0,1\}^n \), the randomness of \( C \), and the randomness of \( \text{Dec} \).

- \( \text{Dec} \) makes at most \( q \) queries to \( y \) in each invocation.

We now state our lower bound in the strongest form. Its proof can be obtained by inspecting the proof of Theorem 3 (for the private-key setting).

**Theorem 5.** There exists a channel \( D \) for \( m \)-bit strings such that:

- For every \( s \in \{0,1\}^m \), \( \Pr_{s' \sim D(s)} \left[ \text{ED}(s', s) > \delta \cdot 2m \right] < \text{negl}(m) \).

- Let \( C : \{0,1\}^n \to \{0,1\}^m \) be a code that is \((q,\delta,\varepsilon)\)-locally decodable on average for \( D \). Then for \( q \geq 3 \) we have \( m = \exp \left( \Omega_{q,\delta,\varepsilon}(n^{1/(2q-3)}) \right) \).
1.2 Overview of techniques

Here we give an informal overview of the key ideas and techniques used in our proofs. We always assume a non-adaptive decoder in the following discussion.

Prior strategies for Hamming LDC lower bounds  We start by discussing the proof strategies in lower bounds for Hamming LDCs. Essentially all such proofs\(^2\) begin by observing that the code needs to be smooth in the sense that for any target message bit, the decoder cannot query a specific index with very high probability. Using this property, one can show that if we represent the queries used by the decoder as edges in a hypergraph with \(m\) vertices, then for any target message bit the hypergraph contains a matching of size \(\Omega(m/q)\). The key idea in the proof is now to analyze this matching, where one uses various tools such as (quantum) information theory [KT00, KdW04, Woo07], matrix hypercontractivity [BRdW08], combinatorial arguments [KT00, BCG20], and reductions from \(q\)-query to 2-query [Woo07, Woo12].

For our proofs, however, the matching turns out to be not the right object to look at. Indeed, by simply analyzing the matching it is hard to prove any strong lower bounds for \(q \geq 3\), as evidenced by the lack of progress for Hamming LDCs. Intuitively, a matching does not capture the essence of insdel errors (e.g., position shifts), which are strictly more general and powerful than Hamming errors. Therefore, we instead need to look at a different object.

The Good queries  For a \(q\)-query insdel LDC, the correct object turns out to be the set of all good \(q\)-tuples in the codeword that are potentially useful for decoding a target message bit. When we view the bits in the codeword as functions of the message, we define a \(q\)-tuple to be good for the \(i\)'th message bit if there exists a Boolean function \(f : \{0, 1\}^q \to \{0, 1\}\) which can predict the \(i\)'th message bit with a non-trivial advantage (e.g., with probability at least \(1/2 + \varepsilon/4\), see Definition 5), using these \(q\) bits. It is a straightforward application of information theory (e.g., Theorem 2 in [KT00]) that any \(q\)-tuple cannot be good for too many message bits. Therefore, intuitively, if we can show that any message bit requires a lot of good tuples to decode, then we can conclude that there must be many tuples and thus the codeword must be long. In the extreme case, if we can show that any message bit requires a constant fraction of all tuples to decode, then we can conclude that there can be at most a constant number of message bits, regardless of the length of the codeword.

Towards this end, we consider the effect of insdels on the tuples. Suppose the decoder originally queries some \(q\)-tuple \(A\). After some insdels (e.g., deletions) the positions of the tuples will change, and the actual tuple the decoder queries using \(A\) now may correspond to some other tuple \(B\) in the original codeword. \(B\) may not be a good tuple, in which case it’s not useful for decoding the message bit. However, since the decoder always succeeds with probability \(1/2 + \varepsilon\) when the number of errors is bounded, the decoder should still hit good tuples with a decent probability (e.g., \(3\varepsilon/2\)). Intuitively, this already implies in some sense that there should be many good tuples, except that this depends on the decoder’s probability distribution. For example, if the decoder queries one tuple with probability 1, then for any fixed error pattern one just needs to make sure that one specific tuple is good.

To leverage the above point, we turn to a probabilistic analysis and use random errors. Specifically, we carefully design a probability distribution on the insdel errors. For any \(q\)-tuple \(A\), this distribution also induces another probability distribution for the \(q\)-tuple \(B\) which \(A\) corresponds to.

\(^2\)Except the proof in [GM12] which gives a lower bound for 3-query Hamming LDC in a special range of parameters.
in the original codeword. The key ingredient in all our proofs is to design the error distribution such that it ensures certain nice properties of the induced distribution of any \( q \)-tuple, which will allow us to establish our bounds. This can be viewed as a conceptual contribution of our work, as we have reduced the problem of proving lower bounds of insdel LDCs to the problem of designing appropriate error distributions.

Designing the insdel error distribution  What is the best insdel error distribution for our proof? It turns out the ideal case for the induced distribution of a \( q \)-tuple is the uniform distribution. Indeed, the hitting property discussed above implies that for any message bit, there is at least one \( q \)-tuple in the support of the decoder’s queries which would still be good with constant probability under the induced distribution. If we can design an error distribution such that for any \( q \)-tuple, the induced distribution is the uniform distribution on all \( q \)-tuples, this means that for any message bit, there are at least a constant fraction of all \( q \)-tuples that are good for this bit, which would in turn imply that there can be at most a constant number of message bits.

However, it appears hard to design an error distribution with the above property even for \( q = 2 \), since we have a bound on the total number of errors allowed, and errors allocated to one tuple will affect the number of errors available for other tuples. Instead, our goal is to design the error distribution such that the induced distribution of any \( q \)-tuple is as “close” to the uniform distribution as possible. We first illustrate our ideas for the case of \( q = 2 \).

The case of \( q = 2 \) A simple idea is to start with a random number (up to \( \Omega(m) \)) of deletions at the beginning of the codeword, we call this deletion type 1. This results in a random shift of any pair of indices. However, a crucial observation is that the distance between any pair of indices stays the same (for a pair of indices \( i, j \in [m] \), their distance is \( |i - j| \)), which makes the induced distribution far from being uniform. Indeed, under such error patterns the Hadamard code seems to be a good candidate for insdel LDC. This is because any codeword bit of the Hadamard code is the inner product of a vector \( v \in \{0,1\}^n \) with the message, and to decode the \( i \)'th message bit the decoder queries a pair of inner products for \( v \) and \( v + e_i \) (\( e_i \) is the \( i \)'th standard basis vector) where \( v \) is a uniform vector. If we arrange the codeword bits in the natural lexicographical order according to \( v \), then all pairs used in queries for the \( i \)'th message bit have a fixed distance of \( 2^{i-1} \). In fact we show in the appendix that a simple variant of the Hadamard code does give a LDC under deletion type 1. However, our Theorem 1 implies that it is not an insdel LDC in general. The point here is that we need a different operation to change the distance of any pair, which is a phenomenon unique to insdel LDC and never happens in Hamming LDC.

To achieve this, we introduce random deletions of each message bit on top of the previous operation. Specifically, imagine that we fix a constant \( p < \delta \) and delete each bit of the codeword independently with probability \( p \). Under this error distribution, any pair of queries with distance \( d \) will correspond to a pair with distance \( \frac{d}{1-p} \) in expectation (since we expect to delete \( p \) fraction of bits in any interval). However, the independent deletions lead to a concentration around the mean. Thus the probability of any distance around \( \frac{d}{1-p} \) is \( \Theta(\frac{1}{\sqrt{n}}) \) and the distribution resembles that of a binomial distribution (it is called a negative binomial distribution), which is not flat enough compared to the uniform distribution. Therefore, we add another twist by first picking the parameter \( p \) uniformly from an interval (e.g., \( [\frac{\delta}{2}, \frac{\delta}{4}] \)) and then delete each bit of the codeword independently with probability \( p \). We call this deletion type 2. Somewhat magically, the compound distribution now effectively “flattens” the original distribution, and we can show that the probability
mass of any distance is now $O(1/\delta^2)$. Intuitively, this is because the distance in the induced distribution is now roughly equally likely to appear in the interval $[d/1-\delta/8, d/1-\delta/4]$. Combined with the deletions at the beginning, we can conclude the following two properties for any pair with original distance $d$ in the induced distribution: (1) The probability mass of any element in the support is $O(1/m^d)$, and (2) With high probability, the corresponding pair will have distance in $[d, cd]$ for some constant $c = c(\delta, \epsilon)$ (See Lemma 3 for the formal statement).

While this is not exactly the uniform distribution, it is already enough to establish non-trivial bounds. To do this, we divide all pairs of queries into $O(\log m)$ intervals based on their distances, where the $j$'th interval $P_j$ consists of all pairs with distance in $[c^{j-1}, c^j)$. By the hitting property discussed before, for any message bit, there is at least one $q$-tuple in the support of the decoder's queries which is still good with constant probability under the induced distribution. By (1) and (2) above, there must be at least $\Omega(md)$ good pairs with distance in $[d, cd]$, and this further implies that there exists a $j$ such that $P_j$ contains a constant fraction of good pairs. Now a packing argument implies that $n = O(\log m)$.

We remark that the random deletion channel (described above) that we use to establish the lower bound does not depend on anything about the codeword or the entire coding and decoding scheme. Thus, in contrast to the same bound for Hamming LDC, our lower bound continues to apply in private-key settings where the encoder and decoder share secret randomness.

**Linear 2-query LDC** The case of linear/affine codes is more involved. Here, we first use Fourier analysis to argue that if a pair of codeword bits is good for decoding a message bit, then the message bit must have non-trivial correlation with some parity of the codeword bits. However, since the code itself is linear or affine, this non-trivial correlation must be 1. By the hitting property, for any $i$'th message bit there exists a $j_i$ such that a constant fraction of the pairs in $P_{j_i}$ are good for $i$. By rearranging the message bits, without loss of generality we can assume that $j_1 \leq j_2 \leq \cdots \leq j_n$.

Now, for any $i$ and $P_{j_i}$ we have two cases: the message bit can have correlation 1 either with a single codeword bit, or with the parity of the two codeword bits. By averaging, at least one case consists of a constant fraction of the pairs in $P_{j_i}$. By another averaging, at least a constant fraction of the message bits fall into one of the above cases, so eventually we have two cases: (a) a constant fraction of the message bits each has correlation 1 with a constant fraction of all codeword bits, or (b) a constant fraction of the message bits each has correlation 1 with the parity of a constant fraction of the pairs in $P_{j_i}$.

The first case is easy since any codeword bit cannot simultaneously have correlation 1 with two different message bits, hence this implies we can only have a constant number of message bits. The second case is harder, where we use a delicate combinatorial argument to reduce to the first case. Specifically, for any such message bit $i$ we can consider the bipartite graph $G_i$ on $2m$ vertices induced by the good pairs in $P_{j_i}$, thus any such graph has bounded degree (since the distance of the pairs is bounded) and is dense in the sense that the edges take up a constant fraction of all possible edges. For simplicity let us assume that having correlation 1 means that the two bits are the same as functions. Roughly, we use the dense property of these graphs to show the following: (c) there is an index $i = \Omega(n)$ and a right vertex $W \in G_i$ which is connected to a set $T$ of $\Omega(c^{j_i})$ left vertices in $G_i$, and (d) there are $\Omega(n)$ indices $i' \leq i$ such that in each $G_{i'}$, the same set $T$ is connected to a set $U_{i'}$ of $\Omega(c^{j_i})$ neighbors. By (c), all the codeword bits in $T$ must be the same, and they are all contained in an interval of length $c^{j_i}$. Then by (d), all the codeword bits in $U_{i'}$ for different $i'$ must be disjoint, since the parity of them with some bits in $T$ equals a different message bit. Now notice
that for any \( i' \leq i \), all pairs in \( P_{i'} \) have distance at most \( c^i \leq c^j \). This implies all the bits of all \( U_i \) are contained in an interval of length \( 2c^j \), which readily gives that \( n = O(1) \).

**The case of \( q \geq 3 \)** We now generalize the above strategy to the case of \( q \geq 3 \). Consider the case of \( q = 3 \) for example. Now any query is a triple and we use \( (d_1, d_2) \) to stand for the distances of the two adjacent intervals in the query. If we can show similar properties as before, i.e., for any triple with distance \( (d_1, d_2) \) in the induced distribution: (1) The probability mass of any element is \( O(\frac{1}{md_1d_2}) \), and (2) With high probability, the corresponding triple will have distance \( (d'_1, d'_2) \) such that \( d'_1 \in [d_1, cd_1], d'_2 \in [d_2, cd_2] \) for some constant \( c = c(\delta, \varepsilon) \), then a similar argument would yield the bound of \( n = O(\log^2 m) \), and for general \( q \) (at least constant \( q \)) the bound of \( n = O(\log^{q-1} m) \).

However, unlike the case of \( q = 2 \), another tricky issue arises here. The issue is that with the error distribution discussed above, while we can ensure that for any pair of indices in the \( q \)-tuple, its marginal distribution behaves as before, the joint distribution of the \( q \)-tuple in the induced distribution behaves differently than what we expect. The reason is that (e.g., for \( q = 3 \)) the two intervals with distance \( d_1 \) and \( d_2 \) are correlated under the error distribution. Specifically, the random deletion of each codeword bit again leads to a concentration phenomenon, thus conditioned on the number of deletions in the first interval, the parameter \( p \) is no longer uniformly distributed in the interval \([\frac{\delta}{5}, \frac{\delta}{4}]\), but rather pretty concentrated in a much smaller interval. This in turn affects the induced distribution of the second interval. Specifically, under this error distribution the bound on the probability in (1) becomes \( O(\frac{\sqrt{d}}{md_1d_2}) \), where \( d = d_1 + d_2 \). If we simply apply this bound, it will lead to (coincidentally or uncoincidentally) almost exactly the same bound as for Hamming LDC, thus we don’t get any significant improvement.

To get around this and prove strong lower bounds for insdel LDCs, we introduce additional random deletion processes to “break” the correlations discussed above. Towards this, we add another layer of deletions on top of the previous two operations: we first divide the codeword evenly into blocks of size \( s \), and then for each block, we independently pick a parameter \( p \) uniformly from \([\frac{\delta}{8\log m}, \frac{\delta}{4\log m}]\) and delete each bit of this block independently with probability \( p \). The idea is that, if for a 3-query it happens that one block is completely contained in one interval, then since the deletion process in that block is independent of the other blocks, the induced distribution of that interval is also more or less independent of the other interval.

However, this comes with another tricky issue: how to pick the size \( s \). If \( s \) is too large, then for queries with small intervals, both intervals can be contained in the same block, and the deletion process would be exactly the same as before, which defeats the purpose of using blocks. On the other hand, if \( s \) is too small, then for queries with large intervals, the concentration and correlation phenomenon will happen again, which also defeats the purpose of using blocks. Since the intervals of the queries can have arbitrary distance, our solution is to actually use \( O(\log m) \) layers of deletions, where for the \( j \)'th layer we use a block size of say \( 2^j \). This ensures that for any query there is an appropriate block size, and in the analysis we can first condition on the fixing of all other layers, and argue about this layer.

Yet there is another price to pay here: since we are only allowed at most \( \delta m \) deletions, in each layer we cannot delete each bit with constant probability. Therefore for these layers we need to pick a parameter \( p \) uniformly from \([\frac{\delta}{8\log m}, \frac{\delta}{4\log m}]\). We call this deletion **type 3**. This blows up our bound of the probability in (1) by a polylog factor (see Corollary 4 for a formal statement), and we get a bound of \( n = O(\log^{2q-3} m) \).

We note that in all the discussions so far, our error distributions do not depend on anything
about the codeword or the entire coding and decoding scheme, thus all these results apply in settings where the encoder and decoder share secret randomness (private-key), which makes our lower bounds stronger. On the other hand, by exploiting the decoder’s strategy, we can actually improve our bounds for the case of \( q \geq 3 \) (but the improved lower bounds no longer hold in the private-key setting). This time, we add another \( O(\log m) \) layers of deletions on top of the previous three operations, where for the \( j \)’th layer we again use a block size of say \( 2^j \). However, for these \( O(\log m) \) layers the deletion parameter \( p \) is not picked from \([\frac{\delta}{8 \log m}, \frac{\delta}{4 \log m}]\), but rather uniformly from \([\frac{\delta p_j}{8}, \frac{\delta p_j}{4}]\), where \( p_j \) is the probability that the decoder uses a query whose first interval has distance in \([2^{j-1}, 2^j)\). We call this deletion type 4. Notice that since \( \sum_j p_j = 1 \) the expected number of total deletions for this operation is still at most \( \frac{4m}{4} \).

To get some intuition of why this helps us, consider the extreme case where all the queries used by the decoder have exactly the same distance for the first interval. Since there is no other distance for the first interval, we should not assign any probability mass of deletions to blocks of a different size, but should instead use the same block size, and delete each bit with probability \( p \) chosen uniformly from say \([\frac{\delta}{8}, \frac{\delta}{4}]\). This corresponds to the case where some \( p_j = 1 \), and the above strategy is a natural generalization. In the meantime, we still need all previous deletion types to take care of the other intervals. We show that under this deletion process we can replace one \( \log m \) factor in the probability of (1) by \( 1/p_j \) (see Corollary 5 for a formal statement), and overall this leads to a bound of \( n = O(\log^{2q-4} m) \) for \( q \geq 3 \).

### 1.3 Open Problems

**Better lower bounds and/or explicit constructions** An immediate open problem concerns the existence of constant-query Insdel LDCs. While our lower bounds here are exponential in the message length, it is still conceivable that such Insdel LDCs do not actually exist, a conjecture raised in [BBG+20]. If on the other hand such codes do exist, it would be very intriguing to have better lower bounds and/or have explicit constructions, even for \( q = O(\log n / \log \log n) \). Surprisingly, it appears to be highly non-trivial to construct such codes, which is in contrast to Hamming LDCs, where the simple Hadamard code is a classic example of a constant-query (in fact 2-query) LDC, and by now we have several constructions of explicit LDCs.

**Relaxed Insdel LDCs/LCCs** Relaxed (Hamming) LDCs/LCCs are variants in which the decoder is allowed some small probability of outputing a “don’t know” answer, while it should answer with the correctly decoded bit most of the time. [BGH+06] proposed these variants and gave constructions with constant query complexity and codeword length \( m = n^{1+\varepsilon} \). More recently [GRR18] extended the notion to LCCs, and proved similar bounds, which are tight [GL21]. An open problem here is to understand tight bounds for the relaxed insdel variants of LDCs/LCCs.

**Larger alphabet size** We believe our proofs generalize to larger alphabet sizes, and leave the precise bounds in terms of the alphabet size as an open problem. All the above directions may also be asked for larger alphabet sizes.

### 1.4 Further discussion about related work

[OPS07] gave private key constructions of LDCs with constant rate \( m = \Theta(n) \) and locality \( \text{polylog}(n) \). [BKZ20] extended the construction from [OPS07] to settings where the sender/decoder do not share
randomness, but the adversarial channel is resource bounded i.e., there is a safe-function that can be evaluated by the encoder/decoder but not by the channel due to resource constraints (space, computation depth, etc.). By contrast, in the classical setting with no shared randomness and a computationally unbounded channel there are no known constructions with constant rate $m = \Theta(n)$ and locality $\text{polylog}(n)$. [BB21] applied the [BBG$^+$20] compiler to the private key Hamming LDC of [OPS07] (resp. resource bounded LDCs of [BKZ20]) to obtain private key Insdel LDCs (resp. resource bounded Insdel LDCs) with constant rate and $\text{polylog}(n)$ locality.

Insdel LDCs have also been recently studied in computationally bounded channels, introduced in [Lip94]. Such channels can perform a bounded number of adversarial errors, but do not have unlimited computational power as the general Hamming channels. Instead, such channels operate with bounded resources: for example, they might only behave like probabilistic polynomial time machines, or log space machines, or they may only corrupt codewords while being oblivious to the encoder’s random coins, or they might have to deal with settings in which the sender and receiver exchange cryptographic keys. As expected, in many such limited-resource settings one can construct codes with strictly better parameters than what can be done generally [DGL04, MPSW05, GS16, SS16]. LDCs in these channels under Hamming error were studied in [OPS07, HO08, HOSW11, HOW15, BGGZ19, BKZ20].

[BB21] applied the [BBG$^+$20] compiler to the Hamming LDC of [BKZ20] to obtain a constant rate Insdel LDCs with $\text{polylog}(n)$ locality for resource bounded channels. The work of [CLZ20] proposes the notion of locally decodable codes with randomized encoding, in both the Hamming and edit distance regimes, and in the setting where the channel is oblivious to the encoded message, or the encoder and decoder share randomness. For edit error they obtain codes with $m = O(n)$ or $m = n \log n$ and $\text{polylog}(n)$ query complexity. However, even in settings with shared randomness or where the channel is oblivious or resource bounded, there are no known constructions of Insdel LDCs with constant locality.

Locality in the study of insdel codes was also considered in [HS18], which constructs explicit synchronization strings that can be locally decoded.

Synchronization strings are powerful ingredients that have been used extensively in constructions of insdel codes. In fact, by combining locally decodable synchronization strings with Hamming LDCs, it seems possible to get similar reductions to Insdel LDCs as those in [OPS07, BBG$^+$20].

1.5 Organization

In Section 2 we give some basic notations and lemmas. In section 3, we show our lower bound for 2 query insdel LDCs. In Section 4, we describe more general error distributions and their induced properties. In Section 5 we show our lower bound for $q$-query insdel LDCs for the private key setting. In Section 6, we show our stronger lower bound for $q$-query insdel LDCs.

2 Notation and Preliminary Lemmas

Here we present some common notation and lemmas which we use throughout our proofs.

The indices $i, j, k, \ell$ are reserved for iterators; $c, \alpha, \beta, \gamma, \eta$ are reserved for constants; $a, b, x, y, z$ are reserved for vectors or strings. For a string $y \in \{0, 1\}^m$ and a subset $J \subseteq [m]$ of indices, we write $y_J := \{y_j : j \in J\}$ for the restriction of $y$ to $J$.

We may assume that decoder always queries exactly $q$ indices. If some query uses a set of
indices $Q' \subseteq [m]$ such that $|Q'| = q' < q$, we can replace $Q'$ by $Q = Q' \cup \{j_1, \ldots, j_{q' - q}\}$ where choices of $j_1, \ldots, j_{q' - q} \in [m] \setminus Q'$ are arbitrary. In the actual decoding, the decoder will just ignore the extra symbols. Given a tuple $\{k_0, \ldots, k_{q-1}\}$ with $k_0 < \cdots < k_{q-1}$, we also denote it by $(k_0, d_1, d_2, \ldots, d_{q-1})$ where $d_i = k_i - k_{i-1}$ for $i = 1, 2, \ldots, q - 1$. Note that this induces a bijection $\psi_{m,q}$ between $\mathcal{S}_{m,q} = \{ (k, d_1, \ldots, d_{q-1}) : k, d_1, \ldots, d_{q-1} \geq 1, k + d_1 + \cdots + d_{q-1} \leq m \}$ and $\binom{[m]}{q}$. Sometimes we will abuse the notation and write $Q \subseteq [m]^q$ while we actually mean the image of $Q$ under $\psi_{m,q}$ (e.g. when we write $A \cap B$ where $A \subseteq \binom{[m]}{q}$ and $B \subseteq \mathcal{S}_{m,q}$), and vice versa.

Given a distribution $\mathcal{D}$ over some space $\Omega$, denote by $\text{supp}(\mathcal{D}) = \{ \omega \in \Omega : \mathcal{D}(\omega) > 0 \}$ the support of $\mathcal{D}$.

All logs are in base 2 unless otherwise specified. We write $\mathcal{H}(x) = -x \log x - (1 - x) \log(1 - x)$ for the binary entropy function, and we use the following upper bound (Proposition 1). The proof can be obtained via expanding $\mathcal{H}(x)$ into Taylor series around $x = 1/2$.

**Proposition 1.** For $x \in (0, 1/2)$, we have $\mathcal{H}(1/2 + x) \leq 1 - (2(\ln 2)^2/3)x^2$.

**Basic facts of Fourier analysis.** We start with a Boolean function from $\{0, 1\}^n \to \{0, 1\}$ and transform it to the $\{1, -1\}^n \to \{1, -1\}$ space by the transformation $u \mapsto (-1)^u$ for any bit $u$ in the input or output.

Let $f, g$ be two Boolean functions from Fourier space. We define their correlation to be $\text{Corr}(f, g) = |\mathbb{E}_x[f(x)g(x)]| = |\text{Pr}_x[f(x) = g(x)] - \text{Pr}_x[f(x) \neq g(x)]|$. For a function $f$, its Fourier expansion is $\sum_{S \subseteq [n]} \hat{f}_S \chi_S(x)$, where $\chi_S(x) = \prod_{i \in S} x_i$ and $\hat{f}_S = \langle f, \chi_S \rangle = \mathbb{E}_x f(x) \chi_S(x)$. By this definition, for Boolean functions $f$, we always have $|\hat{f}_S| \leq 1$, since $f(u), \chi_S(u) \in \{-1, 1\}$.

**Proposition 2.** Let $f : \{-1, 1\}^n \to \{-1, 1\}$ and $C : \{-1, 1\}^n \to \{-1, 1\}^m$ be arbitrary functions. For every $Q \subseteq \binom{[m]}{q}$, if

$$\sup_{S \subseteq Q} \left| \mathbb{E}_x f(x) \prod_{j \in S} y_j \right| < \frac{\varepsilon}{2^t},$$

where $y = C(x)$, then for any function $g : \{-1, 1\}^q \to \{-1, 1\}$, $\text{Pr}_x \left[ g(y_Q) = f(x) \right] < (1 + \varepsilon)/2$.

**Proof.** We know that $g(y_Q) = \sum_{S \subseteq [q]} \hat{g}_S \chi_S(y_Q)$. So

$$\mathbb{E}_x g(y_Q) f(x) = \left| \mathbb{E}_x \sum_{S \subseteq [q]} \hat{g}_S \chi_S(y_Q) f(x) \right| = \sum_{S \subseteq [q]} \left| \mathbb{E}_x \hat{g}_S \chi_S(y_Q) f(x) \right| \leq 2^t \sup_{S \subseteq [q]} \left| \mathbb{E}_x \hat{g}_S \chi_S(y_Q) f(x) \right| < 2^t \varepsilon/2^t = \varepsilon.$$

So $\text{Pr}_x \left[ g(y_Q) = f(x) \right] < (1 + \varepsilon)/2$. \qed
Our analysis is based on designing a specific error pattern and deriving the necessary properties the decoder needs to have in order to perform well against such errors. In a high level, the error pattern is going to be in the following form. Given a codeword $y \in \{0, 1\}^m$, we first obtain the augmented codeword $y' \in \{0, 1\}^{2m}$ by appending $m$ bits to the end of $y$. These bits may be random, and most often they will be independent and uniformly random bits. Then the augmented codeword undergoes a random deletion process, which we describe in details later in Section 3 and Section 4. For now, think of it as generating a subset $D \subseteq [2m]$ according to some distribution $D$, and then deleting all bits from $y'$ with indices in $D$. Finally, the string output by the deletion process is truncated at length $m$ to obtain the final output $	ilde{y}$. We will argue that with high probability, $\tilde{y}$ has length exactly $m$ (i.e. there are at most $m$ deletions in total) and is close to the original codeword $y$ (i.e. only a small number of deletions are introduced to the first half of $y'$).

One would observe that we could equivalently augment the codeword to length $m$ after the deletion process, and indeed this gives the same distribution (if the padded bits are i.i.d.). However, it turns out that our argument becomes cleaner if we view the deletions as if they also occur in the augmented part. Specifically, in the following definition we view the augmented bits as part of the codeword, as it is possible that in some situation they actually help the decoder to decode some message bits.

**Definition 5.** For $i \in [n]$, define the set $\text{Good}_i$ as

$$\text{Good}_i := \{Q \in \binom{[2m]}{q} : \exists a \text{ Boolean function } f : \{0, 1\}^q \rightarrow \{0, 1\} \text{ such that } \Pr[f(C'(x)Q) = x_i] \geq \frac{1}{2} + \frac{\epsilon}{4}\},$$

where the probability is over the uniform distribution of all messages and any possible randomness in the padded bits.

For $Q \in \binom{[2m]}{q}$, let $H_Q \subseteq [n]$ be a subset collecting all indices $i$ for which $\text{Good}_i$ contains $Q$. The following is a corollary to Theorem 2 in [KT00].

**Proposition 3.** $\forall Q \in \binom{[2m]}{q}, |H_Q| \leq q/ (1 - \mathcal{H}(1/2 + \epsilon/4))$.

**Proof.** Let $I \left( x_{H_Q} ; C(x)Q \right)$ denote the mutual information between $x_{H_Q}$ and $C(x)Q$. We have that

$$I \left( x_{H_Q} ; C(x)Q \right) \leq \mathcal{H} \left( C(x)Q \right) \leq q.$$

On the other hand,

$$I \left( x_{H_Q} ; C(x)Q \right) = \mathcal{H} \left( x_{H_Q} \right) - \mathcal{H} \left( x_{H_Q} \mid C(x)Q \right) \geq \mathcal{H} \left( x_{H_Q} \right) - \sum_{i \in H_Q} \mathcal{H} \left( x_i \mid C(x)Q \right) \geq (1 - \mathcal{H}(1/2 + \epsilon/4)) \cdot |H_Q|.$$

Rearranging gives the result. $\Box$

A deletion pattern is a distribution $D$ over subsets of $[2m]$. Let $D \subseteq [2m]$ be a set of deletions. We note that $D$ induces a strictly increasing mapping $\phi_D : [2m - |D|] \rightarrow [2m]$, where $\phi_D(i) = \min \left\{ i' \in [2m] : |D \cap [i']| \geq i \right\}$, or intuitively the index of $i$ before the deletions are introduced.
Given $Q = \{k_0, \ldots, k_{q-1}\} \in \binom{[m]}{q}$, we denote $Q^D = \{\phi_D(k_0), \ldots, \phi_D(k_{q-1})\}$. Note that this is always well-defined when $|D| \leq m$. Most often we will work with a random $D \sim \mathcal{D}$ for some deletion pattern $\mathcal{D}$. In that case $Q^D$ is a random variable, and sometimes we say that $Q^D$ corresponds to $Q$ under $\mathcal{D}$. If the event $Q^D \in \text{Good}_i$ occurs, where $Q$ is a random query of $\text{Dec}(\cdot, m, i)$, we say that “$\text{Dec}(\cdot, m, i)$ hits $\text{Good}_i$”. In this paper this event will be independent of the string given to $\text{Dec}$ since $\text{Dec}$ is non-adaptive, and $\mathcal{D}$ will be oblivious to the codeword.

**Lemma 1.** Given a $(q, \delta, \varepsilon)$ insdel LDC, for any deletion pattern $\mathcal{D}$ such that $|D \cap [m]| \leq \delta m$ and $|D| \leq m$ for any $D \in \text{supp}(\mathcal{D})$, and any $i \in [n]$, the probability that $\text{Dec}(\cdot, m, i)$ hits $\text{Good}_i$ is at least $3\varepsilon/2$.

**Proof.** Consider a uniformly random message $x \in \{0, 1\}^n$ and $y = C(x) \in \{0, 1\}^m$. Let $y' \in \{0, 1\}^{2m}$ be an augment of $y$, and denote by $y^D$ the string obtained by deleting from $y'$ all bits with indices in $D$ and truncating at length $m$. Formally, $y_j^D = y'_\phi_D(j)$ for $j = 1, \ldots, m$. Note that this is well defined if $|D| \leq m$.

Denote by $\mathcal{E}$ the event “$\text{Dec}(\cdot, m, i)$ hits $\text{Good}_i$”. Conditioned on $\mathcal{E}$, the decoder successfully outputs $x_i$ with probability at most $1/2 + \varepsilon/4$, by definition of $\text{Good}_i$ (even in the case where the decoder may output a random function).

When $|D \cap [m]| \leq \delta m$, we have that $\text{ED}(y, y^D) \leq \delta \cdot 2m$. By definition of a $(q, \delta, \varepsilon)$ insdel LDC, we have that

$$\frac{1}{2} + \varepsilon \leq \Pr[\text{Dec}(y^D, m, i) = x_i] \leq \Pr[\text{Dec}(y^D, m, i) = x_i \mid \mathcal{E}] \cdot \Pr[\mathcal{E}] + \Pr[\text{Dec}(y^D, m, i) = x_i \mid \mathcal{E}'] \cdot \Pr[\mathcal{E}']$$

$$\leq \Pr[\mathcal{E}] + \left(\frac{1}{2} + \frac{\varepsilon}{4}\right) \cdot (1 - \Pr[\mathcal{E}]).$$

All probabilities above are over $x, D$, the randomness of the decoder and any possible randomness in the padded bits. Rearranging gives $\Pr[\mathcal{E}] \geq 3\varepsilon/(2 - \varepsilon) \geq 3\varepsilon/2$. 

We will write $U[a, b]$ for the uniform distribution over the interval $[a, b]$. For $n \in \mathbb{N}$ and $p \in [0, 1]$, we will write $B(n, p)$ for the binomial distribution with $n$ trials and success probability $p$. When $p$ is a random variable with distribution $\mathcal{D}$, we will denote the resulting compound distribution by $B(n, \mathcal{D})$.

We use the following anti-concentration bound for the compound distribution $B(n, U[a, b])$.

**Lemma 2.** Let $n \in \mathbb{N}$, and $0 \leq s < t \leq 1$. Let $X$ be a random variable following a compound distribution $B(n, U[a, b])$. Then for any $0 \leq k \leq n$, we have

$$\Pr[X = k] \leq \frac{1}{(t - s)(n + 1)}.$$

**Proof.** We can explicitly write the probability as

$$\Pr[X = k] = \frac{1}{t - s} \int_s^t \binom{n}{k} x^k (1-x)^{n-k} \, dx \leq \frac{1}{t - s} \int_0^t \binom{n}{k} x^k (1-x)^{n-k} \, dx.$$
Denoting
\[ I_k = \binom{n}{k} \int_0^t x^k (1-x)^{n-k} \, dx, \]
we are going to show that \( I_k \leq \frac{1}{n+1} \). Integration by parts gives
\[
I_k = \frac{1}{k+1} \binom{n}{k} \left( t^{k+1} (1-t)^{n-k} \right) + \frac{n-k}{k+1} \binom{n}{k} \int_0^t x^{k+1} (1-x)^{n-k-1} \, dx \\
= \frac{1}{n+1} \binom{n+1}{k+1} t^{k+1} (1-t)^{n-k} + \frac{n}{k+1} \int_0^t x^{k+1} (1-x)^{n-k-1} \, dx \\
= \frac{1}{n+1} \binom{n+1}{k+1} t^{k+1} (1-t)^{n-k} + I_{k+1}.
\]
Therefore by telescoping and the Binomial Theorem, we have
\[
I_k = \sum_{j=k}^n (I_k - I_{k+1}) = \frac{1}{n+1} \sum_{j=k+1}^{n+1} \binom{n+1}{j} t^j (1-t)^{n+1-j} \leq \frac{1}{n+1}.
\]

3 Bounds for 2-query Insdel LDCs

In this section, we prove lower bounds for 2-query insdel LDCs (Theorem 1 and Theorem 2).

We start by describing the error pattern. It is defined via the following random deletion process which is applied to the augmented codeword described in the last section i.e., we obtain the augmented codeword by appending \( m \) bits to the end of the codeword. Recall that after applying the random deletions below we can always truncate the final string back down to \( m \) bits.

**Description of the error distribution**

**Step 1** Pick a real number \( \beta \in \left[ \frac{\delta}{8}, \frac{\delta}{4} \right] \) uniformly at random and then delete each bit \( j \in [2m] \) independently with probability \( \beta \).

**Step 2** Pick an integer \( e_2 \in \left\{ 0, 1, \ldots, \left\lfloor \frac{\delta m}{4} \right\rfloor \right\} \) uniformly at random and delete the first \( e_2 \) bits.

We remark that equivalently, the process can be thought of as maintaining a subset \( D \subseteq [2m] \) of deletions and updating \( D \) in each step, and nothing is really deleted until the end of the process. We will sometimes take this view in later discussions. However, for readability we omitted the details as to how this set is updated.

The following proposition bounds the number of deletions introduced by the process.

**Proposition 4.** Let \( D \subseteq [2m] \) be a set of deletions generated by the process. Then we have
\[ \Pr[|D \cap [m]| > \delta m] \leq 2^{-\Omega(m)}, \]
\[ \Pr[|D| > m] \leq 2^{-\Omega(m)}. \]

**Proof.** Let \( D_1 \subseteq D \) be the subset of deletions introduced during Step 1. Since Step 2 introduces at most \( \delta m/4 \) deletions, it suffices to upper bound the probabilities of \( |D_1 \cap [m]| > 3\delta m/4 \) and \( |D_1| > 3m/4 \). Moreover, it suffices to prove the upper bounds for any fixed \( \beta \in [\delta/8, \delta/4] \) picked in Step 1.

For the first item, notice that each bit \( j \in [m] \) is deleted independently with probability \( \beta \leq \delta/4 \). Thus by Hoeffding’s inequality
\[ \Pr\left[ |D_1 \cap [m]| \geq \left( \frac{\delta}{4} + \frac{\delta}{2} \right) m \right] \leq \exp\left(-\frac{\delta^2 m}{2}\right) = 2^{-\Omega(m)}. \]

The proof of the second item follows similarly from Hoeffding’s inequality
\[ \Pr\left[ |D_1| \geq \frac{3m}{4} \right] \leq \Pr\left[ D_1 \geq \left( \frac{\delta}{4} + \frac{1}{8} \right) \cdot 2m \right] \leq \exp\left(-2 \left( \frac{1}{8} \right)^2 \cdot 2m \right) = 2^{-\Omega(m)}. \]

\[ \square \]

In the following lemma, we fix an arbitrary query \( \{k, \ell\} \in \binom{[m]}{2} \) of the decoder, with \( k < \ell \), and represent it as \((k, d)\) where \( d = \ell - k \).

Let \((k', d') \in [2m] \times [2m]\) be the random pair that corresponds to \((k, d)\) under the error distribution (see the discussion before Lemma 1). It should be clear that we always have \( k' \geq k \) and \( d' \geq d \). We prove some properties of the distribution of \((k', d')\).

**Lemma 3.** There exist two constants \( c = c(\varepsilon) > 1 \) and \( c' = c'(\delta) > 0 \) such that the following holds.

- The distribution of \((k', d')\) is concentrated in the set \([2m] \times [d, cd]\) with probability \( 1 - \varepsilon \).
- Any support of \((k', d')\) has probability at most \( c'/md\).

**Proof.** We prove the concentration result first. We will fix an arbitrary \( \beta \in [\delta/8, \delta/4] \). By Hoeffding’s inequality, we can take \( c_0 = \sqrt{\ln(1/\varepsilon)}/2 \) such that for any \( n \in \mathbb{N} \) and \( p \in [0, 1] \),
\[ \Pr_{Y \sim B(n, p)}[Y \geq pn + c_0 \sqrt{n}] \leq \varepsilon. \]

Take \( c = 8c_0^2 = 4\ln(1/\varepsilon) \). Then \( c > 1 + (c_0(1 - \beta))^2 \) for any \( \beta \leq \delta/4 < 1/2 \). Let \( X \) denote the number of deletions occurred in \([d + 1, cd]\), which follows a binomial distribution \( B((c-1)d, \beta) \). Then by the choice of \( c_0 \) we have
\[ \Pr[d' > cd] \leq \Pr[X \geq (c - 1)d] \leq \Pr[X \geq \beta(c - 1)d + c_0 \sqrt{(c - 1)d}] \leq \varepsilon. \]

Note that this holds for any choice of \( \beta \leq \delta/4 \), and thus the concentration result follows.

Now we turn to the anti-concentration result. Denote by \( k' \mapsto k \) the event that the \( k' \)-th bit is retained and has index \( k \) after the deletion, and denote by \((k', d') \mapsto (k, d)\) the event \((k' \mapsto k) \land (k' + d' \mapsto k + d)\).
Write $\Pr_{S_1}[\cdot]$ for the error distribution after Step 1. Let $X$ be the number deletions occurred in \{\(k' + 1, \ldots, k' + d' - 1\)\}, which follows a compound distribution $B(d' - 1, U[\delta/8, \delta/4])$. We have

\[
\sum_{k''=0}^{k'} \Pr_{S_1}[(k', d') \mapsto (k'', d)] = \sum_{k''=0}^{k'} \Pr_{S_1}[k' \mapsto k''] \cdot \Pr_{S_1}[k' + d' \mapsto k'' + d | k' \mapsto k'']
\]

\[
= \sum_{k''=0}^{k'} \Pr_{S_1}[k' \mapsto k''] \cdot \Pr_{S_1}[X = d' - d] \cdot \Pr_{S_1}[k' + d' \text{ is retained}]
\]

\[
\leq \Pr_{S_1}[k' \text{ is retained}] \cdot \frac{8}{\delta} \cdot \frac{1}{d'}
\]

\[
\leq \frac{8}{\delta} \cdot \frac{1}{d'}.
\]

Here the first inequality is due to Lemma 2. Finally, averaging over $e_2$ gives

\[
\Pr\left[(k', d') \mapsto (k, d)\right] = \frac{8}{\delta m} \sum_{e_2=0}^{\delta m/8} \Pr_{S_1}[(k', d') \mapsto (k + e_2, d)]
\]

\[
\leq \frac{8}{\delta m} \sum_{k''=0}^{k'} \Pr_{S_1}[(k', d') \mapsto (k'', d)]
\]

\[
\leq \frac{8}{\delta m} \cdot \frac{8}{\delta} \cdot \frac{1}{d}
\]

\[
= \frac{64}{\delta^2} \cdot \frac{1}{md}.
\]

Therefore we can take $c' = 64/\delta^2$.

Before proceeding to prove the main theorems, we provide a dictionary of notations to facilitate the readers.

**Notations.** The sets $S_i, S, T, U_i, V_i$ are subsets of $[m]$, where $S_i, S, T, U_i$ are used to denote some set of the first indices (namely $k$ for a pair $\{k, \ell\}$ with $k < \ell$), and $V_i$ is used to denote some set of the second indices (namely $\ell$ for a pair $\{k, \ell\}$ with $k < \ell$). We have the following relation: $\forall i, U_i \subseteq T \subseteq S$.

The set $\text{Good}_i$ is defined in Definition 5. The sets $P_j, Q_i$ are subsets of $[2m] \times [2m]$, i.e., subsets of the pairs of indices that may or may not be used in the query. $j$ is reserved for the index of some $P_j$.

The set $G_{k,i}$ is a subset of $[n]$, i.e., a subset of some indices of the message bits.

We recall the statement of our main theorem for 2-query linear insdel LDC.

**Theorem 1.** For any $(2, \delta, \varepsilon)$ linear or affine insdel LDC $C : \{0, 1\}^n \rightarrow \{0, 1\}^m$, we have $n = O_{\delta, \varepsilon}(1)$.

To prove this theorem we first establish the following claim, which works for any $(2, \delta, \varepsilon)$ insdel (even non-linear/affine) LDC. Let $c$ be the constant from Lemma 3. Consider all pairs of the form $(k, d)$ in $[2m] \times [2m]$, and partition them into $t = \lceil \log_{c}(2m) \rceil = O(\log m)$ subsets $\{P_j\}$, where for any $j \in [t]$, $P_j = [2m] \times [c^{j-1}, c^j)$.
Claim 1. There exists a constant $\gamma = \gamma(\delta, \varepsilon) \leq 1$ such that the following holds for any $(2, \delta, \varepsilon)$ insdel LDC. For any $i \in [n]$, there exists a $j \in [t]$ such that $|P_j \cap \text{Good}_i| \geq \gamma mc_j$.

Proof. Fix any $i \in [n]$. Let $D \subseteq [2m]$ be a random set of deletions generated by the random process. By Proposition 4, with probability $1 - 2^{-\Omega(m)} \geq 1 - \varepsilon/4$ for any large enough $n$ (and thus also $m$), we have that $|D \cap [m]| \leq \delta m$ and $|D| \leq m$. Conditioned on this event, $\text{Dec}(-, m, i)$ hits $\text{Good}_i$ with probability at least $3\varepsilon/2$ by Lemma 1. Therefore, unconditionally the probability that $\text{Dec}(-, m, i)$ hits $\text{Good}_i$ is at least $3\varepsilon/2 - \varepsilon/4 = 5\varepsilon/4$.

Choose $j'$ such that $c'^{-1} \leq d < c'$. Noticing that $[2m] \times [d, cd]$ contains at least $\varepsilon md/(4c')$ pairs such that the first bit has correlation either $0$ or $1$ with any $x_i$. Furthermore the inserted bits are independent, uniform random bits. Therefore in any of these cases, the correlation must be $1$ and the bits involved must not contain any inserted bit.

By the definition of $\text{Good}_i$ and Proposition 2, if a pair $(k, \ell) \in \text{Good}_i$ ($k < \ell$), then one of the following cases must happen: (1) $x_i$ has correlation at least $\varepsilon/8$ with $y_k$; (2) $x_i$ has correlation at least $\varepsilon/8$ with $y_\ell$; and (3) $x_i$ has correlation at least $\varepsilon/8$ with $y_k \oplus y_\ell$. However, notice that the code is a linear or affine code, thus every bit in $C(x)$ is a linear or affine function of $x$, which has correlation either $1$ or $0$ with any $x_i$. Furthermore the inserted bits are independent, uniform random bits. Therefore in any of these cases, the correlation must be $1$ and the bits involved must not contain any inserted bit.

Thus, for any $i \in [n]$ and the corresponding $j \in [t]$ guaranteed by Claim 1, by averaging we also have three cases: (1) $P_j$ has at least $\gamma mc_j/4$ pairs such that the first bit has correlation $1$ with $x_i$; (2) $P_j$ has at least $\gamma mc_j/4$ pairs such that the second bit has correlation $1$ with $x_j$; and (3) $P_j$ has at least $\gamma mc_j/2$ pairs such that the parity of the pair of bits has correlation $1$ with $x_i$.

By another averaging, we now have two cases: either (a) at least $n/4$ of the message bits fall into case (1) or (2) above, or (b) at least $n/2$ of the message bits fall into case (3) above. We prove Theorem 1 in each case.

Proof of Theorem 1 in case (a). In this case, without loss of generality assume that there is a subset $I \subseteq [n]$ with $|I| \geq n/4$ such that for any $i \in I$, the corresponding $P_j$ has at least $\gamma mc_j/4$ pairs such that the first bit has correlation $1$ with $x_i$. Notice that any bit in $C(x)$ can be the first bit for at most $c_j$ pairs in $P_j$, this means that there must be at least $\gamma m/4$ different bits in $C(x)$ that has correlation $1$ with $x_i$. Let this set be $V_i$ and we have $|V_i| \geq \gamma m/4$.

Since for each $i \in I$ we have such a set $V_i$, and these sets must be disjoint (a bit cannot simultaneously have correlation $1$ with $x_i$ and $x_i'$ if $i \neq i'$), we have

$$\frac{n}{4} \frac{\gamma m}{4} \leq \sum_{i \in I} |V_i| = \bigcup_{i \in I} V_i \leq m.$$
This gives $n \leq 16/\gamma = O_{\delta, \varepsilon}(1)$.

Proof of Theorem 1 in case (b). This is the harder part of the proof. Here, there is a subset $I \subseteq [n]$ with $|I| \geq n/2$ such that for any $i \in I$, the corresponding $P_j$ has at least $\gamma mc^j/2$ pairs such that the parity of the pair of bits has correlation 1 with $x_i$. For each $i \in I$, let the set of these pairs be $Q_i$. Thus $|Q_i| \geq \gamma mc^j/2$, where for any $i \in I$, $j_i$ is the corresponding index of $P_j$ guaranteed by Claim 1. Let $|I| = n' \geq n/2$. By rearranging the message bits if necessary, without loss of generality we can assume that $I = [n']$ and $j_1 \leq j_2 \leq \cdots \leq j_{n'}$. Let $S_i$ be the set of all first indices of $Q_i$ which are connected to at least $\gamma c^{j_i}/4$ second indices. Formally, $S_i = \{k : |\{d : (k, d) \in Q_i\}| \geq \gamma c^{j_i}/4\}$.

Another way to view this is to consider the bipartite graph $G_i = ([m], [m], Q_i)$ (since the pairs in $Q_i$ can only involve bits in $C(x)$). Then $G_i$ has at least $\gamma mc^{j_i}/2$ edges, and the left and right degrees of $G_i$ are both at most $c^{j_i}$. Now $S_i$ is the subset of left vertices with degree at least $\gamma c^{j_i}/4$. We have the following claim.

Claim 2. For any $i \in [n']$, $|S_i| \geq \gamma m/4$.

Proof. Since $|Q_i| \geq \gamma mc^{j_i}/2$, and each index in $S_i$ is connected to at most $c^{j_i}$ other indices, the claim follows by a Markov type argument.

Now, for any index $k \in [m]$ and any index $i \in [n']$, we define the set $G_{k,i}$ to be the set of all indices $i' \leq i$ such that $k \in S_{i'}$. Formally, $G_{k,i} = \{i' \leq i : k \in S_{i'}\}$. We have the following claim:

Claim 3. There exists a constant $\eta = \eta(\delta, \varepsilon) = \gamma/8$, an index $i \in [n']$ and a set $S \subseteq S_i$, such that

- $|S| \geq \eta m$.
- For any $k \in S$, we have $|G_{k,i}| \geq \eta n'$.

Proof. First notice that $\sum_{k \in [m]} |G_{k,i}| = \sum_{i \in [n']} |S_i|$. For a pair $(i, k)$ with $i \in [n']$ and $k \in [m]$, we say it is good if $k \in S_i$ and $|G_{k,i}| \geq \gamma n'/8$. For any fixed $k \in [m]$, there are at least $|G_{k,n'}| - \gamma n'/8$ indices $i \in [n']$ such that $(i, k)$ is good (this number may be negative, but that’s still fine for us). To see this, let $i^*$ be the smallest index such that $|G_{k,i^*}| = \gamma n'/8$ and notice that $|G_{k,n'}| - \gamma n'/8 = |G_{k,n'}| - |G_{k,i^*}|$ counts the number of $i$ such that $i^* < i \leq n'$ and $k \in S_i$, i.e. the number of good pairs.

Therefore the total number of good pairs is at least

$$\sum_{k \in [m]} \left(|G_{k,n'}| - \frac{\gamma n'}{8}\right) = \sum_{i \in [n']} |S_i| - \frac{\gamma mn'}{8} \geq \frac{\gamma mn'}{8},$$

since for any $i \in [n']$, we have $|S_i| \geq \gamma m/4$.

By averaging, this implies that $\exists i \in [n']$, such that there are at least $\gamma m/8$ good pairs for this fixed $i$. Let $S$ be the set of all good indices of $k$ for this $i$, then we must have $|S| \geq \gamma m/8$ and for any $k \in S$, we have $k \in S_i$ and $|G_{k,i}| \geq \gamma n'/8$. Thus the claim holds.

Now consider the index $i$ and the set $S$ guaranteed by the above claim. Recall $j_i$ is the index $j$ of $P_j$ corresponding to $i$. We have the following claim.

Claim 4. There exists a set $T \subseteq S$ and two indices $k_0, t_0 \in [m]$ such that the following holds.

- $|T| \geq \frac{\eta c^{j_i}}{4}$. 
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implies that $n^{3i}$.

- $T \subseteq [k_0, k_0 + c^{3i}]$.

- $\forall k \in T$, $C(x)_{k} \oplus C(x)_{t_0}$ has correlation 1 with $x_i$.

Proof. Consider all pairs of indices $\{k, \ell\} \in Q_i$ ($k < \ell$) with $k \in S$, and view it as a bipartite graph $G = (A, B, E)$ with indices $k$ on the left, and indices $\ell$ on the right. Formally, $G = (A, B, E)$ with $A = \{a_1, \ldots, a_m\}$, $B = \{b_1, \ldots, b_m\}$ and edge $E = \{(a_k, b_\ell) : \{k, \ell\} \in Q_i, k < \ell\}$. Since for any $k \in S$, we have $k \in S_i$, we know that any $a_k$ has degree at least $\gamma c^{3i}/4$. Notice that there are $m$ right vertices in $B$. Therefore there must exist an $\ell_0 \in [m]$ such that the node $b_{\ell_0}$ is connected to at least $\eta \gamma c^{3i}/4$ vertices on the left, and we can let the set of all these vertices be $T = \{k : (a_k, b_{\ell_0}) \in E\}$. Since for any pair in $Q_i$, the parity of this pair of bits has correlation 1 with $x_i$, we have that $C(x)_k \oplus C(x)_{\ell_0}$ has correlation 1 with $x_i$ for all $k \in T$.

Since the vertices in $T$ are all connected to $\ell_0$, and the distance $d = \ell - k$ for all pairs in $Q_i$ is in $[c^{3i-1}, c^{3i}]$, we must have that all indices $k \in T$ are in the range $[\ell_0 - c^{3i}, \ell_0]$. Taking $k_0 = \ell_0 - c^{3i}$ and the claim follows.

Now for any $i' \leq i$, let $U_{i'} = S_{i'} \cap T$, and consider the set $V_{i'}$ of all indices $\ell \in [m]$ such that $\exists k \in U_{i'}$ with $\{k, \ell\} \in Q_{i'}$. In other words, $V_{i'}$ is set of neighbours of $U_{i'}$ in the bipartite graph $([m], [m], Q_{i'})$. We have the following claim.

Claim 5. For any $i' \leq i$, we have

- $V_{i'} \subseteq [k_0, k_0 + 2c^{3i}]$.

- $|V_{i'}| \geq \gamma |U_{i'}|/4$.

Proof. Since $U_{i'} \subseteq T$, and every pair of query in $Q_{i'}$ has distance at most $c^{3i'} \leq c^{3i}$, we have $V_{i'} \subseteq [k_0, k_0 + 2c^{3i}]$. Furthermore, since every index in $U_{i'}$ is connected to at least $\gamma c^{3i'}/4$ indices in $V_{i'}$, while every index in $V_{i'}$ is connected to at most $c^{3i'}$ indices in $U_{i'}$, we must have $|V_{i'}| \geq \gamma |U_{i'}|/4$.

Now, notice that for any $i' \leq i$, and any $\ell \in V_{i'}$, there exists some $k \in U_{i'} \subseteq T$ such that $C(x)_k \oplus C(x)_{\ell}$ has correlation 1 with $x_{i'}$. By Claim 4, $C(x)_k \oplus C(x)_{t_0}$ has correlation 1 with $x_i$. Thus $C(x)_{i'} \oplus C(x)_{t_0}$ has correlation 1 with $x_i \oplus x_{i'}$, and $C(x)_{i'}$ has correlation 1 with $x_i \oplus x_{i'} \oplus C(x)_{t_0}$. This means that for any two $i_1, i_2 \leq i$ with $i_1 \neq i_2$, we must have $V_{i_1} \cap V_{i_2} = \emptyset$. Therefore, all the $V_{i'}$’s for different $i'$ must be disjoint. Thus we have the following inequality:

$$\gamma \left(\frac{4}{\eta} \sum_{i' \leq i} |U_{i'}| \right) \leq \sum_{i' \leq i} |V_{i'}| \leq 2c^{3i}.$$ 

Notice that $\sum_{k \in T} |G_{k,i}| = \sum_{i' \leq i} |S_i \cap T| = \sum_{i' \leq i} |U_{i'}|$ and $\forall k \in T \subseteq S$, we have $|G_{k,i}| \geq \eta |U_{i'}|$. Thus

$$\sum_{i' \leq i} |U_{i'}| \geq \eta |T| \geq \frac{\eta^2 \gamma c^{3i}}{4} n'.$$

Combining the two inequalities, we get $n' \leq 32/(\eta^2 \gamma^2) = 2048/\gamma^4$. Since $n' \geq n'/2$. This also implies that $n \leq 2n' = 4096/\gamma^4 = O_{b,\epsilon}(1)$.

Next we prove a simple exponential lower bound for general 2-query insdel LDCs, i.e. Theorem 2. This should serve as a warm-up for the general $q \geq 3$ case.
Theorem 2. For any $(2, \delta, \varepsilon)$ insdel LDC $C : \{0,1\}^n \to \{0,1\}^m$, we have $m = \exp(\Omega_{\delta, \varepsilon}(n))$.

Proof. Recall that $t = \lceil \log_c(2m) \rceil$ and $P_j = [2m] \times [c^{j-1}, c^j)$ for $j \in [t]$. For $j \in [t]$ and $i \in [n]$, we define $\beta_{j,i} = \frac{|P_j \cap \text{Good}_i|}{|P_j|}$. Since $|P_j| = 2m(c^j - c^{j-1}) \leq 2mc^j$, by Claim 1 there is a constant $\gamma = \gamma(\delta, \varepsilon) < 1$ such that for any $i \in [n]$, there exists a $j \in [t]$ satisfying $\beta_{j,i} \geq \gamma$. By the Pigeonhole Principle, there exists a $j \in [t]$ such that $\beta_{j,i} \geq \gamma$ for at least $n/t$ different $i$’s. Fix this $j$ to be $j_0$. We have

$$\sum_{i=1}^{n} \beta_{j_0,i} \geq \frac{\gamma n}{t}.$$

On the other hand, by Proposition 3 every pair $(k, d)$ can belong to $\text{Good}_i$ for at most $2/(1 - H(1/2 + \varepsilon/4))$ different $i$’s. Thus we have

$$\sum_{i=1}^{n} |P_{j_0} \cap \text{Good}_i| \leq \frac{2}{1 - H(1/2 + \varepsilon/4)} |P_{j_0}|.$$

Altogether this yields

$$\frac{\gamma n}{t} \leq \sum_{i=1}^{n} \beta_{j_0,i} = \sum_{i=1}^{n} \frac{|P_{j_0} \cap \text{Good}_i|}{|P_{j_0}|} \leq \frac{2}{1 - H(1/2 + \varepsilon/4)}.$$

We have $n \leq O_{\delta, \varepsilon}(t) = O_{\delta, \varepsilon}(\log m)$ and $m = \exp(\Omega_{\delta, \varepsilon}(n))$. \hfill \Box

4 A More General Error Distribution

In this section we describe a general framework for designing error distributions, and instantiate it with two sets of parameters. The error distribution defined in this section will be used in the proof of Theorem 3. As before the error distribution is applied to the augmented codeword which is obtained by concatenating $m$ bits to the end of the original codeword — the final codeword can be truncated back down to $m$ bits after applying the random deletions below.

Given parameters $L \in \mathbb{N}$, $s = (s_1, \ldots, s_L) \in [2m]^L$ and $h = (h_1, \ldots, h_L) \in [0,1]^L$ such that

$$h := \sum_{\ell=1}^{L} h_\ell \leq \frac{1}{4},$$

we consider an error distribution $D(L, s, h)$ defined by the following process.

Description of the error distribution $D(L, s, h)$

**Step 1** The first step introduces deletions through $L$ layers. For the $\ell$-th layer, we first divide $[2m]$ into $[2m/s_\ell]$ consecutive blocks each of size $s_\ell$, except for the last block which may have smaller size. For the $b$-th block in layer $\ell$, we pick $q_{\ell,b} \in [0, h_\ell \delta]$ uniformly at random (independent of other blocks), and mark each bit in the block independently with probability $q_{\ell,b}$. Finally, we delete all bits which are marked at least once.

**Step 2** Pick $\beta \in [0, \frac{1}{4}]$ uniformly at random and delete each bit independently with probability $\beta \delta$. 23
Step 3 Pick an integer $e_2 \in \left\{0,1,\ldots,\left\lfloor \delta m/4 \right\rfloor \right\}$ uniformly at random and delete the first $e_2$ bits.

By a union bound, after Step 1, each symbol is deleted with probability at most $h\delta$. We thus have the following proposition as an easy consequence of Hoeffding’s inequality.

**Proposition 5.** Let $D \subseteq [2m]$ be a set of deletions generated by $D(L,s,h)$. Then we have

$$\Pr \left[ |D \cap [m]| > \delta m \right] \leq \exp \left( -\frac{\delta^2 m}{8} \right), \text{ and } \Pr \left[ |D| > m \right] \leq \exp \left( -(1-\delta)^2 m \right).$$

**Proof.** Let $D_2 \subseteq D$ be the subset of deletions introduced during Step 1 and Step 2. Since Step 3 introduces at most $\delta m/4$ deletions, it suffices to upper bound the probabilities of $|D_2 \cap [m]| > 3\delta m/4$ and $|D_2| > m$. Moreover, it suffices to prove the upper bounds conditioned on an arbitrary set of deletion probabilities $q_{\ell,b} \in [0,h\ell\delta]$ for each $\ell \in [L]$ and $b \leq [2m/s\ell]$, and $\beta \in [0,1/4]$.

Under the conditional distribution, each bit $j \in [2m]$ is deleted with probability at most $(h+\beta)\delta \leq \delta/2$, and these deletions are independent of each other. The Hoeffding’s inequality shows that

$$\Pr \left[ |D_2 \cap [m]| > \left( \frac{\delta}{2} + \frac{\delta}{4} \right) m \right] \leq \exp \left( -2 \left( \frac{\delta}{4} \right)^2 m \right) = \exp \left( -\frac{\delta^2 m}{8} \right),$$

$$\Pr \left[ |D_2| > \left( \frac{\delta}{2} + \frac{1-\delta}{2} \right) \cdot 2m \right] \leq \exp \left( -(1-\delta)^2 m \right).$$

We fix an arbitrary query $Q = (k,d_1,\ldots,d_{q-1})$ of the decoder, and let $(k',d'_1,\ldots,d'_{q-1}) \in [2m]^q$ be the random tuple that corresponds to $Q$ under the error distribution $D(L,s,h)$ (see the discussion before Lemma 1). It should be clear that we always have $k' \geq k, d'_1 \geq d_1, \ldots, d'_{q-1} \geq d_{q-1}$.

Given the query $Q$, we can define for each $i \in [q-1]$ a subset $F_i \subseteq [L]$ of layers as

$$F_i = \left\{ \ell \in [L] : h\ell \neq 0 \text{ and } \frac{d_i}{4} \leq s\ell \leq \frac{d_i}{2} \right\}.$$

The following lemma is a generalization of Lemma 3.

**Lemma 4.** Suppose that $F_i \neq \emptyset$ for each $i = 2,3,\ldots,q-1$. The following propositions hold.

- Let $c = 4 \ln \left( q/\varepsilon \right)$. The distribution of $(k',d'_1,\ldots,d'_{q-1})$ is concentrated in the set $[2m] \times [d_1,cd_1] \times \cdots \times [d_{q-1},cd_{q-1}]$ with probability $1-\varepsilon$.

- For any $(\ell_2,\ldots,\ell_{q-1}) \in F_2 \times \cdots \times F_{q-1}$, any support of $(k',d'_1,\ldots,d'_{q-1})$ has probability at most $\frac{(32/\delta)^q}{md_1} \prod_{i=2}^{q-1} \frac{1}{h\ell_i d_i}$.

**Proof.** For convenience, let $k'_0 = k'$ and $k'_i = k'_0 + \sum_{j=1}^{i} d'_j$. Similar to the proof of Lemma 3, we will write $k' \mapsto k$ for the event “the $k'$-th bit is not deleted and has index $k$ after the deletion process”, and write $(k',d'_1,\ldots,d'_{q-1}) \mapsto (k,d_1,\ldots,d_{q-1})$ for the event $\bigwedge_{i=0}^{q-1} (k'_i \mapsto k_i)$. 
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To prove the first item, we are going to condition on an set of deletion probabilities (i.e. \( q_{e,b} \) for each block and \( \beta \)), and \( e_2 \) in Step 3. For each \( i \in [q - 1] \), we consider a random variable \( X_i \) denoting the number of deletions introduced to \( I_i := \{ k'_{i-1} + 1, \ldots, k'_i - 1 \} \). It always holds that \( 0 \leq X_i \leq d'_i - 1 \). Note that \( X_i \) does not depend on the deletions introduced in Step 3. Under the error distribution, each of these bits is deleted independently with probability at most \( (h + \beta)\delta \leq \delta/2 \). Thus, following an analysis similar to the proof of Lemma 3, the choice of \( c = 4 \ln(q/\varepsilon) \) guarantees

\[
\Pr[d'_i > cd_i] \leq \frac{\varepsilon}{q - 1}.
\]

Taking a union bound shows that

\[
\Pr \left[ (k', d'_1, d'_2, \ldots, d'_{q-1}) \in [2m] \times [d_1, cd_1] \times \cdots \times [d_{q-1}, cd_{q-1}] \right] \geq 1 - \varepsilon.
\]

Recall that this holds for any set of deletion probabilities, and thus the first item follows.

We now show the second item: for any \( (\ell_1, \ldots, \ell_{q-1}) \in F_1 \times \cdots \times F_{q-1} \), we have

\[
\Pr \left[ (k', d'_1, \ldots, d'_{q-1}) \mapsto (k, d_1, \ldots, d_{q-1}) \right] \leq \frac{(32/\delta)^q}{md_1} \cdot \frac{q-1}{h_{\ell_1,d'_1}}.
\]

Denote by \( \Pr_{S_1,S_2}[\cdot] \) the error distribution before Step 3. Recall that for \( i \in [q - 1] \), \( X_i \) is the number of deletions introduced to the interval \( I_i \), which is independent of Step 3. We first observe that Step 3 does not change the relative distances among the queried indices. Therefore we have

\[
\Pr \left[ (k', d'_1, \ldots, d'_{q-1}) \mapsto (k, d_1, \ldots, d_{q-1}) \right]
\]

\[
= \frac{1}{\delta m/4} \cdot \sum_{e_2=0}^{\lfloor \delta m/4 \rfloor} \Pr \left[ (k', d'_1, \ldots, d'_{q-1}) \mapsto (k, d_1, \ldots, d_{q-1}) \mid e_2 \right]
\]

\[
= \frac{1}{\delta m/4} \cdot \sum_{e_2=0}^{\lfloor \delta m/4 \rfloor} \Pr_{S_1,S_2} \left[ (k', d'_1, \ldots, d'_{q-1}) \mapsto (k + e_2, d_1, \ldots, d_{q-1}) \right]
\]

\[
\leq \frac{8}{\delta m} \cdot \Pr \left[ (X_1 = d'_1 - d_1) \land \cdots \land (X_{q-1} = d'_{q-1} - d_{q-1}) \right].
\]

In the rest of the proof we will think of the error distribution as comprised of only Step 1 and 2. The chain rule of conditional probability gives

\[
\Pr \left[ (X_1 = d'_1 - d_1) \land \cdots \land (X_{q-1} = d'_{q-1} - d_{q-1}) \right]
\]

\[
= \Pr \left[ X_1 = d'_1 - d_1 \right] \cdot \prod_{i=2}^{q-1} \Pr \left[ X_i = d'_i - d_i \mid X_1 = d'_1 - d_1, \ldots, X_{i-1} = d'_{i-1} - d_{i-1} \right].
\]

We finish the proof with 2 claims.

**Claim 6.** \( \Pr[X_1 = d'_1 - d_1] \leq 16/(\delta d'_1) \).
Proof of the claim. We are going to condition on the deletion probabilities \( q_{\ell,b} \) and prove the same bound for any \( q_{\ell,b} \in [0, h \ell \delta] \). This clearly implies the claim. Moreover, under this conditional distribution, the deletions of individual bits in Step 1 are mutually independent.

Write \( X_1 = X_1^{(1)} + X_1^{(2)} \) where \( X_1^{(i)} (i = 1, 2) \) is the number of deletions occurred in \( I_1 \), introduced in Step \( i \). Since Step 1 deletes each bit independently with probability at most \( h \delta \leq \delta / 4 \), Hoeffding’s inequality shows that

\[
\Pr \left[ X_1^{(1)} \geq \frac{1}{2} d_1' \right] \leq \exp \left( -\frac{d_1'}{2} \right) \leq \frac{1}{d_1'},
\]

where the last inequality holds as long as \( d_1' \geq 1 \). Also notice that given \( X_1^{(1)} \), \( X_1^{(2)} \) follows a compound distribution \( B \left( d_1' - X_1^{(1)}, 1, U[0, \delta/4] \right) \). Therefore

\[
\Pr \left[ X_1 = d_1' - d_1 \mid X_1 = d_1' - d_1 - X_1^{(1)} \right] \leq \mathbb{E}_{X_1^{(1)}} \left[ \frac{4}{\delta} \cdot \frac{1}{d_1' - X_1^{(1)}} \right] \leq \frac{4}{\delta} \cdot \frac{1}{d_1'/2} + \frac{4}{\delta} \cdot \Pr \left[ X_1^{(1)} \geq \frac{1}{2} d_1' \right] \leq \frac{16}{\delta} \cdot \frac{1}{d_1'}.
\]

Here the first equality uses Lemma 2.

Claim 7. \( \forall 2 \leq i \leq q - 1 \), \( \Pr \left[ X_i = d_i' - d_i \mid X_1 = d_1' - d_1, \ldots, X_{i-1} = d_{i-1}' - d_{i-1} \right] \leq 32 / (\delta h \ell_i d_i) \).

Proof of the claim. For the \( i \)-th term where \( 2 \leq i \leq q - 1 \), we recall that \( \ell_i \in F_i \). Since all blocks in layer \( \ell_i \) have size \( s_{\ell_i} \leq d_i/2 \leq d_i'/2 \) by the definition of \( F_i \), there exists a block in layer \( \ell_i \) which is completely contained in \( I_i \). Suppose it is the \( b \)-th block and denote it by \( B_i \). Note that we may also assume \( |B_i| \geq d_i/4 \) (if \( B_i \) is the last block and \( |B_i| < d_i/4 \), then the second last block is also contained in \( I_i \) and has size \( s_{\ell_i} \geq d_i/4 \).)

Similar to the proof of the previous claim, we are going to condition on \( \beta \) and the deletion probabilities \( q_{\ell,b'} \) for all \( \ell \in [L] \) and \( b' \leq \left[ 2m/s_{\ell_i} \right] \), except for \( q_{\ell_i,b} \) which is the deletion probability of \( B_i \). Proving the same bound under the conditional distribution will imply the claim.

Write \( X_i = X_{i,B} + X_{i,B}' + X_{i,\varnothing} \) where \( X_{i,B} \) is the number of deletions introduced to \( B_i \) by layer \( \ell_i \), \( X_{i,B}' \) is the number of deletions introduced to \( B_i \) by other sources, and \( X_{i,\varnothing} \) is the number of deletions introduced to \( I_i \setminus B_i \).

A crucial observation is that given \( X_{i,B}' \), \( X_{i,B} \) is independent of the \( X_j \)'s for \( j \neq i \), and follows a compound distribution \( B \left( |B_i| - X_{i,B}', U[0, h \ell_i \delta] \right) \). Similar to the analysis for \( X_1^{(1)} \), since each bit is deleted independently with probability at most \( (h + \beta) \delta \leq \delta / 2 \) during Step 1 and 2, Hoeffding’s inequality implies

\[
\Pr \left[ X_{i,B}' \geq \frac{3}{4} |B_i| \right] \leq \exp \left( -\frac{|B_i|}{8} \right) \leq \frac{4}{|B_i|}.
\]
where the last inequality holds as long as $|B_i| \geq 1$. Therefore we have

\[
\Pr[X_i = d'_i - d_i \mid X_1 = d'_1 - d_1, \ldots, X_{i-1} = d'_{i-1} - d_{i-1}] = \mathbb{E}_{X'_i,B_i,X_i,\varnothing} \left[ \Pr[X_i = d'_i - d_i \mid X_1 = d'_1 - d_1, \ldots, X_{i-1} = d'_{i-1} - d_{i-1}] \mid X'_i, B_i, X_i, \varnothing \right]
\]

\[
= \mathbb{E}_{X'_i,B_i,X_i,\varnothing} \left[ \Pr[X_i = d'_i - d_i - X'_i, B_i - X_i, \varnothing] \mid X'_i, B_i, X_i, \varnothing \right]
\]

\[
\leq \mathbb{E}_{X'_i,B_i,X_i,\varnothing} \left[ 1\delta \cdot \frac{1}{|B_i| - X'_i, B_i + 1} \right]
\]

\[
\leq \frac{1}{h\ell\delta} \left( \frac{1}{|B_i|/4} + \frac{4}{|B_i|} \right) = \frac{8}{h\ell\delta} \cdot \frac{1}{|B_i|} \leq \frac{32}{\delta} \cdot \frac{1}{h\ell|d_i|}.
\]

Here the first inequality is again due to Lemma 2.

Putting everything together, we have shown that

\[
\Pr[(k',d'_1,\ldots,d'_{q-1}) \Rightarrow (k,d_1,\ldots,d_{q-1})] \leq \frac{8}{\delta m} \cdot \left( \frac{16}{\delta} \cdot \frac{1}{d_1} \right) \cdot \prod_{i=2}^{q-1} \left( \frac{32}{\delta} \cdot \frac{1}{h\ell|d_i|} \right)
\]

\[
\leq \frac{(32/\delta)^q}{md_1} \prod_{i=2}^{q-1} \frac{1}{h\ell|d_i|}.
\]

\[
\square
\]

In the rest of the section, we instantiate $\mathcal{D}(L,s,h)$ with two specific sets of parameters, which we now describe.

### 4.1 An error distribution independent of the code

We now define an error distribution $\mathcal{D}_{\text{ord}}$ which is completely independent of the coding scheme $C: \{0,1\}^n \rightarrow \Sigma^m, \text{Dec}$, message $x$ and codeword $C(x)$. As such lower bounds obtained from $\mathcal{D}_{\text{ord}}$ will also apply in the private-key setting where the encoder and decoder share secret random coins.

We take $L_0 = \lfloor \log(2m) \rfloor \leq \log m + 2$, $s_0 = (s_1, \ldots, s_{L_0})$ and $h_0 = (h_1, \ldots, h_{L_0})$ where

\[
\forall \ell \in [L_0], \quad s_\ell = 2^\ell, \quad h_\ell = \frac{1}{4L_0}.
\]

Let $\mathcal{D}_{\text{ord}} = \mathcal{D}(L_0, s_0, h_0)$. Note that $\mathcal{D}_{\text{ord}}$ is oblivious to the encoding/decoding scheme.

Clearly $h = 1/4$ for $\mathcal{D}_{\text{ord}}$. Consider an arbitrary query $(k,d_1,\ldots,d_{q-1})$. For each $i \in [q-1]$, we let $\ell_i = \lfloor \log_2 d_i \rfloor - 2$. Since $\log_2 d_i - 2 \leq \lfloor \log_2 d_i \rfloor - 2 \leq \log_2 d_i - 1$, we have

\[
s_{\ell_i} = 2^{\ell_i} \geq 2^{\log_2 d_i - 2} \geq \frac{d_i}{4}, \quad \text{and} \quad s_{\ell_i} \leq 2^{\log_2 d_i - 1} \leq \frac{d_i}{2},
\]

which means $\ell_i \in F_i$. The corresponding $h_{\ell_i} = 1/(4L_0) \geq 1/(4(\log m + 2))$. Therefore we obtain the following corollary to Lemma 4.

\[
\square
\]
Corollary 4. Let \( \left(k', d'_1, \ldots, d'_{q-1}\right) \) be the random tuple which corresponds to the query \( \left(k, d_1, \ldots, d_{q-1}\right) \) under error distribution \( D_{\text{ob}} \). Then any support of \( \left(k', d'_1, \ldots, d'_{q-1}\right) \) has probability at most

\[
\frac{(32/\delta)^q}{md_1} \cdot \prod_{i=2}^{q-1} \frac{4(\log m + 2)}{d_i}.
\]

4.2 An adversarial error distribution for \( q \geq 3 \)

We now define a non-oblivious error distribution \( D_{\text{adv},i} \) which may depend on the decoder \( \text{Dec} \). Analyzing \( D_{\text{adv},i} \) allows us to derive tighter lower bounds on the codeword length \( m \) for a Indel LDC with query complexity \( q \). However, because the distribution is not oblivious the stronger lower bounds derived from \( D_{\text{adv},i} \) no longer apply in the private-key setting.

Fix \( i \in [n] \). Let \( (K, D_1, D_2, \ldots, D_{q-1}) \) be the random variable that corresponds to queries of \( \text{Dec}(\cdot, m, i) \). For \( 1 \leq \tau \leq \lceil \log(2m) \rceil \), let \( p_{\tau,i} \) be the probability that \( 2^{\tau-1} \leq D_2 < 2^\tau \). Thus, \( p_{\tau,i} \) is the probability that the query of the \( i \)-th bit (\( \text{Dec}(\cdot, m, i) \)) queries a tuple \( (k, d_1, \ldots, d_{q-1}) \) such that \( 2^{\tau-1} \leq d_2 < 2^\tau \). We have \( \sum_{\tau=1}^{\lceil \log(2m) \rceil} p_{\tau,i} = 1 \).

We take \( L = 2L_0 \) where \( L_0 = \lceil \log(2m) \rceil \). The vectors \( s = (s_1, \ldots, s_L) \) and \( h = (h_1, \ldots, h_L) \) are defined as follows.

- \( \forall 1 \leq \ell \leq L_0, \ s_\ell = 2^\ell, \text{ and } h_\ell = 1/(8L_0) \).
- \( \forall 1 \leq \tau \leq L_0, \ s_{L_0+\tau} = 2^{\tau-2}, \text{ and } h_{d_2/L_0} = p_{\tau,i}/8 \).

We define the adversary error distribution depending on \( \text{Dec}(\cdot, m, i) \) as \( D_{\text{adv},i} := D(L, s, h) \). For this error distribution we also have

\[
h = \sum_{\ell=1}^{L_0} h_\ell + \sum_{\tau=1}^{L_0} h_{\tau+L_0} = L_0 \cdot \frac{1}{8L_0} + \frac{1}{8} \sum_{\tau=1}^{L_0} p_{\tau,i} = \frac{1}{4}.
\]

Let \( (k, d_1, d_2, \ldots, d_{q-1}) \) be an arbitrary query in the support of \( \text{Dec}(\cdot, m, i) \) and \( 1 \leq \tau_0 \leq t \) be the integer such that \( 2^{\tau_0-1} \leq d_2 < 2^{\tau_0} \). We set \( \ell_2 = L_0 + \tau_0 \). Since \( s_{\ell_2} = 2^{\tau_0-2} \), we have \( d_2/4 \leq s_{\ell_2} \leq d_2/2 \). Thus, \( \ell_2 \in F_2 \) with \( h_{\ell_2} = p_{\tau_0,i}/8 \).

For \( 3 \leq j \leq q - 1 \), we set \( \ell_j = \lceil \log d_j \rceil - 2 \in F_j \). Thus, \( h_{\ell_j} = 1/(8L_0) \geq 1/(8(\log m + 2)) \) for \( 3 \leq j \leq q - 1 \). We have the following corollary to Lemma 4.

Corollary 5. Let \( \left(k', d'_1, \ldots, d'_{q-1}\right) \) be the random tuple that corresponds to the query \( \left(k, d_1, \ldots, d_{q-1}\right) \) under error distribution \( D_{\text{adv},i} \). Let \( \tau_0 \) be the integer such that \( 2^{\tau_0-1} \leq d_2 < 2^{\tau_0} \). Then any support of \( \left(k', d'_1, \ldots, d'_{q-1}\right) \) has probability at most

\[
\frac{(32/\delta)^q}{m} \cdot \frac{8^{q-2}(\log m + 2)^{q-3}}{p_{\tau_0,i}} \cdot \prod_{\ell=1}^{q-1} \frac{1}{d_\ell}.
\]
5 Lower Bounds For Private-key Insdel LDCs

We will prove the second part of Theorem 3 in this section, since the proof is simpler. The error distribution is going to be \( D_{\text{obl}} \) defined in Section 4.1. Because \( D_{\text{obl}} \) is independent of the coding scheme, message and codeword the lower bounds apply in the private-key setting. Of course the lower bounds still apply for general LDCs. However, we can derive tighter lower bounds for general LDCs using a different error distribution which may depend on the local decoder \( \text{Dec} \) — see Section 6.

Let \( c = 4 \ln(q/\varepsilon) \geq 2 \) be the constant from Lemma 4. For \( j_1, j_2, \ldots, j_{q-1} \in [t] \) where \( t = \lceil \log_c(2m) \rceil \leq \log m + 2 \), denote

\[
P_{j_1, \ldots, j_{q-1}} = [2m] \times [c^{j_1-1}, c^{j_1}) \times \cdots \times [c^{j_{q-1}-1}, c^{j_{q-1})}].
\]

Claim 8. Let \( \gamma = \varepsilon / (256c^2/\delta)^q \). For any \( i \in [n] \), there exist \( j_1, \ldots, j_{q-1} \in [t] \) such that

\[
|P_{j_1, \ldots, j_{q-1}} \cap \text{Good}_i| \geq \frac{\gamma |P_{j_1, \ldots, j_{q-1}}|}{(\log m + 2)^q - 2}.
\]

Proof. Fix any \( i \in [n] \). Let \( D \subseteq [2m] \) be a random set of deletions generated by \( D_{\text{obl}} \). Let \( E \) be the event that \( |D \cap [m]| \leq \delta m \) and \( |D| \leq m \). By Proposition 5 and a union bound, \( E \) happens with probability at least \( 1 - \exp(-\delta^2 m/8) - \exp(-(1-\delta) m) \geq 1 - \varepsilon/4 \) for large enough \( n \) (and thus large enough \( m \)). Therefore by Lemma 1, we have

\[
\Pr[\text{Dec}(-, m, i) \text{ hits Good}_i] \geq \Pr[\text{Dec}(-, m, i) \text{ hits Good}_i | E] \cdot \Pr[E]
\]

\[
\geq \frac{3\varepsilon}{2} \cdot \left(1 - \frac{\varepsilon}{4}\right)
\]

\[
\geq \frac{5\varepsilon}{4}.
\]

Here in the case of \( |D| > m \) we simply assume that \( \text{Dec}(-, m, i) \) never hits \( \text{Good}_i \). By the first item of Lemma 4 and a union bound, for at least one query \((k, d_1, \ldots, d_{q-1})\) we have

\[
\Pr \left[ \left(k', d'_1, \ldots, d'_{q-1}\right) \in ([2m] \times [d_1, cd_1] \times \cdots \times [d_{q-1}, cd_{q-1}]) \cap \text{Good}_i \right] \geq \frac{\varepsilon}{4},
\]

where \((k', d'_1, \ldots, d'_{q-1})\) corresponds to \((k, d_1, \ldots, d_{q-1})\) under \( D_{\text{obl}} \). By Corollary 4, we have that

\[
\left|([2m] \times [d_1, cd_1] \times \cdots \times [d_{q-1}, cd_{q-1}]) \cap \text{Good}_i\right| \geq \frac{\varepsilon m d_1 \cdots d_{q-1}}{4 (32/\delta)^q \cdot (4 (\log m + 2))^q - 2}.
\]

Take \( j_1, \ldots, j_{q-1} \in [t] \) such that \( c^{j_{\ell-1}} \leq d_\ell < c^{j_{\ell}} \) for all \( 1 \leq \ell \leq q-1 \). Note that for each \( \ell \leq q-1 \), \([d_\ell, cd_\ell] \subseteq [c^{j_{\ell-1}}, c^{j_{\ell}}] = [c^{j_{\ell-1}}, c^{j_{\ell}+1}] \cup [c^{j_{\ell}}, c^{j_{\ell}+1}] \). This implies

\[
[2m] \times [d_1, cd_1] \times \cdots \times [d_{q-1}, cd_{q-1}] \subseteq \bigcup_{1 \leq \ell \leq q-1, j'_\ell \in \{j_{\ell}, j_{\ell}+1\}} P_{j'_1, \ldots, j'_{q-1}}.
\]
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Therefore for some \( j_1', \ldots, j_{q-1}' \in [t] \) we have
\[
|P_{j_1', \ldots, j_{q-1}'} \cap \text{Good}_i| \geq \frac{1}{2^{q-1}} \cdot \left( (2m) \times [d_1, cd_1] \times \cdots \times [d_{q-1}, cd_{q-1}] \right) \cap \text{Good}_i \\
\geq \frac{1}{2^{q-1}} \cdot \frac{\varepsilon md_1 \cdots d_{q-1}}{4 \left( 32/\delta \right)^q \cdot (4 \log m + 2)^{q-2}} \\
\geq \frac{\varepsilon}{(256\varepsilon^2/\delta)^q} \cdot \frac{|P_{j_1', \ldots, j_{q-1}'}|}{(\log m + 2)^{q-2}} \\
= \frac{\gamma |P_{j_1', \ldots, j_{q-1}'}|}{(\log m + 2)^{q-2}}.
\]

Here the last inequality is because \( |P_{j_1', \ldots, j_{q-1}'}| \leq c^q \cdot 2md_2 \cdots d_{q-1}. \)

For each \( i \in [n] \), we fix a tuple \( J_i = (j_1, \ldots, j_{q-1}) \in [t]^{q-1} \) such that
\[
|P_{J_i} \cap \text{Good}_i| \geq \frac{\gamma |P_{J_i}|}{(\log m + 2)^{q-2}}.
\]

Such a \( J_i \) exists as guaranteed by Claim 8. Given a tuple \( J = (j_1, \ldots, j_{q-1}) \in [t]^{q-1} \), define
\[
G_J = \{ i \in [n] : J = J_i \}.
\]

**Claim 9.** \( \forall J \in [t]^{q-1}, |G_J| \leq q(\log m + 2)^{q-2} / \left( \gamma (1 - H(1/2 + \varepsilon/4)) \right) \).

**Proof.** By counting the number of pairs \((Q, i) \in P_J \times G_J\) such that \( Q \in \text{Good}_i \) in two ways, we have
\[
\sum_{Q \in P_J} |H_Q \cap G_J| = \sum_{i \in G_J} |P_J \cap \text{Good}_i|.
\]

On the one hand, by Proposition 3 we have
\[
\sum_{Q \in P_J} |H_Q \cap G_J| \leq \sum_{Q \in P_J} |H_Q| \leq \frac{q |P_J|}{1 - H(1/2 + \varepsilon/4)}.
\]

On the other hand, by definition of \( G_J \) we have
\[
\sum_{i \in G_J} |P_J \cap \text{Good}_i| \geq |G_J| \cdot \frac{\gamma |P_J|}{(\log m + 2)^{q-2}}.
\]

Rearranging gives the claim. \( \square \)

Now we are ready to prove the second part of Theorem 3. Of course the lower bound also applies in settings where the encoding/decoding scheme do not share secret random coins, but in these settings we can establish an even stronger bound by modifying \( D_{obl} \) to depend on the specific encoding/decoding scheme.
Theorem 3. For any non-adaptive \((q, \delta, \varepsilon)\) insdel LDC \(C\) : \(\{0, 1\}^n \rightarrow \{0, 1\}^m\) with \(q \geq 3\), we have the following bounds.

- For arbitrary adversarial channels,
  \[
m = \begin{cases} 
  \exp(\Omega(\sqrt{n})) & \text{for } q = 3; \\
  \exp \left( \Omega \left( \frac{\delta}{\ln^2(q/\varepsilon)} \cdot (\varepsilon^3 n)^{1/(2q-4)} \right) \right) & \text{for } q \geq 4.
  \end{cases}
\]

- For the private-key setting,
  \[
m = \exp \left( \Omega \left( \frac{\delta}{\ln^2(q/\varepsilon)} \cdot (\varepsilon^3 n)^{1/(2q-3)} \right) \right).
\]

Proof of the second part. Note that \(\bigcup_{J \in [t]} G_{j_1} \cdot \cdots \cdot G_{j_{q-1}} = [n]\). Therefore by Claim 9 and substituting \(\gamma = \left( \frac{256c^2}{\delta} \right)^q\) we have

\[
n \leq \sum_{J \in [t]} |G_J| \leq t^{q-1} \cdot \frac{q (\log m + 2)^{q-2}}{\gamma (1 - H(1/2 + \varepsilon/4))} \leq \frac{24}{(\ln 2)^2} \cdot \frac{1}{\varepsilon^3} \cdot \left( \frac{512c^2}{\delta} \right)^q \cdot (\log m + 2)^{2q-3}
\]

where in the last inequality we used Proposition 1, \(q \leq 2q - 3\) for \(q \geq 3\) and \(q \leq 2q\) for \(q \geq 1\). Substituting \(c = 4 \ln(q/\varepsilon)\) and taking \(C\) to be a large enough constant, we can write

\[
n \leq \frac{1}{\varepsilon^3} \cdot \left( \frac{C}{\delta} \cdot \ln^2 \left( \frac{q}{\varepsilon} \right) \cdot \log m \right)^{2q-3}.
\]

Solving for \(m\) gives

\[
m \geq \exp \left( \Omega \left( \frac{\delta}{\ln^2(q/\varepsilon)} \cdot (\varepsilon^3 n)^{1/(2q-3)} \right) \right).
\]

Finally, we observe that \(D_{obd}\) is oblivious to the encoding/decoding scheme and the specific codeword. Thus, the lower bound still applies even if the encoder/decoder share secret random coins.

6 Stronger Lower Bounds For Insdel LDCs

In this section, we prove the first part of Theorem 3. We assume the error distribution is \(D_{adv,i}\) introduced in section 4.2. Following the notation from section 4.2 and section 5, let \(p_{r,i}\) be the probability that \(\text{Dec}(\cdot, m, i)\) queries a tuple \((k, d_1, \ldots, d_{q-1})\) such that \(2^{r-1} \leq d_2 < 2^r\). We have

\[
\sum_{r=1}^{\left[ \log(2m) \right]} p_{r,i} = 1.
\]

Take \(\eta = (256/\delta)^q\), \(c = 4 \ln(q/\varepsilon) \geq 2\) and denote \(t = \left[ \log_c(2m) \right]\). For \(j_1, j_2, \ldots, j_{q-1} \in [t]\), denote

\[
P_{j_1, \ldots, j_{q-1}} = [2m] \times [c^{j_1-1}, c^{j_1}) \times \cdots \times [c^{j_{q-1}-1}, c^{j_{q-1})].
\]
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Let \( I_\tau = \{P_{j_1, \ldots, j_{q-1}} : 2^{\tau - 1} \leq 2^{j_2} \leq 2^{\tau} \} \) be a set of subcubes. We define
\[
\beta_{\tau,i} = \max_{P_3 \in I_\tau} \frac{|P_3 \cap \text{Good}_i|}{|P_3|}.
\]
Thus, \( \beta_{\tau,i} \) is the maximum fraction of good points in any subcube \( P_3 \) in the set \( I_\tau \).

**Claim 10.** For any \( i \in [n] \), we have
\[
\sum_{\tau=1}^{t} \beta_{\tau,i} \geq \frac{\varepsilon}{8n(2c^2)^{q-1}(\log m + 2)^{q-3}}.
\]

**Proof.** We fix \( i \in [n] \). Let \( Q = (k, d_1, \ldots, d_{q-1}) \) be an arbitrary query in the support of \( \text{Dec}(\cdot, m, i) \), and let \( Q' = (k', d'_1, \ldots, d'_{q-1}) \) be the random tuple corresponding to \((k, d_1, \ldots, d_{q-1})\) under error distribution \( D_{\text{adv},i} \).

For \( 1 \leq \ell \leq q-1 \), we let \( j'_\ell \) be the integer such that \( c\ell - 1 \leq d'_\ell < c\ell \). We have \([d_\ell, c\ell] \subseteq [c\ell - 1, c\ell] \cup [c\ell, c\ell + 1]\). Let \( U_Q \) be a set of \( 2^{\tau_q} \) tuples \((j_1, \ldots, j_{q-1})\) such that \( j_\ell \in \{j'_\ell, j'_\ell + 1\} \) for all \( \ell \in [q-1] \) (if \( j'_\ell = t \), fix \( j_\ell = j'_\ell \)). By Lemma 4, with probability at least \( 1 - \varepsilon \), we have
\[
(k', d'_1, \ldots, d'_{q-1}) \in \bigcup_{J \in U_Q} P_J.
\]

Denote this event by \( \mathcal{E} \). We now give an upper bound of the probability that \( Q' \) hits \( \text{Good}_i \) in terms of the \( \beta_{\tau,i} \)'s. Let \( 1 \leq \tau_Q \leq \lceil \log(2m) \rceil \) be the integer such that \( 2^{\tau_Q - 1} \leq d_2 < 2^{\tau_Q} \). Notice that \( 2^{\tau_Q - 1} \leq d_2 < c\ell_Q \) and \( 2^{\tau_Q} \leq c^2d_2 < 2^{2\tau_Q} \). We have \( 2^{\tau_Q - 1} \leq c\ell_Q < c^2d_2 < 2^{2\tau_Q} \). Thus, for any \( J \in U_Q \), we have \( P_J \subsetneq I_{\tau_Q} \). By our definition of \( \beta_{\tau_Q,i} \), we have
\[
\beta_{\tau_Q,i} \geq \frac{|P_J \cap \text{Good}_i|}{|P_J|}.
\]

By Corollary 5, any support of \((k', d'_1, \ldots, d'_{q-1})\) has probability at most
\[
\eta(\log m + 2)^{q-3} \frac{m d_1 \cdots d_{q-1} \tau_Q}{p_{\tau_Q,i}}
\]
for \( \eta = (256/\delta)^q \).

The size of any subcube \( P_{j_1, \ldots, j_{q-1}} \) is bounded by \( 2m d_{j_1} \cdots d_{j_{q-1}} \). Since for \( J \in U_Q \) we have \( c\ell \leq c\ell_Q + 1 \leq c^2 d_2 \) for any \( 1 \leq \ell \leq q-1 \), we have \( |P_J| \leq (c^2)^q - 1 \cdot 2md_1 \cdots d_{q-1} \). Thus the probability that \((k', d'_1, \ldots, d'_{q-1})\) hits \( \text{Good}_i \) can be bounded by
\[
\text{Pr}\left[(k', d'_1, \ldots, d'_{q-1}) \text{ hits Good}_i\right] \leq \text{Pr}\left[\mathcal{E}^c\right] + \text{Pr}\left[(k', d'_1, \ldots, d'_{q-1}) \in \text{Good}_i \cap \bigcup_{J \in U_Q} P_J\right] \leq \varepsilon + \eta(\log m + 2)^{q-3} \frac{m d_1 \cdots d_{q-1} \tau_Q}{p_{\tau_Q,i}} \cdot \beta_{\tau_Q,i} \sum_{J \in U_Q} |P_J| \leq \varepsilon + 2\beta_{\tau_Q,i} \cdot \frac{(2c^2)^q - 1 \eta(\log m + 2)^{q-3}}{p_{\tau_Q,i}}.
\]
Denote by $\mu_i(\cdot)$ the probability distribution of the queries of $\text{Dec}(\cdot, m, i)$. For the probability that $\text{Dec}(\cdot, m, i)$ hits $\text{Good}_i$, we have

$$
\Pr [\text{Dec}(\cdot, m, i) \text{ hits Good}_i] = \sum_{Q \in \{2^m\}_q} \mu_i(Q) \cdot \Pr [\text{Dec}(\cdot, m, i) \text{ hits Good}_i | \text{Dec}(\cdot, m, i) \text{ queries } Q]
$$

$$
\leq \sum_{Q \in \{2^m\}_q} \mu_i(Q) \cdot \left( \varepsilon + 2\beta_{tQ,i} \cdot \frac{(2c^2)^{q-1} \eta (\log m + 2)^{q-3}}{p_{tQ,i}} \right)
$$

$$
= \varepsilon + (2c^2)^{q-1} \eta (\log m + 2)^{q-3} \cdot \sum_{\tau=1}^{\lfloor \log(2m) \rfloor} 2\beta_{t,i} \cdot \frac{1}{p_{t,i}} \cdot \sum_{Q: \tau Q = \tau} \mu_i(Q)
$$

$$
\leq \varepsilon + 2(2c^2)^{q-1} \eta (\log m + 2)^{q-3} \sum_{\tau=1}^{\lfloor \log(2m) \rfloor} \beta_{t,i}.
$$

The last equality is due to the fact that for any $1 \leq \tau \leq \lfloor \log(2m) \rfloor$,

$$
p_{t,i} = \sum_{Q: \tau Q = \tau} \mu_i(Q).
$$

Similar to the argument used in the proof of Claim 8, by Proposition 5 and Lemma 1, for large enough $n$ (and thus $m$) the probability that $\text{Dec}(\cdot, m, i)$ hits $\text{Good}_i$ is at least $3\varepsilon/2 - \varepsilon/4 = 5\varepsilon/4$.

Thus

$$
2(2c^2)^{q-1} \eta (\log m + 2)^{q-3} \sum_{\tau=1}^{\lfloor \log(2m) \rfloor} \beta_{t,i} \geq \varepsilon/4.
$$

\[\square\]

**Claim 11.** $\sum_{i=1}^{n} \sum_{\tau=1}^{\lfloor \log(2m) \rfloor} \beta_{t,i} \leq 3q \log c \cdot t^{q-1} / (1 - \mathcal{H}(1/2 + \varepsilon/4))$.

**Proof.** By Proposition 3, for any tuple $Q \in {\binom{m}{k}}$, $Q$ is in $\text{Good}_i$ for at most $1 - \mathcal{H}(1/2 + \varepsilon/4)$ different $i$’s. Thus for any subcube $P\delta$, we have

$$
\sum_{i=1}^{n} |P\delta \cap \text{Good}_i| \leq \frac{q}{1 - \mathcal{H}(1/2 + \varepsilon/4)} |P\delta|.
$$

Meanwhile, by the definition of $\beta_{t,i}$, we have

$$
\beta_{t,i} = \max_{P\delta \in I_{t,i}} \frac{|P\delta \cap \text{Good}_i|}{|P\delta|} \leq \sum_{P\delta \in I_{t,i}} \frac{|P\delta \cap \text{Good}_i|}{|P\delta|}.
$$
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Combining the above two inequalities, we have
\[
\sum_{i=1}^{n} \beta_{r,i} \leq \sum_{i=1}^{n} \sum_{P_j \in I_r} \frac{|P_j \cap \text{Good}|}{|P_j|} \leq \frac{q}{1 - \mathcal{H}(1/2 + \varepsilon/4)} |I_r|.
\]

By the definition of $I_r$, each subcube $P_j$ belongs to at most $\lceil \log 2^c \rceil \leq 3 \log c$ consecutive $I_r$'s. Notice that the total number of subcubes is bounded by $t^q - 1$. By counting the number of subcubes, we have
\[
\sum_{\tau=1}^{\lceil \log(2m) \rceil} |I_\tau| \leq 3 \log c \cdot t^q - 1.
\]

Thus,
\[
\sum_{i=1}^{n} \sum_{\tau=1}^{\lceil \log(2m) \rceil} \beta_{r,i} \leq \frac{q}{1 - \mathcal{H}(1/2 + \varepsilon/4)} \cdot \sum_{\tau=1}^{t} |I_\tau| \leq \frac{q \cdot 3 \log c \cdot t^q - 1}{1 - \mathcal{H}(1/2 + \varepsilon/4)}.
\]

Now we are ready to prove the first part of Theorem 3.

**Theorem 3.** For any non-adaptive $(q, \delta, \varepsilon)$ insdel LDC $C : \{0, 1\}^n \rightarrow \{0, 1\}^m$ with $q \geq 3$, we have the following bounds.

- For arbitrary adversarial channels,
  \[
  m = \begin{cases} 
  \exp(\Omega_{\delta, \varepsilon}(\sqrt{n})) & \text{for } q = 3; \text{ and} \\
  \exp(\Omega(\frac{\delta}{\ln^2(q/\varepsilon)} \cdot (\varepsilon^3 n)^{1/(2q-4)})) & \text{for } q \geq 4.
  \end{cases}
  \]

- For the private-key setting,
  \[
  m = \exp \left( \Omega \left( \frac{\delta}{\ln^2(q/\varepsilon)} \cdot (\varepsilon^3 n)^{1/(2q-3)} \right) \right).
  \]

**Proof of the first part.** By Claim 10, we have
\[
\sum_{i=1}^{n} \sum_{\tau=1}^{\lceil \log(2m) \rceil} \beta_{r,i} \geq \frac{n \varepsilon}{8 \eta (2c^2) q^{-1} (\log m + 2)^{q-3}}.
\]

Combined with Claim 11, we have
\[
\frac{n \varepsilon}{8 \eta (2c^2) q^{-1} (\log m + 2)^{q-3}} \leq \frac{q \cdot 3 \log c \cdot t^q - 1}{1 - \mathcal{H}(1/2 + \varepsilon/4)}.
\]

Plugging in $\eta = (256/\delta)^q$ and $c = 4 \ln(q/\varepsilon)$, and noticing that $t \leq \log m + 2$, $q \leq 2^q$, $3 \log c \leq c^2$, for some large enough constant $C$ we have
\[
n \leq \frac{1}{\varepsilon(1 - \mathcal{H}(1/2 + \varepsilon/4))} \cdot \left( \frac{C \ln^2(q/\varepsilon)}{\delta} \right)^q (\log m + 2)^{2q-4}.
\]
By Proposition 1, we have $1 - \mathcal{H}(1/2 + \varepsilon/4) = \Omega(\varepsilon^2)$. We can rewrite the above inequality as

$$m = \exp\left(\Omega\left(\left(\frac{\delta}{\ln^2(q/\varepsilon)}\right)^{\frac{q}{2q-4}} \cdot \left(\varepsilon^3 n\right)^{\frac{1}{2q-4}}\right)\right).$$

Thus, for $q = 3$, we have $m = \exp(\Omega_{\delta,\varepsilon}(\sqrt{n}))$. For $q \geq 4$, we have $\frac{q}{2q-4} \leq 1$ and $\left(\frac{\delta}{\ln^2(q/\varepsilon)}\right)^{\frac{q}{2q-4}} = \Omega\left(\frac{\delta}{\ln^2(q/\varepsilon)}\right)$. We can write

$$m = \exp\left(\Omega\left(\frac{\delta}{\ln^2(q/\varepsilon)} \cdot \left(\varepsilon^3 n\right)^{\frac{1}{2q-4}}\right)\right).$$

\[ \square \]
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Recall the definition of Insdel LDCs from Definition 1.

**Definition 1.** [*Insdel Locally Decodable Codes (Insdel LDCs)*] Fix an integer $q$ and constants $\delta \in [0, 1], \varepsilon \in (0, \frac{1}{2}]$. We say $C: \{0, 1\}^n \rightarrow \Sigma^m$ is a $(q, \delta, \varepsilon)$-locally decodable insdel code if there exists a probabilistic algorithm $\text{Dec}$ such that:

- For every $x \in \{0, 1\}^n$ and $y \in \Sigma^{m'}$ such that $\text{ED} (C(x), y) \leq \delta \cdot 2m$, and for every $i \in [n]$, we have
  $$\Pr \left[ \text{Dec}(y,m',i) = x_i \right] \geq \frac{1}{2} + \varepsilon,$$
  where the probability is taken over the randomness of $\text{Dec}$, and $\text{ED} (C(x), y)$ denotes the minimum number of insertions/deletions necessary to transform $C(x)$ into $y$. 
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• In every invocation, $\text{Dec}$ reads at most $q$ symbols of $y$. We say that $\text{Dec}$ is non-adaptive if the distribution of queries of $\text{Dec}(y, m', i)$ is independent of $y$.

In our definition of Insdel LDCs we assume that the decoder $\text{Dec}$ is directly given $m'$, the length of the corrupted codeword $y$. Arguably it may be more reasonable to require $\text{Dec}$ to recover $x_i$ without a priori knowledge of the length $m'$. This question does not arise in the definition of Hamming LDCs as the length of the corrupted codeword is fixed. If we do not give the Insdel decoder the length $m'$ then $\text{Dec}$ may query for an out of range index $j > m'$ and we would need to define how such queries are handled e.g., if $\text{Dec}$ queries for $y[j]$ for $j > m'$ we might return $\perp$ to indicate that the query is out of range. In this case the decoder could always recover $m'$ after $O(\log m)$ queries by using binary search to find the maximum $j$ such that $y[j] \neq \perp$.

We stress that giving the local decoder access to $m'$ can only help the decoder. If the information is not helpful the decoder can always chose to ignore the extra information $m'$. Since our focus is on proving lower bounds we chose to give $\text{Dec}$ access to the length $m'$ which only makes the lower bounds stronger.

Another modification of Definition 1 might allow for the Insdel codewords $C(x)$ to have variable length i.e., $C : \Sigma^n \rightarrow \Sigma^\leq m$. Now if we require that this insdel distance between $C(x)$ and the corrupted codeword $y$ is at most $2\delta|C(x)|$ and if we additionally give $\text{Dec}$ access to the length $m' = |y|$ of of the corrupted codeword then the encoding algorithm can “cheat” and use codeword length to encode $x$. For example, when $\Sigma = \{0,1\}$ and $\delta < 1/6$ we could define a $(q = 0, \delta, \epsilon = \frac{1}{2})$-insdel LDC $C : \{0,1\}^n \rightarrow \{0,1\}^\leq m$ with $m = 2^n$ as follows: define a bijective mapping $\text{Int} : \{0,1\}^n \rightarrow \{0,\ldots,2^n-1\}$ in the natural way and then set $C(x) = 1^{\text{Int}(x)+1}$ i.e., 1 repeated $2^{\text{Int}(x)+1}$ times. If $\delta < 1/6$ then $m' = |y|$ must lie in the range
\[
\frac{2}{3}2^{\text{Int}(x)+1} < m' < \frac{4}{3}2^{\text{Int}(x)+1} = \frac{2}{3}2^{\text{Int}(x)+2}
\]
since we require that the insdel distance between $C(x)$ and $y$ is at most $2\delta|C(x)| < 2^{\text{Int}(x)+1}/3$. This allows the local insdel decoder to recover the entire message $x$ (and any particular bit $x_i$) from $m'$ without any queries to the corrupted codeword $y$. In particular, the decoder could find the unique integer $k$ such that $\frac{2}{3}2^{k+1} < m' < \frac{4}{3}2^{k+2}$ and then recover $x = \text{Int}^{-1}(k)$.

Arguably the above construction “cheats” by encoding the message $x$ in the length of the codeword (unary) and allowing the decoder to directly learn the length of the (corrupted) codeword. If we do not allow the decoder to directly learn the length $m'$ of the corrupted message then there are no known constructions of $(q = 2, \delta, \epsilon)$-insdel LDCs for any constants $\delta, \epsilon > 0$ — for any information rate $n/m$.

B Definition of Private-Key (Insdel) LDCs

In the private-key setting the encoder $C(x; R)$ and decoder $\text{Dec}(y, m', i; R)$ are given access to shared (secret) set of random coins $R$ which is not given to the channel $A$. Fixing $x$ and $R$ we say that a corrupted codeword $y$ $\epsilon$-fools the decoder if there exists an index $i \leq n$ such that $\Pr[\text{Dec}(y, m', i; R) = x_i] < \frac{1}{2} + \epsilon$. In the classical setting (no shared randomness) we require that no corrupted codeword $y$ with $\text{ED}(C(x; R), y)$ has the property that it $\epsilon$-fools the decoder. In the private-key setting we relax this requirement and allow that $\epsilon$-fooling codewords $y$ exist so long as the probability the channel $A$ outputs such a codeword is negligible. Formally, let
FoolED($A, x, R) = 1$ (resp. FoolHamm($A, x, R) = 1$) denote the event that the corrupted codeword $y = A(x, C(x; R))$ output by the channel $\epsilon$-fools the decoder and $ED(C(x; R), y) \leq 2\delta m$ (resp. $Hamm(C(x; R), y) \leq \delta m$). Crucially, the random coins $R$ are not known to the channel otherwise $A$ could do a brute-force search to find such an $\epsilon$-fooling string.

We say that the pair $(C, \text{Dec})$ is a $(q, \delta, \epsilon)$-private-key LDC for Insdel (resp. Hamming) errors if there is a negligible function $\mu(\cdot)$ such that for all channels $A$ and messages $x \in \Sigma^n$ we have $Pr_R[\text{FoolED}(A, x, R)] \leq \mu(n)$ (resp. $Pr_R[\text{FoolHamm}(A, x, R)] \leq \mu(n)$).

Prior Private-Key Constructions [OPS07] gives a $(q, \delta, \epsilon)$-private-key Hamming LDC with query complexity $q = \log^2 n$ and $\epsilon > \frac{1}{2} - \mu(n)$ for a negligible function $\mu(n)$ i.e., except with negligible probability $\mu(n)$ the channel outputs a codeword $y$ such that $\forall i \leq n$ we have $Pr[\text{Dec}(y, m^i, i; R) = x_i] \geq 1 - \mu(n)$. [BB21] gives a $(q, \delta, \epsilon)$-private-key Insdel LDC with query complexity $q = \log^2 n$ and $\epsilon > \frac{1}{2} - \mu(n)$ for a negligible function $\mu(n)$. The result is obtained by applying the Hamming to Insdel compiler of [BBG+20] to [OPS07].

$q = 1$ query private-key Hamming LDC We can also extend ideas from [OPS07] to obtain a $(q = 1, \delta, \epsilon)$-private-key Hamming LDC for suitable constants $\delta + \epsilon < \frac{1}{2}$. The length of the codeword is just $m = n \log^2 n$. In specific we define $C(x; R = (\pi, \text{OTP})) = \pi(x^t \oplus \text{OTP})$. Here, $\text{OTP} \in \{0, 1\}^{tn}$ is a uniformly random $tn$-bit string used as a one-time-pad and $x^t \in \{0, 1\}^{tn}$ denotes the string $x$ concatenated to itself $t$ times i.e., $x^t \equiv x$ and $x^{t+1} \equiv x^t \circ x$. Note that for any $x$ the string $\text{OTP} \oplus x^t$ is distributed uniformly at random. The random permutation $\pi : [tn] \rightarrow [tn]$ randomly shuffles the bits of $z = x^t \oplus \text{OTP}$ e.g., if $z = z[1] \circ \cdots \circ z[tn]$ then $\pi(z) = z[\pi(1)] \circ \cdots \circ z[\pi(tn)]$.

Fixing $\pi$ and an index $i \leq n$ we can define $S_{\pi, i} \equiv \{\pi(i), \ldots, \pi(i + tn)\}$ to be the set of indices of the codeword $C(x; \pi, \text{OTP})$ which correspond to $x[i]$ i.e., such that $C(x; \pi, \text{OTP})[j] \oplus \text{OTP}[j] = x[i]$. The decoder $\text{Dec}(y, m^i, i; R = (\pi, \text{OTP}))$ will randomly pick $j \in S_{\pi, i}$ and return $y[j] \oplus \text{OTP}[j]$ as our guess for $x[i]$. Now a corrupted codeword $y$ $\epsilon$-fools the decoder if and only if for some $i \leq n$ at least $\left(\frac{1}{2} - \epsilon\right)$-fraction of the bits in $S_{\pi, i}$ were flipped i.e., $\left|\{j \in S_{\pi, i} : y[j] = C(x; \pi, \text{OTP})[j]\}\right| \leq t \left(\frac{1}{2} + \epsilon\right)$.

Because the channel $A$ does not have $\pi$ or $\text{OTP}$ and can flip at most $\delta m$ bits in the codeword the expected number of bit flips in $S_{\pi, i}$ is just $\delta t < \left(\frac{1}{2} - \epsilon\right) t$. Applying concentration bounds and union bounding we have

$$Pr[\exists i. \left|\{j \in S_{\pi, i} : y[j] = C(x; \pi, \text{OTP})[j]\}\right| \leq t \left(\frac{1}{2} + \epsilon\right)] \leq \mu(n)$$

for a negligible function $\mu(n)$ whenever we set $t = \log^2 n$. Here, the randomness is taken over the selection of $\pi$ and $\text{OTP}$.

C A Note on Hadamard Codes and Type 1 Errors

In this section, we consider the following error pattern corresponding to error type 1 mentioned in the technique overview i.e., pick arbitrary $e \leq \delta m/2$ and delete the first $e$ bits from the codeword and append $e$ arbitrary bits at the end of the codeword. In particular, if $y$ is a codeword with length $m$ then the error pattern $D_e$ deletes the first $e$ bits of the codeword $y$ and then insert $e$ arbitrary bits to the end. We denote the the corrupted codeword we obtained after this error pattern by $D_e(y)$.
This section shows that a variant of the Hadamard code allows the local decoder to recover from type 1 errors using just \( q = 2 \) queries.

We prove the following theorem.

**Theorem 6.** There exist explicit \((2, \delta, 1/2 - \delta - 2^{-t})\) insdel LDCs \( C: \{0,1\}^n \rightarrow \{0,1\}^{m} \) with \( m = 2^{nt} \), which corrects error Type 1.

Let \( \text{Had}_n \) be the Hadamard encoding for message length \( n \). Given a string \( \mathbf{x} = x_0 x_1 \ldots x_{n-1} \in \{0,1\}^n \), we view the codeword \( \text{Had}_n(\mathbf{x}) \) as a function \( f_\mathbf{x} : [2^n - 1] \rightarrow \{0,1\}^n \), where

\[
\forall a \in [2^n - 1] \text{ with binary representation } a = \sum_{j=0}^{n-1} a_j \cdot 2^j, \quad \text{Enc}(\mathbf{x}) = \text{Had}_n(\mathbf{x}).
\]

Therefore the codeword length is \( m = 2^{nt} \). Note that \( x_i \) has index \( ti \) in \( \mathbf{x}(t) \), we can recover \( x_i = f_{\mathbf{x}(t)}(2^t) \).

**Decoder** Consider the following decoder \( \text{Dec} \). Let \( f : [2^{nt} - 1] \rightarrow \{0,1\} \) be the received string. To decode \( x_i \), \( \text{Dec} \) picks a random \( a \in [2^{nt} - 1] \) such that \( a + 2^t \leq 2^{nt} - 1 \) and outputs \( f(a) \oplus f(a + 2^t) \).

**Analysis** For integers \( a, b \in \mathbb{N} \) with binary representations \( a_j \) and \( b_j \) we write \( a \leq b \) if \( a_j \leq b_j \) for all \( j \). We say \( a \leq 2^{nt} - 2^t - 1 \) is bad for \( i \) if \( 2^{ti}(2^t - 1) \leq a \), i.e. \( a_j = 1 \) for all \( ti \leq j \leq ti + 1 - 1 \). Otherwise we say \( a \) is good for \( i \).

The success rate of the decoder is implied by the following two claims.

**Claim 12.** If \( a \) is good for \( i \), then for any \( \mathbf{x} \in \{0,1\}^n \), \( f_{\mathbf{x}(t)}(a) \oplus f_{\mathbf{x}(t)}(a + 2^t) = x_i \).

**Proof.** Let \( a_j \) and \( a'_j \) be the binary representations of \( a \) and \( a + 2^t \), respectively. Note that \( a_j = a'_j \) for \( j < ti \), and \( a_{ti} \neq a'_{ti} \). If \( a \) is good for \( i \), we must also have \( a_j = a'_j \) for \( j \geq ti + 1 \), since otherwise there exists \( j_0 \geq ti(i+1) \) such that \( a'_j = 1 \) and \( a_j = 0 \), and then

\[
2^{ti} = (a + 2^t) - a = \sum_{j=ti}^{j_0} (a'_j - a_j)2^j > 2^{j_0} - \sum_{j=ti}^{j_0-1} 2^j = 2^t,
\]

which is a contradiction. The inequality is strict because \( a_j = 0 \) for at least one \( ti \leq j \leq j_0 - 1 \).

Finally, note that \( x_j(t_i) = 0 \) for \( ti < j < ti(i+1) \). We thus have

\[
f_{\mathbf{x}(t)}(a) \oplus f_{\mathbf{x}(t)}(a + 2^t) = \bigoplus_{j=ti}^{t(i+1)-1} a_j x_j(t_i) \oplus \bigoplus_{j=ti}^{t(i+1)-1} a'_j x_j(t_i) = a_{ti} x_{ti}(t_i) \oplus a'_{ti} x_{ti}(t_i) = (a_{ti} \oplus a'_{ti}) x_i = x_i.
\]

**Claim 13.** For any \( 0 \leq i \leq n - 1 \), \( \Pr_{a \in [2^{nt} - 2^t - 1]} [a \text{ is good for } i] \geq 1 - 2^{-t} \).
Proof. Note that for \( a \geq 2^{t(i+1)} \), \( 2^{t(i)}(2^t - 1) \leq 2a \) if and only if \( 2^{t(i)}(2^t - 1) \leq 2a - 2^{t(i) + 1} \). Therefore we only need to show \( \Pr_{a \in [2^{t(i)+1} - 1]} [a \text{ is good for } i] \geq 1 - 2^{-t} \). Clearly \( a \) is good for \( i \) when \( a < 2^{t(i)}(2^t - 1) \), and hence

\[
\Pr_{a \in [2^{tn} - 2^{ti} - 1]} [a \text{ is good for } i] \geq \frac{2^{ti}(2^t - 1)}{2^{t(i+1)}} = \frac{2^t - 1}{2^t} = 1 - 2^{-t}.
\]

\[\Box\]

If the distances among the indices are preserved, each deletion at the beginning of the codeword reduces the number of good indices by at most 1. So after \( \delta m \) deletions we are left with at least

\[(1 - 2^{-t})(2^{tn} - 2^{ti}) - \delta \cdot 2^{tn} = (1 - \delta)2^{tn} - 2^{t(n-1)} - 2^{ti} \geq (1 - \delta - 2^{-t+1})2^{tn}\]

good \( a \)'s for \( i \). Therefore it is a \((2, \delta, 1/2 - \delta - 2^{-t+1})\) LDC for such errors.

\section{Proof of Theorem 4}

The following theorem says that from any linear (resp. affine) insdel LCC, we can obtain a linear (resp. affine) insdel LDC that has the same parameter. The theorem is essentially Lemma 2.3 from [Yek12].

\textbf{Theorem 7.} Let \( \mathbb{F} \) be a finite field. Suppose \( C \subseteq \mathbb{F}^m \) is a linear (resp. affine) \((q, \delta, \varepsilon)\)-insdel LCC, then there exists a linear (resp. affine) \((q, \delta, \varepsilon)\)-insdel LDC \( C' \) encoding messages of length \( \dim(C) \) to codewords of length \( m \). The same holds for the insdel LCCs and insdel LDCs in the private-key setting.

\textit{Proof of Theorem 7.} For any linear code \( C \subseteq \mathbb{F}^m \), it encodes a message \( x \in \mathbb{F}^n \) to a codeword \( y \in \mathbb{F}^m \) through encoding function \( y = x \cdot G \) with generating matrix \( G \in \mathbb{F}^{n \times m} \). Let \( I \subseteq [m] \) be a set of \( \dim(C) \) information coordinates of \( C \) (i.e. a set of coordinates whose value uniquely determines an element in \( C \)). For \( y \in C \), let \( y|I \in \mathbb{F}^n \) be the restriction of \( y \) to the coordinates in \( I \). We can find another generator matrix \( G' \) such that for any message \( x \in \mathbb{F}^n \), \( y = x \cdot G' \in C \) and \( y|I = x \). It is easy to verify that the locally correctability of \( C \) implies the locally decodability of \( C' \).

If \( C \) is an affine code, the encoding function becomes \( y = x \cdot G + b \) for some \( b \in \mathbb{F}^m \). Again, let \( I \subseteq [m] \) be a set of \( \dim(C) \) information coordinates of \( C \). Similarly, we can pick generator matrix \( G' \) such that for any message \( x \in \mathbb{F}^n \), \( y = x \cdot G' + b \in C \) and \( y|I - b|I = x \). The locally correctability of \( C \) implies the locally decodability of \( C' \).

We note the above argument holds for insdel LCCs and insdel LDCs in the private-key setting. \[\Box\]

The proof of Theorem 4 uses the same reduction introduced by [BGT16]. We first introduce two lemmas. The following lemma says that insdel LCCs must have large Hamming distance.

\textbf{Lemma 5.} If \( C \in \Sigma^m \) is a \((q, \delta, \varepsilon)\)-LCC, then for any two codewords \( c, c' \in C \), the Hamming distance between \( c \) and \( c' \) is larger than \( 2\delta m \).
Assume there are two codewords \( c, c' \in C \) such that \( c \neq c' \) and the Hamming distance between \( c \) and \( c' \) is at most \( 2\delta m \). Then we can conclude that \( \text{ED}(c, c') \leq 4\delta m \). This is because we can transform \( c \) into \( c' \) with less than \( 2\delta m \) symbol substitutions. Meanwhile, each symbol substitution can be replaced by an insertion and a deletion. Thus it takes at most \( 4\delta m \) insertions/deletions to transform \( c \) into \( c' \).

Since \( \text{ED}(c, c') \leq 4\delta m \), there must exists a \( y \in \Sigma^{m'} \) such that \( \text{ED}(c, y) \leq 2\delta m \) and \( \text{ED}(c', y) \leq 2\delta m \). Let \( i \) be one of the positions that \( c \) and \( c' \) differs. By the definition of insdel LCCs, there is a probabilistic algorithm \( \text{Dec} \) such that \( \Pr \left[ \text{Dec}(y, m', i) = c_i \right] \geq \frac{1}{2} + \varepsilon \) and \( \Pr \left[ \text{Dec}(y, m', i) = c'_i \right] \geq \frac{1}{2} + \varepsilon \). This is impossible because \( c_i \neq c'_i \). Thus, the Hamming distance between \( c \) and \( c' \) must be larger than \( 2\delta m \).

The reduction needs the following notion of VC-dimension.

**Definition 6** (VC-dimension). Let \( A \subseteq \{0,1\}^n \), then the VC-dimension of \( A \), denoted by \( \text{vc}(A) \) is the cardinality of the largest set \( I \subseteq [n] \) which is shattered by \( A \). That is, the restriction of \( A \) to \( I \), \( A|_I = \{0,1\}^{|I|} \).

The following lemma due to Dudley [Dud78] is the key to the reduction.

**Lemma 6** (Theorem 14.12 in [LT13]). Let \( A \subseteq \{0,1\}^n \) such that for every distinct \( x, y \in A \), \( \|x - y\|_2 \geq \varepsilon \sqrt{n} \). Then,

\[
\text{vc}(A) = \Omega \left( \frac{\log(|A|)}{\log(2/\varepsilon)} \right).
\]

**Proof of Theorem 4.** Assume \( C : \{0,1\}^k \rightarrow \Sigma^m \) is a \((q, \delta, \varepsilon)\)-insdel LCC. Without loss of generality, we can assume \( \Sigma = \{0,1\}^s \). Consider an error correcting code \( C^0 : \{0,1\}^s \rightarrow \{0,1\}^t \) with constant distance \( \delta_0 \), i.e. any two codewords in \( C^0 \) has Hamming distance \( \delta_0 t \). Let \( C^1 : \{0,1\}^k \rightarrow \{0,1\}^{mt} \) be the concatenation of code \( C \) and \( C^0 \). That is, every codeword in \( C^1 \) is obtained by first encoding the message with code \( C \) and then encoding each symbol in \( \Sigma \) with code \( C^0 \). By Lemma 5, any two codewords in \( C^1 \) must have Hamming distance at least \( 2\delta_0 \varepsilon mt \). Thus, let \( \varepsilon = \sqrt{2\delta_0} \), for any \( c, c' \in C^1 \), we have

\[
\|c - c'\|_2 \geq \varepsilon \sqrt{mt}.
\]

By Lemma 6, the VC-dimension of \( C^1 \) (\( \text{vc}(C^1) \)) is

\[
\Omega \left( \frac{\log(|C^1|)}{\log(2/\varepsilon)} \right) = \Omega \left( \frac{\log(|C|)}{\log(2/\varepsilon)} \right) = \Omega \left( \frac{k}{\log(1/\delta)} \right).
\]

Let \( k' = \text{vc}(C^1) \). By the definition of VC-dimension, there exists a set \( I \subseteq [mt] \) of size \( k' \) that shatters \( C^1 \), i.e. \( C^1|_I = \{0,1\}^{|I|} \).

We can build a \((q, \delta, \varepsilon)\)-insdel LDC \( C' : \{0,1\}^{k'} \rightarrow \Sigma^m \) as follows. For any message \( x \in \{0,1\}^{k'} \), let \( C'(x) = z \in C \) such that \( C^0(z)|_I = x \). Here, by \( C^0(z) \), we mean encoding each symbol of \( z \) with code \( C^0 \). By the property of set \( I \), we know such a codeword \( z \in C \) must exist. If there are more than one \( z \in C \) satisfying \( C^0(z)|_I = x \), we pick one of them arbitrarily. Assuming \( I = \{t_1, t_2, \ldots, t_{k'}\} \), for any message \( x \in \{0,1\}^{k'} \) and any \( i \in [k'] \), we have \( x_i = \left( C^0(C'(x)) \right)_{t_i} \).

We now show that \( C' \) is indeed a \((q, \delta, \varepsilon)\)-insdel LDC. To decode a message bit \( x_i \), we only need to look at the block of \( \{0,1\}^m \) that contains \( t_i \), say it is the \( j \)-th block. Assume we are given a
$y \in \Sigma^*$ with $\text{ED}(y, C'(x)) \leq 2\delta m$, and notice that $C'(x)$ is also a codeword of $C$. The decoding algorithm for $C$ can recover $C'(x)_j$ with probability of at least $1/2 + \varepsilon$, using at most $q$ queries to $y$. Applying $C^0$ to $C'(x)_j$ will give us $x_i$. Thus, $x_i$ can be decoded with probability at least $1/2 + \varepsilon$ using at most $q$ queries to $y$. \qed