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Abstract

One of the key limitations in machine learning models is poor performance on data that is out of the domain of the training distribution. This is especially true for image analysis in magnetic resonance (MR) imaging, as variations in hardware and software create non-standard intensities, contrasts, and noise distributions across scanners. Recently, image translation models have been proposed to augment data across domains to create synthetic data points. In this paper, we investigate the application an unsupervised image translation model to augment MR images from a source dataset to a target dataset. Specifically, we want to evaluate how well these models can create synthetic data points representative of the target dataset through image translation, and to see if a segmentation model trained these synthetic data points would approach the performance of a model trained directly on the target dataset. We consider three configurations of augmentation between datasets consisting of translation between images, between scanner vendors, and from labels to images. It was found that the segmentation models trained on synthetic data from labels to images configuration yielded the closest performance to the segmentation model trained directly on the target dataset. The Dice coefficient score per each target vendor (GE, Siemens, Philips) for training on synthetic data was 0.63, 0.64, and 0.58, compared to training directly on target dataset was 0.65, 0.72, and 0.61. Our code is available at https://github.com/IAMLAB-Ryerson/MRI-Augmentation
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1. Introduction

Imaging of white matter hyper-intensities (WMH) plays a significant role in the management, diagnosis, and evaluation of treatment of multiple sclerosis and dementia (Polman et al., 2011). Manual delineations provide important volumetric information of lesion load and spatial distributions, however they are labor intensive to acquire and are often subject to high inter- and intra-rater variability (Egger et al., 2017; Steenwijk et al., 2013). As a
result, automated lesion segmentation methods are highly sought after due to their potential to streamline clinical workflows.

In recent years, deep learning has becoming increasingly popular for medical image processing and analysis. Deep convolutional neural networks (CNNs) leverage the capacity to learn strong representations from a large amount of annotated data. However, large annotated datasets of medical images are often difficult to obtain, especially for tasks such as semantic segmentation where exhaustive pixel-wise annotations are required. Furthermore, models often perform poorly when tested on populations from outside the distribution of the training set. This is commonly referred to as domain shift problem (Gretton et al., 2008).

Domain shift is especially problematic for MR images as variations in hardware and software create non-standard intensities, contrasts, and noise distributions, which is also referred to as the multi-center (MC) effect (Reiche et al., 2019). The MC effect is known to create different image characteristics between scanners and centers even for the same patient and same tissues (Reiche et al., 2019; Zhong et al., 2012). To address domain shift, many authors have suggested utilizing domain adaptation techniques. In general, domain adaptation aims to transfer knowledge from a source domain to a target domain, typically by leveraging domain invariant features to be translated (Volpi et al., 2018; Sundaresan et al., 2021). There has been success found in various applications where a small labeled dataset was able to incorporate larger unlabeled datasets by domain adaption, which allowed for greater generalizability (Ganin et al., 2016; Wilson and Cook, 2020). While domain adaption typically seeks to learn invariant features from real data, there have been recent developments in the application of generative adversarial networks (GAN) to create synthetic data. The objective of GANs is to generate synthetic data representative of a target distribution. This is achieved through adversarial training of a pair of generator and discriminator models, in which the generator captures the data distribution, and the discriminator estimates the probability that the data is real or generated (Goodfellow et al., 2014). The capacity to generate synthetic data points have lead authors to explore the prospect of utilizing these methods to augment limited data sets (Sandfort et al., 2019; Frid-Adar et al., 2018; Huo et al., 2019).

A promising trend of medical applications building upon CycleGAN (Zhu et al., 2020) have emerged for cross-modal synthesis from unpaired training images. In Zhang et al. (2019) and Huo et al. (2019), the authors have demonstrated the capacity to utilize cycle-based methods to augment between MR and CT images for both data synthesis and segmentation. By having a pair of generator and discriminator networks learn the respective distributions of each domain, synthetic data points can be generated through image translation from one domain to another. The experimental results from these works have shown the capacity for the translation to be annotation-preserving in the application of semantic segmentation. Building upon this, rather than the application of cross-domain translation between modalities, in this paper we investigate the application of image translation models to MR images between scanner domains to address the MC problem.
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Figure 1: Image-translation modes to be investigated. a) Image2Image translation, b) Scan2Scan, c) Label2Image

1.1 Contribution

In this work, image translation techniques are utilized to augment MR images from one scanner domain to another for the purposes of semantic segmentation. Specifically, we seek to evaluate the capacity of these techniques to translate images from a source domain to create synthetic data points representative of the target domain. Rather than generalization, the objective is to see how well these images represent the target domain, and if training a segmentation model to learn from these synthetic images is comparable to a segmentation model learning directly from the target domain. We take inspiration from the work of Zhang et al. (2019) and Huo et al. (2019) for cross-modal synthesis between MR and CT modalities, however apply these techniques to cross-domain translation between MR scanners. To elaborate, our investigation consists of two multi-center MR image datasets, from which we designate one as our source dataset and the other as our target dataset. We further separate the target dataset by the respective vendors (GE, Siemens, and Philips) and consider each as individual target distribution. For our experiments, we consider the following cases to be explored for defining the source distribution:

- **Image2Image** - Translation from multi-center distribution to target distribution
- **Scan2Scan** - Vendor specific translation from source to target distribution
- **Label2Image** - Unpaired label to image translation from source to target distribution

Figure 1 provides an illustration of the image translation cases. The overall objective was to define the optimal configuration to generate synthetic samples in a target domain through image translation. Image2Image utilizes the entire source dataset to train a translation model to each of the respective target distributions. This was to observe if the multi-center effect would translate to a specific target distribution. Contrasting this, Scan2Scan separates the source dataset by the respective vendors and trains a translation model per specific combination of source-target vendor pairs (i.e. GE2GE, Siemens2Philips, and Philips2GE). Lastly in Label2Image, we investigate defining the source distribution as the label images from the source dataset, and explore the potential of training a translation model for unpaired segmentation annotations to images in each target domain. From these models, we then consider two sets of experiments for training the segmentation models on synthetic data to further explore the multi-center effect. We define the synthetic datasets per method as the following:
• Generate synthetic data representative of a single target distribution
• Pool the synthetic data from each target distribution together to create a synthetic multi-center dataset

Our investigations found that the multi-center effect had little change on the quality of the synthetic images for image-to-image translation (Image2Image and Scan2Scan), however, did impact the overall variance of the segmentation performance. It was found that Label2Image mode yielded the best results for generating synthetic data for segmentation training, with results comparable to training directly on the target distribution. Interestingly, while the Label2Image synthetic data did train segmentation models better, it was noted that Label2Image yielded images that were relatively less realistic than the other modes. To explore the relationship between realism and effective training data further, we also conduct an experiment generating synthetic source labels using DCGAN (Radford et al., 2016) to translate to the respective target distributions.

2. Related Works

This work involves various aspects of medical image analysis, domain adaption, and generative adaptive networks (GANs). In the following sections, an overview of the relevant works is presented.

2.1 Semantic Segmentation

Recent advances in semantic segmentation have largely been dominated by deep learning methodologies (Khademi et al., 2021). Notably, the most common methods are based on fully convolutional networks (FCNs). Long et al. (2015) demonstrated one can effectively transform any CNN model to an FCN. In medical applications, the most common FCN is encoder-decoder style U-Net first proposed by Ronneberger et al. (2015). Exemplifying this, the top 11 teams participating in the MICCAI 2017 Grand Challenge for automated WMH segmentation used some form of U-Net architecture (Kuijf et al., 2019). However, it is usually expensive and difficult to acquire pixel-level annotations. Coupled with this, it is known that these models perform well on populations sampled from the training distribution, but perform poorly on out-of-domain populations (Volpi et al., 2018). To address this, authors have proposed solutions such as weak supervision, where weak labels such as bounding boxes (Khoreva et al., 2016), object localization (Qi et al., 2016), and point supervision Bearman et al. (2016), to then refine to pixel-wise predictions. However, weak supervision does not perform as well as supervised methods as it is difficult to approximate boundary information from weak labels (Hung et al., 2018).

2.2 Domain Adaptation

To address the issues above, various domain adaption methods have been proposed to incorporate unlabeled data with labeled datasets. In general, domain adaption methods attempt to transfer knowledge from a source domain to a target domain by leveraging domain invariant features (Wilson and Cook, 2020). A common technique is transfer learning, in which low level features are frozen, while higher level features are fine tuned (Ghafoorian et al.,
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2017). However, the performance is often known to rely on sufficient initial training data to be robust. Another domain adaption model is DANN, which consists of a feature extractor, a domain predictor and a label predictor (Ganin et al., 2016). The adversarial nature of the network is the gradient reversing layer between the domain predictor and the feature extractor, in which the labels prediction is minimized, while the domain predictor maximized. Similarly, an alternative is presented in domain unlearning, in which the method involves learning the domain prediction for a fixed feature representation, and then minimizing the domain shift, while maximizing in domain confusion (Dinsdale et al., 2021).

2.3 Generative Adversarial Networks

Recent developments in generative adversarial networks (GANs) (Goodfellow et al., 2014) have shown a variety of applications. As mentioned earlier, adversarial networks have been applied to domain adaptation (Ganin et al., 2016). Hung et al. (2018) demonstrate the application of adversarial networks for semi-supervised training of semantic segmentation models. For data generation, application in the medical domain has been demonstrated by Frid-Adar et al. (2018) to generate synthetic liver images to improve lesion classification. In Li et al. (2021), the authors propose a network to model the joint image-label distribution, and synthesis of both image and semantic mask. Similarly, Zhang et al. (2021) propose training on a small labeled set and disentangling the latent space of StyleGAN (Karras et al., 2019) architecture to generate synthetic labeled datasets. However, the authors note that the requirement is highly detailed semantic labels.

Several authors have proposed utilizing CycleGAN (Zhu et al., 2020) as a method to adapt images from one domain to another for the purpose of augmenting training data. Translation from MR to CT domains have been demonstrated by several authors (Wolterink et al., 2017; Zhang et al., 2019; Jiang et al., 2018). The original authors of CycleGAN have demonstrated the capacity to synthesize realistic images from label information (Zhu et al., 2020), in a similar fashion to conditional GANs (Isola et al., 2018). A similar work to our investigation, Palladino et al. (2020) utilize CycleGANs to translate between scanner vendors within the MICCAI 2017 WML Grand Challenge data (Kuijf et al., 2019). However, in their implementation, they train only on real data and use the image translation models to augment the images the training distribution during testing.

3. Methods

An overview of the training setup is shown in Figure 2. Details regarding pre-processing, data, architecture and evaluation metric can be found below.

3.1 Pre-Processing

Brain volumes were first skull stripped using method proposed by DiGregorio et al. (2021) to estimate the intracranial volume. Masks generated by the mentioned method were then used as a label along with WML labels for the source dataset. After stripping the skull, the whole volume was normalized to an intensity between 0 and 1 by dividing by maximum intensity. From the volume, axial slices were taken and resampled to 256 x 256 using default resize parameters in python scikit-image library (Van der Walt et al., 2014). Slices that
contained brain images with pixels that have less than 10% of the volume or were empty were discarded. This resulted in the upper- and lower-most slices being discarded, which were considered acceptable as the those regions were not expected to contain lesions (and had hardly any brain tissue) (Wardlaw et al., 2015). This was done to ensure that when training the translation models that they do not mode collapse to empty slices. Some moderate augmentations were applied to the images during training, including random scaling, rotation, and mirroring.

3.2 Data

Two multi-center MR image datasets were used in our experiments, from which we designate one as our source dataset and the other as our target dataset. The source data consists of 60 FLAIR volumes publicly released by the MICCAI 2017 Grand Challenge for WMH segmentation (Kuijf et al., 2019). We designate the MICCAI dataset as the source dataset, as the annotations are considered the gold standard due to the multiple expert raters per annotations. The target dataset consists of 54 FLAIR volumes from the Canadian Atherosclerosis Imaging Network (CAIN) and is a pan-Canadian effort to study vascular disease (Tardif et al., 2013), with WML labels generated by experienced raters (Khademi et al., 2021). The labels belonging to CAIN were not used in any training, and were strictly reserved for validation.

A summary of the total number of images after pre-processing for both source and target distributions can be found in Table 1. In the table, the data is split into the respective scanner vendors. For training the image translation models, we pool the data as per each mode defined above in Figure 1. Regarding Image2Image and Label2Image, all images and labels (respective of each mode) from the source (MICCAI) distribution were pooled
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together as a set containing 1,695 images. From this set, individual translation models were
trained to translate to each of the vendors in the target distribution (341 images in GE, 574
in Siemens, 767 images in Philips). For Scan2Scan, a image translation model was trained
on each combination of source vendor to target vendor. For example, some of the image
translation models trained were GE-to-GE (538 to 341 images), GE-Siemens (538 to 574
images), and GE-to-Philips (538 to 767 images). A summary of all the combinations can
be found in Appendix under Table 3

| Source: MICCAI | Centers | Scanner Vendors | Total | No. Labels | No. Images |
|----------------|---------|-----------------|-------|------------|------------|
|                | Amsterdam | GE              | 20    | 20         | 538        |
|                | Singapore | Siemens        | 20    | 20         | 554        |
|                | Utrecht   | Philips         | 20    | 20         | 603        |
| Target: CAIN | 176, 202 | GE              | 10    | 10         | 341        |
|                | 190, 1180, 1203 | Siemens | 18    | 10         | 574        |
|                | 198, 320 | Philips         | 26    | 10         | 767        |

Table 1: Dataset Summary

3.3 Architecture

In Figure 2, S denotes the source dataset with annotations and T denotes the target dataset
without annotations. The generators used consists of three convolution blocks with a stride
of 2 and three ResNet blocks, as defined by Zhu et al. (2020) and He et al. (2015). Mod-
ifications to number of ResNet blocks were to reduce the parameter space to better suit
the smaller number of images. The segmentation model is a modification of the U-Net
(Ronneberger et al., 2015), consisting of five ResNet blocks (He et al., 2015) in the encoder
path, and mirrored with 2D transposed layers in the decoding path, with a single ResNet
block as the bottleneck.

3.3.1 Loss Functions

For training CycleGANs, the loss function consists of two main components. First is the
adversarial loss defined as the following:

$$\mathcal{L}_{GAN}(G, D, A, B) = \mathbb{E}_{y \sim B}[\log D(y)] + \mathbb{E}_{x \sim A}[1 - \log D(G(x))]$$

Where, the generator attempts to generate images that approximates the real images,
and the discriminator attempts to differentiate between generated and real. Second is the
cycle consistency loss defined as the following:

$$\mathcal{L}_{Cycle}(G_{A2B}, G_{B2A}, A) = \mathbb{E}_{x \sim A} |G_{B2A}(G_{A2B}(x)) - x|_1$$
The cycle consistency loss is a reconstruction loss following the translation through paired generators. The total loss function is defined as the following for a paired generator and discriminator:

$$L_{\text{Total}}(G_{S2T}, G_{T2S}, S, T) = \lambda_1 L_{\text{GAN}}(G_{S2T}, G_{T2S}, S, T) + \lambda_2 L_{\text{GAN}}(G_{T2S}, G_{S2T}, T, S) + \lambda_3 L_{\text{Cycle}}(G_{S2T}, G_{T2S}, S) + \lambda_4 L_{\text{Cycle}}(G_{T2S}, G_{S2T}, T)$$  \hspace{1cm} (3)

For all modes, we utilize the default parameters as defined in original CycleGAN (Zhu et al., 2020) for the lambda weighting in equation 3. For the segmentation models, we utilize generalized Dice loss (Sudre et al., 2017) due to the relative class imbalance of white matter lesions in the images.

$$L_{\text{seg}} = 1 - 2 \sum_{i=1}^{2} w_i \frac{\sum_n r_{ln} p_{ln}}{\sum_i^{2} w_i \sum_n r_{ln} + p_{ln}}$$  \hspace{1cm} (4)

Where, $r$ represents the real annotations and $p$ represents the predictions. The weighting coefficient, $w_i = \frac{1}{(\sum_{n=1}^{N} r_{ln})^2}$, is used to correct the contribution of each class by the inverse of the volume.

### 3.3.2 Training

For each of the image translation modes, we define the source and target distributions of the data by the different modes (Image2Image, Scan2Scan, and Label2Image). A summary of the different configurations can be found in Appendix under Table 3. For each experiment, we train for 50 epochs with the last 25 epochs applying learning rate decay to 0 (You et al., 2019), with an initial learning rate of 0.0002. For increasing stability, we train our discriminators with memory of eight images (Shrivastava et al., 2017). The size of the batches was 4. As mentioned above, we attempt to further explore the application of Label2Image translation by attempting to utilize synthetically generated labels. To accomplish this, we train a DCGAN (Radford et al., 2016) model using the default parameters to model the label images. Once trained, we sample 5000 images from the generator and use it as a source domain, and repeat the above experiment.

Once the image translation models are trained, we conduct two sets of experiments for training segmentation model. The first set is creating a synthetic dataset per mode for each target distribution. For example, for Scan2Scan models that were trained with GE volumes as the target dataset, the synthetic data generated was pooled together to create a synthetic dataset. The second set consists creating multi-center synthetic dataset per mode by pooling the generated data together. For example, for the Label2Image models, the synthetic data from all the different target distributions were pooled together to make a synthetic multi-center dataset.

The segmentation models were trained in a supervised fashion on the synthetic data with the annotations from the source domain, as shown in Figure 2. Only the lesions annotations were used in training. For each model, we train on 50 epochs with a batch size of 8, and utilizing Adam optimizer (Kingma and Ba, 2017) ($\beta_1 = 0.5$, and $\beta_2 = 0.999$) with an initial learning rate of 0.001.

We repeat the segmentation training configuration to establish our baseline performance, in which we seek define a lower and upper bound. The lower bound is defined as performance
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of the segmentation model trained on only the source domain and tested on the target
domain. This is to approximate the effect of the domain shift across different distributions.
The upper bound seeks to define the performance of a segmentation model trained and
tested on the target distribution data. In other words, the upper bound seeks to observe a
model that is potentially over-fitted to the training data.

3.4 Evaluation Metrics

To evaluate segmentation performance we utilize six evaluation metrics to compare the
WML prediction masks to the ground truths. Five of the metrics are derived from stan-
dardized metrics purposed by the MICCAI 2017 WMH Segmentation Grand Challenge;
Dice Similarity Coefficient (DSC), Hausdorff distance (HD), Average Volume Difference
(AVD), Lesion Recall (L-Recall), and Lesion F1 (L-F1) (Kuijf et al., 2019). We also include
False Positive Rate (FPR) as a percentage, since there is a significant imbalance of positive
classes (lesion) and negative classes (foreground).

One of the standard metrics to measure the quality of generated images is to utilize
Fréchet inception distance (FID), which compares the Wasserstein-2 distance between two
Guassians of the feature representation defined by InceptionV3 pretrained on ImageNet
(Heusel et al., 2018). It has been found lower scores were tended to correlate to human
agreement (Lucic et al., 2018). The formulation of FID score is given by the following:

\[
FID = |m - m_w|^2 + Tr(C + C_w - 2(CC_w)^{1/2})
\]

Where, the features are sampled from the coding layers in the InceptionV3 network, and
the respective mean and co-variance are calculated for the generated images, \((m, C)\) and
real world images \((m_w, C_w)\). FID score is typically calculated on sufficiently large data sets,
as the estimation of the co-variance matrix requires sufficient number of samples relative
to the vector length of the feature vector (2048 for original implementation). As we do not
have sufficient number of samples, in this paper we explore sampling the feature vector at
different depths of the network. Inspired by FID score implementation by Seitzer (2020) we
sample at; first max pooling features (64), second max pooling features (192), pre-auxiliary
classifier (768), and final averaging pooling features (2048). While FID score is calculated
using a model pre-trained on natural images may raise concerns of applicability to MR
images, the objective of utilizing the metric is to have an objective feature representation
to compare between the different models.

4. Results

In the following, the results of experiments are presented. We examine visually the quality of
the augmented data, the segmentation performance of the model trained on the augmented
data, and lastly a quantitative comparison using FID score.

4.1 Augmented Data

Figure 3 shows a sample of augmentation across scanner domains. On the left, the original
images are sampled from each of the centers in the source domain (MICCAI), displaying
the respective MR image and mask. For the segmentation mask, white indicates WML and
gray indicates brain. The augmented images on the right are the results of each translation, after augmentation they are reshaped back into the original dimension of the source image.

Warping is present for both Image2Image and Scan2Scan modes. For example, in Figure 3, for translation between GE and Siemens, the resultant images for the two modes yields warping of the brain region when compared to original image. This is likely an artifact from augmenting from an image that has a significantly different aspect ratio. The example shown in Figure 4, shows less of this particular warping due to the source image being closer to 1:1 aspect ratio. For Scan2Scan, there appears to be cases in where the labels are not maintained through translation, as shown in Philips to Siemens translation (center image) in Figure 4. The Label2Image translation appears to be the most consistent in terms of overall shape and label consistency. Figure 3 and 4 both show relatively realistic appearing images. However, some anatomically incorrect gyri appear in the example in the Philips to GE translation (top right) in Figure 4.

4.1.1 Augmentation from Synthetic Labels

Extending the investigation of utilizing labels as priors for translation, Figure 5 displays the results of the synthetic labels generated on the left and the resultant translation to each domain on the right. As with examples shown in Figure 3 and 4, the overall shape and label consistency is maintained relative to original input, performing similarly to Label2Image in the above section. Overall brain images appear to be easily discernible as generated images. Some portions of the generation appears less textured than what is typically expected in real images as well, leading to suggestion that the model may be overgeneralizing.
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Figure 4: Example of Augmentation from Single Prior

Figure 5: Synthetic Labels to Target Domains
4.2 Segmentation Performance

4.2.1 Training on Target Distribution

In this section, the results for the set of experiments where segmentation models were trained on synthetic data derived from a single scanner in the target distribution will be analyzed in the context of lesion segmentation. For each augmentation mode, the segmentation performance for each scanner vendor is shown in Figure 6. Observing the overall trend in Figure 6 across all the models, there appears to be significant improvement when comparing performance of segmentation on GE volumes to the lower bound. There appears to be slight improvement in segmentation on Siemens volumes for Image2Image and Label2Image models, with notable performance of Label2Image performance being similar to upper bound performance. Dice similarity performance for Philips volumes appears to have worsened across all models, however AVD and FPR still show positive results with low scores for Philips. In Table 5 the performance of the individual models are summarized for the respective metrics. Also within Table 5, we show segmentation results where we have taken the liberty to explore the possibility of utilizing CycleGANs as a form of unsupervised segmentation model for the Label2Image models. Since, for the training of Label2Image, there exists a Label2Image model that is paired with it, which acts in a similar fashion as training segmentation. However, the segmentation provided in this unsupervised manner was not viable, as the average Dice coefficients scores were 0.44, 0.37, and 0.32 for the respective scanners (GE, Siemens, Philips).

4.2.2 Training on Mixed Distribution

In the following, the lesion segmentation performance will be analysed for the set of experiments where segmentation models were trained on synthetic multi-center data, for which synthetic data generated by each augmentation mode were pooled together. For each augmentation mode, the segmentation performance for each scanner vendor is shown in Figure 7. It was expected that there would be improvement to the upper bound performance due to larger dataset. Comparing Figure 6 and 7, for the Image2Image and Scan2Scan models,
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Figure 7: Segmentation Performance for Mixed Domain

there appears to be no significant improvement on GE and Siemens domains, however performance on Philips did improve slightly. Notably, the performance of the models trained on label-to-image models show significant improvement on GE and Philips domains, with 0.04 and 0.05 improvement respectively on DSC, with a minor improvement on Siemens domain, with an improvement of 0.01. In Figure 8, we present the relative consistency between scanner vendors for each mode as a function of coefficient of variation (COV), which is defined as the ratio of the standard deviation to the mean (Everitt and Skrondal, 2002). We observe that for each mode we investigated, there is significant decrease in overall COV relative to the COV of the lower bound, indicating an overall improvement to consistency.

Figure 8: Comparison of COV between centers for each method

The results above imply that the Label2Image is the optimal mode for image translation in context of generating synthetic samples for segmentation training. Exploring this implication further, the experiments were repeated for the data generated in Figure 5. The
results presented in Appendix under Table 6 show that the these series of experiments did not yield good segmentation performance, with average Dice coefficients of 0.40, 0.40, and 0.32 for GE, Siemens, and Philips respectively compared to Dice coefficient averages by Label2Image of 0.63, 0.64, and 0.58.

4.3 FID and Visualization

![Figure 9: T-SNE Visualization](image)

Analysis in the following attempts to quantify the visual quality between the augmentation modes as compared to the real images from the target (CAIN) distribution. Table 2 shows the FID scores relative to the target (CAIN) distribution of each of the modes and the source (MICCAI) dataset at different depths of the InceptionV3 network. The exploration of different depths was to observe the comparison of the features at different levels of complexity (with lower layers consisting of low complexity features, to more complex features at later layers). We observe the scores of Image2Image mode appears to have the highest FID score for the deeper layers, even when comparing to scores generated by MICCAI. Scan2Scan images appear to have the lowest FID scores, possibly indicating the images being closer to the target distribution.

Figure 9, shows a visualization of the features sampled at the final averaging pooling features using T-SNE (Van der Maaten and Hinton, 2008). Since the images are MR images, the expected natural image features are likely to be redundant and not applicable, thus we first utilize PCA to reduce the dimensions from 2048 to 1024 (Jolliffe and Cadima, 2016). For each of the domains, the generated images tend to be cluster around each other, while being closer to the target (CAIN) distribution, while being further from source dataset (MICCAI).

5. Discussion

It was demonstrated that data points representative of a target dataset can be generated through augmenting a source dataset through image translation. By augmenting the data and reusing the annotation labels, we found that it is possible to approach segmentation performance defined by the upper bound model (trained on the target distribution directly). Our investigation found that synthetic data generated from label images yielded results
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| Method       | FID: 64 | FID: 128 | FID: 768 | FID: 2048 |
|--------------|---------|----------|----------|-----------|
| Image2Image  | 0.017   | 0.299    | 0.161    | 65.129    |
| Scan2scan    | 0.012   | 0.164    | 0.091    | 36.493    |
| Label2Image  | 0.014   | 0.154    | 0.097    | 39.393    |
| MICCAI       | 0.318   | 1.289    | 0.146    | 46.975    |

Table 2: Modified FID score along different vector lengths

It was expected that multi-center data would have increased variability due to the multi-center effect. We observe this in Figures 6 and 7, when observing the upper bound model (which was trained directly on the target dataset) having higher variability in segmentation performance in terms of Dice coefficient agreement. The higher variability can be understood as the problem of concept drift (Zenisek et al., 2019), in where systems become less accurate over time as more data is introduced. However, this effect is not well understood in context of image synthesis. We attempt to observe this effect by changing the variability of the source datasets for the case of Image2Image and Scan2Scan. Presented in Figure 3 and 4, the generated samples of Image2Image and Scan2Scan can be observed to create relatively realistic images that are difficult to discern visually which are better. Observing the segmentation performance of models trained on this data in Figure 6 and 7 show similar Dice agreement between Image2Image and Scan2Scan models. Therefore, it may be inconclusive whether the multi-center effect is present in image synthesis for the case presented in this paper. However, the relative amount of data used in training may suggest overfitting in generative models. In study by Karras et al. (2020), generative models were monitored by their FID score to a test set and varied by the amount of data used in training. It was found that models with less training data tended to overfit, as the FID scores diverged at earlier points than models trained with more data. From this we can infer that the generated images tended to contain features more specific to the training set, and in which we observe this in Table 2, where Scan2Scan models show significantly lower FID scores than Image2Image models.

5.2 Label versus Images as Priors

The cycle consistency introduced in CycleGAN (Zhu et al., 2020) regularizes the training of the model by enforcing the translation $G_{B2A}(G_{A2B}(x)) \approx x$. What this infers, is that information and features in image $x$ is encoded by $G_{A2B}(.)$, such that it can be decoded by the paired network, $G_{B2A}(.)$. For both Image2Image and Scan2Scan modes, as their image priors were real images, the expected information maintained through translation would cause the generated images to be similar. We can observe the relative similarity to the prior images for Image2Image and Scan2Scan modes in Figure 3 and 4. However,
despite the generated samples being more similar to real images, Figure 6 and 7 show that segmentation models trained on Label2Image performed better in every segmentation metric and approximates better to the performance of model trained directly on target data. One suggestion of why Label2Image data perform better is that the label image priors are less complex and contain less information than real priors. Lower complexity means that less features have to be maintained in the translation of $G_{A2B}(x) = x'$, and features in synthetic image $x'$ primarily consist of features learned of the target distribution. Another reason may be due to the function of the decoder network to maintain label consistency. Since the forward path, $G_{A2B}(x) = x'$, creates a synthetic MR image, the decoder path, $G_{A2B}(x') = x$, translates the synthetic image back to label domain. In effect, the decoder path functions similarly to a segmentation model. Since the decoder path functions similarly as a segmentation model, this opens up the consideration of unsupervised learning for segmentation. However, we evaluate the decoders respective of each model for Label2Image in Appendix under Table 5 as a function of segmentation performance and was found that unsatisfactory results, with unsupervised performance scoring lower than our segmentation model trained on out-of-domain data.

5.3 Realism in Training

Relative to images generated by Image2Image and Scan2Scan modes, Label2Image data appears to be less realistic, with overgeneralized textures and implausible structures appearing in generated data. This is likely due to the label image priors containing less details and are therefore less restrictive in translation. Despite this, the segmentation models trained on Label2Image data had the highest performance. It may be suggested that by training on overgeneralized images, the segmentation model is better trained to learn features of the target distribution. To explain further, this could be due to the operations of convolution layers in neural networks, as the overall receptive field is activated when a learned feature is "detected", the relative location within the receptive field may not matter. To observe the limits of this, we experimented with generating synthetic labels and using them a priors for Label2Image translation. Figure 5 shows a sample of the synthetic labels translated to each respective target distribution. In these samples, the generated images are less realistic and contain more implausible strictures. The results of the training of these generated data can be found in Appendix under Table 6. The segmentation performance of models trained with this data was lower than the model trained on out-of-domain data, suggesting there may be a minimum requirement to realism that needs to be met.

6. Conclusion

In this paper, it was demonstrated that CycleGAN (Zhu et al., 2020) can be implemented to create synthetic data points representative of a target dataset through image translation, and said data points can be used to train segmentation models. Specifically, we considered the application for augmentation between MR dataset, and investigate the particular configurations of the distributions between source and target. The performance of these segmentation models have shown to approach performances similar to segmentation models trained directly on the target dataset. It was observed that the optimal configuration is to utilize label images as a prior to create synthetic data points, despite the generated images
being less realistic and overgeneralized. Future work intends to explore the relationship between realism in synthetic data and applicability in augmenting small datasets. Potential applications could be found in topics such as active learning, adversarial attacks, and pseudo-labeling. Within the clinical setting, training data representative of a particular vendor or center could potentially be readily generated from a few samples. In turn, this could reduce the overhead required to train robust algorithms and make the overall process of integration more scalable.
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Appendix A.

1. Segmentation Model

Figure 10: Segmentation Model
## Data Table for Each Experiment

| Mode       | Source         | No. Images | Target       | No. Images |
|------------|----------------|------------|--------------|------------|
| Image2Image | MICCAI         | 1695       | CAIN: GE     | 341        |
| Image2Image | MICCAI         | 1695       | CAIN: Simens | 574        |
| Image2Image | MICCAI         | 1695       | CAIN: Philips| 767        |
| Scan2Scan  | MICCAI: GE     | 538        | CAIN: GE     | 341        |
| Scan2Scan  | MICCAI: GE     | 538        | CAIN: Siemens| 574        |
| Scan2Scan  | MICCAI: GE     | 538        | CAIN: Philips| 767        |
| Scan2Scan  | MICCAI: Siemens| 554        | CAIN: GE     | 341        |
| Scan2Scan  | MICCAI: Siemens| 554        | CAIN: Siemens| 574        |
| Scan2Scan  | MICCAI: Philips| 603        | CAIN: GE     | 341        |
| Scan2Scan  | MICCAI: Philips| 603        | CAIN: Siemens| 574        |
| Scan2Scan  | MICCAI: Philips| 603        | CAIN: Philips| 767        |
| Label2Image | MICCAI: Labels| 1695       | CAIN: GE     | 341        |
| Label2Image | MICCAI: Labels| 1695       | CAIN: Siemens| 574        |
| Label2Image | MICCAI: Labels| 1695       | CAIN: Philips| 767        |
| DCGAN      | N/A            | N/A        | MICCAI: Labels| 1695       |
| Syn2Image  | Syn Labels     | 5000       | CAIN: GE     | 341        |
| Syn2Image  | Syn Labels     | 5000       | CAIN: Siemens| 574        |
| Syn2Image  | Syn Labels     | 5000       | CAIN: Philips| 767        |

Table 3: Summary of Data Splits for GAN Training
| Mode            | Sources                                      | No. Images |
|-----------------|----------------------------------------------|------------|
| Single Target Distribution |                              |            |
| **Image2Image** | MICCAI → CAIN: GE (1695)                     | 1695       |
| **Image2Image** | MICCAI → CAIN: Siemens (1695)                | 1695       |
| **Image2Image** | MICCAI → CAIN: Philips (1695)                | 1695       |
| **Scan2Scan**   | MICCAI: GE → CAIN: GE (538) +               | 1695       |
| **Scan2Scan**   | MICCAI: Siemens → CAIN: Siemens (538) +     |            |
| **Scan2Scan**   | MICCAI: Philips → CAIN: Siemens (554) +     |            |
| **Scan2Scan**   | MICCAI: Philips → CAIN: GE (603)             |            |
| **Label2Image** | MICCAI: Labels → CAIN: GE (1695)             | 1695       |
| **Label2Image** | MICCAI: Labels → CAIN: Siemens (1695)       | 1695       |
| **Label2Image** | MICCAI: Labels → CAIN: Philips (1695)        | 1695       |
| **Syn2Image**   | Syn Labels → CAIN: GE (5000)                 | 5000       |
| **Syn2Image**   | Syn Labels → CAIN: Siemens (5000)           | 5000       |
| **Syn2Image**   | Syn Labels → CAIN: Philips (5000)            | 5000       |
| **Mixed Target Distribution** |                              |            |
| **Image2Image** | MICCAI → CAIN: GE (1695) +                 | 5085       |
| **Image2Image** | MICCAI → CAIN: Siemens (1695) +            |            |
| **Image2Image** | MICCAI → CAIN: Philips (1695)               |            |
| **Scan2Scan**   | MICCAI: GE → CAIN: GE (538) +              | 5085       |
| **Scan2Scan**   | MICCAI: Siemens → CAIN: Siemens (538) +    |            |
| **Scan2Scan**   | MICCAI: Philips → CAIN: Siemens (554) +    |            |
| **Scan2Scan**   | MICCAI: Philips → CAIN: GE (603)            |            |
| **Scan2Scan**   | MICCAI: Siemens → CAIN: Siemens (603)      |            |
| **Scan2Scan**   | MICCAI: Siemens → CAIN: Philips (554)      |            |
| **Scan2Scan**   | MICCAI: Philips → CAIN: Philips (603)       |            |
| **Label2Image** | MICCAI: Labels → CAIN: GE (1695)            | 5085       |
| **Label2Image** | MICCAI: Labels → CAIN: Siemens (1695)      |            |
| **Label2Image** | MICCAI: Labels → CAIN: Philips (1695)       |            |
| **Syn2Image**   | Syn Labels → CAIN: GE (5000) +              | 15000      |
| **Syn2Image**   | Syn Labels → CAIN: Siemens (5000)           |            |
| **Syn2Image**   | Syn Labels → CAIN: Philips (5000)           |            |

Table 4: Summary of Synthetic Datasets for Segmentation Training
### 3 Segmentation Performance

#### 3.1 Training on Single Distribution

| Method            | Dice    | HD       | AVD       | L-Recall  | L-F1     | FPR (%) |
|-------------------|---------|----------|-----------|-----------|----------|---------|
| Target: GE        |         |          |           |           |          |         |
| Lower             | 0.53±0.18 | 11.02±5.46 | 156.57±187.69 | 0.80±0.14 | 0.46±0.18 | 0.29±0.15 |
| Upper             | 0.65±0.10 | 7.40±35.04 | 22.09±18.44  | 0.61±0.18 | 0.67±0.12 | 0.10±0.05 |
| Image2Image       | 0.58±0.13 | 8.48±66.04 | 65.07±72.30  | 0.73±0.16 | 0.54±0.11 | 0.18±0.10 |
| Scan2scan         | 0.58±0.12 | 9.14±72.25 | 73.72±56.91  | 0.78±0.13 | 0.51±0.10 | 0.22±0.11 |
| Label2Image       | 0.59±0.09 | 9.99±72.13 | 41.16±31.69  | 0.75±0.13 | 0.56±0.12 | 0.17±0.07 |
| Unsupervised      | 0.44±0.12 | 13.40±4.60 | 44.93±25.82  | 0.51±0.14 | 0.24±0.13 | 0.21±0.08 |
| Target: Siemens   |         |          |           |           |          |         |
| Lower             | 0.59±0.06 | 19.50±5.49 | 35.50±24.62  | 0.66±0.15 | 0.47±0.09 | 0.07±0.03 |
| Upper             | 0.69±0.07 | 11.93±9.75 | 32.90±28.80  | 0.61±0.15 | 0.56±0.14 | 0.13±0.09 |
| Image2Image       | 0.59±0.07 | 17.07±7.21 | 31.82±15.62  | 0.58±0.19 | 0.51±0.12 | 0.05±0.02 |
| Scan2scan         | 0.51±0.07 | 14.33±4.32 | 32.24±19.23  | 0.61±0.15 | 0.44±0.11 | 0.06±0.02 |
| Label2Image       | 0.63±0.08 | 17.35±6.66 | 16.11±17.03  | 0.59±0.14 | 0.45±0.10 | 0.10±0.04 |
| Unsupervised      | 0.37±0.14 | 24.21±4.30 | 37.54±17.59  | 0.29±0.12 | 0.19±0.05 | 0.08±0.04 |
| Target: Philips   |         |          |           |           |          |         |
| Lower             | 0.57±0.13 | 23.94±9.25 | 83.75±131.35 | 0.73±0.18 | 0.60±0.12 | 0.10±0.10 |
| Upper             | 0.60±0.09 | 14.44±6.30 | 62.79±42.44  | 0.75±0.18 | 0.69±0.07 | 0.08±0.07 |
| Image2Image       | 0.52±0.14 | 28.46±14.09 | 85.85±149.31 | 0.49±0.18 | 0.50±0.10 | 0.09±0.10 |
| Scan2scan         | 0.55±0.13 | 24.14±16.59 | 50.11±83.72  | 0.52±0.18 | 0.57±0.10 | 0.07±0.07 |
| Label2Image       | 0.53±0.13 | 34.37±19.54 | 39.98±46.72  | 0.47±0.16 | 0.52±0.10 | 0.06±0.06 |
| Unsupervised      | 0.32±0.13 | 37.37±12.24 | 40.24±30.56  | 0.31±0.17 | 0.25±0.04 | 0.06±0.08 |

Table 5: Training on Target Distribution
### 3.2 Training on Mixed Distribution

| Method        | Dice       | HD          | AVD        | L-Recall   | L-F1       | FPR (%)   |
|---------------|------------|-------------|------------|------------|------------|-----------|
| **Target: GE**|            |             |            |            |            |           |
| Lower         | 0.53±0.18  | 11.01±5.46  | 156.57±187.69 | 0.80±0.14  | 0.46±0.18  | 0.29±0.15 |
| Upper         | 0.65±0.10  | 7.65±4.17   | 31.94±27.51 | 0.67±0.21  | 0.69±0.10  | 0.11±0.04 |
| Image2Image   | 0.58±0.13  | 9.02±4.71   | 73.91±73.19 | 0.74±0.17  | 0.53±0.10  | 0.19±0.11 |
| Scan2scan     | 0.56±0.13  | 7.80±3.72   | 93.37±82.55 | 0.76±0.16  | 0.58±0.09  | 0.26±0.15 |
| Label2Image   | 0.63±0.10  | 8.07±3.37   | 33.05±34.69 | 0.72±0.17  | 0.63±0.07  | 0.14±0.07 |
| Syn2Im        | 0.40±0.14  | 16.44±6.77  | 34.20±28.59 | 0.23±0.10  | 0.33±0.11  | 0.13±0.07 |
| **Target: Siemens** |            |             |            |            |            |           |
| Lower         | 0.59±0.06  | 19.50±5.49  | 35.50±24.62 | 0.66±0.15  | 0.47±0.09  | 0.07±0.03 |
| Upper         | 0.72±0.06  | 5.66±3.70   | 19.72±13.79 | 0.61±0.12  | 0.69±0.09  | 0.10±0.08 |
| Image2Image   | 0.58±0.10  | 9.63±2.02   | 35.06±20.35 | 0.61±0.14  | 0.55±0.08  | 0.05±0.02 |
| Scan2scan     | 0.59±0.08  | 8.64±5.14   | 32.53±18.14 | 0.65±0.15  | 0.59±0.09  | 0.07±0.03 |
| Label2Image   | 0.64±0.08  | 15.70±7.74  | 22.17±16.13 | 0.62±0.11  | 0.48±0.10  | 0.07±0.03 |
| Syn2Im        | 0.40±0.17  | 27.13±18.74 | 23.68±26.06 | 0.18±0.07  | 0.26±0.08  | 0.12±0.06 |
| **Target: Philips** |            |             |            |            |            |           |
| Lower         | 0.57±0.13  | 23.94±9.25  | 83.75±131.35 | 0.73±0.18  | 0.60±0.12  | 0.10±0.10 |
| Upper         | 0.61±0.11  | 20.15±9.28  | 29.31±25.08 | 0.49±0.16  | 0.62±0.12  | 0.05±0.05 |
| Image2Image   | 0.58±0.13  | 25.13±16.43 | 57.16±94.40 | 0.56±0.20  | 0.57±0.11  | 0.07±0.07 |
| Scan2scan     | 0.54±0.10  | 18.89±9.90  | 54.48±89.86 | 0.65±0.18  | 0.62±0.11  | 0.08±0.09 |
| Label2Image   | 0.58±0.12  | 25.34±20.01 | 42.72±51.90 | 0.60±0.20  | 0.61±0.10  | 0.06±0.06 |
| Syn2Im        | 0.32±0.12  | 52.52±33.10 | 69.49±111.64 | 0.17±0.12  | 0.26±0.14  | 0.08±0.06 |

Table 6: Training on Mixed Distribution
Adapting to Unseen Scanner Domains
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