Robust fast method for variable-order time-fractional diffusion equations without regularity assumptions
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Abstract In this paper, we develop a robust fast method for mobile-immobile variable-order (VO) time-fractional diffusion equations (tFDEs), superiorly handling the cases of small or vanishing lower bound of the VO function. The valid fast approximation of the VO Caputo fractional derivative is obtained using integration by parts and the exponential-sum-approximation method. Compared with the general direct method, the proposed algorithm \((RF-L_1\text{ formula})\) reduces the acting memory from \(O(n)\) to \(O(\log^2 n)\) and computational cost from \(O(n^2)\) to \(O(n \log^2 n)\), respectively, where \(n\) is the number of time levels. Then \(RF-L_1\text{ formula}\) is applied to construct the fast finite difference scheme for the VO tFDEs, which sharp decreases the memory requirement and computational complexity. The error estimate for the proposed scheme is studied only under some assumptions of the VO function, coefficients, and the source term, but without any regularity assumption of the true solutions. Numerical experiments are presented to verify the effectiveness of the proposed method.
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1 Introduction

Fractional operators have been extensively studied due to their broad applications in both mathematics and physical science. Numerous researchers revealed that the fractional calculus can
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better characterize complex phenomena in fields such as the biology, the ecology, the diffusion, and the control system \cite{13,25,29,34,31}. In particular, the variable-order (V0) fractional operators are more efficient since many important dynamical problems exhibit the order of the fractional operator varying with time, space, or some other variables; see \cite{20,36,37}. Recently, the VO fractional derivatives have been widely applied to model phenomena in fields of science and engineering; see, for details, \cite{6,8,14,15,27,29,33,35,46}. In this paper, we consider the VO mobile-immobile time-fractional diffusion equations (tFDEs) \cite{11,44,45}.

\begin{align}
\frac{\partial}{\partial t} u(x, t) + \zeta \frac{\partial}{\partial x} \frac{\partial^{\alpha(t)}}{\partial x} u(x, t) &= \frac{\partial}{\partial x} \left[ p(x) \frac{\partial u(x, t)}{\partial x} \right] + f(x, t), \quad x \in \Omega, \quad t \in (0, T], \quad (1) \\
u(x, 0) &= \varphi(x), \quad x \in \Gamma, \quad (2) \\
u(x, t) &= 0, \quad x \in \partial \Omega, \quad t \in (0, T], \quad (3)
\end{align}

where \( \Omega = (x_1, x_r) \), \( \zeta > 0 \) is the mobile/immobile capacity coefficient, and \( f(x, t) \) is the source term. Moreover, \( f(x, t), \varphi(x) \) and \( p_* \leq p(x) \leq p^* \) are given sufficiently smooth functions. The VO Caputo fractional derivative is defined by \cite{11}

\begin{align}
\frac{\partial^{\alpha(t)}}{\partial t} u(x, t) := \frac{1}{\Gamma(1 - \alpha(t))} \int_{0}^{t} \frac{u'(x, \tau)}{(t - \tau)^{\alpha(t)}} d\tau, \quad (4)
\end{align}

where \( 0 \leq \alpha_* \leq \alpha(e(t)) \leq \alpha^* < 1 \) is the VO function depending on the time variable \( t \in [0, T] \) and \( \Gamma(\cdot) \) is the Gamma function. The VO tFDEs \cite{11,3} describe the dynamic mass exchange between mobile and immobile phases and thus improve the modeling of anomalously diffusive transport \cite{28,35}. Several papers have considered numerical methods for the VO tFDEs; see the references in \cite{3,13,35,19}. However, most papers ignored the possible presence of an initial layer in the solution near \( t = 0 \) and presented convergence analyses that makes the unrealistic assumption that the true solution is smooth on the closed domain. Nevertheless, it is well known that the solutions to tFDEs exhibit initial singularities that may affect the accuracy of the numerical approximations. In \cite{11,13}, the authors showed that such singularity may not be physical relevant in the diffusion processes and could be eliminated in VO functional models by imposing the integer limit of the VO function at \( t = 0 \). More precisely, the solution has full regularity like its integer-order analogue if the VO function has an integer limit at \( t = 0 \); or exhibits singular behaviors at \( t = 0 \) if the VO function has a non-integer value at \( t = 0 \). Taking into account the initial behavior of the VO tFDEs, a fully discretized finite element approximation to \cite{11,13,4} is developed and analyzed \cite{11}.

As a result of the nonlocality of the fractional operators, using L1 formula \cite{19,22,26,34,11} to discretize the VO Caputo fractional derivative is too expensive in storage and complexity, which requires \( \mathcal{O}(n) \) storage and \( \mathcal{O}(n^2) \) computational cost, where \( n \) is the total number of the time levels. The constant-order (CO) fractional operators also suffer from such difficulty. Hence many efforts have been made to speed up the evaluation of the CO Caputo fractional derivative \cite{24,12,16,17,21,12,11}. Nevertheless, the coefficient matrices of the numerical schemes for the VO fractional problems lose the Toeplitz-like structure and the VO fractional derivative is no longer a convolution operator. Those fast methods for the CO fractional derivative cannot be directly applied to VO cases. Limited fast methods have been presented so far for the VO fractional derivative. Recently, Fang, Sun and Wang \cite{10} developed a fast algorithm for the VO Caputo fractional derivative based on a shifted binary block partition and uniform polynomial approximations. In \cite{32}, a fast L1 formula (F-L1 formula) is proposed using the exponential-sum-approximation (ESA) technique for the VO Caputo fractional derivative. F-L1 formula achieves the optimal convergence and significantly reduces the storage requirement to \( \mathcal{O}(\log^2 n) \) and the computational cost to \( \mathcal{O}(n \log^2 n) \), respectively. However,
Then Condition B: \( \alpha \) derivative, which can attack the problem efficiently even if the true solution. The numerical experiments show that of the coefficients, source term, the VO function and the spatial domain, but not the regularity of present the optimal order convergence rate of the proposed scheme, assuming only the smoothness the VO tFDEs, which sharp decreases the memory requirement and computational complexity. We accuracy with less CPU time and memory than the existing methods. Specifically, RF-L1 scheme performs well for \( \alpha \) when no confusion occurs. Moreover, \( \Omega \) investigated in [44, 45].

In this paper, to overcome the weakness mentioned above, we develop a valid method to accelerate the approximation of the VO Caputo fractional derivative. At the time level \( t_k \), using integration by parts, we transform the singular kernel in \( [1] \) from \( (t_k - \tau)^{-\alpha(t_k)} \) to \( (t_k - \tau)^{-1-\alpha(t_k)} \). It makes sense that \( (t_k - \tau)^{-1-\alpha(t_k)} \) can be approached by a linear combination of exponentials based on the ESA technique, which supplies an opportunity to construct the fast algorithm. Compared with L1 formula, it reduces the acting memory from \( O(n) \) to \( O(\log^2 n) \) and computational cost from \( O(n^2) \) to \( O(n \log^2 n) \). Significantly, although RF-L1 formula and F-L1 formula are both based on the ESA method, RF-L1 formula provides a powerful way to fast approximate the VO Caputo fractional derivative, which can attack the problem efficiently even if \( \alpha = 0 \) while F-L1 formula cannot work. Then RF-L1 formula is applied to construct a fast finite difference scheme (RF-L1 scheme) for the VO tFDEs, which sharp decreases the memory requirement and computational complexity. We present the optimal order convergence rate of the proposed scheme, assuming only the smoothness of the coefficients, source term, the VO function and the spatial domain, but not the regularity of the true solution. The numerical experiments show that RF-L1 scheme achieves temporal first-order accuracy with less CPU time and memory than the existing methods. Specifically, RF-L1 scheme performs well for \( \alpha = 0, 0.05 \) while F-L1 scheme fails to solve the problem.

The structure of the paper is as follows. In Section 2, we refer the regularity and well-posedness of the solution of \( [1] \) and recall L1 and F-L1 formulas. In Section 3 we propose RF-L1 formula for the VO Caputo fractional derivative based on the ESA technique. In Section 4 RF-L1 formula is applied to construct a fast difference scheme to solve the VO tFDEs \( [1] \). The convergence of the scheme is analysed without the smoothness assumption of the true solution. In Section 5 numerical results are reported to demonstrate the efficiency of the proposed scheme. Concluding remarks are given in Section 6.

2 Preliminaries

2.1 Well-posedness

It is well known that the solutions to tFDEs exhibit initial singularities that may affect the accuracy of the numerical approximations. The regularity of all typical solutions of \( [1] \) is investigated in \( [14, 15] \).

In this paper, we use the standard Hilbert space \( L_2(\Omega) \) with norm \( \| \cdot \|_{L_2} \) and inner product \( (\cdot, \cdot)_{L_2} \). For convenience we may drop the subscript \( L_2 \) in \( (\cdot, \cdot)_{L_2} \) and \( \| \cdot \|_{L_2} \) as well as the notation \( \Omega \) when no confusion occurs. Moreover, \( c \) denotes generic positive constants that are independent of \( T \) and any mesh used to solve \( [1] \) numerically. Note that \( c \) may be assumed to be different values at different occurrences. For the remainder of this paper, we make the following assumptions to ensure the essential feature of the solution.

**Condition A:** \( \alpha(t) \in C[0, T], 0 \leq \alpha(t) \leq \alpha^* < 1 \) on \([0, T] \), \( \lim_{t \to 0^+} (\alpha(t) - \alpha(0)) \ln t \) exists.

**Condition B:** \( p(x) \in C^1(\Omega) \).
Next, we introduce some notations. Let \( \{ (\xi_i, \phi_i) : i = 1, 2, \ldots \} \) be the eigenvalues and eigenfunctions for the Sturm-Liouville problem
\[
\mathcal{L}\phi_i(x) = \xi_i\phi_i(x), \quad x \in \Omega,
\]
\[
\phi_i(x) = 0, \quad x \in \partial\Omega,
\]

where the eigenfunctions are normalised by requiring \( \|\phi_i\| = 1 \). The fractional power operator \( \mathcal{L}^\gamma \) for any \( \gamma \geq 0 \) and the fractional Sobolev spaces can be defined by the theory of sectorial operators [1, 39]
\[
\mathcal{L}^\gamma v := \sum_{i=1}^{\infty} \xi_i^\gamma (v, \phi_i)\phi_i, \quad v = (v, \phi_i)\phi_i,
\]
\[
\hat{H}^\gamma(\Omega) = \{ v \in L^2(\Omega) : |v|^2_{\hat{H}^\gamma} := (\mathcal{L}^\gamma v, v) = \sum_{i=1}^{\infty} \xi_i^\gamma (v, \phi_i)^2 < \infty \},
\]

with the norm being defined by \( \|v\|_{\hat{H}^\gamma} = \left(\|v\|^2 + |v|^2_{\hat{H}^\gamma}\right)^{1/2} \). Moreover, \( \hat{H}^\gamma(\Omega) \) is a subspace of the fractional Sobolev space \( H^\gamma(\Omega) \) characterized by [11, 39]
\[
\hat{H}^\gamma(\Omega) = \{ v \in H^\gamma(\Omega) : L^s v(x) = 0, x \in \partial\Omega, s < \gamma/2 \},
\]
and the seminorms \( |v|_{\hat{H}^\gamma} \) and \( |v|_{H^\gamma} \) are equivalent in \( \hat{H}^\gamma \).

We cite the well-posedness and smoothing properties of problem [11–13].

**Lemma 1** [11, 39] If Conditions A and B hold and \( \varphi \in \hat{H}^{\gamma+2} \), \( f \in H^1(0,T;\hat{H}^\gamma) \) for \( \gamma > 1/2 \). Then problem [11–13] has unique solution \( u \in C^1([0,T];\hat{H}^\gamma) \) and
\[
\|u\|_{C^1([0,T];\hat{H}^\gamma)} \leq c(\|\varphi\|_{\hat{H}^{\gamma+2}} + \|f\|_{H^1(0,T;\hat{H}^\gamma)}), \quad 0 \leq s \leq \gamma.
\]

**Lemma 2** [11, 39] If Conditions A and B hold, \( \alpha(t) \in C^1[0,T] \) and \( \varphi \in \hat{H}^{\gamma+4} \), \( f \in H^1(0,T;\hat{H}^{\gamma+2}) \cap H^2(0,T;\hat{H}^\gamma) \) for \( s \geq 0 \). If \( \alpha(0) > 0 \), then \( u \in C^2([0,T];\hat{H}^s) \) and for \( 0 < \theta < 1 \),
\[
\|u\|_{C^2([0,T];\hat{H}^s)} \leq c e^{-\alpha(0)}(\|\varphi\|_{\hat{H}^{\gamma+4}} + \|f\|_{H^1(0,T;\hat{H}^{\gamma+2})} + \|f\|_{H^2(0,T;\hat{H}^\gamma)});
\]

if \( \alpha(0) = 0 \), then \( u \in C^2([0,T];\hat{H}^s) \) and
\[
\|u\|_{C^2([0,T];\hat{H}^s)} \leq c(\|\varphi\|_{\hat{H}^{\gamma+4}} + \|f\|_{H^1(0,T;\hat{H}^{\gamma+2})} + \|f\|_{H^2(0,T;\hat{H}^\gamma)}).
\]

To be specific, in addition to the assumption that the data in [11–13] are sufficiently smooth, the condition \( \alpha(0) = 0 \) admits a temporal \( C^2 \) solution with respect to the spatial norm \( \|\| \) for large \( s \) defined by the eigenpairs of the diffusion operator in [11–13]. Otherwise, if \( \alpha(0) > 0 \), then \( u_{tt} \in C(0,T) \) satisfies the pointwise-in-time estimate \( \|u_{tt}\|_{\hat{H}^{\gamma}(\Omega)} \leq c e^{-\alpha(0)} \), which indicates the singularity as that of the solutions to the CO tFDEs.
2.2 Basic approximations to VO Caputo fractional derivative

In this section, we first recall $L_1$ formula and $F$-$L_1$ formula for the VO Caputo fractional derivative \cite{44} with $t \in [0, T]$. For a positive integer $n$, let $\Delta t = T/n$ be the time step and we further define $t_k = k\Delta t$ for $k = 0, 1, \ldots, n$. At each time level $t_k$, we have

$$
C \theta_t^\alpha(t_k) u(x, t_k) = \frac{1}{\Gamma(1 - \alpha(t_k))} \int_0^{t_k} \frac{u'(x, \tau)}{(t_k - \tau)^\alpha(t_k)} d\tau.
$$

(5)

For convenience, denote $\alpha_k = \alpha(t_k)$. To discretize the VO Caputo fractional derivative, denote the linear interpolation for $u(x, \tau)$ over the interval $[t_{k-1}, t_k]$ with $1 \leq k \leq n$ by

$$
L_{1,k}(\tau) = \frac{t_k - \tau}{\Delta t} u(x, t_{k-1}) + \frac{\tau - t_{k-1}}{\Delta t} u(x, t_k), \quad \tau \in [t_{k-1}, t_k],
$$

giving a first-order approximation to $u'(x, \tau)$ on $[t_{k-1}, t_k]$ by

$$
L'_{1,k}(\tau) = \frac{u(x, t_k) - u(x, t_{k-1})}{\Delta t}.
$$

Then, the piecewise approximating function is defined by

$$
L_1(\tau) = \{L_{1,k}(\tau) | \tau \in [t_{k-1}, t_k], k = 1, 2, \ldots, n\}.
$$

Thus, $L_1$ formula to \cite{44} is obtained as \cite{44}

$$
0D_t^\alpha u(x, t_k) = \frac{1}{\Gamma(1 - \alpha_k)} \int_0^{t_k} \frac{L'_{1}(\tau)}{(t_k - \tau)^\alpha_k} d\tau
$$

$$
= \frac{\Delta t^{-\alpha_k}}{\Gamma(2 - \alpha_k)} \left( a_0^{(k)} u(x, t_k) - \sum_{l=1}^{k-1} \left( a_{k-l-1}^{(k)} - a_{k-l}^{(k)} \right) u(x, t_l) - a_0^{(k)} u(x, t_0) \right),
$$

(6)

where $a_i^{(k)} = (i + 1)^{1-\alpha_k} - i^{1-\alpha_k}$. The truncation error of $L_1$ formula is estimated by the following lemma.

\textbf{Lemma 3} (see \cite{44}) Suppose Conditions A and B hold, $\alpha(t) \in C^1[0, T]$ and $\varphi \in \dot{H}^4$, $f \in H^1(0, T; \dot{H}^2) \cap H^2(0, T; L_2)$. Let the VO Caputo fractional derivative at $t_k$ be as \cite{44} and $L_1$ formula be defined by \cite{44}. If $\alpha(0) > 0$,

$$
\left\| C \theta_t^\alpha u(x, t_k) - 0D_t^\alpha u(x, t_k) \right\| \leq c \Delta t^{1-\alpha};
$$

if $\alpha(0) = 0$,

$$
\left\| C \theta_t^\alpha u(x, t) - 0D_t^\alpha u(x, t) \right\|_{L_\infty(0,T;\dot{H}^2)} := \max_{1 \leq k \leq n} \left\| C \theta_t^\alpha u(x, t_k) - 0D_t^\alpha u(x, t_k) \right\| \leq c \Delta t.
$$

Due to the nonlocality of the VO fractional derivative, using $L_1$ formula to calculate the value at the current time level, it needs to compute the sum of a series including the values of all previous time levels. Therefore, $L_1$ formula requires large memory and computational cost. A fast algorithm (denoted by $F$-$L_1$ formula) is developed in \cite{44} to discretize the VO Caputo fractional derivative \cite{44}. For the expected accuracy $\epsilon$, $F$-$L_1$ formula for the VO Caputo fractional derivative is given by

$$
F \theta_t^\alpha u(x, t_k) = \frac{T^{-\alpha_k}}{\Gamma(1 - \alpha_k)} \sum_{i=\Delta_k+1}^{N} a_i^{(k)} \tilde{F}_{k,i} + \frac{u(x, t_k) - u(x, t_{k-1})}{\Delta t^{\alpha_k} \Gamma(2 - \alpha_k)},
$$

where $a_i^{(k)} = (i + 1)^{1-\alpha_k} - i^{1-\alpha_k}$. The truncation error of $F$-$L_1$ formula is estimated by the following lemma.

\textbf{Theorem 4} (see \cite{44}) Suppose Conditions A and B hold, $\alpha(t) \in C^1[0, T]$ and $\varphi \in \dot{H}^4$, $f \in H^1(0, T; \dot{H}^2) \cap H^2(0, T; L_2)$. Let the VO Caputo fractional derivative at $t_k$ be as \cite{44} and $F$-$L_1$ formula be defined by \cite{44}. If $\alpha(0) > 0$,

$$
\left\| C \theta_t^\alpha u(x, t_k) - F \theta_t^\alpha u(x, t_k) \right\| \leq c \Delta t^{1-\alpha};
$$

if $\alpha(0) = 0$,

$$
\left\| C \theta_t^\alpha u(x, t) - F \theta_t^\alpha u(x, t) \right\|_{L_\infty(0,T;\dot{H}^2)} := \max_{1 \leq k \leq n} \left\| C \theta_t^\alpha u(x, t_k) - F \theta_t^\alpha u(x, t_k) \right\| \leq c \Delta t.
$$
where $\mathcal{F}_{1,i} = 0$ and
\[
\tilde{F}_{k,i} = e^{-\tilde{\lambda}_i \Delta t / T} \tilde{F}_{k-1,i} + T e^{-\tilde{\lambda}_i \Delta t / T} - e^{-2\tilde{\lambda}_i \Delta t / T} \frac{u(x,t_{k-1}) - u(x,t_{k-2})}{\lambda_i \Delta t}, \quad k = 2, 3, \ldots, n,
\]
in which the quadrature exponents and weights are given by
\[
\tilde{\lambda}_i = e^{i\tilde{h}}, \quad \tilde{\theta}_i^{(k)} = \frac{\tilde{h} e^{\alpha_k i\tilde{h}}}{\Gamma(\alpha_k)}
\]
with
\[
\tilde{h} = \frac{2\pi}{\log 3 + \alpha^* \log(\cos 1)^{-1} + \log \epsilon^{-1}},
\]
\[
N = \left\lfloor \frac{1}{h} \left( \log \epsilon + \log \Gamma(1 + \alpha^*) \right) \right\rfloor,
\]
\[
\bar{N} = \frac{1}{\tilde{h}} \left( \log \frac{T}{\Delta t} + \log \log \epsilon^{-1} + \log \alpha^* + 2^{-1} \right).
\]
In addition,
\[
\bar{F}_{1,i} = \frac{u(x,t_1) - u(x,t_0)}{\Delta t^{\alpha_1} \Gamma(2 - \alpha_1)}.
\]

Compared with $L1$ formula, $F-L1$ formula reduces the storage requirement from $O(n)$ to $O(\log^2 n)$ and the computational cost from $O(n^2)$ to $O(n \log^2 n)$. It provides an efficient tool to approximate the VO Caputo fractional derivative. However, the fast method proposed in [42] cannot deal with the problem with a small $\alpha_*$. In fact, a small value of $\alpha_*$ requires a large $N$ and even $N \to \infty$ as $\alpha_* \to 0$, which affects the accuracy of the approximation. In order to overcome the shortage, we develop a robust fast approximation, which is called $RF-L1$ formula for the VO Caputo fractional derivative.

### 3 RF-L1 formula to VO Caputo fractional derivative

We first split the integral in (4) into two parts. Then that can be decomposed as
\[
\int_0^T \bar{D}_t^{\alpha_1} u(x,t_k) \approx \frac{1}{\Gamma(1 - \alpha_k)} \int_0^{t_{k-1}} \frac{L^{*}_{\alpha_1}}{(t_k - \tau)^{\alpha_k}} d\tau + \frac{1}{\Gamma(1 - \alpha_k)} \int_{t_{k-1}}^{t_k} \frac{L^{*}_{\alpha_1}}{(t_k - \tau)^{\alpha_k}} d\tau
\]
\[
:= I_{his}(t_k) + I_{loc}(t_k),
\]
where we call $I_{his}(t_k)$ and $I_{loc}(t_k)$ the history and local parts, respectively. Since the local part contributes few memory and computational cost compared with the history part, we keep the local part be as in (3). For the history part, noting that $I_{his}(t_1) = 0$, we have
\[
\bar{R} \int_0^T \bar{D}_t^{\alpha_1} u(x,t_1) := I_{loc}(t_1) = \int_0^{t_1} L^{*}_{\alpha_1} u(x,t_1) \tau^{1 - \alpha_k} d\tau.
\]
Using the integration by parts for $k = 2, 3, \ldots, n$, we have
\[
I_{his}(t_k) = \frac{1}{\Gamma(1 - \alpha_k)} \left( \frac{u(x,t_{k-1})}{\Delta t^{\alpha_k}} - \frac{u(x,t_0)}{\Delta t^{\alpha_k}} \right) - \frac{\alpha_k}{T^{1 + \alpha_k}} \int_0^{t_{k-1}} L^{*}_{\alpha_1} \left( \frac{t_k - \tau}{T} \right)^{-1 - \alpha_k} d\tau.
\]
Noting that $1 + \alpha_k > 0$ and $0 < \Delta t/T \leq (t_k - \tau)/T$ for $\tau \in [0, t_{k-1}]$, with the help of ESA technique [5, 42], the kernel $((t_k - \tau)/T)^{(1 + \alpha_k)}$ in (10) can be approximated using a linear combination of exponentials. We have the following lemma to structure the robust fast formula.

**Lemma 4** [5, 42] For any constant $\beta_k \in [\beta^*, \beta^*] \subset [1, 2]$, $0 < \Delta t/T \leq (t_k - \tau)/T \leq 1$ for $\tau \in [0, t_{k-1}]$, $1 \leq k \leq n - 1$ and the expected accuracy $0 < \epsilon \leq 1/\epsilon$, there exist a constant $h$, integers $N^*$ and $N_*$, which satisfy

\[
N^* = \left\lfloor \frac{1}{h} \beta^* \left( \log \epsilon + \log \Gamma(1 + \beta^*) \right) \right\rfloor,
\]
\[
N_* = \left\lfloor \frac{1}{h} \left( \log \frac{T}{\Delta t} + \log \epsilon^{-1} + \log \beta_* + 2^{-1} \right) \right\rfloor,
\]

such that

\[
\left| \left( \frac{t_k - \tau}{T} \right)^{-\beta_k} - \sum_{i=N_*+1}^{N^*} \theta_i^{(k)} e^{-\lambda_i (t_k - \tau)/T} \right| \leq \epsilon \left( \frac{t_k - \tau}{T} \right)^{-\beta_k},
\]

where the quadrature exponents and weights are given by

\[
\lambda_i = e^{ih}, \quad \theta_i^{(k)} = \frac{h e^{\beta_k i h}}{\Gamma(\beta_k)}.
\]

Furthermore, the total number of terms in the summation can be estimated as

\[
N_e = N^* - N_* \leq \frac{1}{10} \left( 2 \log \frac{1}{\epsilon} + \log \beta^* + 2 \right) \left( \log \frac{T}{\Delta t} + \frac{1}{\beta_*} \log \frac{1}{\epsilon} + \log \log \frac{1}{\epsilon} + \frac{3}{2} \right).
\]

So invoking Lemma 4 with $\beta_k = 1 + \alpha_k$ in (10), we obtain

\[
I_{his}(t_k) \approx \frac{1}{T(1 - \alpha_k)} \left( u(x, t_{k-1}) - u(x, t_0) \right) \frac{\alpha_k}{\Gamma(1 + \alpha_k)} \sum_{i=N_*+1}^{N^*} \theta_i^{(k)} \int_0^{t_{k-1}} L_1(\tau) e^{-((t_k - \tau)/T) \lambda_i} \, d\tau,
\]

where the quadrature weights and points are defined by

\[
\lambda_i = e^{ih}, \quad \theta_i^{(k)} = \frac{h \epsilon^{(1 + \alpha_k) i h}}{\Gamma(1 + \alpha_k)},
\]

in which $h$, $N_*$ and $N^*$ are defined by (11). The related discretization formula is obtained (later in Lemma 5) as

\[
I_{his,e}(t_k) = I_{his,e}(t_k) + O(\epsilon \Delta t^{-\alpha_k}),
\]

where $I_{his,e}(t_k)$ is defined by

\[
I_{his,e}(t_k) = \frac{1}{T(1 - \alpha_k)} \left( u(x, t_{k-1}) - u(x, t_0) \right) \frac{\alpha_k}{\Gamma(1 + \alpha_k)} \sum_{i=N_*+1}^{N^*} \theta_i^{(k)} F_{k,i},
\]

(14)
in which \( F_{k,i} \) is given by
\[
F_{k,i} = \int_0^{t_{k-1}} L_1(\tau)e^{-(t_k-\tau)\lambda_i/T}d\tau.
\] (15)

Note that \( F_{1,i} = 0 \) and \( F_{k,i} \) can be calculated by the following recursive relation for \( k = 2, 3, \ldots, n, \)
\[
F_{k,i} = e^{-\Delta t\lambda_i/T}F_{k-1,i} + \int_{t_{k-2}}^{t_{k-1}} L_1(\tau)e^{-(t_k-\tau)\lambda_i/T}d\tau
\]
\[
= e^{-\Delta t\lambda_i/T}F_{k-1,i} + \frac{T}{\Delta t\lambda_i^2}(\Delta \lambda_i - T e^{-\Delta t\lambda_i/T})u(x,t_{k-2})
\]
\[
+ T\frac{\Delta \lambda_i}{\Delta t\lambda_i^2}(\Delta \lambda_i - T e^{-\Delta t\lambda_i/T})u(x,t_{k-1}).
\] (16)

According to \([13]\), replacing \( I_{his}(t_k) \) in \([8]\) by \([13]\), we obtain \( RF-L1 \) formula as
\[
RF_0D_t^{\alpha_i} u(x,t_k) = I_{his,c}(t_k) + I_{loc}(t_k)
\]
\[
= \frac{1}{\Gamma(1-\alpha_k)} \left[ \frac{u(x,t_{k-1})}{\Delta t^{\alpha_k} t_k^{\alpha_k}} - \frac{u(x,t_0)}{\Delta t^{\alpha_k} T^{1+\alpha_k}} + \frac{i=N_{s+1}}{N^*} \sum \theta_i^{(k)} F_{k,i} \right]
\]
\[
+ \frac{u(x,t_k) - u(x,t_{k-1})}{\Delta t^{\alpha_k} T^{1+\alpha_k}}, \quad k = 2, 3, \ldots, n.
\] (17)

Recalling \([9]\), we have
\[
RF_0D_t^{\alpha_i} u(x,t_1) = \frac{u(x,t_1) - u(x,t_0)}{\Delta t^{\alpha_1} T^{1+\alpha_1}}.
\] (18)

Summarizing all this activity, we give the following algorithm to show the detailed instruction for the implementation of the robust fast algorithm for approximating the VO Caputo fractional derivative.

\[\textbf{Algorithm 1} \text{ Robust fast algorithm to approximate VO Caputo fractional derivative gradually}\]

1: Given the time step \( \Delta t \), the expected accuracy \( \epsilon \) and set \( h, N_s, N^* \) correspondingly
2: Compute \( RF_0D_t^{\alpha_i} u(x,t_1) \) by formula \([13]\)
3: Set \( \{F_{1,i} = 0\}^{i=N_{s+1}} \) and \( \{\lambda_i = e^{ih}\}^{i=N_{s+1}} \)
4: for \( k = 2, 3, \ldots, n \) do
5: \hspace{1cm} Set \( \frac{\theta_i^{(k)}}{\sum_{i=N_{s+1}}^{N^*} \theta_i^{(k)}} \) and update \( \{F_{k,i}\}^{i=N_{s+1}} \) by formula \([13]\)
6: \hspace{1cm} Compute \( RF_0D_t^{\alpha_i} u(x,t_k) \) by formula \([13]\) using \( \{F_{k,i}, \theta_i^{(k)}, \lambda_i\}^{i=N_{s+1}} \)
7: end for

\[\textbf{Remark 1} \text{ At each time level, it only needs } O(1) \text{ computational cost to compute } F_{k,i} \text{ since } F_{k-1,i} \text{ is known in advance. In total the robust fast algorithm requires only } O(\log^2 n) \text{ memory and } O(n \log^2 n) \text{ computational cost when numerically discretize the VO Caputo fractional derivative. The proposed method provides an efficient tool to approximate the VO Caputo fractional derivative.}\]
3.1 Truncation error

In this subsection, we study the truncation error of RF-L1 formula to the VO Caputo fractional derivative. To investigate the truncation error of RF-L1 formula to the VO Caputo fractional derivative, we first give the following lemma to state the error bound of RF-L1 formula to L1 formula.

**Lemma 5** Suppose Conditions A and B hold, \( \alpha(t) \in C^1[0, T] \), \( \varphi \in \dot{H}^4 \), \( f \in H^1(0, T; \dot{H}^2) \cap H^2(0, T; L_2) \). Let L1 formula be as (9), RF-L1 formula be defined by (17)–(18), \( \varepsilon \) be the expected accuracy, then

\[
\left\| 0D_t^{\alpha_k}u(x, t_k) - \frac{RF}{0D_t^{\alpha_k}}u(x, t_k) \right\| = \mathcal{O}\left( \varepsilon\Delta t^{-\alpha_k} \right).
\]

**Proof** For \( k = 1 \), we obtain the lemma directly by (9). For \( k = 2, 3, \ldots, n \), obviously, the only difference between \( \frac{RF}{0D_t^{\alpha_k}}u(x, t_k) \) and \( 0D_t^{\alpha_k}u(x, t_k) \) is the approximation to the history part. According to (10) and (12), the error can be estimated by

\[
\left\| 0D_t^{\alpha_k}u(x, t_k) - \frac{RF}{0D_t^{\alpha_k}}u(x, t_k) \right\| = \frac{\alpha_k}{T^{1+\alpha_k}} \int_0^{t_k-1} L_1(\tau) \left( \sum_{i=N, i+1}^{N_1} \theta_i^*(\tau_t - \tau_i) x - \frac{t_k - \tau}{T} \right) \hat{\beta}(\tau) \right\| \, dt.
\]

By Lemma 4, we have

\[
\left\| 0D_t^{\alpha_k}u(x, t_k) - \frac{RF}{0D_t^{\alpha_k}}u(x, t_k) \right\| \leq \frac{\alpha_k}{T^{1+\alpha_k}} \int_0^{t_k-1} L_1(\tau) \left( \sum_{i=N, i+1}^{N_1} \theta_i^*(\tau_t - \tau_i) x - \frac{t_k - \tau}{T} \right) \hat{\beta}(\tau) \right\| \, dt.
\]

We apply Lemma 1 which guarantees the boundedness of \( \| u \|_{C([0, T]; H')} \). The proof is completed.

We obtain the following theorem to estimate the truncation error of RF-L1 formula to the VO Caputo fractional derivative.

**Theorem 1** Suppose Conditions A and B hold, \( \alpha(t) \in C^1[0, T] \), \( \varphi \in \dot{H}^4 \), \( f \in H^1(0, T; \dot{H}^2) \cap H^2(0, T; L_2) \). Let the VO Caputo fractional derivative at \( t_k \) be as (12), its RF-L1 formula be defined by (17)–(18) and \( \varepsilon \leq \mathcal{O}(\Delta t^{-\alpha_k}) \) be the expected accuracy. If \( \alpha(0) > 0 \),

\[
\left\| 0D_t^{\alpha_k}u(x, t_k) - \frac{RF}{0D_t^{\alpha_k}}u(x, t_k) \right\| \leq c_k^{1-\alpha_k} \Delta t^{1-\alpha_k};
\]

if \( \alpha(0) = 0 \),

\[
\left\| 0D_t^{\alpha_k(t)}u(x, t) - \frac{RF}{0D_t^{\alpha_k(t)}}u(x, t) \right\|_{L^\infty([0, T]; L_2)} \leq c\Delta t.
\]

**Proof** The triangle inequality leads to

\[
\left\| 0D_t^{\alpha_k}u(x, t_k) - \frac{RF}{0D_t^{\alpha_k}}u(x, t_k) \right\| \leq \left\| 0D_t^{\alpha_k}u(x, t_k) - 0D_t^{\alpha_k}u(x, t_k) \right\| + \left\| 0D_t^{\alpha_k}u(x, t_k) - \frac{RF}{0D_t^{\alpha_k}}u(x, t_k) \right\|.
\]

The desired result now follows on recalling Lemma 3 and Lemma 5.
3.2 Properties of discrete kernels

To simplify the further study of the convergence of the finite difference scheme, we first rewrite (17)–(18) using (15) into another form. For convenience, we denote

\[ s^{(k)} = \frac{\Delta t^{-\alpha_k}}{T(2-\alpha_k)}, \quad k = 1, 2, \ldots, n. \]

By rearranging, it can be rewritten as

\[ R_F^0 D_t^{\alpha_k} u(x, t_k) = s^{(k)} \left( u(x, t_k) - \sum_{l=0}^{k-1} d^{(k)}_l u(x, t_l) \right), \quad k = 1, 2, \ldots, n, \tag{20} \]

where

\[
\begin{align*}
    d^{(k)}_0 &= (1 - \alpha_k) \left( k^{-\alpha_k} + \frac{\alpha_k}{T^{1+\alpha_k}} \Delta t^{\alpha_k-1} \sum_{i=N_\ast+1}^{N_\ast} \theta_i^{(k)} \int_{t_0}^{t_1} (t_1 - \tau)e^{-\lambda_i(t_k-\tau)/T} d\tau \right), \\
    d^{(k)}_{k-1} &= \alpha_k + \frac{\alpha_k(1-\alpha_k)}{T^{1+\alpha_k}} \Delta t^{\alpha_k-1} \sum_{i=N_\ast+1}^{N_\ast} \theta_i^{(k)} \int_{t_{k-2}}^{t_{k-1}} (\tau - t_{k-2})e^{-\lambda_i(t_k-\tau)/T} d\tau, \\
    d^{(k)}_l &= \frac{\alpha_k(1-\alpha_k)}{T^{1+\alpha_k}} \Delta t^{\alpha_k-1} \sum_{i=N_\ast+1}^{N_\ast} \theta_i^{(k)} \left( \int_{t_{l-1}}^{t_l} (\tau - t_{l-1})e^{-\lambda_i(t_k-\tau)/T} d\tau \right) \\
    &\quad + \int_{t_{l+1}}^{t_{l+1}} (t_{l+1} - \tau)e^{-\lambda_i(t_k-\tau)/T} d\tau, \quad l = 1, 2, \ldots, k-2.
\end{align*}
\]

In particular \( d^{(1)}_0 = 1. \)

Meanwhile, these coefficients satisfy the following lemma.

**Lemma 6** Let \( \{d^{(k)}_l\}_{l=0}^{k-1} \) be defined by (20) and \( \epsilon \) be the expected accuracy. Then, we have

\[
(1) d^{(k)}_l > 0; \\
(2) \sum_{l=0}^{k-1} d^{(k)}_l \leq 1 + \epsilon.
\]
Proof (1) This conclusion can be obtained by a straightforward calculation.
(2) Summing up $d_l^{(k)}$ for $l$ from 0 to $k - 1$, and rearranging the integral terms, we have

$$
\sum_{l=0}^{k-1} d_l^{(k)} = (1 - \alpha_k) k^{-\alpha_k} + \alpha_k \frac{\alpha_k(1 - \alpha_k)}{T^{1+\alpha_k}} \Delta t^{\alpha_k - 1} \int_{t_j}^{t_{j+1}} (t_{j+1} - t_j) \sum_{i=N_i+1}^{N_i} \theta_i^{(k)} e^{-\lambda_i(t_k - \tau)} d\tau
$$

$$=(1 - \alpha_k) k^{-\alpha_k} + \alpha_k \frac{\alpha_k(1 - \alpha_k)}{T^{1+\alpha_k}} \Delta t^{\alpha_k} \int_0^{t_k-1} \sum_{i=N_i+1}^{N_i} \theta_i^{(k)} e^{-\lambda_i(t_k - \tau)} d\tau
$$

$$\leq (1 - \alpha_k) k^{-\alpha_k} + \alpha_k + (1 + \epsilon)(1 - \alpha_k) \alpha_k \Delta t^{\alpha_k} \int_0^{t_k-1} (t_k - \tau)^{-1-\alpha_k} d\tau
$$

$$=(1 - \alpha_k) k^{-\alpha_k} + \alpha_k + (1 + \epsilon)(1 - \alpha_k)(1 - k^{-\alpha_k})
$$

$$= 1 + \epsilon - \alpha_k \epsilon + \alpha_k \epsilon k^{-\alpha_k} - \epsilon k^{-\alpha_k}
$$

$$\leq 1 + \epsilon,$$

where we use the estimate

$$(1 - \epsilon) t^{-1-\alpha_k} \leq \sum_{i=N_i+1}^{N_i} \theta_i^{(k)} e^{-\lambda_i t} \leq (1 + \epsilon) t^{-1-\alpha_k}.$$

The proof is completed.

4 Finite difference scheme for VO tFDE

In this section, we propose a fast finite difference scheme for solving (1)–(3) and prove its error estimates.

We first discretize the first-order partial derivative $u_t$ by

$$\frac{\partial}{\partial t} u(x, t_k) = \frac{u(x, t_k) - u(x, t_{k-1})}{\Delta t} + E^k := \Delta t u(x, t_k) + E^k,$$

where $E^k$ satisfies the following lemma.

Lemma 7 [43] Suppose Conditions A and B hold, $\alpha(t) \in C^1[0, T]$, $\varphi \in H^4$ and $f \in H^2(0, T; H^2) \cap H^2(0, T; L_2)$. If $\alpha(0) > 0$,

$$\|E^k\| \leq c k^{-\alpha(0)} \Delta t^{1-\alpha(0)};$$

if $\alpha(0) = 0$,

$$\|E\|_{L_\infty(0, T; L_2)} \leq c \Delta t.$$

Let $m$ be a positive integer, $\Delta x = (x_m - x_0)/m$ be the size of spatial grid, and define a spatial partition $x_j = x_0 + j \Delta x$ for $j = 0, 1, \ldots, m$. Denote $x_{j+1/2} = (x_{j+1} + x_j)/2$ as the midpoint of the neighboring nodes $x_{j+1}$ and $x_j$, $p_{j+1/2} = p(x_{j+1/2})$, $f^k_j = f(x_j, t_k)$ and $\varphi_j = \varphi(x_j)$. 


The integer-order diffusion term is discretized by
\[
\frac{\partial}{\partial x} \left[ p(x_j) \frac{\partial u(x_j, t_k)}{\partial x} \right] = \frac{1}{\Delta x} \left( p_{j+1/2} \frac{u(x_{j+1}, t_k) - u(x_j, t_k)}{\Delta x} - p_{j-1/2} \frac{u(x_j, t_k) - u(x_{j-1}, t_k)}{\Delta x} \right) + G_j^k
\]
(22)
where
\[ G_j^k = c_{\Delta x}^2. \]

Then substituting (21), (22) and (20) into (1) gives
\[
\Delta t U_j^k + \zeta \mathcal{R} \mathcal{F}_{0} \mathcal{D}_{t}^{\alpha_k} u(x_j, t_k) = \Delta x U_j^k + f_j^k - \left( E_j^k(x_j) + \zeta R_j^k(x_j) - G_j^k \right), \quad 1 \leq j \leq m - 1, \quad 1 \leq k \leq n.
\]
(23)

From the initial and boundary value conditions (2)–(3), we have
\[
U(x_j, 0) = \varphi_j, \quad 0 \leq j \leq m, \quad (24)
\]
\[
U(x_i, t_k) = 0, \quad 1 \leq k \leq n. \quad (25)
\]

4.1 Finite difference schemes

Denote the approximate solution to \( u(x_j, t_k) \) by \( U_j^k \). Then,
\[
\Delta_t U_j^k = \frac{U_j^k - U_j^{k-1}}{\Delta t},
\]
\[
\Delta_x U_j^k = \frac{1}{\Delta x} \left( p_{j+1/2} \frac{U_j^{k+1} - U_j^k}{\Delta x} - p_{j-1/2} \frac{U_j^k - U_j^{k-1}}{\Delta x} \right).
\]

We obtain the \( RF-L1 \) scheme for the problem (1)–(3) as follows
\[
\Delta_t U_j^k + \zeta \mathcal{R} \mathcal{F}_{0} \mathcal{D}_{t}^{\alpha_k} U_j^k = \Delta_x U_j^k + f_j^k, \quad 1 \leq j \leq m - 1, \quad 1 \leq k \leq n, \quad (26)
\]
\[
U_j^0 = \varphi_j, \quad 0 \leq j \leq m, \quad (27)
\]
\[
U_0^k = U_m^k = 0, \quad 1 \leq k \leq n, \quad (28)
\]
where
\[
\mathcal{R} \mathcal{F}_{0} \mathcal{D}_{t}^{\alpha_k} U_j^k = \frac{1}{\Gamma(1-\alpha_k)} \left( \frac{U_j^{k-1}}{\Delta t^\alpha_k} - \frac{U_j^0}{\Gamma(1+\alpha_k)} \sum_{i=N+1}^{N^*} \theta_i^{(k)} F_{k,i} \right)
\]
\[
+ \frac{U_j^{k-1} - U_j^k}{\Delta t^\alpha_k \Gamma(2-\alpha_k)}, \quad k = 2, 3, \ldots, n,
\]
\[
\mathcal{R} \mathcal{F}_{0} \mathcal{D}_{t}^{\alpha_1} U_j^1 = \frac{U_j^1 - U_j^0}{\Delta t^\alpha_1 \Gamma(2-\alpha_1)}.
\]
in which \( F_{1,i} = 0 \) and for \( k = 2, 3, \ldots, \)

\[
F_{k,i} = e^{-\Delta t \lambda_i} F_{k-1,i} + T \frac{e^{-\Delta t \lambda_i}}{\Delta t \lambda_i^2} \left( -\Delta t \lambda_i e^{-\Delta t \lambda_i} + T - T e^{-\Delta t \lambda_i} \right) U_j^{k-2} + T \frac{e^{-\Delta t \lambda_i}}{\Delta t \lambda_i^2} \left( \Delta t \lambda_i - T + T e^{-\Delta t \lambda_i} \right) U_j^{k-1}. 
\]

Similarly, we obtain \( L^1 \) scheme as

\[
\Delta_t U_j^k + \zeta_0 D_t^\alpha U_j^k = \Delta_x U_j^k + f_j^k, \quad 1 \leq j \leq m - 1, \quad 1 \leq k \leq n, \quad (29) \\
U_j^0 = \varphi_j, \quad 0 \leq j \leq m, \quad (30) \\
U_j^k = U_m^k = 0, \quad 1 \leq k \leq n, \quad (31)
\]

where

\[
a^\alpha U_j^k = \frac{\Delta t^{-\alpha_k}}{\Gamma(2 - \alpha_k)} \left( a_0^{(k)} U_j^k - \sum_{i=1}^{k-1} \left( a_{k-i}^{(k)} - a_{k-i}^{(k-1)} \right) U_j^i - a_{k-1}^{(k-1)} U_j^0 \right).
\]

in which \( a_l^{(k)} = (l + 1)^{1-\alpha_k} - l^{1-\alpha_k}. \)

And \( F-L^1 \) scheme is obtained as

\[
\Delta_t U_j^k + \zeta_0 D_t^\alpha U_j^k = \Delta_x U_j^k + f_j^k, \quad 1 \leq j \leq m - 1, \quad 1 \leq k \leq n, \quad (32) \\
U_j^0 = \varphi_j, \quad 0 \leq j \leq m, \quad (33) \\
U_j^k = U_m^k = 0, \quad 1 \leq k \leq n, \quad (34)
\]

where

\[
\mathcal{F}_0 D_t^\alpha U_j^k = \frac{T^{-\alpha_k}}{\Gamma(1 - \alpha_k)} \sum_{i=1}^{k-1} \tilde{\theta}_i^{(k)} F_{i,i} + \frac{U_j^k - U_j^{k-1}}{\Delta t \alpha_k \Gamma(2 - \alpha_k)}, \quad k = 2, 3, \ldots, n,
\]

\[
\mathcal{F}_0 D_t^\alpha U_j^1 = \frac{U_j^1 - U_j^0}{\Delta t \alpha \Gamma(2 - \alpha)}.
\]

in which \( \tilde{F}_{1,i} = 0 \), and for \( k = 2, 3, \ldots, \)

\[
\tilde{F}_{k,i} = e^{-\tilde{\lambda}_i \Delta t} F_{k-1,i} + T \frac{e^{-\tilde{\lambda}_i \Delta t} - e^{-2 \tilde{\lambda}_i \Delta t} \Delta t / \lambda_i \Delta t}{\tilde{\lambda}_i \Delta t} (U_j^{k-1} - U_j^{k-2}).
\]

4.2 Convergence

Next we estimate the error without any artificial regularity assumptions of the true solution.

**Theorem 2** Suppose Conditions A and B hold, \( \alpha(t) \in C^1[0,T], \varphi \in \mathcal{H}^4, f \in H^1(0,T;\mathcal{H}^2) \)

\[
\mathcal{H}^2(0,T;L_2) \). Suppose the expected accuracy \( \epsilon \leq O(\Delta t^{1+\alpha}) \). Suppose \( \{u(x_j,t_k)\}_{0 \leq j \leq m, 0 \leq k \leq n} \) and \( \{U_j^k\}_{0 \leq j \leq m, 0 \leq k \leq n} \) are solutions of the problem (19–23) and RF-L1 scheme (22), (23), respectively. Then

\[
\|U - u\|_{L^\infty(0,T;L_2)} \leq c(\Delta t + \Delta x^2).
\]
Using the mathematical induction, it is derived that
\[ J \text{ where } 7 \text{ and (22), we obtain } \]
\[ \Delta r_j^k + \zeta R_j^k D^s r_j^k = \Delta x r_j^k - (E_j^k(x_j) + \zeta R_j^k(x_j) - G_j^k), 1 \leq j \leq m, 1 \leq k \leq n, \quad (35) \]
\[ r_j^0 = 0, \quad 0 \leq j \leq m, \quad (36) \]
\[ r_k^0 = r_k^m = 0, \quad 1 \leq k \leq n. \quad (37) \]

Use \( r_j^0 \) and (20) to rearrange (35) as
\[ \frac{r_j^k - r_j^{k-1}}{\Delta t} + \zeta s^{(k)} \left( r_j^k - \sum_{l=1}^{k-1} d_l^{(k)} r_j^l \right) - \frac{1}{\Delta x} \left( p_{j+1/2} r_j^k - p_{j-1/2} r_j^{k-1} \right) \]
\[ = - (E_j^k(x_j) + \zeta R_j^k(x_j) - G_j^k). \]

Making an inner product with \( r^k \) on both hand sides of the equality, and from Theorem 1, Lemma 7 and (22), we obtain
\[ (1 + \zeta \Delta t s^{(k)}) \| r^k \| \leq \| r^{k-1} \| + \zeta \Delta t s^{(k)} \sum_{l=1}^{k-1} d_l^{(k)} \| r^l \| + \Delta t J^k, \quad (38) \]

where \( J^k \leq c_1 k^{-\alpha_0} n^{\alpha_0 - 1} + c_2 k^{-\alpha} n^{\alpha - 1} + c_3 \Delta x^2 \). It is clear from (38) and \( \| r^0 \| = 0 \) that
\[ \| r^1 \| \leq \Delta t J^1 \leq \Delta t (1 + \epsilon) J^1. \]

Assume that
\[ \| r^{k_0} \| \leq \Delta t (1 + \epsilon)^{k_0} \sum_{q=1}^{k_0} J^q, \quad k_0 = 2, 3, \ldots, k - 1. \quad (39) \]

Using the mathematical induction, it is derived that
\[ (1 + \zeta \Delta t s^{(k)}) \| r^k \| \]
\[ \leq \Delta t (1 + \epsilon)^{k-1} \sum_{q=1}^{k-1} J^q + \zeta \Delta t s^{(k)} \sum_{l=1}^{k-1} d_l^{(k)} \left( \Delta t (1 + \epsilon)^{l} \sum_{q=1}^{l} J^q \right) + \Delta t J^k \]
\[ \leq \Delta t (1 + \epsilon)^k \sum_{q=1}^{k} J^q + \zeta \Delta t s^{(k)} (1 + \epsilon)^{k-1} \sum_{l=1}^{k-1} d_l^{(k)} \sum_{q=1}^{l} J^q \]
\[ \leq \Delta t (1 + \epsilon)^k \sum_{q=1}^{k} J^q + \zeta \Delta t s^{(k)} (1 + \epsilon)^k \sum_{q=1}^{k} J^q \]
\[ \leq \Delta t (1 + \epsilon)^k (1 + \zeta \Delta t s^{(k)}) \sum_{q=1}^{k} J^q. \]
Thus (39) holds for $k = 1, 2, \ldots, n$ by mathematical induction. It remains to bound the right-hand side of (39) for any $1 \leq k \leq n$. We use Theorem 1, Lemma 7 and (22) again to conclude that

$$
\|r^n\| \leq \Delta t (1 + \epsilon)^n \sum_{k=1}^{n} j_k \leq c(1 + \epsilon)^n \Delta t \sum_{k=1}^{n} \frac{1}{n^{1-\alpha}} + c(1 + \epsilon)^n \Delta t \sum_{k=1}^{n} \Delta x^2
$$

$$
\leq c_4(1 + \epsilon)^n \Delta t + c_5(1 + \epsilon)^n \Delta x^2
$$

$$
\leq c_6 e^T \Delta t + c_7 e^T \Delta x^2.
$$

We incorporate these estimates into (39) to complete the proof.

5 Numerical results

In this section, we test some problems and present the numerical results to verify the effectiveness of the proposed RF-L scheme (26)–(28) compared with L1 scheme (29)–(31) and F-L1 scheme (32)–(34). All experiments are performed based on Matlab 2016b on a laptop with the configuration: Intel(R) Core(TM) i7-7500U CPU 2.70GHz and 8.00 GB RAM.

Example 1 To verify the efficiency of the robust fast algorithm for the VO Caputo fractional derivative, we first solve an ordinary differential equation

$$
\frac{\partial}{\partial t} u(t) + \zeta C_0 D_t^\alpha u(t) = 1, \quad t \in (0, T],
$$

$$
u(0) = 1,
$$

where $\zeta = 1$, $T=1$ and the VO function is given by

$$
\alpha(t) = \alpha(T) + (\alpha(0) - \alpha(T)) \left(1 - t/T - \frac{\sin(2\pi(1-t/T))}{2\pi}\right).
$$

(40)

In the calculations, we use the numerical solutions $\hat{U}$ to the corresponding problem discretized with $\Delta t = 1/2^{22}$ as the reference solutions. Define the error and the convergence rate in time by

$$
E(\Delta t) = \left| u^n - \hat{U}^n \right|, \quad R_t = \log_2 \frac{E(\Delta t)}{E(\Delta t/2)},
$$

respectively.

We set the expected accuracy $\epsilon = (\Delta t/T)^2$ to keep the accuracy of the solution of RF-L1 scheme as same as that of L1 scheme. The numerical results of L1 scheme, F-L1 scheme and RF-L1 scheme with different $\alpha(0)$ and $\alpha(T)$ are listed in Table 1 For $\alpha_* = \alpha(0) = 0.2$, Table 1 shows that compared with L1 scheme, the two fast algorithms F-L1 scheme and RF-L1 scheme greatly reduce the computational cost. The CPU time reveal $O(n \log^2 n)$ computational complexity of F-L1 scheme and RF-L1 scheme, and $O(n^2)$ computational complexity of L1 scheme, respectively. Although the computational complexity required in F-L1 scheme and RF-L1 scheme are both $O(n \log^2 n)$, the numbers of exponentials needed in RF-L1 scheme are very modest and not strongly influenced by $\alpha_*$, which indeed contributes to reduce the memory and computational cost. Moreover, as we have mentioned above, F-L1 scheme is not applicable for $\alpha_*$ of small value. Table 1 shows that F-L1 scheme cannot achieve the ideal convergence rate for $\alpha_* = 0.05$ and even cannot work for $\alpha_* = 0$. RF-L1 scheme always performs well with few CPU time and memory.
Example 2 We investigate the temporal and spatial convergence behaviors of RF-L1 scheme. Consider (1)–(3) with the spatial domain \([x_1, x_r] = [0, 1]\), the time interval \([0, T] = [0, 1]\), \(\zeta = 1\), \(p(x) = 1\), \(\varphi(x) = \sin(\pi x)\), \(f = 0\) and the VO function is given by (10).

Set the expected accuracy \(\epsilon = (\Delta t/T)^2\). We use the numerical solutions \(\tilde{U}\) to the corresponding tFDE models discretized with \(\Delta x = (x_r - x_1)/2^{10}\) and \(\Delta t = T/2^{18}\) as the reference solutions. Define the error, the convergence rate in time and in space by

\[
E(\Delta x, \Delta t) = \max_{0 \leq j \leq m} |u_j^0 - \tilde{U}_j|, \quad R_t = \log_2 \frac{E(\Delta x, \Delta t)}{E(\Delta x, \Delta t/2)}, \quad R_s = \log_2 \frac{E(\Delta x, \Delta t)}{E(\Delta x/2, \Delta t)}
\]

respectively.

The error and temporal convergence order of L1 scheme, F-L1 scheme and RF-L1 scheme with different \(\alpha(0)\) and \(\alpha(T)\) are listed in Table 2. Fine spatial size is fixed at \(\Delta x = (x_r - x_1)/2^{10}\). F-L1 scheme and RF-L1 scheme achieve the same accuracy as L1 scheme when \(\alpha_r = \alpha(0) = 0.2\). Compared with L1 scheme, F-L1 scheme greatly save the computational cost, and RF-L1 scheme further reduces CPU time and memory since much less \(N_r\) is needed. Besides, F-L1 scheme fails to solve the problem with \(\alpha_r = 0\) and is not very effective for \(\alpha_r = 0.05\). Moreover, RF-L1 scheme is valid for \(\alpha(0) = 0, 0.05\) and save much computational cost.

Table 3 lists the spatial convergence order of L1 scheme, F-L1 scheme and RF-L1 scheme with \(\alpha(0) = 0.05\) and \(\alpha(T) = 0.5\). Fine temporal step is fixed at \(\Delta t = T/2^{18}\) and spatial sizes refined from \(\Delta x = (x_r - x_1)/2^1\) to \(\Delta x = (x_r - x_1)/2^7\). It shows that three schemes achieve the second-order convergence in space. Nevertheless, CPU time and memory of RF-L1 scheme are cheaper than those of L1 scheme and F-L1 scheme.

Table 1 Temporal convergence rates and the CPU time, memory of L1 scheme, F-L1 scheme and RF-L1 scheme for Example 1

| \((\alpha(0), \alpha(T))\) | n | L1 scheme | F-L1 scheme | RF-L1 scheme |
|--------------------------|---|------------|-------------|-------------|
|                          |   | \(E(\Delta t)\) | \(R_t\) | CPU(s) | Memory | \(E(\Delta t)\) | \(R_t\) | CPU(s) | Memory | \(E(\Delta t)\) | \(R_t\) | CPU(s) | Memory |
| \((0.2, 0.5)\)           | 2\(^6\) | 1.2381e+5 | - | 3.53 | 1.97e+5 | - | - | - | - | 1.2381e+5 | - | 0.26 | 4.90e+3 | 98 |
|                          | 2\(^8\) | 1.0920e-5 | 1.00 | 12.60 | 3.93e+5 | - | - | - | - | 1.0920e-5 | 1.00 | 0.50 | 5.58e+4 | 112 |
|                          | 2\(^10\) | 5.2969e-6 | 1.00 | 46.27 | 7.87e+5 | - | - | - | - | 5.2969e-6 | 1.01 | 0.06 | 6.30e+4 | 127 |
| \((0.2, 0.6)\)           | 2\(^7\) | 2.6237e-6 | 1.01 | 179.23 | 1.57e+6 | - | - | - | - | 2.6237e-6 | 1.01 | 2.20 | 7.06e+3 | 143 |
|                          | 2\(^8\) | 1.2910e-6 | 1.02 | 733.52 | 3.15e+6 | - | - | - | - | 1.2910e-6 | 1.02 | 4.02 | 7.83e+3 | 159 |
|                          | 2\(^9\) | 1.9494e-5 | - | 3.29 | 1.97e+5 | 1.4301e-5 | - | 0.97 | 5.55e+4 | 153 |
|                          | 2\(^8\) | 9.9041e-6 | 1.00 | 11.84 | 3.93e+5 | 3.5916e-6 | 1.99 | 1.82 | 6.40e+4 | 1329 |
| \((0.5, 0.5)\)           | 2\(^7\) | 4.9028e-6 | 1.01 | 47.42 | 7.87e+5 | 1.491e-6 | 1.27 | 3.09 | 7.31e+4 | 1519 |
|                          | 2\(^8\) | 2.4476e-6 | 1.01 | 187.85 | 1.57e+6 | 9.807e-8 | 3.93 | 6.65 | 8.27e+4 | 1720 |
|                          | 2\(^9\) | 1.2051e-6 | 1.02 | 787.61 | 3.15e+6 | 2.0321e-7 | 1.05 | 14.18 | 9.31e+4 | 1935 |
| \((0.2, 0.6)\)           | 2\(^7\) | 1.8751e-5 | - | 3.19 | 1.97e+7 | 1.8751e-5 | - | 0.65 | 1.54e+4 | 317 |
|                          | 2\(^8\) | 9.3605e-6 | 1.00 | 12.50 | 3.93e+7 | 9.3605e-6 | 1.00 | 0.95 | 1.77e+4 | 365 |
|                          | 2\(^9\) | 4.6624e-6 | 1.01 | 48.05 | 7.87e+7 | 4.6624e-6 | 1.01 | 2.01 | 2.02e+4 | 416 |
|                          | 2\(^10\) | 2.3139e-6 | 1.01 | 188.77 | 1.57e+8 | 2.3139e-6 | 1.01 | 4.06 | 2.86e+4 | 471 |
|                          | 2\(^11\) | 1.1399e-6 | 1.02 | 759.75 | 3.15e+8 | 1.1399e-6 | 1.02 | 8.20 | 2.56e+4 | 529 |
|                          | 2\(^12\) | 1.1397e-6 | 1.02 | 4.59 | 7.11e+6 | 1.1397e-6 | 1.02 | 4.59 | 7.11e+6 | 144 |
Table 2 Temporal convergence rates and the CPU time, memory of $L_1$ scheme, $F$-$L_1$ scheme and $RF$-$L_1$ scheme for Example 2 with $m = 2^{10}$

| $t$ | $L_1$ scheme | $F$-$L_1$ scheme | $RF$-$L_1$ scheme |
|-----|--------------|------------------|------------------|
| $t_1$ | $6.5685e+6$ | - | $6.5685e+6$ |
| $t_2$ | $3.2568e+6$ | $68.37e+0$ | $3.2568e+6$ |
| $t_3$ | $1.4022e+6$ | $284.29e+0$ | $1.4022e+6$ |
| $t_4$ | $7.7513e+5$ | $1179.43e+0$ | $7.7513e+5$ |

Table 3 Spatial convergence rates and the CPU time, memory of $L_1$ scheme, $F$-$L_1$ scheme and $RF$-$L_1$ scheme for Example 2 with $n = 2^{18}$

| $t$ | $L_1$ scheme | $F$-$L_1$ scheme | $RF$-$L_1$ scheme |
|-----|--------------|------------------|------------------|
| $t_1$ | $1.1468e+5$ | - | $1.1468e+5$ |
| $t_2$ | $7.1647e+6$ | $75.82e+0$ | $7.1647e+6$ |
| $t_3$ | $1.7051e+6$ | $1088.39e+0$ | $1.7051e+6$ |
| $t_4$ | $7.9517e+6$ | $4421.94e+0$ | $7.9517e+6$ |

6 Concluding Remarks

In this paper, a robust fast algorithm is developed to approximate the VO Caputo fractional derivative, which can handle the cases of small or vanishing lower bound of the VO function. The method is applied to construct a fast finite difference scheme for the VO tFDEs. Moreover, the convergence is studied without any regularity assumptions of the true solution. Numerical tests are reported to show the effectiveness of the proposed scheme and confirm the theoretical findings.

In our future work, fast methods for high-order scheme to approximate the VO tFDEs with the initial weak singularity are meaningful to study.
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