Molecular Line Observations in Two Dusty Star-forming Galaxies at $z = 6.9$
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Abstract

SPT0311-58 is the most massive infrared luminous system discovered so far during the Epoch of Reionization (EoR). In this paper, we present a detailed analysis of the molecular interstellar medium at $z = 6.9$, through high resolution observations of the CO(6–5), CO(7–6), CO(10–9), [CI](2–1), and p-H$_2$O(2,1→2,0) lines and dust continuum emissions with the Atacama Large Millimeter/submillimeter Array. The system consists of a pair of intensely star-forming, gravitationally lensed galaxies (labeled West and East). The intrinsic far-infrared luminosity is $(16 \pm 4) \times 10^{12} L_\odot$ in West and $(27 \pm 4) \times 10^{11} L_\odot$ in East. We model the dust, CO, and [CI] using non-local thermodynamic equilibrium radiative transfer models and estimate the intrinsic gas mass to be $(5.4 \pm 3.4) \times 10^{11} M_\odot$ in West and $(3.1 \pm 2.7) \times 10^{10} M_\odot$ in East. We find that the CO spectral line energy distribution in West and East are typical of high-redshift submillimeter galaxies (SMGs). The CO-to-H$_2$ conversion factor ($\alpha_{CO}$) and the gas depletion timescales estimated from the model are consistent with the high-redshift SMGs in the literature within the uncertainties. We find no evidence of evolution of depletion time with redshift in SMGs at $z > 3$. This is the most detailed study of molecular gas content of a galaxy in the EoR to date, with the most distant detection of H$_2$O in a galaxy without any evidence for active galactic nuclei in the literature.

Unified Astronomy Thesaurus concepts: High-redshift galaxies (734); Starburst galaxies (1570); Ultraluminous infrared galaxies (1735)

1. Introduction

Dusty star-forming galaxies (DSFGs) are dust-enshrouded, intensely star-forming galaxies with tens to thousands of stars forming per year (e.g., Casey et al. 2014). These starburst galaxies are bright at submillimeter wavelengths as the ultraviolet (UV) photons from the young stars are absorbed and reradiated by dust into the far-infrared (FIR) wavelengths, giving rise to total infrared luminosities ($L_{IR}$) greater than $10^{12} L_\odot$. Observations of these galaxies have the advantage of the negative-K correction (Blain & Longair 1993) at long wavelengths, enabling galaxy selection that is independent of redshift. DSFGs contribute significantly to the cosmic star formation history at high redshift (Casey et al. 2014) and are thought to be the progenitors of present-day massive ellipticals (e.g., Simpson et al. 2014). However, the theoretical understanding of the DSFG population has been challenging (e.g., Narayanan et al. 2015; Hayward et al. 2021), especially during the Epoch of Reionization (EoR), between $z \sim 15–6$ (Madau et al. 1997).

To understand star formation in DSFGs, it is important to study the molecular gas content of the interstellar medium (ISM) (e.g., Carilli & Walter 2013). However, cold molecular hydrogen ($H_2$), which is the most abundant molecule and the fuel for star formation, is difficult to observe directly because it lacks a permanent dipole moment. The most commonly used tracer of $H_2$ is carbon monoxide ($^{12}$C$^{16}$O, hereafter CO), which is the second most abundant molecule in the universe and also an important coolant. The observations of multiple CO rotational transitions from local galaxies (e.g., Greve et al. 2014; Rosenberg et al. 2015; Lu et al. 2017), high-redshift ultraluminous infrared galaxies ((U)
LIRGs) and quasars (e.g., Weiß et al. 2007; Yang et al. 2017), and simulations (Kamenetzky et al. 2018) can shown that the CO spectral line energy distribution (SLED) can probe the physical conditions of the galaxies, such as density and temperature. The low-J CO transitions emitted from the low density ($n_{H_2} \lesssim 10^3$ cm$^{-3}$) diffuse the ISM (e.g., Harris et al. 2010; Ivison et al. 2011). The mid-J CO transitions, such as CO(6–5) and CO(7–6), are excited in denser regions of the galaxy ($n_{H_2} \sim 10^4$ cm$^{-3}$) where star formation mainly occurs (Lu et al. 2015, 2017). The high-J CO transitions ($J > 10$) originate in the compact high-density regions and may be further enhanced in the presence of active galactic nuclei (AGNs) (e.g., Weiß et al. 2007; Bradford et al. 2009; Lu et al. 2017). Molecular gas mass is traditionally calculated from the CO luminosity by using the CO-to-H$_2$ gas conversion factor, $\alpha_{CO}$ (e.g., Bolatto et al. 2013). However, there is a large uncertainty in the estimation of gas mass because of factors such as the dependence of carbon abundance on optical depth, metallicity, and the destruction of CO due to UV radiation (e.g., Narayanan et al. 2011; Bolatto et al. 2013). Observations have shown that [C II](1–0) can be an independent tracer of molecular gas (e.g., Papadopoulos et al. 2004; Weiß et al. 2005a; Walter et al. 2011; Bothwell et al. 2017), given its simpler excitation level structure.

Another abundant molecule in the universe after H$_2$ and CO is water, H$_2$O (Neufeld et al. 1995). The complex level populations of H$_2$O are tightly coupled to the infrared radiation field. This is due to infrared pumping, where the molecular transitions in H$_2$O are mainly excited by the FIR photons. The different transitions of H$_2$O have been observed to be correlated with $L_{IR}$; hence, star formation over more than three orders of magnitude, both in the local- and high-redshift (U)LIRGs (e.g., Omont et al. 2013; Yang et al. 2013, 2016; Liu 2017; Jarugula et al. 2019). H$_2$O is observed to be more tightly correlated to $L_{IR}$ than CO(6–5) or [C II] (Jarugula et al. 2019).

SPT0311-58 consists of a pair of gravitationally lensed galaxies discovered in the South Pole Telescope (SPT) Survey (Vieira et al. 2013; Everett et al. 2020). The spatially unresolved observations of low- and mid-J CO transitions from the Atacama Large Millimeter/submillimeter Array (ALMA), the Australia Telescope Compact Array (ATCA), and the Atacama Pathfinder Experiment (APEX) are presented in Strandet et al. (2017). These observations confirm the redshift of the source at $z = 6.9$. High-resolution dust, [C II], and [O III] ALMA observations of SPT0311-58 are discussed in Marrone et al. (2018), and a detailed lens modeling shows a pair of galaxies separated by a projected distance of $\sim 8$ kpc ($\sim 1.0''$), likely in a state of merging. In this paper, we combine the previous observations with high-resolution molecular line imaging with ALMA, including the high-J CO transition, CO(10–9) and p-H$_2$O(21,1 − 20,2). We use realistic non-LTE Thermodynamic Equilibrium (non-LTE) models and estimate the physical properties of the ISM in both the galaxies.

Throughout the paper, we refer to SPT0311-58 West as W and SPT0311-58 East as E. In Section 2, we present the observations used in this analysis and the data reduction. In Section 3, we detail the data analysis procedure to estimate the continuum and line luminosities. The lens modeling is also discussed in this section. The results are presented in Section 4. In the first half of Section 4, we present the results from observations and in the second half, we discuss the radiative transfer models and results. In Section 5, we continue to
discuss the results, and in Section 6, we conclude with a summary. We use flat ΛCDM cosmology where $h = 0.677$, $Ω_m = 0.307$, and $Ω_Λ = 0.693$ (Planck Collaboration et al. 2016). We estimate the $L_{\text{IR}}$ as flux integrated from 8–1000 μm and total FIR luminosity ($L_{\text{FIR}}$) from 42.5–122.5 μm in the rest frame (Helou et al. 1985).

2. Observations

We obtained observations of the different emission lines and the continuum using the ALMA Bands 3 and 4 over three tunings (Project ID: 2017.1.01168.S, PI: Vieira). Table 1 presents the details of the observations. We detect CO(6–5), CO(7–6), and CO(10–9) in both of the components, and detect $\text{CII}$ (2–1) and $p$-$\text{H}_2\text{O}(2_{1,1} - 2_{0,2})$ in W. In Figure 1, we show the high-resolution ALMA Band 8 continuum image from Marrone et al. (2018) and CO(6–5), CO(10–9), $\text{CII}$ (1–0), and $p$-$\text{H}_2\text{O}(2_{1,1} - 2_{0,2})$ observations from this analysis (see also Figure 2).

2.1. Data Reduction and Imaging

The data reduction and the imaging were performed using the Common Astronomy Software Application (CASA) package (McMullin et al. 2007). We use the calibrated data products from the ALMA data reduction pipeline (CASA version 5.1.1). The continuum images are produced by combining the LSB and the USB, excluding the channels containing the line emission. Briggs weighting and a robust parameter of 0.5 are used, which provides a good compromise between resolution and noise. This gives a synthesized beam of $\sim 0^\prime.5$ at 95 GHz and $\sim 0^\prime.3$ at 140 GHz. To generate the spectral cubes, we use the same weighting as with the continuum maps and a velocity averaging of 100 km s$^{-1}$, after subtraction of the continuum using the CASA task $\text{uvcontsub}$ with a polynomial fit of order 1.

To generate the velocity-integrated intensity maps (i.e., moment 0), we produce single-channel cubes with a width of 1000 km s$^{-1}$ in W and 500 km s$^{-1}$ in E, which is $\sim 2 \times$ full width at half maximum (FWHM) of the lines. We consider a velocity separation of $\sim 750$ km s$^{-1}$ between W and E based on the high-resolution $\text{CII}$ observations (Marrone et al. 2018). The synthesized beam of the moment 0 maps for $p$-$\text{H}_2\text{O}(2_{1,1} - 2_{0,2})$ is $\sim 0^\prime.3$, CO(6–5) and CO(7–6) is $\sim 0^\prime.5$, and CO(10–9) is $\sim 0^\prime.2$.

The signal-to-noise ratio of the lines and the flux densities of the continuum are given in Tables 1 and 2, respectively. The continuum images with moment 0 contours overlaid on top are shown in Figure 2.

2.2. Ancillary Data

In addition to the molecular line observations and the continuum flux density at 95 GHz (B3) and 140 GHz (B4), we include ancillary data on SPT0311-58 from the literature in this analysis (Strandet et al. 2016, 2017; Marrone et al. 2018). The source has been observed in previous ALMA cycles (Project ID: 2015.1.00504.S, PI: Strandet and Project ID: 2016.1.01293.S, PI: Marrone) in B3, B6, B7, and B8 corresponding to 95, 240, 340, and 420 GHz, respectively. For the continuum flux density in B3, we use current observations that are at a higher resolution of $\sim 0^\prime.5$ compared to previous observations at $\sim 3^\prime.5$. We also include Herschel/ SPIRE photometry at 250, 350, and 500 μm (Project ID: DDT_mstrande_1; Strandet et al. 2016). The intrinsic continuum flux densities (corrected for magnification) in W and E are obtained by performing the lens modeling described in detail in Marrone et al. (2018).

We include CO(3–2) data observed with the ATCA to constrain the CO SLED. The data reduction and the line

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example-figure.png}
\caption{Figure 2. Top: the continuum is shown as the background in square root scale with minimum pixel value as 3σ$_{\text{cont}}$. Where σ$_{\text{cont}}$ is the rms of the continuum map. The moment 0 contours of the lines are overlaid at $[3, 5, 7, \text{and } 9] \times \sigma$ in W and at $[3$ and $4] \times \sigma$ in E, where σ is the rms noise in the moment 0 map. Red and blue contours correspond to CO(6–5), CO(7–6), and CO(10–9) in the W and E sources, respectively. The $\text{CII}$ 3σ contour (in the W source of second panel) is shown in white and the $p$-$\text{H}_2\text{O}(2_{1,1} - 2_{0,2})$ 3σ contour (in the W source of last panel) is shown in magenta. The synthesized beam of the continuum image is shown in the lower left and the $10^\prime$ scale bar is at the lower right. Bottom: the spectrum of each line is shown in W (blue) and E (green), shifted down for clarity. The scaled $\text{CII}$ spectrum is shown in red for CO and $p$-$\text{H}_2\text{O}(2_{1,1} - 2_{0,2})$ lines and in black for $\text{CII}$ and $p$-$\text{H}_2\text{O}(3_{1,2} - 2_{2,1})$. The scaling procedure is described in Section 3.1.}
\end{figure}
properties are present in Strandet et al. (2017). Since CO(3–2) is spatially unresolved (∼5″–6″) into W and E, we distribute the flux density of CO(3–2) by scaling to CO(6–5) in the two galaxies.

3. Data Analysis

3.1. Spectral Line Decomposition

The spectra in W and E are extracted from the 100 km s\(^{-1}\) spectral cubes using apertures of 2″.5 and 4″.2, respectively. The continuum subtracted spectrum is shown in Figure 2. Since the spectral lines are non-Gaussian and blended in the case of CO(7–6) and [C\(\text{II}\)](2–1) and in the case of CO(10–9) and p-H\(_2\)O(3,2–2,1), we use [C\(\text{II}\)] from the ALMA 240 GHz observations (Marrone et al. 2018) as a template to derive the spectral properties. [C\(\text{II}\)] is observed at a high spatial and spectral resolution with a signal-to-noise ratio of ∼56 in W and ∼23 in E. We reimaged the [C\(\text{II}\)] data using the same weighting and velocity averaging as described in Section 2.1. The [C\(\text{II}\)] spectrum obtained has a FWHM of 779 ± 25 km s\(^{-1}\) in W and 371 ± 12 km s\(^{-1}\) in E. This [C\(\text{II}\)] spectrum is scaled to the observed spectrum of the lines using a least squares fit. We adopt the standard deviation of the flux densities in line-free channels as the error in each velocity bin. The velocity-integrated observed line flux, \(L\)\(_{\text{obs}}\), (Jy km s\(^{-1}\)), is obtained by adding the flux density under the scaled [C\(\text{II}\)] spectrum from line center −3\(\sigma_\nu\) to line center +3\(\sigma_\nu\) km s\(^{-1}\) where \(\sigma_\nu\) is FWHM/2.35. We estimate the line properties by repeating the scaling 3000 times with random Gaussian noise added to the flux density and taking the median value of all the fits. The uncertainty of the values is taken as the standard deviation of all the fits. In the case of blended lines, we shift the [C\(\text{II}\)] spectrum to the centers of the two lines and perform a joint fit.

Using the velocity-integrated flux densities, we calculate the line luminosities using the equation from Solomon et al. (1997) as given below:

\[
L_{\text{line}} = (1.04 \times 10^{-3}) L_{\text{obs}} \nu_{\text{rest}} D_L^2 (1 + z)^{-1} \\
L_{\text{line}}' = (3.25 \times 10^7) L_{\text{obs}} D_L^2 (1 + z)^{-3} \nu_{\text{obs}}^{-2}
\]

(1)

where \(L_{\text{line}}\) is the total observed line luminosity in units of \(L_\odot\), \(L_{\text{line}}'\) is the luminosity in units of K km s\(^{-1}\) pc\(^{-2}\), \(\nu_{\text{rest}}\) and \(\nu_{\text{obs}}\) are the rest and observed frequencies of the line in GHz, and \(D_L\) is the luminosity distance to the source at a redshift \(z\), in Mpc.

The line properties are given in Table 3.

### Table 2

| Tuning | Source | \(\nu_{\text{obs}}\) (GHz) | \(S_{\text{obs}}\) (mJy) | \(\mu\) | \(L_{\text{obs}}\) \(\text{FIR int}\) \(\times 10^8 L_\odot\) | \(L_{\text{obs}}\) \(\text{IR int}\) \(\times 10^{12} L_\odot\) |
|--------|--------|-----------------|-----------------|-------|-----------------|-----------------|
| 1 and 2 | W | 95 | 1.26 ± 0.04 | 2.09 ± 0.06 | 0.60 ± 0.09 | 16 ± 4 | 26 ± 12 |
| 3 | W | 140 | 4.12 ± 0.10 | 2.09 ± 0.10 | 1.97 ± 0.31 |             |             |
| 1 and 2 | E | 95 | 0.04 ± 0.02 | 1.3 | 0.03 ± 0.02 | 3.0 ± 0.4 | 3.5 ± 0.7 |
| 3 | E | 140 | 0.24 ± 0.01 | 1.32 ± 0.06 | 0.18 ± 0.03 |             |             |

Note. \(\nu_{\text{obs}}\) corresponds to the observed frequency of the continuum. \(S_{\text{obs}}\) is the observed flux density from the continuum image. \(\mu\) is the flux weighted magnification of the continuum obtained from lens modeling. Note that, due to low signal-to-noise ratio at 95 GHz in E, we take magnification from Marrone et al. (2018). \(S_{\text{int}}\) is intrinsic flux density \((S_{\text{obs}}/\mu)\) with 15% additional uncertainty to account for uncertainties in the absolute flux calibration and lens modeling, added in quadrature. \(L_{\text{IR int}}\) is the intrinsic \(L_{\text{IR}}\) calculated from the spectral energy distribution (SED) for each source (flux integrated from 42.5–122.5 \(\mu\)m in the rest frame). \(L_{\text{FIR int}}\) is the intrinsic \(L_{\text{FIR}}\) (flux integrated from 8–1000 \(\mu\)m in the rest frame).

### Table 3

| Line | Source | \(L_{\text{obs}}\) (Jy km s\(^{-1}\)) | \(L_{\text{obs}}\) \((\times 10^8 L_\odot)\) | \(\mu\) |
|------|--------|-----------------|-----------------|-------|
| CO(6–5) | W | 2.33 ± 0.09 | 10.22 ± 0.39 | 2.08 ± 0.21 |
| | E | 0.18 ± 0.03 | 0.79 ± 0.13 | 1.3 |
| CO(7–6) | W | 2.15 ± 0.12 | 11.00 ± 0.61 | 2.13 ± 0.14 |
| | E | 0.17 ± 0.04 | 0.87 ± 0.20 | 1.3 |
| CO(10–9) | W | 1.41 ± 0.10 | 10.30 ± 0.73 | 2.16 ± 0.11 |
| | E | 0.14 ± 0.04 | 0.92 ± 0.29 | 1.3 |
| [C\(\text{II}\)](2–1) | W | 1.42 ± 0.12 | 7.28 ± 0.61 | 2.13 ± 0.14 |
| | E | 0.04 ± 0.04 | 0.21 ± 0.21 | 1.3 |
| p-H\(_2\)O(3,2–2,1) | W | 0.22 ± 0.10 | 1.63 ± 0.74 | 2.2 |
| | E | 0.03 ± 0.03 | 0.23 ± 0.26 | 1.3 |
| p-H\(_2\)O(2,1–2,0) | W | 0.97 ± 0.09 | 4.63 ± 0.43 | 2.2 |
| | E | 0.01 ± 0.04 | 0.05 ± 0.19 | 1.3 |

Note. \(L_{\text{obs}}\) is the observed (not corrected for magnification) integrated flux density in Jy km s\(^{-1}\) (Section 3.1). \(L_{\text{obs}}\) is the observed line luminosity in \(L_\odot\). \(\mu\) is the magnification of the lines. In W, the CO magnification is obtained from lens modeling using velocity-integrated measurement sets (Section 3.2). For the H\(_2\)O lines, we adopt \(\mu = 2.2\) in W. For all the lines in E, we adopt \(\mu = 1.3\) (Marrone et al. 2018). p-H\(_2\)O(3,2–2,1) is not detected in W and E. [C\(\text{II}\)](2–1) and p-H\(_2\)O(2,1–2,0) are not detected in E. The integrated flux densities in these lines are obtained through the template fitting procedure described in Section 3.1.

3.2. Lens Modeling

SPT0311-58 is a gravitationally lensed system. To infer the intrinsic properties of the source, a lensing reconstruction has to be performed. Lens modeling using a pixelated lensing reconstruction technique (Hezaveh et al. 2016) on high-resolution (0″.3) rest frame of 160, 110, and 90 \(\mu\)m continuum and [C\(\text{II}\)] gives a magnification of \(\mu_E = 1.3, \mu_W = 2.2, \) and \(\mu_{\text{hot}} = 2.0\) (Marrone et al. 2018). In this analysis, we perform the lens modeling on the 140 and 101 GHz (∼272 and 375 \(\mu\)m rest frame, respectively) continuum and the CO(6–5), CO(7–6), and CO(10–9) molecular line transitions in W. Since the signal-to-noise ratio is not sufficiently high for pixelated modeling, we use a parametric lens modeling code, visilens (Spilker et al. 2016). In this code, the background source is parameterized by one or more Sérsic (Sérsic 1968) profiles with seven free parameters: the source position relative to the lens (\(x_0, y_0\)), the flux density (\(S\)), the half light radius major axis (\(a_\phi\)), the Sérsic index (\(n_s\)), the axis ratio (\(b_\phi/a_\phi\)), and the position angle (\(\phi_\theta\)). The source profile can be constrained to be circular with \(n_s = 0.5\) (i.e., Gaussian profile). The lensing source is represented by one or more Singular Isothermal Ellipsoids (SIEs), and it has five free parameters: the center of the
lens relative to phase center \((x_L, y_L)\), the lens mass \((M_L)\) which determines the strength of lensing, the ellipticity of the lens \((e_L)\), and the position angle of the major axis \((\phi_L)\) of the lens in degrees east of north. This model uses a Markov Chain Monte Carlo (MCMC) algorithm \((\text{emcee} \ \text{package; Foreman-Mackey et al. 2013})\) to sample the parameter space. The analysis is performed in the visibility plane instead of the image plane to account for the correlated noise in the interferometric images.

For lens modeling in this analysis, we average the data to decrease the number of visibilities. The performance of different models is measured by Deviance Information Criterion (DIC; Spiegelhalter et al. 2002) to determine the number of sources to include in the model. As the best-fit parameters, we take the median value of the 1000 MCMC chains with 1\(\sigma\) uncertainty. For all the lensing reconstruction in this paper, we vary the lens parameters only within the best-fit values obtained from the high resolution 140 GHz measurement set using a single lens. The lens parameters obtained from the 140 GHz data agree with Marrone et al. (2018) model. For the lines, we fit single-channel models with the width of 1000 km \(s^{-1}\), which is equivalent to the \(\sim 2 \times \text{FWHM}\) to estimate the overall magnification. The best-fit parameters for continuum and lines in W are given in the Appendix (Tables A.1.2, and A.2.3). Since we do not have a good signal-to-noise for lensing reconstruction in E, we adopt a magnification of 1.3 for all the molecular lines. For the same reason, we adopt \(\mu = 2.2\) from Marrone et al. (2018) in \(p\text{H}_2\text{O}(2_{1,1} - 2_{0,2})\) in W. The magnification values used in this analysis for continuum and molecular lines are given in Tables 2 and 3, respectively.

### 3.3. SED Fitting and Dust Mass

To estimate \(L_{\text{IR}}\) and \(L_{\text{SIR}}\) in the two sources, we fit a dust SED to the magnification corrected photometry given in the Appendix (Table A.1.1). A 15\% absolute calibration error is added in quadrature to the statistical error to account for the uncertainty from the absolute flux calibration and the lens modeling. Here, we fit a simplistic SED model to the dust, and in Section 4.4 we perform a joint fit of dust, CO, and [CI], based on radiative transfer modeling (see Figures 6 and 7). In this section, we assume a uniform dust temperature \((T_{\text{dust}})\) in each source and fit a modified blackbody function to the photometry greater than 50 \(\mu\)m rest frame, and the equations are adopted from Weiß et al. (2007):

\[
S_\nu = \frac{\pi r^2}{D_A^2 (1 + z)^3} \times \left[ B_\nu(T_{\text{dust}}) - B_\nu(T_{\text{CMB}}) \right] (1 - e^{-\tau_\nu})
\]

where \(B_\nu(T_{\text{dust}})\) is the Planck function at dust temperature, \(D_A\) is the angular diameter distance, and \(r\) is the effective radius of the source. The optical depth \(\tau_\nu\) is given by

\[
\tau_\nu = \frac{\kappa_\nu}{\pi r^2} M_{\text{dust}}
\]

where \(M_{\text{dust}}\) is the dust mass. The frequency dependent dust absorption coefficient is adopted from Draine (2003):

\[
\kappa_\nu = 0.038(\nu/372.7\text{GHz})^{\beta_\nu} \text{[m}^2\text{kg}^{-1}]\]

Here, \(\beta_\nu\) is the spectral index that determines the slope of the Rayleigh–Jeans tail of the blackbody. We fix \(\beta_\nu\) to 2.0 (Greve et al. 2012).

In the case of SPT0311-58, we have an estimate of the effective radius of the sources from the 95 and 140 GHz lens models. We use an MCMC algorithm to sample the dust mass and the dust temperature by giving an upper limit on the effective radius as 5000 pc in W and 1300 pc in E.

From the SED modeling in SPT0311-58, we get \(T_{\text{dust}} = 69 \pm 20\) K in W and \(49 \pm 9\) K in E, and an intrinsic \(M_{\text{dust}} = (1.3 \pm 0.5) \times 10^8 M_{\odot}\) in W and \((1.8 \pm 0.6) \times 10^8 M_{\odot}\) in E. We estimate intrinsic \(L_{\text{IR}} = (26 \pm 12) \times 10^{10} L_{\odot}\) and \(L_{\text{FIR}} = (16 \pm 4) \times 10^{12} L_{\odot}\) in W, and \(L_{\text{IR}} = (35 \pm 7) \times 10^{11} L_{\odot}\) and \(L_{\text{FIR}} = (27 \pm 4) \times 10^{11} L_{\odot}\) in E. These values agree with the luminosities inferred from CIGALE SED fits from Marrone et al. (2018) within the uncertainties.

For comparison with SPT0311-58, we have also fitted the SEDs to the SPT-SMG sample and the other literature sources at low and high redshift. In the case of the literature sources, we do not constrain the radius in the SED fit. Instead, we adopt the \(\lambda_0 - T_{\text{dust}}\) relationship from Spilker et al. (2016), where \(\lambda_0\) is the wavelength at which the optical depth is unity. We then estimate the radius using \(\sqrt{\kappa(\nu_0)M_{\text{dust}}}\), where \(\kappa(\nu_0)\) is the dust absorption coefficient at \(\nu_0 = c/\lambda_0\). The MCMC sampling of the dust mass and dust temperature is the same as those that followed for SPT0311-58.

### 4. Results

#### 4.1. \(L_{\text{H}_2\text{O}} - L_{\text{FIR}}\) Correlation

Water is the third most abundant molecule in the universe (Neufeld et al. 1995), and its line intensity can be as bright as mid-J/CO transitions in high-redshift (UL)IRGs (e.g., Omont et al. 2013; Yang et al. 2013). Multiple H\(_2\)O transitions from low-redshift galaxies are detected by Herschel Space Observatory while ground-based facilities, such as Caltech Submillimeter Observatory (CSO), Northern Extended Millimeter Array (NOEMA), and the ALMA have detected redshifted H\(_2\)O transitions from high-redshift galaxies. From these observations, it has been shown that H\(_2\)O traces \(L_{\text{IR}}\), both in low-redshift galaxies and high-redshift (UL)IRGs (Omont et al. 2013; Yang et al. 2013, 2016; Jarugula et al. 2019). This can be explained by the excitation mechanism of H\(_2\)O molecules where infrared pumping plays a major role (e.g., González-Alfonso et al. 2010, 2012); the higher transitions, such as \(p\text{H}_2\text{O}(2_{1,1} - 2_{0,2})\), \(p\text{H}_2\text{O}(2_{2,0} - 1_{1,1})\), and \(p\text{H}_2\text{O}(2_{2,0} - 2_{1,1})\) are pumped by the 101 \(\mu\)m FIR photons from the base \(1_{1,1}\) level. These lines are mainly found in the warm, star-forming regions of galaxies.

We detect \(p\text{H}_2\text{O}(2_{1,1} - 2_{0,2})\) in W with a signal-to-noise ratio \(\sim 4\) above the continuum. In the literature, this is the most distant detection of H\(_2\)O in a galaxy without an AGN. H\(_2\)O has been detected in the host galaxy of a quasar candidate at redshift 7 (Koptelova & Hwang 2019). Since the \(p\text{H}_2\text{O}(2_{1,1} - 2_{0,2})\) is not significantly detected in E, we give a flux density based on the template fit (see Section 3.1 for the template fitting procedure). We compare the H\(_2\)O luminosity \((L_{\text{H}_2\text{O}})\) in the two galaxies of SPT0311-58 with the local-redshift galaxies and other high-redshift galaxies as shown in Figure 3. For all the galaxies in the plot, we derive \(L_{\text{FIR}}\) by fitting a modified blackbody function to the photometry. In the case of the local galaxies, the continuum flux density values are from Sanders et al. (2003), and \(L_{\text{H}_2\text{O}}\) is from Yang et al. (2013). The photometry and the magnification in the high-redshift galaxies are from Weiß et al. (2007), Riechers et al. (2009), Riechers et al. (2013), Bussmann et al. (2013), and Cooray et al. (2014), and \(L_{\text{H}_2\text{O}}\) is from Omont et al. (2013) and Yang et al. (2016). We additionally include another SPT source, SPT0346-52 from Apostolovski et al. (2019), in the
We calibrate this SFR with The Astrophysical Journal, with $L_{\text{FIR}}$ correlation. The shown in magenta. The dashed black line shows the slightly super-linear correlation. The fit by fixing the slope to 0.0 is shown as the thick black line, and the error is the gray shaded region.

The $\text{p-H}_2\text{O}(2_{1,1} - 2_{0,2})$ luminosity in SPT0311-58 W and E is consistent within the scatter of the other high-redshift ULIRGs.

To get the correlation between $L_{\text{H}_2\text{O}}$ and $L_{\text{FIR}}$, we perform two MCMC linear regressions to all the sources in log–log space as shown in Figure 3. We assume that there is no differential magnification between $\text{H}_2\text{O}$ and the continuum emission in the gravitationally lensed sources. In Figure 3, one of the fits fixes the slope of $\log_{10}(L_{\text{H}_2\text{O}})/L_{\text{FIR}}$ versus $\log_{10}(L_{\text{FIR}})$ to zero (thick black line), and the other allows the slope to vary (dashed line). From the second fit, we see that the relationship is slightly super-linear, which is discussed in the literature (e.g., Omont et al. 2013; Yang et al. 2016). One explanation could be the increase in the optical depth at 100 μm with increasing $L_{\text{FIR}}$, which further enhances the $\text{p-H}_2\text{O}(2_{1,1} - 2_{0,2})$ emission. A similar super-linear correlation is observed in another $\text{H}_2\text{O}$ transition, p–$\text{H}_2\text{O}(2_{0,2} - 1_{1,1})$, which is also excited by 100 μm photons (e.g., Yang et al. 2016; Jarugula et al. 2019). The fit with the slope fixed to zero gives:

$$\frac{L_{\text{H}_2\text{O}}}{L_{\text{FIR}}} = (1.10 \pm 0.4) \times 10^{-5}$$ (5)

The SFR is traditionally calculated from $L_{\text{FIR}}$, which is a good tracer of the star formation under the assumption that young stars are dust obscured. This assumption holds true in (U)LIRGs. However, to estimate $L_{\text{FIR}}$, the peak of the SED at $\lambda_{\text{rest}} = 100$ μm has to be well-sampled, which is observationally expensive. The long-wavelength spectral lines, such as $\text{H}_2\text{O}$, which is bright and well-correlated with $L_{\text{FIR}}$, can be used as an alternative tracer of star formation. We use the $L_{\text{H}_2\text{O}} - L_{\text{FIR}}$ correlation to estimate the SFR in W and E. The SFR scaling relation from $L_{\text{FIR}}$ is taken from Kennicutt & Evans (2012):

$$\text{SFR}[M_\odot/\text{yr}] = 1.47 \times 10^{-10} L_{\text{FIR}}[L_\odot].$$ (6)

We calibrate this SFR with $L_{\text{H}_2\text{O}}$ using $L_{\text{IR}}/L_{\text{FIR}}$ values from the SED fit and Equation (5). We use the following equation to estimate the SFR from $\text{p-H}_2\text{O}(2_{1,1} - 2_{0,2})$:

$$\text{SFR} [M_\odot/\text{yr}] = 2.07 \times 10^{-5} L_{\text{H}_2\text{O}}[L_\odot].$$ (7)

We estimate an intrinsic SFR of $(4356 \pm 2143) M_\odot/\text{yr}$ in W and a 1σ upper limit of $385 M_\odot/\text{yr}$ in E.

4.2. Gas Mass from [C I]

The molecular gas mass is traditionally estimated from CO(1–0) emission line luminosity by assuming a CO-to-$\text{H}_2$ conversion factor ($\alpha_{\text{CO}}$; e.g., Bolatto et al. 2013). However, $\alpha_{\text{CO}}$ can vary significantly depending on the physical environment of the galaxies, such as the gas density, the temperature, and the starburst phase driven by mergers (e.g., Maloney & Black 1988; Narayanan 2011; Bolatto et al. 2013). Moreover, it is challenging to observe CO(1–0) from high-redshift galaxies where the CMB temperature is high and can dominate the CO signal. The dependence of the CO brightness temperature on the CMB temperature is discussed in the literature (e.g., da Cunha et al. 2013; Tunnard & Greve 2016).

An alternative molecular gas tracer is [C I](1–0) (492 GHz), whose luminosity is observed to be linearly correlated with CO(1–0) luminosity across a wide range of environments both in local- and high-redshift galaxies (e.g., Papadopoulos et al. 2004; Alaghband-Zadeh et al. 2013; Jiao et al. 2017; Valentin et al. 2020). In our current analysis, we have observations of [C I](2–1) (809 GHz), which is brighter than [C I](1–0) and comes for free with CO(7–6). We estimate the gas mass from [C I](2–1) using the equation from Weiß et al. (2003). To consider the effect of the background CMB temperature at redshift 6.9, which is ~21.5 K, we include a factor $B_e(T_{\text{ex}})/(B_e(T_{\text{ex}}) - B_e(T_{\text{CMB}}))$ to the equation.

$$M_{\text{C1}} = 4.566 \times 10^{-4} \frac{Q(T_{\text{ex}})}{5 \epsilon^{62.5/T_{\text{ex}}}} \frac{B_e(T_{\text{ex}})}{(B_e(T_{\text{ex}}) - B_e(T_{\text{CMB}}))} L_{\text{C1}}^{(2-1)} [M_\odot]$$ (8)

Here, $Q(T_{\text{ex}})$ is the partition function, which is given by:

$$Q(T_{\text{ex}}) = 1 + 3e^{-T_{\text{ex}}/T_1} + 5e^{-T_{\text{ex}}/T_2}$$ (9)

where $T_1 = 23.6$ K and $T_2 = 62.5$ K are the excitation energy transitions of the two transitions of [C I]. The excitation temperature, $T_{\text{ex}}$, can be estimated from the [C I] line ratios (Stutzki et al. 1997). However, since we only have observations of [C I](2–1), we adopt a typical value of $T_{\text{ex}} = 30$ K (Walter et al. 2011).

The gas mass from [C I](2–1) is converted into the total H2 gas mass by assuming [C I]/$\text{H}_2$ abundance of $(8.4 \pm 3.5) \times 10^{-5}$ (Walter et al. 2011). To include the contribution from Helium, we multiply the H2 gas mass by 1.36. We estimate an intrinsic gas mass of $(24.9 \pm 10.7) \times 10^{10} M_\odot$ in W and $(11.4 \pm 11.4) \times 10^{10} M_\odot$ in E. Note that [C I](2–1) is not detected in E, and we present the gas mass derived from the flux density obtained by the template fitting (see Section 3.1 for the template fitting procedure).

Note that the coefficient in Weiß et al. (2003) should be $4.556 \times 10^{-4}$. This correction is mentioned in the footnote in Weiß et al. (2005a).
4.3. CO SLED and AGN Fraction

CO emission lines have traditionally been used as tracers of molecular gas in the local and high-redshift galaxies. CO(1–0) has a critical density of \( \sim 10^4 \) cm\(^{-3}\) and traces the bulk of the molecular gas in the ISM. However, star formation occurs in the dense molecular clouds, and this warm, dense molecular gas is better traced by mid-\( J \) CO lines, such as CO(6–5) and CO(7–6) with a critical density of \( \sim 10^5 \) cm\(^{-3}\). A linear correlation has been observed between mid-\( J \) CO luminosity (4 \( \leq J_{up} \leq 8 \)) and \( L_B \) in local- and high-redshift (U)LIRGs (e.g., Greve et al. 2014; Rosenberg et al. 2015; Lu et al. 2017; Yang et al. 2017). The high-\( J \) CO transitions (\( J_{up} \geq 9 \)) require high gas densities (\( \sim 10^6 \) cm\(^{-3}\)) and high temperatures. Such favorable conditions for high-\( J \) CO excitations can arise in the presence of an AGN (van der Werf et al. 2010), warm photodissociation regions (PDRs), or shocks (Mashian et al. 2015).

The CO SLED shape provides information about the physical conditions of the molecular gas. In Figure 4, we compare the SLED shape of the two galaxies of SPT0311-58 with the local- and high-redshift starburst galaxies in the left panel and the known AGN in the right panel. All the flux densities are normalized to CO(6–5), which is detected at a high signal-to-noise ratio in SPT0311-58 W and E. The local (U)LIRGs sample includes 29 galaxies taken from Rosenberg et al. (2015), excluding NGC 6240 that is an outlier due to galaxy-wide shocks (Meijerink et al. 2013). We also compare SPT0311-58 with the average of 22 SPT-SMGs from \( z = 2 - 5.7 \) (Spilker et al. 2014) and 32 SMGs from \( z = 1.2 - 4.1 \) (Bothwell et al. 2015). The local starburst galaxies peak at \( J_{up} \sim 4 \) while the high-redshift sample peaks at mid-\( J \) CO (\( J_{up} \sim 6 \)) transitions. In both the local- and high-redshift galaxies, there is a drastic decrease in the high-\( J \) CO emission at \( J_{up} \sim 8 \). In the right panel of Figure 4, we see that Mrk231 peaks at \( J_{up} \sim 5 \) (Weiß et al. 2005a), higher than local starburst galaxies, and the CO emission can be explained by an XDR model detailed in van der Werf et al. (2010). The high-redshift quasars, Cloverleaf at \( z = 2.56 \) (Bradford et al. 2009) and J2310+1855 at \( z = 6.0 \) (Li et al. 2020), peak at \( J_{up} \sim 9 \), and the CO emission is luminous even after \( J_{up} \geq 10 \). Both the galaxies in SPT0311-58 peak at \( J_{up} \sim 6 \), similar to other high-redshift starburst galaxies.

We use the ratio of high-\( J \) CO to mid-\( J \) CO transitions (CO(10–9)/CO(6–5)) to explore the presence of heating mechanisms in addition to the photoelectric heating in SPT0311-58. The ratio of high-\( J \) to mid-\( J \) CO has been used in literature to characterize the starburst and AGN activity (e.g., Rosenberg et al. 2015; Mashian et al. 2015), which defines the drop-off slope of the CO SLED. In Figure 5, we explore the correlation between \( L_{[C\, ii]}/L_{\text{FIR}}, L_{\text{CO(10–9)}}/L_{\text{CO(6–5)}} \), and the presence of an AGN. We compare the two galaxies of SPT0311-58 with low-redshift starburst, AGN, and composite galaxies compared to high-redshift SMGs and quasars. The low-redshift \([C\, ii] \) sample is from Díaz-Santos et al. (2014), and the CO observations are from Rosenberg et al. (2015), Mashian et al. (2015), The AGN fraction in the local sample is detailed in Rosenberg et al. (2015). The CO and \([C\, ii] \) observations in the high-redshift galaxies are from Danielson et al. (2011), Frayer et al. (2011), Yang et al. (2017), Andreani et al. (2018), Zhang et al. (2018), Li et al. (2019), Shao et al. (2019), Yang et al. (2019), Wang et al. (2019), and Rybak et al. (2020). \[C\, ii] \) is a dominant cooling line in the ISM and has been widely studied. It has been observed that \( L_{[C\, ii]}/L_{\text{FIR}} \) decreases with increasing \( L_{\text{FIR}} \) (e.g., Malhotra et al. 2001; Brauher et al. 2008; Díaz-Santos et al. 2013; Gullberg et al. 2015; Litke et al. 2019). Several mechanisms have been proposed to explain this \([C\, ii] \) deficit such as positively charged dust grains in the presence of ionizing UV photons, which reduce the photoelectric heating (i.e., UV heating) efficiency, saturation of \([C\, ii] \) emission in the PDR regions, and self absorption (e.g., Narayanan & Krumholz 2014; Muñoz & Oh 2016; Narayanan & Krumholz 2017). If the \([C\, ii] \) deficit is due to the reduced photoelectric heating, this effect will also result in reduced \( L_{\text{CO(10–9)}}/L_{\text{CO(6–5)}} \) since the main collision partner, H\(_2\), is...
heated by electrons deep within the molecular clouds in a pure PDR context. However, in Figure 5, we observe that \( \frac{L_{\text{CO}}(10-9)}{L_{\text{CO}}(6-5)} \) is increasing with decreasing \( \frac{L_{\text{CII}}}{L_{\text{FIR}}} \). This indicates that other heating mechanisms (e.g., mechanical processes), in addition to the photoelectric effect, result in the observed trend or that the [C II] deficit is probably not due to the effect of reduced photoelectric heating efficiency. The presence of an AGN can also decrease [C II] emission due to possible destruction of dust grains (Smith et al. 2017). There could also be an apparent deficit in [C II]/FIR due to contribution to the total infrared emission from the AGN. However, it has been observed that this effect is not significant (Díaz-Santos et al. 2013). As discussed in Rosenberg et al. (2015), heating mechanisms in addition to photoelectric heating are required to explain the high ratio of high-J to mid-J CO emission.

In Figure 5, reduced [C II] emission and increased CO(10–9) might indicate X-ray heating from the AGN and/or mechanical heating from the AGN or other sources, such as stellar winds, mergers, or supernovae explosions in addition to photoelectric heating. We observe that, in Figure 5, the known AGN and other Class II or III composite galaxies (galaxies with a high or low AGN fraction and a high ratio of high-J CO to mid-J CO emission; Rosenberg et al. 2015) are mostly separated from the starburst galaxies. Both the galaxies of SPT0311-58 have a higher \( \frac{L_{\text{CO}}(10-9)}{L_{\text{CO}}(6-5)} \), comparable to the AGN of Class II or III galaxies. W has a lower \( \frac{L_{\text{CII}}}{L_{\text{FIR}}} \) ratio possibly due to an increased star formation density or a higher metallicity than E (Marrone et al. 2018). We conclude that there is a possibility of other heating mechanisms in addition to photoelectric heating in SPT0311-58, but we cannot infer the presence of an AGN. We further discuss mechanical heating from shocks and stellar feedback in detail in Section 5.4.

### 4.4. Radiative Transfer Modeling

To model the dust emission, observed CO, and [C I] flux densities in SPT0311-58 W and E, we use two non-local thermodynamic equilibrium (non-LTE) LVG radiative transfer modeling methods: N-component and Turbulence. The first model is described in detail in Weiß et al. (2007), and an updated version is in Strandet et al. (2017). The second modeling method, based on the equations from Weiß et al. (2007), is summarized in Harrington et al. (2021).

In the radiative transfer models, we model the excitation of the dust continuum, CO, and [C I] flux densities simultaneously.

We model the dust continuum using the modified blackbody function shown in Equation (2). The dust optical depth (Equation (3)) depends on the dust mass and the dust absorption coefficient. In the radiative transfer models, we adopt \( \kappa_d / m_k g^{-1} = 0.04 \times (\nu/250\text{GHz})^{2/3} \). The dust mass is obtained from the gas mass by using the gas-to-dust mass ratio that is a free parameter in the models.

For the CO and [C I] line emission modeling, the infrared radiation is considered as background radiation in addition to the CMB radiation at \( z = 6.9 \). The line flux density is modeled by the following:

\[
S_{\text{CO}/\text{C I}} = T_B \left( 2k \nu_{\text{obs}} \Omega / [c^2 (1 + z)] \right)
\]

where \( c \) is the speed of light, \( \nu_{\text{obs}} \) is the observed frequency of the CO or [C I] lines, and \( \Omega \) is the source solid angle given by \( \pi r^2/D_k^2 \). The brightness temperature of the line, \( T_B \), is calculated using the excitation temperature of the line, background temperature, dust temperature, and the dust opacity. These are further dependent on the gas number density, the kinetic temperature, the gas phase abundance per velocity gradient, and the gas-to-dust mass ratio. All these parameters are discussed in detail in this section.

In this section, we also highlight the differences between the two models and present the best-fit and derived parameters obtained from the radiative transfer modeling.

#### 4.4.1. N-component and Turbulence Models

Both the N-component and Turbulence codes model the dust, CO, and [C I] flux densities simultaneously. The N-component model is the more basic of these two codes and can describe the ISM using N components. However, due to the increased degeneracies with increased number of free parameters, we use two components in this analysis. These models will henceforth be referred to as 1-component and 2-component, which have 10 and 20 input parameters, respectively (see Table A.3.1 in the Appendix). The Turbulence model realistically models the ISM with 12 input parameters (see Table 4).

One of the main differences between the Turbulence and N-component models is that, in the Turbulence code, the ISM is modeled with the dependence of the source solid angle (\( \Omega \)) on the gas volume density (\( n_{H_2} \), normalized to the mean density).
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Table 4
Turbulence Model Parameters

| Parameter     | Unit     | Range      | West (Z$_e$) | East (Z$_e$) | East (Z$_e$) |
|---------------|----------|------------|--------------|--------------|--------------|
|               |          |            | 5.3 ± 1.3    | 5.1 ± 0.9    | 4.7 ± 2.4    | 4.4 ± 2.2    |
| log(n$_H^2$)  | cm$^{-3}$| 1–7        | 21–600       | 116 ± 42     | 90 ± 24      | 166 ± 65     | 136 ± 57     |
| $T_K$         | K        | 0.5–6.0    | 2.0 ± 0.9    | 1.6 ± 0.4    | 3.4 ± 1.3    | 2.7 ± 1.1    |
| $T_K/T_{dust}$|          | −0.5–0.05  | −0.1 ± 0.0   | −0.1 ± 0.0   | −0.1 ± 0.0   | −0.1 ± 0.0   |
| $\beta_{turb}$|          | 1.5–2.0    | 1.8 ± 0.1    | 1.9 ± 0.1    | 2.0 ± 0.0    | 2.0 ± 0.0    |
| $R_{eff}$     | pc       | 0.1–5.00   | 3450 ± 750   | 3342 ± 628   | 2548 ± 954   | 2055 ± 870   |
| $\nu_c$       | km s$^{-1}$ pc$^{-1}$ cm$^{3/2}$ | 1–3        | 1.4 ± 0.4    | 1.3 ± 0.4    | 1.7 ± 0.6    | 1.5 ± 0.6    |
| $\nu_{turb}$  | km s$^{-1}$ | 5 – 200   | 134 ± 46     | 127 ± 43     | 55 ± 61      | 71 ± 61      |
| GDMR          |          | 90–1100    | 124 ± 62     | ...          | 138 ± 95     | ...          |
| GDMR(Z$_e$)   |          | 120–150    | ...          | 129 ± 9      | ...          | 130 ± 10     |
| $[CO/H_2]$ (Z$_e$) |          | 1.0 × 10$^{-7}$–2.0 × 10$^{-4}$ | (7 ± 5) × 10$^{-5}$ | ... | (7 ± 5) × 10$^{-5}$ | ... |
| $[CO/H_2]$ (Z$_e$) |          | 1.0 × 10$^{-4}$–2.0 × 10$^{-4}$ | (14 ± 3) × 10$^{-5}$ | ... | (14 ± 3) × 10$^{-5}$ | ... |
| $[C_2/H_2]$   |         | (3 ± 2) × 10$^{-5}$ | (5 ± 2) × 10$^{-5}$ | (3 ± 2) × 10$^{-5}$ | (4 ± 2) × 10$^{-5}$ | ... |
| $\beta_{C_2}$|          | −0.6 ± 0.1 | −0.7 ± 0.9   | −2.5 ± 1.5   | −2.3 ± 1.6   |

Estimated within the model

| Parameter     | Unit     | Range      | West (Z$_e$) | East (Z$_e$) | East (Z$_e$) |
|---------------|----------|------------|--------------|--------------|--------------|
| $L_{CO}$      | K km s$^{-1}$ pc$^2$ | (8 ± 1) × 10$^{16}$ | (9 ± 1) × 10$^{16}$ | (9 ± 2) × 10$^{9}$ | (11 ± 2) × 10$^{9}$ |
| $v_{CO}$      | M$_\odot$ km s$^{-1}$ pc$^2$ | 7.1 ± 5.3 | 5.3 ± 2.7 | 3.9 ± 4.4 | 2.5 ± 0.8 |
| $L_{FIR}$     | M$_\odot$ | (19 ± 1) × 10$^{12}$ | (19 ± 1) × 10$^{12}$ | (31 ± 1) × 10$^{11}$ | (31 ± 2) × 10$^{11}$ |
| SFR           | $L_{CO}$ | 5046 ± 944 | 5043 ± 949 | 701 ± 151 | 708 ± 151 |
| $L_{dust}$    | Myr      | 107 ± 70   | 90 ± 40     | 44 ± 40     | 36 ± 12     |

Note. The input and derived parameters of the Turbulence model with units and the explored range. The model outputs are the intrinsic source properties as we use the magnification-corrected photometry and line flux densities for modeling. There are 12 input parameters in the model that are explored within the given range. We present two Turbulence models: the first one is modeled by assuming less than solar metallicity and varying the gas-to-dust mass ratio (GDMR) and the CO abundance; in the second model, to get better constrains on the parameters, we assume solar metallicity in the galaxies (Z$_e$) and fix GDMR and CO abundance accordingly. The best-fit parameters from the Turbulence model in SPT0311-58 West and East are shown with and without assuming solar metallicity.

This is given by the following:

$$\Omega = \Omega_s \times dp(n', \nu_{turb})$$ (11)

where $\Omega_s$ is the solid angle of the total emission region, $dp(n', \nu_{turb})$ is the log-normal probability distribution function (PDF) in supersonically isotropical turbulent gas as given in Krumholtz & McKee (2005), which depends on the normalized gas density ($n'$) and the turbulence line width ($\nu_{turb}$). The normalized gas density is given by $n' = n_{H_2} / <n_{H_2}>$ where $<n_{H_2}>$ is the mean gas density. The PDF is given by the following:

$$dp(n', \nu_{turb}) = \frac{1}{\sqrt{2\pi\sigma^2}} \times \frac{1}{n'} e^{-\log(n'/2\sigma^2)}$$ (12)

where, the spread of the PDF is sigma, defined as $\sigma = \left[ \log(1 + \frac{3}{4} \text{Mach}^2) \right]^{1/2}$ and Mach = \nu_{turb} / [\sqrt(T_k)/2 m_H], where $m_H$ is proton mass, and $T_K$ is the kinetic temperature. For each value of $<n_{H_2}>$, we sample 50 gas densities within $10^{-10} \text{ cm}^{-3}$. The final dust and gas SED, which describes the observations, is the sum of all 50 SEDs.

In the Turbulence model, the kinetic temperature ($T_K$) is coupled to the molecular gas density as $T_K \propto (n_{H_2})^{\beta_{turb}}$ where $\beta_{turb}$ is a negative power-law index. Chemical modeling and simulations have shown that at gas densities $\lesssim 10^7 \text{ cm}^{-3}$ the temperature slightly decreases with increasing densities. This correlation is because the photoelectric and cosmic ray heating has a linear density dependence, but cooling due to CO and $[\text{C II}]$ has a superlinear relationship (Larson 2005; Meijerink et al. 2007; Krumholtz 2014), which leads to an overall cooling per unit of mass in this regime. In addition to $T_K$, the $[\text{C I}]$ abundance relative to H$_2$ is also coupled to the gas density as a power law with a negative index, $\beta_{[\text{C I}]}$. At gas densities $>10^8 \text{ cm}^{-3}$, the $[\text{C I}]$ line ratio, $[\text{C I}] (2\rightarrow1)/[\text{C I}] (1\rightarrow0)$, is shown to increase in the PDR models (e.g., Meijerink et al. 2007). However, to reproduce the subthermally excited $[\text{C I}]$ gas, i.e., lower $[\text{C I}](2\rightarrow1)/[\text{C I}](1\rightarrow0)$, as typically observed, it is therefore required to reduce the $[\text{C I}]$ abundance in the dense gas. Since, we do not have observations of both the $[\text{C I}]$ lines, this is of no importance in the current analysis. The N-component code, on the other hand, considers $\Omega$ and $n_{H_2}$ to be independent, and there is no explicit dependence of $T_K$ and $[\text{C I}]$ abundance on the gas density.

To constrain the 2-component model, which has more free parameters than the 1-component and Turbulence models, we
consider the maximum value of $\text{CO}(13-12)$ from Rosenberg et al. (2015) scaled to $\text{CO}(10-9)$ in $W$ and $E$ as upper limits. We also include these upper limits in the 1-component and Turbulence models, although the results do not change significantly when the limits are not included.

The models are optimized to fit the observed flux densities of dust and gas using the Monte Carlo Bees Algorithm (Pham & Castellani 2009). To briefly summarize, the algorithm explores the parameter space within the given ranges by estimating $\chi^2$ for a few different models referred to as bees. Extra bees are assigned to regions of best $\chi^2$ while the rest of the space continues to be explored by the other bees. We run the code 30 times to avoid artificially narrow PDFs for the solutions and hence have 30 final solutions. The best solution is the one with the best $\chi^2$. We evaluate $\sim 10^7$ models, and the best-fit Turbulence model parameter values shown in Table 4 are obtained by taking the mean and standard deviations from all the model runs. The best-fit 1-component and 2-component model parameters are shown in Table A.3.1 in the Appendix.

### 4.4.2. Model Parameters

The free parameters and the corresponding ranges given as inputs in the Turbulence model are shown in Table 4. We use the same ranges for all the parameters in the N-component model, except $\beta_T^c$ and $\beta_{\text{CII}}$, since there is no coupling between $T_K$ and $[\text{CII}]$ abundance with the gas density in this model. In this analysis, we run two models. The first one is exploring a range of gas-to-dust mass ratio (GDMR) and CO abundance in SPT0311-58 W and E, corresponding to metallicity less than solar metallicity. The second model is by assuming solar metallicity and constraining the GDMR and CO abundance in the Milky Way and the nearby giant molecular clouds (GMCs) which is in the range of $1.0 \times 10^{-4}$–$2.0 \times 10^{-4}$ for the CO abundance assuming metallicity less than or similar to solar metallicity. Under the assumption of solar metallicity conditions, we use the abundance in the Milky Way and the nearby giant molecular clouds (GMCs) which is in the range of $1.0 \times 10^{-4}$–$2.0 \times 10^{-4}$ (e.g., Blake et al. 1987; Kulesa 2002).

\[ \frac{M_{\text{gas}}}{\text{turb}} = 1.36 \Omega \frac{n_{\text{H}_2}}{dv/dr} dv_{\text{turb}}. \]  

We explore a range of virial parameters from 1–3 where $\kappa_{\text{vir}} = 1$ corresponds to virialized gas and $>1$ corresponds to unbound motions (Greve et al. 2009).

**Virial parameter ($\kappa_{\text{vir}}$):** The velocity gradient, which determines the escape velocity of the gas, is coupled to the gas volume density through the virial parameter (Goldsmith 2001) as

\[ \frac{dv/dr}{\text{turb}} = 3.1 \kappa_{\text{vir}} \frac{n_{\text{H}_2}}{10^4}. \]  

To obtain the velocity gradient, we use the Monte Carlo Bees Algorithm (Pham & Castellani 2009) to explore a range of 1–3 where $\kappa_{\text{vir}} = 1$ corresponds to virialized gas and $>1$ corresponds to unbound motions (Greve et al. 2009). We explore a range of 1–3 where $\kappa_{\text{vir}} = 1$ corresponds to virialized gas and $>1$ corresponds to unbound motions (Greve et al. 2009). The gas kinetic temperature is coupled to the gas volume density through the virial parameter (Goldsmith 2001) as

\[ \frac{M_{\text{gas}}}{\text{turb}} = 1.36 \Omega \frac{n_{\text{H}_2}}{dv/dr} dv_{\text{turb}}. \]  

We explore a range of virial parameters from 1–3 where $\kappa_{\text{vir}} = 1$ corresponds to virialized gas and $>1$ corresponds to unbound motions (Greve et al. 2009).

**Gas-to-dust mass ratio (GDMR):** This parameter is used to calculate the dust mass from the gas mass given in Equation (14). Observations and models suggest that GDMR has a dependence on metallicity where it increases with decreasing metallicity (e.g., Sandstrom et al. 2013; Leroy et al. 2011; Li et al. 2019). We run two models: the first one assumes metallicity less than or similar to solar metallicity and explores the GDMR in the range of 90–110; in the second model, we use a GDMR in the range of 120–150 assuming the galaxies have enriched Milky Way metallicity (e.g., Draine & Li 2007; Elia et al. 2017). In starburst systems, dense regions can build up metals relatively early and approach solar metallicity (Cen & Ostriker 1999; Novak et al. 2019; De Breuck et al. 2019).

We fix the GDMR assuming solar metallicity to better constrain the models. To estimate the dust mass in the LGV models from the gas mass and the GDMR, we adopt $\kappa_{\text{vir}} = 10^{-27} \times (\nu/250 \text{ GHz})^{-1.5}$. For the CO abundance ([CO/H$_2$]), we use the equation of state for cold gas (Marrone et al. 2018) which is in the range of $1.0 \times 10^{-4}$–$2.0 \times 10^{-4}$ for the CO abundance assuming metallicity less than or similar to solar metallicity. Under the assumption of solar metallicity conditions, we use the abundance in the Milky Way and the nearby giant molecular clouds (GMCs) which is in the range of $1.0 \times 10^{-4}$–$2.0 \times 10^{-4}$ (e.g., Blake et al. 1987; Kulesa 2002).

**[CII] abundance ([CII]/[H$_2$]):** [CII] abundance is explored in the range of $1.0 \times 10^{-7}$–$1.0 \times 10^{-4}$. This range includes the [CII] abundance values from the GMCs (e.g., Glover et al. 2015; Fuente et al. 2019).
As mentioned in Section 4.4.1, the [C I] abundance decreases with increasing gas density. This is modeled as a power law where $\beta_{\text{[C I]}}$ is explored in a wide range of $-5$ to $0$. Throughout the paper, we refer to the Turbulence, 2-component, and 1-component models as the models run by assuming that SPT0311-58 has a metallicity that is less than the solar metallicity. In the case of models run with an enriched solar metallicity assumption, we specify the assumption explicitly.

### 4.4.3. Model Outputs

The best-fit parameters from the Turbulence model in SPT0311-58 W and E assuming less than solar metallicity and solar metallicity are shown in Table 4. The best-fit value for each parameter is taken as the mean of outputs from all the $10^5$ models weighted by $\chi^2$, and the error on the parameters is the $\chi^2$ weighted standard deviation. In the Appendix, we show the $\chi^2$ weighted parameter values from all the Turbulence models assuming less than solar metallicity conditions (Figures 16 and 17). The SEDs estimated using the best-fit parameters are shown in Figures 6 and 7 where the top panel corresponds to the dust, CO, and [C I] SEDs obtained from the 1-component model, the middle panel is from the 2-component model, and the bottom panel is from the Turbulence model. In all the models, we show the best-fit SED as the thick black line and the 30 other good $\chi^2$ models in gray. In the 2-component model, we show the relative contribution of component 1 in blue and component 2 in red.

Figure 6. Top: dust continuum, CO, and [C I] SED in W from the 1-component model. The observed data is shown as black points with error bars. The best-fit SED obtained from the model is shown as the thick black line and the 30 other good models in gray. The best-fit model in [C I] is shown as a black circle. Middle: the SED from the 2-component model in W. The contribution from component 1 is shown in blue, and component 2 is in red. Bottom: the SED from the Turbulence model. We present the contribution to the final SED from the ISM at five different gas number densities shown in colored dashed lines. The remaining densities (from the 50 samples) are shown as dashed gray SEDs.

[C I] abundance power-law index ($\beta_{\text{[C I]}}$): As mentioned in Section 4.4.1, the [C I] abundance decreases with increasing gas density. This is modeled as a power law where $\beta_{\text{[C I]}}$ is explored in a wide range of $-5$ to $0$. Throughout the paper, we refer to the Turbulence, 2-component, and 1-component models as the models run by assuming that SPT0311-58 has a metallicity that is less than the solar metallicity. In the case of models run with an enriched solar metallicity assumption, we specify the assumption explicitly.
densities, which correspond to a source solid angle, and the final SED is the sum of the SEDs obtained at each of the 50 models. In the Turbulence model panel, we show the relative contribution of five densities to the final SED as different dashed colored lines and other densities as dashed gray lines. In this analysis, we focus our discussion on the Turbulence model.

The best-fit mean gas densities are log($n_{\text{H}_2}/\text{cm}^{-3}) = (5.3 \pm 1.3)$ in W and $(4.7 \pm 2.4)$ in E from the Turbulence model. In the Turbulence model panels of Figures 6 and 7, we see that the larger gas densities ($log(n_{\text{H}_2}) > 5$) emitted from smaller regions of the galaxy do not contribute significantly to the overall dust and CO emission. In the 2-component fit, component 1 has a lower gas density and is emitted from a larger area than component 2 in both W and E (see Table A.3.1 in the Appendix). This indicates that component 1, associated with low-$J$ CO excitations, is primarily tracing diffuse regions of the ISM, while component 2 traces dense and compact gas where high-$J$ CO is excited. The mean of the gas density from the two components is log($n_{\text{H}_2}/\text{cm}^{-3}) = (4.7 \pm 1.2)$ in W and $(4.6 \pm 1.3)$ in E. These values are consistent with the Turbulence model within the uncertainty. The kinetic temperature from the Turbulence model is $(116 \pm 42)$ K in W and $(166 \pm 65)$ K in E. This is larger than the dust temperatures, $(52 \pm 5)$ K in W and $(48 \pm 4)$ K in E, since the ratio of $T_K/T_{\text{dust}}$ from the model is greater than 1.0. This could imply that, in addition to photoelectric heating, there are other heating mechanisms such as X-rays, cosmic rays, and mechanical energy input from processes such as AGN outflows, mergers, or stellar feedback. However, it has to be noted that, while $T_K/T_{\text{dust}}$ is a function of visual extinction (Tielens & Hollenbach 1985), we consider a constant value at all extinctions.

The best-fit GDMR from the Turbulence model is $(124 \pm 62)$ in W and $(138 \pm 95)$ in E, which is similar to the enriched Milky Way value. The best-fit CO abundance is $(7 \pm 5) \times 10^{-5}$ in W and E.

Figure 7. Top: dust continuum, CO, and [C I] SED in E from the 1-component model. Middle: the SED from the 2-component model. Bottom: the SED from the Turbulence model.
consistent with the canonical value of $8 \times 10^{-5}$ adopted in the literature (Freking et al. 1982). The best-fit [C I]/H$_2$ is $(3.4 \pm 1.8) \times 10^{-3}$ in W and $(3.4 \pm 2.3) \times 10^{-3}$ in E. These values are consistent with the carbon abundance in dense star-forming environments where a value of $\sim 5 \times 10^{-5}$ is reported in the center of the local starburst galaxy M82 (White et al. 1994). In high-redshift ($z > 2$) samples of submillimeter and quasar host galaxies, Walter et al. (2011) derive a carbon abundance of $(8.4 \pm 3.5) \times 10^{-5}$. Such high values are possible at high redshift where CO molecules are dissociated due to cosmic rays or interstellar radiation, increasing the [C I] abundance (Bisbas et al. 2015). In addition to cosmic rays, other factors are also found to affect the [C I] abundance such as the gas density, the temperature, and the metallicity. In hydrodynamical simulations, the carbon abundance is observed to decrease with an increasing metallicity (Glover & Clark 2016). In the Turbulence model, the [C I] abundance decreases with increasing $n_{\text{H}_2}$ using the negative power-law index $\beta_{\text{C I}}$. This relationship is also manifested in the 2-component model where the [C I] abundance is lower in the denser component 2 than the diffuse component 1 by a factor of $\gtrsim 3$. However, it has to be noted that, due to the lack of [C I](1–0) observations, we cannot reliably confirm the relationship between [C I] abundance and gas density. The [C I] emission is mainly dominated by the diffuse component as seen in the 2-component model (component 1 shown in blue) in Figures 6 and 7.

### 4.4.4. CO and [C I] Excitations

From the radiative transfer modeling, we can estimate the intrinsic brightness temperature ($T_b$) ratios for all the CO transitions from $J = 1$–15 in terms of the line luminosities as following:

$$ r_{J_l J_f} = L_{\text{CO}(J_f \rightarrow J_l - 1)}/L_{\text{CO}(J_l \rightarrow J_f - 1)} $$

Figure 8. Brightness temperature ratio at each CO excitation transition. The Turbulence model SPT0311-58 values are the mean of the SEDs shown in Figure 6 and Figure 7. The gravitationally lensed SPT-SMG sample is from Spilker et al. (2013), and the unlensed SMGs from $z = 1.2$–4.1 are from Bothwell et al. (2013). A combined sample of starburst galaxies and AGN from $z = 1$–7 is taken from Harrington et al. (2021) and Kirkpatrick et al. (2019). The average Turbulence model output from the 24 Planck sources (Harrington et al. 2021) are also shown.

Figure 9. $L_{\text{CO}(1-0)}/L_{\text{CO}(4-3)}$ representing total gas to dense gas ratio against $L_{\text{CO}(1-0)}/L_{\text{FIR}}$. The values obtained from the Turbulence model in SPT0311-58 are compared to the observations in local- and high-redshift galaxies. The SPT-SMG data is from Bothwell et al. (2017) and the other lensed SMGs are from Alaghband-Zadeh et al. (2013). Local galaxies from Herschel/SPIRE are from Kamenetzky et al. (2016). CO(4–3) and [C I](1–0) line luminosities in SPT0311-58 W and E are obtained from the Turbulence model, where we model the observed dust, CO, and [C I](2–1) transitions. In SPT0311-58 W and E, we show the mean line luminosities and the uncertainty obtained from running the Turbulence model 30 times. The direction of increase in the UV field strength and the density are shown at the top right corner of the plot. The model values in W and E agree with the observations in the SPT-SMG sample.

where $J_f$ is usually 1. In Figure 8 and Table 5 we show the brightness temperature ratios in the two SPT0311-58 galaxies by normalizing to $J_f = 3$, which is the lowest observed CO transition. We compare the observed and model CO excitations in the two galaxies with the stacked $T_b$ from 22 gravitationally lensed SPT-SMGs from Spilker et al. (2014) and with the median values obtained from 32 SMGs from $z = 1.2$–4.1 (Bothwell et al. 2013). We also include a heterogeneous sample of star-forming galaxies and AGN from Kirkpatrick et al. (2019) combined with 24 lensed Planck selected sources from Harrington et al. (2021), which gives a range of galaxies from $z = 1$–7. The average Turbulence model output of the 24 Planck sources from Harrington et al. (2021) is also shown. The Turbulence model reproduces the observed values in SPT0311-58 W and E. Both the SPT0311-58 galaxies have a brightness temperature profile similar to the high-redshift SMG samples, and a subset of sources from Harrington et al. (2021) also show similar excitations.

The non-LTE 2-component best-fit model outputs the excitation temperature ($T_{\text{ex}}$) of [C I] in component 1 and component 2. We calculate the total $T_{\text{ex}}$ of [C I](1–0) by performing a flux density weighted sum of $T_{\text{ex}}$ in component 1 and component 2. This gives $T_{\text{ex}} \sim 30$ K and 32 K in W and E, respectively. These values are similar to the typical $T_{\text{ex}}$ of 30 K adopted in the literature (Walter et al. 2011). However, due to a lack of [C I](1–0) observations, we cannot get an accurate estimate of the excitation temperatures from modeling alone.

In Figure 9, we compare the Turbulence model [C I](1–0) and CO(4–3) in SPT0311-58 W and E to the sources from the
The gas mass in the LVG model is estimated using Equation (14). From the Turbulence model, we get $M_{\text{gas}} = (5.4 \pm 3.4) \times 10^{11} M_\odot$ in W and $(3.1 \pm 2.7) \times 10^{10} M_\odot$ in E. Using the GDMR from the Turbulence model, we derive $M_{\text{dust}} = (4.3 \pm 3.5) \times 10^9 M_\odot$ in W and $(2.2 \pm 2.5) \times 10^8 M_\odot$ in E. By assuming solar metallicity in SPT0311-58, we get $M_{\text{gas}} = (4.5 \pm 1.8) \times 10^{11} M_\odot$ in W and $(2.6 \pm 0.7) \times 10^{10} M_\odot$ in E from the Turbulence model. Because the GDMR and CO abundance is fixed for solar metallicity, the gas mass is better constrained than in the case where we do not constrain the parameters.

We compare the gas mass calculated using different methods in Figure 10. We compare the gas mass from the LVG models with the calculations from [C I](2–1), discussed in Section 4.2. We also calculate the gas mass from the dust mass (Section 3.3) by assuming the GDMR = 100 (Sandstrom et al. 2013), which includes contribution from Helium. We also show the gas masses reported in Marrone et al. (2018) where they are obtained by scaling CO(3–2) to CO(1–0) and converting to gas mass by assuming $\alpha_{\text{CO}} = 1.0 M_\odot/K \text{ km s}^{-1} \text{ pc}^2$. The total gas mass from the 2-component model is consistent with the Turbulence models within the uncertainties. The gas mass estimated from [C I](2–1) agrees with the LVG models within the uncertainties. The gas mass from [C I](2–1) E is the upper limit due to non-detection of the line. SPT0311-58 W and E gas mass estimates reported in Marrone et al. (2018) and the estimates from dust mass include assumptions about the CO scaling, gas mass conversion factor, and the GDMR which could result in discrepancy with the LVG models.

All the methods used to estimate the gas mass yield a canonical value of a CO-to-H$_2$ conversion factor, $\alpha_{\text{CO}} > 0.8 M_\odot/K \text{ km s}^{-1} \text{ pc}^2$ as discussed in Section 5.2. The intrinsic SFR from the Turbulence model is calculated using Equation (6), giving an SFR = $5046 \pm 944 M_\odot$ in W and $701 \pm 151 M_\odot$ in E.

5. Discussion

In this section we discuss the differential magnification across the different CO transitions and dust in SPT0311-58. We also compare the spatial extent of CO and dust. We further estimate the CO-to-H$_2$ conversion factor and gas depletion timescales in SPT0311-58 and compare them with the other high-redshift SMGs in the literature. Toward the end of this section, we briefly discuss some of the heating mechanisms contributing to the CO emission in SPT0311-58.

5.1. Magnification and Intrinsic Size

In Figure 11 we compare the magnification and intrinsic size of CO and the dust continuum regions in SPT0311-58 W obtained from the lens models. The magnification for the dust continuum and CO are given in Tables 2 and 3 respectively, and the lens model parameters are given in Tables A.2.2 and A.2.3.
The circularized intrinsic radius is calculated from the semimajor axis \((a)\) and the semiminor axis \((b)\) as \(\sqrt{a \times b}\). Differential magnification can occur depending on the position of the source relative to the lensing caustic and the size of the emission region (Hezaveh et al. 2012; Spilker et al. 2015). Significant differential magnification between the CO lines, particularly between those tracing different physical conditions of the galaxy, can affect the physical properties derived from the CO SLED (Dong et al. 2019). From the top panel in Figure 11, we see that the magnification is consistent between the CO transitions and the dust continuum (i.e., we do not observe differential magnification between these components in SPT0311-58 W). From the bottom panel of the figure, we see that the CO emission area is marginally decreasing with an increasing excitation level. This trend has been observed in sources such as M82 (Weiβ et al. 2005b) and SPT0346-52 (Apostolovski et al. 2019) where low-J CO transitions, such as CO(1–0) and CO(2–1), are tracing the diffuse regions of the galaxy while the high-J CO is emitted from the compact regions. We also observe that the CO emission regions are larger than the dust emission, although not significantly. Our result is consistent with the previous literature where CO is observed to have a larger radial extent than the dust (e.g., Spilker et al. 2015; Apostolovski et al. 2019; Dong et al. 2019). In Calistro Rivera et al. (2018) and Dong et al. (2019), the authors discuss several possibilities for such a trend (for example, a temperature gradient across the galaxy giving rise to a lower intensity of continuum emission in the outskirts or a spatially varying gas-to-dust ratio). The compact size of the dust continuum in comparison to the cold gas due to a temperature gradient across the galaxy is also discussed in Cochrane et al. (2019). In SPT0346-52 (Apostolovski et al. 2019), it is observed that the radial extent of the dust at 3 mm is larger than the radial extent at 2 mm. In SPT0311-58, the size of the emission region of the dust at 2 mm (ALMA B4) is slightly higher than the size at 3 mm (ALMA B3), but this difference is not statistically significant (bottom panel in Figure 11).

5.2. Gas Mass Conversion Factor

Traditionally, the gas mass is estimated by assuming a CO-to-H\(_2\) conversion factor \(\alpha_{\text{CO}}\) where \(M_{\text{gas}} = \alpha_{\text{CO}} L_{\text{CO}}(1−0)\). In the literature, \(\alpha_{\text{CO}} = 0.8 \, M_{\odot} / \text{K km s}^{-1} \text{pc}^2\) is typically adopted for (U)LIRGs (e.g., Downes & Solomon 1998; Carilli & Walter 2013). We hereby mention \(\alpha_{\text{CO}}\) without units for convenience. There is a large uncertainty in \(\alpha_{\text{CO}}\) values ranging from 0.4–6 (e.g., Ivison et al. 2011; Papadopoulos et al. 2012; Carilli & Walter 2013; Mashian et al. 2013). In SPT0311-58, we calculate \(\alpha_{\text{CO}}\) using three different estimates of gas mass as shown in Figure 12. The CO(1−0) luminosity is obtained from the Turbulence model where \(L_{\text{CO}}(1−0) = (8.3 \pm 1.3) \times 10^{10} \, \text{K km s}^{-1} \text{pc}^2\) in W and \((8.8 \pm 2.6) \times 10^{10} \, \text{K km s}^{-1} \text{pc}^2\) in E. In the first method, we derive the conversion factor based on the intrinsic gas mass (Equation (14)) from the Turbulence model. Assuming less than solar metallicity in SPT0311-58, we obtain \(\alpha_{\text{CO}} = 7.1 \pm 5.3\) in W and \(3.9 \pm 4.4\) in E. Assuming the solar metallicity GDMR and CO abundance, we obtain \(\alpha_{\text{CO}} = 5.3 \pm 2.7\) in W and \(2.5 \pm 0.8\) in E. Since we fix two parameters under solar metallicity assumptions, the \(\alpha_{\text{CO}}\) values are better constrained. This is similar to \(\alpha_{\text{CO}} = 4.8 \pm 2.9\) reported in Strandet et al. (2017) derived from unresolved observations of SPT0311-58 using the 2-component model, assuming solar metallicity, and fixing the CO abundance. In the second method, we estimate the intrinsic gas mass from the dust mass (Section 3.3) by assuming the GDMR = 100. We obtain \(\alpha_{\text{CO}} = 1.6 \pm 0.7\) in W and \(2.1 \pm 0.9\) in E. In the third method, we use gas mass from [CI](2−1) as detailed in Section 4.2, obtaining \(\alpha_{\text{CO}} = 3.0 \pm 1.4\) in W and an upper limit of 2.8 in E.

In Figure 12, we compare \(\alpha_{\text{CO}}\) in SPT0311-58 W and E with the literature sample. In all the literature sources, we estimate the conversion factor using the second method, where we calculate the dust mass following the method detailed in Section 3.3. This is done to be consistent and to reduce uncertainties from different assumptions in the dust mass calculations, the GDMR values, and the gas mass calculated from dynamical mass estimates. In the left and right panels of Figure 12, we plot \(\alpha_{\text{CO}}\) as a function of \(L_{\text{IR}}\) and the dust temperature \(T_{\text{dust}}\), respectively. In the literature sample, both the \(L_{\text{IR}}\) and \(T_{\text{dust}}\) are obtained from the SED fitting procedure as detailed in 3.3. The main sequence (MS) galaxy sample is
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**Figure 12.** Left: the main sequence (MS) galaxies are taken from Magnelli et al. (2012). The high-redshift SMGs are from Carilli et al. (2010), Fu et al. (2012), Walter et al. (2012), Fu et al. (2013), Ivison et al. (2013), and Alaghband-Zadeh et al. (2013). The SPT-SMGs are from Aravena et al. (2016) and Reuter et al. (2020). The α_{CO} in the literature sample is estimated using M_{gas} from M_{dust} assuming a gas-to-dust mass ratio of 100. The α_{CO} values in SPT0311-58 W and E obtained using M_{gas} from the Turbulence model assuming less than solar metallicity are shown as solid red and blue data points. The Turbulence model α_{CO} values under solar metallicity assumption are shown as open red and blue data points. The α_{CO} using M_{gas} from M_{dust} are shown as solid magenta and cyan data points in W and E, respectively. The α_{CO} using M_{gas} from [CII](2–1) are shown as open magenta and cyan data points. Right: the correlation between α_{CO} and T_{dust} is statistically significant in the MS galaxies and in the SPT-SMGs.

**Table 5.** Brightness Temperature Ratios from the Turbulence Model

| Source | r_{1,3} | r_{2,3} | r_{4,3} | r_{5,3} | r_{6,3} | r_{7,3} | r_{8,3} | r_{9,3} | r_{10,3} |
|--------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| W      | 1.04 ± 0.13 | 1.09 ± 0.08 | 0.87 ± 0.05 | 0.73 ± 0.04 | 0.59 ± 0.03 | 0.45 ± 0.02 | 0.33 ± 0.02 | 0.22 ± 0.01 | 0.13 ± 0.01 |
| E      | 0.88 ± 0.16 | 1.05 ± 0.09 | 0.89 ± 0.06 | 0.76 ± 0.05 | 0.63 ± 0.04 | 0.50 ± 0.03 | 0.37 ± 0.03 | 0.26 ± 0.02 | 0.17 ± 0.01 |

Note. The brightness temperature ratios are obtained from Equation (15) using the mean of the 30 best SEDs from the Turbulence large velocity gradient (LVG) modeling.

taken from Magnelli et al. (2012). The high-redshift SMGs are from Carilli et al. (2010), Fu et al. (2012), Walter et al. (2012), Fu et al. (2013), Ivison et al. (2013), and Alaghband-Zadeh et al. (2013). The SPT-SMG sample is from Aravena et al. (2016) and Reuter et al. (2020). In Alaghband-Zadeh et al. (2013), CO(1–0) is not observed directly and is derived from CO(4–3) using a conversion from Bothwell et al. (2013). In the SPT sources where CO(1–0) is not observed, it is derived from CO(2–1) by assuming a line brightness ratio of 0.9 (Aravena et al. 2016). The errors are large in sources which have photometry data available at three or fewer wavelengths. In the figure, we also show the conversion factors typically adopted in the literature to be 4.6 for the Milky Way and 0.8 for high-redshift (U)LIRGs (Downes & Solomon 1998).

In SPT0311-58, the values from the Turbulence model are closer to the Milky Way value. The conversion factor estimated from the dust mass in the SPT sample is larger than the (U)LIRGs value of 0.8. This discrepancy in α_{CO} is discussed in Ivison et al. (2011) where they find that a range of α_{CO} ~ 5–10 and 0.4–1 can both explain the gas excitations in the SMGs. Constraining α_{CO} in the (U)LIRGs based solely on low-J CO, which traces an extended low density and a warm diffuse gas, results in a lower α_{CO} as it does not account for all the gas mass. A higher density and a lower T_{kin} turbulent gas in the (U)LIRGs can dominate most of the gas mass and can increase α_{CO} to galactic values (Ivison et al. 2011; Papadopoulos et al. 2012; Scoville et al. 2012). From our Turbulence model, we find that the dense gas in both E and W (log(\rho_{H2}/cm^{-3}) = 4–5) has a significant contribution to the overall gas emission, which might give galactic values of α_{CO} in SPT0311-58.

In the right panel of Figure 12, we explore the correlation of α_{CO} and T_{dust}. We fit a linear function to the MS galaxies and the SPT-SMGs using an MCMC and find a statistically significant correlation between α_{CO} and T_{dust}. We use an F-test to determine that the model with a negative slope is statistically better than the model with no slope or zero correlation. We obtain a p-value of <0.05, and we reject the null hypothesis that the complex model (i.e., the fit with negative slope) does not provide more information than the fit with slope fixed to zero. However, we observe no significant correlation if we include all the SMGs in the model. The strong correlation between α_{CO} and T_{dust} in the MS galaxies has been discussed in Magnelli et al. (2012). We find a similar correlation in the SPT-SMG sample where SPT0311-58 W and E (from the dust mass method) follow a similar trend as the other SPT-SMGs. It has to be noted that, while T_{dust} and the dust mass are estimated from the same photometry, the correlation between M_{dust} and T_{dust} is not as steep as the α_{CO} and T_{dust} correlation. This empirical relation between α_{CO} and T_{dust} can be used to select the appropriate α_{CO} value for the gas mass calculations in normal and starburst galaxies. One caveat is that the dust SED fitting, the dust mass calculation, and the gas mass from the
Figure 13. Depletion time as a function of the redshift. The values in SPT0311-58 are estimated using the two methods outlined in Section 5.3. The depletion time from the Turbulence model, assuming less solar metallicity, is shown as solid red and blue data points in W and E, respectively. Assuming solar metallicity ($Z_*$), the depletion time is better constrained and shown as open red and blue data. The depletion time estimated using the SFR from p-$H_2O$ ($\alpha_{2,1} - 2_{0,2}$) and the gas mass from [C II](2–1) are shown as magenta and cyan in W and E. The high-redshift gravitationally lensed SPT-SMGs are from Aravena et al. (2016) and Reuter et al. (2020), and the other high-redshift SMGs are taken from Carilli et al. (2010), Fu et al. (2012), Walter et al. (2012), Fu et al. (2013), Ivison et al. (2013), and Alaghband-Zadeh et al. (2013). The MS galaxies are described in Saintonge et al. (2013) as $t_{dep} = 1.5(1+z)^\alpha$, where $\alpha$ is from $-1.5$ (Dave et al. 2012) to $-1.0$ (Magnelli et al. 2013), which is shown as the gray shaded region. There is no clear evidence of an evolution of the depletion time with the redshift in the SMG sample above $z > 3$.

### 5.3. Depletion Time

The gas depletion timescale ($t_{dep}$) is defined as $M_{gas}/SFR$. We calculate and compare the depletion timescales in SPT0311-58 W and E with the literature values in Figure 13. We estimate $t_{dep}$ in SPT0311-58 using two methods. In the first method, the gas mass and SFR are from the Turbulence model (Section 4.4.5). We estimate $t_{dep} = 107 \pm 70$ Myr and $44 \pm 40$ Myr in W and E, respectively, assuming less than solar metallicity. Under the assumption of solar metallicity in SPT0311-58, we estimate $t_{dep} = 90 \pm 40$ Myr and $36 \pm 12$ Myr in W and E, respectively. The second method is using the observed lines where gas mass is calculated from the observed [C II](2–1) (see Section 4.2), and the SFR is calculated from p-H$_2$O($\alpha_{2,1} - 2_{0,2}$) (see Section 4.1). We obtain $t_{dep} = (57 \pm 37)$ Myr in W and $(143 \pm 570)$ Myr in E. The nondetection of [C II](2–1) and p-H$_2$O($\alpha_{2,1} - 2_{0,2}$) in E gives a large uncertainty on the depletion time estimate. The literature high-redshift SMGs are taken from Carilli et al. (2010), Fu et al. (2012), Walter et al. (2012), Fu et al. (2013), Ivison et al. (2013), and Alaghband-Zadeh et al. (2013). The SPT-SMGs are taken from Aravena et al. (2016) and Reuter et al. (2020). The gas mass in the literature sources is calculated from the CO(1–0) luminosity by assuming the mean $\alpha_{CO} = 3.2 \pm 2.7$ from the high-redshift SMG sample and the SPT-SMG sample (Figure 12). The SFR is calculated using Equation (6) where the $L_{IR}$ is obtained from the modified blackbody SED fit described in Section 3.3. The MS galaxies are described in Saintonge et al. (2013) as $t_{dep} = 1.5(1+z)\alpha$ where $\alpha$ is from $-1.5$ (Dave et al. 2012) to $-1.0$ (Magnelli et al. 2013), which is shown as the gray shaded region.

In Figure 13, we observe that the depletion time in the SMGs between $z = 2$–3 follows a trend similar to the MS galaxies where $t_{dep}$ decreases with an increasing redshift (e.g., Saintonge et al. 2013; Tacconi et al. 2013). However, this evolution does not seem to exist in the SMG sample at $z > 3$. In SPT0311-58 W and E, the depletion times obtained from both the methods are within the typical range for high-redshift SMGs.

### 5.4. Energy Budget

In this section, we discuss the heating and cooling budget of the neutral gas in SPT0311-58 with a focus on the dense molecular gas traced by CO. Some of the important cooling lines in the neutral gas regions include [C II] (158 $\mu$m), [C I] (369, 609 $\mu$m), [O I] (63 $\mu$m), [Si II] (35 $\mu$m), and CO. The total neutral gas cooling budget is the sum of luminosities of the lines. We combine the observations of [C II] from Marrone et al. (2018) and the total CO and [C II] luminosities from the LVG modeling to estimate the cooling power. However, since we do not have observations of the two important coolants [O I] and [Si II], which are found to contribute to more than 50% of the total cooling budget (Rosenberg et al. 2015), we cannot provide the complete picture of the neutral gas. The total power of CO ($\sum_{J=1}^{15} L_{CO}$) and neutral carbon ($\sum_{J=2}^{2} L_{[C II]}$) from the Turbulence model and [C II] from Marrone et al. (2018) are given in Table 6. We also show the contribution of CO and [C II] to the total cooling by assuming that [C II] contributes to $\sim$30% of the total cooling Rosenberg et al. (2015). In the dense molecular gas regions (i.e., high visual extinction), CO transitions are the dominant cooling lines (Tielens & Hollenbach 1985), where molecular collisions play an important role over photoelectric heating. From the Turbulence...
model, we derive a gas density $>10^4$ cm$^{-3}$ and a gas kinetic temperature $\sim 100–170$ K in SPT0311-58, which is the dense molecular gas regime. Over the depletion time of the molecular gas, i.e., $\sim 100$ and 40 Myr in W and E, we estimate the total energy output from CO emission to be $\sim 5 \times 10^{58}$ erg and $\sim 3 \times 10^{57}$ erg, respectively.

The Turbulence LVG model has a free parameter $(T_{\text{kin}}/T_{\text{dust}})$ to account for heating from sources such as X-rays, cosmic-rays, and mechanical heating, in addition to photoelectric heating by modeling $T_{\text{kin}}$ and $T_{\text{dust}}$ simultaneously. $T_{\text{kin}}/T_{\text{dust}} = 2.0 \pm 0.9$ and $3.4 \pm 1.3$ in SPT0311-58 W and E, respectively, which suggests that there are other heating mechanisms in addition to photoelectric heating (traced by $T_{\text{dust}}$). A high value of $T_{\text{kin}}/T_{\text{dust}}$ could also occur in the photodissociation regions at low extinctions or a low density (Tielens & Hollenbach 1985). However, since both galaxies have a high gas density where high-J CO is excited, we can consider heating from other processes. One caveat is that we do not consider the change in $T_{\text{kin}}/T_{\text{dust}}$ with density in the LVG model. Following Harrington et al. (2021), we calculate the contribution of turbulent kinetic energy to the CO line emission in the dense molecular gas. The turbulent energy can be calculated from the turbulent line width and the gas mass (Table 4) as $E_{\text{turb}} = 0.5 M_{\text{gas}} \times \Delta v_{\text{turb}}^2$. We get a turbulence energy of $\sim 1 \times 10^{52}$ erg in W and $\sim 1 \times 10^{57}$ erg in E, similar to the total CO cooling energy. This shows that turbulence energy is sufficient to heat the molecular gas in SPT0311-58. There are several possible sources of turbulence-driven mechanical heating such as the presence of AGN outflows, stellar winds, or supernovae explosions.

We also estimate heating from the star formation such as stellar feedback and supernovae explosions based on the calculations from Harrington et al. (2021) and references therein. The SPT sources have a negligible contribution from AGN to the total infrared luminosity, even in the galaxy with one of the highest star formation rate densities (Ma et al. 2016). Hence, the presence of an AGN is probably not a significant source of molecular gas heating in SPT0311-58. It is also argued in Harrington et al. (2021) that the X-ray luminosity from non-AGN sources is not a major source of heating. We estimate heating from the stellar outflows and the supernovae. Stellar feedback in galaxies is primarily contributed by massive stars, such as an O-type, which evolve into core collapse supernovae, neutron stars, or black holes. Using an O-type stellar wind luminosity of $\sim 10^{56}–51$ erg in a lifetime of 5 Myr (Leitherer et al. 1999; Smith 2014; Ramachandran et al. 2019) and assuming O-type stars comprise 0%.2 of the total number of stars formed (Kroupa initial mass function), we can calculate the total energy output over the depletion time of the galaxies. We estimate a total stellar feedback energy of $\sim 10^{53}–56$ erg in W and $\sim 7 \times 10^{56}–58$ erg in E. Stars with masses in the range of $\sim 10–40 M_\odot$ collapse as supernovae (Heger et al. 2003), which emit an energy of $\sim 10^{51}$ erg. Assuming the stars with these stellar masses comprise $\sim 7\%$ of the total stellar mass, we estimate a total energy output from supernovae explosions of $\sim 3 \times 10^{56}$ erg in W and $\sim 2 \times 10^{56}$ erg in E, over the depletion timescale. This is an upper limit as the energy input from the supernovae explosions is not a continuous process. About 1% or less of the supernovae energy goes into turbulent energy (e.g., Iffrig & Hennebelle 2015; Martizzi et al. 2016), which is consistent with the CO cooling energy.

The energy estimates show that the mechanical heating from star formation (i.e., stellar outflows and supernovae explosions), some of which is converted into turbulent energy through a turbulent energy cascade from galaxy scales to smaller physical scales, may contribute significantly to the CO cooling budget over the molecular gas depletion timescale.

6. Summary and Conclusion

SPT0311-58 is comprised of two intensely star-forming galaxies, W and E, at a redshift of 6.9, in the EoR. We characterize the physical properties of the galaxies using new observations of CO(6–5), CO(7–6), CO(10–9), [C I](2–1), and p-H$_2$O(21,1–20,2) transitions. We perform lensing reconstruction by assuming a Sérsic source profile using visiLens (Spilker et al. 2016). We show that there is no significant differential magnification between dust and CO. We run non-LTE LVG radiative transfer models, which consider dust, CO, and [C I] simultaneously: 1-component, 2-component, and Turbulence models. In the 1-component and 2-component models, the ISM is modeled by one and two gas densities, respectively. The Turbulence model is more sophisticated because the gas density is sampled from a log-normal PDF in turbulent gas. The main results and conclusion are given below:

1. We detect p-H$_2$O(21,1–20,2) in SPT0311-58 W, which is the most distant detection of water in a galaxy without any evidence of an AGN in the literature. The $L_{\text{H}_2O}/L_{\text{FIR}}$ ratio in SPT0311-58 is consistent with other high-redshift galaxies. From the $L_{\text{H}_2O}/L_{\text{FIR}}$ correlation, we estimate a SFR of $4356 \pm 2143 M_\odot$ yr$^{-1}$ in W and an upper limit of $385 M_\odot$ yr$^{-1}$ in E. The SFR calculated from $L_{\text{IR}}$ is $5046 \pm 944 M_\odot$ yr$^{-1}$ in W and $701 \pm 151 M_\odot$ yr$^{-1}$ in E. Both the calculations give consistent values within errors in W. These measurements of H$_2$O are broadly consistent with the possibility that the cascade transition from the FIR absorption pathways may trace the total FIR luminosity and thus star formation.

2. The CO SLED and brightness temperature ratios in SPT0311-58 W and E are consistent with the other high-redshift starburst galaxies. We explore $L_{\text{CO}(10–9)}/L_{\text{CO}(0–5)}$ as an indicator of the presence of heating mechanisms in addition to photoelectric heating. We observe that $L_{\text{CO}(10–9)}/L_{\text{FIR}}$ decreases with an increasing $L_{\text{CO}(10–9)}/L_{\text{CO}(0–5)}$. The ratio of $L_{\text{CO}(10–9)}/L_{\text{CO}(0–5)}$ in SPT0311-58 is comparable to low-redshift AGN and Class II and III galaxies (Rosenberg et al. 2015), which suggests that there are additional heating mechanisms, but we cannot confirm the presence of an AGN.

3. By comparing the radial extent of dust and CO transitions, we observe that the CO is emitted from a larger area than the dust, although the result is not significant. We also observe that the CO emission region is marginally decreasing with an increasing excitation level.

4. The mean density derived from the Turbulence LVG model is $\log(n_{\text{H}_2}/\text{cm}^{-3}) = (5.3 \pm 1.3)$ in W and $(4.7 \pm 2.4)$ in E. The gas mass from the Turbulence model is $5.4 \pm 3.4 \times 10^{11} M_\odot$ in W and $3.1 \pm 2.7 \times 10^{10} M_\odot$ in E. From the predicted LVG model CO(1–0), we estimate a gas conversion factor $\alpha_{\text{CO}} = 7.1 \pm 5.3$ and $3.9 \pm 4.4$ in W and E, respectively. This is consistent with the $\alpha_{\text{CO}}$ in the high-redshift SMGs within the uncertainties. From the high-redshift SMG sample
together with the SPT-SMGs, we estimate a mean of \( \alpha_{\text{CO}} = 3.2 \pm 2.7 \).

5. From the Turbulence model, we estimate a depletion timescale of \( 107 \pm 70 \) Myr in W and \( 44 \pm 40 \) Myr in E. We observe that there is no evidence for the evolution of depletion time with the redshift among the SMG sample at \( z > 3 \). The gas depletion time in SPT0311-58 W and E is within the range of the other high-redshift starburst galaxies.

6. The ratio of \( T_{\text{kin}}/T_{\text{dust}} \) is \( >1 \) in both galaxies, which indicates that there are additional heating mechanisms such as X-rays, stellar outflows, and supernovae in addition to photoelectric heating in dense molecular gas. The mechanical heating from stellar outflows and supernovae explosions, some of which is converted into turbulent energy, may contribute significantly to the total CO cooling over the depletion timescale.

SPT0311-58 is one of the most well-characterized galaxies in the EoR. We observed the brightest source at a high spatial resolution of \( \sim 2-3 \) kpc and could detect the CO lines with a peak signal-to-noise ratio greater than 4. These resolved observations at \( z \sim 7 \) highlight the power of the ALMA. SPT0311-58 is the highest redshift source from the SPT-SZ survey, and it is expected that more than 100 sources at \( z > 7 \) can be found in the SPT-3G survey (e.g., Benson et al. 2014; Guns et al. 2021).
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Appendix

A.1. Far-Infrared Photometry

The intrinsic FIR photometry in SPT0311-58 W and E are shown in Table A.1.1.

| Wavelength (\( \mu \text{m} \)) | East (mJy) | West (mJy) |
|-------------------------------|-----------|------------|
| 250  | 1.9 \( \pm \) 0.6 | 12.7 \( \pm \) 4.4 |
| 350  | 2.5 \( \pm \) 0.6 | 16.6 \( \pm \) 3.3 |
| 500  | 3.5 \( \pm \) 0.7 | 22.7 \( \pm \) 4.8 |
| 710  | 3.1 \( \pm \) 0.4 | 19.9 \( \pm \) 2.0 |
| 869  | 2.9 \( \pm \) 0.4 | 15.9 \( \pm \) 1.6 |
| 1260 | 1.18 \( \pm \) 0.03 | 9.8 \( \pm \) 1.0 |
| 2140 | 0.18 \( \pm \) 0.03 | 2.0 \( \pm \) 0.3 |
| 3150 | 0.03 \( \pm \) 0.02 | 0.6 \( \pm \) 0.1 |

Note. The continuum photometry given in the table is corrected for magnification. The photometry from 250 to 1260 \( \mu \text{m} \) are taken from Extended Data Table 3 in Marrone et al. (2018). The continuum flux densities at 2140 \( \mu \text{m} \) and 3150 \( \mu \text{m} \) (140 GHz and 95 GHz, respectively) are given in Table A.2.2. A 15% calibration error is added in quadrature to the statistical error to account for the uncertainty from the absolute flux calibration and the lens modeling.
A.2. Lens Models

We present the source plane reconstruction of the continuum and spectral lines in W in Figures 14 and 15. The first two panels show the observations and the beam-convolved image from the model, respectively. The third panel is the high-resolution image from the lens model with the lensing caustic shown. The final panel shows the source plane reconstructed image. The best-fit lens parameters from the lens modeling are given in Table A.2.1. The best-fit source plane continuum and line parameters are given in Tables A.2.2 and A.2.3, respectively.

95 GHz Continuum

140 GHz Continuum

Figure 14. Lens models in continuum at 95 GHz (top panel) and 140 GHz (bottom panel). The first panel is from the observations and the second panel is the high-resolution model convolved with the telescope beam. The contours are at ± [3, 5, 10, 20, 40, and 80] × σ where σ is the rms noise in the map. The residual (i.e., observed - model) contours are shown in blue at ± [2, 3, 4, and 5] × σ. The third panel is the high-resolution source plane obtained from the model with the lensing caustic shown in black. The last panel is the source plane reconstruction. The third and fourth panels are shown in logarithmic scale to emphasize the features.
Figure 15. Lens models in the velocity-integrated single-channel CO(6–5) (top), CO(7–6) (middle), and CO(10–9) (bottom). The contours in the dirty images are at ± [3, 5, 7, 9, and 11] × σ. The residual description is the same as Figure 14.

Table A.2.1

| $x_L$ ($^\circ$) | $y_L$ ($^\circ$) | $\epsilon_L$ | $M_L$ (10$^{11}$ M$_\odot$) | $\theta_L$ (degree) |
|-----------------|-----------------|--------------|-----------------------------|---------------------|
| $-0.31 \pm 0.02$ | $-0.15 \pm 0.01$ | $0.68 \pm 0.07$ | $0.30 \pm 0.02$ | $56.09 \pm 3.99$ |

Note. $x_L$ and $y_L$ is the position of the lens relative to the phase center. $\epsilon_L$ is the ellipticity of the lens. $M_L$ is the mass of the lens. $\theta_L$ is the position angle of the major axis counter-clockwise from East. These parameters are consistent with the lens parameters from Marrone et al. (2018).
Table A.2.2
Continuum Source parameters in W

| ν_{obs} (GHz) | x_S (°) | y_S (°) | S_{cont} (mJy) | a_S (°) | n_S | b_S/a_S | φ_S (degree) |
|--------------|--------|--------|---------------|--------|-----|---------|-------------|
| 95           | 0.24 ± 0.01 | 0.04 ± 0.01 | 0.60 ± 0.02 | 0.33 ± 0.01 | 0.67 ± 0.17 | 0.15 ± 0.02 | 113 ± 1 |
| 140          | 0.24 ± 0.01 | 0.11 ± 0.01 | 1.46 ± 0.06 | 0.29 ± 0.01 | 0.84 ± 0.09 | 0.32 ± 0.03 | 111 ± 2 |
|              | ±0.04    | ±0.04   | ±0.04        | ±0.04   | ±0.04    | ±0.04    | ±72 ± 10    |

Note. The best model includes one source at 95 GHz and three sources at 140 GHz. x_S and y_S is the position relative to the lens. S_{cont} is the continuum flux density of the source. a_S is the half light radius of the major axis of the Sérsic profile or radius of the Gaussian. n_S is the Sérsic index (fixed to 0.5 for a Gaussian source). b_S/a_S is the axis ratio. φ_S is the position of the angle counter-clockwise from East.

Table A.2.3
Single-Channel CO Source Parameters in W

| Line        | x_S (°) | y_S (°) | S_{line} (mJy) | a_S (°) | n_S | b_S/a_S | φ_S (degree) |
|-------------|--------|--------|---------------|--------|-----|---------|-------------|
| CO(6–5)     | 0.20 ± 0.02 | 0.08 ± 0.04 | 0.52 ± 0.05 | 0.48 ± 0.06 | 0.84 ± 0.47 | 0.22 ± 0.07 | 109 ± 4 |
| CO(7–6)     | 0.21 ± 0.02 | 0.06 ± 0.03 | 0.61 ± 0.06 | 0.38 ± 0.05 | 0.96 ± 0.53 | 0.21 ± 0.06 | 113 ± 4 |
| CO(10–9)    | 0.19 ± 0.01 | 0.10 ± 0.02 | 0.35 ± 0.03 | 0.38 ± 0.03 | 0.32 ± 0.23 | 0.18 ± 0.03 | 110 ± 3 |

Note. x_S and y_S is the position relative to the lens. S_{line} is the line flux density of the source. a_S is the half light radius of the major axis. n_S is the Sérsic index. b_S/a_S is the axis ratio. φ_S is the position of the angle counter-clockwise from East.

A.3. LVG Models
The best-fit 1-component and 2-component model parameters are shown in Table A.3.1.

Table A.3.1
1- and 2-component Model Parameters

| Parameter                  | 1-component model | 2-component model |
|----------------------------|-------------------|-------------------|
|                            | W (component 1)   | E (component 2)   |
|                            | W (component 1)   | E (component 2)   |
| Model input                |                   |                   |
| log(τ_{H_2})               | 4.0 ± 1.6         | 3.9 ± 1.1         |
| T_K                       | 222 ± 79          | 225 ± 94          |
| T_K/T_{dust}              | 4.0 ± 1.3         | 3.9 ± 1.6         |
| T_{dust}                  | 1.8 ± 0.1         | 1.9 ± 0.1         |
| R_eff                     | 1676 ± 646        | 702 ± 844         |
| α_{rue}                   | 1.4 ± 0.6         | 1.4 ± 0.5         |
| α_{dV/dnu}                | 161 ± 40          | 156 ± 38          |
| GDMR                      | 110 ± 56          | 149 ± 131         |
|                      | 155 ± 97          | 155 ± 97          |
| [CO/H_2]                  | (6 ± 5) × 10^{-5} | (10 ± 7) × 10^{-5}|
| [C/1/H_2]                 | (6 ± 3) × 10^{-5} | (3 ± 2) × 10^{-5}|

Estimated within the model

| T_{dust}                  | 54 ± 4            | 58 ± 4            |
| M_{dust}                  | (1.4 ± 1.2) × 10^{11} | (1.8 ± 2.5) × 10^{10} |
| M_{dust}                  | (1.2 ± 1.3) × 10^{10} | (1.2 ± 2.0) × 10^{10} |

Derived from the model

| L_{CO}^*                  | (6 ± 3) × 10^{10} | (9 ± 4) × 10^{10} |
| L_{4.8}^*                 | (19 ± 2) × 10^{12} | (31 ± 2) × 10^{11} |

Note. We also present the output parameters from the ~10^7 Turbulence models in W and E in Figures 16 and 17, respectively. The mean value is indicated in the parameter histograms.

Note. The input and derived parameters of the 1-component and 2-component models assuming less than solar metallicity. The units and the explored range are same as the Turbulence model given in Table 4. The model outputs are the intrinsic source properties as we use the magnification corrected photometry and the line flux densities for modeling.
Figure 16. Turbulence model output in W. The contours are at 1, 2, and 3σ confidence levels. The mean value of each parameter is shown as a black vertical line on the histogram. Note that $\beta_{\text{CI}}$ is not constrained because of a lack of observations of [CI](1–0).
Figure 17. Turbulence model output in E. The contours are at 1, 2, and 3σ confidence levels. The mean value of each parameter is shown as a black vertical line on the histogram. Note that $\beta_{\text{CI}}$ is not constrained because of a lack of observations of [Cl](1-0) and [Cl](2-1).
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