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ABSTRACT
The rapid development of mobile technologies has made social media a vital platform for people to express their feelings and opinions. Understanding the public opinions can be beneficial for business and political entities in making strategic decisions. In light of this, sentiment analysis plays an important role to understand the polarity of the public opinions. This paper presents an ensemble hybrid deep learning model for sentiment analysis. The proposed ensemble model comprises three hybrid deep learning models which are the combination of Robustly optimized Bidirectional Encoder Representations from Transformers approach (RoBERTa), Long Short-Term Memory (LSTM), Bidirectional Long Short-Term Memory (BiLSTM) and Gated Recurrent Unit (GRU). In the hybrid deep learning model, RoBERTa is responsible for projecting the textual input sequence into a representative embedding space. Thereafter, the LSTM, BiLSTM and GRU capture the long-range dependencies in the embedding given the class. The predictions by the hybrid deep learning model are then amalgamated by averaging ensemble and majority voting, further improving the overall performance in sentiment analysis. In addition to that, the data augmentation with GloVe pre-trained word embedding has also been applied to alleviate the imbalanced dataset problems. The experimental results show that the proposed ensemble hybrid deep learning model outshines the state-of-the-art methods with the accuracy of 94.9%, 91.77%, and 89.81% on IMDb, Twitter US Airline Sentiment dataset and Sentiment140 dataset, respectively.
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I. INTRODUCTION
Sentiment analysis is a sensational topic in recent years due to its wide spectrum of applications. Sentiment analysis is also known as opinion mining where it involves natural language processing and deep learning approaches to systematically extract and identify the affective states and subjective information. In simple words, sentiment analysis analyzes the polarity and sentiment of written texts to understand whether it is positive, negative or neutral.

In recent years, social media has penetrated into people’s daily life. Social media such as Twitter, Meta (previously known as Facebook), Instagram or any open forum have become the platforms for people to express their feelings and opinions. Hence, analyzing the written text from social media can help to understand public opinions. For example, the business owners get to know what should be improved for their products by analyzing the sentiment of the customer reviews. Other than that, political entities can also apply sentiment analysis to help them in making action plans.

In view of the importance of sentiment analysis, this paper presents an ensemble hybrid deep learning model for sentiment analysis. The ensemble model integrates three hybrid deep learning models that are built upon Robustly optimized Bidirectional Encoder Representations from Transformers approach (RoBERTa), Long Short-Term Memory (LSTM), Bidirectional Long Short-Term Memory (BiLSTM) and Gated Recurrent Unit (GRU). The RoBERTa model encodes
the input sequence into representative word embeddings. Subsequently, the LSTM, BiLSTM and GRU model captures the long-range dependencies in the word embeddings given the class. The ensemble model fuses the predictions of the hybrid deep learning models by averaging ensemble and majority voting. As the dataset used is imbalanced, word embedding-based data augmentation is also performed to synthesize more samples for the minority classes. The primary contributions of this paper are as follows:

1) An ensemble hybrid deep learning model is proposed for sentiment analysis. The ensemble model combines three hybrid deep learning models, namely RoBERTa-LSTM, RoBERTa-BiLSTM and RoBERTa-GRU. The predictions of the hybrid deep learning models are fused using averaging ensemble and majority voting to harness the strengths of the models and to improve the overall performance in sentiment analysis.

2) The hybrid deep learning models leverage RoBERTa in the encoding of the textual data into a meaningful embedding space. The RoBERTa uses dynamic masking attention mechanism enabling it to produce contextual word embedding. The long-range dependencies of the word embedding are then captured by the LSTM, BiLSTM and GRU, mitigating the vanishing gradient problems.

3) The data augmentation technique with GloVe pre-trained word embedding is performed to solve the imbalanced dataset problem. Data augmentation produces more training samples for better model learning and improved generalization capability.

The rest of the paper is structured as follows: Section II describes the existing ensemble models in sentiment analysis. Section III details the process flow of the proposed ensemble model, including data pre-processing, data augmentation, hybrid deep learning models and ensemble methods. Section IV presents the details of the datasets for performance evaluation. Section V reports the hyperparameter tuning and the optimal hyperparameter values. Section VI compares the experimental results of the proposed ensemble hybrid deep learning model and the existing sentiment analysis methods. Lastly, Section VII concludes the whole paper.

II. RELATED WORK

This section describes some existing ensemble learning methods for sentiment analysis. The ensemble learning methods combine machine learning, deep learning and hybrid learning.

In an early work, Alrehili and Albalawi [1] performed sentiment analysis by using the ensemble of a variety of machine learning and ensemble learning methods, namely Naive Bayes, Support Vector Machine (SVM), Random Forest, Bagging and Boosting. The dataset consists of 34661 customer reviews collected from the Amazon website. The pre-processing techniques such as case folding, stop word removal, stemming and N-grams were applied to the text. The ensemble method with majority voting using unigram achieved 89.40% accuracy in the experiments.

Bian et al. [2] performed sentiment analysis with some simple machine learning methods. The authors investigated the performance of Logistic Regression, SVM and K-Nearest Neighbors (KNN) and their ensemble model with majority voting. The dataset used is small where it only consists of 6328 positive and negative samples. The TF-IDF vectorizer was used in the feature extraction. In the 10-fold cross-validation experiments, the ensemble model yielded the highest accuracy of 98.99%.

Likewise, Gifari et al. [3] also explored some simple machine learning methods, such as Multinomial Naïve Bayes, KNN, Logistic Regression and their ensemble model for sentiment analysis. The dataset was collected from the IMDB website and only contains positive and negative classes. The pre-processing steps include tokenization, stop word removal and word stemming. The TF-IDF vectorizer was selected as the feature extractor to compute the weights of the word occurrence in the document. The experimental results showed that the ensemble model achieved the highest accuracy of 89.40% on the dataset.

The performance of similar machine learning methods was compared in Parveen et al. [4]. There were five single machine learning models and the ensemble of the models, including Multinomial Naïve Bayes, Bernoulli Naïve Bayes, Logistic Regression, Linear Support Vector Classification and Nu-Support Vector Classification. The movie reviews from the corpora community with 1000 positive and 1000 negative samples were leveraged. The most frequent 3000 words were used as the features. The ensemble model with majority voting recorded the highest accuracy of 91% on the dataset.

Varshney et al. [5] explored the similar machine learning methods, including Logistic Regression, Naïve Bayes, Stochastic Gradient Descent (SGD) and their ensemble learning with majority voting. The Sentiment140 dataset was pre-processed by removing the unnecessary columns, usernames, hyperlinks and null values. The texts were then converted into lowercase and vectorized using TF-IDF feature extraction to capture the important features. The experiments demonstrated that the ensemble learning method achieved the best result of 80% positive class recall.

A more extensive sentiment analysis was done by Aziz and Dimiliiler [6], where different feature extraction and classification methods were tested on three datasets. The authors proposed an ensemble learning algorithm with Naïve Bayes, Logistic Regression, SGD, Random Forest, Decision Tree and SVM. Three datasets were adopted, namely SemEval-2017 4A, SemEval-2017 4B and SemEval-2017 4C. The datasets were pre-processed by tokenization, stop word removal, punctuation and number removal, repeated word removal, word substitution and stemming. Subsequently, the authors extracted five different features from the text, namely part-of-speech (POS) tagging, N-grams, Bag of Words (BoW), TF-IDF and lexicon-based features.
Two ensemble learning, simple majority voting ensemble and weighted majority voting ensemble were used in the experiment. The empirical results suggested that the ensemble model with weighted majority voting achieved the highest accuracy of 72.95%, 90.8% and 68.89% on SemEval-2017 4A, SemEval-2017 4B and SemEval-2017 4C, respectively.

Athar et al. [7] proposed an ensemble model of Logistic Regression, Naïve Bayes, XGBoost, Random Forest and Multilayer Perceptron (MLP) to analyze the sentiment of movie reviews. The experiments were conducted on the IMDb that consists of 25000 positive reviews and 25000 negative reviews. Some pre-processing steps, including URLs, punctuation and stop words removal, tokenization and stemming were applied to the dataset. Subsequently, the TF-IDF vectorizer was leveraged in the feature extraction phase. The ensemble model achieved an accuracy of 89.9% on the IMDb.

The deep learning models were also engaged in the ensemble models. Nguyen and Nguyen [8] performed Vietnamese sentiment analysis by implementing the ensemble of machine learning and deep learning models. For the machine learning, TF-IDF vectorizer was used as the feature extractor and Logistic Regression and SVM were used in classification. As for the deep learning, the Vietnamese texts were represented as word2vec embedding before passing into CNN and LSTM for classification. Three types of ensemble techniques were investigated, namely average/mean rule, max rule and voting rule in the ensemble learning. The experimental results demonstrated that the ensemble model with mean rule obtained 69.71% accuracy on Vietnamese Sentiment Dataset (DS1), while the ensemble model with voting rule achieved 89.19% and 92.80% accuracy on Vietnamese Sentiment Food Reviews (DS2) and Vietnamese Sentiment Dataset (DS3), respectively.

Salur and Aydin [9] conducted Turkish sentiment analysis with the combination of Convolutional Neural Network (CNN) with Long Short-Term Memory (LSTM), Bidirectional Long Short-term Memory (BiLSTM) or Gated Recurrent Unit (GRU). The authors collected a Turkish tweets dataset about the Global System for Mobile Communications operators. For CNN, the dataset was represented in the character-level embedding before being fed into CNN for feature extraction. As for the LSTM, BiLSTM or GRU, the dataset was cleaned by case folding, URL removal, and unnecessary word removal. The cleaned texts were then represented as FastText and word2vec before being transmitted into LSTM, BiLSTM or GRU for feature extraction. Subsequently, the features of CNN are concatenated with the features of LSTM, BiLSTM or GRU. The combined features are then classified by a softmax layer. The combination of CNN and BiLSTM with FastText recorded the highest accuracy of 82.14% on the dataset.

Another extensive sentiment analysis was carried out by Kamruzzaman et al. [10] where three conventional ensemble models and three deep neural network models were proposed. The conventional ensemble models were the voting ensemble, bagging ensemble and boosting ensemble of Logistic Regression, SVM and Random Forest. The neural network ensemble models were 7-Layer CNN + GRU, 7-Layer CNN + GRU + GloVe embedding and 7-layer CNN + LSTM + Attention Layer. The datasets used were Grammar and Online Product Reviews dataset and Restaurant Reviews in Dhaka, Bangladesh dataset. Some pre-processing steps were applied to clean the datasets, including tokenization, lemmatization, case folding, special character removal and stop word removal. For the conventional ensemble models, the TF-IDF vectorizer was used as the feature extractor. The neural network models, on the other hand, represented the text as the embedding. The experimental results reported that the 7-Layer CNN + GRU + GloVe model achieved the highest accuracy of 94.19% on the Grammar and Online Product Reviews dataset whereas the 7-Layer CNN + LSTM + Attention Layer model obtained the highest accuracy of 96.37% on the Restaurant Reviews in Dhaka, Bangladesh dataset.

Later, the sequence models were employed for sentiment analysis. Wazrah and Alhumoud [11] investigated the performance of the stacked gated recurrent unit (SGRU), stacked bidirectional gated recurrent unit (Sbi-GRU), Arabic Bidirectional Encoder Representations from Transformers (ArABERT) and their ensemble model in the sentiment analysis of Arabic Tweets. The dataset adopted was the Arabic Sentiment Analysis dataset that contains 56674 samples with positive, negative and neutral classes. The automatic sentiment refinement (ASR) technique was applied in the pre-processing phase to remove the repeated tweets, hashtags, stop words and unrelated contents before tokenization. The pre-trained word embedding for Arabic text, i.e., AraVec was used to represent the text for the SGRU and SBi-GRU models. The empirical results showed that the ensemble model (SGRU + Sbi-GRU + ArABERT) performed the best with 90.21% accuracy.

Another Arabic sentiment analysis was performed by Saleh et al. [12] using the ensemble of Recurrent Neural Network (RNN), LSTM and GRU. The experiments engaged three datasets: Arabic Sentiment Twitter Corpus, ArTwitter and Arabic Jordanian General Tweets. The samples were pre-processed by tokenization, Arabic stop words removal, stemming, emoticons and Tweets cleaning. The textual samples were first encoded into Continuous Bag of Words (CBoW) embedding. The ensemble model stacked the predictions of the deep learning models before passing into the Random Forest, SVM and Logistic Regression for final prediction. The ensemble model with Logistic Regression yielded the highest accuracy of 92.22% on Arabic Sentiment Twitter Corpus and 86.11% on Arabic Jordanian General Tweets. On ArTwitter, the ensemble model with SVM achieved the highest accuracy of 83.12%.

Alsayat [13] conducted sentiment analysis with the ensemble of LSTM, Google Sentiment API, Microsoft Azure Sentiment API, and IBM Watson Sentiment API. The datasets were self-collected Twitter Covid-19 dataset, Yelp review dataset, Amazon review dataset, and Web2.0 dataset. The
data samples were cleaned by case folding, URLs and user-name removal, stop words removal, digits removal, and emoticons translation. The cleaned samples were then represented as BoW embedding before being fed into the LSTM. The ensemble model obtained the highest accuracies of 92.65% on Twitter Covid-19 dataset, 96.97% on Yelp review dataset, 97.50% on Amazon review dataset, and 86.4% on the Web2.0 dataset.

Table 1 summarizes the existing ensemble methods for sentiment analysis. The majority of the existing works described the textual data as word frequency-based features, such as TF-IDF and Bag of Words. These features capture the word occurrences normalized by the whole dataset, which might lose the contextual interpretation. Unlike the existing works that leveraged frequency-based features, the textual data in this work is encoded into the RoBERTa embedding with the attention mechanism. The RoBERTa embedding is able to capture the contextual significance of the words in the given sentence, which is important to determine the polarity of the sentence. Subsequently, the embedding is passed into LSTM, BiLSTM and GRU separately for model learning and inference. The predictions of each model are finally assembled by majority voting. Not only that, the text augmentation with pre-trained word embedding is also applied to mitigate the imbalanced dataset issues.

III. SENTIMENT ANALYSIS WITH ENSEMBLE HYBRID DEEP LEARNING MODEL

This section describes the process flow of the proposed sentiment analysis with an ensemble hybrid deep learning model. Firstly, some pre-processing steps are performed to clean the unnecessary elements in the textual data. Subsequently, data augmentation is performed on the imbalanced dataset to oversample the minority classes. The textual data are then sent into three hybrid deep learning models, namely RoBERTa-LSTM, RoBERTa-BiLSTM and RoBERTa-GRU for feature extraction and classification. The predictions returned by the hybrid deep learning models are combined via averaging ensemble and majority voting to improve the overall performance.

A. DATA PREPROCESSING

The data preprocessing is essential to clean the noise in the texts to improve the effectiveness of feature extraction and classification. In this work, case folding is first performed where all texts are standardized into lowercase. Thereafter, the punctuation and stop words are removed by excluding the punctuation and stop word set in Natural Language Toolkit from the texts. Figure 1 depicts the flow of data preprocessing with an example from Twitter US Airline Sentiment dataset.

B. DATA AUGMENTATION

Data augmentation synthesizes more sample data from the original data with the aim of improving the generalization capability of deep learning models. Some popular data augmentation techniques for textual data are Thesaurus [14], text generation [15], and word embedding [16]. The Thesaurus technique augments the textual data by substituting the words and phrases with their synonyms. The text generation technique produces the complete sentences instead of just replacing a few words in the sentences. The word embedding technique utilizes KNN and cosine similarity to identify the words with similar word embedding for substitution. The data augmentation with GloVe word embedding technique is leveraged in this work. As the Twitter US Airline dataset is imbalanced, the data augmentation is performed on the dataset to oversample the minority classes so that all classes have the same number of samples.

C. ENSEMBLE HYBRID DEEP LEARNING MODEL

The proposed ensemble model consists of three hybrid deep learning models. The hybrid models integrate the Robustly optimized Bidirectional Encoder Representations from Transformers approach and sequence models. The sequence models include LSTM, Bidirectional Long Short-Term Memory (BiLSTM) and GRU. Specifically, the hybrid models are RoBERTa-LSTM, RoBERTa-BiLSTM and RoBERTa-GRU. Figure 2 illustrates the architecture of the proposed ensemble hybrid deep learning model.

1) ROBUSTLY OPTIMIZED BERT APPROACH

Robustly optimized Bidirectional Encoder Representations from Transformers approach (RoBERTa) [17] is the first layer of every hybrid deep learning model. As the name implies, RoBERTa is the optimized version of BERT. BERT and RoBERTa are the members of the Transformer [18] family. The transformer model is a type of deep learning model that utilizes the self-attention mechanism in weighing the
significance of the input sequence. Unlike RNNs, Transformer models allow parallel processing as the attention mechanism can provide context for any position in the input sequence. Figure 3 shows the architecture of the Transformer model. The encoder part consists of a self-attention network and a feed-forward network which are responsible for mapping the input sequence into a contextual encoding whereas the decoder part contains three components including self-attention network, encoder-decoder attention and feed-forward network which are used for the prediction task. In this work, only the encoder part of RoBERTa is trained as it is used to generate a contextual embedding sequence for the input sequence.

Although RoBERTa has a similar architecture to BERT, there are some differences between them. Unlike BERT that applies static masking, RoBERTa adopts dynamic masking. With dynamic masking, different masking patterns are applied to the input sequence enabling the model to generate more diversified and contextually specific representation. Besides that, RoBERTa implements byte-level Byte-Pair Encoding (BPE) for tokenization which is more computation resources friendly compared to the character-level BPE of BERT. Apart from that, RoBERTa is trained on 10 times larger datasets for a longer time with larger batches and longer sequences in comparison with BERT. RoBERTa are trained on four datasets, as follows:

1) Book Corpus and English Wikipedia dataset: This dataset contains 16GB of text and is the same dataset that is used for the training of BERT.
2) CommonCrawl (CC)-News: The dataset consists of 63 million English news articles with the size of 76GB. The text was collected between September 2016 and February 2019.
3) OpenWebText: This dataset was collected from the Reddit website with the size of 38GB.
4) Stories: The size of this dataset is 31GB which is a subset of CommonCrawl data filtered to match the story-like style of the Winograd Natural Language Processing task.

The input sequence is tokenized before the input ids and attention mask are implemented. The input ids are responsible to encode the tokenized text into numerical representation sequentially. The attention mask is an indicator that determines the significance of every token when batching sequences together. Finally, the input ids and attention mask will be fed into the RoBERTa layer.

2) LONG SHORT-TERM MEMORY
Long Short-Term Memory (LSTM) [19] is a sequence model that was introduced to solve the long-short memory and
vanishing gradient problems of standard RNN. There are three gates that play an important role in the gating mechanism of LSTM, enabling it to encode the long-range dependencies of the input. The three gates are the forget gate, the input gate and the output gate. Firstly, the forget gate is used to determine which relevant information should be stored or dropped. Secondly, the input gate is applied to decide which value is important to update at the current step. Lastly, the output gate will decide what information should be passed to the next hidden state. Figure 4 shows the architecture of the RoBERTa-LSTM hybrid model. The calculations in the LSTM unit are as below:

\[
f_t = \sigma \left( W_f X_t + U_f h_{t-1} + b_f \right) \\
i_t = \sigma \left( W_i X_t + U_i h_{t-1} + b_i \right) \\
o_t = \sigma \left( W_o X_t + U_o h_{t-1} + b_o \right) \\
\hat{c}_t = \tanh \left( W_c X_t + U_c h_{t-1} + b_c \right) \\
c_t = f_t \cdot c_{t-1} + i_t \cdot \hat{c}_t \\
h_t = o_t \cdot \tanh \left( c_t \right)
\]

where \( f_t, i_t, o_t, c_t \) and \( h_t \) denote the forget gate, input gate, output gate, cell state and hidden state at the current time step \( t \) given the input \( X_t \), respectively. The sigmoid function \( \sigma \) applied on three of the gates helps to control whether to pass or block the information at the current time step. The output of the sigmoid function that closes to 1 allows the information to be passed to the next state; conversely, an output value closes to 0 blocks the information to be passed to the next state. Besides, \( (W_f, W_i, W_o, W_c, U_f, U_i, U_o, U_c) \) and \( (b_f, b_i, b_o, b_c) \) denote the weight matrices and biases in forget gate, input gate, output gate and cell state, respectively. There are a total of 256 LSTM units in the hybrid RoBERTa-LSTM model, hence the calculations will repeat for 256 times in every training epoch.

3) BIDIRECTIONAL LONG SHORT-TERM MEMORY

Bidirectional LSTM (BiLSTM) implements the LSTM in both forward pass and backward pass at every time step.

4) GATED RECURRENT UNIT

Gated Recurrent Unit (GRU) [20] is another sequence model that was introduced to solve the vanishing gradient problems of RNN. GRU also employs gating mechanisms to encode long-range dependencies but with a simpler architecture. There are two gates in GRU, namely reset gate and update gate. The reset gate is responsible for forgetting irrelevant information in the input, whereas the update gate will decide which information should be passed along to the future. Figure 6 illustrates the architecture of the RoBERTa-BiLSTM hybrid model. The LSTM unit is set to 128 for both directions.

4) GATED RECURRENT UNIT

Gated Recurrent Unit (GRU) [20] is another sequence model that was introduced to solve the vanishing gradient problems of RNN. GRU also employs gating mechanisms to encode long-range dependencies but with a simpler architecture. There are two gates in GRU, namely reset gate and update gate. The reset gate is responsible for forgetting irrelevant information in the input, whereas the update gate will decide which information should be passed along to the future. Figure 6 illustrates the architecture of the RoBERTa-BiLSTM hybrid model. The computations in the GRU unit are defined as:

\[
z_t = \sigma \left( W_z X_t + U_z h_{t-1} + b_z \right) \\
r_t = \sigma \left( W_r X_t + U_r h_{t-1} + b_r \right)
\]
where $c_t$ and $r_t$ denote the update gate and reset gate. The hybrid RoBERTa-GRU model consists of 256 GRU units, thus the computations will repeat 256 times at every time step.

5) DENSE LAYER
The dense layer is also known as the fully connected layer as all neurons have deep connections with the neurons in the preceding layer. There are two dense layers in every hybrid deep learning model. The first layer consists of 256 hidden neurons which are responsible for capturing the class associated relationships in the output of LSTM / BiLSTM / GRU. The second dense layer serves as the classification layer where the softmax activation function is applied to compute the probability distributions of the sentiment classes.

6) ENSEMBLE METHODS
Ensemble methods combine the predictions of multiple machine learning models to improve the overall performance than a single machine learning model. In this paper, the averaging ensemble and majority voting ensemble are leveraged to fuse the predictions. The averaging ensemble calculates the mean of the probability distributions of every class, the final class label is determined by the class with the highest average probability. The majority voting ensemble (soft voting) takes the largest probability by the machine learning models as the final class label.

IV. DATASET
The datasets adopted in this work are Internet Movie Database (IMDb), Twitter US Airline Sentiment dataset and Sentiment140 dataset.

IMDb [21] is a balanced dataset that contains 50K movie reviews. The reviews are labeled into 25K positive and 25K negative classes. There are two columns in the dataset, which are review and sentiment.

Twitter US Airline Sentiment dataset was collected by CrowdFlower from Twitter in 2017. The dataset contains customer reviews about six American airline service providers, including American, United, US Airways, South-West, Delta and Virgin America Airlines. The sentiment classes in this dataset are positive, negative and neutral with 2363, 9178 and 3099 samples, respectively. As the data is imbalanced, the data augmentation with GloVe pre-trained word embedding is applied to oversample the minority classes so that all classes have the same number of samples.

Sentiment140 dataset is a large dataset that was collected by Stanford University [22] from Twitter. The dataset has balanced class sample distributions where there are 0.8 million positive samples and 0.8 million negative samples.

Figure 7 presents the class sample distribution of the datasets before and after data augmentation. All datasets are partitioned into 80% training set and 20% testing set. A sample input sequence for every dataset is provided below:

- IMDb: Basically there’s a family where a little boy (Jake) thinks there’s a zombie in his closet & his parents are fighting all the time. This movie is slower than a soap opera... and suddenly, Jake decides to become Rambo and kill the zombie. OK, first of all when you’re going to make a film you must decide if its a thriller or a drama! As a drama the movie is watchable. Parents are divorcing & arguing like in real life. And then we have Jake with his closet which totally ruins all the film! I expected to see a BOOGEYMAN similar movie, and instead i watched a drama with some meaningless thriller spots. 3 out of 10 just for the well playing parents & descent dialogs.
- Twitter US Airline Sentiment: @VirginAmerica I love the hipster innovation. You are a feel good brand.
- Sentiment140: @caregiving I couldn’t bear to watch it. And I thought the UA loss was embarrassing.....

V. HYPERPARAMETER TUNING
Hyperparameter tuning is essential to determine the optimal value of the hyperparameters so that the model performance can be optimized. The hyperparameter tuning is performed on the number of hidden units (LSTM or GRU) and optimizer. The augmented Twitter US Airline Sentiment dataset is leveraged for the hyperparameter tuning as it is the largest among the three datasets. Table 2 and Table 3 present the tested hyperparameter values and the optimal value of each hyperparameter for the RoBERTa-LSTM, RoBERTa-BiLSTM and RoBERTa-GRU, respectively.
VI. EXPERIMENTAL RESULTS AND ANALYSIS

In the performance evaluation, the performance of different attention-based embeddings is studied. The performance of the proposed ensemble model is also compared with the existing sentiment analysis methods.

A. COMPARATIVE RESULTS OF EMBEDDINGS

As embeddings are prominent in the representation of texts, this study evaluates the performance of different embeddings, namely BERT, A Lite BERT (ALBERT) [24] and RoBERTa. ALBERT is another extension of BERT where ALBERT improves the computational efficiency by introducing three enhancements: factorized embedding parameterization, cross-layer parameter sharing and inter-sentence coherence loss. The experimental results of different embeddings with LSTM, BiLSTM and GRU are presented in Table 11. It is observed that the hybrid models using RoBERTa as the embedding achieve the highest accuracy compared with BERT and ALBERT.

B. COMPARATIVE RESULTS WITH THE EXISTING WORKS

The performance evaluation also includes the existing sentiment analysis methods for a fair comparison. The existing methods include machine learning models, ensemble models and deep learning models. Besides, the experimental results of the individual hybrid deep learning model of the ensemble model are also presented. The evaluation metrics are accuracy, precision, recall and F1-score.

As shown in Table 12, the best performance was achieved by an ensemble model that combined Logistic Regression, Support Vector Machine and Random Forest [25] with an gradient descent process. Nesterov momentum involves calculating the decaying moving average of the gradients of projected positions rather than the actual positions themselves. In doing so, Nadam is good at accelerating the gradient descent process while optimizing the search when approaching the optima.
accuracy of 88.55% on the IMDb. The RoBERTa-LSTM, RoBERTa-BiLSTM and RoBERTa-GRU hybrid models record 94.62%, 94.49% and 94.63% accuracy, respectively. The proposed ensemble models with averaging ensemble and majority voting further increase the accuracy to 94.85% and 94.9%, respectively. The experimental results demonstrate a boost in the discriminating power when aggregating the predictions of multiple models. After representing the texts in RoBERTa embedding, RoBERTa-LSTM, RoBERTa-BiLSTM and RoBERTa-GRU demonstrate increments of 9.51%, 8.21% and 6.75% compared to LSTM, BiLSTM and GRU. The improvement substantiates the effects of the RoBERTa embedding in highlighting the significant tokens, thus allowing the sequence models to effectively learn the long-range dependencies. Figure 8 illustrates the confusion matrices of the proposed ensemble model on the IMDb.

Table 13 presents the experimental results on the Twitter US Airline Sentiment dataset. It is observed that the Logistic Regression model [27] performed the best among the existing methods with 80.5% accuracy. The RoBERTa-LSTM, RoBERTa-BiLSTM and RoBERTa-GRU achieve the accuracy of 85.79%, 86.24% and 85.69% on the original dataset without data augmentation. The proposed ensemble model obtains 85.99% and 85.86% with averaging ensemble and majority voting on the unaugmented dataset, respectively. After data augmentation, the accuracies of RoBERTa-LSTM, RoBERTa-BiLSTM, RoBERTa-GRU, ensemble model with averaging ensemble and ensemble model with majority voting have escalated to 91.37%, 91.21%, 91.52%, 91.47% and 91.77%, respectively. The improvement in performance corroborates the data augmentation with pre-trained word embedding is effective in dealing with the imbalanced dataset problems. Not only that, the data augmentation generates more samples for the model

| Method                | Accuracy | Precision | Recall | F1-score |
|----------------------|----------|-----------|--------|----------|
| Naive Bayes [26]     | 69.5     | 79        | 44     | 45       |
| Logistic Regression  | 80.5     | 78        | 69     | 72       |
| Decision Tree [28]   | 71.14    | 62        | 56     | 58       |
| KNN [27]             | 68.41    | 60        | 60     | 60       |
| XGBoost [25]         | 73.84    | 74        | 55     | 57       |
| AdaBoost [29]        | 74.59    | 67        | 63     | 65       |
| Ensemble (LR+SVM+RF) | 79.78    | 80        | 80     | 80       |
| GRU [30]             | 78.55    | 73        | 71     | 72       |
| LSTM [30]            | 77.56    | 71        | 69     | 69       |
| BiLSTM [31]          | 77.46    | 71        | 69     | 70       |
| CNN-LSTM [32]        | 76.02    | 68        | 69     | 69       |
| CNN-BiLSTM [33]      | 77.32    | 70        | 65     | 67       |
| RoBERTa-LSTM         | 85.79    | 81        | 81     | 81       |
| RoBERTa-BiLSTM       | 86.24    | 82        | 81     | 82       |
| RoBERTa-GRU          | 85.69    | 81        | 81     | 81       |
| Ensemble model (ave) | 85.99    | 82        | 81     | 81       |
| Ensemble model (maj) | 85.86    | 81        | 81     | 81       |
| RoBERTa-LSTM         | 91.37    | 91        | 91     | 91       |
| RoBERTa-BiLSTM       | 91.21    | 91        | 91     | 91       |
| RoBERTa-GRU          | 91.52    | 91        | 91     | 91       |
| Ensemble model (ave) | 91.47    | 91        | 92     | 91       |
| Ensemble model (maj) | 91.77    | 92        | 92     | 92       |
learning thus improving the generalization capability of the model. The confusion matrices of the ensemble model on the Twitter US Airline Sentiment dataset are depicted in Figure 9.

The experimental results in Table 14 demonstrate that the LSTM, BiLSTM and GRU sequence models performed the best among the existing methods on the Sentiment140 dataset. The promising results exhibit the generalization and scalability of LSTM, BiLSTM and GRU in capturing long-range dependencies in the text and learning on extremely large dataset. The RoBERTa-LSTM, RoBERTa-BiLSTM and RoBERTa-GRU hybrid models achieve the accuracies of 89.62%, 89.62% and 89.59% on the dataset. The improvement in the performance when comparing the sequence model alone and hybrid of RoBERTa and sequence model reflects the contributions of RoBERTa embedding in paying more attention to significant tokens. The performance is further enhanced when the predictions are fused in the ensemble models, where both averaging and majoring voting recorded a higher accuracy of 89.81%. Figure 10 shows the confusion matrices of the proposed ensemble model on the Sentiment140 dataset.

VII. CONCLUSION

Sentiment analysis plays a vital role in many domains, such as business and politics, to understand the public opinions so that a strategic decision can be made. Therefore, an effective algorithm is required to automatically determine the polarity (positive, negative or neutral) of the opinions. This paper presents an ensemble hybrid deep learning model for sentiment analysis. Every single hybrid deep learning model applies RoBERTa to transform the input sequence into contextual word embedding. Thereafter, the sequence models are utilized to capture the long-range dependencies in the word embedding. Specifically, the sequence models are LSTM in the RoBERTa-LSTM model, BiLSTM in the RoBERTa-BiLSTM model and GRU in the RoBERTa-GRU model. The gating mechanisms of the LSTM, BiLSTM and GRU are effective in retaining the significant information even in the long input sequence, thus mitigating the vanishing gradient problem. The predictions by RoBERTa-LSTM, RoBERTa-BiLSTM and RoBERTa-GRU are then fused by the averaging ensemble and majority voting to improve the overall performance in sentiment analysis. In addition to that, the data augmentation with GloVe pre-trained word embedding is also leveraged to oversample the minority classes in Twitter US Airline Sentiment dataset. The hyperparameter tuning is also performed to optimize the performance of each hybrid model. The experimental results demonstrate that the ensemble hybrid deep learning model with majority voting outshines all methods in comparison with 94.9%, 91.77% and 89.81% on the IMDb, Twitter US Airline Sentiment dataset and Sentiment140 dataset, respectively.
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