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Abstract—In this paper we consider point-to-point multiantenna channels with certain block distributional symmetries which do not require the entries of the channel matrix to be either Gaussian, or independent, or identically distributed. A main contribution is a capacity theorem for these channels, which might be regarded as a generalization of Telatar’s theorem (1999), which reduces the numerical optimization domain in the capacity computation. With this information theoretic result and some free probability arguments, we prove an asymptotic capacity theorem that, in addition to reducing the optimization domain, does not depend on the dimension of the channel matrix. This theorem allows us to apply free probability techniques to numerically compute the asymptotic capacity of the channels under consideration. These theorems provide a very efficient method for numerically approximating both the capacity and a capacity achieving input covariance matrix of certain channels.
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I. INTRODUCTION

RIGHT after the introduction of multiantenna systems in the late 1990s [1], [2], Random Matrix Theory (RMT) became an important tool for the analysis of these systems, as evidenced in [3]. A connection between multiantenna communications and RMT arose from the relation between the capacity of a point-to-point multiantenna channel and the eigenvalue distribution of the matrix of propagation coefficients of the system. Among other things, in his pioneering paper [4], Telatar found the asymptotic normalized ergodic capacity in the number of antennas of a point-to-point multiantenna channel with independent identically distributed (i.i.d.) Rayleigh faded propagation coefficients, using one of the most celebrated results in RMT, the Marchenko–Pastur theorem [5]. With this asymptotic result, and the fact that the asymptotic normalized capacity provides an approximation for the corresponding non-asymptotic quantity, large capacity gains for multiantenna systems compared to their single antenna counterparts were predicted. In general, RMT asymptotic approximations become more accurate as the number of antennas in the system grows. Thus, in applications where the number of antennas is large, e.g., a possible link between two massive antenna arrays like the ones in [6], a very close correspondence between the real performance of the system and the asymptotic prediction is expected. Since the assumptions of independence, equal distributions, and Rayleigh fading might be restrictive, models that relax some of these hypotheses have been considered.

In most practical cases, the Rayleigh fading assumption can be dismissed, due to the universal behavior exhibited by some spectral statistics of certain ensembles of random matrices [7], [8], [9], [10], [11]. A common alternative to assuming equal distributions is to require the entries to be independent and their variances to follow a certain pattern. Examples of channels in this category are the IND channels in Tulino et al. [12]. In fact, their paper considers the more general Kronecker correlation model, which, after some transformations, can be studied by means of IND channels. For the computation of the asymptotic channel capacity, a key step is to compute the deterministic equivalent of the empirical Stieltjes transform of the channel matrix, a technique introduced by Girko [13], [14]. In general, deterministic equivalents are computed by solving a non-linear system of equations, which in the i.i.d. Rayleigh fading case reduces to a quadratic functional equation satisfied by the Stieltjes transform of the Marchenko–Pastur law, see [15] and the references therein for further developments.

The capacity of certain channels can be approximated using tools from operator-valued free probability theory, an extension of Voiculescu’s free probability theory [16]. In this direction, Shlyakhtenko [17] showed how to compute the asymptotic eigenvalue distribution of band Gaussian matrices, i.e., the random matrices associated to Gaussian IND channels, using operator-valued free probability theory; from which the computation of the asymptotic capacity follows by a standard argument [4]. These free probability approaches have also been applied in other contexts, such as frequency-selective slow-fading channels, where Rashidi Far et al. [18] approximated the capacity of a channel with an associated block random matrix in which an arbitrary correlation between blocks was allowed. Their research is heavily based on the free probability tools in Helton et al. [19]. Nonetheless, they also claim that their main result can be derived from Girko’s techniques [20]. The computation of the capacity of some multiple access channels has also been approached by Girko’s deterministic equivalents in Couillet et al. [21], and by the free deterministic equivalents introduced in Speicher et al. [22].

Even though the qualitative facet of operator-valued free probability theory is still under development, recent techniques based on matricial fixed point equations have made it possible to numerically compute the asymptotic spectral distribution of a wide class of random matrix ensembles [23], [24]. A situation where these techniques are particularly useful is in the study of sums of products of independent block Gaussian matrices (see Section III-B). If we start with independent matrices like the ones considered in [18] where an arbitrary correlation between blocks is allowed, then the entries of a sum of products of these Gaussian matrices are neither Gaussian,
nor independent, nor identically distributed. A main feature of the operator-valued free probability approach resides in the systematic use of the concept of freeness introduced by Voiculescu [25], which allows us to compute the asymptotic eigenvalue distribution of algebraic operations (sums and products) of certain independent block random matrices. These operator-valued free probability techniques might be of general interest to the information theory community. In particular, they offer a complementary approach to the deterministic systematic use of the concept of freeness introduced by Belinschi et al. in [24] to numerically compute the asymptotic capacity as $N \to \infty$. Note that this result drastically reduces the optimization domain in (1).

In general, the optimization in (2) has to be performed numerically. In this sense, capacity theorems reduce the optimization domain further when extra hypotheses are provided. A good example of this is a classical theorem of Telatar. Let $W_{dN}$ be a $dN \times dN$ random matrix with all its entries i.i.d. Rayleigh distributed. The essential symmetry property of this channel is that $W_{dN} \overset{d}{=} W_{dN} U_{dN}$ for all $dN \times dN$ unitary matrices $U_{dN}$. The capacity of $W_{dN}$ is then given by

$$C(W_{dN}) = \mathbb{E} \left( \log \det \left( I_{dN} + \frac{P}{dN} W_{dN} W_{dN}^* \right) \right).$$

In terms of reducing the optimization domain, this theorem is the best we can hope for as the numerical optimization domain was reduced to a single point. Channel distribution symmetries that reduce the numerical optimization domain to a single point have been studied before, see for example Tulino et al. [27].

A trade-off between the numerical optimization problem and the generality of the channel distribution is evident. For example, Telatar’s theorem does not require any numerical optimization at all, but the conditions imposed on the channel distribution might be restrictive. On the other hand, equation (2) holds for any random matrix distribution, but the numerical optimization domain has topological dimension $(dN)^2$, see [28, Section 18.5].

This paper explores a middle point in this trade-off. We assume weaker symmetry conditions in the channel distribution than in Telatar’s canonical model. This allows us to encompass a wider range of applications at the expense of being able to prove merely that the capacity is achieved in a subset of $\text{CM}_{dN}$ with topological dimension $d^2$. We also show how the aforementioned operator-valued free probability tools can be employed to compute the asymptotic capacity as $N \to \infty$ of certain channels with the considered symmetries. Altogether the optimum of the reduced optimization can be approximated using operator-valued free probability techniques.

In particular, we define $\mathcal{S}_{d,N}$-channels to be channels with an associated $dN \times dN$ random matrix $H_{dN}$ such that

$$H_{dN} \overset{d}{=} H_{dN} (I_d \otimes U_N)$$

for all $N \times N$ unitary matrices $U_N$. Particular examples of these channels are block Gaussian, compound and block Gaussian mixture channels (see Section III). Also we define $\mathcal{B}_{d,N}$-channels as channels that have a capacity achieving input covariance matrix with a block structure $\frac{P}{dN} \otimes I_N^2$ where $\Phi \in \text{CM}_d$. A main feature is that $\mathcal{S}$-channels are also $\mathcal{B}$-channels, i.e., we have found a sufficient condition for a channel to have a capacity achieving input covariance matrix with the aforementioned block structure. Indeed, this theorem can be regarded as a block-based generalization of Telatar’s theorem.
For a general $\mathcal{B}_{d,N}$-channel, the numerical optimization required to compute its capacity is essentially done over $\mathbb{C}M_d$, thus the optimization domain has dimension $d^2$. Another main result, in the spirit of the free deterministic equivalents introduced by Speicher et al. in [22], is that for certain $\mathcal{B}$-channels it is possible to approximate both the capacity and a capacity achieving input covariance matrix using free probability tools. With this free probability approach, the corresponding optimization process is independent of $N$. Indeed, all the computations are performed using $2d \times 2d$ matrices. These two main results provide a very efficient method to approximate the capacity and capacity achieving input covariance matrices of certain $\mathcal{S}_{d,N}$-channels.

Another important property of $\mathcal{S}$-channels is that they possess a pseudo-algebraic structure. Namely, the sum of the products of independent matrices associated to $\mathcal{S}_{d,N}$-channels is the matrix associated to an $\mathcal{S}_{d,N}$-channel. In fact, compound channels are constructed in this way, e.g., $H_1 H_2 H_3 H_4$, $H_1 H_2 H_3 H_4$ and $H_1 H_2 H_3 H_4$, where $\{H_1, \ldots, H_4\}$ are independent block Gaussian matrices like the ones in [18]. The block Gaussian matrices in [18], which have an arbitrary correlation between blocks, are the random matrices associated to certain $\mathcal{S}_{d,N}$-channels (see subsection III.A). The concatenated product of standard Gaussian matrices, which is a particular case of a compound channel, has been studied by Muller in [29] and references therein. Within the context of relay networks, Fawaz et al. [30] analyzed the concatenated product of Kronecker correlated channels using free probability tools. Even though compound channels do not generalize the model in the latter reference, one of our main objectives is to provide a framework in which certain relay channels might be systematically studied. To the best of the authors’ knowledge, the present paper is the first time that a general algorithm to deal with this kind of compound channels has been discussed.

The present paper is organized as follows. Section II gives precise statements of the main results. Section III applies these results to some particular models: first we consider channels whose associated random matrices are block Gaussian matrices, and then we study compound channels, where the subordination techniques mentioned above play a central role. Section III ends with what we call the block Gaussian mixture channel. For the reader’s convenience, Appendix A summarizes the notation used in this paper. Appendix B provides the proofs of the main results and Appendix C summarizes the main concepts of free probability needed in this paper.

II. MAIN RESULTS

This section presents the main results of this paper. All proofs are deferred to Appendix B.

A. $\mathcal{B}$-channels and $\mathcal{S}$-channels

The two classes of channels considered in this paper are the $\mathcal{B}$-channels and the $\mathcal{S}$-channels. As mentioned before, $\mathcal{B}$-channels have a capacity achieving input covariance matrix with a certain block structure, while $\mathcal{S}$-channels have a distribution satisfying certain symmetry properties. In this way, $\mathcal{B}$ stands for block and $\mathcal{S}$ for symmetry.

Definition 1: For $d$ and $N$ positive integers, we define $\mathcal{B}_{d,N}$ as the set of $dN \times dN$ random matrices $H_{dN}$ such that, for all $P > 0$, its capacity $C(H_{dN})$ equals

$$\max_{\Phi \in \mathcal{C}_d} \mathbb{E} \left( \log \det \left( I_{dN} + \frac{P}{N} H_{dN}(\Phi \otimes I_N)H_{dN}^* \right) \right).$$  (4)

A channel is said to be a $\mathcal{B}$-channel if its associated random matrix belongs to $\mathcal{B} := \bigcup_{d,N \in \mathbb{N}} \mathcal{B}_{d,N}$.

The previous definition is equivalent to saying that a capacity achieving input covariance matrix has the form $\Phi \otimes I_N$. However, this condition as stated in the previous definition allows us to see how to generalize the definition of capacity to certain operators. This is crucial in order to be able to compute the asymptotic capacity using free probability techniques.

The numerical optimization performed to obtain the capacity of a general multiantenna channel, as given in (2), is done in a space of topological dimension $(dN)^2$. The definition of $\mathcal{B}$-channels requires the same optimization, as given in (4), to be done in a particular subspace of topological dimension $d^2$. Although the optimization is done in such a space, the evaluation of the expected value with respect to $H_{dN}$ still depends on $N$. For large $N$, even a Monte Carlo based approach might be prohibitive, as the matrices involved can be very large. As we shall see in subsection II.B the capacity and capacity achieving input covariance matrix of certain $\mathcal{B}$-channels can be approximated using free probability methods. These methods depend only on $d$ and not on $N$. In fact, the larger the $N$, the better the approximation.

The defining property of $\mathcal{B}$-channels (4) is not straightforward to verify. In order for the definition of $\mathcal{B}$-channels to be useful, we need symmetry conditions in the channel distribution that imply being a $\mathcal{B}$-channel. This is the role of the concept of $\mathcal{S}$-channels.

Definition 2: For $d$ and $N$ positive integers, we define $\mathcal{S}_{d,N}$ as the set of $dN \times dN$ random matrices $H_{dN}$ such that for any $N \times N$ unitary matrix $U_N$,

$$H_{dN} \preceq H_{dN}(I_d \otimes U_N).$$  (5)

A channel is said to be an $\mathcal{S}$-channel if its associated random matrix belongs to $\mathcal{S} := \bigcup_{d,N \in \mathbb{N}} \mathcal{S}_{d,N}$.

With respect to Telatar’s model, where the channel matrix $H_{dN}$ satisfies the symmetry condition $H_{dN} \preceq H_{dN}U_{dN}$ for all $dN \times dN$ unitary matrix $U_{dN} \in \mathcal{U}(dN)$, our model (5) is less restricted, since $I_d \otimes \mathcal{U}(N) \subset \mathcal{U}(dN)$. In fact, condition (5) does not require the blocks of $H_{dN}$ to be independent. For example, if $H_{dN}^{(1)}$ and $H_{dN}^{(2)}$ are two independent $N \times N$ Gaussian matrices as in the canonical model, then

$$H_{2N} = \begin{pmatrix} H_{N}^{(1)} & H_{N}^{(2)} \\ H_{N}^{(2)} & H_{N}^{(1)} \end{pmatrix}$$

is an $\mathcal{S}_{2,N}$-channel and its entries are clearly not independent. More examples will be consider in Section III.

Remark 1: Let $\pi$ be an element of $S_N$, the symmetric group on $N$ letters. Abusing notation, we also denote by $\pi$ its associated permutation matrix, i.e., the $N \times N$ matrix defined

$$\pi = \begin{pmatrix} \pi_{1,1} & \cdots & \pi_{1,N} \\ \vdots & \ddots & \vdots \\ \pi_{N,1} & \cdots & \pi_{N,N} \end{pmatrix}$$

is a permutation matrix, and $\pi_i$ are the columns of $\pi$.
by $\pi_{i,j} = \delta_{\pi(i)}(j)$ for all $1 \leq i,j \leq N$. Let $\{e_1, \ldots, e_N\}$ be the standard basis in $\mathbb{C}^N$. Denote by $U_0$ the matrix whose columns are the vectors obtained by applying the Gram–Schmidt process to the basis

$$\{e_1 + \cdots + e_N, e_1 - e_2, e_2 - e_3, \ldots, e_{N-1} - e_N\}.$$

With this notation and in the spirit of [27], we can replace the condition defining $\mathcal{G}$-channels by the following pair of weaker conditions,

\begin{align*}
& \text{a) } H_{dN} \leq H_{dN}(I_d \otimes \pi) \text{ for all } \pi \in \mathcal{S}_N, \\
& \text{b) } H_{dN} \leq H_{dN}(I_d \otimes U_0),
\end{align*}

and still be able to prove the main results concerning $\mathcal{G}$-channels. A routine verification shows that the two conditions in question are equivalent to requiring that the distribution of $H_{dN}$ be invariant under right multiplication by the closure of the group generated by $\{I_d \otimes U_0\} \cup (I_d \otimes \mathcal{S}_N)$, which is clearly a subgroup of $I_d \otimes \mathcal{O}(N)$ (here, $\mathcal{O}(N)$ is the orthogonal matrices of dimension $N$). In particular, if $H_{dN}$ is a $dN \times dN$ random matrix such that $H_{dN} \leq H_{dN}(I_d \otimes \mathcal{O}(N))$ for any orthogonal matrix $O_N \in \mathcal{O}(N)$, then $H_{dN}$ satisfies the previous conditions. From a modelling point of view, the condition in [5] seems more natural, so we stick to that condition.

The next theorem provides the aforementioned link between $\mathcal{B}$-channels and $\mathcal{G}$-channels. In particular, $\mathcal{G}$-channels are also $\mathcal{B}$-channels with the same block structure.

**Theorem 1:** If $H_{dN}$ is a $dN \times dN$ random matrix in $\mathcal{G}_{d,N}$, then $H_{dN} \in \mathcal{B}_{d,N}$, i.e., the ergodic capacity $C(H_{dN})$ equals

$$\max_{\Phi \in \mathcal{CM}_d} \mathbb{E} \left( \log \det \left[ I_d + \frac{P}{N} H_{dN}(\Phi \otimes I_N) H_{dN}^* \right] \right).$$

An important feature of the above theorem is that for $\mathcal{G}_{d,N}$-channels, the capacity is achieved by a covariance matrix in $\mathcal{CM}_d \otimes I_N \subset \mathcal{CM}_{dN}$, which reduces the dimension of the numerical optimization domain from $(dN)^2$ to $d^2$. In fact, the canonical model for multiantenna channels is an $\mathcal{G}_{1,N}$-channel. In this way, Theorem 1 is a generalization of Telatar’s theorem [4].

Roughly speaking, the previous theorem says that the block symmetries satisfied by the distribution of an $\mathcal{G}$-channel bequeath a block structure to a capacity achieving input covariance matrix, i.e., whenever $H_{dN} \leq H_{dN}(I_d \otimes U_N)$ for all $U_N \in \mathcal{U}(N)$, then there is a capacity achieving input covariance matrix with block form $\frac{P}{N} \Phi_0 \otimes I_N$ for some $\Phi_0 \in \mathcal{CM}_d$. Observe that $\Phi_0$ is not necessarily the normalized identity matrix $\frac{1}{dN}I_d$ which would be the case in the $dN \times dN$ canonical model of Telatar [4]. In fact, $\Phi_0$ depends on the correlation between the blocks of $H_{dN}$. Another important feature of $\mathcal{G}$-channels is the following algebraic-like property. This property allows us to construct more general $\mathcal{G}$-channels from simpler ones, which provide us with a more flexible family of models.

**Proposition 1:** Let $d$ and $N$ be positive integers. Suppose that $H_1$ and $H_2$ are two independent random matrices in $\mathcal{G}_{d,N}$. Then both $H_1 + H_2$ and $H_1 H_2$ belong to $\mathcal{G}_{d,N}$.

In general, if $H_1$ and $H_2$ belong to $\mathcal{G}_{d,N}$ then $H_1 + H_2$ does not necessarily belong to $\mathcal{G}_{d,N}$; similarly for $H_1 H_2$. However, under the independence assumption in the previous proposition, $\mathcal{G}_{d,N}$ has an algebraic-like behavior. This pseudo-algebraic behavior takes full advantage of the subordination methods seen in detail in Section III-B.

**B. Capacity and capacity achieving input covariance matrix of $\mathcal{B}$-channels**

As said before, it is possible to approximate the capacity and a capacity achieving input covariance matrix of certain $\mathcal{B}$-channels using free probability tools. In particular, there is an algorithm that relies on matricial fixed point equations which approximate both the capacity and a capacity achieving input covariance matrix using only $2d \times 2d$ matrices in the computation process.

In Appendix C we summarize the main concepts of free probability theory used in this paper, and in the following section we show how to apply them to particular examples. Let $M_d(A)$ be the set of $d \times d$ matrices whose entries are non-commutative random variables in a non-commutative probability space $(A, \varphi)$ and let $F^X$ denote the spectral distribution of a self-adjoint element $X$ in $M_d(A)$.

We define the abstract capacity for elements in $M_d(A)$ as follows.

**Definition 3:** Let $P > 0$ be fixed. The capacity functional $C : M_d(A) \to \mathbb{R}_+$ is defined for $H \in M_d(A)$ by

$$C(H) = \max_{\Phi \in \mathcal{CM}_d} \mathbb{E} \left( \log \det \left[ I_d + \frac{P}{N} H(\Phi \otimes I_N) H^* \right] \right).$$

We say that $P \Phi_0$ is a capacity achieving input covariance matrix for the abstract capacity of $H \in M_d(A)$ if

$$C(H) = \int_{\mathbb{R}_+} \log(1 + px) dF^{H \varphi H^*}(x).$$

In the applications of the following section we show how to deal with the numerical computation of $F^{H \varphi H^*}$. With this algorithm, we can compute the abstract capacity and an abstract capacity achieving input covariance matrix using any concave optimization method, since

$$\Psi(\Phi) = \int_{\mathbb{R}_+} \log(1 + px) dF^{H \varphi H^*}(x)$$

is concave in $\Phi \in \mathcal{CM}_d$. To see the latter, observe that

$$\Psi(\Phi) = \tau(\log(1 + PH \varphi H^*)),$$

where $\tau : M_d(A) \to \mathbb{C}$ is the state $\tau \circ \varphi$, when we make the identification $M_d(A) \cong M_d(C) \otimes A$. Since the logarithm is operator concave (see [31], for example), the claim follows. It is important to remark that the algorithm to compute $F^{H \varphi H^*}$ uses $2d \times 2d$ matrices instead of $dN \times dN$ matrices as in a Monte Carlo scheme.

The following theorem provides us with a connection between the capacity in its abstract form and the capacity of $\mathcal{B}$-channels.

**Theorem 2:** Fix $d \in \mathbb{N}$. Suppose that $H_{dN} \in \mathcal{B}_{d,N}$ for all $N \in \mathbb{N}$ and $(H_{dN}^{i,j} \sqrt{N})_{i,j=1}^d$ converges in $*$-distribution to $(H_{i,j}^d)_{i,j=1}^d$ for some $H \in M_d(A)$. Then

$$C(H) = \lim_{N \to \infty} \frac{C(H_{dN})}{dN}.$$
Moreover, if $P \Phi_0$ is any capacity achieving input covariance matrix for the abstract capacity of $H$, then

$$C(H) = \lim_{N \to \infty} \frac{I(x^{\Phi_0, N}; y^{\Phi_0, N}, H_{dN})}{dN}$$

where $I(x^{\Phi_0, N}; y^{\Phi_0, N}, H_{dN})$ is the mutual information of the system when the $dN$-dimensional input vector has covariance $P \Phi_0 \otimes I_N$.

This theorem shows that $C(H)$ is the limit of the normalized capacities $C(H_{dN})$ and that $P \Phi_0 \otimes I_N$ is asymptotically optimal in the sense that

$$\lim_{N \to \infty} \frac{C(H_{dN}) - I(x^{\Phi_0, N}; y^{\Phi_0, N}, H_{dN})}{dN} = 0.$$ 

That is, the difference between the normalized capacity and the normalized mutual information produced by $P \Phi_0 \otimes I_N$ goes to zero as $N \to \infty$. Thus we can approximate a capacity achieving input covariance matrix for the $dN \times dN$ system with $P \Phi_0 \otimes I_N$.

In order to apply this free probability based method to a random matrix $H_{dN} \in \mathfrak{M}_{dN}$, it is necessary to associate to it an operator $H \in \mathfrak{M}_d(A)$. Of course the associated operator depends on the specific distribution of $H_{dN}$. In general, this step is done invoking general theorems that ensure the convergence in $*$-distribution of certain ensembles of random matrices to non-commutative random variables. In the following section we illustrate this in a variety of examples.

### III. APPLICATIONS

In this section we apply the theory developed in the preceding section to three families of channels: block Gaussian, compound, and block Gaussian mixture channels.

#### A. Block Gaussian channels

In our setting, a block Gaussian channel is a multiantenna channel under the general linear model considered in the Introduction whose associated random matrix $H_{dN}$ is given by $H_{dN} = (H^{(i,j)})_{i,j=1}^{d}$ where $H^{(i,j)}$ for $1 \leq i,j \leq d$ are $N \times N$ Gaussian matrices with the correlation structure

$$E \left( H_{i,p}^{(r)} H_{s,q}^{(j,l)} \right) = \delta_{r,s} \delta_{p,q} \tau(i, k; j, l),$$

for some covariance mapping $\tau(i, k; j, l)$ (1 \leq i, k, j, l \leq d). Even though this channel is of interest in itself, its main role is to serve as the basic building block for the main application of this paper, the compound channels.

The random matrix model of the block Gaussian channels, which includes the random matrix model in [3], has been already used in Rashidi Far et al. [13] in the context of frequency-selective slow-fading multiantenna channels. In that context, no numerical optimization was required. In our setting, this is no longer the case. Section III-A1 will show that the block Gaussian channel is an $\mathcal{G}$-channel, and so by our main theorems this allows us to approximate its capacity and a capacity achieving input covariance matrix using free probability tools in Section III-A2. At the end of this section, we will make some modelling remarks concerning block Gaussian channels.

1) A block Gaussian channel is an $\mathcal{G}$-channel: In what follows we provide an explicit construction for the random matrix model associated to a block Gaussian channel. This construction easily shows that it is an $\mathcal{G}$-channel.

Let $\tau(i, k; j, l)$ for $1 \leq i, j, k, l \leq d$ be a given covariance mapping and define $K$ as the $d^2 \times d^2$ complex covariance matrix given by $K_{i+(k-1)d,j+(l-1)d} = \tau(i, k; j, l)$. Let $W$ be a $d^2 N \times N$ random matrix with i.i.d. circularly symmetric complex Gaussian entries with zero mean and unit variance. For $1 \leq i \leq d^2$, write $W^{(i)}$ for the $N \times N$ random matrices satisfying $W = (W^{(i)}T W^{(j)}T \cdots W^{(d^2)}T)^T$. We define $V = (K^{1/2} \otimes I_N) W$ and for $1 \leq i \leq d^2$ let $V^{(i)}$ be the $N \times N$ random matrices satisfying $V = (V^{(i)}T V^{(j)}T \cdots V^{(d^2)}T)^T$.

A straightforward computation shows that

$$V^{(i)} = \sum_{k=1}^{d^2} (K^{1/2})_{i,k} W^{(k)},$$

for all $1 \leq i \leq d^2$. For $1 \leq i, j \leq d$, define

$$H^{(i, j)} := V^{(i+j-1)d} \text{ and } H_{dN} := (H^{(i, j)})_{i,j=1}^{d^2}.$$ 

By the previous equation we have that $E(H_{i,p}^{(r)} H_{s,q}^{(j,l)})$ equals

$$\sum_{a,b=1}^{d^2} (K^{1/2})_{i+(k-1)d,a} (K^{1/2})_{j+(l-1)d,b} E \left( W_{i,p}^{(a)} W_{s,q}^{(b)} \right).$$

Since all the entries of $W$ are independent, the latter expression equals

$$\delta_{r,s} \delta_{p,q} \sum_{a=1}^{d^2} (K^{1/2})_{i+(k-1)d,a} (K^{1/2})_{j+(l-1)d,a}.$$ 

A straightforward manipulation leads to

$$E \left( H_{i,p}^{(r)} H_{s,q}^{(j,l)} \right) = \delta_{r,s} \delta_{p,q} \tau(i, k; j, l).$$

Thus $H_{dN}$ as constructed above is the random matrix associated to the block Gaussian channel with covariance $\tau$.

Let $U_N$ be an $N \times N$ unitary matrix. Since $W^{(i)} \not\equiv W^{(i)} U_N$ for all $1 \leq i \leq d^2$ and also $W^{(i)} U_N$ is independent from $W^{(j)} U_N$ for all $i \neq j$, then

$$W^{(1)} \cdots W^{(d^2)} \not\equiv (W^{(1)} U_N) \cdots (W^{(d^2)} U_N),$$

i.e., $W \not\equiv W U_N$. Since $V = (K^{1/2} \otimes I_N) W$, it follows that $V \not\equiv V U_N$. By definition of $H^{(i, j)}$ and $H_{dN}$ we have that

$$H_{dN}(I_d \otimes U_N) = (H^{(i, j)} U_N)_{i,j=1}^{d^2} = (V^{(i+j-1)d} U_N)_{i,j=1}^{d^2}.$$ 

Therefore $H_{dN} \not\equiv H_{dN}(I_d \otimes U_N)$, i.e., this block Gaussian channel is an $\mathcal{G}$-channel.

2) Asymptotic capacity of a block Gaussian channel: As shown in the previous subsection, a block Gaussian channel is an $\mathcal{G}$-channel and thus, by Theorem [2] it is a $\mathfrak{M}_d$-channel. In order to approximate its capacity by means of Theorem [1] it is necessary to assign an operator $H \in \mathfrak{M}_d(A)$ to the block Gaussian channel $H_{dN} = (H_{i,j}^{(j)})_{i,j=1}^{d^2}$. This is the objective of this subsection.

A theorem of Voiculescu (see Theorem [3]) states that $(W_{N}^{(i)})_{1 \leq i \leq d^2}$ converges in $*$-distribution as $N \to \infty$ to a free
In particular,\(^{(i,j)}\) where this application of Theorem 3 provides the operator-valued \(H\), the entries of \(F\) achieve it. Let’s focus on computing \(\Phi (H_{i,k}H_{j,l}^*)\) by applying \(6\) tools in Helton et al. \cite{19}, one can numerically compute the \(d\)-valued Cauchy transform \(\hat{\Phi}\) by applying \(\frac{1}{2\pi i} \int \frac{d\Phi(x)}{x-i\epsilon}\). Indeed, \(\Phi (H_{i,k}H_{j,l}^*)\) equals 
\[
\sum_{a,b=1}^{d^2} (K^{1/2})_{a,b}(K^{1/2})_{j,l} = K_{i,j}(k-l) = \tau (i,k;j,l).
\]
This application of Theorem \ref{thm:application} provides the operator-valued random variable \(H\) \(d\)-valued Cauchy transform \(\hat{\Phi}\) as in \cite{18}. Specifically, the density \(\frac{f^{XX^*}}{f^{XX^*}}\) of \(F^{XX^*}\) is given by
\[
f^{XX^*}(x) = -\frac{1}{\pi} \lim_{\epsilon \to 0^+} \text{tr} (\hat{\Phi}_x (\sqrt{x+i\epsilon I_{2d}})) \quad (10)
\]
In fact, for \(B \in M_{2d}(\mathbb{C})^+\),
\[
\mathcal{G}_X(B) := (1_{M_{2d}(\mathbb{C})} \otimes \varphi)((\hat{X} - B)^{-1}) = \lim_{n \to \infty} T^n(B^n(W))
\]
for any \(W \in M_{2d}(\mathbb{C})^{-1}\) where \(T^n(W) := (B - \eta(W))^{-1}\) and \(\eta(W) := (1_{M_{2d}(\mathbb{C})} \otimes \varphi)(\hat{X}W\hat{X})\). It is important to note that \(\eta\) can be obtained directly from \(\sigma\), see \cite{19}. Equation (9) is easily implementable and does not depend on \(N\). In fact, all the computations are done using \(2d \times 2d\) matrices.

The spectral distribution of \(XX^* = HH^*\) can be obtained from the \(M_{2d}(\mathbb{C})\)-valued Cauchy transform \(\mathcal{G}_X\) as in \cite{18}. Specifically, the density \(\frac{f^{XX^*}}{f^{XX^*}}\) of \(F^{XX^*}\) is given by
\[
f^{XX^*}(x) = -\frac{1}{\pi} \lim_{\epsilon \to 0^+} \text{tr} (\hat{\Phi}_x (\sqrt{x+i\epsilon I_{2d}})) \quad (10)
\]
3) Modelling features: Let \(\Phi : M_{dN}(\mathbb{C}) \to M_{dN}(\mathbb{C})\) be the mapping given by
\[
\Phi(A) = \begin{pmatrix} (A_{1,1}^{(i,j)})_{i,j=1} & \cdots & (A_{d,1}^{(i,j)})_{i,j=1} \\ \vdots & \ddots & \vdots \\ (A_{1,d}^{(i,j)})_{i,j=1} & \cdots & (A_{d,d}^{(i,j)})_{i,j=1} \end{pmatrix}, \quad (11)
\]
where \(A = (A_{i,j}^{(i,j)})_{i,j=1}^{d,d}\) with \(A_{i,j}^{(i,j)} \in M_{N}(\mathbb{C})\) for all \(1 \leq i,j \leq d\). It is easy to see that \(\Phi(A)\) is obtained by permuting the columns and rows of \(A\). More specifically, we have that \(\Phi(A) = \gamma A\gamma^{-1}\) for some \(\gamma \in S_{dN} \subset U(dN)\) and in particular, the spectral distributions of \(A\) and \(\Phi(A)\) are the same. Thus all the theory developed so far applies to \(\Phi(H_{dN})\) in the same way as it does to \(H_{dN}\) after the appropriate adaptation by means of \(\Phi\).

By \(11\) and the definition of block Gaussian channel \(6\), we can see that \(\Phi(H_{dN})\) is an \(N \times N\) block random matrix with blocks of size \(d \times d\) such that: a) the entries of each block have correlation \(\tau\) and b) the different blocks are independent. Property a) might be interpreted as a uniform local behavior in which all the \(d \times d\) blocks have the same distribution. Property b) suggests a short range dependency in which entries far enough away from each other become independent.

As a final remark, having \(d \times d\) blocks of size \(N \times N\) allows us to have the notion of convergence in \(*\)-distribution. This convergence is a key step in order to apply free probability techniques, thus we stick to it throughout this paper.

B. Compound channels

In this subsection, we consider our main application: compound channels. A compound channel is a channel whose associated random matrix is the sum of products of independent block Gaussian matrices, that is, its associated random matrix has the form
\[
H_{dN} = \sum_{n=1}^{s} \prod_{m=1}^{p_n} H(n, m), \quad (12)
\]
\(^1\)In order to have a spectral density, some regularity conditions on the spectral distribution are required. In most applied situations this is likely to be the case, as suggested by \cite{32, 33}, and references therein.
for some $s \in \mathbb{N}$, $p_1, \ldots, p_s \in \mathbb{N}$ and independent $dN \times dN$ block Gaussian matrices
\[ \{ H(n, m) : 1 \leq n \leq s, 1 \leq m \leq p_n \}. \]
Observe that every block Gaussian matrix $H(n, m)$ has its own covariance mapping $\tau_{n,m}$. Of course $H(n, m)$ depends on $d$ and $N$, but we suppress this dependence to make the notation less cumbersome.

1) **Compound channels are $\mathcal{S}$-channels:** Let $H_{dN}$ be a random matrix as in (12). By induction and Proposition 1, the random matrices $\{ \prod_{n=1}^{p_n} H(n, m) : 1 \leq n \leq s \}$ belong to $\mathcal{S}_{d,N}$ and, since all the block Gaussian matrices are independent, they are independent. Again from induction and Proposition 1, we conclude that
\[ H_{dN} = \sum_{n=1}^{s} \prod_{m=1}^{p_n} H(n, m) \]
belong to $\mathcal{S}_{d,N}$. Therefore compound channels are also $\mathcal{S}$-channels and in particular Theorem 1 applies to this family of channels.

2) **Asymptotic capacity of compound channels:** To apply Theorem 2, the blocks of $H_{dN}$ have to converge in $*$-distribution, i.e., $(H_{dN}^{(i,j)})_{i,j=1}^{d} \stackrel{d}{\rightarrow} (H_{ij})_{i,j=1}^{d}$ for some $\{ H_{i,j} : 1 \leq i, j \leq d \} \subset A$. By the previous subsection, each block Gaussian matrix $H(n, m)$ has an associated $H(n, m)$ in $\mathcal{M}_d(A)$. Thus, it is natural to take
\[ H = \sum_{n=1}^{s} \prod_{m=1}^{p_n} H(n, m) \]
as the operator-valued random variable associated to $H_{dN}$. However, in order for this to work, we need to know the joint $*$-distribution of the families
\[ \{ (H(n, m))_{i,j} : 1 \leq i, j \leq d \} : 1 \leq n \leq s, 1 \leq m \leq p_n \].

In what follows, we show that these families are free in $(A, \varphi)$.

From the construction described in the previous section, for each $1 \leq n \leq s$ and $1 \leq m \leq p_n$, the blocks of $H(n, m)$ are linear combinations of some independent $N \times N$ standard Gaussian matrices, let’s say $\{ W(n, m)_{i,j} : 1 \leq i, j \leq d \}$. Since $\{ H(n, m) : n, m \}$ are independent, we may assume that all the random matrices $\{ W(n, m)_{i,j} : n, m, i \}$ are independent. By Theorem 3, the family
\[ \{ W(n, m)_{i,j} : 1 \leq n \leq s, 1 \leq m \leq p_n, 1 \leq i, j \leq d^2 \} \]
converges in $*$-distribution to a free circular family
\[ \{ W(n, m)_{i,j} : 1 \leq n \leq s, 1 \leq m \leq p_n, 1 \leq i \leq d^2 \}. \]

Since the entries of $H(n, m)$ are linear combinations of $\{ W(n, m)_{i,j} : i \}$, the families $\{ (H(n, m))_{i,j} : n, m \}$ are also free. Note that, for a given $n$ and $m$, the non-commutative random variables $\{ H(n, m)_{i,j} : i, j \}$ are not necessarily free.

Recall that the computation of the capacity functional $C(H)$ of $H \in \mathcal{M}_d(A)$ requires computing the spectral distribution of $H \Phi H^*$ for $\Phi \in \mathcal{C}M_d$. However, as we saw in the previous subsection, the covariance structure in $\Phi$ can be melded with the covariance structures $\tau_{n,p_n}$ of the $H(n, p_n)$, for each $1 \leq n \leq s$, to form a new operator-valued random variable whose entries are a circular family with covariance $\sigma_{n,p_n}$, see (8). Therefore, without loss of generality, we can focus on computing the operator-valued Cauchy transform of $\tilde{H} = \begin{pmatrix} H & 0 \\ 0 & 0 \end{pmatrix}$, from which the spectral distribution is obtained as in (10).

Let $A, B \in \mathcal{M}_d(A)$. An easy, yet crucial, fact states that if
\[ \{ A_{i,j} : 1 \leq i, j \leq d \} \text{ and } \{ B_{i,j} : 1 \leq i, j \leq d \} \]
are free families, then $A$ and $B$ are in a relation called operator-valued freeness. An in-depth discussion about this type of freeness is outside the scope of this paper, we refer the interested reader to [23] and references therein. Since the families $\{ (H(n, m))_{i,j} : n, m \}$ are free, we have that $\{ H(n, m) : n, m \}$ are operator-valued free. The relevance of operator-valued freeness comes from the fact that it is needed to apply the subordination techniques in [23], [24]. In what follows we show how to use these techniques in the context of the present paper.

Consider the following variations of the Cauchy transform
\[ r_{\tilde{X}}(B) = \mathcal{G}_{\tilde{X}}(B)^{-1} - B, \]
\[ h_{\tilde{X}}(B) = B - \mathcal{G}_{\tilde{X}}(B^{-1})^{-1}. \]

Assume that $H_1$ and $H_2$ are two elements in $\mathcal{M}_d(A)$ such that $H_1$ and $H_2$ are operator-valued free. Furthermore, assume that both $\mathcal{G}_{H_1}$ and $\mathcal{G}_{H_2}$ are given. Note that
\[ H_1 + H_2 = \tilde{H}_1 + \tilde{H}_2. \]

By [24], for $B \in \mathcal{M}_{2d}((C)^+)$,
\[ \mathcal{G}_{\tilde{X} + \tilde{Y}}(B) = \mathcal{G}_{\tilde{X}}(\omega_1(B)), \]
where
\[ \omega_1(B) = \lim_{n \to \infty} f^n_{\tilde{X}}(W) \]
for any $W \in \mathcal{M}_{2d}((C)^+)$ and $f_B(W) = r_{\tilde{H}_2}(r_{\tilde{H}_1}(W) + B) + B$.

Let $\tilde{X} = \begin{pmatrix} \tilde{X}^* & 0 \\ 0 & 1 \end{pmatrix}$. Since the state $\varphi$ is tracial,
\[ \tilde{H}_1 \tilde{H}_2 = \begin{pmatrix} H_1 & 0 \\ 0 & I_d \end{pmatrix} \begin{pmatrix} H_2 & 0 \\ 0 & I_d \end{pmatrix} \begin{pmatrix} H_1^* & 0 \\ 0 & I_d \end{pmatrix} \leq \tilde{H}_1^{1/2} \tilde{H}_2 \tilde{H}_1^{1/2}. \]

Let
\[ \omega_2(B) = \lim_{n \to \infty} g_{\tilde{X}}^n(B) \]
for any $W \in \mathcal{M}_{2d}((C)^+)$ and $g_{\tilde{X}}(W) = Bh_{\tilde{H}_1}(h_{\tilde{H}_2}(W) + B)$. By [23], for $B \in \mathcal{M}_{2d}((C)^+)$,
\[ \mathcal{G}_{\tilde{X} - \tilde{Y}}(B) = \mathcal{G}_{\tilde{X}}(\omega_2((B^{-1})^{-1}) \omega_2(B^{-1})^{-1} B^{-1}^{-1} B^{-1}). \]

Note that in order to evaluate the previous equation, it is necessary to obtain first $\mathcal{G}_{\tilde{H}_1}$. Applying the Schur complement formula, it can be verified that the $\mathcal{M}_{2d}((C)$-valued Cauchy transform of $\tilde{H}_1$ is given by (15), where
\[ g = \mathcal{G}_{\tilde{H}_1}(B_1 + B_2(I_d - B_1)^{-1} B_3). \]

More specifically, they are free with amalgamation over $\mathcal{M}_d(C)$.\]
If the odd $*$-moments of $\{H_{i,j}\}_{i,j}$ vanish, i.e.,

$$\varphi(x_1, \ldots, x_{2n+1}) = 0$$

for all $n \in \mathbb{N}$ and $x_1, \ldots, x_{2n+1} \in \{H_{i,j}, (H_{i,j})^* : i,j\}$, then

$$G_{\hat{H}}(i_{\lambda} 0_{\mu} B) = (\ast G_{H_{i,j}} \ast H_{i,j}(B)),$$

where the asterisks denote $d \times d$ complex matrices.

Recall that the elements $\{H(n,m) : n,m\}$ are operator-valued free and their $M_d$-valued Cauchy transforms are given by \cite{9}. A routine computation shows that, for all $n$ and $m$, the odd $*$-moments of $\{H(n,m)_{i,j} : i,j\}$ vanish. These observations allow us to compute the $M_{2d}(C)$-valued Cauchy transform of $\hat{H}$ by successive computation of the corresponding transforms of sums and products of pairs of operator-valued random variables, as in the previous paragraph. This systematic reduction is one of the main strengths of the free probability approach, and relies strongly on the notion of freeness. In this sense, when convergence in $*$-distribution is available, the free probability approach is a useful alternative to deterministic equivalent approaches.

An alternative approach to the successive computation described above comes from the linearity technique discussed in \cite{35} and references therein. In the context of this paper, this approach changes the analysis of a sum of products of elements in $M_d(A)$ to the analysis of a single element in $M_{2d}(A)$ for some $D \geq 2d$. Moreover, the $M_D(A)$-valued Cauchy transform of such an element can be computed from $\{H(n,m) : n,m\}$ without using either \cite{13} or \cite{14}. However, $D$ is usually much bigger that $2d$, hence loosing the sought dimensionality reduction. Further investigations are needed in order to determine which approach works better in concrete scenarios.

3) A further application: Even though we defined compound channels to be channels whose associated random matrices are the sums of products of independent block Gaussian matrices, the techniques in this subsection applies in a more general setting. Let $H_{dN} = \sum_{n=1}^{s} \prod_{m=1}^{p_n} H(n,m)$ where the $H(n,m)$ are $dN \times dN$ random matrices, and let

$$H = \sum_{n=1}^{s} \prod_{m=1}^{p_n} H(n,m),$$

where the $\{H(n,m) : n,m\} \in M_d(A)$ are the operator-valued random variables associated to $\{H(n,m) : n,m\}$. If $a$) $H_{dN}$ is a $\mathcal{B}$-channel, b) the elements $\{H(n,m) : n,m\}$ are operator-valued free, and c) $G_{\hat{H}(n,m)}$ and $G_{H(n,m)}$ can be computed either explicitly or numerically, then we can replicate the analysis in the previous subsection. Observe that $H(n,m)$, $1 \leq n \leq s$ and $1 \leq m \leq p_n$, is not required to be a block Gaussian channel, which allows us to consider a wider range of applications. To illustrate this, consider the following example.

Let $H_{dN}$ be as in \cite{16}, where $W_{dN}$ is the random matrix associated to a compound channel, $\{U_N^{(i)}, V_N^{(i)} : 1 \leq i \leq d\}$ are independent $N \times N$ Haar unitary random matrices which are also independent from $W_{dN}$, and $\{A_N^{(i)}, B_N^{(i)} : 1 \leq i \leq d\}$ are selfadjoint constant matrices. It is straightforward to see that $H_{dN}(I_d \otimes U_N) \not\subset H_{dN}$ for all $U_N \in U(N)$, i.e., $H_{dN}$ is an $\mathcal{S}$-channel and by Theorem 1 it is also a $\mathcal{B}$-channel.

Assume that each $A_N^{(i)}$ and $B_N^{(i)}$ for $1 \leq i \leq d$ converge in distribution. Recall that the blocks of $W_{dN}$ converge in $*$-distribution to some, not necessarily circular, family $(W_{i,j})_{i,j=1}^{d} \subset \mathcal{A}$. By Theorem 4

$$(U_N^{(i)}A_N^{(i)}U_N^{(i)*}, \ldots, V_N^{(d)}B_N^{(d)}V_N^{(d)*}, (W_{dN}^{(i,j)})_{i,j})$$

converges in $*$-distribution to

$$(a_1, \ldots, a_d, b_1, \ldots, b_d, (W_{i,j})_{i,j}),$$

where the non-commutative random variables $a_1, \ldots, a_d, b_1, \ldots, b_d$ are selfadjoint, free among themselves, and free from $(W_{i,j})_{i,j}$. Thus, the operator-valued random variable $H$ associated to $H_{dN}$ has the form

$$H = \begin{pmatrix} a_1 & \cdots & \ast \\ \ast & \cdots & a_d \end{pmatrix} W \begin{pmatrix} b_1 & \cdots & \ast \\ \ast & \cdots & b_d \end{pmatrix} =: AWB.$$

Since the entries of $A$, $B$ and $W$ are free, we can use the subordination techniques previously discussed to compute the $M_{2d}(C)$-valued Cauchy transform of

$$\hat{H} = \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \hat{W} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}.$$

Note that the $M_{2d}(C)$-valued Cauchy transform of $\hat{W}$ can be obtained as in the previous subsection. Thus, in order to compute $G_{\hat{H}}$, it is only necessary to find the $M_{2d}(C)$-valued Cauchy transform of

$$\begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}^2 = \sum_{k=1}^{d} a_k E_{k,k} + \sum_{k=1}^{d} b_k^2 E_{d+k,d+k},$$

where $E_{k,k}$ denotes the $k$, $k$-unit matrix. Since the non-commutative random variables $a_1^2, \ldots, a_d^2, b_1^2, \ldots, b_d^2$ are free among themselves, additive subordination techniques reduce the problem to finding the $M_{2d}(C)$-valued Cauchy transforms of the summands in the previous sum. In fact, if $x \in \mathcal{A}$ is a non-commutative random variable and $E_{k,k} \in M_{2d}(C)$ is the $k$, $k$-unit matrix, then $G_{aE_{k,k}}(B)$ equals, for $B \in M_{2d}(C)^+$,

$$B^{-1} + [B^{-1}]_{k,k}^{-2} \left(G_x([B^{-1}]_{k,k}) - [B^{-1}]_{k,k}\right) B^{-1} E_{k,k} B^{-1}.$$
\[
\mathcal{G}_{E_1}(B_1B_2B_3B_4) = \left( (I_d - B_4)^{-1}B_3g \ (B_4 - I_d)^{-1} + (I_d - B_4)^{-1}B_3gB_2(I_d - B_4)^{-1} \right) \\
H_{dN} = \left( \begin{array}{cccc}
U_N^{(1)}A_N^{(1)}U_N^{(1)*} & \cdots & V_N^{(d)}B_N^{(d)}U_N^{(d)*} \\
& \ddots & \\
& & \ddots & \vdots \\
& & & \ddots \\
V_N^{(d)}B_N^{(d)}U_N^{(d)*} & \cdots & U_N^{(d)}A_N^{(d)}U_N^{(d)*}
\end{array} \right)
\]

Theorem 1 still applies since this channel is an \( \mathcal{E} \)-channel; however, there is no notion of convergence in distribution and thus Theorem 2 does not apply. The objective in introducing this channel is to show that the family of \( \mathcal{E} \)-channels is richer than the family of channels for which Theorem 2 applies. This reveals the flexibility of \( \mathcal{E} \)-channels and suggests that many interesting applications are still to be discovered.

A mixture block Gaussian channel is a channel whose associated random matrix \( H_{dN} \) has the form

\[
H_{dN} = (A \otimes J_N) \circ X_{dN},
\]

where \( X_{dN} \) is block Gaussian matrix with covariance mapping \( \tau \) and \( A \) is a \( d \times d \) random matrix independent from \( X_{dN} \). Here \( J_N \) denotes the \( N \times N \) matrix with all its entries equal to one and \( \circ \) denotes the Hadamard or entrywise product.

Since \( J_N \) is constant, we have that \( (A \otimes J_N) \) and \( X_{dN} \) are independent. Let \( U_N \in U(N) \). Since \( U_N \) is constant, the matrices \( (A \otimes J_N) \) and \( X_{dN} \) are also independent. The matrix \( X_{dN} \) belongs to \( \mathcal{E}_{d,N} \), so we have the equality in distribution of \( X_{dN} \in X_{dN} \). Therefore

\[
H_{dN} \equiv H_{dN}(1d \otimes U_N),
\]

i.e., the block Gaussian mixture channel is an \( \mathcal{E} \)-channel. This implies that Theorem 1 can be applied and thus the numerical optimization to compute the capacity is performed over a subset of \( \text{CM}_d \otimes I_N \).

As in subsection III-A, the blocks of \( X_{dN} \) converge in \( \ast \)-distribution to the entries of an operator-valued random variable \( \mathbf{X} \in M_d(A) \). However, since \( A \) is a \( d \times d \) random matrix, there is no straightforward meaning for its limit in distribution as \( N \to \infty \). This makes impossible the application of Theorem 2 to approximate the capacity, and in particular we cannot neglect the dependency on \( N \) in the final numerical optimization. The development of appropriate tools to deal with this kind of random matrices is postponed to future research.
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APPENDIX A

NOTATION

- \( \mathbb{N} \): the set of natural numbers;
- \( \mathbb{R} \) and \( \mathbb{R}_+ \): the set of real and positive real numbers;
- \( C \): the set of complex numbers;
- \( M_{n \times m}(A) \): the set of all \( n \times m \) matrices with entries from the algebra \( \mathcal{A} \);
- \( M_n(A) \): the set of all \( n \times n \) matrices with entries from the algebra \( \mathcal{A} \);
- \( \mathcal{R}(a) = \Re(a) = \frac{a + a^*}{2} \) and \( \mathcal{I}(a) = \Im(a) = \frac{a - a^*}{2i} \): the real and imaginary part of an element \( a \) in a \( * \)-algebra;
- \( M_n(C)^\pm \): the set of \( n \times n \) matrices with positive definite imaginary part;
- \( \text{CM}_n \): \( n \times n \) covariance matrices over the complex numbers;
- \( \mathcal{O}(n) \): the set of orthogonal \( n \times n \) matrices;
- \( \mathcal{U}(n) \): the set of unitary \( n \times n \) matrices;
- \( A_{i,j} \) or \( (A)_{i,j} \): the \( i,j \)th entry of \( A \);
- \( E_{i,j} \): the \( i,j \)-unit matrix, i.e., the matrix with all its entries equal to zero except for the \( i,j \)th entry which equals one;
- \( \text{Tr}(A) \): unnormalized trace of the matrix \( A \);
- \( \text{tr}(A) \): normalized trace of the matrix \( A \);
- \( A^T \): the transpose of the matrix \( A \);
- \( A^\ast \): the conjugate transpose of the matrix \( A \);
- \( \text{diag}(a_1, \ldots, a_n) \): the \( n \times n \) diagonal matrix with diagonal entries \( a_1, \ldots, a_n \);
- \( A \): the block matrix \( \begin{pmatrix} 0 & A \\ A^\ast & 0 \end{pmatrix} \);
- \( A \): the block matrix \( \begin{pmatrix} A^\ast & 0 \\ 0 & A \end{pmatrix} \);
- \( I_n \): the \( n \times n \) identity matrix;
- \( J_n \): the \( n \times n \) matrix with all its entries equal to one;
- \( A \otimes B \): tensor product of two matrices, see (17);
- \( A \circ B \): Hadamard or entrywise product;
- \( E \): expected valued with respect to a classical probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \);
- \( F_X \): mean eigenvalue distribution of a random matrix \( X \);
- \( S_n \): the symmetric group on \( n \) letters;
- \( f^n \): the \( n \)th composition of the function \( f \);
- \( F_n \Rightarrow G \): weak convergence of the distributions \( (F_n)_{n=1}^\infty \) to \( G \).

APPENDIX B

PROOFS OF THE MAIN RESULTS

Before proving Theorem 1 we need to establish some facts of general interest.

For \( A \in M_{p \times q}(C) \) and \( B \in M_{r \times s}(C) \), we consider their tensor product \( A \otimes B \in M_{pr \times qs}(C) \),

\[
A \otimes B = \begin{pmatrix}
A_{1,1}B & A_{1,2}B & \cdots & A_{1,q}B \\
A_{2,1}B & A_{2,2}B & \cdots & A_{2,q}B \\
\vdots & \vdots & \ddots & \vdots \\
A_{p,1}B & A_{p,2}B & \cdots & A_{p,q}B
\end{pmatrix}.
\]
Let $\pi$ be an element of $S_N$, the symmetric group on $N$ letters. Abusing notation, we also denote by $\pi$ its associated permutation matrix, i.e., the $N \times N$ matrix defined by $\pi_{i,j} = \delta_{\pi(i)(j)}$ for all $1 \leq i, j \leq N$. Recall that the $\pi^{-1} = \pi^T$.

Lemma 1: Let $A : M_N(C) \rightarrow M_N(C)$ be the bounded linear operator given by $A(M) = \frac{1}{N!} \sum_{\pi \in S_N} \pi \pi^{-1}$. Then

$$A(M) = \text{tr}(M) I_N + \left( \frac{1}{N(N-1)} \sum_{a \neq b} M_{a,b} \right) (I_N - I_N).$$

Proof: A straightforward computation shows that

$$A(M)_{i,j} = \frac{1}{N!} \sum_{\pi \in S_N} \sum_{a,b=1}^{N} \pi_{a,i} \pi_{b,j} M_{a,b}.$$ 

By definition, $\pi_{a,i} = \delta_{\pi(i)(a)}$ and $\pi_{b,j} = \delta_{\pi(j)(b)}$, thus

$$A(M)_{i,j} = \frac{1}{N!} \sum_{\pi \in S_N} M_{\pi(i),\pi(j)}.$$ 

When $i = j$, the previous sum reduces to

$$A(M)_{i,i} = \frac{1}{N!} \sum_{k=1}^{N} M_{k,k} \sum_{\pi \in S_N} 1 \bigg|_{\pi(i)=k}$$

$$= \frac{1}{N} \sum_{k=1}^{N} M_{k,k}.$$ 

If $i \neq j$, then

$$A(M)_{i,j} = \frac{1}{N!} \sum_{a \neq b} M_{a,b} \sum_{\pi \in S_N} 1 \bigg|_{\pi(i)=a, \pi(j)=b}$$

$$= \frac{1}{N(N-1)} \sum_{a \neq b} M_{a,b}.$$ 

From this the result follows.

The eigenvalues of a matrix of the form $\alpha I_N + \beta J_N$ depend on $\alpha$ and $\beta$ but its eigenvectors do not. Indeed, an orthonormal eigenbasis for any such matrix can be obtained by applying the Gram–Schmidt process to the eigenbasis

$$\{ e_1 + e_2 + \cdots + e_N, e_1 - e_2, e_2 - e_3, \ldots, e_{N-1} - e_N \},$$

where $\{ e_1, \ldots, e_N \}$ is the standard basis in $C^N$. Thus,

$$\alpha I_N + \beta J_N = U_0 D(\alpha, \beta) U_0^*,$$

where $D(\alpha, \beta) = \text{diag}(\alpha + N \beta, \alpha, \ldots, \alpha)$ and $U_0$ is the unitary matrix given in Remark [1] which is independent from $\alpha$ and $\beta$.

The operator $A$ appeared implicitly in the original proof of Telatar’s theorem about the capacity of the point-to-point multiantenna Gaussian channel mentioned in the Introduction. Here we will use this operator twice to derive Theorem [1].

Proof of Theorem [1]: For notational simplicity, we define the mapping $\mathcal{I} : \mathcal{C}M_d \rightarrow \mathbb{R}$ by

$$\mathcal{I}(Q) = \mathcal{E} \left( \log \det(I_d + \Phi^{1/2} Q H_d^{1/2}) \right).$$

For a given $Q \in \mathcal{C}M_d$ such that $\text{Tr}(Q) = 1$, we will show that there exist covariance matrices $Q’, Q''$ and $Q'''$ such that:

i) $\text{Tr}(Q') = \text{Tr}(Q'') = \text{Tr}(Q''') = 1$;
ii) $\mathcal{I}(Q') \leq \mathcal{I}(Q'') \leq \mathcal{I}(Q''')$;
iii) $Q''' = \frac{1}{N} \Phi \otimes I_N$ for some $\Phi \in \mathcal{C}M_d$.

In this way, if $Q$ attains the capacity, then there exists a covariance matrix of the intended form which also attains the capacity.

Let $Q^{(i,j)} \in M_N(C)$ for $1 \leq i, j \leq d$ such that $Q$ equals $(Q^{(i,j)})_{i,j=1}^d$, i.e., divide $Q$ into $d \times d$ blocks, each of size $N \times N$. Define

$$Q' = \frac{1}{N} \sum_{\pi \in S_N} (I_d \otimes \pi)Q(I_d \otimes \pi)^{-1}.$$

Note that $I_d + PH_d Q'H_d^*$

$$I_d + PH_d \left[ \frac{1}{N} \sum_{\pi \in S_N} (I_d \otimes \pi)Q(I_d \otimes \pi)^{-1} \right] H_d^*.$$ 

Since the function $\cdot \rightarrow \log \det(I_d + PH_d Q'H_d^*)$ is concave,

$$\frac{1}{N} \sum_{\pi \in S_N} \log \det(I_d + PH_d Q(I_d \otimes \pi)^{-1} H_d^*)$$

lower bounds $\log \det(I_d + PH_d Q'H_d^*)$. Since $\pi \in S_N$ is a unitary matrix, by the defining condition for $\mathcal{G}$-channels [5], we have that $H_d \leq H_d(I_d \otimes \pi)$ for all $\pi \in S_N$. Thus

$$\mathcal{I}(Q') \geq \mathcal{I}(Q).$$

This shows that the mutual information induced by $Q'$ is greater than or equal to the one produced by $Q$.

Observe that $(I_d \otimes \pi)Q(I_d \otimes \pi)^{-1} = (\pi Q^{(i,j)} \pi^{-1})_{i,j=1}^d$, and thus $Q' = (\mathcal{O}(Q^{(i,j)}))_{i,j=1}^d$. By the discussion following the previous lemma, we can simultaneously diagonalize all the blocks of $Q'$. In particular,

$$Q' = (I_d \otimes U_0)Q''(I_d \otimes U_0)^*,$$

where $Q''$ is a $d \times d$ block matrix with all its blocks being diagonal matrices of size $N \times N$. Again by the defining condition for $\mathcal{G}$-channels,

$$\mathcal{I}(Q') = \mathcal{I}((I_d \otimes U_0)Q''(I_d \otimes U_0)^*) = \mathcal{I}(Q''),$$

i.e., the mutual informations induced by $Q'$ and $Q''$ are equal. Finally, define

$$Q''' := \frac{1}{N!} \sum_{\pi \in S_N} (I_d \otimes \pi)Q''(I_d \otimes \pi)^{-1}.$$ 

Since all the blocks of $Q'''$ are diagonal matrices and $Q'''$ equals $(\mathcal{O}(Q''^{(i,j)}))_{i,j=1}^d$, the previous lemma implies that $Q''' = \frac{1}{N} \Phi \otimes I_N$ for some complex matrix $\Phi \in \mathcal{C}M_d$. As we did with $Q'$ and $Q$, the mutual information induced by $Q'''$ is greater than or equal to that of $Q''$. It is not hard to verify that $\Phi \in \mathcal{C}M_d$ and $\text{Tr} (\Phi) = 1$.

Proof of Proposition [2]: Let $U_N \in \mathcal{U}(N)$. Both $H_1$ and $H_2$ belong to $\mathcal{S}_{d,n}$. Hence, $H_1 \leq H_1 U_N$ and $H_2 \leq H_2 U_N$. The random matrices $H_1 U_N$ and $H_2 U_N$ are independent, as $H_1$ and $H_2$ are independent and $U_N$ is constant. Therefore
\[ (H_1 + H_2)U_N = H_1 U_N + H_2 U_N \preceq H_1 + H_2. \] In other words, \( H_1 + H_2 \in \mathcal{G}_{d,N} \), as required. The proof for the product follows the same lines.

**Proof of Theorem 2** Define \( L := \lim_{N \to \infty} \sup_{dN} \frac{C(H_{dN})}{dN} \). By definition, there exists an increasing sequence \((N_i)_{i=1}^{\infty} \subset \mathbb{N}\) such that

\[
\lim_{i \to \infty} \frac{C_{dN_i}(H_{dN_i})}{dN_i} = L.
\]

By assumption, \( H_{dN} \) is a \( \mathcal{B}_{d,N} \)-channel for all \( N \in \mathbb{N} \). Thus, there exists a sequence \((\Phi_N)_{N=1}^{\infty} \subset \text{CM}_d\) of covariance matrices with unital trace such that \( \frac{1}{N_i} \Phi_N \otimes I_{N_i} \) is a capacity achieving input covariance matrix for \( H_{dN_i} \); for every \( i \geq 1 \).

Since the set of \( d \times d \) covariance matrices with a given trace is compact, there exists a covariance matrix \( \Phi_{\infty} \) with unital trace such that

\[
\Phi_{\infty} = \lim_{j \to \infty} \Phi_{N_{ij}}
\]

for a subsequence \((N_{ij})_{j=1}^{\infty} \) of \((N_i)_{i=1}^{\infty}\).

Let

\[
\left( (H_{dN_{ij}}(\Phi_{N_{ij}} \otimes I_{N_{ij}})H_{dN_{ij}}^{*}/N_{ij})^{(p,q)} \right)_{p,q=1}^{d}
\]

be the \( d \times d \) blocks of size \( N_{ij} \times N_{ij} \) of the \( dN_{ij} \times dN_{ij} \) matrix

\[
\frac{1}{N_{ij}} H_{dN_{ij}}(\Phi_{N_{ij}} \otimes I_{N_{ij}})H_{dN_{ij}}^{*}.
\]

Combining (18) and the hypothesis that \( (H_{dN}^{(p,q)})_{p,q=1}^{d} \) converges in \( \ast \)-distribution to \((H_{\Phi_{\infty}^{\infty}H^{*}})_{p,q=1}^{d} \subset \mathcal{A} \), a straightforward computation shows that

\[
\left( (H_{dN_{ij}}(\Phi_{N_{ij}} \otimes I_{N_{ij}})H_{dN_{ij}}^{*}/N_{ij})^{(p,q)} \right)_{p,q=1}^{d}
\]

converges in \( \ast \)-distribution to \((H_{\Phi_{\infty}^{\infty}H^{*}})_{p,q=1}^{d} \). In particular, this implies that

\[
F^{H_{dN_{ij}}(\Phi_{N_{ij}} \otimes I_{N_{ij}})H_{dN_{ij}}^{*}/N_{ij}} \Rightarrow F^{\Phi_{\infty}^{\infty}H^{*}},
\]

where \( F^{H_{dN_{ij}}(\Phi_{N_{ij}} \otimes I_{N_{ij}})H_{dN_{ij}}^{*}/N_{ij}} \) is the mean eigenvalue distribution of the corresponding random matrix. By a standard argument,

\[
L = \lim_{j \to \infty} \frac{C_{dN_{ij}}(H_{dN_{ij}})}{dN_{ij}} = \lim_{j \to \infty} \int_{\mathbb{R}} \log (1 + P x) \, d F_{H_{dN_{ij}}(\Phi_{N_{ij}} \otimes I_{N_{ij}})H_{dN_{ij}}^{*}/N_{ij}}(x)
\]

Then, by the definition of \( C(H) \),

\[
C(H) \geq L = \lim_{N \to \infty} \sup_{dN} \frac{C(H_{dN})}{dN}.
\]

Let \( \Phi \in \text{CM}_d \). Denote by \( x^{\Phi,N} \) and \( y^{\Phi,N} \) the input and output vectors when the covariance of the input vector is \( \frac{x^{\Phi,N}}{N} \otimes I_N \). As before, we have that the blocks of \( H_{dN}(\Phi \otimes I_N)H_{dN}/N \) converge in \( \ast \)-distribution to the entries of \( \Phi^{\infty}H^{*} \). Thus \( F^{H_{dN}(\Phi \otimes I_N)H_{dN}/N} \Rightarrow F^{\Phi^{\infty}H^{*}} \) and also

\[
\frac{I(x^{\Phi,N}; y^{\Phi,N}, H_{dN})}{dN} \to \int_{\mathbb{R}} \log (1 + P x) \, d F^{\Phi^{\infty}H^{*}}(x).
\]

Let \( P_{\Phi_0} \in \mathcal{M}_d(\mathbb{C}) \) be a capacity achieving input covariance matrix for the abstract capacity of \( H \). By the previous equation,

\[
C(H) = \int_{\mathbb{R}} \log (1 + P x) \, d F^{\Phi_0 \ast H^{*}}(x)
\]

Normalizing and taking liminf on both sides of

\[
C(H_{dN}) \geq I(x^{\Phi_0,N}; y^{\Phi_0,N}, H_{dN}),
\]

we obtain that

\[
\lim_{N \to \infty} \inf \frac{C(H_{dN})}{dN} \geq \lim_{N \to \infty} \inf \frac{I(x^{\Phi_0,N}; y^{\Phi_0,N}, H_{dN})}{dN} = C(H).
\]

Combining (19) with the previous inequality, we obtain

\[
\lim_{N \to \infty} \inf \frac{C(H_{dN})}{dN} = C(H),
\]

which completes the proof.

**APPENDIX C**

**Free probability theory**

A non-commutative probability space is a pair \((A, \varphi)\) such that \( A \) is a unital algebra with unit \( 1_A \) and \( \varphi : A \to \mathbb{C} \) is a linear functional such that \( \varphi(1_A) = 1 \). In this paper, we always assume that \( A \) is a \( C^* \)-algebra and \( \varphi \) is tracial and positive, i.e., \( \varphi(ab) = \varphi(ba) \) for all \( a, b \in A \) and \( \varphi(a^*a) \geq 0 \) for all \( a \in A \). The elements of \( A \) are called non-commutative random variables. In our setting, an operator-valued random variable is an element in \( M_n(A) \) for some \( n \in \mathbb{N} \). For a more comprehensive treatment of the theory of free probability, see Nica and Speicher [56]. In the case of operator-valued free probability, see the original approach of Voiculescu [25] and the combinatorial approach of Speicher [24].

A non-commutative random variable \( s \in A \) is by definition, a semicircular random variable with covariance \( \sigma^2 \) if and only if \( s = s^* \) and for all \( k \in \mathbb{N} \)

\[
\varphi(s^k) = \begin{cases} 
\sigma^2 C_{k/2} & \text{if } k \text{ is even}, \\
0 & \text{otherwise},
\end{cases}
\]

where \( C_k = \frac{1}{k+1} \binom{2k}{k} \) is the \( k \)th Catalan number [37]. A non-commutative random variable \( c \in A \) is also by definition, a circular random variable with covariance \( \sigma^2 \) if and only if \( \Re(c) = c^*c \) and \( \Im(c) = -c^*c \) are free semicircular non-commutative random variables with covariance \( \sigma^2/2 \). See below for the definition of freeness.

Given a non-commutative random variable \( a \in A \), its \( \ast \)-distribution is the linear functional \( \mu : \mathcal{C}(X, X^*) \to \mathbb{C} \) given by \( \mu(p) = \varphi(p(a, a^*)) \) for any \( p \in \mathcal{C}(X, X^*) \) where \( \mathcal{C}(X, X^*) \) is the \( * \)-algebra of polynomials in the non-commutative indeterminates \( X \) and \( X^* \). For \( a \in A \) selfadjoint, a compactly supported real probability distribution \( F^a \) is called the spectral distribution of \( a \) if for all \( n \in \mathbb{N} \)

\[
\varphi(a^n) = \int_{\mathbb{R}} t^n \, dF^a(t).
\]
Identifying $\mathcal{M}_n(A)$ with $\mathbb{M}_n(\mathbb{C}) \otimes A$, a compactly supported real probability distribution $F_X$ is the spectral distribution of a self-adjoint operator-valued random variable $X = X^*$ if

$$
\int_{\mathbb{R}} \frac{1}{x-t} \, dF_X(t) = (\varphi \otimes \text{tr}) \left((zI_n - X)^{-1}\right).
$$

for all $z \in \mathbb{C}^+ = \{ z \in \mathbb{C} : \Im(z) > 0 \}$.

For $\mathcal{X} \subset A$, let $C(\mathcal{X})$ denote the unital algebra generated by $\mathcal{X}$. The families $\mathcal{X}_1, \ldots, \mathcal{X}_k \subset A$ are said to be free if $\varphi(x_1 \cdots x_n) = 0$ whenever $n \in \mathbb{N}$, $x_j \in C(\mathcal{X}_j)$, $i_1 \neq i_2 \neq \cdots \neq i_n$ and $\varphi(x_j) = 0$ for all $1 \leq j \leq n$.

For each $N \in \mathbb{N}$, let $A_N^{(1)}, \ldots, A_N^{(k)}$ be $N \times N$ random matrices. We say that $(A_N^{(1)}, \ldots, A_N^{(k)})$ converge in $*$-distribution to $(a_1, \ldots, a_k) \subset A$, denoted by

$$
(A_N^{(1)}, \ldots, A_N^{(k)}) \xrightarrow{\text{d} \text{-} \text{dist}} (a_1, \ldots, a_k),
$$

if

$$
\lim_{N \to \infty} \mathbb{E} \left( \text{tr} \left( p(A_N^{(1)}, A_N^{(1)*}, \ldots, A_N^{(k)}, A_N^{(k)*}) \right) \right) = \varphi(p(a_1, a_1^*, \ldots, a_k, a_k^*))
$$

for all $p \in C(X_1, X_1^*, \ldots, X_k, X_k^*)$. Moreover, we say that $A_N^{(1)}, \ldots, A_N^{(k)}$ are asymptotically free if $a_1, \ldots, a_k$ are free.

The following theorems, due to Voiculescu [33, 34], are the earliest connections between random matrices and free probability. We restate them in the notation of the present paper for the convenience of the reader.

**Theorem 3:** For each $N \in \mathbb{N}$, let $W_N^{(1)}, \ldots, W_N^{(p)}$ be $p$ independent $N \times N$ Gaussian matrices and let $D_N^{(1)}, \ldots, D_N^{(k)}$ be $q$ constant $N \times N$ matrices that converge in $*$-distribution. Then there exist a non-commutative probability space $(\mathcal{A}, \varphi)$ and non-commutative random variables $c_1, \ldots, c_p, d_1, \ldots, d_q \in \mathcal{A}$ such that

a) $c_1, \ldots, c_p$ are free circular random variables,

b) $c_1$ and $d_1$ are free for all $1 \leq i \leq p$ and $1 \leq j \leq q$,

c) the family $(W_N^{(1)}/\sqrt{N}, \ldots, W_N^{(p)}/\sqrt{N}, D_N^{(1)}, \ldots, D_N^{(k)})$ converges in $*$-distribution to $(c_1, \ldots, c_p, d_1, \ldots, d_q)$.

**Theorem 4:** Assume that $A_N^{(1)}, \ldots, A_N^{(p)}$ are $N \times N$ diagonal constant real matrices with individual limits in distribution, i.e., $A_N^{(i)}$ converges in distribution for each $1 \leq i \leq p$. If $U_N^{(1)}, \ldots, U_N^{(p)}$ are independent $N \times N$ Haar unitary random matrices and $W_N^{(1)}, \ldots, W_N^{(q)}$ are $N \times N$ Gaussian matrices independent among themselves and independent from $U_N^{(1)}, \ldots, U_N^{(p)}$, then there exists a non-commutative probability space $(\mathcal{A}, \varphi)$ and non-commutative random variables $a_1, \ldots, a_p, c_1, \ldots, c_q \in \mathcal{A}$ such that

a) $a_1, \ldots, a_p$ are free selfadjoint random variables,

b) $a_1, \ldots, a_p$ are free circular random variables,

c) $a_i$ and $c_j$ are free for all $1 \leq i \leq p$ and $1 \leq j \leq q$,

d) the family

$$(U_N^{(1)} A_N^{(1)} U_N^{(1)*}, \ldots, U_N^{(p)} A_N^{(p)} U_N^{(p)*}, W_N^{(1)}, \ldots, W_N^{(q)})$$

converges in $*$-distribution to $(a_1, \ldots, a_p, c_1, \ldots, c_q)$.

Given $a \in \mathcal{A}$, its Cauchy transform $G_a : \mathbb{C}^+ \to \mathbb{C}^-$ is defined by $G_a(z) = \varphi((z-a)^{-1})$ for $z \in \mathbb{C}^+$. Denote by $M_n(A)$ the set of matrices $M \in \mathbb{M}_n(\mathbb{C})$ such that $M = M^*$

$$
\frac{M - M^*}{2i} > 0.
$$

The $\mathbb{M}_n(\mathbb{C})$-valued Cauchy transform $G_X$ of a self-adjoint operator-valued random variable $X$ in $\mathcal{M}_n(A)$ is given, for $B \in \mathbb{M}_n(\mathbb{C})^+$, by

$$
G_X(B) := \langle 1_{\mathbb{M}_n(\mathbb{C})} \otimes \varphi \rangle \left((B - X)^{-1}\right).
$$

If the spectral distribution of $a = a^* \in A$ has a density at $x \in \mathbb{R}$, then the Stieltjes inversion formula states that

$$
\frac{d}{dx} F^a(x) = - \frac{1}{\pi} \lim_{\varepsilon \to 0^+} \Im(G_a(x+i\varepsilon)),
$$

where $\Im$ means taking the imaginary part. Similarly, for a self-adjoint operator-valued random variable $X$ in $\mathcal{M}_n(A)$,

$$
\frac{d}{dx} F_X(x) = - \frac{1}{\pi} \lim_{\varepsilon \to 0^+} \Im(\text{tr}(G_X((x+i\varepsilon)1_n))),
$$

whenever $F_X$ has a density at $x \in \mathbb{R}$.
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