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ABSTRACT
The electronically nematic order has emerged as a key feature of cuprate superconductors, however, its correlation with the fundamental properties such as the electromagnetic response remains unclear. Here the nematic-order state strength dependence of the electromagnetic response in cuprate superconductors is investigated within the framework of the kinetic-energy-driven superconductivity. It is shown that a significant anisotropy of the electromagnetic response is caused by the electronic nematicity. In particular, in addition to the pure d-wave component of the superconducting gap, the pure s-wave component of the superconducting gap is generated by the electronic nematicity, therefore there is a coexistence and competition of the d-wave component and the s-wave component. This coexistence and competition leads to that the maximal condensation energy appears at around the optimal strength of the electronic nematicity, and then decreases in both the weak and strong strength regions, which in turn induces the enhancement of superconductivity, and gives rise to the dome-like shape of the nematic-order state strength dependence of the superfluid density.
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1. Introduction
The parent compound of cuprate superconductors is identified as a Mott insulator [1–3], in which the lack of conduction arises from anomalously strong electron correlation. Superconductivity then is obtained by adding charge carriers to this insulating parent compound [1] with the superconducting (SC) transition temperature \( T_c \) that takes a dome-like shape with the underdoped and overdoped regimes on each side of the optimal doping, where \( T_c \) reaches its maximum [4]. This marked transformation of the electronic states thus reflects a basic fact that the same electron correlation that leads to the Mott insulating state also generates superconductivity [3]. The key structural element of all cuprate superconductors...
is the set of the square-lattice copper-oxide (ab) plane [2], and then the strongly correlated motion of the electrons confined to the copper-oxide planes has been confirmed experimentally by the incoherent charge-transport along the interplane direction [5,6]. This is why the SC mechanism of superconductivity and processes responsible for the exotic features can be found in the physics of this plane. After intensive investigations over more than three decades, it has become clear that cuprate superconductors are among the most complicated systems studied in condensed matter physics. The complications arise mainly from that apart from the emergence of superconductivity, the strongly correlated motion of the electrons in the copper-oxide plane also induces a variety of spontaneous symmetry-breaking orders [7–13], and then a characteristic feature in the complicated phase diagram of cuprate superconductors is the coexistence and intertwinment of these spontaneous symmetry-breaking orders with superconductivity. In this case, it is widely believed that the understanding of the nature of the coexistence and intertwinment of spontaneous symmetry-breaking orders with superconductivity in cuprate superconductors is thought to be key to understanding the high-$T_c$ phenomenon in general.

Among these spontaneous symmetry-breaking orders, the ordered state which most evidently displays the signature for the rotation-symmetry breaking of the square lattice underlying the copper-oxide plane is the nematic-order state [9–13]. By virtue of systematic studies using various measurement techniques, the detailed information on the nematic-order state has been available now [9–13], where an agreement has emerged that the electronic nematicity induces the anisotropic features in both the normal- and SC-states. In particular, the experimental data detected from angle-resolved photoemission spectroscopy (ARPES) [14], scanning tunnelling microscopy (STM) [15–18], and electronic Raman scattering [19] indicate that the electronic structure is inequivalent between the $k_x$ and $k_y$ directions in momentum space. The magnetic torque measurements [20–24] show the anisotropic spin excitation spectrum, while the resistivity anisotropy has been observed in transport experiments [25, 26]. On the other hand, the elastoresistance measurements of the susceptibility shows an anomaly at around the pseudogap crossover temperature [27], evidencing the existence of a nematic phase transition and its quantum critical point. However, this nematic quantum critical point is shifted from the optimal composition, indicating a link to superconductivity as well as the exotic transport behaviour in the strange-metal phase of cuprate superconductors [25, 26]. Moreover, the evolution of the characteristic energy of the nematic-order state with doping has been studied experimentally in the entire SC phase [18], where measured on the samples whose doping spans the pseudogap regime, this characteristic energy and pseudogap energy are, within the experimental error, identical. These experimental observations thus show that the electronically nematic order emerged as a key features of cuprate superconductors has high impacts on various properties, while such an aspect should be also reflected in the electromagnetic response.
The electromagnetic response yields essential information, both on the condensate as well as on the quasiparticle excitations [28–32]. This follows a basic fact that superconductivity is characterised by the exactly zero electrical resistance and expulsion of magnetic fields occurring in superconductors when cooled below $T_c$. The later remarkable phenomenon is so-called Meissner effect [28], i.e. a superconductor is placed in an external magnetic field $B$, when this external magnetic field $B$ is smaller than the upper critical field $B_c$, the external magnetic field $B$ penetrates only to a penetration-depth $\lambda$ (few hundred nm for cuprate superconductors at zero temperature) and is excluded from the main body of the system. This magnetic-field penetration-depth is a fundamental parameter of superconductors, and provides a direct measurement of the superfluid density $\rho_s$ ($\rho_s = \lambda^{-2}$) [28–32]. The superfluid density is proportional to the squared amplitude of the macroscopic wave function, and therefore describes the SC quasiparticles [28]. On the other hand, the layered crystal structure gives rise to a strong structure anisotropy of cuprate superconductors, and then both the in-plane and inter-plane electromagnetic responses have been observed experimentally. The former one is characterised by the ab-plane magnetic-field penetration-depth (then the ab-plane superfluid density), whereas the latter one is related to the magnetic-field-penetration (then the superfluid density) in the c-axis direction [33, 34]. In this paper we concentrate on the in-plane electromagnetic response only and do not consider c-axis properties, which can be discussed, e.g. by taking into account hopping between adjacent copper-oxide planes within the tunnelling Hamiltonian approach. In the early experimental observations, the main features of the in-plane electromagnetic response in cuprate superconductors have been identified for all the temperature $T \leq T_c$ throughout the SC dome, and can be summarised as: (i) the magnetic-field screening is observed to follow an exponential field decay [35–37], in support of a local (London-type) nature of the electrodynamic response [28]; (ii) the magnetic-field penetration-depth is found to be a generally linear temperature dependence at low temperatures, however, close to the extremely low temperatures, this dependence becomes nonlinear [38–45]; (iii) the superfluid density $\rho_s$ exhibits a dome-like shape of the doping dependence [46–48], which in turn gives rise to the dome-like shape of the doping dependence of $T_c$. Later, the particularly large in-plane anisotropy of the magnetic-field penetration-depth (then the superfluid density) in YBa$_2$Cu$_3$O$_{6+x}$ has been observed experimentally [49–53]. YBa$_2$Cu$_3$O$_{6+x}$ has an orthorhombic crystal structure associated with the presence of the copper-oxide chain. This copper-oxide chain is a unique feature of YBa$_2$Cu$_3$O$_{6+x}$ which distinguishes it from other cuprate superconductors. In this case, it has been argued that any small and weak temperature dependence of the anisotropy seen in high temperature can be identical as the direct consequence of the orthorhombic crystal structure, while any large magnitude, strongly temperature-dependent enhancement of the anisotropy that occurs below a
well-defined crossover (transition) temperature can be plausibly connected with the onset of the electronically nematic order [12]. Although the effect from the orthorhombic crystal structure on the anisotropy of the electromagnetic response in YBa$_2$Cu$_3$O$_{6+x}$ is still not fully understood on the microscopic level, it is possible that the intrinsic aspects of the electromagnetic response in YBa$_2$Cu$_3$O$_{6+x}$ with coexisting electronic nematicity are masked by the orthorhombic crystal structure. On the other hand, although the experimental data of the anisotropy of the superfluid density response for La$_{2-x}$Sr$_x$CuO$_4$ are still lacking to date, the anisotropy of the electronic structure in La$_{2-x}$Sr$_x$CuO$_4$ has been observed experimentally [54, 55]. In particular, the in-plane anisotropy of the superfluid density response has been detected experimentally in Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ with the mild enhancement of the magnitude of the $\hat{a}$-axis magnetic-field penetration-depth [56]. As in the case of the crystal structure for La$_{2-x}$Sr$_x$CuO$_4$, this family of cuprate superconductors contains no copper-oxide chains, and is nearly isotropic in the square-lattice copper-oxide plane. In this case, one is therefore expect that the experiments in magnetic field reflect the intrinsic aspects of the square-lattice copper-oxide plane response [9]. However, the experimental data of the nematic-order state strength dependence of the electromagnetic response in cuprate superconductors are still lacking to date, i.e. it is still unclear how the intrinsic features of the electromagnetic response evolves with the strength of the electronic nematicity. Furthermore, to the best of our knowledge, the intrinsic features of the electromagnetic response of cuprate superconductors with coexisting electronic nematicity have also not been discussed starting from a SC theory so far. In this case, the crucial issue is to understand the exotic properties of the electromagnetic response in cuprate superconductors with coexisting electronic nematicity even from a theoretical analysis.

In despite of the experimental developments [49–56], the role of the nematic order, such as whether it favor or compete with superconductivity and how it relates to the spontaneous translation symmetry breaking of the electromagnetic response, still remains controversial. Some numerical analyses show that the nematic order competes possibly with the electron pairing [57–60]. On the other hand, the interesting theoretical idea of the nematic-order-driven superconductivity has been put forward, where the fluctuations associated with the electronically nematic order can enhance superconductivity [61–67]. In our recent works [68, 69], the electronic structure of cuprate superconductors with coexisting electronic nematicity has been investigated based on the kinetic-energy-driven superconductivity, where we have shown that superconductivity is enhanced by the electronic nematicity. In particular, we [69] have also shown that the characteristic energy of the nematic-order state as a function of the nematic-order state strength presents a similar behaviour of $T_c$, which therefore suggests a possible connection between the characteristic energy of the nematic-order state and the enhancement of the
superconductivity. In this paper, we study the nematic-order state strength dependence of the in-plane electromagnetic response in cuprate superconductors along with this line. Our results indicate that the electromagnetic response of cuprate superconductors with coexisting electronic nematicity is inequivalent along with the $\hat{a}$- and $\hat{b}$-axes. In particular, we show that in addition to the pure d-wave component of the SC gap, the pure s-wave component of the SC gap is generated by the electronic nematicity, therefore there is a coexistence and competition between the pure d-wave and s-wave components. Moreover, this coexistence and competition leads to the SC condensation energy that first increases with the strength of the electronic nematicity in the weak strength region, then reaches a maximum value at around the optimal strength of the electronic nematicity, but is suppressed with further increase of the strength in the strong strength region of the electronic nematicity. This dome-like shape of the nematic-order state strength dependence of the SC condensation energy therefore in turn induces the enhancement of superconductivity, and gives rise to the dome-like shape of the nematic-order state strength dependence of the superfluid density.

The organisation of the paper is as follows. In Section 2, the response kernel with broken rotation symmetry is derived based on the linear response approach for a purely transverse vector potential, and then this response kernel is employed to discuss the rotation symmetry-breaking of the Meissner effect of cuprate superconductors with coexisting electronic nematicity in the long wavelength limit in Section 3, where the local magnetic-field profiles along the $\hat{a}$- and $\hat{b}$-axes are derived based on the specular reflection model, and results show that the distance dependence of the local magnetic-field profile follows an exponential law as was expected for the local electrodynamic response. Finally, a summary is given in Section 4. In the Appendix, we presents the derivation of the electron propagator by taking into account the vertex correction.

2. Formalism of electromagnetic response with broken rotation symmetry

2.1. Model and propagator

As we have mentioned in Section 1, in what concerns the electronic properties of cuprate superconductors, it is widely accepted that the motion of the electrons which play the crucial role for superconductivity are restricted to the square-lattice copper-oxide plane [5, 6]. Soon after the discovery of superconductivity in cuprate superconductors, it has been proposed that the essential physics of the doped copper-oxide plane can be captured by the $t$-$J$ model on a square-lattice [3]. However, for discussions of the electromagnetic response of cuprate superconductors with coexisting electronic nematicity, the coupling
between an external magnetic-field and the electrons can be treated via the Peierls construction, in which the electron creation and annihilation operators develop a phase factor, and then the resulting $t$-$J$ model is obtained as \[ H = -\sum_{l\eta\sigma} t_\eta e^{-i(e/h)A(l)\cdot \hat{\eta}} C_{l\alpha}^{\dagger} C_{l+\hat{\eta},\alpha} + \sum_{l\eta'\sigma} t'_{\eta'} e^{-i(e/h)A(l)\cdot \hat{\eta'}} C_{l\alpha}^{\dagger} C_{l+\hat{\eta'},\alpha} + \mu \sum_{l\sigma} C_{l\alpha}^{\dagger} C_{l\alpha} + \sum_{l\eta} J_\eta S_l \cdot S_{l+\hat{\eta}}, \] (1)

where $t_\eta$ and $J_\eta$ are the hoping amplitude and exchange coupling, respectively, for the nearest neighbours $\hat{\eta}$, $t'_{\eta'}$ is the hoping amplitude for the next nearest neighbours $\hat{\eta'}$, $C_{l\sigma}^{\dagger}$ ($C_{l\sigma}$) creates (annihilates) an electron at site $l$ with spin $\sigma$, $S_l$ is the spin operator with its components $S^x_l$, $S^y_l$, and $S^z_l$, and $\mu$ is the chemical potential. Following the previous analyses of the exotic features of cuprate superconductors with coexisting electronic nematicity [57–69], the next nearest-neighbour (NN) hoping amplitude in the $t$-$J$ model (1) is chosen as $t' = t'$, while the NN hoping amplitude $t_\eta$ can be chosen as

\[ t_x = (1 - \varsigma)t, \quad t_y = (1 + \varsigma)t. \] (2)

This NN hoping amplitude in Equation (2) is strongly anisotropic along the $\hat{a}$ and $\hat{b}$ axes, and can give a consistent description of the ARPES spectrum in the nematic-order state within the standard tight-binding model [14]. Concomitantly, this anisotropic NN hoping amplitude in Equation (2) induces the anisotropic NN exchange coupling $J_x = (1 - \varsigma)^2 J$ and $J_y = (1 + \varsigma)^2 J$ in the $t$-$J$ model (1). Moreover, this anisotropic parameter $\varsigma$ in Equation (2) depicts the orthorhombicity of the electronic structure, and this is why it has been identified as the strength of the electronic nematicity in the system [14]. On the other hand, this anisotropic parameter $\varsigma$ can be also thought to be a variational parameter, and then in a given doping concentration, this anisotropic parameter $\varsigma$ can be determined self-consistently by minimising the energy as the discussions based on the variational Monte Carlo approach [58]. In this paper, this anisotropic parameter $\varsigma$ in the SC-state is determined self-consistently by maximising the SC condensation energy (then lowering the total energy) as shown in Figure 4. Although the nematic-order state strength dependence of the electromagnetic response is discussed, the calculated results of the magnetic-field penetration-depths along the $\hat{a}$- and $\hat{b}$-axes in Section 3 only for the optimal strength of the electronic nematicity, where the lowest total energy is achieved, are used to compare with the corresponding experimental data [53, 56]. The anisotropic NN hoping amplitudes in Equation (2) also indicate that the rotation symmetry is broken already in the starting $t$-$J$ model (1). Throughout this paper, we choose the parameters $t/J = 3$ and $t'/t = 1/3$ as in our previous discussions [68, 69]. However, when necessary to compare with the experimental data, we take $J = 100$ meV.
The strong electron correlation in the $t$-$J$ model (1) manifests itself by the restriction of the motion of the electrons in a Hilbert subspace without a double electron occupancy [71–75], i.e. $\sum_\sigma C_{l\sigma}^\dagger C_{l\sigma} \leq 1$, which can be treated properly in analytical calculations in terms of the fermion-spin transformation [76–78], in which the constrained electron operators $C_{l\uparrow}$ and $C_{l\downarrow}$ are replaced by,

$$C_{l\uparrow} = h_{l\uparrow}^\dagger S_{l\uparrow}, \quad C_{l\downarrow} = h_{l\downarrow}^\dagger S_{l\downarrow},$$

(3)

respectively, where the spinful fermion operator $h_{l\sigma} = e^{-i\Phi_{l\sigma}} h_l$ keeps track of the charge degree of freedom of the constrained electron together with some effects of spin configuration rearrangements due to the presence of the doped hole itself (charge carrier), while the spin operator $S_l$ keeps track of the spin degree of freedom of the constrained electron. The main advantage of this fermion-spin approach (3) is that the on-site local constraint of no double electron occupancy is satisfied in actual calculations.

Superconductivity in cuprate superconductors arises from the binding of electrons into electron pairs, thereby forming a superfluid with a SC gap in the single-particle excitation spectrum. Although it is believed that the electron pairing is due to the coupling of the electrons to particular bosonic excitations, the nature of these bosonic excitations remains controversial, where two main proposals are disputing the explanations of the bosonic glue to hold the electron pairs together. In one of the proposals, the electron pairing is associated to the phonon [79–83], while in the other, the electron pairing is related to the spin excitation [84–90]. In the case of zero magnetic-field, the kinetic-energy-driven SC mechanism has been developed [78, 86–90] based on the $t$-$J$ model (1) in the fermion-spin representation (3), where the charge carriers are held together in the d-wave pairs at low temperatures by the attractive interaction that originates directly from the kinetic energy of the $t$-$J$ model by the exchange of a strongly dispersive spin excitation, then the d-wave electron pairs originated from the d-wave charge-carrier pairs are due to the charge-spin recombination, and these d-wave electron pairs condense to the SC-state with the d-wave symmetry. The characteristic features of the kinetic-energy-driven SC mechanism can be also summarised as: (i) the mechanism is purely electronic without phonons; (ii) the mechanism indicates that the strong electron correlation favors superconductivity, since the main ingredient is identified into an electron pairing mechanism not involving the phonon, the external degree of freedom, but the internal spin degree of freedom of the constrained electron; (iii) the SC-state is controlled by both the SC gap and quasiparticle coherence, leading to that the maximal $T_c$ occurs around the optimal doping, and then decreases in both the underdoped and the overdoped regimes. Very recently, the framework of this kinetic-energy-driven superconductivity has been generalised to discuss the intertwinement of superconductivity with the electronic nematicity [68, 69], where the breaking of the rotation symmetry due to the
presence of the electronic nematicity is verified by the inequivalence on the average of the electronic structure at the two Bragg scattering sites. However, in the above discussions [68, 69], the vertex correction for the electron self-energy has been ignored. In the following discussions, we study the exotic features of the electromagnetic response of cuprate superconductors with coexisting electronic nematicity by taking into account the vertex correction for the electron self-energy. Following these recent discussions at zero magnetic-field [68, 69], the vertex corrected electron propagator of the $t$-$J$ model (1) in the SC-state with coexisting nematic order can be obtained explicitly in the Nambu representation as [see Appendix 1],

$$
\mathcal{G}_s(k, \omega) = Z_F^{(s)} \frac{\omega \tau_0 + \bar{\varepsilon}_k^{(s)} \tau_3 - \bar{\Delta}_Z^{(s)}(k) \tau_1}{\omega^2 - E_k^{(s)2}}
$$  \tag{4}

where $\tau_0$ is a unit matrix, $\tau_1$ and $\tau_3$ are Pauli matrices, $E_k^{(s)} = \sqrt{\bar{\varepsilon}_k^{(s)2} + |\bar{\Delta}_Z^{(s)}(k)|^2}$ is the SC quasiparticle energy spectrum, $\bar{\varepsilon}_k^{(s)} = Z_F^{(s)} \varepsilon_k^{(s)}$ is the renormalised electron orthorhombic energy dispersion, $\bar{\Delta}_Z^{(s)}(k) = Z_F^{(s)} \bar{\Delta}^{(s)}(k)$ is the renormalised SC gap, $\varepsilon_k^{(s)}$ is the orthorhombic energy dispersion in the tight-binding approximation, and has been obtained directly from the $t$-$J$ model (1) as [68, 69],

$$
\varepsilon_k^{(s)} = -4t[(1 - s)\gamma_{k_x} + (1 + s)\gamma_{k_y}] + 4t' \gamma_k' + \mu,
$$  \tag{5}

with $\gamma_{k_x} = \cos k_x/2$, $\gamma_{k_y} = \cos k_y/2$, $\gamma_k' = \cos k_x \cos k_y$, and $\bar{\Delta}^{(s)}(k)$ is the SC gap, and can be expressed as,

$$
\bar{\Delta}^{(s)}(k) = \bar{\Delta}_x^{(s)} \gamma_{k_x} - \bar{\Delta}_y^{(s)} \gamma_{k_y},
$$  \tag{6}

while the quasiparticle coherent weight $Z_F^{(s)}$ and the components of the SC gap parameter $\bar{\Delta}_x^{(s)}$ and $\bar{\Delta}_y^{(s)}$ are given in Appendix 1.

In particular, the SC gap in Equation (6) can be also rewritten explicitly as,

$$
\bar{\Delta}^{(s)}(k) = \bar{\Delta}_d^{(s)} \gamma_{k_x}^{(d)} + \bar{\Delta}_s^{(s)} \gamma_{k_x}^{(s)},
$$  \tag{7}

where $\gamma_{k_x}^{(d)} = (\cos k_x - \cos k_y)/2$, $\gamma_{k_x}^{(s)} = (\cos k_x + \cos k_y)/2$, and $\bar{\Delta}_d^{(s)} = (\bar{\Delta}_x^{(s)} + \bar{\Delta}_y^{(s)})/2$ and $\bar{\Delta}_s^{(s)} = (\bar{\Delta}_x^{(s)} - \bar{\Delta}_y^{(s)})/2$ are the d-wave and s-wave components of the SC gap parameter, respectively. The above result in Equation (7) therefore show that the symmetry of the SC-state with coexisting nematic order is modified from the pure d-wave electron pairing to the d+s wave [58]. In other words, unlike the electronic structure with the four-fold rotation symmetry, the electronic structure with the two-fold rotation symmetry can not have a pure d-wave SC gap. Moreover, it should be noted that the d-wave component of the SC gap parameter $\bar{\Delta}_d^{(s)}$ is also
equal to the maximal SC gap parameter at \([0, \pi]\) point of the Brillouin zone (then at around the antinodal regime). Moreover, it should be emphasised that although the result in Equation (4) is the basic Bardeen-Cooper-Schrieffer formalism \([91, 92]\), the electron pairing mechanism is driven by the kinetic energy by the exchange of a strongly dispersive spin excitation \([78, 86–90]\). In particular, based on this result in Equation (4), the evolutions of \(T_c\) with the doping concentration and nematic-order state strength have been investigated in terms of the self-consistent calculations at the condition of the SC gap \(\overline{\Delta}^{(s)} = 0\), where the main results can be summarised as: (i) in the case of the absence of the nematic order, \(T_c\) obtained in our previous works in Refs. \([88–90]\) has a dome-like shape doping dependence with the maximum \(T_c\) that occurs at around the optimal doping \(\delta \sim 0.15\), in good agreement with the corresponding experimental results observed on cuprate superconductors \([4]\); (ii) for an any given doping, \(T_c\) obtained in our recent works in Refs. \([68, 69]\) increases with the increase of the strength of the electronic nematicity in the weak strength region, and reaches a maximum in the optimal strength, then decreases with the increase of the strength of the electronic nematicity in the strong strength region. This dome-like shape nematic-order state strength dependence of \(T_c\) thus indicates that the electronic nematicity enhances superconductivity \([68, 69]\). In particular, it should be emphasised that these results of the doping dependence of \(T_c\) obtained in our previous works in Refs. \([88–90]\) and nematic-order state strength dependence of \(T_c\) obtained in our recent works in Refs. \([68, 69]\) are evaluated by the self-consistent calculation without using any adjustable parameters, and in this sense, our calculations for the doping and nematic-order state strength dependence of \(T_c\) are controllable.

### 2.2. Rotation symmetry-breaking of response kernel

The weak external magnetic-field applied to the system usually represents a weak perturbation, however, the induced field generated by supercurrents can cancel this weak external magnetic-field over most of the volume of the sample. Concomitantly, the net field acts only very near the surface on a scale of the magnetic-field penetration depth and so it can be treated as a weak perturbation on the system as a whole. In this case, the electromagnetic response can be successfully studied based on the linear response approach \([93–96]\), where the electron current density \(J^{(s)}(\mathbf{q}, \omega)\) of the induced microscopic screening current and the vector potential \(A\) satisfies the general relation,

\[
J^{(s)}_\mu(q, \omega) = -\sum_{\nu=1}^{3} K_{\mu\nu}(s, q, \omega)A_\nu(q, \omega),
\]
with the Greek indices that label the axes of the Cartesian coordinate system, while $K_{\mu \nu}(s, q, \omega)$ is a nonlocal response kernel. The way the system reacts to a weak electromagnetic stimulus is entirely described by this response kernel. Once this response kernel is known, the effect of a weak external magnetic field can be quantitatively characterised by experimentally measurable quantities. This response kernel (8) can be broken up into its diamagnetic and paramagnetic parts as,

$$K_{\mu \nu}(s, q, \omega) = K_{\mu \nu}^{(d)}(s, q, \omega) + K_{\mu \nu}^{(p)}(s, q, \omega).$$

In the general relation between the electron current density $J^{(s)}$ and the vector potential $A$ in Equation (8), the vector potential $A$ is coupled to the electrons, which are now represented by the electron operators in the fermion-spin transformation (3). For the evaluation of the electron current density, it is needed to obtain the electron polarisation operator, which is defined as a summation over all the particles and their positions, and can be calculated straightforwardly in terms of the fermion-spin transformation (3) as,

$$P = -e \sum_{l \sigma} R_l C_{l\sigma}^\dagger C_{l\sigma} = e \sum_{l} R_l h_l^\dagger h_l,$$

then the electron current density is obtained by the calculation of the time-derivative of this electron polarisation operator (10) as [70],

$$J_{s} = \frac{\partial P}{\partial t} = \frac{i}{\hbar} [H, P]$$

$$= \frac{ie}{\hbar} \sum_{l_l \sigma} t_{l_l} \hat{\eta} e^{-i \hat{\eta} A(l_l) \cdot \hat{\eta}^*} C_{l_l \sigma}^\dagger C_{l_l + \hat{\eta} \sigma} + \frac{ie}{\hbar} \sum_{l_l \sigma} t_{l_l} \hat{\eta} e^{-i \hat{\eta} A(l_l) \cdot \hat{\eta}^*} C_{l_l \sigma}^\dagger C_{l_l + \hat{\eta} \sigma}.$$ 

In corresponding to the diamagnetic and paramagnetic parts of the response kernel in Equation (9), we can express this electron current density in Equation (11) as $J_{s} = J_{s}^{(d)} + J_{s}^{(p)}$, while the diamagnetic and paramagnetic parts $J_{s}^{(d)}$ and $J_{s}^{(p)}$ are obtained in the linear response theory as [70],

$$J_{s}^{(d)} = \frac{e^2}{\hbar} \sum_{l_l \sigma} t_{l_l} \hat{\eta} A(l_l) \cdot \hat{\eta} C_{l_l \sigma}^\dagger C_{l_l + \hat{\eta} \sigma} = \frac{e^2}{\hbar} \sum_{l_l \sigma} t'_{l_l} \hat{\eta} A(l_l) \cdot \hat{\eta}' C_{l_l \sigma}^\dagger C_{l_l + \hat{\eta}' \sigma},$$

$$J_{s}^{(p)} = \frac{ie}{\hbar} \sum_{l_l \sigma} t_{l_l} \hat{\eta} C_{l_l \sigma}^\dagger C_{l_l + \hat{\eta} \sigma} = \frac{ie}{\hbar} \sum_{l_l \sigma} t'_{l_l} \hat{\eta}' C_{l_l \sigma}^\dagger C_{l_l + \hat{\eta}' \sigma},$$

respectively. The above result in Equation (12a) shows that the diamagnetic current is directly proportional to the vector potential. In this case, it is thus straightforward to obtain the diamagnetic part of the response
kernel as,

\[ K_{\hat{x}\hat{x}}^{(d)}(s, q, \omega) = \frac{4e^2}{\hbar^2} \left[ \phi_{c1\hat{x}}(1 - s)t - 2\phi_{c2}t' \right] = \frac{1}{\mu_0 \lambda_{La}(s, T)}, \quad (13a) \]

\[ K_{\hat{y}\hat{y}}^{(d)}(s, q, \omega) = \frac{4e^2}{\hbar^2} \left[ \phi_{c1\hat{y}}(1 + s)t - 2\phi_{c2}t' \right] = \frac{1}{\mu_0 \lambda_{Lb}(s, T)}, \quad (13b) \]

\[ K_{\hat{x}\hat{y}}^{(d)}(s, q, \omega) = K_{\hat{y}\hat{x}}^{(d)}(s, q, \omega) = 0, \quad (13c) \]

where \( \mu_0 \) is the magnetic permeability, and \( \lambda_{La}(s, T) \) and \( \lambda_{Lb}(s, T) \) are the London penetration depths along the \( \hat{a} \)- and \( \hat{b} \)-axes, respectively, while the electron particle-hole parameters \( \phi_{c1\hat{x}} = \langle C_{l\sigma}^\dagger C_{l+\hat{x}\sigma} \rangle, \phi_{c1\hat{y}} = \langle C_{l\sigma}^\dagger C_{l+\hat{y}\sigma} \rangle, \) and \( \phi_{c2} = \langle C_{l\sigma}^\dagger C_{l+\hat{\eta}\sigma} \rangle \) are evaluated directly from the electron diagonal propagator (4) as,

\[ \phi_{c1\hat{x}} = \frac{1}{2N} \sum_k \gamma_k Z_F^{(s)} \left( 1 - \frac{\bar{c}_k^{(s)}}{E_k^{(s)}} \tanh \left[ \frac{1}{2} \beta E_k^{(s)} \right] \right), \quad (14a) \]

\[ \phi_{c1\hat{y}} = \frac{1}{2N} \sum_k \gamma_k Z_F^{(s)} \left( 1 - \frac{\bar{c}_k^{(s)}}{E_k^{(s)}} \tanh \left[ \frac{1}{2} \beta E_k^{(s)} \right] \right), \quad (14b) \]

\[ \phi_{c2} = \frac{1}{2N} \sum_k \gamma_k Z_F^{(s)} \left( 1 - \frac{\bar{c}_k^{(s)}}{E_k^{(s)}} \tanh \left[ \frac{1}{2} \beta E_k^{(s)} \right] \right), \quad (14c) \]

with the number of sites on a square lattice \( N \).

However, the derivation of the paramagnetic part of the response kernel is rather complicated, since it can be obtained as \( K_{\mu\nu}^{(p)}(s, q, \omega) = p_{\mu\nu}^{(s)}(q, \omega) \), with electron current-current correlation function [93–96],

\[ p_{\mu\nu}^{(s)}(q, \tau) = -\langle T_{\tau/\mu} f_{\nu}^{(s)}(s, q, \tau) f_{\nu}^{(p)}(s, -q, 0) \rangle. \quad (15) \]

If the gauge invariant is kept in the theory, it is crucial to derive properly the above electron correlation function (15) in a way maintaining local charge conservation [28, 93–96]. In the following calculations, we work with a fixed gauge of the vector potential as in the previous discussions [70]. For a convenience in the calculation of the above electron current-current correlation function (15), the electron operators can be rewritten in the Nambu representation as \( \Psi_k = (C_k^\dagger, C_{-k}) \) and \( \Psi_{k+q} = (C_{k+q}^\dagger, C_{-k-q})^T \). In this case, the electron density is summed over the position of all electrons, and then its Fourier transform in the Nambu notation can be expressed as \( \rho(q) = (e/N) \sum_k \Psi_k^\dagger \tau_3 \Psi_{k+q} \). According to this expression of the electron density and the paramagnetic part of the electron current density in Equation (12b), we now can express the
paramagnetic four-current density in the Nambu representation as,

\[
J_{\mu}^{(p)}(s, \mathbf{q}) = \frac{1}{N} \sum_{k} \psi_{k}^\dagger \gamma_{\mu}^{(s)}(k, \mathbf{q}) \psi_{k+\mathbf{q}},
\]

with the bare current vertex,

\[
\gamma_{\mu}^{(s)}(k, \mathbf{q}) = \begin{cases} 
-\frac{2e}{h} e^{i\mu_{\mu}} \{ \sin(k_{\mu} + \frac{1}{2} q_{\mu}) \{ t_{\mu} - 2t' \sum_{v \neq \mu} \cos(\frac{1}{2} q_{v}) \cos(k_{v} + \frac{1}{2} q_{v}) \} 
+ i(2t') \cos(k_{\mu} + \frac{1}{2} q_{\mu}) \sum_{v \neq \mu} \sin(\frac{1}{2} q_{v}) \sin(k_{v} + \frac{1}{2} q_{v}) \} \tau_{0}, & \text{for } \mu \neq 0 \\
- \frac{e}{2} \tau_{3}, & \text{for } \mu = 0
\end{cases}
\]

It should be emphasised that we are calculating the electron current-current correlation function (15) with the paramagnetic current density operator (16), i.e. bare current vertex (17), but the electron propagator (4). Concomitantly, we do not take into account longitudinal excitations properly in this scenario [28], and the obtained results are valid only in the gauge, where the vector potential is purely transverse, e.g. in the Coulomb gauge. In this case, the electron current-current correlation function (15) in the Nambu representation can be expressed in terms of the electron propagator (4) as,

\[
P_{\mu \nu}(q, iq_{m}) = \frac{1}{N} \sum_{k} \gamma_{\mu}^{(s)}(k, \mathbf{q}) \gamma_{\nu}^{(s)*}(k, \mathbf{q}) \frac{1}{\beta} \sum_{i\omega_{n}} \text{Tr} \left[ \mathbb{G}_{\nu}(k + \mathbf{q}, i\omega_{n} + iq_{m}) \mathbb{G}_{\nu}(k, i\omega_{n}) \right],
\]

where \(\omega_{n}\) and \(q_{m}\) are the fermionic and bosonic Matsubara frequencies, respectively. Substituting the electron propagator (4) into the above Equation (18), and performing the summation over fermionic Matsubara frequencies, the paramagnetic part of the response kernel \(K_{\mu \nu}^{(p)}(s, \mathbf{q}, \omega)\) in the static limit (\(\omega \sim 0\)) can be derived as,

\[
K_{xx}^{(p)}(s, \mathbf{q}, 0) = \frac{1}{N} \sum_{k} \gamma_{x}^{(s)}(k, \mathbf{q}) \gamma_{x}^{(s)*}(k, \mathbf{q}) \left[ I_{c1}^{(s)}(k, \mathbf{q}) + I_{c2}^{(s)}(k, \mathbf{q}) \right],
\]

\[
K_{yy}^{(p)}(s, \mathbf{q}, 0) = \frac{1}{N} \sum_{k} \gamma_{y}^{(s)}(k, \mathbf{q}) \gamma_{y}^{(s)*}(k, \mathbf{q}) \left[ I_{c1}^{(s)}(k, \mathbf{q}) + I_{c2}^{(s)}(k, \mathbf{q}) \right],
\]

\[
K_{xy}^{(p)}(s, \mathbf{q}, 0) = K_{yx}^{(p)}(s, \mathbf{q}, 0) = 0,
\]
where the key functions $L_{c1}^{(s)}(k, q)$ and $L_{c2}^{(s)}(k, q)$ are given by,

$$L_{c1}^{(s)}(k, q) = Z_F^{(s)^2} \left[ 1 + \frac{\epsilon_{k+q}^{(s)} - \epsilon_k^{(s)}}{E_k^{(s)}} \right] \times \frac{n_F(E_k^{(s)}) - n_F(E_{k+q}^{(s)})}{E_k^{(s)} - E_{k+q}^{(s)}}, \quad (20a)$$

$$L_{c2}^{(s)}(k, q) = Z_F^{(s)^2} \left[ 1 - \frac{\epsilon_{k+q}^{(s)} - \epsilon_k^{(s)}}{E_k^{(s)}} \right] \times \frac{n_F(E_k^{(s)}) + n_F(E_{k+q}^{(s)}) - 1}{E_k^{(s)} + E_{k+q}^{(s)}}. \quad (20b)$$

Incorporating these results of the paramagnetic part of the response kernel in Equations (19a), (19b), and (19c) with the corresponding results of the diamagnetic part of the response kernel in Equations (13a), (13b), and (13c), the response kernels in the presence of the electronic nematicity along the $\hat{a}$- and $\hat{b}$-axes now are obtained as,

$$K_{xx}(s, q, 0) = \frac{1}{\mu_0 \lambda_{La}^2(s, T)} + K_{x\hat{a}}^{(p)}(s, q, 0), \quad (21a)$$

$$K_{yy}(s, q, 0) = \frac{1}{\mu_0 \lambda_{Lb}^2(s, T)} + K_{y\hat{b}}^{(p)}(s, q, 0), \quad (21b)$$

respectively.

### 3. Quantitative characteristics of rotation symmetry-breaking of electromagnetic response in the long wavelength limit

In this Section, we discuss the electromagnetic response of cuprate superconductors with coexisting electronic nematicity in the long wavelength limit. As in the previous discussions [70], we introduce a characteristic-length scale $a_0 = \sqrt{\hbar^2 a / \mu_0 e^2 J}$ for a convenience in the following discussions, where $a$ is the lattice constant. Using the lattice constant $a \approx 0.383$ nm of YBa$_2$Cu$_3$O$_{7-y}$, this characteristic-length is obtained as $a_0 \approx 97.8$ nm.

#### 3.1. Nematic-order state strength dependence of superfluid density

In the long wavelength limit $|q| \to 0$, the function $L_{c2}^{(s)}(k, q \to 0)$ in Equation (20b) is equal to zero, and then the paramagnetic part of the response
In this case, the Meissner effect can be discussed respectively in three different temperature regions:

(i) The region at the temperature $T = 0$, where a straightforward calculation indicates that the paramagnetic part of the response kernel in Equations (22a) and (22b) is equal to zero in the thermodynamic limit $N \rightarrow \infty$, i.e. $K^{(p)}_{\hat{x}\hat{x}}(s, q \rightarrow 0, 0)|_{T=0} = 0$ and $K^{(p)}_{\hat{y}\hat{y}}(s, q \rightarrow 0, 0)|_{T=0} = 0$, reflecting a fact that as in the case of the absence of the electronic nematicity [70], the zero temperature electromagnetic response of cuprate superconductors with coexisting electronic nematicity in the long wavelength limit is also determined by the diamagnetic part of the response kernel only, i.e. $K^{(d)}_{\hat{x}\hat{x}}(s, q \rightarrow 0, 0)$ and $K^{(d)}_{\hat{y}\hat{y}}(s, q \rightarrow 0, 0)$ in Equations (21a) and (22b) are reduced as,

$$
K^{(p)}_{\hat{x}\hat{x}}(s, q \rightarrow 0, 0)
= 2Z^{(s)}_F \frac{4e^2}{\hbar^2 N} \sum_k \sin^2 k_x [t_x
- 2t' \cos k_y]^2 \lim_{q \rightarrow 0} \frac{n_F(E^{(s)}_k) - n_F(E^{(s)}_{k+q})}{E^{(s)}_k - E^{(s)}_{k+q}}.
$$

(22a)

$$
K^{(p)}_{\hat{y}\hat{y}}(s, q \rightarrow 0, 0)
= 2Z^{(s)}_F \frac{4e^2}{\hbar^2 N} \sum_k \sin^2 k_y [t_y
- 2t' \cos k_x]^2 \lim_{q \rightarrow 0} \frac{n_F(E^{(s)}_k) - n_F(E^{(s)}_{k+q})}{E^{(s)}_k - E^{(s)}_{k+q}}.
$$

(22b)

respectively. In Figure 1, we plot $K^{(d)}_{\hat{x}\hat{x}}(s, q \rightarrow 0, 0)$ (red-line) and $K^{(d)}_{\hat{y}\hat{y}}(s, q \rightarrow 0, 0)$ (blue-line) as a function of the nematic-order state strength at doping $\delta = 0.15$ with temperature $T = 0$. Apparently, the zero-temperature diamagnetic part of the response kernel $K^{(d)}_{\hat{x}\hat{x}}(s, q \rightarrow 0, 0)$ along the $\hat{a}$-axis decreases smoothly with the increase of the strength of the electronic nematicity, while the zero-temperature diamagnetic part of the response kernel $K^{(d)}_{\hat{y}\hat{y}}(s, q \rightarrow 0, 0)$ along the $\hat{b}$-axis rises linearly upon with the increase of the strength of the electronic nematicity. This anisotropic feature therefore indicates that the electromagnetic response is inequivalent along the $\hat{a}$- and $\hat{b}$-axes. (ii) The region at the temperature
$0 < T < T_c$, where the Meissner effect is determined by both the diamagnetic and paramagnetic parts of the response kernel. In Figure 2, we plot (a) $K_{xx}^{(d)}(\mathbf{s}, 0, 0)$ (red-line) and $K_{yy}^{(d)}(\mathbf{s}, 0, 0)$ (blue-line), (b) $K_{xx}^{(p)}(\mathbf{s}, 0, 0)$ (red-line) and $K_{yy}^{(p)}(\mathbf{s}, 0, 0)$ (blue-line) as a function of the nematic-order state strength at $\delta = 0.15$ with $T = 0.025J$, where the typical features can be summarised as: (A) the global feature of the diamagnetic part of the response kernel along the $\hat{a}$-axis (the $\hat{b}$-axis) at a finite temperature is the same as that along the $\hat{a}$-axis (the $\hat{b}$-axis) at zero temperature; (B) although the value of the paramagnetic part of the response kernel along the $\hat{a}$-axis ($\hat{b}$-axis) is negative, it has a dome-like shape nematic-order state strength dependence; (C) as a result of the sum of the 

**Figure 1.** (Colour online) The diamagnetic part of the response kernel along the $\hat{a}$-axis (red-line) and $\hat{b}$-axis (blue-line) as a function of the nematic-order state strength at $\delta = 0.15$ with $T = 0$. $K_{xx}^{(d)}(0, 0)$ is the diamagnetic part of the response kernel in the case of the absence of the electronic nematicity.

**Figure 2.** (Colour online) (a) The diamagnetic part of the response kernel along the $\hat{a}$-axis (red-line) and $\hat{b}$-axis (blue-line), (b) the paramagnetic part of the response kernel along the $\hat{a}$-axis (red-line) and $\hat{b}$-axis (blue-line), and (c) the response kernel along the $\hat{a}$-axis (red-line) and $\hat{b}$-axis (blue-line) as a function of the nematic-order state strength at $\delta = 0.15$ with $T = 0.025J$. $K_{xx}^{(d)}(0, 0)$, $K_{xx}^{(p)}(0, 0)$, and $K_{xx}(0, 0)$ are the diamagnetic and paramagnetic parts of the response kernel, and the response kernel in the case of the absence of the electronic nematicity.
corresponding diamagnetic and paramagnetic parts, the response kernel along the $\hat{a}$-axis (the $\hat{b}$-axis) exhibits a dome-like shape nematic-order state strength dependence. In particular, $K_{\hat{a}\hat{x}}(\mathbf{s}, 0, 0)$ and $K_{\hat{b}\hat{y}}(\mathbf{s}, 0, 0)$ are a increasing function of the nematic-order state strength, the system is thought to be at the lower strength region. The system is at around the critical strength region, where $K_{\hat{a}\hat{x}}(\mathbf{s}, 0, 0)$ and $K_{\hat{b}\hat{y}}(\mathbf{s}, 0, 0)$ reach their maximums at around $\xi \approx 0.021$ and $\xi \approx 0.025$, respectively. However, with the further increase in the strength, $K_{\hat{a}\hat{x}}(\mathbf{s}, 0, 0)$ and $K_{\hat{b}\hat{y}}(\mathbf{s}, 0, 0)$ decrease at the higher strength region. Moreover, in the extremely high strength region, $K_{\hat{a}\hat{x}}(\mathbf{s}, 0, 0)$ and $K_{\hat{b}\hat{y}}(\mathbf{s}, 0, 0)$ are less than those in the case of the absence of the electronic nematicity [70].

On the other, in the region at the temperature $0 < T < T_c$, the magnetic-field penetration-depths along the $\hat{a}$- and $\hat{b}$-axes are defined as,

$$\frac{1}{\lambda^2_a(\mathbf{s}, T)} = \mu_0 K_{\hat{a}\hat{x}}(\mathbf{s}, \mathbf{q} \rightarrow 0, 0), \quad (24a)$$

$$\frac{1}{\lambda^2_b(\mathbf{s}, T)} = \mu_0 K_{\hat{b}\hat{y}}(\mathbf{s}, \mathbf{q} \rightarrow 0, 0), \quad (24b)$$

respectively, which can also be used for a direct comparison with the corresponding experimental results in the clean-limit [28]. This magnetic-field penetration-depth $\lambda_a(\mathbf{s}, T)$ [$\lambda_b(\mathbf{s}, T)$] along the $\hat{a}$-axis [$\hat{b}$-axis] characterises the length scale along the $\hat{a}$-axis [$\hat{b}$-axis] over which the supercurrent in cuprate superconductors screens out an external magnetic-field. The results in Equations (24a) and (24b) indicate that in a striking contrast to the case of the nematic-order state strength dependence of the response kernel shown in Figure 2(c), the magnetic-field penetration-depth exhibits a remarkably reverse dome-like shape of the nematic-order state strength dependence. Moreover, the obtained results from Equations (24a) and (24b) also show that at the temperature $T = 0.025$, the magnetic-field penetration-depths $\lambda_a(\mathbf{s}, T) \approx 221.0$ nm along the $\hat{a}$-axis and $\lambda_b(\mathbf{s}, T) \approx 205.4$ nm along the $\hat{b}$-axis at $\delta = 0.15$ for the nematic-order state strength $\xi = 0.022$, which are consistent with the experimental results [56] of $\lambda_a = 196$ nm and $\lambda_b = 180$ nm, respectively, observed on the optimally doped Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$. This inequivalence between $\lambda_a(\mathbf{s}, T)$ along the $\hat{a}$-axis and $\lambda_b(\mathbf{s}, T)$ along the $\hat{b}$-axis therefore further verifies the rotation symmetry breaking in the electromagnetic response of cuprate superconductors with coexisting electronic nematicity.

Superconductivity requires that both the electron pair formation and macroscopic phase coherence happen simultaneously at $T_c$, where the phase coherence is controlled by the superfluid density, associated with the magnetic-field penetration-depth. However, the inequivalence between $\lambda_a(\mathbf{s}, T)$ along the $\hat{a}$-axis and $\lambda_b(\mathbf{s}, T)$ along the $\hat{b}$-axis also induces an inequivalence between the superfluid densities $\rho^{(a)}_s(\mathbf{s}, T)$ along the $\hat{a}$-axis and $\rho^{(b)}_s(\mathbf{s}, T)$
along the \( \hat{b} \)-axis, where \( \rho_s^{(a)}(s, T) \) and \( \rho_s^{(b)}(s, T) \) are identical respectively to the inverse of the \( \lambda_a(s, T) \) square and \( \lambda_b(s, T) \) square in Equations (24a) and (24b) as,

\[
\rho_s^{(a)}(s, T) = \frac{1}{\lambda_a^2(s, T)},
\]

(25a)

\[
\rho_s^{(b)}(s, T) = \frac{1}{\lambda_b^2(s, T)},
\]

(25b)

The above obtained results in Equations (24a), (24b), (25a), and (25b) therefore show that the superfluid density along the \( \hat{a} \)-axis (\( \hat{b} \)-axis) presents a similar behaviour of the response kernel along the \( \hat{a} \)-axis (\( \hat{b} \)-axis) shown in Figure 2 (c). However, in this paper, the main purpose is to investigate the evolution of the electromagnetic response with the strength of the electronic nematicity. In this case, a more appropriate quantities for the depiction of the anomalous form of the superfluid density as a function of the nematic-order state strength is the average superfluid density, which is defined as,

\[
\bar{\rho}_s(s, T) = \sqrt{\rho_s^{(a)}(s, T)\rho_s^{(b)}(s, T)}.
\]

(26)

To show the exotic behaviour of the nematic-order state strength dependence of the average superfluid density \( \bar{\rho}_s(s, T) \) more clearly, we plot \( \bar{\rho}_s(s, T) \) as a function of the nematic-order state strength at (a) \( \delta = 0.15 \) and (b) \( \delta = 0.12 \) with \( T = 0.025J \) in Figure 3. One can immediately see from the results in Figure 3 that \( \bar{\rho}_s(s, T) \) presents a dome-like shape nematic-order state strength dependence, where a distinct peak appears at around the critical strength of the electronic nematicity \( s_{\text{critical}} \approx 0.023 \), and then when the strength of the electronic nematicity is tuned away from the critical strength, this pronounced peak is suppressed at the lower strength as well as at the higher strength.

**Figure 3.** The average superfluid density as a function of the nematic-order state strength at (a) \( \delta = 0.15 \) and (b) \( \delta = 0.12 \) with \( T = 0.025J \). \( \rho_s(T) \) is the superfluid density in the case of the absence of the electronic nematicity.
sides. More importantly, the strength range together with the critical strength of \( \bar{\rho}_s(s, T) \) at the underdoping \( \delta = 0.12 \) are the exact same with those at the optimal doping \( \delta = 0.15 \), indicating that the dome-like shape of the nematic-order state strength dependence of \( \bar{\rho}_s(s, T) \) occurs at a any given doping of the SC dome. This in turn leads to the enhancement of superconductivity [68, 69], and gives rise to the dome-like shape of the nematic-order state strength dependence of \( T_c \). However, in the extremely high strength region \( s > 0.045 \), \( \bar{\rho}_s(s, T) \) is less than that in the case of the absence of the electronic nematicity [70], which leads to a reduction of \( T_c \). (iii) The region at the temperature \( T = T_c \), where the SC gap \( \Delta_s^{(s)}(k) \big|_{T=T_c} = 0 \). Following our previous discussions in the case of the absence of the electronic nematicity [70], the paramagnetic part of the response kernel in Equations (22a) and (22b) can be reduced as,

\[
K_{\tilde{x}\tilde{x}}^{(p)}(s, q \rightarrow 0, 0)\big|_{T=T_c} = -K_{\tilde{x}\tilde{x}}^{(d)}(s, q \rightarrow 0, 0)\big|_{T=T_c} = -\frac{1}{\mu_0 \lambda_{La}^2(s, T)\big|_{T=T_c}}, \tag{27a}
\]

\[
K_{\tilde{y}\tilde{y}}^{(p)}(s, q \rightarrow 0, 0)\big|_{T=T_c} = -K_{\tilde{y}\tilde{y}}^{(d)}(s, q \rightarrow 0, 0)\big|_{T=T_c} = -\frac{1}{\mu_0 \lambda_{Lb}^2(s, T)\big|_{T=T_c}}, \tag{27b}
\]

which exactly cancel the corresponding diamagnetic part of the response kernel in Equations (13a) and (13b), respectively, reflecting a basic fact that the Meissner effect in cuprate superconductors with coexisting electronic nematicity occurs below \( T_c \) only.

In summary, we have found the following results within the kinetic-energy-driven superconductivity: (i) the Meissner effect in cuprate superconductors with coexisting electronic nematicity is obtained for all temperature \( T \leq T_c \); (ii) the electromagnetic response is inequivalent along with the \( \tilde{a} \)- and \( \tilde{b} \)-axes; (iii) the response kernels along the \( \tilde{a} \)- and \( \tilde{b} \)-axes are not manifestly gauge invariant within the bare current vertex in Equation (17), however, the gauge invariance can be kept within the dressed current vertex [78].

### 3.2. Local magnetic-field profile with broken rotation symmetry

We now turn to derive the local magnetic-field profile based on the standard specular reflection model with a two-dimensional geometry [97, 98]. The local magnetic-field profile can be measured experimentally, e.g. by using the muon-spin rotation technique [35–37], reflecting the electromagnetic response and yielding the crucial information of the magnetic-field screening inside the sample. In cuprate superconductors, the experimental observations indicates an exponential character of the magnetic-field screening [35–37], in support of a
local nature of the electrodynamics [28]. However, the rotation symmetry-breaking of the response kernel in Equations (21a) and (21b) is inequivalent along the \( \hat{a} \)- and \( \hat{b} \)-axes. In this case, if the external magnetic-field is perpendicular to the \( ab \) plane, we can choose \( A_y(x) \) along the \( \hat{b} \)-axis, or \( A_x(y) \) along the \( \hat{a} \)-axis. From the following Maxwell equation,

\[
\text{rot} \, B = \text{rot} \, \text{rot} \, A = \text{grad} \, \text{div} \, A - \nabla^2 A = \mu_0 J,
\]

it can be found that the extension of the vector potential in an even manner through the boundary implies a kink in the \( A_y(x) \) [\( A_x(y) \)] curve. In other words, if the external magnetic field \( B \) is given at the system surface, i.e. \( (dA_y(x)/dx)|_{x=+0} = B \), while \( (dA_y(x)/dx)|_{x=-0} = -B \), or \( (dA_x(y)/dy)|_{y=+0} = B \), while \( (dA_x(y)/dy)|_{y=-0} = -B \), which [97] indicates that the second derivative \( (d^2A_y(x)/d^2x) \) acquires a correction \( 2B\delta(x) \), or \( (d^2A_x(y)/d^2y) \) acquires a correction \( 2B\delta(y) \).

\[
\frac{d^2A_y(x)}{d^2x} = 2B\delta(x) - \mu_0 j^{(s)}_y,
\]

\[
\frac{d^2A_x(y)}{d^2y} = 2B\delta(y) - \mu_0 j^{(s)}_x,
\]

where the transverse gauge \( \text{div} \, A = 0 \) has been adopted. In the momentum space, the above these equations can be expressed as,

\[
q_x^2 A_y(q) = \mu_0 j^{(s)}_y(q) - 2B,
\]

\[
q_y^2 A_x(q) = \mu_0 j^{(s)}_x(q) - 2B.
\]

Substituting this Fourier transform form (30a) and (30b) into Equation (8), and performing a solution for the vector potential, the relations between the vector potential and the response kernels can be obtained as,

\[
A_y(q) = -2B \frac{\delta(q_y)\delta(q_z)}{\mu_0 k_{yy}(s, q) + q_x^2},
\]

\[
A_x(q) = -2B \frac{\delta(q_x)\delta(q_z)}{\mu_0 k_{xx}(s, q) + q_y^2}.
\]

Since the vector potential has only the \( \hat{y} \) [\( \hat{x} \)] component, the non-zero component of the local magnetic-field \( h = \text{rot} \, A \) is that along the \( z \) axis as \( h^{(s)}_{zx}(q) = iq_x A_y(q) \) [\( h^{(s)}_{zy}(q) = iq_y A_x(q) \)].

With the help of the above relations in Equations (31a) and (31b) and the response kernels in Equations (24a) and (24b), the local magnetic-field profiles along the \( \hat{a} \)- and \( \hat{b} \)-axes in the long wavelength limit can be derived.
straightforwardly as,

\[
\begin{align*}
  h_x^{(s)}(x) &= \frac{B}{\pi} \int_{-\infty}^{\infty} dq_x \frac{q_x \sin(q_xx)}{\mu_0 K_{jj}(s, q_x \to 0, 0, 0) + q_x^2} = 2Be^{-\frac{r}{\mu_0 K_{jj}}}, \\
  h_y^{(s)}(y) &= \frac{B}{\pi} \int_{-\infty}^{\infty} dq_y \frac{q_y \sin(q_yy)}{\mu_0 K_{kk}(s, q_y \to 0, 0, 0) + q_y^2} = 2Be^{-\frac{r}{\mu_0 K_{kk}}},
\end{align*}
\]

respectively. In a striking analogy to the case of the absence of the electronic nematicity [70], the distance dependence of \( h_x^{(s)}(x) \) \( h_y^{(s)}(y) \) follows an exponential law as was expected for the local electrodynamic response. However, the magnitude of \( h_x^{(s)}(x) \) along the \( \hat{a} \)-axis at a given distance is unequal to the corresponding one of \( h_y^{(s)}(y) \) along the \( \hat{b} \)-axis, with the difference of the magnitudes between \( h_x^{(s)}(x) \) and \( h_y^{(s)}(y) \) that is increased with the increase of distance, in qualitative agreement with the experimental results [53]. This anisotropic feature therefore reflects an experimental fact that the electromagnetic response is inequivalent along the \( \hat{a} \)- and \( \hat{b} \)-axes [53].

The enhancement of the superfluid density by the electronic nematicity can be attributed to the enhancement of the SC condensation energy, i.e. the energy of the system in the SC-state with coexisting nematic order is lower than the energy in the SC-state with the absence of the nematic order. In other words, the SC-state with coexisting nematic order is more stable than the SC-state with the absence of the nematic order. The internal energy \( U_s^{(s)}(T) \) of the system can be expressed as,

\[
U_s^{(s)}(T) = 2 \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \rho_s^{(s)}(\omega, T, s) \omega n_F(\omega),
\]

with the fermion distribution function \( n_F(\omega) \), and the electron density of states \( \rho_s^{(s)}(\omega, T, s) \),

\[
\rho_s^{(s)}(\omega, T, s) = \frac{1}{N} \sum_k A_s(k, \omega, T),
\]

where the electron spectral function \( A_s(k, \omega, T) = -2\text{Im}G_s^{(RMF)}(k, \omega) \) is obtained directly from the electron diagonal propagator \( G_s^{(RMF)}(k, \omega) \) in Equation (4) as,

\[
A_s(k, \omega, T) = \pi Z_F^{(s)} \left[ \left( 1 + \frac{E_k^{(s)}}{E_k^{(s)}} \right) \delta(\omega - E_k^{(s)}) + \left( 1 - \frac{E_k^{(s)}}{E_k^{(s)}} \right) \delta(\omega + E_k^{(s)}) \right].
\]

Substituting \( A_s(k, \omega, T) \) in Equation (35) into Equations (34) and (33), \( U_s^{(s)}(T) \)
can be evaluated as,

$$U^{(s)}_s(T) = -\frac{Z_F^{(s)}}{N} \sum_k [E^{(s)}_k \tanh(\frac{1}{2} \beta E^{(s)}_k)] + \frac{Z_F^{(s)}}{N} \sum_k \bar{\epsilon}^{(s)}_k.$$  (36)

In the normal-state, the SC gap $\Delta^{(s)}(k) = 0$, this internal energy is reduced as,

$$U^{(n)}_s(T) = -\frac{Z_F^{(s)}}{N} \sum_k [\bar{\epsilon}^{(s)}_k \tanh(\frac{1}{2} \beta \bar{\epsilon}^{(s)}_k)] + \frac{Z_F^{(s)}}{N} \sum_k \bar{\epsilon}^{(s)}_k.$$  (37)

At zero temperature, the SC condensation energy $E^{(s)}_{\text{cond}}(T)$ can be obtained as,

$$E^{(s)}_{\text{cond}} = U^{(n)}_s(T) - U^{(s)}_s(T)|_{T=0}.$$  (38)

In Figure 4, we plot $E^{(s)}_{\text{cond}}$ as a function of the nematic-order state strength at $\delta = 0.15$, where there is the surprising similarity between the $E^{(s)}_{\text{cond}}$ and $\bar{\rho}_s(s)$ with the following characteristic features: (i) $E^{(s)}_{\text{cond}}$ is enhanced by the electronic nematicity in the whole strength range of the electronic nematicity except for in the extremely strong strength region $\xi > 0.04$, where $E^{(s)}_{\text{cond}}$ is reduced. This enhancement of $E^{(s)}_{\text{cond}}$ therefore induces the enhancement of $\bar{\rho}_s(s, T)$. The result in Figure 4 also reflects a fact that the strong electron correlation induces the system to find new way to lower its ground-state energy by the spontaneous breaking of the native rotation symmetry of the square lattice underlying the copper-oxide plane [10–13]. In other words, as the appearance of superconductivity, the emergence of the electronic nematicity together with the associated fluctuation phenomena in the whole strength range of the electronic nematicity except for in the extremely strong strength region are a natural consequence of the strong electron correlation effect; (ii) However, there is a substantial
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**Figure 4.** The superconducting condensation energy as a function of the nematic-order state strength at $\delta = 0.15$. $E_{\text{cond}}$ is the superconducting condensation energy in the case of the absence of the electronic nematicity.
difference, namely, $E^{(s)}_{\text{cond}}$ less than that in the case of the absence of the electronic nematicity occurs at the extremely strong strength region $\varsigma > 0.04$, rather than at the extremely high strength region $\varsigma > 0.045$, where $\bar{\rho}_s(\varsigma, T)$ is less than that in the case of the absence of the electronic nematicity, although the crossover strength $\varsigma_{\text{crossover}} = 0.04$ in $E^{(s)}_{\text{cond}}$ is not far from the crossover strength $\varsigma_{\text{crossover}} = 0.045$ in $\bar{\rho}_s(\varsigma, T)$. However, the actual weak strength region of the order of the magnitude of the strength $\varsigma$ with the high impacts on various properties [14, 21, 22] is exactly same in $E^{(s)}_{\text{cond}}$ and $\bar{\rho}_s(\varsigma, T)$. Moreover, the optimal strength $\varsigma_{\text{optimal}} \approx 0.022$ for the maximal $E^{(s)}_{\text{cond}}$ is quite close to the critical strength $\varsigma_{\text{critical}} \approx 0.023$ for the highest $\bar{\rho}_s(\varsigma, T)$.

We now turn to show (i) why $E^{(s)}_{\text{cond}}$ has a dome-like shape of the nematic-order state strength dependence? and (ii) why $E^{(s)}_{\text{cond}}$ is reduced by the electronic nematicity in the extremely strong strength region? The expression form of the SC condensation energy in Equation (38) also indicates that $E^{(s)}_{\text{cond}}$ is proportional to the SC gap, i.e. $E^{(s)}_{\text{cond}}(T) \propto \Delta^{(s)}$. The SC gap measures the strength of the binding of electrons into electron pairs [28–32], while the superfluid density is a measure of the phase stiffness [28–32], therefore the SC gap and superfluid density separately describe the different aspects of the same SC quasiparticles. In the case of the absence of the electronic nematicity [89, 90], the pure d-wave electron pairs with the electron pair strength $\Delta^{(d)}_k$ condensation reveals the SC-state with the pure d-wave symmetry. However, the present result of Equation (7) in the SC-state with coexisting nematic order shows that in addition to the pure d-wave component of the SC gap $\Delta^{(s)}_d \gamma^{(d)}_k$, the pure s-wave component of the SC gap $\Delta^{(s)}_s \gamma^{(s)}_k$ is induced by the electronically nematic order, therefore there is a coexistence and competition between the d-wave component of the SC gap parameter $\bar{\Delta}^{(s)}_d$ and the s-wave component of the SC gap parameter $\bar{\Delta}^{(s)}_s$. This coexistence and competition is closely related to the strength of the electronic nematicity, and therefore plays a crucial role in the exotic features of the nematic-order state strength dependence of the electromagnetic response. To show this point more clearly, we plot (a) the d-wave component of the SC gap parameter $\bar{\Delta}^{(s)}_d$, (b) the s-wave component of the SC gap parameter $\bar{\Delta}^{(s)}_s$, and (c) the ratio of the s-wave component to d-wave component $R^{(s)}_\Delta = \bar{\Delta}^{(s)}_s / \bar{\Delta}^{(s)}_d$ as a function of the nematic-order state strength at $\delta = 0.15$ with $T = 0$ in Fig. 5, where the key features can be summarised as: (i) $\bar{\Delta}^{(s)}_d$ exhibits a dome-like shape nematic-order state strength dependence (see Figure 5(a)), while the result shows a almost linear characteristics of $\bar{\Delta}^{(s)}_s$ (see Figure 5(b)). In other words, $\bar{\Delta}^{(s)}_d$ increases monotonically with the increase of the nematic-order state strength in the whole strength range of the electronic nematicity, while $\bar{\Delta}^{(s)}_d$ is enhanced by the electronic nematicity from the weak to strong strength regions of the electronic nematicity except for in the the extremely strong strength region, where $\bar{\Delta}^{(s)}_d$ is reduced. In particular, the nematic-order state strength range of the SC dome together with the optimal strength in $\bar{\Delta}^{(s)}_d$ are almost the same with those in $\bar{\rho}_s(\varsigma, T)$, which is an evidence that the
nematic-order state strength dependence of $\tilde{\rho}_s(s, T)$ is mainly determined by the nematic-order state strength dependence of $\Delta_d^{(s)}$; (ii) In the lower ratio region ($0 < R^{(s)}_\Delta < 2.29\%$, see Figure 5(c)), which is corresponding to the weak strength region of the electronic nematicity ($s < 0.022$), the electronic nematicity induces an increase of both $\Delta_d^{(s)}$ and $\Delta_s^{(s)}$. In particular, although the increase rate for $\Delta_d^{(s)}$ is slower than that in $\Delta_s^{(s)}$, the maximal SC gap parameter $\Delta^{(s)}_d$ in Equation (7) is increased, which leads to that $\tilde{\rho}_s(s, T)$ increase with the increase of the nematic-order state strength in the lower ratio region. However, in the higher ratio region ($4.66\% > R^{(s)}_\Delta > 2.29\%$), which is corresponding to the strong strength region of the electronic nematicity ($0.022 < s < 0.04$), the electronic nematicity tends to support the high speed increase of $\Delta_s^{(s)}$, concomitantly, $\Delta_d^{(s)}$ is decreased. In this case, the maximal SC gap parameter $\Delta^{(s)}_d$ in Equation (7) is decreased, which leads to that $\tilde{\rho}_s(s, T)$ decrease with the increase of the nematic-order state strength in the higher ratio region. The optimal ratio region ($R^{(s)}_\Delta \sim 2.29\%$), corresponding to the optimal strength of the electronic nematicity ($s = 0.022$), is a balance region, where both $\Delta_d^{(s)}$ and $\Delta_s^{(s)}$ and the nematic-order state strength are optimally matched, leading to that the highest $\tilde{\rho}_s(s, T)$ appears at around the optimal ratio region. This is why the highest $\tilde{\rho}_s(s, T)$ occurs at around the optimal ratio region, and then decreases in both the lower and higher ratio regions. However, in the extremely higher ratio region ($R^{(s)}_\Delta > 4.66\%$), which is corresponding to the extremely strong strength region of the electronic nematicity, the increased part in $\Delta_s^{(s)}$ can not compensate for the lost part in $\Delta_d^{(s)}$, and then the maximal SC gap parameter $\Delta^{(s)}_d$ in Equation (7) is less than that in the case of the absence of the electronic nematicity, which leads to that $\tilde{\rho}_s(s, T)$ is less than that in the case of the absence of the electronic nematicity. This is why $\tilde{\rho}_s(s, T)$ in the extremely strong strength region is lower than that in the case of the absence of the electronic nematicity.

Figure 5. (a) The d-wave component of the superconducting gap parameter, (b) the s-wave component of the superconducting gap parameter, and (c) the ratio of the s-wave component to d-wave component as a function of the nematic-order state strength at $\delta = 0.15$ with $T = 0$. $\Delta$ is the superconducting gap parameter in the case of the absence of the electronic nematicity.
4. Summary and discussion

Within the framework of the kinetic-energy-driven superconductivity, we have investigated the nematic-order state strength dependence of the electromagnetic response in cuprate superconductors in terms of the linear response approach, where the rotation symmetry-breaking of the response kernel is evaluated and employed to calculate the magnetic-field penetration-depth, the superfluid density, and the local magnetic-field profile, for a purely transverse vector potential. Our results indicate that the electromagnetic response of cuprate superconductors with coexisting electronic nematicity is inequivalent along the \( \hat{a} \)- and \( \hat{b} \)-axes. In particular, the calculated local-magnetic-field profiles along the \( \hat{a} \)- and \( \hat{b} \)-axes as a function of distance and the magnetic-field penetration-depths along the \( \hat{a} \)- and \( \hat{b} \)-axes for the optimal strength of the electronic nematicity are qualitatively consistent with the corresponding experimental results [53, 56]. The obtained results also show that in addition to the pure d-wave component of the SC gap, the pure s-wave component of the SC gap is generated by the electronically nematic order, therefore there is a coexistence and competition of the pure d-wave component and the pure s-wave component. However, this coexistence and competition leads to the average superfluid density that first increases with the strength of the electronic nematicity in the lower strength region, then reaches a maximum value at around the critical strength of the electronic nematicity, but is suppressed with further increase of the strength in the higher strength region of the electronic nematicity, which in turn induces the enhancement of superconductivity, and gives rise to the dome-like shape of the nematic-order state strength dependence of the superfluid density.

Finally, it should be emphasised that besides the emergence of the electronic nematicity in cuprate superconductors [9–13], the electronically nematic order has been detected from other families of the unconventional superconductors, including the iron-based superconductors [99–102], the strontium ruthenate superconductors [103], as well as the nickel-based superconductors [104], and then a characteristic feature in the complicated phase diagrams of these unconventional superconductors is the interplay between the electronic nematicity and superconductivity. In this case, the theoretical framework developed in this paper for the understanding of the nature of the electromagnetic response of cuprate superconductors with coexisting electronic nematicity can be also employed to study the electromagnetic response of these unconventional superconductors with coexisting electronic nematicity [99–104]. In particular, in the iron-based superconductors [99–102], the SC gap with a simple \( s_\pm \) symmetry \(|\Delta(k)\) = \(|\Delta_0 \gamma^{(s)}_k\) = \(|\Delta_0 \gamma^{(d)}_k\)\), where \(\gamma^{(s)}_k\) and \(\gamma^{(d)}_k\) are the s-wave and d-wave components of the SC gap, respectively. In the absence of the electronic nematicity is modified as,

\[
|\Delta_0^{(s)}(k)| = |\Delta_0^{(s)} \gamma^{(s)}_k + \Delta_0^{(d)} \gamma^{(d)}_k|, \tag{39}
\]
in the case of the presence of the electronic nematicity, where $\Delta_{0s}^{(s)} = (\Delta_{0x}^{(s)} + \Delta_{0y}^{(s)})/2$ and $\Delta_{0d}^{(s)} = (\Delta_{0x}^{(s)} - \Delta_{0y}^{(s)})/2$ are the s-wave and d-wave components of the SC gap parameter, respectively. It thus shows that this modification in Equation (39) arising from the emergence of the electronic nematicity in the iron-based superconductors [99–102] induces a deviation from the pure $s_{\pm}$ pairing symmetry.
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Appendix 1 Electron propagator

This Appendix presents the derivation of the vertex corrected electron propagator $G_\chi(k, \omega)$ in Equation (4) of the main text. In the fermion-spin representation (3), the original $t$-$J$ model in Equation (1) at zero magnetic field can be rewritten as,

$$
H = \sum_{l\eta} t_{\eta}(h^+_l h^\dagger_{l+\eta} S^+_l S^-_{l+\eta} + h^+_l h^\dagger_{l+\eta} S^+_l S^-_{l+\eta})
- \sum_{l\eta} t'_{\eta}(h^+_l h^\dagger_{l+\eta} S^+_l S^-_{l+\eta} + h^+_l h^\dagger_{l+\eta} S^+_l S^-_{l+\eta})
- \mu_h \sum_{l\eta} h^+_l h^\dagger_{l\eta} + \sum_{l\eta} j_{\text{eff}}^{(\eta)} S_l \cdot S_{l+\eta},
$$

(A1)

where $\mu_h$ is the charge-carrier chemical potential, $S^+_l$ and $S^-_l$ are the spin-lowering and spin-raising operators for the spin $S = 1/2$, respectively, $j_{\text{eff}}^{(\eta)} = (1 - \delta)^2 J_\eta$ is the effective exchange coupling, and $\delta = (h^+_l h^\dagger_{l\eta})$ is the doping concentration.

Within the framework of the kinetic-energy driven superconductivity [78, 86–88], it has been shown that the interaction between the charge carriers directly from the kinetic energy of the $t$-$J$ model (A1) by the exchange of a strongly dispersive spin excitation generates the charge-carrier pairing state with coexisting nematic order [68, 69], where the charge-carrier diagonal and off-diagonal propagators satisfy the following self-consistent equations as,

$$
g_\chi(k, \omega) = g^{(0)}_\chi(k, \omega) + g^{(0)}_\chi(k, \omega)\{\Sigma^{(h)}_{\phi}(s, k, \omega)g_\chi(k, \omega) - \Sigma^{(h)}_{p}(s, k, \omega)\Gamma^{(h)}_\chi(k, \omega),
\quad \Gamma^{(h)}_\chi(k, \omega) = g^{(0)}_\chi(k, -\omega)\{\Sigma^{(h)}_{\phi}(s, k, -\omega)\Gamma^{(h)}_\chi(k, \omega) + \Sigma^{(h)}_{p}(s, k, \omega)g_\chi(k, \omega),
$$

(A2a)

where $g^{(0)}_\chi(k, \omega)$ is the mean-field (MF) charge-carrier diagonal propagator, and has been given explicitly in Ref. [68], while $\Sigma^{(h)}_{\phi}(s, k, \omega)$ and $\Sigma^{(h)}_{p}(s, k, \omega)$ are the charge-carrier self-energies in the particle-hole and particle-particle channels, respectively, and have been obtained in terms of the spin bubble as [68, 69],

$$
\Sigma^{(h)}_{\phi}(s, k, \omega_n) = \frac{1}{N^2} \sum_{p,p'} [\Lambda^{(s)}_{p+p'+k}]^2 \frac{1}{\beta} \sum_{ip_m} g_\chi(p + k, ip_m + \omega_n)\Pi_\chi(p, p', ip_m),
$$

(A3a)

$$
\Sigma^{(h)}_{p}(s, k, \omega_n) = \frac{1}{N^2} \sum_{p,p'} [\Lambda^{(s)}_{p+p'+k}]^2 \frac{1}{\beta} \sum_{ip_m} \Gamma^{(h)}_\chi(p + k, ip_m + \omega_n)\Pi_\chi(p, p', ip_m),
$$

(A3b)

with the fermionic and bosonic Matsubara frequencies $\omega_n$ and $p_m$, respectively, the bare vertex function $\Lambda^{(s)}_{k} = 4t[(1 - s) \gamma_k + (1 + s) \gamma'_k] - 4t' \gamma_k$, and the spin bubble,

$$
\Pi_\chi(p, p', ip_m) = \frac{1}{\beta} \sum_{ip'_m} D^{(0)}_\chi(p', ip'_m)D^{(0)}_\chi(p + p', ip + ip'_m),
$$

(A4)

where the MF spin propagator $D^{(0)}_\chi(k, \omega)$ in the presence of the electronic nematicity has
been derived as [68],

$$D_{\sigma}^{(0)}(k, \omega) = \frac{p_{k}^{(s)}}{2\omega_{k}^{(s)}} \left( \frac{1}{\omega - \omega_{k}^{(s)}} - \frac{1}{\omega + \omega_{k}^{(s)}} \right),$$  \hspace{1cm} (A5)

with the spin orthorhombic excitation spectrum $\omega_{k}^{(s)}$, and the weight function of the spin excitation spectrum $p_{k}^{(s)}$ that have been given explicitly in Ref. [68].

For the derivation of the electron diagonal and off-diagonal propagators, a full charge-spin recombination scheme has been proposed based on the kinetic-energy-driven superconductivity [89], where the coupling form between the electrons and a strongly dispersive spin excitation is the same as that between the charge carriers and a strongly dispersive spin excitation, i.e. the form of the self-consistent equations fulfilled by the electron diagonal and off-diagonal propagators is the same as the form in Equations (A2a) and (A2b) fulfilled by the charge-carrier diagonal and off-diagonal propagators. In this case, a charge carrier and a localised spin in the fermion-spin representation (3) are fully recombined into a constrained electron in which the charge-carrier diagonal and off-diagonal propagators $g_{c}(k, \omega)$ and $\Gamma_{c}^{\dagger}(k, \omega)$ in Equation (A2a) are replaced by the electron diagonal and off-diagonal propagators $G_{c}(k, \omega)$ and $\Sigma_{c}^{\dagger}(k, \omega)$, respectively, and then the electron diagonal and off-diagonal propagators of the $t$-$J$ model (1) at zero magnetic field satisfy the following self-consistent equations,

$$G_{c}(k, \omega) = G_{c}^{(0)}(k, \omega) + G_{c}^{(0)}(k, \omega)[\Sigma_{ph}^{(c)}(k, \omega)G_{c}(k, \omega) - \Sigma_{pp}^{(c)}(k, \omega)\Sigma_{ph}^{\dagger}(k, \omega)],$$  \hspace{1cm} (A6a)

$$\Sigma_{c}^{\dagger}(k, \omega) = G_{c}^{(0)}(k, -\omega)[\Sigma_{ph}^{(c)}(k, -\omega)\Sigma_{ph}^{\dagger}(k, \omega) + \Sigma_{pp}^{(c)}(k, \omega)G_{c}(k, \omega)],$$  \hspace{1cm} (A6b)

where $G_{c}^{(0)}(k, \omega)$ is the electron diagonal propagator of the $t$-$J$ model (1) at zero magnetic field in the tight-binding approximation, and has been obtained as [68],

$$G_{c}^{(0)}(k, \omega) = \frac{1}{\omega - \epsilon_{k}^{(s)}},$$  \hspace{1cm} (A7)

while the electron self-energies $\Sigma_{ph}^{(c)}(k, \omega)$ in the particle-hole channel and $\Sigma_{pp}^{(c)}(k, \omega)$ in the particle-particle channel can be obtained directly from the corresponding parts of the charge-carrier self-energies $\Sigma_{ph}^{(h)}(s, k, \omega)$ in the particle-hole channel and $\Sigma_{pp}^{(h)}(s, k, \omega)$ in the particle-particle channel in Equations (A3a) and (A3b) by the replacement of the full charge-carrier diagonal and off-diagonal propagators $g_{c}(k, \omega)$ and $\Gamma_{c}^{\dagger}(k, \omega)$ with the corresponding full electron diagonal and off-diagonal propagators $G_{c}(k, \omega)$ and $\Sigma_{c}^{\dagger}(k, \omega)$ as,

$$\Sigma_{ph}^{(c)}(k, i\omega_{n}) = \frac{1}{N^{2}} \sum_{p, p'} [\tilde{\Lambda}_{p + p' + k}^{(c)}]^{2} \frac{1}{\beta} \sum_{p'_{n}} G_{c}(p + k, p'_{n} + i\omega_{n}) \Pi_{c}(p, p', i\omega_{m}),$$  \hspace{1cm} (A8a)

$$\Sigma_{pp}^{(c)}(k, i\omega_{n}) = \frac{1}{N^{2}} \sum_{p, p'} [\tilde{\Lambda}_{p + p' + k}^{(c)}]^{2} \frac{1}{\beta} \sum_{p'_{n}} \Sigma_{c}^{\dagger}(p + k, p'_{n} + i\omega_{n}) \Pi_{c}(p, p', i\omega_{m}),$$  \hspace{1cm} (A8b)

with the vertex function $\tilde{\Lambda}_{k}^{(c)} = 4t[V_{cor}^{(s)}(1 - s)\gamma_{k} + V_{cor}^{(s)}(1 + s)\gamma_{k}] - 2t'(V_{cor}^{(s)} + V_{cor}^{(y)})\gamma_{k}$, where the vertex correct in terms of $V_{cor}^{(s)}$ and $V_{cor}^{(y)}$ for the electron self-energies in the particle-hole and particle–particle channels has been introduced for a better description of the nematic-order state strength dependence of the electromagnetic response, which is different from the previous discussions of the electronic structure of cuprate superconductors with coexisting electronic nematicity [68, 69], where this vertex correct is ignored. As in the previous discussions [68, 69], the electron self-energy in the particle-hole channel $\Sigma_{ph}^{(c)}(k, \omega)$ represents the electron quasiparticle coherence, while the electron self-energy in the
particle-particle channel $\Sigma_{pp}^{(s)}(\mathbf{k}, \omega)$ represents the momentum and energy dependence of the SC gap, $\Sigma_{pp}^{(s)}(\mathbf{k}, \omega) = \tilde{\Delta}_{pp}^{(s)}(\mathbf{k}, \omega)$.

In order to self-consistently determine all the parameters, the next step is to separate the electron self-energy $\Sigma_{ph}^{(s)}(\mathbf{k}, \omega)$ in the particle-hole channel into its symmetric and antisymmetric parts as: $\Sigma_{ph}^{(s)}(\mathbf{k}, \omega) = \Sigma_{phe}^{(s)}(\mathbf{k}, \omega) + \omega \Sigma_{pho}^{(s)}(\mathbf{k}, \omega)$. Following the common practice, this antisymmetric part $\Sigma_{pho}^{(s)}(\mathbf{k}, \omega)$ is defined as the electron quasiparticle coherent weight: $\frac{1}{Z_{F}^{(s)}} = 1 - \text{Re} \Sigma_{pho}^{(s)}(\mathbf{k}, \omega) |_{\mathbf{k} = [\pi, 0]}$, (A9b)

where the wave vector $\mathbf{k}$ in $Z_{F}^{(s)}(\mathbf{k})$ has been chosen as $\mathbf{k} = [\pi, 0]$ just as it has been done in the ARPES experiments [105, 106].

With the help of the above static-limit approximation for $\tilde{\Delta}_{ph}^{(s)}(\mathbf{k})$ and $Z_{F}^{(s)}$ in Equations (A9a) and (A9b), the renormalised electron diagonal and off-diagonal propagators are obtained from Equations (A6a) and (A6b) as,

$$G_{\xi}^{(RMF)}(\mathbf{k}, \omega) = Z_{F}^{(s)} \left( \frac{U_{k}^{(s)2}}{\omega - E_{k}^{(s)}} + \frac{V_{k}^{(s)2}}{\omega + E_{k}^{(s)}} \right),$$

(A10a)

$$\Im G_{\xi}^{(RMF)\dagger}(\mathbf{k}, \omega) = -Z_{F}^{(s)} \frac{\tilde{\Delta}_{ph}^{(s)}(\mathbf{k})}{2E_{k}^{(s)}} \left( \frac{1}{\omega - E_{k}^{(s)}} - \frac{1}{\omega + E_{k}^{(s)}} \right),$$

(A10b)

where the SC quasiparticle coherence factors $U_{k}^{(s)}$ and $V_{k}^{(s)}$ are given explicitly by,

$$U_{k}^{(s)2} = \frac{1}{2} \left( 1 + \frac{\hat{\Delta}_{k}^{(s)}}{E_{k}^{(s)}} \right),$$

(A11a)

$$V_{k}^{(s)2} = \frac{1}{2} \left( 1 - \frac{\hat{\Delta}_{k}^{(s)}}{E_{k}^{(s)}} \right),$$

(A11b)

and fulfills the constraint $U_{k}^{(s)2} + V_{k}^{(s)2} = 1$. In particular, the renormalised electron diagonal and off-diagonal propagators in Equations (A10a) and (A10b) can be also expressed explicitly in the Nambu representation as quoted in Equation (4).

Substituting these renormalised electron diagonal and off-diagonal propagators in Equations (A10a) and (A10b) and MF spin propagator in Equation (A5) into Equations (A8a) and (A8b) and performing the summation over bosonic Matsubara frequencies yield the final forms of the electron self-energies in the particle-hole and particle-particle
channels as,

\[
\Sigma_{\text{ph}}^{(s)}(k, \omega) = \frac{1}{N^2} \sum_{p, p'}(-1)^{v+1} \Omega_{p, p'}^{(s)} \left[ U_{p+k}^{(s)} \left( \frac{F_{1v}^{(s)}(p, p', k)}{\omega + \omega_{p, p' + k}^{(s)} - E_{p+k}^{(s)}} - \frac{F_{2v}^{(s)}(p, p', k)}{\omega + \omega_{p, p' + k}^{(s)} + E_{p+k}^{(s)}} \right) \right] + \nu_{p+k}^{(s)} \left( \frac{F_{1v}^{(s)}(p, p', k)}{\omega + \omega_{p, p' + k}^{(s)} - E_{p+k}^{(s)}} - \frac{F_{2v}^{(s)}(p, p', k)}{\omega + \omega_{p, p' + k}^{(s)} + E_{p+k}^{(s)}} \right)
\]

(A12a)

\[
\Sigma_{\text{pp}}^{(s)}(k, \omega) = \frac{1}{N^2} \sum_{p, p'}(-1)^v \hat{\Omega}_{p, p'}^{(s)} \left[ \frac{\Delta_{\text{Z}}^{(s)}(p + k)}{2E_{p+k}^{(s)}} \left( \frac{F_{1v}^{(s)}(p, p', k)}{\omega + \omega_{p, p' + k}^{(s)} - E_{p+k}^{(s)}} - \frac{F_{2v}^{(s)}(p, p', k)}{\omega + \omega_{p, p' + k}^{(s)} + E_{p+k}^{(s)}} \right) \right] - \frac{F_{1v}^{(s)}(p, p', k)}{\omega - \omega_{p, p' + k}^{(s)} - E_{p+k}^{(s)}} - \frac{F_{2v}^{(s)}(p, p', k)}{\omega - \omega_{p, p' + k}^{(s)} + E_{p+k}^{(s)}} \right]
\]

(A12b)

respectively, where \( v = 1, 2 \), \( \hat{\Omega}_{p, p'}^{(s)} = Z_{p, p'} [\tilde{\Delta}_{\text{Z}}^{(s)}] B_{p, p'}^{(s)} B_{p, p'}^{(s)} / (4\omega_{p, p'}^{(s)} \omega_{p, p'}^{(s)}) \), and the weight functions,

\[
F_{1v}^{(s)}(p, p', k) = n_{\text{F}}(E_{p+k}^{(s)}) \left[ 1 + n_{B}(\omega_{p, p'}^{(s)}) + n_{B}((-1)^{v+1} \omega_{p, p'}^{(s)}) \right] + n_{B}(\omega_{p, p'}^{(s)}) n_{B}((-1)^{v+1} \omega_{p, p'}^{(s)})
\]

(A13a)

\[
F_{2v}^{(s)}(p, p', k) = [1 - n_{\text{F}}(E_{p+k}^{(s)})] \left[ 1 + n_{B}(\omega_{p, p'}^{(s)}) + n_{B}((-1)^{v+1} \omega_{p, p'}^{(s)}) \right] + n_{B}(\omega_{p, p'}^{(s)}) n_{B}((-1)^{v+1} \omega_{p, p'}^{(s)})
\]

(A13b)

with \( n_{B}(\omega) \) and \( n_{\text{F}}(\omega) \) that are the boson and fermion distribution functions, respectively.

In the fermion-spin representation (3), the SC gap parameter in real space can be expressed as [78, 86–89],

\[
\Delta^{(s)}(l - l') = \langle C_{l+}^{(s)} C_{l+}^{(s)} - C_{l-}^{(s)} C_{l-}^{(s)} \rangle = \langle h_{l+} h_{l+} S_{l+} S_{l+} - h_{l-} h_{l+} S_{l-} S_{l+} \rangle
\]

(A14)

In the doped regime without an antiferromagnetic long-range order, the charge carriers move in the background of the spin liquid state, where the spin correlation functions \( \langle S_{l+}^{+} S_{l-}^{+} \rangle = \langle S_{l}^{+} S_{l}^{+} \rangle = \chi_{l- l} \). In this case, the SC gap parameter in Equation (A14) can be expressed approximately as: \( \Delta^{(s)}(l - l') \approx -\chi_{l- l} \Delta_{\text{A}}^{(h)}(l' - l) \), with the charge-carrier pair gap parameter \( \Delta_{\text{A}}^{(h)}(l' - l) = \langle h_{l+} h_{l+} h_{l-} h_{l-} \rangle \). On the other hand, the ARPES measurements [107–109] have indicated that in the real space the SC gap and pairing force have a range of one lattice spacing, which therefore shows that the components of the SC gap parameter \( \Delta_{\text{A}}^{(s)} \) and \( \Delta_{\text{A}}^{(h)} \) in Equation (A9a) can be obtained approximately as,

\[
\Delta_{\text{A}}^{(s)} \approx -\chi_{l+} \Delta_{\text{A}}^{(h)} \chi_{l-}, \Delta_{\text{A}}^{(s)} \approx -\chi_{l+} \Delta_{\text{A}}^{(h)} \chi_{l-},
\]

(A15)

where the components of the charge-carrier pair gap parameter \( \Delta_{\text{A}}^{(h)} \) and \( \Delta_{\text{A}}^{(h)} \), and the spin correlation functions \( \chi_{l+} \) and \( \chi_{l-} \) have been obtained self-consistently in Ref. [68]. In this case, the electron quasiparticle coherent weight \( Z_{\text{F}}^{(s)} \), the vertex correction parameters \( V_{\text{cor}}^{(s)} \) and \( V_{\text{cor}}^{(s)} \), and the electron chemical potential \( \mu \) satisfy following four self-consistent
equations,

\[
\frac{1}{Z_F^{(s)}} = 1 + \frac{1}{N^2} \sum_{p \, p'} (-1)^{p - p'} \Omega^{(s)}_{p \, p' \, k,}
\]

\[
\times \left( \frac{F^{(s)}_{1v}(p, p', k_A)}{(\omega^{(s)}_{c, p} p' - E^{(s)}_{p+k})^2} + \frac{F^{(s)}_{2v}(p, p', k_A)}{(\omega^{(s)}_{c, p} p' + E^{(s)}_{p+k})^2} \right),
\]

(A16a)

\[
\Delta^{(s)}_x = \frac{8}{N^3} \sum_{p \, p' \, k,} (-1)^{p - p'} \Omega^{(s)}_{p \, p' \, k} \frac{\gamma_k (\Delta^{(s)}_x \gamma_{p+k} - \Delta^{(s)}_y \gamma_{p+k})}{E^{(s)}_{p+k}}
\]

\[
\times \left( \frac{F^{(s)}_{1v}(p, p', k)}{(\omega^{(s)}_{c, p} p' - E^{(s)}_{p+k})^2} - \frac{F^{(s)}_{2v}(p, p', k)}{(\omega^{(s)}_{c, p} p' + E^{(s)}_{p+k})^2} \right),
\]

(A16b)

\[
\Delta^{(s)}_y = \frac{8}{N^3} \sum_{p \, p' \, k,} (-1)^{p - p'} \Omega^{(s)}_{p \, p' \, k} \frac{\gamma_k (\Delta^{(s)}_x \gamma_{p+k} - \Delta^{(s)}_y \gamma_{p+k})}{E^{(s)}_{p+k}}
\]

\[
\times \left( \frac{F^{(s)}_{1v}(p, p', k)}{(\omega^{(s)}_{c, p} p' - E^{(s)}_{p+k})^2} - \frac{F^{(s)}_{2v}(p, p', k)}{(\omega^{(s)}_{c, p} p' + E^{(s)}_{p+k})^2} \right),
\]

(A16c)

\[
1 - \delta = \frac{1}{2N} \sum_k Z_F^{(s)} \left( 1 - \frac{E^{(s)}_{k}}{E^{(s)}_{F}} \tanh \left[ \frac{1}{2} \beta E^{(s)}_{k} \right] \right),
\]

(A16d)

where \(k_A = [\pi, 0] \). The above self-consistent equations (A16a), (A16b), (A16c), and (A16d) have been solved numerically on a 120 \times 120 lattice in momentum space as our previous discussions [68, 69], and then the electron quasiparticle coherent weight \(Z_F^{(s)}\), the vertex correction parameters \(V_{cor}^{(s)}\) and \(V_{cor}^{(y)}\), and the electron chemical potential \(\mu\) are obtained self-consistently. In particular, at the condition of the SC gap parameter \(\Delta^{(s)} = 0\) [then \(\Delta^{(s)}_x = 0\) and \(\Delta^{(s)}_y = 0\)], the evolution of \(T_c\) with the nematic-order state strength at a given doping can be also determined self-consistently from the above self-consistent equations (A16a), (A16b), (A16c), and (A16d).