SOBOLEV SPACES ON GRADED LIE GROUPS
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ABSTRACT. — In this article, we study the $L^p$-properties of powers of positive Rockland operators and define Sobolev spaces on general graded Lie groups. We establish that the defined Sobolev spaces are independent of the choice of a positive Rockland operator, and that they are interpolation spaces. Although this generalises the case of sub-Laplacians on stratified groups studied by G. Folland in [12], many arguments have to be different since Rockland operators are usually of higher degree than two. We also prove results regarding duality and Sobolev embeddings, together with inequalities of Hardy–Littlewood–Sobolev type and of Gagliardo–Nirenberg type.

1. Introduction

Sobolev spaces on $\mathbb{R}^n$ may be defined in various equivalent ways, e.g., from the elementary definition in the $L^2$ case which relies on the Euclidean Fourier transform to the Bessel potential $L^p$ spaces using the properties
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of the Laplace operator or via Littlewood–Paley decomposition. It is quite natural to try and generalise these spaces to a non-Euclidean setting, for instance on Lie groups. The development of analysis on nilpotent Lie groups was initiated by G. Folland and E. Stein in [13], and G. Folland was the first to define and study Sobolev spaces on stratified (nilpotent Lie) groups [12], see also [23]. Using Littlewood–Paley decompositions as well as heat kernel estimates for sub-Laplacians [1, 25], this was generalised to Besov space on Lie groups of polynomial growth, see e.g. [15, 16]. Other properties of Sobolev spaces defined via sub-Laplacians on Lie groups have also been studied, see e.g. [7].

Our main purpose here is to define Sobolev spaces adapted to graded (nilpotent Lie) groups. These groups form a class containing the class of stratified groups, they are also endowed with a homogeneous structure and have polynomial growth of the volume. Although our analysis is closely related to Folland’s [12], our results do not follow from consequences or direct adaptations of techniques in the cases of sub-Laplacians on stratified Lie groups or on Lie groups of polynomial volume growth [1, 7, 12, 15, 16, 25]. Indeed, on the one hand, our main object is not a sub-Laplacian but a positive Rockland operators \( R \), which is the natural sub-elliptic operators appearing on graded Lie groups. As in [12] (see also [7]), the Sobolev spaces are defined via the powers of \( I + R \) using the theory of fractional operators mainly due to Komatsu and Balakrishnan (here we will use its exposition given in [21]), and the properties of the heat semigroup generated by \( R \). On the other hand, the operators \( R \) may be of high degree in contrast with the case of sub-Laplacians which are of degree two. This fact requires for example to give a different proof of the continuity of homogeneous left-invariant differential operators on the Sobolev spaces than in the stratified case, see Remark 4.15. The degree being possibly larger than two has also deeper implications: the operator may not have a unique homogeneous fundamental solution, see Remarks 3.5, 3.12 and 4.19, although it is already known that a parametrix can be constructed, see [5], and that the operator is injective on the tempered distributions modulo polynomials, see Corollary 2.11. Furthermore the corresponding heat semigroup may neither be a contraction on \( L^p \)-spaces nor preserve positivity, see Remarks 2.9, 3.5 and 3.10; this shows that the heat semi-group of \( R \) is not sub-markovian and, as suggested above, this rules out many of the techniques used in the case of sub-Laplacians.

These difficulties are part of the motivation to study Rockland operators on a deeper level. In fact the analysis of sub-Laplacians on stratified groups
such as in [1, 12, 25] may be considered as born out of studying operators
based on sums of squares of vector fields on manifolds, while the present
analysis might help understanding the case of more general operators of
higher order.

Naturally, when we consider a graded Lie group which is stratified, we re-
cover the Sobolev spaces defined by Folland in [12] which then coincide with
the Sobolev spaces obtained in [15] on any Lie group of polynomial growth.
However, for a general graded (non-stratified) Lie group, our Sobolev spaces
may differ from the ones in [15] built out of sub-Laplacians on Lie group of
polynomial growth, see Section 4.8 in this paper. They are also slightly dif-
ferent from the Goodman–Sobolev spaces defined by Goodman on graded
Lie groups for integer exponents only in [18, Section III.5.4], see again
Section 4.8. Note that the Goodman–Sobolev spaces are not interpolation
spaces while our spaces are.

Sobolev spaces associated with positive Rockland operators on graded
Lie groups are also considered in [3] with the aim of obtaining Gagliardo–
Nirenberg, refined Sobolev and Hardy inequalities in this context; the
proofs are sketched by indicating modifications of the case studied in [4] of
the canonical sub-Laplacian on the Heisenberg group. In our view, the def-
inition and properties of Sobolev spaces used in [3] need the justifications
which constitute one purpose for this article. We think that these justifica-
tions go beyond the addition of some (natural but non-trivial) properties
of the fractional powers of positive Rockland operators and that, together
with the other results of this paper, they shed light on this part of analy-
sis. Beside obtaining the Sobolev embeddings and the Gagliardo–Nirenberg
inequalities with a proof different from [3], we show for instance that the
Sobolev spaces are independent of the positive Rockland operators consid-
ered to build the Sobolev spaces.

Our main tool is the heat semigroup associated with a positive Rockland
operator. In order to make the paper as clear and self-contained as possi-
ble, we choose to rely only on the fundamental result due to Folland and
Stein that their associated heat kernels are Schwartz functions together
with its proof in [14, Chapter 4.B], and not on other properties of positive
Rockland operators. Naturally we also use other general results in anal-
ysis on homogeneous Lie groups and in functional analysis, see e.g. [11].
We make no use of, for instance, the more precise Gaussian estimates for
these heat kernels obtained later in [8, 9] and [2]; note that the proofs for
sub-Laplacians [1, 12, 15, 25] also do not make use of those more precise
estimates. We prefer to recover using classical methods the fact that the
heat semigroup of a positive Rockland operator $\mathcal{R}$ is continuous on $L^p$-spaces, although this fact is a particular consequence of the more general (but more involved) result proved in [2]. This approach makes the paper as complete and accessible as possible, and has also the advantage of showing almost simultaneously other properties of the heat semigroup.

Our study of the heat semigroup enables us to apply the general theory of fractional powers of a generator of a semigroup and shows that the powers of $\mathcal{R}$ and of $I + \mathcal{R}$ make sense as unbounded operators on $L^p$-spaces. This allows us to define the spaces $L^p_s(G)$ and $\dot{L}^p_s(G)$ on a graded Lie group $G$ as the closure of the domains $\text{Dom}(I + \mathcal{R})^{\frac{s}{2}}$ and $\text{Dom}(\mathcal{R}^{\frac{s}{2}})$ for the Sobolev norms

$$\|f\|_{L^p_s(G)} \equiv \|f\|_{L^p_s(G)} := \|(1 + \mathcal{R})^{\frac{s}{2}}f\|_{L^p(G)}$$

and

$$\|f\|_{\dot{L}^p_s(G)} \equiv \|f\|_{\dot{L}^p_s(G)} := \|\mathcal{R}^{\frac{s}{2}}f\|_{L^p(G)},$$

respectively. Here $\nu$ is the homogeneous degree of $\mathcal{R}$. The most important properties proved in this paper are summarised in the following theorem.

The Schwartz space $S(G)$ is dense in $L^p_a(G)$ for any $p \in (1, \infty)$ and $a \in \mathbb{R}$, and in $\dot{L}^p_a(G)$ for any $p \in (1, \infty)$ and $a \geq 0$.

The notions used in Theorem 1.1 below, e.g. homogeneity, the notation for $X^\alpha$, $[\alpha]$, etc... are explained in Section 2.

**Theorem 1.1.** — Let $G$ be a graded Lie group.

1. For any $p \in (1, \infty)$ and $a \in \mathbb{R}$, the spaces $L^p_a(G)$ and $\dot{L}^p_a(G)$ are Banach spaces independent of the positive Rockland operators used to define them. Different choices of positive Rockland operators yield equivalent (inhomogeneous or homogeneous) Sobolev norms.

The Schwartz space $S(G)$ is dense in $L^p_a(G)$ for any $p \in (1, \infty)$ and $a \in \mathbb{R}$, and in $\dot{L}^p_a(G)$ for any $p \in (1, \infty)$ and $a \geq 0$.

2. We have the continuous inclusions for any $a, b \in \mathbb{R}$, $a > b$, and $p, q \in (1, \infty)$

$$S(G) \subset L^p_a(G) \subset L^p_b(G) \subset S'(G)$$

(1.1) \hspace{5em} L^p_a(G) \subset C(G), \hspace{5em} a > \frac{Q}{p},

(1.2) \hspace{5em} L^p_b \subset L^q_a \quad \text{and} \quad \dot{L}^p_b \subset \dot{L}^q_a, \hspace{5em} \frac{b - a}{Q} = \frac{1}{p} - \frac{1}{q}.

In particular, for $Q(\frac{1}{p} - 1) < s < \frac{Q}{p}$, the members of $\dot{L}^p_s$ and $L^p_s$ are locally integrable.

3. Let $a, b, c \in \mathbb{R}$ with $c \in (a, b)$. We define $\theta \in (0, 1)$ via $c = \theta b + (1 - \theta)a$. For any $p \in (1, \infty)$, there exists a constant $C = C_{a, b, c, p} > 0$
such that for any \( f \in L^p_s(G) \cap L^\infty_s(G) \) or \( f \in \dot{L}^p_a(G) \cap \dot{L}^\infty_a(G) \) we have, respectively,
\[
\|f\|_{L^p_s} \leq C \|f\|_{L^\infty_a}^{1-\theta} \|f\|_{L^\infty_a}^\theta \quad \text{or} \quad \|f\|_{\dot{L}^p_a} \leq C \|f\|_{L^\infty_a}^{1-\theta} \|f\|_{L^\infty_a}^\theta.
\]
(4) If \( q, r \in (1, \infty) \) and \( 0 < \sigma < s \) then there exists \( C > 0 \) such that we have
\[
\forall f \in L^q_s(G) \cap \dot{L}^s_r(G) \quad \|f\|_{\dot{L}^p_a} \leq C \|f\|_{L^\infty_a}^\theta \|f\|_{L^\infty_a}^{1-\theta};
\]
where \( \theta := 1 - \frac{q}{s} \) and \( p \in (1, \infty) \) is given via \( \frac{1}{p} - \frac{1}{q} = \frac{\theta}{r} \).

(5) If \( p \in (1, \infty) \) and \( a > 0 \), then \( L^p_a(G) = L^p_s(G) \cap \dot{L}^\infty_a(G) \) and, after a choice of positive Rockland operators to realise the Sobolev norms, the Sobolev norm \( \| \cdot \|_{L^p_a(G)} \) is equivalent to the norm given by \( \| \cdot \|_{L^p_s(G)} + \| \cdot \|_{\dot{L}^\infty_a(G)} \).

(6) If \( s = \nu \ell \) with \( \ell \in \mathbb{N}_0 \), \( \nu \) being the homogeneous degree of a positive Rockland operator, and if \( p \in (1, \infty) \), then the space \( L^p_{\nu \ell}(G) \) is the collection of functions \( f \in L^p_s(G) \) such that \( X^\alpha f \in L^p_s(G) \) for any \( \alpha \in \mathbb{N}_0^\nu \) with \( |\alpha| = \nu \ell \), and the map \( \| \cdot \|_p + \sum_{|\alpha| = \nu \ell} \|X^\alpha \cdot\|_p \) is a norm on \( L^p_{\nu \ell}(G) \) which is equivalent to the Sobolev norm.

With the same hypotheses, the space \( \dot{L}^p_{\nu \ell}(G) \) coincides with the completion of \( S(G) \) for the map \( \sum_{|\alpha| = \nu \ell} \|X^\alpha \cdot\|_p \), which yields a norm equivalent to the homogeneous Sobolev norm.

(7) If \( T \) is any homogeneous left-invariant differential operator on \( G \) of homogeneous degree \( d \), then \( T \) maps continuously \( L^p_s(G) \) to \( L^p_{s-d}(G) \) and \( \dot{L}^p_a(G) \) to \( \dot{L}^p_{s-a}(G) \), for any \( s \in \mathbb{R} \) and \( p \in (1, \infty) \).

(8) If \( \mathcal{R} \) be a positive Rockland operator of homogeneous degree \( \nu \), then, for any \( a, s \in \mathbb{R} \) and \( p \in (1, \infty) \), the operator \( (1 + \mathcal{R})^{\frac{
u}{2}} \) maps continuously \( L^p_a(G) \) to \( L^p_{s-a}(G) \) and the operator \( \mathcal{R}^{\frac{
u}{2}} \) maps continuously \( \dot{L}^p_a(G) \) to \( \dot{L}^p_{s-a}(G) \).

(9) For any \( s \in \mathbb{R} \) and \( p \in (1, \infty) \), the Banach spaces \( L^p_{s-a}(G) \) and \( \dot{L}^p_{s-a}(G) \) are the duals of \( L^p_s(G) \) and \( \dot{L}^p_s(G) \) respectively.

(10) The inhomogeneous and homogeneous Sobolev spaces satisfy the properties of interpolation in the sense of Theorem 4.8 and Proposition 4.13 respectively.

In Part (9) as in the rest of the paper, if \( p \in (1, \infty) \) then \( p' \in (1, \infty) \) is its conjugate exponent given via
\[
\frac{1}{p} + \frac{1}{p'} = 1.
\]

The inclusion in (1.1) may be viewed as a Sobolev embedding, \( C(G) \) denoting the Banach space of continuous bounded functions on \( G \). The
inclusions in (1.2) yield the Hardy–Littlewood–Sobolev inequality in this context. The inequality in Part (4) may be called the Gagliardo–Nirenberg inequality.

Our analysis also yields other results. For instance, the case \( p = 2 \) yields Hilbert spaces, see Section 4.7. Also the limiting case \( p = 1 \) may be included in the homogeneous inclusion in (1.2) with \( b = 0 \) and in Part (4) above if one replaces \( L^1(G) \) with the weak-\( L^1 \) space \( L^{1,\infty}(G) \). However, for the sake of clarity, we present mainly the case \( L^p, p \in (1, \infty) \) in order to present unified results.

This paper is organised as follows. After some preliminaries about graded Lie groups and their homogeneous structure in Section 2, we first define the fractional powers of a positive Rockland operator in Section 3, as well as its Riesz and Bessel potentials. This enables us to define our (inhomogeneous and homogeneous) Sobolev spaces in Section 4, where we also show that they satisfy the properties expected from Sobolev spaces.

2. Preliminaries

In this section, after defining graded Lie groups, we recall their homogeneous structure as well as the definition and some properties of their Rockland operators.

2.1. Graded and homogeneous Lie groups

Here we recall briefly the definition of graded nilpotent Lie groups and their natural homogeneous structure. A complete description of the notions of graded and homogeneous nilpotent Lie groups may be found in [11] or [14, Chapter 1], see also [12].

We will be concerned with graded Lie groups \( G \) which means that \( G \) is a connected and simply connected Lie group whose Lie algebra \( \mathfrak{g} \) admits an \( \mathbb{N} \)-gradation \( \mathfrak{g} = \bigoplus_{\ell=1}^{\infty} \mathfrak{g}_\ell \) where the \( \mathfrak{g}_\ell, \ell = 1, 2, \ldots \), are vector subspaces of \( \mathfrak{g} \), almost all equal to \( \{0\} \), and satisfying \( [\mathfrak{g}_\ell, \mathfrak{g}_{\ell'}] \subset \mathfrak{g}_{\ell+\ell'} \) for any \( \ell, \ell' \in \mathbb{N} \). This implies that the group \( G \) is nilpotent. Examples of such groups are the Heisenberg group and, more generally, all stratified groups (which by definition correspond to the case \( \mathfrak{g}_1 \) generating the full Lie algebra \( \mathfrak{g} \)).

We construct a basis \( X_1, \ldots, X_n \) of \( \mathfrak{g} \) adapted to the gradation, by choosing a basis \( \{X_1, \ldots, X_{n_1}\} \) of \( \mathfrak{g}_1 \) (this basis is possibly reduced to \( \emptyset \)), then \( \{X_{n_1+1}, \ldots, X_{n_1+n_2}\} \) a basis of \( \mathfrak{g}_2 \) (possibly \( \{0\} \) as well as the others) and
so on. Via the exponential mapping $\exp_G : \mathfrak{g} \to G$, we identify the points $(x_1, \ldots, x_n) \in \mathbb{R}^n$ with the points $x = \exp_G(x_1X_1 + \cdots + x_nX_n)$ in $G$. Consequently we allow ourselves to denote by $C(G)$, $D(G)$ and $S(G)$ etc, the spaces of continuous functions, of smooth and compactly supported functions or of Schwartz functions on $G$ identified with $\mathbb{R}^n$, and similarly for distributions with the duality notation $\langle \cdot, \cdot \rangle$.

This basis also leads to a corresponding Lebesgue measure on $\mathfrak{g}$ and the Haar measure $dx$ on the group $G$, hence $L^p(G) \cong L^p(\mathbb{R}^n)$. The group convolution of two functions $f$ and $g$, for instance integrable, is defined via

$$
(f \ast g)(x) := \int_G f(y)g(y^{-1}x)\,dy.
$$

The convolution is not commutative: in general, $f \ast g \neq g \ast f$. However, apart from the lack of commutativity, group convolution and the usual convolution on $\mathbb{R}^n$ share many properties. For example, we have

$$
\langle f \ast g, h \rangle = \langle f, h \ast \tilde{g} \rangle, \quad \text{with} \quad \tilde{g}(x) = g(x^{-1}).
$$

And the Young convolutions inequalities hold: if $f_1 \in L^p(G)$ and $f_2 \in L^q(G)$ with $1 \leq p, q, r \leq \infty$ and $\frac{1}{p} + \frac{1}{q} = \frac{1}{r} + 1$, then $f_1 \ast f_2 \in L^r(G)$ and

$$
\|f_1 \ast f_2\|_r \leq \|f_1\|_p \|f_2\|_q.
$$

The coordinate function $x = (x_1, \ldots, x_n) \in G \mapsto x_j \in \mathbb{R}$ is denoted by $x_j$. More generally we define for every multi-index $\alpha \in \mathbb{N}_0^n$, $x^\alpha := x_1^{\alpha_1}x_2^{\alpha_2}\cdots x_n^{\alpha_n}$, as a function on $G$. Similarly we set $X^\alpha = X_1^{\alpha_1}X_2^{\alpha_2}\cdots X_n^{\alpha_n}$ in the universal enveloping Lie algebra $\mathfrak{U}(\mathfrak{g})$ of $\mathfrak{g}$.

For any $r > 0$, we define the linear mapping $D_r : \mathfrak{g} \to \mathfrak{g}$ by $D_rX = r^\ell X$ for every $X \in \mathfrak{g}_\ell$, $\ell \in \mathbb{N}$. Then the Lie algebra $\mathfrak{g}$ is endowed with the family of dilations $\{D_r, r > 0\}$ and becomes a homogeneous Lie algebra in the sense of [14]. We re-write the set of integers $\ell \in \mathbb{N}$ such that $\mathfrak{g}_\ell \neq \{0\}$ into the increasing sequence of positive integers $v_1, \ldots, v_n$ counted with multiplicity, the multiplicity of $\mathfrak{g}_\ell$ being its dimension. In this way, the integers $v_1, \ldots, v_n$ become the weights of the dilations and we have $D_rX_j = r^{v_j}X_j$, $j = 1, \ldots, n$, on the chosen basis of $\mathfrak{g}$. The associated group dilations are defined by

$$
D_r(x) = r \cdot x := (r^{v_1}x_1, r^{v_2}x_2, \ldots, r^{v_n}x_n), \quad x = (x_1, \ldots, x_n) \in G, \ r > 0.
$$

In a canonical way this leads to the notions of homogeneity for functions and operators. For instance the degree of homogeneity of $x^\alpha$ and $X^\alpha$, viewed respectively as a function and a differential operator on $G$, is

$$
[\alpha] = \sum_j v_j \alpha_j.
$$
Indeed, let us recall that a vector of \( g \) defines a left-invariant vector field on \( G \) and, more generally, that the universal enveloping Lie algebra of \( g \) is isomorphic with the left-invariant differential operators; we keep the same notation for the vectors and the corresponding operators.

Recall that a **homogeneous quasi-norm** on \( G \) is a continuous function \( | \cdot | : G \to [0, +\infty) \) homogeneous of degree 1 on \( G \) which vanishes only at 0. This often replaces the Euclidean norm in the analysis on homogeneous Lie groups:

**Proposition 2.1.**

1. Any homogeneous quasi-norm \( | \cdot | \) on \( G \) satisfies a triangle inequality up to a constant:

\[ \exists C \geq 1 \quad \forall x, y \in G \quad |xy| \leq C(|x| + |y|). \]

It partially satisfies the reverse triangle inequality:

\[ \forall b \in (0, 1) \quad \exists C = C_b \geq 1 \quad \forall x, y \in G \quad |y| \leq b|x| \iff |xy| - |x| \leq C|y|. \]

2. Any two homogeneous quasi-norms \( | \cdot |_1 \) and \( | \cdot |_2 \) are equivalent in the sense that

\[ \exists C > 0 \quad \forall x \in G \quad C^{-1}|x|_2 \leq |x|_1 \leq C|x|_2. \]

3. A concrete example of a homogeneous quasi-norm is given via

\[ |x|_{\nu_o} := \left( \sum_{j=1}^{n} \frac{2^{\nu_o/\nu_j} x^2_j}{v_j} \right)^{1/2

\]

with \( \nu_o \) a common multiple to the weights \( \nu_1, \ldots, \nu_n \).

Various aspects of analysis on \( G \) can be developed in a comparable way with the Euclidean setting sometimes replacing the topological dimension \( n = \sum_{\ell=1}^{\infty} \dim g_\ell \) of the group \( G \) by its homogeneous dimension

\[ Q := \sum_{\ell=1}^{\infty} \ell \dim g_\ell = v_1 + v_2 + \ldots + v_n. \]

For example, there is an analogue of polar coordinates on homogeneous groups with \( Q \) replacing \( n \):

**Proposition 2.2.** — Let \( | \cdot | \) be a fixed homogeneous quasi-norm on \( G \). Then there is a (unique) positive Borel measure \( \sigma \) on the unit sphere \( S := \{ x \in G : |x| = 1 \} \), such that for all \( f \in L^1(G) \), we have

\[ \int_G f(x) \, dx = \int_0^\infty \int_S f(rx) r^{Q-1} \, d\sigma(y) \, dr. \]
Another example is the following property regarding kernels or operators of type $\nu$ (see [12] and [14, Chapter 6A]):

**Definition 2.3.** — A distribution $\kappa \in \mathcal{D}'(G)$ which is smooth away from the origin and homogeneous of degree $\nu - Q$ is called a kernel of type $\nu \in \mathbb{C}$ on $G$. The corresponding convolution operator $f \in \mathcal{D}(G) \mapsto f * \kappa$ is called an operator of type $\nu$.

The next statement summarises the properties of the operators of type $\nu$ used in the paper:

**Proposition 2.4.** — Let $G$ be a graded group.

1. An operator of type $\nu$ with $\nu \in [0, Q)$ is $(-\nu)$-homogeneous and extends to a bounded operator from $L^p(G)$ to $L^q(G)$ whenever $p, q \in (1, \infty)$ satisfy $\frac{1}{p} - \frac{1}{q} = \frac{\Re \nu}{Q}$.
2. Let $\kappa$ be a smooth function away from the origin homogeneous of degree $\nu$ with $\Re \nu = -Q$. Then $\kappa$ is a kernel of type $\nu$, that is, $\kappa$ coincides on $G \setminus \{0\}$ with the restriction of a distribution in $\mathcal{D}'(G)$ by definition, if and only if its mean value is zero, that is, when $\int_G \kappa \, d\sigma = 0$ where $\sigma$ is the measure on the unit sphere of a homogeneous quasi-norm given by the polar change of coordinates, see Proposition 2.2. (This condition is independent of the choice of a homogeneous quasi-norm.)
3. Let $\kappa$ be a kernel of type $s \in [0, Q)$. Let $T$ be a homogeneous left differential operator of degree $\nu_T$. If $s - \nu_T \in [0, Q)$, then $T \kappa$ is a kernel of type $s - \nu_T$.
4. Suppose $\kappa_1$ is a kernel of type $\nu_1 \in \mathbb{C}$ with $\Re \nu_1 > 0$ and $\kappa_2$ is a kernel of type $\nu_2 \in \mathbb{C}$ with $\Re \nu_2 \geq 0$. We assume $\Re (\nu_1 + \nu_2) < Q$. Then $\kappa_1 * \kappa_2$ is well defined as a kernel of type $\nu_1 + \nu_2$. Moreover if $f \in L^p(G)$ where $1 < p < Q/(\Re (\nu_1 + \nu_2))$ then $(f * \kappa_1) * \kappa_2$ and $f * (\kappa_1 * \kappa_2)$ belong to $L^q(G)$, $\frac{1}{q} = \frac{1}{p} - \frac{\Re (\nu_1 + \nu_2)}{Q}$, and they are equal.

We will also need the following theorem which is a classical consequence of the theorem of singular integrals in the context of spaces of homogeneous type [6, Chapter III]:

**Theorem 2.5.** — Let $T$ be an operator bounded on $L^2(G)$ and invariant under left translation. Let $\kappa \in \mathcal{S}'(G)$ be its right convolution kernel, that is, $T \phi = \phi * \kappa$ for any $\phi \in \mathcal{S}(G)$.

We assume that $\kappa$ coincides with a continuously differentiable function on $G \setminus \{0\}$ and that for one (then any) choice of quasi-norm $|\cdot|$ on $G$, the
following quantities

\[ \int_{|x| \geq 1} |\kappa(x)| \, dx, \quad \sup_{0 < |x| < 1} |x|^{Q + v_j} |X_j \kappa(x)|, \quad j = 1, \ldots, n, \]

and

\[ \sup_{0 < |x| < 1} |x|^Q |\kappa(x)|, \]

are finite. Then \( T \) is bounded on \( L^p(G) \) for any \( p > 2 \).

The approximations of the identity may be constructed on \( G \) as on their Euclidean counterpart, replacing the topological dimension and the abelian convolution with the homogeneous dimension and the group convolution:

**Lemma 2.6.** — Let \( \phi \in L^1(G) \). Then the functions \( \phi_t, t > 0 \), defined via \( \phi_t(x) = t^{-Q}\phi(t^{-1}x) \), are integrable and \( \int \phi_t = \int \phi \) is independent of \( t \). Furthermore, for any \( f \) in \( L^p(G), C_o(G), S(G) \) or \( S'(G) \), the sequence of functions \( f * \phi_t \) and \( \phi_t * f, t > 0 \), converges towards \( (\int \phi) f \) as \( t \to 0 \) in \( L^p(G), C_o(G), S(G) \) and \( S'(G) \) respectively.

In Lemma 2.6 and in the whole paper, \( C_o(G) \) denotes the space of continuous functions on \( G \) which vanish at infinity. This means that \( f \in C_o(G) \) when for every \( \epsilon > 0 \) there exists a compact set \( K \) outside which we have \( |f| < \epsilon \). Endowed with the supremum norm \( \| \cdot \|_{\infty} = \| \cdot \|_{L^\infty(G)} \), it is a Banach space.

Recall that \( D(G) \), the space of smooth and compactly supported functions, is dense in \( L^p(G) \) for \( p \in [1, \infty) \) and in \( C_o(G) \) (in which case we set \( p = \infty \)).

In Theorem 2.8, we will see that the heat semi-group associated to a positive Rockland operator gives an approximation of the identity which is commutative.

### 2.2. Rockland operators

Here we recall the definition of Rockland operators and their main properties.

The definition of a Rockland operator uses the representations of the group. Here we consider only continuous unitary representations of \( G \). We will often denote by \( \pi \) such a representation, by \( \mathcal{H}_{\pi} \) its Hilbert space and by \( \mathcal{H}_{\pi}^\infty \) the subspace of smooth vectors. The corresponding infinitesimal representation on the Lie algebra \( \mathfrak{g} \) and its extension to the universal enveloping Lie algebra \( \mathfrak{U}(\mathfrak{g}) \) are also denoted by \( \pi \). We recall that \( \mathfrak{g} \) and \( \mathfrak{U}(\mathfrak{g}) \) are
identified with the spaces of left-invariant vector fields and of left-invariant differential operators on \( G \) respectively.

**Definition 2.7.** — A Rockland operator on \( G \) is a left-invariant differential operator \( \mathcal{R} \) which is homogeneous of positive degree and satisfies the Rockland condition:

\[
(\mathcal{R}) \quad \text{for each unitary irreducible representation } \pi \text{ on } G, \text{ except for the trivial representation, the operator } \pi(\mathcal{R}) \text{ is injective on } H^\infty_\pi, \text{ that is,}
\]

\[
\forall v \in H^\infty_\pi \quad \pi(\mathcal{R})v = 0 \implies v = 0.
\]

Although the definition of a Rockland operator would make sense on a homogeneous Lie group (in the sense of [14]), it turns out (see [22], see also [10, Lemma 2.2]) that the existence of a (differential) Rockland operator on a homogeneous group implies that the homogeneous group may be assumed to be graded.

Some authors may have different conventions than ours regarding Rockland operators: for instance some choose to consider right-invariant operators and some definitions of a Rockland operator involves only the principal part. The analysis however would be exactly the same.

In 1979, Helffer and Nourrigat proved in [19] that the property in (\( \mathcal{R} \)) is equivalent to the hypoellipticity of the operator. Rockland operators may be viewed as an analogue of elliptic operators (with a high degree of homogeneity) in a non-abelian subelliptic context. In the stratified case, one can check easily that any (left-invariant negative) sub-Laplacian, that is

\[
(2.5) \quad \mathcal{L} = Z_1^2 + \ldots + Z_n^2,
\]

with \( Z_1, \ldots, Z_n \) forming any basis of the first stratum \( g_1 \), is a Rockland operator. More generally it is not difficult to see that the operator

\[
(2.6) \quad \sum_{j=1}^{n} (-1)^{\nu_j} c_j X_j^{2\nu_j} \quad \text{with } c_j > 0,
\]

is a Rockland operator of homogeneous degree \( 2\nu_0 \) if \( \nu_0 \) is any common multiple of \( \nu_1, \ldots, \nu_n \). Hence Rockland operators do exist on any graded Lie group (not necessarily stratified). Furthermore, if \( \mathcal{R} \) is a Rockland operator, then one can show easily that its powers \( \mathcal{R}^k, k \in \mathbb{N} \), and its complex conjugate \( \mathcal{R}^* \) are also Rockland operators.

If a Rockland operator \( \mathcal{R} \) which is formally self-adjoint, that is, \( \mathcal{R}^* = \mathcal{R} \) as elements of the universal enveloping algebra \( \mathfrak{U}(g) \), is fixed, then it admits
a self-adjoint extension on $L^2(G)$ [14, p. 131]. In this case we will denote by $\mathcal{R}_2$ the self-adjoint extension and by $E$ its spectral measure:

(2.7)\[ \mathcal{R}_2 = \int_{\mathbb{R}} \lambda \, dE(\lambda). \]

### 2.3. Positive Rockland operators and their heat kernels

In this section we summarise properties of positive Rockland operators that are important for our analysis.

A Rockland operator $\mathcal{R}$ is positive when $\mathcal{R}$ is formally self-adjoint, that is, $\mathcal{R}^* = \mathcal{R}$ in $\mathfrak{U}(\mathfrak{g})$, and satisfies

$$\forall \, f \in \mathcal{D}(G) \quad \int_G \mathcal{R}f(x) \overline{f(x)} \, dx \geq 0.$$  

Note that if $G$ is stratified and $\mathcal{L}$ is a (left-invariant negative) sub-Laplacian, then $-\mathcal{L}$ is a positive Rockland operator. The example in (2.6) is a positive Rockland operator. Hence positive Rockland operators always exist on any graded Lie group. Moreover if $\mathcal{R}$ is a positive Rockland operator, then its powers $\mathcal{R}^k$, $k \in \mathbb{N}$, and its complex conjugate $\overline{\mathcal{R}}$ are also positive Rockland operators.

Let us fix a positive Rockland operator $\mathcal{R}$ on $G$. By functional calculus (see (2.7)), we can define the spectral multipliers

$$e^{-t\mathcal{R}_2} := \int_0^\infty e^{-t\lambda} \, dE(\lambda), \quad t > 0,$$

which form the heat semigroup of $\mathcal{R}$. The operators $e^{-t\mathcal{R}_2}$ are invariant under left-translations and are bounded on $L^2(G)$. Therefore the Schwartz kernel theorem implies that each operator $e^{-t\mathcal{R}_2}$ admits a unique distribution $h_t \in S'(G)$ as its convolution kernel:

$$e^{-t\mathcal{R}_2} f = f \ast h_t, \quad t > 0, \quad f \in S(G).$$

The distributions $h_t$, $t > 0$, are called the heat kernels of $\mathcal{R}$. We summarise their main properties in the following theorem:

**Theorem 2.8.** — Let $\mathcal{R}$ be a positive Rockland operator on $G$ which is homogeneous of degree $\nu \in \mathbb{N}$. Then each distribution $h_t$ is Schwartz and
we have:

\begin{align*}
\forall s, t > 0 & \quad h_t \ast h_s = h_{t+s}, \\
\forall x \in G, t, r > 0 & \quad h_{r \ast t}(rx) = r^{-Q}h_t(x), \\
\forall x \in G & \quad h_t(x) = h_t(x^{-1}), \\
\int_G h_t(x) \, dx = 1.
\end{align*}

The function \( h : G \times \mathbb{R} \to \mathbb{C} \) defined by

\[
h(x, t) := \begin{cases} h_t(x) & \text{if } t > 0 \text{ and } x \in G, \\ 0 & \text{if } t \leq 0 \text{ and } x \in G,
\end{cases}
\]

is smooth on \((G \times \mathbb{R}) \setminus \{(0,0)\}\) and satisfies \((\mathcal{R} + \partial_t)h = \delta_{0,0}\) where \(\delta_{0,0}\) is the delta-distribution at \((0,0) \in G \times \mathbb{R}\). Having fixed a homogeneous quasi-norm \(| \cdot |\) on \(G\), we have for any \(N \in \mathbb{N}_0, \alpha \in \mathbb{N}_0^n\) and \(\ell \in \mathbb{N}_0:\)

\begin{equation}
\exists C = C_{\alpha, N, \ell} > 0 \quad \forall t \in (0, 1] \sup_{|x|=1} |\partial_\ell^t X_\alpha^t h_t(x)| \leq C_{\alpha, N} t^N.
\end{equation}

Consequently

\begin{equation}
\forall x \in G, t > 0 \quad h_t(x) = t^{-\frac{Q}{\ell}} h_1(t^{-\frac{1}{\ell}} x),
\end{equation}

and for \(x \in G \setminus \{0\}\) fixed,

\begin{equation}
X_2^\alpha h(x, t) = \begin{cases} O(t^{-\frac{Q+|\alpha|}{\ell}}) \text{ as } t \to \infty, \\ O(t^N) \text{ for all } N \in \mathbb{N}_0 \text{ as } t \to 0.
\end{cases}
\end{equation}

Inequalities (2.14) are also valid for any \(x\) in a fixed compact subset of \(G \setminus \{0\}\).

Theorem 2.8 was proved by Folland and Stein in [14, Chapter 4.B].

Remark 2.9. — If the group is stratified and \(\mathcal{R} = -\mathcal{L}\) where \(\mathcal{L}\) is a (negative) sub-Laplacian, then \(\mathcal{R}\) is of order two and the proof relies on Hunt’s theorem [20]. The heat kernel is not only real-valued but also non-negative. Furthermore the heat semigroup is positivity preserving and is a contraction not only on \(L^2\) but on each \(L^p\)-space. Cf. [12, Theorem 3.1] and [14, Chapter 1.G].

More precise estimates of heat kernels of general positive Rockland operators were obtained in [8, 9] and [2] but we will not use them in this paper.

In the proof by Folland and Stein in [14, Chapter 4.B], the following technical property, which we will use later on, is also shown:
Lemma 2.10. — Let $\mathcal{R}$ be a positive Rockland operator of a graded Lie group $G \sim \mathbb{R}^n$ with homogeneous degree $\nu$. If $m$ is a positive integer such that $m\nu \geq \frac{n}{2}$, then the functions in the domain of $\mathcal{R}^m$ are continuous on $\Omega$ and for any compact subset $\Omega$ of $G$, there exists a constant $C = C_{\Omega, \nu, \Omega, m}$ such that

$$\forall \phi \in \text{Dom}(\mathcal{R}^m), \quad \sup_{x \in \Omega} |\phi(y)| \leq C \left( \|\phi\|_{L^2} + \|\mathcal{R}^m \phi\|_{L^2} \right).$$

This is a weak form of Sobolev embeddings. We will later on obtain stronger results of this kind in Theorem 4.24.

We end this section with the following result of Liouville’s type:

Theorem 2.11. — If $\mathcal{R}$ is a positive Rockland operator and $f \in S'(G)$ a distribution satisfying $\mathcal{R}f = 0$ then $f$ is a polynomial.

Proof. — As $\mathcal{R}$ is a positive Rockland operator, $\bar{\mathcal{R}} = \mathcal{R}^t$ is also Rockland and they are both hypoelliptic, see [19]. The conclusion follows by applying the Liouville theorem for homogeneous Lie groups proved by Geller in [17].

3. Fractional powers of positive Rockland operators

This section is devoted to the fractional powers of positive Rockland operators. We will carry out the construction on the scale of $L^p$-spaces for $1 \leq p \leq \infty$, with $L^\infty(G)$ substituted by the space $C_o(G)$ of continuous functions vanishing at infinity. Then we discuss the essential properties of such an extension. Eventually we define its complex powers - in particular purely imaginary - and the associated Riesz and Bessel potentials.

3.1. Positive Rockland operators on $L^p$

Here we define and study the analogue $\mathcal{R}_p$ of the operator $\mathcal{R}$ on $L^p(G)$ or $C_o(G)$. This analogue will be defined as the infinitesimal generator of the heat convolution semigroup. Hence we start by proving the following properties:

Proposition 3.1. — The operators $f \mapsto f \ast h_t$, $t > 0$, form a strongly continuous semi-group on $L^p(G)$ for any $p \in [1, \infty)$ and on $C_o(G)$ if $p = \infty$. This semi-group is also equibounded:

$$\forall t > 0, \forall f \in L^p(G) \text{ or } C_o(G), \quad \|f \ast h_t\|_p \leq \|h_1\|_1 \|f\|_p.$$
Furthermore for any \( p \in [1, \infty) \) (finite or infinite) and any \( f \in \mathcal{D}(G) \),
\[
(3.1) \quad \lim_{t \to 0} \left\| \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right\|_p = 0.
\]

Proof of Proposition 3.1. — If \( f \in \mathcal{D}(G) \), then \( f \in \text{Dom}(\mathcal{R}) \subset \text{Dom}(\mathcal{R}_2) \) and for any \( s, t > 0 \), by functional calculus,
\[
f * h_{t+s} = e^{-(t+s)\mathcal{R}_2} f = e^{-t\mathcal{R}_2} e^{-s\mathcal{R}_2} f = (f * h_s) * h_t
\]
and, by the Young convolution inequalities for \( p \in [1, \infty) \) (see (2.2)),
\[
\|f * h_t\|_p \leq \|h_t\|_1 \|f\|_p
\]
with \( \|h_t\|_1 = \|h_1\|_1 < \infty \) by Theorem 2.8. By density of \( \mathcal{D}(G) \) in \( L^p(G) \) for \( p \in [1, \infty) \) and \( C_o(G) \) for \( p = \infty \), this implies that the operators \( f \mapsto f * h_t \), \( t > 0 \), form a strongly continuous equibounded semi-group on \( L^p(G) \) for any \( p \in [1, \infty) \) and on \( C_o(G) \).

Let us prove the convergence in (3.1) for \( p = \infty \) for a function \( f \in \mathcal{D}(G) \). First let us prove that for any compact subset \( \Omega \subset G \), we have
\[
(3.2) \quad \sup_{\Omega} \left| \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right| \to_{t \to 0} 0.
\]
Since \( \mathcal{D}(G) \subset \text{Dom}(\mathcal{R}) \) and \( e^{-t\mathcal{R}_2} f = f * h_t \), we have for any integer \( m' \in \mathbb{N}_0 \):
\[
\frac{1}{t} \mathcal{R}^{m'} (f * h_t - f) - \mathcal{R}^{m'+1} f = \frac{1}{t} \mathcal{R}_2^{m'} (e^{-t\mathcal{R}_2} f - f) - \mathcal{R}_2^{m'+1} f
\]
\[
= \frac{1}{t} \left( e^{-t\mathcal{R}_2} \mathcal{R}_2^{m'} f - \mathcal{R}_2^{m'} f \right) - \mathcal{R}_2^{m'+1} f
\]
\[
= \frac{1}{t} \left( (\mathcal{R}^{m'} f) * h_t - \mathcal{R}^{m'} f \right) - \mathcal{R}^{m'+1} f,
\]
and this tends to 0 in \( L^2(G) \) as \( t \to 0 \). Now (3.2) follows from this \( L^2 \)-convergence and applying Lemma 2.10, to \( \phi = \frac{1}{t} (f * h_t - f) - \mathcal{R}f \).

We fix a homogeneous quasi-norm \( |\cdot| \) on \( G \), for example the one in Part (3) of Proposition 2.1. Denoting \( \bar{B}_R := \{ x \in G, \ |x| \leq R \} \) the closed ball about 0 of radius \( R \), we choose \( R \geq 1 \) such that \( \bar{B}_R \) contains the support of \( f \). Let \( C_o = C_b \) be the constant in the reverse triangle inequality, see (2.3), for \( b = \frac{1}{2} \). We choose \( \Omega = \bar{B}_{2C_o R} \) the closed ball about 0 and with radius \( 2C_o R \). If \( x \not\in \Omega \), then since \( f \) is supported in \( \bar{B}_R \subset \Omega \),
\[
\left( \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right)(x) = \frac{1}{t} f * h_t(x) = \frac{1}{t} \int_{|y| \leq R} f(y) h_t(y^{-1} x) \, dy,
\]
hence
\[
\left| \frac{1}{t} f * h_t(x) \right| \leq \frac{\|f\|_{\infty}}{t} \int_{|y| \leq R} |h_t(y^{-1} x)| \, dy = \frac{\|f\|_{\infty}}{t} \int_{|xt^{-1} z^{-1}| \leq R} |h_1(z)| \, dz,
\]
as \( h_t \) satisfies (2.13). Simple manipulations, more precisely the reverse triangle inequality in (2.3) and the polar change of variable in Proposition 2.2, yield
\[
\int_{|x|^2 > -t^{-1/2} R^2} |h_1(z)| \, dz \leq \int_{|z| > -t^{-1/2} R^2} |h_1(z)| \, dz
\leq \| \cdot |Q+2^{\nu} h_1 \|_\infty \int_{|z| > -t^{-1/2} R^2} |z|^{-Q-2^{\nu}} \, dz \leq Ct^2,
\]
as \( h_1 \in \mathcal{S}(G) \). Consequently taking the supremum in the complementary on \( \Omega \)
\[
\sup_{\Omega^c} \left\| \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right\| \leq C't \longrightarrow t \rightarrow 0.
\]
This shows the convergence in (3.1) for \( p = \infty \).

We now proceed in a similar way to prove the convergence in (3.1) for \( p \) finite. As above we fix \( f \in D(G) \) supported in \( \bar{B}_R \). We decompose
\[
\left\| \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right\|_p \leq \left\| \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right\|_{L^p(\bar{B}_{2C_0R})} + \left\| \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right\|_{L^p(B_{2C_0R})}.
\]
For the first term,
\[
\left\| \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right\|_{L^p(\bar{B}_{2C_0R})} \leq \left\| \bar{B}_{2C_0R} \right\| \left\| \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right\|_{L^p(\bar{B}_{2C_0R})} \longrightarrow 0,
\]
as we have already proved the convergence in (3.1) for \( p = \infty \). For the second term, we adapt the argument given for \( p = \infty \), that is, first we observe that
\[
\left\| \frac{1}{t} (f * h_t - f) - \mathcal{R}f \right\|_{L^p(B_{2C_0R})} = \frac{1}{t} \left\| f * h_t \right\|_{L^p(B_{2C_0R})}
\leq \left\| f \right\|_\infty \left( \int_{|x| > 2C_0R} \left( \int_{|y| < R} |h_t(y^{-1} x)| \, dy \right)^p \, dx \right)^{1/p},
\]
and then, using simple manipulations and the properties of the heat kernels (see Theorem 2.8), we have
\[
\int_{|x| > 2C_0R} \left( \int_{|y| < R} |h_t(y^{-1} x)| \, dy \right)^p \, dx \leq C_{R,p} \int_{|z| > R/2} |h_t(z)|^p \, dz \leq C'_{R,p} t^2.
\]
This yields the convergence in (3.1) for \( p \) finite. \( \square \)
DEFINITION 3.2. — Let \( \mathcal{R} \) be a positive Rockland operator on \( G \).

For \( p \in [1, \infty) \), we denote by \( \mathcal{R}_p \) the operator such that \( -\mathcal{R}_p \) is the infinitesimal generator of the semi-group of operators \( f \mapsto f * h_t, \ t > 0 \), on the Banach space \( L^p(G) \).

We also denote by \( \mathcal{R}_{\infty} \) the operator such that \( -\mathcal{R}_{\infty} \) is the infinitesimal generator of the semi-group of operators \( f \mapsto f * h_t, \ t > 0 \), on the Banach space \( C_0(G) \).

For the moment it seems that \( \mathcal{R}_2 \) denotes the self-adjoint extension of \( \mathcal{R} \) on \( L^2(G) \) and minus the generator of \( f \mapsto f * h_t, \ t > 0 \), on \( L^2(G) \). In the sequel, in fact in Theorem 3.3 below, we show that the two operators coincide and there is no conflict of notation.

THEOREM 3.3. — Let \( \mathcal{R} \) be a positive Rockland operator on \( G \) and \( p \in [1, \infty) \cup \{\infty\} \).

1. The operator \( \mathcal{R}_p \) is closed. The domain of \( \mathcal{R}_p \) contains \( \mathcal{D}(G) \), and for \( f \in \mathcal{D}(G) \) we have \( \mathcal{R}_p f = \mathcal{R} f \).

2. The positive Rockland operator \( \mathcal{R}_p \) is the infinitesimal generator of the strongly continuous semi-group \( \{f \mapsto f * h_t\}_{t>0} \) on \( L^p(G) \) for \( p \in [1, \infty) \) and on \( C_0(G) \) for \( p = \infty \).

3. If \( p \in (1, \infty) \) then the dual of \( \mathcal{R}_p \) is \( \mathcal{R}_p' \). The dual of \( \mathcal{R}_{\infty} \) restricted to \( L^1(G) \) is \( \mathcal{R}_{1} \). The dual of \( \mathcal{R}_1 \) restricted to \( C_0(G) \subset L^\infty(G) \) is \( \mathcal{R}_{\infty} \).

4. If \( p \in [1, \infty) \), the operator \( \mathcal{R}_p \) is the maximal restriction of \( \mathcal{R} \) to \( L^p(G) \), that is, the domain of \( \mathcal{R}_p \) consists of all the functions \( f \in L^p(G) \) such that the distributional derivative \( \mathcal{R} f \) is in \( L^p(G) \) and \( \mathcal{R}_p f = \mathcal{R} f \). In particular, the operator \( \mathcal{R}_2 \) obtained from Definition 3.2 coincides with the self-adjoint extension of \( \mathcal{R} \) on \( L^2(G) \). The operator \( \mathcal{R}_{\infty} \) is the maximal restriction of \( \mathcal{R} \) to \( C_0(G) \), that is, the domain of \( \mathcal{R}_{\infty} \) consists of all the function \( f \in C_0(G) \) such that the distributional derivative \( \mathcal{R} f \) is in \( C_0(G) \) and \( \mathcal{R}_p f = \mathcal{R} f \).

5. If \( p \in [1, \infty) \), the operator \( \mathcal{R}_p \) is the smallest closed extension of \( \mathcal{R}|_{\mathcal{D}(G)} \) on \( L^p(G) \). For \( p = 2 \), \( \mathcal{R}_2 \) is the self-adjoint extension of \( \mathcal{R} \) on \( L^2(G) \).

Proof. — Part (1) is a consequence of Proposition 3.1. Intertwining with the complex conjugate, this implies that \( \{f \mapsto f * h_t\}_{t>0} \) is also a strongly continuous semi-group on \( L^p(G) \) whose infinitesimal operator coincides with \( \mathcal{R} = \mathcal{R}^t \) on \( \mathcal{D}(G) \). This shows Part (2).

For Part (3), we observe that using (2.1) and (2.10), we have

\begin{equation}
\forall f_1, f_2 \in \mathcal{D}(G) \quad \langle f_1 * h_t, f_2 \rangle = \langle f_1, f_2 * h_t \rangle.
\end{equation}
Thus we have for any \( f, g \in \mathcal{D}(G) \) and \( p \in [1, \infty) \cup \{\infty_0\} \)

\[
\left\langle \frac{1}{t} (e^{-t\mathcal{R}_p} f - f), g \right\rangle = \frac{1}{t} \left\langle f * h_t - f, g \right\rangle = \frac{1}{t} \left\langle f, g * \bar{h}_t - g \right\rangle = \frac{1}{t} \left\langle f, e^{-t \mathcal{R}_{p'}} g - g \right\rangle.
\]

Here the brackets refer to the duality in the sense of distribution. Taking the limit as \( t \to 0 \) of the first and last expressions proves Part (3).

We now prove Part (4) for any \( p \in [1, \infty) \cup \{\infty_0\} \). Let \( f \in \text{Dom}(\mathcal{R}_p) \) and \( \phi \in \mathcal{D}(G) \). Since \( \mathcal{R} \) is formally self-adjoint, we know that \( \mathcal{R} t = \mathcal{R} \), and by Part (1), we have \( \mathcal{R}_q \phi = \mathcal{R} \phi \) for any \( q \in [1, \infty) \cup \{\infty_0\} \). Thus by Part (3) we have

\[
\langle \mathcal{R}_p f, \phi \rangle = \langle f, \mathcal{R}_{p'} \phi \rangle = \langle f, \mathcal{R}^t \phi \rangle = \langle \mathcal{R} f, \phi \rangle,
\]

and \( \mathcal{R}_p f = \mathcal{R} f \) in the sense of distributions. Thus

\[
\text{Dom}(\mathcal{R}_p) \subset \{ f \in L^p(G) : \mathcal{R} f \in L^p(G) \}.
\]

We now prove the reverse inclusion. Let \( f \in L^p(G) \) such that \( \mathcal{R} f \in L^p(G) \). Let also \( \phi \in \mathcal{D}(G) \). The following computations are justified by the properties of \( \mathcal{R} \) and \( h_t \) (see Theorem 2.8), Fubini’s Theorem, and (3.3):

\[
\langle f * h_t - f, \phi \rangle = \langle f, \phi * \bar{h}_t - \phi \rangle = \langle f, \int_0^t \partial_s (\phi * \bar{h}_s) \, ds \rangle
\]

\[
= \langle f, \int_0^t -\mathcal{R} (\phi * \bar{h}_s) \, ds \rangle = -\langle f, \mathcal{R} \int_0^t (\phi * \bar{h}_s) \, ds \rangle
\]

\[
= -\langle \mathcal{R} f, \int_0^t \phi * \bar{h}_s \, ds \rangle = -\int_0^t \langle \mathcal{R} f, \phi * \bar{h}_s \rangle \, ds
\]

\[
= -\int_0^t \langle (\mathcal{R} f) * h_s, \phi \rangle \, ds = -\int_0^t \langle \mathcal{R} f) * h_s \, ds, \phi \rangle.
\]

Therefore,

\[
\frac{1}{t} (f * h_t - f) = -\frac{1}{t} \int_0^t (\mathcal{R} f) * h_s \, ds.
\]

This converges towards \( -\mathcal{R} f \) in \( L^p(G) \) as \( t \to 0 \) by the general properties of averages of strongly continuous semigroups on a Banach space. This shows \( f \in \text{Dom}(\mathcal{R}_p) \) and concludes the proof of (iv).

Part (5) follows from (4). This also shows that the self-adjoint extension of \( \mathcal{R} \) coincides with \( \mathcal{R}_2 \) as defined in Definition 3.2 and concludes the proof of Theorem 3.3. \( \square \)

Theorem 3.3 has the following consequences which will enable us to define the fractional powers of \( \mathcal{R}_p \).
Corollary 3.4. — We keep the same setting and notation as in Theorem 3.3.

(1) The operator $R_p$ is injective on $L^p(G)$ for $p \in [1, \infty)$ and $R_{\infty_o}$ is injective on $C_o(G)$, namely,

for $p \in [1, \infty) \cup \{\infty_o\}$ : $\forall f \in \text{Dom}(R_p) \quad R_p f = 0 \implies f = 0$.

(2) If $p \in (1, \infty)$ then the operator $R_p$ has dense range in $L^p(G)$. The operator $R_{\infty_o}$ has dense range in $C_o(G)$. The closure of the range of $R_1$ is the closed subspace $\{\phi \in L^1(G) : \int_G \phi = 0\}$ of $L^1(G)$.

(3) For $p \in [1, \infty) \cup \{\infty_o\}$, and any $\mu > 0$, the operator $\mu I + R_p$ is invertible on $L^p(G)$, $p \in [1, \infty)$, and on $C_o(G)$ for $p = \infty_o$, and the operator norm of $(\mu I + R_p)^{-1}$ is

$$\|(\mu I + R_p)^{-1}\|_{L(L^p(G))} \leq \|h_1\| \mu^{-1},$$

or

$$\|(\mu I + R_{\infty_o})^{-1}\|_{L(C_o(G))} \leq \|h_1\| \mu^{-1}.$$
Then for any \( \phi \in \mathcal{D}(G) \), we know that \( \phi \in \text{Dom}(\mathcal{R}_p) \) and \( \mathcal{R}_p\phi = \mathcal{R}\phi \) by Theorem 3.3(1) thus
\[
0 = \Psi(\mathcal{R}_p(\phi)) = \langle f, \mathcal{R}(\phi) \rangle = \langle \bar{\mathcal{R}}f, \phi \rangle,
\]
since \( \mathcal{R}^t = \bar{\mathcal{R}} \). Hence \( \bar{\mathcal{R}}f = 0 \). By Liouville’s theorem, see Theorem 2.11, this time applied to the positive Rockland operator \( \bar{\mathcal{R}} \), we see that \( f \) is a polynomial. This implies that \( f \equiv 0 \), since \( \mathcal{R}_t = \bar{\mathcal{R}} \). Hence \( \bar{\mathcal{R}}f = 0 \). By Liouville’s theorem, see Theorem 2.11, this time applied to the positive Rockland operator \( \bar{\mathcal{R}} \), we see that \( f \) is a polynomial. This implies that \( f \equiv 0 \), since \( f \) is also a function in \( L^p(G) \) in the case \( p \in (1, \infty) \), whereas for \( p = \infty \), \( f \) is in \( M(G) \) thus an integrable polynomial on \( G \). For \( p = 1 \), \( f \) being a measurable bounded function and a polynomial, \( f \) must be constant, i.e. \( f \equiv c \) for some \( c \in \mathbb{C} \). This shows that if \( p \in (1, \infty) \cup \{\infty\} \) then \( \Psi = 0 \) and \( \text{Range}(\mathcal{R}_p) \) is dense in \( L^p(G) \) or \( C_o(G) \), whereas for \( p = 1 \) then \( \Psi : L^1(G) \ni \phi \mapsto c \int_G \phi \). This shows (2) for \( p \in (1, \infty) \cup \{\infty\} \).

Let us study more precisely the case \( p = 1 \). It is easy to see that
\[
\int_G X\phi(x) \, dx = -\int_G \phi(x) (X1)(x) \, dx = 0
\]
holds for any \( \phi \in L^1(G) \) such that \( X\phi \in L^1(G) \). Consequently, for any \( \phi \in \text{Dom}(\mathcal{R}_1) \), we know that \( \phi \) and \( \mathcal{R}\phi \) are in \( L^1(G) \) thus \( \int_G \mathcal{R}_1\phi = 0 \). So the range of \( \mathcal{R}_1 \) is included in
\[
S := \{ \phi \in L^1(G) : \int_G \phi = 0 \} \supset \text{Range}(\mathcal{R}_1).
\]

Moreover, if \( \Psi_1 \) a bounded linear functional on \( S \) such that \( \Psi_1 \) is identically 0 on \( \text{Range}(\mathcal{R}_1) \), by the Hahn–Banach Theorem, it can be extended into a bounded linear function \( \Psi \) on \( L^1(G) \). As \( \Psi \) vanishes identically on \( \text{Range}(\mathcal{R}_1) \subset S \), we have already proven that \( \Psi \) must be of the form \( \Psi : L^1(G) \ni \phi \mapsto c \int_G \phi \) for some constant \( c \in \mathbb{C} \) and its restriction to \( S \) is \( \Psi_1 \equiv 0 \). This concludes the proof of Part (2).

Let us prove Part (3). Integrating the formula
\[
(\mu + \lambda)^{-1} = \int_0^\infty e^{-t(\mu+\lambda)} \, dt
\]
against the spectral measure \( dE(\lambda) \) of \( \mathcal{R}_2 \), we have formally
\[
(\mu I + \mathcal{R}_2)^{-1} = \int_0^\infty e^{-t(\mu I + \mathcal{R}_2)} \, dt,
\]
and the convolution kernel of the operator on the right-hand side is (still formally) given by
\[
\kappa_\mu(x) := \int_0^\infty e^{-t\mu} h_t(x) \, dt.
\]
From the properties of the heat kernel $h_t$ (see Theorem 2.8), we see that $\kappa_\mu$ is continuous on $G$ and that
\[
\|\kappa_\mu\|_1 \leq \int_0^\infty e^{-t\mu} \|h_t\|_1 \, dt = \|h_1\| \int_0^\infty e^{-t\mu} \, dt = \frac{\|h_1\|}{\mu} < \infty.
\]
Therefore $\kappa_\mu \in L^1(G)$, the operator $\int_0^\infty e^{-t(\mu I + \mathcal{R}_2)} \, dt$ is bounded on $L^2(G)$. Furthermore Formula (3.5) holds (it suffices to consider integration over $[0, N]$ with $N \to \infty$).

For any $\phi \in \mathcal{D}(G)$ and $p \in [1, \infty) \cup \{\infty\}$, Theorem 3.3(4) implies
\[
(\mu I + \mathcal{R}_p) \phi = (\mu I + \mathcal{R}) \phi = (\mu I + \mathcal{R}_2) \phi \in \mathcal{D}(G),
\]
thus
\[
\kappa_\mu * ((\mu I + \mathcal{R}_p) \phi) = \kappa_\mu * ((\mu I + \mathcal{R}_2) \phi) = \phi.
\]
This yields that the operator $(\mu I + \mathcal{R}_p)^{-1} : \phi \mapsto \phi * \kappa_\mu$ bounded on $L^p(G)$ if $p \in [1, \infty)$ and on $C_o(G)$ if $p = \infty_o$. Furthermore its operator norm is
\[
\leq \|\kappa_\mu\|_1 \leq \|h_1\| \mu^{-1}.
\]
\[
\□
\]

### 3.2. Fractional powers of operators $\mathcal{R}_p$

In this section we study the fractional powers of the operators $\mathcal{R}_p$ and $I + \mathcal{R}_p$. As explained in the proof of the following theorem, these fractional powers are defined as the powers of a Komatsu-non-negative operator. In the special case of $p = 2$, it coincides with the powers defined by functional calculus.

**THEOREM 3.6.** — Let $\mathcal{R}$ be a positive Rockland operator on a graded Lie group $G$. We consider the operators $\mathcal{R}_p$ defined in Definition 3.2. Let $p \in [1, \infty) \cup \{\infty\}$.

1. Let $\mathcal{A}$ denote either $\mathcal{R}$ or $I + \mathcal{R}$.
   a. For every $a \in \mathbb{C}$, the operator $\mathcal{A}^a_p$ is closed and injective with $(\mathcal{A}^a_p)^{-1} = \mathcal{A}^{-a}_p$. We have $\mathcal{A}^0_p = I$, and for any $N \in \mathbb{N}$, $\mathcal{A}^N_p$ coincides with the usual powers of differential operators on $S(G)$. Furthermore, the operator $\mathcal{A}^a_p$ is invariant under left translations.
   b. For any $a, b \in \mathbb{C}$, in the sense of operator graph, we have $\mathcal{A}^a_p \mathcal{A}^b_p \subset \mathcal{A}^{a+b}_p$. If $\text{Range}(\mathcal{A}_p)$ is dense then the closure of $\mathcal{A}^a_p \mathcal{A}^b_p$ is $\mathcal{A}^{a+b}_p$. Moreover for any $N \in \mathbb{N}$, $\text{Dom}(\mathcal{A}^N) \cap \text{Range}(\mathcal{A}^N)$ is dense in $\text{Range}(\mathcal{A}_p)$. 
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(c) Let \( a_o \in \mathbb{C}_+ \).
  - If \( \phi \in \text{Range}(A^a_p) \) then \( \phi \in \text{Dom}(A^a_p) \) for all \( a \in \mathbb{C} \) with \( 0 < -Ra < Ra_o \) and the function \( a \mapsto A^a_p \phi \) is holomorphic in \( \{ a \in \mathbb{C} : -Ra_o < Ra < 0 \} \).
  - If \( \phi \in \text{Dom}(A^a_p) \) then \( \phi \in \text{Dom}(A^a_p) \) for all \( a \in \mathbb{C} \) with \( 0 < Ra < Ra_o \) and the function \( a \mapsto A^a_p \phi \) is holomorphic in \( \{ a \in \mathbb{C} : 0 < Ra < Ra_o \} \).

(d) If \( p \in (1, \infty) \) then the dual of \( A_p \) is \( \hat{A}_p' \). The dual of \( A_{\infty_o} \) restricted to \( L^1(G) \) is \( \hat{A}_1 \). The dual of \( A_1 \) restricted to \( C_o(G) \subset L^\infty(G) \) is \( \hat{A}_{\infty_o} \).

(e) If \( a, b \in \mathbb{C}_+ \) with \( Rb > Ra \), then

\[
\exists C = C_{a,b} > 0 \quad \forall \phi \in \text{Dom}(A^a_p) \quad \|A^a_p \phi\| \leq C \|\phi\|^{1 - \frac{|Ra|}{Rb}} \|A^b_p \phi\|^{\frac{|Ra|}{Rb}}.
\]

(f) For any \( a \in \mathbb{C}_+ \), \( \text{Dom}(A^a_p) \) contains \( S(G) \).

(g) If \( f \in \text{Dom}(A^a_p) \cap L^q(G) \) for some \( q \in [1, \infty) \cup \{\infty_o\} \), then \( f \in \text{Dom}(A^a_p) \) if and only if \( A^a_p f \in L^q(G) \), in which case \( A^a_p f = \hat{A}_q f \).

(2) For each \( a \in \mathbb{C}_+ \), the operators \( (1 + R_p)^a \) and \( R_p^a \) are unbounded and their domains satisfy \( \text{Dom}[(1 + R_p)^a] = \text{Dom}(R_p^a) = \text{Dom}[(R_p + \epsilon I)^a] \) for all \( \epsilon > 0 \),

(3) If \( 0 < Ra < 1 \) and \( \phi \in \text{Range}(R_p) \) then

\[
R^{-a}_p \phi = \frac{1}{\Gamma(a)} \int_0^\infty t^{a-1} e^{-tR_p} \phi \ dt,
\]

in the sense that \( \lim_{N \to \infty} \int_0^N \) converges in the norm of \( L^p(G) \) or \( C_o(G) \).

(4) If \( a \in \mathbb{C}_+ \), then the operator \( (1 + R_p)^{-a} \) is bounded and for any \( \phi \in X \) with \( X = L^p(G) \) or \( C_o(G) \), we have

\[
(1 + R_p)^{-a} \phi = \frac{1}{\Gamma(a)} \int_0^\infty t^{a-1} e^{-t(1+R_p)} \phi \ dt,
\]

in the sense of absolute convergence: \( \int_0^\infty t^{a-1}\|e^{-t(1+R_p)} \phi\|_X \ dt < \infty \).

(5) For any \( a, b \in \mathbb{C} \), the two (possibly unbounded) operators \( R^a_p \) and \( (1 + R_p)^b \) commute.

(6) For any \( a \in \mathbb{C} \), the operator \( R^a_p \) is homogeneous of degree \( va \).

Here we say that two (possibly unbounded) operators \( A \) and \( B \) commute when

\[
x \in \text{Dom}(AB) \cap \text{Dom}(BA) \implies ABx = BAx.
\]
Let us recall that the domain of the product \( AB \) of two (possibly unbounded) operators \( A \) and \( B \) on the same Banach space \( X \) is formed by the elements \( x \in X \) such that \( x \in \text{Dom}(B) \) and \( Bx \in \text{Dom}(A) \).

In Theorem 3.6, \( \Gamma \) denotes the usual Gamma function, that is, the meromorphic extension of the function defined via \( z \mapsto \int_{0}^{\infty} t^{z-1} e^{-t} \, dt \) on \( \{ \Re z > 0 \} \).

**Proof of Theorem 3.6.** — In the case \( p = 2 \), the statement follows by functional calculus and Part (4) of Theorem 3.3. We may therefore assume \( p \neq 2 \). By Theorem 3.3(1), the operator \( R_p \) is closed and densely defined. By Corollary 3.4, it is injective and Komatsu-non-negative in the sense that \( (-\infty, 0) \) is included in its resolvant set and it satisfies Property (3.4). Necessarily \( I + R_p \) also satisfies these properties. Furthermore \( -(I + R_p) \) generates an exponentially stable semigroup:

\[
\| e^{-t(I+R_p)} \|_{L^p(G)} \leq e^{-t} \| e^{-tR_p} \|_{L^p(G)} \leq e^{-t} \| h_1 \|_1,
\]

and similarly for \( \text{Co}(G) \).

Most of the statements then follow from the general properties of fractional powers constructed via the Balakrishnan formulae, see [21]. More precisely, from the Balakrishnan formula, [21, Section 3.1], for any \( N \in \mathbb{N} \), \( A_p^N \) coincides with the usual powers of differential operators on \( \mathcal{S}(G) \). Then Part (1a) follows from the general properties of the construction, see [21, Section 7]. Parts (5) and (6) are true for the operator given via the Balakrishnan formula, therefore they hold for our fractional powers. Part (1d) is obtained in the same way together with the properties of duality.

For Part (1b), see [21, Proposition 1.1.3(iii) and Section 7]. For Part (1c), see Corollary 5.1.13 together with Proposition 7.1.5 and its proof both in [21]. For Part (1e), see [21, Corollary 5.1.13]. Part (1f) follows from Parts (1a) and (1c). Part (1g) is certainly true for any \( f \in \mathcal{S}(G) \) and \( \Re a > 0 \) via the Balakrishnan formulae. By analyticity (see Part (1c)) it is true for any \( a \in \mathbb{C} \). The density of \( \mathcal{D}(G) \) in \( L^p(G) \) (or \( \text{Co}(G) \) if \( p = \infty \)) together with the maximality of \( A_p^a \) and the uniqueness of distributional convergence imply the result. For Part (2), see [21, Theorem 5.1.7]. For Parts (3) and (4), see [21, Lemma 6.1.5]. This concludes the proof of Theorem 3.6.

3.3. Imaginary powers of \( R_p \) and \( I + R_p \)

In this section, we prove that imaginary powers of a positive Rockland operator \( R \) as well as \( I + R \) are bounded operators on \( L^p(G) \), \( p \in (1, \infty) \)
by applying the consequence of the theorem of singular integrals stated in Theorem 2.5. The operator bounds will follow as a general semi-group property.

Let us show that if $\mathcal{R}$ is a positive Rockland operator, then the imaginary powers of $I + \mathcal{R}_p$ are bounded on $L^p(G)$:

**Proposition 3.7.** — Let $\mathcal{R}$ be a positive Rockland operator. For any $\tau \in \mathbb{R}$ and $p \in (1, \infty)$, the operator $(I + \mathcal{R}_p)^{i\tau}$ is bounded on $L^p(G)$. For any $p \in (1, \infty)$, there exists $C = C_{p, \mathcal{R}} > 0$ and $\theta \in [0, \pi]$ such that

\[ \forall \tau \in \mathbb{R} \quad \left\| (I + \mathcal{R}_p)^{i\tau} \right\|_{L^p(G)} \leq Ce^{\theta|\tau|}. \]

For any $p \in (1, \infty)$ and $a \in \mathbb{C}$, $\text{Dom}((I + \mathcal{R}_p)^a) = \text{Dom}((I + \mathcal{R}_p)^{\Re a})$.

In the proof of Proposition 3.7, we will need the following estimates for integral of the heat kernel $h_t$ of a positive Rockland operator $\mathcal{R}$:

**Lemma 3.8.**

1. For any homogeneous quasi-norm $|\cdot|$, any multi-index $\alpha \in \mathbb{N}_0^n$, and any real number $a$ with $0 < a < \frac{Q + |\alpha|}{\nu}$, there exists a constant $C > 0$ such that

\[ \int_0^\infty t^{a-1} |X^\alpha h_t(x)| \, dt \leq C|x|^{-Q - |\alpha| + \nu a}. \]

For any homogeneous quasi-norm $|\cdot|$, any multi-index $\alpha \in \mathbb{N}_0^n$, there exists a constant $C > 0$ such that

\[ \int_0^\infty |X^\alpha h_t(x)|e^{-t} \, dt \leq C|x|^{-Q - |\alpha|}. \]

2. For any homogeneous quasi-norm $|\cdot|$, any multi-index $\alpha \in \mathbb{N}_0^n$, and any $t > 0$, we have

\[ \int_{|x| \geq 1/2} |X^\alpha h_t(x)| \, dx \leq t^{-\frac{|\alpha|}{\nu}} \|X^\alpha h_1\|_{L^1}. \]

3. For any homogeneous quasi-norm $|\cdot|$, any multi-index $\alpha \in \mathbb{N}_0^n$, any $N \in \mathbb{N}$ and any $t \in (0, 1)$, there exists a constant $C > 0$ such that

\[ \int_{|x| \geq 1/2} |X^\alpha h_t(x)| \, dx \leq Ct^N. \]

**Proof of Lemma 3.8.** — Let us prove Part (1). We write

\[ \int_0^\infty t^{a-1} |X^\alpha h_t(x)| \, dt = \int_0^{\frac{|x|}{\nu}} + \int_{\frac{|x|}{\nu}}^\infty. \]
For the second integral, we use the property of homogeneity of \( h_t \) (see (2.9) or (2.13))
\[
\int_{|x|^\nu}^\infty \leq \left( \frac{Q + [\alpha] - a}{\nu} \right)^{-1} \|X^\alpha h_1\|_\infty |x|^\nu \left( a - \frac{Q + [\alpha]}{\nu} \right).
\]
As \( h_1 \in S(G) \), \( \|X^\alpha h_1\|_\infty \) is finite. For the first integral, we use again (2.9) to obtain
\[
\int_0^{|x|^\nu} \leq C_1 a^{-1} |x|^{\nu \left( a - \frac{Q + [\alpha]}{\nu} \right)},
\]
where \( C_1 := \sup_{|y|=1, 0 \leq t_1 \leq 1} |X^\alpha h_{t_1}(y)| \) is finite by (2.12). Combining the two estimates above shows the estimates for the first integral in Part (1).

We proceed in the same way for the second one:
\[
\int_0^\infty |X^\alpha h_t(x)| e^{-t} dt = \int_0^{|x|^\nu} + \int_{|x|^\nu}^\infty.
\]
We have (with \( C_1 \) as above)
\[
\int_0^{|x|^\nu} \leq C_1 |x|^{\nu \left( a - \frac{Q + [\alpha]}{\nu} \right)}, \quad \text{whereas} \quad \int_{|x|^\nu}^\infty \leq \|X^\alpha h_1\|_\infty |x|^{-(Q + [\alpha])}.
\]
We conclude in the same way as above and Part (1) is proved.

Let us prove Part (2). The property of homogeneity of \( h_t \) (see (2.13)) together with \( h_1 \in S(G) \) imply
\[
\int_{|x| \geq 1/2} |X^\alpha h_t(x)| dx = t^{-[\alpha]/\nu} \int_{t^{-1/\nu} |x'| \geq 1/2} |X^\alpha h_1(x')| dx' \leq t^{-[\alpha]/\nu} \int_G |X^\alpha h_1|,
\]
having used the change of variable \( x' = t^{-1/\nu} x \). This shows Part (2).

Let us prove Part (3). The properties of the heat kernel, especially (2.9) and (2.12), imply
\[
\int_{|x| \geq 1/2} |X^\alpha h_t(x)| dx \leq C t^N \int_{|x| \geq 1/2} |x|^{-[\alpha] - Q - \nu N} dx,
\]
where \( C = \sup_{|x'|=1, 0 < t_1 < 1} t_1^{-N} |X^\alpha h_{t_1}(x')| < \infty \). This shows Part (3) and concludes the proof of Lemma 3.8. \( \square \)

Proof of Proposition 3.7. — Let us fix \( \tau \in \mathbb{R} \setminus \{0\} \). By functional calculus, \( (I + R_2)^{i\tau} \) is bounded on \( L^2(G) \). The formula
\[
\forall \lambda > 0 \quad \lambda^{i\tau} = \frac{\lambda}{\Gamma(1 - i\tau)} \int_0^\infty t^{-i\tau} e^{-\lambda t} dt.
\]
and the functional calculus of \( R_2 \) implies that the right convolution kernel of \( (I + R_2)^{i\tau} \) is the tempered distribution \( \kappa \) which coincides with the smooth
function away from 0 given via
\[ \kappa(x) = \frac{1}{\Gamma(1 - i\tau)} \int_0^\infty t^{-i\tau} (1 + \mathcal{R}) h_t(x) e^{-t} \, dt, \quad x \neq 0, \]
because of Part (1) of Lemma 3.8. The rest of Lemma 3.8 imply easily that the hypotheses of Theorem 2.5 are satisfied. This together with Theorem 3.6(1f) and (1g) show that for each \( \tau \in \mathbb{R}, \) \((1 + \mathcal{R}_p)^{i\tau}\) is bounded for \( p \geq 2. \) By duality, it is bounded for any \( p \in (1, \infty). \) The properties of the semi-group [21, Corollary 7.1.2 and Proposition 8.1.1] imply the rest of the statement in Proposition 3.7.

Let us now prove the homogeneous case, that is, that the imaginary powers of a positive Rockland operator are bounded on \( L^p(G): \)

**Proposition 3.9.** — For any \( \tau \in \mathbb{R} \) and \( p \in (1, \infty), \) the operator \( \mathcal{R}_p^{i\tau} \) is bounded on \( L^p(G). \) For any \( p \in (1, \infty), \) there exists \( C = C_{p, \Re} > 0 \) and \( \theta \in [0, \pi] \) such that
\[ \forall \tau \in \mathbb{R} \quad \| \mathcal{R}_p^{i\tau} \|_{L^p(G)} \leq C e^{\theta|\tau|}. \]

For any \( p \in (1, \infty) \) and \( a \in \mathbb{C}, \) \( \text{Dom}(\mathcal{R}_p^{a}) = \text{Dom}(\mathcal{R}_p^{a_{\Re}}). \)

**Proof of Proposition 3.9.** — Let \( p \in (1, \infty) \) and \( \tau \in \mathbb{R}. \) Let us denote by \( \mathcal{R}_{p,i\tau} \) the (possibly unbounded) operator given as the strong limit in \( L^p(G) \) of \( (\epsilon + \mathcal{R}_p)^{i\tau} \phi \) as \( \epsilon \to 0, \) for \( \phi \in \text{Dom}((\epsilon + \mathcal{R}_p)^{i\tau}) \) for any \( \epsilon \in (0, \epsilon_0) \) for some small \( \epsilon_0 > 0 \) and such that this strong limit exists. The domain of \( \mathcal{R}_{p,i\tau} \) is naturally the subspace of all those functions \( \phi. \) Note that the homogeneity of \( \mathcal{R} \) implies
\[ (\epsilon + \mathcal{R}_p)^{i\tau} \phi = (I + \epsilon^{-1}\mathcal{R}_p)^{i\tau} \phi = (I + \mathcal{R}_p)^{i\tau} \{ \phi(\epsilon^{-1/\nu} \cdot) \}(\epsilon^{1/\nu} \cdot), \]
for any \( \epsilon > 0 \) and any \( \phi \in L^p(G) \) such that \( \phi(\epsilon^{-1/\nu} \cdot) \in \text{Dom}((I + \mathcal{R}_p)^{i\tau}). \)

By Proposition 3.7, \( \text{Dom}((I + \mathcal{R}_p)^{i\tau}) = L^p(G) \) and the operator \((I + \mathcal{R}_p)^{i\tau}\) is bounded. Therefore we have for all \( \phi \in L^p(G) \) and \( \epsilon > 0, \)
\[ \phi \in \text{Dom}((\epsilon + \mathcal{R}_p)^{i\tau}) \]
and
\[ \| (\epsilon + \mathcal{R}_p)^{i\tau} \phi \|_{L^p(G)} \leq \| (I + \mathcal{R}_p)^{i\tau} \|_{L^p(G)} \| \phi \|. \]
Consequently, \( \mathcal{R}_{p,i\tau} \) extends to a bounded operator on \( L^p(G). \) This implies [21, Theorem 7.4.6] that \( \mathcal{R}_p^{i\tau} \) is also a bounded operator on \( L^p(G). \) As in the inhomogeneous case, the properties of the semi-group [21, Corollary 7.1.2 and Proposition 8.1.1] imply the rest of the statement in Proposition 3.9.
Remark 3.10. — In the stratified case, the $L^p$-boundedness of imaginary powers of the sub-Laplacian $-\mathcal{L}$ and $I + (-\mathcal{L})$ follows from general properties of semigroups preserving positivity together with the Laplace transform, see [12, Proposition 3.14 and Lemma 3.13]. More precisely, the boundedness follows from Littlewood–Paley theory and the study of square functions associated with the semi-group.

Note that in the case of a sub-Laplacian, the proof in [12] yields a bound of the operator norm by $|\Gamma(1 - i\tau)|^{-1}$, up to a constant of $p$.

In our case, we applied a consequence of the theorem of Singular Integrals via Theorem 2.5 to obtain the $L^p$-boundedness. We can follow the constants in the proof of this theorem as well as in our application: $\| (1 + \mathcal{R}_2)^{i\tau} \|_{L^p(G)} \leq 1$ and the constants $C_0, C_1, \ldots, C_n$ in the statement of Theorem 2.5 in our context are bounded by $(1 + c)$ where $c := |\Gamma(1 - i\tau)|^{-1}$. Thus one can show that $\| (1 + \mathcal{R}_p)^{i\tau} \|_{L^p(G)}$ is bounded up to a constant of $p$, by $(1 + c)^2|\frac{1}{2} - \frac{1}{p}|$.

However, we do not need these precise bounds as the bounds obtained from the general theory of semigroups as stated in Proposition 3.7 will be sufficient for our purpose in the proofs of interpolation properties in Theorem 4.8 and Proposition 4.13.

### 3.4. Riesz and Bessel potentials

Mimicking the usual terminology in the Euclidean setting, we call the operators $\mathcal{R}^{-a/\nu}$ for $\{ a \in \mathbb{C}, 0 < \Re a < Q \}$ and $(I + \mathcal{R})^{-a/\nu}$ for $a \in \mathbb{C}_+$, the Riesz potential and the Bessel potential, respectively. In the sequel we will denote their kernels by $\mathcal{I}_a$ and $\mathcal{B}_a$, respectively, as defined in the following:

**Corollary 3.11.** — We keep the setting and notation of Theorem 3.3.

1. Let $a \in \mathbb{C}$ with $0 < \Re a < Q$. The integral
   
   $$\mathcal{I}_a(x) := \frac{1}{\Gamma(a/\nu)} \int_0^\infty t^{\frac{a}{\nu} - 1} h_t(x) \, dt,$$

   converges absolutely for every $x \neq 0$. This defines a distribution $\mathcal{I}_a$ which is a kernel of type $a$, that is, smooth away from the origin and $(a - Q)$-homogeneous.

   For any $p \in (1, \infty)$, if $\phi \in \mathcal{S}(G)$ or, more generally, if $\phi \in L^q(G) \cap L^p(G)$ where $q \in [1, \infty)$ is given by $\frac{1}{q} - \frac{1}{p} = \frac{\Re a}{Q}$, then

   $$\phi \in \text{Dom}(\mathcal{R}_p^{-\frac{a}{\nu}}) \quad \text{and} \quad \mathcal{R}_p^{-\frac{a}{\nu}} \phi = \phi * \mathcal{I}_a \in L^p(G).$$
Let \( a \in \mathbb{C}_+ \). The integral
\[
B_a(x) := \frac{1}{\Gamma \left( \frac{a}{\nu} \right)} \int_0^\infty t^{\frac{a}{\nu}-1} e^{-t} h_t(x) \, dt,
\]
converges absolutely for every \( x \neq 0 \). The function \( B_a \) is always smooth away from 0 and integrable on \( G \). If \( \Re a > Q/2 \), then \( B_a \in L^2(G) \). For each \( a \in \mathbb{C}_+ \), the operator \((I + \mathcal{R})^{-a/\nu}\) is a bounded convolution operator on \( L^p(G) \) for \( p \in [1, \infty) \) or \( C_c(G) \) for \( p = \infty \), with the same (right convolution) kernel \( B_a \). If \( a, b \in \mathbb{C}_+ \), then as integrable functions, we have \( B_a \ast B_b = B_{a+b} \).

Remark 3.12. — If the homogeneous degree of the Rockland operator \( \mathcal{R} \) is \( \nu < Q \) then \( \mathcal{R} \) admits a unique homogeneous fundamental solution (see [12, Theorem 2.1]). Part (1) above shows that \( I_{\nu} \) is this fundamental solution. This is the case for instance for sub-Laplacians and the existence of such a unique homogeneous fundamental solution is used extensively in [12]. However one can find Rockland operators of degree \( \nu \geq Q \) (see (2.6)). Moreover one can construct a graded group such that all its Rockland operators will have this property: it suffices to consider the abelian group \( (\mathbb{R}^n, +) \) with well chosen anisotropic dilations or the three dimensional Heisenberg group \( \tilde{\mathbb{H}}_1 \) with a graded non-stratified structure defined in Section 4.8.

Proof of Corollary 3.11. — The absolute convergence and the smoothness of \( I_{\nu} \) and \( B_a \) follow from the estimates in (2.14) while the homogeneity of \( I_{\nu} \) follows from the properties of the heat kernel (especially (2.9)) and a change of variable. By Proposition 2.4, the operator \( S(G) \ni \phi \mapsto \phi \ast I_{\nu} \) is homogeneous of degree \(-a\), and admits a bounded extension \( L^q(G) \rightarrow L^p(G) \) when \( \frac{1}{p} - \frac{1}{q} = \frac{\Re(a)}{Q} \). The rest of Part (1) follows from Theorem 3.6.

By Theorem 2.8, we have \( \int_G |h_t| = \|h_1\|_{L^1} < \infty \) for all \( t > 0 \), so
\[
\int_G |B_a(x)| \, dx \leq \frac{1}{\Gamma \left( \frac{a}{\nu} \right)} \int_0^\infty t^{\frac{a}{\nu}-1} e^{-t} \int_G |h_t(x)| \, dx \, dt = \frac{\Gamma \left( \frac{\Re(a)}{\nu} \right)}{\Gamma \left( \frac{a}{\nu} \right)} \|h_1\|_{L^1(G)},
\]
and \( B_a \) is integrable. By Theorem 3.6 Part (4), the integrable function \( B_a \) is the convolution kernel of \((I + \mathcal{R})^{-a/\nu}\).

Let us show the square integrability of \( B_a \). We assume \( \Re a > 0 \). We compute for any \( R > 0 \):
\[
\int_{|x| < R} |B_a(x)|^2 \, dx = \int_{|x| < R} \frac{B_a(x) \overline{B_a(x)}}{B_a(x) \overline{B_a(x)}} \, dx
= \left| \frac{\Gamma \left( \frac{a}{\nu} \right)}{\Gamma \left( \frac{\Re(a)}{\nu} \right)} \right|^2 \int_{|x| < R} \int_0^\infty t^{\frac{a}{\nu}-1} s^{\frac{a}{\nu}-1} e^{-(t+s)} h_t(x) \overline{h_s(x)} \, dx \, dt \, ds.
\]
From the properties of the heat kernel (see (2.10) and (2.8)) we see that
\[ \int_{|x|<R} h_t(x) \bar{h}_s(x) \, dx = \int_{|x|<R} h_t(x) h_s(x^{-1}) \, dx \]
\[ \quad \xrightarrow{R \to \infty} h_t * h_s(0) = (t + s)^{-\frac{Q}{p}} h_1(0). \]

Therefore,
\[ (3.7) \quad \int_G |B_a(x)|^2 \, dx \leq \frac{h_1(0)}{\Gamma(a/\nu)^2} \int_0^\infty \int_0^\infty (st)^{\frac{R_a}{\nu} - 1} e^{-((t + s) (t + s) - \frac{Q}{p})} \, dt \, ds \]
\[ (3.8) \quad = \frac{h_1(0)}{\Gamma(a/\nu)^2} \int_{s' = 0}^1 (s'(1 - s'))^{\frac{R_a}{\nu} - 1} \, ds' \int_{u = 0}^\infty e^{-u^2(2^{\frac{R_a}{\nu} - 1} - \frac{Q}{p}) + 1} \, du, \]

after the change of variables \( u = s + t \) and \( s' = s/u \). The integrals over \( s' \) and \( u \) converge when \( \Re a > Q/2 \). Thus \( B_a \) is square integrable under this condition. The rest of the proof of Corollary 3.11 follows easily from the properties of the fractional powers of \( I + \mathcal{R} \).

\begin{proof}[Proof of Corollary 3.13]
For any \( p \in [1, \infty) \), if \( a > Q/p' \) then \( B_a \in L^p \).
\end{proof}

We now state the following technical lemma which will be useful in the sequel.

\begin{lemma}
We keep the notation of Corollary 3.11.
\begin{enumerate}
\item For any \( \phi \in \mathcal{S}(G) \) and \( a \in \mathbb{C}_+, \) the function \( \phi * B_a \) is Schwartz.
\item Let \( a \in \mathbb{C} \) and \( \phi \in \mathcal{S}(G) \). Then \((I + \mathcal{R}_p)^a \phi\) does not depend on \( p \in [1, \infty) \cup \{ \infty \}_a \). If \( a \in \mathbb{N} \), \((I + \mathcal{R}_p)^a \phi\) coincides with \((I + \mathcal{R})^a \phi \).
\item If \( a \in \mathbb{C}_+ \), we have
\[ (3.9) \quad (I + \mathcal{R}_p)^a (\phi \ast B_{a'}) = ((I + \mathcal{R}_p)^a \phi) \ast B_{a'} = \phi \quad (p \in [1, \infty) \cup \{ \infty \}_a). \]
\item For any \( N \in \mathbb{N} \), \((I + \mathcal{R})^N(\mathcal{S}(G)) = \mathcal{S}(G)\).
\end{enumerate}
\end{lemma}

\begin{proof}
Let \( | \cdot | \) be a homogeneous quasi-norm on \( G \) and \( N \in \mathbb{N} \). We see that
\[ \int_G |x|^N |B_a(x)| \, dx \leq \frac{1}{|\Gamma(\frac{2}{\nu})|} \int_0^\infty t^{\frac{R_a}{\nu} - 1} e^{-t} \int_G |x|^N |h_t(x)| \, dx \, dt, \]

and using the homogeneity of the heat kernel (see (2.13)) and the change of variables \( y = t^{-\frac{1}{\nu}}x \), we get
\[
\int_G |x|^N |h_t(x)| \, dx = \int_G |t^{\frac{1}{\nu}}y|^N |h_1(y)| \, dy = c_N t^{\frac{N}{\nu}},
\]
where \( c_N = \|y|^N h_1(y)\|_{L^1(dy)} \) is a finite constant since \( h_1 \in \mathcal{S}(G) \). Thus,
\[
\int_G |x|^N |B_a(x)| \, dx \leq \frac{c_N}{|\Gamma(\frac{N}{\nu})|} \int_0^\infty t^{\frac{N}{\nu} - 1 + \frac{N}{\nu}} e^{-t} \, dt < \infty,
\]
and \( x \mapsto |x|^N B_a(x) \) is integrable.

Let \( C_o \geq 1 \) denote the constant in the triangle inequality for \( |\cdot| \) (see Proposition 2.1). Let also \( \phi \in \mathcal{S}(G) \). We have for any \( N \in \mathbb{N} \) and \( \alpha \in \mathbb{N}_0^n \):
\[
(1 + |x|)^N |\tilde{X}[\phi * B_a](x)| \leq (1 + |x|)^N |\tilde{X}\phi| * |B_a|(x)
\leq C_o^N \| (1 + |\cdot|)^N \tilde{X}\phi| * (1 + |\cdot|)^N B_a \| (x)
\leq C_o^N \| (1 + |\cdot|)^N \tilde{X}\phi \|_{\infty} \| (1 + |\cdot|)^N B_a \|_{L^1(G)}.
\]
This shows that that \( \phi * B_a \in \mathcal{S}(G) \) (for a description of the Schwartz class, see [14, Chapter 1D] and Part (1) is proved.

Part (2) follows easily from Theorem 3.6 and Corollary 3.11.

Let us prove Part (3). By Theorem 3.3(4), we have the inclusion \((I + \mathcal{R})^N(\mathcal{S}(G)) \subset \mathcal{S}(G)\). The reverse inclusion \( \mathcal{S}(G) \subset (I + \mathcal{R})^N(\mathcal{S}(G)) \) follows from (3.9) and Theorem 3.3(4). So for any \( N \in \mathbb{N} \), \( \mathcal{S}(G) \) is included in \( \text{Dom} [(I + \mathcal{R}_p)^N] \cap \text{Range} [(I + \mathcal{R}_p)^N] \) and we can apply the analyticity results of Theorem 3.6: the function \( a \mapsto (I + \mathcal{R}_p)^a \phi \) is holomorphic in \( \{ a \in \mathbb{C} : -N < \Re a < N \} \). We observe that by Corollary 3.11(2), if \( -N < \Re a < 0 \), all the functions \((I + \mathcal{R}_p)^a \phi \) coincide with \( \phi * B_{av} \) for any \( p \in [1, \infty) \cup \{ \infty_o \} \). This shows that for each \( a \in \mathbb{C} \) fixed, \((I + \mathcal{R}_p)^a \phi \) is independent of \( p \). This concludes the proof of Lemma 3.14. \( \square \)

4. Sobolev spaces on graded Lie groups

In this section we define the Sobolev spaces associated to a positive Rockland operator \( \mathcal{R} \) and show that they satisfy similar properties to the Euclidean Sobolev spaces. We will show that the constructed spaces are actually independent of the choice of a positive Rockland operator \( \mathcal{R} \) on a graded Lie group with which we start our construction.
4.1. Definition and first properties of Sobolev spaces

We first need the following lemma:

**Lemma 4.1.** — We keep the notation of Theorem 3.6. For any \( s \in \mathbb{R} \) and \( p \in [1, \infty) \cup \{ \infty \} \), the domain of the operator \((1 + \mathcal{R}_p)^{\frac{s}{2}}\) contains \( \mathcal{S}(G) \), and the map

\[
\begin{array}{ccl}
f &\mapsto & \left\| (1 + \mathcal{R}_p)^{\frac{s}{2}} f \right\|_{L^p(G)}
\end{array}
\]

defines a norm on \( \mathcal{S}(G) \). We denote it by

\[
\| f \|_{L^p_p(G)} := \left\| (1 + \mathcal{R}_p)^{\frac{s}{2}} f \right\|_{L^p(G)}.
\]

Moreover, any sequence in \( \mathcal{S}(G) \) which is Cauchy for \( \| \cdot \|_{L^p_p(G)} \) is convergent in \( \mathcal{S}'(G) \).

We have allowed ourselves to write \( \| \cdot \|_{L^\infty(G)} = \| \cdot \|_{L^\infty_s(G)} \) for the supremum norm. We may also write \( \| \cdot \|_\infty \) or \( \| \cdot \|_{\infty_s} \).

**Proof.** — The domain of \((1 + \mathcal{R}_p)^{\frac{s}{2}}\) contains \( \mathcal{S}(G) \): by Theorem 3.6 Part (2) for \( s > 0 \), by Corollary 3.11(2) for \( s < 0 \) and, trivially for \( s = 0 \) since \((1 + \mathcal{R}_p)^{\frac{s}{2}} = I\). Since the operator \((1 + \mathcal{R}_p)^{\frac{s}{2}}\) is linear and injective (by Theorem 3.6(1)), the map \( \left\| (1 + \mathcal{R}_p)^{\frac{s}{2}} \cdot \right\|_{L^p(G)} \) defines a norm on \( \mathcal{S}(G) \). Clearly \( \| \cdot \|_{L^p_p(G)} = \| \cdot \|_p \), so the case of \( s = 0 \) is trivial. Let us assume \( s > 0 \). By Corollary 3.11(2), the operator \((1 + \mathcal{R}_p)^{-\frac{s}{2}}\) is bounded on \( L^p(G) \). Hence we have \( \| \cdot \|_{L^p_p(G)} \leq C \| \cdot \|_{L^p_p(G)} \) on \( \mathcal{S}(G) \). Consequently a \( \| \cdot \|_{L^p_p(G)} \)-Cauchy sequence of Schwartz functions converge in \( L^p \)-norm thus in \( \mathcal{S}'(G) \). Now let us assume \( s < 0 \). Let \( \{ f_\ell \}_{\ell \in \mathbb{N}} \) be a sequence of Schwartz functions which is Cauchy for the norm \( \| \cdot \|_{L^p_p(G)} \). By (3.9) we have \( f_\ell = (1 + \mathcal{R}_p)^{\frac{s}{2}} f_\ell \ast \mathcal{B}_s \). Furthermore, if \( \phi \in \mathcal{S}(G) \) then using (2.1) and (2.10), we have

\[
\int_G f_\ell(x) \phi(x) \, dx = \int_G (1 + \mathcal{R}_p)^{\frac{s}{2}} f_\ell(x) (\phi \ast \mathcal{B}_s)(x) \, dx.
\]

By assumption the sequence \( \{(1 + \mathcal{R}_p)^{\frac{s}{2}} f_\ell\}_{\ell \in \mathbb{N}} \) is \( \| \cdot \|_{L^p_p(G)} \)-Cauchy thus convergent in \( L^p(G) \). By Lemma 3.14, \( \phi \ast \mathcal{B}_s \in \mathcal{S}(G) \). Therefore, the right hand-side of (4.1) is convergent as \( \ell \to \infty \). Hence the scalar sequence \( \langle f_\ell, \phi \rangle \) converges for any \( \phi \in \mathcal{S}(G) \). This shows that the sequence \( \{ f_\ell \} \) converges in \( \mathcal{S}'(G) \).

Lemma 4.1 allows us to define the Sobolev spaces:

**Definition 4.2.** — Let \( \mathcal{R} \) be a positive Rockland operator on \( G \). We consider its \( L^p \)-analogue \( \mathcal{R}_p \) and the powers of \((1 + \mathcal{R}_p)^a\) as defined in Theorems 3.3 and 3.6. Let \( s \in \mathbb{R} \).
If \( p \in [1, \infty) \), the Sobolev space \( L^p_{s, \mathcal{R}}(G) \) is the subspace of \( S'(G) \) obtained by completion of \( S(G) \) with respect to the Sobolev norm

\[
\| f \|_{L^p_{s, \mathcal{R}}(G)} := \| (I + \mathcal{R}_p)^{\frac{s}{p}} f \|_{L^p(G)}, \quad f \in S(G).
\]

If \( p = \infty_o \), the Sobolev space \( L^\infty_{s, \mathcal{R}}(G) \) is the subspace of \( S'(G) \) obtained by completion of \( S(G) \) with respect to the Sobolev norm

\[
\| f \|_{L^\infty_{s, \mathcal{R}}(G)} := \| (I + \mathcal{R}_\infty)^{\frac{s}{p}} f \|_{L^\infty(G)}, \quad f \in S(G).
\]

When the Rockland operator \( \mathcal{R} \) is fixed, we may allow ourselves to drop the index \( \mathcal{R} \) in \( L^p_{s, \mathcal{R}}(G) = L^p_s(G) \) to simplify the notation.

We will see later that the Sobolev spaces do not depend on the Rockland operator \( \mathcal{R} \), see Theorem 4.20.

By construction the Sobolev space \( L^p_s(G) \) endowed with the Sobolev norm is a Banach space which contains \( S(G) \) as a dense subspace and is included in \( S'(G) \). The Sobolev spaces share many properties with their Euclidean counterparts.

**Theorem 4.3.** — Let \( \mathcal{R} \) be a positive Rockland operator on \( G \). We consider the associated Sobolev spaces \( L^p_s(G) \) for \( p \in [1, \infty) \cup \{\infty_o\} \) and \( s \in \mathbb{R} \).

1. If \( s = 0 \), then \( L^p_0(G) = L^p(G) \) for \( p \in [1, \infty) \) with \( \| f \|_{L^p_0(G)} = \| f \|_{L^p(G)} \), and \( L^\infty_0(G) = C_o(G) \) with \( \| f \|_{L^\infty_0(G)} = \| f \|_{L^\infty(G)} \).

2. If \( s > 0 \), then for any \( a \in \mathbb{C} \) with \( Ra = s \), we have

\[
L^p_s(G) = \text{Dom} \left[(I + \mathcal{R}_p)^{\frac{s}{p}}\right] = \text{Dom}(\mathcal{R}_p^{\frac{s}{p}}) \subseteq L^p(G),
\]

and the following norms are equivalent to \( \| \cdot \|_{L^p_s(G)} \):

\[
f \mapsto \| f \|_{L^p(G)} + \| (I + \mathcal{R}_p)^{\frac{s}{p}} f \|_{L^p(G)}, \quad f \mapsto \| f \|_{L^p_s(G)} + \| \mathcal{R}_p^{\frac{s}{p}} f \|_{L^p(G)}.
\]

3. Let \( s \in \mathbb{R} \) and \( f \in S'(G) \).

   - If \( p \in (1, \infty) \) and \( f \in L^p_s(G) \) then \( (I + \mathcal{R}_p)^{\frac{s}{p}} f \in L^p(G) \) in the sense that the linear mapping \( S(G) \ni \phi \mapsto \langle f, (I + \mathcal{R}_p)^{\frac{s}{p}} \phi \rangle \) extends to a bounded functional on \( L^p(G) \). The converse is also true.

   - If \( f \in L^1_s(G) \) then \( (I + \mathcal{R}_1)^{\frac{s}{p}} f \in L^1(G) \) in the sense that the linear mapping \( S(G) \ni \phi \mapsto \langle f, (I + \mathcal{R}_\infty)^{\frac{s}{p}} \phi \rangle \) extends to a bounded functional on \( C_o(G) \) which is realised as a measure given by an integrable function. The converse is also true.

   - Let \( p = \infty_o \). If \( f \in L^{\infty_o}_s(G) \) then \( (I + \mathcal{R}_\infty)^{\frac{s}{p}} f \in C_o(G) \) and the linear mapping \( S(G) \ni \phi \mapsto \langle f, (I + \mathcal{R}_1)^{\frac{s}{p}} \phi \rangle \) extends to a
bounded functional on $L^1(G)$. If $s \geq 0$ this linear mapping is realised as integration against a function in $C_o(G)$. Conversely, for any $s$, if the linear mapping $S(G) \ni \phi \mapsto \langle f, (I + \mathcal{R}_p)^{s/\nu}\phi \rangle$ extends to a bounded functional on $L^1(G)$ and if this bounded extension is realised as integration against function in $C_o(G)$ then $f \in L^\infty_s(G)$.

(4) If $a, b \in \mathbb{R}$ with $a < b$ and $p \in [1, \infty)$, then the following continuous strict inclusions hold

$$S(G) \subsetneq L^p_b(G) \subsetneq L^p_a(G) \subsetneq S'(G),$$

and an equivalent norm for $L^p_b(G)$ is

$$L^p_b(G) \ni f \longmapsto \|f\|_{L^p_b(G)} + \left\|\mathcal{R}_{b-a}^\frac{1}{\nu} f\right\|_{L^p_a(G)}.$$

If $p = \infty_o$, the same properties hold for $a, b \geq 0$.

Furthermore if $c \in (a, b)$, then there exists a positive constant $C = C_{a, b, c}$ such that we have for any $f \in L^p_b$

$$\|f\|_{L^p_c} \leq C \|f\|^{1-\theta}_{L^p_a} \|f\|^\theta_{L^p_b} \quad \text{where } \theta := (c-a)/(b-a).$$

In Part (3) above, for the case $p = \infty_o$, the bounded functional can be identified with a function in $L^\infty(G)$ and not (in general) with a function in $L^\infty_0(G) = C_o(G)$ if $s < 0$. The converse does not hold in this case.

From now on, we will often use the notation $L^p_b(G)$ since this allows us not to distinguish between the cases $L^p_0(G) = L^p(G)$ when $p \in [1, \infty)$ and $L^p_0(G) = C_o(G)$ when $p = \infty_o$.

We can now prove Theorem 4.3.

Proof of Theorem 4.3, Part (1). — This is true since $(I + \mathcal{R}_p)^\frac{1}{\nu} = I$. □

Proof of Theorem 4.3, Part (2). — Let $s > 0$. Clearly $L^p_s(G)$ coincides with the domain of the unbounded operator $(I + \mathcal{R}_p)^\frac{s}{\nu}$ (see Theorem 3.6(2)) hence it is a proper subspace of $L^p(G)$. As the operator $(I + \mathcal{R}_p)^{-\frac{s}{\nu}}$ is bounded on $L^p(G)$, we have $\|\cdot\|_{L^p(G)} \leq C \|\cdot\|_{L^p_s(G)}$ on $L^p_s(G)$. So $\|\cdot\|_{L^p(G)} + \|\cdot\|_{L^p_s(G)}$ is a norm on $L^p_s(G)$ which is equivalent to the Sobolev norm. By Theorem 3.6, the operators $\mathcal{R}_p^\frac{s}{\nu}$ and $(1 + \mathcal{R}_p)^\frac{s}{\nu}$ share the same domain. Hence Part (2) follows from general functional analysis, especially the closed graph theorem. □

Proof of Theorem 4.3, Part (3). — This follows from Part (2) in the case $s \geq 0$. We now consider the case $s < 0$. By Lemma 3.14 and Corollary 3.11, the mapping

$$T_{s, p'} f : S(G) \ni \phi \longmapsto \langle f, (I + \mathcal{R}_p)^{s/\nu}\phi \rangle = \langle f, \phi \ast \mathcal{B}_{-s} \rangle$$
is well defined for any $f \in \mathcal{S}'(G)$. If $T_{s,p',f}$ admits a bounded extension to a functional on $L^p_0(G)$, then we denote this extension $\tilde{T}_{s,p',f}$ and we have $\|\tilde{T}_{s,p',f}\|_{\mathcal{L}(L^{p'}_0)} = \|f\|_{L^p_0(G)}$. This is certainly so if $f \in \mathcal{S}(G)$. The proof of Part (3) follows from the following observation: a sequence $\{f_\ell\}_{\ell \in \mathbb{N}}$ of Schwartz functions is convergent for the Sobolev norm $\|\cdot\|_{L^p_s(G)}$ if and only if $\{\tilde{T}_{s,p',f_\ell}\}$ is convergent in $L^{p'}_0(G)$.

Note that the proof of Part (3) of Theorem 4.3 implies easily Lemma 4.4. — Let $\mathcal{R}$ be a positive Rockland operator on a graded Lie group $G$. We consider the associated Sobolev spaces $L^p_{s,\mathcal{R}}(G)$ for $p \in [1, \infty) \cup \{\infty\}$ and $s \in \mathbb{R}$.

For any $s \in \mathbb{R}$ and $p \in [1, \infty)$, the dual space of $L^p_{s,\mathcal{R}}(G)$ is isomorphic to $L^{-p'}_{-s,\mathcal{R}}(G)$ via the distributional duality, where $p'$ is the conjugate exponent of $p$ if $p \in (1, \infty)$, and $p' = \infty$ if $p = 1$.

For any $s \leq 0$ and $p = \infty$, the dual space of $L^\infty_{s,\mathcal{R}}(G)$ is isomorphic to $L^1_{-s,\mathcal{R}}(G)$ via the distributional duality.

Lemma 4.4 will be improved in Proposition 4.22 once we show (see Theorem 4.20) that Sobolev spaces are indeed independent of the considered Rockland operator.

**Proof of Theorem 4.3, Part (4).** — If $0 < a < b$, then by Parts (1) and (2), which are already proven, and Theorem 3.6 on fractional powers, there is a constant $C = C_{a,b} > 0$ such that

$$\forall f \in L^p_b(G) \quad \|f\|_{L^p_0(G)} \leq C \|f\|_{L^p(G)}^{1 - \frac{a}{b}} \|f\|_{L^p_b(G)}^{\frac{a}{b}} < \infty,$$

and we have the inclusions $L^p_b(G) \subset L^p_0(G) \subset L^p(G)$ for any $p \in [1, \infty) \cup \{\infty\}$. These inclusions are strict since the operator $(1 + \mathcal{R}_p)^{a-b}$ is unbounded, see Theorem 3.6(2).

We can now use the duality results given in Lemma 4.4 since its proof relies on Part (3) shown above. Together with the duality result in Theorem 3.6, this yields the reverse inclusions for $b < a < 0$ if $p \neq \infty$. Since $L^p(G) = L^p_0(G)$, we have obtained the inclusion of Part (4) for any $a, b \in \mathbb{R}$ with $a \leq b$.

Let $f \in L^p_b(G)$ with $a \leq b$ and $p \in [1, \infty) \cup \{\infty\}$ with the additional property that $a, b \geq 0$ if $p = \infty$. So $f \in L^p_0(G)$ and one obtains easily by
Theorem 3.6(1) and Part (2) above
\[
\|f\|_{L^p_s(G)} = \|(I + R_p)\frac{b-a}{p} f\|_{L^p_{b-a}(G)} \leq \left\| (I + R_p)^{\frac{b-a}{p}} \right\|_{L^p(G)} + \left\| \frac{b-a}{p} f \right\|_{L^p(G)}.
\]

By Theorem 3.6(5), we can commute the operators \( R_p^{\frac{b-a}{p}} \) and \( (I + R_p)^{\frac{b-a}{p}} \) in this last expression. Consequently, for any \( f \in L^p_s(G) \), we obtain
\[
\|f\|_{L^p_s(G)} \leq \|f\|_{L^p_s(G)} + \left\| \frac{b-a}{p} f \right\|_{L^p_s(G)}.
\]
The end of Part (4) follows from Theorem 3.6(1).

This concludes the proof of Theorem 4.3 which yields the two following corollaries:

**Corollary 4.5.** — We keep the setting and notation of Theorem 4.3. Let \( s < 0 \) and \( p \in [1, \infty) \cup \{\infty_o\} \). Let \( f \in S'(G) \). The tempered distribution \( f \) is in \( L^p_s(G) \) if and only if the mapping \( \phi \in S(G) \mapsto (f, \phi \ast \bar{B}_{-s}) \) extends to a bounded linear functional on \( L^p_s(G) \) with the additional property that for \( p = 1 \) this functional on \( C_o(G) \) is realised as a measure given by an integrable function, and if \( p = \infty_o \), this functional on \( L^1(G) \) is realised by integration against a function in \( C_o(G) \).

**Corollary 4.6.** — We keep the setting and notation of Theorem 4.3. Let \( s \in \mathbb{R} \) and \( p \in [1, \infty) \cup \{\infty_o\} \). Then \( D(G) \) is dense in \( L^p_s(G) \).

*Proof of Corollary 4.6.* — This is certainly true for \( s \geq 0 \) (see the proof of Parts (1) and (2) of Theorem 4.3). For \( s < 0 \), it suffices to proceed as in the last part of the proof of Part (3) with a sequence of functions \( f_\ell \in D(G) \).

In the next statement, we show how to produce functions and converging sequences in Sobolev spaces using the convolution:

**Proposition 4.7.** — We keep the setting and notation of Theorem 4.3. Here \( a \in \mathbb{R} \) and \( p \in [1, \infty) \cup \{\infty_o\} \).

1. If \( f \in L^p_a(G) \) and \( \phi \in S(G) \), then \( f \ast \phi \in L^p_a \) for any \( a \) and \( p \).
2. If \( f \in L^p_a(G) \) and \( \psi \in S(G) \), then
\[
(I + R_p)^{\frac{b-a}{p}} (\psi \ast f) = \psi \ast ((I + R_p)^{\frac{b-a}{p}} f),
\]
and \( \psi \ast f \in L^p_a(G) \) with \( \|\psi \ast f\|_{L^p_a(G)} \leq \|\psi\|_{L^1(G)} \|f\|_{L^p_a(G)} \). Furthermore, assuming \( f \in L^1(G) \) and writing \( \psi_\epsilon(x) := \epsilon^{-Q} \psi(\epsilon^{-1} x) \) for each \( \epsilon > 0 \), then \( \{\psi_\epsilon \ast f\} \) converges to \( f \) in \( L^p_a(G) \) as \( \epsilon \to 0 \).
Proof of Proposition 4.7. — Let us prove Part (1). Here \( f \in L^p_0(G) \). By density of \( \mathcal{S}(G) \) in \( L^0_0(G) \), we can find a sequence of Schwartz functions \( \{f_\ell\} \) converging to \( f \) in \( L^0_0 \)-norm. Then \( f_\ell \ast \phi \in \mathcal{S}(G) \) and for any \( N \in \mathbb{N} \),

\[
\mathcal{R}^N(f_\ell \ast \phi) = f_\ell \ast \mathcal{R}^N \phi \xrightarrow{\ell \to \infty} f \ast \mathcal{R}^N \phi \quad \text{in } L^0_0(G),
\]

thus \( \mathcal{R}_p^N(f \ast \phi) = f \ast \mathcal{R}^N \phi \in L^p(G) \) and

\[
\|f \ast \phi\|_{L^p(G)} + \|\mathcal{R}_p^N(f \ast \phi)\|_{L^0_0(G)} < \infty.
\]

By Theorem 4.3(4), this shows that \( f \ast \phi \in L^p_{0,N} \) for any \( N \in \mathbb{N} \), hence in any \( p \)-Sobolev spaces. This proves (1).

Let us prove Part (2). We observe that both sides of Formula (4.2) always make sense as convolutions of a Schwartz function with a tempered distribution. Formula (4.2) is clearly true if \( a < 0 \) by Corollary 3.11(2) since then the \( (I + \mathcal{R}_p)^{\frac{a}{p}} \) is a convolution operator. Consequently (4.2) is true also for any \( f, \psi \in \mathcal{S}(G) \) and \( a \in \mathbb{R} \) by the analyticity result of Theorem 3.6 and Lemma 3.14. Using this result for Schwartz functions yields that Equality (4.2) holds as distributions for any \( f \in L^p_a(G), \phi \in \mathcal{S}(G) \), and \( a \in \mathbb{R}, \) since we have

\[
\langle (I + \mathcal{R}_p)^{\frac{a}{p}} (\psi \ast f), \phi \rangle = \langle \psi \ast f, (I + \mathcal{R}_p)^{\frac{a}{p}} \psi \ast \phi \rangle = \langle f, \hat{\psi} \ast ((1 + \mathcal{R}_p)^{\frac{a}{p}} f) \rangle = \langle (I + \mathcal{R}_p)^{\frac{a}{p}} f, \hat{\psi} \ast \phi \rangle.
\]

Taking the \( L^p \)-norm on both sides of Equality (4.2) yields

\[
\| (I + \mathcal{R}_p)^{\frac{a}{p}} (\psi \ast f) \|_p = \| \psi \ast ((1 + \mathcal{R}_p)^{\frac{a}{p}} f) \|_p \leq \| \psi \|_1 \| (1 + \mathcal{R}_p)^{\frac{a}{p}} f \|_p.
\]

Hence \( \psi \ast f \in L^p_a(G) \) with \( L^p_a \)-norm \( \leq \| \psi \|_1 \| f \|_{L^0_0(G)} \). Moreover, by Lemma 2.6,

\[
\| \psi \ast f - f \|_{L^0_0(G)} = \| (I + \mathcal{R}_p)^{\frac{a}{p}} (\psi \ast f - f) \|_p = \| \psi \ast ((1 + \mathcal{R}_p)^{\frac{a}{p}} f) - (1 + \mathcal{R}_p)^{\frac{a}{p}} f \|_p \xrightarrow{\epsilon \to 0} 0,
\]

that is, \( \{\psi \ast f\} \) converges to \( f \) in \( L^p_a(G) \) as \( \epsilon \to 0 \). This proves (2). \( \square \)

4.2. Interpolation between Sobolev spaces

In this section, we prove that interpolation between Sobolev spaces \( L^p_a(G) \) works in the same way as its Euclidean counterpart.

Theorem 4.8. — Let \( \mathcal{R} \) and \( \mathcal{Q} \) be two positive Rockland operators on two graded Lie groups \( G \) and \( F \). We consider their associated Sobolev spaces \( L^p_a(G) \) and \( L^0_0(F) \). Let \( p_0, p_1, q_0, q_1 \in [1, \infty) \cup \{\infty\} \) and \( a_0, a_1, b_0, b_1 \in \mathbb{R} \).
\[ T \text{ extends uniquely to a bounded mapping from } L^p_{a_t}(G) \text{ to } L^q_{b_t}(F) \]

for \( t \in [0,1] \) where \( a_t, b_t, p_t, q_t \) are defined by

\[
\left( a_t, b_t, \frac{1}{p_t}, \frac{1}{q_t} \right) = t \left( a_0, b_0, \frac{1}{p_0}, \frac{1}{q_0} \right) + (1-t) \left( a_1, b_1, \frac{1}{p_1}, \frac{1}{q_1} \right).
\]

**Proof of Theorem 4.8.** — By duality (see Lemma 4.4 and the duality property in Theorem 3.6), it suffices to prove Theorem 4.8 in the case \( a_1, b_1, a_0, b_0 \geq 0 \). Furthermore, up to a change of notation, we may assume \( b_1 \geq b_0 \).

The idea of the proof is similar to the one of the Euclidean or stratified cases (see [12, Theorem 4.7]): we interpolate between the operators formally given by

\[
T_z = (I + Q)^{b_z/\nu_Q} T(I + R)^{-a_z/\nu_R},
\]

where \( \nu_R \) and \( \nu_Q \) denote the degrees of homogeneity of \( R \) and \( Q \) respectively and the complex numbers \( a_z \) and \( b_z \) are defined by \( a_z, b_z := z(a_0, b_0) + (1 - z)(a_1, b_1) \) for \( z \) in \( S := \{ z \in \mathbb{C} : Rz \in [0,1] \} \). More precisely, by Theorem 3.6(1), we may assume that the fractional powers may not depend on the varying \( L^p \)-spaces which they are acting upon and we set for any \( \phi \in S(G) \) and \( z \in S \),

\[
U_z \phi := (I + Q_{q_1})^{b_1/\nu_Q} T(I + R)^{-a_1/\nu_R} \phi.
\]

Necessarily \( U_z \phi \in L^q_{a_1}(F) \) and we can define its convolution with the integrable Bessel potential \( B_a \) corresponding to \( Q, \Re a > 0 \), or apply the bounded operator \((I + Q_{q_1})^a, \Re a = 0\):

\[
T_z \phi := \begin{cases} (U_z \phi) * B_{b_1-b_z} & \text{if } \Re(b_1 - b_z) > 0, \\ (I + Q_{q_1})^{b_z-b_1} (U_z \phi) & \text{if } \Re(b_1 - b_z) = 0. \end{cases}
\]

Clearly for any \( \psi \in S(F) \), we have

\[
\langle T_z \phi, \psi \rangle = \langle U_z \phi, (I + Q)^{\frac{\nu_Q}{\nu_R}} \psi \rangle,
\]

and this expression is analytic on \( S \) by Lemma 3.14 and its proof.

Inside the strip \( S \), Corollary 3.11(2) and its proof, together with the bound of \( \|B_a\|_1 \) in (3.6) with Sterling’s estimates easily yield:

\[
\forall \ z = x + iy \in S \quad \ln |\langle T_z \phi, \psi \rangle| \leq \ln |y|(2|y| + O(ln |y|))
\]

with the constant from the notation \( O \) depending on \( \phi, \psi, a_1, a_0, b_1, b_0 \). Similarly (using also Proposition 3.7 for the case \( \Re a = 0 \)) one shows that for \( j = 0, 1 \) we have

\[
\forall \ y \in \mathbb{R} \quad e^{-3|y|} \ln \|T_{j+iy} L^p_{L^q_j, L^q_j} \| \leq M_j,
\]
for some finite positive constants $M_0$ and $M_1$ independent of $y$. The end of the proof is now similar to the stratified case, see the proof of Theorem 4.7 in [12]. □

4.3. Homogeneous Sobolev spaces

Here we define and study the homogeneous version of our Sobolev spaces.

**Definition 4.9.** — Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$ on a graded Lie group $G$, and let $p \in (1, \infty)$. We denote by $\dot{L}^p_s, \mathcal{R}(G)$ the completion of the Schwartz space for the norm

$$
\|f\|_{\dot{L}^p_s(G)} := \left\| \mathcal{R}^\frac{s}{\nu} f \right\|_p, \quad f \in \text{Dom}(\mathcal{R}^\frac{s}{\nu}).
$$

As in the inhomogeneous case, we may write $\dot{L}^p_s(G)$ and omit the reference to the Rockland operator $\mathcal{R}$ when it is not useful.

Note that if $s \geq 0$ then $\mathcal{S}(G) \subset \text{Dom}(\mathcal{R}^{s/\nu}_p)$ by Theorem 3.6(1f). However, even in the Euclidean case, we have $\mathcal{S}(\mathbb{R}^n) \not\subset \dot{L}^{2}_s$ for $s > n/2$. Indeed one can construct a Schwartz function $\phi \in \mathcal{S}(\mathbb{R}^n)$ such that $\Delta^{-s/2} \phi \not\in L^2$ by choosing $\phi$ such that its Fourier transform is identically one on a neighbourhood of 0 and compactly supported. And one can construct elements of $\dot{L}^{2}_s$, again for $s > n/2$, which are not tempered distributions.

We realise the elements of $L^p_s, \mathcal{R}(G)$ as follows:

**Proposition 4.10.** — We continue with the notation of Definition 4.9. We realise an element $f$ of $\dot{L}^p_s, \mathcal{R}(G)$ as a linear functional on $\text{Dom}(\mathcal{R}^{-\frac{s}{\nu}})$ satisfying

$$
\exists C > 0 \quad \forall \phi \in \text{Dom}(\mathcal{R}^{-\frac{s}{\nu}}) \quad |f(\phi)| \leq C \left\| \mathcal{R}^{-\frac{s}{\nu}} \phi \right\|_{p'}.
$$

In the case of $s \leq 0$, $f$ can also be viewed as a tempered distribution in $L^p_s(G)$.

**Proof.** — If $(f_\ell)_{\ell \in \mathbb{N}_0}$ is a $\| \cdot \|_{L^p_s(G)}$-Cauchy sequence in $\text{Dom}(\mathcal{R}^{s/\nu}_p)$, then one checks easily that $\phi \mapsto \lim_{\ell \to \infty} \langle f_\ell, \phi \rangle$ define a linear functional $f$ satisfying (4.4) with $C = \liminf \|f_\ell\|_{L^p_s(G)}$. This shows that two equivalent Cauchy sequences yields the same functional.

Let $f$ be a linear functional satisfying (4.4). Then the linear functional $\phi \mapsto f(\mathcal{R}^{-\frac{s}{\nu}} \phi)$ is defined on $\text{Dom}(\mathcal{R}^{-\frac{s}{\nu}})$ which is a dense subset of $L^{p'}$ by Theorem 3.6(1) and Corollary 3.4. Hence it extends continuously to $L^{p'}$ and can be identified with an element of $L^p(G)$, which we denote by $\mathcal{R}^{-\frac{s}{\nu}} f$. We fix
ψ ∈ \mathcal{S}(G) with \int_G \psi = 1, and set \psi_\epsilon(x) = \epsilon^{-Q} \psi(\epsilon^{-1} x) for \epsilon > 0. We have \((\mathcal{R}^\hat{\vartheta} f) * \psi_\epsilon \in \text{Dom}(\mathcal{R}^N)\) for any \(N \in \mathbb{N}\), see the proof of Proposition 4.7(1).

Let us assume \(s \leq 0\). By Theorem 3.6(1), \((\mathcal{R}^\hat{\vartheta} f) * \psi_\epsilon \in \text{Dom}(\mathcal{R}_p^{-s/\nu})\) and we set

\[
f_\epsilon := \mathcal{R}_p^{-s/\nu} \left( (\mathcal{R}^\hat{\vartheta} f) * \psi_\epsilon \right) \in \text{Dom}(\mathcal{R}_p^\hat{\vartheta}).
\]

By Lemma 2.6, we have

\[
\left\| \mathcal{R}^\hat{\vartheta}_p f_\epsilon - \mathcal{R}^\hat{\vartheta}_p f \right\|_{L_p} = \left\| (\mathcal{R}^\hat{\vartheta} f) * \psi_\epsilon - \mathcal{R}^\hat{\vartheta}_p f \right\|_{L_p} \to_{\epsilon \to 0} 0.
\]

From this, we deduce that \((f_\epsilon)\) is a Cauchy sequence in \(\text{Dom}(\mathcal{R}_p^\hat{\vartheta})\), converging to \(f\) for \(\| \cdot \|_{L_p}\) in the case \(s \leq 0\). Note that still in the case \(s \leq 0\), by adding \(\| \phi \|_p\) to the right-hand side of the estimate (4.4) and using Theorem 4.3(2), \(f\) extends into a continuous linear mapping on \(L^p_{-s, \mathcal{R}}\). Therefore \(f\) may be viewed as an element of \(L^p_{s, \mathcal{R}}\) by Lemma 4.4.

In the case \(s > 0\), we need to choose \(\psi \in \mathcal{R}^N(\mathcal{S}(G))\) for some integer \(N > s\), which is always possible: we fix \(N\) to be the smallest integer strictly greater than \(s\) and choosing first \(\tilde{\psi} \in \mathcal{S}(G)\) with \(\tilde{c} := \int_G \mathcal{R}^N \tilde{\psi}(x) \, dx \neq 0\), we set \(\psi := \tilde{c}^{-1} \mathcal{R}^N \tilde{\psi}\). Proceeding as above, this ensures that \((\mathcal{R}^\hat{\vartheta} f) * \psi_\epsilon\) is in the range of \(\mathcal{R}^N\), hence in the domain of \(\mathcal{R}_p^{-s/\nu}\). As above, we deduce that \((f_\epsilon)\) is a Cauchy sequence in \(\text{Dom}(\mathcal{R}_p^\hat{\vartheta})\), converging to \(f\) for \(\| \cdot \|_{L_p}\) and this proves the case \(s > 0\).

We can now obtain the following properties of homogeneous Sobolev spaces:

**Proposition 4.11.** — Let \(\mathcal{R}\) be a positive Rockland operator of homogeneous degree \(\nu\) on \(G\). Let \(s \in \mathbb{R}\) and \(p \in (1, \infty)\). We denote by \(p'\) its conjugate exponent: \(\frac{1}{p} + \frac{1}{p'} = 1\).

1. If \(s = 0\), then \(\dot{L}^p_0(G) = L^p(G)\) for \(p \in (1, \infty)\) with \(\| \cdot \|_{L^p_0(G)} = \| \cdot \|_{L^p(G)}\).
2. If \(f \in \dot{L}^p_s(G)\) then \(\mathcal{R}_p^{s/\nu} f \in L^p(G)\) in the sense that the linear functional \(\phi \mapsto f(\mathcal{R}_p^{s/\nu} \phi)\) extends continuously from the dense subspace \(\text{Dom}(\mathcal{R}_p^{s/\nu})\) to \(L^p(G)\).

Conversely, if \(g \in L^p(G)\) then \(\mathcal{R}_p^{-s/\nu} g \in \dot{L}^p_s(G)\) in the sense that the linear functional \(\phi \mapsto (g, \mathcal{R}_p^{-s/\nu} \phi)\) satisfies (4.4).

More generally, for any \(s_1 \in \mathbb{R}\), \(\mathcal{R}_p^{s_1/\nu}\) maps \(\dot{L}^p_s\) bijectively onto \(\dot{L}^p_{s+s_1}\).
(3) If \( s > 0 \), then \( \mathcal{S}(G) \subset \text{Dom}(\mathcal{R}_p^{s/\nu}) \subset \dot{L}^p_s(G) \) and we have \( L^p_s(G) = \dot{L}^p_s(G) \cap L^p(G) \); the Sobolev norm is equivalent to
\[
\| \cdot \|_{L^p_s(G)} \asymp \| \cdot \|_{L^p(G)} + \| \cdot \|_{\dot{L}^p_s(G)}.
\]

(4) For \( p \in (0, 1) \) and any \( a, b, c \in \mathbb{R} \) with \( a < c < b \), there exists a positive constant \( C_{a,b,c} \) such that we have for any \( f \in \dot{L}_b^p \)
\[
\| f \|_{\dot{L}^p_c} \leq C \| f \|_{\dot{L}_a^p}^{1 - \theta} \| f \|_{\dot{L}_b^p}^{\theta} \quad \text{where} \ \theta := (c - a)/(b - a).
\]

**Proof.** Part (1) is trivial. Part (2) follows from the proof of Proposition 4.10 and easy verifications. Part (3) follows from Part (2) of Theorem 4.3 and the density of \( \mathcal{S}(G) \). Part (4) follows from Theorem 3.6(1e) and Part (2) proved above.

From Proposition 4.10 and Part (2) of Proposition 4.11, we also obtain the following duality result, which will be improved in Proposition 4.22:

**Lemma 4.12.** Let \( \mathcal{R} \) be a positive Rockland operator of homogeneous degree \( \nu \) on \( G \). Let \( s \in \mathbb{R} \) and \( p \in (1, \infty) \). We denote by \( p' \) its conjugate exponent: \( \frac{1}{p} + \frac{1}{p'} = 1 \).

The dual space of \( \dot{L}^p_{s,R}(G) \) is isomorphic to \( \dot{L}^{p'}_-{-s,R}(G) \) via the duality:

\[
\langle f, g \rangle_{\dot{L}^p_{s,R}(G) \times \dot{L}^{p'}_-{-s,R}(G)} = \langle \mathcal{R}_p^s f, \mathcal{R}_p^{s'} g \rangle_{L^p(G) \times L^{p'}(G)}.
\]

The proof of Lemma 4.12 is left to the reader.

The following interpolation property can be proved after a careful modification of the inhomogeneous proof:

**Proposition 4.13.** Let \( \mathcal{R} \) and \( \mathcal{Q} \) be two positive Rockland operators on two graded Lie groups \( G \) and \( F \) respectively. We consider their associated homogeneous Sobolev spaces \( \dot{L}^p_{a}(G) \) and \( \dot{L}^q_{b}(F) \). Let \( p_0, p_1, q_0, q_1 \in (1, \infty) \) and \( a_0, a_1, b_0, b_1 \in \mathbb{R} \).

We also consider a linear mapping \( T \) from \( \dot{L}^{p_0}_{a_0}(G) + \dot{L}^{q_0}_{b_0}(G) \) to locally integrable functions on \( F \). We assume that \( T \) maps \( \dot{L}^{p_0}_{a_0}(G) \) and \( \dot{L}^{q_1}_{b_1}(G) \) boundedly into \( \dot{L}^{p_0}_{b_0}(F) \) and \( \dot{L}^{q_1}_{b_1}(F) \), respectively.

Then \( T \) extends uniquely to a bounded mapping from \( \dot{L}^{p_0}_{a_0}(G) \) to \( \dot{L}^{q_1}_{b_1}(F) \) for \( t \in [0, 1] \), where \( a_t, b_t, p_t, q_t \) are defined by
\[
\left( a_t, b_t, \frac{1}{p_t}, \frac{1}{q_t} \right) = (1 - t) \left( a_0, b_0, \frac{1}{p_0}, \frac{1}{q_0} \right) + t \left( a_1, b_1, \frac{1}{p_1}, \frac{1}{q_1} \right).
\]

**Sketch of the proof of Proposition 4.13.** By duality (see Lemma 4.12) and up to a change of notation, it suffices to prove the case \( a_1 \geq a_0 \) and
b_1 \leq b_0. The idea is to interpolate between the operators formally on \( S(G) \) given by

\[
T_z = Q^{(b_1 - b_0)/\nu_Q} Q^{b_0} T R^{-a_0} R^{z(a_0 - a_1)/\nu_R}, \quad z \in S,
\]

with the same notation for \( \nu_R, \nu_Q, a_z, b_z \) and \( S \) as in the proof of Theorem 4.8. In (4.6), we have abused the notation regarding the fractional powers of \( R_p \) and \( Q_q \) and removed \( p \) and \( q \) thanks to by Theorem 3.6(1). Moreover, Theorem 3.6 implies that on \( S(G) \), each operator \( T_z, z \in S \), coincides with

\[
T_z = Q^{(1-z)(b_1 - b_0)/\nu_Q} Q^{b_1} T R^{-a_1} R^{(1-z)(a_0 - a_1)/\nu_R},
\]

and that for any \( \phi \in S(G) \) and \( \psi \in S(F) \), \( z \mapsto \langle T_z \phi, \psi \rangle \) is analytic on \( S \). We also have

\[
|\langle T_z \phi, \psi \rangle| \leq \|T\|_{\mathcal{L}(L^{p_1},L^{q_1})} \left\| R^{-a_z + a_1}/\nu_R \phi \right\|_{L^{p_1}} \left\| Q^{b_z - b_1}/\nu_Q \psi \right\|_{L^{q_1}}.
\]

We have \( \Re(-a_z + a_1) = (1 - \Re z)(a_1 - a_0) \in [0, a_1 - a_0] \) and \( \Re(b_z - b_1) = (1 - \Re z)(b_1 - b_0) \in [b_1 - b_0, 0] \). If \( \Re(-a_z + a_1) \in (0, a_1 - a_0) \), then Theorem 3.6(1) implies

\[
\left\| R^{-a_z + a_1}/\nu_R \phi \right\|_{p_1} \leq C \left( \|\phi\|_{p_1} + \left\| R^{-a_1 + a_0}/\nu_R \phi \right\|_{p_1} \right),
\]

whereas if \( \Re(-a_z + a_1) = 0 \) or \( a_1 - a_0 \), that is, \( -a_z + a_1 = iy \) or \( -a_z + a_1 = a_1 - a_0 \) or \( iy \), then by Proposition 3.9

\[
\left\| R^{-a_z + a_1}/\nu_R \phi \right\|_{p_1} \leq Ce^{\theta|y|} \|\phi\|_{p_1} \quad \text{or} \quad Ce^{\theta|y|} \left\| R^{-a_1 + a_0}/\nu_R \phi \right\|_{p_1} \quad \text{respectively}.
\]

We have similar bounds for \( \left\| Q^{b_z - b_1}/\nu_Q \psi \right\|_{q_1} \) and all these estimates imply that

\[
e^{-|\Im z| \ln |\langle T_z \phi, \psi \rangle|}
\]

is bounded uniformly with respect to \( z \in S \) by a constant depending on \( \phi, \psi, a_1, a_0, b_1, b_0 \). We proceed in a similar way to show

\[
\sup_{y \in \mathbb{R}} e^{-|y| \ln \|T_{j+iy}\|_{\mathcal{L}(L^{p_j},L^{q_j})}} < \infty, \quad j = 0, 1.
\]

We conclude the proof in the same way as for Theorem 4.8. \( \square \)
4.4. Differential operators acting on Sobolev spaces

In this section we show that left-invariant differential operators map Sobolev spaces to Sobolev spaces in the following way:

**Theorem 4.14.** — If $T$ is a left-invariant differential operator of homogeneous degree $\nu_T > 0$ (at most), then, for every $s \in \mathbb{R}$ and $p \in (1, \infty)$, $T$ maps linearly boundedly $L^p_{s+\nu_T}(G)$ to $L^p_{s}(G)$, and $\dot{L}^p_{s+\nu_T}(G)$ to $\dot{L}^p_{s}(G)$.

**Remark 4.15.** — The proof of the stratified case (see [12, p. 190]) uses at several stages the fact that the sub-Laplacian is of degree 2, and thus is not adaptable here.

The proof of Theorem 4.14 relies on the following property:

**Lemma 4.16.** — Let $R$ be a positive Rockland operator of homogeneous degree $\nu$.

If $T$ is an operator of type 0, then, for each $N \in \mathbb{N}_0$, the operator $R^N T R^{-N}$ is of type 0.

For each $j = 1, \ldots, n$ and $N \in \mathbb{N}_0$, the operator $R^N X_j R^{-N-\nu_j}$ is of type 0.

**Proof of Lemma 4.16.** — Let $I_s$ be the kernel of the Riesz operator of $R$ as in Corollary 3.11. For each $j = 1, \ldots, n$, by Corollary 3.11(1), $I_{\nu_j}$ is a kernel of type $\nu_j \in (0, Q)$, so $X_j I_{\nu_j}$ is a kernel of type 0 by Proposition 2.4(3). More generally if $\kappa$ is a kernel of type 0, then $\kappa * I_{\nu_j}$ is a kernel of type $\nu_j$ by Proposition 2.4(4) and $X_j(\kappa * I_{\nu_j})$ is a kernel of type 0 by Proposition 2.4(3). Proceeding recursively shows that

\[(4.7) \quad X^\alpha \left( \kappa * I_{\nu_n}^{\alpha_n} * \ldots * I_{\nu_1}^{\alpha_1} \right) \]

is a kernel of type 0 for any $\alpha \in \mathbb{N}^n_0$.

Let $T$ be an operator of type 0. Denoting by $\kappa \in S'(G)$ its kernel, the kernel of the operator $R^N T R^{-N}$ can be written as a linear combination of kernels of type 0 as in (4.7) with $[\alpha] = \nu N$. Thus $R^N T R^{-N}$ is an operator of type 0.

We can apply this to the operator $X_j R^{-\nu_j}$ which is of type 0 since its kernel is $X_j I_{\nu_j}$.

**Proof of Theorem 4.14.** — It suffices to show Theorem 4.14 for any left-invariant differential operator $T$ which is homogeneous of degree $\nu_T$.

By Lemma 4.16, for any $N \in \mathbb{N}_0$ and $p \in (1, \infty)$, the operator $R^N T R^{-\nu_T}$ extends to a $L^p(G)$-bounded operator. Since $R^N T R^{-\nu_T}$ is

\[\mathcal{R}^{N+\frac{\nu_T}{p}}\]
injective, we obtain
\[ \forall \psi \in \mathcal{S}(G) \quad \| \mathcal{R}^N T \psi \|_{L^p(G)} \leq C_N \left\| \mathcal{R}^{\nu_T+N} \psi \right\|_{L^p(G)}. \]

This shows that \( T \) maps \( \dot{L}^p_{\nu_N} \) to \( L^p_N \) boundedly. By duality and interpolation, this implies the boundedness of every \( \nu_T \)-homogeneous left-invariant differential operator \( T \) from \( \dot{L}^p_{s+\nu_T}(G) \) to \( \dot{L}^p_s(G) \) for every \( s \in \mathbb{R} \).

We also have
\[ \| T \psi \|_p + \| \mathcal{R}^N T \psi \|_p \leq C_0 \left\| \mathcal{R}^{\nu_T} \psi \right\|_p + C_N \left\| \mathcal{R}^N \mathcal{R}^{\nu_T} \psi \right\|_p. \]

By Theorem 4.3, the left-hand side is equivalent to the Sobolev norm of \( T \psi \) in \( L^p_{\nu_N}(G) \) whereas the right-hand side is equivalent to the Sobolev norm of \( \psi \) in \( L^p_{\nu_T+N}(G) \). Therefore \( T \) is continuous from \( L^p_{\nu_N+\nu_T}(G) \) to \( L^p_{s}(G) \). By duality and interpolation, this implies the boundedness of every \( \nu_T \)-homogeneous left-invariant differential operator \( T \) from \( L^p_{s+\nu_T}(G) \) to \( L^p_s(G) \) for every \( s \in \mathbb{R} \).

We observe that we can modify the proof above to show:

**Proposition 4.17.** — If \( T \) is an operator of type \( \nu_T \) with \( \Re \nu_T = 0 \), then, for every \( s \in \mathbb{R} \) and \( p \in (1, \infty) \), \( T \) is bounded on \( L^p_s(G) \) and on \( \dot{L}^p_s(G) \).

**Proof of Proposition 4.17.** — Let \( \kappa \in \mathcal{S}'(G) \) be the kernel of \( T \). Proceeding as in Lemma 4.16, we see that \( X_j(\kappa \ast I_{\nu_j}) \) is a kernel of type \( \nu_T \) by Proposition 2.4. Proceeding recursively shows that \( X^\alpha (\kappa \ast I_{\nu_1}^\alpha \ast \ldots \ast I_{\nu_1}^\alpha) \) is a kernel of type \( \nu_T \) for any \( \alpha \in \mathbb{N}_0^n \). Consequently, the kernel of the operator \( \mathcal{R}^N T \mathcal{R}^{-N} \) can be written as a linear combination of kernels of type \( \nu_T \) and \( \mathcal{R}^N T \mathcal{R}^{-N} \) is an operator of type \( \nu_T \). This implies that \( T \) is bounded on \( \dot{L}^p_{\nu_N} \) for any \( N \in \mathbb{N}_0 \), and subsequently using duality and interpolation and Theorem 4.3 that \( T \) is bounded on every homogeneous and inhomogeneous Sobolev space.

**4.5. Independence with respect to Rockland operators**

In this Section, we show that the Sobolev spaces do not depend on a particular choice of a Rockland operator. Consequently Theorems 4.3 and 4.8, Corollary 4.6, and Proposition 4.7 hold independently of any chosen Rockland operator \( \mathcal{R} \).

We will need the following property:
Lemma 4.18. — Let $\mathcal{R}$ be a Rockland operator on $G$ of homogeneous degree $\nu$ and let $\ell \in \mathbb{N}_0$.

1. The map $\phi \mapsto \sum_{[\alpha]=\nu\ell} \|X^{\alpha}\phi\|_p$, is a norm on $\dot{L}^p_{\nu\ell}(G)$ equivalent to the Sobolev norm. The space $\dot{L}^p_{\nu\ell}(G)$ is the completion of the Schwartz space $\mathcal{S}(G)$ for this norm.

2. The space $L^p_{\nu\ell}(G)$ is the collection of functions $f \in L^p(G)$ such that $X^{\alpha}f \in L^p(G)$ for any $\alpha \in \mathbb{N}_0^n$ with $[\alpha] = \nu\ell$. Moreover the map $\phi \mapsto \|\phi\|_p + \sum_{[\alpha]=\nu\ell} \|X^{\alpha}\phi\|_p$ is a norm on $L^p_{\nu\ell}(G)$ which is equivalent to the Sobolev norm.

Remark 4.19. — Note that in the stratified case, it is proved that the Sobolev $L^1(G)$ space consists of the function $f \in L^1(G)$ such that $X_jf \in L^1(G)$ for $X_j$ a basis of the first stratum. And this property is proved using the existence of a unique homogeneous fundamental solution of the sub-Laplacian, cf. Theorem 4.10 and the lemmata below entering its proof in [12].

Our lemma requires that the integers have to be multiple of the homogeneous degree of a positive Rockland operator. In our proof, we replace the use of this fundamental solution (which does not necessarily exist for Rockland operators) with Theorem 4.14.

Proof of Lemma 4.18. — Writing $\mathcal{R}^{\ell} = \sum_{[\alpha]=\ell\nu} c_{\alpha,\ell} X^{\alpha}$ we have on one hand,

$$\exists C > 0 \quad \forall \phi \in \mathcal{S}(G) \quad \|\mathcal{R}^{\ell}\phi\|_p \leq \max |c_{\alpha}| \sum_{[\alpha]=\ell\nu} \|X^{\alpha}\phi\|_p .$$

On the other hand, by Theorem 4.14, $X^{\alpha}$ maps continuously $\dot{L}^p_{[\alpha]}(G)$ to $L^p(G)$. This implies that the maps

$$\phi \mapsto \|\mathcal{R}^{\ell}\phi\| = \|\phi\|_{\dot{L}^p_{\nu\ell}(G)} \quad \text{and} \quad \phi \mapsto \sum_{[\alpha]=\nu\ell} \|X^{\alpha}\phi\|_p$$

are two equivalent norms on $\mathcal{S}(G)$. This proves Part (1).

Adding $\|\phi\|_{L^p}$ on both sides of the inequality above implies by Theorem 4.3, part (2), that the maps

$$\phi \mapsto \|\phi\|_{L^p_{\nu\ell}(G)} \quad \text{and} \quad \phi \mapsto \|\phi\|_{L^p} + \sum_{[\alpha]=\nu\ell} \|X^{\alpha}\phi\|_p$$

are two equivalent norms on $\mathcal{S}(G)$. This proves Part (2).
this will be explained in Section 4.8 together with the construction of a different type of Sobolev spaces on a graded Lie group due to Goodman.

We can now show the main result of this section, that is, that the Sobolev spaces on graded Lie groups are independent of the chosen positive Rockland operators.

**Theorem 4.20.** — For each \( p \in (1, \infty) \), the homogeneous (resp. inhomogeneous) \( L^p \)-Sobolev spaces on \( G \) associated with any positive Rockland operators coincide. Moreover the homogeneous (resp. inhomogeneous) Sobolev norms associated to two positive Rockland operators are equivalent.

**Proof of Theorem 4.20.** — Let \( \mathcal{R}(1) \) and \( \mathcal{R}(2) \) be two positive Rockland operators on \( G \) of homogeneous degree \( \nu_1 \) and \( \nu_2 \), respectively. Then \( \mathcal{R}^{\nu_2}(1) \) and \( \mathcal{R}^{\nu_1}(2) \) are two positive Rockland operators with the same homogeneous degree \( \nu = \nu_1 \nu_2 \). Their associated Sobolev spaces of exponent \( \nu \ell = \nu_1 \nu_2 \ell \) for any \( \ell \in \mathbb{N}_0 \) coincide and have equivalent homogeneous (resp. inhomogeneous) Sobolev norms by Lemma 4.18. By duality and interpolation, this is true for any Sobolev spaces.

□

**Corollary 4.21.** — Let \( \mathcal{R}(1) \) and \( \mathcal{R}(2) \) be two positive Rockland operators on \( G \) with degrees of homogeneity \( \nu_1 \) and \( \nu_2 \). Then for any \( s \in \mathbb{R} \) and \( p \in (1, \infty) \), the operators
\[
\mathcal{R}(1)^{\frac{s}{\nu_1}} \mathcal{R}(2)^{\frac{s}{\nu_2}} \quad \text{and} \quad (I + \mathcal{R}(1))^{\frac{s}{\nu_1}} (I + \mathcal{R}(2))^{\frac{s}{\nu_2}}
\]
extends boundedly on \( L^p(G) \).

**Proof of Corollary 4.21.** — For the inhomogeneous case, we view the operator \((1 + (\mathcal{R}(2))_p)^{-\frac{s}{\nu_2}}\) as a bounded operator from \( L^p(G) \) to \( L^p_{\alpha}(G) \) and use the norm \( f \mapsto \left\| (1 + (\mathcal{R}(1))_p)^{\frac{s}{\nu_1}} f \right\|_p \) on \( L^p_{\alpha}(G) \). We proceed similarly in the homogeneous case.

□

Thanks to Theorem 4.20, we can now improve our duality result given in Lemmata 4.4 and 4.12:

**Proposition 4.22.**

1. For any \( s \in \mathbb{R} \) and \( p \in (1, \infty) \), the dual space of \( \hat{L}^p_s(G) \) is isomorphic to \( L^p_{-s}(G) \) via the duality in (4.5) where \( p' \) is the conjugate exponent of \( p \) if \( p \in (1, \infty) \), i.e. \( \frac{1}{p} + \frac{1}{p'} = 1 \).

2. For any \( s \in \mathbb{R} \) and \( p \in [1, \infty) \), the dual space of \( L^p_s(G) \) is isomorphic to \( L^p_{-s}(G) \) via the distributional duality, where \( p' \) is the conjugate exponent of \( p \) if \( p \in (1, \infty) \), and \( p' = \infty_0 \) if \( p = 1 \).
For any $s \leq 0$ and $p = \infty$, the dual space of $L_s^{\infty}(G)$ is isomorphic to $L_{-s}^1(G)$ via the distributional duality.

If $p \in (1, \infty)$ then the Banach space $L^p_s(G)$ is reflexive. It is also the case for $s \leq 0$ and $p = \infty$, and for $s \geq 0$ and $p = 1$.

We can also show that multiplication by a bump function is continuous on Sobolev spaces:

**Proposition 4.23.** — For any $\phi \in D(G)$, $p \in (1, \infty)$ and $s \in \mathbb{R}$, the operator $f \mapsto f \phi$ defined for $f \in \mathcal{S}(G)$ extends continuously into a bounded map from $L^p_s(G)$ to itself.

**Proof.** — The Leibniz’ rule for the $X_j$’s and the continuous inclusions in Theorem 4.3(4) imply easily that for any fixed $\alpha \in \mathbb{N}_0^n$ there exist a constant $C = C_{\alpha, \phi} > 0$ and a constant $C' = C'_{\alpha, \phi} > 0$ such that

$$\forall f \in D(G) \quad \|X^\alpha(f\phi)\|_p \leq C \sum_{[\beta] \leq [\alpha]} \|X^\beta f\|_p \leq C' \|f\|_{L^p_{[\alpha]}(G)}.$$

Lemma 4.18 yields the existence of a constant $C'' = C''_{\alpha, \phi} > 0$ such that

$$\forall f \in D(G) \quad \|(f\phi)\|_{L^p_{\ell\nu}(G)} \leq C'' \|f\|_{L^p_{\ell\nu}(G)}$$

for any integer $\ell \in \mathbb{N}_0$ and any degree of homogeneity $\nu$ of a Rockland operator.

This shows the statement for the case $s = \nu\ell$. The case $s > 0$ follows by interpolation (see Theorem 4.8), and the case $s < 0$ by duality (see Proposition 4.22). □

### 4.6. Sobolev embeddings

In this section, we show the analogue of the classical fractional integration theorems of Hardy–Littlewood and Sobolev. The main difference is that the topological dimension $n$ of $G \sim \mathbb{R}^n$ is replaced by the homogeneous dimension $Q$. The stratified case was proved by Folland in [12] (mainly Theorem 4.17 therein).

**Theorem 4.24.**

(1) If $1 < p < q < \infty$ and $a, b \in \mathbb{R}$ with $b - a = Q(\frac{1}{p} - \frac{1}{q})$ then we have the following continuous inclusion $\hat{L}^p_b \subset L^q_a$, that is, for every $f \in \hat{L}^p_b$, we have $f \in L^q_a$ and there exists a constant $C = C_{a, b, p, q, G} > 0$ independent of $f$ such that

$$\|f\|_{L^q_a} \leq C \|f\|_{\hat{L}^p_b}.$$
(2) If \( 1 < p < q < \infty \) and \( a, b \in \mathbb{R} \) with \( b - a = Q(\frac{1}{p} - \frac{1}{q}) \) then we have the following continuous inclusion \( L^p_b \subset L^q_a \), that is, for every \( f \in L^p_b \), we have \( f \in L^q_a \) and there exists a constant \( C = C_{a, b, p, q, G} > 0 \) independent of \( f \) such that
\[
\|f\|_{L^q_a} \leq C \|f\|_{L^p_b}.
\]

(3) If \( p \in (1, \infty) \) and \( s > Q/p \) then we have the following continuous inclusion \( L^p_s \subset C(G) \) in the sense that any function \( f \in L^p_s(G) \) admits a bounded continuous representative (still denoted by \( f \)). Furthermore there exists a constant \( C = C_{s, p, G} > 0 \) independent of \( f \) such that
\[
\|f\|_{\infty} \leq C \|f\|_{L^p_s(G)}.
\]

Proof. — Let us prove Part (1). We fix a positive Rockland operator \( R \) of homogeneous degree \( \nu \) and we assume that \( b, a > 0 \) and \( p, q \in (1, \infty) \) satisfy
\[
b - a = Q(\frac{1}{p} - \frac{1}{q}).
\]
By Corollary 3.11(1), \( \mathcal{I}_{b-a} \) is a kernel of type \( b - a \) and for any \( p_1 \in (1, \infty) \) and \( \phi \in \mathcal{S}(G) \), \( \mathcal{R}_p^{b-a} \phi \in L^p_{b-a} \) and \( \phi = (\mathcal{R}_p^{b-a} \phi) \ast \mathcal{I}_{b-a} \).
By Proposition 2.4(1), this implies with \( p_1 = p \),
\[
\|\phi\|_{L^q} \leq C \left\| \mathcal{R}_p^{b-a} \phi \right\|_{L^p}.
\]
For the same reason we also have \( \mathcal{R}_q^{b-a} \phi = \mathcal{R}_p^{b-a} \ast \mathcal{I}_{b-a} \phi \) and
\[
\|\mathcal{R}_q^{b-a} \phi\|_{L^q} \leq C \|\mathcal{R}_p^{b-a} \phi\|_{L^p}.
\]
This shows Part (1).

For Part (2), we add the two estimates above to obtain:
\[
\|\phi\|_q + \left\| \mathcal{R}_q^{b-a} \phi \right\|_q \leq C \left( \left\| \mathcal{R}_p^{b-a} \phi \right\|_{L^p} + \left\| \mathcal{R}_p^{b-a} \phi \right\|_{L^p} \right).
\]
By Theorem 4.3(4), and density of \( \mathcal{S}(G) \) in the Sobolev spaces, this shows Part (2) for \( b > a > 0 \). The result for any \( a, b \) follows by duality and interpolation (see Proposition 4.22 and Theorem 4.8). The proof of Part (2) is now complete.

Let us prove Part (3). Let \( p \in (1, \infty) \) and \( s > Q/p \). For any \( f \in L^p_s(G) \), setting \( f_s := (I + \mathcal{R}_p)^{\frac{s}{p}} f \), we have \( f = f_s \ast \mathcal{B}_s \) by Corollary 3.11(2). The conclusion now follows from \( \|\mathcal{B}_s\|_{p'} < \infty \) (see Corollary 3.13). \( \square \)

From the Sobolev embedding theorem (Theorem 4.24(2)) and the description of Sobolev spaces with integer exponent (Lemma 4.18) follows easily the following property:
Corollary 4.25. — Let $G$ be a graded Lie group, $p \in (1, \infty)$ and $s \in \mathbb{N}$. We assume that $s$ is proportional to the homogeneous degree $\nu$ of a positive Rockland operator, that is, $\frac{s}{\nu} \in \mathbb{N}$, and that $s > Q/p$.

Then if $f$ is a distribution on $G$ such that $f \in L^p(G)$ and $X^\alpha f \in L^p(G)$ when $\alpha \in \mathbb{N}_0^n$ satisfies $[\alpha] = s$, then $f$ admits a bounded continuous representative (still denoted by $f$). Furthermore there exists a constant $C = C_{s,p,G} > 0$ independent of $f$ such that

$$
\|f\|_\infty \leq C \left( \|f\|_p + \sum_{[\alpha] = s} \|X^\alpha f\|_p \right).
$$

4.7. Properties of $L^2_s(G)$

The case $L^2(G)$ has some special features, such as being a Hilbert space, that we will discuss here.

Many of the proofs in this paper could be simplified if we had just considered the case $L^p$ with $p = 2$. For instance, let us consider a positive Rockland operator $\mathcal{R}$ and its self-adjoint extension $\mathcal{R}_2$ on $L^2(G)$. One can define the fractional powers of $\mathcal{R}_2$ and $I + \mathcal{R}_2$ by functional calculus. Then one can obtain the properties of the kernels of the Riesz and Bessel potentials with similar methods as in Corollary 3.11.

The proof of the properties of the associated Sobolev spaces $L^2_s(G)$ would be the same in this particular case, maybe slightly helped occasionally by the Hölder inequality being replaced by the Cauchy–Schwartz inequality. A noticeable exception is that Lemma 4.18 can be obtained directly in the case $L^p$, $p = 2$, from the estimates due to Helffer and Nourrigat in [19].

The main difference between $L^2$ and $L^p$ Sobolev spaces is the structure of Hilbert spaces of $L^2_s(G)$ whereas the other Sobolev spaces $L^p_s(G)$ are “only” Banach spaces:

Proposition 4.26 (Hilbert space $L^2_s$). — Let $G$ be a graded Lie group.

(1) For any $s \in \mathbb{R}$, the homogeneous Sobolev space $L^2_s(G)$ is a Hilbert space with inner product given by

$$
(f,g)_{L^2_s(G)} := \int_G \mathcal{R}_2^{\frac{s}{\nu}} f(x) \overline{\mathcal{R}_2^{\frac{s}{\nu}} g(x)} \, dx,
$$

where $\mathcal{R}$ is a positive Rockland operator of homogeneous degree $\nu$. If $s > 0$, an equivalent inner product is

$$
(f,g)_{L^2_s(G)} := \int_G f(x) \overline{g(x)} \, dx + \int_G \mathcal{R}_2^{\frac{s}{\nu}} f(x) \overline{\mathcal{R}_2^{\frac{s}{\nu}} g(x)} \, dx.
$$
If $s = \nu \ell$ with $\ell \in \mathbb{N}_0$, an equivalent inner product is
\[(f, g) = \sum_{[\alpha] = \nu \ell} (X^\alpha f, X^\alpha g)_{L^2(G)}.
\]

(2) For any $s \in \mathbb{R}$, the inhomogeneous Sobolev space $L^2_s(G)$ is a Hilbert space with inner product given by
\[(f, g)_{L^2_s(G)} := \int_G (I + R_2)^{\frac{s}{2}} f(x) (I + R_2)^{\frac{s}{2}} g(x) \, dx,
\]
where $R$ is a positive Rockland operator of homogeneous degree $\nu$.

If $s > 0$, an equivalent inner product is
\[(f, g)_{L^2_s(G)} := \int_G f(x) g(x) \, dx + \int_G R^{\frac{s}{2}} f(x) R^{\frac{s}{2}} g(x) \, dx.
\]

If $s = \nu \ell$ with $\ell \in \mathbb{N}_0$, an equivalent inner product is
\[(f, g) = (f, g)_{L^2(G)} + \sum_{[\alpha] = \nu \ell} (X^\alpha f, X^\alpha g)_{L^2(G)}.
\]
especially Theorem 4.16 therein. First there can be only local relations between our Sobolev Spaces and the Euclidean Sobolev spaces, since the coefficients of $X_j$’s with respect to the abelian derivatives $\partial x_k$ are polynomials in the coordinate functions $x_\ell$’s, and conversely, the coefficients of $\partial x_j$’s with respect to the abelian derivatives $X_k$ are polynomials in the coordinate functions $x_\ell$’s. Hence we are led to define the following local Sobolev spaces for $s \in \mathbb{R}$ and $p \in (1, \infty)$:

\begin{equation}
L^p_{s, \text{loc}}(G) := \{ f \in D'(G) : \phi f \in L^p_s(G) \text{ for all } \phi \in D(G) \}.
\end{equation}

By Proposition 4.23, $L^p_{s, \text{loc}}(G)$ contains $L^p_s(G)$. We can compare locally the Sobolev spaces on graded Lie groups and on their abelian counterpart:

**Theorem 4.27.** — For any $p \in (1, \infty)$ and $s \in \mathbb{R}$,

$$L^p_{s/\upsilon_1, \text{loc}}(\mathbb{R}^n) \subset L^p_{s, \text{loc}}(G) \subset L^p_{s/\upsilon_n, \text{loc}}(\mathbb{R}^n).$$

Above, $L^p_{s, \text{loc}}(\mathbb{R}^n)$ denotes the usual local Sobolev spaces, or equivalently the spaces defined by (4.8) in the case of the abelian (graded) Lie group $(\mathbb{R}^n, +)$. Recall that $\upsilon_1$ and $\upsilon_n$ are respectively the smallest and the largest weights of the dilations. In particular, in the stratified case, $\upsilon_1 = 1$ and $\upsilon_n$ coincides with the number of steps in the stratification, and with the step of the nilpotent Lie group $G$. Hence in the stratified case we recover Theorem 4.16 in [12].

**Proof of Theorem 4.27.** — It suffices to show that the mapping $f \mapsto f\phi$ defined on $D(G)$ extends boundedly from $L^p_{s/\upsilon_1}(\mathbb{R}^n)$ to $L^p_s(G)$ and from $L^p_s(G)$ to $L^p_{s/\upsilon_n, \text{loc}}(\mathbb{R}^n)$. By duality and interpolation (see Theorem 4.8 and Proposition 4.22), it suffices to show this for a sequence of increasing positive integers $s$.

For the $L^p_{s/\upsilon_1}(\mathbb{R}^n) \to L^p_s(G)$ case, we assume that $s$ is divisible by the homogeneous degree of a positive Rockland operator. Then we use Lemma 4.18, the fact that the $X^\alpha$ may be written as a combination of the $\partial_\alpha$ with polynomial coefficients in the $x_\ell$’s and that $\max_{|\beta| \leq s} |\beta| = s/\upsilon_1$.

For the case of $L^p_s(G) \to L^p_{s/\upsilon_n, \text{loc}}(\mathbb{R}^n)$, we use the fact that the abelian derivative $\partial^\alpha$ with $|\alpha| \leq s$, may be written as a combination over the $X^\beta$, $|\beta| \leq s$, with polynomial coefficients in the $x_\ell$’s, that $X^\beta$ maps $L^p \to L^p_{[\beta]}$ boundedly together with $\max_{|\beta| \leq s} |\beta| = s\upsilon_n$. □
Proceeding as in [12, p. 192], one can convince oneself that Theorem 4.27 can not be improved.

In another direction, Sobolev spaces, and more generally Besov spaces, have been defined on any group of polynomial growth in [15] using left-invariant sub-Laplacians and an associated Littlewood–Paley decomposition. Considering stratified groups and homogeneous left-invariant sub-Laplacians (as in (2.5)), this gives another description of the Sobolev spaces in the stratified case which is equivalent to Folland’s and to ours. However, for a general graded non-stratified Lie group, our Sobolev spaces may differ from the ones in [15] on any Lie group of polynomial growth. For instance, if we consider the three dimensional Heisenberg group endowed with the dilations

\[(4.9) \quad r \cdot (x, y, t) = (r^3 x, r^5 y, r^8 t).\]

We denote this group \(\tilde{H}_1\), it is graded but not stratified. The sub-Laplacian \(\mathcal{L}_{H_1}\) is not homogeneous and is of degree 10. One can check that that \(\mathcal{L}_{H_1}\) maps \(L^2(\tilde{H}_1) \to L^2(\tilde{H}_1)\) and \(L^2_0(\tilde{H}_1) \to L^2(\tilde{H}_1)\) boundedly and this can not be improved. Hence our Sobolev spaces on \(\tilde{H}_1\) differ from the Sobolev spaces based on the sub-Laplacian in [12] or equivalently in [15].

Sobolev spaces of integer exponents on graded Lie groups have already been defined by Goodman in [18, Section III.5.4]: the \(L^p\) Goodman–Sobolev spaces of order \(s \in \mathbb{N}_0\) is the space of function \(\phi \in L^p\) such that \(X^\alpha \phi \in L^p\) for any \([\alpha] \leq s\). Goodman’s definition does not use Rockland operators but makes sense only for integer exponents. Adapting the proof of Lemma 4.18, one could show easily that the \(L^p\) Goodman–Sobolev space of order \(s \in \mathbb{N}_0\) always contains our Sobolev space \(L^p_s(G)\), and in fact coincides with it if \(s\) is proportional to the homogeneous degree \(\nu\) of a positive Rockland operator or for any \(s\) if the group is stratified.

However, this equality between Goodman–Sobolev spaces and our Sobolev spaces is not true on any general graded Lie group. For instance this does not hold on graded Lie groups whose weights are all strictly greater than 1. Indeed, the \(L^p\) Goodman–Sobolev space of order \(s = 1\) is \(L^p(G)\) which contains \(L^p_1(G)\) stricly (see Theorem 4.3(4)). An example of such a graded Lie group is the three dimensional Heisenberg group \(\mathbb{H}_1\) with weights given by (4.9).

Again, one consequence of these strict inclusions together with our results is that the Goodman–Sobolev spaces do not satisfy interpolation properties in general.
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