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Abstract

The paper describes a combinatorial modelling approach to the research of integrated energy systems development. The idea of the approach is to model a system development in the form of a directed graph with its nodes corresponding to the possible states of a system and arcs characterizing the possibility of transitions from one state to another. It allows us to simulate a long-term process of system development under various possible conditions, and determining an optimal system development strategy.
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1. Introduction

In the modern conditions, the transition to integrated energy systems becomes more actual because of the appearance of new technologies and equipment, new requirements for energy supply systems and changing their functioning conditions. The integrated energy systems represent a combination of electric, heat, cooling and gas supply systems. The studies have shown that the joint consideration of energy supply systems of different types during researching their development and operation problems provides a number of advantages in comparison with the traditionally isolated consideration of these systems [1-3].

The problem of developing integrated energy systems is to determine the optimal combination of generation, transformation and storage technologies as well as a network structure. This combination must ensure the satisfaction of the forecasted energy demand. The deterministic or probabilistic methods are distinguished to solve the problem [4]. In deterministic methods, the variables affected the amount of energy supply system investments are considered to be known [5, 6]. Stochastic methods take into account the various energy system uncertainties associated with energy markets functioning and the energy generation volatility increment [7, 8].

Consideration of multiple scenarios enables the analysis of solutions regarding the impact of input data uncertainties [9]. Scenarios are key tools in energy development research and decision making in the face of an uncertain future [10]. Some scenario techniques improve the building and use of scenarios for dealing with the dual challenge of complexity and uncertainty [11]. The very broadly used approach is to use the judgment of the group of decision makers and/or experts to create a small number of scenarios that can effectively cover the space of feasible development alternatives. However, this approach is subject to human cognition biases and social effects at play in the group, which may interfere to explore the uncertainty [12]. Alternative approaches ensure diversity of scenarios constructed [13] or focus on determining the vulnerability of strategies to the uncertainty [14], or by combining both [15].

In [16] the payoff matrix technique is presented for solving optimization problems under uncertainty. Special Wald, Laplace and Subjective probability estimations had been applied in that technique. Stochastic variables are used to represent the probabilistic characteristics of uncertain input data that are not precisely known (or are not known at all). This input data inaccuracy necessitates the consideration of several possible combinations of scenarios and external conditions.
conditions to form a payoff matrix. The choice of a rational alternative is made after the payoff matrix analysis.

In many scenarios that depend upon mathematical models the main modelling efforts are directed to produce cost optimal results and too little attention is given to the implications of plausible alternatives [11]. The Modelling to Generate Alternatives approach [17] focuses on the diversity of outputs and changes the underlying structure of the mathematical model to search the near-optimal region of the output space for alternative outputs that are very different in the decision space. The combinatorial modelling [18] generates various scenarios based on different model input assumptions and emphasizes on the diversity of pathways that lead to a given type of output.

The combinatorial modelling is a framework in the language from [19] where distinguish is made between the three terms: model, model generator, and framework. Models are concrete representations of real-world systems to answer clearly defined research questions. Models can be built from model generators that allow building models with a certain analytical and mathematical approach. Finally, a framework can be understood as a structured toolbox including sub-frameworks and model generators as well as specific models.

In this paper, the applicability of the combinatorial modelling framework is considered for studying the long-term development of intelligent integrated energy systems. This framework has been tested in the study of energy security provision in Russia [20] and Vietnam [21].

2. The combinatorial modelling framework

The basic concept of combinatorial modelling is to represent the development of an object belonging to the considered system in the form of a directed graph. Nodes of the graph are associated with object states at a particular time interval \( t=1,\ldots,T \), where \( T \) is the number of time intervals. The arcs characterize possible transitions from one state to another. All development paths of each object start from the single initial state.

Objects as structural units of the considered system may be enterprises of the energy sector or their groups, consumers of energy resources or in general their categories. The degree of aggregation of objects depends on the task to be solved and the available information. Within the combinatorial modelling framework, it is possible to unite objects in a natural way. A collection of several objects in one task can represent a single object while considering the problems of higher level.

The graph containing possible states and transitions of whole system development is constructed by combining various states of objects at the same time intervals and the possible transitions between states at the same neighbour time intervals. The term "combinatorial modelling" is used because of the combinatorial nature of rules that set linkage between the object development graphs and the system development graph.

The first part of the combinatorial modelling framework consists of algorithms to select the valid options of the system development from possible ones. A subgraph of admissible options of the system development is separated from the constructed graph of the possible development of the system. This subgraph consists of such possible states and transitions of system development that meet the constraints described below.

The second part consists of algorithms used to find out the optimal and the entire set of suboptimal trajectories of system development in the given set of admissible trajectories of development of this system. Close-to-optimal or suboptimal trajectories are of great interest because of the inaccuracies of cost criterion computation [22]. Also the analysis of differences of near-optimal solutions provides valuable information for the decision maker when adapting the optimal solution to reality [23]. The optimal and suboptimal system development trajectories are determined by the dynamic programming approach [24], for example, as a result of minimizing the system development and functioning costs criterion.

The combinatorial modelling stages described above can help to determine the proper development directions for a system considering the system development problem in the one-criterion formulation and in the deterministic conditions. The ability to obtain the full set of suboptimal trajectories is important as a way to overcome uncertainty in the initial data.

The combinatorial modelling framework allows:
- To take into account explicitly the discreteness of options for the system objects development,
- To take into account explicitly the multi-stage character of decision-making process,
- To use other models to assess a system state validity,
- To determine the entire set of suboptimal system development paths in deterministic conditions and under uncertainty conditions.
3. The evaluation of a possible system state feasibility in the combinatorial modelling framework

If the number of the possible state of the system at time interval \( t \) is denoted as \( d_t \) and a possible transition between system states with numbers \( d_{t-1} \) and \( d_t \) as \((d_{t-1},d_t)\) then not all possible system states \( d_t \) and transitions \((d_{t-1},d_t)\) are feasible. Some transitions are removed due to the constraints that come from the objects nature. Possible system states and transitions that satisfy system-wide constraints (logical and balance conditions) as well as constraints on development dynamic are called feasible.

3.1. System-wide constraints

There are two types of system-wide constraints.

3.1.1. Logical conditions

Some alternatives of an object development can be realized only with particular alternatives the other objects development. Logical conditions can be specified as lists of incompatible states and transitions or, on the contrary, as the whole set of compatible ones.

3.1.2. Balance and other constraints

These are constraints on the limited use of resources for each time interval and for each transition between them. Such constraints can be defined as balance equations or inequalities:

\[
g_r(d_t, x) \leq 0, \quad (1)
\]

\[
f_r(d_{t-1}, d_t, y) \leq 0, t = 2, \ldots, T \quad (2)
\]

where \( g_r, f_r \) are some vector functions that depend on the numbers of states \( d_t \) and transitions \((d_{t-1},d_t)\) as well as on special additional variables vectors \( x \) and \( y \). If the set of Eq. (1) has a solution with regard to the vector \( x \) then that state with the number \( d_{t-1} \) is feasible on balance constraints. The Eq. (1) for fixed \( d_{t-1} \) form the set of inequalities with respect to the vector \( x \) on the basis of information characterizing the particular objects for given system state with number \( d_t \). The vector of variables \( x \) can include, for example, the intensity of technological facilities use for the system state with the number \( d_t \) at the time \( t \).

The set of in Eq. (2) is constructed similarly. If the system of Eq. (2) is consistent, then the transition \((d_{t-1},d_t)\) is feasible on balance constraints.

3.2. Development dynamic constraints

The system states and transitions that remain after the screening according to system-wide constraints must be checked from the point of view of their compatibility in time. A state with adjacent transitions is removed if where is no path from given state with the number \( d_t \) to any system state with a number \( d_T \). Also an unreachable state with adjacent transitions is removed if where is no path from the initial state with the number \( d_1 \) to the given state with the number \( d_T \).

4. Construction and analysis of an integrated energy system development options with combinatorial modelling

4.1. Principles of decomposition of an integrated energy system into components

An integrated energy system is a complex system that consists of a set of subsystems and a set of their elements. An integrated energy system includes energy supply systems of different types (electric, heating, gas and other systems) which can be considered as subsystems of the integrated energy system. The information and communication system is also a subsystem of the integrated energy system. Each subsystem contains its own set of elements. These elements can be grouped according to the following energy functions: production, transport, distribution and consumption. In turn, each element has its own set of equipment according with the energy functions and the type of the energy supply system.

In order to carry out combinatorial modelling, it is necessary to determine the objects of the integrated energy system and to form their states. A set of these objects has to describe correctly the ways of development of the integrated energy system to choose among them the most optimal way. Objects can be one of the following:

- Subsystems;
- Groups of elements (according to the performed energy functions);
- Elements.

4.2. The evaluation of feasibility of an integrated energy system state in the combinatorial modelling framework

The model of the integrated energy system functioning [2] is of the second type of system-wide constraints. The feasibility of the possible state of the integrated energy system is determined by the permissibility of the
operation mode of the heat and power supply systems under the given conditions.

4.3. The approximate scheme for the construction and analysis of development options of integrated energy systems

The first step of the combinatorial modelling approach is to describe the basic scenario of energy development to investigate as a graph with one node for each time moment (Fig. 1). These nodes contain essential information to create new possible states of the considered integrated energy system.

![Fig. 1. Basic scenario of the integrated energy system development.](image1)

In the second step, the infrastructure of the integrated energy system is divided into several components by territorial or industrial criteria. For each component, a development graph is built. It contains changes in the energy facility parameters at the time period considered. The development graphs of two energy facilities are shown in Fig. 2. The source nodes corresponding to moment 0 do not have numbers because they will not participate in the next construction of the integrated energy system.

![Fig. 2. Development graphs of 2 energy facilities.](image2)

The third step is combining data of the reference graph with information on the different components of graphs belonging to the same moment in time. This results in the set of possible states of the integrated energy system for each moment in time.

The states (nodes) of the modelled system are linked by transitions (arcs) to form an energy system development graph.

The integrated energy system development graph shown in Fig. 3 is constructed by means of combination of nodes and arcs of the graphs in Fig. 1 and Fig. 2. The number of generated possible integrated energy system state is shown inside the circle in Fig. 3. The numbers above the circle are combinations of the graph nodes in Fig. 1 and Fig. 2. The beginning of all paths in the generated integrated energy system development graph is a common initial node at moment 1.

![Fig. 3. Integrated energy system development graph.](image3)

The fourth step is to check the feasibility of nodes and arcs of the integrated energy system development graph, since not all possible integrated energy system states and transitions can be valid. For this purpose, there are system-wide constraints described above.

The integrated energy system development graph shown in Fig. 3 has four nodes that did not pass the feasibility check (Fig. 4).

![Fig. 4. Integrated energy system development graph with unfeasible nodes.](image4)

The fifth stage is to build a graph containing valid states and transitions. States and transitions that are unreachable from the initial state are determined during the passage from the initial node to the end nodes. Then, the blind states and transitions are determined during the
reverse passage. It is impossible to build a path from the initial node to the nodes with blind states and transitions at the last time moment. The unfeasible, unreachable and blind states and transitions are removed from the graph which contains possible integrated energy system states and transitions.

In the last stage, a set of system states to form optimal and suboptimal paths can be determined with the algorithm based on the concept of dynamic programming [24].

The graph consisting of valid integrated energy system states and transitions is shown in Fig. 5. It was made from the graph shown in Fig. 4 where an optimal way to ensure minimization of costs of integrated energy system development and operation is presented by the bold lines.

Fig. 5. Integrated energy system optimal graph.

5. Conclusion

The advantages of the combinatorial modelling are the clarity and compactness of representation of modelled system development options in the form of a directed graph. The graph clearly illustrates both differences of integrated energy systems development paths and their common states and transitions.

The advantage of this approach is a complete description of the object development options. The traditional approaches to compare the development options based on the multi-criteria methods usually enable researcher to make just a few options. The choice depends on the researcher’s intuition and experience. Such a selection, even if it is right, always reflects certain subjectivity and thus depreciates the level of result proof.

The resulting set of the admissible system development paths can be applied in many forecasting tasks where, for example, the uncertainty should be taken into account. Among the feasible system paths, one can choose not merely the best way but also the paths close to it according to research criteria. The carried out researches have shown the possibility of using combinatorial modelling to study the long-term development of integrated energy systems.
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