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Abstract

Stochastic gradient descent (SGD) optimization algorithms are key ingredients in a series of machine learning applications. In this article we perform a rigorous strong error analysis for SGD optimization algorithms. In particular, we prove for every arbitrarily small \(\varepsilon \in (0, \infty)\) and every arbitrarily large \(p \in (0, \infty)\) that the considered SGD optimization algorithm converges in the strong \(L^p\)-sense with order \(\frac{1}{2} - \varepsilon\) to the global minimum of the objective function of the considered stochastic approximation problem under standard convexity-type assumptions on the objective function and relaxed assumptions on the moments of the stochastic errors appearing in the employed SGD optimization algorithm. The key ideas in our convergence proof are, first, to employ techniques from the theory of Lyapunov-type functions for dynamical systems to develop a general convergence machinery for SGD optimization algorithms based on such functions, then, to apply this general machinery to concrete Lyapunov-type functions with polynomial structures, and, thereafter, to perform an induction argument along the powers appearing in the Lyapunov-type functions in order to achieve for every arbitrarily large \(p \in (0, \infty)\) strong \(L^p\)-convergence rates. This article also contains an extensive review of results on SGD optimization algorithms in the scientific literature.
1 Introduction

Stochastic gradient descent (SGD) type optimization algorithms are fundamental tools in many machine and deep learning applications such as object and speech recognition or image analysis (cf., for example, Ruder [92]). To ensure the performance of such algorithms it is important to analyze their approximation errors and, in particular, to investigate their speeds of convergence. A very common approach to study SGD type optimization algorithms is to formulate them as so-called stochastic approximation algorithms (SAAs). SAAs were first introduced in Robbins & Monro [91] and SAAs and SGD type optimization algorithms, respectively, have been widely studied in the scientific literature; cf., for example, [2, 19, 39, 63, 64, 71, 74, 75, 77, 83, 93, 99, 102, 107] and the references mentioned therein for the derivation and the proposal of SAAs, cf., for example, [10, 26, 27, 29, 35, 36, 49, 60, 65, 72, 79, 85, 86, 87, 98, 100, 101, 103, 103, 109, 110] and the references mentioned therein for the derivation and the proposal of SGD type
optimization algorithms, cf., for example, [1, 12, 17, 18, 20, 21, 23, 31, 33, 34, 40, 41, 48, 51, 52, 55, 56, 59, 61, 62, 68, 70, 76, 78, 81, 82, 91, 94] and the references mentioned therein for numerical simulations and convergence rates proofs for SAAs, cf., for example, [3, 4, 5, 13, 14, 16, 25, 32, 46, 67, 73, 80, 84, 88, 89, 90, 101, 102, 103, 104, 105, 106, 108, 111] and the references mentioned therein for numerical simulations and convergence rates proofs for SGD type optimization algorithms, cf., for example, [6, 7, 9, 11, 22, 37, 38, 54, 57, 58, 69, 95, 97] and the references mentioned therein for overview articles and monographs on SAAs, cf., for example, [8, 15, 92] and the references mentioned therein for overview articles on SGD type optimization algorithms, and cf., for example, [28, 30, 42, 43, 44, 45, 53, 66, 96] and the references mentioned therein for applications involving neural networks and SGD type optimization algorithms.

In this paper we develop a rigorous strong error analysis for SAAs and SGD optimization algorithms. In particular, we prove for every arbitrarily small \( \varepsilon \in (0, \infty) \) and every arbitrarily large \( p \in (0, \infty) \) that the considered SGD optimization algorithm converges in the strong \( L^p \)-sense with order \( \frac{1}{2} - \varepsilon \) to the global minimum of the objective function of the considered stochastic approximation problem under standard convexity-type assumptions on the objective function (cf. (2) in Theorem 1.1 below, (214) in Theorem 3.7 in Subsection 3.4 below, and, e.g., Dereich & Mueller-Gronbach [31, Assumption A.1]) and relaxed assumptions on the moments of the stochastic errors appearing in the employed SGD optimization algorithm (cf. (3) in Theorem 1.1 below and (217) in Theorem 3.7 in Subsection 3.4 below). To illustrate the findings of this article, we now present in the following theorem a special case of our strong error analysis for SAAs and SGD optimization algorithms (cf. Theorem 3.7 in Subsection 3.4 below and Corollary 4.9 in Subsection 4.2 below).
Theorem 1.1. Let $d \in \mathbb{N}$, $p, \alpha, \kappa, c \in (0, \infty)$, $\nu \in (0,1)$, $g = \min\{2, 4, 6, \ldots\} \cap [p, \infty)$, $\xi, \vartheta \in \mathbb{R}^d$, let $(\Xi, \mathcal{F}, \mathbb{P})$ be a probability space, let $(S, \mathcal{S})$ be a measurable space, let $X_n: \Xi \to S$, $n \in \mathbb{N}$, be i.i.d. random variables, let $F = (F(\vartheta, x))_{\vartheta \in \mathbb{R}^d, x \in S}: \mathbb{R}^d \times S \to \mathbb{R}$ be $(\mathcal{B}(\mathbb{R}^d) \otimes \mathcal{S})/\mathcal{B}(\mathbb{R})$-measurable, assume for all $x \in S$ that $(\mathbb{R}^d \ni \vartheta \mapsto F(\vartheta, x) \in \mathbb{R}) \in C^1(\mathbb{R}^d, \mathbb{R})$, assume for all $\vartheta \in \mathbb{R}^d$ that
\[
\mathbb{E}
\left[
\left|nF(\vartheta, X_1)\right| + \left|\nabla F(\vartheta, X_1)\right|_{\mathbb{R}^d}^2
\right] < \infty,
\]
(1)
\[
\langle \vartheta - \vartheta', \mathbb{E}(\nabla F(\vartheta, X_1))_{\mathbb{R}^d} \rangle \geq c \max\left\{ \|\vartheta - \vartheta\|_{\mathbb{R}^d}^2, \mathbb{E}[\|\nabla F(\vartheta, X_1)\|_{\mathbb{R}^d}^2]\right\},
\]
(2)
\[
\mathbb{E} \left[ \|\nabla F(\vartheta, X_1) - \mathbb{E}[\nabla F(\vartheta, X_1)]\|_{\mathbb{R}^d}^q \right] \leq \kappa (1 + \|\vartheta\|_{\mathbb{R}^d}^q),
\]
(3)
and let $\Theta: \mathbb{N}_0 \times \Xi \to \mathbb{R}^d$ be the stochastic process which satisfies for all $n \in \mathbb{N}$ that
\[
\Theta_0 = \xi \quad \text{and} \quad \Theta_n = \Theta_{n-1} - \frac{1}{n^p}(\nabla F)(\Theta_{n-1}, X_n).
\]
(4)

Then

(i) it holds that $\{\vartheta \in \mathbb{R}^d: (\mathbb{E}[F(\vartheta, X_1)] = \inf_{\nu \in \mathbb{R}^d} \mathbb{E}[F(\nu, X_1)]\} = \{\vartheta\}$ and

(ii) there exists $C \in (0, \infty)$ such that for all $n \in \mathbb{N}$ it holds that
\[
(\mathbb{E}[\|\Theta_n - \vartheta\|_{\mathbb{R}^d}^p])^{1/p} \leq Cn^{-\nu/2}.
\]
(5)

Theorem 1.1 is an immediate consequence of Jensen’s inequality and Corollary 4.9 in Subsection 4.2 below. Corollary 4.9 in turn, follows from Theorem 3.7 in Subsection 3.3 below, which is the main result of this article. A strong convergence result related to Theorems 1.1 and 3.7 in this article has been obtained in Dereich & Mueller-Gronbach [31, Theorem 2.4] (cf. also [31, Proposition 2.2]). A key difference between Theorem 2.4 in [31] and Theorems 1.1 and 3.7 in this article is the hypothesis on the moments of the stochastic errors appearing in the employed SAA (cf. item (ii) in Assumption A.2 in [31] with (3) in Theorem 1.1 and (217) in Theorem 3.7 in this article). More formally, in Theorem 2.4 in [31] the stochastic errors appearing in the employed SAA are assumed to be bounded in the state space variable $\vartheta \in \mathbb{R}^d$ (cf. item (ii) in Assumption A.2 in [31]) while Theorems 1.1 and 3.7 in this article allow the $L^p$-norm of the stochastic errors to grow linearly in the state space variable $\vartheta \in \mathbb{R}^d$ (cf. (3) in Theorem 1.1 and (217) in Theorem 3.7 in this article). This relaxed hypothesis enables us to achieve for every arbitrarily small $\varepsilon \in (0, \infty)$ and every arbitrarily large $p \in (0, \infty)$ the essentially sharp strong $L^p$-convergence rate $1/2 - \varepsilon$ in the case of very natural stochastic optimization examples with quadratically growing loss functions such as in the case of linear regression; see Corollary 4.11 in Subsection 4.3 below for details. The key ideas in our proofs of
Theorem 1.1 and Theorem 3.7, respectively, are, first, to employ techniques from the theory of Lyapunov-type functions for dynamical systems to develop a general convergence result for SAAs and SGD optimization algorithms based on such functions (see Proposition 3.2 and Corollary 3.3 in Subsection 3.2 below for details), then, to apply this general convergence result to concrete Lyapunov-type functions of the form $\mathbb{R}^d \ni \theta \mapsto V_q(\theta) = \|\theta - \vartheta\|_{\mathbb{R}_d}^q \in [0, \infty)$ for $q \in \{2, 4, 6, 8, \ldots \}$ (see (168) in the proof of Proposition 3.4 in Subsection 3.3 as well as (212) in the proof of Proposition 3.6 in Subsection 3.4 below for details), and, thereafter, to perform an induction argument on $q \in \{2, 4, 6, 8, \ldots \} \cap [0, p]$ in order to establish for every arbitrarily large $p \in (0, \infty)$ strong $L^p$-convergence rates. In previous error analysis results for SAAs and SGD optimization algorithms in the literature induction arguments have been frequently employed along the time variable (cf., e.g., also Lemma 2.17 in Subsection 2.6 below as well as (139) in the proof of Proposition 3.2 in Subsection 3.2 below). A key idea in this work is to perform an induction argument along the powers $q \in \{2, 4, 6, 8, \ldots \}$ appearing in the Lyapunov-type functions $\mathbb{R}^d \ni \theta \mapsto V_q(\theta) = \|\theta - \vartheta\|_{\mathbb{R}_d}^q \in [0, \infty)$.

The remainder of this article is organized as follows. In Section 2 we present several auxiliary results which we employ in our strong $L^p$-error analysis. In Section 3 we develop our strong $L^p$-error analysis for general SAAs. In particular, in Subsection 3.4 of Section 3 we present and prove Theorem 3.7, which is the main result of this article. In Section 4 we specialize the abstract findings of Section 3 to SGD optimization algorithms. In particular, in Corollary 4.9 in Subsection 4.2 we establish for every arbitrarily large $p \in (0, \infty)$ strong $L^p$-convergence rates for SGD optimization algorithms. Theorem 1.1 above is in immediate consequence of Jensen’s inequality and Corollary 4.9 in Subsection 4.2 below. In Subsection 4.3 we also illustrate the statement of Corollary 4.9 by means of a simple example.

## 2 Auxiliary Results

### 2.1 Norms on Euclidean spaces

In this subsection we establish in Lemmas 2.1–2.4 below some elementary and essentially well-known results for norms in Euclidean spaces. Lemmas 2.1, 2.3, and 2.4 are used in our strong error analysis for SGD methods in Proposition 3.6 in Subsection 3.4 below. Lemma 2.2 in turn, is employed in the proof of Lemma 2.3.

**Lemma 2.1** (Convexity of powers of the norm). Let $d \in \mathbb{N}$, $p \in [1, \infty)$, $v, w \in \mathbb{R}^d$.
and let $\|\cdot\| : \mathbb{R}^d \to [0, \infty)$ be a norm. Then

$$
\|v + w\|^p \leq \left[ \sup_{x,y \in (0, \infty)} \frac{(x + y)^p}{x^p + y^p} \right] (\|v\|^p + \|w\|^p)
= 2^{p-1}(\|v\|^p + \|w\|^p) \leq 2p(\|v\|^p + \|w\|^p).
$$

(6)

**Proof of Lemma 2.1.** Throughout this proof assume w.l.o.g. that $p > 1$ and let $f : (0, \infty) \to \mathbb{R}$ be the function which satisfies for all $t \in (0, \infty)$ that

$$
f(t) = \frac{(1 + t)^p}{1 + tp}.
$$

(7)

Note that

$$
\sup_{x,y \in (0, \infty)} \left[ \frac{(x + y)^p}{x^p + y^p} \right] = \sup_{x,t \in (0, \infty)} \left[ \frac{(x + tx)^p}{x^p + (tx)^p} \right] = \sup_{t \in (0, \infty)} \left[ \frac{(1 + t)^p}{1 + tp} \right] = \sup_{t \in (0, \infty)} f(t).
$$

(8)

Next observe that for all $t \in (0, \infty)$ it holds that

$$
f'(t) = \frac{p(1 + t)^{p-1}(1 + t^p) - p(1 + t)tp^{p-1}}{(1 + tp)^2}
= \frac{p(1 + t)^{p-1}(1 + t^p - (1 + t)t^{p-1})}{(1 + tp)^2}
= \frac{p(1 + t)^{p-1}(1 - t^{p-1})}{(1 + tp)^2}.
$$

(9)

This implies that

$$\{t \in (0, \infty) : f'(t) = 0\} = \{1\}.
$$

(10)

Moreover, observe that the fact that for all $t \in (0, \infty)$ it holds that

$$
f(t) = \frac{(1 + t)^p}{1 + tp} = \frac{(1 + 1/t)^p}{1 + 1/p}
$$

(11)

assures that $\lim_{t \to 0} f(t) = \lim_{t \to \infty} f(t) = 1$. The fact that $f(1) = 2^{p-1} > 1$, (8), and (10) hence ensure that

$$
\sup_{x,y \in (0, \infty)} \left[ \frac{(x + y)^p}{x^p + y^p} \right] = \sup_{t \in (0, \infty)} f(t) = f(1) = 2^{p-1}.
$$

(12)
Therefore, we obtain that
\[
\|v + w\|^p \leq \left(\|v\| + \|w\|\right)^p
\]
\[
\leq \sup_{x,y \in (0, \infty)} \left(\frac{(x + y)^p}{x^p + y^p}\right) (\|v\|^p + \|w\|^p) \tag{13}
\]
\[
= 2^{p-1}(\|v\|^p + \|w\|^p).
\]
The proof of Lemma 2.1 is thus completed. \(\square\)

**Lemma 2.2.** Let \(p \in \mathbb{N}\). Then it holds for all \(x, y \in [0, \infty)\) that
\[
|x^p - y^p| \leq 2^p|x - y|(\min\{x^{p-1}, y^{p-1}\} + |x - y|^{p-1}). \tag{14}
\]

*Proof of Lemma 2.2* First, observe that for all \(x, y \in [0, \infty)\) with \(x \geq y\) it holds that
\[
|x^p - y^p| = x^p - y^p = (y + (x - y))^p - y^p
\]
\[
= \left[\sum_{k=0}^{p} \binom{p}{k} y^{p-k}(x-y)^k\right] - y^p
\]
\[
= \left[\sum_{k=1}^{p} \binom{p}{k} y^{p-k}(x-y)^k\right]
\]
\[
=(x-y) \left[\sum_{k=1}^{p} \binom{p}{k} y^{p-k}(x-y)^{k-1}\right]. \tag{15}
\]
This demonstrates that for all \(x, y \in [0, \infty)\) with \(x \geq y\) it holds that
\[
|x^p - y^p| \leq (x-y) \left[\sum_{k=1}^{p} \binom{p}{k} \max\{y, x-y\}^{p-1}\right]
\]
\[
\leq (x-y) \max\{y^{p-1}, (x-y)^{p-1}\} \left[\sum_{k=0}^{p} \binom{p}{k}\right] \tag{16}
\]
\[
= 2^p(x-y) \max\{y^{p-1}, (x-y)^{p-1}\}
\]
\[
\leq 2^p(x-y)(y^{p-1} + (x-y)^{p-1})
\]
\[
= 2^p|x - y|(y^{p-1} + |x - y|^{p-1}).
\]
Hence, we obtain that for all \(x, y \in [0, \infty)\) with \(x \leq y\) it holds that
\[
|x^p - y^p| = |y^p - x^p| \leq 2^p|y - x|(x^{p-1} + |y - x|^{p-1}) \tag{17}
\]
This and (16) establish (14). The proof of Lemma 2.2 is thus completed. \(\square\)

7
Lemma 2.3. Let $d, p \in \mathbb{N}$, $v, w \in \mathbb{R}^d$ and let $\| \cdot \| : \mathbb{R}^d \to [0, \infty)$ be a norm. Then

$$
\|v\|^p - \|w\|^p \leq 2^p \|v - w\| \left( \min \{ \|v\|^{p-1}, \|w\|^{p-1} \} + \|v - w\|^{p-1} \right)
$$

(18)

Proof of Lemma 2.3. Observe that Lemma 2.2 ensures that

$$
\|v\|^p - \|w\|^p \leq 2^p \|v - w\| \left( \min \{ \|v\|^{p-1}, \|w\|^{p-1} \} + \|v - w\|^{p-1} \right)
$$

(19)

The proof of Lemma 2.3 is thus completed. □

Lemma 2.4 (Derivative of the norm). Let $d \in \mathbb{N}$, $p \in \{2, 3, \ldots\}$, $\vartheta \in \mathbb{R}^d$, let $\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a scalar product, let $\| \cdot \| : \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $\|\theta\| = \sqrt{\langle \theta, \theta \rangle}$, and let $V : \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $V(\theta) = \|\theta + \vartheta\|^p$. Then

(i) it holds that $V \in C^1(\mathbb{R}^d, [0, \infty))$ and

(ii) it holds for all $\theta, v \in \mathbb{R}^d$ that

$$
V'(\theta)(v) = p\|\theta + \vartheta\|^{p-2}\langle \theta + \vartheta, v \rangle.
$$

(20)

Proof of Lemma 2.4. Throughout this proof assume w.l.o.g. that $p \geq 3$ and let $f : \mathbb{R}^d \to [0, \infty)$ and $g : \mathbb{R} \to [0, \infty)$ be the functions which satisfy for all $\theta \in \mathbb{R}^d$, $x \in \mathbb{R}$ that

$$
f(\theta) = \|\theta + \vartheta\|^2 \quad \text{ and } \quad g(x) = |x|^{p/2}.
$$

(21)

Note that for all $x \in \mathbb{R}$ it holds that $g \in C^1(\mathbb{R}, [0, \infty))$ and

$$
g'(x) = \begin{cases} 
\frac{p}{2} |x|^{p/2-1} & : x \geq 0 \\
-\frac{p}{2} |x|^{p/2-1} & : x < 0.
\end{cases}
$$

(22)

The chain rule hence implies that for all $\theta, v \in \mathbb{R}^d$ it holds that $g \circ f \in C^1(\mathbb{R}^d, [0, \infty))$ and

$$
((g \circ f)'(\theta))(v) = \frac{p}{2} \|\theta + \vartheta\|^{p/2-1}(2\langle \theta + \vartheta, v \rangle)
$$

$$
= p\|\theta + \vartheta\|^{p-2}\langle \theta + \vartheta, v \rangle.
$$

(23)

Combining this with the fact that $V = g \circ f$ completes the proof of Lemma 2.4. □
2.2 Conditional expectation

In this subsection we present in Lemma 2.5 a well-known property associated to conditional expectations (cf., e.g., Klenke [50, Theorem 8.14]), which we employ in our strong error analyses in Propositions 3.4 and 3.6 below. For completeness we also provide the proof of Lemma 2.5 in this subsection.

Lemma 2.5. Let $d \in \mathbb{N}$, let $\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a scalar product, let $\| \cdot \| : \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $\| \theta \| = \sqrt{\langle \theta, \theta \rangle}$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\mathcal{G} \subseteq \mathcal{F}$ be a sigma-algebra on $\Omega$, let $X : \Omega \to \mathbb{R}^d$ be $\mathcal{F}/\mathcal{B}(\mathbb{R}^d)$-measurable, let $Y : \Omega \to \mathbb{R}^d$ be $\mathcal{G}/\mathcal{B}(\mathbb{R}^d)$-measurable, and assume for all $A \in \mathcal{G}$ that

$$E[\|X\| + \|Y\| + \|X\|\|Y\|] < \infty \quad \text{and} \quad E[X\mathbb{1}_A] = 0.$$  \hfill (24)

Then it holds for all $A \in \mathcal{G}$ that

$$E[|\langle X,Y \rangle|] < \infty \quad \text{and} \quad E[\langle X,Y \rangle \mathbb{1}_A] = 0.$$  \hfill (25)

Proof of Lemma 2.5. Throughout this proof let $c \in (0, \infty)$ satisfy

$$c = \sup_{\theta = (\theta_1, \ldots, \theta_d) \in \mathbb{R}^d \setminus \{0\}} \left( \frac{\sum_{i=1}^d |\theta_i|}{\|\theta\|} \right),$$  \hfill (26)

let $X_i : \Omega \to \mathbb{R}$, $i \in \{1, 2, \ldots, d\}$, and $Y_i : \Omega \to \mathbb{R}$, $i \in \{1, 2, \ldots, d\}$, be the functions which satisfy that $X = (X_1, X_2, \ldots, X_d)$ and $Y = (Y_1, Y_2, \ldots, Y_d)$,

$$X = (X_1, X_2, \ldots, X_d) \quad \text{and} \quad Y = (Y_1, Y_2, \ldots, Y_d),$$  \hfill (27)

let $e_1 = (1, 0, \ldots, 0)$, $e_2 = (0, 1, 0, \ldots, 0)$, $\ldots, e_d = (0, \ldots, 0, 1) \in \mathbb{R}^d$, and let $M = (M_{i,j})_{(i,j) \in \{1,2,\ldots,d\}^2} \in \mathbb{R}^{d \times d}$ be the $(d \times d)$-matrix which satisfies for all $i, j \in \{1, \ldots, d\}$ that

$$M_{i,j} = \langle e_i, e_j \rangle.$$  \hfill (28)

Observe that the Cauchy-Schwarz inequality and the hypothesis that $E[\|X\|\|Y\|] < \infty$ imply that

$$E[|\langle X,Y \rangle|] \leq E[\|X\|\|Y\|] < \infty.$$  \hfill (29)

Next note that (26) and the hypothesis that $E[\|X\|\|Y\|] < \infty$ ensure that for all $i, j \in \{1, 2, \ldots, d\}$ it holds that

$$E[|X_i Y_j|] = E[|X_i| Y_j] \leq E[(\sum_{k=1}^d |X_k|)(\sum_{k=1}^d |Y_k|)] \leq c^2 E[\|X\|\|Y\|] < \infty.$$  \hfill (30)
Item (iii) in Theorem 8.14 in Klenke [50], the hypothesis that the function $Y$ is $\mathcal{G}/\mathcal{B}(\mathbb{R}^d)$-measurable, (24), and (29) hence ensure that for all $A \in \mathcal{G}$ it holds that

$$E[\langle X, Y \rangle 1_A] = E \left[ \left( \sum_{i=1}^{d} X_i e_i, \sum_{j=1}^{d} Y_j e_j \right) 1_A \right]$$

$$= E \left[ \left( \sum_{i,j=1}^{d} X_i Y_j \langle e_i, e_j \rangle \right) 1_A \right]$$

$$= E \left[ E \left[ \left( \sum_{i,j=1}^{d} X_i Y_j M_{i,j} \right) 1_A \mathcal{G} \right] \right]$$

$$= E \left[ E \left[ \sum_{i,j=1}^{d} X_i Y_j M_{i,j} \big| \mathcal{G} \right] 1_A \right]$$

$$= E \left[ \left( \sum_{i,j=1}^{d} E \left[ X_i \big| \mathcal{G} \right] Y_j M_{i,j} \right) 1_A \right]$$

$$= E \left[ \left( \sum_{i,j=1}^{d} E \left[ X_i \big| \mathcal{G} \right] Y_j M_{i,j} \right) 1_A \right]$$

$$= E \left[ \langle E \left[ X \big| \mathcal{G} \right], Y \rangle 1_A \right] = 0.$$

This and (29) establish (25). The proof of Lemma 2.5 is thus completed. \[\square\]

### 2.3 Factorization lemma for conditional expectations

In this subsection we recall the statement and the proof of the well-known factorization lemma for conditional expectations from the literature (cf., e.g., Da Prato & Zabczyk [24, Proposition 1.12] and Pusnik & Jentzen [47, Subsection 2.1]).

**Lemma 2.6.** Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\mathcal{G} \subseteq \mathcal{F}$ be a sigma-algebra on $\Omega$, let $(\mathcal{X}, \mathcal{X})$ and $(\mathcal{Y}, \mathcal{Y})$ be measurable spaces, let $X: \Omega \to \mathcal{X}$ be $\mathcal{F}/\mathcal{X}$-measurable, assume that $X$ is independent of $\mathcal{G}$, let $Y: \Omega \to \mathcal{Y}$ be $\mathcal{G}/\mathcal{Y}$-measurable, let $B \in (\mathcal{X} \otimes \mathcal{Y})$, and let $\phi: \mathcal{Y} \to [0, \infty)$ be the function which satisfies for all $y \in \mathcal{Y}$ that $\phi(y) = E[1_B(X,y)]$. Then

(i) it holds that the function $\phi$ is $\mathcal{Y}/\mathcal{B}([0, \infty))$-measurable and

(ii) it holds for all $A \in \mathcal{G}$ that

$$E[1_B(X,Y)1_A] = E[\phi(Y)1_A].$$
Proof of Lemma 2.6. Throughout this proof for every set $S$ and every subset $S \subseteq \mathcal{P}(S)$ of the power set $\mathcal{P}(S)$ of $S$ let $\delta_S(S)$ be the set given by

$$\delta_S(S) = \bigcap_{\mathcal{B} \in \{ \mathcal{C} \text{ is a Dynkin system on } S \text{ with } \mathcal{C} \supseteq S \}} \mathcal{B},$$

(33)

for every set $S$ and every subset $S \subseteq \mathcal{P}(S)$ of the power set $\mathcal{P}(S)$ of $S$ let $\sigma_S(S)$ be the set given by

$$\sigma_S(S) = \bigcap_{\mathcal{B} \in \{ \mathcal{C} \text{ is a sigma-algebra on } S \text{ with } \mathcal{C} \supseteq S \}} \mathcal{B},$$

(34)

let $\mathcal{E} \subseteq (\mathcal{X} \otimes \mathcal{Y})$ be the set given by

$$\mathcal{E} = \{ S \in (\mathcal{X} \otimes \mathcal{Y}) : (\exists E_1 \in \mathcal{X}, E_2 \in \mathcal{Y} : S = E_1 \times E_2) \},$$

(35)

and let $\mathcal{D} \subseteq (\mathcal{X} \otimes \mathcal{Y})$ be the set given by

$$\mathcal{D} = \left\{ \begin{array}{l}
D \in (\mathcal{X} \otimes \mathcal{Y}) : \\
(\forall A \in \mathcal{G} : \mathbb{E}[\mathbf{1}_D(X, Y) \mathbf{1}_A] = \mathbb{E}[\mathbb{E}[\mathbf{1}_D(X, Y) | y=Y] \mathbf{1}_A])
\end{array} \right\},$$

(36)

Note that Fubini’s theorem (cf., e.g., Klenke [50, (14.6) in Theorem 14.16]) and the assumption that the function $X : \Omega \to \mathcal{X}$ is $\mathcal{F}/\mathcal{X}$-measurable demonstrate that for all $D \in (\mathcal{X} \otimes \mathcal{Y})$ it holds that the function

$$\forall y \mapsto \mathbb{E}[\mathbf{1}_D(X, y)] = \int_{\Omega} \mathbf{1}_D(X(\omega), y) \mathbb{P}(d\omega) \in [0, \infty)$$

(37)

is $\mathcal{Y}/\mathcal{B}([0, \infty))$-measurable. Hence, we obtain that

$$\mathcal{D} = \left\{ D \in (\mathcal{X} \otimes \mathcal{Y}) : (\forall A \in \mathcal{G} : \mathbb{E}[\mathbf{1}_D(X, Y) \mathbf{1}_A] = \mathbb{E}[\mathbb{E}[\mathbf{1}_D(X, Y) | y=Y] \mathbf{1}_A]) \right\}.$$  

(38)

Next observe that the hypothesis that the function $X$ is independent of $\mathcal{G}$ and the hypothesis that the function $Y$ is $\mathcal{G}/\mathcal{Y}$-measurable ensure that for all $E_1 \in \mathcal{X}, E_2 \in \mathcal{Y}, A \in \mathcal{G}$ it holds that

$$\mathbb{E}[\mathbb{E}[\mathbf{1}_{E_1 \times E_2}(X, y)] | y=Y] \mathbf{1}_A] = \mathbb{E}[\mathbb{E}[\mathbf{1}_{E_1}(X) \mathbf{1}_{E_2}(y)] | y=Y] \mathbf{1}_A]$$

$$= \mathbb{E}[\mathbb{P}(X \in E_1) \mathbf{1}_{E_2}(y) \mathbf{1}_A] = \mathbb{P}(X \in E_1) \mathbb{P}(y \in E_2) \mathbb{P}(A)$$

$$= \mathbb{P}(\{ X \in E_1 \} \cap \{ Y \in E_2 \} \cap A) = \mathbb{E}[\mathbf{1}_{E_1 \times E_2}(X, Y) \mathbf{1}_A].$$

(39)
Therefore, we obtain that $\mathcal{E} \subseteq \mathcal{D}$. Next observe that for all $D \in \mathcal{D}$, $A \in \mathcal{G}$ it holds that
\[
\mathbb{E}\left[\mathbb{1}_{((X \times Y) \setminus D)}(X, Y) \mathbb{1}_A\right] = \mathbb{E}\left[(1 - \mathbb{1}_D(X, Y)) \mathbb{1}_A\right] \\
= \mathbb{E}\left[\mathbb{1}_A\right] - \mathbb{E}\left[\mathbb{1}_D(X, Y) \mathbb{1}_A\right] = \mathbb{E}\left[\mathbb{1}_A\right] - \mathbb{E}\left[\left(\mathbb{E}\left[\mathbb{1}_D(X, y)\right]\right)\mathbb{1}_A\right]\left|_{y=Y}\mathbb{1}_A\right] \\
= \mathbb{E}\left[\left(1 - \left(\mathbb{E}\left[\mathbb{1}_D(X, y)\right]\right)\mathbb{1}_A\right)\mathbb{1}_A\right] = \mathbb{E}\left[\left(\mathbb{E}\left[1 - \mathbb{1}_D(X, y)\right]\right)\mathbb{1}_A\right]\left|_{y=Y}\mathbb{1}_A\right] \\
= \mathbb{E}\left[\left(\mathbb{E}\left[\mathbb{1}_{((X \times Y) \setminus D)}(X, y)\right]\right)\mathbb{1}_A\right]\left|_{y=Y}\mathbb{1}_A\right].
\] (40)

Moreover, note that the monotone convergence theorem implies that for all $A \in \mathcal{G}$, $(D_k)_{k \in \mathbb{N}} \subseteq \mathcal{D}$ with $\forall i \in \mathbb{N}, j \in \mathbb{N}\setminus\{i\}$: $D_i \cap D_j = \emptyset$ it holds that
\[
\mathbb{E}\left[\mathbb{1}_{\bigcup_{k=1}^{\infty}D_k}(X, Y) \mathbb{1}_A\right] = \mathbb{E}\left[\lim_{n \to \infty} \mathbb{1}_{\bigcup_{k=1}^{n}D_k}(X, Y) \mathbb{1}_A\right] \\
= \mathbb{E}\left[\lim_{n \to \infty} \sum_{k=1}^{n} \mathbb{1}_{D_k}(X, Y) \mathbb{1}_A\right] \\
= \lim_{n \to \infty} \mathbb{E}\left[\sum_{k=1}^{n} \mathbb{1}_{D_k}(X, Y) \mathbb{1}_A\right] \\
= \lim_{n \to \infty} \sum_{k=1}^{n} \mathbb{E}\left[\left(\mathbb{E}\left[\mathbb{1}_{D_k}(X, y)\right]\right)\mathbb{1}_A\right]\left|_{y=Y}\mathbb{1}_A\right].
\] (41)

Again the monotone convergence theorem hence implies that for all $A \in \mathcal{G}$, $(D_k)_{k \in \mathbb{N}} \subseteq \mathcal{D}$ with $\forall i \in \mathbb{N}, j \in \mathbb{N}\setminus\{i\}$: $D_i \cap D_j = \emptyset$ it holds that
\[
\mathbb{E}\left[\mathbb{1}_{\bigcup_{k=1}^{\infty}D_k}(X, Y) \mathbb{1}_A\right] = \mathbb{E}\left[\lim_{n \to \infty} \left(\sum_{k=1}^{n} \mathbb{E}\left[\mathbb{1}_{D_k}(X, y)\right]\right)\mathbb{1}_A\right]\left|_{y=Y}\mathbb{1}_A\right] \\
= \mathbb{E}\left[\left(\lim_{n \to \infty} \sum_{k=1}^{n} \mathbb{E}\left[\mathbb{1}_{D_k}(X, y)\right]\right)\mathbb{1}_A\right]\left|_{y=Y}\mathbb{1}_A\right] \\
= \mathbb{E}\left[\left(\lim_{n \to \infty} \mathbb{E}\left[\sum_{k=1}^{n} \mathbb{1}_{D_k}(X, y)\right]\right)\mathbb{1}_A\right]\left|_{y=Y}\mathbb{1}_A\right] \\
= \mathbb{E}\left[\left(\mathbb{E}\left[\mathbb{1}_{\bigcup_{k=1}^{\infty}D_k}(X, y)\right]\right)\mathbb{1}_A\right]\left|_{y=Y}\mathbb{1}_A\right].
\] (42)

This, (40), and the fact that $(X \times Y) \in \mathcal{D}$ show that $\mathcal{D}$ is a Dynkin-system. The fact that $\mathcal{E}$ is $\cap$-stable, the fact that $\mathcal{E} \subseteq \mathcal{D}$, and Dynkin’s $\pi$-$\lambda$-Theorem (see, e.g., [17, Theorem 2.5]) therefore demonstrate that
\[
(X \otimes Y) = \sigma_{X \times Y}(\mathcal{E}) = \delta_{X \times Y}(\mathcal{E}) \subseteq \mathcal{D} \subseteq (X \otimes Y).
\] (43)
Hence, we obtain that $D = X \otimes Y$. The assumption that $B \in (X \otimes Y)$ hence assures that $B \in D$. This completes the proof of Lemma 2.6.

**Lemma 2.7.** Let $N \in \mathbb{N}$, $c_1, \ldots, c_N \in [0, \infty)$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\mathcal{G} \subseteq \mathcal{F}$ be a sigma-algebra on $\Omega$, let $(X, \mathcal{X})$ and $(Y, \mathcal{Y})$ be measurable spaces, let $D_1, \ldots, D_N \in (X \otimes Y)$, let $X : \Omega \to \mathbb{X}$ be $\mathcal{F}/\mathcal{X}$-measurable, assume that $X$ is independent of $\mathcal{G}$, let $Y : \Omega \to \mathbb{Y}$ be $\mathcal{G}/\mathcal{Y}$-measurable, let $\Phi : X \times \mathbb{Y} \to [0, \infty)$ be $(X \otimes \mathcal{Y})/\mathcal{B}([0, \infty))$-measurable, assume for all $x \in X, y \in \mathbb{Y}$ that

$$\Phi(x, y) = \sum_{k=1}^{N} c_k \mathbb{1}_{D_k}(x, y),$$

and let $\phi : \mathbb{Y} \to [0, \infty)$ be the function which satisfies for all $y \in \mathbb{Y}$ that $\phi(y) = \mathbb{E}[\Phi(X, y)]$. Then

(i) it holds that the function $\phi$ is $\mathcal{Y}/\mathcal{B}([0, \infty))$-measurable and

(ii) it holds for all $A \in \mathcal{G}$ that

$$\mathbb{E}[\Phi(X, Y) \mathbb{1}_A] = \mathbb{E}[\phi(Y) \mathbb{1}_A].$$

**Proof of Lemma 2.7.** First, note that for all $y \in \mathbb{Y}$ it holds that

$$\phi(y) = \mathbb{E}[\Phi(X, y)] = \sum_{k=1}^{N} c_k \mathbb{E}[\mathbb{1}_{D_k}(X, y)].$$

Item (i) in Lemma 2.6 therefore ensures that the function $\phi$ is $\mathcal{Y}/\mathcal{B}([0, \infty))$-measurable. This establishes item (i). In addition, observe that Lemma 2.6 implies that

$$\mathbb{E}[\Phi(X, Y) \mathbb{1}_A] = \mathbb{E}[\sum_{k=1}^{N} c_k \mathbb{1}_{D_k}(X, Y) \mathbb{1}_A]$$

$$= \sum_{k=1}^{N} c_k \mathbb{E}[\mathbb{1}_{D_k}(X, Y) \mathbb{1}_A]$$

$$= \sum_{k=1}^{N} c_k \mathbb{E}[(\mathbb{E}[\mathbb{1}_{D_k}(X, y)])|_{y=Y} \mathbb{1}_A]$$

$$= \mathbb{E}[(\mathbb{E}[\sum_{k=1}^{N} c_k \mathbb{1}_{D_k}(X, y)])|_{y=Y} \mathbb{1}_A]$$

$$= \mathbb{E}[(\mathbb{E}[\Phi(X, y)])|_{y=Y} \mathbb{1}_A]$$

$$= \mathbb{E}[\phi(Y) \mathbb{1}_A].$$

This establishes item (ii). The proof of Lemma 2.7 is thus completed. □
Lemma 2.8. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, let \(\mathcal{G} \subseteq \mathcal{F}\) be a sigma-algebra on \(\Omega\), let \((X, \mathcal{X})\) and \((Y, \mathcal{Y})\) be measurable spaces, let \(X: \Omega \to X\) be \(\mathcal{F}/\mathcal{X}\)-measurable, assume that \(X\) is independent of \(\mathcal{G}\), let \(Y: \Omega \to Y\) be \(\mathcal{G}/\mathcal{Y}\)-measurable, let \(\Phi: X \times Y \to [0, \infty]\) be \((\mathcal{X} \otimes \mathcal{Y})/\mathcal{B}([0, \infty])\)-measurable, and let \(\phi: Y \to [0, \infty]\) be the function which satisfies for all \(y \in Y\) that \(\phi(y) = \mathbb{E}[\Phi(X, y)]\). Then

(i) it holds that the function \(\phi\) is \(\mathcal{G}/\mathcal{B}([0, \infty])\)-measurable and

(ii) it holds for all \(A \in \mathcal{G}\) that

\[
\mathbb{E}[\Phi(X, Y)1_A] = \mathbb{E}[\phi(Y)1_A].
\]

Proof of Lemma 2.8. First, note that Fubini’s theorem (cf., e.g., Klenke [50, (14.6) in Theorem 14.16]), the assumption that the function \(X: \Omega \to X\) is \(\mathcal{F}/\mathcal{X}\)-measurable, and the assumption that the function \(\Phi: X \times Y \to [0, \infty]\) is \((\mathcal{X} \otimes \mathcal{Y})/\mathcal{B}([0, \infty])\)-measurable demonstrate that the function

\[
Y \ni y \mapsto \phi(y) = \mathbb{E}[\Phi(X, y)] = \int_{\Omega} \Phi(X(\omega), y) \mathbb{P}(d\omega) \in [0, \infty]
\]

is \(\mathcal{Y}/\mathcal{B}([0, \infty])\)-measurable. This establishes item (i). It thus remains to prove item (ii). For this let \(\Phi_n: X \times Y \to [0, \infty), n \in \mathbb{N}\), be the functions which satisfy for all \(n \in \mathbb{N}, x \in X, y \in Y\) that

\[
\Phi_n(x, y) = 2^n \mathbf{1}_{\{(v, w) \in X \times Y: \Phi(v, w) \geq 2^n\}}(x, y) + \sum_{k=0}^{2^{n-1}} \left[ \frac{k}{2^n} \mathbf{1}_{\{(v, w) \in X \times Y: k2^{-n} \leq \Phi(v, w) < (k+1)2^{-n}\}}(x, y) \right].
\]

Observe that the hypothesis that the function \(\Phi: X \times Y \to [0, \infty]\) is \((\mathcal{X} \otimes \mathcal{Y})/\mathcal{B}([0, \infty])\)-measurable assures that for all \(n \in \mathbb{N}, k \in \{0, 1, \ldots, 2^{2n} - 1\}\) it holds that

\[
\{(v, w) \in X \times Y: \Phi(v, w) \geq k2^n\} \in (\mathcal{X} \otimes \mathcal{Y})
\]

and

\[
\{(v, w) \in X \times Y: k2^{-n} \leq \Phi(v, w) < (k+1)2^{-n}\} \in (\mathcal{X} \otimes \mathcal{Y}).
\]

This and Lemma 2.7 ensure that for all \(n \in \mathbb{N}, A \in \mathcal{G}\) it holds that

\[
\mathbb{E}[\Phi_n(X, Y)1_A] = \mathbb{E}\left[ \mathbb{E}[\Phi_n(X, y)|y=Y]1_A \right].
\]
The fact that $\forall (x, y) \in \mathbb{X} \times \mathbb{Y}, n \in \mathbb{N}: \Phi_n(x, y) \leq \Phi_n+1(x, y)$, the fact that $\forall (x, y) \in \mathbb{X} \times \mathbb{Y}: \lim_{n \to \infty} \Phi_n(x, y) = \Phi(x, y)$, and the monotone convergence theorem therefore imply that for all $A \in \mathcal{G}$ it holds that

$$E[\Phi(X, Y)1_A] = \lim_{n \to \infty} E[\Phi_n(X, Y)1_A] = \lim_{n \to \infty} E\left(E[\Phi_n(X, y)]\right|_{y=Y}1_A)$$

$$= E\left(E\left(E[\Phi(X, y)]\right|_{y=Y}1_A\right) = E[E[\Phi(X, y)]|_{y=Y}1_A] = E[\phi(Y)1_A].$$

This establishes item (ii). The proof of Lemma 2.8 is thus completed. \(\square\)

**Corollary 2.9.** Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\mathcal{G} \subseteq \mathcal{F}$ be a sigma-algebra on $\Omega$, let $(\mathcal{X}, \mathcal{X})$ and $(\mathcal{Y}, \mathcal{Y})$ be measurable spaces, let $X: \Omega \to \mathbb{X}$ be $\mathcal{F}/\mathcal{X}$-measurable, assume that $X$ is independent of $\mathcal{G}$, let $Y: \Omega \to \mathbb{Y}$ be $\mathcal{G}/\mathcal{Y}$-measurable, let $\Phi: \mathbb{X} \times \mathbb{Y} \to \mathbb{R}$ be $(\mathcal{X} \otimes \mathcal{Y})/\mathcal{B}(\mathbb{R})$-measurable, assume that $E[|\Phi(X, Y)|] < \infty$, let $c \in \mathbb{R}$, let $\phi: \mathbb{Y} \to \mathbb{R}$ be a function, assume for all $y \in \mathbb{Y}$ with $E[|\Phi(X, y)|] < \infty$ that $\phi(y) = E[\Phi(X, y)]$, and assume for all $y \in \mathbb{Y}$ with $E[|\Phi(X, y)|] = \infty$ that $\phi(y) = c$. Then

(i) it holds that $\{y \in \mathbb{Y}: E[|\Phi(X, y)|] < \infty\} \in \mathcal{Y}$,

(ii) it holds that $\mathbb{P}\left(Y \in \{y \in \mathbb{Y}: E[|\Phi(X, y)|] < \infty\}\right) = 1$,

(iii) it holds that the function $\phi$ is $\mathcal{Y}/\mathcal{B}(\mathbb{R})$-measurable,

(iv) it holds that $E[|\phi(Y)|] < \infty$, and

(v) it holds for all $A \in \mathcal{G}$ that

$$E[\Phi(X, Y)1_A] = E[\phi(Y)1_A].$$

**Proof of Corollary 2.9.** Throughout this proof let $\Phi_k: \mathbb{X} \times \mathbb{Y} \to [0, \infty), k \in \{1, 2\}$, be the functions which satisfy for all $k \in \{1, 2\}, x \in \mathbb{X}, y \in \mathbb{Y}$ that

$$\Phi_k(x, y) = \max\{(-1)^{k+1}\Phi(x, y), 0\},$$

let $B \subseteq \mathbb{Y}$ be the set given by

$$B = \{y \in \mathbb{Y}: E[|\Phi(X, y)|] < \infty\},$$
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let \( \mu : \mathcal{Y} \to [0, 1] \) be the measure which satisfies for all \( E \in \mathcal{Y} \) that
\[
\mu(E) = \mathbb{P}(Y^{-1}(E)) = \mathbb{P}(Y \in E),
\]
(58)

let \( \Psi_k : \mathbb{X} \times \mathbb{Y} \to [0, \infty), \ k \in \{1, 2\}, \) be the functions which satisfy for all \( k \in \{1, 2\}, \ x \in \mathbb{X}, \ y \in \mathbb{Y} \) that
\[
\Psi_k(x, y) = \begin{cases} 
\Phi_k(x, y) & : y \in B \\
0 & : y \in \mathbb{Y} \setminus B,
\end{cases}
\]
(59)

and let \( \psi_k : \mathbb{Y} \to [0, \infty), \ k \in \{1, 2\}, \) be the functions which satisfy for all \( k \in \{1, 2\}, \ y \in \mathbb{Y} \) that
\[
\psi_k(y) = \mathbb{E}[\Psi_k(X, y)].
\]
(60)

Observe that the hypothesis that the function \( \Phi : \mathbb{X} \times \mathbb{Y} \to \mathbb{R} \) is \((\mathcal{X} \otimes \mathcal{Y})/\mathcal{B}(\mathbb{R})\)-measurable and the hypothesis that the function \( X : \Omega \to \mathbb{X} \) is \( \mathcal{F}/\mathcal{X} \)-measurable assure that the function
\[
\Omega \times \mathbb{Y} \ni (\omega, y) \mapsto |\Phi(X(\omega), y)| \in [0, \infty)
\]
is \((\mathcal{F} \otimes \mathcal{Y})/\mathcal{B}([0, \infty))\)-measurable. Fubini’s theorem (cf., e.g., Klenke [50, (14.6) in Theorem 14.16]) hence proves that
\[
B = \{ y \in \mathbb{Y} : \mathbb{E}[|\Phi(X, y)|] < \infty \} \in \mathcal{Y}.
\]
(62)

This establishes item (i). In addition, observe that for all \( y \in \mathbb{Y} \) it holds that
\[
\phi(y) = \begin{cases} 
\mathbb{E}[\Phi(X, y)] & : y \in B \\
c & : y \in \mathbb{Y} \setminus B.
\end{cases}
\]
(63)

Next observe that the hypothesis that the function \( \Phi : \mathbb{X} \times \mathbb{Y} \to \mathbb{R} \) is \((\mathcal{X} \otimes \mathcal{Y})/\mathcal{B}(\mathbb{R})\)-measurable and the fact that \( B \in \mathcal{Y} \) ensure that the functions \( \Psi_k : \mathbb{X} \times \mathbb{Y} \to [0, \infty), \ k \in \{1, 2\}, \) are \((\mathcal{X} \otimes \mathcal{Y})/\mathcal{B}([0, \infty))\)-measurable. Moreover, note that [57] implies that for all \( k \in \{1, 2\}, \ y \in B \) it holds that
\[
\mathbb{E}[\Psi_k(X, y)] = \mathbb{E}[|\Psi_k(X, y)|] = \mathbb{E}[\Psi(X, y)] \leq \mathbb{E}[|\Phi(X, y)|] < \infty.
\]
(64)

Hence, we obtain that for all \( y \in B \) it holds that
\[
\psi_1(y) - \psi_2(y) + c\mathbb{1}_{\mathbb{Y} \setminus B}(y) = \psi_1(y) - \psi_2(y)
= \mathbb{E}[\Psi_1(X, y)] - \mathbb{E}[\Psi_2(X, y)]
= \mathbb{E}[\Psi_1(X, y) - \Psi_2(X, y)]
= \mathbb{E}[\Phi_1(X, y) - \Phi_2(X, y)]
= \mathbb{E}[\Phi(X, y)] = \phi(y).
\]
(65)
Furthermore, observe that (59), (60), and (63) ensure that for all \( y \in \mathbb{Y} \setminus B \) it holds that
\[
\psi_1(y) - \psi_2(y) + c 1_{\mathbb{Y} \setminus B}(y) = c 1_{\mathbb{Y} \setminus B}(y) = c = \phi(y).
\] (66)

Moreover, note that Fubini’s theorem (cf., e.g., Klenke [50, (14.6) in Theorem 14.16]), the fact that the function \( X : \Omega \rightarrow \mathbb{X} \) is \( F/\mathcal{X} \)-measurable, and the fact that the functions \( \Psi_k : \mathbb{X} \times \mathbb{Y} \rightarrow [0, \infty), k \in \{1, 2\} \), are \((\mathbb{X} \otimes \mathcal{Y})/\mathcal{B}([0, \infty))\)-measurable demonstrate that the functions \( \psi_k : \mathbb{Y} \rightarrow [0, \infty), k \in \{1, 2\} \), are \( \mathcal{Y}/\mathcal{B}([0, \infty)) \)-measurable. Combining this and the fact that \( B \in \mathcal{Y} \) with (65) and (66) demonstrates that the function \( \phi \) is \( \mathcal{Y}/\mathcal{B}(\mathbb{R}) \)-measurable. This establishes item (iii). Next observe that Lemma 2.8, (63), and the hypothesis that \( E[|\Phi(X,Y)|] < \infty \) ensure that
\[
E[|\phi(Y)|] \leq |c| + E\left[ (E[|\Phi(X,Y)|])\right]_{y=Y} = |c| + E[|\Phi(X,Y)|] < \infty.
\] (67)

This establishes item (iv). Moreover, note that the hypothesis that \( E[|\Phi(X,Y)|] < \infty \) and Lemma 2.8 assure that
\[
\int_{\mathbb{Y}} E[|\Phi(X,Y)|] \mu(dy) = E\left[ (E[|\Phi(X,Y)|])\right]_{y=Y} = E[|\Phi(X,Y)|] < \infty.
\] (68)

Combining this with (57) shows that
\[
\mu(B) = \mu(\{y \in \mathbb{Y} : E[|\Phi(X,y)|] < \infty\}) = 1.
\] (69)

Hence, we obtain that
\[
\mathbb{P}(Y \in B) = 1.
\] (70)

This establishes item (v). It thus remains to prove item (vi). For this observe that (56), (59), (70), and the fact that \( E[\Psi_1(X,Y) + \Psi_2(X,Y)] \leq E[\Phi_1(X,Y) + \Phi_2(X,Y)] = E[|\Phi(X,Y)|] < \infty \) ensure that for all \( A \in \mathcal{G} \) it holds that
\[
E[\Phi(X,Y)1_A] = E[(\Phi_1(X,Y) - \Phi_2(X,Y))1_A]
= E[\Phi_1(X,Y)1_A] - E[\Phi_2(X,Y)1_A]
= E[\Phi_1(X,Y)1_B(Y)1_A] - E[\Phi_2(X,Y)1_B(Y)1_A]
= E[\Psi_1(X,Y)1_A] - E[\Psi_2(X,Y)1_A].
\] (71)

Combining the fact that \( E[\Psi_1(X,Y) + \Psi_2(X,Y)] \leq E[\Phi_1(X,Y) + \Phi_2(X,Y)] = E[|\Phi(X,Y)|] < \infty \) and Lemma 2.8 with (64), (66), and (70) demonstrate that for all
\[ A \in G \text{ it holds that} \]
\[
\mathbb{E}[\Phi(X,Y)\mathbb{1}_A] = \mathbb{E}[\mathbb{E}[\Psi_1(X,y)]|_{y=Y}\mathbb{1}_A] - \mathbb{E}[\mathbb{E}[\Psi_2(X,y)]|_{y=Y}\mathbb{1}_A]
\]
\[= \mathbb{E}[\psi_1(Y)\mathbb{1}_A] - \mathbb{E}[\psi_2(Y)\mathbb{1}_A]
\]
\[= \mathbb{E}[\psi_1(Y)\mathbb{1}_A] - \mathbb{E}[\psi_2(Y)\mathbb{1}_A] + c\mathbb{P}(\{Y \in Y \setminus B\} \cap A)
\]
\[= \mathbb{E}[(\psi_1(Y) - \psi_2(Y))\mathbb{1}_A] + c\mathbb{E}[\mathbb{1}_{Y \setminus B}(Y)\mathbb{1}_A]
\]
\[= \mathbb{E}[(\psi_1(Y) - \psi_2(Y) + c\mathbb{1}_{Y \setminus B}(Y))\mathbb{1}_A]
\]
\[= \mathbb{E}[\phi(Y)\mathbb{1}_A]. \tag{72}\]

This establishes item (iv). The proof of Corollary 2.9 is thus completed. \( \square \)

2.4 On convergence properties of a specific class of sequences

In this subsection we present in Lemma 2.10 an elementary auxiliary result on the convergence of a specific class of sequences. Lemma 2.10 is used in the proof of Lemma 4.1 in Subsection 4.1 below.

**Lemma 2.10.** Let \( \beta, \delta \in (0, \infty) \) with \( \beta < \delta + 1 \). Then

\[
\limsup_{n \to \infty} \left\{ \left[ \frac{n^{-\delta} - (n-1)^{-\delta}}{n^{-\beta}} \right] \right\} = 0.
\]

**Proof of Lemma 2.10.** First, note that the fundamental theorem of calculus ensures that for all \( n \in \{2,3,\ldots\} \) it holds that

\[ 0 \geq \frac{n^{-\delta} - (n-1)^{-\delta}}{n^{-\beta}} = n^{\beta} \left( \frac{1}{n^{\delta}} - \frac{1}{(n-1)^{\delta}} \right) = n^{\beta} \left( \left[ x^{-\delta} \right]_{x=n-1}^{x=n} \right) \]
\[= n^{\beta}(-\delta) \int_{n-1}^{n} \frac{1}{x^{\delta+1}} \, dx \geq -\frac{\delta n^{\beta}}{(n-1)^{\delta+1}}. \tag{74}\]

The assumption that \( \beta < \delta + 1 \) therefore implies that

\[ 0 \leq \limsup_{n \to \infty} \left\{ \frac{n^{-\delta} - (n-1)^{-\delta}}{n^{-\beta}} \right\} \leq \limsup_{n \to \infty} \left\{ \frac{\delta n^{\beta}}{(n-1)^{\delta+1}} \right\}
\]
\[= \limsup_{n \to \infty} \left\{ \frac{\delta(n+1)^{\beta}}{n^{\delta+1}} \right\} = \limsup_{n \to \infty} \left\{ \frac{\delta(1 + 1/n)^{\beta}}{n^{\delta+1-\beta}} \right\} = 0. \tag{75}\]

This completes the proof of Lemma 2.10. \( \square \)
2.5 On stability properties of the Euler scheme for ordinary differential equations

In this subsection we study in the elementary observations in Lemmas 2.12–2.15 and Proposition 2.16 below necessary and sufficient conditions which ensure that the Euler scheme admits a suitable Lyapunov-stability-type property (cf. Lemma 2.11 below). Similar results can be found, e.g., in Dereich & Müller-Gronbach [31, Remark 2.1] and the references mentioned therein. Lemma 2.12 is employed in our strong error analysis in Proposition 3.4 in Subsection 3.3 and Proposition 3.6 in Subsection 3.4 below.

Lemma 2.11 (Lyapunov-stability for the Euler scheme). Let \( d \in \mathbb{N}, \vartheta \in \mathbb{R}^d, c, \varrho \in (0, \infty) \), let \( \|\cdot\| : \mathbb{R}^d \to [0, \infty) \) be a norm, let \( g : \mathbb{R}^d \to \mathbb{R}^d \) and \( V : \mathbb{R}^d \to \mathbb{R} \) be functions which satisfy of all \( \theta \in \mathbb{R}^d \) that
\[
V(\theta) = \|\theta - \vartheta\|^2, \tag{76}
\]
and let \( (\Theta(r, \theta))_{n \in \mathbb{N}_0} : \mathbb{N}_0 \to \mathbb{R}^d, r \in [0, \infty), \theta \in \mathbb{R}^d, \) be the functions which satisfy for all \( r \in [0, \infty), \theta \in \mathbb{R}^d, n \in \mathbb{N} \) that
\[
\Theta_0^{r, \theta} = \theta \quad \text{and} \quad \Theta_n^{r, \theta} = \Theta_{n-1}^{r, \theta} + rg(\Theta_{n-1}^{r, \theta}). \tag{77}
\]

Then the following three statements are equivalent:

(i) It holds for all \( r \in [0, \varrho], \theta \in \mathbb{R}^d, n \in \mathbb{N} \) that
\[
V(\Theta_n^{r, \theta}) \leq (1 - cr)V(\Theta_{n-1}^{r, \theta}) \leq e^{-cr}V(\Theta_{n-1}^{r, \theta}). \tag{78}
\]

(ii) It holds for all \( r \in [0, \varrho], \theta \in \mathbb{R}^d \) that
\[
V(\Theta_1^{r, \theta}) \leq (1 - cr)V(\theta) \leq e^{-cr}V(\theta). \tag{79}
\]

(iii) It holds for all \( r \in [0, \varrho], \theta \in \mathbb{R}^d \) that
\[
\|\theta + rg(\theta) - \vartheta\|^2 \leq (1 - cr)\|\theta - \vartheta\|^2. \tag{80}
\]

The proof of Lemma 2.11 is obvious. The next result, Lemma 2.12, provides a condition (see (51) in Lemma 2.12 below) which is sufficient to ensure that the stability property in item (iii) in Lemma 2.11 holds (see item (vi) in Lemma 2.12 below).
Lemma 2.12. Let $d \in \mathbb{N}$, $\vartheta \in \mathbb{R}^d$, $c_1, c_2 \in (0, \infty)$, let $\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a scalar product, let $\| \cdot \| : \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $\| \theta \| = \sqrt{\langle \theta, \theta \rangle}$, and let $g : \mathbb{R}^d \to \mathbb{R}^d$ be a function which satisfies for all $\theta \in \mathbb{R}^d$ that

$$\langle \theta - \vartheta, g(\theta) \rangle \leq - \max \{ c_1 \| \theta - \vartheta \|^2, c_2 \| g(\theta) \|^2 \}.$$  (81)

Then

(i) it holds that

$$\{ \theta \in \mathbb{R}^d : g(\theta) = 0 \} = \{ \vartheta \},$$  (82)

(ii) it holds that $c_1 c_2 \leq 1$,

(iii) it holds for all $\theta \in \mathbb{R}^d$ that

$$c_1 \| \theta - \vartheta \| \leq \| g(\theta) \| \leq \frac{1}{c_2} \| \theta - \vartheta \|,$$  (83)

(iv) it holds for all $\theta \in \mathbb{R}^d$, $r \in [0, 2c_2]$ that

$$\| \theta + r g(\theta) - \vartheta \|^2 \leq (1 - c_1 r (2 - \frac{r}{c_2})) \| \theta - \vartheta \|^2,$$  (84)

and

(v) it holds for all $\theta \in \mathbb{R}^d$, $r \in [0, c_2]$ that

$$\| \theta + r g(\theta) - \vartheta \|^2 \leq (1 - c_1 r) \| \theta - \vartheta \|^2.$$  (85)

Proof of Lemma 2.12. First, note that (S1) (with $\theta = \vartheta$ in the notation of (S1)) implies that

$$0 \leq - \max \{ 0, c_2 \| g(\vartheta) \|^2 \} \leq -c_2 \| g(\vartheta) \|^2.$$  (86)

Hence, we obtain that $0 \geq \| g(\vartheta) \|^2$. This assures that $g(\vartheta) = 0$. Next observe that (S1) and the Cauchy-Schwarz inequality ensure that for all $\theta \in \mathbb{R}^d$ it holds that

$$c_2 \| g(\theta) \|^2 \leq \max \{ c_1 \| \theta - \vartheta \|^2, c_2 \| g(\theta) \|^2 \} \leq -\langle \theta - \vartheta, g(\theta) \rangle \leq \| \theta - \vartheta \| \| g(\theta) \|.$$  (87)

Therefore, we obtain that for all $\theta \in \mathbb{R}^d$ it holds that

$$c_1 \| \theta - \vartheta \|^2 \leq -\langle \theta - \vartheta, g(\theta) \rangle \leq \| \theta - \vartheta \| \| g(\theta) \|.$$  (88)

Combining this with (S1) and the fact that $g(\vartheta) = 0$ proves that for all $\theta \in \mathbb{R}^d$ it holds that

$$c_1 \| \theta - \vartheta \| \leq \| g(\theta) \| \leq \frac{1}{c_2} \| \theta - \vartheta \|.$$  (89)
Therefore, we obtain that for all $\theta \in \mathbb{R}^d$ it holds that $c_1c_2\|\theta - \vartheta\| \leq \|\theta - \vartheta\|$. This demonstrates that $c_1c_2 \leq 1$. Combining (89) and the fact that $g(\vartheta) = 0$ hence establishes items (i)–(iii). Next observe that for all $r \in [0, 2c_2]$ it holds that $r(2 - \frac{r}{c_2}) \geq 0$. This and (87) imply that for all $\theta \in \mathbb{R}^d$, $r \in [0, 2c_2]$ it holds that

$$\|\theta + rg(\theta) - \vartheta\|^2 = \|\theta - \vartheta\|^2 + 2r\langle \theta - \vartheta, g(\theta) \rangle + r^2\|g(\theta)\|^2 \leq \|\theta - \vartheta\|^2 + 2\varrho \langle \theta - \vartheta, g(\theta) \rangle - \frac{r^2}{c_2}\langle \theta - \vartheta, g(\theta) \rangle$$

$$= \|\theta - \vartheta\|^2 + r \left(2 - \frac{r}{c_2}\right) \langle \theta - \vartheta, g(\theta) \rangle$$

$$\leq \|\theta - \vartheta\|^2 - r \left(2 - \frac{r}{c_2}\right) c_1\|\theta - \vartheta\|^2$$

$$= \left(1 - c_1r \left(2 - \frac{r}{c_2}\right)\right) \|\theta - \vartheta\|^2.$$  

(90)

This proves item (iv). Moreover, note that item (iv) and the fact that for all $r \in [0, c_2]$ it holds that $2 - \frac{r}{c_2} \geq 1$ establish item (v). The proof of Lemma 2.12 is thus completed.

Lemma 2.13 (On the monotonicity of a property). Let $d \in \mathbb{N}$, $\vartheta \in \mathbb{R}^d$, $c, \varrho \in (0, \infty)$, let $\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a scalar product, let $\|\cdot\| : \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $\|\theta\| = \sqrt{\langle \theta, \theta \rangle}$, and let $g : \mathbb{R}^d \to \mathbb{R}^d$ be a function which satisfies for all $\theta \in \mathbb{R}^d$ that

$$\|\theta + \varrho g(\theta) - \vartheta\|^2 \leq (1 - c\varrho)\|\theta - \vartheta\|^2.$$  

(91)

Then it holds for all $\theta \in \mathbb{R}^d$, $r \in [0, \varrho]$ that

$$\|\theta + rg(\theta) - \vartheta\|^2 \leq (1 - cr)\|\theta - \vartheta\|^2.$$  

(92)

Proof of Lemma 2.13. First, observe that (91) implies that for all $\theta \in \mathbb{R}^d$ it holds that

$$\|\theta - \vartheta\|^2 + 2\varrho\langle \theta - \vartheta, g(\theta) \rangle + \varrho^2\|g(\theta)\|^2 \leq \|\theta - \vartheta\|^2 + 2\varrho\langle \theta - \vartheta, g(\theta) \rangle + \|g(\theta)\|^2$$

$$= \|\theta - \vartheta\|^2 + \langle \theta - \vartheta, g(\theta) \rangle + \|g(\theta)\|^2$$

$$= \|\theta + \varrho g(\theta) - \vartheta\|^2$$

$$\leq (1 - c\varrho)\|\theta - \vartheta\|^2$$

$$= \|\theta - \vartheta\|^2 - c\varrho\|\theta - \vartheta\|^2.$$  

(93)
Therefore, we obtain that for all $\theta \in \mathbb{R}^d$ it holds that
\[
2\langle \theta - \vartheta, g(\theta) \rangle + \varrho \| g(\theta) \|^2 \leq -c\| \theta - \vartheta \|^2.
\] (94)
This ensures that for all $\theta \in \mathbb{R}^d$, $r \in [0, \varrho]$ it holds that
\[
\| \theta + rg(\theta) - \vartheta \|^2 = \| (\theta - \vartheta) + rg(\theta) \|^2
\]
\[
= \| \theta - \vartheta \|^2 + 2\langle \theta - \vartheta, rg(\theta) \rangle + \| rg(\theta) \|^2
\]
\[
= \| \theta - \vartheta \|^2 + 2r\langle \theta - \vartheta, g(\theta) \rangle + r^2\| g(\theta) \|^2
\]
\[
= \| \theta - \vartheta \|^2 + r \left( 2\langle \theta - \vartheta, g(\theta) \rangle + r\| g(\theta) \|^2 \right)
\]
\[
\leq \| \theta - \vartheta \|^2 + r \left( 2\langle \theta - \vartheta, g(\theta) \rangle + \varrho\| g(\theta) \|^2 \right)
\]
\[
\leq \| \theta - \vartheta \|^2 + r \left( -c\| \theta - \vartheta \|^2 \right)
\]
\[
= (1 - cr) \| \theta - \vartheta \|^2.
\] (95)

The proof of Lemma 2.13 is thus completed.

\[ \square \]

**Lemma 2.14.** Let $d \in \mathbb{N}$, $\vartheta \in \mathbb{R}^d$, $c, \varrho \in (0, \infty)$, let $\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a scalar product, let $\| \cdot \| : \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $\| \theta \| = \sqrt{\langle \theta, \theta \rangle}$, and let $g : \mathbb{R}^d \to \mathbb{R}^d$ be a function which satisfies for all $\theta \in \mathbb{R}^d$, $r \in [0, \varrho]$ that
\[
\| \theta + rg(\theta) - \vartheta \|^2 \leq (1 - cr)\| \theta - \vartheta \|^2.
\] (96)
Then it holds that $g(\vartheta) = 0$ and
\[
\inf_{r \in (0, \infty)} \left( \sup_{\theta \in \mathbb{R}^d \setminus \{ \vartheta \}} \left[ \frac{\| \theta + rg(\theta) - \vartheta \|^2}{\| \theta - \vartheta \|^2} \right] \right) \leq 1 - c\varrho < 1.
\] (97)

**Proof of Lemma 2.14.** Observe that (96) (with $\theta = \vartheta$, $r = \varrho$ in the notation of (96)) implies that $\| \varrho g(\vartheta) \| \leq 0$. The hypothesis that $\varrho \in (0, \infty)$ hence demonstrates that $g(\vartheta) = 0$. Moreover, note that (96) ensures that
\[
\inf_{r \in (0, \infty)} \left( \sup_{\theta \in \mathbb{R}^d \setminus \{ \vartheta \}} \left[ \frac{\| \theta + rg(\theta) - \vartheta \|^2}{\| \theta - \vartheta \|^2} \right] \right) \leq \sup_{\theta \in \mathbb{R}^d \setminus \{ \vartheta \}} \left[ \frac{\| \theta + \varrho g(\theta) - \vartheta \|^2}{\| \theta - \vartheta \|^2} \right]
\]
\[
\leq 1 - c\varrho
\]
\[
< 1.
\] (98)

The proof of Lemma 2.14 is thus completed. \[ \square \]
Lemma 2.15. Let $d \in \mathbb{N}$, $\vartheta \in \mathbb{R}^d$, $C, r \in (0, \infty)$, let $\langle \cdot , \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a scalar product, let $\|\cdot\| : \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $\|\theta\| = \sqrt{\langle \theta , \theta \rangle}$, and let $g : \mathbb{R}^d \to \mathbb{R}^d$ be a function which satisfies that $g(\vartheta) = 0$ and

$$\sup_{\theta \in \mathbb{R}^d \setminus \{\vartheta\}} \left[ \frac{2(\theta - \vartheta, g(\theta)) + r\|g(\theta)\|^2}{\|\theta - \vartheta\|^2} \right] \leq -C. \quad (99)$$

Then it holds for all $\theta \in \mathbb{R}^d$ that

$$\langle \theta - \vartheta , g(\theta) \rangle \leq - \left[ \min\{C, r\} \right] \max\{\|\theta - \vartheta\|^2, \|g(\theta)\|^2 \}. \quad (100)$$

Proof of Lemma 2.15. First, note that (99) implies that for all $\theta \in \mathbb{R}^d \setminus \{\vartheta\}$ it holds that

$$2(\theta - \vartheta , g(\theta)) + r\|g(\theta)\|^2 \leq -C\|\theta - \vartheta\|^2. \quad (101)$$

Therefore, we obtain that for all $\theta \in \mathbb{R}^d \setminus \{\vartheta\}$ it holds that

$$\langle \theta - \vartheta , g(\theta) \rangle \leq - \frac{r}{2}\|g(\theta)\|^2 - \frac{C}{2}\|\theta - \vartheta\|^2$$

$$\leq - \left[ \min\{C, r\} \right] \|g(\theta)\|^2 - \left[ \min\{C, r\} \right] \|\theta - \vartheta\|^2$$

$$= - \left[ \frac{\min\{C, r\}}{2} \right] \left[ \|g(\theta)\|^2 + \|\theta - \vartheta\|^2 \right]$$

$$\leq - \left[ \frac{\min\{C, r\}}{2} \right] \max\{\|\theta - \vartheta\|^2, \|g(\theta)\|^2 \}. \quad (102)$$

The assumption that $g(\vartheta) = 0$ hence shows that for all $\theta \in \mathbb{R}^d$ it holds that

$$\langle \theta - \vartheta , g(\theta) \rangle \leq - \left[ \frac{\min\{C, r\}}{2} \right] \max\{\|\theta - \vartheta\|^2, \|g(\theta)\|^2 \}. \quad (103)$$

This completes the proof of Lemma 2.15. \hfill \Box

Proposition 2.16 (Equivalence of properties). Let $d \in \mathbb{N}$, $\vartheta \in \mathbb{R}^d$, let $\langle \cdot , \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a scalar product, let $\|\cdot\| : \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $\|\theta\| = \sqrt{\langle \theta , \theta \rangle}$, and let $g : \mathbb{R}^d \to \mathbb{R}^d$ be a function. Then the following five statements are equivalent:

(i) There exists $c \in (0, \infty)$ such that for all $\theta \in \mathbb{R}^d$ it holds that

$$\langle \theta - \vartheta , g(\theta) \rangle \leq -c \max\{\|\theta - \vartheta\|^2, \|g(\theta)\|^2 \}. \quad (104)$$

(ii) There exist $c, g \in (0, \infty)$ such that for all $\theta \in \mathbb{R}^d$ it holds that

$$\|\theta + cg(\theta) - \vartheta\|^2 \leq (1 - cg)\|\theta - \vartheta\|^2. \quad (105)$$
(iii) There exist \( c, q \in (0, \infty) \) such that for all \( \theta \in \mathbb{R}^d, r \in [0, q] \) it holds that
\[
\| \theta + rg(\theta) - \vartheta \|^2 \leq (1 - cr)\| \theta - \vartheta \|^2.
\] (106)

(iv) It holds that \( g(\vartheta) = 0 \) and
\[
\inf_{r \in (0, \infty)} \left( \sup_{\theta \in \mathbb{R}^d \setminus \{ \theta \}} \left[ \frac{\| \theta + rg(\theta) - \vartheta \|^2}{\| \theta - \vartheta \|^2} \right] \right) < 1.
\] (107)

(v) It holds that \( g(\vartheta) = 0 \) and
\[
\inf_{r \in (0, \infty)} \left( \sup_{\theta \in \mathbb{R}^d \setminus \{ \theta \}} \left[ \frac{2(\theta - \vartheta, g(\theta)) + r\| g(\theta) \|^2}{\| \theta - \vartheta \|^2} \right] \right) < 0.
\] (108)

Proof of Proposition 2.16. First, note that item (v) in Lemma 2.12 ensures that ((ii) \( \Rightarrow \) (iii)). Next observe that Lemma 2.13 implies that ((ii) \( \Rightarrow \) (iii)). Moreover, note that Lemma 2.14 demonstrates that ((iii) \( \Rightarrow \) (iv)). In addition, observe that the fact that for all \( r \in (0, \infty) \) and all functions \( h : \mathbb{R}^d \to \mathbb{R}^d \) it holds that
\[
\sup_{\theta \in \mathbb{R}^d \setminus \{ \theta \}} \left[ \frac{\| \theta + rh(\theta) - \vartheta \|^2}{\| \theta - \vartheta \|^2} \right]
\]
\[
= \sup_{\theta \in \mathbb{R}^d \setminus \{ \theta \}} \left[ \frac{\| (\theta - \vartheta) + rh(\theta) \|^2}{\| \theta - \vartheta \|^2} \right]
\]
\[
= \sup_{\theta \in \mathbb{R}^d \setminus \{ \theta \}} \left[ \frac{\| \theta - \vartheta \|^2 + 2(\theta - \vartheta, rh(\theta)) + r\| h(\theta) \|^2}{\| \theta - \vartheta \|^2} \right]
\] (109)

implies that ((iv) \( \Leftrightarrow \) (v)). Furthermore, note that Lemma 2.15 implies that ((v) \( \Rightarrow \) (ii)). The proof of Proposition 2.16 is thus completed. \( \square \)
2.6 A Gronwall-type inequality

In this subsection we establish in Lemma 2.17 a certain Gronwall-type inequality. Lemma 2.17 is used in our strong error analysis in Proposition 3.2 in Subsection 3.2 below.

**Lemma 2.17.** Let \( N \in \mathbb{N}_0, k, \kappa, c, C \in (0, \infty), (e_n)_{n \in \mathbb{N}_0} \subseteq [0, \infty), (\gamma_n)_{n \in \mathbb{N}_0} \subseteq (0, \infty) \) satisfy for all \( n \in \mathbb{N} \cap (N, \infty) \) that

\[
e_n \leq (1 - c \gamma_n) e_{n-1} + \kappa (\gamma_n)^{k+1}, \quad \sup_{l \in \mathbb{N} \cap (N, \infty)} \gamma_l \leq \frac{1}{c}, \tag{110}
\]

and

\[
C = \inf_{l \in \mathbb{N} \cap (N, \infty)} \left[ \frac{(\gamma_l)^k - (\gamma_{l-1})^k}{(\gamma_k)^k} + \frac{e(\gamma_{l-1})^k}{(\gamma_l)^k} \right]. \tag{111}
\]

Then it holds for all \( n \in \mathbb{N}_0 \) that

\[
e_n \leq \left[ \max \left\{ \frac{e_0}{(\gamma_0)^k}, \frac{e_1}{(\gamma_1)^k}, \ldots, \frac{e_N}{(\gamma_N)^k}, \frac{\kappa}{C} \right\} \right] (\gamma_n)^k. \tag{112}
\]

**Proof of Lemma 2.17.** Throughout this proof let \( \lambda \in (0, \infty) \) satisfy

\[
\lambda = \max \left\{ \frac{e_N}{(\gamma_N)^k}, \frac{\kappa}{C} \right\}. \tag{113}
\]

We claim that for all \( n \in \{N, N+1, \ldots\} \) it holds that

\[
e_n \leq \lambda (\gamma_n)^k. \tag{114}
\]

We now prove (114) by induction on \( n \in \{N, N+1, \ldots\} \). For the base case \( n = N \) observe that

\[
e_N = \left[ \frac{e_N}{(\gamma_N)^k} \right] (\gamma_N)^k \leq \lambda (\gamma_N)^k. \tag{115}
\]

This proves (114) in the base case \( n = N \). For the induction step \( \{N, N+1, \ldots\} \ni (n-1) \rightarrow n \in \mathbb{N} \cap (N, \infty) \) note that (110), (111), and (113) demonstrate that for all
For all \( n \in \mathbb{N} \cap (N, \infty) \) with \( e_{n-1} \leq \lambda(\gamma_{n-1})^k \) it holds that

\[
e_{n} \leq (1 - c_{\gamma_{n}})e_{n-1} + \kappa(\gamma_{n})^{k+1} \\
\leq (1 - c_{\gamma_{n}})\lambda(\gamma_{n-1})^{k} + \kappa(\gamma_{n})^{k+1} \\
= \lambda(\gamma_{n-1})^{k} - \lambda c_{\gamma_{n}}(\gamma_{n-1})^{k} + \kappa(\gamma_{n})^{k+1} \\
= \lambda(\gamma_{n})^{k} - (\gamma_{n})^{k+1} \left( \frac{\lambda c_{\gamma_{n}}}{(\gamma_{n})^{k+1}} + \frac{\lambda(\gamma_{n})^{k}}{(\gamma_{n})^{k+1}} - \frac{\lambda(\gamma_{n-1})^{k}}{(\gamma_{n})^{k+1}} - \kappa \right) \\
= \lambda(\gamma_{n})^{k} - (\gamma_{n})^{k+1} \left( \lambda \left[ \frac{c_{\gamma_{n}}}{(\gamma_{n})^{k}} + \frac{(\gamma_{n})^{k}}{(\gamma_{n})^{k+1}} - \frac{(\gamma_{n-1})^{k}}{(\gamma_{n})^{k+1}} \right] - \kappa \right).
\]

(116)

Hence, we obtain that for all \( n \in \mathbb{N} \cap (N, \infty) \) with \( e_{n-1} \leq \lambda(\gamma_{n-1})^{k} \) it holds that

\[
e_{n} \leq \lambda(\gamma_{n})^{k} - (\gamma_{n})^{k+1}(\lambda C - \kappa) \\
\leq \lambda(\gamma_{n})^{k} - (\gamma_{n})^{k+1} \left( \frac{\kappa}{C} \right) C - \kappa \\
= \lambda(\gamma_{n})^{k} - (\gamma_{n})^{k+1}(\kappa - \kappa) = \lambda(\gamma_{n})^{k}.
\]

(117)

Induction thus proves (114). Next note that (114) ensures that for all \( n \in \mathbb{N}_0 \) it holds that

\[
e_{n} \leq \max \left\{ \frac{e_0}{(\gamma_0)^k}, \frac{e_1}{(\gamma_1)^k}, \ldots, \frac{e_{N-1}}{(\gamma_{N-1})^k}, \lambda \left( \frac{\kappa}{C} \right) \right\} (\gamma_{n})^{k}
\]

(118)

The proof of Lemma 2.17 is thus completed. \( \square \)

**Corollary 2.18.** Let \( k, \kappa, c \in (0, \infty) \), \( (e_{n})_{n \in \mathbb{N}_0} \subseteq [0, \infty) \), \( (\gamma_{n})_{n \in \mathbb{N}_0} \subseteq (0, \infty) \) satisfy for all \( n \in \mathbb{N} \) that

\[
e_{n} \leq (1 - c_{\gamma_{n}})e_{n-1} + \kappa(\gamma_{n})^{k+1} \quad \text{and} \quad \lim_{l \to \infty} \gamma_{l} = 0 < \liminf_{l \to \infty} \left[ \frac{(\gamma_{l})^{k} - (\gamma_{l-1})^{k}}{(\gamma_{l})^{k+1}} + \frac{c(\gamma_{l-1})^{k}}{(\gamma_{l})^{k}} \right].
\]

(119)

Then there exists \( C \in (0, \infty) \) such that for all \( n \in \mathbb{N}_0 \) it holds that

\[
e_{n} \leq C(\gamma_{n})^{k}.
\]

(121)
Proof of Corollary 2.18. Observe that (120) ensures that there exists $N \in \mathbb{N}_0$ such that
\[
\sup_{l \in \mathbb{N} \cap (N, \infty)} \gamma_l \leq \frac{1}{c} \quad \text{and} \quad \inf_{l \in \mathbb{N} \cap (N, \infty)} \left[ \frac{(\gamma_l)^k - (\gamma_{l-1})^k}{(\gamma_l)^{k+1}} + \frac{c(\gamma_{l-1})^k}{(\gamma_l)^k} \right] > 0. \tag{122}
\]
Lemma 2.17 therefore assures that for all $n \in \mathbb{N}_0$ it holds that
\[
e_n \leq \left[ \max \left\{ \frac{e_0}{(\gamma_0)^k}, \frac{e_1}{(\gamma_1)^k}, \ldots, \frac{e_N}{(\gamma_N)^k} \right\}, \frac{\kappa}{(\gamma_n)^k} \left[ \frac{(\gamma_n)^k - (\gamma_{n-1})^k}{(\gamma_n)^{k+1}} + \frac{c(\gamma_{n-1})^k}{(\gamma_n)^k} \right] \right] (\gamma_n)^k. \tag{123}
\]
This completes the proof of Corollary 2.18.

3 Error analysis for stochastic approximation algorithms (SAAs)

In this section we establish in Theorem 3.7 in Subsection 3.4 below for every $p \in (0, \infty)$ strong $L^p$-convergence rates for stochastic approximation algorithms.

3.1 Main setting for the strong error analysis

Throughout this section the following setting is frequently used.

Setting 3.1. Let $d \in \mathbb{N}$, $(\gamma_n)_{n \in \mathbb{N}_0} \subseteq (0, \infty)$, let $g: \mathbb{R}^d \to \mathbb{R}^d$ be $\mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R}^d)$-measurable, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_n)_{n \in \mathbb{N}_0})$ be a filtered probability space, let $D: \mathbb{N} \times \Omega \to \mathbb{R}^d$ be an $\mathcal{F}_n$-measurable, adapted stochastic process, let $\Theta: \mathbb{N}_0 \times \Omega \to \mathbb{R}^d$ be a function, assume that $\Theta_0$ is $\mathcal{F}_0/\mathcal{B}(\mathbb{R}^d)$-measurable, and assume for all $n \in \mathbb{N}$ that
\[
\Theta_n = \Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + D_n). \tag{124}
\]

Note that in Setting 3.1 the hypothesis that the function $g$ is $\mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R}^d)$-measurable, the hypothesis that the function $\Theta_0$ is $\mathcal{F}_0/\mathcal{B}(\mathbb{R}^d)$-measurable, the hypothesis that $D$ is an $\mathcal{F}_n$-adapted stochastic process, and (124) imply that $\Theta$ is an $\mathcal{F}_n$-adapted stochastic process.

3.2 Lyapunov based convergence for SAAs

Proposition 3.2 (Lyapunov based convergence for stochastic approximation). Assume Setting 3.1 and let $N \in \mathbb{N}_0$, $k, \kappa, c, C \in (0, \infty)$, $V \in C^1(\mathbb{R}^d, [0, \infty))$ satisfy for
all \( m \in \mathbb{N}_0, \ n \in \mathbb{N} \cap (N, \infty), \ t \in [0, 1], \ \theta \in \mathbb{R}^d \) that

\[
E[V(\Theta_m) + V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)] < \infty,
\]

(125)

\[
\int_0^1 E[[V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + sD_n))(D_n)] ds < \infty,
\]

(126)

\[
E[V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)] = 0, \quad V(\theta + \gamma_n g(\theta)) \leq (1 - c\gamma_n)V(\theta),
\]

(127)

\[
E[[V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + tD_n))(D_n) - V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)]
\]

\[
\leq \kappa((\gamma_n)^k + \gamma_n E[V(\Theta_{n-1})]),
\]

(128)

\[
\sup_{t \in \mathbb{N} \cap (N, \infty)} \gamma_t \leq \min\left\{ \frac{\epsilon}{2c}, \frac{2}{c} \right\}, \quad \text{and} \quad C = \inf_{t \in \mathbb{N} \cap (N, \infty)} \left[ \frac{1}{(\gamma_t)^k} + \frac{c(\gamma_{t+1})^k}{2(\gamma_t)^k} \right].
\]

(129)

Then it holds for all \( n \in \mathbb{N}_0 \) that

\[
E[V(\Theta_n)] \leq \left[ \max \left\{ \frac{\kappa}{C} \cup \frac{E[V(\Theta_l)]}{(\gamma_t)^k} : l \in \{0, 1, \ldots, N\} \right\} \right](\gamma_n)^k < \infty.
\]

(130)

**Proof of Proposition 3.2.** Throughout this proof let \((e_n)_{n \in \mathbb{N}_0} \subseteq [0, \infty] \) satisfy for all \( n \in \mathbb{N}_0 \) that

(131)

Note that (125) ensures that for all \( n \in \mathbb{N}_0 \) it holds that \( e_n < \infty \). Moreover, observe that (125) and (127) assure that for all \( n \in \mathbb{N} \cap (N, \infty) \) it holds that

\[
E[V(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))] \leq E[(1 - c\gamma_n)V(\Theta_{n-1})] \leq E[V(\Theta_{n-1})] < \infty.
\]

(132)

This, (124), and (131) imply that for all \( n \in \mathbb{N} \cap (N, \infty) \) it holds that

\[
e_n = E[V(\Theta_n)]
\]

\[
= E[V(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + D_n)]
\]

\[
= E[V(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + D_n) - V(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))]
\]

\[
+ E[V(\Theta_{n-1} + \gamma_n g(\Theta_{n-1})]].
\]

(133)

Combining this with (132) assures that for all \( n \in \mathbb{N} \cap (N, \infty) \) it holds that

\[
E[V(\Theta_n)] \leq E[V(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + D_n)] - V(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))
\]

\[
+ E[(1 - c\gamma_n)V(\Theta_{n-1})]
\]

\[
= E[V(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + \gamma_n D_n) - V(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))]
\]

\[
+ E[(1 - c\gamma_n)V(\Theta_{n-1})].
\]

(134)
Next note that the assumption that $V \in C^1(\mathbb{R}^d, [0, \infty))$, the chain rule, and the fundamental theorem of calculus ensure that for all $x, y \in \mathbb{R}^d$ it holds that $(\mathbb{R} \ni t \mapsto V(x + ty) \in [0, \infty)) \in C^1(\mathbb{R}, [0, \infty))$ and

$$V(x + y) - V(x) = [V(x + ty)]_{t=0}^{t=1} = \int_0^1 V'(x + sy)(y) \, ds.$$  

(135)

Combining (126), (127), and (134) with Fubini's theorem hence shows that for all $n \in \mathbb{N} \cap (N, \infty)$ it holds that

$$\mathbb{E}[V(\Theta_n)]$$

\begin{align*}
&\leq \mathbb{E} \left[ \int_0^1 V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + s \gamma_n D_n)(\gamma_n D_n) \, ds \right] + (1 - c\gamma_n) \mathbb{E}[V(\Theta_{n-1})] \\
&= \int_0^1 \mathbb{E}[V'(\Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + sD_n))(\gamma_n D_n)] \, ds + (1 - c\gamma_n) \mathbb{E}[V(\Theta_{n-1})] \\
&= \gamma_n \int_0^1 \mathbb{E}[V'(\Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + sD_n))(D_n)] \, ds \\
&\quad - \gamma_n \int_0^1 \mathbb{E}[V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)] \, ds + (1 - c\gamma_n) \mathbb{E}[V(\Theta_{n-1})] \\
&\leq \gamma_n \sup_{s \in [0,1]} \mathbb{E}[|V'(\Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + sD_n))(D_n) - V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)|] \\
&\quad + (1 - c\gamma_n) \mathbb{E}[V(\Theta_{n-1})].
\end{align*}

(136)

The fact that $\sup_{t \in \mathbb{N} \cap (N, \infty)} \gamma_t \leq \frac{e}{2\kappa}$ and (128) therefore ensure that for all $n \in \mathbb{N} \cap (N, \infty)$ it holds that

$$\mathbb{E}[V(\Theta_n)] \leq (1 - c\gamma_n) \mathbb{E}[V(\Theta_{n-1})] + \gamma_n \kappa((\gamma_n)^k + \gamma_n \mathbb{E}[V(\Theta_{n-1})])$$

$$= (1 - c\gamma_n + \kappa(\gamma_n)^2) \mathbb{E}[V(\Theta_{n-1})] + \kappa(\gamma_n)^{k+1}$$

$$\leq \left(1 - c\gamma_n + \frac{\gamma_n^k \kappa}{2\kappa}\right) \mathbb{E}[V(\Theta_{n-1})] + \kappa(\gamma_n)^{k+1}$$

$$= \left(1 - \frac{\gamma_n^k \kappa}{2}\right) \mathbb{E}[V(\Theta_{n-1})] + \kappa(\gamma_n)^{k+1}.$$  

(137)

Hence, we obtain that for all $n \in \mathbb{N} \cap (N, \infty)$ it holds that

$$e_n = \mathbb{E}[V(\Theta_n)] \leq (1 - \frac{\gamma_n^k \kappa}{2}) \mathbb{E}[V(\Theta_{n-1})] + \kappa(\gamma_n)^{k+1}$$

$$= \left(1 - \frac{\gamma_n^k \kappa}{2}\right) e_{n-1} + \kappa(\gamma_n)^{k+1}.  

(138)$$
Combining this with (129) and Lemma 2.17 (with $N = N$, $k = k$, $\kappa = \kappa$, $c = c/2$, $e_n = e_n$, $\gamma_n = \gamma_n$ for $n \in \mathbb{N}_0$ in the notation of Lemma 2.17) demonstrates that for all $n \in \mathbb{N}_0$ it holds that

$$E[V(\Theta_n)] = e_n$$

$$\leq \left[ \max\left\{ \frac{e_0}{(\gamma_0)^k}, \frac{e_1}{(\gamma_1)^k}, \ldots, \frac{e_N}{(\gamma_N)^k}, \frac{\kappa}{C} \right\} \right] (\gamma_n)^k$$

$$= \left[ \max\left\{ \frac{\kappa}{C} \right\} \cup \left\{ \frac{E[V(\Theta_l)]}{(\gamma_l)^k} : l \in \{0, 1, \ldots, N\} \right\} \right] (\gamma_n)^k.$$  (139)

The proof of Proposition 3.2 is thus completed. \(\square\)

**Corollary 3.3.** Assume Setting 2,7 and let $N \in \mathbb{N}_0$, $k, \kappa, c \in (0, \infty)$, $\rho \in (0, 1/\epsilon]$, $V \in C^1(\mathbb{R}^d, [0, \infty))$ satisfy for all $m \in \mathbb{N}_0$, $n \in \mathbb{N} \cap (N, \infty)$, $r \in [0, \rho]$, $t \in [0, 1]$, $\theta \in \mathbb{R}^d$ that

$$E[V(\Theta_m)] + |V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)| < \infty,$$  (140)

$$\int_0^1 E[V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + sD_n)(D_n)] ds < \infty,$$  (141)

$$E[V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)] = 0, \quad V(\theta + r g(\theta)) \leq (1 - cr)V(\theta),$$  (142)

$$E[V'(\Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + tD_n))(D_n) - V'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)] \leq \kappa((\gamma_n)^k + \gamma_n E[V(\Theta_{n-1})]),$$  (143)

and

$$\limsup_{l \to \infty} \gamma_l = 0 < \liminf_{l \to \infty} \left[ \frac{(\gamma_l)^k - (\gamma_{l-1})^k}{(\gamma_l)^{k+1}} + \frac{c(\gamma_{l-1})^k}{2(\gamma_l)^k} \right].$$  (144)

Then there exists $C \in (0, \infty)$ such that for all $n \in \mathbb{N}_0$ it holds that

$$E[V(\Theta_n)] \leq C(\gamma_n)^k.$$  (145)

**Proof of Corollary 3.3.** First, note that (141) ensures that there exists $M \in \{N, N + 1, \ldots\}$ such that $\sup_{t \in \mathbb{N} \cap (M, \infty)} \gamma_t \leq \min\{c/2\kappa, \rho\}$ and

$$\frac{\inf_{t \in \mathbb{N} \cap (M, \infty)} \left[ (\gamma_t)^k - (\gamma_{t-1})^k \right]}{(\gamma_t)^{k+1}} + \frac{c(\gamma_{t-1})^k}{2(\gamma_t)^k} > 0.$$  (146)

Next observe that (142) and the fact that $\forall n \in \mathbb{N} \cap (M, \infty): \gamma_n \leq \rho$ demonstrate that for all $n \in \mathbb{N} \cap (M, \infty)$, $\theta \in \mathbb{R}^d$ it holds that

$$V(\theta + \gamma_n g(\theta)) \leq (1 - c\gamma_n)V(\theta).$$  (147)
The fact that \( \sup_{t \in \mathbb{N} \cap (M, \infty)} \gamma_t \leq \min \left\{ \frac{c}{2n}, \text{c} \right\} \leq \min \left\{ \frac{c}{2n}, \frac{1}{\text{c}} \right\} \), Proposition 3.2 (with \( N = M \) in the notation of Proposition 3.2) hence assure that for all \( n \in \mathbb{N}_0 \) it holds that

\[
\mathbb{E}[V(\Theta_n)] \\ \leq \max \left( \frac{\gamma_l^{k}}{(\gamma_l)^{(k+1)}} \left\{ \frac{\gamma_l^{k}}{(\gamma_l)^{(k+1)}} + \frac{(\gamma_l)^{(k)} + 1}{\gamma_l^{k+1}} \right\} \right) \cup \left\{ \frac{\mathbb{E}[V(\Theta_l)]}{(\gamma_l)^{(k)}} : l \in \{1, \ldots, M \} \right\} (\gamma_n)^{k}.
\] (148)

Combining this with (140) establishes (145). Corollary 3.3 is thus completed. \( \square \)

3.3 Strong \( L^2 \)-convergence rate for SAAs

**Proposition 3.4** (Mean square error of stochastic approximation). Assume Setting 3.1 let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) be a scalar product, let \( \| \cdot \| : \mathbb{R}^d \rightarrow [0, \infty) \) be the function which satisfies for all \( \theta \in \mathbb{R}^d \) that \( \| \theta \| = \sqrt{\langle \theta, \theta \rangle} \), let \( N \in \mathbb{N}_0 \), \( c, \kappa, C \in (0, \infty) \), \( \vartheta \in \mathbb{R}^d \), assume for all \( n \in \mathbb{N} \cap (N, \infty) \), \( A \in \mathbb{F}_{n-1} \) with \( \mathbb{E}[\|D_n\|] < \infty \) that \( \mathbb{E}[D_n1_A] = 0 \), and assume for all \( n \in \mathbb{N}, \theta \in \mathbb{R}^d \) that

\[
\mathbb{E}[\|\Theta_0\|^2] < \infty, \quad \mathbb{E}[\|D_n\|^2] \leq \kappa (1 + \mathbb{E}[\|\Theta_{n-1} - \vartheta\|^2]),
\] (149)

\[
\sup_{l \in \mathbb{N} \cap (N, \infty)} \gamma_l \leq \min \left\{ \frac{c}{2n}, c \right\}, \quad C = \inf_{l \in \mathbb{N} \cap (N, \infty)} \left[ \frac{\gamma_l - \gamma_{l+1}}{(\gamma_l)^{k}} + \frac{c\gamma_l - 1}{2\gamma_l} \right],
\] (150)

\[
\text{and} \quad \langle \theta - \vartheta, g(\theta) \rangle \leq -c \max \left\{ \| \theta - \vartheta \|^2, \| g(\theta) \|^2 \right\}.
\] (151)

Then it holds for all \( n \in \mathbb{N}_0 \) that

\[
\mathbb{E}[\|\Theta_n - \vartheta\|^2] \leq \gamma_n \max \left( \left\{ \frac{2n}{\text{c}} \right\} \cup \left\{ \frac{\mathbb{E}[\|\Theta_l - \vartheta\|^2]}{\gamma_l} : l \in \{1, \ldots, N \} \right\} \right) < \infty.
\] (152)

**Proof of Proposition 3.4** Throughout this proof let \( V : \mathbb{R}^d \rightarrow [0, \infty) \) be the function which satisfies for all \( \theta \in \mathbb{R}^d \) that

\[
V(\theta) = \| \theta - \vartheta \|^2.
\] (153)

Observe that (151) and Lemma 2.12 imply that for all \( \theta \in \mathbb{R}^d, r \in [0, c] \) it holds that

\[
c \leq 1 \leq \frac{1}{\text{c}}, \quad \| g(\theta) \| \leq \frac{1}{\text{c}} \| \theta - \vartheta \|, \quad \text{and}
\]

\[
V(\theta + rg(\theta)) = \| \theta + rg(\theta) - \vartheta \|^2 \leq (1 - cr) \| \theta - \vartheta \|^2 = (1 - cr)V(\theta).
\] (155)
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This and (150) ensure that for all $n \in \mathbb{N} \cap (N, \infty)$, $\theta \in \mathbb{R}^d$ it holds that
\[ V(\theta + \gamma_n g(\theta)) \leq (1 - c\gamma_n)V(\theta). \quad (156) \]
In addition, note that (150) and (154) show that
\[ \sup_{l \in \mathbb{N} \cap (N, \infty)} \gamma_l \leq \min\left\{ \frac{c}{4c}, c \right\} \leq \min\left\{ \frac{c}{4c}, 1 \right\} \leq \min\left\{ \frac{c}{4c}, \frac{1}{c} \right\} \leq \min\left\{ \frac{c}{4c}, \frac{2}{c} \right\}. \quad (157) \]
Next we claim that for all $n \in \mathbb{N}$ it holds that
\[ \mathbb{E}[V(\Theta_{n-1})] = \mathbb{E}[\|\Theta_{n-1} - \vartheta\|^2] < \infty \quad \text{and} \quad \mathbb{E}[\|D_n\|^2] < \infty. \quad (158) \]
We now prove (158) by induction on $n \in \mathbb{N}$. For the base case $n = 1$ note that (149) implies that
\[ \mathbb{E}[\|\Theta_0 - \vartheta\|^2] < \infty \quad \text{and} \quad \mathbb{E}[\|D_1\|^2] \leq \kappa (1 + \mathbb{E}[\|\Theta_0 - \vartheta\|^2]) < \infty. \quad (159) \]
This establishes (158) in the base case $n = 1$. For the induction step $\mathbb{N} \ni n \to n + 1 \in \{2, 3, \ldots\}$ observe that (124) and (154) ensure that for all $n \in \mathbb{N}$ with $\mathbb{E}[V(\Theta_{n-1}) + \|D_n\|^2] < \infty$ it holds that
\[ \mathbb{E}[\|\Theta_n - \vartheta\|^2] = \mathbb{E}[\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + D_n - \vartheta\|^2] \leq \mathbb{E}\left[\left(\|\Theta_{n-1} - \vartheta\| + \gamma_n \|g(\Theta_{n-1})\| + \gamma_n \|D_n\|\right)^2\right] \quad (160) \]
\[ \leq \mathbb{E}\left[\left((1 + \frac{\kappa c}{2})\|\Theta_{n-1} - \vartheta\| + \gamma_n \|D_n\|\right)^2\right] < \infty. \]
This and (159) imply that for all $n \in \mathbb{N}$ with $\mathbb{E}[V(\Theta_{n-1}) + \|D_n\|^2] < \infty$ it holds that
\[ \mathbb{E}[\|D_{n+1}\|^2] \leq \kappa \left(1 + \mathbb{E}[\|\Theta_n - \vartheta\|^2]\right) = \kappa \left(1 + \mathbb{E}[V(\Theta_n)]\right) < \infty. \quad (161) \]
Induction thus proves (158). Next note that Lemma 2.4 implies that for all $\theta, v \in \mathbb{R}^d$ it holds that
\[ V \in C^1(\mathbb{R}^d, [0, \infty)) \quad \text{and} \quad V'(\theta)(v) = 2(\theta - \vartheta, v). \quad (162) \]
Furthermore, observe that (154) and (158) prove that for all $n \in \mathbb{N}$ it holds that
\[ \mathbb{E}[\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta\|^2] \leq \mathbb{E}\left[\left(\|\Theta_{n-1} - \vartheta\| + \gamma_n \|g(\Theta_{n-1})\|\right)^2\right] \leq \mathbb{E}\left[\left(\|\Theta_{n-1} - \vartheta\| + \frac{\kappa c}{2}\|\Theta_{n-1} - \vartheta\|\right)^2\right] = \mathbb{E}[\left(1 + \frac{\kappa c}{2}\right)\|\Theta_{n-1} - \vartheta\|^2] = \left(1 + \frac{\kappa c}{2}\right)^2 \mathbb{E}[\|\Theta_{n-1} - \vartheta\|^2] = \left(1 + \frac{\kappa c}{2}\right)^2 \mathbb{E}[V(\Theta_{n-1})] < \infty. \quad (163) \]
The Cauchy-Schwarz inequality, (158), and (162) therefore ensure that for all \( n \in \mathbb{N} \) it holds that
\[
\mathbb{E} \left[ | V'((\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)) | \right] = \mathbb{E} \left[ 2 | \langle \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta, D_n \rangle | \right] \\
\leq 2 \mathbb{E} \left[ \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \| \| D_n \| \right] \\
\leq 2 \left( \mathbb{E} \left[ \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \|^2 \right] \right)^{1/2} \left( \mathbb{E} \left[ \| D_n \|^2 \right] \right)^{1/2} < \infty.
\]
Combining (158) and (162) hence demonstrates that for all \( n \in \mathbb{N} \) it holds that
\[
\int_0^1 \mathbb{E} \left[ | V'((\Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + sD_n))(D_n)) | \right] ds \\
= \int_0^1 \mathbb{E} \left[ 2 | \langle \Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + sD_n) - \vartheta, D_n \rangle | \right] ds \\
= \int_0^1 \mathbb{E} \left[ 2 | \langle \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta, D_n \rangle | + s\gamma_n \| D_n \|^2 \right] ds \\
\leq \mathbb{E} \left[ 2 | \langle \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta, D_n \rangle | + \gamma_n \mathbb{E} \left[ \| D_n \|^2 \right] \right] \\
\leq 2 \left( \mathbb{E} \left[ \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \|^2 \right] \right)^{1/2} \left( \mathbb{E} \left[ \| D_n \|^2 \right] \right)^{1/2} + \gamma_n \mathbb{E} \left[ \| D_n \|^2 \right] < \infty.
\]
Moreover, observe that the fact that for all \( n \in \mathbb{N} \) it holds that the function \( \Theta_{n-1} \) is \( \mathcal{F}_{n-1}/\mathcal{B}(\mathbb{R}^d) \)-measurable, (158), the fact that for all \( n \in \mathbb{N} \cap (N, \infty) \), \( A \in \mathcal{F}_{n-1} \) it holds that \( \mathbb{E}[D_n \mathbb{1}_A] = 0 \), (162), (163), and Lemma 2.5 prove that for all \( n \in \mathbb{N} \cap (N, \infty) \) it holds that
\[
\mathbb{E} \left[ V'((\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)) \right] = 2 \mathbb{E} \left[ \langle \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta, D_n \rangle \right] = 0.
\]
Furthermore, note that (149) and (162) imply that for all \( n \in \mathbb{N} \), \( t \in [0,1] \) it holds that
\[
\mathbb{E} \left[ | V'((\Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + tD_n))(D_n)) - V'((\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)) | \right] \\
= \mathbb{E} \left[ 2 | \langle \Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + tD_n) - (\Theta_{n-1} + \gamma_n g(\Theta_{n-1})), D_n \rangle | \right] \\
= \mathbb{E} \left[ 2t\gamma_n \| D_n \|^2 \right] = 2t\gamma_n \mathbb{E} \left[ \| D_n \|^2 \right] \leq 2\gamma_n \mathbb{E} \left[ \| D_n \|^2 \right] \\
\leq 2\gamma_n \kappa \left( 1 + \mathbb{E} \left[ \| \Theta_{n-1} - \vartheta \|^2 \right] \right) = 2\kappa (\gamma_n + \gamma_n \mathbb{E}[V(\Theta_{n-1})]).
\]
Combining the fact that \( \sup_{t \in \mathbb{N} \cap (N,\infty)} \gamma_t \leq \min \left\{ \frac{\kappa}{4c}, \frac{2}{c} \right\} \), (150), (156), (158), (164), (165), and (166) with Proposition 3.2 (with \( N = N, k = 1, \kappa = 2\kappa, c = c \), and \( V = V \) in the notation of Proposition 3.2) therefore demonstrates that for all \( n \in \mathbb{N}_0 \)
it holds that
\[
\mathbb{E}[\|\Theta_n - \vartheta\|^2] = \mathbb{E}[V(\Theta_n)] \\
\leq \gamma_n \max \left\{ \frac{2\kappa}{C} \cup \left\{ \frac{\mathbb{E}[V(\Theta_l)]}{\gamma_l} : l \in \{0, 1, \ldots, N\} \right\} \right\} \\
= \gamma_n \max \left\{ \frac{2\kappa}{C} \cup \left\{ \frac{\mathbb{E}[\|\Theta_l - \vartheta\|^2]}{\gamma_l} : l \in \{0, 1, \ldots, N\} \right\} \right\} < \infty.
\]
(168)

The proof of Proposition 3.4 is thus completed. \( \square \)

**Corollary 3.5.** Assume Setting 3.1, let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be a scalar product, let \( \|\cdot\| : \mathbb{R}^d \to [0, \infty) \) be the function which satisfies for all \( \vartheta \in \mathbb{R}^d \) that \( \|\vartheta\| = \sqrt{\langle \vartheta, \vartheta \rangle} \), let \( c, \kappa \in (0, \infty) \), \( \vartheta \in \mathbb{R}^d \), assume for all \( n \in \mathbb{N} \), \( A \in \mathcal{F}_{n-1} \) with \( \mathbb{E}[\|D_n\|] < \infty \) that \( \mathbb{E}[D_n \mathbf{1}_A] = 0 \), and assume for all \( n \in \mathbb{N}, \vartheta \in \mathbb{R}^d \) that
\[
\mathbb{E}[\|\Theta_0\|^2] < \infty, \quad \mathbb{E}[\|D_n\|^2] \leq \kappa \left(1 + \mathbb{E}[\|\Theta_{n-1} - \vartheta\|^2]\right),
\]
(169)
\[
\limsup_{l \to \infty} \gamma_l = 0 < \liminf_{l \to \infty} \frac{\gamma_l - \gamma_{l-1}}{(\gamma_l)^2} + \frac{c\gamma_l - 1}{2\gamma_l},
\]
(170)
and
\[
\langle \vartheta - \vartheta, g(\vartheta) \rangle \leq -c \max\{\|\vartheta - \vartheta\|^2, \|g(\vartheta)\|^2\}.
\]
(171)

Then there exists \( C \in (0, \infty) \) such that for all \( n \in \mathbb{N}_0 \) it holds that
\[
\mathbb{E}[\|\Theta_n - \vartheta\|^2] \leq C\gamma_n.
\]
(172)

**Proof of Corollary 3.5.** Observe that (170) ensures that there exists \( N \in \mathbb{N}_0 \) such that
\[
\sup_{l \in \mathbb{N} \cap (N, \infty)} \gamma_l \leq \min\left\{ \frac{c}{4\kappa}, c \right\} \quad \text{and} \quad \inf_{l \in \mathbb{N} \cap (N, \infty)} \left[ \frac{\gamma_l - \gamma_{l-1}}{(\gamma_l)^2} + \frac{c\gamma_l - 1}{2\gamma_l} \right] > 0.
\]
(173)

Proposition 3.4 therefore establishes that for all \( n \in \mathbb{N}_0 \) it holds that
\[
\mathbb{E}[\|\Theta_n - \vartheta\|^2] \leq \gamma_n \max \left\{ \frac{2\kappa}{\inf_{l \in \mathbb{N} \cap (N, \infty)} \left[ \frac{\gamma_l - \gamma_{l-1}}{(\gamma_l)^2} + \frac{c\gamma_l - 1}{2\gamma_l} \right]} \cup \left\{ \frac{\mathbb{E}[\|\Theta_l - \vartheta\|^2]}{\gamma_l} : l \in \{0, 1, \ldots, N\} \right\} \right\} < \infty.
\]
(174)

This completes the proof of Corollary 3.5. \( \square \)
3.4 Strong \(L^p\)-convergence rate for SAAs

Proposition 3.6 (\(L^p\)-convergence rate for stochastic approximation). Assume Setting 3.1 let \(\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}\) be a scalar product, let \(||\cdot||: \mathbb{R}^d \to [0, \infty)\) be the function which satisfies for all \(\theta \in \mathbb{R}^d\) that \(||\theta|| = \sqrt{\langle \theta, \theta \rangle}\), let \(p \in \{2, 4, 6, \ldots\}\), \(c, \kappa \in (0, \infty)\), \(\vartheta \in \mathbb{R}^d\), assume for all \(n \in \mathbb{N}\), \(A \in F_{n-1}\) with \(\mathbb{E}[||D_n||] < \infty\) that \(\mathbb{E}[D_n1_A] = 0\), and assume for all \(n \in \mathbb{N}\), \(A \in F_{n-1}\), \(\theta \in \mathbb{R}^d\) that

\[
\mathbb{E}[||\Theta_0||^p] < \infty, \quad \mathbb{E}[||D_n||^p1_A] \leq \kappa \mathbb{E}[(1 + ||\Theta_{n-1} - \vartheta||^p)1_A],
\]

(175)

\[
\limsup_{l \to \infty} \gamma_l = 0 < \min_{k \in \{1, 2, \ldots, \gamma/2\}} \left(\liminf_{l \to \infty} \left[\frac{(\gamma_l)^k}{(\gamma_l)^{k+1}} + \frac{c(\gamma_{l-1})^k}{2(\gamma_l)^{k+1}}\right]\right), \quad (176)
\]

and

\[
\langle \theta - \vartheta, g(\theta) \rangle \leq -c \max\{||\theta - \vartheta||^2, ||g(\theta)||^2\} \quad (177)
\]

Then there exists \(C \in (0, \infty)\) such that for all \(n \in \mathbb{N}_0\) it holds that

\[
(\mathbb{E}[||\Theta_n - \vartheta||^p])^{1/p} \leq C(\gamma_n)^{1/2}. \quad (178)
\]

Proof of Proposition 3.6. Throughout this proof assume w.l.o.g. that \(\kappa \geq 1\), let \(N \in \mathbb{N}\) satisfy \(\sup_{n \in \mathbb{N}\cap(N, \infty)} \gamma_n \leq c\), and let \(V_q: \mathbb{R}^d \to [0, \infty), q \in \mathbb{N}\), be the functions which satisfy for all \(q \in \mathbb{N}\), \(\theta \in \mathbb{R}^d\) that

\[
V_q(\theta) = ||\theta - \vartheta||^q. \quad (179)
\]

Note that Lemma 2.12 implies that for all \(q \in \{2, 4, 6, \ldots\} \cap [2, p]\), \(\theta \in \mathbb{R}^d\), \(r \in [0, c]\) it holds that

\[
c \leq 1 \leq \frac{1}{c}, \quad ||g(\theta)|| \leq \frac{1}{c}||\theta - \vartheta||, \quad (180)
\]

\[
V_q(\theta + r g(\theta)) = ||\theta + r g(\theta) - \vartheta||^q \leq (1 - cr)^{q/2}||\theta - \vartheta||^q \leq (1 - cr)V_q(\theta). \quad (181)
\]

In the next step we claim that for all \(n \in \mathbb{N}\) it holds that

\[
\mathbb{E}[||\Theta_{n-1} - \vartheta||^p] < \infty \quad \text{and} \quad \mathbb{E}[||D_n||^p] < \infty. \quad (182)
\]

We now prove (182) by induction on \(n \in \mathbb{N}\). For the base case \(n = 1\) note that (175) implies that

\[
\mathbb{E}[||\Theta_0 - \vartheta||^p] < \infty \quad \text{and} \quad \mathbb{E}[||D_1||^p] \leq \kappa(1 + \mathbb{E}[||\Theta_0 - \vartheta||^p]) < \infty. \quad (183)
\]

This establishes (182) in the base case \(n = 1\). For the induction step \(\mathbb{N} \ni n \to n + 1 \in \{2, 3, \ldots\}\) observe that (124) and (180) ensure that for all \(n \in \mathbb{N}\) with \(\mathbb{E}[||\Theta_{n-1} - \vartheta||^p + ||D_n||^p] < \infty\) it holds that

\[
\mathbb{E}[||\Theta_n - \vartheta||^p] = \mathbb{E}[||\Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + D_n) - \vartheta||^p]
\]

\[
\leq \mathbb{E}[||\Theta_{n-1} - \vartheta|| + \gamma_n\|g(\Theta_{n-1})\| + \gamma_n\|D_n\||^p]
\]

\[
\leq \mathbb{E}[((1 + \frac{c}{2})\|\Theta_{n-1} - \vartheta\| + \gamma_n\|D_n\||]^p] < \infty. \quad (184)
\]
This and (175) imply that for all $n \in \mathbb{N}$ with $\mathbb{E}[[∥Θ_{n-1} - \vartheta∥^p + ∥D_n∥^p] < \infty$ it holds that
\[
\mathbb{E}[∥D_{n+1}∥^p] \leq κ(1 + \mathbb{E}[∥Θ_n - \vartheta∥^p]) < \infty.
\] (185)

Induction thus proves (182). Next note that the conditional Jensen inequality (see, e.g., Klenke [50, Theorem 8.20]) and the fact that for all $q \in \{1, 2, \ldots\} \cap [0, p]$ it holds that the function $\mathbb{R} \ni z \mapsto |z|^{\gamma/q} \in [0, \infty)$ is convex ensure that for all $q \in \{1, 2, \ldots\} \cap [0, p], n \in \mathbb{N}$ it holds $\mathbb{P}$-a.s. that
\[
\mathbb{E}[∥D_n∥^q | \mathcal{F}_{n-1}]^{\gamma/q} \leq \mathbb{E}[∥D_n∥^p | \mathcal{F}_{n-1}].
\] (186)

Hence, we obtain that for all $q \in \{1, 2, \ldots\} \cap [0, p], n \in \mathbb{N}$ it holds $\mathbb{P}$-a.s. that
\[
\mathbb{E}[∥D_n∥^q | \mathcal{F}_{n-1}] \leq \mathbb{E}[∥D_n∥^p | \mathcal{F}_{n-1}]^{\gamma/p}.
\] (187)

Moreover, observe that (175) and (182) demonstrate that for all $n \in \mathbb{N}$ it holds $\mathbb{P}$-a.s. that
\[
\mathbb{E}[∥D_n∥^p | \mathcal{F}_{n-1}] \leq κ(1 + ∥Θ_{n-1} - \vartheta∥^p).
\] (188)

Combining this with (187) proves that for all $q \in \{1, 2, \ldots\} \cap [0, p], n \in \mathbb{N}$ it holds $\mathbb{P}$-a.s. that
\[
\mathbb{E}[∥D_n∥^q | \mathcal{F}_{n-1}] \leq \mathbb{E}[∥D_n∥^p | \mathcal{F}_{n-1}]^{\gamma/p} \leq [κ(1 + ∥Θ_{n-1} - \vartheta∥^p)]^{\gamma/p}.
\] (189)

The fact that $∀ x, y \in [0, \infty), r \in (0, 1]: (x + y)^r \leq x^r + y^r$ and the assumption that $κ \geq 1$ hence assure that for all $q \in \{1, 2, \ldots\} \cap [0, p], n \in \mathbb{N}$ it holds $\mathbb{P}$-a.s. that
\[
\mathbb{E}[∥D_n∥^q | \mathcal{F}_{n-1}] \leq [κ(1 + ∥Θ_{n-1} - \vartheta∥^p)]^{\gamma/p} \leq κ^{\gamma/p}(1 + ∥Θ_{n-1} - \vartheta∥^q)
\] (190)

The tower property for conditional expectations therefore shows that for all $q \in \{1, 2, \ldots\} \cap [0, p], n \in \mathbb{N}$ it holds that
\[
\mathbb{E}[∥D_n∥^q] = \mathbb{E}[\mathbb{E}[∥D_n∥^q | \mathcal{F}_{n-1}]]
\leq \mathbb{E}[κ(1 + ∥Θ_{n-1} - \vartheta∥^p)]
= κ(1 + \mathbb{E}[∥Θ_{n-1} - \vartheta∥^p]).
\] (191)

Next we claim that for all $q \in \{2, 4, 6, \ldots\} \cap [0, p]$ there exists $C \in (0, \infty)$ such that for all $n \in \mathbb{N}_0$ it holds that
\[
\mathbb{E}[∥Θ_n - \vartheta∥^q] \leq C(γ_n)^{\gamma/2}.
\] (192)
We now prove \((192)\) by induction on \(q \in \{2, 4, 6, \ldots \} \cap [0, p]\). Observe that Corollary 3.5 and (191) establish (192) in the base case \(q = 2\). For the induction step \(\{2, 4, 6, \ldots \} \cap [0, p - 2] \ni (q - 2) \to q \in \{4, 6, 8, \ldots \} \cap [0, p]\) let \(q \in \{4, 6, 8, \ldots \} \cap [0, p]\), \(C \in (0, \infty)\) satisfy for all \(n \in \mathbb{N}_0\) that

\[
\mathbb{E} [\|\Theta_n - \vartheta\|^q - 2] \leq C(\gamma_n)^{(q-2)/2}. \tag{193}
\]

Note that (182) and Jensen’s inequality ensure that for all \(n \in \mathbb{N}_0\) it holds that

\[
\mathbb{E} [V_q(\Theta_n)] = \mathbb{E} [\|\Theta_n - \vartheta\|^q] < \infty. \tag{194}
\]

Next observe that (180) implies that for all \(\theta \in \mathbb{R}^d, n \in \mathbb{N}\) it holds that

\[
\|\theta + \gamma_n g(\theta) - \vartheta\|^{q-1} \leq (\|\theta - \vartheta\| + \|\gamma_n g(\theta)\|)^{q-1} \leq (\|\theta - \vartheta\| + \frac{2n}{c} \|\theta - \vartheta\|)^{q-1} \leq (1 + \frac{2n}{c})^{q-1} \|\theta - \vartheta\|^{q-1}. \tag{195}
\]

Combining this and (182) with Jensen’s inequality ensures that for all \(n \in \mathbb{N}\) it holds that

\[
\mathbb{E} [\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta\|^{q-1}] \leq (1 + \frac{2n}{c})^{q-1} \mathbb{E} [\|\Theta_{n-1} - \vartheta\|^{q-1}] < \infty. \tag{196}
\]

Moreover, note that (195), the tower property for conditional expectations, and the fact that for all \(n \in \mathbb{N}\) it holds that \(\Theta_{n-1}\) is \(\mathbb{F}_{n-1}/\mathcal{B}(\mathbb{R}^d)\)-measurable assure that for all \(n \in \mathbb{N}\) it holds that

\[
\mathbb{E} [\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta\|^q \|D_n\|] \leq (1 + \frac{2n}{c})^{q-1} \mathbb{E} [\|\Theta_{n-1} - \vartheta\|^q \|D_n\|] \leq (1 + \frac{2n}{c})^{q-1} \mathbb{E} [\|\Theta_{n-1} - \vartheta\|^q \mathbb{E}[\|D_n\| \|\mathbb{F}_{n-1}\]] \tag{197}
\]

Combining this with (182), (190), and Jensen’s inequality proves that for all \(n \in \mathbb{N}\) it holds that

\[
\mathbb{E} [\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta\|^{q-1} \|D_n\|] \leq \kappa (1 + \frac{2n}{c})^{q-1} \mathbb{E} [\|\Theta_{n-1} - \vartheta\|^{q-1} \|\Theta_{n-1} - \vartheta\|] \leq \kappa (1 + \frac{2n}{c})^{q-1} \mathbb{E} [\|\Theta_{n-1} - \vartheta\|^{q-1}] + \mathbb{E} [\|\Theta_{n-1} - \vartheta\|^q] < \infty. \tag{198}
\]

Furthermore, observe that Lemma 2.4 implies that for all \(\theta, v \in \mathbb{R}^d\) it holds that

\[
V_q \in C^1(\mathbb{R}^d, [0, \infty)) \quad \text{and} \quad V_q'(\theta)(v) = q\|\theta - \vartheta\|^{q-2}\langle \theta - \vartheta, v \rangle. \tag{199}
\]
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This, (198), and the Cauchy-Schwarz inequality demonstrate that for all \( n \in \mathbb{N} \) it holds that
\[
\mathbb{E}\left[|V'_{q}(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)|\right]
= q \mathbb{E}\left[\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta\|^q \langle \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta, D_n \rangle\right]
\leq q \mathbb{E}\left[\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta\|^q \|D_n\|\right] < \infty.
\] (200)

Furthermore, note that (199), the Cauchy-Schwarz inequality, and Lemma 2.1 (with \( p = q - 1 \) in the notation of Lemma 2.1) imply that for all \( n \in \mathbb{N} \) it holds that
\[
\int_0^1 \mathbb{E}\left[|V'_{q}(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + sD_n))(D_n)|\right] ds
= \int_0^1 \mathbb{E}\left[q\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + sD_n - \vartheta\|^q \langle \Theta_{n-1} + \gamma_n g(\Theta_{n-1) + sD_n - \vartheta, D_n \rangle\right] ds
\leq q \int_0^1 \mathbb{E}\left[\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + sD_n - \vartheta\|^q \|D_n\|\right] ds
\leq q^{2^{q-1}} \int_0^1 \mathbb{E}\left[\|\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta\|^q + s^{q-1} |\gamma_n|^{q-1} \|D_n\|^{q-1} \|D_n\|\right] ds.
\] (201)

This and (195) ensure that for all \( n \in \mathbb{N} \) it holds that
\[
\int_0^1 \mathbb{E}\left[|V'_{q}(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) + sD_n))(D_n)|\right] ds
\leq q^{2^{q-1}} \int_0^1 \mathbb{E}\left[\left(1 + \frac{2c}{\alpha}\right)^{q-1} \|\Theta_{n-1} - \vartheta\|^q + s^{q-1} |\gamma_n|^{q-1} \|D_n\|^{q-1} \|D_n\|\right] ds
\leq q^{2^{q-1}} \left(1 + \frac{2c}{\alpha}\right)^{q-1} \mathbb{E}\left[\|\Theta_{n-1} - \vartheta\|^q \|D_n\|\right] + |\gamma_n|^{q-1} \mathbb{E}\left[\|D_n\|^q\right].
\] (202)

The tower property for conditional expectations, (182), (190), and Jensen’s inequality
hence demonstrate that for all $n \in \mathbb{N}$ it holds that
\begin{align*}
\int_0^1 \mathbb{E}[V'_q(\Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + s D_n))(D_n)] \, ds \\
\leq q^{2q-1} \left[ 1 + \frac{2m}{c} \right] \mathbb{E} \left[ \left| \Theta_{n-1} - \vartheta \right|^{q-1} \mathbb{E} \left[ \left| D_n \right|^{q-1} \right] + q^{2q-1} |\gamma_n|^{q-1} \mathbb{E} \left[ \left| D_n \right|^q \right] \right] \\
\leq \kappa q^{2q-1} \left[ 1 + \frac{2m}{c} \right] \mathbb{E} \left[ \left| \Theta_{n-1} - \vartheta \right|^{q-1} \left( 1 + \left| \Theta_{n-1} - \vartheta \right| \right) \right] + q^{2q-1} |\gamma_n|^{q-1} \mathbb{E} \left[ \left| D_n \right|^q \right] \\
\leq q^{2q-1} \left[ 1 + \frac{2m}{c} \right] \mathbb{E} \left[ \left| \Theta_{n-1} - \vartheta \right|^{q-1} \left( \left| \Theta_{n-1} - \vartheta \right| + \left| D_n \right| \right) \right] + q^{2q-1} |\gamma_n|^{q-1} \mathbb{E} \left[ \left| D_n \right|^q \right] \\
< \infty.
\end{align*}

(203)

Next observe that Jensen’s inequality, the hypothesis that for all $n \in \mathbb{N}$, $A \in \mathbb{F}_{n-1}$ with $\mathbb{E}[\|D_n\|] < \infty$ it holds that $\mathbb{E}[D_n 1_A] = 0$, and (182) ensure that for all $n \in \mathbb{N}$, $A \in \mathbb{F}_{n-1}$ it holds that
\begin{align*}
\mathbb{E}[\|D_n\|] < \infty \quad \text{and} \quad \mathbb{E}[D_n 1_A] = 0.
\end{align*}

(204)

This, the fact that for all $n \in \mathbb{N}$ it holds that the function $\Theta_{n-1}$ is $\mathbb{F}_{n-1}/\mathcal{B}(\mathbb{R}^d)$-measurable, (182), (196), (198), (199), (200), and Lemma 2.5 assure that for all $n \in \mathbb{N}$ it holds that
\begin{align*}
\mathbb{E}[V'_q(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)] \\
= q \mathbb{E} \left[ \left( \left| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \right|^{q-2} (\Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta), D_n \right) \right] = 0.
\end{align*}

(205)

In addition, note that (199) ensures that for all $n \in \mathbb{N} \cap (N, \infty)$, $t \in [0, 1]$ it holds
that
\[
E \left[ |V'_q(\Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n))(D_n) - V'_q(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n) | \right] \\
= E \left[ q \left| \| \Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n) - \vartheta \|^{q-2} \langle \Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n) - \vartheta, D_n \rangle \right| \\
- \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \|^{q-2} \langle \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta, D_n \rangle \right] \\
\leq q E \left[ \| \Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n) - \vartheta \|^{q-2} - \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \|^{q-2} \right] \\
\cdot \langle \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta, D_n \rangle \right] \\
+ q E \left[ \| \Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n) - \vartheta \|^{q-2} \langle \gamma_n tD_n, D_n \rangle \right] \\
= q E \left[ \| \Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n) - \vartheta \|^{q-2} - \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \|^{q-2} \right] \\
\cdot \langle \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta, D_n \rangle \right] \\
+ q \gamma_n t E \left[ \| \Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n) - \vartheta \|^{q-2} \right] \\
\cdot \| D_n \|^2 \right]. \\
(206)
\]

Lemma 2.1 (with \( p = q - 2 \) in the notation of Lemma 2.1), Lemma 2.3 (with \( p = q - 2 \) in the notation of Lemma 2.3), and the Cauchy-Schwarz inequality hence demonstrate that for all \( n \in \mathbb{N} \cap (N, \infty) \), \( t \in [0, 1] \) it holds that
\[
E \left[ |V'_q(\Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n))(D_n) - V'_q(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n) | \right] \\
\leq q E \left[ 2^{q-2} \| \gamma_n tD_n \| \left( \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \|^{q-3} + \| \gamma_n tD_n \|^{q-3} \right) \\
\cdot \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \| \| D_n \| \right] \\
+ q \gamma_n t E \left[ 2^{q-2} \| \gamma_n tD_n \| \left( \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \|^{q-2} + \| \gamma_n tD_n \|^{q-2} \right) \| D_n \| \right] \\
\leq q 2^{q-2} E \left[ \gamma_n t \| D_n \|^2 \left( \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \|^{q-3} + \| \gamma_n t \|^{q-3} \| D_n \|^{q-3} \right) \\
\cdot \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \| \\
+ \gamma_n t \left( \| \Theta_{n-1} + \gamma_n g(\Theta_{n-1}) - \vartheta \|^{q-2} + \| \gamma_n t \|^{q-2} \| D_n \|^{q-2} \right) \| D_n \| \right]. \\
(207)
\]

In addition, observe that (180) and (181) ensure that for all \( r \in [0, c] \), \( \theta \in \mathbb{R}^d \) it holds that \( \| \theta + r g(\theta) - \vartheta \| \leq \| \theta - \vartheta \| \). This, the fact that \( \sup_{n \in \mathbb{N} \cap (N, \infty)} \gamma_n \leq c \), and (207)
assure that for all $n \in \mathbb{N} \cap (N, \infty)$, $t \in [0, 1]$ it holds that

\[
\mathbb{E} \left[ |V_q'(\Theta_{n-1} + \gamma_n(\theta(\Theta_{n-1}) + tD_n))(D_n) - V_q'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)| \right] \\
\leq q^{2-2} \gamma_n \mathbb{E} \left[ t \|D_n\|^2 (\|\Theta_{n-1} - \vartheta\|^q + (\gamma_n t)^{q-3} \|D_n\|^{q-3}) \|\Theta_{n-1} - \vartheta\| \right] \\
+ t (\|\Theta_{n-1} - \vartheta\|^q + (\gamma_n t)^{q-2} \|D_n\|^{q-2}) \|D_n\|^2 \\
= q^{2-2} \gamma_n t \mathbb{E} \left[ \|D_n\|^2 \|\Theta_{n-1} - \vartheta\|^q + (\gamma_n t)^{q-3} \|D_n\|^{q-1} \|\Theta_{n-1} - \vartheta\| \right] \\
+ \|D_n\|^2 \|\Theta_{n-1} - \vartheta\|^q + (\gamma_n t)^{q-2} \|D_n\|^q \\
\leq q^{2-1} \gamma_n \mathbb{E} \left[ \|D_n\|^2 \|\Theta_{n-1} - \vartheta\|^q + (\gamma_n)^{q-3} \|D_n\|^{q-1} \|\Theta_{n-1} - \vartheta\| + (\gamma_n)^{q-2} \|D_n\|^q \right].
\]

(208)

The tower property for conditional expectations and (190) hence imply that for all $n \in \mathbb{N} \cap (N, \infty)$, $t \in [0, 1]$ it holds that

\[
\mathbb{E} \left[ |V_q'(\Theta_{n-1} + \gamma_n(\theta(\Theta_{n-1}) + tD_n))(D_n) - V_q'(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n)| \right] \\
\leq q^{2-1} \gamma_n \mathbb{E} \left[ \|D_n\|^2 \mathbb{E}[\|\Theta_{n-1} - \vartheta\|^q | \mathcal{F}_{n-1}] \|\Theta_{n-1} - \vartheta\|^q \right] \\
+ (\gamma_n)^{q-3} \mathbb{E} \left[ \|D_n\|^q \|\Theta_{n-1} - \vartheta\| \right] + (\gamma_n)^{q-2} \mathbb{E} \left[ \|D_n\|^q \|\mathcal{F}_{n-1}\| \right] \\
\leq q^{2-1} \gamma_n \mathbb{E} \left[ \kappa \left( 1 + \|\Theta_{n-1} - \vartheta\|^2 \right) \|\Theta_{n-1} - \vartheta\|^q \right] \\
+ (\gamma_n)^{q-3} \kappa \left( 1 + \|\Theta_{n-1} - \vartheta\|^{q-1} \right) \|\Theta_{n-1} - \vartheta\| + (\gamma_n)^{q-2} \kappa \left( 1 + \|\Theta_{n-1} - \vartheta\|^q \right) \\
= q^{2-1} \gamma_n \left( \mathbb{E}[\|\Theta_{n-1} - \vartheta\|^q] + (\gamma_n)^{q-3} \mathbb{E}[\|\Theta_{n-1} - \vartheta\|] + (\gamma_n)^{q-2} \mathbb{E}[\|\Theta_{n-1} - \vartheta\|^q] \right). \\
\]

(209)

The fact that $\forall x \in [0, \infty): x \leq 1 + x^q$ and the induction hypothesis (see 198)
Therefore ensure that for all \( n \in \mathbb{N} \cap (N, \infty), t \in [0, 1] \) it holds that

\[
E \left[ V'_q(\Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n))(D_n) - V'_q(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n) \right] \\
\leq q^{2^1 - 1} \kappa \gamma_n \left( C(\gamma_n)^{(q-2)/2} + (\gamma_n)^{q/2 - 3} E[1 + \|\Theta_{n-1} - \vartheta\|^q] + (\gamma_n)^{q-2} \right) \\
+ (1 + (\gamma_n)^{q/2 - 3} + (\gamma_n)^{q-2}) E[\|\Theta_{n-1} - \vartheta\|^q] \\
= q^{2^1 - 1} \kappa \gamma_n \left( C(\gamma_n)^{(q-2)/2} + (\gamma_n)^{q/2 - 3} + (\gamma_n)^{q-2} \right) \\
+ (1 + 2(\gamma_n)^{q/2 - 3} + (\gamma_n)^{q-2}) E[\|\Theta_{n-1} - \vartheta\|^q].
\]

The fact that \( \sup_{n \in \mathbb{N} \cap (N, \infty)} \gamma_n \leq c \leq 1 \) and the fact that \( (q-2)/2 \leq q - 3 \) hence demonstrate that for all \( n \in \mathbb{N} \cap (N, \infty), t \in [0, 1] \) it holds that

\[
E \left[ V'_q(\Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + tD_n))(D_n) - V'_q(\Theta_{n-1} + \gamma_n g(\Theta_{n-1}))(D_n) \right] \\
\leq q^{2^1 - 1} \kappa \gamma_n \left( (C + 2)(\gamma_n)^{(q-2)/2} + 4 E[\|\Theta_{n-1} - \vartheta\|^q] \right) \\
= q^{2^1 - 1} \kappa \left( (C + 2)(\gamma_n)^{(q-2)/2} + 4 \gamma_n E[\|\Theta_{n-1} - \vartheta\|^q] \right) \\
\leq q^{2^1 - 1} \kappa \max\{C, 4\} \left( (\gamma_n)^{(q-2)/2} + E[\|\Theta_{n-1} - \vartheta\|^q] \right) \\
\leq q^{2^1 + 1} \kappa \max\{C, 1\} \left( (\gamma_n)^{(q-2)/2} + E[V_q(\Theta_{n-1})] \right).
\]

Combining this, (176), (180), (181), (194), (199), (200), (203), and (205) with Corollary 3.3 (with \( N = N, k = q/2, \kappa = q^{2^1 + 1} \kappa \max\{1, C\}, c = c, \vartheta = c, V = V_q \) in the notation of Corollary 3.3) yields that there exists \( \mathcal{C} \in (0, \infty) \) such that for all \( n \in \mathbb{N}_0 \) it holds that

\[
E[\|\Theta_n - \vartheta\|^q] = E[V_q(\Theta_n)] \leq \mathcal{C}(\gamma_n)^{q/2}.
\]

Induction thus proves (192). Next note that (192) demonstrates that for all \( q \in \{2, 4, 6, \ldots\} \cap [0, p] \) there exists \( C \in (0, \infty) \) such that for all \( n \in \mathbb{N}_0 \) it holds that

\[
\left( E[\|\Theta_n - \vartheta\|^q] \right)^{1/q} \leq \left( C(\gamma_n)^{q/2} \right)^{1/q} = C^{1/q} \left( \gamma_n \right)^{1/2}.
\]

This completes the proof of Proposition 3.6.

**Theorem 3.7.** Let \( d \in \mathbb{N}, p \in \{2, 4, 6, \ldots\}, \kappa, c \in (0, \infty), (\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty), \vartheta \in \mathbb{R}^d, \) let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be a scalar product, let \( \|\cdot\| : \mathbb{R}^d \to [0, \infty) \) be the function which satisfies for all \( \theta \in \mathbb{R}^d \) that \( \|\theta\| = \sqrt{\langle \theta, \theta \rangle} \), let \( g : \mathbb{R}^d \to \mathbb{R}^d \) be \( \mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R}^d) \)-measurable, let \( (\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_n)_{n \in \mathbb{N}_0}) \) be a filtered probability space, let \( D : \mathbb{N} \times \Omega \to \mathbb{R}^d \) be
an \((\mathbb{F}_n)_{n \in \mathbb{N}}/\mathcal{B}(\mathbb{R}^d)\)-adapted stochastic process which satisfies for all \(n \in \mathbb{N}\), \(A \in \mathbb{F}_{n-1}\) with \(\mathbb{E}[\|D_n\|] < \infty\) that \(\mathbb{E}[D_n1_A] = 0\), let \(\Theta : \mathbb{N}_0 \times \Omega \to \mathbb{R}^d\) be a function, assume that \(\Theta_0\) is \(\mathbb{F}_0/\mathcal{B}(\mathbb{R}^d)\)-measurable, and assume for all \(n \in \mathbb{N}\), \(A \in \mathbb{F}_{n-1}\), \(\theta \in \mathbb{R}^d\) that

\[
\langle \theta - \vartheta, g(\theta) \rangle \leq -c \max\{\|\theta - \vartheta\|^2, \|g(\theta)\|^2\}, \tag{214}
\]

\[
\limsup_{l \to \infty} \gamma_l = 0 < \min_{k \in \{1,2,\ldots,p/2\}} \left( \liminf_{l \to \infty} \left[ \frac{(\gamma_l)^k - (\gamma_{l+1})^k}{(\gamma_l)^k} + \frac{c(\gamma_{l+1})^k}{2(\gamma_l)^k} \right] \right), \tag{215}
\]

\[
\Theta_n = \Theta_{n-1} + \gamma_n(g(\Theta_{n-1}) + D_n), \quad \mathbb{E}[\|\Theta_0\|^p] < \infty, \tag{216}
\]

and

\[
\mathbb{E}[\|D_n\|^p 1_A] \leq \kappa \mathbb{E}[(1 + \|\Theta_{n-1}\|^p)1_A]. \tag{217}
\]

Then there exists \(C \in (0,\infty)\) such that for all \(n \in \mathbb{N}\) it holds that

\[
\{\theta \in \mathbb{R}^d : g(\theta) = 0\} = \{\vartheta\} \quad \text{and} \quad \left( \mathbb{E}[\|\Theta_n - \vartheta\|^p] \right)^{1/p} \leq C(\gamma_n)^{1/2}. \tag{218}
\]

**Proof of Theorem 3.7.** Observe that Lemma 2.1 and (217) ensure that for all \(n \in \mathbb{N}\), \(A \in \mathbb{F}_{n-1}\) it holds that

\[
\mathbb{E}[\|D_n\|^p 1_A] \leq \kappa \mathbb{E}[(1 + \|\Theta_{n-1}\|^p)1_A]
\leq \kappa \mathbb{E}[(1 + \|\Theta_{n-1} - \vartheta\|^p + 2^p\|\vartheta\|^p)1_A]
\leq \kappa \max\{1 + 2^p\|\vartheta\|^p, 2^p\} \mathbb{E}[(1 + \|\Theta_{n-1} - \vartheta\|^p)1_A]. \tag{219}
\]

Combining item (i) in Lemma 2.12 and Proposition 3.6 hence establishes (218). The proof of Theorem 3.7 is thus completed. \(\Box\)

**Remark 3.8** (A comment on assumption (217)). Let \(d \in \mathbb{N}\), \(p \in \{2,4,6,\ldots\}\), \(\kappa \in (0,\infty)\), let \(D : \mathbb{N} \times \Omega \to \mathbb{R}^d\) be an \((\mathbb{F}_n)_{n \in \mathbb{N}}/\mathcal{B}(\mathbb{R}^d)\)-adapted stochastic process, and let \(\Theta : \mathbb{N}_0 \times \Omega \to \mathbb{R}^d\) be an \((\mathbb{F}_n)_{n \in \mathbb{N}_0}/\mathcal{B}(\mathbb{R}^d)\)-adapted stochastic process. Then the following two statements are equivalent:

(i) For all \(n \in \mathbb{N}\), \(A \in \mathbb{F}_{n-1}\) it holds that

\[
\mathbb{E}[\|D_n\|^p 1_A] \leq \kappa \mathbb{E}[(1 + \|\Theta_{n-1}\|^p)1_A]. \tag{220}
\]

(ii) For all \(n \in \mathbb{N}\) it holds \(\mathbb{P}\)-a.s. that

\[
\mathbb{E}[\|D_n\|^p | \mathbb{F}_{n-1}] \leq \kappa (1 + \|\Theta_{n-1}\|^p). \tag{221}
\]
4 Applications

In this section we present several consequences of Theorem 3.7 above. In particular, we prove in this section for every arbitrarily small \( \varepsilon \in (0, \infty) \) and every arbitrarily large \( p \in (0, \infty) \) that SGD optimization algorithms converge in the strong \( L^p \)-sense with order \( \frac{1}{2} - \varepsilon \) to the global minimum of the objective function of a suitable stochastic optimization problem.

4.1 Strong \( L^p \)-convergence rate for a specific type of SAAs

In order to apply Theorem 3.7 to a SGD optimization algorithm we need to verify that the sequence \( \gamma_n \in (0, \infty), n \in \mathbb{N} \) of learning rates of the considered SGD optimization algorithm satisfies the hypothesis in (215) in Theorem 3.7. For this we employ the next result, Lemma 4.1 below, which, in particular, provides explicit examples of sequences that satisfy the hypothesis in (215) in Theorem 3.7.

Lemma 4.1 (Example of suitable learning rates). Let \( k, \alpha, c \in (0, \infty), \nu \in \mathbb{R} \setminus \{1\}, (\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty) \) satisfy for all \( n \in \mathbb{N} \) that \( \gamma_n = \alpha n^{-\nu} \). Then the following two statements are equivalent:

(i) It holds that \( \nu \in (0, 1) \).

(ii) It holds that

\[
\limsup_{n \to \infty} \gamma_n = 0 < \liminf_{n \to \infty} \left[ \frac{c(\gamma_n)}{(\gamma_n)_{k+1}} \right].
\]  

(222)

Proof of Lemma 4.1. Throughout this proof let \((\Gamma_{n,r})_{n \in \mathbb{N}, r \in \mathbb{R}} \subseteq (0, \infty)\) satisfy for all \( n \in \mathbb{N}, r \in \mathbb{R} \) that \( \Gamma_{n,r} = \alpha n^{-r} \). Note that for all \( r \in (0, \infty) \) it holds that

\[
\limsup_{n \to \infty} \Gamma_{n,r} = \limsup_{n \to \infty} \left[ \frac{\alpha}{n^r} \right] = 0.
\]  

(223)

Moreover, observe that Lemma 2.10 (with \( \beta = (k + 1)r, \delta = kr \) for \( r \in (0, 1) \) in the notation of Lemma 2.10) and the fact that for all \( r \in (0, 1) \) it holds that

\[
(k + 1)r = kr + r < kr + 1
\]

prove that for all \( r \in (0, 1) \) it holds that

\[
\liminf_{n \to \infty} \left[ \frac{(\Gamma_{n,r})^k - (\Gamma_{n-1,r})^k}{(\Gamma_{n,r})^{k+1}} \right] = \liminf_{n \to \infty} \left[ \frac{\alpha}{n^r} \right] = \frac{1}{\alpha} \liminf_{n \to \infty} \left[ \frac{n^{-kr} - (n-1)^{-kr}}{n^{-(k+1)r}} \right] = 0.
\]  

(224)
In addition, note that for all $r \in (0, \infty)$ it holds that

$$
\liminf_{n \to \infty} \left[ \frac{(\Gamma_{n-1,r})^k}{(\Gamma_n)^k} \right] = \liminf_{n \to \infty} \left[ \frac{(\frac{\alpha}{n-1})^k}{(\frac{\alpha}{n})^k} \right] = \liminf_{n \to \infty} \left[ \frac{n^{kr}}{(n-1)^{kr}} \right] = \liminf_{n \to \infty} \left[ \frac{(n+1)^{kr}}{n^{kr}} \right] = \liminf_{n \to \infty} \left[ (1 + 1/n)^{kr} \right] = 1. \tag{225}
$$

Therefore, we obtain that for all $r \in (0, 1)$ it holds that

$$
\liminf_{n \to \infty} \left[ \frac{(\Gamma_{n,r})^k - (\Gamma_{n-1,r})^k}{(\Gamma_n)^{k+1}} + \frac{c(\Gamma_{n-1,r})^k}{(\Gamma_n)^k} \right] \geq \liminf_{n \to \infty} \left[ \frac{(\Gamma_{n,r})^k - (\Gamma_{n-1,r})^k}{(\Gamma_n)^{k+1}} \right] + \liminf_{n \to \infty} \left[ \frac{c(\Gamma_{n-1,r})^k}{(\Gamma_n)^k} \right] = c > 0. \tag{226}
$$

Next observe that for all $r \in (-\infty, 0)$ it holds that

$$
\limsup_{n \to \infty} \Gamma_n = \limsup_{n \to \infty} [\alpha n^{\lceil r \rceil}] = \infty. \tag{227}
$$

Moreover, note that for all $r \in (1, \infty)$, $n \in \{2, 3, \ldots\}$ it holds that

$$
\frac{(\Gamma_{n-1,r})^k - (\Gamma_{n-1,r})^k}{(\Gamma_n)^{k+1}} = \frac{1}{\alpha} \left[ n^{-kr} - (n-1)^{-kr} \right] = \frac{n^{k+1}r}{\alpha} \left[ \frac{1}{n^{kr}} - \frac{1}{(n-1)^{kr}} \right] = \frac{(kr)n^{k+1}r}{\alpha} \int_{n-1}^{n} \frac{1}{x^{kr+1}} \, dx \leq \frac{(kr)n^{k+1}r}{\alpha \alpha n^{kr+1}} = \frac{(kr)n^{r-1}}{\alpha}. \tag{228}
$$
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This assures that for all \( r \in (1, \infty) \) it holds that

\[
\liminf_{n \to \infty} \left[ \frac{(\Gamma_{n,r})^k - (\Gamma_{n-1,r})^k}{(\Gamma_{n,r})^{k+1}} + \frac{c(\Gamma_{n-1,r})^k}{(\Gamma_{n,r})^k} \right] \\
\leq \liminf_{n \to \infty} \left[ -\frac{krn^{r-1}}{\alpha} + \frac{c\left(\frac{\alpha}{(n-1)r}\right)^k}{\left(\frac{\alpha}{n}\right)^k} \right] \\
= \liminf_{n \to \infty} \left[ -\frac{krn^{r-1}}{\alpha} + \frac{cn^r}{(n-1)r^k} \right] \\
= \liminf_{n \to \infty} \left[ -\frac{kr(n+1)^{r-1}}{\alpha} + \frac{c(n+1)r^k}{n^k} \right] \\
= \liminf_{n \to \infty} \left[ -\frac{kr(n+1)^{r-1}}{\alpha} + \frac{c[1 + 1/n]^r}{n^k} \right] \\
= c + \liminf_{n \to \infty} \left[ -\frac{krn^{r-1}}{\alpha} \right] = -\infty.
\]

Combining this, (223), (226), and (227) completes the proof of Lemma 4.1. \( \square \)

**Lemma 4.2.** Let \((\Omega, \mathcal{F}, \mu)\) be a sigma-finite measure space, let \((X, \mathcal{X})\) and \((Y, \mathcal{Y})\) be measurable spaces, let \(Y: \Omega \to Y\) be \(\mathcal{F}/\mathcal{Y}\) measurable, let \(d \in \mathbb{N}\), let \(G: X \times Y \to \mathbb{R}^d\) be \((X \otimes Y)/\mathcal{B}(\mathbb{R}^d)\)-measurable, let \(\|\cdot\|: \mathbb{R}^d \to [0, \infty)\) be a norm, and assume for all \(x \in X\) that \(\int_{\Omega} \|G(x, Y(\omega))\| \mu(d\omega) < \infty\). Then it holds that the function

\[
X \ni x \mapsto \int_{\Omega} G(x, Y(\omega)) \mu(d\omega) \in \mathbb{R}^d
\]

is \(\mathcal{X}/\mathcal{B}(\mathbb{R}^d)\)-measurable.

**Proof.** Throughout this proof assume w.l.o.g. that \(X \neq \emptyset\), let \(G_i: X \times Y \to \mathbb{R}\), \(i \in \{1, 2, \ldots, d\}\), be the functions which satisfy for all \(x \in X\), \(y \in Y\) that

\[
G(x, y) = (G_1(x, y), G_2(x, y), \ldots, G_d(x, y)),
\]

let \(c \in (0, \infty)\) satisfy

\[
c = \sup_{\theta = (\theta_1, \ldots, \theta_d) \in \mathbb{R}^d \setminus \{0\}} \left( \frac{\sum_{i=1}^d |\theta_i|}{\|\theta\|} \right),
\]

let \(v \in X\), and let \(\nu: \mathcal{X} \to [0, \infty]\) be the measure which satisfies for all \(A \in \mathcal{X}\) that

\[
\nu(A) = \begin{cases} 1 & : v \in A \\ 0 & : v \in X \setminus A. \end{cases}
\]
Observe that (231), (232), and the hypothesis that for all $x \in X$ it holds that $\int_\Omega \|G(x, Y(\omega))\| \mu(d\omega) < \infty$ ensure that for all $i \in \{1, 2, \ldots, d\}$, $x \in X$ it holds that

$$\int_\Omega \max\{G_i(x, Y(\omega)), 0\} \mu(d\omega) + \int_\Omega \max\{-G_i(x, Y(\omega)), 0\} \mu(d\omega)$$

$$= \int_\Omega |G_i(x, Y(\omega))| \mu(d\omega)$$

$$\leq \int_\Omega \left[ \sum_{j=1}^d |G_j(x, Y(\omega))| \right] \mu(d\omega)$$

$$\leq c \int_\Omega \|G(x, Y(\omega))\| \mu(d\omega) < \infty.$$  \hfill (234)

Hence, we obtain that for all $i \in \{1, 2, \ldots, d\}$, $x \in X$ it holds that

$$\int_\Omega G_i(x, Y(\omega)) \mu(d\omega)$$

$$= \int_\Omega \left[ \max\{G_i(x, Y(\omega)), 0\} + \min\{G_i(x, Y(\omega)), 0\} \right] \mu(d\omega)$$

$$\leq \int_\Omega \left[ \sum_{j=1}^d |G_j(x, Y(\omega))| \right] \mu(d\omega)$$

$$\leq c \int_\Omega \|G(x, Y(\omega))\| \mu(d\omega) < \infty.$$  \hfill (235)

Next note that Fubini’s theorem and the fact that the measure $(\nu \otimes \mu) : (\mathcal{X} \otimes \mathcal{F}) \to [0, \infty]$ is sigma-finite prove that for all $i \in \{1, 2, \ldots, d\}$ it holds that the functions

$$X \ni x \mapsto \int_\Omega \max\{G_i(x, Y(\omega)), 0\} \mu(d\omega) \in [0, \infty]$$  \hfill (236)

and

$$X \ni x \mapsto \int_\Omega \max\{-G_i(x, Y(\omega)), 0\} \mu(d\omega) \in [0, \infty]$$  \hfill (237)

are $\mathcal{X}/\mathcal{B}([0, \infty])$-measurable. Combining this with (234) demonstrates that for all $i \in \{1, 2, \ldots, d\}$ it holds that the functions

$$X \ni x \mapsto \int_\Omega \max\{G_i(x, Y(\omega)), 0\} \mu(d\omega) \in [0, \infty]$$  \hfill (238)

and

$$X \ni x \mapsto \int_\Omega \max\{-G_i(x, Y(\omega)), 0\} \mu(d\omega) \in [0, \infty]$$  \hfill (239)
are $\mathcal{X}/\mathcal{B}([0, \infty))$-measurable. This and (233) ensure that for all $i \in \{1, 2, \ldots, d\}$ it holds that the function $G_i: \mathbb{X} \to \mathbb{R}$ is $\mathcal{X}/\mathcal{B}(\mathbb{R})$-measurable. The proof of Lemma 4.2 is thus completed.

**Proposition 4.3.** Let $d \in \mathbb{N}$, $p \in \{2, 4, 6, \ldots\}$, $\alpha, \kappa, c \in (0, \infty)$, $\nu \in (0, 1)$, $\xi, \vartheta \in \mathbb{R}^d$, let $\langle \cdot, \cdot \rangle: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a scalar product, let $\|\cdot\|: \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $\|\theta\| = \sqrt{\langle \theta, \theta \rangle}$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $(S, \mathcal{S})$ be a measurable space, let $X_n: \Omega \to S$, $n \in \mathbb{N}$, be i.i.d. random variables, let $G: \mathbb{R}^d \times S \to \mathbb{R}^d$ be $(\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R}^d)$-measurable, let $g: \mathbb{R}^d \to \mathbb{R}^d$ be a function, assume for all $\theta \in \mathbb{R}^d$ that

\[
\mathbb{E}\left[\|G(\theta, X_1) - g(\theta)\|^p\right] \leq \kappa (1 + \|\theta\|^p), \quad g(\theta) = \mathbb{E}[G(\theta, X_1)], \quad (240)
\]

and

\[
\langle \theta - \vartheta, g(\theta) \rangle \leq -c \max\{\|\theta - \vartheta\|^2, \|g(\theta)\|^2\}, \quad (241)
\]

and let $\Theta: \mathbb{N}_0 \times \Omega \to \mathbb{R}^d$ be the stochastic process which satisfies for all $n \in \mathbb{N}$ that

\[
\Theta_0 = \xi \quad \text{and} \quad \Theta_n = \Theta_{n-1} + \frac{\omega}{n} G(\Theta_{n-1}, X_n). \quad (242)
\]

Then there exists $C \in (0, \infty)$ such that for all $n \in \mathbb{N}$ it holds that

\[
\{ \theta \in \mathbb{R}^d: g(\theta) = 0 \} = \{ \vartheta \} \quad \text{and} \quad \left(\mathbb{E}\left[\|\Theta_n - \vartheta\|^p\right]\right)^{1/p} \leq C n^{-\nu/2}. \quad (243)
\]

**Proof of Proposition 4.3.** Throughout this proof let $(\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty)$ satisfy for all $n \in \mathbb{N}$ that $\gamma_n = an^{-\nu}$, let $D: \mathbb{N} \times \Omega \to \mathbb{R}^d$ be the function which satisfies for all $n \in \mathbb{N}$ that

\[
D_n = G(\Theta_{n-1}, X_n) - g(\Theta_{n-1}), \quad (244)
\]

let $\mathcal{G}: \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that

\[
\mathcal{G}(\theta) = \mathbb{E}\left[\|G(\theta, X_1) - g(\theta)\|^p\right], \quad (245)
\]

and let $\mathcal{F}_n \subseteq \mathcal{F}$, $n \in \mathbb{N}_0$, be the sigma-algebras which satisfy for all $n \in \mathbb{N}$ that

\[
\mathcal{F}_0 = \{\}, \Omega \quad \text{and} \quad \mathcal{F}_n = \sigma(\Theta_1, \Theta_2, \ldots, \Theta_n). \quad (246)
\]

Observe that (240), the hypothesis that the function $G: \mathbb{R}^d \times S \to \mathbb{R}^d$ is $(\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R}^d)$-measurable, and Lemma 4.2 (with $\Omega = \Omega$, $\mathcal{F} = \mathcal{F}$, $\mu = \mathbb{P}$, $\mathbb{X} = \mathbb{R}^d$, $\mathcal{X} = \mathcal{B}(\mathbb{R}^d)$, $\mathbb{Y} = S$, $\mathcal{Y} = S$, $\mathcal{Y} = X_1$, $d = d$, $G = G$, $\|\cdot\| = \|\cdot\|_1$ in the notation of Lemma 4.2) prove that the function $g: \mathbb{R}^d \to \mathbb{R}^d$ is $\mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R}^d)$-measurable. Next note that the hypothesis that the function $G: \mathbb{R}^d \times S \to \mathbb{R}^d$ is $(\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R}^d)$-measurable, the hypothesis that $\Theta_0 = \xi$, and (242) imply that $\Theta$ is an $(\mathcal{F}_n)_{n \in \mathbb{N}_0}/\mathcal{B}(\mathbb{R}^d)$-adapted
stochastic process. Combining (244) and the fact that the function \( g: \mathbb{R}^d \to \mathbb{R}^d \) is \( \mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R}^d) \)-measurable with the hypothesis that the function \( G: \mathbb{R}^d \times S \to \mathbb{R}^d \) is \( (\mathcal{B}(\mathbb{R}^d) \otimes \mathcal{S})/\mathcal{B}(\mathbb{R}^d) \)-measurable hence demonstrates that \( D \) is an \( (\mathcal{F}_n)_{n \in \mathbb{N}}/\mathcal{B}(\mathbb{R}^d) \)-adapted stochastic process. Furthermore, note that (242) proves that

\[
\mathbb{E}[\|\Theta_0\|_p] = \|\xi\|_p < \infty.
\]  

(247)

In addition, observe that (244) and (242) ensure that for all \( n \in \mathbb{N} \) it holds that

\[
\Theta_n = \Theta_{n-1} + \frac{\alpha}{n^p} G(\Theta_{n-1}, X_n)
= \Theta_{n-1} + \frac{\alpha}{n^p} (g(\Theta_{n-1}) + D_n)
= \Theta_{n-1} + \gamma_n (g(\Theta_{n-1}) + D_n).
\]  

(248)

Next observe that (240), item (ii) in Lemma 2.8, the fact that for all \( n \in \mathbb{N} \) it holds that \( X_n \) is independent of \( \mathcal{F}_n \) with the hypothesis that the function \( G \) is \( \mathcal{F}_n \)-measurable, the fact that for all \( n \in \mathbb{N} \) it holds that \( X_n \) is independent of \( \mathcal{F}_n \) ensure that for all \( n \in \mathbb{N} \), \( A \in \mathcal{F}_{n-1} \) it holds that

\[
\mathbb{E}[\|D_n\|_p^p 1_A] = \mathbb{E}[\|G(\Theta_{n-1}, X_n) - g(\Theta_{n-1})\|_p^p 1_A]
= \mathbb{E}\left[ \mathbb{E}[\|G(\Theta_{n-1}, X_n) - g(\Theta_{n-1})\|_p^p 1_A | \mathcal{F}_{n-1}] \right]
= \mathbb{E}\left[ \mathbb{E}[\|G(\Theta_{n-1}, X_n) - g(\Theta_{n-1})\|_p^p | \mathcal{F}_{n-1}] 1_A \right]
= \mathbb{E}\left[ \mathbb{E}[G(\Theta_{n-1}) 1_A] \right]
= \kappa \mathbb{E}\left[ (1 + \|\Theta_{n-1}\|_p^p) 1_A \right].
\]  

(249)

Moreover, note that Corollary 2.9 the fact that for all \( n \in \mathbb{N} \) it holds that the function \( \Theta_{n-1} \) is \( \mathcal{F}_{n-1}/\mathcal{B}(\mathbb{R}^d) \)-measurable, the fact that for all \( \theta \in \mathbb{R}^d \) it holds that \( \mathbb{E}[\|G(\theta, X_1) - g(\theta)\|] < \infty \), and the fact that for all \( n \in \mathbb{N} \) it holds that \( X_n \) is independent of \( \mathcal{F}_{n-1} \) prove that for all \( n \in \mathbb{N} \), \( A \in \mathcal{F}_{n-1} \) with \( \mathbb{E}[\|D_n\|] < \infty \) it holds that

\[
\mathbb{E}[D_n 1_A] = \mathbb{E}\left[ (G(\Theta_{n-1}, X_n) - g(\Theta_{n-1})) 1_A \right]
= \mathbb{E}\left[ \mathbb{E}[G(\Theta_{n-1}, X_n) - g(\Theta_{n-1}) 1_A | \mathcal{F}_{n-1}] \right]
= \mathbb{E}\left[ \mathbb{E}[G(\Theta_{n-1}, X_n) | \mathcal{F}_{n-1}] - g(\Theta_{n-1}) 1_A \right]
= \mathbb{E}\left[ (g(\Theta_{n-1}) - g(\Theta_{n-1})) 1_A \right] = 0.
\]  

(250)
Furthermore, observe that Lemma 4.1 ensures that for all \( k \in (0, \infty) \) it holds that
\[
\limsup_{n \to \infty} \gamma_n = 0 < \liminf_{n \to \infty} \left[ \frac{(\gamma_n)^k - (\gamma_{n-1})^k}{(\gamma_n)^{k+1}} + \frac{c(\gamma_{n-1})^k}{2(\gamma_n)^k} \right].
\]
This implies that
\[
\limsup_{l \to \infty} \gamma_l = 0 < \min_{k \in \{1, 2, \ldots, p/2\}} \left( \liminf_{l \to \infty} \left[ \frac{(\gamma_l)^k - (\gamma_{l-1})^k}{(\gamma_l)^{k+1}} + \frac{c(\gamma_{l-1})^k}{2(\gamma_l)^k} \right] \right). 
\]
Combining the fact that \( D \) is an \((\mathcal{F}_n)_{n \in \mathbb{N}}/\mathcal{B}(\mathbb{R}^d)\)-adapted stochastic process, the fact that the function \( \Theta_0 \) is \( \mathcal{F}_0/\mathcal{B}(\mathbb{R}^d) \)-measurable, (241), and (247)–(250) with Theorem 3.7 hence demonstrates that there exists \( C \in (0, \infty) \) such that for all \( n \in \mathbb{N} \) it holds that
\[
\{ \theta \in \mathbb{R}^d : g(\theta) = 0 \} = \{ \vartheta \}
\]
and
\[
(\mathbb{E}[\|\Theta_n - \vartheta\|^p])^{1/p} \leq C(\gamma_n)^{1/2} = [C\sqrt{\alpha}]n^{-\nu/2}.
\]
This establishes (243). The proof of Proposition 4.3 is thus completed. \( \square \)

4.2 Strong \( L^p \)-convergence rate for stochastic gradient descent

**Lemma 4.4.** Let \( d \in \mathbb{N} \), let \((S,S)\) be a measurable space, let \( F = (F(\theta,x))_{\theta \in \mathbb{R}^d, x \in S} : \mathbb{R}^d \times S \to \mathbb{R} \) be \((\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R})\)-measurable, and assume for all \( x \in S \) that
\[
(\mathbb{R}^d \ni \theta \mapsto F(\theta, x) \in \mathbb{R}) \in C^1(\mathbb{R}^d, \mathbb{R}).
\]
Then it holds that the function
\[
\mathbb{R}^d \times S \ni (\theta, x) \mapsto (\nabla_\theta F)(\theta, x) \in \mathbb{R}^d
\]
is \((\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R}^d)\)-measurable.

**Proof of Lemma 4.4.** Throughout this proof let \( G = (G_1, \ldots, G_d) : \mathbb{R}^d \times S \to \mathbb{R}^d \) be the function which satisfies for all \( \theta \in \mathbb{R}^d, x \in S \) that
\[
G(\theta, x) = (\nabla_\theta F)(\theta, x).
\]
The hypothesis that the function \( F : \mathbb{R}^d \times S \to \mathbb{R} \) is \((\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R})\)-measurable implies that for all \( i \in \{1, \ldots, d\} \), \( h \in \mathbb{R} \setminus \{0\} \) it holds that the function
\[
\mathbb{R}^d \times S \ni (\theta, x) = ((\theta_1, \ldots, \theta_d), x) \mapsto \left( \frac{F((\theta_1, \ldots, \theta_{i-1}, \theta_i + h, \theta_{i+1}, \ldots, \theta_d), x) - F(\theta, x)}{h} \right) \in \mathbb{R}
\]
is \( (\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R}) \)-measurable. The fact that for all \( i \in \{1, \ldots, d\}, \theta = (\theta_1, \ldots, \theta_d) \in \mathbb{R}^d, x \in S \) it holds that

\[
G_i(\theta, x) = \lim_{n \to \infty} \left( \frac{F((\theta_1, \ldots, \theta_{i-1}, \theta_i + 2^{-n} \theta_{i+1}, \ldots, \theta_d), x) - F(\theta, x)}{2^{-n}} \right)
\]

hence ensures that for all \( i \in \{1, \ldots, d\} \) it holds that the function \( G_i : \mathbb{R}^d \times S \to \mathbb{R} \) is \( (\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R}) \)-measurable. This and (257) complete the proof of Lemma 4.4.

**Corollary 4.5.** Let \( d \in \mathbb{N}, p \in \{2, 4, 6, \ldots\}, \alpha, \kappa, c \in (0, \infty), \nu \in (0, 1), \xi, \vartheta \in \mathbb{R}^d, \) let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be a scalar product, let \( \|\cdot\| : \mathbb{R}^d \to [0, \infty) \) be the function which satisfies for all \( \theta \in \mathbb{R}^d \) that \( \|\theta\| = \sqrt{\langle \theta, \theta \rangle} \), let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space, let \( (S, S) \) be a measurable space, let \( X_n : \Omega \to \mathbb{R}, n \in \mathbb{N}, \) be i.i.d. random variables, let \( F = (F(\theta, x))_{\theta \in \mathbb{R}^d, x \in S} : \mathbb{R}^d \times S \to \mathbb{R} \) be \( (\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R}) \)-measurable, let \( g : \mathbb{R}^d \to \mathbb{R}^d \) be a function, assume for all \( x \in S \) that \( (\mathbb{R}^d \ni \theta \mapsto F(\theta, x) \in \mathbb{R}) \in C^1(\mathbb{R}^d, \mathbb{R}) \), assume for all \( \theta \in \mathbb{R}^d \) that

\[
\mathbb{E}\left[\|\nabla g F(\theta, X_1) - g(\theta)\|^p\right] \leq \kappa (1 + \|\theta\|^p),
\]

\[
\langle \theta - \vartheta, g(\theta) \rangle \leq -c \max \{\|\theta - \vartheta\|^2, \|g(\theta)\|^2\},
\]

and \( g(\theta) = \mathbb{E}\left[\nabla g F(\theta, X_1)\right] \), and let \( \Theta : \mathbb{N}_0 \times \Omega \to \mathbb{R}^d \) be the function which satisfies for all \( n \in \mathbb{N} \) that

\[
\Theta_0 = \xi \quad \text{and} \quad \Theta_n = \Theta_{n-1} + \frac{\vartheta}{n} (\nabla g F) (\Theta_{n-1}, X_n).
\]

Then there exists \( C \in (0, \infty) \) such that for all \( n \in \mathbb{N} \) it holds that

\[
\{ \theta \in \mathbb{R}^d : g(\theta) = 0 \} = \{ \vartheta \} \quad \text{and} \quad \left( \mathbb{E}\left[\|\Theta_n - \vartheta\|^p\right]\right)^{1/p} \leq C n^{-\nu/2}.
\]

**Proof of Corollary 4.5.** Combining Lemma 4.4 and Proposition 4.3 (with \( G(\theta, x) = \nabla g F(\theta, x), g(\theta) = g(\theta) \) for \( \theta \in \mathbb{R}^d, x \in S \) in the notation of Proposition 4.3) establishes (263). The proof of Corollary 4.5 is thus completed.

**Corollary 4.6.** Let \( d \in \mathbb{N}, p \in \{2, 4, 6, \ldots\}, \alpha, \kappa, c \in (0, \infty), \nu \in (0, 1), \xi, \vartheta \in \mathbb{R}^d, \) let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be a scalar product, let \( \|\cdot\| : \mathbb{R}^d \to [0, \infty) \) be the function which satisfies for all \( \theta \in \mathbb{R}^d \) that \( \|\theta\| = \sqrt{\langle \theta, \theta \rangle} \), let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space, let \( (S, S) \) be a measurable space, let \( X_n : \Omega \to \mathbb{R}, n \in \mathbb{N}, \) be i.i.d. random variables, and let \( F = (F(\theta, x))_{\theta \in \mathbb{R}^d, x \in S} : \mathbb{R}^d \times S \to \mathbb{R} \) be \( (\mathcal{B}(\mathbb{R}^d) \otimes S)/\mathcal{B}(\mathbb{R}) \)-measurable, assume for all \( x \in S \) that \( (\mathbb{R}^d \ni \theta \mapsto F(\theta, x) \in \mathbb{R}) \in C^1(\mathbb{R}^d, \mathbb{R}) \), assume for all \( \theta \in \mathbb{R}^d \) that

\[
\mathbb{E}\left[\|\nabla g F(\theta, X_1)\|\right] < \infty,
\]

(264)
\[
\langle \theta - \vartheta, \mathbb{E}[(\nabla_\theta F)(\theta, X_1)] \rangle \leq -c \max \{ \| \theta - \vartheta \|^2, \| \mathbb{E}[(\nabla_\theta F)(\theta, X_1)] \|^2 \}, \tag{265}
\]
\[
\mathbb{E} \left[ \| (\nabla_\theta F)(\theta, X_1) - \mathbb{E}[(\nabla_\theta F)(\theta, X_1)] \|^p \right] \leq \kappa (1 + \| \theta \|^p), \tag{266}
\]
and let \( \Theta : \mathbb{N}_0 \times \Omega \to \mathbb{R}^d \) be the function which satisfies for all \( n \in \mathbb{N} \) that
\[
\Theta_0 = \xi \quad \text{and} \quad \Theta_n = \Theta_{n-1} + \frac{\alpha}{n^2} (\nabla_\theta F)(\Theta_{n-1}, X_n). \tag{267}
\]

Then

(i) it holds that \( \{ \theta \in \mathbb{R}^d : \mathbb{E}[(\nabla_\theta F)(\theta, X_1)] = 0 \} = \{ \vartheta \} \) and

(ii) there exists \( C \in (0, \infty) \) such that for all \( n \in \mathbb{N} \) it holds that
\[
\left( \mathbb{E} \left[ \| \Theta_n - \vartheta \|^p \right] \right)^{1/p} \leq C n^{-\nu/2}. \tag{268}
\]

Proof of Corollary 4.6. Corollary 4.5 (with \( g(\theta) = \mathbb{E}[(\nabla_\theta F)(\theta, X_1)] \) for \( \theta \in \mathbb{R}^d \) in the notation of Corollary 4.5) establishes (268). The proof of Corollary 4.6 is thus completed. \( \square \)

Lemma 4.7. Let \( d \in \mathbb{N}, \ p \in [1, \infty), \) let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be a scalar product, let \( \| \cdot \| : \mathbb{R}^d \to [0, \infty) \) be the function which satisfies for all \( \theta \in \mathbb{R}^d \) that \( \| \theta \| = \sqrt{\langle \theta, \theta \rangle} \), let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space, let \( I \) be a non-empty set, let \( X_i : \Omega \to \mathbb{R}^d, \ i \in I, \) be random variables, assume for all \( i \in I \) that \( \mathbb{E}[\| X_i \|] < \infty, \) and assume that
\[
\sup_{i \in I} \mathbb{E}[\| X_i - \mathbb{E}[X_i] \|^p] < \infty \quad \text{and} \quad \mathbb{P}(\sup_{i \in I} \| X_i \| < \infty) > 0. \tag{269}
\]

Proof of Lemma 4.7. Throughout this proof let \( Y_i : \Omega \to [0, \infty), \ i \in I, \) be the random variables which satisfy for all \( i \in I \) that
\[
Y_i = \| X_i - \mathbb{E}[X_i] \|^p \tag{270}
\]
and let \( j = (j_k)_{k \in \mathbb{N}} : \mathbb{N} \to I \) be a function which satisfies for all \( k \in \mathbb{N} \) that
\[
\mathbb{E}[\| X_{j_k} \|^p] \leq \mathbb{E}[\| X_{j_{k+1}} \|^p] \quad \text{and} \quad \limsup_{l \to \infty} \mathbb{E}[\| X_{j_l} \|^p] = \sup_{i \in I} \mathbb{E}[\| X_i \|^p]. \tag{271}
\]

Observe that the hypothesis that \( \sup_{i \in I} \mathbb{E}[\| X_i - \mathbb{E}[X_i] \|^p] < \infty \) and Fatou’s lemma imply that for all functions \( (n_k)_{k \in \mathbb{N}} : \mathbb{N} \to I \) it holds that
\[
\mathbb{E}[\liminf_{k \to \infty} Y_{n_k}] \leq \liminf_{k \to \infty} \mathbb{E}[Y_{n_k}]
\]
\[
= \liminf_{k \to \infty} \mathbb{E}[\| X_{n_k} - \mathbb{E}[X_{n_k}] \|^p] \tag{272}
\]
\[
\leq \sup_{i \in I} \mathbb{E}[\| X_i - \mathbb{E}[X_i] \|^p] < \infty.
\]
Moreover, note that the triangle inequality assures that for all functions \((n_k)_{k \in \mathbb{N}} : \mathbb{N} \to \mathbb{I}\) it holds that

\[
E \left[ \liminf_{k \to \infty} Y_{n_k} \right] = E \left[ \liminf_{k \to \infty} \|E[X_{n_k}] - X_{n_k}\|^p \right] \\
\geq E \left[ \liminf_{k \to \infty} \|E[X_{n_k}] - \|X_{n_k}\|\|^p \right].
\tag{273}
\]

The fact that \(\forall x \in [0, \infty): x^p \geq \max\{x, 0\} - 1\) therefore implies that for all functions \((n_k)_{k \in \mathbb{N}} : \mathbb{N} \to \mathbb{I}\) it holds that

\[
E \left[ \liminf_{k \to \infty} \|E[X_{n_k}] - X_{n_k}\|^p \right] \geq E \left[ \liminf_{k \to \infty} \|E[X_{n_k}]\| - \|X_{n_k}\|\|^p \right].
\tag{274}
\]

Combining this with \(272\) proves that for all functions \((n_k)_{k \in \mathbb{N}} : \mathbb{N} \to \mathbb{I}\) it holds that

\[
E \left[ \liminf_{k \to \infty} \|E[X_{n_k}]\| - \sup_{i \in \mathbb{I}} \|X_i\|\right] < \infty.
\tag{275}
\]

Hence, we obtain that for all functions \((n_k)_{k \in \mathbb{N}} : \mathbb{N} \to \mathbb{I}\) it holds that

\[
P \left( \liminf_{k \to \infty} \|E[X_{n_k}]\| - \sup_{i \in \mathbb{I}} \|X_i\| < \infty \right) = 1.
\tag{276}
\]

Therefore, we obtain that for all functions \((n_k)_{k \in \mathbb{N}} : \mathbb{N} \to \mathbb{I}\) it holds that

\[
P \left( \liminf_{k \to \infty} \left[ \|E[X_{n_k}]\| - \sup_{i \in \mathbb{I}} \|X_i\| \right] < \infty \right) = 1.
\tag{277}
\]

Next note that for all \(A, B \in \mathcal{F}\) with \(P(A) = 1\) and \(P(B) > 0\) it holds that

\[
P(\Omega \setminus (A \cap B)) = P(\Omega \setminus A) \cup (\Omega \setminus B) \leq P(\Omega \setminus A) + P(\Omega \setminus B) = P(\Omega \setminus B) < 1.
\tag{278}
\]

Hence, we obtain that for all \(A, B \in \mathcal{F}\) with \(P(A) = 1\) and \(P(B) > 0\) it holds that \(P(A \cap B) > 0\). Combining this and the hypothesis that \(P(\sup_{i \in \mathbb{I}} \|X_i\| < \infty) > 0\) with \(277\) proves that for all functions \((n_k)_{k \in \mathbb{N}} : \mathbb{N} \to \mathbb{I}\) it holds that

\[
P \left( \left\{ \liminf_{k \to \infty} \left[ \|E[X_{n_k}]\| - \sup_{i \in \mathbb{I}} \|X_i\| \right] < \infty \right\} \cap \left\{ \sup_{i \in \mathbb{I}} \|X_i\| < \infty \right\} \right) > 0.
\tag{279}
\]
Therefore, we obtain that for all functions \((n_k)_{k \in \mathbb{N}}: \mathbb{N} \to \mathbb{I}\) it holds that

\[
\{ \lim_{k \to \infty} \inf \left[ \| \mathbb{E}[X_{n_k}] \| - \sup_{i \in \mathbb{I}} \| X_i \| \right] < \infty \} \cap \{ \sup_{i \in \mathbb{I}} \| X_i \| < \infty \}
= \left\{ \omega \in \Omega : \left( \lim_{k \to \infty} \inf \left[ \| \mathbb{E}[X_{n_k}] \| - \sup_{i \in \mathbb{I}} \| X_i(\omega) \| \right] < \infty, \sup_{i \in \mathbb{I}} \| X_i(\omega) \| < \infty \right) \right\}
\neq \emptyset.
\] (280)

Moreover, note that for all functions \((n_k)_{k \in \mathbb{N}}: \mathbb{N} \to \mathbb{I}\) and all \(\omega \in (\liminf_{k \to \infty} \| \mathbb{E}[X_{n_k}] \| - \sup_{i \in \mathbb{I}} \| X_i \|) \cap \{ \sup_{i \in \mathbb{I}} \| X_i \| < \infty \}\) it holds that

\[
\liminf_{k \to \infty} \| \mathbb{E}[X_{n_k}] \| < \infty.
\] (281)

Combining this with (280) proves that for all functions \((n_k)_{k \in \mathbb{N}}: \mathbb{N} \to \mathbb{I}\) it holds that

\[
\liminf_{k \to \infty} \| \mathbb{E}[X_{n_k}] \| < \infty.
\] (282)

Moreover, observe that Lemma 2.1 ensures that for all functions \((n_k)_{k \in \mathbb{N}}: \mathbb{N} \to \mathbb{I}\) it holds that

\[
\liminf_{k \to \infty} \mathbb{E} \left[ \| X_{n_k} \|^p \right] = \liminf_{k \to \infty} \mathbb{E} \left[ \| X_{n_k} \| - \mathbb{E}[X_{n_k} + \mathbb{E}[X_{n_k}]] \|^{p} \right] 
\leq 2^p \liminf_{k \to \infty} \left( \mathbb{E} \left[ \| X_{n_k} - \mathbb{E}[X_{n_k}] \|^{p} \right] + \| \mathbb{E}[X_{n_k}] \|^{p} \right) 
\leq 2^p \left( \sup_{i \in \mathbb{I}} \mathbb{E} \left[ \| X_i - \mathbb{E}[X_i] \|^{p} \right] \right) + 2^p \left[ \liminf_{k \to \infty} \| \mathbb{E}[X_{n_k}] \| \right]^{p}.
\] (283)

The hypothesis that \(\sup_{i \in \mathbb{I}} \mathbb{E} \left[ \| X_i - \mathbb{E}[X_i] \|^{p} \right] < \infty\) and (282) hence imply that for all functions \((n_k)_{k \in \mathbb{N}}: \mathbb{N} \to \mathbb{I}\) it holds that

\[
\liminf_{k \to \infty} \mathbb{E} \left[ \| X_{n_k} \|^p \right] < \infty.
\] (284)

This and (271) prove that

\[
\sup_{i \in \mathbb{I}} \mathbb{E} \left[ \| X_i \|^p \right] = \limsup_{k \to \infty} \mathbb{E} \left[ \| X_{n_k} \|^p \right] = \liminf_{k \to \infty} \mathbb{E} \left[ \| X_{n_k} \|^p \right] < \infty.
\] (285)

The proof of Lemma 4.7 is thus completed. \(\square\)

**Lemma 4.8.** Let \(d \in \mathbb{N}, \ p \in (1, \infty), \ \kappa \in (0, \infty), \ \theta \in \mathbb{R}^d, \) let \(\langle \cdot, \cdot \rangle: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}\) be a scalar product, let \(\|\cdot\|: \mathbb{R}^d \to [0, \infty)\) be the function which satisfies for all \(\theta \in \mathbb{R}^d\) that \(\|\theta\| = \sqrt{\langle \theta, \theta \rangle},\) let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, let \((S, \mathcal{S})\) be a measurable
space, let $X : \Omega \rightarrow S$ be a random variable, let $F = (F(\theta, x))_{\theta \in \mathbb{R}^d, x \in S} : \mathbb{R}^d \times S \rightarrow \mathbb{R}$ be $(\mathcal{B} (\mathbb{R}^d) \otimes \mathcal{S})/\mathcal{B}(\mathbb{R})$-measurable, let $f : \mathbb{R}^d \rightarrow \mathbb{R}$ be a function, assume for all $x \in S$ that $(\mathbb{R}^d \ni \theta \mapsto F(\theta, x) \in \mathbb{R}) \in C^1(\mathbb{R}^d, \mathbb{R})$, and assume for all $\theta \in \mathbb{R}^d$ that

\begin{align}
\mathbb{E} \left[ |F(\theta, X)| + \| (\nabla_{\theta} F)(\theta, X) \| \right] &< \infty, \tag{286} \\
\mathbb{E} \left[ \| (\nabla_{\theta} F)(\theta, X) - \mathbb{E}[ (\nabla_{\theta} F)(\theta, X) ] \| \right] &\leq \kappa (1 + \| \theta \|), \tag{287}
\end{align}

and $f(\theta) = \mathbb{E}[F(\theta, X)]$. Then

(i) it holds that $f \in C^1(\mathbb{R}^d, \mathbb{R})$ and

(ii) it holds for all $\theta \in \mathbb{R}^d$ that

\begin{equation}
(\nabla f)(\theta) = \mathbb{E}[ (\nabla_{\theta} F)(\theta, X) ]. \tag{288}
\end{equation}

Proof of Lemma 4.8. Throughout this proof let $c \in (0, \infty)$ satisfy

\begin{equation}
c = \sup_{\theta = (\theta_1, \ldots, \theta_d) \in \mathbb{R}^d \setminus \{0\}} \left( \frac{\left( \sum_{j=1}^d |\theta_j| \right)}{\| \theta \|} \right), \tag{289}
\end{equation}

let $q = p - 1 \in (0, \infty)$, and let $e_1 = (1, 0, \ldots, 0)$, $e_2 = (0, 1, 0, \ldots, 0)$, \ldots, $e_d = (0, \ldots, 0, 1) \in \mathbb{R}^d$. Observe that (286), (287), and Lemma 2.1 imply that for all $\theta \in \mathbb{R}^d$, $v \in [-q, q]^d$ it holds that

\begin{align}
\mathbb{E} \left[ \| (\nabla_{\theta} F)(\theta + v, X) \| \right] &
\leq 2^p \left( \mathbb{E} \left[ \| (\nabla_{\theta} F)(\theta + v, X) - \mathbb{E}[ (\nabla_{\theta} F)(\theta + v, X) ] \| \right] + \mathbb{E}[ (\nabla_{\theta} F)(\theta + v, X) ] \right) \\
&\leq 2^p \left( \kappa (1 + \| \theta + v \|) + \mathbb{E}[ \| (\nabla_{\theta} F)(\theta + v, X) \| \right] \right) < \infty.
\end{align}

Moreover, note that (287) assures that for all $\theta \in \mathbb{R}^d$ it holds that

\begin{equation}
\sup_{v \in [-q, q]^d} \left( \mathbb{E} \left[ \| (\nabla_{\theta} F)(\theta + v, X) - \mathbb{E}[ (\nabla_{\theta} F)(\theta + v, X) ] \| \right] \right) \\
\leq \sup_{v \in [-q, q]^d} \left( \kappa (1 + \| \theta + v \|) \right) < \infty. \tag{291}
\end{equation}

Furthermore, observe that the hypothesis that for all $x \in S$ it holds that $(\mathbb{R}^d \ni \theta \mapsto F(\theta, x) \in \mathbb{R}) \in C^1(\mathbb{R}^d, \mathbb{R})$ ensures that for all $\theta \in \mathbb{R}^d$ it holds that

\begin{equation}
\mathbb{P} \left( \sup_{v \in [-q, q]^d} \| (\nabla_{\theta} F)(\theta + v, X) \| < \infty \right) = 1. \tag{292}
\end{equation}
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Lemma 4.7 (with $I = [-q, q]^d$, $X_i = (\nabla_\theta F)(\theta + i, X)$ for $i \in [-q, q]^d$, $\theta \in \mathbb{R}^d$ in the notation of Lemma 4.7), (286), and (291) therefore imply that for all $\theta \in \mathbb{R}^d$ it holds that

$$\sup_{v \in [-q, q]^d} \mathbb{E}[\| (\nabla_\theta F)(\theta + v, X) \|^p] < \infty. \quad (293)$$

This and (289) demonstrate that for all $i \in \{1, 2, \ldots, d\}$, $\theta \in \mathbb{R}^d$ it holds that

$$\sup_{v \in [-q, q]^d} \mathbb{E}[\| \frac{\partial}{\partial \theta_i} F(\theta + v, X) \|] \leq c^p \sup_{v \in [-q, q]^d} \mathbb{E}[\| (\nabla_\theta F)(\theta + v, X) \|^p] < \infty. \quad (294)$$

Next observe that the hypothesis that for all $x \in S$ it holds that $(\mathbb{R}^d \ni \theta \mapsto F(\theta, x) \in \mathbb{R}) \in C^1(\mathbb{R}^d, \mathbb{R})$ and the fundamental theorem of calculus ensure that for all $i \in \{1, 2, \ldots, d\}$, $\theta \in \mathbb{R}^d$, $h \in \mathbb{R}$ it holds that

$$f(\theta + he_i) - f(\theta) = \mathbb{E}[F(\theta + he_i, X) - F(\theta, X)]$$

$$= \mathbb{E}\left[\left. F(\theta + ue_i, X) \right|_{u=0}^{u=h} \right]$$

$$= \mathbb{E}\left[\int_0^h (\frac{\partial}{\partial \theta_i} F)(\theta + ue_i, X)e_i \, du \right] \quad (295)$$

Moreover, note that Fubini’s theorem (see, e.g., Klenke [50, Theorem 14.16]), (294), the hypothesis that $p > 1$, and Jensen’s inequality assure that for all $i \in \{1, 2, \ldots, d\}$, $\theta \in \mathbb{R}^d$, $h \in [-q, q]$ it holds that

$$\mathbb{E}\left[\int_{\min\{h, 0\}}^{\max\{h, 0\}} |(\frac{\partial}{\partial \theta_i} F)(\theta + u e_i, X)| \, du \right] = \int_{\min\{h, 0\}}^{\max\{h, 0\}} \mathbb{E}[|(\frac{\partial}{\partial \theta_i} F)(\theta + u e_i, X)|] \, du$$

$$\leq |h| \sup_{v \in [-q, q]^d} \mathbb{E}[|(\frac{\partial}{\partial \theta_i} F)(\theta + v, X)|]$$

$$\leq |h| \left( \sup_{v \in [-q, q]^d} \mathbb{E}[|(\frac{\partial}{\partial \theta_i} F)(\theta + v, X)|^p] \right)^{1/p}$$

$$\leq \sup_{v \in [-q, q]^d} \mathbb{E}[|(\frac{\partial}{\partial \theta_i} F)(\theta + v, X)|^p]^{1/p}$$

$$< \infty. \quad (296)$$
This, (295), and again Fubini’s theorem (see, e.g., Klenke [50, Theorem 14.16]) imply that for all \( i \in \{1, 2, \ldots, d\}, \theta \in \mathbb{R}^d, h \in [-q, q] \) it holds that

\[
f(\theta + he_i) - f(\theta) = \mathbb{E} \left[ \int_0^h \left( \frac{\partial}{\partial \theta} F \right)(\theta + ue_i, X) \, du \right]
= \int_0^h \mathbb{E}\left[ \left( \frac{\partial}{\partial \theta} F \right)(\theta + ue_i, X) \right] \, du.
\]

(297)

In addition, note that (294), the hypothesis that \( p > 1 \), and the de la Vallée Poussin theorem (cf., e.g., Klenke [50, Corollary 6.21]) ensure that for all \( i \in \{1, 2, \ldots, d\}, \theta \in \mathbb{R}^d \) it holds that the family of random variables

\[
(\Omega \ni \omega \mapsto \left( \frac{\partial}{\partial \theta} F \right)(\theta + v e_i, X(\omega)) \in \mathbb{R}, \quad v \in [-q, q]^d,
\]

(298)
is uniformly integrable. The fact that for all \( i \in \{1, 2, \ldots, d\}, x \in S \) it holds that the function \( \mathbb{R}^d \ni \theta \mapsto \left( \frac{\partial}{\partial \theta} F \right)(\theta, x) \in \mathbb{R} \) is continuous and the Vitali convergence theorem (cf., e.g., Klenke [50, Theorem 6.25]) hence imply that for all \( i \in \{1, 2, \ldots, d\}, \theta \in \mathbb{R}^d \) and all functions \( v = (v_n)_{n \in \mathbb{N}} : \mathbb{N} \to \mathbb{R} \) with \( \limsup_{n \to \infty} |v_n| = 0 \) it holds that

\[
\limsup_{n \to \infty} \mathbb{E}\left[ \left| \left( \frac{\partial}{\partial \theta} F \right)(\theta + v_n e_i, X) - \left( \frac{\partial}{\partial \theta} F \right)(\theta, X) \right| \right] = 0.
\]

(299)

Hence, we obtain that for all \( i \in \{1, 2, \ldots, d\}, \theta \in \mathbb{R}^d, \varepsilon \in (0, \infty) \) there exists \( \delta \in (0, \infty) \) such that

\[
\sup_{u \in [-\delta, \delta]} \mathbb{E}\left[ \left| \left( \frac{\partial}{\partial \theta} F \right)(\theta + ue_i, X) - \left( \frac{\partial}{\partial \theta} F \right)(\theta, X) \right| \right] \leq \varepsilon.
\]

(300)

Therefore, we obtain that for all \( i \in \{1, 2, \ldots, d\}, \theta \in \mathbb{R}^d \) and all functions \( h = (h_n)_{n \in \mathbb{N}} : \mathbb{N} \to \mathbb{R} \) with \( \limsup_{n \to \infty} |h_n| = 0 \) it holds that

\[
\limsup_{n \to \infty} \sup_{u \in [-|h_n|, |h_n|]} \mathbb{E}\left[ \left| \left( \frac{\partial}{\partial \theta} F \right)(\theta + he_i, X) - \left( \frac{\partial}{\partial \theta} F \right)(\theta, X) \right| \right] = 0.
\]

(301)

This and (297) demonstrate that for all \( i \in \{1, 2, \ldots, d\}, \theta \in \mathbb{R}^d \) and all functions
\( h = (h_n)_{n \in \mathbb{N}} : \mathbb{N} \to \mathbb{R} \setminus \{0\} \) with \( \limsup_{n \to \infty} |h_n| = 0 \) it holds that

\[
\limsup_{n \to \infty} \left| \frac{f(\theta + h_n e_i) - f(\theta)}{h_n} - \mathbb{E} \left[ \left( \frac{\partial}{\partial \theta_i} F \right)(\theta, X) \right] \right|
\]

\[
= \limsup_{n \to \infty} \left[ \frac{1}{|h_n|} \right] f(\theta + h_n e_i) - f(\theta) - h_n \mathbb{E} \left[ \left( \frac{\partial}{\partial \theta_i} F \right)(\theta, X) \right]
\]

\[
= \limsup_{n \to \infty} \left[ \frac{1}{|h_n|} \right] f(\theta + h_n e_i) - f(\theta) - \int_0^{h_n} \mathbb{E} \left[ \left( \frac{\partial}{\partial \theta_i} F \right)(\theta + u e_i, X) \right] du
\]

\[
= \limsup_{n \to \infty} \left[ \frac{1}{|h_n|} \right] \int_0^{h_n} \mathbb{E} \left[ \left( \frac{\partial}{\partial \theta_i} F \right)(\theta + u e_i, X) - \left( \frac{\partial}{\partial \theta_i} F \right)(\theta, X) \right] du
\]

\[
\leq \limsup_{n \to \infty} \left[ \frac{1}{|h_n|} \right] \int_{\max\{h_n, 0\}}^{\min\{h_n, 0\}} \mathbb{E} \left[ \left| \left( \frac{\partial}{\partial \theta_i} F \right)(\theta + u e_i, X) - \left( \frac{\partial}{\partial \theta_i} F \right)(\theta, X) \right| \right] du
\]

\[
\leq \limsup_{n \to \infty} \left[ \sup_{u \in [-|h_n|, |h_n|]} \mathbb{E} \left[ \left| \left( \frac{\partial}{\partial \theta_i} F \right)(\theta + u e_i, X) - \left( \frac{\partial}{\partial \theta_i} F \right)(\theta, X) \right| \right] \right] = 0.
\]

Next observe that (298), the fact that for all \( i \in \{1, 2, \ldots, d\}, x \in S \) it holds that the function \( \mathbb{R}^d \ni \theta \mapsto \left( \frac{\partial}{\partial \theta_i} F \right)(\theta, x) \in \mathbb{R} \) is continuous, and the Vitali convergence theorem (cf., e.g., Klenke [50, Theorem 6.25]) assure that for all \( i \in \{1, 2, \ldots, d\}, \theta \in \mathbb{R}^d \) and all sequences \( v = (v_n)_{n \in \mathbb{N}} : \mathbb{N} \to \mathbb{R}^d \) with \( \limsup_{n \to \infty} \|v_n\| = 0 \) it holds that

\[
\limsup_{n \to \infty} \mathbb{E} \left[ \left| \left( \frac{\partial}{\partial \theta_i} F \right)(\theta + v_n, X) - \left( \frac{\partial}{\partial \theta_i} F \right)(\theta, X) \right| \right]
\]

\[
\leq \limsup_{n \to \infty} \mathbb{E} \left[ \left| \left( \frac{\partial}{\partial \theta_i} F \right)(\theta + v_n, X) - \left( \frac{\partial}{\partial \theta_i} F \right)(\theta, X) \right| \right] = 0.
\]
for all $\theta \in \mathbb{R}^d$ that
\[
\mathbb{E}\left[|F(\theta, X_1)| + \|\nabla \theta F(\theta, X_1)\|\right] < \infty, \tag{304}
\]
\[
\langle \theta - \vartheta, \mathbb{E}[(\nabla \theta F)(\theta, X_1)] \rangle \geq c \max\left\{\|\theta - \vartheta\|^2, \|\mathbb{E}[(\nabla \theta F)(\theta, X_1)]\|^2\right\}, \tag{305}
\]
\[
\mathbb{E}\left[\|\nabla \theta F(\theta, X_1) - \mathbb{E}[(\nabla \theta F)(\theta, X_1)]\|^p\right] \leq \kappa (1 + \|\theta\|^p), \tag{306}
\]
and let $\Theta : \mathbb{N}_0 \times \Omega \rightarrow \mathbb{R}^d$ be the stochastic process which satisfies for all $n \in \mathbb{N}$ that
\[
\Theta_0 = \xi \quad \text{and} \quad \Theta_n = \Theta_{n-1} - \frac{\alpha_n}{\nu}(\nabla \theta F)(\Theta_{n-1}, X_n). \tag{307}
\]

Then

(i) it holds that $\{\theta \in \mathbb{R}^d : (\mathbb{E}[F(\theta, X_1)] = \inf_{v \in \mathbb{R}^d} \mathbb{E}[F(v, X_1)]\} = \{\vartheta\}$ and

(ii) there exists $C \in (0, \infty)$ such that for all $n \in \mathbb{N}$ it holds that
\[
(\mathbb{E}[\|\Theta_n - \vartheta\|^p])^{1/p} \leq C n^{-\nu/2}. \tag{308}
\]

Proof of Corollary 4.9. Throughout this proof let $f : \mathbb{R}^d \rightarrow \mathbb{R}$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that
\[
f(\theta) = \mathbb{E}[F(\theta, X_1)]. \tag{309}
\]
Lemma 4.8 assures that for all $\theta \in \mathbb{R}^d$ it holds that
\[
f \in C^1(\mathbb{R}^d, \mathbb{R}) \quad \text{and} \quad (\nabla f)(\theta) = \mathbb{E}[(\nabla \theta F)(\theta, X_1)]. \tag{310}
\]
This and (305) imply that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\langle \theta - \vartheta, (\nabla f)(\theta) \rangle \geq c \max\left\{\|\theta - \vartheta\|^2, \|\nabla f(\theta)\|^2\right\}. \tag{311}
\]
Hence, we obtain that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\langle \theta - \vartheta, (\nabla f)(\theta) \rangle \geq c \|\theta - \vartheta\|^2. \tag{312}
\]
This proves that for all $v \in \mathbb{R}^d$ it holds that
\[
\langle v, (\nabla f)(\vartheta + v) \rangle \geq c \|v\|^2. \tag{313}
\]
The fundamental theorem of calculus therefore ensures that for all \( \theta \in \mathbb{R}^d \) it holds that

\[
f(\theta) = f(\vartheta) + \left[ f(\vartheta + t(\theta - \vartheta)) \right]_{t=0}^{t=1} = f(\vartheta) + \int_0^1 f'(\vartheta + s(\theta - \vartheta))(\theta - \vartheta) \, ds
\]

\[
= f(\vartheta) + \int_0^1 \langle (\nabla f)(\vartheta + s(\theta - \vartheta)), \theta - \vartheta \rangle \, ds
\]

\[
\geq f(\vartheta) + \int_0^1 \frac{c}{s} \|s(\theta - \vartheta)\|^2 \, ds = f(\vartheta) + \frac{c}{2} \|\theta - \vartheta\|^2. \tag{314}
\]

The hypothesis that \( c \in (0, \infty) \) hence demonstrates that for all \( \theta \in \mathbb{R}^d \setminus \{\vartheta\} \) it holds that

\[
f(\theta) \geq f(\vartheta) + \frac{c}{2} \|\theta - \vartheta\|^2 > f(\vartheta). \tag{315}
\]

This establishes item (i). Moreover, observe that Corollary 4.6 (with \( F = -F \) in the notation of Corollary 4.6) establishes item (ii). The proof of Corollary 4.9 is thus completed.

4.3 Stochastic approximation for linear regression

Lemma 4.10. Let \( d \in \mathbb{N} \), let \( \langle \cdot , \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the \( d \)-dimensional Euclidean scalar product, let \( \|\cdot\| : \mathbb{R}^d \to [0, \infty) \) be the function which satisfies for all \( \theta \in \mathbb{R}^d \) that \( \|\theta\| = \sqrt{\langle \theta, \theta \rangle} \), assume that \( A \in \mathbb{R}^{d \times d} \) is invertible and symmetric, and assume for all \( \theta \in \mathbb{R}^d \) that \( \langle \theta, A\theta \rangle \geq 0 \). Then there exists \( c \in (0, \infty) \) such that for all \( \theta \in \mathbb{R}^d \) it holds that

\[
\langle \theta, A\theta \rangle \geq c \max\{\|\theta\|^2, \|A\theta\|^2\}. \tag{316}
\]

Proof of Lemma 4.10. Throughout this proof for every \( v \in \mathbb{R}^d \) let \( v^* \in \mathbb{R}^{1 \times d} \) be the transpose of \( v \), for every \( M \in \mathbb{R}^{d \times d} \) let \( M^* \in \mathbb{R}^{d \times d} \) be the transpose of \( M \), let \( e_1 = (1, 0, \ldots, 0) \), \( e_2 = (0, 1, 0, \ldots, 0) \), \ldots, \( e_d = (0, \ldots, 0, 1) \in \mathbb{R}^d \), let \( E \in \mathbb{R}^{d \times d} \) be the \( (d \times d) \)-identity matrix, let \( T \in \mathbb{R}^{d \times d} \) and \( D = (\delta_{i,j})_{i,j=1,...,d} \in \mathbb{R}^{d \times d} \) be \( (d \times d) \)-matrices such that \( D \) is a diagonal matrix and such that

\[
TT^* = E \quad \text{and} \quad A = TDT^*, \tag{317}
\]

60
let \( c_0 = \min_{i \in \{1, \ldots, d\}} \delta_{i,i} \in \mathbb{R} \), and let \( c_1 = \max_{i \in \{1, \ldots, d\}} \delta_{i,i} \in \mathbb{R} \). Note that (317) implies that for all \( \theta \in \mathbb{R}^d \) it holds that

\[
\|T^*\theta\|^2 = \langle T^*\theta, T^*\theta \rangle = (T^*\theta)^*(T^*\theta) = \theta^*TT^*\theta = \theta^*E\theta = \langle \theta, \theta \rangle = \|\theta\|^2.
\]

(318)

Furthermore, observe that (317) demonstrates that \( T \) is invertible with \( T^{-1} = T^* \).

Hence, we obtain that for all \( \theta \in \mathbb{R}^d \) it holds that

\[
\|T\theta\|^2 = \langle T\theta, T\theta \rangle = (T\theta)^*(T\theta) = \theta^*T^*T\theta = \theta^*T^{-1}T\theta = \theta^*E\theta = \langle \theta, \theta \rangle = \|\theta\|^2.
\]

(319)

Combining this with (317) and the hypothesis that for all \( \theta \in \mathbb{R}^d \) it holds that \( \langle \theta, A\theta \rangle \geq 0 \) ensures that for all \( i \in \{1, \ldots, d\} \) it holds that

\[
\delta_{i,i} = \delta_{i,i} \langle e_i, e_i \rangle = \langle De_i, e_i \rangle = \langle TDe_i, Te_i \rangle = \langle TDT^{-1}Te_i, Te_i \rangle = \langle A(Te_i), Te_i \rangle \geq 0.
\]

(320)

Furthermore, observe that (317), the fact that \( A \) is invertible, and the fact that \( T \) is invertible prove that for all \( i \in \{1, \ldots, d\} \) it holds that

\[
\delta_{i,i} e_i = De_i = T^{-1}ATe_i \neq 0.
\]

(321)

This assures that for all \( i \in \{1, \ldots, d\} \) it holds that

\[
\delta_{i,i} \neq 0.
\]

(322)

Combining this with (320) shows that for all \( i \in \{1, \ldots, d\} \) it holds that

\[
\delta_{i,i} > 0.
\]

(323)

Hence, we obtain that

\[
0 < c_0 = \min_{i \in \{1,2,\ldots,d\}} \delta_{i,i} \leq \max_{i \in \{1,2,\ldots,d\}} \delta_{i,i} = c_1 < \infty.
\]

(324)

Next note that for all \( \theta = (\theta_1, \ldots, \theta_d) \in \mathbb{R}^d \) it holds that

\[
\langle \theta, D\theta \rangle = \sum_{i=1}^{d} (\theta_i (\delta_{i,j}\theta_j)) = \sum_{i=1}^{d} (\delta_{i,i}(\theta_i)^2) \geq c_0 \left[ \sum_{i=1}^{d} (\theta_i)^2 \right] = c_0 \langle \theta, \theta \rangle = c_0 \|\theta\|^2.
\]

(325)

Moreover, observe that (324) ensures that for all \( \theta = (\theta_1, \ldots, \theta_d) \in \mathbb{R}^d \) it holds that

\[
\|D\theta\|^2 = \langle D\theta, D\theta \rangle = \sum_{i=1}^{d} ((\delta_{i,j}\theta_j)(\delta_{i,j}\theta_j)) = \sum_{i=1}^{d} ((\delta_{i,i})^2(\theta_i)^2)
\leq (c_1)^2 \left[ \sum_{i=1}^{d} (\theta_i)^2 \right] = (c_1)^2 \langle \theta, \theta \rangle = (c_1)^2 \|\theta\|^2.
\]

(326)
Furthermore, note that (317) implies that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\langle \theta, A\theta \rangle = \langle \theta, TDT^*\theta \rangle = \theta^* TDT^* \theta = (T^* \theta)^* D(T^* \theta) = \langle T^* \theta, D(T^* \theta) \rangle.
\]  
(327)
This, (318), and (325) ensure that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\langle \theta, A\theta \rangle \geq c_0 \|T^* \theta\|^2 = c_0 \|\theta\|^2.
\]  
(328)
Furthermore, observe that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\|A\theta\| \leq \left[ \sup_{v \neq 0} \frac{\|Av\|}{\|v\|} \right] \|\theta\|.
\]  
(329)
Hence, we obtain that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\inf_{v \neq 0} \frac{\|A^{-1}v\|}{\|v\|} \|A\theta\| = \left[ \inf_{v \neq 0} \frac{\|v\|}{\|Av\|} \right] \|A\theta\| = \frac{\|A\theta\|}{\sup_{v \neq 0} \frac{\|Av\|}{\|v\|}} \leq \|\theta\|.
\]  
(330)
This shows that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\|\theta\|^2 \geq \left[ \inf_{v \neq 0} \frac{\|A^{-1}v\|}{\|v\|} \right]^2 \|A\theta\|^2 \geq \min\left\{ 1, \left[ \inf_{v \neq 0} \frac{\|A^{-1}v\|}{\|v\|} \right]^2 \right\} \|A\theta\|^2.
\]  
(331)
Hence, we obtain that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\|\theta\|^2 \geq \left[ \min\left\{ 1, \inf_{v \neq 0} \frac{\|A^{-1}v\|^2}{\|v\|^2} \right\} \right] \max\{\|\theta\|^2, \|A\theta\|^2\}.
\]  
(332)
Combining this with (328) demonstrates that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\langle \theta, A\theta \rangle \geq \left[ c_0 \min\left\{ 1, \inf_{v \neq 0} \frac{\|A^{-1}v\|^2}{\|v\|^2} \right\} \right] \max\{\|\theta\|^2, \|A\theta\|^2\}.
\]  
(333)
The proof of Lemma 4.10 is thus completed. \hfill \Box

**Corollary 4.11** (Stochastic approximation for linear regression). Let $d \in \mathbb{N}$, $p \in \{2, 4, 6, \ldots\}$, $\alpha \in (0, \infty)$, $\nu \in (0, 1)$, $\xi \in \mathbb{R}^d$, let $\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be the $d$-dimensional Euclidean scalar product, let $\|\cdot\| : \mathbb{R}^d \to [0, \infty)$ be the function which satisfies for all $\theta \in \mathbb{R}^d$ that $\|\theta\| = \sqrt{\langle \theta, \theta \rangle}$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $X_n : \Omega \to \mathbb{R}^d$, $n \in \mathbb{N}$, be i.i.d. random variables, let $h : \mathbb{R}^d \to \mathbb{R}$ be $\mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R})$-measurable, assume that $\mathbb{E}[h(X_1)X_1^n + |h(X_1)|^2 + \|X_1\|^{2p}] < \infty$, for every $v \in \mathbb{R}^d$
let $v^* \in \mathbb{R}^{1 \times d}$ be the transpose of $v$, assume that $\mathbb{E}[X_1(X_1)^*] \in \mathbb{R}^{d \times d}$ is invertible, let $\vartheta \in \mathbb{R}^d$ satisfy
\[
\vartheta = (\mathbb{E}[X_1(X_1)^*])^{-1} \mathbb{E}[h(X_1)X_1],
\] (334)
and let $F = (F(\theta, x))_{\theta \in \mathbb{R}^d, x \in \mathbb{R}^d} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be the function which satisfies for all $\theta, x \in \mathbb{R}^d$ that $F(\theta, x) = [(\theta, x) - h(x)]^2$, and let $\Theta : \mathbb{N}_0 \times \Omega \to \mathbb{R}^d$ be the stochastic process which satisfies for all $n \in \mathbb{N}$ that
\[
\Theta_0 = \xi \quad \text{and} \quad \Theta_n = \Theta_{n-1} - \frac{\alpha}{n^p}(\nabla_{\vartheta} F)(\Theta_{n-1}, X_n).
\] (335)

Then

(i) it holds for all $\theta \in \mathbb{R}^d$ that $\mathbb{E}[[F(\theta, X_1)]] < \infty$,

(ii) it holds that $\{\theta \in \mathbb{R}^d : (\mathbb{E}[F(\theta, X_1)] = \inf_{v \in \mathbb{R}^d} \mathbb{E}[F(v, X_1)]) = \{\vartheta\}$, and

(iii) there exists $C \in (0, \infty)$ such that for all $n \in \mathbb{N}$ it holds that
\[
(\mathbb{E}[\|\Theta_n - \vartheta\|^p])^{1/p} \leq Cn^{-\nu/2}.
\] (336)

Proof of Corollary 4.14. Observe that the chain rule and the hypothesis that for all $\theta, x \in \mathbb{R}^d$ it holds that $F(\theta, x) = [(\theta, x) - h(x)]^2$ ensure that for all $\theta, x, v \in \mathbb{R}^d$ it holds that
\[
(\frac{\partial}{\partial \theta} F)(\theta, x)(v) = 2[(\theta, x) - h(x)](v, x).
\] (337)

Hence, we obtain that for all $\theta, x \in \mathbb{R}^d$ it holds that
\[
(\nabla_{\vartheta} F)(\theta, x) = 2[(\theta, x) - h(x)]x = 2x(\theta) - 2h(x)x = 2xx^*\theta - 2h(x)x.
\] (338)

This, the hypothesis that $\mathbb{E}[[|h(X_1)|^p + |h(X_1)|^2 + \|X_1\|^{2p}]] < \infty$, the Cauchy-Schwarz inequality, and Jensen’s inequality assure that for all $\theta \in \mathbb{R}^d$ it holds that
\[
\mathbb{E}[[|(\nabla_{\vartheta} F)(\theta, X_1)|]] = 2 \mathbb{E}[[|X_1(X_1)^*\theta - h(X_1)X_1|]] \\
\leq 2 \mathbb{E}[[|X_1(X_1)^*\vartheta|]] + 2 \mathbb{E}[[|h(X_1)X_1|]] \\
= 2 \mathbb{E}[[|X_1(\langle \theta, X_1 \rangle)|]] + 2 \mathbb{E}[[|h(X_1)X_1|]] \\
= 2 \mathbb{E}[[|\langle X_1, \theta \rangle||X_1||]] + 2 \mathbb{E}[[|h(X_1)X_1|]] \\
\leq 2 \mathbb{E}[[|X_1||\theta||X_1||]] + 2 \mathbb{E}[[|h(X_1)X_1|]] \\
= 2 \mathbb{E}[[|\theta||X_1||^2]] + 2 \mathbb{E}[[|h(X_1)X_1|]] < \infty.
\] (339)
Next observe that the hypothesis that for all $\theta, x \in \mathbb{R}^d$ it holds that $F(\theta, x) = [\langle \theta, x \rangle - h(x)]^2$ implies that for all $\theta, x \in \mathbb{R}^d$ it holds that

$$F(\theta, x) = [\langle \theta, x \rangle - h(x)][\langle \theta, x \rangle - h(x)]$$
$$= |\langle \theta, x \rangle|^2 - 2\langle \theta, x \rangle h(x) + |h(x)|^2$$
$$= \langle \theta, x \rangle \langle x, \theta \rangle - 2\langle \theta, h(x) x \rangle + |h(x)|^2$$
$$= \theta^* x x^* \theta - 2\theta^* h(x) x + |h(x)|^2. \quad (340)$$

This, the triangle inequality, the Cauchy-Schwarz inequality, Jensen’s inequality, and the hypothesis that $\mathbb{E}[||h(X_1)X_1||^p + |h(X_1)|^2 + ||X_1||^{2p}] < \infty$ ensure that for all $\theta \in \mathbb{R}^d$ it holds that

$$\mathbb{E}[|F(\theta, X_1)|]$$
$$= \mathbb{E}[|\langle \theta, X_1 \rangle|^2 - 2\langle \theta, h(X_1) X_1 \rangle + |h(X_1)|^2]$$
$$\leq \mathbb{E}[|\langle \theta, X_1 \rangle|^2 + 2|\langle \theta, h(X_1) X_1 \rangle| + |h(X_1)|^2] \leq (1 + 2\|\theta\| + \|\theta\|^2)(\mathbb{E}[\|X_1\|^2] + \mathbb{E}[||h(X_1)X_1||] + \mathbb{E}[|h(X_1)|^2]) < \infty. \quad (341)$$

Next note that $\mathbb{E}[\langle \nabla_\theta F(\theta, X_1) \rangle] = 2\mathbb{E}[X_1(X_1)^*] \theta - 2\mathbb{E}[h(X_1)X_1]$ implies that for all $\theta \in \mathbb{R}^d$ it holds that

$$\mathbb{E}[\langle \nabla_\theta F(\theta, X_1) \rangle(\theta, X_1)] = 2\mathbb{E}[X_1(X_1)^*] \theta - 2\mathbb{E}[X_1(X_1)^*](\mathbb{E}[X_1(X_1)^*])^{-1}\mathbb{E}[h(X_1)X_1]$$
$$= 2\mathbb{E}[X_1(X_1)^*] \theta - 2\mathbb{E}[X_1(X_1)^*] \vartheta$$
$$= 2\mathbb{E}[X_1(X_1)^*](\theta - \vartheta). \quad (342)$$

In addition, observe that for all $\theta \in \mathbb{R}^d$ it holds that

$$\langle \theta, 2\mathbb{E}[X_1(X_1)^*] \theta \rangle = 2\mathbb{E}[\theta^* X_1(X_1)^* \theta] = 2\mathbb{E}[\|\theta^* X_1\|^2] \geq 0. \quad (343)$$

The fact that $2\mathbb{E}[X_1(X_1)^*]$ is symmetric and invertible, $\mathbb{E}[\langle \nabla_\theta F(\theta, X_1) \rangle(\theta, X_1)]$, and Lemma 4.10 ensure that there exists $c \in (0, \infty)$ such that for all $\theta \in \mathbb{R}^d$ it holds that

$$\langle \theta - \vartheta, \mathbb{E}[\langle \nabla_\theta F(\theta, X_1) \rangle] \rangle \geq c \max\{\|\theta - \vartheta\|^2, \|2\mathbb{E}[X_1(X_1)^*](\theta - \vartheta)\|^2\} \quad (344)$$
$$= c \max\{\|\theta - \vartheta\|^2, \|\mathbb{E}[\langle \nabla_\theta F(\theta, X_1) \rangle]\|^2\}. $$
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This and item [iii] in Lemma 2.12 (with $g(\theta) = -E[(\nabla_\theta F)(\theta, X_1)]$ for $\theta \in \mathbb{R}^d$ in the notation of Lemma 2.12) ensure that there exists $C \in (0, \infty)$ such that for all $\theta \in \mathbb{R}^d$ it holds that

$$\|E[(\nabla_\theta F)(\theta, X_1)]\| \leq C\|\theta - \vartheta\| \leq C\|\vartheta\| + C\|\theta\|. \quad (345)$$

Lemma 2.1 and (338) hence imply that for all $\theta \in \mathbb{R}^d$ it holds that

$$E[\|((\nabla_\theta F)(\theta, X_1) - E[(\nabla_\theta F)(\theta, X_1)]\|^p] \leq E\left[2^p\left(\|X_1(X_1)^*\theta - h(X_1)X_1\|^p + \|E[(\nabla_\theta F)(\theta, X_1)]\|^p\right)\right] \leq 2^p \left(E\left[\|2X_1(X_1)^*\theta - 2h(X_1)X_1\|^p\right] + (C\|\vartheta\| + C\|\theta\|)^p\right) \leq 2^p \left(2^p E\left[\|X_1(X_1)^*\theta - h(X_1)X_1\|^p\right] + 2^p(C\|\vartheta\|^p + C\|\theta\|^p)\right) = 2^p \left(E\left[\|X_1(X_1)^*\theta - h(X_1)X_1\|^p\right] + C\|\vartheta\|^p + C\|\theta\|^p\right). \quad (346)$$

The triangle inequality, Lemma 2.1, and the Cauchy-Schwarz inequality therefore demonstrate that for all $\theta \in \mathbb{R}^d$ it holds that

$$E[\|((\nabla_\theta F)(\theta, X_1) - E[(\nabla_\theta F)(\theta, X_1)]\|^p] \leq 2^{2p} \left(E\left[2^p\left(\|X_1(X_1)^*\theta\|^p + \|h(X_1)X_1\|^p\right)\right] + C\|\vartheta\|^p + C\|\theta\|^p\right) \leq 2^{2p} \left(2^p E\left[\|X_1(X_1)^*\theta\|^p + \|h(X_1)X_1\|^p\right] + C\|\vartheta\|^p + C\|\theta\|^p\right) \leq 2^{3p} \left(E\left[\|X_1\|^2\|\theta\|^p + E\left[\|h(X_1)X_1\|^p\right]\right] + C\|\vartheta\|^p + C\|\theta\|^p\right) \leq 2^{3p} \left(E\left[\|X_1\|^2\|\theta\|^p + E\left[\|h(X_1)X_1\|^p\right]\right] + C\|\vartheta\|^p + C\|\theta\|^p\right) \leq \left[2^{3p+2} \max\left\{E\left[\|X_1\|^2\|\theta\|^p\right], E\left[\|h(X_1)X_1\|^p\right], C\|\vartheta\|^p, C\|\theta\|^p\right\}\right] (1 + \|\theta\|^p). \quad (347)$$

Combining this, the fact that for all $x \in \mathbb{R}^d$ it holds that $(\mathbb{R}^d \ni \theta \mapsto F(\theta, x) \in \mathbb{R}) \in C^1(\mathbb{R}^d, \mathbb{R})$, (335), (339), (341), and (344) with Corollary 1.9 (with $\kappa = 2^{3p+2} \max\left\{E[\|X_1\|^2\|\theta\|^p], E[\|h(X_1)X_1\|^p], C\|\vartheta\|^p, C\|\theta\|^p\right\}$, $c = c$ in the notation of Corollary 1.9) establishes items (i), (ii), and (iii). The proof of Corollary 1.11 is thus completed.
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