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Abstract

Recent works on unsupervised domain adaptation (UDA) focus on the selection of good pseudo-labels as surrogates for the missing labels in the target data. However, source domain bias that deteriorates the pseudo-labels can still exist since the shared network of the source and target domains are typically used for the pseudo-label selections. The suboptimal feature space source-to-target domain alignment can also result in unsatisfactory performance. In this paper, we propose CA-UDA to improve the quality of the pseudo-labels and UDA results with optimal assignment, a pseudo-label refinement strategy and class-aware domain alignment. We use an auxiliary network to mitigate the source domain bias for pseudo-label refinement. Our intuition is that the underlying semantics in the target domain can be fully exploited to help refine the pseudo-labels that are inferred from the source features under domain shift. Furthermore, our optimal assignment can optimally align features in the source-to-target domains and our class-aware domain alignment can simultaneously close the domain gap while preserving the classification decision boundaries. Extensive experiments on several benchmark datasets show that our method can achieve state-of-the-art performance in the image classification task.

1. Introduction

Domain shift [41] refers to the phenomenon where the distribution between two data for a closely related task differs significantly. Despite the success of deep learning in many computer vision-related tasks [14, 39, 16, 21], domain shift can cause a deep network to fail catastrophically when it is trained and used on data for the same task but from different distributions. A naive approach is to augment training data across different domains [4, 12, 43], but unfortunately, this approach quickly becomes impractical due to the expensive cost and laborious effort incurred to label large amounts of training data. Unsupervised domain adaptation (UDA) is a more pragmatic alternative, where the goal is to transfer task-specific knowledge, e.g. image classification, from a labeled source domain to an unlabeled target domain. The solution to this challenging problem can potentially be used in many practical applications such as self-driving cars, augmented/virtual reality, etc; where the labeled source data can be collected in a controlled laboratory environment, e.g. simulations, while the unlabeled target data is from a closer-to-deployment environment, e.g. parking garages and highways.

Over the years, many works [10, 26, 43, 8, 20] have been proposed to solve the UDA problem by learning domain-invariant feature representations using a shared feature extractor to align the source and target domains. These works are largely inspired by the theoretical results from [2, 28, 29], which state that the target error is bounded by the source error and the divergence between marginal distributions in source and target domains. Consequently, these domain-invariant feature learning works aim to minimize the source error and the source-target discrepancy via task-specific and distribution alignment losses. However, some of these works focus on aligning domain-level distributions without too much consideration on the categorical information in the target domain. As illustrated in Figure 1 (Middle), this leads to incorrect predictions of the classes in the
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Figure 1. (Best viewed in color.) Illustration of UDA. (Left) Source-only learning from labeled source data, and (Middle) global alignment that matches marginal data distribution across domains without class information lead to poor classification results on the target data. (Right) Our class-aware alignment reduces conditional distribution discrepancy.
target domain near the class decision boundaries.

In view of the challenge in the missing categorical information from the target domain, many recent works on UDA have proposed the use of pseudo-labels as surrogates. Several works [20, 32, 35] directly use target domain outputs generated from the network trained by the source domain as pseudo-labels. These target domain pseudo-labels are then used together with the source domain ground truth labels to provide class-level supervision to the network while minimizing the domain discrepancy loss. However, as mentioned in [7], the learned classifier on source domain data might not be able to accurately predict the target samples when the domain shift is large. The accumulated errors from the erroneous pseudo-labels eventually lead to unsatisfactory results. Other works proposed the use of classification confidence [7, 44, 8] to select good pseudo-labels for training. Although these works have shown better results with their pseudo-label selection strategies, source domain bias can still exist since the pseudo-label selections are done with the shared network of the source and target domains. This consequently limits the accuracy of the pseudo-labels, especially in the presence of a large domain shift. Furthermore, the greedy nearest-neighbor feature space source-to-target domain alignment strategy used by most existing works [7, 37, 44, 8] can lead to: 1) suboptimal alignment in the feature space, and 2) poor alignment in the output classification space.

In this paper, we propose CA-UDA to solve the UDA problem. Our CA-UDA improves the quality of the pseudo-labels in the target domain with a pseudo-label refinement strategy. We train an auxiliary network on the pseudo-labeled target samples with the easy-to-hard learning strategy. The source domain bias is mitigated since the auxiliary network is trained only on the target domain. Our intuition is that the underlying semantics in the target domain can be fully exploited to help refine the pseudo-labels that are inferred from the source features under domain shift. We then select easy samples with confidences higher than a threshold. The confidence is predicted by the optimized target-specific network to avoid domain bias from the source data. In addition, we introduce an optimal assignment step to optimally align the features of the source and target domains, and a class-aware domain alignment to simultaneously close the domain gap while preserving the classification decision boundaries using an inter-cluster and intra-cluster loss in feature and label space.

Our contributions are summarized as follows:

- We formulate a novel pseudo-label estimation and refinement procedure for UDA using optimal assignment and a self-paced easy-to-hard learning strategy.
- We introduce a cross-domain center-to-center inter-cluster and an in-domain probability-to-probability intra-cluster loss to jointly minimize the class-aware discrepancy across domains (Figure 1 (Right)).

- Our method achieves the state-of-the-art performance on 4 benchmark datasets in the classification tasks.

2. Related Work

The work [2] theoretically proves that the minimization of marginal distribution discrepancy between the source and target domains can help reduce the error in target label estimation. This work established the foundation for many subsequent works on UDA [11, 26, 43, 38]. Several works [11, 33, 10] adopt adversarial training to learn domain-invariant feature representations. DANN [11] leverages a gradient reversal layer to reduce the domain gap in feature space. ADDA [43] utilizes domain discriminator to adversarially learn the target encoder. Other works minimize distribution divergence to align the data. These methods include: maximum mean discrepancy (MMD) in [26] and correlation alignment (CORAL) in [40]. However, these methods only align domain-level distribution. Target samples that lie near margins of the clusters or far from their corresponding class centroids are still susceptible to mis-classification. In contrast, our method is designed to mitigate the class-conditioned distribution shift by class-aware domain alignment.

In the more recent works, pseudo-labels are used as surrogates for the missing labels in the target domain. Several methods [44, 32, 25, 8, 7] formulate class-conditioned domain alignment by minimizing the distribution discrepancy of the prototypes. TPN [32] assigns pseudo-labels to the target samples by their nearest source prototypes and then aligns prototypical distributions. CAN [20] proposes a novel metric to model the class-level distribution discrepancy. However, these methods directly use pseudo-labels as supervision to optimize network parameters. Wrong labels can hinder the class-aware domain alignment performance. To alleviate the wrong label problem, the semantic transfer network [44] employs an alignment loss on centroids. [7] integrates the network with an easy-to-hard strategy to progressively select easy samples for domain alignment. Some works [37, 46] adopt self-training by iteratively predicting pseudo-labels from the network and re-training the network with these labels. However, these methods generate pseudo-labels by the model trained on the source data. Consequently, the source domain bias that remains can deteriorate the quality of the pseudo-labels. In our work, we additionally introduce an optimal assignment step to reduce noises in the pseudo-labels and a pseudo-label refinement step to improve the quality of the pseudo-labels and their confidence. The experimental results empirically show the effectiveness of our approach.
3. Problem Formulation

UDA aims to deal with the domain shift problem between labeled source data $D_S = \{(x_i^s, y_i^s)\}_{i=1}^{N_s}$ and unlabeled target data $D_T = \{x_i^t\}_{i=1}^{N_t}$. Given $N_s$ source samples $D_S$ and $N_t$ target samples $D_T$ with the shared label space $\mathcal{Y}$, we expect to make prediction $\{\hat{y}_i^t\}$ of $\{x_i^t\}$ by utilizing the source label information $\{y_i^s\}$, where $|\mathcal{Y}| = K$ and $y_i^s \in \{0, 1, \ldots, K - 1\}$ represent the label space with $K$ classes. Based on the assumption from [27, 42], there exists a shared feature space across domains, and the goal is to learn an domain-invariant feature embedding function $\phi(x; \theta_f): x \mapsto f$ that maps $x$ to the shared feature space and a classifier $g(f(\cdot; \theta_c)): f \mapsto \mathcal{Y}$ that maps features to the label space. $\{\theta_f, \theta_c\}$ are the learnable parameters of the network, denoted as a composition function $g(\phi(x; \theta_f); \theta_c)$.

4. Our Method

Figure 2 shows our CA-UDA framework with four main steps: 1) initialization, 2) optimal assignment, 3) pseudo-label refinement, and 4) class-aware domain alignment.

4.1. Initialization

We initialize our classification network by training with the labeled source domain data $D_S$. After training, a set of feature embeddings $f^s = \{f_i^s\}_{i=1}^{N_s}$ for the labeled source domain data $D_S$ and $f^t = \{f_i^t\}_{i=1}^{N_t}$ with the corresponding pseudo-labels $\hat{y}_i^t = \{\hat{y}_i^t\}_{i=1}^{N_t}$ for the unlabeled target domain data $D_T$ are generated, where features with the same class in the same domain are potentially clustered as observed in DeepCluster [6]. Note that we only initialize the network once. In the subsequent training epochs, the target domain feature embeddings $f^t$ and pseudo-labels $\hat{y}_i^t$, and the source domain feature embeddings $f^s$ are directly obtained from the current network.

4.2. Optimal Assignment

The goal of the optimal assignment step is to assign pseudo-labels to the target domain feature embeddings $f^t$ using $f^s$ and its corresponding labels $y^s$. Due to the lack of strong labels for the target domain data, we apply the unsupervised k-means algorithm [19] on $f^t$ to get $K$ clusters $C^t = \{c_1^t, \ldots, c_K^t\}$, where $c_k^t$ is the centroid of the $k$th cluster. Intuitively, feature embeddings that belong to the same class should get assigned to the same cluster. Nonetheless, the actual label of each cluster remains unknown at this stage since unsupervised clustering algorithms such as k-means are based on nearest-neighbor.

The optimal assignment is used to circumvent the problem of missing labels in the target feature embedding clus-
To this end, we first compute the centroids of the feature embeddings $C^s = \{c^s_1, \ldots, c^s_K\}$ in the source domain using the known labels $y^s$, where $c^s_k$ is the centroid of the feature embeddings corresponding to the class label $k$. Subsequently, we align two sets of clusters $C^s$ and $C^t$ using optimal assignment. Formally, the optimal alignment of the two sets of clusters is formulated as a linear program:

\[
\begin{align*}
\text{minimize} & \sum_{i \in |C^s|, j \in |C^t|} d_{ij} \cdot m_{ij} \\
\text{subject to} & \sum_{j \in |C^t|} m_{ij} = 1, \quad j \in |C^s| \\
& \sum_{i \in |C^s|} m_{ij} = 1, \quad i \in |C^t| \\
& m_{ij} \in \{0, 1\}, \quad i \in |C^s|, j \in |C^t|,
\end{align*}
\]

where $d_{ij}$ is the Euclidean distance between the $i^{th}$ and $j^{th}$ centroids in the source $c^s_i$ and target $c^t_j$ domains, $m_{ij} \in M$ is an element in the $K \times K$ permutation matrix $M$. $m_{ij} = 1$ indicates that the cluster $c^s_i$ from the source domain and $c^t_j$ from the target domain are assigned as a match. The two summation constraints ensure the uniqueness of the cluster assignment. The objective of the optimal assignment is to find the optimal permutation matrix $M$ such that the total distance between all the corresponding cluster pairs are minimized. We use the Hungarian algorithm [22] as solver for the optimal assignment. After the optimal alignment of the clusters, each target cluster in $C^t$ is pseudo-labeled by the label of its corresponding source cluster and we have pseudo-label set $\tilde{y}^t = \{\tilde{y}^t_1, \ldots, \tilde{y}^t_N_t\}$.

**Remarks:** It should be noted that pseudo-labels $\tilde{y}^t$ in the target domain are far from ideal at this stage. In particular, these pseudo-labels are noisy and corrupted with outliers, and thus there exists a lot of samples in the target domain with discrepancies between $\tilde{y}^t$ and true $y^t$. These discrepancies are plentiful especially in the decision boundaries due to two reasons: 1) k-means is based on nearest neighbors and does not discriminate against classes; and 2) the classification network trained on the source domain does not work well on the target domain due to domain shift.

### 4.3. Pseudo-Label Refinement

To mitigate the detrimental effects of wrong pseudo-labels, we propose an easy-to-hard pseudo-label refinement process to improve the quality of the pseudo-labels inspired by self-paced learning [23]. An auxiliary classification network $g_t(\cdot; \theta^t)$ is trained in the target domain independently, which aims to simultaneously select easy samples and learn network parameters $\theta^t$, i.e. $\theta^t_j$ and $\theta^t_k$. According to the definition in [23], easy samples lie far from the decision boundaries and thus their correct labels can be predicted easily. Specifically, we use the following loss function $L_{sp}$ to update the network at the $n^{th}$ epoch:

\[
(\theta^t_{n+1}, v_{n+1}) = \arg \min_{\theta^t, v} L_{sp}(\theta^t_n, v_n), \quad \text{where}
\]

\[
L_{sp}(\theta^t_n, v_n) = \frac{C^1_n(\theta^t_n, v_n) + C^2_n(v_n)}{|x^t|},
\]

\[
C^1_n = \sum_{i=1}^{|x^t|} v_i^t \ell(x_i^t, \tilde{y}_i^t; \theta^t_n), \quad C^2_n = -\gamma^n \lambda \sum_{i=1}^{|x^t|} v_i^t.
\]

$\ell(\cdot)$ is the negative log-likelihood as in [13] to measure confidence, i.e. the probability of correctness, and $v_i^t \in \{0, 1\}^{|x^t|}$ is a binary variable to indicate whether the sample $x_i$ is included for minimization. $\gamma^n \lambda$ is the confidence threshold at the $nt^{th}$ epoch to control the target samples to be selected. We initially set the threshold with a low value (i.e. $\lambda$) and gradually increase it by multiplying with a growing factor $\gamma$. $n = \{0, 1, 2, \ldots, N_{max}\}$ is the training epoch and $\gamma$ is a constant. It can be seen that samples with high likelihood $\varphi = e^{-\ell(\cdot)}$ are considered the easy samples and selected with the condition $\varphi \geq e^{-\gamma^n \lambda}$. The selection gradually expands to the more difficult samples as $n$ increases. The parameter update proceeds until the entire target data are used and the maximum epoch is reached, i.e. $v^t_i = 1, \forall i$ and $n = N_{max}$. The optimum parameters $\theta^t$ are cached for continuous update in the next iteration. To alleviate the wrong pseudo-label problem for domain alignment, we perform a confidence-check step to only select easy samples in $D_T$, which satisfy the condition $\varphi(x_i^t, \tilde{y}_i^t; \theta^t) \geq e^{-\lambda}$, to construct the new target training set $D^*_T = \{(x_i^t, \tilde{y}_i^t)\}_{i=1}^{N^*_t}$, with $N^*_t$ samples. Specifically, we set $n = 0$ for simplicity and use $\lambda$ as the confidence threshold to filter out hard samples which lie near the decision margins in the target domain.

**Remarks:** In curriculum [3] and self-paced learning [23], it is observed that a deep network overfits quickly to samples with bad labels in training data. It is thus beneficial to first train the network with easier samples, i.e. samples with potentially correct labels, before adding the harder samples. As discussed in the previous section, noisy pseudo-labels still exist from the optimal alignment step. It is therefore necessary to independently train a target-specific network on instances $x_i^t$ aiming to decouple domain bias in the obtained pseudo-label predictions. The quality of the entire pseudo-labels can be improved with the easy-to-hard learning scheme. Furthermore, the confidence check helps to eliminate errors from the wrong labels by favoring easy samples with high confidence.

### 4.4. Class-Aware Domain Alignment

**Cross-domain inter-clusters.** Once we get the refined pseudo-labels from the previous step, we do a class-aware domain alignment to close the domain gap while preserving the class information. Under the assumption that the shared
label space follows uniform distribution as in [18], samples conditioned on labels are then drawn in both source and target domains ($D_S$ and $D_T^*$). To this end, we propose a modified MMD loss on the feature embeddings that considers the multiple means formed by the different clusters of classes. We call this the center-to-center loss, i.e.

\[
L_{C2C} = \frac{1}{K} \sum_{k=1}^{K} \left\| \frac{1}{N^S_k} \sum_{i=1}^{N^S_k} \phi(x^{s,k}_i) - \frac{1}{N^T_k} \sum_{j=1}^{N^T_k} \phi(x^{t,k}_j) \right\|_H^2
\]

\[
= \frac{1}{K} \sum_{k=1}^{K} \left\{ \frac{1}{N^S_k} \sum_{i=1}^{N^S_k} \sum_{j=1}^{N^T_k} K(\phi(x^{s,k}_i), \phi(x^{t,k}_j)) + \frac{1}{N^T_k} \sum_{i=1}^{N^S_k} \sum_{j=1}^{N^T_k} K(\phi(x^{t,k}_i), \phi(x^{t,k}_j)) - 2 \frac{1}{N^S_k N^T_k} \sum_{i=1}^{N^S_k} \sum_{j=1}^{N^T_k} K(\phi(x^{s,k}_i), \phi(x^{t,k}_j)) \right\},
\]

where $\phi(x^{s,k}_i) \in D_S$ and $\phi(x^{t,k}_j) \in D_T^*$ are the source and target feature embeddings (omitting $\theta_f$ from $\phi(x; \theta_f)$) with the $k^{th}$ class label, respectively. $K(\cdot, \cdot)$ is the radial basis function (RBF) and $\| \cdot \|_H$ is the reproducing kernel Hilbert space. The inner terms in the first line of Eq. 3 denote the square-difference between the two empirical means of the $k^{th}$ class of the source and target domains. The minimization of $L_{C2C}$ is equivalent to the minimization of the inter-cluster center-to-center distances between the source and target domains. In our experiments, two batches of samples in an epoch: $B_S = \{(x^{s,k}_i, y_i = k)\}_{i=1}^{N^S_k}$ and $B_T = \{(x^{t,k}_i, y_i = k)\}_{i=1}^{N^T_k}$ are sampled from $D_S$ and $D_T^*$ according to the class label $y_i \in \mathcal{Y}_S \subset \mathcal{Y}$. The mini-batch label space $\mathcal{Y}_B$ consists of $K_B$ classes, i.e. $|\mathcal{Y}_B| = K_B$. Each class has $N^S_k$ source and $N^T_k$ target samples, respectively. The labels in $\mathcal{Y}_B$ to be aligned are uniformly chosen from the shared label space $\mathcal{Y}$ to ensure a shared distribution in the corresponding empirical means across domains. Consequently, the class imbalance within the domain and class-distribution shift across domains can be mitigated from the sampling perspective.

**In-domain intra-clusters.** In similar vein, we introduce another probability-to-probability loss on the output probability of the classification layer, i.e.

\[
L_{P2P} = \frac{1}{K} \sum_{k=1}^{K} \left\| \frac{1}{N^S_k} \sum_{i=1}^{N^S_k} p^{s,k}_i \phi(x^{s,k}_i) - \frac{1}{N^T_k} \sum_{j=1}^{N^T_k} p^{t,k}_j \phi(x^{t,k}_j) \right\|_H^2,
\]

where $p^{s,k}_i$ and $p^{t,k}_j$ are the probabilities of a source $x^{s}_i$ and target $x^{t}_j$ domain samples taking the $k^{th}$ class label, respectively. $L_{P2P}$ aims to minimize the probability difference of the source and target samples in the same class. It is important that $L_{P2P}$ has to be minimized together with the cross-entropy loss $L_{CE}(x^{s}, y^{s})$ from the fully supervised source domain. Specifically, $L_{CE}(x^{s}, y^{s})$ provides a constraint on the probability values in Eq. 4 that forces the in-domain feature embeddings into more discriminative clusters. This implies that in addition to maximizing the in-domain intra-cluster distances of the feature embeddings, the in-domain intra-cluster distances are concurrently minimized towards shaping a better decision boundary.

### 4.5. Optimization.

The optimization of our classification network for UDA is performed by an initialization step and an alternating three-stage training procedure over last three steps. The first initialization step is only performed once.

1) **Initialization.** We initialize our network by doing a fully supervised pre-training on the labeled source data, where we minimize the cross-entropy loss over the network parameters $\theta = \{ \theta_f, \theta_e \}$:

\[
L_{CE} = - \frac{1}{K} \sum_{k=1}^{K} \sum_{i=1}^{N_k} \mathbb{1}_{e=\hat{y}} \log(y^{s}_i).
\]

2) **Optimal assignment.** At the start of every training iteration, the k-means and optimal assignment are performed, where the initial centroids of the k-means on the unlabeled target domain data are generated from the the labeled source cluster centroids. Subsequently, we cache the centroids from the previous epoch into the memory and update them by a simple moving average in the current epoch:

\[
c_k \leftarrow \frac{\phi_k(x; \theta_f)}{\|\phi_k(x; \theta_f)\|_2} + \alpha \cdot c_k,
\]

to ensure stability and efficiency. $\alpha$ is the update momentum coefficient set to 1 for simplicity. $\phi_k(x; \theta_f)$ is the feature embedding assigned to the $k^{th}$ cluster from the nearest neighbor search. We use the Hungarian algorithm [22] as the solver for the optimal assignment problem formulated as a linear program in Eq. 1.

3) **Pseudo-label refinement.** Parameters $\theta^*_f$ and $\theta^*_e$ of the auxiliary network $\phi_e(\phi_f(x; \theta^*_f); \theta^*_e)$ are updated based on the pseudo-labels obtained from the previous optimal assignment step. The easy-to-hard refinement loss $L_{sp}$ from Eq. 2 is iteratively minimized by gradually increasing the threshold $\gamma^n \lambda$ with the iterations, until all target samples are included and the maximum epoch is reached. The optimum parameters $\theta^{*}$ are cached for continuous optimization in the next iteration. Finally, the confidence check select reliable examples that pass the confidence threshold $\lambda$ to construct a new training target set $D_T^* = \{(x^{t}_i, \hat{y}^{t}_i)\}_{i=1}^{N^T_k}$, i.e.

\[e^{-L(x^{t}_i, \hat{y}^{t}_i; \theta^{*})} \geq e^{-\lambda}.
\]
4) Class-aware domain alignment. For training efficiency, we uniformly sample a subset classes from which \( n \) samples are randomly drawn in the source and target domain, i.e. \( x^k = \{x_1^k, \ldots, x_n^k\} \), \( \forall K \), where \( x_n^k \sim (D_\mathcal{S}, D_\mathcal{T}) \).

The total loss \( L_{\text{DA}} \) we used to train the classification network \( g(\phi(x; \theta_f); \theta_c) \) consists of the center-to-center \( L_{C2C} \) (cf. Eq. 3), probability-to-probability \( L_{\text{P2P}} \) (cf. Eq. 4), and source domain cross-entropy \( L_{CE}(x^s, y^s) \) loss terms:

\[
L_{\text{DA}} = \mathbb{E}_{x^s, \ldots, x^K} \{\tau_1 L_{C2C} + \tau_2 L_{\text{P2P}} + L_{CE}(x^s, y^s)\}, \tag{7}
\]

where \( \tau_1 \) and \( \tau_2 \) are hyperparameters to balance the losses.

5. Experiments

We conduct experiments on four standard benchmark datasets: 1) Office-31 [36], 2) ImageCLEF-DA [1], 3) VisDA-2017 [34] and 4) Digit-Five to evaluate the performance of our proposed CA-UDA framework in comparison to other existing state-of-the-art methods. In addition, we show ablation studies to evaluate the effectiveness of each component in our framework.

5.1. Datasets and Experimental Setting

Datasets. Office-31 [36] includes three domains: Amazon (A), DSLR (D) and Webcam (W), and contains a total of 4,110 images covering 31 categories. A combination of six pairs of source-target domain settings are evaluated. ImageCLEF-DA [1] includes three domains: Caltech-256 (C), ImageNet ILSVRC 2012 (I), and Pascal VOC 2012 (P) with 12 categories, where each category contains equal number of 50 images. VisDA-2017 [34] is a challenging dataset due to the big domain shift between the synthetic images (152,397 images from VisDA) and the real images (55,388 images from COCO). We evaluate our method on the setting of synthetic-to-real as the source-to-target domain. To make a fair comparison with other methods, We choose the following three digit datasets: MNIST (M) [24], USPS (U) [9] and SVHN (S) [31] in Digit-Five as different domains. MNIST (M) and USPS (U) are handwritten Digits containing 70K and 9.3K images, respectively. SVHN has 100K colored digits collected from the real world.

Implementation details. For object classification datasets, we adopt ResNet-50 [14] and Resnet-101 [15] pretrained on the ImageNet as the backbone. The last FC layer is replaced with one FC layer of task-specific dimensions. The network parameters are all shared between source and target domain except for the batch normalization layers. We fine-tune the network feature extractor and train the classifier from scratch. For digit classification, we follow the network architecture in [10] and [5], where there are only two convolutional layers as the feature extractor. We use stochastic gradient descent (SGD) with momentum of 0.9 and weight decay of 0.0005 to train the network. We set the learning rate schedule \( \eta_t = \eta_0 \frac{\alpha^t}{(1+\beta^t)} \) as in [10, 11, 20, 27, 33, 43]. Specifically, the iteration \( t \) linearly changing from 0 to 1, \( \alpha = 10 \& \beta = 0.75 \). Following [20, 43], \( \beta = 2.25 \) for VisDA-2017 dataset, \( \eta_0 = 0.001 \) for feature extractor, \( \eta_0 = 0.01 \) for task-specific classifier. We empirically set the hyperparameters in Eq. 2 to \( \lambda = 0.1, \gamma = 1.3 \). This corresponds to the initial likelihood \( e^{-\lambda} \simeq 0.9 \) that decreases with an exponential decay (\( \cdot \gamma \)). For \( \tau_1 \) and \( \tau_2 \) in Eq. 7, a sensitively analysis is done on VisDA-2017, and the best performing \( \tau_1 = \tau_2 = 0.3 \) is obtained.

Baselines. We compare our CA-UDA with several baselines to verify its effectiveness: 1) Source-only. 2) Domain-level alignment methods. Representative baselines include: discrepancy-based models, i.e. DAN [26] and JAN [27], and adversarial-discriminative models, i.e. DANN [11], MADA [33], MCD [38] and RevGrad [10]. 3) Class conditional alignment methods which utilize pseudo-labels as supervision in the target domain, i.e. TPN [32], CAN [20] and A\(^2\)LP [45], and several baselines that also consider to solve the wrong pseudo-label problem, i.e. CAT [8], MSTN [44] and PFAN [7].

5.2. Comparison with Baselines

Digit classification. We evaluate our CA-UDA framework on three source-to-target domain adaptation settings from the Digit-Five dataset: M \( \rightarrow \) U, U \( \rightarrow \) M and S \( \rightarrow \) M. Table 1 shows that our method achieves state-of-the-art performance in all three domain adaptation subtasks. Compared with DAN [26] and JAN [27], class-level alignment methods generally perform much better. It indicates that matching distribution for each category helps to improve domain alignment. In comparison to TPN that uses prototype alignment, our CA-UDA is observed to achieve higher accuracy, e.g. in S \( \rightarrow \) M, our CA-UDA achieves +4.63\% and + 5.49\% with \( L_{SP} \). It implies the effectiveness of the optimal assignment and pseudo-label refinement in our CA-UDA in reducing the negative effects from wrong pseudo-labels. Furthermore, our model outperforms or shows comparable performance with the pseudo-labeling baselines. This confirms the capability of our proposals for mitigating domain shift in pseudo-label predictions.

Object classification. We further evaluate our CA-UDA on the object classification datasets. Table 2 evidently shows the improved accuracy over the six transfer directions across three domains on Office-31. Compared to A\(^2\)LP [45], our CA-UDA with \( L_{SP} \) boosts performance by 7.45\% and 7.24\% in W \( \rightarrow \) A (85.05\%) and D \( \rightarrow \) A (85.34\%), respectively. These results highlight the advantage of our pseudo-label refinement step, which improves the quality of pseudo-labels in the target domain for bet-
ter class-aware domain alignment. Although this dataset has class imbalance within each domain and in-class data imbalance across domains, our CA-UDA still consistently achieves the best performance. We conjecture that it is our class-level sampling that makes our model effective on the imbalanced data.

Table 3 reports results on six adaptation tasks between ImageCLEF-DA (ResNet-50). Table 4 lists the classification accuracy (%) on VisDA-2017, where all the baseline results are directly taken from [45]. We evaluate CA-UDA with two backbone networks, i.e. ResNet-50 and ResNet-101. CA-UDA with $\mathcal{L}_{sp}$ outperforms all baselines. Table 5 summarizes the accuracy over 12 categories. Prediction bias towards some classes can be observed as the performing of all baselines fluctuates over different categories. Our method achieves the best performance on most categories and the highest average accuracy.

5.3. Ablation Studies

Effect of the pseudo-label refinement. To study the role of pseudo-label refinement in our CA-UDA, we remove the auxiliary target classifier (without $\mathcal{L}_{sp}$) as comparison. Table 1, 2, 3, 4, 5 show classification accuracy on all four benchmarks. Ours (with $\mathcal{L}_{sp}$) achieves more impressive improvements, which can be attributed to: 1) the easy-to-hard pseudo-label refinement step by the target-specific classifier, and 2) the confidence-check step by selecting more reliable samples for class-level alignment. It suggests effective pseudo-label refinement can provide substantial benefits to the class-aware domain alignment.

Domain alignment evaluation. Table 6 evaluates our class-level domain alignment $\mathcal{L}_{DA}$ and its two components, i.e. $\mathcal{L}_{C2C}$ and $\mathcal{L}_{P2P}$. The performance is observed to drop when either one is removed. “$\mathcal{L}_{CE}$” and “$\mathcal{L}_{CE}^{t,pl}$” denote two replacements of $\mathcal{L}_{DA}$, i.e. direct CE loss on pseudo-labels with hard one-hot and soft entropy weights [17], respectively. In contrast, our $\mathcal{L}_{P2P}$ and $\mathcal{L}_{C2C}$ based settings greatly outperform CE-based supervisions by using pseudo labels for discrepancy minimization.

To further evaluate $\mathcal{L}_{P2P}$, an additional setting is considered, i.e. “$\mathcal{L}_{C2C} + \mathcal{L}_{1}$” by replacing $\mathcal{L}_{P2P}$ with the L1-distance $\mathcal{L}_{1}$ as in [38]. In Table 6, $\mathcal{L}_{1}$ improves slightly over “$\mathcal{L}_{C2C}$” but drops on ImageCLEF-DA. In comparison, our $\mathcal{L}_{P2P}$ consistently improves the accuracy, particularly by a large margin on VisDA-2017. It implies that our $\mathcal{L}_{P2P}$ is effective on different datasets even with complex data diversity.

Effect of the confidence-check strategy. Table 7 examines our confidence-check strategy on two datasets, i.e. Office-31 and ImageCLEF-DA. “w/o. CF” means we remove the confidence check and directly use the entire pseudo-labeled target data for domain alignment. It can be observed that overall results of “w/o. CF” are inferior to “w. CF”, which demonstrates effectiveness of the confidence-check after the pseudo-label refinement step. The higher accuracy of “w. CF” is due to the reduction of detrimental influence from wrong pseudo-labels as hard examples with low confidence are filtered out.
Table 5. Classification accuracy (%) on VisDA-2017 (ResNet-101).

Table 6. Domain alignment evaluation with mean accuracy (%).

Table 7. Confidence-check and Pseudo-label generation evaluation with mean accuracy (%).

**Pseudo-label generation evaluation.** Table 7 evaluates the quality of pseudo-labels generated by different approaches in our UDA task: 1) “Net” by predictions from the network, 2) “GMM” by estimations from the Gaussian Mixture Model, 3) “Ours(OA)” by our cluster-based optimal assignment, and “Ours(w/o. CF)” by additionally using pseudo-label refinement without data selection for alignment. All comparisons are conducted under the same setting that adopts $L_{DA}$ on the entire data for domain alignment.

**5.4. Qualitative Results and Analysis**

**Visualization.** Figure 3 (a-e) shows visualizations of different models: 1) Source-only, 2) global alignment based MMD and CA-UDA with $L_{sp}$ on the VisDA-2017 dataset. Visualization of target features are done by the umap [30]. Compared with MMD, our CA-UDA shows more compact intra-clusters, more apparent inter-cluster margins, and also less wrong labels. As visualized by the confusion matrix, a majority of the samples in some categories exhibit confusions for Source-only and MMD, while our CA-UDA significantly alleviates the class conditional shift.

**Sensitivity analysis.** Figure 3 (f) studies the sensitivity of $\tau_1$ and $\tau_2$ in Eq. 7 on VisDA-2017, which are balance weights of $L_{C2C}$ and $L_{P2P}$. For general analysis, we set $\tau_1 = \tau_2$ and change the values over the range $[0.05, 0.1, 0.3, 0.6, 1.0]$. It can be observed that the accuracy curve is bell-shaped, where the performance steadily increases and then starts decreasing from 0.3. We set the best performing $\tau_1 = \tau_2 = 0.3$ in all experiments.

**6. Conclusion**

In this paper, we propose CA-UDA to improve the quality of the pseudo-labels and UDA results with optimal assignment, a pseudo-label refinement strategy and class-aware domain alignment. In the pseudo-label refinement strategy, we show that the source domain bias in pseudo-label generation can be mitigated with the use of an auxiliary network trained on the target domain data. We further demonstrate that our optimal assignment can optimally align features in the source-to-target domains and our class-aware domain alignment can simultaneously close the domain gap while preserving the classification decision boundaries. Extensive experiments on several bench-mark datasets show that our method can achieve state-of-the-art performance in the image classification tasks.
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