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ABSTRACT. For general asymptotically sub-additive potentials (resp. asymptotically additive potentials) on general topological dynamical systems, we establish some variational relations between the topological entropy of the level sets of Lyapunov exponents, measure-theoretic entropies and topological pressures in this general situation. Most of our results are obtained without the assumption of the existence of unique equilibrium measures or the differentiability of pressure functions. Some examples are constructed to illustrate the irregularity and the complexity of multifractal behaviors in the sub-additive case and in the case that the entropy map that is not upper-semi continuous.

1. INTRODUCTION

The present paper is devoted to the study of the multifractal behavior of Lyapunov exponents of asymptotically sub-additive potentials. This is mainly motivated by the recent works on the Lyapunov exponents of matrix products [26, 23, 24] and the Lyapunov exponents of differential maps on nonconformal repellers [6].

Before formulating our results, we first give some notation and backgrounds. We call $(X, T)$ a topological dynamical system (for short TDS) if $X$ is a compact metric space and $T$ is a continuous map from $X$ to $X$. A sequence $\Phi = \{\log \phi_n\}_{n=1}^{\infty}$ of functions on $X$ is said to be a \textit{sub-additive potential} if each $\phi_n$ is a continuous nonnegative-valued function on $X$ such that

$$0 \leq \phi_{n+m}(x) \leq \phi_n(x)\phi_m(T^n x), \quad \forall \ x \in X, \ m, n \in \mathbb{N}.$$  

More generally, $\Phi = \{\log \phi_n\}_{n=1}^{\infty}$ is said to be an \textit{asymptotically sub-additive potential} if for any $\epsilon > 0$, there exists a sub-additive potential $\Psi = \{\log \psi_n\}_{n=1}^{\infty}$ on $X$ such that

$$\limsup_{n \to \infty} \frac{1}{n} \sup_{x \in X} |\log \phi_n(x) - \log \psi_n(x)| \leq \epsilon,$$

where we take the convention $\log 0 - \log 0 = 0$. Furthermore $\Phi$ is called an \textit{asymptotically additive potential} if both $\Phi$ and $-\Phi$ are asymptotically sub-additive, where $-\Phi$ denotes $\{\log(1/\phi_n)\}_{n=1}^{\infty}$. In particular, $\Phi$ is called \textit{additive} if each $\phi_n$ is a continuous positive-valued function so that $\phi_{n+m}(x) = \phi_n(x)\phi_m(T^n x)$ for all $x \in X$ and $m, n \in \mathbb{N}$; in this case, there is a continuous real function $g$ on $X$ such that $\phi_n(x) = \exp(\sum_{i=0}^{n-1} g(T^i x))$ for each $n$.
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Let $\Phi = \{\log \phi_n\}_{n=1}^{\infty}$ be an asymptotically sub-additive potential on $X$. For any $x \in X$, we define
\begin{equation}
\lambda_\Phi(x) = \lim_{n \to \infty} \frac{\log \phi_n(x)}{n}
\end{equation}
and call it the Lyapunov exponent of $\Phi$ at $x$, provided that the limit exists. Otherwise we use $\lambda_\Phi^u(x)$ and $\lambda_\Phi^l(x)$ to denote the upper and lower limits respectively. It can be derived from Kingman’s sub-additive ergodic theorem (cf. [49], p. 231) that, for any $\mu \in \mathcal{E}(X, T)$,
\begin{equation}
\lambda_\Phi(x) = \Phi^*(\mu) \quad \text{for $\mu$-a.e. } x \in X,
\end{equation}
where $\mathcal{E}(X, T)$ denotes the space of ergodic $T$-invariant Borel probability measures on $X$ and
\begin{equation}
\Phi^*(\mu) := \lim_{n \to \infty} \int \frac{\log \phi_n(x)}{n} d\mu(x).
\end{equation}
This limit always exists and takes values in $\mathbb{R} \cup \{-\infty\}$. (For details, see Proposition A.1.)

In this paper we are mainly concerned with the distribution of the Lyapunov exponents of $\Phi$. More precisely, for any $\alpha \in \mathbb{R}$, define
\begin{equation}
E_\Phi(\alpha) = \{x \in X : \lambda_\Phi(x) = \alpha\},
\end{equation}
which is called the $\alpha$-level set of $\lambda_\Phi$. We shall study the topological entropy $h_{\text{top}}(T, E_\Phi(\alpha))$ of $E_\Phi(\alpha)$ when $\alpha$ varies (here we are using the notion of topological entropy for arbitrary subsets of a compact space, introduced by Bowen in [12]; see Section 2.1). This is a general concept of multifractal analysis proposed by Barreira, Pesin and Schmeling [7], and it plays an important role in the dimension theory of dynamical systems [43, 5]. For convenience we call $h_{\text{top}}(T, E_\Phi(\alpha))$, as a function of $\alpha$, the Lyapunov spectrum of $\Phi$.

A key ingredient in the above study is the topological pressure of $\Phi$. To introduce this concept, let $X$ be endowed with the metric $d$. For any $n \in \mathbb{N}$, define a new metric $d_n$ on $X$ by
\begin{equation}
d_n(x, y) = \max \left\{ d(T^k(x), T^k(y)) : k = 0, \ldots, n-1 \right\}.
\end{equation}
For any $\epsilon > 0$, a set $E \subseteq X$ is said to be a $(n, \epsilon)$-separated subset of $X$ if $d_n(x, y) > \epsilon$ for any two different points $x, y \in E$. For $\Phi = \{\log \phi_n\}_{n=1}^{\infty}$, we define
\begin{equation}
P_n(T, \Phi, \epsilon) = \sup \left\{ \sum_{x \in E} \phi_n(x) : E \text{ is a } (n, \epsilon)\text{-separated subset of } X \right\}.
\end{equation}
It is clear that $P_n(T, \Phi, \epsilon)$ is a decreasing function of $\epsilon$. Define
\begin{equation}
P(T, \Phi, \epsilon) = \limsup_{n \to \infty} \frac{1}{n} \log P_n(T, \Phi, \epsilon)
\end{equation}
and $P(T, \Phi) = \lim_{\epsilon \to 0} P(T, \Phi, \epsilon)$. We call $P(T, \Phi)$ the topological pressure of $\Phi$ with respect to $T$ or, simply, the topological pressure of $\Phi$. If $\Phi$ is additive, $P(T, \Phi)$ recovers the classical (additive) topological pressure introduced by Ruelle and Walters (cf. [49], Chapter 9)).
Let us return back to the study of the Lyapunov spectrum. When \( \Phi = \{ \sum_{i=0}^{n-1} f \circ T^i \}_{n=1}^{\infty} \) is an additive potential, the Lyapunov exponent \( \lambda_\Phi \) is just equal to the Birkhoff average of \( f \). In this case, the topological entropy (or the Hausdorff dimension) of the level sets of Birkhoff averages has been extensively studied in the recent two decades (see, e.g., [13, 7, 11, 20, 21, 34, 27, 3, 12, 47, 23, 16, 22, 1, 2, 29], and references therein). It is well known (see, e.g., [21, 23, 41]) that when (1.6) and (1.7) still hold [26, 23, 24]. A natural question arises whether there exist some positive results without any additional assumptions. This is one of the original motivations of this paper.

Motivated by the study of the multifractal formalism associated to certain iterated function systems with overlaps, the Lyapunov spectrum of certain special sub-additive potentials \( \Phi = \{ \log \phi_n \}_{n=1}^{\infty} \) on subshifts of finite type have been studied in [26, 23, 24], in which \( \phi_n(x) = \| \prod_{i=0}^{n-1} M(T^i x) \| \), where \( M \) is a continuous function on \( X \) taking values in the set of \( d \times d \) matrices, and \( \| \cdot \| \) denotes the operator norm. It is known that in this general situation, (1.6) and (1.7) may both fail. The following is an example taken from [24].

**Example 1.1** Let \((X,T)\) be the one-sided full shift over the alphabet \(\{1,2,3,4\}\). Let \(M(x)\) be a matrix function on \(X\) defined as \(M(x) = M_2\), for \(x = (x_j)_{j=1}^{\infty}\), where \(M_i\) (\(1 \leq i \leq 4\)) are diagonal \(4 \times 4\) matrices given by

\[
M_1 = M_2 = \text{diag}(1,2,0,0), \quad M_3 = \text{diag}(1,0,3,0), \quad M_4 = \text{diag}(1,0,0,4).
\]

It is easily checked that

\[
P_\Phi(q) = \begin{cases} 
q \log 4, & \text{if } q \geq 1 \\
\log 4, & \text{otherwise}
\end{cases}
\]

and

\[\{\alpha \in \mathbb{R} : E_\Phi(\alpha) \neq \emptyset\} = \{0, \log 2, \log 3, \log 4\} \subseteq \{0, \log 4\} = \{\alpha \in \mathbb{R} : \Phi_*(\mu) = \alpha \text{ for some } \mu \in \mathcal{M}(X,T)\}.
\]

Furthermore, \(E_\Phi(\log 3)\) is a singleton and thus

\[
h_{\text{top}}(T, E_\Phi(\log 3)) = 0 < \log 4 - \log 3 = \inf_{q \in \mathbb{R}} \{-q \log 3 + P_\Phi(q)\}.
\]

We remark that under some additional assumptions (e.g., positiveness or certain irreducibility) for the matrix function \(M\), (1.6) and (1.7) still hold [26, 23, 24]. A natural question arises whether there exist some positive results without any additional assumptions. This is one of the original motivations of this paper.
Indeed in this paper, we study the Lyapunov spectrum of general asymptotically sub-additive potentials and asymptotically additive potentials on general TDS. Under this setting, the multifractal behavior may be quite irregular. For instance, we can construct a TDS \((X,T)\) and an additive potential \(\Phi\) on \(X\) such that
\[
h_{\text{top}}(T,E_\Phi(\alpha)) < \inf \{P_\Phi(q) - \alpha q : q \in \mathbb{R} \} \quad \forall \alpha \in \Omega := \{\Phi_*(\mu) : \mu \in \mathcal{M}(X,T)\}.
\]
(See Example 6.2). Nevertheless, we still have some positive results regarding the Lyapunov spectrum and its variational relations to measure-theoretic entropies and topological pressures. Some more properties are obtained when the corresponding TDS satisfies further assumptions (e.g., upper semi-continuity of the entropy map).

To formulate our results, for an asymptotically sub-additive potential \(\Phi = \{\log \phi_n\}_{n=1}^\infty\) on a general TDS \((X,T)\), we define
\[
\beta(\Phi) = \lim_{n \to \infty} \frac{1}{n} \log \sup_{x \in X} \phi_n(x).
\]
The limit exists and takes values in \(\mathbb{R} \cup \{-\infty\}\) (see Lemma A.3). However if \(\beta(\Phi) = -\infty\), it is easy to see that for all \(x \in X\), \(\lambda(\Phi)(x) = -\infty\). To avoid trivialities we shall always assume that \(\beta(\Phi) > -\infty\).

(i) For any \(q > 0\), let \(q\Phi\) denote the sequence \(\{q \log \phi_n\}_{i=1}^\infty\) (which clearly is asymptotically sub-additive) and write
\[
P_\Phi(q) = P(T,q\Phi).
\]
The function \(P_\Phi\) is called the pressure function of \(\Phi\). When \(\Phi\) is asymptotically additive on \(X\), \(P_\Phi\) can be defined over \((-\infty,\infty)\).

Our main results are Theorems 1.1-1.4 formulated as follows:

**Theorem 1.1.** Let \((X,T)\) be a TDS and \(\Phi = \{\log \phi_n\}_{n=1}^\infty\) an asymptotically sub-additive potential on \(X\) which satisfies \(\beta(\Phi) > -\infty\). Then \(E_\Phi(\beta(\Phi)) \neq \emptyset\) and
\[
h_{\text{top}}(T,E_\Phi(\beta(\Phi))) = \sup \{h_\mu(T) : \mu \in \mathcal{M}(X,T), \Phi_*(\mu) = \beta(\Phi)\}
\]
\[
= \sup \{h_\mu(T) : \mu \in \mathcal{E}(X,T), \Phi_*(\mu) = \beta(\Phi)\}.
\]

We emphasize that the above theorem only deals with the specific value \(\alpha = \beta(\Phi)\), which is the largest possible value for \(\lambda_\Phi\) (cf. Lemma A.3).

**Theorem 1.2.** Let \((X,T)\) be a TDS such that the topological entropy \(h_{\text{top}}(T)\) is finite. Suppose that \(\Phi = \{\log \phi_n\}_{n=1}^\infty\) is an asymptotically sub-additive potential on \(X\) which satisfies \(\beta(\Phi) > -\infty\). Then the pressure function \(P_\Phi(q)\) is a continuous real convex function on \((0,\infty)\) with \(P_\Phi'(\infty) := \lim_{q \to \infty} P_\Phi(q)/q = \beta(\Phi)\). Moreover,

(i) For any \(t > 0\), if \(\alpha = P_\Phi'(t+)\) or \(\alpha = P_\Phi'(t-)\), then
\[
\lim_{\epsilon \to 0} h_{\text{top}}(T, \bigcup_{\beta \in (\alpha-\epsilon,\alpha+\epsilon)} E_\Phi(\beta)) = \inf_{q > 0} \{P_\Phi(q) - \alpha q\} = P_\Phi(t) - \alpha t,
\]
where \( P'_\Phi(t-) \) and \( P'_\Phi(t+) \) denote the left and right derivatives of \( P_\Phi \) at \( t \), respectively. Moreover the first equality is also valid when \( \alpha = P'_\Phi(\infty) \).

(ii) For any \( t > 0 \) and any \( \alpha \in [P'_\Phi(t-), P'_\Phi(t+)] \),
\[
\inf_{\alpha' > 0} \{ P_\Phi(q) - \alpha q \} = \lim_{\epsilon \to 0} \sup \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), |\Phi_*(\mu) - \alpha| < \epsilon \}.
\]
Furthermore the above equality is valid for \( \alpha = P'_\Phi(\infty) \).

(iii) For any \( \alpha \in (\lim_{t \to 0^+} P'_\Phi(t-), P'_\Phi(\infty)) \),
\[
\inf_{\alpha' > 0} \{ P_\Phi(q) - \alpha q \} = \sup \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), \Phi_*(\mu) = \alpha \}.
\]

By convexity, \( P_\Phi \) may fail to be differentiable on a set which is at most countable, however the left and right derivatives of \( P_\Phi \) exist everywhere. We remark that \( h_{\text{top}}(T) \) is finite for a lot of TDS’s such as expansive maps on compact metric space and Lipschitz continuous transformations on finite dimensional compact metric spaces (see e.g. [32] Section 3.2), and asymptotically \( h \)-expansive TDS’s [39]. We need to mention that Theorem 1.2(i) only deals with the “fuzzy” level sets and it is not valid for the standard level sets \( E_\Phi(\alpha) \). Indeed, there are examples such that
\[
h_{\text{top}}(T, E_\Phi(\alpha)) < \inf_{\alpha' > 0} \{ P_\Phi(q) - \alpha q \}
\]
for any \( \alpha = P'_\Phi(t+) \) or \( \alpha = P'_\Phi(t-) \) with \( t > 0 \) (see e.g. Example 6.2). Nevertheless the results of Theorem 1.2 can be improved if we add an additional assumption that the entropy map \( \mu \to h_\mu(T) \) is upper semi-continuous on \( \mathcal{M}(X,T) \). More precisely, we have

**Theorem 1.3.** Under the condition of Theorem 1.2, we assume furthermore that the entropy map \( \mu \to h_\mu(T) \) is upper semi-continuous on \( \mathcal{M}(X,T) \). Then

(i) For any \( t > 0 \), if \( \alpha = P'_\Phi(t+) \) or \( \alpha = P'_\Phi(t-) \), then \( E_\Phi(\alpha) \neq \emptyset \) and
\[
h_{\text{top}}(T, E_\Phi(\alpha)) = \inf_{\alpha' > 0} \{ P_\Phi(q) - \alpha q \} = P_\Phi(t) - \alpha t,
\]
(ii) For \( \alpha \in \bigcup_{t > 0}[P'_\Phi(t-), P'_\Phi(\infty)) \),
\[
\inf_{\alpha' > 0} \{ P_\Phi(q) - \alpha q \} = \max \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), \Phi_*(\mu) = \alpha \}.
\]
(iii) If \( t > 0 \) such that \( t \Phi \) has a unique equilibrium state \( \mu_t \in \mathcal{M}(X,T) \), then \( \mu_t \) is ergodic, \( P'_\Phi(t) = \Phi_*(\mu_t) \) and \( E_\Phi(P'_\Phi(t)) \neq \emptyset \) and
\[
h_{\text{top}}(T, E_\Phi(P'_\Phi(t))) = h_{\mu_t}(T).
\]

A significant part of Theorem 1.3(i) is that we don’t need the differentiability assumption for \( P_\Phi \). To the best of our knowledge, this result is not known even in the additive case. It has a nice application in the multifractal analysis for certain probability measures on symbolic spaces (see Remark 4.9). We remark that the assumption of upper semi-continuity for the entropy map is quite essential for the results in Theorem 1.3. This assumption is satisfied by some natural TDS’s such as \( h \)-expansive TDS’s [11] and more generally, asymptotically \( h \)-expansive TDS’s [39] which include, for example, \( C^\infty \) transformations on Riemannian manifolds [14]. Without this assumption, the multifractal behavior may be
very irregular and complicated. See Section 0 for some examples. We remark that the differentiability property of the pressure functions was studied in [37, 38] for rational maps on the Riemann sphere for certain additive potentials.

Meanwhile Theorems 1.1-1.3 are about asymptotically sub-additive potentials, our next theorem is concerned with asymptotically additive potentials. A TDS \((X, T)\) is called to be saturated if for any \(\mu \in \mathcal{M}(X, T)\), we have \(G_\mu \neq \emptyset\) and \(h_{\text{top}}(T, G_\mu) = h_\mu(T)\), where \(G_\mu\) denotes the set of \(\mu\)-generic points defined by

\[
G_\mu := \left\{ x \in X : \lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta_{T^j x} \to \mu \text{ in the weak* topology as } n \to \infty \right\},
\]

where \(\delta_y\) denotes the probability measure whose support is the single point \(y\). It was shown independently in [22, 44] that if a TDS \((X, T)\) satisfies the specification property, then \((X, T)\) is saturated.

**Theorem 1.4.** Let \((X, T)\) be a TDS and let \(\Phi\) be an asymptotically additive potential on \(X\). Set \(\Omega = \{\Phi_* (\mu) : \mu \in \mathcal{M}(X, T)\}\). Then \(\Omega\) is a bounded closed interval. Furthermore we have the following statements.

(i) \(\{\alpha \in \mathbb{R} : E_{\Phi}(\alpha) \neq \emptyset\} \subseteq \Omega\).

(ii) If \(h_{\text{top}}(T) < \infty\), then \(P_\Phi\) is a real convex function over \(\mathbb{R}\). Furthermore,

\[
\alpha \in \Omega \iff \inf \{P_\Phi(q) - \alpha q : q \in \mathbb{R}\} \neq -\infty \iff \inf \{P_\Phi(q) - \alpha q : q \in \mathbb{R}\} \geq 0.
\]

(iii) If \(h_{\text{top}}(T) < \infty\) and the entropy map is upper semi-continuous, then for each \(\alpha \in \Omega\),

\[
\sup \{h_\mu(T) : \mu \in \mathcal{M}(X, T), \Phi_* (\mu) = \alpha\} = \inf \{P_\Phi(q) - \alpha q : q \in \mathbb{R}\};
\]

Furthermore, for \(\alpha \in \bigcup_{\lambda \in \mathbb{R}} \{\Phi'(t-) , \Phi'(t+)\} \cup \Phi'(\pm \infty)\), we have \(E_{\Phi}(\alpha) \neq \emptyset\) and

\[
h_{\text{top}}(T, E_{\Phi}(\alpha)) = \inf \{P_\Phi(q) - \alpha q : q \in \mathbb{R}\},
\]

where \(\Phi'(\pm \infty) := \lim_{q \to \pm \infty} P_\Phi(q)/q\) and \(P_\Phi'(\pm \infty) := \lim_{q \to \pm \infty} P_\Phi(q)/q\).

(iv) Assume that \((X, T)\) is saturated. Then \(E_{\Phi}(\alpha) \neq \emptyset\) if and only if \(\alpha \in \Omega\). Furthermore, \(h_{\text{top}}(T, E_{\Phi}(\alpha)) = \sup \{h_\mu(T) : \mu \in \mathcal{M}(X, T), \Phi_* (\mu) = \alpha\}\) for any \(\alpha \in \Omega\).

We remark that Theorem 1.4 (iii)-(iv) extend previous results about the Lyapunov spectrum of continuous positive matrix-valued functions [24] and the Lyapunov spectrum of certain asymptotically additive potentials [35] on subshifts of finite type.

In this paper, we also study the high dimensional Lyapunov spectrum. For a finite family of asymptotically sub-additive (resp. asymptotically additive) potentials \(\Phi_i = \{\log \phi_{n,i}\}_{n=1}^\infty, i = 1, \ldots, k\), and \(a = (a_1, \ldots, a_k)\), we define

\[
E_{\Phi}(a) = \left\{ x \in X : \lim_{n \to \infty} \frac{\log \phi_{n,i}(x)}{n} = a_i \text{ for } 1 \leq i \leq k \right\}.
\]

We indeed obtain the high dimensional versions of Theorems 1.2-1.4 regarding the properties about \(h_{\text{top}}(T, E_{\Phi}(a))\) and the corresponding variational relations (see Theorems 1.2, 4.8).
For instance, when \((X, T)\) is a saturated TDS such that the entropy map is upper-semi continuous, then for any asymptotically additive potentials \(\Phi_i \ (i = 1, \ldots, k)\), we have
\[
E_\Phi(a) \neq \emptyset \iff a \in A := \{\Phi_\ast(\mu) : \mu \in \mathcal{M}(X, T)\}
\]
and
\[
h_{top}(T, E_\Phi(a)) = \sup\{h_\mu(T) : \mu \in \mathcal{M}(X, T) \text{ with } \Phi_\ast(\mu) = a\}
= \inf\{P_\Phi(q) - a \cdot q : q \in \mathbb{R}^k\}, \quad \forall a \in A.
\]
where \(\Phi_\ast(\mu) := ((\Phi_1)_\ast(\mu), \ldots, (\Phi_k)_\ast(\mu))\), \(P_\Phi(q) = P(T, \sum_{i=1}^{k} q_i \Phi_i)\) for \(q = (q_1, \ldots, q_k)\), and \(a \cdot q\) denotes the inner product of \(a\) and \(q\) (see Theorem 5.2(ii)-(iv)).

As an application of the above result, we can improve a result of Barreira and Gelfert in [6] on Lyapunov exponents on nonconformal repellers. To see it, let \(\Lambda\) be a repeller of \(A\) and \(\Phi_i\) are asymptotically additive (see [6, Proposition 4]). Under the additional assumptions that \(\Phi_i\) and \(\Phi_2\) are asymptotically additive (see [6, Proposition 4]). Under the additional assumptions that \(f\) is \(C^{1+\beta}\) and \(f\) has bounded distortion, Barreira and Gelfert showed that
\[
h_{top}(T, E_\Phi(a)) = \inf\{P_\Phi(q) - a \cdot q : q \in \mathbb{R}^k\}
\]
for each gradient \(a\) of \(P_\Phi\) (see [6, Theorem 1]). However according to our result, these two additional assumptions can be removed (although in this case \(P_\Phi\) may be not differentiable) and the variational relation holds for each \(a \in A := \{\Phi_\ast(\mu) : \mu \in \mathcal{M}(X, T)\}\) (we remark that \(A\) contains the subdifferentials of \(P_\Phi\); see Theorem 53). Below we give some further remarks.

**Remark 1.5.**
(i) In the definition of sub-additive potential \(\Phi = \{\log \phi_n\}\), we admit that \(\phi_n(x)\) takes the value 0. As an advantage, we can cover the interesting case that \(\phi_n(x) = \|\prod_{i=0}^{n-1} M(T^i x)\|\), where \(M\) is an arbitrary continuous matrix-valued function.

(ii) There are some natural examples of asymptotically sub-additive (resp. asymptotically additive) potentials which may not be sub-additive, such as the general potential
\[
\Phi = \{\log \mu(I_n(x))\}_{n=1}^\infty,
\]
where \(\mu\) is a weak Gibbs measure on a full shift space over finite symbols and \(I_n(x)\) denotes the \(n\)-th cylinder about \(x\) (cf. [28] and Proposition A.5(iv)). By the way, the quotient space of all asymptotically additive potentials on \(X\) under certain equivalence relation is a separable Banach space endowed with some norm (cf. Remark A.6(ii)). These are two main reasons that we setup the theory for asymptotically sub-additive potentials rather than sub-additive potentials.

(iii) For the proofs of Theorems 1.2-1.4 we first prove their higher dimensional versions by applying convex analysis and the thermodynamic formalism, then derive the onedimensional versions. Although it looks a bit strange and there are relatively simple
alternative approaches for the one-dimensional versions, however the extension to higher dimensions along those approaches seems difficult.

(iv) Let \( \Phi = \{ \log \phi_n \}_{n=1}^\infty \), where \( \phi_n \)'s are non-negative continuous functions on \( X \) satisfying

\[
\phi_{n+m}(x) \leq C_n \phi_n(x) \phi_m(T^nx), \quad \forall \ n, m \in \mathbb{N}, \ x \in X,
\]

where \( (C_n) \) is a sequence of positive numbers with \( \lim_{n \to \infty} (1/n) \log C_n = 0 \). We do not know whether \( \Phi \) is asymptotically sub-additive. However, one can manage to prove Lemma A.2 and Theorem 3.1 for this \( \Phi \) by an approach similar to [15]. Furthermore, Theorems 1.1-1.3 remain valid for this kind of potentials.

The content of the paper is following. In Section 2 we give some preliminaries about topological entropy and topological pressures, and we also present and derive some results in convex analysis that are needed in the proof of our theorems. In section 3 we introduce the asymptotically sub-additive thermodynamic formalism and we also set up a formula for the subdifferentials of pressure functions. The high dimensional versions of Theorem 1.2-1.3 are formulated and proved in Section 4. In particular, we give a class of sub-additive potentials on full shifts which satisfy part of (1.7) in Section 4. The high dimensional version of Theorem 1.4 is formulated and proved in Section 5. In Section 6 we give some examples about the irregular multifractal behaviors for additive potentials on TDS’s for which the entropy maps is not upper semi-continuous. In Appendix A we give some properties about asymptotically sub-additive (resp. asymptotically additive potentials). In Appendix B we summarize the main notation and conventions used in this paper.

2. Preliminaries

In this section, we first give the definitions and some properties about the topological entropy of non-compact sets and the topological pressure of non-additive potentials, for which the reader is referred to [12, 3, 43, 15] for more details. Then we present some notation and known facts in convex analysis and derive several results which are need in the proofs of our main results.

2.1. Topological entropy. Let \( (X,d) \) be a compact metric space and \( T : X \to X \) a continuous transformation. For any \( n \in \mathbb{N} \) we define a new metric \( d_n \) on \( X \) by

\[
d_n(x,y) = \max \left\{ d(T^k(x),T^k(y)) \ : \ k = 0, \ldots, n-1 \right\},
\]

and for every \( \epsilon > 0 \) we denote by \( B_n(x,\epsilon) \) the open ball of radius \( \epsilon \) in the metric \( d_n \) around \( x \), i.e., \( B_n(x,\epsilon) = \{ y \in X : d_n(x,y) < \epsilon \} \). Let \( Z \subset X \) and \( \epsilon > 0 \). We say that an at most countable collection of balls \( \Gamma = \{ B_n(x_i,\epsilon) \} \) covers \( Z \) if \( Z \subset \bigcup_i B_n(x_i,\epsilon) \). For \( \Gamma = \{ B_n(x_i,\epsilon) \} \), put \( n(\Gamma) = \min_i n_i \). Let \( s \geq 0 \) and define

\[
M(Z,s,N,\epsilon) = \inf \sum_i \exp(-sn_i),
\]
where the infimum is taken over all collections $\Gamma = \{B_n(x_i, \epsilon)\}$ covering $Z$, such that $n(\Gamma) \geq N$. The quantity $M(Z, s, N, \epsilon)$ does not decrease with $N$, hence the following limit exists:

$$M(Z, s, \epsilon) = \lim_{N \to \infty} M(Z, s, N, \epsilon).$$

There exists a critical value of the parameter $s$, which we will denote by $h_{\text{top}}(T, Z, \epsilon)$, where $M(Z, s, \epsilon)$ jumps from $\infty$ to $0$, i.e.

$$M(Z, s, \epsilon) = \begin{cases} 
0, & s > h_{\text{top}}(T, Z, \epsilon), \\
\infty, & s < h_{\text{top}}(T, Z, \epsilon).
\end{cases}$$

It is clear to see that $h_{\text{top}}(T, Z, \epsilon)$ does not decrease with $\epsilon$, and hence the following limit exists,

$$h_{\text{top}}(T, Z) = \lim_{\epsilon \to 0} h_{\text{top}}(T, Z, \epsilon).$$

We call $h_{\text{top}}(T, Z)$ the topological entropy of $T$ restricted to $Z$ or, simply, the topological entropy of $Z$, when there is no confusion about $T$. In particular we write $h_{\text{top}}(T)$ for $h_{\text{top}}(T, X)$. Here we recall some of the basic properties about the topological entropy.

**Proposition 2.1** ([12, 43]). The topological entropy as defined above satisfies the following:

1. $h_{\text{top}}(T, Z_1) \leq h_{\text{top}}(T, Z_2)$ for any $Z_1 \subseteq Z_2 \subseteq X$.
2. $h_{\text{top}}(T, Z) = \sup_i h_{\text{top}}(T, Z_i)$, where $Z = \bigcup_{i=1}^{\infty} Z_i \subseteq X$.
3. Suppose $\mu$ is an invariant measure and $Z \subseteq X$ is such that $\mu(Z) = 1$, then $h_{\text{top}}(T, Z) \geq h_{\mu}(T)$, where $h_{\mu}(T)$ is the measure-theoretic entropy.

2.2. Topological pressure. Let $T : X \to X$ be a continuous transformation of a compact metric space $(X, d)$. For any $n \in \mathbb{N}$, define the metric $d_n$ as in (2.1). For any $\epsilon > 0$, a set $E \subseteq X$ is said to be a $(n, \epsilon)$-separated subset of $X$ if $d_n(x, y) > \epsilon$ for any two different points $x, y \in E$. Let $\Phi = \{\log \phi_n(x)\}_{n=1}^{\infty}$ be a sequence of functions on $X$ for which $\phi_n$ is non-negative for each $n$. We define

$$P_n(T, \Phi, \epsilon) = \sup \left\{ \sum_{x \in E} \phi_n(x) : E \text{ is a } (n, \epsilon) \text{-separated subset of } X \right\}.$$ 

It is clear that $P_n(T, \Phi, \epsilon)$ is a decreasing function of $\epsilon$. Define

$$P(T, \Phi, \epsilon) = \limsup_{n \to \infty} \frac{1}{n} \log P_n(T, \Phi, \epsilon)$$

and $P(T, \Phi) = \lim_{\epsilon \to 0} P(T, \Phi, \epsilon)$. We call $P(T, \Phi)$ the topological pressure of $\Phi$ with respect to $T$ or, simply, the topological pressure of $\Phi$.

2.3. Subdifferentials of convex functions. We first give some notation and basic facts in convex analysis. For details, one is referred to [30, 45].

By a convex combination of points $x_1, \ldots, x_m \in \mathbb{R}^k$ we mean a linear combination $\sum_{i=1}^{m} \lambda_i x_i$, where $\lambda_1 + \cdots + \lambda_m = 1$ and $\lambda_1, \ldots, \lambda_m \geq 0$. For any subset $M$ of $\mathbb{R}^k$, the convex hull $\operatorname{conv}(M)$ of $M$ is the set of all convex combinations of points from $M$. Carathéodory’s
Theorem says that for any subset $M$ of $\mathbb{R}^k$, the convex hull $\text{conv}(M)$ is the set of all convex combinations of $k + 1$ points from $M$ (cf. [45 Theorem 17.1]).

Let $C$ be a convex subset of $\mathbb{R}^k$. A point $x \in C$ is called an extreme point of $C$ if $x = py + (1 - p)z$ for some $y, z \in C$ and $0 < p < 1$, then $x = y = z$. The set of extreme points of $C$ is denoted by $\text{ext}(C)$. Minkowski’s Theorem says that for any non-empty compact convex subset $C$ of $\mathbb{R}^k$, $C = \text{conv}(\text{ext}(C))$ (cf. [30 Theorem 2.3.4] or [45 Corollary 18.5.1]). Hence, according to Carathéodory’s Theorem and Minkowski’s Theorem, each point in a compact convex set $C \subset \mathbb{R}^k$ is a convex combination of $k + 1$ points from $\text{ext}(C)$.

A point $x \in C$ is called exposed point of $C$, if $\{x\}$ is the intersection of $C$ with some supporting hyperplane of $C$. The set of all exposed points of $C$ will be denoted by $\text{expo}(C)$. Straszewicz’ Theorem says for any compact convex set $C$ in $\mathbb{R}^k$, $\text{expo}(C)$ is a dense subset of $\text{ext}(C)$ (cf. [45 Theorem 18.6]).

Let $U$ be an open convex subset of $\mathbb{R}^k$ and $f$ be a real continuous convex function on $U$. For $x \in U$, $a \in \mathbb{R}^k$ is called a subgradient of $f$ at $x$, if for any $y \in U$ one has

$$f(y) - f(x) \geq a \cdot (y - x),$$

where the dot denotes the dot product. The set of all subgradients at $x$ is called the subdifferential of $f$ at $x$ and is denoted $\partial f(x)$. For $x \in U$, the subdifferential $\partial f(x)$ is always a nonempty convex compact set (cf. [45 Theorem 23.4]). Write

$$\partial^e f(x) = \text{ext}(\partial f(x)).$$

When $\partial^e f(x) = \{a\}$, we say that $f$ is differentiable at $x$ and write $f'(x) = a$. It is known that $f$ is differentiable for almost every $x \in U$ (cf. [30 Theorem 4.2.3]). In the case $k = 1$, $\partial f(x) = [f'(x_\leftarrow), f'(x_\rightarrow)]$ and $\partial^e f(x) = \{f'(x_\leftarrow), f'(x_\rightarrow)\}$.

Next we define

$$\partial f(U) = \bigcup_{x \in U} \partial f(x) \quad \text{and} \quad \partial^e f(U) = \bigcup_{x \in U} \partial^e f(x).$$

**Proposition 2.2.** Let $U$ be an open convex subset of $\mathbb{R}^k$ and $f$ be a real continuous convex function on $U$. Then for each $x \in U$ and $a \in \partial^e f(x)$, there exists a sequence $(x_n) \subset U$ such that $\lim_{n \to \infty} x_n = x$, $f$ is differentiable at each point $x_n$ and $a = \lim_{n \to \infty} f'(x_n)$.

**Proof.** Let $x \in U$. Since $\text{expo}(\partial f(x))$ is dense in $\partial^e f(x)$, we only need to show that the lemma holds when $a \in \text{expo}(\partial f(x))$. Fix such an $a$ and write $a = (a_1, \cdots, a_k)$. Then there exists a non-zero vector $t = (t_1, \cdots, t_k) \in \mathbb{R}^k$ such that

$$t \cdot b < t \cdot a \quad \text{for any } b \in \partial f(x) \setminus \{a\}.$$
Since \( f \) is differentiable almost every on \( U \), there exists a sequence \( (x_n) \in U \) such that \( \lim_{n \to \infty} x_n = x \), \( f \) is differentiable at each \( x_n \) and
\[
(2.4) \quad |x_n - (x + t/n)| < n^{-2} \quad \text{for all } n \in \mathbb{N}.
\]
Write \( a_n = f'(x_n) \). Note that the sequence \( (a_n) \) is bounded because of the boundedness of \( (x_n) \). Hence by taking a subsequence if it is necessary, we can assume that \( \lim_{n \to \infty} a_n = a' \) for some \( a' \in \mathbb{R}^k \). In the following we show that \( a' = a \).

Since \( a_n = f'(x_n) \), one has
\[
f(z) - f(x) \geq a_n \cdot (z - x) \quad \text{for any } z \in U.
\]
Letting \( n \to \infty \) yields \( f(z) - f(x) \geq a' \cdot (z - x) \) for any \( z \in U \), which implies \( a' \in \partial f(x) \). Meanwhile for each \( n \in \mathbb{N} \),
\[
f(x) - f(x_n) \geq a_n \cdot (x - x_n) \quad \text{and} \quad f(x_n) - f(x) \geq a \cdot (x_n - x).
\]
Hence \( a_n \cdot (x_n - x) \geq f(x_n) - f(x) \geq a \cdot (x_n - x) \). That is,
\[
a_n \cdot (t + n w_n) \geq a \cdot (t + n w_n),
\]
where \( w_n := x_n - (x + t/n) \). Taking \( n \to \infty \) and noting that \( \lim_{n \to \infty} n |w_n| = 0 \) (by (2.4)), we have
\[
a' \cdot t \geq a \cdot t.
\]
Combining it with (2.3) and the fact \( a' \in \partial f(x) \), one has \( a' = a \). This finishes the proof of the proposition. \( \square \)

**Proposition 2.3.** Let \( Y \) be a compact convex subset of a topological vector space which satisfies the first axiom of countability (i.e., there is a countable base at each point) and \( U \subseteq \mathbb{R}^k \) a non-empty open convex set. Suppose \( f: U \times Y \to \mathbb{R} \cup \{ -\infty \} \) is a map satisfying the following conditions:

(i) \( f(q, y) \) is convex in \( q \);
(ii) \( f(q, y) \) is affine in \( y \);
(iii) \( f \) is upper semi-continuous over \( U \times Y \);
(iv) \( g(q) := \sup_{y \in Y} f(q, y) > -\infty \) for any \( q \in U \).

For each \( q \in U \), denote \( \mathcal{I}(q) := \{ y \in Y : f(q, y) = g(q) \} \). Then
\[
(2.5) \quad \partial g(q) = \bigcup_{y \in \mathcal{I}(q)} \partial f(q, y),
\]
where \( \partial f(q, y) \) denotes the subdifferential of \( f(\cdot, y) \) at \( q \).

**Proof.** By (i)-(iv), \( g \) is a real convex function over \( U \), and \( \mathcal{I}(q) \) is a non-empty compact convex subset of \( Y \) for each \( q \in U \). For convenience, denote by \( R(q) \) the righthand side of (2.5). A direct check shows that \( R(q) \) is a non-empty convex subset of \( \mathbb{R}^k \) for each \( q \in U \). We further show that for each \( q \in U \),
Theorem 2.13. Let $y \in \mathbb{I}(q)$ and suppose that $\mathbb{I}(q)$ is compact. Let $f : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}$, $g : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}$, $\partial f : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}^k$, and $\partial g : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}^k$ be continuous functions. Then $f, g, \partial f, \partial g$ are upper semi-continuous.

Proof. Since $\mathbb{I}(q)$ is compact, by Theorem 2.12, $f, g, \partial f, \partial g$ are upper semi-continuous. Hence $f, g, \partial f, \partial g$ are upper semi-continuous.

Corollary 2.14. Let $y \in \mathbb{I}(q)$ and suppose that $\mathbb{I}(q)$ is compact. Let $f : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}$, $g : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}$, $\partial f : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}^k$, and $\partial g : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}^k$ be continuous functions. Then $f, g, \partial f, \partial g$ are upper semi-continuous.

Proof. Since $\mathbb{I}(q)$ is compact, by Theorem 2.12, $f, g, \partial f, \partial g$ are upper semi-continuous. Hence $f, g, \partial f, \partial g$ are upper semi-continuous.

Corollary 2.15. Let $y \in \mathbb{I}(q)$ and suppose that $\mathbb{I}(q)$ is compact. Let $f : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}$, $g : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}$, $\partial f : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}^k$, and $\partial g : \mathbb{R}^k \times \mathbb{R} \to \mathbb{R}^k$ be continuous functions. Then $f, g, \partial f, \partial g$ are upper semi-continuous.

Proof. Since $\mathbb{I}(q)$ is compact, by Theorem 2.12, $f, g, \partial f, \partial g$ are upper semi-continuous. Hence $f, g, \partial f, \partial g$ are upper semi-continuous.
Note that \( a \in \partial g(q) \). We have \( g(t) - g(q) \geq a \cdot (t - q) \) for all \( t \in U \). This combining \((2.9)\) yields

\[
(2.10) \quad a \cdot (t - q) \leq b \cdot (t - q), \quad \forall t \in U, b \in R(t).
\]

Since \( a \notin R(q) \) and \( R(q) \) is compact, there exists \( \delta > 0 \) so that \( a \notin B_\delta(R(q)) \). Notice that \( B_\delta(R(q)) \) is compact convex (since so is \( R(q) \)), there exists a vector \( e \in \mathbb{R}^k \) such that \( |e| = 1 \) and \( a \cdot e > b \cdot e \) for any \( b \in B_\delta(R(q)) \). By \((c2)\), there exists \( \gamma > 0 \) such that \( R(t) \subseteq B_\delta(R(q)) \) whenever \( |t - q| \leq \gamma \). Take a small \( 0 < \tilde{\gamma} < \gamma \) such that \( t_0 := q + (\tilde{\gamma}/2)e \in U \). Then

\[
a \cdot (t_0 - q) > b \cdot (t_0 - q)
\]

for any \( b \in R(t_0) \), which contradicts \((2.10)\). This proves \( \partial g(q) \subseteq R(q) \).

\[\Box\]

2.4. **Conjugates of convex functions.** Let \( f : \mathbb{R}^k \to \mathbb{R} \cup \{+\infty\} \) be convex and not identically equal to \(+\infty\). Then the function \( f^* : \mathbb{R}^k \to \mathbb{R} \cup \{+\infty\} \) defined by

\[
s \mapsto f^*(s) := \sup \{s \cdot x - f(x) : x \in \mathbb{R}^k\}
\]

is called the *conjugate function* of \( f \) or *Legendre transform* of \( f \). It is known that \( f^* \) is also convex and not identically equal to \(+\infty\) (cf. \cite[p. 211]{22}). Let \( f^{**} \) denote the conjugate of \( f^* \). The following result is well known (cf. \cite[Theorem 12.2]{15}).

**Theorem 2.4.** Let \( f : \mathbb{R}^k \to \mathbb{R} \cup \{+\infty\} \) be convex and not identically equal to \(+\infty\). Let \( x \in \mathbb{R}^k \). Assume that \( f \) is lower semi-continuous at \( x \), i.e., \( \liminf_{y \to x} f(y) \geq f(x) \). Then \( f^{**}(x) = f(x) \).

As an application, we have

**Corollary 2.5.** Let \( A \) be a non-empty convex set in \( \mathbb{R}^k \) and \( g : A \to \mathbb{R} \) be a concave function. Set

\[
W(x) = \sup \{g(a) + a \cdot x : a \in A\}, \quad x \in \mathbb{R}^k
\]

and

\[
G(a) = \inf \{W(x) - a \cdot x : x \in \mathbb{R}^k\}, \quad a \in \mathbb{R}^k.
\]

Then we have

(i) \( G(a) = g(a) \) for \( a \in \text{ri}(A) \), where \( \text{ri}(A) \) denotes the relative interior of \( A \).

(ii) Assume in addition that \( A \) is closed. If \( g \) is upper semi-continuous at \( a \in A \), then \( G(a) = g(a) \).

**Proof.** Let \( f : \mathbb{R}^k \to \mathbb{R} \cup \{+\infty\} \) be the function which agrees with \(-g\) on \( A \) but is \(+\infty\) everywhere else. Then \( f \) is convex and has \( A \) as its efficient domain, i.e., \( A = \{x : f(x) < +\infty\} \). By the definition of \( W \) and \( G \), we have \( W = f^* \) and \( G = -f^{**} \). However, \( f \) is lower semi-continuous on \( \text{ri}(A) \) (see, e.g., \cite[Theorem 7.4]{15}). Hence by Theorem 2.4 we have \( f^{**}(a) = f(a) \) for \( a \in \text{ri}(A) \), and thus \( G(a) = g(a) \) for \( a \in \text{ri}(A) \). This proves (i).

To show (ii), assume that \( A \) is closed. Let \( a \in A \) so that \( g \) is upper semi-continuous at \( a \). Then it is direct to check that \( f \) is lower semi-continuous at \( a \). By Theorem 2.4 we have \( f^{**}(a) = f(a) \) and hence \( G(a) = g(a) \). This finishes the proof of (ii).
3. The thermodynamic formalism and subdifferentials of pressure functions

In this section, we firstly introduce a variational principle of topological pressures which plays a key role in the proofs of our main theorems. Then we set up a formula for the subdifferentials of pressure functions.

Let \((X,T)\) be a TDS and let \(\Phi = \{\log \phi_n\}_{n=1}^\infty\) be an asymptotically sub-additive potential on a TDS \((X,T)\). Let \(\lambda_\Phi, \Phi_s\) and \(\overline{\beta}(\Phi)\) be defined as in \([12], [13]\) and \([18]\). Some basic properties of \(\lambda_\Phi, \Phi_s\) and \(\overline{\beta}(\Phi)\) are given in Appendix \(\Box\). The following variational principle plays a key role in our analysis.

**Theorem 3.1** \([15]\). The topological pressure \(P(T, \Phi)\) of \(\Phi\) satisfies the following variational principle:

\[
P(T, \Phi) = \begin{cases} 
-\infty, & \text{if } \Phi_s(\mu) = -\infty \text{ for all } \mu \in \mathcal{M}(X,T), \\
\sup\{h_\mu(T) + \Phi_s(\mu) : \mu \in \mathcal{M}(X,T), \Phi_s(\mu) \neq -\infty\}, & \text{otherwise.}
\end{cases}
\]

In particular if \(h_{\text{top}}(T) < \infty\), then \(P(T, \Phi) = \sup\{h_\mu(T) + \Phi_s(\mu) : \mu \in \mathcal{M}(X,T)\}\).

The above theorem is only proved in \([15, \text{Theorem 1.1}]\) for sub-additive potentials. However the proof given there works well for asymptotically sub-additive potentials, in which we only need to replace Lemma 2.3 in \([15]\) by Lemma A.2 given in Appendix.

We remark that the variational principle for sub-additive potentials has been studied in \([18, 3, 25, 31, 35, 4, 40]\) under additional assumptions on the corresponding sub-additive potential and TDS.

In the remain part of this section, we present and prove a formula for the subdifferentials of pressure functions. We first give some notation.

Let \(k \in \mathbb{N}\). For each \(i = 1, \ldots, k\), let \(\Phi_i = \{\log \phi_{n,i}\}_{n=1}^\infty\) be an asymptotically sub-additive potential on \((X,T)\). Write \(\mathbb{R}_+^k = \{(x_1, x_2, \ldots, x_k) : x_i > 0, i = 1, 2, \ldots, k\}\) and \(\Phi = (\Phi_1, \Phi_2, \ldots, \Phi_k)\). For \(\mu \in \mathcal{M}(X,T)\), write

\[
\Phi_s(\mu) = (\Phi_1)_s(\mu), \ldots, (\Phi_k)_s(\mu))
\]

For \(q = (q_1, \ldots, q_k) \in \mathbb{R}_+^k\), let \(q \cdot \Phi = \sum_{i=1}^k q_i \Phi_i\) denote the asymptotically sub-additive potential \(\{\sum_{i=1}^k q_i \log \phi_{n,i}\}_{n=1}^\infty\) and write

\[
P_\Phi(q) = P(T, q \cdot \Phi).
\]

We call \(P_\Phi\) the pressure function of \(\Phi\).

Let \(\overline{\beta}(\Phi) = \overline{\beta}(\sum_{i=1}^k \Phi_i)\). Then by Theorem 3.1 if \(\overline{\beta}(\Phi) = -\infty\) then \(P_\Phi(q) = -\infty\) for any \(q \in \mathbb{R}_+^k\). If \(\overline{\beta}(\Phi) > -\infty\), then \(\overline{\beta}(\Phi_1) > -\infty, \ldots, \overline{\beta}(\Phi_k) > -\infty\).

**Proposition 3.2.** Assume that \(h_{\text{top}}(T) < \infty\) and \(\overline{\beta}(\Phi) > -\infty\). Then \(P_\Phi\) is a real continuous convex function on \(\mathbb{R}_+^k\) and

\[
\partial P_\Phi(\mathbb{R}_+^k) \subseteq (-\infty, \overline{\beta}(\Phi_1)] \times (-\infty, \overline{\beta}(\Phi_2)] \times \cdots \times (-\infty, \overline{\beta}(\Phi_k)],
\]

where \(\partial P_\Phi(\mathbb{R}_+^k)\) is defined as in \([2.2]\).
Applying Theorem 3.1 again we obtain $h$ such that by the upper semi-continuity of $\mu$, assume $\mu(\Phi)$. We first show that $I$. Proof. To prove (i), let $\Phi_i$ be a limit point of $\Phi_i$. Then

$$h_{\text{top}}(T) + \lambda \beta(\Phi) + \sum_{i=1}^{k} q_i \beta(\Phi_i) \geq P_\Phi(q) \geq P_\Phi(q) + (q_\lambda - q) \cdot a = P_\Phi(q) + \lambda a_1.$$ 

Letting $\lambda \to \infty$ one gets $\beta(\Phi_i) \geq \alpha_1$. Similarly, we have $\alpha_i \leq \beta(\Phi_i)$ for $i = 2, \ldots, k$. 

For $q \in \mathbb{R}_+^k$, let $I(\Phi, q)$ denote the collection of invariant measures $\mu$ such that $h_\mu(T) + q \cdot \Phi_* (\mu) = P(T, q \cdot \Phi)$. If $I(\Phi, q) \neq \emptyset$, then each element $I(\Phi, q)$ is called an equilibrium state for $q \cdot \Phi$.

In the following theorem, we set up a formula for the subdifferentials of $P_\Phi$, which extends Ruelle’s derivative formula for the pressures of additive potentials (cf. [46, exercise 5, p. 99], [11, lemma 4] and [33, theorem 4.3.5]).

**Theorem 3.3.** Assume that $h_{\text{top}}(T) < \infty$, $\beta(\Phi) > -\infty$, and that the entropy map $\mu \mapsto h_\mu(T)$ is upper semi-continuous. Then

(i) For any $q \in \mathbb{R}_+^k$, $I(\Phi, q)$ is a non-empty compact convex subset of $\mathcal{M}(X, T)$, and every extreme point of $I(\Phi, q)$ is an ergodic measure (i.e., an extreme point of $\mathcal{M}(X, T)$). Furthermore

$$\partial P_\Phi(q) = \{ \Phi_* (\mu) : \mu \in I(\Phi, q) \}.$$ 

(ii) Assume in addition that $\Phi_i (i = 1, \ldots, k)$ are all asymptotically additive. Then the above results hold for all $q \in \mathbb{R}_+^k$.

*Proof.* To prove (i), let $q \in \mathbb{R}_+^k$. Then $q \cdot \Phi$ is an asymptotically sub-additive potential. We first show that $I(\Phi, q) \neq \emptyset$. By Theorem 3.1 there exists a sequence $\{ \mu_n \} \subset \mathcal{M}(X, T)$ such that $P_\Phi(q) = \lim_{n \to \infty} h_{\mu_n}(T) + q \cdot \Phi_* (\mu_n)$. Let $\mu$ be a limit point of $\{ \mu_n \}$. Then by the upper semi-continuity of $h(\cdot)(T)$ and $(\Phi)_* (\cdot)$, we have $P_\Phi(q) \leq h_\mu(T) + q \cdot \Phi_* (\mu)$.

Applying Theorem 3.1 again we obtain $P_\Phi(q) = h_\mu(T) + q \cdot \Phi_* (\mu)$, i.e., $\mu \in I(\Phi, q)$. Hence $I(\Phi, q) \neq \emptyset$.

An identical argument shows that any limit point of $I(\Phi, q)$ belongs to $I(\Phi, q)$ itself. Therefore $I(\Phi, q)$ is closed and thus compact. Now assume that $\mu$ is an extreme point of $I(\Phi, q)$. We claim that $\mu$ is ergodic, i.e., $\mu$ is also an extreme point of $\mathcal{M}(X, T)$. To see it, assume $\mu = p \mu_1 + (1 - p) \mu_2$ for some $p > 0$ and $\mu_1, \mu_2 \in \mathcal{M}(X, T)$. Since $h_\mu(T) = ph_{\mu_1}(T) + (1 - p)h_{\mu_2}(T)$ and $\Phi_* (\mu) = p\Phi_* (\mu_1) + (1 - p)\Phi_* (\mu_2)$, we have

$$P_\Phi(q) = h_\mu(T) + q \cdot \Phi_* (\mu) = p (h_{\mu_1}(T) + q \cdot \Phi_* (\mu_1)) + (1 - p) (h_{\mu_2}(T) + q \cdot \Phi_* (\mu_2)).$$
By Theorem 3.1, we have \( \mu_1, \mu_2 \in \mathcal{I}(\Phi, q) \). Since \( \mu \) is an extreme point of \( \mathcal{I}(\Phi, q) \), we have \( \mu_1 = \mu_2 = \mu \). This shows that \( \mu \) is also an extreme point of \( \mathcal{M}(X, T) \).

Next we show (3.2). In Proposition 2.3 we take \( Y = \mathcal{M}(X, T), U = \mathbb{R}^k \). Define \( f : U \times Y \to \mathbb{R} \cup \{-\infty\} \) by

\[
f(q, \mu) = q \cdot \Phi^*(\mu) + h_\mu(T).
\]

Then \( f \) satisfies the conditions (i)-(iv) in Proposition 2.3. The identity (3.2) just comes from (2.5). This finishes the proof of (i).

Now we turn to the proof of (ii). Assume \( \Phi_i (i = 1, \ldots, k) \) are all asymptotically additive. Let \( q \in \mathbb{R}^k \). Then \( q \cdot \Phi \) is also asymptotically additive. Clearly the above proof still work for this case (as a slightly different point, we should take \( U = \mathbb{R}^k \) for the proof of (3.2)). □

4. Multifractal Formalism for Asymptotically Sub-additive Potentials

In the section, we establish the multifractal formalism for asymptotically sub-additive potentials. Let \((X, T)\) be a TDS.

4.1. Proof of Theorem 1.1. Let \( \Phi = \{\log \phi_n\}_{n=1}^\infty \) be an asymptotically sub-additive potential on \((X, T)\) with \( \bar{\beta}(\Phi) > -\infty \). For \( x \in X \), we denote by \( V(x) \) the set of all limit points in \( \mathcal{M}(X) \) of the sequence \( \mu_{x, n} = (1/n) \sum_{j=0}^{n-1} \delta_{T^jx} \). This set is a non-empty compact subset of \( \mathcal{M}(X) \) for each \( x \) (cf. [12]). The following result of Bowen plays a key role in the proof of Theorem 1.1.

Lemma 4.1 (Bowen [12]). For \( t \geq 0 \), define

\[
R(t) = \{x \in X : \exists \mu \in V(x) \text{ with } h_\mu(T) \leq t\}.
\]

Then \( h_{\text{top}}(T, R(t)) \leq t \).

Proof of Theorem 1.1. Let \( \alpha = \bar{\beta}(\Phi) \). By Lemma A.3(2), there exists \( \mu \in \mathcal{E}(X, T) \) so that \( \Phi^*(\mu) = \alpha \). By Proposition A.1(1), \( \mu(\mathcal{E}(\alpha)) = 1 \). Thus \( \mathcal{E}(\alpha) \neq \emptyset \). Furthermore by Proposition 2.1(3), \( h_{\text{top}}(T, E_{\Phi}(\alpha)) \geq h_\mu(T) \). This indeed proves

\[
(4.1) \quad h_{\text{top}}(T, E_{\Phi}(\alpha)) \geq \sup\{h_\mu(T) : \mu \in \mathcal{E}(X, T), \Phi^*(\mu) = \alpha\}.
\]

Now assume \( \nu \in \mathcal{M}(X, T) \) so that \( \Phi^*(\nu) = \alpha \). Let \( \nu = \int_{\mathcal{E}(X, T)} \theta \, dm(\theta) \) be the ergodic decomposition of \( \mu \). By Proposition A.1(3), \( \alpha = \Phi^*(\nu) = \int_{\mathcal{E}(X, T)} \Phi^*(\theta) \, dm(\theta) \). Since \( \alpha \geq \Phi^*(\theta) \) for each \( \theta \in \mathcal{E}(X, T) \), we have \( \alpha = \Phi^*(\theta) \) whenever \( \theta \in \Omega' \), where \( \Omega' \) is a subset
of $\mathcal{E}(X,T)$ with $m(\Omega') = 1$. Hence
\[ h_\nu(T) + \Phi_* (\nu) = \int_{\mathcal{E}(X,T)} (h_\theta(T) + \Phi_*(\theta)) \ dm(\theta) = \int_{\Omega'} (h_\theta(T) + \Phi_*(\theta)) \ dm(\theta) \]
\[ \leq \int_{\Omega'} \sup \{ h_\mu(T) : \mu \in \mathcal{E}(X,T), \Phi_*(\mu) = \alpha \} \ dm(\theta) + \alpha \]
\[ = \sup \{ h_\mu(T) : \mu \in \mathcal{E}(X,T), \Phi_*(\mu) = \alpha \} + \alpha. \]
This proves
\[ (4.2) \sup \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), \Phi_*(\mu) = \alpha \} \leq \sup \{ h_\mu(T) : \mu \in \mathcal{E}(X,T), \Phi_*(\mu) = \alpha \}. \]

Next we prove that
\[ (4.3) \ h_{\text{top}}(T, E_\Phi(\alpha)) \leq \sup \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), \Phi_*(\mu) = \alpha \}. \]
Denote by $t$ the right-hand side of the above inequality. We may assume that $t < \infty$, otherwise there is nothing remained to prove. Let $x \in E_\Phi(\alpha)$ and $\mu \in V(x)$. Then there is $n_i \to \infty$ such that $\mu_{x_n} = \frac{1}{n_i} \sum_{i=0}^{n_i-1} \delta_{T^i x} \to \mu$. By Lemma A.2, $\mu \in \mathcal{M}(X,T)$ and $\alpha = \lim_{i \to \infty} \frac{\log \phi_\alpha(x)}{n_i} \leq \Phi_*(\mu)$. Moreover $\alpha = \Phi_*(\mu)$ by Lemma A.3(2). Hence $h_\mu(T) \leq t$. It follows that
\[ E_\Phi(\alpha) \subseteq R(t) := \{ x \in X : \exists \mu \in V(x) \text{ with } h_\mu(T) \leq t \}. \]
By Lemma 1.1, we have $h_{\text{top}}(T, E_\Phi(\alpha)) \leq h_{\text{top}}(T, R(t)) \leq t$. This proves (4.3). Now Theorem 1.2 just follows from (4.1)-(4.3). \qed

4.2. A high dimensional version of Theorem 1.2. In this subsection, we present and prove a high dimensional version of Theorem 1.2

We first give some notation. Let $k \in \mathbb{N}$. For each $i = 1, \ldots, k$, let $\Phi_i = \{ \log \phi_{\alpha_i} \}_{n=1}^\infty$ be an asymptotically sub-additive potential on $(X,T)$. For $a = (a_1, \ldots, a_k) \in \mathbb{R}^k$, let
\[ E_\Phi(a) = \{ x \in X : \lambda_{\Phi_i}(x) = a_i, \ i = 1, 2, \ldots, k \}. \]
For any $b = (b_1, \ldots, b_k) \in \mathbb{R}^k$, define
\[ |b| := \max \{|b_i| : i = 1, \ldots, k\}. \]

For $x = (x_1, \ldots, x_k)$ and $y = (y_1, \ldots, y_k) \in \mathbb{R}^k$, we write $x \geq y$ if $x_i \geq y_i$ for all $1 \leq i \leq k$. For $A \subseteq \mathbb{R}^k$, write
\[ \text{cl}_+(A) = \{ x \in \mathbb{R}^k : \exists (y_j) \subseteq A \text{ such that } x \geq y_j \text{ and } \lim_{j \to \infty} y_j = x \}. \]
For a real valued function $f$ defined on a convex open set $U \subseteq \mathbb{R}^k$, let $\partial f(x)$, $\partial^+ f(x)$, $(x \in U)$, $\partial f(U)$ and $\partial^+ f(U)$ be defined as in Section 2.3. The following result is a high dimensional version of Theorem 1.2.

**Theorem 4.2.** Assume $h_{\text{top}}(T) < \infty$ and $\mathcal{F}(\Phi) > -\infty$. Then $P_\Phi$ is a real continuous convex function on $\mathbb{R}^+_k$. Moreover,
Proof. We first prove (i). Fix $G$, define $R$ by Lemma 4.4. We have the following

Moreover the first equality is also valid when $a \in \text{cl} \left( \partial^e P_{\Phi} \left( \mathbb{R}^k_+ \right) \right)$.

(ii) For any $t \in \mathbb{R}^k_+$, if $a \in \partial P_{\Phi}(t)$, then

$$\lim_{\epsilon \to 0} h_{\text{top}} \left( T, \bigcup_{|b-a|<\epsilon} E_{\Phi}(b) \right) = \inf_{q \in \mathbb{R}^k_+} \{ P_{\Phi}(q) - a \cdot q \} = P_{\Phi}(t) - a \cdot t.$$ 

Furthermore the above equality is valid for $a \in \text{cl} \left( \partial^e P_{\Phi} \left( \mathbb{R}^k_+ \right) \right)$.

(iii) For any $a \in \partial P_{\Phi}(\mathbb{R}^k_+) \cap \text{ri}(A)$,

$$\inf_{q \in \mathbb{R}^k_+} \{ P_{\Phi}(q) - a \cdot q \} = \sup \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), |\Phi_*(\mu) - a| < \epsilon \} = \inf_{q \in \mathbb{R}^k_+} \{ P_{\Phi}(q) - a \cdot q \},$$

where $A := \{ a \in \mathbb{R}^k : a = \Phi_*(\mu) \text{ for some } \mu \in \mathcal{M}(X,T) \}$, and ri denotes the relative interior (cf. [15]).

**Remark 4.3.** When $\Phi_i \ (i = 1, \ldots, k)$ are all asymptotically additive, the results in Theorem 4.2 can be extended accordingly. Indeed, one can replace all the terms $\mathbb{R}^k$ in Theorem 4.2 by $\mathbb{R}^k$, except the two terms in $\text{cl} \left( \partial^e P_{\Phi} \left( \mathbb{R}^k_+ \right) \right)$ and $\text{cl} \left( \partial P_{\Phi} \left( \mathbb{R}^k_+ \right) \right)$.

To prove Theorem 4.2 we need some preparations. For any $a = (a_1, \cdots, a_k) \in \mathbb{R}^k$ and $\epsilon > 0$, define

$$G(a, n, \epsilon) := \left\{ x \in X : \left| \frac{1}{\ell} \log \phi_{\ell,i}(x) - a_i \right| < \epsilon \text{ for all } 1 \leq i \leq k \text{ and } \ell \geq n \right\}. \quad (4.6)$$

We have the following

**Lemma 4.4.** Assume that $G(a, n, \epsilon) \neq \emptyset$. Then

(i) For any $q = (q_1, \cdots, q_k) \in \mathbb{R}^k$,

$$h_{\text{top}}(T, G(a, n, \epsilon)) \leq P_{\Phi}(q) - \sum_{i=1}^{k} (a_i - \epsilon) q_i.$$

(ii) Assume furthermore that all $\Phi_i \ (i = 1, \ldots, k)$ are asymptotically additive. Then for any $q = (q_1, \cdots, q_k) \in \mathbb{R}^k$,

$$h_{\text{top}}(T, G(a, n, \epsilon)) \leq P_{\Phi}(q) - a \cdot q + \epsilon \sum_{i=1}^{k} |q_i|.$$ 

**Proof.** We first prove (i). Fix $q = (q_1, \cdots, q_k) \in \mathbb{R}^k$. It suffices to show that for any $s < h_{\text{top}}(T, G(a, n, \epsilon))$,

$$P_{\Phi}(q) \geq s + \sum_{i=1}^{k} (a_i - \epsilon) q_i.$$ 


Let $s < h_{\text{top}}(T, G(a, n, \epsilon))$ be given. By definition (cf. Section 2.1), there exists $\gamma > 0$ such that $h_{\text{top}}(T, G(a, n, \epsilon), \gamma) > s$. Therefore (cf. Section 2.1)

$$\infty = M(G(a, n, \epsilon), s, \gamma) = \lim_{N \to \infty} M(G(a, n, \epsilon), s, N, \gamma).$$

Hence there exists $N_0$ such that

$$M(G(a, n, \epsilon), s, N, \gamma) \geq 1, \quad \forall N \geq N_0.$$ 

Now take $N \geq \max\{n, N_0\}$ and let $F$ be a $(N, \gamma)$-separated subset of $G(a, n, \epsilon)$ with the maximal cardinality. Then $\bigcup_{x \in F} B_N(x, \gamma) \supseteq G(a, n, \epsilon)$. It follows

$$\# F \cdot \exp(-sN) \geq M(G(a, n, \epsilon), s, N, \gamma) \geq 1.$$ 

Since $\sum_{i=1}^k q_i \phi_{N,i}(x) \geq N(\sum_{i=1}^k (a_i - \epsilon)q_i)$ for each $x \in G(a, n, \epsilon)$, we have

$$P_N(T, q \cdot \Phi, \gamma) \geq \sum_{x \in F} \exp\left(\sum_{i=1}^k q_i \phi_{N,i}(x)\right) \geq \# F \cdot \exp\left(N\left(\sum_{i=1}^k (a_i - \epsilon)q_i\right)\right).$$

Combining this with (4.7) yields $P_N(T, q \cdot \Phi, \gamma) \geq \exp(N(s + \sum_{i=1}^k (a_i - \epsilon)q_i))$. Taking $N \to \infty$ we obtain $P(T, q \cdot \Phi, \gamma) \geq s + \sum_{i=1}^k (a_i - \epsilon)q_i$. Hence we have

$$P_{\Phi}(q) = P(T, q \cdot \Phi) \geq s + \sum_{i=1}^k (a_i - \epsilon)q_i,$$

which finishes the proof (i).

The proof of (ii) is almost identical. The only difference part is to use the inequality

$$\sum_{i=1}^k q_i \phi_{N,i}(x) \geq N(\sum_{i=1}^k (a_i q_i - \epsilon|q_i|))$$

for each $x \in G(a, n, \epsilon)$ and $q \in \mathbb{R}^k$. \hfill \square

As a corollary, we have

**Corollary 4.5.** Let $a = (a_1, \ldots, a_k) \in \mathbb{R}^k$ and $\epsilon > 0$. Let $E_{\Phi}(a)$ be defined as in (4.4). Then

$$h_{\text{top}}\left(T, \bigcup_{|b-a|<\epsilon} E_{\Phi}(b)\right) \leq P_{\Phi}(q) - \sum_{i=1}^k (a_i - \epsilon)q_i \quad \text{for any } q = (q_1, \ldots, q_k) \in \mathbb{R}_+^k,$$

whenever $\bigcup_{|b-a|<\epsilon} E_{\Phi}(b) \neq \emptyset$. Furthermore if all $\Phi_i$ ($i = 1, \ldots, k$) are asymptotically additive, then

$$h_{\text{top}}\left(T, \bigcup_{|b-a|<\epsilon} E_{\Phi}(b)\right) \leq P_{\Phi}(q) - a \cdot q + \epsilon \sum_{i=1}^k |q_i|, \quad \forall q = (q_1, \ldots, q_k) \in \mathbb{R}^k,$$

whenever $\bigcup_{|b-a|<\epsilon} E_{\Phi}(b) \neq \emptyset$. 
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Lemma 4.7. Assume \( \nu \neq 0 \). Hence there exists at least one \( \eta \) such that 0 < \( \eta \) < \( \epsilon \) and write \( \Phi(\nu) = \Phi(\nu + \epsilon) - \Phi(\nu) \geq P(\nu) - \epsilon \).

Proof. Let \( \epsilon > 0 \). By Theorem 3.1 there exists \( \mu \in M(X,T) \) such that
\[ h_\mu(T) + q \cdot \Phi(\mu) \geq P(\nu) - \epsilon. \]

Let \( \mu = \int_{E(T)} \theta dm(\theta) \) be the ergodic decomposition of \( \mu \). Then by Proposition (3.1), we have
\[ \int_{E(T)} (h_\theta(T) + q \cdot \Phi(\theta)) dm(\theta) = h_\mu(T) + q \cdot \Phi(\mu) \geq P(\nu) - \epsilon. \]

Hence there exists at least one \( \nu \in E(X,T) \) such that \( h_\nu(T) + q \cdot \Phi(\nu) \geq P(\nu) - \epsilon \).

The following result is important in the proof of Theorem 4.2.

Lemma 4.6. Assume \( h_\phi(T) < \infty \) and \( \beta(\Phi) > -\infty \). Let \( q \in \mathbb{R}^k_+ \). Then for any \( \epsilon > 0 \), there exists \( \nu \in E(X,T) \) such that \( h_\nu(T) + q \cdot \Phi(\nu) \geq P(\nu) - \epsilon \).

Proof. Let \( \epsilon > 0 \). By Proposition 3.2, \( P \) is a real continuous convex function on \( \mathbb{R}^k_+ \). Let \( t = (t_1, \ldots, t_k) \in \mathbb{R}^k_+ \) and \( \epsilon > 0 \). We first assume that \( P \) is differentiable at \( t \). Let \( a = P'(t) \) and write \( a = (a_1, \ldots, a_k) \). Set \( \delta = \min \{ \frac{\epsilon}{3|a|}, \frac{\epsilon}{\|a\|} \} \). Choose \( \gamma_0 > 0 \) such that
\[ \frac{|P'(t + s) - P'(t) - a \cdot s|}{|s|} < \delta \quad \text{for all} \quad s \in \mathbb{R}^k \quad \text{with} \quad 0 < |s| \leq \gamma_0. \]

Pick \( \eta \) such that 0 < \( \eta \) \leq \min \{ \epsilon/3, \delta \gamma_0 \}. By Lemma 4.6 there exists \( \nu \in E(X,T) \) such that
\[ h_\nu(T) + t \cdot \Phi(\nu) \geq P(\nu) - \eta. \]

Meanwhile by Theorem 3.1
\[ h_\nu(T) + (t + s) \cdot \Phi(\nu) \leq P(\nu + s) \quad \text{for all} \quad s \in \mathbb{R}^k \quad \text{with} \quad t + s \in \mathbb{R}^k_+. \]

Combining (4.10) and (4.9) yields
\[ P(\nu + s) - P(\nu) \geq s \cdot \Phi(\nu) - \eta \quad \text{for all} \quad s \in \mathbb{R}^k \quad \text{with} \quad t + s \in \mathbb{R}^k_+. \]
Construct points \( s_i \in \mathbb{R}^k \) \((i = 1, \ldots, k)\) by \( s_i = (s_{i,1}, \ldots, s_{i,k})\), where

\[
s_{i,j} = \begin{cases} 
0 & \text{if } i \neq j, \\
\gamma_0 & \text{if } i = j.
\end{cases}
\]

Taking \( s = \pm s_i \) in (4.11) yields

\[
\frac{P_{\Phi}(t + s_i) - P_{\Phi}(t)}{\gamma_0} \geq (\Phi_i)_*(\nu) - \frac{\eta}{\gamma_0} \quad \text{and} \quad \frac{P_{\Phi}(t - s_i) - P_{\Phi}(t)}{-\gamma_0} \leq (\Phi_i)_*(\nu) + \frac{\eta}{\gamma_0}.
\]

Combining the above two inequalities with (4.8), we have

\[
|(\Phi_i)_*(\nu) - a_i| \leq \delta + \frac{\eta}{\gamma_0} \leq 2\delta < \epsilon, \quad i = 1, \ldots, k,
\]

which combining with (4.9) and (4.10) yields

\[
h_{\nu}(T) \geq P_{\Phi}(t) - \eta - \sum_{i=1}^{k} t_i(a_i + 2\delta) \geq P_{\Phi}(t) - a \cdot t - \eta - 2k|t|\delta > P_{\Phi}(t) - a \cdot t - \epsilon.
\]

and

\[
h_{\nu}(T) \leq P_{\Phi}(t) - t \cdot \Phi_*(\nu) \leq P_{\Phi}(t) - \sum_{i=1}^{k} t_i(a_i - 2\delta) < P_{\Phi}(t) - a \cdot t + \epsilon.
\]

This proves the lemma in the case that \( P_{\Phi} \) is differentiable at \( t \).

Now assume that \( P_{\Phi} \) is not differentiable at \( t \). Let \( a = (a_1, \ldots, a_k) \in \partial^e P_{\Phi}(t) \). Since \( P_{\Phi} \) is a real continuous convex function on \( \mathbb{R}^k_+ \), by Proposition 2.2 there exists a sequence \((t_n) \subset \mathbb{R}^k_+\) converging to \( t \) such that \( P_{\Phi}(t_n) \) exists for each \( n \) and \( \lim_{n \to \infty} P_{\Phi}'(t_n) = a \). Choose a large integer \( n \) such that

\[
|P_{\Phi}(t_n) - a| < \frac{\epsilon}{2} \quad \text{and} \quad |(P_{\Phi}(t_n) - P_{\Phi}'(t_n) \cdot t_n) - (P_{\Phi}(t) - a \cdot t)| < \frac{\epsilon}{2}.
\]

As proved in the last paragraph, we can choose \( \nu \in \mathcal{E}(X, T) \) such that

\[
|\Phi_*(\nu) - P_{\Phi}'(t_n)| < \frac{\epsilon}{2} \quad \text{and} \quad \int h_{\nu}(T) - (P_{\Phi}(t_n) - P_{\Phi}'(t_n) \cdot t_n) \nu \int < \frac{\epsilon}{2}.
\]

Combining (4.12) with (4.13) yields \(|\Phi_*(\nu) - a| < \epsilon \) and \(|h_{\nu}(T) - (P_{\Phi}(t) - a \cdot t)| < \epsilon \). This finishes the proof of the lemma. \( \square \)

**Proof of Theorem 4.2** By Proposition 3.2 \( P_{\Phi} \) is a real continuous convex function on \( \mathbb{R}^k_+ \).

We first prove part (i) of the theorem. Let \( t = (t_1, \ldots, t_k) \in \mathbb{R}^k_+ \) and \( a = (a_1, \ldots, a_k) \in \partial^e P_{\Phi}(t) \). Let \( \epsilon > 0 \). Then by Lemma 4.7 there exists \( \nu \in \mathcal{E}(X, T) \) such that

\[
|\Phi_*(\nu) - a| < \epsilon \quad \text{and} \quad |h_{\nu}(T) - (P_{\Phi}(t) - a \cdot t)| < \epsilon.
\]

Since \( \nu \in \mathcal{E}(X, T) \), by Proposition A.11, \( \lambda_{\Phi}(x) = (\Phi_i)_*(\nu) \) for \( \nu \)-a.e. \( x \in X, i = 1, \ldots, k \). That is, \( \nu(E_{\Phi}(\Phi_*(\nu))) = 1 \). By Proposition 2.13, \( h_{\text{top}}(T, E_{\Phi}(\Phi_*(\nu))) \geq h_{\nu}(T) \). Since
\( \Phi \ast (\nu) \) and \( h_\nu(T) \) satisfy \( (4.14) \), we have

\[
h_{\text{top}} \left( T, \bigcup_{|b-a|<\epsilon} E_{\Phi}(b) \right) \geq h_{\text{top}} \left( T, E_{\Phi}(\Phi \ast (\nu)) \right) \geq h_\nu(T) \geq P_\Phi(t) - a \cdot t - \epsilon.
\]

On the other hand by Corollary \( 4.5 \) we have

\[
h_{\text{top}} \left( T, \bigcup_{|b-a|<\epsilon} E_{\Phi}(b) \right) \leq P_\Phi(t) - \sum_{i=1}^{k} (a_i - \epsilon)t_i.
\]

Combining the above two inequalities and letting \( \epsilon \to 0 \), we obtain

\[
\lim_{\epsilon \to 0} h_{\text{top}} \left( T, \bigcup_{|b-a|<\epsilon} E_{\Phi}(b) \right) = P_\Phi(t) - a \cdot t = \inf_{q \in \mathbb{R}^k_+} \{ P_\Phi(q) - a \cdot q \}.
\]

Now assume \( a \in cl_+ (\partial^e P_\Phi(\mathbb{R}^k)) \). Then there exist \( t_j \in \mathbb{R}^k_+ \) and \( b_j \in \partial^e P_\Phi(t_j), j \in \mathbb{N} \) such that \( a \geq b_j \) and \( \lim_{j \to \infty} b_j = a \). Let \( \epsilon > 0 \). There exists a large \( j_\epsilon \) such that \( |a - b_{j_\epsilon}| < \epsilon \).

Thus

\[
\begin{align*}
h_{\text{top}} \left( T, \bigcup_{|b-a|<\epsilon} E_{\Phi}(b) \right) & \geq h_{\text{top}} \left( T, \bigcup_{|b-b_{j_\epsilon}|<\epsilon^2} E_{\Phi}(b) \right) \\
& \geq P_\Phi(t_{j_\epsilon}) - b_{j_\epsilon} \cdot t_{j_\epsilon} \geq P_\Phi(t_{j_\epsilon}) - a \cdot t_{j_\epsilon} \\
& \geq \inf_{q \in \mathbb{R}^k_+} \{ P_\Phi(q) - a \cdot q \},
\end{align*}
\]

and hence

\[
\lim_{\epsilon \to 0} h_{\text{top}} \left( T, \bigcup_{|b-a|<\epsilon} E_{\Phi}(b) \right) \geq \inf_{q \in \mathbb{R}^k_+} \{ P_\Phi(q) - a \cdot q \}.
\]

Meanwhile, the upper bound follows from Corollary \( 4.5 \) This finishes the proof of part (i).

To show (ii), we first prove the following upper bound:

\[
(4.15) \quad \lim_{\epsilon \to 0} \sup \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), |\Phi \ast (\mu) - a| < \epsilon \} \leq \inf_{q \in \mathbb{R}^k_+} \{ P_\Phi(q) - a \cdot q \}
\]

for any \( a = (a_1, \ldots, a_k) \in \mathbb{R}^k \), where we take the convention \( \sup \emptyset = -\infty \). To see it, let \( q = (q_1, \ldots, q_k) \in \mathbb{R}^k_+ \) and \( \epsilon > 0 \). Then by Theorem \( 3.1 \) for any \( \mu \in \mathcal{M}(X,T) \) satisfying \( |\Phi \ast (\mu) - a| < \epsilon \),

\[
h_\mu(T) \leq P_\Phi(q) - q \cdot \Phi \ast (\mu) \leq P_\Phi(q) - \sum_{i=1}^{k} (a_i - \epsilon)q_i.
\]

That is, \( \sup \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), |\Phi \ast (\mu) - a| < \epsilon \} \leq P_\Phi(q) - \sum_{i=1}^{k} (a_i - \epsilon)q_i \). Letting \( \epsilon \to 0 \) yields \( (4.15) \).
Now we prove the lower bound. Assume \( a \in \partial P_\Phi(t) \) for some \( t \in \mathbb{R}_+^k \). Let \( \epsilon > 0 \). Then by Minkowski’s Theorem (cf. Section 2.3), there exist \( a_j \in \partial^c P_\Phi(t) \) and \( \lambda_j \in [0,1] \), \( j = 1, \ldots, k + 1 \), such that \( \sum_{j=1}^{k+1} \lambda_j = 1 \) and

\[
(4.16) \quad a = \sum_{j=1}^{k+1} \lambda_j a_j.
\]

By Lemma 4.7 there exist \( \nu_j \in \mathcal{E}(X,T) \), \( j = 1, \ldots, k + 1 \) such that

\[
(4.17) \quad |\Phi_*(\nu_j) - a_j| < \epsilon, \quad |h_{\nu_j}(T) - (P_\Phi(t) - a_j \cdot t)| < \epsilon.
\]

Set \( \nu = \sum_{j=1}^{k+1} \lambda_j \nu_j \). Then \( \nu \in \mathcal{M}(X,T) \) and

\[
\Phi_*(\nu) = \sum_{j=1}^{k+1} \lambda_j \Phi_*(\nu_j), \quad h_{\nu}(T) = \sum_{j=1}^{k+1} \lambda_j h_{\nu_j}(T).
\]

Combining these with (4.16) and (4.17) yields

\[
|\Phi_*(\nu) - a| < \epsilon, \quad |h_{\nu}(T) - (P_\Phi(t) - a \cdot t)| < \epsilon.
\]

Thus \( \sup \{ h_{\mu}(T) : \mu \in \mathcal{M}(X,T) \} \), \( |\Phi_*(\mu) - a| < \epsilon \) \( \geq h_{\nu}(T) \geq P_\Phi(t) - a \cdot t - \epsilon \). Letting \( \epsilon \to 0 \) yields the desired lower bound

\[
\lim_{\epsilon \to 0} \sup \{ h_{\mu}(T) : \mu \in \mathcal{M}(X,T) \} \geq P_\Phi(t) - a \cdot t = \inf_{q \in \mathbb{R}_+^k} \{ P_\Phi(q) - a \cdot q \}.
\]

In the end, we assume \( a \in \text{cl}_+(\partial P_\Phi) \). Then there exist \( t_j \in \mathbb{R}_+^k \) and \( b_j \in \partial^c P_\Phi(t_j) \), \( j \in \mathbb{N} \) such that \( a \geq b_j \) and \( \lim_{j \to \infty} b_j = a \). Let \( \epsilon > 0 \). There exists a large \( j_\epsilon \) such that \( |a - b_{j_\epsilon}| < \frac{\epsilon}{2} \).

Thus

\[
\sup \{ h_{\mu}(T) : \mu \in \mathcal{M}(X,T) \} \geq \sup \left\{ h_{\mu}(T) : \mu \in \mathcal{M}(X,T), \ |\Phi_*(\mu) - b_{j_\epsilon}| < \frac{\epsilon}{2} \right\}
\]

\[
\geq P_\Phi(t_{j_\epsilon}) - b_{j_\epsilon} \cdot t_{j_\epsilon} \geq P_\Phi(t_{j_\epsilon}) - a \cdot t_{j_\epsilon}
\]

\[
\geq \inf_{q \in \mathbb{R}_+^k} \{ P_\Phi(q) - a \cdot q \},
\]

and hence

\[
\lim_{\epsilon \to 0} \sup \{ h_{\mu}(T) : \mu \in \mathcal{M}(X,T) \} \geq \inf_{q \in \mathbb{R}_+^k} \{ P_\Phi(q) - a \cdot q \}.
\]

This finishes the proof of part (ii).

To show part (iii), let \( A = \{ a \in \mathbb{R}_+^k : a = \Phi_*(\mu) \text{ for some } \mu \in \mathcal{M}(X,T) \} \). Clearly, \( A \) is non-empty and convex. Define \( g : A \to \mathbb{R} \) by

\[
g(a) = \sup \{ h_{\mu}(T) : \mu \in \mathcal{M}(X,T), \Phi_*(\mu) = a \}.
\]
Then \( g \) is a real-valued concave function on \( A \). Take
\[
W(x) = \sup \{ g(a) + a \cdot x : a \in A \}, \quad \forall x \in \mathbb{R}^k.
\]
Apply Corollary 2.5 to obtain
\[
(4.18) \quad \inf \{ W(x) - a \cdot x : x \in \mathbb{R}^k \} = g(a), \quad \forall a \in \text{ri}(A).
\]
However, by Theorem 3.1, we have \( P_\Phi(q) = W(q) \) for all \( q \in \mathbb{R}^k_+ \). Now assume that \( a \in \partial P_\Phi(q) \cap \text{ri}(A) \) for some \( q \in \mathbb{R}^k_+ \). Then \( a \in \partial W(q) \cap \text{ri}(A) \). Hence
\[
g(a) = \inf \{ W(x) - a \cdot x : x \in \mathbb{R}^k \} = W(q) - a \cdot q
= \inf \{ P_\Phi(x) - a \cdot q : x \in \mathbb{R}^k_+ \}.
\]
This finishes the proof of (iii) and hence the proof of Theorem 4.2. \( \square \)

**Proof of Theorem 1.2** Here we show that Theorem 1.2 is just the one-dimensional version of Theorem 4.2. To see it, let \( (X, T) \) be a TDS with \( h_{\text{top}}(T) < \infty \) and let \( \Phi = \{ \log \phi_n \}_{n=1}^\infty \) be an asymptotically sub-additive potential on \( X \) satisfying \( \overline{\gamma}(\Phi) > -\infty \). Let \( t > 0 \). It is clear that \( \partial^e P_\Phi(t) = \{ P_\Phi(t), P_\Phi'(t) \} \) and \( \partial P_\Phi(t) = \{ P_\Phi(t), P_\Phi'(t) \} \). Thus
\[
(4.19) \quad \partial P_\Phi(\mathbb{R}_+) = \bigcup_{t>0} \{ P_\Phi(t), P_\Phi'(t) \} \quad \text{and} \quad \partial^e P_\Phi(\mathbb{R}_+) = \bigcup_{t>0} \{ P_\Phi(t), P_\Phi'(t) \}.
\]
Moreover,
\[
(4.20) \quad \text{cl}_+(\partial P_\Phi(\mathbb{R}_+)) = \partial P_\Phi(\mathbb{R}_+) \cup \{ P_\Phi(\infty) \} \quad \text{and} \quad \text{cl}_+(\partial^e P_\Phi(\mathbb{R}_+)) = \partial^e P_\Phi(\mathbb{R}_+) \cup \{ P_\Phi(\infty) \}.
\]
Furthermore, by Lemma A.3(4), \( q\overline{\beta}(\Phi) \leq P_\Phi(q) \leq h_{\text{top}}(T) + q\overline{\beta}(\Phi) \), from which we obtain \( P_\Phi'(\infty) := \lim_{q \to \infty} P_\Phi(q)/q = \overline{\beta}(\Phi) \). By the way, applying Theorem 4.2(ii), for each \( a \in \partial P_\Phi(t) \) and any \( \epsilon > 0 \), there exists \( \mu \in \mathcal{M}(X, T) \) such that \( |\Phi_*(\mu) - a| < \epsilon \). It implies that
\[
(4.21) \quad \left( \lim_{t \to 0^+} P_\Phi'(t), P_\Phi(\infty) \right) \subseteq \text{int}(A) = \text{ri}(A),
\]
where \( A := \{ a \in \mathbb{R} : a = \Phi_*(\mu) \text{ for some } \mu \in \mathcal{M}(X, T) \} \). According to (4.19)-(4.21), Theorem 4.2 just follows from Theorem 4.4. \( \square \)

### 4.3. A high-dimensional version of Theorem 1.3

Let \( \Phi_i = \{ \log \phi_{n,i} \}_{n=1}^\infty \) \((i = 1, \ldots, k)\) be asymptotically sub-additive potentials on a TDS \( (X, T) \). Let \( \Phi = (\Phi_1, \ldots, \Phi_k) \). For \( \delta > 0 \), we define
\[
(4.22) \quad \text{cl}_+^k(\partial P_\Phi(\mathbb{R}_+^k)) := \text{cl}_+(\bigcup_{t \in \mathbb{R}_+^k : t_i \geq \delta, i=1,2,\ldots,k} \partial P_\Phi(t)),
\]
where \( \text{cl}_+(A) \) is defined as in (4.15).

The following theorem is a high dimensional version of Theorem 1.3

**Theorem 4.8.** Assume \( h_{\text{top}}(T) < \infty \), \( \overline{\beta}(\Phi) > -\infty \), and that the entropy map \( \mu \mapsto h_\mu(T) \) is upper semi-continuous on \( \mathcal{M}(X, T) \). Then
(i) For any $t \in \mathbb{R}^k_+$, if $a \in \partial^c P_\Phi(t)$, then $E_\Phi(a) \neq \emptyset$ and
\[
h_{\text{top}}(T, E_\Phi(a)) = \inf_{q \in \mathbb{R}^k_+} \{ P_\Phi(q) - a \cdot q \} = P_\Phi(t) - a \cdot t.
\]

(ii) For $a \in \bigcup_{\delta > 0} \partial^c \delta P_\Phi(\mathbb{R}^k_+)$,
\[
\inf_{q \in \mathbb{R}^k_+} \{ P_\Phi(q) - a \cdot q \} = \max \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), \Phi_*(\mu) = a \}.
\]

(iii) If $t \in \mathbb{R}^k_+$ such that $t \cdot \Phi$ has a unique equilibrium state $\mu_t \in \mathcal{M}(X,T)$, then $\mu_t$ is ergodic, $P_{\Phi(t)} = \Phi_*(\mu_t)$, $E_\Phi(P_{\Phi(t)}) \neq \emptyset$ and $h_{\text{top}}(T, E_\Phi(P_{\Phi(t)})) = h_{\mu_t}(T)$.

**Proof.** We first prove (i). Fix $t \in \mathbb{R}^k_+$. By Theorem 3.3, $\mathcal{I}(\Phi, t)$ is a non-empty compact convex subset of $\mathcal{M}(X,T)$. We claim that for any $b \in \mathbb{R}^k$ the set
\[
\mathcal{I}_b(\Phi, t) := \{ \nu \in \mathcal{I}(\Phi, t) : \Phi_*(\nu) = b \}
\]
is compact and convex. The convexity is clear. To show the compactness, assume that $\{\nu_n\} \in \mathcal{I}_b(\Phi, t)$ and $\nu_n$ converges to $\nu$ in $\mathcal{M}(X,T)$. Then by the upper semi-continuity of $h(\cdot)(T)$ and $(\Phi_1)_*(\cdot)$, $i = 1, \ldots, k$, we have
\[
h_\nu(T) + t \cdot \Phi_*(\nu) \geq \lim_{n \to \infty} h_{\nu_n}(T) + t \cdot \Phi_*(\nu_n) = P_\Phi(t).
\]
By Theorem 3.3, $\nu \in \mathcal{I}(\Phi, t)$ and furthermore, $h_\nu(T) = h_{\nu_n}(T) = P_\Phi(t) - t \cdot b$ and $\Phi_*(\nu) = \Phi_*(\nu_n) = b$. This is, $\nu \in \mathcal{I}_b(\Phi, t)$. Hence $\mathcal{I}_b(\Phi, t)$ is compact. This finishes the proof of the claim.

Now let $a \in \partial^c P_\Phi(t)$. By Theorem 3.3, the set $\mathcal{I}_a(\Phi, t)$ is non-empty. We are going to show further that $\mathcal{I}_a(\Phi, t)$ contains at least one ergodic measure. Since $\mathcal{I}_a(\Phi, t)$ is a non-empty compact convex subset of $\mathcal{M}(X,T)$, by the Krein-Milman theorem (c.f. [17, p. 146]), it contains at least one extreme point, denoted by $\nu$. Let $\nu = p\nu_1 + (1-p)\nu_2$ for some $0 < p < 1$ and $\nu_1, \nu_2 \in \mathcal{M}(X,T)$. Then
\[
P_\Phi(t) = h_\nu(T) + t \cdot \Phi_*(\nu) = p(h_{\nu_1}(T) + t \cdot \Phi_*(\nu_1)) + (1-p)(h_{\nu_2}(T) + t \cdot \Phi_*(\nu_2)).
\]
By Theorem 3.3, $\nu_1, \nu_2 \in \mathcal{I}(\Phi, t)$. By Theorem 3.3, $\Phi_*(\nu_1), \Phi_*(\nu_2) \in \partial P_\Phi(t)$. Moreover, note that $a = \Phi_*(\nu) = p\Phi_*(\nu_1) + (1-p)\Phi_*(\nu_2)$, we have $\Phi_*(\nu_1) = \Phi_*(\nu_2) = a$ since $a \in \partial^c P_\Phi(t)$. Thus, $\nu_1, \nu_2 \in \mathcal{I}_a(\Phi, t)$. Since $\nu$ is an extreme point of $\mathcal{I}_a(\Phi, t)$, we have $\nu_1 = \nu_2 = \nu$. It follows that $\nu$ is an extreme point of $\mathcal{M}(X,T)$, i.e., $\nu$ is ergodic. By Proposition A.11(1), we have $\nu(E_\Phi(a)) = 1$, and thus by Proposition 2.1(3),
\[
h_{\text{top}}(T, E_\Phi(a)) \geq h_\nu(T) = P_\Phi(t) - t \cdot a = \inf_{q \in \mathbb{R}^k_+} \{ P_\Phi(q) - q \cdot a \}.
\]
However by Corollary 4.5, the upper bound $h_{\text{top}}(T, E_\Phi(a)) \leq \inf_{q \in \mathbb{R}^k} \{ P_\Phi(q) - q \cdot a \}$ is generic. Thus we have the equality
\[
h_{\text{top}}(T, E_\Phi(a)) = h_\nu(T) = P_\Phi(t) - t \cdot a = \inf_{q \in \mathbb{R}^k_+} \{ P_\Phi(q) - q \cdot a \}.
\]
This finishes the proof of part (i).

To show (ii), by Theorem 4.2 (ii) we need only to show that for \( a \in \text{cl}^d_k(\partial P_\Phi) \),
\[
\inf_{q \in \mathbb{R}^k_+} \{P_\Phi(q) - a \cdot q\} \leq \max\{h_\mu(T) : \mu \in \mathcal{M}(X, T), \Phi_*(\mu) = a\}.
\]
To see it, we first assume that \( a \in \partial P_\Phi(t) \) for some \( t \in \mathbb{R}^k_+ \). By Theorem 4.2 (ii), there exists \((\nu_j) \subset \mathcal{M}(X, T)\) such that
\[
\lim_{j \to \infty} \Phi_*(\nu_j) = a \quad \text{and} \quad \limsup_{j \to \infty} h_{\nu_j}(T) \geq \inf_{q \in \mathbb{R}^k_+} \{P_\Phi(q) - a \cdot q\}.
\]
Extract a subsequence if necessary so that \( \lim_{j \to \infty} \nu_j = \nu \) for some \( \nu \in \mathcal{M}(X, T) \). Then
\[
h_\nu(T) \geq \limsup_{j \to \infty} h_{\nu_j}(T) \geq \inf_{q \in \mathbb{R}^k_+} \{P_\Phi(q) - a \cdot q\} = P_\Phi(t) - a \cdot t
\]
and \( \Phi_*(\nu) \geq \limsup_{j \to \infty} \Phi_*(\nu_j) = a \) by the upper-semi continuity of \( h_{(i)}(T) \) and \((\Phi_i)_*(\cdot)\). Hence
\[
h_\nu(T) \geq P_\Phi(t) - a \cdot t \geq P_\Phi(t) - \Phi_*(\nu) \cdot t \geq h_\nu(T),
\]
which implies \( \Phi_*(\nu) = a \) and \( h_\nu(T) = P_\Phi(t) - a \cdot t \).

Next we assume that \( a \in \text{cl}^d_k(\partial P_\Phi(\mathbb{R}^k_+)) \) for some \( \delta > 0 \). Then there exists a sequence \((t_j) \in \mathbb{R}^k_+\) such that each entry of \( t_j \) is greater than \( \delta \), and there exists \( a_j \in \partial^d P_\Phi(t_j) \) for each \( j \) such that \( a \geq a_j \) and \( \lim_{j \to \infty} a_j = a \). By the above discussion, for each \( j \in \mathbb{N} \) there exists \( \mu_j \in \mathcal{M}(X, T) \) such that \( \Phi_*(\mu_j) = a_j \) and \( h_{\mu_j}(T) = P_\Phi(t_j) - a_j \cdot t_j \). Extract a subsequence if necessary so that \( \lim_{j \to \infty} \mu_j = \mu \) for some \( \mu \in \mathcal{M}(X, T) \). Thus \( \Phi_*(\mu) \geq \lim_{j \to \infty} \Phi_*(\mu_j) = a \) and
\[
h_\mu(T) \geq \limsup_{j \to \infty} h_{\mu_j}(T) = \limsup_{j \to \infty} (P_\Phi(t_j) - a_j \cdot t_j)
\]
\[
\geq \limsup_{j \to \infty} (P_\Phi(t_j) - a \cdot t_j)
\]
\[
\geq \limsup_{j \to \infty} (h_\mu(T) + (\Phi_*(\mu) - a) \cdot t_j)
\]
\[
\geq h_\mu(T) + \sum_{i=1}^k ((\Phi_i)_*(\mu) - a_i) \delta.
\]
This implies that \( \Phi_*(\mu) = a \) and
\[
h_\mu(T) \geq \limsup_{j \to \infty} (P_\Phi(t_j) - a \cdot t_j) \geq \inf_{q \in \mathbb{R}^k_+} \{P_\Phi(q) - a \cdot q\}.
\]
This finishes the proof of part (ii).

Now we turn to prove (iii). We assume \( t \in \mathbb{R}^k_+ \) such that \( t \cdot \Phi \) has a unique equilibrium state \( \mu_t \). By Theorem 3.3 \( \partial P_\Phi(t) = \{\Phi_*(\mu_t)\} \). Now (iii) comes from parts (i) and (ii) of the theorem. □
Proof of Theorem 1.3.} It follows directly from Theorem 4.8 using the fact that in the one-dimensional case, \( \partial P_\Phi(t) = \{ P_\Phi(t^+), P_\Phi(t^-) \} \) for \( t > 0 \) and
\[
\bigcup_{\delta > 0} \partial P_\Phi(\mathbb{R}^+) = \bigcup_{t > 0} [P_\Phi(t^-), P_\Phi(\infty)].
\]

\[ \square \]

**Remark 4.9.** Theorem 1.3(i) has a nice application in the multifractal analysis of measures on symbolic spaces. Let \( \mu \) be a fully supported Borel probability measure on the one-sided full shift space \( (\Sigma, \sigma) \) over a finite alphabet. Assume in addition that
\[(4.23) \quad \mu(I_{n+m}(x)) \leq C \mu(I_n(x)) \mu(I_m(\sigma^n x)), \quad \forall x \in \Sigma, n, m \in \mathbb{N},\]
where \( C > 0 \) is a constant and \( I_n(y) \) denotes the \( n \)-th cylinder in \( \Sigma \) containing \( y \). Let \( \Phi \) be a potential on \( \Sigma \) given by \( \Phi = \{ \log \mu(I_n(x)) \}_{n=1}^\infty \). By applying a general multifractal result of Ben Nasr \[10\], Testud \[18\] obtained that (formulated in our terminologies as)
\[
h_{\text{top}}(\sigma, E_\Phi(\alpha)) = \inf \{ P_\Phi(q) - \alpha q : q > 0 \} \quad \text{whenever} \quad \alpha = P'(t) \quad \text{for some} \quad t > 0,
\]
provided that \( P_\Phi'(t) \) exists at \( t \). However by Proposition 4.3(i), \( \Phi \) is asymptotically sub-additive, hence by Theorem 1.3(i), the above variational relation actually holds for any \( \alpha = P_\Phi'(t^+) \) and \( \alpha = P_\Phi'(t^-) \) for each \( t > 0 \). Furthermore, the constant \( C \) in (4.23) can be replaced by \( C_n \), where \( (C_n) \) is a sequence of positive numbers satisfying \( \lim_{n \to \infty} (1/n) \log C_n = 0 \) (cf. Remark 4.7(iii)).

4.4. Lyapunov spectrum for certain sub-additive potentials on symbolic spaces.

In this subsection, we assume that \( (X, T) \) is the one-sided full shift over an finite set \( \{1, 2, \ldots, m\} \). That is, \( X = \{1, \ldots, m\}^\mathbb{N} \) endowed with the standard metric \( d(x, y) = 2^{-n} \) for \( x = (x_i)_{i=1}^\infty \) and \( (y_i)_{i=1}^\infty \), where \( n \) is the largest integer so that \( x_j = y_j \) for \( 1 \leq j \leq n \), and \( T \) is the shift map given by \( (x_i)_{i=1}^\infty \mapsto (x_{i+1})_{i=1}^\infty \).

Let \( X^* \) denote the collection of finite words over \( \{1, \ldots, m\} \), i.e., \( X^* = \bigcup_{i=1}^{\infty} \{1, \ldots, m\}^i \). Assume that \( \phi : X^* \to [0, \infty) \) is a map (not identically equal to 0) satisfying the following two assumptions:

1. (H1) \( \phi(IJ) \leq \phi(I) \phi(J) \) for any \( I, J \in X^* \);
2. (H2) There exist a sequence of positive integers \( (t_n) \) and a sequence of positive numbers \( (c_n) \) with \( \lim_{n \to \infty} t_n/n = 0 = \lim_{n \to \infty} (1/n) \log c_n \), such that for each \( I, J \in X^* \) with lengths \( |I| \geq n, |J| \geq n \), there exists \( K \in X^* \) with \( |K| \leq t_n \) so that
\[
\phi(IKJ) \geq c_n \phi(I) \phi(J).
\]

Let \( \Phi = (\log \phi_n) \) be a potential on \( X \) given by \( \phi_n(x) = \phi(x_1 \ldots x_n) \) for \( x = (x_i)_{i=1}^\infty \). It is clear that \( \Phi \) is sub-additive. Denote
\[
P(q) := \lim_{n \to \infty} \frac{1}{n} \log \sum \phi(I)^q,
\]
where the sum is taken over the set of $I \in \{1,\ldots,m\}^n$ with $\phi(I) > 0$. It is clear that $P(q) = P(T,q\Phi)$ for $q > 0$. Although $\Phi$ is not necessary to be asymptotically additive, we still have the following rather complete result, as an analogue of our recent work [24] on the norm of matrix products.

**Theorem 4.10.** Let $\Phi$ be given as above. Assume that $P(q) \in \mathbb{R}$ for each $q < 0$. Then 
$$\{\alpha \in \mathbb{R} : E_\Phi(\alpha) \neq 0\} = \mathbb{R} \cap [a, b],$$
where $a = \lim_{n \to -\infty} P(q)/q$ and $b = \lim_{n \to \infty} P(q)/q$. Furthermore, for $\alpha \in \mathbb{R} \cap [a, b]$,
$$h_{\text{top}}(T, E(\alpha)) = \inf \{P(q) - aq : q \in \mathbb{R}\}.$$

**Proof of Theorem 4.10.** Take a slight modification of the proof of Theorem 1.1 in [24]. □

We remark that under the condition of the above theorem, we always have $b \in \mathbb{R}$. However it is possible that $a = -\infty$.

There are some natural maps $\phi : X^* \to [0,\infty)$ which satisfy the assumptions (H1)-(H2). For example, if $\{M_i\}_{i=1}^m$ is a family of $d \times d$ real matrices so that there is no trivial proper linear subspace $V \subset \mathbb{R}^d$ with $M_iV \subseteq V$ for all $i$, then the map $\phi$ defined by $\phi(x_1\ldots x_n) = \|M_{x_1}\ldots M_{x_n}\|$ satisfies (H1)-(H2) (see [24] [19]). More generally, the singular value functions for $M_{x_1}\ldots M_{x_n}$ also satisfy (H1)-(H2) when $\{M_i\}_{i=1}^m$ satisfies further mild irreducibility conditions (see [19]).

5. The multifractal formalism for asymptotically additive potentials

Let $(X,T)$ be a TDS. Let $k \in \mathbb{N}$ and let $\Phi_i = \{\log \phi_{n,i}\}_{n=1}^\infty$, $\Psi_i = \{\log \psi_{n,i}\}_{n=1}^\infty$ ($i = 1,2,\ldots,k$) be asymptotically additive potentials on $(X,T)$. Furthermore assume

$$\psi_{n,i}(x) \geq C(1 + \delta)^n \quad (i \in \{1,2,\ldots,k\}, \ n \in \mathbb{N}, \ x \in X)$$

for some constants $C, \delta > 0$. This assumption guarantees that $(\Psi_i)_*(\mu) \neq 0$ ($i = 1,2,\ldots,k$) for each $\mu \in \mathcal{M}(X,T)$.

For $a = (a_1,\ldots,a_k) \in \mathbb{R}^k$, denote

$$E(a) := \left\{x \in X : \lim_{n \to \infty} \frac{\log \phi_{n,i}(x)}{\log \psi_{n,i}(x)} = a_i \text{ for } 1 \leq i \leq k\right\}.$$

In this section, we shall study the multifractal structure of $E(a)$.

For $\mu \in \mathcal{M}(X,T)$, the set $G_\mu$ of $\mu$-generic points is defined by

$$G_\mu := \left\{x \in X : \frac{1}{n} \sum_{j=0}^{n-1} \delta_{T^jx} \to \mu \text{ in the weak* topology as } n \to \infty \right\},$$

where $\delta_y$ denotes the probability measure whose support is the single point $y$. Bowen [12] showed that $h_{\text{top}}(T, G_\mu) \leq h_\mu(T)$ for any $\mu \in \mathcal{M}(X,T)$.
Definition 5.1. A TDS \((X,T)\) is called to be saturated if for any \(\mu \in \mathcal{M}(X,T)\), we have \(G_\mu \neq \emptyset\) and \(h_{\text{top}}(T,G_\mu) = h_\mu(T)\).

It was shown independently in [22, 44] that if a TDS satisfies the specification property (or a weaker form), then it is saturated. The main result in this section is the following.

Theorem 5.2. Let \((X,T)\) be a TDS and let \(\Phi_i, \Psi_i \ (i = 1,2,\ldots,k)\) be asymptotically additive potentials on \(X\) satisfying the assumption (5.1). Let \(\Omega \subset \mathbb{R}^k\) be the range of the following map from \(\mathcal{M}(X,T)\) to \(\mathbb{R}^k\):
\[
\mu \rightarrow \left( \frac{(\Phi_1)_*(\mu)}{(\Psi_1)_*(\mu)}, \frac{(\Phi_2)_*(\mu)}{(\Psi_2)_*(\mu)}, \ldots, \frac{(\Phi_k)_*(\mu)}{(\Psi_k)_*(\mu)} \right).
\]

For \(a \in \Omega\), write
\[
(5.3) \quad H(a) = \sup \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), (\Phi_i)_*(\mu) = a_i(\Psi_i)_*(\mu) \text{ for } i = 1,2,\ldots,k \}.
\]

Then we have the following properties:

(i) \(\{ a \in \mathbb{R}^k : E(a) \neq \emptyset \} \subseteq \Omega\).

(ii) If \(h_{\text{top}}(T) < \infty\), then we have
\[
a \in \Omega \iff \inf \{ P_a(q) : q \in \mathbb{R}^k \} \neq -\infty \iff \inf \{ P_a(q) : q \in \mathbb{R}^k \} \geq 0,
\]
where \(P_a(q) := P \left( T, \sum_{i=1}^k q_i(\Phi_i - a_i\Psi_i) \right) \).

(iii) Assume that \(h_{\text{top}}(T) < \infty\) and the entropy map is upper semi-continuous. Then for any \(a \in \Omega\),
\[
H(a) = \inf_{q \in \mathbb{R}^k} P_a(q),
\]

(iv) Assume that \((X,T)\) is saturated. Then \(E(a) \neq \emptyset\) if and only if \(a \in \Omega\). Furthermore
\[
h_{\text{top}}(T,E(a)) = H(a), \quad \forall \ a \in \Omega.
\]

We emphasize that in parts (i)-(iii) of the above theorem, we do not need to assume that \((X,T)\) is saturated.

Proof. We first prove (i). Assume that \(E(a) \neq \emptyset\) for some \(a = (a_1, \ldots, a_k) \in \mathbb{R}^k\). Take \(x \in E(a)\). Denote \(\mu_{x,n} = (1/n) \sum_{j=1}^{n-1} \delta_{T^jx} \). Then there exists \(n_j \uparrow \infty\) so that \(\mu_{x,n_j} \rightarrow \mu\) for some \(\mu \in \mathcal{M}(X,T)\). Apply Lemma A.1(ii) (in which we take \(\nu_n = \delta_x\)) to obtain
\[
\frac{(\Phi_i)_*(\mu)}{(\Psi_i)_*(\mu)} = \lim_{j \rightarrow \infty} \frac{\log \phi_{n_j,i}(x)}{\log \psi_{n_j,i}(x)} = a_i, \quad i = 1, \ldots, k.
\]
Hence \(a \in \Omega\). This proves (i).

To show (ii), assume \(h_{\text{top}}(T) < \infty\). For \(a = (a_1, \ldots, a_k) \in \mathbb{R}^k\) and \(\mu \in \mathcal{M}(X,T)\), we denote
\[
\tau_a(\mu) = ((\Phi_1)_*(\mu) - a_1(\Psi_1)_*(\mu), \ldots, (\Phi_k)_*(\mu) - a_k(\Psi_k)_*(\mu)).
\]
Clearly, $\tau_a(\mu) \in \mathbb{R}^k$, and
\[ a \in \Omega \iff \tau_a(\mu_0) = 0 \text{ for some } \mu_0 \in \mathcal{M}(X,T). \]

Now assume $a \in \Omega$. Then there exists $\mu_0 \in \mathcal{M}(X,T)$ such that $\tau_a(\mu_0) = 0$. Apply Theorem 3.1 to obtain that
\[ P_a(q) = P(T, \sum_{i=1}^k q_i (\Phi_i - a_i \Psi_i)) = \sup \{ h_\mu(T) + q \cdot \tau_a(\mu) : \mu \in \mathcal{M}(X,T) \geq h_\mu(T) \geq 0 \}
\text{ for each } q = (q_1, \ldots, q_k) \in \mathbb{R}^k. \]

Conversely, assume $a \notin \Omega$. Write (5.4)
\[ A = \{ \tau_a(\mu) : \mu \in \mathcal{M}(X,T) \}. \]
By Lemma A.4(i), $\tau_a$ is a continuous affine function on $\mathcal{M}(X,T)$, hence $A$ is a compact convex set in $\mathbb{R}^k$. $a \notin \Omega$ implies $0 \notin A$. Hence there exists a unit vector $v \in \mathbb{R}^k$ and $c > 0$ such that
\[ v \cdot b < -c \text{ for any } b \in A. \]

By Theorem 3.1 we have for $t > 0$,
\[ P_a(tv) = \sup \{ h_\mu(T) + tv \cdot \tau_a(\mu) : \mu \in \mathcal{M}(X,T) \} \leq \sup \{ h_\mu(T) - tc : \mu \in \mathcal{M}(X,T) \} = h_{\text{top}}(T) - tc. \]
Letting $t \to +\infty$, we obtain $\inf \{ P_a(q) : q \in \mathbb{R}^k \} = -\infty$. This finishes the proof of (ii).

Next we prove (iii). Fix $a = (a_1, \ldots, a_k) \in \Omega$. Define $A$ as in (5.4). Since $a \in \Omega$, we have $0 \in A$. Define $g : A \to \mathbb{R}$ by
\[ g(t) = \sup \{ h_\mu(T) - tc : \mu \in \mathcal{M}(X,T), \tau_a(\mu) = t \}. \]
It is direct to check that $g$ is concave and upper semi-continuous on $A$. By the definition of $H$ (see (5.3)), we have $H(a) = g(0)$. Define
\[ W(q) = \sup \{ g(t) + q \cdot t : t \in A \}, \quad \forall q \in \mathbb{R}^k. \]
Then by Corollary 2.5(ii), we have $g(t) = \inf \{ W(q) - q \cdot t : q \in \mathbb{R}^k \}$ for all $t \in A$. In particular,
\[ H(a) = g(0) = \inf \{ W(q) : q \in \mathbb{R}^k \}. \]
However, by Theorem 3.1 and the definition of $W$, we have
\[ W(q) = P(T, \sum_{i=1}^k q_i (\Phi_i - a_i \Psi_i)) =: P_a(q). \]
Hence (5.5) implies $H(a) = \inf_{q \in \mathbb{R}^k} P_a(q)$. This finishes the proof (iii).

In the end we prove (iv). We divide this proof into four steps.
Step 1. For \( a \in \Omega \), we have \( E(a) \supseteq G_\mu \neq \emptyset \) for each \( \mu \in \mathcal{M}(X,T) \) with \( (\Phi_i)_*(\mu) = a_i(\Psi_i)_*(\mu) \) \((i = 1, 2, \ldots, k)\). To see this, let \( x \in G_\mu \). By Lemma A.3(ii) (in which we take \( \nu_n = \delta_x \)), we have \( \lim_{n \to \infty} (1/n) \log \phi_{n,i}(x) = (\Phi_i)_*(\mu) \) and \( \lim_{n \to \infty} (1/n) \log \psi_{n,i}(x) = (\Psi_i)_*(\mu) \). It follows that \( x \in E(a) \). Hence \( E(a) \supseteq G_\mu \).

Step 2. Let \( a \in \mathbb{R}^k \) so that \( E(a) \neq \emptyset \). Then for each \( x \in E(a) \) and \( \mu \in V(x) \) (here \( V(x) \) denotes the set of limit points of \( \mu_{x,n} = (1/n) \sum_{j=0}^{n-1} \delta_{T^jx} \)), we have \( (\Phi_i)_*(\mu)/(\Psi_i)_*(\mu) = a_i \) for \( i = 1, 2, \ldots, k \). To show this, take such \( x \) and \( \mu \). Then there exists a subsequence \( n_\ell \) of natural numbers such that \( \lim_{\ell \to \infty} \mu_{n_\ell,x} = \mu \). By Lemma A.3(ii) again (in which we take \( \nu_n = \delta_x \)), we have
\[
\lim_{\ell \to \infty} \frac{1}{n_\ell} \log \phi_{n_\ell,i}(x) = (\Phi_i)_*(\mu) \quad \text{and} \quad \lim_{\ell \to \infty} \frac{1}{n_\ell} \log \psi_{n_\ell,i}(x) = (\Psi_i)_*(\mu) \quad (i = 1, 2, \ldots, k).
\]
Since \( x \in E(a) \), we have
\[
\lim_{n \to \infty} \frac{\log \phi_{n,i}(x)}{\log \psi_{n,i}(x)} = a_i \quad (i = 1, 2, \ldots, k).
\]
It follows that \( (\Phi_i)_*(\mu)/(\Psi_i)_*(\mu) = a_i \) for \( i = 1, 2, \ldots, k \).

Step 3. For \( a \in \Omega \), we have \( h_{\text{top}}(T,E(a)) \geq H(a) \). To see it, let \( \mu \in \mathcal{M}(X,T) \) so that \( (\Phi_i)_*(\mu) = a_i(\Psi_i)_*(\mu) \) \((i = 1, 2, \ldots, k)\). By step 1, \( E(a) \supseteq G_\mu \) and hence \( h_{\text{top}}(T,E(a)) \geq h_{\text{top}}(T,G_\mu) = h_\mu(T) \). This proves the inequality \( h_{\text{top}}(T,E(a)) \geq H(a) \).

Step 4. For \( a \in \Omega \), we have \( h_{\text{top}}(T,E(a)) \leq H(a) \). By step 2, for each \( x \in E(a) \) and \( \mu \in V(x) \), we have \( (\Phi_i)_*(\mu)/(\Psi_i)_*(\mu) = a_i \) for \( i = 1, 2, \ldots, k \) and hence \( h_\mu(T) \leq H(a) \). It follows that
\[
E(a) \subseteq \{ x \in X : \exists \mu \in V(x) \text{ with } h_\mu(T) \leq H(a) \}.
\]
By Lemma 4.1 we have \( h_{\text{top}}(T,E(a)) \leq H(a) \). This finishes the proof of (iv).

We remark that (iii) of Theorem 5.2 can be proved alternatively by applying Proposition 3.15 in [29].

Proof of Theorem 1.4. Except the second part in (iii), all the statements listed in Theorem 1.4 follow from Theorem 5.2 (in which we take \( k = 1 \) and \( \psi_n(x) \equiv 1 \)). In the following, we prove the second part in Theorem 1.4(iii): under the assumptions that \( h_{\text{top}}(T) < \infty \) and the entropy map is upper semi-continuous, for any \( \alpha \in \Gamma := \bigcup_{t \in \mathbb{R}} \{ P'_\Phi(t-), P'_\Phi(t+) \} \cup \{ P'_\Phi(\pm \infty) \} \), we have \( E_\Phi(\alpha) \neq \emptyset \) and
\[
h_{\text{top}}(T,E_\Phi(\alpha)) = \inf \{ P_\Phi(q) - \alpha q : q \in \mathbb{R} \}.
\]
According to Corollary 4.5, it suffices to show that if \( \alpha \in \Gamma \), then \( E_\Phi(\alpha) \neq \emptyset \) and \( h_{\text{top}}(T,E_\Phi(\alpha)) \geq \inf \{ P_\Phi(q) - \alpha q : q \in \mathbb{R} \} \). For this purpose, we will show the following claim:
Claim. For each $\alpha \in \Gamma$, there exists an ergodic measure $\nu$ such that $\Phi_\ast(\nu) = \alpha$ and $h_\nu(T) \geq \inf\{P_\Phi(q) - \alpha q : q \in \mathbb{R}\}$.

The claim will imply that $\nu(E_\Phi(\alpha)) = 1$ (by Kingman’s sub-additive ergodic theorem), and by Proposition 2.1(3), $h_{\topo}(T, E_\Phi(\alpha)) \geq h_\nu(T) \geq \inf\{P_\Phi(q) - \alpha q : q \in \mathbb{R}\}$. In the following we prove the claim in a way similar to the proof of Theorem 4.8.

First we consider the case $\alpha \in \{P_\Phi'(t-)\}$. Fix $t$ and denote

$$\mathcal{I}(\Phi, t) = \{\mu \in \mathcal{M}(X, T) : P_\Phi(t) = h_\mu(T) + t\Phi_\ast(\mu)\}.$$ 

By Theorem 3.1(ii), $\mathcal{I}(\Phi, t)$ is a non-empty compact convex subset of $\mathcal{M}(X, T)$. Furthermore, for any $b \in \mathbb{R}$ the set

$$\mathcal{I}_b(\Phi, t) := \{\nu \in \mathcal{I}(\Phi, t) : \Phi_\ast(\nu) = b\}$$

is compact and convex (may be empty). The convexity of $\mathcal{I}_b(\Phi, t)$ is clear. To show the compactness, assume that $\{\nu_n\} \subset \mathcal{I}_b(\Phi, t)$ and $\nu_n$ converges to $\nu$ in $\mathcal{M}(X, T)$. Then by the upper semi-continuity of $h_\nu(T)$ and the continuity of $\Phi_\ast(\cdot)$, we have

$$h_\nu(T) + t\Phi_\ast(\nu) \geq \lim_{n \to \infty} h_{\nu_n}(T) + t\Phi_\ast(\nu_n) = P_\Phi(t).$$

By Theorem 3.1 $\nu \in \mathcal{I}(\Phi, t)$ and furthermore, $h_\nu(T) = h_{\nu_n}(T) = P_\Phi(t) - tb$ and $\Phi_\ast(\nu) = \Phi_\ast(\nu_n) = b$. This is, $\nu \in \mathcal{I}_b(\Phi, t)$. Hence $\mathcal{I}_b(\Phi, t)$ is compact.

Since $\alpha \in \{P_\Phi'(t-)\}$, $\mathcal{I}_b(\Phi, t)$ is non-empty. We are going to show further that $\mathcal{I}_b(\Phi, t)$ contains at least one ergodic measure. Since $\mathcal{I}_b(\Phi, t)$ is a non-empty compact convex subset of $\mathcal{M}(X, T)$, by the Krein-Milman theorem, it contains at least one extreme point, denoted by $\nu$. Let $\nu = p\nu_1 + (1 - p)\nu_2$ for some $0 < p < 1$ and $\nu_1, \nu_2 \in \mathcal{M}(X, T)$. We will show that $\nu_1 = \nu_2$, which implies that $\nu$ is ergodic. To see that $\nu_1 = \nu_2$, note that

$$P_\Phi(t) = h_\nu(T) + t\Phi_\ast(\nu) = p(h_{\nu_1}(T) + t\Phi_\ast(\nu_1)) + (1 - p)(h_{\nu_2}(T) + t\Phi_\ast(\nu_2)).$$

By Theorem 3.1 $\nu_1, \nu_2 \in \mathcal{I}(\Phi, t)$. By Theorem 3.3, $\Phi_\ast(\nu_1), \Phi_\ast(\nu_2) \in \partial P_\Phi(t)$. Moreover, note that $\alpha = \Phi_\ast(\nu) = p\Phi_\ast(\nu_1) + (1 - p)\Phi_\ast(\nu_2)$, we have $\Phi_\ast(\nu_1) = \Phi_\ast(\nu_2) = \alpha$ since $\alpha$ is an extreme point of $\partial P_\Phi(t)$ (noting that $\partial P_\Phi(t) = \{P_\Phi'(t-), P_\Phi'(t+)\}$). That is, $\nu_1, \nu_2 \in \mathcal{I}_b(\Phi, t)$. Since $\nu$ is an extreme point of $\mathcal{I}_b(\Phi, t)$, we have $\nu_1 = \nu_2 = \nu$. Therefore, $\nu$ is ergodic. Since $\nu \in \mathcal{I}_b(\Phi, t)$, we have $\Phi_\ast(\nu) = \alpha$, and $h_\nu(T) = P_\Phi(t) - \alpha t \geq \inf\{P_\Phi(q) - \alpha q : q \in \mathbb{R}\}$. This proves the claim in the case that $\alpha \in \{P_\Phi'(t-)\}$.}

Next, we consider the case $\alpha \in \{P_\Phi'(\pm \infty)\}$. First assume that $\alpha = P_\Phi'(\infty)$. By Theorems 1.1 and 1.2, $\beta(\Phi) = \max\{\Phi_\ast(\mu) : \mu \in \mathcal{M}(X, T)\}$. By the convexity of $P_\Phi(-)$, there exists a sequence $(t_j) \uparrow \infty$, such that $P_\Phi(t_j) := \alpha_j$ exists and $\alpha_j \uparrow \alpha$ when $j \to \infty$. As proved in last paragraph, for each $j \in \mathbb{N}$, there exists $\mu_j \in \mathcal{M}(X, T)$ such that $\Phi_\ast(\mu_j) = \alpha_j$ and $h_{\mu_j}(T) = P_\Phi(t_j) - \alpha_j t_j$. Extract a subsequence if necessary so that
According to Krieger [36], for each construction. Let \( \phi \) be a potential on \( X \), \( \Phi = \{ \phi \} \) in Theorems 1.1, 1.2 and 4.2 are optimal. In this section, we give some examples regarding Lyapunov spectra on TDS’s on which the entropy map is not upper semi-continuous. The multifractal behaviors in this case are such that \( (\eta - h \Phi) \) is the ergodic decomposition of \( \mu \in \mathcal{M}(X,T) \). By Proposition A.1(3), \( \int \Phi(\theta)\,d\mu = \Phi(\mu) = \alpha \). By the way, we also have \( \lim_{t \to \infty} h_T(t)\,d\mu = h_T(\mu) \) (cf. [39]). Note that \( \Phi(\eta) \leq \alpha \) for any \( \eta \). Hence there exists an ergodic measure \( \nu \) such that \( \Phi(\nu) = \alpha \) and \( h_{\nu}(T) \geq h_{\mu}(T) \geq \inf_{q \in \mathbb{R}} \{ P_{\Phi}(q) - \alpha q \} \), as desired. In the end, assume \( \alpha = P_{\Phi}'(-\infty) \). Then \(-\alpha = P_{\Phi}'(+\infty) \). Since \(-\Phi \) is also asymptotically additive, there exists an ergodic measure \( \eta \) such that \( (-\Phi)_\eta(\eta) = -\alpha \), i.e., \( \Phi(\eta) = \alpha \), and

\[
\eta(T) \geq \inf_{q \in \mathbb{R}} \{ P_{-\Phi}(q) - (-\alpha)q \} = \inf_{q \in \mathbb{R}} \{ P_{\Phi}(q) + \alpha q \} = \inf_{q \in \mathbb{R}} \{ P_{\Phi}(q) - \alpha q \}.
\]

This finishes the proof of the claim, and also the proof of Theorem 1.4 \( \square \)

6. Examples

In this section, we give some examples regarding Lyapunov spectra on TDS’s on which the entropy map is not upper semi-continuous. The multifractal behaviors in this case are rather irregular and complicated. These examples also show that the conditions and results in Theorems 1.1, 1.2 and 4.1 are optimal.

**Example 6.1.** There exist a TDS \((X,T)\) with \( h_{\text{top}}(T) < \infty \) and an additive potential \( \Phi = \{ \log \phi_i \}_{i=1}^{\infty} \) on \( X \) such that \( \lim_{t \to 0^+} \{ P_{\Phi}(t-), P_{\Phi}(\infty) \} = \emptyset \) and for \( \alpha = P_{\Phi}'(-\infty) \),

\[
h_{\text{top}}(T,E_{\Phi}(\alpha)) = \sup \{ h_{\mu}(T) : \mu \in \mathcal{M}(X,T), \Phi(\mu) = \alpha \} < \inf_{q > 0} \{ P_{\Phi}(q) - \alpha q \}.
\]

**Construction.** According to Krieger [36], for each \( i \in \mathbb{N} \), we can construct a Cantor set \( X_i \subseteq [0, \frac{1}{i}] \times \{ \frac{1}{i} \} \) and a continuous transformation \( T_i : X_i \to X_i \) such that \( (X_i,T_i) \) is uniquely ergodic (i.e., \( \mathcal{M}(X_i,T_i) \) consists of a singleton) and \( h_{\text{top}}(T_i) = 1 \). Then we let \( X = \bigcup_{i=1}^{\infty} X_i \cup \{(0,0)\} \) and define \( T : X \to X \) by

\[
T(x) = \begin{cases} 
T_i(x) & \text{if } x \in X_i, \\
x & \text{if } x = (0,0).
\end{cases}
\]

It is easy to check that \((X,T)\) is a TDS. Define a function \( g : X \to \mathbb{R} \) by

\[
g(x) = \begin{cases} 
1 - 1/i & \text{if } x \in X_i, \\
1 & \text{if } x = (0,0).
\end{cases}
\]

Let \( \phi_n(x) = \exp \left( \sum_{j=0}^{n-1} g(T^j x) \right) \) for \( n \in \mathbb{N} \) and \( x \in X \). Then \( \Phi = \{ \log \phi_n \}_{n=1}^{\infty} \) is an additive potential on \( X \).
For $i \in \mathbb{N}$, let $\mu_i$ denote the unique element in $\mathcal{M}(X_i, T_i)$. Let $\mu_0$ be the Dirac measure $\delta_{(0,0)}$ at the point $(0,0)$. Then $\mathcal{E}(X, T) = \{\mu_i : i = 0, 1, \cdots\}$ and thus

$$\mathcal{M}(X, T) = \left\{ \sum_{i=0}^{\infty} \lambda_i \mu_i : \lambda_i \geq 0 \text{ and } \sum_{i=0}^{\infty} \lambda_i = 1 \right\}.$$  

By Theorem 3.1, we have

$$P_\Phi(q) = \sup \{ h_\mu(T) + q \Phi_\ast(\mu) : \mu \in \mathcal{M}(X, T) \}$$

$$= \sup \left\{ h_{\sum_{i=0}^{\infty} \lambda_i \mu_i}(T) + q \sum_{i=0}^{\infty} \lambda_i \Phi_\ast(\mu_i) : \lambda_i \geq 0 \text{ and } \sum_{i=0}^{\infty} \lambda_i = 1 \right\}$$

$$= \sup \left\{ \sum_{i=0}^{\infty} \lambda_i (h_{\mu_i}(T) + q \Phi_\ast(\mu_i)) : \lambda_i \geq 0 \text{ and } \sum_{i=0}^{\infty} \lambda_i = 1 \right\}$$

$$= \sup \left\{ q \lambda_0 + \sum_{i=1}^{\infty} \lambda_i (1 + q(1 - 1/i)) : \lambda_i \geq 0 \text{ and } \sum_{i=0}^{\infty} \lambda_i = 1 \right\}$$

$$= \max \left\{ q, \sup_{i \in \mathbb{N}} \{ 1 + q(1 - 1/i) \} \right\} = q + 1 \text{ for } q > 0.$$  

Hence $P_\Phi'(q) = 1$ for $q > 0$ and $P_\Phi'(\infty) = 1$. Thus $(\lim_{t \to 0^+} P_\Phi'(t-), P_\Phi'(\infty)) = \emptyset$. For $\alpha = P_\Phi'(\infty) = 1$, one has $E_\Phi(\alpha) = \{(0, 0)\}$. Hence

$$0 = h_{\text{top}}(T, E_\Phi(\alpha)) = \sup \{ h_\mu(T) : \mu \in \mathcal{M}(X, T), \Phi_\ast(\mu) = \alpha \} < \inf_{q > 0} \{ P_\Phi(q) - q \alpha \} = 1,$$

as desired. \qed

**Example 6.2.** There exist a TDS $(X, T)$ with $h_{\text{top}}(T) < \infty$, an additive potential $\Phi = \{ \log \phi_n \}_{n=1}^{\infty}$ on $X$ such that for each $\alpha \in [\beta(\Phi), \overline{\beta}(\Phi)]$,

$$h_{\text{top}}(T, E_\Phi(\alpha)) < \inf_{q \in \mathbb{R}} \{ P_\Phi(q) - q \alpha \},$$

where $\beta(\Phi) := \lim_{n \to \infty} \frac{1}{n} \inf_{x \in X} \log \phi_n(x)$.

**Construction.** Similar to the construction in Example 6.1, we construct Cantor sets $X_i \subseteq \left[ 0, \frac{i}{|i|+1} \right] \times \left( \frac{i}{|i|+1}, 1 \right)$ ($i \in \mathbb{Z}$) and continuous transformations $T_i : X_i \to X_i$ such that $(X_i, T_i)$ is uniquely ergodic and $h_{\text{top}}(T_i) = \frac{|i|}{|i|+1}$. Then let $X = \bigcup_{i \in \mathbb{Z}} X_i \cup \{(0, 1)\} \cup \{(0, -1)\}$ and define $T : X \to X$ by

$$T(x) = \begin{cases} T_i(x) & \text{if } x \in X_i, \\ x & \text{if } x = (0, 1) \text{ or } (0, -1). \end{cases}$$

It is clear that $(X, T)$ is a TDS. Define a continuous function $h$ on $X$ by

$$g(x) = \begin{cases} \frac{i}{|i|+1} & \text{if } x \in X_i, \\ 1 & \text{if } x = (0, 1), \\ -1 & \text{if } x = (0, -1). \end{cases}$$
Let \( \phi_n(x) = \exp \left( \sum_{j=0}^{n-1} g(T^j x) \right) \) for \( n \in \mathbb{N} \) and \( x \in X \). Then \( \Phi = \{ \log \phi_n \} \) is an additive potential on \( X \) with \( [\underline{\beta}(\Phi), \overline{\beta}(\Phi)] = [-1, 1] \). Similarly, it is not hard to verify that

\[
P_\Phi(q) = \max \left\{ q, -q, \sup_{i \in \mathbb{Z}} \left\{ \frac{|i|}{|i| + 1} + \frac{i}{|i| + 1} q \right\} \right\} = 1 + |q|.
\]

Hence \( P_\Phi'(\infty) = P_\Phi'(0+) = 1, \, P_\Phi'(0-) = P_\Phi''(\infty) = -1 \) and

\[
P_\Phi(q) = \begin{cases} 
1 & \text{if } q > 0, \\
-1 & \text{if } q < 0.
\end{cases}
\]

It is easy to see that \( E_\Phi(\alpha) \neq \emptyset \) if and only if \( \alpha \in \{ \frac{i}{|i|+1} : i \in \mathbb{Z} \} \cup \{1, -1\} \). Furthermore

\[
E_\Phi(\alpha) = \begin{cases} 
X, & \text{if } \alpha = \frac{i}{|i|+1} \text{ for some } i \in \mathbb{Z}, \\
\{(0,1)\}, & \text{if } \alpha = 1, \\
\{(0,-1)\}, & \text{if } \alpha = -1.
\end{cases}
\]

Hence for \( \alpha \in [\underline{\beta}(\Phi), \overline{\beta}(\Phi)] = [-1, 1] \),

\[
h_{\text{top}}(T, E_\Phi(\alpha)) < 1 = \inf_{q \in \mathbb{R}} \{ P_\Phi(q) - \alpha q \},
\]

as desired. Keep in mind that \( \{ \Phi_* (\mu) : \mu \in \mathcal{M}(X,T) \} = [-1,1] \) by Lemma \( \text{A.3} \). \( \square \)

**Example 6.3.** There exist a TDS \( (X,T) \) with \( h_{\text{top}}(T) < \infty \) and two additive potential \( \Phi_i = \{ \log \phi_{n,i} \}_{n=1}^{\infty} \) \( (i=1,2) \) on \( X \) such that \( \partial P_\Phi(\mathbb{R}_+^2) \) is one-dimensional set and for any \( a \in \partial P_\Phi(\mathbb{R}_+^2) \), where \( \Phi = (\Phi_1, \Phi_2) \),

\[
\sup \{ h_\mu(T) : \mu \in \mathcal{M}(X,T), \Phi_* (\mu) = a \} < \inf_{q \in \mathbb{R}_+^2} \{ P_\Phi(q) - a \cdot q \}.
\]

**Construction.** Similar to the previous two examples, we construct a Cantor set \( X_i \subseteq [0, \frac{1}{|i|+1}] \times \{ \frac{i}{|i|+1} \} \) and a continuous transformation \( T_i : X_i \to X_i \) such that \( (X_i, T_i) \) is uniquely ergodic and \( h_{\text{top}}(T_i) = 1 \). Then let \( X = \bigcup_{i \in \mathbb{Z}} X_i \cup \{(0,1)\} \cup \{(0,-1)\} \) and define \( T : X \to X \) by

\[
T(x) = \begin{cases} 
T_i(x) & \text{if } x \in X_i, \\
x & \text{if } x \in (0,1) \text{ or } (0,-1).
\end{cases}
\]

It is clear that \( (X,T) \) is a TDS. Define two continuous function \( g_1, g_2 \) on \( X \) by

\[
g_1(x) = \begin{cases} 
\frac{i}{i+1} & \text{if } x \in X_i, \, i \geq 0, \\
1 & \text{if } x = (0,1), \\
\frac{|i|}{|i|+1} & \text{if } x \in X_i, \, i < 0, \\
2 & \text{if } x = (0,-1).
\end{cases}
\]

and

\[
g_2(x) = \begin{cases} 
0 & \text{if } x \in X_i, \, i \geq 0, \\
0 & \text{if } x = (0,1), \\
\frac{-|i|}{|i|+1} & \text{if } x \in X_i, \, i < 0, \\
-1 & \text{if } x = (0,-1).
\end{cases}
\]

Set \( \phi_{n,i}(x) = \exp \left( \sum_{j=0}^{n-1} g_i(T^j x) \right) \) for \( i = 1,2, \, n \in \mathbb{N} \) and \( x \in X \). Then \( \Phi_i = \{ \log \phi_{n,i} \}_{n=1}^{\infty} \), \( i = 1,2 \), are two additive potentials on \( X \) with \( \overline{\beta}(\Phi_1) = 2, \overline{\beta}(\Phi_2) = 0. \)
For $i \in \mathbb{Z}$, let $\mu_i$ denote the unique element in $\mathcal{M}(X, T_i)$. Let $\mu_\infty$ be the Dirac measure $\delta_{(0,1)}$ at the point $(0,1)$. Let $\mu_{-\infty}$ be the Dirac measure $\delta_{(0,-1)}$ at the point $(0,-1)$. For simplify, write $\overline{\mathbb{Z}} = \mathbb{Z} \cup \{\pm \infty\}$. Then $\mathcal{E}(X, T) = \{\mu_i : i \in \overline{\mathbb{Z}}\}$. A direct calculation by applying Theorem 3.1 yields that for $q = (q_1, q_2) \in \mathbb{R}^2_+ $,

$$ P_\Phi(q) = \max\{1 + q_1, 1 + 2q_1 - q_2\}. $$

Hence

$$ P_\Phi'(q) = \begin{cases} (1, 0) & \text{if } q \in \mathbb{R}^2_+ \text{ with } q_1 < q_2 \\ (2, -1) & \text{if } q \in \mathbb{R}^2_+ \text{ with } q_1 > q_2 \end{cases} $$

and $\partial P_\Phi((q, q)) = \text{conv}((1, 0), (2, -1))$ for $q > 0$. Thus $\partial P_\Phi(\mathbb{R}^2_+) = \text{conv}((1, 0), (2, -1))$ is one dimensional.

Recall that $A := \{\Phi_\ast(\mu) : \mu \in \mathcal{M}(X, T)\}$. Clearly, $A = \text{conv}((0,0), (1, 0), (2, -1))$ is a two-dimensional set and $\partial P_\Phi(\mathbb{R}^2_+) = \text{conv}((1, 0), (2, -1))$ is just one edge in the convex set $A$.

For $a \in \partial P_\Phi(\mathbb{R}^2_+)$, there exists unique $t \in [0, 1]$ with $a = t(1, 0) + (1 - t)(2, -1)$. It is not hard to see that for $\mu \in \mathcal{M}(X, T)$, $\Phi_\ast(\mu) = a$ if and only if $\mu = t\mu_\infty + (1 - t)\mu_{-\infty}$. Hence

$$ \sup\{h_\mu(T) : \mu \in \mathcal{M}(X, T), \Phi_\ast(\mu) = a\} = h_{t\mu_\infty + (1-t)\mu_{-\infty}}(T) = 0 $$

$$ < 1 = \inf_{q \in \mathbb{R}^2_+} \{\max\{1 + q_1, 1 + 2q_1 - q_2\} - (tq_1 + (1 - t)(2q_1 - q_2))\} $$

$$ = \inf_{q \in \mathbb{R}^2_+} \{P_\Phi(q) - a \cdot q\}, $$

as desired. \hfill \Box

**APPENDIX A. PROPERTIES AND EXAMPLES OF ASYMPOTOTICAL SUB-ADDITIVE POTENTIALS**

In this appendix, we give some properties and examples of asymptotically sub-additive (resp. asymptotically additive) potentials. Let $(X, T)$ be a TDS and let $\Phi = \{\log \phi_n\}_{n=1}^\infty$ be an asymptotically sub-additive potential on a TDS $(X, T)$. Let $\lambda_\Phi$ and $\Phi_\ast$ be defined as in (1.2)-(1.3).

**Proposition A.1.** Let $\mu \in \mathcal{M}(X, T)$. Then we have the following properties.

1. The limit $\Phi_\ast(\mu) = \lim_{n \to \infty} \frac{1}{n} \int \log \phi_n(x) \, d\mu(x)$ exists (which may take value $-\infty$). Furthermore $\lambda_\Phi(x)$ exists for $\mu$-a.e. $x \in X$, and $\int \lambda_\Phi(x) \, d\mu(x) = \Phi_\ast(\mu)$. In particular, when $\mu \in \mathcal{E}(X, T)$, $\lambda_\Phi(x) = \Phi_\ast(\mu)$ for $\mu$-a.e. $x \in X$.
2. The map $\Phi_\ast : \mathcal{M}(X, T) \to \mathbb{R} \cup \{-\infty\}$ is upper semi-continuous and there is $C \in \mathbb{R}$ such that for all $\mu \in \mathcal{M}(X, T)$, $\lambda_\Phi(x) \leq C \mu$-a.e and $\Phi_\ast(\mu) \leq C$.
3. Let $\mu = \int_\Omega \theta \, d\mu(\theta)$ be the ergodic decomposition of $\mu \in \mathcal{M}(X, T)$. Then $\Phi_\ast(\mu) = \int_\Omega \Phi_\ast(\theta) \, d\mu(\theta)$.  
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Proof. In the case that $\Phi$ is sub-additive, statement (1) comes exactly from Kingman’s sub-additive ergodic theorem (cf. [49], p. 231). We shall show that it remains valid when $\Phi$ is asymptotically sub-additive. Fix such a $\Phi$. For $\epsilon > 0$, by definition, there exist a sub-additive potential $\Psi = \{\log \psi_n\}_{n=1}^\infty$ and an integer $n_0$ such that $|\log \phi_n(x) - \log \psi_n(x)| \leq n\epsilon$ for any $n \geq n_0$ and $x \in X$. Hence

$$\limsup_{n \to \infty} \frac{1}{n} \int \log \phi_n(x) \, d\mu(x) \leq \liminf_{n \to \infty} \frac{1}{n} \int \log \psi_n(x) \, d\mu(x) + \epsilon$$

$$\leq \liminf_{n \to \infty} \frac{1}{n} \int \log \phi_n(x) \, d\mu(x) + 2\epsilon.$$ 

Since the above inequalities hold for any $\epsilon > 0$, the limit for defining $\Phi_*(\mu)$ exists. Similarly, we have the inequalities

$$\limsup_{n \to \infty} \frac{1}{n} \log \phi_n(x) \leq \limsup_{n \to \infty} \frac{1}{n} \log \psi_n(x) + \epsilon \leq \liminf_{n \to \infty} \frac{1}{n} \log \phi_n(x) + 2\epsilon$$

for $\mu$-a.e. $x$, from which we derive that $\lambda_\Phi(x)$ exists $\mu$-a.e and $\int \lambda_\Phi(x) \, d\mu(x) = \Phi_*(\mu)$. Furthermore, $\lambda_\Phi(x) = \Phi_*(\mu)$ $\mu$-a.e. when $\mu$ is ergodic. This proves (1).

To see that $\Phi_*$ is upper semi-continuous, let $\epsilon > 0$ and $\Psi$ be given as in the above paragraph. Suppose that $\{\mu_i\}$ is a sequence in $\mathcal{M}(X,T)$ which converges to $\mu$ in the weak* topology. Then for any $n \geq n_0$ and $R \in \mathbb{R}$,

$$\limsup_{i \to \infty} \Phi_*(\mu_i) \leq \limsup_{i \to \infty} \Psi_*(\mu_i) + \epsilon \leq \limsup_{i \to \infty} \frac{1}{n} \int \log \psi_n(x) \, d\mu_i(x) + \epsilon$$

$$\leq \limsup_{i \to \infty} \frac{1}{n} \int \max \{\log \psi_n(x), R\} \, d\mu_i(x) + \epsilon$$

$$= \frac{1}{n} \int \max \{\log \psi_n(x), R\} \, d\mu(x) + \epsilon.$$ 

Taking $R \to -\infty$ to obtain

$$\limsup_{i \to \infty} \Phi_*(\mu_i) \leq \frac{1}{n} \int \log \psi_n(x) \, d\mu(x) + \epsilon \leq \frac{1}{n} \int \log \phi_n(x) \, d\mu(x) + 2\epsilon.$$ 

Letting $n \to \infty$, we have $\limsup_{i \to \infty} \Phi_*(\mu_i) \leq \Phi_*(\mu)$. This proves the upper semi-continuity of $\Phi_*$. To give an upper bound for $\lambda_\Phi$ and $\Phi_*$, let $D = \max_{x \in X} \psi_{n_0}(x)$. Then $\log \psi_{k\log n_0}(x) \leq k \log D$ by the subadditivity. Hence for $\mu$-a.e $x$,

$$\lambda_\Phi(x) \leq \epsilon + \limsup_{k \to \infty} \frac{1}{k n_0} \log \psi_{k n_0}(x) \leq \epsilon + (\log D)/n_0.$$

Take integration with respect to $\mu$ to get $\Phi_*(\mu) \leq \epsilon + (\log D)/n_0$.

To prove (3), we first assume that $\Phi$ is sub-additive. Let $\mu = \int \Omega \theta \, dm(\theta)$ be the ergodic decomposition of $\mu \in \mathcal{M}(X,T)$. Let $C_1 = \max_{x \in X} |\log \phi_1(x)|$. Then

$$\frac{1}{n} \int \log \phi_n(x) \, d\theta(x) \leq C_1 \quad \text{for all } \theta \in \Omega, \ n \in \mathbb{N}.$$
Define $h_k(\theta) = \frac{1}{2^k} \int \log \phi_{2^k}(x) \, d\theta(x)$ for $\theta \in \mathcal{M}(X,T)$ and $k \in \mathbb{N}$. Since $\Phi$ is sub-additive and $\theta$ is invariant, we have $C_1 \geq h_1(\theta) \geq h_2(\theta) \geq \cdots$ and $h_k(\theta) \searrow \Phi_*(\theta)$. By (A.1), we have
\[
\Phi_*(\mu) = \lim_{n \to \infty} \frac{1}{n} \int \log \phi_n(x) \, d\mu(x) = \lim_{k \to \infty} \frac{1}{2^k} \int \log \phi_{2^k}(x) \, d\theta(x) dm(\theta)
\]
\[
= \lim_{k \to \infty} \int h_k(\theta) \, dm(\theta) = \int \lim_{k \to \infty} h_k(\theta) \, dm(\theta) = \int \Phi_*(\theta) \, dm(\theta),
\]
where we use the monotone convergence theorem for the fourth equality. Hence we prove (3) in the case that $\Phi$ is sub-additive. Now assume that $\Phi$ is asymptotically sub-additive. For $\epsilon > 0$, let $\Psi$ be given as in the first paragraph of our proof. Then $|\Phi_*(\theta) - \Psi_*(\theta)| \leq \epsilon$ for any $\theta \in \mathcal{M}(X,T)$. It together with $\Psi_*(\mu) = \int \Psi_*(\theta) \, dm(\theta)$ yields $|\Phi_*(\mu) - \int \Phi_*(\theta) \, dm(\theta)| \leq 2\epsilon$. Letting $\epsilon \to 0$, we obtain the desired identity for $\Phi$. This finishes the proof.

Let $\mathcal{M}(X)$ denote the space of Borel probability measures on $X$ endowed with the weak-star topology. Then we have

**Lemma A.2.** Suppose $\{\nu_i\}_{i=1}^{\infty}$ is a sequence in $\mathcal{M}(X)$. We form the new sequence $\{\mu_n\}_{n=1}^{\infty}$ by $\mu_n = \frac{1}{n} \sum_{i=0}^{n-1} \nu_i \circ T^{-i}$. Assume that $\mu_{n_i}$ converges to $\mu$ in $\mathcal{M}(X)$ for some subsequence $\{n_i\}$ of natural numbers. Then $\mu \in \mathcal{M}(X,T)$ and
\[
\limsup_{i \to \infty} \frac{1}{n_i} \int \log \phi_{n_i}(x) \, d\nu_{n_i}(x) \leq \Phi_*(\mu).
\]

**Proof.** The lemma was proved in [13 Lemma 2.3] for the case that $\Phi$ is sub-additive. Here we shall show that it can be extended to the case that $\Phi$ is asymptotically sub-additive.

Let $\Phi$ be an asymptotically sub-additive potential on $X$ and $\epsilon > 0$. Then there exist a sub-additive potential $\Psi = \{\log \psi_n\}_{n=1}^{\infty}$ on $X$ and $n_0$ such that $|\log \phi_n(x) - \log \psi_n(x)| \leq n\epsilon$ for any $n \geq n_0$ and $x \in X$. Hence
\[
\limsup_{i \to \infty} \frac{1}{n_i} \int \log \phi_{n_i}(x) \, d\nu_{n_i}(x) \leq \limsup_{i \to \infty} \frac{1}{n_i} \int \log \psi_{n_i}(x) \, d\nu_{n_i}(x) + \epsilon \leq \Phi_*(\mu) + \epsilon \leq \Phi_*(\mu) + 2\epsilon.
\]
Letting $\epsilon \to 0$, we obtain the desired inequality for $\Phi$.

**Lemma A.3.** Define $\overline{\beta}(\Phi) = \limsup_{n \to \infty} \sup_{x \in X} \frac{\log \phi_n(x)}{n}$. Then

1. $\overline{\beta}(\Phi) \in \mathbb{R} \cup \{-\infty\}$ and $\overline{\beta}(\Phi) = \liminf_{n \to \infty} \sup_{x \in X} \frac{\log \phi_n(x)}{n}$.
2. $\overline{\beta}(\Phi) = \sup\{\Phi_*(\mu) : \mu \in \mathcal{M}(X,T)\}$ and there exists an ergodic measure $\nu \in \mathcal{M}(X,T)$ such that $\overline{\beta}(\Phi) = \Phi_*(\nu)$.
3. The following conditions are equivalent:
   a. $\overline{\beta}(\Phi) = -\infty$
   b. $\lambda_\Phi(x) = -\infty$ for all $x \in X$
   c. $\Phi_*(\mu) = -\infty$ for all $\mu \in \mathcal{M}(X,T)$
   d. $P(T,\Phi) = -\infty$.
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(4) If \( \overline{\beta}(\Phi) > -\infty \), then \( h_{\text{top}}(T) + \overline{\beta}(\Phi) \geq P(T, \Phi) \geq \overline{\beta}(\Phi) > -\infty \). Moreover if we assume in addition that \( h_{\text{top}}(T) < \infty \), then \( P(T, \Phi) \in \mathbb{R} \).

**Proof.** Let \( \epsilon > 0 \). Take a sub-additive potential \( \Psi = \{ \log \psi_n \}_{n=1}^\infty \) on \( (X, T) \) such that \( |\log \phi_n(x) - \log \psi_n(x)| < \epsilon n \) for all \( n \geq n_0 \) and \( x \in X \). Let \( C = \max_{x \in X} |\psi_1(x)| \). Then \( \psi_n(x) \leq C^n \). Thus for \( n \geq n_0 \) we have \( \log \phi_n(x) \leq n(\log C + \epsilon) \) and hence \( \sup_{x \in X} \frac{\log \phi_n(x)}{n} \leq \log C + \epsilon \). This implies \( \overline{\beta}(\Psi) \in \mathbb{R} \cup \{-\infty\} \). Denote \( b_n = \sup_{x \in X} \log \psi_n(x) \). Then by the sub-additivity of \( \Psi \), \( b_{n+m} \leq b_n + b_m \). It follows that \( \liminf_{n \to \infty} b_n/n = \limsup_{n \to \infty} b_n/n \) and thus \( \liminf_{n \to \infty} \sup_{x \in X} \log \phi_n(x)/n \geq \limsup_{n \to \infty} \sup_{x \in X} \log \phi_n(x)/n - 2\epsilon \). Letting \( \epsilon \to 0 \), we obtain

\[
\liminf_{n \to \infty} \sup_{x \in X} \log \phi_n(x)/n = \limsup_{n \to \infty} \sup_{x \in X} \log \phi_n(x)/n.
\]

This proves (1).

For any \( \mu \in \mathcal{M}(X, T) \), by Proposition A.1(1),

\[
\Phi_\ast(\mu) = \lim_{n \to \infty} \int_X \frac{\log \phi_n(x)}{n} d\mu(x) \leq \limsup_{n \to \infty} \frac{\log \phi_n(x)}{n} = \overline{\beta}(\Phi).
\]

Hence \( \sup \{ \Phi_\ast(\mu) : \mu \in \mathcal{M}(X, T) \} \leq \overline{\beta}(\Phi) \). Conversely, choose \( n_i \to \infty \) and \( x_i \in X \) such that \( \lim_{n_i \to \infty} \frac{\log \phi_{n_i}(x_i)}{n_i} \) exists and \( \lim_{n_i \to \infty} \frac{\log \phi_{n_i}(x_i)}{n_i} = \Phi_\ast(\mu) \). Let \( \mu_{n_i} = \frac{1}{n_i} \sum_{j=0}^{n_i-1} \delta_{T^n x_i} \) for \( i \in \mathbb{N} \). Since \( \mathcal{M}(X) \) is compact, we may assume that \( \mu_{n_i} \to \mu \) for some \( \mu \in \mathcal{M}(X, T) \). By Lemma A.2 \( \mu \in \mathcal{M}(X, T) \) and \( \lim_{n \to \infty} \frac{1}{n} \int X \log \phi_n(x) d\mu(x) \leq \Phi_\ast(\mu) \), i.e., \( \overline{\beta}(\Phi) = \lim_{n \to \infty} \frac{\log \phi_n(x)}{n} \leq \Phi_\ast(\mu) \). Moreover, by Proposition A.1(3), there exists an ergodic measure \( \nu \in \mathcal{M}(X, T) \) such that \( \overline{\beta}(\Phi) \leq \Phi_\ast(\nu) \). Clearly, \( \overline{\beta}(\Phi) = \Phi_\ast(\nu) \). This proves (2).

To show (3), note that the implications (a) \( \Rightarrow \) (b), (c) are direct. By (2), there exists an ergodic measure \( \nu \in \mathcal{M}(X, T) \) such that \( \overline{\beta}(\Phi) = \Phi_\ast(\nu) \). By Proposition A.1(1), \( \lambda_\ast(x) = \overline{\beta}(\Phi) \) for \( \nu \)-a.e. \( x \in X \). Hence \( \overline{\beta}(\Phi) = -\infty \) when (b) or (c) occurs. This shows that (b) or (c) implies (a). The equivalence of (c) and (d) comes from Theorem 3.1. This proves (3).

Part (4) follows directly from (2) and Theorem 3.1. \( \square \)

Now we give some properties of asymptotically additive potentials, which just follow from Proposition A.1(2) and Lemma A.2.

**Lemma A.4.** Assume that \( \Phi = \{ \log \phi_n \}_{n=1}^\infty \) is an asymptotically additive potential on \( (X, T) \). Then

(i) The map \( \mu \mapsto \Phi_\ast(\mu) \) is continuous on \( \mathcal{M}(X, T) \).

(ii) Suppose \( \{ \nu_n \}_{n=1}^\infty \) is a sequence in \( \mathcal{M}(X) \). We form the new sequence \( \{ \mu_n \}_{n=1}^\infty \) by \( \mu_n = \frac{1}{n} \sum_{i=0}^{n-1} \nu_n \circ T^{-i} \). Assume that \( \mu_{n_i} \) converges to \( \mu \) in \( \mathcal{M}(X) \) for some subsequence \( \{ n_i \} \) of natural numbers. Then \( \mu \in \mathcal{M}(X, T) \), and moreover

\[
\lim_{i \to \infty} \frac{1}{n_i} \int_X \log \phi_{n_i}(x) d\nu_{n_i}(x) = \Phi_\ast(\mu).
\]
(iii) \( \Omega := \{ \Phi \circ (\mu) : \mu \in \mathcal{M}(X,T) \} \) is an interval which equals \([\beta(\Phi), \bar{\beta}(\Phi)]\), where \(\beta(\Phi) := \lim_{n \to \infty} (1/n) \inf_{x \in X} \log \phi_n(x)\).

In the end of this section, we give the following proposition.

**Proposition A.5.** Let \( \Phi = \{ \log \phi_n \} \) be a potential on \( X \) (i.e., each \( \phi_n \) is a non-negative continuous function on \( X \)). We have the following statements.

(i) If there exists \( C \geq 1 \) such that \( \phi_{n+m}(x) \leq C \phi_n(x) \phi_m(T^n x) \) for all \( x \in X \) and \( n, m \in \mathbb{N} \), then \( \Phi \) is asymptotically sub-additive.

(ii) If there exists \( C \geq 1 \) such that

\[
0 < C^{-1} \phi_n(x) \phi_m(T^n x) \leq \phi_{n+m}(x) \leq C \phi_n(x) \phi_m(T^n x)
\]

for all \( x \in X \) and \( n, m \in \mathbb{N} \), then \( \Phi \) is asymptotically additive.

(iii) If \( \phi_n(x) \geq 0 \) for all \( n \in \mathbb{N}, x \in X \) and there exists a continuous function \( g \) on \( X \) such that

\[
\log \phi_{n+1}(x) - \log \phi_n(T x) \to g(x)
\]

uniformly on \( X \) as \( n \to \infty \), then \( \Phi \) is asymptotically additive.

(iv) \( \Phi \) is asymptotically additive if and only if for any \( \epsilon > 0 \), there exists an additive potential \( \Psi = \{ \log \psi_n \}_{n=1}^\infty \) on \( X \) such that

\[
(A.2) \quad \limsup_{n \to \infty} \frac{1}{n} \sup_{x \in X} | \log \phi_n(x) - \log \psi_n(x) | \leq \epsilon.
\]

**Proof.** To see (i), define \( \Psi = \{ \log \psi_n \}_{n=1}^\infty \) by \( \psi_n(x) = C \phi_n(x) \). Then

\[
\psi_{n+m}(x) = C \phi_{n+m}(x) \leq C^2 \phi_n(x) \phi_m(x) = \psi_n(x) \psi_m(T^n x).
\]

Hence \( \Psi \) is sub-additive. Clearly, \((\log \psi_n(x) - \log \phi_n(x))/n = (\log C)/n \to 0 \) as \( n \to \infty \). Hence \( \Phi \) is asymptotically sub-additive. This proves (i). Part (ii) follows directly from (i).

To show (iii), define \( r_n = \sup_{x \in X} | \log \phi_n(x) - \log \phi_{n-1}(T x) - g(x) | \), with the convention \( \log \phi_0(x) = 0 \). It is clear that \( \lim_{n \to \infty} r_n = 0 \). Let \( g_n = \sum_{i=0}^{n-1} g \circ T^i \). Then \( \mathcal{G} = \{ g_n \}_{n=1}^\infty \) is additive. Note that

\[
| \log \phi_n(x) - g_n(x) | = \sum_{i=1}^n \left| \log \phi_i(T^{i-1} x) - \log \phi_{i-1}(T^{i-1} x) - g(T^{i-1} x) \right|
\]

\[
\leq \sum_{i=1}^n | \log \phi_i(T^{i-1} x) - \log \phi_{i-1}(T^{i-1} x) - g(T^{i-1} x) | \leq \sum_{i=1}^n r_i.
\]

Hence \( \lim \sup_{n \to \infty} \sup_{x \in X} | \log \phi_n(x) - g_n(x) | \leq \lim \sup_{n \to \infty} \frac{1}{n} \sum_{i=1}^n r_i = 0 \) as \( \lim_{n \to \infty} r_n = 0 \). Hence \( \Phi \) is asymptotically additive.

The “if” part in (iv) is direct, we only need to show the “only if” part. Assume that \( \Phi \) is asymptotically additive, that is, \( \phi_n \) is positive continuous on \( X \) for each \( n \) and both
{\log \phi_n}_{n=1}^{\infty} and \{\log(\phi_n)^{-1}\}_{n=1}^{\infty} are asymptotically sub-additive. We claim that for any \(\epsilon > 0\), there exists \(K > 0\) such that for each \(k \geq K\), there exists \(C_{\epsilon,k} > 0\) so that

\[
\left| \log \phi_n(x) - \frac{1}{k} \sum_{j=0}^{n-1} \log \phi_k(T^j x) \right| \leq n\epsilon + C_{\epsilon,k}, \quad \forall n \geq 2k, \ x \in X,
\]

Clearly the above inequality implies the “only if” part in (iv). Without loss of generality, we show that

(A.3) \[
\log \phi_n(x) \leq \frac{1}{k} \sum_{j=0}^{n-1} \log \phi_k(T^j x) + n\epsilon + C_{\epsilon,k}, \quad \forall n \geq 2k, \ x \in X.
\]

for certain \(C_{\epsilon,k} > 0\). Fix \(\epsilon > 0\). Since \(\Phi\) is asymptotically sub-additive, there exists a sub-additive potential \(\Psi = \{\log \psi_n\}_{n=1}^{\infty}\) on \(X\) such that there is \(K > 0\) and

(A.4) \[
|\log \phi_n(x) - \log \psi_n(x)| \leq \frac{n\epsilon}{2}, \quad \forall n \geq K, \ x \in X.
\]

Set \(C = \max\{1, \sup_{x \in X} \psi_1(x)\}\). By [15, Lemma 2.2],

\[
\log \psi_n(x) \leq 2k \log C + \frac{1}{k} \sum_{i=0}^{n-k} \log \psi_k(T^i x), \quad \forall x \in X, \ n \geq 2k.
\]

Combining the above inequality with (A.4), we have for \(k \geq K\),

\[
\log \phi_n(x) \leq (2n - k)\epsilon/2 + 2k \log C + \frac{1}{k} \sum_{i=0}^{n-k} \log \phi_k(T^i x)
\]

\[
\leq (2n - k)\epsilon/2 + 2k \log C + M_k + \frac{1}{k} \sum_{i=0}^{n-1} \log \phi_k(T^i x)
\]

for all \(x \in X\) and \(n \geq 2k\), where \(M_k := \max\{1, \sup_{x \in X} |\log \phi_k(x)|\}\). This proves (A.3), with \(C_{\epsilon,k} = 2k \log C + M_k\). We finish the proof of the proposition. \(\Box\)

Remark A.6. (i) The potentials satisfying the assumption in Proposition A.5 (iii) was considered by Barreira [3] in the study of the Hausdorff dimension of planar limit sets.

(ii) Let \(\mathcal{C}_{aa}(X,T)\) denote the collection of asymptotically additive potentials on \(X\). Define an equivalence relation \(\sim\) on \(\mathcal{C}_{aa}(X,T)\) by \(\Phi \sim \Psi\ if \|\Phi - \Psi\|_\text{lim} = 0\), where

\[
\|\Phi - \Psi\|_\text{lim} := \lim_{n \to \infty} \sup_{x \in X} \frac{1}{n} \sup_{x \in X} |\log \phi_n(x) - \log \psi_n(x)|
\]

for \(\Phi = \{\log \phi_n\}_{n=1}^{\infty}, \ \Psi = \{\log \psi_n\}_{n=1}^{\infty}\). Then it is not hard to see that the quotient space \(\mathcal{C}_{aa}(X,T)/\sim\) endowed with the norm \(\| \cdot \|_\text{lim}\) is a separable Banach space.
Table 1. Main notation and conventions

| Notation | Description |
|----------|-------------|
| $(X,T)$ | A topological dynamical system (Section 1) |
| $\Phi = \{\log \phi_n\}_{n=1}^\infty$ | (Asymptotically sub-additive) potential (Section 1) |
| $\mathcal{M}(X)$ | Set of all Borel probability measures on $X$ |
| $\mathcal{M}(X,T), \mathcal{E}(X,T)$ | Set of $T$-invariant (resp. ergodic) Borel probability measures on $X$ |
| $h_\mu(T)$ | Measure-theoretic entropy of $T$ with respect to $\mu$ (Section 2.1) |
| $P_\Phi(q)$ | Topological pressure of $\Phi$ (Section 2.2) |
| $\mathcal{I}(\Phi, q)$ | Set of equilibrium states of $q\cdot \Phi$ |
| $\mathcal{G}_\mu$ | Set of $\mu$-generic points (see Section 5) |

Appendix B. Main notation and conventions

For the reader’s convenience, we summarize in Table 1 the main notation and typographical conventions used in this paper.
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