The Stop Signal Task for Measuring Behavioral Inhibition in Mice With Increased Sensitivity and High-Throughput Operation
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Ceasing an ongoing motor response requires action cancelation. This is impaired in many pathologies such as attention deficit disorder and schizophrenia. Action cancelation is measured by the stop signal task that estimates how quickly a motor response can be stopped when it is already being executed. Apart from human studies, the stop signal task has been used to investigate neurobiological mechanisms of action cancelation overwhelmingly in rats and only rarely in mice, despite the need for a genetic model approach. Contributing factors to the limited number of mice studies may be the long and laborious training that is necessary and the requirement for a very loud (100 dB) stop signal. We overcame these limitations by employing a fully automated home-cage-based setup. We connected a home-cage to the operant box via a gating mechanism, that allowed individual ID chipped mice to start sessions voluntarily. Furthermore, we added a negative reinforcement consisting of a mild air puff with escape option to the protocol. This specifically improved baseline inhibition to 94% (from 84% with the conventional approach). To measure baseline inhibition the stop is signaled immediately with trial onset thus measuring action restraint rather than action cancelation ability. A high baseline allowed us to measure action cancelation ability with higher sensitivity. Furthermore, our setup allowed us to reduce the intensity of the acoustic stop signal from 100 to 70 dB. We constructed inhibition curves from stop trials with daily adjusted delays to estimate stop signal reaction times (SSRTs). SSRTs (median 88 ms) were lower than reported previously, which we attribute to the observed high baseline inhibition. Our automated training protocol reduced training time by 17% while also promoting minimal experimenter involvement. This sensitive and labor efficient stop signal task procedure should therefore facilitate the investigation of action cancelation pathologies in genetic mouse models.
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INTRODUCTION

Inhibition of a pre-potent response, usually when the response is no longer appropriate, is defined as behavioral inhibition (Wong, 2013). Action cancelation is a specific type of inhibition where an ongoing motor response is stopped while it is already being executed. The stop signal task (SST) was developed to measure this ability of action cancelation (Logan et al., 1984; Tannock et al., 1989). In
this task, subjects are first trained to perform a fast reaction with a defined beginning and end, the so-called go response following a go signal. In the stop signal task with mice this “go signal” corresponds to an initial nose poke which triggers a light signal and immediately continues into a rapid motor action that ends in a second nose poke to a neighboring nose poke hole.

After a go response has been established, a stop signal is introduced in some of the trials (e.g., 20%). It informs the subject to stop its ongoing motor response such that after the first nose poke the second nose poke is suppressed. The stop signal is given with some delay (stop signal delay, SSD) after the first nose poke initiates the motor response. The longer this delay the harder it is for a subject to respond to the stop signal and inhibit its ongoing motor response.

Deficits in action cancelation ability occur in many psychiatric and neurological conditions such as attention deficit and hyperactivity disorder (Schachar et al., 2000; Overtoom et al., 2002; Alderson et al., 2007), schizophrenia (Hughes et al., 2012; Yang et al., 2020), obsessive-compulsive disorder (McLaughlin et al., 2016; Mancini et al., 2018), Parkinson’s disease (Gauggell et al., 2004; Obeso et al., 2011) and substance abuse (Monterosso et al., 2005; Li et al., 2006; Zhang et al., 2018). To understand the contribution of action cancelation deficits to those pathological conditions and develop better treatment, animal models are crucial. Furthermore, the stop signal task is crucial for dissecting the neurobiological mechanisms of action cancelation and action restraint (Johnstone et al., 2007; Eagle et al., 2008; Dambacher et al., 2014).

The stop signal task, first introduced for rats two decades ago (Feola et al., 2000), has been used to investigate: (i) anatomical structures and neurotransmitter systems involved in action cancelation (Eagle and Robbins, 2003a,b; Eagle et al., 2007; Bari et al., 2009, 2011), (ii) neural activity correlates of action cancelation (Bryden et al., 2012; Leventhal et al., 2012; Schmidt et al., 2013; Mayse et al., 2015; Mallet et al., 2016), and (iii) cognitive aspects of action cancelation (Beuk et al., 2014; Mayse et al., 2014; Xu et al., 2019). The stop signal task for mice (Humby et al., 2013) has been used to identify genetic correlates of action cancelation (Davies et al., 2014, 2019; Dent et al., 2016). Considering that psychiatric conditions with an impairment in action cancelation such as attention deficit and hyperactivity disorder (Thapar and Cooper, 2016; Faroane and Larsson, 2019) and schizophrenia (Cardno and Gottesman, 2000; Sullivan et al., 2003) have a significant genetic component, studies using this task with genetic mouse models have remained surprisingly scarce.

One of the factors that have limited the use of genetic mouse models with the stop signal task is the labor requirement due to the task’s long training period (~44 days, Humby et al., 2013). In general, labor requirement can be reduced by utilizing automated home-cage based experimentation, that allows continuous experimentation with minimal experimenter involvement (Endo et al., 2011; Schaefer and Winter, 2011; Balci et al., 2013; Remmelink et al., 2016, 2017). Moreover, such minimized experimenter involvement can also reduce data variability (Crabbe et al., 1999; Sorge et al., 2014), and lead to more consistent results across laboratories (Lipp et al., 2005; Krackow et al., 2010).

We previously developed an ID chip based gating mechanism for home-cage based experimentation (Winter and Schaefer, 2011; Caglayan et al., 2021). This allows continuous testing with self-initiated individual experimental sessions by letting only one individual at a time into the experimental compartment. Therefore, individuals are free from interference by cage mates during sessions. Moreover, this gating mechanism allows setting individual inter-session intervals so that a recently admitted individual cannot reenter. Longer intersession intervals (e.g., 1 h) ensure high engagement during a time-restricted session (e.g., 30 min). Rodents readily adapt to the gating mechanism and the sorting procedure and have been shown to perform various operant tasks (Schaefer and Winter, 2011; Winter and Schaefer, 2011; Rivalan et al., 2017; Qiao et al., 2018; Caglayan et al., 2021). In this study, we employed a gating mechanism as one component of a more efficient stop signal experimental procedure for mice.

Another factor that limits the use of mice in the stop signal task is the requirement for a rather loud stop signal (100 dB, 300 ms white noise) to train mice (Humby et al., 2013). It necessitates placing the operant chamber in a sound-attenuating box, which requires considerable space. Furthermore, despite the use of these relatively loud stop signals in previous studies behavioral inhibition observed in mice has remained relatively low (~85%) (Humby et al., 2013; Davies et al., 2014) on stop signal baseline trials, i.e., trials during which the stop signal is given simultaneously with the “go.” During these baseline trials (without stop signal delay), the task becomes a go/no-go task and measures action restraint rather than action cancelation (Eagle et al., 2008). As action restraint ability will also affect the outcomes during trials with stop signal delays, any inability for action restraint will confound action cancelation measurements. A lower level of baseline inhibition therefore limits the sensitivity of the test as it reduces the measurable outcome for action cancelation from 0–100% to for example 0–85% behavioral inhibition. Such ceiling or floor effects are shown to affect the observed effect sizes (Šimkovic and Träuble, 2019) and in turn can lead to decreased sensitivity. Moreover, variability in action restraint ability will add to the observable variability of the outcome measurements. Increased variability will decrease the sensitivity of a test. Furthermore, as stop signal reaction times are calculated based on the probability of behavioral inhibition, the resulting estimates will be more accurate the smaller the influence from action restrain. Hence, achieving relatively high baseline inhibition with low variance can increase the sensitivity and accuracy of the stop signal task. We were able to greatly improve baseline inhibition by introducing a mild air puff as a negative reinforcer, as described in previous go/no-go tasks (Harrison et al., 2016; Chen et al., 2019; Maor et al., 2020).

With this study we established an automated stop signal task for group housed mice that is based on a gating mechanism for individual separation and uses a mild air puff with escape option to enhance operant conditioning. We estimated individual stop signal reaction times (SSRT) and show that mice can be trained
Caglayan et al. Automated and Home-Cage-Based Mouse SST

FIGURE 1 | The automated dual cage system consisted of three parts: a home cage, a sorter and an operant chamber. The sorter connected the operant chamber and home cage. When reader (Rd) 1 detected a mouse door 1 opened, and when the mouse had proceeded to reader 3 door 1 closed. Both doors remained closed for 30 s to verify that only a single mouse was inside the sorter. Afterward, door 2 opened and the mouse proceeded to the operant chamber for a session (30 min). The operant chamber contained three ports with nose-poke sensors (L: left, M: middle, R: right), a 4.5 kHz buzzer used for the stop signal and a house light to signal timeout. L and M were used as response ports, R was used as a reward port. A metal tube within M could deliver air puffs to negatively reinforce responses after a stop signal. A pellet feeder delivered pellets to R.

MATERIALS AND METHODS

Animals
Twelve C57BL/6JRj female mice (Charles River, Germany) aged 8 weeks were housed in groups of six in standard EU type III cages (43 × 27 × 18cm). Animals were kept on a 12 h light/12 h dark cycle at 23 ± 2°C and 45–55% rel. humidity. For identification in the holding facility mice had received biocompatible subcutaneous ID chips prior to this study. Experiments were carried out with two groups of six animals in succession. Water and maintenance chow (V1535, Ssniff, Germany) was provided ad libitum until the start of the experiment. During experiments mice obtained all of their food from the reward dispenser within the operant chamber. Food intake and weight were monitored daily. Due to the reward pellets’ high caloric content, mice generally maintained their free-feeding weight. On very rare occasions when a mouse obtained less than 50 pellets per day it was provided with 1 h of free feeding with maintenance chow in a separate cage. One mouse was excluded due to task disengagement following the introduction of a stop signal and another one due to health problems (mouth infection).

Ethics
All procedures were conducted in compliance with the European Communities Council Directive 2010/63/EU and under the supervision and with the approval of the animal welfare officer at Humboldt University. Due to the study’s observational nature, the animals were free from damage, pain or suffering. Our undisturbed home-cage-based approach aims to obtain data while maximizing animal welfare.

Apparatus
The experimental system (Figure 1) consisted of a home cage, an RFID-based mouse sorter (ID Sorter, PhenoSys) and an operant chamber (Med Associates, ENV-307A). The software PhenoSoft Control (PhenoSys) controlled all components of the system from a PC. The operating principles of the sorter have been described previously (Winter and Schaefers, 2011). Briefly, the sorter consists of a U-shaped tunnel with a guillotine door at each end and three ID chip sensors. The sorter connected the home-cage with the operant box via Plexiglas tubes. When a mouse was detected at reader 1, door 1 opened and the mouse could walk into the sorter. Once the mouse was detected at reader 3, door 1 closed. Thereafter the mouse stayed within the sorter for 30 s. During this 30 s interval data from reader 2 and reader 3 was used to verify that only one mouse was inside the sorter before door 2 opened, and the mouse could enter the operant chamber for a session (30 min). The sorter remained closed until the mouse completed the session. Afterward it returned through the sorter to the home cage. The operant chamber contained three ports equipped with nose poke detectors. Two functioned as response ports (left and middle) and the third as a pellet reward receptacle (right). A buzzer provided the stop signal (4.5 kHz, 70 dB), and a house light signaled timeout. A custom-made air puff (middle response port) negatively reinforced “false alarm” responses, i.e., nose poke responses despite a stop signal (for details, see Supplementary Materials and Methods).

Behavioral Procedure
Besides habituation to the operant box and sorter, we followed a three-stage training procedure (Figure 2) to teach mice the following steps: (i) inserting the head into the left port to initiate...
FIGURE 2 | Stop signal task training and testing stages. First training stage: mice had to perform a nose to the illuminated response port (M) to receive a reward (r) from the right port (R). There was no time limit for this response. Second training stage: Upon trial start mice had to poke the initiation port (L). There was no time limit for this response. After the initiation poke mice had to poke M within a limited hold duration (LH) to successfully complete the go response and receive a reward. At this stage LHs were individually adjusted to train fast go responses. Third training stage: a stop signal was presented in 20% of trials immediately upon poke onset to the initiation port. In stop trials, a poke to the response port within LH was negatively reinforced by an air puff (a). If instead, the mouse suppressed the poke to the response port it was rewarded with a pellet after the LH. Probe sessions: Delays between the poke to the initiation port and the stop signal were introduced. The delays were individually set relative to an individual’s mean reaction time from the previous day (75, 150, and 300 ms before the mean reaction time). In each stop trial, there was an equal probability (0.33) to receive one the three different delay durations (mouse icon from Selman Design, CC BY).
sex and age as described above). Training stages one and two
where the same as described above. However, as we were trying
to find the optimal variable settings for mice to learn not to
respond after a stop signal, variable settings differed during the
third training stage. Independent of these settings we observed
low levels and high variability of baseline behavioral inhibition
during 28 days of stage three training prior to the introduction
of the air puff. Addition of the negative reinforcer increased
baseline behavioral response inhibition and reduced variability
while mean reaction times and percentages of completed go
trials were only slightly affected (for further information see
Supplementary Results, Supplementary Figure 2).

Data Analysis
To obtain inhibition curves and calculate stop signal reaction
times (SSRTs), we pooled the data from all probe sessions
and counted the number of inhibited and non-inhibited stop
trials for each delay. Delays were taken as 75, 150, or 300 ms
before the grand mean reaction time of all go responses,
irrespective of daily stop signal delay adjustments. Two additional
analyses, in which (a) the number of trials per day (i.e.,
per dynamically adjusted individual reaction time) was taken
into account, and (b) inhibition curves and SSRTs were first
calculated for each day and then averaged across days led to very
similar results (Supplementary Materials and Methods and also
Supplementary Results, Supplementary Figures 6, 7).

As mice from time to time did not complete an initiated go
trial (omission), the same behavior is likely to have also occurred
in stop trials. Therefore, the recorded inhibited probe trials reflect
both voluntary response inhibition and omissions. We corrected
the number of inhibited trials according to the formula from
Tannock et al. (1989) and Solanto et al. (2001) (for further details,
see Supplementary Materials and Methods).

To analyze inhibition curves, we used a logistic generalized
linear mixed model (GLMM, with logit link and binomial
error distribution) and fitted inhibited trials (corrected) and
non-inhibited trials as dependent factors, SSD as independent
factor, and set a random intercept for each individual mouse.
Before fitting the model, SSD was normalized to ensure model
convergence (which does not affect the result of the model).
We evaluated the z-statistic for statistical significance and also
calculated confidence bands around the inhibition curve. Data
analysis and visualization were performed using R 4.0.2 (R Core
Team, 2020). Confidence bands were calculated by using the
ggeffects package (Lüdecke, 2018).

SSRTs were calculated using the two horse race model (Logan,
1994). A distribution of go reaction times during the probe
sessions was created, using all three delays. Our inclusion of
trials from all delays differs from some previous studies that
only used the stop signal trials with delays leading to ~50% inhibition
(Eagle and Robbins, 2003b; Humby et al., 2013). Since
we had a high number of go reaction times for each mouse from
our 10 days of probe trial sessions we also included the
delay “300 ms before mRT” with ~83% inhibition. Afterward, we
averaged the estimates from all three delays to calculate SSRT for
individual mice (for further details, see Supplementary Materials
and Methods).

Comparison With Theoretical Inhibition
Curves
To examine how well the observed inhibition values matched
with theoretical predictions from the two horse race model,
we constructed theoretical inhibition curves based on the two
horse race model and based on the parameters obtained from
experimental data and then compared observed with theoretical
inhibition (see Supplementary Materials and Methods). For
the theoretical inhibition curves, we assumed a normal
distribution of go reaction times although the observed reaction
time distributions were slightly right-skewed (Supplementary
Results, Supplementary Figure 3). The individual mean reaction
times and standard deviations used for theoretical calculations
are depicted in Supplementary Materials and Methods,
Supplementary Table 3.

RESULTS
Sorter and Task Training Results
During the first day of habituation, the sorter was inactive and
all doors were open thus providing a simple tunnel connection
between operant- and home cage. Mice entered the operant cage
and collected an average of 261 pellets per individual from the
reward receptacle.

From the second day of habituation onward, the doors of the
sorter were active. During the training phases, mice entered the
operant cage for five sessions per day on average (less entries
at training onset, more, during later stages). Before a sorting
procedure was successful a mouse entered the sorter about five
times. This was due to incidences of crowding with cage mates
within the sorter tube which slows down the sorting procedure.

With the three-stage training procedure, mice eventually
learned to quickly (< 1.65 s) make the second poke to the middle
port in > 70% of go trials (except one mouse with only 67%
go trial performance after extensive training) and to inhibit this
second nose poke in 85% of stop trials (Figure 3). On the last
day of training, mice completed five to nine sessions (median
6.5) with 110 to 280 trials (median 200) (Supplementary Results,
Supplementary Figure 4). Overall, mice required 27 to 76 days
(median = 36.5) for training until probe trials began (Figure 4).

Results From Probe Sessions
Mice completed 4.4–7.0 daily probe sessions each with an average
of 118–184 trials per day (Figure 5).

To determine the effect of the stop signal delay on action
cancellation, we fitted a logistic regression model to the data from
all stop trials (with stop signal delays 75, 150, and 300 ms before
the mean reaction time). As expected with increasing stop signal
delays (i.e., less time to process the stop signal), the probability
of inhibiting the ongoing motor response decreased (Figure 6,
GLMM: $z = -17.4, \ p < 0.001$). Furthermore, comparison
of the observed inhibition values with theoretical inhibition
curves constructed for each animal based on the two horse
race model showed a reasonable fit (Supplementary Results,
Supplementary Figure 5).
We estimated the stop signal reaction time from the pooled data by averaging the calculated SSRTs for each individual from all SSDs (Figure 7). Stop signal reaction times ranged from 59 to 155 ms (with a median of 88).

Two different procedures of constructing inhibition curves and calculating mean SSRTs outlined in Supplementary Materials and Methods led to very similar results (Supplementary Results, Supplementary Figures 6, 7).

DISCUSSION

The results of this study show that it is possible to greatly improve both the sensitivity and the animal throughput of the mouse stop signal task. This should greatly increase the usability of the SST procedure with mice. Our modifications aimed at improving two aspects of the experiment: Implementing automated procedures made the SST both less labor intensive for experimenters and faster to complete for mice. Introducing a negative reinforcer significantly improved the SST test procedure by greatly increasing the sensitivity of the test. In the following, we shall address this second point first.

The usefulness of any diagnostic procedure depends among others on its sensitivity to the parameter of interest. In the stop signal task this parameter is the stop signal reaction time that is the time required to process the stop signal and cancel the ongoing action. The stop signal is given before the expected time of the completion of the go response as “advance notice interval” and the shorter this becomes (equivalent to a longer delay since action onset) the more difficult it is to respond to it by stopping the action. Estimating SSRT from behavioral performance during tasks critically rests on the assumption that a subject will always stop after processing the stop signal. This is because analysis cannot easily distinguish between the inability of the animal to...
respond to the stop signal and an animal ignoring the stop signal. Therefore, it is especially important that subjects respond at a high rate to the stop signal in this task. This action restraint ability is trained in baseline trials.

Recognizing that the inability for action restraint can confound action cancelation measurements, initial studies with rats included a correction for baseline stopping errors (Eagle and Robbins, 2003a,b). However, later studies (Eagle et al., 2007; Bari et al., 2009, 2011, 2015) have not followed that example, maybe because rats showed a generally higher level of baseline inhibition. On the other hand, in mice, baseline behavioral inhibition only reached levels around 85% (even with a very...
observed high levels of variability in baseline inhibition during a stop signal delay. Preventing a floor effect which could otherwise occur with longer stop signal delays.

Stop signal, as otherwise both would have been indicated by a loud stop signal) in previous studies (Humby et al., 2013; Davies et al., 2014). In the present study, we increased the baseline inhibition of mice in stop signal trials to an average of 94%, a significant increase over the 84% reported previously (especially considering that, in contrast to previous studies, the baseline inhibition was corrected for omission rate). The major factor responsible for this high degree of task compliance was our air puff negative reinforcer. While air puffs have been used commonly with auditory go/nogo procedures (Otazu et al., 2009; Hangya et al., 2015; Harrison et al., 2016; Chen et al., 2019; Christensen et al., 2019; Maor et al., 2020), our use of an air puff negative reinforcer is novel for the SST. Failing to inhibit the operant response on a stop signal trial commonly only results in to an unrewarded trial and a timeout, thereby reducing the overall probability of obtaining rewards. The introduction of a mild air puff adds an additional aversive dimension to the task procedure, potentially motivating animals to be more attentive to stop signals. In addition, the air puff might have improved the animal’s ability to separate go trial omissions due to responses after LH from incorrect responses following a stop signal, as otherwise both would have been indicated by a timeout (signaled by a house light). The resulting high baseline inhibition levels result in more precise SSRT and inhibition curve estimates. Moreover, they increase the overall sensitivity of the test as it broadens the range of performances in which experimental groups can vary from each other and thus also prevents a floor effect which could otherwise occur with longer stop signal delays.

In addition, training all mice to high baseline inhibition levels, decreases the variability in baseline inhibition within a group which would otherwise add to the variability of the response inhibition when assessing action cancelation ability. Before we introduced an air puff as a negative reinforcer, we observed high levels of variability in baseline inhibition during a pilot study (Supplementary Results, Supplementary Figure 2). Furthermore, addition of an air puff also decreased baseline inhibition variability compared to a previous study in mice. The standard deviation of baseline inhibition was 8.9 in the conventional setup (Humby et al., 2013, calculated by using the standard error of mean reported in Supplementary Material), while the standard deviation of baseline inhibition in the present study was 5. The introduction of a negative reinforcer thus improved action cancelation assessment in the stop signal task in mice.

In addition, we were able to reduce the sound intensity of the acoustic stop signal from 100 dB commonly used in previous studies (Humby et al., 2013; Davies et al., 2014) to 70 dB. Apart from animal welfare concerns this was especially important for us, as our home cage based systems did not include sound attenuating cabinets. While mice could hear the stop signal in their home cage, rodents are known to be capable of learning the context of auditory signals (Honey and Good, 1993; de Hoz and Nelken, 2014). Similarly, mice learnt auditory cues in an automated home-cage-based auditory discrimination cage, despite multiple such cages being present in the same room (Francis and Kanold, 2017).

After the mice had been trained on the stop signal task, they proceeded to the probe sessions. We used the probe session data to construct inhibition curves. Overall, successful behavioral inhibition decreased with increasing SSD as expected (Logan, 1994), indicating successful SST implementation. Different from earlier authors we analyzed data by fitting a logistic model (GLMM) instead of using ANOVA since the dependent variable was binary (inhibited vs. non-inhibited) and the two horse race model predicts an S-shaped inhibition curve.

Here, we briefly recount the two horse race model which underlies analysis. This model assumes that the go response and the inhibition of that response are two independent processes running concurrently. During a stop trial, a subject may either complete its go response or stop. Stopping occurs when the response inhibition process is completed before the ongoing go response. Both processes are assumed to have a normal distribution and the inhibition process is shorter than the go process. Therefore, by gradually increasing a stop signal delay this leaves less and less time for successful inhibition. The stop signal reaction time SSRT is then inferred from the go reaction time distribution of go trials and the probability of inhibition with a given stop signal delay (Logan et al., 1984; Band et al., 2003; Verbruggen and Logan, 2009).

After constructing the inhibition curve, we estimated SSRTs for each individual using the two horse race model. The median SSRT was 88 ms and therefore considerably lower than ~350 ms (Humby et al., 2013). However, previously reported SSRTs for rodents have varied widely from ~150 ms (Mayse et al., 2014) to ~350 ms (Eagle and Robbins, 2003b), and even within the same study, SSRTs from one batch to another varied significantly (Eagle and Robbins, 2003b, 298 vs. 342 ms in different batches). Therefore, natural variability between batches might contribute to some of the difference between our and previous findings of SSRT values. In macaques, SSRTs estimated from saccades (eye movements) the 1.5 interquartile range. Data from n = 10 mice.
movements) are in a range similar to our results (60–140 ms, Hanes et al., 1998).

We would like to address one other aspect of our study that may have facilitated shorter SSRIs. When compared to previous studies our overall mean reaction times were longer (921 ms compared to 837 ms in Eagle and Robbins, 2003a and 656 ms in Humby et al., 2013). Two factors are likely to have contributed to longer reaction times. First, our experimental apparatus was different. A previous study with mice used a 5-hole chamber where nose poke sensors are directly behind the hole opening and triggered by a shallow poke. Our chamber had three regular food receptacles which required full head insertion to trigger the photo gate. Also, food receptacles were farther apart than holes on a 5-hole wall. The different geometry led to different movement kinematics which needed more time. Equally important may be a second factor that was a consequence of not putting the mice on food restriction. Without food restriction our mice may have been less motivated to perform the task without omissions (Mai et al., 2012; Burnett et al., 2016). As a consequence, we as experimenters, had to adjust the limited hold time interval to a duration that kept experimental omission rate below 30%. With mice that were less motivated our limited hold time interval was therefore most likely longer than it would have been with mice under food restriction. This experimental condition gave mice more time, and allowed mice to move less fast. This chain of reasoning has a further consequence. Slower movement might have eliminated the so-called “ballistic component” of the go response. The “ballistic component” corresponds to the part of the go response that cannot be stopped (e.g., due to muscle activation) even though the stop signal is processed (Logan, 1994; Verbruggen and Logan, 2009). In our case, with slower movement, this “ballistic component” effect may have been reduced thus enabling the mice to stop even on short notice. A corollary of this effect is that we also obtained a relatively high standard deviation and coefficient of variation for pooled go reaction times (mean: 921 ms, SD: 200 ms, CV: 21.7%) compared to a previous rat study (mean: 837 ms, SD: 106 ms, CV: 12.7%) (Eagle and Robbins, 2003a). The estimated standard deviations for individual animals ranged between 140 and 213 ms in our study. In a future study a kinematic analysis of stop signal responding using e.g., DeepLabCut (Mathis and Mathis, 2020) may be useful to further improve the sensitivity and resolution of this diagnostic procedure.

Putting rodents on food restriction is common practice to increase performance levels in operant choice experiments with food rewards (Mai et al., 2012; Burnett et al., 2016). Although food restriction played no part in the present study, the potential effect of food restriction increasing motivation and subsequently resulting in more reliable estimates of SSRT should be further investigated. However, even if there is such an effect for probe trials, we show that there is no need to impose food restriction through all training stages. We demonstrated that mice reliably learn the go response and to stop upon a stop signal without any food restriction. If food restriction is to result in more precise SSRT estimates, this food restriction can be imposed at a very late stage of the training just before probe sessions.

In future, the sensitivity of our task can be further validated by using manipulations previously known to affect SSRTs. One commonly used manipulation with SST is lesioning the medial prefrontal cortex (mPFC, Eagle and Robbins, 2003a; Humby et al., 2013). Lesions in mPFC cause impairments in action cancelation similar to humans suffering from cortical dysfunction (Rubia et al., 1999; Robbins, 2007). One can also examine the effects of enhancement with ADHD drugs in both healthy and lesioned animals. Drugs used for ADHD medication (methylphenidate and atomoxetine) are known to improve action cancelation in rodents (Eagle and Robbins, 2003b; Humby et al., 2013) akin to the improvements observed in human patients (Aron et al., 2003; Chamberlain et al., 2007). With similar interventions the predictive and construct validity of our SST can be corroborated.

In addition to higher sensitivity through higher baseline inhibition, our home cage based procedure has the following benefits: i) a higher level of both animal welfare and experimenter efficiency due to the omission of food restriction and minimized contact between animals and experimenter (ii) individual sessions free from cage mate interference due to the temporary separation of individuals via the sorter, and (iii) reduction in the duration of the training phase of the experiment %17 (median 36.5 days with our system vs ~44 days in Humby et al., 2013 using the same strain of mice). Other benefits of using a sorter or gating system for home-cage experimentation have been discussed previously (Schaefers and Winter, 2011; Winter and Schaefers, 2011; Rivalan et al., 2017; Caglayan et al., 2021). The additional benefits make our procedure of performing the stop signal task a convenient and efficient tool for studying deficits in action cancelation. Our procedure should greatly facilitate such investigations in mice and genetic mouse models which will remain crucial to investigate the genetic correlates and etiology of action cancelation deficits under pathological conditions such as ADHD, schizophrenia, and OCD.

**CONCLUSION**

Our newly developed mouse stop signal task procedure led to a significantly higher level of compliance by the animals and therefore to higher baseline inhibition. We achieved this by introducing an air puff as a negative reinforcer during stop signal trials. This approach solved a problem of the SST in which mice show a tendency to not restrain their actions despite their general ability to do so and subsequently led to higher task sensitivity. The inhibition curves we obtained from mice confirm that our newly developed procedure yields the expected measure of action cancelation ability (with longer delays, the action is harder to cancel). Furthermore, our procedure of continuous, automated experimentation allowed high throughput under conditions without food restriction, without extensive experimenter involvement and without loud auditory signals. These improvements should facilitate a wider application of the mouse stop signal task, especially important for investigating correlates of action cancelation impairment in gene manipulated mouse models.
DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.

ETHICS STATEMENT

The animal study was reviewed and approved by the animal welfare officer of Humboldt University.

AUTHOR CONTRIBUTIONS

AC and YW conceived the project. AC conducted the experiment under the supervision of YW and KS. AC performed data analysis and prepared the figures (except Figure 2) was prepared by KS. All authors contributed to writing of the manuscript.

FUNDING

Funding was received from the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) through EXC 257 and SFB 1315, and an Elsa-Neumann-Stipendium des Landes Berlin (Elsa-Neumann-Scholarship of Berlin) to AC. We acknowledge support from the Open Access Publication Fund of Charité—Universitätsmedizin Berlin.

ACKNOWLEDGMENTS

We would like to thank Alexej Schatz for software development, Peter Spende for engineering support, Francesco Bagorda and Katja Frei for technical assistance, and Karen Gu for assisting the pilot experiments with the system and writing of initial scripts for theoretical calculations. We are grateful to Vladislav Nachev for providing valuable comments and suggestions on the manuscript.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fnbeh.2021.777767/full#supplementary-material

REFERENCES

Alderson, R. M., Rapport, M. D., and Koeller, M. J. (2007). Attention-deficit/hyperactivity disorder and behavioral inhibition: A meta-analytic review of the stop-signal paradigm. J. Abnorm. Child Psychol. 35, 745–758. doi: 10.1007/s10802-007-9131-6
Aron, A. R., Dowson, J. H., Sahakian, B. J., and Robbins, T. W. (2003). Methylphenidate improves response inhibition in adults with attention-deficit/hyperactivity disorder. Biol. Psychiatry 54, 1465–1468. doi: 10.1016/S0001-6918(03)00609-7
Balci, F., Oakeshott, S., Shamy, J. L., El-Khodor, B. F., Filippov, I., Mushlin, R., et al. (2013). High-Throughput Automated Phenotyping of Two Genetic Mouse Models of Huntington's Disease. PLoS Curr. 5:ceb29. doi: 10.1371/currents.hd.24a0af6d16753882b215776fba102c8b29
Band, G. P. H., van der Molen, M. W., and Logan, G. D. (2003). Horse-race model simulations of the stop-signal procedure. Acta Psychol. 112, 105–142. doi: 10.1016/S0001-6918(02)00079-3
Bari, A., Dec, A., Lee, A. W., Lee, J., Song, D., Dale, E., et al. (2015). Enhanced inhibitory control by neuropeptide y Y5 receptor blockade in rats. Psychopharmacology 232, 959–973. doi: 10.1007/s00213-014-3730-z
Bari, A., Eagle, D. M., Mar, A. C., Robinson, E. S. I., and Robbins, T. W. (2009). Dissociable effects of noradrenaline, dopamine, and serotonin uptake blockade on stop task performance in rats. Psychopharmacology 205, 273–283. doi: 10.1007/s00213-009-1537-0
Bari, A., Mar, A. C., Theobald, D. E., Elands, S. A., Oganya, K. C. N. A., Eagle, D. M., et al. (2011). Prefrontal and monoaminergic contributions to stop-signal task performance in rats. J. Neurosci. 31, 9254–9263. doi: 10.1523/JNEUROSCI.1543-11.2011
Beuk, J., Beniger, R. J., and Paré, M. (2014). Investigating a race model account of executive control in rats with the countermarching paradigm. Neuroscience 263, 96–110. doi: 10.1016/j.neuroscience.2014.01.014
Bryden, D. W., Burton, A. C., Kashtelyan, V., Barnett, B. R., and Roesch, M. R. (2012). Response inhibition signals and miscoding of direction in dorsomedial striatum. Front. Integr. Neurosci. 6:69. doi: 10.3389/fnint.2012.00069
Burnett, C. J., Li, C., Webber, E., Tsaioussidou, E., Xue, S. Y., Brüning, J. C., et al. (2016). Hunger-Driven Motivational State Competition. Neuron 92, 187–201. doi: 10.1016/j.neuron.2016.08.032
Caglayan, A., Stumpenhorst, K., and Winter, Y. (2021). Learning Set Formation and Reversal Learning in Mice During High-Throughput Home-Cage-Based Olfactory Discrimination. Front. Behav. Neurosci. 15:684936. doi: 10.3389/fnbeh.2021.684936
Cardno, A. G., and Gottesman, I. I. (2000). Twin studies of schizophrenia: From bow-and-arrow concordances to star wars Mx and functional genomics. Am. J. Medical Genet. Seminars Med. Genet. 97, 12–17. doi: 10.1002/(SICI)1096-8628(200021)97:1<12::AID-AMG3>3.0.CO;2-U
Chamberlain, S. R., del Campo, N., Dowson, J., Müller, U., Clark, L., Robbins, T. W., et al. (2007). Atomoxetine Improved Response Inhibition in Adults with Attention Deficit/Hyperactivity Disorder. Biol. Psychiatry 62, 977–984. doi: 10.1016/j.biopsych.2007.03.003
Chen, C., Krueger-Burg, D., and de Hou, L. (2019). Wide sensory filters underlie performance in memory-based discrimination and generalization. PLoS One 14:e0214817. doi: 10.1371/journal.pone.0214817
Christensen, R. K., Lindén, H., Nakamura, M., and Barkat, T. R. (2019). White Noise Background Improves Tone Discrimination by Suppressing Cortical Tuning Curves. Cell Rep. 29, 2041–2053. doi: 10.1016/j.celrep.2019.10.049
Crabbe, J. C., Wahlsten, D., and Dudek, B. C. (1999). Genetics of mouse behavior: Interactions with laboratory environment. Science 284, 1670–1672. doi: 10.1126/science.284.5420.1670
Dambacher, F., Sack, A. T., Lobbestael, J., Arntz, A., Brugman, S., and Schuhmann, T. (2014). A network approach to response inhibition: Dissociating functional connectivity of neural components involved in action restraint and action cancellation. Eur. J. Neurosci. 39, 821–831. doi: 10.1111/ejn.12425
Davies, J. R., Wilkinson, L. S., Isles, A. R., and Hymb, T. (2019). Prader–Willi syndrome imprinting centre deletion mice have impaired baseline and 5-HT2CR-mediated response inhibition. Hum. Mol. Genet. 28, 3013–3023. doi: 10.1093/hmg/ddz100
Davies, W., Hymb, T., Trent, S., Eddy, J. B., Ojarikre, O. A., and Wilkinson, L. S. (2014). Genetic and pharmacological modulation of the steroid sulfatase axis improves response control. Comparison with drugs used in ADHD. Neuropsychopharmacology 39, 2622–2632. doi: 10.1038/npp.2014.115 de Houz, L., and Nelken, I. (2014). Frequency tuning in the behaving mouse: Different bandwidths for discrimination and generalization. PLoS One 9:e91676. doi: 10.1371/journal.pone.0091676
Dent, C. L., Hymb, T., Lewis, K., Plagg, A., Fischer-Colbrie, R., Wilkins, J. F., et al. (2016). Impulsive choices in mice lacking imprinted Nesp55. PLoS Genet. Brain Behav. 15, 693–701. doi: 10.1111/jebh.12316
Eagle, D. M., and Robbins, T. W. (2003a). Inhibitory Control in Rats Performing a Stop-Signal Reaction-Time Task: Effects of Lesions of the Medial Striatum and
d-Amphetamine. Behav. Neurosci. 117, 1302–1317. doi: 10.1037/0735-7044.117.6.1302

Eagle, D. M., and Robbins, T. W. (2003b). Lesions of the medial prefrontal cortex or nucleus accumbens core do not impair inhibitory control in rats performing a stop-signal reaction time task. Behav. Brain Res. 146, 131–144. doi: 10.1016/j.bbr.2003.09.022

Eagle, Dawn, M., Bari, A., and Robbins, T. W. (2008). The neuropsychopharmacology of action inhibition: Cross-species translation of the stop-signal and go/no-go tasks. Psychopharmacology 2008, 439–456. doi: 10.1007/s00213-008-1127-6

Eagle, Dawn, M., Tufft, M. R. A., Goodchild, H. L., and Robbins, T. W. (2007). Differential effects of modafinil and methylphenidate on stop-signal reaction time task performance in the rat, and interactions with the dopamine receptor antagonist cis-flupenthixol. Psychopharmacology 192, 193–206. doi: 10.1007/s00213-007-0701-7

Endo, T., Maekawa, F., Völker, V., Hajižima, A., Uemura, Y., Zhang, Y., et al. (2011). Automated test of behavioral flexibility in mice using a behavioral sequencing task in IntelliCage. Behav. Brain Res. 221, 172–181. doi: 10.1016/j.bbr.2011.02.037

Faraone, S. V., and Larsson, H. (2019). Genetics of attention deficit hyperactivity disorder. Mol. Psychiatry 24, 562–575. doi: 10.1038/s41380-018-0070-0

Feola, T. W., de Wit, H., and Richards, J. B. (2000). Effects of d-amphetamine and alcohol on a measure of behavioral inhibition in rats. Behav. Neurosci. 114, 838–848. doi: 10.1037/0735-7044.114.4.838

Francis, N. A., and Kanold, P. O. (2017). Automated operant conditioning in the mouse home cage. Front. Neural Circuits 11:10. doi: 10.3389/fncir.2017.00101

Gaugel, S., Rieger, M., and Feghfoh, T. A. (2004). Inhibition of ongoing responses in patients with Parkinson’s disease. J. Neurol. Neurosurg. Psychiatry 75, 539–544. doi: 10.1136/jnnp.2003.016469

Hanes, D. P., Patterson, W. F., and Schall, J. D. (1998). Role of frontal eye fields in countermanding saccades: Visual, movement, and fixation activity. J. Neurophysiol. 79, 817–834. doi: 10.1152/jn.1998.79.2.817

Hangya, B., Ranade, S. P., Lorenc, M., and Kepcs, A. (2015). Central cholinergic neurons are rapidly recruited by reinforcement feedback. Cell 162, 1155–1168. doi: 10.1016/j.cell.2015.07.057

Harrison, T. C., Pinto, L., Brock, J. R., and Dan, Y. (2016). Calcium imaging of basal forebrain activity during innate and learned behaviors. Front. Neural Circuits 10:36. doi: 10.3389/fncir.2016.00036

Honey, R. C., and Good, M. (1993). Selective Hippocampal Lesions Abolish the Contextual Specificity of Latent Inhibition and Conditioning. Behav. Neurosci. 107, 23–33. doi: 10.1037/0735-7044.107.1.23

Hughes, M. E., Fulham, W. R., Johnston, P. J., and Michie, P. T. (2012). Stop-signal response inhibition in schizophrenia: Behavioural, event-related potential and functional neuroimaging data. Biol. Psychol. 89, 220–231. doi: 10.1016/j.biopsycho.2011.10.013

Humby, T., Eddy, J. B., Good, M. A., Reichelt, A. C., and Wilkinson, L. S. (2013). A novel translational assay of response inhibition and impulsivity: Effects of prefrontal cortex lesions, drugs used in ADHD, and serotonin 2C receptor antagonism. Neuropsychopharmacology 38, 2150–2159. doi: 10.1038/npp.2013.112

Johnstone, S. J., Dimoska, A., Smith, J. L., Barry, R. J., Pfeffer, C. B., Chiswick, D., et al. (2007). The development of stop-signal and Go/NoGo response inhibition in children aged 7-12 years: Performance and event-related potential indices. Int. J. Psychophysiol. 63, 25–38. doi: 10.1016/j.ijpsycho.2006.07.001

Krackow, S., Vannoni, E., Codita, A., Mohammed, A. H., Cirelli, F., Branchi, L., et al. (2010). Consistent behavioral phenotype differences between inbred mouse strains in the IntelliCage. Genes Brain Behav. 9, 722–731. doi: 10.1111/j.1601-88X3.2010.00606.x

Leventhal, D. K., Gage, G. J., Schmidt, R., Pettibone, J. R., Case, A. C., and Berke, J. D. (2012). Basal ganglia beta oscillations accompany cue utilization. J. Neurophysiol. 106:1833–1840. doi: 10.1152/jn.00056.2010

Lipp, H.-P., Litvin, O., Galoush, M., Vysotski, D. L., Vysotski, A. L., Zinn, P., et al. (2005). Automated behavioral analysis of mice using INTELLIGAGE: inter-laboratory comparisons and validation with exploratory behavior and spatial learning,” in Proceedings of Measuring Behavior 2005. Fifth International Conference on Methods and Techniques in Behavioral Research, (Wageningen: ICMPB).
Robbins, T. W. (2007). Shifting and stopping: fronto-striatal substrates, neurochemical modulation and clinical implications. *Philos. Trans. R. Soc. Lond. B. Biol. Sci.* 362, 917–932. doi: 10.1098/rstb.2007.2097

Rubia, K., Overmeyer, S., Taylor, E., Brammer, M., Williams, S. C., Simmons, A., et al. (1999). Hypofrontality in attention deficit hyperactivity disorder during higher-order motor control: a study with functional MRI. *Am. J. Psychiatry* 156, 891–896. doi: 10.1176/ajp.156.6.891

Schachar, R., Mota, V. L., Logan, G. D., Tannock, R., and Klim, P. (2000). Confirmation of an inhibitory control deficit in attention-deficit/hyperactivity disorder. *J. Abnormal Child Psychol.* 28, 227–235. doi: 10.1023/A:1005140103162

Schafaers, A. T. U., and Winter, Y. (2011). Rapid task acquisition of spatial-delayed alternation in an automated T-maze by mice. *Behav. Brain Res.* 225, 56–62. doi: 10.1016/j.bbr.2011.06.032

Schmidt, R., Leventhal, D. K., Mallet, N., Chen, F., and Berke, J. D. (2013). Cancelling actions involves a race between basal ganglia pathways. *Nat. Neurosci.* 16, 1118–1124. doi: 10.1038/nn.3456

Šimkovic, M., and Träuble, B. (2019). Robustness of statistical methods when measure is affected by ceiling and/or floor effect. *PLoS One* 14:e0220889. doi: 10.1371/journal.pone.0220889

Solanto, M. V., Abikoff, H., Sonuga-Barke, E., Schachar, R., Logan, G. D., Wigal, T., et al. (2001). The ecological validity of delay aversion and response inhibition as measures of impulsivity in AD/HD: A supplement to the NIMH multimodal treatment study of AD/HD. *J. Abnorm. Child Psychol.* 29, 215–228. doi: 10.1023/A:1010329714819

Sorge, R. E., Martin, L. J., Isbester, K. A., Sotocinal, S. G., Rosen, S., Tuttle, A. H., et al. (2014). Olfactory exposure to males, including men, causes stress and related analgesia in rodents. *Nat. Methods* 11, 629–632. doi: 10.1038/nmeth.2935

Sullivan, P. F., Kendler, K. S., and Neale, M. C. (2003). Schizophrenia as a Complex Trait: Evidence from a Meta-analysis of Twin Studies. *Arch. General Psychiatry* 60, 1187–1192. doi: 10.1001/archpsyc.60.12.1187

Tannock, R., Schachar, R. J., Carr, R. P., Chajczyk, D., and Logan, G. D. (1989). Effects of methylphenidate on inhibitory control in hyperactive children. *J. Abnorm. Child Psychol.* 17, 473–491. doi: 10.1007/BF00916508

Thapar, A., and Cooper, M. (2016). Attention deficit hyperactivity disorder. *Lancet* 387, 1240–1250. doi: 10.1016/S0140-6736(15)00238-X

Verbruggen, F., and Logan, G. D. (2009). Models of response inhibition in the stop-signal and stop-change paradigms. *Neurosci. Biobehav. Rev.* 33, 647–661. doi: 10.1016/j.neubiorev.2008.08.014

Winter, Y., and Schafaers, A. T. U. (2011). A sorting system with automated gates permits individual operant experiments with mice from a social home cage. *J. Neurosci. Methods* 196, 276–280. doi: 10.1016/j.neumeth.2011.01.017

Wong, C. (2013). “Behavioral Inhibition,” in *Encyclopedia of Behavioral Medicine*, eds M. D. Gellman and J. R. Turner (New York, NY: Springer New York), 191–193.

Xu, K. Z., Mayse, J. D., and Courtney, S. (2019). Evidence for selective adjustments of inhibitory control in a variant of the stop signal task. *Quart. J. Exp. Psychol.* 72, 818–831. doi: 10.1177/1747021818768721

Yang, H., Di, X., Gong, Q., Sweeney, J., and Biswal, B. (2020). Investigating inhibition deficit in schizophrenia using task-modulated brain networks. *Brain Struct. Funct.* 225, 1601–1613. doi: 10.1007/s00429-020-02078-7

Zhang, Y., Zhang, S., Ide, J. S., Hu, S., Zboralskiy, S., Wang, W., et al. (2018). Dynamic network dysfunction in cocaine dependence: Graph theoretical metrics and stop signal reaction time. *NeuroImage Clin.* 18, 793–801. doi: 10.1016/j.nicl.2018.03.016

**Conflict of Interest:** YW owns PhenoSys equity.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

**Publisher’s Note:** All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

**Copyright © 2021 Caglayan, Stumpenhorst and Winter. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.**