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Abstract In this paper, we are concerned with threshold voter models on tori. Assuming that the initial distribution of the process is product measure with density \( p \), we obtain a fluid limit of the proportion of vertices in state 1 as the dimension of the torus grows to infinity. The fluid limit performs a phase transition phenomenon from \( p < 1/2 \) to \( p > 1/2 \).
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1 Introduction

In this paper, we are concerned with threshold voter models on tori. For integers \( d \) and \( r \), we denote by \( T^d(r) \) the \( d \)-dimensional torus \( \{1, 2, \ldots, r\}^d \). In details, for any \( x = (x_1, x_2, \ldots, x_i, \ldots, x_d) \in \{1, 2, \ldots, r\}^d \) and \( 1 \leq i \leq d \), we define \( x^i \in \{1, 2, \ldots, r\}^d \) as

\[
x^i_j = \begin{cases} 
  x_j & \text{if } j \neq i, \\
  x_i + 1 & \text{if } j = i \text{ and } x_i < r, \\
  1 & \text{if } j = i \text{ and } x_i = r.
\end{cases}
\]

(1.1)

On \( T^d(r) \), for any \( x \in \{1, 2, \ldots, r\}^d \) and \( 1 \leq i \leq d \), there is an edge connecting \( x \) and \( x^i \). Therefore, \( T^d(r) \) is a regular graph that each vertex has degree \( 2d \).

Threshold voter model on \( T^d(r) \) is with state space \( \{0, 1\}^{T^d(r)} \), which means that at each vertex there is a spin taking value 0 or 1. For any \( \eta \in \{0, 1\}^{T^d(r)} \) and \( x \in T^d(r) \), we denote by \( \eta(x) \) the value of \( x \). For any \( t \geq 0 \), we denote by
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\( \eta_t \) the configuration of the threshold voter model at moment \( t \). For any \( t > 0 \), we define

\[
\eta_t^- = \lim_{s \uparrow t} \eta_s
\]
as the configuration of the process at the moment just before \( t \). For any \( x, y \in T^d(\Lambda) \), we say they are neighbors if there is an edge connecting them, denoted by \( x \sim y \).

Now we explain how the process evolves. At moment 0, each vertex of \( T^d(\Lambda) \) takes 0 or 1 according to some probability distribution. Then, the process evolves according to independent Poisson processes \( \{ N_x(t) : t \geq 0 \}_{x \in T^d(\Lambda)} \). For each \( x \), \( N_x \) is with rate 1. The value of \( x \) may flip only at event times of \( N_x \). For any event time \( s \) of \( N_x \), if at \( s \) there are not less than \( d \) neighbors of \( x \) taking a different value than \( \eta_s^-(x) \), then at the same moment the value of \( x \) flips from \( \eta_s^-(x) \) to \( \eta_s(x) = 1 - \eta_s^-(x) \), otherwise \( \eta_s(x) = \eta_s^-(x) \). Therefore, the process is a spin system with flip rates given by

\[
c(x, \eta) = \begin{cases} 
1 & \text{if } \sum_{y:y \sim x} 1_{\{\eta(y) \neq \eta(x)\}} \geq d, \\
0 & \text{else.}
\end{cases}
\] (1.2)

The third section of [6] gives a precise introduction of spin systems.

Intuitively, 0 and 1 are two candidates of an election. Vertices taking 0 or 1 are respective supporters of 0 or 1. A vertex may change his choice when and only when more than half of the neighbors holding a different opinion. That’s why this model is called threshold voter model.

Threshold voter models are introduced by Cox and Durrett in [4], where the threshold is assumed to be one. In [4], Cox and Durrett gives an important additive dual process of threshold-one voter models and prove that the threshold-one voter model initially with product measure with rate 1/2 converges weakly to a stationary measure \( \nu_{1/2} \). In [5], Handjani proves a complete convergence theorem for threshold-one voter models on lattices. She shows that with whatever initial distribution, the process converges weakly to a convex combination of three stationary measures \( \delta_0, \delta_1 \) and \( \nu_{1/2} \). For threshold voter models on lattices with threshold \( K \geq 1 \), Liggett and his partners did a lot of important work on judging whether fixation (the process trapped in a state), clustering (all the sites take the same value) or coexistence occurs. The explicit results can be referred in [3], [7] and [8]. In [9], Xue study threshold voter...
models on homogeneous trees and prove that the critical density of the model is approximately to the proportion of the threshold to the degree of the tree.

Lanchier introduces an opinion dynamics model in [2], where each vertex is with an opinion in $[0, 1]$ and a vertex can mimic a neighbor only if the opinion distance between the vertex pair does not exceed a threshold. The proof of a crucial lemma in this paper is inspired a lot by the approach introduced in [2].

2 Main results

In this section, we give our main results. We consider that the initial distribution of the process is product measure. We aim to describe the proportion of the vertices in state 1 at any moment $t > 0$. Of course the number of vertices in state 1 is random at any moment, but we will show that as the dimension of the torus grows to infinity the proportion of vertices in state 1 converges to a deterministic process, which is called the fluid limit.

First we state some notations. For any $A \subseteq T^d(r)$, we denote by $|A|$ the cardinal number of $A$. For any $p \in [0, 1]$, we denote by $\mu_p$ the product measure on $\{0, 1\}^{T^d(r)}$ with density $p$. In detail, for any $A \subseteq T^d(r)$,

$$\mu_p(\eta: \eta(x) = 1, \forall x \in A) = p^{|A|}.$$  

In latter sections we assume that $r$ is a fixed integer and not smaller than 2. For any $t > 0$, we denote by $\eta^{d,p}_t$ the configuration at moment $t$ of the threshold voter model on $T^d(r)$ with initial distribution $\mu_p$. Furthermore, we denote by

$$A^{d,p}_t = \{x \in T^d(r): \eta^{d,p}_t(x) = 1\}$$

the set of vertices in state 1 at moment $t$. The following theorem is our main result about the fluid limit of the process.

**Theorem 2.1.** Assume that $r \geq 2$, then for any $T > 0$,

$$\lim_{d \to +\infty} \sup_{0 \leq t \leq T} \left| \frac{|A^{d,p}_t|}{r^d} - pe^{-t} \right| = 0$$  

in probability when $p \in [0, 1/2)$ and

$$\lim_{d \to +\infty} \sup_{0 \leq t \leq T} \left| \frac{|A^{d,p}_t|}{r^d} - 1 + (1 - p)e^{-t} \right| = 0$$  

in probability when $p \in (1/2, 1]$.
According to the symmetry of 0 and 1 in the voter model, it is easy to see that (2.2) is a direct corollary of (2.1). In latter sections we will only prove (2.1).

Theorem 2.1 shows that when \( p < \frac{1}{2} \), the proportion of vertices in state 1 has fluid limit \( pe^{-t} \), which converges to 0 as \( t \) grows to infinity. While when \( p > \frac{1}{2} \), the fluid limit turns into \( 1 - (1 - p)e^{-t} \), which converges to 1 as \( t \) grows to infinity. When \( p = \frac{1}{2} \), according to the symmetry of 0 and 1, it is easy to see that

\[
P(\eta^d, 1/2, t(x) = 1) = \frac{1}{2}
\]

for any \( t > 0 \) and \( x \in T^d(r) \). As a result,

\[
E\left|\frac{A^d, 1/2}{r^d}\right| \equiv 1/2.
\]

Therefore, the threshold voter model performs a phase transition phenomenon from \( p < 1/2 \) to \( p > 1/2 \).

To prove (2.1), we only need to show that for any \( \epsilon > 0 \),

\[
\lim_{d \to +\infty} P(\inf_{0 \leq t \leq T} \left\{ \frac{|A^d, p|}{r^d} - pe^{-t} \right\} < -\epsilon) = 0. \tag{2.3}
\]

and

\[
\lim_{d \to +\infty} P(\sup_{0 \leq t \leq T} \left\{ \frac{|A^d, p|}{r^d} - pe^{-t} \right\} > \epsilon) = 0, \tag{2.4}
\]

We will prove (2.3) and (2.4) in Section 3 and 4.

3 Proof of (2.3)

To prove (2.3), we introduce a Markov process \( \zeta_t \) with state space \( \{0, 1\}^{T^d(r)} \) to bound \( |A^d, p| \) from below. For any \( x \in T^d(r) \), if \( \zeta_0(x) = 1 \), then \( x \) waits for an exponential time \( T_x \) with rate 1 to flip to 0 and be frozen in 0 forever. \( \{T_x \}_{x \in T^d(r)} \) are independent. In other words, \( \{\zeta_t\}_{t \geq 0} \) is a spin system with flip rates given by

\[
\hat{c}(x, \zeta) = \begin{cases} 
1 & \text{if } \zeta(x) = 1, \\
0 & \text{if } \zeta(x) = 0.
\end{cases} \tag{3.1}
\]

We write \( \zeta_t \) as \( \zeta^d, p \) when \( \zeta_0 \) is with distribution \( \mu_p \) on \( T^d(r) \). We denote by

\[
G^d, p = \{ x \in T^d(r) : \zeta^d, p(x) = 1 \}
\]
the set of vertices in state 1 at moment $t$.

The following theorem shows the connection between $\zeta_t$ and the threshold voter model $\eta_t$.

**Theorem 3.1.** There exists a couple of $\{\eta^{d,p}_t\}_{t \geq 0}$ and $\{\zeta^{d,p}_t\}_{t \geq 0}$ such that for any $t \geq 0$,

$$G^{d,p}_t \subseteq A^{d,p}_t.$$

**Proof.** For any $\eta, \zeta \in T^d(r)$, we write $\eta \gg \zeta$ if and only if $\eta(x) \geq \zeta(x)$ for any $x \in T^d(r)$. According to (1.2) and (3.1), for any $\eta \gg \zeta, x \in T^d(r)$,

$$\begin{cases} c(x, \eta) \geq \hat{c}(x, \zeta) & \text{if } \eta(x) = \zeta(x) = 0, \\ c(x, \eta) \leq \hat{c}(x, \zeta) & \text{if } \eta(x) = \zeta(x) = 1. \end{cases} \tag{3.2}$$

As a result, Theorem 3.1 holds according to Theorem 1.5 in Chapter 3 of [6].

Now we construct a martingale about $\zeta_t$ which is important for the proof of (2.3).

**Theorem 3.2.** For any $t > 0$, let $\mathcal{F}_t = \sigma\{\zeta^{d,p}_s : s \leq t\}$. Then, $\{\frac{|G^{d,p}_t|}{pe^{-t}}\}_{t \geq 0}$ is a martingale relative to $\{\mathcal{F}_t : t \geq 0\}$.

**Proof.** Conditioned on $G^{d,p}_0 = A$,

$$E[|G^{d,p}_t|] = E_A[|G^{d,p}_t|] = E \sum_{x \in A} 1_{\{\zeta^{d,p}_t(x) = 1\}} = \sum_{x \in A} P(\zeta^{d,p}_t(x) = 1) = \sum_{x \in A} P(T_x > t) = |A|e^{-t} \tag{3.3}$$

for any $t > 0$.

According to Markov property, for any $t > s > 0$,

$$E(\frac{|G^{d,p}_t|}{pe^{-t}} | \mathcal{F}_s) = \frac{1}{pe^{-t}} E_{G^{d,p}_s}[|G^{d,p}_t|].$$

By (3.3),

$$E_{G^{d,p}_s}[|G^{d,p}_{t-s}|] = |G^{d,p}_s|e^{s-t}.$$ 

Therefore,

$$E(\frac{|G^{d,p}_t|}{pe^{-t}} | \mathcal{F}_s) = \frac{|G^{d,p}_s|}{pe^{-s}}.$$
and the proof completes.

Now we give the proof of (2.3).

**Proof of (2.3).** According to Theorem 3.1,

\[
P\left( \inf_{0 \leq t \leq T} \left\{ \frac{|A_{t,d,p}|}{r^d} - pe^{-t} \right\} < -\epsilon \right) \leq P\left( \inf_{0 \leq t \leq T} \left\{ \frac{|G_{t,d,p}|}{r^d} - pe^{-t} \right\} < -\epsilon \right) \leq P\left( \sup_{0 \leq t \leq T} \left\{ \frac{|G_{t,d,p}|}{pe^{-t}} - r^d \right\}^2 > \frac{\epsilon^2}{p^2 r^{2d}} \right).
\]

According to Theorem 3.2, \( \frac{|G_{d,p}|}{pe^{-t}} \) is a right-continuous martingale and therefore \( \left\{ \frac{|G_{t,d,p}|}{pe^{-t}} - r^d \right\}^2 \) is a positive right-continuous submartingale. Then according to Doob inequality,

\[
P\left( \sup_{0 \leq t \leq T} \left\{ \frac{|G_{t,d,p}|}{pe^{-t}} - r^d \right\}^2 > \frac{\epsilon^2}{p^2 r^{2d}} \right) \leq \frac{p^2}{\epsilon^{2r} 2d} \text{E}\left[ |G_{T,d,p}| - r^d pe^{-T} \right]^2.
\]

Notice that,

\[
\text{E}[G_{T,d,p}] = \sum_{x \in T^d(r)} P\left( \chi_{T,d,p}(x) = 1 \right) = \sum_{x \in T^d(r)} P\left( \chi_{0,d,p}(x) = 1, T_x > T \right) = \sum_{x \in T^d(r)} pe^{-T} = r^d pe^{-T}.
\]

Hence,

\[
\text{E}[|G_{T,d,p}| - r^d pe^{-T}]^2 = \text{Var}(|G_{T,d,p}|) = \sum_{x \in T^d(r)} \text{Var}(1_{\chi_{T,d,p}(x) = 1}) \leq r^d P\left( \chi_{T,d,p}(x) = 1 \right) = r^d pe^{-T}.
\]

As a result,

\[
P\left( \inf_{0 \leq t \leq T} \left\{ \frac{|A_{t,d,p}|}{r^d} - pe^{-t} \right\} < -\epsilon \right) \leq \frac{e^{2T}}{\epsilon^{2r} 2d} r^d pe^{-T} = \frac{e^{T}}{\epsilon^{2r} 2d}.
\]
4 Proof of (2.4)

In this section, we give the proof of (2.4). First we introduce some notations. For any $t \geq 0$, we define
\begin{align*}
B_t^{d,p} &= \{x \in T^d(r) : \eta_t^{d,p}(x) = 0\}, \\
C_t^{d,p} &= \{x \in T^d(r) : \sum_{y : y \sim x} \eta_t^{d,p}(y) \geq d\}, \\
D_t^{d,p} &= \{x \in T^d(r) : \sum_{y : y \sim x} \eta_t^{d,p}(y) \leq d\}, \\
E_t^{d,p} &= \bigcup_{s \leq t} C_s^{d,p}.
\end{align*}

For any $x \in A_0^{d,p}$, we define
\begin{align*}
\tau_x &= \inf\{t : \eta_t^{d,p}(x) = 0\}
\end{align*}
and
\begin{align*}
F_t^{d,p} &= \{x \in A_0^{d,p} : \tau_x > t\}.
\end{align*}

The following two lemmas are crucial for our proofs.

**Lemma 4.1.** For any $T > 0$ and $t \leq T$,
\begin{align}
A_t^{d,p} \subseteq &\{x \in A_0^{d,p} \setminus E_T^{d,p} : \eta_t^{d,p}(x) = 1\} \cup E_t^{d,p}. \\
\{x \in A_0^{d,p} \setminus E_T^{d,p} : \eta_t^{d,p}(x) = 1\} = &\{x \in A_0^{d,p} \setminus E_T^{d,p} : \tau_x > t\}. \\
\end{align}

**Proof.**
\begin{align*}
A_t^{d,p} \subseteq &\{x \in A_t^{d,p} \setminus E_T^{d,p} : \eta_t^{d,p}(x) = 1\} \cup E_T^{d,p}.
\end{align*}

For any $x \in A_t^{d,p} \setminus E_T^{d,p}$, $\eta_t^{d,p}(x) = 1$ and $\sum_{y : y \sim x} \eta_t^{d,p}(y) < d$ for any $s \leq t$. According to the definition of the threshold voter model, 0 may flip to 1 when and only when there are not less than $d$ neighbors in state 1. Then, if $\eta_0^{d,p}(x) = 0$,
x cannot flip to 1 during \([0, t]\) and hence \(\eta^{d,p}_t(x) = 0\), which is contradictory. Therefore, \(x \in A^{d,p}_0\) and hence

\[
A^{d,p}_t \setminus E^{d,p}_T \subseteq (A^{d,p}_0 \setminus E^{d,p}_T) \cap A^{d,p}_t,
\]
which gives (4.1).

For any \(x \in A^{d,p}_0\), if \(\tau_x > t\) then \(\eta^{d,p}_t(x) = 1\) and hence

\[
\{x \in A^{d,p}_0 \setminus E^{d,p}_T : \tau_x > t\} \subseteq \{x \in A^{d,p}_0 \setminus E^{d,p}_T : \eta^{d,p}_t(x) = 1\}.
\]

For any \(x \in (A^{d,p}_0 \setminus E^{d,p}_T) \cap A^{d,p}_t\), if \(\tau_x < t\), then \(x\) flips from 0 to 1 at some moment \(s \in (\tau_x, t]\). Then,

\[
\sum_{y : y \sim x} \eta^{d,p}_s(y) \geq d,
\]
which is contradictory to that \(x\) does not belong to \(E^{d,p}_T\). Therefore,

\[
\{x \in A^{d,p}_0 \setminus E^{d,p}_T : \eta^{d,p}_t(x) = 1\} \subseteq \{x \in A^{d,p}_0 \setminus E^{d,p}_T : \tau_x > t\},
\]
which gives (4.2).

\[
\text{Lemma 4.2. For any } T > 0, \epsilon > 0 \text{ and } p < 1/2, \lim_{d \to +\infty} P\left(\frac{|E^{d,p}_T|}{rd} > \epsilon\right) = 0.
\]

(4.3)

Lemma 4.2 shows that \(\lim_{d \to +\infty} \frac{|E^{d,p}_T|}{rd} = 0\) in probability when \(p < 1/2\), which is very important for us to control \(|A^{d,p}_t|\). We give the proof of Lemma 4.2 at the end of this section.

Now we give the proof of (2.4).

\[
\text{Proof of (2.4). By (4.1), for any } t \leq T,
\]

\[
|A^{d,p}_t| \leq |(A^{d,p}_0 \setminus E^{d,p}_T) \cap A^{d,p}_t| + |E^{d,p}_T|,
\]
and hence

\[
\left\{\frac{|A^{d,p}_t|}{rd} \geq pe^{-t} + \epsilon\right\} \subseteq \left\{\frac{|(A^{d,p}_0 \setminus E^{d,p}_T) \cap A^{d,p}_t|}{rd} \geq pe^{-t} + \epsilon/2\right\} \cup \left\{|E^{d,p}_T| \geq \epsilon/2\right\}.
\]

Therefore,

\[
P\left(\sup_{0 \leq t \leq T} \left\{\frac{|A^{d,p}_t|}{rd} - pe^{-t} \right\} > \epsilon\right) \leq P\left(\sup_{0 \leq t \leq T} \left\{\frac{|(A^{d,p}_0 \setminus E^{d,p}_T) \cap A^{d,p}_t|}{rd} - pe^{-t}\right\} > \epsilon/2\right) + P\left(\frac{|E^{d,p}_T|}{rd} > \epsilon/2\right).
\]

(4.4)
By (4.2),
\[ |(A_0^{d,p} \setminus E_T^{d,p}) \cap A_t^{d,p}| = |\{x \in A_0^{d,p} \setminus E_T^{d,p} : \tau_x > t\}| \leq |F_t^{d,p}|. \]

Therefore,
\[
P\left( \sup_{0 \leq t \leq T} \frac{|(A_0^{d,p} \setminus E_T^{d,p}) \cap A_t^{d,p}|}{r^d} - pe^{-t} \right) > \frac{\epsilon}{2}
\leq P\left( \sup_{0 \leq t \leq T} \frac{|F_t^{d,p}|}{r^d} - pe^{-t} \right) > \frac{\epsilon}{2} \leq P\left( \sup_{0 \leq t \leq T} |F_t^{d,p}| - pe^{-t} \right) > \frac{\epsilon}{2}. \tag{4.5} \]

Notice that \(\{\tau_x\}_{x \in A_0^{d,p}}\) are independent and identically distributed. For any \(x \in A_0^{d,p}\), \(\tau_x\) is with exponential distribution with rate one. Therefore,
\[
\{F_t^{d,p}\}_{t \geq 0} = \{G_t^{d,p}\}_{t \geq 0}.
\]

Hence,
\[
\lim_{d \to +\infty} P\left( \sup_{0 \leq t \leq T} \frac{|F_t^{d,p}|}{r^d} - pe^{-t} \right) > \frac{\epsilon}{2}
= \lim_{d \to +\infty} P\left( \sup_{0 \leq t \leq T} \frac{|G_t^{d,p}|}{r^d} - pe^{-t} \right) > \frac{\epsilon}{2} \leq \lim_{d \to +\infty} \frac{4e^T p}{\epsilon^2 r^d} = 0 \tag{4.6} \]
as we have shown in section 3.

(2.4) follows from (4.3), (4.4), (4.5), (4.6).

Now we only need to prove Lemma 4.2. For any integer \(k \in \{0, 1, 2, \ldots, 2d\}\) and \(t > 0\), we define
\[
H_t^{d,p}(k) = \{x \in T^d(r) : \sum_{y : y \sim x} \eta_t^{d,p}(y) = k\},
\]
\[
I_t^{d,p}(k) = \{x \in T^d(r) : \sum_{y : y \sim x} \eta_t^{d,p}(y) \geq k\} = \bigcup_{l \geq k} H_t^{d,p}(l),
\]
\[
J_t^{d,p}(k) = \{x \in T^d(r) : \sum_{y : y \sim x} \eta_t^{d,p}(y) \leq k\} = \bigcup_{l \leq k} H_t^{d,p}(l).
\]

We introduce two lemmas to prove Lemma 4.2.

**Lemma 4.3.** Assume that \(p < 1/2\), then for any \(q \in (p, 1]\), \(\epsilon > 0\),
\[
\lim_{d \to +\infty} P\left( \frac{|I_0^{d,p}(\lfloor 2dq \rfloor)|}{r^d} > \epsilon \right) = 0.
\]
Proof.

\[ E|I_0^{d,p}([2dq])| = \sum_x P \left( \sum_{y : y \sim x} \eta_0^{d,p}(y) \geq [2dq] \right) \]
\[ = r^d \sum_{y : y \sim O} P \left( \sum_{y : y \sim O} \eta_0^{d,p}(y) \geq [2dq] \right), \tag{4.7} \]

where \( O \) is a fixed vertex on \( T_d(r) \).

Since \( \eta_0^{d,p} \) is with distribution \( \mu_p \), \( \{\eta_0^{d,p}(y)\}_{y : y \sim O} \) are independent and identically distributed with

\[ P(\eta_0^{d,p}(y) = 1) = p = 1 - P(\eta_0^{d,p}(y) = 0). \]

Therefore, according to law of large numbers,

\[ \lim_{d \to +\infty} \frac{\sum_{y : y \sim O} \eta_0^{d,p}(y)}{2d} = p \tag{4.8} \]

in probability.

By (4.7), (4.8) and Chebyshev’s inequality,

\[ \lim_{d \to +\infty} \frac{1}{r^d} E|I_0^{d,p}([2dq])| \leq \lim_{d \to +\infty} \frac{1}{r^d} \sum_{y : y \sim O} \eta_0^{d,p}(y) \]
\[ = \lim_{d \to +\infty} \frac{1}{r^d} \sum_{y : y \sim O} \eta_0^{d,p}(y) \]
\[ = \lim_{d \to +\infty} \frac{1}{r^d} \sum_{y : y \sim O} \eta_0^{d,p}(y) - p > 0.9(q - p) = 0. \]

\[ \square \]

**Lemma 4.4.** There exists \( \epsilon_r > 0 \) such that for any \( p \in (1/2 - \epsilon_r, 1/2) \), there exists \( C(p) > 0 \) such that

\[ \lim_{d \to +\infty} \frac{|C_0^{d,p}|}{e^{C(p)d}} = +\infty \]

in probability.

Proof.

\[ E|C_0^{d,p}| = r^d P( \sum_{y : y \sim O} \eta_0^{d,p}(y) \geq d). \]
According to Cramér’s Theorem (See Chapter two of [1]),
\[
\lim_{d \to +\infty} \frac{1}{d} \log P \left( \sum_{y : y \sim O} \eta^{d,p}_0(y) \geq d \right) = -K(p),
\]
where
\[
K(p) = -\log\left[4p(1-p)\right] > 0
\]
when \( p < 1/2 \). \( K(1/2) = 0 \) and \( K(p) \) is continuous with \( p \), so we can choose sufficiently small \( \epsilon_r \) such that
\[
\log r - K(p) > 0
\]
when \( p \in (1/2 - \epsilon_r, 1/2) \).

For \( p \in (1/2 - \epsilon_r, 1/2) \), we let
\[
C(p) = \frac{\log r - K(p)}{2} > 0.
\]
Now we only need to show that for any \( M > 0 \),
\[
\lim_{d \to +\infty} P \left( \frac{\left| C_0^{d,p} \right|}{e^{C(d)p}} < M \right) = 0. \tag{4.9}
\]
When \( p \in (1/2 - \epsilon_r, 1/2) \),
\[
E[C_0^{d,p}] = r^d P \left( \sum_{y : y \sim O} \eta^{d,p}_0(y) \geq d \right) = \exp \{2dC(p) + o(d)\}.
\]

Then according to Chebyshev’s inequality, for sufficiently large \( d \),
\[
P \left( \frac{\left| C_0^{d,p} \right|}{e^{C(d)p}} < M \right) < \frac{\text{Var}(\left| C_0^{d,p} \right|)}{\exp \{4dC(p) + o(d)\}}. \tag{4.10}
\]
Now we calculate \(\text{Var}(\left| C_0^{d,p} \right|)\).
\[
\text{Var}(\left| C_0^{d,p} \right|) = E[|C_0^{d,p}|^2] - (E[|C_0^{d,p}|])^2
\]
\[
= E\left( \sum_{x \in T^d(r)} 1\{\sum_{y : y \sim x} \eta^{d,p}_0(y) \geq d\} \right)^2 - \left[ r^d P \left( \sum_{y : y \sim O} \eta^{d,p}_0(y) \geq d \right) \right]^2
\]
\[
= \sum_{x_1 \in T^d(r)} \sum_{x_2 \in T^d(r)} P \left( \sum_{y : y \sim x_1} \eta^{d,p}_0(y) \geq d, \sum_{z : z \sim x_2} \eta^{d,p}_0(z) \geq d \right) - \left[ r^d P \left( \sum_{y : y \sim O} \eta^{d,p}_0(y) \geq d \right) \right]^2. \tag{4.11}
\]
For any \( x_1, x_2 \in T^d(r) \), we define
\[
N(x_1, x_2) = \{ y \in T^d(r) : y \sim x_1, y \sim x_2 \}.
\]
According to the structure of a torus, \(|N(x, y)| \leq 2\) and
\[
|\{z \in T^d(r) : N(z, x) \neq \emptyset\}| = 2d + 4 \left(\frac{d}{2}\right) = 2d^2 \quad (4.12)
\]
for any \(x, y \in T^d(r)\).

If \(N(x_1, x_2) = \emptyset\), then
\[
P\left(\sum_{z : z \sim x_1} \eta_0^{d,p}(z) \geq d, \sum_{w : w \sim x_2} \eta_0^{d,p}(w) \geq d\right) = \left[P\left(\sum_{y : y \sim O} \eta_0^{d,p}(y) \geq d\right)\right]^2 \quad (4.13)
\]
If \(N(x_1, x_2) \neq \emptyset\), then by \(|N(x_1, x_2)| \leq 2\) and Cramér’s Theorem,
\[
P\left(\sum_{z : z \sim x_1} \eta_0^{d,p}(z) \geq d, \sum_{w : w \sim x_2} \eta_0^{d,p}(w) \geq d\right)
\leq P\left(\sum_{z \in N(x_1, x_2)} \eta_0^{d,p}(z) \geq d - 2, \sum_{w \not\in N(x_1, x_2)} \eta_0^{d,p}(w) \geq d - 2\right)
\leq [P\left(\sum_{y \sim O} \eta_0^{d,p}(y) \geq d - 2\right)]^2
\leq [P\left(\sum_{y : y \sim O} \eta_0^{d,p}(y) \geq d - 2\right)]^2
= \exp\{-2dK(p) + o(d)\}. \quad (4.14)
\]
By (4.12), (4.13) and (4.14),
\[
\sum_{x_1 \in T^d(r)} \sum_{x_2 \in T^d(r)} P\left(\sum_{y : y \sim x_1} \eta_0^{d,p}(y) \geq d, \sum_{z : z \sim x_2} \eta_0^{d,p}(z) \geq d\right)
\leq r^{2d}[P\left(\sum_{y : y \sim O} \eta_0^{d,p}(y) \geq d\right)]^2 + 2r^d d^2 \exp\{-2dK(p) + o(d)\}
= [r^d P\left(\sum_{y : y \sim O} \eta_0^{d,p}(y) \geq d\right)]^2 + \exp\{d(\log r - 2K(p)) + o(d)\}. \quad (4.15)
\]
By (4.11) and (4.15),
\[
\text{Var}(|C_0^{d,p}|) \leq \exp\{d(\log r - 2K(p)) + o(d)\}. \quad (4.16)
\]
Then by (4.10),
\[
P\left(\frac{|C_0^{d,p}|}{e^{K(p)d}} < M\right) < \exp\{-d \log r + o(d)\}
\]
and hence
\[
\lim_{d \to +\infty} P\left(\frac{|C_0^{d,p}|}{e^{K(p)d}} < M\right) = 0.
\]
Now we give the proof of Lemma 4.2. The proof is inspired a lot by the approach of moving balls between boxes introduced in [2].

Proof of Lemma 4.2. It is easy to see that the threshold voter model is an attractive spin system (See Section 3.1 of [6]). Hence when \( p_1 < p_2 < 1/2 \),

\[
P\left( \frac{|E_{d,p_1}|}{r^{d}} > \epsilon \right) \leq P\left( \frac{|E_{d,p_2}|}{r^{d}} > \epsilon \right).
\]

So we only need to deal with the case that \( p \in (1/2 - \epsilon, 1/2) \).

According to the flip rates given by (1.2), \(|A_{d,p}^{t}|\) evolves as follows,

\[
|A_{d,p}^{t}| \rightarrow \begin{cases} |A_{d,p}^{t}| + 1 \text{ at rate } |B_{d,p}^{t} \cap C_{d,p}^{t}|, \\ |A_{d,p}^{t}| - 1 \text{ at rate } |A_{d,p}^{t} \cap D_{d,p}^{t}|. \end{cases}
\]

(4.17)

We set \( 2d + 1 \) boxes \( b_0, b_1, \ldots, b_{2d} \). At \( t = 0 \), we put \(|H_{0}^{d,p}(k)|\) balls in box \( b_k \) for \( k \in \{0, 1, 2, \ldots, 2d\} \). For each \( k \), we say \( b_{k-1} \) is the left box of \( b_k \) and \( b_{k+1} \) is the right box of \( b_k \).

Now we introduce four approaches of moving balls between boxes. In the first approach, we move balls according to the evolution of \( \eta_{t}^{d,p} \) such that at any \( t > 0 \), there are \(|H_{t}^{d,p}(k)|\) balls in box \( b_k \) for each \( k \). Each vertex in \( T^{d}(r) \) has \( 2d \) neighbors, therefore, at rate \(|B_{d,p}^{t} \cap C_{d,p}^{t}|, 2d \) balls move to their right boxes. At rate \(|A_{d,p}^{t} \cap D_{d,p}^{t}|, 2d \) balls move to their left boxes. \(|C_{d,p}^{t}|\) is the sum of the numbers of balls in boxes \( \{b_k\}_{d \leq k \leq 2d} \).

To control \(|C_{d,p}^{t}|\) from above, we introduce a second approach of moving balls. We denote by \( b_k(t) \) the number of balls in \( b_k \) at \( t \) and define

\[
\tilde{C}_{t} = \sum_{k=d}^{2d} b_k(t).
\]

In this approach, we never move balls to their left boxes. For any \( t \geq 0 \), we move \( 2d \) balls to right boxes at rate \( \tilde{C}_{t} \). These \( 2d \) balls are chosen and moved as follows. Let

\[
j_1 = \sup \{ k < d : b_k(t) > 0 \}
\]

and

\[
j_l = \sup \{ k < j_{l-1} : b_k(t) > 0 \}
\]

for \( l = 2, 3, \ldots \).
Let \( \tau = \inf\{k : \sum_{i=1}^{k} b_{j_i}(t) \geq 2d\} \).

If \( \tau < +\infty \), then we move \( b_{j_i}(t) \) balls from \( b_{j_i} \) to \( b_{j_i+1} \) for each \( l < \tau \) and move \( 2d - \sum_{l=1}^{\tau-1} b_{j_i}(t) \) balls from \( b_{j_i} \) to \( b_{j_i+1} \). If \( \tau = +\infty \), then we move \( b_l(t) \) balls from \( b_l \) to \( b_{l+1} \) for each \( l < d \) and pick \( 2d - \sum_{l=0}^{d-1} b_l(t) \) balls randomly from boxes \( \{b_k\}_{d \leq k \leq 2d} \) and put these \( 2d - \sum_{l=0}^{d-1} b_l(t) \) balls in \( b_{2d} \).

In the second approach, we choose \( 2d \) balls which are nearest to \( b_d \) to move right. This approach makes the total number of balls in boxes \( \{b_k\}_{d \leq k \leq 2d} \) increase as fast as possible. We never move balls to left boxes, so when a ball reaches \( b_k \) with \( k \geq d \), it will never return to any \( b_j \) with \( j < d \). As a result, for any \( M > 0 \),

\[
P(\|E_T^{d,p}\| > M) = P(\|\bigcup_{s \leq T} C_s^{d,p}\| > M) \leq P(\hat{C}_T > M). \quad (4.18)
\]

We modify the second approach at \( t=0 \) to obtain the third approach. Let \( p_0 = 1/4 + p/2 \in (p, 1/2) \). At \( t=0 \), we pick all the balls in boxes \( \{b_k : [2dp_0] \leq k \leq d-1\} \) and put these balls in \( b_d \). Then, we still move balls as the way in the second approach. We denote by \( \overline{C}_t \) the total number of balls in boxes \( \{b_k\}_{d \leq k \leq 2d} \) at \( t \). The third approach accelerate the moving-ball process in the second approach, since the original several steps of moving balls in boxes \( \{b_k : [2dp_0] \leq k \leq d-1\} \) are finished at \( 0 \).

Therefore,

\[
P(\hat{C}_T > M) \leq P(\overline{C}_T > M). \quad (4.19)
\]

Notice that in the third approach, \( \overline{C}_0 = |I_0^{d,p}([2dp_0])| \) and there are no balls in \( b_k \) for \( [2dp_0] \leq k < d \) at \( t=0 \). Then it takes not less than \( |d(1-2p_0)| \) steps of moving balls to make \( \overline{C} \) add \( 2d \). Inspired by this phenomenon, we construct the fourth approach. In the fourth approach, there is only one box. At \( t=0 \), we put \( |I_0^{d,p}([2dp_0])| \) balls in the box. \( \{Y_i\}_{i \geq 1} \) are independent and identically distributed random variables with exponential distribution with rate 1. Furthermore, we assume that \( \{Y_i\}_{i \geq 1} \) are independent with \( \eta_0^{d,p} \). For each \( j \geq 1 \), we define

\[
\tau_j = \sum_{l=(j-1)|d(1-2p_0)|+1}^{j|d(1-2p_0)|} \frac{Y_l}{|I_0^{d,p}([2dp_0])| + 2d(j-1)}
\]

and

\[
t_j = \sum_{i=1}^{j} \tau_i.
\]
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We add $2d$ balls in the box at $t_j$ for each $j \geq 1$. For $t \notin \{t_j\}_{j \geq 1}$, the balls' number stay still. We denote by $\tilde{C}_t^{d,p}$ the balls' number at $t$. Then

$$\tilde{C}_t^{d,p} = |I_0^{d,p}([2dp_0])| + 2dj$$

for $t \in [t_j, t_{j+1})$.

Notice that $Y_\alpha$ is with exponential distribution with rate $\alpha$ for any $\alpha > 0$. So $\tau_j$ is the sum of $[d(1-2p_0)]$ i.i.d random variables with exponential distribution with rate $\tilde{C}_0^{d,p} + 2d(j-1)$. The number of balls in the box takes $\tau_j$ to increase to $\tilde{C}_0^{d,p} + 2dj$ from $\tilde{C}_0^{d,p} + 2d(j-1)$.

Compared the third and fourth approaches,

$$P(\tilde{C}_T > M) \leq P(\tilde{C}_T^{d,p} > M). \quad (4.20)$$

By (4.18), (4.19) and (4.20), we only need to show that

$$\lim_{d \to +\infty} P\left(\frac{\tilde{C}_T^{d,p}}{r^d} > \epsilon\right) = 0 \quad (4.21)$$

for any $\epsilon$.

Notice that,

$$P\left(\frac{\tilde{C}_T^{d,p}}{r^d} \leq \epsilon\right) \geq P\left(\tilde{C}_T^{d,p} \leq \tilde{C}_0^{d,p} e^{\frac{4T}{r-2p_0}}, \frac{\tilde{C}_0^{d,p}}{r^d} \leq \epsilon e^{-\frac{4T}{r-2p_0}}\right)$$

$$= P\left(\tilde{C}_T^{d,p} \leq \tilde{C}_0^{d,p} e^{\frac{4T}{r-2p_0}}, \frac{|I_0^{d,p}([2dp_0])|}{r^d} \leq \epsilon e^{-\frac{4T}{r-2p_0}}\right).$$

By Lemma 4.3,

$$\lim_{d \to +\infty} P\left(\frac{|I_0^{d,p}([2dp_0])|}{r^d} \leq \epsilon e^{-\frac{4T}{r-2p_0}}\right) = 1.$$

Therefore, to prove (4.21), we only need to show that

$$\lim_{d \to +\infty} P\left(\frac{\tilde{C}_T^{d,p}}{r^d} \geq \tilde{C}_0^{d,p} e^{\frac{4T}{r-2p_0}}\right) = 0. \quad (4.22)$$

According to Lemma 4.4 for $p \in (1/2 - \epsilon, 1/2)$,

$$\lim_{d \to +\infty} P\left(\tilde{C}_0^{d,p} \leq e^{C(p)d}\right) = 0 \quad (4.23)$$

for some $C(p) > 0$.

$$P\left(\tilde{C}_T^{d,p} \geq \tilde{C}_0^{d,p} e^{\frac{4T}{r-2p_0}}\right) \leq P\left(\tilde{C}_T^{d,p} \geq \tilde{C}_0^{d,p} e^{\frac{4T}{r-2p_0}} | \tilde{C}_0^{d,p} > e^{C(p)d}\right)$$

$$+ P\left(\tilde{C}_0^{d,p} \leq e^{C(p)d}\right). \quad (4.24)$$
To distinguish the dimension \( d \), we write \( t_j \) and \( \tau^d_j \) as \( t^d_j \) and \( \tau^d_j \). Let

\[
K_d = \left\lfloor \frac{\tilde{C}^d_0 p \left( e^{\frac{4T}{1-2p_0}} - 1 \right)}{2d} \right\rfloor.
\]

Conditioned on \( \tilde{C}^d_0 > e^{C(p)d} \) for each \( d \),

\[
\lim_{d \to +\infty} K_d = +\infty \tag{4.25}
\]

and

\[
P\left( \tilde{C}^d_{-T} \geq \tilde{C}^d_0 p \left( e^{\frac{4T}{1-2p_0}} - 1 \right) \right) \leq P\left( K_d t^d_j \leq T \right) = P\left( \sum_{l=1}^{K_d} \tau^d_l \leq T \right). \tag{4.26}
\]

For \( j \geq 1 \), conditioned on \( \tilde{C}^d_0 \),

\[
E\tau_j^d = \frac{|d(1-2p_0)|}{\tilde{C}^d_0 + 2d(j-1)}.
\]

We choose sufficiently small \( \delta \) such that \( \delta < 0.1 \) and

\[
\log \frac{e^{\frac{4T}{1-2p_0}}}{1 - \delta + \delta e^{\frac{4T}{1-2p_0}}} > \frac{3.9T}{1 - 2p_0}
\]

For \( j \geq 1 \), let

\[
Z^d_j = \begin{cases} 
1 & \text{if } \frac{\tau_j^d}{\tilde{C}^d_0} > 1 - \delta, \\
0 & \text{else}.
\end{cases}
\]

If

\[
\frac{\sum_{l=1}^{K_d} Z^d_l}{K_d} > 1 - \delta,
\]

then

\[
\sum_{l=1}^{K_d} \tau^d_l \geq \sum_{l=\delta K_d}^{K_d} \frac{0.9d(1-2p_0)}{\tilde{C}^d_0 + 2d(l-1)} + o(1)
\]

\[
= (0.45 - 0.9p_0) \sum_{l=\delta K_d}^{K_d} \frac{2d}{\tilde{C}^d_0 + 2d(l-1)} + o(1)
\]

\[
\geq (0.45 - 0.9p_0) \int_{\delta K_d}^{K_d} \frac{1}{t} dt + o(1)
\]

\[
= (0.45 - 0.9p_0) \log \frac{1 - \delta + \delta e^{\frac{4T}{1-2p_0}}}{1 - \delta + \delta e^{\frac{4T}{1-2p_0}}} + o(1)
\]

\[
\geq 1.75T
\]
for sufficiently large $d$.

Therefore, for sufficiently large $d$,

$$P\left(\sum_{i=1}^{K_d} \tau^d_i \leq T\right) \leq P\left(\frac{\sum_{i=1}^{K_d} Z^d_i}{K_d} \leq 1 - \delta\right).$$  \hspace{1cm} (4.27)

By the definition of $\tau_j$,

$$\frac{\tau^d_j}{E\tau^d_j} \leq \frac{1}{d(1-2p_0)} \sum_{i=1}^{d(1-2p_0)} Y^d_i$$

for each $j \geq 1$.

Therefore, according to the law of large numbers,

$$P\left(\frac{\tau^d_j}{E\tau^d_j} > 1 - \delta\right) > 1 - \frac{\delta}{10}$$  \hspace{1cm} (4.28)

for sufficiently large $d$.

Let $\{W_i\}_{i \geq 1}$ be independent and identically distributed random variables with

$$P(W_1 = 1) = 1 - \frac{\delta}{10} = 1 - P(W_1 = 0).$$

By (4.28), for sufficiently large $d$,

$$P\left(\frac{\sum_{i=1}^{K_d} Z^d_i}{K_d} \leq 1 - \delta\right) \leq P\left(\frac{\sum_{i=1}^{K_d} W^d_i}{K_d} \leq 1 - \delta\right).$$  \hspace{1cm} (4.29)

Since $K_d \to +\infty$, according to law of large numbers,

$$\lim_{d \to +\infty} P\left(\frac{\sum_{i=1}^{K_d} W^d_i}{K_d} \leq 1 - \delta\right) = 0$$

and

$$\lim_{d \to +\infty} P\left(\frac{\sum_{i=1}^{K_d} Z^d_i}{K_d} \leq 1 - \delta\right) = 0.$$  \hspace{1cm} (4.30)

(4.22) follows from (4.23), (4.24), (4.26), (4.27) and (4.30). We have shown that Lemma 4.2 follows from (4.22). The proof is finished.
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