LECTURE NOTES ON GENERALIZED MONGE-AMPERE EQUATIONS AND
SUBVARIETIES

GAO CHEN

Abstract. These are the lecture notes for the Morningside Center of Mathematics Geometry
Summer School on August 15-20, 2022. These lectures sketch the results by Yau, Demailly-Paun,
the author, and Datar-Pingali about generalized Monge-Ampère equations and subvarieties and
aim to use these results to study the Hodge conjecture.
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1. Introduction

We begin with Calabi’s conjecture which was solved by Yau [Yau78].

Theorem 1.1 ([Yau78]). Let $(M, J, ω_0, g_0)$ be a Kähler manifold and $f \in C^\infty(M)$ be a function
such that
\[ \int_M e^f ω^n_0 = \int_M ω^n_0. \] (1.1)

Then there exists $φ \in C^\infty(M)$ such that
\[ ω_φ = ω_0 + i∂̄∂φ > 0, \] (1.2)
and
\[ ω^n_φ = e^f ω^n_0. \] (1.3)

Remark 1.2. Conversely, if there exists $φ$ such that
\[ ω^n_φ = e^f ω^n_0, \] (1.4)
then
\[ \int_M e^f ω^n_0 = \int_M ω^n_φ = \int_M ω^n_0. \] (1.5)

Remark 1.3. When $c_1(M) = 0$, we can choose $f$ such that $ω_φ$ induces a Kähler-Ricci-flat metric.
In honor of Calabi and Yau, people call Kähler-Ricci-flat metrics as Calabi-Yau metrics.

This short course aims to generalize this result and use the generalization to study subvarieties.
If $M$ is Kähler, then a subset $V \subset M$ is called an analytic subvariety if, for any $x \in V$, there
exists a neighborhood $U$ such that $x \in U \subset M$ and
\[ V \cap U = \{ f_1 = f_2 = ... = f_N = 0 \} \] (1.6)
for holomorphic functions $f_i$. 

Theorem 1.4 ([Cho49]). If $M$ is projective, then any analytic subvariety is algebraic. In other words, $U$ can be chosen as a Zariski open set, and $f_i$ are polynomials.

Theorem 1.5 (Sard). Singular points on any analytic subvariety $V$ has measure zero, where $p$ is smooth if $T_p V = \mathbb{R}^{\dim V}$ and singular if $p$ is not smooth.

Theorem 1.6 ([LeL57]). Any analytic subvariety $V$ defines a closed positive current.

In the above, a current $\omega$ means that $\int_M \omega \wedge \chi$ formally make sense for all smooth $(p,p)$-forms $\chi$. In particular, any $(n-p,n-p)$-forms determines a current. The integral on smooth points of $V$ also determines a current $[V]$ by

$$\int_M [V] \wedge \chi = \int_{V_{\text{smooth}}} \chi.$$ (1.7)

If $\omega$ is a form, then

$$\int_M d\omega \wedge \chi = \int_M d(\omega \wedge \chi) - \int_M \omega \wedge d\chi = -\int_M \omega \wedge d\chi.$$ (1.8)

This formula also defines $d$ acting on currents. A current $\omega$ is called a closed current if $d\omega = 0$. A $(p,p)$-form $\omega$ is positive if

$$\omega \wedge \beta_1 \wedge \beta_2 \ldots \wedge \beta_{n-p} \wedge \bar{\beta}_{n-p} > 0$$ (1.9)

for any $\beta_i \in \Omega^1(M)$. $\omega$ is called strongly positive if $\omega = \sum_i \beta_{i,1} \wedge \bar{\beta}_{i,1} \ldots \wedge \beta_{i,p} \wedge \bar{\beta}_{i,p}$ for $\beta_{i,j} \in \Omega^1(M)$. It can be proved that for $(1,1)$-forms, strongly positive is the same as positive. We call a current $\omega$ as a positive (strongly positive) current if for any strongly positive (positive) forms, $\int_M \omega \wedge \chi > 0$. In particular, if $\omega$ is a form, then $\omega$ is a positive (strongly positive) current if and only if $\omega$ is a positive (strongly positive) form. See [Dem97] for more details on positive currents and subvarieties.

Lelong’s theorem implies that any analytic subvariety $V$ defines a closed positive current $[V]$. Actually, it can be proved that $[V]$ determines an element in $H^{n-p,n-p}(M, \mathbb{C}) \cap H^{2n-2p}(M, \mathbb{Z})$. One of the seven Clay problems is

Conjecture 1.7 ([Hod52]). If $M$ is a smooth projective manifold, then $H^{n-p,n-p}(M, \mathbb{C}) \cap H^{2n-2p}(M, \mathbb{Z})$ is the $\mathbb{Z}$-span of subvarieties.

Atiyah and Hirzebruch [AH62] proved that Hodge’s original conjecture does not hold. The modified version is the following

Conjecture 1.8 (Hodge, modified version). If $M$ is a smooth projective manifold, then $H^{n-p,n-p}(M, \mathbb{C}) \cap H^{2n-2p}(M, \mathbb{Q})$ is the $\mathbb{Q}$-span of subvarieties.

The goal of this minicourse is to try to generalize the Monge-Ampère equation to study the Hodge conjecture. The first remark is to compare projective manifolds and Kähler manifolds. There is a weaker version on Kähler manifolds:

Conjecture 1.9. If $M$ is a Kähler manifold, then $H^{n-p,n-p}(M, \mathbb{C}) \cap H^{2n-2p}(M, \mathbb{Q})$ is the $\mathbb{Q}$-span of Chern classes of coherent sheaves.

Voisin [Voi02] proved that this weaker version is not true. Therefore, the modified version of the Hodge conjecture is also false on Kähler manifolds. Thus, to prove the Hodge conjecture, it is very important to use the projective condition in an essential way.

The projective condition means that there exists a Kähler form $\omega_0$ such that $[\omega_0] = c_1(L)$ for an ample line bundle $L$. So we expect this $(1,1)$ form to play an important role. Thus, there might be five steps to solve the Hodge conjecture.

1. Relate a $(1,1)$ class with the real span of subvarieties.
2. Relate two $(1,1)$ classes with the real span of subvarieties.
3. Relate an $(1,1)$ class, a $(p,p)$ class with the real span of subvarieties.
(4) Relate a \((p,p)\) class with the real span of subvarieties.
(5) Reduce the real span of subvarieties to the rational span of subvarieties.

For the first step, using Calabi’s conjecture solved by Yau \cite{Yau78}, Demailly and Paun \cite{DP04} proved the following:

**Theorem 1.10 \[(DP04)\].** The space of all Kähler classes is one of the connected components of \(P\) which consists of \((1,1)\)-forms \([\omega]\) such that \(\int_{V_p} \omega^p > 0\) for all \(p\)-dimensional analytic subvariety \(V_p\).

For the second step, the author proved the following:

**Theorem 1.11 \[(Che21)\].** Let \(M^n\) be a Kähler manifolds with Kähler forms \(\chi\) and \(\omega_0\). Let \(c\) be the constant such that

\[
\int_M c_0 \omega_0^n = n \chi \wedge \omega_0^{n-1}.
\]

Then the J-equation

\[
c_0 \omega_\varphi^p = n \chi \wedge \omega_\varphi^{n-1}
\]

is solvable if and only if there exists \(\epsilon > 0\) independent of \(V\) such that

\[
\int_{V_p} c_0 \omega_0^p - p \chi \wedge \omega_0^{p-1} \geq \epsilon (n - p) \int_{V_p} \omega_0^p.
\]

for all analytic subvariety \(V_p\).

Song \cite{Son20} improved this result to allow \(\epsilon\) to depend on \(V\). For the third step, the question is the following:

**Question 1.** Let \(\omega_0\) be a Kähler form. Find out a condition on \((n-k, n-k)\) forms \(\chi_k\) such that

\[
\omega_\varphi^n = \sum_{k=0}^{n-1} \chi_k \wedge \omega_\varphi^k
\]

is solvable if and only if

\[
\int_{V_p} \omega_0^p - \sum_{k=n-p}^{n-1} \frac{k! \cdot p!}{n! (k + p - n)!} \chi_k \wedge \omega_0^{k+p-n} \geq 0
\]

for all subvarieties \(V_p \subset M^n\), with equation if and only if \(V_p = M^n\).

Datar and Pingali \cite{DP21} proved that this is true if \(M\) is projective, and \(\chi_k = c_k \chi^{n-k}\) for a Kähler form \(\chi\) and non-negative but not all 0 constants \(c_k\). The projective condition plays an important role in this result, which is what we hope. Remark that for the deformed Hermitian-Yang-Mills equation, some of \(\chi_k\) are negative. So the best condition should involve \(\chi_k\) as a tuple rather than studying them individually.

For the fourth step, recall that Kleiman \cite{Kle66} proved that if \(M\) is projective, then \([\omega]\) is nef (i.e. \([\omega + t\chi]\) is a Kähler class for all \(t > 0\), where \(\chi\) is another Kähler form.) and only if \(\int_C \omega \geq 0\) for all curves \(C\). The idea is to take the intersection with ample hyperplanes to reduce the dimension of subvarieties. If one can solve the third step, then the next question is

**Question 2.** Let \(M\) be a smooth projective manifold. Then what can we say about a \((p,p)\)-form \(\omega\) such that

\[
\int_V \omega \geq 0
\]

for all \(p\)-dimensional subvariety \(V\)?
If we can solve the fourth step, then by duality, we would have a full understanding of the closure of the real span of $p$-dimensional subvarieties. Then we still need to study the convergence problem to reduce the closure of the real span to the rational span. We also need the cancellation of positive coefficients with negative coefficients. The counterexample by Babaee and Huh [BH17] shows that this cannot be achieved directly by an arbitrary subvariety in a cohomology class. To solve this problem, we may need to find a better representative instead. This may be achieved by studying the locus where the corresponding flow diverges. Then we need to understand the bubble tree structure for the convergence of subvarieties with certain bounds in order to fully understand the cohomology class.

The goal of this minicourse is to sketch the results of Yau [Yau78], Demailly-Paun [DP04], the author [Che21], and Datar-Pingali [DP21], so that students of this minicourse and readers of these lecture notes may make further progress with this approach.

2. Analytic existence theorems

2.1. Introduction. In this section, we sketch the proof of the analytic existence theorem. Recall that Yau [Yau78] proved that $\omega_0^{n-1} > 0$ implies that

$$\omega_0^n = e^f \omega_0^n$$  \hspace{1cm} (2.1)

can be solved as long as the integral is equal to each other. For the J-equation, the following result was proved by the author [Che21] as an improvement of Song-Weinkove’s result [SW08].

**Theorem 2.1.** If

$$c \omega_0^{n-1} - (n-1) \chi \wedge \omega_0^{n-2} > 0,$$  \hspace{1cm} (2.2)

$$f > -\frac{1}{2n} \left( \frac{c}{n} \right)^{n-1},$$  \hspace{1cm} (2.3)

and

$$\int_M f \chi^n = c \int M \omega_0^n - \int_M n \chi \wedge \omega_0^{n-1} \geq 0,$$  \hspace{1cm} (2.4)

then there exists $\omega_\phi = \omega_0 + i \partial \bar{\partial} \phi > 0$ such that

$$c \omega_\phi^{n-1} - (n-1) \chi \wedge \omega_\phi^{n-2} > 0$$  \hspace{1cm} (2.5)

and

$$f \chi^n = c \omega_\phi^n - n \chi \wedge \omega_\phi^{n-1}.$$  \hspace{1cm} (2.6)

To understand the cone condition

$$c \omega_\phi^{n-1} - (n-1) \chi \wedge \omega_\phi^{n-2} > 0,$$  \hspace{1cm} (2.7)

at each point $x \in M$, we write

$$\chi = i \delta_{ij} dz^i \wedge d\bar{z}^j,$$  \hspace{1cm} (2.8)

$$\omega_\phi = i \lambda_i \delta_{ij} dz^i \wedge d\bar{z}^j.$$  \hspace{1cm} (2.9)

Then the cone condition is equivalent to saying that

$$\sum_{i \neq k} \frac{1}{\lambda_i} < c$$  \hspace{1cm} (2.10)

for all $k = 1, 2, ..., n$. The J-equation can be written as

$$\sum_{i=1}^n \frac{1}{\lambda_i} = c,$$  \hspace{1cm} (2.11)

and the twisted version is

$$\sum_{i=1}^n \frac{1}{\lambda_i} + \frac{f}{\prod_{i=1}^n \lambda_i} = c.$$  \hspace{1cm} (2.12)
Remark that the condition on $f$ implies that if

$$
\sum_{i=1}^{n} \frac{1}{\lambda_i} + \frac{f}{\prod_{i=1}^{n} \lambda_i} = c,
$$

and

$$
\sum_{i \neq k} \frac{1}{\lambda_i} \leq c,
$$

then

$$
\sum_{i \neq k} \frac{1}{\lambda_i} < c.
$$

In other words, if we use the continuity method, then the cone condition is preserved along the path. To prove this, if

$$
\sum_{i \neq k} \frac{1}{\lambda_i} \leq c,
$$

then $c \geq \frac{1}{\lambda_k}$. So $\frac{1}{\prod_{i \neq k} \lambda_i} \leq e^{n-1}$. So

$$
c = \sum_{i=1}^{n} \frac{1}{\lambda_i} + \frac{f}{\prod_{i=1}^{n} \lambda_i}
= \frac{1}{\lambda_k} + \sum_{i \neq k} \frac{1}{\lambda_i} + \frac{f}{\prod_{i \neq k} \lambda_i} \frac{1}{\lambda_k}
= \sum_{i \neq k} \frac{1}{\lambda_i} + \frac{1}{\lambda_k} (1 + \frac{f}{\prod_{i \neq k} \lambda_i}).
$$

Since

$$
1 + \frac{f}{\prod_{i \neq k} \lambda_i} > 1 - \frac{1}{2n} \frac{e^{n-1}}{c^{n-1}} > \frac{1}{2},
$$

we see that the cone condition is satisfied.

In Datar-Pingali’s paper [DP21], they proved that there exists a constant $\epsilon > 0$ depending only on dimensions and the classes $[\omega_0], [\chi]$ such that if the cone condition

$$
n\omega_0^{n-1} - \sum_{k=1}^{n-1} c_k k \chi^{n-k} \wedge \omega_0^{k-1} > 0
$$

is satisfied, and $f > -\epsilon$ is a function such that

$$
\int_M f \chi^n = \int_M \omega_0^n - \sum_{k=1}^{n-1} \int_M c_k \chi^{n-k} \wedge \omega_0^k \geq 0,
$$

then there exists $\omega_\varphi = \omega_0 + i \partial \bar{\partial} \varphi > 0$ satisfying the condition and solves the twisted generalized Monge-Ampère equation

$$
f \chi^n = \omega_\varphi^n - \sum_{k=1}^{n-1} c_k \chi^{n-k} \wedge \omega_\varphi^k.
$$

All of the analytic existence theorems were proved using the continuity method. Yau [Yau78] used the path

$$
\omega_\varphi^n = e^{tf} \omega_0^n,
$$

the author [Che21] used the path

$$
\chi_t = t \chi + (1 - t) \frac{c}{n} \omega_0,
$$
and the path
\[ f_t = t \frac{\int_M f \chi^n}{\int_M \chi^n} + (1 - t) f, \] (2.24)
and Datar-Pingali [DP21] used the path
\[ \omega_t^n = t \left( \sum_{k=1}^{n-1} c_k \chi^{n-k} \wedge \omega_t^k + f \chi^n \right) + (1 - t) c_0 \chi^n. \] (2.25)

In all of these cases, they proved that the conditions in the analytic existence theorems such as \( f > -\epsilon \) and the integral conditions are all satisfied, and the cone condition is preserved along the path. So it suffices to prove the openness and an a priori estimate in all of these cases with the cone condition. To prove the openness, Yau’s path [Yau78] is
\[ \omega_{\varphi}(x) = e^{tf} \omega_0^n. \] (2.26)

So
\[ \log(\frac{\omega_{\varphi}}{\omega_0^n}) = tf. \] (2.27)

So
\[ f = tr_{\omega_{\varphi}} \frac{d}{dt} \omega_{\varphi} = \Delta_{\omega_{\varphi}} \frac{d}{dt} \varphi. \] (2.28)

The Laplacian equation can be solved with the integral condition. For the J-equation,
\[ f t \chi_t^n = c \omega_t^n - n \chi_t \wedge \omega_t^{n-1}. \] (2.29)

So
\[ c n \omega_t^{n-1} \wedge \frac{d}{dt} \omega_t - n(n - 1) \chi_t \wedge \omega_t^{n-2} \wedge \frac{d}{dt} \omega_t \] (2.30)
can be written in terms of terms without \( \frac{d}{dt} \omega_t \). The cone condition implies that
\[ c n \omega_t^{n-1} - n(n - 1) \chi_t \wedge \omega_t^{n-2} \] (2.31)
is positive. So it can be proved that this is also an elliptic equation. Thus, the openness is also insured by the integral condition. The cone condition is used in Datar-Pingali’s work [DP21] in a similar way.

2.2. \( L^1 \)-estimate. We use Yau’s method [Yau78] to prove the \( L^1 \)-bound in all of the cases above. As long as \( \omega_0 + i \partial \bar{\partial} \varphi > 0 \),
\[ tr_{\omega_0} (\omega_0 + i \partial \bar{\partial} \varphi) = n + \Delta_{\omega_0} \varphi > 0. \] (2.32)

Assume that \( \int_M \varphi_0^n = 0 \), then there exists a Green function \( G : M \times M \to \mathbb{R} \) such that
\[ \varphi(p) = - \int_M G(p, q) \Delta \varphi(q) dq. \] (2.33)

There exists a constant \( K \) such that \( G \geq -K \), so
\[ \varphi(p) = - \int_M (G(p, q) + K) \Delta \varphi(q) dq \leq n \int_M (G(p, q) + K) dq \leq C. \] (2.34)

In other words, if \( \int_M \varphi_0^n = 0 \), then \( \sup_M \varphi \leq C \). If we define
\[ \tilde{\varphi} = \varphi - \left( \sup_M \varphi + 1 \right), \] (2.35)

then
\[ \sup_M \tilde{\varphi} = -1, \] (2.36)

and
\[ \int_M |\tilde{\varphi}| = \int_M |\tilde{\varphi}| \leq C. \] (2.37)
We can replace $\varphi$ by $\tilde{\varphi}$ so that we can assume that
\[
\sup_M \varphi = -1,
\]
and
\[
\int_M |\varphi| \leq C.
\]
This proves the $L^1$-bound in all the cases.

2.3. $C^0$-$C^2$ bounds. Then we need $C^0$-$C^2$ bounds. In Yau’s paper [Yau78], the equation is
\[
f = \log(\omega^n_{\varphi} \omega_0^n).
\]
So
\[
Df = \omega^{\varphi,ij} D\omega_{\varphi,ij} + \ldots,
\]
and
\[
D^2 f = \omega^{\varphi,ij} D^2 \omega_{\varphi,ij} - \omega^{\varphi,il}(D\omega_{\varphi,kl})\omega^{\varphi,kj}(D\omega_{\varphi,ij}) + \ldots.
\]
The term $\omega^{\varphi,ij} D^2 \omega_{\varphi,ij}$ looks like $\Delta \varphi(\varphi)$. A more detailed calculation in [Yau78] proves that
\[
\Delta \varphi(\varphi) \geq \Delta f + \varphi_{kni} \varphi_{lij} \omega_{\varphi,ik} \omega_{\varphi,jl} - C \left( \sum_{i,j} \frac{1}{1 + \varphi_{ii}} - m^2 \right).
\]
The third order derivative term helps us but we need to cancel the last term. Note that
\[
\Delta \omega_{\varphi} \varphi = \sum_i \frac{\varphi_{ii}}{1 + \varphi_{ii}}
\]
looks like the last term. With the help of the second term, Yau [Yau78] manages to prove that
\[
\Delta \varphi(e^{-A \varphi}(n + \Delta \varphi)) \geq e^{-A \varphi} \left( - C - C(n + \Delta \varphi) + C(n + \Delta \varphi)(\sum_i \frac{1}{1 + \varphi_{ii}}) \right)
\]
for any large enough constant $A$ and a constant $C$ depending on $A$. Let $\lambda_i = 1 + \varphi_{ii}$, then
\[
\left( \sum_i \frac{1}{\lambda_i} \right)^{n-1} \geq C \sum_i \frac{1}{\prod_{k \neq i} \lambda_k} = C \sum_i \frac{\lambda_i}{\prod_k \lambda_k} \geq C(n + \Delta \varphi)
\]
because the equation is that $\prod_k \lambda_k = e^f$. Thus
\[
\Delta \varphi(e^{-A \varphi}(n + \Delta \varphi)) \geq e^{-A \varphi} \left( - C - C(n + \Delta \varphi) + C(n + \Delta \varphi) \frac{e^n}{n-1} \right)
\]
At the maximal point of $e^{-A \varphi}(n + \Delta \varphi)$,
\[
(n + \Delta \varphi) \frac{e^n}{n-1} \leq C(n + \Delta \varphi) + C.
\]
This implies that $n + \Delta \varphi \leq C$ at this point. So
\[
e^{-A \varphi}(n + \Delta \varphi) \leq C e^{-A \inf \varphi}
\]
at this point and therefore at all points on $M$. In other words,
\[
n + \Delta \varphi \leq C e^{A(\varphi - \inf \varphi)}
\]
on $M$ for all large enough $A$ and a constant $C$ depending on $A$. To get the $C^0$ bound, recall that
\[
\Delta \varphi(e^{-A \varphi}(n + \Delta \varphi)) \geq e^{-A \varphi} \left( C(n + \Delta \varphi) - C \right)
\]
using the inequality that
\[
(n + \Delta \varphi) \frac{e^n}{n-1} \geq \frac{1}{e} (n + \Delta \varphi) - C
\]
for all \( \epsilon > 0 \). Moreover,
\[
\int_M e^\varphi (e^{-A\varphi}(n + \Delta \varphi))\omega^n_0 = \int_M \Delta \varphi (e^{-A\varphi}(n + \Delta \varphi))\omega^n_0 = 0. \tag{2.53}
\]
So
\[
0 \geq C \int_M e^{-A\varphi}(n + \Delta \varphi) - C \int_M e^{-A\varphi}. \tag{2.54}
\]
This implies that
\[
\int_M e^{-N\varphi}\Delta \varphi \leq C \int_M e^{-N\varphi}
\]
for all large enough constant \( N \) and a constant \( C \) depending on \( N \). Note that
\[
\Delta e^{-N\varphi} = N^2 e^{-N\varphi}|\nabla \varphi|^2 - N e^{-N\varphi}\Delta \varphi. \tag{2.56}
\]
So
\[
0 = \int_M N^2 e^{-N\varphi}|\nabla \varphi|^2 - \int_M N e^{-N\varphi}\Delta \varphi = 4 \int_M |e^{-N\varphi/2}N/2 \nabla \varphi|^2 - \int_M N e^{-N\varphi}\Delta \varphi. \tag{2.57}
\]
This implies that
\[
\int_M |\nabla e^{-N\varphi/2}|^2 \leq \frac{N}{4} \int_M e^{-N\varphi}\Delta \varphi \leq C \int_M e^{-N\varphi}. \tag{2.58}
\]
If there exists a large enough constant \( N \) and a sequence \( \varphi_i \) depending on \( N \) such that \( \int_M e^{-N\varphi_i} \to \infty \). Let \( \tilde{\varphi}_i = \varphi_i - c_i \) such that \( \int_M e^{-N\tilde{\varphi}_i} = 1 \). Then \( ||e^{-N\tilde{\varphi}_i/2}||_{W^{1,2}} \leq C \). This implies that after taking a subsequence, \( e^{-N\tilde{\varphi}_i/2} \to F \) in \( L^2 \)-norm to a function \( F \) such that \( ||F||_{L^2} = 1 \). However, for any \( \lambda > 0 \),
\[
Vol(e^{-N\tilde{\varphi}_i} > \lambda) = Vol(\varphi > \frac{\log \lambda}{N} + \frac{1}{N} \log \int_M e^{-N\varphi_i}) \leq \frac{\int_M |\varphi_i|}{\frac{\log \lambda}{N} + \frac{1}{N} \log \int_M e^{-N\varphi_i}} \to 0. \tag{2.59}
\]
So \( F = 0 \), this is a contradiction. Thus, we have proved that \( \int_M e^{-N\varphi} \leq C \) for any large enough constant \( N \) and a constant \( C \) depending on \( N \).

Recall that
\[
-n \leq \Delta \varphi \leq -n + Ce^{A(\varphi - \inf \varphi)} \leq Ce^{-\inf \varphi}. \tag{2.60}
\]
By Schauder’s estimate,
\[
\sup_M |\nabla \varphi| \leq C \int_M |\varphi| + Ce^{-A\inf \varphi} \leq C_1 e^{-A\inf \varphi}. \tag{2.61}
\]
So on a ball with center achieving \( \inf \varphi \) and radius \( C_1^{-1} e^{A\inf \varphi}(-\inf \varphi)/2 \), we have
\[
\inf \varphi \leq \varphi \leq \inf \varphi/2. \tag{2.62}
\]
So
\[
C \geq \int_M e^{-N\varphi} \geq Ce^{-N\inf \varphi/2}(C-1 e^{A\inf \varphi})^n(-\inf \varphi^n). \tag{2.63}
\]
If we choose \( N >> A \), then \( |\inf \varphi| \leq C \). This implies that
\[
0 \leq n + \Delta \varphi \leq C. \tag{2.64}
\]

Now we consider the J-equation as in [SW08] and [Che21]. Yau’s proof takes second derivatives of the equation. In our case, the twisted version is that
\[
\omega^i_\varphi \chi_{ij} + \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} = c. \tag{2.65}
\]
So
\[
-\omega^i_\varphi (\omega_{\varphi, mk}) \omega^m_\varphi \chi_{ij} - \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} \omega^i_\varphi \omega_{\varphi, ij} = \ldots \tag{2.66}
\]
Thus, if we define
\[ \tilde{\Delta} u = \omega_i^j u_{mij} \omega_{\varphi}^{mji} \chi_{ij} + f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} \omega_i^j u_{ij}, \]
then we can write \( \tilde{\Delta}(\nabla \varphi) \) as lower order terms. If we take one more derivative, then a long calculation in [Che21] based on [SW08] shows that
\[ \tilde{\Delta}(\log tr\chi \omega_\varphi) \geq -C. \]
Recall that Yau [Yau78] used \( e^{-A \varphi (n+\Delta \varphi)} = e^{-A \varphi} tr\omega_\varphi \omega_{\varphi}. \) In our case, note that \( C^{-1} \omega_0 \leq \chi \leq C \omega_0 \) and we use
\[ \log(e^{-A \varphi} tr\chi \omega_\varphi) = \log tr\chi \omega_\varphi - A \varphi \]
instead. We have
\[ \tilde{\Delta}(\log tr\chi \omega_\varphi - A \varphi) \geq -C - A \tilde{\Delta} \varphi. \]
Thus, for any \( \epsilon > 0, \) if we choose \( A \) large enough depending on \( \epsilon, \) then at the maximal point of \( \log tr\chi \omega_\varphi - A \varphi, \) \( \tilde{\Delta} \varphi \geq -C/A = -\epsilon. \) Note that
\[ \tilde{\Delta} \varphi = \omega_i^j (\omega_{\varphi, ml} - \omega_0, ml) \omega_{\varphi}^{mji} \chi_{ij} + f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} \omega_i^j (\omega_{\varphi, ij} - \omega_{0, ij}). \]
At the maximal of \( \log tr\chi \omega_\varphi - A \varphi, \) we diagonalize \( \omega_{0, ij} = \delta_{ij} \) and \( \omega_{\varphi, ij} = \mu_i \delta_{ij}. \) Then
\[ - \epsilon \leq \sum_i \frac{\chi_{ii}}{\mu_i} - \sum_i \frac{\chi_{ii}}{\mu_i^2} + f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} \sum_i (1 - \frac{1}{\mu_i}). \]
We want to complete the square for \( \sum_i \frac{\chi_{ii}}{\mu_i} - \sum_i \frac{\chi_{ii}}{\mu_i^2}, \) so we see that
\[ \begin{align*}
- \epsilon & \leq - \sum_i \frac{\chi_{ii}}{\mu_i^2} + 2 \sum_i \left( \frac{\chi_{ii}}{\mu_i} - \frac{\chi_{kk}}{\mu_k} \right) - \sum_i \frac{\chi_{ii}}{\mu_i} + f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} \sum_i (1 - \frac{1}{\mu_i}) \\
& = \sum_{i \neq k} \left( - \frac{\chi_{ii}}{\mu_i^2} + 2 \sum_i \frac{\chi_{ii}}{\mu_i} - \frac{\chi_{kk}}{\mu_k} \right) - \sum_i \frac{\chi_{ii}}{\mu_i} + f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} \sum_i (1 - \frac{1}{\mu_i}) \\
& \leq \sum_{i \neq k} \chi_{ii} - \frac{\chi_{kk}}{\mu_k} + 2 \sum_i \frac{\chi_{kk}}{\mu_k} - c + f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} (1 + \sum_i (1 - \frac{1}{\mu_i})).
\end{align*} \]
We have used the equation that
\[ c = \sum_i \frac{\chi_{ii}}{\mu_i} + f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}}. \]
The cone condition for \( \omega_0 \) implies that \( \sum_{i \neq k} \chi_{ii} < c. \) Since \( M \) is compact, we can choose \( \epsilon \) such that \( \sum_{i \neq k} \chi_{ii} < c - 2\epsilon. \) Then
\[ \epsilon \leq - \frac{\chi_{kk}}{\mu_k} + 2 \sum_i \frac{\chi_{kk}}{\mu_k} + f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} (1 + \sum_i (1 - \frac{1}{\mu_i})). \]
If
\[ f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\varphi, \alpha \beta}} (1 + \sum_i (1 - \frac{1}{\mu_i})) \geq \epsilon/2, \]
then the cone condition for \( \omega_\varphi \) implies that \( \sum_{i \neq k} \frac{\chi_{ii}}{\mu_i} < c, \) we see that \( 1 - \frac{1}{\mu_i} \leq C \) for all \( i. \) So
\[ |1 + \sum_i (1 - \frac{1}{\mu_i})| \leq C. \]
We also know that $|f| \leq C$, so $\frac{\det \chi_{\alpha \beta}}{\det \omega_{\phi, \alpha \beta}} \geq 1/C$ for another constant $C$. Since the eigenvalue for $\chi_{\alpha \beta}^{i} \omega_{\phi, kj}$ is bounded from below by the cone condition on $\omega_{\phi}$ and the product is bounded, we see that all the eigenvalues are bounded from above. This implies a bound on $tr \chi \omega_{\phi}$.

If

$$ f \frac{\det \chi_{\alpha \beta}}{\det \omega_{\phi, \alpha \beta}} (1 + \sum_{i} (1 - \frac{1}{\mu_i})) \leq \epsilon/2, \quad (2.78) $$

then

$$ \epsilon/2 \leq -\frac{\lambda_{kk}}{\mu_k^2} + 2 \frac{\chi_{kk}}{\mu_k}. \quad (2.79) $$

This also implies a bound on $\mu_k$ and therefore a bound on $tr \chi \omega_{\phi}$ at this point.

In conclusion, we have proved that for all large enough $A$, at the maximal point of $\log tr \chi \omega_{\phi} - A \phi$, $tr \chi \omega_{\phi} \leq C$. So log $tr \chi \omega_{\phi} - A \phi \leq C - A \inf \phi$ at this point and therefore at all points on $M$.

$$ n + \Delta \phi \leq C tr \chi \omega_{\phi} \leq C e^{A(\phi - \inf \phi)}. \quad (2.80) $$

This estimate is similar to the estimate in Yau [Yau78].

In the next step, recall that Yau [Yau78] used $e^{\omega_0} = \omega_{\phi}^{n/2}$. This is not true in this case. However,

$$ \int_{M} |\nabla e^{-N \phi/2}|^2 = \frac{N}{4} \int_{M} e^{-N \phi} \Delta \phi \leq CN e^{-A \inf \phi} \int_{M} e^{-N \phi + A \phi} \quad (2.81) $$

is still true for any $N > 0$. In particular, we can start with $N = A + \alpha$, where $\alpha$ is Tian’s $\alpha$-invariant, which means that $\int_{M} e^{-\alpha \phi} \leq C$ for the normalization $\sup_{M} \phi = -1$. We can choose a sequence of $N$ and use the Moser iteration to show that

$$ e^{-A \inf \phi} = \lim_{p \to \infty} \|e^{-A \phi}\|_{L^p} \leq C e^{-A \inf \phi(1-\mu)}(\int_{M} e^{-\alpha \phi})^{\mu A/\alpha} \quad (2.82) $$

for a constant $\mu \in (0,1)$. This implies a bound on $e^{-A \inf \phi}$, which means a bound on $||\phi||_{C^{0}}$. Moreover, $0 \leq n + \Delta \phi \leq C$ for a constant $C$.

In Datar-Pingali’s paper [DP18], they used a different strategy, following the approach by Székelyhidi [Szek18]. Their $C^{0}$ estimate used the Alexandrov-Bakelmann-Pucci maximum principle.

**Theorem 2.2** (Alexandrov-Bakelmann-Pucci maximum principle). Let $v$ be a smooth function on $B(1) \subset \mathbb{R}^{m}$ such that

$$ v(0) + \epsilon \leq \inf_{\partial B(1)} v \quad (2.83) $$

for a constant $\epsilon > 0$. Let $P$ be the set

$$ \{x \in B(1), |Dv(x)| < \frac{\epsilon}{2}, v(y) \geq v(x) + Dv(x) \cdot (y-x), \forall y \in B(1)\}, \quad (2.84) $$

then there exists a constant $C > 0$ such that

$$ C e^{m} \leq \int_{P} \det(D^2v). \quad (2.85) $$

In [Szek18] and [DP21], assume that $\sup \phi = -1$, $\int_{M} |\phi| \leq C$, and $\inf \phi = \varphi(0)$ in local coordinates. Define $v = \varphi + \epsilon |z|^2$ for a constant $\epsilon$ be to determined. If $x \in P$, then $D^2v \geq 0$. So

$$ \det(D^2v) \leq 2^{2m} \det(v_{ij}). \quad (2.86) $$

In the above, $D^2v \in \mathbb{R}^{m \times m}$ for $m = 2n$, and $v_{ij} \in \mathbb{C}^{n \times n}$. The condition $D^2v > 0$ implies that $\varphi_{ij} \geq -\epsilon \delta_{ij}$. Think about a special case such that $\chi$, $\omega_{0}$, $\omega_{\phi}$ are all diagonalizable, $\chi_{ij} = \delta_{ij}$, $\omega_{0,ij} = \lambda_{i} \delta_{ij}$, and $\omega_{\phi,ij} = \mu_{i} \delta_{ij}$, then the cone condition for $\omega_{0}$ implies that

$$ \sum_{i \neq k} \frac{1}{\lambda_{i}} < c - \epsilon'. \quad (2.87) $$
The condition \( \varphi_{ij} \geq -\epsilon \delta_{ij} \) implies that \( \mu_i \geq \lambda_i - \epsilon \). The J-equation is that \( \sum_i \frac{1}{\mu_i} = c \), so

\[
\frac{1}{\mu_k} = c - \sum_{i \neq k} \frac{1}{\mu_i} \geq c - \sum_{i \neq k} \frac{1}{\lambda_i - \epsilon} \geq \frac{c'}{2} \tag{2.88}
\]

if we choose \( \epsilon \) small enough. This implies that \( \mu_k \leq C \) in this special case. In general, a slightly more complicated argument show that \( |v_{ij}| \leq C \) on \( P \). Now we apply the Alexandrov-Bakelmann-Pucci maximum principle to get

\[
C \epsilon^{2n} \leq \int_P \det(D^2 v) \leq 2^n \int_P \det(v_{ij}) \leq CVol(P). \tag{2.89}
\]

Note note

\[
v(0) \geq v(x) + Dv(x) \cdot (0 - x) \geq v(x) - \epsilon \tag{2.90}
\]

for all \( x \in P \). So

\[
\varphi(x) \leq \inf \varphi + \frac{\epsilon}{2} \tag{2.91}
\]

for all \( x \in P \). This implies that

\[
C \epsilon^{2n} \leq CVol(P) \leq \frac{C}{\inf \varphi + \frac{\epsilon}{2}} \leq \frac{C}{\inf \varphi + \frac{\epsilon}{2}}. \tag{2.92}
\]

So \( |\inf \varphi| \leq C \). In other words, we have proved that \( ||\varphi||_{C^0} \leq C \).

Then we consider the \( C^2 \)-estimate. For the Monge-Ampère equation, we used \( e^{-A\varphi}tr\omega_0 \omega_\varphi \). For the J-equation, we used \( -A\varphi + \log(tr\chi_\varphi) \). In [Szé18] and [DP21], they used the function

\[
G = \log \lambda_1 + \phi(|\nabla \varphi|^2) + \psi(\varphi), \tag{2.93}
\]

where \( \lambda_1 \) is the largest eigenvalue of \( \chi^{i\bar{j}} \omega_{\bar{j}k}, \)

\[
\phi(t) = -\frac{1}{2} \log(1 - \frac{t}{2K}), \tag{2.94}
\]

\[
K = \sup |\nabla \varphi|^2 + 1, \tag{2.95}
\]

and

\[
\psi(t) = -2At + \frac{At^2}{2} \tag{2.96}
\]

for parameters \( A, \tau \) determined in the proof. The calculation is more complicated, but they manage to prove that at the maximal point of \( G, \lambda_1 \leq CK \). Then \( \max G \leq C + \log(K) \) by the \( C^0 \)-bound on \( \varphi \) as well as the bounds on \( \psi \). This then implies that

\[
\log \lambda_1 \leq C + \log(K) \tag{2.97}
\]

on \( M \), which is equivalent to

\[
|\varphi_{ij}| \leq C + C\lambda_1 \leq C + CK \leq C(1 + \sup |\nabla \varphi|^2). \tag{2.98}
\]

We will then run the contradiction argument with this bound as in Collins, Jacob, and Yau’s paper [CJY20].

If \( K_i = \sup |\nabla \varphi|^2 \to \infty \), then we define

\[
\tilde{\varphi}_i(z) = \varphi_i(\frac{z}{K_i}). \tag{2.99}
\]

Then \( |\nabla \tilde{\varphi}_i| \leq 1 \) and \( |\nabla \tilde{\varphi}_i(0)| = \sqrt{\frac{K_i-1}{K_i}} \). The condition \( i\partial \bar{\partial} \varphi_i \geq -\omega_0 \) implies that \( i\partial \bar{\partial} \tilde{\varphi}_i \geq -\frac{\omega_0}{K_i} \).

We also have that \( |\tilde{\varphi}| \leq C \) and \( |\partial \bar{\partial} \tilde{\varphi}| \leq C \). The \( C^0 \) bound, \( C^1 \) bound and a bound on \( |\partial \bar{\partial} \varphi| \) implies that a subsequence of \( \tilde{\varphi}_i \) converges to \( \varphi_\infty \) in \( C^{1,\alpha}_{loc} \). Then we need to take the limit of \( i\partial \bar{\partial} \tilde{\varphi}_i \geq -\frac{\omega_0}{K_i} \) to say that \( i\partial \bar{\partial} \varphi_\infty \geq 0 \) in some weak sense and then try to get a contradiction. There are several ways to define the weak sense.
**Definition 2.3.** If \( \varphi \) is an \( L^1 \)-function on \( B(1) \), then we define \( i\partial\bar{\partial}\varphi \geq 0 \) in the sense of distribution if and only if for all strongly positive \((n-1, n-1)\) smooth form \( \xi \),

\[
\int_{M} i\partial\bar{\partial}\varphi \wedge \xi = \int_{M} \varphi \wedge i\partial\bar{\partial}\xi \geq 0.
\] (2.100)

**Definition 2.4.** We choose a cut-off function \( \rho \geq 0 \) with \( \text{supp}\rho = B(1) \), \( \int_{\mathbb{C}^n} \rho = 1 \) and define

\[
\rho_\epsilon(z) = \frac{1}{\epsilon^{2n}} \rho\left( \frac{z}{\epsilon} \right).
\] (2.101)

If \( \varphi \) is an \( L^1 \)-function on \( B(1) \subset \mathbb{C}^n \), then we define the smoothing \( \varphi_\epsilon \) of \( \varphi \) by

\[
\varphi_\epsilon(x) = \int_{M} \varphi(y) \rho_\epsilon(x-y)dy.
\] (2.102)

Then \( \varphi_\epsilon \to \varphi \) in \( L^1 \). We say that \( i\partial\bar{\partial}\varphi \geq 0 \) in the sense of smoothing if and only if \( i\partial\bar{\partial}\rho_\epsilon \geq 0 \) for all \( \epsilon > 0 \).

**Proposition 2.5.** If \( i\partial\bar{\partial}\varphi \geq 0 \) in the sense of distribution if and only if \( i\partial\bar{\partial}\varphi \geq 0 \) in the sense of smoothing.

**Proof.** \( i\partial\bar{\partial}\varphi \geq 0 \) in the sense of smoothing, then for any strongly positive \((n-1, n-1)\) smooth form \( \xi \),

\[
\int_{M} i\partial\bar{\partial}\varphi \wedge \xi = \int_{M} \varphi \wedge i\partial\bar{\partial}\xi = \lim_{\epsilon \to 0} \int_{M} \varphi_\epsilon \wedge i\partial\bar{\partial}\xi = \lim_{\epsilon \to 0} \int_{M} i\partial\bar{\partial}\varphi_\epsilon \wedge \xi \geq 0.
\] (2.103)

Conversely, if \( i\partial\bar{\partial}\varphi \geq 0 \) in the sense of distribution, then

\[
\int_{M} i\partial_x\bar{\partial}_x\varphi_\epsilon(x) \wedge \xi(x) = \int_{M} \varphi_\epsilon(x) \wedge i\partial_x\bar{\partial}_x\xi(x) = \int_{M} \int_{M} \varphi(x-y) \wedge i\partial_x\bar{\partial}_x\xi(x))\rho_\epsilon(y)dy \geq 0.
\] (2.104)

By the pointwise duality of strongly positive and positive forms, we see that \( i\partial\bar{\partial}\varphi_\epsilon \geq 0 \).

2.4. **Higher derivative bound.** In all of the above cases, we have proved bounds on \(|\varphi|\) and \(|i\partial\bar{\partial}\varphi|\). Standard elliptic regularity implies bounds on \(|\nabla\varphi|\).

For the real Monge-Ampère equation \( \det u_{ij} = 1 \) on \( \mathbb{R}^n \), Calabi proved the \( C^3 \)-estimate [Cal70]. For the complex Monge-Ampère equation

\[
\omega^n = e^f \omega^*_0,
\] (2.105)

Yau [Yau78] generalized Calabi’s \( C^3 \)-estimate [Cal70] by defining

\[
S = \omega^n_\varphi \omega^{kl}_\varphi \omega^{mn}_\varphi \varphi_{ilm} \varphi_{jkn}.
\]

Yau proved that

\[
\Delta \varphi(S + A\Delta \varphi) \geq CS - C
\] (2.106)

for a constant \( A \). At the maximal point of \( S + A\Delta \varphi \leq C \). Also other points because of the bound on \( \Delta \varphi \). This implies a bound on \( S \). So \( [\varphi_{ij}]_{C^0} \leq C \). Higher derivative bounds then follow Scauder’s estimate.
In general, we use Evans-Krylov’s estimate to get \[ \phi_i \bar{\phi}_j \leq C \] and then apply Scauder’s estimate to get higher derivative bounds. Evans-Krylov’s estimate for the equation \( \Phi(\phi_i \bar{\phi}_j) = 0 \) requires \( |\phi| \leq C, |\nabla \phi| \leq C, |\phi_i \bar{\phi}_j| \leq C \), the uniform ellipticity \( C^{-1} \leq \frac{\partial \Phi}{\partial A_{ij}} \leq C \), and concavity \( \frac{\partial^2 \Phi}{\partial A_{ij} \partial A_{kl}} \leq 0 \), which is equivalent to \( \Phi(tB + (1-t)A) \geq t\Phi(B) + (1-t)\Phi(A) \).

For the Monge-Ampère equation, \( \Phi = \log(\lambda_1...\lambda_n) \), so \( \frac{\partial \Phi}{\partial \lambda_i} = \frac{1}{\lambda_i} \), and \( \frac{\partial^2 \Phi}{\partial \lambda_i \lambda_j} = -\frac{1}{\lambda_i^2} \delta_{ij} \).

The derivatives on matrices involve a chain rule, but the required properties are true. For the J-equation, \( \Phi = -\sum_i \frac{1}{\lambda_i} \), so \( \frac{\partial \Phi}{\partial \lambda_i} = \frac{1}{\lambda_i^2} \), and \( \frac{\partial^2 \Phi}{\partial \lambda_i \lambda_j} = -\frac{2}{\lambda_i^3} \delta_{ij} \).

The condition can be verified similarly, even with the twisted term \( \prod_i \lambda_i \). The twisted equation in [DP21] is more complicated but is similar.

3. Existence theorems and subvarieties

Now we start to understand Demailly-Paun’s theorem [DP04] to see how subvarieties come in. We start with several definitions.

**Definition 3.1.** If \( \omega_t > 0 \) are smooth Kähler forms and \( [\omega_t] \to [\omega_0] \), then we say that \( [\omega_0] \) is a nef class.

**Definition 3.2.** We \( [\omega_0] \) big if and only if \( \int_M \omega_0^n > 0 \).

It suffices to prove that any nef and big class \( [\omega_0] \) is a Kähler class if \( \int_{V^p} \omega_0^p \geq 0 \) for all analytic subvariety \( V^p \subset M^n \). If we just take the weak limit of \( \omega_t \), then \( [\omega_0] \) contains a positive current (in the sense of distribution). A key proposition is the following:

**Proposition 3.3** ([DP04]). Any nef and big class \( [\omega_0] \) contains a Kähler current \( \omega_\varphi = \omega_0 + i\partial \bar{\partial} \varphi \) for an \( L^1 \) potential \( \varphi \). If \( \chi \) is a background Kähler form, then we say \( \omega_\varphi \) a Kähler current if there exists \( \epsilon > 0 \) such that \( \omega_\varphi - \epsilon \chi \) is still a positive current.
Proof. The key point is to get the extra $\epsilon$ using the nef and big condition. They used Yau’s solution to the Calabi conjecture in this process. Firstly assume that $V^p \subset M^n$ is a smooth subvariety locally given by $z_1 = \ldots = z_{n-p} = 0$. Then we define

$$\chi_{\epsilon,\delta} = \chi + \epsilon \cdot \iota \bar{\partial} \log \left( \sum_i |z_i^2| + \delta \right) \geq \frac{1}{2} \chi$$ (3.1)

locally and then glue them together. If we fix a sufficiently small $\epsilon$ and let $\delta \to 0$, then because $(\iota \bar{\partial} \log (\sum_{i=1}^{n-p} |z_i^2|))^{n-p}$ is a constant multiple of the Dirac delta function at 0 on $\mathbb{C}^{n-p}$, we can get

$$\lim_{\delta \to 0} \chi_{\epsilon,\delta}^{n-p}|_V = \epsilon'[V]$$ (3.2)

for $\epsilon' > 0$. In other words, if $T_\mu(V)$ is the tubular neighborhood of $V$ with radius $\mu$, then

$$\lim_{\mu \to 0 \delta \to 0} \int_{T_\mu(V)} \chi_{\epsilon,\delta}^{n-p} \wedge \xi = \epsilon' \int_V \xi$$ (3.3)

for all $(p,p)$-form $\xi$. Then we use the nef condition $\omega_0 > 0$, the big condition

$$\lim_{t \to 0} \int_M \omega_t^n \to \int_M \omega_0^n > 0,$$ (3.4)

and Yau’s solution $\text{Yau78}$ to the Calabi conjecture to get a smooth Kähler form $\omega_{t,\epsilon,\delta} = \omega_t + \iota \bar{\partial} \varphi_{t,\epsilon,\delta}$ such that

$$\omega_{t,\epsilon,\delta} = c_t \chi_{\epsilon,\delta}$$ (3.5)

for a constant $c_t$ such that

$$\int_M \omega_t^n = c_t \int_M \chi_n.$$ (3.6)

Then we should also expect that

$$\lim_{\delta \to 0} \omega_{t,\epsilon,\delta}^{n-p}|_V = \epsilon''[V]$$ (3.7)

for another constant $\epsilon'' > 0$. To see this, let $\lambda_1 > \ldots > \lambda_n$ be eigenvalues of $\chi_{\epsilon,\delta}^{i\partial \bar{\partial} \omega_{t,\epsilon,\delta},ij\bar{k}}$ and $E$ be the set $\lambda_1 \ldots \lambda_p \geq \frac{1}{\delta'}$. Then

$$C \geq \int_M \omega_{t,\epsilon,\delta}^p \wedge \chi_{\epsilon,\delta}^{n-p} \geq \int_E \lambda_1 \ldots \lambda_p \chi_{\epsilon,\delta}^{n-p} \geq \frac{1}{\delta'} \int_E \chi_{\epsilon,\delta}^{n-p}.$$ (3.8)

So

$$\int_E \chi_{\epsilon,\delta}^{n-p} \wedge \chi^{p} \leq 2^p \int_E \chi_{\epsilon,\delta}^{n-p} \leq C \delta' \to 0$$ (3.9)

as $\delta' \to 0$. If we choose $\delta'$ small enough and use the condition that

$$\lim_{\delta \to 0} \chi_{\epsilon,\delta}^{n-p}|_V = \epsilon'[V],$$ (3.10)

then the limit

$$\lim_{\mu \to 0 \delta \to 0} \int_{T_\mu(V) \cap E^c} \chi_{\epsilon,\delta}^{n-p} \wedge \chi^p \geq C \epsilon'.$$ (3.11)

On the set $E^c$, we have $\lambda_1 \ldots \lambda_p < \frac{1}{\delta'}$, which implies that $\lambda_{p+1} \ldots \lambda_n > C \delta'$. So

$$\lim_{\mu \to 0 \delta \to 0} \int_{T_\mu(V) \cap E^c} \omega_{t,\epsilon,\delta}^{n-p} \wedge \chi^p \geq C C \delta' \lim_{\mu \to 0 \delta \to 0} \int_{T_\mu(V) \cap E^c} \chi_{\epsilon,\delta}^{n-p} \wedge \chi^p \geq C \epsilon''^2.$$ (3.12)

This implies the required estimate

$$\lim_{\delta \to 0} \omega_{t,\epsilon,\delta}^{n-p}|_V = \epsilon''[V].$$ (3.13)

by the Skoda-El Mir extension theorem and support theorems. See $\text{Dem97}$ for more details.
Now we apply this argument to $M \times M$ and $V$ be the diagonal $D$. Then
\[
\lim_{\delta \to 0} \omega_{t,\epsilon,\delta}^n|_D = \epsilon''[D].
\] (3.14)
and $\omega_{t,\epsilon,\delta} > 0$. If we consider the current
\[
\lim_{t \to 0} \lim_{\delta \to 0} (\pi_1)_*(\omega_{t,\epsilon,\delta}^n \wedge \pi_2^* \chi),
\] (3.15)
then the term $\epsilon''[D]$ provides the extra $\epsilon' \chi$ and the remaining part is still a positive current. This provides the required Kähler current. □

Once we have the Kähler current, then we can use the Bergmann approximation. Roughly speaking, we define
\[
||f||_{L^2_k \varphi} = \int |f|^2 e^{-2k\varphi}
\] (3.16)
for a large enough integer $k$. The condition that $\omega_\varphi$ is a Kähler current in some sense implies a curvature condition and therefore, a vanishing theorem for the obstruction to extending local holomorphic functions. This implies that
\[
\frac{1}{2k} i\partial \bar{\partial} \log(\sum_i |f_i|^2)
\] (3.17)
is an approximation to $i\partial \bar{\partial} \varphi$, where $f_i$ is an orthonormal basis of holomorphic functions using the $L^2_{k\varphi}$ norm. The actual statement involves a gluing argument and the additional $\epsilon \chi$ cancels the error terms. Remark that the Bergman approximation is still not a smooth form because $V = \{f_i = 0\}$ may not be empty. However, $V$ is a subvariety with $dim V < dim M$. Recall that the condition is that $\int_Y \omega_\varphi^n > 0$ for all subvariety $Y \subset M^n$. This condition is also satisfied by $|\omega_0||_V$. Thus, if $V$ is smooth and if we use the induction on $dim M$, then there exists a smooth Kähler form
\[
\omega_V = \omega_0 + i\partial \bar{\partial} \varphi_V
\] (3.18)
near $V$. We can take
\[
\omega_0 + i\partial \bar{\partial} \max\{\varphi_V, \frac{1}{2k} i\partial \bar{\partial} \log(\sum_i |f_i|^2)\}
\] (3.19)
to get the required smooth Kähler form on $M$, where
\[
\max\{f, g\} = \int_{-\infty}^{\infty} \max\{f - t, g\} \rho_\epsilon(t)dt
\] (3.20)
is the regularized maximum function for a smooth function $\rho_\epsilon$ supported on $[-\epsilon, \epsilon]$. Remark that $\max\{f, g\} = f$ if $f > g + \epsilon$, $\max\{f, g\} = g$ if $f < g - \epsilon$, and $\max\{f, g\}$ is smooth if $f$ and $g$ are smooth. Finally, if $V$ is not smooth, we use Hironaka’s resolution of singularity to get smooth submanifolds.

We have sketched the results in Demailly-Paun’s paper [DP04]. Then we consider the J-equation as in [Che21]. The first problem is that we can not talk about “positive” current in the sense of distribution, because
\[
c\omega_\varphi^{n-1} - (n-1)\omega_\varphi^{n-2} \wedge \chi
\] (3.21)
is not well-defined for unbounded $\varphi$. To solve this problem, we define the cone condition
\[
c\omega_\varphi^{n-1} - (n-1)\omega_\varphi^{n-2} \wedge \chi > 0
\] (3.22)
in the sense of smoothing. With this definition, we can use a similar argument to concentrate the mass on the diagonal of $M \times M$ and then push down the limit current. It can be proved that if $\omega_t$ are smooth forms that satisfy the cone condition for all $t > 0$ and $|\omega_t| \to |\omega_0|$, then there exists $\epsilon > 0$ such that $\omega_0 - \epsilon \chi$ contains a current which satisfies the cone condition in the sense of smoothing.
For the generalized Monge-Ampère equation, however, this argument fails. In fact,
\[ \log(\lambda_1...\lambda_{2n}) = \log(\lambda_1...\lambda_n) + \log(\lambda_{n+1}...\lambda_{2n}), \] (3.23)
and
\[ \sum_{i=1}^{2n} \frac{1}{\lambda_i} = \sum_{i=1}^{n} \frac{1}{\lambda_i} + \sum_{i=n+1}^{2n} \frac{1}{\lambda_i}, \] (3.24)
but
\[ \sigma_k(\{ \frac{1}{\lambda_i} \}_{i=1}^{2n}) \neq \sigma_k(\{ \frac{1}{\lambda_i} \}_{i=1}^{n}) + \sigma_k(\{ \frac{1}{\lambda_i} \}_{i=n+1}^{2n}). \] (3.25)
So the two components of \( M \times M \) do not behave well for the generalized Monge-Ampère equation. To solve this issue, Datar and Pingali [DP21] use the projective condition. They concentrate the mass on a very ample divisor to get the additional \( \epsilon \chi \).

The next question is: when are the smoothings of \( \phi \) in different local coordinates close to each other? The answer is that this is true if the Lelong number \( \nu(x) \) is small. A Theorem by Siu [Siu74] shows that for any \( \epsilon > 0 \), the set \( V_\epsilon = \{ \nu(x) > \epsilon \} \) is an analytic subvariety. Then we can use the condition on the integral on subvarieties, the induction on \( dimM \) and Hironaka’s resolution of singularity to get a smooth potential function near \( V_\epsilon \) satisfying the cone condition. Then we glue this function with the smoothing of \( \varphi \) in local coordinates to get a smooth potential function satisfying the cone condition. This process requires the additional \( \epsilon \chi \) obtained in the previous step. Remark that there is a technical issue in this step which makes the results in [Che21] slightly weaker. This technical issue has been solved by Song [Son20], Datar, and Pingali [DP21].

Finally, as in [BK07], let us understand the Lelong number in more detail. If \( \varphi \) is a plurisubharmonic on \( \mathbb{C}^n \) (i.e. \( i\partial\bar\partial\varphi \geq 0 \) in the sense of distribution or equivalently, in the sense of smoothing), then we define
\[ \hat{\varphi}_\delta(x) = \max_{B_\delta(x)} \varphi. \] (3.31)
This is a convex function in log $\delta$. So the function

$$\nu(x, \delta) = \frac{\hat{\varphi}_{\delta}(x) - \hat{\varphi}_{r}(x)}{\log \delta - \log r}$$

(3.32)

is non-decreasing in log $\delta$. The limit $\lim_{\delta \to 0} \nu(x, \delta)$ is called the Lelong number of $\varphi$ at $x$. Using the convexity,

$$\frac{\hat{\varphi}_{\delta}(x) - \hat{\varphi}_{\delta/2}(x)}{\log \delta - \log(\delta/2)} < \nu(x, \delta).$$

(3.33)

So

$$|\hat{\varphi}_{\delta}(x) - \hat{\varphi}_{\delta/2}(x)| < \log 2 \cdot \nu(x, \delta).$$

(3.34)

If we have two coordinates $U_i, U_j$, then

$$B^i(x, C^{-1}\delta) < B^i(x, \delta) < B^i(x, C\delta)$$

(3.35)

So $\hat{\varphi}_{\delta}(x)$ are close to each other if the Lelong number is small. Next, we need to compare the smoothing $\varphi_{\delta}(x)$ with $\hat{\varphi}_{\delta}(x)$. We define

$$\hat{\varphi}_{\delta}(x) = \frac{\int_{\partial B_{\delta}(x)} \varphi}{Vol(\partial B_{\delta}(x))}.$$

(3.36)

Then

$$\varphi_{\delta}(x) = \frac{1}{C} \int_{0}^{\delta} r^{2n-1} \hat{\varphi}_{r}(x) \rho_{\delta}(r) dr.$$  

(3.37)

We use the Poisson kernel to get

$$0 \leq \hat{\varphi}_{\delta}(x) - \hat{\varphi}_{\delta}(x) \leq \frac{3^{2n-1}}{2n-2}(\hat{\varphi}_{\delta}(x) - \hat{\varphi}_{\delta/2}(x)) \leq C\nu(x, \delta).$$

(3.38)

Then

$$0 \leq \hat{\varphi}_{\delta}(x) - \varphi_{\delta}(x)$$

$$= \frac{1}{C} \int_{0}^{\delta} r^{2n-1}(\hat{\varphi}_{\delta}(x) - \hat{\varphi}_{r}(x)) \rho_{\delta}(r) dr$$

$$\leq C\nu(x, \delta) + \frac{1}{C} \int_{0}^{\delta} r^{2n-1}(\hat{\varphi}_{\delta}(x) - \hat{\varphi}_{r}(x)) \rho_{\delta}(r) dr$$

$$\leq C\nu(x, \delta).$$

(3.39)
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