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Abstract. Currently, artificial neural networks (ANN) are used to solve the following complex problems: pattern recognition, speech recognition, complex forecasts and others. The main applications of ANN are decision making, pattern recognition, optimization, forecasting, data analysis. This paper presents an overview of applications of ANN in construction industry, including energy efficiency and energy consumption, structural analysis, construction materials, smart city and BIM technologies, structural design and optimization, application forecasting, construction engineering and soil mechanics.

1 Introduction

The construction industry has a lot of separate automated solutions from the design process to logistics and planning, but often these information systems are incompatible with each other, which is a limitation for creating effective machine learning and artificial intelligence systems. And that is why the digital transformation of processes in construction is expressed rather weakly in comparison with other industries. The potential of solutions based on artificial intelligence can be realized only through the integration of all sources of heterogeneous data [1].

The concept of neural network appeared in the fifties of the twentieth century. In 1943, Warren McCulloch and Walter Pitts published an article [2] which first described a mathematical model of a neural network.

In 1949, neuropsychologist Donald Hebb published the book [3] in which the first working learning algorithm for artificial neural networks was proposed.

In 1962 Frank Rosenblatt, based on his lectures, published the book [4], in which an attempt is made to give a rigorous mathematical theory of construction to the functioning of artificial "nerve networks" ("neurodynamic") and provides extensive material on already conducted and planned experiments with "perceiving" and "cognitive" systems, united under the general name "perceptron".

However, in 1969, a former fellow student of Rosenblatt Marvin Minsky and Seymour Papert published the book [5], in which they presented rigorous mathematical proof that the perceptron is not capable of learning in most interesting cases. As a result of the adoption of ideas and conclusions of the book by M. Minsky and S. Papert, work on neural networks was curtailed in many scientific centers and funding was substantially cut.

In 1974, Paul Verbos developed a back-propagation error algorithm, which is still used today for training artificial neural networks. Since 1985, John Hopfield has been offering the world his vision of the design and operation of a neural network that is capable of solving certain types of problems. It is the work of John Hopfield that once again fuels the serious interest of the world community in artificial neural networks. In the 90s of the last century, the algorithm for the back propagation of errors was significantly developed, due to which Minsky's former criticism regarding network inoperability was finally refuted. Today, ANN is the main subsection of machine learning.

2 Artificial neural networks

Artificial neural network (ANN) - a mathematical model, as well as its software or hardware implementation, built on the principle of organization and functioning of biological neural networks - networks of nerve cells of a living organism.

Currently, neural networks are used to solve the following complex problems: pattern recognition, speech recognition, complex forecasts.

The topic of the use of neural networks in various fields of human activity is extremely popular at the present time. This can easily be confirmed by the statistics of scientific publications on this topic (Fig. 1).

So, for example, in the Scopus database in 1986 there are two publications on the topic of ANN, in 2018 - 12,253 publications.
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Many methods and methodologies based on the application of ANN are used in the construction industry for optimization, control, problems of identification and forecasting [1, 6-95].

3 Applying ANN in construction

This article provides an overview of the application of ANN in the construction industry, including energy efficiency and energy consumption, structural analysis, construction materials, smart city and BIM technologies, structural design and optimization, application forecasting, construction engineering and soil mechanics.

3.1 Energy efficiency and energy consumption

Neural network technologies are widely used in tasks related to energy efficiency and energy consumption in buildings [6-23]. First of all, ANN are used in the tasks of forecasting the loads on heating and cooling systems, electricity consumption and analysis of energy consumption [6,8,11,12,14,17,18,19].

Neural networks are also used to study the thermal insulation properties of materials, the thermal and heat insulation property of building wall [7,10].

Neural networks are used in tasks heating, ventilation and air conditioning [14, 21-23], for example for analysis and optimization of control systems of HVAC [23] and for rapidly predict non-uniform indoor pollutant concentration [21].

3.2 Construction Materials

The use of neural networks in building materials to predict the characteristics of building materials, for example, for studying the effect of two types of materials including micro-silica and also calcium inosilicate minerals on the compressive strength of mortars [24], for estimating the volumetric water content in different times and positions during the water imbibition inside the porous building materials [25], for predicting performance of lightweight concrete with granulated expanded glass and ash aggregate [26], for designing the composition of cement stabilized rammed earth [27], for studying on adiabatic temperature rise reflecting hydration degree of concrete [28], for predicting the compressive strength of cement-based materials exposed to sulfate attack [29], for prediction of chloride diffusion in cement mortar [30], etc. [31,32].

Neural networks are used to predict corrosion. [33,34,35].

Neural networks are also used to study the fire resistance of building materials, for example [36,37,38,39].

3.3 Safety in construction

In addition to studying the fire resistance of building materials, neural networks are also used in other areas of construction safety, such as safety assessment of megaprojects [40], evacuation tasks [41], forecasting the safety of building structures [42], prevention various injuries at construction sites [43] and others [44].

3.4 Soil mechanics

ANN are widely used in the study of soil vibrations and earthquakes [45-53].

In particular, neural networks are used for predictive tunneling-induced ground movements in tunneling projects [48], for evaluating the effectiveness of mitigating ground vibration with dual or two trenches [45], for predicting the effectiveness of geofoam-filled trenches to mitigate ground vibration [47], for predicting the ground settlement along railways induced by an excavation [46], assessment of free-field vibrations due to railway traffic [51], for reliability-based cost optimization of seismically isolated structures [49] and others.

3.5 Construction cost estimate

One of the important aspects of construction is prediction of the behavior of the investment project model in construction at each stage of the life cycle. Neural networks have found application in the tasks of performance prediction of construction projects at different stages of projects and cost estimation in construction, predicting the quantity of materials for constructions and production rate [54-63].

3.6 Smart city

In smart house systems, neural networks are used for security systems, equipment control systems (heating, water supply, ventilation, light), reminder systems, monitoring and evaluation systems for objects, identification systems, etc. [64-70].

Neural networks are also used as part of urban planning and for the analysis of aerial photographs in the interests of urban economy and construction [71-72], in waste management systems [73-74].

3.7 BIM

The creation of information models spans all the time from the ideological concept of the project to the completion of operation and demolition of the building. Neural networks are also used in tasks related to BIM, such as creating model for spatial planning of site and building [75], multiLOD modeling approach for the early phases of building design [76], macro BIM cost analyzes [77], researching on individual thermal comfort [78] and others.

3.8 Structural analysis

Quite widespread neural networks are found in tasks of Structural analysis, such as: assessment of concrete strength and performance of concrete structures [79-83],...
reinforced concrete structures [84], assessment of damage states of steel structures [85], assessment of various loads [86-88], etc.

In addition to the above areas, neural networks are also used in problems of hydraulics, robotics, construction machines, in the problems of detecting various defects (for example, cracks), etc. [89-95]

4. Conclusions

All the tasks that neural networks can solve are somehow related to learning. Among the main applications of neural networks are decision making, pattern recognition, optimization, forecasting, data analysis.

In many areas of construction, such tasks are present.

The classical methods of statistical forecasting, recognition, classification are competitors to neural networks. Therefore, where tasks are already being solved by these competing methods, the use of neural networks is also possible, with virtually no need to reformulate or set the task in any other way. And due to the greater flexibility of neurotechnologies, the results may turn out to be much better.
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