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Abstract—For uplink large-scale MIMO systems, minimum mean square error (MMSE) algorithm is near-optimal but involves matrix inversion with high complexity. In this paper, we propose to exploit the Gauss-Seidel (GS) method to iteratively realize the MMSE algorithm without the complicated matrix inversion. To further accelerate the convergence rate and reduce the complexity, we propose a diagonal-approximate initial solution to the GS method, which is much closer to the final solution than the traditional zero-vector initial solution. We also propose a approximated method to compute log-likelihood ratios (LLRs) for soft channel decoding with a negligible performance loss. The analysis shows that the proposed GS-based algorithm can reduce the computational complexity from $O(K^3)$ to $O(K^2)$, where $K$ is the number of users. Simulation results verify that the proposed algorithm outperforms the recently proposed Neumann series approximation algorithm, and achieves the near-optimal performance of the classical MMSE algorithm with a small number of iterations.
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I. INTRODUCTION

M ultiple-input multiple-output (MIMO) technology has been successfully applied to many communication systems, such as the 4th generation (4G) cellular system LTE-A [1], IEEE 802.11n wireless LAN system [2], etc. It is widely recognized as a promising key technology for future wireless communications [3]. Unlike the traditional small-scale MIMO (e.g., at most 8 antennas in LTE-A), large-scale MIMO, which equips a very large number of antennas (e.g., 128 antennas or even more) at the base station (BS) to simultaneously serve multiple user equipments (UEs), is recently proposed [4]. It has been theoretically proved that large-scale MIMO can achieve orders of increase in spectrum and energy efficiency [5].

However, realizing the attractive benefits of large-scale MIMO in practice faces some challenging problems, one of which is the practical signal detection algorithm in the uplink [6] due to the increased multi-user interferences. The optimal detector is the maximum likelihood (ML) detector, but its complexity increases exponentially with the number of transmit antennas, which makes it impractical for large-scale MIMO systems. Some non-linear detection algorithms such as fixed-complexity sphere decoding (FSD) [7] and tabu search (TS) [8] are proposed to achieve close-optimal performance with reduced complexity. However, their complexity is still unaffordable when the dimension of the MIMO systems is large or the modulation order is high (e.g., 128 antennas at the BS with 64 QAM modulation). To make a tradeoff between the performance and complexity, one can resort to low-complexity linear detection algorithms such as zero-forcing (ZF) and minimum mean square error (MMSE) with near-optimal performance for uplink multi-user large-scale MIMO systems [6], but these algorithms involve unfavorable matrix inversion with high complexity. Recently, the Neumann series approximation algorithm was proposed to convert the matrix inversion into a series of matrix-vector multiplications [9] to reduce the complexity. However, only marginal reduction in complexity can be achieved.

In this paper, we propose a low-complexity near-optimal signal detection algorithm based on the Gauss-Seidel (GS) method [10] for large-scale MIMO systems. Firstly, based on the special property that the MMSE filtering matrix of large-scale MIMO systems is Hermitian positive definite, we propose a low-complexity signal detection algorithm, which utilizes GS method to iteratively realize the MMSE estimate without matrix inversion. Then, based on the fact that the MMSE filtering matrix is diagonally dominant for uplink large-scale MIMO systems, we propose to use the diagonal component of the MMSE filtering matrix to obtain a diagonal-approximate initial solution to the GS method, which can accelerate the convergence rate. After that, we propose a approximated method to calculate the channel gain and the noise-plus-interference (NPI) variance for log-likelihood ratios (LLRs) computation, which also utilizes the diagonal dominant property of the MMSE filtering matrix. We verify through simulation results that the proposed GS-based algorithm with
the approximated method for LLRs computation can attain the near-optimal performance of the classical MMSE algorithm with a small number of iterations. To the best of our knowledge, this work is the first one to utilize the GS method for signal detection in uplink large-scale MIMO systems.

The rest of the paper is organized as follows. Section II briefly introduces the system model. Section III specifies the proposed low-complexity signal detection algorithm based on the GS method. The simulation results of the bit-error rate (BER) performance are shown in Section IV. Finally, conclusions are drawn in Section V.

Notation: We use lower-case and upper-case boldface letters to denote vectors and matrices, respectively; $(\cdot)^T$, $(\cdot)^H$, $(\cdot)^{-1}$, and $|\cdot|$ denote the transpose, conjugate transpose, matrix inversion, and absolute operators, respectively; $\text{Re}\{\cdot\}$ and $\text{Im}\{\cdot\}$ denote the real part and imaginary part of a complex number, respectively; Finally, $I_N$ represents the $N \times N$ identity matrix.

II. System Model

We consider a uplink large-scale MIMO system employing $N$ antennas at the BS to simultaneously serve $K$ selected single-antenna UEs for communications, where we usually have $N \gg K$, e.g., $N = 128$ and $K = 16$ have been considered in [11]. The parallel transmitted bit streams from $K$ different users are first separately encoded by the channel encoder, and then mapped to constellation symbols by taking values from a energy-normalized modulation constellation $\mathcal{Q}$. Let $s$ denote the $K \times 1$ transmitted signal vector containing the transmitted symbols from all $K$ users, and $\mathbf{H} \in \mathbb{C}^{N \times K}$ denote the flat Rayleigh fading channel matrix whose entries are independent and identically distributed (i.i.d.) with zero mean and unit variance [5]. Then the $N \times 1$ received signal vector $\mathbf{y}$ at the BS can be presented as

$$\mathbf{y} = \mathbf{Hs} + \mathbf{n}, \quad (1)$$

where $\mathbf{n}$ is a $N \times 1$ additive white Gaussian noise (AWGN) vector whose entries follow $\mathcal{CN}(0, \sigma^2)$.

The task of multi-user signal detection at the BS is to estimate the transmitted signal vector $\hat{s}$ from the received noisy signal vector $\mathbf{y}$ (note that the channel matrix $\mathbf{H}$ can be usually obtained through time-domain and/or frequency-domain training pilots [12], [13]). The estimate of the transmitted signal vector $\hat{s}$ achieved by the MMSE linear detection algorithm can be presented as

$$\hat{s} = (\mathbf{H}^H\mathbf{H} + \sigma^2\mathbf{I}_K)^{-1}\mathbf{H}^H\mathbf{y} = \mathbf{W}^{-1}\bar{\mathbf{y}}, \quad (2)$$

where $\bar{\mathbf{y}} = \mathbf{H}^H\mathbf{y}$ can be interpreted as the matched-filter output of $\mathbf{y}$, and the MMSE filtering matrix $\mathbf{W}$ is denoted by

$$\mathbf{W} = \mathbf{G} + \sigma^2\mathbf{I}_K, \quad (3)$$

where $\mathbf{G} = \mathbf{H}^H\mathbf{H}$ presents the Gram matrix. After the estimation of the transmitted signal vector, the soft information LLRs can be extracted from the estimated results for soft-input channel decoding. Let $\mathbf{E} = \mathbf{W}^{-1}\mathbf{G}$ denote the equivalent channel matrix and $\mathbf{U} = \mathbf{W}^{-1}\mathbf{H}(\mathbf{W}^{-1}\mathbf{H})^H = \mathbf{W}^{-1}\mathbf{GW}$. Then, by combining (1) and (2), the MMSE estimate $\hat{s}$ can be rewritten as $\hat{s} = \mathbf{E}\hat{s} + \mathbf{W}^{-1}\mathbf{H}\mathbf{n}$. The estimate of the transmitted symbol for the $k$th user (i.e., the $k$th element of $\hat{s}$) can be presented as $\hat{s}_k = \mu_k\hat{s}_k + \nu_k$, where $\hat{s}_k$ denotes the $k$th element of the transmitted signal vector $s$, $\mu_k = E_{kk}$ is the equivalent channel gain, and $\nu_k^2 = \sum_{m \neq k} |E_{mk}|^2 + U_{kk}\sigma^2$ denotes the NPI variance, $E_{mk}$ and $U_{mk}$ present the element of matrix $\mathbf{E}$ and $\mathbf{U}$ in the $m$th row and $k$th column, respectively. Then the max-log approximated LLR $L_{k,b}$ of bit $b$ for the $k$th user can be obtained by [14]

$$L_{k,b} = \gamma_k \left( \min_{q \in S_b^0} \frac{|\hat{s}_k - q|}{\mu_k} - \min_{q' \in S_b^1} \frac{|\hat{s}_k - q'|}{\mu_k} \right)^2, \quad (4)$$

where $\gamma_k = \mu_k^2/\nu_k^2$ is the signal-to-interference-plus-noise ratio (SINR) for the $k$th user, $S_b^0$ and $S_b^1$ are the sets containing the symbols from the modulation constellation $\mathcal{Q}$, where the $b$th bit of the symbol is 0 and 1, respectively. It has been proved that MMSE linear detection algorithm is near-optimal for uplink multi-user large-scale MIMO systems [6]. However, the MMSE algorithm inevitably involves complicated matrix inversion $\mathbf{W}^{-1}$ to achieve the MMSE estimate, the channel gain, and the NPI variance, all of which are required to calculate the final LLRs for soft-input channel decoding. The computational complexity of matrix inversion is $O(K^3)$, which is high since $K$ is usually large in uplink large-scale MIMO systems [11].

III. Low-complexity Soft-output Signal Detection For Uplink Large-scale MIMO

In this section, We first propose a low-complexity signal detection algorithm which utilizes GS method to iteratively realize the MMSE estimate without matrix inversion. To further accelerate the convergence rate and reduce the complexity, we also propose a diagonal-approximate initial solution to the GS method. Then we propose a approximated method to compute the channel gain and the NPI variance for LLRs computation, which does not need to compute the exact matrix inversion. Finally, the complexity analysis of the proposed GS-based algorithm is provided to show its advantages over conventional algorithms.

A. Signal detection algorithm based on Gauss-Seidel method

For uplink large-scale MIMO systems, the channel matrix $\mathbf{H}$ is column full-rank and column asymptotically orthogonal [6], which guarantees that the MMSE filtering matrix $\mathbf{W}$ is Hermitian positive definite. This special property inspires us to exploit the GS method [10] to iteratively solve (2) without matrix inversion. The GS method is used to solve the $N$-dimension linear equation $\mathbf{Ax} = \mathbf{b}$, where $\mathbf{A}$ is the $N \times N$ Hermitian positive definite matrix, $\mathbf{x}$ is the $N \times 1$ solution vector, and $\mathbf{b}$ is the $N \times 1$ measurement vector. Unlike the traditional method that directly computes $\mathbf{A}^{-1}\mathbf{b}$ to obtain $\mathbf{x}$, the GS method can iteratively solve the equation $\mathbf{Ax} = \mathbf{b}$ with low complexity. Since the MMSE filtering matrix $\mathbf{W}$ is also Hermitian positive definite as mentioned above, we can decompose $\mathbf{W}$ as

$$\mathbf{W} = \mathbf{D} + \mathbf{L} + \mathbf{L}^H, \quad (5)$$
where \( D \), \( L \), and \( L^H \) denote the diagonal component, the strictly lower triangular component, and the strictly upper triangular component of \( W \), respectively. Then we can explicate the GS method to estimate the transmitted signal vector \( s \); below
\[
s^{(i)} = (D + L)^{-1}(\tilde{y} - L^H s^{(i-1)}), \quad i = 1, 2, \ldots
\]
where \( i \) is the number of iterations, and \( s^{(0)} \) denotes the initial solution which will be discussed later in Section II. Since \( (D + L) \) is a lower triangular matrix, we can obtain \( s^{(i)} \) with low complexity as will be addressed in Section III.

D. It is worth noting that the proposed GS-based algorithm converges for any initial solution since the MMSE filter matrix \( W \) is Hermitian positive definite. Therefore, a faster convergence rate can be achieved by the proposed diagonal-approximate initial solution addressed later in Section II. Since \( (D + L) \) is a lower triangular matrix, we can obtain \( s^{(i)} \) with low complexity as will be addressed in Section III.

B. Diagonal-approximate initial solution

Traditionally, due to no priori information of the final solution is available, the initial solution \( s^{(0)} \) in (6) is set as a zero-vector, which is simple but usually far away from the final solution. Although the initial solution doesn’t influence the convergence, it plays an important role in the convergence rate and affects both computational complexity and detection accuracy when the number of iterations is limited. In this subsection, we propose a diagonal-approximate initial solution to the GS-based algorithm to achieve a faster convergence rate.

For uplink large-scale MIMO systems, the channel matrix \( H \) is asymptotically orthogonal when \( N \gg K \), so we have
\[
\frac{h_m^H h_k}{N} \to 0, \quad m \neq k, \quad m, k = 1, 2, \ldots, K,
\]
where \( h_m \) denotes the \( m \)th column vector of the channel matrix \( H \). This indicates that the MMSE filtering matrix \( W = H^H H + \sigma^2 I_k \) is diagonally dominant for uplink large-scale MIMO systems. Based on this principle, we can conclude that the matrix \( W^{-1} \) is also diagonally dominant. Fig. 1 shows the normalized entries of the matrix \( W^{-1} \) for different values of \( N \) when \( K \) is fixed to 16, where \( W_{mk}^{-1} \) and \( W_{max}^{-1} \) denote the \( mn \)th row and \( k \)th column entry and the maximum entry of \( W^{-1} \), respectively. We can observe that the domination of the diagonal elements of \( W^{-1} \) becomes more obvious with the increasing value of \( N/K \), and the difference between the diagonal matrix \( D^{-1} \) and the non-diagonal matrix \( W^{-1} \) becomes smaller. This special property inspires us to utilize \( D^{-1} \) to approximate \( W^{-1} \) with small error. Then, the initial solution \( s^{(0)} \) in (6) can be approximately selected as
\[
s^{(0)} = D^{-1} \tilde{y}.
\]

Substituting (6), (10), and (11) into (4), we can obtain the exact max-log LLRs for soft-input channel decoding.

C. Approximated method to compute LLRs

1) Exact method: Although the GS-based algorithm is originally designed to obtain the MMSE estimate \( \hat{s} \), it can also be utilized to obtain the estimate of the matrix inversion \( W^{-1} \). Combining (2) and (6), we set \( \tilde{y} = e_m \) where \( e_m \) denotes the \( m \)th column vector of the channel matrix \( H \). Then, the estimated MMSE filtering matrix \( W^{-1} \) in the \( i \)th iteration can be achieved by
\[
\left( \tilde{W}_{inv}^{(i)} \right)^{(i)} = (D + L)^{-1} \left( I_N - L^H \hat{W}_{inv}^{(i-1)} \right), \quad i = 1, 2, \ldots
\]

Then, by replacing the matrix \( W^{-1} \) by the estimated matrix \( \tilde{W}_{inv}^{(i)} \), we have \( \hat{E}^{(i)} = \tilde{W}_{inv}^{(i)} G \) and \( \hat{U}^{(i)} = \tilde{W}_{inv}^{(i)} G \tilde{W}_{inv}^{(i)} \), and the equivalent channel gain \( \tilde{v}_{kk}^{(i)} \) and NPI variance \( \tilde{v}_{kk}^{(i)} \) achieved by the GS-based algorithm in the \( i \)th iteration can be presented as
\[
\tilde{v}_{kk}^{(i)} = \hat{E}_{kk}^{(i)},
\]

Substituting (6), (10), and (11) into (4), we can obtain the exact max-log LLRs for soft-input channel decoding.

2) Approximated method: The exact method above can compute the exact max-log LLRs to produce a good BER performance, but it inevitably involves the calculation of \( \tilde{W}_{inv}^{(i)} \), which requires \( K \) times of the GS method with the complexity \( O(K^2) \) for each time. Therefore, although the proposed GS-based algorithm can obtain the MMSE estimate \( \hat{s} \) with low complexity \( O(K^2) \), the exact method to compute
LLRs still suffer from the complexity as high as $O(K^3)$. To solve this problem, we propose an approximated method inspired by [15] to calculate the channel gain and NPI variance for LLRs computation, which can avoid the complex matrix inversion.

Since $\mathbf{W}^{-1}$ is diagonal dominant for uplink large-scale MIMO systems as we have verified in Section III-B, we utilize the diagonal matrix $\mathbf{D}^{-1}$ to approximate $\mathbf{W}^{-1}$ with small error [9], [14], [15]. Then the approximated channel gain $\hat{\mu}_k$ and the approximated NPI variance $\hat{v}_k^2$ can be achieved as

$$\hat{\mu}_k = \tilde{E}_{kk},$$

$$\hat{v}_k^2 = \sum_{m \neq k} |\tilde{E}_{mk}|^2 + \tilde{U}_{kk}\sigma^2,$$

where $\tilde{E} = \mathbf{D}^{-1}\mathbf{G}$ and $\tilde{U} = \mathbf{D}^{-1}\mathbf{GD}^{-1}$. Substituting (12), and (13) in (4), we can obtain the approximated LLRs. Since $\mathbf{D}^{-1}$ is a diagonal matrix, the computation of $\tilde{E}$ and $\tilde{U}$ involves low complexity. Besides, since MMSE estimate $\hat{s}$ can be obtained without matrix inversion, the overall computational complexity to compute LLRs can be significantly reduced as will be quantified in the following subsection.

It is worth pointing out that the method proposed in [15] also utilizes $\mathbf{D}^{-1}$ to approximate $\mathbf{W}^{-1}$, but it simplifies the LLRs computation by first computing a conjugate gradient matrix with low complexity, which is then used to compute LLRs, while our method directly utilizes $\mathbf{D}^{-1}$ to obtain LLRs.

D. Computational complexity analysis

Since both the MMSE algorithm and the proposed GS-based algorithm need to compute the Gram matrix $\mathbf{G} = \mathbf{H}\mathbf{H}^H$ (or equivalently $\mathbf{W} = \mathbf{G} + \sigma^2\mathbf{I}_K$) and the matched-filter output $\bar{y}$, we focus on the complexity of the LLRs computation, and evaluate it in terms of the required number of (complex) multiplications $[16]$. It can be found from (4) that the computational complexity of the proposed GS-based algorithm to obtain LLRs comes from three parts:

1) The first one comes from the diagonal-approximate initial solution (8) addressed in Section III-B, which involves the computation of $\mathbf{D}^{-1}$ and a multiplication of the $K \times K$ diagonal matrix $\mathbf{D}^{-1}$ and the $K \times 1$ vector $\bar{y}$. Therefore the required number of complex multiplications is $2K$.

2) The second one originates from solving the linear equation (6). Considering the definition of $\mathbf{D}$ and $\mathbf{L}$ in (5), the solution can be presented as

$$s_m^{(i)} = \frac{1}{w_{mm}}(\bar{y}_m - \sum_{k < m} W_{mk}s_k^{(i)} - \sum_{k > m} W_{mk}s_k^{(i-1)}),$$

where $s_m^{(i)}$, $s_m^{(i-1)}$, and $\bar{y}_m$ denote the $m$th element of $s^{(i)}$, $s^{(i-1)}$, and $\bar{y}$, respectively, and $W_{mk}$ denotes the element of $\mathbf{W}$ in the $m$th row and $k$th column. It is clear that the required number of complex multiplications to compute $s^{(i)}_m$ is $K$. Since there are $K$ elements in vector $s^{(i)}$, solving the equation (6) requires $iK^2$ times of complex multiplications.

3) The third one is from the computation of channel gain and NPI variance. It can be found from (12) and (13) that for the proposed approximated method to compute LLRs, it requires to calculate two parts, i.e., all the elements of the matrix $\tilde{E}$ and the diagonal elements of the matrix $\tilde{U}$. Due to $\tilde{E} = \mathbf{D}^{-1}\mathbf{G}$, and the diagonal matrix $\mathbf{D}^{-1}$ has been obtained when we use the diagonal-approximate initial solution, the required number of complex multiplications of the first part is $K^2$. For the second part, we only need the diagonal elements of the matrix $\tilde{U}$, which can be presented as $\tilde{U}_{kk} = D_{kk}^{-2}G_{kk}$ for $k = 1, 2, \ldots, K$, where $D_{kk}^{-2}$ and $G_{kk}$ denote the $k$th diagonal element of $\mathbf{D}^{-1}$ and $\mathbf{G}$, respectively. Thus, the required number of complex multiplications of the second part is as small as $2K$.

To sum up, the overall required number of complex multiplications by the proposed GS-based algorithm is $(i + 1)K^2 + 4K$, so the computational complexity is $O(K^2)$ for arbitrary number of iterations.

Fig. 2 compares the complexity of the Neumann-based algorithm [13] and the proposed GS-based algorithm, whereby the MMSE algorithm with Cholesky decomposition is also included as a baseline for comparison [14]. Note that all these three algorithms utilize the approximated method to compute the LLRs as described in Section III-C. It shows that the Neumann-based algorithm has lower complexity than the MMSE algorithm with Cholesky decomposition when $i \leq 3$, especially when $i = 2$ with the complexity $O(K^3)$. However, when $i \geq 4$, the complexity of the Neumann-based algorithm is $O((i-2)K^3)$ [14], which is even higher than that of the MMSE algorithm. Since usually large value of $i$ is required to ensure the final approximation performance as will be verified later by simulation results in Section V, the reduction in complexity achieved by the Neumann-based algorithm is marginal. By contrast, since $K$ is usually large for large-scale MIMO systems (e.g., $K = 16$ in [6]), we can observe that...
the proposed GS-based algorithm can evidently reduce the complexity from $O(K^3)$ to $O(K^2)$ for arbitrary number $\alpha$ iterations. Even for $i = 2$, the proposed algorithm enjoys lower complexity than the Neumann-based algorithm. Moreover, as shown in Fig. 2, the proposed GS-based algorithm will lead to more significant reduction in complexity when the dimension of MIMO system becomes larger, which means that the proposed algorithm with low complexity is quite suitable for large-scale MIMO systems.

Additionally, we can observe from (14) that the computation of $s_m^{(i)}$ utilizes $s_k^{(i)}$ for $k = 1, 2, \cdots, m - 1$ in the current $i$th iteration and $s_l^{(i-1)}$ for $l = m + 1, m + 2, \cdots, K$ in the previous $(i - 1)$th iteration. This characteristic of the GS method will lead to the GS-based algorithm hard to be parallelized however it can bring two other benefits. Firstly, after $s_m^{(i)}$ has been obtained, we can use it to overwrite $s_m^{(i-1)}$ which is useless in the next computation of $s_{m+1}^{(i)}$. Consequently, only one storage vector of size $K \times 1$ is required; Secondly, when $i$ increases, the solution to (6) becomes closer to the final MMSE estimate $\hat{s}$. Thus, $s_m^{(i)}$ can exploits the elements of $s_k^{(i)}$ for $k = 1, 2, \cdots, m - 1$ that have already been computed in the current iteration to produce more reliable result than the conventional algorithm, which only utilizes all the elements of $s^{(i-1)}$ in the previous iteration. Thus, a faster convergence rate can be expected, and the required number of iterations to achieve a certain estimate accuracy becomes smaller. Based on these facts, the overall complexity of the proposed algorithm can be reduced further.

IV. SIMULATION RESULTS

The simulation results of BER performance against the signal-to-noise ratio (SNR) are provided to compare the GS-based algorithm with the recently proposed Neumann-based algorithm [14]. The BER performance of the classical MMSE algorithm with Cholesky decomposition is also included as the benchmark for comparison. In all simulations, we consider the modulation scheme of 64 QAM, and the rate-1/2 industry standard convolutional code with [133, 171] polynomial. A the receiver, LLRs are extracted from the detected signal for soft-input Viterbi decoding. Note that the SNR is defined as the receiver [14].

Firstly, we consider the uncorrelated Rayleigh fading channel. Fig. 3 shows the BER performance comparison between the GS-based algorithm with the exact method and the approximated method to compute LLRs, when $N \times K = 128 \times 16$. Note that $i$ denotes the number of iterations and we choose the diagonal-approximate initial solution. We can observe that compared to the exact method to compute LLRs involving high complexity, the proposed approximated method can achieve a satisfying performance when the number of iterations $i$ is relatively large (e.g., $i \geq 3$). For example, when $i = 3$, the difference between the exact method and the approximated method is within 0.1 dB.

Fig. 4 compares the BER performance between the GS-based algorithm with the conventional zero-vector initial solution and the proposed diagonal-approximate initial solution, when $N \times K = 128 \times 16$ and the approximated method to compute LLRs is employed. It is clear that the proposed diagonal-approximate initial solution can accelerate the convergence rate. When $i = 3$, the GS-based algorithm with diagonal-approximate initial solution has almost the same performance as that with the conventional zero-vector initial solution when $i = 4$, which means the overall complexity of the proposed algorithm can be reduced further.

Fig. 5 shows the BER performance comparison between the conventional Neumann-based algorithm [13] and the proposed GS-based algorithm, when $N \times K = 128 \times 16$. Note that we choose the diagonal-approximate initial solution and the proposed approximated method to compute LLRs for the GS-based algorithm. It is clear that with the increased number of iterations, the BER performance of both algorithms be-
Performance of the Neumann-based algorithm also improves with the increasing value of $N$, it still suffers a non-negligible performance loss, which further verifies that the proposed GS-based algorithm outperforms the conventional Neumann-based algorithm in large-scale MIMO systems. More importantly, we can also observe from Fig. 6 that the proposed GS-based algorithm is near-optimal compared to the optimal ML algorithm, since when $N \gg K$ (e.g., $N/K = 8$) the performance of the GS-based algorithm with $i = 4$ is close to that of the optimal ML algorithm.

Finally, as the spatial correlation of MIMO channels plays a crucial role in the performance of realistic MIMO systems, we show in Fig. 7 how the channel correlation affects the performance of the proposed GS-based algorithm. Note that we adopt the exponential correlation model described in [17], and $\xi$ (0 $\leq$ $\xi$ $\leq$ 1) denotes the correlated factor between two adjacent antennas. We can observe that the performance of the classical MMSE algorithm degrades when the channel correlation becomes serious, which is consistent with the theoretical analysis in [17], and the GS-based algorithm can still converge to the MMSE algorithm without obvious performance loss. However, the required number of iterations by the proposed GS-based algorithm to converge becomes larger with an increasing value of $\xi$ (e.g., $i = 7$ when $\xi = 0.5$, but $i = 10$ when $\xi = 0.7$), which means more serious channel correlation will lead to slower convergence rate. However, the GS-based algorithm can still enjoy a lower complexity than the Neumann-based algorithm and the MMSE algorithm with Cholesky decomposition.

V. CONCLUSIONS

In this paper, by fully exploiting the special characteristics of uplink large-scale MIMO systems, we propose a low-complexity near-optimal signal detection algorithm based on the GS method. To reduce the complexity further, we propose a diagonal-approximate initial solution to the GS-based algorithm which is close to the final solution to accelerate the
convergence rate. We also propose an approximated method to compute LLRs with low complexity for soft-input channel decoding. Analysis shows that the proposed algorithm can reduce the complexity from $O(K^3)$ to $O(K^2)$. It is verified that the proposed algorithm outperforms the conventional method, and achieves the near-optimal performance of the classical MMSE algorithm with a small number of iterations. Additionally, the idea of using the GS method to efficiently solve the complicated matrix inversion can be applied to other signal processing problems involving matrix inversion of large size in wireless communications, such as the downlink precoding in large-scale MIMO systems.

REFERENCES

[1] B. Dongwoon, P. Cheolhee, L. Jungwon, N. Hoang, I. Singh, A. Gupta, P. Zhouyue, K. Taeyoon, L. Chaiman, K. Min-Goo, and I. Inyup, “LTE-advanced modem design: Challenges and perspectives,” IEEE Commun. Mag., vol. 50, no. 2, pp. 178–186, Feb. 2012.

[2] D. Skordoulis, N. Qiang, C. Hsiao-Hwa, A. P. Stephens, L. Changwen, and A. Jamalipour, “IEEE 802.11n MAC frame aggregation mechanisms for next generation high-throughput WLANs,” IEEE Wireless Commun. Mag., vol. 15, no. 2, pp. 40–47, Feb. 2008.

[3] R. W. Health, A. Lozano, T. L. Marzetta, and P. Popovski, “Five disruptive technology directions for 5G,” IEEE Commun. Mag., vol. 52, no. 2, pp. 74–80, Feb. 2014.

[4] T. L. Marzetta, “Noncooperative cellular wireless with unlimited numbers of base station antennas,” IEEE Trans. Wireless Commun., vol. 9, no. 11, pp. 3590–3600, Nov. 2010.

[5] H. Ngo, E. Larsson, and T. Marzetta, “Energy and spectral efficiency of very large multiuser MIMO systems,” IEEE Trans. Commun., vol. 61, no. 4, pp. 1436–1449, Apr. 2012.

[6] F. Rusek, D. Persson, B. K. Lau, E. G. Larsson, T. L. Marzetta, O. Edfors, and F. Tufvesson, “Scaling up MIMO: Opportunities and challenges with very large arrays,” IEEE Signal Process. Mag., vol. 30, no. 1, pp. 40–60, Jan. 2013.

[7] L. G. Barbero and J. S. Thompson, “Fixing the complexity of the sphere decoder for MIMO detection,” IEEE Trans. Wireless Commun., vol. 7, no. 6, pp. 2131–2142, Jun. 2008.

[8] T. Datta, N. Srinidhi, A. Chockalingam, and B. S. Rajan, “Random-restart reactive tabu search algorithm for detection in large-MIMO systems,” IEEE Commun. Lett., vol. 14, no. 12, pp. 1107–1109, Dec. 2010.

[9] B. Yin, M. Wu, C. Studer, J. R. Cavallaro, and C. Dick, “Implementation trade-offs for linear detection in large-scale MIMO systems,” in Proc. IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP’13), May 2013, pp. 2679–2683.

[10] A. Björck, Numerical Methods for Least Squares Problems. Society for Industrial and Applied Mathematics (SIAM), 1996.

[11] J. Hoydis, S. T. Brink, and M. Debbah, “Massive MIMO in the UL/DL of cellular networks: How many antennas do we need?” IEEE J. Sel. Areas Commun., vol. 31, no. 2, pp. 160–171, Feb. 2013.

[12] L. Dai, Z. Wang, and Z. Yang, “Spectrally efficient time-frequency training OFDM for mobile large-scale MIMO systems,” IEEE J. Sel. Areas Commun., vol. 31, no. 2, pp. 251–263, Feb. 2013.

[13] Z. Gao, L. Dai, and Z. Wang, “Structured compressive sensing based superimposed pilot design in downlink large-scale MIMO systems,” Electron. Lett., vol. 50, no. 12, pp. 896–898, Jun. 2014.

[14] M. Wu, B. Yin, G. Wang, C. Dick, J. R. Cavallaro, and C. Studer, “Large-scale MIMO detection for 3GPP LTE: Algorithms and FPGA implementations,” IEEE J. Sel. Topics Signal Process., vol. 8, no. 5, pp. 916–929, Oct. 2014.

[15] B. Yin, M. Wu, J. R. Cavallaro, and C. Studer, “Conjugate gradient-based soft-output detection and precoding in massive MIMO systems,” arXiv preprint:1404.0424v1, Apr. 2014.

[16] X. Gao, L. Dai, Y. Ma, and Z. Wang, “Low-complexity near-optimal signal detection for uplink large-scale MIMO systems,” Electron. Lett., vol. 50, no. 18, pp. 1326–1328, Aug. 2014.

[17] B. E. Godana and T. Ekman, “Parametrization based limited feedback design for correlated MIMO channels using new statistical models,” IEEE Trans. Wireless Commun., vol. 8, no. 11, pp. 5172–5184, Oct. 2013.