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Abstract—Prognoses of Traumatic Brain Injury (TBI) outcomes are neither easily nor accurately determined from clinical indicators. This is due in part to the heterogeneity of damage inflicted to the brain, ultimately resulting in diverse and complex outcomes. Using a data-driven approach on many distinct data elements may be necessary to describe this large set of outcomes and thereby robustly depict the nuanced differences among TBI patients’ recovery. In this work, we develop a method for modeling large heterogeneous data types relevant to TBI. Our approach is geared toward the probabilistic representation of mixed continuous and discrete variables with missing values. The model is trained on a dataset encompassing a variety of data types, including demographics, blood-based biomarkers, and imaging findings. In addition, it includes a set of clinical outcome assessments at 3, 6, and 12 months post-injury. The model is used to stratify patients into distinct groups in an unsupervised learning setting. We use the model to infer outcomes using input data, and show that the collection of input data reduces uncertainty of outcomes over a baseline approach. In addition, we quantify the performance of a likelihood scoring technique that can be used to self-evaluate the extrapolation risk of prognosis on unseen patients.
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I. INTRODUCTION

TRAUMATIC Brain Injury (TBI) is a leading cause of death and disability in the United States. In 2014 over 2.8 million emergency department visits and hospitalizations were attributed to TBI in the United States, resulting in over 56 thousand deaths. Internationally, more than 50 million people have a TBI each year [1], [2].

Despite these large numbers, there are no targeted treatments for TBI, and only limited systematic understanding of prognosis, owing in part to the immense complexity of the human brain and the diverse and heterogeneous presentation of injury. The injuries themselves vary greatly in severity, location of affected areas within the brain, and physical damage imparted to the tissue. Further, many factors may influence outcome and recovery, including prior medical history, genetics, and demographics. Effects of the injury can evolve over many months following the initial insult, resulting in varying levels of measurable clinical sequelae as across domains of physical, psychological, and/or cognitive deficits [3], [4]. Ultimately, many factors may combine to affect the type and severity of a complex outcome, including the type and intensity of intervention [5], [6].

From a precision medicine perspective, no two patients are exactly the same, and this is readily apparent in the study of TBI. The challenge, therefore, is to model prognosis from available individualized data in order to design effective interventions in a precision medicine framework. An important step in this direction is the utilization of available collections of TBI data to uncover associations between demographics, preinjury medical history, clinical, imaging findings, blood-based biomarkers, and outcome assessments. Finding associations across these domains, if carefully validated, could assist in making accurate prognoses of recovery for individual TBI patients. Using this approach to leverage all available data will inform understanding of the natural history of TBI, and in the acute and sub-acute clinical setting as an aid in decision making for early clinical management, and targeting of treatment interventions.

The Transforming Research and Clinical Knowledge in Traumatic Brain Injury (TRACK-TBI) study has advanced a data-driven view of TBI through the longitudinal collection of diverse clinical, imaging, and outcome metrics from patients who sustained a TBI and presented to one of the participating level 1 trauma centers for care [7]. The data collection utilizes the National Institute of Neurological Disorders and Stroke (NINDS) Common Data Elements (CDEs) for TBI, which are recommended in order to facilitate comparison across studies [7], [8]. The TRACK-TBI Pilot dataset (TRACK-Pilot) is comprised of multimodal data from 586 participants with varying severities of acute TBI. Collected data domains included demographics, previous medical history, injury details, clinical information, blood-based biomarker measures, head Computed
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Tomography (CT) annotations, Magnetic Resonance Imaging (MRI) annotations, and outcome measures at 3, 6 and 12 months post-injury.

Here, we describe a methodology for modeling the TRACK-Pilot dataset to reveal latent structure in the data. In addition, we evaluate prediction performance on outcome measures and measure the reduction in uncertainty of the outcomes relative to chance and a baseline measure. Our work aims to discover associations between injury and outcome, which could result in improved prognostic models and clinical decision making tools. Our methods are designed to model the collection of this large quantity of information jointly with the broad array of outcome metrics. Given the large number of missing values, we explicitly incorporate missingness into the model. This enables the inclusion of all subjects during training, and the ability to perform inference using any subset of the data. In addition, we use the input test likelihood to evaluate whether an unseen subject (not trained on) is within the distribution that the model was trained on.

A. Relation to Existing Work

Prognostic models for TBI which predict unfavorable TBI outcomes at 6 months as defined by the Glasgow Outcome Scale (GOS) score have been developed which utilize logistic regression [9]. In this approach, 26 measures including demographics, vital signs, Glasgow Coma Scale (GCS) score, and CT were used to predict outcome. This approach has been validated on several other large datasets with slight modification on the set of predictor variables [10]. There is evidence to suggest that such regression modeling approaches for outcome prognosis which utilize a curated set of predictor variables are limited in their clinical utility [11]. Our approach extends this methodology beyond regression and utilizes a much larger spectrum of predictor measures.

Imaging modalities have been studied for binary classification of TBI using control subjects, including connectivity metrics derived from diffusion MRI using regularized multivariate Gaussian models [12] and Generalized Linear Models [13]. A Support Vector Machine approach using a combination of diffusion MRI with resting state functional MRI (fMRI) was developed for TBI prediction [14]. A method based on logistic regression has been applied to predict the GOS using 17 predictor variables which include head CT annotations and blood measures [15]. In our work, we leverage expert annotations of both CT and clinical Magnetic Resonance Imaging (MRI), totaling 135 imaging variables. These image-based measures are combined with 367 non-imaging variables and modeled jointly with 352 outcome variables.

Within the TRACK-TBI study datasets, several data-driven approaches have been leveraged to study subsets of the data. Topological Data Analysis was used to stratify patients based on a total of 17 selected features, which included CT-derived measures and outcome metrics [16]. Multiple variable groups constructed from CT, MRI, diffusion MRI derived measures, and outcomes were used in a correlative study [17]. Combined proteomics and CT measures were used to predict Glasgow Outcome Scale-Extended (GOSE) using a Principal Components Analysis (PCA) approach [18]. The risk of Post-Traumatic Stress Disorder (PTSD) and depression was analyzed using statistical tests on a larger cohort than included in the TRACK-Pilot dataset [19]. The present work differs in that we construct a modeling framework which encompasses all 854 variables from the TRACK-Pilot study jointly, instead of targeted subsets of the dataset. In addition, we evaluate the use of the model to provide a measure of similarity between a test subject and the subjects used for training.

Heterogeneous data are defined as containing data elements of different types [20]. Since many modeling and prediction techniques do not explicitly allow for modeling heterogeneous data, some form of data transformation is often applied [20]. Kernel approaches are appealing in this regime, since they involve an initial step of computing a distance matrix across samples, resulting in uniform pairwise measures [21]–[23]. Learning custom kernels, or distance metrics is an active area of research [24]. Exploratory factor analysis approaches represent the data in terms of latent parameters, often in linear combinations (see, e.g. [25]). An extension of the Mixture of Factor Analyzers (MFA) to accommodate missing values was developed that incorporates imputation within the iterative training algorithm [26]. Unsupervised machine learning methods which are probabilistic in nature are often designed to explicitly ingest heterogeneous data. A graphical model using multinomial emissions was developed for collections of patient data in electronic medical records [27]. A mixture of product compositions including 7 static and binned summary statistics of 6 time series for sepsis modeling uses a combination of categorical, Gaussian, gamma, and exponential distributions [28]. In our work, we do not perform any transformations of the data prior to modeling. Our methods expand on these probabilistic methods in terms of the number of data elements used, and the explicit modeling of missingness.

B. Organization

The rest of the paper is organized as follows. In Section II, we present the data and describe methodological development. Results for modeling, prediction, and extrapolation risk evaluation are presented in Section III. Discussion and Conclusions are presented in Sections IV and V respectively.

II. DATA AND METHODS

A. Data Collection and Description

The TRACK-Pilot dataset was used for the experiments in this paper [8]. This data collection effort aimed to construct a comprehensive picture of TBI from multiple modalities and a rich series of longitudinal outcome assessments. These modalities include scalar measurements, CT imaging, and 3T MRI structural imaging. Variables were selected to be compliant with the NINDS CDEs for TBI. All data collection was approved by the IRB for the participating sites (University of California, San Francisco/Zuckerberg San Francisco General Hospital, San Francisco, CA; University of Pittsburgh
Medical Center, Pittsburgh, PA; and University Medical Center Brackenridge, Austin, TX). 

A total of 586 subjects are included in the study. The variables in the dataset fall under these broad categories: Demographics, Previous Medical History, Injury, Clinical, Blood Specimen, Imaging, and Outcomes [8]. Demographics includes age, sex, and socio-economic measures. Previous Medical History includes basic medical status including cardiac, gastrointestinal, and neurological. Injury variables assess the nature of the injury, including the type (car accident, fall, etc.) and safety equipment used (helmet, seat belt, etc.). Clinical data include information collected at the time of hospital presentation, such as vital signs, GCS score (a measure of level of consciousness following a TBI), and basic laboratory blood tests. Blood Specimen tests include concentrations of proteins elevated in TBI populations such as Glial Fibrillary Acidic Protein (GFAP) concentration, and inflammatory and degenerative disease indicators. Imaging refers to radiologist assessments derived from brain imaging (CT, MRI) which include normal/abnormal classification, bone fracture, and hemorrhage evaluation. For a complete list and description, see the TRACK-TBI website. We refer to this collection of non-outcome data as inputs.

The clinical outcome assessment battery, or Outcomes, includes patient-reported (standardized questionnaires), observer-reported (structured interviews), and performance-based (standardized cognitive tests) measures, designed to characterize the complex landscape of TBI outcomes. They are broadly categorized under these domains: Neuropsychological Impairment, Psychological Status, TBI-Related Symptoms, Perceived Health-Related Quality of Life, and Physical Function [29]. Each of these domains is assessed via one or more tests, each of which in turn include multiple variables. All of these tests were performed in person at 6 months post-injury, whereas a subset was performed over the phone at 3 and 12 months post injury. Included in these assessments is the GOSE, a common interview-based, examiner-rated measure of global function/injury-related disability that was collected at 3, 6, and 12 months post-injury. We refer to outcome variables at 3, 6, or 12 months post-injury with \(-\{3,6,12\}\) appended to the variable name, e.g. GOSE-12M.

In this work, we develop models to capture joint dependencies between all variables in TRACK-Pilot, including outcome measures recorded at 3, 6, and 12 months post-injury. Several variables were removed that did not have any variability (i.e., were either always missing or the same value). The total number of variables used was 854, which comprise 502 input and 352 outcome variables. Table I shows the number of variables within each category.

We provide a description of several outcome measures for which results are presented in this paper:

- **Glasgow Outcome Scale-Extended** The GOSE is an interview-based assessment of injury-related disability on a 1-8 point scale: 1-Dead, 2-Persistent Vegetative State, 3-Lower Severely Disabled, 4-Upper Severely Disabled, 5-Lower Moderately Disabled, 6-Upper Moderately Disabled, 7-Lower Good Recovery, and 8-Upper Good Recovery [30], [31].

- **Neurological Assessment** The Neuro variable encodes how differently a subject is acting as compared to typical behavior on a 1-6 point scale: 1-Normal, 6-Very different.

- **Return to work** Return is an important measure in working status. The categorical values for this measure are: Not returned, Sheltered, Partial, Full, N/A, and Unknown.

- **Post Traumatic Stress Disorder Checklist-Civilian Version** The PCL variable is a 17 item scale with a maximum of 5 points per item, resulting in a 17-85 point scale, with higher values indicating more severe PTSD symptoms [32].

- **Satisfaction With Life Scale** The SWLS variable is a score in the range of 5-35, with lower values indicating poor general life satisfaction and higher values indicating high satisfaction [33].

- **Rivermead Post-Concussion Symptoms Questionnaire** The RPQ variable is a 0-52 point scale measuring responses to 13 items, each on a 0-4 scale. This test measures common TBI symptoms including headache, dizziness, cognitive difficulties, irritability, and depression which are often sequelae of relatively mild TBI, i.e. “concussion” [34].

In addition, we describe several input variables that are presented in this paper:

- **Age** The Age of the patient in years.

- **Glasgow Coma Scale** The GCS is a measure of depth and duration of coma and impaired consciousness following TBI based on the ability to follow instructions related to eye opening, motor, and verbal responses [35], [36]. The scale, which is widely reported as the sum of the 3 component scores, is a commonly used index of brain injury severity. Sum scores range from 3-15, with lower values indicating lower levels of consciousness. The GCS is administered upon admission to the emergency department.

- **CT-Marshall** The Marshall score is an index of brain pathology identified by the head CT which is typically obtained within 24 hours post-injury [37]. This score ranges from 1 indicating no visible acute trauma-related pathology in the brain, to 6 indicating the presence of
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large trauma-related lesions.

- **Ubiquitin carboxyl-terminal esterase L1** The UCH-L1 variable is a highly brain-specific enzyme that can be measured in serum, and is responsible for disposing of unneeded proteins in the brain [38]. It is released in higher concentrations in the setting of TBI.

B. Modeling Heterogeneous Data with Missing Values

In this section we define the base mixture model (Section II-B1), its components (Section II-B2), and extend it to handle missing values (Section II-B3).

1) **Mixture model**: We construct a joint probability distribution over the collection of both input and outcome variables using a latent variable approach. This distribution outputs the likelihood of any combination of variables and its parameters will be estimated using training data. The collection of observed variables variables for a single subject is denoted as \( x = [x_1, x_2, \ldots, x_v] \). First, we model each variable \( x_v \) with a distribution \( f(x_v; \theta_v) \), where \( \theta_v \) is a vector of parameters for variable \( x_v \). The specific form of the distribution for each variable is chosen from a family of distributions depending on their support (see Table II). We then link the variables using a mixture model with distribution:

\[
  f(x) = \sum_{z=1}^{k} \alpha_z \prod_{v=1}^{p} f(x_v; \theta_{z,v}),
\]

where each variable indexed by \( v \) has one set of parameters for each component \( z \) of the mixture model: \( \theta_{z,v} \). The mixing coefficients are constrained by \( \alpha_z > 0 \) and \( \sum_z \alpha_z = 1 \). The number of components \( k \) is referred to as the model order, and the number of variables is \( p \). Under our model, we assume that the variables are independent given a mixture component. The product term, therefore, combines all of the single variable distributions. The Expectation Maximization (EM) procedure is used to estimate the parameters (Section II-C). Using this framework, we are able to control the complexity of the model (Section II-C2), while capturing dependence between the high dimensional set of variables. Given a trained model we can perform inference of outcome variables by computing conditional distributions of the outcomes given the input variables (Section II-D1).

2) **Variable distributions**: The atomic units of this model are distributions chosen on the basis of the variable type and domain. Table II shows the selection criteria that we used to choose these variable distributions. The Type can be either Continuous, Ordinal, or Categorical. Ordinal and Categorical variables are discrete valued, where Ordinal variables have an ordering, and Categorical variables do not. The Domain is the set of permissible values for each variable. Some continuous variables cover both positive and negative numbers (Real), whereas others are Nonnegative. Gaussian distributions are used for real-valued variables, but are not well suited to strictly nonnegative values since the support of the Gaussian is the entire real line. For nonnegative valued variables, we use a Zero-Inflated Gamma distribution, which is a Gamma distribution amended with a probability for a value of 0. This distribution takes the form:

\[
  f(x_v) = \left\{ \begin{array}{ll}
  t_{z,v}, \\
  (1 - t_{z,v}) \frac{1}{\Gamma(k)} \Gamma(k) x^{k-1} e^{-x/\theta}, 
  \end{array} \right.
\]

where \( \theta > 0 \) and \( k > 0 \) are the Gamma distribution parameters, and \( \Gamma \) is the Gamma function. For Ordinal variables, we choose to use a quantized Gaussian distribution. This gives additional flexibility over the more natural Poisson distribution, since we can model scale and location, whereas with the Poisson distribution, the scale increases with the location. The quantized Gaussian distribution is a Categorical distribution over discrete points \( x_v \in D \) with the shape constrained by the Gaussian function:

\[
  f(x_v) = \frac{\phi(x_v; \mu_v, \sigma_v^2)}{\sum_{x \in D} \phi(x; \mu_v, \sigma_v^2)},
\]

where

\[
  \phi(x; \mu_v, \sigma_v^2) = \frac{1}{2\pi \sigma_v^2} e^{-\frac{(x - \mu_v)^2}{2\sigma_v^2}}.
\]

The mixture model formulation incorporates mixtures of these single variable distributions, resulting in a multidimensional characterization of the joint distribution that is more expressive than their unimodal versions.

3) **Missing values**: As is common in clinical datasets, TRACK-Pilot contains values that are missing for a variety of reasons (e.g. the subject may not be well enough to complete a test, or has voluntarily decided not to complete a test). In this work, we treat all of these missingness causes equally. Fig. I shows the number of patients that are missing at least a given percentage of their records. Modeling data which contain missing elements is a topic of rigorous statistical analysis (see e.g. [39]). In order to fully leverage every available subject record in the data, we incorporate missingness explicitly into our model. We accomplish this by encoding the presence of missing values with Bernoulli random variables \( Q_{z,v} \), with probability of missingness \( q_{z,v} \), for each latent component and variable combination.

The overall model has the form:

\[
  f(x) = \sum_{z=1}^{k} \alpha_z \prod_{v=1}^{p} \left\{ \begin{array}{ll}
  q_{z,v} f(x_v; \theta_{z,v}), \\
  (1 - q_{z,v}) f(x_v; \theta_{z,v}), 
  \end{array} \right.
\]

where \( q_{z,v} \) is the missingness probability of variable \( v \) in component \( z \).
C. Estimation using EM

In this section we describe the estimation of model parameters defined by the model in Section II-B. This includes variable distribution parameters (Section II-C1) and the number of components (Section II-C2).

1) Estimating model parameters: Given the number of components \( k \), the remaining parameters are estimated using an EM procedure. Using a collection of training data \( X = \{x_1, x_2, \ldots, x_n\} \), where \( x_s \) is the training data for subject \( s \), we seek to estimate the following parameters: \( \alpha_z, \theta_{z,v} \), and \( q_{s,v} \) for \( z \in \{1, \ldots, k\} \) and \( v \in \{1, \ldots, p\} \). We follow the standard iterative EM procedure that fits neatly into our framework (see e.g. [40]).

We introduce an indicator variable, \( Z \) with realization \( z \) which assigns one of the mixture components to each subjects’ data \( x_s \) (see e.g. [41]). The EM iterations alternate between the E-Step and M-Step. First, we initialize all of the parameters randomly. Then we iterate between the following steps [40], [41]:

- **E-Step:** Compute the expectation of the complete-data log-likelihood, 
  \[
  Q(\theta | \theta^{prev}) = \mathbb{E} \log f(x, z; \theta | \theta^{prev})
  \]
  In this expression, the expectation is taken with respect to the conditional distribution of \( Z \) given data \( x \) and the previous set of parameters \( \theta^{prev} \).
- **M-Step:** Maximize this expectation with respect to the parameters: 
  \[
  \theta = \arg \max_\theta Q(\theta | \theta^{prev})
  \]

This process is continued until convergence. Within the E-Step, we need to compute the likelihood of \( Z \) using the current parameter estimates \( w_{s,z} = \Pr[Z = z | x_s; \theta] \). These values appear in the Q function, which can be expanded as,

\[
Q(\theta | \theta^{prev}) = \frac{1}{n} \sum_{s=1}^{n} \sum_{z=1}^{k} w_{s,z} \left( \log \alpha_{s,z} + \sum_{v=1}^{p} \log f(x_{s,v}; q_{s,v}, \theta_{s,v}) \right)
\]

Since in this expression contributions from each variable do not interact with each other, we can optimize each variable separately. Here we describe the M-step for the less frequently used inflated Gamma and quantized Gaussian distributions. We drop the \( v \) subscript as the same expressions are used for each variable of the same type.

The parameter estimates given in this subsection are contained within the parameter vector \( \theta \) of our model (1). For the inflated Gamma distributions, we employ the commonly used Newton’s method to compute iterative estimates of the parameters (see e.g. [42]) using,

\[
t_z = \frac{\sum_s w_{s,z} I_{x_s=0}}{\sum_s w_{s,z}},
\]

\[
\theta_z = \frac{\sum_s w_{s,z} x_s}{k \sum_s w_{s,z}},
\]

\[
k_z = \frac{\ln k_z - \psi(k) - \gamma_z}{k - \psi’(k)}
\]

where

\[
\gamma_z = \ln \frac{\sum_s w_{s,z} x_s}{\sum_s w_{s,z}} - \frac{\sum_s w_{s,z} \ln x_s}{\sum_s w_{s,z}}.
\]

The indicator function \( I(\cdot) \) is equal to 1 when the condition (\( \cdot \)) is true, and 0 otherwise. In the iterative estimates for \( k_z \), the digamma function is denoted \( \psi(k) \).

For the quantized Gaussian, we compute parameter estimates during the M-step as,

\[
\mu_z = \frac{\sum_s w_{s,z} x_s}{\sum_s w_{s,z}},
\]

\[
\sigma_z^2 = \frac{\sum_s w_{s,z} (x_s - \mu_z)^2}{\sum_s w_{s,z}}.
\]

In addition to the parameters associated with variable distributions, we also estimate the missingness probabilities, \( q_z \). In order to do this, we accumulate sufficient statistics of the missing token and update parameters within the EM framework using,

\[
q_z = \frac{\sum_s w_{s,z} I_{x_s=missing}}{\sum_s w_{s,z}}.
\]

2) Model selection using a linear search: The model order, or number of components, \( k \) is estimated using a linear search over the Bayesian Information Criterion (BIC) for each model [43]. The BIC score is computed as

\[
\text{BIC}(k) = \frac{1}{2} T_k \ln N - \ln f_k(x),
\]

where \( T_k \) is the total parameter count of the model with order \( k \), \( N \) is the sample size, and \( \ln f_k(x) \) is the log-likelihood of the model with order \( k \). The model order corresponding to the lowest value of the BIC is then selected.

D. Performing Inference and Extrapolation Risk Evaluation

Once the model is trained we can compute conditional distributions in order to do inference of outcomes. We derive the inference equations in Section II-D1 performance evaluation metrics in Section II-D2 and baseline methods in Section II-D3.
1) Inferring distributions of unknown variables: The inference procedure operates on the set of inputs, $x_{\text{in}}$, and the set of outcomes $x_{\text{out}}$. We would like to compute the likelihood of all outcomes simultaneously given the inputs, $f(x_{\text{out}}|x_{\text{in}})$ using a trained model of all of the variables, $f(x) = f(x_{\text{in}}, x_{\text{out}})$. In general, we can define any subsets of variables $x_{\text{in}}$ and $x_{\text{out}}$ to perform this inference on. This quantity can be expressed as:

$$f(x_{\text{out}}|x_{\text{in}}) = \sum_{z=1}^{k} \Pr[Z = z|x_{\text{in}}] f(x_{\text{out}}; \theta_z).$$  \hspace{1cm} (2)$$

The first term inside the summation is the posterior probability of the indicator $Z$ given the input (known) data $x_{\text{in}}$, and the second term is the likelihood of the data to be inferred $x_{\text{out}}$ conditioned on the latent variable. This can be viewed as a two step approach, where first the known data are used to project into a latent space with coordinates defined by probabilities conditioned on the latent variable. Secondly, distributions over the unknown variables are computed based on this projection using a linear combination of component-wise distributions.

Equation (2) is derived by noting that

$$f(x_{\text{out}}|x_{\text{in}}) = \frac{1}{f(x_{\text{in}})} \sum_{z=1}^{k} \Pr[Z = z|x_{\text{in}}] f(x_{\text{in}}, x_{\text{out}}; \theta_z)$$

$$= \frac{1}{f(x_{\text{in}})} \sum_{z=1}^{k} \Pr[Z = z|x_{\text{in}}] f(x_{\text{in}}; \theta_z) f(x_{\text{out}}; \theta_z)$$

$$= \sum_{z=1}^{k} \Pr[Z = z|x_{\text{in}}] f(x_{\text{out}}; \theta_z),$$

where we make use of the fact that $f(x_{\text{in}}, x_{\text{out}}; \theta_z) = f(x_{\text{in}}; \theta_z) f(x_{\text{out}}; \theta_z)$ and $f(x_{\text{in}}; \theta_z) = \Pr[Z = z|x_{\text{in}}] f(x_{\text{in}}) / \Pr[Z = z]$.

With respect to missing values in $x_{\text{in}}$, we consider two options for inference. In the first, we evaluate the conditional likelihood in (2) by evaluating the missingness probability for variables that are missing, directly affecting the posterior computation $\Pr[Z = z|x_{\text{in}}]$. The implicit assumption under this scenario is that the missingness is informative for inference of the outcome.

In the second version, we ignore missing values during inference. This is accomplished by using the following likelihood function during inference, which marginalizes out the missing variable,

$$f(x) = \sum_{z=1}^{k} \Pr[Z = z].$$  \hspace{1cm} (3)$$

$$\prod_{v=1}^{V} \begin{cases} 1, & \text{if missing} \\ f(x_v; \theta_{z,v}), & \text{else}. \end{cases}$$

This effectively skips over variables which have missing values. This scenario represents the case where missingness is assumed to not be informative. Note that there is no issue with differing numbers of non-missing values across subjects for inference in this approach, since we are computing the posterior distribution independently for each subject.

2) Prediction and performance evaluation: To predict an outcome, we use the inference procedure described in Section II-D1 to compute the distribution of the outcome variable given a trained model. The distribution of this variable can be used in various ways depending on the application: select the most likely outcome, rank the likelihoods of outcome values, or report the entire distribution. In the case of ordinal-valued outcome variables, a measure of distance is not easily defined. We chose to use absolute error since we are able to more readily interpret it than the squared error, which exaggerates larger errors. To evaluate prediction performance given the inferred distribution of an outcome variable $x$, $f(x) = f(x|x_{\text{in}})$ and the true value $x_{\text{true}}$, we compute the Expected Absolute Error (EAE) for Continuous and Ordinal variables,

$$\sum_{x} f(x) |x - x_{\text{true}}|.$$  \hspace{1cm} (4)$$

This is an expectation with respect to the distribution inferred by the model: $\mathbb{E}[X - x_{\text{true}}]$. For Categorical variables, we compute the probability of error

$$1 - f(x_{\text{true}}).$$

The EAE can be computed for every outcome variable and averaged across patients.

For validation, we use a leave-one-out scheme. For each left out subject, models are trained on the remaining subjects, covering a range of model orders. Then we infer distributions for the outcome variables using the input variables (Section II-D1) and compute the EAE.

3) Baseline and chance performance: We compare our performance to those of a chance classifier which outputs the uniform distribution, and a baseline model. For ordinal variables, the EAE for the chance classifier is empirically computed for each subject by substituting the uniform distribution into (4) and obtaining,

$$\frac{1}{|X|} \sum_{x \in X} |x - x_{\text{true}}|.$$
4) **Population-based extrapolation risk evaluation:** Using the inference procedure, the model will output a distribution of unknown values given input data, $f(x_{\text{out}}|x_{\text{in}})$. A question of interest is to determine ability of the model to accurately capture the likelihood in regions of the input space that are distinct from those covered by the training set. Since we cannot expect any single training set to cover all possible cases, we expect that our model may be less accurate for underrepresented patient populations.

A reasonable approach to evaluate this risk is to use the trained model and consider the model fit of the input variables $f(x_{\text{in}})$ for an individual test subject. If this is high relative to the training population, then we may be confident that the model has been exposed to many similar samples in the training set. If, on the other hand, the likelihood of the input variables is low relative to the population, then the implication is that the model has been trained on few similar examples during training. It is possible that this value may frequently be low, since there are a large number of variables compared to the number of subjects and this makes it easy to come up with a combination of values that is not similar to any patients in the training set.

The input likelihood is computed by first evaluating the marginal likelihood of the input data alone, using the marginal product distributions for each mixture component of the model \( f(x_{\text{in}}; \theta_f) \). The input test likelihood is computed by,

$$ c = \sum_{z=1}^{k} \alpha_z f(x_{\text{in}}; \theta_z). $$

\( \alpha_z \) are the weights of the components.

**III. RESULTS**

**A. Model Selection and Unsupervised Learning**

Fig. 2 shows the BIC scores and the model fit (Negative Log-Likelihood, NLL) as a function of model order. The model was trained on all data, including 3, 6, and 12 month outcome variables. While the NLL decreases with increasing model order, the BIC reaches a minimum value at \( k = 3 \). Note that this minimum value is a function of the data, and we expect a higher value with greater sample sizes.

Using the \( k = 3 \) model, we take a closer look at the latent components for several selected variables: GOSE-6M, PCL-6M, CT-Marshall, and UCHL-1. We choose these variables to show variety in variable categories, containing outcomes, imaging annotations, and blood measures. Fig. 3 shows the 3 component distributions for these four variables. As can be seen from the figure, the three components for GOSE-6M cover broad categories of global recovery, ranging from best (\( Z = 1 \)) to worst (\( Z = 3 \)). The PCL-6M distributions show that the second component (\( Z = 2 \)) has the highest likelihood of severe PTSD symptoms, as measured by this variable. Greater likelihood for high CT-Marshall scores in the \( Z = 3 \) component can be seen from the distributions in Fig. 3c. The measure of UCHL-1 concentration shows that high concentrations favor the more severe global outcome group, \( Z = 3 \). To get a broader sense of these 3 components, the mode of these and several more selected variables for each component are shown in Table III.

**B. Outcome Inference**

In this section, we show prediction performance for several selected outcome variables: GOSE-3M, GOSE-6M, GOSE-12M, Neuro-6M, Return-6M, and PCL-6M. The distributions of these variables are computed using the input variables, \( x_{\text{in}} \), which includes all of the non-outcome variables: demographics, prior medical history, clinical measurements, injury details, blood specimens, and imaging variables. We use the leave-one-out validation scheme described in Section II-D2 and compare our results to those of the chance classifier and baseline models (Section II-D3).

Table IV shows prediction performance for the 6 outcome variables considered. Five of these variables (GOSE-3M, GOSE-6M, GOSE-12M, Neuro-6M, and PCL-6M) are ordinal valued, and for these we compute the expected absolute error, as defined in Section II-D2. For the Return-6M variable, which is a categorical variable, we report the probability of error. The values reported in Table IV are normalized so that 100% is the highest possible EAE. This is done by computing,

$$ \text{EAE}_{\text{norm}} = 100 \times \frac{\text{EAE}}{\max(\text{EAE})}, $$

where max(EAE) is the maximum possible error. For Ordinal variables, this is the number of possible values reduced by 1.
Fig. 3. Component distributions for selected variables using the model with the lowest BIC score, containing $k = 3$ mixture components: (a) GOSE-6M, (b) PCL-6M, (c) Marshall and (d) UCHL-1.

and for categorical variables this is equal to 1. Specifically, these maximum values are 7, 5, 1, and 68 for GOSE, Neuro, Return, and PCL variables, respectively.

The column headings in Table IV correspond to the model order, with $k = 0$ signifying the uniformly random chance classifier. The $k = 1$ column is the baseline classifier that utilizes prior distributions of the outcomes only.

Values in parenthesis represent 2 standard deviations as measured through the leave-one-out procedure. The lowest normalized EAE is highlighted for each variable. Note that the optimal model in the BIC sense is not always the best performer, but the performance tends to be similar across model orders from $k = 2$ and greater.

In addition to evaluating average performance, we are interested in examining individual variability in the expected error. Fig. 4 shows normalized EAE distributions across subjects for the GOSE-12M outcome variable for the baseline and $k = 3$ models. Note that the mode of the $k = 3$ distribution is less than 15%, whereas the normalized EAE across subjects for this model is 20.57% (Table IV).

C. Extrapolation Risk Evaluation

We are motivated by the variability in performance across subjects (as seen in Figure 4) to evaluate individualized model performance. By computing the model fit on the input data of a test subject, we are measuring how similar this subject’s input data is to the training population. This score (Section II-D4) is based on the likelihood of the input data $x_{in}$ given the model (5). Since only the input data are used, this approach can be used with patients whose outcomes have not yet been observed.

A normalization of the likelihoods can be used so that we can compare likelihoods computed from different models trained during the leave-one-out process and objectively interpret their meaning. In order to accomplish this, we compute the input test likelihood for all subjects that the model was

5This smoothed distribution was computed using a Gaussian Kernel Density Estimate using the bandwidth selection technique of Scott [44].
TABLE IV
OUTCOME INFERENCE PERFORMANCE. NORMALIZED EXPECTED ABSOLUTE ERROR USING (6).

| Variable Name | k = 0 | k = 1 | k = 2 | k = 3 | k = 4 | k = 5 | k = 6 |
|---------------|------|------|------|------|------|------|------|
| GOSE-3M       | 39.71(16.43) | 27.71(23.71) | 21.71(26.43) | 22.00(24.57) | 21.86(24.14) | 22.43(23.57) | 22.14(24.00) |
| GOSE-6M       | 40.29(16.57) | 28.29(25.00) | 22.43(30.00) | 22.57(27.86) | 23.29(26.86) | 23.86(26.86) | 23.43(27.14) |
| GOSE-12M      | 41.86(16.57) | 25.00(24.14) | 20.43(28.29) | 20.57(26.43) | 21.29(24.86) | 21.86(26.29) | 21.57(25.71) |
| Neuro-6M      | 39.60(17.00) | 30.80(22.60) | 28.40(34.80) | 28.20(30.20) | 28.00(30.00) | 28.80(31.40) | 28.40(30.20) |
| Return-6M     | 80.00(0.00)   | 65.00(32.00) | 59.00(55.00) | 60.00(50.00) | 59.00(53.00) | 61.00(49.00) | 60.00(51.00) |
| PCL-6M        | 36.94(16.69) | 22.93(16.93) | 21.91(29.29) | 19.90(23.40) | 20.38(24.66) | 20.09(24.65) | 19.56(23.72) |

Fig. 5. Cumulative expected error as a function of threshold. For a given threshold, the expected errors of all subjects with input test likelihood greater than this threshold are shown for six outcome measures.

Table V shows the normalized EAE for the same set of variables that are shown in Table IV using these two bins. This technique reveals that those subjects in the higher likelihood bin (more similar to the training set) have lower EAE than those in the lower bin for most of these variables.

TABLE V
EXPECTED ERROR BY INPUT LIKELIHOOD BIN

| Outcome   | <0.5 (%) | ≥0.5 (%) | Decrease (%) |
|-----------|----------|----------|--------------|
| GOSE-3M   | 24.0     | 20.4     | 3.5          |
| GOSE-6M   | 26.2     | 19.7     | 6.5          |
| GOSE-12M  | 23.8     | 18.4     | 5.4          |
| Neuro-6M  | 28.6     | 27.8     | 0.8          |
| Return-6M | 60.4     | 59.3     | 1.2          |
| PCL-6M    | 16.3     | 17.2     | 0.9          |

IV. DISCUSSION

The model interpretation shown for selected variables in Fig. 3 gives a picture of patient stratification. Component 1 corresponds to good global function as measured by the GOSE and low likelihood of PTSD as measured by the PCL. Component 2 has worse global function than component 1, but better outcomes than component 3, with low probability of death (GOSE=1). However, despite intermediate global/functional outcome, component 2 has the most severe PTSD symptoms (Fig. 3b). This indicates that our model has differentiated between global disability level and PTSD symptoms.

The CT Marshall score distributions in Fig. 3c show that component 3 is more likely to have worse CT characteristics. Concentration of UCH-L1 is also more likely to be higher than 0.5 pg/ml for component 3.

The component distribution modes in Table III help to further interpret the three components. These results compliment those in Fig. 3 with the addition of Age, GCS, SWLS-6M, and RPQ-6M. The Age has a slight increase in mode as we move from component 1 to 3. The GCS is significantly worse in component 3, which is consistent with the general trend of poor GOSE-6M outcomes in this component. Component 2 seems to represent those patients who have better GOSE-6M outcomes compared to component 3, but have greater likelihood for TBI-related symptoms, including anxiety and depression. This can be seen by the worse scores within the PCL-6M and RPQ-6M measures in Table III. In addition, SWLS-6M is also worse for component 2.

The baseline method does not use any information from the input data to make predictions, and only corrects for the
base rate of outcome scores in the population. Equivalently, this baseline could be viewed as the best guess if only population statistics about the outcomes were known and not any individualized information. Our inference results (Table IV) show that the model is capturing information in the input data that are predictive of outcomes, and therefore reduces uncertainty in the outcomes given the inputs. We note that the baseline performance is improved over chance for all variables reported, implying that there is information contained in population statistics of the outcomes to perform better than chance without having access to the input data.

We chose the six outcome variables in Table IV as they are commonly used and represent a variety of measures, including global function (GOSE), neurological (Neuro), anxiety/PTSD (PCL), and social status (Return) outcomes. While we have not evaluated the performance of all outcome variables, a selection of others that we tested showed that in most cases the model errors are lower than the baseline. In some cases the results are similar to the baseline, and in one instance (for a measure of functional independence, FIM) the model errors were larger than the baseline. In this latter case (the FIM-6M), we hypothesize that the result is due to a small number of samples available and a preponderance of skewed scores. A full analysis of the entire scope of all 352 outcome measures is possible with this approach and is left for future work.

Note that chance prediction \( (k = 0) \) has variability for ordinal variables (GOSE-3M, GOSE-6M, GOSE-12M, Neuro-6M, PCL-6M in Table IV) since the EAE \( \hat{H} \) is evaluated empirically for each held-out subject. True values in the middle of possible ordinal valued outcomes will have lower EAE than low or high values, which accumulate higher errors scored against the uniform distribution. Categorical variables, such as Return-6M, do not vary for chance prediction since the probability of error is always \( 1 - 1/V \), where \( V \) is the number of possible values.

From the model selection results (Fig. 2), we can see that the model with \( k = 3 \) is optimal with respect to the BIC. However, this does not imply that the \( k = 3 \) optimal model will have the best prediction performance. From Table IV, we can see that the errors are relatively constant as the model order increases from 2 to 6. The exception is PCL-6M, which shows a mean decrease from 18.62 to 16.91 as the model order increases from 2 to 3. One possible explanation for this consistency in prediction as a function of model order is that higher order models may be attributing the additional components to small sub-populations of subjects which do not affect the EAE greatly. This could leave only a few components that capture most of the variability in the data and that are similar across models.

Fig. 4 shows there is variability in predication performance across subjects for the GOSE-12M. The baseline approach is worse on average (25.00 vs. 20.43 normalized EAE), however some subjects perform better in the baseline version. This is the case because there are some subjects with very high errors (> 40 normalized EAE) in the \( k = 3 \) model, while the likelihood of such large errors is low in the baseline. This greater variability in the EAE may be due to erroneous associations that are captured in the model, but do not appear in all subjects.

Based on this analysis, one question of clinical value is to be able to determine whether or not the model’s inference of outcomes should be trusted for a specific individual. One approach for evaluating this level of extrapolation risk is presented in this paper. Our results show that there is an association between the input test likelihood and prediction error (Fig. 5 and Table V). As can be seen in this figure, there is a downward trend in the expected error as the threshold increases for several variables. Performance is relatively constant for the PCL-6M and Neuro-6M as a function of threshold. The results in Table V show performance separately for two equally spaced bins. As can be seen in the table, the results for some of the variables (Neuro-6M, Return-6M, and PCL-6M) show little difference between the two bins. We hypothesize that this may be caused the high-dimensionality of the input space and may be alleviated with a larger number of subjects in the training set.

We offer a few differentiating aspects of our approach to purely predictive ones. First, our approach allows for prediction of many outcome metrics simultaneously with a single model, using any subset of input variables, avoiding the need to retrain a predictor for each outcome metric. This is particularly important in large-scale studies such as TRACK Pilot, where a large outcome space consisting of several hundred variables exists. In addition, training a large number of separate predictive models may result in spurious positive results, requiring careful validation. Another possible advantage is in our handling of missing values, where we do not impute missing values and therefore avoid the problem of choosing an imputation method. Since we explicitly model missingness, we do not need to transform the data or impute missing values, which may introduce artifacts and additional biases. If required for other methods, we can impute missing values using a trained model, either by selecting the modes of the resulting distributions of missing values, or performing multiple imputation by sampling from these distributions.

However, the development of predictive models is also an important line of work. Since our framework is not optimized for prediction, it may be possible to outperform our prediction results using finely tuned predictive machine learning methods. Some variables may be more amenable to purely prediction approaches, particularly non-clinically determined outcome variables such as the return to work status (Return). It would benefit from the comparison of multiple classifiers, such as the decision tree, support vector machine, and multi-layer perceptron, and require the careful validation of hyperparameter selection. The problem of input variable selection is also important in such predictive methods since the number of input variables is large relative to the number of subjects.

The problem of scoring the relevance of input variables toward each outcome is of high interest. There exist many different feature scoring methods that can be applied to this problem. In addition, the mixture model itself can be leveraged for this purpose as the full joint distribution between inputs and outcomes is specified. This aspect of the problem is left as future work.
V. Conclusion

The aim of this work is the development of a generative probabilistic data model that can be employed in TBI informatics to aid in clinical prognosis. For example, this work revealed 3 broad groups of TBI patients with clinically distinct injury features and outcomes. Furthermore, conditional distributions derived could be used to make diverse prognostic estimates across the entire dataset (e.g., likelihood of good functional outcome from age and injury parameters). Our approach is broad enough to be used in several different ways, including patient phenotyping, patient grouping/stratification, outcome inference, and random sampling. One advantage of our approach is that we are able to infer all of the outcome variables simultaneously with a single model. Using a standard ML approach would require separate predictors for each outcome, raising the increased possibility of spurious results. However, this is an area of research for future work.

The input likelihood scoring technique addresses the important question of model reliability. The approach described in this work is based on the notion that a prediction with a model having a higher model fit should be trusted more than with a lower fit. Effectively, this is an evaluation of the similarity of a test subject with the training population. We are motivated by the idea that prognosis of a test subject that is not similar to the training population may not be reliable.

Our method can be used for both prediction and unsupervised learning. The component distributions are important for interpretation of the results and patient stratification. Interpretation of the predictive results with respect to these latent component training in an unsupervised manner could yield useful insights. As TBI is complex in both the variety of outcomes and changes over time, uncovering structure in the data which can be interpreted against existing clinical knowledge is an important goal of data driven research in this field.

The EAE metric used is computed using the inferred output distribution for the target outcome variable. In contrast to predicting a single value for the outcome, we instead consider all possible values that could be predicted and weigh them by their inferred likelihoods. It is also possible to instead compute the absolute error by choosing the single most likely value for each prediction. In this version, a hard decision for each subject would be made and the error from this single predicted value computed, resulting in the Mean Absolute Error (MAE) evaluation.

Within this framework it is possible to incorporate additional data elements as they become available. In addition, as sample sizes increase we expect the model to produce more accurate distributions and prediction results. One aspect of future work is the evaluation of the most relevant input variables towards a prediction. We decided to keep as many variables as possible in our analysis, but it may be the case that they are not all required to make accurate predictions. Several approaches could be considered for this, including ablation of inputs or conditional entropy calculations of individual input variables and outcomes. We also note that as sample sizes increase the set of variables which may have been deemed to be more informative can change. In this sense, a framework which is capable of incorporating all of the available data is desirable.
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