Towards Model-informed Precision Dosing with Expert-in-the-loop Machine Learning

Yihuang Kang  
Department of Information Management  
National Sun Yat-sen University  
Kaohsiung, Taiwan  
vkang@mis.nsysu.edu.tw

Yi-Wen Chiu  
Division of Nephrology,  
Department of Internal Medicine,  
Kaohsiung Medical University Hospital  
Kaohsiung, Taiwan  
chuuyiwen@gmail.com

Ming-Yen Lin  
Division of Nephrology,  
Department of Internal Medicine,  
Kaohsiung Medical University Hospital  
Kaohsiung, Taiwan  
mingyelin3@gmail.com

Fang-yi Su  
Department of Information Management  
National Sun Yat-sen University  
Kaohsiung, Taiwan  
fangyisu0106@gmail.com

Sheng-Tai Huang  
Department of Information Management  
National Sun Yat-sen University  
Kaohsiung, Taiwan  
shenptai.huang28@gmail.com

Abstract—Machine Learning (ML) and its applications have been transforming our lives but it is also creating issues related to the development of fair, accountable, transparent, and ethical Artificial Intelligence. As the ML models are not fully comprehensible yet, it is obvious that we still need humans to be part of algorithmic decision-making processes. In this paper, we consider a ML framework that may accelerate model learning and improve its interpretability by incorporating human experts into the model learning loop. We propose a novel human-in-the-loop ML framework aimed at dealing with learning problems that the cost of data annotation is high and the lack of appropriate data to model the association between the target tasks and the input features. With an application to precision dosing, our experimental results show that the approach can learn interpretable rules from data and may potentially lower experts' workload by replacing data annotation with rule representation editing. The approach may also help remove algorithmic bias by introducing experts' feedback into the iterative model learning process.
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I. INTRODUCTION

The accessible computation and exponential growth of data have facilitated the advances of Machine Learning (ML) applications in recent years. Deep Learning [1], a powerful marriage of Artificial Neural Networks and Representation Learning [2], has brought about breakthroughs in many real-world applications. However, Deep Learning and many ML algorithms are considered black-box models, which are difficult to provide how they arrive at a decision/prediction without further interpretations. This problem has raised people's concerns on trust, safety, nondiscrimination, and other ethical issues of ML applications. Researchers and practitioners have been working on ML interpretability and developing transparent intelligent applications [3], [4]. Today, unfortunately, machines are still not as intelligent as we expected, and ML models may act in unpredictable ways instead of just crash when given unexpected inputs or asked to inference out-of-distribution cases/observations. Shortcut learning problems [5], which are decision rules that perform well on standard benchmarks but fail when applied to more challenging testing conditions, have recently drawn researchers' attention, as ML systems have been found sharing such common problems with human learning systems. Take a Melanoma (skin cancer) image classification model with deep convolutional neural networks (CNN) [6] as an example, if most of the malignant tumor images used to train the CNN models contain rulers or size markers as shown in Fig. 1, the learning algorithm may learn a shortcut that "ruler denotes skin cancer" [6].

Fig. 1: A common image data used in learning Melanoma classifier (Source: National Cancer Institute)

The ML models with learned shortcuts often result in high accuracy of prediction and make questionable tasks appear solvable. Such problems may not matter when the ML system is recommending inappropriate movies to watch, but the stakes are much higher when the system is driving our car or deciding whether a patient in a hospital needs an immediate blood transfusion. Again, the ML models may perform badly on extrapolation problems or perfectly with learned shortcuts. It is clear that the machines/models are not as smart as we expect. If we do not design ML systems for human interpretation and interaction, we may find ourselves with less and less control over such data applications that govern our lives.

We here argue that humans must be a part of the ML process. In this paper, we discuss ML processes that incorporate humans into the model learning loops—Human-In-The-Loop (HITL) ML [7]. It is commonly believed that the hardest part of building ML applications is to deal with learning from limited information or labels. One simple solution is to recruit people to annotate/label datasets, but it is tedious and time-consuming to label a large amount of data. The HITL ML introduces a framework that only generates unconfident/uncertain data (edge cases) to label, which may facilitate the data annotation process. However, when building a ML application aimed at solving tasks that usually require domain experts to make complex decisions, it is difficult and expensive to ask a group of professionals to annotate thousands of data points. Some researchers believe that the HITL ML process should generate better data representations (or models) for humans to review, and such process should directly optimize for human interpretations instead of commonly-recognized error/loss measurements [8]–[11]. In this paper, we also support the arguments and
proposes an expert-in-the-loop ML framework in which experts can suggest how to improve the prediction, interpretation, and data representation, by providing feedback in the form of directly editing learned rules (new data representations) generated by the models and/or annotating observations/predicted values as typical HITL ML does in the model learning iterations.

We demonstrate our proposed approach with an application to model-informed precision dosing (MIPD), which refers to the modeling with the goal to help better improve a patient’s health outcome by selecting personalized drug dosage regimen [12], [13]. MIPD is considered a difficult task as we usually have partial information about a patient and characteristics of patients vary significantly. The models with learned shortcuts even aggravate the non-transparency problem of the black-box models. For a successful MIPD application, we are in need of models able to withstand the scrutiny of domain experts (medical specialists). The proposed expert-in-the-loop approach is our attempt to solve the problem, by:

1. lowering user/expert workload, correcting algorithmic bias, and avoiding the shortcut learning problems;
2. modeling when the association between the target tasks and the input features are not clear, or when we have insufficient/limited data to model the associations;
3. modeling in a way that human knowledge and side information can be further encoded in successive models by evaluating the rules learned from models as well as feedback from the human experts.

The rest of this paper is organized as follows. We review background related to representation learning, ML interpretability, and the HITL ML in Section 2. The proposed approach, rule representation learning with expert-in-the-loop, is illustrated in Section 3. In Section 4, we present our experimental results with an application to precision dosing, and show our attempts to find models that optimize for human interpretation. We conclude and summarize our findings in Section 5.

II. BACKGROUND AND RELATED WORK

The recent cheap computation, exponential growth of data, and the introduction of deep model architecture [14] have brought about breakthroughs in the development of AI and ML applications. ML algorithms have been changing almost every corner of our world. From complicated personalized medications to simple trip planning, these algorithms are playing key roles in our daily lives. Deep Learning [15] and Representation Learning [2] introduce a concept of model architecture design that promotes learning data representations that better describe the associations between the input features and the output tasks in an automatic and layer-wise fashion. Yet, the multi-modal [16] and multi-tasking [17] learning have further enhanced the architecture design by incorporating a model learning paradigm that leverages multimodal information that may potentially improve the generalization performance of multiple tasks. These ML applications are very successful in solving many machine perceptual tasks, such as visual perception [18] and speech recognition [19]. However, these complicated ensemble models have long been criticized for being black-box [3], [4], which refers to the kinds of models unable to provide explanations about how they arrive at predicted results without further interpretations. This problem has drawn attention of ML communities, and researchers/practitioners have been working on ML interpretability and developing Explainable AI [20], [21], which aims at removing biases and promoting fair, accountable, transparent, and ethical intelligent applications. Instead of focusing solely on the easy-to-quantify performance measures, such as the accuracy of prediction and the number of parameters, some researchers argue that ML models should be optimized for interpretability and humans should be a part of the model learning loop [10], [11].

In this paper, we propose a ML framework that supports the idea of the Human-In-The-Loop [7] and algorithm-in-the-loop [22] ML. However, we consider a case that we already have some labeled data and the cost of data annotation is high. Today, many supervised learning algorithms with deep architecture [23], such as deep neural networks [13] and deep forest [24], are data hungry and often require a large amount of labeled data to achieve better model performance [25]. Unfortunately, it is usually difficult to recruit appropriate data annotators and also costly to obtain high-quality labeled data. To solve the problem, researchers have proposed to incorporate humans into the model learning process—a practice of the HITL ML [7], which considers how humans and ML systems interact to solve human-machine learning problems, with a goal to shorten the time and reduce the cost to obtain deployable models [26]. In Fig. 2, we show a simple HITL supervised learning process that predicts data labels.

![Fig. 2: A human-in-the-loop supervised learning process for classification](image)

In many real-world ML tasks, we often have datasets with inaccurate or limited number of labels, and therefore the models learned from the data do not perform well as expected. The HITL ML provides a solution to create a model learning loop in which machines select data points with uncertain/unconfident labels and then humans annotate the selected data for the learning algorithm so as to train new models in the successive model fitting and data re-selection iterations. In Fig. 3, we illustrate common types of annotations for image data as an example adapted from [7].

![Fig. 3: Different interface designs for image data annotation (adapted from [7] with permission)](image)

In the unassisted and assisted annotations, the annotators can manually select the data/objects with and without the help of the system (e.g., smart selection tools). The annotators have some control over the selection, but it is time-consuming for annotators when data representations are confusing (e.g., visual objects are unclear). On the other hand, in the predictive and adjudicated annotations, the system generates predictions of the data instance (e.g., object regions) and the annotators are prompted to answer a quick
question with limited editing/selection options. Such annotations are least interesting tasks for annotators and often biased towards whether the annotators trust the system. Again, typical HITL ML approaches work well when the data annotation task does not involve complex decision making processes. However, when building a ML system intended to complement or replace human judgement, an interface with the aforementioned data annotation design limits the knowledge transfer from humans to machines (and vice versa) as well as creates a human-machine interactive paradigm that simply uses humans as backup. As a result, researchers argue that better data/model representations (e.g., discriminable visual objects and interpretable decision rules) can elicit better human decisions, and we should move from "learn to predict" to "learn to represent" [8], [10], [11], which consider that ML systems should be optimized to generate human-comprehensible, intermediate data representations instead of easy-to-quantify performance measurement (e.g., accuracy of predictions). We here support the argument that ML systems should be designed to reframe problems (generate better data representations) for human decision makers. But, we also consider a different real-world ML application that we train models to learn complex tasks that usually require human experts—an expert-in-the-loop ML framework.

In many domains, such as medical decision making, it is often costly and impractical to recruit a group of professionals (e.g., physicians and pharmacists) to annotate thousands of records for humans. The aforementioned data annotation strategies are not designed for efficient prior knowledge transfer from the experts. We thus propose an interactive ML framework that promotes "model annotation" (as opposed to data annotation) by directly prompting uncertain labels or new data representations in rules learned from the data for humans to annotate or edit, which aims at lowering human expert workload. Here, we discuss applications of precision dosing, which are considered complicated tasks today because they usually involve complex and important medical decisions. And the drug response is often highly variable among patients who take the same dose over time [12]. We discuss details about such applications and illustrate our proposed framework in the following sections.

III. RULE REPRESENTATION LEARNING WITH EXPERT-IN-THE-LOOP

Consider a supervised learning task that learns a model $f$ from data consisting of $n$ observations by $p$ input features $\{x_1, x_2, ..., x_p\} \in X$ and $m$ outputs/targets $\{y_1, y_2, ..., y_m\} \in Y$. The model does not perform well as expected in terms of model accuracy and interpretation due to the lack of labeled $Y$ or limited information in the predictive features $X$ about the outcomes/targets $Y$. Also, the representational objects of the model (e.g., plots, statistics, and rules) used to describe the associations between $X$ and $Y$ are not optimized for humans to easily comprehend yet. To avoid asking human experts to annotate too many data instances and limiting the knowledge transfer because of improper data representations (as typical HITL ML does), we propose to create a model learning loop that iteratively re-trains models able to learn IF-THEN rule as the new data representations for humans, as well as help from humans to fine-tune the model parameters, representations, and interpretations.

As shown in Fig. 4, we first train models with the raw data to generate a set of rules $(r_1, r_2, ..., r_l) \in R$ in propositional logic along with rule-encoded data points (i.e., a data point can be simply represented by the rule $r_i$ with conditions it meets) for human experts. The experts may directly edit any rules and the system could generate/sample encoded data with the corresponding predicted values $y_{i,m}$ for experts to review. Note that, as experts may respond differently to the same rule $r_i$ and the predicted value $y_{i,m}$, a series of inter-rater and/or intra-rater agreement tests should be conducted [26] to ensure the reliability of experts’ annotations/feedback. Therefore, here we would like experts to provide their advice $a_i$ on how to modify the rules $r_i$ and the predicted values generated by the system, instead of manually to provide experts’ own rules/opinions. Next, the human experts’ judgement $h$ that generates advice $a_i$ (annotated rules and data points) are recorded and used as new feature extractors and new synthetic data that generate new human-centric, interpretable representations that may potentially improve the models in the following model re-training iterations. Also notice that the experts may suggest adding new features (or feature extractors) associated with the target $Y$. Again, the goal is to learn human-comprehensible and machine-processable representations while maintaining or lowering the model generalization error/loss, as defined:

$$\min \sum_{i=1}^{n} \text{loss}(y_{i,m}, a_i), \quad \text{for} \quad a_i = h(x_i, y_{i,m}^n, r_i)$$

where $h$ is the human judgement that gives an advice $a_i$ on a tuple consisting of the input feature vector $x_i$, the predicted value $y_{i,m}^n$, and the rules $r_i$ applied to the observation $i$ for the target/output $m$. The loop continues until we obtain a model...

![Fig. 4: The proposed representation learning with expert-in-the-loop](image-url)
that optimizes for human interpretation—a deployable model that can be fully understood by humans. As discussed, the proposed framework is designed to help build models able to incorporate knowledge provided by human experts. Instead of simply labeling data points with a model training loop, we propose to annotate representations/rules so as to lower human workload and let machines do the tedious new representation learning and generation tasks. In the next section, we demonstrate that our framework is practicable by showing experimental results with the application to precision dosing.

IV. EXPERIMENTS AND DISCUSSION

To demonstrate our proposed approach, we used a longitudinal patient-level dataset (EPO_data) from December 2013 to May 2020 provided by the division of Nephrology in Kaohsiung Medical University Hospital (KMUH). There are a total 283 patients and 25,979 observations. The goal of using EPO_data is to show whether our proposed approach can help experts (doctors) understand more about the algorithmic decision-making process that describe the dose-response relationship as well as to improve the model interpretation while maintaining or lowering model errors with experts in the model learning loop. EPO_data contains patients’ information for each visit, including patient identification (ID), timestamp, demographic information, and lab data. Fig. 5 shows an excerpt of the dataset.

| ID | Care_Date | Hb ... | EPO_dose | Previous.EPO_dose |
|----|-----------|--------|----------|------------------|
| 1  | 2013-12-20| 12.2   | 4        | 0                |
| 2  | 2014-01-03| 10.8   | 4        | 0                |
| 3  | 2014-01-24| 12.2   | 1        | 4                |
| 4  | 2015-05-28| 12.7   | 1        | 4                |

Fig 5: An excerpt of EPO_data

Here, we would like to build models that describe the associations between the use of erythropoietin (EPO) supplements and the changes of hemoglobin values (ΔHb) for patients in End-Stage Renal Disease (ESRD). Anemia is a common problem of the ESRD patients, and insufficient production of EPO by the kidneys is considered to be one of its major causes. One approach to treat anemia is the use of EPO-stimulating agents. Hb in dialysis patients have to be kept within the level between 10.5-11.5 mg/dl for better prognosis. The EPO supplement is a key to help keep patients’ Hb in a normal range (10.5 to 11.5 is considered normal for most dialysis patients). We consider the changes of Hb values (ΔHb) as the outcome/target variable. Note that we here are dealing with correlated data with multi-dimensional measurements and correlated target variables. A mixed-effects design of the model architecture may result in better model performance in terms of model prediction and interpretation.

We first split the data into training (n = 23,311) and testing sets (n = 2,668) as shown in Fig. 6.

![Train-Test split for EPO Data](image1)

All the experiments were performed on a computing server with two Intel Xeon CPUs and a NVIDIA GeForce RTX 2080 Ti GPU, and were implemented in R 3.6.1 [31] with R package keras [32], lme4 [33], caret [34], ranger [35], and glmertree [36]. Table 1 shows the model performance comparison in terms of training and testing Mean Absolute Error (MAE) and Root-Mean-Square Error (RMSE). We can see that the single regression tree model (CART) performs poorly compared to those models with mixed-effects design. The bagging GLMM tree with 100 tree models outperforms other models. Also, the LSTM networks do not perform well as expected. It is most likely because the network architecture in Fig. 7 only considers the random intercepts. A better network architecture that takes both fixed and random effects may further improve the performance of the networks.

![LSTM neural network architecture with random intercept design](image2)

### Table 1: Model performance in MAE/RMSE

| Model                          | Training MAE | Testing MAE | Training RMSE | Testing RMSE |
|-------------------------------|--------------|-------------|---------------|--------------|
| Classification and Regression Tree | 0.531        | 0.563       | 0.699         | 0.739        |
| Random Forest (500 trees)     | 0.483        | 0.513       | 0.640         | 0.670        |
| Linear Mixed-Effects Model    | 0.465        | 0.532       | 0.613         | 0.698        |
| Bagging GLMM Tree (100 trees) | 0.453        | 0.528       | 0.597         | 0.684        |
| Bagging GLMM Tree (100 trees) | 0.348        | 0.496       | 0.495         | 0.649        |

Besides, without further model explanations, we are unable to know whether these complex models, such as bagging GLMM tree and the LSTM networks, have learned the shortcuts and thus achieved higher accuracy of predictions. As discussed, we need a model that optimizes for better human understanding instead of accuracy of prediction. And we would also like both the experts and the models learn from each other in the loop. An interpretable model, such as GLMM tree, able to generate comprehensible data representations and model interpretation is required in
our proposed expert-in-the-loop ML framework. Table 1 also suggests that we might be able to identify a single GLMM tree model that balances the accuracy and interpretability by further incorporating experts’ feedback. The GLMM tree consists of a set of rules that split the data space (patients) into different regions (groups) in which the predictions and dose-response associations (i.e., EPO doses versus the change of hemoglobin values) can be easily comprehended. Take the first rule/group identified by the GLMM tree as an example, the rule is defined:

**RULE #1:**

IF EPO_DOSE_per_week_3_visit_before ≤ 0 ∧ PRE_Hbc_to_11_2_visit_before ≤ 0.3 ∧ SUCROFER_DOSE_prev_visit ≤ 0

THEN ΔHb = −0.3306171 + 0.2261024 * EPO_DOSE

where the association between the EPO dose and the change of hemoglobin value (ΔHb) for the group of patients who meet the rule can be represented by a simple linear model. It is certain that the rule may be further fine-tuned by experts for better human interpretation. The experts/nephrologists have confirmed that the rules learned from the model, such as whether the patient has received Sucrofer injection, meet their expectations. However, they are also concerned that a few of the rules are questionable and the accuracy of prediction of the single GLMM tree model is slightly lower than what nephrologists could do. It is most likely because the model merely learned from the data we have without any other side information about the patients. For example, the models are unable to learn whether a patient has internal bleeding simply because we do not have the information in the data. Therefore, we believe that the proposed experts-in-the-loop framework may solve the problems and further improve the model accuracy and interpretation.

Next, we would like experts’ advice on the learned new data representations (rules and predicted values) for the successive model learning iterations. As discussed previously, before further learning loop, reliability tests should be performed to ensure that there is a consensus on the patients’ EPO dose-response among the nephrologists. We created an interactive web application for experts/nephrologists to annotate data and rules. As shown in Fig. 8, the nephrologists can see the groups of interest with the patients’ EPO dose-response among the nephrologists. Should be performed to ensure that there is a consensus on the patients’ EPO dose-response among the nephrologists.

![Fig. 8: Annotation interface for experts](image)

### TABLE 1: Rule Learned by the GLMM Tree Model

| Group | Numbers | Hb | EPO_DOSE | week_n | Clinical data |
|-------|---------|----|---------|--------|--------------|
| 1     | 274     | 1690 | 10.1    | 2      | 2014-12-11   |
| 2     | 99      | 93  | 11.3    | 1      | 2016-03-28   |
| 3     | 712     | 2112 | 11.5    | 1      | 2016-06-12   |
| 4     | 376     | 937 | 11.3    | 2      | 2016-03-29   |
| 5     | 1902    | 1075 | 10.5    | 2      | 2016-11-15   |
| 6     | 50      | 217  | 11.7    | 2      | 2019-04-10   |
| 7     | 579     | 1541 | 11      | 2      | 2019-07-25   |
| 8     | 377     | 108  | 10.8    | 1      | 2016-11-14   |
| 9     | 499     | 1896 | 11.6    | 1      | 2019-09-21   |
| 10    | 1961    | 1748 | 10.8    | 1      | 2019-09-30   |

### RULE #28:

IF EPO_DOSE_per_week_3_visit_before > 0.125 ∧ ΔEPO_DOSE_2_visit_before > 0 ∧ ΔHb_1_visit_before ≤ 1.6 ∧ ΔHb_2_visit_before > −0.1

THEN ΔHb = −0.4572429 + 0.2532219 * EPO_DOSE

RULE #21 (new model):

IF EPO_DOSE_per_week_3_visit_before ≤ 0.2 ∧ ΔEPO_DOSE_2_visit_before ≤ 0 ∧ ΔHb_1_visit_before ≤ 1.6 ∧ SUCROFER_DOSE_prev_visit ≤ 0

THEN ΔHb = −0.6056191 + 0.2510769 * EPO_DOSE

Whether a patient has received Sucrofer injection in a previous visit does play a key role in the increase of his/her hemoglobin value. Such loops of rule representation annotation by experts and model re-training by machines may continue until the new representations are considered justified, which therefore could result in a deployable model that all the algorithmic decision-making processes can be comprehended by humans. We would seek to continue the loops with the help of the experts and conduct more user experiments about the interface design for rule representation annotation in our future research.
We propose a novel expert-in-the-loop ML framework based on an iterative and interactive rule learning/annotation process aimed at solving the problems that the cost of the data annotation is high and the lack of labeled data to model the association between the target tasks and the input features. Our experimental result on a real-world precision dosing application shows that the approach may lower the experts’ workload and avoid algorithmic bias as well as undefined shortcuts by incorporating annotated rule representations into a model re-training loop.
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