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Abstract

It is known that there is a correspondence between representations of superalgebras and ordinary (non-graded) algebras. Keeping in mind this type of correspondence between the twisted quantum affine superalgebra $U_q(gl(2r|1)^{(2)})$ and the non-twisted quantum affine algebra $U_q(so(2r + 1)^{(1)})$, we proposed, in the previous paper [1], a Wronskian solution of the T-system for $U_q(so(2r + 1)^{(1)})$ as a reduction (folding) of the Wronskian solution for the non-twisted quantum affine superalgebra $U_q(gl(2r|1)^{(1)})$. In this paper, we elaborate on this solution, and give a proof missing in [1]. In particular, we explain its connection to the Cherednik-Bazhanov-Reshetikhin (quantum Jacobi-Trudi) type determinant solution known in [2]. We also propose Wronskian-type expressions of T-functions (eigenvalues of transfer matrices) labeled by non-rectangular Young diagrams, which are quantum affine algebra analogues of the Weyl character formula for $so(2r + 1)$. We show that T-functions for spinorial representations of $U_q(so(2r + 1)^{(1)})$ are related to reductions of T-functions for asymptotic typical representations of $U_q(gl(2r|1)^{(1)})$.
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1 Introduction

This paper is an expansion of section 3.7 in [1].

The T-system is a system of functional relations among mutually commuting family of transfer matrices of quantum integrable systems. As a difference equation, it is a kind of discrete Toda field equation. The T-system was proposed for quantum integrable systems associated with quantum affine algebras (or Yangians) $U_q(A_1^{(1)})$ case) and superalgebras $so(2r + 1)$. It also appeared in the study of AdS/CFT integrability [11]. In the context of the representation theory, the solutions of the T-system correspond to the q-characters [12] of the Kirillov-Reshetikhin modules. They
are quantum affine algebra or Yangian analogues of characters of simple Lie algebras with a spectral parameter. See [14] for a general account on this.

The T-system was solved in terms of Cherednik-Bazhanov-Reshetikhin (CBR) or quantum Jacobi-Trudi-type determinants (in some cases, pfaffians) for \( U_q(A_{2n}^{(1)}) \) in [16], for \( U_q(B_{r+1}^{(1)}) \), \( U_q(C_r^{(1)}) \) and \( U_q(D_r^{(1)}) \) in [17], for \( U_q(gl(r)|s) \) (or \( U_q(sl(r)|s) \)) in [27, 8], and for \( Y(osp(r|2s)) \) in [9]. The CBR-type determinants in [17] are defined in terms of rather sparse matrices. In contrast, there are also CBR-type determinant solutions with dense matrices for \( U_q(B_r^{(1)}) \) [2] and \( U_q(D_4^{(1)}) \) [9]. Moreover, tableau sum expressions of the solutions are available in many cases (cf. [18]). These solutions are expressed in terms of Baxter Q-functions [20] through the analytic Bethe ansatz idea [21, 22]. The full set of Q-functions are in general not independent and connected each other via functional relations, called QQ-relations. Thus there is a freedom to choose basic Q-functions to express solutions of the T-system. Choosing a convenient set of basic Q-functions can be an important problem in mathematical physics. The most symmetric form of the solutions with respect to the action of the Weyl group would be Wronskian determinant solutions.

Wronskian solutions of the T-system were constructed relatively early for \( U_q(A_{1}^{(1)}) \) (or its elliptic counterpart) [23], \( U_q(B_{2}^{(1)}) \) [24], and \( U_q(A_{2}^{(2)}) \) [25]. In these cases, the difference L-operators, which generate the T-functions for the anti-symmetric representations in the auxiliary space, are finite order difference operators. Thus the Baxter equations as kernels of these difference L-operators become finite order difference equations. Then Wronskian expressions of T-functions follow from Cramer’s rule in linear algebra and are expressed in terms of single indexed Q-functions \( Q_{{\lambda}a} \), which are solutions of the Baxter equations. In contrast, the difference L-operators for other algebras such as \( U_q(B_{r+1}^{(1)}) \) for \( r \geq 2 \) [2], \( U_q(D_{r}^{(1)}) \) for \( r \geq 4 \) [19], \( U_q(D_{r+1}^{(2)}) \) for \( r \geq 3 \), \( U_q(D_4^{(3)}) \) [23], \( U_q(gl(r)|s) \) (or \( U_q(sl(r)|s) \)) for \( r, s \geq 1 \) [7, 8], \( Y(osp(r|2s)) \) for \( r \geq 3 \), \( s \geq 1 \) [9] are infinite order difference operators. This was one of the main obstacles to generalize earlier results. In [26], we managed to overcome this difficulty and proposed Wronskian solutions of the T-system for \( U_q(gl(M|N)^{(1)}) \). We had to use double indexed Q-functions \( Q_{{\lambda}bf} \) in addition to the single indexed Q-functions \( Q_{{\lambda}b} \) and \( Q_{{\lambda}f} \), where the bosonic indexes \( b \in \{ 1, 2, \ldots, M \} \) and the fermionic indexes \( f \in \{ M+1, M+2, \ldots, M+N \} \) carry the parity (grading) of the Lie superalgebra \( gl(M|N) \). The key functional relations, which connect these three types of Q-functions, are (fermionic) QQ-relations. They originated from the particle-hole transformations [27] in statistical mechanics and are related [8] to odd Weyl reflections [28, 29] of the superalgebra \( gl(M|N) \). The fermionic QQ-relations are studied in relation to Bäcklund transformations in soliton theory [30]. Moreover, all the \( 2^{M+N} \) Q-functions \( Q_I \) labeled by \( I \subset \{ 1, 2, \ldots, M+N \} \) are expressed [26] as Wronskian determinants in terms of these three types of basic Q-functions. This is also the case with the T-functions and in particular solutions of the T-system. These results were extended to the T-system for \( AdS_q/CFT_3 \) integrability [31] and for quantum integrable systems related to infinite

---

1 We have only partial results for this case at the moment.
2 The Baxter Q-function is an eigenvalue of a Baxter Q-operator. We call them ‘Q-function’ and ‘Q-operator’, respectively. We also call an eigenvalue formula of a transfer matrix ‘T-function’.
3 In this paper, we use the term Wronskian in rather wide sense. In fact, it is a kind of Casoratian, which is a discrete analogue of the Wronskian.
dimensional representations of $gl(r|s)$\footnote{Representation theoretical background can be found in \cite{37}.}. Connection to Grassmannians was elaborated on in \cite{32}. Moreover, Wronskian-like solutions (scalar product of ‘Q-vectors’) of the T-system for $U_q(g^{(1)})$ or $Y(g)$ with $g = D_r, E_n$ ($n = 6, 7, 8$) were proposed recently in \cite{33}, and in particular for $g = D_r$ case, a Wronskian-type expression from pure spinors, which uses a set of basic Q-functions different from the one used in the solution in \cite{19}, was presented (see also \cite{34, 35}). In this paper, we focus on the previously proposed Wronskian determinant solution for $U_q(B_r^{(1)})$ case \cite{1}, in relation to the CBR-type solution known in \cite{2}.

It is known \cite{36} that there is a correspondence (some kind of Boson-Fermion correspondence) between representations of superalgebras and ordinary (non-graded) algebras. Keeping in mind a correspondence between the twisted quantum affine superalgebra $U_q(gl(2r|1)^{(2)})$ and the quantum affine algebra $U_q(B_r^{(1)})$, we proposed \cite{1} a Wronskian solution of the T-system for $U_q(B_r^{(1)})$ as a reduction (folding) of the Wronskian solution for $U_q(gl(2r|1)^{(1)})$ \cite{26}. In this paper, we give a proof of the solution, which is missing in \cite{26}. In particular, we will clarify a connection between this Wronskian solution and the CBR-type solution known in \cite{2}. The above reduction procedures for the tensor representations\footnote{On the level of characters, this effectively corresponds to dealing with $gl(2r)$, which is a subalgebra of $gl(2r|1)$.} are straightforward, but there is a subtlety in spinorial representations. In fact, we observed \cite{1} that the T-functions associated with spinorial representations of $U_q(B_r^{(1)})$ are proportional to reductions of T-functions associated with $U_q(gl(2r|1)^{(1)})$, which are one level\footnote{On the level of characters, this effectively corresponds to dealing with $gl(2r|1)$, which is a subalgebra of $gl(2r)$.} lower than the original T-functions in the sense of the Bäcklund transformations \cite{30}. This means that spinorial representations of $U_q(so(2r + 1)^{(1)})$ are related to reductions of asymptotic representations of $U_q(gl(2r|1)^{(1)})$.

In section 2, we recall a part of \cite{26 1}, which deals with T- and Q-functions related to $U_q(gl(M|N)^{(1)})$. In section 3, we give a Wronskian solution of the T-system for $U_q(B_r^{(1)})$ as a reduction of the solution given in section 2. We show that the QQ-relations for $U_q(B_r^{(1)})$ follow from the QQ-relations for $U_q(gl(2r|1)^{(1)})$. We also consider Wronskian expressions of T-functions labeled by non-rectangular Young diagrams and explain their relation to CBR-type formulas associated with $U_q(B_r^{(1)})$ \cite{2}. All these T-functions reduce to Weyl-type character formulas of $U_q耕地(g^{(1)})$ or $Y(B_r)$ in the limit that the Q-functions go to 1. Section 4 is devoted to concluding remarks.

Throughout the paper we assume that the deformation parameter $q$ is not a root of unity when we mention the T-system associated with the quantum affine algebra. In addition, there is no substantial difference between the Yangian $Y(g)$ case ($g$: a simple Lie (super)algebra) and the quantum affine algebra $U_q(g^{(1)})$ case as far as the solutions of the T-system are concerned.

\section{2 T- and Q-functions for $U_q(gl(M|N)^{(1)})$}

This section is a brief summary of a part of \cite{26 1}. There are some overlaps in the text with \cite{26 1}, with respect to review parts of this paper. We will review miscellaneous formulas
on T-and Q-functions for quantum integrable models associated with \(U_q(\mathfrak{gl}(M|N))^{(1)}\) (or \(Y(\mathfrak{gl}(M|N))\)).

### 2.1 Notation

For any \(M, N \in \mathbb{Z}_{\geq 0}\), let us introduce sets

\[
\mathcal{B} = \{1, 2, \ldots, M\},
\]

\[
\mathfrak{F} = \{M + 1, M + 2, \ldots, M + N\},
\]

\[
\mathcal{J} = \mathcal{B} \cup \mathfrak{F}.
\]  

(2.1)

We will use a grading parameter on the set \(\mathcal{B} \cup \mathfrak{F}\):

\[
p_a = 1 \quad \text{for} \quad a \in \mathcal{B}, \quad p_a = -1 \quad \text{for} \quad a \in \mathfrak{F}.
\]  

(2.2)

We often use the following notation for subsets of the above sets: \(B \subset \mathcal{B}\), \(F \subset \mathfrak{F}\), \(I \subset \mathcal{J}\), and for a matrix:

\[
(a_{ij})_{i \in B, j \in F} = \begin{pmatrix}
    a_{b_1,f_1} & a_{b_1,f_2} & \cdots & a_{b_1,f_n} \\
    a_{b_2,f_1} & a_{b_2,f_2} & \cdots & a_{b_2,f_n} \\
    \cdots & \cdots & \cdots & \cdots \\
    a_{b_m,f_1} & a_{b_m,f_2} & \cdots & a_{b_m,f_n}
\end{pmatrix},
\]  

(2.3)

where \(B = \{b_1, \ldots, b_m\}, b_1 < \cdots < b_m\); \(F = \{f_1, \ldots, f_n\}, f_1 < \cdots < f_n\).

Let us consider an arbitrary function \(f(u)\) of \(u \in \mathbb{C}\) (the spectral parameter). Throughout this paper we use a notation on a shift of the spectral parameter such as \(f^a = f(u + ah)\) for an additive shift, and \(f^a = f(ug^bh)\) for a multiplicative shift (q-difference), where \(a \in \mathbb{C}\). Here the unit of the shift \(h\) is any non-zero fixed complex number. If there is no shift \((a = 0)\), we often omit \([0]\): \(f^0 = f = f(u)\).

### 2.2 QQ-relations

Let us consider \(2^{M+N}\) complex functions \(Q_I = Q_I(u)\) of \(u \in \mathbb{C}\) (the spectral parameter), which are labeled by subsets \(I\) of the full set \(\mathcal{J}\). We use an abbreviation of the form \(Q_{I,i,j} = Q_{\{i_1,i_2,\ldots,i_n,i_j\}} = Q_{i_1,i_2,\ldots,i_n,i_j}\) for \(I = \{i_1,i_2,\ldots,i_n\}\). We also assume that these functions \(\{Q_I\}\) satisfy the following functional relations:

\[
(z_i - z_j)Q_IQ_{I,i,j} = z_iQ_{I,i,j}^{[p_i]}Q_{I,j}^{[-p_i]} - z_jQ_{I,j}^{[-p_i]}Q_{I,i,j}^{[p_i]} \quad \text{for} \quad p_i = p_j,
\]  

(2.4)

\[
(z_i - z_j)Q_{I,i,j}Q_{I,j} = z_iQ_{I,i,j}^{[-p_i]}Q_{I,j}^{[p_i]} - z_jQ_{I,j}^{[p_i]}Q_{I,i,j}^{[-p_i]} \quad \text{for} \quad p_i = -p_j,
\]  

(2.5)

where \(i, j \in \mathcal{J} \setminus I (i \neq j)\); \(\{z_i\}_{i \in \mathcal{J}}\) are complex parameters. In the context of quantum integrable spin chains, the parameters \(\{z_i\}_{i \in \mathcal{J}}\) correspond to boundary twist parameters, and \(2.4-2.5\) are functional relations among Baxter Q-functions (or operators), called QQ-relations. Then we will call the function \(Q_I\) ‘Q-function’ from now on. These relations (their special cases, extensions or variations) appeared in various guises in the...
literature (see for example, [40, 44, 43, 45, 30] and references in [26]). The first equations (2.4) (Bosonic QQ-relations) are generalizations of the quantum Wronskian condition. The second equations (2.5) (Fermionic QQ-relations) came from the particle-hole transformations [27] in statistical mechanics, and are related [8] to odd Weyl reflections [28, 20] of the superalgebra $gl(M|N)$. The fermionic QQ-relations are studied in relation to Bäcklund transformations in soliton theory [30]. Here we use the form [26] defined for the whole set of $2^{M+N}$ Q-functions. In [26, 1], we normalized the Q-function for the empty set as $Q_{\emptyset} = 1$, but we do not impose this in this paper.

We introduce a map $\sigma$, which is related to an automorphism of $gl(M|N)$ (cf. [52]):

$$\sigma(z_i) = \begin{cases} 
z_{M+1-i}^{-1} & \text{for } i \in \mathcal{B}, \\
\frac{1}{z_{2M+N+1-i}} & \text{for } i \in \mathcal{F}.
\end{cases}$$

(2.6)

We also define the action of this map on the index sets of Q-functions as follows. For any $\{a_i\}_{i=1}^m \subset \mathcal{B}$, $\{f_i\}_{i=1}^n \subset \mathcal{F}$, we define

$$\sigma(\{a_i\}_{i=1}^m \cup \{f_i\}_{i=1}^n) = \mathcal{I} \setminus (\{M + 1 - b_i\}_{i=1}^m \cup \{2M + N + 1 - f_i\}_{i=1}^n).$$

(2.7)

Then we define the action of the map on the Q-functions by

$$\sigma(Q_{(a_i)_{i=1}^m \cup (f_i)_{i=1}^n}) = Q_{(a_i)_{i=1}^m \cup (f_i)_{i=1}^n}.$$  

(2.8)

Note that the QQ-relations (2.4) and (2.5) are invariant under the map $\sigma$.

### 2.3 Tableau sum and CBR-type expressions of T-functions

Let us take a $K$-tuple $I_K = (\gamma_1, \gamma_2, \ldots, \gamma_K)$ whose components are mutually distinct elements of $\mathcal{I}$, where $0 \leq K \leq M + N$. In particular, $I_0$ and $I_{M+N}$ coincide with $\emptyset$ and $\mathcal{I}$ as sets (rather than tuples), respectively. Then we define functions labeled by $I_K$ as

$$T_{I_K} := \sum_{\{a_i\}_{i=1}^m \cup \{f_i\}_{i=1}^n} \frac{[\sum_{j \in I_{K-1}} p_j - 2p_{r+K}]}{Q_{I_K}} \frac{[\sum_{j \in I_K} - \sum_{j \in I_{K-1}} p_j]}{Q_{I_{K-1}}} \frac{[\sum_{j \in I_K} 2p_{r+K}]}{Q_{I_K}}.$$  

(2.9)

The eigenvalue formula of the transfer matrix of the Perk-Schultz-type model [16] by Bethe ansatz has the following form [47] (see (2.14) for more familiar normalization):

$$F^{I_{M+N}}_{(1)} = \sum_{a=1}^{M+N} P_\mu \mathcal{T}_{\mu}^{[M-N]}.$$  

(2.10)

A partition is a non increasing sequence of positive integers $\mu = (\mu_1, \mu_2, \ldots)$. We often write this in the form $\mu = (r^{m_r}, (r-1)^{m_{r-1}}, \ldots, 2^{m_2}, 1^{m_1})$, where $r = \mu_1$.

However, readers may formally set $Q_{\emptyset} = 1$ without spoiling the essential structure of the formulas. Under this condition, the bulky normalization functions, which appear in what follows, become trivial: $\Psi_{\mu}^{(m,n)} = \Phi_{\mu}^{(m,n)} = \Phi_{\mu} = \Phi_{\mu,\nu} = 1$.

For any $K$, we regard the tuple $I_K$ as a set $I_K = \{\gamma_1, \gamma_2, \ldots, \gamma_K\}$ for the Q-function $Q_{I_K}$ and the summation $\sum_{j \in I_K}$. We also remark that $X_{I_K}^{[\mu]}$ corresponds to eq. (2.7) in [26].
and $m_k = \text{Card}\{j|\mu_j = k\}$. We use the same symbol $\mu$ for the Young diagrams. The Young diagram $\mu$, corresponding to a partition $\mu$, has $\mu_k$ boxes in the $k$-th row in the plane. Each box in the Young diagram is specified by the coordinates $(i, j) \in \mathbb{Z}^2$, where the row index $i$ increases as one goes downwards, and the column index $j$ increases as one goes from left to right. The top left corner of $\mu$ has the coordinates $(1,1)$. The conjugate (transposition) of $\mu$ is defined by $\mu' = (\mu_1', \mu_2', \ldots)$, where $\mu_j' = \text{Card}\{k|\mu_k \geq j\}$. Let $\lambda = (\lambda_1, \lambda_2, \ldots)$ and $\mu = (\mu_1, \mu_2, \ldots)$ be two partitions such that $\mu_i \geq \lambda_i : i = 1, 2, \ldots$ and $\lambda_{\mu'_1} = \lambda'_{\mu_1} = 0$. We express the skew-Young diagram defined by these two partitions as $\lambda \subset \mu$. Each box on the skew-Young diagram $\lambda \subset \mu$ is specified by its coordinate on $\lambda$.

We also use the 180 degrees rotation of the skew-Young diagram $\lambda \subset \mu$, and denote it as $\overline{\lambda} \subset \mu$:

$$
\overline{\lambda} \subset \mu := (\mu_1 - \mu_{\mu'_1}, \mu_1 - \mu_{\mu'_2}, \ldots, \mu_1 - \mu_{\mu'_{\mu'_1}}, 0) \\
\subset (\mu_1' - \lambda'_1, \mu_1 - \lambda'_2, \ldots, \mu_1 - \lambda'_{\mu'_1}, 0).
$$

Note that $\overline{\mu} = \mu$ if $\mu$ is a Young diagram of rectangular shape. We define the space of admissible tableaux $\text{Tab}_{I_K}(\lambda \subset \mu)$ for the $K$-tuple $I_K$ on a (skew) Young diagram $\lambda \subset \mu$. We assign an integer $t_{ij}$ in each box $(i, j)$ of the diagram. An admissible tableau $t \in \text{Tab}_{I_K}(\lambda \subset \mu)$ is a set of integers $t = \{t_{jk}\}_{(j,k) \in \lambda \subset \mu}$, where all $t_{jk} \in \{1, 2, \ldots, K\}$ satisfy the following conditions

(i) $t_{jk} \leq t_{j+1,k}, t_{j,k+1}$

(ii) $t_{jk} < t_{j,k+1}$ if $\gamma_{t_{jk}} \in \mathcal{F}$ or $\gamma_{t_{j,k+1}} \in \overline{\mathcal{F}}$

(iii) $t_{jk} < t_{j+1,k}$ if $\gamma_{t_{jk}} \in \mathcal{B}$ or $\gamma_{t_{j+1,k}} \in \mathcal{B}$.

We introduce a $T$-function with auxiliary space labeled by a skew Young diagram $\lambda \subset \mu$ [7] [8] (see [38] for an extension of these $T$-functions, [16] for representation or combinatorial theoretical background and [2] for $U_q(B_n^{(1)})$ case):

$$
\mathcal{F}_{\lambda \subset \mu}^{I_K} = \sum_{t \in \text{Tab}_{I_K}(\lambda \subset \mu)} \prod_{(j,k) \in \lambda \subset \mu} p_{\gamma_{t_{jk}}} \lambda_{\mu_{j,k}}^{[\mu_1 - \mu_{\mu'_1} + 2j - 2k + m - n]},
$$

where the summations are taken over all admissible tableaux, and the products are taken over all boxes of the Young diagram $\lambda \subset \mu$; $m := \text{card}(I_K \cap \mathcal{B})$, $n := \text{card}(I_K \cap \overline{\mathcal{F}})$. We also set $\mathcal{F}_{\lambda \subset \mu}^{I_K} = 1$, and $\mathcal{F}_{\lambda \subset \mu}^{\emptyset} = 0$ and for the non-empty Young diagram $\mu$. Note that the admissible tableaux $\text{Tab}_{I_K}(\lambda \subset \mu)$ becomes an empty set if the Young diagram $\lambda \subset \mu$ contains a rectangular sub-diagram of a height of $m + 1$ and a width of $n + 1$, and consequently (2.12) vanishes for such Young diagram. Thus the $T$-functions for $\lambda = \emptyset$ are defined on $[m, n]$-hook (L-hook).
The tableau sum formula (2.12) has a determinant expression.

\[
\mathcal{F}_{K,C}^{I_K} = \left| \begin{array}{c} \mathcal{F}_{I_K}^{J_{|\lambda|}}[\mu_1, \mu_2, \ldots, \mu_n] \\ \{ (i, j) \mid \sum_{\mu=1}^{n} \mu_i \leq n \} \end{array} \right| (2.13)
\]

where \(\mathcal{F}_{I_K}^{J_{(0)}} = \mathcal{F}_{I_K}^{J_{(1)}} = 1\) and \(\mathcal{F}_{I_K}^{J_{(a)}} = 0\) for \(a < 0\). This determinant expression for \(K = M + N\) corresponds to the supersymmetric Cherednik-Bazhanov-Reshetikhin formula (supersymmetric CBR formula or quantum supersymmetric Jacobi-Trudi formula) \[15, 16\], \[7, 8\], \[49, 39, 2\]. We introduce the following transformation for any (non-skew) Young diagram \(\mu\).

\[
\mathcal{F}_{\mu}^{I_K} = Q_{[n]}[m-n+\mu_1'] Q_{[n]}[-\mu_1'] \mathcal{F}_{\mu}^{I_K}. \tag{2.14}
\]

Here \(\tilde{\mu}\) is the 180 degrees rotated Young diagram of \(\mu\) (see, \(\ref{2.11}\) for \(\lambda = \emptyset\)). It is known that \(\mathcal{F}_{\mu}^{I_K}\) and \(\mathcal{F}_{\mu}^{I_K}\) are invariant under any permutation of the elements of the tuple \(I_K\) under the QQ-relations \(\ref{2.4}\) and \(\ref{2.5}\). Then we define \(\mathcal{F}_{\mu}^{B,F} := \mathcal{F}_{\mu}^{I_K}\) and \(\mathcal{F}_{\mu}^{B,F} := \mathcal{F}_{\mu}^{I_K}\), where \(B = I_K \cap \mathfrak{B}\) and \(F = I_K \cap \mathfrak{F}\) as sets.

### 2.4 Wronskian-type expressions of T-functions

Let us introduce a determinant \[^8\] over a block matrix labeled by sets \(B, R, F, S\) \((B \subset \mathfrak{B}, |B| = m; F \subset \mathfrak{F}, |F| = n; R, S \subset \mathbb{Z})\):

\[
\Delta_{F,S}^{B,R}[|\xi|] = \left| \begin{array}{c} \xi_b^{[i]} \xi_b^{[j]} \xi_b^{[k]} \xi_b^{[l]} \\ \frac{z_b - z_f}{b \in B, f \in F} \frac{z_f - z_b}{b \in B, j \in S} \\ (-z_f)^{i-1} \xi_f^{[k+2j-1]}(0)|R| \times |S| \end{array} \right|, \tag{2.15}
\]

where \(\xi \in \mathbb{C}\), and \((0)|R| \times |S|\) is \(|R|\) by \(|S|\) zero matrix. The number of the elements of the sets must satisfy \(|B| + |R| = |F| + |S|\). For any Young diagram \(\mu\), we introduce a number, called \((m, n)\)-index \[48\]:

\[
\xi_{m,n}(\mu) := \min \{ j \in \mathbb{Z}_{\geq 1} \mid \mu_j + m - j \leq n - 1 \}. \tag{2.16}
\]

In particular, we have \(1 \leq \xi_{m,n}(\mu) \leq m + 1\); \(\xi_{m,0}(\mu) = m + 1\) and \(\xi_{0,n}(\mu) = 1\) for \(\mu_{m+1} \leq n\), and \(\xi_{m,n}(\mu) = m + 1\) for \(\mu_{m+1} \leq n \leq \mu_m\); \(\xi_{m,n}(\emptyset) = \max\{m-n+1, 1\}\). We often abbreviate \(\xi_{m,n}(\mu)\) as \(\xi_{m,n}\). The denominator formula of the supercharacter of \(gl(m|n)\) can be written as \[48\]:

\[
D(B|F) = \frac{\prod_{b \leq b'} \xi_f^{[z_b - z_f]} \prod_{f \leq f'} \xi_f^{[z_f - z_f]} \prod_{(b, f) \in B \times F} (z_b - z_f)}{\prod_{(b, f) \in B \times F} (z_b - z_f)}. \tag{2.17}
\]

\[^8\]This is related to the sparse determinant in [eq.(3.24) in \[1\]] as \(\Delta_{F,S}^{B,R}[\xi] = \Delta_{F,S}^{B,R}[0, \emptyset, \xi]\), where we set \(B_1 = B, B_2 = T_1 = T_2 = \emptyset, \eta = 0\). Moreover, this is related to the determinant in [eq.(3.4) in \[26\]] as \(\Delta_{F,S}^{B,R}[\xi] = \Delta_{F,S}^{B,R}[0, \xi]\) in case \(q\)-difference is adopted.
For any Young diagram $\mu$, we introduce the following function

$$T^B,F_\mu := (-1)^{(m+n+1)(\xi_m, n(\mu)+1)+\lfloor (m-n)/(m+n-1)\rfloor} \times \Psi_{(m,n)} B,F^{[m+n+1]} \Delta_{F,(s_1,s_2,\ldots,s_{\xi_m,n-1})} D(B|F)^{-1}, \quad (2.18)$$

where $s_l = \mu_{\xi_m,n-l} + m - n - \xi_m,n(\mu) + l + 1$, $r_k = \mu'_{n-\xi_m,n-k} + k - \xi_m,n(\mu) + 1$ and

$$\Psi_{(m,n)} = \frac{Q^0_{\lfloor -m+n+1+\mu_1'/2 \rfloor} \lfloor -m+n+1+\mu_2'/2 \rfloor \lfloor -m+n+1+\mu_1 - 2r+2 \rfloor \prod_{l=1}^{\xi_m,n-1} Q^0_{\lfloor -m+n+1+\mu_1'/2+2s_l-2 \rfloor}.}{(2.19)}$$

We remark that (2.18) reduces to a determinant formula [48] of characters of tensor representations of $gl(m|n)$ in the limit (or formal replacement) $Q_0 \to 1$, $Q_b \to 1$, $Q_f \to 1$, $Q_{b,f} \to 1$. Specializing (2.18) for the empty diagram, we obtain a Wronskian-like determinant solution [Theorem 3.2 in [26]] of the QQ-relations (2.4) and (2.5):

$$T^B,F_0 = (-1)^{\lfloor (m-n)/(m+n-1) \rfloor} \Psi_{(m,n)} B,F^{[m-n]} \Delta_{F,(1,m-n)} D(B|F)^{-1} \quad (2.20)$$

where we introduce notation

$$\langle a, b \rangle = \begin{cases} \{a, a+1, a+2, \ldots, b\} & \text{for } b - a \in \mathbb{Z}_{\geq 0}, \\
\varnothing & \text{for } b - a \notin \mathbb{Z}_{\geq 0}. \end{cases} \quad (2.21)$$

For any rectangular Young diagram, we set

$$T^B,F_{a,s} = \begin{cases} T^B,F_{(s^a)} & \text{for } a, s \in \mathbb{Z}_{\geq 1} \\
Q_{(m-n-a)}^0 \Psi_{(m-n)}^0 [m-n-a]^{-1} T^B,F_{[a]} & \text{for } a \in \mathbb{Z}_{\geq 0}, \quad s = 0 \\
Q_{(m-n-s)}^0 \Psi_{(m-n-s)}^0 [m-n-s]^{-1} T^B,F_{[-s]} & \text{for } a = 0, \quad s \in \mathbb{Z} \\
0 & \text{otherwise}. \end{cases} \quad (2.22)$$

More explicitly, we have:

for $a \leq m - n$, we have $\xi_{m,n}((s^a)) = m - n + 1$ and

$$T^B,F_{a,s} = (-1)^{\lfloor (m-n)/(m+n-1) \rfloor} \Psi_{(m,n)}^a B,F^{[m+n+m+a-s]} \Delta_{F,(m-a-s+1,m-n)} D(B|F)^{-1}, \quad (2.23)$$

for $a - s \leq m - n \leq a$, we have $\xi_{m,n}((s^a)) = a + 1$ and

$$T^B,F_{a,s} = (-1)^{(m+n+1)a+\lfloor (m-n)/(m+n-1) \rfloor} \Psi_{(m,n)}^a B,F^{[m+n+m+a]} \Delta_{F,(m-a-m+s+1,m-n)} D(B|F)^{-1}, \quad (2.24)$$

for $-s \leq m - n \leq a - s$, we have $\xi_{m,n}((s^a)) = m - n + s + 1$ and

$$T^B,F_{a,s} = (-1)^{(m+n+1)s+\lfloor (m-n)/(m+n-1) \rfloor} \Psi_{(m,n)}^a B,F^{[m+n+m+s]} \Delta_{F,(m-n-s+1,m-n)} D(B|F)^{-1}, \quad (2.25)$$

$9T^B,F_{(-m+n)}$ corresponds to eq.(3.15) in [26].
for $m - n \leq -s$, we have $\xi_{m,n}((s^a)) = 1$ and

$$T_{a,s}^{B,F} = (-1)^{(m-n)(m+n-1)} \frac{\Psi_{a,s}(m,n)}{\Delta F_0} D(B|F)^{-1},$$

(2.26)

where we set

$$\Psi_{a,s}(m,n) = \begin{cases} 
\Psi_{(m,n)} & \text{for } a, s \in \mathbb{Z}_{\geq 1} \\
Q_{m-n-a}^{-1}(Q_{m-n+a}^{-1} - a & \text{for } a \in \mathbb{Z}_{\geq 0}, s = 0 \\
Q_{m+n+s}^{-1}(Q_{m-n-s}^{-1} - s & \text{for } a = 0, s \in \mathbb{Z} \\
\text{otherwise.} & 
\end{cases}$$

(2.27)

Applying the Laplace expansion formula to (2.22)-(2.26), we obtain useful expressions

$$T_{a,s}^{B,F} = \sum_{I+J = F, |I| = m - n} \prod_{i \in I} (z_i - z_j)^{s-a} \prod_{(b,j) \in B \times J} (z_b - z_j)^{a} \prod_{(i,j) \in I \times J} (z_i - z_j)^{-a+m-n}$$

for $a \geq s + m - n,$ (2.28)

$$T_{a,s}^{B,F} = \sum_{I \subseteq B, |I| = a} \prod_{i \in I} (z_i - z_j)^{s-a} \prod_{(i,f) \in I \times F} (z_i - z_f)^{a} \prod_{(i,j) \in I \times J} (z_i - z_j)^{-s+m-n}$$

for $a \leq s + m - n,$

(2.29)

where the summation is taken over any possible decomposition of the original set into two disjoint sets $I$ and $J$ with fixed sizes. The $T$-functions $T_{a,s}^{B,F}$ solve the $T$-system for $U_q(gl(M|N)^{(1)})$ (or $U_q(sl(M|N)^{(1)})$, or its Yangian counterpart) [7, 8]. We also have [eq.(3.67) in [26]].

$$T_{\mu}^{B,F} = F_{\mu}^{B,F}$$

(2.30)

This is proven for general non-rectangular Young diagrams for $|F| = 0$ case and rectangular Young diagrams for $|B||F| \neq 0$ case, and is a conjecture for general non-rectangular Young diagrams for $|B||F| \neq 0$ case (see page 426 in [26]).

3 T-and Q-functions for $U_q(B_r^{(1)})$

Now we would like to explain details of our proposal [section 3.7 in [1]]. In this section we consider reductions of $T$- and $Q$-functions introduced in the previous section. We focus on $U_q(B_r^{(1)})$ case, and give Wronskian solutions of the $T$-system.
3.1 Reductions of Q-functions by automorphisms

We find that reductions on the QQ-relations by the map \( \sigma \) (and some dualities among different superalgebras \([36]\)) produce QQ-relations (and from zeros of Q-functions, Bethe equations) and solutions of the T-systems associated with algebras different from the original ones. The reductions here are basically accomplished by identifying the image of the Q-functions and the parameters \( \{z_a\} \) by the map \( \sigma \) with the original ones (up to overall factors and manipulations on the spectral parameter in some cases). Let us consider \( 'gl(M|N)^{(2)} \) type reduction” \(^{10}\) by \( \sigma \):

\[
\sigma(Q_I) = Q_I \quad \text{for } I \subset \mathcal{I}, \quad \sigma(z_a) = z_a \quad \text{for } a \in \mathcal{J}. \tag{3.1}
\]

If \( M \) or \( N \) are odd, fixed points by \( \sigma \) appear. For example for \( N = 2r + 1 \) case, we have \( \sigma(z_{M+r+1}) = z_{M+r+1}^{-1} = z_{M+r+1} \). Then we obtain \( z_{M+r+1} = \pm 1 \). The minus sign \( z_{M+r+1} = -1 \) effectively changes the sign of \( p_{M+r+1} \) from the grading of the superalgebra (see (2.9) and (2.10), which induces a duality (some kind of Boson-Fermion correspondence) between a superalgebra (\( z_{M+1} = 1 \)) and an ordinary (non-graded) algebra (\( z_{M+1} = -1 \) for the case \( N = 1 \)). In particular, \( gl(2r|1)^{(2)} \) type reduction \(^{11}\) for \( z_{2r+1} = -1 \), which is the main subject of this paper, produces QQ-relations and Wronskian solutions of the T-system for \( U_q(g^{(2)}) \) or \( Y(g) \), where \( g = so(2r+1) \). Moreover, \( gl(0|2r+1)^{(2)} \) type reduction for \( z_{r+1} = -1 \) corresponds to \( g = osp(1|2r) \) (cf. \([9]\)). \( gl(2r+1|0)^{(2)} \) type reduction \(^{12}\) for \( z_{r+1} = 1 \) corresponds to \( U_q(A_{2r}^{(2)}) \), and \( gl(2r|0)^{(2)} \) type reduction corresponds to \( U_q(A_{2r-1}^{(2)}) \) (cf. \([23]\)). These reductions produce additional functional relations among T-functions, which do not exist before the reductions (see for example, \([3.29]\)).

3.2 QQ-relations

In this subsection, we will show that the QQ-relations for quantum integrable systems associated with \( U_q(B_{2r+1}^{(1)}) = U_q(so(2r+1)^{(1)}) \) follow from the QQ-relations \((2.4)\) and \((2.5)\) by the reduction \((3.1)\).

Now we consider the case \( M = 2r, N = 1, \mathfrak{B} = \{1, 2, \ldots, 2r\}, \mathfrak{F} = \{2r+1\} \). For \( a \in \mathfrak{B} \) and \( B \subset \mathfrak{B} \), set \( a^* = 2r - a + 1 \), \( B^* = \{a^*\}_{a \in B} \). In this case \([11], \text{ (3.1)} \) reduces to

\[
z_{a^*} = z_a^{-1} \quad \text{for } a \in \mathfrak{B}, \quad z_{2r+1} = -1, \tag{3.2}
\]

\[
Q_B = Q_{\mathfrak{B} \setminus B^* \mathfrak{F}} \quad \text{for } B \subset \mathfrak{B}. \tag{3.3}
\]

\(^{10}\)In the previous paper \([11]\), we used the term ‘\( sl(M|N)^{(2)} \) type reduction’. Here we change this since we do not impose the special linear algebra condition explicitly.

\(^{11}\)This was announced first at the poster session in the conference ‘Infinite Analysis 09, New Trends in Quantum Integrable Systems’, Department of Mathematics, Faculty of Science, Kyoto University, 29 July 2009.

\(^{12}\)In this case, we have to add a shift of the spectral parameter to \((3.1)\) as \( \sigma(Q_I) = Q_I^{(2)} \) \((h \in \mathbb{C} \setminus \{0\})\) cf. \([11], \text{ (25)}\).

\(^{13}\)The case \( z_{2r+1} = 1 \), \( U_q(gl(2r+1|1)^{(2)}) \) is parallel to this.
In particular, we have
\[ \prod_{j \in \mathcal{B}} z_j = 1, \tag{3.4} \]
and
\[ Q_{\mathcal{B}} = Q_{\emptyset} = Q_{2r+1}, \tag{3.5} \]
\[ Q_{\mathcal{B}, \emptyset} = Q_{\emptyset}. \tag{3.6} \]

Let us take a subset of (2.4):
\[ (z_i - z_j) Q_{B, i, j} = z_i Q_{B, i} Q_{B, j}^{-1} - z_j Q_{B, j}^{-1} Q_{B, i}^{\dagger}, \tag{3.7} \]
where \( B \subset \mathcal{B}, i, j \in \mathcal{B} \setminus B, i \neq j \). We find that Q-functions satisfy
\[ (z_b^\pm - z_{b'}^\pm) Q_I^{[1]} Q_I^{-[1]} = z_b^\pm Q_{I, b} Q_{I, b'}^{-\dagger} - z_{b'}^\pm Q_{I, b'} Q_{I, b}^{-\dagger}, \tag{3.8} \]
where the set \( I \) obeys the following conditions: \( I \subset \mathcal{B}, \) Card(\( I \)) = \( r - 1 \), \( i^* \notin I \) for any \( i \in I \), and \( b, b' \in \mathcal{B} \setminus I \) (thus \( \mathcal{B} = I \cup I^* \cup \{ b, b' \} \)). QQ-relations corresponding to (3.7) for \( B = \{ 1, 2, \ldots, i - 1 \}, j = i + 1 \leq r \), and (3.8) for \( I = \{ 1, 2, \ldots, r - 1 \}, b = r \) and \( b' = r + 1 \) appeared in [eq. (6.11) and eq. (6.14) in 50]. 14 We let us rewrite (3.8) as
\[ (z_b - 1) Q_I^{[1]} Q_I = z_b Q_{I, b} Q_{I, b'}^{-\dagger} - Q_{I, b} Q_{I, b'}^{[1]}, \tag{3.9} \]
where (3.2) is used. We will use the following QQ-relations:
\[ (z_b - z_b^{-1}) Q_I Q_{I, b, b'} = z_b Q_{I, b} Q_{I, b'}^{-\dagger} - z_b^{-1} Q_{I, b'} Q_{I, b}^{[1]}, \tag{3.10} \]
\[ (z_b^{-1} + 1) Q_{I, b'} Q_{I, b} = z_b^{-1} Q_{I, b'} Q_{I, b}^{-\dagger} + Q_{I} Q_{I, b'}^{[1]}, \tag{3.11} \]
\[ (z_b + 1) Q_{I, b} Q_{I, b, b'} = z_b Q_{I, b}^{-1} Q_{I, b'} + Q_{I} Q_{I, b'}^{[1]}, \tag{3.12} \]
\[ 14 \text{We may have more Q-functions than the case we consider the type B-system from the very beginning. This extra Q-functions we have play an auxiliary role in our construction of Wronskian expressions of T-functions. How the extra Q-functions and QQ-relations (if any) affect the class of solutions of the type B T-system remains to be clarified. In relation to this, we made the following experiments by Mathematica version 7. (i) Let us consider the determinant } Q_B = T_{\emptyset}^{B, \emptyset} Q_{\emptyset}^{[m]} \tag{2.20}, \text{ which automatically solves (3.7). Substituting this into (3.3), we obtain functional relations among the Q-functions } \{ Q_{\emptyset} \}_{\emptyset \in \mathcal{B}} \text{ and } Q_{\emptyset}. \text{ Then we solve these order by order by series expansions } Q_{\emptyset} = 1 + \sum_{k=1}^{\infty} a_{\emptyset}^{(k)} u^k, Q_{\emptyset} = 1 + \sum_{k=1}^{\infty} a_{\emptyset}^{(k)} u^k. \text{ Here we regard the Q-functions as functions of the spectral parameter } u \text{ and adopt multiplicative shift } Q_I^{[a]}(u) = Q_I(q^a u) \text{ for any } I \subset \mathcal{B}. \text{ The Q-function } Q_{\emptyset} \text{ is regarded as a known function. (ii) Similarly, substituting the determinant (2.20) into the relation (3.3), we obtain functional relations among the Q-functions } \{ Q_{\emptyset} \}_{\emptyset \in \mathcal{B}} , \{ Q_{\emptyset, 2r+1} \}_{\emptyset \in \mathcal{B}} \text{ and } Q_{\emptyset}. \text{ We solve these order by order by series expansions } Q_{\emptyset} = 1 + \sum_{k=1}^{\infty} a_{\emptyset}^{(k)} u^k, Q_{\emptyset, 2r+1} = 1 + \sum_{k=1}^{\infty} a_{\emptyset}^{(k)} u^k, Q_{\emptyset} = 1 + \sum_{k=1}^{\infty} a_{\emptyset}^{(k)} u^k. \text{ Here the coefficients } \{ a_{\emptyset}^{(k)} \}_{\emptyset \in \mathcal{B}} \text{ are expressed in terms of } \{ a_{\emptyset}^{(j)} \}_{\emptyset \in \mathcal{B}}, a_{\emptyset}^{(j)} (1 \leq j \leq k) \text{ through (2.5). We have confirmed that both (i) and (ii) give the same coefficients } \{ a_{\emptyset}^{(k)} \}_{\emptyset \in \mathcal{B}} \text{ for } k = 1, 2, r = 2, 3 \text{ cases.} \]
which follow from $^{(2.4)}$, $^{(2.5)}$, $^{(3.2)}$ and $^{(3.3)}$ (in particular, $Q_{I,2r+1} = Q_{I,b,b^*}^r$; $Q_{I,b^*,2r+1} = Q_{I,b^*}$, $Q_{I,b,2r+1} = Q_{I,b}$). Now we prove $^{(3.9)}$ step by step as follows.

$$\text{left hand side of }^{(3.9)} \times (z_b - z_b^{-1})Q_{I,b,b^*} = (z_b - 1)Q_{I}^1(z_b - z_b^{-1})Q_{I}Q_{I,b,b^*}$$

apply $^{(3.10)}$

$$= (z_b - 1)Q_{I}^1(z_bQ_{I,b}^1Q_{I,b}^{-1} - z_b^{-1}Q_{I,b}^{-1}Q_{I,b}^1), \quad (3.13)$$

$$\text{right hand side of }^{(3.9)} \times (z_b - z_b^{-1})Q_{I,b,b^*} =$$

apply $^{(3.11)}$ apply $^{(3.12)}$

$$= (z_b - z_b^{-1})(z_bQ_{I,b}^1(z_b^{-1} + 1)^{-1}(z_b^{-1}Q_{I,b}^{-1}Q_{I,b}^1 + Q_{I}^1Q_{I,b}^{-1}Q_{I,b}^1)$$

$$- (z_b + 1)^{-1}(z_bQ_{I,b}^{-1}Q_{I,b}^1 + Q_{I}^1Q_{I,b}^{-1}Q_{I,b}^1)$$

$$= \text{right hand side of }^{(3.13)}. \quad (3.14)$$

Hence $^{(3.9)}$ holds since $(z_b - z_b^{-1})Q_{I,b,b^*}$ is not identically zero. One can also show that $^{(3.11)}$ and $^{(3.12)}$ follow from $^{(3.9)}$ and $^{(3.10)}$.

In closing this subsection, we remark that the T-function $^{(2.12)}$ for the tuple $I_{2r+1} = (1, 2, \ldots, r) \sqcup (2r + 1) \sqcup (r + 1, r + 2, \ldots, 2r) = (1, 2, \ldots, r, 2r + 1, r + 1, r + 2, \ldots, 2r)$ corresponds to the T-function for $U_q(B_r^{(1)})$ [eq.(3.2) in $^{[2]}$] under the reduction $^{(3.2)}$-$^{(3.3)}$.

### 3.3 Wronskian solutions of the T-system

Now we would like to introduce T-functions. The T-functions for $U_q(B_r^{(1)})$ are defined on $[2r,1]$-hook. This hook corrupts $^{[3]}$ to $[2r,0]$-hook for the T-functions for spinorial representations. The main target domain for the T-system is $[r,0]$-hook in these hooks. The rest of the domain plays an auxiliary role.

Let us introduce the following functions:

$$T_{a,s} = \Phi_{a,s}T_{a,s}^{\mathfrak{g},\mathfrak{f}}$$

$$= (-1)^r\Phi_{a,s}\Psi_{a,s}^{(2r,1)}{\Delta}_{\mathfrak{g},\mathfrak{f},[a-s-2r+1]}{D}(\mathfrak{g},\mathfrak{f}) \quad \text{for } 0 \leq a \leq r - 1, \ s \geq 0, \quad (3.15)$$

$$T_{r,2s} = \Phi_{r,2s}T_{r,s}^{\mathfrak{g},\mathfrak{f}} = (-1)^r\Phi_{r,2s}\Psi_{r,s}^{(2r,1)}{\Delta}_{\mathfrak{g},\mathfrak{f},[-r-s+1]}{D}(\mathfrak{g},\mathfrak{f}) \quad \text{for } s \geq 0, \quad (3.16)$$

$^{15}$I_{2r+1} corresponds to $(1, 2, \ldots, r, 0, \overline{r}, \ldots, \overline{2}, \overline{1})$ in the notation in $^{[2]}$.

$^{16}$in the sense of Bäcklund transformations $^{[30]}$.
\[ T_{r,2s+1} = \Phi_{r,2s+1} \prod_{j=1}^{r} (z_j^{\frac{1}{4}} + z_j^{-\frac{1}{4}}) T_{r,s}^{3,0} \left( -\frac{j}{2} \right) \]

\[ = (-1)^r \Phi_{r,2s+1} \Psi_{r,s}^{(2r,0)} \left( -\frac{j}{2} \right) \prod_{j=1}^{r} (z_j^{\frac{1}{4}} + z_j^{-\frac{1}{4}}) \frac{\Delta_{\emptyset,1,r,s}(s+r+1,2r)}{D(\emptyset|0)} \quad \text{for } s \geq 0, \quad (3.17) \]

where the normalization functions are defined by

\[ \Phi_{a,s} = \prod_{j=1}^{s} Q_0^{[2r-a-s+2j-1]} Q_0^{[a-s]} \quad \text{for } 0 \leq a \leq r-1, \quad s \geq 0, \]

\[ \Phi_{r,2s} = \prod_{j=1}^{s} Q_0^{[r-s+2j-1]} Q_0^{[r-s-2j]} \quad \text{for } s \geq 0, \quad (3.18) \]

\[ \Phi_{r,2s+1} = \prod_{j=1}^{s} Q_0^{[r-s+2j+2]} Q_0^{[r+s+2j+2]} \quad \text{for } s \geq 0. \]

The \((m,n)\)-indexes \((2.16)\) for \((3.15), (3.16)\) and \((3.17)\) are \(2r, 2r\) and \(2r+1\), respectively. Thus the functions \(2.27\) reduce to

\[ \Psi_{a,s}^{(2r,1)} = \frac{Q_0^{[2r-1-a+s]} \prod_{j=1}^{2r-1-a} Q_0^{[-2r-1+a-s+2j]} Q_0^{[a-s]} \prod_{j=1}^{2r-1} Q_0^{[-2r+1+a+s+2k]} Q_0^{[2r-1]} \prod_{j=1}^{r} (z_j^{\frac{1}{4}} + z_j^{-\frac{1}{4}}) \frac{\Delta_{\emptyset,1,r,s}(s+r+1,2r)}{D(\emptyset|0)} \quad \text{for } 0 \leq a \leq r-1, \quad (3.19) \]

\[ \Psi_{r,s}^{(2r,0)} \left( -\frac{j}{2} \right) = \frac{Q_0^{[r-s+2j-\frac{1}{2}]} Q_0^{[-r-s-\frac{1}{2}]} \prod_{j=1}^{r+s+2j+\frac{1}{2}} Q_0^{[r+s+2j+\frac{1}{2}]} }{\prod_{j=1}^{2r} Q_0^{[-r-s+2j-\frac{1}{2}]} Q_0^{[r-s+2j-\frac{1}{2}]} } \]

where \(s \in \mathbb{Z}_0\). The Q-function \(Q_{3,3}\) in the above expressions should be identified with \(Q_0\) (see \((3.4)\)), but we keep it so that one can keep track of \(U_q(gl(2r|1)^{(1)})\) origin of the formulas. We remark that the T-function \((3.17)\) for \(s = 0\) is proportional to the Q-functions.

\[ T_{r,1} = \prod_{j=1}^{r} (z_j^{\frac{1}{4}} + z_j^{-\frac{1}{4}}) Q_{3}^{[r-\frac{1}{2}]} = \prod_{j=1}^{r} (z_j^{\frac{1}{4}} + z_j^{-\frac{1}{4}}) Q_{2r+1}^{[r-\frac{1}{2}]} \quad (3.20) \]

We find \([1]\) that \((3.15)-(3.17)\) solves the T-system of type B \([3]\) (for \(U_q(B_r^{(1)})\) or \(Y(B_r)\)):

\[ T_{a,s}^{(-1)} T_{a,s}^{[1]} = T_{a,s+1} T_{a,s-1} + T_{a-1,s} T_{a+1,s} \quad \text{for } 1 \leq a \leq r-2, \quad (3.21) \]

\[ T_{r-1,s}^{(-1)} T_{r-1,s}^{[1]} = T_{r-1,s+1} T_{r-1,s-1} + T_{r-2,s} T_{r-2,s}, \quad (3.22) \]

\[ T_{r,s+1}^{(-\frac{1}{2})} T_{r,s}^{(\frac{1}{2})} = T_{r,s+1} T_{r,s} + T_{r-1,s} T_{r-1,s}, \quad (3.23) \]

\[ T_{r,s-1}^{(-\frac{1}{2})} T_{r,s-1}^{(\frac{1}{2})} = T_{r,s} T_{r,s-2} + T_{r-1,s} T_{r-1,s}, \quad (3.24) \]

\[ \text{for } s \in \mathbb{Z}_{\geq 1}, \]
The following relation \[ (2) \]

3.4 Proof of the solutions

In (3.26)-(3.28), one can use other Q-functions given by (3.3).

This corresponds to [eq. (4.17), \( p = 1 \) in \([22]\)]. We also have another expression of the solution, which follows from (2.29): for \( s \geq 0 \).

\[
\begin{align*}
T_{a,0} &= 1 \quad \text{for} \quad 1 \leq a \leq r, \\
T_{0,s} &= \prod_{j=1}^{s} Q_{b}^{2r-s+2j-1} Q_{b}^{-s-j} \quad \text{for} \quad s \geq 0. \quad (3.25)
\end{align*}
\]

In \([22]\), (3.29) is introduced for tableau sum expressions of T-functions. Here we would like to show that our Wronskian expressions of T-functions satisfy (3.29).

\[
\begin{align*}
T_{a,s} &= \Phi_{a,s} \sum_{l \cup i = \emptyset, l \cap i = a} \frac{\prod_{i \in I} z_{i}^{s-a+2r-1} \prod_{i \in I} (z_{i} + 1)}{\prod_{(i,j) \in I} (z_{i} - z_{j})} Q_{J_{d}}^{[s+2r-1] Q_{J_{d}}} \quad \text{for} \quad 0 \leq a \leq r - 1, \\
T_{r,2s} &= \Phi_{r,2s} \sum_{l \cup i = \emptyset, l \cap i = r} \frac{\prod_{i \in I} z_{i}^{s+r-1} \prod_{i \in I} (z_{i} + 1)}{\prod_{(i,j) \in I} (z_{i} - z_{j})} Q_{J_{d}}^{[s+2r-1] Q_{J_{d}}} , \quad (3.26) \\
T_{r,2s+1} &= \Phi_{r,2s+1} \prod_{j=1}^{r} (z_{j}^{1/2} + z_{j}^{-1/2}) \sum_{l \cup i = \emptyset, l \cap i = r} \frac{\prod_{i \in I} z_{i}^{s+r}}{\prod_{(i,j) \in I} (z_{i} - z_{j})} Q_{J_{d}}^{[s+2r-1] Q_{J_{d}}} . \quad (3.27)
\end{align*}
\]

In (3.26)-(3.28), one can use other Q-functions given by (3.3).

3.4 Proof of the solutions

The following relation \([2]^{17}\) plays a key role in the proof of the T-system.

\[
T_{a,1}^{[a]} + T_{2r-a-1,1}^{[a]} = T_{r,1}^{[r-a-1]} T_{r,1}^{[-a+1]} \quad \text{for} \quad a \in \mathbb{Z}. \quad (3.29)
\]

The relation (3.24) for \( s = 0 \) is equivalent to (3.25). We will prove the relation (3.29) only for the case \( a \geq 1 \) since this is invariant under the exchange \( a \leftrightarrow 2r - a - 1 \). For \( a \geq 2r \), the second term in the left hand side of (3.29) vanishes and the first term factorizes due to (2.28).

\[
T_{a,1}^{[a]} = \prod_{j=1}^{r} (z_{j}^{1/2} + z_{j}^{-1/2})^{2} Q_{J_{d}}^{[2r-a-1]} Q_{J_{d}}^{[a]} = T_{r,1}^{[r-a-1]} T_{r,1}^{[-r+a+1]} . \quad (3.30)
\]

This means that the T-function factorizes at the boundary of \([2r, 1]\)-hook. Next we consider the case \( 1 \leq a \leq 2r - 1 \). The following relation follows from (2.5).

\[
\frac{Q_{b,f}}{z_{b} - z_{f}} = \left( \prod_{k=1}^{c} (z_{b} - z_{f})^{k} Q_{b}^{[2k]} Q_{b}^{-2k} \right) - z_{f}^{-1} \sum_{k=1}^{c} (z_{b} - z_{f})^{k-1} \left( \prod_{k=1}^{c} (z_{b} - z_{f})^{k} Q_{b}^{[2k]} Q_{b}^{-2k} \right) \quad \text{for} \quad c \in \mathbb{Z}_{\geq 0}, \ b \in \mathcal{B}, \ f \in \mathfrak{f}. \quad (3.31)
\]

\(^{17}\)In \([2]\), (3.29) is introduced for tableau sum expressions of T-functions. Here we would like to show that our Wronskian expressions of T-functions satisfy (3.29).
Let us substitute (3.31) (for \(c = 2r - a\) with (3.2)) into the first column of the Wronskian expression of the T-function.

\[
T_{a,1}^{\mathbb{B},\mathfrak{F}}(\Psi_{a,1}^{(2r,1)})^{-1} D(\mathfrak{B},\mathfrak{F}) = (-1)^r \begin{vmatrix}
\left(\frac{2r-a}{2r-a+1}\right)_{b \in \mathbb{B}} & \left(\frac{2j-1+a-2r}{2j-1+a-2r}\right)_{b \in \mathbb{B}} \\
\left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}}
\end{vmatrix}_{j \in (1,2r-a-1) \cup (2r-a+1,2r)}
\]

\[
= (-1)^r \begin{vmatrix}
\left(\frac{2r-a}{2r-a+1}\right)_{b \in \mathbb{B}} & \left(\frac{2k-1+a-2r}{2k-1+a-2r}\right)_{b \in \mathbb{B}} \\
\left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}}
\end{vmatrix}_{j \in (1,2r-a-1) \cup (2r-a+1,2r)}
\]

\[
+ (-1)^r \sum_{k=1}^{2r-a} \left(-z_b\right)^{k-1} \begin{vmatrix}
\left(\frac{2k-1+a-2r}{2k-1+a-2r}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} \\
\left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}}
\end{vmatrix}_{j \in (1,2r-a-1) \cup (2r-a+1,2r)}
\]

\[
\left(\frac{2j-1+a-2r}{2j-1+a-2r}\right)_{b \in \mathbb{B}}
\]

(3.32)

The summation over \(k \in \{1, 2, \ldots, 2r - a - 1\}\) vanishes because of proportionality of two columns of matrices.

\[
T_{a,1}^{\mathbb{B},\mathfrak{F}} D(\mathfrak{B},\mathfrak{F}) = (-1)^{a+r} A \begin{vmatrix}
\left(\frac{2r-a}{2r-a+1}\right)_{b \in \mathbb{B}} & \left(\frac{2j-1+a-2r}{2j-1+a-2r}\right)_{b \in \mathbb{B}} \\
\left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}}
\end{vmatrix}_{j \in (1,2r-a-1) \cup (2r-a+1,2r)}
\]

\[
+ (-1)^r A \begin{vmatrix}
\left(\frac{2r-a}{2r-a+1}\right)_{b \in \mathbb{B}} & \left(\frac{2j-1+a-2r}{2j-1+a-2r}\right)_{b \in \mathbb{B}} \\
\left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}}
\end{vmatrix}_{j \in (1,2r-a-1) \cup (2r-a+1,2r)}
\]

\[
+ D(\mathfrak{B},\emptyset) Q_{\mathfrak{B}}^{[2r-a-1]} Q_{\emptyset}^{[a]} 
\]

[cf. (2.20), (3.4)]

\[
= (-1)^{a+r} A \begin{vmatrix}
\left(\frac{2r-a}{2r-a+1}\right)_{b \in \mathbb{B}} & \left(\frac{2j-1+a-2r}{2j-1+a-2r}\right)_{b \in \mathbb{B}} \\
\left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}}
\end{vmatrix}_{j \in (1,2r-a-1) \cup (2r-a+1,2r)}
\]

\[
+ D(\mathfrak{B},\emptyset) T_{r,1}^{[r-a-\frac{1}{2}]} T_{r,1}^{[-r+a+\frac{1}{2}]} 
\]

[cf. (3.20)],

(3.33)

where \(A = \Psi_{a,1}^{(2r,1)} Q_{\mathfrak{B}}^{[a-2r]} (Q_{\emptyset}^{[2r-a]})^{-1}\), and the following relation is used in the last step:

\[
\frac{D(\mathfrak{B},\emptyset)}{D(\mathfrak{B},\mathfrak{F})} = \prod_{j=1}^{n} \left(\frac{2j-1+a}{2j-1+a}\right)^2.
\]

(3.34)

Let us apply the Laplace expansion formula to the first term in the right hand side of

\[
\begin{vmatrix}
\left(\frac{2j-1+a-2r}{2j-1+a-2r}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} \\
\left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}}
\end{vmatrix}_{j \in (1,2r-a-1) \cup (2r-a+1,2r)}
\]

\[
= \sum_{I \subseteq J, |I| = 2r-a-1} \epsilon_{I,J} \begin{vmatrix}
\left(\frac{2j-1+a-2r}{2j-1+a-2r}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} \\
\left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}} & \left(\frac{2k+1-a}{2k+1}\right)_{b \in \mathbb{B}}
\end{vmatrix}_{j \in (1,2r-a-1) \cup (2r-a+1,2r)}
\]

\[
\Delta_{(1,2r-a-1) \cup (2r-a+1,2r)} \frac{J,\emptyset}{(2r-a) \emptyset, (1,a)}.
\]

(3.33)
\[
= B \sum_{I \cup J = \emptyset \mid |I| = 2r - a - 1} \epsilon_{I, J} (-1)^{(2r-a-1)(2r-a-2)+\frac{(a+1)a}{2}} \left( \prod_{b \in I} z_b^{a-2r} \right) D(I, \emptyset) D(J, \emptyset) Q_{J, \emptyset}^{[2r]} Q_{I, \emptyset}^{[2r-1]}
\] [by (2.20)]

\[
= B \sum_{I \cup J = \emptyset \mid |I| = 2r - a - 1} \epsilon_{I, J} (-1)^{(2r-a-1)(2r-a-2)+\frac{(a+1)a}{2}} \left( \prod_{b \in I} z_b^{a-2r} \right) D(I, \emptyset) D(J, \emptyset) Q_{J, \emptyset}^{[2r]} Q_{I, \emptyset}^{[2r-1]}
\] [by (3.3)]

\[
= (-1)^r B D(\mathcal{B} | \emptyset) \sum_{I \cup J = \emptyset \mid |I| = 2r - a - 1} \prod_{b \in I \setminus J} \left( z_b^{a+1} (z_b + 1) \prod_{(b, b') \in I \times J} (z_b - z_{b'}) \right) Q_{I, \emptyset}^{[2r]} Q_{J, \emptyset}^{[2r-1]}
\] [by (2.20)]

\[
= (-1)^r B D(\mathcal{B} | \emptyset) T_{a, \emptyset}^{2r-a-1, 1} \] (3.35)

where \(\epsilon_{I, J} = (-1)^{\text{Card}(\{ij \mid i \in I, j \in J\})}\), \(B = Q_0^{[2r-a-2]} Q_0^{[a+2]} Q_0^{(2r-a-1,0)} Q_0^{(a+1,1)} \), and the following relation is used:

\[
\frac{D(I, \emptyset) D(J, \emptyset)}{D(\mathcal{B} | \emptyset)} = (-1)^{a+1} \epsilon_{I, J} \prod_{b \in I \setminus J} z_b^{2a-2r+1} (z_b + 1) \prod_{(b, b') \in I \times J} (z_b - z_{b'})
\] (3.36)

In the last step of (3.35), we have used \(I \cup J = I^* \cup J^* = \mathcal{B}, |I| = |I^*|\). Substituting (3.35) into (3.33) with the relation \(AB = 1\), we arrive at (3.29). Now we would like to prove the following CBR type formula:

\[
T_{a, s} = \begin{pmatrix} T_{a, \emptyset}^{\emptyset, s-j+1} \end{pmatrix}_{1 \leq i \leq s, 1 \leq j \leq s} \] (3.37) for \(0 \leq a \leq r - 1\),

\[
T_{r, 2s} = \begin{pmatrix} T_{r, \emptyset}^{\emptyset, s-j+1} \end{pmatrix}_{1 \leq i \leq s, 1 \leq j \leq s} \] (3.38)

\[
T_{r, 2s+1} = \begin{pmatrix} T_{r, \emptyset}^{\emptyset, s-j+1} \end{pmatrix}_{1 \leq i \leq s+1, 1 \leq j \leq s} \begin{pmatrix} T_{r, 1}^{s-2i+2} \end{pmatrix}_{1 \leq i \leq s+1} \] (3.39)

where \(s \in \mathbb{Z}_{\geq 0}\). It is known [Theorem 5.1 in (2)] that these determinants (3.37) - (3.39) solve the T-system (3.21) - (3.24) under the condition that the matrix elements satisfy the functional relation (3.29). The relation (3.33) for \(s = 0\) is trivial. Then we assume \(s \geq 1\). Let us substitute (2.22) for \((a, s) = (r - i + j, 1)\) (with (2.30), (2.14)) and (3.20) into the right hand side of (3.33), and sort out the last column by row operations (except for the last row):

[r.h.s. of (3.33)] =

\[
= \begin{pmatrix} Q_0^{r+s-2j+2} Q_0^{r+s-2j+2} T_{a, \emptyset}^{\emptyset, s-j+1} \end{pmatrix}_{1 \leq i \leq s + 1, 1 \leq j \leq s} \left( \prod_{k=1}^{r} (z_k + \frac{1}{z_k}) \right)_{1 \leq i \leq s + 1} \]

\[
= \sum_{j=1}^{s} Q_0^{r+s-2j+2} \prod_{k=1}^{r} \left( z_k^2 + \frac{1}{z_k^2} \right) (A_{ij})_{1 \leq i \leq s + 1, 1 \leq j \leq s} \left( \delta_{i, s+1} Q_0^{s-2i+r+\frac{3}{2}} \right)_{1 \leq i \leq s + 1}
\]
where $\theta(\text{True}) = 1$, $\theta(\text{False}) = 0$, and

$$A_{ij} = \frac{Q_{[r+i+j+\frac{3}{2}]}_{2,\theta} [s+i+j+\frac{3}{2}]}{Q_{2,\theta} [s+i+j+\frac{3}{2}]} x (1 - i \leq s) \frac{Q_{[r+i+j+\frac{3}{2}]}_{2,\theta} [s+i+j+\frac{3}{2}]}{Q_{2,\theta} [s+i+j+\frac{3}{2}]} F_{(1-\delta)}^{(3,\theta)} [s+i+j+\frac{3}{2}].$$

Let $I_a = (1, 2, \ldots, a)$ for $1 \leq a \leq 2r + 1$. For $a \in \mathbb{Z}_{\geq 0}$, we have

$$F_{(1^a)}^{I_{2r+1}} = \sum_{t \in \text{Tab}_{2r+1}} \prod_{j=1}^a p_{t,j} X_{I_{t,j}}^{[-a+2j+2+2r]}$$

$$= \sum_{k=0}^{\min(a,2r)} (-1)^{a-k} \sum_{t \in \text{Tab}_{2r}} (1^k) \prod_{j=1}^k X_{I_{t,j}}^{[-a+2j+2+2r]} \prod_{j=k+1}^a X_{I_{t,\infty}}^{[-a+2j+2+2r]}$$

$$= \sum_{k=0}^{\min(a,2r)} F_{(1^k)}^{I_{2r}} \frac{Q_{[a]}_{2,\theta} [2k-a-1]}{Q_{2,\theta} [a]} F_{I_{2r+1}}^{(a)}$$

$$= \sum_{k=0}^{\min(a,2r)} F_{(1^k)}^{I_{2r}} [k-a-1] Q_{[a]}_{2,\theta} [2k-a-1] Q_{2,\theta} [a]$$

(3.41)

where we use (2.9) and (2.12). This means that the relation

$$F_{(1^a)}^{I_{2r+1}} = \frac{\sum_{k=0}^{\min(a,2r)} \frac{F_{(1^k)}^{I_{2r}} [k-a-1] Q_{[a]}_{2,\theta} [2k-a-1]}{Q_{2,\theta} [a]} F_{(1-k)}^{I_{2r+1}}}{Q_{2,\theta} [a]}$$

holds. Substituting (3.42) into the right hand side of (3.41), we obtain

[r.h.s. of (3.40)]

$$= \prod_{j=1}^s Q_{[r+s+2j+\frac{3}{2}]}_{2,\theta} [s+i+j+\frac{3}{2}] \frac{1}{i-\frac{1}{2}} Q_{[r+s+2j+\frac{3}{2}]}_{2,\theta} [s+i+j+\frac{3}{2}] \left( Q_{2,\theta} [s+i+j+\frac{3}{2}] F_{(1-\delta)}^{(3,\theta)} [s+i+j+\frac{3}{2}] \right)$$

$$= \prod_{j=1}^s Q_{[r+s+2j+\frac{3}{2}]}_{2,\theta} [s+i+j+\frac{3}{2}] \frac{1}{i-\frac{1}{2}} Q_{[r+s+2j+\frac{3}{2}]}_{2,\theta} [s+i+j+\frac{3}{2}] \left( Q_{2,\theta} [s+i+j+\frac{3}{2}] F_{(s^r)}^{(3,\theta)} [s+i+j+\frac{3}{2}] \right)$$

$$= \Phi_{r,2s+1} \prod_{k=1}^r (z_k^{\frac{1}{2}} + z_k^{-\frac{1}{2}}) F_{(s^r)}^{(3,\theta)} [\frac{1}{2}]$$

(3.43)

Combining (2.22), (3.17), (3.40) and (3.43), we arrive at (3.39). The proofs of (3.37) and (3.38) are similar (but easier) to the proof of (3.39) [use (2.13), (2.14), (2.22), (2.30), (3.15), (3.16)].
3.5 Another expression of the T-function for the spinorial representation

There is an expression of the T-function for the spinorial representation, which is written in terms of ratios of Q-functions. Our claim is that it coincides with the Wronskian formula (3.20):

\[
T_{r,1} = \sum_{s_1, \ldots, s_r = \pm 1} \mathbb{Q}^0_{s_0} \prod_{a=1}^{r-1} \frac{z_{a}}{z_a}^{-1} \left( \frac{\mathbb{Q}^{r-\frac{1}{2}}_{1,2,\ldots,a} s_{0}^{-s_{0}}}{\mathbb{Q}^{r-\frac{1}{2}}_{1,2,\ldots,a} s_{0}^{s_{0}}} \right) \mathbb{Q}^{r}_{1,2,\ldots,r} \left( \frac{1}{\mathbb{Q}^{r-\frac{1}{2}}_{1,2,\ldots,r}} \right)^{s_r}, \quad (3.44)
\]

where \( \rho_a = 2(s_1 + s_2 + \cdots + s_{a-1}) + (s_a - s_{a+1})/(1 + \delta_{a,r}) \), \( s_{r+1} = -s_r \). The right hand side of (3.44) can be found in [eq.(7.15) in [18]] (see also [21, 22, 2]). \[18\] The relation (3.44) is deduced if one admits that both l.h.s. and r.h.s. of (3.44) is a part of a solution of the T-system. The former statement is proven in the previous subsection. The latter is equivalent to the statement that [eq. (7.15) in [18]] coincides with [eq. (2.10) for \( a = r \) in [2]]. A direct proof of (3.44) for \( r = 2 \) is given as follows. First, we rewrite (3.44) for \( r = 2 \) as

\[
\mathbb{Q}^{\frac{1}{2}}_{1}\mathbb{Q}^{\frac{1}{2}}_{12}\mathbb{Q}^{\frac{1}{2}}_{12}\mathbb{Q}^{\frac{1}{2}}_{12} T_{2,1,2} = z_1^{-\frac{1}{2}} z_2^{-\frac{1}{2}} \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{1} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12} + z_1^{-\frac{1}{2}} z_2^{-\frac{1}{2}} \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{1} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12}
\]

\[
+ z_1^{-\frac{1}{2}} z_2^{-\frac{1}{2}} \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{1} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12} + z_1^{-\frac{1}{2}} z_2^{-\frac{1}{2}} \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{1} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12} \quad (3.45)
\]

We can check this step by step:

\[
[l.h.s. \ of \ (3.45)] = \prod_{j=1}^{2} \left( z_j^{\frac{1}{2}} + z_j^{-\frac{1}{2}} \right) \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{1} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12} \quad [by \ (3.20)]
\]

\[
= (z_2^{\frac{1}{2}} + z_2^{-\frac{1}{2}}) (z_1^{\frac{1}{2}} \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12} + z_1^{-\frac{1}{2}} \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12}) \quad [by \ (3.20)]
\]

\[
= z_1^{\frac{1}{2}} z_2^{\frac{1}{2}} \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{12} (z_2 \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12} + \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12}) + z_1^{-\frac{1}{2}} z_2^{-\frac{1}{2}} \mathbb{Q}^{\frac{1}{2}}_{0} (z_2 \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12} + \mathbb{Q}^{\frac{1}{2}}_{0} \mathbb{Q}^{\frac{1}{2}}_{12} \mathbb{Q}^{\frac{1}{2}}_{12}) = [r.h.s. \ of \ (3.45)] \quad [by \ (3.3)], \quad (3.46)
\]

where (3.2), namely, \( z_5 = -1 \) is used. We expect that (3.44) for general \( r \) can be proven by applying similar procedures recursively.

3.6 Wronskian formulas for non-rectangular Young diagrams

There are CBR or tableau sum expressions of T-functions for non-rectangular Young diagrams [2]. In this section, we propose Wronskian-type expressions of them. For any

\[\text{18}\] Here we inserted the boundary twist parameters \( \{ z_a \} \) and the function \( Q_0 \), which are not present in [18].
skew-Young diagram $\lambda \subset \mu$, we introduce the following CBR-type determinants:

\[
\mathbb{T}_{\lambda \subset \mu} = \left| \begin{array}{c}
| \mathfrak{B}, \mathfrak{D}^\lambda |_{\mu_1 - \mu'_1 + \lambda'_j - i - j + 1} \\
| \mathfrak{B}, \mathfrak{D}^\lambda |_{\mu'_1 - \lambda'_j - i + j, 1}
\end{array} \right|_{1 \leq i \leq \mu_1 \atop 1 \leq j \leq \mu_1}, \tag{3.47}
\]

\[
\mathbb{S}_{\lambda \subset \mu} = \left| \begin{array}{c}
| \mathfrak{B}, \mathfrak{D}^\lambda |_{2\mu_1 + \mu'_1 + \lambda'_j - i - j - \frac{r}{2}} \\
| \mathfrak{B}, \mathfrak{D}^\lambda |_{\mu'_1 - \lambda'_j - i + j, 1}
\end{array} \right|_{1 \leq i \leq \mu_1 \atop 1 \leq j \leq \mu_1 - 1}, \tag{3.48}
\]

The first equation (3.47) corresponds to eq. (3.5a) in [2], which is related to tensor representations (spin even representations). The second equation (3.48) corresponds to eq. (4.8a) in [2], which is related to spin odd representations. Our claim is that these are expressed as Wronskian-type determinants:

\[
\mathbb{T}_\mu = \Phi_\mu \mathbb{T}_{\mu}', \tag{3.49}
\]

\[
\mathbb{S}_{\lambda \subset \mu}^{[-\mu'_1 + \mu'_2 - r]} = \mathbb{Q}_{2, \mathfrak{D}}^{-\lambda, \mathfrak{D}} \prod_{j=1}^r \left( z_j^\frac{1}{2} + z_j^{-\frac{1}{2}} \right) \mathbb{T}_{\mu}', \tag{3.50}
\]

where $\mu = (\mu_1, \mu_2, \ldots, \mu_r)$, $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_r \geq 0$, $\mu + (1') = (\mu_1 - \mu_r, \mu_1 - \mu_{r-1}, \ldots, \mu_1 - \mu_2, 0) \subset (\mu + 1')$, $(\mu_1 - \mu_r, \mu_1 - \mu_{r-1}, \ldots, \mu_1 - \mu_2, 0)' = (r - \mu'_1, r - \mu'_2, \ldots, r - \mu'_r)$, and for (3.50), $\mu'_1 \leq r$. The normalization function is defined by

\[
\Phi_\mu = \prod_{j=1}^{\mu_1} \mathbb{Q}_{2, \mathfrak{D}}^{-2r - \mu_1 + \mu'_2 + 2j} \mathbb{Q}_{\mu, \mathfrak{D}}^{-\mu_1 + \mu'_2 - 2j}, \tag{3.51}
\]

The expression (3.50) for $\mu = (s^r)$ corresponds to (3.17). The proof of (3.50) is parallel to that of (3.39) (use (2.13), (2.14), (2.30), (3.20), (3.42)). As for (3.49), it is proven only for rectangular Young diagrams (because of (2.30) for $|B||F| \neq 0$). The right hand side of (3.49) and (3.50) can be expressed as summations over (quotients of) symmetric groups (see Proposition 3.6 in [26]).

T-functions for typical representations factorizes. Based on properties of the Wronskian determinant (2.18), we can show [cf. eq. (4.5) in [26]]:

\[
\mathbb{T}_{\mu + (1', r+c - \frac{r}{2})} = \left( \mathbb{Q}_{2, \mathfrak{D}}^{-\mu'_1 + \mu_1 - 2c - \frac{r}{2}} \mathbb{Q}_{\mu, \mathfrak{D}}^{-\mu'_1 + \mu_1 + 2r - \frac{r}{2}} \right) \prod_{j=1}^r \left( z_j^\frac{1}{2} + z_j^{-\frac{1}{2}} \right)^2 \mathbb{Q}_{2r + 1, \mathfrak{D}}^{-\mu'_1 + \mu_1 - 2c - \frac{r}{2}} \mathbb{T}_{\mu + (1', r+c - \frac{r}{2})}, \tag{3.52}
\]

where $c \in \mathbb{Z}_{r}$, $\mu'_1 \leq r$. Thus the T-function factories with respect to T-functions for spinorial representations ((3.20) and (3.50)). In order to remove one of them, we would
like to take a limit with respect to \( c \). We find that the right hand side of \((3.50)\) is, up to an overall factor, an asymptotic limit of \((3.52)\).

\[
\lim_{c \to \infty} Q_{\emptyset}^{[-\mu_1 + \mu_1 + 2r - \frac{1}{2} \prod_{j=1}^{r} (z_j^{\frac{1}{2}} + z_j^{-\frac{1}{2}})^{-1} T_{\mu_1 + (1 + r - c)^{-1})} = \prod_{j=1}^{r} (z_j^{\frac{1}{2}} + z_j^{-\frac{1}{2}}) T_{\mu}^{\emptyset [\frac{1}{2}]}, \tag{3.53}
\]

where we assume

\[
\lim_{c \to \infty} Q_{\emptyset}^{[-2c]} = \lim_{c \to \infty} Q_{\emptyset + 1} = 1. \tag{3.54}
\]

The limit \([26]\) is intended to be \( c \to \infty \), but other limits (for example, \( c \to -\infty \)), which realize \((3.54)\), may be necessary depending on the function form of the Q-functions.

Finally we remark that there are Wronskian-type formulas of T-functions \( T_{\mu}^{B,F} \) in terms of the Q-functions \( \overline{Q}_{I} = \bar{Q}_{\emptyset \setminus I} \), \( I \subset \bar{J} \) [cf. eq. (3.14) in \([26]\)]. The discussions for \( T_{\mu}^{B,F} \) are parallel to those for \( T_{\mu}^{a,s} \), but we do not need 180 degree rotation of Young diagrams [cf. eqs. (2.45), (2.46), (3.67), (3.68) in \([26]\)]. We may need [eq. (4.6a), \([2]\)] instead of [eq. (4.8a), \([2]\)] for spinorial representations.

### 3.7 Character limit: solution of the Q-system

The T-functions reduce to characters of representations of \( U_q(B_n^{(1)}) \) or \( Y(B_n) \) in the limit (or formal replacement) \( Q_{I} \to 1 \) for all \( I \subset \mathcal{B} \cup \emptyset \). In particular, the T-functions \( T_{a,s} \) reduce to the characters \( \chi_{a,s} \) of Kirillov-Reshetikhin modules, which are solutions of the Q-system \([51]\) defined, for \( s \in \mathbb{Z}_{\geq 1} \), by

\[
(\chi_{a,s})^2 = \chi_{a,s+1} \chi_{a,s-1} + \chi_{a-1,s} \chi_{a+1,s} \quad \text{for} \quad 1 \leq a \leq r - 2, \tag{3.55}
\]

\[
(\chi_{r-1,s})^2 = \chi_{r-1,s} \chi_{r-1,s-1} + \chi_{r-2,s} \chi_{r-2,s}, \tag{3.56}
\]

\[
(\chi_{r,s+1})^2 = \chi_{r,s+1} \chi_{r,s-1} + (\chi_{r-1,s})^2, \tag{3.57}
\]

\[
(\chi_{r,s-1})^2 = \chi_{r,s-1} \chi_{r,s-2} + \chi_{r-1,s-1} \chi_{r-1,s}, \tag{3.58}
\]

with the boundary condition.

\[
\chi_{a,0} = 1 \quad \text{for} \quad 1 \leq a \leq r, \quad \chi_{0,s} = 1 \quad \text{for} \quad s \geq 0. \tag{3.59}
\]

The formulas \((3.49)\) and \((3.50)\) reduce to Weyl-type formulas of characters beyond Kirillov-Reshetikhin modules.

---

\(^{20}\)As an example, let us consider Q-functions for a spin chain (the quantum space is \( L \)-fold tensor product of the fundamental representation). Suppose the Q-functions have the form \( Q_I = \prod_{j=1}^{n_I} (1 - u_j^{-1} u_{j+1}^{-1}) \), where \( u \in \mathbb{C} \), \( n_I \in \mathbb{Z}_{\geq 0} \), \( I \subset \bar{J} \); \( u_j \in \mathbb{C} \) for \( I \neq \emptyset, \bar{J} \) are Bethe roots; \( n_0 = n_J = L \) (the number of the lattice site); \( u_0 = u_J = 1 \) (inhomogeneity on the spectral parameter on the j-th site in the quantum space). Then in the limit \( q^{-c} \to 0 \), we have \( \lim_{c \to 0} Q_I^{-c} = \lim_{c \to 0} \prod_{j=1}^{n_I} (1 - uq^{-c} u_{j+1}^{-1} u_j^{-1}) = 1 \), where the multiplicative shift with the unit \( h = 1 \) is adopted. In this normalization of the Q-functions, the parameters \( \{z_j\} \) depend on the parameters \( \{n_I\} \).
4 Concluding remarks

Our goals are three fold: (i) to establish Wronskian-type formulas of T-functions (analogues of the Weyl character formula) associated with any quantum affine (super)algebras or Yangians, (ii) to realize them as operators (through Baxter Q-operators), (iii) to understand their connection to soliton theory. In this paper, we focused on (i) and (iii), and explained how to obtain a Wronskian solution of the T-system (discrete Toda field equation) associated with $U_q(B_r^{(1)})$ as a reduction of the Wronskian solution associated with $U_q(gl(2r|1)^{(1)})$. It is an interesting problem to consider different types of reductions. In particular, the case $(M, N) = (2r, 2s + 1)$ is related to quantum integrable systems associated with $U_q(osp(2r + 1|2s)^{(1)})$. In the paper [9], we considered tableau sum or CBR-type expressions of T-functions only for tensor representations of $Y(osp(r|2s))$. It is desirable to extend the analysis to spinorial representations and establish Wronskian type formulas. We expect that the asymptotic limit of T-functions for typical representations discussed in subsection 3.6 is a clue for solving the problem. Although (ii) is not a topic of this paper, we formulated our formulas keeping in mind the construction of Q-operators proposed in [40]. In particular, the parameters $\{z_a\}$ correspond to boundary twist parameters, and play a role as regulators for traces over infinite dimensional auxiliary spaces of Q-operators. A problem is to investigate how the reduction procedures discussed in this paper work on the level of Q-operators or the asymptotic representation theory of $U_q(gl(2r|1)^{(1)})$ [53, 54, 55, 56] (see [57, 58] for the rational case). We will have to make a comparison with the asymptotic representation theory of $U_q(B_r^{(1)})$ [59, 60] (see [61] for the rational case). In the process, the meaning of the Boson-Fermion correspondence would be much clearer. In the context of (iii) (and also (ii)), it is desirable to investigate how the master T-operator [42, 41] (generating function of transfer matrices) for $U_q(B_r^{(1)})$ follow from the one for $U_q(gl(2r|1)^{(1)})$. Taking note on the fact that the master T-operator is a tau-function in soliton theory (mKP for type A algebra case), we may end up with some kind of correspondence in soliton theory (cf. KP/BKP, KdV/BKP correspondences, etc. [62, 63]).
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Note added for arXiv:2106.08931v4

Here we summarize expressions which are necessary for precise comparison of our results and those of [2] (and [4, 18]).

Based on the relation $\sum_{j\in\mathbb{Z}}p_j = M - N$, one can show

$$\chi_{I_K}^{[M-N]} = z_{\gamma_K} \frac{\left[\sum_{j\in\mathbb{Z}}T_{K-1}p_j - 2p_K\right]}{\left[\sum_{j\in\mathbb{Z}}T_{K-1} \right]} \frac{\left[\sum_{j\in\mathbb{Z}}T_{K}p_j + 2p_K\right]}{\left[\sum_{j\in\mathbb{Z}}T_{K} \right]},$$  \hspace{1cm} (A1)

where $T_K = (\gamma_{K+1}, \gamma_{K+2}, \ldots, \gamma_{M+N})$. We rearrange (2.12) as $F_{I_K}^{\mu} = F_{I_K}^{\mu}_{\ell<\mu}$, where

$$F_{I_K}^{\mu}_{\ell<\mu} = \sum_{\ell \in \text{Tab}_{I_K}(\gamma_c, \ell) \in \mu} p_{\gamma_{K+1}-t_{j,k}} \chi_{I_{K+1-t_{j,k}}}^{[\gamma_{-1}+\mu_1'-2j+2k+m-n]}.$$  \hspace{1cm} (A2)

Here the conditions (ii) and (iii) in (2.12) have to be modified for (A2) as: (ii) $t_{j,k} < t_{j,k+1}$ if $\gamma_{K+1-t_{j,k}} \in \mathbb{Z}$ or $\gamma_{K+1-t_{j,k+1}} \in \mathbb{Z}$, (iii) $t_{j,k} < t_{j,k+1}$ if $\gamma_{K+1-t_{j,k}} \in \mathbb{Z}$ or $\gamma_{K+1-t_{j,k+1}} \in \mathbb{Z}$.

Under the reduction in section 3.2, $F_{\gamma_c, \mu}$ for $I_{M+N} = I_{2r+1} = (1, 2, \ldots, 2r+1, 2r+1, \ldots, 2r+1)$ corresponds to eq. (3.2), [2]. Here $F_{I_{2r+1}, a}$ for $1 \leq a \leq r$, $a = r + 1$ and $r + 2 \leq a \leq 2r+1$ corresponds to $z(a, u)$, $z(0, u)$ and $z(2r - a + 2, u)$ in eq. (2.4), [2], respectively. $I_{M+N}$ corresponds to $\mathbb{T}_{1, 2, \ldots, 7}$ in the notation in [2]. The Q-function $Q_{a, b}^{a}$ for $a \in \{1, 2, \ldots, r\}$ corresponds to $Q_{a}(u)$ in [2] (in case the additive shift of the spectral parameter is adapted).

In particular, $F_{\mu}^{I_K} = F_{\mu}^{I_K}$ holds if $\mu$ is of rectangular shape. Then we rewrite (2.13) as

$$F_{I_K}^{I_{K}} = \left(\begin{array}{c} F_{I_K}^{[\gamma_{-1}+\mu_1'-2j+2k+m-n]} \end{array} \right)_{1 \leq j \leq \mu_1}$$  \hspace{1cm} (A3)

where the identity $|(A_{ij})_{1 \leq i \leq \mu_1}| = |(A_{\mu_1+1-j, \mu_1+1-i})_{1 \leq i \leq \mu_1}|$ for a matrix $(A_{ij})_{1 \leq i \leq \mu_1}$ is used. Based on (A2), one can avoid the 180 degrees rotated Young diagram in (2.14).

$$F_{\mu}^{I_K} = Q_{\Phi}^{m-n+\mu_1} Q_{I_K}^{[-\mu_1+\mu_1']} F_{I_K}^{I_{K}}.$$  \hspace{1cm} (A4)

\text{Comment added for arXiv:2106.08931v5:} Conditions for $\text{Tab}_{I_K}(\gamma_c, \ell) \in \mu$ in (A2) are corrected as below. We remark that some other algebra cases have been published in Nuclear Physics B 1005 (2024) 116607 arXiv:2309.16660.

22The other option is to choose $\{1, 2, \ldots, r, 0, \mathbb{T}, \ldots, \mathbb{T}\}$. In this case, $F_{\gamma_c, \mu}$ corresponds to $T_{\gamma_c, \mu}$ in eq. (3.2), [2]. $\chi_{I_K}$ for $1 \leq a \leq r$, $a = r + 1$ and $r + 2 \leq a \leq 2r+1$ corresponds to $z(a, u)$, $z(0, u)$ and $z(2r - a + 2, u)$ in eq. (2.4), [2], respectively. The Q-function $Q_{\gamma_c, \mu}$ for $a \in \{1, 2, \ldots, r\}$ corresponds to $Q_{a}(u)$ in [2]. Shifting the spectral parameter $-2r+1$ in the T-functions effectively amounts to changing the sign of the unit of the shift. This can be seen in the boundary condition of the T-system [22]: $\chi_{I_{2r+1}}^{[-2r+1]} = \prod_{j=1}^{2r+1} Q_{a}^{[-2r+1]} Q_{0}^{[-2r+1]}$ Moreover flipping the parameters $z_l \rightarrow z_l^{-1}$ (for all $j \in J$) in the QQ-relations [23] and [24] effectively amounts to changing the sign of the unit of the shift. Thus the two different ways of comparison of our results and those of [2] are equivalent up to the convention.
We also rewrite (3.37) and (3.48) as $T_{\lambda \subset \mu} = \tilde{T}_{\lambda \subset \mu}$, $S_{\lambda \subset \mu} = \tilde{S}_{\lambda \subset \mu}$, where

$$\tilde{T}_{\lambda \subset \mu} = \left( T_{\mu', \lambda'} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq \mu_1, \frac{1}{2} \leq j \leq \mu_1},$$

$$\tilde{S}_{\lambda \subset \mu} = \left( T_{\lambda', \mu'} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq \mu_1} \left( T_{\mu', \lambda'} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq \mu_1, \frac{1}{2} \leq j \leq \mu_1}. \quad (A5)$$

One sees that (A5) and (A6) correspond to (3.5a) and (4.6a) in [2], respectively. In terms of these, (3.49) and (3.50) are expressed as

$$\tilde{T}_{\mu} = \Phi_{\mu} T_{\mu, \lambda}, \quad (A7)$$

$$\tilde{S}_{\mu, \lambda} = Q_{\lambda} \left| \frac{\partial}{\partial j} \right| \prod_{j=1}^{r} \left( z_j^\lambda + z_j^{-\lambda} \right) T_{\mu, \lambda}. \quad (A8)$$

In particular, $T_{\mu} = \tilde{T}_{\mu}$ and $S_{\mu} = \tilde{S}_{\mu}$ hold if $\mu$ is of rectangular shape. Thus the solution (3.39) to (3.39) has another equivalent expression:

$$T_{a, s} = \left( T_{a, s}^{[s]} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq s}, \quad (A9)$$

$$T_{r, 2s} = \left( T_{r, 2s}^{[s]} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq s}, \quad (A10)$$

$$T_{r, 2s+1} = \left( T_{r, 2s+1}^{[s]} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq s+1} \left( T_{r, 2s+1}^{[s]} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq s+1}. \quad (A11)$$

In addition, (3.39) and (A11) have two more equivalent expressions:

$$T_{r, 2s+1} = \left( T_{r, 2s+1}^{[s]} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq s+1} \left( T_{r, 2s+1}^{[s]} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq s+1}. \quad (A12)$$

$$T_{r, 2s+1} = \left( T_{r, 2s+1}^{[s]} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq s+1} \left( T_{r, 2s+1}^{[s]} \left| \frac{\partial}{\partial j} \right| \right)_{1 \leq i \leq s+1}. \quad (A13)$$

One can derive these from (3.39) and (A11) by using (3.29) (cf. [page 6224 in [2]]). We remark that (A9)-(A12) correspond to ([5.1a]-([5.1c], [2]). We also modify (3.44) by setting $s_i \rightarrow -s_i$ ($1 \leq i \leq r$) in the summand:

$$T_{r, 1} = \sum_{s_1, \ldots, s_r = \pm 1} Q_{s_1}^{\frac{s_1}{2}} \prod_{a=1}^{r-1} \left( Q_{a}^r - \frac{s_a}{2} \right) = \left( Q_{s_1}^{\frac{r-s_1}{2}} \right) \left( Q_{s_1}^{\frac{-s_1}{2}} \right)^{s_1}. \quad (A14)$$

In this form, one sees the same shift of the spectral parameter in the $Q$-functions as in [eq.(7.15) in [18]].
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