Uncertainty quantification of molecular property prediction using Bayesian neural network models
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Abstract

In chemistry, deep neural network models have been increasingly utilized in a variety of applications such as molecular property predictions, novel molecule designs, and planning chemical reactions. Despite the rapid increase in the use of state-of-the-art models and algorithms, deep neural network models often produce poor predictions in real applications because model performance is highly dependent on the quality of training data. In the field of molecular analysis, data are mostly obtained from either complicated chemical experiments or approximate mathematical equations, and then quality of data may be questioned. In this paper, we quantify uncertainties of prediction using Bayesian neural networks in molecular property predictions. We estimate both model-driven and data-driven uncertainties, demonstrating the usefulness of uncertainty quantification as both a quality checker and a confidence indicator with the three experiments. Our results manifest that uncertainty quantification is necessary for more reliable molecular applications and Bayesian neural network models can be a practical approach.

1 Introduction

Modern deep neural network models have been used in various molecular applications, such as high-throughput screening for drug discovery [12, 18, 30, 32], de novo molecular design [3, 13, 15, 19, 23, 26, 37, 43] and planning chemical reactions [38, 42, 45]. Deep learning models show comparable and sometimes better performance than principle-based approaches in predicting molecular properties [6, 11, 35, 36, 39].

A reliable statistical analysis critically depends on both the quality and the amount of data, however, most real datasets are often obtained from complicated chemical experiments in the field of chemistry, lacking both qualities and quantities. For example, [7] mentioned that more qualified data should be provided to improve the prediction accuracy on drug-target interactions, which is a key step for drug discovery. The number of experimental data samples in the PDB-bind database [27] is only about 15,000, limiting the development of reliable deep learning models. In order to secure more qualified data, expensive and time-consuming experiments are inevitable. Synthetic data can be used as an alternative like in the DUD-E dataset [31], but it may contain unintentional errors. In addition, data bias and noise often hurt data quality. The Tox21 dataset [30] is such an example. The number of data samples in Tox21 data set is less than 10,000. There are far more negative samples than positive samples. Of various toxic types, the lowest percentage of positive samples is 2.9% and the highest is 15.5%. All of those situations would provoke uncertainties of prediction. Therefore, uncertainty analysis should be considered to assess deep learning models which must rely on insufficient data and incomplete models.
In this paper, we propose to use Bayesian neural networks (BNNs) to analyze uncertainties implied in molecular property predictions. Quantitative uncertainty analysis enables us to separate model- and data-driven uncertainties, which helps evaluate the reliability of prediction results. It is possible because Bayesian inferences allow uncertainty assessments, giving probabilistic interpretations of model outputs. Previous studies on uncertainty quantification have utilized the variance of predictive distribution as predictive uncertainty [20, 24]. The predictive uncertainty can be decomposed into i) an aleatoric uncertainty arisen from data noise and ii) an epistemic uncertainty arisen from the incompleteness of model [4]. Thus, we adopted the same method in this study. As a deep learning model for molecular applications, we used graph convolutional networks (GCNs) [5, 22].

In what follows, we will briefly introduce about BNNs, uncertainty quantification methods via Bayesian predictive inferences, and the GCN used in this work. Then, we will show the results of uncertainty analysis on three example studies using Bayesian GCN as summarized below.

- We first applied the Bayesian GCN to a simple example, logP prediction of molecules in the ZINC set [17], in order to validate the uncertainty quantification in molecular applications. As expected, the aleatoric uncertainty increases as the data noise increases, while the epistemic uncertainty does not depend on the quality of data.
- Second, we show that the uncertainty quantification can be used to evaluate the quality of synthetic data. The Harvard Clean Energy Project (CEP) data set [16] contains synthetic power conversion efficiency (PCE) values of molecules. We noted that molecules with exactly zero values have conspicuously large aleatoric uncertainty, making us suspect incorrect annotations.
- Finally, we studied the relation between predicted values and uncertainties in the binary classifications of bio-activity and toxicity. Our analysis shows that prediction with a lower uncertainty turned out to be more accurate, indicating that the uncertainty can be regarded as the confidence of prediction.

2 Theoretical backgrounds

2.1 Bayesian neural network

Under the Bayesian framework, model parameters and outputs are considered as random variables. To be specific, we start from defining some notations. For a given training set \( \{ X, Y \} \), let \( p(Y|X, w) \) and \( p(w) \) be a BNN model likelihood and a prior for a trainable parameter \( w \in \Omega \), respectively. Then, the posterior is given by

\[
p(w|X, Y) = \frac{p(Y|X, w)p(w)}{p(Y|X)}
\]  

(1)

and the predictive distribution is defined as

\[
p(y^*|x^*, X, Y) = \int_\Omega p(y^*|x^*, w)p(w|X, Y)dw
\]  

(2)

for a new input \( x^* \) and an output \( y^* \). These simple formulations show the two fundamental Bayesian inferences: (i) assessing uncertainty of the random variables and (ii) predicting a new output \( y^* \) given both a new input \( x^* \) and the training set \( \{ X, Y \} \).

However, direct exploitation of the formulations is not practical because the integration over the whole parameter space \( \Omega \) entails heavy computational costs. Practical approximations have been studied to resolve the computational limitations. A variational inference, one of the most popular approximation methods, approximates the posterior with a tractable distribution \( q_0(w) \) parametrized by a variational parameter \( \theta \) [2, 14]. Minimizing the Kullback-Leibler divergence,

\[
KL(q_0(w)||p(w|X, Y)) = \int_\Omega q_0(w) \log \frac{q_0(w)}{p(w|X, Y)} dw,
\]  

(3)

makes the two distributions similar to one another in principle. We can replace the intractable posterior distribution in (3) with \( p(Y|X, w)p(w) \) due to the Bayes’ theorem [1]. Then, our minimization objective with the variational approximation, which is the negative evidence lower-bound, becomes

\[
\mathcal{L}_{VI}(\theta) = -\int_\Omega q_0(w) \log p(Y|X, w) dw + KL(q_0(w)||p(w)).
\]  

(4)
In order to implement practical Bayesian models, we need to be cautious in choosing a class of variational distribution \( q_\theta (w) \). A product of Gaussian distributions was used to approximate the posterior in [2]. However, using fully factorized Gaussian distributions works badly in practice because a posterior can be often a multi-modal distribution. A multiplicative normalizing flow [29] can be used for more expressive power, however, this approach requires a large number of weight parameters. A dropout network [9] approximates the posterior with using dropout [40] in a given neural network. The dropout network is practical, because it does not need extra learnable parameters to model the variational posterior distribution and the integration over whole parameter space can be easily approximated with summation of models sampled by a Monte Carlo (MC) estimator. See [8, 9] for more details. Thus, we adopted the dropout network in this work.

### 2.2 Uncertainty in the Bayesian neural network

A variational inference approximating posterior with variational distributions \( q_\theta (w) \) provides a variational predictive distribution of a new output \( y^* \) given a new input \( x^* \) as

\[
q_\theta (y^* | x^*) = \int \Omega q_\theta (w) p(y^* | f^w (x^*)) dw,
\]

where \( f^w (x^*) \) is an output from the model with a given \( w \). For regression tasks, a predictive mean of this distribution with \( T \) times of MC sampling is estimated by

\[
\hat{E}[y^* | x^*] = \frac{1}{T} \sum_{t=1}^{T} f^{\tilde{w}_t} (x^*),
\]

and a predictive variance is estimated by

\[
\text{Var}[y^* | x^*] = \sigma^2 I + \frac{1}{T} \sum_{t=1}^{T} f^{\tilde{w}_t} (x^*)^T f^{\tilde{w}_t} (x^*) - \hat{E}[y^* | x^*]^T \hat{E}[y^* | x^*],
\]

with \( \tilde{w}_t \) drawn from \( q_\theta (w) \) at the sampling step \( t \) and an assumption \( p(y^* | f^w (x^*)) = N(y^*; f^w (x^*), \sigma^2 I) \). Here, the model assumes a homoscedasticity with a known quantity, meaning that every data point gives a distribution with a same variance \( \sigma \). Further to this, obtaining the distributions with different variances makes us possible to deduce a heteroscedastic uncertainty. Assuming the heteroscedasticity, the output given the \( t \)-th sample \( \tilde{w}_t \) is

\[
[y^*_t, \sigma_t] = f^{\tilde{w}_t} (x^*).
\]

The heteroscedastic predictive uncertainty is given by [20] that can be partitioned into two different uncertainties: aleatoric and epistemic uncertainties.

\[
\text{Var}[y^* | x^*] = \frac{1}{T} \sum_{t=1}^{T} (\hat{y}_t^* - \hat{y})^2 - \frac{1}{T} \sum_{t=1}^{T} (\hat{y}_t^*)^2 + \frac{1}{T} \sum_{t=1}^{T} \sigma_t^2.
\]

The aleatoric uncertainty arises from data inherent noise, while the epistemic uncertainty is related to the model incompleteness. Note that the latter can be reduced by increasing the amount of training data, because it comes from insufficient amount of data as well as the use of inappropriate model [4].

Furthermore, in classification problems, the authors of [24] proposed a natural way to quantify uncertainties as follows.

\[
\text{Var}[y^* | x^*] = \frac{1}{T} \sum_{t=1}^{T} (\hat{y}_t^* - \hat{y})^T (\hat{y}_t^* - \hat{y}) + \frac{1}{T} \sum_{t=1}^{T} (\text{diag}(\hat{y}_t^*) - (\hat{y}_t^*)^T) (\hat{y}_t^*)^T,
\]

where \( \hat{y} = \sum_{t=1}^{T} \hat{y}_t^* / T \) and \( \hat{y}_t^* = \text{softmax}(f^{\tilde{w}_t} (x^*)) \). While [20] requires extra parameters \( \sigma_t \) at the last hidden layer and often causes unstable training, [24] has advantages in that models do not involve the extra parameters. The equation (10) also models functional relationship between mean and variance of multinominal random variables. See [24] for more details.
Figure 1: Masking node vectors (left), feature vectors (middle) and randomly (right). We color the masked elements in red. In this illustration, the dropout rate is 0.25.

2.3 Graph convolutional network for molecular property predictions

Molecules, social graphs, images and language sentences can be represented as graph structures [1]. GCN is one of the most popular graph neural networks. Inputs to the GCN is $G = (A, X)$, where $A$ is an adjacency matrix and $X = H^{(0)}$ is initial node features with the number of nodes $N$. The GCN turns out new node features as follows.

$$H^{(l+1)} = \text{ReLU}(AH^{(l)}W^{(l)}),$$

(11)

where $H^{(l)}$ and $W^{(l)}$ are node features and trainable parameters for the $l$-th graph convolution layer for $l \in \{0, \ldots, L\}$, respectively. The GCN updates node features $H^{(l+1)}$ with information only of adjacent nodes. Applying attention mechanism enables the GCN to learn relations between node pairs by reflecting the importance of adjacent nodes [41]. Updating node features with the attention mechanism is given by

$$H^{(l+1)}_i = \text{ReLU}(\sum_{j \in N_i} \alpha_{ij} H^{(l)}_j W^{(l)}), \quad \alpha_{ij} = \tanh((H^{(l)}_i W^{(l)}), C^{(l)}(H^{(l)}_j W^{(l)})^T),$$

(12)

where $N_i$ and $C^{(l)}$ denote the neighbors of the $i$-th node and a trainable parameter, respectively. In addition, the GCN has a room for an improvement because its accuracy gradually lowered as the number of graph convolution layers increases. [22, 33]. We used a gated-skip connection to prevent this problem as follows.

$$H^{(l+1)}_{gsc} = z \odot H^{(l+1)} + (1 - z) \odot H^{(l)}, \quad z = \text{sigmoid}(U_{z,1} H^{(l)} + U_{z,2} H^{(l+1)} + b_z),$$

(13)

where $\odot$ denotes Hadamard product. After updating the node features $L$-times through feed forward computations, a graph feature $z_G$ is summarized as the summation of all node features in a set of nodes $\mathcal{N}$,

$$z_G = \sum_{n \in \mathcal{N}} \text{NN}(H^{(L)}_n).$$

(14)

The graph feature is invariant to permutations of the node states. A molecular property, which is the final output from the neural network, is a function of the graph feature.

$$y_{pred} = \text{NN}(z_G),$$

(15)

where NN denotes a neural network.

3 Implementation details

3.1 Model architecture

Our Bayesian neural network used in this work consists of the following three parts:

- Three graph convolution layers update node features according to (13). The dimension of output from each layer is (number of atoms $\times$ number of features) = (50 $\times$ 64).
• A readout function, which is a single fully-connected layer with a sigmoid activation, produces a graph feature whose dimension is 512.

• A feed-forward neural network composed of three fully-connected layers turns out a molecular property. The hidden dimension of each fully-connected layer is 512. In classification tasks, we used a sigmoid activation, instead of a softmax activation, in the last hidden layer.

In order for the model parameters to be stochastic, we applied dropouts at every hidden layer. When applying the dropouts, the weight distributions will change according to the dimension of dropout mask. We depict the masked shapes of node features. We implemented masking the node features as depicted in Figure 1 middle.

3.2 Training conditions

We manually grid-searched to find the best dropout rates and regularization coefficient for each task. For all experiments, we used Adam optimizer \[10^{-3}\] with an initial learning rate 10^{-3} and an exponential decay rate 0.95. The number of epoch was 150 and the batch size was 100.

4 Experiments

4.1 Aleatoric uncertainty due to data quality

In this experiment, we applied the uncertainty quantification method to a simple example, logP prediction. We chose this example because we can obtain the logP values of molecules from analytic expression of logP as implemented in the RDKit [25] without data inherent noise. To examine the effect of data quality on uncertainties, we could adjust the extent of noise in logP by adding a random Gaussian noise \[\epsilon \sim \mathcal{N}(0, \sigma^2)\]. We trained the model with 240k samples and analyzed uncertainties of each predicted logP for 50k samples. The samples were chosen randomly from the ZINC set.

Figure 2 shows the distribution of the three uncertainties as a function of the amount of additive noise \[\sigma^2\]. As the noise level increases, the aleatoric and total uncertainties increase, but the epistemic uncertainty is almost unchanged. This result confirms that the aleatoric uncertainty indeed arises due to data inherent noises, while the epistemic uncertainty does not depend on data quality.

4.2 Evaluating quality of synthetic data based on uncertainty analysis

Synthetic PCE values in the CEP dataset [16] was obtained from the Scharber model with statistical approximations [34]. In this procedure, unintended errors can be included in the resulting synthetic data. Since the aleatoric uncertainty is due to data quality, we evaluated quality of the synthetic data by analyzing the uncertainties of predicted PCE values. We used the same dataset in [5] for training and test.

Figure 3 shows the distribution of the three uncertainties of each molecule in the test set. Samples with the total uncertainty greater than two were highlighted with red color. Some samples with large PCE values above eight had relatively large total uncertainties. Their PCE values deviated considerably

---

1 https://github.com/HIPS/neural-fingerprint
from the black line in Figure 2 (bottom, right). More interestingly, we noted that most molecules with the zero PCE value had large total uncertainties as well. Those large uncertainties came from the aleatoric uncertainty as depicted in Figure 2 (top, left), indicating that the data quality of those particular samples is relatively bad. Hence, we speculated that the inaccurate predictions are due to data inherent noise.

To elaborate the origin of such large errors, we investigated the procedure of obtaining the PCE values. The Havard Organic Photovoltaic Dataset contains both experimental and synthetic PCE values of 350 organic photovoltaic materials. The synthetic PCE values were computed according to (16), which is the result of the Scharber model.

\[
PCE \propto V_{OC} \times FF \times J_{SC}, \tag{16}
\]

where \(V_{OC}\) is an open circuit potential, \(FF\) is a fill factor, and \(J_{SC}\) is short circuit current density. \(FF\) was set to 65%. \(V_{OC}\) and \(J_{SC}\) were obtained from electronic structure calculations of molecules. See [16] for more details. We found that \(J_{SC}\) of some molecules are zero or nearly zero, resulting in zero or almost zero synthetic PCE values, in contrast to their non-zero experimental PCE values. Especially, \(J_{SC}\) and PCE values computed using the M06-2X functional were almost zero consistently. We suspect that those approximated values caused a significant drop of data quality, resulting in large aleatoric uncertainties as highlighted in Figure 2. Consequently, data noise due to badly fabricated data was identified as the large aleatoric uncertainties.

4.3 Uncertainty as confidence indicator: bio-activity and toxicity classifications

Many molecular property datasets are provided with binary or multi-class labels. Accurate classification is vital for medical applications of molecules, such as bio-activity and toxicity for drug discovery. In this experiment, we assessed whether or not the uncertainty analysis can be used to help more accurate classifications.

In classifications, sigmoid activated outputs can be interpreted as confidence if outputs near zero/one are closer to their ground truth label zero/one and those near 0.5 are uncertain to determine their truth labels. In this context, it is expected that outputs near zero/one ought to have lower uncertainties, whereas those near 0.5 ought to have higher uncertainties. We examined if the size of predicted labels in a binary classification problem is related to confidence in correct labeling. Figure 4 shows the
Indeed, the uncertainty was minimum on the predicted labels of zero or one and gradually reached the maximum value on the middle. We also noted that the aleatoric uncertainty affected the total uncertainty more significantly than the epistemic uncertainty did.

To further investigate a relation between accuracy and uncertainty, we sorted the molecules in the order of increasing uncertainty and then divided them into five groups. Figure 5 shows the classification accuracy of each group; the left and right figures denote the classification results of bio-activity and ten different toxicities of Tox21 dataset molecules, respectively. Groups with lower uncertainties had higher accuracy. This result is an evidence that the uncertainty can be used as a confidence indicator in binary classification problems.

In this work, our predicted binary labels come out from the sigmoid activation and labels with 0.5 have the highest total uncertainty. On the other hand, a softmax activation is used in multinomial classifications. Softmax activated outputs tend to be interpreted as confidence, which means that the higher the output probability, the higher the prediction accuracy. However, [9] showed that a larger output value can have a higher uncertainty.

5 Conclusion and discussion

In this work, we analyzed uncertainties in prediction of molecular properties using a Bayesian graph convolutional network. Our first experiment on the logP prediction showed that the aleatoric uncertainty can be used to quantify the extent of data noise. In the second experiment, we could identify badly approximated synthetic data in the Harvard Clean Energy Project dataset by analyzing the aleatoric uncertainty. The last example shows that the uncertainty is closely related to the confidence of prediction in a binary classification problem. All the results demonstrate how useful the uncertainty quantification is in molecular applications as a data quality checker and a confidence indicator.
The Bayesian neural network can be further improved in a technical aspect toward more reliable molecular applications. We determined dropout rates and regularization coefficients by manual grid searching. The resulting dropout rates may not be optimal. Optimal dropout rates would depend on model architectures and might be different for each hidden layer in a given model. For example, a model with a small number of parameters may need small dropout rates. One can determine optimal dropout rates of each hidden layer in a given model architecture by adopting ‘Concrete dropout’ [10]. It has been shown that a Bayesian model with the Concrete dropout outperforms a model with manually-tuned dropout rates. Thus, we can implement a more sophisticated Bayesian model by utilizing the Concrete dropout. In the near future, we will further study the uncertainty quantification of molecular property predictions in order to achieve precise molecular applications.
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