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Abstract

Reinforcement learning (RL) algorithms assume that users specify tasks by manually writing down a reward function. However, this process can be laborious and demands considerable technical expertise. Can we devise RL algorithms that instead enable users to specify tasks simply by providing examples of successful outcomes? In this paper, we derive a control algorithm that maximizes the future probability of these successful outcome examples. Prior work has approached similar problems with a two-stage process, first learning a reward function and then optimizing this reward function using another RL algorithm. In contrast, our method directly learns a value function from transitions and successful outcomes, without learning this intermediate reward function. Our method therefore requires fewer hyperparameters to tune and lines of code to debug. We show that our method satisfies a new data-driven Bellman equation, where examples take the place of the typical reward function term. Experiments show that our approach outperforms prior methods that learn explicit reward functions.

1 Introduction

In supervised learning settings, tasks are defined by data: what causes a car detector to detect cars is not the choice of loss function (which might be the same as for an airplane detector), but the choice of training data. Defining tasks in terms of data, rather than specialized loss functions, arguably makes it easier to apply machine learning algorithms to new domains. In contrast, reinforcement learning (RL) problems are typically posed in terms of reward functions, which are typically manually designed. Arguably, the challenge of designing reward functions has limited RL to applications with simple reward functions, and has been restricted to users who speak this language of mathematically-defined reward functions. Can we make task specification in RL similarly data-driven?

Whereas the standard MDP formalism centers around predicting and maximizing the future reward, we will instead focus on the problem classifying whether a task will be solved in the future. The user will provide a collection of example success states, not a reward function. We call this problem setting \textit{example-based control}. In effect, these examples tell the agent “What would the world look like if the task were solved?” For example, for the task of opening a door, success examples correspond to different observations of the world when the door is open. The user can find examples of success even for tasks that they themselves do not know how to solve. For example, the user could solve the task using actions unavailable to the agent (e.g., the user may have two arms, but a robotic agent may have only one) or the user could find success examples by searching the internet. As we will discuss in Sec.\textsuperscript{[2]} this problem setting is different from imitation learning: we maximize a different objective function and only assume access to success examples, not entire expert trajectories.

\footnote{Project site with videos and code: \url{https://ben-eysenbach.github.io/rce}}
Learning from examples is challenging because we must automatically identify when the agent has solved the task and reward it for doing so. Prior methods (either imitation learning from demonstrations or learning from success examples) take an indirect approach that resembles inverse RL: first learn a separate model to represent the reward function, and then optimize this reward function with standard RL algorithms. Our method is different from these prior methods because it learns to predict future success directly from transitions and success examples, without learning a separate reward function. This key difference has important algorithmic, theoretical, and empirical benefits. **Algorithmically**, our end-to-end approach removes potential biases in learning a separate reward function, reduces the number of hyperparameters, and simplifies the resulting implementation. **Theoretically**, we propose a method for classifying future events using a variant of temporal difference learning that we call recursive classification. This method satisfies a new Bellman equation, where success examples are used in place of the standard reward function term. We use this result to provide convergence guarantees. **Empirically**, we demonstrate that our method solves many complex manipulation tasks that prior methods fail to solve.

Our paper also addresses a subtle but important ambiguity in formulating example-based control. Some states might always solve the task while other states might rarely solve the task. But, without knowing how often the user visited each state, we cannot determine the likelihood that each state solves the task. Thus, an agent can only estimate the probability of success by making an additional assumption about how the success examples were generated. We will discuss two choices of assumptions. The first choice of assumption is convenient from an algorithmic perspective, but is sometimes violated in practice. A second choice is a worst-case approach, resulting in a problem setting that we call robust example-based control. Our analysis shows that the robust example-based control objective is equivalent to minimizing the squared Hellinger distance (an f-divergence).

In summary, this paper studies a data-driven framing of control, where reward functions are replaced by examples of successful outcomes. Our main contribution is an algorithm for off-policy example-based control. The key idea of the algorithm is to directly learn to predict whether the task will be solved in the future via recursive classification, without using separate reward learning and policy search procedures. Our analysis shows that our method satisfies a new Bellman equation where rewards are replaced by data (examples of success). Empirically, our method significantly outperforms state-of-the-art imitation learning methods (AIRL [7], DAC [17], and SQIL [28]) and recent methods that learn reward functions (ORIL [41], PURL [38], and VICE [8]). Our method completes complex tasks, such as picking up a hammer to knock a nail into a board, tasks that none of these baselines can solve. Using tasks with image observations, we demonstrate agents learned with our method acquire a notion of success that generalizes to new environments with varying shapes and goal locations.

### 2 Related Work

**Learning reward functions.** Prior works have studied RL in settings where the task is specified either with examples of successful outcomes or complete demonstrations. These prior methods typically learn a reward function from data and then apply RL to this reward function (e.g., Fu et al. [8], Ziebart et al. [40]). Most inverse RL algorithms adopt this approach [1, 25, 27, 29, 36, 40], as do more recent methods that learn a success classifier to distinguishing successful outcomes from random states [8, 16, 31, 41]. Prior adversarial imitation learning methods [7, 12] can be
We aim to learn a policy that reaches states that are likely to solve the task (see Fig. 1), without relying on a reward function. We start by formally describing this problem, which we will call goal-conditioned RL. Goal-conditioned RL provides one way to specify tasks in terms of data, and prior work has shown how goal-conditioned policies can be learned directly from data, without a reward function [4, 15, 21, 30]. However, the problem that we study in this paper, example-based control, is different from goal-conditioned RL because it allows users to indicate that tasks can be solved in many ways, enabling the agent to learn a more general notion of success. Perhaps the most similar prior work in this area is C-learning [4], which uses a temporal-difference update to learn the probability that a goal state will be reached in the future. Our method will use a similar temporal-difference update to predict whether any success example will be reached in the future. Despite the high-level similarity with C-learning, our algorithm will be markedly different; for example, our method does not require hindsight relabeling, and learns a single policy rather than a goal-conditioned policy.

### 3 Example-Based Control via Recursive Classification

We aim to learn a policy that reaches states that are likely to solve the task (see Fig. 1), without relying on a reward function. We start by formally describing this problem, which we will call example-based control. We then propose a method for solving this problem and provide convergence guarantees.

#### 3.1 Problem Statement

Example-based control is defined by a controlled Markov process (i.e., an MDP) without a reward function with dynamics \( p(s_{t+1} \mid s_t, a_t) \) and an initial state distribution \( p_1(s_1) \), where \( s_t \in S \) and \( a_t \) denote the time-indexed states and actions. The variable \( s_{t+\Delta} \) denotes a state \( \Delta \) steps in the future.

The agent is given a set of success examples, \( S^* = \{ s^* \} \subseteq S \). The random variable \( e_t \in \{0, 1\} \) indicates whether the task is solved at time \( t \), and \( p(e_t \mid s_t) \) denotes the probability that the current state \( s_t \) solves the task. Given a policy \( \pi_\phi(a_t \mid s_t) \), we define the discounted future state distribution:

\[
p^\pi(s_{t+} \mid s_t, a_t) \triangleq (1 - \gamma) \sum_{\Delta=0}^{\infty} \gamma^\Delta p^\pi(s_{t+\Delta} = s_{t+} \mid s_t, a_t).
\]

Using this definition, we can write the probability of solving the task at a future step as

\[
p^\pi(e_{t+} \mid s_t, a_t) \triangleq \mathbb{E}_{p^\pi(s_{t+\Delta} \mid s_t, a_t)}[p(e_{t+} \mid s_{t+\Delta})].
\]

Example-based control maximizes the probability of solving the task in the (discounted) future:

**Definition 1 (Example-based control).** Given a controlled Markov process and distribution over success examples \( p(s_t \mid e_t = 1) \), the example-based control problem is to find the policy that optimizes the likelihood of solving the task:

\[
\arg \max_{\pi} p^\pi(e_{t+} = 1) = \mathbb{E}_{p_1(s_1), \pi(a_1 \mid s_1)}[p^\pi(e_{t+} = 1 \mid s_1, a_1)].
\]
Although this objective is equivalent to the RL objective with rewards \( r(s_t, a_t) = p(e_t = 1 \mid s_t) \), we assume the probabilities \( p(e_t \mid s_t) \) are unknown. Instead, we assume that we have samples of successful states, \( s^* \sim p_U(s_t \mid e_t = 1) \). Example-based control differs from imitation learning because imitation learning requires full expert demonstrations. In the special case where the user provides a single success state, example-based control is equivalent to goal-conditioned RL.

Since interacting with the environment to collect experience is expensive in many settings, we define off-policy example-based control as the version of this problem where the agent learns from environment interactions collected from other policies. In this setting, the agent learns from two distinct datasets: (1) transitions, \( \{(s_t, a_t, s_{t+1}) \sim p_U(s_t, a_t, s_{t+1})\} \), which contain information about the environment dynamics; and (2) success examples, \( S^* = \{s^* \sim p_U(s_t \mid e_t = 1)\} \), which specify the task that the agent should attempt to solve. Our analysis will assume that these two datasets are fixed. The main contribution of this paper is an algorithm for off-policy example-based control.

An assumption on success examples. The probability of solving the task at state \( s_t, p(e_t = 1 \mid s_t) \), cannot be uniquely determined from success examples and transitions alone. To explain this ambiguity, we define \( p_U(s_t) \) as the state distribution visited by the user; note that the user may be quite bad at solving the task themselves. Then, the probability of solving the task at state \( s_t \) depends on how often a user visits state \( s_t \) versus how often the task is solved when visiting state \( s_t \):

\[
    p(e_t = 1 \mid s_t) = \frac{p_U(s_t \mid e_t = 1)}{p_U(s_t)}p_U(e_t = 1) .
\]

(3)

For example, the user may complete a task using two strategies, but we cannot determine which of these strategies is more likely to succeed unless we know how often the user attempted each strategy. Thus, any method that learns from success examples must make an additional assumption on \( p_U(s_t) \). We will discuss two choices of assumptions. The first choice is to assume that the user visited states with the same frequency that they occur in the dataset of transitions. That is,

\[
    p_U(s_t) = \iiint p_U(s_t, a_t, s_{t+1})da_tds_{t+1} .
\]

(4)

Intuitively, this assumption implies that the user has the same capabilities as the agent. Prior work makes this same assumption without stating it explicitly \cite{8, 24, 31}. Experimentally, we find that our method succeeds even in cases where this assumption is violated.

However, many common settings violate this assumption, especially when the user has different dynamics constraints than the agent. For example, a human user collecting success examples for a cleaning task might usually put away objects on a shelf at eye-level, whereas transitions collected by a robot interact with the ground-level shelves more frequently. Under our previous assumption, the robot would assume that putting objects away on higher shelves is more satisfactory than putting them away on lower shelves, even though doing so might be much more challenging for the robot. To handle these differences in capabilities, the second choice is to use a worst-case formulation, which optimizes the policy to be robust to any choice of \( p_U(s_t) \). Surprisingly, this setting admits a tractable solution, as we discuss in Sec. 4.2.

3.2 Predicting Future Success by Recursive Classification

We now describe our method for example-based control. We start with the more standard first choice for the assumption on \( p_U(s_t) \) (Eq. 4); we discuss the second choice in Sec. 4.2. Our approach estimates the probability in Eq. 3 indirectly via a future success classifier. This classifier, \( C^\pi(s_t, a_t) \), discriminates between “positive” state-action pairs which lead to successful outcomes (i.e., sampled from \( p(s_t, a_t \mid e_{t+1} = 1) \)) and random “negatives” (i.e., sampled from the marginal distribution \( p(s_t, a_t) \)). We will use different class-specific weights, using a weight of \( p(e_{t+1} = 1) \) for the “positives” and a weight of 1 for the “negatives.” Bayes-optimal classifier is

\[
    C^\pi(s_t, a_t) = \frac{p^\pi(s_t, a_t \mid e_{t+1} = 1)p(e_{t+1} = 1)}{p^\pi(s_t, a_t \mid e_{t+1} = 1)p(e_{t+1} = 1) + p(s_t, a_t)} .
\]

(5)

These class specific weights let us predict the probability of future success using the optimal classifier:

\[
    \frac{C^\pi(s_t, a_t)}{1 - C^\pi(s_t, a_t)} = p^\pi(e_{t+1} = 1 \mid s_t, a_t) .
\]

(6)
Algorithm 1 Recursive Classification of Examples

**Input:** success examples \( S^* \)
Initialize policy \( \pi_\theta(a_t | s_t) \), classifier \( C_\theta^p(s_t, a_t) \), replay buffer \( D \)

while not converged do
  Collect a new trajectory: \( D \leftarrow D \cup \{ \tau \sim \pi_\theta \} \)
  Sample success examples: \( \{ s_t^{(1)} \sim S^*, a_t^{(1)} \sim \pi_\theta(a_t | s_t^{(1)}) \} \)
  Sample transitions: \( \{ (s_t^{(2)}, a_t^{(2)}, s_{t+1}) \sim D, a_{t+1} \sim \pi_\theta(a_{t+1} | s_{t+1}) \} \)
  \( w \leftarrow -L_\gamma^{p}(s_{t+1}, a_{t+1}) \)
  \( L(\theta) \leftarrow (1-\gamma)CE(C_\theta(s_t^{(1)}, a_t^{(1)}); y = 1) + (1+\gamma w)CE(C_\theta(s_t^{(2)}, a_t^{(2)}); y = \frac{\gamma w}{1+\gamma w}) \)
  Update classifier: \( \theta \leftarrow \theta + \eta \nabla_\theta \mathcal{L}(\theta) \)
  Update policy: \( \phi \leftarrow \phi + \eta \nabla_\phi \mathbb{E}_{x_\phi(a_t | s_t)}[C_\theta(s_t, a_t)] \)

return \( \pi_\theta \)

Importantly, the resulting method will not actually require estimating the weight \( p(e_{t+1} = 1) \). We would like to optimize the classifier parameters using maximum likelihood estimation:

\[
\mathcal{L}^p(\theta) \triangleq p(e_{t+1} = 1) \mathbb{E}_{p(s_t, a_t | e_{t+1} = 1)}[\log C_\theta^p(s_t, a_t)] + \mathbb{E}_{p(s_t, a_t)}[\log(1 - C_\theta^p(s_t, a_t))] \quad (7)
\]

However, we cannot directly optimize this objective because we cannot sample from \( p(s_t, a_t | e_{t+1} = 1) \). We convert Eq. (7) into an equivalent loss function that we can optimize using three steps; see Appendix A for a detailed derivation. The **first step** is to factor the distribution \( p(s_t, a_t, e_{t+1} = 1) \). The **second step** is to decompose \( p^\pi(e_{t+1} = 1 | s_t, a_t) \) into two terms, corresponding to the probabilities of solving the task at time \( t' = t + 1 \) and time \( t' > t + 1 \). We can estimate the probability of solving the task at the next time step using the set of success examples. The **third step** is to estimate the probability of solving the task at time \( t' > t + 1 \) by evaluating the classifier at the next time step. Combining these three steps, we can equivalently express the objective function in Eq. (7) using off-policy data:

\[
\mathcal{L}^p(\theta) = (1 - \gamma)\mathbb{E}_{p(a_t, e_{t+1} \mid s_t)}[\log C_\theta^p(s_t, a_t)] + \mathbb{E}_{p(s_t, a_t)}[\gamma w \log C_\theta^p(s_t, a_t) + \log(1 - C_\theta^p(s_t, a_t))] \quad (8)
\]

where

\[
w = \mathbb{E}_{p(a_{t+1} | s_t)} \left[ \frac{C_\theta^p(s_{t+1}, a_{t+1})}{1 - C_\theta^p(s_{t+1}, a_{t+1})} \right] \quad (9)
\]

is the classifier’s prediction (ratio) at the next time step. Our resulting method can be viewed as a temporal difference \[33\] approach to classifying future events. We will refer to our method as recursive classification of examples (RCE). This equation has an intuitive interpretation. The first term \((a)\) trains the classifier to predict 1 for the success examples themselves, and the third term \((c)\) trains the classifier to predict 0 for random transitions. The important term is the second term \((b)\), which is analogous to the “bootstrapping” term in temporal difference learning \[32\]. Term \((b)\) indicates that the probability of future success depends on the probability of success at the next time step, as inferred using the classifier’s own predictions.

Our resulting method is similar to existing actor-critic RL algorithms. To highlight the similarity to existing actor-critic methods, we can combine the \((b)\) and \((c)\) terms in the classifier objective function (Eq. 8) to express the loss function in terms of two cross entropy losses:

\[
\min_y (1 - \gamma)\mathbb{E}_{p(s_t, a_t) \mid a_t \sim \pi_\theta(a_t | s_t)}[CE(C_\theta^p(s_t, a_t); y = 1)] + (1 + \gamma w)\mathbb{E}_{p(s_t, a_t, e_{t+1} \mid s_t)}[CE(C_\theta^p(s_t, a_t); y = \frac{\gamma w}{1 + \gamma w})]. 
\]

These cross entropy losses update the classifier to predict \( y = 1 \) for the success examples and to predict \( y = \frac{\gamma w}{1 + \gamma w} \) for other states.

**Algorithm summary.** Alg. 1 summarizes our method, which alternates between updating the classifier, updating the policy, and (optionally) collecting new experience. We update the policy to choose actions that maximize the classifier’s confidence that the task will be solved in the future: \( \max_\pi \mathbb{E}_{x_\pi(a_t | s_t)}[C_\theta^p(s_t, a_t)] \). Following prior work \[5, 35\], we regularized the policy updates by adding an entropy term with coefficient \( \alpha = 10^{-4} \). We also found that using N-step returns significantly improved the results of RCE (see Appendix F for details and ablation experiments.). Implementing our method on top of existing methods such as SAC \[11\] or TD3 \[9\] requires only changing the standard Bellman loss with the loss in Eq. 10. See Appendix E for implementation details; code is available on the project website.
4 Analysis

In this section, we prove that RCE satisfies many of the same convergence and optimality guarantees (for example-based control) that standard RL algorithms satisfy (for reward-based MDPs). These results are important as they demonstrate that formulating control in terms of data, rather than rewards, does preclude algorithms from enjoying strong theoretical guarantees. Proofs of all results are given in Appendix B and we include a further discussion of how RCE relates to prior work in Appendix D.

4.1 Bellman Equations and Convergence Guarantees

To prove that RCE converges to the optimal policy, we will first show that RCE satisfies a new Bellman equation:

**Lemma 4.1.** The Bayes-optimal classifier \( C^\pi \) for policy \( \pi \) satisfies the following identity:

\[
\frac{C^\pi(s_t, a_t)}{1 - C^\pi(s_t, a_t)} = (1 - \gamma)p(e_t = 1 \mid s_t) + \gamma \mathbb{E}_{p(s_{t+1} \mid s_t, a_t)} \left[ \frac{C^\pi(s_{t+1}, a_{t+1})}{1 - C^\pi(s_{t+1}, a_{t+1})} \right].
\]

The proof combines the definition of the Bayes-optimal classifier with the assumption from Eq. 4. This Bellman equation is analogous to the standard Bellman equation for Q-learning, where the reward function is replaced by \((1 - \gamma)p(e_t = 1 \mid s_t)\) and the Q function is parametrized as \(Q^\pi(s_t, a_t) = \frac{C^\pi(s_t, a_t)}{1 - C^\pi(s_t, a_t)}\). While we do not know how to compute this reward function, the update rule for RCE is equivalent to doing value iteration using that reward function and that parametrization of the Q-function:

**Lemma 4.2.** In the tabular setting, the expected updates for RCE are equivalent to doing value iteration with the reward function \( r(s_t) = (1 - \gamma)p(e_t = 1 \mid s_t) \) and a Q-function parametrized as \(Q^\pi(s_t, a_t) = \frac{C^\pi(s_t, a_t)}{1 - C^\pi(s_t, a_t)}\).

This result tells us that RCE is equivalent to maximizing the reward function \((1 - \gamma)p(e_t = 1 \mid s_t)\); however, RCE does not require knowing \(p(e_t = 1 \mid s_t)\), the probability that each state solves the task. Since value iteration converges in the tabular setting, an immediate consequence of Lemma 4.2 is that tabular RCE also converges:

**Corollary 4.2.1.** RCE converges in the tabular setting.

So far we have analyzed the training process for the classifier for a fixed policy. We conclude this section by showing that optimizing the policy w.r.t. the classifier improves the policy’s performance.

**Lemma 4.3.** Let policy \( \pi(a_t \mid s_t) \) and success examples \( S^* \) be given, and let \( C^\pi(s_t, a_t) \) denote the corresponding Bayes-optimal classifier. Define the improved policy as acting greedily w.r.t. \( C^\pi: \pi'(a_t \mid s_t) = 1(\hat{a} = \arg \max_a C^\pi(s_t, a)) \). Then the improved policy is at least as good as the old policy at solving the task: \( p^\pi(e_{t+1} = 1) \geq p^\pi(e_{t+1} = 1) \).

4.2 Robust Example-based Control

In this section, we derive a principled solution for the case where \( p_U(s_t) \) is not known, which will correspond to modifying the objective function for example-based control. However, we will argue that, in some conditions, the method proposed in Sec. 3.2 is already robust to unknown \( p_U(s_t) \), if that method is used with online data collection. The goal of this discussion is to provide a theoretical relationship between our method and a robust version of example-based control that makes fewer assumptions about \( p_U(s_t) \). This discussion will also clarify how changing assumptions on the user’s capabilities can change the optimal policy.

When introducing example-based control in Sec. 3.1, we emphasized that we must make an assumption to make the example-based control problem well defined. The exact probability that a success example solves the task depends on how often the user visited that state, which the agent does not know. Therefore, there are many valid hypotheses for how likely each state is to solve the task. We can express the set of valid hypotheses using Bayes’ Rule:

\[
P_{e_t \mid s_t} \triangleq \left\{ \hat{p}(e_t = 1 \mid s_t) = \frac{p_U(s_t \mid e_t = 1)p(e_t = 1)}{p_U(s_t)} \right\}.
\]
Previously (Sec. 3.2), we resolved this ambiguity by assuming that \( p_U(s_t) \) was equal to the distribution over states in our dataset of transitions. As discussed in Sec. 3.1 many problem settings violate this assumption, prompting us to consider the more stringent setting with no prior information about \( p_U(s_t) \) (e.g., no prior knowledge about the user’s capabilities). To address this setting, we will assume the worst possible choice of \( p_U(s_t) \). This approach will make the agent robust to imperfect knowledge of the user’s abilities and to mislabeled success examples. Formally, we define the robust example-based control problem as

\[
\max_{\pi} \min_{\hat{\beta}(e_t|s_t) \in \mathcal{P}_{e_t|s_t}} \mathbb{E}_{p^\pi(s_{t+1})}[\hat{\beta}(e_{t+} = 1 \mid s_{t+})] = \max_{\pi} \min_{p_U(s_t)} \mathbb{E}_{p^\pi(s_{t+})} \left[ \frac{p_U(s_t \mid e_t = 1)}{p_U(s_t)} \cdot p(e_t = 1) \right].
\]

This objective can be understood as having the adversary assign a weight of \( 1/p_U(s_t) \) to each success example. The optimal adversary will assign lower weights to success examples that the policy frequently visits and higher weights to less-visited success examples. Intuitively, the optimal policy should try to reach many of the success examples, not just the ones that are easiest to reach. Thus, such a policy will continue to succeed even if certain success examples are removed, or are later discovered to have been mislabeled. Surprisingly, solving this two-player game corresponds to minimizing an \( f \)-divergence:

**Lemma 4.4.** Define \( H^2[p(x), q(x)] = \int \frac{1}{2} (\sqrt{p(x)} - \sqrt{q(x)})^2 dx \) as the squared Hellinger distance, an \( f \)-divergence. Robust example-based control (Eq. (12)) is equivalent to minimizing the squared Hellinger distance between policy’s discounted state occupancy measure and the conditional distribution \( p(s_t \mid e_t = 1) \):

\[
\min_{\hat{\beta}(e_t|s_t) \in \mathcal{P}_{e_t|s_t}} p^\pi(\hat{e}_{t+}) = 1 - \frac{1}{2} H^2[p(s_t|e_t = 1), p^\pi(s_{t+} = s_t)].
\]

The main idea of the proof (found in Appendix C) is to compute the worst-case distribution \( p_U(s_t) \) using the calculus of variations. Preliminary experiments (Fig. 5 in Appendix C) show that a version of RCE with online data collection finds policies that perform well on the robust example-based control objective (Eq. (12)). In fact, under somewhat stronger assumptions, we can show that the solution of robust example-based control is a fixed point of iterated RCE (see Appendix C.3). Therefore, in our experiments, we use RCE with online data collection.

## 5 Experiments

Our experiments study how effectively RCE solves example-based control tasks, especially in comparison to prior methods that learn an explicit reward function. Both RCE and the prior methods receive only the success examples as supervision; no method has access to expert trajectories of reward functions. Additional experiments in Sec. 5.2 study whether RCE can solve tasks using image observations. These experiments test whether RCE learns policies that learn a general notion of success rather than just memorizing the success examples. We include videos of learned policies online\(^\text{a}\) and include implementation details, hyperparameters, ablation experiments, and a list of failed experiments in the Appendix.

We compare RCE against prior methods that infer a reward function from the success examples and then apply an off-the-shelf RL algorithm; some baselines iterate between these two steps. AIRL is a popular adversarial imitation learning method. VICE is the same algorithm as AIRL, but intended to be applied to success examples rather than full demonstrations. We will label this method as “VICE” in figures, noting that it is the same algorithm as AIRL. DAC is a more recent, off-policy variant of AIRL. We also compared against two recent methods that learn rewards from demonstrations: ORIL and PURL. Following prior work, we also compare against “frozen” variants of some baselines that first train the parameters of the reward function and then apply RL to that reward function without updating the parameters of the reward function again. Our method differs from these baselines in that we do not learn a reward function from the success examples and then apply RL, but rather learn a policy directly from the success examples. Lastly, we compare against SQIL, an imitation learning method that assigns a reward of \( +1 \) to states from demonstrations and \( 0 \) to all other states. SQIL does not learn a separate reward function and structurally resembles our method, but is derived from different principles (see Sec. 2).

\(^\text{a}\)https://ben-eysenbach.github.io/rce
Recursive Classification of Examples for learning manipulation tasks: We apply RCE to a range of manipulation tasks, each accompanied with a dataset of success examples. For example, on the sawyer\textunderscore lift task, we provide success examples where the object has been lifted above the table. We use the cumulative task return (↑ is better) solely for evaluation. Our method (blue line) outperforms prior methods across all tasks.

5.1 Evaluating RCE for Example-Based Control.

We evaluate each method on five Sawyer manipulation tasks from Meta-World [39] and two manipulation tasks from Rajeswaran et al. [26]. Fig. 3 illustrates these tasks. On each task, we provide the agent with 200 successful outcomes to define the task. For example, on the open\_drawer task, these success examples show an opened drawer. As another example, on the sawyer\textunderscore push task, success examples not only have the end effector touching the puck, but (more importantly) the puck position is different. We emphasize that these success examples only reflect the final state where the task is solved and are not full expert trajectories. This setting is important in practical use-cases: it is often easier for humans to arrange the workspace into a successful configuration than it is to collect an entire demonstration. See Appendix E.3 for details on how success examples were generated for each task.

While these tasks come with existing user-defined reward functions, these rewards are not provided to any of the methods in our experiments and are used solely for evaluation (↑ is better). We emphasize that this problem setting is exceedingly challenging: the agent provided only with examples of success states (e.g., an observation where an object has been placed in the correct location). Most prior methods that tackle similar tasks employ hand-designed reward functions or distance functions, full demonstrations, or carefully-constructed initial state distributions.

The results in Fig. 2 show that RCE significantly outperforms prior methods across all tasks. The transparent lines indicate one random seed, and the darker lines are the average across random seeds. RCE solves many tasks, such as bin picking and hammering, that none of the baselines make any progress towards solving. The most competitive baseline, SQIL, only makes progress on the easiest two tasks; even on those tasks, SQIL learns more slowly than RCE and achieves lower asymptotic return. To check that all baselines are implemented correctly, we confirm that all can solve a very simple reaching task described in the next section.

5.2 Example-Based Control from Images

Our second set of experiments studies whether RCE can learn image-based tasks and assesses the generalization capabilities of our method. We designed three image-based manipulation tasks. The reach\textunderscore random\_position task entails reaching a red puck, whose position is randomized in each episode. The reach\textunderscore random\_size task entails reaching a red object, but the actual shape of that object varies from one episode to the next. Since the agent cannot change the size of the object and the size is randomized from one episode to the next, it is impossible to reach any of the previously-observed success examples. To solve this task, the agent must learn a notion of success that is more general than reaching a fixed goal state. The third task, sawyer\textunderscore clear\_image, entails clearing an object off the table, and is mechanically more challenging than the reaching tasks.

Fig. 4 shows results from these image-based experiments, comparing RCE to the same baselines. We observe that RCE has learned to solve both reaching tasks, reaching for the object regardless of the location and size of the object. This task is mechanically easier than the state-based tasks in Fig. 2.
and all the baselines make some progress on this task, but learn more slowly than our method. The good performance of RCE on the reach_random_size task illustrates that RCE can solve tasks in a new environment, where the object size is different from that seen in the success examples. We hypothesize that RCE learns faster than these baselines because it “cuts out the middleman,” learning a value function directly from examples rather than indirectly via a separate reward function. To support this hypothesis, we note SQIL, which also avoids learning a reward function, learns faster than other baselines on these tasks. On the more challenging clearing task, only our method makes progress, suggesting that RCE is a more effective algorithm for learning these image-based control tasks. In summary, these results show that RCE outperforms prior methods at solving example-based control tasks from image observations, and highlights that RCE learns a policy that solves tasks in new environments that look different from any of the success examples.

5.3 Ablation Experiments

We ran seven additional experiments to study the importance of hyperparameters and design decisions. Appendix F provides full details and figures. These experiments highlight that RCE is not an imitation learning method: RCE fails when applied to full expert trajectories, which are typically harder to provide than success examples. Other ablation experiments underscore the importance of using n-step returns and validate the approximation made in Sec. 3.2.

6 Conclusion

In this paper, we proposed a data-driven approach to control, where examples of success states are used in place of a reward function. Our method estimates the probability of reaching a success example in the future and optimizes a policy to maximize this probability of success. Unlike prior imitation learning methods, our approach is end-to-end and does not require learning a reward function. Our method is therefore simpler, with fewer hyperparameters and fewer lines of code to debug. Our analysis rests on a new data-driven Bellman equation, where example success states replace the typical reward function term. We use this Bellman equation to prove convergence of our classifier and policy. We believe that formulating control problems in terms of data, rather than the reward-centric MDP, better captures the essence of many real-world control problems and suggests a new set of attractive learning algorithms.

Limitations and future work. One limitation with RCE is that, despite producing effective policies, the classifier’s predictions are not well calibrated. This issue resembles the miscalibration in Q-functions observed in prior work [9, 20]. Second, both RCE and the baselines we compared against all struggled to learn more challenging image-based tasks, such as image-based versions of the tasks shown in Fig. 3. Techniques such as explicit representation learning [19, 23] may be important for scaling example-based control algorithms to high-dimensional tasks.
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A Derivation of Recursive Classification of Examples

In this section we include the full derivation of our method (RCE). Recall that we want to learn a classifier, $C_θ^σ(s_t, a_t)$ to discriminate between “positive” state-action pairs sampled from the conditional distribution $p^σ(s_t, a_t \mid e_{t+1} = 1)$ and “negatives” sampled from a marginal distribution $p(s_t, a_t)$. We will use different class-specific weights, using a weight of $p(e_{t+1} = 1)$ for the “positives” and a weight of 1 for the “negatives.” Then, if this classifier is trained perfectly, the Bayes-optimal solution is

$$C_θ^σ(s_t, a_t) = \frac{p^σ(s_t, a_t \mid e_{t+1} = 1)p(e_{t+1} = 1)}{p^σ(s_t, a_t \mid e_{t+1} = 1)p(e_{t+1} = 1) + p(s_t, a_t)}.$$  

The motivation for using these class-specific weights is so that the classifier’s predicted probability ratio tells us the probability of solving the task in the future:

$$\frac{C_θ^σ(s_t, a_t)}{1 - C_θ^σ(s_t, a_t)} = p^σ(e_{t+1} = 1 \mid s_t, a_t).$$

Importantly, the resulting method will not actually require estimating the weight $p(e_{t+1} = 1)$. We would like to optimize these parameters using maximum likelihood estimation:

$$L^σ(θ) \triangleq p(e_{t+1} = 1) E_{p(s_t, a_t \mid e_{t+1} = 1)}[log C_θ^σ(s_t, a_t)] + E_{p(s_t, a_t)}[log(1 - C_θ^σ(s_t, a_t))].$$

While we can estimate the second expectation using Monte Carlo samples $(s_t, a_t) \sim p(s_t, a_t)$, we cannot directly estimate the first expectation because we cannot sample from $(s_t, a_t) \sim p(s_t, a_t \mid e_{t+1} = 1)$. We will address this challenge by deriving a method for training the classifier that resembles the temporal difference update used in value-based RL algorithms, such as Q-learning. We will derive our method from Eq. 7 using three steps.

The first step is to factor the first expectation in Eq. 7

$$p(s_t, a_t \mid e_{t+1} = 1)p(e_{t+1} = 1) = p^σ(e_{t+1} = 1 \mid s_t, a_t)p(s_t, a_t).$$

Substituting this identity into Eq. 7 we obtain

$$L^σ(θ) = E_{p(s_t, a_t)}[p^σ(e_{t+1} = 1 \mid s_t, a_t)log C_θ^σ] + E_{p(s_t, a_t)}[log(1 - C_θ^σ)]$$

$$= E_{p(s_t, a_t)}[p^σ(e_{t+1} = 1 \mid s_t, a_t)log C_θ^σ] + log(1 - C_θ^σ).$$  \hspace{1cm} (13)

The second step is to observe that the term $p^σ(e_{t+1} = 1 \mid s_t, a_t)$ satisfies the following recursive identity:

$$p^σ(e_{t+1} = 1 \mid s_t, a_t) = (1 - γ)p(e_t = 1 \mid s_t) + γE_{p(s_{t+1} \mid s_t, a_t)}[p^σ(e_{t+1} = 1 \mid s_{t+1}, a_{t+1})].$$  \hspace{1cm} (14)

We substitute this identity into Eq. 13 and then break the expectation into two terms.

$$L^σ(θ) = E_{p(s_t, a_t)} \left[ \left( (1 - γ)p(e_t = 1 \mid s_t) + γE_{p(s_{t+1} \mid s_t, a_t)}[p^σ(e_{t+1} = 1 \mid s_{t+1}, a_{t+1})] \right) log C_θ^σ + log(1 - C_θ^σ) \right]$$

$$= (1 - γ)E_{p(s_t, a_t)} \left[ p(e_t = 1 \mid s_t) log C_θ^σ \right]$$

$$+ γE_{p(s_{t+1} \mid s_t, a_t)} \left[ p^σ(e_{t+1} = 1 \mid s_{t+1}, a_{t+1}) \log C_θ^σ + log(1 - C_θ^σ) \right].$$  \hspace{1cm} (15)

The third step is to express the first expectation in Eq. 15 in terms of samples of success example, $s^* \sim p(s_t \mid e_t = 1)$:

$$E_{p(s_t, a_t)} \left[ p(e_t = 1 \mid s_t) \log C_θ^σ \right] = E_{p(s_t, a_t)} \left[ \frac{p_U(s_t \mid e_t = 1)}{p(s_t)} \log C_θ^σ \right]$$

$$= p_U(e_t = 1) E_{p(s_t, a_t) \mid p(s_t) \mid p(a_t \mid s_t)} \left[ \frac{p_U(s_t \mid e_t = 1)}{p(s_t)} \log C_θ^σ \right]$$

$$= p_U(e_t = 1) E_{p_U(s_t \mid e_t = 1), p(a_t \mid s_t)} \left[ \log C_θ^σ \right].$$
Note that actions are sampled from \( p(a_t \mid s_t) = p(s_t, a_t)/p(s_t) \), the average policy used to collect the dataset of transitions. Finally, we substitute this expression back into Eq. \([15]\) and use Eq. \([6]\) to estimate the probability of future success at time \( t+1 \).

\[
\mathcal{L}^\pi(\theta) = (1 - \gamma)p_U(e_t = 1)E_{p(s_t, e_t = 1)}\left[ \log C_\theta^{(t)} \right] + \gamma E_{p(s_{t+1} \mid s_t, a_t), \pi_0} \left[ \frac{C_\theta^{(t+1)}}{1 - C_\theta^{(t+1)}} \right] \log C_\theta^{(t)} + \log(1 - C_\theta^{(t)})
\]

Thus, we have arrived at our final objective (Eq. \([8]\)).

### B Proofs

In this section we include proofs of the theoretical results in the main text.

#### Proof of Lemma 4.1

**Proof.** To start, we recall that Eq. \([6]\) says that the Bayes-optimal classifier satisfies

\[
\frac{C^\pi(s_t, a_t)}{1 - C^\pi(s_t, a_t)} = p^\pi(e_{t+1} = 1 \mid s_t, a_t).
\]

Substituting this identity into both the LHS and RHS of the recursive definition of \( p^\pi(e_{t+1} = 1 \mid s_t, a_t) \) (Eq. \([14]\)), we obtain the desired result:

\[
\frac{C^\pi(s_t, a_t)}{1 - C^\pi(s_t, a_t)} = (1 - \gamma)p^\pi(e_t = 1 \mid s_t) + \gamma E_{p(s_{t+1} \mid s_t, a_t)} \left[ \frac{C^\pi(s_{t+1}, a_{t+1})}{1 - C^\pi(s_{t+1}, a_{t+1})} \right].
\]

\( \square \)

#### Proof of Lemma 4.2.1

**Proof.** We will show that RCE is equivalent to using value iteration using the Bellman equation above, where \((1 - \gamma)p^\pi(e_{t+1} = 1 \mid s_t, a_t) \) takes the role of the reward function. For given transition \((s_t, a_t, s_{t+1})\), the corresponding TD target \( y \) is the expected value of three terms (Eq. \([8]\)). Noting that the function \( C/(1 - C) \) is strictly monotone increasing, we can write the same assignment equation for the ratio as follows:

\[
E[y \mid s_t, a_t, s_{t+1}] = \frac{(1 - \gamma)p(e_t = 1 \mid s_t) \cdot 1 + \gamma E[w] \cdot 1 + 0}{(1 - \gamma)p(e_t = 1 \mid s_t) + \gamma E[w] + 1}.
\]

Thus, the assignment equation can be written as follows:

\[
C^\pi(s_t, a_t) \leftarrow \frac{(1 - \gamma)p(e_t = 1 \mid s_t) + \gamma E[w]}{(1 - \gamma)p(e_t = 1 \mid s_t) + \gamma E[w] + 1}.
\]

\( \text{Eq.} \quad (16) \)

While this gives us an assignment equation for \( C \), our Bellman equation is expressed in terms of the ratio \( C/(1 - C) \). Noting that the function \( C/(1 - C) \) is strictly monotone increasing, we can write the same assignment equation for the ratio as follows:

\[
\frac{C^\pi(s_t, a_t)}{1 - C^\pi(s_t, a_t)} \leftarrow \frac{E[y \mid s_t, a_t, s_{t+1}]}{1 - E[y \mid s_t, a_t, s_{t+1}]} = (1 - \gamma)p(e_t = 1 \mid s_t) + \gamma E[w].
\]

Recalling that \( w = \frac{C(s_{t+1}, a_{t+1})}{1 - C(s_{t+1}, a_{t+1})} \), we conclude that our temporal difference method is equivalent to doing value iteration using the Bellman equation in Eq. \([11]\).  \( \square \)

#### Proof of Corollary 4.2.1

**Proof.** Lemma \([5.2]\) showed that the update rule for our method is equivalent to value iteration. Value iteration is known to converge in the tabular setting \([14], \text{Theorem} \ 1\), so our method also converges.  \( \square \)
We can write the inner minimization problem as follows:

As before, we can ignore the constant \( p \)

Note that

\[ -d \]

constraint that

example probability function

Proof. First, we solve the inner minimization problem. Note that the adversary’s choice of an

strategies.

Our strategy for analyzing robust example-based control will be to first compute an analytic solution
to the inner minimization problem. Plugging in the optimal adversary, we will find that we weight

\[ \text{Robust Example-Based Control} \]

Proof of Lemma 4.3

The proof of Lemma 4.3 is nearly identical to the standard policy improvement
proof for Q-learning.

Proof.

\[
p^\pi (e_{t+} = 1) = E_{p_0(s), \pi(a_0|s_0)} [p^\pi (e_{t+} = 1 | s_0, a_0)]
\]

\[
\leq E_{p_0(s), \pi'(a_0|s_0)} [p^\pi (e_{t+} = 1 | s_0, a_0)]
\]

\[
= E_{p_0(s), \pi'(a_0|s_0)} [(1 - \gamma)p(e_0 = 1 | s_0, a_0) + \gamma E_{p(s_1|s_0, a_0), \pi'(a_1|s_1)} [p^\pi (e_{t+} = 1 | s_1, a_1)]]
\]

\[
\leq E_{p_0(s), \pi'(a_0|s_0)} [(1 - \gamma)p(e_0 = 1 | s_0, a_0) + \gamma E_{p(s_1|s_0, a_0), \pi'(a_1|s_1)} [p^\pi (e_{t+} = 1 | s_1, a_1)]]
\]

\[
= E_{p_0(s), \pi(a_0|s_0)} [(1 - \gamma)p(e_0 = 1 | s_0, a_0) + \gamma p(e_1 = 1 | s_1, a_1) + \gamma^2 E_{p(s_2|s_1, a_1), \pi(a_2|s_2)} [p^\pi (e_{t+} = 1 | s_2, a_2)]]
\]

\[
\leq p^\pi (e_{t+} = 1)
\]

\[ \square \]

C Robust Example-Based Control

Our strategy for analyzing robust example-based control will be to first compute an analytic solution
to the inner minimization problem. Plugging in the optimal adversary, we will find that we weight
the success examples inversely based on how often our policy utilizes each of the potential solution
strategies.

C.1 Proof of Lemma 4.4

Proof. First, we solve the inner minimization problem. Note that the adversary’s choice of an
example probability function \( \hat{p}(e_t | s_t) \) is equivalent to a choice of a marginal distribution, \( p_U(s_t) \).

We can write the inner minimization problem as follows:

\[
\min_{p_U(s_t)} \int p^\pi (s_{t+} = s_t) \frac{p_U(s_t | e_t = 1)p(e_t = 1)}{p_U(s_t)} ds_t
\]

As before, we can ignore the constant \( p(e_t = 1) \). We solve this optimization problem, subject to the
constraint that \( \int p_U(s_t) ds_t = t \), using calculus of variations. The corresponding Lagrangian is

\[
\mathcal{L}(p_U, \lambda) = \int p^\pi (s_{t+} = s_t) \frac{p_U(s_t | e_t = 1)}{p_U(s_t)} ds_t + \lambda \left( \int p_U(s_t) ds_t - 1 \right).
\]

Setting the derivative \( \frac{d\mathcal{L}}{dp_U(s_t)} = 0 \), we get

\[
\frac{p^\pi (s_{t+} = s_t)}{p_U(s_t)} + \lambda = 1 \implies p_U(s_t) = \frac{\sqrt{p^\pi (s_{t+} = s_t)p_U(s_t | e_t = 1)}}{\int \sqrt{p^\pi (s_{t+} = s_t)p_U(s_t | e_t = 1)} ds_t}
\]

Note that \( \frac{d^2 \mathcal{L}}{dp_U(s_t)^2} > 0 \), so this stationary point is a minimum. We can therefore write the worst-case
probability function as

\[
\hat{p}(e_t = 1 | s_t) = \frac{p_U(s_t | e_t = 1)}{p_U(s_t)} p(e_t = 1)
\]

\[
= \frac{p_U(s_t | e_t = 1)}{\sqrt{p^\pi (s_{t+} = s_t)p_U(s_t | e_t = 1)}} \int \sqrt{p^\pi (s_{t+} = s_t)p_U(s_t | e_t = 1)} ds_t p(e_t = 1).
\]

Intuitively, this says that the worst-case probability function is one where successful states \( s_t \sim p_U(s_t | e_t = 1) \) are downweighted if the current policy visits those states more frequently (i.e., if
\( p^\pi(s_{t+1} = s_t) \) is large. Substituting this worst-case example probability into Eq. [12], we can write the adversarial objective as follows:

\[
\max_{\pi} \int p^\pi(s_{t+1} = s_t) \sqrt{\frac{p_U(s_t | e_t = 1)}{p^\pi(s_{t+1} = s_t)}} ds_t \int \sqrt{p^\pi(s_{t+1} = s_{t'}|e_t = 1)p_U(s_{t'} | e_t = 1)} ds' p(e_t = 1)
\]

\[
= \left( \int \sqrt{p^\pi(s_{t+1} = s_t)p_U(s_t | e_t = 1)} ds_t \right)^2 p(e_t = 1)
\]

Since \( p(e_t = 1) \) is assumed to be a constant and \( (\cdot)^2 \) is a monotone increasing function (for non-negative arguments), we can express this same optimization problem as follows:

\[
\max_{\pi} \int \sqrt{p^\pi(s_{t+1} = s_t)p_U(s_t | e_t = 1)} ds_t.
\]

Using a bit of algebra, we can show that this objective is a (scaled and shifted) squared Hellinger distance:

\[
\int \sqrt{p^\pi(s_{t+1} = s_t)p_U(s_t | e_t = 1)} ds_t
\]

\[
= 1 - \frac{1}{2} \int \left( \sqrt{p^\pi(s_{t+1} = s_t)} - \sqrt{p_U(s_t | e_t = 1)} \right)^2 ds_t
\]

\[
= 1 - \frac{1}{2} \int \left( \sqrt{p_U(s_t | e_t = 1)} \left( \frac{p^\pi(s_{t+1} = s_t)}{p_U(s_t | e_t = 1)} - 1 \right) \right)^2 ds_t
\]

\[
= 1 - \frac{1}{2} \mathbb{E}_{p_U(s_t | e_t = 1)} \left[ \left( 1 - \frac{p^\pi(s_{t+1} = s_t)}{p_U(s_t | e_t = 1)} \right)^2 \right]
\]

\[
= 1 - \frac{1}{2} H^2(p_U(s_t | e_t = 1), p^\pi(s_{t+1} = s_t)).
\]

\[\square\]

### C.2 Robust Example-Based Control and Iterated RCE

As noted in Sec. 4.2, we found empirically that the policy found by RCE with online data collection was similar to the optimal policy for the robust example-based control objective. We visualize that experiment in Fig. 5. In this 2D navigation task there are two sets of success examples (orange circles). When we apply RCE to this task using a uniform distribution of transitions, the agent navigates directly towards the closer success examples. However, when we run RCE in an iterative fashion, periodically collecting data from the current policy, the final policy visits both sets of success examples. This behavior is similar to what we would expect from the optimal policy to robust example-based control. We hypothesize that this happens because our implementation of RCE periodically collects new data using the current policy, violating the assumption that the dataset of transitions \( p(s_t, a_t, s_{t+1}) \) is fixed. When the policy frequently visits one success example, that state will be included many times in the dataset of transitions \( p(s_t, a_t, s_{t+1}) \) at the next iteration, so the classifier’s predictions will decrease for that state.

We now show that (under a very strong assumption), the solution to the robust example-based control problem is a fixed point of an iterative version of RCE. The iterated version of RCE is defined by
alternating between collecting a dataset of transitions using the current policy and then running RCE (Alg. 1) on those trajectories:

\[ \pi \leftarrow \text{RCE}(S^*, D), \quad D \leftarrow \{ \tau \sim \pi \}. \]  

(17)

**Lemma C.1.** Let \( \pi \) be an optimal policy for robust example-based control (Eq. 12). Assume that \( \pi \) visits each success example with probability proportional to how often that state occurs as a success example:

\[ \exists 0 < c \leq 1 \text{ s.t. } \quad p^\pi(s_{t+} = s) = c \cdot p(s_t = s | e_t = 1) \forall s \in S. \]  

(18)

Then \( \pi \) is a fixed point for iterated RCE.

**Proof.** If \( p^\pi(s_{t+}) = p(s_t | e_t = 1) \), then Eq. 3 tells us that \( p(e_t = 1 | s_t) \) is a constant for all states. In this setting, all policies are optimal under our objective (Def. 1), so the current policy \( \pi \) is also optimal. Thus, any policy satisfying \( p^\pi(s_{t+}) = c \cdot p(s_t | e_t = 1) \) is a fixed point of iterated RCE.

When we are given a discrete set of success examples, the assumption in Eq. 18 is equivalent to assuming that the optimal robust policy spends an equal fraction of its time at each success example.

**Lemma C.2.** Assume there exists a policy \( \pi \) such that \( p^\pi(s_{t+}) = p(s_t | e_t = 1) \). Then the solution to robust example-based control is a fixed point of iterated RCE.

**Proof.** As shown in Lemma 4.3, the robust example-based control corresponds to minimizing the squared Hellinger distance, an \( f \)-divergence. All \( f \)-divergences are minimized when their arguments are equal (if feasible), so the solution to robust example-based control is a policy \( \pi \) satisfying \( p^\pi(s_{t+}) = p(s_t | e_t = 1) \).

Now, we need to show that such a policy is a fixed point of iterated RCE. If \( p^\pi(s_{t+}) = p(s_t | e_t = 1) \), then Eq. 4 tells us that \( p(e_t = 1 | s_t) \) is a constant for all states. In this setting, all policies are optimal under our objective (Def. 1), so the current policy \( \pi \) is also optimal. Thus, any policy satisfying \( p^\pi(s_{t+}) = p(s_t | e_t = 1) \) is a fixed point of iterated RCE.

While this result offers some explanation for why iterated RCE might be robust, the result is quite weak. First, the assumption that \( p^\pi(s_{t+}) = p(s_t | e_t = 1) \) for some policy \( \pi \) is violated in most practical environments, as it would imply that the agent spends every timestep in states that are success examples. Second, this result only examines the fixed points of robust example-based control and iterated RCE, and does not guarantee that these methods will actually converge to this fixed point. We aim to lift these limitations in future work.

### D Connection with Success Classifiers and Success Densities

In this section we show that objective function in prior methods for example-based control implicitly depend on where success examples came from.

Nasiriany [24] learn a reward function by fitting a density model to success examples, \( \hat{p}(s^*) \approx p(s_t | e_t = 1) \). Using this learned density as a reward function is not the same as our approach. Whereas our method implicitly corresponds to the reward function \( r(s_t) = (1 - \gamma)p(e_t = 1 | s_t) \), the reward function in Nasiriany [24] corresponds to \( \exp r(s_t) = p(s_t | e_t = 1) = p(e_t = 1 | s_t)p_U(s_t)/p(e_t = 1) \). The additional \( p_U(s_t) \) term in the (exponentiated) Disco RL reward function biases the policy towards visiting states with high density under the \( p_U(s_t) \) marginal distribution, regardless of whether those states were actually labeled as success examples.

In contrast, VICE [8] learns a classifier to distinguish success examples \( s^* \sim p(s_t | e_t = 1) \) from “other” states sampled from \( q(s_t) \). The predicted probability ratio from the Bayes-optimal classifier is

\[ \frac{p(s_t | e_t = 1)}{q_E(s_t)} = \frac{p(e_t = 1 | s_t)p_U(s_t)}{p(e_t = 1)q(s_t)}. \]

This term depends on the user’s state distribution \( p_U(s_t) \), so without further assumptions, using this probability ratio as a reward function does not yield a policy that maximizes the future probability of
success (Eq. 2). We can recover example-based control if we make the additional assumption that \( p_{U}(s_t) = q(s_t) \), an assumption not made explicit in prior work. Even with this additional assumption, VICE differs from RCE by requiring an additional classifier.

In summary, these prior approaches to example-based control rely on auxiliary function approximators and do not solve the example-based control problem (Def. [1]) without additional assumptions. In contrast, our approach is simpler and is guaranteed to yield the optimal policy.

E Experimental Details

E.1 Implementation

This method is straightforward to implement on top of any actor-critic method, such as SAC or TD3, only requiring a few lines of code to be added. The only changes necessary are to (1) sample success in the train step and (2) swap the standard Bellman loss with that in Eq. 10. Unless otherwise noted, all experiments were run with 5 random seeds. When plots in the paper combine the results across seeds, this is done by taking the average.

We based our implementation of RCE off the SAC implementation from TF-Agents [10]. We modified the critic loss to remove the entropy term and use our loss (Eq. 10) in place of the Bellman loss, modified the TD targets to use n-step returns with \( n = 10 \), and modified the actor loss to use a fixed entropy coefficient of \( \alpha = 1 \). To implement n-step returns, we replaced the target value of \( y = \gamma w(t) + 1 \) with \( y = \frac{1}{2} \left( \frac{\gamma w(t)}{\gamma w(t) + 1} + \frac{\gamma^{10} w(t+10)}{\gamma^{10} w(t+10) + 1} \right) \). We emphasize that implementing RCE therefore only required modifying a few lines of code. Unless otherwise noted, all hyperparameters were taken from that implementation (version v0.6.0). For the image-based experiments, we used the same architecture from CURL [19], sharing the image encoder between the actor and classifier. Initial experiments found that using random weights for the image encoder worked at least as well as actually training the weights of the image encoder, while also making training substantially faster. We therefore used a random (untrained) image encoder in all experiments and baselines on the image-based tasks. We used the same hyperparameters for all environments, with the following exception:

- sawyer_bin_picking: The SAC implementation in TF-Agents learns two independent Q values and takes the minimum of them when computing the TD target and when updating the policy, as suggested by Fujimoto et al. [9]. However, for this environment we found that the classifier’s predictions were too small, and therefore modified the actor and critic losses to instead take the maximum over the predictions from the two classifiers. We found this substantially improved performance on this task.

E.2 Baselines.

We implemented the SQIL baseline as an ablation to our method. The two differences are (1) using the standard Bellman loss instead of our loss (Eq. 10) and (2) not using n-step returns. We implemented all other baselines on top of the official DAC repository [17]. For fair comparison with our method, the classifier was only conditioned on the state, not the action. These baselines differed based on the following hyperparameters:

| Method name | gradient penalty | discriminator loss | absorbing state wrapper |
|-------------|------------------|---------------------|-------------------------|
| DAC         | 10               | cross_entropy       | yes                     |
| AIRL        | 0                | cross_entropy       | no                      |
| ORIL-PU     | 0                | positive_unlabeled  | no                      |
| PURL        | 0                | positive_unlabeled_margin | no               |

Table 1: Classifier-based baselines

The done bit wrapper is the idea discussed in DAC [17, Sec. 4.2]. The cross_entropy loss is the standard cross entropy loss. The positive_unlabeled loss is the standard positive-unlabeled loss [3]; following Zolna et al. [41, Appendix B, Eq. 5] we used \( \eta = 0.5 \). The
positive_unlabeled_margin loss is taken from Xu and Denil [38, Eq. 9], as are the hyperparameters of $\eta = 0.5$, $\beta = 0.0$.

E.3 Environments

For both the state-based experiments and the image-based experiments, we choose tasks using two design criteria: (1) we wanted to include a breadth of tasks, and (2) we wanted to include the most difficult tasks that could be learned by either our method or any of the baselines. For the image-based tasks, we were unable to get the prior methods to learn tasks more complex than those included in Fig. 4.

Our experiments used benchmark manipulation tasks from Metaworld (Jan. 31, 2020) [39] and D4RL (Aug. 26, 2020) [6, 26]. Unless otherwise mentioned, we used the default parameters for the environments. The reward functions for some of the Sawyer tasks contain additional reward shaping terms. As we describe below, we remove these shaping terms to more directly evaluate success.

1. sawyer_drawer_open: This task is based on the SawyerDrawerOpenEnv from Yu et al. [39]. We generated success examples by sampling the drawer Y coordinate from $\text{unif}(\text{low}=-0.25, \text{high}=-0.15)$ and moving the gripper to be touching the drawer handle. Episodes were 151 steps long. For evaluation, we used the net distance that the robot opened the drawer (displacement along the negative Y axis) as the reward.

2. sawyer_push: This task is based on the SawyerReachPushPickPlaceEnv from Yu et al. [39], using task_type = 'push'. We generated success examples by sampling the puck XY position from $\text{unif}(\text{low}=(0.05, 0.8), \text{high}=(0.15, 0.9))$ and moving the gripper to be touching the puck. Episodes were 151 steps long. For evaluation, we used the net distance that the puck traveled towards the goal as the reward.

3. sawyer_lift: This task is based on the SawyerReachPushPickPlaceEnv from Yu et al. [39], using task_type = 'reach'. We generated success examples by sampling the puck Z coordinate from $\text{unif}(\text{low}=0.08, \text{high}=0.12)$ and moving the gripper such that the puck was inside the gripper. Episodes were 151 steps long. For evaluation, we used the Z coordinate of the puck at the final time step.

4. sawyer_box_close: This task is based on the SawyerBoxCloseEnv from Yu et al. [39]. We generated success examples by positioning the lid on top of the box and positioning the gripper so that the lid handle was inside the gripper. Episodes were 151 steps long. For evaluation, we used the net distance that the lid traveled along the XY plane towards the center of the box.

5. sawyer_bin_picking: This task is based on the SawyerBinPickingEnv from Yu et al. [39]. We generated success examples by randomly positioning the object in the target bin, sampling the XY coordinate from $\text{unif}(\text{low}=(0.06, 0.64), \text{high}=(0.18, 0.76))$ and positioning the gripper so that the object was inside the gripper. Episodes were 151 steps long. For evaluation, we used the net distance that the object traveled along the XY plane towards the center of the target bin.

6. door-human-v0, hammer-human-v0: These tasks are described in [26]. We generated success examples by taking a random subset of the last 50 observations from each trajectory of demonstrations provided for these tasks in [6]. We used the default episode length of 200 for these tasks. For evaluation, we used the default reward functions for these tasks (which are a few orders of magnitude larger than the net-distance rewards used for evaluating the Sawyer tasks.).

7. sawyer_reach_random_position_image, sawyer_reach_random_size_image: These image-based reaching tasks are based on the SawyerReachPushPickPlaceEnv task from Yu et al. [39], using task_type = 'reach'. We generated success examples by positioning the gripper at the object. Episodes were 51 steps long. For evaluation, we used the net distance traveled towards the object as the reward. The sawyer_reach_random_position_image modified the environment to initialize each episode by randomly sampling the object position from $\text{unif}(\text{low}=(-0.02, 0.58), \text{high}=(0.02, 0.62))$. The sawyer_reach_random_size_image modified the environment to initialize each episode by randomly resizing the object by sampling a radius and half-height from $\text{unif}(\text{low}=(0.1, 0.005), \text{high}=(0.05, 0.045))$. 
sawyer_clear_image: This task is based on the SawyerReachPushPickPlaceEnv from Yu et al. [39], using task_type = ‘push’. We generated success examples by simply deleting the object from the scene and setting the gripper to a random position drawn from unif(low=(-0.2, 0.4, 0.02), high=(0.2, 0.8, 0.3)). For evaluation, we used a reward of 1 if the object was out of sight, as defined by having a Y coordinate less than 0.41 or greater than 0.98.

F Ablation Experiments and Visualization

We ran a number of ablation experiments to further understand our method.

Number of success examples. We studied performance when we used fewer than 200 success examples. As shown in Fig. 6a, we can achieve comparable performance using 100 examples for the sawyer_reach task, 20 examples for the sawyer_push task, and just 1 example for the sawyer_drawer_open task. We ran each experiment with 5 random seeds, but only plot the mean across seeds to decrease clutter.

N-step returns. An important implementation detail of RCE is using n-step returns. Fig. 6b shows that using n-step returns substantially improved performance on the sawyer_push and sawyer_drawer_open tasks, and had a smaller positive effect on the sawyer_reach task. We used n-step returns with \( n = 10 \) for all other experiments with our method.

Applying RCE to expert trajectories. RCE is intended to be applied to a set of success examples. Applying this same method to states sampled randomly from expert demonstrations does not work, as shown in Fig. 6c. Not only is requiring intermediate states from demonstrations more onerous for users, but also RCE performs worse in this setting. Interestingly, we found the same trend for the SQIL baseline, which (unlike our method) was designed to use states from demonstrations, not just success states. Thus, while SQIL is designed as an imitation learning method, it may actually be solving a version of example based control.
Sampling actions for success examples. We studied the approximation made in Sec. 3.2 where we sampled actions for the success examples using our current policy instead of the historical average policy. We fit a new behavior policy to our replay buffer using behavior cloning and used this behavior policy to sample actions for the success examples. Fig. 6d shows that simply using our current policy instead of this behavior policy worked at least as well, while also being simpler to implement.

New success examples during training. RCE is intended to be applied in the setting where a set of success examples is provided before training. Nonetheless, we can apply RCE to a set of success examples that is updated throughout training. We implemented this variant of RCE, sampling the success set anew every 100k iterations. Fig. 6f shows that sampling new success examples online during training does not affect the performance of RCE.

Negative examples. In this ablation experiment, we modified RCE by training the classifier to predict 0 for a set of “negative” states. We implemented this variant of RCE, using samples from the initial state (the task is never solved at the initial state) as negatives. Fig. 6g shows that this variant performs about the same on the hammer task, but worse on the door task.

Discount factor, $\gamma$. As shown in Fig. 6e, the performance of RCE is indistinguishable for a wide range of discount factors (0.95 to 0.999). RCE does perform worse for very small (0.9) and very large (0.999) discount factors. Note that we did not tune this parameter for the experiments in the main paper, and used a value of $\gamma = 0.99$ for all experiments there.

F.1 Visualizing Learning Dynamics

To better illustrate the mechanics of our method, we ran RCE on a simple 2D navigation task. We then visualized the classifier’s predictions throughout training. As shown in Fig. 7, the classifier’s predictions are initially mostly uniform across all states, but later converge to predict much larger values near the success examples and lower values elsewhere.

F.2 Comparison with C-Learning

C-learning [4] solves a different problem than RCE and thus cannot be directly applied to this setting. Specifically, C-learning learns a goal-conditioned policy from a dataset of transitions, whereas RCE learns a single policy (not conditioned on goals) from a dataset of transitions and another dataset of success examples. Nonetheless, we initially tried to solve example-based control problems using a version of C-learning modified to use success examples. However, we found that this method performed quite poorly. For example, on the sawyer-push task, RCE achieves an average return of 0.2 (see Fig. 8) whereas this variant of C-learning achieved a return of about 0.07 (65% worse). The poor performance of this variant of C-learning motivated us to design a new method from the ground-up, specifically designed to solve the example-based control problem. We will include a plot of these initial experiments in the final paper.
G Failed Experiments

This section describes a number of experiments that we tried that did not work particularly well. We did not include any of these ideas in our final method.

1. **Training the image encoder.** For the image-based experiments, we found that not training the image encoder and just using random weights often worked better than actually learning these weights.

2. **Alternative parametrization of the classifier.** By default, our classifier predicts values in the range $C_\theta \in [0, 1]$. However, Eq. 6 says that the classifier’s predicted probability ratio corresponds to

$$ p^T(e_{t+1} = 1 | s_t, a_t) = \frac{C^{(t)}_\theta}{1 - C^{(t)}_\theta} \in [0, 1]. $$

We therefore expect that a learned classifier should only make predictions in the range $[0, 0.5]$. We experimented by parametrizing the classifier to only output values in $[0, 0.5]$, but found that this led to no noticeable change in performance.

3. **Classifier regularization.** We experimented with regularizing our classifier with input noise, gradient penalties, mixup, weight decay and label smoothing. These techniques yield improvements that were generally small, so we opted to not include any regularization in our final method to keep it simple.

4. **Regularizing the implicit reward.** We can invert our Bellman equation (Eq. 11) to extract the reward function that has been implicitly learned by our method:

$$ r(s_t, a_t) = C^{(t)}_\theta \frac{1 - C^{(t+1)}_\theta}{1 - C^{(t)}_\theta}. $$

We experimented with regularizing this implicit reward function to be close to zero or within $[0, 1]$, but saw no benefit.

5. **Normalizing $w$.** We tried normalizing the TD targets $w$ (Eq. 9) to have range $[0, 1]$ by applying a linear transformation (subtracting the min and dividing by the max-min), but found that this substantially hurt performance.

6. **Hyperparameter robustness.** We found that RCE was relatively robust to the learning rate, the discount factor, the Polyak averaging term for target networks, the batch size, the classifier weight initialization, and the activation function.

7. **Imbalanced batch sizes.** Recall that our objective (Eq. 10) uses a very small weight of $(1 - \gamma)$ for the first term. This small weight means that our effective batch size is relatively small. We experimented with changing the composition of each batch to include fewer success examples and more random examples, updating the coefficients for the loss terms such that the overall loss remained the same. While this does increase the effective batch size, we found it had little effect on performance (perhaps because our method is fairly robust to batch size, as noted above).

8. **Optimistic initialization.** We attempted to encourage better exploration by initializing the final layer bias of the classifier so that, at initialization, the classifier would predict $C_\theta = 1$. We saw no improvements from this idea.

9. **More challenging image-based tasks.** We found that RCE (and all the baselines) failed on image-based versions of the tasks in Fig. 3. Our hypothesis is that this setting is challenging for RCE for the same reason that image-based tasks are challenging for off-policy RL algorithms: it is challenging to learn Q functions via temporal different learning on high-dimensional inputs. In future work, we aim to study the use of explicit representation learning to assist RCE in learning complex image-based tasks.