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Abstract

Null shells are a useful geometric construction to study the propagation of infinitesimally thin concentrations of massless particles or impulsive waves. After recalling the necessary and sufficient conditions obtained in [28] that allow for the matching of two spacetimes with null embedded hypersurfaces as boundaries, we will address the problem of matching across Killing horizons of zero order in the case when the symmetry generators are to be identified. The results are substantially different depending on whether the boundaries are non-degenerate or degenerate, and contain or not fixed points (in particular, in the former case the shells have zero pressure but non-vanishing energy density and energy flux in general). We will present the explicit form of the so-called step function in each situation. We will then concentrate on the case of actual Killing horizons admitting a bifurcation surface, where a complete description of the shell and its energy-momentum tensor can be obtained. We will conclude particularizing to the matching of two spacetimes with spherical, plane or hyperbolic symmetry without imposing this symmetry on the shell itself.

1 Introduction

Thin shells (also known as surface layers) are idealized geometrical objects introduced in General Relativity to describe concentrations of matter or energy that can be considered to be located on a hypersurface. Depending on the causal character of the hypersurface, thin shells are called null, timelike, spacelike or mixed (when the causal character is point-dependent). The standard way of generating spacetimes containing thin shells is by matching two spacetime regions (one at each side of the shell). The matching theory in the context of General Relativity is well-developed and
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has received contributions from many authors. Key milestones are the seminal work by Darmois [14] in the timelike and spacelike cases and its extensions to the null case by Barrabés-Israel [6] (see also [45] for a useful reformulation). The general causal character was studied in [36], [35].

The Darmois matching formalism for non-null boundaries consists of joining two spacetimes \((\mathcal{M}^\pm, g^\pm)\) with differentiable boundaries \(\Omega^\pm\) by providing an identification between the boundary points and between the full tangent spaces on \(\Omega^\pm\). For the matching to be possible, the spacetimes are required to verify the so-called shell (or preliminary) junction conditions (see e.g. [13], [36]) which force the boundaries to be isometric with respect to their induced metrics. The resulting spacetime satisfies the Israel equations [22] and describes a thin shell whose matter content is directly linked to the jump of the extrinsic curvatures. In the general causal character case, the shell junction conditions require that the identification of the boundaries maps the corresponding first fundamental forms and that the identification of the full tangent spaces fulfils a suitable orientation requirement [35]. The Israel equations for shells of arbitrary causal character were first obtained in [30]. Expressions for the jumps of other curvature components across matching hypersurfaces of arbitrary causal character were derived in [48] by means of the formalism of tensor distributional calculus.

Many explicit examples of null shells in specific situations have been discussed in the literature, often by imposing additional symmetries e.g. spherical symmetry. We refer to [11] [12], [5], [14], [33], [10], [7], [37], [11], [8], [26], [16] and references therein for examples. In the previous paper [28], we determined the necessary and sufficient conditions that allow for the matching of two general spacetimes with null boundaries. In order to address the problem of matching, we made use of the so-called hypersurface data formalism [30], [31] with which one can abstractly analyse hypersurfaces of arbitrary signature in pseudo-riemannian manifolds. For embedded hypersurfaces, the ambient metric, the embedding and a choice of transversal vector (the so-called rigging vector) determines the metric data. In this framework, the junction conditions simply impose that the metric hypersurface data of \(\Omega^\pm\) must coincide and, in the null case, the central objects on which the matching depends are a diffeomorphism \(\Psi\) between the set of null generators of \(\Omega^\pm\) and the so-called step function \(H\), which geometrically corresponds to a shift along the null generators. Moreover, the matching requires that any spatial section on \(\Omega^-\) is isometric to its corresponding image in \(\Omega^+\). The energy-momentum contents of the resulting shell can be explicitly written in terms the geometry of the ambient spaces and the identification of the boundaries. The fundamental results in [28] required for the present work are summarized, and expanded in certain directions, in Section 2.

Generically, given any two spacetimes \((\mathcal{M}^\pm, g^\pm)\) with null boundaries it will not be possible to join them. When the matching is permitted, there will exist (in general) one unique way of matching, i.e. only one suitable identification of the boundary points and the full tangent spaces that makes the metric hypersurface data of both sides agree. However, as discussed in Section 4 in [28], there are some cases in which multiple (even infinite) matchings are feasible. This particularly occurs when the boundaries \(\Omega^\pm\) are totally geodesic embedded null hypersurfaces. Perhaps the most prominent example of totally geodesic null hypersurfaces are the Killing horizons. In such case, the spacetimes on both sides have additional structure, namely the Killing vectors generating the horizons, and it is natural to impose that the matching preserves this symmetry, i.e. that the resulting spacetime admits a continuous vector field, which is Killing on both sides. This situation
corresponds to the case when the matching process identifies the Killing vector fields with respect to which the boundaries $\Omega^\pm$ are Killing horizons. This problem includes, for example, matchings of black hole spacetimes with non-zero temperature across geodesically complete Killing horizon boundaries, or matchings across non-degenerate or degenerate Killing horizon boundaries with or without fixed points. This is the problem we set out to analyze in this paper.

Actually, we study a considerably more general situation, namely the matching across Killing horizons to order zero. It turns out that the identification of a pair of preselected null tangential vector fields, one from each side, restricts severely the set of all possible step functions. For that it is not necessary that these null fields are Killing vectors. One merely needs to assume that the boundaries are totally geodesic and the set of zeroes of the preselected null fields share the basic features that the set of zeros of Killing vectors have. This is what defines the notion of Killing horizons to order zero (see Definition 5). These objects are in fact closely related to the well-known concepts of non-expanding horizons, and their particularizations of weakly isolated horizons and isolated horizons (general references are e.g. [1], [2], [3], [21], [23], [29]). While normally non-expanding horizons are diffeomorphic to $S^2 \times R$, we shall only require that the topology of $\Omega^\pm$ is $S_0^\pm \times R$, $S_0^\pm \subset \Omega^\pm$ being a spacelike submanifold. The main difference between non-expanding horizons and Killing horizons of zero order is that we preselect a null field $\xi^\pm$ tangent to $\Omega^\pm$ (called symmetry generator) such that the set of points $S^\pm := \{ p \in \Omega^\pm \mid \xi^\pm |_p = 0 \}$ is either the union of smooth connected closed submanifolds of codimension two or the empty set. Non-expanding horizons are totally geodesic as a consequence of assuming that the matter model satisfies a suitable energy condition. In the setup of Killing horizons of zero order the property of being totally geodesic is incorporated in the definition, so we can dispose of any a priori restriction on the matter model.

In this paper, we will assume constancy of the surface gravity of $\xi^\pm$, which is defined by \( \text{grad}(g^\pm(\xi^\pm, \xi^\pm)) = -2\kappa^\pm_\xi \xi^\pm \) on $\Omega^\pm \setminus S^\pm$. We keep the standard terminology of calling $\Omega^\pm \setminus S^\pm$ degenerate (if $\kappa^\pm_\xi = 0$) or non-degenerate (if $\kappa^\pm_\xi \neq 0$). We will see that the presence or absence of points where the null vectors $\xi^\pm$ vanish, as well as the causal character of $S^\pm$ in the former case, strongly affects the matching and by extension the types of shells that can be constructed. In particular, when $S^\pm$ are both non-empty, we will prove that they must be identified in the matching process, which concretely forces them to have the same causal character, as well as the same number of connected components. Furthermore, the matching will require the surface gravities $\kappa^\pm_\xi$ to be either both zero or both nonzero, and the allowed step functions will take a simple, linear form. Moreover, the resulting shell necessarily has vanishing pressure. The matching, however, still admits the following freedom: in the degenerate case, one can select two sections (one at each side) and impose their identification whereas in the non-degenerate case it is possible to choose the initial velocity along the null generators off the submanifolds $S^\pm$ (which are now spacelike). When the boundaries are free of fixed points, the matching admits more possibilities. All of them are studied in Section 4 and the result is summarized in Theorem 1 of that Section.

Once the matching across Killing horizons of order zero has been completed, we return to the case of Killing horizons. We perform an in-depth analysis of perhaps the most physically interesting situation, which occurs when the boundaries are non-degenerate Killing horizons containing bifurcation surfaces. For this particular case, we use Rácz-Wald coordinates [47] to derive the explicit expression of the energy-momentum contents of the shell (Theorem 2 in Section 5). We
obtain that, although the pressure is zero, some effect of compression or stretching of points is taking place because the velocity along the null generators of $\mathcal{I}^+$ differs from one generator to other. As a consequence we find a non-zero energy flux which points toward null generators with higher velocities. Another remarkable result is that there appears a change of sign on the energy density of the shell when the bifurcation surfaces are crossed. This is a really puzzling behaviour which seems to point out the possibility that the physical interpretation of the energy-density of the shell is not what we are used to in other physical contexts. Perhaps this behaviour is somehow linked to the causality change of the Killing fields from future to past across the bifurcation surface, but this is pure speculation. We stress however, that these results are fully compatible with the shell field equations obtained by Barrabés and Israel [6] for the case of null hypersurfaces. We even include an explicit proof of this in Section 5.

The paper concludes with the general matching of two spherical, plane or hyperbolic symmetric spacetimes across non-degenerate Killing horizon boundaries containing bifurcation surfaces. We work in arbitrary $(n+1)$ spacetime dimension and do not impose any a priori restrictions on the shell (in particular we do not assume that it respects the background spherical/plane/hyperbolic symmetry). The shell depends on an arbitrary positive function $\alpha$, constant along the generators (so, effectively defined on a section). The explicit expressions of the tensors determining the matter content of the shell are explicitly derived, first without imposing any restriction on the Einstein field equations and then for the specific $\Lambda$-vacuum case. The energy density depends on the Laplacian of $\alpha$ and on the jump of the ambient Ricci tensors. Whenever non-zero, the energy density unavoidably changes sign when crossing the bifurcation surface. The energy-flux depends on the gradient of $\alpha$ and it is constant along the null generators. In the $\Lambda$-vacuum cases, the matching allows for different values of $\Lambda$ on each side but fixes the jump of the mass in terms of the jump $[\Lambda]$. An example of particular interest occurs when $[\Lambda] < 0$. Then, it is possible to construct a shell of null dust (hence with vanishing energy flux) which, from a fully physically reasonable state of positive energy density, evolves in the deterministic manner dictated by the field equations into a state with negative energy density after crossing the bifurcation surface. Shocking as this may seem, it appears to us that such state of negative density should be considered as fully physical.

The organization of the paper is as follows. The Section 2 is divided into three parts. First, we revisit some results and identities concerning the geometry of embedded null hypersurfaces, and we present the necessary geometric objects and assumptions. We continue with a brief summary of the basic notions on the formalism of hypersurface data. In the third part we recall the results from [28] needed for this work and then we complement and expand them in several directions. With the aim of rewriting some of the results in [28], we firstly provide identities concerning the pullback to the abstract manifold of tensor fields on the boundaries. We also analyze the behaviour of the tensor fields defining the matter content of the shell under changes of the foliations of the boundaries. In Section 3 we recall some well-known properties of Killing horizons, and introduce the notion of Killing horizon of zero order. Section 4 is devoted to the actual problem of matching two spacetimes across null boundaries which are Killing horizons of zero order. We analyze separately the cases of both boundaries being degenerate, both being non-degenerate and one being degenerate and the other one non-degenerate. As already mentioned, the particular case of matching across non-degenerate Killing horizons containing bifurcation surfaces is fully addressed in Section 5. We conclude the main body of the paper by studying the general matching of two
arbitrary spherical, plane or hyperbolic symmetric spacetimes admitting a Killing horizon with a
bifurcation surface. The specific matchings of two spacetimes of Schwarzschild and Schwarzschild-
de Sitter are addressed in detail. The paper finishes with two appendices. In Appendix A we
give the proof of the pullback identities described in the last part of Section 2. Appendix B
establishes a geometric expression needed in Section 5 that links the ambient Ricci tensor and
geometric quantities at one boundary Ω when this is a non-degenerate Killing horizon with
bifurcation surface. This result is known and it is included merely in order to make the paper
self-consistent (and because our derivation is very direct and simple).

1.1 Notation

Given a manifold \( M \) and a point \( p \in M \), the tangent and cotangent spaces at \( p \) are denoted
by \( T_p M \), \( T^*_p M \) respectively. As always, \( T M \) refers to the corresponding tangent bundle and
\( \Gamma (T M) \) to its sections. Given an embedding \( \Phi \), we use the standard notation of \( \Phi^* \) and \( \Phi_* \) for its
pull-back and push-forward respectively. We also let \( \mathcal{F} (M) := C^\infty (M, \mathbb{R}) \) and \( \mathcal{F}^* (M) \subset \mathcal{F} (M) \)
its subset of no-where zero functions. Our signature convention for Lorentzian manifolds \( (M, g) \)
is \((-+,...,+\)\) and we let \( \nabla \) denote the Levi-Civita covariant derivative of \( g \) and \( g(X,Y) \) (also
\( \langle X,Y \rangle_g \)) be the scalar product of two vector fields \( X,Y \in \Gamma (T M) \). Our convention of indices on
an \((n+1)\)-dimensional spacetime is

\[
\alpha, \beta, ... = 0, 1, ..., n, \quad i, j, ... = 1, ..., n \quad I, J, ... = 2, 3, ..., n,
\]

and parenthesis (resp. brackets) denote symmetrization (resp. antisymmetrization) of indices.
We write the spacetime dimension as \( n + 1 \) and assume throughout that \( n \geq 1 \).

2 Preliminaries

As indicated in the introduction, the aim of this paper is to determine the necessary and sufficient
conditions that allow for the matching of two spacetimes \( (M^\pm, g^\pm) \) across Killing horizons of zero
order such that the symmetry generators get identified. This section is devoted to introducing
several background notions and results needed later. Further details can be found in [28].

2.1 Geometry of embedded null hypersurfaces

We start by recalling general properties of null hypersurfaces (general references are [19], [20]).
We begin with the standard notion of embedded null hypersurface.

**Definition 1.** (Embedded null hypersurface) Let \( (M, g) \) be an \((n+1)\)–dimensional spacetime
and \( \Sigma \) a manifold of dimension \( n \). An embedded null hypersurface is a subset \( \Omega \subset M \) satisfying
that there exists an embedding \( \Phi : \Sigma \rightarrow M \) such that \( \Phi (\Sigma) = \Omega \) and that the first fundamental
form \( \gamma := \Phi^* (g) \) of \( \Sigma \) is degenerate.
We define null generator \( k \) of \( \Omega \) as any null nowhere zero vector field which is tangent to \( \Omega \) everywhere. Since there exists one unique degenerate direction along \( \Omega \), all null generators are proportional to each other. Besides, they are pre-geodesic, i.e. for any null generator \( k \), there exists a function \( \kappa_k \in \mathcal{F}(\Omega) \) named surface gravity such that \( \nabla_k k = \kappa_k k \). One can always find a null generator \( k \) which is in addition affine (i.e. with \( \kappa_k \) \cite{18, 20}. In the following and with full generality, we let \( k \) be future and satisfy this property.

The following definitions will be useful for our purposes.

**Definition 2.** (Spacelike section, tangent plane and foliation of \( \Omega \)) Let \( \Omega \) be an embedded null hypersurface and \( k \) be an affine future null generator. Assume the existence of a section \( \tilde{S} \subset \Omega \) and let \( s \in \mathcal{F}(\Omega) \) be the solution of the equation \( k(s) = 1 \) with initial condition \( s|_{\tilde{S}} = 0 \). Then, the section \( S_{s_0} \) is defined as the subset

\[
S_{s_0} := \{ p \in \Omega \mid s(p) = s_0, \ s_0 \in \mathbb{R} \}.
\]

Given \( p \in \Omega \) and the section \( S_{s(p)} \subset \Omega \), the tangent plane \( T_p S_{s(p)} \) is defined as

\[
T_p S_{s(p)} := \{ X \in T_p \Omega \mid X(s) = 0 \}.
\]

The family of spacelike sections \( \{ S_s \} \) define a foliation of \( \Omega \) given by the levels of \( s \), i.e. the subsets of constant \( s \).

By construction, \( s \) increases towards the future. In addition to the existence of \( \tilde{S} \), we also require that all the level sets of the function \( s \), i.e. the sections \( \{ S_s \} \), are diffeomorphic to each other. As discussed in \cite{28}, the requirements above amount to assume that the topology of \( \Omega \) is \( S_{s_0} \times \mathbb{R} \), with the null generators along the direction of \( \mathbb{R} \). This global restriction will be henceforth supposed. It is worth stressing, however, that \( s \) always exists on sufficiently small open sets, so all the results below always apply on such sets. We construct a basis \( \{ L, k, v_I \} \) of \( \Gamma(TM)|_{\Omega} \) satisfying the following properties:

(A) \( k \) is an affine future null generator.

(B) Each \( v_I \) is a spacelike vector field verifying that \( v_I|_p \in T_p S_{s(p)} \) at each \( p \in \Omega \).

(C) The basis vectors \( \{ k, v_I \} \) are such that \( [k, v_I] = 0 \) and \( [v_I, v_J] = 0 \). \hspace{1cm} (2.3)

(D) \( L \) is a future null vector field everywhere transversal to \( \Omega \).

Consider a point \( p_0 \in \Omega \), the section \( S_{s(p_0)} \), a point \( p \in S_{s(p_0)} \) and two vectors \( Z, W \in T_p S_{s(p_0)} \). The (positive definite) induced metric \( h \) of \( S_{s(p_0)} \) at \( p \) is \( h(Z, W)|_p \equiv \langle Z, W \rangle_g|_p \). We let \( h^s \) be its associated contravariant metric. Given a basis \( \{ v_I|_p \} \) of \( T_p S_{s(p_0)} \) and its corresponding dual \( \{ \omega^I|_p \} \), the components of \( h \) and \( h^s \) are denoted by \( h_{IJ} \) and \( h^{IJ} \) respectively. Capital Latin indices will be raised and lowered with these metrics.

Given a basis \( \{ L, k, v_I \} \), we define \( n \) scalar functions

\[
\varphi := -\langle L, k \rangle_g > 0, \quad \psi_I := -\langle L, v_I \rangle_g, \quad (2.4)
\]

on \( \Omega \), the one-form \( \sigma_L (Z)|_p := \frac{1}{2} \langle \nabla_Z k, L \rangle_g|_p \), the 2-covariant tensor \( \Theta^L(Z, W)|_p \equiv \langle \nabla_Z L, W \rangle_g|_p \) and the second fundamental form \( \chi^s(Z, W)|_p \equiv \langle \nabla_Z k, W \rangle_g|_p \) of \( S_{s(p_0)} \) at \( p \). If \( L \) had been chosen to be orthogonal to \( S_{s(p_0)} \) (i.e. \( \psi_I = 0 \)) then \( \sigma_L \) and \( \Theta^L \) would be the torsion one-form and
second fundamental form of $S_{t(p_0)}$ along $L$. However, it is convenient for our purposes to allow $L$ to be unrelated to the sections. In the general case $\sigma_L$ and $\Theta^L$ are generalizations of those quantities and still encode extrinsic information of the sections. However, we emphasize that $\Theta^L$ is not symmetric in general. For later purposes, we also recall the well-known relation between the rate of change of the induced metric along $k$ and the second fundamental form of the section (see e.g. [20])
\[ k(h(v_K, v_I)) = 2\chi^k(v_I, v_K). \] (2.5)

The next result (Lemma 1 in [28]) gives the tangential covariant derivatives of the basis vectors.

**Lemma 1.** Let $\Omega$ be an embedded null hypersurface, $\{S_s\}$ a foliation of $\Omega$ defined by $s$ and $\{L, k, v_I\}$ be a basis of $\Gamma(T\Omega)|_\Omega$ satisfying conditions (2.3). Then, the tangential derivatives of the basis vectors read:
\[ \nabla_{v_I} v_J = \frac{1}{\varphi} \chi^k(v_I, v_J) L + \frac{1}{\varphi} (v_I(\psi_J) + \Theta^L(v_I, v_J) - \Upsilon^k_{JI} \psi_K) k + \Upsilon^k_{JI} v_K, \] (2.6)
\[ \nabla_k v_I = \nabla_{v_I} k = -\left(\sigma_L(v_I) + \frac{1}{\varphi} \psi^B \chi^k(v_I, v_B)\right) k + \chi^k(v_I, v_B) v_B, \] (2.7)
\[ \nabla_k k = \kappa_k k \] (2.8)
\[ \nabla_{v_I} L = \eta_I L - \frac{1}{\varphi} \psi^J \left(\eta_I \psi_J + \Theta^J(v_I, v_J)\right) k + (\eta_I \psi^J + \Theta^J(v_I, v_J)) v_J, \] (2.9)
\[ \nabla_k L = \left(\frac{k(\varphi)}{\varphi} - \kappa_k\right) \left(\frac{L - \psi^J \psi_J k + \psi^J v_J}{\varphi} + \frac{\kappa}{\varphi} \left(\frac{\psi^J}{\varphi} k - v_J\right)\right), \] (2.10)

where $\Upsilon^k_{JI}$ and $\eta_I$ are defined by
\[ \Upsilon^k_{JI} := \left(\langle v^K, \nabla_{v_I} v_J \rangle + \frac{1}{\varphi} \psi^K \chi^k(v_I, v_J)\right), \] (2.11)
\[ \eta_I := \left(\frac{1}{\varphi} v_I(\varphi) + \sigma_L(v_I)\right). \] (2.12)

**Remark 1.** A straightforward calculation based on $[v_I, v_J] = 0$ yields
\[ \Upsilon^k_{JI} = \frac{1}{2} h^{KA}(v_I(\varphi_{A,J}) + v_J(\varphi_{A,I}) - v_A(\varphi_{I,J})) + \frac{1}{\varphi} \psi^K \chi^k(v_I, v_J). \] (2.13)

### 2.2 Metric hypersurface data and hypersurface data

The concepts of (metric) hypersurface data [30, 31], which we summarize next, constitute a natural framework to study the matching, as they provide the necessary setup to study hypersurfaces of arbitrary causal character from a completely abstract viewpoint.

Let $\Sigma$ be an $n-$dimensional manifold endowed with a $2-$symmetric covariant tensor $\gamma$, a 1–form $\ell$ and a scalar function $\ell(2)$. The four-tuple $\{\Sigma, \gamma, \ell, \ell(2)\}$ defines **metric hypersurface data** provided that the symmetric 2–covariant tensor $\mathcal{A}|_p$ on $T_p\Sigma \times \mathbb{R}$ defined as
\[ \mathcal{A}|_p((W, a), (Z, b)) := \gamma|_p(W, Z) + a \ell|_p(Z) + b \ell|_p(W) + ab(2)|_p, \]
$W, Z \in T_p\Sigma$, $a, b \in \mathbb{R}$, (2.14)
has Lorentzian signature at every $p \in \Sigma$. The five-tuple \{\Sigma, \gamma, \ell, \ell^{(2)}, Y\} defines **hypersurface data** if additionally to the metric hypersurface data \{\Sigma, \gamma, \ell\} one also has a symmetric 2-covariant tensor $Y$ on $\Sigma$.

Since $\mathcal{A}|_p$ is non-degenerate, we can consider its inverse contravariant tensor $\mathcal{A}|_p \in T^*_p \Sigma \times \mathbb{R}$. Splitting its components as

\[
\mathcal{A}|_p ((\alpha, a), (\beta, b)) := P|_p (\alpha, \beta) + a n|_p (\beta) + b n|_p (\alpha) + ab \ell|_p^{(2)},
\]

defines a symmetric two-contravariant tensor (field) $P$, a vector (field) $n$ and a scalar (field) $\ell^{(2)}$ on $\Sigma$. By definition of $\mathcal{A}$, it follows (see equations (3)-(6) in [30]):

\[
\begin{align*}
\gamma (n, \cdot) + \ell^{(2)} = 0, & \quad \ell (n) = 1 - \ell^{(2)}
\end{align*}
\]

\[
\gamma (\cdot, \ell) + \ell^{(2)} = 0, \quad P (\cdot, \gamma (\cdot)) = X - \ell (X), \quad \gamma (\cdot, P (\cdot, \alpha)) = \alpha - \ell (n) \ell,
\]

The abstract notion of (metric) hypersurface data connects to the geometry of hypersurfaces via the concept of embedded (metric) hypersurface data [31]. The data \{\Sigma, \gamma, \ell, \ell^{(2)}\} is **embedded** in a spacetime $(\mathcal{M}, g)$ of dimension $n + 1$ if there exists an embedding $\Phi : \Sigma \hookrightarrow \mathcal{M}$ and a rigging vector field $\zeta$ along $\Phi (\Sigma)$ (i.e. a vector field which is everywhere transversal to $\Phi (\Sigma)$) satisfying

\[
\Phi^* (g) = \gamma, \quad \Phi^* (g (\zeta, \cdot)) = \ell, \quad \Phi^* (g (\zeta, \zeta)) = \ell^{(2)}.
\]

The hypersurface data \{\Sigma, \gamma, \ell, \ell^{(2)}, Y\} is embedded if, in addition to (2.18), it holds

\[
\frac{1}{2} \Phi^* (\mathcal{L}_\zeta g) = Y.
\]

Hypersurface data has a built-in gauge freedom that corresponds to the non-uniqueness of the rigging vector field. Let \{\Sigma, \gamma, \ell, \ell^{(2)}, Y\} be hypersurface data, $z \in \mathcal{F}^* (\Sigma)$ and $W \in \Gamma (T \Sigma)$. The gauge transformed hypersurface data \{\Sigma, \mathcal{G}_{(z,W)} (\gamma), \mathcal{G}_{(z,W)} (\ell), \mathcal{G}_{(z,W)} (\ell^{(2)}), \mathcal{G}_{(z,W)} (Y)\} is (Definition 3.1 in [31])

\[
\begin{align*}
\mathcal{G}_{(z,W)} (\gamma) & := g, \\
\mathcal{G}_{(z,W)} (\ell) & := z^2 (\ell^2 + 2 \ell (W) + \gamma (W, W)), \\
\mathcal{G}_{(z,W)} (\ell^{(2)}) & := z (\ell + \gamma (W, \cdot)), \\
\mathcal{G}_{(z,W)} (Y) & := z Y + \frac{1}{2} ((\ell \otimes dz + dz \otimes \ell) + \mathcal{L}_{zW} g) + \mathcal{L}_{zW} \gamma.
\end{align*}
\]

This gauge transformation induces the following transformations on $P$, $n$ and $n^{(2)}$ (Lemma 5 in [30]):

\[
\begin{align*}
\mathcal{G}_{(z,W)} (P) & = P + n^{(2)} W \otimes W - W \otimes n - n \otimes W, \\
\mathcal{G}_{(z,W)} (n) & = z^{-1} (n - n^{(2)} W), \\
\mathcal{G}_{(z,W)} (n^{(2)}) & = z^{-2} n^{(2)}.
\end{align*}
\]

Throughout this paper, the boundaries to be matched will be null hypersurfaces, which means that $n^{(2)} = 0$ and that the first fundamental form $\gamma$ is degenerate with degenerate direction $n$ (cf. (2.16)).
2.3 Matching and shell junction conditions

We conclude the preliminaries with a summary of the matching problem across null boundaries. This problem is studied in detail in [28]. Consider two \((n + 1)\)-dimensional spacetimes \((\mathcal{M}^\pm, g^\pm)\) with respective null hypersurfaces \(\Omega^\pm\) as boundaries. Let \(\{L^\pm, k^\pm, v^\pm_I\}\) be basis of \(\Gamma (T \mathcal{M}^\pm)\) \(|_{\Omega^\pm}\) according to (2.3) and \(s^\pm \in \mathcal{F} (\Omega^\pm)\) be foliation defining functions constructed as in Definition 2. The matching of \((\mathcal{M}^\pm, g^\pm)\) requires the fulfilment of the so-called shell (also called preliminary) junction conditions (see e.g. [14], [39], [27], [22], [9], [13], [6], [36]). In the language of hypersurface data, they impose \([30]\) that the embedded metric hypersurface data of \(\Omega^\pm\) agree. We therefore let \(\{\Sigma, \gamma, \ell, \ell(2), Y^\pm\}\) be hypersurface data embedded in \((\mathcal{M}^\pm, g^\pm)\) with embeddings \(\Phi^\pm\) and riggings \(\zeta^\pm\) to be determined in the process of matching.

Performing a matching amounts to providing an identification between the boundary points (ruled by the diffeomorphism \(\Phi := \Phi^+ \circ (\Phi^-)^{-1} : \Omega^- \rightarrow \Omega^+\)) as well as a correspondence between transverse directions given by the identification of \(\zeta^\pm\). We hence take coordinates \(\{\lambda, y^A\}\) on \(\Sigma\), \(\lambda\) being a coordinate along the degenerate direction of \(\gamma\), and introduce new basis \(\{\zeta^\pm, e^\pm_1|_{\Phi = (q)} = \Phi^\pm_I q (\partial_l), e^\pm_I = \Phi^\pm_I q (\partial_I)\}\) to be identified in the process of matching. With full generality, one can adapt \(\Phi^-\) (or \(\{e^-_I\}\)) and \(\zeta^-\) to the geometric quantities already introduced on \(\Omega^-\), and let all the information of the matching be contained in \(\Phi^+\) and \(\zeta^+\).

For simplicity, given any function \(h \in \mathcal{F} (\Sigma)\), we will make the slight abuse of notation of writing \(h \circ (\Phi^-)^{-1} \in \mathcal{F} (\Omega^-)\) also as \(h\). The matching procedure implies the existence of functions \(\{H (\lambda, y^A), h^I (y^A)\}\) satisfying the conditions that \(\partial_\lambda H > 0\) and \(\det (\partial_y h^I) \neq 0\) such that the following decompositions hold (Section 3.3. in [28]):

\[
e^+_1 = k^-, \quad e^-_I = v^-_I, \quad \zeta^- = L^-, \quad \zeta^+ = \frac{1}{A} L^+ + B k^+ + C K v^+_K, \quad (2.24)
\]

\[
e^+_1 = \beta k^+, \quad e^+_I = a_I k^+ + b^+_I v^+_J, \quad (2.25)
\]

where

\[
\beta = \partial_\lambda H > 0, \quad a_I = \partial_y h^I, \quad b^+_I = \partial_y h^I, \quad (2.26)
\]

\[
A = \frac{\varphi^+}{\varphi} \partial_\lambda H > 0, \quad B = \frac{\varphi^-}{2 \partial_\lambda H} J^{AB} \omega_A (\lambda) \omega_B (\lambda), \quad C^I = \frac{\varphi^+}{\varphi} h^I J^J (\lambda), \quad (2.27)
\]

and \(\omega_A ^\pm := (b^{-1})^A_J (\partial_y g^A - \frac{1}{\varphi} \partial_y \psi^- J \partial_\lambda H) \pm \frac{1}{\varphi} \psi^+_A\). Observe that the coefficients \(b^+_I\) do not depend on the coordinate \(\lambda\).

All the matching information is therefore encoded in \(\{H (\lambda, y^A), h^I (y^A)\}\). Besides, \(\lambda\) and \(H (\lambda, y^A)\) satisfy

\[
\{s^- \circ \Phi^- = \lambda, \quad s^+ \circ \Phi^+ = H\} \text{ on } \Sigma. \quad (2.28)
\]

The function \(H (\lambda, y^A)\) is named step function, since it measures a kind of jump along the null direction when crossing the matching hypersurface. The last condition imposed by the matching procedure is that any pair of points \(p \in \Omega^-\), \(\Phi (p) \in \Omega^+\) must verify that

\[
h^{-1}_{IJ} |_p = b^+_I b^+_J h^+_K |_{\Phi (p)}. \quad (2.29)
\]
This constitutes an isometry condition between the submanifold $S_{s(y)} \subset \Omega^+$ and its corresponding image on $\Omega^-$. The identification of $\epsilon^+_1$ requires the existence of a diffeomorphism $\Psi$ between the set of null generators on both sides. The geometry of the shell is determined by the jump $[Y] := Y^+ - Y^-$ (see (2.19)). In particular, the components of the energy-momentum tensor of the shell are $\tau^{11} = -(n^1)^2 \gamma^{IJ}[Y_{IJ}], \tau^{1I} = (n^1)^2 \gamma^{IJ}[Y_{IJ}], \tau^{IJ} = -(n^1)^2 \gamma^{IJ}[Y_{IJ}]$. The explicit expressions of all these quantities were obtained in [28], and are included in the next proposition.

**Proposition 1.** Let $\nabla^H$ be the Levi-Civita connection on a section $\{\lambda = \text{const.}\} \subset \Sigma$. Then the components of the tensors $Y^\pm$ are given by

$$
Y_{11}^- = \varphi^- \left( \kappa^- - \frac{\partial_{\varphi^-}}{\varphi^-} \right), \quad Y_{1J}^- = \varphi^- \left( \sigma_{L}^-(v_{\tilde{J}}) + \frac{\nabla^H \varphi^-}{2\varphi^-} + \frac{\partial_{\varphi^-}}{2\varphi^-} \right), \quad Y_{IJ}^- = \Theta_{L}^-(v_{\tilde{I}}, v_{\tilde{J}}),
$$

(2.30)

$$
Y_{11}^+ = \varphi^- \left( \kappa^+ + \partial_{\lambda} \varphi^- \right), \quad Y_{1J}^+ = \varphi^- \left( \kappa^+ + \partial_{\lambda} \varphi^- \right),
$$

(2.31)

$$
Y_{1J}^+ = \varphi^- \left( \kappa^+ + \partial_{\lambda} \varphi^- \right), \quad Y_{IJ}^+ = \varphi^- \left( \kappa^+ + \partial_{\lambda} \varphi^- \right),
$$

(2.32)

and the components of the energy-momentum tensor of the shell are

$$
\tau^{11} = \frac{\gamma^{IJ}}{\varphi^-} \left( \kappa^+ + \nabla^H \nabla^H \nabla^H \nabla^H b^\partial_{\lambda} \psi_B^+ \right) - \frac{\nabla^H b^\partial_{\lambda} \psi_B^+}{\varphi^+(\partial_{\lambda})^2} - \frac{2\nabla^H b^\partial_{\lambda} \psi_B^+}{\varphi^+(\partial_{\lambda})^2} + \frac{b^A b^B \Theta_L^+(v_A^+, v_B^+)}{\varphi^+(\partial_{\lambda})^2},
$$

(2.33)

$$
\tau^{1I} = \frac{\gamma^{IJ}}{\varphi^-} \left( \kappa^+ + \nabla^H \nabla^H \nabla^H \nabla^H b^\partial_{\lambda} \psi_B^+ \right) - \frac{\nabla^H b^\partial_{\lambda} \psi_B^+}{\varphi^+(\partial_{\lambda})^2} + \frac{2\nabla^H b^\partial_{\lambda} \psi_B^+}{\varphi^+(\partial_{\lambda})^2} - \frac{\Theta_L^+(v_A^+, v_B^+)}{\varphi^+(\partial_{\lambda})^2},
$$

(2.34)

where $\nabla^I \psi_{\tilde{J}}, \nabla^I (b_J \psi_B^+)$ are derivatives of the covariant tensors $\psi_{\tilde{I}} dy^I, b_J^A \psi_B^+ dy^I$ defined on the sections $\{\lambda = \text{const.}\} \subset \Sigma$ and

$$
\epsilon_I := \varphi^+ \partial_{\lambda} \varphi^+ + b^J \psi_B^+ \quad \text{and} \quad \epsilon^J := \gamma^{IJ} (\epsilon_I - A \psi_{\tilde{I}}^-), \quad X^I := -\frac{X^J}{2\varphi^-} (\epsilon_J + A \psi_{\tilde{J}}^-).
$$

In these expressions the primary geometric objects are tensors defined on the boundaries $\Omega^\pm$, and their transfer to the abstract hypersurface $\Sigma$ is performed via the explicit appearance of
the quantities \( b^I_j \) (in the case of the \( \Omega^+ \) boundary; for the other boundary \( \Omega^- \) the transfer is immediate because of the fact that we are choosing the map \( \Phi^- \) to be the identity between \( \Sigma \) and \( \Omega^- \)). These expressions have the advantage that are fully explicit, which is a desirable feature when matchings of concrete spacetimes are to be performed. However, this form can also obscure the geometric interpretation of some quantities. It is therefore of interest to provide the results from Proposition 1 with a more covariant interpretation. This different perspective will be particularly useful in Section 5 and requires some prior considerations regarding the pullback to \( \Sigma \) of tensor fields and their derivatives on \( \Omega^\pm \).

Let \( \{\omega^1_\pm, \omega^I_\pm\} \) be the dual basis of \( \{k^\pm, v^\pm_I\} \) and, for each constant \( \lambda_0 \), let \( f_{\lambda_0} \) be the trivial embedding of the section \( \{\lambda = \lambda_0 = \text{const.}\} \) onto \( \Sigma \). Consider any pair of \( p \)-covariant tensor fields \( T^\pm \) on \( \Omega \pm \) with the property that \( T^\pm(..., k^\pm, ...) = 0 \), i.e. \( T^\pm = T^\pm_{A_1...A_p} \omega^1_\pm \otimes ... \otimes \omega^{A_p}_\pm \). By (2.24)-(2.25), their pullback tensors \( \tilde{T}^\pm := (\Phi^\pm)^* (T^\pm) \) on \( \Sigma \) are

\[
\tilde{T}^- = T^- (e^-_{I_1}, ..., e^-_{I_p}) \, dy^{I_1} \otimes ... \otimes dy^{I_p} = T_{I_1...I_p}^- \, dy^{I_1} \otimes ... \otimes dy^{I_p}, \tag{2.38}
\]

\[
\tilde{T}^+ = T^+ (e^+_{I_1}, ..., e^+_{I_p}) \, dy^{I_1} \otimes ... \otimes dy^{I_p} = b_{I_1}^{A_1} ... b_{I_p}^{A_p} T^{+}_{A_1...A_p} \, dy^{I_1} \otimes ... \otimes dy^{I_p}. \tag{2.39}
\]

while the corresponding pullback tensors \( f^\pm_{\lambda} (\tilde{T}^\pm) \) on the sections \( \{\lambda = \text{const.}\} \subset \Sigma \) are

\[
f^\pm_{\lambda} (\tilde{T}^-) = T^-_{I_1...I_p} \, dy^{I_1} \otimes ... \otimes dy^{I_p}, \quad f^\pm_{\lambda} (\tilde{T}^+) = b_{I_1}^{A_1} ... b_{I_p}^{A_p} T^+_{A_1...A_p} \, dy^{I_1} \otimes ... \otimes dy^{I_p}. \tag{2.40}
\]

In order to avoid cumbersome notation we shall still call \( f^\pm_{\lambda} (\tilde{T}^\pm) \) as \( \tilde{T}^\pm \). This slight abuse of notation is harmless since the context will make clear the precise meaning.

Let us introduce the tensor fields \( \psi^\pm := \psi^I_\pm \omega^I_\pm, \sigma^\pm_L := \sigma^\pm_L (v^I_\pm) \omega^I_\pm, \Theta^L_\pm := \Theta^L_\pm (v^I_\pm, v^J_\pm) \omega^I_\pm \otimes \omega^J_\pm \) and \( \chi^k_\pm := \chi^k_\pm (v^I_\pm, v^J_\pm) \omega^I_\pm \otimes \omega^J_\pm \) on \( \Omega^\pm \) and, in accordance to the notation above, use a tilde to denote their pullbacks to \( \Sigma \) and to the sections \( \{\lambda = \text{const.}\} \). The jump of \( T^\pm \) on \( \Sigma \) will be correspondingly defined as

\[
[\tilde{T}] := (\Phi^+)^* (T^+) - (\Phi^-)^* (T^-) = \tilde{T}^+ - \tilde{T}^- \tag{2.41}
\]

As already indicated, the appearance of the coefficients \( b^I_j \) in the expressions of Proposition 1 is a consequence of making the pullback to \( \Sigma \) or to a section \( \{\lambda = \text{const.}\} \subset \Sigma \) of the corresponding tensors on \( \Omega^+ \). Consequently, the expressions will take a more elegant form when written in terms of tilde quantities. Moreover, the derivatives \( \nabla^\Vert_j \psi^-_j, \nabla^\Vert_j (b^I_j \psi^+_j) \) on the sections \( \{\lambda = \text{const.}\} \subset \Sigma \) will also acquire a clear geometric meaning. It is immediate to rewrite all expressions in Proposition 1 in terms on this new notation. In this paper we shall only need them particularized to \( k^\pm = 0 \) so, for the sake of brevity we only do the rewriting in this specific case.

**Proposition 2.** Let \( \nabla^\Vert \) be the Levi-Civita connection on a section \( \{\lambda = \text{const.}\} \subset \Sigma \). If \( k^\pm \) are chosen affine (i.e. with \( \kappa^\pm_k = 0 \), then the components of the tensors \( Y^\pm \) read

\[
Y^\pm_{11} = - \partial_\lambda \varphi^- \quad \quad Y^\pm_{1j} = - \varphi^- \sigma_j - \frac{\nabla^\Vert_j \varphi^-}{2} - \frac{\partial_\lambda \psi^-_j}{2} \quad \quad Y^\pm_{IJ} = \tilde{\Theta}^-_{(IJ)}, \tag{2.42}
\]

\[
Y^\pm_{11} = \varphi^- \left( \frac{\partial_\lambda \partial_i H}{\partial_\lambda H} - \frac{\partial_\lambda \varphi^-}{\varphi^-} \right), \tag{2.43}
\]
\[ Y^+_{IJ} = \varphi^+ \left( \frac{\nabla^+_I \nabla^+_J H}{\partial \lambda H} - \frac{2 \nabla^+_I H \, \nabla^+_J \tilde{\sigma}^+}{\partial \lambda H} + \frac{X^L \chi^+_IJ}{\varphi H} + \frac{X^1 \chi^+_IJ}{\varphi \partial H - \frac{\varphi^+}{\varphi^-}} \right), \]
\[ Y^-_{IJ} = \varphi^- \left( -\tilde{\sigma}^-_J + \frac{\partial \lambda \partial \lambda'H}{\partial \lambda H} - \frac{X^L \chi^-_IJ}{\varphi^+ \partial \lambda H - \frac{\varphi}{\varphi^+}} \right), \]

while the components of the energy-momentum tensor of the shell are

\[ \tau^{11} = -\frac{\gamma^{IJ}}{\varphi^-} \left( \frac{\nabla^-_I \nabla^-_J H}{\partial \lambda H} - \frac{\nabla^-_I H \, \partial \lambda \tilde{\psi}^-_J}{\partial \lambda H - \frac{\varphi^-}{\varphi^+ \partial \lambda H}} \right) + \frac{X^1 \chi^-_IJ}{\varphi^- \partial H - \frac{\varphi^-}{\varphi^+}}, \]
\[ \tau^{11} = \frac{\gamma^{IJ}}{\varphi^-} \left( \frac{\partial \lambda \partial \lambda H}{\partial \lambda H} - \frac{X^L \chi^-_IJ}{\varphi^- \partial H - \frac{\varphi^-}{\varphi^+}} \right) = -\frac{\gamma^{IJ}}{\varphi^-} \partial \lambda \partial \lambda H, \]

where again \(X^1\) and \(X^A\) are defined by (2.23).

The choice of the foliation defining functions \(s^\pm\) is highly non-unique, which makes it interesting to study the behaviour of the tensor fields \(Y^\pm\) and the energy-momentum tensor of the shell \(\tau\) under transformations of the functions \(s^\pm\). As in the previous proposition, we restrict the discussion to the case when the null generators \(k^\pm\) have been chosen affine, i.e. \(\kappa_k^\pm = 0\). However, the conclusions of this section also hold in general, namely when \(\kappa_k^\pm \neq 0\).

Foliations of manifolds by codimension one submanifolds always admit a freedom of reparametrization of the foliation defining function. The restriction of the generators \(k^\pm\) being affine and future and \(s^\pm\) satisfying \(k^\pm(s^\pm) = 1\) reduces the full reparametrization freedom to \(s^\pm \rightarrow q^\pm s^\pm + s^\pm_0\), with constants \(s^\pm_0\) and \(q^\pm > 0\). This gives rise to the natural question of how expressions of Proposition 2 may be affected by this freedom. From the fact that the matching has been performed assuming that the map \(\Phi^-\) is the identity (see (2.22)), i.e. by identifying the boundary \(\Omega^-\) and the abstract manifold \(\Sigma\), the changes above are of different conceptual nature and hence have different effects in the minus and in the plus sides. Concerning the \((M^+, g^+)\) side, this freedom translates into multiplying \(H\) by \(q^+\) and shifting by \(s^+_0\) (cf. (2.28)) as well as changing \(L^+\) as \(L^- \rightarrow q^+L^+\) so that \(\varphi^-\) is preserved. Moreover, \(k^+\) transforms as \(k^- \rightarrow q^+k^-\). It is easy to check that equations (2.30)-(2.33) all remain invariant under a reparametrization of this type. For that it suffices to notice that \(A \rightarrow q^+A\), \(X^L \rightarrow q^+X^L\) and \(X^1 \rightarrow q^+X^1\).

The transformation \(s^- \rightarrow q^-s^- + s^-_0\) is more subtle precisely because of the trivial identification between \(\Omega^-\) and \(\Sigma\). By (2.28), we know that \(s^- \rightarrow q^-s^- + s^-_0\) induces in turn the change \(\lambda \rightarrow q^-\lambda + s^-_0\) on \(\Sigma\). However, the degenerate direction of \(\Sigma\) is defined by a vector field \(n\) which is proportional to \(\partial_\lambda\). Thus, scaling and shifting \(\lambda\) amounts to taking a new vector field \(n' = \frac{1}{q}n\), i.e. to perform a gauge transformation \(G(z,W)\) with \(z = q^-\) and \(W = 0\). Once more, condition \(k^-(s^-) = 1\) forces \(k^- \rightarrow q^-k^-\), which means that, in order to preserve \(\varphi^-\), we again need \(L^- \rightarrow q^-L^-\). It is immediate to check that all this entails \(d\lambda \rightarrow q^-d\lambda\), \(\partial_\lambda \rightarrow q^-\partial_\lambda\),
$\psi_I \rightarrow q^{-1}\psi_I$, $\Theta^L_{v_I^+} (v_I^+, v_I^-) \rightarrow q^{-1}\Theta^L_{v_I^+} (v_I^+, v_I^-)$, $\lambda^k_- (v_I^+, v_I^-) \rightarrow \frac{1}{q}\lambda^k_- (v_I^+, v_I^-)$ and leaves $\varphi^\pm$, $\psi^\pm$, $\sigma^\pm_{L\pm} (v_I^+, v_I^-)$ and $\Theta^L_{v_I^+} (v_I^+, v_I^-)$ unchanged. By virtue of expressions (2.30)-(2.33), it follows that $Y^\pm_{I\pm}$ remain unchanged, $Y^\pm_{11} \rightarrow \frac{1}{q}Y^\pm_{11}$ and $Y^\pm_{IJ} \rightarrow q^-Y^\pm_{IJ}$, as in this case $A \rightarrow \frac{1}{q}A$, $X^L \rightarrow X^L$ and $X^1 \rightarrow q^-X^1$. Since

$$Y^\pm = Y^\pm_{11}d\lambda \otimes d\lambda + Y^\pm_{1J} (d\lambda \otimes dy^J + dy^J \otimes d\lambda) + Y^\pm_{IJ} dy^I \otimes dy^J, \quad (2.48)$$

we conclude that the transformation of the tensor $Y^\pm$ is $Y^\pm \rightarrow q^-Y^\pm$, which is consistent with the gauge behaviour (2.21). Concerning $\tau$, it follows from (2.34)-(2.36) that the components transform as $\tau^{11} \rightarrow q^-\tau^{11}, \tau^{1I} \rightarrow \tau^{1I}, \tau^{I\bar{J}} \rightarrow \frac{1}{q}\tau^{I\bar{J}}$ and hence the tensor

$$\tau = \tau^{11} \partial_\lambda \otimes \partial_\lambda + \tau^{1J} \left( \partial_\lambda \otimes \partial_{y^J} + \partial_{y^J} \otimes \partial_\lambda \right) + \tau^{I\bar{J}} \partial_{y^I} \otimes \partial_{y^J} \quad (2.49)$$

transforms as $\tau \rightarrow \frac{1}{q}\tau$ in agreement with Proposition 7 in [30]. The tensor $\tau$ not being invariant is a consequence of the fact that there is no canonical volume form on null hypersurfaces. Each choice of rigging (or of gauge at the abstract level) gives raise to a different volume form. From the gauge transformation of such volume forms it follows that the product $\tau \eta$ does remain invariant (see Lemma 3.5 in [31]). It is therefore important to bear in mind that from a physical point of view $\tau$ is a density, i.e. a physical magnitude per unit volume, hence the necessity of this scaling behaviour under the transformation $s^- \rightarrow q^-s^- + s^-_0$.

The standard physical interpretation of the components of the energy-momentum tensor is as follows (see e.g. [46]). In $8\pi G = c = 1$ units, $\rho := \tau^{11}$ is the energy density, $j^A := \tau^{1A}$ an energy-flux and the pressure $p$ is given by $\tau^{AB} := p\gamma^{AB}$.

### 3 Killing horizons

The basic object of this paper is the so-called Killing horizon of zero order, which we define in this section. To motivate its definition, we recall first the definition and general properties of Killing horizons. General references are [17], [49].

**Definition 3.** (Killing horizon) Let $\xi$ be a Killing vector in a spacetime $(\mathcal{M}, g)$. An embedded null hypersurface $\mathcal{H}$ where $\xi$ is null, nowhere zero and to which $\xi$ is tangent defines a Killing horizon of $\xi$.

**Definition 4.** (Bifurcation surface, bifurcate Killing horizon) Let $\xi$ be a non-trivial Killing vector in a spacetime $(\mathcal{M}, g)$ and assume that there exists a connected spacelike codimension-two submanifold $S$ of fixed points, i.e. where $\xi|_S = 0$. This submanifold $S$ is called bifurcation surface, and the set of points along all null geodesics orthogonal to $S$ comprises a bifurcate Killing horizon with respect to $\xi$.

A Killing horizon $\mathcal{H}$ may have one or several connected components. However, one can always select $\mathcal{H}$ to be such that its topological closure $\bar{\mathcal{H}}$ is a smooth connected (necessarily null) hypersurface without boundary. This shall be henceforth required. We will let $S$ denote the set of fixed points of $\xi$ within $\mathcal{H}$, i.e. $S := \{ p \in \mathcal{H} \mid \xi|_p = 0 \}$. The set of fixed points of a Killing
vector $\xi$ is the union of connected totally geodesic closed submanifolds of even codimension (this is proven in [25], [38] for the Riemannian and pseudo-Riemannian cases respectively). Therefore, the Killing vector $\xi$ cannot vanish on open subsets of $\mathcal{H}$. We will make use of this fact later.

Since $\xi$ is null and normal along $\mathcal{H}$, there exists a function $\kappa_\xi \in \mathcal{F}(\mathcal{H})$, called surface gravity and defined by

$$\text{grad} (\langle \xi, \xi \rangle_g) = -2\kappa_\xi \xi \iff \nabla_\xi \xi = \kappa_\xi \xi.$$ \hspace{1cm} (3.1)

The surface gravity $\kappa_\xi$ is constant along the null generators of $\mathcal{H}$ (see e.g. [17]). For the purposes of this paper, let us also assume that $\kappa_\xi$ is actually constant on $\mathcal{H}$. This holds in many situations of physical interest, namely when (a) the Einstein tensor of the spacetime $(\mathcal{M}, g)$ satisfies the dominant energy condition [4], [49], (b) the Killing vector field $\xi$ is integrable, i.e. it verifies $\xi \wedge d\xi = 0$ [47], (c) for any bifurcate Killing horizon [24], [47], [17], (d) for multiple Killing horizons [32], [33], [34]. We however emphasize that the constancy of the surface gravity restricts the class of horizons under consideration (see e.g. [29] for a situation where a non-constant surface gravity implies a rather different behaviour of the properties of the horizon).

Constancy of $\kappa_\xi$ on $\mathcal{H}$ allows for a trivial extension to $\mathcal{H}$ as the same constant. We use the standard terminology of calling $\mathcal{H}$, $\mathcal{H}$ degenerate (resp. non-degenerate) if $\kappa_\xi = 0$ (resp. $\kappa_\xi \neq 0$). Moreover, we assume $\kappa_\xi$ to be positive in the non-degenerate case. Since $\kappa_\xi$ is constant, this entails no loss of generality, as one can always take $-\xi$ as the Killing vector field whenever $\kappa_\xi < 0$ (cf. (3.1)).

We shall henceforth require that all assumptions from section 2 also apply on $\mathcal{H}$. This allows us to take an affine future null generator $k$ (i.e. with $\kappa_k = 0$) and a function $s \in \mathcal{F}(\mathcal{H})$ satisfying $k(s) = 1$ everywhere. We construct a basis $\{L, k, v_I\}$ of $\Gamma (T\mathcal{M})|_{\overline{\mathcal{H}}}$ according to (2.3). By uniqueness of the null generator, there is a function $F \in \mathcal{F}(\mathcal{H})$ defined by

$$\xi = Fk.$$ \hspace{1cm} (3.2)

It is clear that $F$ vanishes exactly at the fixed points of $\xi$. Equations (2.8) and 3.1 together with our choice $\kappa_k = 0$ give

$$\kappa_\xi F = F\nabla_k (Fk) = k(F) F \kappa_\xi \Rightarrow \kappa_\xi = k(F),$$ \hspace{1cm} (3.3)

where the implication holds because the set of zeros of $\xi$ always has empty interior. The solution is

$$F = f + \kappa_\xi s,$$ \hspace{1cm} (3.4)

where the integration function $f \in \mathcal{F}(\mathcal{H})$ satisfies $k(f) = 0$. Summarizing

$$\xi = (f + \kappa_\xi s) k, \quad \text{where} \quad k(f) = 0.$$ \hspace{1cm} (3.5)

In the matching problem, this equation holds on both boundaries $\mathcal{H}^\pm$. Since $k^\pm$ are proportional to $e^\pm_1$ (cf. (2.24)-(2.25)) the functions $f^\pm \circ \Phi^\pm$ (or simply $f^\pm$) do not depend on the coordinate $\lambda$ along $\Sigma$, i.e. $f^\pm = f^\pm (y^A)$.

We have already defined $\mathcal{S}$ as the set of fixed points of $\xi$ within $\mathcal{H}$. The following lemma focuses on its causal character.
Lemma 2. In the setup above, if (i) \( \kappa_\xi \mid F \neq 0 \) and \( S \neq \emptyset \), then \( S \) is given by the implicit equation \( s = \frac{1}{\kappa_\xi} \) and defines a bifurcation surface. If (ii) \( \kappa_\xi \mid F = 0 \), \( S \) is either empty or is the union of smooth connected codimension-two null submanifolds of \( \mathcal{F} \) defined as the zeros of \( f \).

Proof. We shall make use of the fact that \( F \) cannot vanish on open submanifolds of \( \mathcal{F} \). Let \( \{ s, u^I \} \) be null coordinates on \( \mathcal{F} \) adapted to \( k \), i.e. \( k = \partial_s \). From (3.5), we have \( f(u^I) \) and the Killing vector vanishes at points where \( \kappa_\xi s = -f \). When \( \kappa_\xi \neq 0 \) this implies (i) at once. When \( \kappa_\xi = 0 \), \( \kappa_\xi \mid f = f(k) \) and either (a) \( f \) vanishes no-where along \( \mathcal{F} \) and hence \( S = \emptyset \) or (b) there exist several smooth connected codimension-two subsets \( \{ F(i) \} \subset \mathcal{F} \) \( i = 1, 2, ... \) where \( f \) vanishes, and hence \( S \equiv \bigcup_i F(i) \). The fact that each connected component \( F(i) \) is a null submanifold is a consequence of \( f \) depending only on the spatial coordinates \( \{ u^I \} \) and not on \( s \). \( \square \)

We next analyse how the geometric quantities introduced in Section 2 are restricted by the Killing equations \( \langle \nabla X \xi, Y \rangle_g + \langle \nabla Y \xi, X \rangle_g = 0, X, Y \in \Gamma (TM) \mid F \). Combining (3.3), (3.6) with expressions in Lemma 1 gives

\[
\nabla_k \xi = \kappa_\xi k, \quad \nabla_{v_2} \xi = \left( v_I (F) - F(\sigma_L(v_I) + \frac{1}{\varphi} \psi^B \chi^k(v_I, v_B) ) \right) k + F \chi^k(v_I, v_B) v_B. \tag{3.6}
\]

Clearly \( \{ X = k, Y = k \} \) and \( \{ X = k, Y = v_I \} \) satisfy the Killing equations identically. When \( \{ X = v_I, Y = v_J \} \), using that \( \chi^k \) is symmetric yields \( F \chi^k(v_I, v_J) = 0 \). Consequently, \( \chi^k \) must vanish away from the zeros of \( F \) and by continuity on \( \mathcal{F} \), i.e. \( \mathcal{F} \) is totally geodesic. This simplifies equations (2.6)-(2.7), which now read as

\[
\nabla_{v_I} v_J = \frac{1}{\varphi} \left( v_J (\psi_I) + \Theta^L(v_I, v_J) - \Upsilon^K_{JL} \psi_K \right) k + \Upsilon^K_{JL} v_K, \tag{3.7}
\]

\[
\nabla_{v_I} k = -\sigma_L(v_I) k, \tag{3.8}
\]

where \( \Upsilon^K_{JL} = \langle v^K, \nabla_{v_I} v_J \rangle_g \). As both \( \nabla_{v_I} v_J, \nabla_{v_I} k \) are tangent to \( \mathcal{F} \), the connection \( \nabla \) defines a map \( \nabla : \Gamma (TM) \times \Gamma (TM) \rightarrow \Gamma (TM) \). This property is well-known to hold for any totally geodesic embedded null hypersurface (see e.g. [1]).

We can now introduce the definition of Killing horizon of zero order.

**Definition 5.** (Killing horizon of zero order, \( \text{KH}_0 \)) Let \( (M, g) \) be a spacetime, \( \Omega \subset M \) be a smooth connected null hypersurface without boundary and \( \xi \in \Gamma (T\Omega) \) a null vector. Define \( S := \{ p \in \Omega \mid \xi_p = 0 \} \). Then \( \mathcal{H}_0 := \Omega \setminus S \) is a Killing horizon to order zero if:

(a) \( S \) is the union of smooth connected closed submanifolds of codimension two.

(b) \( \mathcal{H}_0 \) is totally geodesic.

The **surface gravity** \( \kappa_\xi \) of a \( \text{KH}_0 \) is defined on \( \mathcal{H}_0 \) by means of (3.1).
From now on we shall call fixed point set the submanifold $S$ and symmetry generator the vector $\xi$ defining a KH$_0$. All the notation introduced above for Killing horizons is kept for KH$_0$. Note that, in particular $\Omega = \mathcal{H}_0$.

As we did for Killing horizons, we again assume that $\kappa_\xi$ is constant on $\mathcal{H}_0$ (and extend it to $\mathcal{H}_0$ as the same constant) and either positive or zero, and call $\mathcal{H}_0$, $\mathcal{H}_0$ non-degenerate and degenerate respectively in each case. In addition, we require that all assumptions of Section 2 also apply to $\mathcal{H}_0$. Note that, in particular $\Omega = H_0$.

As we did for Killing horizons, we again assume that $\kappa_\xi$ is constant on $\mathcal{H}_0$ (and extend it to $\mathcal{H}_0$ as the same constant) and either positive or zero, and call $\mathcal{H}_0$, $\mathcal{H}_0$ non-degenerate and degenerate respectively in each case. In addition, we require that all assumptions of Section 2 also apply to $\mathcal{H}_0$. Given an affine future null generator $k$ of $\mathcal{H}_0$ and a function $s \in F(\mathcal{H}_0)$ satisfying $k(s) = 1$ on $\mathcal{H}_0$, the condition that $\xi$ does not vanish on open submanifolds of $\mathcal{H}_0$ together with the constancy of the surface gravity $\kappa_\xi$ imply (3.5) because (3.3) still holds. For the same reasons, the results from Lemma 2 are also valid for KH$_0$. By definition of KH$_0$, $\chi_k = 0$ on $\mathcal{H}_0$. By condition (a) in Definition 5, it follows by continuity that $\xi$ is identically zero on $\mathcal{H}_0$. Thus, (3.7)-(3.8) are also true for KH$_0$.

Obviously any Killing horizon $\mathcal{H}$ of a Killing vector $\xi$ such that $\mathcal{H}$ is a smooth connected hypersurface is also a Killing horizon to order zero.

### 4 Matching across KH$_0$: symmetry generators identified

Let us now address the matching problem. We shall consider two spacetimes $(\mathcal{M}^\pm, g^\pm)$ with boundaries $\mathcal{H}_0^\pm$ being the closures of two KH$_0$ with respect to the symmetry generators $\xi^\pm$ and satisfying all the assumptions of Sections 2 and 3. Our aim is to study the matching of $(\mathcal{M}^\pm, g^\pm)$ across $\mathcal{H}_0^\pm$ in the case when $\xi^\pm$ are identified up to a multiplicative constant.

Let $\{L^\pm, k^\pm, v^\pm_l\}$ be a basis of $\Gamma (T\mathcal{M}^\pm)|_{\mathcal{H}_0^\pm}$ according to (2.3) and $s^\pm$ be foliation defining functions constructed following Definition 2. We follow the same convention of [28] and let the rigging vector fields be such that $\zeta^-$ points outwards and $\zeta^+$ inwards. As discussed in [28], this restricts the possible matchings by forcing that $\mathcal{H}_0^-$ lies on the future of $(\mathcal{M}^-, g^-)$ while $\mathcal{H}_0^+$ lies on the past of $(\mathcal{M}^+, g^+)$. We encode the freedom of rescaling the symmetry generator $s^\pm \xi^\pm$ with a non-zero real constant $a$, i.e. we let the matching identify $\xi^-$ and $a\xi^+$. Specifically the map $\Phi : \mathcal{H}_0^- \rightarrow \mathcal{H}_0^+$ satisfies $\Phi_* (\xi^-) = a\xi^+$. We recall that the combination of the definitions of $\{e^\pm_g\}$ and the choices (2.24) forces $\partial_\lambda H > 0$. Equation (3.2) together with (2.24)-(2.25) yields

$$a\xi^+ = aF^+k^+ = aF^+ e^+_1,$$

(4.1)

$$a\xi^+ = \Phi_*(\xi^-) = \Phi_*(F^-k^-) = \Phi_*(F^- e^-_1).$$

(4.2)

Identifying the symmetry generators $\xi^-$, $a\xi^+$ hence forces

$$F^- = \Phi^*(aF^+).$$

(4.3)

The matching procedure therefore requires the submanifolds $S^\pm$ to be mapped to each other via $\Phi$. In [28], we proved that a general matching across totally geodesic null boundaries allowed for
an infinite set of possible step functions. This was a consequence of all leaves \( \{ s^\pm = \text{const.} \} \) being isometric to each other. Because of condition (4.3), this is no longer true here. Away from the zeroes of \( F^\pm \), the integration of (4.3) determines \( H \) up to an integration function. This solution, however, may be difficult to find in general. The problem becomes simpler under the assumptions of \( k \) being affine (which implies no loss of generality) and \( \kappa^\pm_\xi \) being constant. Then, inserting (3.4) into (4.3) and using (2.28) gives

\[
f^- + \kappa^-_\xi \lambda = \frac{a(f^+ + \kappa^+_\xi H)}{\partial_\lambda H}, \quad \Rightarrow \quad \partial_\lambda H = \frac{a(f^+ + \kappa^+_\xi H)}{f^- + \kappa^-_\xi \lambda} > 0, \tag{4.4}
\]

where here, and in the following, all equations are meant to hold on the abstract manifold \( \Sigma \) (unless otherwise stated). Since \( f^\pm \) are \( \lambda \)-independent, (4.4) can be easily integrated to obtain the explicit form of \( H \). Note that the second expression in (4.4) only holds away from the points in \( (\Phi^+)^{-1}(S^+) \). The value of \( H \) on those points is determined by continuity. The positivity of \( \partial_\lambda H \) forces

\[
\text{sign}(a) \text{sign}(f^+ + \kappa^+_\xi H) = \text{sign}(f^- + \kappa^-_\xi \lambda), \tag{4.5}
\]

or in more geometric terms, that both symmetry generators \( \{ \xi^- , a\xi^+ \} \) must be simultaneously either future or past. This of course is consistent with the fact that \( \{ \xi^- , a\xi^+ \} \) are to be identified.

We now study separately the matching for the cases (a) \( \kappa^\pm_\xi = 0 \), (b) \( \kappa^\pm_\xi \neq 0 \) and (c) \( \kappa^-_\xi = 0 , \kappa^+_\xi \neq 0 \) or \( \kappa^-_\xi \neq 0, \kappa^+_\xi = 0 \).

### 4.1 Case of \( \xi^\pm \) degenerate

When \( \kappa^\pm_\xi \) vanish, we know by Lemma 2 that \( S \) is either empty or the union of smooth connected codimension-two null submanifolds of \( \mathcal{H}_0^\pm \). The fact that the map \( \Phi \) is a diffeomorphism forces both boundaries to have the same number of such submanifolds.

Equation (4.4) with \( \kappa^\pm_\xi = 0 \) requires \( \frac{af^+(y^A)}{f^-(y^A)} > 0 \) and yields the explicit form of the step function,

\[
H(\lambda , y^A) = \frac{af^+(y^A)}{f^-(y^A)} \lambda + \mathcal{H}(y^A) , \tag{4.6}
\]

where \( \mathcal{H}(y^A) \) is an integration function. Once we select the tuple \( \{ a , \xi^- , \xi^+ \} \), the only remaining matching freedom is encoded in the function \( \mathcal{H}(y^A) \) (the scalar functions \( f^\pm \) are known beforehand as the spacetimes to be matched are assumed to be known, cf. (3.5)). In order to understand this freedom, let us call “velocity” the rate of change of \( s^\pm \) along a null generator of \( \mathcal{H}_0^\pm \). The velocity along the null generators of \( \mathcal{H}_0^\pm \) is totally determined (outside of \( S \)) by the identification of \( \{ \xi^- , a\xi^+ \} \). However, there still exist a freedom to select any pair of sections, one on each side, and force their identification via \( \Phi \). This is the freedom encoded in the arbitrary function \( \mathcal{H}(y^A) \). Note that the step function (4.6) is linear in \( \lambda \). This means in particular that the most general shell that can be generated under these circumstances has vanishing pressure (cf. (2.47)).
4.2 Case of $\xi^\pm$ non-degenerate

We now study the case when both $\mathcal{H}_0^\pm$ are non-degenerate. By Lemma 2, we know that $\mathcal{S}^\pm$ are either empty or sections defined by $\mathcal{S}^\pm := \{ p \in \mathcal{H}_{0}^\pm | f^\pm + \kappa_\xi^\pm s^\pm |_p = 0 \}$. We define the submanifolds $\mathcal{H}_p^\pm, \mathcal{H}_f^\pm$ by

$$\mathcal{H}_p^\pm := \{ p \in \mathcal{H}_0^\pm | f^\pm + \kappa_\xi^+ s^\pm |_p < 0 \}, \quad \mathcal{H}_f^\pm := \{ p \in \mathcal{H}_0^\pm | f^\pm + \kappa_\xi^- s^\pm |_p > 0 \},$$

so that $\mathcal{H}_0^\pm \equiv \mathcal{H}_p^\pm \cup \mathcal{H}_f^\pm$ (hence $\mathcal{H}_0^\pm \equiv \mathcal{H}_p^\pm \cup \mathcal{S}^\pm \cup \mathcal{H}_f^\pm$). Since we are assuming nothing on the geodesic completeness of $\mathcal{H}_0^\pm$, we do not exclude the cases when any of $\mathcal{H}_p^\pm, \mathcal{H}_f^\pm$ and $\mathcal{S}^\pm$ are empty. Note that, when $\mathcal{H}_p^\pm, \mathcal{H}_f^\pm$ are non-empty they are by definition KH$_{08}$. For later purposes, we also introduce the non-zero constant $\tilde{\kappa} := a\kappa_\xi^+ (\kappa_\xi^-)^{-1}$. Note that sign ($\tilde{\kappa}$) = sign ($\alpha$) because we have chosen the orientations of $\xi^\pm$ such that $\kappa_\xi^+ > 0$.

Let us start by considering the case $\mathcal{S}^\pm \neq \emptyset$. As already discussed, the fixed point sets must be identified in the matching process. Let us show that in such case, (4.4) forces $\tilde{\kappa}$ to be equal to one. We apply the l'Hospital rule to (4.4) and get

$$\lim_{\lambda \to -\frac{\kappa_\xi^+}{\kappa_\xi^-}} \frac{\partial_\lambda H}{\partial_\lambda} = \lim_{\lambda \to -\frac{\kappa_\xi^+}{\kappa_\xi^-}} \frac{a\kappa_\xi^+ \partial_\lambda H}{\kappa_\xi^{-}} = \tilde{\kappa} \lim_{\lambda \to -\frac{\kappa_\xi^+}{\kappa_\xi^-}} \partial_\lambda H \iff \tilde{\kappa} = 1.$$  

(4.8)

Thus, $a = \kappa_\xi^{-}(\kappa_\xi^+)^{-1} > 0$ and equation (4.4) becomes $\partial_\lambda H = \left( \frac{\kappa_\xi^+}{\kappa_\xi^-} + H \right) \left( \frac{\kappa_\xi^+}{\kappa_\xi^-} + \lambda \right)^{-1} > 0$. Its integration yields

$$\ln \left| \frac{f^+ (y^A)}{\kappa_\xi^+} + H (\lambda, y^A) \right| = \ln \left( \alpha (y^A) \left| \frac{f^- (y^A)}{\kappa_\xi^-} + \lambda \right| \right),$$

(4.9)

where $\alpha (y^A)$ is a positive integration function. Equation (4.5) allows us to conclude that

$$H (\lambda, y^A) = \alpha (y^A) \left( \lambda + \frac{f^- (y^A)}{\kappa_\xi^-} \right) - \frac{f^+ (y^A)}{\kappa_\xi^+}, \quad \alpha (y^A) > 0.$$  

(4.10)

In combination with the results in Section 4.1 we conclude that whenever $\mathcal{H}_0^\pm$ are degenerate or contain non-empty fixed point sets any matching of $(\mathcal{M}^\pm, g^\pm)$ across $\mathcal{H}_0^\pm$ in which the symmetry generators $\{ \xi^- | \mathcal{F}^-, a\xi^+, | \mathcal{F}^+ \} \}$ are identified requires the surface gravities $\{ \kappa_\xi^-, a\kappa_\xi^+ \}$ to coincide. Moreover, the step function must be linear in the coordinate $\lambda$, which excludes matchings giving rise to shells with non-vanishing pressure.

It is also physically interesting to study the matchings when no null generator of $\mathcal{H}_0^\pm$ crosses any fixed point set, i.e. when $\mathcal{S}^\pm$ are both empty. Integrating (4.4) now leads to

$$|f^+ (y^A) + \kappa_\xi^+ H (\lambda, y^A)| = \alpha (y^A) \left| f^- (y^A) + \kappa_\xi^- \lambda \right|^\tilde{\kappa},$$

(4.11)

where $\alpha (y^A)$ is a non-zero positive integration function. We analyse the cases $a > 0$ (i.e. $\tilde{\kappa} > 0$) and $a < 0$ (i.e. $\tilde{\kappa} < 0$) separately. For the former, condition (4.3) gives sign$(f^+ + \kappa_\xi^+ H) = \text{sign}(f^- + \kappa_\xi^- \lambda)$, which only allows for the matchings (see (a), (b) in Figure 1).
The function $H$ can be written in a form that covers all cases at once by defining

$$\epsilon := \text{sign}(\hat{\kappa}) \text{sign}(f^+ + \kappa_{\xi}^{-} \lambda)$$

and writing

$$H(\lambda, y^A) = \frac{1}{\kappa_{\xi}^{+}} \left( \epsilon \alpha(y^A) \left| f^- (y^A) + \kappa_{\xi}^{-} \lambda \right|^{\hat{\kappa}} - f^+(y^A) \right), \quad \alpha(y^A) > 0.$$  (4.13)

However, it is important to emphasize that the expression of $H$ is only part of the matching, as the signs also restrict the possible boundaries to be identified as indicated above and in Figure 1. Let us also stress that the matchings (a)-(d) allow for shells with pressure, as the derivatives of (4.13) are given by

$$\partial_{\lambda} H = |a| \alpha(y^A) \left| f^- (y^A) + \kappa_{\xi}^{-} \lambda \right|^{\hat{\kappa} - 1} > 0,$$

$$\partial_{\lambda} \partial_{\lambda} H = \frac{(\hat{\kappa} - 1) \partial_{\lambda} H}{f^- (y^A) + \lambda} \quad \implies \quad p(\lambda, y^A) = \frac{\hat{\kappa} - 1}{\varphi^- \left( f^- (y^A) + \lambda \right)}.$$  (4.14)

As discussed in Section 6 in [28], the pressure accounts for the compression/stretching of points when crossing the matching hypersurface. This means, in particular, that this effect takes place whenever $\hat{\kappa} \neq 1$.

The function $\alpha(y^A)$ introduces a freedom in the matching that we analyse next. Its role is easy to understand when $S^\pm = \emptyset$. Like in the case with vanishing surface gravity of Section 4.1, it corresponds to the freedom of selecting a section on each side and impose their identification via $\Phi$. The interpretation of this freedom is less obvious when $S^\pm \neq \emptyset$, because these two sections are forced to be mapped to each other. In order to understand this, we again call “velocity” the rate of change of $s^{\pm}$ along a null generator of $\mathcal{M}_0^{\pm}$. Both when $\mathcal{M}_0^{\pm}$ are degenerate and when $\mathcal{M}_0^{\pm}$ are non-degenerate with $S^\pm = \emptyset$, identifying two sections not only provides a mapping between their points, but also of the velocity along the null generators of $\mathcal{M}_0^{\pm}$ at the sections. This
information is encoded in the symmetry generators to be identified. However, for non-degenerate \( \mathcal{H}_0^\pm \) containing fixed point sets \( \mathcal{S}^\pm \neq \emptyset \), the mapping between the subsets \( \mathcal{S}^\pm \) only provides information on the identification of their points. The velocity along the null generators remains unfixed, as both symmetry generators vanish on \( \mathcal{S}^\pm \). The freedom in the function \( \alpha \) corresponds precisely to the freedom of selecting the initial velocities at \( \mathcal{S}^+ \) that rule the identifications of the fixed points set. Once we are off \( \mathcal{S}^\pm \), the velocity of the identification is determined by the identification of the symmetry generators themselves, just as in the previous cases.

4.3 Case of \( \xi^- \) degenerate, \( \xi^+ \) non-degenerate

Now we address the case when one boundary is degenerate and the other is not. The two possibilities \( \kappa^- = 0, \kappa^+ \neq 0 \) and \( \kappa^- \neq 0, \kappa^+ = 0 \) are completely analogous except for the fact that the boundary \( \mathcal{H}_0^- \) lies on the future of the spacetime \( (\mathcal{M}^-,g^-) \) while \( \mathcal{H}_0^+ \) lies on the past of \( (\mathcal{M}^+,g^+) \). If the symmetry generator vanishes on the non-degenerate boundary the matching is impossible. This is a direct consequence of Lemma 2 because the fixed points set in the degenerate boundary can never be a spacelike cross section.

We therefore analyze the case when the non-degenerate symmetry generator is everywhere non-vanishing. By Lemma 2 again, the symmetry generator of the degenerate boundary must also be free of fixed points, i.e. we have \( \mathcal{S}^\pm \neq \emptyset \). Without loss of generality, we take the degenerate symmetry generator to be future. Let first \( \mathcal{H}_0^- \) be the degenerate boundary and note that the choice or causal character of \( \xi^- \) requires \( f^- > 0 \). Then, (4.1) forces \( a(f^+ + \kappa^+ T ) > 0 \) and can be integrated to get

\[
H (\lambda, y^A) = \frac{1}{\alpha \kappa^+} \left( \alpha \left( y^A \right) \exp \left( \frac{\alpha \kappa^+ \lambda}{f^- (y^A)} \right) - a f^+ (y^A) \right), \quad \alpha (y^A) > 0.
\]

The alternative case when \( \mathcal{H}_0^+ \) is the degenerate boundary is analogous.
sign \((f^- + \kappa^{-} \lambda)\) and the integral of \((4.4)\) is

\[
H(\lambda, y^A) = \frac{af^+(y^A)}{\kappa^{-}} \ln \left( \alpha(y^A) |f^- (y^A) + \kappa^{-} \lambda| \right), \quad \alpha(y^A) > 0, 
\]

for whatever sign of \(a\). Summarizing, when \(a > 0\) (resp. \(a < 0\)), a degenerate horizon \(\mathcal{H}_0^-\) can be matched with a non-degenerate horizon \(\mathcal{H}_0^+ = \mathcal{H}_i^+\) (resp. \(\mathcal{H}_0^- = \mathcal{H}_p^+\)) with step function given by \((4.15)\); and a non-degenerate \(\mathcal{H}_0\) \(\mathcal{H}_0^- = \mathcal{H}_i^-\) (resp. \(\mathcal{H}_0^- = \mathcal{H}_p^-\)) can be matched with a degenerate horizon \(\mathcal{H}_0^+\) with step function \((4.16)\) and \(a > 0\) (resp. \(a < 0\)). It is worth stressing that the step functions \((4.15)-(4.16)\) are not linear, so the shell has non-zero pressure.

Matchings of this type are allowed irrespectively of the extension of the degenerate horizon (which can even be geodesically complete) while the non-degenerate horizon is always limited by the fact that the would-be fixed point set must be absent. As before, from a physical point of view it is the presence of pressure, and its associated compression/stretching that makes a matching of this type possible.

We collect the results from Sections 4.1, 4.2 and 4.3 in the following theorem.

**Theorem 1.** In the setup of Sections 2 and 3, let \(a \in \mathbb{R} \setminus \{0\}\) and consider the matching of two spacetimes \((\mathcal{M}^\pm, g^\pm)\) with boundaries \(\mathcal{H}_0^\pm\) in which two null symmetry generators \(\{\xi^-, a\xi^+\}\) with surface gravities \(\{\kappa^-, a\kappa^+_\}\) are to be identified. Then, the fixed points sets \(S^\pm\) must be identified via \(\Phi\) and

(i) if \(\mathcal{H}_0^\pm\) are degenerate, the matching is possible with step function \((4.6)\);

(ii) if \(\mathcal{H}_0^\pm\) are non-degenerate and \(S^\pm \neq \emptyset\), the matching requires the surface gravities \(\{\kappa^-, a\kappa^+_\}\) to coincide and the step function is given by \((4.10)\);

(iii) if \(\mathcal{H}_0^\pm\) are non-degenerate and \(S^\pm = \emptyset\), the only possible matchings are (a)-(d) in Section 4.2 with step function \((4.13)\);

(iv) if \(\mathcal{H}_0^-\) (resp. \(\mathcal{H}_0^+\)) is degenerate with future \(\xi^- |_{\mathcal{H}_i^-} \neq 0\) (resp. \(\xi^+ |_{\mathcal{H}_i^+} \neq 0\)) and \(\mathcal{H}_0^+\) (resp. \(\mathcal{H}_0^-\)) is non-degenerate and with \(S^+ = \emptyset\) (resp. \(S^- = \emptyset\)), the matching can be performed with step function \((4.15)\) (resp. \((4.16)\));

(v) the matching between a degenerate and a non-degenerate boundaries is impossible when any of them contains fixed points.

Moreover, in cases (i) and (ii), the resulting null shell has vanishing pressure. Finally, the matching allows for the freedom of selecting a section on each side and imposing their identification via \(\Phi\) in (i), (iii) and (iv); and the freedom of setting the initial velocities at \(S^\pm\) in (ii).

### 5 Killing Horizons with bifurcation surfaces

From a physical point of view, perhaps one of the most interesting situations correspond to non-degenerate Killing horizon boundaries with a bifurcation surface. As mentioned in the introduction, this covers all black hole spacetimes with non-zero temperature and whose boundaries
are geodesically complete Killing horizons. It therefore makes sense to analyze this case in more detail.

We already know that a Killing horizon satisfying the assumptions of Sections 2 and 3 is, by definition, a KH. Thus, the matching across non-degenerate Killing horizons \( \mathcal{H}^\pm \) containing bifurcation surfaces \( S^\pm \) falls into item (ii) in Theorem 1. However, since now we have much stronger conditions, namely the existence of a Killing vector on each side, we can restrict the matching far more. We postpone for a future paper the corresponding analysis for the remaining cases.

Our first task is to find explicit expressions for the tensor fields \( Y^\pm \), which, as we shall see, turn out to be severely restricted. To ease the notation we drop from now on the \( \pm \) in the expressions until the actual matching is performed.

Consider a non-degenerate boundary \( \mathcal{F} \) with a bifurcation surface \( S \). For this case, a natural choice of coordinates are the so-called Rácz-Wald coordinates \( \{u, v, \mathcal{A} \} \) \cite{17}. These coordinates can be constructed so that \( \mathcal{F} = \{ u = 0 \} \), \( S = \{ u = 0, v = 0 \} \) and the non-degenerate Killing vector \( \xi \) and the spacetime metric \( g \) are given by

\[
\xi = \kappa_\xi (-u \partial_u + v \partial_v), \quad g = -2G(\omega, x^C)dv (du + uw_A(\omega, x^C)dx^A) + \gamma_{AB}(\omega, x^C)dx^A dx^B,
\]

where \( \kappa_\xi \in \mathbb{R} \) is the surface gravity of \( \xi \big|_{\mathcal{F}} \), \( \omega := uv \) and \( G, w_A, \gamma_{AB} \in \mathcal{F}(\mathcal{M}) \). Moreover, these coordinates have a residual freedom that allows one to set \( G|_{\mathcal{F}} = \text{const.} \), which we enforce from now on. The non-zero components of the inverse metric are \( g^{uv} = -\frac{1}{G} \), \( g^{uu} = u^2 \gamma^{AB} w_A w_B \) and \( g^{uA} = -u \gamma^{AB} w_B \), where \( \gamma^{AB} \) is the inverse of \( \gamma_{AB} \).

As affine null generator of \( \mathcal{F} \), we select \( k = \partial_v \). The natural choice of scalar function defining a foliation \( \{ S_\omega \} \) of \( \mathcal{F} \) is \( s = v \) (recall Definition 2). Under these conditions, we construct a basis according to (2.3) by taking \( \{ L = \frac{1}{G} \partial_u, k = \partial_v, v_I = \partial_{x^I} \} \). The induced metric on the sections \( \{ v = \text{const.} \} \) is \( h_{IJ} := \gamma_{IJ}|_{\omega=0} \) and we let \( \hat{\nabla}, \hat{R} \) be respectively the corresponding Levi-Civita covariant derivative and Ricci tensor.

By item (ii) in Theorem 1 we know that the surface gravities of the Killing vectors to be identified by the matching must coincide. Moreover, we are allowed to choose a priori these vectors so that they have the same surface gravity on both sides. This clearly entails, in particular, that \( a = 1 \). Observe that the combination of (5.1) and (3.3) implies \( f = 0 \) which, together with (4.10), yields \( H(\lambda, y^A) = \alpha(y^A)\lambda \) in this case.

To determine \( Y^\pm \) from equations (2.32)-(2.35), it remains to obtain the tensors \( \sigma_L \) and \( \Theta^L \). The quantity \( \sigma_L(v_I) \) is computed very easily. One gets

\[
\sigma_L(v_I) \equiv \frac{1}{G} g(\nabla_{\partial_{vI}} \partial_v, \partial_u) \equiv \frac{1}{G} \Gamma^\mu_{\mu I} g_{\mu \nu} \equiv -\Gamma_{vI}^\nu \equiv \frac{w_I}{2}.
\]

Since \( L \) is orthogonal to the leaves \( \{ v = \text{const.} \} \), \( \sigma_L \) is the torsion one-form of these sections. Expression (5.3) therefore gives the metric coefficients \( w_I|_{\mathcal{F}} \) a geometric meaning.

\footnote{One immediately checks that \( k \) is an affine null generator, as \( k^\alpha \nabla_\alpha k^\beta|_{\mathcal{F}} = \Gamma^\beta_{\nu\nu}|_{\mathcal{F}} = g^{\beta\nu} \partial_\nu g_{\alpha\nu}|_{\mathcal{F}} = \delta^\beta_\nu \frac{\partial \nu}{\partial \lambda} G|_{\mathcal{F}} = \delta^\beta_\nu \frac{\partial \nu}{\partial \lambda} G|_{\mathcal{F}} = 0.}
The computation of $\Theta^L(v_I, v_J)$ is more cumbersome because there appears a term involving derivatives of $\gamma$ off $\mathcal{F}$. To handle this term we use an identity derived in Appendix B. More specifically, we shall use expression (B.11), which relates $\partial_\omega \gamma_{IJ}$ with geometric objects on the boundary and with the spatial tangent components of the ambient Ricci tensor, namely $R_{IJ} := \text{Ric}(v_A, v_B)$. We compute

$$\Theta^L(v_I, v_J) = \frac{1}{G} g(\nabla_{\partial_\omega} \partial_u, \partial_{x^J}) = \frac{1}{G} \Gamma^\mu_{\mu J} g_{\mu J} = \frac{1}{G} \Gamma^A_{\mu I} \gamma_{AJ} = \frac{v}{2G} \partial_\omega \gamma_{IJ}$$

(B.11)

Inserting this into (5.3) and (5.4) we obtain that the pullback tensors $\tilde{\Theta}$ are given by

$$\tilde{\Theta}^L(v_I, v_J) = \frac{v}{2} \left( R_{IJ} - \tilde{R}_{IJ} - \frac{1}{2} \left( \tilde{\nabla}_I w_J + \tilde{\nabla}_J w_I \right) + \frac{1}{2} w_I w_J \right). \tag{5.4}$$

Observe that in the present case $\Theta^L$ is the second fundamental form of the sections $\{ v = \text{const.} \}$ in the direction $L$, again due to the fact that $L$ is perpendicular to the foliation.

As also proven in Appendix B, each term inside the parenthesis of (5.4) is independent of the coordinate $v$. In particular, this applies to $\tilde{R}_{AB}$ which, in addition, is forced to verify that

$$\tilde{R}_{AB}|_p = b_A^I b_B^J \tilde{R}_{IJ}|_{\Phi(p)}, \quad \forall p \in \mathcal{S}^-, \quad \Phi(p) \in \mathcal{S}^+ \tag{5.5}$$

because the bifurcation surfaces $\mathcal{S}^\pm$ must be isometric and mapped to each other via $\Phi$. The scalars $b_I^J$ on $\mathcal{F}^+$ do not depend on $v$ either, because from (2.25)-(2.26)

$$k^+ (b_I^J) = \frac{e_A^+(b_I^J)}{\partial \lambda H} = \frac{\partial \lambda b_I^J}{\partial \lambda H} = 0. \tag{5.6}$$

Consequently, $\tilde{R}_{AB}$ and $b_A^I b_B^J \tilde{R}_{IJ}$ take the same value for all points of the null generators containing $p \in \mathcal{S}^-$ and $\Phi(p) \in \mathcal{S}^+$ respectively. The fact that null generators must be identified by the matching entails that condition (5.7) holds everywhere, i.e.

$$\tilde{R}_{AB}|_p = b_A^I b_B^J \tilde{R}_{IJ}|_{\Phi(p)}, \quad \forall p \in \mathcal{F}^-, \quad \Phi(p) \in \mathcal{F}^+. \tag{5.7}$$

From now on we remove the explicit writing of $p$ and $\Phi(p)$ in this expression and similar ones. The trivial identification between $\mathcal{F}^-$ and $\Sigma$ ensures that the pullback $(\Phi^-)^* (\tilde{R}^-)$ coincides with the Ricci tensor $\tilde{R}^I$ on the sections $\{ \lambda = \text{const.} \} \subset \Sigma$. Consequently, it must hold that

$$\tilde{R}^I = (\Phi^\pm)^* (\tilde{R}^\pm) \quad (\text{cf. } (2.26)-(2.29)). \tag{5.8}$$

In (5.4) there appear covariant derivatives of the one-forms $w^\pm := w_I^\pm dx^I_\pm$ on $\mathcal{F}^\pm$. We need to compute their pullbacks onto $\Sigma$ and relate the result to $\nabla^\parallel$ derivatives of the corresponding pullback one-forms $\tilde{w}^\pm := (\Phi^\pm)^*(w^\pm)$. In Appendix A we derive a general identity of this type for totally geodesic null boundaries, valid for general covariant tensors that annihilate the null generators on each of its entries. Applying Lemma 3 in Appendix A together with $k^+(w_I^\pm) = 0$ it follows

$$w_I^- = \tilde{w}_I^- , \quad b_I^J w_J^- = \tilde{w}_I^- , \quad \nabla^\parallel I w_J^- = \nabla^\parallel I \tilde{w}_J^- , \quad b_I^A b_J^B \tilde{\nabla}^\parallel A w_B^J = \nabla^\parallel I \tilde{w}_J^- . \tag{5.8}$$

Inserting this into (5.3) and (5.4) we obtain that the pullback tensors $\tilde{\sigma}$ and $\tilde{\Theta}$ become

$$\tilde{\sigma}_I^\pm = \frac{\tilde{w}_I^\pm}{2}. \tag{5.9}$$
\[
\tilde{\Theta}^-_{IJ} = \frac{\lambda}{2} \left( \tilde{R}^-_{IJ} - R^\|_{IJ} - \frac{1}{2} \left( \nabla^J \tilde{w}^-_I + \nabla^I \tilde{w}^-_J \right) + \frac{1}{2} \tilde{w}^-_I \tilde{w}^-_J \right), 
\]
\[
\tilde{\Theta}^+_{IJ} = \frac{\alpha \lambda}{2} \left( \tilde{R}^+_{IJ} - R^\|_{IJ} - \frac{1}{2} \left( \nabla^J \tilde{w}^+_I + \nabla^I \tilde{w}^+_J \right) + \frac{1}{2} \tilde{w}^+_I \tilde{w}^+_J \right). 
\]

It is useful to introduce the following tensors \( \tilde{\xi}^\pm \) and \( \tilde{\Xi}^\pm \) on the leaves \( \{ \lambda = \text{const.} \} \subset \Sigma \)
\[
\tilde{\xi}^-_I := \tilde{w}^-_I, \quad \tilde{\xi}^+_I := \tilde{w}^+_I - 2 \frac{\nabla^\alpha}{\alpha} \to \tilde{\Xi}^-_{IJ} := \frac{1}{2} \left( \tilde{R}^-_{IJ} - R^\|_{IJ} - \frac{1}{2} \left( \nabla^J \tilde{w}^-_I + \nabla^I \tilde{w}^-_J \right) + \frac{1}{2} \tilde{w}^-_I \tilde{w}^-_J \right). 
\]

To understand why these tensors are of relevance, let us relate \( \tilde{\Xi}^+ \) and \( \tilde{\Theta}^+ \). For that we compute \( \nabla^J \tilde{\xi}^+ + \nabla^J \tilde{\xi}^- \) and \( \tilde{\xi}^- \tilde{\xi}^+ \) to get
\[
\nabla^J \tilde{\xi}^+ + \nabla^J \tilde{\xi}^- = \nabla^J \tilde{w}^+_I + \nabla^J \tilde{w}^-_I - 4 \frac{\nabla^J \nabla^\alpha}{\alpha} + 4 \left( \frac{\nabla^J \nabla^\alpha}{\alpha} \right) \lambda + \tilde{\Theta}^+_I \cdot \nabla^J \lambda. 
\]

Comparing with (5.11), we conclude that
\[
\tilde{\Xi}^+_I \lambda = \left( \frac{\nabla^J \nabla^\alpha}{\alpha} - \frac{1}{2 \alpha} \left( \tilde{w}^+_I \nabla^J \lambda + \tilde{w}^-_I \nabla^J \lambda \right) \right) \lambda + \tilde{\Theta}^+_I \cdot \nabla^J \lambda. 
\]

This relation simplifies drastically the final expression for the tensors \( Y^+ \) and \( \tau \) as given in Proposition[2]. Particularizing (2.34)-(2.37) to \( \varphi = 1, \tilde{\psi}^+ = 0, H(\lambda, y^A) = \alpha(y^A) \lambda \) and \( \tilde{\chi} = 0 \), one finds
\[
Y^+_I = 0, \quad Y^-_I = -\tilde{\sigma}_I, \quad Y^+_I = \tilde{\Theta}^+_I, 
\]
\[
Y^+_I = 0, \quad Y^-_I = -\tilde{\sigma}^-_I + \frac{\partial y^A}{\alpha}, \quad Y^+_I = \frac{1}{\alpha} \left( \nabla^J \nabla^\alpha - 2 \nabla^J (\lambda \tilde{\sigma}^-_I) \lambda + \tilde{\Theta}^+_I \right), 
\]
\[
\tau^I = 0, \quad \tau^I = \gamma^I \left( \frac{\partial y^A}{\alpha} - [\tilde{\sigma}^-_I] \right), 
\]
\[
\tau^I = -\gamma^I \left( \frac{1}{\alpha} \nabla^J \nabla^\alpha - 2 \nabla^J (\lambda \tilde{\sigma}^+_I) \lambda + \tilde{\Theta}^+_I \right). 
\]

Inserting (5.9)-(5.12) and (5.15) into (5.16)-(5.18), we get the final expressions collected in the following theorem.

**Theorem 2.** Assume the setup of Theorem[1] and consider a matching in which the boundaries \( \tilde{\mathcal{F}}^\pm \) are non-degenerate Killing horizons containing bifurcation surfaces \( S^\pm \). Construct Rácz-Wald coordinates \( \{ u^\pm, v^\pm, x^A \} \) so that \( \tilde{\mathcal{F}}^\pm = \{ u^\pm = 0 \} \) and \( S^\pm = \{ u^\pm = 0, v^\pm = 0 \} \) and in which the Killing vector fields and the corresponding metrics are given by (5.1)-(5.2). Select \( \xi^\pm \) to have the same surface gravities (which forces \( a = 1 \)) and let \( \alpha = \partial_\lambda H \). Then, the tensors \( Y^\pm \) and the energy-momentum tensor of the shell \( \tau \) can be expressed in terms of the tensors
\[
\tilde{\xi}^-_I := \tilde{w}^-_I, \quad \tilde{\xi}^+_I := \tilde{w}^+_I - 2 \frac{\nabla^\alpha}{\alpha}, \quad \tilde{\Xi}^-_{IJ} := \frac{1}{2} \left( \tilde{R}^-_{IJ} - R^\|_{IJ} - \frac{1}{2} \left( \nabla^J \tilde{w}^-_I + \nabla^I \tilde{w}^-_J \right) + \frac{1}{2} \tilde{w}^-_I \tilde{w}^-_J \right). 
\]
as

\begin{align*}
Y_{11}^- = 0, \quad Y_{1J}^- = -\frac{\zeta_J^-}{2}, \quad Y_{IJ}^- = \tilde{\zeta}_{IJ}^- \lambda; \\
Y_{11}^+ = 0, \quad Y_{1J}^+ = -\frac{\zeta_J^+}{2}, \quad Y_{IJ}^+ = \tilde{\zeta}_{IJ}^+ \lambda; \\
\tau^{11} = -\gamma^{IJ}[\tilde{\zeta}_{IJ}] \lambda, \\
\tau^{1I} = -\frac{1}{2} \gamma^{IJ} \zeta_J, \\
\tau^{IJ} = 0.
\end{align*}

(5.20)

Remark 2. Note the intrinsic curvature term \( R^i \) drops out from the jump \([\tilde{\zeta}].\) The underlying reason is the already mentioned isometry condition \((\Phi^+)^*(\tilde{R}^+) = (\Phi^-)^*(\tilde{R}^-).\)

The results (5.20)-(5.21) allow us to conclude that the matter-content of the shell, given by \( Y^\pm \) and \( \tau, \) exclusively depends on the choice of \( \alpha, \) on the intrinsic and extrinsic geometry of the bifurcation surfaces \( S^\pm \) (recall that \( \sigma_L \) and \( \Theta^L \) are the torsion one-form and the transverse null second fundamental form in this case) and on the pullback to these surfaces of the Ricci tensors of the ambient spacetimes \((M^\pm, g^\pm),\) which together determine the form of the tensors \( \tilde{\zeta}^\pm \) and \( \tilde{\Xi}^\pm \) according to the equations (5.3), (5.12) and (5.15).

The components of \( Y^\pm, \tau \) are either constant along the null generators or linear in \( \lambda. \) It is worth mentioning that the energy density of the shell is either identically zero or unavoidably changes its sign at the bifurcation surface. Besides, the energy current \( j^I \) is independent of \( \lambda, \) which means that the flux of energy is insensitive to the change of sign on the energy of the shell. This raises some questions concerning the physical interpretation of the quantities \( \rho := \tau^{11}, \quad j^I := \tau^{1I} \) and \( p := (n - 1)^{-1} \gamma_{AB} \tau^{AB}. \) We include below some comments in this regard.

Let us call velocity the rate of change of the foliation defining functions along the null generators \( e^+_1 \) and acceleration to the rate of change of the velocity. As discussed in [28], the pressure \( p \) accounts for the effect of self-compression or self-stretching of points when crossing from \( \mathcal{F}^- \) to \( \mathcal{F}^+. \) The identification between \( \mathcal{F}^- \) and \( \Sigma \) always gives velocity equal to one on this side. For this reason, the effect of self-compression/self-stretching only appears when there exists non-constant acceleration along the generators of \( \mathcal{F}^+. \) As also shown in [28], the energy density of the shell increases when points are compressed and vice versa.

Nevertheless, despite the shell has vanishing pressure in the present case, some effect of compression or stretching of points is still taking place because the velocity along the null generators of \( \mathcal{F}^+, \) ruled by the function \( \alpha, \) is different for each generator. As a consequence there appears an energy flux which points toward null generators with higher values of \( \alpha, \) i.e. with greater velocities (which, however, are still constant along the generator, hence yielding zero pressure). Note that the fact that the currents depend on the jump of the torsion one-forms could also be expected, as these tensors are the projection on \( k \) of the variation \( \nabla_v v^\pm k^\pm \) along the leaves \( \{s^\pm = \text{const.}\} \subset \mathcal{F}^\pm. \) The greater the jump of these tensors, the more difference there is in the lengths of \( k^\pm, \) which yields a greater jump on the velocities along the generators of both sides.

We find the change of sign on the energy density of the shell \( \rho \) across the bifurcation surface really puzzling, and we do not know yet how to interpret this. The result suggests that the causality change of the Killing fields from future to past across the bifurcation surface somehow affects the energy density of the shell. We emphasize however, that this behaviour is fully compatible with the shell field equations obtained by Barrabés and Israel [6] for the case of null hypersurfaces.
This of course had to be the case and we include an explicit proof in next section because this yields a non-trivial consistency check of our results.

5.1 Surface layer equations

The tensors \( Y^\pm \) and energy-momentum tensor on a shell satisfy the so-called Israel equations (also known as shell equations or surface layer equations). In the framework of hypersurface data, they read \([30]\)

\[
\frac{1}{\sqrt{|\text{det} \mathcal{A}|}} \partial_{y^\mu} \left( \sqrt{|\text{det} \mathcal{A}|} \tau^{ab} \ell_b \right) - \frac{1}{2} \tau^{ab} (Y^+_a + Y^-_b) = [\rho_\ell],
\]

\[
\frac{1}{\sqrt{|\text{det} \mathcal{A}|}} \partial_{y^\mu} \left( \sqrt{|\text{det} \mathcal{A}|} \tau^{bc} \gamma_{ca} \right) - \frac{1}{2} \tau^{bd} \partial_{y^\alpha} \gamma_{bd} = [J_a],
\]

where \( \{ \theta^\mu = \lambda, \theta^I = y^I \} [30] \), \( [\rho_\ell] := \rho^\ell_+ - \rho^-_\ell \), \( [J_a] := J^+_a - J^-_a \), and the bulk energy and momentum quantities \( \rho^\ell_\pm, J^\pm \) are defined by

\[
\rho^\ell_\pm := -(\Phi^\pm)^* \left( \text{Ein}^\pm \left( \zeta^\pm, \nu^\pm \right) \right), \quad J^\pm := -(\Phi^\pm)^* \left( \text{Ein}^\pm \left( \cdot, \nu^\pm \right) \right).
\]

Here \( \text{Ein}^\pm \) denotes the Einstein tensor of \((\mathcal{M}^\pm, g^\pm)\) and \( \nu^\pm \) is the (unique) normal vector to the hypersurface, normalized to \( g^\pm (\zeta^\pm, \nu^\pm) = 1 \).

In the present case \( \nu = -e^1_+ \). Moreover, \( \text{Ein}^\pm (k^\pm, k^\pm) = 0 \) as a consequence of the Raychaudhuri equation and \( \text{Ein}^\pm (k^\pm, v^\pm_I) = 0 \) because the surface gravities \( k^\pm_\ell \) are constant on \( \mathcal{R}^\pm \) (see e.g. equations (9.2.11), (12.5.22) and (12.5.30) in \([49]\)). This immediately entails that \( J^\pm = 0 \). On the other hand, in terms of the basis \( \{ L^\pm, k^\pm, v^\pm_A \} \) we can decompose the inverse metric as \( g^{\alpha\beta}_\pm = h^{AB}_\pm (v^+_A)^\alpha (v^+_B)^\beta - (L^\pm)^\alpha (k^\pm)^\beta - (L^\pm)^\beta (k^\pm)^\alpha \). This yields Ricci scalar \( R^\pm \mid \mathcal{R}^\pm = h^{AB}_\pm \text{Ric}^\pm (v^+_A, v^+_B) - 2 \text{Ric}^\pm (L^\pm, k^\pm) \) and hence

\[
\rho^\ell_\pm = \frac{1}{2} h^{AB}_\pm \text{Ric}^\pm (v^+_A, v^+_B) \quad \Rightarrow \quad \rho^\ell_\pm = \frac{1}{2} \gamma^I J^I \bar{R}^\pm_{IJ},
\]

where for the implication we made use of the isometry condition \([2.29]\).

To prove that the shell equations hold for the tensor fields \( Y^\pm \) and \( \tau \) of Theorem \( 2 \) we compute each term of the left hand side of \((5.22)-(5.23)\) separately. We start with \((5.22)\). The tensor \( \mathcal{A} \) (cf. \( 2.14 \)) is given in this case by

\[
\mathcal{A} = \begin{pmatrix}
0 & 0 & -1 \\
0 & \gamma & 0 \\
-1 & 0 & 0
\end{pmatrix},
\]

because \( \ell_1 = -\varphi^- = -1 \) and \( \ell_I = -\psi^-_I = 0 \). Consequently, \( |\text{det} \gamma| = |\text{det} \mathcal{A}| \). On the other hand, the fact that \( \mathcal{R}^\pm \) are totally geodesic entails \( k^\pm (h^-_{IJ}) = 0 \) (see \( 2.5 \)), from where it follows that \( 0 = e^1 (h^-_{IJ}) = \partial_\lambda \gamma_{IJ} \). For spatial derivatives of \( |\text{det} \gamma| \), we use the well-known identity

\[
\frac{1}{|\text{det} \gamma|} \partial_{y^I} (|\text{det} \gamma|) = \Gamma^{I\ell}_A \partial^A \ell_I,
\]
where $\Gamma^{A}_{BI}$ are the Christoffel symbols of $\nabla^{\|}$. The following expressions are immediate consequences of (5.20)-(5.21) together with $l_a = -\delta^a_1$ and $\gamma_{1a} = 0$:

\[
\tau^{ab}\ell_b = -\tau^{1a} \tag{5.28}
\]
\[
\tau^{ab}Y_{ab} = \tau^{11}Y_{11}^{\pm} + 2\tau^{1I}Y_{1I}^{\pm} + \tau^{IJ}Y_{IJ}^{\pm} = 2\tau^{11}Y_{11}^{\pm} \tag{5.29}
\]
\[
\tau^{ab}(Y_{ab}^{+} + Y_{ab}^{-}) = \frac{1}{2}\gamma^{IJ}[\tilde{\varsigma}_I^{+} + \tilde{\varsigma}_I^{-}] = \frac{1}{2}\gamma^{IJ}[\tilde{\varsigma}_I^{+} \tilde{\varsigma}_J^{+}] \tag{5.30}
\]
\[
\tau^{bc}\gamma_{ca} = \tau^{bJ}\gamma_{aJ} = \delta^b_1\delta^a_1\tau^{1J} \gamma_{IJ} \tag{5.31}
\]
\[
\tau^{bd}\partial_\theta^a\gamma_{bd} = \tau^{11}\partial_\theta^a\gamma_{11}^{\pm} + 2\tau^{1I}\partial_\theta^a\gamma_{1I}^{\pm} + \tau^{IJ}\partial_\theta^a\gamma_{IJ}^{\pm} = 0 \tag{5.32}
\]

By (5.27) and (5.28), it follows

\[
\frac{1}{\sqrt{|\det\mathcal{A}|}}\partial_\rho a\left(\sqrt{|\det\mathcal{A}|}\tau^{ab}\ell_b\right) = -\frac{1}{\sqrt{|\det\gamma|}}\partial_\rho a\left(\sqrt{|\det\gamma|}\tau^{1a}\right)
\]
\[
= -\partial_\lambda\tau^{11} - \frac{1}{\sqrt{|\det\gamma|}}\partial_\gamma^I\left(\sqrt{|\det\gamma|}\tau^{1I}\right)
\]
\[
= \gamma^{IJ}[\tilde{\mathcal{E}}_{IJ}] - \nabla^{\|}_{I}\tau^{1I}
\]
\[
= \gamma^{IJ}[\tilde{\mathcal{E}}_{IJ}] + \frac{1}{4}\gamma^{IJ}(\nabla^{\|}_I[\tilde{\varsigma}_J] + \nabla^{\|}_J[\tilde{\varsigma}_I]),
\]
\[
= \frac{1}{2}\gamma^{IJ}[\tilde{\mathcal{R}}_{IJ}] + \frac{1}{4}\gamma^{IJ}[\tilde{\varsigma}_I\tilde{\varsigma}_J], \tag{5.33}
\]

where in the last equality we inserted (5.19) and (5.21). Combining (5.25), (5.30) and (5.33), the shell equation (5.22) follows immediately.

Checking the validity of equation (5.23) is almost direct. Since $J^\pm$ are zero, it suffices to substitute (5.31)-(5.32) into (5.23) to obtain

\[
0 = \frac{1}{\sqrt{|\det\gamma|}}\partial_\rho a\left(\sqrt{|\det\gamma|}\delta^a_1\delta^1_I\tau^{1J} \gamma_{IJ}\right) = \frac{1}{\sqrt{|\det\gamma|}}\partial_\lambda\left(\sqrt{|\det\gamma|}\delta^a_1\tau^{1J} \gamma_{IJ}\right), \tag{5.34}
\]

which is automatically satisfied as nothing inside the parenthesis depends on $\lambda$.

### 6 Spherical, plane or hyperbolic symmetric spacetimes

To conclude this paper, we apply the formalism above to study particular matchings of interest. We start by determining the necessary and sufficient conditions that allow for the matching of two arbitrary spherical, plane or hyperbolic symmetric spacetimes admitting a Killing horizon with a bifurcation surface. We then particularize the results for the cases of two Schwarzschild spacetimes and two Schwarzschild-de Sitter spacetimes. As usual, we avoid $\pm$ notation until the actual matching is performed.

Let $(\mathcal{M}, g)$ be a spherical, plane or hyperbolic symmetric spacetime and $\Lambda$ be its corresponding cosmological constant. Assume that it admits a Killing vector field $\xi$ defining a bifurcation
surface $\mathcal{S} \subset \mathcal{M}$. Any spacetime of this kind is by definition a warped product of a 2-dimensional Lorentzian manifold $(\mathcal{N}, \bar{g})$ and an $(n-1)$-dimensional Riemannian space $(\mathcal{W}, h_{\mathcal{W}})$ of constant curvature $\kappa \in \{1,0,-1\}$ [12, 40]. We let $r \in \mathcal{F}(\mathcal{N})$ be the warping function and use Rácz-Wald coordinates $\{u, v, x^A\}$ constructed as in Section 5. We again scale a priori the Killing vectors defining the horizons of each spacetime so that they have the same surface gravity. In terms of $\omega := uv$, the warped metric is

$$g = \bar{g} + r^2(\omega) h_{\mathcal{W}}(x^A),$$

where $\bar{g} = -2G(\omega) du dv$, $G \in \mathcal{F}^*(\mathcal{M})$ (note that $G|_{\mathcal{F}}$ is constant).

The induced metric on the bifurcation surfaces $\mathcal{S}^{\pm} = \{u_{\pm} = 0, v_{\pm} = 0\}$ is $g^{\pm}|_{\mathcal{S}^{\pm}} = r_{\pm}^2 h_{\mathcal{W}}^{\pm}|_{\mathcal{S}^{\pm}} = (r_0^\pm)^2 h_{\mathcal{W}}^{\pm}$, where $r_0 := r|_{\mathcal{F}} \neq 0$. The map $\Phi : \mathcal{S}^- \rightarrow \mathcal{S}^+$ must be an isometry so the Ricci scalars of $g^{\pm}|_{\mathcal{S}^{\pm}}$, which in this case are given by

$$(n - 1)(n - 2) \kappa (r_0^\pm)^{-2},$$

must be preserved by $\Phi$. Therefore

$$\frac{\kappa^-}{(r_0^-)^2} = \frac{\kappa^+}{(r_0^+)^2},$$

and we conclude that $\kappa^\pm$ must coincide (recall that $\kappa^\pm \in \{1,0,-1\}$). From now on we simplify the notation and write $\kappa$ instead of $\kappa^\pm$. An immediate consequence of (6.3) is that the jump $[r_0] := r_0^+ - r_0^-$ is zero whenever $\kappa \neq 0$, and can take whatever value in the plane case with $\kappa = 0$.

Since $\mathcal{M}^{\pm}$ are totally geodesic, equation (2.29) constitutes an isometry condition between the leaves $\{s^\pm = \text{const.}\} \subset \mathcal{M}^{\pm}$. These sections are euclidean planes, spheres of radius $r_0$ and hyperbolic planes when $\kappa = 0$, $\kappa = 1$ and $\kappa = -1$ respectively. The corresponding isometries are respectively euclidean motions, rotations and hyperbolic rotations. In each case they are also isometries of the ambient spacetimes, so the freedom in the matching, encoded in $\Phi$, can be absorbed (with full generality) in the coordinates $\{u_+, v_+, x^A_+\}$ in such a way that the coefficients $b_1^I$ take the simple form $b_1^I = \delta_1^I$. This will be assumed from now on. Thus (cf. (2.18), (2.24), (2.25))

$$\gamma_{IJ} := g^\pm(e_1^I, e_1^J) = (r_0^\pm)^2 h_{\mathcal{W}1}^{IJ}.$$  

(6.4)

The metric (6.1) is of the form (5.2) with $w_A^\pm = 0$ and $\pi^\pm = r_0^2 h_{\mathcal{W}}^{\pm}$. Consequently, the torsion one-forms $\sigma_{L^ \pm}$ vanish on $\mathcal{M}^{\pm}$ (cf. (5.3)). Inserting this into (5.19), it follows that

$$\bar{\xi}_I^- = 0, \quad \bar{\xi}_I^+ = -2 \frac{\nabla^\parallel_\alpha}{\alpha}, \quad \bar{\Xi}_I^+ = \frac{1}{2} \left( \bar{R}_I^+ - R_I^+ \right), \quad \bar{\Xi}_I^- = \frac{1}{2} \left( \bar{R}_I^- - R_I^- + 2 \frac{\nabla^\parallel_\alpha}{\alpha} \right) .$$  

(6.5)

The fact that the metric (6.1) is of constant curvature $\kappa r_0^{-2}$ means that its Ricci tensor is

$$R_{I,J}^\parallel = \frac{(n - 2) \kappa}{(r_0)^2} \gamma_{IJ},$$

and therefore

$$\begin{align*}
\bar{\Xi}_I^+ &= \frac{1}{2} \left( \bar{R}_I^+ - R_I^+ \right) \gamma_{IJ}, \\
\bar{\Xi}_I^- &= \frac{1}{2} \left( \bar{R}_I^- - R_I^- \right) \gamma_{IJ} + 2 \frac{\nabla^\parallel_\alpha}{\alpha} .
\end{align*}$$

(6.6)
Substituting this in the expressions of Theorem 2 and using (6.3), we obtain

\[
\begin{align*}
Y^1_{11} &= 0, \\
Y^1_{1J} &= 0, \\
Y^+_{IJ} &= \frac{1}{2}(\tilde{R}_{IJ} - \frac{(n-2)\varkappa}{(r_0^2)^2} \gamma_{IJ}),
\end{align*}
\]

which impose

\[
\begin{align*}
\kappa &= \frac{\partial_y j^\alpha}{\alpha}, \\
\gamma &= \frac{\nabla|^\alpha}{\alpha} + \frac{1}{2} [\tilde{R}_{IJ}] \lambda, \\
\tau^I &= 0, \\
\tau^{11} &= \gamma^{IJ} \frac{\partial_y j^\alpha}{\alpha}, \\
\tau^{11} &= -\gamma^{IJ} \left( \frac{\nabla|^\alpha}{\alpha} + \frac{1}{2} [\tilde{R}_{IJ}] \lambda. \right.
\end{align*}
\]

The resulting shells have therefore energy density \( \rho \) and energy flux \( j^I \) given by

\[
\rho = -\gamma^{IJ} \left( \frac{\nabla|^\alpha}{\alpha} + \frac{1}{2} [\tilde{R}_{IJ}] \lambda, \right. \\

\]

\[
\left. j^I = \gamma^{IJ} \frac{\partial_y j^\alpha}{\alpha}. \right.
\]

An interesting particular case is when the spacetimes \( (\mathcal{M}^\pm, g^\pm) \) to be matched are, in addition, solutions to the \( \Lambda^\pm \)-vacuum Einstein field equations

\[
R_{\alpha\beta}^\pm = \frac{2\Lambda^\pm}{n-1} g^{\pm}_{\alpha\beta},
\]

which impose

\[
R_{\alpha\beta}^\pm \equiv \frac{2\Lambda^\pm}{n-1} (r_0^2)^2 \kappa_{\alpha\beta} = \frac{2\Lambda^\pm}{n-1} \chi_{AB} \implies \tilde{R}_{\alpha\beta}^\pm := (\Phi^\pm)^*(R^\pm)_{\alpha\beta} = \frac{2\Lambda^\pm}{n-1} \chi_{AB}. \]

Inserting this into (6.7)-(6.8) yields

\[
\begin{align*}
Y^1_{11} &= 0, \\
Y^1_{1J} &= 0, \\
Y^+_{IJ} &= \frac{\partial_y j^\alpha}{\alpha}, \\
Y^+_{IJ} &= \frac{\nabla|^\alpha}{\alpha} + \frac{1}{2} [\tilde{R}_{IJ}] \lambda,
\end{align*}
\]

where we have defined

\[
\beta^\pm := \frac{\Lambda^\pm}{n-1} - \frac{(n-2)\varkappa}{2(r_0^2)^2}. \]

It is worth stressing that the constant curvature parameter \( \varkappa \) does not appear explicitly in (6.12). It however appears implicitly in the metric \( \gamma_{IJ} \) and in the corresponding covariant derivative \( \nabla|^\alpha \).

In the next subsections we particularize further to (the maximally extended) Schwarzschild and Schwarzschild-de Sitter spacetimes.

### 6.1 Schwarzschild spacetime

If the metrics on both sides are Schwarzschild we have \( \Lambda^\pm = 0 \) and \( \varkappa = 1 \). By (6.3), the radii \( r_0^\pm \) must coincide, so the Schwarzschild mass of both sides is necessarily the same. We write \( r_0 \) instead of \( r_0^\pm \) from now on. Thus, (6.12) reduces to

\[
\begin{align*}
Y^-_{11} &= 0, \\
Y^-_{1J} &= 0, \\
Y^+_{IJ} &= \frac{\partial_y j^\alpha}{\alpha}, \\
Y^+_{IJ} &= \frac{\nabla|^\alpha}{\alpha} - \frac{n-2}{2r_0} \gamma_{IJ} \lambda, \\
\tau^{11} &= -\gamma^{IJ} \frac{\nabla|^\alpha}{\alpha} \lambda, \\
\tau^{11} &= \gamma^{IJ} \frac{\partial_y j^\alpha}{\alpha}, \\
\tau^{1J} &= 0. \quad (6.14)
\end{align*}
\]
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The tensor $\gamma$ is the round metric of radius $r_0$ so its Laplace-Beltrami operator is $r_0^{-2} \Delta_{S^{n-1}}$ where $\Delta_{S^{n-1}}$ is the Laplacian of the unit $(n-1)$-sphere.

For each natural number $l$ we let \( \{Y_{l,m}\} \), $m = 0, \ldots, N(n, l) - 1$ be a collection of linearly independent solutions of

\[
\Delta_{S^{n-1}} Y_{l,m} = -l(l + n - 2)Y_{l,m}
\]

which, as usual we call spherical harmonics. The number $N(n, l)$ is (see e.g. [15])

\[
N(n, l) = 1 \text{ if } l = 0,
N(n, l) = \left(\frac{l + n - 2}{l - 1}\right) + \left(\frac{l + n - 3}{l - 1}\right) \text{ otherwise}
\]

Since $\{Y_{l,m}\}$ form a complete set of functions over $S^{n-1}$, any (sufficiently regular) function $\alpha$ can be decomposed in this basis. Observe that $\alpha$ can be ensured to be positive by selecting the coefficient of $Y_{0,0}$ suitably positive and large. By expressing $\alpha$ as

\[
\alpha = \sum_{l=0}^{\infty} \sum_{m=0}^{N(n,l)-1} a_{l,m} Y_{l,m}, \quad \text{where } a_{l,m} \in \mathbb{R},
\]

the energy density of the shell is given by (cf. (6.14))

\[
\rho = -\frac{\Delta_{S^{n-1}} \alpha}{r_0^2} \lambda = \frac{1}{r_0^2} \sum_{l=0}^{\infty} l(l + n - 2) \sum_{m=0}^{N(n,l)-1} a_{l,m} Y_{l,m} \lambda.
\]

The simplest case occurs when $\alpha$ is a positive constant. Then $\{Y\} = 0$ and we have complete absence of shell. The step function $H = \alpha \lambda$ can be absorbed in the coordinates of the $(M^+, g^+)$ side. This coordinate freedom is a consequence precisely of the fact that Schwarzschild admits a one-parameter isometry group leaving the Killing horizon, and its generators, invariant. This ensures that, in the absence of shell, we recover the global Schwarzschild spacetime, as we must.

We conclude with a simple but not trivial example in dimension four (i.e. $n = 3$). Take

\[
\alpha(\theta) = 3\sqrt{\pi} Y_{0,0} + \frac{2\sqrt{\pi}}{\sqrt{5}} Y_{2,0}(\theta) = 1 + \frac{3}{2} \cos^2 \theta, \quad \text{where } \begin{cases} Y_{0,0} = \frac{1}{2\sqrt{\pi}}, \\ Y_{2,0} = \frac{\sqrt{\pi}}{2\sqrt{5}} P_2(\cos \theta) \end{cases}
\]

and $P_l(x)$ denote Legendre polynomials of degree $l$. This yields energy density and energy fluxes

\[
\rho = 3 \left(3 \cos^2 \theta - 1\right) \lambda \quad \frac{1}{1 + \frac{3}{2} \cos^2 \theta} \quad j^\theta = -\frac{3 \sin \theta \cos \theta}{r_0^2 \left(1 + \frac{3}{2} \cos^2 \theta\right)}, \quad j^\phi = 0.
\]

In Figure 2 we plot the functions $\alpha(\theta)$, $j^\theta(\theta)$ and the energy density $\rho(\lambda, \theta)$ for $\lambda = 1$, $\lambda = 0$ and $\lambda = -1$ in units where $r_0 = 1$. As already discussed, the energy density changes sign at the bifurcation surface, despite the fact that the energy flux is constant along each null generator, including at the crossing of the bifurcation surface. The figure shows clearly how the energy flux component $j^\theta$ is positive (resp. negative) whenever the function $\alpha$ decreases (resp. increases), i.e. the energy flows towards those null generators with higher values of $\alpha$. 
\[ \alpha(\theta), \quad \rho(1, \theta), \quad j^\theta(\theta) \]

\[ \alpha(\theta), \quad \rho(0, \theta), \quad j^\theta(\theta) \]

\[ \alpha(\theta), \quad \rho(-1, \theta), \quad j^\theta(\theta) \]

Figure 2: For \( r_0 = 1 \) and \( \alpha(\theta) \) given by (6.19), the up-left, up-right and bottom plots show \( \alpha(\theta), \ j^\theta(\theta) \) and the energy density \( \rho(\lambda, \theta) \) for \( \lambda = 1, \lambda = 0 \) and \( \lambda = -1 \) respectively.

### 6.2 Schwarzschild-de Sitter spacetime

Our final example is the matching of two Schwarzschild-de Sitter spacetimes. As before, \( \kappa = 1 \) and the horizon radii \( r_0^\pm \) in both sides are forced to be the same so we can simply write \( r_0 \). A Schwarzschild-de Sitter spacetime of mass \( m \) and cosmological constant \( \Lambda > 0 \) may have several, one or none Killing horizons located at \( r_i^H \) depending on the number of (positive) roots of the polynomial

\[
0 = P(r_i^H) = (r_i^H)^n - \frac{2\Lambda(r_i^H)^n}{n(n-1)} - \frac{2m}{(n-1)(n-2)}. \tag{6.21}
\]

Since we do the matching on a preselected horizon we change the point of view, namely we take any positive value \( r_0 \) and use this expression to determine \( m \) in terms of \( r_0 \) and \( \Lambda \). The cosmological constants \( \Lambda^\pm \) on both sides are allowed to be different. However, once they are selected, the corresponding masses \( m^\pm \) must have jump

\[
[m] = -\frac{(n-2)}{n}[\Lambda]r_0^n. \tag{6.22}
\]

Thus, a priori one can match across a horizon two Schwarzschild-de Sitter spacetimes with different masses and cosmological constants but only if the parameters are related by (6.22).

The matter content of the shell is in this case given by (6.12). As in the previous section we may decompose the function \( \alpha \) in terms of spherical harmonics. The corresponding expression for the energy density is now

\[
\rho = \left( \frac{\sum_{l=0}^{\infty} l(l+n-2) \sum_{m=0}^{N(n,l)-1} a_{l,m}Y_{l,m}}{r_0^2 \sum_{l=0}^{\infty} \sum_{m=0}^{N(n,l)-1} a_{l,m}Y_{l,m}} - [\Lambda] \right) \lambda. \tag{6.23}
\]
Let us conclude with some interesting observations. The first is that it is impossible to construct a (non-trivial) shell with vanishing energy density. This is because in such case it must hold
\[ \Delta_{S^{n-1}} \alpha = -v_0^2 [\Lambda] \alpha. \]  
(6.24)
and all solutions of these equation must necessarily have zeroes, which is not allowed for the matching function \( \alpha \).

An interesting example is when the shell is composed on null dust, i.e. with identically zero energy-flux. By (6.12), this requires \( \alpha \) to be a (positive) constant and then the energy density of the null dust is
\[ \rho = -[\Lambda] \lambda. \]  
(6.25)
The behaviour of this null dust is striking. Assume \( [\Lambda] < 0 \) for definiteness. Then the energy density is everywhere positive in the past of the bifurcation surface (i.e. for \( \lambda < 0 \)) so the system starts being perfectly reasonable from a physical point of view. The shell then evolves on its own in a manner dictated by the field equations and ends up in a state in which the energy density is everywhere negative. This negative energy density cannot be considered as unphysical, since it has evolved from a physically reasonable initial state, the system itself is physically reasonable (a collection of incoherent massless particles) and its evolution is dictated by the gravitational shell equations that follow from the Einstein field equations. This is a rather surprising behaviour.

Furthermore, this behaviour is not exclusive of null dust. In fact, this occurs for more general functions \( \alpha \). It suffices to select \( \alpha \) to be an everywhere positive function on \( S^{n-1} \) and, for \( \lambda < 0 \), the energy density \( \rho \) will always be positive provided that the jump \( [\Lambda] \) is suitably positive and large. Then, we have a shell with initial positive energy density and non-zero energy flux which unavoidably evolves into a state of negative energy density with no change along the evolution of the energy flux, which by (6.12) is independent of \( \lambda \).

A Pullback to \( \Sigma \) of covariant derivatives on \( \Omega^\pm \)

In this Appendix we establish a relationship, needed in Section 5, between the pullback of covariant derivatives along the sections of \( \Omega^\pm \) and covariant derivatives along the sections of \( \Sigma \). We do this under the assumption that \( \chi^k_\pm = 0 \) which is the case of interest in this paper. The result is as follows.

Lemma 3. In the setup of Section 2 (in particular for covariant tensors \( T^\pm \) on \( \Omega^\pm \) satisfying \( T^\pm(...,k^\pm,...) = 0 \)), if the second fundamental form \( \chi^k_+ \) vanishes everywhere on \( \Omega^+ \), the derivative operators \( \nabla^\parallel \) and \( \nabla^\pm \) satisfy the identities
\[ \nabla^\parallel_I T_{A_1...A_p} = \nabla^\pm_{v_j} T_{A_1...A_p}, \]  
(A.1)
\[ \nabla^\parallel_I T^+_{A_1...A_p} = \sum_{I'H} b^I A_1...b^I_p \left( (\nabla^\parallel_I H) k^+ (T^+_{B_1...B_p}) + b^I_j \nabla^\pm_{v_j} T^+_{B_1...B_p} \right). \]  
(A.2)
In particular, when \( T^+ \) is such that \( k^+(T^+_{A_1...A_p}) = 0 \), one obtains
\[ \nabla^\parallel_I T^+_{A_1...A_p} = \sum_{I'H} b^I A_1...b^I_p \nabla^\pm_{v_j} T^+_{B_1...B_p}. \]  
(A.3)
Proof. Throughout this proof, we view $b_I^j$ and $h^\pm AB := g^\pm(v^A_+, v^B_+)$ as scalars defined on the boundaries $\Omega^\pm$. Their pullbacks to $\Sigma$ are denoted with the same symbol and we let the context determine the precise meaning. The Levi-Civita covariant derivative $\nabla^\parallel$ has Christoffel symbols

$$\Gamma^{BA}_{JI} = \frac{1}{2} \gamma^{BA} \left( \partial_J \gamma_{AI} + \partial_I \gamma_{AJ} - \partial_A \gamma_{JI} \right),$$

(A.4)

where $\gamma_{IJ}$ denotes the components of the induced metric on the sections $\{ \lambda = \text{const.} \} \subset \Sigma$ in the coordinates $\{ y^A \}$.

From (2.18), we know that $\gamma_{IJ} := g^\pm(e_I^+, e_J^+)$ which, together with (2.24)-(2.25), yields

$$\gamma_{IJ} = b^A_i b^B_j h^+_{AB} \quad \text{and} \quad \gamma_{IJ} = b^A_i b^B_j h^+_{AB} \quad \text{(hence} \quad \gamma^{BA} = (b^{-1})^B_L (b^{-1})^A_K h^+_L)$$

(A.5)

respectively. The first, together with (2.24), immediately gives (A.1).

To prove (A.2), we particularize (2.5) and (2.13) for $x^k_+ = 0$ and use that $\partial_j b^C_A = \partial_A b^C_I$ (cf. (2.26)) together with

$$\partial_{y^A} h^+_{CD} = e^+_A(h_{CD}) = a_A k^+(h_{CD}) + b^L_A v^+_L(h_{CD}) = b^L_A v^+_L(h_{CD}).$$

(A.6)

Substituting $\gamma_{IJ}$ from (A.5) into (A.4), one obtains

$$\Gamma^{BA}_{JI} = \frac{1}{2} (b^{-1})^B_L (b^{-1})^A_K h^+_L \left( \partial_{y^A} (b^C_i b^D_j h^+_{CD}) + \partial_{y^B} (b^C_i b^D_j h^+_{CD}) - \partial_{y^A} (b^C_i b^D_j h^+_{CD}) \right)$$

$$= \frac{1}{2} (b^{-1})^B_L (b^{-1})^A_K h^+_L \left( 2 (\partial_{y^A} b^C_i b^D_j h^+_{CD}) - \partial_{y^A} (b^C_i b^D_j h^+_{CD}) \right)$$

$$= (b^{-1})^B_L (\partial_{y^A} b^C_i b^D_j) + \frac{1}{2} (b^{-1})^B_L (b^C_i b^D_j) \left( v^+_C(h^+_{KD}) + v^+_D(h^+_{KC}) - v^+_C(h^+_{KD}) \right)$$

$$= (b^{-1})^B_L (\partial_{y^A} b^C_i b^D_j) + b^C_i b^D_j \left( -\partial_{y^A} (b^C_i b^D_j) \right),$$

(A.7)

where in the last equality we inserted (2.13). Expanding the derivative $\partial_{y^I} \tilde{T}^+_A_1...A_p$, as (cf. (2.39))

$$\partial_{y^I} \tilde{T}^+_A_1...A_p = b^{B_1}_{A_1} ... b^{B_p}_{A_p} \partial_{y^I} (T^+_B_1...B_p) + \sum_{i=1}^p b^{B_1}_{A_1} ... b^{B_{i-1} B_{i+1}}_{A_{i+1}} ... b^{B_p}_{A_p} (\partial_{y^I} b^L_A) T^+_B_1 ... B_{i-1} B_{i+1} ... B_p$$

(A.8)

and inserting it into $\nabla^\parallel_I \tilde{T}^+_A_1...A_p := \partial_{y^I} \tilde{T}^+_A_1...A_p - \sum_{i=1}^p \Gamma^{BA}_{AI} \tilde{T}^+_A_1...A_p$ gives

$$\nabla^\parallel_I \tilde{T}^+_A_1...A_p = b^{B_1}_{A_1} ... b^{B_p}_{A_p} \left( \partial_{y^I} (T^+_B_1...B_p) - \sum_{i=1}^p b^C_i \left( -\partial_{y^I} (b^C_i b^D_j) \right) \right),$$

(A.9)

after taking (A.7) into account. By (2.24)-(2.26), we can rewrite $\partial_{y^I} T^+_B_1...B_p$ as

$$\partial_{y^I} T^+_B_1...B_p = e^+_I (T^+_B_1...B_p) = (\nabla^\parallel_I H)k^+(T^+_B_1...B_p) + b^C_i v^+_C(T^+_B_1...B_p),$$

so (A.9) becomes

$$\nabla^\parallel_I \tilde{T}^+_A_1...A_p := b^{B_1}_{A_1} ... b^{B_p}_{A_p} \left( (\nabla^\parallel_I H)k^+(T^+_B_1...B_p) \right).$$
\[ + b^C_I \left( v^C_I \left( T^+_B \right) \right) \]  

The coefficients \( \Upsilon^+_{AB} \) are obviously symmetric in the indices \( A, B \) (see (2.13)) and it holds

\[ v^+_I \left( h^{+}_{KJ} \right) - \Upsilon^+_K h^{+}_{LJ} - \Upsilon^+_J L_{K} h^{+}_{KL} = \nabla v^+_I \left( \left( v^+_K, v^+_J \right) g \right) - \Upsilon^+_K h^{+}_{LJ} - \Upsilon^+_J L_{K} h^{+}_{KL} \]

\[ = \nabla v^+_I \left( v^+_K, v^+_J \right) g + \nabla v^+_I \left( v^+_J, v^+_K \right) g - \Upsilon^+_K h^{+}_{LJ} - \Upsilon^+_J L_{K} h^{+}_{KL} \]

\[ = - \frac{1}{\varphi^+} \left( \chi^+_K \left( v^+_I, v^+_K \right) \psi^+_I + \chi^+_I \left( v^+_I, v^+_J \right) \psi^+_K \right) = 0, \quad (A.11) \]

where in the last line we used (2.11) and that \( \chi^+_K = 0 \). This means that, for any covariant tensor field on \( \Omega^+ \) of the form \( Q^+ = Q^+_I v^+_I \omega^+_I \otimes \ldots \otimes \omega^+_I \) (i.e. satisfying that \( Q^+ \ldots k^+ \ldots = 0 \)) the operator \( D^+ \) defined by

\[ D^+_K Q^+_I v^+_I = v^+_K \left( Q^+_I v^+_I \right) - \sum_{i=1}^p \left( \Upsilon^+_K Q^+_I v^+_I \right) = 0 \]

is the Levi-Civita covariant derivative on the sections \( \{ s^+ = \text{const.} \} \) (i.e. \( D^+ = \nabla^+ \)). This together with (A.10) proves (A.2) as well as (A.3). \( \square \)

## B Ricci tensors on non-degenerate Killing horizons

In this appendix, we compute explicit expressions for the Ricci tensors of the ambient spacetimes when the boundaries are non-degenerate Killing horizons. The results are not new and are included for the sake of completeness. We do the computation in Rácz-Wald coordinates which yields the results quite directly. For a different, more geometric, approach we refer to [20].

We work in Rácz-Wald coordinates \{u, v, x^A\} in a neighbourhood of a non-degenerate boundary \( \mathcal{M} \) with a bifurcation surface \( S \) as described in Section 5 (in particular, without loss of generality the function in the metric (5.2) has been chosen to be constant on the horizon \( \mathcal{M} \)). The identity \( \nabla_\alpha \nabla_\beta \xi^\mu + R^\mu_{\beta \alpha \nu} \xi^\nu = 0 \), which can be explicitly written as

\[ \partial_\alpha \partial_\beta \xi^\mu + \xi (\Gamma^\mu_{\alpha \beta}) + \Gamma^\mu_{\rho \beta} \partial_\alpha \xi^\rho + \Gamma^\mu_{\rho \alpha} \partial_\beta \xi^\rho - \Gamma^\rho_{\beta \alpha} \partial_\rho \xi^\mu = 0, \quad (B.1) \]

simplifies to

\[ \xi (\Gamma^\mu_{\alpha \beta}) + \kappa_\xi (\Gamma^\mu_{\nu \beta} \delta^\nu_{\alpha} - \Gamma^\mu_{\nu \beta} \delta^\nu_{\alpha} + \Gamma^\mu_{\nu \alpha} \delta^\nu_{\beta} - \Gamma^\mu_{\nu \alpha} \delta^\nu_{\beta} + \Gamma^\mu_{\nu \alpha} \delta^\nu_{\beta} + \Gamma^\mu_{\nu \beta} \delta^\nu_{\alpha} = 0 \quad (B.2) \]

when using (5.1), which yields \( \partial_\alpha \xi^\beta = \kappa_\xi (\delta^\nu_{\alpha} \delta^\beta_{\nu} - \delta^\nu_{\alpha} \delta^\beta_{\nu}) \), \( \partial_\alpha \partial_\beta \xi^\mu = 0 \). The set of equations (B.2) constitutes a hierarchical system of ODE which one easily solves as

\[
\begin{align*}
\Gamma^u_{uu} &= v \tilde{\Gamma}^u_{uu}, \\
\Gamma^u_{uv} &= u \tilde{\Gamma}^u_{uv}, \\
\Gamma^u_{uA} &= \tilde{\Gamma}^u_{uA}, \\
\Gamma^u_{vA} &= u^2 \tilde{\Gamma}^u_{vA}, \\
\Gamma^u_{AB} &= u \tilde{\Gamma}^u_{AB}, \\
\Gamma^v_{uv} &= u \tilde{\Gamma}^v_{uv}, \\
\Gamma^v_{vA} &= \tilde{\Gamma}^v_{vA}, \\
\Gamma^v_{uA} &= u^2 \tilde{\Gamma}^v_{uA}, \\
\Gamma^v_{AB} &= u \tilde{\Gamma}^v_{AB}, \\
\Gamma^A_{Bu} &= v \tilde{\Gamma}^A_{Bu}, \\
\Gamma^A_{Bv} &= u \tilde{\Gamma}^A_{Bv}, \\
\Gamma^A_{BC} &= \tilde{\Gamma}^A_{BC},
\end{align*}
\]
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where $\hat{\Gamma}_{\alpha \beta}^\mu$ are functions depending on $\{\omega := uv, x^A\}$. Besides, one finds

$$\left\{ \begin{array}{l}
\Gamma_{uA}^\mu|_{\mathcal{F}} = -\frac{1}{2G} \left( -\partial_A G + \partial_ug_v A \right)|_{\mathcal{F}} = -\frac{1}{2G} \partial_u g_v A|_{\mathcal{F}} \\
\Gamma_{vA}^\mu|_{\mathcal{F}} = -\frac{1}{2G} \left( -\partial_A G - \partial_ug_v A \right)|_{\mathcal{F}} = \frac{1}{2G} \partial_u g_v A|_{\mathcal{F}} \end{array} \right. \implies \Gamma_{uA}^\mu|_{\mathcal{F}} = -\Gamma_{vA}^\mu|_{\mathcal{F}} = \frac{1}{2} w_A|_{\mathcal{F}}, \quad (B.6)$$

which, together with $\partial_v \hat{\Gamma}_{\mu \nu}^\alpha|_{\mathcal{F}} = w \partial_v \hat{\Gamma}_{\mu \nu}^\alpha|_{\mathcal{F}} = 0$ and (B.3)-(B.5) yields

$$\partial_v \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \partial_v \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \partial_v \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \partial_v \Gamma_{\mu A}^\nu|_{\mathcal{F}}$$

$$\partial_B \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \partial_B \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \partial_B \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \partial_B \Gamma_{\mu A}^\nu|_{\mathcal{F}}$$

$$\Gamma_{\mu \nu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \Gamma_{\mu \nu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \Gamma_{\mu \nu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \Gamma_{\mu \nu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}}$$

$$\Gamma_{\nu \mu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \Gamma_{\nu \mu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \Gamma_{\nu \mu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \Gamma_{\nu \mu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}}$$

$$\Gamma_{\nu \mu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \Gamma_{\nu \mu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \Gamma_{\nu \mu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}} = \Gamma_{\nu \mu}^\gamma \Gamma_{\mu A}^\nu|_{\mathcal{F}}$$

$$\Gamma_{BA}^\mu = \Gamma_{BA}^\mu = \Gamma_{BA}^\mu = \Gamma_{BA}^\mu$$

Let $\hat{\nabla}$ be the Levi-Civita covariant derivative on the sections $\{v = \text{const.}\}$, i.e. defined with respect to $h_{AB} := \mathcal{T}_{AB}|_{\mathcal{F}} = \mathcal{T}_{AB}(0, x^A)$ and $\hat{R}_{AB}$ its Ricci tensor. Obviously these objects only depend on the coordinates $\{x^A\}$, i.e. are independent of the section $\{v = \text{const.}\}$. From (B.3)-(B.4) it follows

$$\Gamma_{BA}^\mu = \frac{1}{2G} \partial_u \mathcal{T}_{AB} = \frac{1}{2G} \partial_u \hat{\mathcal{T}}_{AB} \implies \hat{\Gamma}_{BA}^\mu \equiv \frac{1}{2G} \partial_u \hat{\mathcal{T}}_{AB},$$

$$\Gamma_{BA}^\mu = -\frac{1}{2G} (\partial_A g_v B + \partial_B g_v A - \partial_v \hat{\mathcal{T}}_{AB}) + \frac{1}{2} g^{uD} (\partial_A \hat{\mathcal{T}}_{DB} + \partial_B \hat{\mathcal{T}}_{DA} - \partial_D \hat{\mathcal{T}}_{AB}) - \frac{1}{2} g^{uL} \partial_u \hat{\mathcal{T}}_{AB}$$

$$\implies \hat{\Gamma}_{BA}^\mu \equiv \frac{1}{2}(\hat{\nabla}_A w_B + \hat{\nabla}_B w_A) + \frac{1}{2G} \partial_u \hat{\mathcal{T}}_{AB},$$

from where one concludes

$$R_{AB} = \frac{1}{2G} \partial_u \Gamma_{BA}^\mu - \partial_B \Gamma_{\mu A}^\nu + \Gamma_{\mu \nu}^\gamma \Gamma_{\mu A}^\nu - \Gamma_{BA}^\mu \Gamma_{\mu A}^\nu \equiv \frac{1}{2} \hat{R}_{AB} + \frac{1}{2G} \left( \hat{\nabla}_A w_B + \hat{\nabla}_B w_A \right) + \frac{1}{G} \partial_u \hat{\mathcal{T}}_{AB} - \frac{1}{2} w_A w_B.$$

Observe that the right-hand side of (B.11) is independent of $v$, so the same is true for the components $R_{AB}$ of the ambient Ricci tensor at the Killing horizon.
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