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Abstract—We consider a simple network consisting of a source, a half-duplex decode-and-forward relay with a buffer, and a destination. We assume that the direct source-destination link is not available and all links undergo fading. We propose two new buffer-aided relaying schemes with different requirements regarding the availability of channel state information at the transmitter (CSIT). In the first scheme, neither the source nor the relay have full CSIT, and consequently, both nodes are forced to transmit with fixed rates. In contrast, in the second scheme, the source does not have full CSIT and transmits with fixed rate but the relay has full CSIT and adapts its transmission rate accordingly. In the absence of delay constraints, for both fixed rate and mixed rate transmission, we derive the throughput-optimal buffer-aided relaying protocols which select either the source or the relay for transmission based on the instantaneous signal-to-noise ratios (SNRs) of the source-relay and relay-destination links. In addition, for the delay constrained case, we develop buffer-aided relaying protocols that achieve a predefined average delay. Compared to conventional relaying protocols, which select the transmitting node according to a predefined schedule independent of the instantaneous link SNRs, the proposed buffer-aided protocols with adaptive link selection achieve large performance gains. In particular, for fixed rate transmission, we show that the proposed protocol achieves a diversity gain of two as long as an average delay of more than three time slots can be afforded. Furthermore, for mixed rate transmission with an average delay of \( E \{ T \} \) time slots, a multiplexing gain of \( r = 1 - 1/(2E \{ T \}) \) is achieved. As a by-product of the considered link adaptive protocols, we also develop a novel conventional relaying protocol for mixed rate transmission, which yields the same multiplexing gain as the protocol with adaptive link selection. Hence, for mixed rate transmission, for sufficiently large average delays, buffer-aided half-duplex relaying with and without adaptive link selection does not suffer from a multiplexing gain loss compared to full-duplex relaying.

\section{Introduction}

Node cooperation can introduce significant throughput and diversity gains in wireless networks. The relay channel was first investigated by van der Meulen \[1\]. Later Cover and El Gamal \[2\] investigated the memoryless three-node relay channel consisting of a source, a destination, and a single full-duplex relay and proved that cooperative systems offer throughput gains compared to non-cooperative systems. This work was later extended to systems employing a half-duplex relay in fading environments for the case when the relay has a predetermined schedule for reception and transmission \[3\]. For the case of fixed rate transmission, the outage probability of the three-node relay network was shown to be superior to non-relay aided transmission in \[4\], \[5\]. Subsequently, in \[6\], a simple protocol for the three-node relay network, which requires feedback from the receiver, was shown to achieve a diversity order of two in Rayleigh fading if the direct source-destination link is available for transmission. These early contributions have sparked a significant interest in cooperative communication techniques which resulted in many new discoveries, e.g., \[7\]-\[15\].

\section{Background and Related Work}

In practice, half-duplex relays may be preferred as they are easier to implement than full-duplex relays. However, half-duplexing suffers from a multiplexing gain loss compared to full-duplexing. To compensate for this loss, existing protocols for the wireless three-node network with a half-duplex relay exploit the direct source-destination link to achieve a throughput gain or a diversity gain over non-relay aided transmission, e.g., \[3\]-\[11\]. In practice, because of the typically large distance between source and destination, the direct source-destination link may be very weak and the gains may manifest themselves only at very high signal-to-noise ratios (SNRs). However, if a source-destination link is not available, much of the gains obtained by half-duplex relaying disappear. There are two reasons for this. First, in most of the existing literature, e.g., \[3\]-\[11\], the schedule of when the source transmits and when the relay transmits is a priori fixed. Typically, the relay receives a codeword from the source in one time slot and forwards some information about the received codeword to the destination in the next time slot. We refer to this approach in the following as “conventional relaying”. Second, even if the relay has channel state information at the transmitter (CSIT), it does not exploit this information for rate adaptation, see, e.g., \[12\]. In this paper, we propose relaying protocols that select the transmitting node based on the quality of the source-relay and the relay-destination links, i.e., the schedule of transmission is not a priori fixed. For this to be possible, the relays have to be equipped with buffers for data storage, the node performing the selection of the transmitting node requires some channel state information (CSI) of both involved links, and feedback of a few bits of information from the node performing the selection to the transmitting node is necessary. Furthermore, we assume that if the relay has CSIT, it exploits this knowledge to adapt the transmission rate over the relay-destination channel.

Relays with buffers have been considered in the literature before \[16\]-\[20\]. In \[16\], the buffer at the relay is used to enable the relay to receive for a fixed number of time slots before retransmitting the received information in a fixed number of time slots. In \[17\], relay selection is considered and
buffers enable the selection of the relay with the best source-relay channel for reception and the best relay-destination channel for transmission. However, in both [16] and [17], the schedule of when the source transmits and when the relays transmit is a priori fixed. Thus, these schemes do not achieve a diversity gain compared to conventional relaying. Buffer-aided relaying schemes, where the schedule of when the source transmits and when the relay transmits is not a priori fixed, are considered in [18]-[20]. In [18], the authors propose a protocol for relay selection in a network employing multiple mobile relays with buffers. The protocol operates in one of the following three modes: 1) If there are relay-destination links whose SNR is sufficiently high for successful transmission and the corresponding relays have packets in their buffers, a single relay is chosen to transmit to the destination; else 2) if there are source-relay links with sufficiently high SNR, the source is selected for transmission; else 3) none of the nodes transmits. Furthermore, [19] considers a diamond cooperative network with two relays and buffering at the relays is used only when: 1) The instantaneous SNRs of both source-relay links are smaller than some predefined threshold while the instantaneous SNR of at least one of the relay-destination links is larger than the threshold, or 2) the instantaneous SNRs of both relay-destination links are smaller than the threshold while the instantaneous SNR of at least one of the source-relay links is larger than the threshold. Moreover, the authors in [20] introduce a relay selection scheme for a network employing multiple relays with buffers. In this scheme, the schedule of when a relay receives and transmits depends on the number of packets in the relay’s buffer and the instantaneous SNRs of the source-relay and relay-destination links. Although the protocols proposed in [18]-[20] yield a throughput gain over conventional relaying, they were derived based on heuristics, and are thus generally not optimal as far as throughput maximization and/or outage probability minimization are concerned. Consequently, these protocols do not fully exploit the degrees of freedom offered by relays with buffers.

For the case of adaptive rate transmission, the maximum achievable throughput of the simple three-node relay network employing a half-duplex decode-and-forward relay with a buffer was recently derived in [21], [22]. Thereby, both the source and the relay were assumed to adjust their transmission rate such that outages are avoided. However, adjusting the rate of transmission is not possible if CSIT is not available and/or only one modulation/coding scheme is implemented. In these cases, the protocol proposed in [21], [22] is not applicable. Some preliminary results on buffer-aided relaying for fixed rate transmission have been presented in [22] and independently in [23]. However, although [22], [23] demonstrate that the simple three-node network with one buffer-aided relay and without direct source-destination link can achieve a diversity order of two in Rayleigh fading, the protocols adopted in [22], [23] are suboptimal. Specifically, the protocol in [22] employs a suboptimal decision function for link selection, and the protocol in [23] only considers the instantaneous link SNRs for link selection but does not take into account the average link SNRs, which may lead to low throughputs for non-identical average link SNRs. The idea of adaptive link selection in [22] was extended to relay selection in [24], where a suboptimal decision function exploiting the instantaneous link SNRs only was employed for link selection. We note that for the case of one relay and identical average link SNRs, the fixed rate schemes in [22], [23], [24] are all identical. Furthermore, for mixed rate transmission, where the source transmits with fixed rate but the relay can adjust its rate to the channel conditions, some preliminary results have been reported for buffer-aided relaying in [25]. Here, we extend the protocol in [25] to the case of power allocation and propose a new protocol for conventional mixed rate relaying with delay constraints.

B. Contributions

In this paper, we consider the simple three-node relay network with a half-duplex decode-and-forward relay, which is equipped with a buffer, and assume that the direct source-destination link is not available for transmission. We assume that both the source-relay and the relay-destination links are affected by fading. Depending on the availability of CSIT at the transmitting nodes (and their capability of using more than one modulation/coding scheme), we consider two different modes of transmission for the relay network: Fixed rate transmission and mixed rate transmission. In both modes of transmission, each codeword spans one time slot . In fixed rate transmission, the node selected for transmission (source or relay) does not have CSIT and transmits with fixed rate. In contrast, in mixed rate transmission, the relay has CSIT knowledge and exploits it to transmit with variable rate so that outages are avoided. However, the source still transmits with fixed rate to avoid the need for CSIT acquisition.

To explore the performance limits of the proposed fixed rate and mixed rate transmission schemes, we consider first transmission without delay constraints and derive the corresponding optimal buffer-aided relaying protocols. Since in practice it is desirable to limit the transmission delay, we also introduce modified buffer-aided relaying protocols for delay constrained transmission. In particular, we make the following main contributions:

- For fixed rate and mixed rate transmission without delay constraints, we derive the optimal buffer-aided relaying protocols which maximize the achievable throughput of the considered three-node relay network employing a half-duplex relay with a buffer of infinite size.
- For fixed rate transmission, we show that in Rayleigh fading the optimal buffer-aided relaying protocol with adaptive link selection achieves a diversity gain of two and a diversity-multiplexing tradeoff of \( DM(r) = 2(1 - 2r) \), where \( r \) denotes the multiplexing gain.
- For mixed rate transmission, we show that a multiplexing gain of one can be achieved with buffer-aided relaying with and without adaptive link selection implying that there is no multiplexing gain loss compared to ideal full-duplex relaying.
- For fixed rate and mixed rate transmission with delay constraints, in order to control the average delay, we...
introduce appropriate modifications to the buffer-aided relaying protocols for the delay unconstrained case. Surprisingly, for fixed rate transmission, the full diversity gain is preserved as long as the tolerable average delay exceeds three time slots. For mixed rate transmission with an average delay of $E[T]$ time slots, a multiplexing gain of $r = 1 - 1/(2E[T])$ is achieved.

C. Organization

The remainder of this paper is organized as follows. In Section III the system model of the considered three-node relay network is presented. In Sections III and IV we introduce the proposed buffer-aided relaying protocols for delay unconstrained and delay constrained fixed rate transmission, respectively. Protocols for delay unconstrained and delay constrained mixed rate transmission are proposed and analyzed in Section V. The derived analytical results and relay protocols are verified and illustrated with numerical examples in Section VI and some conclusions are drawn in Section VII.

II. SYSTEM MODEL AND BENCHMARK SCHEMES

We consider a three-node wireless network comprising a source $S$, a half-duplex decode-and-forward relay $R$, and a destination $D$, cf. Fig. 1. The source can communicate with the destination only through the relay, i.e., there is no direct $S$-$D$ link. The source sends codewords to the relay, which decodes these codewords, possibly stores the decoded information in its buffer, and eventually sends it to the destination. We assume that time is divided into slots of equal lengths and every codeword spans one time slot. Throughout this paper, we assume that the source node has always data to transmit. Hence, the total number of time slots, denoted by $N$, satisfies $N \to \infty$. Furthermore, unless specified otherwise, we assume that the buffer at the relay is not limited in size. The case of limited buffer size will be investigated in Sections IV and V-D.

A. Channel Model

In the $i$th time slot, the transmit powers of source and relay are denoted by $P_S(i)$ and $P_R(i)$, respectively, and the instantaneous squared channel gains of the $S$-$R$ and $R$-$D$ links are denoted by $h_S(i)$ and $h_R(i)$, respectively. $h_S(i)$ and $h_R(i)$ are modeled as mutually independent, non-negative, stationary, and ergodic random processes with expected values $\bar{\Omega}_S \triangleq E[h_S(i)]$ and $\bar{\Omega}_R \triangleq E[h_R(i)]$, where $E\{\cdot\}$ denotes expectation. We assume that the channel gains are constant during one time slot but change from one time slot to the next due to, e.g., the mobility of the involved nodes and/or frequency hopping. We note that for most results derived in this paper, we only require $h_S(i)$ and $h_R(i)$ to be not fully temporally correlated, respectively. However, in some cases, we will assume that $h_S(i)$ and $h_R(i)$ are temporally uncorrelated, respectively, to facilitate the analysis.

The instantaneous SNRs of the $S$-$R$ and $R$-$D$ channels in the $i$th time slot are given by $s(i) \triangleq \gamma_S(i)h_S(i)$ and $r(i) \triangleq \gamma_R(i)h_R(i)$, respectively. Here, $\gamma_S(i) \triangleq P_S(i)/\sigma^2_{n_S}$ and $\gamma_R(i) \triangleq P_R(i)/\sigma^2_{n_R}$ denote the average transmit SNRs of the source and the relay, respectively, and $\sigma^2_{n_R}$ and $\sigma^2_{n_D}$ are the variances of the additive white Gaussian noise (AWGN) at the relay and the destination, respectively. The average link SNRs are denoted by $\bar{\Omega}_S \triangleq E\{s(i)\}$ and $\bar{\Omega}_R \triangleq E\{r(i)\}$.

Furthermore, for concreteness, we specialize some of the derived results to Rayleigh fading. In this case, the probability density functions (pdfs) of $s(i)$ and $r(i)$ are given by $f_s(s) = e^{-s/\bar{\Omega}_S}/\bar{\Omega}_S$ and $f_r(r) = e^{-r/\bar{\Omega}_R}/\bar{\Omega}_R$, respectively. Similarly, the pdfs of $h_S(i)$ and $h_R(i)$ are given by $f_{h_S}(h_S) = e^{-h_S/\bar{\Omega}_S}/\bar{\Omega}_S$ and $f_{h_R}(h_R) = e^{-h_R/\bar{\Omega}_R}/\bar{\Omega}_R$, respectively.

B. Link Adaptive Transmission Protocol

For the proposed link adaptive transmission protocol, we assume that the relay selects which node (source or relay) transmits in a given time slot. To this end, the relay is assumed to know the statistics of the $S$-$R$ and $R$-$D$ channels. Since the statistics change much more slowly than the instantaneous channel gains, the overhead necessary to acquire them is low. Furthermore, to be able to perform coherent detection, relay and destination have to acquire $h_S(i)$ and $h_R(i)$, respectively, based on pilot symbols emitted by the source and relay, respectively. Whether or not the relay is assumed to have knowledge of $h_R(i)$ for adaptive link selection depends on the mode of transmission. Furthermore, depending on the mode of transmission, relay and/or destination may require knowledge of the (fixed) transmission rates, (fixed) transmit powers, and noise variances $\sigma^2_{n_R}$ and $\sigma^2_{n_D}$.

1) Fixed Rate Transmission: For fixed rate transmission, neither the source nor the relay have full CSIT, i.e., source and relay do not know $h_S(i)$ and $h_R(i)$, respectively. Therefore, both nodes can transmit only with predetermined fixed rates $S_0$ and $R_0$, respectively, and cannot perform power allocation, i.e., the transmit powers are a priori fixed as $P_S(i) = P_S$ and $P_R(i) = P_R$, $\forall i$. For the relay to be able to decide which node should transmit, it requires knowledge of the outage states of the $S$-$R$ and $R$-$D$ links. The relay can determine whether or not the $S$-$R$ link is in outage based on $S_0$, $P_S$, $\sigma^2_{n_R}$, and $h_S(i)$. The destination can do the same for the $R$-$D$ link based on $R_0$, $P_R$, $\sigma^2_{n_D}$, and $h_R(i)$, and inform the relay whether or not the $R$-$D$ link is in outage using one bit of feedback. Based on the outage states of the $S$-$R$ and $R$-$D$ links in a given time slot $i$ and the statistics of both links, the relay selects the transmitting node according to the adaptive link selection protocols introduced in Sections III and IV and informs the source and destination about its decision.

2) Mixed Rate Transmission: For this mode of transmission, we assume that the relay has full CSIT, i.e., it knows
to estimate the outage state of the S-R link and hR(i), and can therefore adjust its transmission rate and transmit power P\(_R(i)\) to avoid outages on the \(R\)-D link. However, the source still does not have CSIT and therefore has to transmit with fixed rate \(S_0\) and fixed power \(P_S\) as it does not know \(h_S(i)\). Similar to the fixed rate case, the relay can determine the outage state of the S-R link based on \(S_0\), \(P_S\), \(\sigma^2_{n_0}\), and \(h_S(i)\). However, different from the fixed rate case, in the mixed rate transmission mode, the relay also has to estimate \(h_R(i)\), e.g., based on pilot symbols emitted by the destination. Based on the outage state of the S-R link and \(h_R(i)\), and on the statistics of both links, the relay selects the transmitting node according to the adaptive link selection protocols proposed in Section V, and informs the source and the destination accordingly.

For both modes of transmission, the relay knows the outage state of the S-R and the R-D links. Hence, if the relay is selected for transmission but the R-D link is in outage, the relay remains silent and an outage event occurs. Whereas, if the source is selected for transmission and the S-R link is in outage, the relay informs the source accordingly and the source remains silent, i.e., again an outage event occurs. Once the relay receives the feedback from the source, it has the instantaneous CSI of the S-R link. Thus, if the relay is selected for transmission in time slot \(i\), the number of bits transmitted by the relay is given by

\[
R_{RD}(i) = \min\{R_0, Q(i-1)\},
\]

where we take into account that the maximum number of bits that can be send by the relay is limited by the number of bits in the buffer. The number of data bits remaining in the buffer at the end of time slot \(i\) is given by

\[
Q(i) = Q(i-1) - R_{RD}(i),
\]

which is always non-negative because of (2). If the relay is selected for transmission in time slot \(i\) but an outage occurs, i.e., \(\log_2(1 + r(i)) < R_0\), the relay remains silent, i.e., \(R_{RD}(i) = 0\), while the queue in the buffer remains unchanged, i.e., \(Q(i) = Q(i-1)\).

For mixed rate transmission, the relay is able to adapt its rate to the capacity of the R-D channel, \(\log_2(1 + r(i))\), and outages are avoided. If the relay is selected for transmission in time slot \(i\), the number of bits transmitted by the relay is given by

\[
R_{RD}(i) = \min\{\log_2(1 + r(i)), Q(i-1)\}. \tag{4}
\]

The number of data bits remaining in the buffer at the end of time slot \(i\) is still given by (3) where \(R_{RD}(i)\) is now given by (4).

Furthermore, because of the half-duplex constraint, for both fixed and mixed rate transmission, we have \(R_{RD}(i) = 0\) and \(S_{SR}(i) = 0\) if source and relay are selected for transmission in time slot \(i\), respectively.

### D. Link Outages and Indicator Variables

For future reference, we introduce the binary link outage indicator variables \(O_S(i)\) and \(O_R(i)\) defined as

\[
O_S(i) \triangleq \begin{cases} 0 & \text{if } s(i) < 2^{S_0} - 1 \\ 1 & \text{if } s(i) \geq 2^{S_0} - 1 \end{cases} \tag{5}
\]

and

\[
O_R(i) \triangleq \begin{cases} 0 & \text{if } r(i) < 2^{R_0} - 1 \\ 1 & \text{if } r(i) \geq 2^{R_0} - 1 \end{cases}, \tag{6}
\]

respectively. In other words, \(O_S(i) = 0\) indicates that for transmission with rate \(S_0\), the S-R link is in outage, i.e., \(\log_2(1 + s(i)) < S_0\), and \(O_S(i) = 1\) indicates that the transmission over the S-R channel will be successful. Similarly, \(O_R(i) = 0\) indicates that for transmission with rate \(R_0\), the R-D link is in outage, i.e., \(\log_2(1 + r(i)) < R_0\), and \(O_R(i) = 1\) means that an outage will not occur. Furthermore, we denote the outage probabilities of the S-R and R-D channels as \(P_S\) and \(P_R\), respectively. These probabilities are defined as

\[
P_S \triangleq \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} (1 - O_S(i)) = \Pr\{s(i) < 2^{S_0} - 1\} \tag{7}
\]
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$$\tau_{\text{fixed,2}} = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N/2} R_0 O_S(2i-1)O_R(2i)$$

Thus, denoting the maximum throughput of a system in the absence of outages by $\tau_0$ and the throughput in the presence of outages by $\tau$, the outage probability, $F_{\text{out}}$, can be expressed as

$$F_{\text{out}} = 1 - \frac{\tau}{\tau_0}. \quad (10)$$

Note that maximizing the throughput is equivalent to minimizing the outage probability.

F. Performance Benchmarks for Fixed Rate Transmission

For fixed rate transmission, two conventional relaying schemes serve as performance benchmarks for the proposed buffer-aided relaying scheme with adaptive link selection. In contrast to the proposed scheme, the benchmark schemes employ a predetermined schedule for when source and relay transmit which is independent of the instantaneous link SNRs.

In the first scheme, referred to as Conventional Relaying 1 (see also [16]), the source transmits in the first $\xi N$ time slots, where $0 < \xi < 1$ and each codeword spans one time slot. The relay tries to decode these codewords and, if the decoding is successful, it stores the corresponding information bits in its buffer. In the following $(1-\xi)N$ time slots, the relay transmits the stored information bits to the destination, transmitting one codeword per time slot. Assuming that for the benchmark schemes source and relay transmit codewords having the same rate, i.e., $S_0 = R_0$, the throughput of Conventional Relaying 1 is obtained as

$$\tau_{\text{fixed,1}} = \lim_{N \to \infty} \frac{1}{N} \min \left\{ \sum_{i=1}^{\xi N} R_0 O_S(i), \sum_{i=\xi N+1}^{N} R_0 O_R(i) \right\} = R_0 \min \{ \xi (1 - P_S), (1-\xi)(1-P_R) \}. \quad (11)$$

The throughput is maximized if $\xi (1 - P_S) = (1-\xi)(1-P_R)$ holds or equivalently if $\xi = (1-P_R)/(2-P_S-P_R)$. Inserting $\xi$ into (11) we obtain the maximized throughput as

$$\tau_{\text{fixed,1}} = \frac{R_0 (1-P_S)(1-P_R)}{2-P_S-P_R}. \quad (12)$$

The maximum throughput in the absence of outages is $\tau_0 = R_0/2$, hence using (10), the corresponding outage probability is obtained as

$$F_{\text{out,conv,1}} = 1 - \frac{2(1-P_S)(1-P_R)}{2-P_S-P_R}. \quad (13)$$

In the second scheme, referred to as Conventional Relaying 2, in the first time slot, the source transmits one codeword and the relay receives and tries to decode the codeword. If the decoding is successful, in the second time slot, the relay retransmits the information to the destination, otherwise it remains silent. The throughput of Conventional Relaying 2 is obtained as

$$\tau_{\text{fixed,2}} = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N/2} R_0 O_S(2i-1)O_R(2i) = \frac{R_0}{2} (1-P_S)(1-P_R). \quad (14)$$

Based on (10) the corresponding outage probability is given by

$$F_{\text{out,conv,2}} = 1 - \frac{1-P_S(1-P_R)}{1-P_R}. \quad (15)$$

We note that $\tau_{\text{fixed,1}} > \tau_{\text{fixed,2}}$ ($F_{\text{out,conv,1}} < F_{\text{out,conv,2}}$) always holds. However, in order for Conventional Relaying 1 to realize this gain, an infinite delay is required, whereas Conventional Relaying 2 requires a delay of only one time slot.

For the special case of Rayleigh fading, we obtain from (7) and (8) $P_S = 1 - e^{-\frac{2R_0-1}{\Omega S}}$ and $P_R = 1 - e^{-\frac{2R_0-1}{\Omega R}}$, respectively. The corresponding throughputs and outage probabilities for Conventional Relaying 1 and 2 can be obtained by applying these results in (12)-(15). In particular, in the high SNR regime, when $\gamma_S = \gamma_R = \gamma \to \infty$, we obtain $\tau_{\text{fixed,1}} \to R_0/2$, $\tau_{\text{fixed,2}} \to R_0/2$, and

$$F_{\text{out,conv,1}} \to \frac{2R_0 - 1 - \Omega_S}{2} \frac{1}{\Omega_S \gamma}, \quad \text{as } \gamma \to \infty, \quad (16)$$

$$F_{\text{out,conv,2}} \to \frac{(2R_0 - 1)(\Omega_S \gamma + 1)}{\Omega_S \gamma}, \quad \text{as } \gamma \to \infty. \quad (17)$$

Hence, for fixed rate transmission, the diversity gain of Conventional Relaying 1 and 2 is one as expected.

G. Performance Benchmarks for Mixed Rate Transmission

We also provide two performance benchmarks with a priori fixed link selection schedule for mixed rate transmission. The two benchmark protocols are analogous to the corresponding protocols in the fixed rate case. Thus, for Conventional Relaying 1, the source transmits in the first $\xi N$ time slots with fixed rate $S_0$ and the relay transmits in the remaining $(1-\xi)N$ time
slots with rate $R(i) = \log_2(1 + r(i))$. Thus, the throughput is given by
\[
\tau_{\text{conv,1}}^{\text{mixed}} = \lim_{N \to \infty} \frac{1}{N} \min \left\{ \sum_{i=1}^{\xi N} S_0 O_S(i), \sum_{i=\xi N+1}^{N} \log_2(1 + r(i)) \right\}
\]
\[
= \min \left\{ \xi (1 - P_S) S_0, (1 - \xi) E \{ \log_2(1 + r(i)) \} \right\}. \quad (18)
\]
The throughput is maximized if $\xi$ satisfies
\[
\xi S_0 (1 - P_S) = (1 - \xi) E \{ \log_2(1 + r(i)) \}. \quad (19)
\]
From (19), we obtain $\xi$ as
\[
\xi = \frac{E \{ \log_2(1 + r(i)) \}}{S_0 (1 - P_S) + E \{ \log_2(1 + r(i)) \}}. \quad (20)
\]
Inserting $\xi$ into (18) leads to the throughput of mixed rate transmission under the Conventional Relaying 1 protocol
\[
\tau_{\text{conv,1}}^{\text{mixed}} = \frac{S_0 (1 - P_S) E \{ \log_2(1 + r(i)) \}}{S_0 (1 - P_S) + E \{ \log_2(1 + r(i)) \}}. \quad (21)
\]
Assuming Rayleigh fading links $E \{ \log_2(1 + r(i)) \}$ is obtained as
\[
E \{ \log_2(1 + r(i)) \} = \frac{\gamma_1 \Omega_R}{\ln(2)} E_1 \left( \frac{1}{\Omega_R} \right) \quad (22)
\]
for fixed transmit powers, where $E_1(x) = \int_x^\infty e^{-t}/t \, dt, x > 0$, denotes the exponential integral function. If adaptive power allocation is employed, $E \{ \log_2(1 + r(i)) \}$ becomes
\[
E \{ \log_2(1 + r(i)) \} = \frac{1}{\ln(2)} E_1 \left( \frac{\lambda_c}{\Omega_R} \right), \quad (23)
\]
where $\lambda_c$ is found from the power constraint
\[
(1 - P_S) \gamma_S + \int_{\lambda_c}^{\infty} \left( \frac{1}{\lambda_c} - \frac{1}{h_R} \right) f_{h_R}(h_R) dh_R = 2 \Gamma. \quad (24)
\]
Here, $\Gamma$ denotes the average transmit power in one time slot. In the high SNR regime, where $\gamma_S = \gamma_R = \gamma \to \infty, E \{ \log_2(1 + r(i)) \} \gg S_0 (1 - P_S)$ holds. Thus, the throughput in (21) converges to
\[
\tau_{\text{conv,1}}^{\text{mixed}} \to S_0, \quad \text{as } \gamma \to \infty, \quad (25)
\]
which leads to the interesting conclusion that mixed rate transmission achieves a multiplexing rate of one even if suboptimal conventional relaying is used.

For Conventional Relaying 2, the performance of mixed rate transmission is identical to that of fixed rate transmission. Since the relay does not employ a buffer for Conventional Relaying 2, even with mixed rate transmission, the relay can only transmit successfully all of the received information if $S_0 \leq \log_2(1 + r(i))$ and has to remain silent otherwise.

### III. Fixed Rate Transmission Without Delay Constraints

In this section, we investigate buffer-aided relaying with adaptive link selection for fixed rate transmission without delay constraints, i.e., the transmission rates of the source and the relay are fixed. We derive the optimal link selection protocol and analyze the corresponding throughput and outage probability. The obtained results constitute performance upper bounds for fixed rate transmission with delay constraints, which will be considered in Section IV.

### A. Problem Formulation

First, we introduce the binary link selection variable $d_i \in \{0, 1\}$. Here, $d_i = 1$ indicates that the $R-D$ link is selected for transmission in time slot $i$, i.e., the relay transmits and the destination receives. Similarly, if $d_i = 0$, the $S-R$ link is selected for transmission in time slot $i$, i.e., the source transmits and the relay receives.

Based on the definitions of $O_S(i)$, $O_R(i)$, and $d_i$, the number of bits sent from the source to the relay and from the relay to the destination in time slot $i$ can be written in compact form as
\[
S_{SR}(i) = (1 - d_i) O_S(i) S_0 \quad (26)
\]
and
\[
R_{RD}(i) = d_i O_R(i) \min \{ R_0, Q(i - 1) \}, \quad (27)
\]
respectively. Consequently, the throughput in (9) can be rewritten as
\[
\tau = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} d_i O_R(i) \min \{ R_0, Q(i - 1) \}. \quad (28)
\]

In the following, we maximize the throughput by optimizing the link selection variable $d_i$, which represents the only degree of freedom in the considered problem. In particular, as already mentioned in Section III.B since both transmitting nodes do not have the full CSI of their respective transmit channels, power allocation is not possible and we assume fixed transmit powers $P_S(i) = P_S$ and $P_R(i) = P_R, \forall i$.

### B. Throughput Maximization

Let us first define the average arrival rate of bits per slot into the queue of the buffer, $A$, and the average departure rate of bits per slot out of the queue of the buffer, $D$, as
\[
A \triangleq \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} (1 - d_i) O_S(i) S_0 \quad (29)
\]
and
\[
D \triangleq \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} d_i O_R(i) \min \{ R_0, Q(i - 1) \}, \quad (30)
\]
respectively. We note that the departure rate of the queue is equal to the throughput. The queue is said to be an absorbing queue if $A > D = \tau$, in which case a fraction of the information sent by the source is trapped in the buffer and can never be extracted from it. The following theorem provides a useful condition for the optimal policy which maximizes the throughput.

**Theorem 1:** The link selection policy that maximizes the throughput of the considered buffer-aided relaying system can be found in the set of link selection policies that satisfy
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} (1 - d_i) O_S(i) S_0 = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} d_i O_R(i) R_0, \quad (31)
\]
and the throughput is given by the right (and left) hand side of (31). If (31) holds, the queue is non-absorbing but is at the
edge of absorption, i.e., a small increase of the arrival rate will lead to an absorbing queue.

Proof: Please refer to Appendix [A].

Remark 2: A queue that meets condition (31) is referred to as a critical queue [27]. Critical queues may be stable, substable, or unstable. For the optimal link selection policy in Theorem 1, the queue is non-absorbing hence leading to a stable queue.

Remark 3: The \( \min(\cdot) \) function in (28) is absent in the throughput in (31), which is crucial for finding a tractable analytical expression for the optimal link selection policy. In particular, as shown in Appendix A, condition (31) automatically ensures that for \( N \rightarrow \infty \),

\[
\tau = \frac{1}{N} \sum_{i=1}^{N} d_i O_R(i) \min\{R_0, Q(i-1)\} = \frac{1}{N} \sum_{i=1}^{N} d_i O_R(i) R_0
\]

is valid, i.e., the impact of event \( R_0 > Q(i-1) \), \( i = 1, \ldots, N \), is negligible. Hence, for the optimal link selection policy, the queue is non-absorbing but is almost always filled to such a level that the number of bits in the queue exceed the number of bits that can be transmitted over the \( R-D \) channel, i.e., the buffer is practically always fully backlogged. This result is intuitively pleasing. Namely, if the queue would be unstable, it would absorb bits and the throughput could be improved by having the relay transmit more frequently. On the other hand, if the queue was not (practically) fully backlogged, the effect of the event \( R_0 > Q(i-1) \) would not be negligible and the system would loose out on transmission opportunities because of an insufficient number of bits in the buffer.

Remark 4: We note that Theorem 1 is only valid for \( N \rightarrow \infty \) where transient effects resulting from filling the buffer at the beginning of transmission and emptying it at the end of transmission are negligible. For (small) finite \( N \), these effects are not negligible and the derivation of the optimal link selection policy is more complicated.

According to Theorem 1, in order to maximize the throughput, we have to search for the optimal policy only in the set of policies that satisfy (31). Therefore, the search for the optimal policy can be formulated as an optimization problem, which for \( N \rightarrow \infty \) has the following form

Maximize : \[ \frac{1}{N} \sum_{i=1}^{N} d_i O_R(i) R_0 \]

Subject to : \[
C_1 : \frac{1}{N} \sum_{i=1}^{N} (1 - d_i) O_S(i) S_0
= \frac{1}{N} \sum_{i=1}^{N} d_i O_R(i) R_0
\]

\[ C_2 : d_i (1 - d_i) = 0, \quad \forall i \]

where constraint \( C_1 \) ensures that the search for the optimal policy is conducted only among those policies that satisfy (31) and \( C_2 \) ensures that \( d_i \in \{0, 1\} \). We note that \( C_1 \) and \( C_2 \) do not exclude the case that the relay is chosen for transmission if \( R_0 > Q(i-1) \). However, as explained in Remark 3, \( C_1 \) ensures that the influence of event \( R_0 > Q(i-1) \) is negligible. Therefore, an additional constraint dealing with this event is not required.

Before we solve problem (32), we note that, as will be shown in the following, the optimal link selection policy may require a coin flip. For this purpose, we introduce the set of possible outcomes of the coin flip, \( C \in \{0, 1\} \), and denote the probabilities of the outcomes by \( P_C = \Pr\{C = 1\} \) and \( \Pr\{C = 0\} = 1 - P_C, \) respectively. Now, we are ready to provide the solution of (32), which constitutes the optimal link selection policy maximizing the throughput. This is conveyed in the following theorem.

Theorem 2: For the optimal link selection policy maximizing the throughput of the considered buffer-aided relaying system for fixed rate transmission, three mutually exclusive cases can be distinguished depending on the values of \( P_S \) and \( P_R \):

Case 1:

\[
P_S \leq \frac{S_0}{S_0 + R_0(1 - P_R)} \quad \text{AND} \quad P_R \leq \frac{R_0}{R_0 + S_0(1 - P_S)}. \tag{33}
\]

In this case, the optimal link selection policy is given by

\[
d_i = \begin{cases} 
0 & \text{if } O_S(i) = 1 \text{ AND } O_R(i) = 0 \\
1 & \text{if } O_S(i) = 0 \text{ AND } O_R(i) = 1 \\
0 & \text{if } O_S(i) = 1 \text{ AND } O_R(i) = 1 \text{ AND } C = 0 \\
1 & \text{if } O_S(i) = 1 \text{ AND } O_R(i) = 1 \text{ AND } C = 1 \\
\varepsilon & \text{if } O_S(i) = 0 \text{ AND } O_R(i) = 0
\end{cases} \tag{34}
\]

where \( \varepsilon \) can be set to 0 or 1 as neither the source nor the relay will transmit because both links are in outage. On the other hand, if both links are not in outage, i.e., \( O_S(i) = 1 \) and \( O_R(i) = 1 \), the coin flip decides which node transmits and the probability of \( C = 1 \) is given by

\[
P_C = \frac{S_0(1 - P_S) - (1 - P_R) P_S R_0}{(1 - P_S)(1 - P_R)(S_0 + R_0)}. \tag{35}
\]

Based on (34), the maximum throughput is obtained as

\[
\tau = \frac{S_0 R_0}{S_0 + R_0(1 - P_S)} (1 - P_S P_R). \tag{36}
\]

Case 2:

\[
P_R > \frac{R_0}{R_0 + S_0(1 - P_S)}. \tag{37}
\]

In this case, the optimal link selection policy is characterized by

\[
d_i = \begin{cases} 
0 & \text{if } O_S(i) = 1 \text{ AND } O_R(i) = 0 \text{ AND } C = 0 \\
1 & \text{if } O_S(i) = 1 \text{ AND } O_R(i) = 0 \text{ AND } C = 1 \\
1 & \text{if } O_S(i) = 0 \text{ AND } O_R(i) = 1 \\
1 & \text{if } O_S(i) = 1 \text{ AND } O_R(i) = 1 \\
\varepsilon & \text{if } O_S(i) = 0 \text{ AND } O_R(i) = 0
\end{cases} \tag{38}
\]

The probability of outcome \( C = 1 \) of the coin flip is given by

\[
P_C = \frac{S_0(1 - P_S) P_R - (1 - P_R) R_0}{(1 - P_S) P_R S_0}. \tag{39}
\]

and the maximum throughput can be obtained as

\[
\tau = R_0 (1 - P_R). \tag{40}
\]

Case 3:

\[
P_S > \frac{S_0}{S_0 + R_0(1 - P_R)}. \tag{41}
\]
In this case, the link selection policy that maximizes the throughput is given by

\[
d_i = \begin{cases} 
0 & \text{if } O_S(i) = 1 \text{ AND } O_R(i) = 0 \\
0 & \text{if } O_S(i) = 0 \text{ AND } O_R(i) = 1 \text{ AND } C = 0 \\
1 & \text{if } O_S(i) = 0 \text{ AND } O_R(i) = 1 \text{ AND } C = 1 \\
e & \text{if } O_S(i) = 0 \text{ AND } O_R(i) = 0 
\end{cases}
\] (42)

The probability of \( C = 1 \) is given by

\[
P_C = \frac{S_0(1 - P_S)}{R_0(1 - P_R)P_S},
\] (43)

and the maximum throughput is

\[
\tau = S_0(1 - P_S).
\] (44)

**Proof:** Please refer to Appendix B.

**Remark 5:** We note that in the second line of (38), we set \( d_i = 1 \) although the \( R-D \) link is in outage \( (O_R(i) = 0) \) while the \( S-R \) link is not in outage \( (O_S(i) = 1) \). In other words, in this case, neither node transmits although the source node could successfully transmit. However, if the source node transmitted in this situation, the queue at the relay would become an absorbing queue. Similarly, in the second line of (42), we set \( d_i = 0 \) although the \( S-R \) link is in outage. Again, neither node transmits in order to ensure that condition (31) is met. However, in this case, the exact same throughput as in (44) can be achieved with a simpler and more practical link selection policy than that in (42). This is addressed in the following lemma.

**Lemma 1:** The throughput achieved by the link selection policy in (42) can also be achieved with the following simpler link selection policy.

If

\[
P_S > \frac{S_0}{S_0 + R_0(1 - P_R)},
\] (45)

a link selection policy maximizing the throughput is given by

\[
d_i = \begin{cases} 
0 & \text{if } O_S(i) = 1 \\
1 & \text{if } O_S(i) = 0 
\end{cases}
\] (46)

and the maximum throughput is

\[
\tau = S_0(1 - P_S).
\] (47)

**Proof:** The policy given by (46) has the same average arrival rate as policy (42) since for both policies the source always transmits when \( O_S(i) = 1 \). Therefore, since for both policies the queue is non-absorbing, by the law of conservation of flow, their throughputs are identical to their arrival rates. Thus, both policies achieve identical throughputs.

**Remark 6:** Note that when \( P_R > R_0/(R_0 + S_0(1 - P_S)) \) \( (P_S > S_0/(S_0 + R_0(1 - P_R))) \) holds, the throughput is given by (40) ((44)), which is identical to the maximal throughput that can be obtained in a point-to-point communication between relay and destination (source and relay). Therefore, when \( P_R > R_0/(R_0 + S_0(1 - P_S)) \) \( (P_S > S_0/(S_0 + R_0(1 - P_R))) \) holds, as far as the achievable throughput is concerned, the three-node half-duplex relay channel is equivalent to the two-node \( R-D \) \( (S-R) \) channel.

For comparison, we also provide the maximum throughput in the absence of outages \( \tau_0 \). The throughput in the absence of outages, \( \tau_0 \), can be obtained by setting \( O_S(i) = O_R(i) = 1, \forall i \), which is equivalent to setting \( P_S = P_R = 0 \) in Theorem 2. Then, Case 1 in Theorem 2 always holds and the optimal link selection policy is

\[
d_i = \begin{cases} 
0 & \text{if } C = 0 \\
1 & \text{if } C = 1 
\end{cases}
\] (48)

where the probability of \( C = 1 \) is given by

\[
P_C = \frac{S_0}{S_0 + R_0}.
\] (49)

Based on (48), the maximum throughput in the absence of outages is

\[
\tau_0 = \frac{S_0R_0}{S_0 + R_0}.
\] (50)

The throughput loss caused by outages can be observed by comparing (46), (40), and (44) with (50).

We now provide the outage probability of the proposed buffer-aided relaying scheme with adaptive link selection.

**Lemma 2:** The outage probability of the system considered in Theorem 2 is given by

\[
F_{\text{out}} = \begin{cases} 
\frac{P_R - (1 - P_R)R_0}{S_0} & \text{if } P_R > \frac{R_0}{S_0 + R_0(1 - P_S)} \\
\frac{P_S - (1 - P_S)S_0}{R_0} & \text{if } P_S > \frac{R_0}{S_0 + R_0(1 - P_R)} \\
\frac{P_SP_R}{R_0} & \text{otherwise}.
\end{cases}
\] (51)

**Proof:** Please refer to Appendix C.

**Remark 7:** In the proof of Lemma 2 given in Appendix C, it is shown that an outage event happens when neither the source nor the relay transmit in a time slot, i.e., the number of silent slots is identical to the number of outage events.

In the high SNR regime, when the outage probabilities of both involved links are small, the expressions for the throughput and the outage probability can be simplified to obtain further insight into the performance of buffer-aided relaying. This is addressed in the following lemma.

**Lemma 3:** In the high SNR regime, \( \gamma_S = \gamma_R = \gamma \to \infty \), the throughput and the outage probability of the buffer-aided relaying system considered in Theorem 2 converge to

\[
\tau \to \tau_0 = \frac{S_0R_0}{S_0 + R_0}, \quad \text{as } \gamma \to \infty,
\] (52)

\[
F_{\text{out}} \to \frac{P_RP_S}{R_0}.
\] (53)

**Proof:** In the high SNR regime, we have \( P_S \to 0 \) and \( P_R \to 0 \). Thus, condition (33) always holds and therefore \( F_{\text{out}} \) is given by (53). Furthermore, as \( P_S \to 0 \) and \( P_R \to 0 \), (50) simplifies to (52).

**C. Performance in Rayleigh Fading**

For concreteness, we assume in this subsection that both links of the considered three-node relay system are Rayleigh fading. We examine the diversity order and the diversity-multiplexing trade-off.

**Lemma 4:** For the special case of Rayleigh fading links, the buffer-aided relaying system considered in Theorem 2 achieves
a diversity gain of two, i.e., in the high SNR regime, when \( \gamma_S = \gamma_R = \gamma \to \infty \), the outage probability, \( F_{\text{out}} \), decays on a log-log scale with slope \(-2\) as a function of the transmit SNR \( \gamma \), and is given by

\[
F_{\text{out}} = \frac{2S_0 - 1}{\Omega_S} \frac{2R_0 - 1}{\Omega_R} \gamma^{-2}, \quad \text{as } \gamma \to \infty. \tag{54}
\]

Furthermore, the considered buffer-aided relaying system achieves a diversity-multiplexing trade-off, \( DM(r) \), of

\[
DM(r) = 2(1 - 2r), \quad 0 < r < 1/2. \tag{55}
\]

**Proof:** Please refer to Appendix D. \hfill \blacksquare

**Remark 8:** We recall that, for fixed rate transmission, both considered conventional relaying schemes without adaptive link selection achieved only a diversity gain of one, cf. (16), [17], despite the fact that Conventional Relaying 1 also entails an infinite delay. Thus, we expect large gains in terms of outage probability of the proposed buffer-aided relaying protocol with adaptive link selection compared to conventional relaying.

The performance of the considered system can be further improved by optimizing the transmission rates \( R_0 \) and \( S_0 \) based on the channel statistics. For Rayleigh fading with given \( \bar{\Omega}_S \) and \( \bar{\Omega}_R \), we can optimize \( R_0 \) and \( S_0 \) for minimization of the outage probability. This is addressed in the following lemma.

**Lemma 5:** Assuming Rayleigh fading, the optimal transmission rates \( S_0 \) and \( R_0 \) that minimize the outage probability in the high SNR regime, while maintaining a throughput of \( \tau_0 \), are given by \( R_0 = S_0 = 2\tau_0 \).

**Proof:** The throughput in the high SNR regime is given by (52), which can be rewritten as \( R_0 = S_0\tau_0/(S_0 - \tau_0) \). Inserting this into the asymptotic expression for \( F_{\text{out}} \) in (54) and minimizing it with respect to \( S_0 \) yields \( S_0 = R_0 = 2\tau_0 \). \hfill \blacksquare

**Remark 9:** For Rayleigh fading, although in the low SNR regime, the optimal \( S_0 \) and \( R_0 \) can be nonidentical, in the high SNR regime, independent of the values of \( \bar{\Omega}_S \) and \( \bar{\Omega}_R \), the minimum \( F_{\text{out}} \) is obtained for identical transmission rates for both links. Furthermore, in the high SNR regime, when \( \gamma_S = \gamma_R \to \infty \), for \( S_0 = R_0 \), the coin flip probability \( P_C \) converges to \( P_C = \Pr(C = 1) = \Pr(C = 0) \to 1/2 \).

**IV. Fixed Rate Transmission With Delay Constraints**

The protocol proposed in Section III does not impose any constraint on the delay that a transmitted bit experiences. However, in practice, most communication services require delay constraints. Therefore, in this section, we modify the buffer-aided relaying protocol derived in the previous section to account for constraints on the average delay. Furthermore, we analyze the effect of the applied modification on the throughput and the outage probability. For simplicity, throughout this section, we assume \( S_0 = R_0 \). We note that the link selection protocols proposed in Section IV-B are also applicable to the case of \( S_0 \neq R_0 \). However, since for \( S_0 \neq R_0 \) the packets transmitted by the source do not contain the same number of bits as the packets transmitted by the relay, the Markov chain based throughput and delay analyses in Sections IV-C and IV-D would be more complicated. Since we found in the previous section that, for high SNR, identical source and relay transmission rates minimize the outage probability, we avoid these additional complications here and concentrate on the case \( S_0 = R_0 \). Furthermore, to facilitate our analysis, throughout this section, we assume temporally uncorrelated fading.

**A. Preliminaries**

We define the delay as a bit as the time interval from its transmission by the source to its reception at the destination. Thus, assuming that the propagation delays in the S-R and R-D links are negligible, the delay of a bit is identical to the time that the bit is held in the buffer. As a consequence, we can use Little’s law [28] and express the average delay as

\[
E[T] = \frac{E\{Q\}}{A}, \tag{56}
\]

where \( E\{Q\} = \lim_{N \to \infty} \sum_{i=1}^{N} \frac{Q(i)}{N} \) is the average length of the queue in the buffer of the relay and \( A \) is the arrival rate in bits/slot into the queue as defined in (29). Since \( E\{Q\} \) is given in bits and \( A \) is given in bits/slot, the average delay \( E[T] \) is given in time slots. From (56), we observe that the delay can be controlled via the queue size.

**B. Link Selection Protocol for Delay Limited Transmission**

As mentioned before, we modify the optimal link selection protocol derived in Section III in order to limit the average delay. However, depending on the targeted average delay, somewhat different modifications are necessary, since it is not possible to achieve any desired delay with one protocol. Hence, three different link selection protocols are introduced in the following proposition.

**Proposition 1:** For fixed rate transmission with delay constraint, depending on the targeted average delay \( E[T] \) and the outage probabilities \( P_S \) and \( P_R \), we propose the following policies:

**Case 1:** If \( P_R < 1/(2 - P_S) \) and the required delay \( E[T] \) satisfies

\[
E[T] > \frac{1}{1 - P_R (2 - P_S)} + \frac{2(1 - P_S)}{1 - P_S P_R (2 - P_S)}, \tag{57}
\]

we propose the following link selection variable \( d_i \) to be used:

\[
\text{If } Q(i - 1) \leq R_0 \text{ and } O_S(i) = 1, \text{ then } d_i = 0, \quad \text{otherwise } d_i \text{ is given by (34).} \tag{58}
\]

**Case 2:** If \( P_R < 1/(2 - P_S) \) and the required delay \( E[T] \) satisfies

\[
\frac{1 - P_R (2 - P_S)}{1 - P_R (2 - P_S)} + \frac{2(1 - P_S)}{1 - P_S P_R (2 - P_S)}, \tag{59}
\]

we propose the following link selection variable \( d_i \) to be used:

\[
\text{If } Q(i - 1) = 0 \text{ and } O_S(i) = 1, \text{ then } d_i = 0, \quad \text{otherwise } d_i \text{ is given by (34).} \tag{60}
\]
Case 3: If the required delay \( E[T] \) satisfies
\[
\frac{1}{1 - P_R} < \frac{1}{1 - P_R(2 - P_S)} \, ,
\]
we propose the following link selection variable \( d_i \) to be used:
\[
\text{If } Q(i - 1) = 0 \text{ and } O_S(i) = 1, \text{ then } d_i = 0, \text{ otherwise } d_i \text{ is given by } 438.
\]
For each of the proposed link selection variables \( d_i \), the required delay can be met by adjusting the value of \( P_C = \Pr \{C = 1\} \), where the minimum and maximum delays are achieved with \( P_C = 1 \) and \( P_C = 0 \), respectively.

Remark 10: The delay limits given by 57, 59, and 61 arise from the analysis of the proposed protocols with link selection variables 58, 60, and 62, respectively. We will investigate these delay limits in Lemma 7 in Section IV-C and the corresponding proof is provided in Appendix [C].

Remark 11: We have not proposed a buffer-aided relaying protocol with adaptive link selection that can satisfy a required delay smaller than \( 1/(1 - P_R) \). For such small delays, Conventional Relaying 2 without adaptive link selection can be used.

C. Throughput and Delay

In the following, we analyze the throughput, the average delay, and the probability of having \( k \) packets in the queue for the modified link selection protocols proposed in Proposition 1 in the previous subsection. The results are summarized in the following theorem.

Theorem 3: Consider a buffer-aided relaying system operating in temporally uncorrelated block fading. Let source and relay transmit with rate \( R_0 \) respectively, and let the buffer size at the relay be limited to \( L \) packets each comprised of \( 0 \) bits. Assume that the relay drops newly received packets if the buffer is full. Then, depending on the adopted link selection protocol, the following cases can be distinguished:

Case 1: If the link selection variable \( d_i \) is given by 58, the probability of the buffer having \( k \) packets in its queue, \( \Pr \{Q = kR_0\} \), is obtained as
\[
\Pr \{Q = kR_0\} = \begin{cases} p^{k-1}(2p+q-1)(P_S-P_S-1) & , k = 0 \\ p^{k-1}(2p+q-1)(P_S-P_S-1) & , k = 1 \\ p^{k-1}(2p+q-1)(P_S-P_S-1) & , k = 2..L \end{cases}
\]
where \( p \) and \( q \) are given by
\[
p = 1 - P_S(1 - P_R)P_C + P_S(1 - P_R) ; \quad q = P_SP_R.
\]
Furthermore, the average queue length, \( E\{Q\} \), the average delay, \( E\{T\} \), and throughput, \( \tau \), are given by
\[
E\{Q\} = R_0\frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 0 \\
E\{Q\} = R_0\frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 1 \\
E\{Q\} = R_0\frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 2..L
\]
\[
E\{T\} = \frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 0 \\
E\{T\} = \frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 1 \\
E\{T\} = \frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 2..L
\]
where, if link selection variable \( d_i \) is given by 58, \( p \) and \( q \) are given by 64, while if link selection variable \( d_i \) is given by 62, \( p \) and \( q \) are given by
\[
p = 1 - P_R \quad \text{and} \quad q = P_SP_R + (1 - P_S)P_RP_C.
\]
Furthermore, the average queue length, \( E\{Q\} \), the average delay, \( E\{T\} \), and throughput, \( \tau \), are given by
\[
E\{Q\} = R_0\frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 0 \\
E\{Q\} = R_0\frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 1 \\
E\{Q\} = R_0\frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 2..L
\]
\[
E\{T\} = \frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 0 \\
E\{T\} = \frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 1 \\
E\{T\} = \frac{1}{2p+q-1} \times \left[p^{L-1}(2p+q-1)(P_S-P_S-1)(1-p-q)\right]^{L-1}, k = 2..L
\]
Proof: Please refer to Appendix [C].

Due to their complexity, the equations in Theorem 3 do not provide much insight into the performance of the considered system. To overcome this problem, we consider the case \( L \gg 1 \), which leads to significant simplifications and design insight. This is addressed in the following lemma.

Lemma 6: For the system considered in Theorem 3, assume that \( L \rightarrow \infty \). In this case, for a system with link selection variable \( d_i \) given by 58, 59, or 62 to be able to achieve a fixed delay, \( E\{T\} \), that does not grow with \( L \) as \( L \rightarrow \infty \), the condition \( 2p + q - 1 > 0 \) must hold. If \( 2p + q - 1 > 0 \) holds, the following simplifications can be made for each of the considered link selection variables:

Case 1: If the link selection variable \( d_i \) is given by 58,
the probability of the buffer being empty, the average delay, \( E(T) \), and throughput, \( \tau \), simplify to

\[
Pr\{Q = 0\} = \frac{P_S}{2PC(1 - P_R)(1 - P_S) - P_R P_S + 2P_S - 1}
\]

\[
E(T) = \frac{1}{2PC(1 - P_R)(1 - P_S) - P_R P_S + 2P_S - 1} + \frac{P_S^2}{2PC(2P_R - 1) - P_R + 1 - 2PC P_R P_S + PC}
\]

\[
\tau = \frac{P_S^2}{2PC(2P_R - 1) - P_R + 1 - 2PC P_R P_S + PC}
\]

**Case 2:** If the link selection variable \( d_i \) is given by \( 60 \), the probability of the buffer being empty, the average delay, \( E(T) \), and throughput, \( \tau \), simplify to

\[
Pr\{Q = 0\} = \frac{2PC(1 - P_R)(1 - P_S) + P_S(2 - P_R) - 1}{(1 - P_R)(P_S + 2PC(1 - P_S))}
\]

\[
E(T) = \frac{1}{2PC(1 - P_R)(1 - P_S) - P_R P_S + 2P_S - 1} + \frac{P_S}{2PC(1 - P_S)}
\]

\[
\tau = \frac{P_S}{2PC(1 - P_S)}
\]

**Case 3:** If the link selection variable \( d_i \) is given by \( 62 \), the probability of the buffer being empty, the average delay, \( E(T) \), and the throughput, \( \tau \), simplify to

\[
Pr\{Q = 0\} = \frac{1 - P_R(2 - P_S - PC(1 - P_S))}{2 - P_S - P_R(2 - P_S - PC(1 - P_S))}
\]

\[
E(T) = \frac{1}{1 - P_R(2 - P_S - PC(1 - P_S))} + \frac{1 + P_S P_R - P_R - P_S}{2 - P_S - P_R(2 - P_S - PC(1 - P_S))}
\]

For each of the considered cases, the probability \( P_C \) can be used to adjust the desired average delay \( E(T) \) in \( 74 \), \( 77 \), and \( 80 \).

**Proof:** Please refer to Appendix [4].

As already mentioned in Proposition 1, it is not possible to achieve any desired average delay with the proposed buffer-aided link selection protocols. The limits of the achievable average delay for each of the proposed link selection variables \( d_i \) in Proposition 1 are provided in the following lemma.

**Lemma 7:** Depending on the adopted link selection variable \( d_i \), the following cases can be distinguished for the average delay:

**Case 1:** If the link selection variable \( d_i \) is given by \( 58 \), then if \( P_R < 1/(2 - P_S) \) and \( P_S < 1/(2 - P_R) \), the system can achieve any average delay \( E(T) \geq T_{min,1} \), where \( T_{min,1} \) is given by

\[
T_{min,1} = \frac{1}{1 - P_R(2 - P_S)} + \frac{2(1 - P_S)}{1 - P_S P_R(2 - P_S)}
\]

On the other hand, if \( P_R < 1/(2 - P_S) \) and \( P_S > 1/(2 - P_R) \), the system can achieve any average delay in the interval \( T_{min,1} \leq E(T) \leq T_{max,1} \), where \( T_{max,1} \) is given by

\[
T_{max,1} = \frac{1}{P_S(2 - P_R) - 1}
\]

**Case 2:** If the link selection variable \( d_i \) is given by \( 60 \), then if \( P_R < 1/(2 - P_S) \) and \( P_S < 1/(2 - P_R) \), the system can achieve any average delay \( E(T) \geq T_{min,2} \), where \( T_{min,2} \) is given by

\[
T_{min,2} = \frac{1}{1 - P_R(2 - P_S)}
\]

However, if \( P_R < 1/(2 - P_S) \) and \( P_S > 1/(2 - P_R) \), the system can achieve any average delay \( T_{min,2} \leq E(T) \leq T_{max,2} \), where \( T_{max,2} \approx T_{max,1} \).

**Case 3:** If the link selection variable \( d_i \) is given by \( 62 \), then if \( P_R > 1/(2 - P_S) \), the system can achieve any average delay \( E(T) \geq T_{min,3} \), where \( T_{min,3} \) is given by

\[
T_{min,3} = \frac{1}{1 - P_R}
\]

On the other hand, if \( P_R < 1/(2 - P_S) \), the system can achieve any average delay \( T_{min,3} \leq E(T) \leq T_{max,3} \), where \( T_{max,3} = T_{min,2} \).

**Proof:** Please refer to Appendix [3].

In the following, we investigate the outage probability of the proposed buffer-aided relaying protocol for delay constrained fixed rate transmission.

**D. Outage Probability**

The following theorem specifies the outage probability.

**Theorem 4:** For the considered buffer-aided relaying protocol in Proposition 1 if the required delay can be satisfied by using the link selection variable \( d_i \) in either \( 58 \) or \( 60 \), the outage probability is given by

\[
F_{out} = P_S Pr\{Q = 0\} + P_S P_R (1 - Pr\{Q = 0\} - Pr\{Q = LR_0\})
\]

\[
+ \left((1 - P_S) P_R + (1 - P_S P_R)(1 - P_C)\right) Pr\{Q = LR_0\}
\]

where if \( d_i \) is given by \( 58 \), \( Pr\{Q = 0\} \) and \( Pr\{Q = LR_0\} \) are given by \( 63 \) with \( p \) and \( q \) given by \( 64 \). On the other hand, if \( d_i \) is given by \( 60 \), \( Pr\{Q = 0\} \) and \( Pr\{Q = LR_0\} \) are given by \( 65 \) with \( p \) and \( q \) given by \( 64 \).

If the required delay is satisfied by using the link selection variable \( d_i \) given by \( 62 \), then the outage probability is given by

\[
F_{out} = P_S Pr\{Q = 0\} + P_S P_R (1 - Pr\{Q = 0\} - Pr\{Q = LR_0\})
\]

\[
+ \left((1 - P_S) P_R + (1 - P_S P_R)(1 - P_C)\right) Pr\{Q = LR_0\}
\]

where \( Pr\{Q = 0\} \) and \( Pr\{Q = LR_0\} \) are given by \( 69 \) with \( p \) and \( q \) given by \( 69 \).

**Proof:** Please refer to Appendix [4].

The expressions for \( F_{out} \) in Theorem 4 are valid for general \( L \). However, significant simplifications are possible if \( L \gg 1 \). This is addressed in the following lemma.

**Lemma 8:** When \( L \rightarrow \infty \), the outage probability given by \( 86 \) and \( 87 \) simplifies to

\[
F_{out} = P_S Pr\{Q = 0\} + P_S P_R (1 - Pr\{Q = 0\})
\]

(88)
where $\Pr\{Q = 0\}$ is given by (73), (76), and (79) if $d_i$ is given by (58), (60), and (62), respectively.

Proof: Eq. (88) is obtained by letting $\Pr\{Q = LR_0\} \to 0$ when $L \to \infty$ in (86) and (87).

The expression for the outage probability in (88) can be further simplified in the high SNR regime, which provides insight into the achievable diversity gain. This is summarized in the following theorem.

**Theorem 5:** In the high SNR regime, when $\gamma_S = \gamma_R = \gamma \to \infty$, depending on the required delay that the system has to satisfy, two cases can be distinguished:

**Case 1:** If $1 < E\{T\} \leq 3$, the outage probability asymptotically converges to

$$F_{\text{out}} \to \frac{P_S}{E\{T\} + 1}, \quad \text{as } \gamma \to \infty.$$  

(89)

**Case 2:** If $E\{T\} > 3$, the outage probability asymptotically converges to

$$F_{\text{out}} \to \frac{P_S^2}{E\{T\} - 1} + P_S P_R, \quad \text{as } \gamma \to \infty.$$  

(90)

Therefore, assuming Rayleigh fading, the considered system achieves a diversity gain of two if and only if $E\{T\} > 3$.

Proof: Please refer to Appendix I.

According to Theorem 5 for Rayleigh fading, a diversity gain of two can be also achieved for delay constrained transmission, which underlines the appeal of buffer-aided relaying with adaptive link selection compared to conventional relaying, which only achieves a diversity gain of one even in case of infinite delay (Conventional Relaying 1).

V. MIXED RATE TRANSMISSION

In this section, we investigate buffer-aided relaying protocols with adaptive link selection for mixed rate transmission. In particular, we assume that the source does not have CSIT and transmits with fixed rate $S_0$ but the relay has full CSIT and transmits with the maximum possible rate, $R(i) = \log_2(1 + r(i))$, that does not cause an outage in the R-D channel. For this scenario, we consider first delay unconstrained transmission and derive the optimal link adaptive buffer-aided relaying protocols with and without power allocation. Subsequently, we investigate the impact of delay constraints.

Before we proceed, we note that for mixed rate transmission the throughput can be expressed as

$$\tau = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} d_i \min\{\log_2(1 + r(i)), Q(i - 1)\},$$  

(91)

where we used (4) and (9). For the derivation of the maximum throughput of buffer-aided relaying with adaptive link selection the following theorem is useful.

**Theorem 6:** The link selection policy that maximizes the throughput of the considered buffer-aided relaying system for mixed rate transmission can be found in the set of link selection policies that satisfy

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} (1-d_i)O_S(i)S_0 = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} d_i \log_2(1+r(i)).$$  

(92)

Furthermore, for link selection policies within this set, the throughput is given by the right (and left) hand side of (92).

Proof: A proof of this theorem can be obtained by replacing $O_R(i)R_0$ by $\log_2(1 + r(i))$ in the proof of Theorem 1 given in Appendix A.

Hence, similar to fixed rate transmission, for the set of policies considered in Theorem 6 for $N \to \infty$, the buffer at the relay is practically always fully backlogged. Thus, the $\min(\cdot)$ function in (91) can be omitted and the throughput is given by the right hand side of (92).

A. Optimal Link Selection Policy Without Power Allocation

Since the relay has the instantaneous CSI of both links, it can also optimize its transmit power. However, to get more insight, we first consider the case where the relay transmits with fixed power. We note that power allocation is not always desirable as it requires highly linear power amplifiers and thus, increases the implementation complexity of the relay.

According to Theorem 6 the optimal link selection policy maximizing the throughput can be found in the set of policies that satisfy (92). Therefore, the optimal policy can be obtained from the following optimization problem

$$\text{Maximize : } \frac{1}{N} \sum_{i=1}^{N} d_i \log_2(1 + r(i))$$

Subject to : $C1 : \frac{1}{N} \sum_{i=1}^{N} (1-d_i)O_S(i)S_0 = \frac{1}{N} \sum_{i=1}^{N} d_i \log_2(1+r(i))$

$C2 : d_i(1-d_i) = 0$, $\forall i$,

where $N \to \infty$, constraint $C1$ ensures that the search for the optimal policy is conducted only among the policies that satisfy (92), and $C2$ ensures that $d_i \in \{0, 1\}$. The solution of (93) leads to the following theorem.

**Theorem 7:** Let the pdfs of $s(i)$ and $r(i)$ be denoted by $f_s(s)$ and $f_r(r)$, respectively. Then, for the considered buffer-aided relaying system in which the source transmits with a fixed rate $S_0$ and fixed power $P_S$, and the relay transmits with an adaptive rate $R(i) = \log_2(1 + r(i))$ and fixed power $P_R$, two cases have to be distinguished for the optimal link selection variable $d_i$, which maximizes the throughput:

**Case 1:** If

$$P_S \leq \frac{S_0}{S_0 + \int_0^{\infty} \log_2(1 + r) f_r(r) dr},$$  

(94)

holds, then

$$d_i = \begin{cases} 1 & \text{if } O_S(i) = 0 \\ 1 & \text{if } O_S(i) = 1 \text{ AND } r(i) \geq 2^{sS_0} - 1 \\ 0 & \text{if } O_S(i) = 1 \text{ AND } r(i) < 2^{sS_0} - 1 \end{cases},$$  

(95)

where $\rho$ is a constant which can be found as the solution of

$$S_0(1 - P_S) \int_0^{2^{sS_0} - 1} f_r(r) dr = P_S \int_{2^{sS_0} - 1}^{\infty} \log_2(1 + r) f_r(r) dr + (1 - P_S) \int_{2^{sS_0} - 1}^{\infty} \log_2(1 + r) f_r(r) dr.$$

(96)

In this case, the maximum throughput is given by the right (and left) hand side of (96).

**Case 2:** If (94) does not hold, then

$$d_i = \begin{cases} 0 & \text{if } O_S(i) = 1 \\ 1 & \text{if } O_S(i) = 0. \end{cases}$$  

(97)
In this case, the maximum throughput is given by
\[ \tau = S_0 (1 - P_S). \] (98)

**Proof:** Please refer to Appendix [1].

We note that with mixed rate transmission the S-R link is used only if it is not in outage, cf. (95), (97). On the other hand, the R-D link is never in outage since the transmission rate is adjusted to the channel conditions. Furthermore, buffer-aided relaying with adaptive link selection has a larger throughput than Conventional Relaying 1, and also achieves a multiplexing gain of one.

To get more insight, we specialize the results derived thus far in this section to Rayleigh fading links.

Lemma 9: For Rayleigh fading links, condition (94) simplifies to
\[ P_S = 1 - \exp \left( -\frac{2S_0 - 1}{\Omega_S} \right) \leq \frac{S_0}{S_0 + e^{\frac{1}{\Omega_R}} E_1(1/\Omega_R)/\ln(2)}. \] (99)

Furthermore, (96) simplifies to
\[ S_0 \exp \left( -\frac{2S_0 - 1}{\Omega_S} \right) \left[ 1 - \exp \left( -\frac{2S_0 - 1}{\Omega_R} \right) \right] = \frac{e^{1/\Omega_R}}{\ln(2)} \left[ \left( 1 - \exp \left( -\frac{2S_0 - 1}{\Omega_S} \right) \right) E_1 \left( \frac{1}{\Omega_R} \right) \right] + \exp \left( -\frac{2S_0 - 1}{\Omega_R} \right) E_1 \left( \frac{2S_0}{\Omega_R} \right) + \exp \left( -\frac{2S_0 - 1}{\Omega_R} \right) \cdot \exp \left( -\frac{2S_0 - 1}{\Omega_S} \right) \rho S_0, \] (100)
and the maximum throughput is given by the right (and left) hand side of (100). If (99) does not hold, the throughput can be obtained by simplifying (98) to
\[ \tau = S_0 \exp \left( -\frac{2S_0 - 1}{\Omega_S} \right). \] (101)

**Proof:** Equations (99)-(101) are obtained by inserting the pdfs of \( s(i) \) and \( r(i) \) into (94), (96), and (98), respectively.

**B. Optimal Link Selection Policy with Power Allocation**

As mentioned before, since for mixed rate transmission the relay is assumed to have the full CSI of both links, power allocation can be applied to further improve performance. In other words, the relay can adjust its transmit power \( P_R(i) \) to the channel conditions while the source still transmits with fixed power \( P_S(i) = P_S, \forall i \). In the following, for convenience, we will use the transmit SNRs without fading, \( \gamma_S \) and \( \gamma_R(i) \), which may be viewed as normalized powers, as variables instead of the actual powers \( P_S = \gamma_S \sigma^2_n \) and \( P_R(i) = \gamma_R(i) \sigma^2_n \).

For the power allocation case, Theorem 6 is still applicable but it is convenient to rewrite the throughput as
\[ \tau = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} d_i \log_2 (1 + \gamma_R(i) h_R(i)). \] (102)

We note that (92) also applies to the case of power allocation. Furthermore, in order to meet the average power constraint \( \Gamma \), the instantaneous (normalized) power \( \gamma_R(i) \) and the fixed (normalized) power \( \gamma_S \) have to satisfy the following condition:
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} (1 - d_i) O_S(i) \gamma_S + \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} d_i \gamma_R(i) \leq \Gamma. \] (103)

Thus, the optimal link selection policy for mixed rate transmission is the solution of the following optimization problem:

Maximize:
\[ \frac{1}{N} \sum_{i=1}^{N} d_i \log_2 \left( 1 + \gamma_R(i) h_R(i) \right) \]

Subject to:
\[ C1: \frac{1}{N} \sum_{i=1}^{N} (1 - d_i) O_S(i) S_0 = \frac{1}{N} \sum_{i=1}^{N} d_i \log_2 \left( 1 + \gamma_R(i) h_R(i) \right) \]
\[ C2 : d_i (1 - d_i) = 0, \quad \forall i \]
\[ C3 : \frac{1}{N} \sum_{i=1}^{N} (1 - d_i) O_S(i) S_0 + \frac{1}{N} \sum_{i=1}^{N} d_i \gamma_R(i) \leq \Gamma, \] (104)

where \( N \to \infty \), constraints C1 and C3 ensure that the search for the optimal policy is conducted only among those policies that jointly satisfy (92) and the source-relay power constraint (103), respectively, and C2 ensures that \( d_i \in \{0, 1\} \). The solution of (104) is provided in the following theorem.

**Theorem 8:** Let the pdfs of \( h_S(i) \) and \( h_R(i) \) be denoted by \( f_{h_S}(h_S) \) and \( f_{h_R}(h_R) \), respectively. Then, for the considered buffer-aided relaying system where the source transmits with a fixed rate \( S_0 \) and fixed power \( \gamma_S \) and the relay transmits with adaptive rate \( R(i) = \log_2 (1 + r(i)) = \log_2 (1 + \gamma_R(i) h_R(i)) \) and adaptive power \( \gamma_R(i) \), two cases have to be considered for the optimal link selection variable \( d_i \) which maximizes the throughput:

**Case 1:** If
\[ P_S \leq \frac{S_0}{S_0 + \int_{\lambda}^{\infty} \log_2 (h_R/\lambda) f_{h_R}(h_R) dh_R}, \] (105)
holds, where \( \lambda_1 \) is found as the solution to
\[ P_S \int_{\lambda_1}^{\infty} \left( \frac{1}{\lambda} - \frac{1}{h_R} \right) f_{h_R}(h_R) dh_R + \gamma_S (1 - P_S) = \Gamma, \] (106)

then the optimal power \( \gamma_R(i) \) and link selection variable \( d_i \) which maximize the throughput are given by
\[ \gamma_R(i) = \max \left\{ 0, \frac{1}{\lambda} - \frac{1}{h_R(i)} \right\}, \] (107)
and
\[ d_i = \begin{cases} 1 & \text{if } O_S(i) = 0 \text{ and } h_R(i) \geq \lambda \\ 1 & \text{if } O_S(i) = 1 \text{ and } h_R(i) \geq \lambda \\ \text{AND } \ln \left( \frac{h_R(i)}{\lambda} \right) + \frac{\rho S_0}{h_R(i)} \geq \rho S_0 - \lambda \gamma_S + 1 \\ 0 & \text{if } O_S(i) = 0 \text{ and } h_R(i) < \lambda \\ 0 & \text{if } O_S(i) = 1 \text{ and } h_R(i) \geq \lambda \\ \text{AND } \ln \left( \frac{h_R(i)}{\lambda} \right) + \frac{\rho S_0}{h_R(i)} < \rho S_0 - \lambda \gamma_S + 1 \\ \varepsilon & \text{if } O_S(i) = 0 \text{ and } h_R(i) < \lambda, \end{cases} \] (108)

where \( \varepsilon \) is either 0 or 1 and has not impact on the throughput. Constants \( \rho \) and \( \lambda \) are chosen such that constraints C1 and C3
Furthermore, condition (105) simplifies to

\[ \frac{S_0}{S_0 + E_1(\lambda_t/\Omega_R)/\ln(2)} \leq P_S \leq \frac{S_0}{\lambda_t} \left( 1 - \frac{1}{\Omega_R} E_1 \left( \frac{\lambda_t}{\Omega_R} \right) \right) = \Gamma. \]  

(115)

where \( \lambda_t \) is found as the solution to

\[ P_S \left[ \frac{e^{-\lambda_t/\Omega_R}}{\lambda_t} - \frac{1}{\Omega_R} E_1 \left( \frac{\lambda_t}{\Omega_R} \right) \right] = \Gamma. \]  

(116)

For the case where (115) holds, (109) and (110) simplify to

\[ S_0(1 - P_S)(1 - e^{-G/\Omega_R}) = \frac{1}{\ln(2)} \left[ P_S E_1 \left( \frac{\lambda_t}{\Omega_R} \right) \right] + (1 - P_S) \left( E_1 \left( \frac{G}{\Omega_R} \right) + \ln \left( \frac{G}{\lambda_t} \right) e^{-G/\Omega_R} \right) \]  

(117)

and

\[ P_S \left[ \frac{e^{-\lambda_t/\Omega_R}}{\lambda_t} - \frac{1}{\Omega_R} E_1 \left( \frac{\lambda_t}{\Omega_R} \right) \right] + \gamma_S(1 - P_S)(1 - e^{-G/\Omega_R}) = \Gamma, \]  

(118)

respectively, where integral limit \( G \) is given by (111). The maximum throughput is given by the right (and left) hand side of (117).

For the case where (115) does not hold, the throughput is given by \( \tau = S_0(1 - P_S) \).

**Proof:** Equations (115), (116), (117), and (118) are obtained by inserting the pdfs of \( h_S(i) \) and \( h_R(i) \) into (105), (106), (109), and (110), respectively. \( \blacksquare \)

**Remark 13:** Conditions (94) and (105) depend only on the long term fading statistics and not on the instantaneous fading states. Therefore, for fixed \( \Omega_S \) and \( \Omega_R \), the optimal policy for condition (94) is given by either (95) or (97), but not by both. Similarly, the optimal policy for condition (105) is given by either (108) or (113), but not by both.

C. Mixed Rate Transmission with Delay Constraints

Now, we turn our attention to mixed rate transmission with delay constraints. For the delay unconstrained case, Theorem 6 was very useful to arrive at the optimal protocol since it removed the complexity of having to deal with the queue states. However, for the delay constrained case, the queue states determine the throughput and the average delay. Moreover, for mixed rate transmission, the queue states can only be modeled by a Markov chain with continuous state space, which makes the analysis complicated. Therefore, we resort to a suboptimal adaptive link selection protocol in the following.

**Proposition 2:** Let the buffer size be limited to \( Q_{\text{max}} \) bits. For this case, we propose the following link selection protocol for mixed rate transmission with delay constraints:

1. If \( O_S(i) = 0 \), set \( d_i = 1 \).
2. Otherwise, if \( \log_2(1 + r(i)) \leq Q(i - 1) \leq Q_{\text{max}} - S_0 \), select \( d_i \) as proposed in Theorem 7 for the case of transmission without delay constraint.
3. Otherwise, if \( Q(i - 1) > Q_{\text{max}} - S_0 \), set \( d_i = 1 \).
4. Otherwise, if \( Q(i - 1) < \log_2(1 + r(i)) \), set \( d_i = 0 \).
If the $S-R$ link is in outage, the relay transmits. Otherwise, if there is enough room in the buffer to accommodate the bits possibly sent from the source to the relay and there are enough bits in the buffer for the relay to transmit, the link selection protocol introduced in Theorem 7 is employed. On the other hand, if there exists the possibility of a buffer overflow, the relay transmits to reduce the amount of data in the buffer. If the number of bits in the buffer is too low, the source transmits. The value of $Q_{\text{max}}$ can be used to adjust the average delay while maintaining a low throughput loss compared to the throughput without delay constraint.

Although conceptually simple, as pointed out before, a theoretical analysis of the throughput of the proposed queue size limiting protocol is difficult because of the continuous state space of the associated Markov chain. Thus, we will resort to simulations to evaluate its performance in Section VI.

D. Conventional Relaying With Delay Constraints

To have a benchmark for delay constrained buffer-aided relaying with adaptive link selection, we propose a corresponding conventional relaying protocol, which may be viewed as a delay constrained version of Conventional Relaying 1.

Proposition 3: The source transmits to the relay in $k$ consecutive time slots followed by the relay transmitting to the destination in the following $n$ time slots. Then, this pattern is repeated, i.e., the source transmits again in $k$ consecutive time slots, and so on. The values of $k$ and $n$ can be chosen to satisfy any delay and throughput requirements.

For this protocol, the queue is non-absorbing if

$$k(1 - P_S)S_0 \leq nE\{\log_2(1 + r(i))\}. \quad (119)$$

Assuming (119) holds, the average arrival rate is equal to the throughput and hence the throughput is given by

$$\tau = \frac{k}{k + n}(1 - P_S)S_0, \quad (120)$$

Using a numerical example, we will show in Section VI (cf. Fig. 6) that the protocol with adaptive link selection in Proposition 2 achieves a higher throughput than the conventional protocol in Proposition 3. However, the conventional protocol is more amenable to analysis and it is interesting to investigate the corresponding throughput and multiplexing gain for a given average delay in the high SNR regime, $\gamma_S = \gamma_R = \gamma \rightarrow \infty$. This is done in the following theorem.

Theorem 9: For a given average delay constraint, $E[T]$, the maximal throughput $\tau$ and multiplexing rate $r$ of mixed rate transmission, for $\gamma_S = \gamma_R = \gamma \rightarrow \infty$, are given by

$$\tau \rightarrow S_0 \left(1 - \frac{1}{2E[T]}\right), \quad \text{as } \gamma \rightarrow \infty. \quad (121)$$

$$r \rightarrow 1 - \frac{1}{2E[T]}, \quad \text{as } \gamma \rightarrow \infty. \quad (122)$$

Proof: Please refer to Appendix A.

Remark 14: Theorem 9 reveals that, as expected from the discussion of the case without delay constraints, delay constrained mixed rate transmission approaches a multiplexing gain of one as the allowed average delay increases.

VI. Numerical and Simulation Results

In this section, we evaluate the performance of the proposed fixed rate and mixed rate transmission schemes for Rayleigh fading. We also confirm some of our analytical results with computer simulations. We note that our analytical results are valid for $N \rightarrow \infty$. For the simulations, $N$ has to be finite, of course, and we adopted $N = 10^7$ in all simulations. Furthermore, in the simulations for buffer-aided relaying without delay constraints, we neglected transient effects caused by the filling and emptying of the buffer at the beginning and the end of transmission. This allows us to verify the theoretical results for this idealized case, which constitute performance upper bounds for the delay constrained case. On the other hand, for the practical delay constrained case transient effects are taken into account in our simulations. In particular, we assume that the buffer is empty at the beginning of transmission and, once the source has ceased to transmit, the relay transmits the queued information in its buffer until the buffer is empty. In this case, the simulated performance of the proposed protocols takes into account all transmitted bits. However, our results show that for the adopted value of $N$, transient effects (which are not included in our theoretical expressions, which were derived for $N \rightarrow \infty$) do not have a noticeable impact on the performance of the proposed delay constrained protocols and there is an excellent agreement between the simulated and theoretical performance results, cf. Figs. 3-5.

A. Fixed Rate Transmission

For fixed rate transmission, we evaluate the proposed link selection protocols for transmission with and without delay constraints. Throughout this section we assume that source and relay transmit with identical rates, i.e., $S_0 = R_0$.

1) Transmission Without Delay Constraints: In Fig. 2, we show the ratio of the throughputs achieved with the proposed buffer-aided relaying protocol with adaptive link selection and Conventional Relaying 1 as a function of the transmit SNR $\gamma_S = \gamma_R = \gamma$ for $\Omega = 1$, $S_0 = R_0 = 2$ bits/slot, and different values of $\Omega$. The throughput of buffer-aided relaying, $\tau$, was computed based on (36), (40), and (44) in Theorem 2 while the throughput of Conventional Relaying 1, $\tau_{\text{conv},1}$, was obtained based on (12). Furthermore, we also show simulation results where the throughput of the buffer-aided relaying protocol was obtained via Monte Carlo simulation. From Fig. 2 we observe that theory and simulation are in excellent agreement. Furthermore, Fig. 2 shows that except for $\Omega = \Omega_R$ the proposed link adaptive relaying scheme achieves its largest gain for medium SNRs. For very high SNRs, both links are never in outage and thus, Conventional Relaying 1 with optimized $\xi$ and link adaptive relaying achieve the same performance. On the other hand, for very low SNR, there are very few transmission opportunities on both links as the links are in outage most of the time. The proposed link adaptive protocol can exploit all of these opportunities. In contrast, for $\Omega = \Omega_R$, Conventional Relaying 1 chooses $\xi = 0.5$ and will miss half of the transmission opportunities by selecting the link that is in outage instead of the link that is not in outage because of the pre-determined schedule for link selection. On
For buffer-aided relaying with adaptive link selection, the theoretical results shown in Fig. 5 were obtained from (86) and (87). These theoretical results are confirmed by the Monte Carlo simulation results also shown in Fig. 5. Furthermore, the curves for transmission without delay constraint (i.e., $E(T) \to \infty$ as $N \to \infty$) were computed from (51), and for Conventional Relaying 2, we used (15). In addition, we have included in Fig. 5 the outage probability of the buffer-aided relaying protocol proposed in [22, Section V.C]. The results for the latter protocol were obtained via Monte Carlo simulation. Fig. 5 shows that even for an average delay as small as $E(T) = 1.1$ slots, the proposed buffer-aided relaying protocol with adaptive link selection outperforms Conventional Relaying 2. Furthermore, as expected from Theorem 5, buffer-aided relaying with adaptive link selection achieves a diversity gain of two when the average delay is larger than three time slots (e.g., $E(T) = 3.1$ time slots in Fig. 5). This leads to a large performance gain over conventional relaying which achieves only a diversity gain of one. Finally, note that even for $E(T) = 3.1$ the coding gain loss is very small compared to the case of $E(T) \to \infty$. This is in stark contrast to the protocol proposed in [22, Section V.C], which suffers from a loss in diversity even for an average delay of $E(T) = 50$.

Remark 15: For the simulation results shown in Figs. 4 and 5 we adopted a relay with a buffer size of $L = 60$ packets, which leads to a negligible probability of dropped packets. For example, for $\gamma = 45$ dB, the probability of a full buffer, $Pr\{Q = LR_0\}$, is bounded by $Pr\{Q = LR_0\} < 10^{-60}$. This also supports the claim in the proof of Theorem 5 that for large enough buffer sizes the probability of dropping a packet due to a buffer overflow becomes negligible.

**B. Mixed Rate Transmission**

In this section, we investigate the achievable throughput for mixed rate transmission. For this purpose, we consider again the delay constrained and the delay unconstrained cases separately.

1) Transmission Without Delay Constraints: In Fig. 6 we compare the throughputs of buffer-aided relaying with adaptive link selection and Conventional Relaying 1. In both cases, we consider the cases with and without power allocation. The theoretical results shown in Fig. 6 for the four considered schemes were generated based on Theorem 7, Lemma 9, Theorem 8, Lemma 10, 21, 22, and 21. The transmit...
SNRs of both links are identical, i.e., $\gamma_S = \gamma_R = \Gamma$, $S_0 = 2$ bits/slot, $\bar{\Omega}_S = 10$, and $\bar{\Omega}_R = 1$. As can be observed from Fig. 6 for both buffer-aided relaying with adaptive link selection and Conventional Relaying 1, power allocation is beneficial only for low to moderate SNRs. Both schemes can achieve a throughput of $S_0$ bits/slot in the high SNR regime. However, adaptive link selection achieves a throughput gain compared to Conventional Relaying 1 in the entire considered SNR range.

2) Transmission with Delay Constraints: In Fig. 7 we compare the throughputs of various mixed rate and fixed rate transmission schemes for a maximum average delay of $E\{T\} = 5$ time slots and $S_0 = 2$ bits/slot. The transmit SNRs of both links are identical, i.e., $\gamma_S = \gamma_R = \Gamma$, $\bar{\Omega}_S = \bar{\Omega}_R = 1$. For mixed rate transmission, we simulated both the buffer-aided relaying protocol with adaptive link selection described in Proposition 2 and the conventional relaying protocol described in Proposition 3. For fixed rate transmission, we chose $R_0 = S_0 = 2$ bits/slot and included results for buffer-aided relaying with adaptive link selection obtained based on Lemma 6. Furthermore, for mixed rate transmission, we also show the maximum achievable throughput of buffer-aided relaying with adaptive link selection in the absence of delay constraints (as given by Theorem 7/Lemma 9) and the maximum throughput achievable for a delay constraint of $E\{T\} = 5$ time slots and infinite transmit power (as given
Fig. 6. Throughput of buffer-aided relaying with adaptive link selection and Conventional Relaying 1 vs. $\Gamma$. Mixed rate transmission without delay constraints. $\Omega_S = 10$, $\Omega_R = 1$, and $S_0 = 2$ bits/slot.

Fig. 7. Throughput of buffer-aided relaying with adaptive link selection and conventional relaying vs. $\Gamma$. Mixed rate and fixed rate transmission with delay constraint. $E\{T\} = 5$ time slots, $\gamma_S = \gamma_R = \Gamma$, $S_0 = 2$ bits/slot, and $\Omega_S = \Omega_R = 1$.

by (121)). Fig. 7 reveals that for mixed rate transmission the protocol with adaptive link selection proposed in Proposition 2 is superior to the conventional relaying scheme proposed in Proposition 3 and for high SNR, both protocols reach the upper bound for mixed rate transmission under a delay constraint given by (121). Furthermore, Fig. 7 also shows that mixed rate transmission is superior to fixed rate transmission since the former can exploit the additional flexibility afforded by having CSIT for the $R-D$ link. For example, for $\Gamma = 30$ dB, mixed rate transmission with adaptive link selection achieves a throughput gain of 65% compared to fixed rate transmission, and even conventional link selection still achieves a gain of 45%. Fig. 7 also shows that even in the presence of severe delay constraints mixed rate transmission can significantly reduce the throughput loss caused by half-duplexing compared to full-duplexing, whose maximum throughput is $S_0 = 2$ bits/slot.

VII. CONCLUSIONS

In this paper, we have considered a three-node decode-and-forward relay system comprised of a source, a half-duplex relay with a buffer, and a destination, where the direct source-destination link is not available or not used. We have investigated both fixed rate transmission, where source and relay

1We note that for transmitting and receiving in the same time slot and the same frequency band, a full-duplex relay would need two antennas, one for transmission and one for reception [30], whereas the half-duplex relay considered in this paper only requires one antenna which can be used for reception and transmission in different time slots. However, a decode-and-forward full-duplex relay can retransmit the packet received in the current time slot in the following time slot and has to store it only for one time slot.
do not have full CSIT and are forced to transmit with fixed rate, and mixed rate transmission, where the source does not have full CSIT and transmits with fixed rate but the relay has full CSIT and transmits with variable rate. For both modes of transmission, we have derived the throughput-optimal buffer-aided relaying protocols with adaptive link selection and the resulting throughputs and outage probabilities. Furthermore, we could show that buffer-aided relaying with adaptive link selection leads to substantial performance gains compared to conventional relaying with non-adaptive link selection. In particular, for fixed rate transmission, buffer-aided relaying with adaptive link selection achieves a diversity gain of two, whereas conventional relaying is limited to a diversity gain of one. For mixed rate transmission, both buffer-aided relaying with adaptive link selection and a newly proposed conventional relaying scheme with non-adaptive link selection have been shown to overcome the half-duplex loss typical for wireless relaying protocols and to achieve a multiplexing gain of one. Since the proposed throughput-optimal protocols introduce an infinite delay, we have also proposed modified protocols for delay constrained transmission and have investigated the resulting throughput-delay trade-off. Surprisingly, the diversity gain of fixed rate transmission with buffer-aided relaying is also observed for delay constrained transmission as long as the average delay exceeds three time slots. Furthermore, for mixed rate transmission, an average delay $E[T]$, a multiplexing gain of $r = 1 - 1/(2E[T])$ is achieved even for conventional relaying.

**APPENDIX**

A. Proof of Theorem 4

We first note that, because of the law of the conservation of flow, $A \geq \tau$ is always valid and equality holds if and only if the queue is non-absorbing.

We denote the set of indices with $d_i = 1$ by $\bar{I}$ and the set of indices with $d_i = 0$ by $I$. Assume that we have a link selection protocol with arrival rate $A$ and throughput $\tau$ with $A > \tau$, i.e., the queue is absorbing. Then, for $N \to \infty$, we have

$$A = \frac{1}{N} \sum_{i \in I} (1 - d_i)O_S(i)S_0$$

$$\geq \tau = \frac{1}{N} \sum_{i \in \bar{I}} d_iO_R(i) \min\{R_0, Q(i - 1)\}. \quad (123)$$

From (123) we observe that the considered protocol cannot be optimal as the throughput can be improved by moving some of the indices $i$ in $I$ to $\bar{I}$ which leads to an increase of $\tau$ at the expense of a decrease of $A$. As we continue moving indices from $I$ to $\bar{I}$ we reach a point where $A = \tau$ holds. At this point, the queue becomes non-absorbing (but is at the boundary between a non-absorbing and an absorbing queue) and the throughput is maximized. If we continue moving indices from $I$ to $\bar{I}$, in general, $A$ will decrease and as a consequence of the law of conservation of flow, $\tau$ will also decrease. We note that $A$ does not decrease if we move only those indices from $I$ to $\bar{I}$ for which $O_S(i) = 0$ holds. In this case, $A$ will not change, and as a consequence of the law of conservation of flow, the value of $\tau$ also remains unchanged. Note that this is used in Lemma 1. However, the queue is moved from the edge of non-absorption if $O_S(i) = 1$ holds for some of the indices moved from $I$ to $\bar{I}$. As will be seen later, if the queue of the buffer operates at the edge of non-absorption, the throughput becomes independent of the state of the queue, which is desirable for analytical throughput maximization.

In the following, we will prove that when the queue is at the edge of non-absorption the following holds

$$\tau = \lim_{N \to \infty} \frac{1}{N} \sum_{i = 1}^{N} d_iO_R(i)R_0$$

$$= A = \lim_{N \to \infty} \frac{1}{N} \sum_{i = 1}^{N} (1 - d_i)O_S(i)S_0. \quad (124)$$

Let $\epsilon$ denote a small subset of $\bar{I}$ containing only indices $i$ for which $O_S(i) = 1$, where $|\epsilon|/N \to 0$ for $N \to \infty$ and $|\cdot|$ denotes the cardinality of a set. Throughout the remainder of this proof $N \to \infty$ is assumed.

If the queue in the buffer of the relay is absorbing, $A > \tau$ holds and on average the number of bits arriving at the queue exceed the number of bits leaving the queue. Thus, $R_0 \leq Q(i - 1)$ holds almost always and as a result the throughput can be written as

$$\tau = \frac{1}{N} \sum_{i \in I} O_R(i) \min\{R_0, Q(i - 1)\} = \frac{1}{N} \sum_{i \in I} O_R(i)R_0. \quad (125)$$

Now, we assume that the queue is at the edge of non-absorption. That is $A = \tau$ holds but moving the small fraction of indices in $\epsilon$, where $|\epsilon|/N \to 0$, from $I$ to $\bar{I}$ will make the queue an absorbing queue with $A > \tau$. For this case, we wish to determine whether or not

$$\frac{1}{N} \sum_{i \in I} O_R(i)R_0 > \tau = \frac{1}{N} \sum_{i \in I} O_R(i) \min\{R_0, Q(i - 1)\}$$

$$= A = \frac{1}{N} \sum_{i \in I} O_S(i)S_0. \quad (126)$$

holds. To test this, we move a small fraction $\epsilon$, where $|\epsilon|/N \to 0$, of indices from $I$ to $\bar{I}$, thus making the queue an absorbing queue. As a result, (125) holds and (126) becomes

$$1 \over N \sum_{i \in \bar{I} \setminus \epsilon} O_R(i)R_0 = \tau = 1 \over N \sum_{i \in I \setminus \epsilon} O_R(i) \min\{R_0, Q(i - 1)\}$$

$$< A = 1 \over N \sum_{i \in I \setminus \epsilon} O_S(i)S_0. \quad (127)$$

From the above we conclude that if (125) holds, then based on (126) and (127), for $|\epsilon|/N \to 0$, we must have

$$1 \over N \sum_{i \in I} O_R(i)R_0 > 1 \over N \sum_{i \in I} O_S(i)S_0 \quad (128)$$

and

$$1 \over N \sum_{i \in \bar{I} \setminus \epsilon} O_R(i)R_0 < 1 \over N \sum_{i \in \bar{I} \setminus \epsilon} O_S(i)S_0. \quad (129)$$

However, for (128) and (129) to jointly hold, we require that the particular considered move of indices from $I$ to $\bar{I}$ causes
a discontinuity in \( \frac{1}{N} \sum_{i \in I} O_R(i) R_0 \) or/and a discontinuity in \( \frac{1}{N} \sum_{i \in I} O_S(i) S_0 \) as \( \epsilon / N \to 0 \) is assumed. Since \( S_0 \) and \( R_0 \) are finite, \( \lim_{N \to \infty} \sum_{i \in I} S_0/N = \lim_{N \to \infty} S_0(\epsilon/N) = 0 \) and \( \lim_{N \to \infty} \sum_{i \in I} R_0/N = \lim_{N \to \infty} R_0(\epsilon/N) = 0 \). Hence, such discontinuities are not possible. Therefore, at the edge of non-absorption the inequality in (126) cannot hold and we must have

\[
\frac{1}{N} \sum_{i \in I} O_R(i) R_0 = \tau = \frac{1}{N} \sum_{i \in I} O_R(i) \min \{ R_0, Q(i-1) \}
\]

\[
= A = \frac{1}{N} \sum_{i \in I} O_S(i) S_0.
\]

Eq. (130) can be written as (31). This concludes the proof.

B. Proof of Theorem 2

The Lagrangian of Problem (32) is given by

\[
\mathcal{L} = \frac{1}{N} \sum_{i=1}^{N} d_i O_R(i) R_0 - \sum_{i=1}^{N} \beta_i d_i (1 - d_i)
\]

\[\] 

\[\]

\[\]

\[\]

where \( \mu \) and \( \beta_i \) are the Lagrange multipliers. Differentiating \( \mathcal{L} \) with respect to \( d_i \), introducing \( \beta_i = N \beta_i \), and setting the result to zero leads to

\[
d_i = \frac{\beta_i + (-1 + \mu) O_R(i) R_0 + \mu O_S(i) S_0}{2 \mu}.
\]

(132)

For \( d_i(1 - d_i) = 0 \) to hold, we need either \( d_i = 0 \) or \( d_i = 1 \), which leads to two possible values for \( \beta_i \):

\[
d_i = 0 \Rightarrow \beta_{i,1} = (1 - \mu) O_R(i) R_0 - \mu O_S(i) S_0 \tag{133}
\]

\[
d_i = 1 \Rightarrow \beta_{i,2} = -\beta_{i,1}. \tag{134}
\]

For the maximum of \( \mathcal{L} \) in (131), \( \beta_i \leq 0 \), \( \forall i \), has to hold. Hence, we have

\[
d_i = \begin{cases} 
1 & \text{if } (1 - \mu) O_R(i) R_0 \geq \mu O_S(i) S_0 \\
0 & \text{if } (1 - \mu) O_R(i) R_0 \leq \mu O_S(i) S_0
\end{cases} \tag{135}
\]

Furthermore, \( 0 \leq \mu \leq 1 \) has to hold since for \( \mu < 0 \) and \( \mu > 1 \) we have always \( d_i = 1 \) and \( d_i = 0 \), respectively, irrespective of any non-negative values of \( O_S(i) S_0 \) and \( O_R(i) R_0 \). We consider the case \( 0 < \mu < 1 \). The boundary values \( \mu = 0 \) and \( \mu = 1 \) will be investigated later. From (135), for \( 0 < \mu < 1 \), we have four possibilities:

1) If \( O_R(i) = 1 \) and \( O_S(i) = 0 \), then \( d_i = 1 \).
2) If \( O_R(i) = 0 \) and \( O_S(i) = 1 \), then \( d_i = 0 \).
3) If \( O_R(i) = 0 \) and \( O_S(i) = 0 \), then \( d_i \) can be chosen to be either \( d_i = 0 \) or \( d_i = 1 \) and the choice does not influence the throughput as both the source and the relay remain silent.
4) If \( O_R(i) = 1 \) and \( O_S(i) = 1 \) and \( \mu \) is chosen such that \( 0 < \mu < R_0/(S_0 + R_0) \) then \( d_i = 1 \) in all time slots with \( O_R(i) = 1 \) and \( O_S(i) = 1 \), and as a result, condition C1 cannot be satisfied. Similarly, if \( \mu \) is chosen such that \( R_0/(S_0 + R_0) < \mu < 1 \), then \( d_i = 0 \) in all time slots with \( O_R(i) = 1 \) and \( O_S(i) = 1 \), and as a result condition C1 can also not be satisfied. Thus, we conclude that \( \mu \) must be set to \( \mu = R_0/(S_0 + R_0) \) since only in this case can \( d_i \) be chosen to be either \( d_i = 0 \) or \( d_i = 1 \), which is necessary for satisfying condition C1. Since for \( O_R(i) = 1 \) and \( O_S(i) = 1 \) neither link is in outage, \( d_i \) can be chosen to be either zero or one, as long as condition C1 is satisfied. In order to satisfy C1, we propose to flip a coin and the outcome of the coin toss decides whether \( d_i = 1 \) or \( d_i = 0 \). Let the coin have two outcomes \( \mathcal{C} \in \{0, 1\} \) with probabilities \( \Pr(\mathcal{C} = 0) \) and \( \Pr(\mathcal{C} = 1) \). We set \( d_i = 0 \) if \( \mathcal{C} = 0 \) and \( d_i = 1 \) if \( \mathcal{C} = 1 \). Thus, the probabilities \( \Pr(\mathcal{C} = 0) \) and \( \Pr(\mathcal{C} = 1) \) have to be chosen such that C1 is satisfied.

Choosing the link selection variable as in (34) and exploiting the independence of \( s(i) \) and \( r(i) \), condition C1 results in

\[
S_0 \left[ (1 - P_S) P_R + (1 - P_S)(1 - P_R) \Pr(\mathcal{C} = 0) \right] = R_0 \left[ (1 - P_R) P_S + (1 - P_S)(1 - P_R) \Pr(\mathcal{C} = 1) \right].
\]

(136)

From (136), we can obtain the probabilities \( \Pr(\mathcal{C} = 0) \) and \( \Pr(\mathcal{C} = 1) \), which after some basic algebraic manipulations leads to (35). The throughput is given by the right (or left) hand side of (136), which leads to (36).

For (35) to be valid, \( \Pr(\mathcal{C} = 0) \) and \( \Pr(\mathcal{C} = 1) \) have to meet \( 0 \leq \Pr(\mathcal{C} = 0) \leq 1 \) and \( 0 \leq \Pr(\mathcal{C} = 1) \leq 1 \), which leads to the conditions

\[
S_0(1 - P_S) - (1 - P_R) P_S R_0 \geq 0 \tag{137}
\]

\[
R_0(1 - P_R) - (1 - P_S) P_R S_0 \geq 0. \tag{138}
\]

Solving (137) and (138), we obtain that for the link selection variable \( d_i \) given in (34) to be valid, condition (33) has to be fulfilled.

Next, we consider the case where \( \mu = 0 \). Inserting \( \mu = 0 \) in (135), we obtain three possible cases:

1) If \( O_R(i) = 1 \), then \( d_i = 1 \).
2) If \( O_R(i) = 0 \) and \( O_S(i) = 0 \), then \( d_i \) can be chosen to be either \( d_i = 0 \) or \( d_i = 1 \) and the choice has no influence on the throughput.
3) If \( O_R(i) = 0 \) and \( O_S(i) = 1 \), then \( d_i \) can be chosen to be either \( d_i = 0 \) or \( d_i = 1 \) as long as condition C1 is satisfied. Similar to before, in order to satisfy C1, we propose to flip a coin and the outcome of the coin flip determines whether \( d_i = 1 \) or \( d_i = 0 \).

Choosing the link selection variable as in (35) and exploiting the independence of \( s(i) \) and \( r(i) \), condition C1 can be rewritten as

\[
S_0 P_R (1 - P_S) \Pr(\mathcal{C} = 0) = R_0 (1 - P_R). \tag{139}
\]

After basic manipulations (139) simplifies to (39). The throughput is given by the right (or left) hand side of (139) and can be simplified to (40).

Imposing again the conditions \( 0 \leq \Pr(\mathcal{C} = 0) \leq 1 \) and \( 0 \leq \Pr(\mathcal{C} = 1) \leq 1 \), we find that for \( \mu = 0 \), (137) still has to hold but (138) can be violated, which is equivalent to the new condition

\[
PR > \frac{R_0}{R_0 + S_0(1 - P_S)}. \tag{140}
\]
For the third and final case, letting \( \mu = 1 \) and following a similar path as for \( \mu = 0 \) leads to (42)-(44) and condition (41).

Finally, we have to prove that the three considered cases are mutually exclusive, i.e., for any combination of \( P_S \) and \( P_R \) only one case applies. Considering (33), (37), and (41) it is obvious that Cases 1 and 2 and Cases 1 and 3 are mutually exclusive, respectively. For Cases 2 and 3, the mutual exclusiveness is less obvious. Thus, we rewrite (37) and (41) as

\[
P_R > P_{R,2} \quad (141)
\]

and

\[
P_R < P_{R,3,} \quad (142)
\]

respectively, where \( P_{R,2} = R_0/(R_0 + S_0(1 - P_S)) \) and \( P_{R,3} = 1 + S_0/R_0 - S_0/(R_0 P_S) \). It can be shown that \( P_{R,2} > P_{R,3} \) for any \( 0 \leq P_S < 1 \). Hence, for \( 0 \leq P_S < 1 \), at most one of (141) and (142) is satisfied and Cases 2 and 3 are mutually exclusive. For \( P_S = 1 \) (i.e., the \( S-R \) link is always in outage), we have \( P_{R,2} = P_{R,3} = 1 \) and Case 1 and Case 3 apply for \( P_R = 1 \) and \( P_R < 1 \), respectively. Therefore, for any combination of \( P_S \) and \( P_R \) only one of the three cases considered in Theorem 2 applies. This concludes the proof.

C. Proof of Lemma 2

We provide two different proofs for the outage probability, \( F_{\text{out}} \), in (51). The first proof is more straightforward and based on (10). However, the second proof provides more insight into when outages occur.

Proof 1: In the absence of outages, the maximum achievable throughput, denoted by \( \tau_0 \), is given by (50). Thus, when (33) holds, \( F_{\text{out}} \) is obtained by inserting (46) and (50) into (10). Similarly, when (37) holds, \( F_{\text{out}} \) is obtained by inserting (41) and (50) into (10). Finally, when (41) holds, \( F_{\text{out}} \) is obtained by inserting (43) and (50) into (10). After basic simplifications, (51) is obtained. This concludes the proof.

Proof 2: The second proof exploits the fact that an outage occurs when both the source and the relay are silent, i.e., when none of the links is used. When (33) holds, from \( d_l \) given by (34), we observe that no transmission occurs only when both links are in outage. This happens with probability \( F_{\text{out}} = P_S P_R \). In contrast, when (37) holds, from \( d_l \) given by (38), we observe that no node transmits when both links are in outage or when the \( S-R \) link is not in outage, while the \( R-D \) link is in outage and the coin flip chooses the relay for transmission. This event happens with probability \( F_{\text{out}} = P_S P_R + (1 - P_S) P_R P_C \), which after inserting \( P_C \) given by (39) leads to (51). Finally, when (41) holds, from \( d_l \) given by (42), we see that no node transmits when both links are in outage or when the \( S-R \) link is in outage, while the \( R-D \) link is not in outage and the coin flip chooses the source for transmission. This happens with probability \( F_{\text{out}} = P_S P_R + P_S(1 - P_R)(1 - P_C) \), which after introducing \( P_C \) given by (43) leads to (51).

D. Proof of Lemma 4

Computing the link outages in (7) and (8) for Rayleigh fading and exploiting (53), we obtain (54) by employing 

\[
\Omega_S = \gamma \Omega_S \quad \text{and} \quad \Omega_R = \gamma \Omega_R \quad \text{in the resulting expression and using a Taylor series expansion for } \gamma \to \infty. \quad \text{As can be seen from (54)}, \quad \gamma \quad \text{has an exponent of } -2. \quad \text{Thus, the diversity order is two.}
\]

Moreover, for \( \Omega_S = \Omega_R = \Omega \) and \( S_0 = R_0 \), the asymptotic expression for \( F_{\text{out}} \) in (54) simplifies to

\[
F_{\text{out}} \to \frac{(2^{P_0} - 1)^2}{\Omega^2 \gamma^2}, \quad \text{as } \gamma \to \infty. \quad (143)
\]

Furthermore, for \( S_0 = R_0 \), the asymptotic throughput in (52) simplifies to \( \tau = R_0/2 \). Thus, letting \( \tau = r \log_2 (1 + \gamma) \) we obtain \( R_0 = 2r \log_2 (1 + \gamma) \). Inserting \( R_0 = 2r \log_2 (1 + \gamma) \) into (143), the diversity-multiplexing trade-off, \( DM(r) \), is obtained as

\[
DM(r) = - \lim_{\gamma \to \infty} \frac{\log_2(F_{\text{out}})}{\log_2(\gamma)} = - \lim_{\gamma \to \infty} \frac{\log_2((2^r \log_2(1 + \gamma) - 1) - 2 \log_2(\Omega) - 2 \log_2(2))}{\log_2(\gamma)} + 2 - 2 \lim_{\gamma \to \infty} \frac{\log_2((1 + \gamma)^{2r} - 1)}{\log_2(\gamma)} = 2 - 4r. \quad (144)
\]

This completes the proof.

E. Proof of Theorem 3

Let \( d_l \) be given by (58). Then, the following events are possible for the queue in the buffer:

1. If the buffer is empty, it stays empty with probability \( P_S \) and receives one packet with probability \( 1 - P_S \).
2. If the buffer contains one packet, it stays in the same state with probability \( P_S P_R \), sends the packet with probability \( P_S(1 - P_R) \), and receives a new packet with probability \( 1 - P_S \).
3. If the buffer contains more than one packet but less than \( L \) packets, it stays in the same state with probability \( P_S P_R \), receives a new packet with probability \( (1 - P_S)P_R + \left(1 - P_S\right)\left(1 - P_R\right)(1 - P_C) \), and sends one packet with probability \( (1 - P_R)P_S + (1 - P_S)(1 - P_R)P_C \).
4. If the buffer contains \( L \) packets, it stays in the same state with probability \( P_S P_R + (1 - P_S)P_R + \left(1 - P_S\right)\left(1 - P_R\right)(1 - P_C) \), and sends one packet with probability \( (1 - P_R)P_S + (1 - P_S)(1 - P_R)P_C \).

The events for the queue of the buffer detailed above, form a Markov chain whose states are defined by the number of packets in the queue. This Markov chain is shown in Fig. 8 where the probabilities \( p \) and \( q \) are given by (54). Let \( M \) denote the state transition matrix of the Markov chain and let \( m_{i,j} \) denote the element in the \( i \)-th row and \( j \)-th column of \( M \). Then, \( m_{i,j} \) is the probability that the buffer will transition from having \( i - 1 \) packets in its queue in the previous time...
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Theorem 3 and inserting the corresponding
expression for

Let \( \Pr(Q) = \Pr(Q = 0), \Pr(Q = R_0), \ldots, \Pr(Q = LR_0) \)
denote the steady state probability vector of the considered
Markov chain, where \( \Pr(Q = kR_0), k = 0, \ldots, L, \) is the
probability of having \( k \) packets in the buffer. The steady state
probability vector is obtained by solving the following system of
equations

which leads to (65). Using (65) the average queue size \( E\{Q\} \)
can be obtained from

which leads to (65). Furthermore, the average arrival rate can
be found as

Inserting the average arrival rate given by (148) and the
average queue size given by (65) into (66) yields the average
delay in (66).

For the case when \( d_i \) is given by either (60) or (62), the
queue in the buffer of the relay can be modeled by the Markov
chain shown in Fig. 9. If the link selection variable \( d_i \) is
given by (60), \( p \) and \( q \) are given by (64), and if the link
selection variable \( d_i \) is given by (62), \( p \) and \( q \) are given by
(69). Following the same procedure as before, (68)-(72) can
be obtained. This completes the proof.

F. Proof of Lemma 6

Let us first assume that \( 2p + q - 1 < 0 \), which is equivalent
to \( p < 1 - p - q \). Now, since \( L \to \infty \), \( p^L \) goes to zero faster
than \( (1 - p - q)^L \). Thus, by using \( p^L = 0 \) as \( L \to \infty \) in (66)
and (71), we obtain in both cases

Thus, we conclude that if \( 2p + q - 1 < 0 \), \( E\{T\} \) grows with
\( L \) and is unlimited as \( L \to \infty \). Thus, if \( E\{T\} \) is to be limited
as \( L \to \infty \), \( 2p + q - 1 > 0 \) has to hold.

If \( 2p + q - 1 > 0 \), as \( L \to \infty \), \( (1 - p - q)^L \) goes to
zero faster than \( p^L \). Hence, (73)-(81) are obtained by letting
\( (1 - p - q)^L = 0, \) as \( L \to \infty \), in the relevant equations
in Theorem 3 and inserting the corresponding \( p \) and \( q \) given by
(64) and (69) into the resulting expressions. This concludes
the proof.

G. Proof of Lemma 7

The minimum and maximum possible delays that the
considered buffer-aided relaying system can achieve are obtained
for \( P_C = 1 \) and \( P_C = 0 \), respectively. If \( d_i \) is given by (68),
the delay is given by (74). By setting \( P_C = 1 \) in (74) we obtain
the minimum possible delay in (82). However, since (74) is
valid only when \( 2p + q - 1 > 0 \), (82) is valid only when
\( P_R < 1/(2 - P_S) \). This condition is obtained by inserting
\( P_C = 1 \) into the expressions for \( p \) and \( q \) given by (64) and
exploiting \( 2p + q - 1 > 0 \). On the other hand, in order to get
the maximum delay given in (83), we set \( P_C = 0 \) in (74). The
derived maximum delay is valid only when \( P_S > 1/(2 - P_R) \),
which is obtained from \( 2p + q - 1 > 0 \) and inserting \( P_C = 0 \)
into the expressions for \( p \) and \( q \) given by (64).

A similar approach can be used to derive the delay limits
\( T_{\text{min},2}, T_{\text{max},2}, T_{\text{min},3} \), and \( T_{\text{max},3} \) valid for the cases when
\( d_i \) is given by (60) and (62). This concludes the proof.

H. Proof of Theorem 4

The outage probability, \( F_{\text{out}} \), can be derived based on two
different approaches. The first approach is straightforward and
based on (10). However, the second approach provides more
insight into how and when the outages occur and is based on
counting the time slots in which no transmissions occur. In the
following, we provide a proof based on the latter approach.

If \( d_i \) is given by (68) or (69), there are four different cases
where no node transmits.

1) The buffer is empty and the \( S-R \) link is in outage.
2) The buffer in not empty nor full and both the \( S-R \) and
\( R-D \) links are in outage.
3) The buffer is full, both the \( S-R \) link is in outage while the \( R-D \) link is in outage. In this case, the source
is selected for transmission but since the buffer is full,
the packet is dropped.
4) The buffer is full, both the \( S-R \) and \( R-D \) links are not
in outage, and the source is selected for transmission
based on the coin flip. In this case, since the buffer is
full, the packet is dropped.

Summing up the probabilities for each of the above four cases, we
obtain (86).

If \( d_i \) is given by (62), an outage occurs in three cases: Case
1 and Case 2 as described above, and a new Case 3.

In the new Case 3, the buffer is full, the \( S-R \) link is not in
outage while the \( R-D \) link is in outage, and the source
is selected for transmission based on the coin flip. Summing up
the probabilities for each of the three cases, we obtain (87).

I. Proof of Theorem 5

For delay constrained transmission with \( E\{T\} < L \), the
probability of dropped packets \( \Pr\{Q = LR_0\} \) can be made
arbitrarily small by increasing the buffer size $L$. Thus, for large enough $L$, we can set $\Pr\{Q = LR_0\} = 0$ in (86) and (87).

In the high SNR regime, when $P_S \to 0$ and $P_R \to 0$, $P_R < 1/(2 - P_S)$ and $P_S < 1/(2 - P_R)$ always hold. Using $P_S \to 0$ and $P_R \to 0$ in the delays specified in Proposition 1, we obtain the conditions $E\{T\} > 3$ and $1 < E\{T\} \leq 3$ if link selection variable $d_i$ is given by (58) and (60), respectively.

We first consider the case $E\{T\} > 3$, where $d_i$ is given by (58). Thus, the probability of the buffer being empty, $\Pr\{Q = 0\}$, is given by (73). Using $P_S \to 0$ and $P_R \to 0$ in (73), we obtain

$$\Pr\{Q = 0\} = P_S \left(1 - \frac{1}{2P_C}\right).$$

(150)

On the other hand, using $P_S \to 0$ and $P_R \to 0$ in the expression for $E\{T\}$ in (74), we obtain

$$E\{T\} = \frac{1}{2P_C - 1} + 2.$$  

(151)

Solving (151) for $P_C$ yields

$$P_C = \frac{1}{2} \left(1 + \frac{1}{E\{T\} - 2}\right).$$

(152)

Inserting (152) into (150) we obtain

$$\Pr\{Q = 0\} = \frac{P_S}{E\{T\} - 1}.$$ 

(153)

Finally, inserting (153) into (86) and setting $\Pr\{Q = LR_0\} = 0$, we obtain (90). However, this change does not affect the (average) throughput is not affected by the change.

Now, we consider the case $1 < E\{T\} \leq 3$, where $d_i$ is given by (60). Here, the probability of the buffer being empty, $\Pr\{Q = 0\}$, is given by (76). For $P_S \to 0$ and $P_R \to 0$, we obtain from (76)

$$\Pr\{Q = 0\} = 1 - \frac{1}{2\Pr\{C = 1\}}.$$ 

(154)

Furthermore, for $P_S \to 0$ and $P_R \to 0$, we obtain from (77) the asymptotic delay

$$E\{T\} = \frac{1}{2P_C - 1}.$$ 

(155)

or equivalently

$$P_C = \frac{1}{2} \left(1 + \frac{1}{E\{T\}}\right).$$

(156)

Inserting (156) into (154) we obtain

$$\Pr\{Q = 0\} = \frac{1}{E\{T\} + 1}.$$ 

(157)

Finally, inserting (157) into (87) and setting $\Pr\{Q = LR_0\} = 0$, we obtain (89). This concludes the proof.

**J. Proof of Theorem 7**

The Lagrangian of optimization problem (93) is given by

$$\mathcal{L} = \frac{1}{N} \sum_{i=1}^{N} d_i \log_2 (1 + r(i)) - \frac{1}{N} \sum_{i=1}^{N} d_i \log_2 (1 + r(i))$$

$$- (1 - d_i) O_S(i) S_0 - \sum_{i=1}^{N} \beta_i d_i (1 - d_i),$$

(158)

where $\mu$ and $\beta_i$ are the Lagrange multipliers. By differentiating $\mathcal{L}$ with respect to $d_i$, introducing $\beta_i = N \tilde{\beta}_i$, equating the result to zero, and solving the equation with respect to $d_i$, we obtain

$$d_i = \begin{cases} 1 & \text{if } (1 - \mu) \log_2 (1 + r(i)) \geq \mu O_S(i) S_0 \\ 0 & \text{if } (1 - \mu) \log_2 (1 + r(i)) \leq \mu O_S(i) S_0, \end{cases}$$

(159)

where we took into account that $\beta_i < 0$. Since for $\mu < 0$ and $\mu > 1$, we have always $d_i = 1$ and $d_i = 0$, respectively, irrespective of the (non-negative) values of $\log_2 (1 + r(i))$ and $O_S(i) S_0$, $0 \leq \mu \leq 1$ has to hold.

Let us first consider the case $0 < \mu < 1$ and investigate the boundary values $\mu = 0$ and $\mu = 1$. Later, for $0 < \mu < 1$, (159) can be written in the form of (95) after setting $\rho = \mu/(1 - \mu)$, where $\rho$ is chosen such that constraint C1 of problem (93) is met. Denoting the pdfs of $s(i)$ and $r(i)$ by $f_s(s)$ and $f_r(r)$ constraint C1 of problem (93) can be rewritten as in (96), which is valid for $\rho$ in the range of $[0, \infty)$. Thus, by setting $\rho = \infty$ in (96), we obtain the entire domain over which (95) is valid, which leads to condition (94).

Next, we consider the boundary values $\mu = 0$ and $\mu = 1$. The boundary value $\mu = 0$ or equivalently $\rho = 0$ is relevant only in the trivial case when the $S$-$R$ link is never in outage (i.e. $P_S = 0$) and $S_0 = \infty$, where a trivial solution is given by $d_1 = 0$ and $d_i = 1$ for $i = 2, \ldots, N$ and $N \to \infty$.

The other boundary value, $\mu = 1$, is invoked only when using $d_i$ as defined in (94), constraint C1 cannot be satisfied even when $\rho \to \infty$, which is the case when condition (94) does not hold. Therefore, if (94) does not hold, we set $\mu = 1$ in (159) and obtain the following cases:

1) If $O_S(i) = 1$, then $d_i = 0$.
2) If $O_S(i) = 0$, then $d_i$ can be chosen arbitrarily to be either zero or one as long as constraint C1 holds.

However, the same throughput as obtained when $O_S(i) = 0$ and $d_i$ is chosen such that constraint C1 holds, can also be obtained by choosing always $d_i = 1$ when $O_S(i) = 0$ resulting in (97). The reason behind this is as follows: Assume there is a policy for which when $O_S(i) = 0$, $d_i$ is chosen such that constraint C1 holds. Now, we change $d_i$ from 0 to 1 for $O_S(i) = 0$. However, this change does not affect the (average) amount of data entering the buffer. Thus, because of the law of conservation of flow, the average amount of data entering the buffer per time slot is identical to the average amount of data leaving the buffer per time slot (the throughput), and the throughput is not affected by the change.

**K. Proof of Theorem 8**

The Lagrangian of optimization problem (104) is given by

$$\mathcal{L} = \frac{1}{N} \sum_{i=1}^{N} d_i \log_2 (1 + \gamma_R(i) h_R(i)) - \frac{1}{N} \sum_{i=1}^{N} \tilde{\beta}_i d_i (1 - d_i)$$

$$- \mu \frac{1}{N} \sum_{i=1}^{N} \left[ d_i \log_2 (1 + \gamma_R(i) h_R(i)) - (1 - d_i) O_S(i) S_0 \right]$$

$$- \nu \frac{1}{N} \sum_{i=1}^{N} \left[ (1 - d_i) O_S(i) \gamma_S + d_i \gamma_R(i) \right].$$

(160)
where the Lagrange multipliers \( \mu, \hat{\beta}_i, \) and \( \nu \) are chosen such that \( C_1, C_2, \) and \( C_3 \) are satisfied, respectively. We again consider only the interval \( 0 \leq \mu \leq 1 \) as for \( \mu < 0 \) and \( \mu > 1 \), we have always \( d_i = 1 \) and \( d_i = 0 \), respectively, irrespective of the (nonnegative) values of \( \log_2 (1 + r(i)) \) and \( O_S(i)/S_0 \).

We concentrate first on the case \( 0 < \mu < 1 \) and consider the boundary values later. By differentiating \( L \) with respect to \( \gamma_R(i) \) and \( d_i \), introducing \( \beta_i = N \hat{\beta}_i \), and setting the results to zero, we obtain two equations. Solving the resulting system of equations with respect to \( \gamma_R(i) \) and \( d_i \), and taking into account that \( \beta_i < 0 \), \( 0 < \mu < 1 \), and \( \nu > 0 \), we obtain (107) and (108) after letting \( \rho = \ln(2)/(1 - \mu) \) and \( \lambda = \ln(2)/\nu/(1 - \mu) \), which are chosen such that constraints \( C_1 \) and \( C_3 \) are met with equality. Given the pdfs \( f_{h_S}(h_S) \) and \( f_{h_R}(h_R) \), conditions (92) and (103) can be directly written as (109) and (110), respectively. Setting \( \rho \to \infty \) in (109) and (110), we obtain condition (105) which is necessary for the validity of (97).

Similar to the fixed transmit power case, the boundary value \( \mu = 0 \) is trivial. On the other hand, for \( \mu = 1 \), we obtain that \( d_i \) has to be set to \( d_i = 0 \) when \( O_S(i) = 1 \) and for \( O_S(i) = 0 \), \( d_i \) can be chosen arbitrarily. Similar to the fixed power case, we set \( d_i = 1 \) when \( O_S(i) = 1 \) in order to minimize the delay. Thus, the optimal power and link selection variables are given by (112) and (113), respectively, and the throughput is given by (114).

\section*{L. Proof of Theorem 9}

For \( S_R = \gamma_R = \gamma \to \infty \), the protocol in Proposition 3 is optimal in the sense that it maximizes the throughput while satisfying the average delay constraint. In particular, for high SNR in the S–R link, the probability that the link is in outage approaches zero and the relay receives \( S_0 \) bits per source transmission. On the other hand, the number of bits transmitted by the relay in one time slot over the R–D link increases with the SNR. Thus, for sufficiently high SNR, the source transmits \( kS_0 \) bits in \( k \) time slots and the relay needs just \( n = 1 \) time slot to forward the entire information to the destination. Hence, every transmission period comprises \( k + n = k + 1 \) time slots, where the queue length at the relay increases from \( S_0 \) to \( kS_0 \) in the first \( k \) time slots and is reduced to zero in the \( (k + 1) \)th time slot. Hence, the average queue length, \( E\{Q\} \), can be written as

\[
E\{Q\} \to \frac{1}{k + 1} (1 + 2 + \ldots + k + 0)S_0 = \frac{1}{k + 1} S_0 \frac{k(k + 1)}{2}, \quad \text{as } \gamma \to \infty.
\]

On the other hand, the arrival rate is identical to the throughput and given by (120), and for high SNR it converges to

\[
A = \tau \to S_0 \frac{k}{k + 1}, \quad \text{as } \gamma \to \infty.
\]

Combining (59), (101), and (162) the average delay is found as

\[
E\{T\} \to \frac{k + 1}{2}, \quad \text{as } \gamma \to \infty.
\]

Finally, combining (162) and (163) the throughput can be expressed as (121), and the multiplexing gain in (122) follows directly.
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