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Abstract
Drawing on the coevolution between populations, this paper proposes a dynamic multi-population ant colony optimization (ACO) algorithm to solve the blocking flow-shop scheduling problem (FSP). In our algorithm, the ant colony is divided into an elite population, multiple search populations, and a mutation population. In the initial stage, only the elite population and the search populations participate in optimization. After a certain number of iterations, a mutation population is dynamically generated from the worst solution in each search population and that in the elite population. The mutation population is reinitialized before entering the optimization process. The mutated population can jump out of the original search space for another search. Finally, the superiority of our algorithm in solving blocking FSP was proved through comparative simulations.
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1. INTRODUCTION

Inspired by natural phenomena, swarm intelligence algorithms [1, 2] provide good solutions to optimization problems like the JSP. The typical swarm intelligence algorithms include genetic algorithm (GA) [3, 4], ant colony optimization (ACO) algorithm [5, 6], simulated annealing (SA) algorithm [7, 8], and particle swarm optimization (PSO) [9-11]. These algorithms rely on the interaction between populations to obtain the optimal or suboptimal solutions of the problem.

Flow-shop scheduling problem (FSP) [12] is a classic JSP simplified from the actual production line. The FSP can be described as a task to process $n$ jobs on $m$ machines under the following constraints:
- each job has a fixed sequence of $m$ operations,
- each job must pass through each machine in turn,
- each machine can process one job at a time,
- each job can be processed by one machine at a time,
- once begins, the processing of a job cannot be interrupted.

The blocking FSP is the most important subproblem of the FSP. To solve the blocking FSP, this paper designs a dynamic multi-population ACO algorithm, which divides the ant colony into three co-competitive populations: an elite population (with a local search algorithm based on exchange neighbourhood), several search populations, and a mutation population. The three kinds of populations search together until the algorithm converges to the optimal solution.

2. LITERATURE REVIEW

As a kind of metaheuristics, swarm intelligence algorithms solve problems mimicking natural phenomena or the habits of some social living being. The problem-solving process can be summarized as follows: generating one or several random scheduling solutions, optimizing the solutions iteratively by the defined rules, and converging to the optimal or suboptimal solution. Below is a brief review of the relevant literature on typical swarm intelligence algorithms.
Drawing on the principle of survival of the fittest, the GA represents each solution as a chromosome, and update the population through selection, crossover, and mutation. The population in each generation is better than that of the previous generation. In this way, the GA gradually approximates the best solution of the problem. Iyer and Saxena [13] introduced the GA to solve the FSP. Fan and Winley [14] proposed a heuristic search GA and applied it to solve the hybrid FSP. Pan and Ruiz and Giannopoulos et al. presented a hybrid GA to maximize the makespan of the FSP [15, 16]. Soltani and Karimi [17] created a novel GA algorithm to solve FSP constrained by intermediate storage. Li et al. [18] developed a multi-objective GA to solve hybrid FSP.

The ACO algorithm models and solves problems by simulating the foraging behaviour of ants [19]. With advantages like self-organization, positive feedback, parallelism, and diversity, the ACO algorithm is an effective way to solve various optimization problems. Chávez et al. [20] designed an ACO algorithm to minimize the makespan of the permutation FSP (PFSP). Khalouli et al. [21] adopted the ACO algorithm to solve hybrid batch FSP. To solve hybrid FSP, Marichelvam et al. [22] put forward a super heuristic algorithm based on ACO algorithm and GA. Qiu and Lau [23] proposed a multi-scenario ACO algorithm for dynamic JSP. Ghanavati [24] relied on the ACO algorithm to solve distributed scheduling problem.

The PSO [25] is an evolutionary algorithm inspired by the social behaviour of bird flocking. The main strategies of the PSO include evolutionary strategy and evolutionary planning. Cao et al. [26] improved the PSO for dynamic flexible JSP. Kamble et al. [27] proposed a hybrid PSO to solve the multi-objective flexible JSP. Zhang et al. [28] designed a two-stage PSO to detect stochastic faults. Lei et al. [29] invented a hybrid PSO for hybrid FSP. Alfaro-Fernández et al. [30] applied the combined PSO to solve the hybrid FSP.

The SA algorithm is an intelligent optimization algorithm that simulates the gradual annealing process of physical matter. The algorithm can effectively approximate the optimal solution through local search and avoid the local optimum trap by traversing the solution space. Dugardin et al. [31] developed a SA algorithm to maximize the makespan and total delay of hybrid FSP. Khan and Govindan [32] proposed a SA algorithm to optimize the makespan of hybrid FSP. Defersha [33] presented a SA algorithm with multiple search paths and parallel computing, aiming to solve an integrated scheduling problem. Shivasankaran et al. [34] designed a hybrid SA algorithm to solve the flexible JSP.

3. BLOCKING FSP

The FSP is an important problem in many fields, namely, manufacturing, assemblage, and information services. Traditionally, the FSP assumes that the intermediate buffer between two adjacent machines has infinite capacity; after being processed on the current machine, a job can be stored in the buffer and wait until the next machine is available.

In actual production, however, there is often no intermediate buffer, due to the requirements of the processing technology or the process features of the machine. This gives rise to the blocking FSP, an important branch of the FSP. In this problem, only the jobs processed on the current machine remain on that machine, before the next machine is available.

The blocking FSP can be described as follows: $n$ jobs $W = \{1, 2, \ldots, n\}$ need to be processed on $m$ machines $M = \{1, 2, \ldots, m\}$ in turn; there is no buffer between any two adjacent machines; if a job has been processed on the current machine, and if the machine of the next operation of the job is occupied, then the job can only wait on the current machine; the current machine is not available during the waiting, that is, cannot process subsequent jobs.

In the blocking FSP, the makespan refers to the time for the last job to leave the last machine. The makespan should be optimized by properly arranging the jobs $w = \{w(1), w(2), \ldots, w(n)\}$ through the machines:
\begin{align*}
CT_{1,0} &= 0 \\
CT_{1,k} &= CT_{1,k-1} + PT_{1,k} \quad k \in \{1, \ldots, m-1\} \\
CT_{i,0} &= CT_{i-1,1} \quad i \in \{2, \ldots, n\} \\
CT_{i,k} &= \max\{CT_{i,k-1} + PT_{i,k}, CT_{i-1,k-1}\} \\
CT_{i,m} &= CT_{i,m-1} + PT_{1,k} \quad i \in \{1, \ldots, n\}
\end{align*}

where, \(CT_{i,k}\) is the completion time of job \(i\) on machine \(k\); \(PT_{i,k}\) is the processing time of job \(i\) on machine \(k\).

To solve the blocking FSP, it is necessary to search for a job sequence \(w^*\) that makes \(CT_{\text{max}}(w^*) \leq CT_{\text{max}}(w)\). Through iterative searches, the completion time of each job on each machine is counted, and the makespan can be obtained by \(CT_{\text{max}}(w) = CT_{n,m}\).

The blocking FSP can be solved by coevolutionary algorithm for interspecific competition. In ecology, coevolution means two species evolve together through interactions, and reflects the adaptive features of interspecific interaction. In engineering, the evolution of a complex system is also an adaptive evolution process enabled by the interaction of its subsystems.

In nature, the survival and growth of a population depend on many factors, such as self-adaptability or competition from other populations. The earliest model of population growth focuses on a single population. As defined by Malthus, the population growth rate \(\rho\) is a constant:

\[\frac{dN}{dt} = N\rho\]  

Then, the population growth can be expressed as:

\[N(t) = N_0 e^{\rho(t-t_0)}\]

where, \(N_0 = N(t_0)\) is the population size at the initial time \(t_0\).

One notable feature of Malthus model is that the time \(T\) for the population to double its size remains fixed:

\[2N_0 = N_0 e^{\rho T}\]

\[T = \ln 2/\rho\]

Malthus model is only suitable for small populations. If a population is too large, the individuals will compete for living space, causing changes to the population size.

Logistic model \[35\] provides another tool to define population growth. By this model, the net growth rate of a population can be defined a function of population size \(\rho = \rho(N)\):

\[\frac{dN}{dt} = N\rho(N)\]

where, \(\rho(N) = \rho - \varepsilon N\) is the competition term. Hence, the differential equation can be obtained:

\[\frac{dN}{dt} = (\rho - \varepsilon N)N\]

The competition term has a negative coefficient, because the growing population size stirs up competition among individuals and suppresses the growth rate.

Then, Eq. (11) can also be written as:

\[\frac{dN}{dt} = Q(Q - N)N\]

where, \(Q\) is the maximum population size allowed in the habitat; \(Q - N\) is the population size allowed in the habitat. Then, the population growth rate is proportional to the product of \(N\) and \(Q - N\).

In this paper, the coevolution between multiple populations is explored by the logistic model. Suppose there are populations A and B that compete for living space. Then, the growth rate of each population can be described by the logistic model as:
\[
\begin{align*}
\left\{ \frac{dA}{dt} &= \rho_1 A(1 - A/Q_1 - s_{21} B/Q_1) \\
\frac{dB}{dt} &= \rho_2 B(1 - B/Q_2 - s_{12} A/Q_2) \right. 
\end{align*}
\] (13)

where, \(Q_1\) and \(Q_2\) are the environmental loads of the two populations without competition, respectively; \(\rho_1\) and \(\rho_2\) are the maximum instantaneous growth rates of the two populations, respectively; \(A\) and \(B\) are the population sizes, respectively; \(s_{21}\) and \(s_{12}\) are competition factors for the competitive inhibition of individuals in the two populations, respectively.

From Eq. (13), the competition between \(n\) populations can be expressed as:
\[
\frac{dN_i}{dt} = \rho_i N_i (1 - N_i/Q_i - \sum_{j=1,j\neq i}^{n} s_{ij} N_j / Q_i)
\] (14)

In our model, the whole population is divided into several co-competitive sub-populations.

4. ALGORITHM DESIGN

Drawing on the idea of coevolution, this section improves the performance of the ACO algorithm by dividing the ant colony into three kinds of co-competitive populations: an elite population, \(k\) search populations, and a mutation population. The populations evolve together through co-competition, promoting the evolution of the entire colony.

The elite population consists of the optimal solution of each population and tries to further optimize the optimal solutions. Each search population explores the solution space of the problem. During the search, the \(k\) search populations regularly communicate with each other, and with the elite population, in order to pass the optimal solution to the elite population. The mutation population is made up of the worse solutions of elite and \(k\) search populations, making the solutions more diverse and less duplicate. In the initial stage, only elite and \(k\) search populations are present, while the mutation population is generated dynamically after the preset number of iterations is reached.

At the beginning of the improved ACO, an elite population and \(k\) randomly numbered search populations are generated for optimization. The \(k\) search populations evolve every \(\rho\) iterations: firstly, the search populations exchange information with each other, and the optimal solution of the previous population is transferred to the next population every \(\rho\) iterations; next, the optimal solution of the last population is transferred to the first population; after \(n\) iterations, the optimal solution is selected from the \(k\) search populations and passed to the elite population. In exchange, the elite population passes the worst solution to the corresponding search population.

After that, the worst solutions of the \(k\) search populations and the worst solution of the elite population are combined into a mutation population, containing \(k + 1\) solutions. The mutation population is reinitialized before participating in the optimization. After each iteration, the optimal solution of the mutation population is compared with that of the elite population. If it is better, that solution will be transferred to the elite population in exchange for the worst solution of the elite population. The above process continues iteratively until the termination condition is reached. The general structure of the proposed algorithm is illustrated in Fig. 1.

In our algorithm, the elite population is responsible for further optimizing the optimal and suboptimal solutions of the ant colony. For this purpose, a local search algorithm based on exchange neighbourhood search was added to the elite population. In each iteration, the local search algorithm looks for an optimal solution and a suboptimal solution, making the solving process more efficient. The state transition formula can be expressed as:

\[
s = \begin{cases} 
\{ \arg \max \left[ \tau_{ij}(t)^{\sigma} \cdot [\pi_{ij}]^{\varphi} \right] \text{ if } q < q_0 \\
\mathcal{P}_{ij}(t) \end{cases}
\] (15)

\[
\mathcal{P}_{ij}(t) = \left[ \tau_{ij}(t) \right]^{\sigma} \cdot [\pi_{ij}]^{\varphi} / \sum_{j \in \mathcal{N}} \left[ \tau_{ij}(t) \right]^{\sigma} \cdot [\pi_{ij}]^{\varphi}
\] (16)
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Figure 1: The general structure of our algorithm.

To increase randomness, ant $k$ chooses the next node from node $i$ by roulette wheel selection. The elite population adopts the global pheromone update rules. When all ants complete an iteration, the pheromone update is performed:

$$\tau_{ij}(t + 1) = (1 - \theta) \cdot \tau_{ij}(t) + \theta \cdot \Delta \tau^b_{ij}(t), \quad 0 < \theta < 1$$  \hspace{1cm} (17)

$$\Delta \tau^b_{ij}(t) = 1/C_{\text{max}}(t)$$  \hspace{1cm} (18)

where, $\tau_{ij}$ is the pheromone concentration between nodes $i$ and $j$; $C_{\text{max}}$ is the optimal solution found by all ants.

As shown in Fig. 2, the basic steps of the exchange neighbourhood local search algorithm are as follows:

**Step 1.** From the first to the last job, swap the positions of each two adjacent jobs are swapped in turn, and calculate the objective function value of each change.

**Step 2.** Save the optimal objective function values found in all swap operations.

**Step 3.** Update the selected solution by the optimal objective function value.

Figure 2: The workflow of the exchange neighbourhood local search algorithm.
The search populations mainly explore the solution space. Every certain number of iterations, the search populations must communicate with each other, and exchange information with elite and mutation populations, aiming to guide the convergence to high-quality solution. Each search population needs to complete three tasks: communication with other search populations, communication with elite population, and communication with mutation population.

(1) Communication with other search populations

First, all search populations are randomly numbered, and the optimal solution of the previous population is transferred to the next population every certain number of iterations. In the meantime, the last population transfers the optimal solution to the first population. In this way, each search space gets a larger search space, increasing the probability of finding the optimal solution.

(2) Communication with elite population

After a certain number of iterations, a search population will communicate with the elite population. Through the communication, the best solution of each search population is passed to the elite population, while the elite population returns the then worst solution to each search population.

(3) Communication with mutation population

The search populations work with the elite population to generate a dynamic mutation population, which consists of the worst individuals of $k$ search populations and the worst individual of elite population. That is, the size of the mutation population is $k + 1$.

The mutation population is a dynamic collection of the worst solutions of the elite and search populations, with the aim to increase the diversity of algorithm solution. Once generated, the mutation population is reinitialized to create a new search space, and to prevent the local optimum trap. After each iteration, the mutation population communicates with the elite population, and transfers its optimal solution to the elite population. Then, the elite population further optimizes the optimal solution, and passes its worst solution to the mutation population.

As shown in Fig. 3, the proposed algorithm can be implemented in the following steps:

**Step 1.** Population initialization

Initialize one elite population and $k$ search populations.

**Step 2.** Communication between search populations and elite population

The elite population and the search populations separately look for the optimal solution. Each search population exchanges information with its peers, and then with the elite population.

**Step 3.** Generation of mutation population

After a certain number of iterations, combine the worst solutions of each search population and the elite population into a mutation population.

**Step 4.** Communication between mutation population and elite population

After each iteration, the mutation population exchanges information with the elite population: the two populations compare their optimal solutions; if it is better, the optimal solution of the mutation population will be transferred to the elite population, and the elite population will return its worst solution.

**Step 5.** Termination

The three kinds of populations search together until the termination condition of the is reached.
5. SIMULATION AND RESULTS ANALYSIS

To verify its performance, our algorithm, especially the module of exchange neighbourhood local search algorithm, was compared with a common dynamic multi-population ACO (DMACO) algorithm through simulation. Each algorithm ran each example of blocking FSP 30 times, and the minimum value was taken as the final result. The optimal solutions of the two algorithms are compared in Table I.

Table I: The optimal solution of the two algorithms.

| $n \times m$ | Our algorithm | Common DMACO algorithm |
|--------------|---------------|------------------------|
| $20 \times 5$ | 1,310         | 1,310                  |
| $20 \times 10$ | 1,556        | 1,556                  |
| $20 \times 20$ | 2,236        | 2,259                  |
| $50 \times 5$ | 3,316         | 3,350                  |
| $50 \times 10$ | 3,750        | 3,815                  |
| $50 \times 20$ | 4,345        | 4,420                  |
| $100 \times 5$ | 6,125        | 6,156                  |
| $100 \times 10$ | 7,232        | 7,262                  |
| $100 \times 20$ | 8,250        | 8,316                  |

As shown in Table I, the two algorithms achieved the same results on the $20 \times 5$ and $20 \times 10$ examples, but our algorithm obtained superior optimal solutions than the common DMACO algorithm on all the other examples.
From the optimal solutions on all the examples, the average relative percentage deviation (ARPD) and the relative percent deviation (RPD) of the two algorithms were calculated and compared in Table II.

Table II: The ARPD values of the two algorithms.

| n  | m  | Common DMACO algorithm | Our algorithm |
|----|----|-------------------------|---------------|
|    |    | ARPD | MinRPD | MaxRPD | ARPD | MinRPD | MaxRPD |
| 20 | 5  | 0.93 | 0.52   | 1.51   | 0.00 | 0.00   | 0.00   |
| 20 | 10 | 0.87 | 0.28   | 1.26   | 0.00 | 0.00   | 0.00   |
| 20 | 20 | 0.68 | 0.31   | 1.12   | 0.00 | 0.00   | 0.00   |
| 50 | 5  | 0.62 | 0.29   | 0.98   | 0.00 | 0.00   | 0.00   |
| 50 | 10 | 0.58 | 0.22   | 0.79   | 0.00 | 0.00   | 0.00   |
| 50 | 20 | 0.46 | 0.17   | 0.72   | 0.00 | 0.00   | 0.00   |
| 100| 5  | 0.39 | 0.22   | 0.69   | 0.00 | 0.00   | 0.00   |
| 100| 10 | 0.36 | 0.17   | 0.57   | 0.00 | 0.00   | 0.00   |
| 100| 20 | 0.37 | 0.11   | 0.61   | 0.00 | 0.00   | 0.00   |

As shown in Table II, the average ARPD, MinRPD, and MaxRPD of common DMACO algorithm were 0.58, 0.25 and 0.91 respectively; meanwhile, the average ARPD, MinRPD, and MaxRPD of our algorithm were all 0.00. It shows that our algorithm finds all the optimal values of the two algorithms.

Further, the convergence curves of the two algorithms on examples E12 and E33 are compared in Figs. 4 and 5.

Figure 4: The convergence curves of the two algorithms on example E12.

Figure 5: The convergence curves of the two algorithms on example E33.
As shown in Figs. 4 and 5, our algorithm converged to the optimal solutions of the two examples much faster than the common DMACO algorithm, thanks to the use of local search algorithm. The convergence curves of the two algorithms were similar on the other examples. From the point of convergence accuracy, our algorithm is better than common DMACO algorithm.

6. CONCLUSIONS

This paper probes into the blocking FSP from the angle of swarm intelligence optimization. Inspired by multi-population coevolution, a dynamic multi-population ACO algorithm was developed to solve the blocking FSP, an important branch of the FSP. The algorithm divides the ant colony into three kinds of population, which enhance solution quality and convergence speed through information exchange. The effectiveness of our algorithm in solving the blocking FSP was demonstrated through comparative simulations.
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