Training Convolutional Neural Networks with Limited Training Data for Ear Recognition in the Wild
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Abstract—Identity recognition from ear images is an active field of research within the biometric community. The ability to capture ear images from a distance and in a covert manner makes ear recognition technology an appealing choice for surveillance and security applications as well as related application domains. In contrast to other biometric modalities, where large datasets captured in uncontrolled settings are readily available, datasets of ear images are still limited in size and mostly of laboratory-like quality. As a consequence, ear recognition technology has not benefited yet from advances in deep learning and convolutional neural networks (CNNs) and is still lacking behind other modalities that experienced significant performance gains owing to deep recognition technology. In this paper we address this problem and aim at building a CNN-based ear recognition model. We explore different strategies towards model training with limited amounts of training data and show that by selecting an appropriate model architecture, using aggressive data augmentation and selective learning on existing (pre-trained) models, we are able to learn an effective CNN-based ear recognition model. One of the key factors contributing to this development is the availability of extensive corpora of training data that allow for the design and especially training of deep CNNs. For problems, where training data is in abundance, CNNs have pushed the state-of-the-art to new unprecedented heights, whereas in other areas, where training data is scarce, the impact of deep learning and CNNs has been limited. One such area is automatic person recognition from ear images, which has immense potential in forensic, security and surveillance applications, but lacks the necessary large-scale datasets to make full use of recent developments in deep learning and convolutional neural networks.

While ear recognition is getting more and more popular over recent years, the existing datasets in this area are still limited to a few thousand images with a few hundred identities and are typically of laboratory-like quality with constrained variability. This is in stark contrast to the field of face recognition (or image classification), where datasets used for CNN training are nowadays measured in tens of millions of images with tens of thousands of identities. Moreover, these datasets are commonly harvested from the web and are therefore generally considered to be representative of real-world settings.

In this paper we address the problem of training CNNs with limited training data and strive to develop an effective CNN-based model for ear recognition. Existing approaches to CNN training with small amounts of training data typically include i) metric-learning approaches, where training is performed with image pairs (or even triplets) instead of single images [8], [9], ii) data augmentation techniques that in addition to geometric and color perturbations of the existing training data also include the generation of synthetic data samples [10], [11], [12], [13], and iii) using existing CNNs (trained for related recognition problems) as so-called “black-box” feature extractors, on top of which additional classifiers are trained and used for recognition [14]. Here, we build on these approaches and successfully develop a CNN model for ear recognition by exploring different strategies to network training, i.e.:

- Model architecture selection: we investigate different CNN architectures with different parameter-space sizes. Specifically, we consider an AlexNet-like architecture [15], [16], the 16-layer VGG model architecture [17], and the more recent SqueezeNet architecture [18].
- Aggressive data augmentation: we examine various data augmentation techniques and try to train CNN models for ear recognition from scratch using a (web-harvested) dataset of unconstrained ear images.
- Selective model learning: we consider pre-trained CNN trained initially for face or image classification and then learn only parts of the model to reduce the number of parameters that need to be estimated with the available training data.
The result of our development work is a CNN-based model for ear recognition that is able to increase the Rank-1 recognition rate on our test data by more than 25% compared to the existing state-of-the-art.

In summary, we make the following contributions in this paper:

- We develop the first CNN-based model for ear recognition using a limited amount of training data and significantly improve on the existing state-of-the-art on a challenging dataset of ear images gathered from the web.
- We evaluate, compare and discuss different strategies to training CNN-based recognition models with limited training data and elaborate on what works and what does not.
- We present comparative experiments between our CNN-based model and 7 state-of-the-art descriptor-based techniques for ear recognition.

The rest of the paper is structured as follows. In Section II we briefly review the existing work on ear recognition. In Section III we present the background and motivation for our work, describe the CNN architectures and strategies we followed during model learning. In Section IV we outline the experimental setup, datasets, and report experimental results. We conclude the paper in Section V respectively.

II. RELATED WORK

The goal of this section is to provide the reader with a brief high-level overview of existing techniques in the field of ear recognition and CNN-based recognition models. For a comprehensive overview of the two areas, the reader is referred to in-depth surveys on these topics [10], [19].

Ear recognition: According to Emeršič et al. [19] existing techniques for ear recognition can conveniently be grouped into i) geometric, ii) holistic, iii) local, and iv) hybrid techniques.

Geometric techniques describe the geometric properties of ears or derive geometry-related statistics that can be used for recognition. Since only information related to the ear geometry is used, it is straightforward to devise methods that are invariant to geometric distortions, such as rotation, scaling or even small perspective changes. Examples of techniques from this group were presented in [19], [20].

Holistic techniques rely on the global ear appearance and exploit representations that encode the ear structure as whole. As the appearance of ears varies significantly with pose or illumination, care needs to be taken before computing holistic features from input images and normalization techniques need to be applied to correct for these changes prior to feature extraction. Examples of global techniques can be found in [21], [22], [23].

Local approaches extract features from spatially-confined areas of an image without leaning on the global information describing the overall structure of the ears. The extracted features do not necessarily correspond to structurally meaningful parts of the ear, but can in general represent any point in the image. We distinguish two types of local techniques: techniques that first detect keypoint locations in the image and then compute descriptors for each of the detected keypoints [24] and techniques that compute local descriptors densely over the entire image with no regard to the image’s structural characteristics. Examples of local techniques include [19], [25], [26], [27].

The last groups of techniques, so-called hybrid techniques, combine elements from other categories or use multiple representations to increase the ear recognition performance [19]. Techniques from this group offer superior performance compared to competing techniques, but often at the cost of higher computational complexity [28], [29], [30]. As suggested by recent surveys on ear recognition [19], [20], [31], hybrid techniques together with local descriptor-based methods represent the current state-of-the-art in this area.

CNN-based recognition models: Various CNN architectures have been developed and presented in the literature over recent years. One of the most well-known problems that highlighted the potential and power of CNN-based approaches was object classification within the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [32]. The AlexNet architecture introduced by Krizhevsky et al. [16] achieved an unprecedented performance on the ImageNet data and triggered a surge in the use and popularity of CNN-based models in computer vision [16]. The next milestone in terms of ILSVRC results marked the introduction of the 16-layer VGG [17] architecture which provided an additional boost to the recognition rates of ILSVRC. These two architectures are nowadays also used in other tasks for example as part of larger architectures such as Faster-RCNNs [33] or SegNet [34], [35]. A more recent architecture, called ResNet, was presented by He et al. [36]. The architecture introduced shortcut connections to CNNs and made it possible to reliable train deep networks with several hundreds or even thousands of network layers.

To the best of our knowledge, no CNN-based methods for ear recognition have yet been presented in the literature, with the exception of Galdamez et al. [37], where the authors tried to build separate CNN models for each subject. The main reason for the lack of work in the field of CNN-based ear recognition is in our opinion the absence of large-scale datasets and the difficulty of effective training of deep model with small amounts of data as also suggested in [19].

III. METHODOLOGY

In this work, we are interested in CNN-based models applicable for the task of closed-set identification from ear images. Our goal is to train CNN-based models that are able of determine the correct class (or identity) of an input ear image from a closed-set of predefined target identities. Thus, each CNN model considered features a softmax layer that returns a class-membership distribution over all available target classes when an input ear images is fed to the model. In the remainder of this section we outline the main strategies we explore to train an effective CNN-based model for ear recognition based on an limited amount of training data.
A. Learning strategies

To train a CNN-based model for ear recognition we investigate the following learning strategies.

Model architecture selection: Different CNN-based models contain different numbers of model-parameters that need to be determined during training. This fact imposes certain requirements on the amount of training data that need to be available for parameter learning. While it is reasonably to assume that lighter architectures (i.e., architectures with less parameters) require less data to be trained, the convergence of the back-propagation (learning) procedure also needs to be considered, since certain architectures may facilitate faster learning. To study the impact of the model architecture on the learning procedure, we consider three popular CNN configurations, i.e.,

- **AlexNet** [16], which is one of the first successful CNN architectures initially applied for the problem of object classification on the ImageNet dataset [32]. AlexNet helped to popularize the field of deep learning and still represents a successful architecture used for various vision tasks. The model contains around 58.96 million parameters and 500,000 neurons and consists of five convolutional layers, (some of which are followed by max-pooling layers), and three fully-connected layers. The fully connected layers are followed by a softmax classifier that outputs class-membership probabilities for each relevant class. In this work, we used an AlexNet-like architecture available with the Caffe library (also referred to as CaffeNet [15]), where additional normalization layers are used after the pooling operations.

- **VGG-16** [17] is a representative of so-called very deep CNN models. The main characteristic of the network is the use of several consecutive convolutional layers with small $3 \times 3$ kernels (or filters) – which is also the smallest filter size capable of encoding directional information. These stacks of $3 \times 3$ convolutional layers are able to capture the same information as the larger filter used with AlexNet, but require significantly less parameters that need to be estimated during training. The $3 \times 3$ filter stacks are interspersed with max-pooling layers which reduce the dimensionality of the activation maps produced by the model layers. The convolutional part of the VGG model is followed by three fully-connected layers with 4,096, 4,096 and 1,000 channels respectively. Finally a soft-max layer is used at the top of the network. The VGG model contains around 134.94 million parameters.

- **SqueezeNet** [18] represents a special example of a lightweight residual network (or ResNets), where squeeze layers, i.e., layers consisting only of $1 \times 1$ convolutions, are added to the network with the goal of reducing the model size and number of weights that need to be tuned during training. Furthermore, no fully-connected layers are present in the network, instead an average-pooling layer is used at the top of the network to produce the final representation that serves as the input to the softmax classifier. The SqueezeNet architecture also contains residual connections whose purpose is to make the back-propagation-based learning more efficient. The architecture used for our experiments contains the following layers from input to output: a convolutional layer, a max-pooling layer, three so-called fire modules, a max-pooling layer, another four fire modules, a max-pooling layer, one additional fire module, a convolutional layer and finally the average-pooling layer. In total, SqueezeNet model used in our experiments contains around 821 thousand parameters before pruning.

Full model learning: Learning CNN-based models from scratch is a difficult task that requires large amounts of appropriately annotated training data. The model parameters are learned with some form of back-propagation algorithm that tries to minimize a loss function defined over the output of the model. Commonly, the lower network layers learn to respond to primitive visual features, such as edges or corners, which are then gradually combined into more complex structures in the higher model layers until some data representation is learned in the fully connected layers of the CNN-based model driven by the learning criterion.

Since most CNN architecture contain several millions of parameters that need to be learned during training, even large datasets featuring tens of thousands of images are usually not sufficient to facilitate successful training. Aggressive data augmentation is, therefore, a must with CNN-based models. When trying to learn a CNN-based model from scratch, researchers typically augment the available training data by producing data variations with, e.g., geometric transformations, color modifications, addition of noise, and more recently also by synthesizing samples of artificial identities, as, for example, described in [13].

When investigating the use of full model learning for the problem of ear recognition, we also rely on aggressive data augmentation and increase the amount of available training data by up to a factor of 100. Since data augmentation is also used with the selective training (described next), we present our data augmentation steps in a separate section below.

Selective model learning: CNN-based models have been successfully applied to a number of visual recognition problems as outlined in the introductory section. These models typically share some common characteristics, which are reflected in the CNN-based models, especially at the lower model layers. It is, therefore, reasonable to assume that CNN-based models trained, for example, for object recognition should also be able to produce useful representations of more specific object classes, such as ears, along the model layers. While these representations are likely not optimal for the problem of ear recognition, existing pretrained CNN-based models should nevertheless represent a suitable initial model configuration that may be exploited to reduce the need for large amounts of training data. As part of our selective model learning strategy, we therefore initialize each of the considered architectures with parameters learned on the ImageNet dataset and fine-tune certain layers only. The
exception here is the last fully-connected layer that needs to be learned from scratch and the softmax classifier at the top of the network that provides the output for our closed-set recognition problem. Below, we outline details of the selective training for each considered model architecture:

- **AlexNet and VGG-16:** For both architecture, we fix all models layers learned on the ImageNet data and initialize the first two fully connected layers with weights learned on ImageNet. Using the available training data for our problem, we fine tune these two layers and learn the third fully connected layer (which represents a proxy for the application-dependent softmax classifier) from scratch.

- **SqueezeNet:** Since this model has no fully-connected layers, we fine tune all layers except the last convolutional layer that has a different number of classes and therefore requires full learning. All model parameter are again initialized using the ImageNet data.

**B. Data augmentation**

Both of our training strategies – full model learning as well as selective learning – require a sufficient amount of data for the training procedure [2]. In order to satisfy this requirement, we perform augmentations of the original dataset with translations, mild rotations, and color variations using the Imgaug tool (http://github.com/aleju/imgaug), where the data-transformations are performed (or not) with a 50% chance. Below is a list of the augmentation procedures we used to increase the amount of available training data.

- horizontal flipping,
- trimming 0–10% of images on each side,
- Gaussian blurring with $\sigma$ 0–3.0,
- addition of Gaussian noise with scale 0–0.2,
- brightness reduction/increase of pixel intensities by a value of 10 (over all color channels or over a single channel),
- contrast increase/decrease of up to 50% (over all color channels or over a single channel),
- rotation of up to $45^\circ$ in both directions,
- scale increase/decrease of up to 20%.

Some sample augmentations are shown in Fig. 1. Here, the left most image in each row shows an example of an original image from our dataset, while the rest represents synthetic augmentations.

**IV. EXPERIMENTAL SETUP AND RESULTS**

In our experiments we report the results for all strategies to CNN-model training outlined in the previous section. We present results for full-model and selective-model learning for all three architectures, but explore the impact of aggressive data augmentation only for the model with the least amount of parameters, i.e., SqueezeNet.
A. Dataset

For our experiments we compose a dataset of unconstrained ear images by merging the recently introduced AWED and CVLED datasets [19]. To have more data available to work with, we collect an additional 500 images of 50 subject from the Internet. The combined dataset contains 2304 images (1000 from AWED, 804 from CVLED, and 500 newly collected) of 166 persons.

All images are collected in a consistent manner from the internet using web crawlers and a subsequent manual inspection. Since the main purpose of the collected images is not ear-recognition research, the images contain realistic variations and present a challenging task to automatic ear recognition technology. Variations that can be found in the dataset are across gender, head rotations, race, presence of occlusions and alike. A few sample images from the dataset are shown in Figs. 1 and 2.

B. Performance metrics & protocols

We perform identification experiments with a closed set experimental protocol. This means that for each image in the dataset the CNN-based recognition model needs to predict to which of the 166 classes the input image corresponds to. Based on that we report the following performance curves and metrics for the identification experiments:

- Cumulative Match-score Curves (CMC),
- Rank-1 and Rank-5 recognition rates,
- Area Under the CMC Curve (AUCMC).

For the experiments, the dataset is split into train and test sets in a ratio of 60% vs. 40%, respectively. Splitting is done for each subject separately: 60% of images of a given subject are randomly selected for the train set, the rest for the test set.

This means that in the train set there are 1,383 images and 921 are in the test set. All results are reported in identification experiments with the 921 test images.

C. Results

In the first series of experiments we evaluate the impact of aggressive data augmentation on CNN-based model training. For these experiments we consider only the SqueezeNet architecture, which is the fastest to train due to the relatively small number of model parameters. We perform experiments without data augmentation with the initial set of 1383 training images (i.e., an augmentation factor of 0), with 10-times the original training data (i.e., an augmentation factor of 10) and with 100-times the original training data (i.e., an augmentation factor of 100). We observe the recognition

### TABLE I: Performance metrics showing the effect of data augmentation on the recognition performance. Results here are shown for the SqueezeNet architecture only. Note how the increase in available training data improves performance.

| #Iter. | #Augm. | Rank-1 [%] | Rank-5 [%] | AUCMC [%] |
|-------|-------|------------|------------|-----------|
| 10k   | 0     | 36.37      | 57.33      | 89.91     |
|       | 10    | 46.04      | 69.49      | 94.10     |
|       | 100   | 56.68      | 77.09      | 96.09     |
| 20k   | 0     | 40.72      | 61.45      | 90.93     |
|       | 10    | 56.57      | 74.92      | 93.88     |
|       | 100   | 61.67      | 79.26      | 95.62     |
| 30k   | 0     | 41.26      | 61.45      | 90.96     |
|       | 10    | 56.89      | 75.24      | 93.85     |
|       | 100   | 61.89      | 80.46      | 95.48     |
| 40k   | 0     | 41.26      | 61.45      | 90.96     |
|       | 10    | 56.89      | 75.46      | 93.86     |
|       | 100   | 62.00      | 80.35      | 95.51     |
| 50k   | 0     | 41.26      | 61.45      | 90.96     |
|       | 10    | 57.00      | 75.46      | 93.86     |
|       | 100   | 62.00      | 80.35      | 95.51     |

Fig. 2: Sample images from the dataset. Images in each row correspond to one subject from the dataset. Note the extend of variability present in the images.

Fig. 3: CMC curves showing the effect of data augmentation on the recognition performance. Here we show only results for the SqueezeNet architecture. The figure legend provides information about the number of training iterations and augmentation factor used, i.e., (#Iter, factor Aug.).
TABLE II: Performance metrics for selective learning (bottom) and full model learning (top). The tables show results for different model architectures: (a) AlexNet, (b) VGG-16, and (c) SqueezeNet. The best results for each model architecture are presented in italic and the best overall results are marked bold.

| # Iter. | Rank-1 [%] | Rank-5 [%] | AUCMC [%] |
|---------|------------|------------|-----------|
| 10k     |            |            |           |
| 20k     |            |            |           |
| 30k     |            |            |           |
| 40k     |            |            |           |
| 50k     |            |            |           |
| Selective model learning | | | |

| # Iter. | Rank-1 [%] | Rank-5 [%] | AUCMC [%] |
|---------|------------|------------|-----------|
| 10k     |            |            |           |
| 20k     |            |            |           |
| 30k     |            |            |           |
| 40k     |            |            |           |
| 50k     |            |            |           |
| Selective model learning | | | |

Fig. 4: CMC curves generated based on different learning strategies. The first column shows curves for the AlexNet architecture, the second column shows results for the VGG architecture and the third column shows results for the SqueezeNet architecture. The upper row depicts results for full model learning and the lower for selective model learning. The best results are obtained with the SqueezeNet architecture with selective model learning. The results are best viewed in color.

The performance of SqueezeNet trained with selective learning after 10,000, 20,000, 30,000, 40,000 and 50,000 training iterations. The results on the test set are presented in Table II and Fig. 3. After each group of iterations the augmentations prove to be very effective, increasing Rank-1 recognition rate by more than 20 percentage points when comparing no augmentation and the augmentation with a factor of 100. As expected, the highest augmentation factor results in the best overall performance. We, therefore, report all following results for experiments with an augmentation factor of 100.

In the next series of experiments, we explore training strategies on all three model architectures. We fix the data augmentation factor to 100 for all tests and vary only the number of training iterations from 20,000 to 50,000. The results for AlexNet in Table III(a) show that performance steadily increases as the number of iterations increases and starts stagnating after 30,000 iterations. However, while the trend is the same for both of our training strategies (full model learning and selective model learning) selective model learning significantly outperforms the full model learning approach with a 49.51% Rank-1 recognition rate vs. 37.46% for full model learning. The same conclusion holds for the
Rank-5 and AUCMC performance metrics with 69.82% vs. 55.37% and 94.57% vs. 89.08%, respectively. The two plots in the first column of Fig. 4 show CMC curves and again support the conclusion, where the CMC curves for selective model learning are higher for all iterations.

For VGG-16 the selective model learning again outperforms full model learning, as shown in Table 3(b) and the two plots in the middle column of Fig. 4, but by a small margin of 2.17 percentage points for the Rank-1 recognition rate. The selective model learning on VGG-16 outperforms AlexNet with a Rank-1 recognition rate of 51.25% compared to the 49.51% of AlexNet. The best Rank-5 recognition rate and AUCMC values for the VGG-16 model are 71.99% and 94.81%, respectively, and are higher than with AlexNet.

SqueezeNet, same as AlexNet and VGG-16, performs better with selective model learning than full model learning, which again suggests that good parameter initialization is crucial for model training and helps reduce the need for large amounts of training data. The results for the SqueezeNet architecture are shown in Table III(c) and the CMC plots in the last column of Fig. 4. If we look at the results for full model learning only, SqueezeNet does not outperform VGG-16 with a Rank-1 recognition rate of 36.92% compared to 49.08% for VGG-16. However, it outperforms both, AlexNet and VGG-16, under the selective model learning strategy. The model results in a Rank-1 recognition rate of 62.00% vs. 49.51% and 52.88% for HOG and POEM (which are the two best performing local techniques in our experiments) by a significant margin: 33.12% in terms of the Rank-1 recognition rate.

Overall, the results suggest that selective model learning should be preferred to full model learning when only limited training data is available. While the results obtained with full-model learning were better than we initially expected, the training procedure proved much more difficult than with selective model learning. To find a good parameter configuration for the considered architectures with full model learning, we needed to use hyper-parameter optimization, test different parameter initialization schemes and repeat the training procedure several times. With selective model learning, on the other hand, the training procedure was straightforward and quickly converged to a good model configuration.

In the last series of identification experiments, we compare some existing state-of-the-art techniques to the best architectures obtained with the full-model-learning and selective-model-learning strategies. Here, we select the techniques to be included in our experiments based on recent publications evaluating the performance of various ear recognition techniques, i.e., [19], [20]. The state-of-the-art techniques included in our experiments are local techniques implemented in the AWE toolbox [19], which exploit the following descriptors: LBP [25], POEM [27], HOG [38], BSIF [39], LPQ [40], RILPQ [26], and DSIFT [41]. The results of this series of experiments are presented in Table III and Fig. 5. As can be seen, even the fully learned VGG-16 model significantly outperforms the best performing local approach, i.e., based on the Histogram-of-Oriented-Gradients (HOG) descriptor, with 49.08% vs. 34.64%, respectively. Furthermore, with selective learning SqueezeNet outperforms both HOG and POEM (which are the two best performing local techniques in our experiments) by a significant margin: 62.00% Rank-1 recognition rate compared to 34.64% for HOG and 33.12% for POEM. The same holds for Rank-5 recognition rates 92.99% and AUCMC 95.51% compared to 52.88% and 81.07% for HOG and 48.53% and 77.34% for POEM.

V. CONCLUSION

In this work we studied the problem of training CNN-based models for (closed set) ear recognition using limited training data. We investigated different strategies towards model training and were able to build a model that improved on the best performing state-of-the-art technique (based on HOG descriptors) included in our comparison by close to 30% in terms of the Rank-1 recognition rate.

The best model we were able to build was based on the SqueezeNet architecture. The model was initialize with
parameters learned with the ImageNet data and then fine tuned using a limited set of 1383 ear images of 166 classes that were augmented by a factor of 100.

In terms of future work, our goal will be to develop CNN-based models for open-set recognition problems and move beyond the close-set protocol explored in this paper. The difficulty with this approach is that the softmax layer at the top of the networks will have to be removed and image descriptors computed at the fully connected layers will have to be used as image representations. This task is typically more challenging than closed set recognition, as the computed descriptors need to be representative of unseen image classes (or identities), which commonly induces the need for even more training data.
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