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Abstract

Precision medicine is a rapidly expanding area of health research wherein patient level information is used to inform treatment decisions. A statistical framework helps to formalize the individualization of treatment decisions that characterize personalized management plans. Numerous methods have been proposed to estimate individualized treatment rules that optimize expected patient outcomes, many of which have desirable properties such as robustness to model misspecification. However, while individual data are essential in this context, there may be concerns about data confidentiality, particularly in multi-center studies where data are shared externally. To address this issue, we compared two approaches to privacy preservation: (i) data pooling, which is a covariate microaggregation technique and (ii) distributed regression. These approaches were combined with the doubly robust yet user-friendly method of dynamic weighted ordinary least squares to estimate individualized treatment rules. In simulations, we extensively evaluated the performance of the methods in estimating the parameters of the decision rule under different assumptions. The results demonstrate that double robustness is not maintained in data pooling setting and that this can result in bias, whereas the distributed regression provides good performance. We illustrate the methods via an analysis of optimal Warfarin dosing using data from the International Warfarin Consortium.
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1 | INTRODUCTION

Precision medicine is a rapidly expanding area of health research wherein patient level information is used to inform treatment decisions. Dynamic treatment regimens (DTRs) provide a statistical framework to formalize the individualization of treatment decisions that characterize personalized management plans. The term DTR is used to refer to treatment pathways or sequences that provide treatment recommendations over multiple treatment decision points dynamically, based on evolving patient characteristics; an individualized treatment rule (ITR) is treatment recommendation at a single time-point (eg, at diagnosis) and is the focus of this work.

Numerous methods have been proposed to estimate DTRs that optimize expected patient outcomes,1-10 many of which have desirable properties such as robustness to model misspecification. However, while individual data are essential in
this context, there may be concerns about data confidentiality, particularly in multi-center studies (eg, provincial electronic health record repositories, or hospitals in a multi-center cohort study) where data are typically shared externally. As noted by Saha-Chaudhuri and Weinberg, the growth of personalized medicine has resulted in the collection of large quantities of very sensitive data for large segments of the population. Although these data may provide critical information for many aspects of health research, their use is constrained by legitimate concerns about privacy. Most standard data analysis techniques require individual data for estimation and inference, and thus are not applicable when individual data cannot be shared without risking disclosure of sensitive information. Frequently, data for research undergo anonymization to remove identifying information. However, one may still be able to identify participants using combinations of variables or auxiliary information available from other sources. Sometimes data are deliberately coarsened to obscure individual identities, leading to loss of precision and statistical power. A key challenge of data privacy preservation is to strike a good balance between data usability and confidentiality.

Different strategies have been proposed that aim to protect the confidentiality of the individual data while disseminating useful information derived from these data, mostly in traditional regression analyses. Data manipulations such as top-coding, cell suppression, data swapping, and jittering are all different techniques that can help to avoid identity or attribute disclosures. Other strategies use transformation of the data in order to hide sensitive information. These strategies include the randomization method, which adds a noise in the data in such a manner that each center can learn only the minimum possible about the other centers. This method is for instance used in the secure summation protocol, and microaggregation, which represents a family of techniques that proposes to replace individual values by values computed on small aggregates. Several methods stem from this basic concept of aggregation such as basic data poolings, k-anonymity, or l-diversity. These methods differ in the way that they minimize the information loss caused by microaggregation, which depends on the level of confidentiality required and on the tolerance for loss of statistical power.

There have been also ongoing efforts to develop methods that enable researchers to conduct multi-database regression analysis without the need to centrally combine all individual-level data from participating sites. Among these methods is the distributed regression approach. Distributed regression performs the same numeric algorithm as standard regression that is based on individual-level data but uses only summary matrix products (obtained with few manipulations from each center for computation. This approach, therefore, typically involves a high level of data aggregation and the sharing of a smaller number of data summaries while again avoiding sharing of individual-level data. For linear models, distributed regression and individual-level data analysis should produce statistically equivalent results.

Although individualized treatment strategies can be identified via regressions with interactions between the treatment and the covariates, concerns about data privacy have never been explored in this setting. Therefore, to address data privacy in the context of estimating individualized treatment rules from multi-site studies, we focused on two approaches: (i) data pooling and (ii) distributed regression, where we adapt both to a doubly-robust ITR estimation known as generalized dynamic weighted least squares (G-dWOLS). G-dWOLS is an approach which bears similarities to both Q-learning, affording simplicity of implementation, intuitiveness, and many model-diagnostic tools, and the more complex and doubly robust G-estimation.

In this article, we adapt and compare the afore-mentioned two approaches to address concerns surrounding data sharing when attempting to use data from multiple centers to estimate optimal individualized treatment rules in the G-dWOLS framework. After briefly summarizing the G-dWOLS approach, Section 2 describes how data pooling and distributed regression can be used to maintain privacy preservation in an ITR context. Section 3 demonstrates the performance of the methods via a series of simulations under a wide variety of different scenarios. Section 4 applies both approaches to estimate an optimal individualized Warfarin dose strategy in the context of data confidentiality. We conclude the article with a discussion.

2 | METHODS

2.1 | The G-dWOLS approach

G-dWOLS is an extension to the continuous treatment setting of the dynamic weighted ordinary least squares approach (dWOLS), one of the main methods for regression-based DTR estimation originally developed only for a binary treatment context. In the multiple decision-point setting, G-dWOLS sequentially determines the optimal treatment decision across treatment stages and indirectly allows for the identification of the optimal DTR using a backwards induction approach.
Here, only a single-stage setting will be considered. This greatly simplifies the question of interest as well as the G-dWOLS approach, as it reduces to a single, weighted least squares estimation procedure.

Consistent with the DTR literature, let $Y$ denote a continuous outcome, where larger values of $Y$ are clinically preferable. The assigned treatment will be denoted as $A$, whether binary or continuous. Subject-specific (or individual history) covariates will be denoted by the random vector $X$.

The aim is to find the optimal treatment $A^\text{opt}$ that maximizes the expected outcome. We conceptualize the outcome model, $E(Y \mid X, A)$, as being split in two components: the “treatment-free” function $f$, and the “blip” function $\gamma$. This may be written as:

$$E(Y|X = x, A = a) = f(x^\beta, \beta) + \gamma(x^\psi, a; \psi)$$

(1)

where $x^\beta$ and $x^\psi$ are subsets of the observed vector $x$ (and $x^\psi$ is contained in $x^\beta$), the “treatment-free” function $f$ represents the impact, in absence of treatment (or at the reference level of treatment), of patient history $x^\beta$ on the outcome (for instance, when linear, $f(x^\beta, \beta) = \beta_0 + \beta_1 x^\beta$), and the “blip” function represents the impact of the treatment on the outcome, including both the main effect and the interaction between the treatment and the covariates $x^\psi$. The blip, or contrast, function must be parameterized so as to equal zero when $A = 0$, whether treatment is binary or otherwise. With a known or estimated blip function, it is straightforward to determine the optimal treatment rule as that which maximizes the blip function, since a maximized blip function will simultaneously maximize the conditional expectation of the outcome. Thus, estimation of the blip function parameters is synonymous with estimation of the ITR itself.

Therefore, since this blip function represents the only means by which the treatment can influence the expected outcome, we need only to focus on the form and parameters of $\gamma$ (for instance, when linear, $\gamma(x^\psi, a; \psi) = a(\psi_0 + \psi_1 x^\psi)$), estimation of $\psi_0$ and $\psi_1$ is of primary interest). However, since the treatment may depend on the patient history, a third function, called the treatment density function or (generalized) propensity score, $f(A|X, \alpha)$, needs to be defined in the G-dWOLS framework.

G-dWOLS relies on several standard assumptions: no interference between subjects, no unmeasured confounding, positivity, and lack of other biases in the data including no measurement error or selection bias in the sampled units. Any missing data are, for the purposes of our development, assumed to be missing completely at random. Assuming there are no unmeasured confounders, G-dWOLS eliminates bias due to confounding via either a correctly-specified treatment-free model or through weighting based on a function of the propensity score. Accordingly, G-estimation allows for doubly robust estimation of the blip model parameters as only one (or both) of either the treatment-free or treatment models needs to be correctly specified for consistent estimation of the blip model parameters. However, the blip function must be correctly specified.

G-dWOLS achieves consistent estimation of the blip model parameters by employing a weighted linear regression to fit the model in Equation (1) with weights $w$ derived from a correctly identified (generalized) propensity score model satisfying specific conditions. In binary treatment setting, the weight $w = |A - E[A|X; \hat{\alpha}]|$ has been shown to work well; the well-known inverse probability of treatment weights also satisfy the balancing conditions required by G-dWOLS. In continuous treatment setting, a larger range of weight functions can be applied.

### 2.2 Data pooling

In multi-center studies where data are shared externally, data confidentiality may be a critical issue. To address this problem, microaggregation techniques allow aggregating the covariates values within groups of a specific center or over centers so that the information from all centers can be used for the statistical analyses without sharing individual-level data. Aggregating data often consists of summing individual-level covariates. The choice of the group size depends on the level of confidentiality required and on the tolerance for loss of statistical power: when smaller group size is used, the level of the confidentiality may not be optimal but the statistical power may be higher. In the following, we will focus on three different data pooling strategies, which are demonstrated by a small example in Table 1.

The first data pooling strategy proposes the formation of pools (or groups) of size $g$ across the centers, and the aggregation (ie, the sum) of the covariates within each pool. One limitation of this method is that it requires collaboration between centers to create the pools (hence some data sharing between centers) to reach the analyses stage and thus would require additional confidentiality measures to ensure privacy. The second data pooling strategy proposes that each center randomly creates their own pools of size $g$ ($g$ being common for each center) and then aggregates the covariates within
TABLE 1 Schema of the different pooling strategies with 3 centers and 25 patients distributed over these centers

| Patient | Center | Pool first strategy (g = 5) | Pool second strategy (g = 3) | Pool third strategy (g_1 = 2, g_2 = 3, g_3 = 5) |
|---------|--------|---------------------------|---------------------------|-----------------------------------------------|
| 1       | 1      | 1                         | 1                         | 1                                             |
| 2       | 1      | 3                         | 1                         | 2                                             |
| 3       | 1      | 2                         | -                         | 2                                             |
| 4       | 1      | 2                         | 1                         | 1                                             |
| 5       | 2      | 3                         | 2                         | 3                                             |
| 6       | 2      | 5                         | 3                         | 3                                             |
| 7       | 2      | 1                         | 2                         | 3                                             |
| 8       | 2      | 5                         | 2                         | 4                                             |
| 9       | 2      | 5                         | 3                         | 4                                             |
| 10      | 2      | 4                         | 3                         | 4                                             |
| 11      | 3      | 4                         | 4                         | 5                                             |
| 12      | 3      | 1                         | 6                         | 6                                             |
| 13      | 3      | 3                         | 7                         | 7                                             |
| 14      | 3      | 4                         | 6                         | 7                                             |
| 15      | 3      | 2                         | 8                         | 6                                             |
| 16      | 3      | 4                         | 4                         | 7                                             |
| 17      | 3      | 5                         | 8                         | 6                                             |
| 18      | 3      | 1                         | 8                         | 5                                             |
| 19      | 3      | 5                         | 5                         | 7                                             |
| 20      | 3      | 3                         | 7                         | 6                                             |
| 21      | 3      | 4                         | 7                         | 5                                             |
| 22      | 3      | 2                         | 5                         | 7                                             |
| 23      | 3      | 3                         | 4                         | 5                                             |
| 24      | 3      | 2                         | 6                         | 5                                             |
| 25      | 3      | 1                         | 5                         | 6                                             |

Note: The third column indicates the pool number when the first pooling strategy is applied: each patient is randomly assigned to a specific pool of size $g = 5$. The fourth column indicates the pool number when the second pooling strategy is applied: within their own center, each patient is randomly assigned to a specific pool of size $g = 3$ (common for all centers). Since the first center has four patients, one person is excluded (patient 3) and his data will not be used for the analyses. The fifth column indicates the pool number when the third pooling strategy is applied: within their own center, each patient is randomly assigned to a specific pool of size $g_1 = 2$ for center 1, $g_2 = 3$ for center 2, and $g_3 = 5$ for center 3. Since every center can decide their own pool size, there are fewer or no exclusions of patient data used in analyses.

Each pool. One limitation of this method is that if there is no common divisor between centers, some patients could be excluded and thus precision (power) may be lost due to unused data, in addition to any loss of power due to the aggregation itself. The third data pooling strategy proposes that each center randomly creates their own pools of size $g_k$ (where $g_k$ is allowed to differ between centers) and then aggregates the covariates within each pool. This method would reduce the number of patients excluded, as it is the case for the second strategy.

Saha-Chaudhuri and Weinberg applied these data pooling approaches to analyze confidential data, particularly in the context of a matched case-control study, with a view to estimating the individual-level odds ratios of an exposure of interest using a conditional logistic regression model. The simulation study showed encouraging results that were similar between pooled and unpooled analyses, whatever the pools size, in terms of bias, SEs and coverage probability.

In our case, we intend to use this approach to estimate the individual-level blip parameters, and hence the ITR. To illustrate our goal, we consider the following outcome model, consisted of a linear treatment-free function $f(x^\theta, \beta) = \beta_0 + \beta_1 x^\theta$, and a linear blip function $\gamma(x^\psi, a; \psi) = a (\psi_0 + \psi_1 x^\psi)$. 
Each component of the model will be aggregated within a particular pool of size $g$ for instance, defined by following one of the pooling strategies presented above. The outcome model would become then:

$$
\sum_{i=1}^{g} E(Y_i | X_i = x_i, A_i = a_i) = \sum_{i=1}^{g} (\beta_0 + \beta_1 x_i^d) + \sum_{i=1}^{g} a_i (\psi_0 + \psi_1 x_i^w)
$$

$$
= \sum_{i=1}^{g} \beta_0 + \beta_1 \sum_{i=1}^{g} x_i^d + \psi_0 \sum_{i=1}^{g} a_i + \psi_1 \sum_{i=1}^{g} a_i x_i^w
$$

$$
= \sum_{i=1}^{g} \beta_0 + \beta_1 \sum_{i=1}^{g} x_i^d + \sum_{i=1}^{g} a_i \left(\psi_0 + \psi_1 \frac{\sum_{i=1}^{g} a_i x_i^w}{\sum_{i=1}^{g} a_i}\right)
$$

$$
E(Y_{pool} | X_{pool} = x_{pool}, A_{pool} = a_{pool}) = \beta_{0, pool} + \beta_1 x_{pool}^d + a_{pool} (\psi_0 + \psi_1 x_{pool}^w)
$$

(3)

with $\beta_{0, pool} = \sum_{i=1}^{g} \beta_0$, $x_{pool}^d = \sum_{i=1}^{g} x_i^d$, $a_{pool} = \sum_{i=1}^{g} a_i$, and $x_{pool}^w = \sum_{i=1}^{g} a_i x_i^w / \sum_{i=1}^{g} a_i$ (a weighted version of $x^w$). In the “pooled” outcome model defined in Equation (3), the parameters of interest coincide with the parameters of the “pooled” blip function, $\gamma(x_{pool}^w, a_{pool}; \psi) = a_{pool} (\psi_0 + \psi_1 x_{pool}^w)$, and these correspond to the parameters of the initial outcome model in Equation (2). Therefore, using data pooling strategy would allow data confidentiality while estimating the individual-level blip parameters.

2.3 Distributed regression

We now describe the distributed regression approach to preserving privacy while sharing data appropriate for G-dWOLS estimation of an ITR. For simplicity, consider three centers $m = \{1, 2, 3\}$ and suppose we are, as before, interested in the outcome model—and most particularly in the blip function parameters—of Equation (2) for each center.

When each center does their analyses separately, at the individual-data level, using a matrix formulation, we express these as:

$$
y_1 = X_1^d \beta_{1(1)} + X_1^w \psi_{(1)} + \epsilon_1 = X_1 \theta_{(1)} + \epsilon_1
$$

$$
y_2 = X_2^d \beta_{1(2)} + X_2^w \psi_{(2)} + \epsilon_2 = X_2 \theta_{(2)} + \epsilon_2
$$

$$
y_3 = X_3^d \beta_{1(3)} + X_3^w \psi_{(3)} + \epsilon_3 = X_3 \theta_{(3)} + \epsilon_3
$$

where $y_m$ represents the vector of outcomes for centre $m$, $X_m^d$ represents the design matrix related to the treatment-free function for centre $m$, $\beta_{(m)}$ represents the vector of parameters associated with $X_m^d$, $X_m^w$ represents the design matrix related to the blip function for centre $m$ (with $A_m$ already incorporated into $X_m^w$), $\psi_{(m)}$ represents the vector of parameters associated with $X_m^w$. $X_m$ represents the combination of $X_m^d$ and $X_m^w$, with its vector of parameters $\theta_{(m)} = (\beta_{(m)}, \psi_{(m)})$ and $\epsilon_m$ represents the random error for centre $m$. The usual weighted least square estimation approach would estimate the parameters of interest, that is, $\theta_{(1)}$, $\theta_{(2)}$, and $\theta_{(3)}$, for each centre separately in the context of data privacy. Estimates of these parameters could then potentially be combined via meta-analytic techniques without needing to share individual-level data across centers. However, it has been shown that one of the limitations of traditional meta-analysis methods arises for detection of subgroup association under heterogeneity. Therefore, it is unclear that this approach is suitable for ITRs, where heterogeneity in treatment response is particularly of interest and meta-analyses may not be able to detect such effects.

Dealing with data privacy in a different manner, the G-dWOLS with distributed regression approach targets the parameters of interest directly:

$$
\begin{pmatrix}
  y_1 \\
  y_2 \\
  y_3 
\end{pmatrix} =
\begin{pmatrix}
  X_1 \\
  X_2 \\
  X_3 
\end{pmatrix} \times \theta +
\begin{pmatrix}
  \epsilon_1 \\
  \epsilon_2 \\
  \epsilon_3 
\end{pmatrix}
$$
Obtaining estimates of such parameters with individual-level data is straightforward. However, in the context of privacy preservation, obtaining G-dWOLS estimates with the distributed regression approach requires minimizing the sum over the centers of the error sum of squares:

\[ S = \sum_{i=1}^{n_1} w_1 \varepsilon_1^2 + \sum_{i=1}^{n_2} w_2 \varepsilon_2^2 + \sum_{i=1}^{n_3} w_3 \varepsilon_3^2, \]

which we can re-express as

\[ S = W_1 [y_1 - X_1 \theta]' [y_1 - X_1 \theta] + W_2 [y_2 - X_2 \theta]' [y_2 - X_2 \theta] + W_3 [y_3 - X_3 \theta]' [y_3 - X_3 \theta] \]

\[ S = [y_1 W_1 y_1' + y_2 W_2 y_2' + y_3 W_3 y_3'] - 2 [X_1' W_1 y_1 + X_2' W_2 y_2 + X_3' W_3 y_3] \theta + \theta [X_1' W_1 X_1 + X_2' W_2 X_2 + X_3' W_3 X_3] \theta \]

where \( w_{mi} \) corresponds to the weight of \( y_{mi}, m = \{1,2,3\} \). Using the first derivative of \( S \) over \( \theta \) to obtain the extremum gives

\[ \frac{\partial S}{\partial \theta} = 0 \iff [X_1' W_1 y_1 + X_2' W_2 y_2 + X_3' W_3 y_3] = \theta [X_1' W_1 X_1 + X_2' W_2 X_2 + X_3' W_3 X_3] \theta . \]

and so the weighted least squares estimator \( \hat{\theta} \) can be derived from the weighted least squares estimator \( \hat{\theta} = (\hat{\beta}, \hat{\psi}) \), which is given by

\[ \hat{\theta} = [X_1' W_1 X_1 + X_2' W_2 X_2 + X_3' W_3 X_3]^{-1} [X_1' W_1 y_1 + X_2' W_2 y_2 + X_3' W_3 y_3] . \]

Therefore, to estimate these treatment-decision parameters, each center \( m \) must provide two matrix products: \( X_m' W_m X_m \) and \( X_m' W_m y_m \), which would allow centers to keep all individual-level data confidential while still sharing information from all site participants. In each center, this approach requires only estimation of the weight matrix \( W_m \) (which itself requires estimation of the propensity score) and very little analytic sophistication beyond what is required for, say, data pooling. Note that in the distributed regression approach, the weights are assigned at the individual level and then aggregated into the matrix to be transmitted to the central analysis site. This is contrary to the data pooling strategies, for which the weights are assigned at the pool-level, after the data aggregation step.

## 3 | Simulation Studies

The simulation study is reported following the ADEMP (aims, data-generating mechanisms, estimands, methods, and performance measures) scheme proposed by Morris et al.\(^{33}\)

### 3.1 | Aims

Our primary objective is to adapt ITR estimation to address data privacy concerns. Accordingly, our simulations evaluated the performance of G-dWOLS for estimation of treatment decision rule parameters using the two proposed approaches to address data privacy, under different assumptions concerning (1) the distribution of the subject-specific covariate in each center, (2) the treatment variable distribution, (3) the degree of confounding, captured by the strength of relationship between the treatment variable and the subject-specific variable, (4) the pool size when aggregating the data and (5) the model misspecification. Points (1)-(4) concerns data-generating mechanisms, while (5) concerns the analyses.

### 3.2 | Data-generating mechanisms

We considered multiple data-generating mechanisms. For each, we considered a single-stage (ITR rather than DTR) setting. The multiple data-generating mechanisms represented different combinations of:
1. The similarity or the difference of the distribution of the subject-specific covariate \( X \) in each center
   a. For all centers, the subject-specific covariate \( X \) follows a normal distribution \( N(10,1) \); this is a homogeneity assumption across sites.
   b. The subject-specific covariate \( X \) follows a \( N(10,1) \) distribution, a uniform law \( U[6,14] \) or a log-normal law \( LN(0.7,0.5) \) according to the center to which they belong. This setting allows for the more realistic possibility that covariate distributions vary across centers while still assuming broadly comparability (similar means and ranges) across sites so that the populations are “overlapping” though not identical.

2. The treatment variable distribution
   a. Binary treatment: \( A \sim B(n, \rho(x)) \), where \( p(x) \) is as given in 3, below.
   b. Continuous treatment: \( A \sim N(X, SD_A) \).

3. The degree of confounding, as captured by the strength of relationship between \( A \) and \( X \).
   a. The probability of being treated when the treatment is binary, which was set by the coefficient \( \rho \) of the following function that represents the probability of being treated according to \( X \), \( p(x) = 1 / (1 + e^{-(x-10)}) \):
      i. “Lowest level”: \( \rho = 15 \) (yielding 5%-20% of individuals treated)
      ii. “Low level”: \( \rho = 8 \) (yielding 10%-25% of individuals treated)
      iii. “Moderate level”: \( \rho = 5 \) (yielding 15%-30% of individuals treated)
      iv. “High level”: \( \rho = 2 \) (yielding 25%-40% of individuals treated)
      v. “Highest level”: \( \rho = 1 \) (yielding 35%-50% of individuals treated)

   b. When the treatment is continuous, the level of the confounding was specified through the correlation between \( A \) and \( X \), which in turn was set by the SD of the treatment variable \( SD_A \):
      i. Very low correlation: \( SD_A = 12 \) which corresponds to \( 0 \leq \text{cor}(A,X) \leq 0.1 \)
      ii. Low correlation: \( SD_A = 4 \) which corresponds to \( 0.2 \leq \text{cor}(A,X) \leq 0.3 \)
      iii. Moderate: \( SD_A = 1.9 \) which corresponds to \( 0.4 \leq \text{cor}(A,X) \leq 0.5 \)
      iv. High: \( SD_A = 1.2 \) which corresponds to \( 0.6 \leq \text{cor}(A,X) \leq 0.7 \)
      v. Very high: \( SD_A = 0.5 \) which corresponds to \( 0.8 \leq \text{cor}(A,X) \leq 1 \).

The outcome model was taken to be:

\[
Y_i = \log(X_i) + \sin(X_i) + X_i + A_i(\psi_0 + \psi_1X_i) + \varepsilon_i,
\]

where \( \log(X_i) + \sin(X_i) + X_i \) represents the treatment-free function, \( A_i(\psi_0 + \psi_1X_i) \) represented the blip function with \( \psi_0 = \psi_1 = 1 \), and the random errors \( \varepsilon_i \) follow a standard normal law, \( N(0,1) \).

Using the data pooling strategy, after having decided upon a pool size \( g \), the \( N/g \) pools were formed by randomly partitioning the \( N \) patients into pools of size \( g \), assuming \( N \) is a multiple of \( g \). (Groups are usually formed using a criterion of maximal similarities, where the similarities can be measured using a distance. The optimal partition\(^{17} \) is defined to be the one that maximizes the within-group homogeneity. The higher the within-group homogeneity, the lower the information loss, where the sum of squares criterion is commonly used to measure homogeneity in clustering.) When pooling the data, we formed pooled covariates, where each one corresponded to the sum of the specific original covariate values over the \( g \) patients. The pooled outcome model was then expressed as:

\[
y_{\text{pool}} \sim \log x_{\text{pool}} + \sin x_{\text{pool}} + x_{\text{pool}} + a_{\text{pool}} \left( \psi_0 + \psi_1 x_{\text{pool}}^w \right) + \varepsilon_{\text{pool}},
\]

with \( y_{\text{pool}} = \sum_{i=1}^{g} y_i \), \( \log x_{\text{pool}} = \sum_{i=1}^{g} \log(x_i) \), \( \sin x_{\text{pool}} = \sum_{i=1}^{g} \sin(x_i) \), \( x_{\text{pool}} = \sum_{i=1}^{g} x_i \), \( a_{\text{pool}} = \sum_{i=1}^{g} a_i \), \( x_{\text{pool}}^w = \sum_{i=1}^{n_k} a_i x_i / \sum_{i=1}^{n_k} a_i \) and \( \varepsilon_{\text{pool}} = \sum_{i=1}^{g} \varepsilon_i \).

For each of the 40 simulated scenarios summarized in Table S1 in Section 1 of the Online Supplementary Material (scenarios a-t, a-bis-j, bis, a-ter-j, ter), we generated 1000 independent data sets of size \( N = 60000 \), divided in three centers. Using the data pooling strategy, original data were then aggregated into \( N/g = 2000/600/100 \) pools of size \( g = 30/100/600 \) patients respectively. All simulations were performed using a customized program in R software that is available in Section 2 of the Online Supplementary Material.
3.3 | Estimands, methods, and performance metrics

The estimands of interest were the blip function parameters \( \psi_0 \) and \( \psi_1 \) as the blip function is the only means by which treatment can influence the expected outcome, and hence fully characterizes the optimal treatment strategy.

All analyses relied on the first data pooling strategy and on the distributed regression approach, each combined with G-dWOLS using the inverse probability of treatment weight for continuous treatment setting or with \( |a - E[A|X]| \) as weight for binary treatment setting. (Note that in the binary treatment setting where individuals’ treatments consist of values 0 (untreated) or 1 (treated), the treatment in the pooled sample follows a binomial distribution \( B(n, p) \) (with parameters \( n = \) pool size and \( p = \) number of patients within the pool that are assigned a treatment). Therefore, a binomial generalized linear model (GLM) adjusting for the aggregated covariates of interest (sum of the values of the covariates over the patients constituting the pool) is used to estimate the treatment model. The weights are then estimated as the difference between the observed treatment in the pooled sample and the predicted values obtained from the GLM.

In the continuous treatment setting where individuals’ treatments consist of continuous-valued doses, the treatment in the pooled sample follows a normal distribution. Therefore, a linear model adjusting for the aggregated covariates of interest (sum of the values of the covariates over the patients constituting the pool) is the relevant approach to use as the aggregated data generalized propensity score model. We choose to estimate the weights using the inverse probability of treatment from the predicted values obtained from the linear model. Those weights are then used in a weighted linear regression of the outcome \( y_{pool} \) on \( \log x_{pool}, \sin x_{pool}, x_{pool}, a_{pool}, \) and \( a_{pool}x_{pool}^{w} \).

The performance of G-dWOLS using the original (individual-level) data, data pooling, and distributed regression was assessed under various forms of model misspecification (always assuming a correctly-specified blip model):

- Scenario 1. Both the treatment and treatment-free models are correctly specified
  - Treatment model: \( \log it(p(1|x)) = x \) if the treatment is binary and \( A = x \) if the treatment is continuous
  - Treatment-free model: \( f(x) = \log(x) + \sin(x) + x \)

- Scenario 2. The treatment model is correctly specified but the treatment-free model is misspecified
  - Treatment model: \( \log it(p(1|x)) = x \) if the treatment is binary and \( A = x \) if the treatment is continuous
  - Treatment-free model: \( f(x) = x \)

- Scenario 3. The treatment model is misspecified but the treatment-free model is correctly specified
  - Treatment model: \( \log it(p(1|x)) = 1 \) if the treatment is binary and \( A = \beta_0 \) if the treatment is continuous
  - Treatment-free model: \( f(x) = \log(x) + \sin(x) + x \)

- Scenario 4. Both the treatment and treatment-free models are misspecified.
  - Treatment model: \( \log it(p(1|x)) = 1 \) if the treatment is binary and \( A = \beta_0 \) if the treatment is continuous
  - Treatment-free model: \( f(x) = x \)

We assessed (i) the relative bias which represents the difference between the mean of the estimates and the corresponding true value, divided by the latter, and (ii) the empirical SD. The results were compared with results obtained from the “gold standard” analysis using the original individual-level data.

3.4 | Simulation results

In this section, we present the results for 10 selected simulated scenarios (a-j, see Table S1 for details). The results focus on the parameter \( \psi_0 \), which is more affected by the different studied scenarios than \( \psi_1 \), as the relative bias and the SD are typically higher. The remaining results are presented in the Online Supplementary Materials.

For binary treatment distribution (Figure 1 and Table S2 available in Section 3 of the Online Supplementary Material), in both Scenarios 1 and 3 where the treatment-free model is correctly specified, data pooling and distributed regression provide consistent estimation of the blip parameter \( \psi_0 \), with relative bias less than 3% whatever the level of confounding. Distributed regression performs similarly to individual-level data, whereas variability is a bit higher for data pooling. In Scenario 2, where the treatment model is correctly specified, the double robustness of the G-dWOLS method
FIGURE 1  Simulation results: Performance of the methods over 1000 samples for each scenario, according to different degrees of confounding, when the treatment distribution is BINARY and the subject-specific covariates distribution is IDENTICAL (the pool size when aggregating the data is 30).

is highlighted. As seen in Figure 1 and Table S2, data aggregation is again similar to estimation using individual-level data with relative bias less than 1% and variability similar to that obtained in the other scenarios. However, data pooling yields a biased estimator of the blip parameter $\psi_0$ (Figure 1 and Table S2), suggesting that the double robustness of G-dWOLS cannot be assured with pooled data. In Scenario 4, where both the treatment and treatment-free models are misspecified, all methods yield biased estimator, with a substantial relative bias and similar SDs over the different scenarios (Figure 1 and Table S2). Across all scenarios, data pooling is far less efficient than distributed regression, as effective degrees of freedom are lost due to the data pooling.

For the continuous treatment (“dose”) distribution (Figure 2 and Table S3 available in Section 3 of the Online Supplementary Material), results are similar. Again, in Scenarios 1 and 3 where the treatment-free model is correctly specified,
there is very little relative bias (<2%), with some loss of precision seen with data pooling. In Scenario 2, where the treatment model is correctly specified, consistent estimate of the blip parameter is observed when there is little confounding (very low correlation), however as the degree of confounding increases, relative bias exceeds 14% (Figure 2 and Table S3). This is likely due to higher correlations leading to large weights and unstable estimation. Across all scenarios, the SEs varying according to the level of the confounding: the higher the correlation between the covariate and the treatment, the higher the variability of the estimates (Figure 2 and Table S3). Unsurprisingly, results are poor for all approaches when both models are misspecified (Scenario 4). The results obtained from data pooling data when the pool size is increased to 100 or 600 exhibit a similar pattern to that observed when the pool size was 30 (results not shown).
The effect of varying the distribution of the subject-specific covariate over centers was also investigated (see Section 4 of the Online Supplementary Material). Whether treatment is binary (Table S4 and Figure S1) or continuous (Table S5 and Figure S2), the results were broadly similar to those reported above, where the distribution of the subject-specific covariate does not vary across centers. The exceptions are that the data pooling performed rather more poorly than both the individual-level data and distributed regression in the binary data setting, and, in the continuous data setting with Scenario 3 and a high degree of confounding, considerable instability in estimation with distributed regression was observed.

4 | APPLICATION: ESTIMATING AN OPTIMAL WARFARIN DOSE STRATEGY

4.1 | Data

Warfarin is a widely prescribed anticoagulant used to treat and prevent thrombosis and thromboembolism. Establishing a correct therapeutic dose is difficult as its effects are highly variable amongst patients. In determining the ideal subject-specific Warfarin dose, a patient’s international normalized ratio (INR) is closely monitored and the dose is varied until a stable therapeutic INR state is achieved, typically in the range of [2;3]. INR is a measure of the time needed for blood to clot. If INR is high, this indicates that blood is clots more slowly which could lead to dangerous bleeding, whereas a low INR indicates clotting that is too fast which can have serious consequences such as thrombosis or a pulmonary embolism. The goal of The International Warfarin Pharmacogenetics Consortium was to explore several models for determining an appropriate Warfarin dose algorithm. The researchers found that a pharmacogenetic model performed best, suggesting that the prescription of Warfarin should be tailored according to individual patient level genetic and clinical characteristics. Subsequent studies applied other methods and came to similar conclusions.

We revisited The International Warfarin Pharmacogenetics Consortium data (openly available at www.pharmgkb.org/page/iwpc), gathered data from multiple centers, to apply the two proposed approaches to estimate an optimal individualized Warfarin treatment strategy in the G-dWOLS framework with a single stage setting in the context of data confidentiality. The results were compared with those obtained from the gold standard analysis using the original individual-level data. Following the work of Chen et al., Wallace et al., and Schulz and Moodie, observations with missing values were removed, leading to a sample size of $n = 1732$, originated from 11 different centers. However, two of these eleven centers were removed from the total cohort since they each included 1 and 4 patients respectively, which render data pooling infeasible in these centers. Therefore, the sample size was reduced to 1727. The final dataset used in the analysis included several predictors; specifically, the patient's age (binned into 9 groups), the weight centered by the site mean, the height centered by the site mean, an indicator for taking either Rifampin, Carbamazepine or Phenytin (coded as enzyme = 1), an indicator for taking Amiodarone, gender (“Man” being the reference level), race (labeled as “Black” or “Asian” or “White”, with the latter the reference level), and genetic information on the VKORC1 (3 levels) and CYP2C9 (4 levels) genotypes. These potential confounders and/or tailoring variables will be collectively denoted by the matrix $x$. Information on each patient’s stable Warfarin dose and corresponding INR was also included in the data.

4.2 | Analyses

The analyses using the G-dWOLS method relied on a blip function that is quadratic in the Warfarin dose, including the main effects of both dose and squared-dose as well as their respective interactions with all of the aforementioned predictors ($x^φ = x$). Thus, in accordance with previous work, the outcome model was specified as:

$$y = xβ + a \left( ψ_{01} + xψ_{11} + axψ_{12} \right).$$

where the outcome variable $y$ was defined as $y = -\sqrt{|2.5 - \text{INR}|}$, so that larger values of $y$ were clinically preferable (closer to zero, representing the mid-point of the therapeutic range of INR). The observed distribution of the outcomes was roughly symmetric, with values varying from $-1.0954$ to $0$. The vector $β$ represented the effect of all predictors $x$ that specified the treatment-free function ($x^φ = x$), on the outcome $y$. The vector $a$ represented the vector of dose, and $ψ_{01}$, $ψ_{02}$, $ψ_{11}$ and $ψ_{12}$ represented respectively the main effects of dose and squared-dose and their respective interactions.
TABLE 2  Warfarin application: Data pooling description

| Sites | 2 | 4 | 5 | 8 | 11 | 12 | 14 | 15 | 21 | Total |
|-------|---|---|---|---|----|----|----|----|----|-------|
| Sample size | 32 | 193 | 325 | 198 | 93 | 160 | 273 | 179 | 274 | 1727 |

First data pooling strategy

- Number of pools | 575 |
- Number patients excluded | 2 |

Second data pooling strategy

- Pool size | 3 3 3 3 3 3 3 3 3 - |
- Number of pools | 10 64 108 66 31 53 91 59 91 573 |
- Number patients excluded | 2 1 1 0 0 1 0 2 1 8 |

Third data pooling strategy

- Pool size | 4 3 5 3 3 4 3 3 3 - |
- Number of pools | 8 64 65 66 31 40 91 59 91 515 |
- Number patients excluded | 0 1 0 0 0 0 0 2 1 4 |

with all of the aforementioned predictors in the blip function. The treatment function underlying the blip function was specified including the main effects of all predictors \( x \).

To address data privacy, we relied on the three data pooling strategies and on the distributed regression, each combined with G-dWOLS using the inverse probability of treatment weight. The first data pooling strategy used a pool size of 3 across the different sites. The second data pooling strategy used a pool size of three for all sites. The third data pooling strategy adjusted the pool size to the site in order to reduce the number of patients excluded compared to the second data pooling strategy. However, the number of pools was reduced, resulting in a loss of information. The data pooling strategies are described in Table 2. The results of the different methods were compared to the results obtained with the gold-standard method using the original individual-level data. The estimands of interest were the blip function parameters \( \psi_1 = (\psi_{01}, \psi_{11}) \) and \( \psi_2 = (\psi_{02}, \psi_{12}) \).

4.3 Results

The gold-standard method using the original individual-level data being the reference, Figure 3 shows the differences between the estimates provided by this method and those provided by the data pooling strategies, and the distributed regression approach.

Globally, we can see that distributed regression performs slightly better than the data pooling methods, in terms of errors and variability in both \( \psi_1 \) and \( \psi_2 \). The third data pooling strategy seems to perform a bit less well in terms of error than the other data pooling strategies (Figure 3), although with less variability. This may be due to the fact that less information is available, as there were 515 pools in the third strategy compared to 573 pools in the second strategy and 575 pools in the first pooling strategy, even though there were marginally fewer patients excluded in the third strategy compared to the second, 4 vs 8 patients (see Table 2).

The errors and the variability are substantially higher for \( \psi_1 \) than for \( \psi_2 \). This is likely due to the higher order interaction terms for which the scaling differs. Similar patterns have been observed in previous studies.\(^8,20,39\)

In terms of interpretation of the results, the final goal is to see if using data pooling methods or distributed regression lead to similar results compared to the gold-standard method, that is, similar estimates of the individual optimal treatment. The blip function having the following expression \( \gamma(x, a; \psi) = a \left( \psi_{01} + \psi_{11}x + \psi_{02}a + \psi_{12}ax \right) \) (second part of Equation (4)), the optimal treatment, which maximizes the blip function, can be estimated as:

\[
a_{opt} = -\frac{1}{2} \left( \frac{\psi_{01} + \psi_{11}x}{\psi_{02} + \psi_{12}x} \right).
\]
with a corresponding estimate, $\hat{a}_{opt}$, obtained by substitution of estimates of $\psi$ for the parameters themselves. The rule would be then to recommend treatment $\hat{a}_{opt}$ if it is included within the range of possible values for $a$. Otherwise the optimal treatment will be that which of the maximum or minimum possible value for $a$ maximizes the estimated blip function. The optimal treatment has been estimated for each one of the five methods. The mean errors of the estimates (differences between the estimates provided by the gold-standard method and those provided by the proposed approaches) were—7.22, 4.84, 19.5, and 0.11 mg/week, respectively, for the first data pooling strategy, the second data pooling strategy, the third data pooling strategy and the distributed regression approach, and their absolute mean errors were respectively of 21.05, 38.69, 28.53, and 17.26 mg/week. Figure 4 represents the lowess (controlled by a smoother span) of the optimal treatment estimated by the five methods over the individual patients sorted by observed dose value. Clearly, the data pooling strategies provide different individual dose recommendations, probably due to the difference of information they provide (Table 2). The first data pooling strategy tends to under-estimate dose relative to the gold-standard optimal treatment,
Warfarin application. Comparison of the optimal treatment estimated by the gold standard approach using individual data with no privacy preservation (solid black line) and four privacy preserving methods (the three data pooling strategies and the distributed regression approach) over the individual patients sorted by observed dose value.

especially for higher doses. On the contrary, the second data pooling strategy tends to over-estimate the gold-standard optimal dose, especially for lower doses, with more variability. The third data pooling strategy greatly over-estimates the gold-standard optimal treatment with relatively lower variability, hence this approach showing the highest mean error but not the highest absolute mean error. The distributed regression approach globally under-estimates the gold-standard optimal treatment for the lower doses and over-estimates it beyond, with a lower variability (Figure 4). When we use a higher smoother span, we can see that distributed regression provides higher under-estimates for the lower gold-standard optimal treatment and higher over-estimates for the higher gold-standard optimal treatment. Although all these methods seem to provide different results, their confidence intervals show that these differences are not statistically significant (results not shown). A simulation study with a set-up similar to this application has also been performed (see Section 5 of the Supplementary Material). The results (Figure S3) show that Data pooling 1, Data pooling 2 and the distributed regression perform equivalently whereas, as noted in our application, Data pooling 3 provides substantially more biased estimates.
5 | DISCUSSION

In order to provide patients with the best possible individual care while ensuring data privacy, we adapted two approaches, data pooling and distributed regression, to address concerns surrounding data sharing when attempting to use data from multiple centers to estimate optimal individualized treatment rules using G-dWOLS.

Simulations demonstrate that both methods perform well when the treatment-free model and the treatment model underlying the blip function are correct. When only the treatment-free function is correctly specified, both methods provide satisfactory results. When only the treatment function is correctly specified, the distributed regression approach performs well. Nevertheless, in the context of continuous treatment, high degrees of confounding may lead to large weights and unstable estimation and likely violate the positivity assumption. However, using the pooling data method, double robustness is not assured. Thus, to ensure doubly robustness of G-dWOLS is maintained, the distributed regression approach is superior to pooling.

In our Warfarin application aiming to estimate an optimal individualized dose strategy, we pointed out the magnitude of the errors made when the optimal individual treatment is estimated using the data pooling and the distributed regression approaches instead of the gold-standard method that uses the original individual-level data. Globally, we found that the distributed regression approach provides better results than the data pooling approaches that were used. The data pooling strategies differed from the dosing relative to the gold-standard by at least 21 mg/week on average, with some variability. The distributed regression differed for the more extreme dose recommendations though to a lesser extent. The greatest differences should be considered with interest since both over- and under-dosing can have significant adverse effects on patients. However, note that while our estimated optimal dose rule may provide some guidance for establishing a Warfarin dose algorithm, it is unlikely to be imparting a complete picture. Several important predictors were unavailable in the dataset, such as smoking status, vitamin K intake, alcohol consumption, and other genetic factors known to influence the effect of Warfarin.34

The results for the three data pooling strategies were not presented in the simulation study since the goal of this simulation study was to see if the data pooling approach, in some form, could be adapted to address concerns of data privacy. It is reasonable to suppose that we would have obtained broadly similar conclusions for the two data pooling strategies that were not included in the simulation, as long as the quantity of information is equivalent. In real data, as emphasized by Saha-Chaudhuri and Weinberg,11 several pool sizes or several data pooling strategies should be used to confirm the results if this approach is pursued. However, as noted above, we would advocate the use of distributed regression over data pooling as a preferred approach.

Our encouraging results of both simulated and real data analyses, especially concerning the distributed regression approach, illustrate potential advantages in preserving data privacy when using multisite data to estimate individualized treatment rules. Indeed, in the context where the individual-level data cannot be shared, centers would need only to communicate about the covariates that should be included in each models (treatment model, treatment-free model, and blip function), in order to estimate the weight matrix, needed for the main analysis that relies on weighted linear regression and to define the design matrix. Then, the centers will be able to provide the two matrix products, built from this weight matrix, this design matrix, and the outcome vector, which will allow estimating the blip parameters of interest. Concerning the data pooling method, despite less promising results, the centers would only be required to aggregate the covariates of interest according to a given pool size. The choice of the group size depends on the level of the confidentiality required and on the tolerance for loss of statistical power: when smaller group size is used, the level of the confidentiality may not be optimal but the statistical power may be higher. The choice of g should balance the two issues of privacy restriction and realization of adequate statistical power. There are no other restrictions.

The methods proposed to preserve data privacy have some drawbacks. First, the data pooling strategy requires a balance between data usability and confidentiality.11,17 Indeed, for small datasets, it is sometime difficult to create pool of decent size while not reducing the statistical power. Second, the different models (treatment model, treatment-free model, and blip function) should be decided a priori so that the different centers can provide the corresponding aggregated covariates values when using the pooling data strategy and the corresponding weight matrix and design matrix when using the distributed regression. For any changes, centers will have to update elements that they have to provide. Analyses under the scenario where some centers do not collect data on specific covariates may be challenging. For example, multiple imputation (which has seen data-privacy adaptions40) would require considerable coordination between centers if a variable is entirely unavailable at one site, and the imputation model must be developed at another. And third, even if this is statistically feasible, it may not be practical to use these approaches in a multi-stage setting, as it would require going
back and forth to each center for the different steps that need to be performed at each iteration (creation of the matrix data, estimating the optimal rule, computation of the pseudo-outcome, etc.).

One might consider using traditional meta-analysis methods to combine the results obtained from each center without needing to share individual-level data across centers. However, it has been shown that one of the limitations of traditional meta-analyses is that they are not designed for detection of subgroup effects under heterogeneity, and this could lead to very unstable estimates, since it would require combining noisy estimates. Some methods have been developed to overcome this issue, such as meta-CART which integrates classification and regression trees (CART) into meta-analysis. This method can deal with many predictors and represents interactions in a parsimonious tree structure. An interesting perspective for the future would be to see if this method could be adapted to our situation, where heterogeneity in treatment response is particularly of interest.

The proposed approaches to address concerns surrounding data sharing when attempting to use data from multiple centers may be of interest for other studies in precision medicine. We hope this work will stimulate further developments aimed at adapting these approaches or other privacy preserving methods to other estimation approaches for DTRs or more generalized settings such as with censored outcomes.
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