Vortices in a parity-invariant Maxwell-Chern-Simons model
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In this work we propose a parity-invariant Maxwell-Chern-Simons model coupled with two charged scalar fields in 2+1 dimensions, and show that it admits finite-energy topological vortices. We describe the main features of the model and find explicit numerical solutions for the equations of motion, considering different sets of parameters and analyzing some interesting particular regimes. We remark that the structure of the theory follows naturally from the requirement of parity invariance, a symmetry that is rarely envisaged in the context of Chern-Simons theories. Another distinctive aspect is that the vortices found here are characterized by two integer numbers.

I. INTRODUCTION

Vortices are ubiquitous in nature, appearing from the rotating water in a sink to the winds surrounding a tornado. Such configurations can also be found throughout the physics literature, as illustrated in Refs [1–5]. In field theory, vortices are defined as solitons and can appear whenever we have a continuous symmetry that is spontaneously broken and a vacuum manifold with a circular structure, as for example, in a (2+1)-dimensional abelian gauge theory in the Higgs phase [8].

In this sense, the first appearance of vortices in the literature was in the context of superconductivity, through the work of Abrikosov in 1957 [9]. In 1973, Nielsen and Olesen showed [10] that the Abelian-Higgs (AH) model in 2+1 dimensions (the relativistic generalization of the Ginsburg-Landau model) admits finite-energy vortex solutions with a quantized magnetic flux. An exact vortex solution was found by de Vega and Schaposnik in 1976 [11], considering the particular relation between the couplings for which scalar and vector bosons have the same mass. The Abrikosov-Nielsen-Olesen (ANO) vortex described above is electrically neutral and, in fact, it was shown later by Julia and Zee in 1975 [12] that charged vortices with finite-energy cannot exist in the AH model.

A very interesting and subtle class of 2+1 topologically massive gauge theories was introduced in 1982 by Deser, Jackiw, and Templeton [13, 14], called nowadays Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]). The CS term is exclusive of odd-dimensional Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]). The CS term is exclusive of odd-dimensional Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]). The CS term is exclusive of odd-dimensional Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]). The CS term is exclusive of odd-dimensional Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]). The CS term is exclusive of odd-dimensional Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]). The CS term is exclusive of odd-dimensional Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]). The CS term is exclusive of odd-dimensional Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]). The CS term is exclusive of odd-dimensional Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]). The CS term is exclusive of odd-dimensional Chern-Simons (CS) theories, after the pioneering work [15] (see also Refs. [16–19]).

In this work we propose a parity-invariant Maxwell-Chern-Simons model coupled with two charged scalar fields in 2+1 dimensions, and show that it admits finite-energy topological vortices. We describe the main features of the model and find explicit numerical solutions for the equations of motion, considering different sets of parameters and analyzing some interesting particular regimes. We remark that the structure of the theory follows naturally from the requirement of parity invariance, a symmetry that is rarely envisaged in the context of Chern-Simons theories.
years ago in the context of graphene physics (see also Ref. [52]). The authors introduced a parity-preserving $U(1) \times U(1)$ massive quantum electrodynamics (QED) with two gauge fields having different behaviors under parity, and a CS term mixing them, a distinctive feature of the model. Its massless version was studied in Ref. [54], and it was shown that it exhibits quantum parity conservation at all orders in perturbation theory [57]. Recently, it was shown in Ref. [58], that the massive version is ultraviolet finite, that is, exhibits vanishing $\beta$-functions associated to the gauge coupling constants and CS parameter, and also vanishing anomalous dimensions.

Furthermore, it was shown that the model is parity and gauge anomaly free at all orders in perturbation theory.

Vortices in this context have already been discussed in the literature. In Ref. [59], the authors studied vortices in a $U(1) \times U(1)$ CS model coupled with scalar matter exhibiting fractional and mutual statistics. Following this work, the low energy dynamics of vortices was investigated in [60] (see also [61]), hybrid anyons in [62], and vortices in a CS theory coupled with fermions in [63]. These works had as a background experiments suggesting parity-invariance in high-$T_c$ superconductors [64–66], and the subsequent theoretical models agreeing with them [67–70]. Finally, this subject is also investigated in the mathematical physics literature [71–73], and interestingly enough, similar models with a mixed CS term find many applications in condensed matter [74–78].

In the last few years, there have been several contributions to the literature of vortices, and here we briefly mention some of them. In Ref. [84], the authors reported a new topological vortex solution in a $U(1) \times U(1)$ Maxwell-Chern-Simons theory. Considering the situation in which one of the $U(1)$’s was spontaneously broken, they obtained a long-range force, protected at the quantum level by the Coleman-Hill theorem [85]. Another interesting development was achieved in Refs. [86, 87], where the authors used a systematic expansion in inverse powers of $n$ to study giant vortices with large topological charge, observed experimentally in condensed matter systems [88–90]. In Ref. [91], the authors considered a $U(1) \times U(1)$, $N = 2$ supersymmetric model in 2 + 1 dimensions, investigating magnetic vortex formation and discussing applications of it. For some recent developments on vortex solutions within the gravitational context, see for instance Refs. [92–95]. Other interesting recent works can be found in Refs. [96–99].

In this work we propose a parity-invariant Maxwell-Chern-Simons $U(1)_A \times U(1)_\alpha$ scalar QED in 2+1 dimensions with Lagrangian given by

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{4} f_{\mu\nu} f^{\mu\nu} + \mu \epsilon^{\mu\nu\rho} A_\mu \partial_\nu A_\rho + |D_\mu \phi_+|^2 + |D_\mu \phi_-|^2 - V (|\phi_+|, |\phi_-|),$$

(1)

where the covariant derivative with respect to the gauge group $U(1)_A \times U(1)_\alpha$ acting on the complex scalar fields $\phi_+$ and $\phi_-$ is given by

$$D_\mu \phi_\pm = \partial_\mu \phi_\pm + ie A_\mu \phi_\pm \pm ig a_\mu \phi_\pm.$$

(2)

In the above expression, $e$ and $g$ are the gauge couplings associated with the gauge groups $U(1)_A$ and $U(1)_\alpha$, respectively, and $\mu > 0$ is the CS parameter. The field

---

1 In Ref. [100] the author advocates that the pure CS limit does not describe the large distance limit of the Maxwell-CS model.
strength tensors are given by $F_{\mu\nu} = \partial_{\mu} A_{\nu} - \partial_{\nu} A_{\mu}$ and $f_{\mu\nu} = \partial_{\mu} a_{\nu} - \partial_{\nu} a_{\mu}$, respectively. Notice that the scalar fields have the same charge under $U(1)_A$ but opposite charges under $U(1)_a$. The mass dimensions here are: $[\varepsilon^2] = [g^2] = [\mu] = 1$ and $[A_\mu] = [a_\mu] = [\phi_\pm] = 1/2$. In this model, in analogy with the fermionic version studied in Ref. [34], the gauge field $a_\mu$ is a pseudo-vector under parity, and its presence in the mixed CS term is what allows a CS theory to be parity-invariant.

The Lagrangian presented here is by construction invariant under $U(1)_A \times U(1)_a$ gauge transformations:

$$
\phi_\pm' (x) = e^{i (\rho(x) \pm \xi(x))} \phi_\pm (x),
A'_\mu (x) = A_\mu (x) - \frac{1}{e} \partial_\mu \rho (x),
a'_\mu (x) = a_\mu (x) - \frac{1}{g} \partial_\mu \xi (x).
$$

(3)

To ensure parity-invariance of this model, the scalar fields should behave somehow in the same way under parity as the fermionic matter in Ref. [34]. Thus, we will extend the parity concept to include a transformation in the space of fields that swaps the role of $\phi_\pm$:

$$
A^\nu_\mu = \mathcal{P}_\mu^\nu \ A_\nu,
$$

$$
a^\nu_\mu = - \mathcal{P}_\mu^\nu \ a_\nu,
$$

$$
\phi_\pm = \eta \ \phi_\mp,
$$

(4)

where we have $\mathcal{P}_\mu^\nu = \text{diag}(+ - +)$, and $\eta$ is a complex phase. One can immediately see that, with these transformations, and assuming that a suitable potential $V$ is chosen, our model is parity-invariant.

The most general renormalizable potential compatible with the symmetries of the model is:

$$
V = m^2 \ (|\phi_+|^2 + |\phi_-|^2) + \frac{M_1}{2} \ (|\phi_+|^4 + |\phi_-|^4)
+ M_2 \ (|\phi_+|^2 |\phi_-|^2 + \frac{g_1}{3} \ (|\phi_+|^6 + |\phi_-|^6)
+ g_2 \ (|\phi_+|^2 |\phi_-|^4 + |\phi_-|^2 |\phi_+|^4)),
$$

(5)

where the parameters should be carefully chosen in order to ensure the presence of only stable vacua. It should be clear that, depending on the parameters, different vacuum structures might appear, which could in principle lead to the spontaneous breaking of one, both, or none of the $U(1)$ symmetries. Let us choose the simplest scalar potential that leads to a spontaneously broken but parity-symmetric vacuum. Thus, we will consider, with $\lambda > 0$:

$$
V (\phi_+, \phi_-) = \frac{\lambda}{4} \ (|\phi_+|^2 - v^2)^2 + \frac{\lambda}{4} \ (|\phi_-|^2 - v^2)^2.
$$

(6)

This is the simplest extension of the Abelian-Higgs potential for the case under study. Taking $v \neq 0$, it will clearly induce a non-trivial vacuum expectation value (VEV) for the scalar fields, putting the theory into the Higgs phase, where we have $|\langle \phi_\pm \rangle| = v$. This potential is not stable under quantum corrections, but this will not be an issue, since we are focusing on classical solutions.

An important remark must be made at this point. If one defines the fields $A^\pm_\mu = (A_\mu \pm a_\mu)/\sqrt{2}$, the pure gauge part of the Lagrangian would be rewritten as:

$$
\mathcal{L} \supset - \frac{1}{4} F^\pm_\mu \ F^{\mu \nu^\prime +} - \frac{1}{4} F^\pm_\mu \ F^{\mu \nu^-}
+ \frac{\mu^2}{2} e^{i \nu_\mu} \ (A^\pm_\mu \partial_\nu A^{\mp}_\rho - A^\mp_\nu \partial_\mu A^{\pm}_\rho),
$$

(7)

realizing the parity-invariance of the model in a different, although equivalent, form, as studied in Ref. [52].

The other part of the Lagrangian in this setting is written as:

$$
\mathcal{L} \supset (\partial_\mu + i q_1 A^\mu_1 + i q_2 A^\mu_2) \ \phi_+ |\phi_+|^2
+ (\partial_\mu + i q_2 A^\mu_2 + i q_1 A^\mu_1) \ |\phi_-|^2 - V (|\phi_+|, |\phi_-|).
$$

(8)

In the above expression, one can see that $\phi_+$ and $\phi_-$ have swapped effective charges, defined as $q_1 = (e + g)/\sqrt{2}$ and $q_2 = (e - g)/\sqrt{2}$. The parity transformation is realized by $A^\pm_\mu \rightarrow \mathcal{P}_\mu^\nu A^\mp_\nu$ and $\phi_\pm \rightarrow \eta \phi_\mp$. This setup explicitly exhibits the parity-invariance of the CS sector. It is possible to show that, on the-shell free fields $A^\pm_\mu$ and $A^\mp_\nu$ provide the vector representations of the three-dimensional Poincaré group with spins equal to $+1$ and $-1$ (for $\mu > 0$), respectively, as one can see in Ref. [101]. In this paper, although, we have chosen to work with the variables $A^\mu_1$ and $a_\mu$ for convenience.

The equations of motion following from the Lagrangian are given by:

$$
\partial_\mu F^{\mu \nu} + \mu e^{\nu \alpha \beta} \partial_\alpha a_\beta = e (J^\nu_+ + J^\nu_-),
$$

$$
\partial_\mu f^{\mu \nu} + \mu e^{\nu \alpha \beta} \partial_\alpha A_\beta = g (J^\nu_+ - J^\nu_-),
$$

$$
D_\mu D^\mu \phi_\pm = - \frac{dV}{d\phi_\pm},
$$

(9)

where the currents are $J^\nu_\pm = i [\phi_\pm^\dagger D^\nu \phi_\pm - \phi_\pm D^\nu \phi_\mp^\dagger]$.

Let us take a look at the peculiar Gauss laws that this model presents. Define the electric and magnetic fields associated with the gauge fields $A_\mu$ and $a_\nu$ by $E^i = F^{i 0}$, $B = e^{ij} \partial_j A_i$, and $e^i = f^{i 0}$, $b = e^{ij} \partial_j a_i$, respectively. From the gauge fields equations of motion, and using $\rho_\pm = f_0^\pm$:

$$
\nabla \cdot \vec{E} + \mu b = e (\rho_+ + \rho_-),
$$

$$
\nabla \cdot \vec{B} = b = e (\rho_+ - \rho_-).
$$

(10)

Defining the electric charge $Q = e \int d^2 x \ (\rho_+ + \rho_-)$ and the g-electric charge $G = g \int d^2 x \ (\rho_+ - \rho_-)$, and defining also the magnetic flux as $\Phi \equiv \int d^2 x \ B$ and the g-magnetic flux as $\chi \equiv \int d^2 x \ b$, we obtain upon integration:

$$
Q = \mu \chi, \quad G = \mu \Phi.
$$

(11)

That is, the electric charge associated with one gauge field is proportional to the magnetic flux associated with the other. It is well-known that there is a flux attachment caused by the CS term, but in our case this charge-flux...
relation happens between two different gauge fields. This mutual statistics behavior \[53\] is a distinctive feature of this class of models \[59\], but here we implement the flux attachment in a parity-invariant way.

The energy-momentum tensor here can be written as

\[ T^{\mu \nu} = \left( \eta^{\mu \nu} \frac{1}{4} F_{\alpha \beta} F^{\alpha \beta} - F^{\mu \beta} F_{\nu}^{\beta} \right) \]

\[ + \left( \eta^{\mu \nu} \frac{1}{4} f_{\alpha \beta} f^{\alpha \beta} - f^{\mu \beta} f_{\nu}^{\beta} \right) \]

\[ + D^\mu \phi^*_+ D^\nu \phi_+ + D^\mu \phi^*_+ D^\nu \phi_- - \eta^{\mu \nu} |D_\alpha \phi_+|^2 \]

\[ + D^\mu \phi_+ D^\nu \phi_- + D^\mu \phi_- D^\nu \phi_- - \eta^{\mu \nu} |D_\alpha \phi_-|^2 + \eta^{\mu \nu} V. \]

The energy functional following from this expression is

\[ E = \int d^2 x \left[ \frac{1}{2} \left( \tilde{E}^2 + B^2 \right) + \frac{1}{2} (\tilde{E}^2 + \tilde{b}^2) + V \right] + |D_\alpha \phi_+|^2 + |D_\alpha \phi_-|^2 + |D_i \phi_+|^2 + |D_i \phi_-|^2. \]

We are interested only in the static regime, i.e., \( \partial_0 \equiv 0 \).

The vacuum configuration of the system is given by the absolute minimum of the energy functional, that can be achieved, for instance, considering \( \phi_{\pm} = v \) and \( A_\mu = 0 \). In the unitary gauge we can write \( \phi_{\pm}(x) = v + h_{\pm}(x)/\sqrt{2} \). The quadratic part of the Lagrangian here is given by

\[ L_{\text{quad}} = -\frac{1}{4} F_{\mu \nu} F^{\mu \nu} - \frac{1}{4} f_{\mu \nu} f^{\mu \nu} + \frac{1}{2} (\partial_\alpha h^\alpha)^2 + \frac{1}{2} (\partial_\alpha h^\alpha)^2 \]

\[ + 2v^2 (e^2 A_\mu A_\mu + g_2 a_\mu a_\mu) - \frac{\lambda v^2}{2} (h_+^2 + h_-^2) \]

\[ + \frac{\mu}{2} e^{\mu \nu} a_\mu \partial_\nu A_\rho + \frac{\mu}{2} e^{\rho \nu} a_\nu \partial_\mu A_\rho. \]

The above expression we can immediately see that we have two degenerate massive scalars with \( m_S = \sqrt{\lambda v^2} \).

For the gauge quadratic part we can write

\[ L_{\text{quad}}^{\text{gauge}} = \frac{1}{2} \left( A_\mu - a_\mu \right) O^{\mu \nu} \left( A_\nu - a_\nu \right), \]

where we defined the gauge dynamical operator

\[ O^{\mu \nu} = \begin{pmatrix} \Box & 4e^2 v^2 g^{\mu \nu} & \mu e^{\mu \nu} \partial_\rho & 4g^2 v^2 \eta^{\mu \nu} \\ 4e^2 v^2 g^{\mu \nu} & \Box & 4g^2 v^2 \eta^{\mu \nu} & \mu e^{\mu \nu} \partial_\rho \end{pmatrix}. \]

After some manipulations, from the inverse of Eq. \[18\], one can find the dispersion relations \( p^2_{\pm} = m^2_{\pm} \), where:

\[ m^2_{\pm} = \frac{1}{2} \left[ m^2 + 4e^2 (e^2 + g^2) \right] \]

\[ \pm \frac{1}{2} \sqrt{ \left[ m^2 + 4e^2 (e^2 + g^2) \right] ^2 - 8v^2 eg)^2}. \]

It should be stressed that the above relation is necessarily real and non-negative, which ensures the absence of taquions in the model. We can see that the gauge fields will acquire mass contributions from the Higgs mechanism and also from the CS term. In particular, in the absence of a CS term (\( \mu = 0 \)), we would have two massive vector bosons with \( M_\pm = 2ev \) and \( M_\pm = 2gv \). In the case without spontaneous symmetry breaking (\( v = 0 \)), the Higgs mechanism does not take place and we find only a topological mass given by \( \mu \).

In the absence of a Maxwell term, we obtain two copies of the dispersion relation \( p^2 = 16e^2 g^2 v^4 / \mu^2 \), and we have degenerate gauge boson masses.

## III. TOPOLOGICAL CONFIGURATIONS

In order to have finite energy, each non-negative term in Eq. \[13\] must asymptote to zero as \( |x| \to \infty \). These asymptotic conditions can be seen as boundary conditions for the fields at \( S^\infty_\infty = \partial B^2 \) (the circle at infinity). In particular, the scalar fields must asymptote to the vacuum manifold, i.e., with a fixed norm on the space of fields, but with phase freedom. In fact, since we have \( \phi_+ \) and \( \phi_- \), there are two phase degrees of freedom in the asymptotic limit. This gives us a map \( \Phi : S^\infty_\infty \to S^1 \times S^1 \equiv U(1) \times U(1) \). Any such map can be classified by two integers determined by the fundamental homotopy group \( \pi_1 (S^1 \times S^1) \equiv \mathbb{Z} \times \mathbb{Z} \). Therefore we conclude that the finite-energy condition implies an homotopy classification leading to a labeling of the configurations by two integers.

In the asymptotic limit, we can take \( \phi_{\pm} \to v e^{i \omega_{\pm}(\theta)} \) where \( \theta \) parametrizes the sphere \( S^\infty_\infty \), together with \( A_i \to \partial_i (\omega_+ + \omega_-) / 2e \) and \( A_i \to \partial_i (\omega_+ - \omega_-) / 2g \), to ensure that the covariant derivatives vanish at spatial infinity. To satisfy the remaining asymptotic conditions, we can take \( A_0, A_0 \to 0 \) as well as \( \partial_\alpha A_0, \partial_\alpha A_0 \to 0 \).

Let us define a \((m,n)\)-vortex as a finite-energy static configuration obeying the boundary conditions stated above with the particular structure:

\[ \phi_{\pm} \to v e^{i(m \pm n)\theta}, \]

\[ A_i \to -\frac{m}{e} \partial_i \theta, \]

\[ a_i \to -\frac{n}{g} \partial_i \theta. \]

Where, in principle, we demand only that \( m \pm n \in \mathbb{Z} \), allowing \( m \) and \( n \) to take simultaneously half-integer values. In the light of the natural doubling of degrees of freedom necessary to ensure parity invariance, the possibility of half-integer numbers should not be worrisome.

From the equations of motion, we already know that there is a relation between charges and magnetic fluxes. But, by definition, \( \Phi = \int d^2 x e^{i\phi} \partial_i A_j = \int_{S^\infty_\infty} dS \hat{r}_i e^{i\phi} A_j \).

Upon using the asymptotic behavior of the gauge field and the relations \( \partial_i = e_i \hat{r}_j \) and \( e_i e_j e_k = -\delta_{ij} \), we have, \( \Phi = \int d\theta \hat{r}_i e^{i\phi} \left( \frac{m}{e} e_i e_j \hat{r}_k \right) = \frac{m}{e} n \). Analogously for \( \chi \).

Thus:

\[ \Phi = \frac{2\pi}{e} m, \quad \chi = \frac{2\pi}{g} n. \]
Therefore, we can conclude that besides the magnetic flux associated with one gauge field being proportional to the electric charge of the other, they are all topologically quantized, and can be written as

\[ Q = \frac{2\pi}{g} \mu n, \quad G = \frac{2\pi}{e} \mu m. \]  

(20)

We propose the following \((m,n)\)-vortex ansatz:

\[ \phi_{\pm} = v F_{\pm}(r) e^{i(m\pm n)\theta}, \]

\[ A_i = \frac{1}{e r} [A(r) - m] \hat{\theta}_i, \]

\[ a_i = \frac{1}{g r} [a(r) - n] \hat{\theta}_i, \]

\[ A_0 = \frac{1}{e r} \alpha(r), \]

\[ a_0 = \frac{1}{g r} \beta(r). \]  

(21)

To satisfy the asymptotic conditions, the functions above must satisfy the following boundary conditions:

\[ F_{\pm}(\infty) = 1, \quad A(\infty) = a(\infty) = 0. \]  

(22)

We impose \( F_+(0) = 0, \quad A(0) = m, \quad a(0) = n \), and also \( \alpha(0) = \beta(0) = 0 \) to avoid a singularity at the origin, except when \( m = \pm n \), because in this case one of the scalar profiles can take a non-zero value at the origin.

Under a parity transformation in the vortex configuration, we have \((m,n) \rightarrow (-m,n), \quad r \rightarrow r, \quad \theta \rightarrow -\theta - \pi \) and \( F_{\pm} \rightarrow F_{\mp}, \quad A \rightarrow -A, \quad a \rightarrow a, \quad \alpha \rightarrow \alpha, \quad \beta \rightarrow -\beta \).

The energy density functional, considering this ansatz, can be written as

\[ \epsilon = \frac{1}{2} \left( \frac{\lambda}{e^2 r^2} \right) \left[ \hat{A}^2 + \left( \frac{\alpha}{r} \right)^2 + \frac{1}{2 g^2 r^2} \right] \left[ \hat{\alpha}^2 + \left( \frac{\beta}{r} \right)^2 \right] + \lambda \frac{\alpha^4}{4} \left[ (F_{\mp}^2 - 1)^2 + (F_{\pm}^2 - 1)^2 \right] + \frac{\beta^2}{r^2} \left[ F_{\pm}^2 (\alpha + \beta)^2 + F_{\mp}^2 (\alpha - \beta)^2 \right] + \frac{\alpha^2}{r^2} \left[ F_{\pm}^2 + \frac{F_{\mp}^2}{r^2} (A + a)^2 + \frac{F_{\pm}^2}{r^2} (A - a)^2 \right]. \]  

(23)

One can also compute the angular momentum of these finite-energy static vortex-like configurations, given by

\[ J = \int d^2 x \epsilon^{ij} r_i T_{0j}. \]  

(24)

In general, we can write

\[ T_{0j} = \epsilon_{jk} \left( \hat{E}^k B + \hat{e}^j \dot{b} \right) + 2 \text{Re} \left( D_0 \phi_+^* D_j \phi_+ + D_0 \phi_-^* D_j \phi_- \right). \]  

(25)

Therefore, the angular momentum can be written as a sum of a contribution \( J_a \) coming from the gauge fields and another, \( J_s \) from the scalar field sector. Using the rotationally symmetric ansatz \((21)\), we can write

\[ \text{Re} \left( D_0 \phi_+^* D_j \phi_+ \right) = \frac{|\phi_+|^2}{r} [e A_0 \pm g a_0] [A \pm a] \dot{\theta}_j. \]  

(26)

But in the static limit we can write for the charge densities, \( \rho_\pm = -2 (e A_0 \pm g a_0) |\phi_\pm|^2 \), and thus,

\[ 2 \text{Re} \left( D_0 \phi_+^* D_j \phi_+ + D_0 \phi_-^* D_j \phi_- \right) \]

\[ = - \frac{1}{r} [A (\rho_+ + \rho_-) + a (\rho_+ - \rho_-)] \dot{\theta}_j. \]  

(27)

Upon using the Gauss laws \((10)\), we obtain for the scalar sector contribution:

\[ J_s = \int d^2 x \left[ A e (\nabla \cdot E + \mu b) + a (\nabla \cdot e + \mu B) \right]. \]  

(28)

Now, integrating by parts and using the boundary conditions, this expression will give us a contribution that exactly cancels \( J_g \), and another that is entirely given in terms of \( A \) and \( a \):

\[ J_s = \int d^2 x (B r_i E^i + b r_i e^i) \]

\[ - \frac{2\pi \mu}{eg} [A(\infty) a(\infty) - A(0) a(0)]. \]  

(29)

Thus, using the ansatz, boundary conditions and equations of motion, in the static limit we can obtain for the angular momentum of our \((m,n)\)-vortices:

\[ J = \frac{2\pi \mu}{eg} nm = QG \frac{\mu}{2\pi \mu}. \]  

(30)

We conclude that the angular momentum of these configurations is quantized, proportional to the product of charges, and fractional, exhibiting an anyonic nature.

Inserting this ansatz in the equations of motion, we obtain differential equations that must be solved in order to find an explicit solution. From the equations of motion, we obtain:

\[ \ddot{\alpha} - \frac{\dot{\alpha}}{r} + \frac{\alpha}{r^2} + \mu e = \frac{M^2}{2} \left[ \alpha \Delta F^2 + \beta \Delta F^2 \right], \]  

(31)

\[ \ddot{\beta} - \frac{\dot{\beta}}{r} + \frac{\beta}{r^2} + \mu e = \frac{M^2}{2} \left[ \beta \Delta F^2 + \alpha \Delta F^2 \right], \]  

(32)

and

\[ \ddot{\alpha} - \frac{\dot{\alpha}}{r} + \mu e \left( \frac{\beta}{r} - \frac{\alpha}{r} \right) = \frac{M^2}{2} \left[ A \Delta F^2 + a \Delta F^2 \right], \]  

(33)

\[ \ddot{\beta} - \frac{\dot{\beta}}{r} + \mu e \left( \frac{\alpha}{r} - \frac{\beta}{r} \right) = \frac{M^2}{2} \left[ A \Delta F^2 + a \Delta F^2 \right], \]  

(34)

where we defined \( \Delta F^2 = F_{\mp}^2 + F_{\pm}^2 \). The first two equations correspond to the \( \nu = 0 \) components, and the last two to the \( \nu = i \) components. From the scalar sector:

\[ \ddot{F}_{\pm} + \frac{\dot{F}_{\pm}}{r} + \frac{F_{\mp}^2}{r^2} [(\alpha \pm \beta)^2 - (A \pm a)^2] = \frac{m^2}{2} (F_{\pm}^2 - 1) F_{\pm}. \]  

(35)
These are the differential equations that we need to solve considering the boundary conditions given in Eq. (22) and the initial conditions stated in sequence. We were not able to find an analytical solution for these equations, and therefore, in the next section we will present for numerical solutions considering some particular cases that represent different possible scenarios.

In the above differential equations, one can note the appearance of a few mass scales, given by $m_S = \sqrt{3}v^2$, $M_e = 2ev$, $M_g = 2gv$, and finally, $\mu$. We can introduce the dimensionless coefficients $K_1 = \mu/m_S$, $K_2 = M_e/M_g = \epsilon/g$, and $K_3 = M_e/m_S$, writing the equations above using the dimensionless distance $x = m_S r$ (the derivatives from now on are with respect to $x$), in such a way that the differential equations can be written:

\[
\begin{align*}
\tilde{F}_+ + \frac{\tilde{F}_+}{x} + \frac{\tilde{F}_+}{x^2} \left[ (\alpha + \beta)^2 - (A + a)^2 \right] &= \frac{1}{2}(F_+^2 - 1)\tilde{F}_+, \\
\tilde{F}_- + \frac{\tilde{F}_-}{x} + \frac{\tilde{F}_-}{x^2} \left[ (\alpha - \beta)^2 - (A - a)^2 \right] &= \frac{1}{2}(F_-^2 - 1)\tilde{F}_-, \\
\tilde{A} - \frac{\tilde{A}}{x} + K_1 K_2 \left( \beta - \beta \right) &= K_2^2 \left[ \beta A^2 + a \Delta F^2 \right],
\end{align*}
\]

Before diving headfirst in the numerical solutions for these differential equations, we can briefly analyze the asymptotic behavior of the vortex configurations. In fact, considering the asymptotic behaviors for the profiles $F_{\pm} \to 1$ and $A, a, \alpha, \beta \to 0$, we can write $F_{\pm} = 1 - \tilde{F}_{\pm}$, $A = 0 + \tilde{A}$, $a = 0 + \tilde{a}$, $\alpha = 0 + \tilde{\alpha}$ and $\beta = 0 + \tilde{\beta}$, where all the quantities with tilde are very small for large $x$. In this regime, we will consider only first order terms in the quantities with tilde, neglecting higher orders.

In this approximation, the first two equations in Eq. (33) become $\tilde{F} + \tilde{F}/x - \tilde{F} = 0$, where we already used the expansion described above and neglected higher order terms. Notice that this is a modified Bessel equation, therefore we can write for the asymptotic behavior of the scalar profiles, $F(r) \approx 1 - Ck_0(m_S r)$, and conclude that the scalar fields will approach their asymptotic value exponentially with a characteristic decay length given by the scalar mass. In the same way, we can consider the third and last equations in Eq. (33). Using the same approximation discussed above, we obtain the following equations:

\[
\begin{align*}
\tilde{A} - \frac{\tilde{A}}{x} + K_1 K_2 \left( \beta - \beta \right) &= K_2^2 \tilde{A} \\
\beta - \frac{\beta}{x} + \frac{\beta}{x^2} + K_2 \tilde{A} &= K_2^2 \beta.
\end{align*}
\]

These differential equations lead to the following asymptotic behavior in terms of the modified Bessel functions of the second kind:

\[
\begin{align*}
A(r) &\approx C_+ r K_1(m_+ r), \\
\beta(r) &\approx D_+ K_0(m_+ r).
\end{align*}
\]

Therefore, the gauge profiles approach their asymptotic value exponentially, with a decay length given by the gauge field masses $m_+$, given in Eq. (17). The question of whether both $m_+$ and $m_-$ are equally valid is a subtle one (see Refs. [32, 102, 103]), and should be investigated elsewhere. The same analysis can be done with the remaining equations and naturally gives us similar results.

**IV. EXPLICIT VORTEX SOLUTIONS**

In this section we will exhibit explicit numerical solutions for the differential equations presented in the last section. The general strategy adopted here is as follows. We propose to expand the profile functions $F_+, F_-, A, a, \alpha, \beta$ in powers of $x$ around the origin, for example, $A(x) = \sum_k A_k x^k$. Plugging these expansions in the above differential equations and using the initial conditions, we can obtain constraints in the expansion coefficients. With these expansions near the origin at hand, we can proceed to search the numerical solutions that will also satisfy the boundary conditions at infinity using a shooting method. It is important to note that, since we have $A(0) = m$, $a(0) = n$, we need first of all to specify which $(m, n)$-vortex we are trying to find.

In general lines, for the equations and initial conditions considered here, there are six coefficients to be adjusted; the others vanish or can be found in terms of these six and of the mass quotients $K_i$. Roughly speaking, near the origin we obtained the following structure of expansions:

\[
\begin{align*}
F_+(x) &= f_+ x^{n+m} + ..., \\
F_-(x) &= f_- x^{n-m} + ..., \\
A(x) &= m + A_2 x^2 + A_3 x^{2n+m+2} + A_4 x^{2n-m+2} + ..., \\
a(x) &= n + a_2 x^2 + a_3 x^{2n+m+2} + a_4 x^{2n-m+2} + ..., \\
\alpha(x) &= \alpha_1 x^2 + \alpha_2 x^{2n+m+1} + \alpha_3 x^{2n-m+1} + ..., \\
\beta(x) &= \beta_1 x + \beta_2 x^{2n+m+1} + \beta_3 x^{2n-m+1} + ...,
\end{align*}
\]

where $f_+, f_-, A_2, a_2, \alpha_1, \beta_1$ are free parameters that are determined for each set of $(m, n, K_1, K_2, K_3)$, in order to satisfy the asymptotic conditions at infinity.

In the following, we consider some examples representing distinctive classes of vortices. For each case, we show explicit numerical solutions and analyze some aspects of them, stating the relevant parameters for the solution. In Sec. [IV A], we will analyze the situation where one of the integers is zero, using the case $(m = 0, n = 1)$ as an example; In Sec. [IV B], we investigate the situation where $m$ and $n$ are equal and non-zero, adopting the case $(m = n = 1)$ as illustration, and briefly commenting on $(m = n = 1/2)$; In Sec. [IV C] we study the case...
where \(m\) and \(n\) are non-zero and different, using the case \((m = 2, n = 1)\) as an example, and commenting on the case \((m = 1/2, n = 3/2)\); Finally, in Sec. [IVD] we analyze solutions obtained with different coefficients \(K_i\).

### A. \(m=0, n=1\)

Let us focus first on the solutions with \(m = 0\) and \(n = 1\), since this is the simplest possible scenario. In this case, we obtain \(\Phi = 0\), implying \(G = 0\) and \(J = 0\), but \(\chi = 2\pi/g\), giving \(Q = 2\pi\mu/g\). Thus, we would be dealing with configurations without magnetic flux, g-electric charge and angular momentum, but with non-trivial g-magnetic flux and electric charge.

Following the procedure described in the beginning of this section, we found a numerical solution for the full set of differential equations that has the property of giving equal profiles \(F_+ = F_-\) and identically zero solutions for \(A = \beta = 0\). This means that, for this simple \((m = 0, n = 1)\) case, we found a posteriori that only half of the differential equations are non-trivial, and therefore in the numerical analysis we only considered these ones to simplify the analysis. The non-trivial profiles for the vortex solution are exhibited in Fig. 1.

Given this explicit solution, we can immediately plot the g-magnetic and electric fields related with this vortex solution, as one can see in Fig. 2. Notice that the g-magnetic field is finite, non-vanishing, and acquires its maximum value at the origin. The electric field is zero at the origin, maximum at a finite distance and vanishes asymptotically. This is exactly the situation reported in Ref. [23], where the authors considered an AH model in the presence of a CS term, and obtained a charged vortex solution. This is not a coincidence, because, although physically different, mathematically speaking we are in a similar situation, since we have exactly the same differential equations to be solved. But it should be stressed that, besides the parity-invariance of the model and different field content (for instance, we have two gauge fields instead of only one), our vortex solution has zero angular momentum, instead of a non-zero and fractional value as reported in Ref. [22]. The charge and g-current densities display a similar behavior, vanishing at the origin, attaining their maximum value at a finite distance and decaying asymptotically to zero. We remark that an equivalent situation occurs when we consider the case \(m = 1, n = 0\).

We were not able to find numerical solutions for \(m = 0\) or \(n = 0\) with \(F_+ \neq F_-\) and \(A \neq 0, \beta \neq 0\). It seems that, at least in this simple scenario with vanishing \(m\) or \(n\), there is a natural trivialization of a sector. One might wonder if this trivialization is somehow a consequence of taking the \(K_i\) parameters all equal to 1, since they represent quotients between mass scales appearing in our physical system, but it does not seems to be so. In fact, in Sec. [IVD] we will consider a few numerical solutions for different values of \(K_i\), and in all cases we obtained similar scalar and gauge profiles, exhibiting the trivialization property reported above.

### B. \(m=n=1\)

Now, let us search for solutions with \(m = n = 1\). In this case, looking to Eq. [20] we immediately see that \(Q = \frac{2\pi\mu}{g}\) and \(G = \frac{2\pi\mu}{e}\). This vortex has a non-trivial angular momentum given by \(J = \frac{2\pi\mu}{te}\), differently from the previous solution. We report this vortex in Fig. 3.

Notice that we obtained a posteriori a simplified solution where \(A = a, \alpha = \beta, \) and \(F_- = 1\). For the scalar profiles, it is important to remember that the exponential part of \(\phi_\pm\) involves \(m \pm n\). Therefore, the fact that \(F_-\) gives us a constant and \(F_+\) displays a typical 2-vortex behavior is an indication that the true winding numbers are given by \(m + n\) and \(m - n\), instead of \(m\) and \(n\) separately.

![Figure 1. Vortex solution for \(m = 0, n = 1\). The scalar profile \(F\) is shown in black, and the gauge profiles \(a\) and \(\alpha\) in red and blue, respectively, as functions of \(x = m_S r\). The other profiles are identically zero. The relevant parameters here are: \(F_1 = 0.58939309, a_2 = -0.16046967, \alpha_1 = -0.36281397\).](image1)

![Figure 2. The g-magnetic (in red) and electric (in blue) fields as functions of \(x = m_S r\) for the \(m = 0, n = 1\) solution, in units of \(g/m_S^2\) and \(e/m_S^2\), respectively.](image2)
One can wonder again whether the trivial behavior of the gauge profiles is due to the choice of coefficients. Unlike the previous case, the answer is affirmative, at least with respect to the variation of $K_2$ governing the relationship between different gauge couplings. In fact, starting from the degenerate case and varying $K_2$, the solutions for profiles $A$ and $a$ as well as $\alpha$ and $\beta$ are not degenerate anymore; however, the scalar profiles do not present any appreciable qualitative change. Varying $K_1$ and $K_3$, we will find a behavior similar to the ones described in the last case, as depicted in Sec. [IVD].

Given the solution, we can plot its electric and magnetic fields in Fig. [3]. The case $m = n = 1/2$ does not present any appreciable qualitative change in comparison with the solution presented here, except by the scalar profile near the origin, that displays a typical 1-vortex behavior, and by its lowest value of energy and angular momentum ($J = \pi \mu / 2e g$). The energy hierarchy of our solutions will be shortly discussed in the next subsection.

### C. $m=2$, $n=1$

Finally, we will consider the case $m = 2$ and $n = 1$. Here, we readily obtain $Q = \frac{2\pi \mu}{g}$ and $G = \frac{4\pi \mu}{e}$. Notice that we also have a non-vanishing angular momentum given by $J = \frac{4\pi \mu}{eg}$. In this case, we expect to see a totally novel result, since there are no simplifications in consequence of the choice of $m$ and $n$.

The numerical solution obtained in this case is given in Fig. [5]. As one can see, this time there is no degeneracy in the profiles, being all of them non-trivial. In the scalar profiles, notice that $F_-$ displays a behavior near the origin characteristic of a 1-vortex, and $F_+$ of a 3-vortex.

The magnetic and electric fields (as well as the g-magnetic and g-electric) are shown in Fig. [9]. For the first time, we observe an oscillating behavior in the electric and g-magnetic fields, and in particular, we see that there is a finite distance where they vanish. Since it is not clear which of the gauge fields (or which combination of them) describes observable electromagnetic phenomena, one should be careful before drawing any conclusion.

The case $m = 1/2$, $n = 3/2$ does not present any appreciable qualitative change in comparison with the solution presented here, except by the scalar profiles near the origin, since $F_+$ and $F_-$ display a behavior typical of 2-vortex and 1-vortex solutions, respectively.

At this point, armed with all these vortex solutions, we can discuss their energy densities and highlight the mass hierarchy between them. Let us first call attention to the fact that we have been successful in finding finite-energy configurations, as one can immediately see in Fig. [7]. From these energy densities, defining $M_{(m,n)}$ as the mass...
associated with the \((m,n)\)-vortex, we obtained the following mass hierarchy in units of \(v^2\): \(M(1/2,1/2) \approx 1.31 < M(1,0) \approx 2.27 < M(1,1) \approx 2.92 < M(1/2,3/2) \approx 3.87 < M(2,1) \approx 5.70\). Interestingly enough, one can observe that \(M(1/2,1/2) + M(-1/2,1/2) = 2M(1/2,1/2) > M(0,1)\). Remember that in the \((\pm 1/2, 1/2)\)-vortex, \(F_\pm\) is 1-vortex scalar profile, while \(F_\pm\) lies in the vacuum, whereas in the \((0,1)\)-vortex both of them are typical 1-vortex scalar profiles. This suggests that there might be an attraction between these vortices. However, to truly understand the interactions between these vortices and conclusively assert this, a more thorough analysis should be done elsewhere, along the lines presented in Ref. [104], for example.

**D. Vortex solutions for different \(K_i\)’s**

In this section, we investigate the existence of vortex solutions and their main properties upon varying the coefficients \(K_i\). In the following, we will use as a reference the case \(K_1 = K_2 = K_3 = 1\), already studied in the last sections, and change each \(K_i\) by a factor of two keeping the others fixed, to find different vortex solutions and compare their main features.

Focusing first in the case \(m = 0, n = 1\), the variation of \(K_1\) led to qualitatively similar scalar and gauge profiles, and the trivialization property already highlighted before. As one can see from Fig. 8 the electric field qualitative behavior is the same for all the values considered: zero at the origin, attaining a finite non-zero maximum value at some distance and decaying to zero at large distances. Notice that by varying \(K_1\), there are only small changes in the profile. By lowering \(K_2\), we can observe a more pronounced decay and an improvement in its maximum value. On the other hand, by increasing \(K_3\) we observe a sensible increase at the absolute value of the maximum electric field value, accompanied by a more pronounced decay and a small shift in the position where this maximum occur. For the g-magnetic field, the qualitative behavior is also the same as we vary \(K_i\): attains a finite non-zero maximum value at the origin and decays monotonically as we increase the distance going to zero in the asymptotic limit. By increasing \(K_1\), we see that the maximum value of the g-magnetic field diminishes, and this is compatible with the behavior observed in Ref. [33]. Lowering \(K_2\) or increasing \(K_3\), we observe a strong change in the maximum value of the g-magnetic field as well as a more pronounced decay as we go far from the origin. Lowering \(K_1\), increasing \(K_2\), or lowering \(K_3\), as before, has the opposite effect, cf. Fig. 9.

Proceeding to the \(m = n = 1\) solution, as already highlighted in the main text, the degeneracy that we have found is due to the equality of the couplings when \(K_2 = 1\). When we depart from this simpler case, we find vortex solutions with \(A \neq a\) and \(\alpha \neq \beta\), naturally leading to different magnetic and g-magnetic (as well as electric and g-electric) fields, as one can see in Fig. 10. Upon varying \(K_1\) and \(K_3\), we observed the same behavior as described in the previous case.

Finally, we remark that in the case \(m = 2, n = 1\) the variation of the coefficients \(K_i\) did not lead to any sub-
V. VORTICES IN LIMITING CASES

In this section, we study two particular limits of our model. First, we will briefly address the simpler case in which we do not have a CS term, that is, \( \mu = 0 \). From a practical point of view, this can be achieved by setting \( K_1 = 0 \), and the conclusions in this part will come straightforwardly. Notice that this scenario bears resemblance to the usual ANO vortex, since this is nothing but a scalar QED with two gauge fields and two scalars with different charges.

Second, we will analyze our model in the absence of Maxwell terms, with the gauge kinetic part given solely by the CS term. This allows us to solve the Gauss laws and write the time components of the gauge fields as functions of other quantities. This scenario, where the CS term dominates and the Maxwell terms can be neglected, could be seen as the low-energy regime of our model.

We remark that the results obtained in this section could be inferred by looking at the behavior of magnetic and electric fields when we changed the coefficient \( K_1 \) while keeping the others coefficients fixed, since this increases (or decreases) the importance of CS parameter with respect to the other scales of the system. Although it can give us a hint of what would happen in the limits considered here, it is important to remark that the passage from the model considered to the pure CS limit is a subtle one, as one can see for instance in Ref. [33], which justifies a separate investigation of the latter.

Now, we briefly state the results for \( K_1 = \mu/m_S = 0 \). We will consider the case \( m = 0 \) and \( n = 1 \) with \( K_2 = K_3 = 1 \) for definiteness, but we would have similar results in the other examples. The vortex solution per se does not exhibit any appreciable change in the profiles \( F \) and \( a \) as one can see in Fig. 11. But now we have \( \alpha = 0 \), and this fact is the most striking difference that appears in this regime. Since we do not have the CS Gauss law constraint anymore, the electric field vanishes and we conclude that the vortex is neutral, as expected. The g-magnetic field in this regime is stronger in magnitude, but exhibit the usual profile, attaining a maximum at the origin and decaying as we increase \( x \), as one can see in Fig. 12. This is in accordance with the already known results (see for example Ref. [33]).

Proceeding to the more interesting scenario in which we can neglect the Maxwell terms, the Gauss laws constraints become much simpler,

\[
\begin{align*}
\mu b &= e (\rho_+ + \rho_-), \\
\mu B &= g (\rho_+ - \rho_-).
\end{align*}
\]  

(39)

Without Maxwell terms, we are able to obtain \( A_0 \) and \( a_0 \).
directly from the other fields. In fact, we can find:

\[ e A_0 = \Lambda [e B (|\phi_+|^2 - |\phi_-|^2) - g b (|\phi_+|^2 + |\phi_-|^2)] \]
\[ g a_0 = \Lambda [g b (|\phi_+|^2 - |\phi_-|^2) - e B (|\phi_+|^2 + |\phi_-|^2)] , \]  

(40)

where we defined \( \Lambda \equiv \mu / 8 \sigma g |\phi_+|^2 |\phi_-|^2 \) for convenience. Plugging the ansatz, and writing in dimensionless variables using \( x = m_S r \) and the coefficients \( K_i \) as before, we obtain the following expressions for \( \alpha \) and \( \beta \):

\[ \alpha = \frac{K_1 K_2}{2 K_3^2} \frac{1}{F_+^2 F_-^2} \left[ \dot{\alpha} (F_+^2 + F_-^2) - \dot{\dot{\alpha}} (F_+^2 - F_-^2) \right] , \]
\[ \beta = \frac{K_1 K_2}{2 K_3^2} \frac{1}{F_+^2 F_-^2} \left[ \dot{A} (F_+^2 + F_-^2) - \dot{\dot{A}} (F_+^2 - F_-^2) \right] . \]  

(41)

Now, we need only to plug these analytic expressions for \( \alpha \) and \( \beta \) in the differential equations, ignoring the contributions coming from the Maxwell terms, and solve them for given \( m \) and \( n \). Notice that we need only to care about the first four equations, since the last two are already satisfied when we write \( \alpha \) and \( \beta \) as above.

Although this is a legitimate path to be followed, we simply solved the full set of differential equations in the absence of Maxwell contributions, without using explicitly the CS constraint, stated here only for completeness. In the following, we will exhibit the solution profiles and also the electric and magnetic (as well as g-electric and g-magnetic) fields associated with them. For all of them, we considered \( K_1 = K_2 = K_3 = 1 \) for simplicity.

The solution for the equations of motion in the pure CS regime for the case \( m = 0, n = 1 \) is given in Fig. 13. The electric and g-magnetic fields are shown in Fig. 14. Notice that they are zero at the origin, attains their maximum value at a finite distance and decays asymptotically, exactly as reported in Ref. [35], for example.

The \( m = n = 1 \) case gives very similar results, see Figs. 13, 14. Remember that we are considering here the particular case in which \( K_2 = 1 \) and therefore we have degenerate solutions, as we already discussed before.
The case $m = 2, n = 1$ presents a more complicated behavior, but it is reminiscent of the solution presented in the main text, as expected. In fact, the solutions are shown in Fig. 17 and the electric and magnetic (as well as g-electric and g-magnetic) fields are shown in Fig. 18. In particular, we still have non-trivial solutions for all profiles and an oscillating behavior for the fields.

VI. CONCLUSIONS AND OUTLOOK

In this work, we considered a parity-invariant Maxwell-Chern-Simons $U(1) \times U(1)$ model coupled with charged scalars in 2+1 dimensions, and investigated the existence of topological vortices in this scenario. We described the main features of the model and discussed general properties of topological configurations that could be present in it. Using an appropriate ansatz and the equations of motion, we obtained the relevant differential equations and solved them numerically. We explicitly analyzed three examples that are representatives of the possible solutions and showed explicit vortex configurations for each case, describing their main properties such as the electric and magnetic fields related with each particular solution. We observed the usual expected behavior for vortex configurations, namely: spatially localized configurations with finite energy. Near the origin, the scalar profiles behave as $\phi_{\pm}(r) \approx r |n \pm m|$, however when $m \pm n = 0$, $\phi_{\pm}$ remain constant in their vacuum solution. The electric and g-electric fields both vanish at the origin and asymptote to zero, while in the intermediate region they acquire a maximum absolute value which increases as the ratio $K_2 = \frac{4}{g}$ decreases or $K_3$ increases. The magnetic and g-magnetic fields, despite also asymptoting to zero, only vanish at the origin when $K_1 \propto \mu \rightarrow \infty$, that is to say, in the pure CS limit of the model. The physical properties of the solutions found are summed up on the Table I.

We therefore conclude that there are vortex solutions in this novel class of parity-invariant Maxwell-CS models.

There are many directions to be explored, for example, it would be interesting to analyze the quantization of the CS parameter, as well as studying this model in a more general manifold. A thorough investigation concerning the interaction between these vortices, answering the question whether they attract or repel, would...
also be enlightening. The role of monopole operators in this model should be understood, and the possibility of a theory dual to the one presented here could lead to interesting developments. Furthermore, the product structure of the angular momentum and the presence of two gauge potentials lead us to speculate about a relation between these charged vortices and Dirac monopoles, in the spirit of Refs. [103–107]. It is of utmost importance to improve this model allowing the proper investigation of its quantum aspects, to study more general potentials leading to different spontaneous breaking patterns, and also to discuss suitable condensed matter systems that allow this class of models to be experimentally realized.

An immediate development of this work consists in finding a Bogomol’nyi lower bound for the energy, whose saturation gives rise to first order equations leading to self-dual vortices. In fact, this was done quite recently, see Ref. [108]. Once this has been accomplished, the investigation of a supersymmetric extension of this model becomes natural, since it is well-known that self-duality and supersymmetry are intimately related [38–45]. This is work in progress, and the results will be reported soon.
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