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Abstract

In this paper we study the identification of a time-varying linear system from its response to a known input signal. More specifically, we consider systems whose response to the input signal is given by a weighted superposition of delayed and Doppler shifted versions of the input. This problem arises in a multitude of applications such as wireless communications and radar imaging. Due to practical constraints, the input signal has finite bandwidth \(B\), and the received signal is observed over a finite time interval of length \(T\) only. This gives rise to a delay and Doppler resolution of \(1/B\) and \(1/T\). We show that this resolution limit can be overcome, i.e., we can exactly recover the continuous delay-Doppler pairs and the corresponding attenuation factors, by solving a convex optimization problem. This result holds provided that the distance between the delay-Doppler pairs is at least \(2/37B\) in time or \(2/37T\) in frequency. Furthermore, this result allows the total number of delay-Doppler pairs to be linear up to a log-factor in \(BT\), the dimensionality of the response of the system, and thereby the limit for identifiability. Stated differently, we show that we can estimate the time-frequency components of a signal that is \(S\)-sparse in the continuous dictionary of time-frequency shifts of a random window function, from a number of measurements, that is linear up to a log-factor in \(S\).

1 Introduction

The identification of time-varying linear systems is a fundamental problem in many engineering applications. Concrete examples include radar and the identification of dispersive communication channels. In this paper, we study the problem of identifying a system \(H\) whose response \(y = Hx\) to the probing signal \(x\) can be described by finitely many delays and Doppler shifts:

\[
y(t) = \sum_{j=1}^{S} b_j x(t - \bar{\tau}_j) e^{i2\pi \bar{\nu}_j t}.
\]

Here, \(b_j\) is the attenuation factor corresponding to the delay-Doppler pair \((\bar{\tau}_j, \bar{\nu}_j)\). In radar imaging, for example, this input-output relation corresponds to a scene consisting of \(S\) moving targets modeled by point scatters, where the input \(x\) is the probing signal transmitted by the radar, and...
the output $y$ is the superposition of the reflections of the probing signal by the point scatters. The relative distances and velocities of the targets can be obtained from the delay-Doppler pairs $(\bar{\tau}_j, \bar{\nu}_j)$.

In order to identify the system $H$ (e.g., to locate the targets in radar) we need to estimate the continuous time-frequency shifts $(\bar{\tau}_j, \bar{\nu}_j)$ and the corresponding attenuation factors $b_j$ from a single input-output measurement, i.e., from the response $y$ to some known and suitably selected probing signal $x$. There are, however, important constraints on the type of input-output measurements that can be performed in practice: The probing signal $x$ must be band-limited and approximately time-limited. Also, the response $y$ can be observed only over a finite time interval. For concreteness, we assume that we observe the response $y$ over an interval of length $T$ and that $x$ has bandwidth $B$ and is approximately supported on a time interval of length proportional to $T$. This time- and band-limitation determines the “natural” resolution of the system, i.e., the accuracy up to which the delay-Doppler pairs can be identified is $1/B$ and $1/T$ in $\tau$- and $\nu$-directions, respectively. This resolution is achieved by a standard pulse-Doppler radar that performs digital matched filtering in order to detect the delay-Doppler pairs.

From [1], it is evident that band- and approximate time-limitation of $x$ implies that $y$ is band- and approximately time-limited as well—provided that the delay-Doppler pairs are compactly supported. For example in radar, due to path loss and finite velocity of the targets or objects in the scene this is indeed the case [42]. Throughout, we will therefore assume that $(\bar{\tau}_j, \bar{\nu}_j)$ is exactly supported. For example in radar, due to path loss and finite velocity of the targets or objects in the scene this is indeed the case [42]. Throughout, we will therefore assume that $(\bar{\tau}_j, \bar{\nu}_j)$ is exactly supported. For example in radar, due to path loss and finite velocity of the targets or objects in the scene this is indeed the case [42].

Since $y$ is band-limited and approximately time-limited, by the 2WT-Theorem [40, 17], it is essentially characterized by on the order of $BT$ coefficients. We therefore sample $y$ in the interval $[-T/2, T/2]$ at rate $1/B$, so as to collect $L := BT$ samples\footnote{For simplicity we assume throughout that $L = BT$ is an odd integer.}. Furthermore, we choose $x$ partially periodic by taking its samples $x_\ell = x(\ell/B)$ to be $L$-periodic for $3L$ many samples, and zero otherwise, so that $x$ is essentially supported on an interval of length $3T$. For the readers familiar with wireless communication, we point out that the partial periodization of $x$ serves a similar purpose as the cyclic prefix used in OFDM systems. As detailed in Section 4, the corresponding samples $y_p := y(p/B)$ in the interval $p/B \in [-T/2, T/2]$ are given by

$$y_p = \sum_{j=1}^{S} b_j [F_{\bar{\nu}_j} T_{\bar{\tau}_j} x]_p, \quad p = -N, \ldots, N, \quad N := \frac{L - 1}{2},$$

where

$$[T_{\tau} x]_p := \frac{1}{L} \sum_{k=-N}^{N} \left( \sum_{m=-N}^{N} x_m e^{-i2\pi kp/T} \right) e^{-i2\pi \nu k \tau}$$

and

$$[F_{\nu} x]_p := x_p e^{i2\pi \nu p}.$$

Here, we defined\footnote{To avoid ambiguity, from here onwards we refer to $(\bar{\tau}_j, \bar{\nu}_j)$ as delay-Doppler pair and to $(\tau_j, \nu_j)$ as time-frequency shift.} the time-shifts $\tau_j := \bar{\tau}_j / T$ and frequency-shifts $\nu_j := \bar{\nu}_j / B$. Since $(\bar{\tau}_j, \bar{\nu}_j) \in [-T/2, T/2] \times [-B/2, B/2]$ we have $(\tau_j, \nu_j) \in [-1/2, 1/2]^2$. Since $T_{\tau} x$ and $F_{\nu} x$ are 1-periodic in $\tau$ and $\nu$, we can assume in the remainder of the paper that $(\tau_j, \nu_j) \in [0,1]^2$. The operators $T_{\tau}$ and $F_{\nu}$ can be interpreted as fractional time and frequency shift operators in $\mathbb{C}^L$. If the $(\tau_j, \nu_j)$ lie on a $(1/L, 1/L)$
grid, the operators \( F_{\nu} \) and \( T_{\tau} \) reduce to the “natural” time frequency shift operators in \( \mathbb{C}^L \), i.e., 
\[
[T_{\tau} x]_p = x_{p - \tau L} \quad \text{and} \quad [F_{\nu} x]_p = x_p e^{i 2 \pi \nu p / L}.
\]
The definition of a time shift in (3) as taking the Fourier transform, modulating the frequency, and taking the inverse Fourier transform is a very natural definition of a continuous time-shift \( \tau_j \in [0,1] \) of a discrete vector \( x = [x_0, ..., x_{L-1}]^T \). Finally note that to obtain (2) (see Section 1) from (1), we approximate a periodic sinc function with a finite sum of sinc functions (this is where partial periodization of \( x \) becomes relevant). Thus (2) does not hold exactly if we take the probing signal to be essentially time-limited. However, in Section 4 we show that the incurred relative error decays as \( 1/\sqrt{L} \) and is therefore negligible for large \( L \). The numerical results in Section 5.2 indeed confirm that this error is negligible. If we took \( x \) to be \( T \)-periodic on \( \mathbb{R} \), (2) becomes exact, but at the cost of \( x \) not being time-limited.

The problem of identifying the system \( H \) with input-output relation (1) under the constraints that the probing signal \( x \) is band-limited and the response to the probing signal \( y = H x \) is observed on a finite time interval now reduces to the estimation of the triplets \((b_j, \tau_j, \nu_j)\) from the samples in (2). Motivated by this connection to the continuous system model, in this paper, we consider the problem of recovering the attenuation factors \( b_j \) and the corresponding time-frequency shifts \((\tau_j, \nu_j)\) \( \in [0,1]^2 \), \( j = 1, ..., S \), from the samples \( y_p, p = -N, ..., N \), in (2). We call this the super-resolution radar problem, as recovering the exact time-frequency shifts \((\tau_j, \nu_j)\) “breaks” the natural resolution limit of \( (1/B, 1/T) \) achieved by standard pulse-Doppler radar.

Alternatively, one can view the super-resolution radar problem as that of recovering a signal that is \( S \)-sparse in the continuous dictionary of time-frequency shifts of an \( L \)-periodic sequence \( x_L \). In order to see this, and to better understand the super-resolution radar problem, it is instructive to consider two special cases.

1.1 Time-frequency shifts on a grid

If the delay-Doppler pairs \((\bar{\tau}_j, \bar{\nu}_j)\) lie on a \( (\frac{1}{T}, \frac{1}{T}) \) grid or equivalently if the time-frequency shifts \((\tau_j, \nu_j)\) lie on a \( (\frac{1}{T}, \frac{1}{L}) \) grid, the super-resolution radar problem reduces to a sparse signal recovery problem with a Gabor measurement matrix. To see this, note that in this case \( \tau_j L \) and \( \nu_j L \) are integers in \( \{0, ..., L-1\} \), and (2) reduces to
\[
y_p = \sum_{j=1}^{S} b_j x_{p - \tau_j L} e^{i 2 \pi \nu_j L p / L}, \quad p = -N, ..., N.
\]
Equation (4) can be written in matrix-vector form
\[
y = G s.
\]
Here, \([y]_p := y_p\), \( G \in \mathbb{C}^{L \times L^2} \) is the Gabor matrix with window \( x \), where the entry in the \( p \)th row and \((\tau_j L, \nu_j L)\)-th column is \( x_{p - \tau_j L} e^{i 2 \pi \nu_j L p / L} \), and \( s \in \mathbb{C}^{L^2} \) is a sparse vector where the \( j \)-th non-zero entry is given by \( b_j \) and is indexed by \((\tau_j L, \nu_j L)\). Thus, the recovery of the triplets \((b_j, \tau_j, \nu_j)\) amounts to recovering the \( S \)-sparse vector \( s \in \mathbb{C}^{L^2} \) from the measurement vector \( y \in \mathbb{C}^L \). This is a sparse signal recovery problem with a Gabor measurement matrix. A—by now standard—recovery approach is to solve a simple convex \( \ell_1 \)-norm-minimization program. From [29, Thm. 5.1] we know that, provided the \( x_L \) are i.i.d. sub-Gaussian random variables, and provided that \( S \leq cL/(\log L)^4 \) for a sufficiently small numerical constant \( c \), with high probability, all \( S \)-sparse vectors \( s \) can be recovered from \( y \) via \( \ell_1 \)-minimization. Note that the result [29, Thm. 5.1] only applies to the Gabor matrix \( G \) and therefore does not apply to the super-resolution problem where the “columns” \( F_{\nu} T_\tau x \) are highly correlated.
1.2 Only time or only frequency shifts

Next, we consider the case of only time or only frequency shifts, and show that in both cases recovery of the \((b_j, \tau_j)\) and the \((b_j, \nu_j)\), is equivalent to the recovery of a weighted superposition of spikes from low-frequency samples. Specifically, if \(\tau_j = 0\) for all \(j\), \ref{eq:2} reduces to

\[
y_p = x_p \sum_{j=1}^{S} b_j e^{i2\pi p \nu_j}, \quad p = -N, \ldots, N.
\]

The \(y_p\) above are samples of a mixture of \(S\) complex sinusoids, and estimation of the \((b_j, \nu_j)\) corresponds to determining the magnitudes and the frequency components of these sinusoids. Estimation of the \((b_j, \nu_j)\) is known as a line spectral estimation problem, and can be solved using approaches such as Prony’s method \cite{Prony} Ch. 2. Recently, an alternative approach for solving this problem has been proposed, specifically in \cite{CandesPlan} it is shown that exact recovery of the \((b_j, \nu_j)\) is possible by solving a convex total-variation norm minimization problem. This results holds provided that the minimum separation between any two \(\nu_j\) is larger than \(2/N\). An analogous situation arises when there are only time shifts \((\nu_j = 0\) for all \(j\)) as taking the discrete Fourier transform of \(y_p\) yields a relation exactly of the form \ref{eq:5}.

1.3 Main contribution

In this paper, we consider a random probing signal by taking the \(x_\ell\) in \ref{eq:2} to be i.i.d. Gaussian (or sub-Gaussian) random variables. We show that with high probability, the triplets \((b_j, \tau_j, \nu_j)\) can be recovered perfectly from the \(L\) samples \(y_p\) by essentially solving a convex program. This holds provided that two conditions are satisfied:

- **Minimum separation condition**: We assume the time-frequency shifts \((\tau_j, \nu_j) \in [0, 1]^2, j = 1, \ldots, S\), satisfy the minimum separation condition

  \[
  \max(|\tau_j - \tau_{j'}|, |\nu_j - \nu_{j'}|) \geq \frac{2.38}{N}, \quad \text{for all } j \neq j',
  \]

  where \(|\tau_j - \tau_{j'}|\) is the wrap-around distance on the unit circle. For example, \(|3/4 - 1/2| = 1/4\) but \(|5/6 - 1/6| = 1/3 \neq 2/3\). Note that the time-frequency shifts must not be separated in both time and frequency, e.g., \ref{eq:6} can hold even when \(\tau_j = \tau_{j'}\) for some \(j \neq j'\).

- **Sparsity**: We also assume that the number of time-frequency shifts \(S\) obeys

  \[
  S \leq c \frac{L}{(\log L)^3},
  \]

  where \(c\) is a numerical constant.

This result is essentially optimal in terms of the allowed sparsity level, as the number \(S\) of unknowns can be linear—up to a log-factor—in the number of observations \(L\). Even when we are given the time-frequency shifts \((\tau_j, \nu_j)\), we can only hope to recover the corresponding attenuation factors \(b_j, j = 1, \ldots, S\), by solving \ref{eq:2}, provided that \(S \leq L\).

We note that some form of separation between the time-frequency shifts is necessary for stable recovery. To be specific, we consider the simpler problem of line spectral estimation (cf. Section 1.2) that is obtained from our setup by setting \(\tau_j = 0\) for all \(j\). Clearly, any condition necessary for the line spectral estimation problem is also necessary for the super-resolution radar problem.
Consider an interval of the $\nu$-axis of length $\frac{2S'}{T}$. If there are more than $S'$ frequencies $\nu_j$ in this interval, then the problem of recovering the $(b_j, \nu_j)$ becomes extremely ill-posed when $S'$ is large [15, Thm. 1.1], [34], [9, Sec. 1.7], [6]. Hence, in the presence of even a tiny amount of noise, stable recovery is not possible. The condition in (6) allows us to have $0.42S'$ time-frequency shifts in an interval of length $\frac{2S'}{T}$, an optimal number of frequencies up to the constant 0.42. We emphasize that while some sort of separation between the time-frequency shifts is necessary, the exact form of separation required in (6) may not be necessary for stable recovery and less restrictive conditions may suffice. Indeed, in the simpler problem of line spectral estimation (i.e., $\tau_j = 0$ for all $j$), Donoho [15] showed that stable super-resolution is possible via an exhaustive search algorithm even when condition (6) is violated locally as long as every interval of the $\nu$-axis of length $\frac{2S'}{T}$ contains less than $S'/2$ frequencies $\nu_j$ and $S'$ is small (in practice, think of $S' \lesssim 10$). The exhaustive search algorithm is infeasible in practice and an important open question in the theory of line spectral estimation is to develop a feasible algorithm that achieves the stability promised in [15]. In the special case when the $b_j$ are real and positive, stable recovery can be achieved by convex optimization [34, 11, 20], see also [39] for recent results on more general positive combination of waveforms.

Translated to the continuous setup, our result implies that with high probability we can identify the triplets $(b_j, \bar{\tau}_j, \bar{\nu}_j)$ perfectly provided that

$$|\bar{\tau}_j - \bar{\tau}_{j'}| \geq \frac{4.77}{B}$$

or

$$|\bar{\nu}_j - \bar{\nu}_{j'}| \geq \frac{4.77}{T},$$

for all $j \neq j'$

and $S \leq c\frac{BT}{(\log(BT))^2}$. Since we can exactly identify the delay-Doppler pairs $(\bar{\tau}_j, \bar{\nu}_j)$, our result offers a significant improvement in resolution over conventional radar techniques. Specifically, with a standard pulse-Doppler radar that samples the received signal and performs digital matched filtering in order to detect the targets, the delay-Doppler shifts $(\bar{\tau}_j, \bar{\nu}_j)$ can only be estimated up to an uncertainty of about $(1/T, 1/B)$.

We hasten to add that in the radar literature, the term super-resolution is often used for the ability to resolve very close targets, specifically even closer than the Rayleigh resolution limit [34] that is proportional to $1/B$ and $1/T$ for delay and Doppler resolution, respectively. Our work permits identification of a each target with precision much higher than $1/B$ and $1/T$ as long as other targets are not too close, specifically other targets should be separated by a constant multiple of the Rayleigh resolution limit (cf. [7]).

Finally recall that $(\tau_j, \nu_j) \in [0, 1]^2$ translates to $(\bar{\tau}_j, \bar{\nu}_j) \in [-T/2, T/2] \times [-B/2, B/2]$, i.e., the $(\bar{\tau}_j, \bar{\nu}_j)$ can lie in a rectangle of area $L = BT \gg 1$, i.e., the system $H$ does not need to be underspread.

The ability to handle systems that are overspread is important in radar applications. Here, we might need to resolve targets with large relative distances and relative velocities, resulting in delay-Doppler pairs $(\bar{\tau}_j, \bar{\nu}_j)$ that lie in a region of area larger than 1 in the time-frequency plane.

1.4 Notation

We use lowercase boldface letters to denote (column) vectors and uppercase boldface letters to designate matrices. The superscripts $^T$ and $^H$ stand for transposition and Hermitian transposition, respectively. For the vector $x$, $x_q$ and $[x]_{i}^q$ denotes its $q$-th entry, $\|x\|_2$ its $\ell_2$-norm and $\|x\|_{\infty} = \max_q |x_q|$ its largest entry. For the matrix $A$, $[A]_{ij}$ designates the entry in its $i$-th row and $j$-th column, $\|A\| := \max_{\|v\|_2=1} \|Av\|_2$ its spectral norm, $\|A\|_F := \left(\sum_{ij} |[A]_{ij}|^2\right)^{1/2}$ its Frobenius norm, and $A \succeq 0$ signifies that $A$ is positive semidefinite. The identity matrix is denoted by $I$.

For convenience, we will frequently use a two-dimensional index for vectors and matrices, e.g., we...
write \( [g]_{k, \ell}, k, \ell = -N, ..., N \) for \( g = [g(-N, -N), g(-N, -N+1), ..., g(-N, N), g(-N+1, -N), ..., g(N, N)]^T \). For a complex number \( b \) with polar decomposition \( b = |b|e^{i2\pi \phi}, \text{sign}(b) := e^{i2\pi \phi} \). Similarly, for a vector \( b \), \( \text{sign}(b) \) on \( \mathbb{R}^N \). The sinc-function is denoted as \( \text{sinc}(t) = \frac{\sin(\pi t)}{\pi t} \). For vectors \( r, r' \in [0, 1]^2 \), \( |r - r'| = \max(|r_1 - r'_1|, |r_2 - r'_2|) \). Here, \( |x - y| \) is the wrap-around distance on the unit circle between two scalars \( x \) and \( y \). For example, \( |3/4 - 1/2| = 1/4 \) but \( |5/6 - 1/6| = 1/3 \neq 2/3 \). Throughout, \( r \) denotes a 2-dimensional vector with entries \( \tau \) and \( \nu \), i.e., \( r = [\tau, \nu]^T \). Moreover, \( c, c', c_1, c_2, ... \) are numerical constants that can take on different values at different occurrences. Finally, \( \mathcal{N}(\mu, \sigma^2) \) is the Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \).

## 2 Recovery via convex optimization

In this section we present our approach to the recovery of the parameters \((b_j, \tau_j, \nu_j)\) from the samples \( y_p \) in \((8)\). Before we proceed we note that \((8)\) can be rewritten as (see Appendix \( A \) for a detailed derivation)

\[
y_p = \sum_{j=1}^{S} b_j \sum_{k, \ell = -N}^{N} D_N \left( \frac{k}{L} - \tau_j \right) D_N \left( \frac{\ell}{L} - \nu_j \right) x_{p - \ell} e^{i2\pi \frac{\ell k}{\tau}}, \quad p = -N, ..., N, \quad (8)
\]

where

\[
D_N(t) := \frac{1}{L} \sum_{k = -N}^{N} e^{i2\pi tk} \quad (9)
\]

is the Dirichlet kernel. We define atoms \( a \in \mathbb{C}^{L^2} \) as

\[
[a(r)]_{k, \ell} = D_N \left( \frac{k}{L} - \tau \right) D_N \left( \frac{\ell}{L} - \nu \right), \quad r = [\tau, \nu]^T, \quad k, \ell = -N, ..., N. \quad (10)
\]

Rewriting \((8)\) in matrix-vector form yields

\[
y = Gz, \quad z = \sum_{j=1}^{S} \left| b_j \right| e^{i2\pi \phi_j} a(r_j), \quad r_j = [\tau_j, \nu_j]^T,
\]

where \( b_j = \left| b_j \right| e^{i2\pi \phi_j} \) is the polar decomposition of \( b_j \) and \( G \in \mathbb{C}^{L \times L^2} \) is the Gabor matrix defined by

\[
[G]_{p, (k, \ell)} := x_{p - \ell} e^{i2\pi \frac{kp}{L}}, \quad k, \ell, p = -N, ..., N. \quad (11)
\]

The signal \( z \) is a sparse linear combination of time and frequency shifted versions of the atoms \( a(r) \). A regularizer that promotes such a sparse linear combination is the atomic norm induced by these signals \[12\]. The atoms in the set \( A := \{e^{i2\pi \phi} a(r), r \in [0, 1]^2, \phi \in [0, 1] \} \) are the building blocks of the signal \( z \). The atomic norm \( \|z\|_A \) is defined as

\[
\|z\|_A = \inf \left\{ t > 0 : z \in t \text{conv}(A) \right\} = \inf_{b_j \in \mathbb{C}, r_j \in [0, 1]^2} \left\{ \sum_{j} \left| b_j \right| : z = \sum_{j} b_j a(r_j) \right\},
\]
where \( \text{conv}(\mathcal{A}) \) denotes the convex hull of the set \( \mathcal{A} \). The atomic norm can enforce sparsity in \( \mathcal{A} \) because low-dimensional faces of \( \text{conv}(\mathcal{A}) \) correspond to signals involving only a few atoms\(^{12, 43}\). A natural algorithm for estimating \( z \) is the atomic norm minimization problem\(^{12}\)

\[
\text{AN}(y) : \minimize \|\tilde{z}\|_\mathcal{A} \text{ subject to } y = G\tilde{z}.
\]

(12)

Once we obtain \( z \), the recovery of the time-frequency shifts is a 2D line spectral estimation problem that can be solved with standard approaches such as Prony’s method, see e.g.\(^{21}\) Ch. 2. In Section\(^{6.2}\), we will present a more direct approach for recovering the time-frequency shifts \( r_j \). When the time-frequency shifts \( r_j \) are identified, the coefficients \( b_j \) can be obtained by solving the linear system of equations

\[
y = \sum_{j=1}^{S} b_j G a(r_j).
\]

Computation of the atomic norm involves taking the infimum over infinitely many parameters and may appear to be daunting. For the case of only time or only frequency shifts (cf. Section\(^{1.2}\)), the atomic norm can be characterized in terms of linear matrix inequalities\(^{43}\) Prop. 2.1\(^{1}\); this allows us to formulate the atomic norm minimization program as a semidefinite program that can be solved efficiently. The characterization\(^{43}\) Prop. 2.1\(^{1}\) relies on a classical Vandermonde decomposition lemma for Toeplitz matrices by Carathéodory and Fejér. While this lemma generalizes to higher dimensions\(^{43}\) Thm. 1\(^{1}\), this generalization fundamentally comes with a rank constraint on the corresponding Toeplitz matrix. This appears to prohibit a characterization of the atomic norm paralleling that of\(^{43}\) Prop. 2.1\(^{1}\) which explains why no semidefinite programming formulation of the atomic norm minimization problem\(^{12}\) is known, to the best of our knowledge. Nevertheless, based on\(^{43}\) Thm. 1\(^{1}\), one can obtain a semidefinite programming relaxation of \( \text{AN}(y) \).

Instead of taking that route, and explicitly stating the corresponding semidefinite program, we show in Section\(^{6.2}\) that the time-frequency shifts \( r_j \) can be identified directly from the dual solution of the atomic norm minimization problem \( \text{AN}(y) \) in\(^{12}\), and propose a semidefinite programming relaxation that allows us to find a solution of the dual efficiently.

3 Main result

Our main result, stated below, provides conditions guaranteeing that the solution to \( \text{AN}(y) \) in\(^{12}\) is \( z \) (perfect recovery). As explained in Section\(^{2}\) from \( z \) we can obtain the triplets \( (b_j, \tau_j, \nu_j) \) easily.

**Theorem 1.** Assume that the samples of the probing signal \( x_\ell, \ell = -N, \ldots, N \), are i.i.d. \( \mathcal{N}(0, 1/L) \) random variables, \( L = 2N + 1 \). Let \( y \in \mathbb{C}^L \), with \( L \geq 1024 \), contain the samples of the output signal obeying the input-output relation\(^{2}\), i.e.,

\[
y = Gz, \quad z = \sum_{r_j \in \mathcal{S}} b_j a(r_j),
\]

where \( G \) is the Gabor matrix of time-frequency shifts of the input sequence \( x_\ell \) defined in\(^{11}\). Assume that the sign\( (b_j) \) are i.i.d. uniform on \( \{-1, 1\} \) and that the set of time-frequency shifts \( \mathcal{S} = \{r_1, r_2, \ldots, r_S\} \subset [0, 1]^2 \) obeys the minimum separation condition

\[
\max(|\tau_j - \tau_{j'}|, |\nu_j - \nu_{j'}|) \geq \frac{2.38}{N} \text{ for all } [\tau_j, \nu_j], [\tau_{j'}, \nu_{j'}] \in \mathcal{S} \text{ with } j \neq j'.
\]

(13)
Furthermore, choose \( \delta > 0 \) and assume
\[
S \leq c \frac{L}{(\log(L^6/\delta))^3},
\]
where \( c \) is a numerical constant. Then, with probability at least \( 1 - \delta \), \( z \) is the unique minimizer of \( \text{AN}(y) \) in (12).

Recall that the complex-valued coefficients \( b_j \) in (1) in the radar model describe the attenuation factors. Therefore, it is natural to assume that the phases of different \( b_j \) are independent from each other and are uniformly distributed on the unit circle of the complex plane. Indeed, in standard models in wireless communication and radar [4], the \( b_j \) are assumed to be complex Gaussian. To keep the proof simple, in Theorem 1 we assume that the \( b_j \) are real-valued. The assumption that the coefficients \( b_j \) have random sign is the real-valued analogue of the random phase assumption discussed above. Theorem 1 continues to hold for complex-valued \( b_j \) (only the constant 2.38 in (13) changes slightly). While this random sign assumption is natural for many applications, we believe that is not necessary for our result to hold. Finally, we would like to point out that Theorem 1 continues to hold for sub-Gaussian sequences \( x_\ell \) with trivial modifications to our proof.

The proof of Theorem 1 is based on analyzing the dual of \( \text{AN}(y) \). We will prove that the recovery is perfect by constructing an appropriate dual certificate. The existence of this dual certificate guarantees that the solution to \( \text{AN}(y) \) in (12) is \( z \). This is a standard approach, e.g., in the compressed sensing literature, the existence of a related dual certificate guarantees that the solution to \( \ell_1 \)-minimization is exact [10]. Specifically, the dual of \( \text{AN}(y) \) in (12) is [8, Sec. 5.1.16]

\[
\max q \quad \text{subject to } \|G^H q\|_{A^*} \leq 1, \tag{14}
\]

where \( q = [q_{-N}, \ldots, q_N]^T \) and
\[
\|v\|_{A^*} = \sup_{\|z\|_{A^*} \leq 1} \text{Re} \langle v, z \rangle = \sup_{r \in [0,1]^2} |\langle v, a(r) \rangle|,
\]

is the dual norm. Note that the constraint of the dual (14) can be rewritten as:
\[
\|G^H q\|_{A^*} = \sup_{r \in [0,1]^2} |\langle q, Ga(r) \rangle| = \sup_{[\tau,\nu] \in [0,1]^2} |\langle q, \mathcal{F}_\tau \mathcal{T}_\nu x \rangle| \leq 1, \tag{15}
\]

where we used \( Ga(r) = \mathcal{F}_\nu \mathcal{T}_\tau x \). By definition of the time and frequency shifts in (3) it is seen that \( \langle q, \mathcal{F}_\tau \mathcal{T}_\nu x \rangle \) is a 2D trigonometric polynomial (in \( \tau, \nu \), see (41) for its specific form). The constraint in the dual is therefore equivalent to the requirement that the absolute value of a specific 2D trigonometric polynomial is bounded by one. A sufficient condition for the success of atomic norm minimization is given by the existence of a certain dual certificate of the form \( \langle q, \mathcal{F}_\tau \mathcal{T}_\nu x \rangle \). This is formalized by Proposition 1 below and is a consequence of strong duality. Strong duality is implied by Slater’s conditions being satisfied [8, Sec. 5.2.3] (the primal problem only has equality constraints).

**Proposition 1.** Let \( y = Gz \) with \( z = \sum_{r_j \in \mathcal{S}} b_j a(r_j) \). If there exists a dual polynomial \( Q(r) = \langle q, \mathcal{F}_\tau \mathcal{T}_\nu x \rangle \) with complex coefficients \( q = [q_{-N}, \ldots, q_N]^T \) such that
\[
Q(r_j) = \text{sign}(b_j), \text{ for all } r_j \in \mathcal{S}, \text{ and } |Q(r)| < 1 \text{ for all } r \in [0,1]^2 \setminus \mathcal{S}, \tag{16}
\]
then \( z \) is the unique minimizer of \( \text{AN}(y) \). Moreover, \( q \) is a dual optimal solution.

The proof of Proposition 1 is standard, see e.g., [43, Proof of Prop. 2.4], and is provided in Appendix C for convenience of the reader. The proof of Theorem 1 consists of constructing a dual polynomial satisfying the conditions of Proposition 1 see Section 8.
4 Relationship between the continuous time and discrete time models

In this section we discuss in more detail how the discrete time model (2) follows from the continuous time model (1) through band- and time-limitations. This section is geared towards readers with interest in radar and wireless communication applications. Readers not interested in the detailed justification of (2) may wish to skip this section on a first reading. We start by explaining the effect of band- and time-limitation in continuous time. We show that (2) holds exactly when the probing signal is \( T \)-periodic, and holds approximately when the probing signal is essentially time-limited on an interval of length \( 3T \), as discussed in the introduction. Finally, we explicitly quantify the corresponding approximation error.

As mentioned previously, radar systems and wireless communication channels are typically modeled as linear systems whose response is a weighted superposition of delayed and Doppler-shifted versions of the probing signal. In general, the response

\[
y(t) = \int \int s_H(\tau, \nu) x(t - \tau) e^{i2\pi\nu t} d\nu d\tau,
\]

where \( s_H(\tau, \nu) \) denotes the spreading function associated with the system. In the channel identification and radar problems, the probing signal \( x \) can be controlled by the system engineer and is known. The spreading function depends on the scene and is unknown. We assume that the spreading function consists of \( S \) point scatterers. In radar, these point scatterers correspond to moving targets. Mathematically, this means that the spreading function specializes to

\[
s_H(\tau, \nu) = \sum_{j=1}^{S} b_j \delta(\tau - \bar{\tau}_j) \delta(\nu - \bar{\nu}_j).
\]

Here, \( b_j, j = 1, \ldots, S, \) are (complex-valued) attenuation factors associated with the delay-Doppler pair \( (\bar{\tau}_j, \bar{\nu}_j) \). With (18), (17) reduces to the input-output relation (1) stated in the introduction, i.e., to

\[
y(t) = \sum_{j=1}^{S} b_j x(t - \bar{\tau}_j) e^{i2\pi\bar{\nu}_j t}.
\]

4.1 The effect of band- and time-limitations

In practice, the probing signal \( x \) has finite bandwidth \( B \) and the received signal \( y \) can only be observed over a finite time interval of length \( T \). We refer to this as time-limitation, even though \( y \) is non-zero outside of the time interval of length \( T \). As shown next, this band- and time-limitations lead to a discretization of the input-output relation (17) and determine the “natural” resolution of the system of \( 1/B \) and \( 1/T \) in \( \tau \)- and \( \nu \)-directions, respectively. Specifically, using the fact that \( x \) is band-limited to \([-B/2, B/2] \), (17) can be rewritten in the form

\[
y(t) = \sum_{k \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}} s_H^*(\ell/B, k/T) x(t - \ell/B) e^{i2\pi k t},
\]

with \( t \in [-T/2, T/2] \). Here,

\[
s_H^*(\tau, \nu) := \int \int s_H(\tau', \nu') \text{sinc}((\tau - \tau')B) \text{sinc}((\nu - \nu')T) d\tau' d\nu'
\]
Figure 1: Illustration of the spreading function $s_H(\tau, \nu)$ and the corresponding smeared spreading function $\overline{s_H}(\tau, \nu)$.

is a smeared version of the original spreading function. The relation (19) appears in [4]; for the sake of completeness, we detail the derivations leading to (19) in Appendix B. For point scatterers, i.e., for the spreading function in (18), (20) specializes to

$$\overline{s_H}(\tau, \nu) = \sum_{j=1}^{S} b_j \text{sinc}((\tau - \bar{\tau}_j)B) \text{sinc}((\nu - \bar{\nu}_j)T).$$  \hspace{1cm} (21)

Imagine for a moment that we could measure $\overline{s_H}(\tau, \nu)$ directly. We see that $\overline{s_H}(\tau, \nu)$ is the 2D low-pass-filtered version of the signal $s_H(\tau, \nu)$ in (18), where the filter has resolution $1/B$ in $\tau$ direction and resolution $1/T$ in $\nu$ direction; see Figure 1 for an illustration. Estimation of the triplets $(b_j, \bar{\tau}_j, \bar{\nu}_j), j = 1, \ldots, S$, from $\overline{s_H}(\tau, \nu)$ is the classical 2D line spectral estimation problem. In our setup, the situation is further complicated by the fact that we cannot measure $\overline{s_H}(\tau, \nu)$ directly. We only get access to $\overline{s_H}(\tau, \nu)$ after the application of the Gabor linear operator in (19).

4.2 Choice of probing signal

Next, we consider a probing signal that is band-limited and essentially time-limited to an interval of length $3T$. To be concrete, we consider the signal

$$\tilde{x}(t) = \sum_{\ell=-L-N}^{L+N} x_\ell \text{sinc}(tB - \ell)$$  \hspace{1cm} (22)

where the coefficients $x_\ell$ are $L$-periodic, with the $x_\ell, \ell = -N, \ldots, N$, i.i.d. $\mathcal{N}(0, 1/L)$. A realization of the random signal $\tilde{x}(t)$ along with its Fourier transform is depicted in Figure 2. Since the sinc-kernel above is band-limited to $[-B, B]$, $\tilde{x}$ is band-limited to $[-B, B]$ as well. As the sinc-kernel decays relatively fast, $\tilde{x}$ is essentially supported on the interval $[-3T/2, 3T/2]$. We hasten to add that there is nothing fundamental about using the sinc-kernel to construct $\tilde{x}$ here; we choose it out of mathematical convenience, and could as well use a kernel that decays faster in time. For the readers familiar with wireless communication, we point out that the partial periodization of $\tilde{x}$ serves a similar purpose as the cyclic prefix used in OFDM systems.
Figure 2: The probing signal $\tilde{x}(t)$ and the real part of its Fourier transform $\tilde{X}(f)$ for $B = 1, T = 61, L = 61$: $\tilde{x}(t)$ is essentially time-limited on an interval of length $3T$ and band-limited to $[-B/2, B/2]$.

4.3 Sampling the output

Recall that delay-Doppler pairs satisfy, by assumption, $(\bar{\tau}_j, \bar{\nu}_j) \in [-\frac{T}{2}, \frac{T}{2}] \times [\frac{B}{2}, \frac{B}{2}]$. Thus, $H\tilde{x}$ is band-limited to $[-B, B]$ and approximately time-limited to $[-2T, 2T]$. According to the 2WT-Theorem \cite{10, 17}, $H\tilde{x}$ has on the order of $BT$ degrees of freedom so that one can think of $H\tilde{x}$ as having effective dimensionality on the order of $BT$. Therefore, by sampling $H\tilde{x}$ at rate $1/B$ in the interval $[-T/2, T/2]$, we collect the number of samples that matches the dimensionality of $H\tilde{x}$ up to a constant. The samples $\tilde{y}_p := (H\tilde{x})(p/B)$ are given by

$$
\tilde{y}_p = \sum_{k, \ell \in \mathbb{Z}} \pi_H \left( \frac{\ell}{B}, \frac{k}{T} \right) \tilde{x} \left( \frac{p - \ell}{B} \right) e^{i2\pi \frac{kp}{BT}}, \quad p = -N, ..., N, \quad (23)
$$

where $N = (L - 1)/2$ and $L = BT$. Substituting (21) into (23) and defining $\tilde{x}_\ell := \tilde{x}(\ell/B)$ yields

$$
\tilde{y}_p = \sum_{j=1}^{S} b_j \sum_{k, \ell \in \mathbb{Z}} \text{sinc}(\ell - \bar{\tau}_j B) \text{sinc}(k - \bar{\nu}_j T) \tilde{x}_\ell e^{i2\pi \frac{kp}{BT}}. \quad (24)
$$

Next, we rewrite (24) in terms of the following equivalent expression of the Dirichlet kernel defined in (9)

$$
D_N(t) = \sum_{k \in \mathbb{Z}} \text{sinc} (L (t - k)), \quad (25)
$$

and a truncated version

$$
\hat{D}_N(t) := \sum_{k=-1}^{1} \text{sinc} (L (t - k)), \quad (26)
$$

as

$$
\tilde{y}_p = \sum_{j=1}^{N} \sum_{k, \ell = -N}^{S} b_j \hat{D}_N \left( \frac{p - \ell}{L} - \tau_j \right) D_N \left( \frac{k}{L} - \nu_j \right) x_\ell e^{i2\pi \frac{kp}{L}}, \quad p = -N, ..., N, \quad (27)
$$
where \( \tau_j = \tilde{\tau}_j/T, \nu_j = \tilde{\nu}_j/B \), as before (see Appendix C for details). For \( t \in [-1.5, 1.5] \), \( \tilde{D}_N(t) \) is well approximated by \( D_N(t) \), therefore (27) is well approximated by

\[
y_p = \sum_{k=0}^{N} \sum_{\ell=-N}^{N} b_j D_N \left( \frac{\ell}{L} - \tau_j \right) D_N \left( \frac{k}{L} - \nu_j \right) x_{p-\ell} e^{i2\pi \frac{\ell}{L} T}, \quad p = -N, ..., N. \tag{28}
\]

This is equivalent to (2), as already mentioned in Appendix A. Note that (28) can be viewed as the periodic equivalent of (19) (with \( \tilde{\tau}(\tau, \nu) \) given by (21)). We show in Appendix C that the discretization (28) can be obtained from (19) without any approximation if the probing signal \( x(t) \) is chosen to be \( T \)-periodic with its samples selected as \( x(\ell/B) = x_\ell \), for all \( \ell \). Recall that the samples of the quasi-periodic probing signal satisfy \( \tilde{x}(\ell/B) = x_\ell \) for \( \ell \in [-N - L, L + N] \) and \( \tilde{x}(\ell/B) = 0 \) otherwise. Clearly, the periodic probing signal is not time-limited and, hence, cannot be used in practice. The error we make by approximating \( \tilde{y}_p \) with \( y_p \) is very small, as shown by the following proposition, proven in Appendix D. We also show numerically in Section 5.2 that in practice, the error we make by approximating \( \tilde{y}_p \) with \( y_p \) is negligible.

**Proposition 2.** Let the \( x_\ell \) be i.i.d. \( N(0, 1/L) \) and let the sign of \( b_j \) be i.i.d. uniform on \( \{-1, 1\} \). For all \( \alpha > 0 \), the difference between \( \tilde{y}_p \) in (27) and \( y_p \) in (28) satisfies

\[
P \left( |y_p - \tilde{y}_p| \geq c \frac{\alpha}{L} \|b\|_2 \right) \leq (4 + 2L^2)e^{-\frac{\alpha^2}{8}},
\]

where \( b = [b_1, ..., b_S]^T \) and \( c \) is a numerical constant.

Proposition 2 ensures that with high probability, the \( \tilde{y}_p \) are very close to the \( y_p \). Note that, under the conditions of Theorem 1, \( \|y\|_2 \approx \|b\|_2, y = [y_{-N}, ..., y_N]^T \), with high probability (not shown here). Since it follows from Proposition 2 that

\[
\|y - \tilde{y}\|_2 \leq \frac{c_1}{\sqrt{L}} \|b\|_2
\]

holds with high probability, we can also conclude that \( \frac{\|y - \tilde{y}\|_2}{\|y\|_2} \leq \frac{c_2}{\sqrt{L}}, \tilde{y} = [\tilde{y}_{-N}, ..., \tilde{y}_N]^T \) holds with high probability. That is, the relative error we make in approximating the \( \tilde{y}_p \) with the \( y_p \) tends to zero in \( \ell_2 \) norm as \( L \) grows.

### 5 Super-resolution radar on a grid

One approach to estimate the triplets \( (b_j, \tau_j, \nu_j) \) from the samples \( y_p \) in (2) is to suppose the time-frequency shifts lie on a fine grid, and solve the problem on that grid. When the time-frequency shifts do not exactly lie on a grid this leads to an error that becomes small as the grid becomes finer. In Section 5.2 below we study numerically the error incurred by this approach; for an analysis of the corresponding error in related problems see [44]. Our results have immediate consequences for the corresponding (discrete) sparse signal recovery problem, as we discuss next.

Suppose we want to recover a sparse discrete signal \( s_{m,n} \in \mathbb{C}, m, n = 0, ..., K - 1, K \geq L = 2N + 1, \) from samples of the form

\[
y_p = \sum_{m,n=0}^{K-1} s_{m,n} [\mathcal{F}_{m/K} T_{n/K} x]_p, \quad p = -N, ..., N. \tag{29}
\]

\[
y_p = \sum_{m,n=0}^{K-1} \left( e^{i2\pi \frac{m}{K}} \frac{1}{L} \sum_{\ell,k=-N}^N e^{-i2\pi \frac{k}{K} \frac{\ell}{L}} e^{i2\pi (p-\ell) \frac{k}{L}} x_{\ell} \right) s_{m,n}, \quad p = -N, ..., N. \tag{30}
\]
To see the connection to the gridless setup in the previous sections, note that the recovery of the $S$-sparse (discrete) signal $s_{m,n}$ is equivalent to the recovery of the triplets $(b_j, \tau_j, \nu_j)$ from the samples $y_p$ in (2) if we assume that the $(\tau_j, \nu_j)$ lie on a $(1/K, 1/K)$ grid (the non-zeros of $s_{m,n}$ correspond to the $b_j$). Writing the relation (30) in matrix-vector form yields

$$y = Rs$$

where $[y]_p := y_p$, $[s]_{(m,n)} := s_{m,n}$, and $R \in \mathbb{C}^{L \times K^2}$, $K \geq L$, is the matrix with $(m,n)$-th column given by $F_{m/K}T_{n/K}x$. The matrix $R$ contains as columns “fractional” time-frequency shifts of the sequence $x_\ell$. If $K = L$, $R$ contains as columns only “whole” time-frequency shifts of the sequence $x_\ell$ and $R$ is equal to the Gabor matrix $G$ defined by (11). In this sense, $K = L$ is the natural grid (cf. Section 1.1) and the ratio $SRF := K/L$ can be interpreted as a super-resolution factor. The super-resolution factor determines by how much the $(1/K, 1/K)$ grid is finer than the original $(1/L, 1/L)$ grid.

A standard approach to the recovery of the sparse signal $s$ from the underdetermined linear system of equations $y = Rs$ is to solve the following convex program:

$$\text{L1}(y) : \begin{array}{c}
\text{minimize} \\ \tilde{s}
\end{array} \| \tilde{s} \|_1 \text{ subject to } y = R\tilde{s}. \quad (31)$$

The following theorem is our main result for recovery on the fine grid.

**Theorem 2.** Assume that the samples of the probing signal $x_\ell = -N, ..., N$ in (30) are i.i.d. $\mathcal{N}(0, 1/L)$ random variables, $L = 2N + 1$. Let $y \in \mathbb{C}^L$, with $L \geq 1024$ be the samples of the output signal obeying the input-output relationship (30), i.e., $y = Rs$. Let $S \subseteq \{0, ..., K - 1\}^2$ be the support of the vector $[s]_{(m,n)}$, $m, n = 0, ..., K - 1$, and suppose that it satisfies the minimum separation condition

$$\min_{(m,n), (m',n') \in S : (m,n) \neq (m',n')} \frac{1}{K} \max(|m - m'|, |n - n'|) \geq 2.38 \frac{N}{K}.$$ 

Moreover, suppose that the non-zeros of $s$ have random sign, i.e., $\text{sign}([s]_{(m,n)}), (m,n) \in S$ are i.i.d. uniform on $\{-1, 1\}$. Choose $\delta > 0$ and assume

$$S \leq c \frac{L}{(\log(L^6/\delta))^3},$$

where $c$ is a numerical constant. Then, with probability at least $1 - \delta$, $s$ is the unique minimizer of L1$(y)$ in (31).

The proof of Theorem 2 presented in Appendix E is closely linked to that of Theorem 1. As reviewed in Appendix E, the existence of a certain dual certificate guarantees that $s$ is the unique minimizer of L1$(y)$ in (31). The dual certificate is obtained directly from the dual polynomial for the continuous case (i.e., from Proposition 4 in Section 8).

### 5.1 Implementation details

The matrix $R$ has dimension $L \times K^2$, thus as the grid becomes finer (i.e., $K$ becomes larger) the complexity of solving (31) increases. The complexity of solving (31) can be managed as follows. First, the complexity of first-order convex optimization algorithms (such as TFOCS [3]) for solving (31) is dominated by multiplications with the matrices $R$ and $R^H$. Due to the structure of $R$,
those multiplications can be done very efficiently utilizing the fast Fourier transform. Second, in practice we have $\tau_j, \nu_j \in [0, \tau_{\text{max}}] \times [0, \nu_{\text{max}}]$, which means that
\[(\tau_j, \nu_j) \in \left[0, \frac{\tau_{\text{max}}}{T} \right] \times \left[0, \frac{\nu_{\text{max}}}{B} \right].\] (32)
It is therefore sufficient to consider the restriction of $\mathbf{R}$ to the $\tau_{\text{max}} \nu_{\text{max}} K^2 = \tau_{\text{max}} \nu_{\text{max}} L \cdot \text{SRF}^2$ many columns corresponding to the $(\tau_j, \nu_j)$ satisfying (32). Since typically $\tau_{\text{max}} \nu_{\text{max}} \ll BT = L$, this results in a significant reduction of the problem size.

### 5.2 Numerical results

We next evaluate numerically the resolution obtained by our approach. We consider identification of the time-frequency shifts from the response to the (essentially) time-limited signal in (22), which corresponds to identification from the samples $\tilde{y}_p, p = -N, ..., N$ given by (27), without and with additive Gaussian noise. We also consider identification from the response to a signal with $L$-periodic samples $x(\ell/B) = x_\ell$, which corresponds to identification from the samples $y_p, p = -N, ..., N$ in (28). To account for additive noise, we solve the following modification of $\ell_1(\mathbf{y})$ in (31)
\[
\text{L1-ERR: } \text{minimize } ||\mathbf{s}||_1 \text{ subject to } ||\mathbf{y} - \mathbf{R}s||_2^2 \leq \delta,
\] (33)
with $\delta$ chosen on the order of the noise variance. We choose $L = 201$, and for each problem instance, we draw $S = 10$ time-frequency shifts $(\tau_j, \nu_j)$ uniformly at random from $[0, 2/\sqrt{201}]^2$, which amounts to drawing the corresponding delay-Doppler pairs $(\tilde{\tau}_j, \tilde{\nu}_j)$ from $[0, 2] \times [0, 2]$. We use SPGL1 [46] to solve L1-ERR. The attenuation factors $b_j$ corresponding to the time-frequency shifts $(\tau_j, \nu_j)$ are drawn uniformly at random from the complex unit disc, independently across $j$.

In Figure 3 we plot the average resolution error versus the super-resolution factor $\text{SRF} = K/L$. The resolution error is defined as the average over $j = 1, ..., S$ of $L \sqrt{\sum (\hat{\tau}_j - \tau_j)^2 + (\hat{\nu}_j - \nu_j)^2}$, where the $(\hat{\tau}_j, \hat{\nu}_j)$ are the time-frequency shifts obtained by solving (33). There are three error sources incurred by this approach. The first is the gridding error obtained by assuming the points lie on a fine grid with grid constant $(1/K, 1/K)$. The second is the model error from approximating the $\tilde{y}_p$ in (27), obtained by sending an essentially time-limited probing signal (cf. (22)), with the $y_p$ in (28), obtained by sending a truly periodic input signal $x(t)$. The third is the additive noise error. Note that the resolution attained at SRF = 1 corresponds to the resolution attained by matched filtering and by the compressive sensing radar architecture [25] discussed in Section 1.1. We see that for all SRF > 1, the resolution is significantly improved using our super-resolution radar approach. We furthermore observe that for low values of SRF, the gridding error dominates, while for large values of SRF, the additive noise error dominates. By looking at the noiseless case, it is seen that the gridding error decays as $1/\text{SRF}$, e.g., at SRF = 20, the error is about 0.4/20. This demonstrates empirically that in practice solving the super-resolution radar problem on a fine grid is essentially as good as solving it on the continuum—provided the super-resolution factor is chosen sufficiently large. Finally, we observe that the model error is negligible, even for large signal-to-noise ratios (the curves in Figure 3 corresponding to the noiseless and the periodic case are indistinguishable).

### 6 Identification of time-frequency shifts

In this section we show that the time-frequency shifts can be obtained from a solution to the dual problem, and present a semidefinite programming relaxation to obtain a solution of the dual efficiently.
Figure 3: Resolution error $L \sqrt{(\hat{\tau}_j - \tau_j)^2 + (\hat{\nu}_j - \nu_j)^2}$ for the recovery of $S = 10$ time-frequency shifts from the samples $y_p, p = -N, ..., N$ in (28) (periodic input signal $x(t)$), and identification from the samples $\tilde{y}_p, p = -N, ..., N$ in (27) (essentially time-limited input signal $\tilde{x}(t)$) with and without additive Gaussian noise $n_p$ of a certain signal-to-noise ratio $\text{SNR} := \|[\tilde{y}_{-N}, ..., \tilde{y}_N]\|_2^2/\|[n_{-N}, ..., n_N]\|_2^2$, by solving L1-ERR.

6.1 Semidefinite programming relaxation of the dual

Our relaxation is similar in spirit to related convex programs in [7, Sec. 3.1], [9, Sec. 4], and [43, Sec. 2.2]. We show that the constraint in the dual is equivalent to the requirement that the absolute value of a specific 2D trigonometric polynomial is bounded by one, and, therefore, this constraint can be formulated as a linear matrix inequality. The dimensions of the corresponding matrices are, however, unspecified. Choosing a certain relaxation degree for those matrices, and substituting the constraint in the dual with the corresponding matrix inequality leads to a semidefinite programming relaxation of the dual.

Recall that the constraint of the dual program (14) is

$$\|G^H q\|_{A^*} = \sup_{r \in [0,1]^2} |\langle G^H q, a(r) \rangle| \leq 1.$$ 

By definition of the Dirichlet kernel in (9), the vector $a(r)$ defined in (10) can be written as

$$a(r) = F^H f(r)$$

where $F^H$ is the (inverse) 2D discrete Fourier transform matrix with the entry in the $(k, \ell)$-th row and $(r, q)$-th column given by $[F^H]_{(k, \ell), (r, q)} := \frac{1}{L^2} e^{i2\pi \frac{rk}{L} + \frac{q\ell}{L}}$ and the entries of the vector $f$ are given by $[f(r)](r, q) := e^{-i2\pi (r\tau + q\nu)}$, $k, \ell, q, r = -N, ..., N$, $r = [\tau, \nu]^T$. With these definitions,

$$\langle G^H q, a(r) \rangle = \langle G^H q, F^H f(r) \rangle = \langle F G^H q, f(r) \rangle = \sum_{r, q = -N}^N [FG^H q](r, q) e^{i2\pi (r \tau + q \nu)}.$$ (34)

Thus, the constraint in the dual (14) says that the 2D trigonometric polynomial in (34) is bounded in magnitude by 1 for all $r \in [0,1]^2$. The following form of the bounded real lemma allows us to approximate this constraint by a linear matrix inequality.
Proposition 3 ([16 Cor. 4.25, p. 127]). Let $P$ be a bivariate trigonometric polynomial in $r = [\tau, \nu]^T$

$$P(r) = \sum_{k, \ell = -N}^{N} p(k, \ell) e^{2\pi i (k\tau + \ell \nu)}.$$ 

If 

$$\sup_{r \in [0,1]^2} |P(r)| < 1$$

then there exists a matrix $Q \succeq 0$ such that

$$\begin{bmatrix} Q & p \\ p^H & 1 \end{bmatrix} \succeq 0 \quad \text{and} \quad \forall k, \ell = -N, \ldots, N, \quad \text{trace}(\Theta_k \otimes \Theta_{\ell} Q) = \begin{cases} 1, & (k, \ell) = (0,0) \\ 0, & \text{otherwise} \end{cases}$$

(35)

where $\Theta_k$ designates the elementary Toeplitz matrix with ones on the $k$-th diagonal and zeros elsewhere. The vector $p$ contains the coefficients $p(k,\ell)$ of $P$ as entries, and is padded with zeros to match the dimension of $Q$.

Reciprocally, if there exists a matrix $Q \succeq 0$ satisfying (35), then

$$\sup_{r \in [0,1]^2} |P(r)| \leq 1.$$ 

Contrary to the corresponding matrix inequality for the 1D case in [7, 9, 43], where the size of the matrix $Q$ is fixed to $L \times L$, here, the size of the matrix $Q$ is not determined and may, in principle, be significantly larger than the minimum size $L^2 \times L^2$. This stems from the fact that the sum-of-squares representation of a positive trigonometric polynomial of degree $(L, L)$ possibly involves factors of degree larger than $(L, L)$ (see, e.g., [16 Sec. 3.1]). Therefore, Proposition 3 only gives a sufficient condition and cannot be used to exactly characterize the constraint of the dual program (14). Fixing the degree of the matrix $Q$ to the minimum size of $L^2 \times L^2$ yields a relaxation of the constraint of the dual in (14) that leads to the following semidefinite programming relaxation of the dual program (14):

$$\begin{align*}
\max_{q, Q \in \mathbb{C}^{L^2 \times L^2}, Q \succeq 0} & \quad \Re \langle q, y \rangle \\
\text{subject to} & \quad (37).
\end{align*}$$

Note that we could also use a higher relaxation degree than $(L, L)$, which would, in general, lead to a better approximation of the original problem. However, the relaxation of minimal degree are known to yield optimal solution in practice, as, e.g., observed in a related problem of 2D FIR filter design [16]. In Section 6.2, we report an example that shows that the relaxation of minimal degree also yields optimal solutions for our problem in practice.
6.2 Estimation of the time-frequency shifts from the dual solution

Proposition 1 suggests that an estimate $\hat{S}$ of the set of time-frequency shifts $S$ can be obtained from a dual solution $q$ by identifying the $r_j$ for which the dual polynomial $Q(r) = \langle q, \mathcal{F}_\nu T r x \rangle = \langle q, \mathcal{G}a(r) \rangle$ has magnitude 1. In general, the solution $q$ to (36) is not unique but we can ensure that $S \subseteq \hat{S} := \{ r : |\langle q, \mathcal{G}a(r) \rangle | = 1 \}$.

To see this assume that $S \backslash \hat{S} \neq \emptyset$. Then, we have

$$\text{Re} \langle q, \mathcal{G} z \rangle = \text{Re} \left( \langle q, \mathcal{G} \sum_{r_j \in S} b_j \mathcal{G} a(r_j) \rangle \right)$$

$$= \sum_{r_j \in S \cap \hat{S}} \text{Re}(b_j^* \langle q, \mathcal{G} a(r_j) \rangle) + \sum_{r_j \in S \backslash \hat{S}} \text{Re}(b_j^* \langle q, \mathcal{G} a(r_j) \rangle)$$

$$< \sum_{r_j \in S \cap \hat{S}} |b_n| + \sum_{r_j \in S \backslash \hat{S}} |b_n| = \| z \|_A,$$

where the strict inequality follows from $|\langle q, \mathcal{G} a(r) \rangle | < 1$ for $r \in S \backslash \hat{S}$, by definition of the set $\hat{S}$. This contradicts strong duality, and thus implies that $S \backslash \hat{S} = \emptyset$, i.e., we must have $S \subseteq \hat{S}$.

In general, we might have $S \neq \hat{S}$. However, in “most cases”, standard semidefinite programming solvers (e.g., SDPT3) will yield a solution such that $S = \hat{S}$, see [43, Prop. 2.5] and [9, Sec. 4] for formal results on related problems.

We next provide a numerical example where the time-frequency shifts can be recovered perfectly from a solution to the semidefinite program (36). We choose $N = 8$, consider the case of two time-frequency shifts, specifically $S = \{ (0.2, 0.5), (0.8, 0.5) \}$, and let the coefficients $x_\ell, \ell = -N, \ldots, N$ and the $b_j, j = 1, 2$, be i.i.d. uniform on the complex unit sphere. In Figure 4, we plot the dual polynomial $Q(r) = \langle q, \mathcal{G} a(r) \rangle$ with q obtained by solving (36) via CVX [22]. It can be seen that the time-frequency shifts can be recovered perfectly, i.e., $\hat{S} = S$.

6.3 Recovery in the noisy case

In practice, the samples $y_p$ in (2) are corrupted by additive noise. In that case, perfect recovery of the $(b_j, \tau_j, \nu_j)$ is in general no longer possible, and we can only hope to identify the time-frequency shifts up to an error. In the noisy case, we solve the following convex program:

$$\text{minimize} \| \hat{z} \|_A \quad \text{subject to } \| y - \mathcal{G} \hat{z} \|_2 \leq \delta. \quad (38)$$

The semidefinite programming formulation of the dual of (38) takes the form

$$\text{maximize} \text{Re} \langle q, y \rangle - \delta \| q \|_2 \quad \text{subject to } (37) \quad (39)$$

and we again estimate the time-frequency shifts $r_j$ as the $r$ for which the dual polynomial $Q(r) = \langle q, \mathcal{G} a(r) \rangle$ achieves magnitude 1. We leave theoretical analysis of this approach to future work, and only provide a numerical example demonstrating that this approach is stable.

We choose $N = 5$, consider the case of one time-frequency shift at $(\tau_1, \nu_1) = (0.5, 0.8)$ (so that the dual polynomial can be visualized in 3D) and let the coefficients $x_\ell, \ell = -N, \ldots, N$ and $b_1$ be random variables that are i.i.d. uniform on the complex unit sphere but normalized to have
variance $1/L$. We add i.i.d. complex Gaussian noise $n_p$ to the samples $y_p$ in (2), such that the signal-to-noise ratio (SNR), defined as $\text{SNR} = \| [y_{-N}, \ldots, y_N] \|^2_2 / \| [n_{-N}, \ldots, n_N] \|^2_2$, is $10\text{dB}$ (we express the SNR in decibels computed as $10 \log_{10}(\text{SNR})$). In Figure 5, we plot the dual polynomial $Q(r) = \langle q, Ga(r) \rangle$ with $q$ obtained by solving (39) (with $\delta = 0.8$) using CVX. The time-frequency shift for which the dual polynomial achieves magnitude 1 is $(0.4942, 0.7986)$; it is very close to the original time-frequency shift $(0.5, 0.8)$.

7 Relation to previous work

The general problem of extracting the spreading function $s_H(\tau, \nu)$ of a linear time varying system of the form (17) is known as system identification. It has been shown that LTV systems with spreading function compactly supported on a known region of area $\Delta$ in the time-frequency plane are identifiable if and only if $\Delta \leq 1$ as shown by Kailath, Bello, Kozek, and Pfander in [27, 5, 28, 36]. If the spreading function’s support region is unknown, a necessary and sufficient condition for identifiability is $\Delta \leq 1/2$ [24]. In contrast to our work, the input (probing) signal in [27, 5, 28, 36, 24] is not band-limited, and the response to the probing signal is not time-limited. In fact, the probing signal in those works is a (weighted) train of Dirac impulses, a signal that decays neither in time nor in frequency. If it is necessary to use a band-limited probing signal and observe the response to the probing signal for a finite amount time (as is the case in practice), it follows from the theory developed in [27, 5, 28, 36, 24] that $s_H(\tau, \nu)$ can be identified with precision of $1/B$ and $1/T$ in $\tau$ and $\nu$ directions, respectively. This is good enough if the function $s_H(\tau, \nu)$ is smooth in the sense that it does not vary much at the scale $1/B$ and $1/T$ in $\tau$ and $\nu$ directions, respectively, and its support contains only a few disjoint regions. The assumptions we make about $s_H(\tau, \nu)$ in this paper are very far from smoothness: Our $s_H(\tau, \nu)$ consists of Dirac delta functions, and hence is peaky, and all the elements of its support are disjoint. In this sense, the results in this paper are complementary to those in [27, 5, 28, 36, 24].

Tauböck et al. [45] and Bajwa et al. [2] considered the identification of LTV systems with spreading function compactly supported in a rectangle of area $\Delta \leq 1$. In [45, 2], the time-frequency
shifts lie on a \textit{coarse} grid (i.e., the grid in Section 1.1). In our setup, the time-frequency shifts need not lie on a grid and may in principle lie in a rectangle of area \( L = BT \) that is considerably larger than 1. In a related direction, Herman and Strohmer \cite{25} (in the context of compressed sensing radar) and Pfander et al. \cite{35} considered the case where the time-frequency shifts lie on a coarse grid (i.e., the grid in Section 1.1).

Bajwa et al. \cite{1} also considered the identification of an LTV of the form (1). The approach in \cite{1} requires that the time-frequency shifts \( (\bar{\tau}_j, \bar{\nu}_j) \) lie in a rectangle of area much smaller than 1 (this is required for a certain approximation in \cite[Eq. 5]{1} to be valid) and in the worst case \( (BT)^2 \geq cS \). Both assumptions are not required here.

In \cite{9}, Candès and Fernandez-Granda study the recovery of the frequency components of a mixture of \( S \) complex sinusoids from \( L \) equally spaced samples as in (5). As mentioned previously, this corresponds to the case of only time or only frequency shifts. Recently, Fernandez-Granda \cite{19} improved the main result of \cite{9} by providing a tighter constant in the minimum separation condition. Tang et al. \cite{43} study a related problem, namely the recovery of the frequency components from a random subset of the \( L \) equally spaced samples. Both \cite{9, 43} study convex algorithms analogous to the algorithm studied here, and the proof techniques developed in these papers inspired the analysis presented here. In \cite{41} the author improved the results of \cite{9} with simpler proofs by building approximate dual polynomials. We believe that one can utilize this result to simplify our proofs and/or remove the random sign assumption. We leave this to future work. Finally, we would like to mention a few recent papers that use algorithms not based on convex optimization for the super-resolution problem \cite{14, 13, 18, 32, 33}. We should note that some of these approaches can handle smaller separation compared to convex optimization based approaches but the stability of these approaches to noise is not well understood, they do not as straightforwardly generalize
to higher dimensions, and often need the model order (e.g., the number of frequencies) as input parameter. To the best of our knowledge, the approaches in [14, 13, 18, 32, 33] have never been generalized to the more general radar problem as in [2].

8 Construction of the dual polynomial

In this section we prove Theorem 1 by constructing a dual polynomial that satisfies the conditions of Proposition 1. Existence of the dual polynomial is guaranteed by the following proposition, which is the main technical result of this paper.

Proposition 4. Assume that the samples of the probing signal \( x_\ell, \ell = -N, ..., N \), are i.i.d. \( \mathcal{N}(0, 1/L) \) random variables and \( L = 2N + 1 \geq 1024 \). Let \( S = \{ r_1, r_2, ..., r_S \} \subset [0, 1]^2 \) be an arbitrary set of points obeying the minimum separation condition

\[
\max(|\tau_j - \tau_{j'}|, |\nu_j - \nu_{j'}|) \geq \frac{2.38}{N} \text{ for all } [\tau_j, \nu_j], [\tau_{j'}, \nu_{j'}] \in S \text{ with } j \neq j'.
\] (40)

Let \( u \in \{-1, 1\}^S \) be a random vector, whose entries are i.i.d. and uniform on \( \{-1, 1\} \). Choose \( \delta > 0 \) and assume

\[
S \leq c \frac{L}{\log^3 \left( \frac{L^6}{\delta} \right)}
\]

where \( c \) is a numerical constant. Then, with probability at least \( 1 - \delta \), there exists a trigonometric polynomial \( Q(r), r = [\tau, \nu]^T \), of the form

\[
Q(r) = \langle q, F_{\nu}T_{\tau}x \rangle = \sum_{p=-N}^{N} [F_{\nu}T_{\tau}x]^p q_p = \sum_{k,\ell=-N}^{N} \left( \frac{1}{L} x_\ell \sum_{p=-N}^{N} e^{i2\pi(p-\ell)k/L} q_p \right) e^{-i2\pi(k\tau+\nu)}
\] (41)

with complex coefficients \( q = [q_{-N}, ..., q_N]^T \) such that

\[
Q(r_j) = u_j, \text{ for all } r_j \in S, \text{ and } |Q(r)| < 1 \text{ for all } r \in [0, 1]^2 \setminus S.
\] (42)

We provide a proof of Proposition 4 by constructing \( Q(r) \) explicitly. Our construction of the polynomial \( Q(r) \) is inspired by that in [9, 43]. To build \( Q(r) \) we need to construct a 2D-trigonometric polynomial that satisfies (42), and whose coefficients \( q_{k,\ell} \) are constraint to be of the form (41). It is instructive to first consider the construction of a 2D trigonometric polynomial

\[
Q(r) = \sum_{k,\ell=-N}^{N} \tilde{q}_{k,\ell} e^{-i2\pi(k\tau+\nu)}
\] (43)

satisfying (42) without any constraint on the coefficients \( \tilde{q}_{k,\ell} \). To this end, we next review the construction in [9] establishing that there exists a 2D trigonometric polynomial \( Q \) satisfying simultaneously the interpolation condition \( Q(r_j) = u_j, \text{ for all } r_j \in S, \) and the boundedness condition
$|\bar{Q}(\mathbf{r})| < 1$, for all $\mathbf{r} \notin \mathcal{S}$, provided the minimum separation condition (40) holds. In order to construct $\bar{Q}$, Candès and Fernandez-Granda [9] interpolate the points $u_j$ with a fast-decaying kernel $G$ and its partial derivatives according to

$$\bar{Q}(\mathbf{r}) = \sum_{k=1}^{S} \bar{\alpha}_k \bar{G}(\mathbf{r} - \mathbf{r}_k) + \bar{\beta}_{1k} \bar{G}^{(1,0)}(\mathbf{r} - \mathbf{r}_k) + \bar{\beta}_{2k} \bar{G}^{(0,1)}(\mathbf{r} - \mathbf{r}_k). \quad (44)$$

Here, $\bar{G}^{(m,n)}(\mathbf{r}) := \frac{\partial^m}{\partial r^m} \frac{\partial^n}{\partial \tau^n} \bar{G}(\mathbf{r})$ and $\bar{G}(\mathbf{r}) := F(\tau)F(\nu)$ where $F(t)$ is the squared Fejér kernel defined as

$$F(t) := \left( \frac{\sin(M\pi t)}{M\sin(\pi t)} \right)^4, \quad M := \frac{N}{2} + 1.$$

For $N$ even, the Fejér kernel is a trigonometric polynomial of degree $N/2$. It follows that $F(t)$ is a trigonometric polynomial of degree $N$ and can be written as a trigonometric polynomial with coefficients $g_k$ according to

$$F(t) = \frac{1}{M} \sum_{k=-N}^{N} g_k e^{2\pi t k}. \quad (45)$$

Since shifted versions of $F(t)$ and the derivatives of $F(t)$ are also 1D trigonometric polynomials of degree $N$, it follows that the kernel $\bar{G}$, its partial derivatives, and shifted versions thereof, are 2D trigonometric polynomials of the form (43). Since $F(t)$ decays rapidly around the origin $t = 0$ ($F(0) = 1$), $\bar{G}(\mathbf{r})$ decays rapidly around the origin $\mathbf{r} = \mathbf{0}$ as well. To ensure that $\bar{Q}(\mathbf{r})$ reaches local maxima, which is necessary for the interpolation and boundedness conditions to hold simultaneously, the coefficients $\bar{\alpha}_k, \bar{\beta}_{1k}$ and $\bar{\beta}_{2k}$ are chosen in a specific way guaranteeing that

$$\bar{Q}(\mathbf{r}_k) = u_k, \quad \bar{Q}^{(1,0)}(\mathbf{r}_k) = 0, \quad \text{and} \quad \bar{Q}^{(0,1)}(\mathbf{r}_k) = 0, \text{ for all } \mathbf{r}_k \in \mathcal{S}, \quad (46)$$

where $\bar{Q}^{(m,n)}(\mathbf{r}) := \frac{\partial^m}{\partial r^m} \frac{\partial^n}{\partial \tau^n} \bar{Q}(\mathbf{r})$. The idea of this construction is to interpolate the $u_j$ with the functions $\bar{G}(\mathbf{r} - \mathbf{r}_j)$ (the $\alpha_k$ are close to the $u_j$) and to slightly adopt this interpolation near the $\mathbf{r}_j$ with the functions $\bar{G}^{(1,0)}(\mathbf{r} - \mathbf{r}_j), \bar{G}^{(0,1)}(\mathbf{r} - \mathbf{r}_j)$ to ensure that local maxima are achieved at the $\mathbf{r}_j$ (the $\bar{\beta}_{1k}, \bar{\beta}_{2k}$ are in fact very small). The key properties of the interpolating functions used in this construction are that $G(\mathbf{r} - \mathbf{r}_j)$ decays fast around $\mathbf{r}_j$, as this enables a good constant in the minimum separation condition (40), and that the “correction” functions $\bar{G}^{(1,0)}(\mathbf{r} - \mathbf{r}_j), \bar{G}^{(0,1)}(\mathbf{r} - \mathbf{r}_j)$ are small at $\mathbf{r}_j$, but sufficiently large in a small region relatively close to $\mathbf{r}_j$, and decay fast far from $\mathbf{r}_j$ as well.

A first difficulty with generalizing this idea to the case where the coefficients $q_{k,\ell}$ of the 2D trigonometric polynomial have the special form (41) is this: Since $\mathbf{x}$ is a random vector our interpolation and correction functions are naturally non-deterministic and thus showing the equivalent to (46), namely (48), requires a probabilistic analysis. Specifically, we will use concentration of measure results. A second difficulty is that interpolating the points $u_j$ with shifted versions of a single function will not work, as shifted versions of a function of the special form (41), playing the role of $G$, are in general not of the form (41) (the time and frequency shift operators $T_r$ and $F_\nu$ do not commute). As a result we have to work with different interpolating functions for different $\mathbf{r}_j$'s. These functions reach their maxima at or close to the $\mathbf{r}_j$’s. A third difficulty is that we cannot simply use the derivatives of our interpolation functions as “correction” functions, because the derivatives of a polynomial of the form (41) are in general not of the form (41).
We will construct the polynomial \(Q(r)\) by interpolating the points \((r_k, u_k)\) with functions \(G_{(m,n)}(r, r_k), m, n = 0, 1\) that have the form (41):

\[
Q(r) = \sum_{k=1}^{S} \alpha_k G_{(0,0)}(r, r_k) + \beta_{1k} G_{(1,0)}(r, r_k) + \beta_{2k} G_{(0,1)}(r, r_k).
\] (47)

Choosing the functions \(G_{(m,n)}(r, r_k)\) in (47) to be of the form (41) ensures that \(Q(r)\) itself is of the form (41). We will show that, with high probability, there exists a choice of coefficients \(\alpha_k, \beta_{1k}, \beta_{2k}\) such that

\[
Q(r_k) = u_k, \quad Q^{(1,0)}(r_k) = 0, \quad \text{and } Q^{(0,1)}(r_k) = 0, \quad \text{for all } r_k \in S,
\] (48)

where \(Q^{(m,n)}(r) := \frac{\partial^m}{\partial r^m} \frac{\partial^n}{\partial q^n} Q(r)\). This ensures that \(Q(r)\) reaches local maxima at the \(r_k\). We will then show that with this choice of coefficients, the resulting polynomial satisfies \(|Q(r)| < 1\) for all \(r \notin S\).

Now that we have stated our general strategy, we turn our attention to the construction of the interpolating and correction functions \(G_{(m,n)}(r, r_k)\). We will chose \(G_{(0,0)}(r, r_k)\) such that its peak is close to \(r_k\) and it decays fast around \(r_k\). For \(G_{(0,0)}(r, r_k)\) to have the form (41) it must be random (due to \(x\)); we will show that the properties just mentioned are satisfied with high probability. We start by recalling (cf. Section 8)

\[
\mathcal{F}_r \mathcal{T}_x = \text{GF}^H \text{f}(r),
\]

where \(G\) is the Gabor matrix (cf. 11). Here, \(\text{F}^H\) is the inverse 2D discrete Fourier transform matrix with the entry in the \((k, \ell)\)-th row and \((r, q)\)-th column given by \([\text{F}_r^H]_{(k, \ell),(r,q)} = \frac{1}{L^2} e^{i2\pi(kr+\ell q)/L}\) and \([\text{f}(r))]_{(r,q)} = e^{-i2\pi(r r + q q)}\) with \(k, \ell, q, r = -N, ..., N\). Next, define the vector \(g_{(m,n)}(r_j) \in \mathbb{C}^{L^2}\) as

\[
[g_{(m,n)}(r_j)]_{(r,q)} = g_r g_q e^{-i2\pi(\tau_j r + \nu_j q)}(i2\pi r)^m(i2\pi q)^n, \quad r, q = -N, ..., N, \quad r_j = [\tau_j, \nu_j]^T.
\]

Here, the \(g_r\) are the coefficients of the squared Fejér kernel in (45). With this notation, we define

\[
G_{(m,n)}(r, r_j) := \frac{L^2}{M^2} \langle \text{GF}^H g_{(m,n)}(r_j), \mathcal{F}_r \mathcal{T}_x \rangle
= \frac{L^2}{M^2} \text{f}^H(r) \text{GF}^H \text{GF}^H g_{(m,n)}(r_j).
\] (49)

By identifying \(q\) in (41) with \(\text{GF}^H g_{(m,n)}(r_j)\), we immediately see that \(G_{(m,n)}(r, r_j)\) and in turn \(Q(r)\) has the form (41), as desired. The particular choice of \(G_{(m,n)}(r, r_j)\) is motivated by the fact—made precise later—that \(G_{(m,n)}(r, r_j)\) concentrates around the deterministic function \(G^{(m,n)}(r-r_j)\) of (44). Thus, \(G_{(0,0)}(r, r_j)\) decays rapidly around \(r_j\) with high probability. To demonstrate this empirically, in Figure 3 we plot \(\overline{G}(r)\) and \(G_{(0,0)}(r, 0)/G_{(0,0)}(0, 0)\) for \(N = 60\) and \(N = 300\). Note that close to \(r = 0\), the random function \(G_{(0,0)}(r, 0)\) and the deterministic kernel \(\overline{G}(r)\) are very close. A simple calculation shows that the expected value of \(G_{(m,n)}(r, r_j)\) with respect to \(x\) is equal to \(G^{(m,n)}(r-r_j)\). Specifically, as shown later on in Section 8.1 \(\mathbb{E}\{\text{GF}^H G\} = \mathbb{I}\). This immediately
Figure 6: Plots of the random kernel $G_{(0,0)}(r,0)/G_{(0,0)}(0,0)$ along with the deterministic kernel $\bar{G}(r)$.

implies that

$$E[G_{(m,n)}(r, r_j)] = \frac{1}{M^2} f^H(r) g_{(m,n)}(r_j)$$

$$= \frac{1}{M^2} \sum_{r,q=\mathbb{Z}^N} e^{i2\pi(r\tau+q\nu)} g_r g_q e^{-i2\pi(\tau_j r + \nu_j q)} (i2\pi r)^m (i2\pi q)^n$$

$$= \frac{\partial^m}{\partial \tau^m} \frac{\partial^n}{\partial \nu^n} \frac{1}{M^2} \sum_{r,q=\mathbb{Z}^N} e^{i2\pi(r(\tau-\tau_j)+q(\nu-\nu_j))} g_r g_q$$

$$= \frac{\partial^m}{\partial \tau^m} \frac{\partial^n}{\partial \nu^n} F(\tau - \tau_j) F(\nu - \nu_j)$$

$$= G_{(m,n)}(r - r_j).$$

The remainder of the proof is organized as follows.
Step 1: We will show that for every $r \in [0, 1]^2$ the function $G_{(0,0)}(r, r_j)$ is close to $\bar{G}(r - r_j)$ with high probability, i.e., $|G_{(0,0)}(r, r_j) - \bar{G}(r - r_j)|$ is small.

Step 2: We will then show that for a randomly chosen $x$, with high probability, there exists a specific choice of coefficients $\alpha_k, \beta_{1k}, \beta_{2k}$ guaranteeing that $|\bar{G}(r - r_j)|$ is satisfied.

Step 3: We conclude the proof by showing that with the coefficients chosen as in Step 2, $|Q(r)| < 1$ with high probability uniformly for all $r \notin S$. This is accomplished using an $\epsilon$-net argument.

Step 3a: Let $\Omega \subset [0, 1]^2$ be a (finite) set of grid points. For every $r \in \Omega$, we show that $Q(r)$ is “close” to $\bar{Q}(r)$ with high probability.

Step 3b: We use Bernstein’s polynomial inequality to conclude that this result holds with high probability uniformly for all $r \in [0, 1]^2$.

Step 3c: Finally, we combine this result with a result in [9] that shows that $|\bar{Q}(r)| < 1$ for all $r \notin S$ to conclude that $|Q(r)| < 1$ holds with high probability uniformly for all $r \notin S$.

8.1 Step 1: Concentration of $G_{(0,0)}(r, r_j)$ around $\bar{G}(r - r_j)$

In this subsection we establish the following result.

**Lemma 1.** Let $G^{(m,n)}_{(m',n')}(r, r_j) = \frac{\partial^n}{\partial r^m} \frac{\partial^n}{\partial r^{m'}} G^{(m',n')}(r, r_j)$ and fix $r, r_j \in [0, 1]^2$. For all $\alpha \geq 0$, and for all nonnegative integers $m, m', n, n'$ with $m + m' + n + n' \leq 4$,

$$
\mathbb{P}\left[ \frac{1}{\kappa^{m+m'+n+n'}} |G^{(m,n)}_{(m',n')}(r, r_j) - \bar{G}^{(m+m',n+n')}(r - r_j)| \geq c_1 2^{\frac{m+m'+n+n'}{2}} \frac{\alpha}{\sqrt{L}} \right] \\
\leq 2 \exp \left( -c \min\left\{ \frac{\alpha^2}{c_2^2}, \frac{\alpha}{c_2^2} \right\} \right),
$$

where $\kappa := \sqrt{|F''(0)|}$ and $c, c_1, c_2$ are numerical constants.

To this aim, first note that, by the definition of $G^{(m',n')}(r, r_j)$ in (49) we have

$$
G^{(m,n)}_{(m',n')}(r, r_j) = \frac{\partial^n}{\partial r^m} \frac{\partial^n}{\partial r^{m'}} G^{(m',n')}(r, r_j) = \frac{L^2}{M^2}(f^{(m,n)}(r))^{H} FG H GF^{H} G_{(m',n')}(r_j),
$$

where for $r, q = -N, ..., N$ we define $[f^{(m,n)}(r)]_{(r,q)} := (-i2\pi r)^m (-i2\pi q)^n e^{-i2\pi(r+q)}$. Lemma 1 is now proven in two steps. First, we show that $\mathbb{E}[G^H G] = I$. From this, following calculations similar to [50], we obtain

$$
\mathbb{E}[G^{(m,n)}_{(m',n')}(r, r_j)] = \bar{G}^{(m+m',n+n')}(r - r_j).
$$

Second, we express $G^{(m,n)}_{(m',n')}(r, r_j)$ as a quadratic form in $x := [x_{-N}, ..., x_N]^T$, and utilize the Hanson-Wright inequality stated in the lemma below to show that $G^{(m,n)}_{(m',n')}(r, r_j)$ does not deviate too much from its expected value $\bar{G}^{(m+m',n+n')}(r - r_j)$.

**Lemma 2 (Hanson-Wright inequality [38 Thm. 1.1]).** Let $x \in \mathbb{R}^L$ be a random vector with independent zero-mean $K$-sub-Gaussian entries (i.e., the entries obey $\sup_{p \geq 1} p^{-1}(\mathbb{E}[|x|^p])^{1/p} \leq K$), and let $V$ be an $L \times L$ matrix. Then, for all $t \geq 0$,

$$
\mathbb{P}\left[ |x^T V x - \mathbb{E}[x^T V x]| > t \right] \leq 2 \exp \left( -c \min\left\{ \frac{t^2}{K^4 \|V\|^2_p}, \frac{t}{K^2 \|V\|} \right\} \right),
$$

where $c$ is a numerical constant.
We first establish $\mathbb{E}[G^H G] = I$. By definition of the Gabor matrix in (11), the entry in the $(k, \ell)$-th row and $(k', \ell')$-th column of $G^H G$ is given by

$$[G^H G]_{(k, \ell),(k', \ell')} = \sum_{p = -N}^{N} x_p^* e^{i2\pi \frac{k p}{L}} e^{i2\pi \frac{k' p}{L}}.$$ 

Noting that $\mathbb{E}[x_\ell] = 0$, we conclude that $\mathbb{E}[G^H G]_{(k, \ell),(k', \ell')} = 0$ for $\ell \neq \ell'$. For $\ell = \ell'$, using the fact that $\mathbb{E}[x_p^* e^{i2\pi \frac{k p}{L}}] = 1/L$, we arrive at

$$\mathbb{E}[G^H G]_{(k, \ell),(k, \ell')} = \frac{1}{L} \sum_{p = -N}^{N} e^{i2\pi \frac{(k' - k) p}{L}}.$$ 

The latter is equal to 1 for $k = k'$ and 0 otherwise. This concludes the proof of $\mathbb{E}[G^H G] = I$.

We now turn our attention to the concentration part of the argument, where we express $G_{(m,n)}(r, r_j)$ as a quadratic form in $x$ and apply Lemma 2. To this end, first note that

$$[LGF^H g_{(m',n')}(r_j)]_\ell = \frac{1}{L} \sum_{k = -N}^{N} g_r g_q e^{-i2\pi (r\tau + q\nu) (i2\pi \gamma^m) (i2\pi \nu^m')} e^{i2\pi \frac{\delta_{k + q} L}{L}} x_{p - \ell} e^{i2\pi \frac{k p}{L}}$$

$$= \sum_{\ell = -N}^{N} x_\ell \sum_{r = -K}^{N} e^{i2\pi \frac{(p - \ell) L}{L}} g_r g_q e^{-i2\pi (r\tau - \nu p) (i2\pi \gamma^m) (i2\pi \nu^m') (-i2\pi \nu^m)}, \quad (53)$$

where we used that $\frac{1}{L} \sum_{k = -N}^{N} e^{i2\pi \frac{\delta_{k + q} L}{L}}$ is equal to 1 if $p = -q$ and equal to 0 otherwise, together with the fact that $x_\ell$ is $L$-periodic. We next write (53) in matrix-vector form. For the ease of presentation, we define the matrix $A(g_{(m',n')}(r_j)) \in \mathbb{C}^{L \times L}$ (note that $A$ is a function of $g_{(m',n')}(r_j)$) by

$$[A(g_{(m',n')}(r_j))]_{p,\ell} := \sum_{k = -N}^{N} e^{i2\pi \frac{(p - \ell) L}{L}} g_r g_q e^{-i2\pi (r\tau - \nu p) (i2\pi \gamma^m) (i2\pi \nu^m') (-i2\pi \nu^m)}.$$ 

Utilizing this shorthand, writing (53) in matrix-vector form yields

$$LGF^H g_{(m',n')}(r_j) = A(g_{(m',n')}(r_j)) x,$$

where $x = [x_{-N}, \ldots, x_N]^T$.

Analogously as in (53), we have

$$[LGF^H f_{(m,n)}(r)]_\ell = \sum_{\ell = -N}^{N} x_\ell \sum_{k = -N}^{N} e^{i2\pi \frac{(p - \ell) L}{L}} e^{-i2\pi (k\tau - \nu \gamma) (i2\pi \nu p)(i2\pi k)^m} e^{i2\pi \frac{k p}{L}}.$$ 

Defining the matrix $A^H(f_{(m,n)}(r)) \in \mathbb{C}^{L \times L}$ by

$$[A^H(f_{(m,n)}(r))]_{p,\ell} := \sum_{k = -N}^{N} e^{-i2\pi \frac{(p - \ell) L}{L}} e^{i2\pi (k\tau - \nu \gamma) (i2\pi \nu p)(i2\pi k)^m} e^{i2\pi \frac{k p}{L}}$$

allows us to express (54) in matrix-vector form according to

$$L (f_{(m,n)}(r))^H F G^H = x^H A^H (f_{(m,n)}(r)).$$
This allows us to represent \( G^{(m,n)}_{(m',n')}(r, r_j) \) in the desired quadratic form

\[
G^{(m,n)}_{(m',n')}(r, r_j) = \frac{L^2}{M^2} (f^{(m,n)}(r))^H F G^H G F H g_{(m',n')}(r_j) = x^H \frac{1}{M^2} A^H (f^{(m,n)}(r)) A (g_{(m',n')}(r_j)) x,
\]

where

\[
[V^{(m,n)}_{(m',n')}(r, r_j)]_{\ell, \ell} = \frac{1}{M^2} \sum_{p, k, k = -N}^N e^{i2\pi \frac{(p - \ell)k}{L}} e^{-i2\pi \frac{\ell p}{L}} e^{i2\pi (k - p)\nu_j - k r_j} g_p g_k (i2\pi k)^m (i2\pi k)^{m'} (-i2\pi p)^{n+n'}.
\]

In order to evaluate the RHS of the Hanson-Wright inequality, we will need the following upper bound on \( \| V^{(m,n)}_{(m',n')}(r, r_j) \|_F \). We defer the proof to Section 8.1.1.

**Lemma 3.** For all \( r \) and \( r_j \), and for all non-negative \( m, m', n, n' \) with \( m + m' + n + n' \leq 4 \),

\[
\| V^{(m,n)}_{(m',n')}(r, r_j) \|_F \leq c_1 (2\pi N)^{m+m'+n+n'} \sqrt{L}.
\]

We are now ready to establish Lemma 1 by applying the Hanson-Wright inequality. To this end note that using \( \kappa = \sqrt{F''(0)} = \sqrt{\frac{\pi^2}{3} (N^2 + 4N)} \) and utilizing [9, Eq. 2.23] we have

\[
\frac{(2\pi N)^m}{\kappa^m} = \frac{(2\pi N)^m}{(\frac{\pi^2}{3} (N^2 + 4N))^{m/2}} \leq 12 \frac{m}{\sqrt{L}}.
\]

Setting \( V := V^{(m,n)}_{(m',n')}(r, r_j) \) for ease of presentation, we have

\[
P \left[ \frac{1}{\kappa^{m+m'+n+n'}} | G^{(m,n)}_{(m',n')}(r, r_j) - \bar{G}^{(m+m',n+n')}(r - r_j) | > c_1 L^{m+m'+n+n'} \frac{\alpha}{\sqrt{L}} \right]
\leq P \left[ | G^{(m,n)}_{(m',n')}(r, r_j) - \bar{G}^{(m+m',n+n')}(r - r_j) | > c_1 (2\pi N)^{m+m'+n+n'} \frac{\alpha}{\sqrt{L}} \right]
\leq P \left[ \| x^T V x - E[x^T V x] \| > \| V \|_F \frac{\alpha}{L} \right]
\leq 2 \exp \left( -c \min \left( \frac{\| V \|_F^2 \alpha^2}{L^2 K^4 \| V \|_F^2}, \frac{\| V \|_F \alpha}{L K^2 \| V \|} \right) \right) (57)
\leq 2 \exp \left( -c \min \left( \frac{\alpha^2}{c_2^2}, \frac{\alpha}{c_2} \right) \right). 
\]

Here, (57) follows from (55) and (56), together with the fact that \( E[x^H V x] = \| G^{(m,n)}_{(m',n')}(r, r_j) \| = \bar{G}^{(m+m',n+n')}(r - r_j) \) (cf. (52)). To obtain (58), we used Lemma 2 with \( t = \| V \|_F \frac{\alpha}{L} \). Finally, (59) holds because the sub-Gaussian parameter \( K \) of the random variable \( [x]_\ell \sim \mathcal{N}(0, 1/L) \) is given by \( K = c_2 / \sqrt{L} \) (e.g., [47, Ex. 5.8]) and \( \| V \|_F / \| V \| \geq 1 \).
8.1.1 Proof of Lemma 3

We start by upper-bounding \( \| [V^{(m,n)}_{(m',n')}(r, r_j)]_{\ell, \ell} \| \). By definition of \( F(t) \) (cf. (45))

\[
[V^{(m,n)}_{(m',n')}(r, r_j)]_{\ell, \ell} = \sum_{p=-N}^{N} \left( \frac{1}{M} \sum_{k=-N}^{N} g_k(i2\pi k)^n e^{i2\pi \left( \frac{s/L}{\pi} - \tau \right) k} \right) \left( \frac{1}{M} \sum_{k=-N}^{N} (i2\pi \tilde{k})^m e^{-i2\pi \left( \frac{pL/L - \tau}{\pi} \right) \tilde{k}} \right) \cdot g_p(-i2\pi p)^{n+n'} e^{-i2\pi (\nu - \nu_j)p},
\]

where \( F^{(m)}(t) := \frac{\partial^m}{\partial t^m} F(t) \). Since \( |g_p| \leq 1 \) holds for all \( p \), we obtain

\[
\| [V^{(m,n)}_{(m',n')}(r, r_j)]_{\ell, \ell} \| \leq (2\pi N)^{n+n'} \sum_{p=-N}^{N} |F^{(m')}(p - \ell/L - \tau_j)| \left| \frac{1}{M} \sum_{k=-N}^{N} (-i2\pi \tilde{k})^m e^{i2\pi \left( \frac{pL/L - \tau}{\pi} \right) \tilde{k}} \right|,
\]

\[
= (2\pi N)^{n+n'} \sum_{p=-N}^{N} |F^{(m')}(p + s/L - \nu)| \left| \frac{1}{M} \sum_{k=-N}^{N} (-i2\pi \tilde{k})^m e^{i2\pi \left( \frac{pL/L + s/L - \tau}{\pi} \right) \tilde{k}} \right|,
\]

(60)

where we choose \( s \) as the integer minimizing \( |s/L - \tau_j| \) and used the fact that the absolute values in the sum above are \( L \)-periodic in \( p \) (recall that \( F(t) \) is 1-periodic).

We proceed by upper-bounding \( |F^{(m)}(t)| \). To this aim, we use Bernstein’s polynomial inequality, (cf. Proposition 6 below), to conclude that

\[
\sup_t |F^{(m)}(t)| \leq (2\pi N)^m \sup_t |F(t)| = (2\pi N)^m.
\]

(61)

Also note that, from [9, Lem. 2.6] we know that for \( |t| \in [1/(2N), 1/2] \), there exists a numerical constant \( \bar{c} \) such that

\[
|F^{(m)}(t)| \leq \bar{c}(2\pi N)^m \frac{1}{(2Mt)^4}.
\]

(62)

Combining (61) and (62) we arrive at

\[
|F^{(m)}(t)| \leq H^{(m)}(t) := \bar{c}(2\pi N)^m \min \left( 1, \frac{1}{(2Mt)^4} \right).
\]

(63)

Utilizing the latter inequality we have

\[
|F^{(m')}(p + s/L - \tau_j)| \leq H^{(m')} \left( \frac{p}{L} + s/L - \tau_j \right) \leq c' H^{(m')} \left( \frac{p}{L} \right) \leq c' \bar{c}(2\pi N)^m \min \left( 1, \frac{1}{(2Mp/L)^4} \right) \leq 16 c' \bar{c}(2\pi N)^m \min \left( 1, \frac{1}{p^4} \right).
\]

(64)

(65)

(66)
Here, (64) holds because when \( s \) is the integer minimizing \(|s/L - \tau_j|\), we have that \(|s/L - \tau_j| \leq 1/(2L)\). Therefore, for all \( p \) with \(|p| > 0\), \( 2M(p/L - s/L - \tau_j) \) is within a constant factor of \( 2Mp/L\), which proves that (64) holds for a numerical constant \( c'\). To obtain (65) we used (63). Finally, (66) follows from \( \frac{L}{N + 1} < 2\).

Plugging (66) into (60) we obtain

\[
\left\| \mathbf{V}_{(m',n')}^{(m,n)}(\mathbf{r}, \mathbf{r}_j) \right\|_{\ell, \ell} \leq (2\pi N)^{m + m' + n + n'} \hat{c}(2\pi N)^{-m} \sum_{p = -N}^{N} \min \left( 1, \frac{1}{p^2} \right) \left| \frac{1}{M} \sum_{\tilde{k} = -N}^{N} (-i2\pi \tilde{k}) \right|^{2} \left( \frac{p + \ell - \tilde{\ell}}{L} \right)^2 \text{U}(\tau - \pi N/2),
\]

where \( \hat{c} = 16c'\tilde{c} \). We show in Appendix F that \( \text{U}(t) \) is 1-periodic and satisfies \( \text{U}(t) \leq c \min(1, \frac{1}{L|t|}) \) for \(|t| \leq 1/2\). Using this bound together with (67) we conclude that

\[
\left\| \mathbf{V}_{(m',n')}^{(m,n)}(\mathbf{r}, \mathbf{r}_j) \right\|_F^2 = \sum_{\ell, \tilde{\ell} = -N}^{N} \left\| \mathbf{V}_{(m',n')}^{(m,n)}(\mathbf{r}, \mathbf{r}_j) \right\|_{\ell, \tilde{\ell}}^2 \leq (2\pi N)^{2(m + m' + n + n')} \sum_{\ell, \tilde{\ell} = -N}^{N} U^2 \left( \tau - \frac{s + \ell - \tilde{\ell}}{L} \right) \leq (2\pi N)^{2(m + m' + n + n')} \sum_{\ell = -N}^{N} \sum_{\tilde{\ell} = -N}^{N} \left( c \min \left( 1, \frac{1}{L|\ell/L|} \right) \right)^2 \leq c^2 (2\pi N)^{2(m + m' + n + n')} \left( 1 + \sum_{\ell \geq 1} \frac{1}{\ell^2} \right) \leq c^2 L(2\pi N)^{2(m + m' + n + n')} \left( 1 + \frac{\pi^2}{3} \right).
\]

The proof is now complete by setting \( c_1 = c\sqrt{1 + \pi^2/3\sqrt{L}} \).

8.2 Step 2: Choice of the coefficients \( \alpha_k, \beta_{1k}, \beta_{2k} \)

We next show that, with high probability, it is possible to select the coefficients \( \alpha_k, \beta_{1k}, \beta_{2k} \) such that \( Q(\mathbf{r}) \) satisfies (48). To this end, we first review the result in [9] that ensures that there exists a set of coefficients \( \bar{\alpha}_k, \bar{\beta}_{1k}, \bar{\beta}_{2k} \) such that (46) is satisfied. Specifically, writing (46) in matrix form yields

\[
\begin{bmatrix}
\mathbf{D}^{(0,0)} & \frac{1}{\kappa} \mathbf{D}^{(1,0)} & \frac{1}{\kappa^2} \mathbf{D}^{(0,1)} \\
-\frac{1}{\kappa} \mathbf{D}^{(1,0)} & -\frac{1}{\kappa^2} \mathbf{D}^{(2,0)} & -\frac{1}{\kappa^3} \mathbf{D}^{(1,1)} \\
-\frac{1}{\kappa^2} \mathbf{D}^{(0,1)} & -\frac{1}{\kappa^3} \mathbf{D}^{(1,1)} & -\frac{1}{\kappa^4} \mathbf{D}^{(0,2)}
\end{bmatrix}
\begin{bmatrix}
\bar{\alpha} \\
\kappa \bar{\beta}_1 \\
\kappa \bar{\beta}_2
\end{bmatrix}
= \begin{bmatrix}
u \\
0 \\
0
\end{bmatrix}
\]

(68)

where \( \mathbf{D}_{j,k}^{(m,n)} := G^{(m,n)}(\mathbf{r}_j - \mathbf{r}_k), [\bar{\alpha}]_k := \bar{\alpha}_k, [\bar{\beta}_1]_k := \bar{\beta}_{1k} \) and \([\bar{\beta}_2]_k := \bar{\beta}_{2k}\). Here, we have scaled the entries of \( \mathbf{D} \) such that its diagonal entries are \( 1 \) \((F(0) = 1, \kappa^2 = |F''(0)|)\), and \( F''(0) \) is
negative). Since $\bar{D}^{(0,0)}$, $\bar{D}^{(1,1)}$, $\bar{D}^{(2,0)}$, $\bar{D}^{(0,2)}$ are symmetric and $\bar{D}^{(1,0)}$, $\bar{D}^{(0,1)}$ are antisymmetric, $\bar{D}$ is symmetric.

The following result, which directly follows from [9, Eq. C6, C7, C8, C9], ensures that $\bar{D}$ is invertible and thus the coefficients $\bar{\alpha}_k$, $\bar{\beta}_1k$, $\bar{\beta}_2k$ can be obtained according to

$$
\begin{bmatrix}
\bar{\alpha} \\
\kappa\bar{\beta}_1 \\
\kappa\bar{\beta}_2
\end{bmatrix} = \bar{D}^{-1} \begin{bmatrix} u \\ 0 \end{bmatrix} = \bar{L}u,
$$

(69)

where $\bar{L}$ is the $3S \times S$ submatrix of $\bar{D}^{-1}$ corresponding to the first $S$ columns of $\bar{D}^{-1}$.

**Proposition 5.** $\bar{D}$ is invertible and

$$
\|I - \bar{D}\| \leq 0.19808 \\
\|\bar{D}\| \leq 1.19808 \\
\|\bar{D}^{-1}\| \leq 1.24700.
$$

(70)  (71)  (72)

**Proof.** The proof of this proposition is an immediate consequence of [9, Eq. C6, C7, C8, C9]. Since $\bar{D}$ is real and symmetric, it is normal, and thus its singular values are equal to the absolute values of its eigenvalues. Using that the diagonal entries of $\bar{D}$ are 1, by Gershgorin’s circle theorem [26, Thm. 6.1.1], the eigenvalues of $\bar{D}$ are in the interval $[1 - \|I - \bar{D}\|_\infty, 1 + \|I - \bar{D}\|_\infty]$, where $\|A\|_\infty := \max_j \sum_i |A_{i,j}|$. Using that $\|I - \bar{D}\|_\infty \leq 0.19808$ (shown below), it follows that $\bar{D}$ is invertible and

$$
\|\bar{D}\| \leq 1 + \|I - \bar{D}\|_\infty \leq 1.19808 \\
\|\bar{D}^{-1}\| \leq \frac{1}{1 - \|I - \bar{D}\|_\infty} \leq 1.2470.
$$

(73)

The proof is concluded by noting that

$$
\|I - \bar{D}\|_\infty = \max \left\{ \|I - \bar{D}^{(0,0)}\|_\infty, 2 + \frac{1}{\kappa}\|\bar{D}^{(1,0)}\|_\infty, \frac{1}{\kappa}\|\bar{D}^{(1,0)}\|_\infty + \|I - \frac{1}{\kappa}\bar{D}^{(2,0)}\|_\infty + \frac{1}{\kappa^2}\|\bar{D}^{(1,1)}\|_\infty \right\}
$$

$$
\leq 0.19808,
$$

where we used [9, Eq. C6, C7, C8, C9]:

$$
\|I - \bar{D}^{(0,0)}\|_\infty \leq 0.04854 \\
\|\frac{1}{\kappa}\bar{D}^{(1,0)}\|_\infty = \|\frac{1}{\kappa}\bar{D}^{(0,1)}\|_\infty \leq 0.04258 \\
\|\frac{1}{\kappa^2}\bar{D}^{(1,1)}\|_\infty \leq 0.04791 \\
\|I - \frac{1}{\kappa^2}\bar{D}^{(0,2)}\|_\infty = \|I - \frac{1}{\kappa^2}\bar{D}^{(2,0)}\|_\infty \leq 0.1076.
$$
We next select the coefficients $\alpha_k, \beta_{1k}, \beta_{2k}$ such that $Q(r)$ satisfies the interpolation conditions (48). To this end, we write (48) in matrix form:

$$
\begin{pmatrix}
D^{(0,0)}(0,0) & \frac{1}{\kappa} D^{(0,0)}(1,0) & \frac{1}{\kappa} D^{(0,0)}(0,1) \\
-\frac{1}{\kappa} D^{(1,0)}(0,0) & -\frac{1}{\kappa^2} D^{(1,0)}(1,0) & -\frac{1}{\kappa^2} D^{(1,0)}(0,1) \\
-\frac{1}{\kappa} D^{(0,1)}(0,0) & -\frac{1}{\kappa^2} D^{(0,1)}(1,0) & -\frac{1}{\kappa^2} D^{(0,1)}(0,1)
\end{pmatrix}
\begin{pmatrix}
\alpha \\
\kappa \beta_1 \\
\kappa \beta_2
\end{pmatrix}
= \begin{pmatrix} u \\ 0 \\ 0 \end{pmatrix},
$$

(73)

where $[D^{(m,n)}_{(m',n')}], \kappa := G^{(m',n')}_{(m,n)}(r_j, r_k)$, $[\alpha] := \alpha_k$, $[\beta_1] := \beta_{1k}$, and $[\beta_2] := \beta_{2k}$. To show that the system of equations (73) has a solution, and in turn (48) can be satisfied, we will show that, with high probability, $D$ is invertible. To this end, we show that the probability of the event

$$
E_\xi = \{ \|D - \overline{D}\| \leq \xi \}
$$

is high, and $D$ is invertible on $E_\xi$ for all $\xi \in (0, 1/4]$. The fact that $D$ is invertible on $E_\xi$ for all $\xi \in (0, 1/4]$ follows from the following set of inequalities:

$$
\|I - D\| \leq \|D - \overline{D}\| + \|\overline{D} - I\| \leq \xi + 0.1908 \leq 0.4408.
$$

Since $D$ is invertible, the coefficients $\alpha_k, \beta_{1k}, \beta_{2k}$ can be selected as

$$
\begin{pmatrix}
\alpha \\
\kappa \beta_1 \\
\kappa \beta_2
\end{pmatrix} = D^{-1} \begin{pmatrix} u \\ 0 \\ 0 \end{pmatrix} = Lu,
$$

(74)

where $L$ is the $3S \times S$ submatrix of $D^{-1}$ corresponding to the first $S$ columns of $D^{-1}$. We record two useful inequalities about $L$ and its deviation from $\overline{L}$ on the event $E_\xi$ in the lemma below.

**Lemma 4.** On the event $E_\xi$ with $\xi \in (0, 1/4]$ the following identities hold

$$
\|L\| \leq 2.5,
$$

(75)

$$
\|L - \overline{L}\| \leq 2.5 \xi.
$$

(76)

*Proof.* We will make use of the following lemma.

**Lemma 5** ([43 Proof of Cor. 4.5]). Suppose that $C$ is invertible and $\|B - C\| \|C^{-1}\| \leq 1/2$. Then

i) $\|B^{-1}\| \leq 2 \|C^{-1}\|$ and ii) $\|B^{-1} - C^{-1}\| \leq 2 \|C^{-1}\|^2 \|B - C\|$.

First note that since $\|D - \overline{D}\| \leq 1/4$ and $\|\overline{D}^{-1}\| \leq 1.247$ (cf. (72)) the conditions of Lemma 5 with $B = D$ and $C = \overline{D}$ are satisfied.

Equation (75) now readily follows:

$$
\|L\| \leq \|D^{-1}\| \leq 2 \|D^{-1}\| \leq 2.5.
$$

(77)

Specifically, for the first inequality, we used that $L$ is a submatrix of $D^{-1}$, the second inequality follows by application of part i) of Lemma 5, and the last inequality follows from (72).

To prove (76), we use part ii) of the lemma above together with (72), to conclude that

$$
\|L - \overline{L}\| \leq \|D^{-1} - \overline{D}^{-1}\| \leq 2 \|D^{-1}\|^2 \|D - \overline{D}\| \leq 2.5 \xi.
$$

(78)

holds on $E_\xi$ with $\xi \in (0, 1/4]$.
It only remains to prove that the event $\mathcal{E}_\xi$ does indeed have high probability.

**Lemma 6.** For all $\xi > 0$

$$\mathbb{P}[\mathcal{E}_\xi] \geq 1 - \delta$$

provided that

$$L \geq S \frac{c_4^4}{\xi^2} \log^2(18S^2/\delta),$$

(79)

where $c_4$ is a numerical constant.

**Proof.** We will upper-bound $\|D - \bar{D}\|$ by upper-bounding the largest entry of $D - \bar{D}$. To this end, first note that the entries of $D - \bar{D}$ are given by

$$\frac{1}{\kappa^{m+m'+n+n'}}[D^{(m,n)}(m',n') - \bar{D}^{(m+m',n+n')}](j,k) = \frac{1}{\kappa^{m+m'+n+n'}}(G^{(m,n)}(r_j,r_k) - \bar{G}^{(m+m',n+n')})(r_j - r_k)$$

for $m, m', n, n' \leq 1$ and $m + m' + n + n' \leq 2$ and for $j, k = 1, \ldots, S$. We now have

$$\mathbb{P}[\|D - \bar{D}\| \geq \xi] \leq \mathbb{P}\left[\max_{j,k,m,m',n,n'} \left| \frac{1}{\kappa^{m+m'+n+n'}}[D^{(m,n)}(m',n') - \bar{D}^{(m+m',n+n')}](j,k) \right| \geq \xi \right]$$

(80)

$$\leq \sum_{j,k,m,m',n,n'} \mathbb{P}\left[ \frac{1}{\kappa^{m+m'+n+n'}}[D^{(m,n)}(m',n') - \bar{D}^{(m+m',n+n')}](j,k) \geq \frac{\xi}{3S} \right]$$

(81)

$$= \sum_{j,k,m,m',n,n'} \mathbb{P}\left[ \frac{1}{\kappa^{m+m'+n+n'}}[D^{(m,n)}(m',n') - \bar{D}^{(m+m',n+n')}](j,k) \geq 12c_1 \frac{\alpha}{\bar{L}} \right]$$

(82)

$$\leq \sum_{j,k,m,m',n,n'} \mathbb{P}\left[ \frac{1}{\kappa^{m+m'+n+n'}}[D^{(m,n)}(m',n') - \bar{D}^{(m+m',n+n')}](j,k) \geq 12 \frac{m+m'+n+n'}{2} \frac{c_1}{\alpha} \right]$$

(83)

$$\leq 2(3S)^2 \exp\left(-c \min\left(\frac{\xi^2 L}{c_4^4 c_3^3 S^2}, \frac{\xi \sqrt{L}}{c_2^2 c_3 \sqrt{3S}}\right)\right).$$

(84)

Here, (80) follows from the fact that $D$ and $\bar{D}$ are $3S \times 3S$ matrices; (81) follows from the union bound; (82) follows by setting $\alpha := \frac{\xi \sqrt{L}}{3S 12c_1}$, where $c_1$ is the constant in Lemma 1; (83) follows from the fact that $12 \frac{m+m'+n+n'}{2} \leq 12$ holds for $m + m' + n + n' \leq 2$; and (84) follows from Lemma 1 (here we set $c_3 := 12c_1$).

To show that the RHS of (84) is smaller than $\delta$, as desired, it suffices to show

$$\log(18S^2/\delta) \leq c \min\left(\frac{\xi^2 L}{c_4^4 c_3^3 S^2}, \frac{\xi \sqrt{L}}{c_2^2 c_3 \sqrt{3S}}\right),$$

which is a consequence of (79) with $c_4 = 3c_2^2 c_3^2 \max(1/c^2, 1/c)$.

\[ \square \]

### 8.3 Step 3a: $Q(r)$ and $\bar{Q}(r)$ are close on a grid

The goal of this section is to prove Lemma 7 below that shows that $Q(r)$ and $\bar{Q}(r)$ and their partial derivatives are close on a set of (grid) points.
Lemma 7. Let $\Omega \subset [0,1]^2$ be a finite set of points. Fix $0 < \epsilon \leq 1$ and $\delta > 0$. Suppose that
\[
L \geq \frac{S}{c^2} \max \left( c_3 \log^2 \left( \frac{12S|\Omega|}{\delta} \right) \log \left( \frac{8|\Omega|}{\delta} \right), c \log \left( \frac{4|\Omega|}{\delta} \right) \log \left( \frac{18S^2}{\delta} \right) \right).
\]
Then,
\[
P \left[ \max_{r \in \Omega} \frac{1}{\kappa^{m+n}} \left| Q^{(m,n)}(r) - \bar{Q}^{(m,n)}(r) \right| \leq \epsilon \right] \geq 1 - 4\delta.
\]

In order to prove Lemma 7 first note that the $(m,n)$-th partial derivative of $Q(r)$ (defined by (47)) after normalization with $1/\kappa^{m+n}$ is given by
\[
\frac{1}{\kappa^{m+n}} Q^{(m,n)}(r) = \frac{1}{\kappa^{m+n}} \sum_{k=1}^S \left( \alpha_k G^{(m,n)}_{(0,0)}(r, r_k) + \kappa \beta_1 \frac{1}{\kappa} G^{(m,n)}_{(1,0)}(r, r_k) + \kappa \beta_2 \frac{1}{\kappa} G^{(m,n)}_{(0,1)}(r, r_k) \right)
\]
\[
= (v^{(m,n)}(r))^H \bar{L}u.
\]

In order to prove Lemma 7 first note that the $(m,n)$-th partial derivative of $Q(r)$ (defined by (47)) after normalization with $1/\kappa^{m+n}$ is given by
\[
\frac{1}{\kappa^{m+n}} Q^{(m,n)}(r) = \frac{1}{\kappa^{m+n}} \sum_{k=1}^S \left( \alpha_k G^{(m,n)}_{(0,0)}(r, r_k) + \kappa \beta_1 \frac{1}{\kappa} G^{(m,n)}_{(1,0)}(r, r_k) + \kappa \beta_2 \frac{1}{\kappa} G^{(m,n)}_{(0,1)}(r, r_k) \right)
\]
\[
= (v^{(m,n)}(r))^H \bar{L}u.
\]

Here, we used (74) and the shorthand $v^{(m,n)}(r)$ defined by
\[
(v^{(m,n)})^H(r) := \frac{1}{\kappa^{m+n}} \left[ G^{(m,n)}_{(0,0)}(r, r_1), ..., G^{(m,n)}_{(0,0)}(r, r_S), \frac{1}{\kappa} G^{(m,n)}_{(1,0)}(r, r_1), ..., \frac{1}{\kappa} G^{(m,n)}_{(1,0)}(r, r_S), \right.
\]
\[
\frac{1}{\kappa} G^{(m,n)}_{(0,1)}(r, r_1), ..., \frac{1}{\kappa} G^{(m,n)}_{(0,1)}(r, r_S) \right].
\]

Since $E[G^{(m,n)}_{(m',n')}(r, r_j)] = G^{(m+m',n+n')}(r - r_j)$ (cf. (52)), we have
\[
E[v^{(m,n)}(r)] = \bar{v}^{(m,n)}(r),
\]

where
\[
(v^{(m,n)})^H(r) := \frac{1}{\kappa^{m+n}} \left[ G^{(m,n)}(r - r_1), ..., G^{(m,n)}(r - r_S), \frac{1}{\kappa} G^{(m+1,n)}(r - r_1), ..., \frac{1}{\kappa} G^{(m+1,n)}(r - r_S), \right.
\]
\[
\frac{1}{\kappa} G^{(m,n+1)}(r - r_1), ..., \frac{1}{\kappa} G^{(m,n+1)}(r - r_S) \right].
\]

Next, we decompose the derivatives of $Q(r)$ according to
\[
\frac{1}{\kappa^{m+n}} Q^{(m,n)}(r) = \left\langle u, L^H v^{(m,n)}(r) \right\rangle
\]
\[
= \left\langle u, L^H \bar{v}^{(m,n)}(r) \right\rangle + \left\langle u, L^H (v^{(m,n)}(r) - \bar{v}^{(m,n)}(r)) \right\rangle + \left\langle u, (L - \bar{L})^H \bar{v}^{(m,n)}(r) \right\rangle
\]
\[
= \frac{1}{\kappa^{m+n}} Q^{(m,n)}(r) + I_1^{(m,n)}(r) + I_2^{(m,n)}(r),
\]

where $\bar{L}$ was defined below (69). The following two results establish that the perturbations $I_1^{(m,n)}(r)$ and $I_2^{(m,n)}(r)$ are small on a set of (grid) points $\Omega$ with high probability.
Lemma 8. Let $\Omega \subset [0,1]^2$ be a finite set of points and suppose that $m + n \leq 2$. Then, for all $0 < \epsilon \leq 1$ and for all $\delta > 0$,
\[
\mathbb{P}\left[ \max_{r \in \Omega} |I_1^{(m,n)}(r)| \geq \epsilon \right] \leq \delta + \mathbb{P}[\mathcal{E}_{1/4}]
\]
provided that
\[
L \geq \frac{c_5}{\epsilon^2} S \log^2 \left( \frac{12S|\Omega|}{\delta} \right) \log \left( \frac{8|\Omega|}{\delta} \right).
\]

Lemma 9. Let $\Omega \subset [0,1]^2$ be a finite set of points. Suppose that $m + n \leq 2$. Then, for all $\epsilon, \delta > 0$, and for all $\xi > 0$ with
\[
\xi \leq \frac{\epsilon c_6}{\sqrt{\log \left( \frac{4|\Omega|}{\delta} \right)}}.
\]
where $c_6 \leq 1/4$ is a numerical constant, it follows
\[
\mathbb{P}\left[ \max_{r \in \Omega} |I_2^{(m,n)}(r)| \geq \epsilon |\mathcal{E}_\xi \right] \leq \delta.
\]
Lemma 8 and 9 are proven in Section 8.3.1 and 8.3.2, respectively.

We are now ready to complete the proof of Lemma 7. From (86), we obtain for all $\xi > 0$ satisfying (87)
\[
\mathbb{P}\left[ \max_{r \in \Omega} \frac{1}{\kappa^{n+m}} \left| Q^{(m,n)}(r) - \tilde{Q}^{(m,n)}(r) \right| \geq 2\epsilon \right] = \mathbb{P}\left[ \max_{r \in \Omega} \left| I_1^{(m,n)}(r) + I_2^{(m,n)}(r) \right| \geq 2\epsilon \right]
\leq \mathbb{P}\left[ \max_{r \in \Omega} I_1^{(m,n)}(r) \geq \epsilon \right] + \mathbb{P}[\mathcal{E}_\xi] + \mathbb{P}\left[ \max_{r \in \Omega} I_2^{(m,n)}(r) \geq \epsilon |\mathcal{E}_\xi \right] \leq 4\delta,
\]
where (88) follows from the union bound and the fact that $\mathbb{P}[A] = \mathbb{P}[A \cap B] + \mathbb{P}[A \cap B] \leq \mathbb{P}[B] + \mathbb{P}[A|B]$ by setting $B = \mathcal{E}_\xi$ and $A = \left\{ \max_{r \in \Omega} I_2^{(m,n)}(r) \geq \epsilon \right\}$, and the last inequality follows from Lemmas 6, 8, and 9 respectively. In more details, we choose $\xi = \epsilon c_6 \log^{-1/2} \left( \frac{4|\Omega|}{\delta} \right)$. It then follows from Lemma 9 that the third probability in (88) is smaller than $\delta$. With this choice of $\xi$, the condition in Lemma 6 becomes $L \geq S \frac{c_4}{\epsilon c_6} \log \left( \frac{4|\Omega|}{\delta} \right) \log \left( \frac{18S^2}{\delta} \right)$, which is satisfied by choosing $c = \frac{c_4}{c_6}$. Moreover, $\xi \leq 1/4$ since $\epsilon \leq 1$ and $c_6 \leq 1/4$. Thus, Lemma 6 yields $\mathbb{P}[\mathcal{E}_\xi] \leq \delta$ and $\mathbb{P}[\mathcal{E}_{1/4}] \leq \delta$. Finally, observe that the conditions of Lemma 8 are satisfied, thus the first probability in (88) can be upper-bounded by
\[
\mathbb{P}\left[ \max_{r \in \Omega} |I_1^{(m,n)}(r)| \geq \epsilon \right] \leq \delta + \mathbb{P}[\mathcal{E}_{1/4}] \leq 2\delta.
\]
This concludes the proof.
8.3.1 Proof of Lemma 8

Set $\Delta v^{(m,n)} := v^{(m,n)}(r) - \bar{v}^{(m,n)}(r)$ for notational convenience. By the union bound, we have for all $a, b \geq 0$,

$$
\Pr \left[ \max_{r \in \Omega} |I_1^{(m,n)}(r)| \geq 2.5ab \right] \Pr \left[ \max_{r \in \Omega} \left| \left< u, L^H \Delta v^{(m,n)} \right> \right| \geq 2.5ab \right]
$$

$$
\leq \Pr \left[ \bigcup_{r \in \Omega} \left\{ \left| \left< u, L^H \Delta v^{(m,n)} \right> \right| \geq \left\| L^H \Delta v^{(m,n)} \right\|_2 b \right\} \cup \left\{ \left\| L^H \Delta v^{(m,n)} \right\|_2 \geq 2.5a \right\} \right]
$$

$$
\leq \Pr \left[ \bigcup_{r \in \Omega} \left\{ \left| \left< u, L^H \Delta v^{(m,n)} \right> \right| \geq \left\| L^H \Delta v^{(m,n)} \right\|_2 b \right\} \cup \left\{ \left\| \Delta v^{(m,n)} \right\|_2 \geq a \right\} \cup \{\|L\| \geq 2.5 \} \right]
$$

$$
\leq \Pr [\bar{\epsilon}_{1/4}] + |\Omega| 4e^{-\delta^2/2} + \sum_{r \in \Omega} \Pr \left[ \left\| \Delta v^{(m,n)} \right\|_2 \geq a \right]
$$

$$
\leq \Pr [\bar{\epsilon}_{1/4}] + \frac{\delta}{2} + \sum_{r \in \Omega} \Pr \left[ \left\| \Delta v^{(m,n)} \right\|_2 \geq a \right] ,
$$

where (89) follows from application of Hoeffding’s inequality (stated below) and from $\{\|L\| \geq 2.5 \} \subseteq \bar{\epsilon}_{1/4}$ according to (75). For (90), we used $|\Omega| 4e^{-\delta^2/2} \leq \frac{\delta}{2}$ ensured by choosing $b = 2\sqrt{\log(8|\Omega|/\delta)}$.

**Lemma 10** (Hoeffding’s inequality). *Suppose the entries of $u \in \mathbb{R}^S$ are i.i.d. with $\Pr[u_i = -1] = \Pr[u_i = 1] = 1/2$. Then, for all $t \geq 0$, and for all $v \in \mathbb{C}^S$* 

$$
\Pr [\left| \langle u, v \rangle \right| \geq \|v\|_2 t] \leq 4e^{-t^2/4} .
$$

We next upper-bound $\Pr [\left\| \Delta v^{(m,n)} \right\|_2 \geq a]$ in (90). For all $\alpha \geq 0$, using that $12 \frac{n+m+1}{2} \leq 12^2$, we have

$$
\Pr \left[ \left\| \Delta v^{(m,n)} \right\|_2 \geq \frac{\sqrt{3S}}{\sqrt{L}} 12^2 c_1 \alpha \right] \leq \Pr \left[ \left\| \Delta v^{(m,n)} \right\|_2 \geq \frac{\sqrt{3S}}{\sqrt{L}} 12 \frac{n+m+1}{2} c_1 \alpha \right]
$$

$$
= \Pr \left[ \left\| \Delta v^{(m,n)} \right\|_2 \geq \frac{3S}{L} 12 n+m+1 c_1^2 \alpha^2 \right]
$$

$$
\leq \sum_{k=1}^{3S} \Pr \left[ \left| \Delta v^{(m,n)} \right|_k \geq \frac{1}{L} 12 n+m+1 c_1^2 \alpha^2 \right] (91)
$$

$$
= \sum_{k=1}^{3S} \Pr \left[ \left| \Delta v^{(m,n)} \right|_k \geq \frac{1}{\sqrt{L}} 12 \frac{n+m+1}{2} c_1 \alpha \right]
$$

$$
\leq 3S \cdot 2 \exp \left( -c \min \left( \frac{\alpha^2}{c_2^2}, \frac{\alpha}{c_2^2} \right) \right) (92)
$$

$$
\leq \frac{\delta}{2|\Omega|} , (93)
$$
where (91) follows from the union bound, (92) follows from Lemma 1. Finally, (93) follows by choosing \( \alpha = \frac{c_2^2}{\kappa^2} \log \left( \frac{128|\Omega|}{\delta} \right) \) and using the fact that for \( \alpha \geq c_2^2 \) (since \( c \geq 1 \)) we have \( \min \left( \frac{\alpha^2}{c^2}, \frac{\alpha}{c^2} \right) = \frac{\alpha}{c^2} \). We have established that \( \mathbb{P} \left[ \| \Delta v^{(m,n)} \|_2 \geq a \right] \leq \frac{\delta}{2|\Omega|} \) with \( a = \frac{\sqrt{2\kappa}}{\sqrt{L}} \sqrt{2} \sqrt{e} c_1 \frac{c_2}{\kappa} \log \left( \frac{128|\Omega|}{\delta} \right) \).

Substituting (93) into (90) we get
\[
\mathbb{P} \left[ \max_{r \in \Omega} | I_1^{(m,n)}(r) | \geq \sqrt{c_5} \sqrt{\frac{S}{V_L}} \log \left( \frac{128|\Omega|}{\delta} \right) \sqrt{\frac{8|\Omega|}{\delta}} \right] \leq \delta + \mathbb{P} [ \mathcal{E}_{1/4} ],
\]
where \( c_5 = (5\sqrt{3} 12^2 c_1^2 \frac{c_2}{\kappa})^2 \) is a numerical constant. This concludes the proof.

### 8.3.2 Proof of Lemma 9

By the union bound
\[
\mathbb{P} \left[ \max_{r \in \Omega} | I_2^{(m,n)}(r) | \geq \epsilon | \mathcal{E}_\xi \right] \leq \sum_{r \in \Omega} \mathbb{P} \left[ \left| \langle u, (L - \bar{L})^H v^{(m,n)}(r) \rangle \right| \geq \epsilon | \mathcal{E}_\xi \right]
\]
\[
\leq \sum_{r \in \Omega} \mathbb{P} \left[ \left| \langle u, (L - \bar{L})^H v^{(m,n)}(r) \rangle \right| \geq \| (L - \bar{L})^H v^{(m,n)}(r) \|_2 \frac{\epsilon}{c_5 \xi} \right] \leq \delta
\]
where (94) follows from (97) below, (95) follows by Hoeffding’s inequality (cf. Lemma 10), and to obtain (96) we used the assumption (97) with \( c_6 = 1/(2c_5) \).

To complete the proof, note that by (76) we have \( \| L - \bar{L} \| \leq 2.5 \xi \) on \( \mathcal{E}_\xi \). Thus, conditioned on \( \mathcal{E}_\xi \),
\[
\left\| (L - \bar{L})^H v^{(m,n)}(r) \right\|_2 \leq \| L - \bar{L} \| \left\| v^{(m,n)}(r) \right\|_2 \leq 2.5 \xi \left\| v^{(m,n)}(r) \right\|_1 \leq c_5 \xi,
\]
where we used \( \| \cdot \|_2 \leq \| \cdot \|_1 \), and the last inequality follows from the fact that, for all \( r \),
\[
\left\| v^{(m,n)}(r) \right\|_1 = \frac{1}{\kappa^{m+n}} \sum_{k=1}^{S} \left( \left| \hat{G}^{(m,n)}(r - r_k) \right| + \left| \frac{1}{\kappa} \hat{G}^{(m+1,n)}(r - r_k) \right| + \left| \frac{1}{\kappa^2} \hat{G}^{(m,n+1)}(r - r_k) \right| \right) \leq \frac{c_5}{2.5}.
\]
Here, \( c_5 \) is a numerical constant, and we used [9] C.12, Table 6 and \( N/\kappa \leq 0.5514 \).

### 8.4 Step 3b: \( Q(r) \) and \( \bar{Q}(r) \) are close for all \( r \)

We next use an \( \epsilon \)-net argument together with Lemma 7 to establish that \( Q^{(m,n)}(r) \) is close to \( \bar{Q}^{(m,n)}(r) \) with high probability uniformly for all \( r \in [0,1]^2 \).

**Lemma 11.** Let \( \epsilon, \delta > 0 \). If
\[
L \geq S \frac{c}{\epsilon^2} \log^3 \left( \frac{c^3 L^6}{\delta \epsilon^2} \right)
\]
then, with probability at least \( 1 - \delta \),
\[
\max_{r \in [0,1]^2, (m,n): m+n \leq 2} \frac{1}{\kappa^{m+n}} | Q^{(m,n)}(r) - \bar{Q}^{(m,n)}(r) | \leq \epsilon.
\]
Proof. We start by choosing a set of points $\Omega$ (i.e., the $\epsilon$-net) that is sufficiently dense in the $\infty$-norm. Specifically, we choose the points in $\Omega$ on a rectangular grid such that

$$\max_{r \in [0,1]^d} \min_{r_g \in \Omega} |r - r_g| \leq \frac{\epsilon}{3L^{5/2}}. \quad (100)$$

The cardinality of the set $\Omega$ is

$$|\Omega| = \left(\frac{3\epsilon L^{5/2}}{\epsilon}\right)^2 = c L^5 / \epsilon^2. \quad (101)$$

First, we use Lemma 7 to show that $|Q^{(m,n)}(r_g) - Q^{(m,n)}(r_g)|$ is small for all points $r_g \in \Omega$. Note that the condition of Lemma 7 is satisfied by assumption (98). Using the union bound over all 6 pairs $(m, n)$ obeying $m + n \leq 2$, it now follows from Lemma 7 that

$$\left\{ \max_{r_g \in \Omega, m+n \leq 2} \frac{1}{\kappa^{m+n}} \left| Q^{(m,n)}(r_g) - Q^{(m,n)}(r_g) \right| \leq \frac{\epsilon}{3} \right\} \quad (102)$$

holds with probability at least $1 - 6\delta' = 1 - \frac{\delta}{2}$. Here, $\delta'$ is the original $\delta$ in Lemma 7. Next, we will prove that this result continues to hold uniformly for all $r \in [0,1]^2$. It follows from the derivation in Section 8.4.1 below that to prove the uniform result, it is sufficient to demonstrate that the event

$$\left\{ \max_{r \in [0,1]^2, m+n \leq 2} \frac{1}{\kappa^{m+n}} \left| Q^{(m,n)}(r) \right| \leq \frac{\tilde{c}}{2} L^{3/2} \right\} \quad (103)$$

holds with probability at least $1 - \delta$. By the union bound, the events in (102) and (103) hold simultaneously with probability at least $1 - \delta$. In Section 8.4.2 it is shown that (102) and (103) imply (99).

8.4.1 Proof of the fact that (103) holds with probability at least $1 - \frac{\delta}{2}$:

In order to show that (103) holds with probability at least $1 - \frac{\delta}{2}$, we first upper-bound $\left| Q^{(m,n)}(r) \right|$. By (85),

$$\frac{1}{\kappa^{m+n}} \left| Q^{(m,n)}(r) \right| = \left| \langle Lu, v^{(m,n)}(r) \rangle \right| \leq \|L\| \|u\|_2 \|v^{(m,n)}(r)\|_2 \leq \|L\| \sqrt{S} \|v^{(m,n)}(r)\|_2 \leq \|L\| \sqrt{3S} \|v^{(m,n)}(r)\|_\infty \leq \|L\| \sqrt{3S} \max_{j,(m',n') \in \{(0,0),(1,0),(0,1)\}} \frac{1}{\kappa^{m'+n'+m+n'}} G^{(m,n)}_{(m',n')}(r, r_j), \quad (104)$$

where we used $\|u\|_2 = \sqrt{S}$, since the entries of $u$ are $\pm 1$. Next, note that, for all $r$ and all $r_j$, we have, by (55)

$$\frac{1}{\kappa^{m+m'+n+n'}} \left| G^{(m,n)}_{(m',n')}(r, r_j) \right| = \frac{1}{\kappa^{m+m'+n+n'}} x^H V^{(m,n)}_{(m',n')}(r, r_j) x \leq \frac{1}{\kappa^{m+m'+n+n'}} \|x\|_2^2 \|V^{(m,n)}_{(m',n')}(r, r_j)\| \leq c_1 \frac{(2\pi N)^{m+m'+n+n'}}{\kappa^{m+m'+n+n'}} \sqrt{L} \|x\|_2^2 \leq c_1 12 \frac{m+m'+n+n'}{2} \sqrt{L} \|x\|_2^2 \leq c_1 12 \sqrt{L} \|x\|_2^2, \quad (105)$$
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where we used Lemma 3 to conclude \[ \|V_{(m',n')}(r, r_j)\| \leq \|V_{(m,n)}(r, r_j)\| \leq c_1(2\pi N)^{m+m'+n+n'} \sqrt{L} \]
and (105) follows from \( m + m' + n + n' \leq 3 \) (recall that \( m + n \leq 2 \)). Substituting (105) into (104) and using that \( S \leq L \) (by assumption (98)) yields
\[
\frac{1}{\kappa^{m+n}} |Q_{(m,n)}(r)| \leq \sqrt{3} 12^2 c_1 L^{3/2} \|L\| \|\|x\|\|^2.
\]
It follows that (with \( \delta = 2.5 \cdot 3 \cdot \sqrt{3} 12^2 c_1 \))
\[
P\left[ \max_{r \in [0,1]^2, m+n \leq 2} \frac{1}{\kappa^{m+n}} |Q_{(m,n)}(r)| \geq \frac{\tilde{c}}{2} L^{3/2} \right] \leq P\left[ \|L\| \|\|x\|\|^2 \geq 2.5 \cdot 3 \right]
\]
\[
\leq P[\|L\| \geq 2.5] + P\left[ \|\|x\|\|^2 \geq 3 \right]
\]
\[
\leq \frac{\delta}{2},
\]
as desired. Here, (106) follows from the union bound and (107) follows from \( P[\|L\| \geq 2.5] \leq P[\mathcal{E}_{1/4}] \leq \frac{\delta}{4} \) (by (75)) and application of Lemma 6; note that the condition of Lemma 6 is satisfied by (98) and \( P[\|\|x\|\|^2 \geq 3] \leq \frac{\delta}{4} \), shown below. Using that \( 4 \log(4/\delta) \leq L \) (by (98)), we obtain
\[
P[\|\|x\|\|^2 \geq 3] \leq P\left[ \|\|x\|\|^2 \geq 2 \left( 1 + \frac{2 \log(4/\delta)}{L} \right) \right]
\]
\[
\leq P\left[ \|\|x\|\|^2 \geq \left( 1 + \frac{\sqrt{2 \log(4/\delta)}}{L} \right) \right] \leq e^{-\frac{2 \log(4/\delta)}{2}} = \frac{\delta}{4},
\]
where we used \( \sqrt{2(1+\beta^2)} \geq (1+\beta) \), for all \( \beta \), and a standard concentration inequality for the norm of a Gaussian random vector, e.g., [31, Eq. 1.6]. This concludes the proof of (103) holding with probability at least \( 1 - \frac{\delta}{2} \).

### 8.4.2 Proof of the fact that (102) and (103) imply (99):

Consider a point \( r \in [0,1] \) and let \( r_g \) be the point in \( \Omega \) closest to \( r \) in \( \infty \)-distance. By the triangle inequality,
\[
\frac{1}{\kappa^{n+m}} |Q_{(m,n)}(r) - \tilde{Q}_{(m,n)}(r)| \leq 2 \frac{1}{\kappa^{n+m}} \left[ |Q_{(m,n)}(r) - Q_{(m,n)}(r_g)| + |Q_{(m,n)}(r_g) - \tilde{Q}_{(m,n)}(r)| + |\tilde{Q}_{(m,n)}(r_g) - \tilde{Q}_{(m,n)}(r)| \right].
\]

We next upper-bound the terms in (109) separately. With a slight abuse of notation, we write \( Q_{(m,n)}(\tau, \nu) = Q_{(m,n)}(\langle \tau, \nu \rangle^T) = Q_{(m,n)}(r) \). The first absolute value in (109) can be upper-bounded according to
\[
|Q_{(m,n)}(r) - Q_{(m,n)}(r_g)| = |Q_{(m,n)}(\tau, \nu) - Q_{(m,n)}(\tau, \nu_g) + Q_{(m,n)}(\tau, \nu_g) - Q_{(m,n)}(\tau_g, \nu_g)|
\]
\[
\leq |Q_{(m,n)}(\tau, \nu) - Q_{(m,n)}(\tau, \nu_g)| + |Q_{(m,n)}(\tau, \nu_g) - Q_{(m,n)}(\tau_g, \nu_g)|
\]
\[
\leq |\nu - \nu_g| \sup_{\tau} |Q_{(m,n+1)}(\tau, z)| + |\tau - \tau_g| \sup_{\nu} |Q_{(m,n+1)}(z, \nu)|
\]
\[
\leq |\nu - \nu_g| 2\pi N \sup_{\tau} |Q_{(m,n)}(\tau, z)| + |\tau - \tau_g| 2\pi N \sup_{\nu} |Q_{(m,n)}(z, \nu)|,
\]
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where (110) follows from Bernstein’s polynomial inequality, stated below (note that $Q(m,n)(\tau,\nu)$ is a trigonometric polynomial of degree $N$ in both $\tau$ and $\nu$).

**Proposition 6** (Bernstein’s polynomial inequality [23, Cor. 8]). Let $p(\theta)$ be a trigonometric polynomial of degree $N$ with complex coefficients $p_k$, i.e., $p(\theta) = \sum_{k=-N}^{N} p_k e^{i2\pi \theta k}$. Then

$$\sup_{\theta} \left| \frac{d}{d\theta} p(\theta) \right| \leq 2\pi N \sup_{\theta} |p(\theta)|.$$

Substituting (103) into (110) yields

$$\frac{1}{\kappa^{m+n}} \left| Q(m,n)^{\star}(r) - Q(m,n)(r) \right| \leq \frac{\tilde{c}}{2} L^{5/2} (|\tau - \tau_g| + |\nu - \nu_g|) \leq \tilde{c} L^{5/2} |r - r_g| \leq \frac{\epsilon}{3},$$

(111)

where the last inequality follows from (100).

We next upper-bound the third absolute value in (109). Using steps analogous to those leading to (111), we obtain

$$\frac{1}{\kappa^{n+m}} \left| \bar{Q}(m,n)^{\star}(r_g) - \bar{Q}(m,n)(r_g) \right| \leq \frac{\epsilon}{3},$$

(112)

Substituting (102), (111), and (112) into (109) yields that

$$\frac{1}{\kappa^{n+m}} |Q(m,n)(r) - \bar{Q}(m,n)(r)| \leq \epsilon, \text{ for all } (m,n): m + n \leq 2 \text{ and for all } r \in [0,1]^2.$$

This concludes the proof of Lemma 11.

8.5 Step 3c: Ensuring that $|Q(r)| < 1$ for all $r \notin S$

**Lemma 12.** Suppose that

$$L \geq S \log^3 \left( \frac{c' L^6}{\delta} \right).$$

Then with probability at least $1 - \delta$ the following statements hold:

1. For all $r$, that satisfy $\min_{r_j \in S} |r - r_j| \geq 0.2447/N$ we have that $|Q(r)| < 0.9963$.

2. For all $r \notin S$ that satisfy $0 < |r - r_j| \leq 0.2447/N$ for some $r_j \in S$, we have that $|Q(r)| < 1$.

Proof. Choose $\epsilon = 0.0005$. It follows from Lemma 11 that

$$\frac{1}{\kappa^{n+m}} |Q^{(m,n)}(r) - \bar{Q}^{(m,n)}(r)| \leq 0.0005$$

(113)

for all $(m,n): m + n \leq 2$, and for all $r$ with probability at least $1 - \delta$. To prove the lemma we will show that statements 1 and 2 follow from (113) and certain properties of $\bar{Q}^{(m,n)}(r)$ established in [9].

Statement 1 follows directly by combining (113) with the following result via the triangle inequality.

**Proposition 7** ([9, Lem. C.4]). For all $r$, that satisfy $\min_{r_j \in S} |r - r_j| \geq 0.2447/N$ we have that $|Q(r)| < 0.9958$. 38
In order to prove statement 2 assume without loss of generality that 0 ∈ $\mathcal{S}$, and consider $r$ with $|r| \leq 0.2447/N$. Statement 2 is established by showing that the Hessian matrix of $\tilde{Q}(r) := |Q(r)|$, i.e.,

$$H = \begin{bmatrix} \tilde{Q}^{(2,0)}(r) & \tilde{Q}^{(1,1)}(r) \\ \tilde{Q}^{(1,1)}(r) & \tilde{Q}^{(0,2)}(r) \end{bmatrix}, \quad \tilde{Q}^{(m,n)}(r) := \frac{\partial^m}{\partial r^m} \frac{\partial^n}{\partial \nu^n} \tilde{Q}(r)$$

is negative definite. This is done by showing that

$$\text{trace}(H) = \tilde{Q}^{(2,0)} + \tilde{Q}^{(0,2)} < 0 \quad (114)$$

$$\det(H) = \tilde{Q}^{(2,0)}(0,2) - (\tilde{Q}^{(1,1)}(1,1))^2 > 0, \quad (115)$$

which implies that both eigenvalues of $H$ are strictly negative. To prove (114) and (115), we will need the following result.

**Proposition 8** (Sec. C.2). For $|r| \leq 0.2447/N$ and for $N \geq 512$,

$$1 \geq \tilde{Q}(r) \geq 0.6447 \quad (116)$$

$$\frac{1}{\kappa^2} \tilde{Q}^{(2,0)}(r) \leq -0.3550 \quad (117)$$

$$\frac{1}{\kappa^2} |\tilde{Q}^{(1,1)}(r)| \leq 0.3251 \quad (118)$$

$$\frac{1}{\kappa^2} |\tilde{Q}^{(1,0)}(r)| \leq 0.3344. \quad (119)$$

Define $Q^{(m,n)}_R = \frac{1}{\kappa^{m+n}} \text{Re}(Q^{(m,n)})$ and $Q^{(m,n)}_I = \frac{1}{\kappa^{m+n}} \text{Im}(Q^{(m,n)})$. We have that

$$\frac{1}{\kappa} \tilde{Q}^{(1,0)} = \frac{Q^{(1,0)}_R Q_R + Q^{(1,0)}_I Q_I}{|Q|}$$

therefore

$$\frac{1}{\kappa^2} \tilde{Q}^{(2,0)} = -\frac{(Q_R Q^{(1,0)}_R + Q_I Q^{(1,0)}_I)^2}{|Q|^3} + \frac{|Q^{(1,0)}|^2}{|Q|} Q_R Q^{(2,0)}_R + Q_I Q^{(2,0)}_I$$

$$= -\frac{Q_R^2 Q^{(1,0)}_R Q_I Q^{(1,0)}_I + Q_I^2 Q^{(1,0)}_I}{|Q|^3} + \frac{Q^{(1,0)}_R^2 + Q^{(1,0)}_I^2}{|Q|} Q_R Q^{(2,0)}_R + Q_I Q^{(2,0)}_I$$

$$= \left(1 - \frac{Q_R^2}{|Q|^2}\right) \frac{Q^{(1,0)}_R^2}{|Q|} - \frac{2 Q_R Q^{(1,0)}_R Q_I Q^{(1,0)}_I + Q_I^2 Q^{(1,0)}_I}{|Q|^3} + \frac{Q^{(1,0)}_R^2 + Q^{(1,0)}_I^2}{|Q|} + \frac{Q_R Q^{(2,0)}_R + Q_I Q^{(2,0)}_I}{|Q|}. \quad (120)$$

By Proposition 8 using the triangle inequality, and using the fact that $\tilde{Q}^{(m,n)}(r)$ is real, the following
bounds are in force:

\[
Q_R(r) \leq \tilde{Q}(r) + \epsilon \leq 1 + \epsilon \\
Q_R(r) \geq \tilde{Q}(r) - \epsilon \geq 0.6447 - \epsilon \\
Q_I^{(m,n)} \leq \epsilon \\
Q_R^{(2,0)}(r) \leq \frac{1}{\kappa^2} Q^{(2,0)}(r) + \epsilon \leq -0.3550 + \epsilon \\
|Q^{(1,1)}_R| \leq \frac{1}{\kappa^2} |\tilde{Q}^{(1,1)}(r)| + \epsilon \leq 0.3251 + \epsilon \\
|Q^{(1,0)}_R| \leq \frac{1}{\kappa^2} |\tilde{Q}^{(1,0)}(r)| + \epsilon \leq 0.3344 + \epsilon.
\]

Using these bounds in (120) with \(\epsilon = 0.0005\) we obtain \(\tilde{Q}^{(2,0)} < -0.3539\), which implies that (114) is satisfied.

It remains to verify (115). First note that

\[
\frac{1}{\kappa^2} \tilde{Q}^{(1,1)}
= Q_R^{(1,1)} Q_R + Q_R^{(1,0)} Q_R^{(0,1)} + Q_I^{(1,1)} Q_I + Q_I^{(1,0)} Q_I^{(0,1)} - \frac{(Q_R^{(0,1)} Q_R + Q_I^{(0,1)} Q_I)(Q_R^{(1,0)} Q_R + Q_I^{(1,0)} Q_I)}{|Q|^3}
= Q_R^{(1,1)} Q_R + Q_R^{(1,0)} Q_R^{(0,1)} \left( 1 - \frac{Q_R^2}{|Q|^2} \right) + \frac{Q_I^{(1,1)} Q_I + Q_I^{(1,0)} Q_I^{(0,1)}}{|Q|^3}
- \frac{Q_R^{(0,1)} Q_R Q_I^{(1,0)} Q_I + Q_I^{(0,1)} Q_I (Q_R^{(1,0)} Q_R + Q_I^{(1,0)} Q_I)}{|Q|^3}.
\]

Using the bounds above in (121) yields, with \(\epsilon = 0.0005\), that \(\frac{1}{\kappa^2} |\tilde{Q}^{(1,1)}| \leq 0.3267\). With \(\frac{1}{\kappa^2} \tilde{Q}^{(2,0)} < -0.3539\), it follows that the RHS of (114) can be lower-bounded by

\[
\frac{1}{\kappa^2} (0.3539^2 - 0.3267^2) = \frac{1}{\kappa^2} 0.01855 > 0,
\]

i.e., (115) holds. This concludes the proof of Statement 2.

\[\square\]
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A Equivalence of (2) and (8)

Note that with

\[ D_N(t) = \frac{1}{L} \sum_{k=-N}^{N} e^{i2\pi tk} \]  

(122)
we obtain
\[
\sum_{r=-N}^{N} e^{i2\pi \frac{r}{L}} D_N\left(\frac{r}{L} - \nu_j\right) = \sum_{r=-N}^{N} e^{i2\pi \frac{r}{L}} \frac{1}{L} \sum_{k=-N}^{N} e^{i2\pi k\left(\frac{r}{L} - \nu_j\right)}
\]
\[= \sum_{k=-N}^{N} e^{-i2\pi k\nu_j} \frac{1}{L} \sum_{r=-N}^{N} e^{i2\pi \frac{r}{L}(p+k)}
\]
\[= e^{i2\pi p\nu_j}. \tag{123}\]

Using (123) in (8) and using again (122), we get
\[
y_p = \sum_{j=1}^{S} b_j e^{i2\pi p\nu_j} \sum_{\ell=-N}^{N} \frac{1}{L} \sum_{k=-N}^{N} e^{i2\pi k\left(\frac{\ell}{L} - \tau_j\right)} x_{p-\ell}
\]
\[= \sum_{j=1}^{S} b_j e^{i2\pi p\nu_j} \frac{1}{L} \sum_{\ell,k=-N}^{N} e^{-i2\pi k\tau_j} e^{i2\pi(p-\ell)\frac{k}{L}} x_{\ell},\]
where we used that \(x_{\ell}\) is \(L\)-periodic. This is [2], as desired.

**B Proof of (19)**

First, write (17) in its equivalent form
\[
y(t) = \int L_H(t, f) X(f) e^{i2\pi ft} df, \tag{124}\]
where \(X(f) = \int x(t) e^{i2\pi ft} dt\) is the Fourier transform of \(x(t)\), and \(L_H(t, f)\) is the time-varying transfer function given by
\[
L_H(t, f) := \int \int s_H(\tau, \nu) e^{i2\pi (\nu t - \tau f)} d\tau d\nu. \tag{125}\]

Since \(x(t)\) is band-limited to \([-B/2, B/2]\), we may write
\[
X(f) = X(f) H_1(f), \quad H_1(f) := \begin{cases} 1, & |f| \leq B/2 \\ 0, & \text{else.} \end{cases}
\]

For \(y(t)\) on \([-T/2, T/2]\) we may write
\[
y(t) = y(t) h_\Omega(t), \quad h_\Omega(t) := \begin{cases} 1, & |t| \leq T/2 \\ 0, & \text{else.} \end{cases}
\]

With the input band-limitation and the output time-limitation, (124) becomes
\[
y(t) = \int \overline{L_H}(t, f) X(f) e^{i2\pi ft} df, \tag{126}\]
where
\[
\overline{L_H}(t, f) := L_H(t, f) h_\Omega(t) H_1(f) \tag{127}\]
i.e., the effect of input band-limitation and output time-limitation is accounted for by passing the probing signal through a system with time varying transfer function given by $\underline{L}_H$. The spreading function $\overline{s}_H$ of the system (126) and the time-varying transfer function $\underline{L}_H$ are related by the two-dimensional Fourier transform in (125). We see that $\underline{L}_H(t, f)$ is “band-limited” with respect to $t$ and $f$, and hence, by the sampling theorem, $\overline{s}_H$ can be expressed in terms of its samples as

$$\overline{s}_H(\tau, \nu) = \sum_{m, \ell \in \mathbb{Z}} \overline{s}_H\left(\frac{m}{B}, \frac{\ell}{T}\right) \text{sinc}\left(\left(\tau - \frac{m}{B}\right)B\right) \text{sinc}\left(\left(\nu - \frac{\ell}{T}\right)T\right).$$  \hspace{1cm} (128)

In terms of $\overline{s}_H(\tau, \nu)$ (126) can be written as

$$y(t) = \int \int \overline{s}_H(\tau, \nu) x(t - \tau)e^{i2\pi \nu t} d\nu d\tau$$  \hspace{1cm} (129)

and with (128)

$$y(t) = \sum_{m, \ell \in \mathbb{Z}} \overline{s}_H\left(\frac{m}{B}, \frac{\ell}{T}\right) \int \text{sinc}\left(\left(\tau - \frac{m}{B}\right)B\right) x(t - \tau) d\tau \int \text{sinc}\left(\left(\nu - \frac{\ell}{T}\right)T\right) e^{i2\pi \nu t} d\nu$$

$$= \sum_{m, \ell \in \mathbb{Z}} \overline{s}_H\left(\frac{m}{B}, \frac{\ell}{T}\right) x(t - \frac{m}{B}) e^{i2\pi \frac{\ell}{T}t}.$$  

According to (125) and (127), $\overline{s}_H(\tau, \nu)$ and $s_H(\tau, \nu)$ are related as

$$\overline{s}_H(\tau, \nu) = \int \int s_H(\tau', \nu') \text{sinc}(\tau - \tau')B \text{sinc}(\nu - \nu')T d\tau' d\nu'.$$  \hspace{1cm} (130)

This concludes the proof of (19).

**C Proof of (27) and (28)**

Starting with (24), we first use that $BT = L$ and $\tau_j = \bar{\tau}_j \frac{B}{L}$ and $\nu_j = \bar{\nu}_j \frac{T}{L}$ to obtain

$$\tilde{y}_p = \sum_{j=1}^{S} b_j \left( \sum_{\ell \in \mathbb{Z}} \text{sinc}(\ell - \tau_j L) \tilde{x}_{p-\ell} \right) \left( \sum_{k \in \mathbb{Z}} \text{sinc}(k - \nu_j L) e^{i2\pi \frac{k B}{BT}} \right).$$  \hspace{1cm} (131)

Next, changing the order of summation according to $k = r + Lq$ with $r = N, ..., N$ and $q \in \mathbb{Z}$ yields

$$\sum_{k \in \mathbb{Z}} \text{sinc}(k - \nu_j L) e^{i2\pi \frac{k B}{BT}} = \sum_{r=-N}^{N} \sum_{q \in \mathbb{Z}} \text{sinc}\left(\frac{r}{L} - \nu_j + q\right) L e^{i2\pi \left(\frac{r + Lq}{L}\right)}$$

$$= \sum_{r=-N}^{N} e^{i2\pi \frac{r L}{T}} \sum_{q \in \mathbb{Z}} \text{sinc}\left(\frac{r}{L} - \nu_j + q\right) L$$

$$= \sum_{r=-N}^{N} e^{i2\pi \frac{r L}{T}} D_N\left(\frac{r}{L} - \nu_j\right).$$  \hspace{1cm} (132)
Here, (132) follows from the definition of the Dirichlet kernel in (25). Next, note that
\[
\sum_{\ell \in \mathbb{Z}} \tilde{x}_{p-\ell} \text{sinc} (\ell - L\tau_j) = \sum_{\ell \in \mathbb{Z}} \tilde{x}_\ell \text{sinc} (p - \ell - L\tau_j)
\]
\[
= \sum_{\ell = -N}^{N} x_\ell \sum_{k = 1}^{1} \text{sinc} \left( p - \ell - Lk - L\tau_j \right)
\]
\[
= \sum_{\ell = -N}^{N} x_\ell \tilde{D}_N \left( \frac{p - \ell}{L} - \tau_j \right),
\]
where (133) follows from \( \tilde{x}(\ell/B) = \tilde{x}_\ell = x_\ell \) for \( \ell \in [-N - L, L + N] \) and \( \tilde{x}(\ell/B) = 0 \) for all other \( \ell \), and from \( L \)-periodicity of \( x_\ell \); (134) follows by the definition of \( \tilde{D}_N(t) \) in (26). Substituting (132) and (134) into (131) yields (27), as desired.

Next, consider the case where \( x(t) \) is \( T \)-periodic. In this case, the samples \( x_\ell = x(\ell/B) \) are \( L \)-periodic. Similarly to the derivation above, changing the order of summation of the sum in the second brackets in (131) according to \( \ell = \tilde{\ell} + Lk \) yields
\[
\sum_{\ell \in \mathbb{Z}} \text{sinc}(\ell - \tau_j L) x_{p-\ell} = \sum_{\tilde{\ell} = -N}^{N} x_{p-\tilde{\ell}} \sum_{k \in \mathbb{Z}} \text{sinc} \left( \left( \frac{\tilde{\ell}}{L} - \tau_j + k \right) L \right) = \sum_{\tilde{\ell} = -N}^{N} D_N \left( \frac{\tilde{\ell}}{L} - \tau_j \right) x_{p-\tilde{\ell}},
\]
where we used that \( x_\ell \) is \( L \)-periodic in the first equality, and the last equality follows by definition of the Dirichlet kernel in (25). Using (132) and (135) in (131) yields (28).

### D Proof of Proposition 2

By (123), (132) is equal to \( e^{i2\pi p\nu_j} \). Using this in (27) and (28) yields
\[
\tilde{y}_p - y_p = \sum_{j=1}^{S} b_j e^{i2\pi p\nu_j} \sum_{\ell = -N}^{N} \epsilon_{j,p,\ell} x_\ell,
\]
where we defined the error
\[
\epsilon_{j,p,\ell} := \tilde{D}_N \left( \frac{p - \ell}{L} - \tau_j \right) - D_N \left( \frac{p - \ell}{L} - \tau_j \right).
\]
For \( t \in [-1.5,\ldots,1.5] \), we have
\[
\tilde{D}_N(t) - D_N(t) \leq c/L.
\]
Using that \( \frac{p - \ell}{L} - \tau_j \in [-1.5, 1.5] \) it follows that \( \epsilon_{j,p,\ell} \leq c/L \).

Recall that the \( b_j \) have random sign and the \( x_\ell \) are i.i.d. \( \mathcal{N}(0,1/L) \) distributed. By the union bound, we have, for all \( \beta > 0 \),
\[
\Pr \left[ |\tilde{y}_p - y_p| \geq \beta \|b\|_2 c^\beta L \right] \leq \Pr \left[ \sum_{j=1}^{S} b_j e^{i2\pi p\nu_j} \epsilon_{j,p} \geq \beta \|b\|_2 \max_{j,p} |\epsilon_{j,p}| \right] + \Pr \left[ \max_{j,p} |\epsilon_{j,p}| \geq c^\beta L \right]
\]
\[
\leq (4 + 2L^2) e^{-\frac{\beta^2}{4}},
\]
(137)
where (137) is established immediately below. Setting $\alpha = \beta^2$ completes the proof of Proposition 2. It is left to establish (137). With

$$
\left( \sum_{j=1}^{S} (|b_j|e^{i2\pi p\nu_j}e_{j,p})^2 \right)^{1/2} \leq \beta \|b\|_2 \max_{j,p} |\epsilon_{j,p}|
$$

the first probability in (136) can be upper-bounded by

$$
P \left[ \left| \sum_{j=1}^{S} \text{sign}(b_j)|b_j|e^{i2\pi p\nu_j}e_{j,p} \right| \geq \beta \left( \sum_{j=1}^{S} (|b_j|e^{i2\pi p\nu_j}e_{j,p})^2 \right)^{1/2} \right] \leq 4e^{-\beta^2 \tau}
$$

where we applied Hoeffding’s inequality, i.e., Lemma 10 (recall that the $b_j$ have random sign). By the union bound, the second probability in (136) is upper-bounded by

$$
P \left[ \max_{j,p} |\epsilon_{j,p}| \geq \frac{c\beta}{L} \right] \leq \sum_{j,p} P \left[ |\epsilon_{j,p}| \geq \frac{c\beta}{L} \right] \leq SL2e^{-\frac{\beta^2}{2}}, \quad (138)
$$

where the last inequality is proven as follows. Since the $x_\ell$ are i.i.d. $\mathcal{N}(0,1/L)$, we have that $\epsilon_{j,p} = \sum_{\ell=-N}^{N} \epsilon_{\ell,p,j} x_\ell$ is Gaussian with variance $\frac{1}{L} \sum_{\ell=-N}^{N} \epsilon_{\ell,p,j}^2 \leq \frac{c^2}{2}$, where we used that $\epsilon_{\ell,p,j} \leq c/L$. Eq. (138) now follows from a standard bound on the tail probability of a Gaussian [30, Prop. 19.4.2] random variable.

### E Proof of Theorem 2

The following proposition—standard in the theory of compressed sensing (see e.g., [10])—shows that the existence of a certain dual polynomial guarantees that $L_1(y)$ in (31) succeeds in reconstructing $s$.

**Proposition 9.** Let $y = Rs$ and let $S$ denote the support of $s$. Assume that $R_S$ has full column rank. If there exists a vector $v$ in the row space of $R$ with

$$
v_S = \text{sign}(s_S) \quad \text{and} \quad \|v_S\|_{\infty} < 1 \quad (139)
$$

then $s$ is the unique minimizer of $L_1(y)$ in (31).

The proof now follows directly from Proposition 4. To see this, set $u = \text{sign}(s_S)$ in Proposition 4 and consider the polynomial $Q(r)$ from Proposition 4. Define $v$ as $[v]_{(m,n)} = Q([m/K,n/K])$ and note that $v$ satisfies (139) since $Q([m/K,n/K]) = \text{sign}(s_{(m,n)})$ for $(m,n) \in S$ and $|Q([m/K,n/K])| < 1$ for $(m,n) \notin S$.

### F Bound on $U$

We have that

$$
U(t) = \hat{c}(2\pi N)^{-m} \sum_{p=-N}^{N} \min \left( 1, \frac{1}{p^4} \right) P^{(m)}(p/L - t) \quad (140)
$$
with
\[
P^{(m)}(t) := \frac{1}{M} \sum_{k=-N}^{N} (-i2\pi k)^m e^{i2\pi tk} = \frac{\partial^m}{\partial t^m} \sin(L\pi t) / M \sin(\pi t).
\]

We start by upper-bounding $|P^{(m)}(t)|$. First note that $|P^{(m)}(t)|$ is a 1-periodic and symmetric function, thus in order to upper-bound $|P^{(m)}(t)|$, we only need to consider $t \in [0, 1/2]$.

For $m = 0$, we have that
\[
|P^{(0)}(t)| \leq \min \left( 4, \frac{1}{M|\sin(\pi t)|} \right).
\]

Next, consider the case $m = 1$, and assume that $t \geq 1/L$. We have
\[
P^{(1)}(t) = \frac{\cos(L\pi t) L\pi}{M \sin(\pi t)} - \frac{\pi \sin(L\pi t) \cos(\pi t)}{M \sin^2(\pi t)}.
\]

Using that $\sin(\pi t) \geq 2t \geq 2/L$ for $1/L \leq t \leq 1/2$ we get
\[
|P^{(1)}(t)| \leq \frac{1.5L\pi}{M|\sin(\pi t)|}.
\]

Next, consider the case $m = 2$. We have
\[
P^{(2)}(t) = \frac{\pi^2 (1 - L^2) \sin(L\pi t)}{M \sin(\pi t)} - \frac{2L\pi^2 \cos(L\pi t) \cos(\pi t)}{M \sin^2(\pi t)} + \frac{2\pi^2 \sin(L\pi t) \cos^2(\pi t)}{M \sin^3(\pi t)}.
\]

Using again that that $\sin(\pi t) \geq 2t \geq 2/L$ for $1/L \leq t \leq 1/2$ we get
\[
|P^{(2)}(t)| \leq \frac{2.5L^2\pi^2}{M|\sin(\pi t)|}.
\]

Analogously, we can obtain bounds for $m = 3, 4$. We therefore obtain, for $1/L \leq |t| \leq 1/2$,
\[
|P^{(m)}(t)| \leq (L\pi)^m \frac{c_1}{M|\sin(\pi t)|} \leq 1.0039c_1 (2\pi N)^m \frac{1}{M|\sin(\pi t)|},
\]

(141)

where $c_1$ is a numerical constant and where we used that $(L/(2N))^m \leq 1.0039$ for $N \geq 512$ and $m \leq 4$. Regarding the range $0 \leq |t| \leq 1/L$, simply note that by Bernstein’s polynomial inequality (cf. Proposition 6) we have, for all $t$, from $|P^{(0)}(t)| \leq 4$, that
\[
|P^{(m)}(t)| \leq 4 (2\pi N)^m.
\]

(142)

With $c_2 \geq 1$, application of (141) and (142) on (140) yields
\[
U(t) \leq \hat{c} \sum_{\substack{p=-N \rightarrow N \neq 0 \rightarrow 0}} \min \left( 1, \frac{1}{p^2} \right) c_2 \left\{ \begin{array}{ll}
4, & |p/L - t + n| \leq 1/L, n \in \mathbb{Z} \\
\frac{1}{M|\sin(\pi(p/L-t))|}, & \text{else}.
\end{array} \right.
\]

The RHS above is 1-periodic in $t$ and symmetric around the origin. Thus, it suffices to consider $t \in [0, 1/2]$. Assume furthermore that $Lt$ is an even integer, the proof for general $t$ is similar. For
\( p \geq 0 \), we have that \(|p/L - t| \leq 1/2\) and thus \( M|\sin(\pi(p/L-t))| \geq M|2(p/L-t)| = 2M/L|p-Lt| \geq 1/2|p-Lt|\). It follows that

\[
U(t) \leq \tilde{c}c_2 \sum_{p=0}^{N} \min \left(1, \frac{1}{p^4}\right) \min \left(\frac{4}{|p-Lt|}\right)
\]

\[
\leq \tilde{c}c_2 \sum_{p=0}^{LT/2} \min \left(1, \frac{1}{p^4}\right) \frac{2}{Lt - p} + \sum_{p=LT/2+1}^{LT-1} \frac{1}{p^4} \frac{2}{Lt - p} + \sum_{p=LT}^{N} \frac{1}{p^4}
\]

\[
= \frac{\tilde{c}c_2}{Lt} \left( \sum_{p=0}^{LT/2} \min \left(1, \frac{1}{p^4}\right) \frac{Lt}{Lt - p} + \sum_{p=LT/2+1}^{LT-1} \frac{Lt}{p^4} \frac{2}{Lt - p} + \sum_{p=LT}^{N} \frac{4Lt}{p^4} \right)
\]

\[
\leq \frac{\tilde{c}c_2}{Lt} \left( \sum_{p=0}^{LT/2} 2 \min \left(1, \frac{1}{p^4}\right) + \sum_{p=LT/2+1}^{LT-1} \frac{2}{p^3} + \sum_{p=LT}^{N} \frac{4}{p^3} \right)
\]

\[
\leq \frac{\tilde{c}}{Lt}.
\]

Analogously we can upper-bound the sum over \( p = -N, \ldots, -1 \), which yields \( U(t) \leq \frac{\tilde{c}}{Lt} \), as desired.

\section{G Proof of Proposition 1}

The argument is standard, see e.g., \cite{43} Prop. 2.4. By definition, \( q \) is dual feasible. To see this, note that

\[
\|G^H q\|_{A^\ast} = \sup_{r \in [0,1]^2} \left| \langle G^H q, a(r) \rangle \right| = \sup_{r \in [0,1]^2} |\langle q, Ga(r) \rangle| = \sup_{r \in [0,1]^2} |Q(r)| \leq 1
\]

(143)

where the last inequality holds by assumption. By (16), we obtain

\[
\langle q, y \rangle = \left\langle q, G \sum_{r_n \in S} b_n a(r_n) \right\rangle = \sum_{r_n \in S} b_n^* \langle q, Ga(r_n) \rangle = \sum_{r_n \in S} b_n^* \text{sign}(b_n) = \sum_{r_n \in S} |b_n| \geq \|z\|_A,
\]

(144)

where the last inequality holds by definition of the atomic norm. By Hölder’s inequality we have that

\[
\text{Re} \langle q, y \rangle = \text{Re} \langle q, Gz \rangle = \text{Re} \langle G^H q, z \rangle \leq \|G^H q\|_{A^\ast} \|z\|_A \leq \|z\|_A
\]

where we used (16) for the last inequality. We thus have established that \( \text{Re} \langle q, y \rangle = \|z\|_A \). Since \( (z, q) \) is primal-dual feasible, it follows from strong duality that \( z \) is a primal optimal solution and \( q \) is a dual optimal solution.

It remains to establish uniqueness. To this end, suppose that \( \hat{z} = \sum_{r_n \in S} \hat{b}_n a(r_n) \) with \( \|\hat{z}\|_A =
We then have

$$\text{Re} \langle q, G\hat{z} \rangle = \text{Re} \left( \langle q, G \sum_{\hat{b}_n \in \hat{S}} \hat{b}_n a(r_n) \rangle \right)$$

$$= \sum_{r_n \in S} \text{Re} \left( \hat{b}_n^* \langle q, G a(r_n) \rangle \right) + \sum_{r_n \in \hat{S} \setminus S} \text{Re} \left( \hat{b}_n^* \langle q, G a(r_n) \rangle \right)$$

$$< \sum_{r_n \in \hat{S}} |\hat{b}_n| + \sum_{r_n \in \hat{S} \setminus S} |\hat{b}_n|$$

$$= \|\hat{z}\|_A$$

where we used that $|Q(r)| < 1$ for $r \notin S$. This contradicts strong duality and implies that all optimal solutions must be supported on $S$. Since the set of atoms with $r_n \in S$ are linearly independent, it follows that the optimal solution is unique.