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Abstract

Let $K$ be a totally real field of dimension $g$ over $\mathbb{Q}$ and let $\mathcal{O}_K$ be its ring of integers. Consider the hermitian symmetric domain $\mathfrak{h}^g$ consisting of the cartesian product of $g$ copies of the Poincaré upper half-plane. The group $SL_2(K)$ acts naturally on $\mathfrak{h}^g$ by Möbius transformations. In this work, we make a detailed study of certain families of Eisenstein series $\{G(z, s)\}_{s \in \mathbb{C}}$ where $z \in \mathfrak{h}^g$ and $s \in \mathbb{C}$. The function $G(z, s)$ is real analytic in the variable $z \in \mathfrak{h}^g$ and holomorphic in the variable $s \in \mathbb{C}$. Moreover, it is modular in the variable $z$ with respect to a discrete subgroup of $SL_2(K)$ which is commensurable to $SL_2(\mathcal{O}_K)$. The construction of $G(z, s)$ consists in taking a sum over the direct sum of two lattices $m \oplus n \subseteq K^2$, where the general term of the defining summation is “twisted” simultaneously by a parameter matrix $U \in M_2(K)$ and by an integral quasi-character of $(K \otimes_{\mathbb{Q}} \mathbb{C})^\times$. The first main result of this work gives an analytic characterization of $G(z, s)$ in terms of the $\{[c; s]-\text{part-}G\}_{c \in \mathbb{F}_1(K)}$, where $[c; s]$-part-$G$ may be viewed as the non-square-integrable part of $[z \mapsto G(z, s)]$ in a neighborhood of the cusp $c$. The second main result provides an explicit description of the Fourier series expansion of $[z \mapsto G(z, s)]$ which leads to a proof of the meromorphic continuation of $[s \mapsto G(z, s)]$ to all of $\mathbb{C}$. The third main result gives two proofs of a functional equation which relates $G(z, s)$ to $G^*(z, 1 - s)$, where $G^*(z, s)$ is the “dual Eisenstein series” associated to $G(z, s)$. Finally, the fourth main result of this monograph, gives a new proof of the meromorphic continuation and of the functional equation of a class of partial zeta functions that had been studied previously by the author.
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1 Introduction

Let $K = \mathbb{Q}$ be the field of rational numbers. The symmetric space associated to the algebraic group $SL_2/\mathbb{Q}$ is $SL_2(\mathbb{R})/SO(2) \simeq \mathfrak{h}^+$, where $\mathfrak{h}^+ := \{x + iy \in \mathbb{C} : y > 0\}$ corresponds to the Poincaré upper half-plane. Let also $\mathfrak{h}^- := \{x + iy \in \mathbb{C} : y < 0\}$ denote the lower half-plane, and $\mathfrak{h}^\pm := \mathfrak{h} \cup \mathfrak{h}^-$ be the disjoint union of the upper and lower half-planes. The spaces $\mathfrak{h}$ and $\mathfrak{h}^-$ are isomorphic as real analytic manifolds through the complex conjugation. Note that $\mathfrak{h}^\pm \simeq GL_2(\mathbb{R})/SO(2)\mathbb{R} \times SO(2)\mathbb{R}$, where $SO(2)\mathbb{R} \times SO(2)\mathbb{R} = \{\gamma \in GL_2(\mathbb{R}) : \det(\gamma) > 0, \gamma i = i\}$. Therefore, one may interpret $SO(2)\mathbb{R} \times SO(2)\mathbb{R}$ as the “positive determinant stabilizer” of $i$ with respect to $GL_2(\mathbb{R})$. By analogy with the group $SL_2/\mathbb{Q}$, we call $\mathfrak{h}^\pm$ the $\pm$-symmetric space associated to $GL_2/\mathbb{Q}$. Note though, that it is not a symmetric space of $GL_2/\mathbb{Q}$ in the usual sense, since $SO(2)\mathbb{R} \times$ is not a finite index subgroup of $O(2)$ (a maximal compact subgroup of $GL_2(\mathbb{R})$). The (disconnected) space $\mathfrak{h}^\pm$ is equipped with the Poincaré metric $ds^2 = \frac{dx^2 + dy^2}{y^2}$, so in particular, it is a Riemannian space. The group $PSL_2(\mathbb{R}) = SL_2(\mathbb{R})/\{\pm I_2\}$ acts faithfully, properly discontinuously and isometrically on $\mathfrak{h}$ and $\mathfrak{h}^-$ by M"obius transformations. For $z \in \mathfrak{h}^\pm$ and $s \in \mathbb{C}$ with $\text{Re}(s) > 1$, the classical real analytic Eisenstein series associated to the discrete group $PSL_2(\mathbb{Z}) \leq PSL_2(\mathbb{R})$ is defined by

\[(1.1) \quad E(z,s) := \sum_{\Gamma_\infty \backslash PSL_2(\mathbb{Z})} |\text{Im}(\gamma z)|^s = \frac{1}{2} \sum_{(m,n) \in \mathbb{Z}^2 \atop \gcd(m,n) = 1} \frac{|y|^s}{|mz + n|^{2s}},\]

where $\Gamma_\infty := \text{Stab}_{PSL_2(\mathbb{Z})}(\infty) = \left\{ \pm \begin{pmatrix} 1 & n \\ 0 & 1 \end{pmatrix} : n \in \mathbb{Z} \right\}$ corresponds to the isotropy group of the cusp $\infty = \frac{1}{0}$ with respect to the discrete group $PSL_2(\mathbb{Z})$. Note that the function $E(z,s)$ is real analytic in $z \in \mathfrak{h}^\pm$, even though its defining series involves the absolute value of $y$, since the $y$ coordinate never crosses the real axis when $z$ varies inside $\mathfrak{h}^\pm$. If one thinks of an Eisenstein series as a function in $z$, the it is probably more accurate to
say that \( E(z, s) \) is a *family* of real analytic Eisenstein series of weight 0, where \( s \in \Pi_1 := \{ s \in \mathbb{C} : \text{Re}(s) > 1 \} \). Sometimes in order to emphasize this point of view we may use the suggestive notation \( \{ E(z, s) \}_{s \in \Pi} \).

Consider now the following *modified real analytic Eisenstein series*

\[
G(z, s) := \sum_{(0,0) \neq (m,n) \in \mathbb{Z}^2} \frac{|y|^s}{|mz+n|^{2s}},
\]

where \( z \in \mathfrak{h}^\pm \) and \( s \in \Pi_1 \). Using the fact that \( \mathbb{Z} \) is a unique factorization domain, it is straightforward to see that

\[
G(z, s) = 2\zeta(2s) \cdot E(z, s),
\]

where \( \zeta(s) \) corresponds to the Riemann zeta function. Note that, in comparison to \( E(z, s) \), the defining summation of the modified Eisenstein series \( G(z, s) \) goes over the *full punctured* lattice \( \mathbb{Z}^2 \setminus \{0,0\} \) rather than just the set of ordered pairs of coprime integers (i.e., the set of right cosets of \( \Gamma_\infty \setminus \text{PSL}_2(\mathbb{Z}) \)). The Eisenstein series constructed in this manuscript, when the totally real field \( K \) is equal to \( \mathbb{Q} \), may be viewed as a natural generalization of \( G(z, s) \).

Let us explain in what sense they generalize (1.2). Let \( U := \begin{pmatrix} u_1 & v_1 \\ u_2 & v_2 \end{pmatrix} \in M_2(\mathbb{Q}) \) be a *parameter matrix*, \( p, w \in \mathbb{Z} \) be *integral weights*, and \( m, n \subseteq \mathbb{Q} \) be a pair of two lattices (discrete \( \mathbb{Z} \)-modules of rank one). To each quadruple \( Q = ((m,n),U,p,w) \), the \( (\text{GL}_2/\mathbb{Q}) \)-Eisenstein series considered in this work can be defined explicitly as

\[
G_Q(z, s) = G^w_{(m,n)}(U,p;z,s) := \\
\sum_{(-v_1,-v_2) \neq (m,n) \in (m,n)} \omega_p((m+v_1)z+(n+v_2)) \cdot \frac{e^{2\pi i (u_1(m+v_1)+u_2(m+v_2))}}{((m+v_1)z+(n+v_2))^{2s} \cdot |y|^s},
\]

where \( z \in \mathfrak{h}^\pm \) and \( s \in \Pi_1 \). Note that the parameter \( w \) is associated to the *integral quasi-character* of \( \mathbb{C}^\times \) of weight \( w \): \( N^w : \mathbb{C}^\times \rightarrow \mathbb{C}^\times, z \mapsto z^w \); while the integer \( p \) is associated to the *integral unitary character* of \( \mathbb{C}^\times : \omega_p : \mathbb{C}^\times \rightarrow S^1, z \mapsto (\frac{z}{|z|})^p \). Also, the map \( (m,n) \mapsto e^{2\pi i u_1 m + u_2 n} \), for \( (m,n) \in (m,n) \), may be viewed as a finite order character of the abelian group \( m \oplus n \). Therefore, the general term of the summation (1.3) is twisted *simultaneously* by a finite order character of \( m \oplus n \) and by the “integral quasi-character” of \( (\mathbb{Q} \otimes \mathbb{Q}) \mathbb{C}^\times \simeq \mathbb{C}^\times \) given by \( z \mapsto \omega_p(z) N(z)^w \). Moreover, the quantity \( mz+n \) appears in the summation (1.3) after having been shifted, additively, by the quantity \( v_1 z + v_2 \).

When \( m = n = \mathbb{Z} \), \( U = \begin{pmatrix} u_1 & v_1 \\ u_2 & v_2 \end{pmatrix} \in M_2(\mathbb{Q}) \), \( p = 0 \) and \( w = 0 \), the Eisenstein series in (1.3) appears in equation (2) on p. 622 of [15] (see also [16] and [35]). More precisely, for \( z = x + iy \in \mathfrak{h}^\pm \) fixed, it corresponds to the Epstein zeta function of degree 2 associated to the positive definite quadratic form \( (m,n) \mapsto Q_z(m,n) := |y|^{-1} |mz+n|^2 \) with characteristics \( \begin{vmatrix} v_1 & v_2 \\ u_1 & u_2 \end{vmatrix} \). Let us explain in more details the origin of this equivalence. Recall
that an Epstein zeta function of degree \( r \) and characteristics \( \begin{vmatrix} u \\ v \end{vmatrix} \) \( (u, v \in \mathbb{R}^r) \) associated to a symmetric positive definite \( r \) matrix \( Q \), is defined as

\[
Z_r \begin{vmatrix} u \\ v \end{vmatrix} (Q, s) := \sum_{m \in \mathbb{Z}^r \setminus \{(0, \ldots, 0)\}} e^{2\pi i mu} / Q[m + v]^s.
\]

Here \( s \) is a complex number with \( \text{Re}(s) > \frac{r}{2} \), the element \( m \in \mathbb{Z}^r \) is viewed as a row vector and \( Q[m] := mQm^t \), where \( m^t \) corresponds to the transpose of \( m \). Note that the function \([Q \mapsto Z_r \begin{vmatrix} u \\ v \end{vmatrix} (Q, s)]\) may be viewed as a function on the usual symmetric space associated to \( GL_r(\mathbb{R}) \) which can be naturally identified with the space \( \text{SPD}_r(\mathbb{R}) := \{ Q \in M_r(\mathbb{R}) : Q \text{ is symmetric and positive definite} \} \).

Recall that for \( \gamma \in GL_r(\mathbb{R}) \) and \( Q \in \text{SPD}_r(\mathbb{R}) \) (resp. \( AO(r) \in GL_r(\mathbb{R})/O(r) \)) the left \( GL_r(\mathbb{R}) \)-action is given explicitly by \( Q \mapsto \gamma Q \gamma^t \) (resp. \( AO(r) \mapsto \gamma AO(r) \)). It is straightforward to check that the map \( \phi : \text{SPD}_r(\mathbb{R}) \to GL_r(\mathbb{R})/O(r), AA^t \to AO(r) \) is an isomorphism of left \( GL_r(\mathbb{R}) \)-homogeneous spaces.

In the special case where the characteristics \( u, v \in \mathbb{Q}^r \) are rationals, it follows directly from the definition of the Epstein zeta function that \([Q \mapsto Z_r \begin{vmatrix} u \\ v \end{vmatrix} (Q, s)]\) is modular of weight 0 with respect to a suitable discrete subgroup \( \Gamma_{v,u} \leq GL_r(\mathbb{Z}) \) which depends only on the class of the pair \((v, u)\) inside \( \mathbb{Q}^r/\mathbb{Z}^r \times \mathbb{Q}^r/\mathbb{Z}^r \). In particular, the restricted function \([Q \mapsto Z_r \begin{vmatrix} u \\ v \end{vmatrix} (Q, s)]\) is an example of a real analytic Eisenstein series (in the sense of [2]) on the symmetric space \( GL_r(\mathbb{R})/O(r) \). When \( r = 2 \), we have the sequence of maps

\[
\mathfrak{h} \xrightarrow{\psi} SL_2(\mathbb{R})/SO(2) \leq GL_2(\mathbb{R})/O(2) \xrightarrow{\phi^{-1}} \text{SPD}_2(\mathbb{R}),
\]

where \( \psi \) and \( \phi^{-1} \) are isomorphisms of left \( SL_2(\mathbb{R}) \)-homogeneous spaces. The map \( \psi \) is given explicitly by \( z = x + iy \mapsto \begin{pmatrix} |y|^{1/2} & x|y|^{-1/2} \\ 0 & |y|^{-1/2} \end{pmatrix} SO(2) \). Note that \( \phi^{-1} \circ \psi(z) \) is nothing else than the symmetric matrix associated to the quadratic form \( Q_z \). In particular, if we restrict \([Q \mapsto Z_r \begin{vmatrix} u \\ v \end{vmatrix} (Q, s)]\) to \( \mathfrak{h} \) via \( \phi^{-1} \circ \psi \), we readily see that it coincides with \( (1.3) \).

The main goal of this manuscript is a detailed study of \( (1.3) \) and its generalizations when one replaces the \( \mathbb{Q} \)-algebraic group \( GL_2(\mathbb{Q}) \) by the \( \mathbb{Q} \)-algebraic group \( \text{Res}_K^Q(GL_2) \), where \( K \) is an arbitrary totally real field. The generalization of \( (1.3) \), when \( K \) is an arbitrary totally real field, is given in Definition 2.9 of Section 2.2. It is formally equivalent to \( (1.3) \), except that one is required to “quotient the summation” by a certain finite index subgroup of \( \mathcal{O}_K^2 \), in order to insure the convergence of the series. Note that, when \( g = [K : \mathbb{Q}] > 1 \), the Eisenstein series in Definition 2.9 is no more equivalent to an Epstein zeta function. Instead, it should be viewed as a generalization of the real analytic Eisenstein
series studied by Asai in [1]. As the Eisenstein series in (1.3) for $GL_2$, our Eisenstein series for $Res^K_Q(GL_2)$ will depend on some additional data: a pair lattices $\mathbf{m,n} \subseteq K$, a parameter matrix $U \in M_2(K)$, an integral unitary weight $p \in \mathbb{Z}^g$, and a “parallel weight shift” $w \in \mathbb{Z}$. We view these Eisenstein series as functions $(z,s) \mapsto G_Q(z,s) = G^w_{\mathbf{m,n}}(U,p;z,s)$, where $(z,s) \in (\mathfrak{h}^\pm)^g \times \mathbb{C}$. We call $(z,s)$ the arguments of $G_Q(z,s)$, and the data $Q = ((\mathbf{m,n}),U,p,w)$, the parameters of $G_Q(z,s)$. Usually, we think of the parameters as being fixed. When the parameters $U,p$ and $w$ are trivial and $\mathbf{m} = \mathbf{n}$, we recover the Eisenstein series studied by Asai in [1]. Note though, that Asai did not restrict himself to totally real fields $K$, as we do in the present work; mainly in order to simplify the presentation. There is a technical aspect which we improve on [1]. Contrary to [1], we are not assuming that $K$ has class number one. Let us also explain a difference of points of view between the present work and [1]. Let $(\mathfrak{h}^\pm)^g \cong (GL_2(\mathbb{R})/SO(2)\mathbb{R}^g)^g$ be the $\pm$-symmetric space associated to $\mathcal{G} := Res^K_Q(GL_2)$. In [1], the author decides to work with the connected component $\mathfrak{h}^g$ which corresponds to the symmetric space associated to $\mathcal{G}_1 := Res^K_Q(SL_2)$. However, in this manuscript, we decided to work systematically with $(\mathfrak{h}^\pm)^g$. We would like to emphasize that the natural domain of definition of $G_Q(z,s)$, when viewed as a function in $z$, is really the disconnected space $(\mathfrak{h}^\pm)^g$ rather than the smaller connected space $\mathfrak{h}^g$. It is true though, that the space $(\mathfrak{h}^\pm)^g$ is a disjoint union of $2^g$ components, where each component is real analytically isomorphic to $\mathfrak{h}^g$. Based on this observation, it is possible to associate a collection of $2^g$ functions on $\mathfrak{h}^g$ to the function $[z \mapsto G_Q(z,s), z \in (\mathfrak{h}^\pm)^g]$. Note that the corresponding collection of functions is entirely determined by the restriction of $G_Q(z,s)$ to anyone of the $2^g$ connected components of $(\mathfrak{h}^\pm)^g$. The main advantage of working with $(\mathfrak{h}^\pm)^g$, rather than with $\mathfrak{h}^g$, is that it allows us to interpret the function $z \mapsto G_Q(z,s)$ as being modular with respect to an arithmetic subgroup of $GL_2(K)$, rather than an arithmetic subgroup of the smaller group $GL^+_2(K)$ (invertible matrices with a totally positive determinant). Moreover, when $z$ is allowed to be in $(\mathfrak{h}^\pm)^g$, the expression $G_Q(z,s)$ satisfies additional symmetries (e.g. symmetries induced from sign changes of the entries of $U$) which are not visible when $z$ is restricted to be in $\mathfrak{h}^g$.

This monograph is divided in 9 sections. Each of the section is divided in subsections. For the convenience of the reader, we also added, at the end of the paper, an appendix which contains some background material and various calculations that did not fit well in the main body of the text. Let us finish this introduction by giving a brief description of each section.

In Section 2.1 we introduce the notation and the necessary background that will be in effect for the rest of the work. In Section 2.2 we define the real analytic Eisenstein series. In Section 2.3 we present the four main results (A, B, C and D) of this work.

In Section 3.1 we introduce special hypergeometric functions and prove various formulas for them which are essential for the explicit computation of the non-zero Fourier series coefficients of $[x \mapsto G_Q(x + iy,s)]$. In Section 3.2 we discuss in details the analytic continuation of these special hypergeometric functions when their parameters vary in certain regions of the 3-dimensional complex space. In Section 3.3 we prove reflection formulas...
that are needed for the second proof of the functional equation of $G_{Q}(z, s)$.

In Section 4.1 we record, for the convenience of the reader, some general results about lattices in number fields that we could not easily find in the literature. Note that this section is largely independent of the rest of the work. In Section 4.2 we record classical results about the Fourier series of functions on the standard $g$-dimensional torus which are needed for the sequel. In Section 4.3 we introduce the monomial $P(\alpha, \beta; z)$. This monomial, is the building block of our Eisenstein series. We also introduce the $\text{Product Convention}$ which gives a precise meaning to the expression $P(\alpha, \beta; z)$ when some of the coordinates of $z$ are negative real numbers. In Section 4.4 we provide an explicit formula for the Fourier series expansion of the periodic function $[x \mapsto R_{\mathcal{L}}(\alpha, \beta; x + iy)]$, which can be viewed as the average of the monomial $P(\alpha, \beta; z)$ over the lattice $\mathcal{L}$.

In Section 5.1 we introduce various subgroups of $GL_{1}(K)$ and $GL_{2}(K)$ that naturally appear in the definition and in the study of $G_{Q}(z, s)$. We also present and prove their main properties. In Section 5.2 we choose to rewrite the Eisenstein series $G_{Q}(z, s) = G_{Q}^{w}(U, p; z, s)$ in terms of a bi-weight $[\alpha(s), \beta(s)] \in \mathbb{C} \times \mathbb{C}$ which depends on $p \in \mathbb{Z}$ and $s \in \mathbb{C}$. The auxiliary notation $G_{w}^{\alpha(s), \beta(s)}(U; z) := G_{Q}^{w}(U, p; z, s)$ is conducive to some subsequent calculations. In Section 5.3 we introduce the notion of modular forms of bi-weight $[\alpha, \beta]$. In Section 5.4 we prove various symmetries (in the arguments and in the parameters) of the expression $G_{Q}^{w}(U, p; z, s)$. In Section 5.5 we give the definition of the Fourier series expansion of a modular form of bi-weight $[\alpha, \beta]$ at a cusp $c \in \mathbb{P}^{1}(K)$. In Section 5.6 we give some standard upper bound for the function $(z, s) \mapsto G_{Q}^{0}(U, p; z, s)$ $(w = 0)$ when $\text{Re}(s) > 1$ and $z$ tends to a cusp.

In Section 6.1 we define Maaß graded operators and partial-graded Laplacians. In Section 6.1.1 we show that $[z \mapsto G_{0}^{0}(U, p; z, s)]$ is an eigenvector, with eigenvalue $s(1 - s)$, with respect to each of the partial-graded Laplacian. In Section 6.2 we introduce the Hilbert space $L^{2}(h; \Gamma; p)$ endowed with its Petersson inner product.

In Section 7.1 we give a qualitative description of the Fourier series coefficients of certain families of real analytic modular forms of integral unitary weight $p \in \mathbb{Z}$. In Section 7.2 we prove that such non-trivial families admit at least one non-zero Fourier coefficient. In Section 7.3 we show that certain cuspidal real analytic families of modular forms of integral unitary weight $p$ don’t exist. In Section 7.4 we provide an analytic characterization of certain real analytic families of modular forms, which include the family $\{G_{Q}^{0}(U, p; z, s)\}_{s \in \mathbb{C}}$ as a special case. In Section 7.5 we introduce the useful notation $[c; s]-\text{part-}G$ and $[c; 1 - s]-\text{part-}G$, whenever $c \in \mathbb{P}^{1}(K)$ is a cusp and $\{G(z, s)\}_{s \in \mathbb{C}}$ is a real analytic family of modular forms. Finally, in Section 7.6 we explain, under the assumption of a technical condition, how to write explicitly the real analytic Eisenstein series $G_{Q}^{0}(U, p; z, s)$ as a sum of classical real analytic Poincaré-Eisenstein series.

In Section 8.1 we compute the Fourier series expansion of $[z \mapsto G_{Q}^{w}(U, p; z, s)]$ at the cusp $\infty$ and write it as a sum of three main terms: $(T_{1} + T_{2} + T_{3})|N(y)|^{s}$. In Section
we prove the meromorphic continuation of \( s \mapsto G_{(m,n)}^w(U, p ; z, s) \). In Section 8.3 we compute the standard Fourier series expansion of the holomorphic Eisenstein series \( [z \mapsto G_{(m,n)}^w(U, 0 ; z, s)] \) when \( w \geq 3 \).

In Section 9.1 we define the completed Eisenstein series. In Section 9.2 we give two proofs of a functional equation which is satisfied by the completed Eisenstein series. In Section 9.3 we rewrite this functional equation in terms of the uncompleted Eisenstein series \( G_\mathcal{Q}(z, s) \). In Section 9.4, using an idea of Colmez, we explain how the calculation done in the second proof of Theorem 9.10 leads to a new proof of the meromorphic continuation and the functional equation of the partial zeta functions that were studied in [5]. In Section 9.5, we prove a functional equation for certain weighted sums of the (uncompleted) Eisenstein series \( G_{(m,n)}^w(U_i, p ; z, s) \)'s, where the parameters \( (p, w) \) are being fixed, and the pairs \((m_i, n_i), U_i)\)'s are allowed to vary. Moreover, when the parameter matrices \( U_i \)'s have a particular shape and the pair of lattices are diagonal pairs, we also explain how the previous weighted sums lead to sums of ray class invariant of \( K \) which also satisfy a functional equation.

In Appendix A.1, we present the main properties of partial zeta functions which are twisted simultaneously by a finite additive character of a lattice, and a (multiplicative) signature character of \( K^\times \). We also rewrite the functional equation proved in [5] in a different way which is needed for the Proof of Theorem 9.10. In Appendix A.2 we study a particular one-dimensional space of a linear system of ODEs of order 2 in \( g \)-variables. In Appendix A.3 we discuss some recurrence relations satisfied by the coefficients of the Taylor series expansion of \( [s \mapsto G_{(m,n)}^0(U, p ; z, s)] \) at \( s = 1 \). In Appendix A.4 we introduce some background material on the Riemannian symmetric space \( \mathfrak{h}^g \) and on the set of cusps associated to a subgroup \( \Gamma \leq (\text{SL}_2(\mathbb{R}))^g \) which is commensurable to \( \text{SL}_2(\mathcal{O}_K) \). We also introduce the notion of distance between a point \( z \in \mathfrak{h}^g \) and a cusp \( c \in \mathbb{P}^1(K) \). Finally, in Appendix A.5 we provide a proof of Proposition 5.44 by using the point-pair invariant kernel method due to Selberg.

2 Notation, background and statement of the main results

2.1 Notation and background

We would like first to introduce some notation that will be in effect for the whole monograph. Let \( K \) be a totally real field. If \( A \) is a \( \mathbb{Q} \)-algebra, we let \( K_A := K \otimes \mathbb{Q} A \). In particular, \( K_A \) has a natural structure of a left \( A \)-module given by \( a(x \otimes b) = x \otimes ab \) where \( x \in K \) and \( a, b \in A \). We may view \( \mathbb{C} \) as a \( \mathbb{Q} \)-algebra and, therefore, consider the \( \mathbb{C} \)-algebra \( K_\mathbb{C} = K \otimes \mathbb{Q} \mathbb{C} \). Let \( \{ \sigma_i \}_{i=1}^g \) be the set of real embeddings of \( K \) into \( \mathbb{R} \). If \( x \in K \), then \( x^{(i)} \) is taken to mean \( \sigma_i(x) \). We have a natural \( \mathbb{C} \)-algebra isomorphism \( \theta : K_\mathbb{C} \to \mathbb{C}^g \) given
on simple tensors by \( x \otimes w \mapsto (x^{(i)}w)_{i=1}^g \). Note that the isomorphism class of \( K_C \), as a \( \mathbb{C} \)-algebra, depends only on the degree \([K : \mathbb{Q}]\) and not on the field \( K \) itself. We endow \( K_C \) with the topology induced from \( \mathbb{C}^g \) via \( \theta \). We will always view \( K \) as a \( \mathbb{Q} \)-subalgebra of \( K_C \) via \( x \mapsto x \otimes 1 \). Notice that \( \theta|_{K_R} : K_R \rightarrow \mathbb{R}^g \) gives, in a similar way, an \( \mathbb{R} \)-algebra isomorphism such that \( K \) is a dense subset of \( K_R \). If \( w = u + iv \in \mathbb{C} \), then \( \overline{w} = u - iv \) denotes the complex conjugate. By convention, we use the symbol \( i := \sqrt{-1} \), whereas the symbol \( i \) will be used usually as an index. For \( z = (z_i)_{i=1}^g \in \mathbb{C}^g \), we let

(a) \( N(z) := \prod_{i=1}^g z_i \in \mathbb{C} \) (the norm of \( z \)),
(b) \( \text{Tr}(z) := \sum_{i=1}^g z_i \in \mathbb{C} \) (the trace of \( z \)),
(c) \( \text{Re}(z) := (\text{Re}(z_i))_{i=1}^g \in \mathbb{R}^g \) (the real part vector of \( z \)),
(d) \( \text{Im}(z) := (\text{Im}(z_i))_{i=1}^g \in \mathbb{R}^g \) (the imaginary part vector of \( z \)),
(e) \( |z| := (|z_1|, \ldots, |z_g|) \in \mathbb{R}^g \) (the absolute value vector of \( z \)).

From now on, we identify the \( \mathbb{C} \)-algebras \( K_C \) with \( \mathbb{C}^g \) through the isomorphism \( \theta \) without any further mention. Therefore, if \( z \in K_C \), then \( \text{Tr}(z), N(z), \text{Re}(z) \) and \( \text{Im}(z) \) are taken to mean \( \text{Tr}(\theta(z)), N(\theta(z)), \text{Re}(\theta(z)), \text{Im}(\theta(z)) \). Moreover, if \( z \in K_C \), then \( z_i \) is taken to mean \( \theta(z)_i \), the \( i \)-th coordinate of \( \theta(z) \). We note that if \( x \in K \subseteq K_C \), then \( \text{Tr}(x) \) and \( N(x) \) coincide with the usual definitions of the trace and the norm of an algebraic number. It is also convenient to introduce the following shorthand notation: for \( \alpha \in \mathbb{C}^g \) and \( z \in \mathbb{C}^g \), such that for all \( i, z_i \neq 0 \), we define

\[
\zeta^\alpha := \prod_{j=1}^g \zeta_j^{\alpha_j},
\]

where \( \zeta_j^{\alpha_j} := e^{\alpha_j \log \zeta_j} \). Here, \( \log \zeta_j \) is computed with respect to the principal branch of the logarithm, i.e., for \( w \in \mathbb{C} \setminus \{0\} \), \( \log w := \log |w| + i \arg(w) \) where \( -\pi < \arg(w) \leq \pi \). Note that the principal branch of the logarithm satisfies the rule

\[
(2.1) \quad \log w = \log \overline{w} + \chi_w,
\]

where \( \chi_w = 0 \), if \( w \notin \mathbb{R}_{<0} \) and \( \chi_w = -2\pi i \), if \( w \in \mathbb{R}_{<0} \). It follows that for \( w_1, w_2 \in \mathbb{C} \setminus \{0\} \) and \( \alpha \in \mathbb{C} \), that one has the rule

\[
(2.2) \quad \left(z_1 z_2\right)^\alpha z_1^{-\alpha} z_2^{-\alpha} = e^{\alpha(\arg(w_1 w_2) - \arg(w_1) - \arg(w_2))}.
\]

If \( h \in K \setminus \{0\} \) and \( \alpha \in \mathbb{C} \), then \( h^\alpha \) is taken to mean \( \theta(h)^\alpha \). We let \( 1 := (1, 1, \ldots, 1) \in \mathbb{C}^g \) and \( 0 := (0, 0, \ldots, 0) \in \mathbb{C}^g \). We also let \( e_j := (0, \ldots, 1, \ldots, 0) \), where we place 1 in the \( j \)-th coordinate and 0 elsewhere. Let us illustrate the notation introduced before with two examples. Let \( z = x + iy \in \mathbb{C}^g \), where \( x = \text{Re}(z), y = \text{Im}(z) \in \mathbb{R}^g \), and let \( s \in \mathbb{C} \). Then the notation above give us the two identities: \( |N(\text{Im}(z))|^s = |y|^{1-s} \) and \( |N(z)|^s = |z|^{1-s} \). Both of these identities will be used freely in the rest of the paper.
2.1.1 Quasi-characters of $K_C^\times$

We would like now to give some notation in order to handle quasi-characters of locally compact abelian groups. Let $G$ be a locally compact abelian group. A quasi-character $\chi$ of $G$ is defined as a continuous group homomorphism $\chi : G \to \mathbb{C}^\times$. A character $\chi$ of $G$ is defined as a quasi-character $\chi$ of $G$ such that $\text{im}(\chi) \subseteq S^1$, where $S^1$ corresponds to the unit circle. We define $\hat{G} := \text{Hom}_\text{cont}(G, \mathbb{C}^\times)$ to be the group of quasi-characters of $G$. We endow $\hat{G}$ with the compact-open topology. We also let $u\hat{G} := \{\chi \in \hat{G} : \text{im}(\chi) \subseteq \mathbb{R}_{>0}\}$, the group of positive quasi-characters of $G$. From the topological group isomorphism $\mathbb{C}^\times \to S^1 \times \mathbb{R}_{>0}$, it follows that every quasi-character $\chi \in \hat{G}$ can be written uniquely as $\chi = \omega \cdot \eta$, where $\omega \in u\hat{G}$ and $\eta \in u\hat{P}$. For example, if $G = \mathbb{C}^\times$, then $u\hat{\mathbb{C}^\times} \simeq \mathbb{Z} \times \mathbb{R}$ and $u\hat{\mathbb{C}^\times} \simeq \mathbb{R}_{>0}$. In particular, $u\hat{\mathbb{C}^\times} \simeq \mathbb{R} \times \mathbb{R} \times \mathbb{R}$. In general, using the Pontryagin-van Kampen structure theorem for locally compact abelian groups (see Theorem 25 of [24]) it is not difficult to prove that $u\hat{G}$ is again a locally compact abelian group. Since the Pontryagin dual $u\hat{G}$ is well-known to be locally compact, it follows that $\hat{G}$ is locally compact. For the whole paper, we should be mainly interested in the set of quasi-characters on $K_C^\times$ (a locally compact abelian group) which are invariant under the action of a given finite index subgroup $V^+$ of $O_K^\times$, where $O_K^\times$ denotes the group of totally positive units of $\mathcal{O}_K$. It is precisely this set of quasi-characters that can be used to construct real analytic Eisenstein series.

Since $K_C^\times$ is isomorphic to $(\mathbb{C}^\times)^g$, it follows that $\widehat{K_C^\times}$ is isomorphic, as a topological group, to $\mathbb{Z}^g \times \mathbb{R}^g \times \mathbb{R}^g$. Let us choose (arbitrarily) such a topological isomorphism $\varphi : \widehat{K_C^\times} \simeq \mathbb{Z}^g \times \mathbb{R}^g \times \mathbb{R}^g$.

**Definition 2.1.** We define $\mathfrak{X}_0 \leq \widehat{K_C^\times}$ to be the subgroup of quasi-characters corresponding to $\mathbb{Z}^g \times \{0\} \times \{0\}$ under the isomorphism $\varphi$.

Note that, the topological group $\mathfrak{X}_0$ is independent of $\varphi$ and that it depends only on the degree $[K : \mathbb{Q}] = g$ and not on $K$ itself. One has the following characterization of characters in $\mathfrak{X}_0$: if $\chi \in \widehat{K_C^\times}$, one may check that $\chi \in \mathfrak{X}_0$ if and only if, for all $\lambda \in (\mathbb{R}^\times)^g \subseteq K_C^\times$ and all $z \in K_C^\times$, $\chi(\lambda z) = \chi(z)$. It follows from the previous observation that all the quasi-characters in $\mathfrak{X}_0$ are unitary and, therefore, lie in fact in $u\hat{K_C^\times}$.

We choose to identify the integral lattice $\mathfrak{S} := \mathbb{Z}^g$ with the subgroup of characters $\mathfrak{X}_0$ by the explicit map $p \mapsto \omega_p$, given by

$$\omega_p : K_C^\times \to S^1$$

$$(z_i)_{i=1}^g \mapsto \prod_{i=1}^g \left( \frac{z_i}{|z_i|} \right)^{p_i}.$$
Definition 2.2. We call the set $\mathcal{S}$ the integral weight lattice associated to the $\mathbb{C}$-algebra $K_C$, and the elements of $\mathcal{S}$ are called integral weights. A character $\omega_p \in \mathcal{X}_0$ is called an integral unitary character of $K_C^\times$.

As before, we denote the trivial weight by $0 := (0,0,\ldots,0) \in \mathcal{S}$ and the unit weight by $1 := (1,1,\ldots,1) \in \mathcal{S}$.

Remark 2.3. Let $L/K$ be a totally imaginary quadratic extension over $K$, so $L$ is a CM field. Let $\Phi$ be a fixed CM type of $L$ and let $L \hookrightarrow K_C$ be the embedding obtained from $\Phi$. One may check that $\omega_p|L^\times$, for $p \neq 0$, corresponds to the infinite part of a non-trivial unitary character of type $A$ in the sense of Weil (see [38]). Moreover, $\omega_p^2 = \omega_{2p}$ becomes the infinite part of a non-trivial unitary character of type $A_0$.

2.1.2 The signature group and the space $K_C^\pm$

Let $x \in \mathbb{R}^\times$ and $\overline{p} \in \mathbb{Z}/2\mathbb{Z}$, we define

(1) $\text{sign}(x) = 1$ if $x > 0$, and $\text{sign}(x) = -1$ if $x < 0$,

(2) $\text{sg}(x) = \overline{0} \in \mathbb{Z}/2\mathbb{Z}$ if $x > 0$, and $\text{sg}(x) = \overline{1} \in \mathbb{Z}/2\mathbb{Z}$ if $x < 0$,

(3) $[\overline{p}] = 0 \in \mathbb{Z}$ if $\overline{p} = \overline{0}$, and $[\overline{p}] = 1 \in \mathbb{Z}$ if $\overline{p} = \overline{1}$.

Definition 2.4. The signature group associated to the $\mathbb{R}$-algebra $K_{\mathbb{R}}$ is defined to be the set $\overline{\mathcal{S}} := (\mathbb{Z}/2\mathbb{Z})^g$. Elements of $\overline{\mathcal{S}}$ are called signatures, or signature elements.

We let $\overline{0} := (\overline{0},\overline{0},\ldots,\overline{0}) \in \overline{\mathcal{S}}$ be the zero signature and $\overline{1} = (\overline{1},\overline{1},\ldots,\overline{1}) \in \overline{\mathcal{S}}$ be the unit signature. We define the function

$$\text{sg} : (\mathbb{R}^\times)^g \to \overline{\mathcal{S}}$$

by $\text{sg}(x) = \overline{p} \in \overline{\mathcal{S}}$ where $\overline{p}$ is such that $\text{sign}(x_i) = (-1)^{|\overline{p}_i|}$ for all $i \in \{1,\ldots,g\}$. Note that, when $g = 1$, the function $\text{sg}$ defined above agrees with our previous definition of the function $\text{sg}$ on $\mathbb{R}^\times$. An element $x \in (\mathbb{R}^\times)^g$, which satisfies $\text{sg}(x) = \overline{p}$, is said to have the signature $\overline{p}$. Since $K_{\mathbb{C}}^\times \subseteq (\mathbb{R}^\times)^g \subseteq K_{\mathbb{R}}^\times$, we may restrict the function $\text{sg}$ to $K_{\mathbb{R}}^\times$. As usual, an element $x \in (\mathbb{R}^\times)^g$ with signature $\overline{0}$ is said to be totally positive. Sometimes, we may also use the more conventional notation $x \gg 0$ to denote that $x$ is totally positive.

Definition 2.5. A group homomorphism $\omega : K_{\mathbb{R}}^\times \to \{\pm 1\}$ is called a sign character of $K_{\mathbb{R}}^\times$.

Note that the sign characters of $K_{\mathbb{R}}^\times$ are automatically continuous. For each embedding $\sigma_i$ of $K$, the map $s_i : K^\times \to \{\pm 1\}$, where $s_i(x) := \text{sign}(\sigma_i(x))$, is an example of a sign character. A sign character $\omega$ is completely determined by its restriction to $K_{\mathbb{R}}^\times$. In particular, we have $\omega|_{K_{\mathbb{R}}^\times} = \prod_{i=1}^g s_i(\overline{p})^{|\overline{p}_i|}$ for a unique signature $\overline{p} = (\overline{p}_i)_{i=1}^g \in \overline{\mathcal{S}}$ which we call the signature of $\omega$. Moreover, every sign character $\omega$ of $K_{\mathbb{R}}^\times$ extends uniquely to a character of $K_{\mathbb{C}}^\times$ and, therefore, gives rise to an element in $\widehat{K}_{\mathbb{C}}^\times$. Let us choose arbitrarily a continuous group isomorphism $\psi : uK_{\mathbb{R}}^\times \to \{\pm 1\}^g \times \mathbb{R}^g$. 
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Definition 2.6. We define $\mathbb{F}_0$ as $\psi^{-1}(\{\pm 1\}^g \times \{0\}) \leq \hat{K}_R^\times$.

One may check that $\mathbb{F}_0$ is a subgroup of $\hat{K}_R^\times$ which is independent of the choice of $\psi$. We have a natural restriction map $\text{res} : K_C^\times \to K_R^\times$, $\omega_p \in \mathbb{F}_0 \mapsto \text{res}(\omega_p) := \omega_p|_{K_R^\times} = \omega_{\mathbb{F}} \in \mathbb{F}_0$. Here the map $p \mapsto \mathbb{F}$ corresponds to the natural projection $\mathbb{Z}^g \to (\mathbb{Z}/2\mathbb{Z})^g$. We note that $\omega_{\mathbb{F}}$ is the trivial sign character of $K_R^\times$, and that $\omega_{\mathbb{F}} = \text{sign} \circ N$ is the unit weight sign character of $K_R^\times$.

Let

$$K_C^\pm := \{z = (z_i)_{i=1}^g \in K_C : \text{for all } i, \text{Im}(z_i) \neq 0\} \subseteq K_C^\times.$$ 

Note that $K_C^\pm$ may be identified with $(h^\pm)^g$. For each $z \in K_C^\pm$, one may associate a signature element of $\mathcal{S}$ to the element $z$ in the following way: $z \mapsto \text{sg(Im}(z)) \in \mathcal{S}$. Using this observation, one may decompose the space $K_C^\pm$ as follows

$$K_C^\pm = \bigoplus_{\mathbb{F} \in \mathcal{S}} \mathfrak{h}_{\mathbb{F}}, \text{ where } \mathfrak{h}_{\mathbb{F}} := \{z \in K_C^\pm : \text{sg(Im}(z)) = \mathbb{F}\}.$$ 

In particular, the subset $K_C^\pm$ is an open set of $K_C^\times$ with $2^g$ components sharing the same boundary. More precisely, for each $\mathbb{F} \in \mathcal{S}$, the boundary of $\mathfrak{h}_{\mathbb{F}}$ corresponds to $K_R = \mathbb{R}^g + 0 \in K_C$. Finally, note that the group $\mathcal{S}$ acts naturally on $K_C$ in the following way: for $\mathbb{F} \in \mathcal{S}$ and $z = (z_j)_{j=1}^g \in K_C$, we let, for $j \in \{1, \ldots, g\}$, $(z^\mathbb{F})_j := c_{\mathbb{F}}(z_j)$, where $c_{\mathbb{F}}$ denotes the complex conjugation in $\mathbb{C}$. Note that the subsets $K_R$ and $K_C^\pm$ are stable under the action of $\mathcal{S}$.

2.1.3 The sign character $\omega_{\mathbb{F}}$ as the limit value of $\omega_p$

Let $\mathbb{F} \in \mathcal{S}$ be a fixed signature element and let $q \in \mathcal{S}$ be such that $\mathbb{F} = \mathbb{F}$. We would like now to explain how the sign character $\omega_{\mathbb{F}}$ of $K_C^\times$ may be viewed as the limit value of the integral unitary character $\omega_q$ of $K_C^\times$, $z \in K_C^\pm$ tends to a point in $(\mathbb{R}^\times)^g \subseteq K_C$. Note that the sets $K_R$ and $K_C^\pm$, when viewed as subsets of $K_C$, are disjoint, and $K_R$ corresponds to the boundary of $K_C^\pm$. For $w \in \mathbb{C}\setminus \mathbb{R}_{\leq 0}$ and $n \in \mathbb{Z}$, we have

$$w^{n/2} \cdot (\overline{w})^{-n/2} = e^{n \frac{\text{arg}(w)}{2}} = \left(\frac{w}{|w|}\right)^n. \tag{2.3}$$

Note that the first equality in (2.3) does not necessarily hold true if $w \in \mathbb{R}_{\leq 0}$. Assume, now that $z = u + iv \in \mathbb{C}\setminus \mathbb{R} \cup i\mathbb{R}$. On may check that

$$\lim_{v \to 0} w^{n/2} (\overline{w})^{-n/2} = (\text{sign}(u))^{\mathbb{F}}. \tag{2.4}$$

Now let $z \in K_C^\pm$ be such that $\text{Re}(z) = u = (u_i)_{i=1}^g \in \mathbb{R}^g$ with $u_i \neq 0$ for all $i$. Let also $p \in \mathbb{Z}^g$. It follows from (2.4) that

$$\lim_{\text{Re}(z) = u, \text{Im}(z) \to 0} \frac{z^{g/2}z^{-q/2}}{\text{sg}(z)} = \omega_q(u) = \omega_{\mathbb{F}}(u). \tag{2.5}$$
The Eisenstein series $G(z, s)$ defined in Section 2.2 will be modular functions in the variable $z$ with respect to certain discrete subgroups of $GL_2(K)$ which are commensurable to $GL_2(O_K)$. In order to formulate precisely their modularity behavior, we introduce in this section some standard notations related to arithmetic subgroups and automorphic factors. All of our arithmetic subgroups will be subgroups of the $\mathbb{R}$-points of the $\mathbb{Q}$-algebraic group $\mathcal{G} := (\text{Res}_K GL_2)$. We let $\mathcal{G}^0$ denote the connected component of the identity of $\mathcal{G}$, $\mathcal{G}_1 := (\text{Res}_K SL_2)$ and $\mathcal{U}$ the maximal unipotent subgroup of $\mathcal{G}$ of upper triangular matrices. We have the topological group isomorphisms $\mathcal{G}(\mathbb{R}) \cong GL_2(\mathbb{R})^g$, $\mathcal{G}^0(\mathbb{R}) \cong GL_2^+(\mathbb{R})^g$, $\mathcal{G}_1(\mathbb{R}) \cong SL_2(\mathbb{R})^g$, $\mathcal{U}(\mathbb{R}) \cong \mathbb{R}^g$, and the obvious inclusions $\mathcal{U}(\mathbb{R}) \subseteq \mathcal{G}_1(\mathbb{R}) \subseteq \mathcal{G}^0(\mathbb{R}) \subseteq \mathcal{G}(\mathbb{R})$. The group $\mathcal{G}(\mathbb{R})$ (resp. $\mathcal{G}^0(\mathbb{R})$) acts on $K_C^\pm$ (resp. on $\mathfrak{p}$ for any $\mathfrak{p} \in \mathfrak{o}_K$) via Möbius transformations in the usual way: for $\gamma = (\gamma_j)_{j=1}^g \in \mathcal{G}(\mathbb{R})$ and $z = (z_j)_{j=1}^g \in K_C^\pm$ we let $\gamma z = (\gamma_j z_j)_{j=1}^g$. We also have a determinant vector map:

\[
\det : \mathcal{G}(\mathbb{R}) \to GL_1(\mathbb{R})^g
\]

\[
(\gamma_i)_i \mapsto (\det(\gamma_i))_i.
\]

We fix once and for all an embedding $\iota : K \hookrightarrow \mathbb{R}$. Therefore, we get an inclusion $GL_2(K) \subseteq \mathcal{G}(\mathbb{R})$. We also define

\[
GL_2^+(K) := \{ \gamma \in GL_2(K), \text{sg}(\det(\gamma)) = 0 \}.
\]

We note that the Möbius transformation induced by the matrix $\gamma \in GL_2(K)$ will permute the various components of $K_C^\pm$, according to the signature element $\text{sg}(\det(\gamma)) \in \mathfrak{o}_K$. For $z \in K_C^\pm$ and

\[
\gamma = (\gamma_i)_{i=1}^g = \left( \begin{array}{cc} a_i & b_i \\ c_i & d_i \end{array} \right)_{i=1}^g \in \mathcal{G}(\mathbb{R}),
\]

we define the automorphic factor

\[
j(\gamma, z) := (c_i z_i + d_i)_{i=1}^g \in K_C^\pm \leq K_C^\times.
\]

Unlike some authors, we decided not to put the factor $\det(\gamma_i)^{-1/2}$ in the $i$-th coordinate of $j(\gamma, z)$, mainly, in order to avoid choosing between one of the two square roots. The application $\gamma \mapsto [z \mapsto j(\gamma, z)]$ may be viewed as a 1-cocycle in $Z^1(\mathcal{G}(\mathbb{R}), \text{Maps}_{\text{cont}}(K_C^\pm, K_C^\times))$, where the set $\text{Maps}_{\text{cont}}(K_C^\pm, K_C^\times)$ is the set of $K_C^\pm$-valued continuous maps on $K_C^\times$, which is endowed with the following right action of $\mathcal{G}(\mathbb{R})$: for $f \in \text{Maps}_{\text{cont}}(K_C^\pm, K_C^\times)$ and $\gamma \in \mathcal{G}(\mathbb{R})$, $z \in K_C^\pm$, we let $f^\gamma(z) := f(\gamma z)$. In particular, we have the usual 1-cocycle identity

\[
j(\gamma_1 \gamma_2, z) = j(\gamma_1, \gamma_2 z) \cdot j(\gamma_2, z),
\]

for all $z \in K_C^\pm$ and $\gamma_1, \gamma_2 \in \mathcal{G}(\mathbb{R})$. 

2.1.4 Automorphic factors of the group $\mathcal{G}(\mathbb{R})$
2.1.5 Modular forms of unitary weight \( \{p; s\} \)

Let \( p \in \mathbb{Z}^g \) be fixed. We endow the \( \mathbb{C} \)-vector space \( \text{Maps}_{\text{cont}}(K_C^\pm, \mathbb{C}) \) (\( \mathbb{C} \)-valued continuous maps of \( K_C^\pm \)) with the following right \( \mathcal{G}(\mathbb{R}) \)-action: for \( f \in \text{Maps}_{\text{cont}}(K_C^\pm, \mathbb{C}), \gamma \in \mathcal{G}(\mathbb{R}), z \in K_C^\pm \) and \( s \in \mathbb{C} \) we set:

\[
(2.8) \quad f|_{\{p; s\}, \gamma} := \omega_p(j(\gamma, z))^{-1} \cdot |\det(\gamma)|^{-1 \cdot s} \cdot f(\gamma z).
\]

We call \( \{p; s\} \)-slash action.

**Definition 2.7.** Let \( \Gamma \leq \mathcal{G}(\mathbb{R}) \) be a subgroup and let \( f \in \text{Maps}_{\text{cont}}(K_C^\pm, \mathbb{C}) \). If for all \( \gamma \in \Gamma \) one has that \( f|_{\{p; s\}, \gamma} = f(z) \), we say that \( f \) has unitary weight \( \{p; s\} \) relative to the group \( \Gamma \).

The word unitary in the above definition refers to the first coordinate of \( \{p; s\} \) which corresponds to the integral unitary character \( \omega_p \) of \( K_C^\pm \). When the value \( s \) is clear from the context, we may sometimes say for simplicity that \( f(z) \) has unitary weight \( p \) (relative to \( \Gamma \)) rather than weight \( \{p; s\} \) (relative to \( \Gamma \)). If the subgroup \( \Gamma \) is chosen inside \( \mathcal{G}_1(\mathbb{R}) \), then the factor \( |\det(\gamma)|^{-\frac{3}{2} \cdot s} \equiv 1 \), where here the symbol \( \equiv \) means “identically equal to”. In this case, the presence of the \( s \) coordinate in the notation \( \{p; s\} \) is irrelevant and, for this reason, we simply write \( f|_{\{p\}, \gamma}(z) \). In Section 5.3 the more general notion of a modular function of bi-weight \( \{[\alpha, \beta]; \mu\} \) (relative to \( \Gamma \)) will be introduced.

2.2 Definition of a family of real analytic Eisenstein series

In this section, we introduce the class of \( GL_2 \)-real analytic Eisenstein series that will be studied in this monograph. We first introduce some auxiliary data on which these will depend. Let \( m, n \) be two lattices of \( K \) of maximal rank. In particular, \( m \) and \( n \) can be viewed as discrete free \( \mathbb{Z} \)-modules of rank \( g = [K : \mathbb{Q}] \) inside \( K_\mathbb{R} \). Let \( p = (p_i)_{i=1}^g \in \mathfrak{S} = \mathbb{Z}^g \) be an integral unitary weight and let

\[
U := \begin{pmatrix} u_1 & v_1 \\ u_2 & v_2 \end{pmatrix} \in M_2(K),
\]

be a matrix which we call the **parameter matrix**. Finally, let \( w \in \mathbb{Z} \) be an integer which we call the **holomorphic parallel weight shift**. Taking into account these auxiliary data, this paper aims to study in detail the Eisenstein series associated to every **standard quadruple** \( Q = (\{m, n\}, U, p, w) \). In order to define these Eisenstein series in a compact way, we need to introduce certain subsets that will be indexing the defining summation of \( G(z, s) \). Let

\[
\mathcal{V}^+ := \mathcal{V}_U^+(m, n) \quad \text{be the finite index subgroup of } \mathcal{O}_K^\times(\infty) \quad \text{which appears in Definition 5.12}.
\]

According to the definition of \( \mathcal{V}^+ \), for all \( (m, n) \in m \oplus n \) and all \( \epsilon \in \mathcal{V}_U^+(m, n) \), one has that

\[
(\epsilon(m + v_1), \epsilon(n + v_2)) \equiv (m + v_1, n + v_2) \quad \text{(mod } m \oplus n). \]

In particular, \( \mathcal{V}_U^+(m, n) \) leaves the set \( (m + v_1, n + v_2) \) stable under the diagonal action of \( \mathcal{V}^+ \).
Definition 2.8. We define $\mathcal{R}$ to be an arbitrarily chosen complete set of representatives of the set $(m + v_1, n + v_2) \backslash \{(0,0)\}$ under the diagonal action of $V^+$. For each representative $(m + v_1, n + v_2) \in \mathcal{R}$ we choose, arbitrarily, a matrix $\gamma_{m,n} := \begin{pmatrix} * & * \\ m + v_1 & n + v_2 \end{pmatrix} \in GL_2(K)$, and we let $\mathcal{T} := \{\gamma_{m,n} \in GL_2(K) : (m + v_1, n + v_2) \in \mathcal{R}\}$.

For $a \in \mathbb{R}$, we define the open right half-plane
\begin{equation}
\Pi_a := \{s \in \mathbb{C} : \text{Re}(s) > a\}.
\end{equation}

We are now ready to define the Eisenstein series.

Definition 2.9. Let $Q = ((m, n), U, p, w)$ be a standard quadruple. For $z \in K_C^\pm$ and $s \in \Pi_{1-\frac{\omega}{2}}$, we define
\begin{equation}
G_{(m,n)}^w(U, p ; z, s) := \sum_{\mathcal{R}} \omega_p((m + v_1)z + (n + v_2)) \cdot e^{2\pi i \text{Tr}(u_1(m+v_1)+u_2(n+v_2))} N((m + v_1)z + (n + v_2))^{w} \cdot |N((m + v_1)z + (n + v_2))|^{2s} \cdot |y|^{1-s}.
\end{equation}

To obtain the second equality from the first, we have used the identity
\[\text{Im}(\gamma z) = \det(\gamma) \cdot \frac{\text{Im}(z)}{|j(\gamma, z)|^2},\]
which is valid for all $z \in K_C^\pm$ and all $\gamma \in G(\mathbb{R})$.

Remark 2.10. The absolute convergence of the summation on the right-hand side of (2.10), when $s \in \Pi_{1-\frac{\omega}{2}}$, can be proved by comparing $G_{(m,n)}^w(U, p ; z, s)$ with a finite sum of classical real analytic Poincaré-Eisenstein series of weight 0. See Section 5.6 where this is explained in more details. In Theorem 5.11 of Section 5.6 we also give some precise growth estimates of $G_{(m,n)}^w(U, p ; z, s)$ when $s \in \Pi_{1-\frac{\omega}{2}}$ and $z$ tends to a cusp.

We claim that the definition of $G_{(m,n)}^w(U, p ; z, s)$ is independent of the chosen set of representatives $\mathcal{R}$ (or $\mathcal{T}$). In order to verify this assertion, it is enough to check that the general term of the summation is invariant under the diagonal action of $V^+ = V_U^+(m, n)$. This is indeed the case. First, note that the image of $V^+$ inside $(\mathbb{R}^\times)^g \subseteq K_C^\times$ gives rise to a lattice of rank $g - 1$. By definition, the integral unitary character $z \mapsto \omega_p(z)$ is invariant under $(\mathbb{R}^\times)^g$ and, therefore, a fortiori, invariant under $V^+$. Moreover, the quasi-character $z \mapsto N(z)^w|N(z)|^{2s}$ (for a fixed value of $s$) is obviously invariant under $V^+$. Finally, for any $\epsilon \in V^+$ and $(m, n) \in (m, n)$, it follows from the definition of $V^+$ that the absolute trace of the element
\begin{align}
\epsilon u_1(m + v_1) + \epsilon u_2(n + v_2) - u_1(m + v_1) + u_2(n + v_2) \\
= (\epsilon - 1)u_1v_1 + (\epsilon - 1)u_2v_2 + (\epsilon - 1)u_1m + (\epsilon - 1)u_2n,
\end{align}
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actually lies in \( \mathbb{Z} \). It, thus, follows that the right-hand side of the second equality of (2.10) is indeed independent of the set of representatives \( \mathcal{R} \).

**Remark 2.11.** On the right-hand side of the second equality of (2.10), the map \((m, n) \mapsto e^{2\pi i \text{Tr}(w_1 m + w_2 n)}\) is a finite order character of \( m \oplus n \); the map \( z \mapsto \omega_p(z) \) is an integral unitary character of \( K_C^\infty \); the map \( z \mapsto N(z)^w \) is an integral quasi-character of \( K_C^\infty \) in the sense of Section 2.2.1.

**Remark 2.12.** A priori, the series \( G_w^{(m,n)}(U,p;z,s) \) makes sense only when \( s \in \Pi_{1-2} \). However, in Section 9.1 (see Theorem 8.6), it will be shown that it admits a meromorphic continuation to all of \( \mathbb{C} \).

**Remark 2.13.** The Eisenstein series \( G_w^{(m,n)}(U,p;z,s) \) satisfies many symmetries with respect to the standard quadruple \( Q = ((m,n),U,p,w) \). In particular, up to a root of unity, it is possible to view \( G_w^{(m,n)}(U,p;z,s) \) as a function of the parameter matrix \( U \), when \( U \) varies in a certain subset of the torus matrix \( T_{m,n} \). See Section 5.4 for more details on that.

**Remark 2.14.** In general, if \( K \) is a number field with \( r_1 \) real embeddings and \( 2r_2 \) complex embeddings, one may associate the symmetric domain \( h^{r_1} \times h^{r_2}_{q} \) (no more hermitian if \( r_2 \geq 1 \)) to the \( \mathbb{Q} \)-algebraic group \( \text{Res}_{\mathbb{Q}}^K(\text{SL}_2) \). Here \( h_q \) stands for the quaternion upper half-space; see [1] for more details on that. It is possible to construct Eisenstein series (similar to the one constructed in this paper) on such symmetric domains based on our explicit approach. However, the author did not work out all the details. In [9], using a different approach, the meromorphic continuation of this larger class of Eisenstein series is proved.

### 2.2.1 \( \mathcal{V}^\infty \)-integral quasi-characters of \( K_C^\infty \)

In general, it is possible to twist the basic function

\[
|\det(\gamma_{m,n})|^{-\frac{1}{2}} \cdot |\text{Im}(\gamma_{m,n}z)|^{1-s}
\]

(for \( \gamma_{m,n} \in \mathcal{T} \)) which appears in the defining summation (2.10) of \( G_w^{(m,n)}(U,p;z,s) \), by a quasi-character \( \chi \in K_C^\infty \) of the form \( \chi(z) = \omega_p(z) \cdot N(z)^w \cdot \eta_m(z) \), where \( p \in \mathbb{Z}^g \), \( w \in \mathbb{Z} \) and \( m \in \mathbb{Z}^{g-1} \). Here, the character \( \eta_m(z) \) may be thought of as being induced by the infinite part of the restriction of a Hecke Größencharacter to the set of principal fractional ideals of \( K \). Following the presentation on p. 209 of [1], the character \( \eta_m(z) \) may be given explicitly by the formula

\[
\eta_m(z) = \prod_{j=1}^g |z_j|^{2\pi i \sum_{k=1}^{g-1} m_k e_j^{(k)}},
\]
where the \( e_j^{(k)} \) are given by
\[
\begin{pmatrix}
\frac{1}{g} & \frac{1}{g} & \ldots & \frac{1}{g} \\
e_1^{(1)} & e_2^{(1)} & \ldots & e_g^{(1)} \\
\vdots & \vdots & \ddots & \vdots \\
e_1^{(g-1)} & e_2^{(g-1)} & \ldots & e_g^{(g-1)}
\end{pmatrix} =
\begin{pmatrix}
1 & \log |\epsilon_1^{(1)}| & \ldots & \log |\epsilon_{g-1}^{(1)}| \\
1 & \log |\epsilon_1^{(2)}| & \ldots & \log |\epsilon_{g-1}^{(2)}| \\
\vdots & \vdots & \ddots & \vdots \\
1 & \log |\epsilon_1^{(g)}| & \ldots & \log |\epsilon_{g-1}^{(g)}|
\end{pmatrix}^{-1},
\]
and \( \{\epsilon_1, \ldots, \epsilon_{g-1}\} \) is a \( \mathbb{Z} \)-basis of \( \mathcal{V}^+ \subseteq K^\times \subseteq \hat{K}_\mathbb{C}^\times \). Note that the quasi-character \( \chi = \omega_p \cdot \mathbb{N}(z)^w \cdot \eta_m(z) \) may be viewed as an element \( (\hat{K}_\mathbb{C}^\times /\mathcal{V}^+) \).

**Definition 2.15.** We define
\[
\mathcal{X}_{\mathcal{V}^+} := \{ \omega_p \cdot \mathbb{N}^w \cdot \eta_m \in \hat{K}_\mathbb{C}^\times : p \in \mathbb{Z}^g, w \in \mathbb{Z}, m \in \mathbb{Z}^{g-1} \},
\]
and call the elements of \( \mathcal{X}_{\mathcal{V}^+} \), \( \mathcal{V}^+ \)-integral quasi-characters of \( K \).

Note that by definition, for all \( \mathcal{V}^+ \), we always have \( \mathcal{X}_0 \subseteq \mathcal{X}_{\mathcal{V}^+} \). One can show that there exists a topological group isomorphism
\[
\varphi : \mathbb{Z}^{2g-1} \times \mathbb{C} \longrightarrow (\hat{K}_\mathbb{C}^\times /\mathcal{V}^+),
\]
normalized so that \( s \mapsto \varphi((0, s)) = |\mathbb{N}(\omega)|^s \), for all \( s \in \mathbb{C} \). In particular, the group \( \mathcal{X}_{\mathcal{V}^+} \) may be viewed as a certain lattice of rank \( 2g \) inside \( (\hat{K}_\mathbb{C}^\times /\mathcal{V}^+) \simeq \mathbb{Z}^{2g-1} \times \mathbb{C} \).

Note that the map \( s \mapsto \varphi((0, s)) = |\mathbb{N}(\omega)|^s \), for \( s \in \mathbb{C} \), gives rise to a one (complex) dimensional family of quasi-characters of \( K_\mathbb{C}^\times /\mathcal{V}^+ \). Taking this point of view, we see that the basic function which appears in (2.13) can be rewritten as
\[
\det(\gamma_{m,n})^{-1-s} \cdot |\text{Im}(\gamma_{m,n} z)|^{1-s} = |\text{Im}(z)|^{1-s} \cdot |\mathbb{N}(j(\gamma_{m,n}, z))|^{-2s}.
\]
Looking at the identity (2.14), we thus see that the the Eisenstein series in (2.10) is equal to \( |\text{Im}(z)|^{1-s} \) times the average over the set \( \{ j(\gamma_{m,n}, z) \in K_\mathbb{C}^\times \}_{\gamma_{m,n} \in T} \) of the following continuous family of quasi-characters of \( K_\mathbb{C}^\times /\mathcal{V}^+ \):
\[
\{ \omega_p(\omega) \cdot \mathbb{N}^{-w}(\omega) \cdot |\mathbb{N}(\omega)|^{-2s} \}_{s \in \Pi_{U,p}^{-w}}.
\]
In the present work, we have only considered Eisenstein series twisted by the \( \mathcal{V}^+ \)-integral quasi-characters of the form \( \omega_p \cdot \mathbb{N}^w \). The reason behind this restriction is twofold. First, it simplifies some of the formulas which are already a bit involved. Second, our method of the proof of the meromorphic continuation of \( [s \mapsto G^w_{(m,n)}(U, p; z, s)] \) requires a priori the knowledge of the meromorphic continuation of the following zeta function (see Appendix A.1):
\[
Z_V(a, b, \omega_p, \mathbb{N}^w; s) := [O_K : V]^s \sum_{\mathfrak{a}+v \in \mathbb{R}} \omega_{\mathfrak{a}, \mathfrak{m}} \mathbb{N}^w(\mathfrak{a}+v) e^{2\pi i \text{Tr}_{K/\mathbb{Q}}(b(a+v))} \mathbb{N}_{K/\mathbb{Q}}(a+v)^{-s}.
\]
to all of \( \mathbb{C} \). Recall that series (2.15) converges absolutely only when \( s \in \Pi_{1+w} \). In [5], partial zeta functions (twisted by characters of \( X_{V^+} \)) were constructed only for the characters in \( X_0 \) (i.e., the \( \omega_p \)'s) rather than the more general class of quasi-characters in \( X_{V^+} \). It is likely to assume that the technique used in [5] can also be used to handle such quasi-characters, although, the author did not check all the details. Note here that the presence of the quasi-character \( N^w \) creates no additional difficulty, since it simply involves a shift in the arguments of \( s \) as the following formula indicates:

\[
Z_V(a, b; \omega_p \eta_m N^w; s) = Z_V(a, b; \omega_p + w \cdot BD \eta_m; s - w).
\]

Remark 2.16. In [9], a different method (based on ideas of Colin de Verdière) is used to show the meromorphic continuation of Eisenstein series twisted by any quasi-character in \( X_{V^+} \) and, in the same paper, it is explained how this meromorphic continuation also leads to the meromorphic continuation and functional equation of the corresponding partial zeta functions.

Remark 2.17. Using an idea of Colmez, we explain in Section 9.4 how the explicit determination of the non-constant Fourier series coefficients \( (a_\xi(y, s))_{\xi \in L^* \{0\}} \) of \( [z \mapsto G^w_{(m,n)}(U; p; z, s)] \) is enough to prove, a posteriori, the meromorphic continuation and the functional equation of \( [s \mapsto Z_V(a, b; \omega_p; s)] \). We also expect this approach to generalize to all quasi-characters in \( X_{V^+} \).

### 2.2.2 Transformation formula of Eisenstein series under Möbius transformations

We would like now to describe the transformation formula under which the Eisenstein series goes under a Möbius transformation of \( GL_2(K) \). In order to simplify the presentation we will assume that \( w = 0 \). Under this assumption, not much is lost in virtue of the following identity:

\[
G^w_{(m,n)}(U; p; z, s) = \frac{G^0_{(m,n)}(U, p - w \cdot \mathbb{1}; z, s + \frac{w}{z})}{|y|^{\frac{w}{2}}}.
\]

In order to treat in a satisfactory way the case when \( w \neq 0 \), it is preferable (but not essential) to introduce the more general notion of modular forms of bi-weight \( [\alpha, \beta] \), where \( \alpha, \beta \in \mathbb{C}^g \) are weights subjected to the condition \( \alpha - \beta \in \mathbb{Z}^g \). Here the weight \( \alpha \) corresponds to the holomorphic weight (i.e., for the variable \( z \)) and \( \beta \) to the anti-holomorphic weight (i.e., for the variable \( \bar{z} \)). This is accomplished in Section 5.3.

It is proved in Proposition 5.23 that the function \([z \mapsto G^0_{(m,n)}(U, p; z, s)]\) satisfies the following transformation formula:

\[
G^0_{(m,n)}|_{\{-p, s\}, \gamma} (U, p; z, s) = f_{\gamma} \cdot G^0_{(m,n)\gamma}(U^\gamma, p, z, s),
\]

for all \( \gamma \in GL_2(K) \) and \( z \in K_+^\times \). The map \((m, n) \mapsto (m, n)\gamma\) corresponds to the natural right action of \( GL_2(K) \) on row vectors. However, the map \( U \mapsto U^\gamma \) corresponds to the
right action which appears in Definition 5.14 (this right action does not correspond to the right matrix multiplication of $U$ by $\gamma$). We call it the upper right action. The quantity $f_{\gamma}$ is a positive rational number which depends only on $U$, $\gamma$ and $(m, n)$ (see Definition 5.16 and (5.11)).

From the transformation formula (2.17), it is reasonable to expect that the function

$$[z \mapsto G^0_{(m,n)}(U, p; z, s)],$$

is a modular with respect to a suitable subgroup of $GL_2(K)$. This is indeed the case. One may show that there exists a discrete subgroup $\Gamma_U(m, n) \leq GL_2(K) \leq G(\mathbb{R})$ (see Definition 5.14), such that for all $\gamma \in \Gamma_U(m, n)$

$$G^0_{(m,n)} \big|_{-p;s}, \gamma (U, p; z, s) = \zeta_\gamma \cdot G^0_{(m,n)}(U, p; z, s),$$

(2.18)

where $\zeta_\gamma$ is some explicit root of unity. The proof of (2.18) is a consequence of Proposition 5.33. In order to get rid of this root of unity $\zeta_\gamma$, one needs to restrict the slash action $\big|_{(p:s), \gamma}$ to a smaller subgroup of $\Gamma_U(m, n)$.

For the rest of the introduction, let us assume that $U \in \frac{1}{N} \begin{pmatrix} m^* & m \\ n^* & n \end{pmatrix}$ for some $N \in \mathbb{Z}_{\geq 1}$. We let $\Gamma_U(m, n; N) \leq \Gamma_U(m, n)$ be the discrete subgroup appearing in Definition 5.14. Again, it follows from Proposition 5.33 that for all $\gamma \in \Gamma_U(m, n; N)$, one has that

$$G^0_{(m,n)} \big|_{-p;s}, \gamma (U, p; z, s) = G^0_{(m,n)}(U, p; z, s).$$

(2.19)

Therefore, the functions $[z \mapsto G^0_{(m,n)}(U, p; z, s)]$ may be viewed as a real analytic modular form of unitary weight $\{-p; s\}$ relative to the discrete group $\Gamma_U(m, n; N)$.

**Remark 2.18.** Suppose that there exists $\epsilon \in \mathcal{U}_U(m, n) \leq \mathcal{O}_K^\times$ (see Definition 5.12; the units in $\mathcal{U}_U(m, n)$ are no more required to be totally positive) such that $\omega_{\bar{\mathcal{P}}} N(\epsilon)^k = -1$.

Considering the matrix $\begin{pmatrix} \epsilon & 0 \\ 0 & 1 \end{pmatrix}$, one may deduce from (2.19), that $G^0_{(m,n)}(U, p; z, s)$ is identically equal to 0 (cf. Remark A.1). It is therefore important to assume that no such unit exists in order to avoid working with the zero function. The author does not know if the non-existence of such units automatically implies that $[(z, s) \mapsto G^0_{(m,n)}(U, p; z, s)] \not\equiv 0$.

### 2.2.3 Eisenstein series as ($I'$, $I''$)-fold differential forms

In this section, we would like to give a “differential form interpretation” of the Eisenstein series $[z \mapsto G^0_{(m,n)}(U, p; z, s)]$ when the weight $p$ is even. First, note that the natural image of $\Gamma := \Gamma_U(m, n; N)$ inside $PGL_2(K) \leq PGL_2(\mathbb{R})$, which we denote by $\bar{\Gamma}$, is a discrete subgroup which acts *faithfully* and *properly discontinuously* on $K_C^{\pm}$ (see Appendix A.4). In particular, the quotient space $K_C^{\pm} / \bar{\Gamma}$ is an orbifold. Note that the orbifold $K_C^{\pm} / \bar{\Gamma}$ will be connected if and only if $\text{sg}(\text{det}(\Gamma)) = \overline{\mathcal{S}}$. Now, let $\Gamma_1 := \Gamma \cap G_1(\mathbb{R})$ and denote by $\bar{\Gamma}_1$ the
image of $\Gamma_1$ inside $PSL_2(\mathbb{R})^g$. The group $\Gamma_1$ acts faithfully and properly discontinuously on the connected component $\mathfrak{h}^0 = \mathfrak{h}^g$ of $K_1^\pm$. For $p = (p_j)_{j=1}^g \in \mathbb{Z}^g$, we let $V(p; \Gamma_1)$ be the $\mathbb{C}$-vector space of all real analytic meromorphic functions on $\mathfrak{h}^g$ which satisfy the formula (2.8) under all $\gamma \in \Gamma_1$, i.e., modular forms of unitary weight $p$.

In this section we present the four main results of this manuscript.

2.3 Main results

functor on $\mathfrak{h}^\gamma$ and $\mathfrak{h}^\gamma$ the following “real analytic $(I', I'')$-fold form on $\mathfrak{h}^p$:

$$\eta(z) := f(z) \cdot \left( \bigotimes_{i \in I'} \left( \frac{dz_i}{y_i} \right) \otimes p_i \right) \cdot \left( \bigotimes_{i \in I''} \left( \frac{dz_i}{y_i} \right) \otimes p_i \right).$$

Such expressions may be viewed as elements of $\text{Sym}^*_C(A^1(\mathfrak{h}^g), \mathbb{C})$, where $A^1(\mathfrak{h}^g, \mathbb{C})$ denotes the smooth differential 1-forms on $\mathfrak{h}^g$ and $\text{Sym}^*_C$ corresponds to the symmetric algebra functor on $\mathbb{C}$-vector spaces. For each coordinate $z_i = x_i + iy_i$ of $z \in \mathfrak{h}^g$ and $\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \mathcal{G}_1(\mathbb{R})$, one has the transformation formula

$$(2.20) \quad \frac{d(\gamma z_i)}{\text{Im}(\gamma z_i)} = \frac{|cz_i + d|^2}{(cz_i + d)^2} \cdot \frac{dz_i}{\text{Im}(z_i)}.$$ 

From (2.20), it follows that $\eta(z)$ descends to a differential form on the orbifold $Y_{\Gamma_1} := \mathfrak{h}^g/\Gamma_1$, if and only if $f(z)$ lies in the vector space $V(\Gamma_1, \mathfrak{h}^g)$. So, in general, it is only when the weight $p$ is even (i.e., $p \in (2\mathbb{Z})^g$) that $[z \mapsto G^0_{(m,n)}(U, p; z, s)]$ may be thought of as $(I', I'')$-fold differential forms on $Y_{\Gamma_1}$.

2.3 Main results

In this section we present the four main results of this manuscript.

A. Our first main result is Theorem 7.6 which provides an analytic characterization of certain real analytic families $\{G(z, s)\}_{s \in \Pi_1}$ of modular forms of a fixed integral unitary weight $p \in \mathbb{Z}^g$. Since the statement of the theorem is itself a bit technical, let us just mention that functions $\{G(z, s)\}_{s \in \Pi_1}$ are required to satisfy essentially two properties:

(1) they must be eigenvectors with respect to the partial-graded Laplacians associated to $p$ (see Section 6.1),

(2) they must satisfy some growth conditions at the cusps.

B. The second main result of this work is the explicit computation of the Fourier series expansion of $[z \mapsto G^0_{(m,n)}(U, p; z, s)]$ at the cusp $\infty := \frac{1}{0}$ (Theorem 8.1) and a proof of the meromorphic continuation of $[s \mapsto G^0_{(m,n)}(U, p; z, s)]$ (Theorem 8.6). For the precise meaning of the Fourier series expansion at a cusp $c \in \mathbb{P}^1(K)$ we refer the reader to Section
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The non-constant Fourier coefficients of $G_{(m,n)}^0(U, p; z, s)$ can be written in terms of the Tricomi’s confluent hypergeometric function (see equations (3.5) and (3.8) for the precise definitions) that was considered in [34]. On the other hand, the constant term of the Fourier series expansion of $G_{(m,n)}^0(U, p; z, s)$, at the cusp $\infty$, can be written in terms of a special class of zeta functions associated to $K$ that was studied in [5] and [6]. Let $\overline{p} := p \pmod{2} \in \overline{\mathbb{C}} = (\mathbb{Z}/2\mathbb{Z})^g$. For a lattice $n \subseteq K$, $u, v \in K$ and $s \in \mathbb{C}$ with $\text{Re}(s) > 1$, we define the partial zeta function

$$Z_n(u, v; \omega_{\overline{p}}; s) := [\mathcal{O}_K : n]^s \sum_{\{0 \neq (n+u) \in (n+u)/V_{u,v,n}^+\}} \omega_{\overline{p}}(n + u) e^{2\pi i \text{Tr}(v(n+u))} |N_{K/Q}(n + u)|^s,$$

and, its associated normalized zeta function,

$$\tilde{Z}_n(u, v, \omega_{\overline{p}}; s) := \frac{Z_n(u, v; \omega_{\overline{p}}; s)}{[\mathcal{O}_K : n]^s},$$

where $V_{u,v,n}^+$ is the finite index subgroup of $\mathcal{O}_K^\times(\infty)$ which appears in Definition 5.9. We would like to emphasize that function $[s \mapsto \tilde{Z}_n(u, v, \omega_{\overline{p}}; s)]$ could be identically equal to zero. See Remark A.1 for an example where such a vanishing happens.

The constant term of the Fourier series expansion of $G_{(m,n)}^0(U, p; z, s)$ at the cusp $\infty$ is given explicitly by the formula

$$(2.21) \quad e_1 \cdot \delta_m(v_1) \cdot \tilde{Z}_n(v_2, u_2, \omega_{\overline{p}}; 2s) \cdot |y|^{1-s} + e_2 \cdot \delta_{n^*}(u_2) \cdot \theta_0 \cdot 2g(1-2s) \cdot \varphi_p(1-s) \cdot \psi_p(s) \cdot \tilde{Z}_m(v_1, u_1, \omega_{\overline{p}}; 2s-1) \cdot |y|^{2(1-s)},$$

where

1. $\varphi_p(s)$ and $\psi_p(s)$ are some explicit products involving the gamma function and the fourth root of unity $\sqrt{-1} = i$, (see Appendix A.1.3 for the definitions of $\varphi_p(s)$ and $\psi_p(s)$);

2. $\theta_0 = \theta_0((m, n), U, p; z) := \text{cov}(n)^{-1} e^{2\pi i \text{Tr}(u_2v_2)} \cdot (2\pi)^g \cdot i^{\text{Tr}(p)} \cdot (-1)^{\text{Tr}(sg(z)\overline{p})}$ is a constant,

3. $\delta_m(v_1) = 1$ if $v_1 \in m$ and 0 otherwise; and $\delta_{n^*}(u_2) = 1$ if $u_2 \in n^*$ and 0 otherwise.

4. The factors $e_1 := e_1((m, n), U)$ and $e_2 := e_2((m, n); U)$ are positive integers measuring the discrepancy between certain subgroups of units of $\mathcal{O}_K^\times(\infty)$ (see Definition 5.16).

The expression (2.21) is what we call the constant term of the Fourier series expansion of $G_{(m,n)}^0(U, p; z, s)$ at the cusp $\infty$ (relative to the arithmetic group $\Gamma_U(m, n)$). The reader should be careful here: the terminology “constant term” is a bit abusive, since it really depends on the variables $s$ and $\text{Im}(z)$. It is also convenient to define
(i) \( [\infty; s]\text{-part-} \mathcal{G}_{(m,n)}^0(U, p; z, s) := e_1 \cdot \delta_m(v_1) \cdot \tilde{Z}_n(v_2, u_2, \omega_p; 2s) \),

(ii) \( [\infty; 1 - s]\text{-part-} \mathcal{G}_{(m,n)}^0(U, p; z, s) :=

\[ e_2 \cdot \delta_n^* (u_2) \cdot \theta_0 \cdot 2^g (1 - 2s) \cdot \varphi_p (1 - s) \cdot \psi_p (s) \cdot \tilde{Z}_m(v_1, u_1, \omega_p; 2s - 1) \].

We would like to emphasize here that the function \( \psi_p (s) \) and \( \varphi_p (s) \) only depend on the weight parameter \( p \in \mathbb{Z}^g \) and not on the data \( U, m, n \). Moreover, the expression \( \psi_p (s) \) depends only on \( \overline{p} \in \mathfrak{S} \) rather than \( p \) itself. Therefore, it is legitimate to write \( \psi_{\overline{p}} (s) \). However, the function \( \varphi_p (s) \) really depends on \( p \) itself and not just on \( \overline{p} \). It follows from these observations, that the constant term of the Fourier series expansion of \( [z \mapsto \mathcal{G}_{(m,n)}^0(U, p; z, s)] \), up to the function \( \varphi_p (s) \), “only sees” the weight \( p \) modulo 2.

**Remark 2.19.** From (2.21), it follows from the definitions of \( \delta_m(v_1) \) and \( \delta_n^*(u_2) \) that the constant term of the Fourier series of \( \mathcal{G}_{(m,n)}^0(U, p; z, s) \) at the cusp \( \infty \) vanishes identically in the variables \( s \) and \( \text{Im}(z) \), if \( v_1 \notin m \) and \( u_2 \notin n^* \).

**Remark 2.20.** Let \( \overline{q} \in \mathfrak{S} \). If we replace \( z \) by \( z \overline{q} \) in (2.21), then the second term of (2.21) gets multiplied by \( (-1)^{\text{Tr}(\overline{q} \overline{p})} \). It follows from this observation that, up to the sign, the dependence of \( \theta_0 ((m, n), U, p; z) \) on \( z \) is only a dependence on \( \text{sg}(z) = \text{sg}(y) \).

Let \( u, v \in K^\times \). In Appendices A.1 and A.1.1 it is explained how a previous result of the author, proved in [5], implies that

\[
(2.22) \quad \tilde{Z}_n(u, v, \omega_p; s) = \text{cov}(n^*) \cdot e^{2\pi i \text{Tr}(q(uv))} \cdot \lambda_{\overline{p}}(1 - s) \cdot \tilde{Z}_n(-v, u, \omega_p, 1 - s),
\]

for some explicit function \( \lambda_{\overline{p}}(s) \), where \( \overline{p} \in \mathfrak{S} \). Note that since

\[
(2.23) \quad Z_n(-u, -v; \omega_p; s) = (-1)^{\text{Tr}(\overline{p})} \cdot Z_n(u, v; \omega_p; s),
\]

the functional equation (2.22) implies the symmetry

\[
(2.24) \quad \lambda_{\overline{p}}(1 - s) = (-1)^{\text{Tr}(\overline{p})} \lambda_{\overline{p}}(s)^{-1}.
\]

For an integral weight \( p \in \mathbb{Z}^g \), it is convenient to define \( \lambda_p (s) := \lambda_{\overline{p}}(s) \). It is explained in Appendix A.1.3 that the following relations hold true

(1.a) \( \varphi_p (1 - s) = (-1)^{\text{Tr}(p)} \cdot \varphi_p (s)^{-1} \),

(2.a) \( \varphi_{-p} (s) = \varphi_p (s) \),

(3.a) \( \psi_p (s) \cdot (2\pi)^{2g(1 - s)} = \lambda_p (2s - 1) \)

(4.a) \( \varphi_p (1 - s) \cdot \psi_p (s) = \prod_{j=1}^{g} \frac{\Gamma(2s - 1)}{\Gamma(s - p_j/2) \Gamma(s + p_j/2)} \).
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C. The third main result of this work (see Theorem 9.10 below) is a proof of a functional equation for the completed Eisenstein series \( \hat{G}_{m,n}^0(U, p; z, s) \) (see Section 9.1 for the precise definition). In order to state the functional equation, we need to introduce the “Cartan involution” \( * \) of the \( K \)-algebra \( M_2(K) \). For \( U = \begin{pmatrix} u_1 & v_1 \\ u_2 & v_2 \end{pmatrix} \in M_2(K) \), let

\[
(2.25) \quad \left( \begin{array}{cc} u_1 & v_1 \\ u_2 & v_2 \end{array} \right)^* \equiv \left( \begin{array}{cc} v_2 & -u_2 \\ -v_1 & u_1 \end{array} \right).
\]

The Cartan involution, satisfies some nice compatibilities properties with respect to the upper right action, see Proposition 5.8. For a matrix \( U = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(K) \), we also need to define

\[ \ell_U := u_1v_1 + u_2v_2. \]

Direct computations show that

1. \( \ell_{U^*} = -\ell_U \) and,
2. for all \( \gamma \in SL_2(K) \), \( \ell_{U^*} = \ell_U \).

We may now state the functional equation.

**Theorem 9.10** Let \( Q = ((m, n), U, p, 0) \) be a standard quadruple. Let

\[ \hat{G}_{(m,n)}^0(U, p; z, s) := C(\alpha(s), \beta(s); z) \cdot G_{(m,n)}^0(U, p; z, s), \]

be the completed Eisenstein series, where \( C(\alpha(s), \beta(s); z) \) is the “Euler factor at infinity” as defined in Section 9.1. Then

\[
(2.26) \quad \hat{G}_{(m,n)}^0(U, p; z, s) = (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(\ell_U)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot \hat{G}_{(n^*,m^*)}^0(U^*, p; 1 - s).
\]

**Remark 2.21.** According to the definition of the Euler factor, the dependence of \( C(\alpha(s), \beta(s); z) \) on the parameter \( z \) is only a dependence on \( y = \text{Im}(z) \) rather than on \( z \) itself.

**Remark 2.22.** The functional equation (2.26) may be viewed as a natural generalization of the functional equation, which appears in the work of Asai (see [1]), at least, in the case where \( K \) is totally real.

**Remark 2.23.** The reason for which we decided to formulate the functional equation in terms of the completed Eisenstein series \( \hat{G}_{(m,n)}^0(U, p; z, s) \) rather than the uncompleted one \( G_{(m,n)}^0(U, p; z, s) \), is mainly aesthetic. See Section 9.3, where we give a functional equation for the uncompleted Eisenstein series \( G_{(m,n)}^w(U, p; z, s) \), where \( w \) is not necessarily equal to 0.
For some applications of the functional equation (2.26), see [7] and [8]. Let us explain briefly the idea behind the two proofs of Theorem 9.10 which are given in Section 9.2. Both proofs have a common core which uses, in an essential way, the explicit description of the constant term of $\hat{G}_{m,n}^0(U, p; z, s)$. To simplify the notation, let

$$F(z, s) := \hat{G}_{m,n}^0(U, p; z, s) - (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(l_U)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot \hat{G}_{m,m^*}^0(U^*, p; z, 1 - s).$$

The functional equation is equivalent to show that $[(z, s) \mapsto F(z, s)] \equiv 0$. The first proof is based on the fact that $F(z, s)$ is square-integrable at all cusps. The proof of the square-integrability is accomplished by combining the explicit description of the $[\sigma; s]$-part-$\hat{G}_{m,n}^0(U, p; z, s)$, at all $\sigma \in \mathbb{P}^1(K)$, with the functional equation for partial zeta functions which was proved in [5]. Then, using our analytic characterization theorem (Theorem 7.6), one may conclude that $[(z, s) \mapsto F(z, s)] \equiv 0$. Our second proof is based on a direct calculation. In particular, the functional equation proved in [5] implies that $[\infty; s]$-part-$F(z, s)$ and $[\infty; 1 - s]$-part-$F(z, s)$ are identically equal to 0. Finally, the vanishing of the non-constant Fourier coefficients of $[z \mapsto F(z, s)]$, at the cusp $\infty$, relies essentially on some adroit calculations, and the Euler reflection type formulas proved in Section 3.3.

It is fair to say that our second proof of the analytic continuation of $[s \mapsto G_{m,n}^0(U, p; z, s)]$ and of Theorem 9.10 is classical and relies ultimately on brute force calculations. Though, one advantage of this very explicit approach is that it provides, in one stroke, a Kronecker limit formula for the function $G_{m,n}^0(U, p; z, s)$, i.e., an explicit description the constant term of the Taylor series development of $[s \mapsto G_{m,n}^0(U, p; z, s)]$ at $s = 1$, see [8]. It seems desirable to find a proof of the meromorphic continuation of $\hat{G}_{m,n}^0(U, p; z, s)$ and of its functional equation (2.26) which does not assume the following two facts:

(1) an a priori knowledge of the meromorphic continuation in $s$ of $[\infty; s]$-part-$G_{m,n}^0(U, p; z, s)$ and $[\infty; 1 - s]$-part-$G_{m,n}^0(U, p; z, s)$, and

(2) an explicit description of the non-constant Fourier series coefficients of $[z \mapsto G_{m,n}^0(U, p; z, s)].$

Such a proof is worked out in [9] and is essentially based on the ideas of Colin de Verdière introduced in [12]). In [9], the first step consists in proving the meromorphic continuation of $[s \mapsto G_{m,n}^0(U, p; z, s)]$ by applying the Fredholm analyticity theorem to a suitable family of compact operators obtained from a truncation of a graded Laplacian. In a second step, the functional equation (2.26) is deduced from the analytic characterization of $G_{m,n}^0(U, p; z, s)$ which is provided by Theorem 7.3 of this monograph. Furthermore, it is also explained in [9] how this approach leads to a different proof of the functional equation (2.22) which was proved for the first time in [5].

D. Finally, using an idea of Colmez, we explain in Section 9.4 how the knowledge of (2) is sufficient to prove (1). In essence the idea is simple: From the explicit description of the non-zero Fourier coefficients $\{a_\xi(y, s)\}_{\xi \neq 0}$ of $[x \mapsto G_{m,n}^0(U, p; x + iy, s)]$, we know
that functions \([s \mapsto a_\xi(y, s)]\) must satisfy a certain functional equation. Then, using some linear algebra, one transfers this functional to the constant term \(a_0(y, s)\) which involves the partial zeta functions which we are interested in.

2.4 Relationships between \(G^w_{(m, n)}(U, p; z, s)\) with some \(GL_2\)-Eisenstein series appearing in the literature

We would like now to discuss briefly the relationships between the \(GL_2\)-Eisenstein series of this manuscript and the \(GL_2\)-Eisenstein series appearing in the literature. For \(w \geq 3\), one easily sees that

\[
F_w(U; z) := G^w_{(m, n)}(U, 0; z, s)|_{s=0},
\]

is a holomorphic Eisenstein series of parallel weight \(w\). The restriction \(w \geq 3\) (so that \(\frac{w}{2} > 1\)) is imposed so that the series, on the right-hand side of (2.27), converges absolutely (however see Remark 8.11 for the case \(w = 2\)). In Section 8.3, the Fourier series expansion of \([z \mapsto F_w(U; z)]\) is given. In the special case where the parameter matrix \(U\) has the form \(
\begin{pmatrix}
0 & v_1 \\
0 & v_2
\end{pmatrix}
\)
, the Eisenstein series \(F_w(U; z)\) are essentially the holomorphic Eisenstein constructed by Deligne and Ribet in [13], see p. 269. From the perspective of [13], the usefulness of these Eisenstein series comes from the fact that, for a finite sum of these (of possibly different weights), one may apply, under some assumptions, the so-called "\(q\)-expansion principle" in order to obtain non-trivial \(p\)-adic congruences for the constant term of its Fourier series at the various cusps. From these \(p\)-adic congruences, it is then possible to construct \(p\)-adic \(L\)-functions.

When \(p \in \mathbb{Z}^g\) and \(u_1 = u_2 = 0, w \in \mathbb{Z},\) and \(m = n = a_\mathfrak{r}\) the (uncompleted) real analytic Eisenstein series

\[
G^w_{(a_\mathfrak{r}, a_\mathfrak{r})}(U, 2p; z, \frac{z}{2}) = E_{w, p}(z, s; v_1, v_2; \mathfrak{r}, a),
\]

were considered by Shimura (see (2.2) of [31]). Here, \(\mathfrak{r} \subseteq K\) is a fractional ideal and \(a \subseteq K\) is an integral ideal. From the perspective of [31], the interest for such Eisenstein series comes from the fact that their special values, when \(s = 0\) and \(z \in \mathbb{h}^g\) is a CM point, are algebraic numbers multiplied by some transcendental period which depends only on \(k\) and \(p\) and not on the CM point \(z\) and the parameter matrix \(U\). As it is explained in [31], such a result may be used to show that special values of \(L\)-functions associated to a Grössencharacter \(\psi\) of type \(A_0\) (in the sense of Weil) are equal to an algebraic number times a period which depends only on the infinity type of \(\psi\).
3 Some formulas

In this section we introduce various functions which are required in order to write down explicit formulas for the non-zero Fourier coefficients of our Eisenstein series. It will also be important for us to study the meromorphic continuation of these functions on certain domains and also give some growth estimates when the parameters vary in certain regions.

Let $\alpha$ and $\beta$ be complex numbers and view $z = x + iy$ as a variable in $\mathfrak{h}^\pm$. We define the formal sum

$$f(\alpha, \beta; z) := \sum_{n \in \mathbb{Z}} (z + n)^{-\alpha}(\overline{z} + n)^{-\beta}, \quad (3.1)$$

When $\text{Re}(\alpha + \beta) > 1$, the sum above is absolutely convergent. Note that the continuous function $[x \mapsto f(\alpha, \beta; x + iy)]$ is invariant under translation by 1. Therefore, one may consider its Fourier series expansion, namely

$$\tilde{f}(\alpha, \beta; z) := \sum_{n \in \mathbb{Z}} \rho_n(y, \alpha, \beta)e^{2\pi inx}, \quad (3.2)$$

where the Fourier coefficients are given by the formulas

$$\rho_n(\alpha, \beta; y) = \int_0^1 f(\alpha, \beta; z)e^{-2\pi inx}dx = \int_{-\infty}^{\infty} z^{-\alpha}(\overline{z})^{-\beta}e^{-2\pi inx}dx. \quad (3.3)$$

The second equality is justified from the absolute convergence of $(3.1)$ which allows one to interchange the order of summation with the integral. We note that the integral in $(3.3)$ converges absolutely, since $\text{Re}(\alpha + \beta) > 1$. Because $x \mapsto f(\alpha, \beta, x + iy)$ is a real analytic function on the one-dimensional torus $\mathbb{R}/\mathbb{Z}$, we know, from (1) of Theorem 4.10 in Section 4.2 that the Fourier series $(3.2)$ converges absolutely, and that for all $z \in \mathfrak{h}^\pm$, $f(\alpha, \beta; z) = \tilde{f}(\alpha, \beta; z)$. In particular, the Fourier series computes the value of $f(\alpha, \beta; z)$. Moreover, from (3) of Theorem 4.10 we also know that there exists a positive constant $D \in \mathbb{R}_{>0}$ (depending on $y$), such that $|\rho_n(\alpha, \beta, y)| \leq e^{-D|n|}$ for all $n \in \mathbb{Z}$.

Following Shimura (see p. 84 of [32]), for $z = x + iy \in \mathfrak{h}^\pm$, $t \in \mathbb{R}$ and $\alpha, \beta \in \mathbb{C}$ with $\text{Re}(\alpha + \beta) > 1$, we define

$$\tau(\alpha, \beta; t, y) := \int_{-\infty}^{\infty} z^{-\alpha}(\overline{z})^{-\beta}e^{-2\pi itx}dx. \quad (3.4)$$

Note that this integral is absolutely convergent. Later on, a more precise inequality of the form $|\tau(\alpha, \beta; t, y)| \leq C_s|t|^{\text{Re}(\alpha)}+\text{Re}(\beta)-1}e^{-2\pi |ty|}$, as $|ty| \to \infty$ will be proved (see Proposition 3.15). The integral $(3.4)$ satisfies some obvious symmetries: For all $t, y, a \in \mathbb{R}^\times$, we have the following rules:
\[(i) \quad \tau(\alpha, \beta; t, -y) = \tau(\beta, \alpha; t, y)\]
\[(ii) \quad \bar{\tau}(\alpha, \beta; t, y) = \tau(\beta, \alpha; t, -y) \] (here the “bar” denotes the complex conjugation)
\[(iii) \quad \text{If } y \in \mathbb{R}^+ \text{ and } a > 0 \text{ then } \tau(\alpha, \beta; at, y) = |a|^\alpha |a|^\beta \tau(\alpha, \beta; t, ay).\]
\[(iv) \quad \text{If } y \in \mathbb{R}_{>0} \text{ and } a < 0 \text{ then } \tau(\alpha, \beta; at, y) = e^{\pi i (\beta - \alpha)} |a|^\alpha |a|^\beta \tau(\alpha, \beta; t, ay).\]
\[(v) \quad \text{If } y \in \mathbb{R}_{<0} \text{ and } a < 0 \text{ then } \tau(\alpha, \beta; at, y) = e^{\pi i (\alpha - \beta)} |a|^\alpha |a|^\beta \tau(\alpha, \beta; t, ay).\]

All the proofs of these formulas are straightforward. Let us just point out that the rules (iv) and (v) follow from the formulas (az)^\alpha = |a|^\alpha z^\alpha e^{-\alpha \pi i} \text{ when } z \in \mathfrak{h}^+, a \in \mathbb{R}_{>0}; \text{ and } (az)^\alpha = |a|^\alpha z^\alpha e^{\alpha \pi i} \text{ when } z \in \mathfrak{h}^-, a \in \mathbb{R}_{<0}. \text{ These last two formulas follow from the product rule} (2.2). \]

It will be important for us to give explicit formulas for \(\tau(\alpha, \beta; t, y)\) in the following two cases:

(a) \(\text{Re}(\alpha), \text{Re}(\beta) > 0 \text{ and } \text{Re}(\alpha + \beta) > 1.\)

(b) \(\alpha \in \mathbb{Z}_{\geq 2} \text{ and } \beta = 0 \text{ (from the rule (ii) one automatically obtains the formula for the case where } \beta \in \mathbb{Z}_{\geq 2} \text{ and } \alpha = 0).\)

\textbf{Remark 3.1}. Note that these two cases do not overlap, but (b) may be viewed as a limiting case of (a), as \(\beta \to 0^+ \text{ and } \alpha \in \mathbb{Z}_{\geq 2}.\) From the perspective of Eisenstein series, this later observation means that holomorphic Eisenstein series can be viewed as a limit (in the \(s\) variable) of real analytic Eisenstein series. Explicit formulas in the case (b) (see below) will be used in Section 8.3 to compute the Fourier coefficients of holomorphic Eisenstein series.

We first focus on obtaining explicit formulas for the case (a). Explicit formulas for the case (b) will be given in Proposition 3.16.

On page 366 of [34], Siegel introduced the \textit{confluent hypergeometric function} \(\sigma(y; \alpha, \beta),\) given by

\[
(3.5) \quad \sigma(y; \alpha, \beta) := \int_0^\infty (u + 1)^{\alpha-1} u^{\beta-1} e^{-yu} du,
\]

where \(y \in \mathbb{R}_{>0}, \text{Re}(\beta) > 0 \text{ and } \alpha \text{ is any complex number. This allowed Siegel to obtain an explicit formula for } \tau(\alpha, \beta; n, y) (n \in \mathbb{Z}) \text{ in terms of } \sigma(y; \alpha, \beta). \text{ On p. 84 of [32], Siegel states (without a proof) the following explicit formulas for the } \tau(\cdot, \cdot, \cdot, \cdot) \text{ in terms of the } \sigma(\cdot, \cdot, \cdot, \cdot) \text{ function.} \)
Lemma 3.2. Let $\alpha, \beta \in \mathbb{C}$ be such that $\text{Re}(\alpha) > 0, \text{Re}(\beta) > 0$ and $\text{Re}(\alpha + \beta) > 1$. Let $t \in \mathbb{R}$ and $y \in \mathbb{R}^\times$. Then we have:

$$
\tau(\alpha, \beta; t, y) = \begin{cases} 
(2\pi)^{\alpha+\beta} i^{\beta-\alpha} |t|^{\alpha+\beta-1} \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} e^{-2\pi |ty|} \sigma(4\pi |ty|; \alpha, \beta) & \text{if } y > 0, t > 0, \\
(2\pi)^{\alpha+\beta} i^{\beta-\alpha} |t|^{\alpha+\beta-1} \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} e^{-2\pi |ty|} \sigma(4\pi |ty|; \beta, \alpha) & \text{if } y < 0, t > 0, \\
(2\pi)^{\alpha+\beta} i^{\beta-\alpha} |t|^{\alpha+\beta-1} \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} e^{-2\pi |ty|} \sigma(4\pi |ty|; \beta, \alpha) & \text{if } y > 0, t < 0, \\
(2\pi)^{\alpha+\beta} i^{\beta-\alpha} |t|^{\alpha+\beta-1} \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} e^{-2\pi |ty|} \sigma(4\pi |ty|; \alpha, \beta) & \text{if } y < 0, t < 0, \\
(2\pi) \cdot \frac{i^{\beta-\alpha} \Gamma(\alpha+\beta-1)}{\Gamma(\alpha) \Gamma(\beta)} (2y)^{1-\alpha-\beta} & \text{if } t = 0, y > 0, \\
(2\pi) \cdot \frac{i^{\alpha-\beta} \Gamma(\alpha+\beta-1)}{\Gamma(\alpha) \Gamma(\beta)} (2|y|)^{1-\alpha-\beta} & \text{if } t = 0, y < 0, 
\end{cases}
$$

where $\Gamma(x)$ stands for the gamma function evaluated at $x$.

Proof For a proof of Lemma 3.2 see the proof of Lemma 1 of [32]. □

Remark 3.3. Note that the rules (i), (ii), (iii), (iv) and (v) for the function $\tau(\cdot, \cdot; \cdot, \cdot)$ can all be verified directly from the above list of formulas.

Remark 3.4. Later on, it will be explained (see Corollary 3.14) that the function $(y, \alpha, \beta) \mapsto \sigma(y; \alpha, \beta)$ admits a single-valued meromorphic continuation when the triple $(y, \alpha, \beta)$ varies over the domain $\mathbb{C}\setminus \mathbb{R}_{\leq 0} \times \mathbb{C} \times \mathbb{C}$.

It also will be convenient for us to introduce a modified version of the function $\tau(\alpha, \beta; t, y)$ that satisfies additional symmetry relations.

Definition 3.5. Let $\alpha, \beta \in \mathbb{C}\setminus \mathbb{Z}_{\leq 0}$, $t \in \mathbb{R}^\times$ and $z = x + iy \in \mathfrak{h}^\pm$. We set

$$
p(\alpha, \beta; t, y) := \begin{cases} 
\frac{i^\epsilon(y) (\alpha-\beta)}{\Gamma(\alpha) (4\pi |ty|)^{\beta}} & \text{if } ty > 0, \\
\frac{i^\epsilon(y) (\alpha-\beta)}{\Gamma(\beta) (4\pi |ty|)^{\alpha}} & \text{if } ty < 0, 
\end{cases}
$$

where $\epsilon(y) = \text{sign}(y)$. We defined the “completed $\tau$-function” as

$$
\tilde{\tau}(\alpha, \beta; t, y) := |t|^{1-\alpha-\beta} (2\pi)^{-\alpha-\beta} \cdot p(\alpha, \beta; t, y) \cdot \tau(\alpha, \beta; t, y).
$$

Remark 3.6. We note that the functions $p(\alpha, \beta; t, y)$ and $\tilde{\tau}(\alpha, \beta; t, y)$ depend only on the triple $(\alpha, \beta, ty)$ rather than the quadruple $(\alpha, \beta, t, y)$ itself. Moreover, the definition of $p(\alpha, \beta; t, y)$ is such that the positions of $\alpha$ and $\beta$, on the right-hand side of (3.6), are interchanged, according to the sign of $ty$.

The next formulas are easy to prove.

Proposition 3.7. Let $\alpha, \beta \in \mathbb{C}\setminus \mathbb{Z}_{\leq 0}$ and let $t, y, a \in \mathbb{R}^\times$. Then the following identities hold true:
(1) If \( a > 0 \), then \( p(\alpha, \beta; at, y) = p(\alpha, \beta; t, ay) \).

(2) Assume that \( \alpha - \beta \in \mathbb{Z} \). Then, if \( a < 0 \), we have \( p(\alpha, \beta; at, y) = (-1)^{\alpha-\beta} p(\alpha, \beta; t, ay) \).

(3) Assume that \( \alpha - \beta \in \mathbb{Z} \), then

(a) \( p(\alpha, \beta; -t, y) = (-1)^{\alpha-\beta} p(\beta, \alpha; t, y) \),

(b) \( p(\alpha, \beta; t, -y) = (-1)^{\alpha-\beta} p(\beta, \alpha; t, y) \).

(4) If \( t \in \mathbb{R}^\times \) and \( y \in \mathbb{R}_{>0} \) then \( p(\alpha, \beta; t, y) = |y|^\beta p(\alpha, \beta; t, 1) \).

(5) If \( t \in \mathbb{R}^\times \) and \( y \in \mathbb{R}_{<0} \) then \( p(\alpha, \beta; t, y) = |y|^\alpha p(\beta, \alpha; t, 1) \).

(6) \( p(\alpha, \beta; t, y)p(\beta, \alpha; t, y) = \Gamma(\alpha)\Gamma(\beta)|4\pi ty|^{\alpha+\beta} \).

(7) \( \hat{\tau}(\alpha, \beta; at, y) = \hat{\tau}(\alpha, \beta; t, ay) \).

(8) \( \hat{\tau}(\alpha, \beta; -t, y) = \hat{\tau}(\beta, \alpha; t, y) \).

(9) \( \hat{\tau}(\alpha, \beta; t, -y) = \hat{\tau}(\beta, \alpha; t, y) \).

**Proof** The proof is left to the reader. \( \square \)

### 3.1 Tricomi’s confluent hypergeometric function

A priori, the function \( y \mapsto \tau(\alpha, \beta; 1, y) \) (see Section 3.1.19 of [36]) is only defined for \( y \in \mathbb{R}^\times \), \( \alpha, \beta \in \mathbb{C} \) with \( \text{Re}(\alpha) > 0 \), \( \text{Re}(\beta) > 0 \) and \( \text{Re}(\alpha + \beta) > 1 \). In order to to give a meaning to \( \tau(\alpha, \beta; 1, y) \), when \((\alpha, \beta, y)\) lies outside this region, we will express Siegel’s confluent hypergeometric function \( (\sigma(\_, \_, \_, \_)) \) in terms of Tricomi’s confluent hypergeometric function \( (U(\_, \_, \_, \_)) \). In this way, we can take advantage of the extensive study of \( U(\_, \_, \_, \_) \) which was done in [36]. In particular, this allows us to transfer the various analytic properties of \( U(\_, \_, \_, \_) \) to \( \sigma(\_, \_, \_, \_) \) and to \( \tau(\alpha, \beta; 1, y) \).

We first define \( U(\_, \_, \_, \_) \) in terms of \( \sigma(\_, \_, \_, \_) \). Then, we present some of the properties of \( U(\_, \_, \_, \_) \) that will be needed in the sequel. Let \( \alpha, \beta \in \mathbb{C} \) with \( \text{Re}(\beta) > 0 \) and set \( a := \beta \), \( b := \alpha + \beta \). For any \( t \in \mathbb{R}_{>0} \), Tricomi’s confluent hypergeometric function (cf. 3.1.19 of [36]) is defined as

\[
(3.8) \quad U(a, b; t) := \frac{1}{\Gamma(a)} \sigma(t; b - a, a),
\]

or equivalently,

\[
(3.9) \quad U(\beta, \alpha + \beta; t) := \frac{1}{\Gamma(\beta)} \sigma(t; a, \beta).
\]
One may verify that $U(a, b; t)$ satisfies the Kummer’s hypergeometric differential equation

\[ t \frac{d^2w}{dt^2} + (b - t) \frac{dw}{dt} - a \cdot w = 0, \]

which has a regular singular point at $t = 0$ and an irregular singular point at $t = \infty$. Note that the differential equation (3.10) is a degenerate form of the usual Gauss’ hypergeometric equation, given by

\[ t(1 - t) \frac{d^2w}{dt^2} + [b - (a + c + 1)] \frac{dw}{dt} - ac \cdot w = 0. \]

If one replaces $t$ by $\frac{1}{t}$ in (3.11) (so $\frac{dw}{dt}$ goes to $c \frac{dw}{dt}$ and $\frac{d^2w}{dt^2}$ goes to $c^2 \frac{d^2w}{dt^2}$) and if one lets $c \to \infty$, we obtain the ODE (3.10).

The next proposition describes some properties of the function $U(a, b; t)$.

**Proposition 3.8.**

1. The function $(a, b, z) \mapsto U(a, b; z)$ admits a multi-valued analytic continuation to all of $\mathbb{C} \times \mathbb{C} \times \mathbb{C} \setminus \{0\}$.

2. Let $z \in \mathbb{C} \setminus \{0\}$ be fixed. Then, function $(a, b) \mapsto U(a, b; z)$ admits a single-valued analytic continuation to all of $\mathbb{C} \times \mathbb{C}$.

3. Let $L \subseteq \mathbb{C}$ be a half-line joining $0$ to $\infty$. Then, the function $(a, b, z) \mapsto U(a, b; z)$ admits an holomorphic extension to $\mathbb{C} \times \mathbb{C} \times (\mathbb{C} \setminus L)$.

4. Let $L \subseteq \mathbb{C}$ be a half-line joining $0$ to $\infty$. Let $a, b \in \mathbb{C}$, with $\text{Re}(a), \text{Re}(b) > 0$ be fixed. Then, the one variable holomorphic function $z \mapsto U(b, a + b; z)$ is non-constant.

5. For $a, b \in \mathbb{C}$ fixed, we have $U(a, b; z) \sim z^{-a}(1 + O(|z|^{-1}))$ as $\text{Re}(z) \to \infty$. In particular, if $\text{Re}(a) > 0$, we have the asymptotic $U(a, b; z) \sim z^{-a}$ as $\text{Re}(z) \to \infty$. Moreover, if $\text{Re}(a) > 0$, $U(a, b; z)$ is the unique solution of the linear ODE (3.11), which is, up to a multiplicative scalar, bounded as $\text{Re}(z) \to \infty$.

6. For all $\beta \in \mathbb{R}_{>0}$, $\alpha \in \mathbb{R}$ and $y \in \mathbb{R}_{>0}$, we have $U(\beta, \alpha + \beta; y) > 0$.

7. For all $b \in \mathbb{C}$ and $z \in \mathbb{C} \setminus \{0\}$, we have $U(0, b; z) = 1$.

8. $U(a, a + 1; z) = \frac{1}{z^a}$.

9. Let $\alpha, \beta \in \mathbb{C}$ and $z \in \mathbb{C} \setminus \{0\}$. Then, the quantity $z^\beta \cdot U(\beta, \alpha + \beta; z)$ is invariant under the substitution $\alpha \mapsto 1 - \beta$ and $\beta \mapsto 1 - \alpha$.

10. $\frac{d}{dz} U(a, b; z) = -a U(a + 1, b + 1, z)$.

**Remark 3.9.** Note that in the last statement of (5), we could have replaced “which is bounded as $\text{Re}(z) \to \infty$” by “which is bounded by $|N(y)|^N$ for some positive integer $N \in \mathbb{Z}_{\geq 1}$, as $\text{Re}(z) \to \infty$”.
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**Proof** Let \( \frac{F_1(a,b,z)}{\Gamma(b)} \) be the normalized Kummer series. It follows from the equation (1.3.5) on page 5 of [36] that \((a,b,z) \mapsto \frac{F_1(a,b,z)}{\Gamma(b)}\) is a holomorphic function on all of \( \mathbb{C}^3 \). Equation (1.3.1) in [36] reads as

\[
U(a,b;z) = \Gamma(1-b)\Gamma(1+a-b)\frac{1}{\Gamma(1+a-b)\Gamma(b)} F_1(a,b;z) + \frac{\Gamma(a)}{\Gamma(a)\Gamma(2-b)}x^{1-b} F_1(1+a-b,2-b;z).
\]

It is valid, a priori, for all \((a,b,z) \in \mathbb{C}^3\) with \( b \notin \mathbb{Z}_{\leq 0} \). In order to handle the case where \( b \in \mathbb{Z}_{\leq 0} \), one may look at Equation (1.3.5) of [36] which reads as

\[
U(a,b;z) = \pi \sin(\pi b) \left( F_1(a,b;z) \frac{\Gamma(a)}{\Gamma(a)\Gamma(2-b)} - x^{1-b} F_1(1+a-b,2-b;z) \right).
\]

Note that (3.13) makes sense when \( n \in \mathbb{Z}_{\leq 0} \) and \( b \to n \). From these two equations, we see that \((a,b,z) \mapsto U(a,b;z)\) becomes a multi-valued function on \( \mathbb{C} \times \mathbb{C} \times \mathbb{C} \backslash \{0\} \). The fact that \( U(a,b;z) \) is multi-valued comes from the need of fixing a branch of \( z^{1-b} \). This proves (1). In particular, if \( z \in \mathbb{C} \backslash \{0\} \) is fixed, the function \( (a,b) \mapsto U(a,b;z) \) is single-valued on all of \( \mathbb{C}^2 \). This proves (2).

The proof of (3) follows directly from Equations (3.13) and (3.12).

Let us prove (4). Let \( a,b \in \mathbb{C} \) with \( \text{Re}(a), \text{Re}(b) > 0 \). We do a proof by contradiction. Assume that for all \( z \in \mathbb{C} \backslash L \), \( z \mapsto U(b,a+b;z) = 0 \). Then

\[
\lim_{z \to 0} z^{1-a-b} \cdot (z^{a+b-1} \cdot U(b,a+b;z)) = 0.
\]

But from (2) of Proposition 3.11 (see the proposition below), the limit on the left hand side of (3.14) is equal to

\[
\lim_{z \to 0} z^{1-a-b} \cdot \frac{\Gamma(a+b-1)}{\Gamma(b)}.
\]

From the infinite product of \( \frac{1}{\Gamma(z)} \), we know that \( \Gamma(z) \neq 0 \) for all \( z \in \mathbb{C} \). Therefore, since \( \text{Re}(a), \text{Re}(b) > 0 \), the quotient \( \frac{\Gamma(a+b-1)}{\Gamma(b)} \) is either equal to \( \infty \) (if \( a+b-1 = 0 \)) or different from 0. But this is absurd, since the limit in (3.14) is equal to 0 and the limit in (3.15) is equal to \( \infty \). This concludes the proof of (4).

For a proof of (5), see pages 58-60 of [36].

The proof of (6) follows directly from the integral (3.5) and the identity (3.8).

Let us prove (7). When \( b \notin \mathbb{Z}_{\leq 0} \), (7) follows from equation (3.12) and the observation that for all \( c \in \mathbb{C} \backslash \mathbb{Z}_{\leq 0} \), \( F_1(0,c;z) = 1 \). If \( b \in \mathbb{Z}_{\leq 0} \), then one uses instead equation (3.13). This proves (6).

The proof of (8) follows from (3.5) and (3.8).
The proof of (9) follows from equation (1.4.9) on page 6 of [36].

For a proof of (10), one may simply differentiate the expression in (3.5) under the integral sign to find the relation \( \frac{d}{dz} \sigma(z; \beta - \alpha, \alpha) = \sigma(z; \beta - \alpha, \alpha + 1) \); afterwards, one uses the identity (3.8). □

**Remark 3.10.** It follows from the proof of (1) of Proposition 3.8 that for any half-line \( L \) in the complex plane, joining 0 to \( \infty \), the function \( (a,b,z) \mapsto U(a,b;z) \) admits a single-valued holomorphic continuation to all of \( \mathbb{C} \times \mathbb{C} \times (\mathbb{C} \setminus L) \).

The next proposition gives the limit values of the function \( z \mapsto U(\beta,\alpha + \beta; z) \) when \( z \to 0 \), and when the complex parameters \( (\alpha, \beta) \) lie in certain regions of \( \mathbb{C}^2 \). These two limit formulas will be used later on.

**Proposition 3.11.**

1. Assume that \( \text{Re}(\alpha + \beta) < 1 \), then
   \[
   \lim_{z \to 0} U(\beta, \alpha + \beta; z) = \frac{\Gamma(1 - (\alpha + \beta))}{\Gamma(1 - \alpha)}.
   \]

2. Assume that \( \text{Re}(\alpha + \beta) > 1 \), then
   \[
   \lim_{z \to 0} z^{\alpha + \beta - 1} \cdot U(\beta, \alpha + \beta; z) = \frac{\Gamma(\alpha + \beta - 1)}{\Gamma(\beta)}.
   \]

**Proof** The proof of (1) and (2) follow from the equations (3.12) and (3.13) and the observation that, for all \( (\alpha, \beta) \in \mathbb{C}^2 \),
   \[
   \lim_{z \to 0} \frac{\text{}_1F_1(\alpha, \beta; z)}{\Gamma(\beta)} = 1.
   \]
   □

**Remark 3.12.** Note that the two sets \( \{(\alpha, \beta) \in \mathbb{C}^g : \text{Re}(\alpha + \beta) < 1 \} \) and \( \{(\alpha, \beta) \in \mathbb{C}^g : \text{Re}(\alpha + \beta) > 1 \} \), don’t overlap.

### 3.1.1 Relationship between \( U(a,b;z) \) and \( K_s(z) \)

In many papers related to the computation of the Fourier series expansion \( GL_2 \)-real analytic Eisenstein series, the \( K \)-Bessel function (or sometimes also called the modified Bessel function of the second kind) appears. In this short section, we explain the relationship between the \( K \)-Bessel function and Tricomi’s confluent hypergeometric function \( U(z, z) \).

For \( z \in \mathbb{C} \) with \( \text{Re}(z) > 0 \), one may define the \( K \)-Bessel function using its Schläfi’s integral representation as
\[
K_s(z) := \int_0^\infty e^{-z \cosh t} \cosh(st) dt = \frac{1}{2} \int_0^\infty e^{-\frac{1}{2}z(u+1/u)}(u^s + u^{-s}) \frac{du}{u}.
\] (3.16)
where $u = e^t$. From equation (1.8.7) of [36], we have

\begin{equation}
U(s, 2s; 2z) = \frac{(2z)^{-s}}{\sqrt{\pi}} e^{z} K_{s - \frac{1}{2}}(z).
\end{equation}

Remark 3.13. If we define

$$\tilde{K}_s(z) := \frac{1}{2} \int_0^\infty e^{-\frac{1}{2}u(u+1/u)} u^s \frac{du}{u},$$

then $\tilde{K}_s(z)$ is invariant under the change of variable $u \mapsto \frac{1}{u}$. Therefore, $\tilde{K}_s(z) = \tilde{K}_{-s}(z)$. Looking at (3.16), we obtain the relation $K_s(z) = 2 \tilde{K}_s(z)$. For this reason, some authors also define the $K$-Bessel function by $\tilde{K}_s(z)$ rather than $K_s(z)$.

3.2 Meromorphic continuation of some functions

In this section we prove the meromorphic continuation of various functions which have been introduced before. Ultimately, the existence of such meromorphic continuations boil down to the analytic properties of the Tricomi’s confluent hypergeometric functions $[(a, b, z) \mapsto U(a, b; z)]$ and of the gamma function $\Gamma(z)$.

Let $z \in \mathbb{C}\{0\}$ be fixed. From Proposition 3.8, we know that the function $(a, b) \mapsto U(a, b; z)$ admits a holomorphic continuation to all of $\mathbb{C}^2$. Looking at the identity (3.8) and using the well-known properties of the gamma function, we obtain immediately the following corollary:

**Corollary 3.14.** Let $t \in \mathbb{R}\{0\}$ be fixed. Then, function $(\alpha, \beta) \mapsto \sigma(t; \alpha, \beta)$ admits a single-valued meromorphic continuation to all of $\mathbb{C}^2$. Moreover, it is analytic on the domain $\mathbb{C} \times \mathbb{C}\{\leq 0\}$. For a fixed pair $(t, \alpha) \in (\mathbb{R}\{0\}) \times \mathbb{C}$, the one variable meromorphic function $\beta \mapsto \sigma(t, \alpha, \beta)$ is holomorphic on all of $\mathbb{C}\{\leq 0\}$, with possible poles of order at most one at the elements in $\mathbb{Z}\leq 0$.

Having obtained the meromorphic continuation of $\sigma(t; \alpha, \beta)$, we now focus on the $\tau$-function, i.e., $\tau(\alpha, \beta; t, y)$ (see (3.4)). Let $t, y \in \mathbb{R}\{0\}$ be fixed. To fix the idea, let us assume that $t, y > 0$. From Lemma 3.2 and equation (3.3), we have

\begin{equation}
\tau(\alpha, \beta; t, y) = (2\pi)^{\alpha + \beta} (i)^{\beta-\alpha} |t|^{\alpha + \beta} e^{-2\pi|ty|} \cdot \Gamma(\alpha)^{-1} \cdot U(\beta, \alpha + \beta; |4\pi ty|).
\end{equation}

Recall that $\alpha \mapsto \Gamma(\alpha)$ is a holomorphic function on all of $\mathbb{C}$. We decide to extend analytically the function $(\alpha, \beta) \mapsto \tau(\alpha, \beta; t, y)$ to all $(\alpha, \beta) \in \mathbb{C} \times \mathbb{C}$, using the right-hand side of (3.18). In a similar way, we may also define an analytic continuation of $(\alpha, \beta) \mapsto \tau(\alpha, \beta; t, y)$, to all of $\mathbb{C}^2$, when the pair $(t, y)$ is such that $(\text{sign}(t), \text{sign}(y)) \in \{(-1, +1), (+1, -1), (-1, -1)\}$.

We thus have
Proposition 3.15. Let \( t, y \in \mathbb{R} \backslash \{0\} \) be fixed. Then the function \([ (\alpha, \beta) \mapsto \tau(\alpha, \beta; t, y) ]\) admits an analytic continuation to all of \( \mathbb{C}^2 \). If \( ty > 0 \), and \( \alpha \in \mathbb{Z}_{\leq 0} \) then \([ (t, y) \mapsto \tau(\alpha, \beta; t, y) ] \equiv 0 \). If \( ty < 0 \), and \( \beta \in \mathbb{Z}_{\leq 0} \) then \([ (t, y) \mapsto \tau(\alpha, \beta; t, y) ] \equiv 0 \). Assume that \( \text{Re}(\alpha) > 0 \) and \( \text{Re}(\beta) > 0 \). Then, there exists a positive constant \( C_s > 0 \), such that for all \( t, y \in \mathbb{R} \backslash \{0\} \) with \((\text{sign}(t), \text{sign}(y))\) fixed, we have that

\[
|\tau(\alpha, \beta; t, y)| \leq C_s \cdot |t|^{|\text{Re}(\alpha) + \text{Re}(\beta)| - 1} \cdot e^{-2\pi|ty|}.
\]

Proof. The first three claims follow from the definition of \( \tau(\alpha, \beta; t, y) \) and (2) of Proposition 3.8. The proof of (3.19) follows from the asymptotic formula for \( U(\beta, \alpha + \beta; z) \) (and \( U(\alpha, \alpha + \beta; z) \)) given in (5) of Proposition 3.8 and the explicit formula of \( \tau(\alpha, \beta;t,y) \) in terms of \( U(\omega, \omega) \). \( \square \)

We may now give the explicit formula for \( \tau(\alpha, \beta; t, y) \) when \( \alpha \in \mathbb{Z}_{\geq 2} \) and \( \beta = 0 \) (case (b) in Section 3).

Proposition 3.16. Let \( t \in \mathbb{R}^\times \) and \( z = x + iy \in \mathbb{H}^\pm \). Let \( \alpha \in \mathbb{Z}_{\geq 2} \) and set \( \epsilon = \text{sign}(y) \). Then

\[
\tau(\alpha, 0; t, y) = \left\{ \begin{array}{ll}
(-\epsilon \cdot 2\pi i)^{\alpha/|\alpha|} \frac{1}{(\epsilon - 1)!} e^{-2\pi|ty|} & \text{if} \ \text{sign}(ty) > 0 \\
0 & \text{if} \ \text{sign}(ty) < 0 
\end{array} \right.
\]

and

\[
\tau(0, \alpha; t, y) = \left\{ \begin{array}{ll}
0 & \text{if} \ \text{sign}(ty) > 0, \\
(\epsilon \cdot 2\pi i)^{\alpha/|\alpha|} \frac{1}{(\epsilon - 1)!} e^{-2\pi|ty|} & \text{if} \ \text{sign}(ty) < 0. 
\end{array} \right.
\]

Proof. Let \( t, y \in \mathbb{R}^\times \) be fixed. In virtue of the principle of identity for holomorphic functions in many variables, it follows from Proposition 3.15 that the first 4 formulas given in Lemma 3.2 hold true for all \( \alpha, \beta \in \mathbb{C} \). Finally, a direct computation involving each of these four cases, combined with (4) of Proposition 3.8 give the formulas above. \( \square \)

In a similar way, for a fixed pair \( t, y \in \mathbb{R} \backslash \{0\} \), we may extend the definition of \( (\alpha, \beta) \mapsto \hat{\tau}(\alpha, \beta; t, y) \) (see Definition 3.3) to all \( \mathbb{C}^2 \). To fix the idea, let us assume that \( t, y > 0 \). Then, from the definition of \( \hat{\tau}(\omega, \omega) \), we have

\[
\hat{\tau}(\alpha, \beta; t, y) = e^{-2\pi|ty|} \cdot U(\beta, \alpha + \beta; |4\pi ty|) \cdot |4\pi ty|^\beta.
\]

In particular, \( (\alpha, \beta) \mapsto \hat{\tau}(\alpha, \beta; t, y) \) admits an holomorphic continuation to all of \( \mathbb{C}^2 \). Similarly, one may check that for each of the remaining three possibilities of \((\text{sign}(t), \text{sign}(y))\), the function \( (\alpha, \beta) \mapsto \hat{\tau}(\alpha, \beta; t, y) \) is again holomorphic on all of \( \mathbb{C}^2 \). We thus obtain:

Proposition 3.17. Let \( t, y \in \mathbb{R} \backslash \{0\} \) be fixed. Then, function \( (\alpha, \beta, z) \mapsto \hat{\tau}(\alpha, \beta; t, y) \) admits an holomorphic continuation to all of \( \mathbb{C}^2 \).
3.3 Reflection formulas

The next two lemmas are the key to show that the non-constant terms of the Fourier series expansion of the completed Eisenstein series \( \hat{G}_{m,n}^0(U,p;z,s) \) (see Definition 9.1) are invariant under the substitution \( s \mapsto 1-s \).

**Lemma 3.18.** Let \( z \in \mathbb{C}\backslash\{0\} \) be fixed. Then, the expression

\[
(3.20) \quad z^\beta \cdot U(\beta,\alpha+\beta;z),
\]

is invariant under the transformation \( \alpha \mapsto 1 - \beta \) and \( \beta \mapsto 1 - \alpha \).

**Proof** This is a direct consequence of (9) of Proposition 3.8. See also Lemma 2 of [32]. \( \square \)

**Corollary 3.19.** Let \( t,y \in \mathbb{R}^\times \). Then the function \( \hat{\tau}(\alpha,\beta; t, y) = \hat{\tau}(\alpha,\beta; 1, ty) \) is invariant under the transformation \( \alpha \mapsto 1 - \beta \) and \( \beta \mapsto 1 - \alpha \).

**Proof** This follows from Lemma 3.2, Lemma 3.18 and the definition of \( \hat{\tau}(\alpha,\beta,t,y) \). \( \square \)

We will also need the following reflection formula which involves the \( p(\cdot,\cdot;\cdot,\cdot) \) function which appears in Definition 3.5.

**Proposition 3.20.** Let \( \alpha,\beta \in \mathbb{C}\backslash\mathbb{Z} \). For \( t_1,t_2,y_1,y_2 \in \mathbb{R}^\times \), we define

\[
(3.21) \quad q(\alpha,\beta;t_1,y_1;t_2,y_2) := \frac{p(\beta,\alpha;t_1,y_1)}{p(\alpha,\beta;t_2,y_2)},
\]

Then the expression \( q(\alpha,\beta;t_1,y_1;t_2,y_2) \) satisfies the following functional equation:

\[
(3.22) \quad q(\alpha,\beta;t_1,y_1;t_2,y_2) = q(1-\beta,1-\alpha;t_2,y_2;t_1,y_1) \cdot \left( \frac{\sin(\pi\beta)}{\sin(\pi\alpha)} \right)^\epsilon \cdot \frac{|t_2y_2|}{|t_1y_1|},
\]

where

\[
\epsilon = \begin{cases} 
1 & \text{if } t_1y_1 > 0 \text{ and } t_2y_2 > 0 \\
-1 & \text{if } t_1y_1 < 0 \text{ and } t_2y_2 < 0 \\
0 & \text{otherwise}
\end{cases}
\]

Furthermore, assume that \( \alpha - \beta \in \mathbb{Z} \). Then for any \( d \in \mathbb{R}^\times \), we have

\[
(3.23) \quad q(\alpha,\beta;t_1,dy_1;t_2,y_2) = q(\alpha,\beta;t_1,y_1;t_2,dy_2) \cdot |d|^\alpha + \beta.
\]

**Proof** The proof of (3.22) follows directly from the definition of \( p(\alpha,\beta;t,y) \) and the Euler’s reflection formula for the gamma function. The proof of (3.23) follows from the rules (4) and (5) of Proposition 3.7. \( \square \)
Corollary 3.21. Let $\alpha, \beta \in \mathbb{C}\setminus\mathbb{Z}$ with $\alpha - \beta \in \mathbb{Z}$. Let $d, y \in \mathbb{R}^\times$, then the expression $q(\alpha, \beta; 1, dy; 1, y)$ satisfies the following functional equation:

$$q(\alpha, \beta; 1, dy; 1, y) = \begin{cases} (-1)^{\alpha-\beta} \cdot q(1 - \beta, 1 - \alpha; 1, dy; 1, y) \cdot |d|^{\alpha+\beta-1} & \text{if } d > 0 \\ q(1 - \beta, 1 - \alpha; 1, dy; 1, y) \cdot |d|^{\alpha+\beta-1} & \text{if } d < 0 \end{cases}$$

(3.24)

Proof This follows directly from Proposition 3.20. □

4 Lattices in number fields and Fourier series expansion

4.1 Lattices in number fields

In this section, we decided to gather, for the convenience of the reader, some results about lattices in number fields which are not easily found in the literature. The main goal of this section is to clarify the relations between two operations on lattices which arise in the setting of functional equations in number theory: the multiplicative inverse operation $L \mapsto L^{-1}$ and the dual operation $L \mapsto L^*$ (with respect to the trace pairing). These two operations arise naturally when one writes down the functional equations of partial zeta functions and $GL_2$-Eisenstein series. In the literature on $GL_2$-Eisenstein series, some authors preferred to use the former operation while others, the latter. In most papers on $GL_2$-Eisenstein series and partial zeta functions, the authors usually restrict themselves to working with lattices of $K$, which are also fractional $O_K$-ideals. In this setting, it is easy to move from one point of view to the other, since, if $a \subseteq K$ is a fractional $O_K$-ideal, then one has the well-known relation $a^* = a^{-1}d_K^{-1}$. Here, $d_K^{-1}$ stands for the inverse of the different ideal of $K$. In the present work, we decided to work systematically and almost exclusively with the dual operation. Except for this section and the proof of Proposition 3.15, the multiplicative inverse operation will not be used. Although the role played by the multiplicative inverse operation in our work is very small, we think that it is worthwhile to spend some time clarifying its relationship with the dual operation in order to have a theory which simultaneously encompasses both points of view and which works for all lattices of $K$, not just those ones which are fractional $O_K$-ideals. Since all the results in this section are valid for arbitrary number fields, for this section only, we let $K$ be an arbitrary number field of degree $g$ over $\mathbb{Q}$.

Let $L \subseteq K$ be a $\mathbb{Z}$-lattice, i.e., a free $\mathbb{Z}$-module of rank $g$. For two lattices $L_1, L_2 \subseteq K$, we define their product as

$$L_1L_2 = \left\{ \sum_{i=1}^n \ell_{1,i} \ell_{2,i} : \ell_{1,i} \in L_1, \ell_{2,i} \in L_2, n \in \mathbb{Z}_{\geq 1} \right\}.$$
One may verify that $\mathcal{L}_1\mathcal{L}_2$ is again a lattice. Moreover, the product operation on lattices is associative.

4.1.1 $\mathcal{O}$-properness

Let $\mathcal{L} \subseteq K$ be a lattice. We define

$$ O_\mathcal{L} := \{ \lambda \in K : \lambda \mathcal{L} \subseteq \mathcal{L} \}, $$

and call $O_\mathcal{L}$ the multiplier ring of $\mathcal{L}$ (or the endomorphism ring of $\mathcal{L}$). If $\mathcal{O}$ is an order of $K$, such that $\mathcal{O} = O_\mathcal{L}$, then we say that $\mathcal{L}$ is $\mathcal{O}$-proper. So, by definition, for any lattice $\mathcal{L}$, we always have that $\mathcal{L}$ is $O_\mathcal{L}$-proper.

4.1.2 The multiplicative inverse operation

We define the multiplicative inverse of $\mathcal{L}$ to be

$$ \mathcal{L}^{-1} := \{ \lambda \in K : \lambda \mathcal{L} \subseteq O_\mathcal{L} \}. $$

Note that, by definition, $\mathcal{L}^{-1}$ is always an $O_\mathcal{L}$-module and that $\mathcal{LL} \subseteq O_\mathcal{L}^{-1}$. Since $\mathcal{L}^{-1}$ is an $O_\mathcal{L}$-module, it follows that $O_\mathcal{L} \subseteq \mathcal{O}_{\mathcal{L}^{-1}}$. From the previous inclusion, it follows that $\mathcal{L} \subseteq (\mathcal{L}^{-1})^{-1}$. As Example 4.1 below shows, the three inclusions above could be strict in general. The example below is inspired from an email exchange with Keith Conrad, who kindly pointed out to me Exercise 18 on page 94 of [3].

**Example 4.1.** Let $\theta \in \mathbb{Q}$ be such that $\theta^3 = 2$ and consider the cubic field $K := \mathbb{Q}(\theta)$. We have that $O_K = \mathbb{Z}[\theta]$. Let $\mathcal{R} := \mathbb{Z} + 2\theta\mathbb{Z} + 2\theta^2\mathbb{Z}$. One may verify that $\mathcal{R}$ is an order of index four in $O_K$. Consider the lattice $\mathcal{M} := 4\mathbb{Z} + \theta\mathbb{Z} + \theta^2\mathbb{Z} \subseteq K$. Then direct computations (which we leave to the reader) show that

(i) $O_\mathcal{M} = \mathcal{R}$,

(ii) $\mathcal{M}^2 = 2\mathbb{Z} + 2\theta\mathbb{Z} + \theta^2\mathbb{Z}$,

(iii) $O_{\mathcal{M}^2} = O_K$,

(iv) $\mathcal{M}^{-1} = 2\mathbb{Z} + 2\theta\mathbb{Z} + \theta^2\mathbb{Z} = 2O_K + \theta^2O_K$,

(v) $O_{\mathcal{M}^{-1}} = O_K$ and $(\mathcal{M}^{-1})^{-1} = \frac{1}{2}(2O_K + \theta O_K) = \frac{1}{2}(2\mathbb{Z} + \theta\mathbb{Z} + \theta^2\mathbb{Z}) \supseteq \mathcal{M}$,

(vi) $\mathcal{MM}^{-1} \subseteq 2O_K \not\subseteq \mathcal{R}$.

Example 4.1 is instructive since it shows that if $\mathcal{L}_1, \mathcal{L}_2 \subseteq K$ are $\mathcal{O}$-proper, then $\mathcal{L}_1\mathcal{L}_2$ is not necessarily $\mathcal{O}$-proper. Moreover, the lattice $\mathcal{M}$ above is such that $O_\mathcal{M} \neq O_{\mathcal{M}^{-1}}$ and $\mathcal{M} \nsubseteq (\mathcal{M}^{-1})^{-1}$. In particular, if $\text{Latt}_K$ denotes the set of all lattices in $K$, then the application $[-1] : \text{Latt}_K \to \text{Latt}_K$, given by $\mathcal{L} \mapsto \mathcal{L}^{-1}$ is not necessarily involutive.
4.1.3 \(O\)-invertibility

Let \( \mathcal{L} \subseteq K \) be an \(O\)-module. By definition of \(O_L\), we have \(O \subseteq O_L\). We say that \(\mathcal{L}\) is \(O\)-invertible, if there exists an \(O\)-module \(\mathcal{L}' \subseteq K\) such that \(\mathcal{L}\mathcal{L}' = O\). Since \(O_L \cdot \mathcal{L}' \subseteq \mathcal{L}\mathcal{L}' = O\) and \(1 \in \mathcal{L}\mathcal{L}' = O\), this implies that \(O_L \subseteq O\). Therefore, \(O = O_L\). Thus, if \(\mathcal{L}\) is an \(O\)-invertible module, it is automatically \(O\)-proper. The converse is not true in general. Indeed, looking at Example 4.1, we have \(O \cap R = \mathcal{O}_M\). Therefore, the \(\mathcal{O}_M\)-proper lattice \(M\) is not \(\mathcal{O}_M\)-invertible. For a further discussion on the discrepancy between the \(O\)-invertibility and \(O\)-properness, see Remark \ref{remark}. Let \(\mathcal{L} \subseteq K\) be a lattice and assume that there exists an \(O_L\)-module \(\mathcal{L}'\), such that \(\mathcal{L}\mathcal{L}' = O_L\). Then such a lattice \(\mathcal{L}'\) is necessarily unique; indeed, this follows directly from the commutativity and the associativity of the product operation on lattices. Moreover, one may verify that \(\mathcal{L}'\) must be equal to \(\mathcal{L}^{-1}\). It follows from the discussion above that

\[
\mathcal{L}\mathcal{L}^{-1} = O_L \iff 1 \in \mathcal{L}\mathcal{L}^{-1} \iff \mathcal{L} \text{ is } O_L\text{-invertible}.
\]

Finally, if \(\mathcal{L}\) is \(O_L\)-invertible, then one may also check that \((\mathcal{L}^{-1})^{-1} = \mathcal{L}\) and that \(O_L = O_{\mathcal{L}^{-1}}\).

It is worthwhile to remind the reader of the following set of equivalences for \(O\)-invertibility which will be used later on in the proof of Corollary \ref{corollary}.

**Theorem 4.2.** Let \(O \subseteq \mathcal{O}_K\) be an order and let \(\mathcal{L} \subseteq K\) be a lattice, which is also an \(O\)-module. Then the following statements are equivalent:

1. \(\mathcal{L}\) is \(O\)-invertible.
2. \(\mathcal{L}\) is a projective \(O\)-module.
3. \(\mathcal{L}\) is a locally free \(O\)-module, i.e., for each non-zero prime ideal \(p \subseteq O\), one has that \(\mathcal{L}_p\) is a free \(O_p\)-module.

**Proof** For a proof of this fact, the author may consult for example \cite{reference}.

4.1.4 Conductor of an order and invertibility of prime ideals

**Definition 4.3.** The conductor of an order \(O \subseteq K\) is defined as

\[
\text{cond}(O) = c_O = \{x \in K : x\mathcal{O}_K \subseteq O\}.
\]

One may check that \(c_O\) is the largest integral \(\mathcal{O}_K\)-ideal which is included in \(O\). In particular, \(c_O\) is an integral \(O\)-ideal.
Let $\mathcal{O} \subseteq \mathcal{O}_K$ be a fixed order. An ideal $a \subseteq \mathcal{O}$ (i.e. $a$ is an $\mathcal{O}$-module) is called invertible (relative to $\mathcal{O}$) if $\mathcal{O}_a = \mathcal{O}$. The next proposition gives a complete characterization of the invertible prime ideals of $\mathcal{O}$.

**Theorem 4.4.** A non-zero prime ideal $p \subseteq \mathcal{O}$ is $\mathcal{O}$-invertible if and only if $p$ is relatively prime to $\mathfrak{c}_\mathcal{O}$, i.e., $p + \mathfrak{c}_\mathcal{O} = \mathcal{O}$.

**Proof** See Theorem 6.1 of [11]. □

**Remark 4.5.** Note that the “only if direction” in Theorem 4.4 is no longer true if $p$ is not prime. For example, assume that $\mathfrak{c}_\mathcal{O} \nsubseteq \mathcal{O}_K$ and let $c > 1$ be the smallest integer inside $\mathfrak{c}_\mathcal{O}$. Then the $\mathcal{O}$-ideal $c \cdot \mathcal{O}$ is invertible (since it is principal) but it is not coprime to $\mathfrak{c}_\mathcal{O}$.

### 4.1.5 The dual operation

We would like now to recall some classical results about dual lattices with respect to the trace pairing. For a lattice $\mathcal{L} \subseteq K$, we define the dual lattice of $\mathcal{L}$ (with respect to the pairing $(x, y) \mapsto \text{Tr}_{K/\mathbb{Q}}(xy)$) by

$$\mathcal{L}^* := \{ x \in K : \text{Tr}_{K/\mathbb{Q}}(x\ell) \in \mathbb{Z} \text{ for all } \ell \in \mathcal{L} \}.$$

Note that the $\ast$ operation is contravariant on the partially ordered set of lattices, i.e., if $\mathcal{L}_1 \subseteq \mathcal{L}_2$, then $\mathcal{L}_1^* \supseteq \mathcal{L}_2^*$. Using the notion of the dual $\mathbb{Z}$-basis of a given $\mathbb{Z}$-basis of $\mathcal{L}$, one easily proves that $\mathcal{L}^{**} = \mathcal{L}$. It follows that the map $\mathcal{L} \mapsto \mathcal{L}^*$ is an involution on the set $\text{Latt}_K$. Let $\mathcal{L}$ be a lattice. We claim that $\mathcal{L}^*$ is $\mathcal{O}_\mathcal{L}$-proper, and, therefore, $\mathcal{O}_\mathcal{L} = \mathcal{O}_{\mathcal{L}^*}$. Indeed, from the definition of $\mathcal{L}^*$, we see that $\mathcal{O}_\mathcal{L} \cdot \mathcal{L}^* \subseteq \mathcal{L}^*$ and, therefore, $\mathcal{O}_\mathcal{L} \subseteq \mathcal{O}_{\mathcal{L}^*}$; conversely, substituting $\mathcal{L}$ by $\mathcal{L}^*$ in the previous inclusion, and using the identity $\mathcal{L}^{**} = \mathcal{L}$, we deduce that $\mathcal{O}_{\mathcal{L}^*} \subseteq \mathcal{O}_\mathcal{L}$. We may summarize the previous observation by saying that a lattice $\mathcal{L}$ is $\mathcal{O}$-proper if and only if $\mathcal{L}^*$ is $\mathcal{O}$-proper. Let us point out one subtle point regarding the dual operation. If $\mathcal{L}$ is $\mathcal{O}$-invertible, it does not necessarily follow that $\mathcal{L}^*$ is $\mathcal{O}$-invertible. Indeed, from Remark 4.6 (see below), this turns out to be false, exactly when $\mathcal{O}^*$ is not $\mathcal{O}$-invertible.

### 4.1.6 Dual of an order and the different ideal

Let $\mathcal{O} \subseteq \mathcal{O}_K$ be an order. By definition, we have

$$\mathcal{O}^* = \{ x \in K : \text{Tr}_{K/\mathbb{Q}}(xy) \in \mathbb{Z} \text{ for all } y \in \mathcal{O} \}.$$ (4.1)

It follows from (4.1) that $\mathcal{O}^*$ is the largest $\mathcal{O}$-module $\mathcal{L} \subseteq K$ such that for all $x \in \mathcal{L}$, $\text{Tr}_{K/\mathbb{Q}}(x) \in \mathbb{Z}$. 42
When $\mathcal{O} = \mathcal{O}_K$ is the maximal order, every fractional ideal of $K$ is $\mathcal{O}_K$-invertible. In particular, it makes sense to define

$$d_K := ((\mathcal{O}_K)^*)^{-1}.$$  

The $\mathcal{O}_K$-fractional ideal $d_K$ is called the different ideal of $K$. Note that since $\mathcal{O} \subseteq \mathcal{O}_K$, we always have $d_K^{-1} \subseteq \mathcal{O}^*$.

### 4.1.7 Relationship between $\mathcal{L}^{-1}$ and $\mathcal{L}^*$

We would like now to describe some relationships between the lattices $\mathcal{L}^{-1}$ and $\mathcal{L}^*$.

Let $\mathcal{L} \subseteq K$ be a lattice. Then $\mathcal{M} := \mathcal{L}\mathcal{L}^*$ is an $\mathcal{O}_\mathcal{L}$-module such that for all $x \in \mathcal{M}$, $\text{Tr}_{K/Q}(x) \in \mathbb{Z}$. It thus follows that

$$(4.2) \quad \mathcal{L}\mathcal{L}^* \subseteq (\mathcal{O}_\mathcal{L})^*.$$  

Moreover, for every $x \in \mathcal{L}^{-1}(\mathcal{O}_\mathcal{L})^*$, a direct computation shows that for all $y \in \mathcal{L}$, we have $\text{Tr}_{K/Q}(xy) \in \mathbb{Z}$. It thus follows from the definition of $\mathcal{L}^*$ that

$$(4.3) \quad \mathcal{L}^{-1}(\mathcal{O}_\mathcal{L})^* \subseteq \mathcal{L}^*.$$  

In particular, in the special case where $\mathcal{L}$ is $\mathcal{O}_\mathcal{L}$-invertible, we deduce from (4.2) and (4.3) that $\mathcal{L}\mathcal{L}^* = (\mathcal{O}_\mathcal{L})^*$, and therefore,

$$(4.4) \quad \mathcal{L}^* = \mathcal{L}^{-1}(\mathcal{O}_\mathcal{L})^*.$$  

**Remark 4.6.** When we wrote the papers [5] and [6], we wrongly thought that $\mathcal{O}$-properness was equivalent to $\mathcal{O}$-invertibility. Fortunately, this does not affect any of the results of the aforementioned papers, since this fictive equivalence was never used in any of the proofs. However, even though these two notions are not equivalent in general, there is a criterion (may be not so well-known), which says exactly when they agree. The following two statements are equivalent:

(i) For all lattices $\mathcal{L} \subseteq K$ such that $\mathcal{O} \subseteq \text{End}(\mathcal{L})$, $\mathcal{L}$ is $\mathcal{O}$-invertible if and only if it is $\mathcal{O}$-proper.

(ii) The $\mathbb{Z}$-dual $\mathcal{O}^*$ of $\mathcal{O}$, with respect to the trace pairing, is $\mathcal{O}$-invertible.

It follows from this equivalence, that (4.4) necessarily holds true if $(\mathcal{O}_\mathcal{L})^*$ is $\mathcal{O}_\mathcal{L}$-invertible. We note that condition (ii) is always satisfied, if the order $\mathcal{O}$ is monogenic, i.e., if $\mathcal{O} = \mathbb{Z}[\mu]$ for some $\mu \in \mathcal{O}$. Therefore, if $\mathcal{O}$ is monogenic, the notions of $\mathcal{O}$-invertibility and $\mathcal{O}$-properness agree. In particular, $\mathcal{O}$-properness and $\mathcal{O}$-invertibility are equivalent, when $K$ is a quadratic field, since any order of a given quadratic field is monogenic. For a proof of the equivalence between (i) and (ii), see, for example, Theorem 4.1 of [11].
4.1.8 Index and covolume

Let $L_1, L_2 \subseteq K$ be two lattices. We define the rational index

$$[L_1 : L_2]$$

as the absolute value of the determinant of any $g$-by-$g$ matrix with rational entries which takes a $\mathbb{Z}$-basis of $L_1$ to a $\mathbb{Z}$-basis of $L_2$. So we always have $[L_1 : L_2] \in \mathbb{Q}_{>0}$. The rational index satisfies the transitivity formula $[L_1 : L_2][L_2 : L_3] = [L_1 : L_3]$ for all lattices $L_1, L_2, L_3 \subseteq K$. We also define

$$N(L) := [O_K : L] \in \mathbb{Q}_{>0}.$$

Let $\{\rho_1, \rho_2, \ldots, \rho_r, \sigma_1, \overline{\sigma}_1, \ldots, \sigma_s, \overline{\sigma}_s\}$ ($r + 2s = g$) be the set of all embeddings of $K$ into $\mathbb{C}$. Let $\theta : K \hookrightarrow \mathbb{R}^g$ be the embedding given by

$$x \mapsto (\rho_1(x), \ldots, \rho_r(x), 2 \text{Re}(\sigma_1(x)), 2 \text{Im}(\sigma_1(x)), \ldots, 2 \text{Re}(\sigma_s(x)), 2 \text{Im}(\sigma_s(x))).$$

It is well-known that

$$\text{cov}(L) := \sqrt{|d_K|} \cdot [O_K : L],$$

where $\text{cov}(L)$ corresponds to the covolume of $\theta(L)$ inside $\mathbb{R}^g$ with respect to the Lebesgue measure. The following lemma relates $\text{cov}(L)$ to $\text{cov}(L^*)$.

**Lemma 4.7.** We have $\text{cov}(L) \cdot \text{cov}(L^*) = 1$.

**Proof** Let $\{e_i\}_{i=1}^g$ be a $\mathbb{Z}$-basis of $O_K$. Let $B = (b_{ij})_{i,j}$ be the $g$ by $g$ square matrix where

$$b_{ij} = \text{Tr}_{K/\mathbb{Q}}(e_i e_j).$$

Recall that $|d_K| = |\text{det}(B)|$. Let $\{v_i\}_{i=1}^g$ be a $\mathbb{Z}$-basis of $L$. Viewing $B$ as a $\mathbb{Q}$-bilinear form on $\mathbb{Q}^g$, we may take the $\mathbb{Z}$-dual basis of $\{v_i\}_{i=1}^g$ with respect to $B$, which we denote by $\{v_i^*\}$. It follows from the definition of $L^*$ that $\{v_i^*\}$ is a $\mathbb{Z}$-basis of $L^*$. Let $T$ (resp. $T^*$) be a matrix (with entries in $\mathbb{Q}$) such that $T$ sends $\{e_i\}_{i=1}^g$ to $\{v_i\}_{i=1}^g$ (resp. on $\{v_i^*\}$). We thus have the matrix identity $(T^*) B T^* = I_g$, where $I_g$ is the $g$ by $g$ identity matrix. Taking the determinant, we find $[O_K : L] \cdot |d_K| \cdot [O_K : L^*] = 1$. The result follows from (4.5). \qed

**Corollary 4.8.** For all lattices $L \subseteq K$, one has $[O_K : L] \cdot [O_K, L^*] = N(L) \cdot N(L^*) = \frac{1}{|d_K|}$.

4.1.9 An index formula for the product of two lattices

We would like now to prove a useful index formula.

**Proposition 4.9.** Let $O \subseteq O_K$ be an order. Let $L, M \subseteq K$ be two lattices which are also $O$-modules. Assume that $L$ or $M$ is $O$-invertible. Then $[O : L] \cdot [O : M] = [O : LM]$. 
Theorem 4.10. We have \([O : \mathcal{L}\mathcal{M}] = [O : \mathcal{L}][\mathcal{L} : \mathcal{L}\mathcal{M}]\). We claim that there exists an abelian group isomorphism (non-canonical!) between the two finite \(\mathbb{Z}\)-modules \(\mathcal{L}/\mathcal{L}\mathcal{M}\) and \(O/\mathcal{M}\). Let \(p \in \mathbb{Z}_{\geq 2}\) be a prime and set \(S_p := O \backslash (p_1 \cup p_2 \cup \ldots \cup p_n)\), where \(p_i\)'s are the distinct prime ideals of \(O\) above \(p\mathbb{Z}\). The set \(S_p\) is multiplicatively closed and the localized ring \(O_p := S_p^{-1}O\) is a semi-local ring. Since \(\mathcal{L}\) is \(O\)-invertible, it follows that \(\mathcal{L}_p := S_p^{-1}\mathcal{L}\) is a principal \(O_p\)-module. Therefore, there exists \(\pi_p \in O_p\), such that \(\mathcal{L}_p = \pi_p O_p\). Since \(O_p\) is a flat \(\mathcal{O}\)-module, we have \(\mathcal{L}_p/\mathcal{L}_p\mathcal{M}_p \cong (\mathcal{L}/\mathcal{L}\mathcal{M})_p\) and \(\mathcal{O}_p/\mathcal{M}_p \cong (O/\mathcal{M})_p\). Now consider the map \(\varphi : O_p/\mathcal{M}_p \to \mathcal{L}_p/\mathcal{L}_p\mathcal{M}_p\), given by \(x + \mathcal{M}_p \mapsto x\pi_p + \mathcal{L}_p\mathcal{M}_p\). It follows that \(\varphi\) is an \(O_p\)-module isomorphism. In particular, we have

\[
(p\text{-primary subgroup of } \mathcal{L}/\mathcal{L}\mathcal{M}) \cong (\mathcal{L}/\mathcal{L}\mathcal{M})_p \cong (p\text{-primary subgroup of } O/\mathcal{M}) \cong (O/\mathcal{M})_p
\]

Finally, since \(p\) was arbitrary, it follows that \(\mathcal{L}/\mathcal{L}\mathcal{M}\), as a finite \(\mathbb{Z}\)-module, is isomorphic to \(O/\mathcal{M}\). \(\square\)

4.2 Fourier series on the standard \(g\)-dimensional real torus

Let \(\mathbb{T}^g := \mathbb{R}^g/\mathbb{Z}^g\) be the standard \(g\)-dimensional real torus. We think of \(\mathbb{T}^g\) as a real analytic manifold via the natural projection \(\pi : \mathbb{R}^g \to \mathbb{T}^g\). We would like to record some general results about the convergence of Fourier series and the growth of Fourier coefficients of a given function \(f : \mathbb{T}^g \to \mathbb{C}\). It will be important for us to impose certain conditions on \(f\), so that its Fourier series computes the value of \(f\) at all points of \(\mathbb{T}^g\). Even though all the functions which appear in this work are real analytic, we decided to state more general results which can be applied to not necessarily real analytic functions. We let \(C^k(\mathbb{T}^g)\) be the space of functions \(f : \mathbb{T}^g \to \mathbb{C}\) such that \(f\) is of class \(C^k\), i.e., all the derivatives of \(f\) of order less than or equal to \(k\) exist and are continuous. We say that a function \(f : \mathbb{T}^g \to \mathbb{C}\) is smooth if it is of class \(C^k\) for all \(k \geq 0\). In particular, a real analytic function \(f : \mathbb{T}^g \to \mathbb{C}\) is always smooth. We also let \(L^1(\mathbb{T}^g)\) (resp. \(L^2(\mathbb{T}^g)\)) be the space of integrable functions (resp. square integrable functions) on \(\mathbb{T}^g\) with respect to the Haar measure \(dx\) on \(\mathbb{T}^g\) normalized, so that \(\int_{\mathbb{T}^g} dx = (2\pi)^g\). For any \(f \in L^1(\mathbb{T}^g)\) and \(n \in \mathbb{Z}^g\), we let

\[
a_n(f) := \int_{\mathbb{T}^g} e^{-2\pi i \langle n, x \rangle} f(x) dx,
\]

be the \(n\)-th Fourier coefficient of \(f\). Here \(\langle , \rangle\) corresponds to the standard inner product on \(\mathbb{R}^g\). We also let \(\|n\|_2 = \sqrt{\langle n, n \rangle}\) be the \(\ell_2\)-norm of the vector \(n \in \mathbb{R}^g\). We may now state a collection of key results regarding Fourier series of functions on \(\mathbb{T}^g\).

**Theorem 4.10.**
1. Let \(f \in C^k(\mathbb{T}^g)\) with \(k > \frac{g}{2}\). Then \(\sum_{n \in \mathbb{Z}^g} |a_n(f)| < \infty\). Moreover, for all \(x \in \mathbb{T}^g\), one has \(\sum_{n \in \mathbb{Z}^g} a_n(f)e^{2\pi i \langle n, x \rangle} = f(x)\).
2. (Parseval’s theorem) Let \(f \in L^2(\mathbb{T}^g)\). Then \(\int_{\mathbb{T}^g} |f(x)|^2 dx = \sum_{n \in \mathbb{Z}^g} |a_n(f)|^2\).
(3) (Paley-Wiener principle) Let $f \in C^k(\mathbb{T}^g)$ for some $k \geq 0$. Then
\[
\lim_{\|n\|_2 \to \infty} \frac{|a_n(f)|}{1+\|n\|_2^2} \to 0.
\]
Furthermore, if $f$ is a real analytic, then there exists a positive constant $D > 0$, such that for all $n \geq 0$, $|a_n(f)| \leq e^{-D\|n\|_2}$.

**Proof** For a proof of (1) see Corollaries 1.8 and 1.9 on p. 249 of [37]. The proof of (2) is classical and may be found in most textbooks on Fourier series. For a proof of the first part of (3), see for example Theorem 3.2.9 of [18]. For a proof of the second part of (3), see for example Proposition 5.4.1 of [21]. □

The following technical lemma will also be needed. Note that the hypotheses are far from being optimal.

**Lemma 4.11.** Let $U \subseteq \mathbb{R}^r$ be an non-empty open subset. Let
\[
F : \mathbb{T}^g \times U \to \mathbb{C}
\]
be a smooth function, where $x \in \mathbb{T}^g$ and $y \in U$. Let
\[
F(x, y) = \sum_{n \in \mathbb{Z}^g} a_n(y) e^{2\pi i (n,x)},
\]
be the Fourier series expansion of $[x \mapsto F(x, y)]$ which exists and computes the value of $F(x, y)$ by (1) of Theorem 4.10. Then, for each $n \in \mathbb{Z}^g$, the function $[y \mapsto a_n(y)]$ is smooth on $U$.

Let $D$ the linear differential operator $D := g(y) \frac{\partial^{i_1}}{\partial y_1^{i_1}} \frac{\partial^{i_2}}{\partial y_2^{i_2}} \ldots \frac{\partial^{i_g}}{\partial y_g^{i_g}}$, where $i_1, \ldots, i_g \geq 0$, and $g(y)$ is a polynomial in $y$. Then
\[
DF(x, y) = \sum_{n \in \mathbb{Z}^g} (Da_n(y)) e^{2\pi i (n,x)}.
\]
Moreover, if we let $D' = \frac{\partial^{i_1}}{\partial x_1^{i_1}} \frac{\partial^{i_2}}{\partial x_2^{i_2}} \ldots \frac{\partial^{i_g}}{\partial x_g^{i_g}}$, where $i_1, \ldots, i_g \geq 0$, then
\[
D'F(x, y) = \sum_{n \in \mathbb{Z}^g} a_n(y) (D' e^{2\pi i (n,x)}).
\]

**Proof** Let us start by proving that the functions $[y \mapsto a_n(y)]$ are smooth. By definition, we have $a_n(y) = \int_{\mathbb{T}^g} F(x, y) e^{-2\pi i (n,x)} dx$. Let $D := \frac{\partial}{\partial y_1}$. For each compact set $K' \subseteq U$, the function $[(x, y) \mapsto DF(x, y)]$ is continuous on $K := \mathbb{T}^g \times K'$. Since $K$ is compact, it follows that $[(x, y) \mapsto DF(x, y)]$ is uniformly continuous on $K$ and, therefore, is bounded by a constant. Moreover, for a fixed $y \in U$, the function $[x \mapsto DF(x, y)]$ is integrable on $\mathbb{T}^g$. It follows from all of our assumptions (see for example Lemma 2.2 on page 226 of [23]), that
\[
Da_n(y) = \int_{\mathbb{T}^g} DF(x, y) e^{-2\pi i (n,x)} dx,
\]
i.e., one is allowed to differentiate under the integral sign. In particular, it follows from (4.8), that \( y \mapsto a_n(y) \) is continuous on \( K' \). By induction on the order of \( D \), it follows that \( [y \mapsto a_n(y)] \) is smooth. Finally, since \( K' \subseteq U \) was an arbitrary compact set, this implies that the function \( [y \mapsto a_n(y)] \) is smooth on all of \( U \).

Let us show (4.6). Let \( D := g(y) \frac{\partial}{\partial y_j} \) where \( g(y) \) is a polynomial in \( y = (y_j)_{j=1}^r \). Let \( y \in U \) be fixed. The function \( [x \mapsto DF(x, y)] \) is smooth and invariant under a translation by an element in \( \mathbb{T}^q \). Therefore, from (1) of Theorem 4.10 we have that for all \( x \in \mathbb{T}^q \),

\[
DF(x, y) = \sum_{n \in \mathbb{Z}^q} b_n(y) e^{2\pi i (n, x)},
\]

where \( b_n(y) \) is defined as

\[
b_n(y) = \int_{\mathbb{T}^q} DF(x, y) e^{-2\pi i (n, x)} dx.
\]

Similarly to the proof of (4.8), we have

\[
b_n(y) = \int_{\mathbb{T}^q} DF(x, y) e^{-2\pi i (n, x)} dx = D \int_{\mathbb{T}^q} F(x, y) e^{-2\pi i (n, x)} dx = Da_n(y).
\]

By induction on the order of \( D \) this proves (4.6).

It remains to prove (4.7). Let \( D' = \partial_{x_j} := \frac{\partial}{\partial x_j} \). Note that \( [(x, y) \mapsto \partial_{x_j} F(x, y)] \) is again a smooth function of \( \mathbb{T}^q \times U \). It particular, it admits a Fourier expansion which computes its value. We have

\[
\partial_{x_j} F(x, y) = \sum_{n \in \mathbb{Z}^q} c_n(y) e^{2\pi i (n, x)},
\]

where \( c_n(y) = \int_{\mathbb{T}^q} (\partial_{x_j} F(x, y)) e^{-2\pi i (n, x)} dx \). Integrating by parts, we find that

\[
\int_{\mathbb{T}^q} (\partial_{x_j} F(x, y)) e^{-2\pi i (n, x)} dx = \int_{\mathbb{T}^q} \partial_{x_j} (F(x, y) e^{-2\pi i (n, x)}) dx - \int_{\mathbb{T}^q} F(x, y) (\partial_{x_j} e^{-2\pi i (n, x)}) dx
\]

\[
= 2\pi i n_j \int_{\mathbb{T}^q} F(x, y) e^{-2\pi i (n, x)} dx
\]

\[
= 2\pi i n_j a_n(y),
\]

where \( n_j \) is the \( j \)-th coordinate of \( n \). It thus follows that

\[
\partial_{x_j} F(x, y) = \sum_{n \in \mathbb{Z}^q} a_n(y) (\partial_{x_j} e^{2\pi i (n, x)}).
\]

The result follows by induction on the order of \( D' \). This concludes the proof.

4.3 The monomial \( P(\alpha, \beta; z) \) and the product convention

In this section we introduce the basic monomial \( P(\alpha, \beta; z) \) and the product convention which gives a rule on how one should compute \( P(\alpha, \beta; z) \).
For $\alpha, \beta \in \mathbb{C}^g$ and $z \in K^\pm_{\mathbb{C}}$, we define

$$P(\alpha, \beta; z) := z^\alpha \overline{z}^\beta = \left( \prod_{i=1}^{\mathbb{C}^g} (z_i)^{\alpha_i} \prod_{i=1}^{\mathbb{C}^g} (\overline{z_i})^{\beta_i} \right).$$

It is a “monomial” in the variables $z$ and $\overline{z}$ where the exponents are allowed to be complex numbers (not just positive integers). Recall that $z_i^{\alpha_i} := e^{\alpha_i \log z_i}$ where $\log z_i$ is the principal branch of the logarithm. Let us note that

$$P(-\alpha, -\beta; z) = \frac{1}{P(\alpha, \beta; z)}.$$

If the weights $\alpha, \beta \in \mathbb{C}$ are such that $\beta - \alpha = p \in \mathbb{Z}^g$, then a direct computation shows that, for any $z \in K^\pm_{\mathbb{C}}$, the following identity hold true:

$$P(\alpha, \beta; z) = |N(z)|^{\alpha + \beta} \omega_p(z).$$

Note that (4.10) is still valid if $z \in (\mathbb{R}_{>0})^g$. However, if $z \in K^\pm_{\mathbb{C}}$ and if $z$ admits a coordinate $z_j$ such that $z_j \in \mathbb{R}_{<0}$, then (4.10) may fail to be true. It will be important for the whole work to be able to evaluate the monomial $P(\alpha, \beta; z)$ when $z \in (\mathbb{R}^\times)^g$, in a way which is compatible with formula (4.10). Therefore, we make the following convention:

**Product Convention 4.12.** Let $\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n, \in \mathbb{C}$ and let $z_1, \ldots, z_n, w_1, \ldots, w_n \in \mathbb{C}$ be complex variables. Consider the following formal products of two types

1. $F(z_1, \ldots, z_n; w_1, \ldots, w_n) := \prod_{j=1}^{n} z_j^{\alpha_j} \cdot \prod_{j=1}^{n} (\overline{w_j})^{\beta_j}.$
2. $G(z_1, \ldots, z_n; w_1, \ldots, w_n) := \prod_{j=1}^{n} (z_j w_j)^{\alpha_j} \cdot \prod_{j=1}^{n} (\overline{z_j} \cdot \overline{w_j})^{\beta_j}.$

The “bar” on the $w_i$’s should be thought of as a “formal conjugate”. Let $(a_1, \ldots, a_n; b_1, \ldots, b_m) \in (\mathbb{C}^\times)^g$. Then we define

1. $F(a_1, \ldots, a_n; b_1, \ldots, b_m) := \lim_{z_i \to a_i \atop w_i \to b_i} F(z_1, \ldots, z_n; w_1, \ldots, w_n)$
2. $G(a_1, \ldots, a_n; b_1, \ldots, b_m) := \lim_{z_i \to a_i \atop w_i \to b_i} G(z_1, \ldots, z_n; w_1, \ldots, w_n)$

where the $z_i, w_i \in \mathbb{C}^\times$ are subjected to the condition that

1. If $a_i \in \mathbb{R}_{<0}$ then the sequence $\{z_{ik}\}_{k \geq 1}$ converging to $a_i$ is such that $0 < \arg(z_{ik}) < \pi$.  

(2) If \( b_i \in \mathbb{R}_{<0} \) then the sequence \( \{w_{ik}\}_{k \geq 1} \) converging to \( b_i \) is such that \( 0 < \arg(w_{ik}) < \pi \).

In other words, when approaching a negative real number (in the euclidean topology) by non-real complex numbers, we do so by using complex numbers in the upper half plane.

More generally, we could use the same convention for any algebraic expression in a set of holomorphic variables, conjugate variables and different choices of parentheses. For example, we could consider the expression \((z_1 w_1 z_2\overline{w}_2)^{\alpha_1} \cdot (\overline{z}_1 z_2)^{\alpha_2}\), etc. However, for the whole work, only the formal products (1) and (2) will be needed.

Using this convention, we have the following important proposition:

**Proposition 4.13.** Let \( \alpha, \beta \in \mathbb{C}^g \) be two weight vectors, such that \( \beta - \alpha = p \in \mathbb{Z}^g \). Then, for any \( z, w \in K \times \mathbb{C} \), the following identities, computed according to Convention 4.12, hold true:

\[
\begin{align*}
(1) & \quad P(\alpha, \beta; z) = \frac{|N(z)|^{\alpha + \beta}}{\omega_p(z)}, \\
(2) & \quad (zw)^{\alpha} \cdot (\overline{z} \cdot \overline{w})^\beta = z^{\alpha} \cdot \overline{w}^{\beta} \cdot w^{\beta}.
\end{align*}
\]

**Remark 4.14.** If \( z \in K^\pm \cup \mathbb{R}^g_{>0} \), then the identities (1) and (2) are valid when computed (normally, i.e., without Convention 4.12) in terms of the principal branch of the logarithm on \( \mathbb{C} \setminus \mathbb{R}_{\leq 0} \).

### 4.4 The Fourier series expansion of \( R_L(\alpha, \beta; z) \)

In this Section, we introduce certain basic infinite sums for which we compute their Fourier series. These infinite sums will be the building blocks of the real analytic Eisenstein series which appear in Definition 5.21.

Let \( L \subseteq K \) be a fixed lattice. For a fixed pair \( \alpha = (\alpha_i)_{i=1}^g, \beta = (\beta_i)_{i=1}^g \in \mathbb{C}^g \) such that, \( \text{Re}(\alpha_j + \beta_j) > 1 \) for all \( j \in \{1, 2, \ldots, g\} \), and \( z \in K^\pm_{\mathbb{C}} \), we define

\[
R_L(\alpha, \beta; z) := \sum_{v \in L} (z + v)^{-\alpha} \cdot (\overline{z} + v)^{-\beta}
= \sum_{v \in L} P(-\alpha, -\beta; z + v).
\]

Note that the convergence of the summation in (4.11) is absolute.

We would like now to give the Fourier series expansion of \([x \mapsto R_L(\alpha, \beta; x + i y)]\). From (1) of Theorem 4.10 we may deduce that

\[
R_L(\alpha, \beta; z) = \sum_{\xi \in \mathcal{L}} a_\xi(\alpha, \beta; y) e^{2\pi i \text{Tr}(\xi z)},
\]
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for all \( z = x + iy \in K^\pm \), where \( \xi x = (\xi^{(i)} x_i)^g_{i=1} \) and

\[
a_\xi(\alpha, \beta; y) := \frac{1}{\text{cov}(\mathcal{L})} \int_{\mathbb{R}^g / \mathcal{L}} e^{-2\pi i \text{Tr}(\xi x)} R_\mathcal{L}(\alpha, \beta; z) dx.
\]

Here, \( \text{cov}(\mathcal{L}) \) corresponds to the covolume of the lattice \( \mathcal{L} \) (see Section 4.1.8). For a fix element \( \xi \in \mathcal{L}^* \) in the dual lattice, we have

\[
\int_{\mathbb{R}^g / \mathcal{L}} e^{-2\pi i \text{Tr}(\xi x)} R_\mathcal{L}(\alpha, \beta; z) dx = \int_{\mathbb{R}^g / \mathcal{L}} e^{-2\pi i \text{Tr}(\xi x)} \sum_{v \in \mathcal{L}} P(-\alpha, -\beta; z + v) dx
\]

\[
= \int_{\mathbb{R}^g / \mathcal{L}} e^{2\pi i \text{Tr}(\xi x)} \sum_{v \in \mathcal{L}} e^{-2\pi i \text{Tr}(\xi(x+v))} P(-\alpha, -\beta; x + iy + v) dx
\]

\[
= \int_{\mathbb{R}^g} e^{-2\pi i \text{Tr}(\xi x)} P(-\alpha, -\beta; x + iy) dx.
\]

Moreover,

\[
\int_{\mathbb{R}^g} e^{-2\pi i \text{Tr}(\xi x)} P(-\alpha, -\beta; x + iy) dx = \prod_{j=1}^g \int_{-\infty}^\infty e^{-2\pi i \xi^{(j)} x_j} z_j^{-\alpha_j} \bar{z}_j^{-\beta_j} dx_j
\]

\[
= \prod_{j=1}^g \tau(\alpha_j, \beta_j; \xi^{(j)}, y_j).
\]

Therefore, the \( \xi \)-th Fourier coefficient of \( R_\mathcal{L}(\alpha, \beta; z) \) is given explicitly by

\[(4.13) \quad a_\xi(\alpha, \beta; y) = \text{cov}(\mathcal{L})^{-1} \prod_{j=1}^g \tau(\alpha_j, \beta_j; \xi^{(j)}, y_j).
\]

### 4.4.1 A limit formula of \( R_\mathcal{L}(\alpha, \beta; z) \) when \( K = \mathbb{Q} \)

Let us give an nice application which makes use of the explicit Fourier series expansion \((4.12)\). For \( x \in \mathbb{R} \setminus \mathbb{Z} \), and \( s \in \Pi_1 \), let

\[(4.14) \quad \zeta(x, s) := \sum_{n \in \mathbb{Z}} \frac{1}{|n + x|^s}.
\]

Note that the convergence of the series \((4.14)\) is absolute, \( \zeta(x+1, s) = \zeta(x, s) \) and \( \zeta(-x, s) = \zeta(x, s) \). For \( x \in \mathbb{R} \) and \( s \in \Pi_1 \), let

\[(4.15) \quad \Psi(x, s) = \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{e^{2\pi i k x}}{|k|^s}.
\]

Similarly to \((4.14)\), for \( s \in \Pi_1 \), the convergence of the series \((4.15)\) is absolute, \( \Psi(x+1, s) = \Psi(x, s) \) and \( \Psi(-x, s) = \Psi(x, s) \).
For \( x \in \mathbb{R} \setminus \mathbb{Z} \) and \( s \) with \( 0 < \text{Re}(s) \leq 1 \), the series (4.15) converges conditionally (using the summation by parts technique) since \( \sum_{k=0}^{N} e^{2\pi i kx} \) is bounded as \( N \to \infty \). In this case, the infinite sum \( \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{e^{2\pi i kx}}{|k|^s} \) is taken to mean the following limit:

\[
\lim_{N \to \infty} \sum_{k=-N}^{N} \frac{e^{2\pi i kx}}{|k|^s},
\]

i.e., the limit of symmetric partial sums. It also follows from the summation by parts technique that \( s \mapsto \Psi(x, s) \) is holomorphic on all of \( \Pi_0 \). In particular, using the usual Taylor expansion of \( \log(1-x) \) at \( x = 0 \), we may deduce from (4.16) that

\[
\Psi(x, 1) = -\log(1 - e^{2\pi i x}) - \log(1 - e^{-2\pi i x}) = -2 \log |1 - e^{2\pi i x}|.
\]

Since \( x \in \mathbb{R} \setminus \mathbb{Z} \), it follows that \( \Psi(x, 1) \neq 0 \).

It was proved by Lipschitz (see Epstein’s comment mentioned above Equation (7) on p. 618 of [15]), that \( s \mapsto \zeta(x, s) \) and \( s \mapsto \Psi(x, s) \) admit a meromorphic continuation to all of \( \mathbb{C} \) and that both functions are interrelated by the following functional equation:

\[
\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(x, s) = \pi^{-\frac{1-s}{2}} \Gamma\left(\frac{1-s}{2}\right) \Psi(-x, 1-s).
\]

The functional equation above also follows from the main result proved in [5]. With the help of the Euler’s reflection formula and of the duplication formula for the gamma function, we can rewrite (4.17) as:

\[
\zeta(x, s) = 2(2\pi)^{s-1} \Gamma(1-s) \sin(\pi s/2) \Psi(x, 1-s).
\]

In particular, if \( s \in \mathbb{C} \) is fixed and is such that \( \text{Re}(1-s) > 0 \), then (4.18) can be written as

\[
\zeta(x, s) = 2(2\pi)^{s-1} \Gamma(1-s) \sin(\pi s/2) \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{e^{2\pi i kx}}{|k|^{1-s}}.
\]

In particular, the right-hand side of (4.19) may be interpreted as the Fourier series expansion of \( x \mapsto \zeta(x, s) \)

For \( z = x + iy \in \mathbb{C} \setminus \mathbb{Z} \) and \( s \in \Pi_1 \), let

\[
\tilde{\zeta}(z, s) := \sum_{n \in \mathbb{Z}} \frac{1}{|n + z|^s}.
\]

Note that \( \tilde{\zeta}(z + 1, s) = \tilde{\zeta}(z, s) \) and \( \tilde{\zeta}(-z, s) = \tilde{\zeta}(z, s) \). Obviously, for \( x \in \mathbb{R} \setminus \mathbb{Z} \), we have \( \zeta(x, s) = \tilde{\zeta}(x, s) \). We would like now to explain how (4.19) may be interpreted as the limit of the Fourier series expansion of \( x \mapsto \tilde{\zeta}(x + iy, s) \) when \( z = x + iy \in \mathbb{H}^\pm \) and \( y \to 0 \). In particular, this provides a “new proof” of (4.18) which does not use the Poisson
sum\tion formula (even though both proofs rely ultimately on Fourier series expansion associated to functions on the circle). From (4.12), for a fixed \( y \in \mathbb{R}^\times \), the Fourier series of \([x + iy \mapsto \tilde{\zeta}(x + iy, s)]\) is given by

\[
\tilde{\zeta}(z, s) = \sum_{n \in \mathbb{Z}} \tau \left( \frac{s}{2}, \frac{s}{2}, n, y \right) e^{2\pi i nx} = 2\pi \frac{\Gamma(s - 1)}{\Gamma(s/2)^2} (2|y|)^{1-s} + \frac{(2\pi)^s}{\Gamma(s/2)} \sum_{n \neq 0} n^{s-1} U \left( \frac{s}{2}, s, 4\pi|ny| \right) e^{-2\pi|ny|} e^{2\pi i nx},
\]

where the second equality follows from Lemma 3.2. Note that if \( y = 0 \), then the “function” \([x \mapsto \tilde{\zeta}(x, s)]\), for \( x \in \mathbb{R} \), has singularities at each element of \( \mathbb{Z} \). This prevents us, a priori, to define its Fourier coefficients.

From Corollary 3.14 we see that for a fixed \( z = x + iy \in \mathfrak{h}^\pm \), the function \( s \mapsto \tilde{\zeta}(z, s) \) admits a single-valued holomorphic continuation to all of \( \mathbb{C} \) which we still denote by \( \tilde{\zeta}(z, s) \). (In particular, note that for a fixed even integer \( k \in \mathbb{Z}_{\leq 0} \), the function \([z \mapsto \tilde{\zeta}(z, k)]\) is identically equal to zero). Now fixing \( s \) with \( \text{Re}(s) < 1 \), we may deduce that

\[
\zeta(x, s) = \lim_{y \to 0} \tilde{\zeta}(z, s) = \lim_{y \to 0} \left[ 2\pi \frac{\Gamma(s - 1)}{\Gamma(s/2)^2} (2|y|)^{1-s} + \frac{(2\pi)^s}{\Gamma(s/2)} \sum_{n \neq 0} n^{s-1} U \left( \frac{s}{2}, s, 4\pi|ny| \right) e^{-2\pi|ny|} e^{2\pi i nx} \right]
\]

\[
= \lim_{y \to 0} \left[ \frac{(2\pi)^s}{\Gamma(s/2)} \sum_{n \neq 0} n^{s-1} U \left( \frac{s}{2}, s, 4\pi|ny| \right) e^{-2\pi|ny|} e^{2\pi i nx} \right]
\]

\[
= 2(2\pi)^{s-1}\Gamma(1 - s) \sin (\pi s/2) \Psi(x, 1 - s).
\]

The last equality used the fact that the limit commutes with the summation (which can be justified since \( x \notin \mathbb{Z} \)), (1) of Proposition 3.11 and the Euler’s reflection formula for the gamma function.

5 Basic properties of real analytic Eisenstein series

5.1 Distinguished subgroups of \( GL_1(K) \) and \( GL_2(K) \)

In this section, we introduce various subgroups of \( GL_1(K) \) and \( GL_2(K) \) which naturally intervene in the study of the Eisenstein series \( G_{w}^{(m,n)}(U, p; z, s) \).

By definition, recall that a lattice \( \mathcal{L} \subseteq K \) is always supposed to be a \( \mathbb{Z} \)-module of maximal rank, i.e., \( \mathcal{L} \simeq \mathbb{Z}^d \).

**Definition 5.1.** For each row vector \((m, n) \in K^2\), we let \( GL_2(K) \) act on the right by the usual matrix multiplication. Let \( n, m \subseteq K \) be two lattices. We define the sets
(1) $GL(m \oplus n) := \{ \gamma \in GL_2(K) : (m \oplus n)\gamma = m \oplus n \}$,

(2) $GL^+(m \oplus n) := \{ \gamma \in GL(m \oplus n) : \text{sg}(\det(\gamma)) = \overline{0} \}$.

(3) $SL(m \oplus n) := \{ \gamma \in GL_2(m \oplus n) : \det(\gamma) = 1 \}$.

(4) If $\mathcal{O} \subseteq \mathcal{O}_K$ is an order and $n \subseteq \mathcal{O}$ is an integral $\mathcal{O}$-ideal, we define

$$\Gamma_{\mathcal{O}}(n) = \{ \gamma \in GL_2(\mathcal{O}) : \gamma \equiv I_2 \pmod{n} \} ,$$

and $\Gamma_{\mathcal{O}}^+(n) = \Gamma_{\mathcal{O}}(n) \cap GL_2^+(K)$. Here $I_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ corresponds to the identity matrix.

One may check that all these sets are in fact subgroups of $GL_2(K)$. It is also straightforward from the definition of $GL(m, n)$ that, if $(m, n)\gamma = (m', n')$ for some $\gamma \in GL_2(K)$, then

$$\gamma GL(m', n')\gamma^{-1} = GL(m, n).$$

In particular, note that for all $\lambda \in K^\times$, $GL(m, n) = GL(\lambda m, \lambda n)$.

**Remark 5.2.** In general, if $(m, n)$, $(m', n')$ are two arbitrary pairs of lattices, there does not necessarily exist a $\gamma \in GL_2(K)$, such that $(m, n)\gamma = (m', n')$. However, in the special case where $m, n, m', n'$ are all fractional $\mathcal{O}_K$-ideals, then one may show that such a $\gamma$ always exist.

Having fixed an ordering of the embeddings of $K$ into $\mathbb{R}$, we may view all the groups above as subgroups of $G(\mathbb{R}) \simeq GL_2(\mathbb{R})^g$.

**Proposition 5.3.** The group $GL(m, n)$, when viewed as a subgroup of $G(\mathbb{R})$, is discrete. Moreover, if $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL(m, n)$, then

(i) $\det(\gamma) \in \mathcal{O}_K^\times$,

(ii) $a \in \mathcal{O}_m$, $d \in \mathcal{O}_n$, $bm \subseteq n$ and $cn \subseteq m$.

Recall here that $\mathcal{O}_m$ is the ring of multipliers of $m$ (see Section 4.1.1).

**Proof** Let us first show that $GL(m, n)$ is discrete. Consider the embedding $\iota : K \to \mathbb{R}^g$ induced by our choice of an ordering of the real embeddings of $K$ into $\mathbb{R}$. Note that every lattice $\mathcal{L} \subseteq K$ is such that $\iota(\mathcal{L})$ is discrete. Let $j := \iota \times \iota : K^2 \to (\mathbb{R}^g)^2$. Then $\mathcal{L} := j(m, n)$
is a discrete $\mathbb{Z}$-lattice inside $\mathbb{R}^{2g}$ of rank $\mathbb{R}^{2g}$. Choosing a $\mathbb{Z}$-basis $\mathfrak{B}$ of $\mathfrak{L}$, one may construct the following commutative diagram:

$$
\begin{array}{ccc}
GL_{2g}(\mathbb{R}) & \xrightarrow{\tilde{\rho}} & \mathcal{G}(\mathbb{R}) \\
\uparrow{\tilde{\iota}} & & \\
GL(m, n) & \xrightarrow{\iota} & \mathcal{G}(\mathbb{R})
\end{array}
$$

where $\tilde{\iota}$ is induced from $\iota$, $\rho$ and $\tilde{\rho}$ are injective continuous group homomorphisms such that $\text{Im}(\tilde{\rho}) \subseteq GL_{\mathbb{Z}}(\mathfrak{L}) \simeq GL_{2g}(\mathbb{Z})$. Since $GL_{\mathbb{Z}}(\mathfrak{L})$ is a discrete subgroup of $GL_{2g}(\mathbb{R})$ it follows that $\tilde{\rho}(GL(m, n))$ is discrete in $GL_{2g}(\mathbb{R})$, and, therefore, $\iota(GL(m, n))$ is also discrete in $\mathcal{G}(\mathbb{R})$.

Let us prove (i). Let $\gamma \in GL(m, n)$. Then the image of the $\gamma$ under the $i$-th embedding, i.e., $\gamma^{(i)} \in GL_2(\mathbb{R})$ gives rise to two complex eigenvalues (counting multiplicities), $\lambda_{1}, \lambda_{2} \in \mathbb{C}$. It follows from the commutativity of the diagram, that the collection of eigenvalues $\{\lambda_{1}, \lambda_{2}\}_{i=1}^{g}$ corresponds to the eigenvalues of $\tilde{\rho}(\gamma)$. But the matrix $\tilde{\rho}(\gamma)$ is conjugate (inside $GL_{2g}(\mathbb{R})$) to a matrix in $GL_{2g}(\mathbb{Z})$. In particular, all the eigenvalues of $\tilde{\rho}(\gamma)$ are algebraic integers, such that their product is equal to $\pm 1$. Therefore, $\{\lambda_{1}, \lambda_{2}\}_{i=1}^{g} \subseteq \mathcal{O}_{K}^\times$.

Let us prove (ii). Consider the subgroup $(m, 0) \leq (m, n)$. Since $(m, 0)\gamma \leq (m, n)$, we deduce that $am \leq m$ and $bm \leq n$. In particular, $a \in \mathcal{O}_{m}$. Similarly, we have $(0, n)\gamma \subseteq (0, n)$ and thus $dn \subseteq \mathfrak{d}$ and $cn \subseteq m$. □

Remark 5.4. Note that in general, the set $GL(m, n)$ is not necessarily a subset of $GL_{2}(\mathcal{O}_{K})$, even though the diagonal entries of each of its matrix are elements of $\mathcal{O}_{K}$.

The next proposition shows that the discrete groups $GL(m, n)$ are big.

**Proposition 5.5.** Let $m, n \subseteq K$ be two lattices. Then there exists an integer $n \in \mathbb{Z}_{\geq 1}$, such that $\Gamma_{\mathcal{O}_{K}}(n\mathcal{O}_{K}) \subseteq GL(m, n)$.

**Proof** Let $\mathcal{O} = \mathcal{O}_m \cap \mathcal{O}_n$. In particular, $m$ and $n$ are $\mathcal{O}$-module. Define

1. $\mathfrak{b} := (m^{-1}n) \cap \mathcal{O},$
2. $\mathfrak{c} := (n^{-1}m) \cap \mathcal{O}.$

Recall here that if $\mathfrak{L}_1$ and $\mathfrak{L}_2$ are lattices then $\mathfrak{L}_1\mathfrak{L}_2$ means the product of the two lattices and $n^{-1}$ (resp. $m^{-1}$) corresponds to the multiplicative inverse of $n$ (resp. multiplicative inverse of $m$), see Section 4.4.2. Let $\mathfrak{d} = \mathfrak{b}\mathfrak{c} \subseteq \mathcal{O}$. Since $\mathfrak{d} \subseteq \mathcal{O}_{K}$ is a lattice, there exists $n \in \mathbb{Z}_{\geq 1}$ such that $[\mathcal{O}_{K} : \mathfrak{d}] = n$. In particular $n\mathcal{O}_{K} \subseteq \mathfrak{d}$ and $1 + n\mathcal{O}_{K} \subseteq \mathcal{O}$. Finally, a direct computation shows that for all $\gamma \in \Gamma_{\mathcal{O}_{K}}(n\mathcal{O}_{K})$, $(m, n)\gamma \subseteq (m, n)$ and $(m, n)\gamma^{-1} \subseteq (m, n)$. Therefore, $(m, n)\gamma = (m, n)$, and hence $\Gamma_{\mathcal{O}_{K}}(n\mathcal{O}_{K}) \subseteq GL(m, n)$. □
Recall that a subgroup $\Gamma \leq GL_2(\mathcal{O}_K)$ is called a congruence subgroup, if there exists $n \in \mathbb{Z}_{\geq 1}$ such that $\Gamma_{\mathcal{O}_K}(n\mathcal{O}_K) \leq \Gamma$. It follows from Proposition 5.5 that all the discrete subgroups $GL(m,n) \cap GL_2(\mathcal{O}_K)$ are congruence subgroups.

Let $(G,\cdot)$ be a group and $G_1, G_2 \leq G$ be subgroups. Recall that $G_1$ and $G_2$ are said to be commensurable if $[G_1 : G_1 \cap G_2] < \infty$ and $[G_2 : G_2 \cap G_1] < \infty$. One may easily check that commensurability gives rise to an equivalence relation on the set of all subgroups of $G$. Consider now the natural projection map

$$\pi : GL_2(\mathcal{O}_K) \to GL_2(\mathcal{O}_K/n\mathcal{O}_K).$$

Since $\Gamma_{\mathcal{O}_K}(n\mathcal{O}_K) = \ker(GL_2(\mathcal{O}_K) \to GL_2(\mathcal{O}_K/n\mathcal{O}_K))$ and $\#GL_2(\mathcal{O}_K/n\mathcal{O}_K) < \infty$, it follows that

$$[GL_2(\mathcal{O}_K) : \Gamma_{\mathcal{O}_K}(n\mathcal{O}_K)] < \infty.$$  

We have the following useful proposition:

**Proposition 5.6.** The group $GL(m,n)$ is commensurable to $GL_2(\mathcal{O}_K)$.

**Proof** In order to prove Proposition 5.6, one could simply invoke Theorem A.20 in Appendix A.4 and then conclude. However, the proof of Theorem A.20 is considerably deeper that the content of Proposition 5.6. For this reason, we also give a direct and elementary proof of Proposition 5.6. We already know from Proposition 5.5 that there exists $n \in \mathbb{Z}_{\geq 1}$ such that $\Gamma_{\mathcal{O}_K}(n\mathcal{O}_K) \leq GL(m,n)$, and, therefore, from (5.1) $[GL_2(\mathcal{O}_K) : \Gamma_{\mathcal{O}_K}(n\mathcal{O}_K) \cap GL(m,n)] < \infty$. Therefore, commensurability will follow if we can show that

$$[GL(m,n) : \Gamma_{\mathcal{O}_K}(n\mathcal{O}_K)] < \infty.$$  

To simplify the notation, we let $\Gamma = GL(m,n)$ and $\Gamma' = \Gamma_{\mathcal{O}_K}(n\mathcal{O}_K)$. We do a proof by contradiction. Let us assume that $[\Gamma : \Gamma'] = \infty$. We will then derive a contradiction. Define

$$H := \{\lambda \cdot I_2 \in GL_2(\mathcal{O}_K) : (\lambda m, \lambda n) = (m,n)\}.$$  

In particular, $H \leq \Gamma$. Note that for each $h \in H$, there exists an $n \in \mathbb{Z}_{\geq 1}$ such that $h^n \in \Gamma'$. Since $H$ is finitely generated, and that each element of $H$ commutes with the elements of $\Gamma'$, it follows that $[\Gamma'H : \Gamma'] < \infty$. Since by assumption $[\Gamma : \Gamma'] < \infty$, we must therefore have

$$[\Gamma : H\Gamma'] = \infty.$$  

Let $\pi$ denote the composition of the two maps $GL_2(K) \to \mathcal{G}(\mathbb{R}) \to PSL_2(\mathbb{R})$. Note that $\ker(\pi) = \{\lambda \cdot I_2 : \lambda \in K^\times\}$. Let $\overline{\Gamma} = \pi(\Gamma)$ and $\overline{\Gamma'} = \pi(\Gamma'H) = \pi(\Gamma')$. Recall that $PSL_2(\mathbb{R})$ acts faithfully and isometrically, by Möbius transformations on the symmetric space $\mathfrak{h}$. Let $\mu$ be the measure on $\mathfrak{h}$ induced by integrating the Gauß-Bonnet form on the measurable sets of $\mathfrak{h}$. By definition, $\mu$ is left invariant by $PSL_2(\mathbb{R})$. Since the group $\overline{\Gamma}$ is discrete, it acts faithfully and properly discontinuously on $\mathfrak{h}$. Moreover, since $\mathcal{G}(\mathbb{R})$ is second-countable, the discrete group $\overline{\Gamma}$ admits a fundamental set in the sense of $\mathbb{R}^2$, i.e., a set $\mathcal{F} \subseteq \mathfrak{h}$ such that
(i) \( \bigcup_{\gamma \in \Gamma} \gamma F = h^g, \)

(ii) For all \( \gamma \in \Gamma \setminus \{1\}, \gamma F \cap F = \emptyset, \)

(iii) \( F \) is a Borel set.

Moreover, in [33], it is shown that the \( \mu \)-volume of \( F \), i.e. \( \mu(F) \), is independent of the choice of the fundamental set. Since \( \ker(\pi) = \{ \lambda \cdot I_2 : \lambda \in K^\times \} \), the map \( \pi \) induces a bijection between the following two sets of right cosets: \( H\Gamma \setminus \Gamma \) and \( \Gamma' \setminus \Gamma \) which is explicitly given by \( H\Gamma' \cdot \gamma \mapsto \Gamma' \cdot \gamma \). Let \( \{g_i \in \Gamma\}_{i \in I} \) be a complete set of representatives of the right cosets \( \Gamma' \setminus \Gamma \). Because of (5.3), \( \#I = \infty \) (we have used here the fact that there is a natural bijection between the left cosets and the right cosets which is provided by the inversion). We may thus view \( F' := \{ g_i F : g_i \in I \} \) as a fundamental set of \( \Gamma' \). However, it is well-known that \( PSL_2(O_K) \) has a fundamental set with a finite strictly positive \( \mu \)-volume. Therefore, the same is true for \( \Gamma' \). Since the measure \( \mu \) is countably additive on disjoint Borel sets, we must have \( \#I \cdot \mu(F) = \mu(F') > 0 \). But this is absurd since \( \#I = \infty \). This concludes the proof. \( \square \)

**Definition 5.7.** For each matrix \( U \in M_2(K) \) and \( \gamma \in GL_2(K) \), we define

\[
(5.4) \quad U^\gamma := \begin{pmatrix} \gamma^{-1} & u_1 \\ v_1 & \gamma^t \end{pmatrix},
\]

where \( \gamma^{-1} \) corresponds to the inverse and \( \gamma^t \) to the transpose. One may check that \( U \mapsto U^\gamma \) gives a right action of \( GL_2(K) \) on \( M_2(K) \) which we call the upper right action.

The next proposition gathers some compatibility properties between the cartan involution on \( M_2(K) \) (see (2.25)) and the upper right action defined above.

**Proposition 5.8.** For all \( U \in M_2(K) \) and \( \gamma \in SL_2(K) \) one has that

\[
(5.5) \quad (U^*)^\gamma = (U^\gamma)^*.
\]

For a diagonal matrix \( D = \begin{pmatrix} d_1 & 0 \\ 0 & d_2 \end{pmatrix} \in GL_2(K) \), let us define \( D^* := \begin{pmatrix} d_2 & 0 \\ 0 & d_1 \end{pmatrix} \). Then for all \( U \in M_2(K) \), and all diagonal matrices \( D \) as above, we have

\[
(5.6) \quad (U^*)D = (U(D^{-1})^*)^*.
\]

In particular, if \( D = \lambda I_2 \) is a scalar matrix, then the \( * \) action inverse-commutes with the upper right action in the sense that \( (U^*)D = (U(D^{-1})^* \).

**Proof** The proofs of (5.5) and (5.6) are straightforward computations. \( \square \)
\textbf{Definition 5.9.} Let $V$ be a lattice of $K$. For a pair of elements $a, b \in K$, we define
\begin{equation}
(5.7) \quad \mathcal{V}_{a,b,V} := \{ \epsilon \in \mathcal{O}_V^*: (\epsilon - 1)a \in V, (\epsilon - 1)b \in V^*, (\epsilon - 1)ab \in (\mathcal{O}_V)^* \}.
\end{equation}
Recall here that $\mathcal{O}_V$ denotes the ring of multipliers of $V$, and $V^*$ denotes the dual lattice with respect to the trace pairing (see Section [4]). We also define $\mathcal{V}_{a,b,V}^+ := \mathcal{V}_{a,b,V} \cap \mathcal{O}_K^*(\infty)$, where $\mathcal{O}_K^*(\infty)$ denotes the group of totally positive units of $\mathcal{O}_K$.

\textbf{Remark 5.10.} In [5], a different group than $\mathcal{V}_{a,b,V}$ was used. It was denoted instead by $\Gamma_{a,b,V}$ and its definition was the same as in (5.7), except that the last condition in (5.7), which reads as "$(\epsilon - 1)ab \in (\mathcal{O}_V)^*$" should be replaced by "$(\epsilon - 1)ab \in \mathfrak{d}_K^{-1}$", where $\mathfrak{d}_K$ is the different ideal of $K$. Note that since $\mathfrak{d}_K^{-1} \subseteq (\mathcal{O}_V)^*$, we always have that $\Gamma_{a,b,V} \leq \mathcal{V}_{a,b,V}$. The reason we preferred to work with $\mathcal{V}_{a,b,V}$ rather than $\Gamma_{a,b,V}$ is because we want property (3) below to hold true.

The next proposition makes precise the exact dependence of $\mathcal{V}_{a,b,V}$ (resp. $\mathcal{V}_{a,b,V}^+$) on the triple $(a, b, V)$.

\textbf{Proposition 5.11.} We have

1. $\mathcal{V}_{a,b,V} = \mathcal{V}_{-a,-b,V} = \mathcal{V}_{-a,b,V} = \mathcal{V}_{a,-b,V}$.

2. For all $\lambda \in K \setminus \{0\}$, $\mathcal{V}_{a,b,V} = \mathcal{V}_{\lambda a, \lambda b, V}$ (resp. $\mathcal{V}_{a,b,V}^+ = \mathcal{V}_{\lambda a, \lambda b, V}^+$).

3. if $a \equiv a' \pmod{V}$ and $b \equiv b' \pmod{V^*}$ then $\mathcal{V}_{a,b,V} = \mathcal{V}_{a',b',V}$ (resp. $\mathcal{V}_{a,b,V}^+ = \mathcal{V}_{a',b',V}^+$).

4. The subgroup $\mathcal{V}_{a,b,V}^+$ has finite index in $\mathcal{O}_K^*$.

\textbf{Proof} The proofs of the first two equalities in (1) follow directly from the definition of $\mathcal{V}_{a,b,V}$. The proof of the third equality in (1) follows from the fact that $V^{**} = V$ and $\mathcal{O}_V = \mathcal{O}_V^{*}$ (see Section [4.1.5]). The proof of (2) follows from the observations that $(\lambda V)^* = \frac{1}{\lambda} V^*$ and $\mathcal{O}_V = \mathcal{O}_V^\lambda$. The proof of (3) follows from the observations that $\mathcal{O}_V = \mathcal{O}_V^\lambda$, $VV^* \subseteq \mathcal{O}^*$ and the following equivalence: for $\epsilon \in \mathcal{O}_V$, we have
\[(\epsilon - 1)ab \in (\mathcal{O}_V)^* \iff (\epsilon - 1)a'b' \in (\mathcal{O}_V)^*.
\]
It remains to prove (4). Let $\{ \epsilon_i : i = 1, \ldots, g - 1 \} \subseteq \mathcal{O}_K^*(\infty)$ be a $\mathbb{Z}$-basis of $\mathcal{O}_K^*(\infty)$. From Dirichlet’s unit theorem, this is a free $\mathbb{Z}$-module of rank $g - 1$. The algebraic number $a$ in the triple $(a, b, V)$ may be written as: $\frac{a}{s}$ for $s, t \in \mathcal{O}_K$ and $t \neq 0$, where $s$ is chosen, so that $sV \subseteq V$. Choose $N \in \mathbb{Z}_{\geq 1}$, such that $N \mathcal{O}_K \subseteq V$. Let $m = \#(\mathcal{O}_K/tN\mathcal{O}_K)^\lambda$. Then for all $\epsilon \in \{1, \ldots, g - 1\}$, we have $\epsilon_i^m \in 1 + tN\mathcal{O}_K \subseteq 1 + tV$.

Therefore, $(\epsilon_i^m - 1)a = (\epsilon_i^m - 1)\frac{a}{s} \in sV \subseteq V$. Similarly, we may find an integer $m' \geq 1$, such that for each $\epsilon_i \in \{1, \ldots, g - 1\}$, $(\epsilon_i^m - 1)b \in V^*$. Let $m'' = \text{lcm}(m, m')$. Finally, since $(\mathcal{O}_K^*(\infty))^m \leq \mathcal{V}_{a,b,V}$ it follows that $[\mathcal{O}_K^*(\infty) : \mathcal{V}_{a,b,V}] \leq (m'')^{a-1}$. \hfill $\square$
Definition 5.12. Let \( m \) and \( n \) be two lattices of \( K \). Let \( U = \begin{pmatrix} u_1 & v_1 \\ u_2 & v_2 \end{pmatrix} \in M_2(K) \) be a parameter matrix. We define

\[
\mathcal{V}_U(m \oplus n) := \mathcal{V}_{v_1,u_1,m} \cap \mathcal{V}_{v_2,u_2,n},
\]

and \( \mathcal{V}_U^+(m \oplus n) := \mathcal{V}_U(m \oplus n) \cap \mathcal{O}_K^+(\infty). \)

It follows from Proposition 5.11 that the groups \( \mathcal{V}_U(m \oplus n) \) and \( \mathcal{V}_U^+(m \oplus n) \) have finite index in \( \mathcal{O}_K^+ \).

Proposition 5.13. We have

(i) \( \mathcal{V}_U(m \oplus n) = \mathcal{V}_{U^*}(n^* \oplus m^*) \), where \( U \mapsto U^* \) corresponds to the Cartan involution which was defined in (2.25).

(ii) Let \( D = \begin{pmatrix} d_1 & 0 \\ 0 & d_2 \end{pmatrix} \in GL_2(\mathbb{R}) \) be a diagonal matrix. Then

\[
\mathcal{V}_U(m \oplus n) = \mathcal{V}_{U^D}(d_1m \oplus d_2n),
\]

(iii) Let \( \gamma = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \). Then \( \mathcal{V}_U(m \oplus n) = \mathcal{V}_{U^\gamma}((m \oplus n)\gamma) \).

Proof This follows directly from the definition of \( \mathcal{V}_U(m \oplus n) \) and Proposition 5.11. \( \square \)

Definition 5.14. Let \((m, n, U)\) be a triple, where \( m, n \subseteq K \) are lattices and \( U \in M_2(K) \) is a parameter matrix. We define

\[
\Gamma_U(m, n) := \left\{ \gamma \in GL(m \oplus n) : U^\gamma - U \in \begin{pmatrix} m^* & m \\ n^* & n \end{pmatrix} \right\}.
\]

We also let \( \Gamma_U^+(m \oplus n) := \Gamma_U(m \oplus n) \cap GL_2^+(K). \)

Let us assume that \( U \in \frac{1}{N} \begin{pmatrix} m^* & m \\ n^* & n \end{pmatrix} \) for some \( N \in \mathbb{Z}_{\geq 1} \). Then we define

\[
\Gamma_U(m, n; N) := \left\{ \gamma \in \Gamma_U(m, n) : U^\gamma - U \in \begin{pmatrix} Nm^* & Nm \\ Nn^* & Nn \end{pmatrix} \right\}.
\]

If \( U \in \frac{1}{N} \begin{pmatrix} m^* & m \\ n^* & n \end{pmatrix} \), then, by definition, we have: \( \Gamma_U(m, n; N) \leq \Gamma_U(m, n) \) and \( \Gamma_U^+(m, n; N) \leq \Gamma_U^+(m, n) \).

Proposition 5.15. The groups \( \Gamma_U(m, n), \Gamma_U(m, n; N), \Gamma_U^+(m, n) \) and \( \Gamma_U^+(m, n; N) \) are commensurable to \( GL_2(\mathcal{O}_K) \).
Proof Let $\mathcal{O} = \mathcal{O}_m \cap \mathcal{O}_n$. Then $\mathcal{O}$ is an order of $\mathcal{O}_K$, such that $\mathcal{O} \subseteq \mathcal{O}_m^\star \cap \mathcal{O}_n^\star$ (in fact it follows from the discussion in Section 4.1.5 that the previous inclusion is an equality). Since $\Gamma^+_U(m, n; N)$ is contained in all the other subgroups, it is enough to show that $\Gamma^+_U(m, n; N)\cap GL_2(\mathcal{O})$ contains a subgroup $\tilde{\Gamma}$ (which will be constructed below) of finite index in $GL_2(\mathcal{O}_K)$. Indeed, since $[GL_2(\mathcal{O}_K) : \tilde{\Gamma}] < \infty$ and $GL_2(\mathcal{O}_K)$ is commensurable to $GL(m, n)$ (Proposition 5.6), we will also have $[\Gamma^+_U(m, n; N) : \tilde{\Gamma}] < \infty$.

From the short exact sequence

$$1 \to GL_2^+(\mathcal{O}_K) \to GL_2(\mathcal{O}_K) \to \mathcal{O}_K^\times / \mathcal{O}_K^\times(\infty) \to 1,$$

and the finiteness of $\mathcal{O}_K^\times / \mathcal{O}_K^\times(\infty)$ (since $(\mathcal{O}_K^\times)^2 \leq \mathcal{O}_K^\times(\infty)$) it follows that $\tilde{\Gamma}$ is of finite index in $GL_2^+(\mathcal{O}_K)$ if and only if it is of finite index in $GL_2(\mathcal{O}_K)$.

Define

1. $b := ((n^\star)^{-1}m^\star) \cap (nm^{-1}) \cap \mathcal{O}$,
2. $c := ((m^\star)^{-1}n^\star) \cap (n^{-1}m) \cap \mathcal{O}$.

One may check that $b$ and $c$ are $\mathcal{O}$-modules. Let $d := bc$. Since $d \subseteq \mathcal{O}_K$ is a lattice, there exists an integer $n \in \mathbb{Z}_{\geq 1}$ such that $[\mathcal{O}_K : d] = n$. In particular, $n\mathcal{O}_K \leq d$ and $1+n\mathcal{O}_K \subseteq \mathcal{O}$. Define $\Gamma' := \Gamma^+_\mathcal{O}_K(n\mathcal{O}_K)$ Note that $\Gamma' \leq GL_2^+(\mathcal{O})$.

By definition of $\Gamma'$, one may check that for all $\gamma \in \Gamma'$, $(m \oplus n)\gamma \leq m \oplus n$. Since $\gamma$ is also invertible as a linear map of $\mathcal{O}$-modules, it follows also that $(m \oplus n)\gamma^{-1} = m \oplus n$, and thus $(m \oplus n)\gamma = m \oplus n$.

Consider now the set

$$W := \left( \begin{array}{cc} \frac{1}{N}m^\star / (Nm^\star) & \frac{1}{N}m / (Nm) \\ \frac{1}{N}n^\star / (Nn^\star) & \frac{1}{N}n / (Nn) \end{array} \right).$$

By definition, $W$ is a finite abelian group (using the usual addition of matrices) of cardinality $N^{89}$. It also follows from the definition of $\Gamma'$ that $W$ is $\Gamma'$-stable, as a set, under the upper right action. In this way, we may view $W$ as a right $\Gamma'$-module. Consider now the class

$$[U] := U \mod \left( \begin{array}{cc} Nm^\star & Nm \\ Nn^\star & Nn \end{array} \right) \in W.$$

Since $W$ has finite cardinality, it follows that $\tilde{\Gamma} := \text{Stab}_{\Gamma'}([U])$ is a finite index subgroup of $\Gamma'$ and, therefore, a finite index subgroup of $GL_2^+(\mathcal{O}_K)$. Finally, it follows from the definition of $\tilde{\Gamma}$ that for all $\gamma \in \tilde{\Gamma}$,
(1) $\gamma \in GL^+(m \oplus n) \cap \Gamma' \subseteq GL^+(m \oplus n) \cap GL_2(O)$,

(2) $U^\gamma \equiv U \pmod{\begin{bmatrix}Nm^* & Nm \\ Nn^* & Nn \end{bmatrix}}$ (since $\gamma \in \text{Stab}_\Gamma([U])$).

Hence, $\tilde{\Gamma} \leq \Gamma_U(m, n; N) \cap GL_2(O)$. The result follows. \qed

5.1.1 The indices $e_1, e_2, f_1$ and $f_2$

In this section, we introduce various indices which measure the discrepancy between various subgroups of $O_K^\times(\infty)$.

**Definition 5.16.** Let $(m, n, U)$ be a triple and let $\gamma \in GL_2(K)$. We define the following integers:

1. $e_1((m, n); U) := [V_U^+(m, n) : V_U^+(m, n) \cap V_U^+(m \oplus n)]$,
2. $e_2((m, n); U) := [V_U^+(m, n) : V_U^+(m, n) \cap V_U^+(m \oplus n)]$,
3. $f_1((m, n); U; \gamma) := [V_U^+(m, n) : V_U^+(m \oplus n) \cap V_U^+(m \oplus n)]$,
4. $f_2((m, n); U; \gamma) := [V_U^+(m, n) : V_U^+(m \oplus n) \cap V_U^+(m \oplus n)]$.

When the data $((m, n), U; \gamma)$ is clear from the context, we simply write $e_1$, $e_2$, $f_1$ and $f_2$.

**Definition 5.17.** Let $m, n \subseteq K$ be two lattices. We define $(m, n)^* := (n^*, m^*)$.

Note that $s_\ast$ is an involution on the set of all ordered pairs of lattices of $K$. The next proposition describes some symmetries that the invariants $e_1, e_2, f_1$ and $f_2$ satisfy under the Cartan involution.

**Proposition 5.18.** We have:

1. $e_1((m, n)^*; U^*) = e_2((m, n); U)$.

For all $\gamma \in SL_2(m \oplus n)$, we have

2. $f_1((m, n)^*; U^*; \gamma) = f_1((m, n); U; \gamma)$,
3. $f_2((m, n)^*; U^*; \gamma) = f_2((m, n); U; \gamma)$.

**Proof** The proof of (1) follows from Proposition 5.13. The proofs of (2) and (3) follows from Proposition 5.13 and from (5.5) of Proposition 5.8. \qed
5.1.2 The group $\Upsilon(m, n)$

**Definition 5.19.** Let $m, n \subseteq K$ be two lattices. We define $\Upsilon(m, n)$ to be the subgroup of $SL_2(K)$ generated by the following three types of elements:

1. $\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$,
2. $\begin{pmatrix} \lambda & 0 \\ 0 & \lambda^{-1} \end{pmatrix}$ such that $\lambda \in K^\times$,
3. $\begin{pmatrix} 1 & \mu \\ 0 & 1 \end{pmatrix}$ such that $\mu m \subseteq n$.

The group $\Upsilon(m, n)$ will play a key role in the first proof of Theorem 9.10.

**Proposition 5.20.** The group $\Upsilon(m, n)$ has the following three key properties:

1. The group $\Upsilon(m, n)$ acts transitively on $\mathbb{P}^1(K)$,
2. For all $\gamma \in \Upsilon(m, n)$, we have $((m, n)\gamma)^* = ((m, n)^*)\gamma$.
3. Let $\gamma \in \Upsilon(m, n)$ and set $(m', n') := (m, n)\gamma$. Then $\text{cov}(m)\text{cov}(n) = \text{cov}(m')\text{cov}(n')$.

**Proof** Let us prove (1). Let $\sigma = \frac{a}{b} \in K$. Without loss of generality we may assume that $b$ is such that $bm \subseteq n$. A direct computation shows that

$$\eta := \begin{pmatrix} -a & 0 \\ 0 & -a^{-1} \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} a & 0 \\ b & a^{-1} \end{pmatrix}.$$ 

By definition, we have $\eta \in \Upsilon(m, n)$ and $\eta \infty = \sigma$. Since $\sigma$ was arbitrary, it follows that $\eta \in \Upsilon(m, n)$ acts transitively on $\mathbb{P}^1(K)$.

The proofs of (2) and (3) follow from a direct calculation for each of the three types of generators of $\Upsilon(m, n)$. $\Box$
5.2 The real analytic Eisenstein series $G_{(m,n)}^{\alpha(s),\beta(s)}(U; z)$

In this section, we rewrite the Eisenstein series $G_{(m,n)}^w(U, p; z, s)$ in terms of a family of bi-weights $[\alpha(s), \beta(s)] \in \mathbb{C}^g \times \mathbb{C}^g$.

**Definition 5.21.** For each $p \in \mathbb{Z}^g$, $w \in \mathbb{Z}$ and $s \in \mathbb{C}$, we associate the following two $g$-tuples of complex numbers (which we also call weights):

1. $\alpha = \alpha(s) := (s + w) \cdot 1 - \frac{p}{2} \in \mathbb{C}^g$,
2. $\beta = \beta(s) := s \cdot 1 + \frac{p}{2} \in \mathbb{C}^g$.

In particular, for $1 \leq i \leq g$, we have $\alpha_i(s), \beta_i(s) = s + w - \frac{p}{2}$. When the dependence of $\alpha(s)$ and $\beta(s)$ on $s$ is clear, we may drop the symbol $s$ from the notation and write instead $\alpha$ and $\beta$. If we want to speak about the $j$-th coordinate of $\alpha = \alpha(s)$, we may also write $\alpha_j$ rather than $\alpha(s)_j$.

**Definition 5.22.** Let $Q = ((m, n), U, p, w)$ be a standard quadruple. For $s \in \mathbb{C}$, we let $\alpha(s)$ and $\beta(s)$ be the two weights defined as in Definition 5.21. In particular, $\alpha(s)$ and $\beta(s)$ depend on the parameters $p$ and $k$. For $z \in K_C^+$ and $s \in \Pi_{1, -\frac{m}{2}}$, we define

\[
G_Q(z, s) = G_{(m,n)}^{\alpha(s),\beta(s)}(U; z) := \sum_{\mathcal{V}^+ \setminus \{(0,0)\} \neq (m+v_1,n+v_2) \in (m+v_1,n+v_2)} e^{2\pi i \text{Tr}(u_1(m+v_1)+u_2(n+v_2))} \cdot |y|^{1-s} P(\alpha(s), \beta(s); (m+v_1)z + (n+v_2)).
\]

We recall here that $P(\alpha, \beta; z) = z^\alpha \cdot (\tau)^\beta$ for $z \in K_C^+$ where $P(\alpha, \beta; z)$ is computed according to Convention 4.12. The summation in (5.8) is understood to be taken over a complete set of representatives of $(m+v_1, n+v_2) \setminus \{(0,0)\}$ under the left diagonal action of $\mathcal{V}^+ := \mathcal{V}_U^+(m, n)$. Since $s \in \Pi_{1,-\frac{m}{2}}$, the summation on the right-hand side of (5.8) converges absolutely (this fact will be proved in Theorem 5.41) and, therefore, the definition of $G_{(m,n)}^{\alpha(s),\beta(s)}(U; z)$ makes sense.

Using (1) of Proposition 4.13 and the identity

\[
\frac{\omega_{p-w-1}(z)}{|N(z)|^{2s+w}} = \frac{\omega_p(z)}{N(z)^w |N(z)|^{2s}},
\]

one may deduce that

\[
G_{(m,n)}^{\alpha(s),\beta(s)}(U; z) = G_{(m,n)}^w(U, p; z, s),
\]

where $G_{(m,n)}^w(U, p; z, s)$ is the function which appears in (2.10).
5.2.1 A transformation formula for $G^\alpha(s,\beta)(U; z)$

We may now state a general transformation formula for $G^\alpha(s,\beta)(U; z)$.

**Proposition 5.23.** Let $Q = ((m, n), U, p, w)$ be a standard quadruple and let $G^\alpha(s,\beta)(U; z)$ be its associated Eisenstein series. For all $z \in K^\times = K^\times_{\mathbb{C}} \cup (\mathbb{R}^\times)^9$, $s \in \mathbb{C}$ and $\gamma \in GL_2(K)$, we have:

\[(5.10) \quad j(\gamma, z)^{-\alpha(s)} \cdot j(\gamma, \overline{z})^{-\beta(s)} \cdot |j(\gamma, z)|^{1-2s} \cdot |\det(\gamma)|^{-1-s} \cdot G^\alpha(s,\beta)(U; \gamma z) = f_{\gamma} \cdot G^\alpha(s,\beta)(U; z),\]

where

\[(5.11) \quad f_{\gamma} := \frac{f_1((m, n), U; \gamma)}{f_2((m, n), U; \gamma)} \in \mathbb{Q}_{>0}.\]

It is understood here that the product $j(\gamma, z)^{-\alpha(s)} \cdot j(\gamma, \overline{z})^{-\beta(s)}$ is computed according to Convention 4.12. Note that from the identity (2) of Proposition 4.13, we have:

\[(5.12) \quad j(\gamma, z)^{-\alpha(s)} \cdot j(\gamma, \overline{z})^{-\beta(s)} = P(-\alpha(s), -\beta(s); j(\gamma, z)) = \frac{\omega_{p-w-1}(j(\gamma, z))}{|j(\gamma, z)|^{\frac{1}{2}(2s+w)}}.\]

In particular, the product

\[(5.12) \quad j(\gamma, z)^{-\alpha(s)} \cdot j(\gamma, \overline{z})^{-\beta(s)} \cdot |j(\gamma, z)|^{1-2s} = \omega_{w-1-p}(j(\gamma, z))^{-1} \cdot |j(\gamma, z)|^{-w-3},\]

is independent of $s$.

**Remark 5.24.** It follows from (5.12) that the renormalized function

\[(5.13) \quad [z \mapsto G^\alpha(s,\beta)(U, z) \cdot |y|^{\frac{1}{2}-1}],\]

has unitary weight $\{w \cdot 1 - p; s\}$ in the sense of Section 2.1.5. In virtue of the identities (2.16) and (5.9), one readily sees that the function in (5.13) is in fact equal to $G^0_{(m,n)}(U, p - w \cdot 1; z, s + \frac{w}{2})$.

**Proof of Proposition 5.23** We need to show that

\[(5.14) \quad E := j(\gamma, z)^{-\alpha(s)} \cdot j(\gamma, \overline{z})^{-\beta(s)} \cdot |j(\gamma, z)|^{1-2s} \cdot |\det(\gamma)|^{-1-s},\]

\[
\sum_{\nu^+_\gamma((m,n)\setminus\{(0,0)\neq(m+v_1,n+v_2)\in(m+v_1,n+v_2)\}} e^{2\pi i \text{Tr}(u_1(m+v_1)+v_2(n+v_2))} \cdot |\text{Im}(\gamma z)|^{\frac{1}{2}-s} \cdot P(\alpha(s), \beta(s); (m + v_1)\gamma z + (n + v_2),\gamma z + (n + v_2))^{1-s},\]

equals to the right-hand side of (5.10). First, observe that the following two identities hold true.
(a) For all \( z \in K^+ = K^\Sigma \setminus (\mathbb{R}^\times)^9 \), and \( \gamma \in \mathcal{G}(\mathbb{R}) \), we have

\[
(5.15) \quad |j(\gamma, z)|^{1-2s} \cdot |\det(\gamma)|^{-1-s} |\Im(\gamma z)|^{1-s} = |\Im(z)|^{1-s}.
\]

(b) For all \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathcal{G}(\mathbb{R}) \), \( m, n \in K \) and \( z \in K^\Sigma \), we have:

\[
(5.16) \quad j(\gamma, z)^{-\alpha(s)}j(\gamma, z)^{-\beta(s)}P( -\alpha(s), -\beta(s); m(\gamma z) + n) = P( -\alpha(s), -\beta(s); m \cdot j(\gamma, z)(\gamma z) + n \cdot j(\gamma, z)).
\]

Note that the identity (5.16) follows from (2) of Proposition 4.13. Substituting (a) and (b) in the right-hand side of (5.14), we obtain:

\[
(5.17) \quad E = \sum_{V^0(m,n) \setminus \{ (0,0) \neq (m+v_1,n+v_2) \in (m+v_1,n+v_2) \}} e^{2 \pi i \Tr(u_1(m+v_1)+u_2(n+v_2))} \cdot \frac{|\Im(\gamma z)|^{1-s}}{P(\alpha(s), \beta(s); (m+v_1)j(\gamma, z)(\gamma z) + (n+v_2)j(\gamma, z))}.
\]

We wish now to rewrite the expression

\[
P(\alpha(s), \beta(s); (m+v_1)j(\gamma, z)(\gamma z) + (n+v_2)j(\gamma, z))
\]

differently. For any \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(K) \) and \( (m+v_1,n+v_2) \in (m+v_1,n+v_2) \), we have the two identities

\[
(m+v_1)(cz+d)(\gamma z) + (n+v_2)(cz+d) = ((m+v_1 \quad n+v_2) \cdot \begin{pmatrix} z \\ 1 \end{pmatrix})
\]
\[
= ((m+v_1 \quad n+v_2) \cdot \begin{pmatrix} z \\ 1 \end{pmatrix}),
\]

and

\[
u_1(m+v_1) + u_2(m+v_2) = ((u_1 \quad u_2) (\gamma^t)^{-1}) \cdot (\gamma^t \begin{pmatrix} m+v_1 \\ n+v_2 \end{pmatrix}).
\]

Therefore, if we consider the column vectors \( \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \) and \( \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} \) and the row vector \( (m, n) \in m \oplus n \), then the matrix \( \gamma \) acts on them as:

(1) \( \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \mapsto \gamma^{-1} \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \)

(2) \( \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} \mapsto \gamma^t \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} \).

(3) \( (m, n) \mapsto (m, n)\gamma. \)
Finally, combining all the previous observations, we deduce that
\[ E = f_\gamma \cdot G^{\alpha(s),\beta(s)}_{(m,n)\gamma} (U^\gamma, z). \]

Note that the presence of the factor \( f_\gamma \) above (see (5.11)) takes care of the difference between the two unit groups \( V^+_U(m, n) \) and \( V^+_{U^\gamma}((m, n)\gamma) \). This concludes the proof. □

Let us apply Proposition 5.23 to the special case where the matrix \( \gamma = \left(\begin{array}{cc} d_1 & 0 \\ 0 & d_2 \end{array}\right) \) is a diagonal. In this special case, it follows that from (2) of Proposition 5.13 that \( f_D = 1 \).

We have thus obtained the following corollary:

**Corollary 5.25.** For any diagonal matrix \( D = \left(\begin{array}{cc} d_1 & 0 \\ 0 & d_2 \end{array}\right) \in GL_2(\mathbb{R}) \), we have
\[
G^{\alpha(s),\beta(s)}_{(m,n)}(U; \frac{d_1}{d_2} z) = |N(d_1d_2)|^s \cdot \omega_{w,-p}(d_2) \cdot |N(d_2)|^w : G^{\alpha(s),\beta(s)}_{(d_1m,d_2n)}(U^D; z). \tag{5.18}
\]

### 5.3 Real analytic modular forms of bi-weight \( \{[\alpha, \beta]; \mu\} \)

In this subsection, we introduce the notion of modular forms of bi-weight \( \{[\alpha, \beta]; \mu\} \) where \( \alpha, \beta, \mu \in \mathbb{C}^g \). This notion generalizes the notion of modular form of unitary weight \( \{p; s\} \) that was introduced in Section 2.1.5. Here one should view the weight \( \alpha \) (resp. \( \beta \)) as the holomorphic weight (resp. as the anti-holomorphic weight).

We let \( \mathcal{M}_{\text{cont}} := \text{Maps}_{\text{cont}}(K^\pm_{\mathbb{C}}, \mathbb{C}) \) be the space of continuous \( \mathbb{C} \)-valued functions on \( K^\pm_{\mathbb{C}} \). Similarly, we let \( \mathcal{M}_{\text{an}} \) be the subspace of functions of \( \mathcal{M}_{\text{cont}} \) which are real analytic.

**Definition 5.26.** Let \( \alpha, \beta, \mu \in \mathbb{C}^g \) and assume that \( \alpha - \beta \in \mathbb{Z}^g \). Let \( F \in \mathcal{M}_{\text{cont}}, \gamma \in \mathcal{G}(\mathbb{R}), \) \( z \in K^\pm_{\mathbb{C}} \). We define
\[
F\big|_{\{[\alpha,\beta];\mu\},\gamma}(z) := j(\gamma, z)^{-\alpha} \cdot j(\gamma, \overline{z})^{-\beta} \cdot \det(\gamma)^{-\mu} \cdot F(\gamma z).
\]

Here, the product \( j(\gamma, z)^{-\alpha} \cdot j(\gamma, \overline{z})^{-\beta} \) is computed, according to Convention 4.12.

Let \( \Gamma \leq \mathcal{G}(\mathbb{R}) \) be a subgroup and let \( F \in \mathcal{M}_{\text{cont}} \). We say that

(1) \( F(z) \) is almost of bi-weight \( \{[\alpha, \beta]; \mu\} \) relative to \( \Gamma \), if, for all \( \gamma \in \Gamma \), one has that
\[
F\big|_{\{[\alpha,\beta];\mu\},\gamma}(z) = \zeta_{\gamma,z} \cdot F(z),
\]

for some root of unity \( \zeta_{\gamma,z} \) which depends only on \( \gamma \) and on the connected component of \( z \).
(2) $F(z)$ is of bi-weight $\{[\alpha, \beta]; \mu\}$ relative to $\Gamma$, if, for all $\gamma \in \Gamma$, one has that

$$F|_{([\alpha, \beta]; \mu), \gamma}(z) = F(z).$$

A real analytic modular form of almost bi-weight $\{[\alpha, \beta]; \mu\}$ (of bi-weight $\{[\alpha, \beta]; \mu\}$), relative to $\Gamma$, is a function $f \in M_{an}$ which satisfies (1) (resp. which satisfies (2)). When $\Gamma \leq G_1(\mathbb{R})$, we simply speak of modular forms of almost bi-weight $\{[\alpha, \beta]\}$ (resp. of bi-weight $\{[\alpha, \beta]\}$).

One may check that if $\alpha, \beta \in \mathbb{C}^g$ are such that $\alpha - \beta \in \mathbb{Z}^g$, then, for all $\gamma_1, \gamma_2 \in GL_2(K)$ and $z \in K_C^X$, one has the identity:

$$j(\gamma_1 \gamma_2, z)^\alpha j(\gamma_1 \gamma_2, \overline{z})^\beta = j(\gamma_1, \gamma_2 z)^\alpha j(\gamma_2, z)^\beta j(\gamma_1, \gamma_2 \overline{z})^\beta j(\gamma_2, \overline{z})^\beta.$$  

Here the product on the right-hand side is computed according to Convention 1.12. This identity follows directly from (2) of Proposition 4.13. We would like to emphasize that such an identity does not necessarily hold true for arbitrary $\alpha, \beta \in \mathbb{C}^g$. It follows from (5.19), that $f \mapsto f|_{([\alpha, \beta]; \mu), \gamma}$ gives rise to a right action of $GL_2(K)$ on $M_{\text{cont}}$.

Remark 5.27. If $p \in \mathbb{Z}^g$, one may check that a function $F \in M_{\text{cont}}$ is of bi-weight $\{[p/2, -p/2]; s \cdot 1\}$ relative to $\Gamma$, if and only if it is of unitary weight $\{p; s\}$ relative to $\Gamma$. Therefore, the notion of a modular form of bi-weight $\{[\alpha, \beta]; \mu\}$ encompasses the notion of modular forms of unitary weight $\{p; s\}$.

Remark 5.28. Let $F \in M_{\text{cont}}$ (resp. $G \in M_{\text{cont}}$) be a modular form of bi-weight $\{[\alpha, \beta]; \mu\}$ (resp. of bi-weight $\{[\alpha', \beta']; \mu'\}$). Then $F \cdot G$ is a modular form of bi-weight $\{[\alpha + \alpha', \beta + \beta']; \mu + \mu'\}$.

Example 5.29. Let $z \in \mathbb{C} \setminus \mathbb{R}$ and $F(z) := |\operatorname{Im}(z)|$. Then, the real analytic function $F(z)$ is of bi-weight $\{[\gamma_1, \gamma_2]; 1\}$ relative to the group $GL_2(\mathbb{R})$. More generally, let $z \in K_C^X$, $s \in \mathbb{C}$ and $a \in \mathbb{Z}^g$. Then the function $z \mapsto F_a(z, s) := |\operatorname{Im}(z)|^{as}$ is a real analytic modular form of bi-weight $\{[\gamma_1, \gamma_2]; \operatorname{Tr}(a)\}$ relative to the continuous group $G(\mathbb{R})$.

Example 5.30. Let $\alpha(s)$ and $\beta(s)$ be defined as in Definition 5.21. Then, the function

$$z \mapsto G_{(m, n)}^{\alpha(s), \beta(s)}(U; z),$$

is a real analytic modular forms of bi-weight $\{[w \cdot 1 - \frac{p}{2}, \frac{p}{2}]; s \cdot 1\}$ (cf. with Remark 5.24).

Remark 5.31. Let $\Gamma \leq G_1(\mathbb{R})$ be a congruence subgroup. Explicit examples of “almost” holomorphic Eisenstein series (only the constant term of their Fourier series expansion may fail to be holomorphic) of bi-weight $[\alpha, \beta]$, where $\alpha, \beta \in \mathbb{Z}^g$ and $\alpha + \beta = r \cdot 1$ with $r \in \{0, 2\}$, appear naturally in the setting of Eisenstein cohomology of Hilbert modular varieties, see Chapter III.3 of [17].
5.3.1 Classical weight constraints on holomorphic modular forms of bi-weight $[\alpha, \beta]$

Let $\alpha, \beta \in \mathbb{C}^g$ be such that $\alpha - \beta \in \mathbb{Z}^g$. Let $F$ be a real analytic modular form of almost bi-weight $[\alpha, \beta]$ relative to a discrete subgroup $\Gamma \leq SL_2(K)$ commensurable to $SL_2(O_K)$. Since $x \mapsto F(x + iy)$ is translation invariant under a certain lattice $\mathcal{L}$ of $K$ and real analytic in $z$, it admits a Fourier series expansion (see Section 5.5) of the form

$$ F(z) = a_0(y) + \sum_{\xi \in \mathcal{L}^*} a_{\xi}(y)e^{\text{Tr}(\xi x)}. \quad (5.20) $$

The subgroup $\Gamma$ contains a subgroup $\left\{ \left( \begin{array}{cc} \epsilon & 0 \\ 0 & \epsilon^{-1} \end{array} \right) : \epsilon \in \mathcal{V} \right\}$ where $\mathcal{V}$ is a finite index subgroup of $O_K^*(\infty)$. Since $F(z)$ is modular of bi-weight $[\alpha, \beta]$, the Fourier coefficients of (5.20) must satisfy the relation

$$ \epsilon^{\alpha + \beta} a_{\epsilon \xi^{-2}}(\epsilon^2 y) = a_{\xi}(y), \quad (5.21) $$

for all $\epsilon \in \mathcal{V}$ and all $\xi \in \mathcal{L}^*$. Under additional assumptions on the function $F(z)$ and the bi-weight $[\alpha, \beta]$, it is sometimes possible to rule out the existence of such modular forms. Let us give two such examples which are taken from [17].

(1) Assume that $F(z)$ is holomorphic. In particular, $\beta = 0$ and $\alpha \in \mathbb{Z}^g$. Since $F(z)$ is holomorphic, the constant term $a_0(y)$ in (5.20) is independent of $y$. If $F(z)$ is not cuspidal at $\infty$, i.e., if $a_0 \neq 0$, then, looking at (5.21) for $\xi = 0$, we readily see that one must have $\alpha \in \mathbb{Z} \cdot 1$, i.e., $F(z)$ must have parallel holomorphic weight. Furthermore, if $\alpha \neq 0$, we may restrict $F(z)$ to the diagonal $\Delta \subseteq \mathbb{H}$. Note that $f(z_1) := F(z_1, \ldots, z_1)$ is again a non-zero modular form in one variable since the image of $\Delta$ under $\Gamma$ is dense. Finally, using the well-known fact that there are no holomorphic modular forms on $h$ of strictly negative weight (for any congruence subgroup of $SL_2(\mathbb{Z})$), we deduce that $\alpha > 0$.

(2) Set $I = \{1, 2, \ldots, g\}$. Assume that $F(z)$ is of bi-weight $[\alpha, \beta]$ with $\alpha, \beta \in \mathbb{Z}^g$. Assume, furthermore, that the following two conditions are satisfied:

(a) There exists subsets $A, B \subseteq I$, such that $A \cap B = \emptyset$, $A \cup B = I$; $F(z)$ is holomorphic in the $z_i$’s for $i \in A$, and $F(z)$ is anti-holomorphic in the $z_i$’s for $i \in B$.

(b) There exists two indices $i, j \in \{1, 2, \ldots, g\}$, such that $\alpha_i + \beta_i \leq 0$ and $\alpha_j + \beta_j > 0$.

Then $F$ is identically equal to zero. Note that from (a) and (b), the bi-weight $[\alpha, \beta]$ necessarily satisfies the conditions $\alpha_j = 0$, if $j \in B$ and $\beta_j = 0$, if $j \in A$.

The proof of (2) follows from Proposition 4.11 on p. 53 of [17] and the discussion on p. 139-140 of [17].

Remark 5.32. In Section 7.3 we will show that certain non-trivial families of real analytic Eisenstein series $\{E(z, s)\}_{s \in \Pi_1}$, of a constant bi-weight $[\frac{7}{2}, -\frac{2}{2}]$, don’t exist.
5.4 Symmetries and modularity of \( G_{(m,n)}^{\alpha(s),\beta(s)}(U; z) \)

Let \( Q = ((m, n), U, p, w) \) be a standard quadruple and let \([\alpha(s), \beta(s)]\) be its associated bi-weight, where

1. \( \alpha(s) = (s + w) \cdot 1 - \frac{p}{2} \cdot BD \),
2. \( \beta(s) = s \cdot 1 + \frac{p}{2} \).

Recall that \( G_Q(z, s) = G_{(m,n)}^{\alpha(s),\beta(s)}(U; z) = G_{(m,n)}^w(U, p; z, s) \) is the Eisenstein series which appears in Definition 5.22.

5.4.1 Symmetries induced by sign changes of the entries of \( U \)

Let us start by pointing out some obvious symmetries of \( G_{(m,n)}^{\alpha(s),\beta(s)}(U; z) \), when the parameter matrix \( U \) is subjected to involutions induced from sign changes of its entries. Let \( \iota_{11}, \iota_{12}, \iota_{21} \) and \( \iota_{22} \) be the following (set) involutions of \( M_2(K) \):

(j) \( \iota_{11} \left( \begin{array}{cc} u_1 & v_1 \\ u_2 & v_2 \end{array} \right) = \left( \begin{array}{cc} -u_1 & v_1 \\ u_2 & v_2 \end{array} \right) \),

(k) \( \iota_{12} \left( \begin{array}{cc} u_1 & v_1 \\ u_2 & v_2 \end{array} \right) = \left( \begin{array}{cc} u_1 & -v_1 \\ u_2 & v_2 \end{array} \right) \),

(l) \( \iota_{21} \left( \begin{array}{cc} u_1 & v_1 \\ u_2 & v_2 \end{array} \right) = \left( \begin{array}{cc} u_1 & v_1 \\ -u_2 & v_2 \end{array} \right) \),

(m) \( \iota_{22} \left( \begin{array}{cc} u_1 & v_1 \\ u_2 & -v_2 \end{array} \right) = \left( \begin{array}{cc} u_1 & v_1 \\ u_2 & -v_2 \end{array} \right) \).

A direct computation reveals that:

(n) \( G_{(m,n)}^{\alpha(s),\beta(s)}(\iota_{11}(U); z) = G_{(m,n)}^{\alpha(s),\beta(s)}(\iota_{12}(U); -z) \),

(o) \( G_{(m,n)}^{\alpha(s),\beta(s)}(\iota_{21}(U); z) = (-1)^{Tr(p-w-1)} G_{(m,n)}^{\alpha(s),\beta(s)}(\iota_{22}(U); -z) \).

Since complex conjugation is a non-trivial continuous automorphism of \( \mathbb{C} \), it also induces some symmetries on the real analytic Eisenstein series. Let us give two such examples:
(p) If \( w = 0 \), we have \( G^0_{(m,n)}(U, p; \zeta, s) = G^0_{(m,n)}(U, -p; z, s) \).

(q) If \( w = 0 \) and \( U = \begin{pmatrix} 0 & * \\ 0 & * \end{pmatrix} \), then

\[
G^0_{(m,n)}(U, p; z, s) = G^0_{(m,n)}(U, -p; z, s).
\]

The reader will have no difficulty in deriving some more examples.

### 5.4.2 Dependence of \( G^\alpha(s,\beta(s))(U; z) \) with respect to \( U \)

We would like now to point out some symmetries of the expression \( G^\alpha(s,\beta(s))(U; z) \) which make precise its dependence on the entries of the parameter matrix \( U \). In particular, these symmetries will imply that \( \{ z \mapsto G^\alpha(s,\beta(s))(U; z) \} \) is almost modular of bi-weight \( \{ [w \cdot \mathbb{1} - \mathbb{1}, \mathbb{1}]; s \cdot \mathbb{1} \} \) relative to the group \( \Gamma_U(m, n) \) (see Proposition 5.33 below).

Let \( U = \begin{pmatrix} u_1 & v_1 \\ u_2 & v_2 \end{pmatrix}, U' = \begin{pmatrix} u'_1 & v'_1 \\ u'_2 & v'_2 \end{pmatrix} \in M_2(K) \) be two parameter matrices, such that

\[
\begin{pmatrix} u_1 & v_1 \\ u_2 & v_2 \end{pmatrix} \equiv \begin{pmatrix} u'_1 & v'_1 \\ u'_2 & v'_2 \end{pmatrix} \pmod{\begin{pmatrix} m^* & m \\ n^* & n \end{pmatrix}}.
\]

It follows from (3) of Proposition 5.11 that \( \mathcal{V}^+_U(m \oplus n) = \mathcal{V}^+_U(m \oplus n) \). Moreover, a direct computation involving the right-hand side of (5.8) shows that:

\[
(5.22) \quad \zeta_{U,U'} \cdot G^\alpha(s,\beta(s))(U; z) = G^\alpha(s,\beta(s))(U'; z),
\]

where \( U' := U - U' = \begin{pmatrix} u'' & v'' \\ u'' & v'' \end{pmatrix} \in \begin{pmatrix} m^* & m \\ n^* & n \end{pmatrix} \), and

\[
(5.23) \quad \zeta_{U,U'} = e^{-2\pi i \text{Tr}(u_1 v'_1 + u'' v_1 + u_2 v'_2 + u'' v_2)}.
\]

Therefore, the value \( G^\alpha(s,\beta(s))(U; z) \), up to a root of unity, \textit{depends only} on \( U \) modulo \( \begin{pmatrix} m^* & m \\ n^* & n \end{pmatrix} \).

We may now state the following important proposition:

**Proposition 5.33.** Let \( Q = ((m, n), U, p, w) \) be a standard quadruple and let \( [\alpha(s), \beta(s)] \) be its associated bi-weight. Set \( [\alpha_0, \beta_0] := [w \cdot \mathbb{1} - \mathbb{1}, \mathbb{1}] \in (\frac{1}{2} \mathbb{Z})^g \times (\frac{1}{2} \mathbb{Z})^g \). Let \( z \in K_U^\pm \), \( s \in \mathbb{C} \) and assume that \( U \in \frac{1}{N} \begin{pmatrix} m^* & m \\ n^* & n \end{pmatrix} \) for some \( N \in \mathbb{Z}_{\geq 1} \). Recall that \( \Gamma_U(m, n) \) and
\( \Gamma_U(m, n; N) \) are the discrete subgroups of \( GL_2(K) \) which appear in Definition 5.14. Then, for all \( \gamma \in \Gamma_U(m, n) \), one has that

\[
G_{(m,n)}^{\alpha(s),\beta(s)}|_{\{(\alpha_0, \beta_0), s \cdot 1\}}(U; z) = \zeta_{U, U} \cdot G_{(m,n)}^{\alpha(s),\beta(s)}(U; z),
\]

where \( \zeta_{U, U} \) is a root of unity which is defined as in (5.23). In particular, it follows from (5.24), that the function \( z \mapsto G_{(m,n)}^{\alpha(s),\beta(s)}(U; z) \)

(1) is of almost bi-weight \( \{[\alpha_0, \beta_0]; s \cdot 1\} \) relative to \( \Gamma_U(m, n) \leq GL_2(K) \),

(2) is of bi-weight \( \{[\alpha_0, \beta_0]; s \cdot 1\} \) relative to \( \Gamma_U(m, n; N) \).

\textbf{Proof} This follows from the definitions of \( \Gamma_U(m, n) \), \( \Gamma_U(m, n; N) \), Proposition 5.23 and the identity (5.22). \( \square \)

5.4.3 The real matrix torus

For a lattice \( L \subseteq \mathbb{R}^g \), we define its associated real torus to be \( T_L := \mathbb{R}^g / L \). For an integer \( N \in \mathbb{Z}_{\geq 1} \), the \( N \)-torsion of \( T_L \) is denoted by \( T_L[N] := \frac{1}{N} L / L \). It is also convenient to define \( T_L[\infty] := \bigcup_{N \geq 1} T_L[N] \), i.e., the subgroup of \( K \)-rational points of \( T_L \) (which corresponds also to the torsion part of \( T_L \)).

We define the real matrix torus associated to an ordered pair of lattices \( (m, n) \) as:

\[
T_{m,n} := \left( \frac{\mathbb{R}^g / m^*}{\mathbb{R}^g / m}, \frac{\mathbb{R}^g / n^*}{\mathbb{R}^g / n} \right).
\]

It is understood here that the lattices \( m, m^*, n \) and \( n^* \) are embedded in \( \mathbb{R}^g \) through a fixed ordering of the \( g \) embeddings of \( K \) into \( \mathbb{R} \). For \( N, M \in \mathbb{Z}_{\geq 1} \cup \{\infty\} \), we define the \( (N; M) \)-torsion of the real matrix torus \( T_{m,n} \) as

\[
T_{m,n}[N; M] := \left( \begin{array}{cc} T_{m^*}[N] & T_{m}[M] \\ T_{n^*}[N] & T_{n}[M] \end{array} \right).
\]

We keep the same notation as in Section 5.4. It is also convenient to define the following normalized Eisenstein series:

\[
\widetilde{G}_{(m,n)}^{\alpha(s),\beta(s)}(U; z) := \frac{G_{(m,n)}^{\alpha(s),\beta(s)}(U; z)}{e^{2\pi i U}}.
\]

With the help of the terminology introduced above, we would like to point out two consequences which can be derived from the transformation formula (5.22):
Remark 5.34. Unfortunately, when \( g > 1 \), it is not possible to replace in (i) (resp. (ii)) the (discrete) \( K \)-rational torus \( \mathcal{T}_{m^*}[\infty] \times \mathcal{T}_{n^*}[\infty] \) (resp. \( \mathcal{T}_m[\infty] \times \mathcal{T}_n[\infty] \)) by the (continuous) real torus \( \mathcal{T}_{m^*} \times \mathcal{T}_{n^*} \) (resp. \( \mathcal{T}_m \times \mathcal{T}_n \)). Let us first explain the obstruction for (ii). It is crucial in our definition

\[
G^{(m,n)}_{\alpha(s),\beta(s)} \left( \begin{pmatrix} u_1 & v_1 \\ u_2 & v_2 \end{pmatrix}; z \right)
\]

to quotient the summation indexing set

\[
S_{u_1,v_2} := (m + v_1, n + v_2) \setminus \{(0,0)\},
\]

by a finite index subgroup \( \mathcal{V} \) of \( \mathcal{O}_K^\times(\infty) \), in order to have a convergent series. In particular, the set \( S_{u_1,v_2} \) must be stable under the \( \mathcal{V} \)-action. If we allow \( v_1, v_2 \in \mathbb{R}^g \setminus \iota(K) \), then in general, the corresponding set \( S_{u_1,v_2} \) will not be stable under any finite subgroup of \( \mathcal{V} \). Similarly, there is also an obstruction for (i). From the equation \([2.11]\), we see that if \( \epsilon \in \mathcal{V}, m \in m, n \in n \), it is crucial that the four elements \( (\epsilon - 1)u_1v_1, (\epsilon - 1)u_2v_2, (\epsilon - 1)u_1m, (\epsilon - 1)u_2n \) have each an absolute trace which lies in \( \mathbb{Z} \); and this won’t be case, in general, if \( u_1, u_2 \in \mathbb{R}^g \setminus \iota(K) \). However, in the special case where \( g = 1 \), i.e. when \( K = \mathbb{Q} \), the group \( \Gamma_U(m,n) = \{1\} \). In particular, it is independent of the parameter matrix \( U \)!

In this unique case, the definition of \( G^{(m,n)}_{\alpha(s),\beta(s)}(U; z) \) is valid for any real parameter matrix \( U \in M_2(\mathbb{R}) \). Moreover, the map (i) extends to a map on the real torus \( \mathcal{T}_{m^*} \times \mathcal{T}_{n^*} \). Similarly, the map (ii) extends to a map on the real torus \( \mathcal{T}_m \times \mathcal{T}_n \).

5.4.4 Product of two Eisenstein series

We would like now to explain how one can get rid of the root of unity in the transformation formula \([5.22]\) by considering a judicious product of two Eisenstein series. Let
We let \( \alpha \) be a relative to the group \( \Gamma \), connected space \( U \) be viewed as a collection of \( 2 \times 2 \) matrices \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) with \( ad - bc = 1 \) and \( (a, b, c, d) \) \( \in \mathbb{Z}^4 \). Let \( \alpha_0, \beta_0 \) be such that \( \alpha_0 \mid = [w \cdot \mathbb{1} - \frac{p}{2}, \frac{q}{2}] \) and \( \beta_0 \mid = [\tilde{w} \cdot \mathbb{1} - \frac{\tilde{p}}{2}, \frac{\tilde{q}}{2}] \). It follows from Proposition 5.33 that

\[
\begin{align*}
(i) & \quad [z \mapsto G^{(\alpha, \beta)}(U; z)] \text{ is modular of almost bi-weight } \{[\alpha_0, \beta_0]; s \cdot 1\} \text{ relative to } \Gamma_U(m, n). \\
(ii) & \quad [z \mapsto G^{(\tilde{\alpha}, \tilde{\beta})}(U; z)] \text{ is modular of almost bi-weight } \{[\tilde{\alpha}_0, \tilde{\beta}_0]; s \cdot 1\} \text{ relative to } \Gamma_U(m, n).
\end{align*}
\]

Let

\[
H^w_{(m, n)}(U; z, s, \tilde{s}) := G^{(\alpha(s), \beta(s)}(U; z) \cdot G^{(\tilde{\alpha} (s), \tilde{\beta}(s))}(U; z).
\]

Since \( \zeta_{U, U^\gamma} \cdot \zeta_{U_{11}, U_{12}}(U; t_1, t_2) = 1 \), it follows from the transformation formula (5.22) that

\[
[(z, s; U) \mapsto H^w_{(m, n)}(U; z, s, s')] = \left( \begin{array}{cc} m^* & m \\ n^* & n \end{array} \right).
\]

Moreover, if \( U \in \frac{1}{N} \left( \begin{pmatrix} m^* & m \\ n^* & n \end{pmatrix} \right) \), it follows from the transformation formula (5.22) that the function

\[
[z \mapsto H^w_{(m, n)}(U; z, s, \tilde{s})],
\]

is modular (rather than just almost modular) of bi-weight \( \{[\alpha_0 + \tilde{\alpha}_0, \beta_0 + \tilde{\beta}_0]; (s + \tilde{s}) \cdot 1\} \), relative to the group \( \Gamma_U(m, n) \).

### 5.5 Definition of the Fourier series expansion of a modular form of bi-weight \([\alpha, \beta]\) at an arbitrary cusp

In this section, we give a precise definition of the Fourier series expansion at a cusp \( c \) of a real analytic modular form \( G(z) \). We also try to make precise the dependence of the Fourier series coefficients on the choice of the local chart which is needed in our definition.

Let \( \Gamma \leq GL_2(K) \) be a subgroup commensurable to \( GL_2(O_K) \), and let \( \alpha, \beta, \mu \in \mathbb{C}^g \) be weights which are chosen as in Definition 5.26. Let \( G : K^+ C \rightarrow \mathbb{C} \) be a real analytic modular form of bi-weight \( \{[\alpha, \beta]; \mu\} \) relative to \( \Gamma \). Since \( K^+ C = \bigcup_{\mathfrak{p} \in \mathfrak{P}} \mathfrak{h}^g \), every \( \Gamma \)-modular form may be viewed as a collection of \( 2^g \) modular forms (relative to suitable conjugates of \( \Gamma \)) on the connected space \( \mathfrak{h}^g \). Recall that

\[
\mathcal{U}(K) = \begin{pmatrix} 1 & K \\ 0 & 1 \end{pmatrix} \leq GL_2(K),
\]
corresponds to the maximal unipotent subgroup of $GL_2(K)$ of upper triangular matrices. We denote by $\pi : \mathcal{U}(K) \to K$ the natural projection on the upper-right entry. It will follow from the definition of $\mathcal{L}_\eta$ (the dual lattice of the “indexing lattice” associated to the local chart $\eta \in GL_2(K)$), that $\mathcal{L}_\eta$ only depends on $\Gamma^+ = \Gamma \cap GL_2^+(K)$ rather than on $\Gamma$ itself. Because of the previous observation, there is no loss of generality if we assume from the outset that $\Gamma \leq GL_2^+(K)$. In this case, each connected component of $K \pm C$ will be stable under $\Gamma$. Moreover, since each component of $K \pm C$ is real analytically isomorphic to $h^g$, it will be enough to define the Fourier series expansion for modular forms on the (connected) space $h^g$. Therefore, in this section, we choose to view $G(z)$ as a function on $h^g$ which is modular of bi-weight $\{[\alpha, \beta]; \mu\}$, relative to a discrete group $\Gamma \leq GL_2^+(K)$.

We let $Y_\Gamma := \Gamma \backslash h^g$. As it is well-known, the space $Y_\Gamma$ is an open Riemannian orbifold of finite volume, which admits a finite number of relative $\Gamma$-cusps (see Appendix A.4 for some background on the notion of cusps). We define

$$\text{Latt}(\Gamma) := \pi(\Gamma \cap \mathcal{U}(K)) \leq K.$$  

By definition, the set Latt($\Gamma$) is a lattice of $K$ of maximal rank. Let $c \in \mathbb{P}^1(K)$ be a fixed $K$-rational cusp. If $c = \infty$, we set $\eta = I_2$. If $c \neq \infty$, we choose, arbitrarily, a “local chart” at the cusp $c$, i.e., a matrix $\eta \in GL_2^+(K)$ such that $\eta(\infty) = c$. Note that the group $GL_2^+(K)$ acts transitively on $\mathbb{P}^1(K)$ (in fact, the group $SL_2(K)$ acts already transitively on $\mathbb{P}^1(K)$). One can check that the shifted function $G^\eta(z) := G\big|_{\{[\alpha, \beta]; \mu\}, \eta}(z)$, is invariant under the discrete subgroup $H_\eta := (\eta^{-1}\Gamma\eta) \cap \Gamma$. Note that the function $G^\eta(z)$ and the group $H_\eta$ only depend on the left coset $\Gamma\eta$ rather than the matrix $\eta$ itself. We define

$$(5.25) \quad \mathcal{L}_\eta := \pi(H_\eta \cap \mathcal{U}(K)),$$

which is a lattice of maximal rank inside $K$. Let $\theta : K \to \mathbb{R}^g$ be the embedding induced from a chosen ordering of the field embeddings of $K$ into $\mathbb{R}$. For a fixed value of $y \in \mathbb{R}_{>0}^g$, the function $[x \mapsto G^\eta(x + iy)]$ descends to a function on the real torus $\mathbb{R}^g / \theta(\mathcal{L}_\eta)$. We may now define the Fourier series expansion of $G(z)$ at the cusp $c$.

**Definition 5.35.** The “Fourier series expansion of $G(z)$ at the cusp $c$, with respect to the local chart $\eta$”, is defined as

$$\text{Fourier series expansion of } [x \mapsto G^\eta(x + iy)] :=$$

$$(5.26) \quad a^\eta_0(y) + \sum_{\xi \in \mathcal{L}_\eta^* \setminus \{0\}} a^\eta_\xi(y)e^{2\pi i \text{Tr}(\xi x)},$$

where $z = x + iy \in h^g$. Here, $\mathcal{L}_\eta^*$ denotes the dual lattice of $\mathcal{L}_\eta$ with respect to the trace pairing.
We note that the Fourier series expansion (5.26) exists and that it computes the value of $G^\eta(z)$ in virtue of Theorem 4.10.

**Remark 5.36.** If $c = \infty$, then our definition of “the Fourier series expansion at $\infty$” corresponds to the usual Fourier series of a function on a torus. Moreover, in this special case, no choice is required and therefore it is uniquely determined. For a general cusp $c$ and a choice of a local chart $\eta$ at $c$, one may check that the Fourier series expansion given in (5.26) only depends on the left coset $[\Gamma \eta]$ and not on the matrix $\eta$ itself. From the previous observation, one may be lead to think that the Fourier series coefficients $\{a^\eta_\xi(y)\}_{\xi \in \Sigma^\eta}$ will only depend on the relative cusp $[c]_\Gamma$ rather than on the cusp $c$ itself (and, therefore, a fortiori, not on the choice of the local chart $\eta$). Unfortunately, this is not the case. For example, let $\eta := \eta' \gamma$, where $\gamma = \left( \begin{array}{cc} 1 & \mu \\ 0 & 1 \end{array} \right)$ and $\mu \in \text{Latt}(\Gamma)$ (so that $\gamma \in \Gamma \cap \mathcal{U}_K$). From the commutativity of the group $\mathcal{U}(K)$, we readily see that

$$
(\gamma^{-1} \eta^{-1} \Gamma \eta \gamma) \cap \Gamma \cap \mathcal{U}(K) = (\eta^{-1} \Gamma \eta) \cap \Gamma \cap \mathcal{U}(K),
$$

and, therefore, $\mathcal{L}_\eta = \mathcal{L}_{\eta'}$. In particular, the two Fourier series expansions will have the same indexing set. However, in general, given an element $\xi \in \mathcal{L}_\eta = \mathcal{L}_{\eta'}$, one may check that the coefficient $a^\eta_\xi(y)$ will differ from the coefficient $a^{\eta'}_\xi(y)$ by the (not necessarily trivial) root of unity $e^{2\pi i \text{Tr}(\xi \mu)}$. Despite this dependence of the Fourier coefficients on the choice of the local chart $\eta$ at the cusp $c$, the vanishing (or non-vanishing) of $a^\eta_\xi(y)$ is independent of the choice of $\eta$, and therefore, will only depend on the relative cusp $[c]_\Gamma$. Indeed, let $\eta, \eta' \in GL_2^+(K)$ be two local charts at the cusp $c \in \mathbb{P}^1(K)$. Since $\eta(\infty) = \eta'(\infty) = c$, there exists a matrix

$$
(5.27) \quad \gamma \in \text{Stab}_{GL_2^+(K)}(\infty) := \left\{ \left( \begin{array}{cc} a & b \\ 0 & d \end{array} \right) : ad \in K^\times, ad \gg 0, b \in K \right\},
$$

such that $\eta' = \eta \gamma$, so that

$$
(5.28) \quad G|_{[\alpha, \beta]; \mu, \eta'}(z) = (G|_{[\alpha, \beta]; \mu, \eta})(\gamma z) = \frac{\omega_p(d)}{|N(d)|^{2s}} \cdot |ad|^{-\mu} \cdot G|_{[\alpha, \beta]; \mu, \eta} \left( \frac{az}{d} + \frac{b}{d} \right).
$$

Finally, it follows from (5.28) that for all $\xi \in \mathcal{L}_\eta$ (so that $\frac{d\xi}{a} \in \mathcal{L}_{\eta'}$) and all $y \in \mathbb{R}^2_{>0}$, that

$$
a^{\eta'}_\xi(y) = 0 \iff a^\eta_\xi \left( \frac{ay}{d} \right) = 0.
$$

**Remark 5.37.** Note that if the function $G : \mathfrak{h}^\eta \to \mathbb{C}$ is only assumed to be a real analytic modular form of almost bi-weight $\{[\alpha, \beta]; \mu\}$ (relative to $\Gamma$ in the sense of Definition 5.26), then Definition 5.35 still makes perfect sense.

### 5.5.1 Cuspidality and square-integrability at a cusp

We keep the same notation as in the previous section, except that we now only suppose that $G : \mathfrak{h}^\eta \to \mathbb{C}$ is a real analytic modular form of almost bi-weight $\{[\alpha, \beta]; \mu\}$ relative to
Γ. Let \(c \in \mathbb{P}^1(K)\) be a fixed cusp and let \(\eta \in GL_2(K)\) be a local chart at \(c\), so that \(\eta \infty = c\). Consider the Fourier series expansion of \([x \mapsto G^n(x + iy)]\), (in the sense of Definition 5.35)

\[
a^n_0(y) + \sum_{\xi \in \mathcal{L}_n \setminus \{0\}} a^n_\xi(y) e^{2\pi i \text{Tr}(\xi x)}.
\]

**Definition 5.38.** We say that \(G(z)\) is cuspidal at \(c\) if the map \([y \mapsto a^n_0(y)]\) \(\equiv 0\). We say that \(G(z)\) is square-integrable at \(c\), if the integral

\[
\int_{B_{[\infty]} \Gamma} |G^n(z)|^2 dV(z) < \infty,
\]

where \(B_{[\infty]} \Gamma\) corresponds to the neighborhood of the relative cusp \([\infty] \Gamma\) of the orbifold \(Y_\Gamma\) as defined in Appendix A.4.1.

We claim that notion of being cuspidal (or square-integrable) at a relative cusp \([c] \Gamma\) is well-defined, i.e. that it does not depend on the particular choice of the cusp \(c \in [c] \Gamma\), and on the particular choice of the local chart \(\eta\) at \(c\).

Let \(c \in [c] \Gamma\) be fixed. We first show the independence on the choice of the local chart \(\eta\) at \(c\). Let \(\eta' \in GL_2^+(K)\) be another local chart at \(c\). We thus have \(\eta' \infty = c\). In particular, \(\eta' = \eta \gamma\) for some \(\gamma \in \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in \text{Stab}_{GL_2^+(K)}(\infty)\). By definition of the \(\{[\alpha, \beta]; \mu\}\)-slash action, we have

\[
(5.29) \quad G_{\{[\alpha, \beta]; \mu\}, \eta'}(z) = (G_{\{[\alpha, \beta]; \mu\}, \eta})(z) = d^{-\alpha} d^{-\beta} \cdot |ad|^{-\mu} \cdot G_{\{[\alpha, \beta]; \mu\}, \eta} \left( \frac{az + b}{d} \right),
\]

where the symbol “\(\cong\)” means equal, up to some root of unity. It follows from (5.29), that \([y \mapsto a^n_0(y)]\) \(\equiv 0\) (reps. \(G_{\{[\alpha, \beta]; \mu\}, \eta'}(z)\) is square-integrable) if and only if \([y \mapsto a^n_0'(y)]\) \(\equiv 0\) (reps. \(G_{\{[\alpha, \beta]; \mu\}, \eta'}(z)\) is square-integrable).

Let us now prove that the cuspidality at \(c\) (or the square-integrability at \(c\)) only depend on the relative cusp \([c] \Gamma\) on not on cusp \(c\) itself. Let \(c' \in [c] \Gamma\). Then, there exists \(\gamma \in \Gamma\) such that \(\gamma c = c'\). Let \(\eta\) be a local chart at \(c\). Then the matrix \(\eta' := \gamma \eta\) is a local chart at \(c'\). Since \(G(z)\) is modular of bi-weight \(\{[\alpha, \beta]; \mu\}\) relative to \(\Gamma\), we have

\[
(5.30) \quad (G_{\{[\alpha, \beta]; \mu\}, \gamma})(z) \cong G_{\{[\alpha, \beta]; \mu\}, \eta'}(z).
\]

It follows from (5.30) that \(G(z)\) is cuspidal (resp. square-integrable) at \(c\) if and only if it is cuspidal (resp. square-integrable) at \(c'\).

**Remark 5.39.** Note that, in general, being cuspidal at \(c\) is a stronger condition than being square integrable at \(c\). Let us illustrate this difference on a concrete example. Let \(G(z, s) :=
Let \( G^{0}_{(m,n)}(U, p; z, s) \). It follows from Theorem 5.1 that constant term of \( G(z, s) \) at a cusp \( c \in \mathbb{P}^1(K) \) is of the form

\[
\phi_c^s(s) \cdot |N(y)|^s + \phi_c^s(s) \cdot |N(y)|^{1-s},
\]

where \( \phi_1^c(s) \) and \( \phi_2^c(s) \) are some holomorphic functions on \( \Pi_1 \). For a fixed \( s_0 \in \Pi_1 \), one easily checks that

1. \( G(z, s_0) \) is cuspidal at \( c \iff \phi_1^c(s_0) = \phi_2^c(s_0) = 0 \).
2. \( G(z, s_0) \) is square integrable at \( c \iff \phi_1^c(s_0) = 0 \).

### 5.6 Growth estimates of \( G^{0}_{(m,n)}(U, p; z, s) \) in the right half-plane \( \Re(s) > 1 \)

Let \( Q = ((m, n), U, p, w) \) be a standard quadruple and let \( G^{(\alpha, \beta)}_{(m,n)}(U; z) = G^{w}_{m,n}(U, p; z, s) \) be the Eisenstein series which appears in Definition 5.22 (or in Definition 2.9). In Section 2.2, we claimed that the defining series of \( G^{(\alpha, \beta)}_{(m,n)}(U; z) \) was absolutely convergent when \( s \in \Pi_{1, -\frac{1}{2}} \). The goal of this section is to prove this result by comparing it to a finite sum of real analytic Poincaré-Eisenstein series of weight 0. In fact, we don’t only prove the absolute convergence of \( G^{(\alpha, \beta)}_{(m,n)}(U; z) \), but we also provide some non-trivial growth estimates of \( [z \mapsto G^{(\alpha, \beta)}_{(m,n)}(U; z)] \), when \( z \) tends to an arbitrary cusp \( c \in \mathbb{P}^1(K) \). All these estimates boil down to growth estimates for the classical real analytic Poincaré-Eisenstein series \( E_i(z, s) \) (of weight 0), for \( i \in \{1, \ldots, h\} \), where \( h \) is the number of relative \( \Gamma_K \)-cups (\( h \) also corresponds to the wide ideal class group of \( K \)). Here \( \Gamma_K := SL_2(O_K) \) is the classical Hilbert modular group. For the sake of completeness and for the benefit of the reader, we included in Appendix A.5 a proof of the key Proposition 5.44 which proof is based on the notion of a point-pair invariant kernel; a notion, which appeared prominently in the work of Selberg, see [28].

Remark 5.40. In Section 8.2 (see Theorem 8.6), using the explicit formula for the Fourier series expansion of \( [z \mapsto G^{(\alpha, \beta)}_{(m,n)}(U; z)] \), we provide sharper growth estimates that the ones given below, which hold true for all \( s \in \mathbb{C} \) (away from the poles); in particular these estimates remain valid when \( s \) approaches the boundary of convergence of the series in (5.8). Note though that the proof of Theorem 8.6 lies much deeper that the proof of Proposition 5.41, since it requires the explicit description of the Fourier series expansion of \( [z \mapsto G^{(\alpha, \beta)}_{(m,n)}(U; z)] \) and the fact that \( [s \mapsto G^{(\alpha, \beta)}_{(m,n)}(U; z)] \) admits a meromorphic continuation to all of \( \mathbb{C} \).

**Proposition 5.41.** The series on the right-hand side of (2.10) converges absolutely for \( s > 1 - \frac{1}{2} \). Moreover, for each \( s > 1 - \frac{1}{2} \) fixed, there exists positive constants \( C_{1,s} \), such
that for all $z \in K^\pm_c$, we have

\begin{equation}
(5.31)
\left| C_{(m,n)}^{\alpha(s),\beta(s)}(U ; z) - e_1 \cdot \delta_m(v_1) \cdot \tilde{Z}_n(v_2, u_2, \omega \tau_\nu, 2s + w) |N(y)|^s \right| \leq C_{1,s} \cdot |N(y)|^{1-s-w}.
\end{equation}

Here, $\epsilon = \overline{0}$, if $w$ is even, $\epsilon = \overline{1}$, if $w$ is odd and $e_1 := e_1((m, n), U)$ is the positive integer which appears in Definition 5.16.

In particular, in the special case where (5.33) $G$ does.

\begin{remark}
5.43, it is also enough to prove the growth estimate (5.31), i.e., when the cusp $c$ does.
\end{remark}

Let $c = \frac{\alpha}{\beta} \in K \subseteq \mathbb{P}^1(K)$ be a finite cusp. Let $R$ be defined as in Definition 2.8 and let (5.32)

\[ R[c] := \{(c, d) \in R : ca + dc = 0\}. \]

Note that the right-hand side of (5.33) does not depend on $w$ while (5.31) does.

\begin{remark}
5.432. Using the general transformation formula (5.10) for $G_{(m,n)}^{\alpha(s),\beta(s)}(U ; z)$, one can show that the inequalities (5.31) and (5.33) are in fact equivalent. It is also possible to prove (5.33) directly using the same set of ideas (the point-pair invariant kernel method) as in the proof of Proposition 5.44.
\end{remark}

**Proof** Thanks to the formula (2.16), in order to show (5.31) and (5.33), it is enough to prove it in the special case, where $w = 0$. From now on, we suppose that $w = 0$. From Remark 5.43 it is also enough to prove the growth estimate (5.31), i.e., when the cusp $c = \infty$.

Let $z = x + iy \in K^\pm_c$ and $s > 1$ be fixed. We let $\mathcal{T}$ be defined as in Definition 2.8 except that we further impose that each matrix element in $\mathcal{T}$ lies in $SL_2(K)$ rather than just in $GL_2(K)$. This additional restriction will eliminate the presence of some determinant factors. We also let

\begin{enumerate}
\item $\mathcal{R} := \{(c, d) : \left( \begin{array}{cc}
* & * \\
* & c & d
\end{array} \right) \in \mathcal{T}\},$
\item $\tilde{\mathcal{T}} = \left\{ \left( \begin{array}{cc}
a & b \\
c & d
\end{array} \right) \in \mathcal{T} : c \neq 0 \right\}.$
\end{enumerate}
(3) \( \widetilde{\mathcal{R}} = \{(c, d) \in \mathcal{R} : c \neq 0\} \).

Note that the pairs in \( \mathcal{R} \setminus \widetilde{\mathcal{R}} \) are in one-to-one correspondence with the terms of the series \([5.8]\) which tend to infinity as \( z \to \infty \). Here \( \infty \) stands for the cusp \([1, 0] \in \mathbb{P}^1(K) \). Note also that \( \mathcal{T} \setminus \widetilde{T} \neq \emptyset \iff v_1 \in m \iff \delta_m(v_1) = 1 \). In the case where \( \delta_m(v_1) = 1 \), a direct and easy computation shows (see for example the first part of the proof of Theorem 8.1) that

\[
(5.34) \quad \sum_{(c,d) \in \mathcal{R} \setminus \widetilde{\mathcal{R}}} \frac{e^{2\pi i \text{Tr}(u_1(m+v_1)+u_2(m+v_2))} |y|^{1-s}}{P(\alpha(s), \beta(s), n + v_2)} = e_1 \cdot \widetilde{Z}_n(v_2, u_2, \omega \overline{\nu}; 2s) \cdot |y|^{1-s},
\]

where \( e_1 := e_1((m,n), U) \) is the positive integer which appears in Definition 5.16 and \( \widetilde{Z}_n(v_2, u_2, \omega \overline{\nu}; s) \) is the zeta function which appears in Definition A.8.

For any \( c, d \in K \) and \( z \in K_C^\pm \), we have the inequality

\[
(5.35) \quad \left| \frac{e^{2\pi i \text{Tr}(u_1(m+v_1)+u_2(m+v_2))} \cdot |y|^{1-s}}{P(\alpha(s), \beta(s), (m + v_1)z + (n + v_2))} \right| \leq \frac{|y|^{1-s}}{|N(cz + d)|^{2s}}.
\]

Combining \([5.34]\) with \([5.35]\) we thus obtain

\[
|G_{(m,n)}^{\alpha(s), \beta(s)}(U ; z) - e_1 \cdot \delta_m(v_1) \cdot Z_n(v_2, u_2; \omega \overline{\nu}; 2s)| N(y)^s| \leq \sum_{(c,d) \in \widetilde{\mathcal{R}}} \frac{|y|^{1-s}}{|N(cz + d)|^{2s}}
\]

\[
= \sum_{\gamma \in \widetilde{T}} |\text{Im}(\gamma z)|^{1-s}.
\]

In order to prove the inequality \([5.31]\), it is enough to show that, for each \( s > 1 \) fixed, there exists a positive constant \( C_{1,s} \in \mathbb{R}_{>0} \), such that for all \( z \in K_C^\pm \),

\[
(5.36) \quad \sum_{\gamma \in \widetilde{T}} |\text{Im}(\gamma z)|^{1-s} \leq C_{1,s} \cdot |N(y)|^{1-s}.
\]

Since \( (m+v_1, n+v_2) \subseteq K^2 \) is a discrete subset, there exists a rational integer \( M_1 \in \mathbb{Z}_{\geq 1} \), such that

\[
(5.37) \quad M_1 \cdot (m + v_1, n + v_2) \subseteq \mathcal{O}_K \times \mathcal{O}_K.
\]

Recall that \( \mathcal{V}^+ := \mathcal{V}_U^+(m,n) \) is a subgroup of totally positive units which acts diagonally on the set \( (m+v_1, n+v_2) \), and which is indexing the summation in \([5.8]\). The group \( \mathcal{V}^+ \) acts as well on the set \( (\mathcal{O}_K \setminus \{0\}) \times \mathcal{O}_K \). We let \( \mathcal{R}' \) be a complete set of representatives of \( (\mathcal{O}_K \setminus \{0\}) \times \mathcal{O}_K \) under the diagonal action of \( \mathcal{V}^+ \). It follows from \([5.37]\) that

\[
(5.38) \quad M_1 \cdot \widetilde{\mathcal{R}} \subseteq \mathcal{R}' \pmod{\mathcal{V}^+}.
\]
From (5.38), we get
\[ \frac{1}{M^2} \sum_{\gamma \in \tilde{T}} |\text{Im}(\gamma z)|^{1-s} \leq \sum_{(c,d) \in \mathcal{R}'} \frac{|y|^{1-s}}{|N(cz + d)|^{2s}}. \]

Therefore, in order to prove (5.36), it is enough to show that for each \( s \in (1,\infty) \) fixed, there exists a constant \( C'_{1,s} \), such that for all \( z \in K_C^\pm \),
\[ (5.39) \sum_{(c,d) \in \mathcal{R}'} \frac{|y|^{1-s}}{|N(cz + d)|^{2s}} \leq C'_{1,s} \cdot |N(y)|^{1-s}. \]

If we let \( \mathcal{R}'' \) be a complete set of representatives of \( (\mathcal{O}_K \setminus \{0\}) \times \mathcal{O}_K \) under the diagonal action of \( \mathcal{O}_K^\times \) (these units are not necessarily totally positive), then
\[ (5.40) \sum_{(c,d) \in \mathcal{R}''} \frac{|y|^{1-s}}{|N(cz + d)|^{2s}} = [V^+: \mathcal{O}_K^\times] \sum_{(c,d) \in \mathcal{R}''} \frac{|y|^{1-s}}{|N(cz + d)|^{2s}}. \]

From (5.40), we see that the inequality (5.39) is equivalent to show that for each \( s > 1 \) fixed, there exists a positive constant \( C''_{1,s} \in \mathbb{R}_{>0} \), such that for all \( z \in K_C^\pm \),
\[ (5.41) \sum_{(c,d) \in \mathcal{R}''} \frac{|y|^{1-s}}{|N(cz + d)|^{2s}} \leq C''_{1,s} \cdot |N(y)|^{1-s}. \]

Finally, the proof of the inequality (5.41) follows from the following key proposition:

**Proposition 5.44.** \( \mathcal{R}'' \) be a complete set of representatives of \( (\mathcal{O}_K \setminus \{0\}) \times \mathcal{O}_K \) under the diagonal action of \( \mathcal{O}_K^\times \). Then, if \( s > 1 \) and \( z \in K_C^\pm \), the series
\[ (5.42) \mathcal{E}(z,s) := \sum_{(c,d) \in \mathcal{R}''} \frac{|y|^{1-s}}{|N(cz + d)|^{2s}}, \]
converges (and therefore necessarily absolutely). Moreover, for each \( s > 1 \) fixed, there exists a positive constant \( C_s > 0 \), such that, for all all \( z \in K_C^\pm \),
\[ (5.43) \sum_{(c,d) \in \mathcal{R}''} \frac{|y|^{1-s}}{|N(cz + d)|^{2s}} \leq C_s \cdot |N(y)|^{1-s}. \]

**Proof** See Appendix A.5 for a proof of (5.43) which uses the notion of a point-pair invariant kernel.

**Remark 5.45.** Assuming only the absolute convergence of \( E(z,s) \) (which can be proved in an elementary way), one may also obtain the inequality (5.43) as a consequence of Theorem 8.1 which provides the Fourier series expansion of \( E(z,s) \) at the cusp \( \infty \).
6 Maaß-graded operators and the Hilbert space $L^2(\mathfrak{h}; \Gamma; p)$

6.1 Maaß-graded operators and partial-graded Laplacians

Let us now introduce an important class of graded differential operators on the space of smooth functions $\mathcal{M}_\infty = \text{Maps}_{\text{smooth}}(K^\pm_C, \mathbb{C})$. For some motivations and historical references for these operators when $g = 1$, see Section 2.1 of [4].

Let $s \in \mathbb{C}$ and $p = (p_j)_{j=1}^g \in \mathbb{Z}^g$ be fixed. For $f \in \mathcal{M}_\infty$, $z \in K^\pm_C$ and $\gamma \in G(\mathbb{R})$, recall that the $\{p; s\}$-slash action is defined as

\[
(f \mid_{\{p; s\}, \gamma}) (z) = \omega_p(j(\gamma, z))^{-1} \cdot |\det(\gamma)|^{-1-s} \cdot f(\gamma z).
\]

For $j \in \{1, \ldots, g\}$, we let

\[
R_{j,p_j} = (z_j - \overline{z}_j) \frac{\partial}{\partial z_j} + \frac{p_j}{2},
\]

be the Maaß raising operator of weight $p_j$ with respect to the $j$-th coordinate. Similarly, we let

\[
L_{j,p_j} = -(z_j - \overline{z}_j) \frac{\partial}{\partial \overline{z}_j} - \frac{p_j}{2},
\]

be the Maaß lowering operator of weight $p_j$ with respect to the $j$-th coordinate of $z$. We also define

\[
\Delta_{j,p_j} := -L_{j,p_j+2} \circ R_{j,p_j} - \frac{p_j}{2} \left(1 + \frac{p_j}{2}\right) = -R_{j,p_j-2} \circ L_{j,p_j} + \frac{p_j}{2} \left(1 - \frac{p_j}{2}\right) \quad (6.2)
\]

\[
= -y_j^2 \left(\frac{\partial^2}{\partial x_j^2} + \frac{\partial^2}{\partial y_j^2}\right) + \Im p_j \cdot y_j \frac{\partial}{\partial x_j}, \quad (6.3)
\]

be the weight $p_j$ hyperbolic Laplacian with respect to the $j$-th coordinate of $z$. More concisely, we sometimes simply say that $\Delta_{j,p_j}$ is a partial-graded Laplacian (of weight $p_j$ with respect to the $j$-th coordinate of $z$).

The differential operators $L_{j,*}, R_{j,*}$ and $\Delta_{j,*}$ are compatible with the $\{p; s\}$-slash action in the sense that the following associative formulas hold true: Let $f \in \mathcal{M}_\infty$, then, for all $\gamma \in G(\mathbb{R})$, we have

\[
(a) \quad (R_{j,p_j} f) \mid_{\{p+2, p_j, s\}, \gamma} = R_{j,p_j} \left(f \mid_{\{p; s\}, \gamma}\right),
\]

\[
(b) \quad (L_{j,p_j} f) \mid_{\{p-2, p_j, s\}, \gamma} = L_{j,p_j} \left(f \mid_{\{p; s\}, \gamma}\right),
\]

\[
(c) \quad (\Delta_{j,p_j} f) \mid_{\{p; s\}, \gamma} = \Delta_{j,p_j} \left(f \mid_{\{p; s\}, \gamma}\right).
\]
Recall here that $e_j \in \mathbb{Z}^g$ is the row vector with 1 place in the $j$-th coordinate and zero elsewhere. For a proof of these facts, see, for example, Lemma 2.1.1 of [4]. These associative laws are sometimes summarized by saying that the operators $\Delta_{j,p_j}$, $R_{j,p_j}$ and $L_{j,p_j}$ commute with the slash operation $|_{[s; s, \gamma]}$. The previous symbol $*$ represents the weight which changes according to the rules (a),(b) or (c).

### 6.1.1 Behavior of $G^0_{(m,n)}(U, p; z, s)$ under Maass-graded operators

In this section, we show that the real analytic Eisenstein series $G^0_{(m,n)}(U, p; z, s)$, in the special case where $w = 0$, is stable under the partial-graded Laplacians. Note that, if $w \neq 0$, this is no longer true.

Let $s \in \mathbb{C}$ and $p \in \mathbb{Z}^g$ be fixed. For $z \in (\mathfrak{h}^\pm)^g$, the function

$$z \mapsto f_s(z) := |\text{Im}(z)|^{s-1}$$

has unitary weight $\{[-s, -s], s, 1\}$ relative to the continuous group $G(\mathbb{R})$. Moreover, writing $\text{Im}(z)$ as $\text{Im}(z) = \frac{(z - \bar{z})}{2i}$, a direct computation shows that, for all $z \in K^\pm_C$ and $j \in \{1, \ldots, g\}$ that

(d) $$(R_{j,p_j} f_s(z)) = (s + \frac{p_j}{2}) \cdot f_s(z),$$

(e) $$(L_{j,p_j} f_s(z)) = (s - \frac{p_j}{2}) \cdot f_s(z),$$

(f) $$(\Delta_{j,p_j} f_s(z)) = s(1 - s) \cdot f_s(z).$$

Each term appearing in the series in (2.10) is of the form

$$e^{2\pi i \text{Tr}(\theta)} \cdot f_s|_{\{p, s\}, \gamma}(z) = \omega_{-p}(j(\gamma, z))^{-1} \cdot |\det(\gamma)|^{-1 \cdot s} \cdot |\text{Im}(\gamma z)|^{1 \cdot s} \cdot e^{2\pi i \text{Tr}(\theta)},$$

for suitable elements $\gamma \in GL_2(K)$ and $\theta \in K$. It follows from (6.4) that for all $\gamma \in G(\mathbb{R})$,

$$R_{j,-p_j} \left( f_s|_{\{-p, s\}, \gamma}(z) \right) = (R_{j,-p_j} f_s)|_{\{-p+2e_j; s\}, \gamma}(z) = \left( s - \frac{p_j}{2} \right) \cdot f_s|_{\{-p+2e_j; s\}, \gamma}(z),$$

where the first equality follows from (a) in Section 6.1 and the second equality follows from (d) in Section 6.1.1. More explicitly, the identity (6.5) can be written as:

$$R_{j,-p_j} \left( \omega_p(j(\gamma, z)) \cdot |\text{Im}(\gamma z)|^{1 \cdot s} \right) = \left( s - \frac{p_j}{2} \right) \cdot \omega_{-2e_j}(j(\gamma, z)) \cdot |\text{Im}(\gamma z)|^{1 \cdot s}.$$

From (6.6), we readily deduce that

$$R_{j,-p_j}(G_{(m,n)}(U, p; z, s)) = \left( s - \frac{p_j}{2} \right) \cdot G_{(m,n)}(U, p'; z, s),$$
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where $p' = p - 2e_j$. A similar computation shows that

\begin{equation}
L_{j,-p_j}(G_{(m,n)}^0(U,p;z,s)) = (s + p_j/2) \cdot G_{(m,n)}^0(U,p;z,s),
\end{equation}

where $p = 2e_j$. In particular, it follows from (6.7), (6.8) and the definition of $\Delta_{j,-p_j}$ that

\begin{equation}
\Delta_{j,-p_j}(G_{(m,n)}^0(U,p;z,s)) = s(1-s) \cdot G_{(m,n)}^0(U,p;z,s).
\end{equation}

Remark 6.1. The identity (6.9) implies that the coefficients of the Fourier series expansion of $[z \mapsto G_{(m,n)}^0(U,p;z,s)]$ satisfy a certain linear system of ODEs of order 2 in $g$ variables (see Appendix A.2), and that the coefficients of the Taylor series expansion of $[s \mapsto G_{(m,n)}^0(U,p;z,s)]$, around $s = 1$, satisfy a recurrence relation of order two (see Appendix A.3).

### 6.2 The Hilbert space $L^2(\mathfrak{h};\Gamma;p)$

Let $\Gamma \leq SL_2(K)$ be a discrete subgroup commensurable to the Hilbert modular group $SL_2(\mathcal{O}_K)$ and let $p \in \mathbb{Z}^g$. We define

\[ C^\infty(\mathfrak{h}^g;\Gamma;p) := \left\{ f : \mathfrak{h}^g \to \mathbb{C} \mid f \text{ is a smooth function such that } f|_{\{p\},\gamma} = f \right\}, \]

and

\[ C^\infty_c(\mathfrak{h}^g;\Gamma;p) := \left\{ f \in C^\infty(\mathfrak{h}^g;\Gamma;p) \mid f \text{ has compact support} \right\}. \]

Both spaces are $\mathbb{C}$-vector spaces with the obvious inclusion $C^\infty_c(\mathfrak{h}^g;\Gamma;p) \subseteq C^\infty(\mathfrak{h}^g;\Gamma;p)$.

Consider the space $Y_\Gamma := \mathfrak{h}^g/\Gamma$ endowed with the Poincaré metric (see Appendix A.4). The space $Y_\Gamma$ is a Riemannian orbifold. The $\mathbb{C}$-vector $C^\infty(\mathfrak{h}^g;\Gamma;p)$ may be viewed naturally as the set of global smooth sections of an appropriate complex line bundle $\mathcal{L}_p$ over $Y_\Gamma$. However, we won’t use this point of view here. For each $p \in \mathbb{Z}$, let $A_p := C^\infty(\mathfrak{h}^g;\Gamma;p)$. Note that vector space $A_0(Y_\Gamma) := C^\infty(\mathfrak{h}^g;\Gamma;0)$ admits a ring structure with a unit (where the multiplication is the pointwise product of two functions), and the $\mathbb{C}$-vector space $A_p$ (for any $p \in \mathbb{Z}$) admits the structure of an $A_0(Y_\Gamma)$-module. Note that one may work simultaneously with all integral weights $p \in \mathbb{Z}^g$ by considering the $\mathbb{Z}^g$-graded $A_0(Y_\Gamma)$-module

\[ A(Y_\Gamma) := \bigoplus_{p \in \mathbb{Z}^g} A_p(Y_\Gamma). \]

We would like now to define an inner product on the vector spaces $C^\infty_c(\mathfrak{h}^g;\Gamma;p)$.

**Definition 6.2.** For $f,g \in C^\infty_c(\mathfrak{h}^g;\Gamma;p)$, we define the Petersson inner product of $f$ and $g$ as

\begin{equation}
\langle f, g \rangle := \int_{Y_\Gamma} f(z) \overline{g(z)} dV < \infty,
\end{equation}

where $dV$ is the Poincaré volume form normalized as in (A.25) of Appendix A.4.
Note that the integral above is well-defined (and bounded), since $f(z)g(z)$ may be viewed as a smooth function on $Y_\Gamma$ with compact support.

**Definition 6.3.** We let $L^2(\mathfrak{h}^g; \Gamma; p)$ be the Hilbert space associated to the pre-Hilbert space $(C^\infty_c(\mathfrak{h}^g; \Gamma; p), \langle , \rangle)$.

### 6.2.1 Duality of Maaß-graded operators

The next proposition is an easy generalization of Proposition 2.1.3 on p. 135 of [4].

**Proposition 6.4.** Let $f \in L^2(\mathfrak{h}^g; \Gamma; p) \cap C^\infty(\mathfrak{h}^g; \Gamma; p)$ and $g \in L^2(\mathfrak{h}^g; \Gamma; p') \cap C^\infty(\mathfrak{h}^g; \Gamma; p')$, where $p' = p + 2e_j$. Here $e_j$ is the standard vector with 1 in the $j$-th coordinate and 0 elsewhere. Assume that $R_{j,p}(f) \in L^2(\mathfrak{h}^g; \Gamma; p')$ and that $L_{j,p'}(g) \in L^2(\mathfrak{h}^g; \Gamma; p)$. Then

$$
\langle R_{j,p} f, g \rangle = \langle f, -L_{j,p'+2} g \rangle.
$$

(6.11)

Note the presence of the $-$ sign on the right-hand side of the above equality. If we forget momentarily about the index and the weight, this result simply means that the left adjoint of $R$ (with respect to the Petersson inner product) is $-L$.

**Proof** The proof is essentially the same as the proof of Proposition 2.1.3 of [4], except that one needs to replace the one-dimensional complex space $\mathfrak{h}$ by $\mathfrak{h}^g$. Let $j \in \{1, \ldots, g\}$ be the index which appears in the statement of the proposition. Consider the degree $2g-1$ smooth differential form on $Y_\Gamma$

$$
\eta := \frac{2}{i} \cdot y_j^{-1} f(z)g(z) \left( \frac{i}{2} \frac{dz_1 \wedge d\bar{z}_1}{y_1^2} \right) \wedge \cdots \wedge \left( \frac{i}{2} \frac{dz_j \wedge d\bar{z}_j}{y_j^2} \right) \wedge \cdots \wedge \left( \frac{i}{2} \frac{dz_g \wedge d\bar{z}_g}{y_g^2} \right),
$$

where the $\widehat{dz}_j$ means that we omit this term. Then, using the analogue of Stokes’ theorem for square-integrable functions, we have

$$
0 = \int_{\partial Y_\Gamma} \eta = \int_{Y_\Gamma} d\eta = -\int_{Y_\Gamma} \left( (R_{j,p} f(z)) \cdot g(z) + f \cdot (L_{j,p'+2} g(z)) \right) dV,
$$

where the symbol $d$ in $d\eta$ corresponds to the de Rham exterior derivative of $\eta$, and $dV$ corresponds to the Poincaré volume form (see Appendix A.3). But the equality above is equivalent to (6.11). □

**Corollary 6.5.** Let $f \in L^2(\mathfrak{h}^g; \Gamma; p) \cap C^\infty(\mathfrak{h}^g; \Gamma; p)$ and assume that there exists an index $j \in \{1, \ldots, g\}$ such that $L_{j,p} f \in L^2(\mathfrak{h}^g; \Gamma; p')$, where $p' = p - 2e_j$, and $\Delta_{j,p} f \in L^2(\mathfrak{h}^g; \Gamma; p)$. Then

$$
\langle \Delta_{j,p} f, f \rangle \geq \frac{p_j}{2} \left( 1 - \frac{p_j}{2} \right) \langle f, f \rangle.
$$
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Proof We have
\[
\langle \Delta_{j,p} f, f \rangle = \langle -R_{j,p} - 2L_{j,p} f, f \rangle + \frac{p_j}{2} \left( 1 - \frac{p_j}{2} \right) \langle f, f \rangle
\]
\[
= \langle L_{j,p} f, L_{j,p} f \rangle + \frac{p_j}{2} \left( 1 - \frac{p_j}{2} \right) \langle f, f \rangle
\]
\[
\geq \frac{p_j}{2} \left( 1 - \frac{p_j}{2} \right) \langle f, f \rangle.
\]
For the second equality we have used the previously proven fact that \(-L\) is the left adjoint of \(R\). The result follows. □

7 Families of real analytic modular forms of unitary weight \(\{p; s\}\)

7.1 A qualitative description of the Fourier series coefficients

Let \(Q = ((m,n), U, p, 0)\) be a standard quadruple and let \(G_Q(z, s) = G_{(m,n)}^0(U, p; z, s)\) be its associated Eisenstein series. So far, we have proved that the function \([z \mapsto G_{(m,n)}^0(U, p; z, s)]\) satisfies the following three main properties:

1. \([z \mapsto G_{(m,n)}^0(U, p; z, s)]\) is modular of unitary weight \(\{-p; s\}\) with respect to a discrete subgroup of \(GL_2(K)\) (see Proposition 5.33).

2. \([z \mapsto G_{(m,n)}^0(U, p; z, s)]\) is an eigenvector with eigenvalue \(s(1 - s)\) for each of the partial graded Laplacians \(\Delta_{j,-p}\), \(j \in \{1, \ldots, g\}\) (see Section 6.1.1).

3. For \(\text{Re}(s) > 1\) fixed, the function \([z \mapsto G_{(m,n)}^0(U, p; z, s)]\) satisfies some growth conditions when \(z\) tends to a cusp (see Proposition 5.41).

For a real number \(a \in \mathbb{R}\), recall that
\[
\Pi_a := \{s \in \mathbb{C} : \text{Re}(s) > a\}.
\]
As \(s\) varies in \(\Pi_1\), we view \([z \mapsto G_{(m,n)}^0(U, p; z, s)]\) as a family of real analytic Eisenstein series of unitary weight \(\{-p; s\}\) with respect to a fixed discrete subgroup \(\Gamma \leq GL_2(K)\).

Let \(s \in \Pi_1\) be fixed and let
\[
a_0(y, s) + \sum_{\xi \in \mathcal{L} \setminus \{0\}} a_\xi(y, s) e^{2\pi i \text{Tr}(\xi y)},
\]
be the Fourier series expansion of the Eisenstein series $[z \mapsto G^0_{(m,n)}(U, p; z, s)]$ at the cusp $\infty$. For $\xi \in \mathcal{L}^* \setminus \{0\}$ fixed, we know, from Theorem 4.10, that $|a_\xi(y, s)|$ decays exponentially to zero as $\text{Tr}(|\xi|) \to \infty$. In this subsection, we explain how the growth estimate (5.31) implies that the Fourier coefficient $a_\xi(y, s)$ also decays exponentially to zero, as $\text{Tr}(|y|) \to \infty$. The last fact is proved by showing that the non-constant Fourier coefficient $a_\xi(y, s)$ must be of a very particular shape. Moreover, we also show that the constant Fourier coefficient $a_0(y, s)$ has a very precise shape. We would like to emphasize that all these results are proved indirectly, in the sense that they don’t use the explicit description of the Fourier coefficient $a_\xi(y, s)$, but use only the properties (1), (2) and (3) stated above.

The proposition below provides a qualitative description of the Fourier series coefficients of certain families of real analytic modular forms $\{F(z, s)\}_{s \in \Pi_1}$ which satisfy the properties (1), (2) and (3) above. In fact, on closer inspection, only the properties (2), (3) and the existence of a Fourier series expansion as in (7.1) are required in the Proof of Theorem 7.1.

**Theorem 7.1.** Let $T \subseteq \mathbb{C}$ be a discrete subset. Let $F(z, s) : \mathfrak{h}^g \times (\Pi_1 \setminus T) \to \mathbb{C}$ be a function, such that $[(z, s) \mapsto F(z, s)]$ is real analytic, and $[s \mapsto F(z, s)]$ is holomorphic on $\Pi_1 \setminus T$. Furthermore, we assume that $F(z, s)$ satisfies the following 3 properties:

(i) There exists a lattice $\mathcal{L} \subseteq \mathbb{R}^g$, such that, for all $(z, s) \in \mathfrak{h}^g \times (\Pi_1 \setminus T)$ and all $\ell \in \mathcal{L}$, $F(z + \ell, s) = F(z, s)$.

(ii) There exists a function $\phi_1 : (\Pi_1 \setminus T) \to \mathbb{C}$, such that, for any fixed value of $s \in \Pi_1$, there exists a constant $C_s > 0$, such that for all $z \in \mathfrak{h}^g$,

$$|F(z, s) - \phi_1(s)\cdot |N(y)|^s| \leq C_s \cdot |N(y)|^{1-s},$$

(iii) There exists an integral weight $p = (p_j)_{j=1}^g \in \mathbb{Z}^g$, such that for $j \in \{1, \ldots, g\}$, and all $(z, s) \in \mathfrak{h}^g \times (\Pi_1 \setminus T)$, one has that $\Delta_{j,p}F(z, s) = s(1-s)F(z, s)$.

Let

$$F(z, s) = a_0(y, s) + \sum_{\xi \in \mathcal{L}^* \setminus \{0\}} a_\xi(y, s)e^{2\pi i \text{Tr}(\xi z)}$$

be the Fourier series expansion of $F(z, s)$, which exists by (i). Then, the constant Fourier coefficient $a_0(y, s)$ is of the form

$$a_0(y, s) = \phi_1(s) \cdot |N(y)|^s + \phi_2(s) \cdot |N(y)|^{1-s},$$

for some holomorphic functions $\phi_1(s)$ and $\phi_2(s)$ on $\Pi_1 \setminus T$.

Let $M : = m + 1$ where $m : = \max\left(\left\{\pm \frac{p_j}{2} : 1 \leq j \leq g\right\}\right)$. Note that by definition $M \geq 1$. Then, for $\xi \in \mathcal{L}^* \setminus \{0\}$, there exists a function $[s \mapsto c_\xi(s)]$, holomorphic on $\Pi_{M^g} \setminus T$, such that

$$a_\xi(y, s) = c_\xi(s) \cdot B_\xi(y; p; s),$$

where $B_\xi(y; p; s)$ is the function which appears in equation (A.20) of Appendix A.2.
Proof Let us start by proving (7.2). By assumption, the function \([z \mapsto F(z, s)]\) is \(L\)-invariant. Moreover, it is an eigenvector with respect to the graded Laplacians \(\Delta_{j,p_j}\) (for \(j \in \{1, \ldots, g\}\)) with eigenvalue \(s(1 - s)\). It follows from the discussion on the first page of Appendix A.2 that

\[
a_0(y, s) = \sum_{\mu \in \{s, 1-s\}^g} b_\mu(s)y^\mu,
\]

where \(\mu = (\mu_j)_{j=1}^g\) is a vector of length \(g\) with \(\mu_j \in \{s, 1-s\}\) and \(b_\mu(s) \in \mathbb{C}\). Since

\[
a_0(y, s) - \varphi_1(s)|N(y)|^s,
\]

is bounded as \(|N(y)| \to \infty\), this forces \(b_\mu(s) \equiv 0\), if \(\mu \notin \{s \cdot 1, (1-s) \cdot 1\}\) and \(b_{s,1}(s) = \varphi_1(s)\). We set \(\varphi_2(s) := b_{(1-s),3}(s)\). It thus follows that

\[
a_0(y, s) = \varphi_1(s) \cdot |N(y)|^s + \varphi_2(s) \cdot |N(y)|^{1-s}.
\]

Moreover, since \([s \mapsto F(z, s)]\) is holomorphic on \(\Pi_1 \setminus T\), it follows from Lemma 4.11 that \(\varphi_1(s)\) and \(\varphi_2(s)\) are also holomorphic on \(\Pi_1 \setminus T\).

Let us prove (7.3). If we apply Parseval’s theorem (see (2) of Theorem 4.10) to the periodic function

\[
[x \mapsto (F(x + iy, s) - \varphi_1(s)(N y)^s)],
\]

and combine it with the the growth estimate given in (ii) of Theorem 7.1, we may deduce that for each \(s \in \Pi_1 \setminus T\) fixed, there exists a constant \(D_s > 0\), such that, for all \(z \in \mathfrak{h}^g\),

\[
\sum_{\xi \in L^* \setminus \{0\}} |a_\xi(y, s)|^2 \leq D_s \cdot |N(y)|^{2-2s}.
\]

(7.4)

In particular, from (7.4), we deduce that, for a fixed \(\xi \in L^* \setminus \{0\}\), the function \([y \mapsto |a_\xi(y, s)|]\) is bounded as \(|N(y)| \to \infty\). Moreover, by (iii), \(F(z, s)\) is an eigenvector with respect to the partial-graded Laplacians \(\Delta_{j,p_j}\) (for \(j \in \{1, \ldots, g\}\)) with eigenvalue \(s(1 - s)\). Under these assumptions, we may apply Proposition A.17 in Appendix A.2 to obtain that

\[
a_\xi(y, s) = c_\xi(s) \cdot B_\xi(y; p; s),
\]

(7.5)

where \(B_\xi(y; p; s)\) is the function which appears in equation (A.20) of Appendix A.2. If \([y \mapsto a_\xi(y, s)] \equiv 0\), we take \(c_\xi(s)\) to be identically equal to zero. In this way, the function \(s \mapsto c_\xi(s)\) is a holomorphic function on \(\Pi_{M_p} \setminus T\), and (7.3) is satisfied.

Let us assume now that \([y, s] \mapsto a_\xi(y, s)] \neq 0\). We intend to show that there exists a holomorphic function \(c_\xi(s)\) on \(\Pi_{M_p} \setminus T\) such that \(a_\xi(y, s) = c_\xi(s) \cdot B_\xi(y; p; s)\). Note that such a function \(c_\xi(s)\) is necessarily not identically equal to zero. Since \([s \mapsto F(z, s)]\) is holomorphic on \(\Pi_1 \setminus T\), it follows from Lemma 4.11 that, for each \(y \in (\mathbb{R}^\times)^g\) fixed, the function \([s \mapsto a_\xi(y, s)]\) is holomorphic on \(\Pi_1 \setminus T\). For each \(s_0 \in \Pi_{M_p} \setminus T\) fixed, let us choose
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Let \( y_{s_0} = (y_{s_0,j})_{j=1}^g \in \mathfrak{h}^g \), such that \( \min_j y_{s_0,j} \) is large enough. Then, from (5) of Proposition 3.8, we know that \( B_\xi(y_{s_0}; p; s_0) \neq 0 \), and, therefore, we may define \( c_\xi(s_0) = \frac{a_\xi(y_{s_0}, s_0)}{B_\xi(y_{s_0}; p; s_0)} \).

Finally, for each fixed \( y \in \mathbb{R}_0^g \), the functions \( [s \mapsto a_\xi(y, s)] \) and \( [s \mapsto B_\xi(y; p; s)] \) are holomorphic on \( \Pi_{M_p} \setminus T \). It thus follows that \( [s \mapsto c_\xi(s)] \) is a holomorphic on \( \Pi_{M_p} \setminus T \). This concludes the proof. \( \square \)

The next corollary provides some strong restrictions that the Fourier coefficients of \( G_{(m,n)}^w(U, p; z, s) \) must satisfy (even if \( w \neq 0 \)).

**Corollary 7.2.** Let \( Q = ((m, n), U, p, w) \) be a standard quadruple. Consider the Eisenstein series \( G_{(m,n)}^w(U, p; z, s) \) associated to \( Q \). We view \( G_{(m,n)}^w(U, p; z, s) \) as a function on \( \mathfrak{h}^g \times \Pi_{1 - \frac{m}{2}} \), where \( z \in \mathfrak{h}^g \) and \( s \in \Pi_{1 - \frac{m}{2}} \). The constant term of the Fourier series expansion of \( G_{(m,n)}^w(U, p; z, s) \) at \( \infty \) is of the form:

\[
(7.6) \quad \phi_1(s) \cdot |N(y)|^s + \phi_2(s) \cdot |N(y)|^{1-s-w},
\]

where \( \phi_1(s) \) and \( \phi_2(s) \) are holomorphic functions on \( \Pi_{1 - \frac{m}{2}} \). Let \( \mathcal{L} \subset K \) be a lattice, such that \( [x \mapsto G_{(m,n)}^w(U, p; z, s)] \) is invariant under \( \mathcal{L} \). Let \( \xi \in \mathcal{L}^* \setminus \{0\} \) and let \( M_p = m_p + 1 \) where \( m_p := \max_{j=1}^g \{ \pm \frac{p_j}{2} \} \). Then, for each \( s \in \Pi_{M_p} \), there exists a positive constant \( C_s > 0 \), such that

\[
(7.7) \quad |a_\xi(y, s)| \leq C_s \cdot \frac{|N(\xi)|^{2 \Re(s) + w - 1} \cdot e^{-6\|\xi y\|_{\infty}}}{|N(y)|^{w/2}},
\]

for all \( y \in (\mathbb{R}^\times)^g \). Here \( \| \cdot \|_{\infty} \) corresponds to the \( \ell_{\infty} \)-norm of a vector in \( \mathbb{R}^g \).

**Proof** First note that by making use of the identity (2.16), we easily see that Corollary 7.2 follows from the special case when \( w = 0 \). Since \( w = 0 \), we may thus apply Theorem 7.1 to the family of real analytic modular forms \( \{ G_{(m,n)}^0(U, p; z, s) \}_{s \in \Pi_1} \). Now, the equality (7.6) follows from Theorem 7.1 and the inequality (7.7) follows Theorem 7.1 and Corollary A.18 in Appendix A.2. \( \square \)

### 7.2 Existence of a non-zero Fourier coefficient

In this section, we show that a non-zero modular function \( F : \mathfrak{h}^g \times (\Pi_1 \setminus T) \rightarrow \mathbb{C} \) of unitary weight \( \{ p; s \} \), which satisfies all the assumptions of Theorem 7.1, must have at least one non-constant Fourier coefficient which is not identically equal to zero, i.e., there must exist \( \xi \in \mathcal{L}^* \setminus \{0\} \), such that \( [(y, s) \mapsto a_\xi(y, s)] \neq 0 \). Moreover, we show that if \( a_\xi(y_0, s_0) \neq 0 \), for some \( (y_0, s_0) \in \mathfrak{h}^g \times (\Pi_1 \setminus T) \) and \( \xi \in \mathcal{L}^* \setminus \{0\} \), then \( a_\xi(y, s) \) is not vanishing on a tiny vertical strip of \( \mathfrak{h}^g \times (\Pi_1 \setminus T) \) which contains a small neighborhood of \( s_0 \).

**Proposition 7.3.** Let \( F(z, s) \) be a function as in Theorem 7.7. Assume, furthermore, that \( [z \mapsto F(z, s)] \) has unitary weight \( p \) with respect to a discrete subgroup \( \Gamma \leq SL_2(K) \)
commensurable to $SL_2(\mathcal{O}_K)$. Assume that $[(z, s) \mapsto F(z, s)] \neq 0$ and let 
\[ a_0(y, s) + \sum_{\xi \in \mathcal{L}^* \setminus \{0\}} a_\xi(y, s)e^{2\pi i \text{Tr}(\xi x)}, \]
be the Fourier series expansion of $[z \mapsto F(z, s)]$ at the cusp $\infty$. Let $M_p = m_p + 1$ where $m_p := \max\{|\mathbb{F}|, \mathbb{L} \}$. Then, given a real number $a \geq M_p$, there exists an $s_0 \in \mathbb{R}_{>a} \setminus T$, such that the set 
\[ T_{s_0} := \{ \xi \in \mathcal{L}^* \setminus \{0\} : \text{there exists } y \in (\mathbb{R}^\times)^g \text{ such that } a_\xi(y, s_0) \neq 0 \}, \]
is non-empty. Moreover, for each $\xi \in T_{s_0}$, there exists a small open disc $D(s_0, \epsilon) = \{ s \in \mathbb{C} : |s - s_0| < \epsilon \}$, with $\epsilon > 0$ (depending on $\xi$), such that, for all $y \in (\mathbb{R}^\times)^g$ and all $s \in D(s_0, \epsilon)$, $a_\xi(y, s_0) \neq 0$.

Remark 7.4. In the case where $g > 1$, it follows directly from the identity $[5.21]$ that if $T_{s_0} \neq \emptyset$, then necessarily $\#T_{s_0} = \infty$.

**Proof** We do a proof by contradiction. Assume that there exists a real number $a \geq M_p$, such that for all pairs $(\xi, s) \in (L^* \setminus \{0\}) \times (\mathbb{R}_{>a} \setminus T)$, the function $[y \mapsto a_\xi(y, s)] \equiv 0$. From $[7.2]$ of Theorem $[7.1]$ we know that, for each $s \in \mathbb{R}_{>a} \setminus T$, 
\[ F(z, s) = a_0(y, s) = \phi_1(s) \cdot |N(y)|^s + \phi_2(s) \cdot |N(y)|^{1-s}, \]
where $\phi_1(s)$ and $\phi_2(s)$ are holomorphic functions on $\Pi_a \setminus T$. By assumption, $F(z, s)$ has integral unitary weight $p$ relative to a suitable congruence subgroup $\Gamma \leq SL_2(K)$. The function $|N(y)|^s$ (resp. $|N(y)|^{1-s}$) is of unitary weight $-s \cdot 1$ (resp. is of unitary weight $-\{(1-s)\} \cdot 1$. Since for all $s \in \mathbb{R}_{>a}$, we have $s \neq (1-s)$, it follows that $[s \mapsto \phi_1(s)]_{\mathbb{R}_{>a} \setminus T} \equiv 0$ and $[s \mapsto \phi_2(s)]_{\mathbb{R}_{>a} \setminus T} \equiv 0$. Since $\phi_1(s)$ and $\phi_2(s)$ are holomorphic on $\Pi_1 \setminus T$, it follows, from the identity principle, that $[s \mapsto \phi_1(s)] \equiv 0$ and $[s \mapsto \phi_2(s)] \equiv 0$ on $\Pi_1 \setminus T$. But then $[(z, s) \mapsto F(z, s)] \equiv 0$, which is a contradiction.

From the previous paragraph, given $a \geq M_p$, there must exist $s_0 \in (\mathbb{R}_{>a} \setminus T)$, such that $[y \mapsto a_\xi(y, s_0)] \neq 0$. Now choose arbitrarily $\xi_0 \in \mathcal{T}_{s_0}$. Since $[y \mapsto a_{\xi_0}(y, s_0)] \neq 0$, there exists $y_0 \in (\mathbb{R}^\times)^g$, such that $a_{\xi_0}(y_0, s_0) \neq 0$. From $[7.3]$ of Theorem $[7.1]$ we know that $a_{\xi_0}(y, s) = c_{\xi_0}(s) \cdot B_{\xi_0}(y; p; s)$ for some holomorphic function $c_{\xi_0}(s)$ on $\Pi_a \setminus T$. Since $a_{\xi_0}(y_0, s_0) \neq 0$, it follows that $c_{\xi_0}(s_0) \neq 0$. Moreover, from (6) of Proposition $3.8$ we know that for all $y \in (\mathbb{R}^\times)^g$, $B_{\xi_0}(y; p; s_0) \neq 0$. By continuity of $c_{\xi}(s)$, we may thus find a small open disc $D(s_0, \epsilon)$ (with $\epsilon > 0$), such that for all $s \in D(s_0, \epsilon)$, $c_{\xi}(s) \neq 0$. Therefore, it follows that, for all $s \in D(s_0, \epsilon)$ and all $y \in (\mathbb{R}^\times)^g$, that $a_{\xi_0}(y, s) \neq 0$. This concludes the proof. \(\square\)

#### 7.3 Non-existence of certain square-integrable real analytic families of modular forms of unitary weight $p$

The next proposition should be viewed as a complement to the results presented in Section $5.3.1$. We let $\Gamma \leq SL_2(K)$ be a discrete subgroup commensurable to $SL_2(\mathcal{O}_K)$ and $Y_\Gamma :=$
Γ\h^g be the associated orbifold.

**Proposition 7.5.** Let $T \subseteq \mathbb{R}_{>1}$ be a discrete subset. Let $G : \h^g \times (\mathbb{R}_{>1} \setminus T) \to \mathbb{C}$ be a smooth function in $(z,s)$ which is real analytic in $s$. Let $p \in \mathbb{Z}$ and $M_p = m_p + 1$ where $m_p = \max_{j=1}^g \{ \pm \frac{p}{2} \}$. Assume that the following three properties hold true:

1. For each $s_0 \in \mathbb{R}_{>1} \setminus T$, the function $[z \mapsto G(z,s_0)]$ is modular of unitary weight $p$ with respect to $\Gamma$.
2. There exists an index $j \in \{1, \ldots, g\}$, such that $\Delta_{j,p}G(z,s) = s(1-s)G(z,s)$.
3. The set

$$
\mathcal{D} := \left\{ s \in \mathbb{R}_{>M_p} \setminus T : [z \mapsto G(z,s)], [z \mapsto \Delta_{j,p_0}G(z,s)] \in L^2(\h^g; \Gamma; p), \right. \\
\left. \quad \text{and } [z \mapsto L_{j,p_0}G(z,s)] \in L^2(\h^g; \Gamma; 'p) \right\},
$$

is uncountable. Here $'p = p - 2e_j$ and the index $j$ which appears in the definition of $\mathcal{D}$ is the same as in (2).

Then $[(z,s) \mapsto G(z,s)] \equiv 0$.

**Proof** We do a proof by contradiction. Suppose that $[(z,s) \mapsto G(z,s)] \neq 0$. By assumption, for each $s_0 \in \mathcal{D}$, the functions $[z \mapsto G(z,s_0)] \in L^2(\h^g; \Gamma; p)$ $[z \mapsto \Delta_{j,p_0}G(z,s_0)] \in L^2(\h^g; \Gamma; p)$ and $[z \mapsto L_{j,p_0}G(z,s_0)] \in L^2(\h^g; \Gamma; p)$. We claim that that this implies that $[z \mapsto G(z,s_0)] \equiv 0$. Indeed, assume that $s_0 \in \mathcal{D}$ is such that $[z \mapsto G(z,s_0)] \neq 0$. Then, applying Corollary 5.3 to $[z \mapsto G(z,s_0)]$, we deduce that

$$s_0(1-s_0) \geq p_j/2(1-p_j/2).$$

But this is impossible since $s_0 \in \mathcal{D}$. We thus have proved that,

$$[(z,s) \mapsto G(z,s)] \equiv 0. \tag{7.8}$$

We claim that (7.8) implies that $[(z,s) \mapsto G(z,s)] \equiv 0$. Let $z_0 \in \h^g$ be an arbitrary fixed element. By assumption, the function $[s \mapsto G(z_0,s)]$ is real analytic on $\Pi_1 \setminus T$ and it vanishes on all of $\mathcal{D}$. But since $\mathcal{D}$ is not discrete, it follows that $[s \mapsto G(z_0,s)] \equiv 0$. Finally, since $z_0$ was arbitrary, it follows that $[(z,s) \mapsto G(z,s)] \equiv 0$. This concludes the proof. □

### 7.4 An analytic characterization of certain families of real analytic modular forms of unitary weight $p$

The theorem below provides an analytic characterization of certain families of real analytic modular forms of a fixed unitary weight $p$. In particular, this theorem may be applied to the real analytic family $\{G_{(m,n)}^0(U,p; z, s)\}_{s \in \Pi_1}$. 
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Theorem 7.6. Let $\Gamma \leq SL_2(K)$ be a subgroup commensurable to $SL_2(O_K)$. Let $\{\xi_1, \ldots, \xi_h\}$ be a complete set of representatives of the relative $\Gamma$-cusps. Let $T \subseteq \Pi_1$ be a discrete subset, let $\{A_i(s)\}_{1 \leq i \leq h}$ be a finite collection of holomorphic functions on $\Pi_1 \backslash T$, and let $\{\gamma_i\}_{i=1}^h$ be a collection of matrices in $SL_2(K)$ such that such that for all $1 \leq i \leq h$, $\gamma_i \infty = \xi_i$. Then, there exists at most one function $G$ which satisfies the following four properties:

1. $G : \mathfrak{h}^g \times (\Pi_1 \backslash T) \to \mathbb{C}$, $(z, s) \mapsto G(z, s)$, is smooth in $(z, s)$ and $[s \mapsto G(z, s)]$ is holomorphic on $\Pi_1 \backslash T$.

2. There exists a weight $p = (p_j)_{j=1}^g \in \mathbb{Z}^g$, such that $[z \mapsto G(z, s)]$ is modular of unitary weight $p$ relative to $\Gamma$.

3. For each $j \in \{1, 2, \ldots, g\}$, we have that $\Delta_{j,p_j}G(z, s) = s(1-s)G(z, s)$.

4. For each $1 \leq i \leq h$, and $s \in \Pi_1 \backslash T$ fixed, we have

$$\left| G \right|_{(p),\gamma_i}(z, s) - A_i(s)N(y)^s = O(N(y)^{1-s}),$$

as $N(y) \to \infty$.

In condition (4), note that the constant term of the Fourier series expansion at the cusp $\xi_i$ does not depend on the choice of the local chart $\gamma_i \in SL_2(K)$.

Proof Let $G_1(z, s)$ and $G_2(z, s)$ be two functions which satisfy (1), (2), (3) and (4). Set $G(z, s) := G_1(z, s) - G_2(z, s)$. We want to show that $[(z, s) \mapsto G(z, s)] \equiv 0$. First notice that, because of condition (4), for any $s \in \Pi_1 \backslash T$ fixed, $[z \mapsto G(z, s)] \in L^2(\mathfrak{h}^g; \Gamma; p)$, i.e., it is square-integrable on $Y_\Gamma$. Let

$$G(z, s) = \sum_{\xi \in L^*} a_{\xi}(y, s)e^{2\pi i \text{Tr}(\xi z)},$$

be the Fourier series expansion of $G(z, s)$ at $\infty$, where $L \subseteq K$ is a suitable lattice. Let $M_p = m_p + 1$ where $m_p = \max_{j} \{\pm \frac{p_j}{2}\}$. For each $\xi \in L^* \backslash \{0\}$, it follows from Theorem 7.1 that

$$a_{\xi}(y, s) = c_{\xi}(s) \cdot B_{\xi}(y; p; s),$$

where the function $c_{\xi}(s)$ is holomorphic on $\Pi M_p \backslash T$. For each $s \in \Pi M_p \backslash T$ fixed, it follows from (10) of Proposition 3.3 that $[y \mapsto \partial_{yj}a_{\xi}(y, s)]$ decays exponentially to 0 as $||y||_\infty \to \infty$. Therefore, for all $j \in \{1, \ldots, g\}$

$$[z \mapsto \partial_{yj}G(z, s)]$$

decays exponentially to 0 as $||y||_\infty \to \infty$.

Combining (7.10) and the identity (4.7) of Proposition 4.11, we may deduce that, for all $j \in \{1, \ldots, g\}$, $[z \mapsto L_{j,p_j}G(z, s)] \in L^2(Y_\Gamma; p)$ where $p = p - 2\epsilon_j$. Let us fix, arbitrarily, an index $j_0 \in \{1, \ldots, g\}$. Using Proposition 4.11, we may deduce that, for each $b \geq M_p$, the set

$$D_b := \{s \in \mathbb{R}_{>b} \backslash T : [z \mapsto G(z, s)] \in L^2(\mathfrak{h}^g; \Gamma; p) \text{ and } [z \mapsto L_{j,p_j}G(z, s)] \in L^2(\mathfrak{h}^g; \Gamma; p)\},$$

is equal to
is uncountable. Note that if \( s \in \mathcal{D}_b \), then automatically \( [z \mapsto \Delta_{j_0 \cup j_0} G(z, s)] \in L^2(\eta^2; \Gamma; p) \), since \( \Delta_{j_0 \cup j_0} G(z, s) = s(1 - s)G(z, s) \). Finally, applying Proposition 7.5 to \( G(z, s) \), we conclude that \( [(z, s) \mapsto G(z, s)] \equiv 0. \)

**Remark 7.7.** Using the ideas of Colin de Verdière in [12], it is explained in [9] how Theorem 7.6 above may be used to give a different proof of the meromorphic continuation and the functional equation of the Eisenstein \([s \mapsto G^0_{(m,n)}(U, p; z, s)]\). As a consequence of this approach, we obtain a new proof of the analytic continuation of the zeta function \([s \mapsto Z_m(u, v; \omega^p \eta, s)]\), which circumvents the use of the Poisson summation formula for lattices in euclidean spaces. The analytic continuation is proved instead using the Fredholm analyticity theorem for a suitable family of compact operators.

### 7.5 The \([c; s]\)-part and the \([c; 1 - s]\)-part of a family of real analytic modular forms

From the results proved in the previous sections, it should be clear now that the collection of constant terms of the Fourier series expansion of a real analytic family of modular forms characterizes the family. In this section, we formalize this observation by introducing the \([c; s]\)-part and the \([c; 1 - s]\)-part to any family of modular forms \( \{G(z, s)\}_{s \in \Pi_1 \setminus T} \) which satisfy the same assumptions as the ones studied in the previous sections.

**Definition 7.8.** Let \( T \subseteq \Pi_1 \) be a discrete subset and let \( \Gamma \leq SL_2(K) \) be a discrete subgroup commensurable to \( SL_2(O_K) \). Let \( \{G(z, s)\}_{s \in \Pi_1 \setminus T} \) be a real analytic family of modular form of bi-weight \([\alpha, \beta]\) where \( \alpha, \beta \in \mathbb{C}^g \) and \( \alpha - \beta = Z^g \). For each cusp \( c \in \mathbb{P}^1(K) \), choose a local chart \( \eta \in SL_2(K) \) at \( c \). Let

\[
a_0^0(y, s) = \phi_1^0(s) \cdot |N(y)|^s + \phi_2^0(s) \cdot |N(y)|^{1-s},
\]

be the constant term of the Fourier series expansion of \([z \mapsto G(z, s)]\) at the cusp \( c \). Note that \( a_0^0(y, s) \) really does depend on the choice of the local chart at \( \eta \) at \( c \) (see Remark 7.9 below). We define

1. \([c; s]\)-part-\( G(z, s) = [c; s]\)-part-\( G := [s \mapsto \phi_1^0(s)], \)

2. \([c; 1 - s]\)-part-\( G(z, s) = [c; 1 - s]\)-part-\( G := [s \mapsto \phi_2^0(s)]. \)

We view the expressions \( \phi_1^0(s) = [c; s]\)-part-\( G \) and \( \phi_2^0(s) = [c; 1 - s]\)-part-\( G \) as functions in the variable \( s \) where \( s \in \Pi_1 \setminus T \). In particular, it follows that for \( s_0 \in \Pi_1 \setminus T, [c; s]\)-part-\( G|_{s_0} = \phi_1^0(s_0) \) and \([c; 1 - s]\)-part-\( G|_{s_0} = \phi_2^0(s_0). \)

**Remark 7.9.** If \( \eta, \tilde{\eta} \in SL_2(K) \) are two local charts at \( c \), then there must exists \( \delta = \begin{pmatrix} a & b \\ 0 & a^{-1} \end{pmatrix} \in \text{Stab}_{SL_2(K)}(\infty) \) such that \( \eta \delta = \tilde{\eta}. \) From this, it follows that
(i) $\phi_1^7(s) \cdot (a^\alpha a^\beta) \cdot |N(a)|^{2s} = \phi_1^T(s)$,
(ii) $\phi_2^7(s) \cdot (a^\alpha a^\beta) \cdot |N(a)|^{2(1-s)} = \phi_2^T(s)$.

Even though the functions $[c; s]$-part-$G$ and $[c; s]$-part-$G$ do depend on the choice of the local chart at the cusp $c$, we see from (i) and (ii) that the dependence is really mild. In practice, the slightly ambiguous notation $[c; s]$-part-$G$ creates no difficulty.

**Remark 7.10.** Given $s_0 \in \Pi_1 \setminus T$ which is fixed, one should think of the complex number $[c; s]$-part-$G|_{s_0} \in \mathbb{C}$ as the obstruction for the modular form $[z \mapsto G(z, s_0)]$ to be square-integrable in a neighborhood of the cusp $c$ in the sense of Definition 5.38 (cf. with Remark 5.39). In particular, if $[c; s]$-part-$G|_{s_0} = 0$, then the modular form $[z \mapsto G(z, s_0)]$ is square-integrable at $c$.

**Remark 7.11.** In the special case where the family $\{G(z, s)\}_{s \in \Pi_1 \setminus T}$ admits a meromorphic continuation (in the variable $s$) to all of $\mathbb{C}$, one may define its dual family as

$$\{G^*(z, s)\}_{s \in -\Pi_0 \setminus T^*},$$

where $G^*(z, s) := G(z, 1 - s)$ and

$$T^* = \{s \in -\Pi_0 : \text{there exists } z \in \mathfrak{h}^g, \text{such that } [s \mapsto G(z, s)] \text{ has a pole}\}.$$

It follows directly from the definition of $G^*(z, s)$ that for all $c \in \mathbb{P}^1(K)$,

1. $[c; s]$-part-$G^* = [c; 1 - s]$-part-$G$,
2. $[c; 1 - s]$-part-$G^* = [c; s]$-part-$G$.

### 7.6 Writing $G^0_{(m,n)}(U, p; z, s)$ as a linear sum of classical real analytic Poincaré-Eisenstein series

In this section, we explain how Theorem 7.6 (the analytic characterization theorem) can be used to write the Eisenstein series $G_Q(z, s) = G^0_{(m,n)}(U, p; z, s)$ as a sum of classical real analytic Poincaré-Eisenstein series of unitary weight $-p$. Here the “coefficients” of this sum will be prescribed by $\{[c; s]$-part-$G_Q\}_c$, where $c$ goes over a complete set of representatives of relative $\Gamma$-cusps, where $\Gamma \leq SL_2(K)$ is a suitable discrete subgroup.

Let $\Gamma \subseteq SL_2(K)$ be a subgroup commensurable to $SL_2(O_K)$. Let $Y_\Gamma = \Gamma \backslash \mathfrak{h}^g$ be the associated Riemannian orbifold. For each cusp $c \in \mathbb{P}^1(K)$, we define

$$\Gamma^+_c := \{\gamma \in \Gamma : \gamma c = c \text{ and the eigenvalues of } \gamma \text{ are totally positive}\}.$$

One may check that $\Gamma^+_c$ is a subgroup. If $c_1, c_2 \in \mathbb{P}^1(K)$ and $\eta \in SL_2(K)$ is such that $\eta c_1 = c_2$, then one may also check $\eta \Gamma^+_c \eta^{-1} = \Gamma^+_{c_2}$.
Let \( c \in \mathbb{P}^1(K) \) and choose arbitrarily a local chart at \( c \), i.e., a matrix \( \sigma \in SL_2(K) \) such that \( \sigma \infty = c \). Let also \( p \in \mathbb{Z}^g \) be a fixed integral weight. For \( z \in \mathfrak{h}^g \) and \( s \in \Pi_1 \), we define

\[
(7.11) \quad \tilde{E}_{\Gamma,\sigma}(p; z, s) := \sum_{\gamma \in (\Gamma^+_c \setminus \Gamma)} \omega_p(j(\sigma^{-1} \gamma, z)) \cdot \text{Im}(\sigma^{-1} \gamma z)^s,
\]

where the summation is understood to be taken over a complete set of representatives of the right cosets \( \Gamma^+_c \setminus \Gamma \). One may check that \( \tilde{E}_{\Gamma,\sigma}(p; z, s) \) does not depend on the choice of representatives of \( \Gamma^+_c \setminus \Gamma \). However, it does depend on the choice of the local chart at \( c \) in a simple way. If \( \sigma' \) is another local chart at \( c \), then there must exists a matrix \( \gamma = \begin{pmatrix} a & b \\ 0 & a^{-1} \end{pmatrix} \in \text{Stab}_{SL_2(K)}(\infty) \) such that \( \sigma \gamma = \sigma' \). A direct calculation shows that

\[
(7.12) \quad \omega_p(a) \cdot |N(a)|^{-2s} \cdot \tilde{E}_{\Gamma,\sigma'}(p; z, s) = \tilde{E}_{\Gamma,\sigma}(p; z, s).
\]

In order to simplify the presentation, we allow ourselves to use the slightly ambiguous notation \( \tilde{E}_{\Gamma,\sigma}(p; z, s) \) to mean \( \tilde{E}_{\Gamma,\sigma}(p; z, s) \). The reader should simply keep in mind that the expression \( \tilde{E}_{\Gamma,\sigma}(p; z, s) \) really does depend on a choice of a local chart at the cusp \( c \) itself. Moreover, a change of local chart at a given cusp simply changes the function as is described in \( (7.12) \).

It follows from \( (7.11) \) and \( (2.7) \) that, for all \( \gamma \in \Gamma \), one has

\[
(7.13) \quad \tilde{E}_{\Gamma,\sigma}|_{\{-p\},\gamma}(p; z, s) = \tilde{E}_{\Gamma,\sigma}(p; z, s).
\]

Therefore, \( [z \mapsto \tilde{E}_{\Gamma,\sigma}(p; z, s)] \) is a real analytic modular form of unitary weight \( -p \) relative to \( \Gamma \).

Let \( c, c' \in \mathbb{P}^1(K) \) be two \( \Gamma \)-equivalent cusps. In other words, there exists \( \eta \in \Gamma \) such that \( \eta c = c' \). We claim that \( \tilde{E}_{\Gamma,\sigma}(p; z, s) = \tilde{E}_{\Gamma,\sigma}(p; z, s) \). Let us prove it. Let \( \{\gamma_j\}_{j \in J} \) is a complete set of representatives of \( \Gamma^+_c \setminus \Gamma \). Then \( \{\eta \gamma_j \eta^{-1}\}_{j \in J} \) is a complete set of representatives of \( \Gamma^+_c \setminus \Gamma \). We have

\[
\tilde{E}_{\Gamma,\sigma}(p; z, s) = \sum_{j \in J} \omega_p(j(\sigma'^{-1} \eta \gamma_j \eta^{-1}, z)) \cdot \text{Im}(\sigma'^{-1} \eta \gamma_j \eta^{-1} z)^s
\]

\[
= \sum_{j \in J} \omega_p(j(\sigma^{-1} \gamma_j \eta^{-1}, z)) \cdot \text{Im}(\sigma^{-1} \gamma_j \eta^{-1} z)^s
\]

\[
= \sum_{j \in J} \omega_p(j(\sigma^{-1} \gamma_j, \eta^{-1} z)) \cdot \omega_p(j(\eta^{-1}, z)) \cdot \text{Im}(\sigma^{-1} \gamma_j \eta^{-1} z)^s
\]

\[
= \tilde{E}_{\Gamma,\sigma}|_{\{-p\},\eta^{-1}}(p; z, s) = \tilde{E}_{\Gamma,\sigma}(p; z, s),
\]

where the third equality follows from \( (2.7) \) and the fifth equality from \( (7.13) \).
It follows from Theorem 7.1 that the constant term of the Fourier series of $\tilde{E}_{\Gamma,c}(p;z,s)$ at the cusp $d$ is of the form

$$\phi_{1,c,d}(s)\mathcal{N}(y)^s + \phi_{2,c,d}(s)\mathcal{N}(y)^{1-s},$$

where $\phi_{1,c,d}(s)$ and $\phi_{2,c,d}(s)$ are holomorphic functions on $\Pi_1$. If $[d]_\Gamma \neq [c]_\Gamma$, it follows from the definition of $\tilde{E}_{\Gamma,c}(p;z,s)$ and an analogue of inequality (5.31) that the function $\phi_{1,c,d}(s) \equiv 0$. In particular, for all fixed $s \in \Pi_1$ and all cusp $d \in \mathbb{P}^1(K)$ such that $[d]_\Gamma \neq [c]_\Gamma$, the function $[z \mapsto \tilde{E}_{\Gamma,c}(p;z,s)]$ is square integrable at the cusp $d$.

**Remark 7.12.** Using the techniques in [9], it is possible to prove that $[s \mapsto \tilde{E}_{\Gamma,c}(p;z,s)]$ admits a meromorphic continuation to all of $\mathbb{C}$ and that it satisfies a functional equation.

Let $\{c_1, \ldots, c_h\} \subseteq \mathbb{P}^1(K)$ be a complete set of representatives of the relative $\Gamma$-cusps. We make the following assumption:

**Assumption 7.13.** For all $i \in \{1, \ldots, h\}$, $[z \mapsto \tilde{E}_{\Gamma,c_i}(p;z,s)] \neq 0$.

It follows from the above discussion that $[s \mapsto \phi_{1,c_i,c_i}(s)] \neq 0$. Indeed, if $[s \mapsto \phi_{1,c_i,c_i}(s)] \equiv 0$, then, for $i \in \{1, \ldots, h\}$ fixed, the two distinct families of Eisenstein series

1. $\{0\}_{s \in \Pi_1}$ (the trivial family),
2. $\{\tilde{E}_{\Gamma,c_i}(p;z,s)\}_{s \in \Pi_1}$,

satisfy the properties (1), (2), (3) and (4) of Theorem 7.6. But this is absurd since it contradicts the uniqueness statement of Theorem 7.6. Therefore, it makes sense to define the characteristic Eisenstein series at the relative cusp $[c_i]_\Gamma$ as

$$E_{\Gamma,c_i}(p;z,s) := \frac{\tilde{E}_{\Gamma,c_i}(p;z,s)}{\phi_{1,c_i,c_i}(s)}.$$ 

So, by definition,

(i) $[c_i; s]$-part-$E_{\Gamma,c_i}(p;z,s) = 1$,
(ii) $[c_j; s]$-part-$E_{\Gamma,c_i}(p;z,s) = 0$ for $j \neq i$.

Now let $Q = ((m,n), U, p, 0)$ be a standard quadruple and let $G_{(m,n)}^0(U, p ; z, s)$ be its associated real analytic Eisenstein series. Choose an integer $N \in \mathbb{Z}_{\geq 1}$, such that $U \in \frac{1}{N} \left( \begin{array}{cc} m^* & m \\ n^* & n \end{array} \right)$. Let $\Gamma := \Gamma_U(m,n; N) \leq GL_2(K)$ (see Definition 5.14). We know from
Proposition 5.33 that \( G^0_{(m,n)}(U, p ; z, s) \) is a modular form of unitary weight \(-p\) relative to \( \Gamma \).

Let \( \{c_1, \ldots, c_h\} \subseteq \mathbb{P}^1(K) \) be a complete set of representatives of relative \( \Gamma \)-cusps. For each \( i \in \{1, \ldots, h\} \), the constant term of the Fourier series expansion of \([z \mapsto G^0_{(m,n)}(U, p ; z, s)]\) at the cusp \( c_i \) is of the form

\[
A_{c_i}(s) N(y)^{s} + B_{c_i}(s) N(y)^{1-s},
\]

for some holomorphic functions \( A_{c_i}(s) \) and \( B_{c_i}(s) \) on \( \Pi_1 \). We claim that

\[
(7.14) \quad G^0_{(m,n)}(U, p ; z, s) = \sum_{j=1}^{h} A_{c_j}(s) \cdot E_{\Gamma,c_j}(p; z, s).
\]

Indeed, if we let

\[
F(U, p ; z, s) := G^0_{(m,n)}(U, p ; z, s) - \sum_{j=1}^{h} A_{c_j}(s) \cdot E_{\Gamma,c_j}(p; z, s),
\]

then \( F(U, p ; z, s) \) is square-integrable at all the cusps \( c_j \)'s. Therefore, from the uniqueness statement of Theorem 7.6 we deduce that \( F(U, p ; z, s) \equiv 0 \).

Remark 7.14. Note that all the \( A_{c_j}(s) \)'s appearing in (7.14) are explicitly given by the formulas appearing in Theorem 8.1. Therefore, the right-hand side of (7.14) may be viewed as an explicit writing of \( G^0_{(m,n)}(U, p ; z, s) \) as a sum of real analytic Poincaré-Eisenstein series \( \{E_{\Gamma,c_j}(p; z, s)\}_{j=1}^{h} \).

Remark 7.15. Let us give a special situation where Assumption 7.13 can be easily verified.

Let us assume that \( h_K = 1 \) (the class number of \( K \)) and that \( \Gamma \trianglelefteq SL_2(\mathcal{O}_K) \). In this case, it is easy to see that

\[
[z \mapsto \tilde{E}_{\Gamma,\infty}(p; z, s)] \neq 0 \implies \left\{ [z \mapsto \tilde{E}_{\Gamma,c_i}(p; z, s)] \neq 0 \text{ for all } i \in \{1, \ldots, h\} \right\}.
\]

Indeed, since \( h_K = 1 \), for each \( i \in \{1, \ldots, h\} \), there exists \( \sigma_i \in SL_2(\mathcal{O}_K) \), such that \( \sigma_{i}\infty = c_i \). Finally, by the normality of \( \Gamma \) in \( SL_2(\mathcal{O}_K) \), one may simply notice that

\[
\tilde{E}_{\Gamma,\infty}|_{\{-p\},\sigma_i^{-1}}(p; z, s) = \tilde{E}_{\Gamma,c_i}(p; z, s).
\]

8 Fourier series expansion and meromorphic continuation of \( G^0_{(m,n)}(U, p ; z, s) \)

8.1 Explicit Fourier series expansion at the cusp \( \infty \)

Let \( Q = ((m, n), U, p, s) \) be a standard quadruple and let \( G^w_{Q}(z; s) = G^w_{(m,n)}(U, p ; z, s) = G^{\alpha(s),\beta(s)}_{(m,n)}(U, z) \) its associated Eisenstein series. Recall that \( \alpha(s), \beta(s) \in \mathbb{C}^g \) are the two
weight vectors defined as in Definition 5.21. In order to simplify the notation, we shall write sometimes \( \alpha \) (resp. \( \beta \)) rather than \( \alpha(s) \) (resp. \( \beta(s) \)), and similarly, for \( j \in \{1, \ldots, g\} \), \( \alpha_j \) (resp \( \beta_j \)) rather than \( \alpha_j(s) \) (resp. \( \beta_j(s) \)).

In this section, we compute explicitly the Fourier series expansion of

\[
[x \mapsto G_{(m,n)}^{\alpha(s),\beta(s)}(U; x + i y)]
\]

at the cusp \( \infty = \frac{1}{0} \). Note that, from the transformation formula (5.10), one may obtain the Fourier series expansion of \( G_{(m,n)}^{\alpha(s),\beta(s)}(U; z) \) at any other cusp.

**Theorem 8.1.** Let \( U = \begin{pmatrix} u_1 & v_1 \\ u_2 & v_2 \end{pmatrix} \) be a parameter matrix and let \( s \in K_{C}^{\pm} \). Assume that \( s \in \Pi_{1-\frac{p}{2}} \). Then Fourier series expansion of \( [x \mapsto G_{(m,n)}^{\alpha,\beta}(U; x + i y)] \) is given by

\[
(8.1) \quad G_{(m,n)}^{\alpha,\beta}(U; z) = (T_1 + T_2 + T_3) \cdot |y|^{s-1},
\]

where

\[
T_1 = \delta_m(v_1) \sum_{\mathbb{V}^+ \setminus \{0 \neq (m + v_1) \in \mathbb{F}\}} \frac{\omega_{\mathbb{P}+w} (n + v_2) \cdot e^{2\pi i \text{Tr}(u_2(n + v_2))}}{\prod_{i=1}^g |n^{(i)} + v_2^{(i)}|_{\alpha + \beta}}.
\]

\[
T_2 = \text{cov}(n)^{-1} \cdot \delta_n^{(u_2)} \cdot e^{2\pi i \text{Tr}(u_2 v_2)} (2\pi)^g (i)^{\text{Tr}(p-w-1)} \cdot (-1)^{\text{Tr}(sg(z)(p-w-1))} \cdot \prod_{j=1}^g (2|y_j|)^{1-\alpha_j-\beta_j} \cdot \prod_{j=1}^g \frac{\Gamma(\alpha_j + \beta_j - 1)}{\Gamma(\alpha_j) \Gamma(\beta_j)} \sum_{\mathbb{V}^+ \setminus \{0 \neq (m + v_1) \in \mathbb{F}\}} \frac{\omega_{\mathbb{P}+w} (m + v_1) \cdot e^{2\pi i \text{Tr}(u_1(m + v_1))}}{\prod_{j=1}^g |m^{(j)} + v_1^{(j)}|_{\alpha + \beta - 1}},
\]

and

\[
T_3 = \text{cov}(n)^{-1} \cdot e^{2\pi i \text{Tr}(u_2 v_2)} \sum_{\mathbb{V}^+ \setminus \{0 \neq \xi_1 \in \mathbb{F}\}} e^{2\pi i \text{Tr}(u_1 \xi_1)} \cdot \sum_{0 \neq \xi_2 \in (n^* - u_2)} \left( \prod_{j=1}^g \tau(\alpha_j, \beta_j, \xi_2^{(j)}, \xi_1^{(j)}, y_j) \right) e^{2\pi i \text{Tr}(\xi_2 v_2)} \cdot e^{2\pi i \text{Tr}(\xi_1 x)}.
\]

Here,

(i) within the expression of \( T_1 \), \( \delta_m(v_1) = 1 \) if \( v_1 \in \mathbb{m} \) and 0 otherwise,

(ii) within the expression of \( T_2 \), \( \delta_n^{(u_2)} = 1 \) if \( u_2 \in \mathbb{n}^* \) and 0 otherwise,

(iii) \( \mathbb{V}^+ = \mathbb{V}^+_g(m, n) \) is the subgroup of totally positive units of \( \mathcal{O}_K \) which appears in Definition 5.12.
Note that since $2s + w - 1 > 1$, the series $T_1$ and $T_2$ are absolutely convergent.

Before starting the proof, let us point out that, since $s \in \Pi_{1-\frac{1}{2}}$, the defining series of $G_{(m,n)}^{\alpha(s),\beta(s)}(U; z)$ converges absolutely. Therefore, all sum rearrangements appearing in the proof below are justified. Moreover, since $[z \mapsto G_{(m,n)}^{\alpha,\beta}(U; z)]$ is real analytic, it follows from (1) of Theorem \[4.10\] that the Fourier series of $[x \mapsto G_{(m,n)}^{\alpha,\beta}(U; x + iy)]$ converges absolutely to the value $G_{(m,n)}^{\alpha,\beta}(U; z)$ for all $z \in K_C^\pm$.

Remark 8.2. We would like to explain how to see directly that the $T_3$ term is independent of the set of representatives of $\{0 \neq \xi_1 \in m + v_1\}$ modulo $V^+$. Let us replace $\xi_1$ by $\epsilon \xi_1$ in the $T_3$ term where $\epsilon \in V^+$. Note that $e^{2\pi i \text{Tr}(u_1 \xi_1)} = e^{2\pi i \text{Tr}(u_1 \epsilon \xi_1)}$ and that

$$
\prod_{j=1}^g \tau(\alpha_j, \beta_j; s_j^{(2)}; e^{\epsilon_j(i)} \xi_1 y_j) = \prod_{j=1}^g |e^{\epsilon(j)}|^{1 - \alpha_j - \beta_j} \cdot \tau(\alpha_j, \beta_j; e^{\epsilon(j)} s_2^{(j)}; e^{\epsilon(j)} \xi_1 y_j).
$$

Since, for all $j \in \{1, \ldots, g\}$, $\alpha_j + \beta_j = 2s + w$ is independent of $j$, and $N(\epsilon) = 1$, we thus see that, the $T_3$ term is, indeed, independent from the choice of representatives of $V^+ \setminus \{0 \neq \xi_1 \in m + v_1\}$.

Proof We have

$$
G_{(m,n)}^{\alpha,\beta}(U; z) = \delta_m(v_1) \sum_{V^+ \setminus \{(0,0) \neq (m+v_1, n+v_2) \in (m+v_1, n+v_2)\}} \frac{e^{2\pi i \text{Tr}(u_1(m+v_1)+u_2(n+v_2))}}{P(\alpha, \beta; (m+v_1)z + (n+v_2))} + \delta_m(v_1) \sum_{V^+ \setminus \{0 \neq (n+v_2) \in \mathbb{Z}^n\}} \sum_{n \in \mathbb{Z}} \frac{e^{2\pi i \text{Tr}(u_1(m+v_1)+u_2(n+v_2))}}{P(\alpha, \beta; (m+v_1)z + (n+v_2))},
$$

(8.2)

where $P(\alpha, \beta; z)$ is the monomial (in the variables $z$ and $\tau$) which appears in (119). We note that the summation in the first equality mentioned above has been divided in two parts. The first part corresponds to the terms indexed by the pairs $(m + v_1, n + v_2)$, such that $m = -v_1$, and the second part corresponds to the terms indexed by the pairs $(m + v_1, n + v_2)$, such that $m \neq -v_1$. From Proposition \[4.13\] and the above computation, we deduce that

$$
T_1 = \delta_m(v_1) \sum_{V^+ \setminus \{0 \neq (n+v_2) \in \mathbb{Z}^n\}} \frac{e^{2\pi i \text{Tr}(u_2(n+v_2))}}{P(\alpha, \beta; n+v_2)}.
$$

It remains to prove the formulas for $T_2$ and $T_3$. Let us concentrate on the double summation in (8.2). Let us choose arbitrarily a writing for $u_2 = \frac{e}{n}$, where $e \in \mathbb{Z}^*$ and
\( h \in \mathcal{O}_K \setminus \{0\} \), with \( h \gg 0 \). We have
\[
\sum_{V^+ \setminus \{0 \neq (m + v_1) \in m + v_1\}} \sum_{n \in \mathbb{N}} \frac{e^{2\pi i \text{Tr}(u_1(m + v_1) + u_2(n + v_2))}}{P(\alpha, \beta; (m + v_1)z + (n + v_2))} \\
= \sum_{V^+ \setminus \{0 \neq (m + v_1) \in m + v_1\}} \sum_{n \equiv \mu \pmod{h n}} \frac{e^{2\pi i \text{Tr}(u_2(\mu + v_2))}}{P(\alpha, \beta; (m + v_1)z + (n + v_2))} \sum_{n \in \mathbb{N}} \frac{e^{2\pi i \text{Tr}(u_1(m + v_1))}}{P(\alpha, \beta; (m + v_1)z + (hn + \mu + v_2))}.
\]
(8.3)

Now, let us compute the Fourier series expansion of
\[
\left[ z \mapsto \sum_{n \in \mathbb{N}} \frac{e^{2\pi i \text{Tr}(u_1(m + v_1))}}{P(\alpha, \beta; (m + v_1)z + (hn + \mu + v_2))} \right].
\]

We have
\[
\frac{1}{P(\alpha, \beta; (m + v_1)z + (hn + \mu + v_2))} = \left( \prod_{j=1}^{g} (h^{(j)})^{-\alpha_j - \beta_j} \right) \cdot P\left(-\alpha, -\beta; \left(\frac{m + v_1}{h}\right)z + n + \left(\frac{\mu + v_2}{h}\right)\right).
\]

Therefore, it follows that
\[
\sum_{n \in \mathbb{N}} P(-\alpha, -\beta; (m + v_1)z + (hn + \mu + v_2)) \\
= \left( \prod_{j=1}^{g} (h^{(j)})^{-\alpha_j - \beta_j} \right) \sum_{n \in \mathbb{N}} P\left(-\alpha, -\beta; \left(\frac{m + v_1}{h}\right)z + n + \left(\frac{\mu + v_2}{h}\right)\right) \\
= \left( \prod_{j=1}^{g} (h^{(j)})^{-\alpha_j - \beta_j} \right) \cdot R_n\left(\alpha, \beta; \left(\frac{m + v_1}{h}\right)z + \left(\frac{\mu + v_2}{h}\right)\right) \\
= \left( \prod_{j=1}^{g} (h^{(j)})^{-\alpha_j - \beta_j} \right) \sum_{\xi \in \mathbb{N}^*} a_\xi \left(\alpha, \beta, \left(\frac{m + v_1}{h}\right)y \right) e^{2\pi i \text{Tr}(\xi (\frac{m + v_1}{h})_x + \frac{\mu + v_2}{h})} \\
= \text{cov}(n)^{-1} \left( \prod_{j=1}^{g} (h^{(j)})^{-\alpha_j - \beta_j} \right) \sum_{\xi \in \mathbb{N}^*} \left( \prod_{j=1}^{g} \tau\left(\alpha_j, \beta_j, \xi^{(j)}; \left(\frac{m + v_1}{h} y_j \right) \right) \right) e^{2\pi i \text{Tr}(\xi (\frac{m + v_1}{h} x + \frac{\mu + v_2}{h}))}.
\]
(8.4)

In the second equality, the function \( R_n(\alpha, \beta; z) \) is the one appearing in (4.11) which corresponds to the summation of the monomial \( P(\alpha, \beta; z) \) over the lattice \( n \). The third equality stated above follows from (4.12), and the fourth equality follows from (4.13). The function \( \tau(-, - , -) \) is the function which appears in (3.75).
Now substituting the expression on the right-hand side of (8.4) into the right-hand side of (8.3), and re-indexing the summation, we find

\[ \sum_{\nu^+ \setminus \{0 \neq (m + v_1) \in m + v_1\}} \mathcal{P}(\alpha, \beta; (m + v_1)z + (n + v_2)) e^{2\pi i \text{Tr}(u_1(m + v_1) + u_2(n + v_2))} = \prod_{j=1}^{g} (h(j))^{-\alpha_j - \beta_j} \sum_{\nu^+ \setminus \{0 \neq (m + v_1) \in m + v_1\}} \left( \sum_{\mu \text{ (mod } \frac{\mathbf{n}}{\mathbf{m}})} e^{2\pi i \text{Tr}(u_1(m + v_1))} e^{2\pi i \text{Tr}(u_2(\mu + v_2))} \right) \prod_{j=1}^{g} \tau \left( \alpha_j, \beta_j, 0, (m(j) + v_1(j)) \frac{y(j)}{h(j)} \right) \].

The right-hand side of the above equality can be broken into two parts: the first part corresponding to the terms for which \( \xi = 0 \), and the second part corresponding to the terms for which \( \xi \neq 0 \). Therefore, we have

\begin{equation}
(8.5) \quad \text{cov}(\mathbf{n}) \sum_{\nu^+ \setminus \{0 \neq (m + v_1) \in m + v_1\}} \mathcal{P}(\alpha, \beta; (m + v_1)z + (n + v_2)) e^{2\pi i \text{Tr}(u_1(m + v_1) + u_2(n + v_2))} = \widetilde{T}_2 + \widetilde{T}_3,
\end{equation}

where

\[ \widetilde{T}_2 = \prod_{j=1}^{g} (h(j))^{-\alpha_j - \beta_j} \sum_{\nu^+ \setminus \{0 \neq (m + v_1) \in m + v_1\}} \left( \sum_{\mu \text{ (mod } \frac{\mathbf{n}}{\mathbf{m}})} e^{2\pi i \text{Tr}(u_1(m + v_1))} e^{2\pi i \text{Tr}(u_2(\mu + v_2))} \right) \prod_{j=1}^{g} \tau \left( \alpha_j, \beta_j, 0, (m(j) + v_1(j)) \frac{y(j)}{h(j)} \right), \]

and

\[ \widetilde{T}_3 = \prod_{j=1}^{g} (h(j))^{-\alpha_j - \beta_j} \sum_{\nu^+ \setminus \{0 \neq (m + v_1) \in m + v_1\}} e^{2\pi i \text{Tr}(u_1(m + v_1))} \sum_{\mu \text{ (mod } \frac{\mathbf{n}}{\mathbf{m}})} e^{2\pi i \text{Tr}(u_2(\mu + v_2))} \]

\[ \cdot \sum_{\nu^+ \setminus \{0 \neq \xi \in \mathbf{n}^* \setminus \mathbf{n}^* \}} \prod_{j=1}^{g} \tau \left( \alpha_j, \beta_j, \xi(j), (m(j) + v_1(j)) \frac{y(j)}{h(j)} \right) e^{2\pi i \text{Tr}(\xi \left( \frac{(m + v_1)}{h}x + \frac{u + v_2}{h} \right))}. \]

Using the explicit formula for \( \tau \left( \alpha_j, \beta_j, 0, (m(j) + v_1(j)) \frac{y(j)}{h(j)} \right) \) appearing in Lemma 3.2 and the well-known trigonometric identity (see for example Lemma 6.6 on p. 474 of [25])

\begin{equation}
(8.6) \quad \sum_{\mu \in \frac{\mathbf{n}}{\mathbf{m}}} e^{2\pi i \text{Tr}(x\mu)} = \left\{ \begin{array}{ll} |N(h)| & \text{if } x \in \mathbf{n}^*, \\ 0 & \text{if } x \in \frac{1}{h} \mathbf{n}^* \setminus \mathbf{n}^*, \end{array} \right.
\end{equation}
we see that the $\tilde{T}_2$ term may be rewritten as:

\begin{equation}
(8.7) \quad \tilde{T}_2 = \delta_{n^*}(u_2) \cdot e^{2\pi i \text{Tr}(u_2 v_2)} (2\pi)^g (i)^{\text{Tr}(\beta-\alpha)} \cdot \prod_{j=1}^g (h(j))^{-\alpha_j - \beta_j} \cdot \prod_{j=1}^g \frac{\Gamma(\alpha_j + \beta_j - 1)}{\Gamma(\alpha_j)\Gamma(\beta_j)} \sum_{\nu+\{0 \neq (m+v_1) \in \mathbb{Z}^+\}} (-1)^{\text{Tr}(sg((m+v_1)\overline{T}(\beta-\alpha)))} e^{2\pi i \text{Tr}(u_1(m+v_1))} \prod_{j=1}^g \left| 2(m(j) + v_1(j)) \frac{y_j}{h(j)} \right|^{1-\alpha_j - \beta_j} .
\end{equation}

After some simplifications, one finds that

\begin{equation}
\tilde{T}_2 = \delta_{n^*}(u_2) \cdot e^{2\pi i \text{Tr}(u_2 v_2)} (2\pi)^g (i)^{\text{Tr}(\beta-\alpha)} \cdot (-1)^{\text{Tr}(sg(z) \cdot (\beta-\alpha))} \cdot \prod_{j=1}^g (2|y_j|)^{1-\alpha_j - \beta_j} \prod_{j=1}^g \frac{\Gamma(\alpha_j + \beta_j - 1)}{\Gamma(\alpha_j)\Gamma(\beta_j)} \sum_{\nu+\{0 \neq (m+v_1) \in \mathbb{Z}^+\}} e^{2\pi i \text{Tr}(u_1(m+v_1))} \cdot \omega_{\nu+\mathbb{Z}^+} \cdot (m + v_1) \cdot \prod_{j=1}^g \left| m(j) + v_1(j) \right|^{1-\alpha_j - \beta_j} = T_2 .
\end{equation}

Note that, up to the sign $(-1)^{\text{Tr}(sg(z) \cdot (\beta-\alpha))}$, the expression for $T_2$ depends only on $|y|$ rather than $y$ itself.

Let us now handle the $\tilde{T}_3$ term. Using Lemma 3.2, the $\tilde{T}_3$ term may be rewritten as:

\begin{equation}
(8.8) \quad \tilde{T}_3 = e^{2\pi i \text{Tr}(u_2 v_2)} \cdot \prod_{j=1}^g (h(j))^{-\alpha_j - \beta_j} \sum_{\nu+\{0 \neq (m+v_1) \in \mathbb{Z}^+\}} e^{2\pi i \text{Tr}(u_1(m+v_1))} \sum_{0 \neq \xi \in n^*} \left( \prod_{j=1}^g \tau(\alpha_j, \beta_j, \xi(j), (m(j) + v_1(j)) \frac{y_j}{h(j)}) e^{2\pi i \text{Tr}(\xi \cdot (m+v_1)x)} e^{2\pi i \text{Tr}(\xi v_2)} \right) \sum_{\mu \pmod{\frac{n^*}{h}}} e^{2\pi i \text{Tr}((\xi + u_2)\mu)} .
\end{equation}

Note that for $\mu \in n$ and $\xi \in n^*$, we have $\frac{\xi}{h} + u_2 \in \frac{1}{h}n^*$. Using again (8.6), we see that the last summation of (8.8) is zero unless $\frac{\xi}{h} + u_2 \in n^*$, which is equivalent to say that $\xi \in (n^*h - hu_2) \subseteq n^*$.

Moreover, using (iii) of Section 3, we have that

\begin{equation}
(h(j))^{1-\alpha_j - \beta_j} \cdot \tau(\alpha_j, \beta_j, \xi(j), (m(j) + v_1(j)) \frac{y_j}{h(j)}) = \tau\left(\alpha_j, \beta_j, \frac{\xi(j)}{h(j)}, (m(j) + v_1(j))y_j\right) .
\end{equation}
Therefore, we find that
\begin{equation}
\tilde{T}_3 = e^{2\pi i \text{Tr}(u_2v_2)} \sum_{V^+ \setminus \{0 \neq (m + v_1) \in m + v_1\}} e^{2\pi i \text{Tr}(u_1(m + v_1))} \cdot \sum_{0 \neq \xi \in h - n - h - u_2} \left( \prod_{j=1}^g \tau(\alpha_j, \beta_j, h_0(j), (m^{(j)} + v_1^{(j)})y_j) \right) e^{2\pi i \text{Tr}(\xi v_2)} \cdot e^{2\pi i \text{Tr}(\xi^*(m + v_1)x)}.
\end{equation}

Finally, combining (8.9), (8.7) and (8.9), we see that \( \tilde{T}_3 = T_3 \). \( \square \)

8.1.1 Rewriting the constant term in terms of \( \varphi_p(s) \) and \( \psi_p(s) \)

Let \( \alpha(s), \beta(s) \) be as in Definition 5.21 and assume that \( w = 0 \). It follows from Theorem 8.1 that the constant term of the Fourier series expansion of \( [x \mapsto G_{(m,n)}^{\alpha(s),\beta(s)}(U; x + iy)] \) is given explicitly by
\begin{equation}
\delta_m(v_1) \varphi_1(s) N(y)^s + \delta_{n^*}(u_2) \phi_2(s) N(y)^{1-s},
\end{equation}
where
\begin{equation}
\varphi_1(s) := e_1 \cdot \tilde{Z}_n(v_2, u_2, \omega; 2s),
\end{equation}
and
\begin{equation}
\phi_2(s) := \text{cov}(n)^{-1} e^{2\pi i \text{Tr}(u_2v_2)} (i)^{\text{Tr}(p)} (2\pi)^g \cdot 2^g(1-2s) \cdot (-1)^{\text{Tr}(s g(z); p)} \left( \prod_{j=1}^g \frac{\Gamma(2s - 1)}{\Gamma(s - p_j/2)\Gamma(s + p_j/2)} \right) \cdot e_2 \cdot \tilde{Z}_m(v_1, u_1, \omega; 2s - 1).
\end{equation}

Note that the functions \( \varphi_1(s) \) and \( \phi_2(s) \) do not depend on the variable \( y \). Here:

(i) \( \tilde{Z}_n(a, b, \omega; s) := \frac{Z_n(a, b; \omega, s)}{\zeta_K^{1-s(n)}} \), where \( Z_n(a, b; \omega, s) \) is the zeta function which appears in Appendix A.11.

(ii) \( e_1 = e_1((m, n); U) \) and \( e_2 = e_2((m, n); U) \) are the indices which appear in Definition 5.16.

Let \( \varphi_p(s), \psi_p(s) \) be the two functions which appear in Definition A.11. A direct calculation shows that
\begin{equation}
\varphi_p(1-s) \cdot \psi_p(s) = \left( \prod_{j=1}^g \frac{\Gamma(2s - 1)}{\Gamma(s - p_j/2)\Gamma(s + p_j/2)} \right).
\end{equation}
Substituting the left-hand side of (8.13) in the right-hand side of (8.12), we find that
(8.14)
\[ \phi_2(s) := \text{cov}(n)^{-1} e^{2\pi i \text{Tr}(u_2 \psi_2)} (2\pi)^9 \cdot 2^{-2g(s - \frac{1}{2})}. \]

\[ (i)^{\text{Tr}(p)} \cdot (-1)^{\text{Tr}(\text{sg}(z) \cdot p)} \cdot \varphi_s(1 - s) \cdot \psi_p(s) \cdot \tilde{Z}_m(v_1, u_1, \omega_p; 2s - 1). \]

8.1.2 Rewriting the $T_3$ term as a standard Fourier series

If one looks at the $T_3$ term of Theorem 8.1, it involves exponential terms of the form $e^{2\pi i \text{Tr}(\xi_1 \xi_2)}$, where $\xi_1$ and $\xi_2$ are elements lying in a translate of a certain lattice. In general, given an element $d = \xi_1 \xi_2$, there will be many pairs $(\xi'_1, \xi'_2)$ such that $\xi'_1 \xi'_2 = d$. The goal of this subsection is to rewrite the $T_3$ term in Theorem 8.1 as a sum over such $d$'s, i.e., as a standard Fourier series.

We recall some notations. We let $Q := ((m, n), U, p, w)$ be a standard quadruple and we let $\alpha(s), \beta(s) \in \mathbb{C}^g$ be the associated weights, i.e., $\alpha(s) = (s + w) \cdot 1 - p/2 \in \mathbb{C}^g$ and $\beta(s) = s + p/2 \in \mathbb{C}^g$ for $s \in \mathbb{C}$. We also let $\mathcal{V}^+ = \mathcal{V}^+_U(m, n) \leq \mathcal{O}^+_K(\infty)$ be the subgroup, which appears in Definition 5.12. We now define two sets that will be indexing the summation of a rewriting of the $T_3$ term. We define

(1) $D := \{ d \in K \setminus \{0\} : \exists \xi_1 \in (m + v_1) \text{ and } \xi_2 \in (n^* - u_2) \text{ such that } d = \xi_1 \xi_2 \}.$

(2) For each $d \in D$, we let $R_d := \{ (\xi_1, \xi_2) \in (m + v_1) \times (n^* - u_2) : \xi_1 \xi_2 = d \}.$

Since $n^* - u_2$ and $m + v_1$ are stable subsets under the action of $\mathcal{V}^+$, it makes sense to define a twisted diagonal action $*$ of $\mathcal{V}^+$ on the set $R_d$ in the following way: for $\epsilon \in \mathcal{V}^+$, and $(\xi_1, \xi_2) \in R_d$, we let $\epsilon \ast (\xi_1, \xi_2) = (\epsilon \xi_1, \epsilon^{-1} \xi_2)$. From now on, whenever we consider the quotient set $R_d/\mathcal{V}^+$, it will always be understood that the quotient will be taken with respect to the $*$-action.

For $x \in \mathbb{R}^\times$, recall that $\text{sg}(x) = 0 \in \mathbb{Z}/2\mathbb{Z}$ if $x > 0$, and $\text{sg}(x) = 1 \in \mathbb{Z}/2\mathbb{Z}$ if $x < 0$. It is convenient for us to make the following definition

**Definition 8.3.** Let $p \in \mathbb{Z}^g$ be a fixed weight. For $\xi \in K^\times$, we define
\[ \mathcal{W}_p(\xi) := - \sum_{1 \leq j \leq g, \xi^{(j)} < 0} p_j. \]

Note that, by definition of $\mathcal{W}_p$, for any $\xi \in K^\times$, we have
(8.15)
\[ (-1)^{\mathcal{W}_p(\xi)} = (-1)^{\text{Tr}(p \cdot \text{sg}(\xi))}. \]

The next proposition gives the writing of the $T_3$ term as a standard Fourier series.
Proposition 8.4. The $T_3$ term in Theorem 8.1 can be rewritten as

\[ T_3 = \text{cov}(n)^{-1} \cdot e^{2\pi i \text{Tr}(u_2 v_2)} \cdot \sum_{d \in D} B_\xi(y; p; s) \cdot b_d(s) \cdot e^{2\pi i \text{Tr}(d x)} \cdot |N(y)|^s, \]

where

\[ B_d(y; p; s) := \prod_{j=1}^g \tau(\alpha_j(s), \beta_j(s), 1, d^{(j)}y_j), \]

and

\[ b_d(s) = \left( \sum_{(\xi_1, \xi_2) \in R_d/\mathcal{V}^+} (-1)^{W_{p+w-1}(\xi_2)} |N(\xi_2)|^{2s-1+u} e^{2\pi i \text{Tr}(u_1 \xi_1)} \cdot e^{2\pi i \text{Tr}(\xi_2 V_2)} \right). \]

Proof From the equations (iii),(iv) and (v) of Section 3, we may deduce that, if $\xi_2 \neq 0$, the following identity holds true:

\[ \tau(\alpha_j(s), \beta_j(s); \xi_2^{(j)}, \xi_1^{(j)} y_j) = (-1)^{\epsilon_j} |\xi_2^{(j)}|^{\alpha_j(s)+\beta_j(s)-1} \tau(\alpha_j(s), \beta_j(s); 1, d^{(j)}y_j), \]

where $\epsilon_j = \text{sg}(d^{(j)})$. Now, substituting (8.19) in the $T_3$ term of Theorem 8.1 we find that

\[ T_3 = \text{cov}(n)^{-1} \cdot e^{2\pi i \text{Tr}(u_2 v_2)} \sum_{\mathcal{V}^+ \setminus \{0 \neq \xi_1 \in m+v_1\}} e^{2\pi i \text{Tr}(u_1 \xi_1)} \]

\[ \cdot \sum_{0 \neq \xi_2 \in (n^*-u_2)} (-1)^{W_{p+w-1}(\xi_2)} |N(\xi_2)|^{2s-1+w} \left( \prod_{j=1}^g \tau(\alpha_j, \beta_j, 1, \xi_1^{(j)} \xi_2^{(j)} y_j) \right) e^{2\pi i \text{Tr}(\xi_2 V_2)} \cdot e^{2\pi i \text{Tr}(\xi_2 \xi_1 x)}. \]

Let $\{\xi_{1r}\}_{r \in \mathcal{R}}$ be a complete set of representatives of $\{0 \neq \xi_1 \in m+v_1\}$ modulo $\mathcal{V}^+$. By definition of $D$, for each $d \in D$, there exists at least one index $r_d \in \mathcal{R}$, such that $\xi_{1r_d} \xi_{2r_d} = d$ for some $\xi_{2r_d} \in n^*-u_2$. Note that $\xi_{2r_d}$ is uniquely determined by the pair $(d, \xi_{1r_d})$. If the representative $\xi_{1r}$ is replaced by the representative $\xi_{1r}$, for some $\epsilon \in \mathcal{V}^+$, then this has the effect of replacing $\xi_{2r_d}$ by $\epsilon^{-1} \xi_{2r_d}$. From these observations, (8.16) follows. \(\square\)

Remark 8.5. Note that if there exists a unit $\epsilon \in \mathcal{V} := \mathcal{V}_U(m, n)$, such that $N(\epsilon) = -1$, then the coefficient $b_u(s)$ in (8.18) is identically equal to zero.

8.2 Meromorphic continuation of $[s \mapsto G^0_{(m,n)}(U, p; z, s)]$

Theorem 8.6. The function $[s \mapsto G^0_{(m,n)}(U, p; z, s)]$ admits a meromorphic continuation to all of $\mathbb{C}$ with poles of order at most one at $s \in \{\frac{1}{2}, 1\}$. More precisely, there exist
holomorphic functions $f_1, f_2 : \mathbb{C} \to \mathbb{C}$, and a real analytic function $R : K^\pm \times \mathbb{C} \to \mathbb{C}$, holomorphic in $s \in \mathbb{C}$, such that, for all $s \in \mathbb{C}$ and all $z \in K^\pm$, we have

\begin{equation}
G^{\alpha(s), \beta(s)}_{(m, n)}(U; z) = \frac{f_1(s)}{(s - \frac{1}{2})^{\alpha_1}} |N(y)|^s + \frac{f_2(s)}{(s - \frac{1}{2})^{\alpha_2}(s - 1)^{\beta}} |N(y)|^{1-s} + R(z, s),
\end{equation}

where $\alpha_1 = \alpha_2 = \beta = 1$, $\phi_1(s) = \frac{f_1(s)}{(s - \frac{1}{2})^{\alpha_1}}$ and $\phi_2(s) = \frac{f_2(s)}{(s - \frac{1}{2})^{\alpha_2}(s - 1)^{\beta}}$. Here, the function $R$ satisfies the following additional property: for each $s \in \mathbb{C}$ fixed, it decreases exponentially to 0 as $||y||_\infty \to \infty$. Furthermore,

1. If $v_1 \notin m$, then one can take $f_1(s) \equiv 0$.
2. If $u_2 \notin n^*$, then one can take $f_2(s) \equiv 0$.
3. If there exists a unit $\epsilon \in V_{v_2, u_2, m}$, such that $\omega_2(\epsilon) = -1$, then one can take $f_1(s) \equiv 0$.
4. If there exists a unit $\epsilon \in V_{v_1, u_1, m}$, such that $\omega_2(\epsilon) = -1$, then one can take $f_2(s) \equiv 0$.
5. If there exists $i \in \{1, \ldots, g\}$, such that $T_i \neq 0$, then one can take $\alpha_1 = \alpha_2 = \beta = 0$.
6. If $u_2 \notin n^*$ and $p = 0$, then one can take $\alpha_1 = 0$.
7. If $u_1 \notin m^*$ and $p = 0$, then one can take $\beta = 0$.
8. If $p = 0$, $n = m^*$, $u_2 \in m$ and $(-u_2, v_2) = (v_1, u_1)$ (the last equality being equivalent to $U = U^*$), then the pole of $\phi_1(s)$ at $s = \frac{1}{2}$ cancels the pole of $\phi_2(s)$ at $s = \frac{1}{2}$.

**Proof** The proof follows by combining together Theorem 8.1, Theorem A.2, Corollary A.7 and Proposition 8.15. We leave the details to the reader. \qed

**Example 8.7.** Let $K = \mathbb{Q}$, $m = n = \mathbb{Z}$, $U = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$, $p = w = 0$. Then, for $z \in \mathbb{C} \setminus \mathbb{R}$ and $s \in \Pi_1$, we have

\[ G(z, s) := G_{(m, n)}(U; p; z, s) = \sum_{(0, 0) \neq (m, n) \in \mathbb{Z}^2} \frac{\text{Im}(z)^s}{|mz + n|^{2s^2}}. \]

It follows from Theorem 8.6 that $[s \mapsto G(z, s)]$ admits a meromorphic continuation to all of $\mathbb{C}$ with a single pole of order one at $s = 1$. Indeed, the constant term of the Fourier series expansion of $G(z, s)$ is given by

\begin{equation}
2\zeta_\mathbb{Q}(2s)y^s + \frac{2^{2-2s} \pi \cdot \Gamma(2s - 1)}{\Gamma(s)^2} \cdot 2\zeta_\mathbb{Q}(2s - 1)y^{1-s},
\end{equation}
where \( \zeta_Q(s) = \frac{1}{2} \tilde{Z}_Z((0,0),0;s) \) corresponds the Riemann’s zeta function. Note that the poles of each of the two terms in (8.21), at \( s = \frac{1}{2} \), cancel out (this follows from (8) of Theorem 8.6), and the second term admits a pole of order one at \( s = 1 \). Moreover, at \( s = 0 \), the term \( R(z,s) \) in (8.20) vanishes identically, and consequently, \( G(z,0) = 2\zeta(0) = -1 \).

Let \( Q = ((m,n),U,p,0) \) be a standard quadruple and let

\[
G^0(z,s) := G_Q(z,s) = G^0_{(m,n)}(U,p;z,s),
\]

be its associated Eisenstein series. We view \( G^0(z,s) \) as a function on \( \mathbb{H} \times \Pi_1 \). Using the fact that the family \( \{G^0(z,s)\}_{s \in \Pi_1} \) admits a meromorphic continuation to all of \( \mathbb{C} \) in conjunction with Theorem 7.6, we obtain the following corollary (cf. Remark 7.11):

**Corollary 8.8.** Assume that \( [(z,s) \mapsto G^0(z,s)] \neq 0 \). Then there exists cusps \( c,c' \in \mathbb{P}^1(K) \), such that

1. \([c;s]-\text{part-}G^0 \neq 0\),
2. \([c';1-s]-\text{part-}G^0 \neq 0\).

**Proof** We do a proof by contradiction. Assume that \([c;s]-\text{part-}G^0 \equiv 0 \) for all \( c \in \mathbb{P}^1(K) \). Then, from Theorem 7.6, we must have \( [(z,s) \mapsto G^0(z,s)]_{\Pi_1} \equiv 0 \), which contradicts our initial assumption. Therefore, there must exist a \( c \in \mathbb{P}^1(K) \), such that \([c;s]-\text{part-}G^0 \neq 0\). This proves (i). For the proof of (ii) we consider instead the following family of modular forms:

\[
F(z,s) := G^0(z,1-s),
\]

where \( (z,s) \in \mathfrak{h}^g \times \Pi_1 \). Note that the definition of \( F(z,s) \) makes sense, since \( [s \mapsto G^0(z,s)] \) admits a meromorphic continuation to all of \( \mathbb{C} \). Finally, from the first part of the proof, we know that there must exist a cusp \( c' \in \mathbb{P}^1(K) \) such that \([c';1-s]-\text{part-}G^0(z,s) = [c';s]-\text{part-}F(z,s) \neq 0\). This concludes the proof. \( \square \)

### 8.3 Explicit Fourier series of holomorphic Eisenstein series

We keep the same notation as in Section 8.1.2.

**Proposition 8.9.** Let \( p = 0 \in \mathbb{Z}^g \) be the trivial weight and let \( w \in \mathbb{Z}_{\geq 3} \) (we impose this restriction in order to have absolute convergence). Then, for \( z \in K^\pm \), we have

\[
F_w(U;z) := \sum_{U' \in \mathcal{N}(m + v_1 + v_2) \in \mathbb{Z}^g \setminus \{(0,0) \neq (m + v_1, n + v_2) \in \mathbb{Z}^2 \}} e^{2\pi i Tr(u_1(m+v_1)+u_2(n+v_2))} = \tilde{T}_1 + \tilde{T}_2 + \tilde{T}_3.
\]
where

\[
\tilde{T}_1 = \delta_m(v_1) \cdot e_1 \cdot \tilde{Z}_n(v_2, \omega_{\epsilon(w)}, 0),
\]

and

\[
\tilde{T}_2 = 0,
\]

and

\[
\tilde{T}_3 = \text{cov}(n)^{-1} \cdot e^{2\pi i \text{Tr}(u_2v_2)} \left( \frac{(-2\pi i)^w}{(w-1)!} \right)^g \cdot \sum_{d \in D_{d>0}} \left( \sum_{(\xi_1, \xi_2) \in R_d/V^+} (e^{2\pi i \text{Tr}(u_1\xi_1)} e^{2\pi i \text{Tr}(u_2\xi_2)} N(\xi_2)^{w-1} \text{sign}(N(\xi_2))^w) \right) e^{2\pi i \text{Tr}(dz)}.
\]

Here,

(i) \( R_d \) is the set which appears in the beginning of Section 8.1.2.

(ii) \( V^+ := V_U^+(m, n) \) is the subgroup of the group of totally positive units which appears in Definition 5.12.

(iii) \( \epsilon(w) = \overline{1} \in \overline{S} \) if \( w \) is odd, and \( \epsilon(w) = \overline{0} \in \overline{S} \) if \( w \) is even.

(iv) \( e_1 = e_1((m, n), U) \) is the positive rational number which appears in Definition 5.10.

Note that since \( w \geq 3 \), the right-hand side of (8.22) makes sense since the summation converges absolutely.

**Proof** Since the defining series of \( F_w(U; z) \) converges absolutely, we have by definition of \( G_{(m,n)}^w(U, 0; z, s) \) that

\[
G_{(m,n)}^w(U, 0; z, s) \bigg|_{s=0} = F_w(U; z).
\]

Therefore,

\[
F_w(U; z) = T_1 + T_2 + T_3
\]

where the \( T_i \)'s are the terms appearing in Theorem 8.1. Since \( p = 0 \), we have \( \alpha(s) = (s+w) \cdot 1 \) and \( \beta(s) = s \cdot 1 \). By inspection, one sees that \( \tilde{T}_1 = T_1 \). The vanishing of the \( T_2 \) term comes from the presence of a term \( \Gamma(\beta_j(0)) \) (where \( \beta_j(0) = 0 \)) in the denominator of the expression of \( T_2 \) of Theorem 8.1 and the fact that zeta function appearing in the \( T_2 \) term does not have a pole when \( \alpha_j(s) + \beta_j(s) - 1 = 2s + w - 1 \) (recall that \( w \geq 3 \)).
It remains to show that \( T_3 = \tilde{T}_3 \). From Proposition \[8.10\], the \( T_3 \) term can be rewritten as the right-hand side of (8.16). Now, let \((\xi_1, \xi_2) \in \mathbb{R}^d\), so that \(\xi_1\xi_2 = d\). Then, for any \(w \in \mathbb{Z}_{\geq 2}\), a direct calculation shows that

\[
e^{2\pi i \text{Tr}(dy)} \left( \prod_{j=1}^{g} \tau(w, 0; \xi_2^{(j)} \xi_1^{(j)} y_j) \right) = |N(\xi_2)|^{w-1} \text{sign}(N(\xi_2))^w \left( \prod_{j=1}^{g} \tau(w, 0; 1, d^{(j)} y_j) \right)
\]

\[
= \left\{ \begin{array}{ll}
0 & \text{if } d \text{ is not totally positive} \\
\left(\frac{-2\pi i}{(w-1)!}\right)^g |N(\xi_2)|^{w-1} \cdot \text{sign}(N(\xi_2))^w & \text{if } d \text{ is totally positive}
\end{array} \right.
\]

The first equality follows from (iii) and (iv) of Section 3. The second equality follows from Proposition 3.16. This concludes the proof. \(\square\)

**Remark 8.10.** The fact that the only terms appearing in the Fourier series are supported on totally positive elements of \( K \) is an instance of the so-called “Köcher principle” for holomorphic automorphic forms, with two or more complex variables.

**Remark 8.11.** In the case where \( g \geq 1 \) and \( w = 2 \), the summation on the right-hand side of (8.22) does not converge uniformly. However, from the Theorem 9.5 we know that \([s \mapsto G^2_{(m,n)}(U, 0; z, s)]\) admits a holomorphic continuation in a neighborhood of \( s = 0 \). Therefore, the quantity

\[
G^2_{(m,n)}(U, 0; z, s)\bigg|_{s=0}
\]

makes sense. We may thus use the above expression in order to give a meaning to the formal sum

\[
\sum_{\mathcal{V}^+ \setminus \{(0,0) \neq (m+v_1, n+v_2) \in (m+v_1, n+v_2)\}} \frac{e^{2\pi i \text{Tr}(u_1(m+v_1)+u_2(n+v_2))}}{N((m+v_1)z + (n+v_2))^2}.
\]

**Example 8.12.** For example, assume that \( g = 1, w = 2, p = 0, m = n = \mathbb{Z}, \) and \( U = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \). It follows from Theorem 8.1 that, for \( z \in \mathfrak{h} \), we have

(8.24)

\[
\lim_{s \to 0} G^2_{(m,n)}(U, 0; z, s)
\]

\[
= \lim_{s \to 0} \left( 2\zeta(2s+2) + (2\pi)(2y)^{-2s-1} \frac{\Gamma(2s+1)}{\Gamma(s+2)\Gamma(s)} 2\zeta(2s+1) \right) + (-2\pi i)^2 \cdot 2 \cdot \sum_{n \geq 1} \sigma_1(n) e^{2\pi i n z},
\]

\[
= \frac{\pi^2}{3} - \frac{\pi}{y} - 8\pi^2 \cdot \sum_{n \geq 1} \sigma_1(n) e^{2\pi i n z},
\]

where \(\sigma_1(n) = \sum_{d \mid n} d\) and \(\zeta(s)\) is the Riemann zeta function. In order to obtain the right-hand side of (8.24), we have used the following observations:
When $g > 1$ and $w = 2$, the limit
\[
\lim_{s \to 0} \left( \frac{\Gamma(2s + 1)}{\Gamma(s + 2)\Gamma(s)} \right)^g Z_m(0, 0; \overline{\eta}; 2s + 1),
\]
always vanishes. This follows from the observation that $s \mapsto Z_m(0, 0; \overline{\eta}; s)$ has a simple pole at $s = 1$ (this being a consequence of Theorem A.2) and, similarly, $s \mapsto \Gamma(s)$ is also known to have a simple pole at $s = 0$. Therefore, in this case
\[
G_2(z) := G^2_{(m,n)}(U, 0; z, s) \bigg|_{s=0},
\]
is a holomorphic modular form of parallel weight 2.

Remark 8.13. Since $G_2\left(\frac{1}{z}\right) = z^2 G_2(z)$ and $i$ is a fixed point of the involution $z \mapsto \frac{1}{z}$, it follows that $G_2(i) = 0$. Therefore, after evaluating (8.24) at $z = i$ we find the non-trivial identity
\[
\frac{\pi^2}{6} = \zeta(2) = \frac{j}{2} + 4\pi^2 \sum_{n \geq 1} \sigma_1(n) e^{-2\pi n}.\tag{8.25}
\]
This identity seems to have appeared for the first time in [27]. One may also obtain similar identities for the value of the Riemann zeta function $\zeta(k)$, when $k > 2$ and $k \equiv 2 \mod 4$, by replacing $G_2(z)$ by $G_k(z) := G^k_{(z,z)}\left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \right) , 0; z, 0)$ and using again the observation that $G_k(i) = 0$.

9 The completed Eisenstein series and its functional equation

9.1 The Euler factors at $\infty$ and the completed Eisenstein series

Let $p = (p_i)_{i=1}^g \in \mathbb{Z}^g$ be a fixed integral weight. As before, for $s \in \mathbb{C}$, we let
\[
(1) \quad \alpha(s) = s \cdot \mathbf{1} - \frac{g}{2} \in \mathbb{C}^g,
\]
(2) $\beta(s) = s \cdot 1 + \frac{p}{2} \in \mathbb{C}$. 

In particular, for $1 \leq i \leq g$, we have $\alpha(s)_i = s - \frac{p_i}{2}$ and $\beta(s)_i = s + \frac{p_i}{2}$. Notice that under the involution $s \mapsto 1 - s$ we have

\begin{align*}
(i) \quad & \alpha(s) \mapsto \alpha(1-s) = 1 - \beta(s), \\
(ii) \quad & \beta(s) \mapsto \beta(1-s) = 1 - \alpha(s), \\
(iii) \quad & \beta(s) - \alpha(s) \mapsto \beta(1-s) - \alpha(1-s) = \beta(s) - \alpha(s).
\end{align*}

**Definition 9.1.** Let $Q = (m, n, U, p, 0)$ be a standard quadruple and let $\alpha(s), \beta(s)$ be defined as above. For each $z = x + iy \in K_L^+$ and $s \in \mathbb{C}$, we define

$$C(\alpha(s), \beta(s); z) := |N(y)|^s \prod_{j=1}^{g} \left( 2^{\alpha_j(s) + \beta_j(s)} \frac{\Gamma(\alpha_j(s)) \cdot \Gamma(\beta_j(s))}{p(\alpha_j(s), \beta_j(s); 1, y_j)} \right),$$

where $p(\cdot, \cdot, \cdot, \cdot)$ is the function which appears in Definition 3.2. We call $C(\alpha(s), \beta(s); z)$ the “Euler factor at $\infty$” associated to the Eisenstein series $G_{(m,n)}^{\alpha(s), \beta(s)}(U; z)$. We view $C(\alpha(s), \beta(s); z)$ as a function in $(z, s)$. The **completed Eisenstein series** of $G_{(m,n)}^{\alpha(s), \beta(s)}(U; z)$ is defined as

$$\widetilde{G}_{(m,n)}^{\alpha(s), \beta(s)}(U; z) := C(\alpha(s), \beta(s); z) \cdot G_{(m,n)}^{\alpha(s), \beta(s)}(U; z).$$

**Example 9.2.** For example, assume that $K = \mathbb{Q}$ and $Q = ((\mathbb{Z}, \mathbb{Z}), U, 0, w)$. Let

$$G(z, s) := G_{(\mathbb{Z}, \mathbb{Z})}^{\alpha(s), \beta(s)}(U; z) = G_{(\mathbb{Z}, \mathbb{Z})}^{0}(U; 0; z, s)$$

be the associated Eisenstein series to $Q$. Then, in this special case, $C(\alpha(s), \beta(s); z) = \pi^{-s} \Gamma(s)$ is independent of $z$, and

$$\widetilde{G}(z, s) = \pi^{-s} \cdot \Gamma(s) \cdot G(z, s).$$

The next proposition gives a precise formula for the quotient of two Euler factors.

**Proposition 9.3.** The exponents of the variables $|y_i|$’s ($i \in \{1, \ldots, g\}$) in $C(\alpha(s), \beta(s); z)$ do not depend on $s$. Moreover, we have

$$(9.1) \quad \frac{C(\alpha(s), \beta(s); z)}{C(\alpha(1-s), \beta(1-s); z)} = (-1)^{\text{Tr}(\text{sg}(z) \cdot p)} \cdot \pi^{-2g(s-1/2)} \cdot (-i)^{\text{Tr}(p)} \cdot \varphi_p(s),$$

where $\varphi_p(s)$ is the function which appears in Definition 3.11. Here, the product $\text{sg}(z) \cdot p$ is computed inside the product ring $\mathbb{Z}^g$. 
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Proof We let $\epsilon_j = \text{sign}(y_j)$. The exponent of $|y_j|$ in $p(\alpha_j(s), \beta_j(s); 1, y_j)$ is given by $|y_j|^{s+\epsilon_jp_j}$. Therefore the exponent of $|y_j|$ in $C(\alpha(s), \beta(s); z)$ is given by $-\frac{\epsilon_jp_j}{2}$ which is indeed independent of $s$. This proves the first assertion. Let us prove the second part. To simplify the notation, we write $\alpha_j$ (resp. $\beta_j$) instead of $\alpha_j(s)$ (resp. $\beta_j(s)$). With this convention, it follows that $\alpha(1-s)_j = 1 - \beta_j$ and $\beta(1-s)_j = 1 - \alpha_j$. By definition, we have

\[
C(\alpha(s), \beta(s); z) = \frac{\Gamma(1-\beta_j)(\beta_j)}{\Gamma(1-\beta_j)\Gamma(1-\alpha_j)} \cdot \frac{p(1-\beta_j, 1-\alpha_j; 1, y_j)}{p(\alpha_j, \beta_j; 1, y_j)} \cdot 2^{4s-2} \cdot |N(y)|^{2s-1} \prod_{j=1}^{g} \left( \frac{\Gamma(\alpha_j)\Gamma(\beta_j)}{\Gamma(1-\beta_j)\Gamma(1-\alpha_j)} \cdot \frac{p(1-\beta_j, 1-\alpha_j; 1, y_j)}{p(\alpha_j, \beta_j; 1, y_j)} \right).
\]

From the definition of $p(\alpha_j, \beta_j; 1, y_j)$, we have

\[
p(1-\beta_j, 1-\alpha_j; 1, y_j) = \begin{cases} 
\frac{\Gamma(1-\beta_j)}{\Gamma(\alpha_j)} \cdot |4\pi y_j|^{1-\alpha_j-\beta_j} & \text{if } y_j > 0 \\
\frac{\Gamma(1-\alpha_j)}{\Gamma(\beta_j)} \cdot |4\pi y_j|^{1-\alpha_j-\beta_j} & \text{if } y_j < 0 
\end{cases}
\]

Moreover, from the duplication formula for the gamma function, we have

\[
\frac{\Gamma(1-\alpha_j)}{\Gamma(\beta_j)} = (-1)^{\alpha_j-\beta_j} \cdot \frac{\Gamma(1-\beta_j)}{\Gamma(\alpha_j)}.
\]

Substituting the right hand side of (9.4) into the right hand side of (9.3) (when $y_j < 0$), the equality (9.2) can be rewritten as

\[
C(\alpha(s), \beta(s); z) = \pi^{-2g(s-\frac{1}{2})} \prod_{j=1}^{g} \left( (-1)^{\epsilon_j(\alpha_j-\beta_j)} \cdot \frac{\Gamma(1-\beta_j)}{\Gamma(\alpha_j)} \right).
\]

By definition of $\varphi_p(s)$ (see Definition A.11) we have

\[
\varphi_p(1-s) = \prod_{j=1}^{g} (1-\alpha_j, \beta_j) \cdot \frac{\Gamma(1-\alpha_j)}{\Gamma(\beta_j)}.
\]

Substituting (9.6) in the right-hand side of (9.5), we finally obtain

\[
\frac{C(\alpha(s), \beta(s); z)}{C(\alpha(1-s), \beta(1-s); z)} = \pi^{-2g(s-\frac{1}{2})} \cdot (1-\text{Tr}(\text{sg}(z);p)) \cdot (-1)^{\text{Tr}(p)} \varphi_p(1-s).
\]

This concludes the proof. \(\square\)

Remark 9.4. Note that from the left-hand side of (9.1) we may deduce that the function $\varphi_p(s)$ satisfies the functional equation

\[
\varphi_p(1-s) = (-1)^{\text{Tr}(p)} \cdot \varphi_p(s)^{-1}.
\]

This can also be verified directly from the definition of $\varphi_p(s)$. 
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9.1.1 Meromorphic continuation of the completed Eisenstein series

**Theorem 9.5.** Let \( Q = (m, n, U, p, 0) \) be a standard quadruple and let \( \hat{G}_{m,n}^{\alpha(s),\beta(s)}(U; z) \) be the associated completed Eisenstein series to \( Q \). Let \( m_p = \max_{j=1}^{g} \{ \pm p_j \} \) and let

\[
S_p := \left\{ \pm \frac{n}{2} \in \frac{1}{2} \mathbb{Z} : n \in \mathbb{Z}, -m_p \leq n \leq m_p \right\}.
\]

For each \( z \in K_C^\pm \) fixed, we consider the function

\[
F_z(s) := [s \mapsto \hat{G}_{m,n}^{\alpha(s),\beta(s)}(U; z)],
\]

in the variable \( s \in \mathbb{C} \setminus S_p \). Then the function \( [s \mapsto F_z(s)] \) is analytic on the open set \( \mathbb{C} \setminus S_p \). Furthermore, for each \( s_0 \in \mathbb{C} \setminus S_p \), we have \( \text{ord}_{s=s_0} F_z(s) \geq -(g+1) \).

**Proof** This follows from the first part of Theorem 8.6 and the definition of \( C(\alpha(s), \beta(s); z) \).

\( \square \)

9.1.2 Fourier series expansion of the completed Eisenstein series

The next proposition gives the Fourier series expansion of the completed Eisenstein series as a sum of three terms.

**Proposition 9.6.** We keep the same notation as in Section 9.1. In particular \( w = 0 \). Let \( z \in K_C^\pm \) and \( s \in \Pi_1 \). Then the Fourier series expansion of the completed Eisenstein series is given by

\[
\hat{G}_{(m,n)}^{\alpha(s),\beta(s)}(U; z) = S_1 + S_2 + S_3,
\]

where

\[
S_1 = \delta_m(v_1) \cdot C(\alpha(s), \beta(s); z) \cdot \phi_1(s) \cdot |N(y)|^s,
\]

\[
S_2 = \delta_n(u_2) \cdot C(\alpha(s), \beta(s); z) \cdot \phi_2(s) \cdot |N(y)|^{1-s}.
\]

Here \( \phi_1(s) \) and \( \phi_2(s) \) are defined as in Section 8.1.1. Moreover, the term \( S_3 \) is given by

\[
S_3 = \text{cov}(n)^{-1} \cdot e^{2\pi i \text{Tr}(u_2v_2)} \cdot 2^{2sg} \sum_{\gamma \in \mathbb{H} \setminus \{0 \neq \xi \in m+v_1\}} e^{2\pi i \text{Tr}(u_1\xi_1)} \sum_{0 \neq \xi_2 \in (n^* - u_2)} \left( \prod_{j=1}^{g} \frac{\Gamma(\alpha_j)\Gamma(\beta_j)}{\rho(\alpha_j, \beta_j, 1, y_j)} \cdot \tau(\alpha_j, \beta_j, \xi_2^{(j)} \cdot \xi_1^{(j)}) \right) e^{2\pi i \text{Tr}(\xi_2u_2)} \cdot e^{2\pi i \text{Tr}(\xi_2\xi_1)} \cdot |N(y)|^{2s}.
\]
Proof This follows directly from Theorem 8.1 and the definition of the Euler factor at infinity. □

Remark 9.7. It is possible to rewrite $S_1$ (resp. $S_2$) in terms of the completed zeta function $\hat{Z}_n(v_2, u_2, \omega_p, 2s)$ (resp. the completed zeta function $\hat{Z}_m(v_1, u_1, \omega_p, 2s - 1)$), although the analogous formulas to (9.7) and (9.8) are more complicated. For this reason, we have preferred to leave it as in (9.7) and (9.8).

9.1.3 Rewriting the $S_3$ term

The goal of this subsection is to rewrite the $S_3$ term in Proposition 9.6 in a more symmetrical way. This rewriting of the $S_3$ term will be one of the key ingredients in the second proof of Theorem 9.10. We use the same notation as in Section 8.1.2.

It follows from the Proposition 8.4 and Proposition 9.6 that

$$S_3 = \text{cov}(n)^{-1} \cdot e^{2\pi i \text{Tr}(u_2 v_2)} \cdot 2^{2s} \sum_{d \in D} \left( \prod_{j=1}^{g} \frac{\Gamma(\alpha_j) \Gamma(\beta_j)}{p(\alpha_j, \beta_j, 1, y_j)} \cdot \tau(\alpha_j, \beta_j, 1, d^j y_j) \right)$$

(9.10)

$$\cdot \left( \sum_{(\xi_1, \xi_2) \in R_d / V^+} (-1)^{W_p(\xi_2)} \left\| N(\xi_2) \right\|^{2s-1} e^{2\pi i \text{Tr}(u_1 \xi_1)} \cdot e^{2\pi i \text{Tr}(\xi_2 v_2)} \right) \cdot e^{2\pi i \text{Tr}(dx)} \cdot \left\| N(y) \right\|^{2s}.$$ 

Now, we would like to rewrite the expression on the right-hand side of (9.10) in such a way that the functions $\hat{\tau}(\ldots)$ (see Definition 3.5) and $q(\ldots)$ (see (3.21) in Proposition 3.20) appear together.

Let us first explain how to make the function $\hat{\tau}(\ldots)$ appear. A direct calculation which uses the definition of functions $p(\ldots)$, $\hat{\tau}(\ldots)$ and the identity (5) of Proposition 3.7 for $d \neq 0$, gives the following identity:

$$\prod_{j=1}^{g} \left( \frac{p(\beta_j, \alpha_j, 1, d^j y_j)}{p(\alpha_j, \beta_j, 1, y_j)} \cdot \hat{\tau}(\alpha_j, \beta_j; 1, d^j y_j) \right)$$

$$= \left( \prod_{j=1}^{g} \frac{\Gamma(\alpha_j) \Gamma(\beta_j)}{p(\alpha_j, \beta_j, 1, y_j)} \cdot \tau(\alpha_j, \beta_j, 1, d^j y_j) \right) \cdot \left\| N(y) \right\|^{2s} \cdot \left\| N(d) \right\|^{2s} \cdot 2^{2s}.$$ (9.11)

Remark 9.8. Note the swap of the arguments $\alpha_j$ and $\beta_j$ in the expression $\frac{p(\beta_j, \alpha_j, \ast, \ast)}{p(\alpha_j, \beta_j, \ast, \ast)}$ of the left-hand side of the above equality.
After substituting the left-hand side of (9.11) in the right-hand side of (9.10), we obtain

\[
S_3 = \text{cov}(n)^{-1} \cdot e^{2\pi i \text{Tr}(u_2 v_2)}
\]

\[
(9.12) \quad \sum_{d \in D} |N(d)|^{-2s} \cdot \left( \prod_{j=1}^{g} \frac{p(\beta_j, \alpha_j, 1, d(j) y_j)}{p(\alpha_j, \beta_j, 1, y_j)} \cdot \tau(\alpha_j, \beta_j, 1, d(j) y_j) \right) e^{2\pi i \text{Tr}(dx)}
\]

\[
\sum_{(\xi_1, \xi_2) \in K_d/\mathcal{O}_+} (-1)^{W_p(\xi_2)} e^{2\pi i \text{Tr}(u_1 \xi_1)} e^{2\pi i \text{Tr}(v_2 \xi_2)} |N(\xi_2)|^{2s-1} \cdot |N(y)|^{2s}.
\]

From the definition of the function \(q(u, v; t_1, y_1, t_2, y_2)\) (see (3.21)) we have

\[
q(\alpha_j, \beta_j; 1, d(j) y_j; 1, y_j) = \frac{p(\beta_j, \alpha_j, 1, d(j) y_j)}{p(\alpha_j, \beta_j, 1, y_j)}.
\]

Moreover, for \(d = \xi_1 \xi_2 \neq 0\), one has

\[
|N(d)|^{-s} \cdot |N(\xi_2)|^{2s-1} = |N(\xi_1)|^{-s} \cdot |N(\xi_2)|^{-(1-s)}.
\]

Combining the previous two observations with (9.12), we finally obtain the following:

**Proposition 9.9.** We have

\[
(9.13) \quad S_3 = \text{cov}(n)^{-1} \cdot e^{2\pi i \text{Tr}(u_2 v_2)} \cdot \sum_{d \in D} \left( \prod_{j=1}^{g} \left| \frac{p(\beta_j, \alpha_j, 1, d(j) y_j)}{p(\alpha_j, \beta_j, 1, y_j)} \cdot \tau(\alpha_j, \beta_j, 1, d(j) y_j) \right| e^{2\pi i \text{Tr}(dx)} \right) \sum_{(\xi_1, \xi_2) \in K_d/\mathcal{O}_+} (-1)^{W_p(\xi_2)} e^{2\pi i \text{Tr}(u_1 \xi_1)} e^{2\pi i \text{Tr}(v_2 \xi_2)} |N(\xi_1)|^{-s} \cdot |N(\xi_2)|^{-(1-s)} \cdot |N(y)|^{2s}.
\]

### 9.2 Two proofs of the functional equation of the completed Eisenstein series

We are now ready to prove the third main theorem of this work. We let \(((m, n), U, p, 0)\) be a standard quadruple. We also let \(\alpha(s), \beta(s) \in \mathbb{C}^g\) be the corresponding weights as in Definition [5.21] of Section 5.1.

**Theorem 9.10.** For any \(z \in K_C\) and \(s \in \mathbb{C}\), the following functional equation holds true

\[
(9.14) \quad \hat{G}_0^{(m, n)}(U, p, z, s) = (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(v)} \cdot \frac{\text{cov}(n)}{\text{cov}(m)} \cdot \hat{G}_0^{(n^* m^*)}(U^*, p, z, 1-s).
\]
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Proof We give two proofs of this result. Both of these proofs use in an essential way the explicit description of the constant term of the Fourier series expansion of \( [z \mapsto \hat{G}_{(m,m^*)}(U, p, z, s)] \) at the cusp \( \infty \).

Using Proposition \ref{prop:trivial} and Proposition \ref{prop:identity} we may break each of the Fourier series expansion at \( \infty \) of \( \hat{G}_{(m,n)}^0(U, p, z, s) \) and \( \hat{G}_{(n^*,m^*)}^0(U^*, p, z, s) \) into three parts:

\[
\hat{G}_{(m,n)}^0(U, p, z, s) = S_1(s) + S_2(s) + S_3(s),
\]

and

\[
\hat{G}_{(n^*,m^*)}^0(U^*, p, z, s) = S_1^*(s) + S_2^*(s) + S_3^*(s).
\]

Note that the terms \( S_1(s), S_2(s) \) and \( S_3(s) \) (resp. \( S_1^*(s), S_2^*(s) \) and \( S_3^*(s) \)) are associated to the standard quadruple \( Q := ((m, n), U, p, 0) \) (resp. \( Q^* := ((n^*, m^*), U^*, p, 0) \)).

We claim that

(i) \( S_1(s) = (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(\ell_U)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot S_2^*(1 - s) \),

(ii) \( S_2(s) = (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(\ell_U)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot S_1^*(1 - s) \),

(iii) \( S_3(s) = (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(\ell_U)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot S_3^*(1 - s) \).

First, note that if \( \delta_m(v_1) = 0 \), then (i) is trivially true. Similarly, if \( \delta_{n^*}(u_2) = 0 \), then (ii) is trivially true. So it is enough to prove (i) (resp. (ii)) under the assumption that \( \delta_m(v_1) = 1 \) (resp. \( \delta_{n^*}(u_2) = 1 \)).

Let us start by showing (i) and (ii). It is enough to prove (i) since the proof for (ii) is similar. The identity (i) is equivalent to show that

\[(9.15)\]

\[
C(\alpha(1 - s), \beta(1 - s); z) \cdot \phi_1(s) = (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(\ell_U)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot C(\alpha(1 - s), \beta(1 - s); z) \cdot \phi_2^*(1 - s),
\]

where \( \phi_1(s) \) (resp. \( \phi_2^*(s) \)) is the expression appearing in \( (8.11) \) (resp. in \( (8.12) \)) which is associated to the quadruple \( Q \) (resp. to the quadruple \( Q^* \)). Using the identity \( (9.1) \), we may rewrite \( (9.15) \) as

\[(9.16)\]

\[
\phi_1(s) = (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(\ell_U)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot (-1)^{\text{Tr}(p \cdot s g(z))} \cdot \pi^{-2g(1/2 - s)} \cdot (-i)^{\text{Tr}(p)} \cdot \varphi_p(1 - s) \cdot \phi_2^*(1 - s).
\]

Now using the observations that \( e_1(m, n, U) = e_2(n^*, m^*, U^*), \varphi_p(1 - s) = (-1)^{\text{Tr}(p)} \cdot \varphi_p(s)^{-1} \), and unfolding the definitions of \( \phi_1(s) \) and \( \phi_2^*(s) \) in equality \( (9.16) \), we find

\[(9.17)\]

\[
\widetilde{Z}_m(v_2, u_2, \omega_p, 2s) = \text{cov}(m)^{-1} \cdot e^{2\pi i \text{Tr}(u_2 v_2)} \cdot (2\pi)^{2g} \cdot \psi_p(1 - s) \cdot \widetilde{Z}_{m^*}(-u_2, v_2, \omega_p, 1 - 2s).
\]
But (9.17) is equivalent to the functional equation (A.16) of Corollary A.14. This proves (i)

We thus have shown that for all pairs of lattices \( m, n \subseteq K \), and all parameter matrix \( U \in M_2(K) \),

\[
F_{(m,n)}(U; z, s) := \hat{G}^0_{(m,n)}(U, p, z, s) - (-1)^{\text{Tr}(p)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot \hat{G}^0_{(n^*,m^*)}(U^*, p, z, 1 - s),
\]

is square-integrable at the cusp \( \infty \) (see Section 5.5.1) of the modular variety \( Y_1 \), where \( \Gamma = \Gamma_U(m, n; N) \). We would like now to show that \( F_{(m,n)}(U; z, s) \) is square-integrable at all cusps of \( \mathbb{P}^1(K) \). Recall that \( \Upsilon(m, n) \) (see Definition 5.19) is a certain subgroup of \( SL_2(K) \) which acts transitively on \( \mathbb{P}^1(K) \). Let \( \gamma \in \Upsilon(m, n) \) be fixed. Combining together the following four facts:

(a) the transformation formula of Proposition 5.23 for \( \gamma \) applied to \( F_{(m,n)}(U; z, s) \),
(b) the identity (5.5) of Proposition 5.8 which says that Cartan involution commutes with the upper-right action,
(c) the identities (1.b) and (2.b) of Section 2.3,
(d) and Proposition 5.20

we may deduce that

\[(9.18) \quad \omega_p(j(\gamma, z)) \cdot F_{(m,n)}(U; \gamma z, s) = h_\gamma \cdot F_{(m,n)\gamma}(U^\gamma; z, s),\]

where \( h_\gamma \in \mathbb{Q}_{>0} \). It follows from (9.18) and what we have just proved before, that \( F_{(m,n)}(U; z, s) \) is also square-integrable at the cusp \( \gamma \infty \). Since \( \Upsilon(m, n) \) acts transitively on \( \mathbb{P}^1(K) \) (by (1) of Proposition 5.20), it follows that \( \mathbb{C} \rightarrow F_{(m,n)}(U; z, s) \) is square-integrable on all of \( Y_1 \). Finally, from Theorem 7.6 we deduce that \( \mathbb{C} \rightarrow F_{(m,n)}(U; z, s) \equiv 0 \) which proves (9.14). In particular, (ii) and (iii) hold true.

Let us give a second proof of (9.14) by showing (iii) directly. From Proposition 9.9, we may rewrite the \( S_3(s) \) term in the following way:

\[(9.19) \quad S_3(s) = \text{cov}(n)^{-1}.\]

\[
e^{2\pi i \text{Tr}(u_2v_2)} \sum_{d \in D} \left( \prod_{j=1}^g \left( q(\alpha_j(s), \beta_j(s); 1, d^{(j)}y_j; 1, y_j) \cdot d^{(j)\cdot s} \right) \cdot \hat{\tau} (\alpha_j(s), \beta_j(s), 1, d^{(j)}y_j) \right) \]

\[
e^{2\pi i \text{Tr}(d\xi)} \cdot \left( \sum_{(\xi_1, \xi_2) \in \mathcal{R}_d/\mathcal{V}^+} (-1)^{W_p(\xi_2)} e^{2\pi i \text{Tr}(u_1\xi_1)} e^{2\pi i \text{Tr}(v_2\xi_2)} |N(\xi_1)|^{-s} |N(\xi_2)|^{-(1-s)} \right).\]
Similarly, we have
\[ S^*_2(s) = \text{cov}(m^*)^{-1}. \]

\[
e^{2\pi i \text{Tr}(u_2 v_2)} \sum_{d \in D} \left( \prod_{j=1}^{g} \left( |q(\alpha_j(s), \beta_j(s); 1, d^{(j)} y_j; 1, y_j)| \cdot |d^{(j)}|^{-s} \right) \cdot \hat{\tau} \left( \alpha_j(s), \beta_j(s), 1, d^{(j)} y_j \right) \right)
\]

\[
e^{2\pi i \text{Tr}(d \epsilon)} \cdot \left( \sum_{(\xi_1^*, \xi_2^*) \in R^*_d / \mathcal{V}^+} (-1)^{W_p(\xi_2)} e^{2\pi i \text{Tr}(u_1 \xi_2)} e^{2\pi i \text{Tr}(u_2 \xi_1^*)} |N(\xi_1^*)|^{-s} |N(\xi_2^*)|^{-(1-s)} \right).
\]

Recall that
\[
R_d := \{ (\xi_1, \xi_2) \in (m + v_1) \times (n^* - u_2) : \xi_1 \xi_2 = d \},
\]
and
\[
R^*_d := \{ (\xi_1^*, \xi_2^*) \in (n^* - u_2) \times (m + v_1) : \xi_1^* \xi_2^* = d \}.
\]

In particular, the map \( \sigma : R_d \to R^*_d \) given by \((\xi_1, \xi_2) \mapsto (\xi_2, \xi_1)\) induces a bijection of sets.

We make four observations from which (iii) will follow:

1. From Corollary 3.19, the function
\[
\hat{\tau} \left( \alpha_j(s), \beta_j(s), 1, d^{(j)} y_j \right),
\]
is invariant under the involution \( s \mapsto 1 - s \).

2. For any \( j \in \{1, \ldots, g\} \), it follows from Corollary 3.21 that, for \( d \neq 0 \), the following identity hold true:
\[
|d^{(j)}|^{-s} \cdot q(\alpha_j(s), \beta_j(s); 1, d^{(j)} y_j; 1, y_j) = (-1)^{p_j(\text{sg}(d^{(j)})+\mathbf{1})} \cdot q(\alpha_j(1 - s), \beta_j(1 - s); 1, d^{(j)} y_j; 1, y_j) \cdot |d^{(j)}|^{-(1-s)},
\]

Here \( \text{sg}(d^{(j)}) = \mathbf{1} \in \mathbb{Z}/2\mathbb{Z} \) if \( d^{(j)} > 0 \) and \( \text{sg}(d^{(j)}) = \mathbf{1} \in \mathbb{Z}/2\mathbb{Z} \) if \( d^{(j)} < 0 \).

To each \( d \in D \) and \((\xi_1, \xi_2) \in R_d \), we associate the pair \((\xi_1^*, \xi_2^*) := \sigma(\xi_1, \xi_2) = (\xi_2, \xi_1) \in R^*_d \).

3. It follows from (8.15) that
\[
(-1)^{W_p(\xi_2)} (-1)^{W_p(\xi_2^*)} = (-1)^{W_p(\xi_2)} (-1)^{W_p(\xi_1)} = (-1)^{\text{Tr}(p \cdot \text{sg}(d))},
\]

(4) and a direct inspection which uses (3) reveals that
\[
\sum_{(\xi_1, \xi_2) \in R_d / \mathcal{V}^+} (-1)^{W_p(\xi_2)} \cdot |\xi_1|^{-s} |\xi_2|^{-(1-s)} e^{2\pi i \text{Tr}(\xi_2 u_2)} e^{2\pi i \text{Tr}(\xi_1 u_1)} = (-1)^{\text{Tr}(p \cdot \text{sg}(d))} \sum_{(\xi_1^*, \xi_2^*) \in R^*_d / \mathcal{V}^+} (-1)^{W_p(\xi_2^*)} \cdot |\xi_2^*|^{-s} |\xi_1^*|^{-(1-s)} e^{2\pi i \text{Tr}(\xi_2^* u_2)} e^{2\pi i \text{Tr}(\xi_1^* u_1)}.\]
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Combining altogether these four observations, we finally obtain the identity

\[(9.21)\]

\[S_3(s) = (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(t_U)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot S_3^*(1 - s).\]

This concludes the proof. □

### 9.3 Functional equation for the uncompleted Eisenstein series

In this section, we give the functional equation for the uncompleted Eisenstein series. Let \(Q = ((m, n), U, p, w)\) be a standard quadruple and let

\[G_Q(z, s) = G_{(m, n)}^w(U, p; z, s) = G_{(m, n)}^{\alpha(s), \beta(s)}(z, s),\]

be its associated Eisenstein series. For \(s \in \mathbb{C}\), recall that \(\alpha(s), \beta(s) \in \mathbb{C}^g\) are defined as in Section 9.1. For \(z \in K^\pm \mathbb{C}\) and \(s \in \mathbb{C}\), it is convenient to define

\[\Phi_p(s; \text{sg}(z)) := C(\alpha(s), \beta(s); z) / C(\alpha(1 - s), \beta(1 - s); z)\]

\[= (-1)^{\text{Tr}(\text{sg}(z) \cdot p)} \cdot \pi^{-2\rho(s - 1/2)} \cdot (-i)^{\text{Tr}(p)} \cdot \varphi_p(s),\]

where the second equality follows from Proposition 9.3. It follows from the definition of \(\varphi_p(s)\) (see Definition A.11) that for \(s \in \mathbb{R}\), the value \(\Phi_p(s; \text{sg}(z))\) (when defined) is again a real number.

We may now formulate a functional equation for the uncompleted Eisenstein series.

**Theorem 9.11.** We have

\[(9.22)\]

\[G_{(m,n)}^w(U, p; z, s) = e^{2\pi i \text{Tr}(t_U)} \cdot (-1)^{\text{Tr}(p \cdot w - 1)} \cdot \frac{\text{cov}(n^*)}{\text{cov}(m)} \cdot \Phi_{p \cdot w \cdot 1} \left(1 - s - \frac{w}{2}; \text{sg}(z)\right) \cdot G_{(m^*, n^*)}^w(U^*, p, z, 1 - s - w).\]

**Proof** This follows directly from Theorem 9.10 and the identity (9.1). □

**Example 9.12.** Let us assume that \(m = n = \mathbb{Z}, g = 1, w = 0\) and \(z \in \mathfrak{h}\). Then, for \(p \in \mathbb{Z}\) and \(U \in M_2(\mathbb{Q})\), the functional equation (9.22) reduces to

\[(9.23)\]

\[G_{(\mathbb{Z}, \mathbb{Z})}^0(U, p; z, s) = e^{2\pi i \text{Tr}(t_U)} \cdot \pi^{-2(1/2 - s)} \cdot \frac{\Gamma(1 - s + p/2)}{\Gamma(s + p/2)} \cdot G_{(\mathbb{Z}, \mathbb{Z})}^0(U^*, p; z, 1 - s).\]

One may check that (9.23) is equivalent to the functional equation which appears on page 55 of [35].
9.3.1 A symmetry induced from the complex conjugation

We would like in this short section to explain how the complex conjugation applied to the functional equation in (9.22) leads to a non-trivial symmetry of the function \( \Phi_p(s; \text{sg}(z)) \).

We choose a standard quadruple \( Q \) of the form \( Q = \left( (m, n), U = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, p, 0 \right) \). Let us assume, furthermore, that

\[
(z, s) \mapsto G^0_{(m,n)}(U, p, z, s) \neq 0. \tag{9.24}
\]

Since (9.24) holds true, we may choose \( z_0 \in \mathbb{H}^g \), such that \( s \mapsto \hat{G}^0_{(m,n)}(U, p, z_0, 1 - s) \neq 0. \)

Let us fix an element \( s \in \mathbb{C} \) such that \( \hat{G}^0_{(m,n)}(U, p, z_0, 1 - s) \neq 0. \)

From Theorem 9.11, we deduce that

\[
\Phi_p(s; \text{sg}(z_0)) = (-1)^{\text{Tr}(p)} \cdot \frac{G^0_{(m,n)}(U, p; z_0, s)}{G^0_{(m,n)}(U^*, p; z_0, 1 - s)}. \tag{9.25}
\]

1. Because \( u_1 = u_2 = 0 \), we have \( G^0_{(m,n)}(U, p; z_0, s) = G^0_{(m,n)}(U, -p; z_0, s). \)
2. Because \( v_1 = v_2 = 0 \), we have \( G^0_{(m,n)}(U^*, p; z_0, s) = G^0_{(m,n)}(U^*, -p; z_0, s). \)

Recall that \( [s \mapsto \Phi_p(s; \text{sg}(z_0))] \) is a real valued function. Taking the complex conjugate of the right-hand side of (9.25), we find that

\[
\Phi_p(s; \text{sg}(z_0)) = \frac{G^0_{(m,n)}(U, p; z_0, s)}{G^0_{(m,n)}(U^*, p; z_0, 1 - s)} = \frac{G^0_{(m,n)}(U, -p; z_0, s)}{G^0_{(m,n)}(U^*, -p; z_0, 1 - s)} = (-1)^{\text{Tr}(p)} \cdot \Phi_{-p}(s; \text{sg}(z_0)). \tag{9.26}
\]

From (9.26), we deduce that

\[
\varphi_{-p}(s) = \varphi_p(s). \tag{9.27}
\]

In fact, as one may naturally guess at this point, the identity (9.27) is unconditionally true. This follows from the Euler’s reflection formula for the gamma function, see (3) of Proposition \( \text{A.12} \).

9.4 Another proof of the meromorphic continuation and the functional equation of \( s \mapsto \tilde{Z}_V(a, b, \omega_p; s) \)

The goal of this section is to give a proof different from the one given in [5] of the meromorphic continuation and the functional equation of the partial zeta function \( s \mapsto \tilde{Z}_V(a, b, \omega_p; s) \).
Consider a standard quadruple \( Q \) of the form \( Q = \left( (m, n), U = \begin{pmatrix} u_1 & 0 \\ u_2 & v_2 \end{pmatrix}, p, 0 \right) \). In order to simplify the notation, we set
\[
G_Q(z, s) := G_{(m, n)}(U, p; z, s).
\]

It follows from Theorem 8.1 that the Fourier series expansion of \([z \mapsto G_Q(z, s)]\) at the cusp \( \infty \) can be written in the form
\[
(9.28) \quad e_1 \cdot \tilde{Z}_n(u_2, \omega, 2s) \cdot |N(y)|^s + \Omega_p(s; \text{sg}(z)) \cdot \delta_{m^*}(u_2) \cdot e_2 \cdot \tilde{Z}_m(0, u_1, \omega, 2s - 1) \cdot |N(y)|^{1-s} + R_Q(z, s),
\]
where
\[
\Omega_p(s; \text{sg}(z)) := \text{cov}(n)^{-1} e^{2\pi i \text{Tr}(u_2 v_2)} (i)^{\text{Tr}(p)} (2\pi)^g \cdot 2^{g(1-2s)} \cdot (-1)^{\text{Tr}(\text{sg}(z) p)} \cdot \left( \prod_{j=1}^{g} \frac{\Gamma(2s - 1)}{\Gamma(s - p_j/2)\Gamma(s + p_j/2)} \right),
\]
e_1, e_2 are positive rational numbers as defined in Section 8.1.1 and \( R_Q(z, s) \) corresponds to the \( T_3 \) term of Theorem 8.1. It follows from Proposition 3.15 that for a fixed \( z \in K^\pm \), the function \([s \mapsto R_Q(z, s)]\) admits a holomorphic continuation to all of \( \mathbb{C} \). We may thus view \([[(z, s) \mapsto R_Q(z, s)]\) as a function on \( K^\pm \times \mathbb{C} \); it is real analytic in \( z \) and holomorphic in \( s \).

Consider now the matrix \( \gamma = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \in SL_2(K) \). It follows from Proposition 5.23 that
\[
(9.29) \quad G_Q(\gamma z, s) = \omega_{-p}(z) \cdot G_{Q'}(z, s),
\]
where \( Q' = ((n, m), \tilde{U} = \begin{pmatrix} u_2 & v_2 \\ -u_1 & 0 \end{pmatrix}, p, 0) \) (notice the swap between the positions of \( m \) and \( n \)). Note that the rational factor \( f_{\gamma} \) which appears in Proposition 5.23 has disappeared since \( f_{\gamma} = 1 \). Similarly to (9.28), the Fourier series expansion of \([z \mapsto G_{Q'}(z, s)]\) at the cusp \( \infty \) can be written in the following way
\[
(9.30) \quad e_1' \cdot \delta_n(v_2) \cdot \tilde{Z}_m(0, -u_1, \omega, 2s) \cdot |N(y)|^s + 
\Omega_p(s; \text{sg}(z)) \cdot \delta_{m^*}(u_1) \cdot e_2' \cdot \tilde{Z}_n(v_2, u_2, \omega, 2s - 1) \cdot |N(y)|^{1-s} + R_{Q'}(z, s).
\]

Fix an element \( a \in \mathbb{R} \) with \( 0 < a < 1 \) and set \( z_a = (\sqrt{a^{-1} - 1} + i) \cdot 1 \in \mathfrak{h}^\theta \). By definition of \( z_a \), we have \( \text{Im}(z_a) = 1 \) and \( \text{Im}(\frac{1}{z_a}) = a \cdot 1 \). From (9.29), we deduce that
\[
(9.31) \quad w_a \cdot G_{Q'}(z_a, s) = G_Q\left( \frac{-1}{z_a}, s \right),
\]
where \( w_a = \omega_p(z_a) \) is a complex number lying on the unit circle. Substituting (9.28) (resp. (9.30)) in the right hand side of (9.31) (resp. in the left-hand side of (9.31)), we may deduce the identity

\[
(9.32)
\]

\[
T_{Q',Q}(z_a, s) = T(z_a, s) := w_a \cdot R_{Q'}(z_a, s) - R_Q(-1/z_a, s)
\]

\[
= e_1 \cdot \tilde{Z}_n(v_2, u_2, \omega_p, 2s) \cdot a^{gs} + \Omega_p(s; 0) \cdot \delta_n^*(u_2) \cdot e_2 \cdot \tilde{Z}_m(0, u_1, \omega_p, 2s - 1) \cdot a^{g(1-s)}
\]

\[
- w_a \left( e'_1 \cdot \delta_n(v_2) \cdot \tilde{Z}_m(0, -u_1, \omega_p, 2s) + \Omega_p(s; 0) \cdot e'_2 \cdot \delta_m^*(u_1) \cdot \tilde{Z}_m^*(v_2, u_2, \omega_p, 2s - 1) \right).
\]

For \( s \in \Pi_1 \) fixed, consider the matrix

\[
M = M_{a,s} := \begin{pmatrix}
a^{gs} & a^{g(1-s)} & w_a \\
a^{2gs} & a^{2g(1-s)} & w_a^2 \\
a^{3gs} & a^{3g(1-s)} & w_a^3
\end{pmatrix}.
\]

It follows from (9.32) that we have the following linear system:

\[
(9.33)
\]

\[
M \cdot V = \begin{pmatrix}
T(z_a, s) \\
T(z_{a^2}, s) \\
T(z_{a^3}, s)
\end{pmatrix},
\]

where the coordinates of the column vector \( V = \begin{pmatrix} V_1 \\
V_2 \\
V_3 \end{pmatrix} \) are explicitly given by

(1) \( V_1 = e_1 \cdot \tilde{Z}_n(v_2, u_2, \omega_p, 2s) \)

(2) \( V_2 = \Omega_p(s; 0) \cdot \delta_n^*(u_2) \cdot e_2 \cdot \tilde{Z}_m(0, u_1, \omega_p, 2s - 1) \)

(3) \( V_3 = e'_1 \cdot \delta_n(v_2) \cdot \tilde{Z}_m(0, -u_1, \omega_p, 2s) + \Omega_p(s; 0) \cdot e'_2 \cdot \delta_m^*(u_1) \cdot \tilde{Z}_m^*(v_2, u_2, \omega_p, 2s - 1) \).

If \( \text{Re}(s) \) is large enough, one may check that \( \det(M_{a,s}) \neq 0 \). Therefore, the map \([s \mapsto \det(M_{a,s})]\) is a holomorphic function on \( \mathbb{C} \) which is not identically equal to zero. Using this observation to the inverse of the linear system (9.33), we automatically obtain that the coordinates of the column vector \( V \) are meromorphic functions in \( s \). In particular, the function \( s \mapsto \tilde{Z}_n(v_2, u_2, \omega_p, 2s) \) admits a meromorphic continuation to all of \( \mathbb{C} \). Since the triple \( (n, v_2, u_2) \) was arbitrary, it follows that, for each standard quadruple \( Q'' \) and \( z \in K_F^{\ell} \) fixed, the function \([s \mapsto G_{Q''}(z, s)]\) admits a meromorphic continuation to all of \( \mathbb{C} \). Moreover, from the identity principle for holomorphic functions, the transformation formula of Proposition 5.23 holds true for all \( \gamma \in SL_2(K) \) and all \( s \in \mathbb{C} \) (away from the possible poles in \( s \)).
analytic Eisenstein series

\[ F(z, s) := G_Q(z, s) - \Lambda_p(s; \sg(z)) \cdot G_{Q^*}(z, 1 - s), \]

where

\[ \Lambda_p(s; \sg(z)) = \Phi_p(1 - s; \sg(z)) \cdot (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(U)} \cdot \frac{\text{cov}(n)}{\text{cov}(m)}. \]

From what has been proved before, the function \([z, s] \mapsto F(z, s)\) is well defined on all of \(K^\pm \times \mathbb{C}\) (away from the possible poles in \(s\)) and is meromorphic in \(s\). Moreover, the function \([z \mapsto F(z, s)]\) has unitary weight \(-p\) with respect to a suitable congruence subgroup of \(SL_2(K)\). The Fourier series expansion of \([z \mapsto F(z, s)]\) at the cusp \(\infty\) can be written as

\[ \phi_1(s) \cdot |N(y)|^s + \phi_2(s) \cdot |N(y)|^{1-s} + R(z, s). \]

From the functional equation (9.21) proved during our second proof of Theorem 9.10, we know that \([z, s] \mapsto R(z, s)\) \(\equiv 0\). From the particular shape of the constant term of \(F(z, s)\), and the fact that \([z \mapsto F(z, s)]\) has unitary weight \(-p\), we deduce that \(\phi_1(s) \equiv 0\) and \(\phi_2(s) \equiv 0\). Set \(Z(s) := \tilde{Z}_n(v_2, u_2, \omega_{\mathfrak{P}}; s)\) and \(Z^*(s) := \tilde{Z}_n^*(-u_2, v_2, \omega_{\mathfrak{P}}; s)\). Unfolding the meaning of \(\phi_1(s) \equiv 0\) and using the fact that \(\delta_m(v_1) = 1\), we obtain a non-trivial identity (which relates the value of \(Z(2s)\) to the value of \(Z^*(1 - 2s)\)), which is, after inspection, seen to be equivalent to the functional equation (A.7). This concludes the proof. \(\square\)

**Remark 9.13.** By definition, the function

\[ [s \mapsto \tilde{Z}_m^*(v_2, u_2, \omega_{\mathfrak{P}}; s)] \]

is holomorphic on the right half-plane \(\Pi_1\). Moreover, from the functional equation (A.7), one may also deduce that it is holomorphic on the left half-plane \(-\Pi_0 = \{ s \in \mathbb{C} : \text{Re}(s) < 0\}\). But what about the closed critical strip \(\mathcal{S} := \{ s \in \mathbb{C} : 0 \leq \text{Re}(s) \leq 1\}\)? In principle, it should be also possible, using the method presented in this section, to show that \([s \mapsto \tilde{Z}_m^*(v_2, u_2, \omega_{\mathfrak{P}}; s)\) is holomorphic on \(\mathcal{S}\setminus\{0, 1\}\). (Note that when \(p = 0\) and \(s_0 \in \{0, 1\}\), the matrix \(M_{a, s_0}\) is singular). One possible strategy to do so is the following: Let \(s_0 \in \mathcal{S}\setminus\{0, 1\}\) be fixed. Show that there exists \(0 < a_{s_0} < 1\) (which may depend potentially on \(s_0\)), such that \([s \mapsto \det(M_{a_{s_0}, s})]\) does not vanish in a small neighborhood of \(s_0\). However, the author of this work did not try to prove (or disprove) the existence of such an element \(a_{s_0}\).

### 9.5 Functional equation for weighted sums of \(G_{(m_i, n_i)}^{w}(U_i, p; z, s)\)'s

In this section, we give a generalization of Theorem 9.10 for certain weighted sums of (uncompleted) Eisenstein series of the type \(G_{(m_i, n_i)}^{w}(U_i, p; z, s)\), where the pairs \((m_i, n_i, U_i)\) are allowed to vary but where the parameters \((p, w)\) are fixed.
For $r \in \mathbb{Z}_{\geq 1}$, it is convenient to define
\[
\mathcal{L}_r(K) := \{(m_1, m_2, \ldots, m_r) : m_i \subseteq K \text{ is a lattice}\},
\]
i.e., the set of ordered $r$-tuples of lattices. For $\mathcal{M} = (m_i)_{i=1}^r \in \mathcal{L}_r(K)$, we define
\[
\mathcal{M}^* := (m^*_1, \ldots, m^*_r),
\]
where $m^*_i$ is the dual lattice of $m_i$ with respect to the trace pairing. Similarly, for each $r$-tuples of parameter matrices $\mathcal{U} = (U_i)_{i=1}^r \in (M_2(K))^r$ we also define $\mathcal{U}^* = (U^*_i)_{i=1}^r$.

**Definition 9.14.** Let $\mathcal{M} = (m_i)_{i=1}^r \in \mathcal{L}_r(K)$, $\mathcal{N} = (n_i)_{i=1}^r \in \mathcal{L}_r(K)$ be two $r$-tuples of lattices and let $w \in \mathbb{Z}$. To each $r$-tuple $\mathcal{F} := \{f_i(s)\}_{i=1}^r$ of meromorphic functions on $\mathbb{C}$ we define its dual family, relative to the triple $((\mathcal{M}, \mathcal{N}, w))$, as the unique $r$-tuple of meromorphic functions on $\mathbb{C}$, $(f^*_i(s))_{i=1}^r$, such that, for all $i \in \{1, \ldots, r\}$,
\[
(9.34) \quad f_i(s) = \frac{\text{cov}(m_i)}{\text{cov}(n^*_i)} \cdot f^*_i(1 - s - w).
\]

The next theorem may be viewed as a direct generalization of Theorem 9.10.

**Theorem 9.15.** Let $p \in \mathbb{Z}^q$, $w \in \mathbb{Z}$ and let $\mathcal{U} = (U_i)_{i=1}^r \in M_2(K)$ be an $r$-tuple of parameter matrices such that $\ell_{U_i} =: \ell_0$ is independent of $i$. Let $\mathcal{F} := (f_i(s))_{i=1}^r$ be an $r$-tuple of $r$ meromorphic functions on $\mathbb{C}$ and let $\mathcal{M} = (m_i)_{i=1}^r \in \mathcal{L}_r(K), \mathcal{N} = (n_i)_{i=1}^r \in \mathcal{L}_r(K)$. To the quintuple $(\mathcal{U}, \mathcal{M}, \mathcal{N}, p, w)$ we associate the following Eisenstein series:
\[
(9.35) \quad G^w_{(\mathcal{M}, \mathcal{N}); \mathcal{F}}(\mathcal{U}, p; z, s) := \sum_{i=1}^r f_i(s) \cdot G^w_{(m_i, n_i)}(U_i; p; z, s).
\]

Then
\[
(9.36) \quad G^w_{(\mathcal{M}, \mathcal{N}); \mathcal{F}}(\mathcal{U}, p; z, s) = (-1)^{\text{Tr}(p - w - 1)} \cdot e^{2\pi i \text{Tr}(\ell_0)} \cdot \Phi_{p - w - 1}\left(1 - s - \frac{w}{2}; \text{sg}(z)\right) \cdot G^w_{(\mathcal{N}^*, \mathcal{M}^*); \mathcal{F}^*}(\mathcal{U}^*; p; z, 1 - s - w),
\]
where $\mathcal{F}^*$ is the dual family of $\mathcal{F}$, relative to the triple $(\mathcal{M}, \mathcal{N}, w)$.

**Proof** This follows directly from Theorem 9.11. We leave the details to the reader. □

**Remark 9.16.** Note that the symmetric group $S_r$ “acts” naturally on the left on any $r$-tuple of elements chosen from a given set, simply by permuting its coordinates. It follows from the definition of $G^w_{(\mathcal{M}, \mathcal{N}); \mathcal{F}}(\mathcal{U}, p; z, s)$ that for any $\sigma \in S_r$, one has $G^w_{(\mathcal{M}, \mathcal{N}); \mathcal{F}}(\mathcal{U}, p; z, s) = G^w_{(\sigma \mathcal{M}, \sigma \mathcal{N}); \sigma \mathcal{F}}(\sigma \mathcal{U}, p; z, s)$.
9.5.1 Functional equation for sums of ray class invariants of $K$

In this section, we give an application of Theorem 9.15 by proving functional equations for certain weighted sums of Eisenstein series, where each term appearing in the summation depends only on the ray class of an ideal $m$, and not on the ideal $m$ itself. This section is organized as follows. Firstly, we specify the type of weighted sums that will be considered (using the notation of Section 9.5). Secondly, we explain how one can obtain ray class invariants when the parameter matrix $U$ has a particular shape. Finally, we end this section by stating a functional equation where each side of the functional equation is a sum of ray class invariants.

Let $p \in \mathbb{Z}^g$ and $w \in \mathbb{Z}$ be fixed. Choose $\mathcal{M} = \{m_i\}_{i=1}^r \in \mathcal{L}_r(K)$ and set $\mathcal{N} = \mathcal{M}$. Let $\tilde{\Omega} : \{m_1, \ldots, m_r\} \to \mathbb{C}$ be a function and assume that there exists $\zeta \in \mathbb{C}$, such that for all $i \in \{1, \ldots, r\}$,

$$\tilde{\Omega}(m_i) = \zeta \cdot \tilde{\Omega}(m_i^*) \tag{9.37}$$

Later on, we will further impose that the function $\tilde{\Omega}$ is induced from a function (which is denoted below by $\Omega$) on a certain ray class group.

Let $\mathcal{F} = (f_i(s))_{i=1}^r$ be the following $r$-tuple of holomorphic functions:

$$f_i(s) := \tilde{\Omega}(m_i) \cdot |N(m_i)|^{2s+w}.$$

Let $\mathfrak{U} = (U_i)_{i=1}^r \in (M_2(K))^r$ be an $r$-tuple of parameter matrices such that $\ell_{U_i} =: \ell_0$ is independent of $i$. To the previously chosen data, we associate the following weighted sum of Eisenstein series:

$$G_{w}^{aw}(\mathcal{M}, \mathcal{M}, \mathcal{F})(\mathfrak{U}, p; z, s) := \sum_{i=1}^r f_i(s) \cdot G_{w}^{aw}(U_i, p; z, s),$$

where the left-hand side is defined as in (9.35). Let $\mathcal{F}^* := (f_i(s))_{i=1}^r$ be the dual family of meromorphic functions associated to the family $\mathcal{F}$, relative to the triple $(\mathcal{M}, \mathcal{M}, w)$, in the sense of Section 9.5. By definition, we have

$$f_i^*(s) := \tilde{\Omega}(m_i) \cdot \frac{\text{cov}(m_i^*)}{\text{cov}(m_i)} \cdot |N(m_i)|^{2(1-s-w)+w} \cdot |d_K|^{2s+w-1} \cdot |N(m_i^*)|^{2s+w}.$$

(9.38)

It follows directly from the functional equation (9.36) that

$$G_{w}^{aw}(\mathcal{M}, \mathcal{M}, \mathcal{F})(\mathfrak{U}, p; z, s) = (-1)^{\text{Tr}(p)} \cdot e^{2\pi i \text{Tr}(\ell_0)} \cdot \zeta \cdot |d_K|^{1-2s-w} \cdot \Phi_{p-w}  \left( 1 - s - \frac{w}{2}; \text{sg}(z) \right) \cdot G_{w}^{aw}(\mathcal{M}, \mathcal{M}, \mathcal{F}^*)(\mathfrak{U}^*, p; z, 1-s-w),$$

(9.39)
where \( G = (g_i(s))_{i=1}^r \) and \( g_i(s) := \Omega(m^i) \cdot |N(m^i)|^{2s+w} \). In particular, note that the function \( f_i(s) \) has the same shape as the function \( g_i(s) \), except that one needs to replace the lattice \( m_i \) by its dual lattice \( m_i^\ast \). Also, note that if \( F^* = (f_i^*(s))_{i=1}^r \) denotes the dual family of \( F \) (in the sense of Definition \ref{a13}), then one may check that \( \zeta \cdot |d_K|^{2s+w-1} \cdot g_i(s) = f_i^*(s) \) for \( 1 \leq i \leq r \).

In order to construct Eisenstein series which depend only on a ray class of a lattice (and not on the lattice itself), it is important to assume that the parameter matrix \( U \) in the expression \( G_{(m, m)}^w(U, p; z, s) \) has a particular shape. Let us assume that \( U = \begin{pmatrix} u_1 & 0 \\ u_2 & 0 \end{pmatrix} \), where \( u_1, u_2 \in \frac{1}{N}(\mathcal{O}_K)^* = \frac{1}{\mathfrak{d}_K} \), for some integer \( N \in \mathbb{Z}_{\geq 1} \). Recall here that \( \mathfrak{d}_K \) corresponds to different ideal of \( K \). Note that \( \ell_U = 0 \) whenever \( U \) has the prescribed shape as above. Let us assume that \( N \) is coprime to \( \mathfrak{d}_K \). Now, consider the modulus \( \varpi := NO_K \infty_1 \ldots \infty_g \) of \( K \), where \( \{\infty_1, \ldots, \infty_g\} \) corresponds to the set of real places of \( K \). For two integral ideals \( \mathfrak{m}, \mathfrak{m}' \) coprime to \( NO_K \), we write \( \mathfrak{m} \sim_{\varpi} \mathfrak{m}' \), if there exists \( \lambda \in \mathfrak{m}' N + 1 \), such that \( \lambda \mathfrak{m} = \mathfrak{m}' \) and \( \lambda \gg 0 \). One may check that \( \sim_{\varpi} \) is an equivalence relation. The equivalence class of \( \mathfrak{m} \) will be denoted by \( [\mathfrak{m}] \). The set of equivalence classes forms a group which we denote by \( C\ell_{\varpi}(K) \), it the so-called (narrow) ray class group of modulus \( \varpi \). If \( \mathfrak{m} \) is a fractional \( \mathcal{O}_K \)-ideal, we know that \( \mathfrak{m}^* = \mathfrak{d}_K^{-1} \mathfrak{m}^{-1} \) (see Section \ref{a17}). In particular, if \( \mathfrak{m} \) is coprime to \( N \), then \( \mathfrak{m}^* \) is again coprime to \( N \). Moreover, we also see that \( \mathfrak{m} \sim_{\varpi} \mathfrak{m}' \iff \mathfrak{m}^* \sim_{\varpi} (\mathfrak{m}')^* \). Therefore, for \( C = [\mathfrak{m}] \in C\ell_{\varpi}(K) \), it makes sense to define \( C^* = [\mathfrak{m}^*] \).

We would like now to explain that the value of the additive character on \( (\mathfrak{m}, \mathfrak{m}) \) given by \( (m_1, m_2) \mapsto e^{2\pi i \text{Tr}(u_1m_1+u_2m_2)} \), only depends on “ray class” of the pair \( (m_1, m_2) \) and not on the pair itself. The element \( \lambda \) in the previous paragraph can be written as \( \lambda = (\sum_i a_i b_i N) + 1 \) for some elements \( a_i \in \mathfrak{m}' \) and \( b_i \in \mathfrak{m}^{-1} \). Let \( m_1, m_2 \in \mathfrak{m} \). Using the previous writing of \( \lambda \), one readily sees that

\[(9.40) \quad (\lambda - 1)u_1m_1 + (\lambda - 1)u_2m_2 \in (\mathcal{O}_K)^* = \mathfrak{d}_K^{-1}.\]

In particular, from \(9.40\), we deduce that

\[(9.41) \quad e^{2\pi i \text{Tr}(u_1m_1+u_2m_2)} = e^{2\pi i \text{Tr}(u_1\lambda m_1+u_2\lambda m_2)}.
\]

We keep the same notation (and the same assumptions) as above. Recall that \( M = (m_i)_{i=1}^r \in \mathcal{L}_r(K) \). We further require that the lattices \( m_i \)'s are integral ideals coprime to \( NO_K \). Let us choose a function \( \Omega : C\ell_{\varpi}(K) \to \mathbb{C} \), for which there exists \( \zeta \in \mathbb{C}^\times \) such that

\[
\Omega([\mathfrak{m}]) = \zeta \cdot \Omega([\mathfrak{m}^*]),
\]

for all classes \( [\mathfrak{m}] \in C\ell_{\varpi}(K) \). It follows from \(9.41\) and the definition of \( G_{(m, m)}^w(U, p; z, s) \) that the expression

\[(9.42) \quad H_{C_i}^w(U, p; z, s) := \Omega(C_i) \cdot |N(m_i)|^{2s+w} \cdot G_{(m, m)}^w(U, p; z, s),\]
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depends only on the narrow ray class of \( C_i = [m_i] \), and not on the particular choice of the ideal \( m_i \) which represents the class \( C_i \). Similarly, it follows from Proposition 5.33 (or the functional equation in Theorem 9.11) that the expression

\[
H_{C_i}^w(U^*, p; z, s) := \Omega(C_i^*) \cdot |N(m_i^*)|^{2s+w} \cdot G_{(m_i^*, m_i^*)}^w(U^*, p; z, s),
\]

depends only on the narrow ray class of \( C_i = [m_i] \) (or the narrow class \( C_i^* \), since one determines the other).

Let \( (C_j)_{j=1}^g \in (\mathcal{C}_\ell(K))^r \) and \( \mathfrak{U} = (U_j)_{j=1}^r \) where each \( U_j \) is either of the form \( \begin{pmatrix} * & 0 \\ 0 & * \end{pmatrix} \) or of the form \( \begin{pmatrix} 0 & * \\ 0 & * \end{pmatrix} \). To all the previously chosen data we associate the following weighted sum of Eisenstein series:

\[
G_{\mathfrak{U}}^w(U, p; z, s) := \sum_{i=1}^r H_{C_i}^w(U_i, p; z, s),
\]

and

\[
G_{\mathfrak{U}}^w(U^*, p; z, s) := \sum_{i=1}^r H_{C_i}^w(U_i^*, p; z, s).
\]

Note that each of these two expressions is a sum of ray class invariants of modulus \( \varpi \).

Finally, it follows directly from (9.39) that the following functional equation holds true:

\[
G_{\mathfrak{U}}^w(U, p; z, s) = (-1)^{\text{Tr}(p)} \cdot \zeta \cdot |d_K|^{1-2s-w} \cdot \Phi_{p-\varpi, 1} \left( 1 - s - \frac{w}{2}; \text{sg}(z) \right) \cdot G_{\mathfrak{U}}^w(U^*, p; z, 1 - s - w).
\]

### 9.6 Hecke’s real analytic Eisenstein series and singular moduli

The goal of this section is to give a concrete example of ray class invariants (in the sense of Section 9.5.1) which has been previously considered by some authors (see [20] and [19]). Moreover, this same example provides an illustration on how one may use the functional equation (9.45) in order to predict a non-trivial order of vanishing at \( s = 0 \).

Let us start by giving the original motivation for the example considered in this section. Let \( K \) be a real quadratic field. Among other things, in [20], Hecke intended to construct a non-zero holomorphic Hilbert modular form of parallel weight \((1, 1)\) for the full Hilbert modular group \( SL_2(\mathcal{O}_K) \). He first observed that if \( \mathcal{O}_K \) contains a unit of negative norm then his summation technique (Hecke’s trick) only constructs a function which is identically zero in the two variables \((z, s)\), where \( z \in \mathbb{C}^2 \) and \( s \in \mathbb{C} \). He then tried to show that if no such unit exists, then his summation technique leads indeed to a non-zero holomorphic
Hilbert modular form of weight $(1,1)$ relative to $SL_2(O_K)$. He thought he had proved the last result, but as we will see, Hecke made a sign mistake in one of his calculations which prevented him to see that, even in this situation (i.e. assuming that no unit of norm $-1$ exists), his construction still produces the zero function. However, in this case, the function considered is not identically zero in the $(z,s)$ variables even though it vanishes identically in the variable $z$ when $s = 0$. In [19], Gross and Zagier took advantage of this situation which allowed them to give an explicit formula for the factorization of the absolute norm of a difference of two singular moduli.

Let $d_1, d_2 < -4$ be two negative fundamental discriminants which are coprime and let $D = d_1d_2$. Note that these assumptions imply that there exists at least one prime $q \equiv 3 \pmod{4}$ such that $q|D$. Let $K = \mathbb{Q}(\sqrt{D})$ be the real quadratic field of discriminant $D$. Since $(\frac{-1}{q}) = -1$, it follows that $O_K$ has no unit of norm $-1$. Let $Pic^+(O_K)$ be the narrow ideal class group of $K$, $Pic(O_K)$ be the wide ideal class group of $K$, and let

\[ \pi : Pic^+(O_K) \to Pic(O_K), \]

be the natural projection. Since $K$ has not unit of norm $-1$, it follows that $\ker(\pi) = \{[O_K], [\mathfrak{d}_K]\}$, where $(\sqrt{D}) = \mathfrak{d}_K = ((O_K)^*)^{-1}$ corresponds to the different ideal of $K$. Let

\[ \chi : Pic^+(O_K) \to \{\pm 1\}, \]

be the genus character (see p. 60-61 of [35]) associated to the factorization $D = d_1d_2$. Using the reciprocity law for the Kronecker symbol (see for example the calculation done p. 96 of [35]), one may prove that $\chi([\mathfrak{d}_K]) = -1$.

Set $U = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$, $p = 0 \in \mathbb{Z}^2$, $w = 1$ and $\Omega = \chi$. As was observed in Section 9.5.1 the function

\[ \mathbf{m} \mapsto H_{\mathbf{m}}(z,s) := \Omega(\mathbf{m}) \cdot |N_{\mathbf{m}}|^{2s+1} \cdot G^1_{(\mathbf{m}, \mathbf{m})}(U, p; z, s), \]

descends to a function on $Pic^+(O_K)$. In fact, on closer inspection, one sees that it descends to a function on $Pic(O_K)$. Therefore, if $C = [\mathbf{m}] \in Pic(O_K)$, it makes sense to define

\[ H_{\mathbf{C}}(z,s) := H_{\mathbf{m}}(z,s). \]

Note that since $K$ has no fundamental unit of norm $-1$, there is a priori no reason for the function $[(z,s) \mapsto H_{\mathbf{C}}(z,s)]$ to be identically equal to zero. By definition, for each $s \in \mathbb{C}$, the function $[z \mapsto H_{\mathbf{C}}(z,s)]$ has bi-weight $[(1,1);(0,0)]$ relative to the Hilbert modular group $SL_2(O_K)$. However, in general, for a given value of $s$ it is not holomorphic in $z$. In order to construct a holomorphic Hilbert modular form, Hecke’s idea was to evaluate $H_{\mathbf{C}}(z,s)$ at $s = 0$, which makes sense by the analytic continuation of $[s \mapsto H_{\mathbf{C}}(z,s)]$.

We would like now to show, with the help of the functional equation [9.45], that the function $[z \mapsto H_{\mathbf{C}}(z,0)]$ is identically equal to zero. First note that for $C = [\mathbf{m}] \in Pic(O_K)$,
we have $C^* = [m^*] = [m^{-1}] = C^{-1}$. Therefore, using the functional equation \((9.45)\) we deduce that

$$H_C(z, s) = -\Phi_{-1}\left(\frac{1}{2} - s; \text{sg}(z)\right) \cdot |d_K|^{-2s} \cdot H_C^*(z, -s)$$

\[(9.48)\]

$$= -\Phi_{-1}\left(\frac{1}{2} - s; \text{sg}(z)\right) \cdot |d_K|^{-2s} \cdot H_{C^{-1}}(z, -s).$$

In the first equality we have used the fact that $U = U^*$ and $\zeta = -1$. Let us assume furthermore that $C = C^{-1}$, i.e., that $C$ is an ambiguous ideal class. Then, using the fact that

$$-\Phi_{-1}\left(\frac{1}{2} - s; \text{sg}(z)\right) \cdot |d_K|^{-2s}\bigg|_{s=0} = -1,$$

in \((9.48)\), we deduce that $[z \mapsto H_C(z, 0)] \equiv 0$. When $C = [\mathcal{O}_K]$ is the trivial class, Hecke calculated in \([20]\) the constant term of the Fourier series expansion of $[z \mapsto H_C(z, 0)]$ and thought that it was non-vanishing because of a sign mistake he had made. This error prevented him to see the vanishing. In general, if $C = [\mathcal{m}]$ is not an ambiguous ideal, the function $[z \mapsto H_C(z, 0)]$ also vanishes. Indeed, one may always find a matrix $\gamma \in GL_2^+(K)$ such that $(\mathcal{O}_K, \mathcal{O}_K)_1 = (\mathcal{m}, \mathcal{m})$. Then from the previous vanishing result and the transformation formula \((5.10)\) of Proposition \((5.23)\) we again deduce that $[z \mapsto H_C(z, 0)] \equiv 0$.

**Remark 9.17.** It is also possible to prove the previous vanishing result by showing directly that the term $T_3(s)|_{s=0}$ which appears in Proposition \((8.4)\) is equal to zero. Indeed, let $C = [\mathcal{m}] \in \text{Pic}(\mathcal{O}_K)$ and let $D$ be the set associated to the pair $(\mathcal{m}, \mathcal{m})$ which appears in the beginning of Section \((8.1.2)\). First note that if $d \in D$ is not totally positive then $B_d(y; p, 0) = 0$. Therefore, the only terms of $T_3(0)$ that can contribute are indexed by an element $d \in D$ with $d \gg 0$. Let us choose $d \in D$ with $d \gg 0$ and consider the map $\sigma : (\xi_1, \xi_2) \mapsto (\xi_2 \sqrt{D}, \xi_1 D)$, where $(\xi_1, \xi_2) \in R_d$. It is straightforward to check $\sigma$ induces an automorphism of $R_d$. Moreover, since $d \gg 0$ we have $\text{sign}(\xi_2) = -\text{sign}(\xi_1 D)$. It follows from the previous observation that $b_d(0) = 0$, where $b_d(s)$ is given by \((8.18)\). Finally, since $[z \mapsto H_C(z, 0)]$ has holomorphic weight $(1, 1)$ and that all of its non-zero Fourier series coefficients vanish, this forces also its constant Fourier coefficient to vanish, and therefore, $[z \mapsto H_C(z, 0)] \equiv 0$.

However, the story does not end up here. As was previously observed, the function $[(z, s) \mapsto H_C(z, s)]$ is potentially not identically equal to zero. Therefore, it makes sense to define

$$\tilde{H}_C(z) := \left. \left(\frac{d}{ds}H_C(z, s)\right)\right|_{s=0}.$$

By construction, $[z \mapsto \tilde{H}_C(z)]$ is a real analytic modular form of bi-weight $[(1, 1); (0, 0)]$ relative to $SL_2(\mathcal{O}_K)$. In particular, if we specialize $\tilde{H}_C(z)$ on the diagonal of $\mathfrak{h}^2$, we obtain the function

$$F_C(z_1) := \tilde{H}_C(z_1, z_1).$$
which is a one variable real analytic modular form of weight 2 with respect to $SL_2(\mathbb{Z}) = SL_2(\mathcal{O}_K)^{\text{Gal}(K/\mathbb{Q})}$. Moreover, one can prove that $F_C(z_1)$ is non-trivial!

Now, let $\mathcal{E} = (C_j)_{j=1}^r$ where $\{C_1, \ldots, C_r\} = \text{Pic}(\mathcal{O}_K)$ (the wide ideal class group) and set $\mathcal{U} = (U_j)_{j=1}^r$ where $U_j = \left( \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right)$ for all $j \in \{1, \ldots, r\}$, $p = 0 \in \mathbb{Z}^2$, $w = 1$ and $\Omega = \chi$. Let $G_\mathcal{E}^1(\mathcal{U}, 0; z, s)$ be the Eisenstein series associated to the previous data as defined in (9.44). By definition, we have

$$G_\mathcal{E}^1(\mathcal{U}, 0; z, s) = \sum_{k=1}^r H_C(z, s),$$

and

$$GZ(z_1) := \left. \left( \frac{d}{ds} G_\mathcal{E}^1(\mathcal{U}, 0; z, s) \right)_{s=0} \right|_{z_1=z_2} = \sum_{k=1}^r F_{C_k}(z_1).$$

In [19], Gross and Zagier obtained a precise relationship between the first Fourier coefficient of $GZ(z_1)$ and the logarithm of $|N_{L/Q}(j(\tau_1) - j(\tau_2))|$. Here $j : \mathfrak{h} \to \mathbb{C}$ corresponds to the modular $j$-invariant, $\tau_1 \in \mathfrak{h}$ (resp $\tau_2$) is a quadratic irrationality of discriminant $d_1$ (resp. $d_2$) and $L = \mathbb{Q}(j(\tau_1), j(\tau_2))$. In particular, their result provides an explicit formula for the prime factorization of $|N_{L/Q}(j(\tau_1) - j(\tau_2))|.$

A Appendix

A.1 Functional equation of partial zeta functions

Recall that $K$ is a totally real number field of dimension $g$ over $\mathbb{Q}$. Let $V \subseteq K$ be a lattice, $a, b \in K$ and $\overline{p} \in \mathcal{O}_K$ be a signature element. For each quadruple $Q = (a, b, \overline{p}, V)$, we have defined in [3] the partial zeta function

$$(A.1) \quad Z_V(a, b; \omega_{\overline{p}}; s) := [\mathcal{O}_K : V]^s \sum_{a+v \in \mathfrak{R}} \omega_{\overline{p}}(a + v) \cdot \frac{e^{2\pi i Tr_{K/Q}(b(a+v))}}{|N_{K/Q}(a + v)|^s},$$

where the general term of the summation is twisted simultaneously by a (finite order) additive character of $V (v \mapsto e^{2\pi i Tr_{K/Q}(bv)})$, and by a (multiplicative) sign character of $K^\times (\lambda \mapsto \omega_{\overline{p}}(\lambda))$. The indexing set $\mathfrak{R}$ below the summation is a complete set of representatives of $\{a + V\}/\mathcal{V}_{a,b,V}^+$ (see Definition 5.10 for the meaning of $\mathcal{V}_{a,b,V}^+$). By definition of $\mathcal{V}_{a,b,V}^+$, one may check that the coset $a + V$ is stable under the multiplication by any element of $\mathcal{V}_{a,b,V}^+$. Therefore, the quotient makes sense. It is easy to see that (A.1) does not depend on the set of representatives $\mathfrak{R}$ and that it converges absolutely for any complex number $s$, such that Re$(s) > 1$. With the help of Proposition [5.11] one may verify that
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(ii) If \( a \equiv a' \pmod{V} \) and \( b \equiv b' \pmod{V^*} \), then
\[
Z_V(a, b; \omega_V; s) = e^{2\pi i \text{Tr}((b-b')a)} \cdot Z_V(a', b'; \omega_V; s).
\]

(iii) For all \( \lambda \in K \setminus \{0\} \), one has that
\[
Z_{\lambda V}(\lambda a, \frac{b}{\lambda}; \omega_V; s) = \omega_V(\lambda) \cdot Z_V(a, b; \omega_V; s).
\]

Remark A.1. The function \( Z_V(a, b; \omega_V; s) \) may happen to be identically zero. For example, if there exists a unit \( \epsilon \in \mathcal{V}_{a,b,V} \) (see Definition 5.9 these units are no more required to be totally positive), such that \( \omega_V(\epsilon) = -1 \), then it follows from (ii) and (iii) that \( Z_V(a, b; \omega_V; s) \equiv 0 \). Note that if such a unit exists, then necessarily \( \mathfrak{p} \neq \mathfrak{f} \). The author does not know if the non-existence of such a unit automatically implies that \( Z_V(a, b; \omega_V; s) \neq 0 \).

However, in some very special cases, it is sometimes possible to prove the converse. Let us give one such example. Let us assume that the degree \( [K : \mathbb{Q}] \) is even, \( a = b = 0 \) and \( \mathfrak{p} = \mathfrak{f} \). (Note that if \( [K : \mathbb{Q}] \) were odd then automatically \( [s \mapsto Z_V(0, 0; \omega_V; s)] \equiv 0 \) since \( -1 \in \mathcal{V}_{0,0,V} \). Furthermore, let us assume that \( V \) is an integral \( \mathcal{O}_K \)-ideal, that \( K \) is Galois over \( \mathbb{Q} \) with Galois group \( \text{Gal}(K/\mathbb{Q}) \), and that for all \( \sigma \in \text{Gal}(K/\mathbb{Q}) \), \( V^\sigma = V \).

Then, under all these assumptions, we claim that if \( [s \mapsto Z_V(a, b; \omega_V; s)] \equiv 0 \), then there exists \( \epsilon \in \mathcal{O}_K^* = \mathcal{V}_{0,0,V} \), such that \( \omega_V(\epsilon) = -1 \). Let us prove it. From the Chebotarev’s density theorem, there exists \( \lambda \in V \), such that \( |N(\lambda V^{-1})| = p \) is a rational prime (in fact there are infinitely many such pairs \((\lambda, p)\)). From the uniqueness of the writing of Dirichlet series, the vanishing of \( [s \mapsto Z_V(0, 0; \omega_V; s)] \equiv 0 \) implies that there exists \( \lambda' \in V \), such that \( \omega_V(\lambda)|N_{K/\mathbb{Q}}(\lambda)| = -\omega_V(\lambda')|N_{K/\mathbb{Q}}(\lambda')| \). Note that \( p = \lambda V^{-1} \) and \( p' = \lambda' V^{-1} \) are prime ideals of \( K \) above \( p \). Since \( K/\mathbb{Q} \) is Galois, there must exists \( \sigma \in \text{Gal}(K/\mathbb{Q}) \) such that \( \lambda V^{-1} = p = p'^\sigma = \lambda'^\sigma(V^\sigma)^{-1} = \lambda V^{-1} \). Then \( \epsilon = \frac{\lambda}{\lambda'^\sigma} \).

We would like now to state a special case of a functional equation that was proved in \([5]\) for the completed zeta function associated to \( Z_V(a, b; \omega_V; s) \). In order to do so, we need to introduce the “Euler factor at \( \infty \)” which is associated to \( Z_V(a, b; \omega_V; s) \). We define
\[
F_{\mathfrak{p},K}(s/2) := |d_K|^{s/2} \pi^{-gs/2} \prod_{i=1}^{g} \Gamma \left( s + \frac{[\mathfrak{p}_i]}{2} \right),
\]
where \( N(\mathfrak{o}_K) = d_K > 0 \) is the discriminant of \( K \) and \( \Gamma(x) \) stands for the usual gamma function evaluated at \( x \). Recall here that \( [\mathfrak{p}_i] = 0 \in \mathbb{Z} \) if \( \mathfrak{p}_i = 0 \), and \( [\mathfrak{p}_i] = 1 \in \mathbb{Z} \) if \( \mathfrak{p}_i = 1 \).

As our notation suggests, the Euler factor at infinity \( F_{\mathfrak{p},K}(s/2) \) depends on the field \( K \), but not on the lattice \( V \) itself.

We may now state a special case of the main theorem that was proved in \([5]\).

Theorem A.2. Let
\[
\hat{Z}_V(a, b; \omega_V; s) := F_{\mathfrak{p},K}(\frac{s}{2}) \cdot Z_V(a, b; \omega_V; s)
\]
be the completed zeta function of $Z_V(a, b; \omega; s)$. Firstly, $\hat{Z}_V(a, b; \omega; s)$ admits an analytic continuation to $\mathbb{C} \setminus \{0, 1\}$ and has at most a pole of order one at $s \in \{0, 1\}$. Secondly, $\hat{Z}_V(a, b; \omega; s)$ satisfies the following functional equation:

\[(A.3)\quad (i)^{\text{Tr}(\mathcal{P})} \cdot e^{-2\pi i \text{Tr}_{K/Q}(ab)} \cdot \hat{Z}_V(a, b, \omega; s) = \hat{Z}_V\ast((-b, a, \omega, 1 - s)),\]

where $[\mathcal{P}] := ([\mathcal{P}_1], [\mathcal{P}_2], \ldots, [\mathcal{P}_g])$. Thirdly, the function $s \mapsto \hat{Z}_V(a, b; \omega; s)$ admits

1. a pole of order one at $s = 1$, if and only if, $p_i = 0$ for all $i$ and $-b \in V^\ast$. 
2. a pole of order one at $s = 0$, if and only if, $p_i = 0$ for all $i$ and $a \in V$. 

Remark A.3. The presence of the fourth root of unity $i = \sqrt{-1}$ in (A.3) is in accordance with the observation that the map $(a, b, V) \mapsto (-b, a, V^\ast)$ is an automorphism of order four of the set of triples $\{(a, b, V): a, b \in K, V \subseteq K$ is a lattice$\}$.

Remark A.4. Unfortunately, there was one sign mistake in the statement of the functional equation given in [5]. The factor $(-i)^{\text{Tr}(p)} e^{-2\pi i \text{Tr}_{K/Q}(ab)}$ appearing on the left-hand side of (1.3) of [5] should be read instead as $(i)^{\text{Tr}(p)} e^{-2\pi i \text{Tr}_{K/Q}(ab)}$. There is also a change of notations between the paper [5] and the present work. The function denoted by $\Psi_V(a, b, \omega, s)$ in (1.2) of [5] (resp. $Z_V(a, b; \omega; s)$ in Theorem 1.1 of [5]), is now denoted by $Z_V(a, b; \omega; s)$ (resp. $\hat{Z}_V(a, b; \omega; s)$). Moreover, the underlying unit group that was used in [5], which was denoted by $\Gamma_{a,b,V}$, is slightly different from the group $\mathcal{V}_{a,b,V}$. See Remark 5.10 for an explanation of the reason for this small change of definition.

Remark A.5. The main theorem proved in [5] holds true for any number field, and not just for totally real fields.

Here are two non-trivial corollaries of Theorem A.2.

**Corollary A.6.** Assume that $\hat{Z}_V((a, b), \omega; s) \neq 0$. Then the quotient

\[(i)^{\text{Tr}(\mathcal{P})} \cdot \frac{\hat{Z}_V((a, b), \omega; s)}{\hat{Z}_V\ast((-b, a), \omega, 1 - s)},\]

depends only on $\text{Tr}_{K/Q}(ab)$ (mod $\mathbb{Z}$).

The next corollary gives some lower bound for the order of vanishing of the uncompleted zeta function $Z_V(a, b; \omega; s)$ at non-positive integers.

**Corollary A.7.** Define

(a) $r_0^\mathcal{P} := \#\{1 \leq j \leq g: \mathcal{P}_j = 0\}$. 
(b) $r_1^\mathcal{P} := \#\{1 \leq j \leq g: \mathcal{P}_j = 1\}$. 
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Then for \( \ell \in \mathbb{Z}_{\leq -1} \), we have

1. if \( \ell \equiv 0 \pmod{2} \), then \( \text{ord}_{s=\ell} Z_V(a, b; \omega_P; s) \geq r_P^0 \).
2. if \( \ell \equiv 1 \pmod{2} \), then \( \text{ord}_{s=\ell} Z_V(a, b; \omega_P; s) \geq r_P^1 \).

In particular, the (uncompleted) zeta function \( s \mapsto Z_V(a, b; \omega_P; s) \) is holomorphic on the left half-plane \( -\Pi_0 = \{ s \in \mathbb{C} : \text{Re}(s) < 0 \} \). Furthermore, if we assume that

\[ \text{ord}_{s=1} Z_{V^*}(-b, a; \omega_P; s) \geq 0, \]

(i.e. condition (1) of Theorem A.2 is not fulfilled), then \( \text{ord}_{s=0} Z_V(a, b; \omega_P; s) \geq r_P \).

**Proof** If one rewrites the functional equation (A.3) in terms of the uncompleted zeta function then one obtains

\[
(A.4) \quad (i)^{\text{Tr}(\mathbb{F})} \cdot e^{-2\pi i \text{Tr}_{K/Q} (ab)} \cdot Z_V(a, b, \omega_P, s) = \frac{F_{P,K}(\frac{1-s}{2})}{F_{P,K}(\frac{1}{2})} \cdot Z_{V^*}(-b, a, \omega_P, 1-s).
\]

The result now follows directly from (A.4) and the well-known fact that \( \Gamma(x) \) has a pole of order one on each element of the set \( \mathbb{Z}_{\leq 0} \), and is holomorphic elsewhere. \( \square \)

### A.1.1 The normalized zeta function \( \tilde{Z}_V(a, b, \omega_P; s) \)

It will be convenient to renormalize the uncompleted zeta function \( Z_V(a, b; \omega_P; s) \) and rewrite the functional equation (A.3) in terms of this renormalization.

**Definition A.8.** We define

\[
\tilde{Z}_V(a, b, \omega_P; s) := \frac{Z_V(a, b; \omega_P; s)}{|O_K : V|^s}.
\]

For \( p \in \mathbb{Z}^g \) and a lattice \( V \), we also define

\[
(A.5) \quad \lambda_p(s) := (-1)^{\text{Tr}(\mathbb{F})} \cdot |d_K|^{s \cdot -\frac{1}{2}} \cdot \frac{F_{P,K}(\frac{s}{2})}{F_{P,K}(\frac{1-s}{2})}.
\]

One may check that \( \lambda_p(s) \) does not depend on \( |d_K| \). Moreover, it is clear from the definition that the dependence of \( \lambda_p(s) \) on \( p \) is in fact only a dependence on \( \overline{p} \in \overline{S} = (\mathbb{Z}/2\mathbb{Z})^g \). Finally, a direct calculation shows that

\[
(A.6) \quad \lambda_p(1-s) = (-1)^{\text{Tr}(\mathbb{F})} \cdot \lambda_p(s)^{-1}.
\]

With the notation introduced above, the functional equation in Theorem (A.2) may be rewritten in the following way:
Theorem A.9. For any \( p \in \mathbb{Z}^g \), we have the functional equation

\[
\tilde{Z}_V((a, b), \omega_p; s) = \text{cov}(V^*) \cdot e^{2\pi i \text{Tr}_{K/Q}(ab)} \cdot \lambda_p(1 - s) \cdot \tilde{Z}_{V^*}((-b, a), \omega_p, 1 - s),
\]

where \( \text{cov}(V^*) = [\mathcal{O}_K : V] \cdot |d_K|^{1/2} \) is the covolume of \( V^* \) (see Section 4).

Proof. This follows directly from (A.3) and the definitions of \( \tilde{Z}_V((a, b), \omega_p; s) \) and \( \lambda_p(1 - s) \). \( \square \)

A.1.2 Rewriting the functional equation

In this subsection, we derive various identities which involve certain products of values of the \( \Gamma \) function. These identities play a key role in the proof of Theorem 9.10.

Using (A.3), the fact that \( \text{cov}(V) \cdot \text{cov}(V^*) = 1 \) (see Lemma 4.7), and replacing \( s \) by \( 2s \) in (A.7), we deduce that

\[
\tilde{Z}_V(a, b, \omega_p, 2s) = \text{cov}(V^*) \pi^{2gs - g/2} e^{2\pi i \text{Tr}_{K/Q}(ab)} (-i)^{\text{Tr}(p)} \left( \prod_{j=1}^{g} \frac{\Gamma(\frac{1}{2} - \alpha_j(s))}{\Gamma(\beta_j(s))} \right) \tilde{Z}_{V^*}(-b, a, \omega_p, 1 - 2s),
\]

where \( \alpha_j(s) = s - \frac{[p]}{2} \) and \( \beta_j(s) = s + \frac{[p]}{2} \). Applying the change of variables \( s \mapsto 1 - s \) in (A.8) (so that \( \alpha_j(s) \mapsto \alpha_j(1 - s) = 1 - \beta_j(s) \) and \( \beta_j(s) \mapsto \beta_j(1 - s) = 1 - \alpha_j(s) \)), we get

\[
\tilde{Z}_V(a, b, \omega_p, 2(1 - s)) = \text{cov}(V^*) \pi^{\frac{3}{2}g - 2gs} (-i)^{\text{Tr}(p)} e^{2\pi i \text{Tr}_{K/Q}(ab)} \left( \prod_{j=1}^{g} \frac{\Gamma(\beta_j(s) - \frac{1}{2})}{\Gamma(1 - \alpha_j(s))} \right) \tilde{Z}_{V^*}(-b, a, \omega_p, 2s - 1).
\]

Now recall that the duplication formula for the gamma function reads as

\[
\Gamma(s)\Gamma(s + 1/2) = 2^{1 - 2s} \sqrt{\pi} \cdot \Gamma(2s).
\]

Replacing \( s \) by \( s - \frac{1}{2} \) in (A.10), we get

\[
\Gamma \left( s - \frac{1}{2} \right) \Gamma(s) = 2^{2 - 2s} \sqrt{\pi} \cdot \Gamma(2s - 1).
\]

Since either \( (\alpha_j(s), \beta_j(s)) = (s, s) \) or \( (\alpha_j(s), \beta_j(s)) = (s - 1/2, s + 1/2) \), it thus follows from (A.11) that

\[
2^{2 - 2s} \pi^{g/2} \prod_{j=1}^{g} \Gamma(\alpha_j(s) + \beta_j(s) - 1) = \prod_{j=1}^{g} \Gamma(\alpha_j(s)) \Gamma \left( \beta_j(s) - \frac{1}{2} \right).
\]
Using (A.12), we may rewrite (A.9) as
\[
\tilde{Z}_V(a, b, \omega_p, 2(1 - s)) = \pi 2^{g(1-s)} e^{2\pi i \text{Tr}_{K/Q}(ab)} \left( \prod_{j=1}^g \frac{\Gamma(\alpha_j(s) + \beta_j(s) - 1)}{\Gamma(\alpha_j(s))\Gamma(1 - \alpha_j(s))} \right) \tilde{Z}_V^*(b, a, \omega_p, 2s - 1). 
\]

Here, the key identity (A.13) will be used in Theorem 9.10.

Proposition A.10. Let \( s \in \mathbb{C} \) and \( p \in \mathbb{Z} \), and set \( \alpha = s - p/2 \) and \( \beta = s + p/2 \). Then, the quantity
\[
(-i)^{\beta-\alpha} \frac{\Gamma(\alpha + \beta - 1)}{\Gamma(\alpha)\Gamma(1 - \alpha)} \tag{A.14}
\]
depends only on the image \( \overline{p} \in \mathbb{Z}/2\mathbb{Z} \) rather than \( p \) itself. More precisely, we have
\[
(-i)^{\beta-\alpha} \frac{\Gamma(\alpha + \beta - 1)}{\Gamma(\alpha)\Gamma(1 - \alpha)} = \begin{cases} 
\frac{\Gamma(2s-1)}{\pi} \cdot \sin(\pi s) & \text{if } p \text{ is even} \\
-i \frac{\Gamma(2s-1)}{\pi} \cdot \cos(\pi s) & \text{if } p \text{ is odd}
\end{cases} \tag{A.15}
\]
In particular, the involution \((\alpha, \beta) \mapsto (\beta, \alpha)\) leaves (A.14) invariant.

Proof This follows from the Euler’s reflection formula for the gamma function. \(\square\)

A.1.3 The functions \( \varphi_p(s) \) and \( \psi_p(s) \)

In order to take advantage of Proposition A.10, it is convenient to make the following definitions:

Definition A.11. Let \( p \in \mathbb{Z}^g \) and let \( \alpha(s), \beta(s) \in \mathbb{C}^g \) be the associated weights, where \( \alpha_j(s) = s - \frac{p_j}{2} \) and \( \beta_j(s) = s + \frac{p_j}{2} \) for \( j = 1, \ldots, g \). Let also \( \overline{q} \in \mathbb{C} \). For each, \( j \in \{1, \ldots, g\} \), we define

1. \( \alpha_j^*(s) := \alpha_j(s) \) and \( \beta_j^*(s) := \beta_j(s) \) if \( \overline{q}_j = \overline{0} \).
2. \( \alpha_j^*(s) := \beta_j(s) \) and \( \beta_j^*(s) := \alpha_j(s) \) if \( \overline{q}_j = \overline{1} \).

We may now define the functions \( \psi_p(\overline{q}; s) \) and \( \varphi_p(\overline{q}; s) \). We set
\[
\psi_p(\overline{q}; s) := \prod_{j=1}^g (-i)^{\beta_j^*(s) - \alpha_j^*(s)} \frac{\Gamma(\alpha_j^*(s) + \beta_j^*(s) - 1)}{\Gamma(\alpha_j^*(s))\Gamma(1 - \alpha_j^*(s))}.
\]
\[ \varphi_p(\overline{q}; s) := \prod_{j=1}^{g} \left( \frac{\Gamma(\beta_j^*(s) - \alpha_j^*(s)) \cdot \Gamma(\alpha_j^*(s) - 1)}{\Gamma(1 - \alpha_j^*(s))} \right). \]

For the convenience of the reader, we present five obvious observations concerning the functions \( \psi_p(\overline{q}; s) \) and \( \varphi_p(\overline{q}; s) \).

**Proposition A.12.** (1) It follows from Proposition A.10 that \( \psi_p(\overline{q}; s) \) depends only on \( \overline{p} \in \overline{\mathcal{S}} \) rather than \( p \) itself.

(2) Since the involution \( s \mapsto 1 - s \) takes \( \alpha_j^*(s) \mapsto 1 - \beta_j^*(s) \) and \( \beta_j^*(s) \mapsto 1 - \alpha_j^*(s) \), it follows that \( \varphi_p(\overline{q}; 1 - s) = (-1)^{Tr(p)} \cdot \varphi_p(\overline{q}; s)^{-1} \) for all \( s \in \mathbb{C} \) where it is defined.

(3) Euler’s reflection formula for the gamma function implies that \( \varphi_p(\overline{q}; s) = \varphi_p(\overline{q}; s) \).

(4) It follows from Proposition A.10 that for any \( q \in \mathcal{S} \), \( \psi_p(q; s) = \psi_p(\overline{q}; s) \).

(5) It follows from Euler’s reflection formula that for any \( q \in \mathcal{S} \), \( \varphi_p(q; s) = \varphi_p(\overline{q}; s) \).

Because of (4) and (5), we see that \( \psi_p(q; s) \), \( \varphi_p(q; s) \) don’t depend, a posteriori, on the parameter \( q \) and, therefore, from now on, we simply write \( \psi_p(s) \) and \( \varphi_p(s) \).

**Remark A.13.** Contrary to the function \( \psi_p(s) \), the function \( \varphi_p(s) \) really depends on \( p \) itself rather than just on \( \overline{p} \).

Comparing the functional equations appearing in (A.13) and (A.7), we derive the following relations:

**Corollary A.14.** We have

(A.16) \[ \bar{Z}_V(a, b, \omega_{\overline{q}}, 2(1 - s)) = \text{cov}(V^*) \cdot e^{2\pi i Tr_K/\mathcal{Q}(ab)} \cdot (2\pi)^{2g(1-s)} \cdot \psi_p(s) \cdot \bar{Z}_V(-b, a, \omega_{\overline{q}}, 2s - 1), \]

and

(A.17) \[ \psi_p(s) \cdot (2\pi)^{2g(1-s)} = \lambda_p(2s - 1), \]

### A.2 A certain linear system of ODEs of order 2 in \( g \)-variables

Let \( \Pi_1 = \{ s \in \mathbb{C} : \text{Re}(s) > 1 \} \) and let \( T \subseteq \Pi_1 \) be a discrete subset. Suppose that

\[ G(z, s) : \mathfrak{h}^g \times (\Pi_1 \setminus T) \to \mathbb{C} \]
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is a real analytic function for which there exists a lattice $\mathcal{L} \subseteq \mathbb{R}^g$ such that, for each $s \in \Pi_1 \setminus T$ and $y \in (\mathbb{R}^\times)^g$ fixed, the function $[x \mapsto G(x + iy, s)]$ is $\mathcal{L}$-invariant. We may thus view $[x \mapsto G(x + iy, s)]$ as a function on the real torus $\mathbb{R}^g/\mathcal{L}$. In particular, it admits a Fourier series expansion of the form

$$a_0(y, s) + \sum_{\xi \in \mathcal{L}^* \setminus \{0\}} a_\xi(y, s) e^{2\pi i \text{Tr}(\xi y)}, \tag{A.18}$$

where $\mathcal{L}^*$ is the dual lattice of $\mathcal{L}$. We assume, furthermore, that for each $j \in J := \{1, \ldots, g\}$ and $s \in \Pi_1 \setminus T$,

$$\Delta_{j, p_j} G(z, s) = s(1 - s) G(z, s), \tag{A.19}$$

where $\Delta_{j, p_j}$ is the partial-graded Laplacian defined in (6.2). Then, combining the identities (A.18) and (A.19) for all $j \in J$, we find that the function $y \mapsto a_\xi(y, s)$ ($\xi \in \mathcal{L}^*$) lies in the common kernels of the following $g$ partial differential operators:

$$D_{j, p_j}[\xi; s] := -y_j^2 \frac{\partial^2}{\partial y_j^2} - 2\pi p_j y_j \xi^{(j)} + 4\pi y_j^2 (\xi^{(j)})^2 - s(1 - s) \quad (j \in J).$$

Here, $y_j$ corresponds to the $j$-th coordinate of $y \in K_C^\times$, and $\xi^{(j)}$ corresponds to the image of $\xi$ under the $j$-th embedding of $K$ into $\mathbb{R}$. For each $p \in \mathbb{Z}^g$, $\xi \in \mathcal{L}^*$ and $s \in \mathbb{C}$, we define

$$\mathcal{V}_p(\xi; s) := \bigcap_{j=1}^g \ker(D_{j, p_j}[\xi, s]).$$

From the theory of linear ODE's, we know that $\dim_{\mathbb{C}}(\mathcal{V}_p(\xi; s)) = 2^g$.

**Example A.15.** When $\xi = 0$, the solution space to $\mathcal{V}_p(\xi; s)$ is given explicitly by

$$\sum_{\mu \in \{s, 1-s\}^g} \mathbb{C} y^\mu,$$

where each element $\mu = (\mu_j)_{j=1}^g$ is a vector of length $g$, where its $j$-th coordinate $\mu_j \in \{s, 1 - s\}$. In this special case, the solution space does not depend on the weight $p$.

**Remark A.16.** When $\xi \neq 0$, one may also provide an explicit description of the vector space $\mathcal{V}_p(\xi; s)$ with the help of Kummer's hypergeometric function $_1F_1(a, b; z)$ but we will not need it.

In what follows, we will be particularly interested in the following subspace of $\mathcal{V}_p(\xi; s)$:

$$\mathcal{V}_p^b(\xi; s) := \{ f(y) \in \mathcal{V}_p(\xi; s) : f(y) \text{ is bounded as } |N(y)| \to \infty \}.$$

If fact, it will be proved below that if the parameter $s$ lies in a certain half plane which depends only on the weight $p$, then $\mathcal{V}_p^b(\xi; s)$ is one-dimensional.
For \( p \in \mathbb{Z} \), let \( A(s) = s \cdot 1 + \frac{p}{2} \in \mathbb{C}^2 \) and \( B(s) = s \cdot 1 - \frac{p}{2} \in \mathbb{C}^2 \) (note that the \( A(s) = \beta(s) \) and \( B(s) = \alpha(s) \) where \( \alpha(s) \) and \( \beta(s) \) are defined as in Section 4.4). It follows from the computation done in Section 4.4 (or from a direct calculation) that

\[
(A.20) \quad B_\xi(y; p; s) := \left[ y \mapsto \prod_{j=1}^g \tau(A_j(s), B_j(s); 1, \xi^{(j)}y_j) \right],
\]

is a function in the solution space \( \mathcal{V}_p(\xi; s) \). With no further assumption on \( s \), it may happen that \([y \mapsto B_\xi(y; p; s)] \equiv 0\). We now impose further assumptions on \( s \) in order to guarantee that \((A.20)\) is not identically equal to 0 and that it is bounded as \(|N(y)| \to \infty\). Let \( m_p := \max_{j \in J} \{\pm \frac{p}{2}\} \). Then we have the following proposition:

**Proposition A.17.** Let \( \xi \in \mathcal{L}^* \setminus \{0\} \) and let \( s \in \mathbb{C} \) with \( \text{Re}(s) > m_p \). Then \( \mathcal{V}_p^b(\xi; s) \) is a one-dimensional complex vector space. Moreover, \([y \mapsto B_\xi(y; p; s)]\) is a non-zero element of \( \mathcal{V}_p^b(\xi; s) \). Furthermore, if \( s \in \mathbb{R}_{>m_p} \), then for all \( y \in (\mathbb{R}^*)^g \), \( B_\xi(y; p; s) \neq 0 \).

**Proof** The fact that \( \mathcal{V}_p^b(\xi; s) \) is at most a one-dimensional complex vector space follows from the second part of (5) of Proposition 3.8. The fact that \([y \mapsto B_\xi(y; p; s)]\) lies in \( \mathcal{V}_p(\xi; s) \) follows from the computations done in Section 4.4 and the observation that the real analytic Eisenstein series constructed in this manuscript are eigenvectors (of eigenvalue \( s(1 - s) \)) of the partial Laplacians \( \Delta_{j,-p_j} \) (for \( j \in J \)). It is also possible to prove by a direct (but tedious) calculation that \([y \mapsto B_\xi(y; p; s)]\) is killed by the differential operator \( D_{j,p_j}[\xi; s] \). The fact that \([y \mapsto B_\xi(y; p; s)]\) is bounded as \(|N(y)| \to \infty\) follows from the definition of \( B_\xi(y; p; s) \) and (5) of Proposition 3.8. The fact that, for a fixed \( s \in \mathbb{R}_{>m_p} \), \([y \mapsto B_\xi(y; p; s)] \neq 0\) follows from (4) of Proposition 3.8. Finally, the non-vanishing of \([y \mapsto B_\xi(y; p; s)]\), when \( s \in \mathbb{R}_{>m_p} \), and \( y \in (\mathbb{R}^*)^g \), follows from (6) of Proposition 3.8. This concludes the proof. \( \square \)

For a real number \( p \in [1, \infty) \), or \( p = \infty \), and a vector \( w \in \mathbb{C}^g \), we let \( ||w||_p \) denote the \( \ell_p \)-norm. In particular, \( ||w||_\infty = \max_{j \in J} |w_j| \).

**Corollary A.18.** Let \( \xi \in \mathcal{L}^* \setminus \{0\} \) and let \( s \in \mathbb{C} \) with \( \text{Re}(s) > m_p \). Then

\[
(A.21) \quad \mathcal{V}_p^b(\xi; s) = \mathbb{C} \cdot B_\xi(y; p; s).
\]

Moreover, there exists a positive constant \( C_s > 0 \) (which depends only on \( s \) and not on \( p \)), such that for all \( \xi \in \mathcal{L}^* \setminus \{0\} \), and all \( y \in \mathbb{R}_{>0}^g \),

\[
(A.22) \quad f_\xi(y) \leq C_s \cdot |N(\xi)|^{2s-1} \cdot e^{-6 ||\xi y||_\infty}.
\]

**Proof** The proof of \((A.21)\) follows directly from Proposition A.17. The proof of \((A.22)\) follows from the inequalities \( ||\xi y||_1 \geq ||\xi y||_\infty \) and the explicit upper bound \((3.19)\) given in Proposition 3.15. \( \square \)

For a real number \( a \in \mathbb{R} \), recall that \( \Pi_a := \{s \in \mathbb{C} : \text{Re}(s) > a\} \). We may now state the main result of this appendix.
Proposition A.19. Let $T \subseteq \Pi_1$ be a discrete subset. Let $G(z, s) : \mathbb{h}^g \times (\Pi_1 \setminus T) \to \mathbb{C}$ be a real analytic function in $(z, s)$. Suppose that there exists a lattice $\mathcal{L} \subseteq \mathbb{R}^g$, such that, for each $s \in \Pi_1 \setminus T$ and $y \in (\mathbb{R}^\times)^g$ fixed, the function $[x \mapsto G(x + iy, s)]$ is $\mathcal{L}$-invariant. Let $p \in \mathbb{Z}^g$, and assume that for each $j \in J$, $\Delta_{j,p} G(z, s) = s(1 - s)G(z, s)$. Finally, suppose also that for each pair $(x, s) \in \mathbb{R}^g \times (\Pi_{mp} \setminus T)$ fixed, the function $[y \mapsto |G(x + iy, s)|]$ is bounded as $|N(y)| \to \infty$. Then the Fourier coefficient $a_\xi(y, s)$ lies in the solution space $V_p^h(\xi; s)$.

Proof From the previous discussion, we already know that, for each $\xi \in \mathcal{L}^*$, the coefficient $a_\xi(y, s)$ lies in the solution space $V_p(\xi; s)$ of complex dimension $2^g$. By assumption, for each pair $(x, s) \in \mathbb{R}^g \times (\Pi_{mp} \setminus T)$ fixed, the function $[y \mapsto |G(x + iy, s)|]$ is bounded as $|N(y)| \to \infty$. It follows from Parseval’s theorem (see (2) of Theorem 4.10) that $|a_\xi(y, s)|$ is bounded as $|N(y)| \to 0$, and, therefore, from Proposition A.17 we deduce that $a_\xi(y, s) \in V_p^h(y, s)$. □

A.3 Recurrence formula for the Taylor series coefficients around $s = 1$

It follows from Theorem 8.1 that the function $[s \mapsto G^0_{(m,n)}(U, p; z, s)]$ admits at most a pole of order one at $s = 1$. Let

\[(A.23) \quad G^0_{(m,n)}(U, p; z, s) = \sum_{n \geq -1} c_n(z)(s - 1)^n,\]

be its Taylor series development around $s = 1$. It is proved in Section 4 that for each $j \in J := \{1, 2, \ldots, g\}$, $G^0_{(m,n)}(U, p; z, s)$ is an eigenvector with eigenvalue $s(1 - s)$ for the partial-graded Laplacian $\Delta_{j-p}$. Therefore, if we apply, $\Delta_{j-p}$ to (A.23), we find that the real analytic functions $c_n(z)$ must satisfy, for each $j \in J$, the following relations:

1. $\Delta_{j-p}(c_{-1}(z)) = 0$,
2. $\Delta_{j-p}(c_0(z)) = -c_{-1}(z)$,
3. $\Delta_{j-p}(c_n(z)) = -c_{n-1}(z) - c_{n-2}(z)$ for $n \geq 1$.

A.4 Riemannian metric on $\mathbb{h}^g$ and the distance to a cusp

We view $\mathbb{h}^g$ as a complex analytic manifold. Since the group $SL_2(\mathbb{R})^g$ acts transitively on $\mathbb{h}^g$ and that $\text{Stab}_{SL_2(\mathbb{R})}(i, 1, \ldots, i) = SO(2)^g$, it follows that

\[(A.24) \quad \mathbb{h}^g \simeq SL_2(\mathbb{R})^g/SO(2)^g.\]
From the isomorphism (A.24) and the compactness of $SO(2)^g$, we may deduce from Proposition 1.6 of [30] that a subgroup $\Gamma \leq SL_2(\mathbb{R})^g$ is discrete if and only if it acts properly discontinuously on $\mathfrak{h}^g$.

The group of complex analytic isomorphisms of $\mathfrak{h}^g$, which we denote by $\text{Hol}(\mathfrak{h}^g)$, fits into the following short exact sequence:

$$1 \to PSL_2(\mathbb{R})^g \to \text{Hol}(\mathfrak{h}^g) \to S_g \to 1.$$  

Here, $S_g$ denotes the symmetric group of degree $g$, which we let act on $\mathfrak{h}^g$, by permuting the $g$ coordinates of $\mathfrak{h}^g$. We endow the space $\mathfrak{h}^g$ with the Poincaré metric

$$ds^2 = \sum_{i=1}^{g} \frac{dx_i^2 + dy_i^2}{y_i^2},$$

where $z = (z_i)_{i=1}^g$ and $z_i = x_i + iy_i$. The Riemannian volume form of $(\mathfrak{h}^g, ds^2)$ is given in local coordinates by

$$(A.25) \quad dV := \frac{i}{2} \frac{dz_j \wedge d\overline{z}_j}{\text{Im}(z_j)^2} = \frac{1}{2} \frac{dx_j \wedge dy_j}{y_j^2}.$$  

It is also sometimes called the Gauß-Bonnet form.

The group of real analytic isometries of $\mathfrak{h}^g$, which we denote by $\text{Isom}^\infty(\mathfrak{h}^g)$, fits into the following short exact sequence:

$$1 \to PSL_2(\mathbb{R})^g \to \text{Isom}^\infty(\mathfrak{h}^g) \to S_g \times S_2^g \to 1.$$  

Here, the group $S_2^g$ acts on $\mathfrak{h}^g$ in the following way: if we let $\sigma_i := (0, \ldots, 1, \ldots, 0) \in S_2^g$, where 1 is placed in the $i$-th position, then $(\sigma_i(z))_j = z_j$, if $j \neq i$ and $(\sigma_i(z))_i = -\overline{z}_i$. Note that the isometry $\sigma_i \in S_2^g$ changes (a choice) the orientation of $\mathfrak{h}^g$.

Recall that a discrete subgroup $\Gamma \leq PSL_2(\mathbb{R})^g$ is said to be irreducible if the image of each projection $\pi_j : \Gamma \to PSL_2(\mathbb{R})^{g-1}$ (where $\pi_j$ forgets about the $j$-th coordinate) is dense. We have the following fundamental result of Selberg (see [29]):

**Theorem A.20.** (Selberg) Let $\Gamma \leq PSL_2(\mathbb{R})^g$ be an discrete subgroup with $g \geq 2$. Assume that $\Gamma$ is

(i) irreducible, 

(ii) has a fundamental domain of finite volume, 

(iii) has at least one cusp.

Then, a conjugate of $\Gamma$ (inside $PSL_2(\mathbb{R})^g$) is commensurable to $PSL_2(\mathcal{O}_K)$, for some totally real field $K$ of dimension $g$ over $\mathbb{Q}$. Here $\mathcal{O}_K$ denotes the ring of integers of $K$. 
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Remark A.21. When \( g = 1 \), it is possible to show that there are (uncountably) many examples of discrete subgroups \( \Gamma \leq PSL_2(\mathbb{R}) \) which satisfy (ii) and (iii) but which are not commensurable to a conjugate of \( PSL_2(\mathbb{Z}) \). For one such explicit example, one can take \( \Gamma \) to be a Hecke triangle group where the underlying hyperbolic triangle has one vertex placed at infinity and one angle of magnitude \( \frac{\pi}{3} \). In this case, \( \Gamma \) cannot be commensurable to a conjugate subgroup of \( PSL_2(\mathbb{Z}) \). Indeed, since the commensurator of \( PSL_2(\mathbb{Z}) \) is equal to \( PSL_2(\mathbb{Q}) \), we must have \( g\Gamma g^{-1} \leq PSL_2(\mathbb{Q}) \) for some \( g \in PSL_2(\mathbb{R}) \). Finally, one uses the well-known fact that if \( \gamma \in PSL_2(\mathbb{Q}) \) is an element of finite order \( n \) then necessarily \( n \in \{1, 2, 3\} \).

Now let \( \Gamma \leq (GL_2^+(\mathbb{R}))^g \) be a discrete subgroup. In light of Theorem A.20, we don’t loose much by assuming that \( \Gamma \leq GL_2^+(K) \) is commensurable to \( GL_2(O_K) \). We have the natural projection map

\[
\pi : GL_2^+(K) \to PSL_2(\mathbb{R})
\]
given by \( \gamma \mapsto \frac{\gamma}{\sqrt{\det(\gamma)}} \). We let \( \overline{\Gamma} \) be the image of \( \Gamma \) under the natural projection map \( \pi : GL_2^+(K) \to PSL_2(\mathbb{R}) \), then it follows that \( \overline{\Gamma} \) acts properly discontinuously on \( \mathfrak{h}^g \). In particular, for every point \( z \in \mathfrak{h}^g \), we have that \( Stab_{\overline{\Gamma}}(z) \) is a finite group, and, therefore, the quotient space

\[
Y_{\overline{\Gamma}} := \Gamma \backslash \mathfrak{h}^g = \overline{\Gamma} \backslash \mathfrak{h}^g,
\]
has the structure of a complex analytic orbifold. Since \( \overline{\Gamma} \subseteq Isom^\infty(\mathfrak{h}^g) \), the metric \( ds^2 \) on \( \mathfrak{h}^g \) descends to a metric on \( Y_{\overline{\Gamma}} \). Therefore, \( Y_{\overline{\Gamma}} \) is a Riemannian orbifold.

A parabolic element \( \gamma \in \Gamma \), when viewed as acting on \( \mathbb{C}^g \) via its corresponding Möbius transformation, has a unique fixed point \( z_0 \), which lies necessarily in \( \mathbb{P}^1(K) \subseteq \mathbb{P}^1(\mathbb{R}) \). As it is well-known, the coset \( \Gamma z_0 \in \Gamma \backslash \mathbb{P}^1(K) \) corresponds geometrically to a cusp, i.e., an infinite shrinking end inside the space \( Y_{\overline{\Gamma}} \). It is also easy to see, that for each \( \mathfrak{c} \in \mathbb{P}^1(K) \), there exists at least one parabolic element \( \gamma \in \Gamma \) such that \( \mathfrak{c} \) is fixed. For the reasons mentioned above, we call the elements in \( \mathbb{P}^1(K) \) simply cusps. We note that the group \( GL_2^+(K) \) acts transitively on \( \mathbb{P}^1(K) \) via Möbius transformation. A right coset in \( \Gamma \backslash \mathbb{P}^1(K) \) will be called a relative \( \Gamma \)-cusp. Usually, a right coset in \( \Gamma \backslash \mathbb{P}^1(K) \) containing a cusp \( \mathfrak{c} \) will be denoted by \([\mathfrak{c}]_\Gamma\). We also define the set of cusps of \( Y_{\overline{\Gamma}} \) as the set of relative \( \Gamma \)-cusps, i.e., as the set of cosets \( \{[\mathfrak{c}]_\Gamma : \mathfrak{c} \in \mathbb{P}^1(K)\} \).

For \( z \in \mathfrak{h}^g \) and \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2^+(K) \), we have the formula

\[
(A.26) \quad \text{Im}(\gamma z) = \text{det}(\gamma) \cdot \frac{\text{Im}(z)}{|cz + d|^2} \in \mathfrak{h}^g.
\]

Let \( \mathfrak{c} \in \mathbb{P}^1(K) \) be a cusp and choose a writing of \( \mathfrak{c} = \frac{a}{b} \) with \( a, b \in K \) (we do not require here to choose \( a \) and \( b \) in \( O_K \)). For \( z \in \mathfrak{h}^g \), following van der Geer (see p. 7 of [14]), we
define

\[\mu(c, z) := \frac{(N((a, b)))^2 N(y)}{|N(-bz + a)|^2}.\]

Here, \((a, b) = a\mathcal{O}_K + b\mathcal{O}_K \subseteq K\) corresponds to the fractional \(\mathcal{O}_K\)-ideal generated by \(a\) and \(b\), and \(N((a, b)) := [\mathcal{O}_K : (a, b)] \in \mathbb{Q}_{>0}\); the rational index \([\mathcal{O}_K : (a, b)]\) being defined as in Section 4. One readily sees that the right-hand side of (A.27) is independent of the choice of the writing of \(c\). Moreover, if we choose (arbitrarily) an element \(\gamma = \begin{pmatrix} a & * \\ b & * \end{pmatrix} \in GL_2^+(K)\), such that \(\gamma(\infty) = \frac{a}{b} = c\), where \(\infty = \frac{1}{0}\), a direct calculation shows that

\[\mu(c, z) = N(\det(\gamma))^{-1} N((a, b))^2 N(\text{Im}(\gamma^{-1} z)).\]

From (A.28), one gets that, for all \(\eta \in GL_2^+(\mathcal{O}_K), c \in \mathbb{P}^1(K)\) and \(z \in \mathfrak{h}^g\)

\[\mu(\eta c, \eta z) = \mu(c, z).\]

Therefore the function \(\mu\) is \(\textit{jointly invariant}\) under the isometries induced by the matrices in \(GL_2^+(\mathcal{O}_K)\).

Remark A.22. In general, the function \(\mu\) is not necessarily jointly invariant under the isometry of \(\mathfrak{h}^g\) induced by a matrix \(\eta \in GL_2^+(K)\).

The next proposition describes the main properties of the function \(\mu\).

**Proposition A.23.** The function \(\mu\) satisfies the following properties:

1. Let \(c_1, c_2 \in \mathbb{P}^1(K)\). There exists a positive real number \(r\), depending only on \(K\), such that

   \[|\mu(c_1, z)| > r \quad \text{and} \quad |\mu(c_2, z)| > r \quad \text{for all} \quad z \in \mathfrak{h}^g \implies c_1 = c_2.\]

2. There exists a positive real number \(s\), depending only on \(K\), such that for all \(z \in \mathfrak{h}^g\) there exists a cusp \(c \in \mathbb{P}^1(K)\) such that \(\mu(c, z) > s\).

3. For all finite cusp \(c = \frac{a}{b} \in K \subseteq \mathbb{P}^1(K)\) (so that \(c \neq 0\)) and all \(z \in \mathfrak{h}^g\), one has that

   \[\mu(c, z) \leq \frac{1}{|N(y)|}.\]

**Proof** (1) and (2) are proved on p. 7 and 8 of [14]. It remains to prove (3). Without loss of generality, let us assume that \(a, b \in \mathcal{O}_K\). We have

\[\mu(c, z) = \frac{(N((a, b)))^2 N(y)}{|N(-bz + a)|^2} \leq \frac{1}{N(y)},\]

where the inequality above follows directly from the two obvious inequalities \(N((a, b)) \leq |N(b)|\) and \(|-b^{(j)}z_j + a^{(j)}| \geq |b^{(j)}y_j| (1 \leq j \leq g)\). The result follows. \(\square\)

Remark A.24. One should view the quantity \(\frac{1}{\mu(c, z)^{1/2}}\) as providing a distance between the cusp \(c\) and the point \(z \in \mathfrak{h}^g\) which is “compatible” with the hyperbolic metric in the sense that \(\mu\) is jointly invariant under the discrete group of isometries induced by \(GL_2^+(\mathcal{O}_K)\).
A.4.1 Sphere of influence and neighborhood of a cusp

We use the same notation as in the section above. Recall that $\Gamma \leq GL_2^+(O_K)$ is a discrete subgroup commensurable to $GL_2^+(O_K)$ and that $\overline{\Gamma}$ denotes its image under the natural projection $\pi : GL_2^+(K) \to \text{PSL}_2(R)$. Recall also that $Y_{\Gamma} = \Gamma \backslash h^g$ is a Riemannian orbifold. Using the function $\mu$ introduced in the previous section, we first define the “sphere of influence” at a cusp $c$ relative to the group $GL_2^+(O_K)$ (which is a certain subset of $h^g$).

Secondly, by considering certain translates of these spheres of influence, and projecting to $Y_{\Gamma}$, we construct a certain neighborhood of the relative cusp $[c]_\Gamma \subseteq Y_{\Gamma}$.

As is explained on p. 8 and 9 of [14], for each cusp $c \in \mathbb{P}^1(K)$, one may define a sphere of influence $F_c \subseteq h^g$, where

$$F_c := \{ z \in h^g : \mu(c, z) \geq \mu(c', z) \text{ for all } c' \in \mathbb{P}^1(K) \}.$$  

One may check that for all $\gamma \in GL_2^+(O_K)$, $F_{\gamma c} = \gamma F_c$. In particular, the set of $GL_2^+(O_K)$-translates of $F_c$ provides a tessellation of $h^g$. We call the set $F_c$ the sphere of influence at the cusp $c$ relative to the group $GL_2^+(O_K)$.

Given a relative cusp $[c]_\Gamma$, we would like to define a certain neighborhood $B_c \leq Y_{\Gamma}$ of $[c]_\Gamma$. At first, let us assume that $\Gamma \leq GL_2^+(O_K)$ (rather than just in $GL_2^+(K)$), and, as before, we denote its image in $PSL_2(R)^g$ by $\overline{\Gamma}$. Let $\{c_1, \ldots, c_h\} \subseteq \mathbb{P}^1(K)$ be a complete set of representatives of the relative $\Gamma$-cusps. For each $c \in \{c_1, \ldots, c_h\}$, we let $\Gamma_c = \text{Stab}_\Gamma(c)$. As it is explained on p. 8 and 9 of [14], the quotient space $Y_{\Gamma} = \Gamma \backslash h^g$ may be decomposed as

$$Y_{\Gamma} = \bigcup_{j=1}^{h} B_{[c_j]_\Gamma},$$

where $B_{[c_j]_\Gamma}$ is the image of the natural map $\iota_{c_j} : \Gamma_{c_j} \backslash F_{c_j} \to Y_{\Gamma}$.

Let us now treat the general case. By assumption, $\Gamma$ is commensurable to $GL_2(O_K)$. Therefore, there exists a subgroup $\Gamma' \leq \Gamma$ such that $\Gamma'$ has finite index in $GL_2(O_K)$. In particular, from the previous paragraph, for each relative cusp $[c]_{\Gamma'}$, we can associate a neighborhood $B_{[c]_{\Gamma'}} \leq Y_{\Gamma'}$ of the relative cusp $[c]_{\Gamma'}$. Since $[\Gamma : \Gamma'] < \infty$, we have a natural finite covering map $p : Y_{\Gamma'} \to Y_{\Gamma}$. Finally, given a cusp $c \in \mathbb{P}^1(K)$, we define

$$B_{[c]_\Gamma} := \bigcup_{p([c]_{\Gamma'}) = [c]_\Gamma} p(B_{[c]_{\Gamma'}}).$$

A.5 A proof of Proposition 5.44 using the point-pair invariant kernel method

Proof Our proof of Proposition 5.31 is inspired from Kubota’s approach presented on p.12 and 13 of [22], where the inequality (5.43) is proved for discrete subgroups of $SL_2(R)$ which
admit a finite covolume and at least one cusp. Let \( \Gamma := SL_2(\mathcal{O}_K) \) be the Hilbert modular group of \( K \). The group \( \Gamma \) acts naturally on the left of \( \mathbb{P}^1(K) \) by Möbius transformations in the following way:

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} x, y \\ 1 \end{pmatrix} = \begin{pmatrix} ax + by, cx + dy \end{pmatrix}.
\]

Let

\[ C := \{ c_1 := [c_1; d_1], \ldots, c_h := [c_h; d_h] \} \in \mathbb{P}^1(K), \]

be a complete set of representatives of the relative \( \Gamma \)-cusps, where \( c_i, d_i \in \mathcal{O}_K \) for all \( i \in \{1, \ldots, h\} \). (see Appendix [A.4 for some basic notions on cusps). Without loss of generality, we may assume that \( c_1 = [1, 0] \), so that \( c_1 = 1 \) and \( d_1 = 0 \). We may also assume that each pair \((c_i, d_i)\) is \( \mathcal{O}_K \)-reduced (even though we don’t need it in the present proof), in the sense that \( c_i \) and \( d_i \) are not simultaneously divisible by a non-unit element of \( \mathcal{O}_K \).

In general, it is not always possible to choose the elements \( c_i \) and \( d_i \) to be coprime, since \( \mathcal{O}_K \) may fail to be a unique factorization domain.

Let \( \Gamma_{c_i} = \text{Stab}_\Gamma(c_i) \) be the stabilizer of the cusp \( c_i \) and let \( \eta \in \Gamma_{c_i} \). Since entries of \( \eta \) are algebraic integers, and \( \det(\eta) = 1 \), it follows that

\[
\eta \begin{pmatrix} c_i \\ d_i \end{pmatrix} = \epsilon_{\eta} \begin{pmatrix} c_i \\ d_i \end{pmatrix},
\]

for some \( \epsilon_{\eta} \in \mathcal{O}_K^\times \). Since \( C \) is a complete set of representatives of the relative \( \Gamma \)-cusps, for each pair \((c, d) \in \mathcal{R}^\prime\), there exist \( \lambda \in K^\times \), \( \gamma \in \Gamma \), and an index \( i \in \{1, \ldots, h\} \), such that

\[
\lambda \cdot \gamma \begin{pmatrix} c_i \\ d_i \end{pmatrix} = \begin{pmatrix} c \\ d \end{pmatrix}.
\]

Looking more closely at (A.32), we see that, in fact, \( \lambda \in a_i^{-1} \) where \( a_i = c_i\mathcal{O}_K + d_i\mathcal{O}_K \).

Also, since for any \( \lambda \in a_i^{-1} \), \( \begin{pmatrix} \lambda c_i \\ \lambda d_i \end{pmatrix} \in \left( \begin{pmatrix} \mathcal{O}_K \\ \mathcal{O}_K \end{pmatrix} \right) \), it follows from (A.31) and (A.32) that

\[
\bigcup_{i=1}^{h} \bigcup_{\lambda \in a_i^{-1}} \left( \Gamma/\Gamma_{c_i} \right) \begin{pmatrix} \lambda c_i \\ \lambda d_i \end{pmatrix} = \left( \begin{pmatrix} \mathcal{O}_K \\ \mathcal{O}_K \end{pmatrix} \right) \pmod{\mathcal{O}_K^\times}.
\]

For each cusp \( c_i = [c_i, d_i] \in C \), let us choose, arbitrarily, a matrix

\[
\delta_i^{-1} = \begin{pmatrix} c_i & * \\ d_i & * \end{pmatrix} \in SL_2(K).
\]

In particular, \( \delta_i^{-1} \infty = c_i \). It follows from (A.33) that

\[
\bigcup_{i=1}^{h} \bigcup_{\lambda \in a_i^{-1}\{0\}} \left( \Gamma/\Gamma_{c_i} \right) \lambda \cdot \delta_i^{-1} = \left\{ \begin{pmatrix} a & *_1 \\ b & *_2 \end{pmatrix} : a, b \in \mathcal{O}_K, (a, b) \neq (0, 0) \right\} \pmod{\mathcal{O}_K^\times},
\]
where the symbols $\ast_1$ and $\ast_2$ go over suitable subsets of $K$ which are determined by the above equality. Consider now the involution
\[
\mathfrak{s} : M_2(K) \to M_2(K)
\]
\[
M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto M^\mathfrak{s} = \begin{pmatrix} d & -b \\ -c & a \end{pmatrix}
\]
The set involution $\mathfrak{s}$ satisfies the following easily verified properties:

(i) For all $M \in M_2(K)$, $M^\mathfrak{s} = (M^*)^t$.

(ii) For all $M \in M_2(K)$ and $\lambda \in K$, $(\lambda M)^\mathfrak{s} = \lambda \cdot M^\mathfrak{s}$.

(iii) For all $M \in SL_2(K)$, $M^\mathfrak{s} = M^{-1}$.

(iv) For all $M_1, M_2 \in M_2(K)$, $(M_1 + M_2)^\mathfrak{s} = M_1^\mathfrak{s} + M_2^\mathfrak{s}$.

(v) For all $M_1, M_2 \in M_2(K)$, $(M_1 M_2)^\mathfrak{s} = M_2^\mathfrak{s} M_1^\mathfrak{s}$.

In particular, if follows from (ii), (iv) and (v) that $\mathfrak{s}$ is an $K$-linear anti-automorphism of the matrix ring $M_2(K)$. Applying $\mathfrak{s}$ to each side of (A.35), we finally obtain the following equality of sets:

\[
(A.36) \bigcup_{i=1}^{h} \bigcup_{\lambda \in b_i \setminus \{0\}} \lambda \cdot \delta_i \left( \Gamma_{c_i} \setminus \Gamma \right) = \left\{ \left( \begin{array}{cc} \ast_1 & \ast_2 \\ a & b \end{array} \right) : a, b \in \mathcal{O}_K, (a, b) \neq (0, 0) \right\} \mod \mathcal{O}_K^\times,
\]
where $b_i := a_i^{-1}$. Note that, for each index $i$, if we replace $\delta_i$ by $\delta_i \eta$ in (A.36), for some $\eta \in \Gamma_{c_i}$, then (A.36) still holds true.

We would like now to take advantage of the set equality (A.36) in order to rewrite the “almost” Eisenstein series $E(z, s)$, which appears in (5.42), as a finite sum of classical real analytic Poincaré-Eisenstein series of weight 0. For $1 \leq i \leq h$, we define
\[
E_i(z, s) := \sum_{\gamma \in S_i} \text{Im}(\delta_i \gamma z)^s,
\]
where for $1 \leq i \leq h$, $S_i \subseteq \Gamma$ is a complete set of representatives of $\Gamma_{c_i} \setminus \Gamma$. Here $\Gamma_{c_i} = \text{Stab}_{\Gamma}(c_i)$. One may check that the series $E_i(z, s)$ are well-defined and that each of them, when viewed as a function in $z$, is a real analytic modular form of weight zero for the congruence group $\Gamma$.

For a lattice $a \leq K$, recall that (see Definition A.8)
\[
(A.37) \quad \tilde{Z}_a(0, 0, \omega_0, 2s) = \sum_{\{0 \neq \lambda \in a\}/\mathcal{O}_K^\times(\infty)} \frac{1}{|N(\lambda)|^{2s}},
\]
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where $2s \in \Pi_1$. If we let $e = [\mathcal{O}_K^\times : \mathcal{O}_K^\times(\infty)]$, then it follows from (A.37) that

$$
\tilde{Z}_a(0, 0, \omega_{\mathfrak{P}}, 2s) = e \cdot \sum_{\{0 \neq \lambda \in \mathfrak{a}/\mathcal{O}_K^\times\}} \frac{1}{|N(\lambda)|^{2s}}.
$$

From the definitions of $E_i(z, s)$ and $\tilde{Z}_a(0, 0, \omega_{\mathfrak{P}}, 2s)$, the set equality (A.36) implies that

$$
E(z, s) = \sum_{(c, d) \in \mathcal{R}''} \frac{|y|^{1-s}}{|N(cz + d)|^{2s}}
$$

$$
\leq \frac{1}{e} \left( \tilde{Z}_{\mathcal{O}_K}(0, 0, \omega_{\mathfrak{P}}, 2s) \cdot (E_1(z, s) - N(y)^s) + \sum_{i=2}^{h} \tilde{Z}_{b_i}(0, 0, \omega_{\mathfrak{P}}, 2s) \cdot E_i(z, s) \right).
$$

Recall here that $\mathcal{R}''$ is a complete set of representatives of $(\mathcal{O}_K \setminus \{0\}) \times \mathcal{O}_K$ modulo the diagonal action of $\mathcal{O}_K^\times$. In order to uniformize the notation, we let $\tilde{E}_1(z, s) := (E_1(z, s) - N(y)^s)$ and, for $i \geq 2$, $\tilde{E}_i(z, s) = E_i(z, s)$.

Looking at the defining series of $\tilde{Z}_{b_i}(0, 0, \omega_{\mathfrak{P}}, 2s)$, one readily sees that there exists a constant $D > 0$, such that for all $s \in \Pi_1$ and all $i \in \{1, 2, \ldots, g\}$,

$$
|\tilde{Z}_{b_i}(0, 0, \omega_{\mathfrak{P}}, 2s)| \leq D.
$$

Therefore, in order to show the inequality (5.43) of Proposition 5.44, it is enough to show that, for each $s > 1$ fixed, and for all $i \in \{1, \ldots, h\}$, there exists a constant $C_{i,s} > 0$ such that for all $z \in \mathfrak{h}^\theta$,

$$
\tilde{E}_i(z, s) \leq C_{i,s} \cdot |N(y)|^{1-s}.
$$

The proof will be a consequence of the following two facts:

(a) The function $z \mapsto \tilde{E}_i(z, s)$ is invariant under a co-compact subgroup of the group

$$
\gamma \mathcal{U}(\mathbb{R}) \gamma^{-1},
$$

for some $\gamma \in \mathcal{G}_1(\mathbb{R})$, where $\mathcal{U}(\mathbb{R})$ corresponds to the unipotent subgroup of upper triangular matrices.

(b) In the indexing set of the defining sum of $\tilde{E}_i(z, s)$, there is no matrix of the form

$$
\begin{pmatrix}
* & * \\
0 & *
\end{pmatrix} \in \mathcal{S}_i
$$

which occurs.

Note that (a) and (b) are valid for each index $i \in \{1, \ldots, h\}$. Therefore, in order to prove (A.40), it is enough to prove it in the special case where $i = 1$. Moreover, replacing $z \in K_\mathbb{C}^\times$ by $\eta z$ in $\tilde{E}_1(z, s)$, if necessary, where $\eta$ is a suitable matrix in $\mathcal{G}(\mathbb{R}) = GL_2(\mathbb{R})^\theta$ (which does not affect (a) and (b)), we may assume, without loss of generality, that $z \in \mathfrak{h}^\theta$.

Now, we need to introduce the key notion of a point-pair invariant kernel. For $z, z' \in \mathfrak{h}^\theta$, we let $d(z, z')$ be the hyperbolic distance between $z$ and $z'$. Given $\epsilon > 0$, we consider the
point-pair invariant \( k_{\epsilon}(z, z') \) given by

\[
k_{\epsilon}(z, z') := \begin{cases} 
1 & \text{if } d(z, z') < \epsilon \\
0 & \text{if } d(z, z') \geq \epsilon
\end{cases}
\]

The point-pair invariance means that for all \( \gamma \in G_1(\mathbb{R}) = SL_2(\mathbb{R})^g \) and all \( z, z' \in \mathfrak{h}^g \), one has that \( k_{\epsilon}(z, z') = k_{\epsilon}(\gamma z, \gamma z') \). Such point-pair invariant kernel gives rise to translation invariant integral operators, see §1.3 of [22] for more details.

For any \( \gamma = \begin{pmatrix} * & * \\ c & d \end{pmatrix} \in G_1(\mathbb{R}) \), the function

\[
z \mapsto \text{Im}(\gamma z)^{\frac{3-s}{2}} \frac{y^{3-s}}{|N(cz + d)|^{2s}}
\]

is a simultaneous eigenvector, with eigenvalues \( s(1-s) \), of the \( g \) graded Laplacians \( \{ \Delta_j : j = 1, \ldots, g \} \). For the definition of \( \Delta_j \) and a proof that \( \text{Im}(\gamma z)^{1-s} \) is a \( \Delta_{j,0} \)-eigenvector, see Section A. Using a argument similar to the proof of Theorem 1.3.2 of [22], it follows that there exists a positive constant \( \Lambda_{\epsilon} > 0 \), independent of the matrix \( \gamma \in G_1(\mathbb{R}) \), such that

\[
\int_{\mathfrak{h}^g} k(z, z') \cdot \text{Im}(\gamma z')^{\frac{3-s}{2}} dV(z') = \Lambda_{\epsilon} \cdot \text{Im}(\gamma z)^{1-s}.
\]

Here \( dV(z) \) stands for the volume form of \( \mathfrak{h}^g \) with respect to the Poincaré metric, see Appendix A. Using the point-pair invariance of \( k_{\epsilon}(z, z') \), a change of coordinates shows that

\[
\int_{\mathfrak{h}^g} k(z, z') \cdot \text{Im}(\gamma z')^{1-s} dV(z') = \int_{\mathfrak{h}^g} k(\gamma z, z') \text{Im}(z')^{1-s} dV(z').
\]

Note that the integral on the right-hand side of (A.43) corresponds to the integral of the function \( z' \mapsto \text{Im}(z')^{3-s} = N(y')^s \) in a hyperbolic \( g \)-dimensional disc of radius \( \epsilon \) with center \( \gamma z \).

From (A.42), we have

\[
\tilde{E}_1(z, s) = \Lambda_{\epsilon} \int_{\mathfrak{h}^g} \sum_{\eta \in \mathcal{S}_1} k_{\epsilon}(\eta z, z') \text{Im}(z')^{1-s} dV(z').
\]

Given an \( s > 1 \), it remains to show that the integral on the right-hand side of (A.44) is bounded by \( C_s \cdot N(y)^{1-s} \), for some positive constant \( C_s \) which independent of \( z \in \mathfrak{h}^g \).

The group \( \Gamma_\infty \leq U(\mathbb{R}) \) acts naturally on the space \( \mathfrak{h}^g \). Following Lemma 2.10 of [17], there are closed paralleloptopes \( P \subseteq \{ x' \in \mathbb{R}^g : \text{Tr}(w') = 0 \} \) (of dimension \( g \)) and \( Q \subseteq \{ w' \in \mathbb{R}^g : \text{Tr}(w') = 0 \} \) (of dimension \( g-1 \)), such that

\[
\left\{ x' + t'e^{w'} i \in \mathfrak{h}^g : t' \in \mathbb{R}_{>0}, x' \in P, w' \in Q \right\}.
\]
is a fundamental domain for the action of $\Gamma_{\infty}$ on $\mathfrak{h}^g$. Here
\[ w' = (w'_1, \ldots, w'_g) := \frac{1}{N(y')^{1/g}} (\log y'_1, \ldots, \log y'_g). \]

By definition of $S_1$, for each $\eta = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in S_1$, one has $c \neq 0$ with $a, c \in O_K$. It follows from a similar calculation as the one done in the proof of (iii) of Proposition A.23 that
\[ \text{(A.45)} \quad \text{Im}(\eta z) \leq \frac{1}{N(y)}. \]

Note that the above inequality hold true precisely because $c \neq 0$.

From (A.45) we find that
\[ \text{(A.46)} \quad \int_{y} \sum_{\eta \in S_1} k_\epsilon(\eta z, z') \text{Im}(z')^{2-s} dV(z') \leq \int_{z' \in D} N(y')^s dV(z'), \]
where
\[ D := \left\{ x' + t' e^{w'} i \in \mathfrak{h}^g : t' \in \left[ 0, \frac{1}{N(y)} \right], x' \in P, w' \in Q \right\}. \]

In order to show that the integral appearing in the right-hand side of (A.46) is bounded from above, we make a change of variables. We pose $t := N(y)$ and $u_i := \frac{u_i}{t^{1/g}} = e^{w_i}$ for $i \in \{1, \ldots, g\}$. In particular, we have $N(u) = 1$. A direct computation shows that
\[ dy_1 \wedge \ldots \wedge dy_{g-1} \wedge dy_g = \frac{u_g}{g} du_1 \wedge \ldots \wedge du_{g-1} \wedge dt. \]

It thus follows that
\[ \int_{z' \in D} N(y')^s dV(z') = \int_{z' \in D} (t')^{s-2} \frac{u_g}{g} \cdot dt' \wedge dx_1 \wedge \ldots \wedge dx_g \wedge du_1 \wedge \ldots \wedge du_{g-1} \]
\[ \leq \frac{C}{s-1} \cdot N(y)^{1-s}, \]
where the constant $C$ depends only on the paralleloptopes $P$ and $Q$ and, therefore, not on the variables $s$ and $z \in \mathfrak{h}^g$. This concludes the proof of the inequality (5.43).  \( \square \)
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