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Abstract. We present evidence of anisotropic galaxy assembly bias in the Baryon Oscillation Spectroscopic Survey Data Release 12 galaxy sample at a level exceeding 5σ. We use measurements of the line-of-sight velocity dispersion $\sigma^*$ and stellar mass $M_*$ to perform a simple split into subsamples of galaxies. We show that the amplitude of the monopole and quadrupole moments of the power spectrum depend differently on $\sigma^*$ and $M_*$, allowing us to split the galaxy sample into subsets with matching monopoles but significantly different quadrupoles on all scales. Combining data from the LOWZ and CMASS NGC galaxy samples, we find $>5\sigma$ evidence for anisotropic bias on scales $k < 0.15 \, h\, \text{Mpc}^{-1}$. We also examine splits using other observed properties. For galaxy samples split using $M_*$ and projected size $R_0$, we find no significant evidence of anisotropic bias. Galaxy samples selected using additional properties exhibit strongly varying degrees of anisotropic assembly bias, depending on which combination of properties is used to split into subsets. This may explain why previous searches for this effect using the Fundamental Plane found inconsistent results. We conclude that any selection of a galaxy sample that depends on $\sigma^*$ can give biased and incorrect Redshift Space Distortion measurements.

Keywords: cosmological parameters from LSS, galaxy clustering, redshift surveys, power spectrum

ArXiv ePrint: 2004.07240
1 Introduction

The main goal of current and future galaxy redshift surveys is to extract cosmological information from the observed galaxy density field. This information is encoded in the underlying dark matter density field, the galaxy bias and the projection from comoving positions to observed quantities — galaxy angular positions and redshifts.

Galaxy bias is the term used to describe the connection between galaxies and dark matter. On sufficiently large scales, galaxy clustering is linearly biased compared to matter clustering [1–3]. The linear galaxy bias is often assumed to be a function of only host halo mass and redshift [4–6] — halos of fixed mass are more clustered at higher redshifts, while at fixed redshift, more massive halos are more strongly clustered than less massive halos [1]. Biases of this form may be expressed, on linear scales, using the lowest-order expansion

\[ \delta_g \approx b \delta_m, \]  

(1.1)
where $\delta_m$ is the matter overdensity, $\delta_g$ is the galaxy (or halo) overdensity, and $b$ is the linear bias, which tends towards constant behavior on large scales. Written this way, we can see that statistical homogeneity and isotropy of the matter field ensure statistical homogeneity and isotropy of the galaxy field.

However, because we observe galaxies in redshift-space, and not in real space, the observed clustering of galaxies can violate statistical isotropy, an effect called redshift-space distortion (RSD). RSDs result in an anisotropic galaxy power spectrum, with power boosted in the radial (line-of-sight) direction compared to the transverse direction on linear scales according to [7]

$$\delta_g \approx (b + f \mu^2)\delta_m,$$

where $f$ is the growth rate and $\mu = k_\parallel/k$. Measuring the amplitude of the anisotropy provides a way to measure the growth rate as a function of redshift using large-scales, commonly parameterised by $f\sigma_8$. These RSD measurements are then contrasted with predictions of general relativity, and are thus useful to test gravity on large-scales (e.g. [8]).

With galaxy surveys probing increasingly larger volumes, we are entering a regime where it is necessary to take into account or mitigate all known systematic effects in order to both precisely and accurately extract key cosmological parameters from the observed 3D galaxy distribution. Numerical simulations have now established that halo bias correlates with halo properties, e.g. history and formation time, concentration, spin, large-scale tidal field, etc., an effect termed assembly bias [9–26]. Selections of halos based on scalar or tensor halo properties lead to different assembly bias effects. Selections on scalar properties that are independent of halo orientation change the bias in eq. (1.2), but do not change the form of this equation. However, the assumption that the galaxy bias $b$ in eq. (1.2) is a scalar that is independent of the direction of the wavevector $k$, no longer necessarily holds for a sample of halos selected on their orientation and therefore, for example, on the tidal field. In this paper, we focus on measuring this anisotropic assembly bias (AB) signal, as is potentially caused by large-scale tidal fields.

AB poses a potential problem for RSD measurements, as first discussed in [27], through the correlation of galaxy (non-scalar) properties with large-scale tidal fields. The AB signal, as discussed further in section 2, is degenerate with the RSD signal, and selection effects present in galaxy samples can therefore act as a contaminant for RSD-based growth factor measurements from the clustering.

This effect has the same root cause as intrinsic alignments (IA), a contaminant of weak lensing measurements (see review [28]). Due to IA, galaxy ellipticities are correlated both between pairs of galaxies (II correlations) and between galaxies and the large-scale tidal field (GI correlations; [29]). Locally, IA therefore mimic the weak lensing signal, but they have different scaling with galaxy redshift allowing them to be separated [30]. For weak lensing, it is only the clustering transverse to the line-of-sight that is important. In contrast, for RSD, the cosmological signal depends on the anisotropy with respect to the line-of-sight. Thus, although IA and AB have a common root cause, that of tidal fields driving galaxy properties, they manifest upon cosmological measurements in different ways.

In order to understand and mitigate the effect of AB upon RSD measurements, we would like to know the intrinsic anisotropic clustering signal for a sample of galaxies. As RSD and AB are perfectly degenerate, it is not possible to disentangle them for a given sample. However, we can measure AB by splitting a sample as a function of a tensor property of the galaxies that is expected to correlate with the anisotropic tidal field. In this case, the RSD signal is unaffected, while the sub-samples will exhibit different AB.
The Baryon Oscillation Spectroscopic Survey (BOSS) [31] provides the largest galaxy redshift survey obtained to date in terms of number of spectroscopic redshift measurements, and the best chance of measuring the AB signal using a differential technique. The BOSS galaxies are predominantly Luminous Red Galaxies, that are expected to be most strongly correlated with the tidal fields [32, 33]. Previous efforts to measure the radial alignment of BOSS galaxies exist in literature [34, 35]. However, these studies have used the residuals from the Fundamental Plane to split the catalogue, and show inconsistencies in their final results, with a tentative (2.3σ level) detection reported by [34] that is not confirmed by a similar analysis by [35].

In order to understand AB further using the BOSS sample, we consider different ways to use the properties of BOSS galaxies to artificially split the sample into two subsamples and compare how the large-scale monopole and quadrupole moments of the power spectrum (hereafter monopoles and quadrupoles) depend on this split. We demonstrate that the results are very sensitive to the exact form of the split, possibly explaining why previous analyses have reached different conclusions. We show that a robust split is able to measure AB at a level exceeding 5σ significance.

In section 2 we start by reviewing the theory underlying modelling the AB and linear power spectrum, and the mechanism by which we intend to measure AB. In section 3 we outline the BOSS data and mocks used in our analysis, including the measurements of galaxy properties that we use to split our sample. The method for making clustering measurements is described in section 4. There are many ways to split the sample to try to measure AB, and we have found that the strongest measurements arise when using the radial velocity dispersion — results from splits based on this measurement are presented in section 5, with some technical details and interpretation of detection significance left for appendices A and B. In appendix C we discuss the impact of galaxy weights on our results, while in appendix D, we discuss alternative splits based on observed size $R_0$ and the Fundamental Plane. We discuss our results in section 6.

Throughout this paper we assume the following flat ΛCDM cosmology: $h = 0.676$, $\Omega_m = 0.31$, $\Omega_b = 0.048$, $\Omega_\Lambda = 0.69$, $n_s = 0.9667$, $\sigma_8 = 0.834$ and $T_{\text{ cmb}} = 2.73$ K, in agreement with the results from Planck [36].

2 Theory

2.1 Linear bias model

At linear order on subhorizon scales we assume that the observed galaxy overdensity field in Fourier space may be related to the matter overdensity field $\delta_m$ by [2]

$$\delta_g(k) = (b_g + f \mu^2) \delta_m(k) + b_{ij} s_{ij}(k),$$

(2.1)

where $b_g$ is the linear scalar galaxy bias, $b_{ij}$ are linear anisotropic bias coefficients, $f = d\ln D(a)/d\ln a$ is the logarithmic growth rate, $D(a)$ is the linear growth factor, $\mu = k_i/k$, $b_{ij}$ represents the galaxy AB, and $s_{ij}(k) = (k_i k_j / k^2 - \delta_{ij}/3) \delta_m(k)$ is the traceless tidal tensor. If our galaxy sample is independent of the transverse properties of galaxies (e.g., independent of projected galaxy ellipticity on the sky), then we can neglect all components of $b_{ij}$ except the parallel component, which we write as $b_q$, simplifying eq. (2.1) to

$$\delta_g(k) = (b_g + f \mu^2 + b_q (\mu^2 - 1/3)) \delta_m(k).$$

(2.2)
The first terms in eq. (2.2) are the combination of standard linear galaxy bias and the Kaiser redshift-space distortions from eq. (1.2) [1, 2, 7]. The final term is related to the orientation-dependent selection effects in the presence of shape correlations with the large scale tidal field, and is usually assumed to vanish. This is justified under the assumption that non-scalar properties of galaxies (e.g. shapes, velocity dispersion or angular momenta) are uncorrelated with the large-scale tidal field. Even in the presence of the non-zero correlations with the tidal field, this term vanishes if the sample is complete in all shape orientations. However, both of these assumptions may not necessarily be justified in observations. Previous studies used numerical simulations to show that halos shape, velocity dispersion and spin have non-zero correlations with the tidal field [37]. Provided that galaxy non-scalar properties correlate with those of their host halos, orientation-dependent galaxy selection effects could make the \( b_q \) term in eq. (2.2) non-zero.

The level of completeness in orientation-dependent galaxy selection is difficult to ascertain. One way to examine the completeness would be to use hydro-dynamical simulations that provide the galaxy shapes and orientations, and apply the same target selection algorithm used for the observed targets. However, different simulations give different galaxy-halo orientation correlations [38–40]. Furthermore, the issue of completeness is more important for lower mass galaxies which are near the detection threshold and are more numerous.

The net effect of the orientation-dependent selection effects on the power spectrum at the linear level is indistinguishable from the RSD effect for any single sample of galaxies. Using eq. (2.2), the galaxy power spectrum takes the following form on linear scales:

\[
P_g(k, \mu) = \left( b_g - \frac{b_q}{3} + (f + b_q)\mu^2 \right)^2 P_m(k),
\]

where \( P_m \) is the matter power spectrum.

### 2.2 Model independent analysis

There are a number of methods that could be used to compare multipoles from two different samples. One would be to fit models like eq. (2.3) to the measurements, allowing both \( b_q \) and \( b_g \) to vary. This would allow us to compare samples with different window functions (angular and radial distributions). In the fits, the cosmological term \( f \) in eq. (2.3) will be the same for different samples of galaxies, while \( b_q \) and \( b_g \) will vary, and we could test whether \( b_q \neq 0 \) is required for one of the samples.

Instead, if we construct samples with the same angular and redshift distribution (so they have matching window functions), then we can choose to be agnostic about the particular model of RSD to use. In the absence of anisotropic bias, two samples with the same window function and identical monopoles would be expected to also have matching quadrupoles. One way to see this is by noting that velocity bias is negligible on large scales: numerical simulations show that any halo velocity bias at \( k < 0.2 h \text{Mpc}^{-1} \) is \( \lesssim 1\% \) at \( z < 1 \) [41], as expected from the equivalence principle in general relativity. Therefore, all objects have the same bulk velocities on large scales, which means that all objects transform in the same way between real space and redshift-space, on linear scales. Therefore, a population’s redshift-space power spectrum is determined solely by its real-space power spectrum. In the absence of anisotropic bias, statistical isotropy of the matter field ensures that the power spectrum of the galaxy field is isotropic in real space, which means that two samples with matching real-space power spectra will have matching redshift-space multipoles for all \( \ell \).
Given that tests of the match of two measurements are more robust than model fitting, this is our preferred method for detecting the effect of AB on data. That is, we construct samples with matching windows and monopoles and simply test whether the quadrupoles also match. Any mismatch would be a signal for AB. We could have equivalently chosen to construct samples with matching quadrupoles, and compare their monopoles.

3 Data

In this section we describe the galaxy catalog, galaxy property measurements and the galaxy mock catalogs used in our analysis.

3.1 BOSS DR12 sample

The Baryon Oscillations Spectroscopic Survey (BOSS) [31], part of SDSS-III [42], measured spectroscopic redshifts for over a million of galaxies in the redshift range $0.15 < z < 0.7$. We use the publicly available DR12 release\footnote{https://data.sdss.org/sas/dr12/boss/lss/} [43] which contains the LOWZ and CMASS galaxy samples. These galaxy samples were obtained using two different targeting algorithms based on color-cuts and flux limits [44]. LOWZ sample selection contains bright, red galaxies at lower redshift $0.15 < z < 0.43$. CMASS was designed to be a stellar-mass limited sample covering the redshift range $0.43 < z < 0.70$. The majority of the CMASS sample are central, red, elliptical galaxies hosted in halos of masses $\sim 10^{13} M_\odot/h$ [45].

We use data and random LSS catalogs of both CMASS and LOWZ samples. Each sample is further split into North and South Galactic Cap (NGC and SGC). We limit our analysis to the NGC parts of the CMASS and LOWZ samples, which contain 568776 and 248237 galaxies, respectively. Due to the smaller sky coverage, the SGC samples are equivalent to 37% and 46% of the CMASS and LOWZ NGC samples, respectively. Since we measure the clustering properties of selected subsamples in Fourier space where the window function is important, including the SGC would lead to more structure within the window, and complicate the interpretation of our results. Additionally, there are fundamental differences between the SGC and NGC galaxy samples: they have different bias and densities of legacy targets (those not imaged by BOSS because of a prior secure redshift measurement). In order to make our results as robust as possible, we do not include the SGC galaxies in our analysis.

Each BOSS galaxy is assigned three galaxy weights to account for different systematic effects present in the dataset [44, 46, 47]. We account for these in our power spectra measurements by using the following galaxy weight for each galaxy:

$$w_c = w_{\text{sys}}(w_{\text{rf}} + w_{\text{fc}} - 1),$$

where $w_{\text{sys}}$ is the systematic weight accounting for the seeing condition and stellar weight, $w_{\text{rf}}$ is the redshift failure weight and $w_{\text{fc}}$ is the fiber collision weight.

3.2 Galaxy properties

BOSS galaxies' properties were also measured using the observed spectra. We use the Portsmouth extended galaxy catalog\footnote{www.sdss.org/dr12/spectro/galaxy_portsmouth/} which contains the measurements of galaxy velocity dispersion [48] and stellar masses [49]. For the stellar masses, we use the measure-
Figure 1. Stellar velocity dispersion versus stellar mass for the galaxies in the CMASS NGC sample (central panel). The histograms on the top and right show the distributions of stellar mass and velocity dispersion, respectively, for the full sample (solid blue line) and in several redshift bins (other lines). In the scatterplot, point colors indicate which subset each galaxy was assigned to (see section 5), either light blue (high $\sigma_*$, low $M_*$), pink (low $\sigma_*$, high $M_*$), or black (the rest). Although the subsamples appear to overlap in this projection, that is an artifact of the redshift dependence of the $M_*$ and $\sigma_*$ distributions. In the 3D space of $(M_*, \sigma_*, z)$, the subsets are well separated, as depicted in figure 2.

ments obtained using the passive model with the Kroupa initial mass function. We match these extended catalogs to the main catalog using the following columns: FIBERID, PLATE and MJD. We find most of the galaxies (> 99.9%) in the LSS catalogs to have matching measurements of the stellar properties. Instead of removing the galaxies that do not have the matching stellar properties from further analysis, we randomly sample the missing values from the known distribution of $\sigma_*$ and $M_*$. We do this in order not to change the sky coverage, albeit at the expense of making any anisotropic signal we are after slightly weaker.

In figure 1 we show the velocity dispersion and stellar mass distributions for the CMASS NGC galaxies. While the velocity dispersion measurements show weak dependence on redshift, inferred stellar masses exhibit stronger redshift evolution.

The majority of the spectra associated with the galaxies in the samples were obtained using the BOSS spectrograph. However, about a third of LOWZ sample were legacy objects with spectra obtained using the previous SDSS I/II spectrograph. The main difference is the angular radius of the fibre — $r_{\text{fiber}} = 1''$ in the case of BOSS and $r_{\text{fiber}} = 1.5''$ in the case of SDSS I/II. A fixed fiber size covers different parts of the galaxy velocity dispersion profile at different distances and an aperture correction (AC) is usually applied to the velocity.
dispersion measurement [35, 50, 51]:

\[
\sigma_{\text{AC}}^* = \sigma_* \left( \frac{r_{\text{fiber}}}{r_{\text{cor}}/8} \right)^{0.04},
\]

where \( r_{\text{cor}} = r_{\text{deV}} \sqrt{q_{b/a}} \), \( r_0 \) is the effective radii (in arcseconds) and \( q_{b/a} \) is the axis ratio obtained from best fit models. For both \( r_{\text{deV}} \) and \( q_{b/a} \) we use the results from the de Vaucouleurs model fits in the \( i \)-band to measure the amplitude of these adjustments. This typically results in 10% higher values of \( \sigma_* \) and for the CMASS sample it is not expected to affect our results given the low number of legacy targets. We therefore do not include these corrections in our baseline results, although we do test the impact of this correction on our LOWZ results.

We also investigate the clustering dependence in terms of the projected galaxy sizes. We compute the galaxy physical radius using \( r_{\text{cor}} \) as \( R_0 = D_A(z) \tan(r_{\text{cor}}) \times 10^3 \), where \( D_A \) is the angular diameter distance.

### 3.3 Mock galaxy catalogs

We use the BOSS-LRG DR12 MultiDark-Patchy mock galaxy catalogs\(^3\) [52, 53]. These catalogs were produced to match the spatial distribution and the clustering properties of observed galaxies. We make use of these catalogs to compute the covariance matrices used in our analysis.

### 4 Power spectrum measurements

We measure the multipoles of the auto and cross power spectrum using the FFT-based algorithm from [54] as implemented in \texttt{nbodykit} [55]. This algorithm builds upon previous estimators [56, 57] and allows for the fast evaluation of the power spectrum estimator from [58]. We briefly describe the algorithm we use here.

The weighted galaxy density field is defined as [59]:

\[
F(r) = \frac{w(r)}{I^{1/2}} \left[ n(r) - \alpha n_s(r) \right],
\]

where \( w(r) \) is the general weighting scheme, \( n \) and \( n_s \) are the number density of observed galaxies and the synthetic random catalog, respectively, \( \alpha \) is the ratio of number of observed galaxies to the total number of objects in the random catalog, while the normalization factor is given by \( I \equiv \int dr [w(r)n(r)]^2 \). We use the following total weights for both the data and random:

\[
w = w_c \times w_{\text{FKP}},
\]

where \( w_{\text{FKP}}(z) \equiv (1 + n(z)P_0)^{-1} \) are the standard FKP weights [59] and we adopt \( P_0 = 10^4 h^{-3} \text{Mpc}^3 \).

The power spectrum estimator in [54] for the multipole \( \ell \) is defined as:

\[
\hat{P}_\ell(k) = \frac{2\ell + 1}{I} \int \frac{d\Omega}{4\pi} F_0(k)F_\ell(-k),
\]

\(^3\)www.skiesanduniverses.org/page/page-3/page-15/page-9/.
where:

\[ F_\ell(k) \equiv \int dr \, F(r)e^{ik \cdot r} \mathcal{L}_\ell(\mathbf{k} \cdot \hat{\mathbf{r}}), \]

\[ = \frac{4\pi}{2\ell + 1} \sum_{m=-\ell}^{\ell} Y_{\ell m}(\mathbf{k}) \int dr F(r)Y_{\ell m}^*(\hat{\mathbf{r}})e^{ik \cdot r}, \]

(4.4)

where \( \Omega_k \) is the solid angle in Fourier space, \( \mathcal{L}_\ell \) is the Legendre polynomial of order \( \ell \) and \( Y_{\ell m} \) are spherical harmonics.

When computing the auto power spectrum of galaxy subsamples, we use the FKP weights computed using the subsample’s radial distribution \( n_{\text{sub}}(z) \), for both the data and the random catalogs. Furthermore, we make use of the existing parent random catalogs [44], in which we keep the total number and the angular distribution of objects, while we obtain the radial distribution by randomly sampling redshifts from the galaxy subsample. We do this in order to match the shape of the random radial distribution to that of the subsample, whilst not changing the distribution on the sky which contains information on the survey mask [44]. The radial integral constraint required to correct this procedure will be the same for both subsamples, and therefore does not affect our comparison of the two quadrupoles [60].

When computing the cross power spectrum of a galaxy subsample with its parent catalog, we assign the same parent data and random catalog to two different meshes. One mesh contains all the objects from the parent data and random catalogs with the corresponding weights. In the second mesh, we use non-zero weights only for the data in the subsample and use the FKP weights computed with \( n_{\text{sub}}(z) \). For the random catalog, we uniformly sample from the parent random catalog a fraction of objects matching the fraction of galaxies in the subsample, compared to the total number of galaxies and give zero weights to the rest of the objects. We use \( n_{\text{sub}}(z) \) to assign the FKP weights to the random catalog. Finally, we cross-correlate the two fields to obtain the cross power spectrum.

We note that for the galaxy subsamples we use the same galaxy weights as computed for the full sample (see section 3.1). We investigate the impact of this choice on our final results in appendix C.

All power spectrum measurements were made with \( k_{\text{min}} = 0.01 \, h \, \text{Mpc}^{-1} \) using linearly spaced bins with the bin size \( \Delta k = 0.01 \, h \, \text{Mpc}^{-1} \). We use triangular-shaped cloud interpolation [61] to assign galaxies to a mesh of \( 512^3 \) cells, de-convolve the effects of interpolation scheme on the measured power spectrum [62] and make use of interlacing technique to reduce the effects of aliasing [61, 63]. We restrict our analysis to the monopole and quadrupole multipoles. Furthermore, we limit the largest scales we use for fitting following the previous analysis of the same datasets [64], which was based on the impact of systematic weights. For the monopoles we use \( k > 0.02 \, h \, \text{Mpc}^{-1} \) and for the quadrupoles we use \( k > 0.04 \, h \, \text{Mpc}^{-1} \) [64].

The constant shot noise term is computed following [65] and accounts for the completeness and FKP weights. We subtract this term from all of our monopole measurements. Note that in our cross power spectrum measurements of the subsamples with the full sample, the shot noise is expected to be similar to the shot noise of the full sample [66].

5 Splits based on galaxy velocity dispersion and stellar mass

5.1 Subsamples with matching redshift distributions

We are interested in the dependence of the power spectrum multipoles on galaxy properties. We begin by first considering the stellar line-of-sight velocity dispersion \( \sigma_\star \). Splitting galaxies
Figure 2. Dependence of large-scale multipoles of the cross power spectrum on measured CMASS NGC galaxy properties — stellar mass ($M_\star$) and stellar velocity dispersion ($\sigma_\star$). The linear extent of each pixel in this figure corresponds to a redshift-dependent quintile in each dimension ($M_\star$ and $\sigma_\star$) separately. The two panels show the mean monopole (left) and quadrupole (right) ratios of the subsamples with respect to the multipoles of the full sample. The color represents the mean amplitude with respect to the full sample on scales $k \leq 0.2\, h\, \text{Mpc}^{-1}$. Also shown are the gradients of the measured ratios (white lines with arrows). In both panels we show the two simple cuts we used to select objects with high $\sigma_\star$ and low $M_\star$ (above blue dashed line), and vice versa (below dot-dashed red line).

Based only on $\sigma_\star$ would produce subsets with different scalar bias $b_g$, making it impossible to match monopoles. Therefore, we instead create subsets using both $\sigma_\star$ and stellar mass $M_\star$. The bias $b_g$ is expected to increase with both $\sigma_\star$ and $M_\star$, so if we use subsets with (for example) high $M_\star$ & low $\sigma_\star$, vs. low $M_\star$ & high $\sigma_\star$, we should be able to match monopoles for the two subsets.

The most simple way to create subsets using these properties would be a simple cut based on $\sigma_\star$ and $M_\star$. However, as discussed above (e.g., see figure 1), the distributions of these galaxy properties evolve significantly with redshift. Therefore, straightforward cuts on these properties will produce samples with different redshift distributions, and since clustering evolves over redshift, it will be difficult to ascribe any difference in clustering to anisotropic bias rather than redshift evolution. In addition, each sample will have a different window function, making direct comparison difficult.

We therefore adopt a (slightly) more complicated approach to splitting samples, but that makes their analysis more simple. We first bin our galaxies into $N_{\text{bin}} = 30$ redshift bins, spaced evenly across the relevant redshift range for each sample, $0.15 < z < 0.43$ for LOWZ and $0.43 < z < 0.7$ for CMASS. Within each redshift bin, we rank-order the galaxies based on their properties, i.e. we convert their $\sigma_\star$ and $M_\star$ values separately into percentiles within each redshift bin. We can then split the galaxies into subsets using their percentiles, rather than using fixed, redshift independent limits in $\sigma_\star$ and $M_\star$. Creating subsamples this way ensures that they will always have redshift distributions matching the full sample (and matching each other). In order to avoid introducing binning effects, we interpolate the mapping between percentile and $\sigma_\star$ or $M_\star$ as a function of redshift, using linear interpolation between the discrete bin centers.
To examine how the power spectra depend on $\sigma_*$ and $M_*$, we divide our sample into $5 \times 5$ pixels evenly divided along each dimension in the space of percentiles. Note that this does not give 25 subsamples containing equal numbers of galaxies, since $\sigma_*$ and $M_*$ are correlated with each other. For each percentile bin, we compute the multipoles of the cross power spectrum of galaxies belonging to that bin with the full sample. We then take the ratio with respect to multipoles of the full sample. To get an estimate of the amplitude of the multipoles, we compute the weighted average of the ratios of monopoles and quadrupoles at scales $k \leq 0.2 \, h \, \text{Mpc}^{-1}$. Since we are computing both power spectra at same scales, we weight the ratios by $k$ to account for the different number of modes in each $k$-bin.

In figure 2 we show the resulting dependence of the multipoles’ amplitudes as a function of $M_*$ and $\sigma_*$ (in percentiles) for the CMASS NGC sample. Because all samples and subsamples cover the same volume — their angular masks and redshift distributions match, so the window functions are the same and they can be directly compared. In the case of the monopoles, we find the expected dependence — moving to larger values in both $M_*$ and $\sigma_*$ we obtain larger amplitudes. This arises because galaxies with larger stellar masses are expected to be hosted in more massive halos, thereby being more strongly biased, and vice versa. Similarly, more massive galaxies have larger velocity dispersion, so the monopole amplitude increases with $\sigma_*$. Note, however, that the quadrupole depends quite differently on $M_*$ and $\sigma_*$. The significantly different dependence of the monopole and quadrupole on the galaxy properties $M_*$ and $\sigma_*$ is highly suggestive of AB. As figure 2 illustrates, the dependence of the quadrupole amplitude tends to be almost perpendicular compared to the one of the monopole. To make this more clear, we also show the 2D gradient of the multipoles in figure 2 (white lines with arrows). Although the gradients are noisy, especially for the quadrupole, we see that their directions are roughly perpendicular in the left and right panels.

### 5.2 Subsamples with matching redshift distribution and monopoles

Using the trends shown in figure 2 as a guide, we construct two subsamples from the BOSS data based on galaxy properties $M_*$ and $\sigma_*$ with matching redshift distributions and matching monopoles. To accomplish this, we draw two straight lines in the percentile space of the monopole ratios (see figure 2) based on which we perform the sample cuts: one split corresponding to taking higher values of $M_*$ and lower values of $\sigma_*$, while the other has lower values of $M_*$ and higher values of $\sigma_*$ (see figure 2). We parametrize these cuts using:

$$
\sigma_* \left[ \% \right] = A \times M_* \left[ \% \right] + B,
$$

where $A = \tan(\alpha)$ is the slope and $B$ is the intercept. We choose the slope to roughly match the slope of the monopole gradient and then we tune the intercept $B$ such that we obtain two disjoint subsamples with 25% of galaxies in each. We provide the values of $\alpha$ and $B$ for both lines in table 1. Note that in designing these cuts, we use only the monopole measurements in figure 2, i.e. we do not use the quadrupole measurements. That is, our cuts are designed only to ensure that the two subsamples have consistent monopoles, and are not designed to separate the quadrupoles. Therefore, we can determine the significance of any difference in the quadrupoles without worrying about look-elsewhere effects from our choice of cuts.

While for CMASS we used redshift-independent cuts and obtained matching monopoles and $n(z)$, for LOWZ NGC we find that the trend between the amplitude of the monopole and $M_*$ and $\sigma_*$ varies significantly with redshift, such that a single redshift-independent cut does not cleanly split the sample. Therefore, we decompose the LOWZ sample into three
redshift bins, measure the monopole ratios and perform the split in each bin. In figure 8 we show the resulting dependence of the multipoles’ amplitudes as a function of \( M_\star \) and \( \sigma_\star \) for the LOWZ NGC sample across three redshift bins. Finally, we merge the LOWZ subsamples across redshift bins to obtain the final LOWZ subsamples.

In figure 3 we show the galaxy redshift distributions and the measured cross power spectrum multipoles of the two subsamples with the full CMASS NGC sample. In figure 4 we show the redshift distributions of galaxies and the measured cross power spectrum multipoles of the two subsamples with the full LOWZ sample.

Additionally, in order to test the impact of AC on the LOWZ sample, we repeat our analysis using \( \sigma_\star^{AC} \) (see eq. (3.2)). Lines that we used to perform this split differ from the ones we obtained when using \( \sigma_\star \). We also provide these values in table 1.
We note that we match the monopoles after a constant shot noise term has been subtracted (see section 4). One possible concern could be that our two subsamples actually have very different shot noises. If such a difference exists, then the match between the shot-noise subtracted monopoles would not mean that they had the same bias and that they would be expected to have matching quadrupoles. This is not the case, however, as any wrongly estimated constant shot noise in the two subsamples would result in diverging monopoles on small scales, while we find that the monopoles of our subsamples agree on all scales for which we measure our power spectrum.

5.3 Detection significance

Anisotropic bias of the form given in eq. (2.2), with scale-independent bias parameters, will rescale the amplitude of the quadrupole without changing its shape. We can therefore quantify the significance of AB by testing whether the measured power spectrum quadrupoles have different amplitudes, for two subsamples with matching monopoles and matching $n(z)$. More precisely, we determine the value of the rescaling parameter $a_\ell$ which best brings the $\ell$ multipole of the two subsamples into agreement, i.e. we minimize:

$$\chi^2(a_\ell) = \left[ P^{\text{sub,1}}_\ell a_\ell^2 P^{\text{sub,2}}_\ell - a_\ell P^{\text{sub,1}}_\ell - a_\ell P^{\text{sub,2}}_\ell \right]^T C^{-1}_{a,\ell} \left[ P^{\text{sub,1}}_\ell a_\ell^2 P^{\text{sub,2}}_\ell - a_\ell P^{\text{sub,1}}_\ell - a_\ell P^{\text{sub,2}}_\ell \right],$$

(5.2)

where $C^{-1}_{a,\ell}$ is the inverse covariance matrix for the multipole $\ell$. We choose to measure the significance in this way, as we want to test the significance of the amplitudes being different, rather than the quadrupoles being different, which could have instead been tested using $\Delta P^{\text{blue,1}}_\ell C^{-1}_{a,\ell} \Delta P^{\text{blue,2}}_\ell$, where $\Delta P^{\text{blue}}_\ell = P^{\text{blue,1}}_\ell - P^{\text{blue,2}}_\ell$.

To estimate the covariance matrix $C_{a,\ell}$ we use the available galaxy mocks described in section 3.3, which do not include any AB. We proceed as follows: Our null hypothesis is that there is no AB in the data, i.e. $b_q = 0$ for both of the subsamples we analyse. That means that matching monopoles will have matching quadrupoles on large scales. Since we are keeping the monopoles fixed, we can test the significance of any detection of AB using samples created by randomly subsampling the mock catalogues. The distribution of results from these mocks gives the distribution from which our data measurement would be drawn if there were no AB. The level of significance at which the data disagrees with this distribution is the detection significance that we want to calculate.

Thus, in each mock we randomly select two disjoint subsamples with 25% of the total galaxy sample to match in number of galaxies the data subsamples we analyse. We then measure the cross power spectrum multipoles of each subsample with the full mock. We repeat this for $N_m = 1000$ mocks and construct the sample covariance matrix $C_{a,\ell} = \langle \Delta P_\ell \Delta P_\ell \rangle$, with elements

$$C^{ij}_{a,\ell} = \frac{1}{N_m - 1} \sum_{m=1}^{N_m} \Delta P_{\ell,m}(k_i) \Delta P_{\ell,m}(k_j),$$

(5.3)

where $\Delta P_{\ell,m}(k) = P^{\text{sub,1}}_{\ell,m}(k) - P^{\text{sub,2}}_{\ell,m}(k)$. We expect that samples with matching multipoles should result in $a_\ell = 1$ within the uncertainties. We minimize $\chi^2(a_\ell)$ jointly fitting to both the monopoles and quadrupoles of both the samples.

In figure 5 we show the resulting values of $a_\ell$ as a function of the maximum $k$ fitted $k_{\text{max}}$ in the case of CMASS and LOWZ NGC, respectively. In order to determine whether these best-fitting values are consistent with no AB (i.e., $a_2 = 1$), we perform identical analyses on 1000 random mocks with $a_\ell = 1$ and the same $C_{a,\ell}$ as the real dataset, and compare the
BOSS DR12 measurements to the mock results. Because we only have $N_m = 1000$ mocks, we cannot directly confirm confidence levels $\lesssim 10^{-3}$ by looking for numbers of inconsistent mocks. However, we do find that the distribution of $a_1$ measurements from the mocks is quite consistent with a Gaussian distribution (see figure 6). Therefore, we assume that a measurement $|a_1 - 1|$ that deviates from 0 by more than $N$ times the rms from the mocks can be quoted as a detection significance of $N\sigma$. In 5, the shaded areas represent the 1 and $3\sigma$ intervals of $a_1$ as a function of $k_{\text{max}}$. For both CMASS and LOWZ, we find that our two subsamples are consistent with $a_0 = 1$ over a wide range of scales within $1\sigma$ uncertainty. On the contrary, the quadrupole difference results in best-fit values of parameter $a_2$ that are systematically different from one. For most of the $k_{\text{max}}$ range, the inferred value of $a_2$ is $> 3\sigma$ away from $a_2 = 1$.

We combine the results from the measurements of $a_2$ from LOWZ and CMASS to estimate the total significance. Since these galaxy samples are independent, we multiply the likelihoods to give the significance that we obtain a value equal to or larger than the measured $a_2$. As noted above, we make no look-elsewhere corrections to the detection significance, since our cuts were designed without making reference to the quadrupoles. In figure 7 we show the significance of $a_2 \neq 1$ as a function of $k_{\text{max}}$ in the cases of considering individual and combined measurements. We find the total significance is higher than $3\sigma$ when using $k_{\text{max}} \approx 0.11 [h\,\text{Mpc}^{-1}]$ and becomes $5\sigma$ when using $k_{\text{max}} \approx 0.15 [h\,\text{Mpc}^{-1}]$.

The detection significance shown in figure 7 is based on the likelihood to measure the observed power spectrum multipoles in the absence of AB. We have found that it is extremely unlikely that $a_2 = 1$, meaning that the data cannot be fit without AB, which we interpret as a detection of AB. A related question is whether the data can be fit if we allow for AB. For example, we could model the power spectrum multipoles using eq. (2.3), allowing for nonzero $b_q$ for each galaxy subsample. The relation between the anisotropic bias $b_q$ and the

Figure 5. Best fit parameter $a_0$ as a function of $k_{\text{max}}$ using CMASS NGC (left panel) and LOWZ NGC (right panel). The top (bottom) panels show $a_1(k_{\text{max}})$ as fitted to the monopoles (quadrupoles). The shaded areas represent 1 and $3\sigma$ regions obtained using mock catalogs and performing random splits matching the number density of the splits performed to the data.
Figure 6. Histogram of $a_2$ values obtained using mock catalogs using $k_{\text{max}} = 0.15 \, h \, \text{Mpc}^{-1}$ in the case of LOWZ NGC (blue) and CMASS NGC (red). For comparison we show the Gaussian probability distributions (solid lines) matching the mean and standard deviation of the measured $a_2$ distributions.

The rescaling parameter $a_2$ discussed above is straightforward: $\Delta b_q \equiv b_{q,1} - b_{q,2} \sim a_2 - 1$, for the observed values of $b_q$ and $f$ inferred from the full galaxy sample. Note that we are only sensitive to the difference in anisotropic biases, $\Delta b_q$, and not to $b_{q,1}$ or $b_{q,2}$ separately, since for either sample alone, $b_q$ would be exactly degenerate with $b_q$ and $f$ on linear scales. In appendix B, we explicitly measure $\Delta b_q$ between our samples, marginalising over the linear bias of both samples, and find a value that is greater than 5σ away from zero when combining results from CMASS and LOWZ NGC samples. Moreover, we find that nonzero $\Delta b_q$ gives an acceptable fit to the data. Using $k_{\text{max}} = 0.15 \, h \, \text{Mpc}^{-1}$, we obtain the best-fit $\chi^2 = 18.3(19.5)$ for 20 degrees of freedom in the case of LOWZ(CMASS) NGC samples, while combining both samples gives $\chi^2 / \text{d.o.f.} = 37.8 / 40$. Therefore, the clustering of BOSS DR12 galaxies cannot be fit without AB, and can be fit if we allow for AB.

6 Discussion

In this paper we have presented significant evidence for AB in BOSS DR12 galaxies, in both the LOWZ NGC and CMASS NGC samples. Our detection is the first to exceed the level of 5σ, and was performed using a very simple test. By selecting subsamples from BOSS with the same redshift distribution and distribution of weights, we can analyse them robustly using the same pipeline. There is no difference in interpretation of power spectra as the window functions are the same. The test we perform is also very simple — without AB, samples with the same monopole have the same large-scale bias and $f$. If the large-scale quadrupole only depends on these quantities, as is the case in the absence of AB, we would expect consistent quadrupoles. Instead, we find inconsistent quadrupoles using BOSS samples split in $\sigma_*$ and $M_*$. This result is qualitatively consistent with the behavior of dark matter halos in N-body simulations, although the magnitude of the AB we detect in BOSS galaxies is far smaller than the magnitude seen in simulated halos [37], suggesting large misalignments between the motions of stars in massive elliptical galaxies and the motions of dark matter particles in their host halos.
We have tested for possible spurious effects that could contaminate our results. One such effect could be the correlation between the galaxy weights and the split we make based on observed galaxy properties. However, in appendix C, we show that our results and the detection significance is unaffected by the choice of galaxy weights.

This detection of anisotropic assembly bias is also a detection of assembly bias, i.e. we have shown that the clustering of BOSS galaxies depends on local properties besides host halo mass. By symmetry, a non-scalar bias cannot depend solely on scalar properties like mass. Previous attempts to detect (scalar) assembly bias [67–69] have been hampered by the difficulty in disentangling the dependence of bias on halo mass from the dependence on other parameters like formation time, concentration, etc. [70–72]. To eliminate the effect of the mass-dependence of bias, these searches typically require construction of samples with matching host halo mass (e.g., using weak lensing) and careful removal of satellite contamination, which in practice can be challenging even with spectroscopic data (e.g., [67]). In contrast, our search for anisotropic assembly bias is immune to effects of satellite contamination, again simply because host halo mass is a scalar. The galaxy subsets that we have constructed are undoubtedly a mix of both centrals and satellites across a range of host masses, but because host mass is a scalar we are guaranteed that the anisotropic bias \( b_q \) cannot depend solely on host mass. This considerably simplifies our analysis, compared to searches for scalar assembly bias.

An obvious follow-up question is whether we can detect AB using other properties besides velocity dispersion. We discuss this in more detail in appendix D, where we consider additional properties including projected galaxy size \( R_0 \) and surface brightness \( I_0 \). We see a strong trend in the monopole with \( R_0 \), which has a higher amplitude for samples selected with larger \( R_0 \), as expected for larger galaxies. However, there is no clear trend for the quadrupole unlike for samples split using \( \sigma_* \), suggesting that \( R_0 \) is not as tightly coupled to the tidal field as the velocity dispersion, leading to smaller AB effects.

Extending this analysis to samples split using a combination of \( I_0, R_0 \) and \( \sigma_* \), based on the Fundamental Plane, we find that the results are very sensitive to the parameters assumed for the Fundamental Plane and, depending on the combination of parameters chosen, results
range from splits showing large amounts of AB, or no significant AB. This wide range of behavior perhaps might explain why previous searches for AB using the Fundamental Plane obtained results inconsistent with each other [34, 35], since different choices for the tilt of the Fundamental Plane produce quite different levels of AB. These results are consistent with our primary analysis which split the sample using $\sigma^*$: different selection methods lead to different levels of correlation between the galaxies in the sample and the large-scale tidal fields, and different levels of completeness in sampling galaxies with all orientations.

As we noted above, our methodology is sensitive only to differences in AB between two samples, $\Delta b_q$, and not the absolute level of AB in either sample. For the BOSS DR12 sample that we have analyzed, we found $\Delta b_q \approx 0.1 - 0.2$ between subsets with high $M_*$ and low $\sigma_*$, and subsets with low $M_*$ and high $\sigma_*$. For comparison, the overall linear bias for this galaxy population is $b_g \approx 2$. As is evident from figure 2, we could have chosen a different split to give two subsets with $\Delta b_q \approx 0$, e.g. by choosing cuts oriented perpendicularly to our cuts. This would not necessarily mean that AB is absent in those subsets, only that there is no detectable difference in AB between them. Our measurements therefore cannot be used to place upper limits on the magnitude of AB $|b_q|$ for any sample. Instead, one could use N-body simulations as a guide for deriving priors on the size of $b_q$ for dark matter halos, under the assumption that galaxies can only have smaller large-scale $b_q$ than their host halos.

The results from the splits do give a way to estimate the potential level of contamination for selections that depends strongly on $\sigma_*$. We find that, for halos in the mass range relevant for LRGs, $|b_q|$ can exceed the growth rate $f$ [37] depending on the halo selection. The only way to be certain that a population has no AB is to ensure that the population is complete, i.e. it is selected using only intrinsic scalar properties (like mass) and is independent of orientation, shape, motion, etc. [27]. Since AB is degenerate with redshift-space distortions, this implies that great care must be taken when interpreting RSD measurements of real, observed galaxies. In addition, when designing a sample to be observed one should take care to only select on scalar properties that are independent of orientation.
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A Sample cuts

In section 5 we used straight cuts to match the monopoles and quadrupoles of the subsamples, respectively. Here, in table 1, we provide the values of \(\alpha\) and \(B\) we used in eq. (5.1) to perform these cuts. We denote with \(B^+\) and \(B^-\) the intercept values used when obtaining the sample with respectively higher and lower values of \(\sigma_*\).

B Measuring \(\Delta b_q\)

In this appendix, we calculate the measurement error on \(\Delta b_q \neq 0\) assuming linear AB and RSD model. In this model, the difference of multipoles of the cross-spectra between subsamples and the full sample is given by:

\[
\begin{align*}
\Delta P_0^X &= [(b + f/3)\Delta b_g + 4f/45\Delta b_q] P_m, \\
\Delta P_2^X &= [21f\Delta b_g + (21b + 11f)\Delta b_q] 2P_m/63,
\end{align*}
\]
Figure 8. Similar to figure 2, in the case of LOWZ NGC using three redshift bins. Top and bottom panels show, respectively, the monopole and quadrupole ratios of the subsamples with respect to the multipoles of the full sample. Panels from left to right correspond to different redshift bins.

where $b$ is the linear galaxy bias of the full sample, $f$ is the growth rate, $\Delta b_g$ is the galaxy bias difference of the two subsamples, $\Delta b_q$ is the AB difference between the two subsamples and $P_m$ is the linear matter power spectrum. As the expression above makes clear, if there is no AB (i.e. $\Delta b_q = 0$), then matching the monopoles (i.e. $\Delta P_0^X = 0$) forces the quadrupoles to match (i.e. $\Delta P_2^X = 0$). Therefore, as we have explained, a nonzero $\Delta P_2^X$ with vanishing $\Delta P_0^X$ implies that $\Delta b_q \neq 0$, which means that AB is present in BOSS DR12 galaxies.

Assuming the model above, we measure $\Delta b_q$ and its uncertainty as a function of $k_{\text{max}}$. To do this, we fit for $\Delta b_q$ by marginalizing over the (scalar) galaxy biases of each subset, i.e. explicitly allowing $\Delta b_g \neq 0$. With a uniform prior on $\Delta b_q$, the likelihood of $\Delta b_q > 0$ is very similar to that of the detection of AB: i.e. we find $\Delta b_q > 0$ at $> 5\sigma$ confidence (see left panel of figure 9).

C Impact of galaxy weights

Our fiducial analysis uses the same galaxy weights for the subsamples as those computed for the full sample (see section 3.1). In this appendix we investigate the impact of this choice on our fiducial results for each the galaxy weights.

The effect of fiber collisions can have significant impact on the observed quadrupole. The close pairs weights $w_{fc}$ are designed to correct for fiber collisions by upweighting the nearest (in an angular sense) target to account for the loss. This is a local correction, and the fiber is assigned to one of the targets inside the fiber collision radius independent of any properties of those targets like brightness, color, etc. Thus, from any subsample, the loss of a fibre due to fibre collision will be offset by the upweighting of that same subsample. I.e. the amplitude of the effect of fiber collisions might be different for the two subsamples, but...
Figure 9. **Left panel:** Estimated significance of obtaining $\Delta b_q > 0$ expressed in units of standard deviation, as a function of $k_{\text{max}}$. Shown are the cases of using LOWZ and CMASS NGC results individually (dot-dashed and dashed lines, respectively) and the combined significance (solid line). **Right panel:** Similar to figure 7 with the results of matching the $w_{\text{sys}}$ CDF between the two subsamples shown in dotted lines.

The correction will also be different and will work to balance out the effects. Therefore these weights will not affect our results — other that we need to include them in our analysis. Similarly, the redshift failure weights also provide a local correction for redshift failures, and we do not expect them to cause a differential bias between subsamples.

The systematic weights $w_{\text{sys}}$, could potentially impact the measured quadrupole of the cross power spectrum between the subsamples and the full sample. In effect, the systematic weights as calculated are for the full target sample. Any individual effect, such as that of stellar density, for example, could change the clustering of subsamples in a different way, so that a correction designed for the ensemble does not correctly treat subsamples. We have performed two tests to check this. As an extreme test, we have considered dropping the systematic weights (i.e. setting $w_{\text{sys}} = 1$). This has negligible impact on the measured quadrupole amplitude. We also test whether the values of systematic weights are significantly different between the two subsamples and from the full sample. We find the $w_{\text{sys}}$ cumulative density function (CDF) for the full CMASS NGC to be roughly similar between the two subsamples, but there are small differences. In order to check whether these differences can have an impact on the fiducial quadrupole we observe, we change the $w_{\text{sys}}$ values of one subsample such that we match the $w_{\text{sys}}$ CDF of the other subsample. The subsamples have the same angular mask, and so we would expect a similar proportion of the galaxies in each to be in regions with similar levels of systematic issues. The original systematic weight itself tells us what the level of systematics are in a region around a particular galaxy. By matching the CDF via adjusting the amplitude of the weights we can therefore ensure that the weighted subsamples have the same behaviour with respect to the systematics.

Using the revised weights, we measure the cross power spectrum multipoles and compare the new measurements to the fiducial ones at the level of detection significance in figure 9 (right panel). We find the results of this test yielding consistent results with our fiducial analysis. We only perform this test for CMASS galaxies, since $w_{\text{sys}}$ weights are not present in the LOWZ sample.
Figure 10. Similar to figure 2, but now using the galaxy physical size ($R_0$) and stellar mass ($M_\star$).

D  Splits using other galaxy properties

In section 5, we presented evidence for AB, by splitting galaxies based on their stellar masses $M_\star$ and their line-of-sight velocity dispersions $\sigma_\star$. Besides these properties, the BOSS catalog lists other properties as well, so it is worthwhile to explore whether similar signals of AB may be detected using any of those other properties.

D.1 Splitting using the projected size

As a first example, we can consider splitting galaxies using $M_\star$ and $R_0$, the projected size of their stellar population. In figure 10 we show the dependence of clustering amplitude as a function of $R_0$ and $M_\star$ (in percentiles) for the CMASS NGC sample, using the same procedure used to generate figure 2. We see that the monopole behaves in the expected way, increasing in amplitude with increasing $M_\star$ and increasing $R_0$. For the quadrupole, however, there is no significant trend seen in this space of $M_\star$ and $R_0$, quite different to what we found in figure 2 using $M_\star$ and $\sigma_\star$. The different dependence of the quadrupole on $R_0$ and $\sigma_\star$ is somewhat surprising, because in N-body simulations halo shapes are more strongly correlated with tidal fields than halo velocity dispersions are, e.g. figure 1 of ref. [37]. The lack of any strong trend with $R_0$ in BOSS galaxies may suggest that elliptical galaxy shapes correlate more weakly with large-scale tides than galaxy velocity dispersions do, in contrast to the behavior expected for their host dark matter halos. One possible reason for this may be that in both CMASS and LOWZ, the fractional scatter in $R_0$ is significantly larger than the corresponding scatter in $\sigma_\star$, which could act to wash out any correlations with large-scale tidal fields. Indeed, we find the fractional scatter to be smaller in $\sigma_\star$ compared to $R_0$ measurements: $\sigma(\log_{10} \sigma_\star) = 0.084(0.151)$ and $\sigma(\log_{10} R_0) = 0.197(0.212)$ for LOWZ (CMASS) NGC samples.

Because we find no strong dependence of the quadrupole in figure 10, this means that essentially any cut that bisects the sample will give two subsets with matching quadrupoles. Our test for anisotropic bias, in which we construct two subsets with matching monopoles and different quadrupoles, will therefore necessarily give a null result. We have verified this
by repeating the procedure from the previous section, and as expected we find no evidence for AB using \( R_0 \) and \( M_\star \).

More generally, we can also search for AB using not only pairs of galaxy properties, but other combinations. For example, previous works \([34, 35]\) have attempted to detect AB using the Fundamental Plane, a combination of 3 properties: \( R_0 \), \( \sigma_\star \), and \( I_\star \), the projected surface brightness. These previous analyses found results somewhat in tension with each other, with \([34]\) reporting marginal (2.3\( \sigma \)) evidence for AB, whereas \([35]\) found no significant evidence for AB. In order to address these, we perform the following analysis using both the LOWZ and CMASS NGC samples.

### D.2 Splitting using the Fundamental Plane

The Fundamental Plane (FP) is a relation between the galaxy surface brightness \( I_\star \), velocity dispersion \( \sigma_\star \) and physical radius \( R_0 \), defined as:

\[
\log_{10} R_0 = a \log_{10} \sigma_\star + b \log_{10} I_\star + c,
\]

where \( a, b, c \) are the FP parameters, chosen to minimize the scatter perpendicular to the FP. These parameters are expected to vary as a function of redshift, and possibly as a function of galaxy sample. For the velocity dispersion we use the aperture corrected \( \sigma_\star^{\text{AC}} \) (see eq. (3.2)).

We compute the surface brightness \( I_\star \) as:

\[
\log_{10} I_\star = -M_{\text{ke}}/2.5 - 2 \log_{10} R_0 + 4 \log_{10}(1 + z),
\]

where \( M_{\text{ke}} \) is the \( k + e \) corrected (at \( z = 0.55 \)) absolute magnitude in \( i \)-band that we obtain from the catalog of the Granada group\(^4\) \([77]\).

For each galaxy, in either LOWZ NGC or CMASS NGC sample, we compute the ratio \( I_\star \sigma_\star^{\text{AC}}/R_0 \) based on which we split the full sample into two subsamples — bottom and top 50%. To account for redshift dependence of the FP, we perform this split in 20 narrow redshift bins. We repeat this for a range of values of FP parameters \( a \) and \( b \). For each combination we measure the auto power spectrum multipoles of the two subsamples. We cannot adjust the samples to give consistent monopoles, and so in order to test for AB, we need to fit models to the data. We do this for models excluding AB, and measure the difference between recovered values of the growth rate \( f \) from the subsamples.

To model the monopole and quadrupole measurements of each subsample’s auto power spectrum we use linear theory \([7]\):

\[
\begin{align*}
P_0(k) &= \left( b_g^2 + \frac{2}{3} f b_g + \frac{1}{5} f^2 \right) P_m(k), \\
P_2(k) &= \left( \frac{4}{3} b_g f + \frac{4}{7} f^2 \right) P_m(k).
\end{align*}
\]

Since this model is only valid on largest scales, we only use the scales in the range \( 0.04 < k [h \text{Mpc}^{-1}] < 0.1 \). We emphasize that our goal is not to obtain the true values of \( f \), as is to obtain an estimate of the difference \( \Delta f \) between the two subsamples after the FP split.

To estimate the covariance matrix for the FP splits, we cannot rely on the galaxy mocks, as we did in previous sections, where we randomly subsampled mock catalogs to match the monopole’s amplitude between the two subsamples. Instead, we use an analytical

---

\(^4\)https://www.sdss.org/dr12/spectro/galaxy_granada/.
Figure 11. Differences in the inferred growth rate parameter $f$ between two samples obtained by splitting the full LOWZ NGC (left panel) and CMASS NGC (right panel) sample in half based on the FP residuals.

Gaussian covariance matrix [78], using the implementation in ref. [79]. This approach takes into account the survey varying $n(z)$ and is model dependent.

Our goal is to minimize $\chi^2(\theta) = \Delta P^T \Sigma^{-1} \Delta P$, where $\Delta P$ is a vector containing the difference between the data and the model for both the monopole and the quadrupole, while our free parameters vector is $\theta = \{b, f\}$. To minimize $\chi^2$, we use the Nelder-Mead method [80] as implemented in SciPy minimize function [76]. We repeat this procedure for various values of FP parameters $(a, b)$ and obtain the best-fit $\theta$ for each subsample.

In figure 11 we show the resulting difference of growth rates from the two subsamples after the FP split, obtained using either LOWZ NGC or CMASS NGC. We find that for some values of $a, b$ the resulting $\Delta f$ is indeed consistent with non-detection of AB. However, there seems to be a range of $a, b$ values, for which an FP split would result in a rather significant detection of $\Delta f$. Therefore, it appears that the choice of FP parameters strongly affects whether the FP can be used or not to detect AB.
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