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Abstract. We present a novel model-order reduction (MOR) method for linear time-invariant systems that preserves passivity and is thus suited for structure-preserving MOR for port-Hamiltonian (pH) systems. Our algorithm exploits the well-known spectral factorization of the Popov function by a solution of the Kalman-Yakubovich-Popov (KYP) inequality. It performs MOR directly on the spectral factor inheriting the original system’s sparsity enabling MOR in a large-scale context. Our analysis reveals that the spectral factorization corresponding to the minimal solution of an associated algebraic Riccati equation is preferable from a model reduction perspective and benefits pH-preserving MOR methods such as a modified version of the iterative rational Krylov algorithm (IRKA). Numerical examples demonstrate that our approach can produce high-fidelity reduced-order models close to (unstructured) $H_2$-optimal reduced-order models.
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1. Introduction

We study structure-preserving model-order reduction methods for linear time-invariant (LTI) systems in standard state-space form presented as

$$\Sigma = \begin{cases} \dot{x}(t) = Ax(t) + Bu(t), & x(0) = 0, \\ y(t) = Cx(t) + Du(t), \end{cases}$$

(1.1)

where $u: \mathbb{R} \to \mathbb{R}^m$, $x: \mathbb{R} \to \mathbb{R}^n$, $y: \mathbb{R} \to \mathbb{R}^m$ are the input, state, and output of the system. For convenience, we use the short notations $\Sigma = (A, B, C, D)$ and $G(s) = C(sI_n - A)^{-1}B + D$ to refer to the system (1.1). The matrix-valued function $G: \mathbb{C} \setminus \sigma(A)$ defined as

$$G(s) := C(sI_n - A)^{-1}B + D$$

(1.2)

is called the transfer function of (1.1), which can be obtained by applying the Laplace transformation to (1.1) and solving for the Laplace transformed state variable. Hereby, $\sigma(A)$ denotes the spectrum of $A$, i.e., $\sigma(A) = \{s \in \mathbb{C} \mid \text{rank}(sI_n - A) < n\}$.

The structure that we are interested in is that of passivity, which implies that the system under investigation has a port-Hamiltonian (pH) representation [8]. One of the many advantages of pH systems is that this model paradigm offers a systematic approach for the interaction of (physical) systems with each other and the environment via interconnection structure. Besides, the inherent structure of pH systems is amendable to structure-preserving approximation [20]. Consequently, the pH paradigm is particularly...
useful in future high-tech initiatives in systems engineering, such as a digital twin, where models are coupled across different scales and physical systems. For further details on pH systems we refer to [19, 30, 46], and [9].

For many practically relevant examples, the dimension \( n \) of (1.1) is too large to ensure an efficient simulation, control, or analysis of the system. This is all the more the case if the system results from a spatial semi discretization of a partial differential equation. The research field of model-order reduction (MOR) aims to construct low-dimensional surrogate models that faithfully retain the original dynamics. In the particular case (1.1), the precise goal would consist in finding a model, called reduced-order model (ROM), of the form

\[
\hat{\Sigma} = \begin{cases} \hat{x}(t) = \hat{A}\hat{x}(t) + \hat{B}u(t), & \hat{x}(0) = 0, \\
\hat{y}(t) = \hat{C}\hat{x}(t) + \hat{D}u(t), & \end{cases}
\]

where \( \hat{x} : \mathbb{R} \to \mathbb{R}^r \) and \( \hat{y} : \mathbb{R} \to \mathbb{R}^m \) are the state and output of the reduced system. The design of (1.3) typically comes with the concurrent goals of finding \( r \ll n \) while at the same time guaranteeing that \( y \approx \hat{y} \). The latter approximation typically being formalized by choosing a specific system norm such as the \( H_2 \)-norm or the \( H_\infty \)-norm, respectively.

While a pH representation of a system is advantageous for coupling and interconnection of individual systems, it also comes with the additional challenge of preserving the structure within the reduction step. In particular, a classical Petrov-Galerkin projection framework will generally destroy the pH structure. In view of this fact, several modifications of existing reduction techniques have been proposed. Model reduction for pH systems is considered from a balanced truncation point of view in, e.g., [14, 35, 36, 51]. Interpolatory model reduction for pH systems is studied in [21, 26, 29, 37, 38, 50]. Model reduction based on Riemannian and direct parameter optimization has been discussed in [34, 41, 42]. Since a state-space realization may not be available, recent works also focus on data-driven approaches that only rely on accessible (frequency domain) quantities [10].

Additionally, there exists a rather extensive literature on passivity and positive realness preserving model reduction methods. Let us exemplarily mention generalized balancing based techniques [18, 24, 27, 28, 40] as well as interpolatory methods relying on spectral zeros [4, 32, 44]. Interestingly enough, while the aforementioned link between pH systems and passivity is well-known from a control-theoretic point of view, it appears that it has not been explicitly exploited in the model reduction context. One of our contributions is to partially close this gap by presenting a novel method with a clear system-theoretic understanding that can produce accurate low-dimensional surrogates, and that can compete with brute-force optimization of the system parameters [42]. Our main results are:

(i) Theorem 3.1, which is based on a well-known spectral factorization of the Popov function, establishes a connection between the classical \( H_2 \) model reduction error and the \( H_2 \) reduction error of the associated spectral factors.

(ii) Algorithm 4, where we introduce a novel passivity preserving model reduction technique that enforces the ROM to satisfy a positive real Lur’e equation. Our technique builds upon a ROM for the spectral factor, which can be constructed with a MOR method of choice, provided that the ROM for the spectral factor is asymptotically stable. In combination with Theorem 3.1 this motivates to use IRKA [7] to construct ROM for the spectral factor with minimal \( H_2 \) error.

(iii) Since Algorithm 4 depends on a (particular) solution to the KYP inequality, in Theorem 3.6 we show that the minimal solution produces spectral factors with
smallest Hankel singular values, deepening similar observations from [14]. This not only provides theoretical insight into our method, but also has an impact on other pH-preserving MOR methods such as pH-IRKA [26], as is demonstrated in the numerical examples.

The precise structure is now as follows. In the subsequent section, we recall several classical results about passivity, positive realness, and port-Hamiltonian systems. Moreover, we state several model reduction methods for structured and unstructured systems relevant to the novel approach that we introduce and analyze in section 3. Section 4 provides a detailed numerical study of our new method and compares its performance with other state-of-the-art reduction techniques. For this purpose, we show results for a mass-springer-damper system from [7] and for a recently suggested pH formulation modeling poroelasticity [1].

Notation. By $\mathbb{R}$ and $\mathbb{C}$ we denote the set of real and complex numbers. Furthermore, we use the symbols

$$\mathbb{R}_+ := \{ x \in \mathbb{R} \mid x \geq 0 \}, \quad \mathbb{C}_+ := \{ z \in \mathbb{C} \mid \text{Re}(z) > 0 \}, \quad \mathbb{C}_- := \{ z \in \mathbb{C} \mid \text{Re}(z) < 0 \},$$

to denote the non-negative real numbers, and the open right and left half complex plane.

For a matrix $A \in \mathbb{R}^{n \times n}$ its transpose, symmetric, and unsymmetric part is given by $A^\top$, $\text{sym}(A)$ and $\text{skew}(A)$, respectively. The identity matrix of dimension $n$ is denoted by $I_n$. For symmetric matrices $A, B \in \mathbb{R}^{n \times n}$, we use $A \geq B$ if $A - B$ is positive semidefinite. For a matrix $V \in \mathbb{R}^{n \times m}$, we denote its associated column space by $\text{Ran}(V)$. The Frobenius norm of a matrix $A \in \mathbb{R}^{m \times n}$ is denoted by $\|A\|_F$. For a dynamical system and its transfer function $G$, let us recall the classical spaces

$$\mathcal{H}_2(\mathbb{C}_+) := \left\{ G : \mathbb{C}_+ \to \mathbb{C}^{m \times m} \mid G \text{ is analytic and } \|G\|_{\mathcal{H}_2(\mathbb{C}_+)} < \infty \right\},$$

$$\mathcal{H}_\infty(\mathbb{C}_+) := \left\{ G : \mathbb{C}_+ \to \mathbb{C}^{m \times m} \mid G \text{ is analytic and } \|G\|_{\mathcal{H}_\infty(\mathbb{C}_+)} < \infty \right\},$$

with

$$\|G\|_{\mathcal{H}_2(\mathbb{C}_+)} := \left( \sup_{\sigma > 0} \int_{-\infty}^{\infty} \|G(\sigma + i\omega)\|_F^2 \, d\omega \right)^{\frac{1}{2}}, \quad \|G\|_{\mathcal{H}_\infty(\mathbb{C}_+)} := \sup_{z \in \mathbb{C}_+} \|G(z)\|_2.$$

Similarly, we will consider $\mathcal{H}_2(\mathbb{C}_-), \mathcal{H}_\infty(\mathbb{C}_-), \mathcal{L}_2(i\mathbb{R})$ and $\mathcal{L}_\infty(i\mathbb{R})$.

2. Preliminaries

2.1. Passive, positive real, and port-Hamiltonian systems. In this section we recall dissipation theory for dynamical systems, which is used later on in the construction of the ROM. Throughout the text we assume that (1.1) is minimal, i.e., for all $s \in \mathbb{C}$ the conditions

$$\text{rank} \left[ sI_n - A, \quad B \right] = n = \text{rank} \left[ sI_n - A^\top, \quad C^\top \right]$$

are satisfied. The Popov function for (1.1) is defined as

$$\Phi : \mathbb{C} \setminus (\sigma(A) \cup \sigma(-A)) \to \mathbb{C}^{m \times m}, \quad s \mapsto G(s) + G(-s)^\top.$$  \hfill (2.1)

**Definition 2.1.** We consider system (1.1).

(i) System (1.1) is called positive real, if the Popov function (2.1) is positive semidefinite on the imaginary axis, i.e.

$$\Phi(\omega) \geq 0 \quad \text{for all } \omega \in \mathbb{R}. \hfill (2.2)$$
It is called strictly positive real if the inequality in (2.2) is strict.

(ii) System (1.1) is called passive, if there exists a state-dependent storage function
\( \mathcal{H}: \mathbb{R}^n \to \mathbb{R}_+ \) satisfying for any \( t_1 \geq t_0 \) the dissipation inequality
\[
\mathcal{H}(x(t_1)) - \mathcal{H}(x(t_0)) \leq \int_{t_0}^{t_1} y(\tau)^\top u(\tau) d\tau
\]  
for arbitrary trajectories \( u, x, y \) satisfying (1.1).

(iii) System (1.1) is called port-Hamiltonian (pH), if there exist a symmetric positive definite matrix \( Q = Q^\top \in \mathbb{R}^{n \times n} \) and matrix decompositions \( A = (J - R)Q, B = G - P \), \( C = (G + P)^\top Q, D = S + N \), satisfying
\[
\begin{bmatrix}
-J & -G \\
G^\top & N
\end{bmatrix}^\top = \begin{bmatrix}
-J & -G \\
G^\top & N
\end{bmatrix} \quad \text{and} \quad \begin{bmatrix}
R & P \\
P^\top & S
\end{bmatrix}^\top \begin{bmatrix}
R & P \\
P^\top & S
\end{bmatrix} \geq 0.  
\]  
In this case, we call
\[
\begin{aligned}
\dot{x}(t) &= (J - R)Qx(t) + (G - P)u(t), \\
y(t) &= (G + P)^\top Qx(t) + (S + N)u(t)
\end{aligned}
\]  
a pH representation of (1.1).

Remark 2.2. In practice, a pH representation is often directly available after modeling, albeit sometimes in generalized state-space form (also referred to as co-energy representation)
\[
\begin{aligned}
E \dot{x}(t) &= (J - R)x(t) + (G - P)u(t), \\
y(t) &= (G + P)^\top Qx(t) + (S + N)u(t)
\end{aligned}
\]  
with symmetric positive definite \( E \). The remaining matrices have to satisfy the same properties as in the standard state-space case given in (2.4). Although this representation is known to be favorable for numerical approximation [20], see also [15], and easily extendable to descriptor systems [9], we work with the representation (2.5) and consider extensions to (2.6) in future work.

With the matrix function \( W: \mathbb{R}^{n \times n} \to \mathbb{R}^{(n+m) \times (n+m)} \) defined via
\[
W(X) := \begin{bmatrix}
-A^\top X - XA & C^\top - XB \\
C - B^\top X & D + D^\top
\end{bmatrix},
\]  
the Popov function can be factorized as
\[
\Phi(s) = \begin{bmatrix}
(sI_n - A)^{-1}B \\
I_m
\end{bmatrix}^\top W(X) \begin{bmatrix}
(sI_n - A)^{-1}B \\
I_m
\end{bmatrix}.  
\]  
With these preparations, we have the following equivalence, see for instance [9].

Theorem 2.3. Assume that (1.1) is minimal and stable. Then the following are equivalent.

(i) The system (1.1) is positive real.
(ii) The system (1.1) is passive.
(iii) The system (1.1) is port-Hamiltonian.
(iv) There exists a symmetric positive definite matrix \( X \in \mathbb{R}^{n \times n} \) satisfying the KYP inequality
\[
W(X) \geq 0.  
\]
Remark 2.4. For a passive system, we immediately observe that whenever we have a positive definite solution $X = X^T > 0$ of the KYP inequality (2.9), then a port-Hamiltonian representation may be obtained via

$$Q := X, \quad J := \frac{1}{2} \left( AX^{-1} - X^{-1} A^T \right), \quad R := -\frac{1}{2} \left( AX^{-1} + X^{-1} A^T \right),$$

$$G := \frac{1}{2} (X^{-1} C^T + B), \quad P := \frac{1}{2} (X^{-1} C^T - B), \quad S := \text{sym}(D), \quad N := \text{skew}(D).$$

For the details we refer to [8]. Let us emphasize that different decompositions do not correspond to different state-space realizations as one would obtain by a change of coordinates. Consequently, this allows to keep the matrices $A = (J - R)Q$, $B = (G - P)$, $C = (G + P)^T Q$, and $D = S + N$ unchanged while changing the system Hamiltonian from $Q$ to $X$. Later on, this property will be utilized to construct a system Hamiltonian which is particularly well suited for model reduction purposes.

2.2. Solutions of the KYP inequality. Since our MOR algorithm relies on a solution of the KYP inequality (2.9), we will briefly discuss related theoretical results and numerical methods. If the system $(A, B, C, D)$ is pH (cf. Definition 2.1), then we immediately observe that

$$W(Q) = \begin{bmatrix} -((J - R)Q)^T Q - Q(J - R)Q & Q(G + P) - Q(G - P) \\ (G + P)^T Q - (G - P)^T Q & S + N + S^T + N^T \end{bmatrix}$$

$$= \begin{bmatrix} -Q(J - R)^T Q - Q(J - R)Q & 2QP \\ 2P^T Q & 2S \end{bmatrix} = \begin{bmatrix} QRQ & 2QP \\ 2P^T Q & 2S \end{bmatrix}.$$

i.e., $Q$ solves the KYP inequality (2.9). However, in general we cannot expect that $W(Q)$ is of minimal rank amongst all solutions of the KYP inequality (2.9). If we are interested in solutions $X$ such that $W(X)$ is of minimal rank, then we can consider the closely related Lur’e equations

$$-A^T X - XA = L^T L, \quad (2.10a)$$
$$X B - C^T = L^T M, \quad (2.10b)$$
$$D + D^T = M^T M, \quad (2.10c)$$

which have to be solved for the triple $(X, L, M) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{k \times n} \times \mathbb{R}^{k \times m}$ with symmetric positive definite $X$ and $p = \text{rank } [L \ M]$ as small as possible. Clearly, for any solution $X$ of the KYP-inequality, there exists $L$ and $M$ (not necessarily of minimal rank) satisfying the Lur’e equations (2.10), and, vice versa, if $(X, L, M)$ solves the Lur’e equations (2.10), then $X$ is a solution of the KYP inequality (2.9). In this case, we have the Cholesky-like factorization

$$W(X) = \begin{bmatrix} L^T \\ M^T \end{bmatrix} \begin{bmatrix} L & M \end{bmatrix} = \begin{bmatrix} L^T L & L^T M \\ M^T L & M^T M \end{bmatrix}. \quad (2.11)$$

For a general analysis of Lur’e equations and their relation to even matrix pencils we refer to [39] and the references therein.
2.2.1. The regular case. If \( D + D^\top \) is nonsingular, then one can eliminate the unknowns \( L \) and \( M \), and use the Schur complement to derive the algebraic Riccati equation (ARE)

\[
- A^\top X - X A - (C^\top - X B)(D + D^\top)^{-1}(C - B^\top X) = 0. \tag{2.12}
\]

Indeed, note that we may set \( L = (D + D^\top)^{-\frac{1}{2}}(C - B^\top X), M = (D + D^\top)^{\frac{1}{2}} \) and obtain \( L \in \mathbb{R}^{m \times n} \), where \( m \) is the number of inputs/outputs.

It is well-known, see for instance [47], that the symmetric solutions of (2.12) are bounded, i.e., there exist symmetric matrices \( X_{\min} \) and \( X_{\max} \) solving (2.12) such that for any symmetric solution \( X \) of the ARE (2.12), the inequalities \( X_{\min} \leq X \leq X_{\max} \) are satisfied. If we additionally assume (as we will do throughout the manuscript) that the system \( \Sigma = (A, B, C, D) \) is minimal and passive, then these solutions are positive definite, i.e.,

\[
0 < X_{\min} \leq X \leq X_{\max}.
\]

2.2.2. The singular case. In case that \( D + D^\top \) is singular, one can replace \( D \) with the perturbation \( D_\varepsilon := D + \frac{\varepsilon}{2} I_m \) for some \( \varepsilon > 0 \) and solve the perturbed ARE

\[
- A^\top X_\varepsilon - X_\varepsilon A - (C^\top - X_\varepsilon B)(D + D^\top + \varepsilon I_m)^{-1}(C - B^\top X_\varepsilon) = 0.
\]

Indeed, the minimal and maximal solutions \( X_{\varepsilon,\min} \) and \( X_{\varepsilon,\max} \) converge for \( \varepsilon \to 0 \), and the limiting matrices satisfy the Lur’e equations and thus the KYP inequality. For details, we refer to [48, Thm. 2]. From a computational perspective, one may argue, cf. [35], that the numerical sensitivity of the Riccati equation (2.12) increases with \( \varepsilon \) tending to zero and that no convergence rates and no estimates for the error \( \|X - X_\varepsilon\| \) are available. Instead, one may, for instance, solve the Lur’e equation by deflating its singular part [35] or use an ADI iteration [31]. For an overview of existing methods to compute solutions of the Lur’e equations, we refer to [35] and [31] and the references therein. To the best of our knowledge, the existing methods first compute an (approximate) solution \( X \) and then, in a post-processing step, compute the factors \( L \) and \( M \). A method suitable for the large-scale context that solely focuses on the computation of \( L \) and \( M \) seems not available.

2.3. Positive real balanced truncation. The task of standard projection-based model reduction methods is to determine matrices \( V, W \in \mathbb{R}^{n \times r} \) with \( W^\top V = I_r \). The ROM (1.3) associated with these matrices is given by

\[
\hat{A} := W^\top AV, \quad \hat{B} := W^\top B, \quad \hat{C} := CV, \quad \hat{D} := D
\]

with transfer function \( \hat{G}(s) = \hat{C}(sI_r - \hat{A})^{-1}\hat{B} + \hat{D} \). The choice of the matrices \( V, W \) used for the Petrov-Galerkin projection determines the approximation quality and additional properties of the ROM. Positive real balanced truncation, see [18,24,28] for details, determines \( V \) and \( W \) by first, balancing the minimal solutions of the Lur’e equation (2.10) and its dual version

\[
\begin{align*}
-AY - YA^\top &= \hat{L} \hat{L}^\top, \tag{2.13a} \\
YC^\top - B &= \hat{L} \hat{M}^\top, \tag{2.13b} \\
D + D^\top &= \hat{M} \hat{M}^\top. \tag{2.13c}
\end{align*}
\]

Note that if \( (X, L, M) \) with \( X > 0 \) solve (2.10), then \((X^{-1}, X^{-1}L^\top, M^\top)\) solve (2.13) and vice versa. For strictly positive real systems it holds that \( D + D^\top > 0 \) and instead of
Algorithm 1 Positive real balanced truncation

**Input:** passive system $(A, B, C, D)$, reduced order $r \in \mathbb{N}$

**Output:** reduced passive system $(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$

1: Compute the minimal solutions $X_{\min} = L_X^T L_X$, $Y_{\min} = L_Y^T L_Y$

   to the positive real Lur'e equations (2.10) and (2.13), respectively.

2: Compute the singular value decomposition

$$[U_1 \quad U_2] \begin{bmatrix} \Sigma_1 & 0 \\ 0 & \Sigma_2 \end{bmatrix} \begin{bmatrix} Z_1^T \\ Z_2^T \end{bmatrix} = L_Y^T L_X^T.$$

3: Define $V := L_X^T U_1 \Sigma_1^{-\frac{1}{2}}$ and $W := L_X^T Z_2 \Sigma_1^{-\frac{1}{2}}$.

4: Set $\tilde{A} := W^T AV$, $\tilde{B} := W^T B$, $\tilde{C} := CV$, and $\tilde{D} := D$.

2.4. Structure-preserving model reduction via interpolation. Interpolatory model reduction is a well-known technique, see [7] or [5], that constructs ROMs whose transfer function interpolates the transfer function of the original model at selected interpolation points. In a projection framework, this can be achieved as follows; [7, Thm. 7.1].

**Theorem 2.5** (Rational interpolation).

Consider the dynamical system (1.1) with transfer function $G(s)$ and the ROM (1.3) with transfer function $\tilde{G}(s)$ constructed via projection with the matrices $W, V \in \mathbb{R}^{n \times r}$. For interpolation points $\lambda, \mu \in \mathbb{C}$ assume that $\lambda I_n - A$ and $\mu I_n - A$ are nonsingular, i.e., $\lambda, \mu \notin \sigma(A)$. Let $r \in \mathbb{R}^m$ and $\ell \in \mathbb{R}^m$.

(i) If $(\lambda I_n - A)^{-1} Br \in \text{Ran}(V)$, then $G(\lambda)r = \tilde{G}(\lambda)r$.

(ii) If $(\ell^T C(\mu I_n - A)^{-1})^T \in \text{Ran}(W)$, then $\ell^T G(\mu) = \ell^T \tilde{G}(\mu)$.

(iii) If the conditions in (i) and (ii) are simultaneously satisfied with $\lambda = \mu$, then $\ell^T G(\lambda)r = \ell^T \tilde{G}(\lambda)r$.

While Theorem 2.5 details the construction of a ROM for given interpolation points $\lambda, \mu$ and tangent directions $r, \ell$, it does not provide a strategy to choose these quantities leading to a high-fidelity ROM. In the context of $H_2$ optimal reduced-order models, the following theorem [7, Thm. 7.7] provides an implicit definition.
Theorem 2.6 ($\mathcal{H}_2$-optimality conditions). Let (1.3) with semi-simple eigenvalues $\lambda_1, \ldots, \lambda_r$ of $\tilde{A}$ and transfer function $\tilde{G}(s) = \sum_{i=1}^r \frac{\ell_i r_i^T}{s - \lambda_i}$ be the best-approximation of (1.1) with transfer function $G(s)$ of dimension $r$ with respect to the $\mathcal{H}_2$-norm. Then,

$$G(-\lambda_k) r_k = \tilde{G}(-\lambda_k) r_k, \quad (2.15a)$$

$$\ell_k^T G(-\lambda_k) = \ell_k^T \tilde{G}(-\lambda_k), \quad \text{and} \quad (2.15b)$$

$$\ell_k^T G'(-\lambda_k) r_k = \ell_k^T \tilde{G}'(-\lambda_k) r_k \quad (2.15c)$$

for $k = 1, \ldots, r$.

Theorem 2.6 generalized results known for the scalar case [33] and motivated the construction of an algorithm that iteratively updates interpolation points and tangent directions until the necessary optimality conditions (2.15) are satisfied by utilizing Theorem 2.5. The iterative rational Krylov algorithm (IRKA) [25], is such an algorithm. The details are presented in Algorithm 2.

\begin{algorithm}
\textbf{Input:} original system $(A, B, C)$, reduced-order $r \in \mathbb{N}$  \\
\textbf{Output:} reduced system $(\tilde{A}, \tilde{B}, \tilde{C})$ of order $r$  \\
1: Choose initial interpolation points $\{s_1, \ldots, s_r\}$ and tangent directions $\{r_1, \ldots, r_r\}$, $\{\ell_1, \ldots, \ell_r\}$. All sets closed under conjugation.  \\
2: Construct real matrices $V, W \in \mathbb{R}^{n \times r}$ satisfying $W^T V = I$ and  
\begin{align*}
(s_i I_n - A)^{-1} B r_i & \in \text{Ran}(V), \\
(s_i I_n - A^T)^{-1} C^\top \ell_i & \in \text{Ran}(W).
\end{align*}
3: repeat  
4: Compute $\tilde{A} := W^T A V$, $\tilde{B} := W^T B$, $\tilde{C} := C V$.  
5: Compute a pole-residue expansion of  
$$\tilde{G}(s) = \tilde{C} (s I - \tilde{A})^{-1} \tilde{B} = \sum_{i=1}^r \frac{c_i b_i^T}{s - \lambda_i}.$$  
6: Set $s_i = -\lambda_i$, $r_i = b_i$ and $\ell_i = c_i$, for $i = 1, \ldots, r$.  
7: Construct real matrices $V, W \in \mathbb{R}^{n \times r}$ satisfying $W^T V = I$ and  
\begin{align*}
(s_i I_n - A)^{-1} B r_i & \in \text{Ran}(V), \\
(s_i I_n - A^T)^{-1} C^\top \ell_i & \in \text{Ran}(W).
\end{align*}
8: until convergence
\end{algorithm}

Since the ROM constructed via IRKA (cf. Algorithm 2) is obtained via Petrov-Galerkin projection, it is a priori not clear that passivity or the pH structure is preserved, and in general, this will not be the case. Instead, one can aim for a ROM that only satisfies a subset of the necessary optimality conditions (2.15) and use the remaining degrees of freedom to enforce the pH structure. This can for instance be achieved by constructing $V$ similar as in Algorithm 2 and choose $W := Q V (V^\top Q V)^{-1}$. This particular choice then directly yields a pH realization. The corresponding modification of Algorithm 2 is presented in Algorithm 3, originally introduced in [26]. Let us emphasize that the choice
of \( W \) depends on the particular pH representation; see Remark 2.4. Besides the drawback of limiting the degrees of freedom of a Petrov-Galerkin projection, we also expect that the approximation quality of ROMs for different choices of \( Q \) varies.

**Algorithm 3** IRKA-pH ([26])

**Input:** pH system with \( A = (J - R)Q, B = G - P, C = (G + P)\top Q, \) and \( D = S - N, \) reduced-order \( r \in \mathbb{N} \)

**Output:** reduced pH system with \( \tilde{A} = (\tilde{J} - \tilde{R})\tilde{Q}, \) \( \tilde{B} = \tilde{G} - \tilde{P}, \) \( \tilde{C} = (\tilde{G} + \tilde{P})\top \tilde{Q}, \)

\( \tilde{D} = S - N \)

1: Choose initial interpolation points \( \{s_1, \ldots, s_r\} \) and tangent directions \( \{b_1, \ldots, b_r\} \). Both sets closed under conjugation.
2: Construct a real matrix \( V \in \mathbb{R}^{n \times r} \) satisfying

\[
(s_i I_n - (J - R)Q)^{-1} B b_i \in \text{Ran}(V).
\]
3: Calculate \( W := QV(V\top QV)^{-1}. \)
4: **repeat**
5: Compute \( \tilde{J} := W\top JW, \) \( \tilde{R} := W\top RW, \) \( \tilde{Q} := V\top QV, \) \( \tilde{G} := W\top G, \) \( \tilde{P} := W\top P. \)
6: For \( \tilde{A} := (\tilde{J} - \tilde{R})\tilde{Q} \) compute the \( r \) eigenvalues \( \lambda_i \) and associated left eigenvectors \( y_i. \)
7: Set \( s_i = -\lambda_i \) and \( b_i\top = y_i\top (G + P) \) for \( i = 1, \ldots, r. \)
8: Construct a real matrix \( V \in \mathbb{R}^{n \times r} \) satisfying

\[
(s_i I_n - (J - R)Q)^{-1} B b_i \in \text{Ran}(V).
\]
9: Calculate \( W := QV(V\top QV)^{-1}. \)
10: **until** convergence

**Remark 2.7.** Interpolatory methods can also be applied solely from data, for instance, via the Loewner framework [32]. Suppose the frequency points are chosen as the so-called spectral zeros. In that case, passivity is retained with the Loewner framework [6, Sec. 8.2.4]. Since the spectral zeros are typically not available in the data-driven regime, [10] propose to construct a realization of the full-order model, which in turn can be used to infer the spectral zeros. Further methods to construct a pH realization from data are considered, for instance, in [16].

3. Passivity-preserving MOR via spectral factorization

Suppose that (1.1) is passive. Then, by virtue of Theorem 2.3, there exists a symmetric positive semidefinite matrix \( X \in \mathbb{R}^{n \times n} \) satisfying the KYP inequality (2.9). Since \( W(X) \) is positive semidefinite, we can factorize

\[
W(X) = \begin{bmatrix} L\top & L \\ M\top & M\top \end{bmatrix} \begin{bmatrix} L & M \end{bmatrix} = \begin{bmatrix} L\top L & L\top M \\ M\top L & M\top M \end{bmatrix}
\]

with \( L \in \mathbb{R}^{k \times n} \) and \( M \in \mathbb{R}^{k \times n}, k \leq n, \) similarly as in (2.11). Define the auxiliary system,

\[
\Sigma_H = \left\{ \begin{array}{ll}
\dot{x}(t) = Ax(t) + Bu(t), & x(0) = 0, \\
y(t) = Lx(t) + Mu(t),
\end{array} \right.
\] (3.1)
which we refer to as a spectral factor of $\Sigma$, by replacing the matrices in the output equation of (1.1) with the Cholesky factors $L$ and $M$. For a detailed treatise of spectral factorizations in the context of control systems, we refer to [52, Section 13.4]. The spectral factor’s transfer function is given by $H(s) := M + L(sI_n - A)^{-1}B$. Using the factorization (2.8) we thus obtain the spectral factorization
\[
H^T(-s)H(s) = \begin{bmatrix} (-sI - A)^{-1}B \\ I_m \end{bmatrix}^T \mathcal{W}(X) \begin{bmatrix} (sI - A)^{-1}B \\ I_m \end{bmatrix} = \Phi(s)
\]
of the Popov function. The following result details that the $\mathcal{H}_2$ difference between two passive systems can be bounded by the $\mathcal{H}_2$ difference of the associated spectral factors.

**Theorem 3.1.** Consider passive, minimal, and asymptotically stable systems $\Sigma$ and $\tilde{\Sigma}$ with transfer functions $G$ and $\tilde{G}$. Let $H$ and $\tilde{H}$ denote transfer functions of associated spectral factors as in (3.1). If $G - \tilde{G}, H - \tilde{H} \in \mathcal{H}_2$, then
\[
\|G - \tilde{G}\|_{\mathcal{H}_2(C_+)} = c(H, \tilde{H})\|H(\cdot) - \tilde{H}(\cdot)\|_{\mathcal{H}_2(C_+)}
\]
with $c(H, \tilde{H}) := \frac{1}{\sqrt{2}}(\|H^T(-\cdot)\|_{L^{\infty}(i\mathbb{R})} + \|\tilde{H}(\cdot)\|_{L^{\infty}(i\mathbb{R})})$.

**Proof.** Let us first note that since $G - \tilde{G} \in \mathcal{H}_2$, from [17, Lem. A.6.18] we obtain
\[
\|G(\cdot) - \tilde{G}(\cdot)\|^2_{\mathcal{H}_2(C_+)} = \sup_{\sigma > 0} \int_{-\infty}^{\infty} \|G(\sigma + \omega) - \tilde{G}(\sigma + \omega)\|^2_F d\omega
\]
\[
= \int_{-\infty}^{\infty} \|G(\omega) - \tilde{G}(\omega)\|^2_F d\omega
\]
\[
= \sup_{\sigma > 0} \int_{-\infty}^{\infty} \|G^T(-\omega) - \tilde{G}^T(-\omega)\|^2_F d\omega
\]
\[
= \sup_{\sigma > 0} \int_{-\infty}^{\infty} \|G^T(-\sigma - \omega) - \tilde{G}^T(-\sigma - \omega)\|^2_F d\omega
\]
\[
= \|G^T(-\cdot) - \tilde{G}^T(-\cdot)\|^2_{\mathcal{H}_2(C_-)}.
\]

Similarly, it follows that
\[
\|H(\cdot) - \tilde{H}(\cdot)\|_{\mathcal{H}_2(C_+)} = \|H^T(-\cdot) - \tilde{H}^T(-\cdot)\|_{\mathcal{H}_2(C_-)}.
\]

From the well known orthogonal decomposition $L^2(i\mathbb{R}) = \mathcal{H}_2(C_+) \oplus \mathcal{H}_2(C_-)$, see, e.g., [17, Thm. A.6.22], we conclude $\|\Phi(\cdot) - \tilde{\Phi}(\cdot)\|_{L^2(i\mathbb{R})} = \sqrt{2}\|G(\cdot) - \tilde{G}(\cdot)\|_{\mathcal{H}_2(C_+)}$. We further obtain that
\[
\Phi(\cdot) - \tilde{\Phi}(\cdot) = H^T(-\cdot)H(\cdot) - \tilde{H}^T(-\cdot)\tilde{H}(\cdot)
\]
\[
= H^T(-\cdot)(H(\cdot) - \tilde{H}(\cdot)) + (H^T(-\cdot) - \tilde{H}^T(-\cdot))\tilde{H}(\cdot).
\]

From the asymptotic stability of $A$ and $\tilde{A}$, we conclude $H^T(-\cdot), \tilde{H}(\cdot) \in L^{\infty}(i\mathbb{R})$, which, together with the above equality, yields
\[
\|\Phi(\cdot) - \tilde{\Phi}(\cdot)\|_{L^2(i\mathbb{R})} \leq \sqrt{2}c(H, \tilde{H})\|H(\cdot) - \tilde{H}(\cdot)\|_{\mathcal{H}_2(C_+)}.
\]

Although (3.2) is not an a-priori error bound, Theorem 3.1 immediately suggests to construct a reduced-order model for the spectral factor $\Sigma_H$, and then construct a passive ROM $\tilde{\Sigma}$ by reversing the construction of $\Sigma_H$. The details are presented in Algorithm 4. Note that in contrast to pH-IRKA (cf. Algorithm 3), our method is not restricted to one projection subspace and one can thus aim for $\mathcal{H}_2$-optimal MOR (w.r.t. the spectral factors) with the intention of locally minimizing the second term in (3.2).

\[\square\]
Algorithm 4 Passivity preserving MOR via spectral factors

**Input:** passive system $(A, B, C, D)$, reduced-order $r \in \mathbb{N}$

**Output:** passive ROM $(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$ of order $r$

1. Find $X \in \mathbb{R}^{n \times n}$, $X = X^\top \geq 0$ satisfying the KYP inequality $W(X) \geq 0$.
2. Compute a Cholesky-like factorization
   $$W(X) = [L \ M]^\top [L \ M]$$
   and create the spectral factor $\Sigma_H = (A, B, L, M)$ as in (3.1).
3. Compute ROM $\tilde{\Sigma}_H = (\tilde{A}, \tilde{B}, \tilde{L}, \tilde{M})$ of order $r$ of the spectral factor.
4. Set $\tilde{D} := \frac{1}{2} \tilde{M}^\top \tilde{M} + \text{skew}(D)$.
5. Compute $\tilde{X} \in \mathbb{R}^{r \times r}$, $\tilde{X} = \tilde{X}^\top \geq 0$ satisfying the Lyapunov equation
   $$\tilde{A}^\top \tilde{X} + \tilde{X} \tilde{A} + \tilde{L}^\top \tilde{L} = 0. \quad (3.3)$$
6. Set $\tilde{C} := \tilde{B}^\top \tilde{X} + \tilde{M}^\top \tilde{L}$.

Several remarks are in order:

(i) In view of Theorem 3.1 it seems reasonable to choose a MOR method for the spectral factor that preserves the feedthrough matrix, i.e., $M = \tilde{M}$, since otherwise $\|H - \tilde{H}\|_2$ is unbounded. This also serves as our primary motivation for the particular choice in line 4 of Algorithm 4, which guarantees $\tilde{D} = \tilde{D}$ whenever $M = \tilde{M}$. Note however, that the skew-symmetric part of $\tilde{D}$ can be chosen arbitrarily without affecting the passivity of the ROM.

(ii) To ensure a positive definite solution of the Lyapunov equation (3.3), we have to assume that the eigenvalues of $\tilde{A}$ have negative real part. If the original model (1.1) is asymptotically stable, then this can be achieved by any MOR method that preserves asymptotic stability. Note that the matrices in the Lyapunov equation are low-dimensional, and hence, the solution of the Lyapunov equation can be computed efficiently [43].

(iii) A pH representation of the ROM can be obtained as in Remark 2.4. If the Lyapunov equation (3.3) is directly solved for the Cholesky or square root factors of $\tilde{X} = T^\top T$, see for instance [43] and the references therein, then we can perform a state-space transformation with $T$, i.e.,
   $$\tilde{A}_T = T^{-1} \tilde{A} T^\top, \quad \tilde{B}_T = T^{-1} \tilde{B}, \quad \tilde{C}_T = \tilde{C} T^\top, \quad \tilde{D}_T = \tilde{D}.$$
   Using this coordinate transformation, it is easy to see that the associated KYP inequality is solved by the identity matrix [8]. Consequently, following Remark 2.4, a pH realization of the form
   $${\hat{x}}_T = (\tilde{J}_T - \tilde{R}_T)\tilde{x}_T + (\tilde{G}_T - \tilde{P}_T)u,$$
   $${\hat{y}} = (\tilde{G}_T + \tilde{P}_T)^\top \tilde{x}_T + (\tilde{S}_T + \tilde{N}_T)u$$
   is obtained by setting $\tilde{J}_T := \text{skew}(\tilde{A}_T)$, $\tilde{R}_T := -\text{sym}(\tilde{A}_T)$, $\tilde{G}_T := \frac{1}{2}(\tilde{C}_T^\top + \tilde{B}_T)$, $\tilde{P}_T := \frac{1}{2}(\tilde{C}_T^\top - \tilde{B}_T)$, $\tilde{S}_T := \text{sym}(\tilde{D}_T)$, and $\tilde{N}_T := \text{skew}(\tilde{D}_T)$.

(iv) If the ROM for the auxiliary system is constructed via projection, i.e., there exist matrices $V, W \in \mathbb{R}^{n \times r}$, satisfying $W^\top V = I_r$, and $A = W^\top AV$, $B = W^\top B$, $L = LV$, $\tilde{M} = M$, then the ROM obtained with Algorithm 4 is given by
   $$\tilde{\Sigma} = (W^\top AV, W^\top B, CV + \tilde{C}, D) \quad (3.4)$$
with \( \hat{C} := B^T(W\hat{X} - XV) \). In particular, the ROM can be decomposed as a part obtained via Petrov-Galerkin projection and some additional correction term that ensures passivity. While this correction term is inherent to our methodology, we remark that there are also algorithms [23] that construct a nearby passive system to a non-passive system by finding the smallest perturbation to the output matrix that renders the system passive.

Let us recall [25, Thm. 3.6] that the optimality conditions (2.15b) for the system \((\hat{A}, \hat{B}, \hat{L})\) are equivalent to the matrix formulation \( \hat{B}^T\hat{X} = B^TZ \), where \( Z \) solves the Sylvester equation

\[
A^T Z + ZA + L^T\hat{L} = 0.
\]

The entire set of conditions are sometimes referred to as Wilson optimality conditions and have initially been discussed in [49]. In view of these conditions, the correction term takes the form \( B^T(Z - XV) \). Due to the equations for \( Z \) and \( X \), this term can also be interpreted as a solution to the Sylvester equation

\[
A^T(Z - XV) + (Z - XV)\hat{A} + XV\hat{A} - XAV = 0.
\]

Hence, if \( A \) and \( \hat{A} \) are asymptotically stable, there exists a constant \( c > 0 \) such that

\[
\|Z - XV\| \leq c\|XV\hat{A} - XAV\| \leq c\|X\|\|(VW^T - I)AV\|.
\]

In particular, if \( \text{Ran}(V) \) is \( A \)-invariant, we obtain \( Z = XV \), and, as a consequence \( \hat{C} = CV \). Moreover, the previous bound motivates to use \( X \) of small norm if the reduced model should be close to one obtained by projection.

**Theorem 3.2.** Assume that (1.1) is passive and asymptotically stable. If the ROM of the auxiliary system is minimal and asymptotically stable, then the ROM constructed with Algorithm 4 is asymptotically stable and passive.

**Proof.** Asymptotic stability: The asymptotic stability of the ROM is an immediate consequence of the asymptotic stability of the ROM for the auxiliary system.

Passivity: Since the ROM for the auxiliary system is asymptotically stable, the Lyapunov equation (3.3) has a unique solution \( \hat{X} \) and this solution is symmetric and, due to minimality of the reduced spectral factor, positive definite. By construction, we now have

\[
\hat{W}(\hat{X}) = \begin{bmatrix}
-A^T\hat{X} - \hat{X}A & \hat{C}^T - \hat{X}\hat{B} \\
\hat{C} - \hat{B}^T\hat{X} & \hat{D} + \hat{D}^T
\end{bmatrix} = \begin{bmatrix}
\hat{L}^T\hat{L} & \hat{L}^T\hat{M} \\
\hat{M}^T\hat{L} & \hat{M}^T\hat{M}
\end{bmatrix} \geq 0.
\]

Let us define a storage function \( \hat{H} : \mathbb{R}^r \to \mathbb{R}_\geq 0 \) by \( \hat{H}(x) = \frac{1}{2}x^T\hat{X}x \) and observe that, since \( \dot{x} = \hat{A}\hat{x} + \hat{B}u \), we have

\[
\frac{d}{dt}\hat{H}(x) = \frac{1}{2}x^T(A^T\hat{X} + \hat{X}A)x + \frac{1}{2}u^T\hat{B}^T\hat{X}\hat{x} + \frac{1}{2}\hat{x}^T\hat{X}\hat{B}u
\]

\[
= -\frac{1}{2}\hat{x}^T\hat{L}\hat{x} + \frac{1}{2}u^T(\hat{C} - \hat{M}^T\hat{L})\hat{x} + \frac{1}{2}\hat{x}^T(\hat{C}^T - \hat{L}^T\hat{M})u
\]

\[
= -\frac{1}{2}x^T \begin{bmatrix}
\hat{L}^T\hat{L} & \hat{L}^T\hat{M} \\
\hat{M}^T\hat{L} & \hat{M}^T\hat{M}
\end{bmatrix} x + \frac{1}{2}u^T\hat{C}\hat{x} + \frac{1}{2}\hat{x}^T\hat{C}^Tu + \frac{1}{2}u^T\hat{M}\hat{M}u
\]

\[
\leq \hat{x}^TC^Tu + \frac{1}{2}u^T\hat{M}^T\hat{M}u = \hat{x}^TC^Tu + u^TDu = \hat{y}^Tu
\]
where the last step follows since \( u^\top \text{skew}(D)u = 0 \). Integration of the above inequality shows the passivity of the system \( \hat{\Sigma} = (\hat{A}, \hat{B}, \hat{C}, \hat{D}) \).

In general, we cannot ensure that the ROM constructed via Algorithm 4 is minimal, as the following example details.

**Example 3.3.** Assume that the reduced spectral factor \( \tilde{\Sigma}_H = (\tilde{A}, \tilde{B}, \tilde{L}, \tilde{M}) \) is given by

\[
\tilde{A} = \begin{bmatrix} -1 & 0 \\ 2 & -2 \end{bmatrix}, \quad \tilde{B} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \tilde{L} = \sqrt{2} \begin{bmatrix} 1 & -1 \\ 0 & 1 \end{bmatrix}, \quad \tilde{M} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\]

Straightforward computations show that \( \tilde{\Sigma}_H \) is controllable and observable, thus minimal. We observe

\[
\tilde{A}^\top + \tilde{A} + \tilde{L}^\top \tilde{L} = 0,
\]

implying that \( \tilde{X} = I_2 \) is the unique solution of (3.3). In view of Algorithm 4 this implies \( \tilde{C} = \tilde{B}^\top \). Nevertheless, \( (\hat{A}, \hat{C}) \) is not observable, showing that \( \hat{\Sigma} \) constructed via Algorithm 4 is not minimal.

**Remark 3.4.** If, as in Example 3.3, observability is not given, the ROM constructed via Algorithm 4 can be replaced by a minimal realization by, e.g., classical balanced truncation or subsequent truncations of Kalman controllability and observability decompositions. However, in numerical computations this may result in a loss of passivity. As an alternative, we could use the structure preserving method from [14] as a post processing step as follows. Assume that \((\hat{A}, \hat{B})\) is controllable while the Kalman observability matrix \( \hat{O} := [\hat{C}^\top, \hat{A}^\top \hat{C}^\top, \ldots, (\hat{A}^{r-1})^\top \hat{C}^\top]^\top \) satisfies \( \text{rank}(\hat{O}) = k < r \). Due to [14, Cor. 16 and Rem. 17], we can compute a passive reduced model \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\) of dimension \( k \) such that \( \|\hat{G} - \hat{G}\|_{\mathcal{H}_2} = 0 \) and, in particular, \( \hat{C} \hat{A}^i \hat{B} = \hat{C} \hat{A}^{i+1} \hat{B} \), \( i \geq 0 \). Since the reduction relies on balancing the observability Gramian, we can conclude that \( \text{rank}(\hat{O}) = \text{rank}(\hat{O}) = k \).

Denoting the individual Kalman controllability matrices by \( \hat{k}, \hat{k} \), we now obtain

\[
\text{rank}(\hat{k}) \geq \text{rank}(\hat{k}) = \text{rank}(\hat{k}) \geq \text{rank}(\hat{O}) + \text{rank}(\hat{k}) - r = \text{rank}(\hat{O}) = k.
\]

As a consequence, the system \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\) is controllable and observable, hence minimal.

**Remark 3.5.** If instead of the original system (1.1) its dual system, given by

\[
\begin{align*}
\dot{x}_d &= -A^\top x_d - C^\top u_d, \quad x_d(0) = 0, \\
y_d &= B^\top x_d + D^\top u_d,
\end{align*}
\]

(3.5)
is passive, then the KYP inequality (2.9) is given by

\[
\mathcal{W}_d(X_d) = \begin{bmatrix} AX_d + X_d A^\top & B + X_d C^\top \\ B^\top + C X_d & D + D^\top \end{bmatrix} \geq 0.
\]

Simple algebraic manipulations yield the factorization

\[
\Phi(s) = \begin{bmatrix} (sI_n + A^\top)^{-1}(-C)^\top \\ I_m \\
I_m & I_m \end{bmatrix} \mathcal{W}_d(X_d) \begin{bmatrix} (sI_n + A^\top)^{-1}(-C)^\top \\ I_m \end{bmatrix}^\top.
\]

In this case, we can proceed similarly as in Algorithm 4 to construct a MOR methodology that guarantees that the dual system of the ROM is passive.
Let us emphasize that the spectral factor depends on the particular solution \( X \) of the KYP inequality (2.9). In particular, also the reduced system depends on the particular solution of the KYP inequality. If the system at hand is given in a pH representation (2.5), then we have seen in subsection 2.2 that we do not have to solve the KYP inequality in line 1 of Algorithm 4, but can directly work with \( X = Q \). Nevertheless, this choice does not guarantee that the spectral factor is particularly amenable to model-order reduction. For a related discussion for balanced truncation, we refer to [14]. Instead, one may ask if there is a particular pH representation (corresponding to a specific solution of the KYP inequality) favorable for model reduction. The following result, together with [45, Thm. 1], implies that for model reduction purposes, a particularly suitable pH representation as in Remark 2.4 is given by \( X_{\min} \).

**Theorem 3.6.** Let \( \Sigma = (A, B, C, D) \) be passive, minimal, and asymptotically stable. Let \( \Sigma_H = (A, B, L, M) \) be the spectral factorization associated with the minimal solution \( X_{\min} \) of the KYP inequality (2.9). Then, for any solution \( X \) of (2.9) and its spectral factorizations \( \Sigma_H = (A, B, L, M) \) of \( \Sigma \), it holds that

\[
\sigma_k(\Sigma_H) \leq \sigma_k(\hat{\Sigma}_H), \quad k = 1, \ldots, n,
\]

where \( \sigma_k \) denotes the \( k \)-th Hankel singular value of \( \Sigma_H \) and \( \hat{\Sigma}_H \), respectively.

**Proof.** Following [3, Lemma 5.8], the Hankel singular values of \( \Sigma_H, \hat{\Sigma}_H \) are given by

\[
\sigma_k(\Sigma_H) = \sqrt{\lambda_k(PQ)}, \quad \sigma_k(\hat{\Sigma}_H) = \sqrt{\lambda_k(\hat{P}\hat{Q})},
\]

where \( \lambda_k \) denotes the \( k \)-th eigenvalue and \( P, Q, \hat{P}, \hat{Q} \) are the controllability and observability Gramians of \( \Sigma_H \) and \( \hat{\Sigma}_H \), respectively. Note that \( P = \hat{P}, Q = \hat{Q} \) are the unique solutions of the Lyapunov equations

\[
AP + PA^\top + BB^\top = 0, \\
A^\top Q + QA + L^\top L = 0, \\
A^\top \hat{Q} + \hat{Q}A + \hat{L}^\top \hat{L} = 0,
\]

implying that \( X_{\min} = Q \) and \( \hat{X} = \hat{Q} \). Since \( \Sigma \) is minimal, the pair \((A, B)\) is controllable and, hence, \( P = \hat{P} \) is positive definite. We can thus consider its Cholesky decomposition \( P = F F^\top \) and obtain

\[
(\sigma_k(\Sigma_H))^2 = \lambda_k(PQ) = \lambda_k(F^{-1}PQF) = \lambda_k(F^\top X_{\min}F), \\
(\sigma_k(\hat{\Sigma}_H))^2 = \lambda_k(\hat{P}\hat{Q}) = \lambda_k(F^{-1}\hat{P}\hat{Q}F) = \lambda_k(F^\top \hat{X}F).
\]

The assertion now is a consequence of the Courant-Fischer-Weyl min-max principle [22, Theorem 8.1.2] and the following considerations

\[
(\sigma_k(\Sigma_H))^2 = \lambda_k(F^\top \hat{X}F) = \min_{\lambda_k \in \mathbb{R}^n} \max_{z \in \lambda_k} z^\top (F^\top \hat{X}F)z \\
\geq \min_{\lambda_k \in \mathbb{R}^n} \max_{z \in \lambda_k} z^\top (F^\top X_{\min}F)z = \lambda_k(F^\top X_{\min}F) = (\sigma_k(\Sigma_H))^2.
\]

\( \square \)
Remark 3.7. While different factorizations of the system matrix for a pH representation may result in dense system matrices $J, R,$ and $Q$, we emphasize that our method works directly with the system matrix $A$, and hence, any sparsity pattern in $A$ can be exploited in the construction of the ROM for the spectral factor. In contrast, pH-IRKA (see Algorithm 3) requires matrix products with the matrix $Q$, which, depending on the particular pH representation may be computationally more or less involved in a large-scale context.

Computational complexity. Let us briefly discuss the computational effort required by Algorithm 4. For this, let us discuss the case of dense matrices, i.e., a worst-case estimate of the computational complexity. If the given Hamiltonian $Q$ is supposed to be replaced by one of the extremal solutions $X$ satisfying the KYP inequality $W(X) \geq 0$ and the term $D + D^\top$ is invertible, the computations are essentially given by solving an algebraic Riccati equation. Typical dense solvers rely on an associated Hamiltonian eigenvalue problem of dimension $2n$, leading to a complexity of $O(8n^3)$. The subsequent computation of a Cholesky decomposition of the matrix $W(X) \in \mathbb{R}^{n+m \times n+m}$ can be realized in $O((n+m)^3)$ computations. The computational effort for obtaining the reduced-order model depends on the number of iterations needed until convergence. In particular, if $\ell$ steps of an iterative procedure, such as IRKA, have to be carried out, then $2\ell n$ linear systems of equations have to be solved. For dense matrices, this will lead to a complexity of $2\ell n^3$. All further calculations depend only on the reduced system matrices and can therefore be neglected. On the other hand, large-scale systems usually result from spatial semi-discretizations of partial differential equations and thus yield sparse matrices. In this case, one can often exploit low-rank approximation procedures that scale linearly with the number of nonzero entries. For example, the solution of algebraic Riccati equations can be efficiently handled up to matrix dimension of the order $n = 10^6$, see, e.g., [11] and the references therein.

Contractivity preserving model reduction. In context of model reduction, methods dedicated to positive real systems often come with appropriate modifications for bounded real systems and vice versa, e.g., [24, 27, 40]. Similar to condition (2.2), bounded real systems $(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$ are characterized by the positive (semi) definiteness of the function

$$
\Psi : \mathbb{C} \setminus (\sigma(\tilde{A}) \cup \sigma(-\tilde{A})) \to \mathbb{C}^{m \times m}, \quad s \mapsto I_m - \tilde{G}(-s)^\top \tilde{G}(s)
$$
on the imaginary axis and imply the contractivity of the system, i.e., we have

$$
\int_0^t \|y(\tau)\|_2^2 \, d\tau \leq \int_0^t \|u(\tau)\|_2^2 \, d\tau
$$

for all $t > 0$ and inputs $u \in L^2(0, t; \mathbb{R}^m)$ and $y$ associated with $(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$. Following the discussion from section 3 and the bounded real lemma [2], it seems natural to aim for a factorization of $\Psi$ in terms of solutions to the bounded real Lur’e equation

$$
\tilde{A}^\top \dot{X} + \dot{X} \tilde{A} + \tilde{C}^\top \tilde{C} = -\tilde{L}^\top \tilde{L} \\
\dot{X} \tilde{B} + \tilde{C}^\top \tilde{D} = -\tilde{L}^\top \tilde{M} \\
I_m - \tilde{D}^\top \tilde{D} = \tilde{M}^\top \tilde{M}.
$$

However, note that, in contrast to the positive real case, for given $(\tilde{A}, \tilde{B}, \tilde{L}, \tilde{M})$, there is no obvious way to construct corresponding matrices $\tilde{C}$ and $\tilde{D}$ and an appropriate modification of Algorithm 4 is unclear. On the other hand, we may reverse the line of argument from [40]
as follows. Provided that \( \det(I_m + \tilde{G}(s)) \neq 0 \) and \( I_m + \tilde{D} \) is invertible, let us utilize the Moebius transformation \( \mathcal{M} \) defined by
\[
\tilde{G}(s) \mapsto \mathcal{M}(\tilde{G})(s) = G(s) = (I_m - \tilde{G}(s))^{-1}(I_m + \tilde{G}(s))
\]
which yields a positive real system \( G \) that can be reduced by Algorithm 4. A reduced bounded real system can subsequently be constructed by application of \( \mathcal{M}^{-1} \). Let us denote the associated reduced systems by \( \hat{G} \) and \( \hat{\tilde{G}} \), respectively. Then, using the identities \( \tilde{G}(s) = (G(s) - I_m)(G(s) + I_m)^{-1} \) as well as \( (G(s) + I_m)^{-1} = \frac{1}{2}(I_m - G(s)) \) and some algebraic manipulations similar to those in [40], we obtain
\[
\tilde{G} - \hat{G} = \frac{1}{2}(I_m - \hat{G})(G - \hat{G})(I_m - \tilde{G}).
\]
As a consequence, this leads to an estimate of the form
\[
\|\tilde{G} - \hat{G}\|_{\mathcal{H}_2} \leq \frac{1}{2}\|I_m - \hat{G}\|_{\mathcal{H}_\infty}\|G - \hat{G}\|_{\mathcal{H}_2}\|I_m - \tilde{G}\|_{\mathcal{H}_\infty}
\]
provided that the previous terms are all finite. Of course, in combination with Theorem 3.1 one could also state an estimate in terms of the \( \mathcal{H}_2 \) error of the (positive real) spectral factors \( H \) and \( \hat{H} \).

4. Numerical examples

In this section, we illustrate our theoretical findings and our novel passivity-preserving MOR method by means of numerical examples. We emphasize that the main purpose of these examples is the illustration of the theoretical findings. An efficient implementation exploiting sparsity patterns is subject to further research. With regard to the implementation of the methods, the following remarks are in order:

- To ensure a (numerically) minimal realization, we used the structure-preserving truncation algorithm presented in [14, Sec. 5] with truncation tolerance \( \varepsilon_{\text{trunc}} = 1 \times 10^{-12} \). The minimal realization is used to construct the ROMs. In contrast, we will use the original (numerically not minimal) realization for the error computations.
- For the computation of the extremal solutions of the Lur'e equation (2.10), we added an artificial feedthrough term \( D + D^\top = 1 \times 10^{-12}I_m \) and constructed a solution by solving the associated Riccati equation (2.12) using the MATLAB® built-in routine \( \text{icare} \).
- The reduced spectral factor (step 3 in Algorithm 4) is computed via IRKA (Algorithm 2).
- For the norm computations, we used the Control System Toolbox.
- For the initialization of IRKA (Algorithm 2) and pH-IRKA (Algorithm 3) we compute random matrices \( V, W \in \mathbb{R}^{n \times r} \) (for pH-IRKA only \( V \in \mathbb{R}^{n \times r} \)), construct a ROM and use this ROM to choose interpolation points and tangent directions. In our experiments, we noticed that sometimes, the iteration got stuck in a flat local minimum. To minimize the random initialization effects, we performed the reduction 3 times and used only the best result (with respect to the \( \mathcal{H}_2 \) norm). If the ROM constructed via IRKA is not asymptotically stable, then we simply restart the iteration until an asymptotically stable ROM is constructed.

For the plot labels, we use \( X_{\text{min}}, X_{\text{max}}, \) and \( Q \) to indicate if the spectral factor \( \Sigma_H \) is constructed with the minimal solution of the KYP inequality, the maximal solution, or the matrix given from a direct pH modeling approach, respectively. The full-order
Figure 1 – Hankel singular values for the full-order model (FOM) of the mass-spring-damper system and the auxiliary system $\Sigma_H$ for different solutions of the KYP-inequality

model is denoted with FOM. The model reduction algorithms for positive real balanced truncation (Algorithm 1) and our novel method (Algorithm 4) are denoted with \texttt{prbt} and \texttt{spectralFactor}, respectively.

To ensure reproducibility of the conducted experiments, the code for the numerical examples is publicly available under doi 10.5281/zenodo.4632901.

4.1. Mass-spring-damper system. Our first example is a multi-input multi-output mass-spring-damper system originally introduced in [26], where the inputs describe external forces acting on the first two masses. The outputs are chosen as the corresponding velocities, thus rendering the system passive. In fact, the model is directly given in port-Hamiltonian form (2.5) with $P = 0, S = N = 0$. For details on the setup of the system matrices, we refer to [26]. To demonstrate our methods, we use a moderate system dimension of $n = 1000$. The numerically minimal pH realization obtained with the algorithm from [14, Sec. 5] yields a system of dimension $n = 86$, with an $H_2$ error of $6.6588 \times 10^{-7}$ and an $H_\infty$ error of $1.8571 \times 10^{-6}$.

The Hankel singular values for the FOM and the spectral factors corresponding to different pH realizations are presented in Figure 1. We observe that the decay of the singular values corresponding to the spectral factor for $X_{\text{min}}$ (green diamonds) is quite similar to the decay of the FOM (blue triangles). In contrast, the singular values for the realization corresponding to the matrix $Q$ (red squares) coming directly from the model, and corresponding to $X_{\text{max}}$ (yellow circles) have a much slower decay, which is in agreement with Theorem 3.6. In particular, we expect MOR methods working with these realizations to have a more significant approximation error. This is indeed the case, as we showcase in Figure 2. In particular, the ROM constructed with our novel MOR method based on spectral factorization (cf. Algorithm 4) corresponding to $X_{\text{min}}$ has a similar error to the $H_2$ optimal approximation obtained with IRKA, while at the same time ensuring passivity of the ROM. While our method performs consistently better than pH-IRKA, we want to emphasize that also pH-IRKA depends strongly on the specific realization. Indeed, for reduced dimension $r = 16$, the pH-IRKA ROM corresponding to $X_{\text{min}}$ has an $H_2$ error almost 4 magnitudes better than the pH-IRKA ROM corresponding to the original energy $Q$. 
We conclude our example with a quick investigation of the a-posteriori error bound presented in Theorem 3.1. The errors \( \|G - \tilde{G}\| \) for the system and \( \|H - \tilde{H}\| \) for the spectral factors, are presented in Table 1. We notice that the behavior of the error of the system approximation, i.e., \( \|G - \tilde{G}\|_{\mathcal{H}_2} \), is similar to the behavior of the approximation quality for the spectral factor, i.e., \( \|H - \tilde{H}\|_{\mathcal{H}_2} \). For the realization based on \( X_{\text{min}} \), the error in the spectral factor \( \|H - \tilde{H}\|_{\mathcal{H}_2} \) is in close agreement to the error in the system. For the realization based on the original \( Q \), this difference is bigger.

Remark 4.1. In our numerical experiment, we observed that the norm of the correction term reported in (3.4), i.e., the norm of the correction system

\[
\hat{G}(s) = \tilde{C}(sI_r - \tilde{A})^{-1}\hat{B}
\]

has a similar decay as the error system \( G - \tilde{G} \). Consequently, for the spectral factor for \( X_{\text{min}} \), the ROM is close to a ROM obtained via projection.
4.2. Passive linear poroelasticity. For our second example, we consider Biot's consolidation model for poroelasticity [12], which describes the deformation of a porous material fully saturated by a viscous fluid. For a bounded Lipschitz domain $\Omega \subseteq \mathbb{R}^d$ with $d \in \{2, 3\}$ and a time interval $T := [0, T]$, one wants to determine the displacement field $u : \mathbb{T} \times \Omega \to \mathbb{R}^d$ for the porous material and the pressure $p : \mathbb{T} \times \Omega \to \mathbb{R}$ for the viscous fluid satisfying the coupled hyperbolic-parabolic PDE

$$
\rho \partial_{tt} u - \nabla \sigma(u) + \nabla (\alpha p) = f, \quad (4.1a)
$$

$$
\partial_t (\alpha \nabla \cdot u + \frac{1}{M} p) - \nabla \cdot \left( \kappa \nu \nabla p \right) = g,
$$

with stress-strain constitutive relation

$$\sigma(u) = 2\mu \varepsilon(u) + \lambda (\nabla \cdot u) I, \quad \varepsilon(u) = \frac{1}{2} (\nabla u + (\nabla u)^\top) .$$

Hereby, $\mu$ and $\lambda$ are the Lamé coefficients, and $I$ is the identity tensor. The quantities $\alpha$, $M$, $\kappa$, $\rho$, $\nu$, $f$ and $g$ denote the Biot-Willis fluid-solid coupling coefficient, Biot modulus, permeability, density, fluid viscosity, volume-distributed forces, and external injection, respectively.

After a first-order reformulation, a finite-element discretization with standard $P_1$ Lagrange finite element spaces for the associated weak formulation (which we perform with the python interface fenics), and using the generalized state-space pH formulation (cf. Remark2.2) derived in [1], we obtain the linear system of equations

$$E \dot{x} = (J - R)x + Bv, \quad y = B^\top x$$

with

$$E := \begin{bmatrix}
\rho M & 0 & 0 \\
0 & K_u(\mu, \lambda) & 0 \\
0 & 0 & \frac{1}{M} M_p
\end{bmatrix}, \quad J := \begin{bmatrix}
0 & -K_u(\mu, \lambda) & \alpha D^\top \\
-\alpha D & 0 & 0
\end{bmatrix},$$

$$R := \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \frac{\kappa \nu}{\rho} K_p
\end{bmatrix}, \quad B := \begin{bmatrix}
B_f & 0 \\
0 & 0 \\
0 & B_g
\end{bmatrix}, \quad x := \begin{bmatrix}
w_h \\
w_h \\
p_h
\end{bmatrix} .$$

Let us emphasize that $E$ is a symmetric positive definite mass matrix. Due to the hyperbolic character of (4.1a), the system has eigenvalues on the imaginary axis, which is difficult for MOR. Although MOR methods for hyperbolic systems or systems with slowly decaying Hankel singular values are subject to extensive research (for an overview we refer to [13, Sec. 2]), we avoid this issue by adding artificial damping, resulting in the model

$$E \dot{x} = (J - R - \eta I_n)x + Bv, \quad y = B^\top x .$$

For our experiment we use the unit square $\Omega = [0, 1]^2$ with $d = 2$, homogeneous Dirichlet boundary conditions, spatially independent volume-distributed forces $f$ and injection $g$ (yielding $m = 2$), and the parameters listed in Table 2. The resulting system has dimension $n = 980$. To convert the system to the standard pH representation, as introduced in (2.5), we perform the coordinate transformation $z = Ex$, resulting in $Q = E^{-1}$. We emphasize that in practice, one should directly work with the generalized state-space
representation (cf. Remark 2.2). However, for the sake of consistency, we proceed with the representation (2.5). After computing a structure-preserving minimal realization we obtain a system of dimension $n = 83$ with a relative $H_2$ error of $5.4580 \times 10^{-5}$ and a relative $H_\infty$ error of $3.8634 \times 10^{-5}$.

The decay of the Hankel singular values for the FOM and the spectral factor $\Sigma_H$ for different solutions of the KYP-inequality is presented in Figure 3 for different values of the artificial damping parameter $\eta$. While Theorem 3.6 is true independent of the particular choice of the artificial damping parameter $\eta = 1 \times 10^{-3}$ (solid), $\eta = 1 \times 10^{-4}$ (dashed), $\eta = 1 \times 10^{-5}$ (dotted), for larger damping parameter we observe a stronger decay of the Hankel singular values and notice, that for a larger damping parameter also the difference between the Hankel singular values for $Q$ and $X_{\min}$ increases.

The $H_2$ error between the FOM and the different model reduction schemes is presented in Figure 4. We notice that for $r = 6$, pH-IRKA and our method produce slightly better approximations if using the original pH formulation instead of the pH realization corresponding to $X_{\min}$. Comparing the approximation quality for the spectral factors $\Sigma_H$, depicted in Figure 5, we observe the expected smaller error for the spectral factor corresponding to $X_{\min}$. We emphasize that it is not clear how the different numerical errors (structure-preserving minimal realization, solution of the ARE including the artificial feedthrough term, Cholesky-like factorization for potentially indefinite matrices, solution of the Lyapunov equation) contribute to the overall approximation error. A detailed analysis is subject to further research.

5. Summary

We have presented a novel structure-preserving model reduction method, namely Algorithm 4, that retains passivity or, equivalently, a port-Hamiltonian structure, within the reduced-order model. Our algorithm exploits the connection of passivity to the spectral factorization of the Popov function via the KYP inequality. We have shown (cf. Theorem 3.6)
that the minimal solution of the KYP inequality, respectively, the associated Lur’e and algebraic Riccati equation, is preferable from a model reduction perspective. This not only applies to our methodology but translates to the structure-preserving variant of the iterative rational Krylov algorithm (IRKA), called pH-IRKA. While the corresponding pH realization is in general not sparse, the spectral factor retains the sparsity pattern of the original system independent of the particular solution of the KYP inequality, allowing for MOR in a large-scale context. Moreover, since we can use any stability-preserving MOR method for the spectral factor, existing MOR methods can be used to construct the passive ROM. The numerical examples demonstrate that our algorithm can produce accurate low-dimensional passive surrogate models whose $\mathcal{H}_2$ error is close to $\mathcal{H}_2$-optimal methods (which do not guarantee passivity).

As future work, we plan to investigate the impact of the different numerical approximation errors that impact our ROM construction. Moreover, an extension to passive
descriptor systems, respectively, port-Hamiltonian differential-algebraic systems, is interesting.
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