Unstrained and strained flamelets for LES of premixed combustion

Ivan Langella* and Nedunchezian Swaminathan

Department of Engineering, Cambridge University, Cambridge, UK

(Received 7 September 2015; accepted 3 January 2016)

The unstrained and strained flamelet closures for filtered reaction rate in large eddy simulation (LES) of premixed flames are studied. The required sub-grid scale (SGS) PDF in these closures is presumed using the Beta function. The relative performances of these closures are assessed by comparing numerical results from large eddy simulations of piloted Bunsen flames of stoichiometric methane–air mixture with experimental measurements. The strained flamelets closure is observed to underestimate the burn rate and thus the reactive scalars mass fractions are under-predicted with an over-prediction of fuel mass fraction compared with the unstrained flamelet closure. The physical reasons for this relative behaviour are discussed. The results of unstrained flamelet closure compare well with experimental data. The SGS variance of the progress variable required for the presumed PDF is obtained by solving its transport equation. An order of magnitude analysis of this equation suggests that the commonly used algebraic model obtained by balancing source and sink in this transport equation does not hold. This algebraic model is shown to underestimate the SGS variance substantially and the implications of this variance model for the filtered reaction rate closures are highlighted.
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Nomenclature

Acronyms

CDF cumulative distribution function
CFL Courant–Friedrichs–Lewy number
LES large eddy simulation
PDF probability density function
RANS Reynolds averaged Navier–Stokes
SF strained flamelets
SGS sub-grid scale
TKE turbulent kinetic energy
UF unstrained flamelet

Roman

c progress variable

$C_p$ specific heat capacity at constant pressure (kJ kg$^{-1}$ K$^{-1}$)

$C_3, C_4$ parameters in Equation (7)

$D$ molecular diffusivity (m$^2$ s$^{-1}$)
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\( D \) jet diameter (m)
\( D_p \) pilot diameter (m)
\( D_a \) Damköhler number
\( h \) total enthalpy per unit mass (kJ kg\(^{-1}\))
\( \Delta h_f^0 \) enthalpy of formation per unit mass (kJ kg\(^{-1}\))
\( k \) turbulent kinetic energy per unit mass (m\(^2\) s\(^{-2}\))
\( k_0 \) centreline turbulent kinetic energy at inlet
\( K_a \) Karlovitz number
\( N_c \) scalar dissipation rate of \( c \) (s\(^{-1}\))
\( p \) pressure (N m\(^{-2}\))
\( P \) PDF
\( r \) radial coordinate (m)
\( R \) universal gas constant (kJ K\(^{-1}\) mol\(^{-1}\))
\( Re \) Reynolds number
\( Sc \) Schmidt number
\( s_L \) laminar flame speed (m s\(^{-1}\))
\( t \) time (s)
\( T \) absolute temperature (K)
\( u'_\Delta \) sub-grid scale velocity (m s\(^{-1}\))
\( U_i \) velocity component in direction \( i \) (m s\(^{-1}\))
\( U_b \) bulk mean velocity (m s\(^{-1}\))
\( U \) velocity vector (m s\(^{-1}\))
\( V_i \) volume of computational cell \( i \) (m\(^3\))
\( W \) molecular weight (kg mol\(^{-1}\))
\( \dot{W} \) reaction rate (kg m\(^{-3}\) s\(^{-1}\))
\( x \) axial coordinate (m)
\( Y \) mass fraction

**Greek**

\( \alpha \) thermal diffusivity (m\(^2\) s\(^{-1}\))
\( \beta_c \) combustion model parameter in Equation (7)
\( \delta_{th} \) laminar flame thermal thickness (m)
\( \Delta \) LES filter width
\( \tilde{\varepsilon}_c \) SGS scalar dissipation rate of \( c \) (s\(^{-1}\))
\( \zeta \) sample space variable for \( c \)
\( \theta_5 = 0.75 \), parameter in Equation (7)
\( \Lambda \) turbulence integral length scale (m)
\( \rho \) density (kg m\(^{-3}\))
\( \sigma^2_c \) total variance of \( c \)
\( \tau \) heat release parameter
\( \Psi \) passive fluid marker, normalising factor in Equation (2)
\( \psi \) sample space variable for \( N_c \)
\( \dot{\omega} \) reaction rate (kg m\(^{-3}\) s\(^{-1}\))

**Superscript**

+ Normalised variable
Subscripts
0 or \( u \)   unburnt condition
ad   refers to adiabatic condition
\( \Delta \)   sub-grid scale
f   fuel
model   modelled value
mix   mixture
reak   reaction (refers to flamelet condition)
SGS   sub-grid scale contribution
t   turbulent or SGS

Operators
\( \bar{\phi} \)   simple filtering of \( \phi \)
\( \phi \rangle \)   Favre filtering of \( \phi \)
\( \hat{\phi} \)   test filtering of \( \phi \)
\langle \phi \rangle \)   time or mass-weighted average of \( \phi \)

1. Introduction
High combustion efficiency with low emissions in practical devices can be achieved using lean premixed combustion, which will be invariably turbulent offering considerable challenge for mathematical treatment and modelling. Furthermore, lean premixed combustion is prone to combustion induced oscillations, which can cause local extinction or flame-out leading to flame blow-off. It is challenging to capture these highly transient phenomena in numerical simulations using the Reynolds averaged Navier–Stokes (RANS) approach and large eddy simulation (LES) is more suited. Practical combustors with intricate geometry are challenging for LES; however, recent advances in computational hardware and methods allow these simulations, but the challenge is to find robust and accurate models for small-scale phenomena such as combustion.

In LES, the dynamics of device dependent large-scale turbulence are solved down to a cutoff scale \( \Delta \), while the influences of the remaining sub-grid scales (SGSs) are modelled. The premixed combustion is usually a sub-grid phenomenon requiring modelling, and various approaches used for this modelling are reviewed and summarised in [1–5]. These approaches can be broadly categorised into flamelet and non-flamelet or geometrical and statistical [3] approaches. The methodologies such as thickened flame [6,7], flame surface density or flame-wrinkling (see for example [8–14]), level-set or \( G \) equation [15,16] belong to the geometrical category of flamelets approach. The statistical category of flamelets approach includes the eddy-break-up (EBU) model, the algebraic model involving scalar dissipation rate [17–21] and the presumed PDF with laminar flamelets approach [3]. The unstrained and strained flamelets considered for this study belong to this statistical category. The non-flamelet methodology includes the transported PDF and the conditional moment closure (CMC) approaches. The CMC method [22] was tested rigorously for RANS simulations of premixed flames [23–25] but has yet to be applied in the LES framework. Different PDF approaches have been used for LES of premixed combustion, and details can be found elsewhere [26–29]. The conditional source term estimation approach has also
been developed for preformed combustion modelling, and details can be found elsewhere – for example in [30,31].

The fluid dynamic straining effects were shown [32] to be important in RANS calculations of the piloted stoichiometric methane–air Bunsen flames of [33] using unstrained and strained flamelets. When the straining effects were excluded, the computed flame length was observed to be very much shorter than the measured length in [33] suggesting that the fuel is consumed quickly. There is only one scale of turbulence involved in RANS and the effects of spectrum of turbulence scales on the flame need to be considered. Various approaches such as the efficiency function were introduced in the past [34] to include flame stretching caused by turbulent eddies in the RANS method. A similar approach is also used to include the effects of unresolved eddies on filtered flames in LES using the thickened flame model [6,7]. Alternatively, one could also use strained flamelets, as has been attempted in [35] for LES. The past RANS study [32] used the averaged scalar dissipation rate of a reaction progress variable to parameterise strained flamelets, whereas the atomic hydrogen mass fraction was used in [35] for LES. The closure strategies for this study using unstrained and strained flamelets are detailed in the next section. As will be seen in that section, the SGS variance of the progress variable, $\sigma^2_{c,\text{sgs}}$, is required. This was typically modelled in earlier studies using an expression developed for passive scalars. The relevance of such modelling for turbulent premixed combustion is an open question on physical grounds because chemical reactions ought to influence this variance, as was remarked in [36], and an algebraic model for $\sigma^2_{c,\text{sgs}}$ including this effect has yet to be developed. These points are of high importance specifically for the presumed sub-grid PDF approach because this PDF has a direct dependence on $\sigma^2_{c,\text{sgs}}$ and influences the filtered reaction rate value.

As noted earlier, the dynamic scales of turbulence containing about 80 to 90% of turbulent kinetic energy are resolved in a practical LES. Hence, the flamelet stretching by resolved eddies is captured fully in the LES and of course one would need a model to represent flame stretching by unresolved (sub-grid) eddies and these eddies may have less than 10% of turbulent kinetic energy depending on the numerical grid employed for LES. Thus, these scales may not have enough energy to impart considerable influence on the flamelets to alter their structure and burning characteristics. This is only a conjecture here for LES and careful simulations are required to make an assessment. Similar views have been debated in the past while investigating premixed combustion regimes using direct numerical simulation (DNS) methodology [37] and experiments [38], and it has been suggested that small-scale eddies do not have adequate energy to impart significant perturbations to unstrained flamelet structure.

In light of these observations, whether one needs strained flamelets for practical large eddy simulations of premixed combustion or not is an open question. This study is aimed to address this question and has two objectives. The first one is to assess the statistics obtained using unstrained and strained flamelets in the LES of the experimental flame investigated using RANS in [32], which showed a need for strained flamelets. Also, this experimental flame [33] was studied using various SGS combustion modelling methods [7,17,26,28,39,40] and thus the current combustion modelling can be evaluated comprehensively. The second objective is to assess the commonly used model $\sigma^2_{c,\text{sgs,mod}} \approx A \Delta^2 (\nabla \tilde{c} \cdot \nabla \tilde{c})$, which is derived by analysing a passive scalar field [36]. Here, $\tilde{c}$ is the Favre filtered reaction progress variable and the model parameter $A$ is usually obtained through dynamic evaluation and typically takes a value of about 0.5. This second objective is addressed by comparing this model with SGS variance computed using its transport equation in LES.
This paper is organised as follows. The reaction rate closures using the unstrained and strained flamelets are discussed in the next section. The experimental flames used for validation purposes are described briefly in Section 3. Computational details such as governing equations, the numerical grid, discretisation schemes, and boundary conditions are discussed in Section 4. The results are discussed in Section 5 and concluding remarks are made in the final section.

2. Filtered reaction rate closure
2.1. Unstrained flamelet
A closure for the filtered reaction rate using the unstrained flamelet (UF) is well known and this closure is written as

\[ \bar{\omega} = \int_0^1 \dot{\omega}(\zeta) P(\zeta; \bar{c}, \sigma_{c,sgs}^2) \, d\zeta = \bar{\rho} \int_0^1 \dot{W}(\zeta) \bar{P}(\zeta; \bar{c}, \sigma_{c,sgs}^2) \, d\zeta, \]  

where \( \bar{P}(\zeta; \bar{c}, \sigma_{c,sgs}^2) \) is the density weighted sub-grid PDF of \( c \) and \( \dot{\omega} = \rho \dot{W} \) is the flamelet reaction rate obtained from a freely propagating unstrained planar laminar flame for a given thermo-chemical condition. The symbol \( \zeta \) is the sample space variable for reaction progress variable \( c \). This closure is analogous to the RANS counterpart and was originally proposed by Cook and Riley [41] for LES of non-premixed combustion and it has been used in many past LES of premixed combustion. The sub-grid PDF is obtained using a presumed shape such as the Beta function. If the sub-grid wrinkling of the flame is fully resolved, then the Beta function is inappropriate [42]. However, resolving the sub-grid wrinkling would need a very fine grid and this would be like (coarse) DNS, which is not computationally conducive for LES of complex practical geometries. The Beta function has been used in many past studies [17,43–46] showing good prediction and this function is given by

\[ \bar{P}(\zeta) = \frac{\zeta^{a-1}(1 - \zeta)^{b-1}}{\Psi(a, b)} \]  

with \( \Psi(a, b) = \int_0^1 \zeta^{a-1}(1 - \zeta)^{b-1} \, d\zeta, \)

where the parameters \( a \) and \( b \) are related to \( \bar{c} \) and \( \sigma_{c,sgs}^2 \) through

\[ a = \bar{c} \left[ \frac{\bar{c}(1 - \bar{c})}{\sigma_{c,sgs}^2} - 1 \right], \quad b = \frac{(1 - \bar{c}) a}{\bar{c}}. \]

This density weighted sub-grid PDF is related to its unweighted counterpart through \( \bar{\rho} \bar{P} = \rho P \). The Favre-filtered progress variable, \( \bar{c} \), is obtained using its transport equation, which is

\[ \frac{\partial \bar{c}}{\partial t} = \nabla \cdot (\rho \bar{D} \nabla c) - \nabla \cdot (\rho \bar{U} c - \bar{\rho} \bar{U} \bar{c}) + \bar{\rho} \dot{W} \]
in the usual notation and \( \mathcal{D} \) is the molecular diffusivity of \( c \). The sub-grid variance is obtained using its transport equation written as

\[
\frac{D}{D_t} \overline{\sigma_{c,sgs}^2} \approx \nabla \cdot \left[ \left( \frac{\rho D}{\text{Sc}_c} + \frac{\nu_t}{\text{Sc}_c} \right) \nabla \sigma_{c,sgs}^2 \right] + 2 \overline{\rho} \left( \overline{W}_c - \overline{\tilde{W}_c} \right)
\]

\[
-2\overline{\sigma} + 2\overline{\rho} \frac{\nu_t}{\text{Sc}_c} (\nabla \tilde{c} \cdot \nabla c),
\]

where \( \nu_t \) and \( \text{Sc}_c \) are the SGS viscosity and Schmidt number, to be discussed in Section 4. It is quite straightforward to derive the above equation using the transport equations for \( \tilde{c} \) and \( c^2 \) because \( \sigma_{c,sgs}^2 = \tilde{c}^2 - \overline{\tilde{c}^2} \). The third and fourth terms of Equation (5) need closures and the reaction related term is closed using

\[
\overline{\tilde{W}_c} = \int_0^1 W \xi \tilde{P}(\xi) \, d\xi,
\]

which is consistent with Equation (1). The sub-grid dissipation rate, defined as \( \overline{\rho} \tilde{\varepsilon}_c = \left[ \frac{\overline{\rho D}(\nabla \tilde{c} \cdot \nabla c) - \overline{\rho D}(\nabla c \cdot \nabla \tilde{c})}{\nabla \tilde{c} \cdot \nabla c} \right] \), is modelled using the algebraic closure investigated in [18] and used for LES in [17], and this closure is

\[
\tilde{\varepsilon}_c = \mathcal{F} \left[ 2K_c \frac{s_L}{t_\Delta} + (C_3 - \tau C_4 D_{\Delta}) \left( \frac{2u'_\Delta}{3} \right) \right] \frac{\sigma_{c,sgs}^2}{\beta_c},
\]

where \( \mathcal{F} = 1 - \exp \left( -\theta_5 \Delta^+ \right) \) with \( \theta_5 = 0.75 \), and \( \Delta^+ = \Delta/t_\Delta \) is the normalised filter width. The factor \( \mathcal{F} \) ensures that \( \tilde{\varepsilon}_c \to 0 \) when \( \Delta^+ \to 0 \) [18]. The unstrained planar laminar flame speed and its thermal thickness are denoted using \( s_L \) and \( t_\Delta \), respectively. The SGS velocity scale, \( u'_\Delta \), to be modelled and the sub-grid Damköhler number is \( D_{\Delta} = t_{sgs}/t_c \), where \( t_c = \delta_{th}/s_L \) is the chemical timescale and \( t_{sgs} = \epsilon_{sgs}/\epsilon_{sgs} \) is the SGS flow timescale, which is related to \( u'_\Delta \) and \( \Delta \). The symbols \( k_{sgs} \) and \( \epsilon_{sgs} \) are the SGS kinetic energy and its dissipation rate. The heat release parameter is defined as \( \tau = (T_{ad} - T_u)/T_u \) using the adiabatic flame temperature, \( T_{ad} \), and the reactant temperature, \( T_u \). The other parameters signifying the influences of thermochemical and turbulence processes and their interplay are \( K^*_c = 0.79 \), \( C_3 = 1.5 \sqrt{K_a}/(1 + \sqrt{K_a}) \), and \( C_4 = 1.1/(1 + K_a)^{0.4} \), and the SGS Karlovitz number is \( K_{a} = \sqrt{u'_\Delta^+}/\Delta^+ \) [18,47]. The basis for these functional forms is discussed in detail elsewhere [18,47,48]. A closure similar to that in Equation (7) with corrections for non-unity Lewis numbers has also been tested in DNS [19,49] and used in LES [20,21] studies.

It has been reasonably established in past RANS studies [32,47,50–53] that the above parameters and their values for Equation (7) are not arbitrary, and various terms in Equation (7) are closely related to certain physical aspects of the scalar dissipation rate transport [47,54]. The terms involving \( (K_c s_L/t_{th}) \) and \( (C_3 - \tau C_4 D_{\Delta}) (u'_\Delta/\Delta) \) arise due to fluctuating dilatation and strain rate resulting from competing effects of turbulence and heat release, respectively. Hence they cannot be adjusted or tuned. However, the term \( \sigma_{c,sgs}^2/\beta_c \) comes from the combined influence of flame front curvature effects induced by turbulence, chemical reaction, and molecular dissipation, and all of these are influenced by SGS turbulence.

In order to calculate \( \tilde{\varepsilon}_c \) using Equation (7), one needs a model for \( u'_\Delta \) and a value for \( \beta_c \). This velocity scale is modelled using scale-similarity [55]: \( u'_\Delta = C_q \sum_i |\tilde{u}_i - \overline{\tilde{u}}_i| \) following an earlier study [17], where \( C_q = 1 \) and \( \tilde{u}_i \) is the velocity field obtained using a
Gaussian test filter during LES. This model is simple to use and is directly related to the SGS velocity fluctuation unlike the model by Lilly [56], which is based on the SGS shear stress tensor. Another model based on scale-similarity for kinetic energy is also possible [57, 58]. However, elaborate testing using these models (not shown) suggested a weak sensitivity to this modelling and thus the simplest model is used. A detailed analysis using DNS data in [19] demonstrated further that the SDR model in Equation (7) is not unduly sensitive to the $u'_\Delta$ model. The parameter $\beta_c$ is scale-dependent and thus it is obtained dynamically using the scale-similarity approach described in [17, 59].

Also, it is worth noting that the integral in Equation (1) can become an issue when the PDF becomes bimodal for large values of the SGS variance. This very sharp variation of the PDF near the boundaries $\tilde{c} = 0$ and 1 can cause the integration to be inaccurate, and this can be avoided easily if one uses integration by parts to include the cumulative distribution function (CDF), $C$, of $P$ since the CDF does not have such sharp variations. This is outlined below using a generic variable $Q$.

$$\overline{Q} = \int_0^1 Q(\xi) P(\xi) d\xi = \int_0^1 Q d(C)$$

$$= Q(\xi = 1) - \int_0^1 C Q' d\xi, \quad (8)$$

where the derivative $Q' = \partial Q/\partial \xi$ is usually well behaved in the domain $0 \leq \xi \leq 1$. Thus, the integral in Equation (8) can be evaluated accurately.

### 2.2. Strained flamelets

The strained flamelets (SF) approach used here is an extension of that in [60] for the RANS methodology. The filtered reaction rate is modelled as

$$\overline{\omega} = \int_0^1 \int_{\psi_{\text{min}}}^{\psi_{\text{max}}} \omega P(c, \psi; \tilde{c}, \sigma^2_{c,\text{sgs}}, \tilde{N}_c) d\psi dc, \quad (9)$$

where $\psi$ is the sample space variable for $N_c = D(\nabla c \cdot \nabla c)$, which is the scalar dissipation rate representing the effect of turbulent strain on the flamelet. Since the details of this modelling are given in [60], only changes made to adopt it for LES are discussed here. The sub-grid joint PDF is written as $P(c, \psi) = P(c)P(\psi|c)$ using Bayes’s theorem. The marginal PDF of $c$ is modelled using the Beta function discussed in the previous section and the $\sigma^2_{c,\text{sgs}}$ required is obtained through Equation (5). The reaction term in the variance equation is closed in a manner similar to Equation (9) for consistency. The conditional PDF $P(\psi|c)$ is modelled as a log-normal PDF following [60]. The Favre filtered SDR, $\tilde{N}_c$, required for this conditional PDF is approximated as $\tilde{N}_c \approx \tilde{\varepsilon}_c$ because the premixed flame front is unlikely to be resolved in a typical LES and thus $\tilde{D}(\nabla \tilde{c} \cdot \tilde{c}) \ll \tilde{\varepsilon}_c$. The SGS dissipation rate is estimated using Equation (7). It may be possible to use another flamelet attribute or variable, for example the peak value of the atomic hydrogen mass fraction [35], to represent the straining effect. A quantity related to scalar gradient is a natural first choice to represent turbulent strain and so the dissipation rate is adopted for this study as suggested by Libby and Williams in their asymptotic analysis [61].

The precomputed filtered values of $\tilde{\omega}$ obtained using the UF model are stored in a look-up table with $\tilde{c}$ and $\sigma^2_{c,\text{sgs}}$ as controlling parameters. The SGS dissipation rate, $\tilde{\varepsilon}_c$, is...
used as a third parameter for the SF model. Typical variations of $\tilde{\dot{W}}$ normalised by $\delta_{th}/s_L$ are shown in Figure 1 for the UF and SF models as a function of the controlling parameters. This result is shown for a stoichiometric methane–air flame since the validation case to be described in the next section uses this reactant mixture. The results are shown for three values of $\tilde{\epsilon}_c$ for the SF model. The maximum value of $\tilde{\dot{W}}$ occurs around $\tilde{\epsilon}_c \approx 0.8$ for very small values of $\sigma^2_{c,sgs}$. For values around this $\tilde{\epsilon}_c$, as the variance increases the filtered reaction rate decreases, which is because the burning part of the sub-grid PDF of $c$ decreases as $\sigma^2_{c,sgs}$ increases, which is easy to verify using the Beta function employed for this study. For $0.2 \leq \tilde{\epsilon}_c \leq 0.5$, the sub-grid PDF broadens as $\sigma^2_{c,sgs}$ increases which implies that the burning parts of the flamelet are seen occasionally leading to a relatively larger reaction rate as in Figure 1. The straining decreases the peak reaction rate substantially as one would expect. Except for this change, the variation of filtered reaction rate is similar for the unstrained and strained flamelets. These filtered values are used while computing the piloted Bunsen flames described next.

3. Validation case

The piloted stoichiometric methane–air Bunsen flames of Chen et al. [33] were considered in several past RANS [24,30–32,62–66] and LES [7,26,28,39,40] studies using various combustion modelling approaches. The reactant jet has diameter $D = 12$ mm and issues into quiescent air as shown schematically in Figure 2. This jet is surrounded by a laminar, water-cooled pilot burner having a diameter of $D_p = 68$ mm and the burnt mixture is subadiabatic because of the heat loss to the burner. There is no turbulence generating device in the reactant flow path and thus the turbulence is shear driven. The three flames F1, F2, and F3 in [33], respectively, have a bulk mean velocity of $U_b = 65, 50, \text{and } 35 \text{ m/s}$ and the jet exit Reynolds number based on $U_b$ and $D$ is 52,000, 40,000 and 24,000, which were
achieved in the experiments by varying only $U_b$. These flames belong to the thin reaction zones regime of premixed combustion [67] based on the centreline values of $u'$ and an integral length scale of $\Lambda = 2.4$ mm near the nozzle exit reported in [33].

The radial variation of averaged temperature, streamwise velocity, turbulent kinetic energy, and various species mass fractions at axial locations ranging from $x/D = 2.5$ to 10.5 were measured and reported in [33], which are useful to address the objectives of this study. Furthermore, these flames were considered in many past numerical studies using RANS and LES methodologies as noted earlier and thus a comparative evaluation can be made.

4. Large eddy simulation
The Favre filtered transport equations for conservation of mass and momentum are solved along with additional filtered equations required for combustion modelling. The additional quantities to be solved include the Favre filtered progress variable in Equation (4), the sub-grid variance in Equation (5), and the Favre filtered total enthalpy, $\tilde{h}$, which is the sum of the sensible and chemical enthalpies of the mixture. The transport equation for $\tilde{h}$, for
mixtures with unity Lewis number, is

\[
\frac{\partial \tilde{h}}{\partial t} + \frac{\partial \rho \tilde{h} \tilde{U}_i}{\partial x_i} = \frac{\partial}{\partial x_j} \left( \rho \alpha \frac{\partial h}{\partial x_j} \right) - \frac{\partial}{\partial x_i} \left( \rho \tilde{U}_i \tilde{h} - \tilde{\rho} \tilde{U}_i \tilde{h} \right). \tag{10}
\]

The sub-grid stresses are modelled using the dynamic Smagorinsky model [68,69] and the SGS scalar fluxes are computed using the gradient hypothesis with the dynamic Schmidt number approach [69]. The test-filter size for all dynamic procedures used in this study is \( \tilde{\Delta} \approx 2\Delta \), following common practice, with the filter width estimated as \( \Delta = (V_i)^{1/3} \), where \( V_i \) is the volume of computational cell \( i \).

Including the \( \tilde{h} \) equation allows one to handle sub-adiabatic mixtures coming from the pilot stream of the test flames discussed in the previous section. The filtered temperature, \( \tilde{T} \), is obtained from the computed \( h \) using \( \tilde{T} = T_0 + (\tilde{h} - \tilde{h}_0^{\text{f,mix}})/\tilde{C}_{p,\text{mix}} \), where \( \tilde{C}_{p,\text{mix}} \) is the specific heat capacity at constant pressure for the mixture and it depends on temperature as described in [52]. The mixture density is computed using the state equation: \( \tilde{\rho} = \frac{p \tilde{W}_{\text{mix}}}{\tilde{R} \tilde{T}} \), where \( p \) is the filtered pressure, \( \tilde{W}_{\text{mix}} \) is the Favre-filtered molecular weight of the mixture and \( \tilde{R} \) is the universal gas constant. The values of \( \tilde{C}_{p,\text{mix}} \), \( \tilde{h}_0^{\text{f,mix}} \), and \( \tilde{W}_{\text{mix}} \) are specified as described below. First, the values of \( \tilde{h}_0^{\text{f,react}}, \tilde{C}_{p,\text{react}}, \) and \( \tilde{W}_{\text{react}} \) are obtained using an equation similar to either Equation (1) or (9) with the respective flamelets. Then, the mixture values \( \tilde{h}_0^{\text{f,mix}}, \tilde{C}_{p,\text{mix}}, \) and \( \tilde{W}_{\text{mix}} \) are computed using a simple mixing rule given by

\[
\tilde{\phi}_{\text{mix}} = \tilde{\Psi} \phi_{\text{react}} + (1 - \tilde{\Psi}) \phi_{\text{air}},
\]

where \( \tilde{\phi}_{\text{mix}} \) and \( \tilde{\phi}_{\text{react}} \) refer to one of the three quantities above and \( \phi_{\text{air}} \) to their values in air, to include the mixing or dilution of burnt mixture with the entrained air. This mixing is less likely to cause partially premixed combustion at SGS level because the stoichiometric mixture issuing from the jet has sufficient oxygen to oxidise the CH\(_4\) in the mixture and thus the experimental flames are expected to be purely premixed [39]. This dilution effect, however, will change the mass fractions, thermo-physical and thermo-chemical properties, and temperature of the burnt mixture as noted in [32]. Hence, the above mixing rule is used by tracking the fluid originating from the reactant and air streams using a filtered transport equation, similar to Equation (10), for a passive fluid marker, \( \tilde{\Psi} \).

The required flamelet quantities are computed using the PREMIX [70] and Oppdiff [71] codes for unstrained and strained flamelets, respectively. The PREMIX code solves conservation equations for mass, momentum, energy, and species mass fractions for a freely propagating planar 1D laminar flame. Thus, there is no imposed strain acting on the flame. The Oppdiff code solves these conservation equations along the centreline of an opposed-jet flow configuration. The full form of these equations is given in [70–73]. The laminar flame stabilised near the stagnation plane is subjected to the fluid dynamic strain produced by the opposed jets and the influences of this strain on the flamelet is parameterised using the scalar dissipation rate in this study. Reactant-to-reactant and reactant-to-product jets are possible and the latter configuration is used for this study. Its relevance to turbulent premixed combustion has been discussed in many past studies, which are summarised in [32,60]. The combustion chemistry is represented using the GRI 3.0 mechanism in these flamelet calculations.
The fuel mass fraction, \( Y_f \), is used here to define the instantaneous progress variable
\[
c = 1 - \frac{Y_f}{Y_{f,u}}
\]
so that it takes a value of 0 and 1 in reactants and products, respectively. The fuel mass fraction in the reactant is \( Y_{f,u} \). This definition of \( c \) avoids spurious flames that would appear numerically in the mixing layer between the pilot and coflow if it were defined using temperature \( T \) or any other species mass fraction.

4.1. Numerical method and grid

The above conservation equations and the SGS closures are solved using PRECISE-MB code, which is based on finite volume methodology [74]. The spatial derivatives are discretised using a second order central differencing scheme and these equations are time advanced using a second order accurate scheme with a constant time step chosen to keep the CFL number smaller than 0.3 in the computational domain. Velocity–pressure coupling is achieved using the SIMPLEC algorithm [75].

A three-dimensional computational domain spanning \( 40D \) in the axial and radial directions as shown in Figure 2 is considered and is discretised using a structured multi-block grid having non-uniform numerical cells. These cells are finer near the burner exit and they grow gradually in the downstream and radial directions. A coarser grid having 22 cells inside the jet diameter, \( D \), and about 4 cells within the turbulence integral length scale of \( \Lambda = 2.4 \text{ mm} \) gives a total of about 1.5 million cells for the computational volume of \( \pi (40D)^3/4 \). This grid has 404 cells in the streamwise direction and increasing the cell count to 32 for \( D \) and 6 for \( \Lambda \), keeping other grid parameters almost the same, yielded about 4.2 million cells in total. These two grids, which are the same in [17], are used to assess the grid sensitivity of the LES results. The coarse grid having 1.5M cells satisfies the 80% turbulent energy criterion [55] and has \( \Delta_{\text{min}}^+ \approx 1.3 \), and the 4.2M grid has \( \Delta_{\text{min}}^+ \approx 0.8 \).

4.2. Boundary and initial conditions

The exit velocity for the jet is specified using its measured radial profile [33]. There is no fluctuation specified for this velocity since the turbulence in the reacting region is shear generated as noted in Section 3. However, one can use the digital filter [76] or the synthetic-eddy [77,78] method to prescribe turbulence for the inlet, if required. Analyses of cold flows discussed in the next section show that correct turbulence is recovered after few diameters downstream for the grid and other simulation parameters used in this study. A uniform velocity of 1.5 m/s is specified for the pilot stream on the basis of total volumetric flow rate obtained from the experimental data. A small velocity of 0.2 m/s is assigned to the coflowing air to mimic the air entrainment. The computed statistics are observed to be insensitive when this entrainment air velocity is changed by 25%.

The pilot stream temperature is unspecified in the experimental study and values ranging from 1785 to 2248 K were used in past studies [7,24,26,28,30–32,39,40,62–66] suggesting that the heat loss to the pilot burner varies from 0 [7] to 34% [28,64]. A value of 17% was used in [63] and 20% heat loss was assumed in [39,40]. For this study, it is taken to be 16% following [17,24,32], which gives 1950 K for the pilot temperature. These past studies showed that the pilot temperature uncertainty influences the temperature field only close to the jet exit \( (x \leq 3D) \), which is also confirmed here by changing this temperature over a range of about 200 K.

The filtered progress variable, \( \tilde{c} \), has a value of zero in the jet exit and one for the pilot and coflowing streams. The \( \sigma_{c,\text{sgs}}^2 \) is specified to be zero in all of these boundaries as it is generated predominantly by chemical reactions inside the domain. The passive fluid
Figure 3. Comparison of measured [33] (symbols) and computed, using 1.5M (solid line) and 4.2M (dotted line) grids, normalised mean axial velocity and turbulent kinetic energy in the cold flow of flame F2.

The radial variations of axial mean velocity and turbulent kinetic energy are compared with measured values at five axial locations in Figure 3 for both the 1.5M and 4.2M grids. These quantities are normalised using $U_b = 50$ m/s and $k_0 = 10.8 \text{ m}^2/\text{s}^2$ for the flame F2. The turbulent kinetic energy (TKE), $k$, is obtained as $k = 0.5 \sum (u_i u_i) + 1.5(u_2^2)$, where $u_i = \tilde{U}_i - \langle \tilde{U}_i \rangle$. These results suggest that the computational model represents experiments well and the difference between the 1.5M and 4.2M grid results are negligible as reported in [17]. However, some difference in $\langle k \rangle$ is observed for $r \leq 0.6D$ and this difference decreases as one moves in the downstream direction. As seen in Figure 3, the turbulence levels represented by $\langle k \rangle$ in regions $r > 0.6D$ of combustion are captured quite well with
Figure 4. Comparison of measured [33] (symbols) and computed (lines) radial variation of $\langle U \rangle / U_b$ for the F1 and F3 flames. The unstrained flamelet result is shown for the 1.5M (---) and 4.2M (•••) grids, and the strained flamelets result is shown for the 1.5M (----) and 4.2M (-----) grids. The results for the 4.2M grid are shown only for the F1 flame.

no inlet turbulence, and specifying some inlet turbulence improves this comparison for $x/D = 2.5$ but no significant changes are observed for other downstream locations because the turbulence results predominantly from the shear generation mechanism in the jet flow configuration. These results demonstrate that the 1.5M grid is adequate to capture the flow dynamics and hence this grid is used for reacting flow calculations discussed next. Nevertheless, the 4.2M grid is also used for further testing if required.

5.2. Reacting flows

The results obtained using unstrained and strained flamelets are compared and discussed in this section. The species mass fractions of major and minor species are discussed. Before comparing these two flamelet models, the sensitivity of the computational results to the numerical grid is discussed.

5.2.1. Grid sensitivity

The radial variation of various quantities such as $\langle U \rangle$, $\langle k \rangle$, fuel mass fraction, and normalised mean temperature is shown in Figures 4, 5, 6, and 7. The averaged velocity, turbulent
kinetic energy, fuel mass fraction, and normalised temperature from flames F1 and F3 are shown for various streamwise positions. Although all three flames are computed, typical results are shown here for only the F1 and F3 flames because they have the extreme values of Da, Ka, and Reₜ in the range investigated experimentally in [33]. The mean velocity is normalised using the respective $U_b$ and the mean TKE is normalised using the values $k_0 = 12.7 \, m^2/s^2$ for the F1 flame and $3.82$ for the F3 flame reported in [33]. The normalised temperature is $T^+ = (\overline{T} - T_u)/(T_b - T_u)$, where $\overline{T}$ is the filtered temperature calculated using $\tilde{T}$ obtained from $\tilde{h}$ as described in Section 4 and the fuel mass fraction is constructed from the computed $\tilde{c}$. The relationship between $\overline{T}$ and $\tilde{T}$ is discussed in Section 5.2.2 A. Figures 6 and 7, to be discussed in detail later, compare computational results with the measurements (open circles) and representative results from previous studies employing other SGS combustion closures. For the discussion in this section, the focus is on the present computational results obtained using the 1.5M and 4.2M grids in reference to the experimental values; other results shown in these figures will be discussed in later sections.

The mean velocity variations show that the 1.5M grid is adequate to capture the experimental results. The results for the 4.2M grid, shown only for F1, demonstrate that the mean velocity is not strongly sensitive to the numerical grids used here and in [17]. Similar behaviour is also observed for the SF model. The TKE results in Figure 5 also
suggest a similar conclusion. However, the computed TKE results are relatively large for the SF model and show some sensitivity to the grid, as shown in Figure 5. Despite this, the general variation of TKE does not seem to be influenced by the numerical grid. The reason for the sensitivity observed for the strained flamelets model will become clearer when the results of unstrained and strained flamelets are discussed in the next subsection. The sensitivity (not shown) of mean mass fraction of methane and normalised temperature to the numerical grid is similar to that shown for $\langle U \rangle$. These results suggest that they are weakly sensitive to the numerical grids employed and second order quantities such as TKE show a sensitivity for the SF model. The results for the 1.5M grid are used for the subsequent analysis below because of the weak grid sensitivity observed for the mean quantities.

5.2.2. Unstrained versus strained flamelets

The results in Figure 4 show that the heat release induced acceleration in the flame F3 having the highest Da is underestimated by the SF model compared with the UF model for the upstream positions, $x/D = 2.5$ and 4.5. This implies that the local burning rate is underestimated by the SF model, which will be further confirmed later through Figures 8.
Figure 7. Comparison of measured [33] (○ ○ ○) and computed mean fuel mass fraction. The computational results are shown for the 1.5M grid using the UF (——) and SF ( .. ..) models. Previous results [7] (△), [28] (□), [32] (— ..) and [39] (•••) are shown for comparison.

and 9. However, this difference becomes negligible as one moves downstream. Similar observations are made for F1 having the highest Re and lowest Da.

The normalised mean TKE obtained using these two models is compared in Figure 5 with the experimental data. The trends obtained using them are similar for the flame F3 and there is some over estimation of $\langle k \rangle$ in the flame region, $0.55 \leq r/D \leq 0.7$. The values obtained using the SF model are generally larger and the UF results compare favourably with the measurements for the F1 flame as seen in Figure 5. A closer study of this figure suggests that the shear layer, where the filtered flame is expected to reside, is shifted slightly towards the centreline, which is suggested by the shift in the peak value of $\langle k \rangle$. The production of TKE by the fluid dynamic shear is likely to be aided by the radial acceleration of the fluid resulting from heat release effects. Because of these effects, $\langle k \rangle$ is overestimated for $r/D \leq 0.6$ as observed in Figure 5. Nevertheless, the comparisons shown here for the UF model are very similar to those observed in earlier studies using various SGS [7,26,28,39,40] and RANS [17,24,30–32,62–66] combustion modelling approaches.

The spatial variation of filtered reaction rate for the UF and SF models are compared in Figures 8 and 9 for F3 and F1, respectively. These results are shown for two
different times as \( \log(100\overline{\omega}^+) \) for \( \overline{\omega}^+ > 0.01 \), where \( \overline{\omega}^+ = \overline{\omega}\delta_{th}/\rho_0s_L \) is the normalised filtered reaction rate. The maximum \( \overline{\omega}^+ \) observed is about 2.63 and the logarithm is used here to depict the spatial variations clearly because the combustion is a small-scale phenomenon. Laminar-like structure with negligible wrinkling is observed in F3 having the highest Da for the UF model. If the strain effects are included then the influence of shear layer roll-up resulting from the Kelvin–Helmholtz instability on the filtered flame becomes apparent, as shown in Figure 8 for the two arbitrary time instances. Also, the peak reaction rate occurs near the jet exit and this value is reduced considerably (see Figure 1) as one would expect when stretching effects are included. The overall flame length is more or less the same and there is island formation as in Figure 8 for the two combustion models used.

Although the peak reaction rate is reduced for the SF model, the overall mean burning rate is maintained by the increase in flame area resulting from the increased level of flame wrinkling compared with the UF model. The overall mean burning rate and thus the mean heat release rate given by \( \dot{m}_f \Delta H_c \), where \( \Delta H_c \) is the heat of combustion, must be the same for both models because the fuel flow rate, \( \dot{m}_f \), is identical and there are no local extinctions. Despite this, a distinct difference is observed for F1 having the highest Re, and lowest Da.
Figure 9. Spatial variation of $\log \left(100\dot{\omega}^+\right)$ in flame F1 obtained at an arbitrarily chosen time, $t_1$, using (a) the UF and (b) the SF model with the 1.5M grid. These results at 20 ms later are shown in (c) and (d). The contours are shown for $\dot{\omega}^+ > 0.01$.

as seen in Figure 9. The peak reaction rate is spatially intermittent in Figure 9(a) and an indication of temporal intermittency is seen by comparing Figures 9(a) and 9(c). These intermittencies are expected in high Re$_t$ flames. The most apparent difference between the filtered reaction rates computed using the UF and SF models is seen for F1 in the region of $x/D \geq 10$. The SF model confines the reaction rate to thin layers all the way to $x/D \approx 15$, whereas the reaction rate is distributed more or less uniformly over a larger region for $x/D \geq 11$ when the UF model is used. A small change in the size of this region is observed if one compares Figure 9(a) with 9(c). It is not easy to comment which one of the behaviours in Figures 8 and 9 for the UF and SF models is correct because the experimental study [33] did not report reaction rate. Furthermore, it is not too easy to measure reaction rate quantitatively, but it is possible to image surrogates of reaction rate qualitatively using laser diagnostics for the OH, CH$_2$O and CH species. In the absence of such information, one can compare and analyse statistics gathered from the experimental and past and current numerical studies for further assessment. The comparisons discussed above for the mean velocity suggest that both the UF and SF models are good but the TKE variation suggests that the UF model may be preferred. One must also investigate the behaviour of scalar mass fractions, which is conducted next.
A. Major species

The radial variations of mean fuel mass fraction and normalised temperature are compared with measurements and past numerical results in Figure 7. The results are shown for various streamwise positions in the F1 and F3 flames. The averaged fuel mass fraction computed using the UF model is lower than the measured values for $0.5 \leq r/D \leq 0.7$ at $x/D = 2.5$ for both F1 and F3 shown in Figure 7. The estimates obtained using the SF model are relatively better for this location. However, the UF values are closer to the measurements compared with the SF results at downstream locations. Indeed, the SF model overestimates the averaged fuel mass fraction and the level of this overestimation increases with downstream distance for both the F1 and F3 flames. This is consistent with the reaction rate behaviour shown in Figures 8 and 9. The results in Figure 7 suggest that the UF model predictions are comparable with those obtained using other combustion modelling approaches such as the thickened flames [7,39] and Eulerian stochastic fields methods [28].

The normalised mean temperature variation with normalised radius is shown in Figure 6 for the flames F1 and F3 at various axial positions. The mean temperature is obtained by calculating $\langle T^+ \rangle = \langle \tilde{T}^+ \rangle + \tau \sigma_T^2 / (1 + \tau \langle \tilde{T}^+ \rangle)$ using the expression proposed in [32]. The symbol $\sigma_T^2$ denotes the total variance, which is the sum of resolved and SGS variances. The SGS part is obtained as $\sigma_{T, sgs}^2 \simeq \sigma_{c, sgs}^2$. No significant difference is observed between $\langle T^+ \rangle$ and $\langle \tilde{T}^+ \rangle$, and thus the mean temperature is denoted using $\langle T^+ \rangle$ in the following discussion. The significant overestimate at $x/D = 2.5$ is because of the uncertainty in the boundary condition for the pilot stream and this overestimate was also observed in past studies as depicted in Figure 6. This overestimate decreases as one moves downstream for both the F1 and F3 flames. The relative behaviour of the UF and SF models is consistent with that for the fuel mass fraction. Although the SF model gives a good comparison for $x/D = 6.5$ for the F1 flame, it underestimates the peak temperature for downstream positions and the level of under-prediction increases gradually with downstream distance, as shown in Figure 6, whereas the UF model prediction improves with distance and is comparable with previous results and measurements. The difference between these two models is small for F3 having the highest Da.

Figure 10 compares the computed values of mean mass fraction of H$_2$O with the measurements [33] and results of previous studies. The results of both models are shown in this figure and the SF model under-predicts the mean mass fraction of water vapour, which is consistent with the fuel mass fraction variation discussed earlier. Results of the UF model are close to the measurements for all the axial positions in both F1 and F3 flames. Also, one observes in Figure 10 that the UF model predictions are improved compared with some of the earlier studies employing nearly three to four times the total grid size used in the current study. This is for the following reasons:

(i) the UF modelling framework used here does not have arbitrary or tuneable model parameters as noted in Section 2.1,
(ii) the various SGS models, Equations (1), (6), and (7), related to combustion are consistent with one another,
(iii) the SGS variance is obtained through its transport equation to maintain consistency among important physical processes for production and dissipation of progress variable fluctuations, and
(iv) the dissipation rate model and its parameters are linked to the physical aspects of the problem so that the model response is consistent with the change in local processes.

Elaborate discussion on the SGS variance is given in Section 5.3. Comparisons for other major species such as O$_2$ and CO$_2$ are similar to those shown here for water vapour and fuel and thus they are not shown here.

**B. Minor species**

Figures 11 and 12, respectively, compare the radial variations of the mass fractions of the minor species OH and H$_2$ with the results of past studies and measurements. The results of past studies are shown in these figures only if they were reported. There is a severe under-prediction by the SF model, whereas the UF model yields good predictions of the minor species mass fractions for both the F1 and F3 flames. The OH mass fraction comparison shown in Figure 11 is much better than the comparison shown in [17, Figure 15] for an algebraic reaction rate closure based on high Da combustion. This improved comparison is because these flamelet models can handle finite rate chemistry effects for the filtered reaction rate. This is also reflected in the H$_2$ mass fraction comparison shown in Figure 12. The results presented so far suggest that the UF model performs consistently better compared
Figure 11. Comparison of measured [33] and computed OH mass fractions. The legend is as shown in Figure 7.

with the SF model, which is interesting because [32] suggested that the SF model was required for correct prediction of these piloted Bunsen flames using RANS methodology.

The under-prediction seen here for the SF model is because of under-prediction of filtered burning rate observed in Figures 8 and 9. When the flame front is stretched by turbulent eddies through straining and bending (curvature), the burning rate drops. These effects are parameterised through the SGS dissipation rate, $\tilde{\varepsilon}_c$, in the SF model used here (see Section 2.2). The majority of energy containing eddies is tracked through resolved scales in typical LES, as is that reported here, and thus their flame stretching is included inherently through $\tilde{\varepsilon}_c$, $\sigma_{c,\text{sgs}}^2$, and the enthalpy transport equations and their interactions. So, attempting to include flame stretching caused by SGS eddies that are too weak to influence the flame (see Section 1: ‘Introduction’) will over-compensate for the flame stretching effects. However, these effects may not be small if LES is under resolved but this is not the case for this study (see Section 4.1). Thus, using the SF model to capture SGS flame stretching overestimates these effects leading to substantial reduction in the burning rate. Hence, there may not be a need to include SGS flame stretching in a typical (or practical) LES as these eddies are expected to be too weak to stretch filtered flames.

It is also important to note that the SGS variance of the progress variable is computed here using its transport equation rather than through a commonly used model, $\sigma_{c,\text{sgs, model}}^2$. 
A Δ^2 (\nabla \tilde{c} \cdot \nabla \tilde{c}) to include correct and meaningful interactions among turbulence, scalar mixing, and reactive fields. The reasons for this are discussed next.

5.3. Role of SGS variance

The SGS progress variable equation written earlier as Equation (5) is rewritten below for convenience as

\[
\frac{\partial \rho \sigma_{c,\text{sgs}}^2}{\partial t} + \nabla \cdot \left( \rho \tilde{U} \sigma_{\tilde{c},\text{sgs}}^2 \right) \approx \nabla \cdot \left( \left( \rho \tilde{D} + \rho \frac{v_t}{S_c} \right) \nabla \sigma_{c,\text{sgs}}^2 \right) \\
+ 2 \rho \left( \tilde{W} \tilde{c} - \tilde{W} \tilde{c} \right) - 2 \rho \frac{v_t}{S_c} \tilde{\varepsilon} + 2 \rho \frac{v_t}{S_c} (\nabla \tilde{c} \cdot \nabla \tilde{c}).
\]  \tag{12}

The terms \( T_1 \) and \( T_2 \) are the unsteady and advective terms, respectively. The molecular and turbulent fluxes of \( \sigma_{c,\text{sgs}}^2 \) are \( T_{31} \) and \( T_{32} \), respectively. The terms \( T_4, T_5, \) and \( T_6 \) signify the SGS chemical processes, dissipation of \( \sigma_{c,\text{sgs}}^2 \), and its production through interaction of the SGS scalar flux and the gradient of \( \tilde{c} \), respectively. It is important to recognise
these physical processes in order to evaluate the validity of the commonly used model for \( \sigma_{c, sgs}^2 \), which is obtained by equating \( T_2 \) and \( T_6 \) after approximating the dissipation rate as \( \varepsilon_c \approx \nu_t \sigma_{c, sgs}^2 / (A \Sc \Delta^2) \). This model for \( \varepsilon_c \) is based on a linear relaxation hypothesis using the SGS turbulence timescale [46,79]. As will be seen below, these models for \( \varepsilon_c \) and \( \sigma_{c, sgs}^2 \) should not be used for LES of premixed flames as they exclude the influences of combustion.

The above transport equation is studied using an order of magnitude analysis as follows. The spatial derivatives of filtered quantities, time derivatives, and density are scaled using \( \Delta, \Delta / U_{ref} \), and \( \nu_t \), respectively. The filtered velocity is scaled using a reference velocity \( U_{ref} \). The molecular diffusivity is scaled using the laminar flame scales, \( s_{L} \) and \( \delta_{th} \), and the SGS viscosity is scaled as \( \nu_{t, sgs} \). The progress variable gradient is produced predominantly by the chemical reaction and thus the appropriate scaling for \( \varepsilon_c \) is \( s_{L} / \delta_{th} \). However, one can also scale this term using \( u'_{\Delta} / \Delta \) if the combustion effects are ignored and the SGS turbulence is presumed to be responsible for the progress variable gradient which can occur through mixing of unburnt and burnt mixtures. The above scalings yield

\[
\begin{align*}
T_1 & \sim O \left( \frac{\rho_u s_{L}}{\delta_{th}} ; \frac{U_{ref}}{u'_{\Delta}} \frac{1}{\Delta A} \right) \quad T_2 \sim O \left( \frac{\rho_u s_{L}}{\delta_{th}} ; \frac{U_{ref}}{u'_{\Delta}} \frac{1}{\Delta A} \right) \quad (13) \\
T_{31} & \sim O \left( \frac{\rho_u s_{L}}{\delta_{th}} ; \frac{1}{\Delta A R_{e \Delta}} \right) \quad T_{32} \sim O \left( \frac{\rho_u s_{L}}{\delta_{th}} ; \frac{1}{\Delta A} \right) \quad (14) \\
T_4 & \sim O \left( \frac{\rho_u s_{L}}{\delta_{th}} ; 1 \right) \quad T_5 \sim O \left( \frac{\rho_u s_{L}}{\delta_{th}} ; 1 \right) \quad T_6 \sim O \left( \frac{\rho_u s_{L}}{\delta_{th}} ; \frac{1}{\Delta A} \right) \quad (15)
\end{align*}
\]

where \( R_{e \Delta} = u'_{\Delta} / (s_{L} \delta_{th}) \) is the SGS Reynolds number. If the local SGS Damköhler number is large, then the leading order balance is between \( T_4 \) and \( T_5 \) which implies that \( \varepsilon_c \delta_{th} / s_{L} \approx \nu_t \sigma_{c, sgs}^2 / \Delta^2 \), suggesting that the SGS variance is proportional to \( \Delta A \). However, the PDFs of \( \Delta A \) and \( K_{A, \Delta} \) shown in Figure 13, which will be discussed in detail in Section 5.4, for both F1 and F3, suggest that this Damköhler number is finite and thus the other terms in the balance equation cannot be neglected. If one takes a balance among sources and sinks as is typically done in non-reacting flows, then \( T_5 \approx T_4 + T_6 \), which would give \( \sigma_{c, sgs, model}^2 \approx A_1 \left( \varepsilon_c \Delta^2 + \Delta^2 |\nabla \varepsilon_c|^2 \right) \), where \( A_1 \) is a model parameter. This balance is unacceptable because other terms in Equation (12) will be of similar magnitude since they have the same dependence on \( \Delta A \).

As noted earlier, the commonly used model \( \sigma_{c, sgs, model}^2 \approx A \Delta^2 (\nabla \varepsilon_c \cdot \nabla \varepsilon_c) \) is obtained through \( T_5 \approx T_6 \), which can be justified only if \( u'_{\Delta} / \Delta \) is used to scale \( \varepsilon_c \). This specific scaling gives

\[
T_5 \sim O \left( \frac{\rho_u s_{L}}{\delta_{th}} ; \frac{1}{\Delta A} \right)
\]

and ignores the important aspect of premixed combustion, i.e. the progress variable gradient is produced predominantly by combustion, which is also recognised in an earlier study investigating the SGS variance and dissipation rate of a conserved scalar [36]. This implies that the commonly used model will underestimate \( \sigma_{c, sgs}^2 \), which is verified in Figure 14 for the F1 flame using both the 1.5M and 4.2M grids at an arbitrarily chosen time \( t \) (the same as in Figures 8 and 9) by plotting \( \sigma_{c, sgs, model}^2 \) with \( \sigma_{c, sgs}^2 \) and colouring the data points using the \( \varepsilon_c \) value. The results for F3 (also the SF model) are similar and thus they are not shown here. If the modelled value agrees with \( \sigma_{c, sgs}^2 \) then the data must cluster around the diagonal
Figure 13. PDFs of $Da_\Delta$ and $Ka_\Delta$ from flames F1 (top row) and F3 (bottom row). The results are shown for the UF (—) and the SF (— —) models.

line ($A = 1$). The data seems to cluster predominantly around the dash–dotted line, which has a slope of about 0.125 suggesting that $A \approx 8$. The more apparent clustering for the 4.2M grid is because of reduced scatter. It is clear that the model $\sigma_{c,\text{sgs,\text{model}}}^2$ underestimates the variance as suggested by the above scaling analysis.

Values of $\sigma_{c,\text{sgs,\text{model}}}^2$ smaller than $\sigma_{c,\text{sgs}}^2$ will give larger $\overline{\omega}$ for $0.6 \leq \overline{c} \leq 0.8$ for the UF model (see Figure 1). This overestimate of $\overline{\omega}$ coming from the (incorrectly modelled) SGS variance implies that flame stretching from SGS eddies needs to be considered. If one uses the SF model to include this stretching and $\sigma_{c,\text{sgs}}^2$, then the filtered burning rate is severely underestimated leading to substantial underestimate of various reactive scalar mass fractions as observed in earlier sections of this paper. If one uses the incorrect variance, $\sigma_{c,\text{sgs,\text{model}}}^2$, then the SF model results may improve. This is not attempted here because $\sigma_{c,\text{sgs,\text{model}}}^2$ does not contain the essential physical aspects of premixed combustion and thus it would be misleading.

If one were to use the revised algebraic model, $\sigma_{c,\text{sgs,\text{model1}}}^2$, then the SGS variance would be severely overestimated because $Da_\Delta$ varies from $O(0.1)$ to $O(1)$ yielding $\sigma_{c,\text{sgs,\text{model1}}}^2$ substantially larger than its maximum limit of 0.25. Indeed this overestimate can be seen in the bottom row of Figure 14 for both the grids if one were to use $A_1 = 1$ instead of 0.15 as used for this figure. This substantial overestimate suggests that the transport terms in
Equation (12) should not be neglected to get meaningful values for the SGS variance and this equation needs to be included for the LES of premixed combustion using the UF model. The additional computational cost incurred by including this transport equation is small, which is fully justified through correct representation of turbulent premixed combustion physics as discussed above.

To summarise, the SGS variance and its modelling consistent with the physical aspects of premixed combustion play a central role in the presumed PDF-based flamelet closure for the filtered reaction rate. If the SGS variance, $\sigma_{c,\text{sgs}}^2$, is computed using its transport equation with consistent SGS closures in a practical LES, then the UF model would be adequate and the SF model may not be required. This can only be assessed further by applying the UF model and its framework discussed here for premixed combustion in various configurations and regimes. These tests will be reported in future studies.

5.4. Discussion

Figure 13 suggests that the typical values of $Da_{\Delta}$ range from about 0.1 to 1.8 in F1 and 0.16 to 5 in F3 flames. These ranges are not strongly influenced by flame stretching effects included in the SF model, except that the most probable value is reduced slightly. The relative behaviour between the UF and SF models does not seem to vary between the F1 and F3 flames, which is consistent with the flame statistics discussed earlier. The variation of the $Ka_{\Delta}$ PDF is similar and consistent with the PDF of $Da_{\Delta}$. These two PDFs are more
or less symmetric about the most probable value, suggesting that they may be lognormal. However, the $K_a\Delta$ PDF shows a slightly longer negative tail because of the nonlinear dependence on the small-scale quantities.

The scale-dependent $\beta_c$ in Equation (7) is an important parameter in the SGS combustion modelling approach used in this study. This parameter is obtained dynamically using scale-similarity [17] as noted in Section 2.1 and it varies spatio-temporally. The PDF of $\beta_c$ is shown in Figure 15 for both the F1 and F3 flames. These PDFs are constructed using $\beta_c$ values collected from the entire computational domain and 50 snapshots in time, and by imposing the limits $0.05 \leq \tilde{c} \leq 0.95$ and $\bar{\omega} > 0.05\langle \bar{\omega} \rangle_{\text{max}}$ to avoid regions with very low reaction rates so that the values of $\beta_c$ used for this PDF are physically meaningful. This was verified in [17] in conjunction with an algebraic reaction rate closure. The PDFs shown here for the UF and SF models are similar to those in Langella et al. [17, Figure 18], except for a lower limit used in that study. The lower limit was set to satisfy a realisability condition of $\tilde{N}_c \geq 0$, which was obtained by analysing the transport equation for the mean scalar dissipation rate [54]. For the reaction rate closures used in this study, the realisability condition for the filtered dissipation rate, $\tilde{N}_c \geq 0$, is met if $C_3 \geq \tau C_4 Da_\Delta$, see Equation (7), which is satisfied automatically by the functional forms of $C_3$ and $C_4$ described in Section 2.1.

The PDF of $\beta_c$ is shown for both UF and SF models for the 1.5M grid simulations. These results for the 4.2M grid are very similar to those shown here. There are no differences between these two models, and thus the flame stretching effects from SGS eddies introduced through strained flamelets do not influence the physical processes described by the $\beta_c$ parameter.

6. Summary and conclusion

Large eddy simulation of premixed combustion is conducted using unstrained and strained flamelets for sub-grid scale combustion. The required sub-grid PDF of the progress variable is presumed using the Beta function, and the SGS variance, $\sigma_{c,\text{sgs}}^2$, is obtained from its modelled transport equation. The contribution of combustion in this equation is closed in a manner consistent with the closure for the filtered reaction rate. The SGS scalar dissipation rate is modelled using an algebraic model proposed in [18] and investigated in [17,19]. Two grids of 1.5M and 4.2M are employed and these grids resolve more than 80% of turbulent kinetic energy and show a negligible difference in the computed mean velocity.
The averaged streamwise velocity and various scalar mass fractions including temperature obtained using the UF and SF models show a weak sensitivity to the numerical grid, but the TKE computed using the SF model shows a substantial sensitivity, which is observed to be weak for the UF model. There is substantial difference between the results obtained using these two closures. The stretching of SGS turbulence is parameterised using the SGS dissipation rate in the SF closure. Since the numerical grids employed for the simulations resolve most of the turbulent kinetic energy, the SGS kinetic energy is expected to be small – implying that the SGS eddies are too weak to stretch the flame, which is similar to the views expressed by Poinset et al. [37] and Roberts et al. [38] while investigating turbulent combustion regimes. Thus, using the SGS dissipation rate or any other parameter to parameterise the SGS flame stretching will overcompensate these effects compared with the influences of resolved eddies on the unstrained flamelet. Hence, the burning rate is underestimated by the SF model leading to the overestimation of fuel mass fraction and the underestimation of various reactive scalar mass fractions. The influences of resolved dynamic scales are included inherently in the UF closure through various transport equations and their interactions.

The SGS variance equation plays an important role in this aspect, and using an algebraic closure for \( \sigma_{c,\text{sgs}}^2 \) is incorrect, which is demonstrated using order of magnitude analysis of the SGS variance equation. The commonly used model \( \sigma_{c,\text{sgs, model}}^2 \simeq A \Delta^2 (\nabla \tilde{c} \cdot \nabla \tilde{c}) \) severely underestimates the SGS variance because it excludes the leading order combustion effects. This underestimated variance will give a larger reaction rate for the UF closure (see Figure 1) implying a need for strained flamelets. Also, a model based on a linear relaxation hypothesis for \( \tilde{\varepsilon}_c \) excludes combustion effects and thus it is inappropriate for premixed combustion as noted in Section 5.3. The results presented in this paper suggest that the UF model works well, at least for the conditions investigated here, if one pays close attention to the modelling of \( \sigma_{c,\text{sgs}}^2 \) to retain the important subtleties of premixed combustion physics consistently across various SGS closures. Applying this modelling framework to other flame configurations and combustion regimes would be useful to assess the findings of this study further, and this will be explored in subsequent investigations.
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