Phase classification using neural networks: application to supercooled, polymorphic core-softened mixtures
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Abstract. Characterization of phases of soft matter systems is a challenge faced in many physical chemical problems. For polymorphic fluids it is an even greater challenge. Specifically, glass forming fluids, as water, can have, besides solid polymorphism, more than one liquid and glassy phases, and even a liquid-liquid critical point. In this sense, we apply a neural network algorithm to analyze the phase behavior of a mixture of core-softened fluids that interact through the continuous-shouldered well (CSW) potential, which have liquid polymorphism and liquid-liquid critical points, similar to water. We also apply the neural network to mixtures of CSW fluids and core-softened alcohols models. We combine and expand methods based on bond-orientational order parameters to study mixtures, applied to mixtures of hardcore fluids and to supercooled water, to include longer range coordination shells. With this, the trained neural network was able to properly predict the crystalline solid phases, the fluid phases and the amorphous phase for the pure CSW and CSW-alcohols mixtures with high efficiency. More than this, information about the phase populations, obtained from the network approach, can help verify if the phase transition is continuous or discontinuous, and also to interpret how the metastable amorphous region spreads along the stable high density fluid phase. These findings help to understand the behavior of supercooled polymorphic fluids and extend the comprehension of how amphiphilic solutes affect the phases behavior.
1. Introduction

In the last decade, machine learning (ML) models successfully penetrated into virtually all areas of the scientific community, no longer being considered only an object of study per se, but also a tool that can help solve the more diverse kind of problems faced by scientists [11, 2, 3, 4, 5]. Some few examples of ML applications in physics, chemistry and materials science include molecular and atomistic simulation [6, 7], self-assembly of molecules [8, 9, 10, 11], force fields parametrization [12, 13, 14], soft-materials and proteins engineering [15, 16], drug discovery [17]. Another application that has recently been perfected and improved, taking advantage of ML models, is phase recognition.

The task of identifying the structural formation of matter from local arrangements obtained from simulation data can be significantly refined with the utilization of statistical learning techniques. This approach is showing excellent results, such as local structure detection of polymorphic systems with supervised [18] and unsupervised [19] learning, feedforward neural network and recurrent neural network applied to local topological defects in confined liquid crystals detection [20], identification of phases in matter [21], soft matter [22, 23] and amorphous materials [24] structures using convolutional neural networks and phase prediction of high-entropy alloys [25, 26].

A system that is constantly under investigation, given its complexity, and that has been greatly benefited from a statistical approach, is water and its mixtures. Water is the solvent of life, and the main solvent in industry. Also, pure and “simple” water presents more than 70 known anomalies [27], making it unique [28]. The origin of the high number of anomalies for temperatures in the supercooled regime can be related to a two liquids coexistence line that ends in a liquid-liquid critical point (LLCP), and to the competition between these liquids [29, 30, 31]. At low densities, in the low density liquid phase, the water molecules have an ordered tetrahedral structure, while the high density liquid state is characterized by a more distorted tetrahedral structure, and with local higher density as consequence. The fact that water itself is a mixture of two liquids was hypothesized in the 90s, with an extensive theoretical debate since then, specially in the last decade [32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43]. Currently, the main theoretical evidences indicate that the LLCP exists, and the experimental evidences that support this conclusion are growing in the last years [44, 45, 46, 47, 48, 49, 50]. However, it is an extremely hard task to achieve experimentally this region, known as “no man’s land”, due to rapidly crystallization. In this sense, a computational approach is particularly useful. An extensive number of works have studied the region near the LLCP with molecular simulations using different potentials and approaches [47, 43, 29, 51]. More recently, ML algorithms are being utilized for recognizing the structures exhibited by water, specially nearby the second critical point. Distinct supervised learning approaches with Neural Networks are being explored, some of them based on bond-orientational order parameters [52] or symmetry functions [18], others using data obtained from ab-initio calculations [53, 54] or even networks with more complex architectures, combining different methods [55]. Other works studied the relation between structure and dynamics in the same supercooled region, but for general liquids and glasses, using unsupervised methods [56, 57].

Along with research regarding pure water systems, a set of works have focused on the study of aqueous solutions in the supercooled regime. For instance, in the experimental work by Zhao and Angell [58] the crystallization was repressed in the no man’s land by adding ionic liquids that dissolve ideally in water, preventing the crystallization without destroying the water anomalies. Another class of solutions, which are simpler if compared to more complex systems, is the one of short-chain alcohols in water. It can be treated as a binary system, facilitating the computational approach. The motivation behind the studies of these particular systems lays on their wide range of application such as dispersion media [59], disinfectant [60], in the food [61] and medical [62] industries, among others. Many experimental and theoretical works have studied these short-chain alcohol/water mixtures [63, 64, 65, 66, 67, 68, 69]. In our recent works, we have performed Molecular Dynamics (MD) simulations with a core-softened (CS) approach to investigate the behavior of methanol-water [70] and water mixtures with methanol, ethanol and 1-propanol [71]. In this approach, the waterlike solvent is modeled as the CSW fluid proposed by Franzese [72]. Although it is a spherically core-softened potential with two length scales, without any directionality and, therefore, is not water [73], this CS approach has been largely employed to understand water anomalies both in bulk and confined environments [74, 75, 76, 77, 78]. Particularly, the CSW model that we use in our work is able to reproduce the anomalous behavior of water in the supercooled regime, including the existence of two liquid phases whose coexistence line ends in the LLCP. Based on this potential, the alcohols are modeled as rigid polymers, as proposed by Urbic and co-authors [79]. Moreover, the hydroxyl group is modeled as a CSW bead, while the hydrophobicity of the polar sites is given by a modified Lennard Jones (LJ) potential. It was found [71] that the addition of distinct concentrations of alcohols with distinct chain lengths lead to the suppression of the crystal phase, with the favoring of the amorphous phase and the existence of the liquid-liquid phase transition - in addition to the waterlike anomalies in the supercooled regime. With a particular interest for this present work, we observe a variety of phases: a high-density liquid (HDL) and a low-density liquid phase (LDL), two solid phases: a body-centered cubic one (BCC - phase I) and a hexagonal close-packed phase (HCP - phase II), and an amorphous
solid phase (phase III). This polymorphism makes these mixtures great candidates to test if a NN algorithm is able to recognize the distinct phases in water-solvent mixtures in the supercooled regime.

Additionally, contrasting with the case of pure-water \[55\] \[52\] there is a lack of works applying ML models to autonomously recognize the phases of water-alcohol mixtures near the LLCP, an approach that can help to better understand the structural behavior of these systems. Given that, in this work, we set up a Neural Network based on Steinhardt parameters \[80\] \[81\], adapted for binary mixtures, similar to what has been done by Boattini et al. \[82\], capable of identify the phases of (methanol/ethanol/1-propanol)-water mixtures for different alcohol concentrations. Our goal is to check if this NN based approach can properly predict the phases and phase transitions and provide new insights about the polymorphism in the supercooled regime.

The paper is structured as follows. In Section II we describe the NN architecture and the parameters utilized for map the molecules’ local structures. The results obtained, namely the phase diagram predicted by the NN for the different mixtures and concentrations, alongside a population analysis (the number of particles in each phase for a specific pressure-temperature configuration) are presented in Section III. In Section IV, we present a closing discussion, with the principal remarks and some perspectives for new works.

2. The Computational Details

The NN approach requires only a system snapshot. The last configuration from each \((N, P, T)\) simulation performed in our last work \[71\] was chosen as input for the NN. All the systems, for different alcohols and concentrations and pure water, are composed by \(N = 1000\) molecules. Water and alcohol’s hydroxyl groups are modeled as CSW particles, while the hydrophobic carbon chain in alcohols molecules are LJ sites. The waterlike monomer is monomeric, while the alcohols are linear rigid polymers: methanol is modeled as a dumbbell – one CSW site, one LJ site, ethanol as a trimer – one CSW site, two LJ sites – and propanol as a tetramer – one CSW site, three LJ sites. Detailed information about the simulation methods, parameters and the models can be found in our previous work \[71\].

For the pure solvent and all mixtures cases, we have observed five distinct phases. Two liquid phases, namely Low Density Liquid (LDL) and High Density Liquid (LDL), separated by a first order coexistence line that ends in the LLCP. Also, above the LLCP, the Widom Line (WL) delimits the border between the LDL-predominant and HDL-predominant regions. Two crystalline phases were observed. At lower pressures, the system is in a BCC phase, that will be called of solid I, or just I for simplification, and in a HCP – or solid phase II – at intermediate pressures. Finally, at higher pressures, the system has an amorphous solid phase, or phase III. We called it an amorphous solid once it is disordered, with a structure similar to the HDL phase, but with no diffusion. The amorphous-HDL transition was characterized by an increase in the diffusion constant and by maxima in the isobaric expansion coefficient and in the specific heat at constant pressure \[71\]. All quantities with an asterisk are in reduced dimensionless units \[83\].

To map the local environment of each particle of the system into a vector used as input for the ML model, a series of Bond-Order Parameters (BOOP) \[80\] \[81\] are calculated. The last configuration from the \((N, P, T)\) simulations are the input for the freud analysis python package \[84\] to calculate the BOOPs of the 1000 CSW particles in the system. The Voronoi tessellation was used to define nearest neighbors. For each particle \(i\) with \(N_b(i)\) neighbors, first we calculate \(q_{lm}(i)\), \(q_{lm}(i)\) and \(q_{lm}(i)\), defined as

\[
q_{lm}(i) = \frac{1}{N_b(i)} \sum_{j=1}^{N_b(i)} Y_{lm}(|\vec{r}_{ij}|),
\]

\[
\bar{q}_{lm}(i) = \frac{1}{N_b(i) + 1} \sum_{k \in \{i,N_b(i)\}} q_{lm}(k),
\]

\[
\bar{q}_{lm}(i) = \frac{1}{N_b(i) + 1} \sum_{k \in \{i,N_b(i)\}} \bar{q}_{lm}(k),
\]

where \(Y_{lm}|\vec{r}_{ij}\rangle\) are the spherical harmonics for the distance vector \(\vec{r}_{ij}\) separating particle \(i\) from \(j\). Then, from \([1a]\), \([1b]\) and \([1c]\) we have \(q_l(i)\), \(\bar{q}_l(i)\) and \(\bar{q}_l(i)\), respectively, given by

\[
q_l(i) = \left( \sum_{m=-l}^{l} |q_{lm}(i)|^2 \right)^{1/2},
\]

\[
\bar{q}_l(i) = \left( \sum_{m=-l}^{l} |\bar{q}_{lm}(i)|^2 \right)^{1/2},
\]

\[
\bar{q}_l(i) = \left( \sum_{m=-l}^{l} |\bar{q}_{lm}(i)|^2 \right)^{1/2},
\]

where \(q_l(i)\) is the rotational invariant BOOP, \(\bar{q}_l(i)\) its average and \(\bar{q}_l(i)\) the average of the averages. The average values make it possible to get information about, approximately, the second-shell neighbors. Here, we introduced the average-average parameter, \(\bar{q}_l(i)\), which holds information regarding the structure of, approximately, third-shell neighbors. We want to test if this further parameter can be useful to uniquely identify a local structure that, for different configurations within the same phase, shows significant differences in the long-range coordination shells, as can be seen by analyzing the radial distribution function \(g(r^*)\) for pure water with \(T^* = 0.26\) at distinct pressures, in Figure \([1a]\) and at distinct
temperatures with fixed pressure equals to $P^* = 0.28$, in Figure 1(b). The former case is that of a fixed temperature at which the three solid phases occur. The latter is the case of a fixed pressure at which the system presents an amorphous-HDL transition.

Then, the cubic BOOPs, $w_l(i)$, their average, $\bar{w}_l(i)$, and the average of the average, $\bar{\bar{w}}_l(i)$,

\[
\bar{\bar{w}}_l(i) = \frac{\sum q_{lm_1m_2m_3} q_l \bar{w}_l(i) q_{lm_1m_2m_3} q_l q_{lm_1m_2m_3} q_l}{(\sum_{m=-1}^{m=1} |q_{lm(i)}|^2)^{3/2}},
\]

are calculated. Here, the term in parentheses corresponds to the Wigner $3j$ symbol. The set of parameters described so far should give a vector, composed by translationally and rotationally invariants, capable to uniquely describe the different phases’ local environment. However, since we are dealing with binary-mixtures systems, a distinction between the parameters related to water molecules and those related to alcohol molecules is needed, specifically for the hydroxyl group of the alcohols’ molecules, since they are modeled by the same potential interaction and parameters. This common factor makes this approach for binary mixtures expandable to other alcohols, as long as the hydroxyl group is explicit in the simulation, since the bonds are always calculated considering the water-hydroxyl interaction. Given that, we consider three variations for each parameter calculated. For instance, instead of a unique $q_l(i)$, we have $q_l^{WA/AW}(i)$, $q_l^{WW}(i)$ and $q_l^{AA}(i)$. The first term is the $q_l(i)$ parameter for $i$ being a water (alcohol) molecule considering all type of neihbors, water (alcohol) or alcohol (water). The second term is the $q_l(i)$ where $i$ is a water molecule, and only water molecules are considered as neighbors when performing the calculation. The last one is the parameter for an alcohol molecule, only considering alcohols molecules as neighbors.

Finally, we have a vector $q(i)$ for each particle $i$, composed by all the different BOOPs and cubic BOOPs (and their averages), taking into consideration the variations applied for the binary-mixture case. For any molecule we have

\[
q(i) = \left\{ q_l^{WA}(i), q_l^{AW}(i), \bar{q}_l^{WA}(i), \bar{q}_l^{AW}(i), q_l^{WW}(i), \bar{q}_l^{WW}(i), \bar{q}_l^{AA}(i), \bar{q}_l^{AA}(i), w_l^{WA}(i), w_l^{AW}(i), \bar{w}_l^{WA}(i), \bar{w}_l^{AW}(i), w_l^{WW}(i), \bar{w}_l^{WW}(i), \bar{w}_l^{AA}(i), \bar{w}_l^{AA}(i) \right\}
\]

with $l \in [3, 12]$ and $l'$ assuming only the even values of $l$. For a water molecule, all the parameters with $AA$
in the exponent are equal to zero. If we consider an alcohol molecule, we change \( W_A \) for \( A-W \) in (4) and set all parameters with \( W, W \) in the exponent to zero.

Thus, \( q(i) \) is a 135-dimensional vector that uniquely identifies the local structure of the systems' particles up to the third-shell neighbors, distinguishing water molecules from alcohol molecules.

The model chosen to autonomously identify the local environments is a Feed-Forward Neural Network, with the vector in (4) as the Input Layer (IL), three Hidden Layers (HL) with 180, 90 and 30 neurons, respectively, and a 5-dimensional Output Layer (OL), where each one of the output neurons represents the probability of a particle being in one of the five possible phases the systems analyzed can assume. The whole NN approach was performed using the keras [55] package, with TensorFlow [86] backend. Glorot initialization [87] was applied for all layers; Rectifier Linear Unit was used as activation function for the IL and the HLs, whereas Softmax was used as activation function for the OL; sparse categorical crossentropy was used as loss function with adam [88] as optimizer. The training was performed for 40 epochs, using a batch size equals to 32. The choice to use a NN as the ML model used to perform the classification is based on the constant success obtained when using this specific model, such as in [82] [52] [53]. There’s nothing special about the model specifications, different network’s architecture were tested, as well as hyperparameters, and the setting described presented the best validation accuracy overall.

To efficiently teach the network to distinguish the different phases, we used as input a \( q(i) \) vector for each CSW particle of a system, from a total of thirty configurations, two for each phase and for each mixture with alcohol concentration equals to 10%. Since the number of particles per system is equal to 1000, the total number of data points for the train set is 30 thousand, each one labeled with one of the five possible phases. Since the snapshots with the particle's positions are taken from systems which are in equilibrium, we assume it is uniform, with all the N particles in the same phase. So, the phase used for label train data is already known, as it was found from the thermodynamic analysis performed in our previous work [71]. For example, if we use the N particles from the ethanol-water mixture with concentration \( \chi = 0.10 \), for temperature \( T = 0.20 \) and \( P = 0.01 \), as part of the train set, we use our previous analysis to label the N particles with 'phase I'. Increasing the number of snapshots used for training showed no relation with better results overall. The impact that the configuration uniformity had on the accuracy was much influential than the number of configurations composing the train set.

Afterwards, we use the trained NN to predict the phase of the particles from all the configurations analyzed in [21] i.e. the three different mixtures with three different concentrations, besides pure water. The results regarding the predicted phase for each particle gives two different information. The first one is the system’s phase, which is simply found by analyzing the dominant phase in a single system. The second one is the type of phase transition occurring near the transition curves, which can be extracted from a population analysis (the number of particle in each phase for a single system). With the thermodynamic analysis, transition points occur where response functions present a maximum or a discontinuity. First and second order phase transitions can be distinguished analysing the response functions, which result in the transitions points represented in Figure 2 as grey points. Moreover, the population behavior can give more insights about the system phase behavior in the supercooled regime.

3. Results and discussion

The neural network achieved accuracy up to 99% and 99.3% for training (see Supplementary Material - SM) and validation, respectively. Similar results can also be achieved with one less hidden layer, but increasing the epochs. Overall, it was the faster method to maintain a higher number of hidden layers, but train with less epochs.

In Figure 2(a) is presented the phase diagram obtained with the neural network for the water-ethanol mixture with concentration of ethanol equals to 10%. This is one of the systems from which two snapshots per phase were used to train the NN. Here, each colored circle corresponds to one configuration with defined pressure, temperature and phase, being each phase represented by a unique color. The grey markers correspond to the transition points found from the thermodynamic analysis, forming the “ground-truth” transition lines that delimit each phase and the white circle is the LLCP. We notice from the figure that there is a great overall correspondence between the phases predicted by the network and by the classical approach. That behavior is also noticed for pure CSW, Figure 2(b), and all the combinations of mixture and concentration, shown in the SM. The overall accuracy, defined as the number of configurations with defined temperature and pressure that the network correctly predicted the phase divided by the total number of configurations, are shown in Table 1. Here we note that the overall accuracy found when predicting the phase diagrams is significantly lower than the train/validation accuracy. That is explained by the configurations near the transition lines which phases were incorrectly classified by the network. Also, as it can be seen in the Supplementary Material, the accuracy is already high in the first epochs of the training process, and then increases gradually, indicating that the network learns the main model's features quickly. Also, is important to address that the randomness in choosing the systems for the train dataset plays a major role in the accuracy. For instance, if a random point near the phases boundaries is chosen, the agreement is worse since in these regions we can have a
The compatibility between the methods is particularly interesting in the supercritical region, for temperatures higher than the critical temperature. In this region, we cannot precisely define two different liquid phases, but one liquid phase with two different characteristics, one closely related to the HDL phase and the other to the LDL phase. The separation within supercritical liquid phase is given by the Widom Line (WL), an extension of the LLPT curve into the one-phase region and the locus of maximum fluctuations of the order parameter \[89, 90\], represented by the grey squares in the diagram. The NN successfully separates the HDL-like supercritical liquid from the LDL-like one, and the HDL and LDL liquids in the subcritical region. To check if the system is crossing the phase coexistence line or the WL, we can analyze the isothermal populations. This population analysis is also useful to analyze the amorphous-HDL boundary region, where the larger discrepancy between the neural network approach and the thermodynamic analysis was observed. At this point, it is important to recall that the amorphous phase is not an equilibrium one, and the amorphous-HDL boundary may

Table 1. Accuracy for pure water and all combinations of mixtures.

| \( \chi \) | Accuracy |
|---|---|
| CSW | 0.94 |
| Methanol | 0.01 | 0.93 |
| | 0.05 | 0.92 |
| | 0.10 | 0.94 |
| Ethanol | 0.01 | 0.89 |
| | 0.05 | 0.92 |
| | 0.10 | 0.93 |
| Propanol | 0.01 | 0.90 |
| | 0.05 | 0.94 |
| | 0.10 | 0.92 |

Figure 2. Phase diagrams of (a) water-ethanol mixture with concentration \( \chi = 0.1 \) and (b) pure water, predicted by the neural network. The grey region points were classified as solid phase I, blue region dots as solid phase II, red region dots as amorphous phase III, green region dots as LDL, and the yellow region dots as in the HDL phase. The grey markers with distinct shapes stand for discontinuities and maxima in the response functions isothermal compressibility \( \kappa_T \), isobaric expansion coefficient \( \alpha_P \) and specific heat at constant pressure \( C_P \) taken from Ref. [71]. The white circle is the LLCP obtained from the Ref. [71].

Figure 3. Phase diagrams predicted using BOOPs and their average (a) and including the average-average parameters (b) for the pure CSW fluid. Blue dots were classified as phase II, red as phase III, green as LDL, yellow as HDL and the black dots indicates the existence of amorphous-like particles in the HDL phase.
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Figure 4. Phase diagrams predicted by the NN using average-average parameters, for $0.38 \leq T^* \leq 0.70$ and $0.10 \leq P^* \leq 0.30$ of water-ethanol mixture with (a) $\chi = 0.01$, (b) $\chi = 0.05$ and (c) $\chi = 0.1$. Blue dot regions were classified as phase II, red regions as phase III, green as LDL, yellow as HDL and the black region is the metastable phase (phase classified as LDL with particles classified as phase III).

change if the system is going through a cooling or a heating process – our results were evaluated by a cooling process. The amorphous phase has a smaller diffusion constant – $D \approx 0$ – compared to the HDL phase, what indicates absence of movement - for this reason, we are calling it a “solid”. Also, the maxima in $\alpha_P$ and $C_p$, shown in the phase diagrams (Figure 2) and the smooth change in the structural parameters, as the pair excess entropy $s_2$, suggest a boundary between the amorphous and HDL phases [71]. Once the HDL and the amorphous phase have similar short-range ordering [71], we expand the method by Martelli and co-authors [52] to include structural information about the third-shell neighbors, still considering different parameters for different molecule, as done by Boattini et al [82]. It is important for our case once the waterlike characteristics of core-softened fluids can be related to competitions in the long range coordination shells - not only in the first or second one. [91, 92, 71] To this end, we include the average-average therms, given by (2) and (3). This approach leads to a slightly better agreement between the NN method and the analysis based in the response functions. The overall accuracy (the number of configurations for which the phase was correctly predicted) do not improve much, however, the results are significantly better when we look at the population of particles in a particular phase for each point in the phase diagram.

Each point in the phase diagram was defined using the population analysis: if 50% or more of the particles are in one of the five possible phases, per say HDL phase, the point is classified as HDL. Nevertheless, some particle in the HDL phase can have populations classified as a distinct phase. As an example, we evaluate the population of amorphous particles in points that were classified in the stable HDL phase, since it can indicate how the metastable region spreads in the phase diagram. In Figure 3(a) and (b) we compare the case of pure CSW water using previously implemented methods [82, 52], adapted to our system, and our version, that includes longer correlations. The points in the metastable phase – which were classified as HDL but have at least one particle classified as amorphous, are painted black, in contrast with the colors of the Figure 2(b). While in the first phase diagram amorphous particles spread along practically every point in the HDL phase, in the second one the amorphous population occupy a smaller region. This indicates that including longer-range information will lead to a better classification of these glassy phases.

We can also apply this analysis – with the average-average parameters – to see how the amorphous-like population changes as the concentration of alcohol in the solution increases. As we can see in Figure 4(a) for CSW-ethanol mixtures, and in the SM for the other alcohols, the region with amorphous population in the HDL phase increases for the lower concentration in comparison to the pure CSW fluid, Figure 3(b), and then shrinks with the increase in concentration, as shown in Figures 4(b) and (c). This agrees with our previous results [71], where we found that the low concentration of alcohol affects only the long range coordination shells. Then, as $\chi$ increases, it favors the short range organization, that becomes predominant and the long range effects are less relevant.

Using the NN classification, we can define how much
particles are in one of the five phases. The number of particles defines the population of each phase. For instance, we can walk along an isotherm and see how the population changes. Taking the low temperature isotherm $T^* = 0.20$ for the ethanol mixture at $\chi = 0.1$, shown in Figure 5(a), we can see that at the I-II transition practically all particles change from the BCC to the HCP structure. However, at the II-III transition, we can see fluctuations in the II and III populations from $P^* = 0.19$ to $P^* = 0.22$. Once this corresponds to a solid-amorphous transition, this is expected due the metastability of the phase III. After that, we can see the presence of HDL-like particles in the region III. Heating to $T^* = 0.50$, Figure 5(b), an isotherm that crosses liquid and solid phases, we can see the LDL-solid II transition at $P^* = 0.10$ by the abrupt change in the populations of each one of the phases, same for the solid II-HDL transition at $P^* = 0.15$. Once again, the effect of the amorphous phase metastability has been noticed: at higher pressures the population of amorphous particles starts to increase. At the subcritical isotherm $T^* = 0.56$, shown in Figure 5(c), the LDL-HDL transition is clear at $P^* = 0.12$ – distinct from the supercritical isotherm $T^* = 0.68$, shown in Figure 5(d), where the transition from LDL-like to HDL-like behavior is continuous. Also, this temperature is high enough – and far enough from the metastable region – to ensure that there is no more amorphous-like particles in the system.

A similar analysis can be made along isobars. Here, we show the isobars $P^* = 0.01$, $P^* = 0.05$, $P^* = 0.14$ and $P^* = 0.29$ in Figure 6(a) to (d), respectively. The first two show the abrupt change in solid and liquid populations for the solid I - LDL and solid II - LDL transitions. In the Figure 6(c) we can see the solid phase II to HDL transition at $T^* = 0.51$ followed by a change in the HDL-like and LDL-like populations as the isobar crosses the WL. Finally, we observe that the amorphous - HDL phase transition is smooth, with the particles structure gradually changing from one type to another until the high temperature limit, where no more fluctuations from the metastable phases are observed.
4. Conclusion

In this paper, we have used a machine learning approach to classify phases of core softened CSW-alcohol mixtures, for different alcohols and concentrations, as well as pure CSW, in the supercooled regime. The neural network model inspired by [82] and [52] uses an extensive set of unique bond-orientational order parameters for water-water, water-alcohol and alcohol-alcohol bonds, as input, and was extended to include longer-range coordination shells in comparison to the original method.

For pure CSW fluid and for all the possible combinations of mixtures and concentrations, the phase classification agrees with the thermodynamic analysis from the response functions [71]. The latter approach can be tiring and slow, needing an extensive calculation of physical variables to be analysed. Moreover, different variables have to be calculated and analysed for distinct transitions. Nevertheless, the NN approach presents itself as a faster alternative, requiring always the same set of parameters to identify all the phases the systems can assume.

Additionally, since the model predicts phases of individual particles within a system, a population analysis can be performed, from which we showed it is possible to discern different kind of transitions (discontinuous or continuous transitions) and for the region where high and low density liquids appear, if a transition is taking place or the Widom Line is crossed.

The implementation applied is complementary to works that use a machine learning approach to study water in the supercooled regime, such as those in references [55, 52], and explore a new applicability of the binary-mixture network developed in [82].
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