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Abstract—There is increasing interest in using deep learning approach for EEG analysis as there are still rooms for the improvement of EEG analysis in its accuracy. Convolutional long short-term (CNNLSTM) has been successfully applied in time series data with spatial structure through end-to-end learning. Here, we proposed a CNNLSTM based neural network architecture termed EEG_CNNLSTMNet for the classification of EEG signals in response to grating stimuli with different spatial frequencies. EEG_CNNLSTMNet comprises two convolutional layers and one bidirectional long short-term memory (LSTM) layer. The convolutional layers capture local temporal characteristics of the EEG signal at each channel as well as global spatial characteristics across channels, while the LSTM layer extracts long-term temporal dependency of EEG signals. Our experiment showed that EEG_CNNLSTMNet performed much better at EEG classification than a traditional machine learning approach, i.e., a support vector machine (SVM) with features. Additionally, EEG_CNNLSTMNet outperformed EEGNet, a state-of-art neural network architecture for the intra-subject case. We infer that the underperformance when using an LSTM layer in the inter-subject case is due to long-term dependency characteristics in the EEG signal that vary greatly across subjects. Moreover, the inter-subject fine-tuned classification model using very little data of the new subject achieved much higher accuracy than that trained only on the data from the other subjects. Our study suggests that the fine-tuned inter-subject model can be a potential end-to-end EEG analysis method considering both the accuracy and the required training data of the new subject.

Index Terms—EEG, CNNLSTM, Intra-subject, Inter-subject

I. INTRODUCTION

Machine learning algorithms, such as support vector machine (SVM) [1] and k-nearest neighbors [2], have been applied successfully in EEG analysis. These traditional machine learning algorithms generally require the selection of discriminative features and are often applied to each subject without distinctions. Moreover, there is still significant room for improvement of EEG analysis in its accuracy.

Neural networks have become one of the most promising tools for data classification because of their ability to extract high-level discriminative features from raw low-level data. They have been developing rapidly in recent years for applications such as handwritten character recognition [3], speech recognition [4], natural language processing [5], and recommendation systems [6]. Thus, as a fully end-to-end analysis approach, neural networks hold the potential to overcome the limitations of manually selected features. Applications to electrophysiological signal [7], [8] have shown that neural networks provide much better performance than classical machine learning algorithms.

Systematic reviews of the literature [9], [10] on deep learning applications to EEG analysis reveals that convolutional neural network (CNN) and recurrent neural networks are the most efficient networks for EEG classification tasks. In this paper, we propose a convolutional long short-term (CNNLSTM) based neural network model, termed EEG_CNNLSTMNet, that classifies temporal EEG data recorded from the occipital lobe based on the spatial frequency content of the presented visual stimuli. CNNLSTM takes advantage of the complementarity of CNN for modeling the spatial input of EEG and long short-term memory (LSTM) for modeling the long-term temporal dependency of EEG signals. We compare the performance of EEG_CNNLSTMNet to a traditional machine learning algorithm and to EEGNet, a previously published neural network model [7].

EEG classification is commonly performed for the intra-subject case [11]–[13]. Moreover, the inter-subject case is becoming a matter of focused research in BCI communities, as it facilitates establishing common neural mechanisms across subjects and allows the recurring use of publicly available subjects’ EEG data in brain computer interface (BCI) training [14], [15]. Thus, we evaluate our classification model for both the intra-subject and inter-subject cases.

II. MATERIALS

A. Experimental Protocol

Ten volunteers (mean age: 23 ± 5 years, 2 females and 8 males) participated in the experiment in the Department of Electrical Engineering, City University of Hong Kong. All subjects were healthy with no known history of neurological disorder and had normal or corrected to normal vision. The experimental protocol was approved by the Institutional Review Board of City University of Hong Kong and was in accordance with the Declaration of Helsinki. After a detailed explanation of the experiment procedures, all subjects signed a written informed consent statement.

Subjects were seated comfortably in a chair inside a dark room and presented with a series of sinusoidal gratings on a 23-inch LCD monitor, with the monitor placed 1-meter away from the horizontal plane of the eyes. Gratings with varying spatial,
temporal frequencies, and orientations, were generated using Matlab’s Psychtoolbox [16]. The orientations of gratings were either horizontal or vertical. The spatial frequency was represented as the width of white and black bars, and the temporal frequency was represented as the rolling speed of the gratings on the monitor. The parameters for spatial frequencies were 0.05, 0.1, and 0.3 cycles per degree (cpd). The temporal frequencies and orientation parameters are not within the scope of the present study. Full details on the design of the experiments are given in [17].

| block 1 - 5  | 5 mins break | block 6 - 10 | 5 mins break | block 11 - 15 |
|-------------|--------------|--------------|--------------|--------------|
| block 1     | 2 mins break | block 2      | 2 mins break | block 3      |
|             |              | block 4      | 2 mins break | block 5      |

Fig. 1 Timeline of the experimental protocol

The timeline of our experiment is shown in Fig. 1. Each trial consisted of presenting a 1 s grating stimulus followed by 2 s of gray background. There were a total of 15 blocks with 120 trials each. To prevent fatigue, a time window of 2 min between consecutive blocks was included for subjects to relax (Fig. 1). Moreover, subjects were asked to relax for 5 min after every five blocks. The relaxation time could be extended if needed. For each subject the total time spent in the experiment was approximately 2 h including the relaxation time. During the experiment, subjects were instructed to fixate on the center of the monitor where a cross mark appeared as a cue. Subjects were asked to avoid blinking or any eye movements after stimulus onset.

B. EEG Data Collection and Preprocessing

EEG signals were recorded throughout the experiment at 2048 Hz with a 34-channel active electrode system (Biosemi, Inc). The EEG acquisition system consisted of 32 scalp EEG electrodes and two reference electrodes. The EEG data were preprocessed using the open source Matlab toolbox EEGLAB [18]. The continuous EEG signals were band-pass filtered in the frequency range of 1–100 Hz (Hamming windowed sinc FIR filter), band-stop filtered at 45–55 Hz (Hamming windowed sinc FIR filter) and, down-sampled to 512 Hz. A common average reference was used successively. Then, the signals were cut into 1000 ms segments, [-200 800] ms time-locked to the onset of the gratings. To reject contaminated epochs, tests of excessive EEG values, standard deviations for single channel and for all 32 channels were performed. On average 1344 ± 247 (mean ± standard deviation) trials were analyzed per subject.

C. Temporal and Frequency Analysis

In our previous study [17], two positive event related potentials (the P1 and P2 components) were clearly observable over the occipital lobe after the onset of the gratings. In this study, the P1 and P2 components were defined as the EEG traces during the time windows of [100 200] ms and [200 350] ms post-stimulus. And the mean amplitudes of the P1 and P2 components showed significant differences for stimuli with different spatial frequencies. Moreover, responses in the alpha and gamma bands differed for low and high spatial frequency stimuli [19]. These statistical results motivated the use of EEG data as training data for a classification model.

III. METHODS

Here, we first introduce two classification cases. The structure of our proposed EEG_CNNLSTMNet and its input data are discussed subsequently.

A. Classification Cases

The EEG data in response to different visual stimuli are classified for two different cases: the intra-subject case, and inter-subject case.

1) The intra-subject case: In this classification case, one classification model is trained on the data of only one subject, resulting in a total of ten classification models (one per subject) (Fig. 2A). To assess classification accuracy, nested cross validation is applied to each model. On average 1210 ± 223 (mean ± standard deviation) trials were used as the training set and 134 ± 25 (mean ± standard deviation) as a test set. Several studies demonstrated that in this case, classification results for each subject vary considerably [15]–[17].

2) The inter-subject case: (a) The base inter-subject case: In this classification case, the EEG data for each subject is classified by a classification model trained on the data from all other subjects (Fig. 2B). In this study, the process was repeated ten times, with the data of each subject used exactly once as the test set. Hence, our training sets contained an average of 12293 ± 363 (mean ± standard deviation) trials. This case is designed to test the feasibility of using a classification model trained on data from other subjects. (b) The fine-tuned inter-subject case: In this case, the classification model trained on the data from all other subjects is fine-tuned by adding a very small amount of data from the test subject. This case is designed to balance the trade-offs between classification accuracy and the amount of training data required for a new subject.
Fig. 2 Conceptual diagram for intra-subject (A) and inter-subject cases (B) of subject 1. In the intra-subject case, one intra-subject model is constructed using the training data only from subject 1. In the inter-subject case, one base inter-subject model trained on the data from subjects 2 to 10 and one fine-tuned inter-subject model through fine tuning the base inter-subject model by adding a small amount of data from subject 1.

B. EEG_CNNLSTMNet

The EEG data is time series data containing spatial information recorded at multiple sites on the scalp. Based on the spatial and temporal characteristic of the EEG data, a neural network termed EEG_CNNLSTMNet is proposed to classify EEG signal for different spatial visual stimuli. EEG_CNNLSTMNet is based on the convolutional, long short-term memory fully connected deep neural networks on vocabulary tasks [20]. CNN is good at modelling the problem related to the spatial inputs while LSTM is good at modelling the task related to the sequences. Thus, the CNNLSTM network is suitable for sequence prediction with spatial inputs, like EEG data.

The architecture of our EEG_CNNLSTMNet is shown in Fig. 3. First, the input EEG signals are $X \in \mathbb{R}^{n_c \times n_T}$, where $n_c$ is the number of the EEG channels/electrodes, $n_T$ is the number of temporal samples of one trial. $x_i \in \mathbb{R}^{n_c \times n_T}$ is one segmented time interval data.

To increase classification performance, the techniques of batch normalization (BN) and dropout are applied in our EEG_CNNLSTMNet. The details of the model are as follows:
1) Convolutional Long Short-Term Memory

In layer 1, structured 1D convolutional filters of size $(1, n_c)$ are applied to capture the short temporal characteristics of EEG signals at each channel. In layer 2, a group of spatial filters of size $(n_c, 1)$, specially designed for the EEG signals, are applied. The structural characteristics of spatial information across channels is modeled as data of one channel. Then, an ‘elu’ activation function is applied.

Long short-term memory is designed to avoid the issue of long-term dependency and has been applied with great success in time series analyses, such as speech recognition [21], handwriting recognition [22] and machine translation [23]. In layer 4, a hidden layer with bidirectional LSTM blocks was added to deal with the one-dimensional time series resulting from the steps of spatial convolutions.

The standard LSTM architecture including a forget gate, an input gate and an output gate was employed. At each time $t$, the LSTM cell takes in three inputs, i.e. a hidden state $h_{t-1}$, a cell state $c_{t-1}$ from the previous layer and the current observation $x_t$ and gives a new hidden state $h_t$, and a new cell state $c_t$. The equations of one LSTM cell are as follows:

$$c_t = f_t \ast c_{t-1} + i_t \ast \tilde{c}_t$$
$$h_t = o_t \ast \tanh(c_t)$$

Where $f_t$, $i_t$ and $o_t$ are the forget gate, the input gate and the output gate respectively while $\tilde{c}_t$ is the input modulation gate. The corresponding equations of $f_t$, $i_t$, $o_t$ and $\tilde{c}_t$ are:

$$f_t = \sigma(W_f[h_{t-1}, x_t] + b_f)$$
$$i_t = \sigma(W_i[h_{t-1}, x_t] + b_i)$$
$$o_t = \sigma(W_o[h_{t-1}, x_t] + b_o)$$
$$\tilde{c}_t = \tanh(W_c[h_{t-1}, x_t] + b_c)$$

where $\sigma$ is the sigmoid activation function, $\tanh$ is the hyperbolic tangent function, $W_f$, $W_i$, $W_o$ and $W_c$ are the learned parameters. The values over a mini-batch are first normalized, and then adjusted through $\gamma$ and $\beta$. The output $y_i$ of BN for each $x_i$ is calculated by:

$$\mu_B = \frac{1}{m} \sum_{i=1}^{m} x_i, \sigma_B^2 = \frac{1}{m} \sum_{i=1}^{m} (x_i - \mu_B)^2$$
$$\hat{x_i} = \frac{x_i - \mu_B}{\sqrt{\sigma_B^2} + \epsilon}, y_i = \gamma \hat{x_i} + \beta$$

4) Optimization

We fit our model using the Adam optimization method. The initial learning rate is set to 0.1. When performance over the validation set decreases over two consecutive epochs, the learning rate is adjusted to 0.01. The model is trained on an NVIDIA GTX2070 GPU using the Keras API [26] with the Tensorflow backend [27]. The epoch number is set to 100 as the accuracy increment would be trivial with an epoch number higher than 100.

5) Input Data of EEG_CNNLSTMNet

As the objective of our study was to construct an end-to-end EEG classification model for visual stimuli, the algorithm was expected to extract the discriminative features by themselves. Based on the previous student t-test statistical analysis, we used the preprocessed temporal EEG data of P3, P4, P7, P8, PO3, PO4, O1, Oz, and O2 channels in [-200 800] ms, i.e. $R^{9 \times 256}$.

C. Compared Classification Models

We compared the performance of EEG_CNNLSTMNet to that of EEGNet (a state-of-the-art EEG neural network) as well as to a classical machine learning approach: support vector machine with frequency features. The power values of the alpha and gamma band of the EEG data of the P3, P4, P7, P8, PO3, PO4, O1, Oz, and O2 channels were used as frequency features.

D. Statistical Analysis

We analyzed the statistical differences between our proposed EEG_CNNLSTMNet and the compared classification models (EEGNet, SVM with features) with a nonparametric Wilcoxon signed rank test. Throughout this study, the significance level was set to 0.05.

IV. RESULTS

We compared the EEG classification accuracies of EEG_CNNLSTMNet in the intra-subject, and inter-subject cases to those of EEGNet and SVM with frequency features.

A. Intra-subject Results

Classification performances with EEG_CNNLSTMNet was assessed for each subject (Fig. 5). It was showed that the classification accuracy of EEG_CNNLSTMNet was higher than SVM with features (60.08% ± 10.63% vs 45.56% ± 8.95%, $p = 0.012$) and EEGNet (60.08% ± 10.63% vs 54.83% ± 7.77%, $p = 0.028$). Our results also showed that EEGNet achieved
better prediction performance than SVM (54.83% ± 7.77% vs 45.56% ± 8.95%, p = 0.028).

![Classification accuracies using SVM with frequency features, EEGNet and EEG_CNNLSTMNet in the intra-subject case. The black short vertical lines represent the standard error of the mean for SVM, EEGNet, and EEGNetLSTM respectively.](image1)

**Fig. 5** Classification accuracies using SVM with frequency features, EEGNet and EEG_CNNLSTMNet in the intra-subject case. The black short vertical lines represent the standard error of the mean for SVM, EEGNet, and EEGNetLSTM respectively.

### B. Inter-subject Results

Classification results in the inter-subject case using SVM with frequency features, EEGNet, and EEG_CNNLSTMNet were shown in Fig. 6. The classification accuracies of EEG_CNNLSTMNet were higher than SVM (40.50% ± 6.22% vs 35.70% ± 6.35%, p = 0.028). However, there were no statistical differences between EEG_CNNLSTMNet and EEGNet (40.50% ± 6.22% vs 38.62% ± 4.93%, p = 0.24).

![Classification accuracies using SVM with frequency features, EEGNet and EEG_CNNLSTMNet in the inter-subject case. The black short vertical lines represent the standard error of the mean for SVM, EEGNet, and EEGNetLSTM respectively.](image2)

**Fig. 6** Classification accuracies using SVM with frequency features, EEGNet and EEG_CNNLSTMNet in the inter-subject case. The black short vertical lines represent the standard error of the mean for SVM, EEGNet, and EEGNetLSTM respectively.

The results showed that the classification performance in the inter-subject case was much poorer than that in the intra-subject case (40.50% ± 6.22% vs 60.08% ± 10.64%, p = 0.013) (Fig. 7). The underlying reason is the distribution of EEG data across subjects may vary a lot, thus the classification model trained on the data of different subjects lacks the subject-specific information. Based on this assumption, the inter-subject classification model was fine-tuned using a very small amount (20%) of EEG data of the test subject. The classification performance of the fine-tuned classification model was increased greatly compared to the base inter-subject classification model (59.12% ± 6.56% vs 40.50% ± 6.22%, p = 0.006) (Fig. 7). In addition, there were no statistical differences between the classification accuracy of the fine-tuned inter-subject model and that of the intra-subject model (59.12% ± 6.56% vs 60.08% ± 10.64%, p = 0.575) (Fig. 7).

![Classification accuracies using EEG_CNNLSTMNet in the intra-subject, the base inter-subject and the fine-tuned inter-subject cases for all the subjects. Each red circle, blue square and green diamond represent the classification accuracies of each subject in the intra-subject, inter-subject and fine-tuned cases separately. The three points connected with a dark line belong to the same subject.](image3)

**Fig. 7** Classification accuracies using EEG_CNNLSTMNet in the intra-subject, the base inter-subject and the fine-tuned inter-subject cases for all the subjects. Each red circle, blue square and green diamond represent the classification accuracies of each subject in the intra-subject, inter-subject and fine-tuned cases separately. The three points connected with a dark line belong to the same subject.

The validation accuracies along epochs during the base and the fine-tuned inter-subject model training was shown in Fig. 8. The validation accuracies can only reach about 60% during the training of the base inter-subject classification model. When a small number of data of the test subject were added, the validation accuracies decreased at the beginning and then gradually increased to a higher accuracy.

![Validation accuracies along epochs during the training of the base and fine-tuned inter-subject models. The blue line represents the validation accuracies during the training of the base inter-subject model while the red line represents the validation accuracies during the training of the fine-tuned inter-subject model.](image4)

**Fig. 8** Validation accuracies along epochs during the training of the base and fine-tuned inter-subject models. The blue line represents the validation accuracies during the training of the base inter-subject model while the red line represents the validation accuracies during the training of the fine-tuned inter-subject model.

The classification accuracies using the base and fine-tuned inter-subject EEG_CNNLSTMNet classification models with different rate of EEG data of the test subject were shown in Fig. 9. It clearly showed that the classification performance of the inter-subject model was improved despite of the amount of data of the test subject were used. It also demonstrated only a small
portion, as low as 10%, of data from the test subject can lead to a much better performance.

![Graph: Accuracies of different fine tune rate](image)

Fig. 9 Classification accuracies using the base and fine-tuned inter-subject EEG_CNNLSTMNet classification models with different rates of EEG data of the test subject.

V. DISCUSSION

We propose a CNN-LSTM based end-to-end EEG classification model for cortical response to visual stimuli, termed EEG_CNNLSTMNet, as the CNN-LSTM architecture is suitable for time series data with spatial structure. In details, the first two convolutional layers sequentially model the local temporal characteristics of EEG signals at each channel and the global spatial structures across all channels. The LSTM layer models the long-term dependencies in the EEG signals. The input data of the classification model was motivated by known statistical differences in cortical responses to gratings with different spatial frequencies at different channels, i.e. the P3, P4, P7, P8, PO3, PO4, O1, Oz, and O2 channels in [-200 800] ms.

We studied the performance of EEG_CNNLSTMNet in both intra-subject [15]-[17] and inter-subject cases [18], [19] – both conditions are widely studied in the neuroscience and BCI communities.

In the intra-subject case, EEG_CNNLSTMNet had significantly better performance than SVM with features and EEGNet. These results demonstrate that the first three layers of EEG_CNNLSTMNet extract discriminative features in an efficient manner. Moreover, classification based on these extracted features was superior to classification with the manually selected features. The main difference between EEG_CNNLSTMNet and EEGNet is that an LSTM layer was added to the EEG_CNNLSTMNet model. This architecture has two distinct advantages. First, LSTM can avoid the issue of long-term dependency and thus improve the model performance. And second, the size of the temporal convolution kernel can be kept small as it is unnecessary for the temporal convolutions to take into account the long-term temporal characteristics. As a result, the number of the parameters for a network with temporal convolutions followed by an LSTM layer is smaller than without an LSTM layer.

Comparisons between neural network based classifiers and traditional machine learning algorithms for the intra-subject case have been reported previously in [28]. For instance, Thomas et al. [28] demonstrated that for the classification of steady static visual evoked potential (SSVEP), convolutional neural network model is superior to SVM with features. Kwak et al. [29] also reported that SSVEP decoding results for the CNN architecture surpass those of a canonical correlation analysis (CCA)-based classifier and a CCA-4NN classifier. Wang et al. [30] demonstrated the ability of LSTM to shape the time-varying characteristics of EEG signals in motor imagery task. These results imply that neural networks, especially the convolutional neural network and long short-term memory network work, shows great potential in EEG signal analysis.

For the inter-subject case, we first investigated a base inter-subject classification model trained on the data from all other subjects. Our proposed EEG_CNNLSTMNet shows significantly better performance compared to the traditional machine learning method, SVM with features. Our end-to-end classification models can still obtain an accuracy of about 41%, whereas the SVM with manually selected features performs just a little above chance level (33%). This means that temporal EEG data must contain discriminative information that was not captured by the selected features. Also, the manually selected features contain subject-dependent information that affects the classification accuracy eminently. In contrast, the performances of EEG_CNNLSTMNet and EEGNet are similar in the inter-subject case. From this we conclude that the long-term dependency characteristics vary greatly across subjects, resulting in an underperformance using the LSTM layer. This is often the case in EEG signals. Based on this assumption, we demonstrated that the inter-subject classification can be fine-tuned through adding a small amount of training data from the test subject. Our results show that the fine-tuned classification model can achieve comparable classification accuracy to the intra-subject model. This suggests that the fine-tuned inter-subject model learns the subject-specific through the small amount of training data. In studies with the patients for which training set is not always easily assessable, the fined-tuned inter-subject classification model can be a potential end-to-end EEG analysis method considering both the accuracy and the amount of training data required from a new subject.

Overall, our results demonstrate the classification accuracy of the base classification in the inter-subject case was significantly lower than in the intra-subject case while the classification of the fine-tuned inter-subject model was comparable to that in the intra-subject case. This implies that it is much more challenging to classify EEG data from one subject using a single classification model trained on EEG from other subjects. The subtle variation of the distribution of EEG data for different subjects might be the underlying reason. In the intra-subject case, all the training and test data come from the same subject. So, the training and testing data come from the same underlying distribution. In the base inter-subject case, despite there are more training data due to the combination of all the data from multiple subjects, the base inter-subject model lacks the subject-specific distribution information. However, the fine-tuned inter-subject model has as much training data as in the base inter-subject case and also contains the subject-
specific distribution information. Hence, compared to the intra-subject case and the base inter-subject case, the fine-tuned inter-subject model can achieve higher classification accuracy and require little training data of the new subject, which has broad application prospects for EEG.

VI. CONCLUSION

In conclusion, our proposed EEG_CNNLSTMNet classification model is more adaptive compared to feature-based machine learning algorithms. Moreover, EEG_CNNLSTMNet outperforms EGGNet in the intra-subject case. Though varying long-term dependencies across subjects reduces the performance of the base inter-subject classification models, the performance of the fine-tuned inter-subject classification model by adding a small amount of data of the new subject is improved greatly. The fine-tuned inter-subject classification model requires further investigation.
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