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Abstract—Momentum method has been used extensively in optimizers for deep learning. Recent studies show that distributed training through K-step averaging has many nice properties. We propose a momentum method for such model averaging approaches. At each individual learner level traditional stochastic gradient is applied. At the meta-level (global learner level), one momentum term is applied and we call it block momentum. We analyze the convergence and scaling properties of such momentum methods. Our experimental results show that block momentum not only accelerates training, but also achieves better results.

I. INTRODUCTION

Deep neural networks (DNNs) have achieved great success recently in many different domains. Training DNNs requires solving large-scale non-convex optimization problems. This process is usually time consuming because of the fast increasing size of datasets and complexity of the network structures. As a result, researchers often wait for weeks or months for models to train. For example, finishing a 90-epoch ImageNet-1k (1 million training images in resolution 224 × 224) training with large scale ResNet (around 25.6 million parameters) on a single NVIDIA Titan XP GPU takes over 10 days. To accelerate the training process, parallel and distributed processing is widely adopted in deep learning applications.

A line of parallel solvers based on Stochastic Gradient Descent [18], or SGD for short, are proposed these years. [24] first introduces a parallel variants of SGD called synchronous SGD. Theoretical analysis has shown that synchronous SGD with P learners achieves a convergence rate of $O(1/\sqrt{NP})$ for solving non-convex optimization problems, where $N$ is the number of samples processed. In 2012, [3] presents the Asynchronous SGD (Async-SGD). Different from its synchronous counterpart, each worker communicates with the parameter servers independently of the others when running Async-SGD, and thus, the communication cost is reduced. [10] shows that Async-SGD (e.g., [17, 9]) converges for non-convex objectives and achieves the same convergence rate when the staleness is bounded. In practice, however, Async-SGD is hard to implement because of the requirement of small learning rates and the difficulty in controlling the staleness. Recently, [23] introduces the K-step average SGD (K-AVG) which allows delayed gradient aggregation to minimize the communication overhead. In this algorithm, the communication interval $K$ is manually chosen. [23] theoretically and empirically verifies that the optimal $K ≠ 1$ for many different cases. A large $K$ greatly reduces the communication cost. Thus, the negative impact on convergence caused by asynchrony can be avoided. Moreover, K-AVG scales better and allows larger learning rates than Async-SGD.

Many machine learning models, however, are often trained using algorithms equipped with momentum such as Momentum SGD [16] where a weighted average of the previous update is added to the current gradient. For example, MSGD can achieve the best test accuracy for training ResNet for image classification tasks [5]. [4] show that MSGD is guaranteed to converge to the first order stationary point for non-convex objective. [21] provides a uniform framework to analyze the convergence of SGD with momentum for both convex and non-convex objectives. They further show that MSGD can achieve $O(1/\sqrt{N})$ convergence rate for non-convex objectives. Another line of research tends to study the reason behind the good performance of MSGD. [20] suggest that momentum accelerates computation by avoiding “long ravines” and “sharp curvatures” in the sub-level sets of cost function. [12] theoretically proves that MSGD can help avoid saddle points for the streaming PCA problem. [14] presents an illustrative example to show that the momentum can potentially avoid local minima.

Recent years, people start to focus on the application of momentum in parallel computing both empirically and theoretically. Empirical study such as [11] observe that momentum can improve the convergence and text accuracy for distributed training of neural networks. [22] considers a distributed communication efficient MSGD method and proving its linear speedup property. [13] shows that there is an acceleration trade-off between momentum and delay while using Async-MSGD.

Based on the previous study, in this paper, we propose the Momentum Average SGD (M-AVG) algorithm to incorporate the advantage of momentum in K-AVG. Specifically, at the meta-level (global learner level), one momentum term is applied to add the weighted average of the previous
update to the current one, while at each individual learner level, K-step SGD is implemented. We theoretically study the convergence property of M-AVG algorithm and compare it with K-AVG to show the positive impact of the momentum. The main advantage of adding momentum is the speed-up, i.e., with properly chosen step size, M-AVG can achieve same accuracy using less samples than K-AVG. At the same time, adding momentum will inherit the advantage of K-AVG in reducing optimization cost. In fact, our theoretical analysis and experimental result verify that the optimal K is not equal to 1 even in the presence of the momentum parameter. Moreover, to ease the tuning process in practice, several tuning guidelines are included in the paper.

Our main contributions are summarized as follows:

• We propose a new momentum method M-AVG and prove the convergence rate.
• We show that M-AVG can achieve faster convergence rate than K-AVG.
• Several useful tuning guidelines are provided to ease the tame.

Using an image recognition benchmark, we demonstrate the nice convergence properties of K-AVG in comparison to two popular ASGD implementations: Downpour [Dean et al., 2012] and EAMSGD [Zhang et al., 2015]. In EAMSGD, global gradient aggregation among learners simulates an elastic force that links the parameters they compute with a center variable stored by the parameter server. In both Downpour and EAMSGD, updates to the central parameter server can also have a K-step delay. On our target platform, Downpour and EAMSGD, updates to the central parameter server is up to about 7 and 2-6 times faster than K-AVG is up to about 7 and 2-6 times faster than Downpour and EAMSGD, respectively, and achieves significantly better accuracy.

The rest of the paper is organized as follows: In section 2, we introduce the M-AVG algorithm and the optimization problem we considered. Assumptions needed to analyze SGD methods is included; in section 3, we formally the standard convergence results of M=AVG with fixed stepsize for non-convex objectives. Based on the convergence result, we analyze the speed up of M-AVG over K-AVG and investigate the optimal choice of K. Some useful tuning guidelines is provided in this section; In section 4, we present our experimental results to validate our analysis.

Notations: Given a vector \( v = (v^{(1)}, \ldots, v^{(d)}) \) \( \in \mathbb{R}^d \), we define the vector norm: \( \|v\|^2 = \sum_j (v^{(j)})^2 \). \( P \) denotes number of processors. \( K \) denotes the length of the delay. \( B_n \) or \( B \) denotes the size of mini-batch. \( \eta_n \) or \( \eta \) denotes the step size. \( \mu \) denotes the momentum parameter. \( \xi_{k,s} \) denotes the i.i.d. realizations of a random variable \( \xi \) generated by the algorithm on different processors and in different iterations, where \( j = 1, \ldots, N \), \( k = 1, \ldots, K \), and \( s = 1, \ldots, B \).

II. ALGORITHM AND MODEL

We propose to solve the following general non-convex minimization problems:

\[
\min_{w \in \mathcal{X}} F(w),
\]

where the objective \( F : \mathbb{R}^m \rightarrow \mathbb{R} \) is a continuously differentiable non-convex function over \( X \in \mathbb{R}^m \). Training deep neural networks is a special case of \( \Pi \), where \( F(w) = \frac{1}{n} \sum_{i=1}^{n} \ell(y_i, f(x_i, w)) \) given \( n \) observations denoted by \( \{(x_i, y_i)\}_{i=1}^{n} \), where \( x_i \) is the \( i \)-th input feature, \( y_i \) is the response and \( \ell \) is the loss function. We will impose the following regularity conditions on the objective \( F \), throughout our analysis.

Assumption 1.

• \( \nabla F \) is \( L \)-Lipschitz, i.e.,

\[
\|\nabla F(x) - \nabla F(y)\|_2 \leq L \|x - y\|_2, \quad \forall x, y.
\]

• \( F \) is lower bounded by a constant \( F^* \).

• Bounded Gradient: \( \nabla F \) is bounded, i.e., there exists a constant \( M \) such that

\[
\|\nabla F(x)\|_2 \leq M, \quad \forall x.
\]

• \( F \) is bounded below by a constant \( F^* \).

• Unbiased Estimate: For any fixed parameter \( w \), the stochastic gradient \( \nabla F(w; \xi) \) is an unbiased estimator of the true gradient corresponding to the parameter \( w \), namely,

\[
E_{\xi} \nabla F(w; \xi) = \nabla F(w).
\]

• Bounded Variance: There exist a constant \( \sigma \geq 0 \) such that,

\[
E_{\xi} \|\nabla F(w; \xi)\|_2^2 - \|E_{\xi} \nabla F(w; \xi)\|_2^2 \leq \sigma^2.
\]

Same assumptions have been used in [23]. To solve problem \( \Pi \), we propose the following M-AVG algorithm in Algorithm 1 based on K-AVG algorithm. Specifically, Each learner runs mini-batch SGD for k steps and return the k-th iteration to the server. Then at the meta level, the global learner average these returns, update the momentum and the weight estimation. Note that in Algorithm 1 \( d \) is actually the product of K-step average gradient and the step size. If we denote \( G_n = \frac{1}{B} \sum_{j=1}^{B} \sum_{\xi=0}^{K-1} \sum_{s=1}^{B_n} \nabla F(w_{n,t+1}; \xi_{k,s}) \). Then the update of M-AVG algorithm can be written as

\[
\begin{align*}
\mathcal{v}_{n+1} &= \mu \mathcal{v}_n - \eta_n G_n, \\
\mathcal{w}_{n+1} &= \mathcal{w}_n + \mathcal{v}_{n+1}
\end{align*}
\]

where \( \mu \) is the momentum parameter and \( \eta_n \) is the step size. We will use the update (2) to carry on our theoretical analysis. We further note that since the momentum is added to the meta level, we call this momentum block momentum. We can also add momentum to the learner level.
Algorithm 1 M-AVG Algorithm
initialize \(\mathbf{w}_1\);
\(v \leftarrow 0\);
for \(n = 1, \ldots, N\) do
    Processor \(P_j\), \(j = 1, \ldots, P\) do concurrently:
    set \(\mathbf{w}_n^j = \mathbf{w}_n\);
    for \(k = 1, \ldots, K\) do
        randomly sample a mini-batch of size \(B_n\) and update:
        \[
        \mathbf{w}_{n+k}^j = \mathbf{w}_{n+k-1}^j - \frac{\gamma_n}{B_n} \sum_{s=1}^{B_n} \nabla F(\mathbf{w}_{n+k-1}^j; \xi_k, s)
        \]
        \(\alpha \leftarrow \frac{1}{P} \sum_{s=1}^{P} \mathbf{w}_{n+k}^j\);
        \(d = \alpha - \mathbf{w}_n\);
        \(v \leftarrow \mu v + d\);
        \(\tilde{\mathbf{w}}_{n+1} = \mathbf{w}_n + v\);

III. MAIN RESULTS

A. Convergence of M-AVG

We study the convergence of M-AVG algorithm. In Theorem 1 we show that the algorithm can converge to first order stationary point. We present the upper bound on the expected average squared gradient norms.

**Theorem 1.** Under Assumption 1 suppose Algorithm 1 is run with fixed step size \(\eta > 0\), batch size \(B > 0\) and momentum parameter \(\mu \in [0, 1)\) such that the following condition holds.

\[
1 \geq \frac{L^2\eta^2(K+1)(K-2)}{2(1-\mu)^2} + \frac{2\eta L K}{1-\mu}
\]

and

\[1 - \delta \geq L^2 \eta^2 / (1-\mu)^2,
\]

for some constant \(\delta \in (0, 1)\). Then the expected average squared gradient norms of \(F\) satisfy the following bounds for all \(N \in \mathbb{N}\):

\[
\mathbb{E}\left[ \sum_{i=1}^{N} \left\| \nabla F(\mathbf{w}_i) \right\|^2 \right] \leq \frac{2(1-\mu)(F(w_1) - F^*)}{N(K-1+\delta)\eta} + \frac{L^2\eta^2\sigma^2(2K-1)K(K-1)}{6(K-1+\delta)B(1-\mu)^2} + \frac{2LK^2\sigma^2\eta}{PB(K-1+\delta)(1-\mu)} \left( 1 + \frac{\mu^2}{2(1-\mu)^2} \right) + \frac{\eta L \mu^2 K^2 M}{(K-1+\delta)(1-\mu)^3}.
\]

**Remark 2.** Note that when \(\mu = 0\), M-AVG is reduced to K-AVG. Our Theorem 1 is also a generalization of Theorem 3.1 in [23]. In fact, take \(\mu = 0\) in [23] the right hand side is equivalent to that of (3.2) in [23].

**Proof:** The proof follows the proof idea in [21]. Since M-AVG shares the same learner level procedure with K-AVG, some important results in [23] will also be used in our proof.

Define an auxiliary sequence \(z_n = \tilde{w}_n + \frac{\eta_n}{1-\mu} v_n\). Then \(z\) is updated as follows:

\[
z_{n+1} = z_n - \frac{\eta_n}{1-\mu} G_n.
\]

Recall that \(\nabla F\) is \(L\)-Lipschitz, thus we have for any \(x, y\), the following inequality holds.

\[
F(y) \leq F(x) + \nabla F(x)^\top (y - x) + \frac{L}{2} \|y - x\|^2. \tag{5}
\]

Combine (4) and (5) together, we get

\[
\begin{align*}
F(z_{n+1}) - F(z_n) & \leq \nabla F(z_n)^\top (z_{n+1} - z_n) + \frac{L}{2} \frac{\eta_n^2}{(1-\mu)^2} \|G_n\|^2 \\
& \leq - \frac{\eta_n}{1-\mu} \nabla F(z_n)^\top G_n + \frac{L}{2} \frac{\eta_n^2}{(1-\mu)^2} \|G_n\|^2 \\
& = - \frac{\eta_n}{1-\mu} \nabla F(z_n) - \nabla F(\tilde{w}_n) \|G_n\|^2 \\
& \leq \frac{1}{2L} \|\nabla F(z_n) - \nabla F(\tilde{w}_n)\|^2 + \frac{L}{2} \frac{\eta_n^2}{(1-\mu)^2} \|G_n\|^2 \\
& \leq \frac{1}{2L} \|\nabla F(z_n) - \nabla F(\tilde{w}_n)\|^2 - \frac{\eta_n}{1-\mu} \nabla F(\tilde{w}_n)^\top G_n \\
& \quad + \frac{L\eta_n^2}{(1-\mu)^2} \|G_n\|^2. \tag{6}
\end{align*}
\]

We only need bound the three terms on the left hand side of (6). We start from the first term. By the Lipschitz continuity of \(\nabla F\), we have

\[
\frac{1}{2L} \|\nabla F(z_n) - \nabla F(w_n)\|^2 \leq \frac{L}{2} \|z_n - w_n\|^2 = \frac{L}{2} \frac{\mu^2}{(1-\mu)^2} \|v_n\|^2.
\]

Thus, we only need bound the norm of \(v_n\). Denote \(\Gamma_{n-1} = \sum_{i=0}^{n-1} \mu^i = \frac{1-\mu^n}{1-\mu} \leq \frac{1}{1-\mu}\). We can rewrite \(v_n\) as the weighted sum of \(\{G_i\}_{i=0}^{n-1}\). Specifically, we have

\[
v_n = \mu v_{n-1} - \eta_{n-1} G_{n-1} = \sum_{i=0}^{n-1} \mu^i \eta_{n-i} G_{n-i}.
\]
Then, the expected norm of $v_n$ can be bounded as follows.

$$
\mathbb{E}\|v_n\|_2^2 = \mathbb{E}\|\sum_{i=0}^{n-1} \mu^i \eta_{n-i} G_{n-i}\|_2^2
= \Gamma_n^2 \mathbb{E}\|\sum_{i=0}^{n-1} \mu^i \eta_{n-i} G_{n-i}\|_2^2
\leq \Gamma_n^2 \mathbb{E}\|G_{n-i}\|_2^2
= \Gamma_n \sum_{i=0}^{n-1} \mu^i \eta_{n-i} \mathbb{E}\|G_{n-i}\|_2^2.
$$

By the bounded gradient and variance assumption, we have

$$
\mathbb{E}\|G_{n-i}\|_2^2 = \mathbb{E}\|\sum_{j=1}^{P} \sum_{t=0}^{K-1} B \sum_{s=1}^{B} \nabla F(w^j_{n-i+t}, \xi^j_{t,s})\|_2^2
\leq \frac{K}{P^2 B^2} \sum_{j=1}^{P} \sum_{t=0}^{K-1} \sum_{s=1}^{B} \nabla F(w^j_{n-i+t}, \xi^j_{t,s})\|_2^2
\leq \frac{K^2 \sigma^2}{PB} + K^2 M.
$$

Thus, we have the bound of $\mathbb{E}\|v_n\|_2^2$.

$$
\mathbb{E}\|v_n\|_2^2 \leq \Gamma_n \sum_{i=0}^{n-1} \mu^i \eta_{n-i} \mathbb{E}\|G_{n-i}\|_2^2
\leq \Gamma_n \sum_{i=0}^{n-1} \mu^i \eta_{n-i} \left( \frac{K^2 \sigma^2}{PB} + K^2 M \right)
\leq \frac{\eta^2}{(1-\mu)^2} \left( \frac{K^2 \sigma^2}{PB} + K^2 M \right).
$$

Then we have the bound of the first term.

$$
\frac{1}{2L} \|\nabla F(z_n) - \nabla F(w_n)\|_2^2
\leq \frac{\mu^2}{2(1-\mu)^2} \frac{\eta^2}{(1-\mu)^2} \left( \frac{K^2 \sigma^2}{PB} + K^2 M \right).
$$

For the second on the right hand side of (6), the proof follows that of Theorem 3.1 in [23]. We first expand $G_n$ in the second term as follows.

$$
\frac{\eta_n}{1-\mu} \nabla F(\bar{w}_n)^\top G_n
= -\frac{\eta_n}{1-\mu} \nabla F(\bar{w}_n)^\top \left( \frac{1}{B_n} \sum_{j=1}^{P} \sum_{t=0}^{K-1} \sum_{s=1}^{B_n} \nabla F(w^j_{n+t}, \xi^j_{t,s}) \right)
= -\frac{\eta_n}{1-\mu} \frac{1}{B_n} \sum_{j=1}^{P} \sum_{t=0}^{K-1} \sum_{s=1}^{B_n} \nabla F(\bar{w}_n)^\top \nabla F(w^j_{n+t}, \xi^j_{t,s}).
$$

Given $\bar{w}_n$, for fixed $j$ and $t$, by the tower property of conditional expectation, we have

$$
\frac{1}{B_n} \sum_{s=1}^{B_n} \mathbb{E} F(\bar{w}_n)^\top \nabla F(w^j_{n+t}, \xi^j_{t,s})
= \frac{1}{B_n} \sum_{s=1}^{B_n} \mathbb{E} \left[ F(\bar{w}_n)^\top \nabla F(w^j_{n+t}, \xi^j_{t,s}) \right] | w_n^{j,t} \right]
= \mathbb{E} \left[ F(\bar{w}_n)^\top \nabla F(w^j_{n+t}) \right].
$$

Moreover, given $\bar{w}_n$, since noise $\xi$’s are i.i.d, and for each $j$, $w^j_{n+t}$ follows the same updated rule, which implies for any fixed $t$, $\nabla F(w^j_{n+t})$’s are i.i.d. Thus, we get rid of the summation over $j$ as follows.

$$
\frac{1}{P} \sum_{j=1}^{P} \frac{1}{B_n} \sum_{s=1}^{B_n} \mathbb{E} F(\bar{w}_n)^\top \nabla F(w^j_{n+t}, \xi^j_{t,s})
= \frac{1}{P} \sum_{j=1}^{P} \mathbb{E} F(\bar{w}_n)^\top \nabla F(w^j_{n+t}) = \mathbb{E} \left[ F(\bar{w}_n)^\top \nabla F(w^j_{n+t}) \right].
$$

Together with bound (3.14) in [23], we get the bound of the expectation of the second term.

$$
\mathbb{E} \left[ -\frac{\eta_n}{1-\mu} \nabla F(\bar{w}_n)^\top G_n \right]
\leq \frac{(K+1)\eta_n}{2(1-\mu)} \frac{L^2 \eta^2_n K (K-1)}{2(1-\mu)^2 (K+1)} \|\nabla F(\bar{w}_n)\|_2^2
- \frac{\eta_n}{2(1-\mu)} \left( 1 - \frac{L^2 \eta^2_n (K+1)(K-2)}{2(1-\mu)^2} \right) \sum_{t=1}^{K-1} \mathbb{E} \|\nabla F(w^j_{n+t})\|_2^2
+ \frac{L^2 \eta^3_n \sigma^2 (2K-1) K (K-1)}{12B (1-\mu)^3}.
$$

Following similar lines to (7), we get the bound of the expectation of the last term.

$$
\frac{L \eta_n^2}{(1-\mu)^2} \mathbb{E}\|G_n\|_2^2
\leq \frac{L K^2 \sigma^2 \eta^2_n}{PB (1-\mu)^2} + \frac{\eta^2_n LK}{(1-\mu)^2} \sum_{t=0}^{K-1} \mathbb{E} \|\nabla F(w^j_{n+t})\|_2^2
\leq \frac{L K^2 \sigma^2 \eta^2_n}{PB (1-\mu)^2} + \frac{\eta^2_n LK}{(1-\mu)^2} \sum_{t=1}^{K-1} \mathbb{E} \|\nabla F(w^j_{n+t})\|_2^2
+ \frac{\eta^2_n LK}{(1-\mu)^2} \|\nabla F(\bar{w}_n)\|_2^2.
$$
Combine (9), (10) and (8) together, and we have

$$
\mathbb{E}\{F(z_{n+1}) - F(z_n)\} \\
\leq -\frac{(K + 1)\eta}{2(1 - \mu)} C_1 \mathbb{E}\left\|\nabla F(\tilde{w}_n)\right\|_2^2 \\
- \frac{\eta}{2(1 - \mu)} C_2 \sum_{i=1}^{K-1} \mathbb{E}\left\|\nabla F(w^i_{n+1})\right\|_2^2 \\
+ \frac{L^2 \eta^2 \sigma^2(2K - 1)K(K - 1)}{12B(1 - \mu)^3} \\
+ \frac{L^2 \eta^2 \sigma^2(2K - 1)K(K - 1)}{12B(1 - \mu)^3} \left(1 + \frac{\mu^2}{2(1 - \mu)^2}\right) + \frac{L^2 \eta^2 \mu^2 K^2 M}{2(1 - \mu)^3},
$$

where $C_1 = 1 - \frac{L^2 \eta^2 \sigma^2(K - 1)}{2(1 - \mu)^2(K + 1)}$, $C_2 = 1 - \frac{L^2 \eta^2 \sigma^2(K - 1)}{2(1 - \mu)^2(K + 1)} - \frac{2\eta L K}{(1 - \mu)(K + 1)}$. Under the condition $1 \geq \frac{L^2 \eta^2 \sigma^2(K - 1)}{2(1 - \mu)^2} - \frac{2\eta L K}{(1 - \mu)}$, i.e., $C_1 \geq 0$, the second term on the right hand side can be discarded. At the same time, the above condition also yields the following inequality.

$$
\frac{L^2 \eta^2 \sigma^2(2K - 1)K(K - 1)}{2(1 - \mu)^2(K + 1)} + \frac{\eta L K}{(1 - \mu)(K + 1)} \geq \frac{K - L^2 \eta^2(1 - \mu)^2}{K + 1}.
$$

For some $\delta \in (0, 1)$ such that $1 - \delta \geq \frac{L^2 \eta^2(1 - \mu)^2}{(1 - \mu)^2}$, we have

$$
\mathbb{E}\{F(z_{n+1}) - F(z_n)\} \\
\leq -\frac{(K + 1 + \delta)\eta}{2(1 - \mu)} \mathbb{E}\left\|\nabla F(\tilde{w}_n)\right\|_2^2 + \frac{L^2 \eta^2 \sigma^2(2K - 1)K(K - 1)}{12B(1 - \mu)^3} \\
+ \frac{L^2 \eta^2 \sigma^2(2K - 1)K(K - 1)}{12B(1 - \mu)^3} \left(1 + \frac{\mu^2}{2(1 - \mu)^2}\right) + \frac{L^2 \eta^2 \mu^2 K^2 M}{2(1 - \mu)^3}.
$$

The above inequality holds for all $i = 1, 1, \ldots, N$ sum them together and we get

$$
\mathbb{E}\{F(z_{N+1}) - F(z_1)\} \\
\leq -\frac{(K + 1 + \delta)\eta}{2(1 - \mu)} \sum_{i=1}^{N} \mathbb{E}\left\|\nabla F(\tilde{w}_i)\right\|_2^2 + \frac{N L^2 \eta^2 \sigma^2(2K - 1)K(K - 1)}{12B(1 - \mu)^3} \\
+ \frac{N L K^2 \eta^2 \sigma^2}{PB(1 - \mu)^2} \left(1 + \frac{\mu^2}{2(1 - \mu)^2}\right) + \frac{NL^2 \eta^2 \mu^2 K^2 M}{2(1 - \mu)^4},
$$

which is equivalent to

$$
\frac{(K - 1 + \delta)\eta}{2(1 - \mu)} \sum_{i=1}^{N} \mathbb{E}\left\|\nabla F(\tilde{w}_i)\right\|_2^2 \\
\leq \mathbb{E}\{F(z_1) - F(z_{N+1})\} + \frac{NL^2 \eta^2 \sigma^2(2K - 1)K(K - 1)}{12B(1 - \mu)^3} \\
+ \frac{NL K^2 \eta^2 \sigma^2}{PB(1 - \mu)^2} \left(1 + \frac{\mu^2}{2(1 - \mu)^2}\right) + \frac{NL^2 \eta^2 \mu^2 K^2 M}{2(1 - \mu)^4}.
$$

Note that $z_1 = w_1$ implies $\mathbb{E}\{F(z_1) - F^*\} = F(w_1) - F^*$. Multiply each hand side by $\frac{2(1 - \mu)}{N(1 - \delta)(1 - \mu)}$, we have

$$
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left\|\nabla F(\tilde{w}_i)\right\|_2^2 \leq \frac{2(1 - \mu)(F(w_1) - F^*)}{N(K - 1 + \delta)\eta} \\
+ \frac{L^2 \eta^2 \sigma^2(2K - 1)K(K - 1)}{6(K - 1 + \delta)(1 - \mu)^2} \\
+ \frac{2L^2 \eta^2 \sigma^2}{PB(1 - \mu)^2} \left(1 + \frac{\mu^2}{2(1 - \mu)^2}\right) + \frac{L^2 \eta^2 \mu^2 K^2 M}{2(1 - \mu)^4}.
$$

We have the following observations based on the upper bound (3)

- Convergence to $\epsilon$-optimal solution: Note that the first term on the right hand side of (3) goes to zero as $N \to \infty$, while the other term remains unchanged during updating. If we let $\eta \to 0$, these terms will vanish. Thus, M-AVG can achieve $\epsilon$-optimal solution where $\epsilon$ can be any positive number given small enough $\eta$ and large $N$.
- Momentum accelerates convergence but hurts accuracy: The first term is reduced by a factor $1 - \mu$ which means M-AVG converges faster than K-AVG. However, adding momentum shows an adverse impact on the final convergence, since the other terms are increased. This observation is constant to that in (12).
- Different from K-AVG, the bound of M-AVG has an additional term $\frac{L^2 \eta^2 \mu^2 K^2 M}{2(1 - \mu)^4}$ which is not affected by $P$ and $B$. This is the additional variance induced by the momentum and can only be controlled by the step size. Thus, adding momentum usually requires a small step size to guarantee the convergence.

B. **Comparison with K-AVG**

- Speed Up: Theorem 1 demonstrates that M-AVG can converge to the $\epsilon$-optimal solution and accelerate the convergence speed. However, as a con of momentum, the final accuracy is increased. A simple question is under
the same hyper-parameter tuples \((N, K, P, B)\), does adding momentum leads to a better estimate? In other words, given a target accuracy, does M-SGD achieve it faster than K-AVG? Lemma 4 provides a positive answer. It shows that under certain conditions, the optimal momentum parameter \(\mu\) to minimize the upper bound obtained in Theorem 1 is non-zero.

**Lemma 3.** Under Assumption 7 suppose Algorithm is run with fixed step size \(\eta > 0\), batch size \(B > 0\), number of learners \(P > 0\) for \(N\) meta iterations, such that

\[
1 > \frac{L^2 \eta^2 (K + 1)(K - 2)}{2} + 2\eta L K
\]

and

\[
1 - \delta > L^2 \eta^2,
\]

for some constant \(\delta \in (0, 1)\). When the following conditions hold,

\[
\eta^2 < \frac{B(F(w_1) - F^*)}{5LN \sigma^2 (5/P + 6L)} \text{ and } K \leq 5
\]

or

\[
1 > \frac{N \sigma^2}{2B(F(w_1) - F^*)} \left( \frac{1}{2LP} + \frac{1}{L} \right) \text{ and } K > 5,
\]

we have

\[
\mu_{\text{optimal}} > 0.
\]

**Proof:** Details are omitted to conserve space. \(\blacksquare\)

Lemma 4 justify that adding momentum does improve the performance of K-AVG under same hyper parameters. The next lemma show that M-AVG running \(N\) steps can achieve better upper bound than K-AVG running \(1/(1 - \mu/2)\) steps. For notational simplicity, let the upper bound in Theorem 1 be \(g(\mu, N, \eta; P, B, K)\), i.e.,

\[
g(\mu, N, \eta; P, B, K) = \frac{2(1 - \mu)(F(w_1) - F^*)}{1 - (1 - \mu)^2/2} + \frac{2 \eta LK}{K - 1 + \delta}(1 - \mu^3/2 - 2\eta L K / K + 1/2)
\]

for some constant \(\delta \in (0, 1)\). Then under the following condition,

\[
\eta < \sqrt{\frac{PB(F(w_1) - F^*)(1 - \mu)^3}{2NKC_3}},
\]

where \(C_3 = 2LK^2 + 5L^2 \sigma^2 (2K - 1)(K - 1) + LKMPB\), we have

\[
g(\mu, N, \eta; P, B, K) < g(0, \frac{1}{2}, N, \eta; P, B, K).
\]

**Proof:** Details are omitted to conserve space. \(\blacksquare\)

We remark that here \(1 - \mu/2\) can be replaced by any \(1 - \alpha \mu\) where \(\alpha \in (0, 1)\). When \(\alpha\) is large, a smaller \(\eta\) is required. Lemma 4 explicitly show the advantage of M-AVG over K-AVG in terms of convergence speed. This \(1 - \alpha \mu\) improvement is consistent with the finding in [12]. Moreover, this improvement can be seen from the update \(4\) of the auxiliary sequence. In fact, \(z\) can be viewed as the K-AVG update using a larger step size, which leads to a \((1 - \alpha \mu)\) faster convergence speed according to Theorem 3.1 in [23].

• Optimal \(K\) is not 1: One important advantage of K-AVG is that frequent averaging is not necessary and the optimal \(K\) is proved to be larger than 1, which greatly lower the communication cost. We next show that for many cases, this advantage will be inherited even after adding momentum. We consider the same case as in [23] where the amount of samples processed \(N \times K\) is constant, which means that the computational time remains as a constant given a fixed number of processors. We then have the following lemma.

**Lemma 5.** Let \(S = N \times K\), be a constant. Suppose the Algorithm 1 is run with a fixed step size \(\eta\), a fixed batch size \(B\), and a fixed number of processors \(P\). Suppose for a fixed \(\mu > 0\), the optimal frequency is \(K_{\text{opt}}(\mu)\). Then under the following condition,

\[
1 - \delta (F(w_{i-1}) - F^*) > \frac{1}{\delta} \frac{L^2 \eta^2 \sigma^2}{2B} + \frac{1}{\delta^2} \frac{3\delta - 1}{2\delta} \left( \frac{L \sigma^2 \eta}{PB} + L\eta M \right) + \frac{2L \sigma^2 \eta}{PB}
\]

we have

\[
K_{\text{opt}}(\mu) > 1.
\]

**Proof:** Details are omitted to conserve space. \(\blacksquare\)

Our experiment further shows that the optimal \(K\) can be very large such as 32, 64. Thus, M-AVG with large \(K\) also enjoys the low communication cost property. Note that condition (11) requires \((F(w_{i-1}) - F^*)\) to be larger than in Theorem 3.4 in [23]. Intuitively, Less averaging and adding momentum both increase the variance, which is only preferred far away from the global solution. As a result, M-AVG need the initialization to be further than K-AVG.
C. Tuning guidelines

We have shown M-AVG can achieve great performance. However, since M-AVG has 5 hyper parameters \((P, B, K, \eta, \mu)\) which need tuning, it is still difficult to achieve the best performance of M-AVG in practice without any guidelines. In this section we provide two tuning guidelines theoretically to ease the work or practitioners.

- More processors available (Increase \(P\)): A nature question is if we have more processors, how to change \(\mu\) accordingly. Let the original number of processors be \(P_0\). We consider the case that the total number of samples processed \(N \times P \times B \times K\) is a constant and \(B, K\) are fixed. We remark that, in the following discussion, we assume the condition in Theorem 1 holds, i.e.,

\[
1 \geq \frac{L^2\eta^2(K + 1)(K - 2)}{2(1 - \mu)^2} - \frac{2\eta LK}{1 - \mu}
\]

and

\[
1 - \delta \geq \frac{L^2\eta^2}{(1 - \mu)^2},
\]

hold for some \(\delta \in (0, 1)\). We then have the following lemma.

**Lemma 6.** Let \(S = N \times P \times B \times K\), be a constant. Suppose the Algorithm 1 is run with a fixed step size \(\eta\), a fixed batch size \(B\), and a fixed frequency \(K\). Suppose for \(P = P_0\), the optimal momentum parameter is \(\mu_0^*\). If the number of processors is increased from \(P_0\) to \(\lambda P_0\), where \(\lambda > 1\), the momentum parameter \(\mu_\lambda^*\) satisfies

\[
\mu_\lambda^* > \mu_0^*.
\]

Proof: Details are omitted to conserve space.

Intuitively, increasing number of processors will decrease the noise in the average stochastic gradient. Thus, M-AVG can tolerate more variance from a larger momentum. At the same time, since the number of meta iterations decrease, a larger momentum also helps improve the performance.

- Switch From K-AVG to M-AVG: We next show that adding momentum can decrease the optimal \(K\). We consider the same setting as in Lemma 5.

**Lemma 7.** Let \(S = N \times K\), be a constant. Suppose the Algorithm 1 is run with a fixed step size \(\eta\), a fixed batch size \(B\), and a fixed number of processors \(P\). Suppose for a fixed \(\mu \geq 0\), the optimal frequency is \(K_{\text{opt}}(\mu)\). Then under the following condition,

\[
\frac{1 - \delta}{\delta} \left( \frac{F(w_1) - F^*}{S \eta} \right) > \frac{1}{(1 - \mu)^3} \frac{L^2\eta^2 \sigma^2}{2B} + \frac{1}{(1 - \mu)^2} \frac{3\delta - 1}{2\delta} \left( \frac{\mu^2}{(1 - \mu)^2} \left( \frac{L\sigma^2}{PB} + L\eta M \right) + \frac{2L\sigma^2 \eta}{PB} \right),
\]

we have

\[
K_{\text{opt}}(\mu) \leq K_{\text{opt}}(0).
\]

As we discussed after Lemma 5, frequent averaging and momentum both increase the variance, and thus are conflict.

As a direct result, we need to decrease \(K\) when \(\mu\) is increased.

Both of these two tuning guidelines will be empirically verified in Section IV. There are many other cases that worth consideration. Due to space limit, we only present these two and leave others to our future research.

IV. Experiment

We experiment on a cluster of IBM Power9 CPUs with NVIDIA Volta100 GPUs connected with Infiniband. We use Spectrum-MPI for communication. All algorithms are implemented with PyTorch [15]. We test our implementation with image classification using the CIFAR-10 data set and the ImageNet-1K data set.

A. MAVG accelerates convergence

We first demonstrate that MAVG accelerates convergence using a range of neural network models with the CIFAR-10 data set. The 7 state-of-art neural network models we use in our study are: ResNet-18 [5], DenseNet [8], SENet [7], GoogLeNet [19], MobileNet [6], PreActResNet-18 [5], and DPN [2]. They represent some of the most advanced convolution neural network (CNN) architectures used in current computer vision tasks. Figures 1, 2, 3, 4, 5, 6 show the evolution of training accuracies for KAVG and MAVG.

In the figure, the labels res, pre, goo, den, mob, dpn, and sen are for ResNet-18, PreActResNet-18, GoogLeNet, DenseNet, MoibleNet, DPN, and SENet, respectively.

![Figure 1. ResNet-18](image_url)

Table II shows the validation accuracy achieved after 200 epochs.

Figures 7 and 8 shows the training and validation accuracy using ResNet-50 with ImageNet-1K. Again MAVG performs better than KAVG, and this demonstrates the acceleration of convergence through momentum.
we study how to tune $\mu$ when we have more processors. We use ResNet18 with the CIFAR-10 data set. We set $P = 6, 12, 24, 48$ and for each choice of $P$, we test different $\mu$'s ranged from 0 to 0.9. The validation accuracies are shown in Figures 9, 10, 11, 12. When $P$ is small, we can see the optimal $\mu$ is 0.7. When $\mu < 0.7$, the larger $\mu$ is, the higher accuracy we can achieve. However, $\mu = 0.9$ works the worst among all the choices. This is because the additional variance caused by momentum is too large and ruin the performance. However, as $P$ increases, $\mu = 0.9$ becomes a better choice gradually. It is the best choice when $P = 48$. These observation is consistent with the tuning guidelines we suggest in Lemma 6 that we can use a lager $\mu$ when we have more processors.

### Table I

| Model         | KAVG   | MAVG  |
|---------------|--------|-------|
| ResNet-18     | 94.81  | 95.31 |
| DenseNet      | 95.2   | 95.5  |
| SENet         | 94.73  | 94.91 |
| GoogLeNet     | 94.36  | 95.00 |
| MoibleNet     | 91.77  | 92.16 |
| PreActResNet-18 | 94.54  | 95.03 |
| DPN           | 95.00  | 95.75 |

### V. Conclusions

In this paper, we propose a new momentum method M-AVG and theoretically prove the finite sample error bound. Our theory justifies the speed up brought by adding momentum. Thus, M-AVG can achieve faster convergence than K-AVG. At the same time the optimal $K$ is large than 1 which implies M-AVG has low communication cost. We also provide two useful tuning guidelines. Specifically, when we
have more processors, we can choose a larger momentum. When we switch from K-AVG to M-AVG, we have use a smaller K.

Our M-AVG algorithm adds momentum at the meta level. We can certainly use MSGD instead of simple SGD in the learner level to accelerate. Our numerical experiment find that this algorithm does have a good performance. However, it is theoretically much harder to analyze its behavior. We leave it to our future research.
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