The action of HRT-areas as operators in semiclassical gravity
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1 Introduction

A fundamental aspect of gauge-gravity duality is the relation between gauge theory entropies and the areas of codimension-2 bulk extremal surfaces described by the Ryu-Takayanagi (RT) correspondence [1, 2] and its covariant Hubeny-Rangamani-Takayanagi (HRT) generalization [3]. The quantity $A_{\text{HRT}}[R]$ defined by computing the area of the HRT surface associated with an appropriate boundary region $R$ may thus be expected to be of great interest in the bulk theory, even without reference to the gauge theory dual.

At the classical level in the bulk, we can think of this $A_{\text{HRT}}[R]$ as a function on the space of solutions or, equivalently, on either the canonical or covariant phase space. At the quantum level, it should define a corresponding quantum operator. The purpose of this work is to better explore the commutation relations of such operators, either with themselves or with other objects of interest. We will work at leading order in the bulk semiclassical approximation, where such commutators are described by Poisson brackets, or equivalently by Peierls brackets [4] up to the usual factor of $i$. 
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There is in fact a lengthy history of suggestions that taking brackets with $A_{\text{HRT}}[R]$ should generate a transformation closely related to the boost symmetry of a Rindler wedge in Minkowski space. Indeed, long before the days of gauge/gravity duality it was noted in various contexts that the area of black hole horizons seemed to generate such transformations; see especially [5], but similar observations are implicit in [6–8].

Later, in the context of gauge/gravity duality, analogous suggestions for general HRT-areas $A_{\text{HRT}}[R]$ were motivated in [9–13] by comparison with modular Hamiltonians, as the latter are again known to act as boosts in appropriate circumstances; see in particular [14] and [15]. In many cases this analogy was based on the Jafferis-Lewkowycz-Maldacena-Suh (JLMS) relation explicitly relating bulk areas to modular Hamiltonians in the gauge theory [16]. Furthermore, in a parallel series of developments, various related results [17–19] were established in contexts where boundary conditions are imposed at finite-distance boundaries. In particular, when the boundary is an appropriate bifurcate null surface, the area of the bifurcation surface is known to generate a boost-like symmetry of the associated gravitational system.

Nevertheless, despite the long list of closely related results and arguments given above, it appears that a direct analysis of the action of $A_{\text{HRT}}[R]$ on the gravitational phase space has yet to be performed. Here we are explicitly interested in the case where the relevant HRT surface $\gamma_R$ is determined dynamically and lives in the interior of the system, as opposed to being specified by hand to live on a finite-distance boundary. Our work will fill this gap and then study the implications for simple commutators involving HRT-areas.

In doing so, we will also give proper consideration to the asymptotically AdS boundary conditions that are of primary interest in the RT and HRT correspondences. In particular, in the presence of an asymptotically AdS boundary, the area of a codimension-2 surface anchored to the boundary will generally diverge. In order to discuss finite quantities, in that context we use $A_{\text{HRT}}$ below to denote the renormalized HRT-area given by introducing a cutoff $\epsilon$, subtracting an appropriate covariant counterterm from the naive area, and then sending $\epsilon \to 0$. Since the counter-term is a $c$-number, this object generates the same Hamiltonian flow as the naive (unrenormalized) HRT-area. One should also be aware that, as a result of this renormalization, in even boundary dimensions our $A_{\text{HRT}}$ will transform anomalously under conformal transformations. In contrast, when the boundary anchors are the empty set, no renormalization is needed and we use $A_{\text{HRT}}$ to denote the naive area of the HRT surface.

We begin in section 2 with a direct computation of the flow generated by $A_{\text{HRT}}[R]$ using the canonical formalism of Einstein-Hilbert gravity with arbitrary minimally coupled matter. We study the action of this flow on the initial data on a Cauchy slice $\Sigma$ that runs through the HRT surface $\gamma_R$, showing that it leaves the induced metric unchanged and that it shifts one component of the extrinsic curvature by a delta-function at $\gamma_R$. This result was predicted in [12, 13], where it was argued to correspond to an operation that, in an appropriate sense, boosts the entanglement wedge of $R$ relative to that of the complementary region $\bar{R}$. As a result, on such Cauchy surfaces HRT-area flow also agrees in the bulk with the ‘kink transformation’ introduced in [13], though (as we review) the two act differently in both the past and future of the HRT surface $\gamma_R$. 
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The above results and relations are then used in section 3 to derive explicit formulae for the action of HRT-area flow on the \( \text{AdS}_3 \) Poincaré vacuum, and in particular to study the action on the boundary stress tensor and on other HRT areas evaluated on that solution. A particular result is that, while an explicit such flow can be defined for any HRT surface \( \gamma_R \), the flow turns out to cause the total energy to diverge when \( \gamma_R \) has non-trivial anchors on the \( \text{AdS} \) boundary. This is a concrete manifestation of the UV issues foreshadowed in [10–12].

For comparison, section 4 then provides an independent computation of the associated commutators evaluated on general solutions of pure 2+1 Einstein-Hilbert gravity asymptotic to Poincaré \( \text{AdS}_3 \). Instead of using the canonical commutation relations in the bulk, this latter approach is based on the fact that the above solutions can be constructed by acting on the Poincaré vacuum with boundary conformal transformations. From this it follows that any observable can be expressed in terms of the boundary stress tensor, so that the stress tensor algebra can be used to compute general commutators. We close with some final comments and future directions in section 5.

2 HRT-area flow as a boundary-condition-preserving kink transformation

We now derive the Hamiltonian flow generated by HRT-area operators by directly computing Poisson/Peierls brackets in asymptotically \( \text{AdS}_D \) Einstein-Hilbert gravity. In the rest of this work we refer to such brackets as “semiclassical commutators” despite the lack of a factor of \( i = \sqrt{-1} \). The commutators for which such computations are straightforward will in fact describe the effect of HRT-flow on certain Cauchy data for the solution, whence the action on the full solution is to be determined by solving the equations of motion. We thus begin by studying the effect on the desired Cauchy data in section 2.1. Section 2.2 then addresses details of the boundary conditions which determine the full solution. Finally, section 2.3 will discuss the relation to the kink transformation of [13], which will be useful in deriving further explicit results in section 3.

As usual, we take the HRT surface \( \gamma_R \) to be defined by some region \( R \) on the asymptotically \( \text{AdS}_D \) boundary. In particular, \( R \) is an achronal surface on the boundary and \( \gamma_R \) is a codimension-2 extremal surface in the bulk that is anchored to the boundary \( \partial R \) of \( R \). Since \( \gamma_R \) is an HRT surface, it is in fact the smallest such extremal surface satisfying the homology constraint of [20]. The area of \( \gamma_R \) thus defines a function on the space of solutions that we may call \( A_{\text{HRT}}[R] \).

Equivalently, we may think of \( A_{\text{HRT}}[R] \) as a function on the covariant or canonical gravitational phase space. To maximize accessibility to most readers, we will take the canonical perspective below. Since our argument in this section is based solely on the canonical commutation relations of Einstein-Hilbert gravity, all results in this section remain valid in the presence of arbitrary minimally-coupled matter fields.

2.1 HRT-area flow on a Cauchy surface containing \( \gamma_R \)

The object \( A_{\text{HRT}}[R] \) is of course fully determined by the spacetime metric \( g \). However, in practice it can useful to evaluate \( A_{\text{HRT}}[R] \) in two steps, first finding the extremal surface
and then computing the area of $\gamma_R$. In reference to this two-step process, we will write $A_{\text{HRT}}[R] = A[\gamma_R, g]$. In particular, in this way we can think of $A_{\text{HRT}}[R]$ as a special case of a more general functional $A[\gamma, g]$ which would compute the area of an arbitrary surface $\gamma$, and where $A_{\text{HRT}}$ is obtained from $A[\gamma, g]$ by choosing $\gamma = \gamma_R$ as defined by the given metric $g$. We can make this very explicit by writing

$$A_{\text{HRT}}[R] = A[\gamma, g]|_{\gamma = \gamma_R[g]}.$$  

(2.1)

The fact that $\gamma_R$ is an extremal surface means that, if we fix the spacetime metric $g$ and vary $A[\gamma, g]$ with respect to $\gamma$, the result vanishes when evaluated at $\gamma = \gamma_R$:

$$\frac{\delta A[\gamma, g]}{\delta \gamma} |_{\gamma = \gamma_R[g]} = 0.$$  

(2.2)

The relation (2.2) will enter in a critical way into our derivation of HRT-area flow below. The key point that allows it to be useful is that semiclassical commutators are defined by the Poisson Bracket (or equivalently by the Peierls Bracket [4]), which satisfies the Leibniz rule

$$\{B, C\} = B_{,I}C_{,J}\{\zeta^I, \zeta^J\},$$  

(2.3)

where the $\zeta^I$ are any set of coordinates on phase space and where $B_I$ and $C_J$ denote appropriate (perhaps functional) derivatives of $B, C$ with respect to such coordinates. Setting $B = A_{\text{HRT}}[R], we may evaluate its $\zeta^I$ derivatives by first separately varying $A[\gamma, g]$ with respect to $\gamma$ and $g$ and then using the chain rule to relate variations of $\gamma$ and $g$ to variations of the $\zeta^I$. We thus write

$$\frac{\delta}{\delta \zeta^I} A_{\text{HRT}}[R] = \frac{\delta A[\gamma, g]}{\delta \gamma} |_{\gamma = \gamma_R[g]} \frac{\delta \gamma_R[g]}{\delta \zeta^I} + \frac{\delta A[\gamma, g]}{\delta g} |_{\gamma = \gamma_R[g]} \frac{\delta g}{\delta \zeta^I}. $$  

(2.4)

The notation implies an appropriate summation over the degrees of freedom associated with the surface $\gamma$ and the spacetime metric $g$. In particular, the last term in (2.4) includes both a sum over components of $g$ at each spacetime point and an integral over spacetime points.

Since the first term in (2.4) vanishes due to (2.2), we are left only with the second. This is precisely the statement that semiclassical commutators of $A_{\text{HRT}}$ can be computed as if the surface $\gamma_R$ were fixed and did not in fact depend on the phase space coordinates $\zeta^I$. In other words, it suffices to compute commutators with $A[\gamma, g]$ for some fixed $\gamma$ (say, given by certain coordinate conditions) and then to simply set $\gamma = \gamma_R$ at the end of the calculation. Note that the final result after setting $\gamma = \gamma_R$ will describe a flow generated by a diffeomorphism-invariant observable, and will thus necessarily map solutions to solutions, even if this is not manifest in the intermediate steps. In particular, in the language of the Hamiltonian formalism, the final flow will necessarily preserve all constraints.

Indeed, since $\gamma_R$ is spacelike, in the canonical formalism we are free to simply suppose that we are given a Cauchy surface $\Sigma$ and a fixed submanifold $\gamma \subset \Sigma$. We may then take our phase space coordinates $\zeta^I$ to be the induced metric $h_{ij}$ on $\Sigma$ and the (undensitized) gravitational momentum $\Pi^{ij} = \frac{1}{16\pi G} (K^{ij} - Kh^{ij})$, where $K^{ij}$ is the extrinsic curvature of
\( \Sigma \) and \( K = K^{ij}h_{ij} \). Such phase space coordinates have the standard Poisson Brackets

\[
\{ h_{kl}(x), h^{ij}(y) \} = 0, \\
\{ h_{kl}(x), \Pi^{ij}(y) \} = \frac{1}{\sqrt{h(y)}} \delta^{(D-1)}(x - y),
\]

(2.5)

where \( x^i \) (or equivalently \( y^j \)) denotes \( D-1 \) coordinates on \( \Sigma \) and we have used the standard Dirac delta function in terms of the coordinates \( x, y \).

Since we choose \( \gamma \subset \Sigma \), our \( A[\gamma, g] \) will be independent of \( \Pi^{ij} \) and will depend only on \( h_{ij} \). Thus \( A[\gamma, g] \) commutes with \( h_{ij} \) at leading order in the semiclassical expansion, and the leading semiclassical commutator of \( A[\gamma, g] \) with any function is determined by \( \{ A[\gamma, g], \Pi^{ij} \} \), or equivalently by \( \{ A[\gamma, g], K^{ij} \} \). We shall keep only such leading-order terms below.

Let us consider the bracket with \( K^{ij} \), as it will turn out to yield a geometric interpretation of the flow generated by \( A_{HRT}[R] \). Using

\[
K^{ij} = 16\pi G \left( \Pi^{ij} + \frac{1}{2D} \Pi h^{ij} \right)
\]

(2.6)

with \( \Pi = \Pi^{ij}h_{ij} \), one finds

\[
\{ h_{kl}(x), K^{ij}(y) \} = \frac{16\pi G}{\sqrt{h(y)}} \delta^{(D-1)}(x - y) \left( \delta^{ik} \delta^j_\ell - \frac{1}{D-2} \delta^{ik}_\ell \delta^{j \ell} h_{mn}(y) h^{ij}(y) \right) \\
= \frac{16\pi G}{\sqrt{h(y)}} \delta^{(D-1)}(x - y) \left( \delta^{ik} \delta^j_\ell - \frac{1}{D-2} \delta^{ik}_\ell \delta^{j \ell} h_{kl}(y) h^{ij}(y) \right).
\]

(2.7)

We then need only combine this with a computation of derivatives of \( A[\gamma, g] \) with respect to the induced metric. Proceeding in steps, we introduce the induced metric \( q_{AB} \) on \( \gamma \) and \( D - 2 \) coordinates \( w^A \) on \( \gamma \) to write

\[
A_{HRT} = \int_\gamma d^{D-2}w \sqrt{q(w)}.
\]

(2.8)

Taking functional derivatives yields

\[
\frac{\delta A_{HRT}}{\delta h_{kl}(x)} = \frac{1}{2} \int_\gamma d^{D-2}w \sqrt{q(w)} q^{AB}(w) \frac{\delta q_{AB}(w)}{\delta h_{kl}(x)}.
\]

(2.9)

Now, since \( q_{AB}(w) = \frac{\partial x^i}{\partial w^A} \frac{\partial x^j}{\partial w^B} h_{ij}(x) \) (with derivatives computed along \( \gamma \)), we can rewrite \( q_{AB} \) as

\[
q_{AB}(w) = \int_\gamma d^{D-2}w \frac{\partial x^i}{\partial w^A} \frac{\partial x^j}{\partial w^B} h_{ij}(x) \delta^{(D-2)}(w, \tilde{w}) \\
= \int_\gamma d^{D-1}x \frac{\partial x^i}{\partial \tilde{w}^A} \frac{\partial x^j}{\partial \tilde{w}^B} h_{ij}(x) \delta^{(D-2)}(w, \tilde{w}(x)) \delta_{\Sigma}(\gamma, x)
\]

(2.10)

where \( \delta^{(D-2)}(w, \tilde{w}(x)) \) is a \( \delta \)-function on the HRT surface that satisfies \( \int_\gamma d^{D-2}w f(w) \delta^{(D-2)}(w, \tilde{w}) = f(\tilde{w}) \), and where \( \delta_{\Sigma}(\gamma, x) \) is a \( \delta \)-function on the Cauchy slice.
that localizes \( x \) to the HRT surface according to

\[
\int_{\Sigma} d^{D-1}x f(x) \delta_{\Sigma}(\gamma, x) = \int_{\gamma} d^{D-2}w f(x(w)).
\]

We have also arbitrarily extended \( \tilde{w} \) and \( \frac{\partial}{\partial x^i} \) to smooth functions of the \( x^i \) defined on all of \( \Sigma \), though due to the delta-functions the result does not depend on the particular extension chosen. We thus find

\[
\frac{\partial q_{AB}(w)}{\partial h_{kl}(x)} = \partial x^k \partial x^l \delta^{(D-2)}(w, \tilde{w}(x)) \delta_{\Sigma}(\gamma, x).
\]

Finally, combining equations (2.7), (2.9) and (2.11) yields

\[
\left\{ \frac{A_{\text{HRT}}}{4G}, K^{ij}(x) \right\} = 2\pi \sqrt{\frac{q(\tilde{w}(x))}{h(x)}} \delta_{\Sigma}(\gamma, x) \left( q^{AB}(\tilde{w}(x)) \frac{\partial x^i}{\partial \tilde{w}^A} \frac{\partial x^j}{\partial \tilde{w}^B} - h^{ij}(x) \right)
\]

\[
= -2\pi \delta_{\Sigma}(\gamma, x) \perp^i \perp^j.
\]

where \( \perp^i \) is the unit normal to \( \gamma \) in \( \Sigma \) and \( \delta_{\Sigma}(\gamma, x) = \frac{\sqrt{q(\tilde{w}(x))}}{\sqrt{h(x)}} \delta_{\Sigma}(\gamma, x) \) is a one-dimensional Dirac delta-function of the proper distance between \( x \) and \( \gamma \) measured along geodesics in \( \Sigma \) orthogonal to \( \gamma \).

Equation (2.12) is our main result. Since the Poisson Bracket with \( h_{ij} \) vanishes, and since the right-hand-side of (2.12) is the same for all solutions when expressed in terms of proper distance, it is easy to integrate the above to yield the effect of a finite flow by a parameter \( \lambda \). We see that the Hamiltonian flow generated by \( A_{\text{HRT}} \) changes the initial data on any Cauchy surface \( \Sigma \) that contains \( \gamma \) by adding to the normal-normal component \( K^{\perp\perp} \) of the extrinsic curvature a delta-function given by the right-hand-side of (2.12) multiplied by \( \lambda \), but that this flow leaves unchanged both the induced metric \( h_{ij} \) and all other components of \( K^{ij} \).

The effect on the rest of the solution is then determined by the equations of motion. Note that since there is no change in the initial data on \( \Sigma \) away from the HRT surface \( \gamma_R \), causality then implies that there can be no change in the part of the solution within the entanglement wedge on either side of \( \gamma_R \). Instead, the solution can change only within the past and future light cones of \( \gamma_R \). In these regions, the change in the solution is also influenced by boundary conditions. We thus now discuss the required boundary conditions in detail.

### 2.2 Boundary Conditions for HRT-area flow

The result (2.12) fully defines the flow generated by \( A_{\text{HRT}} \). However, as is often the case, the precise connection to boundary conditions can be subtle. We thus take a moment to explore such issues here.

To this end, recall that (2.12) describes a flow within some particular notion of the gravitational phase space. We have described this phase space in terms of a Cauchy surface \( \Sigma \). The bulk geometry and extrinsic curvature of \( \Sigma \) are dynamical and so can change under HRT-area flow. But since \( \Sigma \) represents a definite instant of time, in a context with an asymptotically AdS boundary \( \partial M \) on which the boundary metric has been fixed, the intersection \( \partial \Sigma \) of \( \Sigma \) with \( \partial M \) will remain fixed. This is in precise analogy with
the familiar statement that the flow generated by a Hamiltonian on the phase space at 
\( t = 0 \) does not actually change the value of \( t \) but, instead, changes the initial data in the 
manner dictated by time-translations. As a result, the boundary conditions require that 
neither the metric induced on \( \partial \Sigma \) by the boundary metric nor the corresponding extrinsic 
curvature can change under the flow generated by \( A_{HRT} \). And this must be true despite 
the transformation (2.12) of the initial data in the bulk.

The above may at first seem like a paradoxical state of affairs. However, any relation 
between the extrinsic curvature of the surface \( \Sigma \) in the bulk \( M \) and the extrinsic curvature 
of \( \partial \Sigma \) in the boundary \( \partial M \) will certainly depend on how \( \partial M \) is attached to \( M \). This 
allows extra degrees of freedom. In short, we believe that the situation is much like the 
famous issue discussed in [21–23] wherein one may have conical singularities in the bulk 
that end on smooth boundary metrics. We thus believe that there is an appropriate sense in 
which HRT-area flow is a well-defined transformation. Indeed, we will show this explicitly 
below for spacetimes asymptotic to AdS\(_3\), though we leave full discussion of the higher 
dimensional case for later work. In particular, the forthcoming work [24] will show that 
our issue is precisely equivalent to whether one can have Lorentz-signature bulk conical 
singularities in the presence of general smooth boundary metrics.

We also pause to warn the reader that, while we believe that HRT-area flow can be 
defined, there is a sense in which it will be rather singular in the UV. In particular, we will 
see in section 3 that in AdS\(_3\) it leads to a boundary stress tensor that involves the square 
of a Dirac delta-function. The transformed solutions will thus have infinite energy. If we 
are inspired by [16] to think of \( A_{HRT}/4G \) as the leading semiclassical term in the modular 
Hamiltonian of the dual CFT state, this UV-divergence is a concrete manifestation of the 
singular behavior predicted in [10] using results in algebraic quantum field theory. (Though 
see [25] for further comments.) As noted in [10] (and as further developed in [12, 13]), 
the UV behavior can be improved by simultaneously acting with a second transformation 
associated with the (right) vacuum modular Hamiltonian. Following [13], we refer to 
the combined smoother transformation as the ‘kink transform,’ whose details we describe 
below. See also the closely related discussions in [9] and [11].

2.3 Relation to the kink transformation

As a brief but useful aside, we now discuss the relation of the flow generated by \( A_{HRT} \) to 
the kink transformation introduced in [13]. Indeed, the kink transformation was initially 
defined in [13] by using precisely the action (2.12) on Cauchy data, scaled by a factor 
that controls the amount of the transformation to be applied.\(^1\) The transformation on 
solutions then followed by solving the equations of motion. However, for asymptotically 
AdS spacetimes the solution is unique only after boundary conditions have been fully 
specified, and the boundary conditions chosen to define the kink transformation in [13] 
turn out to differ from the HRT-area flow boundary conditions described in section 2.2.

\(^1\) We will discuss such normalizations in appendix A. Performing a finite transformation by an amount 
\( \lambda \) simply adds \( \lambda \) times the left-hand-side of (2.12) to the extrinsic curvature. However, the astute reader 
will notice that the form of the normalization factor given in [13] is somewhat different. This difference in 
presentation will be discussed at the end of appendix A.
Figure 1. The conformal boundary of our spacetime, showing the domains of dependence $D(R)$ of $R$ and $D(\bar{R})$ of $\bar{R}$. The boundary metric has a Killing field $\xi_\theta$ that acts as a boost near $\partial R$. (a) The boundary $\partial \Sigma$ of a smooth bulk Cauchy surface $\Sigma$ in the original spacetime. The surface $\partial \Sigma$ and all boundary observables on that surface are preserved by the flow generated by $A_{HRT}$. (b) The kink transformation with parameter $\lambda$ moves the part of $\partial \Sigma$ in $D(R)$ by sliding it toward the past along orbits of $\xi_\theta$ through a Killing parameter $2\pi \lambda/\kappa$. Near $\partial R$ this acts as a past-directed boost with rapidity $2\pi \lambda$. While the flow generated by $A_{HRT}$ preserves any boundary metric and leaves $\partial \Sigma$ invariant in $\partial M$, the kink transform of [13] was fully defined only when the metric on $\partial M$ has a Killing field $\xi_\theta$ that vanishes on the anchor set $\partial R$ of the HRT surface, and where $\xi_\theta$ acts locally as a boost about $\partial R$. In this setting the kink transformation was declared to leave the boundary metric invariant, and also to leave the surface $\partial \Sigma$ invariant in the region spacelike separated from $R$. However, in contrast to the HRT-area flow described above, the kink transformation moves the part of $\partial \Sigma$ in the domain of dependence of $R$. In particular, it shifts $\partial \Sigma$ toward the past along the orbits of $\xi_\theta$ by a Killing parameter $2\pi \lambda/\kappa$, where $\kappa$ is the surface gravity of $\xi_\theta$ at $\partial R$. In all cases below we take $D(R)$ to be the right wedge and describe the left wedge as $D(\bar{R})$ for some complimentary achronal surface $\bar{R}$ to $R$. See appendix A for verification of the above sign and normalization factors.

In the presence of the boundary Killing field $\xi_\theta$, the kink transformation differs from the flow generated by $A_{HRT}/4G$ only by whether or not $\partial \Sigma$ is distorted relative to the fixed boundary metric. We may thus refer to the flow generated by $A_{HRT}$ as a boundary-condition preserving kink transform. Again, because this flow preserves the boundary conditions precisely, it can be defined for any boundary metric. In particular, it does not require the existence of the boundary Killing field $\xi_\theta$ that was needed to define the original kink transform.

Since the above distortion involves a boost operation in the right ($R$) wedge but trivial action in the left ($\bar{R}$) wedge, it was called a (boundary) one-sided boost in [13]. Note, however, that the action on observables in the future and past wedges is again determined
by solving the equations of motion. If we let $\mathcal{K}[\gamma]$ denote the generator of the kink transformation by $\lambda$, then we can define the difference $H_R := \frac{A_{\text{HRT}}}{4G} - \mathcal{K}[\gamma]$ to be ($2\pi$ times) the generator of the boundary one-sided boost (taken to generate flow toward the future in the right wedge). In the context of AdS/CFT, $H_R$ can be interpreted [13] as the right modular Hamiltonian of the Hartle-Hawking state\(^2\) for the CFT associated with the boundary Killing field $\xi_\partial$. Furthermore, the term $\frac{A_{\text{HRT}}}{4G}$ was argued in [13] to correspond at leading order to the modular Hamiltonian of the boundary dual of the bulk spacetime. As a result, the kink transform was conjectured to be dual to a so-called Connes cocycle flow in the CFT (generated by the difference between the right modular Hamiltonian of the bulk state and the right modular Hamiltonian of the Hartle-Hawking state for $\xi_\partial$). Some refinements of this correspondence will be discussed in [25].

It is useful to note that, even in the absence of a bulk Killing field, the action of $A_{\text{HRT}}$ or $\mathcal{K}[\gamma]$ in the bulk can again be described in terms of a one-sided boost. This relationship was described in detail in [13], having been foreshadowed in [9–12]. The essential point is to recall from [26] that the original solution can be reconstructed from four pieces of data: boundary conditions as defined by the boundary metric, the restriction of the solution to the left wedge, the restriction of the solution to the right wedge, and the way that affine parameters along the future and past null boundaries of each wedge are identified with those along the past and future null boundaries of the other wedge. The idea is that if we are given the last three, the remainder of the solution is uniquely determined by solving the equations of motion subject to the given boundary conditions (the first ingredient above).

The fourth piece of data above can be said to define the relative boost with which the two wedges are attached. The desired operation is then defined by changing these identifications in precisely the same way that they would be changed if there were an appropriate bulk Killing field, and if we were to transform the right wedge by flowing toward the past through a Killing parameter $2\pi \lambda/\kappa$ along the orbits of this Killing field. As verified in appendix A, on a Cauchy surface through $\gamma$ this generates precisely the desired transformation on initial data (2.12).

Again, the transformed initial data can be extended to a full solution by choosing boundary conditions and solving the equations of motion. And again, the result gives the flow generated by either $A_{\text{HRT}}/4G$ (if one preserves the way that each wedge attaches to the asymptotically AdS boundary), or by $\mathcal{K}[\gamma]$ (if there is a boundary Killing field $\xi_\partial$ and one flows the right wedge appropriately under $\xi_\partial$). In all cases the solution in the past and future of $\gamma$ is determined by solving the equations of motion with an appropriate choice of boundary conditions.\(^3\)

### 3 Explicit results in vacuum Poincaré AdS\(_3\)

We will now use the above relations to give a simple geometric description of the flow generated by some $A_{\text{HRT}}[R]$ in pure 2+1 Einstein-Hilbert gravity (with negative cosm-

\(^2\)There will be cases where $H_R$ is unbounded below as a CFT operator. In such cases the Hartle-Hawking state is not well-defined, but the flow still exists. Such cases are the analogue of what occurs for Kerr black holes in asymptotically flat spacetimes.

\(^3\)In particular, since the boundary metric is not dynamical, the boundary metric to the future and past of $\partial R$ cannot be determined by solving equations of motion. It must simply be specified by hand.
logical constant but without matter) for spacetimes asymptotic to Poincaré AdS that do not contain black holes. After deriving this description in section 3.1, explicit results for the action of the transformation on the boundary stress tensor and on other HRT-areas are given in sections 3.2 and 3.3.

### 3.1 Representation as a boundary conformal transformation

Bulk spacetimes of the specified form are always diffeomorphic to Poincaré AdS. Let us thus focus on obtaining explicit results when the spacetime is exactly Poincaré AdS with metric

\[
d s^2 = \frac{1}{z^2} \left( -dt^2 + dx^2 + dz^2 \right) = \frac{1}{z^2} \left( -dudv + dz^2 \right).
\] (3.1)

Here we have set the AdS scale \( \ell_{\text{AdS}} \) to one and introduced \( u = t - x \) and \( v = t + x \). Results for any other spacetime in the above class can then be obtained by applying an appropriate boundary conformal transformation. At least for infinitesimal such transformations, this generalization will be described in section 4.

Now, any two HRT surfaces in Poincaré AdS are related by an AdS isometry. Thus we may further simplify the discussion by taking the boundary region \( R \) to be the half-line \( x \in [0, \infty) \) at \( t = 0 \) on the boundary at \( z = 0 \). We will refer to this half-line as \( R_0 \). The HRT surface \( \gamma_{R_0} \) is then the bulk geodesic given by \( x = t = 0 \) for all \( z \).

The geodesic \( \gamma_{R_0} \) is invariant under the manifest boost isometry \( \xi = x \partial_t + t \partial_x \) in the \( x,t \) plane, and it is clear that \( \xi \) induces a related Killing field \( \xi_\partial \) on the boundary at \( z = 0 \). This feature makes it easy to apply the kink transformation \( K[\gamma_{R_0}] \), as boosting the right wedge leaves invariant all data in that wedge. The kink transformation also leaves the boundary metric unchanged, though we remind the reader that it nevertheless ‘moves each Cauchy surface with respect to that metric’ as shown previously in figure 1. As a result, solving the equations of motion must precisely reproduce the original spacetime (3.1). We conclude that the action of \( K[\gamma_{R_0}] \) leaves Poincaré AdS invariant.

A similar conclusion clearly holds for Poincaré AdS\(_d\) for any \( d \). But what is special about \( d = 3 \) is that we can also find a simple form for the transformation generated by the \( H_R \) of section 2.3. Combining this with the above will then give a closed-form expression for the boundary-condition-preserving kink transformation defined by our HRT-area flow on Poincaré AdS\(_3\).

To establish the desired result, recall first that \( H_R \) generates a transformation that leaves invariant the boundary metric. And since all solutions to pure 2+1 Einstein-Hilbert gravity with such boundary conditions are diffeomorphic to Poincaré AdS\(_3\), \( H_R \) can act only by a boundary-metric-preserving diffeomorphism. In an asymptotically AdS spacetime, this must be a boundary conformal transformation. Our task is thus simply to identify the

\footnote{This is consistent with the conjecture of [13] that the kink transform is dual to the Connes cocycle flow generated by the difference between the one-sided modular Hamiltonian of the dual CFT state and the one-sided modular Hamiltonian of the CFT vacuum. Since Poincaré AdS\(_3\) is dual to the CFT vacuum, the above difference clearly vanishes for this state and hence has trivial action. As usual, we refer the reader to [25] for further comments.}
unique conformal transformation that acts on the right wedge of the boundary as a boost of magnitude $2\pi \lambda$ and of the appropriate sign.\textsuperscript{5}

For each $\lambda$ we will describe this conformal transformation as a map $(u, v) \to (U(u), V(v))$ on the boundary spacetime and an associated Weyl rescaling. After acting with the transformation, our boundary conditions require the boundary metric to be

$$ds^2 = -dUdV,$$

so that the Weyl rescaling is determined by comparing (3.2) with $-dudv$.

In the left wedge we know that $H_R$ must act as the identity. And in order to undo the action of $K[\gamma]$ on a Cauchy slice (shown in figure 1), our conformal transformation should boost the right wedge toward the future with rapidity $2\pi \lambda$. Since it must preserve continuity of each Cauchy slice, this uniquely singles out the transformation at each finite $\lambda$ to be

$$U = ue^{-2\pi \lambda \Theta(-u)}, \quad V = ve^{2\pi \lambda \Theta(v)}.$$  \hspace{1cm} (3.3)

Since $u\delta(u) = 0 = v\delta(v)$, (3.3) yields

$$-dUdV = -e^{2\sigma_-(U)} e^{2\sigma_+(V)} dudv$$

with $e^{2\sigma_-(U)} = e^{-2\pi \lambda \Theta(-U)}, \quad e^{2\sigma_+(V)} = e^{2\pi \lambda \Theta(V)}$.  \hspace{1cm} (3.4)

Thus we have $-dUdV = -dudv$ in both the left and right wedges. But this is not the case in either of the future or past wedges, so the $\sigma_\pm$ define a non-trivial Weyl rescaling relating (3.5) to (3.2).

On any solution, $H_R$ will be the generator of the boundary conformal transformation (3.3). But since the kink transform acts trivially on Poincaré AdS$_3$, we can also take (3.3) to give the full finite-$\lambda$ action flow of this solution under $A_{\text{HRT}}/4G$. This in particular allows us to explicitly compute the action of this flow on both the boundary stress tensor and other HRT areas. We record these results below in sections 3.2 and 3.3 for later use in comparison with section 4.

### 3.2 HRT-area flow of $T_{ij}$

The action of a general finite conformal transformation on the stress energy tensor of a 1+1 dimensional conformal field theory is well known (see e.g. [27]) to give

$$T_{ab} dx^a dx^b = T^{\text{original}}_{ab} dx^a dx^b + \frac{c}{12\pi} \left[ \partial_U \sigma_- + (\partial_U \sigma_-)^2 \right] dU^2 + \frac{c}{12\pi} \left[ \partial_V \sigma_+ + (\partial_V \sigma_+)^2 \right] dV^2,$$

where $c$ is the central charge. For the boundary stress tensor of AdS$_3$, we have $c = 3/2G$. Since we are computing the effect on the planar vacuum, we have $T^{\text{original}}_{ab} = 0$. The remaining terms in (3.6) then give

$$T_{UU} = \frac{1}{8G} \left( \lambda \delta'(U) + \pi \lambda^2 |\delta(U)|^2 \right), \quad \text{and}$$

$$T_{VV} = \frac{1}{8G} \left( \lambda \delta'(V) + \pi \lambda^2 |\delta(V)|^2 \right).$$  \hspace{1cm} (3.7)

\textsuperscript{5}While this conformal transformation is not smooth on the boundary spacetime, it nevertheless corresponds to a diffeomorphism that is smooth at every point in the bulk.
The final terms in (3.7) and (3.8) are sensible only in the presence of a UV regulator. This is consistent with comments in [10] on the singular nature of one-sided modular flow. Interestingly, however, there is no problem at linear order in $\lambda$. This makes clear that the infinitesimal action of HRT-area flow is well-defined on solutions that are sufficiently smooth, but that flowing a finite distance under this transformation creates UV divergences when the HRT surface $\gamma$ is anchored to an asymptotically AdS boundary. In all cases we nevertheless emphasize that the action of the flow on the bulk solution is nevertheless given in closed form.

3.3 The action of the flow on other HRT-areas

Despite the divergence it creates in the boundary stress tensor components (3.7) and (3.8), the finite flow generated by $A_{\text{HRT}}[R_0]/4G$ yields a well-defined action on other HRT areas. To write explicit formulae, recall that our $A_{\text{HRT}}$ denotes the renormalized HRT-area, which in $\text{AdS}_3$ with $\ell_{\text{AdS}} = 1$ may be written

$$A_{\text{HRT}} = L_{\text{geodesic}} + \sum_{\text{anchors}} L_{\text{ct}},$$

(3.9)

where $L_{\text{ct}}$ is an appropriate $c$-number counterterm. In particular, in vacuum Poincaré $\text{AdS}_3$ we may introduce a regulated boundary at $z = \epsilon$ and write the renormalized area as [28]

$$A_{\text{HRT}}^{\text{vac}} = \lim_{\epsilon \to 0} \left[ -2 \ln \epsilon + \ln[(x_1 - x_2)^2 - (t_1 - t_2)^2] + 2 \ln(2\epsilon) \right] \ln[(u_1 - u_2)(v_2 - v_1)] + 2 \ln 2,$$

(3.10)

where we have identified $L_{\text{ct}} = \ln(2\epsilon)$. Since the endpoints of the HRT surface must be spacelike separated on the boundary, without loss of generality we may take $u_1 > u_2$ and $v_1 < v_2$ (i.e., we number the endpoints left-to-right as opposed to past-to-future).

Furthermore, under a Weyl rescaling $ds^2_{\partial,\text{new}} = e^{2\sigma} ds^2_{\partial,\text{old}}$ we have

$$A_{\text{HRT}}^{\text{new}} = A_{\text{HRT}}^{\text{old}} + \sum_{\text{anchors}} \sigma.$$

(3.11)

We can now apply the conformal transformation (3.5) to the $A_{\text{HRT}}$ anchored at $(U_1, V_1)$ and $(U_2, V_2)$, which we write below as $A_{\text{HRT}}(U_1, V_1, U_2, V_2)$. First, however, it is useful to note that any $A_{\text{HRT}}$ evaluated in the Poincaré vacuum remains invariant under the conformal transformation defined by constant rescalings $U = e^{\alpha_u} u, V = e^{\alpha_v} v$ of the null coordinates. This is because the explicit expression (3.10) shifts by $-\alpha_u - \alpha_v$ under $(u, v) \rightarrow (U, V)$, but this is then cancelled by the conformal anomaly term in (3.11) since $\sigma = \frac{1}{2}(\alpha_u + \alpha_v)$ at each anchor point. This result is of course clear for the case $\alpha_u = -\alpha_v$ (which describes a boost), but it also holds for e.g. $\alpha_u = \alpha_v$ (which describes a dilation).

Since (3.5) is piecewise constant, the above observation makes it easy to apply the conformal transformation (3.3) to $A_{\text{HRT}}(U_1, V_1, U_2, V_2)$. Non-trivial effects can occur only when $U_1$ and $U_2$ have opposite signs or when $V_1, V_2$ have opposite signs so that the end points correspond to distinct values of $\sigma_+$ and/or $\sigma_-$. When opposite signs do occur, we can evaluate the effect of (3.3) by computing (3.10) at the new endpoints and adding the
anomalous term from (3.11). Again using spacelike separation of the anchor points to take $U_1 > U_2$ and $V_1 < V_2$, we may write the transformed result in the form

$$A_{HRT,\lambda}(U_1, V_1, U_2, V_2) = A_U(U_1, U_2) + A_V(V_1, V_2) + 2 \ln 2,$$

(3.12)

with

$$A_U = \begin{cases} 
\ln(U_1 - U_2), & U_1, U_2 < 0 \text{ or } U_1, U_2 > 0 \\
\ln(e^{-2\pi \lambda} U_1 - U_2), & U_2 < 0 < U_1 
\end{cases}$$

(3.13)

and

$$A_V = \begin{cases} 
\ln(V_2 - V_1), & V_1, V_2 < 0 \text{ or } V_1, V_2 > 0 \\
\ln(V_2 - e^{2\pi \lambda} V_1), & V_1 < 0 < V_2. 
\end{cases}$$

(3.14)

As a result, we find

$$\left\{ \frac{1}{4G} A_{HRT}[R_0], A_{HRT}(U_1, V_1, U_2, V_2) \right\} = \frac{d}{d\lambda} A_{HRT,\lambda}(U_1, V_1, U_2, V_2)|_{\lambda=0}$$

(3.15)

$$= -2\pi \left( \frac{U_1 \Theta(-U_1 U_2)}{U_1 - U_2} + \frac{V_1 \Theta(-V_1 V_2)}{V_2 - V_1} \right).$$

(3.16)

### 4 Commutators from stress tensors

The previous section transformed the general arguments of section 2 into explicit results in AdS$_3$ for the particular choice of boundary region $R_0$ given by the half-line at $t = 0$ and when the area-flow acts on the Poincaré AdS$_3$ vacuum. We now present an independent calculation both to check the above results and as a means of generalizing them to allow arbitrary boundary regions $R$ and more general solutions of pure 2+1 Einstein-Hilbert gravity with negative cosmological constant and planar boundary. In particular, the generalization will allow planar black holes. The key ingredients in this computation are (again) that all such solutions are related by boundary conformal transformations, and that any two spacetimes with the same boundary stress tensor are considered to be completely equivalent. Thus we may in principle express any observable in terms of the boundary stress tensor and use the well-known 2-dimensional stress tensor algebra to compute any commutators. This alternate technique may also be of interest in its own right as a means of studying commutators of general quantities for which an elegant geometric description of the flow is not known.

To follow this approach, one might like to proceed by finding an explicit expression in terms of the boundary stress tensor for the conformal transformation $(u, v) \to (U(u), V(v))$ that constructs an arbitrary solution in our class from the Poincaré AdS$_3$ vacuum, and in particular for the associated conformal factor $\sigma[T_{ij}]$. One could then use the relevant conformal anomaly to write any observable in terms of $\sigma$ and simply substitute $\sigma[T_{ij}]$ to write the observable as a functional of the stress tensor. However, it is not clear that a useful such closed-form solution $\sigma[T_{ij}]$ will exist. Luckily this work focusses on semi-classical commutators, for which such an explicit relation will not be needed. As in section 2, the key point is that the semiclassical commutator (aka the Poisson or Peierls bracket) is a
derivation, meaning that for any observables $B$ and $C$ we may write the bracket in terms of the stress-tensor algebra using

$$\{B, C\} = \int d^2x_1 d^2x_2 d^2x'_1 d^2x'_2 \frac{\delta B}{\delta \sigma(x_1)} \frac{\delta \sigma(x_1)}{\delta T_{ij}(x_2)} \{T_{ij}(x_2), T_{i'j'}(x'_2)\} \frac{\delta \sigma(x'_1)}{\delta T_{i'j'}(x'_2)} \frac{\delta C}{\delta \sigma(x'_1)}.$$  \hspace{1cm} (4.1)

It is thus sufficient to know the functional derivatives of $B, C$ with respect to $\sigma$ and the functional derivatives of $\sigma$ with respect to the stress tensor, which in practice turns out to be a manageable task.

After computing such functional derivatives in section 4.1, we warm up with some relatively simple commutators involving $\sigma$ and $T_{ij}$ in sections 4.2 and 4.3 before finally studying commutators of HRT areas in section 4.4.

4.1 Functional derivatives of $\sigma$ with respect to $T_{ij}(x)$

Recall that our basic strategy will be to think of the boundary stress tensor $T_{ij}(U,V)$ as the fundamental observable in terms of which we will write all others. In particular, we will define an observable $\sigma$ as the conformal factor in (3.6) that generates $T_{ij}(U,V)$ from the vacuum (in which $T_{ij} = 0$), and which satisfies certain boundary conditions. In practice, we will then write general observables in terms of $\sigma$, which then implicitly expresses them in terms of $T_{ij}$.

To this end, let us thus consider the boundary metric

$$ds^2_D = -dUdV = -e^{2\sigma(u,v)}dudv,$$  \hspace{1cm} (4.2)

with $\sigma(u,v) = \sigma_-(u) + \sigma_+(v)$ and

$$dU = e^{2\sigma_-(u)}du$$

$$dV = e^{2\sigma_+(v)}dv,$$  \hspace{1cm} (4.3)

and where $\sigma_\pm$ are chosen so that $T_{ij}(U,V)$ can be written in the form (3.6) with $T_{uu}^{\text{original}}(u) = 0 = T_{vv}^{\text{original}}(v)$. Note that the coordinates $u, v$ defined by (4.3) are dynamical objects that will also be functions of the stress tensor $T_{ij}(U,V)$. In particular, we should think of the functions $u(U)$ and $v(V)$ as being defined by integrating the above equations subject to some boundary condition. These functions have range $u \in (-\infty, u_{\text{max}})$ and $v \in (-\infty, v_{\text{max}})$, where $u_{\text{max}} = v_{\text{max}} = \infty$ when solutions asymptote to Poincaré AdS$_3$, and $u_{\text{max}} = v_{\text{max}} = 0$ when solutions instead asymptote to an $M > 0$ planar black hole.

When solutions asymptote to Poincaré AdS$_3$, it will be convenient to choose the boundary conditions to be simply

$$u(U = 0) = 0, \quad v(V = 0) = 0,$$  \hspace{1cm} (4.4)

allowing us to define

$$u(U) = \int_0^U dU' e^{-2\sigma_-(U')}$$

$$v(V) = \int_0^V dV' e^{-2\sigma_+(V')}.$$  \hspace{1cm} (4.5)
We note in passing that $u = \pm \infty$ does not generally correspond to $U = \pm \infty$. In particular, at this stage the $\text{SL}(2, R) \times \text{SL}(2, R)$ isometries of the Poincaré vacuum allow us to introduce poles in the function $u(U)$. When solutions asymptote to an $M > 0$ planar black hole, we will instead choose our boundary conditions to be
\[ u(U = \infty) = 0, \quad v(V = \infty) = 0, \] (4.7)
allowing us to define
\[ u(U) = \int_0^U dU' e^{-2\sigma_-(U')} - \int_0^\infty dU' e^{-2\sigma_-(U')} \] (4.8)
\[ v(V) = \int_0^V dV' e^{-2\sigma_+(V')} - \int_0^\infty dV' e^{-2\sigma_+(V')}. \] (4.9)
Again we note in passing that $u = -\infty$ may not correspond to $U = -\infty$.

Since the trace of $T_{ij}$ vanishes, the only non-trivial stress tensor components are $T_{UU}(U)$ and $T_{VV}(V)$. For the moment, let us focus on $T_{UU}$ since corresponding results for $V$ will satisfy analogous expressions.

The functional derivative $\frac{\delta \sigma_-(U)}{\delta T_{UU}(U)}$ can be computed by studying the variation of $T_{UU}$:
\[ \delta T_{UU} = -\frac{c}{12\pi} (\partial_U^2 \delta \sigma_+ + 2 \partial_U \sigma_- \partial_U \delta \sigma_-) \] (4.10)
\[ = -\frac{c}{12\pi} e^{-2\sigma_-} \partial_U (e^{2\sigma_-} \partial_U \delta \sigma_-). \]
Solving for $\delta \sigma_-(U)$ yields
\[ \delta \sigma_-(U) = \frac{12\pi}{c} \left( \int_0^U e^{-2\sigma_-(U')} \int_0^{U''} e^{2\sigma_-(U')} \delta T_{UU}(U') dU' dU'' \right. \] (4.11)
\[ \left. + c_1 \int_0^U e^{-2\sigma_-(U')} dU' + c_2 \right), \]
for any finite $U_0$, and constants $c_1$ and $c_2$. This parametrization is somewhat redundant, as changes in $U_0$ can be absorbed into changes in $c_1$ and $c_2$.

The constants $c_1$ and $c_2$ are arbitrary and cannot influence the physics of our computation. But it will be convenient to fix them by recalling that, as previously noted, an overall scaling preserves the Poincaré vacuum. We are thus free to fix $\sigma_-(U)$ to be independent of the stress tensor for any one value $U$. We will choose this to be true at $U = U_0$, which imposes $\delta \sigma_-(U_0) = 0$. Additionally, the Poincaré vacuum is invariant under special conformal transformations, allowing us to fix $\partial_U \sigma_-(U)$ to be independent of the stress tensor for any one value $U$; we will again choose $U = U_0$, which imposes $\partial_U \delta \sigma_-(U_0) = 0$. Implementing these boundary conditions sets $c_1 = c_2 = 0$, and establishes that our definition of $\sigma$ depends on $U_0$. As a result, we now change notation to $\delta \sigma_-(U) = \delta \sigma_{U_0}(U)$, to make explicit the $U_0$ dependence. We similarly take $\sigma_-(U_0) = 0$.

Rewriting (4.11) slightly, we have
\[ \delta \sigma_{U_0}(U) = \frac{12\pi}{c} \int_{-\infty}^\infty dU' e^{2\sigma_{U_0}(U')} \Theta(U - U') \Theta(U' - U_0) \delta T_{UU}(U') \int_U^n dU'' e^{-2\sigma_{U_0}(U'')} \] (4.12)
which yields
\[
\frac{\delta \sigma_{U}(U)}{\delta T_{UU}(U')} = \frac{12\pi}{c} e^{2\sigma_{U}(U')} [u(U) - u(U')] [\Theta(U - U') \Theta(U' - U_0) - \Theta(U' - U) \Theta(U_0 - U')].
\] (4.13)

We now use the above results to compute a series of semiclassical commutators below.

### 4.2 A first warm up: \{\sigma, T_{ij}\}

We begin by studying the semiclassical commutator
\[
\{\sigma_{U}(U), T_{UU} (\tilde{U})\} = \int_{-\infty}^{\infty} dU' \frac{\delta \sigma_{U}(U)}{\delta T_{UU}(U')} \{T_{UU}(U'), T_{UU}(\tilde{U})\}. \tag{4.14}
\]

Since our CFT is 2-dimensional, the stress tensor algebra can be determined from the familiar relations
\[
\{L_m, L_n\} = i(n - m) L_{m+n} - \frac{ic}{12} m(m^2 - 1) \delta_{m+n,0}, \tag{4.15}
\]
where \(L_m\) and \(T_{UU}\) are related by
\[
\begin{align*}
L_m &= -\frac{1}{2\pi} \int_{-\infty}^{\infty} dU e^{iu m} T_{UU}(U) \\
T_{UU}(U) &= \sum_{m=-\infty}^{\infty} e^{-iu m} L_m.
\end{align*}
\] (4.16)

These relations are well-known to yield
\[
\{T_{UU}(U), T_{UU}(U')\} = 2T_{UU}(U') \delta'(U - U') - T_{UU}(U') \delta(U - U') - \frac{c}{24\pi} \delta'''(U - U'). \tag{4.17}
\]

We can now compute the right-hand side of (4.14) using (4.17). After some manipulation, (4.14) becomes
\[
\{\sigma_{U}(U), T_{UU} (\tilde{U})\} = \left[ -2T_{UU}(\tilde{U}) \partial_U \left( \frac{\delta \sigma_{U}(U)}{\delta T_{UU}(U')} \right) - T_{UU}'(\tilde{U}) \frac{\delta \sigma_{U}(U)}{\delta T_{UU}(U')} \right. \\
+ \left. \frac{c}{24\pi} \partial_{U'} \left( \frac{\delta \sigma_{U}(U)}{\delta T_{UU}(U')} \right) \right]_{U=\tilde{U}}, \tag{4.18}
\]

where we have used (4.13) to integrate by parts and to show that the associated boundary terms vanish at \(U = \pm \infty\). Using eq. (4.13) then yields
\[
\{\sigma_{U}(U), T_{UU} (\tilde{U})\} = \sigma_{U}'(\tilde{U}) \delta(U - \tilde{U}) - \frac{1}{2} \delta'(U - \tilde{U}) \\
- \sigma_{U}'(U_0)[u(U) - u(U_0)] \delta(\tilde{U} - U_0) - \sigma_{U}'(U_0) \delta(\tilde{U} - U_0) + \sigma_{U}'(U_0)[u(U) - u(U_0)] \delta'(\tilde{U} - U_0) - \frac{1}{2} \delta'(\tilde{U} - U_0) \\
+ \frac{1}{2} [u(U) - u(U_0)] \delta''(\tilde{U} - U_0). \tag{4.19}
\]

We will use this result to calculate the commutator \(\{\sigma(X), \sigma(X')\}\) in the next section, and we will use it again in section 4.4.1 to calculate the commutator between an HRT-area and the stress-energy tensor.
4.3 The σ commutator

Our next step will be to compute \( \{\sigma(X), \sigma(X')\} \). By the Leibniz rule as expressed in eq. (4.1), we have

\[
\{\sigma_{U_0}(U), \sigma_{U_0}(\tilde{U})\} = \int_{-\infty}^{\infty} d\tilde{U}' \frac{\delta \sigma_{U_0}(\tilde{U})}{\delta T_{UU}(\tilde{U}')} \{\sigma_{U_0}(U), T_{UU}(\tilde{U}')\} \tag{4.20}
\]

where \( \tilde{U}_0 \) is finite. Inserting (4.19) and manipulating the result yields

\[
\{\sigma_{U_0}(U), \sigma_{U_0}(\tilde{U})\} = \frac{6\pi}{c} \left( [\Theta(\tilde{U} - U)\Theta(\tilde{U}_0 - U_0) - \Theta(U - \tilde{U})\Theta(U_0 - \tilde{U}_0)] + \Theta(U - \tilde{U}_0)\Theta(U_0 - \tilde{U}_0) \right)
\]

\[
\times [\Theta(U - \tilde{U}_0)\Theta(U_0 - \tilde{U}) + \Theta(U - \tilde{U})\Theta(U_0 - \tilde{U}_0)] + \Theta(U - \tilde{U}_0)\Theta(U_0 - \tilde{U}_0) \tag{4.21}
\]

\[
+ (\tilde{u} - u)\delta(U_0 - \tilde{U}_0) + (u - u_0)(\tilde{u} - \tilde{u}_0)\delta(U_0 - \tilde{U}_0) - (\tilde{u} - \tilde{u}_0)\delta(U - \tilde{U}_0) + (u - u_0)\delta(U - \tilde{U}_0)
\]

with corresponding results for \( \{\sigma_{V_0}(V), \sigma_{\tilde{V}_0}(\tilde{V})\} \). It turns out this form of the σ commutator is somewhat cumbersome to use in our calculations below. The calculations are simplified by making use of an equivalent relation in which antisymmetry is no longer manifest, but which is more compact:

\[
\{\sigma_{U_0}(U), \sigma_{U_0}(\tilde{U})\} = \frac{6\pi}{c} \left( [\Theta(\tilde{U} - U)\Theta(\tilde{U}_0 - U_0) - \Theta(U - \tilde{U})\Theta(U_0 - \tilde{U}_0)] + \Theta(U - \tilde{U}_0)\Theta(U_0 - \tilde{U}_0) \right)
\]

\[
\times [\Theta(U - \tilde{U}_0)\Theta(U_0 - \tilde{U}) + \Theta(U - \tilde{U})\Theta(U_0 - \tilde{U}_0)] + \Theta(U - \tilde{U}_0)\Theta(U_0 - \tilde{U}_0) \tag{4.22}
\]

\[
+ (\tilde{u} - u)\delta(U_0 - \tilde{U}_0) + (u - u_0)(\tilde{u} - \tilde{u}_0)\delta(U_0 - \tilde{U}_0) - (\tilde{u} - \tilde{u}_0)\delta(U - \tilde{U}_0) + (u - u_0)\delta(U - \tilde{U}_0)
\]

4.4 The HRT-area algebra

We now we turn to the commutator of HRT-areas. Using the results from sections 4.2 and 4.3, we can compute the semiclassical commutator of an HRT-area operator with the boundary stress tensor, as well as that between two area operators \( A_{\text{HRT}}(U_1, V_1, U_2, V_2) \) and \( A_{\text{HRT}}(U'_1, V'_1, U'_2, V'_2) \). As in section 3.3, the arguments denote the coordinates of the two anchor points that define \( \partial R \). We again use the renormalized area operator (3.9) whose dependence on \( \sigma \) is given both by the explicit term in (3.11) and the dependence of (3.10) on \( \sigma \) through \( U(u) \) and \( V(v) \). Using \( \tilde{A}_{\text{HRT}} \) to denote the renormalized area in the conformal frame where the stress tensor vanishes (and where the boundary metric is \(-dudv\)), the second of these takes the explicit form

\[
\tilde{A}_{\text{HRT}}(U_1, V_1, U_2, V_2) = \ln[4(u_1 - u_2)(v_2 - v_1)]
\]

\[
= \ln \left[ 4 \int_{U_2}^{U_1} dU e^{-2\sigma_-(U)} \int_{V_1}^{V_2} dV e^{-2\sigma_+(V)} \right]. \tag{4.23}
\]
Taking functional derivatives with respect to $\sigma_-$ yields

\[
\frac{\delta A_{\text{HRT}}(U_1, V_1, U_2, V_2)}{\delta \sigma_-(U)} = - \frac{2e^{-2\sigma_-(U)}}{|J_{U_2}| U_1 dU' e^{-2\sigma_-(U')}} \Theta(\max(U_1, U_2) - U) \Theta(U - \min(U_1, U_2)) \tag{4.24}
\]

\[
= - \frac{2e^{-2\sigma_-(U)}}{|u(U_1) - u(U_2)|} \Theta(\max(U_1, U_2) - U) \Theta(U - \min(U_1, U_2)),
\]

with an analogous expression for the functional derivative of the area with respect to $\sigma_+$.

### 4.4.1 The area operator and stress-energy tensor commutator

We will now use the above results to understand the commutator of an HRT area operator with the boundary stress tensor. We introduce the notation $\tilde{A}_{\text{HRT}} \equiv \tilde{A}_{U_0, V_0}$, where $U_0$ and $V_0$ are the finite points at which $\sigma_{U_0}(U)$ and $\sigma_{V_0}(V)$ are independent of the stress tensor. From eq. (4.24), we find

\[
\{ \tilde{A}_{U_0, V_0}(U_1, V_1, U_2, V_2), T_{UU}(U) \}
\]

\[
= \int_{U_2}^{U_1} dU' \frac{\delta \tilde{A}_{U_0, V_0}(U_1, V_1, U_2, V_2)}{\delta \sigma_{U_0}(U')} \{ \sigma_{U_0}(U'), T_{UU}(U) \} \tag{4.25}
\]

\[
= - \frac{2}{|u(U_1) - u(U_2)|} \int_{U_2}^{U_1} dU' e^{-2\sigma_{U_0}(U')} \{ \sigma_{U_0}(U'), T_{UU}(U) \}.
\]

Using eq. (3.11), we see the full commutator is given by

\[
\{ A_{U_0, V_0}(U_1, V_1, U_2, V_2), T_{UU}(U) \}
\]

\[
= \{ \tilde{A}_{U_0, V_0}, T_{UU}(U) \} + \{ \sigma_{U_0}(U_1), T_{UU}(U) \} + \{ \sigma_{U_0}(U_2), T_{UU}(U) \}. \tag{4.26}
\]

Using the explicit form of $\{ \sigma_{U_0}(U'), T_{UU}(U) \}$ as given in eq. (4.19), most of the resulting terms cancel among themselves after insertion into (4.26). The result reduces to

\[
\{ A_{\text{HRT}}(U_1, V_1, U_2, V_2), T_{UU}(U) \}
\]

\[
= - \frac{2}{|u(U_1) - u(U_2)|} \int_{U_1}^{U_2} dU' e^{-2\sigma_{U_0}(U')} \{ \sigma_{U_0}(U'), T_{UU}(U) \}_{\text{phys}} \tag{4.27}
\]

\[
+ \{ \sigma_{U_0}(U_1), T_{UU}(U) \}_{\text{phys}} + \{ \sigma_{U_0}(U_2), T_{UU}(U) \}_{\text{phys}}.
\]

where

\[
\{ \sigma_{U_0}(U'), T_{UU}(U) \}_{\text{phys}} = \sigma_{U_0}'(U) \delta(U' - U) - \frac{1}{2} \delta'(U' - U). \tag{4.28}
\]
Plugging eq. (4.28) into eq. (4.27) gives the final results

\[
\left\{ \frac{A_{\text{HRT}}(U_1, V_1, U_2, V_2)}{4G}, T_{UU}(U) \right\} = \frac{1}{4G[u(U_1) - u(U_2)]} \left[ e^{-2\sigma U_0(U_1)} \delta(U_1 - U) - e^{-2\sigma U_0(U_2)} \delta(U_2 - U) \right] \\
+ \frac{\sigma_{U_0}'(U)}{4G} \delta(U_1 - U) - \frac{1}{8G} \delta'(U_1 - U) \\
+ \frac{\sigma_{U_0}'(U)}{4G} \delta(U_2 - U) - \frac{1}{8G} \delta'(U_2 - U),
\]

\[
\left\{ \frac{A_{\text{HRT}}(U_1, V_1, U_2, V_2)}{4G}, T_{VV}(V) \right\} = \frac{1}{4G[v(V_1) - v(V_2)]} \left[ e^{-2\sigma V_0(V_1)} \delta(V_1 - V) - e^{-2\sigma V_0(V_2)} \delta(V_2 - V) \right] \\
+ \frac{\sigma_{V_0}'(V)}{4G} \delta(V_1 - V) - \frac{1}{8G} \delta'(V_1 - V) \\
+ \frac{\sigma_{V_0}'(V)}{4G} \delta(V_2 - V) - \frac{1}{8G} \delta'(V_2 - V).
\] (4.29)

While the right-hand side appears to depend on $U_0$, the $U_0$ dependence of $\sigma_{U_0}$ (and thus of $u(U)$) is determined by (3.6) and the boundary conditions that both $\sigma_{U_0}(U)$ and its first $U$ derivative vanish at $U_0$. Using this result, a careful calculation shows the right-hand side to be independent of $U_0$.

Note that for the special case $U_1 = 0 = V_1$, $U_2 = -\infty$, $V_2 = \infty$ with $\sigma_{U_0}(U) = \sigma_{V_0}(V) = 0$, our (4.29) reduces to the $\lambda$-derivatives of (3.7) and (3.8) evaluated at $\lambda = 0$. This establishes the consistency of the above with the results of sections 2 and 3.

### 4.4.2 The commutator between two area operators

Our final task will be to write the semiclassical commutator of two HRT area operators in a similar fashion. As in section 3.3, we write any $A_{\text{HRT}}(U_1, V_1, U_2, V_2)$ in the form

\[
A_{\text{HRT}}(U_1, V_1, U_2, V_2) = A_U(U_1, U_2) + A_V(V_1, V_2) + 2 \ln 2,
\] (4.30)

and similarly $\tilde{A}_{\text{HRT}} = \tilde{A}_U(U_1, U_2) + \tilde{A}_V(V_1, V_2) + 2 \ln 2$. However, to make manifest the dependence of the renormalized HRT-area on $U_0$ and $V_0$ as functionals of the stress tensor, we will instead use the notation $\tilde{A}_U \equiv \tilde{A}_{U_0}$ and $\tilde{A}_V \equiv A_{V_0}$, where $U_0$ and $V_0$ are defined as above. Noting that the $U$ parts are functionals of the right-moving stress tensor while the $V$ parts are functionals of the left-moving stress tensor, we see that the $U$ and $V$ parts commute with each other. We may then focus on the commutator between two $U$ parts with the understanding that results for the $V$ commutators can be recovered using the symmetry $U \equiv V$. 


For two HRT surfaces anchored respectively at \((U_1, U_2)\) and \((U'_1, U'_2)\), we have

\[
\{A_U(U_1, U_2), A_U(U'_1, U'_2)\} = \{\tilde{A}_{U_0}(U_1, U_2), \tilde{A}_{U'_0}(U'_1, U'_2)\} \\
+ \{\tilde{A}_{U_0}(U_1, U_2), \sigma_{U'_0}(\tilde{U}_1)\} \\
+ \{\sigma_{U_0}(U_1), \tilde{A}_{U'_0}(U'_1, U'_2)\} \\
+ \{\sigma_{U_0}(U_1), \tilde{A}_{U'_0}(U'_1, U'_2)\} \\
+ \{\sigma_{U_0}(U_1), \sigma_{U'_0}(U'_1)\} + \{\sigma_{U_0}(U_1), \sigma_{U'_0}(U'_2)\} \\
+ \{\sigma_{U_0}(U_2), \sigma_{U'_0}(U'_1)\} + \{\sigma_{U_0}(U_2), \sigma_{U'_0}(U'_2)\}.
\]

(4.31)

The first term in the above expression is given by

\[
\{\tilde{A}_{U_0}(U_1, U_2), \tilde{A}_{U'_0}(U'_1, U'_2)\} = \int_{U_2}^{U_1} dU \int_{U'_2}^{U'_1} dU' \frac{\delta \tilde{A}_{U_0}(U_1, U_2)}{\delta \sigma_{U'_0}(U)} \frac{\delta \tilde{A}_{U'_0}(U'_1, U'_2)}{\delta \sigma_{U_0}(U')},
\]

(4.32)

and the next four terms will have forms analogous to

\[
\{\tilde{A}_{U_0}(U_1, U_2), \sigma_{U'_0}(U')\} = \int_{U_2}^{U_1} dU \frac{\delta \tilde{A}_{U_0}(U_1, U_2)}{\delta \sigma_{U'_0}(U)} \{\sigma_{U_0}(U), \sigma_{U'_0}(U')\}.
\]

(4.33)

We can evaluate (4.32) and (4.33) using (4.22) and (4.24). As in section 4.4.1, when we insert the explicit form of \(\{\sigma_{U_0}(U), \sigma_{U'_0}(U')\}\) as given by eq. (4.22) into either (4.32) (4.33), the majority of the resulting terms cancel among themselves. In each case, the remaining terms can be obtained using a simplified \(\sigma\) commutator given by only the first term in eq. (4.22), i.e., by using

\[
\{\sigma_{U_0}(U), \sigma_{U'_0}(\tilde{U})\}_{\text{truncated}} = \frac{6\pi}{c} [\Theta(\tilde{U} - U)\Theta(U - \tilde{U}_0) - \Theta(U - \tilde{U})\Theta(\tilde{U}_0 - U)].
\]

(4.34)

We are now ready to insert this truncated \(\sigma\) commutator into eq. (4.31) to find the full commutator.\(^6\)

Due to the step functions in (4.34), it is convenient to divide the calculation into cases. Let us first consider the cases shown at left in figure 2, where the intervals \((U_1, U_2)\) and \((U'_1, U'_2)\) either have no intersection or where one interval is fully contained in the other. These two situations are equivalent due to the symmetry under interchange of \(R\) with \(\bar{R}\).

For this case, one finds that the various terms cancel to give

\[
\{A_U(U_1, U_2), A_U(U'_1, U'_2)\}_U = 0.
\]

(4.35)

This should be no surprise as, depending on the \(V\)-values of the anchor points, this case allows the two HRT surfaces to be spacelike separated.

\(^6\)Although eq. 4.34 has some remaining \(\tilde{U}_0\)-dependence, the final result will be manifestly independent of both \(\tilde{U}_0\) and \(U_0\). This is reassuring, as \(U_0\) and \(\tilde{U}_0\) were arbitrary parameters that appeared in writing the HRT-areas as functionals of the stress tensor.
Planar boundary

Planar boundary

\[ \gamma_2 \]

\[ \gamma_1 \]

\[ \gamma_3 \]

\[ V \]

\[ U \]

Figure 2. Various possible relative configurations for the anchor points of HRT surfaces. In the left panel, the \( U \) coordinates of the anchors of \( \gamma_2 \) define an interval that is fully contained in the corresponding \( U \) interval for \( \gamma_1 \), while the anchors of \( \gamma_3 \) define a \( U \) interval that does not intersect that defined by \( \gamma_1 \). In such cases the \( U \) parts of the HRT-areas commute. The same statements hold with \( U \) replaced by \( V \). In contrast, in the right panel the \( U \) intervals defined by \( \gamma_1 \) and \( \gamma_2 \) intersect without one being fully contained in the other. In this case the commutator of the \( U \) parts of the HRT-areas will not vanish.

The remaining case occurs when the intervals \((U_1, U_2)\) and \((U'_1, U'_2)\) overlap without having one fully contained in the other; see right panel of figure 2. For notational simplicity we let \( u_i = u(U_i) \), \( u'_i = u(U'_i) \) and we take both \( U_1 > U_2 \) and \( U'_1 > U'_2 \). In this case we find

\[
\{ A_U(U_1, U_2), A_U(U'_1, U'_2) \} = \begin{cases} 
\frac{6\pi}{c} \left( 1 - \frac{2(u_1-u'_1)(u_2-u'_2)}{(u_1-u_2)(u'_1-u'_2)} \right), & U'_2 < U_2 < U'_1 < U_1 \\
\frac{6\pi}{c} \left( 1 - \frac{2(u_1-u'_1)(u_2'-u'_2')}{(u_1-u_2)(u'_1-u'_2)} \right), & U_2 < U'_2 < U_1 < U'_1, 
\end{cases} \tag{4.36}
\]

again with analogous results for the \( V \) parts. We see there is no remaining dependence on \( U_0 \) or \( U'_0 \).

Let us now further explore this result by studying special cases. We begin by noting that choosing \( U_1 = 0 \), \( V_1 = 0 \) and \( U_2 = -\infty \), \( V_2 = \infty \) sets \( A_{\text{HRT}}(U_1, V_1, U_2, V_2) = A_{\text{HRT}}[R_0] \), which is the case studied previously\(^7\) in section 3. Combining expression (4.36) with the corresponding result for \( V \) then yields

\[
\{ A_{\text{HRT}}[R_0], A_{\text{HRT}}(U'_1, V'_1, U'_2, V'_2) \} = -8\pi G \left( \frac{u'_1 \Theta(-u'_1 u'_2)}{u'_1 - u'_2} + \frac{v'_1 \Theta(-v'_1 v'_2)}{v'_1 - v'_2} \right). \tag{4.37}
\]

To evaluate this on the AdS\(_3\) vacuum we set \( u'_1 = U'_1 \), \( v'_1 = V'_1 \). The result then agrees with (3.16). We thus conclude that (4.36) is the generalization of (3.15) to general intervals and to arbitrary solutions in our phase space.

\(^7\)Section 3 in fact defined \( R_0 \) only in the Poincaré vacuum, but here we generalize the definition so that in any spacetime \( R_0 \) is the region between \((U, V) = (0, 0)\) and \((U, V) = (-\infty, \infty)\).
Another interesting special case arises where we again evaluate the commutator on the AdS$_3$ vacuum (thus setting $u_i = U_i, u'_i = U'_i$), but where we take all of the anchor points to lie on a $t = \text{constant}$ slice of the boundary. Choosing this slice to be $t = 0$, this is equivalent to setting $u_i = U_i = -V_i = -v_i, u'_i = U'_i = -V'_i = -v'_i$. As a result, if the $U$ term gives the upper result on the right-hand-side of (4.36), then the $V$ term gives the analogue of the lower result and the two cancel; i.e., when $R_1, R_2$ are both subsets of the $t = 0$ slice on the boundary we find

$$\{A_{\text{HRT}}[R_1], A_{\text{HRT}}[R_2]\} = 0. \quad (4.38)$$

This result is to be expected from the fact that commutators of real functions must change sign under time reversal (as indicated in the quantum mechanical context due to the required factor of $i$ in the commutator), while the specified configuration and background are manifestly invariant under time-reversal. Indeed, for this reason the leading semiclassical commutator of HRT-areas will always vanish on a background that enjoys a time-reversal symmetry that leaves invariant both $R_1$ and $R_2$.

5 Discussion

The goal of our work was to study the flow on phase space generated by HRT-areas $A_{\text{HRT}}[R]$ in Einstein-Hilbert gravity, filling in various gaps in the literature. In particular, we showed that the canonical commutation relations can be used to evaluate this flow on any bulk Cauchy surface $\Sigma$ passing through the HRT surface $\gamma_R$. On such surfaces, the flow leaves the induced metric invariant but shifts the extrinsic curvature by a delta-function as described by (2.12). As predicted in [13], this effectively boosts the entanglement wedge of $R$ relative to that of the complementary region $\bar{R}$. However, the effect on the region to the future or past of $\gamma_R$ must be determined by solving the bulk equations of motion in the presence of appropriate boundary conditions.

Such boundary conditions lead to a difference between HRT-area flow and the kink transformation of [13]. This difference was again predicted in [13]. For vacuum AdS$_3$ spacetimes one can compute this difference and use it to obtain explicit formulae for the action of our flow on both the boundary stress tensor and other HRT-areas. Results were presented in section 3 for quantities evaluated on the Poincaré AdS$_3$ vacuum. Section 4 then used a different approach to evaluate the associated commutators on general vacuum solutions asymptotic to AdS$_3$. This latter approach was based on the fact that, since all such solutions can be generated from the Poincaré vacuum by acting with boundary conformal transformations, any observable in this context can in principle be written as a functional of the boundary stress tensor. This method may also be of interest in its own right for computing other commutators for which the action on initial data is more complicated than that of $A_{\text{HRT}}[R]$.

We note that [12] also studied the effect of applying the transformation (2.12) at non-extremal codimension-2 spacelike surfaces $\gamma$. Again, this corresponds to boosting the initial data in what one might call the right wedge relative to that in the complementary (left) wedge. It was noted in [12] that when $\gamma$ is non-extremal the resulting initial data fails to
satisfy the constraint equations of Einstein-Hilbert gravity. From our perspective, this is no surprise. For extremal $\gamma$ our (2.12) is generated by a diffeomorphism invariant observable, which necessarily commutes with all constraints. But more generally we would expect this to fail. In particular, while the flow generated by any diffeomorphism-invariant $A[\gamma]$ must also preserve the constraints, for non-extremal $\gamma$ there will be a non-trivial contribution from the first term in (2.4), so that the flow would no longer be given simply by (2.12). In this case the contribution from the first term in (2.4) must precisely cancel the contribution from the constraint-violating part of (2.12).

Some of our results may have further implications for holography, especially in connection with tensor network models of quantum error correction [29, 30]. One such result is that the commutator of two HRT-areas vanishes at leading semiclassical order when evaluated on a background where both HRT-surfaces lie in a common surface of time-symmetry. As a result, such HRT-areas may be specified simultaneously with high accuracy. This observation may be useful in constructing bulk analogues of the above tensor networks (e.g. as in [31, 32]) which appears to require bulk states in which such areas are sharply peaked [33, 34].

Another result that deserves further investigation was the observation in section 3.2 that HRT-area flow produces states of infinite energy. As argued in [10–12], the development of a UV singularity should be no surprise. But note that any sharp quantum eigenstate of $A_{\text{HRT}}[R]$ will be invariant under the flow that this operator generates. In particular, the expectation value of the energy will not change under this flow. We thus conclude that the expected energy in such states must be divergent, or at least set by some UV regulator. This may again have implications for the use of tensor networks in holography. More generally, this feature may be relevant for understanding the sense in which holographic quantum error correcting codes decompose into superselection sectors defined by $A_{\text{HRT}}[R]$ [35]. The point here is that the relevant code subspace is often taken to be states of low energy in the dual gauge theory [36], while we now see explicitly that states in any given such superselection sector must have energies set by the UV cutoff. However, as we see from the 2+1 dimensional case, this need not cause large curvatures in the bulk.

With regard to future directions, we recall that our work focussed on Einstein-Hilbert gravity. But it is natural to expect similar results to hold in the presence of higher derivative corrections. This will be explored in the forthcoming work [24], which will also comment further on the relation of $A_{\text{HRT}}[R]$ to the modular Hamiltonians on $R$ and $\bar{R}$.
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8This in fact follows directly from time symmetry and did not require detailed computation.
Normalizations and the one-sided boost

As discussed in section 2.3, both the flow generated by $A_{HRT}$ and the kink transformation can be described as a sort of one-sided boost. This appendix verifies the details of this relationship, and shows in particular that such a transformation leads precisely to (2.12) with the stated normalizations. We perform an explicit computation below for spacetimes that admit a bulk Killing field $\xi^a$ which acts locally like a boost near $\gamma$. We also study the effect on initial data defined for particularly convenient Cauchy surfaces. But since the flow clearly does not affect initial data within either wedge, the delta-function terms in (2.12) can depend only on the local structure near $\gamma$. It will thus be clear that the same normalizations continue to hold for the more general transformation described in section 2.3 (and originally defined in [13]), where we allow arbitrary Cauchy surfaces through $\gamma$ and where the boost operator is defined only in the local approximation where one replaces each plane orthogonal to $\gamma$ with flat Minkowski space.

We will call our one-sided boost $\eta_\alpha$. Before proceeding, recall that $\gamma$ defines two entanglement wedges, one on each side of the surface, and that $\xi^a$ is past-directed in one (which we call the left wedge) and is future directed in the other (which we call the right wedge). In the left entanglement we take $\eta_\alpha$ to be the identity. In the right wedge we instead take $\eta_\alpha$ to be the diffeomorphism generated by moving points along the orbits of the KVF $\xi^a$ by a Killing parameter $\alpha/\kappa$, where $\kappa$ is the surface gravity of $\xi^a$. Thus $\eta_\alpha$ is a diffeomorphism in each entanglement wedge, though it is not smooth at $\gamma$ and we have not defined its action at points that lie inside the chronological future or past of $\gamma$.

We thus examine the action of $\eta_\alpha$ on Cauchy surfaces that contain $\gamma$. Note that $\eta_\alpha$ will map any such Cauchy surface $\Sigma$ to another such surface $\tilde{\Sigma}$. To simplify our discussion, we will make a special choice for the Cauchy surface $\Sigma$, or at least for the part of that Cauchy surface near $\gamma$. We begin by choosing a unit spacelike vector field $m^a$ normal to $\gamma$ and defined smoothly everywhere on $\gamma$. We then extend $m^a$ to some region near $\gamma$ by taking $m^a$ to be the unit affinely-parameterized tangent to a congruence of geodesics. At least near $\gamma$, these geodesics will generate a hypersurface. We take this to coincide with the part of $\Sigma$ near our HRT surface. The normal $n^a$ to $\Sigma$ then satisfies $m^a n_a = 0$ and $n^a n_0 = -1$. Thus we have the useful relations

$$m^a \nabla_a n^b = 0 \quad (A.1)$$
$$m^a m_b \nabla_a n^b = \frac{1}{2} m^a \nabla_a (-1) = 0 \quad (A.2)$$
$$m^a m_b \nabla_a n^b = m^a \nabla_a (m^b n_b) = 0. \quad (A.3)$$

We also use $s$ to denote proper distance along geodesics in the original congruence, with $s = 0$ at $\gamma$. 

---

9On the boundary of the future or past of $\gamma$ the action of $\eta_\alpha$ can be defined by continuity.

10Had we started with a generic hypersurface, we could consider the family of spacetime geodesics which happen to be tangent to the hypersurface at $\gamma$. The analysis would then be identical to leading order near $\gamma$, and in particular would give precisely the same delta-function terms in (2.12).
Let us now construct a second Cauchy surface $\tilde{\Sigma}$ by applying a map $\eta_\alpha$ to $\Sigma$. The map $\eta_\alpha$ is almost a diffeomorphism, except that it is not smooth at $\gamma$. Before proceeding, note that $\gamma$ defines two entanglement wedges, one on each side of the surface, and that $\xi^a$ is past-directed in one (which we call the left wedge and in which we take $s < 0$) and is future directed in the other (which we call the right wedge and in which we take $s > 0$). In the left entanglement we take $\eta_\alpha$ to be the identity. In the right wedge we instead take $\eta_\alpha$ to be the diffeomorphism generated by moving points along the orbits of the KVF $\xi^a$ by a Killing parameter $\alpha/\kappa$, where $\kappa$ is the surface gravity of $\xi^a$. As a result, the normal $\tilde{n}^a$ to $\tilde{\Sigma}$ satisfies

$$\tilde{n}^a = \cosh(\alpha \Theta(s))n^a + \sinh(\alpha \Theta(s))m^a \ldots,$$  \hspace{1cm} (A.4)

where $\ldots$ denotes terms that are smooth but which depend on the way that our vector fields were extended off of the original Cauchy surface $\Sigma$. Similarly, the normal $\tilde{m}$ to $\gamma$ in $\tilde{\Sigma}$ satisfies

$$\tilde{m}^a = \cosh(\alpha \Theta(\tilde{s}))m^a + \sinh(\alpha \Theta(\tilde{s}))n^a \ldots,$$  \hspace{1cm} (A.5)

where we have used the fact that $\tilde{\Sigma}$ is isometric to $\Sigma$ to introduce a coordinate $\tilde{s}$ that measures proper distance from $\gamma$ along $\Sigma$ in the same way that $s$ does along $\Sigma$. Note that the conditions $m_a m^a = -n_a n^a = 1$ and $n_a m^a = 0$ give

$$\tilde{m}_b \nabla_a n^b = 0$$
$$\tilde{m}_b \nabla_a m^b = 0.$$ \hspace{1cm} (A.6)

Let us now recall that the extrinsic curvature of $\Sigma$ can be described by a degenerate tensor $K_{ab} = -h^c_a \nabla_c n_b$ whose indices range over all coordinates of our spacetime (and not just those on $\Sigma$). Although it is not manifest from the definition, this tensor is symmetric. From (A.4), we thus see that the extrinsic curvatures $K_{ab}$ and $\tilde{K}_{ab}$ of $\Sigma$ and $\tilde{\Sigma}$ are related everywhere by the action of $\eta_\alpha$ except for the component $\tilde{m}^a \tilde{m}_b K_{ab}$ which will be sensitive to derivatives of the theta-functions in (A.4):

$$\tilde{m}^a \tilde{m}_b K_{ab} = \tilde{m}^a \tilde{m}_b \nabla_a \tilde{n}_b.$$ \hspace{1cm} (A.7)

Such derivatives introduce $\delta$-function terms in $\tilde{K}_{ab}$ that are not present in the image $\eta_\alpha^* K_{ab}$ of $K_{ab}$ under the flow $\eta_\alpha$.

Furthermore, since when acting on scalars we have $\tilde{m}^a \nabla_a = \partial_{\tilde{s}}$, we may write

$$\tilde{m}^a \nabla_a \tilde{n}_b = \alpha \delta(\tilde{s}) \tilde{m}_b + \left( \sinh(\alpha \Theta(\tilde{s})) \tilde{m}^a \tilde{m}_b \nabla_a n^b + \cosh(\alpha \Theta(\tilde{s})) \tilde{m}^a \tilde{m}_b \nabla_a m^b + \ldots \right),$$ \hspace{1cm} (A.8)

where the final step uses (A.6). Since the final $\ldots$ terms in (A.8) are smooth, they are determined by their values in the left and right wedges and must thus be a part of $\eta_\alpha^* K_{ab}$. We therefore conclude that the extrinsic curvatures of $\Sigma$ and $\tilde{\Sigma}$ are related by

$$\tilde{K}_{ab} = \eta_\alpha^* K_{ab} + \alpha \delta(\tilde{s}) \tilde{m}^a \tilde{m}_b.$$ \hspace{1cm} (A.9)

Since $K_{ab}$ is defined only on $\tilde{\Sigma}$, there is no need to define this flow in the causal past or future of $\gamma$. Furthermore, since the extrinsic curvature $K_{ab}$ of $\Sigma$ is smooth at $\gamma$, we can define $\eta_\alpha^* K_{ab}$ at $\gamma$ by requiring it to be a smooth tensor on $\tilde{\Sigma}$ when expressed in terms of coordinates on $\tilde{\Sigma}$ obtained by acting with $\eta_\alpha$ on smooth coordinates for $\Sigma$. We emphasize that $\Sigma$ can be regarded as an intrinsically-smooth manifold whose embedding in the bulk happens not to be smooth.
which agrees with (2.12) if we set $\alpha = -2\pi$ and take the bracket with $A_{HRT}/4G$ to give $d/d\lambda$.

As mentioned in footnote 1, the form of the normalization factor in (A.9) differs from that presented in [13]. This difference arises from the fact that the results of [13] were expressed using coordinates that are not smooth on $\tilde{\Sigma}$, and thus which introduce significant dependence on regulators. In contrast, even though it is not smoothly embedded in the bulk, we emphasize that $\tilde{\Sigma}$ has the intrinsic structure of a smooth manifold, so that the corresponding proper distance coordinate $\tilde{s}$ is smooth on $\tilde{\Sigma}$. This turns out to remove detailed dependence on regulators found in [13] and leads to the elegant result (A.9).
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