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Abstract. This paper studies the one-phase Muskat problem driven by gravity and surface tension. The regime considered here is unstable with the fluid on top of a dry region. By a novel approach using a depth-averaged formulation, we derive two asymptotic approximations for this scenario. The lower order approximation is the classical thin film equation, while the higher order approximation provides a new refined thin film equation. We prove the optimal order of convergence in the shallowness parameter to the original Muskat solutions for both models with low-regular initial data.

1. INTRODUCTION

We study in this paper the one-phase Muskat problem, which describes the motion of an incompressible viscous fluid in a porous medium moving by gravity and surface tension. This common physical phenomenon is classically modeled through the Darcy’s law [19] which states that forces acting on the fluid equal the flow velocity:

\[ \frac{\nu}{k} u = -\nabla p - g \rho(0, 1). \]

Here \( u \) is the fluid velocity, \( p \) is the fluid pressure, \( \nu > 0 \) is the dynamic viscosity and \( \rho > 0 \) is the density. The constants \( k \) and \( g \) are the permeability of medium and gravity, respectively. This law was first used by Muskat in [42] to deal with the dynamics of immiscible fluids in porous media. It arises in hydrogeology, in particular in the study of groundwater flows through aquifers. This scenario has been widely studied, in particular for the mathematical analogies with the free boundary system given by a fluid in a vertical Hele-Shaw cell [45]. It governs the motion of a viscous fluid confined between two vertical parallel flat plates in proximity to each other. The equivalence between the two problems holds by identifying the fixed distance between the plates in a Hele-Shaw cell to the constant permeability of the homogeneous medium in the one-phase Muskat problem.

In this paper, we consider the unstable configuration in which an incompressible, homogeneous and viscous fluid lies over the dry region. We denote by \( u(t, x, z) \) the fluid velocity vector field, by \( \zeta(t, x) \) the \( 2\pi \)-periodic free surface elevation and by \( p(t, x, z) \) the fluid pressure. Here \( x \) is the horizontal variable and \( z \) is the vertical (high or depth). We consider the two-dimensional case, suppressing the dependence in the other horizontal variable. The fluid domain is defined by

\[ \tilde{\Omega}(t) = \{(x, z) \in \mathbb{T} \times \mathbb{R} \mid -\zeta(t, x) < z < H\} \]
with upper and lower boundary given respectively by
\[ \tilde{\Gamma}_{\text{top}} = \{(x, H) | x \in T\}, \quad \tilde{\Gamma}(t) = \{(x, -\zeta(t, x)) | x \in T\}. \]

The one-phase unstable Muskat problem is described by the following system:

\[
\begin{aligned}
\nu_k u &= -\nabla p - g\rho e_z & \text{in } \tilde{\Omega}(t) \\
\nabla \cdot u &= 0 & \text{in } \tilde{\Omega}(t) \\
\partial_t (-\zeta) &= u \cdot N_{-\zeta} & \text{on } \tilde{\Gamma}(t) \\
p &= \gamma \kappa_{-\zeta} & \text{on } \tilde{\Gamma}(t) \\
u \cdot e_z &= 0 & \text{on } \tilde{\Gamma}_{\text{top}}
\end{aligned}
\]

where \( e_z = (0, 1) \) is the unit vector parallel to the vertical axis, \( N_{-\zeta} = (\partial_x (-\zeta), -1)^T \) is the outgoing normal vector to \( \tilde{\Gamma}(t) \), \( \gamma \) is the surface tension coefficient and \( \kappa_{-\zeta} \) is the mean surface curvature defined by

\[
\kappa_{-\zeta} = \frac{\partial_{xx} (-\zeta)}{(1 + (\partial_x (-\zeta))^2)^{3/2}}.
\]

The boundary condition for the pressure at the surface in (1.2) is given by the Young-Laplace law for the pressure drop at the interface between two immiscible fluids considering the exterior atmospheric pressure equals to zero for simplicity.

The configuration of the one-phase unstable Muskat problem naturally appears in hydrology, in particular when dealing with groundwater. Indeed, below the soil there are additional layers that contain water plus air in the pores. At sufficient depth, one can find a capillarity zone, where water is drawn upward by surface forces and this is in the form of a film around the soil grains. Hence, capillarity effects play a key role in the stabilization of the Rayleigh-Taylor instability (see below) due to the unstable configuration of a thin film fluid layer in the capillarity zone of the soil. This motivates our goals in this paper: derivation of lubrication approximations in the unstable case and the study of the influence of the surface tension on the thin film asymptotic models.
1.1. Previous results. In the mathematical literature, this scenario has attracted a lot of attention, in particular because it is a classical free boundary problem with wide applicability [6]. In the case of surface tension and without gravity interaction ($g = 0$), local-in-time existence for large data was first proved [21, 14, 26]. See [43] where the regularity of the initial data is at any subcritical level in terms of Sobolev spaces. Capillarity force moving the fluid provides surface tension as a high-order parabolic character to the system, giving local-in-time existence. For small initial data, the parabolicity is stronger than the nonlinearity, giving global existence [14, 17, 46] for solutions close to the circle or near planar. Considering gravity, when the fluid is on top, large initial data produce local in-time instabilities [34]. This fact is also given when a less viscosity fluid is pushing a more viscous one, producing fingering for small surface tension [44, 24]. These are Rayleigh-Taylor instabilities, also known as Saffman-Taylor instabilities in the Muskat framework. Recently, these gravity unstable scenarios have been proved to have global existence for near planar solutions, giving instant time smoothing [31]. Bubble shape solutions are particular unstable due to gravity movement and therefore due to viscosity. However, they have special structure giving globally in-time regularity for small initial slopes compared to the surface tension coefficient [29].

Without surface tension, there are recent results showing very interesting behavior of the solutions from the fluid dynamics point of view. Non-graph stable regimes provide blow-up scenarios where two particles on the free boundary collide in finite time [12, 18]. On the other hand, for the graph stable scenario, there are maximum principles for the high and the slope [35, 2]. These facts have been used to give well-posedness for an arbitrary slope [20]. The solutions have been shown to do not smooth instantly [1]. For small slope, there is instant smoothing in the stable regime and ill-posedness in the unstable regime [30]. In the stable regime, as the surface tension coefficient goes to zero, capillarity solutions approach to solutions without surface tension [4] with low regularity at the optimal decay rate [27].

Some of these features only hold in the one-phase case. In the two-phase scenario (two-immiscid fluid interaction), there is no particle collision as in the the one-phase case [33]. Initial graphs can turn to nongraph in finite time [13]. See [28] for a review and [32, 3, ?] for recent developments of the two-phase case.

Viscous thin fluid films and lubrication approximations have been widely studied in fluid dynamics in the last three decades. The most studied asymptotic model is the classical thin film equation, a fourth-order degenerate parabolic equation. Both the existence of global weak solutions [8, 7, 9] and singularity formation [15, 16] of the thin film equation were investigated three decades ago. Since these pioneering works, many authors focused their attention on different configurations of the thin film equation in order to get a complete and deeper understanding of the dynamics described by this approximated equation. The equations for the motion of two thin fluid films in a porous medium were derived from the three-phase Muskat problem [23]. The stable case and the influence of both capillary and gravitational effects were considered. In the case of purely gravity-driven motion, the local existence of classical solutions in the Sobolev space $H^2$ and exponential stability of steady state solutions were determined in [23], while the existence of nonnegative global weak
solutions and exponential convergence towards equilibria in $L^2$ were obtained in [22]. In the case of purely capillarity driven motion, existence of nonnegative global weak solutions in $H^1$ is given using a priori estimates [40]. In the case of both gravity and capillarity driven motion, local existence and asymptotic stability of steady states were proved in $H^4$ in the stable case [25]. Existence of global $L^2$ weak solutions was obtained on the full line using a gradient flow theory [38, 39] and it was recently proved on the torus in low regularity Wiener spaces together with propagation of Sobolev regularity [11]. While the literature of the existence theory is wide and well-known, the rigorous justification of the lubrication approximations has not been deeply investigated. Indeed, to the best of our knowledge, the unique study dealing with this aspect is [41], where the authors derived a cascade of thin film equations of different orders and rigorously justified them in highly regular Sobolev spaces. They considered a purely capillarity driven motion, the approximated equations derived are not explicit and moreover are obtained using two ansatzs, on the velocity potential and on the free surface.

1.2. Main results. The aim of this work is twofold. First, we derive lubrication approximations for the one-phase Muskat problem in a thin film regime in the unstable case, where the fluid lies over a dry region, taking into account the gravitational effects. To do that, exploiting the incompressibility condition, we employ a depth-averaged formulation used in the derivation of asymptotic models of water waves [37, 10] to write the evolution equation for the free surface. This formulation permits to derive different explicit thin film asymptotic models with respect to the shallowness parameter $\mu$ in a direct manner after having introduced only one ansatz for the velocity potential. In the regime $\frac{1}{\text{Bo}} = O(1)$ and at approximation $O(\mu)$, denoting by $\zeta$ the free surface, we recover the gravity-driven thin film equation

\begin{equation}
\partial_t \zeta + \partial_x \left( (1 + \varepsilon \zeta)(\partial_x \zeta + \frac{1}{\text{Bo}} \partial_{xxx} \zeta) \right) = 0
\end{equation}

where $\varepsilon$ is the nonlinearity parameter and Bo is the Bond number describing the ratio between gravitational and surface forces (see Section 2.1 for the detailed definitions). Furthermore, in the different regime $\frac{1}{\text{Bo}} = \frac{\sqrt{\mu}}{\text{Bo}} = O(\sqrt{\mu})$ and at approximation $O(\mu^{3/2})$ we obtain a refined gravity-driven thin film equation

\begin{equation}
\partial_t \zeta + \partial_x \left( (1 + \varepsilon \zeta)(\partial_x \zeta + \frac{\sqrt{\mu}}{\text{Bo}} \partial_{xxx} \zeta) \right) + \frac{\sqrt{\mu}}{\text{Bo}} \partial_{xx} \left( (1 + \varepsilon \zeta)^3 \partial_{xx} \zeta \right) = 0,
\end{equation}

which, to the best of our knowledge, appears for the first time in the thin film literature. Secondly, our goal is to rigorously justify the derived thin film asymptotic models, showing that their solutions are good approximations of the solution to the full one-phase unstable Muskat problem, whose existence has been recently obtained [31]. To do that, we derive elliptic estimates for the velocity potential adapting the ones used in [31]. We use them to get, respectively, in Theorem 4 and Theorem 5, error estimates for both the gravity-driven thin film and the refined gravity-driven thin film equations. Namely, we obtain for $\text{Bo} < 1$ and $\mu \in (0, 1)$

\begin{equation}
\| \zeta_\mu^\text{MU} - \zeta_\text{app}^\text{app} \|_{L^\infty([0,T]; A^4_{\mu,2})} + \frac{1}{64} \left( \frac{1}{\text{Bo}} - 1 \right) \| \zeta_\mu^\text{MU} - \zeta_\text{app}^\text{app} \|_{L^1([0,T]; A^4_{\mu,1})} \leq C_\mu
\end{equation}
and for $b_0$ small enough and $\mu \in [\mu_0, 1)$
\[
\|\zeta_{\mu}^{\text{MU}} - \zeta_{\text{ref}}^{\text{app}}\|_{L^\infty([0,T]; \mathcal{A}_0^\nu)} + \frac{1}{64} \left( \sqrt{\frac{\mu}{b_0}} + \frac{\mu}{3} - 1 \right) \|\zeta_{\mu}^{\text{MU}} - \zeta_{\text{ref}}^{\text{app}}\|_{L^1([0,T]; \mathcal{A}_0^4)} \leq C \mu^{3/2},
\]
where $\zeta_{\mu}^{\text{MU}}$ is solution to the full one-phase unstable Muskat problem obtained in [31] and $\zeta_{\text{app}}$, $\zeta_{\text{ref}}^{\text{app}}$ are solutions to (1.3) and (1.4) respectively. One of the novelties with respect to [41] is that we obtain asymptotic stability in low regularity Wiener space $A_0^\nu$ (see Section 3 for the definition). Moreover, no assumptions are made on the approximated surface profiles $\zeta_{\text{app}}$ and $\zeta_{\text{ref}}^{\text{app}}$.

The unstable configuration is responsible for the lower bound $\mu_0$ of the parameter $\mu$ in the convergence result. Contrarily, in the stable case the sign of the gravity term permits to remove that condition and to take arbitrarily small values of $\mu$. More precisely, we derive the refined thin film equation in the stable case
\[
\partial_t \zeta + \partial_x \left( (1 + \varepsilon \zeta)(-\partial_x \zeta + \frac{\sqrt{\mu}}{b_0} \partial_{xxx} \zeta) \right) - \frac{\mu}{3} \partial_{xx} \left( (1 + \varepsilon \zeta)^3 \partial_{xxx} \zeta \right) = 0
\]
and, denoting now by $\zeta_{\text{ref}}^{\text{app}}$ a solution to (1.5), we obtain for $b_0 > 0$ and $\mu \in (0, \mu_1)$ the error estimate
\[
\|\zeta_{\mu}^{\text{MU}} - \zeta_{\text{ref}}^{\text{app}}\|_{L^\infty([0,T]; \mathcal{A}_0^\nu)} + \frac{1}{64} \left( \sqrt{\frac{\mu}{b_0}} - \frac{\mu}{3} \right) \|\zeta_{\mu}^{\text{MU}} - \zeta_{\text{ref}}^{\text{app}}\|_{L^1([0,T]; \mathcal{A}_0^4)} \leq C \mu^{3/2}.
\]

Finally, we point out that we investigate the most difficult unstable case and the most complete gravity-capillarity driven configuration. However, the analysis carried out in this paper, used for the derivation of asymptotic models and their rigorous justification, holds also in the purely capillarity-driven motion ($g = 0$). Indeed, in the purely capillarity-driven scenario, one only needs to change the definition of the Bond number $Bo$ and repeat the computations to obtain the same results (see Remark 2.2). This configuration in the absence of gravity is the same of the well-known Hele-Shaw interface problem [45]. Since the new term in the refined model is due to the presence of gravity, it turns out that under both orders of approximation $O(\mu)$ and $O(\mu^{3/2})$ we obtain the standard thin film equation
\[
\partial_t \zeta + \frac{1}{Bo} \partial_x \left( (1 + \varepsilon \zeta) \partial_{xxx} \zeta \right) = 0
\]
whether $\frac{1}{Bo} = O(1)$ or $O(\sqrt{\mu})$.

1.3. Outline of the paper. In Section 2 we introduce a depth-averaged formulation for the one-phase Muskat problem driven by gravity and surface tension in the unstable regime. In Section 3 the functional framework in which the analysis is carried out is presented, introducing Wiener spaces, Wiener-Sobolev spaces, and structural propositions. In Section 4 we deal with the lubrication approximations of the general problem and the thin film equations are derived after introducing different ansatzs on the fluid velocity potential. In Section 5 we derive crucial elliptic estimates for the remainder velocity potential in both approximations. These estimates allow to obtain the optimal order of convergence for both asymptotics models in Section 6, detailed in Theorem 4, Theorem 5 and Theorem 7.
2. ONE-PHASE UNSTABLE MUSKAT PROBLEM

After the change of variable $z' = -z$ and omitting the prime, the system (1.2) can be recast as

\begin{align}
\nu \frac{\nu}{k} u &= -\nabla p + g\rho e_z & \text{in } \Omega(t) \\
\nabla \cdot u &= 0 & \text{in } \Omega(t) \\
\partial_t \zeta &= u \cdot N & \text{on } \Gamma(t) \\
p &= -\gamma \kappa \zeta & \text{on } \Gamma(t) \\
u \cdot e_z &= 0 & \text{on } \Gamma_{\text{bot}}
\end{align}

(2.1)

where the fluid domain reads

$$\Omega(t) = \{(x, z) \in \mathbb{T} \times \mathbb{R} | -H < z < \zeta(t, x)\}$$

with upper and lower boundary given respectively by

$$\Gamma(t) = \{(x, \zeta(t, x)) | x \in \mathbb{T}\}, \quad \Gamma_{\text{bot}} = \{(x, -H) | x \in \mathbb{T}\},$$

and $N_\zeta = (-\partial_z \zeta, 1)^T$ is the outgoing normal vector to $\Gamma(t)$.

![Figure 2. Physical setting after the change of coordinates](image)

Introducing the potential $\Phi(x, z) := \frac{k}{\nu}(-p(x, z) + g\rho z)$, the system (2.1) can be written in terms of $\Phi$ as

\begin{align}
\nabla \Phi &= 0 & \text{in } \Omega(t) \\
\Delta \Phi &= 0 & \text{in } \Omega(t) \\
\partial_t \zeta &= \nabla \Phi \cdot N & \text{on } \Gamma(t) \\
\Phi &= \frac{k}{\nu}(g\rho \zeta + \gamma \kappa \zeta) & \text{on } \Gamma(t) \\
\partial_z \Phi &= 0 & \text{on } \Gamma_{\text{bot}}
\end{align}

(2.2)

Differently from the approach used in [31], we exploit the divergence-free condition on the fluid velocity to write the kinematic equation in a divergence form. This kind of approach is usually applied when dealing with asymptotic models for the water waves problem [36] and for the floating structures problem [37, 10]. Here we adopt it to derive in a more direct way the thin-film approximation of the full one-phase Muskat problem. More precisely, we will write the potential as a formal expansion in terms of some parameters and, after truncating at the leading order, the asymptotic model will be derived.
In fact, using the fact that $\Phi$ is a harmonic function and the non-permeability condition at $\Gamma_{\text{bot}}$, we obtain that

$$\nabla \Phi \cdot N = -\partial_x (\partial_x \Phi)_{|z=\zeta} + (\partial_z \Phi)_{|z=\zeta} = -\partial_x (\partial_x \Phi)_{|z=\zeta} + \int_{-H}^{\zeta} \partial_{zz} \Phi dz$$

$$= -\partial_x (\partial_x \Phi)_{|z=\zeta} - \int_{-H}^{\zeta} \partial_{zz} \Phi dz = -\partial_x \left( \int_{-H}^{\zeta} \partial_x \Phi dz \right).$$

Therefore the one-dimensional one-phase unstable Muskat problem (2.2) reads

$$\begin{cases}
\partial_t \zeta + \partial_x \left( \int_{-H}^{\zeta} \partial_x \Phi dz \right) = 0 & \text{in } T \\
\Delta \Phi = 0 & \text{in } \Omega(t) \\
\Phi = \frac{\nu}{\gamma} (g \rho \zeta + \gamma \kappa \zeta) & \text{on } \Gamma(t) \\
\partial_z \Phi = 0 & \text{on } \Gamma_{\text{bot}}
\end{cases}$$

(2.3)

2.1. Dimensionless one-phase unstable Muskat problem. Let us introduce now three physical parameters intrinsic to the problem:
- The characteristic horizontal scale $L$
- The characteristic fluid height $H$
- The characteristic free surface amplitude $a$

These three parameters permit to define other three quantities whose size describes the properties of the fluid motion. They are the shallowness parameter $\mu$, the non-linearity parameter $\varepsilon$ and the Bond number $\text{Bo}$, defined respectively by

$$\mu = \frac{H^2}{L^2}, \quad \varepsilon = \frac{a}{H}, \quad \text{Bo} = \frac{g \rho L^2}{\gamma}.$$  

(2.4)

Notice that the Bond number describes the ratio of gravitational to capillarity forces. We have that $\mu > 0$, $0 < \varepsilon \leq 1$ and $\text{Bo} > 0$.

Remark 2.1. As a first approach we consider the case when the typical horizontal and vertical characteristic scales of the problem are such that

$$\frac{1}{\text{Bo}} = O(1).$$

This ceases to hold if the configuration studied is different and involves larger or smaller scales. For instance, the scenario changes in the study of water waves with surface tension, where it is reasonable to assume that (see [36])

$$\frac{1}{\text{Bo}} = O(\mu).$$

The different modeling with respect to water waves is relevant because it will allow us to keep the influence of the surface tension when we derive the asymptotic model at order $O(\mu)$. The presence of the surface tension will be crucial to the existence of the solution to the derived thin-film equation, which would be ill-posed in the presence of only gravity due to the unstable configuration we are dealing with.
We then introduce new dimensionless variables
\[ x' = \frac{x}{L}, \quad z' = \frac{z}{H}, \quad t' = \frac{t}{t_0}, \quad \text{with} \quad t_0 = \frac{\nu L^2}{k \rho g H}, \]
and dimensionless unknowns
\[ \zeta' = \frac{\zeta}{a}, \quad \Phi' = \frac{\Phi}{\Phi_0}, \quad \text{with} \quad \Phi_0 = \frac{k \rho g H}{\nu}. \]

After omitting the primes and defining the dimensionless domains
\[
\begin{align*}
\Omega^\varepsilon(t) &= \{(x, z) \in T \times \mathbb{R} \mid -1 < z < \varepsilon \zeta(t, x)\}, \\
\Gamma^\varepsilon(t) &= \{(x, \varepsilon \zeta(t, x)) \mid x \in T\}, \\
\Gamma_{\text{bot}} &= \{(x, -1) \mid x \in T\},
\end{align*}
\]
we write the dimensionless one-dimensional one-phase unstable Muskat problem:
\[ \partial_t \zeta + \frac{1}{\varepsilon} \partial_x \left( \int_{-1}^{\varepsilon \zeta} \partial_x \Phi \right) = 0 \quad \text{in} \ T \]
\[ \Delta^\mu \Phi = 0 \quad \text{in} \ \Omega^\varepsilon(t) \]
\[ \Phi = \varepsilon \zeta + \frac{\varepsilon}{\mathrm{Bo} \kappa^\varepsilon \mu} \quad \text{on} \ \Gamma^\varepsilon(t) \]
\[ \partial_z \Phi = 0 \quad \text{on} \ \Gamma_{\text{bot}} \]
with the dimensionless Laplace operator \( \Delta^\mu = \mu \partial_{xx} + \partial_{zz} \) and the dimensionless surface curvature
\[ \kappa^\varepsilon \mu \zeta = \frac{\partial_{xx} \zeta}{(1 + (\varepsilon \sqrt{\mu} \partial_x \zeta)^2)^{3/2}}. \]

**Remark 2.2.** In the purely capillarity-driven scenario, one should replace in (2.5)-(2.6)
\[ t_0 = \frac{k \rho H}{\nu L}, \quad \Phi_0 = \frac{\nu L^3}{k \rho H} \]
and define \( \mathrm{Bo} \) by
\[ \mathrm{Bo} = \frac{\nu^2 L^3}{k^2 \rho H^2 \gamma}. \]

Since we are dealing with a free boundary problem, first we transform the constant coefficients elliptic problem (2.7) for the potential \( \Phi \) in the moving domain \( \Omega^\varepsilon(t) \) into a variable coefficients elliptic problem in a fixed domain \( S \). In particular, we choose the periodic flat strip \( S = T \times (-1, 0) \). To do that, we introduce the diffeomorphism \( \Sigma: S \to \Omega^\varepsilon(t) \) of the form
\[ \Sigma(t, x, z) = (x, z + \sigma(t, x, z)) \]
for some function \( \sigma \). We will explain later the choice of this function that it is not unique. After introducing the new potential defined on the flat strip defined by \( \phi = \Phi \circ \Sigma \), the evolution equation for \( \zeta \) reads
\[ \partial_t \zeta + \frac{1}{\varepsilon} \partial_x \left( \int_{-1}^{0} ((1 + \partial_z \sigma) \partial_z \phi - \partial_z \phi \partial_x \sigma) \, dz \right) = 0 \]
with \( \phi \) satisfying the elliptic problem

\[
\begin{cases}

\nabla^\mu \cdot P(\Sigma) \nabla^\mu \phi = 0 & \text{in } S, \\
\phi = \varepsilon \zeta + \frac{\varepsilon \kappa}{\kappa_0} \nabla^\mu \phi & \text{on } T \times \{0\}, \\
\partial_z \phi = 0 & \text{on } T \times \{-1\}.
\end{cases}
\]

with the dimensionless gradient \( \nabla^\mu = (\sqrt{\mu} \partial_x, \partial_z)^T \) and \( P(\Sigma) = \text{Id} + Q(\Sigma) \) with

\[
Q(\Sigma) = \begin{pmatrix}
\partial_z \sigma & -\sqrt{\mu} \partial_x \sigma \\
-\sqrt{\mu} \partial_x \sigma & -\partial_z \sigma + \mu |\partial_x \sigma|^2 \\
\end{pmatrix}
\]

3. Functional framework

In this section we present the functional framework in which we derive our results for both the thin film equations and the asymptotic stability. Moreover, we show basic properties that we will repeatedly use later on.

Before introducing the functional spaces we are working with, we list some notations that are used throughout the paper. We consider the torus \( T = \mathbb{R}/2\pi \mathbb{Z} \) that can be thought as the interval \([−\pi, \pi]\) with periodic boundary conditions. Given a function \( f \in L^1(T) \), the \( n \)-th Fourier coefficient of \( f \) is given by

\[
\hat{f}(n) = \frac{1}{2\pi} \int_T f(x) e^{-inx} dx,
\]

and if \( f \in L^2(T) \) it can be written as a Fourier series, that it

\[
f(x) = \sum_{n \in \mathbb{Z}} \hat{f}(n) e^{inx}.
\]

Finally, we denote by \( S \) the horizontally periodic strip \( T \times (-1, 0) \).

3.1. Wiener spaces on the torus. Let us introduce the Wiener space \( A^s_\lambda(T) \) with \( s, \lambda \geq 0 \). It is defined as the space of functions \( f \in L^1(T) \) such that the following norm is finite:

\[
|f|_{s, \lambda} := \sum_{n \in \mathbb{Z}} (1 + |n|)^s e^{\lambda |n|} |\hat{f}(n)|.
\]

Notice that the presence of the exponential weight in the norm \( |f|_{s, \lambda} \) implies that, for \( \lambda > 0 \), the Wiener space \( A^s_\lambda(T) \) contains real analytic functions. It is immediate that

\[
A^{s_1}_\lambda(T) \subset A^{s_2}_\lambda(T) \quad \text{for} \quad s_1 \geq s_2 \geq 0.
\]

Furthermore, for zero-mean functions the inhomogeneous norm \( |f|_{s, \lambda} \) is equivalent to the homogeneous norm. Indeed, since \( \hat{f}(0) = 0 \), one has

\[
\frac{1}{2\pi} |f|_{s, \lambda} \leq \sum_{n \in \mathbb{Z}} |n|^s e^{\lambda |n|} |\hat{f}(n)| \leq |f|_{s, \lambda}.
\]

For the sake of simplicity, we write \( A^s_\lambda = A^s_\lambda(T) \). We show in the next proposition that Wiener spaces are algebras for \( s \geq 0 \). Although it has been already presented in [11, 31], we give the detailed proof since we obtain a sharper constant in the product estimate.
Proposition 3.1. Let $f, g \in \mathbb{A}_\lambda^s$ with $s, \lambda \geq 0$. Then,

$$|fg|_{s, \lambda} \leq K_s (|f|_{0, \lambda}|g|_{s, \lambda} + |f|_{s, \lambda}|g|_{0, \lambda})$$

with

$$K_s = \begin{cases} 
1 & \text{for } 0 < s \leq 1, \\
2^{s-1} & \text{for } s = 0, s > 1.
\end{cases}$$

Proof. From the discrete version of the convolution theorem for the Fourier transform we have that

$$|fg|_{s, \lambda} = \sum_n (1 + |n|)^s |\hat{f}(n)||\hat{g}(n)| = \sum_n (1 + |n|)^s |\hat{f} \ast \hat{g}(n)|$$

and (3.2) directly follows for $s = 0$ using Young’s convolution inequality. Let us now consider the case $s \neq 0$. On the one hand, taking advantage of the convexity of the function $(1 + x)^s$ for $x \geq 0$ and $s > 1$, it yields

$$(1 + |n|)^s \leq (1 + \frac{2n - m}{2} + \frac{2|m|}{2})^s \leq \frac{1}{2} [(1 + 2n - m)^s + (1 + 2|m|)^s] \leq 2^{s-1} [(1 + |n - m|)^s + (1 + |m|)^s].$$

On the other hand, for $s \in (0, 1]$ we use the following inequality

$$(1 + \alpha)^s \leq 1 + \alpha^s \quad \forall \alpha \geq 0$$

to derive that

$$(x + y)^s \leq x^s + y^s \quad \forall x, y \geq 0.$$

Then, from the monotonicity of the function $(1 + x)^s$ for positive $s$ and applying (3.3) with $x = 1 + |n - m|$ and $y = 1 + |m|$, we obtain for $s \in (0, 1]$

$$(1 + |n|)^s \leq (1 + |n - m| + 1 + |m|)^s \leq (1 + |n - m|)^s + (1 + |m|)^s.$$

Therefore

$$\sum_n (1 + |n|)^s |\hat{f} \ast \hat{g}(n)| \leq \sum_{n,m} (1 + |n|)^s |\hat{f}(n - m)||\hat{g}(m)| \leq \sum_{n,m} K_s [(1 + |n - m|)^s + (1 + |m|)^s] e^{|\lambda(n-m)|} \frac{|\hat{f}(n - m)||\hat{g}(m)|}{|\hat{f}(n)|}$$

and (3.2) follows after using Young’s convolution inequality. \qed

Iterating Proposition 3.1, one can obtain the following estimate for integer powers of a function in a Wiener space:

Proposition 3.2. Let $f \in \mathbb{A}_\lambda^s$ with $s > 0$ and $\lambda \geq 0$. Then for $n \in \mathbb{N}$ with $n \geq 2$

$$|f^n|_{s, \lambda} \leq K_{s,n} |f|_{0, \lambda}^{n-1} |f|_{s, \lambda}$$

with

$$K_{s,n} = \begin{cases} 
n & \text{for } 0 < s \leq 1, \\
\sum_{j=1}^{n-1} (2K_s)^j = \frac{2K_s((2K_s)^{n-1}-1)}{2K_s-1} & \text{for } s > 1.
\end{cases}$$
For $s = 0$,
\begin{equation}
(3.5) \quad \lVert f^n \rVert_{0,\lambda} \leq \lVert f^n \rVert_{0,\lambda}.
\end{equation}
with

Moreover, the following interpolation inequality holds and we refer to [11] for the proof.

**Proposition 3.3.** Let $0 \leq s_1 \leq s_2$ and $\lambda \geq 0$. If $f \in \mathcal{A}_{\lambda}^{s_1}$ and $f \in \mathcal{A}_{\lambda}^{s_2}$, then for any $\theta \in [0,1]$ and $s_0 := \theta s_1 + (1 - \theta)s_2$ one has
\begin{equation}
(3.6) \quad \lVert f \rVert_{s_0,\lambda} \leq \lVert f^{\theta} \rVert_{s_1,\lambda} \lVert f^{1-\theta} \rVert_{s_2,\lambda}.
\end{equation}

We will need in Section 5 a control on the Wiener norm of a function that is a composition of a function in a Wiener space with a particular analytic function. We show here a regularity estimate that will be used later to obtain the desired control.

**Lemma 3.4.** Let $G$ be defined by $G(x) = \frac{1}{(1+x)^{5/2}} - 1$. If $v \in \mathcal{A}_{\lambda}^{s_1}$ with $s, \lambda \geq 0$ and $4K_{s,n}|v|_{0,\lambda} < 1$, then
\begin{equation}
(3.7) \quad \lVert G(v) \rVert_{s,\lambda} \leq 18K_{s,n}|v|_{s,\lambda}.
\end{equation}

**Proof.** Since $G$ is real analytic and $G(0) = 0$, we know that for $|x| < 1$
\begin{equation}
(3.8) \quad G(x) = \sum_{n \geq 1} \frac{G^{(n)}(0)}{n!} x^n
\end{equation}
and from the explicit expression of $G$ also that
\begin{equation}
(3.9) \quad G(-x) = \sum_{n \geq 1} \frac{|G^{(n)}(0)|}{n!} x^n.
\end{equation}

Therefore if $|v(x)| < 1$ we have
\[
\lVert G(v(x)) \rVert \leq \sum_{n \geq 1} \frac{|G^{(n)}(0)|}{n!} |v^n(x)|.
\]

Using that for $s \geq 0$
\[
|v^n(x)| \leq |v^n|_{L^{\infty}} \leq |v^n|_{0,\lambda} \leq |v^n|_{s,\lambda}
\]
and applying Proposition 3.2 it yields
\[
\lVert G(v(x)) \rVert \leq |v|_{s,\lambda} \sum_{n \geq 1} \frac{|G^{(n)}(0)|}{n!} K_{s,n}|v|^{n-1}_{0,\lambda}.
\]

We distinguish now when $0 \leq s \leq 1$ and $s > 1$. In the first case, $K_{s,n} \leq n$ and since (3.9) implies
\[
\frac{d}{dx}(G(-x)) = \sum_{n \geq 1} \frac{|G^{(n)}(0)|}{n!} n x^{n-1},
\]
then we have
\[
\sum_{n \geq 1} \frac{|G^{(n)}(0)|}{n!} K_{s,n}|v|^{n-1}_{0,\lambda} \leq \sum_{n \geq 1} \frac{|G^{(n)}(0)|}{n!} n |v|^{n-1}_{0,\lambda} = \frac{3}{2(1 - \lVert v \rVert_{0,\lambda})^{5/2}}
\]
if $|v|_{0,\lambda} < 1$. In the second case, $K_{s,n} \leq (2K_s)^n$ and we get
\[
\sum_{n \geq 1} \frac{|G^{(n)}(0)|}{n!} K_{s,n} |v|_{0,\lambda}^{n-1} \leq 2K_s \sum_{n \geq 1} \frac{|G^{(n)}(0)|}{n!} (2K_s |v|_{0,\lambda})^{n-1}
\leq 2K_s \sum_{n \geq 1} \frac{|G^{(n)}(0)|}{n!} n (2K_s |v|_{0,\lambda})^{n-1} \leq \frac{3K_s}{(1 - 2K_s |v|_{0,\lambda})^{5/2}}
\]
if $2K_s |v|_{0,\lambda} < 1$. Summing up, we have for $s \geq 0$
\[
|G(v(x))| \leq \frac{3K_s}{(1 - 2K_s |v|_{0,\lambda})^{5/2}} |v|_{s,\lambda}
\]
and starting from (3.8) we can obtain in an analogous way
\[
|G(v)|_{s,\lambda} \leq \frac{3K_s}{(1 - 2K_s |v|_{0,\lambda})^{5/2}} |v|_{s,\lambda},
\]
which implies (3.7) if $4K_s |v|_{0,\lambda} < 1$. □

3.2. Wiener-Sobolev spaces in the horizontal strip. For $s, \lambda \geq 0$ and $k \in \mathbb{N}$ we consider the anisotropic Wiener-Sobolev spaces $A^{s,k}_{\lambda}(S)$. It is defined as the space of functions $f \in L^1(T \times (-1,0))$ such that $\partial^k_z \hat{f}(n, \cdot) \in L^1(-1,0)$ for any $n \in \mathbb{Z}$ and the following norm is finite:
\[
\|f\|_{A^{s,k}_{\lambda}} = \sum_{n \in \mathbb{Z}} (1 + |n|)^s e^{\lambda |n|} \int_{-1}^0 |\partial^k_z \hat{f}(n, z)| dz.
\]
For the sake of simplicity, we write $A^{s,k}_{\lambda} = A^{s,k}_{\lambda}(S)$. Analogously to Wiener spaces, we can derive a product estimate for $A^{s,0}_{\lambda}$. The proof of the following proposition is based on Proposition 3.1 and Proposition 3.2 and we refer to Lemma 1.6 in [31] for more details.

**Proposition 3.5.** Let $f \in A^{s,0}_{\lambda}$ and $g \in A^{s,1}_{\lambda}$ with $s, \lambda \geq 0$. Then $fg \in A^{s,0}_{\lambda}$ and
\[
\|fg\|_{A^{s,0}_{\lambda}} \leq K_s \left( \|f\|_{A^{s,0}_{\lambda}} \|g\|_{A^{s,1}_{\lambda}} + \|f\|_{A^{s,0}_{\lambda}} \|g\|_{A^{s,0}_{\lambda}} \right)
\]
with $K_s$ as in Proposition 3.1.

4. Lubrication approximations

In this section we consider lubrication approximations of the dimensionless one-phase Muskat problem, which are widely used in applications when a particular regime occurs. This is the so-called thin film regime, where the fluid height is small compared to the horizontal length scale of the problem. With our notation, this means that
\[
\sqrt{\mu} = \frac{H}{L} \ll 1.
\]
We will consider different approximations of the problem in the thin-film regime, truncating the equations at different orders.

Let us write the flattened one-phase Muskat problem (2.8)-(2.9) in a different way.
THIN FILM APPROXIMATIONS OF ONE-PHASE UNSTABLE MUSKAT

From [36], we know that the elliptic operator \( \nabla^\mu \cdot P(\Sigma) \nabla^\mu \) can be written as the sum of two differential operators, the first one independent of \( \mu \) and the second one dependent of \( \mu \), namely

\[
\nabla^\mu \cdot P(\Sigma) \nabla^\mu = \frac{1}{1+\varepsilon\zeta} \partial_{zz} + \mu A_\sigma(\partial_x, \partial_z)
\]

with

\[
A_\sigma(\partial_x, \partial_z) = \partial_x((1 + \varepsilon\zeta)\partial_x) - \partial_z(\partial_x\sigma\partial_x) + \partial_z \left( \frac{(\partial_x\sigma)^2}{1 + \varepsilon\zeta} \partial_x - \partial_x(\partial_x\sigma\partial_z) \right).\]

Secondly, we write the dimensionless surface curvature as the sum of its linearized part and the remainder, that is

\[
(4.1) \quad \kappa^{\varepsilon, \mu} = \partial_{xx} + F_\varepsilon(\partial_x\zeta)\partial_{xx}\zeta,
\]

where \( F_\varepsilon(\partial_x\zeta) = F(\varepsilon\sqrt{\mu}\partial_x\zeta) \) with

\[
F(x) = \frac{1}{(1 + x^2)^{3/2}} - 1.
\]

From the Taylor development of \( F \) at \( x = 0 \), we observe that \( F(\varepsilon\sqrt{\mu}\partial_x\zeta) \) is \( O(\mu) \).

We introduce now the following ansatz: we look for the potential \( \phi \) as an asymptotic expansion in terms of \( \sqrt{\mu} \), i.e.

\[
(4.2) \quad \phi^\mu = \phi^0 + \sqrt{\mu}\phi^{1/2} + \tilde{\phi}^\mu
\]

with \( \phi^0 \) satisfying

\[
(4.3) \quad \begin{cases}
\frac{1}{1+\varepsilon\zeta} \partial_{zz} \phi^0 = 0 & \text{in } S, \\
\phi^0 = \varepsilon(\zeta + \frac{1}{16\nu}\partial_{xx} \zeta) & \text{on } T \times \{0\}, \\
\frac{1}{1+\varepsilon\zeta} \partial_x \phi^0 = 0 & \text{on } T \times \{-1\},
\end{cases}
\]

\( \phi^{1/2} \) satisfying

\[
(4.4) \quad \begin{cases}
\frac{1}{1+\varepsilon\zeta} \partial_{zz} \phi^{1/2} = 0 & \text{in } S, \\
\phi^{1/2} = 0 & \text{on } T \times \{0\}, \\
\frac{1}{1+\varepsilon\zeta} \partial_x \phi^{1/2} = 0 & \text{on } T \times \{-1\},
\end{cases}
\]

and the remainder potential \( \tilde{\phi}^\mu \) satisfying

\[
(4.5) \quad \begin{cases}
\nabla^\mu \cdot P(\Sigma) \nabla^\mu \tilde{\phi}^\mu = -\mu A_\sigma(\partial_x, \partial_z)(\phi^0 + \sqrt{\mu}\phi^{1/2}) & \text{in } S, \\
\tilde{\phi}^\mu = \frac{1}{16\nu} F_\varepsilon(\partial_x\zeta)\partial_{xx}\zeta & \text{on } T \times \{0\}, \\
\frac{1}{1+\varepsilon\zeta} \partial_x \tilde{\phi}^\mu = 0 & \text{on } T \times \{-1\}.
\end{cases}
\]

It is straightforward that systems (4.3) and (4.4) admit respectively the unique explicit solutions

\[
(4.6) \quad \phi^0(x, z) = \phi^0(x) = \varepsilon(\zeta + \frac{1}{16\nu}\partial_{xx} \zeta)
\]

and

\[
(4.7) \quad \phi^{1/2}(x, z) \equiv 0.
\]
Let us now choose the diffeomorphism $\Sigma$ such that $\Sigma^{-1}$ flattens the fluid domain $\Omega^\varepsilon(t)$ into the horizontal strip $S$. We consider $\Sigma(x, z) = (x, z + \sigma(x, z))$ with

$$\sigma(x, z) = \varepsilon \zeta(x)(z + 1).$$

Notice that (4.8) is not the unique possible choice for $\sigma$. For instance, one can define $\sigma$ as the harmonic extension of the free surface $\zeta$ (as done in [31] for small perturbations of flat interfaces) or as a pseudo-differential vertical localization (as presented in [36]). We will see that, although with our simple choice of $\sigma$ the diffeomorphism $\Sigma$ is not regularizing (in the sense of [36]), we get the same control for $\nabla \sigma$ in the Wiener-Sobolev space $A_{x,0}^s$ as in [31] in terms of regularity of the free surface $\zeta$. With this choice, $A_\sigma(\partial_x, \partial_z)$ reduces to

$$A_\sigma(\partial_x, \partial_z) = (1 + \varepsilon \zeta) \partial_x \zeta + \varepsilon (z + 1) \partial_x \zeta \partial_z.$$

In particular, when $A_\sigma(\partial_x, \partial_z)$ is applied to a function independent of the vertical variable $z$ it reads $A_\sigma(\partial_x, \partial_z) = (1 + \varepsilon \zeta) \partial_x \hat{\omega} \zeta$.

Therefore, after injecting (4.8), (4.2), (4.6) and (4.7) into (2.8), the one-dimensional one-phase unstable Muskat problem reduces to the evolution equation

$$\partial_t \zeta + \partial_x \left( (1 + \varepsilon \zeta) \partial_x \zeta + \varepsilon (z + 1) \partial_x \zeta \partial_z \right) = -\frac{1}{\varepsilon} \partial_x \left( \int_{-1}^{0} (1 + \varepsilon \zeta) \partial_x \tilde{\omega} \mu - \varepsilon (z + 1) \partial_x \zeta \partial_z \tilde{\omega} \mu \right) dz$$

with $\tilde{\omega} \mu$ satisfying the elliptic problem (4.5).

4.1. Approximation at order $O(\mu)$. Let us truncate (4.9) by dropping the terms of order $O(\mu)$. Therefore, we obtain the following non-degenerate fourth-order parabolic equation

$$\partial_t \zeta + \partial_x \left( (1 + \varepsilon \zeta) \partial_x \zeta + \frac{1}{\varepsilon} \partial_x \zeta \partial_z \right) = 0.$$

This equation is a generalization of the well-known thin-film equation that takes into account the influence of both gravity and surface tension, the latter appearing in the Bond number $Bo$ (see definition in (2.4)). In some sense, the capillary effects balance the gravitational effects and allow to obtain existence of the solution to the approximated equation also in the unstable case. Let us now introduce the definition of weak solution to (4.10).

**Definition 4.1.** We say that $\zeta \in L^\infty([0, T], L^\infty(\mathbb{T})) \cap L^1([0, T], W^{3,\infty}(\mathbb{T}))$ is a weak solution to (4.10) with initial data $\zeta_0 \in L^\infty(\mathbb{T})$ if for any $\varphi \in C^\infty([0, T] \times \mathbb{T})$ and
$t \in [0, T]$ the following equality holds:

$$
\int_T \zeta(t, x) \varphi(t, x) dx - \int_T \zeta_0(x) \varphi(0, x) dx - \int_0^t \int_T \zeta(t') \partial_t \varphi(t', x) dx dt' = \int_0^t \int_T (1 + \epsilon \zeta(t, x)) \partial_x \zeta(t', x) \partial_x \varphi(t', x) dx dt' + \frac{1}{\mathcal{B}_0} \int_0^t \int_T (1 + \epsilon \zeta(t, x)) \partial_{xxx} \zeta(t', x) \partial_x \varphi(t', x) dx dt'.
$$

(4.11)

We are now able to show the existence of the solution to (4.10) in Wiener spaces.

**Theorem 1.** Let $0 < \mathcal{B}_0 < 1$ and $\zeta_0 \in \mathcal{A}_0^0(\mathbb{T})$ a zero-mean function such that

$$|\zeta_0|_{0,0} < \frac{1}{\mathcal{B}_0 - 1}.\tag{4.12}$$

Then there exists a global weak solution to (4.10) in the sense of Definition 4.1 with initial data $\zeta_0$ which becomes instantaneously analytic in a growing strip in the complex plane. In particular, for

$$\nu \in [0, \frac{1}{\mathcal{B}_0} - 1),$$

we have

$$\zeta \in L^\infty([0, T]; \mathcal{A}_\nu^0) \cap L^1([0, T]; \mathcal{A}_\nu^4)$$

for all $T > 0$ and the solution $\zeta$ satisfies for any $t \in [0, T]$ the energy inequality

$$|\zeta(t)|_{0,\nu t} + \frac{1}{64} \left(\frac{1}{\mathcal{B}_0 - 1}\right) \int_0^t |\zeta(t')|_{4,\nu t} dt' \leq |\zeta_0|_{0,0}\tag{4.13}$$

together with the decay

$$|\zeta(t)|_{0,\nu t} \leq |\zeta_0|_{0,0} e^{-\frac{t}{\mathcal{B}_0 - 1}}.\tag{4.14}$$

**Proof.** In order to get the existence of the solution to (4.10), first we need to derive a priori parabolic estimates. We rewrite (4.10) as

$$\partial_t \zeta + \frac{1}{\mathcal{B}_0} \partial_{xxxx} \zeta + \partial_x \zeta = -\frac{\epsilon}{\mathcal{B}_0} (\partial_x \zeta \partial_{xxxx} \zeta + \zeta \partial_{xxxx} \zeta) - \epsilon (\partial_x \zeta)^2 - \epsilon \zeta \partial_x \zeta = \text{NL}_2(\zeta)\tag{4.15}$$

where we have denoted by $\text{NL}_2(\zeta)$ the quadratic nonlinear terms of the equation. Considering the Fourier series of (4.10) we obtain

$$\partial_t \hat{\zeta} + \frac{\epsilon}{\mathcal{B}_0} |n|^4 \hat{\zeta} - |n|^2 \hat{\zeta} = \hat{\text{NL}_2(\zeta)},$$

where $\hat{\zeta}$ denotes the Fourier coefficient of $\zeta$. Multiplying by the complex conjugate $\overline{\hat{\zeta}}$, dividing by $|\hat{\zeta}|$ and taking the real part it yields

$$\partial_t |\hat{\zeta}| + \frac{\epsilon}{\mathcal{B}_0} |n|^4 |\hat{\zeta}| - |n|^2 |\hat{\zeta}| = \frac{\text{Re}(\text{NL}_2(\zeta)) \overline{\hat{\zeta}}}{|\hat{\zeta}|} \leq |\text{NL}_2(\zeta)|,$$

which gives

$$\frac{d}{dt} |\hat{\zeta}|_{s,\nu t} = \sum_n (1 + |n|)^s e^{\nu |n|} |\partial_t |\hat{\zeta}| + \nu |\Lambda |\hat{\zeta}|_{s,\nu t},$$

Recalling that
we multiply (4.16) by $e^{\nu t|n|}$ and taking the sum for $n \in \mathbb{Z}$ we obtain for $s = 0$

$$
\frac{d}{dt}|\zeta|_{0,\nu t} + (\frac{1}{B_0} - 1 - \nu) \sum_n |n|^4 e^{\nu t|n|} |\hat{\zeta}| \leq |NL_2(\zeta)|_{0,\nu t}.
$$

Choosing $\nu \in \left[0, \frac{1}{2}(\frac{1}{B_0} - 1)\right]$ and due to (3.1) it yields

(4.17)

$$
\frac{d}{dt}|\zeta|_{0,\nu t} + \frac{1}{32} (\frac{1}{B_0} - 1)|\zeta|_{4,\nu t} \leq |NL_2(\zeta)|_{0,\nu t}.
$$

Let us now estimate each term in the right-hand side of (4.17). By repetitively using Proposition 3.1 and 3.3, we have

$$
|\partial_x \zeta \partial_{xxx} \zeta|_{0,\nu t} \leq |\partial_x \zeta|_{0,\nu t} |\partial_{xxx} \zeta|_{0,\nu t} \leq |\zeta|_{1,\nu t} |\zeta|_{3,\nu t} \leq |\zeta|_{0,\nu t} |\zeta|_{4,\nu t},
$$

$$
|\zeta \partial_{xxx} \zeta|_{0,\nu t} \leq |\zeta|_{0,\nu t} |\partial_{xxx} \zeta|_{0,\nu t} \leq |\zeta|_{0,\nu t} |\zeta|_{4,\nu t},
$$

$$
|(\partial_x \zeta)^2|_{0,\nu t} \leq |\partial_x \zeta|_{0,\nu t}^2 \leq |\zeta|_{2,\nu t}^2 \leq |\zeta|_{0,\nu t} |\zeta|_{2,\nu t},
$$

$$
|\zeta \partial_{xx} \zeta|_{0,\nu t} \leq |\zeta|_{0,\nu t} |\partial_{xx} \zeta|_{0,\nu t} \leq |\zeta|_{0,\nu t} |\zeta|_{2,\nu t}.
$$

Gathering all the previous estimates together, from (4.17) we get

$$
\frac{d}{dt}|\zeta|_{0,\nu t} + \frac{1}{32} (\frac{1}{B_0} - 1)|\zeta|_{4,\nu t} \leq 2\varepsilon(\frac{1}{B_0} + 1)|\zeta|_{0,\nu t} |\zeta|_{4,\nu t}
$$

and, assuming $|\zeta|_{0,\nu t} < \frac{1}{128\varepsilon(\frac{1}{B_0} + 1)}$, we derive the following inequality:

(4.18)

$$
\frac{d}{dt}|\zeta|_{0,\nu t} + \frac{1}{64} (\frac{1}{B_0} - 1)|\zeta|_{4,\nu t} \leq 0.
$$

From the smallness assumption (4.12), one has

$$
||\zeta||_{L^\infty(T)} \leq |\zeta|_{0,0} \leq |\zeta|_{0,\nu t} < \frac{1}{128\varepsilon(\frac{1}{B_0} + 1)} \leq \frac{1}{128\varepsilon},
$$

which implies $1 + \varepsilon \zeta(t) > 1 - \frac{1}{128\varepsilon} > 0$ for all $t$. This means that no pinch-off occurs and the estimate (4.18) is global in time.

Using a standard approximation argument together with the a priori estimate (4.18), one can show the existence of the weak solution to (4.10), which satisfies (4.13). We omit the details of the approximation argument since it is not the aim of this paper, and we refer to [31] the interested reader. Moreover, since $H_{\nu t}^4 \subset H_{\nu t}^0$, from (4.13) we obtain

$$
|\zeta(t)|_{0,\nu t} \leq -\frac{1}{64} (\frac{1}{B_0} - 1) \int_0^t |\zeta(t')|_{0,\nu t} dt' + |\zeta_0|_{0,0}
$$

and using Gronwall’s inequality the decay (4.14) follows.
4.2. **Approximation at order** $O(\mu^{3/2})$. Motivated by the aim to obtain new thin-film models that can handle the unstable configuration of the one-phase Muskat problem, we want to go further in the expansion of the potential $\phi^\mu$ with respect to powers of the parameter $\sqrt{\mu}$. More precisely, we refine (4.2) by writing

$$\phi^\mu = \phi^0 + \mu \phi^1 + \tilde{\phi}^\mu$$

with $\phi^0 = \varepsilon(\zeta + \frac{1}{160} \partial_{xx} \zeta)$, $\phi^1$ satisfying

$$\begin{cases}
\frac{1}{1 + \varepsilon \zeta} \partial_{xx} \phi^1 = -A_\zeta(\partial_x, \partial_z) \phi^0 & \text{in } S, \\
\phi^1 = -\frac{36}{20 \mu} (\partial_x \zeta)^2 \partial_{xx} \zeta & \text{on } T \times \{0\}, \\
\frac{1}{1 + \varepsilon \zeta} \partial_z \phi^1 = 0 & \text{on } T \times \{-1\},
\end{cases}$$

and now the refined remainder potential $\tilde{\phi}^\mu$ satisfies

$$\begin{cases}
\nabla^\mu \cdot P(\Sigma) \nabla^\mu \tilde{\phi}^\mu_{\text{ref}} = -\mu^2 A_\zeta(\partial_x, \partial_z) \phi^1 & \text{in } S, \\
\tilde{\phi}^\mu_{\text{ref}} = \frac{1}{20 \mu} (F_x \sqrt{\mu}(\partial_x \zeta) + \frac{3}{2} \varepsilon^2 \mu (\partial_x \zeta)^2) \partial_{xx} \zeta & \text{on } T \times \{0\}, \\
\frac{1}{1 + \varepsilon \zeta} \partial_z \tilde{\phi}^\mu_{\text{ref}} = 0 & \text{on } T \times \{-1\}.
\end{cases}$$

Notice that in (4.19) we have used that $\phi^{1/2}$ identically vanishes. Recalling the definition of $A_\zeta(\partial_x, \partial_z)$, the source term of the elliptic problem (4.20) reads

$$A_\zeta(\partial_x, \partial_z) \phi^0 = A_\zeta(\partial_x, \partial_z)(\varepsilon(\zeta + \frac{1}{160} \partial_{xx} \zeta)) = \varepsilon(1 + \varepsilon \zeta)(\partial_{xx} \zeta + \frac{1}{160} \partial_{xxxx} \zeta)$$

after having used (4.6). Therefore, the potential $\phi^1$ can be explicitly determined and it reads

$$\phi^1(x, z) = -\varepsilon \left(\frac{2}{3} + \zeta \right) (1 + \varepsilon \zeta)^2 (\partial_{xx} \zeta + \frac{1}{160} \partial_{xxxx} \zeta) - \frac{36}{20 \mu} (\partial_x \zeta)^2 \partial_{xx} \zeta.$$

We inject the refined ansatz (4.19) into (2.8) together with (4.6), (4.7) and (4.23) to recast the one-phase unstable Muskat problem as

$$\partial_t \zeta + \partial_x \left( (1 + \varepsilon \zeta)(\partial_x \zeta + \frac{1}{160} \partial_{xx} \zeta) \right)$$

$$+ \frac{\mu}{3} \partial_{xx} \left( (1 + \varepsilon \zeta)^3 (\partial_{xx} \zeta + \frac{1}{160} \partial_{xxxx} \zeta) \right) - \frac{36}{20 \mu} \partial_x (1 + \varepsilon \zeta) \partial_x (\partial_x \zeta)^2 \partial_{xx} \zeta)$$

$$\begin{align*}
\quad &- \frac{1}{2} \partial_x \left( \int_{-1}^0 \left( (1 + \varepsilon \zeta) \partial_x \tilde{\phi}^\mu_{\text{ref}} - \varepsilon (z + 1) \partial_x \zeta \partial_z \tilde{\phi}^\mu_{\text{ref}} \right) dz \right) \quad \\
\quad &\quad + \frac{4}{3} \partial_{xx} \left( (1 + \varepsilon \zeta)^3 (\partial_{xx} \zeta + \frac{1}{160} \partial_{xxxx} \zeta) \right) - \frac{36}{20 \mu} \partial_x (1 + \varepsilon \zeta) \partial_x (\partial_x \zeta)^2 \partial_{xx} \zeta) = 0.
\end{align*}$$

with $\tilde{\phi}^\mu$ satisfying the elliptic problem (4.21). From the definition of the remainder potential, we know that $\tilde{\phi}^\mu$ is of order $O(\mu^{3/2})$. Therefore, taking into account the terms of order $O(\mu)$ and dropping the terms of order $O(\mu^{3/2})$, we obtain the following sixth-order thin film approximation:

$$\begin{align*}
\partial_t \zeta + \partial_x \left( (1 + \varepsilon \zeta)(\partial_x \zeta + \frac{1}{160} \partial_{xx} \zeta) \right) \\
+ \frac{4}{3} \partial_{xx} \left( (1 + \varepsilon \zeta)^3 (\partial_{xx} \zeta + \frac{1}{160} \partial_{xxxx} \zeta) \right) - \frac{36}{20 \mu} \partial_x (1 + \varepsilon \zeta) \partial_x (\partial_x \zeta)^2 \partial_{xx} \zeta) = 0.
\end{align*}$$
It is quite surprising that the thin-film approximation at this order leads to an ill-posed sixth-order equation. Indeed, one can notice that at the linear level (4.25) reads
\[ \partial_t \zeta + \frac{\mu}{3Bo} \partial_{xxxxx} \zeta + \text{low order terms} = 0 \]
whose leading order term has a bad sign. Indeed, in the Fourier formulation it gives
\[ \partial_t \hat{\zeta} = \frac{\mu}{3Bo} |n|^6 \hat{\zeta} + \text{low order terms} \]
and the solution does not belong to any Sobolev or Wiener space.

Remark 4.2. The leading order term in (4.25) is due to the surface tension term in the boundary condition of the Hele-Shaw problem and not from the gravity term. This means that one faces the same bad sign either in the stable or in the unstable case using this second-order thin-film approximation.

At a first look, the bad sign comes surprisingly since one would expect the presence of parabolicity in the equation after a second-order approximation as it occurs in the full unstable Hele-Shaw problem studied in [31]. However it is known that, depending on the type of approximation one considers, high order truncations can lead to ill-posed asymptotic models. For instance, this is the case of some truncated series models for the water waves problem discussed in [5].

The obstacle represented by the surface tension term motivates us to change the physical regime of the problem we are studying. More precisely, we consider now the case when
\[ \frac{1}{Bo} = \frac{\sqrt{\mu}}{bo} = O(\sqrt{\mu}) \]
with the rescaled Bond number
\[ bo = \frac{\rho g H L}{\gamma}. \]

Remark 4.3. We highlight that this configuration is still physically reasonable when dealing with groundwater filtration. For instance, considering the characteristic scales \( H \sim 0.1 - 1 \) mm and \( L \sim 5 \) mm, the situation studied would belong to this regime.

In this new regime we write the potential \( \phi^\mu \) as
\[ \phi^\mu = \phi^0 + \sqrt{\mu} \phi^{1/2} + \mu \phi^1 + \hat{\phi}_{ref}^\mu \]
where now \( \phi^0 = \varepsilon \zeta \), \( \phi^{1/2} = \frac{\varepsilon}{bo} \partial_{xx} \zeta \), \( \phi^1 \) satisfies
\[ \begin{cases} \frac{1}{1+\varepsilon \zeta} \partial_{xx} \phi^1 = -A_\zeta (\partial_x, \partial_z) \phi^0 & \text{in } S, \\ \phi^1 = 0 & \text{on } T \times \{0\}, \\ \frac{1}{1+\varepsilon \zeta} \partial_z \phi^1 = 0 & \text{on } T \times \{-1\}, \end{cases} \]
and the refined remainder potential \( \tilde{\phi}_\text{ref} \) satisfies

\[
\begin{cases}
\nabla \mu \cdot P(\Sigma) \nabla \tilde{\phi}_\text{ref} = -\mu^{3/2} A^2 ((\partial_x, \partial_z) \phi^{1/2}) - \mu^2 A^2 ((\partial_x, \partial_z) \phi^1) & \text{in } S, \\
\tilde{\phi}_\text{ref} = \frac{\sqrt{F}}{b_0} \epsilon \sqrt{\mu} (\partial_x \xi) \partial_{xx} \xi & \text{on } T \times \{0\}, \\
\frac{1}{1 + \epsilon} \partial_z \tilde{\phi}_\text{ref} = 0 & \text{on } T \times \{-1\}.
\end{cases}
\]

(4.28)

The explicit expressions of \( \phi^0 \) and \( \phi^{1/2} \) are obtained by identifying the terms of the same order in the expansion of the original elliptic problem on \( \phi^\mu \). This leads to systems analogous to (4.3)–(4.4) that admit explicit solutions. Moreover, it is straightforward that (4.27) admits the unique explicit solution

\[
\phi_1(x, z) = -\epsilon \left( \frac{x^2}{2} + z \right) (1 + \epsilon \xi)^2 \partial_{xx} \xi.
\]

Injecting the ansatz (4.26) and the new expressions of \( \phi^0, \phi^{1/2} \) and \( \phi^1 \) into (2.8), we are able to rewrite the one-phase Muskat problem as

\[
\partial_t \xi + \partial_x \left( (1 + \epsilon \xi)(\partial_x \xi + \sqrt{\mu} \partial_{xxx} \xi) \right) + \frac{\sqrt{\mu}}{2} \partial_{xx} ((1 + \epsilon \xi)^3 \partial_x \xi)
\]

(4.29)

\[
= -\frac{1}{\epsilon} \partial_x \left( \int_{-1}^0 (1 + \epsilon \xi) \partial_x \tilde{\phi}_\text{ref} - \epsilon (z + 1) \partial_x \xi \partial_z \tilde{\phi}_\text{ref} \right) dz
\]

where \( \tilde{\phi}_\text{ref} \) satisfies (4.28). Dropping the terms of order \( O(\mu^{3/2}) \), we obtain the following fourth-order refined thin film equation

\[
\partial_t \xi + \partial_x \left( (1 + \epsilon \xi)(\partial_x \xi + \sqrt{\mu} \partial_{xxx} \xi) \right) + \frac{\mu}{3} \partial_{xx} ((1 + \epsilon \xi)^3 \partial_x \xi) = 0.
\]

(4.30)

Notice that in the new regime the approximation of order \( O(\mu^{3/2}) \) does not capture the critical sixth-order term of (4.25). However, there is an additional term that refines the standard thin film equation (4.10). Let us now investigate the existence of the solution to (4.30). First we introduce the definition of its weak solution.

**Definition 4.4.** We say that \( \xi \in L^\infty([0, T], L^\infty(T)) \cap L^1([0, T], W^{3, \infty}(T)) \) is a weak solution to (4.30) with initial data \( \xi_0 \in L^\infty(T) \) if for any \( \varphi \in C^\infty([0, T] \times T) \) and \( t \in [0, T] \) the following equality holds:

\[
\begin{align*}
\int_T \xi(t, x) \varphi(t, x) dx - \int_T \xi_0(x) \varphi(0, x) dx - \int_0^t \int_T \xi'(t', x) \partial_t \varphi(t', x) dx dt' \\
= \int_0^t \int_T (1 + \epsilon \xi(t, x)) \partial_x \xi(t', x) \partial_x \varphi(t', x) dx dt' \\
+ \frac{\sqrt{\mu}}{b_0} \int_0^t \int_T (1 + \epsilon \xi(t, x)) \partial_{xxx} \xi(t', x) \partial_x \varphi(t', x) dx dt' \\
- \frac{\mu}{3} \int_0^t \int_T (1 + \epsilon \xi(t, x))^3 \partial_{xx} \xi(t', x) \partial_{xx} \varphi(t', x) dx dt'
\end{align*}
\]

(4.31)

We are now able to show the existence of the solution to (4.30) in Wiener spaces.
Theorem 2. Let \( b_0 > 0 \) small enough and \( 0 < \mu < 1 \) such that \( \frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} > 1 \) and \( \zeta_0 \in A^0_0(T) \) a zero-mean function such that

\[
|\zeta_0|_{0,0} < \frac{\frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} - 1}{128\left(\frac{\sqrt{\mu}}{b_0} + \frac{5\mu}{6} + 1\right)}.
\]

Then there exists a global weak solution to (4.30) in the sense of Definition 4.4 with initial data \( \zeta_0 \) which becomes instantaneously analytic in a growing strip in the complex plane. In particular, for

\[
\nu \in \left[0, \frac{1}{2}\left(\frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} - 1\right)\right],
\]

we have

\[
\zeta \in L^\infty([0,T]; A^0_0) \cap L^1([0,T]; A^4_0)
\]

for all \( T > 0 \) and the solution \( \zeta \) satisfies for any \( t \in [0,T] \) the energy inequality

\[
|\zeta(t)|_{0,\nu t} + \frac{1}{128} \left(\frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} - 1\right) \int_0^t |\zeta(t')|_{4,\nu t'} dt' \leq |\zeta_0|_{0,0}
\]

together with the decay

\[
|\zeta(t)|_{0,\nu t} \leq |\zeta_0|_{0,0} e^{-\frac{1}{128} \left(\frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} - 1\right)}.
\]

Proof. Analogously to the proof of Theorem 1, we derive a priori energy estimate and the existence is obtained by using a standard approximation argument that we omit. Considering the Fourier series of (4.30), we get

\[
\partial_t \hat{\zeta} + \left(\frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3}\right) |n|^4 \hat{\zeta} - |n|^2 \hat{\zeta} = NL_2(\zeta) + NL_3(\zeta) + NL_4(\zeta),
\]

where \( \hat{\zeta} \) denotes the Fourier coefficient of \( \zeta \) and \( NL_2(\zeta), NL_3(\zeta), NL_4(\zeta) \) denote respectively the quadratic, the cubic and quartic nonlinear terms, namely

\[
NL_2(\zeta) = -\varepsilon \left[ \left(\frac{\sqrt{\mu}}{b_0} + 2\mu\right) \partial_x \zeta \partial_{xxx} \zeta + \left(\frac{\sqrt{\mu}}{b_0} + \mu\right) \zeta \partial_{xxx} \zeta + \mu(\partial_{xx} \zeta)^2 + (\partial_x \zeta)^2 + \zeta \partial_{xx} \zeta \right],
\]

\[
NL_3(\zeta) = -\mu \varepsilon^2 \left(2(\partial_x \zeta)^2 \partial_{xx} \zeta + 2\zeta(\partial_{xx} \zeta)^2 + 4\zeta \partial_x \zeta \partial_{xxx} \zeta + \zeta^2 \partial_{xxx} \zeta \right)
\]

and

\[
NL_4(\zeta) = -\mu \varepsilon^3 \left(2\zeta(\partial_x \zeta)^2 \partial_{xx} \zeta + \zeta^2 (\partial_{xx} \zeta)^2 + 2\zeta^2 \partial_x \zeta \partial_{xxx} \zeta + \frac{\mu}{3} \zeta^3 \partial_{xxx} \zeta \right)
\]

Choosing \( \nu \in \left[0, \frac{1}{2}\left(\frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} - 1\right)\right] \), it yields

\[
\frac{d}{dt} |\zeta|_{0,\nu t} + \frac{1}{128} \left(\frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} - 1\right) |\zeta|_{4,\nu t} \leq |NL_2(\zeta)|_{0,\nu t} + |NL_3(\zeta)|_{0,\nu t} + |NL_4(\zeta)|_{0,\nu t}.
\]

Using Proposition 3.1 for \( s = 0 \), \( \lambda = \nu t \) and Proposition 3.3, we have

\[
|NL_2(\zeta)|_{0,\nu t} \leq 2 \left(\frac{\sqrt{\mu}}{b_0} + 2\mu + 1\right) \varepsilon |\zeta|_{0,\nu t} |\zeta|_{4,\nu t},
\]
\[ |\text{NL}_1(\zeta)|_{0,\nu t} \leq 9\mu \varepsilon^2 |\zeta|_{\nu t}^2 |\zeta|_{4,\nu t}. \]

and

\[ |\text{NL}_2(\zeta)|_{0,\nu t} \leq \frac{10}{3} \mu \varepsilon^3 |\zeta|_{\nu t}^3 |\zeta|_{4,\nu t}. \]

Injecting (4.37)-(4.39) into (4.36), we obtain

\[
\frac{d}{dt} |\zeta|_{0,\nu t} + \frac{1}{32} \left( \frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} - 1 \right) |\zeta|_{4,\nu t} \\
\leq \varepsilon \left( 2 \left( \frac{\sqrt{\mu}}{b_0} + 2\mu + 1 \right) + 9\mu \varepsilon |\zeta|_{0,\nu t} + \frac{10}{3} \mu \varepsilon^2 |\zeta|_{0,\nu t}^2 \right) |\zeta|_{0,\nu t} |\zeta|_{4,\nu t}.
\]

and, if we consider \( \varepsilon |\zeta|_{0,\nu t} < 1 \), it implies

\[
\frac{d}{dt} |\zeta|_{0,\nu t} + \frac{1}{32} \left( \frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} - 1 \right) |\zeta|_{4,\nu t} \leq 2\varepsilon \left( \frac{\sqrt{\mu}}{b_0} + \frac{55}{6} \mu + 1 \right) |\zeta|_{0,\nu t} |\zeta|_{4,\nu t}.
\]

Therefore, assuming \( |\zeta|_{0,\nu t} < \frac{\sqrt{\mu}}{b_0} + \frac{1}{128\varepsilon} \left( \frac{\sqrt{\mu}}{b_0} + \frac{55}{6} \mu + 1 \right) \), we are able to close the estimate and obtain

\[ \frac{d}{dt} |\zeta|_{0,\nu t} + \frac{1}{32} \left( \frac{\sqrt{\mu}}{b_0} + \frac{\mu}{3} - 1 \right) |\zeta|_{4,\nu t} \leq 0 \]

Following the argument used in the proof of Theorem 1, one has that (4.40) is global in time and implies (4.33) and (4.34).

5. Elliptic estimate for the remainder potential

In this section we focus on the remainder potential \( \tilde{\phi}^\mu \) in the ansatz (4.2)-(4.19) we have previously introduced in (2.8)-(2.9) to obtain the thin film approximations (4.10)-(4.30). Our aim is to derive an elliptic estimate that we will use in the next section when we will rigorously justify the thin-film approximations derived in this paper.

On one hand, using (4.2) the remainder potential satisfies the elliptic problem (4.5). On the other hand, using (4.19) the remainder potential satisfies the elliptic problem (4.28). One can notice that both elliptic problems have the same structure

\[
\begin{align*}
\nabla^\mu \cdot P(\Sigma) \nabla^\mu \tilde{\phi}^\mu &= f \quad \text{in} \quad S, \\
\tilde{\phi}^\mu &= h \quad \text{on} \quad \mathbb{T} \times \{0\}, \\
\partial_z \tilde{\phi}^\mu &= 0 \quad \text{on} \quad \mathbb{T} \times \{-1\}.
\end{align*}
\]

for different source terms \( f \). In order to derive an elliptic estimate for \( \tilde{\phi}^\mu \), let us introduce the following proposition stating the existence in Wiener-Sobolev spaces of the solution to a Poisson problem with a source term that is a sum of a divergence form term and a function.
Proposition 5.1. Let \( g \in \mathcal{A}_\lambda^{s+1,1} \), \( f \in \mathcal{A}_\lambda^s \) and \( h \in \mathbb{A}_\lambda^s \) with \( s \geq 0 \) and \( \lambda \geq 0 \). There exists a unique \( \varphi \) solution to
\[
\begin{aligned}
\Delta^\mu \varphi &= \nabla^\mu \cdot g + f \quad \text{in} \quad S, \\
\varphi &= h \quad \text{on} \quad T \times \{0\}, \\
\partial_\nu \varphi &= 0 \quad \text{on} \quad T \times \{-1\}.
\end{aligned}
\]
Moreover, such solution satisfies the estimate
\[
\|\nabla^\mu \varphi\|_{\mathcal{A}^s_{\lambda,0}} \leq C \left( \|g\|_{\mathcal{A}^{s+1,1}_{\lambda,0}} + \|f\|_{\mathcal{A}^s_{\lambda,0}} + |h|_{s,\lambda} \right)
\]
with \( C = 10 \).

Proof. The proof of this proposition is an adaptation of the proof of Theorem 3.1 of [31]. Considering the Fourier series of the elliptic equation of (5.2), we obtain the sequence of ODEs
\[
\begin{aligned}
\mu k^2 \hat{\varphi}(k, z) + \partial_z^2 \hat{\varphi}(k, z) &= i \sqrt{\mu} k \hat{g}_1(k, z) + \partial_z \hat{g}_2(k, z) + \hat{f}(k, z), \quad k \in \mathbb{Z}.
\end{aligned}
\]
Using the Dirichlet and Neumann boundary conditions of the elliptic problem, we can obtain the explicit solution to (5.2)
\[
\begin{aligned}
\hat{\varphi}(k, z) &= \frac{1}{\sqrt{|\mu|}} \int_{-1}^{z} \Pi_1(|\mu|, r, z) \left( i \sqrt{|\mu|} k \hat{g}_1(k, r) + \partial_z \hat{g}_2(k, r) + \hat{f}(k, r) \right) dr \\
&\quad + \frac{1}{\sqrt{|\mu|}} \int_{z}^{0} \Pi_2(|\mu|, r, z) \left( i \sqrt{|\mu|} k \hat{g}_1(k, r) + \partial_z \hat{g}_2(k, r) + \hat{f}(k, r) \right) ds \\
&\quad + \hat{h}(k) \left( \frac{e^{\sqrt{|\mu|} k (1+z)} - e^{-\sqrt{|\mu|} k (1+z)}}{e^{\sqrt{|\mu|} k} + e^{-\sqrt{|\mu|} k}} \right)
\end{aligned}
\]
with
\[
\begin{aligned}
\Pi_1(\sqrt{|\mu|} k, s, z) &= \frac{e^{\sqrt{|\mu|} k (s+z)} - e^{-\sqrt{|\mu|} k (s-z)}}{e^{\sqrt{|\mu|} k} + e^{-\sqrt{|\mu|} k}} \left( e^{\sqrt{|\mu|} k s} - e^{-\sqrt{|\mu|} k s} \right) \\
\Pi_2(\sqrt{|\mu|} k, s, z) &= e^{\sqrt{|\mu|} k (s+z)} - e^{-\sqrt{|\mu|} k (s-z)}
\end{aligned}
\]
Notice that \( \Pi_{1,2} \) are the same functions as in [31]. On the one hand, we can use the following estimates on \( \Pi_1 \) and \( \Pi_2 \) therein. For \((j,l) \in \mathbb{N}^2\) it holds
\[
\begin{aligned}
\int_{-1}^{1} \|1_{[-1,\varepsilon]}(\cdot) \partial^j_\nu \partial^l_\mu \Pi_1(\sqrt{|\mu|} k, \cdot, z)\|_{L^\infty} dz &\leq 2 |\sqrt{|\mu|} k|^{j+l-1} \\
\int_{0}^{1} \|1_{[\varepsilon, 0]}(\cdot) \partial^j_\nu \partial^l_\mu \Pi_2(\sqrt{|\mu|} k, \cdot, z)\|_{L^\infty} dz &\leq \frac{5}{2} |\sqrt{|\mu|} k|^{j+l-1}
\end{aligned}
\]
to obtain the bound for \( \|\nabla^\mu \varphi\|_{\mathcal{A}^s_{\lambda,0}} \) with \( \|g\|_{\mathcal{A}^{s+1,1}_{\lambda,0}} \) following the same argument as in [31]. On the other hand, using the definition of \( \Pi_{1,2} \) we know that \( |\Pi_1(\sqrt{|\mu|} k, r, z)| \leq 1 \) for \(-1 \leq r \leq z\) and \( |\Pi_2(\sqrt{|\mu|} k, r, z)| \leq C \) for \( z \leq r \leq 0 \) and some constant \( C > 0 \). Using these two inequalities we get the bound for \( \|\nabla^\mu \varphi\|_{\mathcal{A}^s_{\lambda,0}} \) with \( \|f\|_{\mathcal{A}^s_{\lambda,0}} \).

Let us detail only the bound coming from the non-homogeneous Dirichlet boundary condition. We have
Remark 5.2. Let us point out that the elliptic estimate (5.3) is not sharp. Indeed using (5.6)-(5.7) also for the bound of the part of $\tilde{\phi}$ containing $\hat{f}$ together with the inequality
\[
\frac{(1 + |k|)^s}{\sqrt{|\mu|}} \leq \frac{2}{\sqrt{|\mu|}}(1 + |k|)^{s-1} \quad \text{for} \quad |k| \geq 1,
\]
one would obtain $\frac{1}{\sqrt{|\mu|}} \|f\|_{A^{s,0}_\lambda}$ instead of $\|f\|_{A^{s,0}_\lambda}$ in (5.3). However, since we will use this elliptic estimate to prove a quantitative convergence result in Section (6), the optimal order of convergence will be obtained considering the estimate without the singularity $1/\sqrt{|\mu|}$. Therefore, the price one has to pay for the optimal order is that the source term of the corresponding elliptic system needs to be more regular.

In order to apply Proposition 5.1 to the elliptic problem (5.1), using the fact that $P(\Sigma) = \text{Id} + Q(\Sigma)$, we write it as the following Poisson problem
\[
\begin{aligned}
\Delta^\mu \tilde{\phi}^\mu &= -\nabla^\mu \cdot Q(\Sigma)\nabla^\mu \tilde{\phi}^\mu + f \quad \text{in} \quad S,
\tilde{\phi}^\mu &= h \quad \text{on} \quad T \times \{0\},
\frac{1}{1+\varepsilon \xi} \partial_z \tilde{\phi}^\mu &= 0 \quad \text{on} \quad T \times \{-1\},
\end{aligned}
\tag{5.10}
\]
Following the approach in \cite{31}, we aim to derive an estimate on the $A^{s,0}_\lambda$-norm of $\nabla^\mu \tilde{\phi}^\mu$ only in terms of Wiener norms of the free surface $\zeta$. To do that, we need to introduce the next two proposition that give regularity estimates in terms of $\zeta$ of the matrix $Q(\Sigma)$ and the function $F_{\varepsilon \sqrt{|\mu|}}(\partial_z \zeta)$ appearing respectively in the divergence term and in the Dirichlet boundary condition of (5.10).

Proposition 5.3. Let $Q(\Sigma)$ be as in (2.10). Assume that $\mu < 1$ and $|\zeta|_{1,\lambda} \leq \frac{1}{8K_\varepsilon}$ with $s, \lambda \geq 0$. Then, choosing $\sigma(x, z) = \varepsilon \zeta(x)(z + 1)$, we have
\[
\|Q(\Sigma)\|_{A^{s,1}_\lambda} \leq 3\varepsilon \sqrt{|\mu|}|_{s+1,\lambda}. \tag{5.11}
\]
We have

\[ Q(S) = \begin{pmatrix}
\varepsilon \zeta & -\varepsilon \sqrt{\mu} \partial_x \zeta (z + 1) \\
-\varepsilon \sqrt{\mu} \partial_x \zeta (z + 1) & -\varepsilon \zeta + \varepsilon^2 \mu (\partial_x \zeta)^2 (z + 1)^2 / (1 + \varepsilon \zeta)
\end{pmatrix}. \]

Following [31], we use the expansion of \( \frac{1}{1+x} \) for \( |x| < 1 \) to write \( Q(S) \) as the infinite sum

\[ Q(S) = \varepsilon \sum_{n \geq 0} \varepsilon^n Q(n) (\zeta) \]

with

\[ Q(0)(\zeta) = \begin{pmatrix} \zeta & - \sqrt{\mu} \partial_x \zeta (z + 1) \\ - \sqrt{\mu} \partial_x \zeta (z + 1) & - \zeta + \varepsilon \mu (\partial_x \zeta)^2 (z + 1)^2 \end{pmatrix} \]

and

\[ Q(n)(\zeta) = \begin{pmatrix} 0 & 0 \\ 0 & (-\zeta)^n ( - \zeta + \varepsilon \mu (\partial_x \zeta)^2 (z + 1)^2 ) \end{pmatrix}. \]

We have

\[
\|Q(0)(\zeta)\|_{A^1_\lambda} \leq 2 \sqrt{\mu} \| \partial_x \zeta (z + 1) \|_{A^1_\lambda} + \varepsilon \mu \| (\partial_x \zeta)^2 (z + 1)^2 \|_{A^1_\lambda} \\
\leq 2 \sqrt{\mu} | \zeta |_{s+1,\lambda} + 2 \varepsilon \mu | (\partial_x \zeta)^2 |_{s,\lambda} \\
\leq 2 \sqrt{\mu} | \zeta |_{s+1,\lambda} + 2 \varepsilon \mu K_s | \zeta |_{1,\lambda} | \zeta |_{s+1,\lambda} \\
= 2 ( \sqrt{\mu} + \varepsilon \mu K_s | \zeta |_{1,\lambda} ) | \zeta |_{s+1,\lambda}
\]

and

\[
\|Q(n)(\zeta)\|_{A^1_\lambda} \leq \varepsilon \mu \| \zeta^n | (\partial_x \zeta)^2 (z + 1)^2 \|_{A^1_\lambda} \leq 2 \varepsilon \mu | \zeta^n | (\partial_x \zeta)^2 |_{s,\lambda} \\
\leq 2 \varepsilon \mu K_s \left( | \zeta^n |_{0,\lambda} | (\partial_x \zeta)^2 |_{s,\lambda} + | \zeta^n |_{s,\lambda} | (\partial_x \zeta)^2 |_{0,\lambda} \right) \\
\leq 2 \varepsilon \mu K_s \left( K_{0,n} | \zeta^n |_{0,\lambda} K_{s,2} | \partial_x \zeta |_{0,\lambda} | \partial_x \zeta |_{s,\lambda} + K_{s,n} | \zeta^n |_{s,\lambda} K_{0,2} | \partial_x \zeta |_{0,\lambda} | \partial_x \zeta |_{s,\lambda} \right) \\
\leq 2 \varepsilon \mu K_s (2n K_s + 2 K_{s,n}) | \zeta^n |_{1,\lambda} | \zeta |_{s+1,\lambda}.
\]

From the definition of \( K_{s,n} \) one has \( 2K_s + K_{s,n} \leq 2K_{s,n} \) and using the fact that \( n \leq 2^n, 2 \leq 2^n \) for any \( n \geq 1 \) we obtain

\[
\|Q(n)(\zeta)\|_{A^1_\lambda} \leq 2^{n+1} K_{s,n} | \zeta^n |_{1,\lambda} 2 \varepsilon \mu K_s | \zeta |_{1,\lambda} | \zeta |_{s+1,\lambda}.
\]

Since we have

\[
2^{n+1} K_{s,n} | \zeta^n |_{1,\lambda} = 2 (2K_{s,n}^{1/n} | \zeta |_{1,\lambda})^n \leq 2 (4K_s | \zeta |_{1,\lambda})^n,
\]

if we assume that \( | \zeta |_{1,\lambda} \leq \frac{1}{\sqrt{K_s}} \) we get

\[
\|Q(n)(\zeta)\|_{A^1_\lambda} \leq \frac{2}{2^n \varepsilon^n} 2 \varepsilon \mu K_s | \zeta |_{1,\lambda} | \zeta |_{s+1,\lambda}.
\]
Hence the series $\varepsilon \sum_{n \geq 0} \varepsilon^n Q_{(n)}(\zeta)$ is summable and

$$\|Q(\Sigma)\|_{A_{s+1}^{\omega,1}} \leq \|Q(0)(\zeta)\|_{A_{s+1}^{\omega,1}} + \varepsilon \sum_{n \geq 1} \varepsilon^n \|Q_{(n)}(\zeta)\|_{A_{s+1}^{\omega,1}}$$

$$\leq 2\varepsilon(\sqrt{s} + \varepsilon\mu K_s|\zeta|_{s+1,\lambda})|\zeta|_{s+1,\lambda} + 2\varepsilon \sum_{n \geq 1} \frac{1}{2^n} 2\varepsilon\mu K_s|\zeta|_{1,\lambda}|\zeta|_{s+1,\lambda}$$

$$\leq 2\varepsilon(\sqrt{s} + \varepsilon\mu K_s|\zeta|_{1,\lambda}|(1 + 2 \sum_{n \geq 1} 2^{-n})|\zeta|_{s+1,\lambda})$$

$$\leq 2\varepsilon(\sqrt{s} + 3\varepsilon\mu K_s|\zeta|_{1,\lambda})|\zeta|_{s+1,\lambda}.$$ (5.16)

Assuming $|\zeta|_{1,\lambda} \leq \frac{1}{8\mu s}$, one has

$$3\varepsilon\mu K_s|\zeta|_{1,\lambda} \leq \frac{3}{8}\mu$$

and we have

$$\|Q(\Sigma)\|_{A_{s+1}^{\omega,1}} \leq 2\varepsilon(\sqrt{s} + \frac{3}{8}\mu)|\zeta|_{s+1,\lambda} \leq \frac{11}{4}\varepsilon\sqrt{s}|\zeta|_{s+1,\lambda} \leq 3\varepsilon\sqrt{s}|\zeta|_{s+1,\lambda.}$$

where we have used in the second inequality the fact that $\mu < 1$. □

The control of the Wiener norm of $F_{\varepsilon\sqrt{s}}(\partial_2 \zeta)$ in terms of the Wiener norm of $\zeta$ can be derived by exploiting the analyticity of $F_{\varepsilon\sqrt{s}}$ and its explicit expression.

**Proposition 5.4.** Let $F_{\varepsilon\sqrt{s}}(\cdot)$ as in (4.1) and $\mu < 1$. If $\zeta \in A_{s+1}^{\omega,1}$ with $s, \lambda \geq 0$ such that $36K_s^2\varepsilon|\zeta|_{1,\lambda} \leq 1$, then

$$|F_{\varepsilon\sqrt{s}}(\partial_2 \zeta)|_{s,\lambda} \leq \varepsilon\mu|\zeta|_{s+1,\lambda.}$$

(5.17)

**Proof.** From the definition of $F_{\varepsilon\sqrt{s}}(\partial_2 \zeta)$ it yields

$$F_{\varepsilon\sqrt{s}}(\partial_2 \zeta) = F(\varepsilon\sqrt{s}\partial_2 \zeta) = G(\varepsilon^2\mu(\partial_2 \zeta)^2)$$

with $G(\cdot)$ as in Lemma 3.4. Therefore, we get

$$|F_{\varepsilon\sqrt{s}}(\partial_2 \zeta)|_{s,\lambda} \leq 18K_s^2\varepsilon^2\mu(\partial_2 \zeta)^2|_{s,\lambda}$$

From Proposition 3.2 we have

$$|F_{\varepsilon\sqrt{s}}(\partial_2 \zeta)|_{s,\lambda} \leq 18K_s^2\varepsilon^2\mu K_s^2|\partial_2 \zeta|_{0,\lambda}|\partial_2 \zeta|_{s,\lambda} \leq 36\varepsilon^2\mu K_s^2|\zeta|_{1,\lambda}|\zeta|_{s+1,\lambda}$$

and (5.17) follows using the smallness assumption on $|\zeta|_{1,\lambda.}$ □

We are now able to derive the regularity estimate on $\nabla^2\tilde{\phi}^\mu$ in $A_{s+1}^{\omega,0}$ for both elliptic problems (4.5) and (4.28).

**Proposition 5.5.** Let $\tilde{\phi}^\mu$ be the solution to the elliptic problem (4.5) with $\mu < 1$ and $\sigma(x, z) = \varepsilon \zeta(x)(z + 1)$. Then, for $\lambda \geq 0$, $s > 0$ and provided

$$\max(6K_s, C)6K_s\varepsilon|\zeta|_{1,\lambda} \leq 1$$

with $C$ as in Proposition 5.1, the following estimate holds:

$$\|\nabla^2\tilde{\phi}^\mu\|_{A_{s+1}^{\omega,0}} \leq 8C\varepsilon\mu (|\zeta|_{s+2,\lambda} + \frac{1}{16\varepsilon}|\zeta|_{s+4,\lambda}.)$$

(5.19)
Moreover, if $6C\varepsilon|\zeta|_{1,\lambda} \leq 1$ one has
\begin{equation}
\|\nabla^\mu \tilde{\phi}^\mu\|_{A^{0,0}_\lambda} \leq 4C\varepsilon \mu \left(|\zeta|_{2,\lambda} + \frac{1}{160}|\zeta|_{4,\lambda}\right).
\end{equation}

**Proof.** Applying Proposition 5.1 to the Poisson problem (5.10) with
\[ f = -\mu A_\zeta(\partial_x, \partial_z)\phi^0, \quad h = \frac{\varepsilon}{160} F_{\epsilon\sqrt{\mu}}(\partial_x \zeta) \partial_x \zeta \]
as in (4.5) (recall that $\phi^{1/2} \equiv 0$), we obtain the following estimate
\begin{equation}
\|\nabla^\mu \phi^\mu\|_{A^{0,0}_\lambda} \leq C\left(||Q(\Sigma)\nabla^\mu \phi^\mu||_{A^{0,0}_\lambda} + \mu||A_\zeta(\partial_x, \partial_z)\phi^0||_{A^{0,0}_\lambda} + \frac{\varepsilon}{160}|F_{\epsilon\sqrt{\mu}}(\partial_x \zeta) \partial_x \zeta||_{s,\lambda}\right)
\end{equation}
From (4.22) we have that
\[ ||A_\zeta(\partial_x, \partial_z)\phi^0||_{A^{0,0}_\lambda} = \varepsilon(1 + \varepsilon)(\partial_x \zeta + \frac{1}{160}\partial_x \zeta)|_{s,\lambda}. \]
Using Proposition 3.1 and Proposition 3.5 we get
\begin{equation}
\|\nabla^\mu \phi^\mu\|_{A^{0,0}_\lambda} \leq C\left(K_s||Q(\Sigma)||_{A^{0,1}_\lambda} \nabla^\mu \phi^\mu||_{A^{0,0}_\lambda} + K_s||Q(\Sigma)||_{A^{0,1}_\lambda} \nabla^\mu \phi^\mu||_{A^{0,0}_\lambda} + \varepsilon\mu(\partial_x \zeta)|_{0,\lambda} + \varepsilon|\zeta|_{0,\lambda} \right)
\end{equation}
Furthermore we have for $s = 0$ and using (5.17)
\begin{equation}
\|\nabla^\mu \phi^\mu\|_{A^{0,0}_\lambda} \leq C\left(||Q(\Sigma)||_{A^{0,1}_\lambda} \nabla^\mu \phi^\mu||_{A^{0,0}_\lambda} + \varepsilon\mu(\partial_x \zeta)|_{0,\lambda} + \varepsilon|\zeta|_{0,\lambda} \right)
\end{equation}
Using (5.11) we can move the term with $\tilde{\phi}^\mu$ to the left-hand side to obtain
\begin{equation}
(1 - 3C\varepsilon \sqrt{\mu}|\zeta|_{1,\lambda}) \nabla^\mu \phi^\mu||_{A^{0,0}_\lambda} \leq C\left(\varepsilon\mu(1 + \varepsilon)|\zeta|_{0,\lambda}||\zeta|_{2,\lambda} + \frac{\varepsilon}{160}(1 + \varepsilon)|\zeta|_{0,\lambda}||\zeta|_{4,\lambda} + \frac{\varepsilon^2}{160}|\zeta|_{1,\lambda}||\zeta|_{2,\lambda}\right)
\end{equation}
and from (5.18) we get
\begin{equation}
\|\nabla^\mu \phi^\mu\|_{A^{0,0}_\lambda} \leq \frac{C\varepsilon\mu(1 + 2\varepsilon)|\zeta|_{0,\lambda}}{(1 - 3C\varepsilon \sqrt{\mu}|\zeta|_{1,\lambda})} \left(|\zeta|_{2,\lambda} + \frac{1}{160}|\zeta|_{4,\lambda}\right).
\end{equation}
For $s \neq 0$, using (5.25), Proposition 5.3, Proposition 5.4 and Proposition 3.1 we get
\begin{equation}
(1 - 3CK_s\varepsilon \sqrt{\mu}|\zeta|_{1,\lambda}) \nabla^\mu \phi^\mu||_{A^{0,0}_\lambda} \leq C\left[3K_s\varepsilon \sqrt{\mu}|\zeta|_{s+1,\lambda} \frac{C\varepsilon\mu(1 + 2\varepsilon)|\zeta|_{0,\lambda}}{(1 - 3C\varepsilon \sqrt{\mu}|\zeta|_{1,\lambda})} \left(|\zeta|_{2,\lambda} + \frac{1}{160}|\zeta|_{4,\lambda}\right)
\end{equation}
\[ + \varepsilon\mu(|\zeta|_{s+2,\lambda} + \frac{1}{160}|\zeta|_{s+4,\lambda}) + \varepsilon^2\mu(|\zeta\partial_x \zeta||_{s,\lambda} + \frac{1}{160}|\zeta\partial_x \zeta||_{s,\lambda})
\]
From Proposition 3.1 and Proposition 3.3 it follows

\[
(1 - 3CK_s \sqrt{\mu} |\zeta|_{1,\lambda}) \| \nabla^\mu \tilde{\phi}_0 \|_{A^\alpha_0} \\
\leq C \left[ 3K_s \sqrt{\mu} |\zeta|_{s+1,\lambda} \frac{C \mu(1+2\epsilon|\zeta|_{1,\lambda})}{1-4\epsilon \sqrt{\mu}|\zeta|_{1,\lambda}} \left( |\zeta|_{2,\lambda} + \frac{1}{16} |\zeta|_{4,\lambda} \right) \right. \\
+ \epsilon \mu (1 + 2\epsilon K_s |\zeta|_{0,\lambda}) (|\zeta|_{s+2,\lambda} + \frac{1}{16} |\zeta|_{s+4,\lambda} + 2K_s \sqrt{\mu} |\zeta|_{1,\lambda} |\zeta|_{s+2,\lambda}) \\
\leq C \epsilon \mu (1 + 4\epsilon K_s |\zeta|_{0,\lambda}) \left( \frac{3K_s C \epsilon \sqrt{\mu} |\zeta|_{1,\lambda}}{1-4\epsilon \sqrt{\mu}|\zeta|_{1,\lambda}} + 1 \right) \left( |\zeta|_{s+2,\lambda} + \frac{1}{16} |\zeta|_{s+4,\lambda} \right)
\]

and using (5.18)

\[
(1 - \frac{\sqrt{\mu}}{2}) \| \nabla^\mu \tilde{\phi}_0 \|_{A^\alpha_0} \leq 2C \epsilon \mu \left( \frac{\sqrt{\mu}}{1-\frac{\sqrt{\mu}}{2}} + 1 \right) \left( |\zeta|_{s+1,\lambda} + \frac{\sqrt{\mu}}{16} |\zeta|_{s+3,\lambda} \right).
\]

For \( \mu < 1 \), we have \( 1 - \frac{\sqrt{\mu}}{2} > \frac{1}{2} \) and

\[
\| \nabla^\mu \tilde{\phi}_0 \|_{A^\alpha_0} \leq 8C \epsilon \mu \left( |\zeta|_{s+2,\lambda} + \frac{1}{16} |\zeta|_{s+4,\lambda} \right).
\]

Finally, using again (5.18) we obtain from (5.25)

\[
\| \nabla^\mu \tilde{\phi}_0 \|_{A^\alpha_0} \leq 4C \epsilon \mu \left( |\zeta|_{2,\lambda} + \frac{1}{16} |\zeta|_{4,\lambda} \right).
\]

\[
\square
\]

**Proposition 5.6.** Let \( \tilde{\phi}_{\text{ref}}^\mu \) be the solution to the elliptic problem (4.28) with \( \mu < 1 \) and \( \sigma(x, z) = \epsilon \zeta(x)(z+1) \). Then, for \( \lambda \geq 0 \), \( s > 0 \) and provided

\[
(5.26) \max(6K_s, C) 6K_s \epsilon |\zeta|_{1,\lambda} \leq 1
\]

the following estimate holds:

\[
(5.27) \| \nabla^\mu \tilde{\phi}_{\text{ref}}^\mu \|_{A^\alpha_0} \leq C_s \epsilon \mu^{3/2} \left( \frac{1}{16} + 1 \right) |\zeta|_{s+4,\lambda}.
\]

for some constant \( C_s > 0 \) independent of \( \mu \). Moreover, if \( 6C \epsilon |\zeta|_{1,\lambda} \leq 1 \) one has

\[
(5.28) \| \nabla^\mu \tilde{\phi}_{\text{ref}}^\mu \|_{A^\alpha_0} \leq C_0 \epsilon \mu^{3/2} \left( \frac{1}{16} + 1 \right) |\zeta|_{4,\lambda}
\]

for some constant \( C_0 > 0 \) independent of \( \mu \).

**Proof.** Applying Proposition 5.1 to the Poisson problem (5.10) with

\[
f = -\mu^{3/2} A_\zeta(\partial_x, \partial_z) \phi^{1/2} - \mu^2 A_\zeta(\partial_x, \partial_z) \phi^1, \quad h = \frac{\epsilon \sqrt{\mu}}{16} F_\epsilon \sqrt{\pi} (\partial_x \zeta) \partial_{xx} \zeta
\]

as in (4.28), we obtain the following estimate

\[
(5.29) \| \nabla^\mu \tilde{\phi}_{\text{ref}}^\mu \|_{A^\alpha_0} \leq C(|Q(\Sigma) \nabla^\mu \tilde{\phi}_{\text{ref}}^\mu |_{A^\alpha_0} + \mu^{3/2} |A_\zeta(\partial_x, \partial_z)(\phi^{1/2} + \sqrt{\mu} \phi^1)|_{A^\alpha_0} + \frac{\sqrt{\mu}}{16} |F_\epsilon \sqrt{\pi} (\partial_x \zeta) \partial_{xx} \zeta|_{s,\lambda})
\]
where we have used the fact that $A_\zeta(\partial_x, \partial_z)$ is linear in its argument. From (4.22) and since $\mu < 1$ it follows
\[
\|A_\zeta(\partial_x, \partial_z)(\phi^{1/2} + \sqrt{\mu}\phi^1)\|_{A^{s,0}_\lambda}
\leq \frac{\phi^{1/2}}{\|\|}(1 + \varepsilon \zeta)\partial_{xxxx}\zeta|_{s,\lambda} + \|A_\zeta(\partial_x, \partial_z)\phi^1\|_{A^{s,0}_\lambda}.
\]
(5.30)

Using (4.23) and the definition of $A_\zeta(\partial_x, \partial_z)$ one can compute that
\[
A_\zeta(\partial_x, \partial_z)\phi^1 = -\varepsilon \left( \frac{z^2}{\sqrt{s}} + z \right)(1 + \varepsilon \zeta)^3\partial_{xxxx}\zeta + 2\varepsilon^2(1 + \varepsilon \zeta)^2\partial_x\zeta\partial_{xxx}\zeta
\]
\[
+ \varepsilon^2(1 + \varepsilon \zeta)^2(\partial_{xx}\zeta)^2 + \varepsilon^3(1 + \varepsilon \zeta)(\partial_x\zeta)^2\partial_x\zeta.
\]
(5.31)

Roughly speaking $\|A_\zeta(\partial_x, \partial_z)\phi^1\|_{A^{s,0}_\lambda}$ is the only term that changes with respect to (5.22). Hence we only focus on it while the remaining terms can be treated as in the proof of Proposition 5.5. Then, by definition of the $A^{s,0}_\lambda$-norm we have
\[
\|A_\zeta(\partial_x, \partial_z)\phi^1\|_{A^{s,0}_\lambda} \leq \frac{\phi^{1/2}}{\|\|}(1 + \varepsilon \zeta)^3\partial_{xxxx}\zeta|_{s,\lambda} + 2\varepsilon^2(1 + \varepsilon \zeta)^2\partial_x\zeta\partial_{xxx}\zeta|_{s,\lambda}
\]
\[
+ \varepsilon^3(1 + \varepsilon \zeta)^2(\partial_{xx}\zeta)^2|_{s,\lambda} + \varepsilon^3(1 + \varepsilon \zeta)(\partial_x\zeta)^2\partial_x\zeta|_{s,\lambda}.
\]
(5.32)

Using Proposition 3.1, Proposition 3.2 and Proposition 3.3 we get
\[
\|A_\zeta(\partial_x, \partial_z)\phi^1\|_{A^{s,0}_\lambda} \leq \varepsilon \left[ \frac{1}{4} + (6K_s + K_{s,2})\varepsilon|\zeta|_{0,\lambda}
\right.
\]
\[
+ (K_{s,2} + 1 + 6K_s(2K_s + 1) + K_s(K_{s,2} + 1))\varepsilon^2|\zeta|_{0,\lambda}^2
\]
\[
+ \left( \frac{5}{2}K_{s,3} + 1 \right) + 2K_s(2K_s + 2K_s) + 2K_sK_{s,2}
\]
\[
+ K_s(1 + K_s(K_{s,2} + 1)))\varepsilon^3|\zeta|_{0,\lambda}^3
\]
\[
|\zeta|_{s+4,\lambda}.
\]

From (5.26) we know that $\varepsilon|\zeta|_{0,\lambda} \leq \varepsilon|\zeta|_{1,\lambda} < 1$ and recalling the definition of $K_{s,n}$ in (3.4) it yields
\[
\|A_\zeta(\partial_x, \partial_z)\phi^1\|_{A^{s,0}_\lambda} \leq \varepsilon(1 + P(K_s)\varepsilon|\zeta|_{0,\lambda})|\zeta|_{s+4,\lambda}
\]
where $P(K_s)$ is some polynomial function in $K_s$. Therefore starting from (5.29), repeating the same computations as in the proof of Proposition 5.5 and using (5.30), we derive for $s > 0$
\[
(1 - 3CK_s\varepsilon\sqrt{\mu}|\zeta|_{1,\lambda})\|\nabla^\mu \tilde{\partial}_{ref}^\mu\|_{A^{s,0}_\lambda}
\]
\[
\leq C\varepsilon^{3/2}(1 + 1 + P(K_s)\varepsilon|\zeta|_{1,\lambda})\left( \frac{3K_s\varepsilon\sqrt{\mu}|\zeta|_{1,\lambda}}{1 - 3C\varepsilon\sqrt{\mu}|\zeta|_{1,\lambda}} + 1 \right)|\zeta|_{s+4,\lambda}.
\]

The hypothesis (5.26) gives
\[
(1 - \frac{\sqrt{\mu}}{2})\|\nabla^\mu \tilde{\phi}\|_{A^{s,0}_\lambda} \leq C(1 + \frac{P(K_s)}{6CK_s})\varepsilon^{3/2}(1 + \frac{1}{\sqrt{\mu}} + 1) \left( 1 + \frac{\sqrt{\mu}}{1 - \sqrt{\mu}} \right)|\zeta|_{s+4,\lambda}.
\]
and since $\mu < 1$ we have $1 - \sqrt{\mu} > \frac{1}{2}$ and

$$\| \nabla^\mu \tilde{\varphi}^\mu \|_{A^{s,0}_\lambda} \leq C_s \varepsilon \mu^{3/2} (\frac{1}{160} + 1) |\zeta|_{s+4,\lambda}$$

with $C_s = 4C(1 + \frac{P(K_s)}{6C(K_s)})$. Moreover, when $s = 0$ we obtain

$$(5.33) \quad \| \nabla^\mu \tilde{\varphi}^\mu \|_{A^{0,0}_\lambda} \leq C_s \varepsilon \mu^{3/2} (\frac{1}{160} + 1) \left( 1 + \frac{23\varepsilon}{3} |\zeta|_{1,\lambda} \right) |\zeta|_{4,\lambda}$$

and (5.26), using again that $1 - \sqrt{\mu} > \frac{1}{2}$, implies

$$\| \nabla^\mu \tilde{\varphi}^\mu \|_{A^{0,0}_\lambda} \leq C_0 \varepsilon \mu^{3/2} (\frac{1}{160} + 1) |\zeta|_{4,\lambda}$$

with $C_0 = 2C(1 + \frac{23}{6C})$.

6. RIGOROUS JUSTIFICATION OF ASYMPTOTIC MODELS

In this section we fully justify the thin-film asymptotic models that we have derived in Section 4 for the one-phase unstable gravity-driven Muskat problem in the Wiener framework. For the sake of clarity, let us denote by $\zeta_{\text{MU}}^\mu$ the solution to the evolution equation (4.9) of the one-phase Muskat problem. First, we recall the existence theorem for the solution to the unstable gravity-driven one-phase Muskat problem derived in [31] (Theorem 1.9). We adapt it to the notations we have used throughout this paper.

**Theorem 3.** Let $C_0 = 3120$, $0 < Bo, \sqrt{\mu} < 1$ and $T > 0$ and let $\zeta_{\text{in},\mu}^\mu \in A^{1}_{0}$ be a zero-mean initial data such that

$$(6.1) \quad |\zeta_{\text{in},\mu}^\mu|_{1,0} < \min\{\frac{1}{C_0^2}, 1\} \left( 1 - Bo \right) \sqrt{\mu},$$

then there exists a global solution to (2.7) with initial data $\zeta_{\text{in},\mu}^\mu$. Moreover the solution becomes instantaneously analytic in a growing strip in the complex plane. In particular, for any $\nu \in \left[ 0, \frac{\sqrt{\mu}}{16} \left( \frac{1}{Bo} - 1 \right) \right]$,

the solution $\zeta_{\mu}^\mu$ belongs to

$$C([0, T]; A^{1}_{\nu} \cap L^1([0, T]; A^{4}_{\nu})$$

for any $T > 0$. Moreover, the following energy inequality holds true for any $t \in [0, T]$

$$(6.2) \quad |\zeta_{\mu}^\mu(t)|_{1,\nu t} + \frac{\sqrt{\mu}}{16} \left( \frac{1}{Bo} - 1 \right) \int_0^t |\zeta_{\mu}^\mu(t')|_{4,\nu t'} dt' \leq |\zeta_{\text{in},\mu}^\mu|_{1,0}$$

together with the decay

$$|\zeta_{\mu}^\mu|_{1,\nu t} \leq |\zeta_{\text{in},\mu}^\mu|_{1,0} e^{-t \frac{\sqrt{\mu}}{16} \left( \frac{1}{Bo} - 1 \right)}.$$

We will use later the energy estimate of Theorem 3 to show the asymptotic stability of the thin film approximation.
6.1. Justification of the thin film approximation at order $O(\mu)$. In this subsection we justify in a rigorous way that the thin film equation (4.10) is an approximation at order $O(\mu)$ of the one-phase unstable Muskat problem (4.9). More precisely, we show that the difference between the solution to (4.9) and the solution to (4.10) is of order $O(\mu)$ in the Wiener framework. Let us first denote by $\zeta_{\text{app}}$ the solution to the thin-film approximation (4.10) and by $f$ the difference $\zeta_{\text{MU}} - \zeta_{\text{app}}$. By subtracting (4.10) to (4.9), we obtain that the difference $f$ satisfies the following evolution equation:

\begin{equation}
\partial_t f + \frac{\mu}{10} \partial_{xxxx} f + \partial_{xx} f = - \frac{\mu}{10} \nu N_1(f, \zeta_{\text{app}}) - \nu f N_2(f, \zeta_{\text{app}}) - \frac{1}{\nu} N(\zeta_{\text{MU}}, \tilde{\phi}_{\mu})
\end{equation}

with

\begin{align*}
N_1(f, \zeta_{\text{app}}) &= f \partial_{xxxx} f + \partial_x f \partial_{xxx} f + f \partial_{xxxx} \zeta_{\text{app}} + \zeta_{\text{app}} \partial_{xxxx} f \\
&\quad + \partial_x f \partial_{xxx} \zeta_{\text{app}} + \partial_x \zeta_{\text{app}} \partial_{xxx} f,
\end{align*}

\begin{align*}
N_2(f, \zeta_{\text{app}}) &= f \partial_{xx} f + (\partial_x f)^2 + f \partial_{xx} \zeta_{\text{app}} + 2 \partial_x f \partial_x \zeta_{\text{app}} + \zeta_{\text{app}} \partial_{xx} f
\end{align*}

and

\begin{align*}
N(\zeta_{\text{MU}}, \tilde{\phi}_{\mu}) &= \partial_x \left( \int_0^1 (1 + \epsilon \zeta_{\text{MU}}^\mu) \partial_x \tilde{\phi}_{\mu} - \epsilon \partial_x \zeta_{\text{MU}}^\mu (z + 1) \partial_x \tilde{\phi}_{\mu} \right)
\end{align*}

In order to close energy estimates, we need to control the first two terms in the right-hand side of (6.3).

**Proposition 6.1.** Let $N_1(f, \zeta_{\text{app}})$ and $N_2(f, \zeta_{\text{app}})$ be as in (6.3). The following inequality holds true:

\begin{equation}
\frac{\mu}{10} |N_1(f, \zeta_{\text{app}})|_{0, \nu t} + \nu |N_2(f, \zeta_{\text{app}})|_{0, \nu t}
\leq 2 \nu \left( \frac{\mu}{10} + 1 \right) \left( |\zeta_{\text{app}}|_{0, \nu t} |f|_{4, \nu t} + (2 |\zeta_{\text{app}}|_{4, \nu t} + |\zeta_{\text{MU}}^\mu|_{4, \nu t}) |f|_{0, \nu t} \right).
\end{equation}

**Proof.** Using Proposition 3.1 and Proposition 3.3, we get

\begin{align*}
|N_1(f, \zeta_{\text{app}})|_{0, \nu t} &\leq (2 |f|_{0, \nu t} + |\zeta_{\text{app}}|_{0, \nu t}) |f|_{4, \nu t} + (2 |f|_{0, \nu t} |\zeta_{\text{app}}|_{4, \nu t}
\quad + |\zeta_{\text{app}}|_{1, \nu t} |f|_{3, \nu t} + |\zeta_{\text{app}}|_{3, \nu t} |f|_{1, \nu t})
\quad + |\zeta_{\text{app}}|_{1, \nu t} |f|_{3, \nu t} + |\zeta_{\text{app}}|_{3, \nu t} |f|_{1, \nu t}.
\end{align*}

\begin{align*}
|N_2(f, \zeta_{\text{app}})|_{0, \nu t} &\leq (2 |f|_{0, \nu t} + |\zeta_{\text{app}}|_{0, \nu t}) |f|_{2, \nu t} + (2 |f|_{0, \nu t} |\zeta_{\text{app}}|_{2, \nu t} + |\zeta_{\text{app}}|_{1, \nu t} |f|_{1, \nu t})
\quad + |\zeta_{\text{app}}|_{1, \nu t} |f|_{3, \nu t} + |\zeta_{\text{app}}|_{3, \nu t} |f|_{1, \nu t}.
\end{align*}

Using again Proposition 3.3 and Young’s inequality, we have that

\begin{equation}
|\zeta_{\text{app}}|_{1, \nu t} |f|_{3, \nu t} + |\zeta_{\text{app}}|_{3, \nu t} |f|_{1, \nu t} + 2 |\zeta_{\text{app}}|_{1, \nu t} |f|_{1, \nu t}
\leq 2 \left( |\zeta_{\text{app}}|_{4, \nu t} |f|_{0, \nu t} + |\zeta_{\text{app}}|_{0, \nu t} |f|_{4, \nu t} \right),
\end{equation}

which gives the following control on the first two terms of the right-hand side of (6.3):

\begin{align*}
\frac{\mu}{10} |N_1(f, \zeta_{\text{app}})|_{0, \nu t} + \nu |N_2(f, \zeta_{\text{app}})|_{0, \nu t}
\leq 2 \nu \left( \frac{\mu}{10} + 1 \right) \left( |\zeta_{\text{app}}|_{0, \nu t} |f|_{4, \nu t} + (2 |\zeta_{\text{app}}|_{4, \nu t} + |\zeta_{\text{MU}}^\mu|_{4, \nu t}) |f|_{0, \nu t} \right).
\end{align*}
where we have used the fact that $f = \zeta_{\mu}^{MU} - \zeta_{\text{ref}}^{app}$.

We focus now on the term $N(\zeta_{\mu}^{MU}, \tilde{\phi})$. Our goal is to show that its Wiener norm can be controlled by $\mu$ multiplied by a function uniformly bounded with respect to $\mu$ in $L^1([0,T])$. To do that, we first show a Poincaré-like inequality for functions in $A_\lambda^{s,1}$.

**Lemma 6.2.** Let $f \in A_\lambda^{s,1}$ for $s, \lambda \geq 0$. Then $\| f - f|_{s=1.0} \|_{A_\lambda^{s,0}} \leq \| \partial_z f \|_{A_\lambda^{s,0}}$.

**Proof.** For $f \in A_\lambda^{s,1}$ and $z \in [-1,0]$, we have

$$|\hat{f}(n, z) - \hat{f}(n, -1)| = \left| \int_{-1}^{z} \partial_r \hat{f}(n, r) dr \right| \leq \int_{-1}^{z} |\partial_r \hat{f}(n, r)| dr \leq \int_{-1}^{0} |\partial_z \hat{f}(n, z)| dz,$$

from which it follows that $\| f - f|_{s=1.0} \|_{A_\lambda^{s,0}} \leq \| \partial_z f \|_{A_\lambda^{s,0}}$. The same estimate holds replacing $f|_{s=1.0}$ with $f|_{s=0}$.

**Proposition 6.3.** Let $\mu < 1$ and $N(\zeta_{\mu}^{MU}, \tilde{\phi})$ be as in (6.3) with $\tilde{\phi}$ solution to (5.1) and $\zeta_{\mu}^{MU}$ solution to (6.9). Then, the following inequality holds:

$$\frac{1}{\varepsilon} |N(\zeta_{\mu}^{MU}, \tilde{\phi})|_{0, \nu, t} \leq \mu R^\mu,$$

for some time-dependent function $R^\mu$. Moreover, if the initial data $\zeta_{\mu, 0}^{MU}$ belongs to $A_0^3$ then $R^\mu$ is uniformly bounded in $L^1([0,T])$ with respect of $\mu$ for any $T > 0$.

**Proof.** From the definition of $N(\zeta_{\mu}^{MU}, \tilde{\phi})$ we have

$$|N(\zeta_{\mu}^{MU}, \tilde{\phi})|_{0, \nu, t} \leq \left| \partial_x \left( (1 + \varepsilon \zeta_{\mu}^{MU}) \int_{-1}^{0} \partial_x \tilde{\phi}^\mu dz \right) \right|_{0, \nu, t} + \left\| \varepsilon \partial_x \zeta_{\mu}^{MU} \int_{-1}^{0} (z + 1) \partial_x \tilde{\phi}^\mu dz \right\|_{1, \nu, t}.

Using Proposition 3.1, we estimate the first term in the right-hand side as

$$\left| \partial_x \left( (1 + \varepsilon \zeta_{\mu}^{MU}) \int_{-1}^{0} \partial_x \tilde{\phi}^\mu dz \right) \right|_{0, \nu, t} \leq (1 + \varepsilon |\zeta_{\mu}^{MU}|_{0, \nu, t}) \left( \left| \int_{-1}^{0} (\partial_x \tilde{\phi}^\mu - \partial_x \tilde{\phi}_{|z=0}^\mu) dz \right|_{1, \nu, t} + \left| \partial_x \tilde{\phi}_{|z=0}^\mu \right|_{1, \nu, t} \right) + \varepsilon |\zeta_{\mu}^{MU}|_{1, \nu, t} \left( \left| \int_{-1}^{0} (\partial_x \tilde{\phi}^\mu - \partial_x \tilde{\phi}_{|z=0}^\mu) dz \right|_{0, \nu, t} + \left| \partial_x \tilde{\phi}_{|z=0}^\mu \right|_{0, \nu, t} \right) \leq (1 + \varepsilon |\zeta_{\mu}^{MU}|_{0, \nu, t}) \left\| \partial_x \tilde{\phi}^\mu - \partial_x \tilde{\phi}_{|z=0}^\mu \right\|_{A^{1,0}_{\nu, t}} + \left| \partial_x \tilde{\phi}_{|z=0}^\mu \right|_{2, \nu, t} + \varepsilon |\zeta_{\mu}^{MU}|_{1, \nu, t} \left\| \partial_x \tilde{\phi}^\mu - \partial_x \tilde{\phi}_{|z=0}^\mu \right\|_{A^{1,0}_{\nu, t}} + \left| \partial_x \tilde{\phi}_{|z=0}^\mu \right|_{1, \nu, t}$$
and the second term as
\[
\varepsilon \partial_x \tilde{\phi}^\mu \left\| \int_{-1}^{0} (z + 1) \partial_z \tilde{\phi}^\mu \, dz \right\|_{1, \nu t}^1
\]
\[
\leq \varepsilon \| \phi^\mu \|_{1, \nu t} \left\| \int_{-1}^{0} (z + 1) \partial_z \tilde{\phi}^\mu \, dz \right\|_{1, \nu t} + \varepsilon \| \phi^\mu \|_{2, \nu t} \left\| \int_{-1}^{0} (z + 1) \partial_z \tilde{\phi}^\mu \, dz \right\|_{0, \nu t}
\]
\[
\leq \varepsilon \| \phi^\mu \|_{1, \nu t} \left\| \partial_z \tilde{\phi}^\mu \right\|_{A^{1,0}} + \varepsilon \| \phi^\mu \|_{2, \nu t} \left\| \tilde{\phi}^\mu \right\|_{A^{0,0}}.
\]

Lemma 6.2 permits to obtain a control of the \(x\)-derivative of the potential remainder with the dimensionless gradient \(\nabla^\mu \tilde{\phi}^\mu\) without the appearance of the singular term \((\sqrt{\mu})^{-1}\) but at the cost of increasing the regularity of the potential remainder in the \(x\)-direction. More precisely, for \(i = 0, 1\),
\[
\left\| \partial_x \tilde{\phi}^\mu - \partial_x \tilde{\phi}^\mu \right\|_{A^{1,0}} \leq \left\| \partial_x \partial_x \tilde{\phi}^\mu \right\|_{A^{1,0}} \leq \left\| \partial_x \tilde{\phi}^\mu \right\|_{A^{1,1,0}} \leq \left\| \nabla^\mu \tilde{\phi}^\mu \right\|_{A^{1,1,0}}.
\]

Then, from (6.7) we obtain
\[
|N(\phi^\mu, \mu)|_{0, \nu t} \leq (1 + \varepsilon \| \phi^\mu \|_{0, \nu t})(\| \nabla^\mu \tilde{\phi}^\mu \|_{A^{2,0}} + \| \tilde{\phi}^\mu \|_{1, \nu t} + \varepsilon \| \phi^\mu \|_{2, \nu t} \| \nabla^\mu \tilde{\phi}^\mu \|_{A^{0,0}}).
\]

From (4.5) we have \(\tilde{\phi}^\mu = \frac{\varepsilon}{\sqrt{\mu}} F \sqrt{\mu} (\partial_x \zeta) \partial_{x,x} \zeta\). Then, Proposition 3.1, Proposition 3.3 and Proposition 5.5 yield
\[
|N(\phi^\mu, \mu)|_{0, \nu t} \leq 8C \varepsilon (1 + \frac{1}{\sqrt{\mu}}) (1 + 5\varepsilon \| \phi^\mu \|_{0, \nu t} + 2\varepsilon^2 \| \phi^\mu \|_{0, \nu t} \| \phi^\mu \|_{6, \nu t})
\]
and, by defining
\[
R^\mu = 8C (1 + \frac{1}{\sqrt{\mu}}) (1 + 5\varepsilon \| \phi^\mu \|_{0, \nu t} + 2\varepsilon^2 \| \phi^\mu \|_{0, \nu t} \| \phi^\mu \|_{6, \nu t})
\]
the desired estimate (6.6) follows. Let us remark that Theorem 3 gives a minimal regularity result that stating the uniform boundedness of \(\phi^\mu \in L^\infty(0, T; A^{1,0}_\nu) \cap L^1(0, T; A^{0,0}_\nu)\) with respect to \(\mu\) for any \(T > 0\). More precisely, due to the smallness condition (6.1) and since \(\sqrt{\mu} < 1\) the following bounds hold for any \(t \in [0, T]\)
\[
|\phi^\mu(t)|_{1, \nu t} \leq |\phi^\mu|_{1, \nu t} < \min\{\frac{1}{C_{0,1}}, 1\}(1 - Bo),
\]
and
\[
\int_0^t |\phi^\mu(t')|_{1, \nu t'} \, dt' < 16 \min\{\frac{1}{C_{0,1}}, 1\} Bo.
\]

Analogously, the latter result can be stated with higher regularity. In particular, for initial data in \(A^3_0\) we obtain that \(\phi^\mu\) is uniformly bounded in \(L^\infty(0, T; A^{2,0}_\nu) \cap L^1(0, T; A^{0,0}_\nu)\) with respect to \(\mu\) for any \(T > 0\). Therefore, since \(A^3_0 \subset A^0_0\), \(R^\mu\) defined in (6.9) is uniformly bounded in \(L^1([0, T])\) with respect to \(\mu\) provided that the initial data belong to \(A^3_0\).

We are now able to state the following asymptotic stability theorem for the thin-film equation (4.10):
Theorem 4. Let $0 < Bo < 1$ and $\zeta_{in,\mu}$ be a zero-mean function in $A_0^3$ satisfying the smallness assumption (6.1). Let $\zeta_{\mu}^{MU}$ and $\zeta^{app}$ be the global weak solutions respectively to (2.7) and to (4.10) both with initial data $\zeta_{in,\mu}$. Then, for any $T > 0$ there exists $C > 0$ independent of $\mu$ such that for $\mu \in (0, 1)$

\[
\|\zeta_{\mu}^{MU} - \zeta^{app}\|_{L^\infty([0,T]; A_0^3)} + \frac{1}{64}(\frac{1}{Bo} - 1)\|\zeta_{\mu}^{MU} - \zeta^{app}\|_{L^1([0,T]; A_0^3)} \leq C\mu.
\]

Proof. Analogously to what done in Section 4 for (4.17), we implement an energy estimate for (6.3) and we get for $f = \zeta_{\mu}^{MU} - \zeta^{app}$ the following inequality:

\[
\frac{d}{dt}|f|_{0,\nu,t} + \frac{1}{32}(\frac{1}{Bo} - 1)|f|_{4,\nu,t} \leq 2\varepsilon(\frac{1}{Bo} + 1)\left( |\zeta^{app}|_{0,\nu,t}|f|_{4,\nu,t} + (2|\zeta^{app}|_{4,\nu,t} + |\zeta_{\mu}^{MU}|_{4,\nu,t})|f|_{0,\nu,t} \right) + \mu R^\mu
\]

and using the estimate (4.13) for $\zeta^{app}$ together with the smallness assumption (4.12) we get

\[
\frac{d}{dt}|f|_{0,\nu,t} + \frac{1}{64}(\frac{1}{Bo} - 1)|f|_{4,\nu,t} \leq 2\varepsilon(\frac{1}{Bo} + 1)\left( 2|\zeta^{app}|_{4,\nu,t} + |\zeta_{\mu}^{MU}|_{4,\nu,t} \right)|f|_{0,\nu,t} + \mu R^\mu
\]

From Theorem 1 and Theorem 3 we respectively know that $\zeta^{app}$ and $(\zeta_{\mu}^{MU})_{0 < \mu < 1}$ are uniformly bounded in $L^1([0, T]; A_0^3)$. From Proposition 6.3 we know that if $\zeta_{in,\mu} \in A_0^3$ then $(R^\mu)_{\mu}$ is uniformly bounded in $L^1([0, T])$. Therefore, using Gronwall’s inequality we obtain that for all $0 < \mu < 1$

\[
|f(t)|_{0,\nu,t} + \frac{1}{64}(\frac{1}{Bo} - 1)\int_0^t |f(t')|_{4,\nu,t'}dt' \leq \mu \left( \int_0^t R^\mu(t')dt' \right)^{2\varepsilon(\frac{1}{Bo} + 1)}|\zeta^{app}(t')|_{4,\nu,t'} + |\zeta_{\mu}^{MU}(t')|_{4,\nu,t'}dt' \leq C\mu
\]

for all $t \in [0, T]$ and some constant $C > 0$ independent of $\mu$. Notice that in the previous inequality we have used that $f(0) = 0$. The error estimate (6.10) easily follows after taking the supremum over $[0, T]$. \qed

Remark 6.4. Since $\|f\|_{L^\infty(T)} \leq |f|_{0,\nu,t}$, it follows from (6.10) that for all $T > 0$ and $\mu \in (0, 1)$ we have

\[
\|\zeta_{\mu}^{MU} - \zeta^{app}\|_{L^\infty([0,T] \times \mathbb{T})} \leq C\mu.
\]

6.2. Justification of the thin film approximation at order $O(\mu^{3/2})$. In this subsection, analogously to what done in the previous one, we justify in a rigorous way that the refined thin film equation (4.30) is an approximation at order $O(\mu^{3/2})$ of the one-phase unstable Muskat problem. More precisely, we show that the difference between the solution to (4.9) and the solution to (4.30) is of order $O(\mu^{3/2})$ in the
Wiener framework. Let us denote now by $\zeta_{\text{app}}$ the solution to (4.30) and by $f$ the difference $\zeta_{\text{app}} - \zeta_{\text{ref}}$. Then $f$ satisfies the following evolution equation:

$$
\partial_t f + \left(\frac{\sqrt{N}}{\sigma} + \frac{\nu}{2}\right) \partial_{xx} f + \partial_{xx} f
$$

(6.12)

$$
= -\frac{\varepsilon}{\sqrt{N}} N_1(f, \zeta_{\text{app}}) - \varepsilon N_2(f, \zeta_{\text{app}}) - \varepsilon \mu N_3(f, \zeta_{\text{app}}) - \frac{1}{\varepsilon} N(\zeta_{\text{app}}^{	ext{MU}^3}, \tilde{\zeta}_{\text{app}})
$$

with $N_1(\cdot, \cdot), N_2(\cdot, \cdot), N(\zeta_{\text{app}}^{	ext{MU}^3}, \cdot)$ as in (6.3) and

$$
N_3(f, \zeta_{\text{app}}) = \partial_{xx} f \partial_{xx} f + \zeta_{\text{app}} \partial_{xx} f + f \partial_{xx} \zeta_{\text{app}}
$$

$$
+ \varepsilon \left( f^2 \partial_{xx} f + (\zeta_{\text{app}})_{\partial_{xx} f} + 2f \partial_{xx} \partial_{xx} f + 2f \partial_{xx} f + f \partial_{xx} \zeta_{\text{app}} \right)
$$

$$
+ \sqrt{N} \left( f^3 \partial_{xx} f + f^2 \partial_{xx} \zeta_{\text{app}} + 3f^2 \partial_{xx} \zeta_{\text{app}} + 3f^2 \partial_{xx} \zeta_{\text{app}} \right)
$$

$$
+ 3f \partial_{xx} \zeta_{\text{app}} \partial_{xx} f + f \partial_{xx} \zeta_{\text{app}} \partial_{xx} f + \zeta_{\text{app}} \partial_{xx} \zeta_{\text{app}} \partial_{xx} f \right].
$$

The first two terms in the right hand side of (6.12) can be estimated in the same way as in (6.4). Therefore let us focus on $N_3(f, \zeta_{\text{app}})$ and $N(\zeta_{\text{app}}^{	ext{MU}^3}, \tilde{\zeta}_{\text{app}})$, whose estimates in the Wiener framework are given in the next two propositions.

**Proposition 6.5.** Let $N_3(f, \zeta_{\text{app}})$ be as in (6.12). The following estimate holds true:

$$
\varepsilon \mu |N_3(f, \zeta_{\text{app}})|_{0, \nu} \leq \mu F_1(\zeta_{\text{app}}, \zeta_{\text{app}}^{	ext{MU}}) |f|_{4, \nu} + \mu F_2(\zeta_{\text{app}}, \zeta_{\text{app}}^{	ext{MU}}) |\zeta_{\text{app}}|_{4, \nu} |f|_{0, \nu}
$$

with

$$
= C_1 \varepsilon (|\zeta_{\text{app}}|_{0, \nu} + |\zeta_{\text{app}}^{	ext{MU}}|_{0, \nu})
$$

$$
\times \left(1 + \varepsilon (|\zeta_{\text{app}}|_{0, \nu} + |\zeta_{\text{app}}^{	ext{MU}}|_{0, \nu})
$$

$$
+ \varepsilon^2 (|\zeta_{\text{app}}|_{0, \nu}^2 + |\zeta_{\text{app}}^{	ext{MU}}|_{0, \nu} + |\zeta_{\text{app}}^{	ext{MU}}|_{0, \nu}^2)
$$

$$
\right)
$$

and

$$
F_2(\zeta_{\text{app}}, \zeta_{\text{app}}^{	ext{MU}}) = C_2 \varepsilon \left(1 + \varepsilon (|\zeta_{\text{app}}|_{0, \nu} + |\zeta_{\text{app}}^{	ext{MU}}|_{0, \nu})
$$

$$
+ \varepsilon^2 (|\zeta_{\text{app}}|_{0, \nu}^2 + |\zeta_{\text{app}}^{	ext{MU}}|_{0, \nu} |\zeta_{\text{app}}^{	ext{MU}}|_{0, \nu} + |\zeta_{\text{app}}^{	ext{MU}}|_{0, \nu}^2)
$$

where $C_1$ and $C_2$ are two positive constants independent of $\mu$.

**Proof.** The proof follows exactly the same argument used in the proof of Proposition 6.1. For the sake of clarity, we only show here how to estimate some terms of $N_3(f, \zeta_{\text{app}})$ and the rest of the terms can be estimated in the same way. First, we consider the terms where $f$ interacts with itself. Using Proposition 3.1, Proposition 3.3 and the fact that $f = \zeta_{\text{app}} - \zeta_{\text{ref}}$ one obtains

$$
|\partial_{xx} f \partial_{xx} f|_{0, \nu} \leq |\partial_{xx} f|_{2, \nu} \leq K_2 |f|_{2, \nu}^2 + |f|_{0, \nu} |f|_{4, \nu}
$$

$$
\leq 2K_2 |f|_{0, \nu} |f|_{4, \nu} \leq 2K_2 (|\zeta_{\text{app}}|_{0, \nu} + |\zeta_{\text{app}}^{	ext{MU}}|_{0, \nu} |f|_{4, \nu}.
$$


Moreover, using also Proposition 3.2 we have
\[
|\partial_{xx}(f^2\partial_{xx}f)|_{0,\nu t} \leq |f^2\partial_{xx}f|_{2,\nu t} \leq K_2 (|f|_{0,\nu t}^2 |f|_{4,\nu t} + |f^2|_{2,\nu t} |f|_{2,\nu t})
\]
\[
\leq K_2 (|f|_{0,\nu t}^2 |f|_{4,\nu t} + K_{2,2} |f|_{0,\nu t} |f|_{2,\nu t}^2) \leq K_2 (1 + K_{2,2}) |f|_{0,\nu t}^2 |f|_{4,\nu t}
\]
\[
\leq K_2 (1 + K_{2,2}) \left( |\zeta_{\text{ref}}|_{0,\nu t} + |\zeta\text{MU}|_{0,\nu t} \right)^2 |f|_{4,\nu t}
\]
and
\[
|\partial_{xx}(f^3\partial_{xx}f)|_{0,\nu t} \leq |f^3\partial_{xx}f|_{2,\nu t} \leq K_2 (|f|_{0,\nu t}^3 |f|_{4,\nu t} + |f^3|_{2,\nu t} |f|_{2,\nu t})
\]
\[
\leq K_2 (|f|_{0,\nu t}^3 |f|_{4,\nu t} + K_{2,3} |f|_{0,\nu t}^2 |f|_{2,\nu t}) \leq K_2 (1 + K_{2,3}) |f|_{0,\nu t}^3 |f|_{4,\nu t}
\]
\[
\leq K_2 (1 + K_{2,3}) \left( |\zeta_{\text{ref}}|_{0,\nu t} + |\zeta\text{MU}|_{0,\nu t} \right)^3 |f|_{4,\nu t}
\]
Secondly, we consider two mixed terms. We have
\[
|\partial_{xx}(\zeta_{\text{ref}} \partial_{xx} f + f \partial_{xx} \zeta_{\text{ref}})|_{0,\nu t} \leq |\zeta_{\text{ref}} \partial_{xx} f|_{2,\nu t} + |f \partial_{xx} \zeta_{\text{ref}}|_{2,\nu t}
\]
\[
\leq K_2 \left( |\zeta_{\text{ref}}|_{0,\nu t} |f|_{4,\nu t} + |\zeta_{\text{ref}}|_{4,\nu t} |f|_{0,\nu t} + 2 |\zeta_{\text{ref}}|_{2,\nu t} |f|_{2,\nu t} \right) \leq 2K_2 \left( |\zeta_{\text{ref}}|_{0,\nu t} |f|_{4,\nu t} + |\zeta_{\text{ref}}|_{4,\nu t} |f|_{0,\nu t} \right)
\]
where we have applied Young’s inequality to obtain
\[
|\zeta_{\text{ref}}|_{2,\nu t} |f|_{2,\nu t} \leq |\zeta_{\text{ref}}|_{0,\nu t}^{1/2} |\zeta_{\text{ref}}|_{4,\nu t}^{1/2} |f|_{0,\nu t}^{1/2} |f|_{4,\nu t}^{1/2}
\]
\[
\leq \frac{1}{2} |\zeta_{\text{ref}}|_{4,\nu t} |f|_{0,\nu t} + \frac{1}{2} |\zeta_{\text{ref}}|_{0,\nu t} |f|_{4,\nu t}.
\]
Using the same inequality we are able to estimate all the mixed terms. For instance, we get
\[
|\partial_{xx}(\zeta_{\text{ref}}^2 \partial_{xx} f + f^2 \partial_{xx} \zeta_{\text{ref}})|_{0,\nu t} \leq |\zeta_{\text{ref}}^2 \partial_{xx} f|_{2,\nu t} + |f^2 \partial_{xx} \zeta_{\text{ref}}|_{2,\nu t}
\]
\[
\leq K_2 \left( |\zeta_{\text{ref}}|_{0,\nu t}^2 |f|_{4,\nu t} + |\zeta_{\text{ref}}|_{4,\nu t} |f|_{0,\nu t} + K_{2,2} |\zeta_{\text{ref}}|_{2,\nu t} |f|_{2,\nu t} \right) \leq K_2 (1 + K_{2,2}) |\zeta_{\text{ref}}|_{0,\nu t}^2 |f|_{4,\nu t}
\]
\[
\leq K_2 (1 + K_{2,2}) \left( |\zeta_{\text{ref}}|_{0,\nu t} + |\zeta\text{MU}|_{0,\nu t} \right)^2 |f|_{4,\nu t}
\]
\[
\leq K_2 (1 + K_{2,2}) \left( |\zeta_{\text{ref}}|_{0,\nu t} + K_{2,2} |\zeta_{\text{ref}}|_{0,\nu t} |\zeta\text{MU}|_{0,\nu t} \right) |f|_{4,\nu t}
\]
\[
\leq K_2 (1 + K_{2,2}) \left( |\zeta_{\text{ref}}|_{0,\nu t} + K_{2,2} |\zeta_{\text{ref}}|_{0,\nu t} |\zeta\text{MU}|_{0,\nu t} \right) |f|_{4,\nu t}
\]
Therefore, gathering together the estimates for all the terms of $N_3(f, \zeta_{\text{ref}})$ and computing the explicit constants $K_2, K_{2,2}$ and $K_{2,3}$, the estimate (6.13) follows. □
Proposition 6.6. Let $\mu < 1$ and $N(\zeta_{\ref{eq:6.1}}^\mu, \phi_{\ref{eq:6.1}}^\mu)$ be as in (6.12) with $\tilde{\phi}_{\ref{eq:6.1}}^\mu$ solution to (4.28) and $\zeta_{\ref{eq:6.1}}^\mu$ solution to (4.9). Then, the following inequality holds:

\begin{equation}
\frac{1}{\varepsilon}|N(\zeta_{\ref{eq:6.1}}^\mu, \phi_{\ref{eq:6.1}}^\mu)|_{0,\nu t} \leq \mu^{3/2} R_{\ref{eq:6.1}}^\mu,
\end{equation}

for some time-dependent function $R_{\ref{eq:6.1}}^\mu$. Moreover, if the initial data $\zeta_{\ref{eq:6.1}}^\mu$ belongs to $\mathcal{A}^3_0$ then $R_{\ref{eq:6.1}}^\mu$ is uniformly bounded in $L^1([0,T])$ with respect of $\mu$ for any $T > 0$.

Proof. The proof is essentially the same as the proof of Proposition 6.3. We have

\begin{equation}
|N(\zeta_{\ref{eq:6.1}}^\mu, \phi_{\ref{eq:6.1}}^\mu)|_{0,\nu t} \leq (1 + \varepsilon|\zeta_{\ref{eq:6.1}}^\mu|_{0,\nu t})(\|
abla^\mu \phi_{\ref{eq:6.1}}^\mu\|_{A^2_{\nu t}} + \|\phi_{\ref{eq:6.1}}^\mu|_{\nu t = 0,\nu t})
\end{equation}

\begin{equation}
+ \varepsilon|\zeta_{\ref{eq:6.1}}^\mu|_{1,\nu t}^2(\|
abla^\mu \phi_{\ref{eq:6.1}}^\mu\|_{A^1_{\nu t}} + \|\phi_{\ref{eq:6.1}}^\mu|_{\nu t = 0,\nu t}) + \varepsilon|\zeta_{\ref{eq:6.1}}^\mu|_{2,\nu t}\|
abla^\mu \phi_{\ref{eq:6.1}}^\mu\|_{A^{2,0}_{\nu t}}
\end{equation}

with $\tilde{\phi}_{\ref{eq:6.1}}^\mu$ solution to (4.28). Using Proposition 3.1, Proposition 3.3 and Proposition 5.6, there exist $K > 0$ independent of $\mu$ and a degree-two polynomial $P(\cdot)$ such that

\begin{equation}
|N(\zeta_{\ref{eq:6.1}}^\mu, \phi_{\ref{eq:6.1}}^\mu)|_{0,\nu t} \leq K\varepsilon^{3/2} (1 + \frac{1}{\mu^2}) (1 + P(\varepsilon|\zeta_{\ref{eq:6.1}}^\mu|_{0,\nu t})) |\zeta_{\ref{eq:6.1}}^\mu|_{6,\nu t},
\end{equation}

and, by defining

\begin{equation}
R_{\ref{eq:6.1}}^\mu = K (1 + \frac{1}{\mu^2}) (1 + P(\varepsilon|\zeta_{\ref{eq:6.1}}^\mu|_{0,\nu t})) |\zeta_{\ref{eq:6.1}}^\mu|_{6,\nu t},
\end{equation}

the desired estimate (6.14) follows. From the higher regularity version of Theorem 3, $R_{\ref{eq:6.1}}^\mu$ is uniformly bounded in $L^1([0,T])$ with respect to $\mu$ for any $T > 0$ provided the initial data are in $\mathcal{A}^3_0$.

We are now able to state the following asymptotic stability theorem for the refined thin-film equation (4.30):

Theorem 5. Let $\alpha > 0$ small enough and $\zeta_{\ref{eq:6.1}}^\mu$ be a zero-mean function in $\mathcal{A}^3_0$ satisfying the smallness assumption (6.1). Let $\zeta_{\ref{eq:6.1}}^\mu$ and $\zeta_{\ref{eq:6.1}}^\mu$ be the global weak solutions respectively to (2.7) and to (4.30) both with initial data $\zeta_{\ref{eq:6.1}}^\mu$. Then, for any $T > 0$ there exist some constant $C > 0$ independent of $\mu$ and $\mu_0 \in (0,1)$ such that for $\mu \in [\mu_0,1)$

\begin{equation}
|\zeta_{\ref{eq:6.1}}^\mu - \zeta_{\ref{eq:6.1}}^\mu|_{L^\infty([0,T]; \mathcal{A}^0_{\nu t})} + \frac{1}{\mu^2}(\frac{\sqrt{1 - \mu}}{\alpha} + \frac{\mu}{\alpha} - 1)\|\zeta_{\ref{eq:6.1}}^\mu - \zeta_{\ref{eq:6.1}}^\mu\|_{L^1([0,T]; \mathcal{A}^3_{\nu t})} \leq C\mu^{3/2}.
\end{equation}

Remark 6.7. Here we consider the adapted version of the smallness condition (6.1) and of the entire Theorem 3 according to the new regime considered, where $\frac{1}{\mu_0} = \sqrt{\alpha}$.

Proof. Analogously to the proof of Theorem 4, we implement an energy estimate for (6.12) and we get for $f = \zeta_{\ref{eq:6.1}}^\mu - \zeta_{\ref{eq:6.1}}^\mu$ the following inequality:

\begin{equation}
\frac{d}{dt}|f|_{0,\nu t} + \frac{1}{\alpha^2}(\frac{\sqrt{1 - \mu}}{\alpha} + \frac{\mu}{\alpha} - 1)|f|_{4,\nu t} \leq \frac{\sqrt{1 - \mu}}{\alpha} N(f, \zeta_{\ref{eq:6.1}}^\mu)|_{0,\nu t} + \varepsilon|N(\zeta_{\ref{eq:6.1}}^\mu, \phi_{\ref{eq:6.1}}^\mu)|_{0,\nu t} + \varepsilon N(\zeta_{\ref{eq:6.1}}^\mu, \phi_{\ref{eq:6.1}}^\mu)|_{0,\nu t}.
\end{equation}
From (6.4), (6.13) and (6.14), it yields

\[
\frac{d}{dt}|f|_{0,v,t} + \frac{1}{64}\left(\frac{\sqrt{\mu}}{bo} + \frac{\mu}{3} - 1\right)|f|_{4,v,t} \leq R_1(\zeta_{ref}^{app}, \zeta_{\mu}^{MU})|f|_{0,v,t} + R_2(\zeta_{ref}^{app}, \zeta_{\mu}^{MU})|f|_{0,v,t},
\]

(6.17)

with

\[
R_1(\zeta_{ref}^{app}, \zeta_{\mu}^{MU}) = 2\varepsilon\left(\frac{\sqrt{\mu}}{bo} + 1\right)|\zeta_{ref}^{app}|_{0,v,t} + \mu F_1(\zeta_{ref}^{app}, \zeta_{\mu}^{MU})
\]

and

\[
R_2(\zeta_{ref}^{app}, \zeta_{\mu}^{MU}) = \left(4\varepsilon\left(\frac{\sqrt{\mu}}{bo} + 1\right) + \mu F_2(\zeta_{ref}^{app}, \zeta_{\mu}^{MU})\right)|\zeta_{app}^{R_{\mu,v,t}}|_{4,v,t}
\]

\[+ 2\varepsilon\left(\frac{\sqrt{\mu}}{bo} + 1\right)|\zeta_{\mu}^{MU}|_{4,v,t}.
\]

One can observe that the required smallness assumption (6.1) for the initial data implies the smallness assumption (4.32). Therefore we can use both estimates (4.33) for \(\zeta_{ref}^{app}\) and (6.2) for \(\zeta_{\mu}^{MU}\), the fact that \(\mu < 1\) and \(bo < 1\) in order to obtain that

\[
R_1(\zeta_{ref}^{app}, \zeta_{\mu}^{MU}) \leq \frac{1}{64}\left(\frac{\sqrt{\mu}}{bo} + \frac{\mu}{3} - 1\right),
\]

which gives

\[
\frac{d}{dt}|f|_{0,v,t} + \frac{1}{64}\left(\frac{\sqrt{\mu}}{bo} + \frac{\mu}{3} - 1\right)|f|_{4,v,t} \leq R_2(\zeta_{ref}^{app}, \zeta_{\mu}^{MU})|f|_{0,v,t} + \mu^{3/2}R_{\mu,v,t}^\mu
\]

From Theorem 1 and Theorem 3 we know that both \(\zeta_{ref}^{app}\) and \(\zeta_{\mu}^{MU}\) are uniformly bounded in \(L^\infty([0,T]; A^0_{\mu,t}) \cap L^1([0,T]; A^4_{\mu,t})\), which implies that \(R_2(\zeta_{ref}^{app}, \zeta_{\mu}^{MU})\) is uniformly bounded in \(L^1([0,T]; A^4_{\mu,t})\). Moreover, from Proposition 6.6 we know that if \(\zeta_{in,\mu} \in A^3_{\mu}\) then \(R_{\mu,v,t}^\mu\) is uniformly bounded in \(L^1((0,T])\). We look for a convergence result for small values of the parameter \(\mu\) but at the same time we need to guarantee that the condition \(\frac{\sqrt{\mu}}{bo} + \frac{\mu}{3} - 1 > 0\) holds true. This implies that the values of \(\mu\) cannot be taken arbitrarily small. Indeed, denoting \(y = \sqrt{\mu} > 0\), the previous condition reads

\[
y^2 + \frac{2}{bo}y - 3 > 0,
\]

whose solution is the interval \((y^*, +\infty)\) for some \(y^* \in (0, 1)\) if \(bo\) is small enough. Let us hence define \(\mu_0 := (y^* + \varepsilon)^2\) for \(\varepsilon > 0\) arbitrarily small. Therefore, using Gronwall’s inequality we obtain for \(\mu \in [\mu_0, 1)\)

\[
|f(t)|_{0,v,t} + \frac{1}{64}\left(\frac{\sqrt{\mu}}{bo} + \frac{\mu}{3} - 1\right)\int_0^t|f(t')|_{4,v,t'}dt' \leq \mu^{3/2}\left(\int_0^t R_{\mu,v,t}^\mu(t')dt'\right)\epsilon^{3/2}R_2(\zeta_{ref}^{app}, \zeta_{\mu}^{MU})(t')dt' \leq C\mu^{3/2}
\]

for all \(t \in [0,T]\) and some constant \(C > 0\) independent of \(\mu\). Notice that in the previous inequality we have used that \(f(0) = 0\). The error estimate (6.16) easily follows after taking the supremum over \([0,T]\). □
Remark 6.8. Since \( \|f\|_{L^\infty(T)} \leq |f|_{0,\nu}, \) it follows from (6.10) that for all \( T > 0 \) and \( \mu \in [\mu_0, 1) \) we have
\[
\|\zeta^{MU} - \zeta^{\text{app ref.}}\|_{L^\infty([0, T] \times \mathbb{T})} \leq C\mu^{3/2}.
\]

6.2.1. **The stable case.** As we have previously seen, the rigorous justification of the thin film approximation at order \( O(\mu^{3/2}) \) in the unstable case is possible for small values of \( \mu \) that are bounded from below and cannot be taken arbitrarily small as one would expect. This impossibility is due to the unstable configuration we are considering. More precisely, it is due to the sign of the gravity term in (4.30) that is responsible for the appearance of \(-1\) in the coefficient of the fourth-order norm in the left hand side of (4.36). Then, we ask for the coefficient to be strictly positive in order to use the parabolic structure of the equation. This condition forces to impose a lower bound on the parameter \( \mu \). We now consider the refined thin film approximation in the stable configuration where the sign of the gravity terms in (4.30) changes, namely
\[
\partial_t \zeta + \partial_x \left( (1 + \epsilon \zeta)(-\partial_x \zeta + \frac{\sqrt{\mu}}{bo} \partial_{xxx} \zeta) \right) - \frac{\mu}{3} \partial_{xx} \left( (1 + \epsilon \zeta)^3 \partial_{xx} \zeta \right) = 0.
\]

Analogously to the proof of Theorem 2, we can write (6.18) in Fourier as
\[
\partial_t \hat{\zeta} + \left( \frac{\sqrt{\mu}}{bo} - \frac{\mu}{4} \right) |n|^4 \hat{\zeta} + |n|^2 \hat{\zeta} = NL_2(\zeta) + NL_3(\zeta) + NL_4(\zeta)
\]
for slightly different nonlinear terms \( NL_2(\zeta), NL_3(\zeta), NL_4(\zeta) \) and it yields
\[
\partial_t |\hat{\zeta}| + \left( \frac{\sqrt{\mu}}{bo} - \frac{\mu}{4} \right) |n|^4 |\hat{\zeta}| + |n|^2 |\hat{\zeta}| \leq |NL_2(\zeta)| + |NL_3(\zeta)| + |NL_4(\zeta)|.
\]

Taking advantage of the positive sign of the gravity term \( |n|^2 |\hat{\zeta}| \) and choosing
\[
\nu \in \left[ 0, \frac{1}{2} \left( \frac{\sqrt{\mu}}{bo} - \frac{\mu}{4} \right) \right]
\]
we get
\[
\frac{d}{dt} |\zeta|_{0,\nu} + \frac{1}{32} \left( \frac{\sqrt{\mu}}{bo} - \frac{\mu}{4} \right) |\zeta|_{4,\nu} \leq |NL_2(\zeta)|_{0,\nu} + |NL_3(\zeta)|_{0,\nu} + |NL_4(\zeta)|_{0,\nu}.
\]

Then, by using the same argument of the proof of Theorem 5, we get the following existence result:

**Theorem 6.** Let \( bo > 0, 0 < \mu < 1 \) such that \( \frac{\sqrt{\mu}}{bo} - \frac{\mu}{4} > 0 \) and \( \zeta_0 \in \mathcal{A}_0^0(T) \) be a zero-mean function such that
\[
(6.19) \quad |\zeta_0|_{0,0} < \frac{\sqrt{\mu}}{128 \epsilon \left( \frac{\sqrt{\mu}}{bo} + \frac{\mu}{4} \right)^{\mu + 1}}.
\]

Then there exists a global weak solution to (6.18) in the sense of Definition 4.4 with initial data \( \zeta_0 \) which becomes instantaneously analytic in a growing strip in the complex plane. In particular, for
\[
\nu \in \left[ 0, \frac{1}{2} \left( \frac{\sqrt{\mu}}{bo} - \frac{\mu}{4} \right) \right],
\]
we have
\[ \zeta \in L^\infty([0,T]; A^0) \cap L^1([0,T]; A^4) \]
for all \( T > 0 \) and the solution \( \zeta \) satisfies for any \( t \in [0,T] \) the energy inequality
\[
|\zeta(t)|_{0,\nu t} + \frac{1}{64} \left( \frac{\sqrt{\mu} - \mu}{\mu} \right) \int_0^t |\zeta(t')|_{4,\nu t'} dt' \leq |\zeta_0|_{0,0}
\]
together with the decay
\[
|\zeta(t)|_{0,\nu t} \leq |\zeta_0|_{0,0} e^{-\frac{t}{64} \left( \frac{\sqrt{\mu}}{\mu} - \frac{\mu}{3} \right)}.
\]

Finally, we obtain a rigorous justification of the refined thin film approximation in the stable case without any lower bound for \( \mu \):

**Theorem 7.** Let \( \beta_0 > 0 \) and \( \zeta_{in,\mu} \) be a zero-mean function in \( A^3 \) satisfying the smallness assumption (6.1). Let \( \zeta^\mu_{\text{MU}} \) and \( \zeta^\mu_{\text{app}} \) be the global weak solutions respectively to (2.7) and to (6.18) both with initial data \( \zeta_{in,\mu} \). Then, for any \( T > 0 \) there exist \( C > 0 \) independent of \( \mu \) and \( \mu_1 \in (0,1) \) such that for \( \mu \in (0,\mu_1) \)
\[
\| \zeta^\mu_{\text{MU}} - \zeta^\mu_{\text{app}} \|_{L^\infty([0,T]; A^0)} + \frac{1}{64} \left( \frac{\sqrt{\mu}}{\beta_0} - \frac{\mu}{3} \right) \| \zeta^\mu_{\text{MU}} - \zeta^\mu_{\text{app}} \|_{L^1([0,T]; A^4)} \leq C \mu^{3/2}.
\]
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