Experience in CMS with the common analysis framework project
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Abstract. ATLAS, CERN-IT, and CMS embarked on a project to develop a common system for analysis workflow management, resource provisioning and job scheduling. This distributed computing infrastructure was based on elements of PanDA and prior CMS workflow tools. After an extensive feasibility study and development of a proof-of-concept prototype, the project now has a basic infrastructure that supports the analysis use cases of both experiments via common services. In this paper we will discuss the state of the current solution and give an overview of all the components of the system.

1. Introduction

ATLAS (A Toroidal LHC Apparatus) and CMS (Compact Muon Solenoid) are the two largest LHC multi-purpose detector experiments at CERN. To meet their computing needs, they make use of the resources and the infrastructure provided by the Worldwide LHC Computing Grid (WLCG) [1]. Traditionally, the physics and middleware software needed for data analysis have been developed separately. However, since the available development effort is steadily decreasing, sustainability is becoming a concern. A two-year shutdown of the LHC represents an opportunity to rethink about some aspects of the computing model. Common solutions have proved to be a successful way to optimize the development effort, and reduce the support cost of a tool. Several “multi-experiment” tools have been proposed and are widely used by the LHC community[2].

Even though experiments have similar analysis workflows, common solutions among high level submission tools have never been developed; each experiment has its own workflow manager. ATLAS uses a number of clients that connect to PanDA (ATLAS Production and Distributed
Analysis \[3\]), while CMS uses CRAB (CMS Remote Analysis Builder \[4\]) in conjunction with GlideInWMS \[5\]. In March 2012, ATLAS, CMS, and the experiment support group at CERN started a feasibility study to explore the development of a common analysis framework, based on PanDA, to submit jobs to the WLCG computing resources.

The results of the feasibility study showed there are many similarities between the workflow of the two experiments. The separate solutions both rely on: an experiment-specific frontend (for perform task management), data discovery, job splitting and submission. Further, there is a job manager that handles individual jobs, their scheduling, killing and resubmission. The common proposal targeted the latter, as it has more commonalities and less interactions with experiment-specific services. The work on this project culminated in the realization of a proof-of-concept prototype in December 2012, which evolved into a more consolidated version installed on a CMS testbed. The testbed has been open to volunteers for testing.

In this paper we will discuss both the experiment specific components, which have been partly taken from CRAB3 [6] (Section 2.1), and the common components which come from the PanDA environment (Section 2.2). Section 3 is about the testbed deployed by CMS in order to test the whole system. Finally, the CMS experiences gained during this project are presented in Section 4.

2. Overall Architecture

The overall architecture of the system is shown in Figure 2. There are experiment-specific components and other shared components. The experiment-specific components deal with user data analysis request. In such a request, a user specifies some input parameters (for example, dataset to be analyzed, how to split the dataset), and the code he or she wants to run. For each request a task is created in a central database. Each task is then broken down into multiple parts, (jobs), for independent execution. Jobs belonging to the same task execute the same user code but on different portions of the input dataset. The experiment-specific components do not store information about single jobs, but once job specifications have been created, they are sent to one of the shared components which stores them in another database. The shared components are a common job manager between both ATLAS and CMS.

![Figure 1. The overall architecture of the system](image-url)
There are three major experiment-specific: a lightweight client (in this implementation, a python-based command line interface) for user interaction, a REpresentational State Transfer interface (REST) which validates and inserts the client task request into an Oracle database, and a task worker which takes the requests from the REST, generates the job specifications and submits them to the job manager.

The primary common components are: the PanDA server, which gets the job specifications from the task worker and puts them into an Oracle DB, and the auto pilot factory (APF), which sends jobs to the WLCG according to the queue information in the PanDA server. For optimization reasons, single jobs are not sent to the distributed infrastructure, but instead pilot jobs are sent. A pilot job keeps running on a worker node, and executes several payload jobs. In each “loop, a pilot downloads the user code associated to a job, executes the code, and then updates the PanDA server with the resulting job state. It then starts a new loop, asking the PanDA server for another job.

Finally, a data management component (asyncstageout) moves the output files from the local storage to the remote one.

In the following two subsections, we will discuss the components specific to CMS experiment, then the common components, and the integration effort required by CMS to bring them into the existing computing environment.

2.1. CMS experiment specific components
The software specific to the CMS experiment for task management is based on a client-server model. This model simplifies the user interaction by handling most of the logic on server side and by automating operations that do not need direct user interaction. Another advantage of the client-server model is optimized resource usage; in particular, interacting with the Grid middleware from only a few central points. For example, we can improve the scalability of the whole system by significantly reducing the number of requests to external services via properly use of HTTP protocol headers and caching mechanisms.

Figure 2 presents a detailed view of the interactions between the experiment specific components in the system.

**Figure 2.** The architecture of the CMS components

**REST:** The REST interface exposes three resources through HTTP. The first resource (workflow) is used by the client to manipulate the task; the second resource (filemetadata)
is used by the PanDA server to insert job metadata when a job finishes; and the third resource (workflowdb) is used by the TaskWorker component to update the status of the manipulated tasks. There are many advantages in using REST-ful approaches. This provides is a clear separation between the data and the interface: currently we are using an Oracle database to store the tasks, but we could change databases without modifying the client. From a security point-of-view, user authentication is handled with the HTTPS protocol using X509 certificates; no custom authentication layer is needed. Furthermore, REST, as a popular design paradigm, is well-integrated with many scripting languages.

This component has been designed to support multiple job managers; while PandDA is currently the only one supported, another system (such as HTCondor) could be added in the future.

**CRABClient**: The main commands of the CRABClient are `submit`, `resubmit`, `status`, `getoutput`, `getlog`, and `report`. The `submit` command loads the user configuration and submits it to the REST interface (a HTTPS PUT request with JSON serialization). The other commands are similar in the sense that all the commands trigger actions by updating the database via REST. The client is a lightweight python package with minimal external dependencies (just `pycurl` and `python2.6` are needed), which allows for simple client (re-)deployment. A modular and pluggable architecture has been designed: adding new commands to the client or a new type of job is a matter of implementing a new subclass.

**TaskWorker**: The TaskWorker component is responsible for fetching work from the REST interface and implementing `submission`, `kill`, and `resubmit` commands to the PanDA server. Many instances of the TaskWorker can run in parallel on different machines, and each one can run multiple processes (Figure 3). Each process is responsible for executing one unit of work on a task. Figure 4 shows the actions associated with `submission`.

After executing the work unit, a call to the REST interface is made to update the task status. Like the REST interface, the TaskWorker component has also been designed to support multiple job managers.

2.2. Shared components

All the components described so far handle users tasks. After a set of job specifications are generated from a task, they are stored into the PanDA system. The Production and Distributed Analysis (PanDA) system has been developed to meet ATLAS production and analysis requirements for a data-driven workload management system capable of operating at LHC data processing scale. Its main components are shown in Figure 5.

**PanDA server**: The PanDA server is the main component of the system and manages all
Figure 5. The architecture of the shared components

job information centrally in an Oracle database. Its main activities are: managing queues of jobs, and to handle job priority / scheduling.

The CMS and ATLAS installations share the same PanDA server code (albeit with a different configuration) and the database schema. The deployment of the PanDA server required some effort and development effort to remove ATLAS-specific elements from the default installation scripts and configuration files.

Experiment-specific data management components have been used: CMS developed a custom version of the AdderComponent, a component which executes a callback when a job finishes. The CMS plugin informs the CMS-specific AsyncStageout component that a job is ready to start transferring output.

Auto Pilot Factory: The auto pilot factory component [9] queries all the queues of jobs in the PanDA server, and, based on the queue backlog, it keeps an appropriate number of pilot jobs running on the respective grid sites. An increased number of payload jobs queued for a site in PanDA will cause the APF component to send additional pilots jobs to the site.

The APF component has no CMS-specific aspects and, from the CMS integration perspective, it proved to be easy to manage and deploy. Only one new feature was required - CMS needed pilots to be submitted from a pool of user certificates.

Pilot framework: The pilots running on the worker nodes queries the PanDA server for new payload jobs. If a payload job is returned, the pilot will download and execute the user code. Updates about the job status are sent to the PanDA server, which holds all the information about the jobs, and uses the updates to populate the PanDA monitor system.

The pilot framework has undergone some modifications to allow the execution of experiment-specific code. The code has been reorganized to result in a more pluggable architecture, and two CMS plugins have been developed to allow the execution of CMS workflows: the stageout plugin, and the transformation plugin (which is responsible for handling the user’s code execution). More information about the PanDA pilots can be found in [10].

3. The CMS testbed
A CMS testbed to verify functionality has been deployed. The testbed showed that the CMS and ATLAS experiments can use the same submission infrastructure, and it showed that it is possible for the two experiments to share expertise and development effort in the future.
The configuration of the computing sites in the pilot factory has been automatically generated from the ATLAS Grid Information System (AGIS [11]). AGIS has been populated by hand; the necessary information have been taken from SiteDB [12] and from the GlideInWMS configuration. This is viewed as a temporary solution as site administrators in CMS do not use AGIS; a production environment will need a different workflow. There are 47 CMS sites in the testbed.

The PanDA server has been installed following the instructions provided by ATLAS developers. PanDA monitor instances have been deployed [1]. The PanDA monitor provides an easily-accessible interface for resources, jobs status, and accessing the outputs. Further, the monitor provides system administrators with a reasonable interface to investigate job issues at each site.

4. Conclusions

Driven by the need of a more sustainable computing model, CMS, ATLAS, and CERN-IT built and evaluated a common solution for the analysis use case based on PanDA. After doing a feasibility study, and after building a proof-of-concept prototype, CMS deployed a feature-complete testbed in August 2013. This testbed showed that a common solution, with ATLAS and CMS share the same job submission engine, is a viable solution.

The use of PanDA in a production environment still requires some joint future work. For example, the installation process should use a package managing system, like the Red Hat package manager (RPM). The database schema naming convention should be reviewed to generalize ATLAS-specific elements. Scheduling policies improvements are needed as currently there is no clear separation between the scheduling algorithm configuration and implementation in the source code; scheduling policies cannot be given as external configuration files. Finally, the integration of gExec to facilitate site-level user payload traceability is ongoing; this will improve the current situation where the user’s payload is executed with the pilot credentials. Right now, the only way to identify a payload jobs owner is to analyze the pilot logs.

Future work on the CMS testbed includes the demonstrating the viability of having multiple workflow systems; this could be done by integrating the testbed task manager components with the current CMS production workflow system. A stress-test demonstrating system scalability is needed before a production release. The adoption of an automated stress testing system like Hammercloud [13] is also under consideration.
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