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1. Introduction

The concept of quantum computation dates back to Feynman, who pointed out in 1982 that a suitable quantum machine should be able to outperform its classical counterparts in simulating quantum systems. Although it is still an ongoing research to explore the power of quantum computers, quantum algorithms are known to be with unparalleled superiority over the classical ones in several computational tasks, among which Shor’s algorithms for integer factorization and discrete logarithm problem achieve an exponential acceleration over all existing classical ones. Shor’s algorithms thus make those currently widely used classical factorization and discrete logarithm methods achieve an exponential acceleration over all existing classical ones. Nevertheless, the pursuit of an efficient classical algorithm for generating random primitive polynomials over finite fields remains an ongoing challenge. In this work, it shows how this problem can be solved efficiently with the help of quantum computers. Moreover, the designs of specific quantum circuits to implement them are also presented. The research paves the way for the rapid and real-time generation of random primitive polynomials in diverse quantum communication and computation applications.

Irreducible polynomials over finite fields are crucial resources with broad applications across various domains in computer science, including classical pseudo-random number generation, coding theory, and post-quantum cryptography. Nevertheless, the pursuit of an efficient classical algorithm for generating random primitive polynomials over finite fields remains an ongoing challenge. In this work, it shows how this problem can be solved efficiently with the help of quantum computers. Moreover, the designs of specific quantum circuits to implement them are also presented. The research paves the way for the rapid and real-time generation of random primitive polynomials in diverse quantum communication and computation applications.
with \( q^n - 1 \) elements. Leveraging the specific properties of a cyclic group and the fact that, unlike factoring, the primitivity test is essentially a binary decision problem, considerable simplification can be achieved. Moreover, it is also of great practical significance to explore novel algorithms that, compared to order-finding, exhibit higher noise robustness while maintaining relatively low overall complexity.

This article is structured as follows. In Section 2, we provide background knowledge about primitive polynomials over finite fields and the criterion for testing primitivity. In Section 3.1, we introduce a simplified order-finding algorithm to test the primitivity of random polynomials over finite fields. Further, we propose in Section 3.2 another algorithm for generating random primitive polynomials. It is probabilistic but more robust against noise. In Section 3.3, we analyze the complexity of our algorithms. In Section 4, we make some further discussions about our algorithms. Finally, we draw a brief conclusion in Section 5.

2. Preliminary

The finite field \( \mathbb{F}_q \) consists of \( q \) elements associated with two binary operations: addition and multiplication. \( \mathbb{F}_q \) is an additive group under addition, and its \( q - 1 \) nonzero elements form a cyclic group, denoted \( \mathbb{F}_q^* \), under multiplication. An example of finite field is the congruence classes of integers modulo some prime integer \( p \). The requirement that \( p \) being prime is necessary for the nonzero congruence classes to be multiplicative invertible and thus form a cyclic group. Another example is, with \( \mathbb{F}_q[x] \) denoting the set of all polynomials with coefficients lying in \( \mathbb{F}_q \), the congruence classes of polynomials in \( \mathbb{F}_q[x] \) modulo some degree \( n \) polynomial \( p(x) \) that cannot be factored into polynomials of smaller degrees dividing \( n \). In this case, \( p(x) \) is said to be irreducible and the corresponding field, denoted \( \mathbb{F}_{q^n} \), is called a degree \( n \) extension of \( \mathbb{F}_q \). \( \mathbb{F}_{q^n} \) contains \( q^n \) elements, each corresponding to a unique congruence class represented by a polynomial over \( \mathbb{F}_q \) of degree smaller than \( n \). Degree \( n \) primitive polynomials over \( \mathbb{F}_q \) are irreducible polynomials over \( \mathbb{F}_q \) that have \( n \) distinct generators (primitive elements) of the cyclic group \( \mathbb{F}_{q^n}^* \) as their roots.

2.1. Criterion for Primitivity

Observe that for any degree \( n \) irreducible polynomial \( p(x) \) over \( \mathbb{F}_q \), the congruence classes \( x^k \mod p(x) \) (\( k = 0, \ldots, n - 1 \)) are solutions to \( p(x) = 0 \) since \( 0 \mod p(x) = [p(x)]^0 \mod p(x) = p(x^0 \mod p(x)) \). Therefore, \( p(x) \) is primitive over \( \mathbb{F}_q \) if and only if \( x \mod p(x) \) is a generator of \( \mathbb{F}_{q^n}^* \), or in other words, the cyclic group \( G_n = \{ x \mod p(x), x^2 \mod p(x), \ldots, x^{n-1} \mod p(x) \} \) generated by \( x \mod p(x) \) is exactly the multiplicative group \( \mathbb{F}_{q^n}^* \). In this case, it is actually true that \( x^{q^n - 1} = 1 \mod p(x) \). But the opposite is not necessarily true. From \( x^{q^n - 1} = 1 \mod p(x) \), we can only conclude that powers of \( x \) are not divisible by \( p(x) \), and the order of \( x \mod p(x) \) is the minimum positive integer \( r \) satisfying \( [x \mod p(x)]^r = 1 \mod p(x) \). However, this means \( p(x) \) is reducible. For example, \( x^2 + x + 1 \) is irreducible but not primitive over \( \mathbb{F}_2 \), as it is easily checked that the order of \( x \) modulo \( x^2 + x^3 + x^3 = 1 \) is 5, a divisor of \( 2^5 - 1 \). Thus, given a degree \( n \) irreducible polynomial \( p(x) \) over \( \mathbb{F}_q \), a further check on whether the order of \( x \mod p(x) \) is \( q^n - 1 \), or one of its nontrivial factors instead, is necessary for testing the primitivity of \( p(x) \).

The conditions for a degree \( n \) polynomial \( p(x) \) to be primitive over \( \mathbb{F}_q \) can be concluded as follows:

\[
\begin{align*}
(a) \quad & x^{q^n - 1} = 1 \mod p(x) \\
(b) \quad & x^{q^n - 1} \neq 1 \mod p(x) \\
\text{for any prime factor } t \text{ of } n \\
(c) \quad & x^{q^n - 1} \neq 1 \mod p(x) \\
\text{for any prime factor } d \text{ of } q^n - 1
\end{align*}
\]

It is worth mentioning that in Equation (1), \( a \) combined with \( c \) is sufficient for \( p(x) \) to be primitive, while \( a \) combined with \( b \) is the criterion for irreducibility and can be tested efficiently on a classical computer. To reduce quantum resources, we can check \( a \) and \( b \) on a classical computer before moving on to \( c \), since only approximately \( 1/n \) of degree \( n \) polynomials over \( \mathbb{F}_q \) are irreducible.

We may also generate degree \( n \) primitive polynomials over \( \mathbb{F}_q \) from primitive elements of the extension field \( \mathbb{F}_{q^t} \) (i.e., generators of \( \mathbb{F}_{q^t}^* \)) based on the following criterion:

\[
\begin{align*}
(a) \quad & a^t \neq a, \quad (0 \leq i \neq j \leq n - 1) \\
(b) \quad & a^{q^n - 1} \neq 1, \quad a \neq 0, \\
\text{for any prime factor } d \text{ of } q^n - 1
\end{align*}
\]

The second condition in Equation (2) is necessary and sufficient for \( a \in \mathbb{F}_{q^t} \) to be a primitive element, while the first one promises \( a \) to be a root of some degree \( n \) irreducible polynomial over \( \mathbb{F}_q \) and is efficient testable on a classical computer. To reduce quantum cost, again, we test \( a \) of Equation (2) on a classical computer before moving on to \( b \).

2.2. Representation of Finite Field and Modular Multiplication

Consider now a degree \( n \) irreducible polynomial \( p(x) \) over finite field \( \mathbb{F}_q \) and the associated extension field \( \mathbb{F}_{q^t} \), which consists of the \( q^n \) congruence classes of polynomials over \( \mathbb{F}_q \) modulo \( p(x) \). For each element \( s(x) \mod p(x) \) of \( \mathbb{F}_{q^t} \), where \( s(x) = s_0 + s_1x + \cdots + s_{n-1}x^{n-1} \), any polynomial \( p(x) \) of degree smaller than \( n \), we utilize the quantum state \( | s(x) \mod p(x) \rangle = | s_0 \rangle \otimes | s_1 \rangle \otimes \cdots \otimes | s_{n-1} \rangle \) to represent it on a quantum computer. For example, consider the case \( q = 2 \) and \( p(x) = x^3 + x + 1 \), the three-qubit state \( |011 \rangle \) represents \( x + 1 \mod x^3 + x + 1 \), which is an element of \( \mathbb{F}_2 \). Under this notation, we can represent the \( q^n \) elements of \( \mathbb{F}_{q^t} \) with exactly \( n \log q \) qubits when \( q \) is a power of 2.

Let \( G_n = \{ 1 \mod p(x), x \mod p(x), \ldots, x^{q^n - 1} \mod p(x) \} \) be the order \( r \) (\( r \) divides \( q^n - 1 \)) cyclic group generated by \( x \).
mod \( p(x) \) and \( U_x \) an unitary representation of \( x \pmod{p(x)} \in G_n \), then we have

\[
U_x |s(x) \pmod{p(x)}\rangle = |xs(x) \pmod{p(x)}\rangle
\]  

(3)

Here, a more intuitive way of understanding \( U_x \) may be, instead of unitary representation of \( x \pmod{p(x)} \), a quantum multiplier over \( F_p \), that multiplies \( s(x) \pmod{p(x)} \) by \( x \pmod{p(x)} \) for any \( s(x) \pmod{p(x)} \in F_p \). To build the quantum circuit for implementing \( U_x \), without loss of generality, let us take \( a = 2 \) as an example. Suppose now \( p(x) = x^n + a_{n-1}x^{n-1} + \cdots + a_1x + 1 \), observe that \( x^1 \pmod{p(x)} = a_{n-1}x^{n-1} + \cdots + a_1x + 1 \pmod{p(x)} \), hence \( U_x \) is essentially the following transformation

\[
s(x) \pmod{p(x)} \rightarrow xs(x) \pmod{p(x)} = \left[(s_{n-1} \oplus a_{n-1}s_{n-1})x^{n-1} + \cdots + (s_0 \oplus a_1s_{n-1})x + s_{n-1}\right] \pmod{p(x)}
\]

(4)

This transformation can be factored into two parts. First, for those \( 0 \leq k \leq n-2 \), flip the \( k \)-th qubit if \( a_{n-k}s_{n-k}=1 \), this can be done by \( |p(x)| - 2 \) controlled-NOT (CNOT) gates, where \( |p(x)| \leq n+1 \) is the number of nonzero coefficients of \( p(x) \). Second, shift the state of the \( n \) qubits cyclically as follows

\[
|s_{n-1}s_{n-2} \cdots s_1s_0\rangle \rightarrow |s_{n-2} \cdots s_1s_0s_{n-1}\rangle
\]

(5)

This shift can be realized via \( n-1 \) consecutive SWAP operations on pairs of neighboring qubits. Thus the unitary \( U_x \) described in Equation (3) can be factored into a series of two-qubit unitaries, including no more than \( n-1 \) CNOT gates and followed by \( n-1 \) SWAP gates. As an example, consider the case \( n = 5 \) and \( p(x) = x^5 + x^4 + x^3 + x + 1 \), a quantum circuit for the implementation of \( U_x \) is illustrated in Figure 1.

Our algorithms require also the multipliers \( \{U_x^1, U_x^2, \ldots, U_x^{2^n-1}\} \), a combination of which would enable us to perform the \( j \)-th power transformation \( U_x^j \) for any \( 1 \leq j \leq 2^n - 1 \) (note that according to (a) of Equation (1), \( U_x^j = U_x \) holds whenever \( p(x) \) is reducible). To construct these unitaries we can firstly compute \( x^k \pmod{p(x)} \) for \( k = 1, 2, \ldots, n \) on a classical computer, based on which \( U_x^k = U_x^i \) (or \( U_x^i \) for simplicity) can be constructed from \( x^k \pmod{p(x)} \) quite in the way, we construct \( U_x \) from \( x \pmod{p(x)} \).
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Figure 1. The quantum circuit for implementing \( U_x \) when \( p(x) = x^3 + x^4 + x^3 + x + 1 \) is a polynomial over \( F_2 \).

3. **Algorithms**

In this section, we will delve into two distinct approaches for generating primitive polynomials over finite fields. The first method involves testing the primality of randomly generated polynomials using Equation (1). On the other hand, the second method utilizes Equation (2) to randomly generate a primitive element (a generator of \( F_{q^n}^* \), denoted as \( a \in F_{q^n} \), on a quantum computer. Subsequently, classical algorithms for computing the minimal polynomial \([54,55]\) can be applied to obtain a degree \( n \) primitive polynomial such that \( a \) is a root of it.

3.1. **Primtivity Test by Order-Finding**

Shor’s order-finding algorithm \([49]\) (see also Simon’s algorithm \([49]\) and the lecture \([56]\)) can be harnessed to solve our problem by finding the order \( r \) of \( x \pmod{p(x)} \) directly, whereas it can be considerably simplified considering that, if \( p(x) \) is an irreducible polynomial over \( F_q \) \( x \pmod{p(x)} \) must generate a subgroup of \( F_{q^n}^* \) with an order dividing \( q^n - 1 \). Next, without loss of generality, we will take the random generation of primitive polynomials over \( F_2 \) as an example.

Our algorithm for testing the primity of a degree \( n \) polynomial \( p(x) \) over \( F_2 \) goes as follows (see Figure 2 for the quantum circuit).

1. Initialize a register with \( n \) qubits into the state \( |0\rangle = |0\rangle^\otimes n \) and prepare in another register the \( n \)-qubit state \( |1\rangle = |0\rangle^\otimes n-1 \otimes |1\rangle \) to represent \( 1 \pmod{p(x)} \).
2. Apply the Hadamard transform to each of the \( n \) qubits in the first register to obtain the state

\[
H^\otimes n |0\rangle = \left(\frac{|0\rangle + |1\rangle}{\sqrt{2}}\right)^\otimes n = \frac{1}{\sqrt{N+1}} \sum_{|j\rangle} |j\rangle
\]

(6)

where \( N = 2^n - 1 \) and \( |j\rangle \) is the \( n \)-qubit binary representation of the integer \( j \).
3. Prepare an ancillary qubit in the state \( |0\rangle_{\text{anc}} \) and, controlled by the qubits in register 1, make a multiple control NOT
operation (see Appendix A) on it. Then the remaining state would be
\[
\frac{1}{\sqrt{N+1}} \left( \sum_{j=0}^{N-1} |j\rangle_{\text{anc}} |N\rangle_{\text{anc}} \right)
\]
(7)

By measuring the ancillary qubit we’ll succeed with probability \( N/(N+1) \) in preparing in register 1 a uniform superposition \( \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} |j\rangle \).

4. Construct the unitaries \( \{ U^k \} (1 \leq k \leq n-1) \) in a way as discussed in Section 2.2 and apply \( U^2 \) to the qubits in register 2 if the \( k \)-th qubit in register 1 is \( |1\rangle \). So the transformation of
\[
\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} |j\rangle |1\rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} |j\rangle (U^2|1\rangle)
\]
the whole system is
\[
= \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} |j\rangle |x' \mod p(x)\rangle
\]

5. Perform an approximated inverse Fourier transform over \( \mathbb{Z}_{2^n-1} \) (see Appendix B) on the first register and then measure the qubits in it
\[
\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} |j\rangle |x'\rangle = \frac{1}{\sqrt{N}} \sum_{a=0}^{N-1} \sum_{b=0}^{N-1} |ar+b\rangle |x^b\rangle
\]
\[
\rightarrow \frac{1}{N} \sum_{a=0}^{N-1} \sum_{b=0}^{N-1} \left( \frac{2\pi i}{N} e^{\frac{2\pi i ab}{N}} \right) \sum_{j=0}^{N-1} |j\rangle |x^b\rangle
\]
(8)

As \( r \) must be a divisor of \( N = 2^n - 1 \), according to Equation (8) the probability of obtaining the integer \( l \) is
\[
p(l) = \left| \frac{r}{N} \sum_{a=0}^{N-1} e^{\frac{2\pi i ab}{N}} \right|^2
\]
\[
= \begin{cases} 
1, & l = 0, N, 2N, \ldots, (r-1)N \\
\frac{1}{r}, & l \text{ is a multiple of } \frac{N}{r} \\
0, & l \text{ is not a multiple of } \frac{N}{r} 
\end{cases}
\]
(9)

Hence there are \( r \) possible results with equal probability \( 1/r \), each being a multiple of \( \frac{N}{r} \).

Suppose we have repeated this algorithm \( L \) times and the measurement results are respectively \( l_1, l_2, \ldots, l_L \). We replace those measurement results being 0 by \( N \) and then run the Euclidean algorithm for computing the great common divisor (GCD) on a classical computer. If \( \text{GCD}(N, l_1, l_2, \ldots, l_L) = 1 \), we immediately know that \( \frac{n}{r} = 1 \) and, consequently, \( p(x) \) is primitive. While if \( \text{GCD}(N, l_1, l_2, \ldots, l_L) = g > 1 \) is a divisor of \( N \), we go on to check on a classical computer whether \( r = N/g \). We declare that \( p(x) \) is not primitive if the answer is yes, or we need to repeat the algorithm to obtain more integers \( l_{i+1}, l_{i+2}, \ldots \) and update the value of \( g \) to \( \text{GCD}(g, l_{i+1}) \). This process proceeds until we get \( g = 1 \) ( \( r = N; \) primitive) or \( g > 1 \) and \( r = N/g \) ( \( r < N; \) not primitive).

Now the main question is to determine the probability that we successfully obtain \( \frac{N}{r} \). Numerical results indicate that this probability is sensitive to \( r \) and the case \( L = 2 \) is depicted in Figure 3. As shown, the success probability is generally much larger than 0.6. For more general results, it’s complicated to draw useful conclusions from \( \text{GCD}(N, l_1, l_2, \ldots, l_L) \) directly. To simplify our analysis, let \( \mathcal{P}(L) \) denote the probability that \( \text{GCD}(l_1, l_2, \ldots, l_L) = \frac{N}{r} \) for any \( L \geq 2 \). This probability is obviously equal to that of \( L \) random integers from \( \{1, 2, \ldots, r\} \) being co-prime and it won’t be larger than the success probability of obtaining \( \frac{N}{r} \) by repeating our algorithm \( L \) times.

In the case \( L = 2 \) there is ref. [57]
\[
\mathcal{P}(2) = \frac{1}{r^2} \left( \sum_{j=0}^{r-1} \phi(r) - 1 \right) = \frac{6}{\pi^2} + O \left( \frac{\log r}{r} \right)
\]
(10)

where \( \phi \) is the Euler’s totient function, referring to the number of integers in the range \([1, r]\) that are prime to \( r \). Roughly speaking, as \( r \) increases, \( \mathcal{P}(2) \) decreases and eventually approaches the asymptotic limit of \( \frac{6}{\pi^2} \approx 0.608 \) for infinitely large \( r \). Some numerical results about \( \mathcal{P}(2) \) for \( 100 \leq r \leq 1000 \) are presented in Figure 4, where we can see \( \mathcal{P}(2) \) is quite close to \( \frac{6}{\pi^2} \) for \( r \approx 1000 \). Consequently, for any degree \( n > 10 \) (2\(n\) – 1 > 1000) non-primitive polynomial \( p(x) \) the probability that we are able to assert \( p(x) \) is not primitive with certainty by repeating the algorithm only two times is approximately equal to or larger than \( \frac{6}{\pi^2} \).
Correspondingly, the probability that we fail to assert the primitivity of a primitive polynomial is approximately equal to or smaller than $1 - \frac{2}{q^n}$.

For $L > 2$, note that $L$ integers are co-prime whenever two of them are co-prime, we have $\mathcal{P}(L) \approx \mathcal{P}_{1000}(L) \geq 1 - \frac{L}{2^L}$. Interestingly, our numerical results imply that $\mathcal{P}(L)$ is almost independent of $r$ when $r$ is sufficiently large ($r \geq 1000$), and approaches $1$ as $L$ tends to infinity. Table 1 presents the values of $\mathcal{P}_{1023}(L)$ for $2 \leq L \leq 6$.

### 3.2. Random Search for Primitive Element

The main idea of this algorithm is to prepare an approximately uniform superposition state of all group elements of the cyclic group $G = \{1, a, \ldots, a^{r-1}\}$ generated by a random element $a \in \mathbb{F}_q^*$, then check if it is invariant under proper permutations on $\mathbb{F}_q^*$.

Suppose $p(x)$ is a degree $n$ irreducible polynomial over $\mathbb{F}_q$ and $\mathbb{F}_{q^r}$ is an extension field defined by $p(x)$. We represent $\mathbb{F}_q$ and $\mathbb{F}_{q^r}$ ($q = p^m$, $p$ is prime) with $m[\log p]$ and $nm[\log p]$ qubits, respectively. Let $A : \mathbb{F}_{q^r} \to \mathbb{F}_q$ be the Fibonacci automorphism, which maps $a$ to $a^4$. For example, consider $s(x) = s_n x^n + \cdots + s_1 x + s_0$, then

$$A : s(x) \mod p(x) \to \left[s(x) \mod p(x)\right]^q = s_{n-1} x^{q(n-1)} + \cdots + s_1 x^q + s_0 \mod p(x) \quad (11)$$

With $U_A$ being the unitary that transforms the quantum state $|a\rangle$ to $|a^4\rangle$ for any $a \in \mathbb{F}_q^*$, we random search for primitive elements of $\mathbb{F}_q^*$ as follows.

1. Random select an element $a \in \mathbb{F}_q^*$ satisfying (a) and (b) of Equation (2) for any $d \in [2, D]$, where $D \geq 2$ is an integer. $D$ should be chosen sufficiently large to ensure our average success probability in each round of this algorithm, but its value is intimately related to the amount of quantum computation involved in each round.

2. Let $|\psi_0(a)\rangle = (1 + |a\rangle + \cdots + |a^{r-1}\rangle)$ and $|\psi_1(a)\rangle = U_A^d|\psi_0(a)\rangle = (1 + |a\rangle + |a^2\rangle + \cdots + |a^{r-1}\rangle)$ be two classes of $n[\log q]$-qubit states, where the normalization factors are ignored. Prepare first the state $|\gamma_0\rangle \otimes |\psi_0\rangle \otimes |0\rangle$, with $|0\rangle = |0\rangle^\otimes \otimes |0\rangle$ and $|\psi_0\rangle = |\gamma_0\rangle = (1 + |a\rangle + \cdots + |a^{r-1}\rangle)$.

3. Let $Mul : |a\rangle \otimes |b\rangle \otimes |0\rangle \to |a\rangle \otimes |b\rangle \otimes |ab\rangle$ be a reversible quantum general multiplier over $\mathbb{F}_q^*$. It can be easily checked that $Mul(|\gamma_0\rangle \otimes |\psi_0\rangle \otimes |0\rangle) = |\gamma_0\rangle \otimes |\psi_0\rangle \otimes |\psi_{k+1}\rangle$. Apply $U_A$ to $|\gamma_0\rangle$ and compute $|\psi_{k+1}\rangle$ from $|\gamma_1\rangle \otimes |\psi_0\rangle \otimes |0\rangle$, repeat this procedure to obtain $|\gamma_2\rangle \otimes |\psi_2\rangle, \ldots, |\gamma_{n-1}\rangle \otimes |\psi_{n-1}\rangle$ consecutively.

$$|\gamma_1\rangle \otimes |\psi_0\rangle \otimes |0\rangle \to |\gamma_1\rangle \otimes |\psi_0\rangle \otimes |\psi_1\rangle$$

$$|\gamma_2\rangle \otimes |\psi_1\rangle \otimes |0\rangle \to |\gamma_2\rangle \otimes |\psi_1\rangle \otimes |\psi_2\rangle$$

$$|\gamma_3\rangle \otimes |\psi_2\rangle \otimes |0\rangle \to |\gamma_3\rangle \otimes |\psi_2\rangle \otimes |\psi_3\rangle$$

$$\vdots$$

$$|\gamma_{n-1}\rangle \otimes |\psi_{n-2}\rangle \otimes |0\rangle \to |\gamma_{n-1}\rangle \otimes |\psi_{n-2}\rangle \otimes |\psi_{n-1}\rangle$$

4. Initialize a qubit in the state $(|0\rangle, + |1\rangle)/\sqrt{2}$, controlled by which perform the $P_1$ transform on $|\psi_{n-1}\rangle$ to obtain $(|0\rangle \otimes |\psi_{n-1}\rangle + |1\rangle \otimes P_1|\psi_{n-1}\rangle)/\sqrt{2}$, then apply a Hadamard transform to the control qubit and measure it.

$$|\psi\rangle = \frac{1}{2} |0\rangle \otimes (|\psi_{n-1}\rangle + P_1|\psi_{n-1}\rangle)$$

$$+ \frac{1}{2} |1\rangle \otimes (|\psi_{n-1}\rangle - P_1|\psi_{n-1}\rangle) \quad (13)$$

For primitive $a$, the measurement result would be zero with probability $1 - 2/(q^n + 2)$, or we will obtain one with probability about $1/2$.

$$a^a + a^b = w \quad (0 \leq a, b \leq r - 1; w \in \mathbb{F}_q^*) \quad (14)$$

To see why this is, suppose now $w = 1$, then the number of solutions $K$ to Equation (14) in an order $r$ subgroup of $\mathbb{F}_q^*$ generated by $a$ is bounded by the following,

$$|K| \leq \frac{r^2 (q^n - 2)}{q^n} < \sqrt{q^n - 1} \quad (15)$$

When $\sqrt{q^n} < r < q^n$ we immediately have $K/r \ll 1$, more over, for a random element $a \in \mathbb{F}_q^*$ of order $r$ the expected value of $K$ is about $r^2 / q^n$, leading to $|\psi_{n-1}|P_1|\psi_{n-1}\rangle = K/r \approx r / q^n < 1/D$. Hence $G_n$ is generally far from closed under $P_1$ transform, which is the foundation of our technique in stage four. However, when $r + 1$ is a divisor of $q^n$ there are $r - 1$ solutions to Equation (14) with $w = 1$. Although this special case can be excluded easily by classical computers, we don’t know if there are more similar situations. The following stage aims to exclude the above ambiguity.

5. We progress on with the state, denoted by $|\psi_0\rangle$, obtained by measuring the control qubit in $|0\rangle$. Initial another qubit in
(\ket{0} + \ket{1})/\sqrt{2} to control a random additive shifts \(P_w\) on \(\ket{w^q}\), then perform a Hadamard transform on the control qubit and measure it.

In the case \(q\) is odd, for any odd \(r\) there is \(-1 \not\in G_q\), consequently, the addition between arbitrary two elements of \(G_q\) cannot be zero. The average number of solutions to Equation (14) is \(r/k(q^n - 1)\) when \(w\) is random. For even \(r\), \(-1 \in G_q\) and for each element \(a^2\) in \(G_q\) there exists one and only one element \(a^\beta\) such that \(a^\beta + a^\alpha = 0\). Now, the average number of solutions to Equation (14) becomes \(r(k - 1)/q^n - 1\) when \(w\) is random. So, approximately \(\frac{1}{q^n - 1}\) elements of \(G_q\) stay in \(G_q\) after a random additive shift \(P_w\), and we have \(\langle w^q P_w | w^q \rangle \approx r/k(q^n - 1) < \frac{1}{q^n - 1}\). Meanwhile, we can repeat the stage five more times (< log \(D\)), during which just one result one would imply non-primitivity. If all the measurement results are zero we may repeat the whole algorithm to increase our confidence level, therefore by repeating this algorithm \(t\) times a generator of \(\mathbb{F}^*_q\) can be distinguished from that of its subgroups with probability \(1 - 1/\frac{1}{q^n - 1}\).

At last, let us restrict our focus to finite fields with characteristic two (\(q\) is a power of two), in which case \(\mathbb{F}_q^*\) can be represented with exactly \(n \log q\) qubits. With \(|s\rangle = \frac{1}{\sqrt{q}} \otimes H^\otimes n \otimes \langle 0|\), being the uniform superposition of all elements of \(\mathbb{F}_q^*\), there is \(\langle s|w^{\alpha^{-1}}\rangle \approx \sqrt{r}/q^n - 1\), especially, \(\langle s|w^{\alpha^{-1}}((\alpha))\rangle \approx \sqrt{q}/(q^n + 2)\) when \(\alpha\) is primitive. The last two stages of the previous algorithm can be replaced by simply applying \(H^\otimes n \otimes H^\otimes q\) to \(\langle s|w^{\alpha^{-1}}\rangle\), then measurements on the \(n \log q\) qubits in computational basis will result in a string of zeros with probability \(q^n/(q^n + 2)\) for primitive \(\alpha\), whereas that probability is only approximately \(r/(q^n - 1) < 1/D\) for any non-primitive \(\alpha\).

### 3.3. Complexity

The complexity of our first algorithm mainly comes from the multipliers \([U_{F_q}]^{-1}_{n=0}\) for multiplication between elements of the finite field \(F_q\). Quantum multipliers over \(F_q\) have been studied in refs. [60–66], typically with a gate count of \(O(n^2)\) and a depth of \(O(\log^2 n)\). It is worth mentioning that a quadratic gate count being the uniform superposition of all elements of \(\mathbb{F}_q^*\) is random. For even \(q\) and each \(w\) independent for each component \(k\leq n\), and then add up the \(n\) resulting polynomials. Thus \(U_{j}\) can be factored into \(n\) parallelized multiplications between an element of \(F_q^*\) and a polynomial over \(F_q\), followed by \(n\) parallelized additions between polynomials over \(F_q\). In this way, the gate count of \(U_{j}\) is \(O(n\log^2 q)\).

It is worth noting that the quantum circuits [60–66] for implementing modular multiplication between degree-\(n\) polynomials over \(F_q\), i.e., quantum multipliers between elements of \(F_q^*\), may be not be optimal. Optimizing these circuits will significantly reduce the overall complexity of our algorithms, especially considering that most of the complexity comes from the modular multiplications. Low-energy implementations of modular multiplications as well as other arithmetic operations would of course make our algorithms more efficient in practical applications. Previous efforts to improve the efficiency of modular multiplications have been explored in ref. [71, 72]. It will be intriguing to explore how similar approaches can be leveraged in the context of quantum modular multiplications.

### 4. Discussions

Our algorithms have their respective pros and cons. First, unlike the second algorithm, the first one introduces an extra computational cost during the initial stage because it requires the preparation of a uniform superposition of \(q^n - 1\) orthogonal states. Second, the quantum multipliers involved in the first algorithm can be implemented on exactly \(2n\) qubits, whereas the second one requires additional ancillary qubits. Third, unlike the modular exponential in order-finding algorithms, the multipliers over finite fields in the second algorithm are not controlled by (entangled with) additional qubits. This lack of entanglement makes them more robust against decoherence. Fourth, the presence of unavoidable phase noise in any physical system may significantly limit the accuracy of the Quantum Fourier Transform (QFT). The controlled phase rotations involved in the QFT, represented by matrices \(P_i\), as given by

\[
P_i = \begin{pmatrix}
1 & 0 \\
0 & e^{i\pi/2k}
\end{pmatrix} \quad (1 \leq k \leq n)
\]  

(16)
could be completely obscured by noise, particularly for sufficiently large \(k\). In contrast, the second algorithm, especially when \(q\) is a power of two, exhibits stronger robustness against phase rotation noise. Fifth, a notable drawback of the second algorithm is
its inability to definitively determine whether an element of $\mathbb{F}_q$ is primitive. Nonetheless, the confidence level approaches one exponentially fast as we repeatedly implement the algorithm.

In cryptographic applications of primitive polynomials over finite fields, such as code-based digital signature schemes and Y00 protocol, it is crucial that the specific primitive polynomial, which are shared between authorized participants through secure secret keys, remains confidential to potential eavesdroppers. However, an eavesdropper may get side-channel information about the secret keys utilizing proper side-channel attacks, passively, or actively. Thus these attacks are essential for the security analysis of protocols involving primitive polynomials. For a comprehensive analysis on implementation attacks haunting PQC, we recommend refs. [73–76].

5. Conclusion

We propose two efficient quantum algorithms for generating random primitive polynomials over finite fields. The first one is essentially a simplified order-finding algorithm for assessing the primitivity of randomly selected irreducible polynomials. In contrast, the second one is a new algorithm which can be employed to obtain primitive elements of $\mathbb{F}_q$. Based on each primitive element of $\mathbb{F}_q$, a unique degree $n$ primitive polynomials over $\mathbb{F}_q$ can be efficiently constructed on a classical computer.

Though being probabilistic, the second algorithm requires no quantum gates that are controlled by ancillary qubits, rendering it intrinsically more robust against decoherence. Moreover, it circumvents the intricate phase rotation fine-tuning required in order-finding algorithms. To leverage the complementary strengths of both algorithms, one can employ the second algorithm to generate random polynomials that are primitive with high probability, and then test their primitivity unambiguously with the first algorithm. This above scheme not only saves valuable quantum resources but also ensures a reliable assessment of primitivity, making it more suitable for practical applications.

Our research enables the rapid and real-time generation of random high-order primitive polynomials over finite fields, which lay the foundation for the sophisticated applications of primitive polynomials in diverse communication and computation tasks, such as code-based post-quantum cryptography, digital signature schemes, and many other quantum communication protocols. In the future, one of our focus will be on optimizing the quantum multipliers for elements of finite fields.

Appendix A: Multiple Control Toffoli Gate

In order to prepare a uniform superposition of $N = 2^n - 1$ orthogonal states, the following $n$-qubit controlled NOT gate is required:

\[ \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} |j\rangle |0\rangle_\text{anc} \rightarrow \frac{1}{\sqrt{N}} \left( \sum_{j=0}^{N-1} |j\rangle |0\rangle_\text{anc} + |1\rangle |0\rangle_\text{anc} \right). \]

The measurement result on the ancillary qubit will be 0 and 1 with probability $\frac{N-1}{2^n}$ and $\frac{1}{2^n}$, respectively. There has been plenty of investigations on multiple control Toffoli gates (multi-qubit controlled NOT gate). Among them the Toffoli gates with relative phase are generally simpler and, since our algorithm is unaffected by any relative phase transform on the ancillary qubit, the best choice for us may be the one proposed in ref. [79], which transforms the state $|1\rangle |0\rangle |0\rangle_\text{anc}$ to $e^{i\pi/2} |1\rangle |0\rangle_\text{anc}$ while keeping any other states invariant via $8n - 17$ T gates, $6n - 12$ CNOT gates, $4n - 10$ Hadamard gates and, $\left\lceil \frac{n-1}{2} \right\rceil$ ancillary qubits initialized and returned to $|0\rangle$.

Appendix B: Approximated Quantum Fourier Transform

Perfect Fourier transform over $\mathbb{Z}_N$ generally can not be easily implemented when $N$ is not a power of two, we turn to algorithms for approximating Fourier transform with high accuracy and efficiency, which have been largely investigated. Here, we’d like to mention Hales and Hallgren’s work on approximated quantum Fourier transform over arbitrary $\mathbb{Z}_N$ ($N \in \mathbb{N}$), where they propose a method to $\epsilon$-approximate the quantum Fourier transform over $\mathbb{Z}_N$ for any $N$ and any $\epsilon$ in time $O(\log N \circ \log \frac{\log N}{\epsilon^2} + \log^2 \frac{\log N}{\epsilon})$ using $\log N + O(\log \frac{1}{\epsilon})$ qubits. At the same time, due to the unitary evolution of quantum computation the above polynomial approximation is sufficient for any efficient algorithm in practice.

Specifically, when $N = 2^n - 1$ (log $N \approx n$), according to ref. [81], we are able to approximate a perfect Fourier transform over $\mathbb{Z}_{2^n-1}$ with accuracy $\epsilon$ on $n + O(\log \frac{1}{\epsilon})$ qubits and in time $O(n \log^2 + \log^2 \frac{1}{\epsilon})$.
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