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Using an exact numerical solution and semiclassical analysis, we investigate quantum oscillations (QOs) in a model of a bilayer system with an anisotropic (elliptical) electron pocket in each plane. Key features of QO experiments in the high temperature superconducting cuprate YBCO can be reproduced by such a model, in particular the pattern of oscillation frequencies (which reflect “magnetic breakdown” between the two pockets) and the polar and azimuthal angular dependence of the oscillation amplitudes. However, the requisite magnetic breakdown is possible only under the assumption that the horizontal mirror plane symmetry is spontaneously broken and that the bilayer tunneling, $t_\perp$, is substantially renormalized from its ‘bare’ value. Under the assumption that $t_\perp = Zt_\parallel$, where $Z$ is a measure of the quasiparticle weight, this suggests that $Z \lesssim 1/20$. Detailed comparisons with new YBa$_2$Cu$_3$O$_{5.8}$ QO data, taken over a very broad range of magnetic field, confirm specific predictions made by the breakdown scenario.

Quantum oscillations (QOs) are a spectacular consequence of the presence of a Fermi surface. Their observation in the high $T_c$ cuprate superconductor, combined with recent observations of charge density wave correlations, have led to a compelling view of the non-superconducting “normal” state of the underdoped cuprates at high fields, $H > H_c$, and low temperatures, $T \ll T_c$. In this regime, small electron-like Fermi pockets arise from reconstruction of a larger hole-like Fermi surface presumably due to translation symmetry breaking in the form of bidirectional charge-density-wave (CDW) order.

However, to date, no theory of Fermi-surface reconstruction by a simple CDW can simultaneously account for the Fermi pockets and the relatively small magnitude of the measured specific heat, which presumably reflects the persistence a pseudo-gap that removes other portions of the original (large) Fermi surface. Thus, rather than trying to infer the origin of the Fermi pockets, we explore a generic model of a single bilayer split pocket to elucidate general features that can most easily account for the salient features of the QOs.

Specifically, we focus on the bilayer cuprate YBCO, in which quantum oscillations have been studied in greatest detail. The frequency of the QOs and the negative values of various relevant transport coefficients establish the existence of an electron pocket enclosing an area of order 2% of the Brillouin zone. A typical spectrum of QOs in underdoped YBCO is shown in Fig. 1. While there is some suggestive evidence of more than one basic frequency—which might suggest more than one pocket per plane—we instead adopt and further elucidate a suggestion of Harrison and Sebastian that the “three-peak” structure of the spectrum of oscillation frequencies reflects magnetic breakdown orbits associated with a single, bilayer-split pocket. In refining this suggestion, we show that, although many aspects of the QO experiments can be successfully accounted for in this way, the requisite magnetic breakdown is forbidden in the presence of a mirror symmetry that exchanges the planes of the bilayer; thus, a heretofore unnoticed implication is that the high field phase must spontaneously break this symmetry. Other striking features of the quantum oscillations are the existence of prominent “spin zeros” and a strong $C_4$ symmetric dependence of the oscillation amplitudes on the in-plane component of the magnetic field with no evidence of the enhancement at the “Yamaji angle” expected from the simplest “neck and belly” structure of a quasi-2D Fermi surface.

We show that all these experimental features are consistent with a simple model in which there is an elliptical Fermi pocket in each of the planes of a bilayer, with...
their principal axes rotated by $\pi/2$ relative to each other. In terms of broken symmetries, this is consistent with a “criss-crossed-nematic" component of whatever ordered state exists in this range of $T$ and $B$. We assume a $\vec{k}$ independent coupling between the layers within a bilayer, $t_{\perp}$, and we neglect all inter-bilayer coupling, $t'_{\perp} \approx 0$. As we will discuss in Sec. IV both these assumptions seem more natural in the context of experiments and band-structure calculations of YBCO than those made by Sebastian et al. in their pioneering treatment of this same problem. Specifically, Sebastian et al. assumed a strong $\vec{k}$ dependence associated with a presumed vanishing of $t_{\perp}$ in certain crystallographic directions, a significant role from a non-zero $t'_{\perp}$, and broken translation symmetry in the c-direction $^\perp_2$, these do not feature in our minimal model.

Finally, we have uncovered a quantitative issue with potential qualitative implications for magnetic breakdown. The magnitude of $t_{\perp}$ sets the size of the gap between bilayer split Fermi surfaces thus controlling the importance of magnetic breakdown orbits. Because our numerical approach treats magnetic breakdown exactly (rather than using a Zenner tunneling approach), we are uniquely placed to examine this effect. We have found that in order for magnetic breakdown to play a significant role in the relevant range of $B$, it is necessary to assume that $t_{\perp}$ is a factor of 20 or more smaller than its “bare” value $t_{\perp}^{(0)}$, which can be estimated either from band-structure calculations or from angle resolved photoemission (ARPES) studies of overdoped YBCO. As was emphasized both in ARPES measurements and previous theoretical studies, the ratio, $\tilde{Z} \equiv t_{\perp}/t_{\perp}^{(0)}$, is a measure of the degree of single particle interlayer coherence, and so is related to the quasiparticle weight. This implies that the quasiparticles responsible for the QOs are very strongly renormalized, with $\tilde{Z} \lesssim 0.05$, which in turn suggests that they are likely to be rather subtle, emergent features of the high field, low temperature state. One should be cautious in interpreting higher energy or temperature phenomena in terms of a Fermi liquid of these excitations.

Logic and Organization of the Paper

In Sec. I we define an explicit lattice model of non-interacting electrons with a band-structure engineered to produce the desired small elliptical electron-like Fermi pockets (shown in Fig. 2), and describe the numerical algorithm we have used to obtain exact results for this model as a function of an applied magnetic field. To orient ourselves, in Sec. II we sketch the semiclassical analysis (including the effects of magnetic breakdown) which will allow us to associate the oscillation frequencies we will encounter with the geometry of the Fermi surface. We then present results of the numerical analysis of the model in Secs. III and IV. In Fig. 3 we present the ideal QO spectrum, while in Fig. 4 we exhibit the way in which higher harmonics are rapidly suppressed by a non-infinite quasiparticle lifetime. We then present spectra that result when the range of magnetic fields analyzed is confined to realistically accessible values, discussing both qualitative and quantitative trends as parameters are tuned (see Fig. 5). We also study the polar and azimuthal angular dependence of the QOs (see Fig. 6 and 7), and develop accurate semiclassical arguments to interpret our numerical results (see Figs. 7 and 8). Finally, in Sec. IV we discuss the implications of our results for the interpretation of experiments in the cuprates, including comparison with newly presented QO data taken on YBa$_2$Cu$_3$O$_6.5\delta$, which is used to test key features of the magnetic breakdown scenario discussed here. We also discuss the connection with other related theoretical work.

I. THE MODEL

We study a tight-binding model of electrons hopping on two coupled layers, each consisting of a square lattice with purely nearest-neighbor hopping elements. In the presence of an arbitrarily oriented magnetic field the Hamiltonian of this model has the form

$$
H = \sum_{\langle \vec{r}_i, \vec{r}_j \rangle; \sigma} \left( \sum_{\lambda} -t_{\overline{\lambda}} \alpha^{\dagger}_{\overline{\lambda} \sigma} \alpha^\dagger_{\overline{\lambda} \sigma} + H.c. \right)
+ \sum_{\vec{r}_i; \sigma} \sum_{\lambda} 4\pi \tilde{g}_B \sigma_{\overline{\lambda}, \sigma} \alpha^\dagger_{\overline{\lambda} \sigma} \alpha_{\overline{\lambda} \sigma} 
- \sum_{\vec{r}_i; \sigma} \tilde{t}_{\perp} \alpha^\dagger_{\overline{\lambda} \sigma} \alpha^\dagger_{\overline{\lambda} \sigma} + H.c.
$$

(1)

where $\alpha^\dagger_{\overline{\lambda} \sigma}$ is an electron creation operator at position $\vec{r}_i$ in layer $\lambda = 1, 2$ with spin $\sigma = \pm 1/2$, and $t_{\overline{\lambda} \sigma} \alpha^\dagger_{\overline{\lambda} \sigma}$ denotes the appropriate hopping matrix element in layer $\lambda$,
while \( t_{\perp} \) is the (isotropic) hopping between each layer in the bilayer and \( \hat{g} \) controls the strength of Zeeman splitting. Here, \( \Phi_{ij} = \int_{\hat{r}_i}^{\hat{r}_j} A(\mathbf{r}) d\mathbf{r} \) is the phase obtained by an electron hopping from site \( \hat{r}_j \) to \( \hat{r}_i \) in units in which \( \hbar c/e = 1 \), while \( \Phi_{ij}^{\perp} \) is the phase obtained upon tunneling from one layer to the next at position \( \hat{r}_j \). To obtain perpendicularly oriented elliptical pockets we set \( t_{\perp1} = t_{g2} = t_a \), and \( t_{g1} = t_{\perp2} = t_b \). In the absence of a magnetic field this Hamiltonian can be diagonalized to give the spectrum \( E_{\pm}(k) \) where \( k = (k_x, k_y) \) is a two dimensional Bloch wavevector, with

\[
E_{\pm}(k) = \varepsilon_{\pm}(k) \pm \sqrt{\varepsilon_{\pm}^2(k) + t_{\perp}^2} \quad (2)
\]

\[
\varepsilon_{\pm}(k) = -(t_a \pm t_b) \cos(k_x) - (t_b \pm t_a) \cos k_y. \quad (3)
\]

The Fermi surface with and without interlayer tunneling, with the choice of \( t_b = t_a/3 \) and a chemical potential of \( \mu = -2.5306t_a \) is shown in Fig. 2.

In the absence of \( t_{\perp} \), the addition of a magnetic field maps Eq. (4) to two copies of the Hofstadter problem. Upon coupling the layers, and for fields at arbitrary polar (\( \theta \)) and selected azimuthal angles (\( \phi \)), we can always pick a gauge that preserves translation symmetry along the in-plane direction of the magnetic field, \( \hat{c} \). This allows us to take the Fourier transform along \( \hat{c} \), and map Eq. (4) to a modified Harper’s equation. For simplicity, we will consider the case in which the magnetic field lies in the \( y-z \) plane, with the generalization to arbitrary orientation deferred to Appendix A.

With \( B = B(0, \sin \theta, \cos \theta) \), we can choose the gauge

\[
A = (0, 2\pi \Phi x, -2\pi \Phi x \tan \theta), \quad (4)
\]

where \( \Phi = B \cos \theta \) is the density of magnetic flux quanta per \( x-y \) lattice plaquette (in units in which the plaquette area is 1).

Upon Fourier transforming the Hamiltonian in the \( \hat{y} \) direction we have \( H = \sum_{k_y, \sigma} \hat{H}_{k_y, \sigma} \):

\[
\hat{H}_{k_y, \sigma} = \sum_{x, \lambda} \left\{ t_{\perp, \lambda} \left( c_{x+1,k_y;\lambda,\sigma}^\dagger c_{x,k_y;\lambda,\sigma} + c_{x-1,k_y;\lambda,\sigma}^\dagger c_{x,k_y;\lambda,\sigma} \right) + 2t_{g, \lambda} \cos \left( 2\pi \Phi x - k_y \right) + \frac{4\pi \hat{g} \Phi \sigma}{\cos \theta} \right\} c_{x,k_y;\lambda,\sigma}^\dagger c_{x,k_y;\lambda,\sigma} + \sum_{x, \perp} e^{-i2\pi \Phi x \tan \theta} c_{x,k_y;2\sigma}^\dagger c_{x,k_y;1+ \sigma} + \hat{H}_{\text{ccl}} \quad (5)
\]

where \( \sigma_c \) is the ratio of inter-bilayer spacing to the in-plane lattice constant. Eq. (5) has three properties that make it particularly amenable to numerical analysis: (i) the two spins \( \sigma = \pm \frac{3}{2} \) are decoupled and can be studied independently; (2) for arbitrary (irrational) values of \( \Phi \), the spectrum of \( \hat{H} \) are independent of \( k_y \) in the thermodynamic limit; allowing us to suppress the \( k_y \) summation; 3) the resulting one-dimensional problem concerning \( \hat{H}_{k_y, \sigma} \) is a block tri-diagonal matrix, whose inverse (and by extension, the Green’s function) can be calculated recursively as described in Appendix C, allowing efficient evaluations of its physical properties on system sizes as large as \( L_x \sim 10^5 \) sites along the \( \hat{x} \) direction. In the remainder of the paper, we will be presenting calculations of QOs in the density of states (DOS) \( \rho \) at chemical potential \( \mu \), defined as

\[
\rho(\mu) = \frac{1}{\pi L_x} \text{Tr} \left( \text{Im} \hat{G}(\mu) \right) \quad (6)
\]

where \( G(x,\lambda),(x,\lambda)(\mu) \) represents the diagonal entry of the Green’s function

\[
\hat{G}(\mu) = \left[ (\mu + i\delta) \mathbb{I} - \hat{H}_{k_y,\sigma} \right]^{-1} \quad (7)
\]

The small imaginary term \( i\delta \) gives a finite lifetime to the electrons and broadens the Landau levels.

**Choice of Parameters**

For a range of values, the qualitative aspects of our results do not depend sensitively on the values of most of the parameters that enter the model (with the exception of the pattern of magnetic breakdown, which we shall see is extremely sensitive to the value of \( t_{\perp} \)). However, to facilitate comparison with experiment, we chose parameters so that the \( k \)-space area enclosed by the elliptical Fermi pockets in the absence of interlayer tunneling is \( S_0 \approx 530T \equiv 1.91\%BZ \), the mean cyclotron effective mass \( m^* \sim 1.6m_e \), and the electron’s spin \( g \) factor is \( g = 2 \). (See Appendix D for further discussion.) In the absence of any direct experimental information concerning the ellipticity of the Fermi pockets, we have arbitrarily adopted a moderate anisotropy, \( \sqrt{3} \) (i.e. the major axis of the ellipse is \( \sqrt{3} \) times larger than its minor axis.)

These considerations lead us to take \( t_b = t_a/3, \mu = -2.5306t_a, \) and \( \hat{g} = 0.87 \). Since all our calculations are carried out at \( T = 0 \), the overall scale of energies is unimportant, but when referring to quantitative features of the electronic structure of YBCO, we will take \( t_a = 400\text{meV} \), in which case a characteristic inverse lifetime is \( \delta = 0.005t_a \approx (2 \text{ps})^{-1} \). We convert flux quanta per unit cell, \( \Phi \), into units of the actual magnetic field \( B \), by using a unit cell area of YBCO to be \( \nu_{\text{unit cell}} = 3.82\text{Å} \times 3.89\text{Å} \). This means that \( B \) is related to the flux per unit cell (in units of the flux quantum) by \( B = (\hbar/e) \times (\Phi/\nu_{\text{unit cell}}) \approx \Phi \times 27800 \). The values of the interlayer tunneling, \( t_{\perp} \), and the inverse lifetime \( \delta \) are treated as unknowns; exploring the changes in the QO spectrum which occur as they vary is one of the principle purposes of this study.

**II. SEMICLASSICAL CONSIDERATIONS**

Before undertaking the numerical solution of this model, it is useful to outline the results of a semiclassical...
FIG. 3: QOs of the DOS for very small broadening $\delta = 0.0001 t_0$, (long lifetimes) and $t_\perp = 0.005 t_0$, in the absence of a Zeeman coupling ($\vec{g} = 0$). Panels (a) and (b) show the calculated DOS $\rho$ vs. $B$ and $1/B$; panel (c) is the Fourier transform of panel (b). Each peak indicates a characteristic frequency of QOs and the corresponding semiclassical orbits are also illustrated above. The number of equivalent semiclassical orbits, $n$, is indicated below each orbit, and we have explicitly shown the two distinct classes of $\gamma$ orbits. A relatively large range of magnetic field is used $4 T < B < 1000 T$ to capture all of the QO frequencies. The system size is $L_x = 2^{23}$. 

Numerical analysis to anticipate the basic structure of the QOs in the simplest situation in which $B$ is perpendicular to the planes. As we are considering weakly coupled bilayers, we will always assume that $t_\perp \ll t \equiv \sqrt{t_a t_b}$, so the bilayer split Fermi surfaces have narrowly avoided crossings at four symmetry related points, as shown in Fig. 2. Electrons adhere strictly to semiclassical orbits only so long as $\hbar \omega_c \ll t^2/t$ since magnetic breakdown at these four points becomes significant otherwise. (Here $\omega_c \sim eB$ is the cyclotron frequency.) Taking this magnetic breakdown into account, there are five distinct classes of semiclassical orbits, as shown in the middle panel of Fig. 3, each enclosing a $k$-space area which, when converted into an oscillation frequency, correspond to five oscillation frequencies separated by $\Delta f \approx 90^\circ T$ for the model parameters we have defined. (These correspond to the frequencies labeled $\alpha$, $\beta$, $\gamma$, $\delta$, and $\epsilon$ in the spectrum in the lower panel of the figure, whose calculation is discussed in the next section).

FIG. 4: The evolution of QOs in the DOS $\rho(\mu)$ for various values of the inverse quasiparticle lifetime, $\delta$. The interlayer tunneling $t_\perp = 0.005 t_0$ and the rest of the parameters are detailed at the end of Sec. I.

The largest and smallest orbits represent the true structure of the Fermi surface, so these two frequencies ($\alpha$ and $\epsilon$) must dominate the QO spectrum when $\hbar \omega_c \ll t^2/t$. Conversely, in the limit $\hbar \omega_c \gg t^2/t$, where to good approximation we can set $t_\perp = 0$, the spectrum is dominated by the central frequency ($\gamma_1$), in which the electron orbits are confined to a single plane of the bilayer, and hence correspond to the ellipses in Fig. 2. More complex spectra, including those with the three peak structure seen in experiment, occur only when $\hbar \omega \sim t^2/t$. This, we shall see, allows us to estimate the magnitude of $t_\perp$ directly from experiment.

We will return again to a semiclassical analysis, below, in order to understand still more subtle features of the QO spectrum which appear when the magnetic field is tilted relative to the Cu-O plane.

III. NUMERICAL RESULTS

In presenting our results, we will adopt two complementary approaches. We first study an idealized theoretical limit of infinitesimally small broadening ($\delta \rightarrow 0$, i.e. infinite quasiparticle lifetime) and without Zeeman splitting, where a sharp Landau level structure of the density of states is present and easy to interpret. These numerical ‘experiments’ are done for a very large range of field strengths. We subsequently study the model over an experimentally realistic range of magnetic fields with the inclusion of Zeeman splitting, while tuning the broadening and interlayer tunneling $t_\perp$, and subsequently examining the angular dependences. While we predominantly highlight the robust qualitative features of this model, we also focus on the quantitative aspects of magnetic break-
down, which are treated exactly in our numerical studies.

In Fig. 3 we show the density of states as a function of magnetic field strengths for a c-directed field. The top panels show data where the broadening is infinitesimal at $\delta = 0.0001 t_a$ and there is no Zeeman splitting. Each Landau level is split due to the presence of two coupled layers, while the peaks in the density of states rise linearly with $B$ as expected for free fermions. The lower panel of Fig. 3 shows the Fourier transform of this data over a large range of magnetic fields ($4 T < B < 1000 T$). Here the high harmonic content of the oscillations is clearly seen, with comparable-in-magnitude first and second harmonics. For the first harmonics, there are five peaks clustered around a central frequency of $f = 530 T$, as expected from semiclassical considerations, while at higher frequencies there are all the expected harmonic combinations giving rise to a complicated spectrum.

A. Dependence on interlayer tunneling and lifetime

We now study the model over an experimentally realistic range of magnetic fields with a finite Zeeman coupling, $\tilde{g} = 0.87$. Fig. 4 and 5 show the evolution of the QOs as the interlayer tunneling $t_\perp$ and Landau level broadening $\delta$ are varied, where we have reduced the range of magnetic field to $20 T < B < 1000 T$ to conform roughly with the range explored by current experiments in YBCO. The figures are constructed from $2^{10}$ data points. As is clear from Fig. 4 the form of the oscillations is radically altered as the lifetime is decreased ($\delta$ in Eq. 7 is increased), with the sharp Landau level structure of the spectrum becoming broadened. This leads to oscillations with little harmonic content, while the amplitude of the oscillatory signal is also sharply suppressed.

Fig. 5 shows the Fourier transform of $\rho$ as both the interlayer tunneling $t_\perp$ increase (from left to right) and the inverse lifetime $\delta$ is increased (from top to bottom). Several qualitative features of the results are immediately apparent. (1) As the inverse lifetime $\delta$ is increased (and the oscillations of $\rho$ become less singular), the peaks in the Fourier transform are also broadened while the higher frequency peaks are preferentially suppressed in amplitude, leading to oscillations with little harmonic content. This has a simple semiclassical interpretation: higher frequency peaks correspond to longer semiclassical orbits and so are suppressed in amplitude by the decreasing quasiparticle lifetime. (2) The competition between different semiclassical orbits is sensitively controlled by the interlayer tunneling $t_\perp$: as $t_\perp$ is increased, the gaps between bonding and anti-bonding Fermi surfaces increase, and the weight of QOs rapidly shifts from the central frequency at 530T (corresponding to the 3rd orbit in Fig. 3) which involves two magnetic breakdowns across the true Fermi surface of the bilayer) to the side frequencies at $(530 \pm 90) T$ (corresponding to the second and fourth semiclassical orbits in Fig. 3), and is eventually dominated by the outermost frequencies at $(530 \pm 180) T$ (reflecting the ‘true’ bonding and anti-bonding Fermi surfaces of the bilayer).

Indeed, a particularly appealing feature of our approach is its exact treatment of magnetic breakdown. The immediate quantitative observation from Fig. 5 is that maintaining the large (experimentally observed) ratio of the amplitude of the central 530T frequency to that of the satellite frequencies at $530 \pm 90 T$ requires very small values of the interlayer tunneling $t_\perp < 0.01 t_a$. This is at least an order of magnitude below the typical values of $t_\perp \sim 0.1 t_a$ assigned by band structure studies and ARPES studies on overdoped YBCO, but agrees remarkably with ARPES measurements of the underdoped regime. We discuss the consequences of this observation in Sec. IV.
FIG. 6: (a) The Fourier transform of the DOS QOs for various polar angles $\theta$ of the magnetic field $\vec{B}$ (different angles have been arbitrarily offset). (b)-(d) Extracted peak heights in the Fourier transform (we have used both amplitude and phase information) versus the polar angle $\theta$. The parameters are $c = 0.055a_s$, $t_{\pm} = 0.005a_s$. The dashed lines are the theoretical fits of the angular dependence due to spin splitting (Eq. 8) which is caused by Zeeman effect.

B. Polar angle ($\theta$) dependence of the QOs

We now move on to cases where the magnetic field is tilted away from the principal $c$-axis of this model and study the dependence of the QOs on the polar and azimuthal angles, $\theta$ and $\phi$; we also comment briefly on the corresponding dependence seen in YBCO. Key experimental features include the presence of spin zeroes near $\theta \approx 51.5^\circ$ and $\theta \approx 63.5^\circ$, with the notable absence of a Yamaji angle that is typical of simple $s$-wave warping of a three dimensional Fermi surface. Spin zeroes (as well as the general $\theta$ dependence) arise due to Zeeman splitting of spinful electrons. This coupling effectively shifts the chemical potential (and hence the area of each orbit) oppositely for each species $\sigma$, by an amount that is proportional to the applied field $\delta f = \sigma \gamma B$. Such a $B$ dependent shift of the Fermi surface area for each spin species becomes a shift of the bare (spinless) frequency $f_0$ of oscillations, so that the amplitude of oscillations for the $p'th$ harmonic acquires a field independent (but $\theta$ dependent) amplitude:

$$\rho \left( \frac{1}{B}, \theta \right) \propto \sum_{\sigma=\pm} \cos \left( 2\pi \left( f_0 + \frac{\sigma \gamma B}{B \cos \theta} \right) \right)$$

$$= 2 \cos \left( \frac{\pi p \gamma}{\cos \theta} \right) \cos \left( 2\pi \frac{\sigma f_0}{B} \right).$$

A more careful analysis shows that this field independent amplitude takes the form $A(\theta) = \cos \left( \pi pgm^* / 2mc \cos \theta \right)$, where in practice the factor $\pi pgm^* / 2mc$ is related to our definition of $\tilde{g}$ as discussed in Appendix D.

Fig. 6(a) shows the polar angle $\theta$ dependence of the Fourier transform of QOs for the model system in Eq. 8. The azimuthal angle is fixed at $\phi = 45^\circ$ throughout the calculation. As expected, no Yamaji-like resonance is seen because of the absence of a truly three-dimensional dispersion. Fig. 6(b)-(d) shows the $\theta$ dependence of the QO amplitude $A(\theta)$ at the three main frequencies. We see characteristic spin-zeroes in the primary frequency $f = 530T$ near $\theta_0 = 51.5^\circ$ and $\theta_1 = 63.5^\circ$. The dashed lines show fits of the amplitude to the form given in Eq. 8 - remarkable agreement is found. We note that the positions of the spin zeroes are different for the QOs at frequencies $440T$, $530T$ and $620T$, despite the fact that the $g$-factor (our parameter $\tilde{g}$) has been defined to be the same for all orbits. This robust feature of our model can be attributed to the different effective mass of the three orbit which enters the form $\cos \left( \pi pgm^* / 2mc \cos \theta \right)$, and is explored further in Appendix D.

C. Azimuthal angle ($\phi$) dependence of the QOs

Another notable feature of QO experiments in YBCO is the dependence of the amplitude of the oscillations on the azimuthal angle $\phi$. The oscillation amplitudes exhibit a four-fold anisotropy, which increases with increasing polar angle $\theta$. Here, we show that these features can be reproduced in our model of a single bilayer, with the caveat that strong anisotropy is only natural for selected orbits that involve both layers of the bilayer ($\beta$ orbit at $440T$, $\delta$ orbit at $620T$ and $\gamma_2$ orbit at $530T$).

In analyzing the behavior of QOs for different azimuthal angles, much information can be gleaned from semiclassical intuitions. First, note that the semiclassical orbits $\gamma_1$ at the central $530T$ frequency in Fig. 3 are predominantly confined to a single layer of the bilayer. Such 2d orbits are only affected by the field perpendicular to the layer, therefore no observable azimuthal dependence is expected. On the other hand, all other semiclassical orbits shown in Fig. 3 involve tunneling events from one layer to the next, upon which electrons may obtain a phase proportional to the horizontal magnetic field $B \sin \theta$. This means that there is weak four-fold dependence arising from $\gamma_2$ orbits, wherever the signal is dominated by the $530T$ frequency; conversely, a large four-fold
modulation arises from the $530 \pm 90T$ frequencies, and so is pronounced near to spin zero angles \(\{\theta_0, \theta_1\}\) of the main $530T$ frequency.

Within the semiclassical framework, we can obtain an analytic expression for the amplitude as a function of azimuthal angle \(\phi\) by determining the amount of in-plane directed magnetic flux enclosed by a given breakdown orbit. Fig. 7(a) shows the geometry of a particular breakdown orbit for QOs at $620T$, where the total horizontal flux is the real space area corresponding to the shaded region, multiplied by the field component $B \sin \theta \sin \phi$.

Semiclassically, we find the real space area enclosed by the orbit to be $\delta k \ell_B^2 c$, where $\ell_B^2 = \hbar/eB \cos \theta$ is the square of the magnetic length, and $\delta k$ is the distance between the (avoided) crossings of the Fermi surfaces (see Fig. 7(a)). Thus, the in-plane flux enclosed by this orbit is $\Phi_{yz} = \delta k \ell_B^2 c \times B \tan \theta \cos \phi = c \delta k \tan \theta \sin \phi$ with our choices of units. Similarly, there are three other possible enclosed fluxes related by $C_4$ rotations, and given by $\Phi_{-yz} = -\Phi_{yz}$, and $\Phi_{\pm xz} = \pm c \delta k \tan \theta \cos \phi$. The resulting $\Phi_j, j = \pm xz, \pm yz$ each give an additional constant initial phase to the in-plane fluxes that determine the QOs of the corresponding reconstruction, which add up
to give the overall amplitude:

\[ A_1(\phi) \propto \sum_j \exp(i\Phi_j) \propto 2\cos\Phi_{xz} + 2\cos\Phi_{yz} \]

\[ \propto 2\cos(\delta k \tan\theta \cos\phi) + 2\cos(\delta k \tan\theta \sin\phi) \]

Examples of the azimuthal angular dependence given by Eq. 9 are shown in Fig. 7(b) whose form guarantees \( C_4 \) rotation symmetry. For smaller values of the polar angle \( \theta \) (and thus a smaller overall factor \( \delta k \tan\theta \)), the \( \phi \) angular dependence is suppressed. We note that the magnitude of the anisotropy depends sensitively on \( \delta k \). An example of the QO amplitude variation for a larger \( \delta k = 0.8417 \) as compared to the original \( \delta k = 0.6417 \) is also included in Fig. 7(b).

It is straightforward to verify that the angular dependence of the QOs at 440\( T \) has the same result as Eq. 9 while at 530\( T \) we need to consider both the \( \gamma_1 \) and \( \gamma_2 \) orbits:

\[ A_1'(\phi) \propto M + 2\cos(\delta k \tan\theta(\cos\phi + \sin\phi)) + 2\cos(\delta k \tan\theta(\cos\phi - \sin\phi)) \]

where \( M \) is a complex constant for the contribution from \( \gamma_1 \) orbits and sensitively depends on the parameters including \( t_\perp \) and \( B \).

Another immediate consequence of this expression is that the maximum in QO amplitudes at the side frequencies at (530 ± 90)\( T \) occurs when the field is aligned with the principal axes of the ellipses. Given that experimentally, the maximum of the oscillation amplitudes is seen to occur for fields along the \( a \) and \( b \) crystallographic directions, it is natural that the principal axes of such elliptical pockets must lie along the \( a \) and \( b \) directions, i.e. such azimuthal dependence seemingly rules out proposals where the principal axes of the Fermi pockets are oriented at 45° to the \( a \) and \( b \) crystallographic directions.

Returning to the model at hand, we calculated numerically the density of states QOs with selected values of the azimuthal angle \( \tan\phi = 0.1, 2, 3, 4 \) (plus symmetry related values) and various polar angles. The resulting QO amplitudes at frequency 620\( T \) and polar angles \( \theta = 63.5^\circ \) and \( \theta = 51.5^\circ \) are shown in Fig. 8 (a) and is fully consistent with the semiclassical expression derived in Eq. 9. In particular, the selected \( \theta \) values are the spin zeros of the central frequency at \( f = 530 T \) of the QOs, where the effect of the side frequencies at (530 ± 90)\( T \) are enhanced. In addition, four-fold anisotropy is also seen for the QO amplitudes at frequency 530\( T \) and polar angle \( \theta = 60^\circ \) as shown in Fig. 9, and fits well to Eq. 10 with parameter \( M = -13.5 \).

IV. IMPLICATIONS FOR THE CUPRATES

We have shown that a simple model of criss-crossed elliptical electron pockets can reasonably account for the most striking experimental observations of QOs in the bilayer cuprate YBCO. In particular, we have shown that a three peak structure in the Fourier transform of QOs follows naturally from the ansatz of broken mirror symmetry\( ^{23} \) and weak bilayer splitting. The choices of tight-binding and Zeeman-splitting parameters that best capture this physics have been analyzed semi-quantitatively. We have also demonstrated that major features of both the azimuthal and polar angular dependence of the QOs can be qualitatively reproduced by this simplified model of a single bilayer.

A central feature of our analysis involves the small effective interlayer tunneling \( t_\perp \) required to account for the prominence of the central 530\( T \) frequency relative to those at 530 ± 90\( T \). In certain situations, a singular \( k \) dependence\( ^{48,49,56} \) of the bare interlayer tunneling, \( t_\perp(0)(k) \approx t_\perp(0)(\cos k_x - \cos k_y)^2 \), arises due to the local quantum chemistry. In this case the small value of the effective \( t_\perp \) could reflect the location of the electron pockets along the “nodal” direction in the Brillouin zone where \( |k_x| = |k_y| \), rather than any non-trivial many-body effect. However, there are strong reasons to doubt that the bilayer tunneling in YBCO has such strong \( k \) dependence. On theoretical grounds, LDA studies\( ^{15,19} \) have found that the tunneling between the ‘dimpled’ planes of a YBCO bilayer remains substantial even along the nodal direction with \( t_\perp(0)(k_n) \approx 120 \text{meV} \), compared to an antinodal value of \( t_\perp(0)(k_{an}) \approx 150 \text{meV} \).

This LDA prediction is supported by ARPES measurements on YBCO in the overdoped regime\( ^{50} \) where an almost isotropic bilayer splitting of \( \Delta\varepsilon_{k_n} = 2t_\perp(k_n) \approx 22t_\perp(0)(k_n) \approx 130 \text{meV} \) in the nodal direction, compared to an antinodal splitting \( \Delta\varepsilon_{k_{an}} \approx 150 \text{meV} \) leads to a near isotropic quasiparticle weight of \( Z \approx 0.5 \). This is in sharp contrast to underdoped samples, where despite the theoretical (LDA) prediction of a doping independent \( t_\perp(0) \), the nodal bilayer splitting is difficult to resolve. These experiments give an upper bound of the nodal quasiparticle weight in the underdoped regime of \( Z_n < 0.065 \), while an estimate based on the rescaled values of the spectral weight yields \( Z_n \approx 0.03 \). Such estimates agree remarkably well with our estimate of the effective value of \( t_\perp \) necessary to account for the QO’s in underdoped YBCO. The constraint of the quasiparticle weight \( Z \lesssim 0.05 \), strongly suggests that the effective Fermi liquid parameter \( t_\perp = \tilde{Z}t_\perp(0) \) is renormalized significantly downwards.

A. Comparison with previous proposals

There have been many proposals\( ^{32,33} \) for the origin of the Fermi surface reconstruction in the cuprates. Given recent observations of (seemingly ubiquitous)\( ^{16,31} \) incommensurate CDW order, a prime candidate for the Fermi surface is one where nodally located electrons pockets are produced by incommensurate CDWs which are at least bi-axial, involving ordering at \( \vec{Q} = (Q,0,1/2) \).
and \( \vec{Q}_0 = (0, Q, 1/2) \). This idea, along with the invocation of breakdown orbits due to bilayer splitting to account for the three peak structure of the Fourier transform, was first advanced by Harrison, Sebastian and co-workers.\(^{10, 11}\) In this scenario, a diamond shaped, nodally located electron pocket is split by bilayer tunneling (with the above mentioned \((\cos k_x - \cos k_x)^2\) form factor), with all three observed frequencies involving orbits where the electron tunnels from one layer to the next. The nodal location also serves to suppress simple isotropic (s-wave) hoping in the c axis direction, leading to an absence of a Yamaji resonance.

The model discussed in the present paper, while similar in spirit to that of Harrison and Sebastian, possesses crucial differences of symmetry and effective dimensionality. Under the assumption that QO experiments probe the physics of a single bilayer, mirror symmetry between the two layers of this bilayer must be broken in order for breakdown orbits to be present in a purely c-axis directed magnetic field - otherwise a conserved bilayer parity associated with the split Fermi surfaces would prevent all magnetic breakdown (see Appendix \( \text{E} \)). Indeed, there is evidence for such broken symmetry in the low field charge order (see \( \text{E} \)). Once mirror symmetry is broken, a natural consequence is that the central 532\( \mathrm{f} \) frequency reflects a semiclassical orbit where electrons are confined to a single layer of the bilayer, and if so, is naturally the most prominent in the regime of small interlayer tunneling.\(^{24}\)

We have demonstrated that the experimental observations can be generally accounted for in the context of a minimal model of a single bilayer. In contrast to previous proposals, this model requires no specific 3\( d \)-structure of the Fermi surface, and makes no specific assumptions about the nature of the order that reconstructs the Fermi surface; given that recent high field X-ray scattering experiments\(^{57}\) have given evidence of an unexpected, distinct high-field character of the CDW order, we view this lack of specificity as a virtue.

B. Further tests from experiments in YBa\(_2\)Cu\(_3\)O\(_{6.58}\)

The magnetic breakdown scenario makes two specific predictions for QO experiments in bilayer cuprates:

1. Oscillations taken over a sufficiently large field range should show five spectral features distributed symmetrically about the main frequency, plus multiple higher harmonics from combination orbits.

2. The weight of the various frequency components of the quantum oscillations should be field-dependent, with orbits that require fewer breakdown events dominating at low fields.

Fig. 10 shows torque magnetometry data taken on YBa\(_2\)Cu\(_3\)O\(_{6.58}\) at 1.5 kelvin. Multiple spectral components, beyond the three main peaks identified in previous studies but consistent with those presented in section III, are clearly visible with this extended field range (18.5 to 62.6 Tesla). Appendix \( \text{E} \) demonstrates that these peaks (particularly \( \alpha \) and \( \epsilon \)) are not artifacts of the Fourier transform, but are instead physical components of the oscillatory signal.

Transforming the data over a limited low-field range, from 18.5 to 26 \( \mathrm{T} \) (blue curve in Fig. 10), shows that the main 530 \( \mathrm{T} \) peak is indeed no longer dominant. Semiclassically,\(^{25}\) the probability of tunneling through any one of the four junctions between the bilayer split Fermi surfaces (Fig. 2) is \( P = \exp (-B_0/B) \), where \( B_0 \) is the characteristic breakdown field. The probability of avoiding breakdown (Bragg reflection) at a junction is \((1 - P)\). While this expression is not exact (unlike the breakdown treatment in section III), particularly at fields large compared to \( B_0 \), it gives intuition as to why the spectral weight shifts at lower fields: the \( \gamma \) orbit shown in Fig. 8 requires four breakdown events, while the \( \alpha \) (\( \epsilon \)) orbit requires none and the \( \beta \) (\( \delta \)) orbit requires two. Note that the field range used to obtain the blue curve in Fig. 10 is insufficient to resolve the splitting of these peaks. Finally, the dominance in amplitude of lower frequencies over higher frequencies originates\(^{26}\) in the suppression of larger orbits due to quasiparticle scattering.\(^{26}\)
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Appendix A: Form of the Hamiltonian for general angles $\phi$

For additional azimuthal angles as $\tan \phi = 1/M$ where $M \in \mathbb{Z}$ (or equivalently $\tan \phi = M$ by symmetry):

$$\hat{B} = B \left( \hat{z} \cos \theta + \hat{x} \sin \theta M / \sqrt{M^2 + 1} + \hat{y} \sin \theta / \sqrt{M^2 + 1} \right)$$  \hspace{1cm} (A1)

we can no longer keep the translation symmetry along the $\hat{y}$ direction for arbitrary $B$ with the chosen Landau gauge, however, we can define the new magnetic unit cell with the new lattice vectors $\hat{x}' = \hat{x}$, and $\hat{y}' = M\hat{x} + \hat{y}$ along $\hat{B}$ in plane or equivalently $x' = x - My$, $y' = y$. Once again we can choose a proper gauge so that the translation symmetry along the $\hat{y}'$ direction is preserved:

$$A = \begin{pmatrix} 0, 2\pi \Phi(x - My), -2\pi \Phi_0 \tan \theta(x - My) / \sqrt{M^2 + 1} \tan \theta \end{pmatrix}$$

$$= \begin{pmatrix} 0, 2\pi \Phi x', -2\pi \Phi' a_c \tan \theta / \sqrt{M^2 + 1} \end{pmatrix}$$  \hspace{1cm} (A2)

where $\Phi = B \cos \theta$ is the magnetic flux through the plaquette in the $x - y$ plaquette, and $\Phi_0 \tan \theta / \sqrt{M^2 + 1}$ is the flux through the $x - z$ plaquette. The hopping matrix elements no longer depend on $y'$, therefore we can Fourier transform into the corresponding $k_y'$ momentum basis. The resulting Hamiltonian (for each $k_y'$ and spin $\sigma$) becomes:

$$\hat{H}_{k_y', \sigma} = \sum_{x, \lambda} t_{x, \lambda} \left[ c_{x+1, \lambda}^{\dagger} c_{x, \lambda} + \text{H.c.} \right] + \frac{4\pi \tilde{g} \Phi \sigma}{\cos \theta} c_{x, \lambda}^{\dagger} c_{x, \lambda}$$

$$+ \sum_{x, \lambda} t_{y, \lambda} \left[ c_{x-M, \lambda}^{\dagger} c_{x, \lambda} \exp \left( i2\pi \Phi x - k_{y}' \right) + \text{H.c.} \right]$$

$$+ \sum_{x} t_{\perp} \left[ c_{x, \perp}^{\dagger} c_{x, \perp} \exp \left( i2\pi \Phi x a_c \tan \theta / \sqrt{M^2 + 1} \right) + \text{H.c.} \right]$$  \hspace{1cm} (A3)

where we have suppressed the $k_y'$ and $\sigma$ labels in the fermion operators. The Hamiltonian is still block tri-diagonal and its physical properties including DOS can be efficiently calculated using recursive Green’s function method.

Appendix B: Mirror symmetry and the absence of breakdown frequencies

Here we discuss in further detail the absence of magnetic breakdown when a mirror symmetry relating the two planes of the bilayer is present. The essence of this symmetry argument is the following: in the presence of a magnetic field semiclassical dynamics correctly captures the motion of electrons, while magnetic breakdown is allowed plane perpendicular to the magnetic field, the mirror parity of the states remains a good quantum number even in magnetic field dynamics. This symmetry may be viewed at a more operational level by considering the Hamiltonian of a bilayer with identical dispersions $\varepsilon(k)$ in each layer. In the absence of a field, this takes the form

$$H = \sum_k \Psi_k \hat{H}_k \Psi_k = \sum_{k = k_x, k_y} \left( \begin{array}{cc} c_{k, 1}^{\dagger} & c_{k, 2}^{\dagger} \\ c_{k, 1} & c_{k, 2} \end{array} \right) \left( \begin{array}{cc} \varepsilon(k) & t_{\perp}(k) \\ t_{\perp}(k) & \varepsilon(k) \end{array} \right) \left( \begin{array}{c} c_{k, 1} \\ c_{k, 2} \end{array} \right)$$  \hspace{1cm} (B1)

where $t_{\perp}(k)$ is the (in general) momentum dependent tunneling between layers.

Mirror symmetry relating the two layers of the bilayer is akin to the statement that the Hamiltonian commutes with the $x$-Pauli matrix, $\hat{\tau}_x$:

$$\left[ \hat{H}_k, \hat{\tau}_x \right] = 0, \quad \text{where} \quad \hat{\tau}_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$  \hspace{1cm} (B2)

It should be clear that this operation swaps the two planes of the bilayer, and so implements that mirror operation that we are referring to. The addition of a magnetic field $B$ is typically implemented via a Peierls substitution, resulting in a dramatic change to the structure of the Hamiltonian and eigenstates. In particular, working in Landau
Broken mirror symmetry

...Oscillations in any physical quantity arise because of periodicity in the structure of the energy spectrum as single can be treated as independent systems, as the magnetic field is varied, each sector produces a blocks, so that the energy spectrum for these + and − ε neither magnetic breakdowns nor beat (sum or difference) frequencies. 

In quantum oscillations. This results in two (possibly degenerate) quantum oscillation frequencies, with ε form the interlayer tunneling is present. In Fig. 11(b) we weakly break the symmetry by considering dispersions of the + and − ε = 0.95t_a and the interlayer tunneling is once more t_{\perp}(k) = t_0 \cos^2(2k_y). The bilayer bonding and anti bonding Fermi surfaces are almost identical in both cases, yet the QO frequencies are dramatically different: mirror symmetry forbids breakdown orbits in (a).

gauge we only preserve translation invariance in a single direction, so in general the eigenstates will be labeled by a generalized Landau level index, n, and transverse momentum, k_y. However, as long as the magnetic field does not break this mirror symmetry, i.e. B = B_2 \hat{z}, it remains the case that eigenstates of \hat{H} are also eigenstates of \hat{r}_x, i.e.

\[ [\hat{H}, \hat{r}_x] = 0 \]  \hspace{1cm} (B3)
\[ \hat{H}|n, k_y, \pm\rangle = E(n, k_y, \pm)|n, k_y, \pm\rangle \]  \hspace{1cm} (B4)
\[ \hat{r}_x|n, k_y, \pm\rangle = \pm|n, k_y, \pm\rangle \]  \hspace{1cm} (B5)

Note that these are the exact eigenstates of the system, and they are necessarily orthogonal. Also notice that none of these statements depend on the form of the interlayer tunneling t_{\perp}(k).

The absence of magnetic breakdown is then most easily understood by considering the structure of the energy spectrum. Oscillations in any physical quantity arise because of periodicity in the structure of the energy spectrum as a function of 1/B. The discrete two-fold mirror symmetry means that the Hamiltonian separates into two independent blocks, so that the energy spectrum for these + and − sectors can be solved independently. Because these sectors can be treated as independent systems, as the magnetic field is varied, each sector produces a single fundamental frequency in quantum oscillations. This results in two (possibly degenerate) quantum oscillation frequencies, with neither magnetic breakdowns nor beat (sum or difference) frequencies.

Fig. 11(a) and 11(b) provide confirmation of these symmetry arguments. In Fig. 11(a) we have considered identical dispersions \( \varepsilon(k) = -2t(\cos k_x + \cos k_y) - \mu \) with \( t = 1 \) and \( \mu = -2.8t \), and \( t_{\perp}(k) = -0.17 \cos^2(2k_y) \). This form of the interlayer tunneling is both technically simple to implement, and produces nodes in the bilayer splitting. As is clear from the Fourier transform, no magnetic breakdown is present, and only two fundamental frequencies are seen when the interlayer tunneling is present. In Fig. 11(b) we weakly break the symmetry by considering dispersions of the form \( \varepsilon(k) = -2(t_a \cos k_x + t_b \cos k_y) - \mu \) in one layer, and \( \varepsilon(k) = -2(t_b \cos k_x + t_a \cos k_y) - \mu \) in the next layer, with \( t_b = 0.95t_a \). In the absence of interlayer tunneling, only one frequency is seen in QOs (these pockets have identical areas), but a finite interlayer tunneling leads to multiple breakdown orbits.
Appendix C: Recursive Green’s function method for the DOS of a tri-diagonal block Hamiltonian

As is shown in the main text, the Hamiltonian in \( k_y \) and \( \sigma \) basis only involves finite-range coupling and is block tri-diagonal

\[
\hat{H}_{k_y,\sigma} = \begin{pmatrix}
\ddots & & \\
& \ddots & \ddots & \ddots & \\
& & \tilde{h}_{x-1,\sigma} & \tilde{t} & \tilde{h}_{x,\sigma} & \tilde{t} \\
& & \tilde{t} & \tilde{h}_{x,\sigma} & \tilde{t} & \tilde{h}_{x+1,\sigma} & \ddots & \ddots \\
& & & & \ddots & & & & \\
& & & & & & & & \\
\end{pmatrix},
\]

where we have used the fact that the physical quantities are independent of \( L \).

To obtain the diagonal elements of the Green’s function \( \hat{G}_\sigma(\mu) \), we note the inverse of the following block tri-diagonal matrix may be calculated recursively

\[
\hat{G}_\sigma^{-1}(\mu) = (\mu + i\delta)\mathbb{I} - \hat{H}_{k_y,\sigma} = \begin{pmatrix}
\mathbf{a}_{1,1} & \mathbf{a}_{1,2} & \mathbf{a}_{1,3} \\
\mathbf{a}_{2,1} & \mathbf{a}_{2,2} & \mathbf{a}_{2,3} \\
\mathbf{a}_{3,1} & \mathbf{a}_{3,2} & \mathbf{a}_{3,3} \\
& & \ddots & \ddots \\
\end{pmatrix}
\]

where \( a_{i,i} = (\mu + i\delta)\mathbb{I} - \hat{h}_{x,\sigma} \) and \( a_{i,i+1} = a_{i,i+1} = \tilde{t} \). This is accomplished by the following recursive algorithm, which consists of two independent sweeps (and hence the computation is linear in the size \( L_x \)):

For increasing \( i = 1, 2, \ldots, N - 1 \) we define

\[
c^L_i = -a_{i+1,i}(d^L_i)^{-1},
\]

with \( d^L_i = a_{1,1} \) and \( d^L_i = a_{i,i} + c^L_{i-1}a_{i-1,i} \); for decreasing \( i = N, N - 1, \ldots, 2 \) we define

\[
c^R_i = -a_{i-1,i}(d^R_i)^{-1},
\]

where \( d^R_N = a_{N,N} \) and \( d^R_i = a_{i,i} + c^R_{i+1}a_{i+1,i} \); then the diagonal blocks of \( \hat{G}_\sigma(\mu) = \left[(\mu + i\delta)\mathbb{I} - \hat{H}_{k_y,\sigma}\right]^{-1} \) are given by

\[
\hat{G}_{i,i} = (-a_{i,i} + d^L_i + d^R_i)^{-1}, \quad i = 1, 2, 3, \ldots, N
\]

Appendix D: Effective masses of electron pockets and Zeeman splitting coefficient \( \tilde{g} \)

1. Value of \( \tilde{g} \) coefficient for Zeeman splitting in our tight-binding model

The effective mass of a band structure is defined as

\[
m^* = \frac{\hbar^2}{2\pi} \frac{\partial S_k}{\partial \mu}
\]
Uncoupled pockets, $\mu = -2.5306t_a$

where $S_k$ is the $k$-space area enclosed by the Fermi surface at chemical potential $\mu$.

The dispersion relation in our tight-binding model in one of the single layers is (equivalent to the 3rd orbit in Fig. 3)

$$\epsilon_k = -2t_a \cos k_x a - 2t_b \cos k_y b \approx -2t_a - 2t_b + t_a k_x^2 a^2 + t_b k_y^2 b^2$$  \hspace{1cm} (D2)

near the bottom of the band, where $a$ and $b$ are the sizes of the unit cell. At chemical potential $\mu$ the Fermi surface is close to an ellipsis with $k_x^0 = \sqrt{\frac{\mu}{t_a a^2}}$ and $k_y^0 = \sqrt{\frac{\mu}{t_b b^2}}$, thus the area enclosed by the Fermi surface

$$S_k = \pi k_x^0 k_y^0 = \frac{\pi \mu}{ab \sqrt{t_a t_b}}$$  \hspace{1cm} (D3)

The effective mass of the model near the band bottom is

$$m^* = \frac{\hbar^2}{2ab \sqrt{t_a t_b}}$$  \hspace{1cm} (D4)

By definition, the Zeeman splitting is

$$E_{\text{Zeeman}} = \pm \frac{g}{2} \mu_B B = \pm \frac{g \pi \hbar^2}{2ab m_e \cos \theta} \Phi \sqrt{t_a t_b} \frac{g m^*}{m_e} \cos \theta$$  \hspace{1cm} (D5)

where $\mu_B = e \hbar / 2m_e$ is the Bohr magneton and $\Phi$ is the dimensionless quantity of the number of magnetic flux quantum $\Phi_0 = \hbar / e$ per $x - y$ plaquette.

Note that $g = 2$ for electron spin and $m^*/m_e \approx 1.6$ in YBCO, $t_a = 1$ and $t_b = 1/3$,

$$E_{\text{Zeeman}} \approx \pm 0.92 \times 2\pi \Phi / \cos \theta$$  \hspace{1cm} (D6)

In fact, the quadratic approximation in $\epsilon_k$ in Eq. D2 underestimates the effective mass $m^*$ due to the higher order terms we have neglected. A more careful treatment and comparison between the numerical and theoretical $\theta$ dependence suggests the best choice is

$$E_{\text{Zeeman}} \approx \pm 0.87 \times 2\pi \Phi / \cos \theta$$  \hspace{1cm} (D7)

suggesting $\tilde{g} = 0.87$ in connection with Eq. 5.

2. Effective mass for different semiclassical orbits

While $\tilde{g} = 0.87$ determines the effective mass of the electron pocket in a single layer and the central peak in the QO power spectrum, it is conceivable that the effective mass of the other viable semiclassical cyclotron orbits associated with the side peaks be different, as their enclosed areas are necessarily modified - Fig. 12 shows the enclosed areas of these orbits as the chemical potential is varied, and the effective mass extracted from the corresponding slope according to Eq. D1 is fully consistent with that obtained from the fit to QO amplitude versus $\theta$ angle of the magnetic field $B$ in Fig. 6.
FIG. 13: The inset shows two simulated data sets: one is apodized with a boxcar function (black), and the other uses equation [E1] with \( \alpha = 1.7 \) (red). The Fourier transform of the boxcar-apodized data shows multiple side-lobes introduced from the sharp cut-off. The data apodized with the Kaiser window has a main peak suppressed by about a factor of two, but with the first side-lobe suppressed 20 times more than that in the box-car data.

Appendix E: Fourier Transform Analysis

Fast-Fourier transforms of finite data sets are known to introduce frequency ‘artifacts’ into power-spectrum plots. These artifacts originate in the choice of how the data is truncated. For example, a ‘boxcar’ function—whereby the signal is simply truncated at the start and end—introduces high-frequency components due to the sharp cutoffs at the data boundaries. Modern signal processing solves this through ‘apodization’, whereby the data is brought to zero in some way at the boundary. The choice of apodization function depends on what features in the data are of interest.

The data in Fig. 10 were processed using a Kaiser window, designed to resolve closely-spaced frequencies while suppressing side-lobes (at the expense of absolute amplitude determination, which was not important for this analysis). The weighting function \( w \) for \( N \) data points is defined as

\[
w(n) = \frac{I_0 \left( \pi \alpha \sqrt{1 - \left( \frac{2n}{N-1} - 1 \right)^2} \right)}{I_0 (\pi \alpha)}, \tag{E1}
\]

where \( I_0 \) is the zeroth modified Bessel function of the first kind and \( \alpha \) controls the roll-off of the weighting function (chosen to be 1.7 for this work). Fig. 13 shows the effect of such a windowing function on a signal and its Fourier transform.

Simulated QO data is shown in the inset of Fig. 14. The data contains only the three central frequencies: 440, 530, and 620 T. Specifically, the function is

\[
\tau = e^{-150/B} \left( \cos \left( \frac{2\pi}{B} \frac{440}{B} - \pi \right) + \cos \left( \frac{2\pi}{B} \frac{530}{B} - \pi \right) + \cos \left( \frac{2\pi}{B} \frac{620}{B} - \pi \right) \right). \tag{E2}
\]

Note the lack of side-lobes near 350 and 710 T: this demonstrates that the \( \alpha \) and \( \epsilon \) peaks in Fig. 10 are not artifacts of the data analysis.
FIG. 14: The inset shows simulated data from equation $E_2$ before the window is applied. The Fourier transform uses the Kaiser window with $\alpha = 1.7$—the same as the red curve in Fig. 13 and in Fig. 10 in the main text. Note that there are no extraneous side-lobes.