What to expect from dynamical modelling of cluster haloes I. The information content of different dynamical tracers
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ABSTRACT
Using numerical simulations, we study how well the underlying gravitational potential of a galaxy cluster can be modelled dynamically with different types of tracers. In order to segregate different systematics and the effects of varying estimator performances, we first focus on applying a generic minimal assumption method (oPDF) to model the simulated haloes using the full 6-D phase-space information. We show that the halo mass and concentration can be recovered in an ensemble unbiased way, with a stochastic bias that varies from halo to halo, mostly reflecting deviations from steady state in the tracer distribution. The typical systematic uncertainty is ~ 0.17 dex in the virial mass and ~ 0.17 dex in the concentration as well when dark matter particles are used as tracers. The dynamical state of satellite galaxies are close to that of dark matter particles, while intracluster stars are less in a steady state, resulting in a ~ 0.26 dex systematic uncertainty in mass. Compared with galactic haloes hosting Milky-Way-like galaxies, cluster haloes show a larger stochastic bias in the recovered mass profiles. We also test the accuracy of using intracluster gas as a dynamical tracer modelled through a generalised hydrostatic equilibrium equation, and find a comparable systematic uncertainty in the estimated mass to that using dark matter. Lastly, we demonstrate that our conclusions are largely applicable to other steady-state dynamical models including the spherical Jeans equation, by quantitatively segregating their statistical efficiencies and robustness to systematics. We also estimate the limiting number of tracers that leads to the systematics-dominated regime in each case.
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1 INTRODUCTION
Galaxy clusters are the largest gravitationally bound systems in the Universe and are unique laboratories for studying cosmology and galaxy formation. Accurate and robust estimation of the mass content of clusters is crucial for such studies, especially in the era of precision cosmology. Besides gravitational lensing (e.g., Mandelbaum et al. 2006; Hilbert & White 2010; Richard et al. 2010; Han et al. 2015), dynamical modelling (e.g., Biviano et al. 2006; Lau et al. 2009; Rasia et al. 2012; Mamon et al. 2013; Old et al. 2014; Wang et al. 2015; Henson et al. 2017; Armitage et al. 2019) is perhaps the most popular approach to model the underlying potential and measure the total mass of galaxy clusters. A dynamical model generally makes use of the phase-space distribution of tracer particles to infer the underlying gravitational potential, as the motions of tracers are governed by the gravity of the host halo. A large family of methods have been developed in the past, including the Jeans equation (e.g., Binney & Tremaine 1987), the virial theorem (e.g., Heisler et al. 1985), the caustic method (e.g., Diaferio & Geller 1997), the distribution function method (e.g., Li et al. 2019), and the hydrostatic equilibrium equation (e.g., Rasia et al. 2004) in a general categorization. In addition, machine learning has also become one popular approach to measure the dynamical masses for galaxy clusters in recent years (e.g., Ntampaka et al. 2015; Kodi Ramanah et al. 2020, 2021). Many works have been devoted to testing and understanding the various dynamical methods in both simulations and observations (e.g., Carlberg et al. 1997; Girardi et al. 1998; Biviano & Girardi 2003; Rines et al. 2003; Lemze et al. 2009; Serra et al. 2011; Alpaslan et al. 2012; Biviano et al. 2013; Munari et al. 2014; Maughan et al. 2016; Foëx et al.
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Because bright satellite galaxies are relatively easy to observe in phase space than individual stars, they have been the primary dynamical tracer objects for modelling the underlying gravitational potential in clusters (e.g., Biviano & Girardi 2003; Old et al. 2015, 2018; Wojtak et al. 2018). Saro et al. (2013) investigated the selection effects on the estimation of galaxy cluster masses using a sample of red-sequence and spectroscopic galaxies selected from a simulated catalogue. Armitage et al. (2019) tested a few traditional dynamical modelling methods including the spherical Jeans equation, the virial theorem and the caustic method, using satellite galaxies as tracers from the C-EAGLE simulation. In both 3-dimensional (hereafter 3D) and projected cases, they found similar performances of the three methods. However, Old et al. (2015) studied the scatter and bias of 25 mass estimation techniques using cluster galaxies and found $0.18 \pm 1.08$ dex rms errors in the recovered virial mass for different methods.

Apart from satellite galaxies, hot gas in clusters can be used as dynamical tracers as well. The X-ray emission from the hot intracluster medium (ICM) provides estimates of the density and temperature of the ICM. Under the assumption of hydrostatic equilibrium, these quantities can be used to infer the total mass profile of the host cluster halo (Cowie et al. 1987; Diaferio et al. 2005; Vikhlinin et al. 2006; Rines et al. 2016; Maughan et al. 2016; Foëx et al. 2017; Lovisari et al. 2020). However, there could be systematic differences between such hydrostatic mass estimates and other dynamical masses. For example, Maughan et al. (2016) found that the hydrostatic-to-caustic mass ratio is about 1.2 at $R_{500}$.

More detailed analysis revealed that dynamical substructures, which can be detected with the Dressler-Shectman test (Dressler & Shectman 1988), can have significant influences on the dynamical mass estimates (e.g., Biviano et al. 2006; Foëx et al. 2017; Old et al. 2018; Armitage et al. 2019). In observations, Foëx et al. (2017) showed that the removal of substructures can result in $\sim 15\%$ smaller dynamical masses in general. On the other hand, using mock galaxy catalogues, Old et al. (2018) found that the scatter in the dynamical mass estimates of clusters with dynamical substructures is very close to that without substructures.

Using data from the wide-field VIMOS spectroscopic and XMM-Newton observations, Foëx et al. (2017) found that the Jeans, caustic and virial methods with substructures, can lead to $\sim 20\%$, $\sim 30\%$ and $\sim 50\%$ higher mass estimates than the mass estimated from X-ray observations of the hot ICM, respectively. In fact, the observed X-ray emission can be affected by many physical processes in clusters, such as gas accretion, active galactic nuclei (AGN) feedback and the presence of substructures, which violate the hydrostatic equilibrium assumption. These effects have been widely studied in numerical simulations (e.g., Rasia et al. 2006; Lau et al. 2009; Rasia et al. 2012; Nelson et al. 2014; Henson et al. 2017; Ansarifard et al. 2020; Gianfagna et al. 2021), showing about $10 \sim 40\%$ systematic errors in the mass estimates.

Many of these previous studies, however, have focused on testing the performance of specific dynamical methods that are commonly used in observations. While such tests can provide valuable benchmarks for the applications of the corresponding methods, it is still not easy to get a concise and consistent understanding of the most important systematics, due to the various peculiar assumptions associated with different models. On the other hand, a few assumptions, such as the steady-state and the spherical symmetric assumptions, are commonly adopted by almost all of the dynamical modelling methods. Understanding the systematics arising from these common assumptions can help us to understand the minimum level of systematics with which one can expect from models involving these assumptions. To this end, in this work we carry out a comprehensive investigation of common systematics by applying a generic minimal assumption dynamical model to simulations of galaxy clusters. We use a large sample of galaxy clusters from a set of high resolution hydrodynamical simulations for this study.

Various types of tracers are adopted in our analysis, including dark matter (hereafter DM) particles, halo stars, satellite galaxies and intra-cluster gas. Although it is impossible or difficult to use DM or individual halo stars as dynamical tracers in distant cluster observations, tests using these tracers in simulations can nonetheless provide a comprehensive view of the dynamical state of clusters. In fact, a few previous studies have also attempted using DM particles in numerical simulations as tracers. For example, Marini et al. (2021) studied the pseudo-entropy profiles using DM, stars and sub-haloes as tracers in simulated galaxy clusters. Biviano et al. (2006) used both DM and satellite galaxies as tracers to estimate the mass of clusters in simulations with the virial theorem. Wojtak et al. (2009) used DM as tracers to test the distribution function method of constraining the mass and anisotropy profiles of galaxy clusters.

To isolate systematics due to any peculiar assumptions associated with a specific dynamical method, we at first use a generic dynamical method that has minimal model assumptions and test the method using these different types of tracers. This method, called the orbital Probability Distribution Function (oPDF; Han et al. 2016a), has been used to study the dynamical state of various tracers in Milky Way (MW) like haloes (Han et al. 2016b; Wang et al. 2017; Han et al. 2020). It has been found that MW haloes are only approximately in a steady state, resulting in an irreducible amount of bias, which is determined by the dynamical state of the corresponding dynamical tracers in the haloes. While satellite galaxies show a dynamical state close to that of DM (Han et al. 2020), halo stars deviate more from equilibrium, leading to a factor of $\sim 2 \sim 3$ systematic bias in the mass estimates (Wang et al. 2017). The conclusions are further validated using the spherical Jeans equation (hereafter SJE) modelling in a separate work (Wang et al. 2018a). In this study, we show that similar conclusions hold for cluster haloes, but the amount of the overall bias level is larger. This can be understood as cluster haloes form later than galaxy size haloes, leading to stronger deviations from equilibrium.

We also complement the oPDF results by comparing them to those based on the hydrostatic equilibrium modelling of hot gas in clusters as well as those based on the SJE, to understand the general implications of our results especially in terms of quantifying the efficiency and robustness of each estimator.

The current version of oPDF is based on the full 6-dimensional phase-space information of tracer objects. However, in observations we can only observe the line-of-sight velocity component of satellite galaxies, because it is very difficult to measure the proper motions or tangential velocities for satellite galaxies in distant clusters. Nevertheless, as our first attempt, in this paper we apply the full phase-space oPDF method to galaxy clusters, using the 6-dimensional position and velocity information for various types of tracer particles in numerical simulations. This helps us to avoid extra assumptions due to incomplete data, while focusing on investigating the dynamical state of different types of tracers. We leave the application to incomplete phase-space data to future studies.

---

1 The notation $R_{500}$ is defined as the radius where the mean density is 500 times the critical density of the universe at the cluster redshift.
This paper is organised as follows. Section 2 gives a brief introduction to the simulation data used. The dynamical modelling methods are summarised in Section 3. The overall performances of dynamical modelling in cluster haloes using different dynamical tracers as described above are presented in Section 4. We will also show comparisons with MW-like systems, which we refer to as galactic haloes throughout the paper. In Section 5, we discuss potential systematic errors caused by the spherical symmetry assumption, radial selections and baryonic effects. In Section 6, we demonstrate the general implication of our results by further testing the SJE on the same tracer samples. We conclude in the end (Section 7).

2 DATA

We use a sample of 324 simulated galaxy clusters from the Three Hundred Project\(^2\) (Cui et al. 2018) for our analysis. These clusters are selected from the parent \(N\)-body simulation of MultiDark Plank 2 (MDPL2; Klypin et al. 2016)\(^3\), which was run with 3840\(^3\) dark matter particles of mass \(1.5 \times 10^{9} h^{-1}M_{\odot}\) and in a periodic cube of comoving length 1.48 Gpc. Each selected cluster zooms into a region of 15 \(h^{-1}\)Mpc in radius centred on one of the 324 most massive clusters at \(z = 0\) in MDPL2, as identified by the ROCKSTAR (Behroozi et al. 2013) halo finder\(^4\). The particle masses in the high resolution region are \(m_{\text{DM}} \approx 12.7 \times 10^{8} h^{-1}M_{\odot}\) and \(m_{\text{gas}} \approx 2.36 \times 10^{8} h^{-1}M_{\odot}\). These cluster regions are re-simulated with different hydrodynamical codes: GADGET-MUSIC, GADGET-X, GIZMO-SIMBA (Cui et al. in prep.) using the zoom-in technique under the same Planck cosmology as the parent simulation (Planck Collaboration et al. 2016). These simulated clusters have been used for different studies, for example, environment effect (Wang et al. 2018b), cluster profiles (Mostoghi et al. 2019; Li et al. 2020; Baxter et al. 2021), splash-back galaxies (Arthur et al. 2019; Haggar et al. 2020; Knebe et al. 2020), cluster dynamical state (De Luca et al. 2021; Capalbo et al. 2021), filament structures (Kuchner et al. 2020; Rost et al. 2021; Kuchner et al. 2021) and lensing studies (Vega-Ferrero et al. 2021).

In this work, our default galaxy cluster samples are generated with GADGET-X which is based on the gravity solver of the GADGET-3 Tree-PM code (an updated version of the GADGET2 code; Springel 2005), using smoothed particle hydrodynamics (SPH) to follow the evolution of the gas component. The SPH scheme (Beck et al. 2016) is improved with artificial thermal diffusion, time-dependent artificial viscosity, a high-order Wendland C4 interpolating kernel and a weak-up scheme. Stellar evolution and metal enrichment in GADGET-X (see Tornatore et al. 2007, for the original formulation) consider mass-dependent lifetimes of stars (Padovani & Matteucci 1993), the production and evolution of 15 different elements coming from SNII, SNIa, AGB and SNII stars with metallicity-dependent radiative cooling (Wiersma et al. 2009). The stellar feedback model is adopted from Springel & Hernquist (2003) with a wind velocity of 400 km s\(^{-1}\). The GADGET-X model also includes black hole (BH) growth and an implementation of AGN feedback (Steinborn et al. 2015). Lastly, GADGET-X adopts the Chabrier initial mass function (IMF; Chabrier 2003).

The haloes in these re-simulations are identified by the Amiga Halo Finder (AHF; Knollmann & Knebe 2009) with an overdensity of 200 \(\times \rho_{\text{crit}}\), where \(\rho_{\text{crit}}\) is the critical density of the Universe at the corresponding redshift. In our analysis, we use the central clusters as our sample and consider the virial mass \(M_{200} = 5\) identified by AHF as the true value for each halo. The true halo concentration is defined as \(c_{200}/r_{s}\) from Cui et al. (2018), where the parameter \(r_{s}\) is obtained by fitting a Navarro-Frenk-White (NFW; Navarro et al. 1997) model to the radial total mass density profile at \(r > 0.01r_{200}\). AHF also outputs subhaloes within each cluster. Particles within subhaloes are subject to the gravitational influence of the subhalo itself, which are not accounted for by our dynamical models. As a result, by default we exclude DM, star and gas particles contained in any subhaloes (or satellites) from our tracer sample\(^5\), following Han et al. (2016b) and Wang et al. (2017). The tracer particles in subhaloes are only included when explicitly examining the effect of subhalo contamination. Lastly, when satellite galaxies are used as tracers, a stellar mass cut of \(10^{9} M_{\odot}\) is applied to the satellite galaxy sample to mimic the stellar mass limit of upcoming surveys such as Euclid (Laureijs et al. 2011), following Armitage et al. (2019).

Besides the clusters from the hydrodynamical simulations, we will also analyse the corresponding cluster haloes identified by AHF from the parent MDPL2 \(N\)-body simulation, using dark matter particles as tracers. The results will be compared with those based on the GADGET-X haloes, to learn about the effect of baryonic physics on dynamical models.

3 METHOD

As introduced in Section 1, different dynamical modelling methods usually involve their own peculiar assumptions, which may lead to systematic errors. To achieve a general assessment of the dynamical state of cluster haloes and the associated limiting accuracy in dynamical modelling results, we will use a generic dynamical model that involves only the most commonly used assumptions. The oPDF method (Han et al. 2016a) adopts minimal assumptions – the steady-state and spherical symmetry assumptions, which will be presented in more details below. This method is applicable to collisionless tracers such as DM and star particles as well as satellite galaxies. For completeness, we also apply the commonly used hydrostatic equilibrium equation to gas particles in the simulation in Section 6. The results from the hydrostatic equilibrium model will be compared with the results based on oPDF using collisionless tracers.

Both oPDF and the hydrostatic equilibrium model can be applied to recover the underlying potential non-parametrically. In this work, however, we focus on modelling the parametrized potential profile of the halo. More specifically, the potential profile, \(\Phi(r)\), is parametrized by generalizing the true potential to a template with the formula \(\Phi(r) = A\Phi_{\text{true}}(Br)\), where the true profile \(\Phi_{\text{true}}(r)\) is extracted from the simulation, and \(A\) and \(B\) are free parameters which can be converted to mass and concentration of clusters following Han et al. (2016a). Our results are thus presented in terms of the best-fitting halo mass and concentration parameters \((M\) and \(c)\) versus their true values. Here \(M\) denotes the virial mass, \(M_{200}\), as defined above, and concentration is defined as \(c = r_{200}/r_{s}\), where \(r_{200}\) is the virial radius and \(r_{s}\) is the radius at which the density

\(^{5}\) The virial mass, \(M_{200}\), is defined as the total mass enclosed in a radius, \(r_{200}\), within which the average matter density is 200 times the mean critical density of the universe.

\(^{6}\) When satellites are used as dynamical tracers, each satellite is treated as one tracer object, i.e., DM, star or gas particles belonging to this subhalo or satellite are not used as individual tracers.
profile has a logarithmic slope of \(-2\). Such a parametrization is compatible with the commonly adopted NFW profile of haloes. The advantage of using such potential templates extracted from the true potential and mass profiles is that it avoids systematics caused by deviations from the NFW form for each individual halo. Hence with the potential template models to parametrize the underlying potential, we can focus on investigating the remaining systematics. The sources of remaining systematics of oPDF are deviations from the steady state and from spherical symmetry. In this paper, we mainly focus on discussions of the steady-state assumption. In a follow-up study, we will provide more detailed investigations on different proxies of the dynamical state and the driving variables of the systematics including halo shape.

We should bear in mind that such a template parametrization is not applicable to real data, for which we do not know the true potential profile beforehand. To assess the importance of a proper parametrization of the underlying potential, we also carry out tests using oPDF with an NFW profile, and compare the results with those based on the templates.

### 3.1 The orbital Probability Density Function (oPDF) method

oPDF\(^7\) is a freeform distribution function method that works by fitting a data-driven distribution function to the tracer sample to infer the underlying potential. More specifically, the method first predicts a steady-state spatial distribution of tracer particles from their observed phase space coordinates once an underlying potential is assumed. The predicted spatial distribution is then compared against the observed tracer distribution to infer the correct potential. The prediction of the steady-state distribution relies on the orbital Probability Distribution Function, which states that if a system is in a steady state, then along a given orbit the probability of observing a particle near any position (labelled by the parameter \(r\)) is proportional to the time that the particle spends around that position, i.e.,

\[
\frac{dP(r|\text{orbit})}{dr} \propto \frac{dr(r|\text{orbit})}{dt}.
\]

This conditional distribution can be derived from the time-independent collisionless Boltzmann equation, and is equivalent to the Jeans theorem (Han et al. 2016a).

When applied to a spherical system, the orbital distribution can be expressed via a radial coordinate \(r\) as follows:

\[
dP(r|E,L) = \frac{dt}{dr} \frac{1}{T} |v_r|,
\]

where \(E\), \(L\) and \(T\) are the binding energy, angular momentum and the period of the orbit respectively. The radial velocity at any radius in the conservative central force field is

\[
v_r = \sqrt{2\Phi(r) - 2E - L^2/r^2},
\]

where \(\Phi(r)\) is the model potential.

For each tracer particle \(i\) with observed position \(r_i\) and velocity \(v_i\), the orbital parameters can be obtained as \(E_i = -(v_i^2/2 + \Phi(r_i))\) and \(L_i = |v_i| \times L\) once a model potential \(\Phi(r)\) is adopted. The overall steady-state radial distribution of all the particles \(N\) is then predicted combining the oPDF of each particle as

\[
P(r) = \frac{1}{N} \sum_i P(r|E_i, L_i).
\]

With this predicted distribution function, the underlying potential can be inferred by matching the predicted distribution with the observed distribution in a statistical framework. Here, we take the binned likelihood approach for the inference. If the data is separated into \(m\) bins, the number of particles in the \(j\)-th bin is expected to be

\[
\hat{n}_j = N \int_{r_{l,j}}^{r_{u,j}} \frac{dP(r)}{dr} dr,
\]

where \(r_{l,j}\) and \(r_{u,j}\) are the lower and upper bounds of the bin. The likelihood of observing the data with the model distribution of Equation (4) can be written as

\[
\mathcal{L} = \prod_{j=1}^{m} \hat{n}_j! \exp(-\hat{n}_j)
\]

\[
= \exp(-N) \prod_{j=1}^{m} \hat{n}_j!,
\]

where \(n_j\) means the observed number of particles in the \(j\)-th bin. The true potential can be inferred by searching for a potential that maximizes this likelihood.

### 4 OVERALL DYNAMICAL STATE AND THE IRREDUCIBLE BIAS OF STEADY-STATE MODELS

In this section, we study the overall dynamical state of galaxy clusters using different tracers, and compare the results against each other and with those of the galactic haloes hosting MW-mass galaxies. As introduced before, we use the free-form orbital probability distribution function method, oPDF, to model the phase-space distribution of DM, halo stars and satellite galaxies, by adopting a parametrized template potential profile, generalised from the true underlying potential. For the intracluster gas, the generalised hydrostatic equilibrium equation will be used for dynamical modelling.

#### 4.1 Dark matter

The distribution of the best-fitting halo parameters using DM particles as tracers are shown in Fig. 1. For each cluster, a sample of \(10^5\) randomly selected particles in the radial range of 200 \(h^{-1}\)kpc \(< r < r_{200}\) are used as tracers. The inner cut is adopted to eliminate the effect caused by inaccuracies in the determination of halo centres as well as to avoid uncertainties associated with the baryonic treatment in the simulation, which we will further discuss in section 5.3. To eliminate catastrophic failures in the fits, we remove clusters whose fitted parameters lie outside the 3-\(\sigma\) confidence region of the sample distribution. This is done iteratively until the remaining number of clusters converge. The same operation is applied to all the other similar plots in this paper, resulting in about 310 clusters on average.

Substructures in dark matter haloes can lead to deviations from the steady-state assumption. To test the influence of such substructures, we carry out a comparison by applying the oPDF method to DM particles both including and excluding subhaloes. For the latter, we remove all the particles bound to subhaloes from the tracer sample. Note that even the unbound particles near the subhalo are still suffering from its potential, thus leads to deviations from the steady-state assumption.

As shown in Fig. 1, the best-fitting results using both samples of tracers show large amounts of scatter around the true...
parameter values, reflecting deviations from the model assumptions. With particles in substructures removed, the total scatter in log $M/M_{\text{true}}(\log c/c_{\text{true}})$ is reduced from 0.22(0.21) dex to 0.17(0.17) dex. This is consistent with our expectation that particles in substructures can violate the steady-state assumption by perturbing the phase-space structure of tracers. In contrast to the above significant difference for cluster haloes, Han et al. (2016b) reported a difference of $\sim 1\%$ in the best-fitting halo parameters for galactic haloes with and without tracer particles in substructures. This can be understood as galactic haloes typically form earlier in the hierarchical universe and thus have more time to relax dynamically.

The fraction of the total mass in subhaloes or satellites of galactic haloes are also smaller compared with that in cluster haloes (Han et al. 2015). In the following, we will only use particles that do not belong to any subhaloes as tracers, and call these particles as smooth halo particles.

In Fig. 2, we directly compare the best-fitting results of cluster haloes with those of galactic haloes from Wang et al. (2017). Both results are based on the cPDF method using smooth halo particles. Wang et al. (2017) analysed a sample of $\sim 1200$ Milky-Way like isolated or binary haloes, selected from the cosmological Millennium-II $N$-body simulation (Boylan-Kolchin et al. 2009), spanning a mass range of $0.5 \times 10^{12} \, M_\odot < M_{200} < 2.5 \times 10^{12} \, M_\odot$. The average number of DM particles used in each galactic halo is also about $10^5$, which is comparable to our sample size. The large number of tracers in each halo lead to a very small formal statistical error inferred from the likelihood profile, as shown by the red ellipse in the upper right corner of the figure for a typical cluster halo. If the model is an accurate description of the data, then the statistical error should match the total scatter in the fitted parameters. Given this small statistical uncertainty, the observed deviations in the best-fitting parameters from their true values are thus primarily due to systematic biases in the fitting. The mean value of $M/M_{\text{true}}(\log c/c_{\text{true}})$ for clusters is about 1.08 (0.00) with a dispersion of 0.41 (0.17). Even after excluding tracers in substructures, cluster haloes still show a significantly larger scatter than galactic haloes in Fig. 2. The readers can refer to Table 1 for more detailed statistics about the mean biases and dispersions. The dispersions from our analysis are comparable to the results of Mann et al. (2013) using the MAMPOSSt method applied to DM tracers in projection, who found dispersions of $30\%$ in mass and $48\%$ in concentration.

As what have been found in Wang et al. (2017), these systematic biases are stochastic and largely ensemble unbiased. At the same time, the biases in the best-fitting mass and concentration parameters are anti-correlated along the same direction for both cluster and galactic haloes. This also coincide with the correlation direction in the statistical uncertainties shown by the red ellipse. It can be explained in the following way. The tracer particles used for dynamical modelling are correlated with each other in phase space. For example, particles stripped from the same progenitor subhalo or satellite share similar orbits with similar phase-space coordinates initially, and only gradually disperse away from each other to become more phase-mixed. As a result, strong phase correlations are expected among particles stripped from the same progenitor, resulting in a much smaller effective number of phase-independent particles. In other words, the statistical error ellipse underestimates the total uncertainty due to the correlations in the phase-space coordinates of tracers, leading to the observed stochastic biases. However, one should bear in mind that these stochastic biases are still a source of systematic uncertainties, as phase correlations violate the steady-state assumption, i.e., the phase-space density will evolve over time due to the existence of correlated structures. Consistent with Wang et al. (2017), we have verified that increasing the number of tracer particles further reduces the statistical uncertainty. However, the observed total scatter barely changes as it is dominated by the stochastic bias due to the phase correlations. With this interpretation, the larger scatter of cluster haloes compared to galactic haloes, reflects a stronger deviation from a complete phase mixing or a steady state, that is consistent with the late formation time of galaxy clusters which have less time to erase the phase correlations.

Following Wang et al. (2017), if we interpret the correlation between the statistical uncertainty and the total scatter as the phase correlation among tracer particles, we can define an effective number of the phase-independent particles as the tracer sample size. Using the effective number of particles will lead to a similar formal statistical error as its total scatter in the best-fitting parameters, i.e.,

$$\Sigma_{\text{tot}} = \frac{N_{\text{tracer}}}{N_{\text{int}}} \Sigma_{\text{stat}},$$

where $N_{\text{eff}}$ and $N_{\text{tracer}}$ are the effective and actual tracer sample size, and $\Sigma_{\text{tot}}$ and $\Sigma_{\text{stat}}$ are the total and statistical covariance matrices. To eliminate the correlation between the actual and effective number of tracer particles, we define an intrinsic number of tracer particles, $N_{\text{int}}$, which is only responsible for the systematic uncertainties, $\Sigma_{\text{sys}}$, through (Wang et al. 2018a),

$$\Sigma_{\text{tot}} = \Sigma_{\text{sys}} + \Sigma_{\text{sta}} = \frac{N_{\text{tracer}}}{N_{\text{int}}} \Sigma_{\text{stat}} + \Sigma_{\text{stat}}.$$  

It then follows that

$$1/N_{\text{eff}} = 1/N_{\text{int}} + 1/N_{\text{tracer}}.$$  

In the systematics dominated regime, $\Sigma_{\text{tot}} \approx \Sigma_{\text{sys}}$ and $N_{\text{eff}} \approx N_{\text{int}} \ll N_{\text{tracer}}$. In the statistics dominated regime, however, $N_{\text{eff}} \approx N_{\text{tracer}} \ll N_{\text{int}}$.

In Fig. 2, the size of the grey ellipse is about 23 times larger than the size of the red ellipse. This means $N_{\text{eff}}$ is roughly $1/23^2$ times the actual number of tracers. As we use $10^5$ tracer particles for each cluster, the effective number of phase-independent particles is $N_{\text{eff}} \approx N_{\text{int}} \approx 10^5/23^2 \approx 2 \times 10^3$. Note, however, the $N_{\text{eff}}$ and $N_{\text{int}}$ estimated in this way should be regarded as lower limits as we have ignored other sources of systematics, especially the violations to the spherical symmetry, which we will discuss further in Section 5.1. Nevertheless, it is much smaller than the number of $N_{\text{eff}} \approx 10^5$ for galactic haloes according to Wang et al. (2017), reflecting a higher phase correlations among cluster particles. This also means that the cluster mass estimates using more than $2 \times 10^5$ DM particles as tracers will start to enter the systematics-dominated regime according to Equation (8).

The separation between systematic and statistical errors has also been investigated in some previous works (e.g., Saro et al. 2013; Wojtak et al. 2018; Kodz Ramanah et al. 2020). Kodz Ramanah et al. (2020) used a formula given by Wojtak et al. (2018) to split the total error and compared the precision of their neural flow mass estimator with another seventeen dynamical methods investigated in Old et al. (2015). Their results (Fig.6 in Kodz Ramanah et al. 2020) showed that the systematic errors for most methods mainly cluster around $0.10 - 0.20$ dex, while statistical errors concentrate on about $0.05 - 0.15$ dex. Our error estimation based on Eq. (8) gives a similar performance with $\sigma_{\text{sys}} \approx 0.13$ and $\sigma_{\text{sta}} \approx 0.07$ when using satellite galaxies as tracers (see details in Table 1 and Section 4.3). We will investigate the levels of systematics associated with different estimators in more detail in section 6.3.
Figure 1. The best-fitting mass and concentration parameters of cluster haloes using the oPDF method with DM particles as tracers, normalised by their true values. Each point shows the best-fitting parameters for one cluster halo. The red squares and grey circles show results using tracers before and after removing tracer particles in substructures, respectively. In either case, $10^5$ randomly selected DM particles from an inner radius of $200 \, h^{-1}\text{kpc}$ out to the virial radius are used for each halo. The ellipses show the $1\sigma$ scatter of both samples, while the bold green symbols indicate the mean values, which are almost ensemble unbiased.

4.2 Halo stars

Fig. 3 shows the best-fitting mass and concentration parameters of our cluster haloes using intracluster star particles as tracers. For each halo, we randomly select $10^5$ star particles located between $200 \, h^{-1}\text{kpc}$ and $r_{200}$ as tracers. Particles that belong to satellites are excluded. The mean bias and amount of scatter are provided in Table 1. The results are also compared with those from Wang et al. (2017) who modelled 24 galactic haloes from the APOSTLE simulation (Fattahi et al. 2016; Sawala et al. 2016), which is a set of zoomed-in hydrodynamical simulations of paired galaxies like our MW and M31. For each galaxy used by Wang et al. (2017), $\sim 10^4$ to $\sim 10^5$ star particles in $20 \, \text{kpc} < r < r_{200}$ that are not bound to any satellites were used as tracers. The typical statistical error is shown by the red ellipse in the upper right corner, which is again very small. As a result, the biases in the best-fitting parameters are primarily due to systematic errors as in the DM case.

It appears that the average biases in the best-fitting parameters differ between the two samples of haloes. However, these differences are not significant given the large halo-to-halo scatter in the fits. In particular, the galactic sample consist of only 24 halos with a large halo-to-halo scatter of $\sigma_{\text{avg}} = 0.4$ in the individual biases. This translates to an uncertainty in their average bias as $\sigma_{\text{avg}} \approx 0.08$, comparable to the net bias. According to this we are interpreting the fits as “ensemble unbiased”.

However, different from the results using DM particles, cluster haloes show similar systematic biases compared with galactic haloes. This is likely the result of two competing effects. On one hand, cluster haloes have later formation times and are thus less relaxed. On the other hand, the intrinsic number of phase independent particles also depend on the relative contribution of particles from different satellites. As discussed in Wang et al. (2017) (see their Equation 9), a coarse estimate of the $N_{\text{eff}}$ can be found as

$$N_{\text{stream,eff}} = \frac{(\sum n_i)^2}{\sum n_i^2},$$

where $n_i$ is the number of tracer particles in a single “stream” that are expected to originate from the same progenitor. According to this, $N_{\text{eff}}$ is expected to be large when different satellites contribute similar number of particles, while it is smaller when only a few satellites dominate the contribution to the stellar halo. Indeed, the satellite population of cluster haloes have a steeper stellar mass function (d$N$/d$\ln M$ $\sim M^{-1.6}$) than galactic haloes (d$N$/d$\ln M$ $\sim M^{-1.2}$, see Yang et al. 2009) at the low mass end. If we assume the satellites are stripped by similar amounts, this means the stellar halo of a cluster receives relatively more contribution from a large number of low mass satellites, while that of a galaxy receives relatively more contribution from fewer massive satellites (see also discussion in Deason et al. 2021). This difference in satellite contribution can help to lower the value of $N_{\text{eff}}$ in galactic haloes, bringing them closer to those in cluster haloes. These two effects together may result in the comparable intrinsic number of phase-independent particles. Nevertheless, we also want to point out that the above estimate of scatter for galactic haloes is derived from a relatively small sample...
of only 24 haloes. In addition, the galactic haloes used by Wang et al. (2017) are all paired, whereas the cluster haloes used in this paper are isolated. As has been shown by Wang et al. (2017), paired haloes tend to show larger scatters than isolated haloes.

Comparing the fitting results using halo stars in Fig. 3 with those based on DM particles in Fig. 2, it is very clear that the systematic uncertainties using star particles as dynamical tracers is much larger for both galactic and cluster haloes. This can be understood as DM particles in subhaloes are stripped earlier than star particles in satellites, which stay in the very inner parts of subhaloes. Thus star particles, after getting stripped, have less time to reach the steady state, and are more correlated in phase-space than DM particles. The more concentrated distribution of stars than DM in their progenitor satellites also makes it more difficult to remove the tight phase correlations among stars. For clusters, the estimated intrinsic number of star particles is about \( N_{\text{int}} \sim 20 \).

### 4.3 Satellite galaxies

Despite their sparsity, satellite galaxies are expected to better trace the dynamical state of DM (Han et al. 2020). We select satellite galaxies with stellar masses larger than \( 10^9 \, M_\odot \) and a radial distance beyond \( 200 \, h^{-1}\text{kpc} \) from the halo centre.\(^8\) The number of satellite galaxies in each halo after this selection is shown in Fig. 4, with an average number of \( \sim 200 \). The best-fitting halo mass and concentration parameters for both cluster and galactic haloes using satellite galaxies as dynamical tracers are shown in Figure 5. The satellite galaxies in isolated galactic haloes \(^9\) are identified with the subhalo finder (HBT+, Han et al. 2018) from the Millennium-II simulation (Boylan-Kolchin et al. 2009) in the radial range of \( 20 - 400 \, \text{kpc} \). The average number of all satellites in the galactic halo sample is about \( \sim 500 \).\(^10\) The best fits are almost ensemble unbiased, and the scatter of galactic haloes is smaller than that of cluster haloes in mass estimates. The same conclusion holds also for their systematical uncertainties when we subtract the statistical errors from the total scatter. This is consistent with the expectation that galactic haloes are closer to steady states given their earlier formation times. For both galactic and cluster haloes, the halo mass and concentration parameters are anti-correlated. However, the exact directions for such anti-correlations are different between galactic and cluster haloes. As have been discussed in Wang et al. (2017), the direction of anti-correlations between halo mass and concentration parameters is determined by the half-mass radius of tracers. The different correlation directions between galactic and cluster haloes thus mostly reflect the different radial distributions (including different radial ranges) of tracers in the two samples.

The mean mass estimate with respect to true values is 1.21 with a scatter of 0.20 dex. This is consistent with the results of Old et al. (2014, 2015), who compared the performances of more than 20 different cluster mass estimators using mock satellites populated with halo-occupation-distribution models and a semi-analytical galaxy formation model. They reported typical dispersions of 0.2 – 0.5 dex in the recovered true mass ratio for most methods. Our result is also comparable to the dispersion of 0.15 dex found by Saro et al. (2013) with a 3-D velocity dispersion based mass estimator.

Given the small number of satellite galaxies as tracers, the statistical uncertainty is no longer negligible. However, the total amount of scatter in the best-fitting parameters is still larger than the averaged statistical errors, revealing the existence of systematics, which are likely caused by the phase correlations due to the group infall of satellite galaxies. In the \( \Lambda \text{CDM} \) cosmology, haloes merge hierarchically, leading to the formation of satellite groups that share similar orbits around the host halo centre initially (Han et al. 2012). Using the Eq. (8), we roughly gauge a systematic error of \( \sim 0.13 \) dex in mass with \( N_{\text{int}} \sim 3 \times 10^2 \).

### 4.4 Comparisons of different tracers

To make quantitative comparisons among the dynamical state of different types of tracers, we repeat the analysis using the same number of tracer particles for different tracers. More specifically, we downsample the DM and halo star samples to have the same number of tracer particles as the number of satellites in each galaxy cluster. This leads to similar amounts of statistical uncertainties, so that the differences in their total scatters are primarily contributed by different levels of systematics. As shown in Fig. 6, DM and satellite galaxies show a similar total scatter in the best-fitting parameters, while that from star particles is a little bit larger. This implies satellite galaxies closely trace the dynamical state of DM, while

---

\(^8\) We have repeated our analysis by choosing a mass cut of \( > 10^{10} \, h^{-1}\text{M}_\odot \) to select satellite galaxies, and the results are very similar.

\(^9\) Here isolated haloes refer to those without a massive neighbour, in contrast to binary systems like the MW-M31 pair.

\(^10\) The number of tracers is larger than that used in Han et al. (2020) due to the larger radial range adopted and due to the use of HBT+, which is able to identify more subhaloes.
halo stars are less relaxed than the other two. The same conclusion has
been reached by Han et al. (2020) for galactic haloes. \( N_{\text{int}} \) from
satellite galaxies (\( \sim 3 \times 10^2 \)) appears to be slightly larger than the
one from DM (\( \sim 2 \times 10^2 \)) as shown in Table 1, which we avoid
over-interpreting due to the large statistical error of satellites.

The better performance of satellites compared with halo stars
can also be understood according to Equation (10). Because we ex-
pect star formation to happen only within galaxies and we have ex-
cluded the very inner region corresponding to the central galaxy, the
halo star population will be dominated by stars stripped from satel-
lite galaxies. In a toy model, if we assume all particles stripped from
the same satellite are completely correlated and only contribute to
one independent phase-space measurement, then the effective num-
ber can be, at most, the number of satellites. Correspondingly, in
Equation (10), \( N_{\text{stream}} \) is maximized when each stream contributes
an equal number of tracer particles, and this maximum number
equals the actual number of contributing streams. In the case of
stellar halo, this means that the effective sample size of halo stars,
at most, equals the number of contributing satellites, and the max-
imum number can only be reached when each satellite contributes
equally to the stellar halo. In other words, the optimal weighting
for halo stars is to weight different satellites equally, which corre-
sponds to the case of using satellites as tracers. Note in the above
arguments we did not consider that some satellite could have been
completely disrupted, making the number of streams to be larger
than the number of surviving satellites. Taking this into consider-
ation could bring the \( N_{\text{stream}} \) from halo stars closer to the number
of surviving satellites. The above arguments also apply to DM par-
ticles as tracers. However, in the DM case the contributions from
completely disrupted subhaloes (Han et al. 2016c) and smoothly
accreted particles (Wang et al. 2011) are more prevalent than in the
star case, resulting in comparable values of \( N_{\text{int}} \).

Compared with Fig. 3, we find that the overall scatter using
halo stars barely changes when using only a subset of tracer parti-
cles in Fig. 6. This indicates that the total scatter is dominated by
the systematic error rather than the statistic error, so that simply
changing the sample size does not change the total uncertainties
significantly. In other words, the tracer sample size is already satu-
rated because the total number of tracer particles greatly exceeds
the number of phase-independent particles (\( \sim 20 \)), and an increase
in the total sample size does not help to bring in extra phase-space
information.

5 DISCUSSIONS ON ADDITIONAL SYSTEMATICS

In the previous section we mainly interpret the systematics in terms
of correlated phase-space structures which deviate from the steady-
state assumption. As our analysis also assumes spherical symmetry,
deviations from it can also contribute to the systematics. Further-
more, the radial range of the tracer sample and the implemented
baryonic physics can also play a role in the systematics. We now
discuss these additional sources of systematics in this section.

5.1 Spherical symmetry

We use the minor-to-major axis ratio, \( c/a \), of the eigenvalues of the
inertial tensor given by the AHF haloes to mark the deviation from
the spherical symmetry. To investigate the systematics caused by
this deviation, we divide the sample into two equal subsets in

Figure 4. The number of satellite galaxies reported as a function of the host
halo mass in our sample. Satellite galaxies with a stellar mass larger than
10^9 M_☉ and located between 200 h^{-1} kpc and \( r_200 \) from the halo centre are
counted.

Figure 5. The best-fitting mass and concentration parameters using satellite
galaxies as tracers. Each blue dot represents the fit to one cluster. Black trian-
gles show the results based on galactic haloes taken from the Millennium-II
simulation (Boylan-Kolchin et al. 2009), in which satellites located between
20 kpc and 400 kpc to the halo centre are selected as dynamical tracers (see
text for details). The red ellipse in the upper right corner shows the aver-
age statistical error of individual clusters, while the blue and black ellipses
indicate the 1σ scatters of the best fits with the same colour. The green
solid upper triangle and dot in the middle represent the mean biases of all
galactic and cluster haloes, respectively, which are close to zero and almost
ensemble unbiased.
The difference between the two subsamples can be understood from two aspects. First, a smaller $c/a$ value means a stronger deviation from the spherical symmetry assumption of dynamical modelling, resulting in a larger systematic error. On the other hand, the shape of a halo also connects to its dynamical state, as they are both affected by the formation history and environment of the halo (e.g., Morinaga & Ishiyama 2020; Gouin et al. 2021). For example, a recent major merger can distort the halo shape and disturb the dynamical state simultaneously. In this sense, the halo shape can be viewed as a rough indicator of the dynamical state. As a result, part of the systematics that are correlated with $c/a$ can be attributed to deviations from the steady-state.

In a follow-up study (Li et al., in prep), we have carried out a comprehensive analysis to search for the most responsible variable for the total systematics. Here we briefly quote the relevant result – the halo shape parameter is much less important compared to the other variables that characterise the dynamical state, such as the virial ratio to be defined in Section 6. Specifically, we quantify the level of systematics for each halo through a likelihood ratio variable, $\ln L_{\text{fit}}/L_{\text{true}}$, where $L_{\text{fit}}$ and $L_{\text{true}}$ are the likelihood values of the model evaluated with the best-fit and true parameters respectively. We find this likelihood ratio has a much larger correlation with the virial ratio than the axis ratio, indicating that the asphericity of haloes is a subdominant source of systematics.

5.2 Radial Dependence

Tracers at different radii of a halo may be subject to different levels of systematics, due to the variation of halo shape and the relaxation state with radius, for example. Observations may also impose radial selection effects in the tracer samples. For example, fibre collision and obscuration in real galaxy surveys can lead to incompleteness at very small scale. The real radius of a cluster is unknown before modelling, so the outer radial cut cannot be fixed at exactly the virial radius as we do by default in the previous analysis. In this section, we investigate how the best-fitting results depend on the inner and outer radial cuts of the tracer samples, using DM, halo stars and satellite galaxies as tracers.

Fig. 7 shows the best fitting results versus true halo parameters using various tracers with different inner and outer radial cuts as tracers. Throughout this paper, the default inner and outer radius cuts are $200\, h^{-1} \text{kpc}$ and $r_{200}$, respectively. When varying the radius cuts, we limit the tracer sample sizes to $10^4$ for DM particles, $8 \times 10^3$ for star particles and 50 for satellites in order to avoid running out of tracers for specific clusters.

In general, the total scatter decreases when the tracer sample extend to a smaller inner radius cut, especially when using DM particles as tracers. At the same time, the scatter also decreases with an increasing outer radial cut. These can be understood from two aspects. First, a larger radial range means a larger phase-space volume, leading to a larger number of phase-independent particles, thus decreasing the stochastic systematic uncertainty. Second, the wider radial range also means the overall shape of the potential profile can be better sampled (Mamon et al. 2013), leading to a better fit.

Compared with DM and halo stars, satellite galaxies do not present such a monotonic trend with the change in both inner and...
outer radius cuts. This can be likely interpreted as due to dynamical friction which sinks satellites to the halo centre, leading to stronger deviations from an equilibrium distribution in the inner halo (e.g., Old et al. 2013; Han et al. 2016c). Nevertheless, we avoid over interpreting these differences as they are also influenced by the large statistical uncertainties due to the very small number (50) of tracers.

5.3 Baryonic effects

In this subsection, we further investigate how baryonic effects can affect our dynamical modelling results and whether they play an important role in changing the dynamical state of tracer objects in haloes. Throughout this paper, our default cluster sample is from the GADGET-X run – one specific hydro-dynamically simulated galaxy clusters from the three-hundred project. To investigate the influence of baryonic effects on the dynamical state of clusters, we further apply our method to the same set of clusters but from its parent dark-matter-only run named MDPL2. As baryonic effects are expected to be important in the inner halo (e.g. Cui et al. 2014), we avoid any inner radius cut and only impose an outer radius cut at the virial radius.

We use both the true potential template and the NFW profile in our modelling, in order to check whether the best-fitting halo mass and concentration are affected by how the underlying potential profile is modelled. In addition, as we mentioned before, it is impossible to know the true potential profiles in advance for real observed galaxy clusters. The potential templates adopted in previous sections are just helping us to understand the dynamical states of different types of tracers, while in this subsection we try the NFW parametrization which can be connected to real observations.

Overall, the amount of scatter in the recovered profiles is similar for all combinations of simulations and profiles as shown in Fig. 9, indicating similar dynamical states of the haloes in hydrodynamic and dark-matter-only simulations. However, significant net biases can be observed for the GADGET-X haloes in the inner part when modelled with the NFW profiles, while the same haloes show very little bias when modelled with profile templates. This means that the inner halo regions in the hydrodynamical simulations deviate more from the NFW form, consistent with previous findings that the inner density profile of haloes in hydrodynamical simulations are closer to an isothermal form instead of NFW (e.g. Schaller et al. 2015; Cui et al. 2017).

A slightly smaller scatter is observed when modelling GADGET-X haloes with template profiles compared with MDPL2, especially in the inner part $r \leq 0.04 \times r_{200}$. To track down the reason, we have explicitly checked the axis ratio of the underlying matter distribution at different radii. We find that the matter distribution in hydrodynamically simulated galaxy clusters are slightly more spherical in the inner regions, compared to the dark-matter-only simulations, which might explain a smaller amount of scatter in the recovered inner mass profiles from hydrodynamical simulations.

The outer profile can be fitted with very small amounts of biases on average in all cases. This is because the outer halo is less affected by baryonic physics. Our results are also consistent with Armitage et al. (2019) who found no significant difference in the estimated halo masses between hydrodynamical simulations and dark-matter-only simulation. Note that the true halo mass difference between hydro and dark-matter-only simulated clusters is only several percents (e.g. Cui et al. 2012, 2014).

6 GENERALIZATION OF THE RESULTS

Even though our analysis mainly focuses on the oPDF method, most of the results are not limited to this method alone, as the steady-state and spherical symmetric assumptions in oPDF are also frequently adopted by many other dynamical models. To demonstrate this, we repeat the analysis with the SJE (Binney & Tremaine 1987) applied to the smooth DM particles, as well as the generalized hydrodystatic equilibrium (GHE) equation applied to the intracluster gas.

6.1 Results from the Jeans equation

The SJE, given by the first moment of the time-independent collisionless Boltzmann equation for spherically symmetric systems, is expressed as (Binney & Tremaine 1987):

$$\frac{d(v^2)}{dr} + \frac{2\beta r^2}{r} = -\frac{d\Phi}{dr} = -\frac{GM}{r^2},$$

(11)

where $v$ is the number density profile of the tracer population, $\sigma_r$ is the radial velocity dispersion. The velocity anisotropy parameter, $\beta$, is defined as

$$\beta \equiv 1 - \frac{\sigma_r^2 + \sigma_\theta^2}{2\sigma_\phi^2},$$

(12)

where $\sigma_\theta$ and $\sigma_\phi$ are the velocity dispersions along the two tangential directions.

The left hand side of Eq. (11) can be measured from the distribution of tracer particles directly, thus can be used to infer the mass profile on the right hand side. The inferred mass profile from Eq. (11) is fitted with a template profile to estimate the halo parameters. When fitting the mass profile, we estimate the covariance matrix of different radial bins with a bootstrap method. Explicitly, we resample the tracer particles in each halo 200 times and repeat the analysis for each bootstrap sample. The estimated covariance from these bootstrap subsamples is then used to construct the chi square variable ($\chi^2$) for fitting the mass profile. The halo parameters are determined by minimizing the $\chi^2$ value using a PYTHON package MINUIT with the minimiser MINUIT based on James & Roos (1975).

We present the results for the SJE method with smooth DM particles as tracers in Fig. 10. The number of tracers for each cluster is $10^5$ selected within the radial range from 200 $h^{-1}$kpc out to $r_{200}$. As the SJE method is also derived with the spherical and steady-state (or time independence) assumption, the results from oPDF modelling are expected to be applicable to the SJE modelling. Overall, the SJE results show a comparable distribution of biases to that using the oPDF, consistent with our expectation. More quantitatively, however, the SJE shows a slightly smaller total scatter than oPDF. This can be understood as reflecting the different efficiencies of the two estimators, which we will discuss in more detail in section 6.3.

To further demonstrate that the results from the oPDF analysis can serve as dynamical benchmarks for different populations of haloes, we split our halo sample into relaxed and unrelaxed ones, and repeat the comparison between oPDF and SJE. Following Cui et al. (2018), we make use of three variables to classify the dynamical state of haloes, including the virial ratio, $\eta$, the centre-of-mass offset, $\Delta_0$, and the fraction of mass in subhaloes, $f_s$ (see Cui et al. 2017, for example). The virial ratio is defined as $\eta \equiv (2T - E_v)/|W|$, where $T$ is the total kinetic energy, $E_v$ is a surface pressure correction term and $W$ is the total potential energy. The centre-of-mass offset is defined as $\Delta_0 \equiv |\Sigma_{\text{CoM}} - \Sigma_{\text{den}}|/r_{200}$, where $\Sigma_{\text{CoM}}$ is the centre-of-mass location within $r_{200}$, and $\Sigma_{\text{den}}$ is the maximum density location of the halo. Haloes satisfying $0.85 < \eta < 1.15$, $\Delta_0 < 0.04$.
Figure 8. The best-fitting cluster mass and concentration parameters versus their true values, with varying inner (top panels) and outer (bottom panels) radius cuts in the tracer samples. The left, middle and right columns show the results using DM particles, halo stars and satellite galaxies as tracers, respectively. The points show the best fits to individual clusters, and the solid ellipses indicate their 1σ scatters of the points, with different colours corresponding to different radial cuts as labelled. The numbers tracer particles used to fit each halo are $10^4$, $8 \times 10^3$ and 50 for DM, halo stars and satellites respectively.

Figure 9. Distribution of the recovered halo mass profiles in the hydrodynamical (GX, shown with red coloured symbols) and dark-matter-only (MDPL2, blue colour) simulations. The data points are the median of the ratio between the best fit halo mass profiles and the true profiles, with filled circles showing the fits adopting NFW model profiles and triangles showing those using profile templates. The lines show the 16th to 84th percentile regions. Each cluster is fitted with the oPDF method using $10^5$ smooth DM particles without any inner radius cut.

6.2 Intracluster gas modelled with hydrostatic equilibrium

The SJE is only applicable to collisionless tracers. An extension to the Jeans equation with the presence of gas pressure is the generalised hydrostatic equilibrium (GHE) equation, which is normally used as a mass estimator in X-ray observation. For a spherical and $f_s < 0.1$ are classified as relaxed, while the remaining are classified as un-relaxed (Cui et al. 2018).

In Fig. 11, we compare the best-fitting halo parameters versus their true values for relaxed and un-relaxed clusters. The scatter of relaxed clusters is smaller compared to un-relaxed ones for both the oPDF and SJE methods. This is because un-relaxed clusters are expected to deviate more from the steady state, and potentially also deviate more from spherical symmetry due to the lack of relaxation.

Besides the SJE itself, we have also tried the virial theorem with a surface pressure term as used in Foëx et al. (2017), which can be derived from the SJE (Carlberg et al. 1997; Girardi et al. 1998; Armitage et al. 2018). Overall, the systematics are similar to the SJE except for a net bias of $\log M/M_{\text{true}} = -0.1$ which has also been reported in previous works (Foëx et al. 2017; Armitage et al. 2018). However, Biviano et al. 2006 reported little net bias of $M/M_{\text{true}} = 1.03$ using a sample of $\sim$ 60 clusters. The difference is likely due to the exact implementation of the virial theorem in different works (Armitage et al. 2018). For the focus of the current paper, we choose to not further explore these differences here.
leads to the hydrostatic equilibrium mass estimator as

\[
\frac{\mathrm{d} \Phi(r)}{\mathrm{d} r} = \frac{1}{\rho(r)} \frac{\mathrm{d} P(r)}{\mathrm{d} r} + \frac{1}{\rho(r)} \frac{\mathrm{d} \rho(r) \sigma_T^2(r)}{\mathrm{d} r} + \frac{2 \beta(r) \sigma_T^2(r)}{r},
\]

where \( \rho \) is the mass density at radius \( r \) and \( \sigma_T \) is the radial velocity dispersion. This equation differs from the classical hydrostatic equilibrium in the last two terms to the right which describe the velocity support from the gas bulk motions. Treating ICM as an ideal gas, the pressure can be expressed as \( P(r) = \rho(r) k_B T(r) / \mu m_p \). This leads to the hydrostatic equilibrium mass estimator as

\[
M(<r) = -\frac{r k_B T(r)}{G \mu m_p} \left[ \frac{\mathrm{d} \ln \rho(r)}{\mathrm{d} \ln r} + \frac{\mathrm{d} \ln T(r)}{\mathrm{d} \ln r} \right] \left[ \frac{\mathrm{d} \ln \rho(r)}{\mathrm{d} \ln r} + \frac{\mathrm{d} \ln \sigma_T^2(r)}{\mathrm{d} \ln r} + 2 \beta(r) \right],
\]

which we use to model the cluster mass profile from the distribution of gas particles.

To be consistent with the X-ray observations, we select hot gas particles as tracers with a temperature, \( T > 0.3 \) keV, and gas density, \( \rho < 0.1 \) cm\(^{-3}\) (i.e. lower than the star-forming threshold). Same as in the oPDF analysis, we randomly select \( 10^5 \) smooth hot gas particles as tracers in the radial range of 200 h\(^{-1}\) kpc to 2000 for each cluster. Note that when applying Eq. (14), all the quantities on the right hand side, including the anisotropy and temperature profiles, are measured directly from the distribution of the smooth hot gas particles. In real observations, however, the anisotropy profile is often not available, which can lead to additional uncertainties or biases beside what we find below (see Wang et al. 2018a for detailed discussions).

The process to estimate halo parameters from GHE is the same as from SJE. The distribution of the best-fitting parameters are shown in Fig. 12. Note that the systematic uncertainty in the GHE method is even smaller than in the DM case, thus not shown here. Similar to the results of the oPDF fitting with other types of tracers, the deviations of the best-fitting halo mass and concentration parameters are anti-correlated and vary stochastically from halo to halo. The similar pattern of correlations suggests that the best constrained part of the mass profile using gas is located at a similar radius as using DM and satellites. This is also consistent with the results in Fig. 9, where the baryonic effects are only influencing the parts well within the best-constrained radius. The size of total scatter from the gas fits is comparable to that using DM as tracers. The similar performances of the gas and DM tracers can be interpreted as gas is largely in equilibrium with the DM, so that the pressure term in the GHE largely traces the velocity dispersions of DM. Our results are consistent with Föf et al. (2017) who found very good agreements between the dynamical and hydrostatic mass estimates after the removal of substructures.

### 6.3 The robustness of dynamical estimators

Because the results in both Fig. 10 and Fig. 12 are obtained using \( 10^5 \) tracer particles, the amounts of statistical errors are all negligible. Therefore, the total scatters in the plots are close to the systematic uncertainties in each case. Given the comparable amounts of scatter between different methods, it is thus tempting to conclude that the systematic uncertainty in the oPDF represents a minimum uncertainty associated with all steady state models. However, this is not strictly correct as the systematic uncertainty in the SJE is slightly smaller than that of the oPDF as shown in Fig. 10. This can be understood according to Eq. (8), in which the systematic uncertainty depends on both the intrinsic number of phase-independent particles and the statistical uncertainty. Because the statistical uncertainty is determined by the efficiency of the dynamical model, a more efficient estimator can still show a smaller systematic uncertainty for the same tracer sample according to Equation (9). Compared with \( \Sigma_{\text{sys}}, N_{\text{int}} \) has factored out the dependencies on the efficiency (i.e., \( N_{\text{tracer}} \Sigma_{\text{tot}} \)) of the estimator, making it the more appropriate quantity to use when comparing the results from different dynamical estimators on different tracer samples.

As shown in the left panel of Fig. 13, the statistical uncertainty in this SJE is smaller than that in the oPDF. Combined with the total scatter, we infer \( N_{\text{int}} \approx 60 \) using DM as tracers in the SJE, which is smaller than \( N_{\text{int}} \approx 2 \times 10^2 \) for oPDF (see the right panel of Fig. 13). Naively, one would expect \( N_{\text{int}} \) from the SJE to be the same as that from oPDF as they follow essentially the same set of assumptions. However, analogous to the varying statistical efficiencies, different estimators could also respond differently to the same sources of systematics. As a result, \( N_{\text{int}} \) can be understood as a measure of the robustness of the estimator to systematics, with a larger \( N_{\text{int}} \) corresponding to a higher robustness because it corresponds to smaller \( \Sigma_{\text{sys}} \) according to equation (8). In general, an optimal estimator is the one that minimizes the total uncertainty, \( \Sigma_{\text{tot}} \), for a given number of tracers, which depends on both the statistical efficiency and the robustness.

For the GHE fits to intracluster gas, the statistical uncertainty is much smaller than those of the oPDF and SJE. The inferred intrinsic number of phase independent tracers is \( N_{\text{int}} \approx 20 \) for gas, reflecting...
7 CONCLUSIONS

To study the limitations of dynamical models on estimating the cluster mass, we apply several representative dynamical methods to various types of tracers in 324 hydro-simulated galaxy clusters at $z = 0$ from the Three Hundred project. We focus on testing how well the halo mass and concentration parameters can be recovered using the oPDF (Han et al. 2016a) method, which is a generic minimal assumption dynamical model that relies only on the steady-state and spherical symmetry assumptions. The results are further validated using the hydrostatic equilibrium equation and the spherical Jeans equation.

In this work, we mainly focus on testing systematics due to deviations from the steady-state assumption. The underlying potentials of these galaxy clusters are modelled with parametric templates built from the true potential profiles, which enables us to bypass the systematics coming from the assumed functional form of the potential profile and to focus on investigating the steady-state assumption with different types of tracers. We further test the spherical symmetric assumption and the systematics when the underlying potential are modelled with the NFW form. In addition, we show

Figure 11. The distribution of best-fitting halo parameters for relaxed and un-relaxed clusters using smooth DM particles as tracers. The blue and cyan points show the best fits for relaxed and un-relaxed clusters respectively, while the ellipses with corresponding colours show the 1-$\sigma$ scatters. The left and right panels are based on the oPDF and the SJE modelling respectively.

Figure 12. The best-fitting halo mass and concentration parameters of cluster haloes using smooth hot gas particles as tracers. The mass profile derived from the generalised hydrostatic equilibrium equation Eq. (14) is fitted with a template profile to infer the halo parameters. Each point shows the fit to one cluster, and the purple ellipse shows the 1-$\sigma$ scatter of the points around their mean value marked by the green circle. For comparison, the grey ellipse shows the scatter of the smooth DM fits as shown in Fig. 2.

a low robustness of the GHE estimator. This can be interpreted as either reflecting the poorer equilibrium of the gas, or the presence of additional systematics in the GHE model that are degenerate with the phase correlations.

It is encouraging to see that $N_{\text{int}}$ is the highest for oPDF. As additional systematics will enlarge the systematic uncertainty to reduce $N_{\text{int}}$, we expect $N_{\text{int}}$ inferred from oPDF can broadly serve as an upper limit for $N_{\text{int}}$ associated with a general dynamical model for a given tracer type. Tracer samples with $N_{\text{tracer}} > N_{\text{int}}^{\text{oPDF}}$ should have entered the systematics dominated regime for dynamical modelling.
Figure 13. Left: The average statistical errors for different dynamical models: oPDF, SJE and GHE. The grey ellipse shows the statistical error for oPDF when using $10^6$ DM particles as tracers corresponding to Fig. 2, while the brown and purple ellipses give the SJE and GHE results corresponding to the analysis in Fig. 10 and Fig. 12 respectively. The centres of the statistical error ellipses are all translated to the origin to make a clear comparison. Right: The intrinsic number of tracer particles $N_{\text{int}}$ for oPDF, SJE and GHE, calculated with Eq.(8). The values of $N_{\text{int}}$ are presented at Table 1. Our conclusions based on the oPDF method have general implications for other dynamical modelling methods that also in-

the influences of adopting different inner and outer radius cuts of tracer particles on the modelling results, as well as the influences from baryonic physics by comparing clusters in hydrodynamical and dark-matter-only simulations.

The levels of systematics using various types of tracers and methods are summarised in Table 1. Our main conclusions are summarised as follows.

- The best-fitting halo mass and concentration parameters show large stochastic biases that vary from halo to halo, although their ensemble averages are almost unbiased, same as what has been found for MW-sized haloes (Wang et al. 2017, 2018a). This can be interpreted as mostly due to deviations from steady state as a result of phase correlations among tracer particles. Phase correlations lead to a reduced number of independent tracer particles than the actual number of tracers, resulting in a distribution of stochastic bias that behaves as an enlarged version of the statistical uncertainties.
- Galaxy clusters deviate more from steady state than MW-sized haloes, leading to larger stochastic biases. These amount to $\sim 0.17$ dex in mass using smooth DM as tracers, compared to the $\sim 0.08$ dex biases for galactic haloes.
- DM particles, halo stars and satellite galaxies have different amounts of phase correlations corresponding to different levels of systematic biases. Satellite galaxies and DM particles show similar amounts of systematic biases of $\sigma (\log M / M_{\text{true}}) \sim 0.13$ and 0.17 dex, indicating similar dynamical states, consistent with the results for galactic haloes (Han et al. 2020). Halo stars show a higher bias level, revealing a higher amount of phase correlations as they are relatively difficult to strip from satellite galaxies and have less time to virialize compared with smooth dark matter particles, consistent with the results of Wang et al. (2017) for galactic haloes.
- Applying the generalised hydrostatic equilibrium equation, Eq. 14, to the smooth hot gas particles results in a similar distribution of stochastic biases to that of DM particles using the oPDF method, but with a smaller scatter of $\sim 0.11$ dex in mass.
- The effective number of phase-independent tracer particles are about $2 \times 10^2$, $20$, $3 \times 10^2$ for DM, halo stars and satellites respectively. Dynamical modelling generally enters the systematic-dominated regime when the number of tracers is larger than these numbers, beyond which further increasing the tracer sample size can no longer significantly decrease the total uncertainty.
- Particles in substructures/satellites can significantly worsen the dynamical modelling results when included in the tracer sample. This is because they strongly deviate from the steady-state assumption due to their clustering in phase space. In addition, substructure particles are also highly affected by the gravity from the substructure itself, besides that from the host halo. The influence of substructure particles is much stronger than what was observed in galactic haloes (Han et al. 2016b; Wang et al. 2017), as cluster haloes are less relaxed and richer in substructures.
- The performance of our dynamical modelling using oPDF depends on both the inner and outer radial ranges of tracer particles. When the underlying potential is properly parametrized, enlarging the radial coverage of the tracer sample reduces the systematic biases. However, this is not true when the NFW profile is used to model the underlying potential in hydrodynamical simulations, where the baryonic effects cause the deviation from the NFW profile in the inner region ($r < 0.3 r_{200}$). Except for this very inner halo region, both the true potential templates extracted from the simulation and the NFW profile can reasonably recover the mass profiles, and using dark-matter-only or hydrodynamical simulations produce little difference in the halo mass bias.
- Our conclusions based on the oPDF method have general implications for other dynamical modelling methods that also in-

\[ \log \left( \frac{c}{c_{\text{best}}} \right) = \text{best} \]
Table 1. Statistics on the distribution of best-fitting parameters. We list the mean values and the standard deviations for the biases in the best-fitting mass, \( M/M_{\text{true}} \), and concentration, \( c/c_{\text{true}} \) (abbreviated as \( M_{\text{int}} \) and \( c_{\text{int}} \) respectively). The correlation coefficient, \( \rho_{\text{corr}} \), between \( \log M_{\text{int}} \) and \( \log c_{\text{int}} \) is also listed for each case. The \( \sigma(\log M_{\text{int}}) \), \( \sigma(\log c_{\text{int}}) \) and \( \rho_{\text{corr}} \) value are used to derive the one-sigma ellipses in the corresponding figures. Note the quantities in brackets are the systematic error gauged from Eq. 8. The uncertainty of total error are estimated by bootstrapping. The \( N_{\text{halo}} \) column lists the actual number of haloes used in the analysis, while \( N_{\text{int}} \) lists the estimated intrinsic number of phase-independent tracers that would lead to the observed level of systematic bias (i.e., \( \sigma \) values in the brackets). Note that different cluster samples have slightly different numbers of haloes because we have excluded a few catastrophic failures in each case. Also note the values of \( N_{\text{halo}} \) for different galactic samples are taken from Wang et al. (2017) for DM as tracers (MW-like haloes from Millennium-II), from Wang et al. (2017) for halo stars as tracers (MW-like galaxies from APOSTLE) and from Han et al. (2020) for satellites as tracers, which are thus not the same. The first part lists results from oPDF using template profiles while the second part lists those adopting either the GHE or the SJE method.

| halo       | tracer | \( N_{\text{halo}} \) | \( N_{\text{int}} \) | \( <M_{\text{int}}> \) | \( \log <M_{\text{int}}> \) | \( \log <c_{\text{int}}> \) | \( \sigma(\log M_{\text{int}}) \) | \( \sigma(\log c_{\text{int}}) \) | \( \rho_{\text{corr}} \) | Fig. |
|------------|--------|------------------|------------------|-----------------|----------------|----------------|----------------|----------------|----------------|------|
| Clusters DM | 310    | 2 \( \times 10^2 \pm 17 \) | 1.08             | 0.00            | 0.06           | 0.17(0.17) \( \times 0.01 \) | 0.17(0.17) \( \times 0.01 \) | -0.81           | Fig. 2          |
| Galactic DM | 1274   | 10^2 \pm 15      | 1.02             | 0.00            | 0.01           | 0.08(0.08) \( \times 0.00 \) | 0.13(0.13) \( \times 0.00 \) | -0.83           | Fig. 2          |
| Clusters Halo stars | 310 | 20 \pm 2    | 1.17             | -0.01           | 0.08           | 0.26(0.26) \( \times 0.01 \) | 0.23(0.23) \( \times 0.01 \) | -0.73           | Fig. 3          |
| Galactic Halo stars | 24     | 40 \pm 13     | 1.20             | 0.02            | -0.07          | 0.22(0.22) \( \times 0.04 \) | 0.40(0.40) \( \times 0.06 \) | -0.61           | Fig. 3          |
| Clusters Satellites | 304 | 3 \( \times 10^2 \pm 68 \) | 1.21             | 0.04            | 0.00           | 0.20(0.13) \( \times 0.01 \) | 0.24(0.15) \( \times 0.01 \) | -0.65           | Fig. 5          |
| Galactic Satellites | 940   | 8 \( \times 10^2 \pm 224 \) | 1.10             | 0.03            | -0.06          | 0.10(0.06) \( \times 0.01 \) | 0.26(0.16) \( \times 0.01 \) | -0.52           | Fig. 5          |

| other dynamical models |
|------------------------|
| Clusters DM (SJE) | 315    | 60 \pm 6    | 1.15             | 0.04            | -0.03          | 0.12(0.12) \( \times 0.01 \) | 0.12(0.12) \( \times 0.01 \) | -0.57           | Fig. 10         |
| Clusters gas (GHE) | 309    | 20 \pm 1    | 1.01             | -0.01           | -0.03          | 0.11(0.11) \( \times 0.01 \) | 0.12(0.12) \( \times 0.01 \) | -0.48           | Fig. 12         |

volve similar assumptions (steady state and spherical symmetry). We demonstrate this by comparing the oPDF results against those from the spherical Jeans equation, which gives qualitatively similar results. The total uncertainty in the SJE modelling is slightly smaller than that in oPDF, which is a result of the higher statistical efficiency but lower robustness in the SJE.

This robustness of an estimator to systematics can also be quantified by the intrinsic number of phase independent tracers, \( N_{\text{int}} \). Comparing DM tracers modelled by different estimators, oPDF exhibits the highest robustness with \( N_{\text{int}} \approx 2 \times 10^2 \), compared with \( N_{\text{int}} \approx 60 \) for the SJE.

In this paper, we have mainly discussed the systematics caused by deviations from the steady-state assumption, and only briefly demonstrated that deviations from the spherical symmetry assumption is subdominant in the total systematics. In a follow-up paper (Li et al., in preparation), we will further investigate several diagnostic variables of halo dynamical state including halo shape and the halo relaxation variables described in Section 6, to understand their independent contributions, as well as to find optimal proxies for separating haloes of different bias levels.
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