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Abstract

We discuss several aspects of the dynamical Mahler measure for multivariate polynomials. We prove a weak dynamical version of the Boyd–Lawton formula, and we characterize the polynomials with integer coefficients having dynamical Mahler measure zero both for the case of one variable (Kronecker’s lemma) and for the case of two variables, under the assumption that the dynamical version of Lehmer’s question is true.
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1 Introduction

This paper considers a generalized version of Mahler measure attached to a discrete dynamical system. In [26,33], the authors consider a single-variable generalized Mahler measure, which we extend here to multivariate polynomials. We begin with some background on both Mahler measure and discrete dynamical systems as well as the connections between them.

1.1 Mahler measure

The (logarithmic) Mahler measure of a non-zero rational function \( P \in \mathbb{C}(x_1, \ldots, x_n)^\times \) is defined by

\[
m(P) = \frac{1}{(2\pi i)^n} \int_{\mathbb{T}^n} \log |P(z_1, \ldots, z_n)| \frac{dz_1}{z_1} \cdots \frac{dz_n}{z_n},
\]

where \( \mathbb{T}^n = \{(z_1, \ldots, z_n) \in \mathbb{C}^n : |z_1| = \cdots = |z_n| = 1\} \) is the unit torus.

In the particular case of a single-variable polynomial, Jensen’s formula implies that if

\[ P(x) = a \prod_i (x - \alpha_i), \]

then

\[
m(P) = \log |a| + \sum_{|\alpha_i| > 1} \log |\alpha_i|. \tag{1.1}
\]
The single-variable polynomial version was first introduced by Lehmer [23] as a useful tool in a method for producing large prime numbers by generalizing Mersenne’s sequences.

It is natural to ask the question about the range of possible values of Mahler measure. For \( P \in \mathbb{Z}[x] \), Kronecker’s lemma [21] implies that \( m(P) = 0 \) if and only if \( P \) is (up to sign) monic and a product of cyclotomic polynomials and a monomial.

From the context of finding large prime numbers, Lehmer posed the following question:

Given \( \varepsilon > 0 \), can we find a polynomial \( P \in \mathbb{Z}[x] \) such that \( 0 < m(P) < \varepsilon \)?

Lehmer showed that

\[
m(x^{10} + x^9 - x^7 - x^5 - x^4 - x^3 + x + 1) = 0.162357612 \ldots
\]

and declared that this was the polynomial with the smallest positive measure that he was able to find. To this day, Lehmer’s question remains unanswered and Lehmer’s polynomial remains the one with the smallest known positive Mahler measure. Some key progress on this question can be found, for example, in the works of Breusch [6] and Smyth [31], who proved that the Mahler measures of non-reciprocal polynomials have a lower bound; Dobrowolski [13], who gave the first lower bound that approaches zero when the degree goes to infinity; and the recent proof of Dimitrov [12] of the Schinzel–Zassenhaus conjecture.

Mahler measure for multivariate polynomials was first considered by Mahler [25] in connection to heights and their applications in transcendence theory. Later Smyth [4,32] obtained the first exact formulas involving Dirichlet \( L \)-functions and the Riemann zeta function, such as

\[
m(1 + x + y) = \frac{3\sqrt{3}}{4\pi} L(\chi_{-3}, 2),
\]

\[
m(1 + x + y + z) = \frac{7}{2\pi^2} \zeta(3).
\]

More recently, various formulas have been proven or conjectured involving \( L \)-functions associated to more complicated arithmetic-geometric objects such as elliptic curves. For example, the following formula was conjectured by Deninger [11] and Boyd [5] and proven by Rogers and Zudilin [29]

\[
m \left( x + \frac{1}{x} + y + \frac{1}{y} + 1 \right) = \frac{15}{4\pi^2} L(E_{15}, 2),
\]

where \( E_{15} \) is an elliptic curve of conductor 15.

We finish the discussion on classical Mahler measure by recalling a result due to Boyd [4] and Lawton [22]. If \( P \in \mathbb{C}(x_1, \ldots, x_n)^\times \), then

\[
\lim_{q(k) \to \infty} m(P(x, x^{k_2}, \ldots, x^{k_n})) = m(P(x_1, \ldots, x_n)),
\]

where

\[
q(k) = \min \left\{ H(s) : s = (s_2, \ldots, s_n) \in \mathbb{Z}^{n-1}, s \neq (0, \ldots, 0), \text{ and } \sum_{j=2}^{n} s_j k_j = 0 \right\},
\]

and \( H(s) = \max \{|s_j| : 2 \leq j \leq n\} \). Intuitively, the above limit is taken while \( k_2, \ldots, k_n \) go to infinity independently from each other.
This result expresses the Mahler measure of a multivariate polynomial in terms of the Mahler measure of a single-variable polynomial. It sheds light into the Lehmer conjecture for multivariate polynomials, since the existence of any such polynomial with small Mahler measure would immediately imply the existence of infinitely many single-variable polynomials with small Mahler measure.

1.2 Arithmetic dynamics

In classical (holomorphic) dynamics, one studies topological and analytic properties of orbits of points under iteration of self-maps of $\mathbb{C}$ or, more generally, of a complex manifold. In the younger field of arithmetic dynamics, the self-maps act on number theoretic objects (for example, algebraic varieties) and the objects and maps are defined over fields of number theoretic interest (number fields, function fields, finite fields, non-archimedean fields, etc.).

We fix the following notation: Let $X$ be a set, possibly with additional structure. For $f : X \to X$ and $L \in \text{Aut}(X)$, we write

$$f^n = f \circ \cdots \circ f \quad \text{and} \quad f^L := L^{-1} \circ f \circ L.$$  \hspace{1cm} (1.3)

This conjugation is a natural dynamical equivalence relation in that it respects iteration; that is, $(f^L)^n = (f^n)^L$. In the sequel, we are concerned with polynomial maps $f : \mathbb{C} \to \mathbb{C}$, so we consider equivalence up to conjugation by affine maps $L(z) = az + b \in \mathbb{C}[z]$ with $a \neq 0$.

Let $\alpha \in X$. The forward orbit of $\alpha$ under $f$ is the set $O_f(\alpha) = \{ f^n(\alpha) : n \geq 0 \}$. Questions in arithmetic dynamics are often motivated by an analogy between arithmetic geometry and dynamical systems in which, for example, rational and integral points on varieties correspond to rational and integral points in orbits, and torsion points on abelian varieties correspond to preperiodic points (points with finite orbit). See [30] for more comprehensive background and motivation and [1] for a survey of recent progress in the field of arithmetic dynamics.

Two complementary sets play an important role in holomorphic dynamics: The **Fatou set** of $f$ is the maximal open set on which the family of iterates $\{ f^n : n \geq 1 \}$ is equicontinuous (considered as maps on $\mathbb{P}^1(\mathbb{C})$); its complement is the **Julia set** of $f$, which we denote $J_f$. Informally, the Julia set is where the interesting dynamics happens. For a polynomial $f : \mathbb{C} \to \mathbb{C}$, we may define the Julia set a bit more concretely.

Let $f \in \mathbb{C}[z]$. The **filled Julia set** of $f$ is

$$K_f = \{ z \in \mathbb{C} : f^n(z) \to \infty \text{ as } n \to \infty \}.$$ 

The **Julia set** of $f$ is the boundary of the filled Julia set. That is, $J_f = \partial K_f$. It follows from these definitions that for a polynomial $f \in \mathbb{C}[z]$, both $K_f$ and $J_f$ are compact. In dynamical Mahler measure, the Julia set $J_f$ for a general polynomial $f$ will play the role of the unit torus $\mathbb{T}$.

Two families of polynomials play an important role in this work: The pure power maps $f(z) = z^d$ and the Chebyshev polynomials. Both of these families have special dynamical properties that arise because they are related to endomorphisms of algebraic groups.
Consider the multiplicative group \( G_m \), where for a field \( K \), the \( K \)-valued points are \( G_m(K) = K^* \). The endomorphism ring of \( G_m \) is \( \mathbb{Z} \):

\[
\mathbb{Z} \to \text{End}(G_m)
\]

\[
d \mapsto zd.
\]

Iteration of pure power maps is particularly easy to understand:

\[
f(z) = z^d \quad \text{means} \quad f^n(z) = z^{dn}.
\]

For \( d \geq 2 \) and \( K \subseteq \mathbb{C} \) we have three cases: If \( |\alpha| > 1 \), then \( |\alpha^{dn}| \to \infty \) with \( n \to \infty \). If \( |\alpha| < 1 \), then \( |\alpha^{dn}| \to 0 \) with \( n \to \infty \). If \( |\alpha| = 1 \), then \( |\alpha^{dn}| = 1 \) for all \( n \). So for pure power maps, we can understand the Julia sets completely: \( K_f \) is the unit disc, and \( J_f \) is the unit circle.

To give another example, since the automorphism of \( G_m \) given by \( z \mapsto z^{-1} \) commutes with the power map \( z \mapsto z^d \), the power map descends to an endomorphism of \( \mathbb{A}^1 \), which we denote \( T_d \), the \( d \)th Chebyshev polynomial.\(^1\)

\[
\begin{array}{ccc}
G_m & \xrightarrow{z \mapsto z^d} & G_m \\
\downarrow & & \downarrow \\
\frac{G_m}{\{z = z^{-1}\}} & \xrightarrow{z \mapsto z^d} & \frac{G_m}{\{z = z^{-1}\}} \\
\downarrow & & \downarrow \\
\mathbb{A}^1 & \xrightarrow{w \mapsto T_d(w)} & \mathbb{A}^1
\end{array}
\]

Taking as a definition the fact that \( T_d \in \mathbb{Z}[w] \) satisfies

\[
T_d(z + z^{-1}) = z^d + z^{-d},
\]

one may prove existence and uniqueness of the Chebyshev polynomials along with a recursive formula:

\[
T_d(w) = \begin{cases} 
2 & d = 0, \\
w & d = 1, \\
wT_{d-1}(w) - T_{d-2}(w) & d \geq 2.
\end{cases}
\]

The following rule for composition of Chebyshev polynomials follows directly from the definition in (1.4):

\[
T_d \circ T_e(w) = T_{de}(w) = T_e \circ T_d(w),
\]

and it gives a simple form of iteration

\[
T_d^n(w) = T_d^n(w).
\]

For \( d \geq 2 \), we have two cases for \( T_d : \mathbb{C} \to \mathbb{C} \): If \( \alpha \in [-2, 2] \), then \( T_d(\alpha) \in [-2, 2] \). If \( \alpha \in \mathbb{C} \setminus [-2, 2] \), then \( |T_d^n(\alpha)| \to \infty \) with \( n \to \infty \). Thus we understand the Julia set in this case as well: \( K_{T_d} = J_{T_d} = [-2, 2] \).

See [30, Chapter 6] for more on the dynamics of pure power maps, Chebyshev polynomials, and other maps arising from algebraic groups, including proofs of some of the statements above.

\(^1\)Classically the Chebyshev polynomials are normalized so that \( T_d(\cos t) = \cos(dt) \). The two normalizations satisfy \( \tilde{T}_d(w) = \frac{1}{2} T_d(2w) \).
1.3 Dynamical Mahler measure and statement of results

An important tool in the study of arithmetic dynamics is the canonical height of a point in \( \mathbb{P}^1 \) relative to a morphism \( f \), defined by Call and Silverman [10] and modeled after Tate’s construction of the canonical (Néron-Tate) height on abelian varieties. The standard (Weil) height of a point \( \beta = \frac{a}{b} \in \mathbb{Q} \) (written in lowest terms) can be computed as

\[
h(\beta) = \max\{|a|, |b|\},
\]

and, observing that \( a \) and \( b \) are (up to sign) the coefficients of the minimal polynomial of \( \alpha \) over \( \mathbb{Z} \), this definition extends easily to algebraic numbers \( \alpha \in \overline{\mathbb{Q}} \).

If \( f \in \mathbb{Q}[z] \) is a polynomial and \( \alpha \in \mathbb{P}^1 \mathbb{Q} \), we then define:

\[
\hat{h}_f(\alpha) = \lim_{n \to \infty} d^{-n} h(f^n(\alpha)),
\]

where \( f^n \) represents the \( n \)-fold composition of \( f \) and \( d = \deg(f) \). In analogy with the canonical height on abelian varieties, we find that this limit exists and that

- \( \hat{h}_f(f(\alpha)) = (\deg f) \hat{h}_f(\alpha) \), and
- \( \hat{h}_f(\alpha) = 0 \) if and only if \( \alpha \) is a preperiodic point for \( f \) (that is, \( f^m(\alpha) = f^n(\alpha) \) for some natural numbers \( m > n \)).

Let \( \alpha \in \overline{\mathbb{Q}} \) with minimal polynomial \( P \in \mathbb{Z}[z] \). The theory of heights and Mahler measure are connected via the formula

\[
[\mathbb{Q}(\alpha) : \mathbb{Q}] h(\alpha) = m(P). \tag{1.7}
\]

Let \( K \subset \mathbb{C} \) be compact. For any Borel probability measure \( \nu \) on \( K \) the energy of \( \nu \) is given by [27, Definition 3.2.1]:

\[
I(\nu) = \int_K \int_K \log |z - w| d\nu(z) d\nu(w).
\]

An equilibrium measure on \( K \) is a measure \( \mu \) satisfying

\[
I(\mu) = \sup_{\nu} I(\nu),
\]

where the supremum is taken over all Borel probability measures. An equilibrium measure always exists and is often unique [27, Theorem 3.2.2].

Let

\[
f(z) = a_d z^d + \cdots + a_0 \in \mathbb{C}[z],
\]

where \( a_d \neq 0 \) and \( d \geq 2 \).

Brolin [7], Lyubich [24], and Freire, Lopes, and Mañe [16] construct a unique equilibrium measure \( \mu_f \), supported on the Julia set \( J_f \), which is invariant under \( f \). That is, \( f_* \mu_f = \mu_f \), where the push-forward \( f_* \mu \) is defined by \( f_* \mu(B) = \mu(f^{-1}(B)) \) for any Borel set \( B \). We also have

\[
I(\mu_f) = -\frac{1}{d - 1} \log |a_d|, \tag{1.8}
\]

and in particular, \( I(\mu_f) = 0 \) when \( f \) is monic.

Suppose that \( f \in \mathbb{Z}[z] \) is monic, and that \( \beta = \frac{a}{b} \in \mathbb{Q} \) (written in lowest terms). Then one can show that

\[
\hat{h}_f(\beta) = \int_{J_f} \log |bz - a| d\mu_f(z).
\]

More generally, if \( \alpha \) is an algebraic integer with monic minimal polynomial \( P(z) \), then

\[
[\mathbb{Q}(\alpha) : \mathbb{Q}] \hat{h}_f(\alpha) = \int_{J_f} \log |P(z)| d\mu_f(z) =: m_f(P). \tag{1.9}
\]
Notice that we are associating the canonical height for the rational map \( f \) to a generalized Mahler measure \( m_f \) for polynomials \( P \in \mathbb{Z}[x] \). Taking \( f(z) = z^2 \) recovers the familiar Mahler measure from equation (1.7).

Piñeiro, Szpiro, and Tucker [26] have shown that, like heights, this generalized Mahler measure may be computed via an adelic formula:

\[
[K(\alpha) : \mathbb{Q}] h_f(\alpha) = \sum_{\text{places } v \text{ of } K} \int_{J_{f,v}} \log |P(z)|_v d\mu_{f,v}(z),
\]  

where \( K \) is a number field, \( \alpha \in \mathbb{P}^1(K) \), \( P \) is a minimal polynomial for \( \alpha \) over \( K \), and \( J_{f,v} \) denotes the Julia set of \( f : \mathbb{P}^1(\mathbb{C}_v) \rightarrow \mathbb{P}^1(\mathbb{C}_v) \). For finite \( v \), \( \int_{J_{f,v}} \log |P(z)|_v d\mu_{f,v}(z) = 0 \) unless \( f \) has bad reduction at \( v \) or all the coefficients of \( P \) have nonzero \( v \)-adic valuation. Thus, equation (1.9) follows from (1.10) by specializing to \( K = \mathbb{Q} \) and \( \alpha \) algebraic integer.

The contributions at the finite places in equation (1.10) were shown to have the appropriate integral forms by Favre and Rivera-Letelier [15, Proposition 1.3]. Thus, equation (1.9) can also be extended to the case where \( f \) is not necessarily monic if the integral is replaced by a sum of integrals at different places.

Szpiro and Tucker [33] used diophantine approximation to show that this generalized Mahler measure of a polynomial \( P \) at a place \( v \) can be computed by averaging \( \log |P|_v \) over the periodic points of \( f \).

It is not easy to give precise examples of \( m_f(P) \). In the classical case when \( f(z) = z^d \) with \( d \geq 2 \), then \( m_f(P) = m(P) \) for \( P \in \mathbb{C}(x)^\times \). For \( T_d \) the \( d \)-th Chebyshev polynomial with \( d \geq 2 \), normalized so that \( T_d(z + z^{-1}) = z^d + z^{-d} \), one can show that \( m_{T_d}(P) = m(P \circ (z + z^{-1})) \). Because of the underlying group structure discussed above, these examples are straightforward to compute (see [8]). For general polynomials, exact computation is much more difficult, and in fact these two families are the exceptions to many theorems stated in the sequel.

One can compute approximations to dynamical Mahler measure in some cases. For example, Ingram [19] gave an asymptotic formula for \( m_f(x) \) for \( f(z) = z^2 + c \) as \( c \rightarrow \infty \)

\[
m_f(x) = \frac{\log |c|}{2} + \frac{1}{8} \log \left( 1 + \frac{2}{c} + \frac{1}{c^2} + \frac{1}{c^3} \right) + O\left( \frac{1}{c^7} \right)
\]

\[
= \frac{\log |c|}{2} - \frac{1}{4c} - \frac{1}{8c^2} - \frac{5}{24c^3} - \frac{5}{16c^4} + \frac{17}{40c^5} - \frac{29}{48c^6} + O\left( \frac{1}{c^7} \right).
\]

Similarly for \( f(z) = (z - c)^2 \), one can find

\[
m_f(x) = \log |c| - \frac{1}{2c} - \frac{1}{4c^2} - \frac{5}{12c^3} - \frac{5}{8c^4} - \frac{17}{20c^5} - \frac{29}{24c^6} + O\left( \frac{1}{c^7} \right).
\]

It is natural to ask about higher-dimensional (multivariate) forms of this generalized Mahler measure.

**Definition 1.1** Let \( f \in \mathbb{Z}[z] \) monic of degree \( d \geq 2 \). The \( f \)-dynamical Mahler measure of \( P \in \mathbb{C}(x_1, \ldots, x_n)^\times \) is given by

\[
m_f(P) = \int_{J_f} \cdots \int_{J_f} \log |P(z_1, \ldots, z_n)| d\mu_f(z_1) \cdots d\mu_f(z_n).
\]  

(1.11)

We will later see that the above integral always converges and that in fact, \( m_f(P) \geq 0 \) if \( P \in \mathbb{Z}[x_1, \ldots, x_n] \) is nonzero.
It is an interesting to ask whether multivariable dynamical Mahler measure can also be interpreted as a height. We do not answer the question in this paper, but we suspect that the answer is yes. Zhang [34], in the more general setting of a variety $X$ with a map $\Phi : X \to X$ and a line bundle $L$ such that $\Phi^*L = L^d$, defined a canonical height $h_{\Phi, L}(Y)$ of an arbitrary subvariety $Y \subset X$. Chambert-Loir and Thuillier [9] showed that in the case where $X = \mathbb{P}^n$, $\Phi([x_0, \ldots, x_n]) = [x_0^2, \ldots, x_n^2]$ and $L = \mathcal{O}(1)$, for a homogeneous polynomial $P \in \mathbb{Z}[x_0, \ldots, x_n]$ and $Y$ the hypersurface $\{P(x_0, x_1, \ldots, x_n) = 0\}$, $h_{\Phi, L}(Y) = m(P)$ is the usual multivariate Mahler measure of $P$, which is also equal to the multivariate Mahler measure of the inhomogeneous polynomial $P(1, x_1, \ldots, x_n)$.

We conjecture that the multivariate dynamical Mahler measure can be recovered in a similar way, using instead the map $\Phi = f \times \cdots \times f : (\mathbb{P}^1)^n \to (\mathbb{P}^1)^n$, which acts as $f$ on each of the $n$ components.

In this note, we prove the following results.

**Lemma 1.2** (Dynamical Kronecker’s Lemma) Let $f \in \mathbb{Z}[z]$ be monic of degree $d \geq 2$ and let $P \in \mathbb{Z}[x]$. If $m_f(P) = 0$, then $P(x) = \pm \prod_i (x - \alpha_i)$ where each $\alpha_i$ is a preperiodic point of $f$.

**Proposition 1.3** (Weak Dynamical Boyd–Lawton) Let $f \in \mathbb{Z}[z]$ monic of degree $d \geq 2$ and let $P \in \mathbb{C}[x, y]$. Then

$$\limsup_{n \to \infty} m_f(P(x, f^n(x))) \leq m_f(P(x, y)).$$

The above statement is expected to be true with an equality. This would correspond to a dynamical version of the Boyd–Lawton limit (1.2).

For the main result, we will assume the following conjecture.

**Conjecture 1.4** (Dynamical Lehmer’s conjecture) [30, Conjecture 3.25] There is some $\delta = \delta_f > 0$ such that any single-variable polynomial $P \in \mathbb{Z}[x]$ with $m_f(P) > 0$ satisfies $m_f(P) > \delta$.

**Theorem 1.5** Assume the Dynamical Lehmer’s conjecture.

Let $f \in \mathbb{Z}[z]$ be a monic polynomial of degree $d \geq 2$ which is not conjugate to $e^d$ or to $\pm T_d(z)$, where $T_d(z)$ is the $d$-th Chebyshev polynomial. Then any polynomial $P \in \mathbb{Z}[x, y]$ which is irreducible in $\mathbb{Z}[x, y]$ (but not necessarily irreducible in $\mathbb{C}[x, y]$) with $m_f(P) = 0$, and which contains both variables $x$ and $y$, divides a product of complex polynomials of the following form:

$$\tilde{f}^n(x) - L(\tilde{f}^m(y)),$$

where $m, n \geq 0$ are integers, $L \in \mathbb{C}[z]$ is a linear polynomial commuting with an iterate of $f$, and $\tilde{f} \in \mathbb{C}[z]$ is a nonlinear polynomial of minimal degree commuting with an iterate of $f$ (with possibly different choices of $L, \tilde{f}, n, m$ for each factor).

As a partial converse, suppose there exists a product of complex polynomials $F_j$ such that

1. each $F_j$ has the form $\tilde{f}^n(x) - L(\tilde{f}^m(y))$, where $L$ and $\tilde{f}$ are as above (with possibly different choices of $L, \tilde{f}, n, m$ for each $j$);
2. $\prod F_j \in \mathbb{Z}[x, y]$; and
(3) $P$ divides $\prod F_j$ in $\mathbb{Z}[x,y]$. Then $m_f(P) = 0$.

Note that the second half of Theorem 1.5 is only a partial converse. We can guarantee that $\prod F_j \in \mathbb{Q}[x,y]$ by enlarging the set $\{F_j\}$ to contain all the Galois conjugates of all its members. However, as we do not know whether the polynomials $F_j$ have algebraic integer coefficients, we cannot guarantee $\prod F_j \in \mathbb{Z}[x,y]$. We conjecture, however, that it is always the case that the $F_j$ have algebraic integer coefficients, in which case we could strengthen this converse.

We remark that Theorem 1.5 complements a statement for classical Mahler measure. Indeed, it is shown in [14, Theorem 3.10] that for any primitive polynomial $P \in \mathbb{Z}[x^\pm, \ldots, x^\pm]$, $m(P)$ is zero if and only if $P$ is a monomial times a product of cyclotomic polynomials evaluated on monomials. This case is fundamentally different from what is considered in Theorem 1.5, as the classical Mahler measure contains more structure given by the multiplicative nature of the function $f(z) = z^d$.

It is also interesting to compare our results with [34, Conjecture 2.5], which says that a subvariety whose dynamical canonical height is 0 must be preperiodic. If Zhang’s height agrees with the dynamical Mahler measure, as we expect to be the case, then Lemma 1.2 and Theorem 1.5 can be seen as special cases of Zhang’s Conjecture 2.5 for the dynamical maps $f : \mathbb{P}^1 \to \mathbb{P}^1$ and $f \times f : \mathbb{P}^1 \times \mathbb{P}^1 \to \mathbb{P}^1 \times \mathbb{P}^1$, respectively. (Note that Zhang’s conjecture is known not to hold in general: see [17] for a counterexample. However, it may be possible to use the arguments in [18] to obtain a proof for the case of $f \times f : \mathbb{P}^1 \times \mathbb{P}^1 \to \mathbb{P}^1 \times \mathbb{P}^1$.)

This article is organized as follows. Section 2 covers some background on complex dynamics. Section 3 is devoted to showing that the dynamical Mahler measure is well-defined in general, and non-negative for polynomials with integral coefficients, while Sect. 4 discusses the dynamical version of Kronecker’s Lemma 1.2. The Weak Dynamical Boyd–Lawton Proposition 1.3 is discussed and proven in Sect. 5. It serves as a preparation for the proof of our main result, Theorem 1.5, covered in Sects. 6 and 7. Finally, in Sect. 8, we give a precise description of the polynomials $L$ and $\tilde{f}$ that appear in the statement of this theorem.

2 Some background on complex dynamics

In this section we recall some results from complex dynamics that will be useful for the rest of this article. The main reference for this is the book of Ransford [27].

Let $\nu$ be a finite Borel measure on $\mathbb{C}$ with compact support $\mathcal{K}$. One can define the potential function [27, Definition 3.1.1]

$$p_\nu : \mathbb{C} \to [-\infty, \infty)$$

by

$$p_\nu(z) := \int_{\mathcal{K}} \log |z - w| d\nu(w).$$

(2.1)

The potential $p_\nu$ is subharmonic in $\mathbb{C}$ by [27, Theorem 3.1.2].

Thus we can write the energy as

$$I(\nu) := \int_{\mathcal{K}} \int_{\mathcal{K}} \log |z - w| d\nu(z) d\nu(w) = \int_{\mathcal{K}} p_\nu(z) d\nu(z).$$
Then Frostman’s Theorem [27, Theorem 3.3.4] implies that if \( \mu \) is the equilibrium measure of \( K \), then
\[
\begin{align*}
(1) \quad & p_{\mu} \geq I(\mu) \text{ on } \mathbb{C}; \\
(2) \quad & p_{\mu} = I(\mu) \text{ on } K \setminus \mathcal{E}, \text{ where } \mathcal{E} \subseteq \partial K.
\end{align*}
\]
By (1.8), \( I(\mu_f) \neq -\infty \) and \( p_{\mu_f} \) is a finite number.

Let \( D \) a proper sub-domain of the Riemann sphere. A Green’s function [27, Definition 4.4.1] for \( D \) is a map \( g_D : D \times D \to (-\infty, \infty] \) such that for each \( w \in D \):
\[
\begin{align*}
(1) \quad & g_D(\cdot, w) \text{ is harmonic on } D \setminus \{w\}, \text{ and bounded outside each neighbourhood of } w; \\
(2) \quad & g_D(w, w) = \infty, \text{ and as } z \to w, \\
& g_D(z, w) = \begin{cases} 
\log |z| + O(1) & w = \infty, \\
-\log |z - w| + O(1) & w \neq \infty; 
\end{cases} \\
(3) \quad & g_D(z, w) \to 0 \text{ as } z \to \zeta \text{ for } \zeta \in \partial D \text{ outside of a Borel polar subset of } \partial D.
\end{align*}
\]
A set \( \mathcal{E} \subset \mathbb{C} \) is called polar if \( I(v) = -\infty \) for every finite Borel measure \( v \neq 0 \) for which \( \text{supp } v \) is a compact subset of \( \mathcal{E} \) [27, Definition 3.2.2]. Otherwise \( \mathcal{E} \) is called non-polar. If \( D \) is a domain of the Riemann sphere such that \( \partial D \) is non-polar, then, there is a unique Green’s function \( g_D \) for \( D \) [27, Theorem 4.4.2].

In particular, the proof of [27, Theorem 4.4.2] gives us explicitly that, if \( \partial D \) is non-polar and if \( \mu \) is the equilibrium measure on \( D \), then
\[
g_D(z, \infty) = p_{\mu}(z) - I(\mu) \tag{2.2}
\]
for \( z \in D \setminus \{\infty\} \).

If \( K_f \) is the filled Julia set, we remark that [27, Corollary 6.5.4] implies that the Green’s function of its complement is given by
\[
g_{\mathbb{P}^1(\mathbb{C}) \setminus K_f}(z, \infty) = \lim_{n \to \infty} \frac{1}{\deg(f)^n} \log^+ |f^n(z)|,
\]
where \( \log^+ |\alpha| = \log |\alpha| \) when \( |\alpha| > 1 \) and 0 otherwise.

From now on, we will write \( g_f(z, w) \) for the Green’s function of the complement of the filled Julia set.

We can summarize the results of the discussion above in the following two propositions:

**Proposition 2.1** If \( f \in \mathbb{H}[z] \) monic of degree \( d \geq 2 \), then
\[
g_f(z, \infty) = p_{\mu_f}(z) \tag{2.3}
\]
for \( z \notin K_f \).

**Proof** By [27, Theorem 6.5.1], the Julia set \( J_f = \partial K_f \) is non-polar, and so equation (2.2) applies. Since \( f \) is monic, by (1.8), we have \( I(\mu_f) = 0 \). \( \square \)

**Proposition 2.2** If \( f \in \mathbb{H}[z] \) is monic of degree \( d \geq 2 \), then \( p_{\mu_f}(z) \geq 0 \) for all \( z \in \mathbb{C} \), and the equality \( p_{\mu_f}(z) = 0 \) holds exactly when \( z \in K_f \).

**Proof** If \( f \) is monic, we have \( I(\mu_f) = 0 \) by (1.8) (see also [27, Theorem 6.5.1]), and since \( p_{\mu_f} \geq I(\mu_f) \), we conclude that \( p_{\mu_f} \geq 0 \). By Frostman’s Theorem [27, Theorem 3.3.4], we have \( p_{\mu_f}(z) = I(\mu_f) \) for \( z \) in the interior of \( K_f \), and since \( \mathbb{P}^1(\mathbb{C}) \setminus K_f \) is a regular domain [27, Corollary 6.5.5], we have \( p_{\mu_f}(z) = I(\mu_f) \) on \( J_f \) also [27, Theorem 4.2.4].
Conversely, since the Julia set $\mathcal{J}_f = \partial \mathcal{K}_f$ is non-polar, we have $g_f(z, \infty) > 0$ for $z \notin \mathcal{K}_f$ [27, Theorem 4.4.3]. By equation (2.3), we conclude that $p_{\mu_f}(z) = 0$ if and only if $z \in \mathcal{K}_f$.

\[\Box\]

### 3 Convergence and positivity of the dynamical Mahler measure

We will prove that the dynamical Mahler measure defined by (1.11) is well-defined. Moreover, it is non-negative when $P \in \mathbb{Z}[x_1, \ldots, x_n]$ is nonzero. We will follow a structure of a proof that is similar to that of [14, Lemma 3.7].

We start first with the following result, which can be considered an analogue to Jensen’s formula in the dynamical universe.

**Lemma 3.1** Let $f \in \mathbb{Z}[z]$ monic of degree $d \geq 2$. If $P(x) = a \prod_i (x - \alpha_i) \in \mathbb{C}[x]$, then

$$m_f(P) = \log |a| + \sum_i p_{\mu_f}(\alpha_i).$$

**Proof** By definition, we have

$$m_f(P) = \int_{\mathcal{J}_f} \log |a \prod_i (z - \alpha_i)| d\mu_f(z) = \int_{\mathcal{J}_f} \log |a| d\mu_f(z) + \sum_i \int_{\mathcal{J}_f} \log |z - \alpha_i| d\mu_f(z),$$

and the result follows from equation (2.1).

Now we proceed to prove the main result of this section.

**Proposition 3.2** Let $f \in \mathbb{Z}[z]$ monic of degree $d \geq 2$ and let $P \in \mathbb{C}(x_1, \ldots, x_n)^\times$. Then the integral in (1.11) defining the $f$-dynamical Mahler measure converges. Moreover, if $P \in \mathbb{Z}[x_1, \ldots, x_n]$ is nonzero, then $m_f(P) \geq 0$.

**Proof** First assume that $P \in \mathbb{C}(x_1, \ldots, x_n)$ is nonzero. Let $C = \sup_{z \in \mathcal{J}_f} |z|$, and write

$$P(x_1, \ldots, x_n) = \sum a_{i_1, \ldots, i_n} x_1^{i_1} \cdots x_n^{i_n}.$$

Then for $(z_1, \ldots, z_n) \in \mathcal{J}_f^n$, we have

$$|P(z_1, \ldots, z_n)| \leq \sum |a_{i_1, \ldots, i_n}| C_1^{i_1} \cdots C_n^{i_n} = |LC(P)|.$$

From this, we see that $m_f(P) \leq \log |LC(P)| < \infty$.

For the rest of the statement, we proceed by induction. The case $n = 1$ is a consequence of what we have just discussed and Lemma 3.1, which implies that $m_f(P) > -\infty$ when $P \in \mathbb{C}[x]$ is nonzero and $m_f(P) \geq 0$ when $P \in \mathbb{Z}[x]$ is nonzero. Assume that the result is proven for all polynomials in $n - 1$ variables. We write

$$P(x_1, \ldots, x_n) = a_d(x_2, \ldots, x_n)x_1^d + \cdots + a_0(x_2, \ldots, x_n)$$

$$= a_d(x_2, \ldots, x_n) \prod_{j=1}^d (x_1 - g_j(x_2, \ldots, x_n)),$$

for certain algebraic functions $g_1, \ldots, g_d$. Then we have that
\[
\int_{J_f} \cdots \int_{J_f} \log |P(z_1, \ldots, z_n)| d\mu_f(z_1) \cdots d\mu_f(z_n)
\]
\[
= m_f(a_d) + \sum_{j=1}^d \int_{J_f} \cdots \int_{J_f} \log |z_1 - g_j(z_2, \ldots, z_n)| d\mu_f(z_1) \cdots d\mu_f(z_n)
\]
\[
= m_f(a_d) + \int_{J_f} \cdots \int_{J_f} p_{\mu_f}(g_j(z_2, \ldots, z_n)) d\mu_f(z_2) \cdots d\mu_f(z_n)
\]
\[
= m_f(a_d) + \int_{J_f} \cdots \int_{J_f} \sum_{j=1}^d p_{\mu_f}(g_j(z_2, \ldots, z_n)) d\mu_f(z_2) \cdots d\mu_f(z_n).
\]

Here our final integrand is upper semicontinuous, since \(p_{\mu_f}\) is upper semicontinuous and the multiset of values \(\{g_j(z_2, \ldots, z_n)\}\) depends continuously on \((z_2, \ldots, z_n)\) (even though the individual \(g_j\) are not themselves continuous at the branch locus). By Proposition 2.2, \(p_{\mu_f} \geq 0\). By induction, \(m_f(a_d) \geq 0\). Therefore the above integral is non-negative and the first paragraph shows that the entire right-hand side is bounded above. Therefore the integral defining the Mahler measure exists.

Now assume that \(P \in \mathbb{C}(x_1, \ldots, x_n)^\times\). We write \(P = \frac{F}{G}\), with \(F, G \in \mathbb{C}[x_1, \ldots, x_n]\) nonzero and apply the above to conclude that \(m_f(F), m_f(G)\) are well-defined. Then we have \(m_f(P) = m_f(F) - m_f(G)\) and \(m_f(P)\) is well-defined too. This concludes the proof of the statement. \(\Box\)

### 4 Dynamical Kronecker’s Lemma

The goal of this section is to characterize the single-variable polynomials with integral coefficients \(P\) having \(m_f(P) = 0\), which is the dynamical version of Kronecker’s Lemma:

**Lemma 4.1** (Kronecker, [21]) Let \(P(x) = \prod_i (x - \alpha_i) \in \mathbb{Z}[x]\). If all of the roots of \(P\) satisfy \(|\alpha_i| \leq 1\), then the \(\alpha_i\) are zero or roots of unity.

In fact, more is true. Equation (1.1) implies the following statement.

**Corollary 4.2** Let \(P \in \mathbb{Z}[x]\). If \(m(P) = 0\), then the roots of \(P\) are either zero or roots of unity. Conversely, if \(P\) is primitive and its roots either zero or roots of unity, then \(m(P) = 0\).

An immediate consequence of Lemma 3.1 is the following.

**Lemma 4.3** Let \(f \in \mathbb{Z}[z]\) be monic of degree \(d \geq 2\) and \(P(x) = a \prod_i (x - \alpha_i) \in \mathbb{Z}[x]\). Then we have \(m_f(P) = 0\) if and only if \(|a| = 1\) and all roots \(\alpha_i\) lie in \(K_f\).

**Proof** Because \(a \in \mathbb{Z}\), we have \(|a| \geq 0\), and by Proposition 2.2, all the other summands in the dynamical Jensen formula from Lemma 3.1 are nonnegative. Therefore, \(m_f(P) = 0\) if and only if \(|a| = 0\) and \(p_{\mu_f}(\alpha_i) = 0\) for all \(i\). The first condition \(|a| = 0\) holds exactly when \(a = \pm 1\). The second condition is an immediate consequence of the second statement in Proposition 2.2. \(\Box\)

We are now ready to prove the Dynamical Kronecker’s Lemma (Lemma 1.2).

**Proof** (Proof of Lemma 1.2) Since Lemma 4.3 implies that \(P(x)\) is (up to sign) monic, we can write

\[P(x) = \pm \prod_i (x - \alpha_i).\]
Consider the polynomials
\[ P_n(x) = \prod_{i=1}^{d} (x - f^n(\alpha_i)). \]

The coefficients of \( P_n \) are symmetric functions in the algebraic integers \( f^n(\alpha_i) \) and thus symmetric functions of the \( \alpha_i \), so they are elements of \( \mathbb{Z} \) (all the conjugates of each \( \alpha_i \) are present as roots of \( P \), since the coefficients are rational). Since \( m_f(P) = 0 \), Lemma 4.3 implies that \( \alpha_i \in K_f \), and the same is true for \( f^n(\alpha_i) \). Since \( K_f \) is compact, the \( f^n(\alpha_i) \) are uniformly bounded, and the same is true for the coefficients of \( P_n \). Thus, the set \( \{P_n\}_{n \in \mathbb{N}} \) must be finite. In other words, there are \( n_1 \neq n_2 \) for which
\[ P_{n_1} = P_{n_2}. \]

That means,
\[ \{f^{n_1}(\alpha_1), \ldots, f^{n_1}(\alpha_d)\} = \{f^{n_2}(\alpha_1), \ldots, f^{n_2}(\alpha_d)\}. \]

Thus, there is a permutation \( \sigma \in S_d \) such that
\[ f^{n_1}(\alpha_i) = f^{n_2}(\alpha_{\sigma(i)}). \]

If \( \sigma \) has order \( k \), we get,
\[ f^{kn_1}(\alpha_i) = f^{kn_2}(\alpha_i), \]

which shows that each \( \alpha_i \) is preperiodic. \( \square \)

Remark 4.4 A more general approach to dynamical Mahler measure, for example as suggested in [15], may allow \( m_f \) to be defined for \( f \) a non-monic polynomial or indeed a rational function. The following argument shows that Lemma 1.2 continues to hold in this case: Noting that \( \log |PQ| = \log |P| + \log |Q| \), we see from equation (1.9) that \( m_f(P) \) vanishes with the \( f \)-canonical height of the roots of \( P \). Over a global field, the canonical height \( \hat{h}_f \) of a rational function vanishes precisely at preperiodic points for \( f \) (see, for example, [30, Theorem 3.22]).

5 Weak Dynamical Boyd–Lawton Theorem

A result of Boyd [4] and Lawton [22] given by equation (1.2) allows one to compute, in the classical setting, the higher dimensional Mahler measure by a series of approximations by one-dimensional Mahler measures. Here we exhibit the dynamical version of a weaker result for two variables, Proposition 1.3. Our result is analogous to Lemma 3.1 in [3].

First we need to establish the following lemma, which is analogous to Lemma 1 in [3].

Lemma 5.1 If \( F : \mathcal{J}^2_f \to \mathbb{R} \) is continuous, then
\[ \lim_{n \to \infty} \int_{\mathcal{J}_f} F(z, f^n(z)) d\mu_f(z) = \int_{\mathcal{J}_f} F(z_1, z_2) d\mu_f(z_1) d\mu_f(z_2). \]

Proof By making the change of variables \( z_2 = f^n(z) \), we have
\[ \int_{\mathcal{J}_f} F(z, f^n(z)) d\mu_f(z) = \int_{z_2 \in \mathcal{J}_f} d^{-n} \sum_{z_1 \in f^{-n}(z_2)} F(z_1, z_2) d\mu_f(z_2), \]

(5.1)
where $d = \deg(f)$. We use this to expand our left hand side, interchanging the limit and integral by the bounded convergence theorem.

$$\lim_{n \to \infty} \int_{J_f} F(z, f^n(z)) d \mu_f(z) = \lim_{n \to \infty} \int_{z \in J_f} d^n \sum_{z_1 \in f^{-n}(z_2)} F(z_1, z_2) d \mu_f(z_2)$$

$$= \int_{z \in J_f} \left( \lim_{n \to \infty} d^n \sum_{z_1 \in f^{-n}(z_2)} F(z_1, z_2) \right) d \mu_f(z_2).$$

By [27, Theorem 6.5.8], we have that the limit inside the parentheses is equal to $\int_{z_1 \in J_f} F(z_1, z_2) d \mu_f(z_1)$, as desired. \qed

We are now ready to prove the Weak Dynamical Boyd–Lawton Theorem.

**Proof** (Proof of Proposition 1.3) We follow Lemma 3.1 in [3]. First notice that for $\delta > 0$, $\log(|P(z_1, z_2)| + \delta)$ is a continuous function on $J_f$. Therefore, by Lemma 5.1,

$$\lim_{n \to \infty} \int_{J_f} \log(|P(z_1, f^n(z_2))| + \delta) d \mu_f(z) = \int_{J_f} \int_{J_f} \log(|P(z_1, z_2)| + \delta) d \mu_f(z_1) d \mu_f(z_2).$$

Since $m_f(P(z_1, f^n(z_2))) \leq \int_{J_f} \log(|P(z_1, f^n(z_2))| + \delta) d \mu_f(z)$, we have

$$\limsup_{n \to \infty} m_f(P(z_1, f^n(z_2))) \leq \int_{J_f} \int_{J_f} \log(|P(z_1, z_2)| + \delta) d \mu_f(z_1) d \mu_f(z_2),$$

and this is true for all $\delta > 0$. Letting $\delta \to 0$ and using monotone convergence gives the result. \qed

### 6 A family of polynomials having dynamical Mahler measure zero

In Sect. 4 we discussed necessary and sufficient conditions for a single-variable polynomial with integer coefficients to have dynamical Mahler measure zero. In this section we will show that the dynamical Mahler measure of $P(x, y) = x - y$ is zero independently of $f$ as long as $f$ is monic, and we will also use this fact to construct a more general class of polynomials whose dynamical Mahler measure is zero. This is the beginning of the proof of Theorem 1.5, which will be finished in Sect. 7.

Recall that the multivariate dynamical Mahler measure

$$m_f(P) = \int_{J_f} \int_{J_f} \log |z_1 - z_2| d \mu_f(z_1) d \mu_f(z_2)$$

is precisely the energy $I(\mu_f)$ of the equilibrium measure. By (1.8), when $f$ is monic, $I(\mu_f) = 0$, and therefore $m_f(P) = 0$.

Notice that the strong Boyd–Lawton Conjecture, which claims that $m_f(P(x, y)) = \lim_{n \to \infty} m_f(P(x, f^n(x)))$, applies in this case. Indeed, for $n > 0$, the polynomial $P_n(x) = x - f^n(x)$ has roots equal to the $n$-periodic points of $f$, so

$$m_f(P_n) = \sum_{f^n(z) = z} g_f(z, \infty),$$

where $g_f(z, \infty)$ denotes the Green’s function of the filled Julia set $\mathcal{K}_f$. However if $z$ is periodic, then $g(z, \infty) = \lim_{m \to \infty} d^{-m} \log^+ |f^m(z)|$ is 0 since the log term is bounded. Hence $\lim_{n \to \infty} m_f(P_n) = 0$, and this coincides with $m_f(P) = 0$, which is what one would predict from the strong Boyd–Lawton Conjecture.

Now we intend to prove a more general result.
Lemma 6.1 Let $L$ be a linear polynomial in $\mathbb{C}[z]$ commuting with an iterate of $f$, and $\tilde{f}$ be a nonlinear polynomial in $\mathbb{C}[z]$ commuting with an iterate of $f$. Then for any nonnegative integers $n, m$,

$$m_f\left(\tilde{f}^n(x) - L(\tilde{f}^m(y))\right) = 0.$$ 

To prove Lemma 6.1, we first need a lemma on dynamical systems.

Lemma 6.2 Let $g \in \mathbb{C}[z]$ be any polynomial commuting with a power of $f$ (including the case of $g$ linear). Then $g$ sends the Julia set $J_f$ to itself. Furthermore, $g$ preserves the invariant measure $\mu_f$. Explicitly, this means that for any test function $\phi$,

$$\int_{J_f} \phi(z) d\mu_f = \int_{J_f} \phi(g(z)) d\mu_f.$$ 

Proof Since $f$ and $f^n$ have the same Julia set and invariant measure, we can replace $f$ with $f^n$ to reduce to the case where $g$ commutes with $f$.

Since $g$ commutes with $f$, the measure $g_*\mu_f$ on $\mathbb{C}$ defined by $g_*\mu_f(X) = \mu_f(g^{-1}(X))$ is also invariant under $f$ and has total measure 1. By uniqueness of the invariant measure, we have $g_*\mu_f = \mu_f$ as desired. Since $J_f$ is the support of $\mu_f$, it too is preserved by $g$. \ \Box

Remark 6.3 We will see in Sect. 8, Proposition 8.7 that for $f \in \mathbb{Z}[z]$ both $L$ and $\tilde{f}$ have algebraic coefficients.

As a corollary, we obtain a result proving part of Theorem 1.5.

Corollary 6.4 Let $f \in \mathbb{Z}[z]$ be monic of degree $d \geq 2$, and let $P \in \mathbb{Z}[x, y]$ be nonzero. Suppose there exists a product of complex polynomials $F_j$ such that

1. each $F_j$ has the form $\tilde{f}^n(x) - L(\tilde{f}^m(y))$, where $L$ is a linear polynomial commuting with an iterate of $f$ and $\tilde{f}$ is a nonlinear polynomial of minimal degree commuting with an iterate of $f$ (with possibly different choices of $L, \tilde{f}, n, m$ for each $j$);
2. $\prod F_j \in \mathbb{Z}[x, y]$; and
3. $P$ divides $\prod F_j$ in $\mathbb{Z}[x, y]$.

Then $m_f(P) = 0$.

Proof We have

$$\prod_{j} F_j(x, y) = P(x, y)Q(x, y)$$

for some $Q \in \mathbb{Z}[x, y]$. Taking Mahler measures of both sides, we get:

$$0 = m_f(P) + m_f(Q)$$

and both summands are nonnegative (since $P$ and $Q$ have integer coefficients), so we must have that $m_f(P) = m_f(Q) = 0$. \ \Box
7 Two-variable Dynamical Kronecker

Our goal in this section is to finish the proof of our main result, Theorem 1.5. More precisely, in Corollary 6.4 we proved that certain polynomials have dynamical Mahler measure zero. It is now time to prove that those are the only polynomials that satisfy this condition. In other words we will prove the following result.

**Theorem 7.1** Assume the Dynamical Lehmer’s Conjecture 1.4.

Let \( f \in \mathbb{Z}[z] \) be a monic polynomial of degree \( d \geq 2 \) which is not conjugate to \( z^d \) or to \( \pm T_d(z) \), where \( T_d(z) \) is the \( d \)-th Chebyshev polynomial. Let \( P \in \mathbb{Z}[x, y] \) be such that \( m_f(P) = 0 \), \( P \) is irreducible in \( \mathbb{Z}[x, y] \), and \( P \) uses both variables. Then every irreducible factor of \( P \) in \( \mathbb{C}[x, y] \) divides a polynomial of the following form:

\[
\tilde{f}^n(x) - L(\tilde{f}^m(y)),
\]

where \( m, n \geq 0 \) are integers, \( L \) is a linear polynomial commuting with an iterate of \( f \), and \( \tilde{f} \) is a nonlinear polynomial of minimal degree commuting with an iterate of \( f \).

In order to prove Theorem 7.1 we will need to assume the Dynamical Lehmer’s Conjecture 1.4. In addition, we will use Proposition 1.3. Finally, we will also need the following unlikely intersections result due to Ghioca, Nguyen, and Ye [18].

**Proposition 7.2** [18, Theorem 1.5] Let \( f \in \mathbb{C}[z] \) be a polynomial of degree \( d \geq 2 \) which is not conjugate to \( z^d \) or to \( \pm T_d(z) \), and let \( \Phi : \mathbb{P}^1 \times \mathbb{P}^1 \rightarrow \mathbb{P}^1 \times \mathbb{P}^1 \) be defined by \( \Phi(x, y) = (f(x), f(y)) \). Let \( C \subseteq \mathbb{P}^1 \times \mathbb{P}^1 \) be an irreducible curve defined over \( \mathbb{C} \) which projects dominantly onto both coordinates. Then \( C \) contains infinitely many preperiodic points under the action of \( \Phi \) if and only if \( C \) is an irreducible component of the locus of an equation of the form \( \tilde{f}^n(x) = L(\tilde{f}^m(y)) \), where \( m, n \geq 0 \) are integers, \( L \) is a linear polynomial commuting with an iterate of \( f \), and \( \tilde{f} \) is a nonlinear polynomial of minimal degree commuting with an iterate of \( f \).

The following definition will be key to our proof:

**Definition 7.3** The triple \((f, P, \alpha)\) with \( f \in \mathbb{C}[z] \), \( P \in \mathbb{C}[x, y] \), and \( \alpha \in \mathbb{C} \) satisfies the bounded orders property (BOP) if the set of nonnegative integers

\[
\{\text{ord}_\alpha P(x, f^n(x))\}
\]

is bounded. (In the above sequence we ignore any terms where \( P(x, f^n(x)) \) is the zero polynomial, which can happen for only finitely many \( n \).)

We say that \((f, P)\) satisfies the preperiodic bounded orders property (preperiodic BOP) if \((f, P, \alpha)\) has BOP for every \( \alpha \in \mathbb{C} \) such that \( \alpha \) is a preperiodic point of \( f \).

The following general reduction properties follow directly from the definition. We omit their proof.

**Lemma 7.4** Let \( f \in \mathbb{C}[z] \) and \( P \in \mathbb{C}[x, y] \).

1. (Translation) Let \( P_{-\alpha}(x, y) = P(x + \alpha, y + \alpha) \) and \( f_{-\alpha}(z) = f(z + \alpha) - \alpha \). If \((f_{-\alpha}, P_{-\alpha}, 0)\) has BOP, then \((f, P, \alpha)\) has BOP.

2. (Iteration) For \( 0 \leq i < k \) let \( P \circ (id \times f^{i}) \) be given by \( P \circ (id \times f^{i})(x, y) = P(x, f^{i}(y)) \). If \((f^k, P \circ (id \times f^{i}), \alpha)\) has BOP for \( 0 \leq i < k \), then \((f, P, \alpha)\) has BOP.
(3) (Divisibility) If \((f, P, \alpha)\) has BOP and \(Q \mid P\), then \((f, Q, \alpha)\) has BOP.

Now we consider some less immediate reduction properties.

**Lemma 7.5** (Composition/ Pushforward reduction) Suppose that \(f \in \mathbb{C}[z]\) and \(P \in \mathbb{C}[x, y]\).

(4) (Composition) Let \(f^* P = P \circ (f \times f)\) be the polynomial given by \(f^* P = P(f(x), f(y))\). If \((f, P, f(\alpha))\) has BOP, then \((f, f^* P, \alpha)\) has BOP.

(5) (Pushforward) For \((P, x, y)\) irreducible in \(\mathbb{C}[x, y]\), we define \(f_* P(x, y)\) to be an irreducible polynomial in \(\mathbb{C}[x, y]\) which vanishes on the curve \(\{(f(x), f(y)) : P(x, y) = 0\}\). \(f_* P(x, y)\) is defined up to multiplication by a non-zero scalar\(^2\). More generally, we can extend this definition multiplicatively: for any \(P(x, y) \in \mathbb{C}[x, y]\) with irreducible factorization \(P = \prod_j F_j\), define \(f_* P = \prod_j f_* F_j\). Then for any \(P\) in \(\mathbb{C}[x, y]\), if \((f, f_* P, f(\alpha))\) has BOP, \((f, P, \alpha)\), also has BOP.

**Proof** (4) Composition: For \(Q = f^* P\) and \(Q_\alpha(z) = Q(z, f''(z))\),

\[
\text{ord}_{z=\alpha} Q_n(z) = \text{ord}_{z=\alpha} P(f(z), f''(z)) = \text{ord}_{z=\alpha} P_n(f(z)) = \text{ord}_{z=\alpha} (f(z) - f(\alpha)) \cdot \text{ord}_{z=f(\alpha)} P_n(z').
\]

Hence the sequence \(\text{ord}_{z=\alpha} Q_n(z)\) is bounded if \(\text{ord}_{z=f(\alpha)} P_n(z')\) is.

(5) Pushforward: Assume \((f, f_* P, f(\alpha))\) has BOP. Since BOP is preserved by taking products, we can without loss of generality assume that \(P\) is irreducible. By the composition property, \((f, f_* f, P, \alpha)\) also has BOP. However, by construction, the two-variable polynomial \(f^* f_* P\) vanishes at any \((x, y)\) with \(P(x, y) = 0\), and since \(P\) is irreducible, we must have \(P \mid f^* f_* P\) by the Nullstellensatz. Hence \((f, P, \alpha)\) has BOP by divisibility.

The motivation for the definition of BOP is the following result.

**Proposition 7.6** Theorem 7.1 holds under the extra hypothesis that \((f, P)\) satisfies preperiodic BOP.

**Proof** Suppose that \(P \in \mathbb{Z}[x, y]\) is irreducible and \(m_f(P) = 0\). We consider the family of polynomials \(P_n(x) = P(x, f^n(x))\).

By Weak Dynamical Boyd–Lawton (Proposition 1.3), we have that \(\limsup_{n \to \infty} m_f(P_n(x)) = 0\). We now apply the Dynamical Lehmer’s Conjecture 1.4 to obtain that \(m_f(P_n(x)) = 0\) for \(n \gg 0\). Then if \(\alpha\) is any root of \(P_n(x)\), then, by the single-variable Kronecker’s Lemma 1.2, \(\alpha\) is preperiodic for \(f\).

We now argue that the set \(S(P) = \{\alpha : P_n(\alpha) = 0 \text{ for some } n\}\) is infinite. Indeed,

\[
\text{deg}(P_n) = \sum_{\alpha \in S(P)} \text{ord}_\alpha(P_n(z))
\]

goes to \(\infty\) as \(n \to \infty\), but preperiodic BOP for \((f, P)\) says that the individual summands are bounded, so the sum must be infinite. Notice that \(S(P)\) is the union of sets \(S(Q)\), as \(Q\) ranges through the irreducible factors of \(P\) in \(\mathbb{C}[x, y]\), and at least one of these sets

\(^2\)The fact that the pushforward is only defined up to multiplication by a scalar is not significant, since we only use this construction in the context of order of vanishing.
must be infinite. However, because $P$ is irreducible in $\mathbb{Z}[x, y]$, the irreducible factors of $P$ form a set of Galois conjugates, and so the sets $S(Q)$ all have the same cardinality, and are all infinite. Hence any irreducible factor $Q$ of $P$ has the property that the set $S(Q) = \{\alpha : Q_n(\alpha) = 0\}$ for some $n$ is infinite.

We are now in a position to apply Proposition 7.2 to $Q$. Indeed, if $\alpha$ is a root of some $Q_n$, then the curve $Q(x, y) = 0$ passes through the point $(\alpha, f^n(\alpha))$, whose coordinates are both preperiodic for $f$. Also, the dominance condition in Proposition 7.2 follows from the fact that $P$ uses both variables $x$ and $y$.

Thus, we conclude that each complex factor $Q(x, y)$ of $P(x, y)$ divides a polynomial of the form $\tilde{f}^m(x) - L(\tilde{f}^m(y))$. □

It now remains to show the following result.

**Proposition 7.7** If $f \in \mathbb{C}[z]$ of degree $d \geq 2$ and $P \in \mathbb{C}[x, y]$ is such that every irreducible factor involves both variables, then $(f, P)$ satisfies preperiodic BOP.

**Proof** We must show that if $f$ and $P$ satisfy the above conditions, then for any preperiodic point $\alpha$ of $f$, the triple $(f, P, \alpha)$ satisfies BOP. Our strategy will be to show this in the case where $\alpha$ is a fixed point of $f$, and so we first show that the general case can be reduced to this case.

Assume that we have proved that all such triples $(g, Q, \beta)$ with $\beta$ a fixed point of $g$ have BOP. Take a triple $(f, P, \alpha)$ with $\alpha$ preperiodic for $f$. Then there exists an $N$ such that $f^{2N}(\alpha) = \tilde{f}^N(\alpha)$, so that $\tilde{f}^N(\alpha)$ is a fixed point for $\tilde{f}^N$. By hypothesis, $(\tilde{f}^{N+1}, \tilde{f}^N(\alpha))^i$ has BOP for each $i$ (note that $f_i^N(\alpha)$ does not vanish on any horizontal or vertical line because $P$ does not, so all its irreducible factors involve both variables). By pushforward, $(f^N, \tilde{f}^N(\alpha))^i$ has BOP for each $i$, and by iteration $(f, P, \alpha)$ does also.

We have thus reduced the argument to showing that $(f, P, \alpha)$ has BOP whenever $\alpha$ is a fixed point for $f$. By translation, we can further assume that $\alpha = 0$. Additionally, if $f'(0)$ is a root of unity of order $k > 1$, then for $g = f^k$, we have that $g'(0) = 1$. Using the iteration reduction to replace $f$ by $g = f^k$ as necessary, we can assume that if $f'(0)$ is a root of unity, then $f'(0) = 1$.

So suppose that $f \in \mathbb{C}[z]$ is a monic polynomial such that $f(0) = 0$ and $f'(0)$ is either 1 or not a root of unity, and $P \in \mathbb{C}[x, y]$ is such that every irreducible factor involves both variables. We show that the sequence $\{\text{ord}_0 P(z, f^n(z))\}$ is bounded.

We can factor $P(x, y) = h(x) \prod_i (y - g_i(x))$, where $h$ is a nonzero polynomial in $x$ and $g_i$ are non-constant Puiseux series in $x$ (formal power series with possibly fractional exponents, and also possibly a finite number of negative exponents, which are obtained by dividing out by $h$). Then

$$\text{ord}_0 P(z, f^n(z)) = \text{ord}_0 h(z) + \sum_j \text{ord}_0 (f^n(z) - g_j(z)).$$

Since $\text{ord}_0 h(z)$ is independent of $n$, it suffices to show that each summand $\text{ord}_0 (f^n(z) - g_j(z))$ is bounded. Note that if $g_j(z)$ has a term with a negative or non-integer exponent, since $f^n(z)$ is a polynomial, this bounds $\text{ord}_0 (f^n(z) - g_j(z))$, so we can restrict to the case where $g_j \in \mathbb{C}[[z]]$. 

We first deal with the case of $f'(0) = 0$ separately. In this case, $\text{ord}_0(f^n(z)) \to \infty$ as $n \to \infty$, so $\text{ord}_0(f^n(z) - g(z)) = \text{ord}_0(g(z))$ for sufficiently large $n$ and the sequence is bounded.

Hence we are reduced to the case $f'(0) \neq 0$, and either $f'(0)$ is not a root of unity or $f'(0) = 1$. We will use the following notation: if $F \in \mathbb{C}[[z]]$ is a power series, then $[z^i]F(z)$ denotes the coefficient of $z^i$ in $F(z)$. We have that $\text{ord}_0(f^n(z) - g(z))$ is the smallest $i$ such that $[z^i]f^n(z) \neq [z^i]g(z)$. The claim states that the sequence of such $i$ is bounded as $n$ varies, which will follow from the following sublemma:

**Lemma 7.8** Let $f(z)$ be a polynomial of degree $d > 1$ with $f(0) = 0$ and $f'(0) \neq 0$, and either $f'(0)$ is not a root of unity, or $f'(0) = 1$. There exists some $i$ such that the set of coefficients $\{[z^i]f^n(z)\}_{n \geq 1}$ contains any number at most once.

**Proof** (Proof of Lemma 7.8) Since $f(0) = 0$, and $f'(0) \neq 0$, we can write $f(z) = c_1 z + \text{higher order terms}$. If $c_1$ is not a root of unity, then

$$f^n(z) = c_1^i z + \text{higher order terms}$$

and $i = 1$ works.

On the other hand, if $c_1 = 1$, we can write $f(z) = z + c_0 z^0 + \text{higher order terms}$, where $c_0$ is the first nonzero coefficient after the linear one. We can calculate

$$f^n(z) = z + nc_0 z^0 + \text{higher order terms},$$

so the value $i = i_0$ works. \hfill \Box

Now, for the value of $i$ given by the above lemma, there can be at most one $n$ such that $[z^i]f^n(z) = [z^i]g(z)$, and for all other $n$ we have $\text{ord}_0(f^n(z) - g(z)) \leq i$. Hence the values of $\text{ord}_0(f^n(z) - g(z))$ are bounded. This finishes the proof in the case that $\alpha$ is a fixed point of $f$, and so by our reductions, also the proof of Proposition 7.7. \hfill \Box

Combining Propositions 7.6 and 7.7 gives Theorem 7.1. Finally, Theorem 1.5 is a consequence of combining Theorem 7.1 and Corollary 6.4.

**8 A detailed study of $L$ and $\tilde{f}$**

For a fixed nonlinear, monic polynomial $f \in \mathbb{Z}[z]$ of degree $d$ which is not conjugate to a power function or a Chebyshev polynomial, Theorem 1.5 characterizes the irreducible polynomials $P \in \mathbb{Z}[x, y]$ with $m(P) = 0$ in terms of linear polynomials $L(z)$ and nonlinear polynomials $\tilde{f}(z)$ of minimal degree commuting with an iterate of $f$. In this section we describe the polynomials $L$ and $\tilde{f}$ which arise in this manner. Having integral coefficients plays no special role here, so we will work throughout with polynomials over $\mathbb{C}$.

For a general given polynomial $f(z) = \sum_{i=0}^d a_i z^i$, we define $\beta = a_{d-1} / (da_d)$. In our case $f$ is monic, so $\beta = a_{d-1} / d$. The constant $\beta$ is invariant under replacing $f$ by one of its iterates. Conjugating $f$ by $z \mapsto z - \beta$ gives a polynomial $f_\beta$ of degree $d$ whose degree-$(d - 1)$ coefficient is 0. Define $j(f)$ to be the greatest common divisor of those $i - 1$ for which $a_i \neq 0$. The key result is the following, due to Boyce:

**Theorem 8.1** [2, Theorem 4] If $g(z)$ is a degree-$m$ polynomial that commutes with $f(z)$, then the degree-$m$ polynomials commuting with $f(z)$ are exactly those of the form $ug(z) + (u - 1)\beta$ for $u$ a $j(f_\beta)$-th root of unity.
This will allow us to completely understand the choices for both \( L \) and \( \tilde{f} \), modulo the calculation of \( j(f^n) \), as soon as we have identified suitable seed polynomials \( g \). In the linear case, we may take \( g(z) = z \). The following result, a form of Ritt’s theorem \cite{28} as it appears in Boyce \cite{2}, tells us how to proceed in the nonlinear case:

**Theorem 8.2** \cite{20,28} If two polynomials \( f \) and \( g \) commute under composition, then up to conjugation with the same linear polynomial, either both are power functions, both are Chebyshev polynomials, or both are roots of unity times iterates of the same polynomial (in which case the roots of unity themselves will commute with the latter polynomial).

Since we are assuming that \( f(z) \) is not conjugate to either \( z^d \) or \( \pm T_d(z) \), in the nonlinear case we may then take \( g(z) \) to be a polynomial of minimal degree, some iterate of which is equal to \( f(z) \) or to \( f(z) \) times a root of unity that commutes with \( g \). Note that such a polynomial will commute with all iterates of \( f \), and will have minimal degree among all nonlinear polynomials which commute with any iterate of \( f \).

We now wish to determine, for a fixed monic polynomial \( f(z) \), what values are taken by the quantity \( j(f^n) \). It will simplify the notation to index the coefficients of \( f^n \) in order of decreasing degree, so we denote by \( c_{n,i} \) the degree-(\( d^n - i \)) coefficient of \( f^n \); note that \( c_{n,0} = 1 \) and \( c_{n,1} = 0 \) for all \( n \). Let \( r \) denote the greatest common divisor of those indices \( i \) for which \( c_{1,i} \neq 0 \). As \( \gcd(d - 1, d - i - 1) = \gcd(d - 1, i) \) for any \( i \), we have \( j(f^n) = \gcd(d - 1, r) \).

Although \( j(f^n) \) is defined in terms of the full set of coefficients of \( f^n \), it turns out that it is in fact completely determined by its largest-degree coefficients \( c_{n,0}, \ldots, c_{n,d} \). We elaborate on this below.

**Lemma 8.3** For \( i = 0, \ldots, d \), the degree-(\( d^n - i \)) coefficient \( c_{n,i} \) of \( f^n(z) \) is equal to the degree-(\( d^n - i \)) coefficient of \( (f^n(z))^d \). In particular,

\[
c_{n,i} = \sum_{i_1 + \cdots + i_{d^n-1} = i} c_{1,i_1} \cdots c_{1,i_{d^n-1}}.
\]

**Proof** Notice that when computing \( f^n(z) \) as \( f^n(f^{n-1}(z)) \) for \( n \geq 2 \), the contribution to the first \( d + 1 \) coefficients comes exclusively from the term \( (f^{n-1}(z))^d \). Since \( f^n \) has no degree-(\( d-1 \)) term, and the highest coefficient of \( (f^{n-1}(z))^d \) has degree \( d^n-1(d-2) = d^n - 2d^{n-1} < d^n - d \).

Further, the first \( d + 1 \) coefficients of \( (f^{n-1}(z))^d \) are determined by the first \( d + 1 \) coefficients of \( f^{n-1}(z) \), since any contribution of the coefficient of degree \( d^n-1 - d - 1 \) or below will have at most degree \( d^n-1(d-1) + d^n-1 - d - 1 = d^n - d - 1 \).

Thus the first \( d + 1 \) coefficients of \( f^n(z) \) are determined by the first \( d + 1 \) coefficients of \( f^{n-1}(z) \), from the term of the form \( (f^{n-1}(z))^d \). Proceeding by induction, we conclude that the first \( d + 1 \) coefficients of \( f^n(z) \) are determined by the first \( d + 1 \) coefficients of \( f^n(z) \) (i.e. all the coefficients of \( f^n(z) \)), from a term of the form \( (f^n(z))^d \).

In other words, the first \( d + 1 \) coefficients of \( f^n(z) \) are given by the first \( d + 1 \) coefficients of \( (f^n(z))^d \).

**Lemma 8.4** Let \( r = \gcd(i : c_{1,i} \neq 0) \), as above. Then \( c_{n,i} = 0 \) unless \( i \equiv d^n \pmod{r} \).
Proof. We have \( c_{1,i} = 0 \) unless \( i \equiv d \pmod{r} \) by construction. Suppose towards induction that the statement holds for some fixed \( n \). If one multiplies \( kr + d \) monomials of degree equivalent to \( d^n \) modulo \( r \), the product has degree equivalent to \( (kr + d)(d^n) \equiv d^{n+1} \pmod{r} \). The expression \( (f^n_{\beta}(z))^{kr+d} \) is thus a sum of monomials whose degrees are equivalent to \( d^{n+1} \) modulo \( r \), and it follows that \( f^{n+1}_{\beta}(z) = f_{\beta}(f^n_{\beta}(z)) \) is also. \( \square \)

**Lemma 8.5** Enumerate the indices \( i_0 < \ldots < i_m \) for which \( c_{1,i} \neq 0 \); note that \( i_0 = 0 \), and since \( f \) is not conjugate to a power function, there is at least one nonzero coefficient \( c_{1,i} \) with \( i > 0 \). Let

\[
I = \{ i_k : \gcd(i_0, \ldots, i_k) \neq \gcd(i_0, \ldots, i_{k-1}) \};
\]

this set always contains at least \( i_0 \) and \( i_1 \). Then \( c_{n,i} \neq 0 \) for all \( n \) and for all \( i \in I \).

Proof. For \( k = 0, \ldots, m \), let \( r_k = \gcd(i_0, \ldots, i_k) \), so that \( I = \{ i_k : r_k \neq r_{k-1} \} \).

As \( i_1 \) is the smallest positive index \( i \) such that \( c_{1,i} \neq 0 \), it is also the smallest positive index such that \( c_{n,i} \neq 0 \), with \( c_{n,i} = d^{n-1}c_{1,i} \) in this case.

Suppose that \( i_k \in I \). It follows that \( c_{n,i} = 0 \) for \( i < i_k \) with \( i \equiv 0 \pmod{r_{k-1}} \). The coefficient \( c_{n,i} \) is the sum of terms of the form

\[
\prod_{s} c_{1,s}^{-1}
\]

where the product runs over the entries of a \( d^{n-1} \)-tuple of indices summing to \( i_k \). Since \( r_k \neq r_{k-1} \), the integer \( r_{k-1} \) does not divide \( i_k \), so if \( s < i_k \) for each index \( s \), then at least one index has \( s \equiv 0 \pmod{r_{k-1}} \), and the corresponding coefficient \( c_{1,s} \) is thus zero. So the only nonzero terms have one index \( s \) equal to \( i_k \) and the others equal to \( 0 \); in other words,

\[
c_{n,i} = d^{n-1}c_{1,i} \neq 0. \quad \square
\]

**Corollary 8.6** We have \( j(f^n_{\beta}) = \gcd(d^n - 1, r) \).

Proof. It follows from Lemma 8.4 that \( j(f^n_{\beta}) \geq \gcd(d^n - 1, r) \). From Lemma 8.5, we know that the degree-(\( d^n - i \)) coefficient of \( f^n_{\beta}(z) \) is nonzero for each \( i \in I \), and as the greatest common divisor of the elements of \( I \) is \( r \), it follows that \( j(f^n_{\beta}) \leq \gcd(d^n - 1, r) \) also. \( \square \)

**Proposition 8.7** Suppose that \( r = \gcd(i : c_{1,i} \neq 0) \) has prime factorization \( \prod p_i^{e_i} \). Let

\[
r' = \prod_{p_i \mid d} p_i^{e_i}.
\]

Then there are exactly \( r' \) choices for the linear polynomial \( L(z) \) and for the nonlinear polynomial \( \tilde{f}(z) \) appearing in the statement of Theorem 1.5: the linear polynomials commuting with some iterate of \( f \) are exactly those of the form \( L(z) = uz + (u-1)\beta \) for \( u \) an \( (r') \)-th root of unity, and the nonlinear polynomials of minimal degree commuting with some iterate of \( f \) are exactly those of the form \( u\tilde{f}_0(z) = (u-1)\beta \), where \( \tilde{f}_0(z) \) is a polynomial of minimal degree, some iterate of which is equal to \( f \) or to \( f \) times a root of unity, and \( u \) is an \( (r') \)-th root of unity.

Proof. We have shown that \( j(f^n_{\beta}) = \gcd(d^n - 1, r) \). If \( p_i \mid d \), then \( p_i \mid d^n - 1 \), so also \( j(f^n_{\beta}) = \gcd(d^n - 1, r') \); in particular, \( j(f^n_{\beta}) \mid r' \). As \( \gcd(d, r') = 1 \), \( d \) is a unit in \( \mathbb{Z}/r'\mathbb{Z} \), so
there exists an $n$ such that $d^n \equiv 1 \pmod{r'}$, and in this case we have $j(f^n_β) = r'$. The result is now an immediate consequence of Theorem 8.1.

Example 8.8 Consider the polynomial $f(z) = f_β(z) = z^{14} - z^2$. Then $d = 14$, $β = 0$, $r = 12$, $r' = 3$, and

$$d^n \equiv \begin{cases} 
2 & \text{mod }12 \text{ if } n = 1, \\
4 & \text{mod }12 \text{ if } n \text{ is even}, \\
8 & \text{mod }12 \text{ otherwise}, \\
\end{cases}$$

$$\equiv \begin{cases} 
2 & \text{mod }3 \text{ if } n \text{ is odd}, \\
1 & \text{mod }3 \text{ if } n \text{ is even}. \\
\end{cases}$$

Thus

$$j(f^n_β) = \gcd(d^n - 1, 3) = \begin{cases} 
1 & \text{if } n \text{ is odd}, \\
3 & \text{if } n \text{ is even}. \\
\end{cases}$$

Thus the linear polynomials commuting with some iterate of $f$ are exactly those of the form $L(z) = uz$ for $u$ a third root of unity. As $d$ is not a power of any smaller integer, $f$ is not an iterate of any polynomial of smaller degree, so the nonlinear polynomials of minimal degree commuting with an iterate of $f$ are exactly those of the form $\tilde{f}(z) = uf(z)$ for $u$ a third root of unity.
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