Majorana-Magnon Crossover by a Magnetic Field in the Kitaev Model: Continuous-Time Quantum Monte Carlo Study
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Kitaev quantum spin liquids host Majorana fermions via the fractionalization of spins. In a magnetic field, the Majorana fermions were predicted to comprise a topological state, which has attracted great attention by the discovery of the half-quantized thermal Hall conductivity. Nevertheless, a reliable theory remains elusive for the field effect, especially at finite temperature. Here we present unbiased large-scale numerical results for the Kitaev model in a wide range of magnetic field and temperature. We find that the unconventional paramagnetic region showing fractional spin dynamics extends at finite temperature, far beyond the field range where the topological state is expected at zero temperature. Our results show the confinement-deconfinement behavior between the fractional Majorana excitations and the conventional magnons.

Conventional magnets exhibit magnetic long-range orders at low temperature \( T \). The low-lying excitations are described by bosonic quasiparticles called magnons. Such a magnon picture, however, breaks down when the magnetic order is suppressed down to the lowest \( T \). Of particular interest is a quantum disordered state called the quantum spin liquid (QSL) \cite{11, 12, 13, 14}. In the QSL, the excitations are described by quasiparticles emergent from the fractionalization of spins \cite{5, 6, 7, 8, 9}. The transition from magnons to fractional quasiparticles is one of the confinement-deconfinement problems, which have long been studied in not only condensed matter physics but also high-energy physics.

Understanding of the deconfined fractional quasiparticles has been significantly gained by the intense research on the Kitaev QSL \cite{10}. The Kitaev QSL is realized in the ground state exactly obtained for the Kitaev model by representing the spins by Majorana fermions, which offers an explicit form of the fractionalization \cite{10}. Since a class of Mott insulators with strong spin-orbit coupling can be described by the Kitaev model \cite{11}, extensive theoretical and experimental studies have been performed for exploring the Kitaev QSL and capturing the signatures of the fractional excitations \cite{12, 13, 14}.

Amongst others, the effect of a magnetic field has recently attracted great attention. The perturbation theory with respect to the field strength predicts a gapped topological ground state where the Majorana fermions turn into non-Abelian anyons \cite{10}. Meanwhile, for a candidate material \( \alpha \text{-RuCl}_3 \), unconventional behaviors were reported as the signature of the fractional excitations when the parasitic magnetic order is destabilized by the magnetic field \cite{15, 16, 17, 18, 19, 20, 21, 22}. While it is still in debate whether this field-induced disordered state is the Kitaev QSL, the recent discovery of the half-quantized thermal Hall conductivity \cite{23} is driving excitement in the confinement-deconfinement phenomenon in this system.

In the study of the field effect, a major obstacle is that there is less reliable theory for the Kitaev model in the magnetic field, especially at finite \( T \). At zero field, although the exact solution is limited to the ground state \cite{10}, the finite-\( T \) properties have been studied by numerical techniques based on the Majorana representation \cite{24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35}. The magnetic field also breaks the exact solvability, and furthermore, it spoils the applicability of the finite-\( T \) numerical methods. Although the exact diagonalization was performed for small clusters \cite{32, 33}, higher resolution in both energy and momenta is desired for clarifying the confinement-deconfinement behavior in the magnetic field.

In this Letter, we present our numerical results on the Kitaev model in the magnetic field \((h)\) at finite \( T \), obtained by a continuous-time quantum Monte Carlo (CTQMC) method. By adopting a cluster-type expansion in the spin representation, we successfully reach up to \( \sim 100 \) spins down to \( T \approx 0.04J \) in a wide range of \( h \) \((J \text{ is the Kitaev exchange coupling})\). Calculating the thermodynamics and spin dynamics by using this technique, we unveil that the unconventional paramagnetic (PM) region hosting fractional excitations is extended in a wide range of \( h \) and \( T \). We also clarify how the spin dynamics changes from the fractional region to the forced ferromagnetic (FM) region while increasing \( h \). Our unbiased numerical results with high resolution provide a firm ground for understanding of the field effects on the Kitaev magnets.

The Kitaev model in the magnetic field is defined by the Hamiltonian \cite{10}

\[
H = -\sum_{\mu=x,y,z} J_{\mu} \sum_{\langle j,j' \rangle_{\mu}} S^\mu_{j} S^\mu_{j'}, -\sum_j h \cdot S_j, \tag{1}
\]

where \( S_j = (S^x_j, S^y_j, S^z_j) \) represents the spin-1/2 operator at site \( j \), \( J_{\mu} \) denotes the exchange coupling for the nearest-neighbor (NN) spin pairs on the \( \mu \) bonds, \( \langle j,j' \rangle_{\mu} \) [see Fig. 1(a)], and \( h = (h^x, h^y, h^z) \) represents the magnetic field.

Kitaev introduced a Majorana fermion representation of the model in Eq. (1), where the spin-1/2 operator \( S_j \)
FIG. 1. (a) Schematic picture of the Kitaev model on the honeycomb structure. The blue, green, and red bonds represent the x, y, and z bonds in Eq. (1). The colored hexagons denote the unperturbed parts in the cluster-based CTQMC method. The dashed diamond represents the unit cell. (b) The first and second Brillouin zones centered at the Γ₀ and Γ₁ points, respectively. The red lines represent the symmetric lines used in Fig. 2.

is expressed by four Majorana fermion operators c_j and b_j′ [10]. The Hamiltonian is rewritten into

\[ \hat{\mathcal{H}} = i \sum_{\mu} \frac{J_{\mu}}{4} \sum_{(j,j')_{\mu}} a_{j,j'}^{\mu} c_j c_{j'} - i \sum_{j} \sum_{\mu} \frac{\mu}{2} b_{j,j}^{\mu} c_j, \tag{2} \]

where \( a_{j,j'}^{\mu} = i b_{j,j'}^{\mu} \). At zero field, the bond variables \( a_{j,j'}^{\mu} \) are the \( Z_2 \) conserved quantities taking \( \pm 1 \). They are related with the \( Z_2 \) fluxes defined on each hexagonal plaquette \( p \) as \( W_p = \prod_{(j,j')_{\mu}} a^{\mu}_{j,j'} \), where the product is taken for the six sides of the hexagon \( p \) [10]. In this zero-field case, the ground state is exactly obtained as the flux-free state where all \( W_p = 1 \), and the excitations from the ground state are described by the itinerant Majorana fermions \( \{ c_j \} \) and the localized \( Z_2 \) fluxes \( \{ W_p \} \). Thus, the excitations of the system are fractionalized into two types of quasiparticles. When switching on the magnetic field, however, the two quasiparticles are hybridized through the last term in Eq. (2), and the exact solution has not been available thus far.

We study the finite-\( T \) properties of the Kitaev model under the magnetic field by using a CTQMC method. In the previous studies, the authors developed the QMC, cluster dynamical mean-field theory, and CTQMC methods based on a different type of the Majorana representation from Eq. (2) [24]. The methods are, however, limited to zero magnetic field, as the Zeeman coupling term breaks the conservation of \( W_p \) on which the methods rely. In the present study, we therefore develop another CTQMC method in the original spin representation in Eq. (1). We perform a perturbation expansion [36, 37] by dividing the Hamiltonian in Eq. (1) into two parts: the unperturbed one defined on the colored hexagons in Fig. 1(a) and the perturbed one for the bonds connecting the hexagons. The Zeeman term is included in the unperturbed part. This hexagonal clustering enables us to compute any spin correlations within the unperturbed Hamiltonian, which is required in the expansion type CTQMC simulation [38].

While our method is applicable to any \( J_\mu \) and any direction of \( h \), we here focus on the case with the isotropic FM coupling \( J_x = J_y = J_z = J > 0 \) (we set \( J = 1 \)) and the magnetic field along the [111] direction \( h = \frac{1}{\sqrt{3}} (h, h, h) \) [39]. We show the benchmark for a small system size in the Supplemental Material [40]. In the CTQMC calculations, the negative sign problem becomes severe at low \( T \), but we can keep the precision of the simulations down to \( T \simeq 0.04 \) and up to the system with \( N = 96 \) spins (4 × 4 hexagons under periodic boundary conditions); we confirm that the finite-size effect is negligibly small [40]. For the computational details of the CTQMC calculations, see the Supplemental Material [40].

Figure 2(a) shows the \( T \) and \( h \) dependence of the specific heat per site, \( C_v \), obtained by the cluster-based CTQMC simulation. The data at \( h = 0 \) are taken from the previous QMC results [22], which could access down to below \( T \simeq 0.01 \) because of the absence of the negative sign problem [25]. At \( h = 0 \), \( C_v \) shows two peaks at \( T_H \approx 0.375 \) and \( T_L \approx 0.012 \), as plotted in Fig. 2(a) by the diamond and circle, respectively. These are both crossovers: \( T_H \) and \( T_L \) roughly correspond to the energy scales for the center of mass of the itinerant Majorana bands and the \( Z_2 \) flux gap, respectively [40].

Thus, the crossovers define the thermal fractionalization of spins [25]: the PM state for \( T_L \lesssim T \lesssim T_H \), dubbed the fractional PM state, is distinguished from the conventional PM state for \( T \gtrsim T_H \) and the asymptotic QSL state for \( T \ll T_L \). For nonzero \( h \), we find that \( T_H \) remains at almost the same \( T \). This suggests that the center of mass of the Majorana band is not changed significantly, even beyond the perturbation regime \( h \ll 1 \) [40]. Meanwhile, although the low-\( T \) data for \( h > 0 \) are not available due to the negative sign problem, the low-\( T \) peak of \( C_v \) reappears and shifts to higher \( T \) in the high-\( h \) region. We denote this temperature \( T_L' \). Below this \( T_L' \), as shown in Fig. 2(b), the magnetization per site, \( M \), rapidly increases and becomes larger than \( \sim 60 \% \) of the full saturation. This indicates that \( T_L' \) defines a crossover to the forced FM state, while \( T_L \) is to the asymptotic QSL. Indeed, \( T_L' \) scales well with the Zeeman splitting energy in the high-\( h \) region [40]. Thus, the results suggest that the fractional PM region extends to a wide range of \( h \) for \( T_L \lesssim T \lesssim T_H \).

The extended fractional PM region is also confirmed by the NMR relaxation rate \( 1/T_1 \), which signals the dynamical spin fluctuations, as plotted in Fig. 2(c). At \( h = 0 \), we plot the data obtained in the previous QMC+CTQMC study [28]: \( 1/T_1 \) is enhanced below \( T_H \) but suppressed below \( T_L \) after showing a peak slightly above \( T_L \). The enhanced \( 1/T_1 \) is a good measure of the fractional spin dynamics in the fractional PM state [26, 28]. The result for \( h > 0 \) in Fig. 2(c) indicates that the enhancement of \( 1/T_1 \) survives in the region of \( T_L \lesssim T \lesssim T_H \), which sup-
FIG. 2. Contour plots of (a) the specific heat per site, \(C_v\), and (b) the magnetization per site, \(M\), (c) the NN-site component of the NMR relaxation rate \(1/T_1\) in the plane of the [111] field \(h\) and temperature \(T\). The crossover temperatures \(T_h\), \(T_L\), and \(T'_L\) are plotted, which are estimated from the peaks in \(C_v\). The data at \(h = 0\) are taken from Ref. [22] for (a) and Ref. [28] for (c). The hatched areas are the regions with severe negative sign. (d) Schematic phase diagram. The nature of the gray region is unexplored in the present simulation.

ports the fractional PM state in the wide \(h-T\) region. We note that the \(h-T\) dependences of \(1/T_1\) are qualitatively consistent with recent experiments [15, 16, 20, 21, 40].

These results are summarized in the schematic phase diagram shown in Fig. 2(d). According to the previous study at \(T = 0\), the transition from the topological QSL state to the forced FM state occurs at the critical field \(h_c \approx 0.018\) [43]. Thus, although the data are lacked in low-\(T\) and low-\(h\) regions, our results indicate that the fractional PM state extends far beyond \(h_c\) at finite \(T\); the signatures of the fractional excitations can be captured not only in the low-\(h\) region for \(0 \leq h \lesssim h_c\) but also in the wide region of the fractional PM state extending up to \(\sim 10h_c\).

The results in Fig. 2 suggest that while increasing \(h\) in the fractional PM regime, the excitations of the system change from the fractional Majorana fermions and \(Z_2\) fluxes to the conventional magnons across the crossover at \(T'_L\). The magnetic field \(h\) hybridizes the two types of fractional excitations [see Eq. (2)], and finally, wipes out the fractionalization by confine them in the forced FM state. We investigate such crossover behavior by calculating the dynamical spin structure factor \(S(q, \omega)\), which is proportional to the cross section in inelastic neutron scattering experiments. The results at \(T = 0.05\) are shown in Fig. 3. At \(h = 0\), \(S(q, \omega)\) shows incoherent features originating from the fractionalization [26–28, 44]; the relatively large intensity at low energy mainly comes from the excitations of the \(Z_2\) fluxes, while the broad intensity at high energy are mostly from the itinerant Majorana fermions, as shown in Fig. 3(a). Both features show weak \(q\) dependences, reflecting the extremely short-range spin correlations [45]. When switching on \(h\), the fractional spectrum does not show a significant change in the fractional PM region, as shown in Figs. 3(b) and 3(c). With further increasing \(h\) across \(T'_L\), however, the spectrum is modulated to show dispersive features, as shown in Figs. 3(f)–3(h). For comparison, we show the magnon dispersions calculated by the linear spin-wave theory (LSWT) for the forced FM state at \(h = 0.06\) and \(h = 0.15\) in Figs. 3(d) and 3(i), respectively [46–48]. Although the spectra at \(h = 0.06\) in Figs. 3(c) and 3(d) look rather different, those at \(h = 0.15\) in Figs. 3(h) and 3(i) are much closer to each other. We note that while the center of mass of the Majorana band in the weak-field fractional PM state is in the same energy scale for that of the upper magnon band in the high-field forced FM state, the lower magnon band energy increases as \(h\) exceeds the \(Z_2\) flux gap for \(h \gtrsim h_c\) [40]. The latter behavior is consistent with the extended fractional PM state in Fig. 2; the lower-energy fractional excitations than that of the lower magnon band contributes to the entropic stabilization of the fractional PM state while raising \(T\) from the forced FM state.

Thus, our results demonstrate how the fractional excitations cross over to the conventional magnon excitations: The incoherent features inherent to the itinerant Majorana fermions and the localized \(Z_2\) fluxes are reorganized through the hybridization into the dispersive magnon bands by increasing \(h\). Similar crossover is also driven by varying \(T\) in a field. This is demonstrated in
Fig. [3] for $h = 0.12$. The magnon-like behavior [Fig. 3(g)] changes into the incoherent one [Fig. 3(e)], and finally becomes featureless in the conventional PM [Fig. 3(j)] while raising $T$. 

We analyze the confinement-deconfinement behavior more quantitatively, by comparing the gap and bandwidth of the dispersions with the LSWT results. The comparison is shown in Fig. 4. We measure the gap by the lowest energy of the peak at $\Gamma_0$, while the bandwidth for the lowest branch along the $\Gamma_0$-$K$ line defined by the energy difference between the peaks at $\Gamma_0$ and $K$. The results show that the gap is almost unchanged and the bandwidth shows a slow change in the fractional PM region, but both rapidly approach the LSWT results through the crossover to the forced FM region; the remaining small deviations might be ascribed to the finite-$T$ effect.

Starting from the fractional quasiparticle picture, the crossover from the fractional PM to the forced FM is driven by quantum many-body effects between the quasiparticles. Meanwhile, in the conventional magnon picture, the magnons are multiply generated and interact with each other while approaching the crossover from high $h$. Therefore, the excitation spectrum in the crossover region is hard to describe by either picture. Recently, several theoretical studies have been done for this challenging issue, but they were thus far limited to an approximate theory [19] and the exact diagonalization of small clusters typically with 24 spins [32,35]. Our results in Figs. 3 and 4 provide the unbiased numerical data with much higher resolution in both energy and wave number compared to the previous studies, despite the lack of low-$T$ data due to the negative sign problem. A remarkable finding is that the incoherent spectrum well described by the fractional quasiparticles rather than the multiple magnons persists far beyond $h_c$ at finite $T$.

To summarize, we have investigated the crossover between the fractional Majorana quasiparticles and the conventional magnons for the Kitaev model in a magnetic field. By developing the cluster-based CTQMC method, we clarified the $h$-$T$ phase diagram and identified the wide fractional PM region distinguished from the asymptotic QSL, forced FM, and conventional PM states. We found that the fractional PM region is characterized by the enhancement of the NMR relaxation rate. Moreover, we revealed the dynamical spin structure factor retains the unconventional incoherent spectrum in the fractional PM region, while it is modulated to acquire...
dispersive features through the crossover to the forced FM region. The crossover is a confinement of the fractional quasiparticles into magnons, which has been studied, e.g., in quasi-one-dimensional magnets [49,51] and frustrated magnets [52,54]. Our unbiased results obtained in two dimensions will be helpful for deeper understanding of the confinement-deconfinement phenomena. Furthermore, while our analysis has been limited to the pure Kitaev model, our results offer the firm reference for understanding of interesting behaviors found in the Kitaev candidate materials where the Kitaev interaction is predominant. Last but not least, the present study has focused on the FM case, but recently the AFM Kitaev model has attracted much attention from the possibility of an intermediate phase in the magnetic field [35, 55–58]. The extension of our analysis to the AFM case remains as an interesting future issue.
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