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ABSTRACT
Attosecond extreme ultraviolet (XUV) and soft x-ray sources provide powerful new tools for studying ultrafast molecular dynamics with atomic, state, and charge specificity. In this report, we employ attosecond transient absorption spectroscopy (ATAS) to follow strong-field-initiated dynamics in vinyl bromide. Probing the Br M edge allows one to assess the competing processes in neutral and ionized molecular species. Using ab initio non-adiabatic molecular dynamics, we simulate the neutral and cationic dynamics resulting from the interaction of the molecule with the strong field. Based on the dynamics results, the corresponding time-dependent XUV transient absorption spectra are calculated by applying high-level multi-reference methods. The state-resolved analysis obtained through the simulated dynamics and related spectral contributions enables a detailed and quantitative comparison with the experimental data. The main outcome of the interaction with the strong field is unambiguously the population of the first three cationic states, \( D_1, D_2, \) and \( D_3 \). The first two show exclusively vibrational dynamics while the \( D_3 \) state is characterized by an ultrafast dissociation of the molecule via C–Br bond rupture within 100 fs in 50% of the analyzed trajectories. The combination of the three simulated ionic transient absorption spectra is in excellent agreement with the experimental results. This work establishes ATAS in combination with high-level multi-reference simulations as a spectroscopic technique capable of resolving coupled non-adiabatic electronic-nuclear dynamics in photoexcited molecules with sub-femtosecond resolution.

I. INTRODUCTION
Since the demonstration of attosecond pulses, in the extreme ultraviolet (XUV) region of the electromagnetic spectrum (10–124 eV), via high-order harmonic generation (HHG), these pulses have been exploited for time-resolved investigations of ultrafast photo-initiated processes in atoms, molecules, and solids. Due to the high associated photon energy, capable of easily removing a valence electron from the sample under consideration, attosecond pulses allow one to create electron wave packets extremely well localized in time. This property, which makes them very sharp photo-triggering tools in a "pump-probe" scenario, is at the basis of the early attosecond streaking technique.1 Originally devised as a temporal characterization methodology for the attosecond pulses themselves,2 "streaking" has been exploited as a genuine spectroscopic tool, allowing for the determination of attosecond delays in photoemission both in atomic3,4 and solid-state5,6 systems. With the same spirit, attosecond pulses have been used in the last decade to create electron wave packets in highly excited cationic states of molecules, leading to the discovery of effects such as electron localization in diatomic molecules7 and, later, of purely electronic charge migration in biomolecules.8 On the other hand, the broad bandwidth of attosecond pulses makes them particularly valuable probing tools, because of the element, charge, and electronic state sensitivity gained by accessing the inner valence (in the XUV) and the core level states (in the soft x-ray region, and, possibly in the future, in the hard x-ray) of elements. Along these lines, after the seminal work of Goulielmakis et al.,9 attosecond XUV pulses have
been exploited to take snapshots of ultrafast processes in atoms, molecules, and solid-state materials, triggered by the strong-field interaction of the sample with an ultrashort few-cycle pulse. While this scheme is very convenient from the implementation viewpoint (carrier-envelope phase (CEP) stable few-cycle pulses are ideal drivers for the generation of isolated attosecond pulses, and thus, a replica for excitation purposes can be easily derived) and grants exquisite temporal localization of the initially prepared excited wave packet due to the extremely short pulses employed, there are two main bottlenecks historically ascribed to this methodology, limiting the range of applications—on the one hand, the non-resonant and non-perturbative nature of the excitation process; on the other, the complications in data interpretation due to multiplet effects in probing inner valence states (usually M edges) rather than genuine core level states (K and L edges). Some of the main recent directions in attosecond and, in general, of table-top ultrafast soft x-ray spectroscopy solve these methodological issues, moving toward single photon excitation schemes (from strong field to weak field) and core level probing (from 800-nm-driven XUV HHG to soft x-ray ponderomotively scaled HHG). Because of the great spectroscopic interest in the water window spectral region (containing the K absorption edges of carbon, nitrogen and oxygen as well as the L edges of calcium, scandium, titanium, and vanadium) for chemistry, biology, and materials science, these developments are crucial for the future of the field and hold promise to elucidate photoinduced processes of paramount importance, such as UV radiation damage of DNA and light-induced phase transitions from each individual atom’s perspective. Still, the above-mentioned difficulties can be greatly diminished by an appropriate theoretical ansatz.

For the complete treatment of such time-resolved spectroscopy experiments in a theoretical framework, three different problem sets need to be addressed. As a first step, one has to describe the interaction of the system with the strong near infrared (NIR) field. Although it is possible to simulate the strong-field ionizations and excitations, it is not the focus of this work and we assume an instantaneous ionization. Second, one has to adequately describe the ultrafast processes the system undergoes after irradiation with the strong few-femtosecond NIR pump pulse. In our work, this is done by performing ab initio non-adiabatic molecular dynamics (NAMD) for the relevant electronic states. This makes it possible to resolve both the changes in the electronic structure and the nuclear motion over time. The third problem set is the simulation of the time-resolved XUV absorption spectrum. In order to tackle this task, we use the restricted active space self-consistent field (RASSCF) theory followed by a perturbative inclusion of the dynamic electron correlation (RASPT2) to calculate the XUV absorption along each trajectory.

Besides the high-quality description of the absorption itself, the RASPT2 technique also allows one to decompose the entire spectrum into its state-specific components. The RASPT2 ansatz to calculate the XAS spectra was first proposed by Josefsson and co-workers to calculate the L-edge spectra of transition metal complexes. Due to the versatility of the RASSCF, it was used by many groups in varying cases, but, in general, there are a variety of methods reported in the literature to calculate x-ray absorption (XAS) or XUV absorption spectra. First, simulations were done with the static exchange (STEX) approximation. Later, Stener and co-workers proposed an ansatz based on the restricted excitation window time dependent density functional theory (REW-TDDFT), which was successfully utilized in a number of different cases. More recently, the core-valence separation (CVS) approximation was used in conjunction with coupled-cluster (CC) theory. Also, Hait and co-workers successfully utilized the Restricted Open-Shell Kohn–Sham (ROKS) theory in the prediction of core-level spectra. A good overview of the various methods is given by Zhang and co-workers and, more recently, in the reviews by Norman and Drew and Lundberg and Delcey.

Here, we propose a joint experimental and theoretical approach and apply it to follow the strong-field-initiated dynamics of vinyl bromide (C2H3Br), exposed to a few-cycle NIR field. The ultrafast photophysics of vinyl bromide, similar to other substituted ethylenes, has been historically studied in connection to photoactivated cis/trans-isomerization. In vinyl halides, in particular, the halogen substituent (F, Cl, Br, I) introduces conical intersections between the π* state and νC=O/νCC states, leading to efficient ultrafast photodissociation of the halogen–carbon bond. We employ attosecond transient absorption spectroscopy (ATAS) to simultaneously follow neutral and ionic states dynamics of the molecule after the interaction with the strong NIR field by probing the Br M edge. The experiment leverages a previous investigation, performed at coarser tens-of-femtoseconds temporal resolution, highlighting the great amount of information and detail accessed by attosecond spectroscopies. That work assigned features based on conventional intuition known at the time; in hindsight from the new theoretical work here, numerous assignments of the features in the earlier experimental spectra are reassessed.

II. METHODS

The output of a carrier-envelope phase (CEP) stable Ti:sapphire system (λ = 800 nm), delivering 27 fs pulses with an energy of 2 mJ per pulse at 1 kHz, is spectrally broadened in a Ne-filled stretched hollow-core fiber. The pulses are then compressed using both a set of broadband chirped mirrors and a 1-mm-thick ammonium dihydrogen phosphate (ADP) crystal, yielding a compressed pulse duration of sub-4 fs. The pulses are then divided into a pump and probe arm using a 50:50 beam splitter. The employed ATAS pump-probe scheme is depicted in Fig. 1. The XUV-probe pulse is generated via HHG by focusing the few-cycle NIR pulses into a 3-mm-long gas cell backed with 30 Torr of Ar. Isolated attosecond pulses, covering the energy range between 55 and 73 eV, are obtained by the amplitude gating technique, as shown in Fig. 1. The residual NIR light is filtered out of the probe arm with a 200-nm-thick Al filter. According to previous streaking measurements, the XUV pulse duration is estimated to be 170 as. A toroidal mirror is used to focus the radiation into a static gas cell (3 mm interaction length) filled with 10 Torr of C2H3Br (Sigma-Aldrich) at room temperature (298 K). The NIR-pump pulse travels through a piezoelectric delay stage and is collinearly recombinated with the XUV-probe with a hole mirror placed before the focusing toroidal mirror. On target, the intensity of the NIR-pump pulse, I = 2 × 1014 W cm−2, is high enough to trigger various competing processes, both in the neutral molecule (via frustrated tunnel ionization and multiphoton excitation) and in its cation (via strong-field ionization). The NIR-pump pulse is finally removed from the beam path after the interaction gas cell using a second 200-nm-thick Al filter. The XUV radiation transmitted through the interaction gas cell is analyzed with a home-built spectrograph, consisting
of a dispersive, gold-coated, aberration-corrected concave XUV grating (Hitachi) and a back-illuminated x-ray-sensitive cooled CCD camera (Princeton Instruments). The energy resolving power of the spectrograph is estimated to be $E/dE = 1000$ from previous experiments,11 yielding a resolution of 70 meV at 70 eV photon energy. A beam shutter is programmed to block the NIR pump arm in order to reference the C2H3Br XUV absorption spectrum with and without the NIR pump pulse and measure the differential optical density, defined as the natural logarithm of the ratio between the spectra when the pump is on and off.

### III. COMPUTATIONAL DETAILS

#### A. Ab initio level of theory

The electronic states of vinyl bromide were computed using the state-average complete active space self-consistent field method (SA-CASSCF) including five states in the state-averaging procedure (SA5-CASSCF). All calculations were carried out with the OpenMolcas program package using a modified ATZP basis set (m-ATZP). For more details about the modification and the validation of its use, see the supplementary material Sec. II B. An active space (AS) including eight electrons in seven orbitals [AS(8,7)] (Fig. 2), the carbon–bromine single bond ($\sigma_1$, $\sigma_2$) as well as both remaining bromine 4p orbitals. One nonbonding orbital is part of a second $\pi$ orbital ($\pi_4$); the other one forms the lone-pair $n_1$. To stabilize the active space, we also had to include one additional virtual orbital ($\pi_3^{*}$), which has significant Rydberg (Ryd.) contributions. The complete AS is shown in Fig. S7 in the Supporting Information, and the main parts of it, except for the $\pi_3^{*}$/Ryd. orbital, are also in Fig. 2. An overview of the excited states of both neutral and cationic vinyl bromide, their vertical excitation energies, and electronic character is given in Table I. The states are ordered

| State | Character | $\Delta E$ (eV) |
|-------|-----------|----------------|
| $T_1$ | $\pi_2 \rightarrow \pi_3^{*}$ | 4.08 |
| $T_2$ | $\pi_2 \rightarrow \sigma_2^{*}$ | 6.26 |
| $T_3$ | $n_1 \rightarrow \sigma_2^{*}$ | 6.61 |
| $S_1$ | $\pi_2 \rightarrow \sigma_2^{*}$ | 6.67 |
| $S_2$ | $\pi_2 \rightarrow \pi_3$ | 7.34 |
| $S_3$ | $n_1 \rightarrow \sigma_2^{*}$ | 7.50 |
| $T_4$ | $n_1 \rightarrow \pi_3$ | 7.53 |
| $S_4$ | $n_1 \rightarrow \pi_3$ | 7.77 |
| $T_5$ | $\pi_2 \rightarrow \pi_3^{*}$ | 8.16 |

| State | Character | $\Delta E$ (eV) |
|-------|-----------|----------------|
| $D_1$ | $\pi_2$ | 8.81 |
| $D_2$ | $n_1$ | 9.72 |
| $D_3$ | $n_1$ | 11.28 |
| $D_4$ | $\sigma_1$ | 12.94 |
| $D_5$ | $n_1$, $\pi_2$, $\pi_3^{*}$ | 14.26 |

### TABLE I. Excited state electronic character and vertical excitation energies $\Delta E$ of neutral and cationic vinyl bromide. The excitation energy is given in units of eV relative to the neutral ground state ($S_0$) at the Frank–Condon point. For the character of the cationic vinyl bromide, the orbitals that are partially occupied are listed.
with increasing energy and are labeled according to their adiabatic state number at the Frank–Condon (FC) point.

**B. Dynamics simulation**

The NAMD of vinyl bromide were simulated using the surface hopping including arbitrary couplings (SHARC) program package.\(^{74–76}\) A set of 400 initial conditions (geometries and velocities) were generated based on a Wigner distribution\(^{77,78}\) at 0 K computed from harmonic vibrational frequencies in the optimized ground state minimum. The underlying optimization and frequency calculations were performed at the closed-shell coupled-cluster level of theory, including singles, doubles, and perturbative contributions of triples using the aug-cc-pVTZ basis set\(^{9–83}\) [CCSD(T)/aug-cc-pVTZ]. For the neutral species, a subset of 300 trajectories was randomly chosen and propagated starting in the bright \(\pi\pi^*\) state (at the FC point \(S_2\)). To relate to the excitation process, the initialization for the neutral species was done in the diagonal representation, where the spin-mixed, fully adiabatic states were obtained by diagonalizing the electronic Hamiltonian matrix, which itself is built up from five singlet and triplet states for the neutral species. In addition, all relevant spin–orbit interactions are included in the Hamiltonian matrix. To ensure excitation only to the bright \(\pi\pi^*\) state, the transition dipole moment for each initial geometry is calculated as the selection criterion. For the cation, the trajectories were set up in the molecular Coulomb Hamiltonian (MCH) representation, where the states are represented in the basis of the eigenfunctions of the molecular Coulomb Hamiltonian, consisting of five doublet and quartet states. Sets of 50 randomly chosen trajectories were started each in the \(D_1, D_2,\) and \(D_3\) ionic states. In both cases, the propagation itself was performed in the diagonal representation. The necessary energies, gradients, spin–orbit and non-adiabatic couplings (SOC, NAC) were calculated on-the-fly at the SAS-CASSCF level of theory using the Molcas/OpenMolcas interface included in SHARC. The non-adiabatic transitions were treated within Tully’s fewest switch trajectory surface hopping (TSH) algorithm\(^{84}\) as implemented in SHARC.\(^{85}\) The integration of the nuclear motion is done using the Velocity-Verlet algorithm with a maximal simulation time of 100 fs using a time step of 0.5 fs. The subsequent analysis of the trajectories of both species is done in the MCH representation.

**C. Simulation of x ray/XUV absorption spectra**

The following describes, first, the general procedure how we calculated the static x-ray/XUV absorption spectrum (further abbreviated as only XAS) based on the RASPT2 ansatz and second, how we used the NAMD simulation to generate the transient XAS of vinyl bromide.

The algorithm for the calculation of the XAS is mainly based on the works of Josefsson and co-workers\(^{87}\) and Wang, Odelius, and Prendergast.\(^{42}\) Here, both the valence space of vinyl bromide and the excitation processes of the core electrons are described in the same theoretical framework of the restricted active space self-consistent field (RASSCF) method.\(^{80,86}\) RASSCF is an extension to the general CASSCF approach, where the active space is further partitioned into three subspaces RAS1, RAS2, and RAS3, with additional constraints applied to their occupation. In general, they can be systematically labeled RAS\((n, l, m; i, j, k)\), where \(i, j,\) and \(k\) are the number of orbitals in the RAS1, RAS2, and RAS3 subspaces respectively, \(n\) is the total number of electrons in the active spaces, \(l\) the maximum number of holes allowed in the RAS1, and \(m\) the maximum number of electrons allowed in RAS3. For the RAS2, all possible configurations are allowed, making it analogous to the AS within CASSCF. For vinyl bromide, the RAS2 was built up similarly to the AS utilized in the NAMD. It also included the carbon–carbon double bond \((\sigma_1, \pi_2)\), the carbon–bromine single bond \((\sigma_1, \pi^*_2)\) as well as both remaining bromine 4p orbitals \((\pi_2, n_1)\) and one additional virtual orbital with significant Rydberg contributions. For the RAS1, we included all five 3d orbitals of bromine and allowed for one hole. To enhance convergence within the RASSCF and to suppress unwanted orbital rotation with the valence space, the core orbitals were kept frozen to their shape from the Hartree–Fock calculation. The RAS3 was not utilized, thus resulting in RAS\((18,1;0;5,7,0)\) for neutral and RAS\((17,1;0;5,7,0)\) for cationic vinyl bromide. The diagram in Fig. 2 summarizes all relevant excitations and orbitals involved for the computational setup. As bromine is already subject to spin–orbit effects, relativistic effects were included and treated in two steps, both based on the Douglas–Kroll Hamiltonian.\(^{10,86}\) In the first step, within each spin symmetry the states were optimized in a state-averaged RASSCF procedure carried out with the relativistic atomic natural orbital basis (ANO-CC)\(^{70–84}\) contracted to ATZP quality (ANO-CC-ATZP). This is followed by a perturbative inclusion (PT2) of the dynamic electron correlation within the multistate RASPT2 method,\(^{76–99}\) where the default ionization-potential-electron-affinity (IPEA) shift of 0.25 Hartree was used. An additional imaginary shift of 0.2 Hartree was applied to reduce problems with intruder states. In the second step, these “spin-free” states were used as a basis in the restricted active state interaction (RASSI) method,\(^{102–104}\) where the spin–orbit coupling (SOC) was treated with the use of the atomic mean-field spin–orbit integrals (AMFI).\(^{105}\)

For the simulation of the transient XAS discussed further below, we utilized the geometric information from the on-the-fly trajectories. For every 3 fs snapshot, the XAS spectrum is calculated. Note that the multi-configurational wave function from the dynamics simulation could not be reused as it did not include all orbitals necessary for the proper description of the XAS spectrum. The spectrum requires a new active space including the five bromine 3d core-orbitals and the extended ANO-RCC-ATZP basis set.

For each single XAS calculation, seven singlet and eight triplet valence excited states for the neutral and five-doublet and triple-quartet valence excited states for the cationic species are calculated. Additional 40 core excited states for both species, and all four multiplicities, were calculated by enforcing one hole in RAS1. This results in a total of 95 states for the neutral and 88 states for the cationic species. The interaction between all these states, including SOC, was treated within in the RASSI method. Note that since the valence and core excited states are obtained from different calculations, their corresponding wave functions are not inevitably orthogonal. This was already mentioned by Wang, Odelius, and Prendergast.\(^{42}\) Following their proposed procedure, we applied the original correction to the overall Hamiltonian as introduced in Ref. 104. The next step is to match the valence states from the XAS calculation with the valence states from the trajectory calculations to obtain the transient XAS spectrum for the active state. In the case of the neutral vinyl bromide, we used the dipole moment vector of the active state of the trajectory for the matching. For the cationic case, we found it to be sufficient to
IV. RESULTS AND DISCUSSION

A. Spectroscopic assignments of the transient absorption spectra

The transient absorption spectrogram, recorded by collecting the differential optical density at different pump-probe delays with 2.3 fs step size, is shown in Fig. 3. Further details on data processing are provided in Sec. IA of the supplementary material. The spectral range of the attosecond XUV-probe pulse covers the pre-edge region of the M4,5 edge of Br (located at 75.3 eV), corresponding to the excitation of a Br 3d electron. The applied NIR pump pulse launches multiple strong-field-initiated dynamics in vinyl bromide. The main process triggered by strong-field ionization, but neutral valence excited-state vinyl bromide can also be formed by a multiphoton process. As shown by closely related studies on methyl iodide, methyl bromide, and vinyl bromide, both processes can occur under these conditions, leading to a rich transient absorption spectrum.

The bleeding signals at 71.0 and 71.9 eV are due to the depletion of the ground state of the molecule after the interaction with the strong NIR field. They appear as a doublet, as is the case for features discussed below, due to the 0.9 eV spin–orbit splitting of 3d_{1/2} and 3d_{3/2} states in Br. The main doublet appearing at 65.5 and 66.4 eV as well as the weaker signals up to 70 eV has been assigned to ionic states including also the dication. Following the previous assignment, the main doublet corresponds to the excitation of the 3d Br electron of the ionic vinyl bromide in the D2 state (for details of the nomenclature see Table 1). At long temporal delays (t > 100 fs), sharp atomic Br lines at 64.4 and 65.0 eV indicate an ultrafast dissociation of the molecule or ion.

Pronounced, periodic, delay-dependent spectral modulations of the absorption are visible both in the ground state bleaching and cationic state signals. In both cases, they reflect vibrational wavepacket motion, as already pointed out in a number of closely related investigations. The delay-dependent spectral first-moment of the absorption signal in the range 70.3–71.5 eV reveals a clear oscillation (see Sec. 1B of the supplementary material) with a period of 52.5 fs. The corresponding frequency of 635 cm⁻¹ agrees well with the C–Br eigenmode ν3 in the ground electronic state of neutral C2H3Br (see Table S7 in the supplementary material and Ref. 107). Given the initial phase of 90° (cosine-like wave), the wavepacket is likely to be launched by a bond softening mechanism, as detailed by Wei et al. This fine mapping in the energy domain of the vibrational wavepacket motion is one of the unique aspects of ATAS.

A more prominent example of this resolving capability is provided by the dynamics of the cationic D2 state. The spectral first-moment of the signal in the range 65.2–65.7 eV is in this case composed of the sum of two dephased sinusoids (see Sec. 1B of the supplementary material) with frequencies of 480 and 1220 cm⁻¹, corresponding to the ν2 (C–Br, stretching) and ν7 (CCH, bending) eigenmodes, respectively (see Table S7 in the supplementary material). The activation of the ν2 and ν7 modes in the ionization process to the D2 state of cationic vinyl bromide has already been observed and understood in terms of the displacive nature of the vertical Franck–Condon excitation. Indeed, the equilibrium geometry of the D2 cationic state features two main differences compared to the neutral ground state: an increase in C–Br bond length (by 0.06 Å) and in CCH angle (by 9.10°) (see Table S9 in the supplementary material). In comparison with a spectral domain spectroscopy method, here, ATAS allows one to completely map in space and time this multidimensional motion, giving access to the phase of the different contributions, relative to the instant and to each other.

In the energy region of 64.0 and 65.0 eV, a previously not reported short-lived (t < 100 fs) feature centered at 64.3 eV at t = 0 fs is observed. A zoom of the transient absorption spectrogram showing this new feature can be found in Fig. 4. It is immediately evident that, compared to the oscillatory nature of the vibrational coherences explained above, the temporal behavior of the feature is more complicated. After an initial energy upshift of the absorption feature, from 64.30 to 64.45 eV within the first 25 fs, the signal bifurcates around t = 30 fs. The main branch downshifts in energy by 0.35 eV in the following 10 fs, reaching the asymptotic value of the atomic Br M4,5 transition. The 1/2 → 3/2 transition is strictly dipole forbidden in the atomic limit due to spin–orbit selection rules, but, in the molecule, because of spin–orbit coupling among electrons, the restriction is removed. In fact, the signal at 64.1 eV vanishes within the following 40 fs, in concordance with the birth and rise to asymptotic intensity of the allowed atomic Br transitions 1/2 → 3/2 (at 64.4 eV) and 3/2 → 5/2 (at 65.0 eV). The transient behavior, combined with the delayed rise of the atomic Br dissociation products, clearly indicates that we
are observing an ultrafast dissociation process. The observation appears in close connection to the recently investigated ATAS of methyl bromide. There, the feature was assigned to a neutral excited state populated by multiphoton process and the bifurcation was attributed to the non-adiabatic passage through a conical intersection. In the case of vinyl bromide, it is not straightforward to distinguish in the spectroscopic data whether this signal originates from an ionic or neutral dissociation process. In the critical range between 64.1 and 65.0 eV, the previous investigation of vinyl bromide predicted the appearance of a signal due to the second-excited cationic state ($D_2$) according to Koopman’s theorem, which could, however, not be resolved at that time. Applying the same simple Koopman’s picture on the ground state bleach doublet. In the present strong-field pump–probe spectroscopy, we simulated the transient XAS spectra for neutral and ionic vinyl bromide. The excitation to the bright $S_0$ state corresponds to an initial population of 38% in the $S_2$ state and 34% in the $S_3$ state. Since Br is a heavy atom, where spin–orbit effects arise, we also see a slightly smaller initial population of 16% in the $T_3$ state. After excitation, all trajectories show non-adiabatic as well as spin–orbit transitions within the simulation time of 100 fs. The overall change in population for all states is shown in Fig. S9 in the supplementary material. In the first 20 fs, population is mainly transferred from the three initial states into the triplet states $T_2$ to $T_5$. After this initial period of 20 fs, also, the population of the $S_0$ and $T_1$ states increases, where $T_1$ is populated faster. Over the next 80 fs, the general trend of population transfer to the triplet states stays the same. Only the population of the $S_0$ state increases to about 8%. At the end of the simulation, most of the population (about 75%) can be found in one of the triplet states. The remaining 25% is distributed over all five singlet states. In each multiplicity, the first two states ($S_0$, $S_1$, $T_1$, $T_2$) are populated the most. No matter in what electronic state the trajectories end up, their final geometries show a quite uniform picture. For elucidation, the temporal evolution of both the $C=C$ double bond and the $C–Br$ bond is shown in Fig. 5. All analyzed trajectories are of dissociative nature, showing on average a doubling of the initial $C–Br$ bond length after about 50 fs. No oscillation in the $C–Br$ bond and only a very weak one in the $C=C$ double bond are observed. The fragments reveal that only homolytic dissociation occurs. Two types of electronic configuration are present, which differ only in the position of the unpaired electron in the vinyl radical. In the case of the $S_0$ and $T_1$ states, the unpaired electron resides in the 2p orbital of carbon that was part of the former $\sigma$ C–Br bond ($H_2C = CH$). For states $S_{1,4}$ and $T_{1,3}$, the electron is in the $\pi_2$ orbital of the C=C bond, with the carbon 2p orbital now being doubly occupied ($H_2C + CH$). For both channels,

![FIG. 4. Zoom of the transient absorption spectrogram showing the new feature in the energy range between 64.0 and 65.0 eV.](image)

### TABLE II. Population of the ten calculated neutral states at the start and end point of the simulation. All percentages are given with respect to the total number of analyzed trajectories.

| State | Start | End | State | Start | End |
|-------|-------|-----|-------|-------|-----|
| $S_0$ | 0%    | 8%  | $T_1$ | 0%    | 18% |
| $S_1$ | 4%    | 8%  | $T_2$ | 0%    | 18% |
| $S_2$ | 38%   | 5%  | $T_3$ | 2%    | 16% |
| $S_3$ | 34%   | 2%  | $T_4$ | 16%   | 11% |
| $S_4$ | 3%    | 2%  | $T_5$ | 3%    | 12% |

![FIG. 5. Temporal evolution of the CC double bond and the CBr bond for the 189 analyzed trajectories of neutral vinyl bromide.](image)
the electron on the Br radical sits in one of the three now degenerate 3p orbitals.

Combining the data from the analyzed trajectories with our RASPT2 ansatz, we simulated the transient XAS of neutral vinyl bromide. The resulting time-resolved spectrum is plotted in Fig. 6. First one has to note that the simulated spectrum matches the experimental energy range quite well, keeping in mind that we did not apply a shift to the excitation energies. The energetic position of the ground state bleach at 71.0–72.5 eV matches very well. The temporal modulation is missing, since we simply subtracted the XAS of the $S_0$ ground state at time $t = 0$ fs as mentioned in Sec. III C. In the range of 64.0–65.0 eV, prominent features occur that are predicted by Koopman’s theorem. All of them are shifting approximately 1 eV toward lower energies within the first 20 fs. Thereafter, two sharp features, a stronger one at 64.3 eV and a significantly weaker one at 65 eV, appear. After another 10–20 fs, all signals remain constant in energy and the feature at low energy becomes more and more pronounced. Since nearly all trajectories are dissociated at this point in time, these two remaining constant signals are the spin-allowed transitions of atomic bromine. From both transitions, the lower lying $Br(P_{3/2}) \rightarrow Br(D_{5/2})$ is more dominant. Comparison to the experimental spectrum reveals that the signals from the neutral species alone cannot explain the experimentally observed pattern in this energy range. Thus, signal contributions from the ionic species are required in this region as well as evidently also in the higher energy part above 65.5 eV.

C. Dynamics of the cationic vinyl bromide

Next, we examined the excited state dynamics of cationic vinyl bromide. As discussed in the previous work, the first three ionic states ($D_1$, $D_2$, and $D_3$) are accessible with the pump pulse used. Accordingly, we started 150 trajectories equally distributed in each of these states. For the analysis, 82 out of the 150 calculated trajectories were taken into account, using the same selection criteria as for the neutral case. The 82 trajectories break down to 11 that started in the $D_1$ state, 26 in the $D_2$ state, and 45 in the $D_3$ state. The overall change in population for all 82 trajectories is shown in Fig. S17 in the supplementary material. All three states are bound states, with, however, decreasing dissociation energies, reflecting the increasing weakening of the C=C double bond with ionization energy. Contrary to the neutral case, their dynamics differ depending on the initial state and will be discussed individually in the following.

1. Starting from the $D_1$ state

The electronic character of the $D_1$ state is characterized by an ionization from the $\pi_2$ orbital (see Figs. 2 and S7). The complete population remains in the $D_1$ state for the entire simulation time. There is no interaction with either the other doublet or quartet states (see Fig. S11). None of the analyzed trajectories dissociate. This is in good agreement with the result of a relaxed scan along the C–Br bond that predicts a barrier of about 1.5 eV for the dissociation (see Fig. S28 and the computational details Sec. VB in the supplementary material). We observe an oscillation of the C=C bond with a period of about $T = 25$ fs and of the C–Br bond with a period of $T = 50$ fs (see Fig. S12). The launching of both oscillations is reasonable, since the affected $\pi_1$ orbital has contributions from both the C=C double bond as well as one of the bromine 4p orbitals.

2. Starting from the $D_2$ state

For the $D_2$ state, the electron hole is generated in the $n_1$ lone-pair orbital of the bromine. Again, most of the population remains in the initial state $D_2$ with only a small part, less than 5%, being transferred into the $D_1$ state. As for the $D_1$ state, there is no further interaction with the other electronic states (see Fig. S13) and none of the analyzed trajectories dissociate. The barrier toward direct dissociation is about 1 eV (see relaxed scan Fig. S28). Since ionization from orbital $n_1$ mainly affects the C–Br bond, a pronounced oscillation along this bond with a period of about $T = 75$ fs (see Fig. S14) is observed. The bond elongates from the initial 1.9 to roughly 2.08 Å. Only a week oscillation, with a period of about $T = 20$ fs, that dampens over the simulation time, is present in the C=C bond. This bond is hardly affected and its bond length shortens only marginally to about 1.31 Å. In summary, the first two ionic states exclusively show bound state vibrational dynamics.

3. Starting from the $D_3$ state

For the $D_3$ state, the hole is created in the C=C bonding $\pi_1$ orbital (see Figs. 2 and S7), which has contributions from the C=C double bond and the bromine 4p orbital. The C=C double bond as well as the C–Br bond are now strongly weakened. Accordingly, the relaxed scan (see Fig. S28) predicts a small barrier of only 0.2 eV for a direct dissociation. The temporal evolution of the $D_3$ population (see Fig. S15) shows a slow but steady decay due to population transfer to the $D_2$ and $D_1$ state after the first 20 fs. There is also a slight intermediate interaction with the $D_3$ state between 20 and 60 fs, but again, there is no further significant interaction with the remaining electronic states. After 100 fs, more than 80% of the population is still in the $D_3$ and about 10% in each of the $D_2$ and $D_1$ states. In the barrier region, transitions to the $D_3$ state via conical intersections are possible (see Sec. V of the supplementary material for the optimized structure). After the barrier, the $D_3$ and $D_4$ state switch character. For the new character, the $\pi_1$ orbital of the C–Br bond is only singly occupied leading to a repulsive potential correlating with the dissociation channel of the $D_1$.
of $D_3$ state. Judging from the small barrier compared to both other cationic states, one would expect most of the trajectories to dissociate. And indeed, the dynamics starting in the $D_3$ state reveal a more complex situation regarding the temporal evolution of the C–Br bond (see Fig. 7). Three types of dynamics were recognized, the pure vibrational (green), the slow dissociative (yellow), and the fast dissociative (red). The classification was done with regard to the length of the C–Br bond at the end of the simulation. Trajectories with a bond length longer than 3.5 Å were classified as fast. The range 3.5–2.2 Å was classified as slow and trajectories with shorter bond length as vibrational. The final distribution regarding these three types of dynamics is listed in Table III. About half of the analyzed trajectories dissociate within the simulation time of 100 fs, with the other half showing purely vibrational dynamics. For all trajectories, the C=C bond shows oscillation with a period of about $T = 25$ fs. The purely vibrational trajectories indicate a slow oscillation with about $T = 100$ fs in the C–Br bond. All of them stay in the $D_3$ state, not being able to overcome the barrier. For the fast dissociating trajectories, at about 40 fs and a C–Br bond length of about 2.39 Å, we can see a clear separation from the rest of the trajectories. In the case of the slow dissociating trajectories, the separation happens later at 60 fs at a bond length of about 2.37 Å.

In general, the dissociation in the $D_3$ state is considerably slower compared to the neutral vinyl bromide, where we observed the onset of dissociation after 50 fs. For the cationic states, the bond cleaves heterolytically, leaving a neutral bromine radical and a vinyl cation. For the dissociation channel of all three states, $D_1$, $D_2$, or $D_3$, the unpaired electron is located in one of the three now degenerate Br 3p orbitals.

Again using the described ansatz in Sec. III C and the data from the 82 analyzed trajectories, we simulated the complete transient XAS for the cationic states, which are depicted in Fig. 8. Comparing it to the experimental spectrum in Fig. 3, the overall resemblance in the measured energy range is strikingly good. To assign the different features of the spectrum, we additionally simulated the XAS only for a subset of the trajectories depending on their starting state, $D_1$ (Fig. S21), $D_2$ (Fig. S22), and $D_3$ (Fig. S23). In the case of the $D_3$ it is further separated according to the bound and dissociative dynamics (Figs. S24–S26).

In the following, we discuss the significant features of the spectrum in the context of the corresponding dynamical processes of vinyl bromide. Starting from the top, we observe the same ground state bleach as for the neutral states, but this time the intensity distribution is modulated by contributions from the $D_1$ signal. The signals in the energy range 67–69 eV can be attributed to the $D_1$ state. Although it is difficult to see the peaks in the complete spectrum, Fig. S21 clearly shows the pronounced doublet signal at 66.7 and 67.7 eV, the former with a higher, about twice, intensity compared to the latter. This doublet arises from the already mentioned spin–orbit splitting of the $3d_{3/2}$ and $3d_{5/2}$ orbitals of Br. Both signals oscillate with a period of about $T = 50$ fs, which is in good agreement with the observed oscillation of the C–Br bond in the trajectories. In correspondence to the shortening of the C–Br bond during the oscillation, the signals shift to higher energies, reaching a maximum of about 67.7 and 68.7 eV in a half period. This shift can be explained by the electronic character of the $D_3$ state. It has a hole in the $\pi_2$ orbital, which has anti-bonding character with respect to the C–Br bond. Hence, shortening the bond destabilizes the $\pi_2$ orbital and results in higher XUV excitation energies.

The next features at 65.5 and 66.5 eV in Fig. 8 are the most intense ones of the spectrum and can be attributed mainly to the $D_2$ state by comparison to the $D_1$ XAS (see Fig. S22). Here, the bromine-induced doublet structure shows most clearly and the energetically higher signal is less intense. The slight modulations with periods of

| TABLE III. Observed dynamics of the 82 analyzed trajectories for cationic vinyl bromide. In the table heading, Dissociation is abbreviated as Diss. |
|-----------------|-----------------|-----------------|-----------------|
| Initial state   | Vibrational     | Slow Diss.      | Fast Diss.      |
| $D_1$           | 11              | 0               | 0               |
| $D_2$           | 26              | 0               | 0               |
| $D_3$           | 21              | 8               | 16              |

![FIG. 7. Temporal evolution of the C=C double bond and the C–Br bond for the 45 analyzed trajectories that started in the $D_3$ state of the cationic vinyl bromide. For the C–Br bond, the corresponding trajectories are color coded according to their observed behavior. Only vibrational trajectories are shown in green, slow dissociating ones in yellow, and (fast) dissociating trajectories in red. The average of the C–Br bond length was only calculated for the subset of the trajectories.]

![FIG. 8. Simulated transient XAS of the cationic trajectories starting in the $D_1$, $D_2$, and $D_3$ states. On the left and right, the spectrum for time $t = 0$ and $t = 99$ fs, respectively, is shown in blue overlaid with the experimental transient absorption spectrogram in black at delays $d = 6.8$ and $d = 107.8$ fs. Additional overlay plots at times 24, 48, and 72 fs as well as separated XAS of the different starting states and different observed dynamics are depicted in the supplementary material, Sec. IV.]
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about \( T = 80 \) and \( T = 25 \) fs can be assigned to the C–Br and C=C bond vibrations in the \( D_2 \) trajectories. With the elongation of the C–Br bond the doublet shifts toward lower energies. The elongation stabilizes the \( n_1 \) lone-pair orbital and thus the \( D_1 \) state, resulting in lower core excitation energies. This shift of about 0.3 eV is considerably smaller compared to the 1 eV of the \( D_1 \) signal. Summarizing, the signals from both the \( D_1 \) and \( D_3 \) states show clear oscillations, but neither reproduce the characteristic splitting of the intense 65.5 eV peak at about 50 fs nor the weak band around 64 eV. These features must come from the \( D_3 \) state.

The combined XAS for all \( D_3 \) trajectories is shown in Fig. S23. The weak signals between 66 and 70 eV correspond to the core excitation into the \( \sigma^* \) orbital of the C–Br bond. Again, the spectrum is dominated by the distinct doublet, now at 64.3 and 65.2 eV. In contrast to the previously discussed oscillating features, these signal traces become constant after about half an oscillation period at 40 fs and split up into four contributions at 64.0, 64.5, 65.0, and 65.5 eV with different intensities. They can be assigned to the various processes observed in the \( D_3 \) trajectories.

The XAS for the purely vibrational bound state dynamics (see Fig. S24) shows weak signals between 66 and 70 eV and the prominent doublet peak at 64.3 and 65.2 eV, both oscillating with the period of the C–Br bond. The phase shift originates from the different final orbitals that are excited. Bond elongation stabilizes the \( \sigma^* \) orbital resulting in a down-shift of the weak signal. Simultaneously, the singly occupied \( \pi_1 \) orbital is destabilized leading to an up-shift of the doublet signal.

For the XAS of the fast dissociating trajectories (see Fig. S26), the same doublet splitting at 64.3 and 65.2 eV occurs. After the initial half of the oscillation period, the signal changes drastically. Both peaks become constant at an energy of 64.0 and 65.0 eV, and a strong increase in intensity for the energetically higher signal at 65.0 eV is observed while the other one is fading. This change in intensity and shape reflects the transition from the “molecular” bromine to the atomic bromine. With increasing distance between the bromine and the vinyl cation, the Br character becomes progressively more atomic-like. From the two spin-allowed transitions \( \text{Br}(P_{1/2}) \rightarrow \text{Br}(D_{3/2}) \) and \( \text{Br}(P_{3/2}) \rightarrow \text{Br}(D_{5/2}) \), dominantly the higher lying transition \( \text{Br}(P_{3/2}) \rightarrow \text{Br}(D_{5/2}) \) survives. Thus, in the cationic dissociation, spin–orbit excited \( \text{Br}(P_{1/2}) \) atoms are mostly generated, which is in excellent agreement with the experiment.

From the discussion of the XAS from the bound and the fast dissociating \( D_3 \) trajectories, one would expect to see a mixture of their correlated observables. In order to circumvent the issue of the non-resonant and non-perturbative nature, one could explicitly simulate the interaction of the molecule with the strong NIR field. A suitable approach would be the recently developed R-matrix ansatz or the B-Spline Restricted Correlation Space - Algebraic Diagrammatic Construction approach. Overall, the platform here presented can be readily applied to single-photon-excitation studies and to the soft x-ray spectral region, where the presence of carbon, nitrogen, and oxygen edges allows for molecular ultrafast studies with unprecedented time resolution.

**AUTHORS’ CONTRIBUTIONS**

F.R. and M.R. contributed equally to this work.

**ACKNOWLEDGMENTS**

This work was supported by the National Science Foundation (Grant Nos. CHE-1951317 and CHE-1660417) (M.R., K.F.C., Y.K.,
The data that support the findings of this study are available from the corresponding author upon reasonable request.

REFERENCES

1. M. Hentschel, R. Kienberger, C. Spielmann, G. A. Reider, N. Milosevic, T. Brabec, P. Corkum, H. Timmers, M. Drescher, and F. Krausz, “Attosecond metrology,” Nature 414, 509–513 (2001).
2. Itatani, F. Quéré, G. L. Yudin, M. Y. Ivanov, F. Krausz, and P. B. Corkum, “Attosecond streak camera,” Phys. Rev. Lett. 88, 173903 (2002).
3. M. Schulthe, M. Fieß, N. Karpowicz, J. Gagnon, M. Korbman, M. Holstetter, S. Nepp, A. L. Cavaliere, Y. Komninos, T. Mercouris, C. A. Nicoleades, R. Pazzourek, S. Nagel, J. Feist, J. Burgdorfer, A. M. Azzeer, R. Esterlser, R. Kienberger, U. Kleinberg, E. Goulielmakis, F. Krausz, and V. S. Yakovlev, “Delay in photoionization,” Science 328, 1658–1662 (2010).
4. M. Osiander, F. Siegrist, V. Shirvanyan, R. Prazourek, A. Sommer, T. Lata, A. Guggenmos, S. Nagle, J. Feist, J. Burgdorfer, R. Kienberger, and M. Schulthe, “Attosecond correlation dynamics,” Nat. Phys. 13, 280–285 (2017).
5. A. L. Cavaliere, N. Müller, T. Uphues, V. S. Yakovlev, A. Baltuska, B. Horvath, B. Schmidt, L. Blümel, R. Holzwarth, S. Hendel, M. Drescher, U. Kleinberg, P. M. Echenique, R. Kienberger, F. Krausz, and U. Heinzmann, “Attosecond spectroscopy in condensed matter,” Nature 449, 1029–1032 (2007).
6. L. Seifert, Q. Liu, S. Zherebtsov, A. Trabattoni, P. Rupp, M. C. Castrovilli, M. Galli, F. Submann, K. Wintersberger, J. Steidle, G. Sansone, L. Poletto, F. Frassetto, J. Halfpap, V. Mondes, C. Graf, E. Ruhl, F. Krausz, M. Nisoli, T. Fennel, F. Calegari, and M. F. Kling, “Attosecond chromoscopy of electron scattering in dielectric nanoparticles,” Nat. Phys. 13, 766–770 (2017).
7. G. Sansone, F. Kelkensberg, J. F. Pérez-Torres, F. Morales, M. F. Kling, W. Sti, O. Ghafr, P. Johnsson, M. Svoboda, E. Biedernet, F. Ferrari, L. Pépin, J. Lanza-Vicario, S. Zherbetsov, I. Zavkaykova, A. Lhuiller, M. Y. Ivanov, M. Nisoli, F. Martin, and M. J. Vrakking, “Electron localization following attosecond molecular photoionization,” Nat. B. 653, 763–766 (2010).
8. F. Calegari, D. Ayuso, A. Trabattoni, L. Behsav, S. De Camillis, A. Anumula, F. Frassetto, L. Poletto, A. Palacios, P. Declave, J. B. Greenwood, F. Martin, and M. Nisoli, “Ultrafast electron dynamics in phenylalanine initiated by attosecond pulses,” Science 346, 336–339 (2014).
9. E. Goulielmakis, Z. H. Loh, A. Wirth, R. Saantra, N. Rohringer, V. S. Yakovlev, S. Zherbetsov, T. Pfeifer, A. Mezze, F. Kraütz, S. R. Leone, and F. Krausz, “Real-time observation of valence electron motion,” Nature 466, 739–743 (2010).
10. M. Sabbar, H. Timmers, Y. J. Chen, A. K. Pymer, Z. H. Loh, S. C. Sayres, S. Pabel, R. Saantra, and S. R. Leone, “State-resolved attosecond reversible and irreversible dynamics in strong optical fields,” Nat. Phys. 13, 472–478 (2017).
11. Y. Kobayashi, M. Reduzzi, K. F. Chang, H. Timmers, D. M. Neumark, and S. R. Leone, “Selectivity of electronic coherence and attosecond ionization delays in strong-field double ionization,” Phys. Rev. Lett. 120, 233001 (2018).
12. C. Wei, J. Li, L. Wang, S. T. See, M. H. Jhon, Y. Zhang, F. Shi, M. Yang, and Z. H. Loh, “Elucidating the origins of multimode vibrational coherences of polyatomic molecules induced by intense laser fields,” Nat. Commun. 8, 1–7 (2017).
13. H. Timmers, X. Zhu, Z. Li, Y. Kobayashi, M. Sabbar, M. Hollstein, M. Reduzzi, T. J. Martinez, D. M. Neumark, and S. R. Leone, “Disentangling conical intersection and coherent molecular dynamics in methyl bromide with attosecond transient absorption spectroscopy,” Nat. Commun. 10, 1–8 (2019).
Fe2+ probed by soft x-ray spectroscopies and ab initio calculations,” J. Phys. Chem. B 117, 12613–12618 (2013).

25. R. Kunnus, J. Josefsson, S. Schreck, W. Quevedo, P. S. Miedema, S. Teichert, F. M. F. de Groot, M. Odelius, P. Wernet, and A. Fülschich, “From ligand fields to molecular orbitals: Probing the local valence electronic structure of Ni(II+2) in aqueous solution with resonant inelastic x-ray scattering,” J. Phys. Chem. B 117, 16512–16521 (2013).

26. N. Engel, S. I. Bokarev, E. Suljoti, R. Garcia-Diez, K. M. Lange, K. Atak, R. Golmak, A. Kothe, M. Dantz, O. Kühn, and E. F. Aziz, “Chemical bonding in aqueous ferrocyanide: Experimental and theoretical x-ray spectroscopic study,” J. Phys. Chem. B 118, 1555–1563 (2014).

27. D. Maganas, P. Kristiansen, L.-C. Duda, A. Knop-Gericke, S. DeBeer, R. Schlögl, and F. Neese, “Combined experimental and ab initio multireference configuration interaction study of the resonant inelastic x-ray scattering spectrum of CO2,” J. Phys. Chem. C 118, 20163–20175 (2014).

28. R. V. Pinjari, M. G. Delcey, M. Guo, M. Odelius, and M. Lundberg, “Restricted active space calculations of L-edge x-ray absorption spectra: From molecular orbitals to multiple states,” J. Chem. Phys. 141, 124116 (2014).

29. S. I. Bokarev, M. Khan, M. K. Abdel-Latif, J. Xiao, R. Hilal, S. G. Aziz, E. F. Aziz, and O. Kühn, “Unraveling the electronic structure of photocatalytic manganese complexes by L-edge x-ray spectroscopy,” J. Phys. Chem. C 119, 19192–19200 (2015).

30. G. Grell, S. I. Bokarev, B. Winter, R. Seidel, E. F. Aziz, S. G. Aziz, and O. Kühn, “Multi-reference approach to the calculation of photoelectron spectra including spin–orbit coupling,” J. Chem. Phys. 143, 074104 (2015).

31. W. Weinhardt, E. Ertan, M. Ianuzzi, M. Wegand, O. Fuchs, M. Bär, M. Blum, J. D. Denlinger, W. Yang, E. Umbach, M. Odelius, and C. Heske, “Probing hydrogen bonding orbitals: Resonant inelastic soft x-ray scattering of aqueous NH3,” Phys. Chem. Chem. Phys. 17, 27145–27153 (2015).

32. M. Guo, L. K. Sørensen, M. G. Delcey, R. V. Pinjari, and M. Lundberg, “Simulations of iron K pre-edge x-ray absorption spectra using the restricted active space method,” Phys. Chem. Chem. Phys. 18, 3250–3259 (2016).

33. O. Preusse, S. I. Bokarev, S. G. Aziz, and O. Kühn, “Towards an ab initio theory for metal L-edge soft x-ray spectroscopy of molecular aggregates,” Struct. Dyn. 3, 062601 (2016).

34. M. Guo, E. Kallman, R. V. Pinjari, R. Carvalho Couto, L. K. Sørensen, R. Lindh, K. Pierloot, and M. Lundberg, “Fingerprinting electronic structure of metal L-edge x-ray absorption spectra,” J. Chem. Theory Comput. 15, 477–489 (2019).

35. H. Wang, M. Odelius, and D. Prendergast, “A combined multi-reference pump-probe simulation method with application to XUV signatures of ultra-fast methyl iodide photodissociation,” J. Chem. Phys. 151, 124106 (2019).

36. H. Ågren, V. Carravetta, O. Valtiara, and L. G. M. Pettersson, “Direct atomic orbital, static exchange calculations of photoabsorption spectra of large molecules and clusters,” Chem. Phys. Lett. 222, 75–81 (1994).

37. H. Ågren, V. Carravetta, L. G. M. Pettersson, and O. Valtiara, “Static exchange and cluster modeling of core electron shake-up spectra of surface adsorbates: CO/Cu[001],” Phys. Rev. B: Condens. Matter Mater. Phys. 53, 16074–16085 (1996).

38. V. Carravetta, Y. Yang, O. Valtiara, H. Ågren, and L. G. M. Pettersson, “Ab-initio static exchange calculations of shake-up spectra of molecules and surface adsorbats,” J. Phys. IV 7, C2–519–C2–522 (1997).

39. V. Carravetta, O. Plashkevych, and H. Ågren, “A screened static-exchange potential for core electron excitations,” Chem. Phys. 263, 231–242 (2001).

40. M. Stener, G. Franzoni, and M. de Simone, “Excitation energies and stokes shifts from a restricted open-shell Kohn–Sham approach,” J. Chem. Phys. 138, 164101 (2013).

41. H. Haid, E. A. Haugen, Z. Yang, K. J. Osterbaan, S. R. Leone, and M. Head-Gordon, “Accurate prediction of core-level spectra of radicals at density functional theory cost via square gradient minimization and recoupling of mixed configurations,” J. Chem. Phys. 153, 134108 (2020).

42. H. Haid and M. Head-Gordon, “Highly accurate prediction of core spectra of molecules at density functional theory cost: Attaining sub-electronvolt error from a restricted open-shell Kohn–Sham approach,” J. Chem. Phys. Lett. 11, 775–786 (2020).

43. X. Zhang, W. Hua, K. Bennett, and S. Mukamel, “Nonlinear spectroscopy of core and valence excitations using short x-ray pulses: Simulation challenges,” in Density-Functional Methods for Excited States. Topics in Current Chemistry, edited by N. Ferr, M. Filatov, and M. Huix-Rotllant (Springer International Publishing, Cham, 2016), Vol 368.

44. P. Norman and A. Drew, “Simulating x-ray spectroscopies and calculating core-excited states of molecules,” Chem. Rev. 118, 7208–7248 (2018).

45. M. Lundberg and M. G. Delcey, “Multiconfigurational approach to x-ray spectroscopy of transition metal complexes,” in Transition Metals in Coordination Environments: Computational Chemistry and Catalysis Viewpoints, edited by E. Broclawik, T. Borowski, and M. Radosi (Springer International Publishing, Cham, 2019), Vol 29.

46. H. Katayanagi, N. Yonekura, and T. Sunakka, “C–Br bond rupture in 193 nm photodissociation of vinyl bromide,” Chem. Bio. Chem. 231, 345–353 (1998).

47. P. Zou, K. E. Stecker, J. Ramirez-Serrano, L. E. Jusinski, C. A. Taatjes, and D. L. Osborn, “Ultraviolet photodissociation of vinyl iodide: Understanding the halogen dependence of photodissociation mechanisms in vinyl halides,” Phys. Chem. Chem. Phys. 10, 713–728 (2008).

48. M. F. Lin, D. M. Neumark, O. Gesseer, and S. R. Leone, “Ionization and dissociation dynamics of vinyl bromide probed by femtosecond extreme ultraviolet transient absorption spectroscopy,” J. Chem. Phys. 140, 064311 (2014).

49. H. Timmers, Y. Kobayashi, K. F. Chang, M. Reduzzi, D. M. Neumark, and S. R. Leone, “Generating high-contrast, near single-cycle waveforms with third-order dispersion compensation,” Opt. Lett. 42, 811 (2017).

50. E. Goulielmakis, M. Schultze, M. Hofstetter, V. S. Yakovlev, J. Gagnon, M. Uiberacker, A. L. Aquila, E. M. Gullikson, D. T. Attwood, R. Kienberger, F. Krausz, and U. Kleineberg, “Single-cycle nonlinear optics,” Science 320, 1614–1617 (2008).

51. B. O. Roos, “The complete active space self-consistent field method and its applications in electronic structure calculations,” in Ab initio Methods in
Quantum Chemistry Part 2, *Advances in Chemical Physics* Vol. 41, edited by K. P. Lawley (John Wiley & Sons, Inc., Hoboken, NJ, USA, 1987), pp. 399–445.

[27] B. O. Roos, P. B. Taylor, and P. E. M. Sigbahn, “A complete active space SCF method (CASSCF) using a density matrix formulated super-CI approach,” *Chem. Phys.* **48**, 157–173 (1980).

[28] J. Fdez Galván, M. Vacher, A. Alavi, C. Angeli, F. Aquilante, J. Autschbach, J. Bao, S. I. Bokarev, N. A. Bogdanov, R. K. Carlson, L. F. Chibotaru, J. C. Tully, “Molecular dynamics with electronic transitions,” *J. Chem. Phys.* **93**, 1061–1071 (1990).

[29] J. Autschbach, J. Bao, S. I. Bokarev, N. A. Bogdanov, R. K. Carlson, L. F. Chibotaru, J. C. Tully, “Molecular dynamics with electronic transitions,” *Chem. Phys. Lett.* **496**, 770–776 (2018).

[30] B. O. Roos, P. B. Taylor, and P. E. M. Sigbahn, “A complete active space SCF method (CASSCF) using a density matrix formulated super-CI approach,” *Chem. Phys.* **48**, 157–173 (1980).

[31] B. O. Roos, R. Lindh, P.-Å. Malmqvist, V. Veryazov, P.-O. Widmark, and A. C. Borin, “New relativistic atomic natural orbital basis sets for lanthanide atoms with applications to the Ce diatom and LuF$_5$,” *J. Phys. Chem. A* **112**, 11431–11435 (2008).

[32] B. O. Roos, R. Lindh, P.-Å. Malmqvist, V. Veryazov, and P.-O. Widmark, “New relativistic ANO basis sets for actinide atoms,” *Chem. Phys. Lett.* **409**, 295–299 (2005).

[33] B. O. Roos, R. Lindh, P.-Å. Malmqvist, V. Veryazov, and P.-O. Widmark, “New relativistic ANO basis sets for transition metal atoms,” *J. Phys. Chem. A* **109**, 6575–6579 (2005).

[34] B. O. Roos, R. Lindh, P.-Å. Malmqvist, V. Veryazov, and P.-O. Widmark, “Main group atoms and dimers studied with a new relativistic ANO basis set,” *J. Phys. Chem. A* **108**, 2851–2858 (2004).

[35] B. O. Roos, V. Veryazov, and P.-O. Widmark, “Relativistic atomic natural orbital type basis sets for the alkaline and alkaline-earth atoms applied to the ground-state potentials for the corresponding dimers,” *Theor. Chem. Acc.* **111**, 345–351 (2004).

[36] K. Andersson, B. O. Roos, B. O. Roos, A. J. Sadlej, and K. Wolinski, “Second-order perturbation theory with a CASSCF reference function,” *J. Phys. Chem. B* **104**, 5483–5488 (2000).

[37] K. Andersson, P. Malmqvist, and B. O. Roos, “Second-order perturbation theory with a complete active space self-consistent field reference function,” *J. Chem. Phys.* **109**, 1218–1226 (1992).

[38] Finley, P.-Å. Malmqvist, B. O. Roos, and L. Serrano-Andrés, “The multi-state CASPT2 method,” *Chem. Phys. Lett.* **288**, 299–306 (1998).

[39] P.-Å. Malmqvist, K. Pierloot, A. R. M. Shahi, C. J. Cramer, and L. Gagliardi, “The restricted active space followed by second-order perturbation theory method: Theory and application to the study of Cu$_2$ and Cu$_2$O systems,” *J. Chem. Phys.* **128**, 204109 (2008).

[40] V. Sauri, L. Serrano-Andrés, A. R. M. Shahi, L. Gagliardi, S. Vancocile, and K. Pierloot, “Multiconfigurational second-order perturbation theory restricted active space (RASPT2) method for electronic excited states: A benchmark study,” *J. Chem. Theory Comput.* **7**, 153–168 (2011).

[41] G. Bizgo, B. O. Roos, and P.-Å. Malmqvist, “A modified definition of the zeroth-order Hamiltonian in multiconfigurational perturbation theory (CASPT2),” *Chem. Phys. Lett.* **396**, 142–149 (2004).

[42] N. Forsberg and P.-Å. Malmqvist, “Multiconfiguration perturbation theory with imaginary level shift,” *Chem. Phys. Lett.* **274**, 196–204 (1997).

[43] A. Malmqvist, “Calculation of transition density matrices by nonunitary orbital transformations,” *Int. J. Quantum Chem.* **30**, 479–494 (1986).

[44] P.-Å. Malmqvist and B. O. Roos, “The CASSCF state interaction method,” *Chem. Phys. Lett.* **155**, 189–194 (1989).

[45] P.-Å. Malmqvist, B. O. Roos, and B. Schimmelpenning, “The restricted active space (RAS) state interaction approach with spin-orbit coupling,” *Chem. Phys. Lett.* **357**, 230–240 (2002).

[46] B. Schimmelpenning, L. Maron, U. Wahlgren, C. Teichtelt, H. Fagerli, and O. Gropen, “On the efficiency of an effective Hamiltonian in spin–orbit CI calculations,” *Chem. Phys. Lett.* **286**, 261–266 (1998).

[47] M. Mazzoni and M. Pettini, “Inner shell transitions of Br I in the EUV,” *Phys. Rev. A* **85**, 331–333 (1981).

[48] A. Hoxha, R. B Eylül, C. Gehr, and T. O. Kehlet, “The photoabsorption and constant ionic state spectroscopy of vinylbromide,” *Chem. Phys. Lett.* **260**, 237–247 (2000).

[49] See supplementary material at https://www.scitation.org/doi/suppl/10.1063/1.4000610 for details on the post-processing and evaluation of the experimental data and the computational details especially the validation of the chosen computational setup of the NAMD simulations. Also shown are additional figures to support the results of the analyzed trajectories as well as the simulated transient absorption spectra as mentioned in the text. Further, the geometries of the optimized conical intersection as well as excited state minima are listed.