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ABSTRACT. The tableau model for Kirillov-Reshetikhin (KR) crystals, which are finite dimensional crystals corresponding to certain affine Lie algebras, is commonly used for its ease of crystal operator calculations. However, its simplicity makes quite complex the calculation of statistics such as: keys (used to express Demazure characters), the crystal energy function (an affine grading on tensor products of KR crystals), and the combinatorial $R$-matrix (an affine crystal isomorphism permuting factors in a tensor product of KR crystals). It has been shown that these calculations are much simpler with the added structure in the quantum alcove model for KR crystals. In this paper, we give an explicit description of the crystal isomorphism between the mentioned realizations of KR crystals in all classical Lie types.

1. Introduction

Kashiwara’s crystals encode the structure of certain bases, called crystal bases [9], for highest weight representations of quantum groups $U_q(g)$ as $q$ goes to zero [7]. In this paper, we will focus on crystals corresponding to representations of both simple and affine Lie algebras [3]. As combinatorial objects, they can be visualized as directed graphs, whose edges are given by Kashiwara operators which are derived from the Chevalley generators of the corresponding quantum group [2]. The resulting combinatorics provides much insight into the original representations. For instance, for irreducible representations of simple Lie algebras, by developing a tensor product rule for the Kashiwara operators, one can visualize the decomposition of the tensor product of such representations into irreducible components [7].

Given a dominant weight $\lambda$ for a simple Lie algebra, there is a corresponding connected crystal graph, $B(\lambda)$, whose vertices can be realized as semistandard Young tableaux (certain fillings of Young diagrams [5]). We can also consider crystals for affine Lie algebras. Here, we will focus on Kirillov-Reshetikhin (KR) crystals, which are finite affine connected crystals, but can be decomposed into disjoint unions of classical crystals upon the removal of the affine edges [12]. These crystals are indexed by $r \times s$ rectangles and are denoted $B_r^s$. There are type specific models for KR crystals, like that given by Kashiwara-Nakashima (KN) tableaux [4], as well as type independent models such as the quantum alcove model, which works uniformly in all untwisted affine types [19, 22, 23]. We provide an explicit crystal isomorphism between the two models of the above mentioned KR crystals: the tableau model and the quantum alcove model.

Lenart and Postnikov defined the so-called alcove model for highest weight crystals associated to a semisimple Lie algebra $g$. In fact, the model was defined more generally, for symmetrizable Kac-Moody algebras $g$ [24, 25]. The alcove model is a discrete counterpart of the Littelmann path model.

Lenart and Lubovsky then generalized the alcove model to one for Kirillov-Reshetikhin (KR) crystals of affine Lie algebras; this is known as the quantum alcove model [19], as it is based on the quantum Bruhat graph. This graph first appeared in connection with the quantum cohomology of flag varieties of the corresponding finite Weyl group [6]. The path enumeration is determined by the choice of a certain sequence of alcoves, called an alcove path, like in the classical alcove model. If we restrict to paths in the usual Bruhat graph, we recover the classical alcove model. The
mentioned paths in the quantum Bruhat graph first appeared in [18], where they index the terms in the specialization to $t = 0$ of the Ram-Yip formula [29] for Macdonald polynomials $P_{\lambda}(X; q, t)$. Further, [19] defined crystal operators for the quantum alcove model, both the classical ones $f_i$, $i > 0$, and the affine operator $f_0$. It was shown in [22] that the quantum alcove model uniformly describes tensor products of column shape KR crystals for all untwisted affine types. An explicit crystal isomorphism was given in [19] for types $A$ and $C$ between the objects of the quantum alcove model and tensor products of Kashiwara-Nakashima (KN) columns [11], using the bijections constructed in [18].

In recent years, many applications have resulted from the quantum alcove model. In [22] it was shown that the so-called height statistic in the Ram-Yip formula mentioned above expresses the energy function on a tensor product of KR crystals, which endows it with an affine grading. The translation of this energy function to the tableau model in type $C$ was then given in [26]. On the other hand, extending Schützenberger’s *jeu de taquin* on Young tableaux to the quantum alcove model (which is based on so-called quantum Yang-Baxter moves) results in a realization of the combinatorial $R$-matrix [20]. Further, the quantum alcove model was used to determine *keys*, also known as initial direction in the (quantum) LS path model. These detect Demazure crystals inside highest weight ones (in the alcove model), and Demazure-type crystals inside tensor products of KR crystals (in the quantum alcove model), see [23]. The computation of these keys is easy in the (quantum) alcove model and the bijection given in this paper then transfers the key computation from the (quantum) alcove model to the tableau model, where algorithms are only known for types $A$ and $C$ [30, 31, 33].

While the tableau model is simpler, it has less easily accessible information, so it is generally hard to use in specific computations (like those of the energy function, the combinatorial $R$-matrix and keys, as described above). As these computations are much simpler in the quantum alcove model, an alternative is to relate them to the tableau model, via an explicit affine crystal isomorphism. As was mentioned above, this has been done in types $A$ and $C$. Here we extend this work to types $B$ and $D$, where the corresponding bijection is much more involved, and has important additional features.
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2. **Background**

2.1. **Root Systems.** [8] Let $\mathfrak{g}$ be a complex semisimple Lie algebra and $\mathfrak{h}$ a Cartan subalgebra, whose rank is $n$. Let $\Phi \subset \mathfrak{h}^*$ be the corresponding irreducible root system, $\mathfrak{h}_\mathbb{R}^*$ the real span of the roots, and $\Phi^+ \subset \Phi$ the set of positive roots.

Let $\rho := \frac{1}{2}(\sum_{\alpha \in \Phi^+} \alpha)$. Let $\alpha_1, \ldots, \alpha_n \in \Phi^+$ be the corresponding simple roots. We denote $\langle \cdot, \cdot \rangle$ the nondegenerate scalar product on $\mathfrak{h}_\mathbb{R}^*$ induced by the Killing form. Given a root $\alpha$, we consider the corresponding coroot $\alpha^\vee := 2\alpha/\langle \alpha, \alpha \rangle$ and reflection $s_\alpha$.

Let $W$ be the corresponding Weyl group, whose Coxeter generators are denoted, as usual, by $s_i := s_{\alpha_i}$. The length function on $W$ is denoted by $l(\cdot)$, the Bruhat order on $W$ is defined by its covers $w \lessdot ws_\alpha$, for $\alpha \in \Phi^+$, if $l(ws_\alpha) = l(w) + 1$. The mentioned covers correspond to the labeled directed edges of the Bruhat graph on $W$:

$$w \overset{\alpha}{\rightarrow} ws_\alpha \text{ for } w \lessdot ws_\alpha.$$ 

The weight lattice $\Lambda$ is given by

$$\Lambda = \{ \lambda \in \mathfrak{h}_\mathbb{R}^* : \langle \lambda, \alpha \rangle \in \mathbb{Z} \text{ for any } \alpha \in \Phi^+ \}.$$
Figure 1. The quantum Bruhat graph for the Weyl group of type $A_3$

The weight lattice $\Lambda$ is generated by the fundamental weights $\omega_1, \ldots, \omega_n$, which form the dual basis to the basis of simple coroots, i.e., $\langle \omega_i, \alpha^\vee \rangle = \delta_{i,j}$. The set $\Lambda^+$ of dominant weights is given by

$$\Lambda^+ := \{ \lambda \in \Lambda : \langle \lambda, \alpha^\vee \rangle \geq 0 \text{ for any } \alpha \in \Phi^+ \}.$$ 

Given $\alpha \in \Phi$ and $k \in \mathbb{Z}$, we denote by $s_{\alpha,k}$ the reflection in the affine hyperplane

$$H_{\alpha,k} := \{ \lambda \in \mathfrak{h}_R^* : \langle \lambda, \alpha^\vee \rangle = k \}.$$ 

These reflections generate the affine Weyl Group $W_{aff}$ for the dual root system $\Phi^\vee := \{ \alpha^\vee | \alpha \in \Phi \}$. The hyperplanes $H_{\alpha,k}$ divide the real vector space $\mathfrak{h}_R^*$ into open regions, called alcoves. The fundamental alcove $A_\circ$ is given by

$$A_\circ := \{ \lambda \in \mathfrak{h}_R^* | 0 < \langle \lambda, \alpha^\vee \rangle < 1 \text{ for all } \alpha \in \Phi^+ \}.$$ 

Define $w \triangleleft ws_\alpha$, for $\alpha \in \Phi^+$, if $l(ws_\alpha) = l(w) - 2\langle \rho, \alpha^\vee \rangle + 1$. These are the upward facing arrows in Figure 1. The quantum Bruhat graph [6] is defined by adding to the Bruhat graph the following edges (the downward facing arrows in Figure 1) labeled by positive roots $\alpha$:

$$w \xrightarrow{\alpha} ws_\alpha \text{ for } w \triangleleft ws_\alpha.$$ 

2.2. Kirillov-Reshetikhin (KR) crystals. Given a simple or affine Lie algebra $\mathfrak{g}$, we define the corresponding Kashiwara Crystal to be the basis resulting from taking the limit of the quantum group $U_q(\mathfrak{g})$ as $q$ goes to zero. Such bases can be given the structure of a colored oriented graph, which we call a Crystal Graph, whose arrows are defined by the Kashiwara operators which are related to the Chevalley generators [7]. We will now detail the resulting combinatorial structure of such crystal graphs. Our definitions closely follow those given in [2].

Definition 2.1.

Let $\Phi$ be the root system and $\Lambda$ the weight lattice, with simple roots $\alpha_i$ for $i$ in an indexing set $I$, associated to a Lie algebra $\mathfrak{g}$. The crystal of type $\Phi$ is then a nonempty set $B$ along with the following maps using $i \in I$ and an auxiliary element $0 \notin B$:
(1) the Kashiwara Operators $e_i, f_i : B \to B \sqcup 0$, with the conditions that if $x, y \in B$ then $e_i(x) = y$ if and only if $f_i(y) = x$.

(2) the $e_i$-string and $f_i$-string operators $e_i, \varphi_i : B \to \mathbb{Z} \sqcup \{-\infty\}$, with the condition that if $x, y \in B$ are such that $e_i(x) = y$, then $e_i(y) = \varepsilon(x) - 1$ and $\varphi_i(y) = \varphi_i(x) + 1$. In the case that $\varphi_i(x) = -\infty$ or $\varepsilon_i(x) = -\infty$, we require that $e_i(x) = f_i(x) = 0$.

(3) the weight map $\text{wt} : B \to \Lambda$, where if $x, y \in B$ are such that $e_i(x) = y$, then $\text{wt}(y) = \text{wt}(x) + \alpha_i$. Further, for each $x \in B$ and $i \in I$, we have that $\langle \text{wt}(x), \alpha_i \rangle = \varphi_i(x) - \varepsilon_i(x)$.

The associated crystal graph is then built with elements of $B$ as vertices and, for $x, y \in B$, we draw an edge $y \to x$ exactly when $f_i(y) = x$.

Given two $\mathfrak{g}$-crystals $B_1$ and $B_2$, we define their tensor product $B_1 \otimes B_2$ as follows. As a set, $B_1 \otimes B_2$ is the Cartesian product of the two sets. For $b = b_1 \otimes b_2 \in B_1 \otimes B_2$, the weight function is simply $\text{wt}(b) = \text{wt}(b_1) + \text{wt}(b_2)$. The crystal operator $f_i$ is given by

$$f_i(b_1 \otimes b_2) = \begin{cases} f_i(b_1) \otimes b_2 & \text{if } \varepsilon_i(b_1) \geq \varphi_i(b_2), \\ b_1 \otimes f_i(b_2) & \text{otherwise}, \end{cases}$$

while $e_i(b)$ is defined similarly.

The highest weight crystal $B(\lambda)$ of highest weight $\lambda \in \Lambda^+$ is a certain crystal with a unique element $\mu_\lambda$ such that $e_i(\mu_\lambda) = 0$ for all $i \in I$ and $\text{wt}(\mu_\lambda) = \lambda$. It encodes the structure of the crystal basis of the $U_q(\mathfrak{g})$-irreducible representation with highest weight $\lambda$ as $q$ goes to $0$.

A Kirillov-Reshetikhin (KR) crystal [12] is a finite crystal $B^{r,s}$ for an affine algebra, associated to a rectangle of height $r$ and length $s$. We now describe the KR crystals $B^{r,1}$ for type $A_{n-1}^{(1)}$ (where $r \in \{1, 2, \ldots, n-1\}$) as well as for types $B_n^{(1)}, C_n^{(1)}$, and $D_n^{(1)}$ (where $r \in \{1, 2, \ldots, n\}$). As a classical type crystal (i.e. with the removal of the $f_0$ arrows) in types $A_{n-1}^{(1)}$ and $C_n^{(1)}$, we have that the KR crystal $B^{r,1}$ is isomorphic to the corresponding highest weight crystal $B(\omega_r)$. Similarly, in types $C_n^{(1)}$ and $D_n^{(1)}$, we have that the KR crystal $B^{r,1}$, as a classical type crystal, is isomorphic to the crystal $B(\omega_r) \sqcup B(\omega_{r-2}) \sqcup B(\omega_{r-4}) \sqcup \ldots$ where each $B(\omega_k)$ is given by Kashiwara-Nakashima (KN) columns of height $k$ of the corresponding type.

**Definition 2.2.** Kashiwara-Nakashima (KN) columns of height $k$ are strictly increasing fillings of length $k$ columns with entries $\{1 < 2 < \ldots < n\}$ in type $A_{n-1}$ and with entries $\{1 < \ldots < n < \bar{n} < \ldots < \bar{1}\}$ in type $C_n, B_n$, and $D_n$ along with the additional conditions:

1. The entries are strictly increasing from the top to bottom with the exception that:
   (a) the letter $0$ (ordered between $n$ and $\bar{n}$) can appear in type $B_n$ and can be repeated, and
   (b) the letters $n$ and $\bar{n}$ in type $D_n$ can alternate.

2. If both letters $j$ and $\bar{j}$ appear in the column, and $j$ is in the $a$-th box from the top and $\bar{j}$ lies in the $b$-th box from the bottom, then $a + b \leq j$.

**Example 2.1.** A column of height 5 of type $B_6$

$$\begin{array}{cccc}
2 & 3 & 0 & 0 \\
2 & & & \\
\end{array}$$

For our purposes here, we would like to consider fillings of partition shapes, rather than just rectangular. We define the associated crystal as follows.
Definition 2.3. For a partition $p = (p_1 \geq p_2 \geq \ldots \geq p_r)$, we define
$$B^p := B^{p_1,1} \otimes B^{p_2,1} \otimes \ldots \otimes B^{p_r,1}.$$  

2.3. The quantum alcove model. We say that two alcoves are adjacent if they are distinct and have a common wall. Given a pair of adjacent alcoves $A$ and $B$, we write $A \xrightarrow{\beta} B$ if the common wall is of the form $H_{\beta,k}$ and the root $\beta \in \Phi$ points in the direction from $A$ to $B$.

Definition 2.4. [24]

An alcove path is a sequence of alcoves $(A_0, A_1, \ldots, A_m)$ such that $A_{j-1}$ and $A_j$ are adjacent, for $j = 1, \ldots, m$. We say that an alcove path is reduced if it has minimal length among all alcove paths from $A_0$ to $A_m$.

Definition 2.5. [24]

The sequence of roots $(\beta_1, \beta_2, \ldots, \beta_m)$ is called a $\lambda$-chain if
$$A_0 = A_0 \xrightarrow{-\beta_1} A_1 \xrightarrow{-\beta_2} \ldots \xrightarrow{-\beta_m} A_m = A_\lambda$$
is a reduced alcove path.

We now fix the dominant weight $\lambda = \omega_{p_1} + \ldots + \omega_{p_r}$ and an alcove path $\Pi = (A_0, \ldots, A_m)$ from $A_0 = A_0$ to $A_m = A_\lambda$. Note that $\Pi$ is determined by the corresponding $\lambda$-chain of positive roots $\Gamma := (\beta_1, \ldots, \beta_m)$. We let $r_i := s_{\beta_i}$ and $J = \{j_1, j_2, \ldots, j_s\} \subseteq [m]$. The elements of $J$ are called folding positions. We fold $\Pi$ in the hyperplanes corresponding to these positions and obtain a folded path. Like $\Pi$, the folded path can be recorded by a sequence of roots, namely $\Delta = \Gamma(J) = (\gamma_1, \gamma_2, \ldots, \gamma_m)$; here $\gamma_k = r_{j_1}r_{j_2}\ldots r_{j_p}(\beta_k)$, with $j_p$ the largest folding position less than $k$. Given $i \in J$, we say that $i$ is a positive folding position if $\gamma_i > 0$, and a negative folding position if $\gamma_i < 0$. We denote the positive folding positions by $J^+$ and the negative ones by $J^-$.  

Definition 2.6. [19]

A subset $J = \{j_1 < j_2 < \ldots < j_s\} \subseteq [m]$ (possibly empty) is an admissible subset if we have the following path in the quantum Bruhat graph on $W$:
$$1 \xrightarrow{\beta_1} r_{j_1} \xrightarrow{\beta_2} r_{j_1}r_{j_2} \xrightarrow{\beta_3} \ldots \xrightarrow{\beta_s} r_{j_1}r_{j_2}\ldots r_{j_s}.$$  

We call $\Delta = \Gamma(J)$ an admissible folding. Let $A = A(\mu)$ be the collection of all admissible subsets.

See Example 3.1 for an example of a $\Gamma$-chain and an admissible subset.

Theorem 2.7. [22] The collection of all admissible subsets $A(\lambda)$ is a combinatorial model for $B^p$.  

3. The bijection in types $A_{n-1}$ and $C_n$

3.1. The quantum alcove model and filling map in type $A_{n-1}$. We start with the basic facts about the root system for type $A_{n-1}$. We can identify the space $\mathfrak{h}_R^*$ with the quotient $V := \mathbb{R}^n / \mathbb{R}(1, \ldots, 1)$, where $\mathbb{R}(1, \ldots, 1)$ denotes the subspace in $\mathbb{R}^n$ spanned by the vector $(1, \ldots, 1)$. Let $\varepsilon_1, \ldots, \varepsilon_n \in V$ be the images of the coordinate vectors in $\mathbb{R}^n$. The root system is $\Phi = \{\alpha_{ij} := \varepsilon_i - \varepsilon_j : i \neq j, 1 \leq i, j \leq n\}$. The simple roots are $\alpha_i = \alpha_{i,i+1}$, for $i = 1, \ldots, n - 1$. The weight lattice is $\Lambda = \mathbb{Z}^n / \mathbb{Z}(1, \ldots, 1)$. The fundamental weights are $\omega_i = \varepsilon_1 + \varepsilon_2 + \ldots + \varepsilon_i$, for $i = 1, 2, \ldots, n - 1$. A dominant weight $\lambda = \lambda_1\varepsilon_1 + \ldots + \lambda_{n-1}\varepsilon_{n-1}$ is identified with the partition $(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{n-1} \geq \lambda_n = 0)$ having at most $n - 1$ parts. Note that $\rho = (n-1, n-2, \ldots, 0)$. Considering the Young diagram of the dominant weight $\lambda$ as a concatenation of columns, whose heights are $\lambda'_1, \lambda'_2, \ldots$, corresponds to expressing $\lambda$ as $\omega_{\lambda'_1} + \omega_{\lambda'_2} + \ldots$ (as usual, $\lambda'$ is the conjugate partition to $\lambda$).

The Weyl group $W$ is the symmetric group $S_n$, which acts on $V$ by permuting the coordinates $\varepsilon_1, \ldots, \varepsilon_n$. Permutations $w \in S_n$ are written in one-line notation $w = w(1) \ldots w(n)$. For simplicity,
we use the same notation \((i, j)\), with \(1 \leq i < j \leq n\), for the positive root \(\alpha_{ij}\) and the reflection \(s_{\alpha_{ij}}\), which is the transposition \(t_{ij}\) of \(i\) and \(j\).

We now consider the specialization of the quantum alcove model to type \(A_{n-1}\). For any \(k = 1, \ldots, n - 1\), we have the following \(\omega_k\)-chain, denoted by \(\Gamma(k)\): 

\[
( (k, k + 1), (k, k + 2), \ldots, (k, n), \ldots, (2, k + 1), (2, k + 2), \ldots, (2, n), (1, k + 1), (1, k + 2), \ldots, (1, n) ).
\]

We construct a \(\lambda\)-chain \(\Gamma = (\beta_1, \beta_2, \ldots, \beta_m)\) as the concatenation \(\Gamma := \Gamma_1 \ldots \Gamma_{\lambda_1}\), where \(\Gamma_i := \Gamma(\lambda_i')\). Let \(J = \{j_1 < \ldots < j_s\}\) be a set of folding positions in \(\Gamma\), not necessarily admissible, and let \(T\) be the corresponding list of roots of \(\Gamma\). The factorization of \(\Gamma\) induces a factorization on \(T\) as \(T = T_1 T_2 \ldots T_{\lambda_1}\). We denote by \(T_1 \ldots T_i\) the permutation obtained by multiplying the transpositions in \(T_1, \ldots, T_i\) considered from left to right. For \(w \in W\), written \(w = w_1 w_2 \ldots w_n\), let \(w[i, j] = w_i \ldots w_j\). To each \(J\) we can associate a filling of a Young diagram \(\lambda\), as follows.

**Definition 3.1.** Let \(\pi_i = \pi_i(T) := T_1 \ldots T_i\). We define the filling map, which produces a filling of the Young diagram \(\lambda\), by \(fill_A(J) = fill_A(T) := C_1 \ldots C_{\lambda_1}\), where \(C_i := \pi_i[1, \lambda_i']\). We define the sorted filling map \(sfill_A(J)\) to be the composition \(sort \circ fill_A(J)\), where \(sort\) reorders increasingly each column of \(fill_A(J)\).

**Definition 3.2.** Define a circular order \(\prec_i\) on \([n]\) starting at \(i\), by 

\[i \prec_i i + 1 \prec_i \ldots \prec_i n \prec_i 1 \prec_i \ldots \prec_i i - 1.\]

It is convenient to think of this order in terms of the numbers \(1, \ldots, n\) arranged on a circle clockwise. We make that convention that, whenever we write \(a < b < c < \ldots\), we refer to the circular order \(\prec\). Below is a criterion for the quantum Bruhat graph on the Weyl group \(W\), \(\mathrm{QBG}(W)\), in type \(A_{n-1}\) using these orders.

**Proposition 3.3.** [18] For \(1 \leq i < j \leq n\), we have an edge \(w \xrightarrow{(i,j)} w(i, j)\) in \(\mathrm{QBG}(W)\) if and only if there is no \(k\) such that \(i < k < j\) and \(w(i) \prec w(k) \prec w(j)\).

**Example 3.1.** Consider the dominant weight \(\lambda = 3\varepsilon_1 + 2\varepsilon_2 = \omega_1 + 2\omega_2\) in the root system \(A_2\), which corresponds to the Young diagram \(\begin{array}{c} \Box \end{array}\). The corresponding \(\lambda\)-chain is 

\[\Gamma = \Gamma_1 \Gamma_2 \Gamma_3 = \Gamma(2) \Gamma(2) \Gamma(1) = \{(2, 3), (1, 3)(2, 3), (3, 1)(2, 3), (3, 1)(2, 3)\} \}

Consider \(J = \{1, 2, 3, 5\}\), cf. the underlined roots, with \(T = \{(2, 3), (1, 3)(2, 3)(1, 2)\}\).

We write the permutations in Definition 2.6 as broken columns. Note that \(J\) is admissible since, based on Proposition 3.3, we have

\[
\begin{array}{cccccc}
1 & 2 & \prec & 3 & \prec & 2 \prec 1 \prec 2 \prec 1 \\
3 & 2 & \prec & 1 & \prec & 3 \prec 1 \prec 3 \prec 2
\end{array}
\]

where the symbols \(\prec\) and \(\prec\) signify Bruhat coverings as given in Section 2.1. By considering the top part of the last column in each segment, and by concatenating these columns left to right, we obtain \(fill_A(J) = \begin{array}{cccc}
2 & 2 & 1 \\
3 & 1
\end{array}\) and \(sfill_A(J) = \begin{array}{cccc}
2 & 1 & 1 \\
3 & 2
\end{array}\).

**Theorem 3.4.** [18] [19] The map \("sfill_A"\) is an affine crystal isomorphism between \(A(\lambda)\) and \(B^{\lambda} := B^{\lambda_1} \otimes B^{\lambda_2} \otimes \ldots\).
The proof of bijectivity is given in [18] by constructing an inverse map. We will now present the algorithm for constructing this map, as the corresponding construction in the other classical types is based on this algorithm.

3.2. The inverse map in type $A_{n-1}$. Consider $B^\lambda := B^\lambda_1 \otimes B^\lambda_2 \otimes \cdots = B(\omega_{\lambda_1}) \otimes B(\omega_{\lambda_2}) \otimes \cdots$. This is simply the set of column-strict fillings of the Young diagram $\lambda$ with integers in $[n]$. Fix a filling $b$ in $B^\lambda$ written as a concatenation of columns $b_1 \ldots b_{\lambda_1}$.

The algorithm for mapping $b$ to a sequence of roots $S \subset \Gamma$ consists of two sub-algorithms, which we call the Reorder algorithm (this reverses the ordering of columns $b_i$ from sort back to that of the corresponding column in the fill_A map) and the Path algorithm (this provides the corresponding path in the quantum Bruhat graph).

The Reorder algorithm (Algorithm 3.1) takes $b$ as input and outputs a filling $\text{ord}_A(b) = C$, a reordering of the column entries, based on the circle order given in Definition 3.2.

Algorithm 3.1. ("ord_A")

Let $C_1 := b_1$;

for $i$ from $2$ to $\lambda_1$ do

for $j$ from $1$ to $\lambda'_i$ do

let $C_i(j) := \min_{A_i \neq C_i(l)}(b_i \setminus \{C_i(1), \ldots, C_i(j-1)\})$

end do;

end do;

return $C := C_1 \ldots C_{\lambda_1}$.

Example 3.2. Algorithm 3.1 gives the filling $C$ from below.

$$b = \begin{array}{ccc}
3 & 2 & 1 \\
5 & 3 & 2 \\
6 & 4 & 4
\end{array} \xrightarrow{\text{ord}_A} \begin{array}{ccc}
3 & 3 & 4 \\
5 & 2 & 2 \\
6 & 4 & 1
\end{array} = C$$

The path algorithm (Algorithm 3.2) takes the reordered filling $C$ and outputs a sequence of roots $\text{Path}_A(C) = S \subset \Gamma$. Let $C_0$ be the increasing column filled with $1, 2, \ldots, n$.

Algorithm 3.2. ("Path_A")

for $i$ from $1$ to $\lambda_1$ do

let $S_i := \emptyset$, $A := C_{i-1}$;

for $(l, m)$ in $\Gamma_i$ do

if $A(l) \neq C_i(l)$ and $A(l) < A(m) < C_i(l)$ then let $S_i := S_i \cup \{(l, m)\}$ and $A := A(l, m)$;

end if;

end do;

end do;

return $S := S_1 \ldots S_{\lambda_1}$.

Example 3.3. Consider $b = \begin{array}{ccc}
1 & 1 & 2 \\
3 & 2 & 4
\end{array} \in B^{(3,2,1)}$, where $\lambda = \lambda' = (3, 2, 1)$ and $n = 4$. We have

$$\Gamma = \Gamma(3)\Gamma(2)\Gamma(1) = \{(3, 4), (2, 4), (1, 4)\}(2, 3), (2, 4), (1, 3), (1, 4)\}(1, 2), (1, 3), (1, 4)\}.$$ 

Notice that $\text{ord}_A(b) = b$, and that $\text{Path}_A \circ \text{ord}_A(b)$ outputs

$S = S_1S_2S_3 = \{(3, 4), (2, 4)\}(2, 3), (2, 4)\}(1, 2)\}$ via the following path in QBG(W):

$$\begin{array}{ccccccccc}
1 & 2 & 3 & 4 & 1 & 2 & 3 & 4 \\
\xrightarrow{(3,4)} & \xrightarrow{(2,4)} & \xrightarrow{(2,3)} & \xrightarrow{(2,4)} & \xrightarrow{(1,2)} & \\
\end{array}$$
Theorem 3.5. [18] If fill\_A(T) = C, then the output of the Greedy algorithm C \rightarrow S is such that S = T. Moreover, the map “Path\_A \circ ord\_A” is the inverse of “sfill\_A”.

3.3. The quantum alcove model and filling map in type \( C_n \). We start with the basic facts about the root system for type \( C_n \). We can identify the space \( h^*_R \) with \( V := \mathbb{R}^n \), with coordinate vectors \( \varepsilon_1, \ldots, \varepsilon_n \in V \). The root system is \( \Phi = \{ \pm \varepsilon_i \pm \varepsilon_j : i \neq j, 1 \leq i < j \leq n \} \cup \{ \pm 2 \varepsilon_i : 1 \leq i \leq n \} \).

The Weyl group \( W \) is the group of signed permutations \( B_n \), which acts on \( V \) by permuting the coordinates and changing their signs. A signed permutation is a bijection \( w \) from \( \mathbb{Z}^n \) to \( \mathbb{Z}^n \) which satisfies \( w(\bar{i}) = \bar{w(i)} \). Here, \( \bar{i} \) is viewed as \( -i \), so that \( \bar{i} = i \), and we can define \( |i| \) and \( \text{sign}(i) \in \{ \pm 1 \} \), for \( i \in \mathbb{Z}^n \). We will use the so-called window notation \( w = w(1)w(2) \ldots w(n) \). For simplicity, given \( 1 \leq i < j \leq n \), we denote by \( (i, j) \) the roots \( \varepsilon_i - \varepsilon_j \) and \( \varepsilon_i + \varepsilon_j \), respectively; the corresponding reflections, denoted in the same way, are identified with the composition of transpositions \( t_{ij}t_{\bar{i}j} \) and \( t_{ij}t_{\bar{i}j} \), respectively. Finally, we denote by \( (i, \bar{i}) \) the root \( 2\varepsilon_i \) and the corresponding reflection, identified with the transposition \( t_{ii} \).

We now consider the specialization of the quantum alcove model to type \( C_n \). For any \( k = 1, \ldots, n \), we have the following (split) \( \omega_k \)-chain, denoted by \( (\Gamma^i(k)) \Gamma^r(k) \) [18], where:

\[
\begin{align*}
\Gamma^i(k) := & \Gamma^{k} \ldots \Gamma^{k}, \quad \Gamma^r(k) := \Gamma^{k} \ldots \Gamma^{2}, \\
\Gamma^{ki} := & \left( (i, k + 1), (i, k + 2), \ldots, (i, n), \\
& (i, \bar{i}), \\
& (i, \bar{n}), \ldots, (i, k + 1), \\
& (i, \bar{i} - 2), \ldots, (i, \bar{1}) \right), \\
\Gamma^i := & \left( (i, \bar{i} - 1), (i, \bar{i} - 2), \ldots, (i, \bar{1}) \right).
\end{align*}
\]

We refer to the four rows above in \( \Gamma^{ki} \) as stages I, II, III, and IV respectively. We can construct a \( \lambda \)-chain as a concatenation \( \Gamma := \Gamma^i(\lambda_1) \Gamma^r(\lambda_1) \Gamma^i(\lambda_2) \Gamma^r(\lambda_2) \), where \( \Gamma^i := \Gamma^i(\lambda_i) \) and \( \Gamma^r := \Gamma^r(\lambda_i) \). We will use interchangeably the set of positions \( J \) in the \( \omega \)-chain \( \Gamma \) and the sequence of roots \( T \) in \( \Gamma \) in those positions, which we call a folding sequence. The factorization of \( \Gamma \) with factors \( \Gamma^i, \Gamma^r \) induces a factorization of \( T \) with factors \( T^i, T^r \). We define the circle order \( \prec_\lambda \) in a similar way to Definition 3.2 but on the set \( \mathbb{Z}^n \). Below is a criterion for QBG(\( W \)) in type \( C_n \), analogous to Proposition 3.3.

Proposition 3.6. [18] The quantum Bruhat graph of type \( C_n \) has the following edges:

1. given \( 1 \leq i < j \leq n \), we have an edge \( \overset{(i,j)}{w} \rightarrow (i,j) \) if and only if there is no \( k \) such that \( i < k < j \) and \( w(i) < w(k) < w(j) \);

2. given \( 1 \leq i < j \leq n \), we have an edge \( \overset{(ij)}{w} \rightarrow (i,j) \) if and only if \( w(i) < w(j) \), \( \text{sign}(w(j)) = \text{sign}(w(\bar{j})) \), and there is no \( k \) such that \( i < k < j \) and \( w(i) < w(k) < w(\bar{j}) \);

3. given \( 1 \leq i \leq n \), we have an edge \( \overset{(i\bar{i})}{w} \rightarrow (i, \bar{i}) \) if and only if there is no \( k \) such that \( i < k < \tau \) (or equivalently, \( i < k \leq n \)) and \( w(i) < w(k) < \tau \).

Definition 3.7. Given a folding sequence \( T \), we consider the signed permutations \( \pi^i := T^i_1T^i_1 \ldots T^i_{i-1}T^i_{i-1}T^i_1 \), \( \pi^r := \pi^i \pi^r \). Then the filling map is the map “fill\_C” from folding sequences \( T \) in \( A(\lambda) \) to fillings fill\_C(T) = \( C^i_1C^i_1 \ldots C^i_{\lambda_1}C^r_{\lambda_1} \) of the shape \( 2\lambda \), which are viewed as concatenations of columns; here \( C^i_i := \pi^i_1[1, \lambda_i] \) and \( C^r_i := \pi^r_1[1, \lambda_i] \), for \( i = 1, \ldots, \lambda_1 \). We then define sfill\_C : \( A(\lambda) \rightarrow B^{\lambda} \) to be the composition “sort \circ fill\_C”, where “sort” reorders the entries of each column increasingly; here we represent a KR crystal \( B^{\lambda} \) as a split (also known as doubled) \( K \)N column of height \( r \), see Section 3.4.

Theorem 3.8. [18] [19] The map “sfill\_C” is an affine crystal isomorphism between \( A(\lambda) \) and \( B^{\lambda} \).
3.4. The inverse map in type $C_n$. Recall from the construction of the filling map in type $A_{n-1}$ that we treated the columns of a filling as initial segments of permutations. However, the KN columns of type $C_n$ allow for both $i$ and $\overline{i}$ to appear as entries in such a column. In order to pursue the analogy with type $A_{n-1}$, cf. Definition 3.7, we need to replace a KN column with its split version, i.e., two columns of the same height as the initial column. The splitting procedure, described below, gives an equivalent definition of KN columns, see Section 2.2.

**Definition 3.9.** Let $C$ be a column and $I = \{z_1 > \ldots > z_r\}$ be the set of unbarred letters $z$ such that the pair $(z, \overline{z})$ occurs in $C$. The column $C$ can be split when there exists a set of $r$ unbarred letters $J = \{t_1 > \ldots > t_r\} \subset \{1, \ldots, n\}$ such that $t_1$ is the greatest letter in $\{1, \ldots, n\}$ satisfying: $t_1 < z_1, t_1 \notin C$, and $\overline{t_1} \notin C$, and for $i = 2, \ldots, r$, the letter $t_i$ is the greatest value in $\{1, \ldots, n\}$ satisfying $t_i < \min(t_{i-1}, z_i), t_i \notin C$, and $\overline{t_i} \notin C$. In this case we write:

1. $rC$ for the column obtained by changing $\overline{z}_i$ into $\overline{t}_i$ in $C$ for each letter $z_i \in I$, and by reordering if necessary,
2. $lC$ for the column obtained by changing $z_i$ into $t_i$ in $C$ for each letter $z_i \in I$, and by reordering if necessary.

The pair $(lC, rC)$ is then called a split (or doubled) column.

Given our fixed dominant weight $\lambda$, an element $b$ of $B^\lambda$ can be viewed as a concatenation of KN columns $b_1 \ldots b_{\lambda_1}$, with $b_i$ of height $\lambda_i$. Let $b' := b'_1 b'_2 \ldots b'_{\lambda_1} b'_{\lambda_1}$ be the associated filling of the shape $2\lambda$, where $(b'_i, b'_{i+1}) := (lb_i, rb_i)$ is the splitting of the KN column $b_i$.

The algorithm for mapping $b'$ to a sequence of roots $S \subset \Gamma$ is similar to the type $A_{n-1}$ one. The Reorder algorithm “ord.C” for type $C_n$ is the obvious extension from type $A_{n-1}$. The path algorithm “Path.C" is also similar to its type $A_{n-1}$ counterpart, but merits discussion. Recall that an $\omega_k$-chain in type $C_n$ factors as $\Gamma'(k)\Gamma'(k)$. While the path algorithm parses through $\Gamma'(k)$, it outputs a chain from the previous right column to the current left column reordered. While the path algorithm parses through $\Gamma'(k)$, it outputs a chain between the current left and right columns, both reordered.

**Theorem 3.10.** The map “Path.C \circ ord.C \circ split.C" is the inverse of the type $C_n$ “sfill.C" map.

4. The bijection in type $B_n$

We now move to the main content of this paper: extending the work done in types $A_{n-1}$ and $C_n$ to both types $B_n$ and $D_n$. The filling map naturally extends to all classical types, however the corresponding inverse maps become more interesting as we progress to type $B_n$, and further still with type $D_n$. The changes in the inverse maps are direct consequences of differences between the corresponding structure of the KN columns, as well as differences in the quantum Bruhat graphs.

4.1. The type $B_n$ Kirillov-Reshetikhin crystals. We begin by recalling the basic facts of the type $B_n$ root system. Similar to type $C_n$, we can identify the space $\mathfrak{h}_R^*$ with $V := \mathbb{R}^n$, with coordinate vectors $\varepsilon_1, \ldots, \varepsilon_n \in V$. The root system is $\Phi = \{\pm \varepsilon_i \pm \varepsilon_j : i \neq j, 1 \leq i < j \leq n\} \cup \{\pm \varepsilon_i : 1 \leq i \leq n\}$.

The Weyl group $W$ is the group of signed permutations $B_n$, which acts on $V$ by permuting the coordinates and changing their signs. We again note that a signed permutation is a bijection $w$ from $[\overline{n}] := \{1 < 2 < \ldots < n < \overline{n} < \overline{n-1} < \ldots < 1\}$ to $[\overline{n}]$ which satisfies $w(\overline{i}) = \overline{w(i)}$. Here, $\overline{i}$ is viewed as $-i$, so that $\overline{i} = i$, and we can define $|i|$ and $\text{sign}(i) \in \{\pm 1\}$, for $i \in [\overline{n}]$ in the obvious way. We will use the so-called window notation $w = w(1)w(2)\ldots w(n)$. For simplicity, given $1 \leq i < j \leq n$, we denote by $(i, j)$ and $(i, \overline{j})$ the roots $\varepsilon_i - \varepsilon_j$ and $\varepsilon_i + \varepsilon_j$, respectively; the corresponding reflections, denoted in the same way, are identified with the composition of transpositions $t_{ij}t_{\overline{ij}}$ and $t_{ij}t_{\overline{ij}}$, respectively.
where each $B^{r,1}$ is a column shape type $B_n$ Kirillov-Reshitikhin crystal. When viewed as a classical type crystal, we have

$$B^{r,1} = B(\omega_r) \sqcup B(\omega_{r-2}) \sqcup B(\omega_{r-4}) \sqcup \ldots$$

where, as before, the elements of the set $B(\omega_k)$ are given by KN columns of height $k$. As in type $C_n$, the KN columns in type $B_n$ are allowed to contain both $i$ and $\tau$ values; they may also contain the value 0. This is addressed in the type $B_n$ splitting algorithm “split $B$” by adding the 0 values in the column to the set $I$ (see Definition 3.9), and then by proceeding as in type $C_n$ [15]. As it was in Type $C_n$, it will be useful to realize the tensor factors $B^{k,1}$ in terms of split columns of height $k$.

**4.2. The quantum alcove model and filling map in type $B_n$.** We now consider the specialization of the quantum alcove model to type $B_n$. For any $k = 1, \ldots, n$, we define the following (split) $\omega_k$-chain, denoted by $\Gamma^\ell(k)\Gamma^r(k)$ [18], similarly to type $C_n$ where:

\[
\Gamma^\ell(k) := \Gamma^k \ldots \Gamma^{k_1}, \quad \Gamma^r(k) := \Gamma^k \ldots \Gamma^2,
\]

\[
\Gamma^{k_i} := ((i,k+1), (i,k+2), \ldots, (i,n), (i,\tau), (i,\bar{n}), (i,\bar{n}-1), \ldots, (i,k+1), (i,i-1), (i,i-2), \ldots, (i,\bar{1})),
\]

\[
\Gamma^i := ((i,i-1), (i,i-2), \ldots, (i,\bar{1})).
\]

We will continue to refer to the four rows above in $\Gamma^{k_i}$ as stages I, II, III, and IV respectively (c.f. Figure 2). We can construct a $\lambda$-chain as a concatenation $\Gamma := \Gamma^1_{\ell} \Gamma^2_{\ell} \ldots \Gamma^r_{\ell} \Gamma^r_{i}$, where $\Gamma^i_{\ell} := \Gamma^\ell(\lambda^i)$ and $\Gamma^i := \Gamma^r(\lambda^i)$. We will use interchangeably the set of positions $J$ in the $\lambda$-chain $\Gamma$ and the sequence of roots $T$ in $\Gamma$ in those positions, which we call a folding sequence. The factorization of $\Gamma$ with factors $\Gamma^i_{\ell}, \Gamma^i$ induces a factorization of $T$ with factors $T_i^\ell, T_i^r$. We use the same circle order $\prec_a$ on the set $[\bar{n}]$ as the one in type $C_n$.

The following are conditions on the quantum Bruhat graph of type $B_n$.

**Proposition 4.1.** [1] The quantum Bruhat graph of type $B_n$ has the following edges.

1. Given $1 \leq i < j \leq n$, we have an edge $w \xrightarrow{(i,j)} w(i,j)$ if and only if there is no $k$ such that $i < k < j$ and $w(i) \prec w(k) \prec w(j)$.

2. Given $1 \leq i < j \leq n$, we have an edge $w \xrightarrow{(i,\bar{j})} w(i,\bar{j})$ if and only if one of the following conditions holds:
   (a) $w(i) < w(\bar{j})$, $\text{sign}(w(i)) = \text{sign}(w(\bar{j}))$, and there is no $k$ such that $i < k < \bar{j}$ and $w(i) < w(k) < w(\bar{j})$;
   (b) $\text{sign}(w(i)) = -1$, $\text{sign}(w(\bar{j})) = 1$, and there is no $k$ such that $i < k \neq j < \bar{j}$ and $w(i) < w(k) < w(\bar{j})$.

3. Given $1 \leq i \leq n$, we have an edge $w \xrightarrow{(i,\bar{i})} w(i,\bar{i})$ if and only if:
   (a) $w(i) < w(\bar{i})$ and there is no $k$ such that $i < k \neq \bar{i}$ and $w(i) < w(k) < w(\bar{i})$;
   (b) or $w(\bar{i}) < w(i)$ and $i = n$. 

Note that there are two major differences from the type $C_n$ quantum Bruhat graph criterion.

1. Since the root $(n, \pi)$ is not in $\Gamma(k)$ for any $k < n$, we will never have the case 3b. This means that we lose the ability to apply the transposition $t_{i\overline{i}}$ when $w(\overline{i}) < w(i)$.

2. In return, we gain some extra transpositions through 2b, as there are now cases where the quantum Bruhat graph criterion allows for an arrow $(i, j)$ when $w(i) > w(j)$.

We now provide a description of the filling map in type $B_n$. Note that it is the natural extension from type $C_n$.

**Definition 4.2.** Given a folding sequence $T$, we consider the signed permutations $\pi_1^i := T_1^i T_{i-1}^i \ldots T_{i-k}^i T_i^i$, $\pi^i_i := \pi_i^i T_i^i$. Then the filling map is the map “fill $B$” from folding sequences $T$ in $A(\lambda)$ to fillings $\text{fill}_B(T) = C_1^i C_1^{i'} \ldots C_1^{\lambda_1}$ of the shape $2\lambda$, which are viewed as concatenations of columns; here $C_i^i := \pi_i^i[1, \lambda_i]$ and $C_i^i := \pi_i^i[1, \lambda_i^i]$, for $i = 1, \ldots, \lambda_1$. We then define $\text{fill}_B : A(\lambda) \rightarrow B^{\lambda^\prime}$ to be the composition “sort $\circ$ fill $B$”, where “sort” reorders the entries of each column increasingly; here we represent a KR crystal $B^{k,1}$ as a split (also known as doubled) $KN$ column of height $k$, see Section 4.1.

4.3. The type $B_n$ inverse map. The main process remains similar to that of the type $C_n$ inverse map. However, the differences in the type $B_n$ quantum Bruhat graph, $B^{r,1}$ Kirillov-Reshetikhin crystals, and $KN$ columns add key new features. The fact that type $B_n$ columns can contain the value 0 was acknowledged in Section 4.1 with the revised algorithm split $B$. We now address the difficulties associated to the QBG criterion and KR crystals.

Recall that the KR crystals of column shape can be written as $B^{k,1} \cong B(\omega_k) \sqcup B(\omega_{k-2}) \sqcup B(\omega_{k-4}) \sqcup \ldots$ where the elements of the set $B(\omega_r)$ are given by $KN$ columns of height $r$. This means that each $B^{k,1}$ contains columns of height less than $k$. We need to extend them to full height $k$ so that the transpositions of the corresponding $\Gamma^l(k)\Gamma^r(k)$ may be correctly applied. The respective algorithm “extend” is given below.

**Algorithm 4.1.** [1] Given a split column $(lC, rC)$ of length $1 \leq r < n$ and $r \leq k < n$, append $\{\overline{t_1} < \ldots < \overline{t}_{r-k}\}$ to $lC$ and $\{i_1 < \ldots < i_{r-k}\}$ to $rC$, where $i_1$ is the minimal value in $[\pi]$ such that $i_1, \overline{t_1} \notin lC, rC$, and $i_t$ for $2 \leq t \leq r - k$ is minimum value in $[\pi]$ such that $i_t, \overline{t_t} \notin lC, rC$ and $i_t > i_{t-1}$. Sort the extended columns increasingly. Let $(\hat{l}C, \hat{r}C)$ be the extended split column.

**Example 4.1.** The following is a $KN$ column $C$ of type $B_8$ with its split columns and then extended columns to a height of 6.
Recall the type $B_n$ quantum Bruhat graph criterion (cf. Proposition $4.1$). The main differences from the type $C_n$ QBG are the loss of the ability to change negative to positive entries with the stage II roots, $(i,7)$, but gaining the ability to change negative to positive entries with the stage IV roots, $(i,7)$. At first glance, this does not seem to hinder the path algorithm $Path.C$ from Section $3.4$ if such a sign change is necessary, it is merely postponed. However, while the $(i,7)$ root only changes the sign in position $i$, the $(i,3)$ root changes the sign in position $j$ as well. The subtle difference in the quantum Bruhat criterion makes both the reorder and path algorithms from type $C_n$ fail in type $B_n$. We discuss two modifications to these algorithms, which depend on a certain pattern avoidance in two adjacent columns.

**Remark 4.3.** In types $A_{n-1}$ and $C_n$, the algorithm for forming the correct sequence of roots followed the rule that for the current word, $w$, and the root $(i,j)$, if $w(i) < wt_{ij}(i) \leq C(i)$, then add the root to the sequence, and otherwise do not and proceed. We will call a transposition following the above inequality a $Path.C$ transposition. Further, if $w(i) < C'(i) < wt_{ij}(i)$, we will say that the transposition passes the target (in row $i$). The original path algorithm has two underlying rules: one, we never apply a root which forces us to pass the target, and two, we always use a $Path.C$ root. In type $B_n$ (and, as we will later see, in type $D_n$ as well) there are exceptions to these two rules. Both exceptions come directly from the need to avoid the following pattern in two adjacent columns.

**Definition 4.4.** We say that columns $C = (l_1, l_2, \ldots, l_k)$ and $C' = (r_1, r_2, \ldots, r_k)$ are blocked off at $i$ by $b := r_i$ if and only if the following hold:

1. $|l_i| \leq b < n$, where $|l_i| = b$ if and only if $l_i = \bar{b}$;
2. $\{1, 2, \ldots, b\} \subset \{l_1, l_2, \ldots, l_i\}$ and $\{1, 2, \ldots, b\} \subset \{r_1, r_2, \ldots, r_i\}$;
3. $|\{j : 1 \leq j \leq i, l_j < 0, r_j > 0\}|$ is odd.

**Example 4.2.** The following columns $CC'$ of height $5$ with entries from $[8]$ are blocked-off at $4$ by $3$:

\[
\begin{array}{cccc}
1 & 1 & 4 & 5 \\
\bar{5} & \bar{2} & \bar{3} & \bar{8} \\
\end{array}
\]

We will find that if two columns (of length $k$) are blocked off at any $i \in [k-1]$, there will be no corresponding path in the quantum Bruhat graph between the columns. Therefore, given two columns $C$ and $C'$, we must not only avoid this pattern in the reordering of column $C'$, but also make sure that at any point in the application of roots in $T$, we never force the current column to be blocked off with $C'$ at any $i \in [k-1]$ either. The latter part will give way to the $Path.B$ algorithm.

We now define the type $B_n$ versions of the reorder and path algorithms. Let $b := b_1 b_1' \ldots b_k b_k' = b_1 \ldots b_{2\lambda_1}$ be extended split columns indexing a vertex of the crystal $B_{\lambda^T}$ of type $B_n$. Similarly, let $\Gamma := \Gamma_1 \Gamma_1' \ldots \Gamma_{\lambda_1} \Gamma_{\lambda_1}' = \Gamma_1 \ldots \Gamma_{2\lambda_1}$. Algorithm $4.2$ takes $b, \Gamma$ as input and returns a reordered filling $C$ of a Young diagram of shape $2\lambda$. 

\[
\begin{array}{ccc}
5 & 0 & 8 \\
\bar{5} & 8 & \bar{5} \\
\end{array}
\]

\[
\begin{array}{ccc}
4 & 5 & 7 \\
8 & 7 & \bar{5} \\
\end{array}
\]

\[
\begin{array}{ccc}
4 & 5 & 8 \\
\bar{7} & \bar{8} & \bar{1} \\
\end{array}
\]
Algorithm 4.2. (“ord\_B”)  
let $C_1 := b_1$;  
for $i$ from 2 to $2\lambda_1$ do  
for $j$ from 1 to $\lambda'_i - 1$ do  
let $C_i(j) := \min_{<_{C_i-1}(j)}(b_i \setminus \{C_i(1), \ldots, C_i(j - 1)\})$ so that $C_{i-1}, C_i$ not blocked off at $j$  
end do;  
let $C_i(\lambda'_i) := \min_{<_{C_i-1}(j)}(b_i \setminus \{C_i(1), \ldots, C_i(\lambda'_i - 1)\})$  
end do;  
return $C := C_1 \ldots C_{2\lambda_1} = C_1^l C_1^r \ldots C_{\lambda_1}^l C_{\lambda_1}^r$.

Example 4.3. Algorithm 4.2 gives the filling $C$ from $b$ below. Note that Algorithm 3.1 would have paired the 3 with the 3 in the 4th row. However, this would cause the two columns to be blocked off at 4 by 3, so the modified algorithm skips to the next value and pairs the 8 with the 3 instead.

$$b = \begin{array}{cccc} 1 & 1 & \ord_B & 1 \\ 4 & 3 & 7 & 5 \\ 3 & 8 & 5 & 2 \end{array} = C$$

The “Path\_B” algorithm (Algorithm 4.3) takes the reordered, extended, split filling $C = C_1 \ldots C_{2\lambda_1}$ given by Algorithm 4.2 and outputs a sequence of roots $\text{Path}\_B(C) = S \subseteq \Gamma$. We define $C_0$ to be the increasing column filled with 1, 2, \ldots, $n$. Note that the major difference between the Path\_B and Path\_C algorithms is the addition of blocked-off avoidance.

Algorithm 4.3. (“Path\_B”)  
for $i$ from 1 to $2\lambda_1$ do  
let $S_i := \emptyset$, $A := C_{i-1}$;  
for $(l, m)$ in $\Gamma_i$ do  
if $(l, m) = (i, i + 1)$ and $A, C_i$ are blocked off at $i$ by $C_i(i)$, then let $S_i := S_i, (i, i + 1)$, $A := A(i, i + 1)$;  
elsif $A(l) \neq C_i(l)$ and $A(l) < A(m) < C_i(l)$ and $A(l, m)$, $C_i$ not blocked off at $l$ by $C_i(l)$, then let $S_i := S_i, (l, m)$, $A := A(l, m)$;  
end if;  
end do;  
return $S := S_1 \ldots S_{2\lambda_1} = S_1^l S_1^r \ldots S_{\lambda_1}^l S_{\lambda_1}^r$.

Example 4.4. Consider the crystal $B^{(2,2)}$ of type $B_3$. Then $\lambda = (2, 2)$ and $\Gamma = \Gamma(2)\Gamma(2)$. Suppose that we have $\tilde{C}_1 = \begin{array}{cc} 3 \\ 2 \\ 1 \end{array}$ and $\tilde{C}_2 = \begin{array}{cc} 1 \\ 3 \\ 2 \end{array}$. Algorithm 4.3 produces the following subset of $\Gamma'(2) = \{(2, 3), (2, \overline{3}), (2, 3), (2, \overline{1}), (1, 3), (1, \overline{1}), (1, \overline{3})\}$:

$$\begin{array}{c|c|c|c|c|c} 3 & (2, 3) & 3 & (2, 3) & 2 & 1 \\ \hline 2 & 1 & 3 & 2 & 3 & 2 \\ \hline 1 & \overline{7} & \overline{1} & \overline{1} & \overline{2} \end{array}$$

Notice that Algorithm 3.2 would have called for the use of (1, 3) instead of (1, 3). This would have caused the resulting word to be blocked off with $\tilde{C}_2$ at 1 by 1 and thus the natural extension of algorithm Path\_C to type $B_n$ would not have terminated correctly.

Theorem 4.5. The map “path\_B \circ ord\_B \circ extend \circ split\_B” is the inverse of the type $B_n$ “sfill\_B” map.
The proof of Theorem 4.5 is based off of the following proposition. First we consider the following conditions on a pair of adjacent columns $CC'$ in a filling of a Young diagram.

**Conditions 4.6.** For any pair of indices $1 \leq i < l \leq k$,

1. $C(i) \neq C'(l)$
2. $C(i) \prec C'(l) \prec C'(i)$ only if the columns $C$ and $C't_{il}$ are blocked off at $i$ by $C'(l)$
3. $CC'$ are not blocked off at $i$ by $C'[i]$ for any $1 \leq i < k$

**Remark 4.7.** Let $b$ be a filling in $B_\lambda$, represented with split columns (as a filling of the shape $2\lambda$). Then Algorithm 4.12 constructs the unique filling $\sigma$ satisfying the following conditions: (i) the first column of $\sigma$ (of height $\lambda'_1$) is increasing, (ii) the adjacent columns of $\sigma$ satisfy Conditions 4.6, and (iii) $\text{sort}(\sigma) = b$.

**Proposition 4.8.** The restriction of the filling map "fill $B''$ to $A(\lambda)$ is injective. The image of this restriction consists of all fillings $C^1_1C^1_2 \cdots C^\lambda_iC^\lambda_j$ of the shape $2\lambda$ with integers in $[\pi]$ satisfying the following conditions: (i) $C^1_1$ is increasing; (ii) $(\text{ord}_{B}(C^1_1), \text{ord}_{B}(C^\lambda_i)) = (lD^1, rD^j)$ for some KN column $D^j$, for all $j$; (iii) any two adjacent columns satisfy Conditions 4.6.

The proof of Proposition 4.8 is based on the following two results, which will be proved in Sections 5 and 6 respectively.

**Proposition 4.9.** Consider a signed permutation $u$ in $B_n$, the column $C := u[1,k]$, and another column $CC'$ of height $k$. The pair of columns $CC'$ satisfies Conditions 4.6 if and only if there is a path $u = u_0, u_1, \ldots, u_p = v$ in the corresponding quantum Bruhat graph such that $v[1,k] = C'$ and the edge labels form a subsequence of $\Gamma_1(k)$. Moreover, the mentioned path is unique, and we have

$$C(i) = u_0(i) \preceq u_1(i) \preceq \ldots \preceq u_p(i) = C'(i), \text{ for } i = 1, \ldots, k.$$ 

To prove Proposition 4.9, we will first determine the necessary conditions for a path in the quantum Bruhat graph to exist and then construct a path using a more detailed version of Algorithm 4.3.

**Proposition 4.10.** Consider a signed permutation $u$ in $B_n$, the column $C := u[1,k]$, and another column $CC'$ of height $k$. The pair of columns $CC'$ satisfy Conditions 4.6 and $(\text{mod}_{\text{ord}}(C), \text{mod}_{\text{ord}}(C')) = (rD, lD)$ for some KN column $D$ if and only if there is a path $u = u_0, u_1, \ldots, u_p = v$ in the corresponding quantum Bruhat graph such that $v[1,k] = C'$ and the edge labels form a subsequence of $\Gamma_1(k)$. Moreover, the mentioned path is unique and, for each $i = 1, \ldots, k$, we have the following weakly increasing sequence:

$$C(i) = u_0(i) \preceq u_1(i) \preceq \ldots \preceq u_p(i) = C'(i).$$

To prove Proposition 4.10, we will first classify the split, extended and reordered KN columns, and then show that the resulting columns are exactly the necessary conditions for constructing a path in the quantum Bruhat graph.

**Proof.** (of Proposition 4.8) Consider a filling $\sigma = C^1_1C^1_2 \cdots C^\lambda_iC^\lambda_j$ satisfying conditions (i)-(iii), and let $u$ be the identity permutation. Apply Proposition 4.9 to $u$ and the column $C^1_1$; then set $u$ to the output signed permutation $v$, and apply Proposition 4.10 to $u$ and the column $C^1_1$. Continue in the way, by considering the columns $C^2_1, C^2_2, \ldots, C^\lambda_i, C^\lambda_j$, while each time setting $u$ to be the previously obtained $v$. This procedure constructs the unique folding pair $(w, T)$ mapped to $\sigma$ by the filling map $\text{fill } B$. Vice versa, a similar application of the two propositions shows that any filling in the image of $\text{fill } B$ satisfies conditions (i)-(iii).

**Proof.** (of Theorem 4.5) This is now immediate, based on Remark 4.7 and Proposition 4.8.
5. Proof of Proposition 4.9

5.1. Necessary conditions for reordered columns. Let $C$ and $C'$ be two columns of height $k$ with entries from $[\pi]$ where each column cannot contain both $i$ and $\pi$ for $1 \leq i \leq n$. Recall Algorithm 4.2 (the type $B_n$ reorder algorithm) and note that for each such pair of columns, it reorders the second based on the first in a way that is consistent with Conditions 4.6. In this section, we show that the first two parts of Conditions 4.6 are necessary for the existence of a path between the two columns in the quantum Bruhat graph. The necessity for the third condition will be realized in Section 5.3.

We begin by recalling Conditions 4.6 on adjacent columns $CC'$ where we now write the second condition in an equivalent way which will be more beneficial in this section.

For any pair of indices $1 \leq i < l \leq k$,

1. $C(i) \neq C'(l)$
2. the statement $C(i) \prec C'(l) < C'(i)$ is false unless the following are true.
   
   (a) $\{1, 2, \ldots, |C'(l)|\} \subseteq \{C(j)\}_{1 \leq j \leq i}$ and $\{1, 2, \ldots, |C'(l)|-1\} \subseteq \{C'(j)\}_{1 \leq j \leq i-1}$
   
   (b) $C'(l) > 0$ and $|C(i)| \leq C'(l)$ with equality iff $C(i) = C'(l)$,
   
   (c) and $p'$ is odd, where $p = \#\{j : 1 \leq j < i-1, C(j) < 0, C'(j) > 0\}$ and $p' = p + 1$ if $C(i) < 0$ and $p' = p$ otherwise.
3. $C, C'$ are not blocked off at $i$ by $C'[i]$ for any $1 \leq i < k$

The following lemma will show that for a given path in the quantum Bruhat graph, the only possible transposition in $T_i$ that can pass the target value $C'(i)$ is $(k, k+1)$. It also gives us the monotonicity of the values in position $i$ during the application of transpositions of $T_i$.

Lemma 5.1. For $T_i = (i, j_1)(i, j_2) \ldots (i, j_q)$, some $1 \leq i \leq k$, let $u_0 := \pi_{i+1}$ and $u_r := \pi_{i+1}t_{ij_1}t_{ij_2} \ldots t_{ij_r}$ for $1 \leq r \leq q$. Then $u_r(i) \prec u_{r+1}(i) \preceq C'(i)$ for $r = 1, \ldots, q-1$, while for $r = 0$ this fails only if $(i, j_1) = (k, k+1)$.

Proof. Suppose that there is some $0 \leq r < q - 1$ such that $u_r(i) \prec C'(i) \prec u_{r+1}(i)$. We first show that this cannot happen during the application of transpositions in $T_i$ for $i < k$ and then we show that it can only happen for $j_1 = k + 1$ in $T_k$.

Let $i < k$. Then if we have $u_r(i) \prec C'(i) \prec u_{r+1}(i)$, the QBG criterion then gives that

$$u_r(i) \prec C'(i) \prec u_{r+1}(i) \preceq u_r(k) = C'(k) < u_r(i).$$

Therefore some transposition $(i, j_r)$, for $r + 1 < r' \leq q$ will transpose over the value $C'(k)$, breaking the QBG criterion.

Now let $i = k$. Consider the case where $j_{r+1} \neq k + 1$. We will show that $u_r(i) \prec C'(i) \preceq u_{r+1}(i)$ cannot occur and the result follows. We break into two cases: when $j_{r+1} \neq k + 1$ and when $j_{r+1} = k + 1$.

Case 1: consider when $j_{r+1} \neq k + 1$. Then by the QBG criterion, we have

$$u_r(k) \prec C'(k) \prec u_{r+1}(k) \preceq u_r(k+1) < u_r(k).$$

However, the only way to transpose over the value in position $k + 1$ is with the root $(k, k + 1)$, after which there is no longer a root which can transpose over the root in position $j_r$.

Case 2: consider when $j_{r+1} = k + 1$. Then there is still the conflict of transposing over the value in position $j_r$. Indeed, this could only be done with a Stage III transposition, of which $(k, k + 1)$ is the last.

Therefore the only possible transposition where passing the target value $C'(i)$ can possibly occur is with the root $(k, k + 1)$. 

\[ \square \]
The next lemma shows us that if we have two columns $CC'$ satisfying Condition 2, we know exactly where in the application of roots in $T$ the current word’s value in position $i$ becomes greater than $C'(l)$ in the circle order starting at $C(i)$.

**Lemma 5.2.** Let $CC'$ be a pair of columns such that $a := C(i) < b := C'(l) < c := C'(i)$ for some $1 \leq i < l \leq k$. Then the reflection $(l, \pi)$ is in $T_i$. Furthermore, if $w$ is the word immediately prior to the application of $(l, \pi)$, then we have that $w(i) < C'(l) < C'(i)$ and $C'(l) < wt_{l, \pi}(i) < C'(i)$.

**Proof.** Let us assume that we have $a := C(i) < b := C'(l) < c := C'(i)$ for some $1 \leq i < l \leq k$. We first show that there is a root with the said properties and then show that this root is exactly the root $(l, \pi)$.

First, note that we cannot have $C_l(i) \leq b < c$, otherwise the entry in position $i$ of the signed permutation would then change from $C_l(i)$ to $C'(i)$ via reflections in $T_{l-1}T_{l-2} \ldots T_1$. One of these reflections would then transpose entries across $b$, violating the quantum Bruhat graph criterion. It must then be that $b < C_l(i) \leq c$. This means that at some point in the process of applying to $u$ the reflections in $T_k, T_{k-1}, \ldots, T_1$, we apply to the current signed permutation $w$ a reflection $(i, \overline{m})$ such that $a < a' := w(i) < b < c' := w(\overline{m}) < c$. Let $(i_0, \overline{m}), \ldots, (i_p, \overline{m})$ be the segment of $T_m$ starting with $(i, \overline{m})$ and consisting of roots $(-, \overline{m})$, where $i = i_0 > i_1 > \ldots > i_p \geq 1$. Let $a_r := w(i_r)$ for $0 \leq r \leq p$.

We now show that $(i, \overline{m})$ is our desired root, or equivalently, that $m = l$. Since $wt_{i, \overline{m}}t_{i_1, \overline{m}} \ldots t_{i_p, \overline{m}} = \pi_m$, the quantum Bruhat criterion gives that $\pi_m[i_p, \overline{m}]$ cannot have any entries between $a_p$ and $c'$ except maybe $\overline{a_p}$ in the $m$th position of $C_m$. It now follows that since $i_p \leq i < l \leq m < \overline{m}$, we cannot have $a_p < C_m(l) < c'$ unless $m = l$ where $C_m(m) = \overline{a_p}$. Suppose that $m \neq l$. Then $C_m(l) < a_p < c'$. Note that by Lemma 5.1 $\overline{a} < \overline{a'} = \overline{a_0} < \overline{a_1} < \ldots < \overline{a_p}$. This gives us that $a_p < a' < c'$ and so $C_m(l) < a_p < a' < b < c'$. Since $C'(l) = b$, there would then have to be some transposition in $T_{m-1}, \ldots, T_1$ which would transpose two values over $a_p$ in position $\overline{m}$. This contradicts the quantum Bruhat criterion, and so it must have been that $\overline{a_p} = b$ and $m = l$. \hfill $\Box$

**Example 5.1.** Consider the following quantum Bruhat graph path in $B_8$. Here we have $u[1,6]$ and $v[1,6]$ follow the proposed reorder criterion. Note that $u[4] < v[6] < v[4]$ and that $u[1,6], vt_{4,6}[1,6]$ is blocked off at 4 by 3. We see not only that $t_{6,7}$ is indeed in the path, but also that while $w[4] < v[6] < v[4]$ the next transposition gives $wt_{6,7}[4] < v[4] < v[6]$.

![Graph Path](image)

**Remark 5.3.** Let $CC'$ be a pair of columns such that $a := C(i) < b := C'(l) < c := C'(i)$ for some $1 \leq i < l \leq k$. We claim that $\{1,2,\ldots,|b| - 1\} \subseteq \{|C_m[j]|\}_{1 \leq j \leq i}$ and $\{1,2,\ldots,|b| - 1\} \subseteq \{|C_{m+1}[j]|\}_{1 \leq j \leq i}$. For the first, recall from the proof of Lemma 5.2 that there cannot be any values between $b$ and $c'$ in $\pi_m[i, \overline{m}]$. The same proof gave way to inequalities which tell us that $|b| < |c'|$. This means that there cannot be any values between $b$ and $c'$ in $\pi_m[i, \overline{m}]$. Since $i < m$, we have that there cannot be any values between $\overline{b}$ and $\overline{b}$ in $\pi_m[i, \overline{m}]$. The first claim then follows. For the second, notice that the only difference between the content of $C_{m+1}[1, i]$ and $C_m[i, i - 1]$ is the loss of $a_p = \overline{b}$.
The following Lemma will be used for showing the necessity of Condition 2c.

**Lemma 5.4.** Suppose that there is \( 1 \leq i < l \leq k \) such that \( C(i) < C'(l) < C'(i) \), and Conditions 2a,b are met. Then for all \( 1 \leq j \leq i - 1 \), if \( C(j), C'(j) > 0 \), then \( C(j) < C'(j) \).

**Proof.** Suppose that for such a \( j \), there is an \( r \in \{1, \ldots, q\} \) such that \( u_r(j) < 0 \). Recall that by the quantum Bruhat criterion, all upsteps in stages III and IV must maintain the same sign. This means that the transposition acting on the current word \( w \) changing position \( j \) from positive to negative must come from a stage I or II reflection which can only happen in \( T_j \) at \( (j, s_0) \) for some \( s_0 \in \{k + 1, \ldots, k + 1\} \cup \{j\} \). Since Condition 2a holds, \( wt_{j,s_0}(j) \notin \{\tilde{b}\} \). Let the remaining stage I reflections be \( (j, s_1), \ldots, (j, s_p) \) where \( k + 1 \leq s_0 < \cdots < s_p \leq n \). Notice that \( w[s_i] \notin \{\tilde{b}\} \) for any \( 0 \leq i \leq p \) by Condition 2a. This means that \( b < w'(j) = wt_{j,s_0} \cdots t_{j,s_p}[j] < \tilde{b} \). However, if \( w'[j] \in \{b, \ldots, n\} \), then one of the reflections \( (j, s_i) \) would have to transpose two values over \( b \) in position \( l \), contradicting the quantum Bruhat criterion. Thus \( w'(j) \in \{\pi, \ldots, b + 1\} \). Note that we cannot apply the \((j, \tilde{j})\) reflection at this time by quantum bruhat criterion, so we move on to stage III reflections. Again by Condition 2b, each stage III reflection can only change position \( j \) to a value in \( \{b + 1, \ldots, \tilde{b} + 1\} \). However, no stage III reflection can take position \( j \) to anything in \( \{b + 1, \ldots, w'[j]\} \) without contradicting either the quantum Bruhat criterion or Lemma 5.1. Thus if \( w'' \) is the word at the end of applying stage III transpositions, we have that \( w''(j) \in \{\pi, \ldots, b + 1\} \). This means that there must be a stage IV reflection taking \( w''(j) \) to a positive value. This cannot happen, as it would require a reflection to transpose over \( \tilde{b} \) in position \( l \), contradicting the quantum Bruhat graph criterion. Thus there is no such \( u_r(j) < 0 \) and the lemma holds.

**Remark 5.5.** By Lemma 5.1, it is clear that for each \( 1 \leq j < k \), there may only be at most one downstep during \( T_j \). Otherwise we would inevitably pass over the target.

The following Lemma was given by Lenart in [18] and is not type dependant so we will use it freely.

**Lemma 5.6.** Fix \( i \) and \( l \) with \( 1 \leq i < l \leq k \). Let \( a \) be the entry in position \( i \) of the signed permutation obtained at some point in the process of applying to \( u \) the reflections in \( T_k, T_{k-1}, \ldots, T_{l+1} \). Then either \( a \) appears in \( C_{l+1}[1, i] \) or \( a \) appears in \( C_{l+1}[l + 1, k] \).

**Proposition 5.7.** The pair of columns \( CC' \) satisfy Conditions 1 and 2.

**Proof.** The proof of condition 1 is the same as in type \( C_n \). Let us now assume that we have \( a := C(i) < b := C'(l) < c := C'(i) \) for some \( 1 \leq i < l \leq k \). Let \( a', c', m, \) and \( w \) be as in Lemma 5.2.

We first show that \( \{1, \ldots, b - 1\} \subseteq \{|C'(j)|\}_{1 \leq j \leq i} \). It is equivalent to show that values in \( \{\tilde{b} - 1\} \) are not in \( \pi_1[i + 1, n] \). This is true for positions \( m \) though \( k \), as \( \pi_1[m, k] = \pi_m[m, k] \) which was shown in Remark 5.3 to not contain elements of \( \{\tilde{b} - 1\} \). Suppose that \( |\pi_1(r)| \in \{1, \ldots, b - 1\} \) for some \( r \in \{i, \ldots, m - 1\} \). Then (from the proof of Lemma 5.2) \( \pi_m(r) \) is between \( c' \) and \( \tilde{b} \) and \( C'(r) = \pi_1(r) \) is in either \( \pi_m[1, i - 1] \) or \( \pi_m[i - 1, i] \) and by Lemma 5.6, necessarily the latter. But during the reflections in \( T_1, \ldots, T_m \) there would have to be a reflection that transposes over \( \tilde{b} \) in position \( \pi_{i'} \), contradicting the quantum Bruhat criterion. Now suppose that \( |\pi_1(r)| \in \{\tilde{b} - 1\} \) for some \( r \in \{k, \ldots, n, \pi, \ldots, k + 1\} \). But this would mean that some reflection in \( T_{m-1}, \ldots, T_1 \) would have to transpose an entry over \( b \) in position \( m \), contradicting the the quantum Bruhat criterion. Thus there are no elements of \( \{\tilde{b} - 1\} \) in \( \pi_1[i + 1, \tilde{i} + 1] \) and so \( \{1, \ldots, b - 1\} \subseteq \{|C'(j)|\}_{1 \leq j \leq i} \) as desired.

We now show that \( \{1, \ldots, b\} \subseteq \{|C[j]|\}_{1 \leq j \leq i} \). If not, then, given what we know about the structure of \( \pi_{m+1} \) from Remark 5.3, there must be \( t \in \{m + 1, \ldots, k\} \) and \( \tilde{t}' \in \{1, \ldots, i\} \) where
the application of the reflection $(i'_1, \overline{t})$ to the current word $w'$ transposes value $\gamma = w'[\overline{t}]$ and $w'[i'_1]$ where $\overline{b} \leq \gamma \leq b$. Let $(i'_1, \overline{t}), \ldots, (i'_r, \overline{t})$ be the remainder of $T_t$ starting with $(i'_1, \overline{t})$ and consisting of roots $(\cdot, \overline{t})$, where $i'_1 > i'_2 > \ldots > i'_r \geq 1$.

We claim that $\mu := w't_{i'_1, \overline{t}} \ldots t_{i'_r, \overline{t}}[\overline{t}] = w't_{i'_1, \overline{t}} \ldots t_{i'_r, \overline{t}}[t] = C_t[t] = C'(t) \in \{c', \ldots, \overline{c}\}$, $c' > 0$, and further that no values in $w'[\overline{t}]$ can lie between $\mu$ and $\overline{\gamma}$. This means that $w'[m]$ lies between $\overline{\gamma}$ and $\mu$. But, from the construction in the proof in Lemma 5.2, we had that $C_m[m] = \overline{c'}$, which would be impossible, as we would then have to traverse over $\overline{\mu}$ in position $t$ during one of the reflections in $T_{t-1}, \ldots, T_{m+1}$, breaking the quantum Bruhat criterion. Therefore there was no such $\gamma$ and it must be that $\{1, \ldots, b\} \subseteq \{C[j]\}_{1 \leq j \leq i}$. We finish this part by proving the two claims. First, that $\overline{\mu} := w't_{i'_1, \overline{t}} \ldots t_{i'_r, \overline{t}}[\overline{\gamma}] = w't_{i'_1, \overline{t}} \ldots t_{i'_r, \overline{t}}[t] = C_t[t] = C'[t] \in \{c', \ldots, c\}$. Recall from construction in the proof of Lemma 5.2 that the reflection $(m, \overline{t})$ will be used to transpose $a'$ and $c'$ in $w$ during the application of reflections in $T_m$ and so there are no values between $a'$ and $c'$ in $w[i, m]$ and nothing between $c'$ and $\overline{a}$ in $w[m, \overline{t}]$. This means that all values in $w[m, \overline{t}]$ lie in $\{\overline{a'}, \ldots, a'\} \cup \{c', \ldots, \overline{c}\}$. Notice that $w[m+1, m+1] = \pi_m[m+1, m+1] = \pi_1[1, m+1]$ and since \( \overline{b} \leq a' < b \), we have that $a' \in [\overline{b}]$, so by the condition set on the position of the values on $\pi_m$ in Remark 5.3 we get that values in $w[m+1, m+1]$ must come from $\{c', \ldots, \overline{c}\}$. Note that this forces $c' > 0$. The claim follows, as $t \in \{m+1, \ldots, k\}$.

For the second part of the claim, notice that by the quantum Bruhat criterion, no values in $w'[i'_1, \overline{t}]$ can lie between $w'[\overline{t}]$ and $w'[\overline{t}] = \overline{\gamma}$. Similarly, no values in $w't_{i'_1, \overline{t}}[i'_2, \overline{t}]$ can lie between $w'[i'_2]$ and $w't_{i'_1, \overline{t}}[\overline{\gamma}] = w'[i'_1]$, so no values in $w'[\overline{t}]$ can lie between $w'[i'_2]$ and $\overline{\gamma}$. Continue the same way with the rest of the $(t, \cdot)$ transpositions and we see that no values in $w't_{i'_1, \overline{t}} \ldots t_{i'_r, \overline{t}}[\overline{t}]$ can lie between $w'[i'_r] = \mu \in \{c', \ldots, c\}$ and $w'[\overline{t}]$, so no values in $w'[\overline{t}]$ can lie between $\mu$ and $\overline{\gamma}$.

We now wish to show that the existence of $a := C(i) < b := C'(l) < c := C'(i)$ implies Condition 2b. First, suppose that $b < 0$. Recall that $\overline{b} < a' < b < c$. We have already shown that $c' > 0$ and so $c' < a'$ and $\overline{c'} > \overline{a'}$. Then the reflection $(m, \overline{t})$ which transposes $\overline{c'}$ with $\overline{a'}$ is a downstep and, by the quantum Bruhat criterion, must be that $a'$ and $c'$ are of different sign. This means that $a' < 0$. But then via Lemma 5.2 the reflections $(m, \overline{t})$ and $(m, \overline{t})$ neither $a'$ nor $\overline{a'}$ can appear in the latter, and thus one of them must appear in the prior. Since $j < i$ the transposition $(m, \overline{t})$ occurs before the transposition $(m, \overline{t})$, the transposition $(m, \overline{t})$ cannot transpose the values $\overline{t}$ with $a'$ as it had originally been constructed, a contradiction. Thus $a = a'$ and Condition 2b holds.

We now wish to show that the existence of $a := C(i) < b := C'(l) < c := C'(i)$ implies Condition 2c. We first count the number of downsteps made with transpositions with values in positions $[1, i]$.

First we look at the number of downsteps in $T_k, \ldots, T_{t+1}$. Here, the downsteps including positions $1, \ldots, i - 1$ are only those of stage IV. By our construction thus far, we know that this transposes a negative value in $\{b+1, \ldots, b+1\}$ with a positive value. This then transposes over $\overline{t}$ in position $\overline{t}$, so by the quantum bruhat criterion, we know that no such downstep exists.
Second, we look at the number of downsteps in \( T_i \). By Condition 2b, \( C[i] \in \{b + 1, \ldots, b + 1\} \), and by hypothesis, \( C'[i] = b \). Thus there must be at least one downstep during \( T_i \). From Remark 5.3 we have that \( \{1, \ldots, b\} \) are in \( \pi_l[1, i] \) or \( \pi_l[\tilde{l}, \tilde{I}] \). By Lemma 5.2 the downstep must be a stage IV move with a value in some position in \( \{1, \ldots, i\} \). By Remark 5.5, there is at most one downstep in \( T_i \), so there is exactly one downstep in \( T_i \). We note here that the value in position \( i \) will never become negative again, as the only means of doing so would be with the root \((i, \tilde{i})\) in \( T_i \), but this would pass the target \( b > 0 \).

Third, we look at the downsteps in \( T_{i-1}, \ldots, T_i \). By similar argumentation to that of \( T_k \ldots T_{l+1} \), we see that any possible downstep with values in \( 1, \ldots, i \) would pass over \( b \) in position \( l \), breaking the quantum Bruhat criterion.

Finally, we look at the downsteps in \( T_{i-1}, \ldots, T_1 \). Notice that there are no downsteps with stages I,III without passing over \( b \) in position \( l \). There are no stage II downsteps at all in type \( B_n \). So all downsteps are of stage IV. Each of these change two positions in \( 1, \ldots, i \) from negative to positive. We note here that none of these positions can become negative again. Indeed the only way for this to happen would be with a stage II upstep, but this root has already been passed to use the stage IV downstep.

We have seen that there are an even number of downsteps in positions \( 1, i \) contributed by \( T_i, \ldots, T_1 \), one from \( T_i \), and none from anywhere else. We noted along the way that none of these values will become negative again during the remainder of the transpositions. This along with Lemma 5.4 and Remark 5.5 gives that there is an odd number of such negative to positive pairs in the said positions of \( C \) and \( C' \), as desired.

\[\square\]

5.2. Necessary conditions for the construction of a segment of the quantum Bruhat path. The following proposition shows a partial result for Proposition 4.9.

**Proposition 5.8.** Let \( u, i, C, C' \) be as previously defined and assume that the pair of columns \( CC' \) satisfies conditions 1 and 2. Assume also that \( C[i + 1, k] = C'[i + 1, k] \) for some \( i \) with \( 1 \leq i \leq k \). Then there is a unique path \( u = u_0, u_1, \ldots, u_q = v \) in the corresponding quantum Bruhat graph such that \( v(i) = C'(i) \) and the edge labels form a subsequence of \( \Gamma_{ki} \). Moreover, we have that if \( u(l) \neq v(l) \), then \( C(l) = u(l) < v(l) \leq C'(l) \) for \( l = 1, \ldots, i - 1 \).

In this section, we will provide necessary conditions for the results of Proposition 5.8. Assume for the moment that a path with the property stated in Proposition 5.8 exists. Let \( T \) be the sequence of edge labels for this path. Recall that the sequence of roots \( \Gamma_{ki} \) were split into four stages. We will factorize accordingly, giving \( T = T_1T_2T_3T_4 \) and define \( u_i := uT_i, u_{ii} := uT_1T_ii, u_{iii} := uT_1T_2T_3 \), and \( u_{iiv} := uT = v \).

The following lemmas give necessary conditions for the construction in the Proposition. They show that we will pass the target (cf. Remark 4.3) only with the root \((k, k + 1)\) exactly when the reordered columns \( CC' \) are blocked off at \( k \) and that we will skip a \( Path_C \) transposition exactly when the \( Path_C \) transposition would lead the resulting column to be blocked off with \( C' \). We note here that these necessary conditions give the uniqueness of the path proposed in Proposition 5.8.

Due to the third part of the block off condition, we will often need to discuss the signs of values in the same row of two columns. For two columns \( L \) and \( R \), we will denote the signs of position \( i \) of these columns by \( sgn(l_i)sgn(r_i) \).

**Example 5.2.** Consider the columns \( C = (1, 4, 2, 3, 8, 5) \) and \( C' = (1, 5, 2, 6, 8, 3) \). We then say that the values of \( CC' \) in position 4 are \( -+ \). We will commonly discuss how these sign pairs change...
We note that we can restate part 3 from Definition 4.4 as **there are an odd number of **++** pairs in positions 1 through i in the columnns CC′.**

**Lemma 5.9.** Suppose that \( u[i+1,k] = C'[i+1,k] \) and \( u,C' \) are blocked off at \( i \) by \( b := C'(i) \). Then, if we never pass the target, there is no \( T \subset \Gamma_{ki} \) such that \( uT[1,k] = C' \).

**Proof.** Let \( u \) and \( C' \) be as hypothesized. By the block off condition, either \( u(i) = \overline{b} \) or \( |u(i)| < b \). We first consider the case where \( u(i) = \overline{b} \). Since our target value is in position \( \overline{t} \), the only root available to us are those in stage I and stage II. However, by the block off condition, there is no \( k < l \leq n \) such that \( \overline{b} < u(l) < b \) and the root \((i,\overline{t})\) does not follow the quantum Bruhat graph criterion, as \( \overline{b} < 0 \). Since we do not pass the target, there is no path.

We now consider the case where \( |u(i)| < b \). First note that there are an odd number of **−−** pairs in \( u[1,i], C'[1,i] \) due to the block off condition. We claim that if there is some subchain \( T_i \subset \Gamma_{ki} \) such that \( uT_i(i) = \overline{b} \), then there are still an odd number of **−−** pairs between \( uT_i[1,i−1] \) and \( C'[1,i−1] \). Indeed, if \( 1 \leq u(i) < b \), then by Lemma 5.1 only upsteps will be used in \( T_i \) and so \( sgn(u(l)) = sgn(uT_i(l)) \) for all \( 1 \leq l < i \). We also consider the case \( \overline{b} < u(i) \leq T \). Here, there must be a downstep at some point in \( T_i \). It can not be in stage I or III, otherwise we would pass the target due to the block off condition. There are no stage II downsteps by quantum Bruhat criterion. Thus the downstep must be in stage IV. This single downstep will not only change the values in position \( i \) from **−−** to **++**, but also a **−−** to a **++** in some position \( 1 \leq l < i \). Therefore, regardless of the sign of \( u(i) \), the number of **−−** values in \( uT_i[1,i−1] \) and \( C'[1,i−1] \) will be odd.

The conclusion of the proof is done by showing that if there is a path \( T \subset rev(\Gamma) \) such that \( uT_iT = C' \), there must have been an even number of **−−** pairs between \( uT_i[1,i−1] \) and \( C'[1,i−1] \). We will do so by first showing that no **++** pairs will give way to **−−** at any time during \( T \) and further that all **−−** pairs are only changed to **++** pairs via stage IV downsteps, each of which turn two **−−** pairs to **++**. For the remainder of the proof, let \( u' = uT_i \) and note that \( u'[i,k] = C'[i,k] \) and \( u'(i) = b = C'(i) \).

We first consider some \( 1 \leq l < i \) where \( u'(l) > 0 \) and \( C'(l) > 0 \) and will show that position \( l \) will never be negative throughout the application of the remainder of the roots in \( T \). First note that by the quantum Bruhat criterion, we have that position \( l \) remains positive throughout \( T_{i−1}T_{i−2} \ldots T_{i+l}(l) \). Let \( s := u'T_{i−1}T_{i−2} \ldots T_{i+l}(l) \). Then we have the following two cases: either \( 1 \leq s \leq C'(l) \) or \( C'(l) < s \leq n \). For the first case, we are done via Lemma 5.1. Now suppose that \( C'(l) < s \leq n \). During stages I, II, and III of \( T_i \), we can only transpose with values between \( b \) and \( \overline{b} \), due to the nature of the block off condition. This means that at some point during stage IV of \( T_i \) two values would have to transpose over \( \overline{b} \) in position \( \overline{t} \), breaking the quantum Bruhat criterion. Therefore only the first case holds and no **++** pair between \( u'[1,i−1] \) and \( C'[1,i−1] \) will ever give way to a **−−** pair during the remainder of \( T \).

Finally, we show that all **−−** pairs in \( u'[1,i−1] \) and \( C'[1,i−1] \) can only become **++** pairs via stage IV downsteps, effectively changing two such **−−** pairs at a time. We now consider some \( 1 \leq l < i \) such that \( u'(l) < 0 \) and \( C'(l) > 0 \) and again let \( s = u'T_{i−1}T_{i−2} \ldots T_{i+l}(l) \). Suppose that during \( T_{i−1}T_{i−2} \ldots T_{i+l}(l) \) there are no stage IV down steps using position \( l \). We then have that \( s \) is negative. Further, we note that \( 1 \leq C'(l) < b \), otherwise there would come a point where

| \( C \) | \( C' \) | \( Ct_{67} \) | \( C' \) |
|---|---|---|---|
| 1 1 | 1 1 | 1 1 |
| 4 5 | 4 5 | 4 5 |
| 2 2 | 2 2 | 2 2 |
| 3 6 | 5 6 | 5 6 |
| 8 8 | 8 8 | 8 8 |
| 5 3 | 3 3 | 3 3 |
Lemma 5.9 tells us that there may be times when the two columns can never be blocked off with each other except for possibly at $C'$. Further, Lemma 5.9 tells us that there may be times when the Path$_C$ algorithm would call for a certain transposition, but it can not be included in the path, as its use would cause the current column to be blocked off with $C'$. The following lemmas will show that block-off avoidance is the only time a path is allowed to skip a root called by the Path$_C$ algorithm or pass the target with the root $(k, k + 1)$.

Lemma 5.11. Let the sequence $m_1, m_2, \ldots, m_r$ be such that $u_{i,m_1, t_{i,m_2}} \ldots t_{i,m_r}(i) = C'(i)$ and the roots $(i, m_i)$ form a path in the corresponding quantum Bruhat graph. Suppose that there is some $m_d \in \{k, \ldots, \hat{i}, \ldots, T\}$, such that at the current word $w$, we have $w(i) < ut_{i,m_d}(i) \leq C'(i)$, but $m_d$ is not in $\{m_1, m_2, \ldots, m_r\}$. Then $ut_{i,m_d}$ was blocked off at $i$ by $C'(i)$.

Proof. In the hypothesised construction, at some point in the process of applying the transpositions $(i, m_j)$ to $u$, the entry in position $i$ has to change from a value $a$ to a value $b$ across the value $u(m_d)$ where $a < u(m_d) < b$. This violates the quantum Bruhat graph criterion in all but the following two special cases:

Case 1: $a < 0$ and $b > 0$, the current transposition $(i, m_j)$ is in $T_{iii}$, and $u(m_d) = \overline{b}$. 

Case 2: $a < 0$ and $b > 0$, the current transposition $(i, m_j)$ is in $T_{iv}$, and $u(m_d) = \overline{a}$.

We show that the lemma holds for case one and case two follows similarly. Let $w' := ut_{i,m_1} \ldots t_{i,m_{j-1}}$. Then $w't_{i,m_j}(i) = b$. We need $b = C'(i) > 0$. Note that after stage II, the quantum Bruhat criterion no longer allows any positive to negative sign changes. Since $b > 0$, it must be that the target value $t = C'(i)$ is positive as well. Lemma 5.9 then gives that $1 \leq b \leq t \leq n$, providing us with the desired $|u(m_d)| \leq t$ as $u(m_d) = \overline{b}$ by hypothesis.

We now show that $\{1, \ldots, t-1\} \subset \{|w(j)|\}_{1 \leq j \leq i}$ and $\{1, \ldots, t\} \subset \{|C'(j)|\}_{1 \leq j \leq i}$. First note that we cannot have $b < \overline{a} < t$. Otherwise there would have to be root later in the sequence transposing two values $c$ and $d$ over $\overline{a}$ in position $\overline{m_j}$. Again, this is only possible if $d = \overline{a} = a$, but that would mean that the transposition would pass the target. Lemma 5.9 gave that this is only possible for the root $(k, k + 1)$, but $m_j$ is in $T_{iii}$ and is therefore not $k + 1$. So we now have $\overline{a} \leq a \leq \overline{b} \leq \overline{t} < 1 \leq b \leq t \leq \overline{a} \leq n$.

By the quantum Bruhat criterion, there are no values between $a$ and $b$ in $w'[i, m_j]$ except $\overline{b}$ in position $\overline{m_j} = m_d$. Suppose that some value between $b$ and $t$ lies in $w'[i, m_j]$. Then for $w'(i)$ to have the value $a$, either we have $i = k$ and we passed the target during $(k, k + 1)$, or we skipped a different Path$_C$ step as well. The latter cannot be, as it would then require another downstep, of which there can only be one for each $T_i$. The prior cannot be true either, as the passing of the target would lead to the need for an additional downstep as well.

Thus no values between $a$ and $t$ can lie in $w'[i, m_j]$ other than $b$ and $\overline{b}$. This means that no values in $[\overline{t} - \{b, \overline{b}\}]$ can lie in $w'[i, m_j]$. Since the root $(i, m_j)$ is in $T_{iii}$, we know that $w'[1, i-1] = w'[1, i-1]$. Thus $\{1, \ldots, t-1\} \setminus \{b\} \subset \{|w(j)|\}_{1 \leq j \leq i}$. We further note that during $T_i, T_{i-1}, \ldots, T_1$ none of the values in $[\overline{b}]$ can be transposed out of positions 1 through $i$ without passing over $t$ in position $i$. Thus $\{1, \ldots, t\} \subset \{|C'(j)|\}_{1 \leq j \leq i}$ as desired.

We now show that $wt_{i,m_j}[1, i]$ and $C'[1, i]$ have an odd number of $-+$ pairs. Since we have already shown that conditions $2a$ and $2b$ hold and $1 \leq b \leq t$, there must be an even number of minus plus pairs between $w't_{i,m_j}$ and $C'$ in the first $i$ positions. Otherwise, the application of the
root \((i, m_j)\) would cause \(w't_i,m_j[1,k]\) to be blocked off with \(C'\) at \(i\) by \(t\). This then means that there would have been an odd number of minus plus pairs between \(w't_i,m_j\) and \(C'\) in the first \(i\) positions. Thus the use of the root \((i, m_d)\) would have caused the columns \(w't_i,m_d[1,k]\) and \(C'\) to be blocked off at \(i\) by \(t\).

\[\square\]

**Remark 5.12.** The proof of Lemma 5.11 also gives us that a skipped \(Path.C\) transposition may only occur during stage I.

**Lemma 5.13.** Suppose that we have a path such that the root \((k, k+1)\) is used and its application to the word \(u\) passes the target in position \(k\). Then the columns \(u[1,k]\) and \(C'\) are blocked off at \(k\) by \(C'(k)\).

**Proof.** Note that this set up is equivalent to having some \(u' = u(k, k+1)\) and skipping the root \((k, k+1)\) which would now be called by the \(Path.C\) algorithm. Then by Lemma 5.11 we know that \(u'(k, k+1)[1,k]\) is blocked off with \(C'\) at \(k\) by \(C'(k)\). The proof concludes with the realization that \(u'(k, k+1) = u\). \[\square\]

**Remark 5.14.** The Lemmas 5.1, 5.9, 5.11 and 5.13 give conditions that dictate a unique path.

### 5.3. Constructing a segment of the quantum Bruhat path.

In this section we will provide an explicit algorithm for the unique path following the coditions set by Lemmas 5.1, 5.9, 5.11 and 5.13. Further, we will show that this path is the desired path for Proposition 5.8.

First we distinguish the following two cases:

1. \(C(i) \preceq C'(i) \prec C'(i)\)
2. \(C(i) \preceq C'(i) \prec C'(i)\).

We will also need the following notation:

1. \(M_I(u, i, C') := \max\{\{u(i)\} \cup \{u(l) : k + 1 \leq l \leq n, u(i) \prec u(l) \preceq C'(i)\}\}
2. \(M_{III}(u, i, C') := \max\{\{\pm u(i)\} \cup \{u(l) : k + 1 \leq l \leq k + 1, u(i) \prec u(l) \preceq C'(i)\}\}

The following lemma gives a little insight into the nature of \(M_I\). Its proof mirrors a similar lemma given by Lenart in [18] but cators to type \(B_n\).

**Lemma 5.15.** Under the hypothesis of Proposition 5.8 in Case 2 we have

\[C'(i) \preceq M_I(u, i, C') \preceq C'(i)\]

**Proof.** Without loss of generality, assume \(C'(i) > 0\) and that \(u(i) \neq C'(i)\). Let \(a = C'(i) \in [n]\) and \(A = \{\pi, a - 1, \ldots, 1, 1, \ldots, a - 1, a\}\). We need to show that \(u[k + 1, n]\) contains no elements in \(A\), so assume the contrary. Suppose that \(u[i + 1, k] = C'[i + 1, k]\) contains an element of \(A\). Then by Conditions 1 and 2, \(u(i) \in A\) and thus \(C'(i) \preceq u(i) \preceq M_I(u, i, C') \preceq C'(i)\). Now let \(u[i + 1, k] = C'[i + 1, k]\) not contain any element of \(A\). We conclude that \(u[1, i - 1]\) contains an element from each pair \(\{x, \pi\}\) of elements in \(A\). If \(u(i') \in A\) for \(i' < i\), we say that \(u(i')\) is matched with \(C'(i')\). Since \(C'(i) = a\), the only possible matches for \(u[1, i - 1] \cap A\) are elements in \(A \setminus \{a, \pi\}\), by the first part of the reorder condition. But these are too few to match \(a\) elements, which is a contradiction. \[\square\]

**Remark 5.16.** Since \(u(i) \preceq M_I \preceq M_{III} \preceq C'(i)\), we then have that \(C'(i) \preceq M_{III}(u, i, C') \preceq C'(i)\).

We now describe the algorithm that constructs the path in Proposition 5.8. The algorithm inputs the signed permutation \(u\), the target column \(C'\), and the position \(i\); it outputs the list of reflections
T determining the path and the permutation \( v \). It calls on the algorithm \textit{is-blocked-off} which inputs the first \( i \) entries of the permutation \( u \) and column \( C' \) as columns and the value \( i \); it then returns whether or not the given columns are blocked off at \( i \) by \( C'(i) \). Note that the following procedure is one iteration of Algorithm 4.3 where we explicitly go through the four stages of \( \Gamma^{ki} \).

\begin{verbatim}
procedure path-B(u,i,C');
    Let c := C'(i);
    if u(i) = c then return \( \emptyset, u \);
else
        Let S := \( \emptyset \), L := (k + 1, \ldots, n) v : u;
        if i = k and is-blocked-off(v[1,i],C'[1,i],i) then let S := S, (k,k + 1), v := v(k,k + 1), and
            L := L - (k + 1);
            end if;
            for m in L;
                if v(i) \prec v(m) \preceq c and not is-blocked-off(v(i,m)[1,i],C'[1,i],i) then let S := S, (i,m),
                    v := v(i,m);
            end if;
        end for;
    let T_{ii} := S, u_{ii} := v, L := (i-1, \ldots, 1);
    for m in L;
        if v(i) \prec v(m) \preceq c then let S := S, (i,m), v := v(i,m);
            end if;
        end for;
    return(S,v);
end.
\end{verbatim}

is-blocked-off(u[1,i],C'[1,i],i);
    Let a := u(i), b := C'(i);
    if a \neq b and |a| \leq b and b > 0
        and \{1, \ldots, b\} \subseteq |u[1,i]|, |C'[1,i]|
        and \#\{l : u(l) < 0, C'(l) > 0\} \mod 2 = 1
            then return TRUE;
        else return FALSE;
    end if;
end.

\textbf{Remark 5.17.} Condition 1 gives that \( C(l) \neq C'(i) \) for any \( l < i \). This implies that \( C'(i) \) appears in some position \( q > k \) in \( u \). Further, since two columns cannot be blocked off at \( i \) with \( C(i) = C'(i) \), there is no fear of the algorithm skipping the target value. This ensures that the algorithm
terminates correctly. The algorithm also respects Lemmas 5.1, 5.9, 5.11 and 5.13 which together give the uniqueness of the path.

There are two parts of quantum Bruhat criterion in type $B_n$: the sign criterion and the transposing over values criterion. The following will show that the constructed path follows both.

**Lemma 5.18.** If the skip Path$_C$ step is not called in the algorithm, then $u_i(i) = M_I$. Otherwise, $u_{iii}(i) = M_I$.

**Proof.** Suppose that $u_i \neq M_I$, then we have that $M_I \in u_i[k + 1, n]$ and $u_i(i) < M_I \leq C'(i)$. Note that $M_I \neq C'(i)$, as we know that the algorithm terminates correctly. The remaining strict inequality means that we skipped $M_I$ in the Path$_C$ algorithm. By Lemma 5.11, this means that the act of transposing the value $M_I$ into position $i$ would have caused the current word to have been blocked off with $C'$ at $i$ by $C'(i)$. Recall from the construction in Lemma 5.11, we must have that if $M_I < 0$, then $1 \leq M_I < u_{iii}(i) < t \leq n$ and if $M_I > 0$, then $\pi \leq M_I < u_{iii}(i) < M_I < t < n$. Further, by the block off condition imposed on the entries in positions $k+1$ through $k+1$, we have in both cases that the inequality is really an equality and so $u_{iii} = M_I$. \[\Box\]

**Lemma 5.19.** Let $u, i, C'$ be inputs for the algorithm and $u_{ii}$ be as given in the algorithm. Then $\pi \leq u_{iii} \leq C'(i)$.

**Proof.** If the skip Path$_C$ step was not called in the algorithm, then by Lemma 5.18 and Lemma 5.2 we know that $u_i(i) = M_I \in [C'(i), C'(i)]$. If $C'(i) > 0$, the result follows. Otherwise, we may have that $1 \leq C'(i) < u_i(i) < \pi$, in which case stage II of the algorithm would apply $(i, i)$ to $u_i$, giving $\pi \leq u_{iii} \leq C'(i)$.

If the skip Path$_C$ step is called at some point in stage I of the algorithm, then we know that $C'(i) > 0$ and $C'(i) < u_i(i) < C'(i)$. Further, the only value from $[C'(i)]$ in $u[k+1, n]$ is $M_I$. However, the algorithm skips $M_I$ and so we continue to have $C'(i) < u_i(i) < C'(i)$. After stage II of the algorithm, we can refine this inequality to be $\pi \leq u_{iii} < C'(i) < C'(i)$. \[\Box\]

**Remark 5.20.** There is no sign criterion for stage I transpositions and the criterion for stage II is built in to the algorithm. The fact that the procedure uses the Path$_C$ algorithm in stages III and IV along with Lemma 5.19 give that stage III and IV upsteps maintain the same sign and downsteps have a sign change of negative to positive.

**Remarks 5.21.** We now consider the criterion respecting the transposing of the value in position $i$ across the positions $i + 1, \ldots, n, \pi, \ldots, k + 1$ and $\gamma, \ldots, \zeta$.

1. For the positions $i + 1, \ldots, k$, recall from the proof of Proposition 5.7 that even if there is some $i < l \leq k$ such that $C(i) < C'(i) < C'(i)$, we have that $C'(i) < u(i) = CT_kT_{k-1} \ldots T_{i+1}(i) \leq C'(i)$. Therefore every value in $x \in u[i+1, k]$ is such that $x < u(i) < C'(i)$. The criterion is then met by Lemma 5.1 giving the monotonicity of path in position $i$ during the reflections in $T_i$.

2. If we do not skip Path$_C$ transposition in stage I, then the Path$_C$ algorithm will be used throughout, and there is no fear of transposing a value in position $i$ over the positions $k + 1, \ldots, n, \pi, \ldots, k + 1$ and $\gamma, \ldots, \zeta$.

3. If we do skip Path$_C$ transposition in stage I, then we know from Lemma 5.18 that the skipped value was $M_I$. Further, the procedure will only skip a Path$_C$ step if the corresponding transposition would result in the current word being blocked off with $C'$ at $i$ by $C'(i)$. This means that there are no values from $[C'(i)]$, other than $M_I$ and $M_I$, in positions $[k + 1, k + 1]$ in $u, u_i, u_{ii}$ and $u_{iii}$. Thus the only value in positions $[k + 1, k + 1]$ which would lead to possibly transposing over $M_I$ would be $M_I$, but this is permitted by the quantum bruhat criterion. Recall that $u_{iii} = M_I$. If $M_I = M_{III}$, then the Path$_C$ algorithm guarantees that the value in position $i$ will not transpose across positions $[\gamma, \zeta]$ during
stage IV transpositions. If \( \overline{M_I} = \overline{M_{III}} \), then we note that transposing \( \overline{M_I} \) across \( M_I \) is permissible by quantum Bruhat criterion, and thereafter the Path,\( C \) algorithm procedure will guarantee that the value in position \( i \) will not transpose across positions \([\overline{i}, \overline{2}]\) during the remainder of the stage IV transpositions.

The following lemma will further the results from Lemma 5.1 to all of \( T \) rather than just in \( T_i \). The proof follows similarly to work in \([18]\) with some additions concerning type \( B_n \).

**Lemma 5.22.** If such a path hypothesised in Proposition 5.8 exists and \( u(l) \neq v(l) \), then \( C(l) = u(l) < v(l) \leq C'(l) \) for \( l = 1, \ldots, i - 1 \).

**Proof.** Suppose that this fails for some \( l \) and let \( l_1 < i \) be the largest such \( l \). Let \( w \) be the signed permutation to which the reflection \( (i, \overline{i}) \) is applied in stage IV. Then we have that

\[
a := w(i) \prec b := \overline{C'(l_1)} \prec c_1 := w(l_1).
\]

Now let \( \overline{C} := w[1, k] \) and \((i, \overline{i}), (i, \overline{i_2}), \ldots, (i, \overline{l_p})\) be the remainder of the stage IV roots in \( T_1 \) where \( l_1 > l_2 > \ldots > l_p \). If \( c_i := w(l_i) \), we then have that \( a < b < c_1 < c_2 < \ldots < c_p \) by Lemma 5.1.

By the quantum Bruhat criterion, there can be no values between \( a \) and \( c_p \) in \( w[i, \overline{l}] \). Therefore, for any \( x \in \{b, b + 1, \ldots, c_p\} \), either \( x \) or \( \overline{x} \) is in \( \overline{C}[1, i] \), say in position \( j \). We claim that the possible values for \( C'(j) \) are \( \{\pm b, \pm(b + 1), \ldots, \pm(c_p - 1)\} \). Note then that overall we have too few choices for these positions, which gives a contradiction. We prove the claim in the following two cases.

**Case 1:** \( \overline{C}(j) \in \{b, b + 1, \ldots, c_p\} \). Since \( w(l_p) = \overline{c_p} \), we know that \( x \) is not \( c_p \). Also, since \( C'(i) = c_p \), we have that \( C'(j) \in \{x, x + 1, \ldots, c_p - 1\} \) by Reorder condition 2 unless \( \overline{CC'}t_{i_1} \) is blocked off at \( j \) by \( c_p \). However, since \( w \) is in stage IV of \( T_1 \), we know from Lemma 5.18 that \( \overline{c_p} \prec a \prec c_p \), but \( a = \overline{C}(i) \), so the blocked off condition cannot hold.

**Case 2:** \( \overline{C}(j) \in \{\overline{c_p}, \ldots, \overline{b}\} \). Then \( j \leq l_1 \), otherwise one of the roots \((i, \overline{l})\) in \( T \) will transpose values over \( x \) in position \( j \), breaking the quantum Bruhat criterion. Since \( \overline{C'}(l_1) = \overline{b} \), we can assume \( j < l_1 \). Reorder criterion 2 then gives that \( C'(j) \in \{\overline{x}, \ldots, \overline{b + 1}\} \) unless \( \overline{CC'}t_{j1} \) is blocked off at \( j \) by \( \overline{b} \). But this cannot be, as \( |\overline{C}(j)| > \overline{b} \) by assumption.

Thus the claim is proven and the lemma holds.

**Proof.** (Proof of Proposition 5.8)

Assume that \( u(i) \neq C'(i) \). Then, given Remarks 5.17, 5.20, and 5.21, the only fact left to prove is that the reflections in stage IV satisfy the condition in the corresponding quantum Bruhat graph criterion which refers to the transposition of the value in position \( i \) across the positions \( \overline{k}, \ldots, \overline{i + 1} \). Suppose that at some point in stage IV we apply to the current permutation \( w \) a reflection \((i, \overline{i})\), with \( l < i \), such that for some \( j \in \{i + 1, \ldots, k\} \) we have \( w(i) \prec w(\overline{j}) = C'(j) \prec w(\overline{l}) \) or equivalently,

\[
w(l) < w(j) = C'(j) < w(\overline{l}).
\]

Then by Lemma 5.22 we have that

\[
C(l) \leq w(l) < w(\overline{l}) \leq C'(l).
\]

However Proposition 5.7 showed that we have \( C(l) < C'(j) < C'(l) \) only if \( CC't_{i_1} \) is blocked off at \( j \) by \( C'(j) \). But from Lemma 5.2 we know that \( C_j(j) \leq C_j(l) \leq C'(l) \) where we note that \( C_j(j) = w(j) = C'(j) \). Lemma 5.22 also gives that \( C_j(l) \leq w(l) \leq C'(l) \). However we now have that \( C_j(j) = w(j) \leq C_j(l) \leq w(l) \leq C'(l) \) and \( w(l) < w(j) < C'(l) \), a contradiction. Thus no such \( j \) exists. This completes the proof that the algorithm constructs a path in the quantum Bruhat graph. \( \square \)
Now that we have shown that there is a unique path to determine each \( T \) and that our algorithm follows that path, we can now show that the third condition given on two columns \( CC' \) from Conditions 4.6 is indeed necessary to build the entire path given in Proposition 4.9.

**Lemma 5.23.** The two columns \( CC' \) are not blocked off by \( C'[i] \) for any \( 1 \leq i < k \).

**Proof.** It suffices to show that if \( CC' \) is blocked off at some \( 1 \leq i < k \) by \( b = C'[i] \), then \( CT_kT_{k-1} \ldots T_{i+1}C' \) is blocked off at \( i \) as well in which case the result follows from Lemma 5.9.

Suppose there is such an occurrence. Then for some transposition in \( t_{im} \in T \) for \( 1 \leq m \leq i < l \leq k \) and the current word \( w \) we have that \( wC' \) is blocked off at \( i \) but \( wt_{im}C' \) is not blocked off at \( i \). Due to Lemma 5.6 we must only check that \( t_{im} \) does not make it so that \( wt_{it}[i] \in [b, b+1] \) and that \( wt_{im}[1, i] \) and \( C'[1, i] \) do not have an even number of \(+\) pairs.

For the first, we suppose that \( m = i \). Since \( wC' \) is blocked off at \( i \), it must be that \( w[i], w[\overline{i}] \in [b, b] \) and \( w[l], C'[l] \in [b+1, b+1] \). By monotonicity of path given in Lemma 5.1 we know that \( w[l] < w[\overline{1}] < C'[l] \) but then \( \overline{b} \leq w[i] < b = C'[i] < \overline{w[l]} = wt_{it} \) which contradicts Lemma 5.22. Thus \( m \neq i \).

For the second, we suppose that \( 1 \leq m < i \) and \( t_{im} \) is a stage IV downstep. Then \( w[l] < 0 \) and \( wt_{im} > 0 \). Lemma 5.1 gives that \( w[l] < wt_{im} < C'[l] \) and since stage IV transpositions cannot change sign \( + \) to \( - \), it must be that \( C'[l] > 0 \) as well. Therefore \( w[l] < \overline{a} < C'[l] \) which means that at some point during \( T \) we would need to transpose over \( \overline{a} \) in position \( 7 \), breaking the quantum Bruhat criterion. Thus there is no such stage IV downstep.

\( \square \)

The procedure \textit{path-B} does not allow adjacent columns to be blocked off at \( i \) while applying transpositions in \( T \). The following lemma shows that these same transpositions never cause the columns to be blocked off at any other position either.

**Lemma 5.24.** Let \( u = u_0, u_1, \ldots, u_q = v \) be a path as hypothesised in Proposition 5.8. Then \( u_j[1, l], C'[1, l] \) is not blocked off at \( l \) by \( C'(l) \) for any \( 0 \leq j \leq q \) and \( 1 \leq l \leq i \) except possibly for \( u_0 \) if \( i = l = k \).

**Proof.** This is clearly true for \( l = i \) by the procedure \textit{path-B}. Further, this is true for \( j = 0 \) by the Conditions 1 and 2. Suppose that there is some \( j > 0 \) and \( l < i \) such that \( u_j[1, l], C'[1, l] \) is blocked off at \( l \) by \( C'(l) \). Without loss of generality, let \( j \) be the minimum and \( l \) be the maximum of all such occurrences. This means that \( u_{j-1}[1, l], C'[1, l] \) is not blocked off at \( l \) by \( C'(l) \) and \( u_j = u_{j-1}t_{im} \) some \( 1 \leq m \leq l \). We will show that this implies that \( u_j[1, i], C'[1, i] \) is blocked off at \( i \) by \( C'(i) \), contradicting procedure \textit{path-B}.

We split this into two cases: one where the transposition \( t_{im} \) places a value between \( b \) and \( b \) into position \( m \) and a second where the transposition \( t_{im} \) changes the number of \(+\) pairs in the first \( l \) positions of \( u_j, C' \) to be odd.

Case 1: Here we have that \( u_{j-1}[i] \) is in \( C'[l], C'[l] \) but \( u_{j-1}[m] \) is not and neither is \( C'[i] \) since \( u_j \) and \( C' \) are blocked off at \( l \) by \( C'[l] \) by hypothesis. Also, by Lemma 5.1 we have that \( u_{j-1}[i] \equiv u_{j-1}[m] \equiv C'[i] \).

We first show that \( C'[i] > 0 \) and that \( |u_{j-1}[i]| \leq C'[i] \). Note that if \( u_{j-1}[i] < 0 \), then \( u_{j-1}[m] > 0 \) since there are no stage IV sign preserving down steps. Further, this means that \( C'[i] > 0 \) as well, since there are no stage IV sign changing up steps. Similarly, if \( u_{j-1}[i] > 0 \), then \( u_{j-1}[m], C'[i] > 0 \) since all stage IV up steps preserve sign. So either way, \( C'[i] > 0 \) and it follows that \( |u_{j-1}[i]| \leq C'[i] \) since \( u_{j-1}[i] \) is in \( C'[l], C'[l] \) but \( C'[i] \) is not.
Since stage IV moves preserves the signs in both positions \( C \) and \( l \), we get that \( u_l \) are blocked off at \( t \) in position \( l \). Now, if there is 1 \( C \) row placed, \( u \) at \( t \) in position \( l \). Since there are no changes of positive to negative sign via a stage IV transposition, the change to \( u \) and \( l \) \( + \) pairs in the first \( l \) rows to be odd. As a starting point, since \( u \) and \( C \) are blocked off at \( l \), it must be that there are an odd number of \( + \) pairs in the first \( l \) positions of these two columns. We claim that there are no \( + \) pairs in \( u_{j-1}[l+1, i-1] \) and \( C'[l+1, i-1] \). Since stage IV moves preserves the signs in both positions \( i \) and \( m \) or changes both from \( - \) to \( + \), we get that \( u_{j-1} \) and \( C' \) also has an odd number of \( + \) pairs in the first \( i \) positions.

We conclude by proving the claim. Suppose that there is some \( l < x < i \) such that \( u_{j-1}[x] < 0 \) and \( C'[x] > 0 \). First note that because the transposition \( t_{x} \) followed the QBG criterion, it must be that \( u_{j-1}[x] < u_{j-1}[m] \). Also, \( C'[x] < u_{j-1}[x] < n \), otherwise we would transpose over \( u_{j-1}[x] \). But then \( u_{j-1}[x] \) will have to transpose over \( C'[i] \) in position \( τ \) at some point during the application of \( T \) \( T \) in position \( x \). This contradicts the QBG criterion, and so no such \( + \) pair can exist.

Case 2: Here we show that if the first two block off conditions hold for blocking off \( u_{j-1} \) and \( C' \) at \( l \) then the transposition \( t_{x} \) cannot change the number of \( + \) pairs in the first \( l \) rows to be odd. Since there are no changes of positive to negative sign via a stage IV transposition, the change to an odd number of \( + \) pairs must be through the removal of a \( - \) pair in position \( m \). This means that \( u_{j-1}[i] < 0 \) and \( u_{j}[i] > 0 \). By our starting assumption for this case, we know that \( C'[l] > 0 \) and \( u_{j-1}[l] \) is in \( C'[l], C'[l] \) but \( u_{j-1}[i] < 0 \) and \( u_{j}[i] > 0 \) are not. This means that when applying \( t_{x} \), \( u_{j-1}[i] \) transposes over \( u_{j-1}[l] \) in position \( l \), breaking the QBG criterion.

Proof. (of Proposition 4.8)
The uniqueness of path and monotonicity follows from Proposition 5.8. To prove that the 3 conditions implies the existence of the chain, we iterate the construction in Proposition 5.8 using Algorithm Path_B for \( i = k, k-1, \ldots, 1 \). It remains to be shown that if the 3 necessary conditions hold for \( C'_l \), then they hold for \( C_{l+1} \) as well. We see that Lemma 5.22 gives that the first condition holds as well as that if \( C'_l[l_1] < C'_l[l_2] < C'_l[l_2] \) then \( C_{l+1}[l_1] < C_{l+1}[l_2] \) \( < C'_l[l_2] \) for \( 1 \leq l_1 < l_2 \leq i \). Now, if there is \( 1 \leq l_1 < l_2 \leq i \) such that \( C'_l[l_1] < C'_l[l_2] \) \( < C'_l[l_1] \) then we have that \( C'_l \) and \( C'_l[l_1, l_2] \) are blocked off at \( l_1 \) by \( C'_l[l_2] \) by hypothesis. Then if \( C_{l+1}[l_1] \) \( < C'_l[l_2] < C'_l[l_1] \), it must be that \( C_{l+1} \) and \( C'_l[l_1, l_2] \) are blocked off at \( l_1 \) by \( C'_l[l_2] \) by proof of Lemma 5.23. To finish, we acknowledge that \( C_{l+1} \) and \( C' \) are not blocked off at any \( l \leq i-1 \) by Lemma 5.24.

6. Proof of Proposition 4.10

6.1. Classifying Split, Extended columns. We now work towards building a subpath of \( Γ_r \) between the two height \( k \) columns resulting from the split extension of a KN column of height some multiple of 2 less than \( k \). We do so by first classifying some properties of such pairs of columns, and then showing that these properties are sufficient to build a unique path in the QBG. For this part, we will follow the work of [1] where a subcase of such pairs of columns were classified.

Conditions 6.1. Consider the following conditions on a pair of columns \( CC' \).

1. We have \( \{C(i); i = 1, \ldots, k\} = \{C'(i); i = 1, \ldots, k\} \).
\( \text{int}(C, C') := \left( \bigcup_{i=1}^{k} \{ j \in [\pi] : C(i) < j < C'(i) \} \right) \setminus \{ \pm C(i) : i = 1, \ldots, k \}, \)

then we have \( \text{int}(C, C') = \emptyset. \)

(3) If \( C(i) \) and \( C'(i) \) are the same sign, then \( C(i) < C'(i). \) Additionally, there are an even number of entries where \( C(i) \) is negative and \( C'(i) \) is positive.

(4) \( CC' \) follow the Conditions 4.6.

We will first define an initial matching on the set of columns \( \hat{K}N_k \) and then show that this matching satisfies Conditions 1, 2, and 3. We will follow up with a reordering of this matching, and then show that these reordered matchings continue to follow the three conditions as well as Condition 4. Further, we will later find that these conditions are the necessary requirements to determine a segment of the QBG path.

**Definition 6.2.** \([1]\)

We define a pair of columns \( BB' \) which we will call the initial matching. Let \( B := \hat{A} \) and define \( B' \) by matching each value in \( B \) from top to bottom with a value in \( rA \) as follows:

1. If \( a \) was not involved with the splitting or extending process, match \( a \) to itself.
2. If \( a \in [n] \) is non-zero and required splitting, match \( b \) to \( a \) and \( a \) to \( b \) where \( b \in [n] \) is the value used to split \( a \).
3. If \( a \in [n] \) is the result of a zero splitting, match \( a \) with \( a \).
4. If \( a \in [n] \) is a result of extending, match \( a \) with \( a \).

Since the initial matching is a direct result of the splitting extending algorithms, we will refer to an initial matching and a split extended \( KN \) column interchangeably.

**Lemma 6.3.** \([1]\) Any initial matching satisfies Conditions 1, 2, and 3.

We now give an algorithm which takes an initial matching \( BB' \) and produces what we will call a corrected matching \( CC' \) where \( C \) is the increasing column of entries from \( B \) and \( C' \) is a reordering of \( B' \).

**Definition 6.4.** Given a pair of columns \( BB' \) defined by an initial matching, we produce a corrected matching \( CC' \) by the following algorithm:

Let \( C := B \) and \( C' := B' \);

for \( i \) from 1 to \( k - 1 \) do

\[
\text{let } j \geq i \text{ be such that } C'(j) = \min_{C(j)} \{ C'(l) : l = i, \ldots, k \};
\]

\[
\text{let } C' = C't_{ij};
\]

end;

We also recall the conditions set on two columns in types \( A_{n-1} \) and \( C_n \).

**Definition 6.5.** We will refer to the following two conditions as Conditions 4'. For any pair of indices \( 1 \leq i < l \leq k \),

1. \( C(i) \neq C'(l) \)
2. and the statement \( C(i) < C'(l) < C'(i) \) is false

**Lemma 6.6.** Any corrected matching \( CC' \) satisfies Conditions 1, 2, 3, and 4.

**Proof.** It was shown in \([1]\) that the corrected matching \( CC' \) satisfies Conditions 1, 2, 3, and 4'. It remains to be shown that 4 holds. Note that 4' implies that parts 1 and 2 of Condition 4. We finish by showing that the corrected matching \( CC' \) is not blocked off for any \( 1 \leq i \leq k \). Suppose that there is such an \( i \) where \( CC' \) is blocked off. Since there must be an odd number of \( -- \) pairs
in the first $i$ rows, there must be at least one negative value in $C$ in position less than or equal to $i$. Since $C$ is increasing, it must be that $i = k$. If not, then $|C[k]| < |C[i]| \leq C'[i]$, which contradicts the block off assumption. However, $CC'$ cannot be blocked off at $k$ because Condition 3 gives that there are an even number of $-+$ pairs.

We now have that there is a matching which follows the four conditions for when $C$ is ordered increasingly. Next, we show that there is a matching that follows the four conditions for any reordering of $C$.

**Definition 6.7.** Given a corrected matching $CC'$ and $\sigma \in S_k$, we produce a reordered matching $DD'$ by the following algorithm:

Let $D := C\sigma$ and $D' := C'\sigma$;

for $i$ from 1 to $k - 1$ do

let $j \geq i$ be such that $D'(j) = \min_{D(j)} \{D'(l) : l = i, \ldots, k$ such that $DD't_{il}$ is not blocked off at $i\}$;

let $D' = D't_{ij}$;

end;

We will refer to the result of each $i$th iteration of the algorithm by $DD'_i$. We let $CC' = DD'_0$.

**Remark 6.8.** For the following lemmas, we consider an equivalent version of condition 2. For any two columns $CC'$, let

$$int_i(C, C') := \{j \in [n] : C(i) < j < C'(i)\} \cap \{\pm C(i) : i = k + 1, \ldots, n\}.$$ 

Then $int(C, C') = \bigcup_{i=1}^{k} int_i(C, C')$.

The following lemma shows that transpositions, which do not result from block-off avoidance, in the reorder algorithm maintain conditions 1,2 and 3. the method for proving follows similarly to techniques used in [1], as it pertained to a subset of columns where the the block-off condition would not appear.

**Lemma 6.9.** Let $DD'_{t_{i-1}}$ be the result of applying $i - 1$ iterations of the algorithm in 6.7 to corrected columns $CC'$ and suppose that the $i$th iteration of the algorithm, which calls for some transposition $t_{ij}$, does not result from a block off avoidance. If $int_i(D, D'_{t_{i-1}}) = int_j(D, D'_{t_{i-1}}) = \emptyset$ and condition 3 holds for $DD'_{t_{i-1}}$, then $int_i(D, D'_i) = int_j(D, D'_i) = \emptyset$ and condition 3 holds for $DD'_i$.

**Proof.** We begin by noting that if $i = j$, then the result follows, as we then have $DD'_{t_{i-1}} = DD'_i$. Now assume that $j > i$. Since the algorithm did not choose $D'_{t_{i-1}}[j]$ as an act of block-off avoidance, we have that $D[i] < D'_{t_{i-1}}[j] < D'_{t_{i-1}}[i]$. There are then three places where $D[j]$ could lie within this ordering. Notice that we cannot have $D[i] < D'_{t_{i-1}}[j] < D[j] < D'_{t_{i-1}}[i]$, as it would break the hypothesis that $int_i(D, D'_{t_{i-1}}) = int_j(D, D'_{t_{i-1}}) = \emptyset$ because $k < n$. It must then be that we have either $D[j] < D[i] < D'_{t_{i-1}}[j] < D'_{t_{i-1}}[i]$ or $D[i] < D[j] < D'_{t_{i-1}}[j] < D'_{t_{i-1}}[i]$, which we will refer to as case I and case II respectively. Notice that in both cases, we have that $int_i(D, D'_i), int_j(D, D'_i) \subseteq int_i(D, D'_{t_{i-1}}) \cup int_j(D, D'_{t_{i-1}}) = \emptyset$. It remains to be shown that condition 3 holds for $DD'_i$. This clearly holds for pairs in positions other tha $i$ and $j$, as they are unchanged in this stage of the algorithm and it was assumed that condition 3 held for $DD'_{t_{i-1}}$.

We now show the monotonicity in matched pairs of the same sign and first check for position $i$. Since $k < n$ and $int_i(D, D'_i) = \emptyset$, there is some $a \in [n]$ such that $a, \bar{a} \notin [D[i], D'[i]]$. Suppose that $sgn(D[i]) = sgn(D'[i])$. If condition 3 does not hold at $i$, we have that $D'[i] < D[i]$. If $D[i] \in [n]$, then we must have that $D[i] < \bar{a} < D'[i]$, a contradiction to our choice of $a$. Similarly,
if \(D[i] \in [\pi] \setminus [n]\), then \(D[i] < a < D'_i[i]\), again contradicting our choice of \(a\). Thus \(D[i] < D'_i[i]\) as desired. The proof for position \(j\) follows similarly.

We now show that the number of \(-+\) pairs remains unchanged after the application of \(t_{ij}\) to \(D'\). As before, since \(k < n\) and \(\text{int}_i(D, D'_{i-1}) \cup \text{int}_j(D, D'_{i-1}) = \emptyset\), there is some \(a \in [n]\) such that \(a, \bar{a} \notin \{D[i], D'_i[i]\}\) and \(a, \bar{a} \notin \{D[j], D'_i[j]\}\). This means that the progression through the four values in the orderings of case I and case II above never pass over the values \(a\) or \(\bar{a}\) and so the sign can only change once (either positive to negative or negative to positive). If we consider all eight configurations of four \(+\) and \(-\) values ordered with only one sign change (for example, \(+ + + +\) or \(- - - -\)) and compare them to the inequalities of case I and case II, we see that in both cases the number of \(-+\) pairs is preserved.

**Corollary 6.10.** Let \(DD'_{i-1}\) be the result of applying \(i - 1\) iterations of the algorithm in 6.7 to corrected columns \(CC'\) and suppose that the \(i^{th}\) iteration of of the algorithm, which calls for some transposition \(t_{ij}\), does not result from a block off avoidance. If conditions 2 and 3 hold for \(D D'_{i-1}\), then conditions 2 and 3 hold for \(D D'_{i}\).

**Lemma 6.11.** Let \(DD'_{i-1}\) be the result of applying \(i - 1\) iterations of the algorithm in 6.7 to corrected columns \(CC'\) and suppose that the \(i^{th}\) iteration of of the algorithm, which calls for some transposition \(t_{ij}\), results from a block off avoidance. If conditions 2 and 3 hold for \(D D'_{i-1}\), then conditions 2 and 3 hold for \(D D'_{j}\) for some \(i < j \leq j\).

*Proof.* The case where \(i = j\) is trivial, so suppose that \(j > i\). Since the algorithm choose \(D'_{i-1}[j]\) from a block-off avoidance, we have that \(D[i] < D'_{i-1}[i] < D'_{i-1}[j]\). There are then three places where \(D[j]\) could lie in within this ordering. If we have \(D[j] < D[i] < D'_{i-1}[i] < D'_{i-1}[j]\) or \(D[i] < D[j] < D'_{i-1}[i] < D'_{i-1}[j]\), then we again have that \(\text{int}_i(D, D'_{i}), \text{int}_j(D, D'_{i}) \subseteq \text{int}_i(D, D'_{i-1}) \cup \text{int}_j(D, D'_{i-1}) = \emptyset\) and so condition 2 still holds. Condition 3 then holds via similar argumentation to that in the proof of Lemma 6.9.

Unfortunately, if we have \(D[i] < D'_{i}[i] < D[j] < D'_{i}[j]\), we are not guaranteed that \(\text{int}_j(D, D'_{i}) = \emptyset\) or the monotonicity of values in row \(j\) of \(D D'_{i}\). For this case, we will first show that the parity condition of \(-+\) pairs still holds for \(D D'_{i}\) and that the monotonicity of same sign row entries holds for all rows not \(j\). Then we use Lemma 6.9 and the fact that the transposition is avoiding a block off configuration to then show that by the end of the \(j^{th}\) iteration of the algorithm, conditions 2 and 3 are restored.

We first note that \(D D'_{i-1}\) must have been blocked off at \(i\) by \(D'_i[i]\). If not, the \(i^{th}\) iteration of the algorithm would have called for the \(t_{ii}\). Since \(D D'_{i-1}\) was blocked off at \(i\) (and therefore an odd number of \(-+\) pairs in the first \(i\) rows), and condition 3 held for \(D D'_{i-1}\) (so there is an even number of \(-+\) pairs in the columns), there must be some \(-+\) pair in some row \(j' > i\). Since all of the values (up to absolute value) between \(\overline{D'_{i-1}[i]}\) and \(\overline{D'_{i-1}[i]}\) must lie in the first \(i\) rows of \(D D'_{i-1}\), it must be that \(\overline{D[j']} < \overline{D'_{i-1}[i]} < D[i] < D'_{i-1}[i] < D'_{i-1}[j] \leq D'_{i-1}[j'] \leq n\). This containment of inequalities along with the fact that condition 3 held for \(D D'_{i-1}\) gives that \(\text{int}_j(D, D'_{i}) \cap \text{int}_j(D, D'_{i-1}) = \emptyset\). Furthermore, the algorithm gives that \(D'_{i-1}[i] < D'_{i-1}[j] < D'_{i-1}[j']\), so it must be that \(D'_{i-1}[i] > 0\). Thus \(D'_{i-1}[i] < D[j] < D'_{i-1}[j]\) are all positive values and so \(D D'_{i}\) fails the monotonicity of condition 3 in row \(j\). Since \(D D'_{i-1}\) was blocked off at \(i\), it must be that \(D'_{i-1}[i] > 0\) as well. Thus the number of \(-+\) pairs is unchanged by the transposition \(t_{ij}\) and so the number of \(-+\) pairs in \(D D'_{i}\) remains even. Finally, since we have from above that \(\overline{D'_{i-1}[i]} < D[i] < D'_{i-1}[i] < D'_{i-1}[j] \leq n\), we have the monotonicity of same sign values (if it applies) in row \(i\) of \(D D'_{i}\).
Let \( j = \min(j, j') \). Note that during the \( i+1 \) through \( j-1 \) iterations of the algorithm, there will never be a block off avoidance move. Indeed, it would have to be blocked off at some value greater than \( D'_{j-1}[i] \), but this value is in position \( j \). We further note that none of these stages of the algorithm will ever call for a transposition with position \( j \). This follows from the fact that none of the pairs in these iterations are \( + - \) pairs by our choice of \( j' \) and that \( D'_{j-1}[i] \) is the minimum positive value below position \( i \). Therefore, by Lemma \[6.9\] we have that \( DD'_{j-1} \) still follows conditions 2 and 3 everywhere but in position \( j \). We now break into two cases, depending on the value of \( j \).

Suppose that \( j = j' \). Then the algorithm will call for the transposition \( t_{j'j} \) and if we consider the fact that \( int_{j'}(DD'_{j'1}) = \emptyset \) and the ordering of these values given above, we see that both conditions 2 and 3 once again hold.

Suppose that \( j = j' \). Then the \( j^{th} \) iteration of the algorithm again calls for the transposition \( t_{j'j} \) and places some \( x \) in a position where \( D[j] < x < D'_{j-1}[j'] \) and conditions 2 and 3 are restored. \( \square \)

We will use the following proposition to prove Proposition \[4.10\].

**Proposition 6.12.** A corrected matching \( CC' \) satisfies conditions 1, 2, 3 and 4 if and only if the corresponding reordered matching \( DD' \) satisfies conditions 1, 2, 3 and 4.

**Proof.** We first show that if \( CC' \) follows the conditions, then so does the corresponding pair \( DD' \). Condition 1 clearly holds, as the values themselves are unaltered in the columns when converting from a corrected matching to a reordered matching. Iterations of Corollary \[6.10\] and Lemma \[6.11\] give that conditions 2 and 3 hold for the reordered columns \( DD' \). Condition 4 holds because it is equivalent to the reorder algorithm. We note here that \( DD' \) is not blocked off at \( k \) because condition 3 gave that there are an even number of \( + - \) pairs in the two columns. The opposite implication is clear by the same reasoning. \( \square \)

It remains to be shown that these same four conditions on two columns are exactly the conditions needed to describe split extended \( KN \) columns of type \( B_n \).

**Proposition 6.13.** The set of corrected matchings \( DD' \) following conditions 1, 2, 3 and 4 are in bijection with the split extended reordered \( KN \) columns of type \( B_n \).

**Proof.** Note that Proposition \[6.12\] reduces the columns to be considered to just those \( CC' \) sorted columns. This case was shown in Theorem 4.4 of [1]. \( \square \)

### 6.2. Building a segment of the QBG Path between Split, Extended columns.

**Lemma 6.14.** The pair \( DD' \) satisfies Conditions \[6.7\] if and only if there is a path \( u = u_0, u_1, \ldots, u_p = v \) in the corresponding quantum Bruhat graph such that \( v_{[1,k]} = C' \) and the edge labels form a sub-sequence of \( \Gamma_r(k) \). Moreover, the mentioned path is unique, and for each \( i = 1, \ldots, k \), we have

\[
C(i) = u_0(i) \preceq u_1(i) \preceq \ldots \preceq u_p(i) = C'(i).
\]

**Proof.** The necessity of Condition 4 is given by Propositions \[5.7\] and \[5.23\]. The necessity of Condition 1 is clear from the selection of roots available in \( \Gamma_r(k) \). The necessity of Conditions 2 and 3 follow from the quantum Bruhat criterion of type \( B_n \). Indeed Condition 2 prevents us from ever transposing over a value in positions \( k + 1, \ldots, n, n, \ldots, k + 1 \) while Condition 3 follows from the sign restrictions of stage IV moves.

Now, if the four conditions are satisfied, then we obtain the desired path through the iteration of the \( Path_C \) algorithm (cf. Proposition \[4.9\] and its proof). Indeed, Condition 1 assures us that the algorithm terminates correctly even with the limited selection of transpositions in \( \Gamma_r(k) \). The monotonicity of same sign pairs from Condition 3 along with Condition 2 assures us that the
algorithm never selections reflections of the form \((i, m)\) or \((i, \overline{m})\) for \(m > k\). The pairity condition of \(\rightarrow \) pairs from Condition 3 assures us that \(DD'\) are not blocked off at \(at\) so that there is no need for the root \((k, k + 1)\), which is unavailable in \(\Gamma_k(k)\). Condition 4 grants use of Lemma 5.24 so every iteration starts off with two columns which are not blocked off.

\[\square\]

We can now prove Proposition 4.10.

**Proof.** (of Proposition 4.10) This follows directly from Lemma 6.14 and Proposition 6.13 \[\square\]

7. **The bijection in type \(D_n\)**

We briefly outline the major differences in the type \(D_n\) constructions. First, since \(KN\) columns of type \(D_n\) have no relation in the ordering of \(n\) and \(\overline{n}\), the type \(D_n\) splitting algorithm “split\_D” begins by converting all \((n, \overline{n})\) pairs in a given column to 0 values, and then it continues as in type \(B_n\) \[15\]. There is still need for the extending algorithm, and we use the same one as in type \(B_n\) (“extend”). The quantum Bruhat graph criterion in type \(D_n\) differs from type \(B_n\) in that we no longer have any arrows of the form \((i, \overline{j})\), but in return we have less restriction concerning arrows of the form \((i, j)\). This change requires further modifications to the path and reordering algorithms, based on the following type \(D_n\) blocked off condition.

**Definition 7.1.** We say that columns \(C = (l_1, l_2, \ldots, l_k)\) and \(C' = (r_1, r_2, \ldots, r_k)\) are type \(D_n\) blocked off at \(i\) by \(b = r_i\) if and only if \(C\) and \(C'\) are blocked off at \(i\) by \(b = r_i\), or the following hold:

1. \([-|l_i| < b < 0, where \(-|l_i| = b\) if and only if \(l_i = b\);
2. \(\{b, b + 1, \ldots, n\} \subset \{|l_1|, |l_2|, \ldots, |l_i|\}\) and \(\{b, b + 1, \ldots, n\} \subset \{|r_1|, |r_2|, \ldots, |r_i|\}\);
3. and \(|\{j : 1 \geq j \geq i, l_j > 0, r_j < 0\}|\) is odd.

We then define “Path\_D” and “ord\_D” to be as in type \(B_n\), but by replacing “blocked off” with “type \(D_n\) blocked off”.

**Theorem 7.2.** The map “Path\_D \circ ord\_D \circ extend \circ split\_D” is the inverse of the type \(D_n\) “sfill\_D” map.
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