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Abstract

Recently neural architecture search (NAS) has been successfully used in image classification, natural language processing, and automatic speech recognition (ASR) tasks for finding the state-of-the-art (SOTA) architectures than those human-designed architectures. NAS can derive a SOTA and data-specific architecture over validation data from a pre-defined search space with a search algorithm. Inspired by the success of NAS in ASR tasks, we propose a NAS-based ASR framework containing one search space and one differentiable search algorithm called Differentiable Architecture Search (DARTS). Our search space follows the convolution-augmented transformer (Conformer) backbone, which is a more expressive ASR architecture than those used in existing NAS-based ASR frameworks. To improve the performance of our method, a regulation method called Dynamic Search Schedule (DSS) is employed. On a widely used Mandarin benchmark AISHELL-1, our best-searched architecture outperforms the baseline Conform model significantly with about 11% CER relative improvement, and our method is proved to be efficient by the search cost comparisons.
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1. Introduction

Multi-Headed Self-Attention (MHSA) mechanism has received great success in end-to-end (E2E) models$^{[1][2][3]}$ for automatic speech recognition (ASR) tasks. Different from the recurrent network (RNN) based E2E or hybrid models$^{[4][5][6][7][8]}$, the MHSA-based model is more easily computed parallelly and has greater power in capturing long-range dependencies, this helps MHSA-based models achieve better performance than the RNN-based models.

On the other hand, the convolution (Conv) network also has been successfully applied in ASR tasks$^{[9][10][11]}$. Benefiting from that Conv architecture can gather local neighborhood information effectively, some works employ Conv as complementation of MHSA$^{[12][13]}$, where Conv and MHSA are designed for capturing local and global information respectively. In$^{[12]}$, a sandwich-like architecture called Conformer is proposed for ASR, which uses Conformer blocks composed of MHSAs, Conv, feed-forward network (FFN) three modules and achieves SOTA performance in many benchmarks with the effective joint of MHSAs and Conv. Despite the superior performance of Conformer, all the existing Conformer architectures tend to stack the same block together, however, it remains to be seen whether different combinations of various blocks can further improve the performance. In one word, it is left to be explored whether we can obtain data-specific Conformer-based architectures beyond existing ones. This problem is dubbed an architecture challenge.

NAS methods are proposed to designing SOTA neural architecture automatically in a pre-defined search space and have been successfully used for image classification and language modeling tasks$^{[15][15]}$. A NAS method contains one search space and one search algorithm. Existing works have succeeded in constructing the search space base on diverse kinds of networks like Conv$^{[16]}$, RNN$^{[17]}$, and MHSA network$^{[18]}$, and a comparably or better architecture than the human-designed can be obtained with the search algorithm over the search space. Early NAS approaches search architectures with thousands of architecture evaluations, which are computationally expensive, e.g. Reinforcement Learning (RL) based methods$^{[16][17]}$ and Evolutionary Algorithm (EA) based methods$^{[15][15]}$. Differentiable Architecture Search (DARTS)$^{[19]}$ employed a differentiable gradient-based method that improves the complexity of the neural architecture search effectively. With a continuous relaxation of search space, the architecture parameters of DARTS can be optimized directly by gradient descent, this obviously reduces search cost and has discovered SOTA model architectures on many tasks$^{[20][21]}$.

Thus far, there have been several NAS-based works for ASR tasks. $^{[22]}$ utilized an improved DARTS algorithm to search the integral architecture over a search space composed of Time-Delay Neural Network (TDNN) operations for ASR task, $^{[23]}$ directly applied DARTS for searching a partial Conv module architecture used in their ASR models over a Conv-based search space. Although these DARTS-related works have shown improvement on specific model architecture, they lack efforts of searching MHSA-based architecture, which has been proved great power on ASR tasks. $^{[24]}$ used EA-based methods to search for MHSA-based ASR model architecture and achieved better performance than models designed with human experiences. Nevertheless, this method exists two weaknesses, it only searches half blocks of the model, with another half still human-designed. Even worse, the EA method requires thousands of architecture evaluations, which is extremely computationally expensive. In $^{[18]}$ the same method used for natural language processing (NLP) requires about 270 Google's TPUs to search architectures within an acceptable time.

As aforementioned, existing human-designed Conformer architectures stack the same block and lack exploration for bet-
2. Related Work

2.1. Conformer Architecture

Original Conformer architecture contains an input embedding layer, a positional encoding layer, and a number of Conformer blocks. Figure 1(a) displays an overlook of Conformer architecture. In the input embedding and positional encoding layer, the input feature will be embedded into the attention dimension. In the input embedding and positional encoding layer, the positional information into the computation flow. Then the positional embedding result will be feed into the next Conformer blocks.

There exists three kinds of modules in a conformer block: an MHSA module, a Conv module, and an FFN module, as illustrated in Figure 1(b). The Conv module begins with a gating mechanism including a pointwise convolution and a gated linear unit, followed by a 1-D depthwise convolution layer, a batchnorm layer, and a pointwise convolution. The MHSA module uses the architecture mentioned in [26], modified by the relative sinusoidal positional encoding scheme [27] and FFN employs two linear transformations and a nonlinear activation in between. Residual connection and dropout are applied in all three modules, the same approach is used in many transformer ASR models [2][12][26].

2.2. Differentiable Architecture Search

DARTS is proposed to solve the search efficiency problem caused by RL or EA methods, with a continuous relaxation. In DARTS, the search space is represented as a directed acyclic graph (DAG) which consists of nodes and edges, and the DAG is often called the super-network. As shown in Figure 1(c), each node \( x_{i,j} \) is a latent representation (e.g. a feature map in Conv networks) and each directed edge \((i, j)\) is associated with a candidate operation \( o_{i,j} \) that can transform \( x_{i} \) into \( x_{j} \).

Assuming there exist \( K \) kinds different candidate operations \( o_{i,j} \) between \( x_{i} \) and \( x_{j} \), an architecture parameter vector \( \alpha_{i,j} \in \mathcal{R}^{K} \) is used to associate with these candidate operations and \( \alpha_{i,j}^{k} \) represents the \( k \)-th operation between \( x_{i} \) and \( x_{j} \). To make the search space continuous, DARTS relaxes the categorical choice of a particular operation to a softmax over all possible operations and use a mixed operation \( \bar{o}_{i,j} \) to represent the data transformation in the search stage:

\[
\bar{o}_{i,j}(x^{(i)}) = \sum_{k < K} \exp(\alpha_{i,j}^{(i)}) \cdot o_{k}(x^{(i)})
\]

In general, DARTS aims to solve a bi-level problem, where the validation dataset is used to optimize the architecture parameters \( \alpha \), and the training dataset is used to optimize the operation parameters \( \omega \). Respectively denote \( \mathcal{L}_{\text{train}} \) and \( \mathcal{L}_{\text{val}} \) as the training and the validation loss, this implies the bi-level optimization problem with \( \alpha \) as the upper-level variable and \( \omega \) as the lower-level variable:

\[
\min_{\alpha} \mathcal{L}_{\text{val}}(\omega^{*}(\alpha), \alpha)
\]
s.t. \( \omega^* (\alpha) = \arg \min \omega \mathcal{L}_{\text{train}} (\omega, \alpha) \) \hspace{1cm} (4)

In practical search, DARTS approximates \( \omega^* (\alpha) \) by using a one-step training result for reducing the expense of inner optimization.

3. Methods

3.1. Improved Conformer Using DARTS

Vanilla Conformer is constructed by stacking identical MHSA, Conv, and FFN modules. To explore better architectures, we propose a Conformer-based search space, which allows different combinations in each block. The backbone of our search space follows the sandwich-like architecture of Conformer shown in Figure 1(a). Considering in the original Conformer module each node only can be connected to the previous one, each node of our search space follows the same connection limitation, thus Equation 2 will be modified as:

\[
x^{(i+1)} = \hat{g}^{(i+1)} (x^{(i)})
\]

Figure 1(c) displays the topology of our search space, where there exist multiple candidate operations for each module. In Table 1, we list all the candidate operations of three modules, these operations are widely used in Conformer or MHSA-based architectures. MHSA operations have the same attention dimension 256 but use different attention head numbers. Conv operations vary in kernel and dilation size, the number in the FFN operation name denotes the kernel size, the default dilatation is 1, while dil_conv has the dilation 2. FFN operations have a distinction in hidden dimension, the number in the FFN operation name means the hidden dimension. Over the search space, we can derive various architectures containing flexible operation combinations and many existing human-designed conformer architectures can be found in this search space.

DARTS is employed as our search algorithm, the supernet including all candidate operations which will be trained with the bilevel optimization schedule. After the search process is finished, we preserve the operations with the largest weights in each module, from which we obtain the searched architecture.

Table 1: Candidate operations for MHSA, Conv, and FFN modules.

| Module Name | Candidate Operations |
|-------------|----------------------|
| MHSA        | mhsa_head4 mhsa_head8 mhsa_head16 |
| Conv       | identity conv_7 conv_11 conv_15 dil_conv_7 dil_conv_11 dil_conv_15 |
| FFN        | ffn_1024 ffn_512 ffn_256 |

3.2. Dynamic Search Schedule (DSS)

The original DARTS utilizes a one-step training result as an approximation solution for Equation [4] while in the start-up stage this coarse approximation will lead to a huge gap with the precise solution since the candidate operation parameters \( \omega \) are badly learned. To alleviate this problem, we propose a search schedule called Dynamic Search Schedule (DSS). The key idea of DSS is using a dynamic-steps approximation as the approximate solution for Equation [4] instead of one-step approximation, where the approximation steps \( S_n \) can be dynamically adjusted with the training steps \( S \) of candidate operation parameters \( \omega \).

Considering the operation parameters \( \omega \) is trained with the Noam optimizer [26], which adopts a warm-up mechanism and the learning rate \( lrate \) of \( \omega \) is updated as below:

\[
lrate = d_{\text{model}}^{-0.5} \times \min (S \times \text{warmup \_steps}^{-1.5}, S^{-0.5}) \quad (6)
\]

We refer the warm-up mechanism and employ Equation 7 to adjust the approximation steps \( S_n \) dynamically with two stages.

\[
S_n = \max (\beta \times (\frac{S - \text{warmup \_steps}}{\text{warmup \_steps}}), 0)^{-0.5} \quad (7)
\]

For the first \( \text{warmup \_steps} \) training steps, \( \omega \) is extremely underfitting, so we do not update the architecture parameters \( \alpha \) on the badly-learned \( \omega \) by setting \( S_n \) as positive infinity. Thereafter \( lrate \) is decreased proportionally to the inverse square root of the step number, since \( \omega \) is gradually learned well. For the same reason, we also decrease \( S_n \) by the inverse square root proportion. On the other hand, \( \alpha \) relates to the model architecture rather than the model size, we remove the modification \( d_{\text{model}}^{-0.5} \). The coefficient \( \beta \) is used to normalize \( S_n \) to a proper value. Then the calculated approximation steps \( S_n \) is used for updating \( \alpha \), and the entire search procedure with DSS is outlined in Alg. 1. With manually setting \( S_n \) as one, the search procedure will involute to the original DARTS which uses the one-step approximation schedule.

Algorithm 1 DARTS with DSS

1. Initialize \( S \) and \( S_0 \) with 0
2. while not converged do
   3. Calculate \( S_n \) with Equation 7
   4. if \( S - S_0 \geq S_n \) then
      5. Update \( \alpha \) by descending \( \nabla \alpha \mathcal{L}_{\text{eval}} (\omega; \alpha) \) and update \( S_n \) with \( S \)
   6. end if
   7. Update \( \omega \) by descending \( \nabla \omega \mathcal{L}_{\text{train}} (\omega; \alpha) \)
   8. Replace \( S \) with \( S + 1 \)
9. end while
10. Derive the final architecture based on the learned \( \alpha \)

4. Experiments

4.1. Data

In this work, we evaluate our search space and search algorithm over a public Mandarin speech corpus AISHELL-1 [29]. This corpus contains a 150 hours training set, a 20 hours development set, and a 10 hours test set. We extract acoustic features using 80-dimensional Mel-filterbanks, which are computed over a 25ms window with a 10ms shift, and 3-dimensional pitch features are added extra. SpecAugment also is used for data augment [30].

4.2. Model Implement

We conducted our experiments with the toolkit ESPNet [31]. A human-designed model is used as our baseline Conformer with the block number \( N \) as four, and each block is composed of mhsa_head4, conv_15, ffn_1024, following the finetuned architecture of ESPnet over AISHELL-1. We use three search methods to derive architecture with search space described in Sect. 3.1 Random Search directly samples architectures with
a uniform distribution randomly, in our experiments such sampling is run 15 times and the best architecture on the validation set is selected as the search result. Then for Random and DARTS methods, we both retrain the searched architecture from scratch on training set.

Connectionist Temporal Classification (CTC) \cite{Graves2006} is adopted as the objective function and the Noam optimizer is used to train our models with warm-up steps = 25000, learning rate = 1.0, label smoothing weight = 0.1 and dropout rate = 0.1. Additionally, we adopted normalization coefficient $\beta$ as 2.0 for DSS and set the architecture learning rate as 0.0003. All our experiments are conducted on a single Nvidia Titan RTX.

Table 2: Comparisons between the baseline Conformer architecture and searched architectures by our method. All architectures are evaluated with CER over Dev and Test set.

| Model                  | Model Size | Dev | Test |
|------------------------|------------|-----|------|
| Baseline Conformer     | 28.90M     | 7.6 | 8.3  |
| Random Search          | 26.54M     | 7.6 | 8.4  |
| DARTS w/o DSS          | 28.85M     | 7.2 | 8.0  |
| DARTS with DSS         | 28.89M     | 6.7 | 7.5  |

4.3. Result

4.3.1. Comparisons with Baseline

Table 2 compares the result (CER) of architectures searched by three methods and the Baseline Conformer. For a fair comparison, we report the model size of each method. The Random Search result is worse than the other two DARTS methods meanwhile, which implies that the improvement does owe to our search algorithm.

In the case of the DSS regulation algorithm, both two DARTS methods have achieved better performance than the Baseline Conformer, while DARTS with DSS has the best result among all methods. The improvement of DARTS with DSS upon DARTS w/o DSS demonstrates the effectiveness of DSS regulation. DARTS with DSS outperforms the Baseline Conformer with 0.90/0.8 CER in Dev/Test, even DARTS w/o DSS also can gain 0.4/0.3 CER improvement against the Baseline Conformer.
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Figure 2: (a) is the best architecture searched by DARTS w/o DSS. (b) is the best architecture searched by DARTS with DSS.

4.3.2. Searched Architecture

Different from stacking the same blocks of baseline Conformer, our searched architectures can select various operations for each block. With 4 Conformer blocks, there exist $(3 \times 7 \times 3)^4 = 15,752,961$ candidate architectures in our search space. Figure 2 displays the architectures searched by our methods, corresponding to the performance of Table 2. For the MHS module, mhsa_head16, mhsa_head8 are used in Figure 2(a) and mhsa_head16, mhsa_head4 are used in Figure 2(b). Operation ffn_1024 is selected as the FNN operation for all blocks, which is also used in the Baseline Conformer.

We infer the main reason is that the hidden dimension is crucial for FNN module and a larger dimension always means better performance, thus ffn_1024 with the largest hidden dimension is always the best candidate.

Conv operations of two architectures both select larger kernel sizes as the depth increases. Considering that kernel size is related to the receptive field size of Conv operation, we infer this could be due to the Conv module tends to collect original short-range information in first blocks, then integrate long-range high-level information in last blocks.

4.3.3. Search Cost Analyze

Table 3 displays the time consumption of our methods. Search epoch is the epochs of training the supernet and learning architecture, search cost is the total time cost of searching the architecture, and retraining time means the time cost of retraining the obtained architecture from scratch. Noticing that there exists little difference for the model size of four methods, the retraining times are all extremely close. Among three search methods, the search cost of Random Search is much longer than another two, since it samples architectures 15 times and each needs to be retrained from scratch to get the validation performance.

Table 3: Search cost comparison of baseline and our search methods. Baseline Conformer has no Search cost since the architecture is human-designed.

| Method                  | Search Epoch | Search Cost | Retraining Time |
|------------------------|--------------|-------------|-----------------|
| Baseline Conformer     | -            | 21.6h       |                 |
| Random Search          | 10           | 322h        | 21.5h           |
| DARTS without DSS      | 10           | 17.5h       | 21.6h           |
| DARTS with DSS         | 15           | 23.2h       | 21.6h           |

From Table 3, we can observe that DARTS methods can reduce search time effectively. Except for the performance improvement in Sect. 4.3.1, DARTS with DSS only needs a little more search cost against DARTS w/o DSS. Compared with the retraining time, the search cost of DARTS methods is quite acceptable.

5. Conclusion

In this paper, we constructed a NAS-based ASR framework. Our search space was designed based on the Conformer architecture backbone and the widely used DARTS is used as the search algorithm. Over the mandarin benchmark AISHELL-1, we evaluated our search methods and the searched architectures. The experiment results showed that the best architecture found by our methods can outperform the baseline architecture significantly. Furthermore, the comparison of search time cost confirmed the efficiency of our methods. In future work, we plan to explore the portability of our methods over different E2E architectures.
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