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Abstract—Deaf or hearing loss is a condition of inability to hear something, either totally or partially. Hearing loss greatly affects the life of a person in communicating with the people around him. Deaf people will be very difficult when in a medical emergency, this is because the medical emergency situation requires fast action. The Healthy Phone application is a mobile medical emergency call application that can help people with hearing impaired when in emergency situations. With the Healthy Phone application, the user only needs to select an icon that suits the situation encountered in touchscreen mobile device then the message will be sent to the nearest hospital. To search for icons corresponding to emergencies, the User Centered Design (UCD) method is used. This application is very helpful for deaf people because this application does not require audio communication and user location is also sent automatically to the nearest hospital. The results were analyzed using four emergency event scenarios with a total score of 87% and an average user time of less than 0:42 sec indicating that the study was successful in designing a mobile medical emergency call application according to user requirements.
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1 Introduction

Deaf or hearing loss is a condition of inability to hear something, either totally or partially. Hearing loss usually occurs due to heredity or it could be due to age factor. Hearing disorders are grouped into 3 ie severe disturbances, moderate disturbance, and mild disturbance[1].

Hearing loss has a profound impact on the quality of life of the sufferer which resulted in them never knowing what a sound is so that they are also unable to produce sound [1][2]. In everyday life, the sound is the main component in interacting and communicating with the people around. This is also a problem when deaf people are in emergency situations [3].

The emergency can be defined as a sudden or unexpected situation with a risk to health, life, property or environment that requires action to repair or protect [4]. In most countries, there are services associated with each emergency control center in
response to any type of emergency, usually firefighters, police and medical emergencies [5]. Medical emergencies are emergency situations that are related to health and require rapid action [6]. One of the actions that need to be done is the use of mobile devices to make phone calls to the hospital. The development of mobile devices now makes it easy to build mobile apps that support users efficiently in some daily activities [7] [8] [9]. A situation that benefits everyone where people easily make emergency calls because all the features are available on every phone.

Emergency situations will be difficult for some people who have limitations such as people with disabilities or people who have a traumatic situation to make an emergency call [3][10]. For example, deaf people who are unable to communicate well through voice calls. Moreover, other examples of parents or people who have a certain trauma will be difficult to articulate words [3]. To help hearing-impaired people who have problems during an emergency condition the authors designed a medical emergency call medical app for deaf people using the user-centered design method (UCD).

With the mobile medical emergency call application for deaf people using UCD method, it is expected that deaf people to contact the nearest hospital from the scene without audio communication, the user only needs to choose the icon that suits the situation faced when the incident occurred. After that, they simply clicked a few boxes to answer simple questions like the number of victims in the incident. The result of this selection process is the message sent to the nearest hospital containing the report corresponding to the selected information, along with the user profile and the coordinates of the caller. This app has the potential to be very important for deaf people, as well as in a panic situation or some event that suddenly makes it difficult to articulate the words.

2 Literature Review and Related Works

There are some previous studies that can be used as a reference so that mobile medical emergency call applications for deaf people using UCD method can be proposed in this study. The study titled SOSPhone: A Mobile Application For Emergency Calls [3]. In research Paredes et al developed prototype emergency calling apps for people with disabilities (deaf) and parents, in the study it was explained that parents and deaf are difficult to cope with emergencies due to limitations in communicating via telephone calls.

Research on universal access to emergency services using mobile apps is also a hot topic [11]. In a study a mobile system was created to handle communications between emergency medical responders and deaf people, to improve communication with emergency language transactions to interpret sign language [11].

The emergency system has been used by deaf people as another perspective and has used many types of technology [12]. The use of teletypewriter (TTY) mode to access to emergency services by deaf people is not so recommended. In addition, other studies have shown the use of SMS and TTY as a preferential mechanism by deaf users to communicate. Regarding the preferences of deaf people in the UK, Pill-
ing and Barrett concluded in their research that participants used some form of text communication, including SMS, TTY, fax, and email for specific purposes [13]. In addition, most people prefer text messages only or videos that are assembled from modular segments, which describe sustainable sign language videos [13].

However, other projects focus on translator services, to mediate communications in emergencies [14]. In this study, they realized that the most common form of communication is SMS messaging, with the exception of Spanish and Greek using the REACH112 system prototype. Complementary, and focused only on the United States [15].

A study entitled User-Centred Design with Visually Impaired Pupils: A Case Study of a Game Editor for Orientation and Mobility Training [16], in a study by Mattheiss et al, they made a game for orientation and mobility training for the blind using the UCD method.

Research entitled Design and Evaluation Of A User-Centered Interface To Model Scenarios On Driving Simulators [17], in this study, Bhatti et al studied about modeling scenarios on the driving simulator using UCD method. Research entitled Accessible Options For Deaf People In E-Learning Platforms: Technology Solutions For Sign Language Translation [18], Martins et al present a study of potential technological solutions to improve the communication process for deaf people in Platform learning through translations of Sign Language (SL).

From various existing research, the authors conclude that the use of text messages cannot be applied to people with hearing impairment so that required an application that can work quickly and easily understood by every user who experienced an emergency situation.

3 Method and Materials

This study focuses on the design of mobile medical emergency call applications for deaf people using user-centered design methods. stages performed in this study can be seen in Figure 1.

3.1 Data collection

This stage consists of 2 parts: literature study and field study. The literature study is conducted by searching for supporting research literature such as reading the source of related libraries from internet, thesis, journals related to the research topic. The field study was conducted by observing and interviewing at SLB B Karnmananohara Yogyakarta. In the field study, observations were made to 20 students to know the characteristics of the users. In addition, interviews were also conducted with parents and teachers to obtain supporting data.
3.2 Stage of Needs Analysis

This stage is the stage of needs analysis which includes two activities that are identifying the characteristics and needs of the user for mobile applications that will be made. The process at the analysis stage can be seen in Figure 2:
Plan the human-centered design process. In this process, every work of our application interface centered on user needs [19], in this case, is deaf people. In this case, we will involve the deaf people at SLB B Karnnamanohara to ask their opinions or suggestions about the application interface.

Understand Specifying the Context of Use. The basis of any UCD process is to understand the users of the intended product and their usage environment. Therefore, the typical UCD process begins with identifying users, it also includes all stakeholders, or indirect users, all associated with the system [20]. At this stage too, we identify user characteristics and user groups, possible characteristics, following ISO definition, skills, education, age, etc [20].

Specifying the User Requirements. Basically at this stage is the stage of extracting information or data to collect the needs of the user, then after the information or data has been collected, the arrangement of information from the data needs of the user, the user needs are described into various forms or techniques, such as narration, or diagrams, etc [21].

Produce Design Solution. In this step, the first design was created. Sketches, simulations and other forms of prototypes used to make visible ideas and facilitate effective communication with users. This prevents the possible high costs and associated requirements for reworking the product in the next step of the life cycle. When design solutions are presented to users, they must also be allowed to perform tasks. The user feedback collected should be included in the improvement of the design solution. It should be iterated continuously until the design goals have been met [20].

Evaluating The Design. In the next activity, the design solution that the previous stage is evaluated. The goal is to generate feedback to further improve the product and to determine whether the design meets the specified user requirements, usability goals and in accordance with general usability guidelines. The UCD process cycle continues as long as usability purposes are not met [21].
3.3 Results of Needs Analysis

The use of text-based communication solutions cannot be applied to people with hearing-impaired because from birth the language used by them is sign language [22], and consequently, some of them are illiterate [23]. From the analysis that has been done with the needs of the user obtained some requirements that must be owned application to be made. The following are the common requirements that have been identified:

• The user interface should avoid using text to allow all users to access emergency service calls. The situation should be explained by large icons and easily accessed with high contrast. Icons should be selected from the symbology reference.
• Input information should be easy for people with mobility problems.
• This application should allow users to describe the situation in as much detail as possible, such as the number of victims and the additional information needed to follow.
• The use of network bandwidth should be reduced so that communication is faster in emergency situations.
• Locations that are automatically displayed so that users do not need to provide an address because coordinate directly sent to the hospital.
• User registration will complete caller identification and provide more information to prevent invalid calling.

4 Result and Discussion

4.1 Healthy Phone Architecture

The concept of the Healthy Phone app is the same as the concept of online taxi booking. Users in emergency situations send messages to the hospital using the app and the app will send a message to the hospital closest to the user's location Explanation of application concept can be seen in Figure 3.

![Healthy Phone Architecture](image-url)
4.2 Interface Design Healthy Phone

The results of the identification that has been done and generate some requirements given by the user so that has been applied to the prototype mobile application Healthy Phone. The prototype of Healthy Phone phone application can be seen in Figure 4.

Figure 4 is the initial view when registered users open the Healthy Phone app. Users experiencing emergencies only need to tap images that match their current events. These emergency events can be experienced by the user itself or others around him.

In Figure 5 the user needs to fill in the event data such as the number of victims and additional information which is an optional option. The location shown here is the automatic location according to the user's position. Then the user simply presses "Send" then the message will be sent by the application to the nearest hospital.

In Figure 6 is a confirmation interface display containing event data received by the nearest hospital from where the user is located. The hospital only needs to press the "confirm" button as a notification that the hospital has confirmed the emergency and is ready to take action by sending the ambulance and medical equipment required.

4.3 User Experiment

To assess whether the Healthy Phone application is acceptable to users. The experiment was conducted by involving 20 students, three teachers and two parents from SLB B Karnamanohara. From the first experiment, the user is given a video showing an emergency situation and they must describe the event into the application. There are four different emergency scenarios that we use as hypotheses:
• S1: Two men who have an accident due to excess alcohol.
• S2: One person experiences shortness of breath and rapid heartbeat.
• S3: A woman who is pregnant and feels the contraction.
• S4: A middle-aged man who suffers from headaches and suddenly cannot speak.

The results obtained by only a handful of users are able to complete the call until it is over and within a less rapid timeframe if they are really in an emergency situation to operate the Healthy Phone app. The results of the experiments are summarized in Table 1.

In the second experiment, the same scenario as the first experiment was performed and the results obtained were much better than the first experiment. In addition to more who successfully make calls correctly the time required is much faster. The results of the second experiment are summarized in Table 2.

Table 1. Summary of first experimental results.

| Scenario | S1       | S2       | S3       | S4       | Average |
|----------|----------|----------|----------|----------|---------|
|          | Number of calls completed correctly | 7 (28%)  | 10 (40%) | 12 (48%) | 8 (32%) | 9.25 (37%) |
|          | Average time to complete the call (min: sec) | 1:35     | 1:15     | 1:25     | 2:00    | 1.34 |

Table 2. Summary of results of the second experiment

| Scenario | S1       | S2       | S3       | S4       | Average |
|----------|----------|----------|----------|----------|---------|
|          | Number of calls completed correctly | 22 (88%) | 23 (92%) | 24 (96%) | 18 (72%) | 21.75 (87%) |
|          | Average time to complete the call (min: sec) | 0:40     | 0:35     | 0:35     | 1:00    | 0:42 |

5 Conclusion

The Healthy Phone application has been designed to meet the objectives and purposes of this study using the UCD method. This system can be easily used by deaf users who are in emergency situations. This system is in accordance with its function and meets the needs of users in making emergency calls. The results were analyzed using four emergency event scenarios with a total score of 87% and an average user time of less than 0:42 sec indicating that the study was successful in designing a mobile medical emergency call application according to user requirements. From the experiments that have been done, there are obtained some input obtained from the user such as adding the victim awareness status and include icons that symbolize the short breath.
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