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Abstract

We introduce a novel inferential framework for marked point processes that enjoys both scalability and interpretability. The framework is based on variational inference and it aims to speed up inference for a flexible family of marked point processes where the joint distribution of times and marks can be specified in terms of the conditional distribution of times given the process filtration, and of the conditional distribution of marks given the process filtration and the current time. We assess the predictive ability of our proposed method over four real-world datasets where results show its competitive performance against other baselines. The attractiveness of our framework for the modelling of marked point processes is illustrated through a case study of association football data where scalability and interpretability are exploited for extracting useful informative patterns.

1 Introduction

Point processes have been extensively used in a wide range of domains such as seismology [1, 2, 3], computational finance [4, 5], criminology [6], examining insurgence in Iraq [7], astronomy [8], neuroscience [9] to name a few. The recent advancement of information technologies, e.g. social media, electronic financial transactions, e-commerce systems etc, has provided an abundance of data where various types of events happen in irregular time intervals. The large amount of data and its complex dynamics paved the way of many deep learning applications [10, 11, 12, 13, 14, 15, 16] where an underlying neural net was able to capture non-linear relations between events. Despite of the ability of neural-based point processes to learn complex behavior from real-world data, their black-box nature limits them significantly in terms of tractability. A recent work [17] has developed a new family of marked point processes which provided both flexibility and interpretability through a decomposition of the joint distribution over times and marks. The resulting model has a directly interpretable parameterization and it has been use to model in-game event sequences from football data. Nevertheless, the inference process have been based on a Hamiltonian Monte Carlo algorithm [18], that quickly gets computationally prohibitive for large-scale event data sets.

In this work, we bridge the gap between lack of interpretability in neural-based point process models and the scalability issues of [17] by introducing an inferential framework based on variational inference (VI) that successfully deals with such limitations. Our contributions consist of (i) developing an implementation strategy that provides approximate posterior densities over model parameters instead of point estimates produced in state-of-the-art methods [11, 12, 16, 15], (ii) adopting a log-Normal model for the conditional distribution of times that outperforms other
state-of-the-art methods on predicting future events and marks, (iii) proposing computational and mathematical tricks that significantly reduce inference time without sacrificing performance and (iv) analysing a large dataset of touch-ball event data in football to demonstrate the scalability, interpretability, and extendibility of our proposed method. In particular, our model readily allows for feature-driven cross-excitation and learning of event genealogies, which allow the extraction of fruitful and insightful patterns about the game and the teams.

2 Background

2.1 Marked temporal point processes

A marked temporal point process (MTPP) \[19\] can be seen as an ordered sequence of event times \(t_i \in [0, T]\) over an observation interval \([0, T]\), accompanied by event marks \(u_i \in U\), which may include information about the event types or marks (discrete), location (continuous) or other event attributes. In this work we consider both discrete (multi-dimensional temporal point process) and continuous (marked spatio-temporal point process) mark spaces \(U\). A MTPP is fully determined by its conditional intensity function (CIF) \(\lambda(t, u|F_t)\) which gives the probability of observing an event in the space \([0, T] \times U\) from the filtration \(F_t = \{t_i, u_i\}_{t_i < t}\), i.e. \(\lambda(t, u|F_t) \mid |B_{du}(u)|\) \(dt = \mathbb{E}[N([t, t + dt] \times B_{du}(u)|F_t)],\) where \(N(A)\) is the counting measure of events over the set \(A \subseteq [0, T] \times U\) and \(|B_{du}(u)|\) is the Lebesgue measure over the open ball of radius \(du > 0\) in \(U\). Given a dataset \(D = \{y_s\}_{s=1}^S\), where \(y_s = \{(s, u_i^{(s)})\}_{i=1}^{N_s}\) is the \(s\)-th sequence consisting of \(N_s\) time-mark pairs \((t_i^{(s)}, u_i^{(s)})\), the log-likelihood based on \(D\) is

\[
\ell^*(D) = \sum_{s=1}^S \ell_s^*, \tag{1}
\]

where,

\[
\ell_s^* = \sum_{i=1}^{N_s} \log \lambda(t_i^{(s)}, u_i^{(s)}|F_{t_i^{(s)}}) - \int_0^T \int_U \lambda(t, u|F_{t_i^{(s)}}) du \, dt. \tag{2}
\]

The * symbol in \(\ell^*\) indicates dependence on the filtration \(F_t, F_{t_i^{(s)}} = \{(t_i^{(s)}, u_i^{(s)})|t_i^{(s)} < t^{(s)}\}\) is the filtration of the \(s\)-th sequence, while dependence of \(\ell^*\) on other parameters is suppressed. Multivariate Hawkes process [1] is a well-studied MTPP, where past events contribute additively to the intensity of the current event, allowing in that way to capture mutual excitation (clustering) behaviour between events. The CIF of a multivariate Hawkes process with mark space \(U = \{1, \cdots, U\}\) is given by

\[
\lambda(t, u|F_t) = \mu \delta_u + \eta \sum_{j:t_j < t} \beta_{u_j, u} \exp\left(-\beta_{u_j, u}(t - t_j)\right) \gamma_{u_j, u}, \tag{3}
\]

where \(\mu > 0\) is a constant background intensity, \(\delta_u > 0\) is the background probability for event type \(u\) with \(\sum_{u=1}^U \delta_u = 1\), \(\gamma_{u_j, u} > 0\) is the probability of triggering an event type \(u\) from the excitation of an event type \(u_j\) where \(\sum_{u=1}^U \gamma_{u_j, u} = 1, \forall u_j \in U\), while \(\beta_{u_j, u} > 0\) is the exponential decay rate of that excitation. The parameter \(\eta \in (0, 1)\) is called the excitation factor.

2.2 Decoupled MTPPP

Despite their widespread applicability in modelling event sequences [20] [3] [21], Hawkes processes perform poorly in cases where event times do not exhibit clustering behavior. This limitation

\footnotetext{1}{We only considered the spatial component in our football case-study in Section 5.2 where we discretized the continuous space of the football field coordinates as in [17], and thus, \(U\) was a discrete and finite space.}
can be circumvented by considering the decomposition of the log-likelihood of a marked point process introduced in [17],

\[ \ell^*_s = \sum_{i=1}^{N_s} \log f(u^{(s)}_i | t^{(s)}_i, \mathcal{F}_{t^{(s)}}; \theta_f) + \sum_{i=1}^{N_s} \log g(t^{(s)}_i | \mathcal{F}_{t^{(s)}}; \theta_g), \tag{4} \]

where \( f(\cdot) \) and \( g(\cdot) \) are the conditional probability mass function (PMF) of the event types and the conditional density for the occurrence times, respectively, parameterized by vectors \( \theta_f \) and \( \theta_g \). The dependence of \( \ell^*_s \) on \( \theta_f \) and \( \theta_g \) has been suppressed to simplify notation. This decomposition allows to define a MTPP in terms of \( f(\cdot) \) and \( g(\cdot) \) instead of the CIF \( \lambda(t, u|\mathcal{F}_t) \), providing extra flexibility to the specification of the model, and thus, added expressibility. For example, a gamma and a log-normal density could be chosen as \( g(\cdot) \) to capture non-clustering relations among time occurrences. In the current work, we adopt the same functional form of \( f(u^{(s)}_i | t^{(s)}_i, \mathcal{F}_{t^{(s)}}; \theta_f) \) as in [17]

\[ f(u^{(s)}_i | t^{(s)}_i, \mathcal{F}_{t^{(s)}}; \theta_f) = \frac{\delta^{(s)}_{u_i} + \eta \sum_{j,t^{(s)}} \gamma_{u_j,u} \exp \left( \beta_{u_j,u} (t^{(s)} - t^{(s)}_j) \right)}{1 + \eta \sum_{j,t^{(s)}} \gamma_{u_j,u} \exp \left( \beta_{u_j,u} (t^{(s)} - t^{(s)}_j) \right)} \tag{5} \]

where \( \eta > 0 \), obtained by converting (3) into a PMF by normalising across all possible values of \( u \). We denote the probability vector \( \delta = (\delta_1, \ldots, \delta_U)^T \), the stochastic matrix \( \Gamma \in [0,1]^{U \times U} \) with \( \Gamma_{u,u'} = \gamma_{u,u'} \), the decay matrix \( B \in \mathbb{R}_+^{U \times U} \) where \( B_{u,u'} = \beta_{u,u'} \), so we have \( \theta_f = \{ \delta, \Gamma, B, \eta \} \).

The PMF of marks in (5) possesses a natural interpretation of its parameters. Large values of \( \eta \) correspond to higher dependence of each mark on its past events since \( \eta \) can be viewed as a scaling factor over the contributions of past events to the current event mark probability. The probabilities \( \gamma_{u_j,u} \) can be interpreted as the conversion rates for the transition from an event type \( u_j \) to an event type \( u \) while the decay rate \( \beta_{u,u'} \) quantifies the exponential rate at which the excitation from a previous event with mark \( u \) decays over time given the current event with mark \( u' \). The background probability \( \delta_u \) gives the probability an event has a mark \( u \) given this event is triggered exclusively by a background (unknown) process. Having this interpretation, we can extract useful information regarding the cross-excitations between the event types and the corresponding decay rates over time for these excitations.

### 3 Proposed model

Despite the flexibility of the model introduced in [17], the suggested implementation is based on an MCMC algorithm that scales very poorly with number of time events, thus limiting its applicability only to small data sets. We address this limitation by introducing a variational Inference (VI) implementation strategy which maintains the desirable properties of the model in [17], such as producing approximate posterior distributions over the parameters, while delivering vast computational speed-up over its MCMC counterpart. We focus on the PMF in (5), which, despite all the interpretability that brings into the model, is the computational bottleneck for the inference process.

**Variational inference.** By considering a variational distribution \( q_\xi(\theta_f) \), parameterized by the variational parameters \( \xi \), we aim to find these parameters that minimize the Kullback-Leibler divergence between the variational distribution \( q_\xi(\theta_f) \) and the true posterior \( p_\xi(\theta_f|\mathcal{D}) \). This is
equivalent to maximizing the evidence lower bound (ELBO) \[22\] \[23\] defined as
\[
\text{ELBO}(\xi, \nu) := \mathbb{E}_{q}\left[ \log \frac{p(D|\theta_f)p_\nu(\theta_f)}{q_\xi(\theta_f)} \right],
\]
where \(p(D|\theta_f) := \prod_{l=1}^{S} \prod_{s=1}^{V_l} f(u_{l,s}^{(s)}|l^{(s)}, F_{l,s}; \theta_f)\) is the data likelihood, and \(p_\nu(\theta_f)\) is the prior depending on the hyperparameters \(\nu\), which are also chosen to maximize ELBO.

Regarding the variational distribution \(q_\xi(\theta_f)\), we follow the mean-field approach where \(q_\xi\) factorizes over \(\theta_f\), i.e.
\[
q_\xi(\theta_f) = q_\xi(\delta)q_\xi(\Gamma)q_\xi(B, \eta)
\]
where each constituent distribution is defined as
\[
q_\xi(\delta) = \text{Dir}(\alpha_0),
\]
\[
q_\xi(\Gamma) = \prod_{u=1}^{U} \text{Dir}(\alpha_u),
\]
\[
q_\xi(B, \eta) = \prod_{p=1}^{U+1} \text{Lognormal}(\mu_p, \sigma_p^2),
\]
with \(\alpha_p \in \mathbb{R}^+_+, p = 0, 1, \cdots, U\) being the concentration parameters of each Dirichlet distribution and \(\{\mu_p, \sigma_p^2\}_{p=1}^{U+1}\) are the means and variances of the log-normal distributions, and thus, \(\xi = \{\alpha_p\}_{p=0}^{U}, \{\mu_p, \sigma_p^2\}_{p=1}^{U+1}\).

In order to maximize ELBO with respect to both \(\xi, \nu\), we adopt a similar procedure as in \[24\] where a variational EM algorithm is employed to iteratively optimize \[6\]. For calculating ELBO, we refer to black-box variational inference (BBVI) optimization \[25\] \[26\] where Monte Carlo integration is used to approximate the bound. The reparameterization trick in \[26\] allows us to obtain unbiased gradient estimates of the ELBO for the parameters of the log-normal distributions in \[6\]. However, the reparameterization trick is not applicable to the concentration parameters \(\alpha_p\). To overcome this issue, we make use of pathwise gradients \[27\], allowing us to obtain an estimate of ELBO, given by
\[
\text{ELBO}(\xi, \nu) \approx \frac{1}{L} \sum_{l=1}^{L} \log \frac{p(D|\theta_f^{(l)})p_\nu(\theta_f^{(l)})}{q_\xi(\theta_f^{(l)})},
\]
for \(L\) Monte Carlo samples \(\theta_f^{(l)}\) generated from the variational distribution using the reparameterization trick/pathwise gradients. Following \[24\], we maximize \[10\] with respect to the variational parameters \(\xi\) in the E-step while in the M-step we maximize with respect to the hyperparameters \(\nu\). The updated \(\nu\) can be found in closed form when certain priors are utilized \[24\]. In this work we consider a zero-mean Gaussian prior over \(\eta\) and the entries of \(B\), and thus, we need \(U^2 + 1\) hyperparameters to describe them. Furthermore, by imposing Dirichlet priors over \(\Gamma\) and \(\delta\), updating the concentration parameters of these priors is not required. This can be seen by expressing ELBO(\(\lambda, \zeta\)) as
\[
\mathbb{E}_{q_\xi} \left[ \log \frac{p(D|\theta_f)p_\nu(\theta_f)}{q_\xi(\theta_f)} \right] = \mathbb{E}_{q_\xi} [\log p(D|\theta_f)] - \text{KL}[q_\xi(\theta_f) \parallel p_\nu(\theta_f)],
\]
where \text{KL}[q\parallel p] is the Kullback-Leibler (KL) divergence between distribution \(q\) and \(p\). Notice that the above expression is maximized when the KL divergence is zero which is true for two Dirichlet.
distributions when they share the same concentration parameters. Hence, these Dirichlet priors can be safely ignored from the ELBO and no hyperparameter update is required at the M-step. More details regarding the derivation of ELBO and the optimization procedure can be found in Section A of Appendix.

Computational speed-up. The above model, despite its flexibility, still suffers from scalability issues due to the log-likelihood term \(\log p(D|\theta_f)\) which scales as \(O(SN^2)\) where \(N = \max_{s=1,\ldots,S} |y_s|\). To circumvent the problem, we assume that past events do not contribute to the evaluation of the summation term in (5) up to a point, and thus, they can be ignored from the computation. This reduces time complexity to \(O(SQN)\), where \(Q \ll N\) is the number of past events we choose to be considered at the evaluation of (5), constituting inference feasible for large-scale datasets. This assumption can be justified by the fact that large time intervals \(t_i - t_j\) lead to near to zero contributions for past events \(t_j\), and hence, their absence would not affect the final log-likelihood value. \(Q\) is a tunable hyperparameter which can be determined by inspecting the values of the log-likelihood on a validation dataset. Similar cut-off assumptions to speed-up computations have been also considered in [28, 29]. The overall complexity is affected by the number of Monte Carlo samples \(M\). However, \(M = 1\) is usually sufficient for BBVI applications as previous studies indicate [26, 24]. Finally, to further alleviate the computational burden, we approximate (1) by randomly selecting batches of sequences \(B \subseteq \{1, 2, \ldots, S\}\), and taking unbiased estimates as follows,

\[
\sum_{s=1}^{S} \ell_s \approx \frac{S}{|B|} \sum_{s' \in B} \ell_{s'}.
\]

Time modelling. Time occurrences are modelled by log-normal distributions as follows,

\[
g(t_i|F_{t_i}; \theta_g) = p(r_i|u_{i-1}, \tilde{\mu}, \tilde{\sigma}),
\]

where \(r_i := t_i - t_{i-1}, t_0 = 0, \tilde{\mu} \in \mathbb{R}^U, \tilde{\sigma} \in \mathbb{R}^U\) are the means and standard deviations of the log-normal distributions, respectively, with density \(p(r_i)\). Therefore, the inter-arrival times \(r_i\) are log-normally distributed where the distribution’s parameters depend on the value of the previous mark \(u_{i-1}\), i.e.

\[
r_i \sim \text{Lognormal}(\tilde{\mu}_{u_{i-1}}, \tilde{\sigma}_{u_{i-1}}^2).
\]

In a similar way, we could consider any continuous distribution with support on the positive reals for the inter-arrival times, such as gamma. However, we found that log-normal distributions are sufficient for the real-world datasets considered in Section 5. Note also that the distribution over inter-arrival times allows for the easy and fast prediction of future time events. This is in contrast to prediction for CIF-based models, which requires computationally demanding procedures, like Ogata’s modified thinning algorithm [20]. Specifically, for a point process with CIF \(\lambda(t)\), a prediction of the next time occurrence \(t^*\) is computed as

\[
t^* = \mathbb{E}[\hat{t}|F_t] = \int_{t}^{\infty} \hat{t} \lambda(\hat{t}|F_t) \exp \left(-\int_{t}^{\hat{t}} \lambda(u|F_t)du\right) d\hat{t},
\]

which is intractable, and Monte Carlo sampling via Ogata’s algorithm is used to estimate it. In our formulation, we simply use the mode of the log-normal distribution to predict the next time occurrence.
Interpretability  The interpretation of the model’s parameters is one of the main advantages of choosing \( (5) \) as the probability mass function of marks. Parameters’ interpretability is quite common for simple parametric point process models such as the multivariate Hawkes process \([1, 30, 31]\), nevertheless, state-of-the-art methods scalable based on neural nets (NNs) \([32, 11, 13, 15]\) lack this interpretation, and thus, they are viewed as black boxes. Recently, a new method based on a combination of NN and the attentive mechanism \([16]\), has outperformed the rest of the NN-based baselines in terms of predictive power while presenting more interpretability than its competitors. However, this interpretability comes from a latent vector which is learned throughout training and it has no natural interpretation as the parameters of the proposed model.

4 Related work

There is a voluminous literature on modelling event sequences with a vast proportion of it focused on Hawkes process models \([1]\) and their variants \([33, 31, 34, 35, 36, 37, 38, 39, 40, 11, 29, 42]\). Most of these methods are concerned with parametric forms of the intensity functions which generalize Hawkes processes and they aim to learn non-parametrically the so-called triggering kernels which model the dependencies between events. The non-parametric nature of these methods adds extra flexibility at the expense of interpretability. For instance, \([31]\) introduce a method that learns triggering kernels by solving ordinary differential equations via discretization while \([40]\), in the same spirit, attains this learning by solving a least-square problem. There are also works where the whole conditional intensity function is learned non-parametrically based on Gaussian processes \([13]\), allowing to capture the complex events’ dynamics \([28, 44, 45]\). Nevertheless, interpretability is further reduced in tandem with scalability due to the computationally demanding linear algebra required for training these models. A more scalable solution is based on the introduction of deep learning techniques \([10, 11, 46, 12, 16, 15]\) which has produced state-of-the-art results in the field. The majority of these methods develop variants of recurrent neural networks (RNN) which aim to model the intensity function of a point process. Recently, \([15]\) has proposed a method which, instead of modelling the CIF, it models the conditional distribution of the inter-arrival times using a log-normal mixture density network. Interpretability in these methods is once again limited due to the black-box nature of the neural networks. Finally, our work bears similarities mainly with the VI framework of learning Hawkes process in \([24]\) and the MCMC-based method of decoupled marked point processes in \([17]\), however, the former suffers from flexibility limitations while the latter faces severe scalability issues.

5 Experiments

In Section 5.1 we investigate the predictive performance of the proposed model, which we term VI-Decomposable Point process (VI-DPP), over four real-world datasets and compare the results to state-of-the-art baselines. Furthermore, in Section 5.2, a thorough examination of the interpretability of the model is carried out over a case study that involves football data. Our code, based on PyTorch \([47]\), is publicly available at [https://github.com/aresPanos/Interpretable-Point-Processes](https://github.com/aresPanos/Interpretable-Point-Processes).
5.1 Real-world datasets

We consider four real-world datasets spanning over different properties such as number of sequences \( S \), total number of events, mean sequence length etc; see Table 1. A detailed description of each of the datasets can be found in Appendix C. Our method is trained on these four datasets and results are compared to those of three other baselines. We pick for comparisons the VI-based Hawkes process variant in \cite{24} due to its state-of-the-art performance over other MLE-based methods. We use both a parametric version with an exponential triggering function (VI-EXP) and a non-parametric one with mixture of Gaussians triggering function (VI-SG).

This method resembles ours in the way that inference is performed, however, it is limited to a parameterized form of a Hawkes process CIF and it requires careful hyperparameter tuning which is usually computationally demanding for large-scale applications. We also include in our comparisons the state-of-the-art NN-based method Self-Attentive Hawkes Process (SAHP) \cite{16} which utilizes the self-attention mechanism \cite{48} to address the effect of long-range/non-linear dependencies.

We randomly split each dataset in ten train/validation/test (70%/10%/20%) sets. The train data set is used for inference, the validation dataset is used for tuning the hyperparameters, and the predictive performance is evaluated on test dataset. Predictive performance is assessed by three different metrics: (i) mean log-likelihood (LLKL) for the ability of each method to model event sequences, (ii) root-mean-square error (RMSE) for the ability of each method to predict future time events, and (iii) \( F_1 \) score for the ability of each method to predict future marks. RMSE is computed as in \cite{16}, as the square-root of the sum of the squares of \( \epsilon_i = (t_{i+1}^\ast - t_i)/(t_{i+1} - t_i) - 1 \), where \( t_{i+1}^\ast \) is the predicted time of the next event. \( F_1 \) score is chosen to take into account possible mark imbalances. Regarding mark prediction, since our VI method gives a distribution over the parameters \( \theta_f \) and not a point estimate, the PMF in (5) is computed using the mode of the log-normal distribution in (9) and the mean of the Dirichlet distributions in (7), (8). Further experimental details are given in Appendix B. The results are reported in Table 2.

We see that VI-DPP consistently outperforms the other baselines in terms of both RMSE and \( F_1 \), providing evidence for the flexibility of the decoupled MTPP. SAHP scores higher values of LLKL due to the flexibility of the NN which is based on. We also notice a significant speed-up of our method over the rest competitors for all datasets but the Retweets. This is because a small number of cut-off points \( Q \) is enough to achieve good results for the first three datasets while for Retweet we had to use a larger number; see Appendix B. It is worth mentioning that our method required minimal hyperparameter tuning in contrast to the other three baselines where meticulous hyperparameter tuning was crucial for achieving competitive results. This process leads to considerably higher computational times, especially for large-scale datasets, something that is not directly revealed in Table 2. Moreover, it is investigated how \( Q \) affects the performance of our model in terms of RMSE, \( F_1 \) score, and training time over the Retweets dataset; see Figure 3 of Appendix. Values of \( Q > 20 \) do not provide any significant performance boost for both RMSE and \( F_1 \) while training time, as theory implies, increases linearly with respect to \( Q \).

5.2 Case study: Association Football

The data used in this study consist of all touch-ball events recorded in all English Premier League (EPL) games throughout the season 2013/2014. Each sequence includes the touch events from one of the two halves of each game. Hence, we have 720 sequences for 380 games between 20 teams for the season and more than half a million touch-ball events. The dataset consists of triplets \((t, u, z)\), where \( t \) is the time when the touch-ball event occurred, \( u \) is the event type with
Table 1: Characteristics of real-world datasets. U, S, #, are the numbers of marks, sequences, and events (in thousands), respectively. TR, VA, and TE are training, validation, and test, respectively.

| Dataset | $U$ | Sequence lengths | $S$ | # |
|---------|-----|------------------|-----|---|
| Mimic  | 49 | 75 2 33 | 4 | 454 66 130 | 1.6 0.25 0.5 |
| SOF    | 22 | 22 41 736 | 72 | 4643 663 1327 | 336 47 95 |
| Mooc   | 97 | 97 4 493 | 56 | 4932 705 1410 | 279 37 79 |
| Ret    | 3  | 3 50 264 | 109 | 16800 2400 4800 | 1825 262 522 |

Table 2: Performance comparison between our proposed model (VI-DPP) and three other baselines over the four real-world datasets of Section 5.1. Bold results indicate superior performance across the four competing approaches.

| Methods | Metrics | Mimic | SOF | Mooc | Ret |
|---------|---------|-------|-----|------|-----|
| LLKL    | RMSE    | -3.072 (0.148) | -2.523 (0.022) | -1.387 (0.024) | -0.733 (0.005) |
| VI-EXP  | $F_1$   | 82.28 (5.54) | 5.52 (0.60) | 10.10 (0.38) | 41.21 (0.52) |
| Time (min) | 116.53 (15.29) | 99.92 (21.78) | 842.44 (133.20) | 67.19 (10.85) |
| LLKL    | RMSE    | -3.070 (0.144) | -2.461 (0.022) | -4.260 (0.041) | 0.238 (0.011) |
| VI-Gauss | $F_1$   | 80.77 (4.59) | 5.64 (0.86) | 5.57 (0.41) | 40.78 (0.82) |
| Time (min) | 248.94 (118.58) | 586.13 (49.86) | 1400.96 (128.93) | 61.57 (17.65) |
| SAHP    | RMSE    | 10.896 (2.447) | 44.968 (4.450) | 28.409 (12.342) | 354.880 (26.162) |
| $F_1$   | 63.60 (6.38) | 8.45 (0.31) | 14.07 (0.95) | 41.31 (0.70) |
| Time (min) | 63.09 (1.64) | 398.21 (21.17) | 528.34 (26.81) | 80.54 (24.70) |
| VI-DPP  | RMSE    | -1.680 (0.074) | -2.394 (0.032) | -0.246 (0.056) | 1.162 (0.020) |
| $F_1$   | 60.03 (6.79) | 10.27 (0.26) | 19.34 (0.50) | 41.35 (0.04) |
| Time (min) | 3.71 (0.46) | 82.19 (3.93) | 121.54 (14.20) | 677.30 (0.01) |

$u \in \{1, \ldots, 30\}$ and $z \in \{1, 2, 3\}$ denotes the spatial location, or zone, in the football field that the event took place. In reality there are 15 distinct types but they are labelled by which team (home or away) triggered this event; see Table 3 in Appendix and [17] for a detailed description of the data, including statistics and pre-processing steps.

Our analysis here uses an extension of (5) that accounts for the zone-information as

$$f(u_i^{(s)}|t_i^{(s)}, z_i^{(s)}; \mathcal{F}_{t_i^{(s)}}) = \frac{\delta^{z_i^{(s)}}_{u_i^{(s)}} + \alpha \sum_{j:t_j^{(s)} < t_i^{(s)}} \gamma^{z_i^{(s)}}_{u_j^{(s)} u_i^{(s)}} \exp \left(-\beta^{z_i^{(s)}}_{u_j^{(s)} u_i^{(s)}}(t_i^{(s)} - t_j^{(s)})\right)}{1 + \alpha \sum_{j:t_j^{(s)} < t_i^{(s)}} \exp \left(-\beta^{z_i^{(s)}}_{u_j^{(s)} u_i^{(s)}}(t_i^{(s)} - t_j^{(s)})\right)}.$$  \hspace{1cm} (15)

The parameters $\delta, \Gamma, B$ are now location specific, i.e. $\delta^z_u = \delta^z_{u', \Gamma^z_{u,u'} = \gamma^z_{u,u'}, \text{ and } B^z_{u,u'} = \beta^z_{u,u'}$. We also incorporate team information via the following baseline-category logit representation of $\Gamma$

$$\log \left(\frac{\gamma^z_{u,u'}(c)}{\gamma^z_{u,U}(c)}\right) = \phi^z_{u,u'} + \omega_{cu'}, \quad u' = 1, \ldots, U - 1, \quad c = 1, \ldots, 20, \quad (16)$$

$u \in \{1, \ldots, 30\}$ and $z \in \{1, 2, 3\}$ denotes the spatial location, or zone, in the football field that the event took place. In reality there are 15 distinct types but they are labelled by which team (home or away) triggered this event; see Table 3 in Appendix and [17] for a detailed description of the data, including statistics and pre-processing steps.

Our analysis here uses an extension of (5) that accounts for the zone-information as

$$f(u_i^{(s)}|t_i^{(s)}, z_i^{(s)}; \mathcal{F}_{t_i^{(s)}}) = \frac{\delta^{z_i^{(s)}}_{u_i^{(s)}} + \alpha \sum_{j:t_j^{(s)} < t_i^{(s)}} \gamma^{z_i^{(s)}}_{u_j^{(s)} u_i^{(s)}} \exp \left(-\beta^{z_i^{(s)}}_{u_j^{(s)} u_i^{(s)}}(t_i^{(s)} - t_j^{(s)})\right)}{1 + \alpha \sum_{j:t_j^{(s)} < t_i^{(s)}} \exp \left(-\beta^{z_i^{(s)}}_{u_j^{(s)} u_i^{(s)}}(t_i^{(s)} - t_j^{(s)})\right)}.$$  \hspace{1cm} (15)

The parameters $\delta, \Gamma, B$ are now location specific, i.e. $\delta^z_u = \delta^z_{u'}, \Gamma^z_{u,u'} = \gamma^z_{u,u'}, \text{ and } B^z_{u,u'} = \beta^z_{u,u'}$. We also incorporate team information via the following baseline-category logit representation of $\Gamma$

$$\log \left(\frac{\gamma^z_{u,u'}(c)}{\gamma^z_{u,U}(c)}\right) = \phi^z_{u,u'} + \omega_{cu'}, \quad u' = 1, \ldots, U - 1, \quad c = 1, \ldots, 20, \quad (16)$$
where \( \phi_{u,u'}^c \) is a location-specific base parameter and \( \omega_{c u'} \) represents the ability of the team in position \( c \) to complete a conversion to an event of type \( u' \). The new model defined by (15) and (16) can be easily incorporated in the VI framework of Section 3. We set a univariate normal distribution for \( \phi_{u,u'}^c \) and \( \omega_{c u'} \) and we learn each parameters by maximizing the ELBO. The total number of variational parameters is 12092.

We trained our model on bi-weekly data that includes events from two consecutive matchweeks, i.e. 20 games (or 40 sequences). Each dataset of 20 games consists of 27,587 (±296) events on average. This process is repeated for all 380 matches leading to 19 different sets of optimized parameters. In all cases our model was trained for 2000 epochs without minibatches and \( Q = 5 \).

In Figure 1, we investigate how the ability of passing unsuccessfully and the scoring ability for each team evolves through the season. We clearly see that teams ranked in the top positions of the league table are less able to pass unsuccessfully, while their corresponding scoring ability is consistently high. On the other hand, bottom-ranked teams exhibit the exact opposite behaviour, confirming the intuition that teams who can score and pass accurately finish at higher places of the league table. Similar heatmaps for the rest of the abilities are given in Appendix.

Next, we formulate a team-specific ordinal regression model to examine which of the fifteen distinct abilities is more important for predicting the number of points won by each team in two consecutive matches. We use as features the estimated unsuccessful passing and scoring abilities for each team. Each dataset consists of 19 data points in total. Unsurprisingly, the regression coefficient with the largest value is the Goal ability since this is the most crucial factor for a team to earn points.

Finally, we use our model to recover event genealogies using its hidden branching structure [2]. The branching structure of categorizes the events into immigrants and offsprings. Offspring events are triggered by previous events while immigrant events are not linked with a parent event. Let \( w_{i(s)} \) be the random variable indicating whether the \( i \)-th event of the \( s \)-th sequence is an immigrant \( (w_{i(s)} = 0) \) or an offspring \( (w_{i(s)} = j) \) of a previous event indexed by \( j \), we can calculate analytically the conditional branching structure probabilities as

\[
p(w_{i(s)} = 0|F_{i(s)}) = \frac{\delta_{u_{i(s)}}^{z_{i(s)}}}{\delta_{u_{i(s)}}^{z_{i(s)}} + \alpha \sum_{k | t_{k(s)} < t_{i(s)}} \gamma_{u_{k(s)} u_{i(s)}}^{z_{i(s)}} \exp(-\beta_{u_{k(s)} u_{i(s)}}^{z_{i(s)}} (t_{i(s)} - t_{k(s)}))},
\]

\[
p(w_{i(s)} = j|F_{i(s)}) = \begin{cases} 
\frac{\delta_{u_{i(s)}}^{z_{i(s)}} \gamma_{u_{j(s)} u_{i(s)}}^{z_{i(s)}} \exp(-\beta_{u_{j(s)} u_{i(s)}}^{z_{i(s)}} (t_{i(s)} - t_{j(s)}))}{\delta_{u_{i(s)}}^{z_{i(s)}} + \alpha \sum_{k | t_{k(s)} < t_{i(s)}} \gamma_{u_{k(s)} u_{i(s)}}^{z_{i(s)}} \exp(-\beta_{u_{k(s)} u_{i(s)}}^{z_{i(s)}} (t_{i(s)} - t_{k(s)}))}, & \text{if } t_{j(s)} < t_{i(s)} \\
0, & \text{otherwise.}
\end{cases}
\]

The above probabilities are based on the model in [15] and their computation allows us to gain insights over the causality of the event occurrences by assuming a causal constraint that any event is triggered by exactly one of the previous events or the background. Hence, this calculation of probabilities attains the recovering of the hidden branching structure \( w_{i(s)} \). We choose four different matches of the 2013/14 EPL winner Manchester City (MC) and we build the branching structure taking into account the last ten events before a MC’s player scores the first goal in the first half of the game. More details are given in caption of Figure 2. To gain better intuition of how this experiment is related to the real matches we provide the links of the videos with the goals scored from these four matches in Appendix. For panel (a) of Figure 2 we observe that our model suggests the event "H_Dribble", the third event before the first
Figure 1: Heatmaps illustrating the evolution of unsuccessful passing (left panel) and scoring (right panel) ability for each team across the season. The ability is computed by adding the home and away abilities for each team using the optimized values of $\{\omega_{cu}\}_{c,u}$ from each of the 19 bi-weekly datasets. The teams on the x-axis are shown in decreasing order of final ranking in the 2013/2014 EPL while the y-axis gives the corresponding matchweeks used for training our model.

goal is scored, is the most probable event that leads to this goal. Interestingly, by watching the corresponding video, we observe that this event plays a crucial role for scoring this goal since MC’s player Silva by dribbling/conveying the ball closer to opponent’s goal area creates the right circumstances for scoring himself. Panel (b) shows that the last two successful passes of MC are the events that most probably lead to scoring which can be verified by the corresponding video. Panel (c) indicates that surely the goal is scored after a free-kick of MC which indeed was the case. Finally, in panel (d), the branching structure suggests that the goal was not a result of past known events, but instead it was an immigrant event. The video of the goal interestingly verifies that this goal was luckily scored by MC’s player Silva after the ball bounced against the opponent goalkeeper and the right goalpost before it landed to Silva’s feet. It is encouraging that our model is able to capture such level of detail in football dynamics while preserving interpretability.

6 Conclusion

We have proposed a novel extensible inferential framework for a flexible family of interpretable MTPPs based on VI and associated computational tricks that allows scalable training for large-scale time-event data, while maintaining a natural interpretation of the model parameters. Experiments on real-world datasets have demonstrated the competitiveness of our method over state-of-the-art alternatives including some involving neural network specifications. We have carried out a case study based on a large volume of football events data where the scalability and interpretability of our method has lead to valuable insights of in-match dynamics.

The majority of existing methods in Section 4 do not account for spatial information because of the extra computational effort and complexity. In contrast, the VI-DPP methodology applies
Figure 2: Branching structure of the last 10 events before the first goal scored by Manchester City in the first half of the game from four different matches played by Manchester City (MC). The games are (a) MC vs Newcastle United on 19/08/2013, (b) MC vs Manchester United on 01/12/2013, (c) MC vs Swansea City, and (d) Arsenal vs MC on 29/03/2014. Each plot reads bottom-up with each column representing a probability vector which gives the probability the event on x-axis is triggered by an immigrant or by an offspring occurred at most 5 events in advance. The last column always depicts the sequence of the last 5 events (event types in red) before the MC scores. The prefixes ‘H’ or ‘A’ indicate whether MC is the home or away team and the suffixes ‘U’ and ‘S’ indicate whether the passes were unsuccessful or successful, respectively.
directly on extensions of model (4) like
\[
\ell^*_n = \sum_{i=1}^{N_n} \log f(u^{(s)}_i | F^{(s)}_{t^{(s)}_i}; \theta_f) + \sum_{i=1}^{N_n} \log h(z^{(s)}_i | F^{(s)}_{t^{(s)}_i}; \theta_h) + \sum_{i=1}^{N_n} \log g(t^{(s)}_i | F^{(s)}_{t^{(s)}_i}; \theta_g),
\]
where \( h(\cdot | F^{(s)}_{t^{(s)}_i}) \) is the conditional PMF for discrete space; Section 5.2 illustrates this fact. The extensions for continuous spatial information require more involved parameterizations of \( f(\cdot | F^{(s)}_{t^{(s)}_i}) \) and they are the subject of further work. Another promising direction for future research that we currently investigate is the adaptation of VI-DPP for the online learning of MTTPPs using stochastic gradient descent for real-time applications.
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Appendix

A On the derivation of VI-DPP

The ELBO defined in (6) can be also seen as a lower bound on the log-marginal likelihood

\[
\log p(D; \nu) := \log \int p(D|\theta_f)p_\nu(\theta_f) \ d\theta_f,
\]

where a direct application of Jensen’s inequality gives

\[
\log p(D; \nu) \geq \text{ELBO}(\xi, \nu).
\]

Maximizing ELBO with respect to \( \xi \) gives a tighter bound on the log-marginal likelihood. Hence, a variational EM algorithm, similar as the one described in [24], can be used to efficiently optimize the variational parameters \( \xi \) and the hyperparameters \( \nu \). At the E-step, the ELBO is maximized with respect to \( \xi \), giving in that way a better approximation to the log-marginal likelihood and then, at the M-step, the updated ELBO is maximized with respect to \( \nu \). Nevertheless, we found empirically that the optimization of ELBO converges faster to a local maximum when the M-step is ignored and no prior information is incorporated into our VI framework. We postulate this behavior stems from the large amount of data available in our experiments which provides enough information to train our model efficiently without any prior information needed. Hence, the only parameters we need to optimize are the variational parameters \( \xi \) using the following objective function

\[
\mathbb{E}_{q_\xi} [\log p(D|\theta_f)] \approx \frac{1}{L} \sum_{l=1}^{L} \log p(D|\theta_f^{(l)}).
\]

This objective function is the same as the ELBO in (11) without the regularization term

\[
\text{KL}[q_\xi(\theta_f) \parallel p_\nu(\theta_f)],
\]

which can be obtained when the chosen prior \( p_\nu(\theta_f) \) is identical to the variational distribution \( q_\xi(\theta_f) \). Since the choice of prior has negligible importance in the presence of large amount of data and empirical evidence showed that faster convergence is attained by ignoring the KL-term, we opted to optimize the only the variational parameters using (17).

B Extra experimental details

The exact experimental setups for each of the methods used in Section 5.1 are discussed here.

All methods were trained for 2000 epochs using batches of size 32 and setting as default optimizer Adam [52]. We also used the log-likelihood of the validation dataset for early stopping a method that does not improve its log-likelihood for a hundred consecutive epochs. This was not necessary for the three VI-based methods since no sign of overfitting was observed. However, this was crucial for the NN-based SAHP where overfitting was common in all four datasets.

Regarding hyperparameter tuning, each method has its own set of hyperparameters that requires thorough tuning. The choice of each set of hyperparameters was based on the configuration that maximized the log-likelihood on the validation dataset by grid-searching over the parameter space. More accurately, for each method we have:

**VI-EXP.** For each dataset, we tried decay \( \in \{0.1, 0.5, 1, 2, 4, 8, 16, 32\} \). We chose decay=2 for MIMIC dataset, decay=0.1 for SOF, decay=16 for MOOC, and decay=0.1 for Retweets.
Figure 3: The values of log-likelihood (left panel, blue dotted line), $F_1$ score (left panel, red dashed line), and training time (right panel, black solid line) as a function of the number of cut-off points $Q$ for our model VI-DPP trained over the Retweet dataset. The log-likelihood computation here takes into account only the marks.

**VI-GAUSS.** Here we had to tune two hyperparameters, the number of Gaussian basis $M$ and the cut-off time $T_c$. The center of the $m$-th Gaussian kernel is $t_m = T_c \cdot (m - 1)/M$ and its scale is given by $s = T_c/(\pi M)$; see [24] for more details. For each dataset, we tried $M \in \{1, 2, 4, 10, 15, 20, 30\}$ and $T_c \in \{M/4, M/2, M, 2M, 3M, 4M, 5M, 8M, 16M\}$. We chose $M = 2, T_c = 4$ for MIMIC dataset, $M = 20, T_c = 60$ for SOF, $M = 4, T_c = 64$ for MOOC, and $M = 30, T_c = 150$ for Retweets.

**SAHP.** Hyperparameter tuning was the most challenging one for this model since it comes with a large number of hyperparameters due to its neural net dependence. For example, we have the number of hidden units, number of layers, number of attention heads and dropout ratio for neural net’s weights. We also found important setting a warm-up schedule to increase and then reduce learning rate throughout optimization as suggested in [16]. We found that four hidden layers, four attention heads, dropout=0.1, and initial learning rate equals to $3 \times 10^{-5}$ worked well across all dataset and thus we kept that values fixed. We chose 32 hidden units for MIMIC dataset, 128 for both SOF and MOOC, and 64 for Retweets.

**VI-DPP.** For our method the only parameter needed tuning was the number of cut-off points $Q$. We chose $Q = 1$ for all datasets except Retweets where $Q = 15$ was used. Other parameters such as momentum term and number of MC samples $L$ were set as in [24], i.e. 0.5 for momentum term and $L = 1$.

Regarding the learning rate for VI-EXP/GAUSS, it was set 0.05 and kept fixed over all datasets. Similarly, for VI-DPP a common a learning rate was used with value 0.03

## C Datasets

We provide a short description on the four real-world datasets used in Section 5.1

**MIMIC-II (MIMIC).** The Multiparameter Intelligent Monitoring in intensive Care (MIMIC-II) is a medical dataset consisted of clinical visit records of intensive care unit patients for seven years. There are records of 650 patients/sequences where each one contains the time of the visit
and the diagnosis result of this visit. There are \( U = 75 \) unique diagnosis results. The goal is to predict the time and the diagnosis result of a patient.

**Stack Overflow (SOF).** The data comes from the well-known question-answering website Stack Overflow\(^2\) where users are encouraged to answer questions so they can earn badges. There are \( U = 22 \) different types of badges. The data has been obtained is from 01/01/2012 to 01/01/2014. Each sequence corresponds to a user and each event gives the time and the type of badge a user has been awarded.

**MOOC.** This dataset consists of the interactions of students on a massive open online course (MOOC) on XuetangX\(^3\), one of the largest MOOC platforms in China. The interactions are \( U = 98 \) in total, and some examples are video viewing, answer submission etc. A sequence contains the interactions with their corresponding occurrences of a given user.

**Retweets (RET).** The Retweets dataset includes retweets sequences, each commenced with an original tweet. Each retweet is described by the time it occurs and the type of this retweet; we have \( U = 3 \) retweet types: small, medium and large ones, depending on the popularity (number of followers) of the retweeter. The aim is to predict when the next retweet will be and how popular the next retweeter will be.

### D Football association data

A concise description of the marks \( u \) used for our case study in Section 5.2 is provided in Table 3 while more details can be found in [17].

### E Links of videos

The links of the videos for each of the four matches of Figure 2 accompanied with the right time interval of the goal in the video in parentheses, the date of the match, the name of the MC’s player who scored the first goal, and the final score.

**MC vs Newcastle United.**  
**Url:** [https://www.youtube.com/watch?v=ycnM_V273Zc&ab_channel=HDKoooralive](https://www.youtube.com/watch?v=ycnM_V273Zc&ab_channel=HDKoooralive) (see 0:00 - 1:00)  
**Date:** 19/08/2013  
**Scorer’s name of first goal:** Silva  
**Final score:** 4-0

**MC vs Manchester United.**  
**Url:** [https://www.youtube.com/watch?v=EcpgNaQDo7c&ab_channel=manchesterunitedforlife](https://www.youtube.com/watch?v=EcpgNaQDo7c&ab_channel=manchesterunitedforlife) (see 0:00 - 1:20)  
**Date:** 22/09/2013  
**Scorer’s name of first goal:** Aguero  
**Final score:** 4-1

**MC vs Swansea City.**  
**Url:** [https://www.youtube.com/watch?v=FEI7pasX5bY&ab_channel=WARLON58](https://www.youtube.com/watch?v=FEI7pasX5bY&ab_channel=WARLON58) (see 0:00 - 0:30)  
**Date:** 01/12/2013  
**Scorer’s name of first goal:** Negredo  
**Final score:** 3-0

\(^2\)https://archive.org/details/stackexchange  
\(^3\)http://moocdata.cn/challenges/kdd-cup-2015
Table 3: Mark type description for the football association data. The value of $p$ can be either “H” or “A” depending on whether an event is triggered by the home or away team, respectively. The events with the “H” prefix have $u \in \{1, \cdots, 15\}$ while “A” events have $u \in \{16, \cdots, 30\}$. If $u$ is a “H” event then $u + 15$ is the corresponding “A” event, and thus, we have $U = 30$ distinct event types.

| $u$ | Label Name | Description |
|-----|------------|-------------|
| 1 or 16 | p_Win | A player of the $p$ team regains possession of the ball from the opponent. |
| 2 or 17 | p_Dribble | A player of the $p$ team takes the ball forward with repeated slight touches. |
| 3 or 18 | p_Pass_S | A player of the $p$ team gains possession of the ball from a pass coming by one of his teammates. |
| 4 or 19 | p_Pass_U | A player of the $p$ team failed to pass successfully the ball to one of his teammates. |
| 5 or 20 | p_Shot | A player of the $p$ team shots the ball at opponent’s goal. Attempts where the ball misses the target are also included. |
| 6 or 21 | p_Keeper | The goal keeper of the $p$ team takes possession of the ball into their hands by picking it up or claiming a cross. |
| 7 or 22 | p_Save | The goal keeper of the $p$ team prevents a shot from crossing the goal line. |
| 8 or 23 | p_Clear | A player of the $p$ team moves the ball away from his goal area to safety. |
| 9 or 24 | p_Lose | A player of the $p$ team loses possession of the ball. |
| 10 or 25 | p_Goal | A player of the $p$ team scores a goal. |
| 11 or 26 | p_Foul | A player of the $p$ team executes a free-kick due to a previously occurred foul. |
| 12 or 27 | p_Out_Throw | A player of the $p$ team sends the ball out-of-play. |
| 13 or 28 | p_Out_GK | The goal keeper of the $p$ team sends the ball out of play. |
| 14 or 29 | p_Out_Corner | A player of the $p$ team sends the ball out of play over the $p$ team’s goal line. |
| 15 or 30 | p_Pass_O | A pass from a player of the $p$ team to one of his teammates who is judged guilty of the offside offence. |

**Arsenal vs MC.**  *[Url](https://www.youtube.com/watch?v=PQQqlGVb0Lk&ab_channel=mrszippy)* (see 0:00 - 0:57)  
*Date:* 29/03/2014  *Scorer’s name of first goal:* Silva  *Final score:* 1-1
Figure 4: Heatmaps, as in Figure 1, illustrating the evolution of (i) (first row) the “Clear” ability, i.e. the ability of the team to move the ball away from the goal area (left panel), and “Lose” ability, i.e. the ability of the team to lose possession of the ball (right panel), (ii) (second row) the “Win” ability, i.e. the ability of the team to regain possession of the ball from the opponent (left panel), and “Dribble” ability, i.e. the ability of the team to take the ball forward with repeated slight touches (right panel), and (iii) (third row) the “Pass_S” ability, i.e. the ability of the team to pass successfully (left panel), and “Shot” ability, i.e. the ability of the team to attempt shots at the opponents’ goal, including those missing the target (right panel)