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Abstract- This paper proposes an extension of robust principal component analysis (RPCA) with weighted values for monaural singing voice separation. Although the conventional RPCA is an effective method to separate singing voice and music accompaniment from the mixed audio signal, it fails when one singular value is much larger than all others. For example, drums may lie in the sparse subspace instead of being lowrank, which lead that the separation performance is decreased in many real world applications, especially for drums existing in the mixture music signal. Therefore, in order to solve this problem, we utilize different weighted values between sparse (singing voice) and low-rank matrices (music accompaniment). Evaluation results on ccMixter and DSD100 datasets show that the proposed method achieves better separation performance than the conventional RPCA.
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I. INTRODUCTION

RECENTLY, monaural singing voice separation has attracted more considerable interests and attentions in many real world applications. It attempts to separate the singing voice and music accompaniment parts of a music recording, which is very significant technology for lyric recognition [1], and alignment [2], music information retrieval (MIR) [3], singer identification [4] and chord recognition [5]. However, current state-of-the-art results are still far behind human hearing capability. The existing problems for singing voice separation are still more challenging [6, 7, 8, 9].

Many previous separation algorithms have been proposed with the goal of overcoming the difficulty in separation tasks. Most of them have attempted to use the distinctive characteristic of each source. Rafii et al. [10] proposed a repeat idea about music accompaniment and used REPeating Pattern Extraction Technique (REPET) approach for separating the repeating music accompaniment from the non-repeating vocals in a mixture music signal. The basic idea was to identify the periodically repeating segments in the audio, compared them to a repeating segment model derived from them, and extracted the repeated patterns via time-frequency masking. Huang et al. [11] proposed a robust principal component analysis (RPCA) for singing voice separation, which decomposed an input matrix into a low-rank matrix plus a sparse matrix. Inspired by low-rank and sparse model, Yang [12] proposed a new low-rank and sparse matrix based on the incorporation of harmonicity priors and a back-end drum remove procedure. Moreover, he [13] also proposed a multiple low-rank representation (MLRR) to decompose a magnitude spectrogram into two low-rank matrices. Some relevant studies can be found in [14] and [15].

As mentioned above, RPCA is an effective algorithm for separating singing voice from the mixed music signals. It decomposes the given amplitude spectrogram of the music signal into the sum of a low-rank matrix and a sparse matrix. Since music accompaniment tends to have a similar phrases, resulting in a spectrogram with the low-rank structure part. While singing voice varies significantly and continuously over time, resulting that a spectrogram has a sparse structure part. Although RPCA has been successfully applied to singing voice separation, it has a strong assumption. For example, drums may lie in the sparse subspace instead of being low-rank, which lead that the separation performance is decreased in many real world applications, especially for the drums existing in music signal. Therefore, to overcome this problem, in this paper, we propose a weighted method to make sure different scale values to describe sparse and low-rank matrices called Weighted Robust Principal Component Analysis (WRPCA), which is choose different weighted values between low-rank and sparse matrices. Figure 1 describes the process of monaural singing voice separation.

The rest of this paper is structured as follows. In section II, we briefly introduce the related work focusing on principal of RPCA. The proposed method is described in section III. Then, the results and analysis of the proposed method on the two databases are provided in section IV. Finally, we conclude with a brief summary.
II. Robust Principal Component Analysis

Candès et al. [16] presented a convex program RPCA, which decomposed an input matrix $M \in \mathbb{R}_{m \times n}$ into as the sum of a low-rank matrix $L \in \mathbb{R}_{m \times n}$ plus a sparse matrix $S \in \mathbb{R}_{m \times n}$. The problem can be formulated as follows:

$$
\min |L|_* + \lambda |S|_1, \\
\text{s.t. } M = L + S.
$$

(1)

where $| \cdot |_*$ denotes the nuclear norm (sum of singular values), $| \cdot |_1$ is the $L_1$-norm (sum of absolute values of matrix entries). And $\lambda$ is a positive constant parameter between the low-rank matrix $L$ and the sparsity matrix $S$. Candès et al. suggested $\lambda = 1/\sqrt{\max(m,n)}$ [16]. Furthermore, this convex program can be solved by accelerated proximal gradient (APG) or augmented Lagrange multipliers (ALM) [17] (we use inexact version of ALM as the baseline experiment).

Huang et al. supposed that RPCA method can be applied to the task of separating singing voice and music accompaniment from the mixture music signal [11]. On account of music accompaniment part, instruments can reproduce the same sounds each time in the same music, so we can think the magnitude spectrogram of music as a low-rank matrix. Singing voice part, on the contrary, is sparse distribution owning to its harmonic structure part in the spectrogram domain.

Thus, we can use RPCA method to decompose an input matrix into a sparse matrix (singing voice) and a low-rank matrix (music accompaniment). However, it has a strong assumption. For instance, drums may lie in the sparse subspace instead of being low-rank, which lead that the separation performance is decreased in the mixture music signal, especially for drums existing.

III. Proposed Method

In this section, we explain the proposed method for singing voice separation.

A. Principal of WRPCA

WRPCA is an extension of RPCA, which has a different scale values between sparse and low-rank matrices.

Algorithm 1 WRPCA for Singing Voice Separation

Input: Mixture signal $M \in \mathbb{R}_{m \times n}$, weight $w$.
Initialization: $\rho, \mu_0, L_0 = M, J_0 = 0, k = 0$.

While not convergence do

repeat

$S_{k+1} = \arg \min_S |S|_1 + \frac{\mu_k}{2} |M + \mu_k^{-1}J_k - L_k - S|_F^2$.

$L_{k+1} = \arg \min_L \frac{\mu_k}{2} |M + \mu_k^{-1}J_k - S_{k+1} - L_k|_F^2$.

$J_{k+1} = J_k + \mu_k(M - L_{k+1} - S_{k+1})$.

$\mu_{k+1} = \rho \ast \mu_k$.

$k \leftarrow k + 1$.

end while.

Output: $S_{m \times n}, L_{m \times n}$.

The model can be defined as follows:

$$
\min |L|_{w,*} + \lambda |S|_1, \quad \text{s.t. } M = L + S. 
$$

(2)

where $|L|_{w,*}$ is the low-rank matrix with different weighted values, while $S$ is the sparse matrix. $M \in \mathbb{R}_{m \times n}$ is an input matrix, which consists of $L \in \mathbb{R}_{m \times n}$ and $S \in \mathbb{R}_{m \times n}$. And $\lambda > 0$ is a trade-off constant parameter between the sparse matrix $S$ and the low-rank matrix $L$. We use $\lambda = 1/\sqrt{\max(m,n)}$ as suggested in [16]. Moreover, adopt an efficient inexact version of the augmented Lagrange multiplier (ALM) [17] to solve this convex model. The corresponding augmented Lagrange function is defined as follows:

$$
J(M, L, S, \mu) = |L|_{w,*} + \lambda |S|_1 + \frac{\mu}{2} |M - L - S|_F^2. 
$$

(3)

where $J$ is the Lagrange multiplier and $\mu$ is a positive scaler. The corresponding to the separation process of mixture music signal can be seen in Algorithm 1 WRPCA for monaural singing voice separation. The value of $M$ is a mixture music signal from the observed data, after the separation by using WRPCA, and finally, we can obtain a sparse matrix $S$ (singing voice) and a low-rank matrix $L$ (music accompaniment).

B. Weighted values

In this paper, we adopt different weighted values to trim low-rank matrix during separation process.

Fig. 1: Illustration of monaural singing voice separation.
Lemma 1. Set $M = U \sum V^T$ is the singular value decomposition (SVD) of $M \in \mathbb{R}^{m \times n}$, where
\[
\sum = \begin{pmatrix}
\text{diag}(\delta_1(M), \delta_2(M), \ldots, \delta_n(M)) \\
0
\end{pmatrix},
\]
and $\delta_i(M)$ denotes the $i$-th singular value of $M$. If the positive regularization parameter $C$ exists and the positive value $\varepsilon < \min(\sqrt{C}, \frac{C}{\delta_i(M)})$ holds, by using the reweighting formula $W_i^1 = \frac{C}{\sqrt{\delta_i(L)^2 + \varepsilon}}$ with initial estimation $L_0 = M$, the reweighted problem has the closed-from solution:
\[
L^* = U \sum V^T, \quad \text{where}
\]
\[
\sum' = \begin{pmatrix}
\text{diag}(\delta_1(L^*), \delta_2(L^*), \ldots, \delta_n(L^*)) \\
0
\end{pmatrix},
\]
and
\[
\delta_i(L^*) = \begin{cases}
0 \\
\frac{c_1 + \sqrt{c_2}}{2}
\end{cases}
\]
where $c_1 = \delta_i(M) - \varepsilon$ and $c_2 = (\delta_i(M) + \varepsilon)^2 - 4C$. The more specific proof of the Lemma 1 can be found in [19]. In our experiments, the regularization parameter $C$ is empirically set as the maximum size of matrix, the separation performance can be obtained the best results, e.g., $C = \max(m, n)$.

As mentioned above, we use different values to adjust the weighted scales to optimize the conventional RPCA, the corresponding separation results of spectrograms of example are excerpted from ‘AlexBeroza>ToBeSensitive(with mind-mapthat)’ in the set of ccMixter in Figure 2. The left three spectrograms are singing voice; on the contrary, the right ones are music accomplishment. And the above two spectrograms are original signal (singing voice and music accomplishment), while the middle two spectrograms and the below two spectrograms are separated by RPCA and WRPCA, respectively.

IV. EXPERIMENTAL EVALUATION

In this part, we evaluate the proposed WRPCA method using two different datasets.

A. Experimental Datasets

One is ccMixter dataset[^1] which contains 50 full stereo songs with durations ranging from 1‘17” to 7‘36”. Each audio contains three parts: singing voice, music accomplishment and their mixture, respectively. To reduce computations, we use only 30-second fragments (from 0‘30” to 1‘00”) at the same time of each song, which is the maximum period of all songs containing singing voice, but there are still exist 2 songs with no singing voice during this period, we adopt to another period (from 1‘30” to 2‘00”) in this 2 songs.

The other is DSD100 dataset[^2]. It contains 100 full stereo songs with durations ranging from 2‘21” to 7‘15” as also used in the 2016 Signal Separation Evaluation Campaign (SiSEC) [7], which is divided into 50 development songs (dev data) and 50 test songs (test data). To reduce computations, we also use only 30-second fragments (from 1‘45” to 2‘15”), which is the only period where all 100 full stereo songs contain singing voice. Because there are 4 sources (e.g., bass, drums, vocals and others) for each track, we consider the sum of bass, drums and others as music accomplishment part.

B. Experiment Conditions

In this study, we mainly focusing on single-channel source separation. It is even more difficult than separation the multi-channel audio signal since only one single channel was available from the mixed data. The two-channel stereo mixtures were downmixted into a single mono channel and obtained an average value of each channel. All experiment data are sampled at 44100Hz. The input feature is calculated using short time Fourier transform (STFT) and inverse STFT (inverse short time Fourier transform). FFT size is 1024, and A window size of 1024 samples and a hop size of 256 samples for the STFT.

To evaluate the effectiveness of the proposed method, the quality of separation is assessed in terms of source-to-interference ratio (SIR) and source-to-distortion ratio (SDR) by using the BSS-EVAL 3.0 metric[^3] and the normalized of SDR (NSDR). The estimated signal $\hat{S}(t)$ is defined as
\[
\hat{S}(t) = S_{\text{target}}(t) + S_{\text{interf}}(t) + S_{\text{artif}}(t).
\]
where $S_{\text{target}}(t)$ is the allowable deformation of the target sound, $S_{\text{interf}}(t)$ is the allowable deformation of the sources that account for the interferences of the undesired sources, and $S_{\text{artif}}(t)$ is an artifact term that may correspond to the artifact of the separation method. The SDR, SIR and NSDR are defined as
\[
\text{SIR} = 10 \log_{10} \frac{\sum_{t} S_{\text{target}}(t)^2}{\sum_{t} S_{\text{interf}}(t)^2},
\]
\[
\text{SDR} = 10 \log_{10} \frac{\sum_{t} S_{\text{target}}(t)^2}{\sum_{t} (e_{\text{interf}}(t) + e_{\text{artif}}(t))^2},
\]
\[
\text{NSDR}(\tilde{v}, v, x) = \text{SDR}(\tilde{v}, v) - \text{SDR}(x, v).
\]
where $\tilde{v}$ is the separated voice part, $v$ is the original clean signal, and $x$ is the original mixture. The NSDR is used to estimate the overall improvement in the SDR between $x$ and $\tilde{v}$.

The higher values of SDR, SIR, and NSDR represent the method that exhibits better separation performance.

[^1]: https://members.loria.fr/ALiutkus/kam/
[^2]: http://liutkus.net/DSD100.zip
[^3]: http://bass-db.gforge.inria.fr/bss_eval/
Fig. 2: Spectrograms of example are excerpted from music in the set of ccMixter. The left three spectrograms are singing voice and the right ones are the corresponding of music accompaniment from the mixture signal. The above two spectrograms are original signal, the middle spectrograms are separated by **RPCA** and the below spectrograms are separated by **WRPCA**.
Fig. 3: Comparison of the separation results by using conventional RPCA and our proposed WRPCA on ccMixter dataset. Note that SDR for the original dataset, ccMixter, is -5.19 dB.

SDR represents the quality of the separated target sound signals, and SIR represents the degree of separation between the target and other sound signals. All the metrics are expressed in dB.

C. Experiment Results

We evaluate WRPCA method on ccMixter dataset. Figure 3 describe the experiment results of SDR, SIR and NSDR between WRPCA and RPCA on ccMixter dataset. From the experiment results, we can see clearly that our proposed method gets better results on this dataset.

Furthermore, we compare with the conventional RPCA on DSD100 dataset. Figure 4: (a) is the separation results of SDR, SIR and NSDR on dev data (left); (b) is the separation results of SDR, SIR and NSDR on test data (right). From the above two figures, we can see clearly the proposed WRPCA method also yields promising experimental results than the conventional RPCA method on DSD100 dataset.

V. Conclusions and Future Works

In this paper, an extension of RPCA with weighted values for singing voice separation was proposed. From the experimental results on the datasets (ccMixter and DSD100), we can see clearly that the proposed method outperforms the conventional RPCA on singing voice separation task. In future work, since prior information and spatial information are very significant for separate music signal, prior information and spatial information are fused and expected to improve the separation performance.
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