Efficiency of Cluster Validity Indexes in Fuzzy Clusterwise Generalized Structured Component Analysis
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Abstract: Fuzzy clustering has been broadly applied to classify data into clusters by assigning membership probabilities of each data point close to K centroids. Such a function has been applied into characterizing the clusters associated with a statistical model such as structural equation modeling. The characteristics identified by the statistical model further define the clusters as heterogeneous groups selected from a population. Recently, such statistical model has been formulated as fuzzy clusterwise generalized structured component analysis (fuzzy clusterwise GSCA). The same as in fuzzy clustering, the clusters are enumerated to infer the population and its parameters within the fuzzy clusterwise GSCA. However, the identification of clusters in fuzzy clustering is a difficult task because of the data-dependence of classification indexes, which is known as a cluster validity problem. We examined the cluster validity problem within the fuzzy clusterwise GSCA framework and proposed a new criterion for selecting the most optimal number of clusters using both fit indexes of the GSCA and the fuzzy validity indexes in fuzzy clustering. The criterion, named the FIT-FHV method combining a fit index, FIT, from GSCA and a cluster validation measure, FHV, from fuzzy clustering, performed better than any other indices used in fuzzy clusterwise GSCA.
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1. Introduction

Statistical inference is a method where researchers make an inference on a population via statistical analysis, assuming the population as a homogeneous group would be invalid if there are heterogeneous subpopulations. To avoid such invalid inference, it is required to identify homogeneous subpopulations that hold the statistical inference as an internal validation. That is, it is required to examine the heterogeneity of the population correctly to understand data better, to utilize data more precisely, and to derive the valid inference through data analysis for the population. In this study, we investigate the identification of heterogeneous subpopulations via fuzzy clustering in inferential statistics. In general, we would not have census data for statistics. That is, we may not observe a heterogeneity of a population but infer the heterogeneity via data analysis using a sample indicating a discrepancy among heterogeneous subgroups if it exists. Although such discrepancy can be examined, it has often been looked over by saying that the discrepancy is a sampling error, which may cause a serious problem.
in inferential statistics. In the statistics field of structural equation modeling (SEM) that examines the associations and directionalities among variables, researchers have contemplated the heterogeneity and developed a statistical method, called mixture modeling [1]. In this study, we narrow down our scope to generalized structured component analysis (GSCA; [2]) as a component-based structural equation modeling. In GSCA, fuzzy clustering has been utilized to classify a heterogeneity of a population when the indicators (observed variables) of clusters were ordinal or continuous variables [3], which is called fuzzy clusterwise GSCA. Analogous to the latent class analysis in a factor-based SEM, fuzzy clusterwise GSCA was also extended to categorical indicators [4]. Although the algorithm of the fuzzy clusterwise GSCA performs well in classifying and characterizing the heterogeneity, it is still unanswered (or need to be developed) in finding the optimal number of clusters, which is often called a cluster validity problem.

To validate the number of clusters in fuzzy clusterwise GSCA, the modified partition coefficient (MPC) and the normalized classification entropy (NCE) were proposed [5] and have been used so far [2]. However, there was no study conducted to examine the efficiency of such cluster validity indexes in fuzzy clusterwise GSCA. Although there were several studies including Wang and Zhang [6] that examined the efficiency in cluster validity measures, it was limited to unsupervised classification, fuzzy clustering, instead of fuzzy clusterwise GSCA. In this study, we (1) review cluster validity measures that were introduced from the previous studies (e.g, [7]), (2) examine the efficiency in seven indexes selected for fuzzy clusterwise GSCA, and (3) propose selection criteria as the result of a simulation study that fits best for fuzzy clusterwise GSCA, named the FIT-FHV method combining a fit index, FIT, from GSCA and a cluster validation measure, FHV, from fuzzy clustering. The resulting outcomes would be applicable to the other structural equation mixture modeling such as latent profile analysis and growth mixture curve modeling [1].

2. Theoretical Backgrounds

2.1. GSCA Model Specification

As stated earlier, GSCA is a component-based approach of SEM. Different from factor-based SEM, GSCA consists of three sub-models: measurement, structural, and weighted relation models. The first two of these models are the same as the factor-based SEM, also known as the linear structural relations model [8], while the weighted relation model defines a latent variable as a weighted composite (or component) of indicators in a way that is unique in component-based analyses. Utilizing the same notations as Hwang and Takane [2], we can write these sub-models in the matrix form as follows:

Measurement model: \[ z = C^T \gamma + \epsilon, \]
Structural model: \[ \gamma = B^T \gamma + \zeta, \]
Weighted relation model: \[ \gamma = W^T z, \]

where \( z \) is a \( J \) by 1 vector of observed variables, \( \gamma \) is a \( P \) by 1 vector of latent variables that are unobserved variables but defined by observed variables, \( C \) is a \( P \) by \( J \) matrix of loadings indicating the associations between \( z \) and \( \gamma \), \( B \) is a \( P \) by \( P \) matrix of path coefficients between latent variables in \( \gamma \), \( W \) is a \( J \) by \( P \) matrix of component weights that define \( \gamma \) by \( z \), \( \epsilon \) is a \( J \) by 1 vector of the residuals of \( z \), and \( \zeta \) is a \( P \) by 1 vector of the residuals of \( \gamma \). The superscript \( T \) denotes a transpose matrix (see further discussion of SEM in [2]).

2.2. Estimation of GSCA

GSCA estimates model parameters, including weights (\( W \)), path coefficients(\( B \)), and loadings (\( C \)), by minimizing the sum of squares of the residuals, \( \epsilon_i \), i.e., consistently minimizing a single least square criterion defined by

\[ \phi = \sum_{i=1}^{N} e_i^T e_i = \sum_{i=1}^{N} (V^T z_i - A^T W^T z_i) \] (1)
where $A = \begin{bmatrix} C^T \\ B^T \end{bmatrix}$, $V = \begin{bmatrix} I \\ W^T \end{bmatrix}$, and $N$ is the sample size. To maintain consistent scaling for the indicators and latent variables, both the indicators and the latent variables must be standardized in GSCA.

2.3. Optimal Scaling for Categorical Variables.

Hwang and Takane [9] extended GSCA to include categorical indicators, making it possible to apply GSCA to qualitative data such as nominal and categorical data. They proposed their new method nonlinear GSCA. In the same paper, they resolved the linearity issue afflicting least square methods by applying the same optimal scaling method used by other researchers and reported in the item response theory literature (see, for example, [10]). In nonlinear GSCA, each indicator, $z_j$, where $j = 1, \cdots, J$, is transformed by $s_j = \omega(z_j)$, where $\omega$ depends on the measurement characteristics of the variable, $z_j$. This requires an additional step in the estimation of GSCA but, just as in conventional GSCA, nonlinear GSCA is implemented by minimizing the following criterion:

$$\phi = SS(SV - SWA)$$

with respect to, $W$, $A$, and $S$, where $S = \begin{bmatrix} s_j \end{bmatrix}$, subject to the restrictions that $diag((SW)^T SW) = I$, $s_j s_j^T = 1$, $s_j = \omega(z_j)$, and $SS$ stands for sum of squares. This criterion is minimized by alternating two phases [11]. The first of these phases is identical to the alternating least square estimation procedure used for updating model parameters ($W$ and $A$) in the conventional GSCA for quantitative data. The second is an optimal scaling phase in which qualitative data are transformed to quantitative data $S$ in such a way that they agree maximally with their model predictions while at the same time preserving the measurement characteristics of the data. In practice, variables in the original data matrix $Z$ may consist of a mix of different measurement characteristics; for example, some variables are nominal, others are ordinal, and yet others are numerically defined, as explained in Young [12].

2.4. Fuzzy Clustering Algorithm

Hwang and Takane [2] described how to utilize fuzzy clustering in GSCA for continuous data, which is called fuzzy clusterwise GSCA. Briefly, to estimate the memberships for the heterogeneous subgroups, we can estimate the membership parameters, by minimizing the residual sums of their squares weighted by $u_{m}$:

$$\phi = \sum_{k=1}^{K} \sum_{i=1}^{N} u_{ki}^m \cdot SS(V_k'z_i - A_k'W_k'z_i)$$

with respect to $u_{ki}^m$, subject to the probabilistic condition, $\sum_{k=1}^{K} u_{ki}^m = 1$. The exponent, $m$, is referred to as the fuzzifier. The $m$ becomes fuzzier in boundary as it gets larger, but it is less fuzzier, or harder, as it approaches 1. In this study, we consider $m = 2$ that is the most popular choice [13].

2.5. Fuzzy Clusterwise GSCA for Latent Class Analysis

Ryoo, Park, and Kim [4] applied fuzzy clusterwise GSCA to binary or ordinal observed data by combining optimal scaling with the fuzzy clustering algorithm to identify heterogeneous subgroups. The model provided is similar as latent class analysis (LCA), a factor-based model identifying heterogeneous subgroups under binary or ordinal observed data. The algorithm depicted in Figure 1 starts with fuzzy clustering in Step 1, which gives initial membership probability, $u_{ki}^m$. In step 2, after estimating the parameters of GSCA and applying the optimal scaling, $s_j = \omega(z_j)$, we also update the $u_{ki}^m$. This alternating process will be repeated until the parameters converge. When all parameters were estimated in Step 3, we utilize the parameters to define the characteristics of clusters and assign the membership based on posterior probabilities, $u_{ki}^m$. 

Symmetry 2020, 12, 1514 3 of 16
It should be noted that, due to the nature of the difference between component-based LCA, i.e., fuzzy clusterwise GSCA for discrete data, and factor-based LCA, there is no one-to-one correspondence between the membership assignments in component-based LCA and factor-based LCA. One of the reasons causing the discrepancy would be estimation methods. That is, the fuzzy clustering GSCA identifies the distances from the centroids, whereas factor-based LCA relies on the likelihood function. Thus, instead of competing with each other, it is reasonable to suggest that researchers select one of the approaches, either fuzzy clustering GSCA for discrete data or factor based LCA, following Hwang, Takane, and Jung [14], who discussed the conceptual difference between two approaches, namely the component-based SEM and the factor-based SEM, respectively, for such cases.

2.6. Model Evaluation

For the overall model evaluation in fuzzy clusterwise GSCA, FIT and AFIT indices were used to evaluate fitted GSCA models (see [2] for more details). FIT and AFIT are interpreted as the variance explained by the fitted model, like R squared and adjusted R squared, in regression analysis. Thus, for the larger FIT and AFIT, the more of the variance is explained. In this study, we mainly focus on model evaluation to enumerate the optimal number of clusters (or latent classes) indicating the heterogeneity of the population given. Accordingly, two additional model evaluation tools used in fuzzy clusterwise GSCA, modified partition coefficient (MPC), and normalized classification entropy (NCE), are our interest as well. For MPC and NCE, the smaller the better. These indexes are somewhat limited to be used in the fuzzy clustering context. Therefore, we will extend model evaluation tools for fuzzy clusterwise GSCA by employing cluster validity indexes known in fuzzy clustering ([6,15]).

3. Method

To enumerate the clusters in fuzzy clustering, many indexes have been used but can be classified based on two criteria: compactness (intra-cluster consistency) and separation (inter-cluster consistency) [6]. However, not all of the indexes can also be used in fuzzy clusterwise GSCA because fuzzy clusterwise GSCA accounts for not only distance from the centroids but also characteristics of
each cluster identified by observed indicators via the probabilities of occurring the event associated
with the indicator. In addition, fuzzy clusterwise GSCA accounts for the effects of covariates and/or
grouping variables as statistical modeling, which is called latent class regression ([16–18]). Thus, cluster
validation indexes dealing with various structures in fuzzy clusterwise GSCA should be considered.
In the section, we review cluster validity indexes that have been used within fuzzy clustering with two
validity index categories: using the membership values only and using both the membership values
and the dataset ([6,15]). Moreover, we also review two indexes, MPC and NCE, that have been used in
fuzzy clusterwise GSCA. Overall, we selected eight index candidates, two model fit indexes, and six
cluster validity indexes that can be used for enumerating the optimal number of clusters within fuzzy
clusterwise GSCA.

3.1. Cluster Validity Indexes

To find the optimal number of clusters using the membership probability and the data given, we
consider the following six indexes. Although Wang and Zhang [6] listed more than 20 indexes, we did
not list all of them (1) because they said there is no dominating index in the study using both empirical
and simulated datasets and (2) because not all the indexes work in fuzzy clusterwise GSCA. Let \( N \) and
\( C \) be sample size and number of clusters in the formulae below:

(a) Dave’s modified partition coefficient (MPC; [15]): Using partition coefficient defined by
\[
PC = \frac{1}{N} \sum_{k=1}^{C} \sum_{i=1}^{N} u_{ki}, \quad \text{and} \quad PC \in \left[ \frac{1}{C}, 1 \right],
\]
Dave defined the MPC, also known as fuzzy performance index (FPI), as
\[
MPC = 1 - \frac{C \cdot (1 - PC)}{C - 1}, \quad (4)
\]
where \( C \) is the number of clusters. As a modification of the bias of PC such that there is a
monotonic tendency [15], MPC performs well with a criterion—the larger the better.

(b) Bezdek’s normalized classification entropy (NCE; [19]): Using partition entropy
\[
PE = -\frac{1}{N} \sum_{k=1}^{C} \sum_{i=1}^{N} u_{ki} \log u_{ki},
\]
Bezdek defined the NCE as
\[
NCE = \frac{PE}{\log C}, \quad (5)
\]
which is also recommended by Roubens [5]. The criterion that smaller is better is applied in the
NCE. Based on the partition entropy, Bezdek [13] also defined the normalized partition entropy
(NPE) as
\[
NPE = \frac{N \cdot PE}{N - C}. \quad (6)
\]
The same criterion as in the NCE is applied to NPE.

(c) Chen and Linkens’ validity index (CLVI; [20]): They defined the CLVI as
\[
CLVI = \frac{1}{N} \sum_{i=1}^{N} \max_{k} (u_{ki}) - \frac{1}{C^*} \sum_{k=1}^{C-1} \sum_{l=k+1}^{C} \left[ \frac{1}{N} \sum_{i=1}^{N} \min(u_{ki}, u_{li}) \right], \quad (7)
\]
where \( C^* = \sum_{k=1}^{C-1} k \). An optimal cluster number \( C \) is obtained at the max of CLVI. The first
term indicates the compactness within a cluster while the second term indicates the separation
between clusters. When the first term is larger and the second term is lower, the clusters are
compact as well as clearly separable from the other clusters. Thus, the larger the CLVI is, the better.
(d) Fukuyama and Sugeno proposed an index (FS; [21]):

\[ FS = J_m(u, v) - K_m(u, v) \]

\[ = \sum_{k=1}^{C} \sum_{i=1}^{N} u_{ki}^{m} ||x_i - v_k||^2 - \sum_{k=1}^{C} \sum_{i=1}^{N} u_{ki}^{m} ||v_k - \bar{v}||^2, \]  

where \( \bar{v} = \frac{1}{C} \sum_{k=1}^{C} v_k \). The first term describes both the fuzziness in each cluster and the compactness of data, and the second term describes the fuzziness of the clusters with the distance of centroids from the grand mean of the data. We can find an optimal \( C \) at \( \min_{2 \leq C \leq N-1} FS \).

(e) Gath and Geva’s fuzzy hypervolume validity index (FHV; [22]): They defined the FHV as

\[ FHV = \sum_{k=1}^{C} |\text{det}(F_k)|^2, \]  

where \( F_k = \frac{\sum_{i=1}^{N} a_{ki}^{m}(x_i - v_k)(x_i - v_k)^T}{\sum_{i=1}^{N} a_{ki}^{m}} \). The matrix \( F_k \) denotes the fuzzy covariance matrix of cluster \( k \), and \( \text{det}(F_k) \) is the determinant of the matrix \( F_k \). The smaller the FHV value is the better and, thus, we find an optimal \( C \) at \( \min_{2 \leq C \leq N-1} FHV \).

3.2. Holistic Approach to Enumerate the Number of Clusters

In fuzzy clustering, the literature on finding the optimal number of clusters indicated that there is no dominant index outperforming [6]. Rather, the efficiency of indexes would be dependent on data distribution [15]. Although fuzzy clustering GSCA does include more model specification than fuzzy clustering, it is likely to hold similar property in model evaluation. In this study, we are not only examining the efficiency of indexes but also investigating a holistic criterion that performs well and in a stable manner.

3.3. Simulation Design

To examine the efficiency of cluster validation indexes: FIT, AFIT, FPI, NCE, NPE, CLVI, FS, and FHV, five variables were considered in this simulation:

1. three levels of sample size (N),
2. three levels of the number of latent classes/clusters (K),
3. two levels of the number of indicators (V),
4. three levels of prevalence of the cluster membership (T), and
5. three levels of error rate in the cluster structure (ER).

In total, 162 (= 3 \( \times \) 3 \( \times \) 2 \( \times \) 3 \( \times \) 3) simulation conditions were employed, and they are summarized in Table 1. Based on the simulation conditions, 100 responses were generated and, then, we fitted fuzzy clusterwise GSCA into the response data. The current study designed the simulation conditions based on the previously conducted simulation studies in component-based latent class analysis including [23,24].
Table 1. Study conditions for the simulation.

| Variable                        | Number of Conditions | Condition                                                                 |
|---------------------------------|----------------------|---------------------------------------------------------------------------|
| Sample size (N)                 | 3                    | 200, 500, and 1000                                                        |
| Number of cluster (K)           | 3                    | 2, 4, and 6                                                                |
| Number of indicators (V)        | 2                    | 6 and 9                                                                   |
| Prevalence of cluster membership (T) | 3            | (T1) Equally clustered: \( \lambda_k = \frac{1}{k} \) where \( 1 \leq k \leq K \) |
|                                 |                      | (T2) One cluster has large proportion: \( \lambda_1 = 0.6 \) and \( \lambda_k = \frac{0.4}{K-1} \) where \( 1 \leq k \leq K \) |
|                                 |                      | (T3) One cluster has small proportion: \( \lambda_1 = 0.1 \) and \( \lambda_k = \frac{0.9}{K-1} \) where \( 1 \leq k \leq K \) |
| Error rates (ER)                | 3                    | 5\%, 10\%, and 15\%                                                        |

3.3.1. Sample Size

Three levels of sample size were used in the simulation study: 200, 500, and 1000, representing small, medium, and large samples. Brusco et al. [23] investigated the cases with relatively small sample sizes (100, 200, and 400); however, the fit indices of their study were not distinguishable depending on the sample sizes. Thus, the current study explored the broader range of sample sizes.

3.3.2. The Number of Classes/Clusters

Two, four, and six classes were investigated to examine the efficiency of cluster validation indexes, which covers most of results from latent class analysis. Previous studies ([23,24]) considered two additional numbers of classes, 3 and 5, so that it covers all the cases from 2 to 6. However, the cases of 3 and 5 did not give any additional trend in the examination of the efficiency. Thus, we exclude the cases in this study.

3.3.3. The Number of Indicators

The number of indicators and response patterns adapted from the previous studies ([23,24]) was applied in this study. The response patterns in Table 2 were directly used to generate data under the aforementioned conditions of sample sizes and the number of classes. For example, when sample size is 200 and samples are equally clustered in two classes, the response of the first 100 samples with six indicators is \((1, 1, 1, 1, 1, 0, 0)\), and the next response of 100 samples is \((0, 0, 1, 1, 1, 1, 1)\), assuming there is no error rate.

Table 2. Response patterns for combinations of the number of classes (K) and the number of item indicators (V).

| Number of Cluster | Number of Indicators (V = 6): \((1, 1, 1, 1, 1, 0, 0)\) | Number of Indicators (V = 9): \((0, 0, 1, 1, 1, 1, 1)\) |
|-------------------|------------------------------------------------------------|-----------------------------------------------------------|
| K = 2             | \((0, 0, 1, 1, 1, 1, 1)\)                                  | \((0, 0, 1, 1, 1, 1, 1)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
| K = 4             | \((1, 1, 1, 1, 1, 0, 0)\)                                  | \((1, 1, 1, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 1, 1, 1)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
| K = 6             | \((1, 1, 1, 1, 0, 0)\)                                     | \((1, 1, 1, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 1, 1, 1)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0)\)                                     |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
|                   | \((0, 0, 1, 1, 0, 0)\)                                     | \((0, 0, 0, 1, 1, 0, 0)\)                                  |
|                   | \((0, 0, 0, 0, 0, 0, 0)\)                                  | \((0, 0, 0, 0, 0, 0, 0)\)                                  |
|                   | \((1, 1, 0, 0, 0, 0)\)                                     | \((1, 1, 0, 0, 0, 0, 0)\)                                  |
3.3.4. Prevalence of Class Membership

There are three different types of prevalence, T1, T2, and T3 in Table 1. The first one (T1) is equally clustered, given the number of classes. The second possible prevalence (T2) is that one class has a dominant number of examinees (60%) and the other classes have equally clustered within the leftover (40%). For example, for \( K = 4 \), the first cluster (C1), the second cluster (C2), the third cluster (C3), and the fourth cluster (C4) consist of 60%, 13.3%, 13.3%, and 13.3%, respectively. Lastly, we considered the case where one group has a small proportion. For example, for \( K = 6 \), C1, C2, C3, C4, C5, and C6 consist of 18%, 18%, 18%, 18%, 18%, and 10%. The details of formulas are presented in Table 1. These study conditions follow Brusco et al. [23].

3.3.5. Error Rates

All samples within a class would not have the exact same response patterns but, instead, the variations of the responses generated were determined by three levels of error rates: 5%, 10%, and 15%. As the higher error rates, such as 20% or 30%, caused poor cluster recovery in a previous study [24], the current study used relatively low error rates, following Brusco et al. [23]. Once an error rate is determined, the samples with the error rate were randomly selected and one of the indicator responses was manipulated as follows: If the original response was 0, it was changed to 1 and vice versa. Selection of indicators manipulated was also random.

Once the data were generated, we estimated the generated responses with different assigned cluster numbers in order to evaluate how many clusters would be best given each study condition. When the true number of clusters was 2 and 4, we fitted fuzzy clusterwise GSCA using a R package, gscALCA [25], with 2-solution to 4-solution and 2-solution to 6-solution, respectively. When a true number of clusters was 6, we fitted fuzzy clusterwise GSCA with 4-solution to 8-solution.

4. Results

After fitting a fuzzy clusterwise GSCA into 100 replications for each condition (total of 162 conditions), we examined the efficiency of 8 cluster validity indexes, FIT, AFIT, MPC, NCE, NPE, CLVI, FS, and FHV. In this section, we summarized the results of (1) \( K = 4 \) and \( N = 500 \) and (2) \( K = 6 \) and \( N = 200 \) representing the medium number of clusters and the medium number of sample size and the large number of clusters and a small number of sample size. The first case informs the trend of our findings from the 162 conditions, which allows us to formulate our findings as well as propose a holistic criterion. The latter case informs the stability of our findings because the case is most vulnerable due to the complexity in the clusters and the sample variation from the small sample.

4.1. FIT-FHV Method

As Wang W. et al. [6,15] pointed out, any single index was not sufficient enough to identify the true number of clusters due to the dependency of data distribution in the efficiency. However, when the model evaluation tools in GSCA were controlled, it was clear that a holistic search performs well in identifying the true number of clusters. Table 3 summarized the result of \( K = 4, N = 500, V = 6 \) items, and \( ER = 15\% \) over all three types of distributions, \( T = 1, 2, \) and 3. Note that the symbol, \( C \), in Table 3 is the number of clusters used for the estimation.
Table 3. Simulation results of $K = 4$, $N = 500$, $V = 6$ items, and $ER = 15\%$

| $T$ | # of Clusters | FIT | AFIT | MPC  | NCE | NPE  | CLVI | FS   | FHV     |
|-----|---------------|-----|------|------|-----|------|------|------|---------|
|     | $C = 2$       | 0.999 | 0.999 | 0.478 | 0.579 | 0.403 | 0.616 | 14,398.987 | 40.668   |
|     | $C = 3$       | 0.996 | 0.996 | 0.847 | 0.159 | 0.176 | 0.884 | 16,516.787 | 71.985   |
|     | $C = 4$       | 0.997 | 0.997 | 0.568 | 0.395 | 0.552 | 0.697 | -744.482  | 22.694   |
|     | $C = 5$       | 0.783 | 0.766 | 0.682 | 0.282 | 0.458 | 0.780 | -5009.347 | 18.840   |
|     | $C = 6$       | 0.820 | 0.803 | 0.751 | 0.212 | 0.384 | 0.831 | -6074.661 | 41.356   |
| T1  | $C = 2$       | 0.996 | 0.996 | 0.838 | 0.210 | 0.146 | 0.901 | 27,725.400 | 36.559   |
|     | $C = 3$       | 0.996 | 0.995 | 0.656 | 0.343 | 0.379 | 0.773 | 20,992.742 | 43.942   |
|     | $C = 4$       | 0.995 | 0.995 | 0.706 | 0.273 | 0.382 | 0.802 | 11,024.970 | 28.450   |
|     | $C = 5$       | 0.883 | 0.874 | 0.648 | 0.287 | 0.466 | 0.762 | -1184.398  | 22.112   |
|     | $C = 6$       | 0.920 | 0.912 | 0.733 | 0.211 | 0.383 | 0.825 | -7349.990  | 15.296   |
|     | $C = 2$       | 0.999 | 0.999 | 0.520 | 0.541 | 0.377 | 0.657 | 15,769.265 | 42.760   |
|     | $C = 3$       | 0.998 | 0.998 | 0.817 | 0.201 | 0.222 | 0.861 | 5193.876   | 27.043   |
|     | $C = 4$       | 0.995 | 0.994 | 0.792 | 0.203 | 0.284 | 0.852 | 363.110    | 13.909   |
|     | $C = 5$       | 0.791 | 0.776 | 0.833 | 0.156 | 0.254 | 0.881 | -3904.634  | 10.771   |
|     | $C = 6$       | 0.856 | 0.843 | 0.863 | 0.126 | 0.228 | 0.904 | -7034.518  | 18.275   |

FIT and AFIT performed similarly and indicated a big drop after $C$ reaches the true number of cluster $K$. More than 0.2 were dropped at $C = 5$ in T1 and T3 while more than 0.1 was dropped at $C = 5$ in T2. However, both FIT and AFIT did not show any discrepancy for $C = 2$, $C = 3$, and $C = 4$ (true number of clusters). Although FHV showed small values when $C = 4$, there were several cases indicating lower values ($C \geq 4$). Interestingly, none of the FHV values for $C \leq 3$ were lower than the FHV of $C = 4$. Thus, we found that the smallest FHV indicates the true number of clusters if we consider the index FHV within the range of $C$ whose FIT and AFIT’s values are stable and high. Let us call this holistic criterion as a FIT-FHV method. Only 11 conditions out of 162 simulation conditions did not follow the FIT-FHV criterion. However, those 11 conditions were associated with a small sample size of $N = 200$ where we rarely fit the fuzzy clusterwise GSCA into such relatively small data.

FS would be an index to be considered similar in the FIT-FHV method, but FS indicated a monotonicity, which was a drawback in the traditional measures of partition coefficient (PC) and partition entropy (PE) shown in [15]. Thus, it requires further investigation regarding the index FS. MPC, NCE, NPE, and CLVI indicated neither the true number of clusters nor any consistency in the selection.

The property of the FIT-FHV criterion was also observed in Figure 2. Six indexes (blue) were plotted with the profile of FIT (black), where the first row indicates the equally clustered (T1), the second and third row describe the one cluster that has a large proportion (T2), and one cluster has a small proportion (T3) condition, respectively. The profile of FIT clearly showed the big drop when $C > K$. If we considered $C \leq K$, FHV was the smallest number when $C = K$. Again, FS could also be considered, but the range of values were relatively large from negative to positive. The FIT-FHV method worked well for larger samples, $N = 1000$, larger indicators, $V = 9$, and smaller ER such as 5% and 10%.
4.2. Stability of the FIT-FHV Method

Furthermore, we examined the stability of the FIT-FHV method by exploring the most vulnerable condition such that \(K = 6\) and \(N = 200\) (Table 4). Compared with the previous condition, the case of \(K = 6\) and \(N = 200\) has two additional clusters but only 200 samples. Although the drops in FIT and AFIT were not bigger than the previous case, we observed the drops in each \(T\). Based on the \(C\) selected from the FIT criterion, we easily identified the true number of clusters by examining the FHV values. The FIT-FHV method worked well even in the most vulnerable condition in the simulation study.

Figure 3 indicated that MPC, NCE, NPE, CLVI, and FS may work for a criterion, similar to the FIT-FHV method. However, all of the five fit indexes showed monotonicity. Again, FS indicated more severe negative values as \(C\) increased. Thus, we would conclude that the FIT-FHV method outperforms in identifying the true number of clusters in this simulation.

| T   | # of Clusters | FIT   | AFIT  | MPC  | NCE  | NPE  | CLVI | FS       | FHV       |
|-----|---------------|-------|-------|------|------|------|------|----------|------------|
|     | \(C = 4\)     | 0.980 | 0.977 | 0.648 | 0.335| 0.474| 0.757| 4360.678 | 70.794     |
|     | \(C = 5\)     | 0.981 | 0.977 | 0.741 | 0.243| 0.401| 0.818| 1459.266 | 55.370     |
| T1  | \(C = 6\)     | 0.988 | 0.985 | 0.758 | 0.231| 0.426| 0.820| -2711.276| 9.458      |
|     | \(C = 7\)     | 0.962 | 0.950 | 0.867 | 0.127| 0.255| 0.904| -3627.897| 26.785     |
|     | \(C = 8\)     | 0.911 | 0.877 | 0.913 | 0.081| 0.175| 0.937| -4281.379| 43.793     |
|     | \(C = 4\)     | 0.982 | 0.979 | 0.651 | 0.326| 0.461| 0.769| 4563.684 | 51.954     |
|     | \(C = 5\)     | 0.971 | 0.965 | 0.720 | 0.232| 0.416| 0.813| 1278.064 | 43.150     |
| T2  | \(C = 6\)     | 0.971 | 0.963 | 0.804 | 0.177| 0.327| 0.869| -2523.121| 34.236     |
|     | \(C = 7\)     | 0.912 | 0.884 | 0.859 | 0.121| 0.243| 0.907| -4044.144| 31.770     |
|     | \(C = 8\)     | 0.882 | 0.836 | 0.897 | 0.089| 0.192| 0.932| -4714.370| 26.868     |
|     | \(C = 4\)     | 0.988 | 0.986 | 0.704 | 0.293| 0.414| 0.791| 3051.090 | 59.722     |
|     | \(C = 5\)     | 0.990 | 0.988 | 0.804 | 0.198| 0.327| 0.851| -591.218 | 31.221     |
| T3  | \(C = 6\)     | 0.989 | 0.986 | 0.829 | 0.170| 0.314| 0.859| -3049.061| 5.911      |
|     | \(C = 7\)     | 0.927 | 0.903 | 0.883 | 0.113| 0.229| 0.905| -3481.078| 20.337     |
|     | \(C = 8\)     | 0.906 | 0.869 | 0.908 | 0.088| 0.190| 0.927| -3957.682| 35.981     |
4.3. Prevalence of Clusters When C Is Assumed to be the Optimal Number of Clusters

In fuzzy clusterwise GSCA, it is also of importance that the selected number of clusters, by the FIT-FHV method, consists of similar proportions as in the true population. Tables 5 and 6 summarized the proportions for the two conditions aforementioned. For the case of \( K = 4 \) and \( N = 500 \), T1, T2, and T3 should consist of \((25\%, 25\%, 25\%, 25\%)\), \((60\%, 13.3\%, 13.3\%, 13.3\%)\), and \((30\%, 30\%, 30\%, 10\%)\).

In T1, all of the Cs except \( C = 4 \) included a very small proportion at the last cluster. In practice, it is hard to characterize a group with such a small proportion. On the other hand, the case of \( C = 4 \) included 13.38\% that was much smaller than 25\% but was not comparable with the others. In T2, the true dominant group consists of 60\% and we found that the cases of \( C \geq 4 \) held a close proportion. However, the last two groups of \( C = 5 \) and \( C = 6 \) were 1.42\% and 1.62\%, respectively. Such lower prevalence rates would not be meaningful. These results indicate that the FIT-FHV method works well. In T3, the true last cluster should consist of 10\%, which may indicate that \( C = 2 \) is a good proxy. However, its FHV was always higher than \( C = 4 \), which means that the classification would hold weak compactness (intra-cluster consistency). It is clear that \( C = 4 \) in T3 was closer to the true prevalence than \( C = 3 \) (not identifying the fourth cluster), \( C = 5 \) (too low prevalence in the last cluster), and \( C = 6 \) (too low prevalence in the last two clusters).

Even though we consider the most vulnerable case of \( K = 6 \) and \( N = 200 \), the same trend as in the case of \( K = 4 \) and \( K = 500 \) was observed. For the case of \( K = 6 \) and \( N = 200 \), T1, T2, and T3 should consist of \((16.7\%, 16.7\%, 16.7\%, 16.7\%, 16.7\%, 16.7\%)\), \((60\%, 8\%, 8\%, 8\%, 8\%, 8\%)\), and \((18\%, 18\%, 18\%, 18\%, 18\%, 10\%)\). In T1, all of the Cs except \( C = 6 \) included a very small proportion at the last cluster. On the other hand, the case of \( C = 6 \) included 11.54\% that was much smaller than 16.7\% but was not comparable with the others. In T2, where the true dominant cluster consists of 60\%, we found that the cases of \( C \leq 6 \) held close proportions to the true ones. However, the second groups of \( C = 4 \) and \( C = 5 \) were relatively higher than 8\% as 21.00\% and 17.39\%, respectively. Thus, it would not be meaningful. In T3, where the true last group consists of 10\%, the results may indicate that \( C = 4 \) is good proxy. However, its FHV was always higher than \( C = 6 \), which means that the classification would hold weak compactness (intra-cluster consistency). Overall, \( C = K \) approximates the true prevalences.
Table 5. Prevalence of $K = 4$, $N = 500$, $V = 6$ items, and $ER = 15\%$.

| T     | # of Clusters | C = 1   | C = 2   | C = 3   | C = 4   | C = 5   | C = 6   |
|-------|---------------|---------|---------|---------|---------|---------|---------|
|       | C = 2         | 96.28   | 3.72    |         |         |         |         |
|       | C = 3         | 53.39   | 46.60   | 0.01    |         |         |         |
| T1    | C = 4         | 38.73   | 29.21   | 18.78   | 13.28   |         |         |
|       | C = 5         | 31.48   | 25.67   | 22.36   | 19.36   | 1.13    |         |
|       | C = 6         | 29.38   | 25.22   | 22.04   | 19.08   | 3.21    | 1.07    |
|       | C = 2         | 99.71   | 0.29    |         |         |         |         |
|       | C = 3         | 71.94   | 20.78   | 7.28    |         |         |         |
| T2    | C = 4         | 64.86   | 16.95   | 13.86   | 4.33    |         |         |
|       | C = 5         | 55.93   | 18.16   | 14.80   | 9.69    | 1.42    |         |
|       | C = 6         | 53.03   | 16.88   | 14.48   | 11.34   | 2.64    | 1.62    |
|       | C = 2         | 91.52   | 8.48    |         |         |         |         |
|       | C = 3         | 37.72   | 33.55   | 28.74   |         |         |         |
| T3    | C = 4         | 35.34   | 32.15   | 28.27   | 4.24    |         |         |
|       | C = 5         | 34.71   | 30.80   | 26.74   | 6.69    | 1.07    |         |
|       | C = 6         | 33.50   | 29.02   | 26.08   | 8.00    | 2.40    | 1.00    |
MPC, NCE, NPE, CLVI, and FS showed the monotonic tendency like the simulation results. That is, the results of empirical data analysis confirmed that the proposed FIT-FHV method performed well.

Table 7. FIT Indexes of empirical data analysis results.

| Sample Sizes | # of Clusters | FIT  | AFIT | MPC  | NCE  | NPE  | CLVI | FS    | FHV  |
|--------------|---------------|------|------|------|------|------|------|-------|------|
| N = 250      | C = 2         | 0.9924 | 0.9920 | 0.226 | 0.824 | 0.576 | 0.421 | 3843.301 | 40.657 |
|              | C = 3         | 0.9811 | 0.9797 | 0.522 | 0.506 | 0.562 | 0.669 | 2533.668 | 28.853 |
|              | C = 4         | 0.9771 | 0.9747 | 0.559 | 0.458 | 0.646 | 0.665 | 1013.757 | 25.313 |
|              | C = 5         | 0.9606 | 0.9551 | 0.792 | 0.209 | 0.343 | 0.868 | 1364.492 | 33.586 |
|              | C = 6         | 0.9361 | 0.9252 | 0.730 | 0.261 | 0.478 | 0.787 | 427.198  | 15.310 |
|              | C = 7         | 0.9364 | 0.9234 | 0.817 | 0.172 | 0.345 | 0.865 | 584.003  | 21.159 |
|              | C = 8         | 0.9474 | 0.9348 | 0.941 | 0.054 | 0.117 | 0.960 | 2022.800 | 19.674 |
| N = 500      | C = 2         | 0.9973 | 0.9973 | 0.338 | 0.728 | 0.507 | 0.532 | 4369.003 | 22.563 |
|              | C = 3         | 0.9937 | 0.9935 | 0.574 | 0.464 | 0.513 | 0.720 | 4115.353 | 31.469 |
|              | C = 4         | 0.9887 | 0.9881 | 0.597 | 0.424 | 0.593 | 0.678 | 884.863  | 18.487 |
|              | C = 5         | 0.9791 | 0.9778 | 0.736 | 0.264 | 0.430 | 0.802 | 3310.829 | 11.697 |
|              | C = 6         | 0.9721 | 0.9699 | 0.783 | 0.213 | 0.386 | 0.833 | 3623.326 | 10.524 |
|              | C = 7         | 0.9699 | 0.9671 | 0.922 | 0.076 | 0.150 | 0.947 | 4895.632 | 22.753 |
|              | C = 8         | 0.9727 | 0.9698 | 0.898 | 0.097 | 0.205 | 0.918 | 8078.892 | 2.895  |
| N = 1000     | C = 2         | 0.9987 | 0.9986 | 0.306 | 0.761 | 0.529 | 0.529 | 9036.031 | 22.017 |
|              | C = 3         | 0.9961 | 0.9960 | 0.577 | 0.483 | 0.510 | 0.709 | 6049.905 | 27.542 |
|              | C = 4         | 0.9949 | 0.9948 | 0.617 | 0.404 | 0.562 | 0.700 | 6839.396 | 9.283  |
|              | C = 5         | 0.9870 | 0.9865 | 0.746 | 0.251 | 0.407 | 0.803 | 7828.256 | 9.667  |
|              | C = 6         | 0.9859 | 0.9854 | 0.801 | 0.195 | 0.352 | 0.851 | 4721.540 | 15.512 |
|              | C = 7         | 0.9854 | 0.9847 | 0.856 | 0.136 | 0.266 | 0.892 | 12,560.950 | 9.850 |
|              | C = 8         | 0.9850 | 0.9842 | 0.899 | 0.095 | 0.198 | 0.917 | 15,097.641 | 2.638 |
| N = 5114     | C = 2         | 0.9997 | 0.9997 | 0.318 | 0.750 | 0.520 | 0.533 | 50,391.382 | 22.212 |
|              | C = 3         | 0.9993 | 0.9993 | 0.540 | 0.550 | 0.550 | 0.669 | 28,373.742 | 21.772 |
|              | C = 4         | 0.9983 | 0.9983 | 0.668 | 0.342 | 0.475 | 0.760 | 3925.974  | 17.109 |
|              | C = 5         | 0.9976 | 0.9975 | 0.747 | 0.251 | 0.405 | 0.808 | 39,992.537 | 9.340  |
|              | C = 6         | 0.9974 | 0.9974 | 0.805 | 0.191 | 0.343 | 0.848 | 42,944.767 | 10.994 |
|              | C = 7         | 0.9974 | 0.9974 | 0.993 | 0.009 | 0.018 | 0.995 | 37,415.660 | 20.548 |
|              | C = 8         | 0.9966 | 0.9966 | 0.905 | 0.088 | 0.183 | 0.930 | 76,661.158 | 5.493  |

In Table 8, the results of prevalence in the empirical data analysis are presented. Table 8 showed that the proportions of each cluster were similar overall for different sample sizes, given each number of clusters, although there is some variability. The distinguishable variabilities were usually observed with the sample size 250. When C = 4, the selected number of clusters based on the FIT-FHV method, the ranges of prevalence except for the sample size 250 were 29.59 to 32.93%, 26.69 to 28.48%, 19.13 to 20.00%, and 18.83 to 19.58% for each cluster, respectively. With the sample size 250, the prevalence is 37.65%, 23.08%, 21.24%, and 17.81%. These differences among the results of the sample sizes would be because of either randomness or the instability of small sample size like the results of the simulation study.
Table 8. Prevalence of empirical data analysis results.

| Sample Sizes | # of Clusters | C = 1     | C = 2     | C = 3     | C = 4     | C = 5     | C = 6     | C = 7     | C = 8     |
|--------------|---------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| N = 250      | C = 2         | 56.68     | 43.32     |           |           |           |           |           |           |
|              | C = 3         | 57.65     | 29.55     | 14.81     |           |           |           |           |           |
|              | C = 4         | 46.67     | 34.75     | 18.59     |           |           |           |           |           |
|              | C = 5         | 32.90     | 28.48     | 19.13     | 20.00     | 18.59     |           |           |           |
|              | C = 6         | 24.29     | 21.06     | 19.52     | 18.59     | 14.88     | 11.74     |           |           |
|              | C = 7         | 23.79     | 19.52     | 16.94     | 15.38     | 12.93     | 14.57     | 10.71     | 7.68      |
|              | C = 8         | 20.79     | 18.59     | 17.15     | 15.38     | 12.93     | 14.57     | 12.93     | 6.06      |
| N = 500      | C = 2         | 56.57     | 43.43     |           |           |           |           |           |           |
|              | C = 3         | 47.47     | 34.75     | 18.59     |           |           |           |           |           |
|              | C = 4         | 32.90     | 28.48     | 19.13     | 20.00     | 18.59     |           |           |           |
|              | C = 5         | 31.11     | 23.03     | 18.59     | 15.96     | 11.31     |           |           |           |
|              | C = 6         | 22.22     | 20.81     | 18.99     | 16.36     | 13.94     | 7.68      |           |           |
|              | C = 7         | 27.27     | 19.39     | 13.74     | 13.33     | 10.71     | 9.49      | 6.06      |           |
|              | C = 8         | 20.54     | 18.59     | 17.15     | 15.38     | 12.93     | 14.57     | 12.93     | 6.06      |
| N = 1000     | C = 2         | 55.16     | 44.94     |           |           |           |           |           |           |
|              | C = 3         | 47.47     | 33.70     | 18.59     |           |           |           |           |           |
|              | C = 4         | 34.82     | 27.23     | 19.13     | 20.00     | 18.59     |           |           |           |
|              | C = 5         | 29.45     | 25.10     | 18.83     | 14.88     | 11.74     |           |           |           |
|              | C = 6         | 26.01     | 21.96     | 19.03     | 15.38     | 11.74     | 7.68      |           |           |
|              | C = 7         | 24.39     | 18.93     | 14.88     | 14.57     | 14.37     | 9.51      | 6.06      |           |
|              | C = 8         | 21.05     | 18.42     | 17.15     | 14.07     | 10.93     | 7.09      | 5.87      | 4.86      |
| N = 5114     | C = 2         | 55.09     | 44.91     |           |           |           |           |           |           |
|              | C = 3         | 47.73     | 32.02     | 20.25     |           |           |           |           |           |
|              | C = 4         | 29.59     | 26.99     | 24.14     | 19.58     |           |           |           |           |
|              | C = 5         | 29.45     | 25.05     | 19.52     | 15.42     | 10.56     |           |           |           |
|              | C = 6         | 23.02     | 22.38     | 19.64     | 18.38     | 10.56     | 6.02      |           |           |
|              | C = 7         | 28.54     | 19.58     | 15.77     | 13.98     | 9.91      | 6.85      | 5.37      |           |
|              | C = 8         | 21.08     | 20.23     | 15.79     | 14.11     | 10.56     | 6.89      | 6.61      | 4.72      |

5. Discussion and Conclusions

In this simulation study, we found that each cluster validation index with its criterion given did not perform well. Some indexes including FS still showed monotonicity. These results are consistent with [6,15] studies. Among the eight indexes compared, FHV performs better although some of high-solutions (meaning that its number of clusters is higher than the true number of clusters) hold lower FHV. As fuzzy clusterwise GSCA is a complex model including both fuzzy clustering and GSCA, it would not be optimistic to get a single index that outperforms over the other indexes. Accordingly, we focused on finding a holistic criterion to identify the true number of clusters with a combination of a couple of indexes. This strategy allows us to find the FIT-FHV method that identifies the true number of clusters for most of the 162 simulation conditions. Here is the FIT-FHV method:

- (Step 1:) Find a drop point on FIT and AFIT. The last point of the higher levels indicate the max of the range where the true number of clusters is located.
- (Step 2:) Find the smallest FHV within the range found in Step 1, which gives the optimal number of clusters.
- (Step 3:) Explore the prevalence distribution of clusters and confirm that none of the prevalence rates are too low.

5.1. Limitation

This study finding of the FIT-FHV method would not be generalizable to both fuzzy clustering and GSCA. Even if we consider fuzzy clusterwise GSCA, it should be noted that this simulation study assumed $m = 2$. Another limitation is that data distribution generated in this simulation study only accounts for the variations with error rates, 5%, 10%, and 15%. As [15] pointed out, the specific data distribution would affect the performance of the FIT-FHV method. Lastly, the type of observed indicators was binary although fuzzy clusterwise GSCA covers ordinary and continuous indicators. All of these limitations are our future research topics so that the FIT-FHV method works for all of fuzzy clusterwise GSCA.
The cluster validation problem is a common issue in fuzzy clustering in general. To resolve this issue, researchers have recently developed a variety of tools in clustering; for example, Bayesian neuro-fuzzy modeling for estimating gas turbine compressor discharge temperature [27]. At the same time, researchers also focused on utilizing the classical cluster quality indexes, for example, in selecting optimal features for cross-fleet analysis and fault diagnosis of industrial gas turbines [28]. This study mainly focused on utilizing the classical cluster quality indexes in structural equation modeling dealing with many social/behavioral sciences and medical fields. Due to the combination of fuzzy clustering and generalized structured component analysis, it should be noted that the proposed method, FIT-FHV, may not outperform the other cluster indexes. In the same fashion, it is out of our scope to compare the efficiency between the FIT-FHV and the other indexes used in fuzzy clustering.

5.2. Concluding Remarks

Although fuzzy clustering and generalized structured component analysis have been widely used as a statistical model in the inferential statistics, the fuzzy clusterwise GSCA has suffered from identifying the optimal number of clusters. The new method, called the FIT-FHV method, proposed in this study should help researchers identify the optimal number of clusters in fuzzy clusterwise GSCA. Furthermore, the FIT-FHV method could be beneficial to mixture models in general.
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Abbreviations

The following abbreviations are used in this manuscript:

- CLVI Chen and Linkens’ validity index
- FHV Gath and Geva’s fuzzy hypervolume validity index
- FS Fukuyama and Sugeno’s validity index
- GSCA Generalized structured component analysis
- LCA Latent class analysis
- MPC Modified partition coefficient
- NCE Normalized classification entropy
- NPE Normalized partition entropy
- SEM Structural equation modeling
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