COMPARISON OF ALGORITHMS FOR CONTROLLED PIXEL-BY-PIXEL CLASSIFICATION OF NOISY MULTICHLANNEl IMAGES

The subject of this study is the pixel-by-pixel controlled classification of multichannel satellite images distorted by additive white Gaussian noise. The paper aim is to study the effectiveness of various methods of image classification in a wide range of signal-to-noise ratios; an F-measure is used as a criterion for recognition efficiency. It is a harmonic mean of accuracy and completeness: accuracy shows how much of the objects identified by the classifier as positive are positive; completeness shows how much of the positive objects were allocated by the classifier. Tasks: generate random values of the brightness of the noise components, ensuring their compliance with the accepted probabilistic model; implement the procedures of element-wise controlled classification according to the methods of support vectors, logistic regression, neural network based on a multilayer perceptron for images distorted by noise; evaluate and analyze the results of objects bezel-wise classification of noisy images; investigate the effect of noise variance on classification performance. The following results are obtained. Algorithms of pixel-by-pixel controlled classification are implemented. A comparative analysis of classification efficiency in noisy images is performed. Conclusions are drawn. It is shown that all classifiers provide the best results for classes that mainly correspond to areal objects (Water, Grass) while heterogeneous objects (Urban and, especially, Bushes) are recognized in the worst way; classifiers based on the support vector machine and logistic regression show low recognition accuracy of extended objects, such as a narrow river (that belongs to the wide class of "water"). The presence of noise in the image leads to a significant increase in the number of recognition errors, which mainly appear as isolated points on the selected segments, that is, incorrectly classified pixels. In this case, the best value of the classification quality indicator is achieved using neural networks based on a multilayer perceptron.
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Introduction

Reliability of decisions carried out in analysis of remote sensing (RS) images is considerably determined by quality of original (acquired) images. The reasons why RS images can be of low quality include: low image contrast; noise, interference and blur; insufficient or excessive illumination of a scene; too small dimensions of objects to be recognized, etc. [1].

One of the main factors that reduces quality of the source data in multichannel (multispectral, hyperspectral) remote sensing is noise that can be quite intensive. It is especially noticeable in homogeneous image areas. Moreover, the noise not only reduces visual quality of images, but also worsens the reliability of their classification [2, 3]. Additive noise is often used as the simplest noise model for optical images and some other types of images. In many practical situations, noise is considered white and Gaussian with a mathematical expectation (mean) equal to zero and a variance $\sigma_n^2$ that is approximately constant for entire image. In addition, it is often assumed that the values of additive noise are spatially uncorrelated (independent for neighboring pixels, and, especially, pixels that are placed far from each other). With an eight-bit image representation, additive noise becomes visually noticeable for $\sigma_n^2 \geq 6...10$ or slightly larger values of noise variance. The influence of noise is manifested in deterioration of image classification results [4]. Meanwhile, negative influence of the noise depends also on other factors as what classifier is used, what are its parameters and how these classifiers was trained (designed); what features are used and so on. The aim of this paper is to study the classification efficiency of multichannel images distorted by additive white Gaussian noise (AWGN) using several well-known pixel-by-pixel controlled classification methods: Support Vector Machine (SVM), Logistic Regression (LGR), Multilayer Perceptron (MLP) [5].

1. Algorithms for pixel-by-pixel controlled classification of multichannel images

1.1. Support Vector Machine

The support vector method is one of the most popular learning methods that are used to solve classifica-
tion and regression problems. It belongs to the family of linear classifiers. The main idea of the method is to construct a hyperplane separating the objects of a data sample in the most efficient (optimal) way. The algorithm works under the assumption that the larger the distance (gap) between the separating hyperplane and the objects of the shared classes, the smaller the average error of the classifier. Therefore, the method is also known as classification method with maximum clearance [6, 7].

The expression for the separating hyperplane has the form:
\[ w \cdot x - b = 0, \]  
(1)
where \( w \) is the perpendicular to the dividing hyperplane; \( b \) is the distance from the hyperplane to the origin.

The problem of constructing an optimal dividing hyperplane reduces to minimizing \( ||w|| \). This is a quadratic optimization problem, which can be written as
\[
\begin{align*}
|w|^2 & \rightarrow \min, \\
C_i (w \cdot x_i - b) & \geq 1, \quad 1 \leq i \leq n,
\end{align*}
\]
(2)
this corresponds to the case of linear separability of classes. Since in practice it is not possible to guarantee the linear separability of points into two classes in the general case, a set of additional variables \( \xi_i \geq 0 \) characterizing the magnitude of the error on objects \( x_i \) is introduced to construct the support vector machine.

Then the quadratic optimization problem has the following form:
\[
\begin{align*}
\frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} \xi_i & \rightarrow \min_{w, b, \xi_i}, \\
c_i (w \cdot x_i - b) & \geq 1 - \xi_i, \quad 1 \leq i \leq n, \\
\xi_i & \geq 0, \quad 1 \leq i \leq n.
\end{align*}
\]
(3)
This version of the algorithm is called the soft-margin SVM. The coefficient \( C \) is a method setting parameter that allows adjusting the relationship between maximizing the width of the dividing strip and minimizing the total error. According to the Kuhn – Tucker theorem, this problem is equivalent to the dual problem of saddle point of the Lagrange function finding.

For SVM classification of data with more than \( n = 2 \) classes, hyperplanes are usually constructed between all pairs of classes. The decision to assign an unknown feature vector to one or another class is made on the basis of a decision rule based on dividing the tasks into binary ones according to the One-vs-Rest scheme.

The main advantages of SVM are the following:
\begin{itemize}
\item the principle of optimal dividing hyperplane leads to maximization of the width of the dividing strip, and, therefore, to a more confident classification.
\item the need to select the constant \( C \) using cross-validation.
\end{itemize}

### 1.2. Logistic Regression

Logistic regression is used to predict the likelihood of a certain event from the values of many features. For this purpose, a dependent variable is introduced, taking values 0 and 1, and a set of independent variables, based on the values of which it is necessary to calculate the probability of acceptance of one or another value of the dependent variable. In the logistic regression, a linear classification algorithm \( a: X \rightarrow Y \) is constructed [8]
\[
a(x, w) = \text{sign} \left( \sum_{j=1}^{n} w_j f_j(x) - w_0 \right) = \text{sign}(xw) \quad (4)
\]
where \( w_j \) is the weight of the \( j \)-th feature;
\( w_0 \) is the decision threshold;
\( w = (w_0, \ldots, w_n) \) is the weight vector;
\( \langle x, w \rangle \) is the scalar product of the feature description of the object by the weight vector.

It is assumed that a null attribute has been artificially introduced:
\[
f_0(x) = -1.
\]

The task of training a linear classifier is to configure the vector of weights \( w \) for the training sample \( X_m = \{ (x_1, y_1), \ldots, (x_m, y_m) \} \) representing the “object-response” pairs. In logistic regression, the task of minimizing the empirical risk with a loss function of a special kind is solved for this:
\[
Q(w) = \sum_{i=1}^{m} \ln(1 + \exp(-y_i \langle x_i, w \rangle)) \rightarrow \min_w . \quad (5)
\]

After the solution \( w \) is found, it becomes possible not only to calculate the classification \( a(x) = \text{sign}(x, w) \) for an arbitrary object \( x \), but also to evaluate the posterior probabilities of its belonging to the classes:
\[
P[y \mid x] = \sigma(y(x, w)), \quad y \in Y , \quad (6)
\]
where \( \sigma(z) = \frac{1}{1 + e^{-z}} \) is the sigmoid function.
1.3. Multilayer Perceptron (MLP) Neural Network

The mathematical model of a neural network is a polynomial that calculates the output of the network based on input data and polynomial coefficients [9]. The degree of the polynomial is equal to the size of the sample supplied to the input of the network. The main task is the selection of polynomial coefficients – the so-called training of the neural network.

MLP neural network is a system of interconnected layers of neurons. Each neuron is characterized by an activation function that converts the input signal of the neuron to the output. Connections of neurons with other neurons are characterized by coefficients – the so-called connection weights.

The learning process is an iterative procedure of calculating the output signal of the network and subsequent adjustment of the weights of the links. As an algorithm for adjusting weights in MLP networks, the back propagation algorithm is usually used [10]. This algorithm belongs to the class of gradient algorithms, i.e., changes in connection weights are made in the direction of minimizing the error gradient.

The forecast error during network training is equal to the difference of the signal at the network output \( y_i \) and the reference value of the output \( d_i \) corresponding to the input data [11]:

\[
e_i = (y_i - d_i).
\]

(7)

Network training has to be performed until the average error for one training epoch is reduced. Further training usually leads to deterioration in the analytical capabilities of the neural network. Each neuron of such a network has a smooth (everywhere differentiable) nonlinear activation function.

In this paper, the function of hyperbolic tangent is used as an activation function [8]:

\[
y = \text{F}(S) = \text{th}(CS) = \frac{e^{CS} - e^{-CS}}{e^{CS} + e^{-CS}},
\]

(8)

where \( S \) is the weighted sum of the input signals;

\( C \) is the slope of the function.

Advantages of the multilayer perceptron consist in the following:

- the ability to conduct training on non-linear models;
- the ability to conduct model training in real time (online training).

The disadvantages of the multilayer perceptron include:

- MLPs with hidden layers have a non-convex loss function where there is more than one local minimum. Therefore, different initializations of a random weight can lead to different accuracy checks;
- MLP requires tuning a number of hyperparameters, such as the number of hidden neurons, layers, and iterations;
- the network is sensitive to scaling objects.

The methods under consideration have parameters that can be adjusted in the learning process from known data, and parameters that must be set manually (hyperparameters). The optimal combinations of parameters for each classifier have been chosen by optimizing the performance of the classifiers for the training dataset. The best classification accuracy is provided by the following parameters: for the linear support vector machine \( C = 0.001 \), for the logistic regression \( C = 100 \), for the multilayer perceptron \( C = 100 \), the number of hidden layers is 17.

2. Formation of a multichannel image distorted by additive white Gaussian noise

To study the classification efficiency of noisy multichannel remote sensing images by the considered methods, we used a real image of the Earth’s surface in conventional colors R, G, B, formed according to the data of three spectral channels of the Landsat-TM satellite with wavelengths of 0.66 μm, 0.56 μm and 0.49 μm. The image size is 512×512 (Fig. 1). The image has been distorted by artificially added pure additive white Gaussian noise. In this paper, the classical probabilistic model of noise has been adopted – the normal distribution \( N(0, \sigma) \), where \( \sigma \) is the standard deviation (SD).

It is assumed that the noise does not depend on spatial coordinates (i, j) and does not correlate with the image. Noise samples were independently generated for each component \{R, G, B\} of the image: \( \{ n_R \}_{ij} \), \( \{ n_G \}_{ij} \), \( \{ n_B \}_{ij} \). Statistical estimates of the normalized correlation coefficients between the noise components did not exceed \( 10^{-4} \).

Since the pixel values for raster images are integers (in particular, for an eight-bit image, the brightness interval is limited to values from 0 to 255), for a noisy AWGN image, the pixel values with coordinates (i, j) were determined by the rule:

\[
h_{ij} = h_{ij} + n_{ij}, \quad C \subset \{ R, G, B \}.
\]

(9)

if \( h_{ij} > 255 \), then \( h_{ij} = 255 \);

if \( h_{ij} < 0 \), then \( h_{ij} = 0 \).

Fig. 2 shows the investigated image distorted by AWGN with \( \sigma = 10 \).

To study the influence of the noise intensity on classification results, the noise SD \( \sigma \) was varied in the range of 2...10.
3. Image classification results

For the formation of training samples (fragments of the initial noisy image containing objects of only one class), we used color masks constructed by highlighting clearly distinguishable, homogeneous areas representing each class of objects of natural and anthropogenic origin [6]: 1 (red) – “soil”, 2 (green) – “grass”, 3 (blue) – “water”, 4 (yellow) – “urban”, 5 (cyan) – “bushes”; classes 3 and 4 contained both area and linear objects: class “water” = {lake, river}, class “urban” = {buildings, roads}. F-measure was used as a criterion for recognition quality. This is a harmonic mean of accuracy and completeness (accuracy shows how much of the objects identified by the classifier as positive are indeed positive; completeness shows how much of the positive objects was identified by the classifier). The harmonic mean has an important property – it is close to zero if at least one of the arguments is close to zero. The recognition results for the original image (the absence of noise is conventionally designated as $\sigma = 0$) and images distorted by the AWGN for various values of noise variance using these methods are shown in Fig. 3 - 5.
Fig. 4. Class recognition results with $\sigma = 6$ using the methods: a) SVM; b) LGR; c) MLP

Fig. 5. Class recognition results with $\sigma = 10$ using the methods: a) SVM; b) LGR; c) MLP
Table 1 shows estimates of the probabilities of correct recognition of each class and the total probability $P_{\text{corr}}$ for the entire image.

| Classifier | Class   | Soil | Grass | Water | Urban | Bushes | $P_{\text{corr}}$ |
|------------|---------|------|-------|-------|-------|--------|------------------|
| SVM        | $\sigma = 0$ | 0.73 | 0.99  | 0.84  | 0.71  | 0.25   | 0.8105           |
| LGR        | $\sigma = 0$ | 0.76 | 0.99  | 0.85  | 0.67  | 0.42   | 0.8261           |
| MLP        | $\sigma = 0$ | 0.78 | 0.96  | 0.97  | 0.60  | 0.54   | 0.8345           |
| SVM        | $\sigma = 6$ | 0.71 | 0.92  | 0.65  | 0.61  | 0.23   | 0.7379           |
| LGR        | $\sigma = 6$ | 0.66 | 0.97  | 0.67  | 0.66  | 0.17   | 0.7530           |
| MLP        | $\sigma = 6$ | 0.75 | 0.92  | 0.97  | 0.55  | 0.36   | 0.7761           |
| SVM        | $\sigma = 10$ | 0.70 | 0.86  | 0.55  | 0.61  | 0.20   | 0.6909           |
| LGR        | $\sigma = 10$ | 0.57 | 0.81  | 0.63  | 0.60  | 0.02   | 0.6052           |
| MLP        | $\sigma = 10$ | 0.75 | 0.89  | 0.96  | 0.55  | 0.36   | 0.7571           |

Analysis of data presented in Figures 3 – 5 and in Table 1 shows the following:

1) all classifiers provide the best results for classes that mainly correspond to area objects (“water”, “grass”) while heterogeneous objects (“urban” and, especially, “bushes”) are recognized in the worst way;

2) it happens some classifiers are the best for one class (e.g., SVM and LGR produce the best results for the class “grass” when noise is absent) whilst another classifier provides the best results for another class (e.g., MLP for “bushes”);

3) some classifiers as SVM and LGR fail in recognizing prolonged objects as narrow river (that belongs to the wide class “water”) – see, e.g., classification maps in Figures 3, a, 3, b, 4, a and 4, b;

4) noise presence really leads to considerably reduction of classification accuracy, especially for LGR and such heterogeneous class as “bushes”;

5) the best classification results are achieved using the MLP classifier;

6) with an increase in the standard deviation of the noise, the number of recognition errors increases, which mainly appear as isolated points, i.e. incorrectly classified pixels.

7) with an increase in the standard deviation of noise to 10, the classification quality in terms of overall probability $P_{\text{corr}}$ reduces by 15 % for the support vector machine, 27 % for logistic regression, and 9 % for a neural network based on a multilayer perceptron.

Conclusions

Studies have shown that the presence of noise in the RS data complicates the recognition task, therefore, with the pixel-by-pixel classification of images, a large number of errors arise when objects either are not allocated or belong to another class. The effectiveness of various classification algorithms has been studied on a real satellite image, to which spatially uncorrelated white Gaussian noise was added with $\sigma$ in the range 2…10. As the criterion for the effectiveness of the studied algorithms, statistical estimates of the total probability of correct recognition $P_{\text{corr}}$ and the probabilities of correct recognition for each class have been taken. It is shown that an increase in the standard deviation of noise to 10 leads to a decrease in $P_{\text{corr}}$ by 9…27 % compared with the classification of the noise-free image. The best classification of noisy images is ensured by the use of MLP classifier. The direction of further research is to evaluate and forecast the effectiveness of post-classification processing of multichannel images distorted by various types of noise, both signal-dependent and signal-independent, to improve classification accuracy.
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Порівняння алгоритмів поелементної керованої класифікації
зашумлених багатоканальних зображень

В. В. Лукін, Г. А. Проксура, І. К. Васильєва

Предметом вивчення в статті є алгоритми поелементної керованої класифікації багатоканальних супут-
никових знімків, спотворених адитивним гауссовим шумом. Метою є дослідження ефективності класифіка-
ції зображень різними методами в широкому діапазоні значень співвідношення сигнал-шум; у якості кри-
терію ефективності розпізнавання прийнята F-міра – гармонійне середне точності і повноти: точність показує,
яка частка об'єктів, виділенних класифікатором як позитивні, дійсно є позитивними; повнота показує, яка
частина позитивних об'єктів було виділено класифікатором. Завдання: згенерувати випадкові значення яск-
равостей шумових компонент, забезпечивши їх відповідність прийняттій ймовірнісній моделі; реалізувати
процедури поелементної контролюваної класифікації за методами опорних векторів, логістичної регресії,
нейронної мережі на основі багатошарового персептрона для зображення, спотворених шумом; оцінити ре-
зультати виділення об'єктів на зашумлених зображениях; дослідити вплив дисперсії шуму на ефективність
розвідки. Отримані наступні результати. Реалізовано алгоритми поелементної керованої класифікації.
Виконано порівняльний аналіз ефективності розпізнавання об'єктів на зашумлених зображеннях. Висновки:
СРАВНЕНИЕ АЛГОРИТМОВ ПОЭЛЕМЕНТНОЙ УПРАВЛЯЕМОЙ КЛАССИФИКАЦИИ ЗАШУМЛЕННЫХ МНОГОКАНАЛЬНЫХ ИЗОБРАЖЕНИЙ

В. В. Лукин, Г. А. Проксура, И. К. Васильева

Предметом изучения в статье являются алгоритмы поэлементной управляемой классификации многоканальных спутниковых снимков, искаженных аддитивным гауссовым шумом. Целью является исследование эффективности классификации изображений различными методами в широком диапазоне значений отношения сигнал-шум; в качестве критерия эффективности распознавания принята Ф-мера – гармоническое среднее точности и полноты: точность показывает, какая доля объектов, выделенных классификатором как положительные, действительно является положительными; полнота показывает, какая часть положительных объектов была выделена классификатором. Задачи: сгенерировать случайные значения яркостей шумовых компонент, обеспечивающих соответствие принятой вероятностной модели; реализовать процедуры поэлементной контролируемой классификации по методам опорных векторов, логистической регрессии, нейронной сети на основе многоканального перспектрона для изображений, искаженных шумом; оценить результаты выделения объектов на зашумленных изображениях; исследовать влияние дисперсии шума на эффективность распознавания. Получены следующие результаты. Реализованы алгоритмы поэлементной управляемой классификации. Выполнен сравнительный анализ эффективности распознавания объектов на зашумленных изображениях. Выводы: в результате сравнительного анализа показано, что все классификаторы обеспечивают высокую точность распознавания для классов, соответствующих площадным объектам (вода, трава), в то время как разнородные объекты (строения и, особенно, кусты) имеют низкую точность распознавания; классификаторы на основе метода опорных векторов и логистической регрессии показывают низкую точность распознавания протяженных объектов, таких как узкая река (которая относится к широкому классу «вода»). Наличие шума на изображении приводит к значительному увеличению количества ошибок распознавания, которые, преимущественно, проявляются в виде изолированных точек на выделенных сегментах, то есть неправильно классифицированных пикселей. При этом наилучшее значение показателя качества классификации достигается использованием нейронных сетей на основе многоканального перспектрона.

Ключевые слова: классификация; аддитивный гауссов шум; поэлементная управляемая классификация; вероятность правильного распознавания.
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