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Abstract. Let \( N \) be a normal subgroup of a group \( G \). A quasimorphism \( f \) on \( N \) is \( G \)-invariant if \( f(gxg^{-1}) = f(x) \) for every \( g \in G \) and every \( x \in N \). The goal in this paper is to establish Bavard’s duality theorem of \( G \)-invariant quasimorphisms, which was previously proved by Kawasaki and Kimura in the case \( N = [G, N] \).

Our duality theorem provides a connection between \( G \)-invariant quasimorphisms and \((G, N)\)-commutator lengths. Here for \( x \in [G, N] \), the \((G, N)\)-commutator length \( \text{cl}_{G,N}(x) \) of \( x \) is the minimum number \( n \) such that \( x \) is a product of \( n \) commutators which are written as \([g, h]\) with \( g \in G \) and \( h \in N \). In the proof, we give a geometric interpretation of \((G, N)\)-commutator lengths.

As an application of our Bavard duality, we obtain a sufficient condition on a pair \((G, N)\) under which \( \text{scl}_G \) and \( \text{scl}_{G,N} \) are bi-Lipschitzly equivalent on \([G, N]\).

1. Introduction

1.1. \( G \)-invariant quasimorphisms. A real-valued function \( f : G \rightarrow \mathbb{R} \) on a group \( G \) is called a quasimorphism if there exists a non-negative number \( D \) satisfying

\[
|f(g_1g_2) - f(g_1) - f(g_2)| \leq D
\]

for every pair \( g_1 \) and \( g_2 \) of elements in \( G \). Such a smallest \( D \) is called the defect of \( f \) and denoted by \( D(f) \). More precisely,

\[
D(f) = \sup_{g_1, g_2 \in G} |f(g_1g_2) - f(g_1) - f(g_2)|.
\]

A quasimorphism \( f \) on \( G \) is said to be homogeneous if \( f(x^n) = n \cdot f(x) \) for every \( x \in G \) and every integer \( n \). Quasimorphisms have been extensively studied in geometric group theory, and are closely related to the second bounded cohomology of groups. For an introduction to this subject, we refer to [Cal09] and [Fri17].

Let \( N \) be a subgroup of \( G \), and consider a quasimorphism \( f \) on \( N \). It is quite natural to ask when \( f \) extends to a quasimorphism on the whole group \( G \). Such a problem has been actually studied in Shtern [Sht16], Kawasaki [Kaw18] and Kawasaki–Kimura [KK19].
In this paper, we treat the case where $N$ is normal. In this case, there is a condition that any extendable quasimorphism on $N$ clearly satisfies. More precisely, if a homogeneous quasimorphism $f$ on $N$ is extendable, then $f$ is invariant by the action of $G$ on $N$ by conjugations, i.e., $f(gxg^{-1}) = f(x)$ for every $g \in G$ and $x \in N$. We call such a quasimorphism on $N$ a $G$-invariant quasimorphism. However, it is known that there exists a $G$-invariant quasimorphism which is not extendable (see [KK19]). Hence, the next natural problem may be to ask when a $G$-invariant homogeneous quasimorphism on $N$ is extendable. To address this problem, Kawasaki and Kimura [KK19] came up with a generalization of Bavard’s duality theorem related to $G$-invariant homogeneous quasimorphisms, which is explained in the next subsection.

Certain types of $G$-invariant quasimorphisms have appeared in the literature [BM19]. Let $N$ and $\Gamma$ be groups and $\varphi: \Gamma \to \text{Aut}(N)$ an action of $\Gamma$ on $N$. A quasimorphism $f: N \to \mathbb{R}$ is $\Gamma$-invariant if $f(\varphi(\gamma)x) = f(x)$ for every $\gamma \in \Gamma$ and for every $x \in N$. Set $G = N \rtimes_{\varphi} \Gamma$, the semi-direct product. Then a homogeneous quasimorphism $f$ on $N$ is $\Gamma$-invariant if and only if it is $G$-invariant.

We also note that $G$-invariant quasimorphisms often appear in symplectic geometry. Recall that any symplectic manifold $(M, \omega)$ has the following two natural transformation groups. One is the group $\text{Symp}(M, \omega)$ of symplectomorphisms, and the other is the group $\text{Ham}(M, \omega)$ of Hamiltonian diffeomorphisms. It is known that there exist various $\text{Symp}(M, \omega)$-invariant quasimorphisms on $\text{Ham}(M, \omega)$ (see [EP03], [Py06], and [She14] for example). Moreover, there are applications of $G$-invariant quasimorphisms and their extendability in symplectic geometry. For example, the non-extendability of a certain quasimorphism on $\text{Ham}(M, \omega)$ provides a restriction on commuting elements of $\text{Symp}_0(M, \omega)$ (see [KK19] and [KKMM21, Theorem 1.1]).

1.2. $(G,N)$-commutator length and its stabilization. The commutator length $cl_G(x)$ of an element $x$ in $[G,G]$ is the minimum $n$ such that there exist $n$ commutators $c_1, \ldots, c_n$ of $G$ with $x = c_1 \cdots c_n$. Then it is known that the limit

$$scl_G(x) = \lim_{n \to \infty} \frac{cl_G(x^n)}{n}$$

exists; we call $scl_G(x)$ the stable commutator length of $x$. Bavard’s duality theorem gives a deep connection between quasimorphisms and commutator lengths in the following form:

**Theorem 1.1** (Bavard [Bav91]). Let $G$ be a group and let $x \in [G,G]$. Then the following equality holds:

$$scl_G(x) = \frac{1}{2} \sup_{f \in Q^h(G) - H^1(G)} \frac{|f(x)|}{D(f)}.$$ 

Here $Q^h(G)$ is the set of homogeneous quasimorphisms on $G$, and $H^1(G)$ is the set of homomorphisms from $G$ to $\mathbb{R}$. We regard the right of the equality in Theorem 1.1 as 0 if
every homogeneous quasimorphism on $G$ is a homomorphism. Some variants of Theorem 1.1 were discussed in [CZ11] and [Kaw17].

Theorem 1.1 is also related to bounded cohomology. It is known that the kernel of the comparison map $H^2_b(G) \to H^2(G)$, from the second bounded cohomology to the second ordinary cohomology, is isomorphic to $Q^h(G)/H^1(G)$ (see [Cal09]). Thus, Theorem 1.1 gives a necessary and sufficient condition for the comparison map to be injective, i.e., the comparison map is injective if and only if the stable commutator length is identically zero.

Theorem 1.1 has several interesting applications. For example, Endo and Kotschik [EK01] used Theorem 1.1 to show the existence of homogeneous quasimorphisms which are not homomorphisms on the mapping class groups of surfaces. Other main applications of Theorem 1.1 are computations of stable commutator lengths: Theorem 1.1 allows us to compute the stable commutator lengths when $G$ admits only few homogeneous quasimorphisms which are not homomorphisms (see [GS87], [Mar21], and [Zhu08]). Yet other applications of Theorem 1.1 are found in [BIP08], [CMS14], and [Mim10] for example.

The goal in this paper is to establish Bavard’s duality theorem in the setting of $G$-invariant homogeneous quasimorphisms. The counterpart for the commutator length in our setting is the $(G,N)$-commutator length, defined as follows: an element $x$ in $G$ is a (single) $(G,N)$-commutator if there exist $g \in G$ and $h \in N$ such that $x = [g,h]$. As is usual, we denote by $[G,N]$ the subgroup of $G$ generated by the $(G,N)$-commutators. In some literature, $[G,N]$ is called the mixed commutator subgroup. The $(G,N)$-commutator length $\text{cl}_{G,N}(x)$ of an element $x$ in $[G,N]$ is the minimal number $n$ such that there exist $(G,N)$-commutators $c_1, \ldots, c_n$ with $x = c_1 \cdots c_n$. Then it is clear that there exists a limit

$$
\text{scl}_{G,N}(x) = \lim_{n \to \infty} \frac{\text{cl}_{G,N}(x^n)}{n},
$$

and call $\text{scl}_{G,N}(x)$ the stable $(G,N)$-commutator length of $x$.

To state our main result, we prepare some definitions: let $Q^h(N)^G$ be the set of homogeneous $G$-quasimorphism on $N$. Let $H^1(N)^G$ be the set of homomorphisms from $N$ to $\mathbb{R}$, which are $G$-invariant. Then, our main result is formulated as follows:

**Theorem 1.2** (Bavard’s duality theorem for $G$-invariant quasimorphisms, Theorem 5.1). Let $G$ be a group and $N$ a normal subgroup of $G$, and let $x \in [G,N]$. Then the following equality holds:

$$
\text{scl}_{G,N}(x) = \frac{1}{2} \sup_{f \in Q^h(N)^G - H^1(N)^G} \frac{|f(x)|}{D(f)}.
$$

Note that Theorem 1.1 is the case $G = N$ of Theorem 1.2. Therefore, Theorem 1.2 is a generalization of Bavard’s duality theorem. Kawasaki and Kimura [KK19] proved Theorem 1.2 under the extra assumption that $[G,N] = N$.

Our proof of Theorem 1.2 is a generalization of the original proof of Bavard [Bav91]. However, in the proof of Theorem 1.2 we introduce several notions which did not appear
in the original proof. One of the important by-products is a geometric interpretation of \((G,N)\)-commutator lengths (Theorem 1.3).

1.3. Geometric interpretation of \((G,N)\)-commutator lengths. Let \(x\) be an element of the commutator subgroup \([G,G]\) of \(G\). Then \(x\) is identified with a homotopy class of loops in the classifying space \(BG\) of \(G\). Since \(x\) vanishes in \(H_1(G;\mathbb{Z})\), there exist an oriented compact surface \(S\) with connected boundary and a continuous map \(f: S \to BG\) such that the homotopy class of the loop \(f|_{\partial S}: \partial S \to BG\) is \(x\). Then the commutator length of \(x\) coincides with the minimum genus of such a surface \(S\) (see [Cal09]).

In the proof of Theorem 1.2, we need a similar geometric interpretation of \((G,N)\)-commutator lengths. To obtain this, we introduce \((G,N)\)-simplicial surfaces as follows.

Throughout the paper, every surface is assumed to be compact and oriented. We assume that our triangulation of a surface satisfies the following conditions:

- Every edge has an orientation; the endpoints of an edge may coincide.
- Every triangle (2-cell) \(\sigma\) is surrounded by three edges \(\partial_0\sigma, \partial_1\sigma,\) and \(\partial_2\sigma\) as is depicted in Figure 1. We do not assume that \(\partial_0\sigma, \partial_1\sigma,\) and \(\partial_2\sigma\) are distinct.

Let \(\mathcal{S}_n\) be the set of \(n\)-simplices of \(S\). A \(G\)-labelling of \(S\) is a function \(f: \mathcal{S}_1 \to G\) satisfying \(f(\partial_1\sigma) = f(\partial_2\sigma) \cdot f(\partial_0\sigma)\) for every \(\sigma \in \mathcal{S}_2\). We call a triple \((S, \mathcal{S}, f)\) consisting of a triangulated surface \((S, \mathcal{S})\) together with a \(G\)-labelling \(f\) a \(G\)-simplicial surface. A \(G\)-simplicial surface with boundary \(x\) is a \(G\)-simplicial surface \((S, \mathcal{S}, f)\) such that \(\partial S\) has only one edge and \(f\) sends it to \(x\).

Note that if a \(G\)-labelling of \((S, \mathcal{S})\) is given, then there exists a continuous map \(f': S \to BG\) sending \(e \in \mathcal{S}_1\) to the loop whose homotopy class is \(f(e)\). Note that if a \(G\)-labelling of \((S, \mathcal{S})\) is given, then there exists a continuous map \(f': S \to BG\) sending \(e \in \mathcal{S}_1\) to the loop associated to \(f(e)\). Conversely, if a continuous map \(f': S \to BG\) is given, then there exists a \(G\)-labelling \(f\) of \(S\) such that the associated continuous map of \(f\) is homotopy equivalent to \(f'\). Therefore for \(x \in [G,G]\), the commutator length of \(x\) coincides with the minimum genus of a \(G\)-simplicial surface with boundary \(x\).
Now we are ready to define \((G, N)\)-simplicial surfaces. A \((G, N)\)-labelling of \(S\) is a \(G\)-labelling \(f: \mathcal{S}_1 \to G\) such that either \(f(\partial_0 \sigma)\) or \(f(\partial_2 \sigma)\) belongs to \(N\) for every \(\sigma \in \mathcal{S}_2\). We call a triple \((S, \mathcal{S}, f)\) consisting of triangulated surface \((S, \mathcal{S})\) together with a \((G, N)\)-labelling \(f\) a \((G, N)\)-simplicial surface.

It turns out that there is a close relation between \((G, N)\)-simplicial surfaces and \((G, N)\)-commutators. More precisely, we show that for an element \(x\) of \(G\) there exists a \((G, N)\)-simplicial surface with boundary \(x\) if and only if \(x\) is contained in \([G, N]\) (see Section 4). Moreover, \((G, N)\)-simplicial surfaces give the following interpretation of \((G, N)\)-commutator lengths.

**Theorem 1.3** (Geometric interpretation of the \((G, N)\)-commutator length, Theorem 1.4). Let \(G\) be a group and \(N\) a normal subgroup of \(G\). For an element \(x\) in \([G, N]\), the \((G, N)\)-commutator length of \(x\) coincides with the minimum of the genus of a connected \((G, N)\)-simplicial surface with boundary \(x\).

### 1.4. \(N\)-quasimorphisms and filling norms.

The defect \(D: Q(G) \to \mathbb{R}\) is a seminorm on the space \(Q(G)\) of quasimorphisms, and the kernel of \(D\) is the space \(H^1(G)\) of homomorphisms from \(G\) to \(\mathbb{R}\). Thus the space \(Q(G)/H^1(G)\) is a normed space equipped with the norm induced by \(D\).

Let \(C_n(G)\) be the inhomogeneous complex of the group \(G\). Namely, \(C_n(G)\) is the free \(\mathbb{R}\)-module generated by \(G^n\), and the differential \(\partial: C_n(G) \to C_{n-1}(G)\) is defined by

\[
\partial(g_1, \ldots, g_n) = (g_2, \ldots, g_n) + \sum_{i=1}^{n-1} (-1)^i(g_1, \ldots, g_i g_{i+1}, \ldots, g_n) + (-1)^n(g_1, \ldots, g_{n-1}).
\]

Regard \(C_n(G)\) as the normed space endowed with the \(\ell^1\)-norm. Then the space of cycles \(Z_n(G)\) is a closed subspace and hence \(C_n(G)/Z_n(G)\) is a normed space. An important observation in the proof of the original Bavard duality is to identify the normed space \(Q(G)/H^1(G)\) with the continuous dual of \(C_2(G)/Z_2(G)\); then the Hahn–Banach theorem was applied.

In the case of \(G\)-invariant quasimorphisms, we instead consider the space of \(N\)-quasimorphisms [EP06], defined as follows. A function \(f: G \to \mathbb{R}\) is an \(N\)-quasimorphism if there exists a non-negative number \(D''\) such that \(|f(gx) - f(g) - f(x)| \leq D''\) and \(|f(xg) - f(x) - f(g)| \leq D''\) for every \(g \in G\) and every \(x \in N\). We call the minimum of such \(D''\) the defect of the \(N\)-quasimorphism \(f\), and denote it by \(D''(f)\). We call an \(N\)-quasimorphism with \(D''(f) = 0\) an \(N\)-homomorphism.

It turns out that \(N\)-quasimorphisms are closely related to \(G\)-invariant quasimorphisms. More precisely, a homogeneous quasimorphism \(f\) on \(N\) is \(G\)-invariant if and only if \(f\) extends to \(G\) as an \(N\)-quasimorphism (see Section 2).

As is the case of the defect of usual quasimorphisms, the defect \(D''\) of \(N\)-quasimorphisms is a seminorm of the space \(Q_N(G)\) of \(N\)-quasimorphisms, and the kernel of \(D''\) is the space
$H^1_N(G)$ of $N$-homomorphisms. Then the normed space $Q_N(G)/H^1_N(G)$ is identified with the continuous dual of $C_2'(G)/Z_2'(G)$. Here $C_2'(G)$ is the submodule of $C_2(G)$ generated by the set of elements $(g_1, g_2) \in G \times G$ such that either $g_1$ or $g_2$ belongs to $N$, and $Z_2'(G)$ is $C_2'(G) \cap Z_2(G)$.

Let $B'_1$ be the image of $\partial: C'_2 \to C_1$. We regard $B'_1$ as a normed space whose norm is given by the isomorphism $C'_2 \to B'_1$. It turns out that $x \in [G, N]$ implies that $x \in B'_1$, and the following limit exists:

$$\text{fill}_{G,N}(x) = \lim_{n \to \infty} \frac{\|x^n\|}{n}.$$ We call $\text{fill}_{G,N}(x)$ the $(G,N)$-filling norm of $x$. Using the geometric interpretation of the $(G,N)$-commutator length, we show the following theorem:

**Theorem 1.4** (Theorem 4.1). For each $x \in [G, N]$,

$$\text{fill}_{G,N}(x) = 4 \cdot \text{scl}_{G,N}(x).$$

By applying the Hahn–Banach theorem to $B'_1$, we deduce our duality theorem (Theorem 1.2) from this theorem. This is the outline of the proof of Theorem 1.2.

1.5. **On the equivalence of scl and scl$_{G,N}$ on $[G, N]$.** As an application of Theorem 1.2, we study conditions under which $\text{scl}_G$ and $\text{scl}_{G,N}$ are (bi-Lipschitzly) equivalent on $[G, N]$. Two functions $\varphi, \psi: X \to \mathbb{R}$ on a set $X$ are bi-Lipschitzly equivalent, or equivalent for short, if there exists $C \geq 1$ such that $C^{-1} \cdot \psi(x) \leq \varphi(x) \leq C \cdot \psi(x)$ holds for every $x \in X$. Let $q: G \to G/N$ denote the projection. Kawasaki and Kimura [KK19] showed that under certain conditions, $\text{scl}_{G,N}$ and $\text{scl}_G$ are equivalent on $[G, N]$. Using Theorem 1.2, we can relax the conditions of Kawasaki and Kimura, and obtain the following theorem:

**Theorem 1.5** (Theorem 6.2). Assume that there exists a subgroup $\Lambda$ of finite index of $G/N$ having a group homomorphism $s: \Lambda \to G$ such that $q \circ s(x) = x$ for every $x \in \Lambda$. Then, for every $x \in [G, N]$, the following inequalities hold:

$$\text{scl}_G(x) \leq \text{scl}_{G,N}(x) \leq 2 \cdot \text{scl}_G(x).$$

The condition in Theorem 1.5 is stated as the short exact sequence $1 \to N \to G \to G/N \to 1$ virtually splits (see Definition 6.1) in some literature. Theorem 1.5 and Proposition 1.6 below provide an obstruction to a virtual splitting.

The following are examples satisfying the assumptions of Theorem 1.5:

1. The short exact sequence $1 \to N \to G \to G/N \to 1$ splits, meaning that, there exists a section homomorphism $s: G/N \to G$ of $q$.
2. The group $G/N$ is finite.
3. The group $G/N$ is virtually free, that means, it has a subgroup of finite index isomorphic to a free group.
Note that (2) is a special case of (3) because the trivial group may be seen as the free group of rank zero.

Theorem 1.5 is proved by the combination of Bavard’s duality theorem in our setting (Theorem 1.2) and the following extension theorem of $G$-invariant quasimorphisms:

**Proposition 1.6** (Extension theorem for $G$-invariant quasimorphisms, Proposition 6.5). Assume that the exact sequence $1 \to N \to G \to G/N \to 1$ virtually splits. Then, for every $G$-invariant homogeneous quasimorphism $f$ on $N$, there exists a quasimorphism $f'$ on $G$ such that $f'|_N = f$ and $D(f') \leq D(f)$, where $D(f)$ is the defect of $f$.

The resulting quasimorphism $f'$ may not be homogeneous in general; nevertheless, via the homogenization process, more precisely, by constructing a new map $\overline{f'}: G \to \mathbb{R}$ by

$$\overline{f'}(x) := \lim_{n \to \infty} \frac{f'(x^n)}{n}$$

for every $x \in G$, we obtain a homogeneous quasimorphism $\overline{f'}$ on $G$ such that $\overline{f'}$ extends $f$ and $D(\overline{f'}) \leq 2D(f)$. See [Cal09, Lemma 2.58] for more details.

From Theorem 1.5 it is a natural problem to ask when $\text{cl}_{G,N}$ and $\text{cl}_G$ are equivalent on $[G,N]$. We prove that this equivalence holds if either of (1) and (2) above is satisfied:

**Theorem 1.7** (Theorem 7.1 and Theorem 7.2). Assume that either of the following conditions is satisfied:

(1) The projection $G \to G/N$ has a section homomorphism $G/N \to G$.

(2) $G/N$ is finite.

Then, there exists $C > 0$ such that for every $x \in [G,N]$, the following inequalities hold:

$$\text{cl}_G(x) \leq \text{cl}_{G,N}(x) \leq C \cdot \text{cl}_G(x).$$

Moreover, if (1) above is satisfied, then we can take $C = 3$.

In case (2), our estimation of $C$ may be much worse than the constant 2 in Theorem 1.5, see Theorem 7.11 for more details. Later, we will generalize Theorem 1.7 (2) (see Theorem 7.16).

We note that Kawasaki and Kimura [KK19] provided an example of $(G,N)$ where $\text{cl}_G$ and $\text{cl}_{G,N}$ are not equivalent (moreover, $\text{scl}_G$ and $\text{scl}_{G,N}$ are not equivalent) on $[G,N]$. See Remark 6.3. In the subsequent paper [KKM+21], we have further applications of Theorem 1.2 to the equivalence problem of $\text{scl}_G$ and $\text{scl}_{G,N}$.

1.6. **Organization of this paper.** Section 2 is devoted to the study of algebraic properties of $G$-invariant quasimorphisms and $N$-quasimorphisms. In Section 3, we study the space of $N$-quasimorphisms and $(G,N)$-filling norms. In Section 4 we introduce $(G,N)$-simplicial surfaces and give a geometric interpretation of $(G,N)$-commutator lengths (Theorem 1.3).
and prove Theorem 1.4. In Section 5, we complete the proof of Theorem 1.2. In Section 6, we prove Proposition 1.6 and Theorem 1.5. Section 7 is for the proof of Theorem 1.7.

Throughout the paper, we use the symbol $G$ for a group and $N$ for a normal subgroup of $G$. For a group $G$, $e_G$ denotes the group unit of $G$.
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2. $N$-quasimorphisms

Here we study some algebraic properties of $G$-invariant quasimorphisms and $N$-quasimorphisms. First, we introduce the following notation. For real numbers $a$ and $b$ and a non-negative number $D$, we write $a \sim D b$ to mean $|b - a| \leq D$.

Recall that a function $f$ on $N$ is $G$-quasi-invariant if there exists $D' \geq 0$ such that $f(gxg^{-1}) \sim D' f(x)$ holds for every $g \in G$ and every $x \in N$. For a $G$-quasi-invariant quasimorphism $f$ on $N$, we write $D'(f)$ to indicate the number

$$\sup \{|f(gxg^{-1}) - f(x)| \mid g \in G, x \in N\}.$$

Let $Q(N)^G$ denote the set of $G$-quasi-invariant quasimorphisms on $N$. We say that a real-valued function $f$ on $G$ is $G$-invariant if $f(gxg^{-1}) = f(x)$ for every $g \in G$ and every $x \in N$.

Let $f$ be a quasimorphism on $G$. For each $x \in G$, it is known that there exists a limit

$$\bar{f}(x) = \lim_{n \to \infty} \frac{f(x^n)}{n},$$

and call the function $\bar{f} : G \to \mathbb{R}$ the homogenization of $f$. It is known that $\bar{f}$ is a homogeneous quasimorphism [Cal09, Lemma 2.21]. Before stating the next lemma, recall that a homogeneous quasimorphism $f$ on $G$ is conjugation invariant, i.e., $f(gxg^{-1}) = f(x)$ for every pair $g$ and $x$ of elements in $G$. Indeed, observe that $(gxg^{-1})^n = gx^ng^{-1}$ for all $g, x \in G$ and all $n \in \mathbb{Z}$ (see also Section 2.2.3 in [Cal09]).

**Lemma 2.1.** Let $f$ be a $G$-quasi-invariant quasimorphism on $N$. Then its homogenization $\bar{f}$ is $G$-invariant. In particular, if $f$ is homogeneous, then $D'(f) = 0$.

**Proof.** It is known that $f(x) \sim D(f) \bar{f}(x)$ for every $x \in G$ (see Lemma 2.21 of [Cal09]). Let $g \in G$ and $x \in N$. For every positive integer $n$, we have

$$n\bar{f}(gxg^{-1}) = \bar{f}(gx^ng^{-1}) \sim D(f) f(gx^ng^{-1}) \sim D'(f) f(x^n) \sim D(f) \bar{f}(x^n) = n\bar{f}(x).$$
Therefore we have an inequality
\[ |f(gxg^{-1}) - f(x)| \leq \frac{2D(f) + D'(f)}{n} \]
for every positive integer \( n \). This implies that \( f(gxg^{-1}) = f(x) \).
\( \square \)

Here we introduce the following notion relevant to quasimorphisms.

**Definition 2.2.** Let \( G \) be a group and \( N \) a normal subgroup of \( G \). A function \( f : G \to \mathbb{R} \) is called an \( N \)-quasimorphism if there exists a non-negative number \( D'' \) such that
\[ |f(g) - f(x)| \leq D'' \]
and
\[ |f(xg) - f(x) - f(g)| \leq D'' \]
for every \( g \in G \) and every \( x \in N \). Let \( D''(f) \) denote the infimum of such a non-negative number \( D'' \), and call it the **defect** of the \( N \)-quasimorphism \( f \).

A concept similar to an \( N \)-quasimorphism appeared in [EP06] (see also [Kaw16], [Kim18]).

**Lemma 2.3.** Let \( f : G \to \mathbb{R} \) be an \( N \)-quasimorphism. Then the restriction \( f|_N \) of \( f \) to \( N \) is a \( G \)-quasi-invariant quasimorphism.

**Proof.** By the definition of \( N \)-quasimorphism, \( f|_N \) is a quasimorphism on \( N \) whose defect is not larger than \( D''(f) \). For \( g \in G \) and \( x \in N \), we have
\[ f(gxg^{-1}) + f(g) \sim_{D''(f)} f(gx) \sim_{D''(f)} f(g) + f(x). \]
This means that
\[ f(gxg^{-1}) - f(x) \sim_{2D''(f)} 0, \]
and hence \( f \) is a \( G \)-quasi-invariant quasimorphism on \( N \).
\( \square \)

**Proposition 2.4.** Let \( f : N \to \mathbb{R} \) be a \( G \)-quasi-invariant quasimorphism on \( N \). Then there exists an \( N \)-quasimorphism \( f' : G \to \mathbb{R} \) with \( f'|_N = f \) and \( D''(f) \leq D(f) + D'(f) \). Moreover, if \( f \) is homogeneous, we can take \( f' \) to satisfy \( D''(f') = D(f) \).

**Proof.** Fix a (set-theoretical) section of the quotient map \( G \to G/N \) such that \( e_{G/N} \mapsto e_G \) and let \( S \) be its image. Note that the map \( S \times N \to G, (s,x) \mapsto sx \) is a bijection. Let \( f' \) be a real-valued function on \( G \) which satisfies the following properties:
1. \( f'(e_G) = 0 \). For an element \( s \in S - \{e_G\} \), let \( f'(s) \) be an arbitrary real number.
2. For \( s \in S \) and \( h \in N \), define \( f'(sh) = f'(s) + f(h) \).

We show that \( f' \) is an \( N \)-quasimorphism such that \( D''(f) \leq D(f) + D'(f) \) and \( f'|_N = f \). Let \( g \in G \) and \( x \in N \). Let \( s \in S \) and \( h \in N \) with \( sh = g \). Then we have
\[ f'(gx) = f'(shx) = f'(s) + f'(hx) \sim_{D(f)} f'(s) + f'(h) + f'(x) = f'(sh) + f'(x) = f'(g) + f'(x), \]
and hence
\[ |f'(gx) - f'(g) - f'(x)| \leq D(f). \]
Next set \( y = g^{-1}xg \). Then we have
\[ f'(xy) - f'(x) - f'(y) = f'(gy) - f'(ggy^{-1}) - f'(g) \sim_{D'(f)} f'(gy) - f'(y) - f'(g) \sim_{D(f)} 0, \]
and hence
\[ |f'(xy) - f'(x) - f'(y)| \leq D(f) + D'(f). \]
Thus we have shown that \( f' \) is an \( N \)-quasimorphism satisfying \( D''(f) \leq D(f) + D'(f) \).

Suppose that \( f \) is homogeneous. Then Lemma 2.1 implies that \( D'(f) = 0 \), and hence we have \( D''(f) \leq D(f) \). On the other hand, it is clear that \( D(f) \leq D''(f) \). This completes the proof. \( \square \)

Combining Lemma 2.3 and Proposition 2.4, we have the following equivalence: a quasimorphism \( f : N \to \mathbb{R} \) is \( G \)-quasi-invariant if and only if \( f \) admits an extension \( f' : G \to \mathbb{R} \) which is an \( N \)-quasimorphism.

An \( N \)-homomorphism is a function \( f : G \to \mathbb{R} \) satisfying
\[ f(gx) = f(g) + f(x) = f(xg) \]
for every \( g \in G \) and every \( x \in N \).

**Corollary 2.5.** A \( G \)-quasi-invariant homomorphism \( f : N \to \mathbb{R} \) has an extension \( f' : G \to \mathbb{R} \) which is an \( N \)-homomorphism.

**Proof.** Since a homomorphism is homogeneous, it follows from Proposition 2.4 that there exists an \( N \)-quasimorphism \( f' : G \to \mathbb{R} \) with \( D''(f') = D(f) = 0 \). \( \square \)

We end this section with discussions on \((G, N)\)-commutators. Recall that an element \( x \) of \( G \) is a \((single) (G, N)\)-commutator if there exist \( g \in G \) and \( h \in N \) such that \( x = [g, h] = ghh^{-1}h^{-1} \). Since
\[ [g, h] = [ghg^{-1}, g^{-1}] \quad \text{and} \quad [h, g] = [g^{-1}, ghg^{-1}], \]
x is a \((G, N)\)-commutator if and only if there exist \( g \in G \) and \( h \in N \) with \( x = [h, g] \). As is usual, we write \([G, N]\) to mean the subgroup of \( G \) generated by the \((G, N)\)-commutators. Note that \([G, N]\) is a normal subgroup of \( G \) and \([G, N] \subset N \).

For an element \( x \) in \([G, N]\), define the \((G, N)\)-commutator length \( c_{G,N}(x) \) of \( x \) by
\[ c_{G,N}(x) = \min\{n \mid \text{There exist } n \text{ \((G, N)\)-commutators } c_1, \cdots, c_n \text{ such that } x = c_1 \cdots c_n\}. \]
We note that \( c_{G,N} \) is a \( G \)-invariant function.

It easily follows from Fekete’s lemma that there exists a limit
\[ \text{scl}_{G,N}(x) = \lim_{n \to \infty} \frac{c_{G,N}(x^n)}{n}, \]
and we call \( \text{scl}_{G,N}(x) \) the stable \((G, N)\)-commutator length of \( x \).
Lemma 2.6. For a $G$-quasi-invariant homogeneous quasimorphism $f: \mathbb{N} \to \mathbb{R}$, the following equalities hold:

$$D(f) = \sup_{h_1, h_2 \in \mathbb{N}} |f([h_1, h_2])| = \sup_{g \in G, h \in \mathbb{N}} |f([g, h])|.$$ 

In particular, $f([g, h]) \leq D(f)$ holds for every $g \in G$ and every $h \in \mathbb{N}$.

Proof. The first equality

$$D(f) = \sup_{h_1, h_2 \in \mathbb{N}} |f([h_1, h_2])|$$

is known (see Lemma 3.6 of [Bav91] or Lemma 2.24 of [Cal09]). The inequality

$$\sup_{h_1, h_2 \in \mathbb{N}} |f([h_1, h_2])| \leq \sup_{g \in G, h \in \mathbb{N}} |f([g, h])|$$

is obvious. Since $f$ is a homogeneous $G$-quasi-invariant quasimorphism, $f$ is $G$-invariant (Lemma 2.1) and hence satisfies

$$f([g, h]) = f(ghg^{-1}h^{-1}) \sim_{D(f)} f(gh^{-1}) + f(h^{-1}) = f(h) - f(h) = 0.$$ 

Thus we have

$$\sup_{g \in G, h \in \mathbb{N}} |f([g, h])| \leq D(f),$$

which completes the proof. \qed

3. Filling norms

Let $Q_N = Q_N(G)$ be the space of $N$-quasimorphisms on $G$, and $H^1_N = H^1_N(G)$ the space of $N$-homomorphisms on $G$. Then the defect $D''$ of $N$-quasimorphisms is a seminorm on $Q_N$ whose kernel is $H^1_N$, and hence $Q_N/H^1_N$ is a normed space. The goal in this section is to identify $Q_N/H^1_N$ with a continuous dual of a certain normed space arising from the inhomogeneous complex of the group $G$.

Let $C_n(G)$ denote the free $\mathbb{R}$-module generated by the $n$-tuple direct product $G^n$. For $i \in \{0, 1, \ldots, n\}$, define the map $\partial_i: C_n(G) \to C_{n-1}(G)$ by the linear map satisfying

$$\partial_i(g_1, \ldots, g_n) = \begin{cases} (g_2, \ldots, g_n) & (i = 0) \\ (g_1, \ldots, g_{i-1}, g_{i+1}, g_{i+2}, \ldots, g_n) & (i = 1, \ldots, n-1) \\ (g_1, \ldots, g_{n-1}) & (i = n), \end{cases}$$

and the differential $\partial: C_n(G) \to C_{n-1}(G)$ is the linear map satisfying

$$\partial(g_1, \ldots, g_n) = \sum_{i=0}^{n} (-1)^i \partial_i(g_1, \ldots, g_n).$$

Note that in the case $n = 2$, the differential $\partial: C_2(G) \to C_1(G)$ is described by

$$\partial(g_1, g_2) = g_2 - g_1g_2 + g_1.$$
Let $C'_2 = C'_2(G)$ be the $\mathbb{R}$-submodule of $C_2(G)$ generated by the set
\[
\{(g_1,g_2) \in G \times G \mid N \text{ contains either } g_1 \text{ or } g_2\}.
\]
Set $B'_1 = \partial C'_2$ and $Z'_2 = Z_2(G; \mathbb{R}) \cap C'_2$. Regard $C'_2$ as a normed space endowed with the $\ell^1$-norm. Then $Z'_2$ is a closed subspace of $C'_2$, and hence $C'_2/Z'_2$ is a normed space. We consider $B'_1$ as a normed space by the isomorphism $B'_1 \cong C'_2/Z'_2$, and we write $\|x\|'$ to indicate the norm on $B'_1$.

**Lemma 3.1.** If $g \in G$ and $h \in N$, then $[g,h] \in B'_1$ and $\|[g,h]\|' \leq 3$.

**Proof.** From the equality
\[
\partial([g,h], h g) - \partial(g, h) + \partial(h, g) = [g,h],
\]
the assertion follows. \qed

**Lemma 3.2.** If $x, y \in [G, N]$, then $\|xy\|' \leq \|x\|' + \|y\|' + 1$.

**Proof.** Since $x, y \in [G, N]$, we have $xy \in [G, N]$. Therefore Lemma 3.1 implies that $x, y, xy \in B'_1$. Since $\partial(x, y) = y - xy + x$, we have
\[
\|xy - x - y\|' \leq 1.
\]
Therefore we have
\[
\|xy\|' = \|(x + y) + (xy - x - y)\|' \leq \|x + y\|' + \|xy - x - y\|' \leq \|x\|' + \|y\|' + 1,
\]
as desired. \qed

Let $x \in [G, N]$. Lemma 3.2 implies that
\[
\|x^{m+n}\|' + 1 \leq (\|x^m\|' + 1) + (\|x^n\|' + 1)
\]
for every pair $m$ and $n$ of positive integers. Therefore Fekete’s lemma implies that there exists a limit
\[
\text{fill}_{G,N}(x) = \lim_{n \to \infty} \frac{\|x^n\|'}{n}.
\]
We call $\text{fill}_{G,N}(x)$ the $(G, N)$-filling norm of $x$.

**Proposition 3.3.** Let $x \in [G, N]$. Then we have an inequality $\|x\|' \leq 4 \cdot \text{cl}_{G,N}(x) - 1$.

**Proof.** Suppose that $\text{cl}_{G,N}(x) = m$, and let $c_1, \cdots, c_m$ be $(G, N)$-commutators satisfying $x = c_1 \cdots c_m$. Then Lemmas 3.1 and 3.2 imply that
\[
\|x\|' \leq \|c_1\| + \cdots + \|c_m\| + (m - 1) \leq 3m + (m - 1) = 4m - 1.
\]
This completes the proof. \qed

**Corollary 3.4.** If $x \in [G, N]$, then $\text{fill}_{G,N}(x) \leq 4 \cdot \text{scl}_{G,N}(x)$. 
BAVARD’S DUALITY THEOREM FOR MIXED COMMUTATOR LENGTH

Proof. By Proposition 3.3, we have an inequality
\[
\| x^n \|''_\ell \leq 4 \cdot \frac{\cld_{G,N}(x^n)}{n} - \frac{1}{n}.
\]
By taking the limits, we have \(\fill_{G,N}(x) \leq 4 \cdot \scl_{G,N}(x)\). \(\square\)

The equality in Theorem 1.4 can be decomposed into the following two inequalities for each \(x \in [G, N]\):
\[
\fill_{G,N}(x) \leq 4 \cdot \scl_{G,N}(x) \quad \text{and} \quad \fill_{G,N}(x) \geq 4 \cdot \scl_{G,N}(x).
\]
By the arguments above, we have obtained one side of these inequalities. We will prove the other side in the next section, using a geometric interpretation of \((G, N)\)-commutator lengths.

For a normed space \(V\), let \(V^*\) denote the continuous dual of \(V\).

**Proposition 3.5.** The normed spaces \(Q_N / H^1_N \) and \((C_2' / Z_2')^*\) are isometrically isomorphic.

Proof. Let \(f : G \to \mathbb{R}\) be an \(N\)-quasimorphism on \(G\). Then \(f\) is identified with an \(\mathbb{R}\)-linear map \(f : C_1(G) \to \mathbb{R}\). Since \(f\) is an \(N\)-quasimorphism, we have
\[
|f \circ \partial(g, x)| = |f(x) - f(gx) + f(g)| \leq D''(f),
\]
and
\[
|f \circ \partial(x, g)| = |f(g) - f(xg) + f(x)| \leq D''(f)
\]
for every \(g \in G\) and every \(x \in N\). This means that \(f \circ \partial : C_2' \to \mathbb{R}\) is continuous with respect to the \(\ell^1\)-norm. Since \(f \circ \partial\) vanishes on \(Z_2'\), we have that \(f \circ \partial\) induces a continuous linear map \(\tilde{f} : C_2' / Z_2' \to \mathbb{R}\), whose operator norm is \(D''(f)\). Thus we have constructed the correspondence from \(Q_N(G)\) to \((C_2' / Z_2')^*\). The kernel of this correspondence is the space of \(N\)-homomorphisms. Thus we have constructed a norm preserving linear map \(Q_N / H^1_N \to (C_2' / Z_2')^*\).

Next, we construct the correspondence \((C_2' / Z_2')^* \to Q_N / H_N^1\). Let \(f : C_2' / Z_2' \to \mathbb{R}\) be a bounded operator. Then \(f\) is identified with a linear map \(\overline{f} : B_1' \to \mathbb{R}\). Since our coefficient is \(\mathbb{R}\), there exists a linear map \(f' : C_1(G) \to \mathbb{R}\) such that \(f'|_{B_1} = \overline{f}\), which is not necessarily continuous. The function \(f' : C_1(G) \to \mathbb{R}\) is identified with a real-valued function \(f' : G \to \mathbb{R}\) on \(G\). Let \(D''\) be the operator norm of \(f : C_2' \to \mathbb{R}\). Then we have
\[
|f'(gx) - f'(g) - f'(x)| = |f'(\partial(g, x))| = |f(g, x)| \leq D''.
\]
Similarly, we can show \(|f'(xg) - f'(x) - f'(g)| \leq D''\). This implies that \(f'\) is an \(N\)-quasimorphism.

To complete the construction of the correspondence \((C_2' / Z_2')^* \to Q_N / H_N^1\), let \(f''\) be another linear extension of \(\overline{f} : B_1' \to \mathbb{R}\) and show that \(f' - f''\) is an \(N\)-homomorphism. Since \(f'\) and \(f''\) coincide on \(B_1'\), we have
\[
f'(gx) - f'(g) - f'(x) = f'(gx - x) = f''(gx - g - x) = f''(gx) - f''(g) - f''(x).
\]
This means that
\[(f' - f'')(gx) = (f' - f'')(g) + (f' - f'')(x).\]
Similarly, we can show that
\[(f' - f'')(xg) = (f' - f'')(x) + (f' - f'')(g),\]
and hence \(f' - f''\) is an \(N\)-homomorphism. Thus we have completed the construction of the correspondence \((C'_2/Z'_2)^* \rightarrow Q_N/H^1_N\). Since these correspondences are mutually inverses and the correspondence \(Q_N/H^1_N \rightarrow (C'_2/Z'_2)^*\) is an isometry, we complete the proof. \(\square\)

Corollary 3.6. The normed space \(Q_N/H^1_N\) is a Banach space.

Applying the Hahn–Banach theorem, we have the following corollary:

Corollary 3.7. For \(x \in [G,N]\), the following holds:
\[\|x\|' = \sup_{f \in Q_N - H^1_N} \frac{|f(x)|}{D''(f)}.\]

4. Geometric interpretation of \(cl_{G,N}\)

Let \(x\) be an element of \([G,G]\). An element of \(G\) is identified with a homotopy class of loops in \(BG\). Since \(x\) is zero in the first integral homology group of \(G\), there exists a compact orientable surface \(S\) with connected boundary and a map \(f : S \rightarrow BG\) which sends the boundary of \(S\) to \(x\). The commutator length is the minimum genus of such a surface \(S\). In this section, we establish an analog of the interpretation above in the setting of the \((G,N)\)-commutator length; the precise statement goes as follows:

Theorem 4.1. For \(x \in [G,N]\), the equality \(fill_{G,N}(x) = 4 \cdot scl_{G,N}(x)\) holds.

Recall that we have showed the inequality \(fill_{G,N}(x) \leq 4 \cdot scl_{G,N}(x)\) (Corollary 3.4). Hence, it only remains to show \(fill_{G,N}(x) \geq 4 \cdot scl_{G,N}(x)\).

4.1. \((G,N)\)-labellings of simplicial surfaces. We introduce the concept of \((G,N)\)-simplicial surfaces, which provides a geometric interpretation of the \((G,N)\)-commutator length \(cl_{G,N}\). We formulate this concept by using \(\Delta\)-complex. First, we recall some concepts related to \(\Delta\)-complex; see [Hat02].

For a non-negative integer \(n\), the standard \(n\)-simplex is the subset
\[
\Delta^n = \left\{ (t_0, \cdots, t_n) \in \mathbb{R}^{n+1} \mid t_0 \geq 0, t_1 \geq 0, \ldots, t_n \geq 0, \sum_{i=0}^{n} t_i = 1 \right\}
\]
of \(\mathbb{R}^{n+1}\). We define the boundary of \(\Delta^n\) by
\[
\partial \Delta^n = \{ (t_0, \cdots, t_n) \in \Delta^n \mid t_i = 0 \text{ for some } i \},
\]
and set \((\Delta^n)^\circ = \Delta^n - \partial \Delta^n\).
For $i \in \{0, 1, \cdots, n\}$, define a map $d_i : \Delta^n \rightarrow \Delta^{n+1}$ by

$$d_i(t_0, \cdots, t_n) = (t_0, \cdots, t_{i-1}, 0, t_i, \cdots, t_n).$$

Let $X$ be a topological space. The $\Delta$-complex structure on $X$ is the family $\mathcal{S} = \{\mathcal{S}_n\}_{n \geq 0}$ which satisfies the following three conditions:

1. $\mathcal{S}_n$ is a family of continuous maps $\sigma$ from $\Delta^n$ to $X$ such that $\sigma((\Delta^n)^o) : (\Delta^n)^o \rightarrow X$ is a homomorphism into $X$. For every point $x$ in $X$, there are unique $n$ and unique $\sigma \in \mathcal{S}_n$ such that $x$ is contained in $\sigma((\Delta^n)^o)$.

2. Let $\sigma \in \mathcal{S}_n$ and let $i \in \{0, 1, \cdots, n-1\}$. Then $\sigma \circ d_i$ is contained in $\mathcal{S}_{n-1}$. We write $\partial i \sigma$ instead of $\sigma \circ d_i$.

3. $A \subset X$ is open if and only if $\sigma^{-1}(A)$ is open in $\Delta^n$ for every $n \geq 0$ and every $\sigma \in \mathcal{S}_n$.

We use the term simplicial surface to mean a pair $(S, \mathcal{S})$ consisting of a compact connected orientable surface $S$ together with its $\Delta$-complex structure $\mathcal{S}$ on $S$.

For a group $G$, a $G$-labelling of a simplicial surface $(S, \mathcal{S})$ is a function $f : \mathcal{S}_1 \rightarrow G$ satisfying $f(\partial_1 \sigma) = f(\partial_2 \sigma) \cdot f(\partial_0 \sigma)$ for every $\sigma \in \mathcal{S}_2$. A $(G, N)$-labelling is a $G$-labelling $f : \mathcal{S}_1 \rightarrow G$ such that for every $\sigma \in \mathcal{S}_2$ either $f(\partial_0 \sigma)$ or $f(\partial_2 \sigma)$ is contained in $N$.

**Definition 4.2** $(G, N)$-simplicial surface. A $(G, N)$-simplicial surface is defined to be a triple $(S, \mathcal{S}, f)$ such that $(S, \mathcal{S})$ is a simplicial surface and $f$ is a $(G, N)$-labelling of $(S, \mathcal{S})$.

For an element $x$ of $G$, a $(G, N)$-simplicial surface with boundary $x$ is a $(G, N)$-simplicial surface $(S, \mathcal{S}, f)$ such that $\partial S$ is a subcomplex of $(S, \mathcal{S})$ consisting of one edge and one point, and $f$ sends the only one edge of $\partial S$ to $x$. Note that in this case $\partial S$ is homeomorphic to $S^1$.

We call an element $x \in B'_1$ an integral $(G, N)$-boundary if there exists a chain $c \in C'_2$ with integral coefficients such that $\partial c = x$. For an integral $(G, N)$-boundary $x$, we write $\|x\|'_2$ to mean the infimum of $\|c\|_1$ such that $c \in C'_2$ is a chain with integral coefficients and $\partial c = x$. Here $\|c\|_1$ denotes the $\ell^1$-norm of $c$.

We call an element $x \in B'_1$ an integral $(G, N)$-boundary if there exists a chain $c \in C'_2$ with integral coefficients such that $\partial c = x$. For an integral $(G, N)$-boundary $x$, we write $\|x\|'_2$ to mean the infimum of $\|c\|_1$ such that $c \in C'_2$ is integral and $\partial c = x$.

**Lemma 4.3.** Let $x \in [G, N]$. Then there exists a $(G, N)$-simplicial surface $(S, \mathcal{S}, f)$ with boundary $x$ whose number of 2-simplices of $(S, \mathcal{S})$ coincides with $\|x\|'$.

**Proof.** By the proof of Lemma 3.1, every $(G, N)$-commutator is an integral $(G, N)$-boundary. Set $m = \|x\|'_2$. Let $c \in C'_2$ be an integral 2-chain

$$c = \sum_{k=1}^m \varepsilon_k(x_k, y_k), \quad \varepsilon_k = \pm 1$$
such that either \( x_k \) or \( y_k \) belongs to \( N \) and \( x = \partial c \). Since \( \|c\|_1 = \|x\|_2 \), we have that \((x_k, y_k) = (x_l, y_l)\) implies \( \varepsilon_k = \varepsilon_l \). For each \( i \in \{1, \cdots, m\} \), we write \( \Delta_i^2 \) to mean a copy of the standard 2-simplex \( \Delta^2 \). Define a surface \( S \) as a quotient of the direct sum \( \coprod_k \Delta_k^2 \) as follows.

Let \( z \in G \). Define sets \( A_z \) and \( B_z \) by

\[
A_z = \{(i, k) \in \{0, 1, 2\} \times \{1, \cdots, m\} \mid \partial_i \varepsilon_k(x_k, y_k) = z\},
\]

\[
B_z = \{(i, k) \in \{0, 1, 2\} \times \{1, \cdots, m\} \mid \partial_i \varepsilon_k(x_k, y_k) = -z\}.
\]

Suppose that \( z \neq x \). Since \( \partial c = x \), we have that \( \#B_z = \#A_z \). Let \( \varphi_z : B_z \to A_z \) be a bijection. If \( z = x \), then \( \partial c = x \) implies \( \#B_z + 1 = \#A_z \). In this case, let \( \varphi_x : B_x \to A_x \) be an injection. Then the identification of \( \coprod_k \Delta_k^2 \) is defined as follows: suppose that \((i, k) \in B_z \) and \((j, l) = \varphi_z(i, k)\). Then we identify the edge \( \partial_i \Delta_k^2 \) of \( \Delta_k^2 \) and the edge \( \partial_j \Delta_l^2 \) of \( \Delta_l^2 \). Let \( S \) denote the quotient space of \( \coprod_k \Delta_k^2 \) with respect to this identification. Then \( S \) is a surface with boundary homeomorphic to \( S^1 \). We show that \( S \) has a natural \( \Delta \)-complex structure and a \((G, N)\)-coloring, and is orientable and connected.

An \( n \)-simplex of \( S \) is a composite of an \( n \)-simplex \( \Delta^n \to \coprod_k \Delta_k^2 \) followed by the quotient map \( \coprod_k \Delta_k^2 \to S \). This defines a \( \Delta \)-complex structure \( \mathcal{S} \) on \( S \).

The \((G, N)\)-labelling of \((S, \mathcal{S})\) is defined as follows: let \( e : \Delta^1 \to S \) be a 1-simplex of \((S, \mathcal{S})\). Then there exist \( i \in \{0, 1, 2\} \) and \( \xi \in \{1, \cdots, m\} \) such that the composite

\[
\Delta^1 \xrightarrow{d_i} \Delta^2 \xrightarrow{\coprod_k} \Delta_k^2 \xrightarrow{\partial} S
\]

coincides with \( e \), and define \( f(e) \) by \( \partial_i(x, y) \). This function \( f : \mathcal{S}_1 \to G \) is well-defined by the definition of the identification. To see that this function is a \((G, N)\)-labelling, let \( \sigma \in \mathcal{S}_2 \). Then there exists a unique \( \xi \in \{1, \cdots, m\} \) such that the composite

\[
\Delta_\xi^2 \xrightarrow{\coprod_k} \Delta_k^2 \xrightarrow{\partial} S
\]

coincides with \( \sigma \). By the definition of \( f \), we have that

\[
f(\partial_0 \sigma) = \partial_0(x, y) = y, f(\partial_1 \sigma) = \partial_1(x, y) = x, f(\partial_2 \sigma) = \partial_2(x, y) = x.
\]

Therefore we have that \( f(\partial_i \sigma) = f(\partial_2 \sigma) \cdot f(\partial_0 \sigma) \). Since one of \( x \) and \( y \) is contained in \( N \), we have that \( f \) is a \((G, N)\)-labelling.

Now we prove that \( S \) is orientable. For each \( \xi \in \{1, \cdots, m\} \), define \( \sigma_\xi \) to be the composite of

\[
\Delta_\xi^2 \xrightarrow{\coprod_k} \Delta_k^2 \xrightarrow{\partial} S.
\]

Then

\[
\sum_k \varepsilon_k \sigma_k
\]

is an orientation class of \((S, \partial S)\).
Finally, we show that $S$ is connected. Suppose that $S$ is not connected. Then there exists a connected component $S_1$ of $S$ such that $\partial S_1 = \emptyset$. Set 
\[ A = \{ i \in \{1, \cdots, m\} \mid \sigma_i \text{ is a simplex of } S_1 \}, \]
and 
\[ B = \{1, \cdots, m\} - A. \]
Here $\sigma_i$ is the 2-simplex defined in the previous paragraph. Then we have 
\[ \partial \left( \sum_{k \in A} \varepsilon_k(x_k, y_k) \right) = 0, \]
and hence 
\[ x = \partial c = \partial \left( \sum_k \varepsilon_k(x_k, y_k) \right) = \partial \left( \sum_{k \in B} \varepsilon_k(x_k, y_k) \right). \]
Since $\# B < m$, we have that $\|x\|_2 \leq \# B < m = \|x\|_2$. This is a contradiction. \hfill \Box

Conversely, we will show that if there exists a $(G, N)$-simplicial surface with boundary $x$ then $x$ is contained in $[G, N]$ (see Proposition 4.8).

We are now ready to state the geometric interpretation of $(G, N)$-commutator lengths.

**Theorem 4.4.** Let $x$ be an element of $[G, N]$. Then the $(G, N)$-commutator length $\text{cl}_{G,N}(x)$ of $x$ equals the minimum of the genus of a $(G, N)$-simplicial surface with boundary $x$.

**Remark 4.5.** Theorem 4.4 is a generalization of a usual geometric interpretation of the commutator length $\text{cl}_G$ (Cal09). Indeed, if $(S, \mathcal{S}, f)$ is a $(G, G)$-simplicial surface with boundary $x$, then there exists a continuous map $f': S \rightarrow BG$ defined as follows. For each 0-simplex $v$ of $S$, define $f(v)$ to be the basepoint of $BG$. For each 1-simplex $e$ of $S$, define $f'(e)$ to be a loop in $BG$ whose homotopy class is $f(e) \in G$. Since every $\sigma \in \mathcal{S}_2$ satisfies $f(\partial_1 \sigma) = f(\partial_2 \sigma) \cdot f(\partial_0 \sigma)$, we have that $f'$ extends to $\sigma$, and hence to the whole surface $S$. Conversely, suppose that $S$ is a compact connected orientable surface with boundary $\partial S = S^1$ and $f': S \rightarrow BG$ is a continuous map such that $f'|_{\partial S}$ is a loop whose homotopy class is $x$. Let $\mathcal{S}$ be a $\Delta$-complex structure such that $\partial S$ is a subcomplex of $(S, \mathcal{S})$ having only one 1-simplex. By Proposition 0.16 of Hat02, $f'$ is homotopic to a map $f''$ such that $f''$ sends every 0-simplex of $S$ to the basepoint of $BG$. For each $e \in \mathcal{S}_1$, define $f(e)$ to be the homotopy class of the loop $f''|_e$ in $BG$. Since $f''(\partial_2 \sigma) \cdot f''(\partial_0 \sigma)$ is homotopic for each $\sigma \in \mathcal{S}_2$, we have that $f(\partial_1 \sigma) = f(\partial_2 \sigma) \cdot f(\partial_0 \sigma)$, and hence $f$ is a $G$-labelling.

In summary, there exists $G$-surface of genus $g$ with boundary $x$ if and only if there exists a continuous map $f': S \rightarrow x$ of genus $g$ with boundary $S^1$ such that $x$ is the homotopy class of $f'|_{\partial S}$. Therefore, Theorem 4.4 for the special case $N = G$ provides the geometric interpretation of the usual commutator length $\text{cl}_G$.

The proof of Theorem 4.4 is postponed to the next subsection. In the rest of this subsection, we deduce Theorem 4.1 from Theorem 4.4.

The following lemma can be shown in a standard way; we omit the proof of it.
Lemma 4.6. For $x \in [G, N]$, 
\[
\lim_{n \to \infty} \frac{\|nx\|_Z'}{n} = \|x\|'.
\]

We are now ready to prove Theorem 4.1.

Proof of Theorem 4.1. Let $n$ be a positive integer. Since $x \in [G, N]$, $nx$ is an integral $(G, N)$-boundary and hence there exists $c \in C'_2$ with integral coefficient such that $nx = \partial c$ and $\|nx\|_Z' = \|c\|_1$. Define a chain $c' \in C'_2$ by 
\[
c' = c - \sum_{i=1}^{n-1} (x, x^i).
\]
Then we have $\|c'\|_1 \leq \|nx\|_Z' + n - 1$ and $\partial c' = x^n$. Thus it follows from Lemma 4.3 that there exists a $(G, N)$-simplicial surface $(S, \mathcal{F}, f)$ with boundary $x^n$ such that the number of 2-simplices of $(S, \mathcal{F})$ is at most $\|c'\|_1$. Let $g$ be the genus of $S$, and let $p, e, s$ be the numbers of 0-simplices, 1-simplices, and 2-simplices of $(S, \mathcal{F})$. Then the following hold:

1. By observing the Euler characteristic of $S$, we have 
\[
s - e + p = 1 - 2g.
\]
2. Every 1-cell not contained in the boundary of $S$ appears twice as faces of 2-cells. Since the boundary of $S$ has one 1-cell, we have 
\[
1 + 2(e - 1) = 3s.
\]

Thus we have 
\[
\|c'\|_1' \geq s = 4g + 2p - 3 \geq 4g - 1 \geq 4 \cdot \text{cl}_{G,N}(x^n) - 1.
\]

Here we use Theorem 4.4 to deduce the last inequality. Since $\|nx\|_Z' + n - 1 \geq \|c'\|_1'$, we have 
\[
\|nx\|_Z' \geq 4 \cdot \text{cl}_{G,N}(x^n) - n.
\]

By multiplying $n^{-1}$ and taking their limits, we have 
\[
\|x\|' \geq 4 \cdot \text{scl}_{G,N}(x) - 1
\]
for every $x \in [G, N]$. Thus we have 
\[
\|x^m\|' \geq 4 \cdot \text{scl}_{G,N}(x^m) - 1 = 4m \cdot \text{scl}_{G,N}(x) - 1.
\]

Multiplying $m^{-1}$ and taking the limits, we have 
\[
\text{fill}_{G,N}(x) \geq 4 \cdot \text{scl}_{G,N}(x).
\]

This completes the proof of Theorem 4.1. \qed
4.2. Proof of Theorem 4.4. We start the proof of Theorem 4.4. Theorem 4.4 is deduced from Propositions 4.7 and 4.8. Throughout this section, we write $g_{\min}$ to indicate the minimum of the genus of a $(G, N)$-simplicial surface with boundary $x$. The following proposition implies the inequality $g_{\min} \leq \text{cl}_{G,N}(x)$.

Proposition 4.7. Let $x \in [G, N]$ and set $m = \text{cl}_{G,N}(x)$. Then there exists a connected $(G, N)$-simplicial surface with boundary $x$ whose genus is $m$.

Proof. Let $x \in [G, N]$. Let $c_1, \cdots, c_m$ be $(G, N)$-commutators satisfying $x = c_1 \cdots c_m$. Our goal is to show that there exists a $(G, N)$-simplicial surface with boundary $x$ whose genus is $m$. Thus it suffices to find a $(G, N)$-triangulation of the $(4m+1)$-gon depicted in Figure 2. To construct this, we first embed three 2-simplices to the part $h_i \rightarrow g_i \rightarrow h_i \leftarrow g_i$ as is depicted in the left of Figure 3; after that, we embed $m-2$ triangles as is depicted in the right of Figure 3. Since $[G, N] \subset N$, we have that this $G$-labelling is a $(G, N)$-labelling. This completes the proof. □

On the other hand, the inequality $g_{\min} \geq \text{cl}_{G,N}(x)$ follows from the following proposition:

Proposition 4.8. Let $x \in G$ and let $n$ be a positive integer. Assume that there exists a $(G, N)$-simplicial surface with boundary $x$ whose genus is $n$. Then there exist $n$ $(G, N)$-commutators $c_1, \cdots, c_n$ such that $x = c_1 \cdots c_n$. In particular, if there exists a $(G, N)$-simplicial surface with boundary $x$, then $x$ is contained in $[G, N]$.

Proof. Throughout this proof, we assume that $BN$ is a subspace of $BG$ such that the map $\pi_1(BN) \hookrightarrow \pi_1(BG)$ induced by the inclusion $BN \hookrightarrow BG$ corresponds to the inclusion $N \hookrightarrow G$. Let $(S, \mathcal{I}, f)$ be a $(G, N)$-simplicial surface with boundary $x$ such that the genus of $S$ is $n$. Let $(S', \mathcal{I}')$ be the subcomplex of $(S, \mathcal{I})$ defined as follows: The set of 0-simplices $\mathcal{I}_0'$ of $\mathcal{I}'$ is equal to $\mathcal{I}_0$. The set of 1-simplices $\mathcal{I}_1'$ of $\mathcal{I}'$ is the 1-simplices of $\mathcal{I}$ labelled by an element of $N$. The set of 2-simplices $\mathcal{I}_2'$ is the simplices $\sigma$ satisfying that all of $\partial_0 \sigma$, $\partial_1 \sigma$, and $\partial_2 \sigma$ are contained in $\mathcal{I}_1'$. In the same way as in Remark 4.5, we can construct a continuous map $f' : S \rightarrow BG$ satisfying the following properties:
• Every 0-simplices of \((S, \mathcal{S})\) are mapped to the basepoint of \(BG\).
• For every 1-simplex \(e\) of \((S, \mathcal{S})\), the homotopy class of \(f'|_e\) is \(f(e)\).
• \(f(S') \subset BN\)

Let \(\sigma\) be a 2-simplex of \((S, \mathcal{S})\) not contained in \(S'\). Since \(f\) is a \((G, N)\)-labelling, \(\partial_1 \sigma\) is not contained in \(S'\), either \(\partial_0 \sigma\) or \(\partial_2 \sigma\) is not contained in \(S'\), and the other is contained in \(S'\). In particular, \(\sigma\) has exactly two 1-faces not contained in \(S'\). Consider the line segment in \(S\) which connects the two midpoints of the two 1-faces of \(\sigma\) not contained in \(S'\), and let \(C\) be the union of these line segments. Then \(C\) is a 1-dimensional CW-complex contained in \(S\), and satisfies the following properties:

(A) Every connected component of \(C\) is homeomorphic to \(S^1\).

(B) For each connected component \(\gamma\) of \(C\), the inclusion \(\gamma \hookrightarrow S\) is homotopic to a map factored through \(S'\).

(C) \(S'\) is a deformation retract of \(S - C\).

Indeed, we will first show (A). Since every 1-cell of \(S\) is contained in at most two 2-faces, there does not exist any vertex in \(C\) with degree greater than 2. Thus \(C\) is a compact 1-dimensional manifold which may have a non-empty boundary. Suppose that \(C\) has a non-empty boundary and \(v\) is a point in \(\partial C\). If \(v\) is not contained in the boundary of \(S\), then \(v\) is contained in exactly two 2-cells \(\sigma\) and \(\tau\) of \(S\). Since \(\sigma\) and \(\tau\) are not mapped to \(BN\) by the map \(f'\), \(v\) is contained in the line segments of \(\sigma\) and \(\tau\). Thus \(v\) is not a boundary point in \(C\). Therefore \(\partial C\) is contained in \(\partial S\). Since \(\partial S\) has only one 1-simplex, we have that \(\partial C\) consists of one point. Since \(C\) is a compact 1-dimensional manifold, this is impossible. Hence we have \(\partial C = \emptyset\). This completes the proof of (A).

Next we show (B). Let \(\gamma\) be a connected component of \(C\). There are two ways to verify (B). Since \(\gamma\) is a simple closed curve in the orientable surface \(S\), the normal bundle of \(\gamma\) is trivial and hence we can slide \(\gamma\) to \(S'\). The second one is more concrete. Let \(\sigma\) be a 2-cell not contained in \(S'\). Since \(f\) is a \((G, N)\)-labelling, we can slide the line segment to \(S'\) along the directions of each 1-simplex containing an endpoint (see Figure 4). Combining these...
deformations for all the line segments forming $C$, we have a homotopy from $\gamma \leftrightarrow S$ to a map factored through $S'$. Considering similar deformations, we have condition (C).

We may consider each connected component $\gamma$ of $C$ is a simple closed curve whose basepoint is mapped to a vertex in $S'$ by the homotopy considered in (B).

We define simple closed curves $\gamma_1, \cdots, \gamma_n$ as follows: recall that a simple closed curve in a topological surface $S$ is non-separating if the number of connected components of $S - \gamma$ is not larger than the number of connected components of $S$. First, if $C$ has a connected component $\gamma$ which is non-separating in $S$, then set $\gamma_1 = \gamma$ and $C_1 = C - \gamma$. Next if $C_1$ has a connected component which is non-separating in $S - \gamma_1$, then let $\gamma_2$ denote the connected component and set $C_2 = C_1 - \gamma_2$. Iterating this, we have simple closed curves $\gamma_1, \cdots, \gamma_k$ such that each $\gamma_i$ is a non-separating simple closed curve in $C - (\gamma_1 \cup \cdots \cup \gamma_{i-1})$, and every connected component of $C - (\gamma_1 \cup \cdots \cup \gamma_k)$ is separating in $S - (\gamma_1 \cup \cdots \cup \gamma_k)$. Since the genus of $S$ is $n$, we have that $k \leq n$, and hence $S - C$ has $n - k$ handles. If $k < n$, there exists a non-separating simple closed curve $\gamma_{k+1}$ in $S - C$. If $k + 1 \neq n$, we can further take a non-separating simple closed curve $\gamma_{k+2}$ in $S - (C \cup \gamma_{k+1})$. Iterating this, we can take simple closed curves $\gamma_{k+1}, \cdots, \gamma_n$ such that $S - (\gamma_1 \cup \cdots \cup \gamma_n)$ has no non-separating simple closed curves. For each $i$ greater than $k$ we take a basepoint of $\gamma_i$ in such a way that it is mapped to a vertex in $S'$ by the deformation retract considered in (C).

By the classification theorem of compact surfaces, there exists a homeomorphism from $S$ to the surface depicted in Figure 5 which maps $\gamma_1, \cdots, \gamma_n$ to the simple closed curves as are depicted by red curves in Figure 5. Define simple closed curves $\delta_1, \cdots, \delta_n$ and paths $\alpha_1, \cdots, \alpha_n$ as are depicted in Figure 5. Here we assume that the basepoint of $\delta_i$ coincides with the basepoint of $\gamma_i$. The basepoint of $S$ is the vertex contained in the boundary of $S$, and $\alpha_i$ connects the basepoint of $S$ with the basepoint of $\gamma_i$ and $\delta_i$.

Let $\overline{\alpha}_i$ be the reverse of the path $\alpha_i$. Then $f'(\alpha_i \cdot \gamma_i \cdot \overline{\alpha}_i)$ is a loop in $BG$, and let $h_i$ be the element of $G$ associated to $f'(\alpha_i \cdot \gamma_i \cdot \overline{\alpha}_i)$. Similarly, let $g_i$ be the element of $G$ associated to $f'(\alpha_i \cdot \delta_i \cdot \overline{\alpha}_i)$. Then we have

$$x = [h_n^{-1}, g_n^{-1}] \cdots [h_1^{-1}, g_1^{-1}].$$

Thus it suffices to prove that $h_i = [f'(\alpha_i \cdot \gamma_i \cdot \overline{\alpha}_i)]$ is an element of $N$. 
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For each $i$, there exists a map $\varphi_i: S \to S$ which satisfies the following:

(a) There exists a based homotopy from the identity of $S$ to $\varphi_i$.

(b) $\varphi_i(\gamma_i) \subset S'$.

(c) $\varphi_i$ sends the basepoint of $\gamma_i$ to a vertex in $S'$.

Indeed, to see this, for $i \leq k$, it follows from Proposition 0.16 of [Hat02] that the homotopy of $\gamma_i \hookrightarrow S$ sending $\gamma_i$ to $S'$ discussed in (B) extends to the homotopy $H_i$ of $S$ from the identity of $S$. Let $\varphi_i$ be the end of this homotopy $H_i$. For $i > k$, we can similarly prove the existence of $\varphi_i$ using the deformation retract from $S - C$ to $S'$ considered in (C).

By (a), we have

$$h_i = f'_i([\alpha_i \cdot \gamma_i \cdot \overline{\alpha_i}]) = f'_i([\varphi_i(\alpha_i \cdot \gamma_i \cdot \overline{\alpha_i})]) = [f' \circ \varphi_i \circ \alpha_i] \cdot [f' \circ \varphi_i \circ \gamma_i] \cdot [f' \circ \varphi_i \circ \alpha_i]^{-1}.$$

It follows from (c) that $f' \circ \varphi_i \circ \alpha_i$ is a loop in $BG$, and hence $[f' \circ \varphi_i \circ \alpha_i]$ is an element of $G$. It follows from (b) that $f' \circ \varphi_i \circ \gamma_i$ is a loop in $BN$ and hence $[f' \circ \varphi_i \circ \alpha_i]$ is contained in $N$. Since $N$ is normal, we have that $h_i$ is an element of $N$. This completes the proof. □

Remark 4.9. In the definition of $(G, N)$-simplicial surfaces, we do not admit a simplex $\sigma$ such that $\partial_1 \sigma$ is contained in $N$ but neither $\partial_0 \sigma$ nor $\partial_2 \sigma$ is contained in $N$. However, a similar geometric interpretation of $(G, N)$-commutator lengths holds if we admit such a triangle. To state it explicitly, we prepare some terminology. We call a $G$-labelling $f$ on a simplicial surface $(S, \mathcal{S})$ a pseudo-$(G, N)$-simplicial surface if for every $\sigma \in \mathcal{S}_2$ one of $\partial_0 \sigma$, $\partial_1 \sigma$, and $\partial_2 \sigma$ is mapped to $N$. Then in an almost the same argument as in the proof of Theorem 4.4, it can be shown that the $(G, N)$-commutator length of $x \in [G, N]$ coincides with the minimum genus of a connected pseudo-$(G, N)$-surface with boundary $x$.

5. Proof of the main theorem

The goal of this section is to complete the proof of our generalization of Bavard’s duality. See Theorem 5.1 for the precise statement. This part is a straightforward generalization of the corresponding part of Bavard’s original proof.
Let $Q^h(N)^G$ denote the space of homogeneous $G$-quasi-invariant quasimorphisms on $N$, and $H^1(N)^G$ the space of $G$-quasi-invariant homomorphisms from $N$ to $\mathbb{R}$. Recall that $Q_N = Q_N(G)$ is the space of $N$-quasimorphisms on $G$ and $H_N^1 = H_N^1(G)$ is the space of $N$-homomorphisms on $G$ (see Section 2).

**Theorem 5.1.** For $a \in [G, N]$, the following equality holds:

$$scl_{G,N}(a) = \frac{1}{2} \sup_{f \in Q^h(N)^G \cap H^1(N)^G} \frac{|f(a)|}{D(f)}.$$

**Proof.** Let $f \in Q^h(N)^G$. Suppose $cl_{G,N}(a) = m$ and let $c_1, \ldots, c_m$ be $(G, N)$-commutators such that $a = c_1 \cdots c_m$. Then, by Lemma 2.6, we have

$$f(a) \sim_{(m-1)D(f)} f(c_1) + \cdots + f(c_m) \sim_{mD(f)} 0.$$

Thus we have $|f(a)| \leq (2m-1)D(f) = (2 \cdot cl_{G,N}(a) - 1)D(f)$. Therefore

$$|f(a)| = \frac{|f(a^n)|}{n} \leq \frac{cl_{G,N}(a^n)}{n} \cdot 2D(f) - \frac{D(f)}{n}.$$

By taking the limit, we have an inequality

$$|f(a)| \leq 2D(f) \cdot scl_{G,N}(a).$$

Thus we have

$$scl_{G,N}(a) \geq \frac{1}{2} \sup_{f \in Q^h(N)^G \cap H^1(N)^G} \frac{|f(a)|}{D(f)}.$$

Next, we show the converse of the inequality. By Theorem 4.1 and Corollary 3.7, we have

$$4 \cdot scl_{G,N}(a) = \text{fill}_{G,N}(a) = \lim_{n \to \infty} \frac{||a^n||'}{n} = \lim_{n \to \infty} \left( \sup_{f \in Q_N - H_N^1} \frac{|f(a^n)|}{nD''(f)} \right).$$

For each pair $n$ and $m$ of positive integers, take $f_{n,m} \in Q_N$ to satisfy

$$\sup_{f \in Q_N - H_N^1} \frac{|f(a^n)|}{nD''(f)} \sim \frac{1}{n} \frac{|f_{n,m}(a^n)|}{nD''(f_{n,m})}.$$

Hence, by Lemma 2.21 of [Cal09] and the definition of $D''$, we have

$$||f_{n,m}|_N - f_{n,m}||_N \leq D(f_{n,m}|_N) \leq D''(f_{n,m}).$$

Here $f_{n,m}|_N$ is the homogenization of the quasimorphism $f_{n,m}|_N$ on $N$. Then

$$\frac{|f_{n,m}|_N(a^n)}{D''(f_{n,m})} = \frac{|f_{n,m}(a^n)|}{nD''(f_{n,m})} \sim \frac{1}{n} \frac{|f_{n,m}(a^n)|}{nD''(f_{n,m})} \sim \frac{1}{n} \sup_{f \in Q_N - H_N^1} \frac{|f(a^n)|}{nD''(f)}.$$

Thus we have that

$$\lim_{n \to \infty} \frac{|f_{n,m}|_N(a^n)}{D''(f_{n,m})} = \lim_{n \to \infty} \left( \sup_{f \in Q_N - H_N^1} \frac{|f(a^n)|}{nD''(f)} \right) = 4 \cdot scl_{G,N}(a).$$
Therefore we have
\[ \text{scl}_{G,N}(a) \leq \frac{1}{4} \sup_{f \in Q_N - H_1^N} \frac{|f(a)|}{D''(f)} \leq \frac{1}{2} \sup_{f \in Q_N - H_1^N} \frac{|f(a)|}{D(f)} \leq \frac{1}{2} \sup_{f \in Q_N - H_1^N} \frac{|f(a)|}{D(f)} \cdot \sup_{f \in Q_N - H_1^N} |f(a)|. \]

Here we use \( D(f) \leq 2D(f|_N) \leq 2D''(f) \) and the fact that the restriction to \( N \) of an \( N \)-quasimorphism is \( G \)-quasi-invariant (Lemma 2.3).

\[ \square \]

6. On equivalences of \( \text{scl}_G \) and \( \text{scl}_{G,N} \)

Two functions \( \varphi \) and \( \psi \) on a set \( X \) are (bi-Lipschitzly) \emph{equivalent} on \( X \) if there exists a positive number \( C \) such that \( C^{-1} \cdot \psi(x) \leq \varphi(x) \leq C \cdot \psi(x) \). In this section, we provide a sufficient condition under which \( \text{scl}_G \) and \( \text{scl}_{G,N} \) are equivalent on \([G,N]\). To state our result, we recall the notion of virtually split exact sequences.

\textbf{Definition 6.1.} A short exact sequence \( 1 \to N \to G \xrightarrow{q} Q \to 1 \) is said to be \emph{virtually split} if there exist a subgroup \( \Lambda \) of \( Q \) of finite index and a homomorphism \( s: \Lambda \to G \) such that \( q \circ s = \text{id}_\Lambda \). We refer to such a pair \((s, \Lambda)\) as a \emph{virtual section} of \( q \).

Let \( G \) be a group and \( N \) a normal subgroup of \( G \). Let \( q \) denote the projection \( G \to G/N \). If \( G/N \) is a virtually free group, including a finite group, or \( q: G \to Q := G/N \) has a section homomorphism \( s: Q \to G \), then \( 1 \to N \to G \to Q \to 1 \) virtually splits.

One of the applications of Theorem 1.2 is to show the following theorem on the equivalence of \( \text{scl}_G \) and \( \text{scl}_{G,N} \) on \([G,N]\).

\textbf{Theorem 6.2.} Assume that the exact sequence \( 1 \to N \to G \to G/N \to 1 \) virtually splits. Then for every \( x \in [G,N] \), the following inequalities hold:
\[ \text{scl}_G(x) \leq \text{scl}_{G,N}(x) \leq 2 \cdot \text{scl}_G(x). \]

In particular, \( \text{scl}_G \) and \( \text{scl}_{G,N} \) are equivalent on \([G,N]\).

Note that the first and second authors showed the above theorem in the case that \([G,N] = N\) and \( G \to G/N \) has a section homomorphism [KK19].

\textbf{Remark 6.3.} Let \( \Sigma_l \) denote the orientable closed connected surface whose genus \( l \) is at least 2, and \( \omega \) a symplectic form of \( \Sigma_l \). Kawasaki and Kimura [KK19] showed that \( \text{scl}_{G,N} \) and \( \text{scl}_G \) are \emph{not} equivalent when \( G = \text{Symp}_0(\Sigma_l, \omega) \) and \( N = \text{Ham}(\Sigma_l, \omega) \). Here \( \text{Symp}_0(\Sigma_l, \omega) \) denotes the identity component of the group of symplectomorphisms on \((\Sigma_l, \omega)\), and \( \text{Ham}(\Sigma_l, \omega) \) denotes the group of Hamiltonian diffeomorphisms on \((\Sigma_l, \omega)\).

\textbf{Remark 6.4.} On the other hand, the equivalence between \( \text{scl}_{G,N} \) and \( \text{scl}_N \) does \emph{not} hold in general even when the groups \( G \) and \( N \) are quite similar for instance, \([G : N] < \infty\). The first and second authors showed in [KK19] that \( \text{scl}_{P_3,P_3} \) and \( \text{scl}_{P_3} \) are not equivalent on \([P_3,P_3]\). As an application of Theorem 1.2, we can show that in the following simple example, \( \text{scl}_{G,N} \) and \( \text{scl}_N \) are not equivalent on \([N,N]\).
Let $N$ be the free group $F_2$ generated by $\langle a, b \rangle$, and $G$ the semi-direct product $F_2 \rtimes \langle \mathbb{Z}/2\mathbb{Z} \rangle$. Here, $\mathbb{Z}/2\mathbb{Z}$ means that the cyclic group $\{1, \tau\}$ of order 2 and the action of $\mathbb{Z}/2\mathbb{Z}$ on $F_2$ is given by the automorphism exchanging $a$ and $b$.

Set $x = [a, b] \in [N, N]$. Then it is well-known that $\text{scl}_N(x) = 1/2$. On the other hand, since $\text{scl}$ is $G$-invariant, it follows that $\text{scl}_N([a, b]) = 0$. Hence, $\text{scl}_{G,N}$ and $\text{scl}_N$ are not equivalent on $[G, N]$. Note that in this example $G/N$ is not only finite but also there exists a section homomorphism $G/N \to G$.

See also Proposition 7.19 for other examples of pairs $(G, N)$ such that $[G : N] < \infty$ and that $\text{scl}_{G,N}$ and $\text{scl}_N$ are not equivalent on $[G, N]$.

Now we start the proof of Theorem 6.2. We first prove the following generalization of some extension results of quasimorphisms by Ishida \cite{Ishida14} and Shtern \cite{Shtern16} (see also \cite{KKMM21} Theorem 1.10 and Theorem 6.13) for further generalizations of this proposition); if $f$ is furthermore homogeneous, then the following proposition is stated in Proposition 1.6.

**Proposition 6.5** (Extension theorem for $G$-invariant quasimorphisms, general version). Assume that the exact sequence $1 \to N \to G \to Q \to 1$ virtually splits. Then, for every $G$-quasi-invariant quasimorphism $f$ on $N$, there exists a quasimorphism $f'$ on $G$ such that $f'|_N = f$ and $D(f') \leq D(f) + 3D'(f)$.

To derive Theorem 6.2 from Theorem 1.2, we need to estimate the defect of the extended quasimorphism in our extension theorem; the inequality in Proposition 6.5 does the job. To obtain the desired upper bound of the defect, we generalize Ishida’s idea \cite[Lemma 3.1]{Ishida14}.

**Proof of Proposition 6.5**. Let $q: G \to Q$ be the projection as in the short exact sequence. Let $(s, \Lambda)$ be a virtual section of $q$. Let $B$ be a finite subset of $Q$ such that the map $\Lambda \times B \to Q$, $(\lambda, b) \mapsto \lambda b$ is bijective. Let $s': B \to G$ be a map such that $q \circ s'(b) = b$ for every $b \in B$. Define a map $t: Q \to G$ by $t(\lambda b) = s(\lambda)s'(b)$ for every $\lambda \in \Lambda$ and every $b \in B$. Then $t$ is a set-theoretic section of $q: G \to Q$, and satisfies $t(\lambda x) = s(\lambda)t(x)$ for every $\lambda \in \Lambda$ and every $x \in Q$. For a $G$-quasi-invariant quasimorphism $f: N \to \mathbb{R}$ on $N$, define a function $f': G \to \mathbb{R}$ on $G$ by

$$f'(g) = \frac{1}{\#B} \sum_{b \in B} f(g \cdot t(b \cdot q(g))^{-1} t(b)).$$

Here observe that $g \cdot t(b \cdot q(g))^{-1} t(b) \in N$. Indeed, we have

$$q(g \cdot t(b \cdot q(g))^{-1} t(b)) = q(g)(b \cdot q(g))^{-1} b = c_Q.$$
Our goal is to show that \( f' \) is a quasimorphism which is an extension of \( f \). If \( g \in N \), then \( q(g) = e_Q \). Therefore we have

\[
f'(g) = \frac{1}{\#B} \sum_{b \in B} f(g \cdot t(b)^{-1} t(b)) = f(g).
\]

Next we have

\[
f'(g_1 g_2) = \frac{1}{\#B} \sum_{x \in B} f(g_1 g_2 \cdot t(x \cdot q(g_1 g_2))^{-1} t(x)) \sim_{D'(f)} \frac{1}{\#B} \sum_{x \in B} f(t(x) \cdot g_1 g_2 \cdot t(x \cdot q(g_1 g_2))^{-1}) = \frac{1}{\#B} \sum_{x \in B} f(t(x) \cdot g_1 \cdot t(x \cdot q(g_1))^{-1} \cdot t(x \cdot q(g_1)) \cdot g_2 \cdot t(x \cdot q(g_1 g_2))^{-1}) \sim_{D(f)} \frac{1}{\#B} \sum_{x \in B} \left( f(t(x) \cdot g_1 \cdot t(x \cdot q(g_1))^{-1}) + f(t(x \cdot q(g_1)) \cdot g_2 \cdot t(x \cdot q(g_1 g_2))^{-1}) \right) \sim_{2D'(f)} \frac{1}{\#B} \sum_{x \in B} \left( f(g_1 \cdot t(x \cdot q(g_1))^{-1} t(x)) + f(g_2 \cdot t(x \cdot q(g_1 g_2))^{-1} t(x \cdot q(g_1))) \right) = f'(g_1) + \frac{1}{\#B} \sum_{x \in B} f(g_2 \cdot t((x \cdot q(g_1)) \cdot q(g_2))^{-1} \cdot t(x \cdot q(g_1))).
\]

Hence it suffices to prove

\[
\frac{1}{\#B} \sum_{x \in B} f(g_2 \cdot t((x \cdot q(g_1)) \cdot q(g_2))^{-1} \cdot t(x \cdot q(g_1))) = f'(g_2).
\]

To see this, define a function \( F : Q \to \mathbb{R} \) by

\[
F(x) = f(g_2 \cdot t(x \cdot q(g_2))^{-1} t(x)).
\]

It suffices to see

\[
\sum_{x \in B} F(x) = \sum_{x \in B} F(x \cdot q(g_1)).
\]

Let \( \lambda_1, \ldots, \lambda_r \in \Lambda \) such that \( Bq(g_1) \subset \lambda_1 B \cup \cdots \cup \lambda_r B \). Define \( C_i \subset Bq(g_1) \) by

\[
C_i = \{ x \in Bq(g_1) \mid \lambda_i^{-1} x \in B \}.
\]

Since the map \( \Lambda \times (Bq(g_1)) \to Q, (\lambda, b) \mapsto \lambda b \) is also bijective, we have \( B = \lambda_1^{-1} C_1 \cup \cdots \cup \lambda_r^{-1} C_r \). Since \( t(\lambda x) = s(\lambda)t(x) \) and \( s \) is a homomorphism, \( F \) is left \( \Lambda \)-invariant. Thus, we
have
\[ \sum_{x \in B} F(x \cdot q(g_1)) = \sum_{x \in B(q(g_1))} F(x) = \sum_{i=1}^r \left( \sum_{x \in C_i} F(x) \right) = \sum_{i=1}^r \left( \sum_{x \in \lambda_i^{-1} C_i} F(x) \right) = \sum_{x \in B} F(x). \]

This completes the proof. \( \square \)

**Proof of Theorem 6.2.** The inequality \( \text{scl}_G(x) \leq \text{scl}_{G,N}(x) \) is obvious. Hence, it suffices to show \( \text{scl}_{G,N}(x) \leq 2 \cdot \text{scl}_G(x) \). It follows from Theorem 1.2 that there exists a \( G \)-invariant homogeneous quasimorphism \( f \) such that
\[ \text{scl}_{G,N}(x) - \varepsilon \leq \frac{1}{2} \cdot \frac{f(x)}{D(f)}. \]

It follows from Proposition 6.5 that there exists a quasimorphism \( f' \) on \( G \) such that \( f'|_N = f \) and \( D(f') = D(f) \). Let \( \overline{f} \) be the homogenization of \( f \). Then, it is known that \( D(\overline{f}) \leq 2D(f) \) (see [Cal09, Lemma 2.58]). Since \( f \) is a homogeneous quasimorphism, \( \overline{f}|_N = f \). Hence, Theorem 1.2 implies that
\[ \text{scl}_{G,N}(x) - \varepsilon \leq \frac{1}{2} \cdot \frac{f(x)}{D(f)} \leq \frac{\overline{f}(x)}{D(\overline{f})} \leq 2 \cdot \text{scl}_G(x). \]

Since \( \varepsilon \) is an arbitrary positive number, this completes the proof. \( \square \)

7. **On equivalences of \( \text{cl}_G \) and \( \text{cl}_{G,N} \)**

Throughout this section, let \( q: G \to G/N \) denote the projection. The purpose in this section is to show some equivalence results concerning \( \text{cl}_{G,N} \) and \( \text{cl}_G \). Namely, we show the following two theorems:

**Theorem 7.1.** Assume that the projection \( G \to G/N \) has a section homomorphism \( s: G/N \to G \). Then for each \( x \in [G,N] \), the following inequalities hold:
\[ \text{cl}_G(x) \leq \text{cl}_{G,N}(x) \leq 3 \cdot \text{cl}_G(x). \]
**Theorem 7.2.** Assume that \( Q = G/N \) is a finite group. Then there exists a positive number \( C \) such that for every \( x \in [G, N] \), the following inequalities hold:

\[
cl_G(x) \leq cl_{G,N}(x) \leq C \cdot cl_G(x).
\]

**Corollary 7.3.** If \( G/N \) is finite or the projection \( q: G \to G/N \) has a section homomorphism, then \( cl_{G,N} \) and \( cl_G \) are equivalent on \([G, N]\).

Later, we will generalize Theorem 7.2 (see Theorem 7.16).

Here we give some remarks on Theorem 7.2. Recall that in the case of stable commutator lengths, the constant \( C \) can be taken to be 2 (Theorem 6.2). On the other hand, our estimation of \( C \) can be much larger. In fact, we do not know that there exists a constant \( C \) independent from \( G \) and \( N \) such that \( cl_G \leq C \cdot cl_{G,N} \).

**Lemma 7.4.** Let \( f_1, \ldots, f_k, g_1, \ldots, g_k, \alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_k \in G \) with

\[
q(f_i) = q(\alpha_i) \quad \text{and} \quad q(g_i) = q(\beta_i)
\]

for each \( i \in \{1, \ldots, k\} \). Then, \([f_1, g_1] \cdots [f_k, g_k]([\alpha_1, \beta_1] \cdots [\alpha_k, \beta_k])^{-1}\) is contained in \([G, N]\). Moreover, the following inequality holds:

\[
cl_{G,N}\left([f_1, g_1] \cdots [f_k, g_k]([\alpha_1, \beta_1] \cdots [\alpha_k, \beta_k])^{-1}\right) \leq 3k.
\]

**Proof.** We prove this lemma by induction on \( k \). The case \( k = 0 \) is obvious. Suppose \( k = 1 \), and set \( f = f_1, g = g_1, \alpha = \alpha_1, \) and \( \beta = \beta_1 \). Then, there exist \( h_1, h_2 \in N \) such that \( f = \alpha h_1 \) and \( g = \beta h_2 \). Then we have

\[
[f, g][\alpha, \beta]^{-1} = [\alpha h_1, \beta h_2][\alpha, \beta]^{-1} = \alpha h_1 \beta h_2 h_1^{-1} \alpha^{-1} h_2^{-1} \beta^{-1} \beta \alpha \beta^{-1} \alpha^{-1} = \alpha h_1 \beta h_2 h_1^{-1} \alpha^{-1} h_2^{-1} \beta \alpha \beta^{-1} \alpha^{-1} = \alpha \beta (-h_1 \beta h_1^{-1} h_2 h_2^{-1} h_2^{-1} \alpha^{-1}) \beta^{-1} \alpha^{-1} = (\alpha \beta) [\beta^{-1}, h_1][h_1, h_2][h_2, \alpha^{-1}] (\alpha \beta)^{-1}.
\]

Since \( cl_{G,N} \) is \( G \)-invariant, we have \( cl_{G,N}([f, g][\alpha, \beta]^{-1}) \leq 3 \). Suppose \( k \geq 2 \), and set \( \gamma = [\alpha_1, \beta_1] \cdots [\alpha_{k-1}, \beta_{k-1}] \). Then we have

\[
[f_1, g_1] \cdots [f_k, g_k]([\alpha_1, \beta_1] \cdots [\alpha_k, \beta_k])^{-1} = ([f_1, g_1] \cdots [f_{k-1}, g_{k-1}] \gamma^{-1}) \gamma (\alpha_k, \beta_k)^{-1} \gamma^{-1}.
\]

By the \( G \)-invariance of \( cl_{G,N} \) and the inductive hypothesis, we conclude

\[
cl_{G,N}\left([f_1, g_1] \cdots [f_k, g_k]([\alpha_1, \beta_1] \cdots [\alpha_k, \beta_k])^{-1}\right) \leq 3(k-1) + 3 = 3k. \quad \square
\]

**Proof of Theorem 7.1.** Let \( s: G/N \to G \) be a section homomorphism of \( q: G \to G/N \). Then, it follows from Lemma 7.4 that \( cl_G(x \cdot s \circ q(x)^{-1}) \leq 3 \cdot cl_{G,N}(x) \). In particular, if \( x \in [G, N] \subset N \), then \( q(x) = 1_G \) and hence

\[
cl_G(x) = cl_G(x \cdot s \circ q(x)^{-1}) \leq 3 \cdot cl_{G,N}(x). \quad \square
\]
Next we prove Theorem 7.2. For the proof, we need the following proposition:

**Proposition 7.5.** If $G$ is finitely generated and $G/N$ is finite, then the group $[G,G]/[G,N]$ is finite.

In what follows, we will prove Proposition 7.5. The proof of the following proposition is straightforward, and hence omitted:

**Proposition 7.6.** Let $\Gamma$ be a group and $f: N \to \Gamma$ a group homomorphism. Then $f$ is $G$-invariant if and only if $[G,N] \subset \text{Ker}(f)$.

For a pair $A$ and $B$ of abelian groups, we write $\text{Hom}(A,B)$ to mean the abelian group of homomorphisms from $A$ to $B$. Proposition 7.6 implies the following corollary.

**Corollary 7.7.** $H^1(N)^G = \text{Hom}(N/[G,N], \mathbb{R})$.

**Corollary 7.8.** Assume that the exact sequence $1 \to N \to G \to G/N \to 1$ virtually splits. Then the map $p^*: \text{Hom}(N/([G,G] \cap N), \mathbb{R}) \to \text{Hom}(N/[G,N], \mathbb{R})$ induced by the natural projection $p: N/[G,N] \to N/([G,G] \cap N)$ is an isomorphism.

**Proof.** By Proposition 6.5, every $G$-invariant homomorphism $N \to \mathbb{R}$ can be extended to $G$ as a homomorphism. Hence the map $\text{Hom}(G/[G,G], \mathbb{R}) \to \text{Hom}(N/[G,N], \mathbb{R})$ is surjective. Since this map is a composition of

$$\text{Hom}(G/[G,G], \mathbb{R}) \to \text{Hom}(N/([G,G] \cap N), \mathbb{R}) \xrightarrow{p^*} \text{Hom}(N/[G,N], \mathbb{R}),$$

we have that $p^*$ is surjective. Also, since $p$ is surjective, $p^*$ is injective. □

**Corollary 7.9.** If $N$ is a finitely generated group and the exact sequence $1 \to N \to G \to G/N \to 1$ virtually splits, then the group $([G,G] \cap N)/[G,N]$ is finite.

**Proof.** Set $K = ([G,G] \cap N)/[G,N]$. Then, $K$ is the kernel of the projection $p: N/[G,N] \to N/([G,G] \cap N)$. Since $\mathbb{R}$ is an injective abelian group, we have the following short exact sequence:

$$0 \to \text{Hom}(N/([G,G] \cap N), \mathbb{R}) \xrightarrow{p^*} \text{Hom}(N/[G,N], \mathbb{R}) \to \text{Hom}(K, \mathbb{R}) \to 0.$$ 

Since $p^*$ is an isomorphism (Corollary 7.8), we have $\text{Hom}(K, \mathbb{R}) = 0$.

Since $N$ is finitely generated, $N/[G,N]$ is a finitely generated abelian group. Since $K \subset N/[G,N]$, we have that $K$ is a finitely generated abelian group. If $K$ is not finite, then $K$ has $\mathbb{Z}$ as a direct summand, and hence $\text{Hom}(K, \mathbb{R}) \neq 0$. This is a contradiction. □

**Proof of Proposition 7.5.** Since $G$ is finitely generated and $G/N$ is finite, we have that $N$ is finitely generated. Hence, Corollary 7.9 implies that $([G,G] \cap N)/[G,N]$ is finite. Since $[G,G]/([G,G] \cap N)$ embeds into $G/N$, it is a finite group. Therefore, we obtain the conclusion. □
We are now ready to define the constant $C$ in Theorem 7.2. In the rest of this paper, we write $Q$ for $G/N$, and assume that $Q$ is a finite group. Let $s: Q \to G$ be a set-theoretic section of $q: G \to Q$, and $G(s)$ the subgroup of $G$ generated by $s(Q)$.

**Lemma 7.10.** The group $W(s) = [G(s), G(s)]/([G(s), G(s)] \cap [G, N])$ is finite.

**Proof.** Set $N(s) = G(s) \cap N$. Since $G(s)/N(s)$ can be embedded into $G/N$, we have that $G(s)/N(s)$ is a finite group. Since $G(s)$ is finitely generated, it follows from Proposition 7.5 that $[G(s), G(s)]/[G(s), N(s)]$ is finite. Since $[G(s), N(s)] \subset [G(s), G(s)] \cap [G, N]$, we have that $[G(s), G(s)]/[G(s), G(s)] \cap [G, N]$ is finite. □

Set $M(s) = \#W(s)$. Define a non-negative number $C(s)$ to be the maximum of the following finite subset of $\mathbb{R}$:

$$\left\{ \frac{\text{cl}_{G,N}([\alpha_1, \beta_1] \cdots [\alpha_k, \beta_k])}{k} : 1 \leq k \leq M(s), \alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_k \in s(Q), [\alpha_1, \beta_1] \cdots [\alpha_k, \beta_k] \in [G, N] \right\}$$

Then, Theorem 7.2 immediately follows from the following theorem.

**Theorem 7.11** (Precise form of Theorem 7.2). Assume that $Q = G/N$ is finite, and let $s: Q \to G$ be a set-theoretic section of $q: G \to Q$. Then, for every $x \in [G, N]$, the inequality $\text{cl}_{G,N}(x) \leq (C(s) + 3) \cdot \text{cl}_G(x)$ holds.

We will employ the following lemma for the proof of Theorem 7.11.

**Lemma 7.12.** Let $W$ be a finite group, set $M = \#W$, and let $w_1, \ldots, w_M \in W$. Then there exists a pair $(i, j)$ of elements in $\{1, \ldots, M\}$ such that $i \leq j$ and $w_i w_{i+1} \cdots w_j = e_W$.

**Proof.** For each $k \in \{0, 1, \ldots, M\}$, set $v_k = w_1 \cdots w_k$. In particular, we have $v_0 = e_W$. Then, the pigeonhole principle implies that there exists a pair $(i', j)$ of elements in $\{0, 1, \ldots, M\}$ such that $i' < j$ and $v_{i'} = v_j$. By setting $i = i' + 1$, we have completed the proof. □

We are now ready to prove Theorem 7.11.

**Proof of Theorem 7.11.** Let $x \in [G, N]$ and set $n = \text{cl}_G(x)$. Then, there exist $f_1, \ldots, f_n, g_1, \ldots, g_n \in G$ such that $x = [f_1, g_1] \cdots [f_n, g_n]$. Set $\alpha_i = s \circ q(f_i)$, $\beta_i = s \circ q(g_i)$, $w_i = [\alpha_i, \beta_i]$, and $y = w_1 \cdots w_n = [\alpha_1, \beta_1] \cdots [\alpha_n, \beta_n]$. It follows from Lemma 7.4 that $xy^{-1} \in [G, N]$ and $\text{cl}_{G,N}(xy^{-1}) \leq 3n$. Note that $x, xy^{-1} \in [G, N]$ implies that $y \in [G, N]$. Hence it suffices to show

$$\text{cl}_{G,N}(y) \leq C(s) \cdot n.$$

To show this, we use the following claim:

**Claim.** For a pair $r$ and $a$ of elements in $G$, let $r^a$ denote $ara^{-1}$. Then, $y$ can be written as

$$y = r_1^{a_1} \cdots r_l^{a_l}$$
which satisfies the following conditions:

1. Each $r_j$ is a product of $m_j (s(Q), s(Q))$-commutators. Here, $m_j \leq M(s)$.
2. $m_1 + \cdots + m_l = n$
3. $a_j \in G(s)$.

We prove the claim by induction on $n$. If $n \leq M(s)$, then it suffices to set $r_1 = y$ and $a_1 = e_G$. Suppose $n > M(s)$. Since

$$W(s) = [G(s), G(s)]/([G, N] \cap [G(s), G(s)])$$

is a finite group, Lemma 7.12 implies that there exists a pair $(i, j)$ of elements in $\{1, \cdots, n\}$ such that $i \leq j$ and $r_1 = w_1 \cdots w_j \in [G, N] \cap [G(s), G(s)]$. Then we have

$$y = w_1 \cdots w_n = r_1^{w_1 \cdots w_{i-1}} \cdot (w_1 \cdots w_{i-1} w_{j+1} \cdots w_n).$$

By applying the inductive hypothesis to $w_1, \cdots, w_{i-1} w_{j+1} \cdots w_n$, we have completed the proof of Claim. Then, we have that $cl_{G,N}(r_j) \leq C(s) \cdot m_j$. Indeed, if we set $r_j = [\alpha_1, \beta_1][\alpha_2, \beta_2] \cdots [\alpha_{m_j}, \beta_{m_j}] (\alpha_1, \alpha_2, \ldots, \alpha_{m_j}, \beta_1, \beta_2, \ldots, \beta_{m_j} \in s(Q))$, then we have

$$cl_{G,N}(r_j) \leq cl_{G,N}([\alpha_1, \beta_1][\alpha_2, \beta_2] \cdots [\alpha_{m_j}, \beta_{m_j}])$$

$$\leq cl_{G,N}([\alpha_1, \beta_1][\alpha_2, \beta_2] \cdots [\alpha_{m_j}, \beta_{m_j}]) \cdot m_j$$

$$\leq C(s) \cdot m_j.$$ 

Hence by the conjugacy invariance of $cl_{G,N}$,

$$cl_{G,N}(y) \leq \sum_{j=1}^{l} C(s) \cdot m_j = C(s) \cdot n.$$ 

This completes the proof of Theorem 7.11.

In what follows, we discuss two applications of our theorems. As the first application, let us consider the equivalence problem of $cl_G$ and $cl_{G,N}$ on braid groups. Let $B_n$ and $P_n$ denote the braid group and the pure braid group on $n$ strands, respectively. Note that there exists an exact sequence

$$1 \to P_n \to B_n \to \mathfrak{S}_n \to 1,$$

where $\mathfrak{S}_n$ denotes the symmetric group of degree $n$. It is known that the index homomorphism $B_n \to \mathbb{Z}$ defined by $\sigma_i \mapsto 1$, where $\sigma_i$ is the $i$th Artin generator, is the abelianization map of $B_n$. Hence, we have an exact sequence

$$1 \to [B_n, B_n] \to B_n \to \mathbb{Z} \to 1.$$ 

**Example 7.13.** Since $P_n$ is a normal subgroup of finite index of $B_n$, Theorem 7.2 implies that $cl_{B_n}$ and $cl_{B_n, P_n}$ are equivalent on $[B_n, P_n]$. 

Example 7.14. If \( G/N \) is a free group, then the quotient map \( G \to G/N \) has a section homomorphism. Hence, Theorem 7.1 implies that \( \text{cl}_{G,N} \) and \( \text{cl}_G \) are equivalent on \([G,N]\). For example, we have that \( \text{cl}_{B_n} \) and \( \text{cl}_{B_n,[B_n,B_n]} \) are equivalent on \([B_n,[B_n,B_n]]\) since \( B_n/\langle B_n,B_n \rangle \cong \mathbb{Z} \) is a free group. Note that Kawasaki and Kimura [KK19] proved \( \text{scl}_{B_n} \) and \( \text{scl}_{B_n,[B_n,B_n]} \) are equivalent on \([B_n,[B_n,B_n]], \) provided that \( n \geq 5 \).

We also have the following exact sequence:

\[
1 \to P_n \cap [B_n,B_n] \to B_n \to \mathfrak{S}_n \times \mathbb{Z} \to 1.
\]

Although this example does not satisfy the assumption of Theorem 7.1 or Theorem 7.2 we in fact have the following result.

Proposition 7.15. For every positive integer \( n \), \( \text{cl}_{B_n} \) and \( \text{cl}_{B_n,P_n\cap [B_n,B_n]} \) are equivalent on \([B_n,P_n\cap [B_n,B_n]]\).

To prove Proposition 7.15 we provide the following theorem:

Theorem 7.16. Let \( N \) be a normal subgroup of a group \( G \) and \( q: G \to G/N \) be the quotient map. Assume that there exists a virtual section \((s,\Lambda)\) of \( q \) such that the image of \( s \) is contained in the center \( Z(G) \) for \( G \). Then, \( \text{cl}_{G,N} \) and \( \text{cl}_G \) are equivalent on \([G,N]\).

Note that Theorem 7.16 is a generalization of Theorem 7.1 (2) since the trivial subgroup is in the center. In order to prove Theorem 7.16 we employ the following lemma.

Lemma 7.17. Let \( \Lambda \) be a normal subgroup of \( G/N \). If the restriction of the quotient map \( q: G \to G/N \) to \( q^{-1}(\Lambda) \) has a section homomorphism whose image is contained in the center for \( G \), then \([G,N] = [G,q^{-1}(\Lambda)]\) and \( \text{cl}_{G,q^{-1}(\Lambda)}(x) = \text{cl}_{G,N}(x) \) for any \( x \in [G,N] \).

Proof. Let \( s \) be a section homomorphism of \( q|_{q^{-1}(\Lambda)} \) and set \( t = s \circ q: q^{-1}(\Lambda) \to s(\Lambda) \). Take \( \alpha \in G \) and \( \beta \in q^{-1}(\Lambda) \), and set \( b = t(\beta)^{-1} \beta \in N \). Then, since \( t(\beta) \in s(\Lambda) \subseteq Z(G) \), we have

\[
[\alpha,\beta] = \alpha t(\beta) b \alpha^{-1} b^{-1} t(\beta)^{-1} = ab \alpha^{-1} b^{-1} = [\alpha, b].
\]

Thus, \([G,N] = [G,q^{-1}(\Lambda)]\) and \( \text{cl}_{G,N} = \text{cl}_{G,q^{-1}(\Lambda)} \).

Proof of Theorem 7.16. Take the normal core \( \Lambda_0 \) of \( \Lambda \) in \( G/N \), which is also a subgroup of \( G/N \) of finite index; replace the virtual section \((s,\Lambda)\) with \((s|_{\Lambda_0},\Lambda_0)\). In this manner, we may assume that \( \Lambda \) is a normal subgroup of \( G/N \) of finite index. By Lemma 7.17 \( \text{cl}_{G,N} = \text{cl}_{G,q^{-1}(\Lambda)} \). Since \( G/q^{-1}(\Lambda) \) is a finite group, by Theorem 7.2 \( \text{cl}_{G,q^{-1}(\Lambda)} \) and \( \text{cl}_G \) are equivalent on \([G,N]\). □

Proof of Proposition 7.15. Set \( G = B_n \) and \( N = P_n \cap [B_n,B_n] \). Recall that \( G/N \cong \mathbb{Z} \times \mathfrak{S}_n \). It is known that \( Z(B_n) \cong \langle \Delta^2 \rangle \), where \( \Delta \) is the half twist, more precisely,

\[
\Delta = (\sigma_1 \sigma_2 \cdots \sigma_{n-1})(\sigma_1 \sigma_2 \cdots \sigma_{n-2}) \cdots (\sigma_1 \sigma_2) \sigma_1.
\]
Set
\[ \Lambda = q(Z(B_n)) \cong (n(n-1)\mathbb{Z}) \times \{0\} \subset \mathbb{Z} \times S_n. \]

Note that \( \Lambda \) is a normal subgroup of \( G/N \) of finite index. Define a homomorphism \( s: \Lambda \cong \mathbb{Z} \to q^{-1}(\Lambda) \) by \( s(k) = \Delta^{2k} \). Then \((s, \Lambda)\) is a virtual section of \( q \) and \( s(\Lambda) \subset Z(G) \). Therefore, by Theorem 7.16, \( cl_G \) and \( cl_{G,N} \) are equivalent on \([G,N]\). \( \square \)

The authors do not know whether \( cl_{B_{n}} \) and \( cl_{B_n,[P_n,P_n]} \) are equivalent on \([B_n,[P_n,P_n]]\).

As the second application, we exhibit examples related to free products. Let \( A, B \) be two groups (possibly non-commutative or infinite). Let \( q: A \ast B \to A \times B \) be the canonical surjection. Let \( G = A \ast B \) and \( N = \text{Ker}(q) \). Then, it is well known that \( N \) is a free group with basis \( \{[a,b] | a \in A - \{e_A\}, b \in B - \{e_B\}\} \). In the setting above, we have the following.

**Proposition 7.18.** Let \( A^{ab} \) and \( B^{ab} \) be the abelianizations of \( A \) and \( B \), respectively. Regard them as \( \mathbb{Z} \)-modules. Then we have
\[ N/[G,N] \cong A^{ab} \otimes_{\mathbb{Z}} B^{ab} \]
as \( \mathbb{Z} \)-modules.

**Proposition 7.19.** Assume that \( A \) has an involutive element, that means, there exists \( z \in A - \{e_A\} \) with \( z^2 = e_A \). Assume also that \#\( B \geq 2 \) and \((\#A,\#B) \neq (2,2) \). Then, on \([N,N]\), \( scl_{G,N} \) is not equivalent to \( scl_N \).

Before proceeding to the proofs, we make the following two remarks. First, if \#\( A < \infty \) and if \#\( B < \infty \), then \([G:N] = (\#A) \cdot (\#B) < \infty \). Note that \( N/([G,G] \cap N) \) always equals \( 0 \). Hence, under the assumptions above, Proposition 7.18 implies that
\[ \#(N/[G,N])/([G,N]) = \#(A^{ab} \otimes_{\mathbb{Z}} B^{ab}). \]
This number can be much larger than \([G:N] = (\#A) \cdot (\#B) \). In particular, in Proposition 7.5 we cannot bound \#(N/[G,N]) from above by any polynomial function in \([G:N]\).

Secondly, if either \( A \) or \( B \) is finite, then \( 1 \to N \to G \to Q = A \times B \to 1 \) virtually splits. Hence, Theorem 1.5 applies to this case. Nevertheless, Proposition 7.19 implies that in several cases, the restriction of \( scl_{G,N} \) on \([N,N]\) is not equivalent to \( scl_N \). We remark that the Cauchy theorem and the Feit–Thompson theorem imply the following: if a finite group does not admit an involutive element, then it must be solvable.

In the proofs of Propositions 7.18 and 7.19 we use the symbol \( s_{a,b} := [a,b] \in N \) for \( a \in A \) and \( b \in B \).

**Proof of Proposition 7.18.** For \( a \in A \) and \( b \in B \), let \( s_{a,b} \) be the image of \( s_{a,b} \) in \( N/[G,N] \). Since, \([G,N] \supseteq [N,N] \), we consider \( N/[G,N] \) as an additive group. Let \( c \in A \) and \( d \in B \). Then direct computation shows that
\[ c \cdot s_{a,b} \cdot c^{-1} = s_{ca,b} \cdot s_{c,b}^{-1} \quad \text{and} \quad d \cdot s_{a,b} \cdot d^{-1} = s_{a,d}^{-1} \cdot s_{a,db}. \]
Therefore, $N/[G, N]$ is the additive group generated by $\{s_{a, b} \mid a \in A, \ b \in B\}$ subject to the relations

$$s_{ca, b} = s_{c, b} + s_{a, b} \quad \text{and} \quad s_{a, db} = s_{a, d} + s_{a, b}$$

for $c \in A$ and $d \in B$. These relations imply that $s_{a, b}$ only depends on the image of $(a, b)$ under the natural projection $A \times B \to A^{ab} \oplus B^{ab}$. Hence, for $\alpha \in A^{ab}$ and $\beta \in B^{ab}$, the element $\bar{s}(\alpha, \beta) := s_{a, b} \in N/[G, N]$ is well-defined. Here, $(a, b)$ is a lift of $(\alpha, \beta)$ for the map $A \times B \to A^{ab} \oplus B^{ab}$.

To summarize, $N/[G, N]$ is the $\mathbb{Z}$-module generated by $\{\bar{s}(\alpha, \beta) \mid \alpha \in A^{ab}, \ \beta \in B^{ab}\}$ subject to the relations

$$\bar{s}(\alpha_1 + \alpha_2, \beta) = \bar{s}(\alpha_1, \beta) + \bar{s}(\alpha_2, \beta) \quad \text{and} \quad \bar{s}(\alpha, \beta_1 + \beta_2) = \bar{s}(\alpha, \beta_1) + \bar{s}(\alpha, \beta_2)$$

for $\alpha, \alpha_1, \alpha_2 \in A^{ab}$ and $\beta, \beta_1, \beta_2 \in B^{ab}$. This exactly means that $N/[G, N] \cong A^{ab} \otimes_\mathbb{Z} B^{ab}$, as desired.

**Proof of Proposition 7.19.** Let $z \in A$ be an involutive element; hence $z^{-1} = z$. We claim that there exists $h \in N$ such that $h$ and $zhz = zhz^{-1}$ do not commute. Indeed, if $\#B \geq 3$, then take two distinct elements $b_1, b_2 \in B - \{e_B\}$ and set $h = s_{z, b_1} s_{z, b_2}$. Otherwise, $\#A > 2$ and $B \neq \{e_B\}$ by assumption; in this case, take $a \in A - \{e_A, z\}$ and $b \in B - \{e_B\}$, and set $h = s_{a, b}$. Let

$$x = h(zhz)h^{-1}(zh^{-1}z) \in [N, N].$$

Note that $zzz = x^{-1}$. This implies that $scl_{G, N}(x) = 0$ by Theorem 1.2. Indeed, note that $f(x) = f(zxz) = -f(x)$ for every $f \in Q^b(N)^G$. (Or, observe that $x^{2n} = (zx^{-n}z)x^n = [z, x^{-n}]$ for every $n \in \mathbb{Z}$.) On the other hand, $x$ is a non-trivial element of the commutator subgroup of the free group $N$. Since the rank of $N$ is at least 2 by assumption, we conclude that $scl_N(x) > 0$. Indeed, consider an appropriate counting quasimorphism on $N$ constructed by Brooks [Bro81], and apply Theorem 1.1. It completes our proof. \qed
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