Low coherence digital holography microscopy based on the Lorenz-Mie scattering model
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Abstract: We demonstrate the use of low spatial and temporal coherence holography microscopy, based on the Lorenz-Mie model, using the standard tungsten-halogen lamp present in an inverted microscope. An optical model is put forward to incorporate the effect of spectral width and different incidence angles of the incident light determined by the aperture at the back focal plane of the condenser lens. The model is validated for 899 nm diameter polystyrene microspheres in glycerol, giving a resolution of 0.4% for the index of refraction and 2.2% for the diameter of the particles.
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1. Introduction

Accurate and precise characterization of spherical colloidal particles is an important method in research fields such as biosensing [1–7], microscopy techniques [8–11], fluid flow tracing [12,13], the study of elect羅kinetic effects with tracer particles [14] and food monitoring [15–17]. The size and refractive index of the colloidal particles are two properties often sought after as the first leads to information on the size distribution of the dispersion and the second gives insight in the composition and structural properties such as a coating or porosity.

In the last decade holographic video microscopy based on fitting the acquired particle images to simulated Lorenz-Mie scattering holograms has proven to allow accurate
characterization of single spherical particles with high resolving power. This microscope-compatible method is able to capture time-dependent information on the position of individual spheres in three dimensions, on the particle’s diameter and on its refractive index. A resolution down to 1 nm in radius and less than 0.001 refractive index units (RIU) has been demonstrated for individual particles [18]. The potential to expand the technique to the fitting of more complex scattering theories has been validated for a multisphere model [19], the discrete dipole approximation [20,21] and core-shell particles [22,23].

The typical implementation uses a highly coherent laser beam as the illumination source. Forward scattered light from a particle interferes with the incident beam, leading to an interference pattern. Using a highly coherent and powerful laser beam allows to generate a near-planar incident light field over a large field of view, to obtain a high hologram contrast, and to use short exposure times to avoid blurring related to particle movement (e.g. due to Brownian motion or drift). The technique makes it possible to detect biochemical reactions on polymer bioprobes such as avidin-biotin reaction [6], to estimate the porosity of single particles [24], and to inspect the quality of milk [16] and protein aggregates [25].

Up to now the idea of using a low-coherence illumination source has not been investigated for Lorenz-Mie holographic video microscopy. It is known however that a partially coherent light source has advantages over a strongly coherent one, such as cancellation of coherence noise, avoiding overlap of long-ranging scatter patterns from multiple particles, and lower sensitivity to environmental changes or defects along the optical path. These factors may potentially limit the attainable resolving power and are associated to the high coherence length of the light source [26]. Another possible reason to opt for a partially coherent light source is an overall reduction in system cost.

These advantages were explored earlier in a video microscopy setup with Köhler illumination [7]. Here an image analysis method based on multiple image moments was used to analyze images of light scattered by micrometer-sized plastic spheres with different radii and composition. The method achieves a resolution of 0.4% in refractive index and 1% in size. However, the method relies on the availability of calibration standards, because no optical modeling is involved.

A partially coherent light source typically diminishes or completely cancels coherence noise, at the cost of reducing the theoretically attainable resolving power [26,27]. The use of a low-coherence illumination method has already demonstrated its potential to probe the size and refractive index of micrometer sized colloidal particles [28], and as a general holographic microscopy method [27,29].

In this article we investigate the use of a low-coherent light source for in-line Lorenz-Mie holography. We use the standard tungsten-halogen lamp present in an inverted Nikon Ti-Eclipse microscope as a non-coherent light source and make it partially coherent by using a combination of an aperture at the back focal plane of the condenser and a narrow bandpass color filter. The necessary adjustments to the theory and the effect of partial coherence are described. Additionally, we describe a center detection method that can cope with a large range of noise levels. Decoupling the center detection from the 2D image hologram fitting results in a substantial computational performance gain, which can be realized by matching the noise-filtered radial profile to the theoretical Lorenz-Mie scattering profile. The method is validated in two ways. Firstly the correlation between the resulting diameter or refractive index and the fitted z-position of the particle is determined. Thereafter the method is tested to verify if the particle’s properties correspond to the values provided by the manufacturer.

2. Materials

The test sample consists of a dispersion of polystyrene microspheres from Polysciences having a narrow size distribution. The batch was certified (NIST traceable) having a mean diameter of 899.0 ± 11.3 nm and a standard deviation of 31 nm. The microspheres are
dispersed in glycerol with 0.02 wt% Tween20 to stabilize the dispersion. By diluting the suspension to a degree where on average only one particle is present in the volume of view (80 µm x 80 µm x 90 µm for a 100x objective) it is possible to avoid overlap of scatter patterns.

The sample is loaded by capillary means in a microfluidic channel. These microfluidic devices are fabricated with a #1 microscope cover glass and a microscope slide. These are first thoroughly cleaned by consecutively rinsing them in an ultrasonic bath with an RBS solution in DI water for 15 minutes, in pure DI water for 15 minutes, blown dry with nitrogen air, in acetone for 15 minutes, in isopropanol for 15 minutes, in DI water for 15 minutes and finally blown dry with nitrogen air. The channel side walls are fabricated using a DispenseMate glue plotter dispensing a dispersion of 90 µm diameter silica microspheres (MO-SCI Speciality Products, LLC) in Norland Optical Adhesive 68 UV-curable glue. After bringing the slides together the glue is cured with UV light.

3. Optical setup

The experiments are conducted using a Nikon Ti Eclipse inverted microscope, schematically depicted in Fig. 1. The standard 100 W tungsten-halogen lamp serves as the illumination source. A diffuser, placed between the field diaphragm and the lamp, eliminates spatial variations in brightness over the sample plane. To impose a certain degree of spectral coherence a color filter (excitation filter of the Nikon G-2A filter cube, having a bandpass characteristic from 510 to 560 nm) is placed behind the diffuser to select the desired spectral coherence. Additionally, an aperture (1000 µm diameter) is placed at the back focal plane of the condenser lens (a 1 inch diameter Thorlabs achromatic doublet with 30 mm focal distance) to increase the spatial coherence. The incident and scattered light are collected using a high numerical aperture, high magnification objective (Nikon CFI Plan Fluor 100X oil immersion objective with NA = 1.3) and imaged on an Andor iXon DU885 EMCCD camera.

The alignment of optical components is as follows. The distance between the aperture and the condenser lens is set so that a collimated beam is obtained, i.e. a sharp image of the aperture forms at infinity. Practically this is achieved by forming a sharp image of the aperture on a wall 5 m away from the microscope. To allow for tilt correction of the incident beam with respect to the optical axis the aperture is placed on an XY-stage. When the sample is loaded and the objective is focused at the desired focal plane, the complete condenser system is translated along the optical axis until the field diaphragm is in focus and Köhler illumination is obtained.

During experiments the field diaphragm is matched with the field of view on the camera to reduce the collection of light scattered by particles outside of the field of view. Additionally the exposure time (33 ms) was set to enable the maximum full frame rate while the EMCCD gain setting was chosen so that the intensity histogram of the full image is centered on the 14 bit dynamic range of the camera enabling maximum image intensity resolution without saturation.
4. Optical simulation model for the hologram

The standard Lorenz-Mie scattering model that is commonly used for holographic video microscopy, assumes a linearly polarized and monochromatic plane wave, incident on a spherical particle with diameter \( D_p \) and refractive index \( n_p \) in an isotropic and uniform medium with refractive index \( n_m \) \([30]\). The normalized hologram generated by the interference of a plane wave, travelling along the optical axis \( z \) and, linearly polarized along the \( \hat{1} \) direction, with the scattered field \( \hat{E}_{s,i} \) from a spherical particle centered at the origin \((z = 0)\), expressed in cylindrical coordinates is given by

\[
I_s(\rho, \varphi, z) = \left| e^{ikz}\hat{1} + \hat{E}_{s,i} \right|^2
\]

or

\[
I_s(\rho, \varphi, z) = 1 + 2Re\left(e^{ikz}\hat{1}\hat{E}_{s,i}^* + |\hat{E}_{s,i}|^2\right)
\]

with \( \rho \) the radial position in the focal plane, \( \varphi \) the polar angle in the focal plane and \( z \) the distance of the focal plane to the particle. The second term is the coherence term and the third term is the intensity of the scattered field.
For the microscope setup described above, the basic formula given here does not suffice. First of all, the incident light is not or only partially polarized. Additionally, the light is not monochromatic but has a certain spectral width. Finally, the incident light is not a plane wave but has a limited degree of spatial coherence determined by the finite aperture at the back focal plane of the condenser. These differences are addressed and incorporated in the theory presented below in order to simulate the hologram resulting from spherical particles in the microscope setup.

For a well-aligned microscope the camera and the focal plane are in conjugate planes. The hologram detected at the camera is the same hologram evaluated on the focal plane, apart from a magnification factor determined by the microscope setup.

### 4.1 Unpolarized light

As stated, Eqs. (1) and (2) hold for linearly polarized light. For light arbitrary polarized in the plane perpendicular to the optical axis the hologram profile can be described as

$$I_\lambda (\rho, \varphi, z) = \left| p_x \left( e^{i\varphi} \bar{E}_{\lambda,x} + \bar{E}_{\lambda,s} \right) + p_y \left( e^{i\varphi} \bar{E}_{\lambda,y} + \bar{E}_{\lambda,s} \right) \right|^2$$

(3)

Where \( p_x \) and \( p_y \) are complex values defining the polarization state and \( |p_x|^2 + |p_y|^2 = 1 \), \( x = \rho \cos(\varphi) \) and \( y = \rho \sin(\varphi) \). With incoherent, unpolarized light there is no fixed relationship between \( p_x \) and \( p_y \) over time. The cross product will therefore vanish leading to

$$I_\lambda (\rho, \varphi, z) = \left| p_x \left( e^{i\varphi} \bar{E}_{\lambda,x} + \bar{E}_{\lambda,s} \right) \right|^2 + \left| p_y \left( e^{i\varphi} \bar{E}_{\lambda,y} + \bar{E}_{\lambda,s} \right) \right|^2$$

(4)

Averaging this profile around the azimuthal angle \( \varphi \) and taking into account that the \( \varphi \)-averaged profiles for the \( x \)-polarization and \( y \)-polarization are indistinguishable, results in the radial profile given by

$$I_\lambda (\rho, z) = 1 + \Re \left\{ e^{i\varphi} \bar{E}_{\lambda,s}(\rho, z) \right\} + \frac{1}{2} \left| \bar{E}_{\lambda,s}(\rho, z) \right|^2$$

(5)

The factor \( \frac{1}{2} \) in the coherence and intensity term originates from the averaging of \( \cos^2 \varphi \) and \( \sin^2 \varphi \) in the vector terms. \( \bar{E}_{\lambda,s}(\rho, z) \) is the scattered electric field \( \bar{E}_{\lambda,s}(\rho, \varphi, z) \) where the azimuthal part is discarded.

The radial profile as seen in the focal plane at a distance of 15 µm away from the particle for \( \varphi = 0^\circ \) and \( 90^\circ \) for linearly polarized light along the \( y \)-axis ( \( \varphi = 90^\circ \)) is shown in Fig. 2 as a function of the scattering angle \( \theta \) with \( \tan(\theta) = \rho/z \). These clearly distinctive profiles demonstrate that the polarization state of the incident light should be known a priori or fitted when analyzing full 2D holograms stemming from polarized light. Not taking this into account leads to inaccuracies during the analysis of hologram images. Analysis of the azimuthal averaged radial profiles does not require knowledge of the polarization state of the incident light, resulting in an advantage over the analysis of full 2D holograms.
Fig. 2. Simulated radial intensity profile for a 899 nm PS particle in glycerol, illuminated with a plane wave ($\lambda = 500$ nm), for incident light that is linearly polarized along the x-axis. The profiles are taken for $\varphi = 0^\circ$ and $90^\circ$ for $z = 10 \mu$m.

4.2 Effect of spectral width

The finite spectral range is addressed by incoherently integrating the resulting holograms for every wavenumber $k$ in the incident field, weighted by the relative spectral density $w_k(k)$ of the incident light, within the spectral range $[k_1, k_2]$:

$$I_{ak}(\rho, z) = \int_{k_1}^{k_2} I_k(\rho, z)w_k(k)dk$$

(6)

Numerically, (6) can be computed efficiently and accurately by using a Gauss-Legendre quadrature.

Figure 3 illustrates the effect of spectral width for a constant spectral density, on the simulated scatter pattern for a particle dispersed in water at a distance of $z = 15 \mu$m above the focal plane. The incident light consists of a superposition of plane waves along the z-axis with different frequencies.

With increasing spectral width, we observe an angle-dependent decrease in contrast while the position of the minima/maxima peaks remains the same. Only for large $\Delta \lambda$ or large scattering angles these peaks start to shift.

Fig. 3. Effect of spectral width on the simulated polarization-averaged radial profile of the hologram for a 899 nm PS particle dispersed in glycerol at a distance of $z = 10 \mu$m above the focal plane. The spectral widths are $\Delta \lambda = 10$ nm, 30 nm and 50 nm around a central wavenumber 1/500 nm$^{-1}$. 
4.3 Effect of a finite aperture size

We use in our setup the tungsten halogen lamp standardly present in the microscope, which we assume to emit completely incoherent light. This allows us to treat the effect of a finite aperture size similarly as we did for the finite spectral range, i.e. by integrating the resulting holograms for every wave vector $\mathbf{k}$ in the incident field. Every point within the aperture is assumed to result in an illuminating plane wave (see Fig. 4(a)) with an inclination. The maximum inclination angle $\delta$ is defined by the diameter $d$ of the aperture and the focal distance $f$ of the condenser lens.

$$\tan(\delta_{\text{air}}) = \frac{d}{2f} \quad (7)$$

While the incident light is generated in air, the scattering field is generated in the liquid medium. A correction to obtain the polar angle $\delta_m$ of the incident field in the medium is required, according to Snell’s law.

$$\sin(\delta_{\text{air}}) = n_m \sin(\delta_m) \quad (8)$$

The measurements were performed using an aperture with a diameter of 1000 µm, corresponding to a maximum illumination angle in air of 0.95° for a focal distance of 30 mm.

Because the aperture is small, the hologram resulting from a point in the aperture at a distance $\sigma$ from the center is in good approximation given by the hologram from the central point that is shifted over a distance $\sigma z / f$ in the radial direction $\rho$. To obtain the hologram for the full aperture, we have to average the holograms that are shifted over a disc with radius $\Delta = \frac{z d}{2n_m f}$ as shown in Fig. 4(b). By inserting (7) and (8) and making use of the small-angle approximation $\sin(\delta_m) \approx \tan(\delta_m)$ we obtain $\Delta = \frac{zd}{2n_m f}$. The resulting intensity for the radial profile is given by:

$$I_\rho(\rho, z) = \frac{1}{\pi\Delta^2} \int_0^{\pi/2} \int_0^{\Delta} I_{\delta M}(\rho', z)sdsd\varphi \quad (9)$$

Where $\rho'$ is the radial coordinate in the shifted hologram. This can be related to the radial coordinate $\rho$ in the original hologram:

$$\rho' = \sqrt{x'^2 + y'^2} = \sqrt{(x + s)^2 + y^2} = \sqrt{\rho \cos(\varphi) + s}^2 + (\rho \sin(\varphi))^2$$

$$= \sqrt{\rho^2 + s^2 + 2s\rho \cos \varphi} \quad (10)$$

Here, we have chosen to make the displacement only along the x-axis. Due to angular symmetry in the hologram the resulting angularly averaged profile for a hologram shifted over a distance $s$ will be identical for every direction the shift is performed in.

This finally leads to

$$I_\rho(\rho, z) = \frac{1}{\pi\Delta^2} \int_0^{\pi} \int_0^{\Delta} I_{\delta M}(\sqrt{\rho^2 + s^2 + 2s\rho \cos \varphi}, z)sdsd\varphi \quad (11)$$

Inserting (6) for the spectral range leads to
\[ I_{\text{sim}}(\rho, z) = \frac{1}{\pi \Delta^2} \int_0^{2\pi} \int_0^{\Delta} I_i \left( \sqrt{\rho^2 + s^2 + 2s\rho \cos \varphi} \right) w_i(k) ds d\varphi \]  

(12)

with \( I_i(\rho, z) \) given by (5) which can be calculated with the standard equations for Lorenz-Mie theory [30].

Fig. 4. (a) Schematic of the incident light on an aperture with diameter \( d \). (b) Schematic representation of a spherical particle illuminated under an angle.

How well this approximation holds is illustrated in Fig. 5(a), showing the comparison between the approximation and the exact simulation for different values of an aperture as defined through \( \delta_{\text{air}} \). The approximation and the exact solution match well, but starts to fail at larger scattering angles \( \theta \) and larger illumination angles \( \delta_{\text{air}} \). The phase of the scattered field can even be off by \( \pi \) as can be seen in Fig. 5(b) for \( \delta = 2.0^\circ \) and \( \theta > 20^\circ \) where the approximation shows minima in intensity while the exact solution gives maxima. For \( \delta = 1.0^\circ \) the phase is off by \( \pi \) starting at \( \theta \approx 35^\circ \) (not shown on the figure). The scattering angle for which the phase is off by \( \pi \) thus shifts to lower values with an increasing value for \( \delta \).

Fig. 5. (a) Effect of illumination aperture as defined by \( \delta_{\text{air}} \) on the simulated radial profile for a 899 nm diameter PS particle in glycerol, illuminated with a single wavelength \( \lambda = 500 \) nm. Both the exact simulation and the approximation are shown. Focal plane at \( z = 10 \) \( \mu \)m. (b) Zoom on the region for larger scattering angles \( \theta \) between 15° and 30°.

5. Image analysis and the fitting method

The final goal of the fitting method is to match the experimentally obtained radial profile \( I_{\text{norm}}(\rho) \) of the hologram with the simulated one \( I_{\text{sim}}(\rho) \) by minimizing the error

\[ \text{err} = \int_0^{R_{\text{crop}}} \left( I_{\text{norm}}(\rho) - I_{\text{sim}}(\rho) \right)^2 \rho d\rho \]  

(13)

where \( \rho \) is the radial coordinate and \( R_{\text{crop}} \) determines the cropping window for analysis.
In the first step the experimental image with the lamp ON is normalized by the background by

\[
I_{\text{norm}}(x, y) = \beta \frac{I_{\text{experiment}}(x, y)}{I_{\text{background}}(x, y)} \tag{14}
\]

The background image is preferentially obtained at the same xyz center position of the focal plane to eliminate the scattering of all nearby structures. For a freely diffusing particle this can be done by computing the median value for each pixel of all frames of the experiment. For the case where the objective is scanned along the optical axis, a second scan can be performed at a different xy position, free of scattering objects in the field of view. The fitting parameter \(\beta\) serves to compensate for possible intensity fluctuations of the incident light field and is fitted during minimization of the error in (13).

In contrast to the method in [31] where the full 2D image is used during fitting to a simulated hologram, our fitting method uses the radially averaged profile. Working with only the radial profile has advantages in computational speed and acts as a noise-filter. The particle’s center position \((x_c, y_c)\) must be known prior to this fit, however. Different algorithms exist for the center detection of particle images including the center of mass, Hough transform and voting [32], or center of symmetry transform. This last method outperforms the other mentioned methods in accuracy [33,34].

Direct implementation of the methods in [33,34] is not feasible as the images acquired through our method suffer from a high level of noise since a small aperture is used and only a small fraction of the light from the lamp reaches the camera. This high noise level makes the calculation of an image gradient cumbersome without heavy application of noise filtering algorithms. We can alternatively find the particle’s center by directly searching for the center of symmetry, weighted by the angular averaged contrast. This makes the intermediate step of image gradient calculation obsolete.

The used center detection algorithm works by maximizing a functional corresponding to the maximum contrast and center of symmetry using a Nelder-Mead optimization algorithm.

\[
\text{contrast} = \frac{\left(\int (I_{\text{norm}}(x + \rho \cos \theta, y + \rho \sin \theta) - I_{\text{norm}}(x - \rho \cos \theta, y - \rho \sin \theta)) \rho d\rho d\theta \right)^\rho}{\int (I_{\text{norm}}(x + \rho \cos \theta, y + \rho \sin \theta) - I_{\text{norm}}(x - \rho \cos \theta, y - \rho \sin \theta)) \rho d\rho d\theta} \tag{15}
\]

The nominator calculates the contrast for a center candidate \((x_c, y_c)\) with respect to the background value equal to 1. This contrast is weighted by a value proportional to the angular symmetry of the pattern, taking into account possible anisotropy due to (partial) polarization.

The calculation of the contrast indirectly relies on the value of \(\beta\) through \(I_{\text{norm}}\). Because \(\beta\) is only known after fitting the image we can use the value of \(\beta\) from the previous frame. This is justified as it has only a minor effect on the center detection. It mainly serves to prevent the optimization algorithm from converging to an area without particle.

The schematic workflow is illustrated for an experimental obtained image in Fig. 6.
Fig. 6. Example of the center detection method for a 899 nm diameter PS particle in glycerol illuminated with the G-2A colour filter and made use of an aperture with diameter of 1000 µm.

(a) The full frame (1004 x 1002 pixels) raw image $I_{raw}(x, y)$ as acquired by the camera. Each pixel corresponds to 80 nm x 80 nm in the object plane. (b) Background normalized image $I_{norm}(x, y)$. (c) The top part shows the centered background normalized image, the bottom part shows the centered noise reduced radial profile expanded to a 2D image. (d) The averaged radial profiles $I_{rad}(ρ)$ for the three different positions marked in (c). (e)-(g) Polar plot of the intensity for the three different center position candidates marked in (c). (h) Shows a plot of the weighted contrast (red) in the vicinity of the particle’s center. The scalebar in (a), (b), (c) and (h) corresponds to 10 µm.

When the particle center is located the radius, refractive index, z-position and $β$ are fitted by using a Levenberg-Marquandt minimization algorithm on (13) to find the best fit.

Since the theoretical model is most suitable for smaller scattering angles and smaller illumination angles, the radial profile is cut off at a (half)-scattering angle of $θ_{crop} = 20°$. This also reduces the required computing time during fitting. The relationship between this angle and the radius $R_{crop}$ on the camera, with $M$ the magnification in use in the microscope, is given by

$$R_{crop} = \frac{z}{M} \tan(θ_{crop})$$

(16)
The distance between the particle and the focal plane $z$ is not known a priori and is one of the fitting parameters. We can make use of the fitting result of the previous frame and use this value as an approximation, however.

6. Results and discussion

6.1 Influence of corrections

To study the influence of the corrections made to the optical model for the calculation of the scattering hologram the analysis of a video is presented here with the various corrections applied or not. Only data for $|z| > 5$ µm is shown.

![Fig. 7](image)

As can be seen from Fig. 7, the model adaptations lower the correlation between the obtained refractive index or diameter and the obtained $z$-position of the particle. This validates the optical model for taking most of the $z$-dependent effects into account.

Additionally, the obtained $z$-position is almost independent of the effects we have corrected for. Holographic video microscopy based on fitting of Lorenz-Mie scattering profiles can thus be considered a very powerful tool to track spherical particles in 3D.

Comparison between the experimentally found radial profile, the fit and the nominally expected values are shown in Fig. 8 for a single frame around $z = 5$ µm and $z = 15$ µm. Although only the part where $\theta < 20^\circ$ was used during fitting, the correspondence between the experimental data and the fit are also good at larger scattering angles for $z = 15$ µm. This is not the case for $z = 5$ µm, where a discrepancy can be found for larger angles.

The expected curve, obtained by simulating a hologram formed for a particle with size given by the manufacturer and a refractive index as found in literature, shows a higher
contrast than measured (approximately 26% and 30% at the forward scattering angle $\theta = 0^\circ$ for respectively $z = 15 \ \mu m$ and $z = 5 \ \mu m$). This results in a fit where the measured refractive index is lower than that found in literature for bulk material. The particle’s size is within the constraints of the specifications as given by the manufacturer, however.

Fig. 8. Simulated, fitted and nominally expected radial intensity profile from a single frame for a particle in glycerol at two different $z$-positions. During the fit only data corresponding to $\theta < 20^\circ$ was used. (a) $z = 5 \ \mu m$. (b) $z = 15 \ \mu m$

6.2 Particles in glycerol

To reduce the refractive index mismatch between the immersion liquid of the objective, the glass slide and the dispersion medium, the polystyrene particles were dispersed in glycerol having a refractive index of 1.47, close to that of glass ($n_{\text{glass}} = 1.515$). Because of its high viscosity (1400x that of water at room temperature) Brownian motion of the particles is drastically reduced. To obtain a $z$-scan of a particle the objective (and thus the focal plane) was moved over a range of 60 $\mu m$ (in steps of 25 nm). An exact background could therefore not be obtained, but was created by performing the same $z$-scan at a nearby $xy$-position in the absence of any particles.

For small distances to the focal plane the fit results in questionable fitting values. Therefore we've cleaned up the data based on the fitting result of $\beta$. Frames for which $\beta$ deviates more than 0.5% from the found nominal value were discarded.

A histogram together with the mean and standard deviation of the refractive index and diameter is shown per particle in Fig. 9. The values for the diameter are consistent with that specified by the manufacturer. The refractive index is systematically lower (around 1.57) than that previously found for polystyrene microspheres (1.59-1.60) [35,36]. As was coined before in [24] polystyrene particles may possess some degree of porosity depending on the fabrication parameters.

Fig. 9. Histogram of the measured diameter and refractive index for the six individual particles over the complete $z$-range. Identical colors in the two histograms correspond to the same particle.

The results show a resolution around 20 nm or 2.2% for the diameter and 0.006 or 0.4% in absolute value for the refractive index (6% relative to the difference between the RI of the particle and that of the medium). These values are similar as those obtained in our previous size and refractive index analysis method as described in [37,38] with the added advantage that it does not rely on calibration standards.
7. Conclusion and outlook

We have demonstrated a working low-coherence holographic characterization tool for spherical polystyrene particles in glycerol. The optical model put forward is able to characterize particles for a broad range of distances to the focal plane with limited cross-correlation between the found $z$-position, and refractive index and diameter.

Here an approximate model for the aperture effect was put forward, limiting the fit to low scattering angles. Fitting of larger scattering angles would allow the user to garnish the full potential resolving power of the technique and also allow the use of larger aperture sizes to allow for more incident light.

The measured refractive index is lower than that found in literature. This can be due to either an effect which was not taken into account or because the particles actually have a lower refractive index. Since the method shows that the diameter is close to the diameter certified by the manufacturer, we tend to believe that the latter is true. More measurements with particles from different materials and with different sizes are needed to make hard conclusions, however.

The number of particles analyzed is rather low. Sufficient to demonstrate the method, but not enough to obtain statistical relevant data. In follow-up studies we plan to speed up the analysis workflow and test the method with different kinds of particles (different sizes and different materials). The current implementation still requires approximately 50 s for fitting of a single hologram, which is too slow to enable the analysis of a statistical relevant number of particles.

Other improvement routes could be to use an LED to obtain more light at the same coherence level and hereby increasing the resolving power.
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