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We consider three dimensional superconductors in class DIII with a four-fold rotation axis and inversion symmetry. A systematic theoretical understanding of topological band structures for both insulators and BdG superconductors with time reversal and particle-hole symmetry has been obtained in every dimension [3–5]. The common physical feature of these topological band structures is that they have gapless boundary states, which cannot be realized as independent local lattice systems, i.e. without the presence of the higher dimensional bulk. A fruitful interplay with experiment has resulted in the prediction and discovery of many materials realizing these topological phases [2, 6–25].

The original periodic table of topological phases places the band insulators and BdG superconductors in ten Altland-Zirnbauer symmetry classes [26], based on their properties related to time reversal, particle-hole and chiral symmetry. However, it has been shown that also lattice symmetries can play a decisive role in the formation of topological band structures, leading to so-called topological crystalline insulators and superconductors [27–42]. By now, many crystalline topological insulators have also been observed in experiment [43–48]. The crystalline topological phases exhibit gapless boundary states, provided that the boundary surface respects the spatial symmetry protecting the phase.

Recently, it was realized that crystalline topological phases can have gapless modes not only the boundary of a sample, but also on the corners or the hinges. For example, in Refs. [49] the concept of a quadrupole model was introduced, where mirror symmetries protect fractional charges on the corners of the sample and a boundary polarization. In Ref. [50], it was shown how a 3D crystalline phase can exhibit chiral modes on the hinges of the sample. Topological phases that exhibit such fractionally charged or gapless modes on corners or hinges were dubbed ‘higher order topological phases’ [51]. Higher order topological phases have also been discussed in superconducting systems, where they for example give rise to Majorana states bound to the corners [52–54]. Recently, higher order topological insulators were proposed experimentally in Refs. [55–60].

Developing a complete theoretical understanding of crystalline and higher order topological band structures is currently a very active line of research [61–66]. Especially in the case of insulating systems [67–73] and two-fold spatial symmetries [74–78] substantial progress has been made. In Ref. [79], a general subclass of rotation symmetric crystalline topological superconductors exhibiting edge states in two and three dimensions was discussed.

The study of crystalline phases has also been extended to interacting systems. An intuitive picture of crystalline phases as the stacking of lower-dimensional strong topological phases was put forward in Refs. [80–82]. The stacking picture provides a physical interpretation for the proposed classification of interacting crystalline phases in bosonic systems of Ref. [83], where the gapless surface, hinge or corner modes correspond to the boundary modes of the lower dimensional stacked systems. Recently, explicit spin models exhibiting corner modes were constructed [84, 85]. See also the recent paper Ref. [86], where the effect of interactions on superconducting higher order topological phases is discussed.

In this work we focus on time reversal symmetric three-dimensional superconducting systems with $C_4$ symmetry. The non-trivial higher order phases we aim to study are physically distinguished from trivial phases by the presence of helical Majorana hinge modes, where the left and right moving Majorana modes $\gamma_L$ and $\gamma_R$ transform under time reversal as $\gamma_R \rightarrow \gamma_L$, $\gamma_L \rightarrow -\gamma_R$. In a recent work [87], higher order topological superconductors that break both $C_4$ and time reversal $T$ but preserve $C_4T$ were studied. It was found that such higher order topological superconductors also exhibit hinge modes. However, the hinge modes in Ref. [87] are chiral and are therefore different from the helical hinge modes we find in this work.

We first discuss how recent findings on higher order topology in 3D insulators generalize to superconductors with time-reversal, $C_4$ and inversion symmetry. We define band invariants that detect the presence of helical Majorana hinge modes on samples with open boundaries. For even-parity superconductors we show how a non-trivial higher order topological superconductor can
be obtained by combining a three dimensional topological insulator with a small pairing that has the appropriate symmetry properties. Because we start with a bulk insulating material the pairing only affects the low-energy modes on the boundary. It is subsequently shown that helical hinge modes can also robustly coexist with boundary Majorana cones due to a large difference in their crystal momentum. This coexistence, which we call hybrid higher order topology, has not been discussed before in the literature and does not yet exist in higher order topological insulators, though the possibility is a clear consequence of the stacking and packing picture \[80, 81\].

A bulk criterion for hybrid boundary modes is presented for weak-pairing odd-parity superconductors. For such odd-parity superconductors, a small pairing is added to a gapless particle-number conserving Hamiltonian, and the resulting higher order topology depends on the Fermi surface properties. We construct a tight binding model realizing hybrid higher order topology and numerically obtain both the Majorana cones and the helical hinge modes.

We end with a discussion of our results and possible future directions. The supplementary material contains calculations for a continuum model realizing helical hinge modes, more detailed arguments about the higher order bulk invariant, and the real space version of the tight binding model exhibiting hybrid higher order topology. We start by reviewing some general aspects of BdG superconductors with time reversal and \(C_4\) symmetries.

### Superconductors with time reversal and \(C_4\) symmetry

In this section we discuss the symmetries relevant for this work, and at the same time set the notation. Consider a general translationally invariant BdG superconductor in momentum space \(\hat{H} = \sum_k \Psi_k^* H(k) \Psi_k\), with

\[
H(k) = \begin{pmatrix} h(k) & \Delta(k) \\ \Delta^\dagger(k) & -h^T(-k) \end{pmatrix}, \tag{1}
\]

\[
\Psi_k = \begin{pmatrix} c_{k,1}, \ldots, c_{k,n}, c_{k,1}^\dagger, \ldots, c_{k,n}^\dagger \end{pmatrix}^T. \tag{2}
\]

Such a Hamiltonian always has particle-hole symmetry of the form \(C^\dagger H(-k)C = -H(k)\), where \(C = \tau^x K\). \(\tau^x\) is the Pauli \(x\)-matrix in Nambu space, and \(K\) denotes the complex conjugation operator. Particle hole symmetry follows from the fact that any nonvanishing pairing satisfies \(\Delta^T(-k) = -\Delta(k)\). The particle-hole symmetry satisfies \(C^2 = \mathbb{1}\).

We require the BdG Hamiltonian to be invariant under time reversal symmetry, which is an anti-unitary operator acting on the annihilation operators as \(c_{r,\alpha} \rightarrow \sum_{\beta=1}^n (U_T)_{\alpha\beta} c_{r,\beta}\), where \(U_T\) is a unitary matrix. In this work, we are interested in the case where \(U_T U^*_T = -\mathbb{1}\), which means we are considering class DIII of the Altland-Zirnbauer classification \[26\]. In momentum space, the time reversal invariance implies \(T^\dagger H(k)T = H(-k)\), with \(T \equiv (U_T \oplus U^*_T)K\).

Next, we also require the superconductors to be invarient under a \(C_4\) rotation symmetry, where without loss of generality we take the rotation axis to be the \(z\)-axis. The \(C_4\) rotation acts on the annihilation operators as \(c_{(x,y,z),\alpha} \rightarrow (-1)^{r(x+y)}\sum_{\beta=1}^n (U_R)^{\beta\alpha} c_{(y,-x,z),\beta}\), where \(x, y, z, r \in \mathbb{Z}\) and \(U_R\) is a unitary matrix. This action of \(C_4\) implies that all orbitals lie on the vertices of the cubic lattice (Wyckoff position 1a \[88\]), and there are no orbitals on other Wyckoff positions. In momentum space, the rotation symmetry implies \(R^\dagger H(k)R = H(R\mathbf{k} + \mathbf{b})\), with \(R = U_R \oplus U^*_R\). We also used the notation \(R\mathbf{k} = (k_y, -k_x, k_z)\) and \(\mathbf{b} = (r(x, y, z))\). Below we will only explicitly consider the case with \(\mathbf{b} = (0, 0, 0)\), but our results can be generalized to the case \(\mathbf{b} = (\pi, \pi, 0)\).

Now that we have discussed all the main symmetries separately, let’s consider the interplay between them. As a first step, we forget about particle-hole symmetry and just consider the normal part of the BdG Hamiltonian. For a \(C_4\) symmetry it holds that \(U_R^2 = \alpha \mathbb{1}\), with \(\alpha \in U(1)\). We now also make the assumption that \(U_T U_R = \beta U^*_R U_T\), with \(\beta \in U(1)\). One can always redefine \(U_R\) as \(\beta^{-1/2} U_R\) such that \(U_T U_R = U_R U_T\) and \(U_R = \alpha \mathbb{1}\), where \(\alpha' = \alpha/\beta^2\). In redefining \(U_R\) with a phase, the symmetry properties of the normal part, i.e. \(U_R^2 h(k) U_R = h(-k)\) and \(U_R^2 h(k) U_R = h(R(k) + \mathbf{b})\), remain unaltered. Because \(U_R^2 U_R^2 = U_R^4\), it follows that \(\alpha' = \pm 1\). In this paper we are considering spinful fermions, so we are going to focus on the case \(U_R^2 = \mathbb{1}\).

Now we reintroduce the pairing, and therefore the particle-hole symmetry. In general, to preserve \(C_4\) symmetry the pairing can transform as \(U_R^2 \Delta(k) U_R^2 = e^{im \pi/2} \Delta(R(k))\), where \(m \in \{0, 1, 2, 3\}\) \[79\]. Now consider the equality \(U_R^2 \Delta(k) U_R^2 = U_R^2 \Delta(k) U_R^2\), which follows from \(U_T U_R = U_R U_T\). Evaluating both sides of the equality shows that \(e^{im \pi/2} = e^{-im \pi/2}\), from which we conclude that \(m = 0\) or \(m = 2\), which was also proven in Ref. \[79\]. For the case \(U_R^2 \Delta(k) U_R^2 = \Delta(R(k))\), the \(C_4\) rotation matrix of the BdG Hamiltonian is given by \(\mathcal{R} = U_R \oplus U^*_R\). However, when \(U_R^2 \Delta(k) U_R^2 = -\Delta(R(k))\), the BdG \(C_4\) rotation matrix is \(\mathcal{R} = iU_R \oplus (iU_R)^*\). In the first case \((n = 0)\), we have that \(\{T, \mathcal{R}\} = 0\), while in the second case \((n = 2)\), we have \(\{T, \mathcal{R}\} = 0\), where \(\{\cdot\}\) denotes the anti-commutator. We will consider both cases in the discussion of higher order topology in the following sections.

### Higher order topology with helical hinge modes

We consider 3D superconductors in class DIII. The corresponding band structures are characterized by a strong index \(N\), which is integer valued \[3-5\]. In this section we will start with the case \(N = 0\). The \(C_4\) symmetry satisfies \(R^4 = \mathbb{1}\) and \(\{T, \mathcal{R}\} = 0\) or \(\{T, \mathcal{R}\} = 0\). To simplify the discussion of higher order topology associated with the \(C_4\) rotation symmetry, we assume that the BdG Hamiltonian also has an inversion symmetry given by \(\mathcal{I}^\dagger H(k)\mathcal{I} = H(-k)\), where \(\mathcal{I} \equiv U_T \oplus U^*_T\) satisfies \(\mathcal{I}^2 = \mathbb{1}\).
\[ \mathcal{T}, \mathcal{I} = 0 \text{ and } [\mathcal{R}, \mathcal{I}] = 0. \] The inversion symmetry allows us to define the Fu-Kane invariant \( \nu \) of time reversal invariant band structures with \( \mathcal{T}^2 = -1 \), which is given by the number of occupied Kramers pairs with negative inversion eigenvalues at the time-reversal invariant momenta (TRIM) modulo 2 [89]. In three dimensions, the Fu-Kane invariant for superconductors satisfies \( \nu = N \mod 2 [90]. \)

The intuitive idea underlying the \( C_4 \) higher order band invariants is to calculate the strong invariant in different \( C_4 \) subspaces. We do this as follows. At the four TRIM fixed by \( C_4 \) in 3D we can label the Kramers pairs by their \( C_4 \) eigenvalues. In the case \( \{ \mathcal{T}, \mathcal{R} \} = 0 \), a Kramers pair carries \( C_4 \) eigenvalues \( (e^{i\pi/4}, e^{-i\pi/4}) \) or \( (e^{i3\pi/4}, e^{-i3\pi/4}) \). When \( \{ \mathcal{T}, \mathcal{R} \} = 0 \), the Kramers pairs at TRIM fixed by \( C_4 \) can be labeled by the eigenvalues \( (e^{i\pi/4}, e^{i3\pi/4}) \) or \( (e^{-i\pi/4}, e^{-i3\pi/4}) \). We first discuss the case with \( \{ \mathcal{T}, \mathcal{R} \} = 0 \). In analogy to the analysis of higher order topology in Bismuth [55], we now define \( \nu^{(1)} \in \{ 0, 1 \} \), which counts the number of occupied Kramers pairs with negative inversion eigenvalues and \( C_4 \) eigenvalues \( (e^{i\pi/4}, e^{-i\pi/4}) \) at the four TRIM fixed under \( C_4 \), modulo 2. Similarly, we also define \( \nu^{(3)} \) using the Kramers pairs at the four TRIM fixed under \( C_4 \) with \( C_4 \) eigenvalues \( (e^{i3\pi/4}, e^{-i3\pi/4}) \). A non-trivial higher order superconductor with \( \{ \mathcal{T}, \mathcal{R} \} = 0 \) is then characterized by

\[ \nu^{(1)} = \nu^{(3)} = 1. \]

For \( \{ \mathcal{T}, \mathcal{R} \} = 0 \), the non-trivial indices are similarly given by

\[ \nu^{(+)} = \nu^{(-)} = 1, \]

where now the index \( \nu^{(+)} (\nu^{(-)}) \) counts the parity of the number of occupied Kramers pairs at TRIM fixed under \( C_4 \) with negative inversion eigenvalues and \( C_4 \) eigenvalues \( (e^{i\pi/4}, e^{i3\pi/4}) \) \((e^{-i\pi/4}, e^{-i3\pi/4})\). In the supplementary material we show that, by analogy to the insulating case [55], these indices indeed detect the presence of helical hinge modes. We do this by constructing a continuum model that has non-trivial higher order invariants and explicitly solve for the zero-energy states associated with the hinge modes. The definition of the band invariant implies a \( \mathbb{Z}_2 \) classification for higher order superconductors with \( C_4 \) and time reversal symmetry, which is consistent with the fact that a pair of helical Majorana hinge modes can be gapped without breaking the symmetry.

Although the higher order band invariants discussed here are closely related to those defined in the context of higher topology in Bismuth [55], there is an important physical distinction for boundary surfaces orthogonal to the \( C_4 \) rotation axis. This is because with open boundary conditions in all three directions there is no \( C_4 \) symmetric way to connect the gapless modes on the hinges parallel to the rotation axis along the hinges orthogonal to the rotation axis. This simple geometrical argument shows that the boundary surfaces orthogonal to the rotation axis have to be gapless, which is not the case for Bismuth.

We now present an explicit method to obtain a higher order topological superconductor in the symmetry class with \( \{ \mathcal{T}, \mathcal{R} \} = 0 \) exhibiting non-trivial band indices as in Eq. (4). Our starting point is a \( C_4 \) and time-reversal symmetric Hamiltonian \( h(k) \), which conserves particle number. Concretely, we assume that there exist matrices \( U_R \) and \( U_T \) such that \( U_R^\dagger h(k) U_R = h(k) \) and \( U_T^\dagger h(-k)^* U_T = h(k) \). For particle number conserving systems we can without loss of generality fix the phase of the \( C_4 \) rotation matrix \( U_R \) such that \( U_T U_R = U_T U_R^\dagger \). As before, we also assume inversion symmetry such that \( U_R^\dagger h(-k) U_I = h(k) \), with \( U_I^2 = 1 \), \( U_T U_I = U_I U_T \) and \( [U_R, U_I] = 0 \). Now take \( h(k) \) to be a 3D strong topological insulator. We claim that after adding an arbitrarily small pairing satisfying

\[ U_R^\dagger \Delta(k) U_T^\dagger = \Delta(-k) \]

\[ U_R^\dagger \Delta(k) U_R = -\Delta(R k), \]

the higher order band invariants for the resulting superconductor will be non-trivial, such that the system will have helical hinge modes on samples with open boundaries. Because of transformation property (6), the BdG rotation matrix is \( \mathcal{R} = i U_R \oplus (i U_R)^* \). Combining this with the commutation relation \( U_T U_R = U_R U_T \), we see that \( \mathcal{R} \) and \( \mathcal{T} \) anti-commute. In the supplementary material we show in detail that a 3D topological insulator combined with a small pairing transforming as in Eqs. (5) and (6) has non-trivial higher order invariants \( \nu^{(+)} = \nu^{(-)} = 1 \), as defined in Eq. (4).

The associated physical picture is that by breaking particle number conservation, the pairing will gap out the surface Dirac cones of the topological insulator, but because of the minus sign in Eq.(6) the pairing-induced gap is forced to vanish along the hinges. Because the Fermi level is such that there is an energy gap in the bulk, the pairing does not significantly change the bulk modes. We want to point out that in recent work it was shown how a similar mechanism of combining a 2D topological insulator with the appropriate pairing results in a 2D higher order topological superconductor with Majorana-Kramers corner modes [91–93]. As we explain in more detail below, the momentum space Hamiltonians of the 2D systems studied in Refs. [91–93] are equivalent to the fixed \( k_z = 0 \) or \( k_z = \pi \) slices of our 3D Hamiltonians with helical hinge modes.

**Hybrid higher order topology**

We now discuss the occurrence of higher order topology in three-dimensional superconductors with a non-zero strong invariant \( N \), and present band indices that detect this scenario. For this we will adopt a weak pairing picture, so our starting point is a particle number conserving Hamiltonian \( h(k) \) with time reversal \( T \), inversion \( I \) and four-fold rotation \( R \) symmetries. In contrast to the gapped particle number conserving Hamiltonians considered in the previous section, here we will be working with Hamiltonians where the Fermi level is such that there are
bulb Fermi surfaces. We denote the periodic part of the Bloch bands of \( h(\mathbf{k}) \) as \( |u_n(\mathbf{k})\rangle \). We then add a small pairing and study the resulting 3D topological superconductor. We will use the weak pairing expression for the strong invariant \( N [94] \):

\[
N = \frac{1}{2} \sum_s \text{sgn}(\delta_s) C_s ,
\]

where the sum is over all Fermi surfaces of the normal part of the BdG Hamiltonian and \( C_s \) is the Chern number of the corresponding Fermi surface. The orientation of the Fermi surface, determining the sign of the Chern number, is to be taken such that the vector normal to the Fermi surface \( \mathbf{s} = \nabla_{\mathbf{k}} \epsilon_S(\mathbf{k}) \). To explain the definition of \( \delta_s \), we first define

\[
\delta_{n,k} = \langle u_n(\mathbf{k})|U^\dagger_T \Delta(\mathbf{k})|u_n(\mathbf{k})\rangle .
\]

As reviewed in the supplementary material, the matrix \( U^\dagger_T \Delta(\mathbf{k}) \) is Hermitian, such that \( \delta_{n,k} \) is real. \( \text{sgn}(\delta_s) \) is then simply \( \text{sgn}(\delta_{n,k}) \) on the Fermi surface denoted by \( s \), where \( n \) is the band crossing the Fermi energy and \( \mathbf{k} \) is an arbitrary Fermi momentum on the surface (note \( \text{sgn}(\delta_{n,k}) \) is independent of \( \mathbf{k} \) if the pairing does not vanish on the Fermi surface). If the Fermi surface is degenerate, which is always the case here because of the symmetry \( U_T U_T \), one has to add a small perturbation lifting the degeneracy, which is then taken to zero at the end of the calculation [94]. The final outcome for \( N \) does not depend on the particular choice for this perturbation [94].

We note that only an odd-parity pairing, i.e. a pairing satisfying \( U^\dagger_T \Delta(\mathbf{k})U^\ast_T = \Delta(-\mathbf{k}) \), can lead to a non-zero strong invariant [90]. This can also be seen from the weak pairing expression for \( N \), since the Chern number is odd under inversion. Because the Chern number is invariant under \( C_4 \), which is orientation-preserving, one can similarly see that only a pairing transforming under \( C_4 \) as \( U^\dagger_T \Delta(\mathbf{k})U^\ast_T = \Delta(R\mathbf{k}) \) can give rise to a non-trivial strong invariant. Otherwise, with \( U^\dagger_T \Delta(\mathbf{k})U^\ast_T = -\Delta(R\mathbf{k}) \), the sum in Eq. (7) would always evaluate to zero. This is to be contrasted with Eq. (6) of the previous section, where we considered superconductors with trivial strong invariant. The \( C_4 \) transformation property of the pairing \( U^\dagger_T \Delta(\mathbf{k})U^\ast_T = \Delta(R\mathbf{k}) \) puts us automatically in the symmetry class with \( [T,R] = 0 \).

We now formulate a bulk criterion for the coexistence of helical hinge modes with Majorana cones. First, we split up the higher order invariants defined in Eq.(3) for the case \( N = 0 \):

\[
\nu^{(1)} = \left( \nu_0^{(1)} + \nu_\pi^{(1)} \right) \mod 2 ,
\]

\[
\nu^{(3)} = \left( \nu_0^{(3)} + \nu_\pi^{(3)} \right) \mod 2 ,
\]

where \( \nu_0^{(i)} \left( \nu_\pi^{(i)} \right) \) contains the contributions from the TRIM fixed under \( C_3 \) in the \( k_z = 0 \) \( (k_z = \pi) \) torus.

We now similarly isolate the different contributions to the strong invariant \( N \). First we consider the situation where each Fermi surfaces encloses exactly one TRIM. In this case we define the invariants

\[
N_0 = \frac{1}{2} \sum_{s \in S_0} \text{sgn}(\delta_s) C_s ,
\]

\[
N_\pi = \frac{1}{2} \sum_{s \in S_\pi} \text{sgn}(\delta_s) C_s ,
\]

where \( S_0 \left( S_\pi \right) \) is the collection of Fermi surfaces surrounding any TRIM in the \( k_z = 0 \left( k_z = \pi \right) \) torus. To generalize these invariants to arbitrary Fermi surface configurations, we recall that the authors of Ref. [94] showed that every non-degenerate Fermi surface enclosing a TRIM necessarily has odd Chern number. This implies that the Kramers degeneracies act as a source for the Berry flux. It is important to consider non-degenerate
Fermi surfaces, because for a degenerate Fermi surface in the presence of inversion and time-reversal symmetry the trace of the Berry curvature matrix is zero. So, just as a calculational device, we weakly break inversion to define the Chern numbers and restore the symmetry at the end of the calculation of $N_{0/\pi}$. When a Fermi surface encloses multiple TRIM, one can always isolate the contributions from the different Kramers degeneracies to the total Chern number by considering smaller surfaces, each of which encloses only one TRIM. In the absence of inversion symmetry, there could also be Weyl nodes below or above the Fermi level [95, 96], giving rise to Fermi surfaces with non-zero Chern number that do not enclose a TRIM. However, in this work our main focus is on inversion symmetric systems so we will not consider this possibility any further.

Having split up the invariants in Eqs. (9) and (10), we now claim that with open boundaries in the $x$ and $y$-directions there will be a hinge mode at $k_z = n \in \{0, \pi\}$ when

$$N_n = 0, \quad \nu_n^{(1)} = \nu_n^{(3)} = 1.$$  \hspace{1cm} (12)

To see this, consider taking the 2D $C_4$ symmetric higher order topological superconductors with Majorana-Kramers corner zero modes as studied in Refs. [91–93], and stack them along the $z$-direction. After weakly coupling the layers in a way that respects translation in the $z$-direction, $C_4$ and time reversal, the resulting 3D momentum space BdG Hamiltonian will have band indices $\nu_n^{(1)} = \nu_n^{(3)} = 1$ at both $k_z = 0$ and $k_z = \pi$ [91], and also $N_n = 0$ since the stacked layers are trivial 2D strong TSCs. As a result, there are Majorana-Kramers zero modes at $k_z = 0$ and $k_z = \pi$, which will disperse when moving away from $k_z = 0$ and $k_z = \pi$. The simulations further on in this section confirm that this dispersion with $k_z$ is indeed linear, as required for helical Majorana hinge modes.

The case of hybrid higher order topology will now occur when one $k_z$ torus leads to a helical hinge mode, while the other $k_z$ torus has a non-zero contribution $N_n$ to the strong invariant. If $N_n = 1$, there will be one Majorana surface cone at $k_z = n$. This is because the BdG momentum space Hamiltonian at $k_z = n$ will correspond to a 2D strong TSC (which have a $Z_2$ classification in 2D [3, 5]), with helical Majorana boundary modes.

The tight binding model is defined using the orbitals $(|p_+ \downarrow\rangle, |p_- \uparrow\rangle, |p_- \downarrow\rangle, |p_+ \uparrow\rangle, |s \downarrow\rangle, |s \uparrow\rangle)$ on the sites of a cubic lattice. The $C_4$ symmetry acts on these orbitals as $U_R = e^{i\pi\sigma^y/4} \oplus e^{-i\pi\sigma^y/4} \oplus e^{i\pi\sigma^y/4}$, and the $C_4$ rotation matrix of the BdG Hamiltonian is $R = U_R \oplus U_R$. The normal part of the BdG Hamiltonian is

$$h(k) = \begin{pmatrix} h_1(k) & A(k) & C(k) \\ A^\dagger(k) & h_2(k) & B(k) \\ C^\dagger(k) & B^\dagger(k) & h_3(k) \end{pmatrix},$$ \hspace{1cm} (13)

where each entry is a $2 \times 2$ matrix:

$$h_1(k) = (t \cos k_x + t \cos k_y + t \cos k_z - \mu_1) \mathbb{1},$$

$$h_2(k) = (-t \cos k_x - t \cos k_y - t \cos k_z - \mu_2) \mathbb{1},$$

$$h_3(k) = (-t \cos k_x + t \cos k_y - t \cos k_z - \mu_3) \mathbb{1},$$

$$A(k) = a(\cos k_x - \cos k_y) \mathbb{1},$$

$$B(k) = b(\cos k_x - \cos k_y) \mathbb{1},$$

$$C(k) = c(\cos k_x + \cos k_y + \cos k_z) \mathbb{1}.$$ \hspace{1cm} (14)

The pairing is given by

$$\Delta(k) = \Delta \mathbb{I}_{3 \times 3} \otimes (\sin k_z \mathbb{1} - i \sin k_y \sigma^z + i \sin k_z \sigma^\tau),$$ \hspace{1cm} (15)

where $\mathbb{I}_{3 \times 3}$ is the three by three identity matrix (if no dimensions are specified, identity matrices are two-dimensional). All parameters in the BdG Hamiltonians are real numbers. The Hamiltonian has time reversal symmetry with $T = (\tau^z \otimes \mathbb{I}_{3 \times 3} \otimes \sigma^\tau)K$, where $\tau^i$ are the Pauli matrices acting in Nambu space (the standard expression for time reversal $T = i \sigma^y K$ can be recovered by a gauge transformation where the orbitals are multiplied by $e^{i\pi/4}$. The symmetry operators $R = U_R \oplus U_R^*$ and $T = (\tau^z \otimes \mathbb{I}_{3 \times 3} \otimes \sigma^\tau)K$ commute, which as we mentioned above is a necessary condition for non-trivial hybrid higher order topology. The inversion matrix is given by $I = \tau^z$. In Appendix D we lay out the details of the real space version of this tight binding model.

To understand the physics of this BdG Hamiltonian, we first consider the case where $a = b = c = 0$. Then the Hamiltonian is a direct sum of three independent BdG Hamiltonians. Each of the three decoupled BdG Hamiltonians is closely related to the inversion symmetric Build higher order topology. The inversion matrix is given by $I = \tau^z$. In Appendix D we lay out the details of the real space version of this tight binding model.

Taking the parameters $a, b$ and $c$ to be non-zero will introduce nearest-neighbour terms that couple the strong superconductors. One can check that for perturbatively small $a, b$ and $c$, the resulting BdG Hamiltonian by con-
struction has following band indices:

\[ N_0 = 1 \quad \nu^{(1)}_0 = 1, \nu^{(3)}_0 = 0 \]

\[ N_\pi = 0 \quad \nu^{(1)}_\pi = \nu^{(3)}_\pi = 1, \]

such that with open boundary conditions along the \( x \) and \( y \)-directions we expect a hinge mode at \( k_z = \pi \) and a Majorana cone at \( k_z = 0 \).

We have studied this model numerically with open boundary conditions along the \( x \) and \( y \)-directions, and infinite boundary conditions along the \( z \) direction. The results are shown in Fig. 1. The dispersion relation in infinite boundary conditions along the \( x \) direction see that the Majorana cone at \( k_z = 0 \) is localized over the entire boundary, while the hinge modes at \( k_z = \pi \) modes are localized at the four corners.

**Discussion**

We have analyzed three dimensional BdG superconductors with \( C_4 \) rotation symmetry and time reversal with \( T = -1 \). We found that higher order topology characterized by helical hinge modes as recently discovered both theoretically and experimentally in three-dimensional insulators [55] can be generalized to such superconductors. It was shown that non-trivial higher order superconductors with even-parity pairing are closely related to three-dimensional topological insulators via a weak pairing condition. It remains to find a 3D superconducting material that realizes this type of higher order topology.

The helical hinge modes can coexist with Majorana cones, leading to a new hybrid situation of strong topology combined with higher order topology. This was illustrated by a tight binding model, which was found numerically to have both types of zero modes with open boundary conditions. We also proposed a band invariant to identify such materials. The coexistence of the two states could be confirmed experimentally by the presence \( k = \pi \) STM quasiparticle interference (Friedel oscillations) near the hinges. An interesting question is how robust this phenomenon is when disorder is introduced. Higher order topology relies on spatial symmetries such as mirror, inversion or rotation symmetry. The hybrid case discussed above also relies on translation symmetry for a clear distinction between hinge and boundary modes. It is not immediately clear whether this makes the zero-energy modes more susceptible to disorder.

Our results on hybrid higher order topology in superconductors are to be contrasted with the insulating case. One could imagine a 3D insulator where the momentum space Hamiltonian at, say, \( k_z = 0 \) corresponds to a non-trivial quadrupole phase [49], but is trivial at \( k_z = \pi \). This will not lead to hybrid higher order topology since the quadrupole phase is an obstructed atomic limit [61], and the quadrupole modes can be moved into the bulk by appropriate \( C_4 \) symmetric perturbations. Both of these statements do not apply for the superconducting models studied in this work.

To establish the non-trivial nature of the higher order phases we focussed on a bulk-boundary correspondence by connecting a band invariant to hinge modes. However, for crystalline superconductors one can also probe the non-trivial topological phases by studying lattice defects. For example, weak topological superconductors can be probed by introducing dislocations [97, 98]. In Refs. [52, 53], two-dimensional crystalline superconductors with \( C_4 \) symmetry but without time reversal were studied and were found to bind Majorana modes to disclinations. Similarly, in the non-trivial 3D higher order time-reversal symmetric superconductors discussed in this work disclination lines will bind gapless Majorana modes. We leave the details of this open for future work.

Finally, it would of course also be interesting to generalize the discussion presented here to other space groups. A natural first starting point would be to consider different \( n \)-fold rotation axis, or 3D systems with multiple rotation axis.
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Appendix A: Helical hinge modes in a continuum model

In this appendix we show that the 3D higher order band invariant in Eq. (3) detects the presence of helical hinge modes. We will do this by explicitly constructing a model that has a non-trivial higher order invariant and solving...
for the hinge modes. We start with following continuum model in the basis $\Psi_k = (c_{k\uparrow}, c_{k\downarrow}, c^\dagger_{-k\uparrow}, c^\dagger_{-k\downarrow})^T$, realizing a strong TSC:

$$H_1(k) = \begin{pmatrix} \frac{k^2}{2m} - \mu & 0 & \Delta k_- & i\Delta k_+ \\ 0 & \frac{k^2}{2m} - \mu & i\Delta k_+ & \Delta k_- \\ \Delta k_+ & -i\Delta k_- & \frac{-k^2}{2m} + \mu & 0 \\ -i\Delta k_- & \Delta k_+ & 0 & \frac{-k^2}{2m} + \mu \end{pmatrix},$$  \hspace{1cm} (A1)

with $\Delta > 0$ and $k_{\pm} = k_x \pm ik_y$. For $\mu > 0$ it has a non-trivial strong invariant $N = -1$ \cite{99}. The continuum Hamiltonian is time reversal symmetric with $T = (\tau^z \otimes \sigma^y)K$. The standard action of time reversal $T = i\sigma^y K$ can be recovered by a U(1) gauge transformation $c_k \rightarrow e^{i\pi/4}c_k$, which would also multiply the pairing with $i$.

To construct a model for the higher order TSC, we proceed in analogy to the continuum model construction in appendix A of Ref. \cite{55}. We start with a block-diagonal BdG Hamiltonian:

$$H(k) = H_1(k) \oplus H_3(k),$$  \hspace{1cm} (A2)

where $H_1(k)$ is given by the strong TSC (A1), and is defined using the orbitals $\{ |p_+ \downarrow \rangle, |p_- \uparrow \rangle \}$. $C_4$ acts on these orbitals as $U_{R_4} = e^{i\pi\sigma^y/4}$. The BdG Hamiltonian $H_1(k)$ satisfies $R_4^3 H_1(k) R_4 = H_1(k R_k)$, with $R_3 = U_{R_3} \oplus U_{R_3}^\dagger$. To construct a model with non-trivial higher order invariants and trivial strong invariant, the Hamiltonian $H_3(k)$ has to differ from $H_1(k)$ in two ways: it needs have an opposite strong invariant, i.e. $N = 1$, and it should live in the $(e^{i\pi/4}, e^{-i\pi/4})$ rotation subspace. To achieve the latter, we define $H_3(k)$ using the orbitals $\{ |p_+ \uparrow \rangle, |p_- \downarrow \rangle \}$. $H_3(k)$ is given explicitly by

$$H_3(k) = \begin{pmatrix} -\frac{k^2}{2m} + \mu & 0 & \Delta k_- & i\Delta k_+ \\ 0 & -\frac{k^2}{2m} + \mu & i\Delta k_+ & \Delta k_- \\ \Delta k_+ & -i\Delta k_- & \frac{-k^2}{2m} - \mu & 0 \\ -i\Delta k_- & \Delta k_+ & 0 & \frac{-k^2}{2m} - \mu \end{pmatrix}. \hspace{1cm} (A3)$$

The $C_4$ rotation symmetry is realized as $R_3^4 H_3(k) R_3 = H_3(k R_k)$, with $R_3 = U_{R_3} \oplus U_{R_3}^\dagger$ and $U_{R_3} = e^{i\pi\sigma^y/4}$. It is clear that the $C_4$ symmetry matrix of the complete Hamiltonian $H(k) = H_1(k) \oplus H_3(k)$, given by $R = R_3 \oplus R_4$, satisfies $R^4 = -I$ and commutes with the particle-hole symmetry operator $C = (I \otimes \tau^z \otimes I)K$. Furthermore, it also holds that $[T, R] = [C, T] = 0$.

To see that $H_3(k)$ has a strong invariant $N = 1$, consider the Hamiltonian

$$\hat{H}_\alpha(k) = \begin{pmatrix} -\frac{k^2}{2m} + \mu & 0 & \Delta (\alpha k_- + (1 - \alpha) k^2_3) & i\Delta k_+ \\ 0 & -\frac{k^2}{2m} + \mu & i\Delta k_+ & \Delta (\alpha k_- + (1 - \alpha) k^2_3) \\ \Delta (\alpha k_+ + (1 - \alpha) k^2_3) & -i\Delta k_- & \frac{-k^2}{2m} - \mu & 0 \\ -i\Delta k_- & \Delta (\alpha k_+ + (1 - \alpha) k^2_3) & 0 & \frac{-k^2}{2m} - \mu \end{pmatrix}.$$  \hspace{1cm} (A4)

First, we note that $\alpha$ can be continuously interpolated from 0 to 1, without closing the energy gap or breaking time reversal symmetry. We have that $H_0(k) = H_3(k)$, and $H_1(k)$ differs from $H_1(k)$ only by the sign of the kinetic terms and chemical potential. Now define $h_1(k) = -h_1(k) = \left(-\frac{k^2}{2m} + \mu\right)I$ and $\Delta_1(k) = \Delta_1(k) = \Delta(k_3 I - ik_y \sigma^z + ik_z \sigma^x)$. To calculate the strong invariant of $\hat{H}_1(k)$, one considers the matrix $h_1(k) + i\sigma^y \Delta_1(k)^\dagger$. Taking the singular value decomposition of this matrix gives $\tilde{h}_1(k) + i\sigma^y \Delta_1(k)^\dagger = \tilde{U}_1(k) \tilde{D}_1(k) \tilde{V}_1(k)$, where $\tilde{U}_1(k)$ and $\tilde{V}_1(k)$ are unitary matrices. $\tilde{D}_1(k)$ is a diagonal matrix which is strictly positive iff the BdG Hamiltonian is gapped. Defining $\tilde{Q}_1(k) = \tilde{U}_1(k) \tilde{V}_1(k)$, the strong invariant of $\tilde{H}_1(k)$ is given by $\tilde{N}_1 = \frac{1}{24\pi^2} \int d^3k \text{tr} \left(\tilde{Q}_1(k)^\dagger \partial_m \tilde{Q}_1(k) \partial_n \tilde{Q}_1(k) \partial_n \tilde{Q}_1(k) \partial_m \tilde{Q}_1(k)\right).$  \hspace{1cm} (A5)

To calculate the strong invariant of $H_1(k)$, we now define $Q_1(k) = U_1(k) \tilde{V}_1(k)$ via the singular value decomposition of $h_1(k) + i\sigma^y \Delta_1(k) = U_1(k) D_1(k) \tilde{V}_1(k)$. Because $\sigma^y \Delta_1(k)$ is Hermitian it follows that $Q_1(k) = -\tilde{Q}_1(k)^\dagger$. Plugging this into the integral expression (A5), we immediately see that $N_1 = -\tilde{N}_1$. Since $\tilde{H}_1$ and $H_3$ have the same invariant, his completes the proof that $H_3(k)$ and $H_1(k)$ have opposite strong invariants.

The Hamiltonian $H_1(k) \oplus H_3(k)$ has two boundary Majorana cones with opposite chirality. We now want to add terms to the Hamiltonian that gap out these Majorana cones. Such terms should should couple the different $C_4$
subspaces, i.e. be of the form: $\mu^x/y \otimes \tau^\mu \otimes \sigma^\nu$; be time reversal symmetric; preserve particle-hole symmetry; anti-commute with the kinetic terms that involve momenta tangent to the boundary and finally anti-commute with the bulk chemical potential in order not to result in a bulk gap closing. Concretely, these conditions imply that the mass terms have to commute with $(\mathbb{1} \otimes \tau^z \otimes \sigma^\nu)K$, and anti-commute with $(\mathbb{1} \otimes \tau^y \otimes \sigma^z$ and $\mu^z \otimes \tau^z \otimes \mathbb{1}$. Out of the 32 terms of the form $\mu^x/y \otimes \tau^\mu \otimes \sigma^\nu$, there are two terms satisfying all these criteria:

$$\mu^y \otimes \mathbb{1} \otimes \sigma^z, \quad \mu^x \otimes \tau^z \otimes \mathbb{1}.$$ (A6)

Under $C_4$ they transform into each other as

$$\mathcal{R}(\mu^y \otimes \mathbb{1} \otimes \sigma^z)\mathcal{R}^\dagger = \mu^x \otimes \tau^z \otimes \mathbb{1}, \quad \mathcal{R}(\mu^x \otimes \tau^z \otimes \mathbb{1})\mathcal{R}^\dagger = -\mu^y \otimes \mathbb{1} \otimes \sigma^z,$$ (A7)

where as before $\mathcal{R} = \mathcal{R}_1 \oplus \mathcal{R}_3 = U_{R_1} \oplus U_{R_1}^* \oplus U_{R_3} \oplus U_{R_3}^*$, with $U_{R_1} = e^{i\pi \sigma^z/4}$ and $U_{R_3} = e^{i3\pi \sigma^z/4}$.

Now we explicitly solve for the surface zero energy modes of the Hamiltonian $H_1(k) \oplus H_3(k)$ on a solid cylinder defined by $r \leq r_0$ in cylindrical coordinates $(r, \phi, z)$. To find the surface modes, we define $\rho = r - r_0$ and set all momenta tangent to the surface $\rho = 0$ to zero to look for the zero energy boundary states of following Hamiltonians:

$$\begin{pmatrix} -\mu \text{sgn}(\rho) & 0 & \Delta(-i)\partial^\rho \sigma_j \\ 0 & -\mu \text{sgn}(\rho) & 0 \\ \Delta(-i)\partial^\rho \sigma_j & 0 & \mu \text{sgn}(\rho) \end{pmatrix},$$ (A8)

where either $j = 1$ (corresponding to $H_1(k)$) or $j = 3$ (corresponding to $H_3(k)$). We have also taken the limit $m \to \infty$, which can be done for the purpose of finding the surface zero modes. Each of these Hamiltonians has two normalizable zero modes, given by

$$|v_j\rangle = a_j \begin{pmatrix} 1 \\ 0 \\ (-i)^j e^{i\phi_j} \text{sgn} \left( \frac{\rho}{\Lambda} \right) \end{pmatrix}, \quad |w_j\rangle = a_j \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix},$$ (A9)

with

$$a_j = e^{-\frac{1}{2}}|\frac{\rho}{\Lambda}|^{1/2}|\rho|.$$ (A10)

Because of the transformation properties (A7) we can without loss of generality write a generic $C_4$ symmetric surface mass term as:

$$M_s(\phi) = M(\cos(\phi))\mu^x \otimes \tau^z \otimes \mathbb{1} - \sin(\phi)\mu^y \otimes \mathbb{1} \otimes \sigma^z,$$ (A11)

We now calculate the following matrix elements (matrix elements within the same $C_4$ sector always vanish by construction since the mass term in Eq. (A11) only contains off-diagonal matrices $\mu^x$ and $\mu^y$):

$$\langle v_1 | \mu^y \otimes \mathbb{1} \otimes \sigma^z | v_3 \rangle \propto i(1 - e^{2i\phi})$$ (A12)
$$\langle v_1 | \mu^x \otimes \tau^z \otimes \mathbb{1} | v_3 \rangle \propto 1 + e^{2i\phi}$$ (A13)
$$\langle v_1 | \mu^y \otimes \mathbb{1} \otimes \sigma^z | w_3 \rangle = 0$$ (A14)
$$\langle v_1 | \mu^x \otimes \tau^z \otimes \mathbb{1} | w_3 \rangle = 0$$ (A15)
$$\langle w_1 | \mu^y \otimes \mathbb{1} \otimes \sigma^z | w_3 \rangle \propto -i(1 - e^{-2i\phi})$$ (A16)
$$\langle w_1 | \mu^x \otimes \tau^z \otimes \mathbb{1} | w_3 \rangle \propto 1 + e^{-2i\phi}$$ (A17)

From these matrix elements we see that the surface mass term projected onto the zero energy sector satisfies

$$\langle v_1 | M_s(\phi) | v_3 \rangle \propto e^{-i\phi}(1 + e^{4i\phi})$$ (A18)
$$\langle w_1 | M_s(\phi) | w_3 \rangle \propto e^{-3i\phi}(1 + e^{4i\phi})$$ (A19)

This shows what we expected: at four values for $\phi$ the surface mass gap vanishes, leading to zero energy states that disperse into helical hinge states when adding $k_z$-dependent terms.
Appendix B: Even-parity $C_4$ symmetric higher order superconductors from 3D topological insulators

Here we present the details about the construction of $C_4$ symmetric higher order topological superconductors in the symmetry class $\{T, R\} = 0$ with non-trivial band indices as in Eq. (4), by combining a topological insulator with the appropriate pairing. We start with a three-dimensional particle number conserving Hamiltonian $h(k)$ satisfying

\[ U_T^+ h(-k)^* U_T = h(k) \tag{B1} \]
\[ U_I^+ h(-k) U_I = h(k) \tag{B2} \]
\[ U_R^+ h(k) U_R = h(Rk) \tag{B3} \]
such that $U_T^2 = -1$, $U_I^2 = 1$, $U_T U_T^* = -1$, $[U_I, U_R] = 0$, $U_T U_I = U_I^* U_T$ and $U_T U_R = U_R^* U_T$. We take $h(k)$ to be a topological insulator, implying that there is a band gap containing the Fermi level and that the number of occupied Kramers pairs at the TRIM with negative inversion eigenvalues is odd [89]. Under $C_4$, Kramers pairs at $k = (0, \pi, 0)$ and $k = (\pi, 0, 0)$ (and at $k = (0, \pi, \pi)$ and $k = (\pi, 0, \pi)$) are interchanged. Because $U_R$ commutes with $U_I$, this implies that the inversion eigenvalues of the occupied Kramers pairs at $(0, \pi, 0)$ are the same as those at $(0, 0, 0)$ (and at $(0, \pi, \pi)$ and $(\pi, 0, \pi)$), so they do not contribute to the Fu-Kane invariant.

At the four TRIM fixed under $C_4$, which are $(0, 0, 0)$, $(\pi, \pi, 0)$, $(0, 0, \pi)$ and $(\pi, \pi, \pi)$, we can label the occupied Kramers pairs of $h(k)$ with their $C_4$ eigenvalues $(e^{i\pi/4}, e^{-i\pi/4})$ or $(e^{3i\pi/4}, e^{-3i\pi/4})$. Assume that the number of occupied Kramers pairs at TRIM fixed under $C_4$ with negative inversion eigenvalues and $C_4$ eigenvalues $(e^{i\pi/4}, e^{-i\pi/4})$ is odd. Because $h(k)$ is a topological insulator, this automatically implies that the number of occupied Kramers pairs with negative inversion eigenvalues and $C_4$ eigenvalues $(e^{3i\pi/4}, e^{-3i\pi/4})$ is even (the reverse case where the number of occupied Kramers with negative inversion eigenvalues and $C_4$ eigenvalues $(e^{3i\pi/4}, e^{-3i\pi/4})$ is odd, and the number of occupied negative inversion eigenvalue Kramers pairs with $C_4$ eigenvalues $(e^{i\pi/4}, e^{-i\pi/4})$ is even can be done by analogy and will not be considered explicitly here). Note that if there is an odd number of occupied Kramers pairs of $h(k)$ with negative inversion eigenvalues and $C_4$ eigenvalues $(e^{i\pi/4}, e^{-i\pi/4})$ at the TRIM fixed under $C_4$, then there is necessarily also and odd number of unoccupied Kramers pairs of $h(k)$ with negative inversion eigenvalues and $C_4$ eigenvalues $(e^{i\pi/4}, e^{-i\pi/4})$ at the TRIM fixed under $C_4$. This is because $U_T$ and $U_R$ do not depend on momentum (recall that all orbitals are on the vertices of the cubic lattice and there are no orbitals on other Wyckoff positions), and the total number of TRIM fixed under $C_4$ is even. We illustrate this with a simple example in figure 2.

Now we add a small pairing with the properties

\[ U_T^+ \Delta(-k) U_T = \Delta(k) \tag{B4} \]
\[ U_R^+ \Delta(k) U_R = -\Delta(Rk) \tag{B5} \]

whose lowest harmonic corresponds to $d$-wave pairing. Because of the transformation property of the pairing under $C_4$, the rotation symmetry of the resulting BdG Hamiltonian is implemented by $R = iU_R \oplus (iU_R)^*$. At the TRIM fixed by $C_4$, the BdG Hamiltonian is of the form $H(k) = h(k) \oplus (-h(k)^*)$, where we ignore the pairing since it is assumed to be small and does not cause a band inversion. There are two types of occupied BdG Kramers pairs at the TRIM fixed under $C_4$. The first type are simply the occupied Kramers pairs of $h(k)$. Under the BdG rotation operator $R$ these acquire rotation eigenvalues $(ie^{i\pi/4}, ie^{-i\pi/4}) = (e^{3i\pi/4}, e^{i\pi/4})$ and $(ie^{3i\pi/4}, ie^{-3i\pi/4}) = (e^{-3i\pi/4}, e^{-i\pi/4})$. The second type of occupied BdG Kramers pairs come from $-h(k)^*$ and correspond to the originally unoccupied Kramers pairs. They acquire $C_4$ eigenvalues $(-ie^{i\pi/4}, -ie^{-i\pi/4}) = (e^{-i\pi/4}, e^{-3i\pi/4})$ and $(-ie^{3i\pi/4}, -ie^{-3i\pi/4}) = (e^{i\pi/4}, e^{3i\pi/4})$. Because the pairing is parity even, the Kramers pairs keep their inversion eigenvalues after the pairing is introduced. In Fig. 2, we illustrate how the Kramers pairs transform before and after adding the small pairing $\Delta(k)$ via an explicit example.

From the properties of the particle number conserving Hamiltonian, we see that after introducing the small pairing there will be an odd number of occupied Kramers pairs with negative inversion eigenvalues and $C_4$ eigenvalues $(e^{i\pi/4}, e^{i\pi/4})$ at TRIM fixed under $C_4$, and likewise also an odd number of occupied Kramers pairs with negative inversion eigenvalues and with $C_4$ eigenvalues $(e^{-i\pi/4}, e^{-i\pi/4})$. So we conclude that the BdG superconductor indeed has a non-trivial higher order band invariant $\nu^1 = \nu^0 = 1$. 


FIG. 2. a) Schematic representation of the occupied Kramers pairs and their symmetry eigenvalues at the four TRIM fixed under $C_4$ of a simple four-band—the bands drawn are doubly degenerate—topological insulator model $h(k)$. $\epsilon_F$ is the Fermi energy. $(+, e^{i\pi/4}, e^{-i\pi/4})$ and $(-, e^{i\pi/4}, e^{-i\pi/4})$ denote the inversion and $C_4$ eigenvalues. We consider the case where in total there is a single occupied Kramers pair with negative inversion eigenvalues at the four TRIM fixed under $C_4$, which is located at $\Gamma = (0,0,0)$. As explained in the text, Kramers pairs at TRIM exchanged by $C_4$ can be ignored. Inversion and $C_4$ are implemented as $U_I h(k) U_I = h(-k)$ and $U_R h(k) U_R = h(Rk)$, where there exists a basis such that $U_I = \text{diag}(1,1,-1,-1)$ and $U_R = \text{diag}(e^{i\pi/4}, e^{-i\pi/4}, e^{i\pi/4}, e^{-i\pi/4})$. Since $U_I$ and $U_R$ are independent of $k$ the Kramers pairs (both occupied and unoccupied) have the same symmetry eigenvalues at all TRIM fixed under $C_4$. This implies that there is an unoccupied Kramers pair with negative inversion eigenvalues and $C_4$ eigenvalues ($e^{i\pi/4}, e^{-i\pi/4}$) at the three TRIM $(\pi,0,0), (\pi,\pi,0)$ and $(\pi,\pi,\pi)$. b) The particle-hole symmetric band spectrum before the addition of $\Delta(k)$. c) We add the small pairing $\Delta(k)$.

Because $U_I^\dagger \Delta(k) U_R = -\Delta(Rk)$, the $C_4$ eigenvalues of the bands corresponding to $h(k)$ pick up an additional factor of $i$, and those of $-h(k)^*$ a factor of $-i$. Because the pairing is parity even, the inversion eigenvalues remain unchanged. Using $(ie^{i\pi/4}, ie^{-i\pi/4}) = (e^{i3\pi/4}, e^{i\pi/4})$ and $(-ie^{i\pi/4}, -ie^{-i\pi/4}) = (e^{-i\pi/4}, e^{-i3\pi/4})$, we see that there is a single occupied Kramers pair with negative inversion eigenvalues and $C_4$ eigenvalues ($e^{i\pi/4}, e^{i\pi/4}$), and three occupied Kramers pairs with negative inversion eigenvalues and $C_4$ eigenvalues ($e^{-i\pi/4}, e^{-i3\pi/4}$). This gives a non-trivial higher order band invariant for the superconductor $\nu = 1$.

Appendix C: Hermiticity of $U_I^\dagger \Delta(k)^\dagger$

To show the Hermiticity of $U_I^\dagger \Delta(k)^\dagger$ we need following properties of the pairing:

\[
\Delta(-k)^T = -\Delta(k),
\]

\[
U_I^\dagger \Delta(-k)^* U_R = \Delta(k),
\]

\[
\nu(-) = \nu(+),
\]

\[
\nu(-) = \nu(+).
\]
where the first property holds for any nonvanishing pairing and the second follows from time reversal symmetry. We now do following manipulations

\[
\left(U_T^\dagger \Delta(k)\right)^\dagger = \Delta(k)U_T \\
= -\Delta(k)U_T^T \\
= -U_T^\dagger \Delta(-k)^* \\
= U_T^\dagger \Delta(k)^\dagger ,
\]

where we also used that \(U_T\) is anti-symmetric, which follows from \(U_TU_T^T = -\mathbb{1}\). Another important feature of the matrix \(U_T^\dagger \Delta(k)^\dagger\) that makes the weak pairing invariant \((7)\) well defined is that it is invariant under global \(U(1)\) transformations \(c_{\alpha,r} \rightarrow e^{i\theta}c_{\alpha,r}\). After the \(U(1)\) transformation, time reversal acts as \(e^{i\theta}c_{\alpha,r} \rightarrow \sum_{\beta} (U_T)_{\alpha\beta} e^{-i\theta}c_{\beta,r} = \sum_{\beta} (e^{-i\theta}(U_T)_{\alpha\beta}) (e^{i\theta}c_{\beta,r})\). The \(U(1)\) action also transforms the pairing as \(\Delta(k) \rightarrow e^{i\theta}\Delta(k)\), so the combination \(U_T^\dagger \Delta(k)^\dagger\) is invariant.

**Appendix D: Real space tight binding model realizing hybrid higher order topology**

The tight binding model described by Eqs. (13) and (15) and exhibiting hybrid higher order topology is defined on a cubic lattice, with a \(p_x, p_y\) and \(s\) orbital on every site. The model is defined in the orbital basis \(\{|p_+ \downarrow\}, |p_\downarrow \downarrow\}, |p_+ \uparrow\}, |s_\downarrow\}, |s \uparrow\}\) where \(p_\pm = p_x \pm ip_y\). \(C_4\) acts on these orbitals as

\[
U_R = e^{i\pi\sigma^y/4} \oplus e^{-i3\pi\sigma^y/4} \oplus e^{i\pi\sigma^y/4}.
\]

Note that the momentum space BdG Hamiltonian described in Eqs. (13) and (15) is inversion symmetric with \(T = \tau^z\), while the inversion operator on the orbitals above takes the form \(U_T^j = \text{diag}(-1, -1, 1, 1, 1)\). However, the fact that the BdG Hamiltonian breaks \(U_T^j\) does not matter for the calculation of the band invariants indicating non-trivial hybrid higher order topology, as long as \(T\) is preserved. We fix the phase of the orbitals such that time reversal acts \(\mathcal{O} = \sigma^y K\). The standard expression for time reversal \(\mathcal{T} = i\sigma^y K\) can be recovered by a gauge transformation where the orbitals are multiplied by \(e^{-i\pi/4}\). Indeed, as was shown in the previous appendix, under a gauge transformation \(c_{\alpha,r} \rightarrow e^{-i\pi/2}c_{\alpha,r}\) the unitary part of the time reversal operator transforms as \(U_T \rightarrow e^{i2\pi/4}U_T = iU_T\).

To write down the real space Hamiltonian, we first define

\[
\psi_{1,r} = (c_{p_+ \downarrow,r}, c_{p_- \downarrow,r})^T, \\
\psi_{2,r} = (c_{p_- \downarrow,r}, c_{p_+ \downarrow,r})^T, \\
\psi_{3,r} = (c_{s \downarrow,r}, c_{s \uparrow,r})^T,
\]

where \(r\) denotes the sites on the cubic lattice. The Hamiltonian is then

\[
\hat{H} = \sum_r t^{\dagger}_{1,r} \psi_{1,r}^{\dagger} \psi_{1,r} + t^{\dagger}_{2,r} \psi_{2,r}^{\dagger} \psi_{2,r} - t^{\dagger}_{3,r} \psi_{3,r}^{\dagger} \psi_{3,r} + t^{\dagger}_{1,r} \psi_{1,r} \psi_{1,r}^{\dagger} + t^{\dagger}_{2,r} \psi_{2,r}^{\dagger} \psi_{2,r} - t^{\dagger}_{3,r} \psi_{3,r}^{\dagger} \psi_{3,r}^{\dagger} + \mu \psi_{1,r}^{\dagger} \psi_{1,r}^{\dagger} \psi_{1,r} - \mu \psi_{2,r}^{\dagger} \psi_{2,r}^{\dagger} \psi_{2,r} - \mu \psi_{3,r}^{\dagger} \psi_{3,r}^{\dagger} \psi_{3,r} + \Delta \sum_r \sum_{\alpha=1}^3 i \psi_{\alpha,r}^{\dagger} \psi_{\alpha,r} + \Delta \sum_r \sum_{\alpha=1}^3 \psi_{\alpha,r} \sigma^x \psi_{\alpha,r}^{\dagger} + h.c.
\]

where \(\hat{x}, \hat{y}\) and \(\hat{z}\) denote unit vectors in respectively the \(x, y\) and \(z\) directions. The parameters \(t, \mu_1, \mu_2, \mu_3, a, b, c\) and \(\Delta\) are all real, which is required for the Hamiltonian to be invariant under time reversal. When \(a = b = c = 0\), \(\hat{H}\) can be written as \(\hat{H} = \hat{H}_1 + \hat{H}_2 + \hat{H}_3\), where \(\hat{H}_\alpha\) is defined using the annihilation operators \(\psi_{\alpha,r}\). We choose the parameters \(t = \Delta = 1\) and \(\mu_1 = -\mu_2 = -\mu_3 = 2\) such that every \(\hat{H}_\alpha\) realizes a strong TSC, with \(\hat{H}_1\) and \(\hat{H}_2\) having opposite strong invariants. When \(a, b\) and \(c\) are non-zero, the three TSCs \(\hat{H}_\alpha\) are coupled in a way that respects \(C_4\) and time reversal. The result is a superconductor with hybrid higher order topology, as detailed in the main text.
FIG. 3. Schematic representation of the terms in the real space tight binding model. We group the six orbitals per site of the cubic lattice in three groups of two, labeled by 1, 2 and 3 as in Eqs. (D2), (D3) and (D4). The orbitals in group one are denoted with a purple dot, those in group two with a blue dot and the orbitals in group three with a red dot. The on-site terms for the three groups of orbitals consist of the chemical potentials $-\mu_1$, $-\mu_2$ and $-\mu_3$. We schematically show the nearest-neighbour terms along the $x$, $y$ and $z$-directions (the tight binding model does not contain longer-range terms). Along the $x$-direction, there is a diagonal hopping parameter $t$ for orbitals in group 1 and a diagonal hopping parameter $-t$ for orbitals in groups 2 and 3. There is hopping between orbitals 2 and 3 along the $x$-direction with hopping parameter $a$, and along the $y$-direction with hopping parameter $-a$. The hopping between 2 and 3 happens with strength $b$ along the $x$-direction and $-b$ along the $y$-direction. Finally, the hopping between orbitals in group 1 and 3 has the same hopping parameter $c$ in both the $x$, $y$ and $z$-direction. The pairing is isotropic with strength $\Delta$ and only couples orbitals within the same group labeled by 1, 2 and 3.