A Three-Dimensional Continuum Simulation Method for Grain Boundary Motion Incorporating Dislocation Structure
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Abstract

We develop a continuum model for the dynamics of grain boundaries in three dimensions that incorporates the motion and reaction of the constituent dislocations. The continuum model is based on a simple representation of densities of curved dislocations on the grain boundary. Illposedness due to nonconvexity of the total energy is fixed by a numerical treatment based on a projection method that maintains the connectivity of the constituent dislocations. An efficient simulation method is developed, in which the critical but computationally expensive long-range interaction of dislocations is replaced by another projection formulation that maintains the constraint of equilibrium of the dislocation structure described by the Frank’s formula. This continuum model is able to describe the grain boundary motion and grain rotation due to both coupling and sliding effects, to which the classical motion by mean curvature model does not apply. Comparisons with atomistic simulation results show that our continuum model is able to give excellent predictions of evolutions of low angle grain boundaries and their dislocation structures.
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1 Introduction

Grain boundaries are indispensable components in polycrystalline materials. The energy and dynamics of grain boundaries play essential roles in the mechanical and plastic behaviors of polycrystalline materials. In this contribution, we study the coupled motion of grain boundaries and dislocations by developing a continuum model that incorporates the motion and reaction of the constituent dislocations.
of the materials [39]. Most of the available continuum models for the dynamics of grain boundaries are based on the motion driven by the capillary force which is proportional to the local mean curvature of the grain boundary [20,33,39]. This motion is a process to reduce the interfacial energy \( \int_S \gamma \, dS \), where \( S \) is the grain boundary and \( \gamma \) is the grain boundary energy density. If the energy density \( \gamma \) is fixed, the driving force given by variation of the total energy is in the normal direction of the grain boundary and is proportional to its mean curvature. There are many atomistic simulations and continuum models in the literature for the grain boundary motion driven by mean curvature, e.g., [7,11–13,16,21–23,25–27,30,42,46,47].

The decreasing of grain boundary energy density \( \gamma(\theta) \) can also reduce the total energy. For a low angle grain boundary, this implies the decreasing the misorientation angle \( \theta \). In this case, the two grains on different sides of the grain boundary will rotate and cause a relatively rigid-body translation of the two grains along the boundary. This process is called sliding motion of grain boundaries [14,15,19,24,29,37,43].

There is a different type of grain boundary motion which is called coupling motion [6,28,38], in which the normal motion of the grain boundary induces a tangential motion proportionally. In the coupling motion, the energy density \( \gamma(\theta) \) can increase although the total energy \( \int_S \gamma \, dS \) is decreasing. Cahn and Taylor [6] proposed a unified theory for the coupling and sliding motions of the grain boundary and demonstrated the theory based on dislocation mechanisms for a circular low angle grain boundary in two dimensions. Especially, the coupling motion of the grain boundary is associated with dislocation conservation during the motion of the grain boundary. The Cahn-Taylor theory and mechanisms of motion and reaction of the constituent dislocations have been examined by atomistic simulations and experiments [5,18,31,32,36,38,41,44,45]. It has been shown in Ref. [35] by a dislocation model and experimental observations that conservation and annihilation of the constituent dislocations may lead to cancelation of the coupling and sliding motions of the grain boundary, leading to the classical motion by curvature. A continuum model has been developed based on the motion and reaction of the constituent dislocations for the dynamics of low angle grain boundaries in two dimensions [50]. Their model can describe both the coupling and sliding motions of low angle grain boundaries. Recently, they have proposed a more efficient numerical formulation [48]. A continuum model that generalizes the Cahn-Taylor theory based on mass transfer by diffusion confined on the grain boundary has been proposed [40], and numerical simulations based on this generalization were performed using the level set method [3]. Crystal plasticity models that include shear-coupled grain boundary motion in the phase field framework of Ref. [24] have been developed [1,2], in which the geometric necessary dislocation (GND) tensor/lattice curvature tensor was used to approximate the actual dislocation distributions on the grain boundaries. All these continuum models are for grain boundaries in two dimensions.

There are only limited studies in the literature for the three-dimensional coupling and sliding motions of grain boundaries. Grain boundary motion and grain rotation in bcc and fcc bicrystals composed of a spherical grain embedded in a single crystal matrix were studied by using three-dimensional phase field crystal model [45] and amplitude expansion phase field crystal model [36], and properties of grain boundaries and their dislocation structures as the grain boundary evolves have been examined. Although these atomistic-level phase field crystal simulations are able to provide detailed information associated with the coupling and sliding motions of grain boundaries in three dimensions, three-dimensional continuum models of the dynamics of grain boundaries incorporating their dislocation structures are still desired for larger scale simulations.

In this paper, we generalize the two-dimensional continuum model for grain boundary dynamics in Ref. [48,50] to three dimensions, where grain boundaries and their constituent
dislocations are curved in general. The three-dimensional continuum model for the dynamics of grain boundaries incorporates the motion and reaction of the constituent dislocations, and is able to describe both coupling and sliding motions of the grain boundaries, to which the classical motion by mean curvature model does not apply. The continuum model includes evolution equations for both the motion of the grain boundary and the evolution of dislocation structure on the grain boundary. The evolution of orientation-dependent continuous distributions of dislocation lines on the grain boundary is based on the simple representation using dislocation density potential functions [52]. This simple representation method also guarantees the continuity of the dislocation lines on the grain boundaries during the evolution. This continuum simulation framework for the distribution and dynamics of curves on curved surfaces can be applied more generally beyond the dynamics of dislocations and grain boundaries.

In a straightforward formulation of the continuum model, the variational force for the evolution of dislocations comes from a non-convex total energy, which leads to illposedness of the model. This problem is fixed by an alternative formulation with constraints, whose geometric meaning is to maintain the connectivity of dislocation lines. A numerical treatment based on a projection method is developed to solved the constrained evolution equations. The continuum model contains a long-range force in the form of singular integrals, whose evaluation is time-consuming especially in the three dimensional case. We generalize the projection method developed in two dimensional case [48] that replaces the long-range force by a constraint of the Frank’s formula [4,17,52] describing equilibrium of the long-range force. The projection procedure in three dimensional case can be solved, by generalizing the ideas in two dimensional case [48] with extra treatments to handle the Frank’s formula in three dimensions and the connectivity of dislocations.

Using the obtained continuum model, we perform numerical simulations for the evolution of low angle grain boundaries by coupling and sliding motions, and compare the results with those of atomistic simulations using phase field crystal model [45] and amplitude expansion phase field crystal model [36] for validation of our continuum model. We also explain the anisotropic motion observed in these atomistic simulations based on our continuum model.

This paper is organized as follows. In Sect. 2, we present a three dimensional continuum model for the evolution of grain boundaries with dislocation structures that is directly based on the simple representation of curved dislocation lines on curved grain boundaries and the associated energies and driving forces [52]. Illposedness of this formulation is discussed. In Sect. 3, in order to fix the illposedness problem, we present an alternative continuum formulation with constraints for the dynamics of grain boundaries in three dimensions, and propose a numerical treatment based on a projection method to solved the constrained evolution equations. In Sect. 4, we develop a more efficient formulation in which the computationally time-consuming long-range force is replaced by the constraint of the Frank’s formula, and obtain an explicit solution formula of the projection procedure. In Sect. 5, we summarize some analysis results on the properties of the continuum models and the numerical method. Numerical simulations using our continuum model for the evolution of low angle grain boundaries by coupling and sliding motions are performed, and comparisons with the results of atomistic simulations using phase field crystal model [45] and amplitude expansion phase field crystal model [36] are made in Sect. 6.
2 Straightforward Generalization to Three Dimensional Model: Illposedness

We have already developed two dimensional continuum model for the evolution of grain boundaries with dislocation structures that is able to describe the coupling and sliding motions of grain boundaries [48,50]. Recall that in two dimensions where the grain boundary is a curve and the dislocations are points, dislocation densities on the grain boundary can be described directly by scalar functions. However, in three dimensions where the grain boundary is a surface and dislocations are lines on the surface, scalar densities are not able to describe the distributions of orientation-dependent, connected dislocation lines. A simple representation using scalar functions (dislocation density potential functions) for the densities of connected, curved dislocation lines on curved grain boundaries and the associated energies and driving forces have been proposed in Ref. [52]. Using this representation, the orientation dependent dislocation densities are described based on surface gradient of the scalar dislocation density potential functions, instead of the scalar dislocation densities themselves in two dimension. This leads to illposedness in the straightforward generalization of the continuum dynamics model to three dimensions; see the discussion at the end of this section and more details in Theorem 1 in Sect. 5. In this section, we present this straightforward generalization of the continuum model to three dimensions. An alternative form of this formulation that fixes the illposedness will be presented in the next section.

Using the dislocation representation and dynamics formulation in Ref. [52], we have the following evolution equations of a grain boundary $S$ and its dislocation structure:

$$v_n = M_d \sum_{j=1}^{J} \frac{\|\nabla_S \eta_j\|}{\sum_{k=1}^{J} \|\nabla_S \eta_k\|} \left( t_{\text{long}}^{(j)} + t_{\text{local}}^{(j)} \right) \cdot n,$$

$$\frac{\partial \eta_j}{\partial t} = -M_d t_{\text{long}}^{(j)} \cdot \nabla_S \eta_j - M_{\eta} t_{\text{local}}^{(j)} \cdot \frac{\nabla_S \eta_j}{\|\nabla_S \eta_j\|}, \quad j = 1, 2, \ldots, J.$$  

Equation (1) governs the evolution of the grain boundary, and Eq. (2) describes evolution of the constituent dislocations on the grain boundary. The first term on the right-hand side of Eq. (2) describes the motion of the constituent dislocations on the grain boundaries, and the second term models the change of dislocations due to dislocation reaction. Here it is assumed that there are $J$ arrays of dislocations with Burgers vectors $b^{(j)}, j = 1, 2, \ldots, J$, respectively, on the grain boundary, and they are described by the dislocation density potential functions $\eta_j, j = 1, 2, \ldots, J$, respectively. In these evolution equations, $M_d > 0$ is the mobility of the constituent dislocations, and $M_{\eta} > 0$ is the mobility associated with dislocation reaction.

For a dislocation density potential function $\eta$ defined on a grain boundary $S$, the constituent dislocations of Burgers vector $b$ are given by the contour lines of $\eta$: $\eta = i$, for integer $i$. See Fig. 1 for an example of dislocation structure on a spherical grain boundary and $\eta$ defined on it. From the dislocation density potential function $\eta$, the inter-dislocation distance $D$ can be calculated by $D = \frac{1}{\|\nabla_S \eta\|}$, and the dislocation direction is given by $t = \frac{\nabla_S \eta \times n}{\|\nabla_S \eta\|}$, where $\nabla_S \eta$ is the surface gradient of $\eta$ on $S$: $\nabla_S \eta = (\nabla - n(n \cdot \nabla)) \eta$, and $n$ is the unit normal vector of the grain boundary. Multiple dislocation density potential functions are used for dislocations with different Burgers vectors. From the physical meaning, we always have $\|\nabla_S \eta\| \leq \frac{1}{b}$, meaning that the inter-dislocation distance $D \geq b$. 
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Fig. 1 A dislocation density potential function η defined on a grain boundary S. Its integer-value contour lines represent the array of dislocations with the same Burgers vector. n is the unit normal vector of the grain boundary, and t is the local dislocation line direction.

The continuum formulation of the total energy is

\[ E_{\text{tot}} = E_{\text{long}} + E_{\text{local}}, \]  

\[ E_{\text{long}} = \frac{1}{2} \sum_{i=1}^{J} \sum_{j=1}^{J} \int_{S_i} \int_{S_j} \frac{\mu}{4\pi} \left( \nabla_S \eta_i \times n_i \cdot b^{(i)} \right) \left( \nabla_S \eta_j \times n_j \cdot b^{(j)} \right) \] 

\[ \frac{r_{ij}}{r_{ij}} \] 

\[ - \frac{\mu}{2\pi} \left( \nabla_S \eta_i \times n_i \right) \right) \left( \nabla_S \eta_j \times n_j \right) \cdot (b^{(i)} \times b^{(j)}) \] 

\[ + \frac{\mu}{4\pi(1 - \nu)} \left( \nabla_S \eta_i \times b^{(i)} \right) \cdot (\nabla \otimes \nabla r_{ij}) \cdot (\nabla_S \eta_j \times n_j \cdot b^{(j)}) \right), \]  

\[ E_{\text{local}} = \int_{S} \gamma_{gb} \, dS, \]  

\[ \gamma_{gb} = \sum_{j=1}^{J} \frac{\mu(b^{(j)})^2}{4\pi(1 - \nu)} \left( 1 - \frac{\mu b^{(j)} \cdot (b^{(j)} || \nabla_S \eta_j \cdot n_j \cdot b^{(j)})}{(b^{(j)} || \nabla_S \eta_j \cdot n_j \cdot b^{(j)})^2} \right) \| \nabla_S \eta_j \| \log \frac{1}{r_g || \nabla_S \eta_j ||}. \]  

Here \( E_{\text{long}} \) is the long-range interaction energy of dislocations, and \( E_{\text{local}} \) is the local dislocation line energy with energy density \( \gamma_{gb} \). In the formulation of \( E_{\text{long}} \) in Eq. (4), \( r_{ij} = || X_i - X_j || \), where \( X_i \) and \( X_j \) are the points varying on the grain boundary \( S \) and are associated with the surface integral \( dS_i \) and \( dS_j \), respectively. \( n_j \) is the normal direction of the surface \( S \) associated with the surface integral \( dS_j \), notation \( \otimes \) is the tensor product operator, the gradient in the term \( \nabla \otimes \nabla r_{ij} \) is taken with respect to \( X_i \), and \( b^{(j)} = || b^{(j)} || \). The elastic constants \( \mu \) is the shear modulus and \( \nu \) is the Poisson’s ratio. The parameter \( r_g \) in \( \gamma_{gb} \) in Eq. (6) depends on the size and energy of the dislocation core, and is of the order of \( b \).

The driving forces for the dynamics of the grain boundary and the dislocation structure are associated with the variations of the total energy. In the grain boundary dynamics equations (1) and (2), \( f_{\text{long}}^{(j)} \) is the continuum long-range force, and \( f_{\text{local}}^{(j)} \) the local force on the \( b^{(j)} \)-dislocations. These forces have the following formulations:
Here $\sigma^{\text{tot}}$ is the total stress field, which includes the long-range stress field generated by the dislocation arrays on $S$, i.e., the first integral term, and the other stress fields $\sigma^{\text{app}}$, and in this formulation of $\sigma^{\text{tot}}$, $r = ||X - X_S||$ with points $X_S$ varying on the grain boundary $S$ and $\nabla_S \eta_j$ and $n$ being evaluated at $X_S$. In the local force $f^{(j)}_{\text{local}}$ in Eq. (9), $\kappa_d$ is the curvature of dislocation line, $n_d$ is the normal direction of dislocation, $\kappa_p$ and $n_p$ are the curvature and normal direction of the curve on $S$ that is normal to the location dislocation, respectively, and $\kappa_d n_d = (\nabla_S t) \cdot t = \nabla_S \left( \frac{\nabla_S \eta_j}{\|\nabla_S \eta_j\|} \times n \right) \cdot \left( \frac{\nabla_S \eta_j}{\|\nabla_S \eta_j\|} \times n \right) \cdot \kappa_p n_p = \left( \nabla_S \frac{\nabla_S \eta_j}{\|\nabla_S \eta_j\|} \right) \cdot \frac{\nabla_S \eta_j}{\|\nabla_S \eta_j\|}$, $b_t = b \cdot t$, $b_N = b \cdot n_d$, $b_B = b \cdot (t \times n_d)$.

**Illoposedness of this formulation**

Unfortunately, Eqs. (1) and (2) do not form a wellposed formulation. Especially, the evolution equation of dislocation structure in (2) is illposed. In fact, Eq. (2) is a second order evolution equation of $\eta_j$, which is determined by the second term $-M^j_{\text{loc}} \cdot \nabla_S \eta_j = -M^j_{\text{loc}} \cdot \frac{\delta E_{\text{local}}}{\delta \eta_j}$, where $f^{(j)}_{\text{local}}$ is given in Eq. (9). Note that $\kappa_d$, $n_d$ and $\kappa_p$, $n_p$ in $f^{(j)}_{\text{local}}$ are all expressed in terms of second partial derivatives of $\eta_j$. However, the energy density $\gamma_{gb}$ of the local energy $E_{\text{local}}$ in (5) and (6) is not convex as a function of $\nabla_S \eta_j$. This nonconvexity leads to an illposed formulation when using the gradient flow $\frac{\partial \eta_j}{\partial t} = -M^j_{\text{loc}} \cdot \nabla_S \eta_j = -M^j_{\text{loc}} \cdot \frac{\delta E_{\text{local}}}{\delta \eta_j}$ for the evolution of $\eta_j$. This can be understood as follows. Neglecting the orientation dependence factor, the contribution of $\eta_j$ in the energy density $\gamma_{gb}$ is essentially $-\|\nabla_S \eta_j\| \log \|\nabla_S \eta_j\|$, which is a concave function of $\|\nabla_S \eta_j\|$. As a result, the gradient flow gives a backward-diffusion like illposed evolution equation of $\eta_j$. See Theorem 1 in Sect. 5 for detail of the proof. Therefore, the continuum model in Eqs. (1) and (2) cannot be used directly to simulate the evolution of the grain boundary and its dislocation structure.
3 Continuum Model for Grain Boundary Dynamics in Three Dimensions

In this section, we present a continuum model for the dynamics of grain boundaries in three dimensions incorporating the coupling and sliding motions, which fixes the illposedness problem in the formulation in Eqs. (1) and (2).

In order to obtain a gradient flow formulation that avoids the above discussed illposedness for the evolution of the dislocation structure represented by dislocation density potential functions \( \eta_j, j = 1, 2, \ldots, J \), we use the components of \( \nabla_S \eta_j \) as independent variables instead of \( \eta_j \) itself in the evolution equation of dislocation structure. That is, when the grain boundary \( S \) is expressed by \( r(u, v) \), where \( (u, v) \) is an orthogonal parametrization with \( \|r_u\| = \|r_v\| = 1 \), we have

\[
\nabla_S \eta_j = \eta_{ju} r_u + \eta_{jv} r_v,
\]

where \( \eta_{ju} \) and \( \eta_{jv} \) are partial derivatives of \( \eta_j \) with respect to \( u \) and \( v \), and \( r_u \) and \( r_v \) are partial derivatives of \( r \) with respect to \( u \) and \( v \). We use \( \eta_{ju} \) and \( \eta_{jv} \) as independent variables for the evolution of dislocation structure. Gradient flow based on variations of the local energy taken with respect to \( \eta_{ju} \) and \( \eta_{jv} \) gives:

\[
\frac{\partial \eta_{ju}}{\partial t} = -M_r \frac{\partial E_{\text{local}}}{\partial \eta_{ju}} = -M_r u_j \frac{\partial \gamma_{gb}}{\partial \eta_{ju}},
\]

\[
\frac{\partial \eta_{jv}}{\partial t} = -M_r \frac{\partial E_{\text{local}}}{\partial \eta_{jv}} = -M_r v_j \frac{\partial \gamma_{gb}}{\partial \eta_{jv}},
\]

where \( M_r > 0 \). Noticing that the local energy density \( \gamma_{gb} \) is a function of \( \nabla_S \eta_j = \eta_{ju} r_u + \eta_{jv} r_v \), the gradient flow equations in (11) and (12) are ODEs of \( \eta_{ju} \) and \( \eta_{jv} \) with respect to time \( t \). For this ODE system, we have the standard local existence for the solution [10]. As a result, illposedness due to the backward-diffusion like PDEs of \( \eta_j \) in the original formulation is avoided.

However, this alternative formulation leads to a new problem that as partial derivatives of the same function, \( \eta_{ju} \) and \( \eta_{jv} \) are not independent. In fact, they are related by

\[
\frac{\partial \eta_{ju}}{\partial v} - \frac{\partial \eta_{jv}}{\partial u} = 0.
\]

Recalling that dislocations are contour lines of the functions \( \{ \eta_j \} \) on the grain boundary, the physical meaning of these relations is that the dislocations are connected lines on the grain boundary, i.e., there is no dislocation source/sink at any point on the grain boundary.\(^1\)

In order to fix this new problem, we include these relations of \( \eta_{ju} \) and \( \eta_{jv} \), \( j = 1, 2, \ldots, J \), as constraints in the continuum model. Using these treatments and combining the contribution from the long-range energy, the continuum formulation can be rewritten as:

**Continuum model with constraints**

\[
v_n = M_d \sum_{j=1}^J \frac{\|\nabla_S \eta_j\|}{\sum_{k=1}^J \|\nabla_S \eta_k\|} (f_{\text{long}}^{(j)} + f_{\text{local}}^{(j)}) \cdot n,
\]

\[
\frac{\partial \eta_{ju}}{\partial t} = -M_d \frac{\partial}{\partial u} (f_{\text{long}}^{(j)} \cdot \nabla_S \eta_j) - M_r \frac{\partial \gamma_{gb}}{\partial \eta_{ju}},
\]

\[
\frac{\partial \eta_{jv}}{\partial t} = -M_d \frac{\partial}{\partial v} (f_{\text{long}}^{(j)} \cdot \nabla_S \eta_j) - M_r \frac{\partial \gamma_{gb}}{\partial \eta_{jv}},
\]

\(^1\) In fact, the net dislocation flux across the boundary of any region \( \Omega \) on the grain boundary is \( \int_{\partial \Omega} \nabla_S \eta_j \cdot dr = \int_{\Omega} \left( \frac{\partial \eta_{jv}}{\partial u} - \frac{\partial \eta_{ju}}{\partial v} \right) dudv = 0 \) using this condition.
subject to \( \frac{\partial \eta_{ju}}{\partial v} - \frac{\partial \eta_{jv}}{\partial u} = 0 \). \hspace{1cm} (16)

Here \( M_r > 0 \) is the mobility associated with dislocation reaction based on the energy variations with respect to \( \eta_{ju} \) and \( \eta_{jv} \).

Numerically, we implement the constraint in Eq. (16) using a projection method similar to that for fluid dynamics problems [8]. Since evolution of \( \eta_{ju} \) and \( \eta_{jv} \) due to the first term in Eqs. (14) and (15) satisfies the constraint, we only need to focus on the deviation from the constraint due to the second terms therein.

Recall that the second terms in the evolution of \( \eta_{ju} \) and \( \eta_{jv} \) in Eqs. (14) and (15) come from the gradient flow of the local energy \( E_{\text{local}} = \int_S \gamma_{gb} dS \). In order to implement the constraint in Eq. (16), we introduce a Lagrangian function:

\[
L = \int_S \left( \gamma_{gb} + \sum_{j=1}^{J} \lambda_j \left( \frac{\partial \eta_{ju}}{\partial v} - \frac{\partial \eta_{jv}}{\partial u} \right) \right) dS, \hspace{1cm} (17)
\]

where \( \lambda_j, j = 1, 2, \ldots, J \), are Lagrange multipliers associated with the constraints. Using the Lagrangian function \( L \) instead of \( E_{\text{local}} \) in the gradient flow, the evolution of dislocation structure in Eqs. (14) and (15) becomes

\[
\begin{align*}
\frac{\partial \eta_{ju}}{\partial t} &= -M_d \frac{\partial}{\partial u} \left( f^{(j)}_{\text{long}} \cdot \nabla_S \eta_j \right) - M_r \frac{\partial \gamma_{gb}}{\partial \eta_{ju}} + \frac{\partial \lambda_j}{\partial v} \cdot \delta t, \hspace{1cm} (18) \\
\frac{\partial \eta_{jv}}{\partial t} &= -M_d \frac{\partial}{\partial v} \left( f^{(j)}_{\text{long}} \cdot \nabla_S \eta_j \right) - M_r \frac{\partial \gamma_{gb}}{\partial \eta_{jv}} - \frac{\partial \lambda_j}{\partial u} \cdot \delta t. \hspace{1cm} (19)
\end{align*}
\]

Here the coefficients of \( \frac{\partial \lambda_j}{\partial v} \) and \( \frac{\partial \lambda_j}{\partial u} \) in these equations are set to be 1.

During the evolution in the time step from \( t_n \) to \( t_{n+1} = t_n + \delta t \), we separate the evolution of \( \eta_{ju} \) and \( \eta_{jv} \) into two steps:

\[
\begin{align*}
\eta_{ju}^* &= \eta_{ju}^n - \left[ M_d \frac{\partial}{\partial u} \left( f^{(j)}_{\text{long}} \cdot \nabla_S \eta_j \right) + M_r \frac{\partial \gamma_{gb}}{\partial \eta_{ju}} \right] \cdot \delta t, \hspace{1cm} (20) \\
\eta_{jv}^* &= \eta_{jv}^n - \left[ M_d \frac{\partial}{\partial v} \left( f^{(j)}_{\text{long}} \cdot \nabla_S \eta_j \right) + M_r \frac{\partial \gamma_{gb}}{\partial \eta_{jv}} \right] \cdot \delta t, \hspace{1cm} (21) \\
\eta_{ju}^{n+1} &= \eta_{ju}^* + \frac{\partial \lambda_j^{n+1}}{\partial v} \cdot \delta t, \hspace{1cm} \eta_{jv}^{n+1} = \eta_{jv}^* - \frac{\partial \lambda_j^{n+1}}{\partial u} \cdot \delta t. \hspace{1cm} (22)
\end{align*}
\]

In order to satisfy the constraint \( \frac{\partial \eta_{ju}^{n+1}}{\partial v} - \frac{\partial \eta_{jv}^{n+1}}{\partial u} = 0 \), using Eq. (22), we have the formula for updating \( \lambda_j \):

\[
\Delta \lambda_j^{n+1} = \frac{1}{\delta t} \left( \frac{\partial \eta_{jv}^*}{\partial u} - \frac{\partial \eta_{ju}^*}{\partial v} \right), \hspace{1cm} (23)
\]

where \( \Delta \) is the Laplace operator. This Poisson equation for \( \lambda_j^{n+1} \) can be solved using a finite difference method. See Theorem 2 in Sect. 5 for the property of this projection method.
The numerical algorithm for solving the continuum model with constraints is summarized as follows:

**Numerical algorithm for solving constrained evolution**

From $t_n$ to $t_{n+1} = t_n + \delta t$,

$$
\mathbf{r}^{n+1} = \mathbf{r}^n + v_n n|_{t_n} \cdot \delta t,
$$

$$
\eta_{ju}^* = \eta_{ju}^n - \left[ M_d \frac{\partial}{\partial u} \left( \mathbf{f}_{\text{long}}^{(j)} \cdot \nabla S \eta_j \right) + M_t \frac{\partial \gamma_{gb}}{\partial \eta_{ju}} \right]|_{t_n} \cdot \delta t,
$$

$$
\eta_{ju}^* = \eta_{ju}^n - \left[ M_d \frac{\partial}{\partial v} \left( \mathbf{f}_{\text{long}}^{(j)} \cdot \nabla S \eta_j \right) + M_t \frac{\partial \gamma_{gb}}{\partial \eta_{ju}} \right]|_{t_n} \cdot \delta t,
$$

$$
\Delta \lambda_{ju}^{n+1} = \frac{1}{\delta t} \left( \frac{\partial \eta_{ju}^*}{\partial u} - \frac{\partial \eta_{ju}^*}{\partial v} \right),
$$

$$
\eta_{ju}^{n+1} = \eta_{ju}^* + \frac{\partial \lambda_{ju}^{n+1}}{\partial v} \delta t, \quad \eta_{ju}^{n+1} = \eta_{ju}^* - \frac{\partial \lambda_{ju}^{n+1}}{\partial u} \delta t.
$$

### 4 Continuum Model Without Long-Range Force

The continuum model given by Eqs. (13)–(16) contains the long-range elastic force $\mathbf{f}_{\text{long}}^{(j)}$ (given in Eqs. (7) and (8)), which is a singular integral over the entire grain boundary surface. Numerically, computation of such long-range force with reasonable accuracy is complicated and time-consuming even in two-dimensional cases [48,50]. It has been shown in two-dimensional cases [48] by comparison with discrete dislocation dynamics simulations that the long-range interaction between the grain boundary dislocations is so strong that an equilibrium state described by the Frank’s formula [4,17,52] is quickly reached during the evolution of the grain boundary. Here we follow the assumption made in two-dimensional case that the Frank’s formula always holds during the evolution of the grain boundary [48]. This leads to a new three dimensional formulation without long-range force:

**Continuum model without long-range force**

$$
v_n = M_d \sum_{j=1}^{J} \frac{\| \nabla S \eta_j \|}{\sum_{k=1}^{J} \| \nabla S \eta_k \|} \mathbf{f}_{\text{local}}^{(j)} \cdot n, \quad (24)
$$

$$
\frac{\partial \eta_{ju}}{\partial t} = -M_t \frac{\partial \gamma_{gb}}{\partial \eta_{ju}}, \quad \frac{\partial \eta_{ju}}{\partial t} = -M_t \frac{\partial \gamma_{gb}}{\partial \eta_{ju}}, \quad (25)
$$

subject to

$$
\frac{\partial \eta_{ju}}{\partial v} - \frac{\partial \eta_{ju}}{\partial u} = 0, \quad (26)
$$

$$
\mathbf{h} = \theta (\mathbf{V} \times \mathbf{a}) - \sum_{j=1}^{J} \mathbf{b}^{(j)} (\nabla S \eta_j \cdot \mathbf{V}) = 0. \quad (27)
$$

Here, the constraint (27) is the Frank’s formula that governs the equilibrium dislocation structure on a grain boundary [4,17,52], in which $\theta$ is the misorientation angle of the grain boundary and is a constant over the grain boundary at any fixed time, $\mathbf{a}$ is the rotation axis, and $\mathbf{V}$ is any vector in the grain boundary’s tangent plane. For a planar grain boundary, the Frank’s formula holds if and only if the long-range elastic fields generated by the grain
boundary cancel out [4,17]. It has been shown in Ref. [52] that this equivalence also holds for a curved grain boundary.

Numerically, the constraint of Frank’s formula in Eq. (27) can also be implemented using a projection method, i.e., projecting in each time step the virtual evolution result without the constraint of the Frank’s formula to a nearby configuration that satisfies the Frank’s formula. This is a separate numerical treatment in addition to the project method discussed in the previous section for handling the constraint in (26) for continuity of dislocation lines.

Specifically, in the evolution from $t_n$ to $t_{n+1} = t_n + \delta t$, in the virtual evolution of the grain boundary without the constraint of Frank’s formulation in (27), we have

$$r^* = r^n + v^* \delta t,$$
$$v^* = v_n,$$

where $v^* = (v^*_1, v^*_2, v^*_3)$ is the virtual velocity due to the local force without the constraint, i.e., $v_n$ in Eq. (24). Evolution of dislocation structure represented by $\eta_j$’s remains the same as that given in the previous section.

In the projection step, the virtual profile of the grain boundary $r^*$ is projected to a nearby configuration that satisfies the Frank’s formula (27). Note that misorientation angle $\theta$ is needed in (27) at time $t_{n+1}$. We calculate the misorientation angle $\theta$ during the evolution by

$$\theta = \frac{1}{S_A} \int_S \sum_{j=1}^J \frac{(\eta_{ju} + \eta_{jv})(r_u + r_v) \times a \cdot b^{(j)}}{\| (r_u + r_v) \times a \|^2} dS.$$

where $S_A$ is the area of the grain boundary $S$ that can be calculated by $S_A = \int_S \| r_u \times r_v \| du dv$. This formulation of $\theta$ is obtained by taking average of the vector equation (27) in the $r_u$ and $r_v$ directions; see Appendix for details of the derivation. We calculate $\theta^{n+1}$ using this formula based on the virtual evolution result of $r^*$, i.e., $\theta^{n+1} = \theta(r^*_u, r^*_v, \eta_{ju}^{n+1}, \eta_{jv}^{n+1})$. This means that we assume that the value of $\theta$ does not change in the projection step. Based on this obtained $\theta^{n+1}$, the actual grain boundary velocity $v$ is obtained by projection of the virtual configuration of the grain boundary $r^*$ to a state $r^{n+1}$ that satisfies the constraint of Frank’s formula (27).

This projection procedure has been validated in the two dimensional case by comparisons with the full evolution with the long-range force and discrete dislocation dynamics simulation, and explicit formula of the velocity after projection has been obtained in the two dimensional case [48]. Here we generalize the projection procedure to three dimensional case, based on the formulation of misorientation angle $\theta$ in the three dimensional case established in Eq. (30). The projection procedure in three dimensional case here can also be solved similarly as in the two dimensional case, with extra treatments to handle the Frank’s formula in three dimensions and connectivity of dislocations.

Now we solve the projection procedure in three dimensional case. Without loss of generality, suppose that the rotation axis is in the $+z$ direction, i.e., $a = (0, 0, 1)$.

Suppose that the grain boundary velocity is $v$, and the Frank’s formula (27) holds at the time $t_n$. After a small time step $\delta t$, if the Frank’s formula still holds at $t_{n+1} = t_n + \delta t$, we have

$$(\delta \theta r_u + \theta \delta t v_u) \times a - \sum_{j=1}^J b^{(j)} \delta \eta_{ju} = 0,$$
Here we have used $\delta r_u = \delta t v_u$ and $\delta r_v = \delta t v_v$, where $v_u = \frac{\partial x}{\partial t}$ and $v_v = \frac{\partial y}{\partial t}$.

Integrating Eq. (31) with respect to $u$, and Eq. (32) with respect to $v$, we have

$$(\delta \theta r(u, v) + \theta \delta t v(u, v)) \times a - \sum_{j=1}^{J} b^{(j)} \delta \eta_j(u, v) = 0. \quad (32)$$

Notice that the left-hand sides of Eqs. (33) and (34) are equal, whereas the right-hand side of Eq. (33) depends only on $v$ and the right-hand side of Eq. (34) depends only on $u$. Thus the right-hand sides of Eqs. (33) and (34) must equal to the same constant independent of $u$ and $v$, denoted by $C = (c_1, c_2, c_3)$. That is,

$$(\delta \theta r(u, v) + \theta \delta t v(u, v)) \times a - \sum_{j=1}^{J} b^{(j)} \delta \eta_j(u, v) = C. \quad (35)$$

We want to solve for the actual velocity $v = (v_1, v_2, v_3)$ such that the above vector equation holds. Since $a = (0, 0, 1)$, the first two equations in (35) give

$$v_1 = -\frac{\delta \theta}{\theta \delta t} (x - c_1) - \frac{1}{\theta} \sum_{j=1}^{J} b_2^{(j)} \frac{\delta \eta_j}{\delta t}, \quad (36)$$

$$v_2 = -\frac{\delta \theta}{\theta \delta t} (y - c_2) + \frac{1}{\theta} \sum_{j=1}^{J} b_1^{(j)} \frac{\delta \eta_j}{\delta t}. \quad (37)$$

Note that in the projection procedure, we essentially adjust the local value of $\theta$ determined by the Frank’s formula in Eq. (27) to achieve a uniform misorientation angle $\theta$ over the entire grain boundary. This procedure should not lead to additional rigid translation of the grain boundary. The two constants $c_1$ and $c_2$ in the projected velocity formula in Eqs. (36) and (37) can be determined by this condition. For some symmetric configuration of the grain boundary, e.g., when the top point of the grain boundary in the $+z$ direction always has a velocity in the $z$ direction due to some symmetry, we set the $z$ axis passing through that point, i.e., that point is $r = (0, 0, z)$ during the evolution. In this case, at that point, we have $(\delta \theta r + \theta \delta t v) \times a = 0$, and we set $\eta_j = 0, j = 1, 2, \ldots, J$, at that point. Thus, we have $c_1 = c_2 = 0$. Eqs. (36) and (37) actually hold in the continuum model, i.e., $v_1 = -\frac{1}{\theta} \frac{d\theta}{dt} (x - c_1) - \frac{1}{\theta} \sum_{j=1}^{J} b_2^{(j)} \frac{d\eta_j}{dt}$ and $v_2 = -\frac{1}{\theta} \frac{d\theta}{dt} (y - c_2) + \frac{1}{\theta} \sum_{j=1}^{J} b_1^{(j)} \frac{d\eta_j}{dt}$, by letting $\delta t \to 0$.

The condition in Eq. (35) does not impose any restriction on the velocity in the direction of the rotation axis, i.e., the $z$ direction. Thus we simply keep the $z$-component $v_3 = v_3^*$, where
\( \mathbf{v}^* = (v_1^*, v_2^*, v_3^*) \) is the virtual velocity in Eq. (29) without the constraint of the Frank’s formula.

In summary, combining with the algorithm to maintain the dislocation continuity presented in previous section, we have the following efficient numerical algorithm without calculation of the long-range force:

**Numerical Algorithm**

From \( t_n \) to \( t_{n+1} = t_n + \delta t \),

\[
\mathbf{v}^* = \left( M_d \sum_{j=1}^{J} \frac{\| \nabla S \eta_j \|}{\sum_{k=1}^{K} \| \nabla S \eta_k \|} r^{(j)}_{\text{local}} \cdot \mathbf{n} \right) \mathbf{n},
\]

(38)

\[
\mathbf{r}^* = \mathbf{r}^n + \mathbf{v}^* \delta t.
\]

(39)

\[
\eta_{ju} = \eta^n_{ju} - M_r \frac{\partial \gamma_{gb}}{\partial \eta_{ju}} \bigg|_{t_n} \delta t, \quad \eta^*_{ju} = \eta^n_{ju} - M_r \frac{\partial \gamma_{gb}}{\partial \eta_{ju}} \bigg|_{t_n} \delta t,
\]

(40)

\[
\Delta \lambda^{n+1} = \frac{1}{\delta t} \left( \frac{\partial \eta^*_{ju}}{\partial u} - \frac{\partial \eta^n_{ju}}{\partial u} \right),
\]

(41)

\[
\eta_{ju}^{n+1} = \eta^n_{ju} + \frac{\partial \lambda^{n+1}}{\partial v} \delta t, \quad \eta^*_{ju}^{n+1} = \eta^n_{ju} - \frac{\partial \lambda^{n+1}}{\partial u} \delta t,
\]

(42)

\[
\delta \theta = \theta(\mathbf{r}^*, \mathbf{r}^n, \eta_{ju}^{n+1}, \eta^*_{ju}^{n+1}) - \theta(\mathbf{r}^n, \mathbf{r}^n, \eta_{ju}, \eta^*_{ju}),
\]

(43)

\[
\mathbf{v} = \left( -\frac{\delta \theta}{\delta t} (x - c_1), -\frac{\delta \theta}{\delta t} (y - c_2), v_3^* \right)
\]

\[
\quad \quad \quad \quad + \left( -\frac{1}{\theta} \sum_{j=1}^{J} b^{(j)}_2 \frac{\delta \eta_j}{\delta t}, \frac{1}{\theta} \sum_{j=1}^{J} b^{(j)}_1 \frac{\delta \eta_j}{\delta t}, 0 \right),
\]

(44)

\[
\mathbf{r}^{n+1} = \mathbf{r}^n + 2 \mathbf{v} \delta t.
\]

(45)

Here constants \( c_1 \) and \( c_2 \) can be determined by the condition that the projection procedure alone does not lead to extra rigid translation of the grain boundary as discussed above.

Note that in the projected velocity formula in Eq. (44), the first term describes the pure coupling motion of the grain boundary, the second term describes the additional effect of the sliding motion of the grain boundary due to dislocation reaction.

**Initial dislocation structure**

We assume that the initial grain boundary has an equilibrium dislocation structure that satisfies the Frank’s formula and has the lowest energy. See Ref. [34] for the method based on constrained energy minimization to find the equilibrium dislocation structure on a curved low angle grain boundary, which is a generalization of the model for planar low angle grain boundaries [49] examined extensively by comparisons with atomistic simulation results.

**5 Analysis of the Continuum Simulation Method**

In this section, we summarize some analysis results on the derivation and properties of the continuum model and numerical method.

A simplified form of the local grain boundary energy density in Eq. (6), neglecting the orientation-dependent factor, is

\[
\tilde{\gamma}_{gb}(\| \nabla S \eta_j \|) = -\| \nabla S \eta_j \| \log \| \nabla S \eta_j \|, \text{ which is a con-}
\]
cave function of $\|\nabla S\eta_j\|$. In fact, $	ilde{\gamma}_{gb}(\|\nabla S\eta_j\|) = -\log \|\nabla S\eta_j\| - 1$ and $	ilde{\gamma}_{gb}''(\|\nabla S\eta_j\|) = -\frac{1}{\|\nabla S\eta_j\|} < 0$. We have pointed out in Sect. 2 that such an energy functional will lead to illposed gradient flow. We prove this rigorously in the following theorem.

**Theorem 1** Consider the energy

$$E = \int_S f(\|\nabla S\eta\|)dS,$$

where $\eta$ is a smooth function defined on the surface $S$ and $f$ is a smooth concave function, i.e., $f'' < 0$. The gradient flow due to this energy is

$$\frac{\partial \eta}{\partial t} = M_\eta \left[ f''(\|\nabla S\eta\|) \left( \frac{\nabla S\eta}{\|\nabla S\eta\|} \right)^T (\nabla S \nabla S\eta) \frac{\nabla S\eta}{\|\nabla S\eta\|} 
+ f'(\|\nabla S\eta\|) \nabla S \cdot \left( \frac{\nabla S\eta}{\|\nabla S\eta\|} \right) \right],$$

(47)

where $\nabla S \nabla S\eta$ is the Hessian of $\eta$ and mobility $M_\eta > 0$. This gradient flow equation is illposed.

**Proof** Consider the energy $E$ due to $\eta$ with a small perturbation $\delta \eta$. The energy change is

$$\delta E = E[\eta + \delta \eta] - E[\eta]$$

$$= \int_S f'(\|\nabla S\eta\|) \frac{\nabla S\eta \cdot \nabla S\delta \eta}{\|\nabla S\eta\|} dS$$

$$= - \int_S \nabla S \cdot \left( f'(\|\nabla S\eta\|) \frac{\nabla S\eta}{\|\nabla S\eta\|} \right) \delta \eta dS. \quad (48)$$

Thus

$$\frac{\delta E}{\delta \eta} = - \nabla S \cdot \left( f'(\|\nabla S\eta\|) \frac{\nabla S\eta}{\|\nabla S\eta\|} \right)$$

$$+ \nabla S f'(\|\nabla S\eta\|) \cdot \frac{\nabla S\eta}{\|\nabla S\eta\|} - f'(\|\nabla S\eta\|) \nabla S \cdot \left( \frac{\nabla S\eta}{\|\nabla S\eta\|} \right)$$

$$- f''(\|\nabla S\eta\|) \left( \frac{\nabla S\eta}{\|\nabla S\eta\|} \right)^T (\nabla S \nabla S\eta) \frac{\nabla S\eta}{\|\nabla S\eta\|}$$

$$- f'(\|\nabla S\eta\|) \nabla S \cdot \left( \frac{\nabla S\eta}{\|\nabla S\eta\|} \right) \delta \eta dS. \quad (49)$$

The gradient flow $\frac{\partial \eta}{\partial t} = -M_\eta \frac{\delta E}{\delta \eta}$, where $M_\eta > 0$, gives Eq. (47). Recall that $f''(\|\nabla S\eta\|) < 0$ in this equation.

We show that the evolution equation (47) is illposed by proof by contradiction.

Assume that the grain boundary $S$ is expressed by $\mathbf{r}(u, v)$, where $(u, v)$ is an orthogonal parametrization. When $\eta$ depends only on the parameter $u$ and $\eta_u > 0$, Eq. (47) is reduced to the one-dimensional equation

$$\eta_t = f''(\|\eta_u\|) \eta_{uu}. \quad (50)$$

Here without loss of generality, we let $M_\eta = 1$. Since $f'' < 0$, this equation is a backward diffusion equation with variable coefficient.

We consider $C^2$ solution of the initial value problem with periodic boundary condition in $u$, and without loss of generality, let the period be $2\pi$. Suppose that Eq. (50) is wellposed for
time \( t \in [0, T] \). There exists a constant \( M > 0 \), such that for any two solutions \( \eta^I \) and \( \eta^{II} \) of Eq. (50) with different initial conditions, we have
\[
||\eta^I(\cdot, t) - \eta^{II}(\cdot, t)||_{C^2} \leq M||\eta^I(\cdot, 0) - \eta^{II}(\cdot, 0)||_{C^2}.
\] (51)

Consider two solutions with initial conditions \( \eta^I(u, 0) = pu \) and \( \eta^{II}(u, 0) = pu + \frac{\epsilon}{k^2} \exp^{iku} \), where \( p > 0 \) is a constant, \( k \geq 1 \), and \( \epsilon \) is small. We have
\[
||\eta^I(\cdot, 0) - \eta^{II}(\cdot, 0)||_{C^2} = \epsilon.
\] (52)

We write Eq. (50) as
\[
\eta_t = f''(p)\eta_{uu} + g(u, t),
\] (53)
where \( g(u, t) = (f''(|\eta^I_u|) - f''(p))\eta_{uu} \). Note that \( p + \epsilon \geq \eta^{II}_u(u, 0) \geq p - \epsilon \). We choose \( \epsilon \) to be small such that \( p - M\epsilon > 0 \). Using the wellposedness condition in Eq. (51), we have, for \( t \in [0, T] \),
\[
p + M\epsilon \geq \eta^{II}_u(u, t) \geq p - M\epsilon > 0.
\] (54)

Consider Fourier transform of these functions, i.e., \( \eta^I, \eta^{II}(u, t) = pu + \sum_k A^I_k(t) \exp^{iku} \) and \( g(u, t) = \sum_k g_k(t) \exp^{iku} \). Here \( A^I_k(t) = 0 \) for all \( k \). Using definition of Fourier transform and the wellposedness condition in Eq. (51), we have
\[
|A^I_k(t) - A^{II}_k(t)| \leq ||\eta^I(\cdot, t) - \eta^{II}(\cdot, t)||_{C^0} \leq M||\eta^I(\cdot, 0) - \eta^{II}(\cdot, 0)||_{C^2}.
\] (55)

Since \( \eta^{II} \) is a solution of Eq. (53), the Fourier coefficient \( A^{II}_k(t) \) of \( \eta^{II} \) satisfies
\[
A^{II}_k(t) = -k^2 f''(p)A^I_k(t) + g_k(t).
\] (56)

where \( g(u, t) = (f''(|\eta^{II}_u|) - f''(p))\eta_{uu} \). Using the initial condition \( A^{II}_k(0) = \frac{\epsilon}{k^2} \), the solution of Eq. (56) is
\[
A^I_k(t) = \frac{\epsilon}{k^2} e^{-k^2f''(p)t} + e^{-k^2f''(p)t} \int_0^t g_k(\tau)e^{k^2f''(p)\tau} d\tau.
\] (57)

Now consider \( g(u, t) = (f''(|\eta^{II}_u|) - f''(p))\eta_{uu} \). First, \( f''(|\eta^{II}_u|) - f''(p) = f''(\xi)(\eta^{II}_u - p) \), where \( \xi \) is between \( \eta^{II}_u \) and \( p \). Using the bounds in Eq. (54), we have \( |\eta^{II}_u - p| \leq M\epsilon \), and \( |f''(\xi)| \leq C_p \), where \( C_p \) is a constant depending on \( p \). Moreover, since \( \eta^{II}_u = \eta^{II}_{uu} - \eta^{I}_{uu} \), we have \( |\eta^{II}_{uu}| = |\eta^{II}_u - \eta^{I}_u| \leq M||\eta^I(\cdot, 0) - \eta^{II}(\cdot, 0)||_{C^2} = M\epsilon \). Using these results, we have
\[
|g_k(t)| \leq \max_u |g(u, t)| \leq C_p M^2 \epsilon^2.
\] (58)

Thus, the integral in second term in \( A^I_k(t) \) in Eq. (57) can be bounded as
\[
|\int_0^t g_k(\tau)e^{k^2f''(p)\tau} d\tau| \leq \int_0^t e^2 C_p M^2 e^{k^2f''(p)\tau} d\tau = \frac{e^2 C_p M^2}{k^2f''(p)} \left( e^{k^2f''(p)\tau} - 1 \right). \]

Therefore, we have
\[
|A^I_k(t) - A^{II}_k(t)| = |A^I_k(t)| \geq \frac{\epsilon}{k^2} e^{-k^2f''(p)t} \left[ 1 - \frac{C_p M^2}{f''(p)} \epsilon \left( 1 - e^{k^2f''(p)\tau} \right) \right].
\] (59)

We choose \( \epsilon \) to be small enough such that \( 1 - \frac{C_p M^2}{f''(p)} \epsilon > 0 \).

Since \( f''(p) < 0 \), Eqs. (59) and (52) contradict with Eq. (55) as \( k \to \infty \).
Remark 1 With the actual local energy density in Eq. (6), we have \( \delta E_{\text{local}} / \delta \eta_j = f^{(j)}_{\text{local}} \cdot \nabla \eta_j / \| \nabla \eta_j \| \), where \( f^{(j)}_{\text{local}} \) is given by Eq. (9). Illposedness of the gradient flow \( \partial \eta_j / \partial t = -M / \| \nabla \eta_j \| \) associated with this energy formula can be proved similarly.

Remark 2 Illposedness of the gradient flow comes from the Hessian term in Eq. (47), or in Eq. (9) for the actual evolution equation. In the previous models [51,52], this term was removed when the driving force is dominated by the long-range force (Eqs. (7) and (8)). However, in the grain boundary dynamics problem, the long-range force is essentially canceled during the evolution, and this Hessian term due the local energy plays critical roles and cannot be removed from the equation.

Next, in the following theorem, we show existence and uniqueness of the projection operation used in Sect. 3. This theorem plays the same role as the Helmholtz-Hodge decomposition theorem in the projection method for solving fluid dynamics problems [9].

Theorem 2 Given a smooth vector function \( \xi = (\xi_1, \xi_2) \) in a periodic \((u,v)\) domain, there exist a unique periodic vector function \( \xi^D = (\xi_1^D, \xi_2^D) \) and a periodic function \( \lambda \) such that

\[
\xi = \xi^D + \tilde{G}\lambda, \tag{60}
\]

where

\[
\tilde{D}\xi^D = \frac{\partial \xi_1^D}{\partial v} - \frac{\partial \xi_2^D}{\partial u} = 0, \tag{61}
\]

and

\[
\tilde{G}\lambda = \left( \frac{\partial \lambda}{\partial v}, -\frac{\partial \lambda}{\partial u} \right). \tag{62}
\]

Proof We first prove existence of \( \xi^D \). If \( \xi = \xi^D + \tilde{G}\lambda \) holds, we have \( \tilde{D}\xi = \Delta \lambda \), where \( \Delta \) is the Laplacian operator. Under periodic boundary condition, the solution \( \lambda \) is unique up to addition of a constant. With the solved \( \lambda \), we can define \( \xi^D = \xi - \tilde{G}\lambda \).

Now we proof uniqueness of \( \xi^D \). If \( \xi^D \) exists, we have

\[
< \xi^D, \tilde{G}\lambda > = - < \tilde{D}\xi^D, \lambda > = 0,
\]

where the inner product \( < f, g > = \int_D fg \, du \, dv \) with \( D \) being the periodic domain. This gives \( \| \xi \|^2 = \| \xi^D \|^2 + \| \tilde{G}\lambda \|^2 \), where \( \| \cdot \| \) is the \( L_2 \)-norm over \( D \). Thus, we have \( \xi^D = 0 \) when \( \xi = 0 \), from which uniqueness of \( \xi^D \) follows.

Remark 3 From the proof of Theorem 2, we have \( \| \xi \|^2 = \| \xi^D \|^2 + \| \tilde{G}\lambda \|^2 \) and \( < \xi^D, \tilde{G}\lambda > = 0 \). These mean that \( \xi^D \) is the projection of \( \xi \) that satisfies Eq. (61).

Remark 4 In the second step in the projection method used in Sect. 3, i.e., Eq. (22), we project the result \((\eta_j^{*u}, \eta_j^{*v})\) in Eqs. (20) and (21) obtained in the first step without constraint, to the result \((\eta_j^{n+1}, \eta_j^{n+1})\) that satisfies the constraint \( \tilde{D}(\eta_j^{n+1}, \eta_j^{n+1}) = \eta_j^{n+1} / \partial v - \eta_j^{n+1} / \partial u = 0 \), and \( -\lambda_j^{n+1} \delta t \) in Eq. (22) is the function \( \lambda \) in Theorem 2.
6 Numerical Simulations

In this section, we perform numerical simulations of grain boundary dynamics using our numerical algorithm in Eqs. (38)–(45), which is a numerical implementation of the continuum model of constrained evolution in Eqs. (24)–(27). The results of numerical simulation performed extensively with those obtained by atomistic level simulations using phase field crystal model [45] and amplitude expansion phase field crystal model [36] for various properties of coupling and sliding motions of the grain boundary to validate our continuum model. This shows convergence of the numerical algorithm, which is a numerical implementation of the continuum model of constrained evolution in Eqs. (24)–(27). The numerical simulation results are compared extensively with those obtained by atomistic level simulations using phase field crystal model [45] and amplitude expansion phase field crystal model [36] for various properties of coupling and sliding motions of the grain boundary to validate our continuum model. Convergence tests show that the proposed continuum simulation algorithm indeed fixes the problem of illposedness and that the projection algorithms converge.

We consider grain boundaries in fcc Al. We choose the directions [110], [112], [111] to be the x, y, and z directions, respectively. In this coordinate system, the six Burgers vectors are \( \mathbf{b}^{(1)} = (1, 0, 0) b, \mathbf{b}^{(2)} = \left( \frac{1}{2}, \frac{\sqrt{2}}{2}, 0 \right) b, \mathbf{b}^{(3)} = \left( \frac{3}{2}, -\frac{\sqrt{2}}{2}, 0 \right) b, \mathbf{b}^{(4)} = \left( 0, \frac{\sqrt{3}}{3}, -\frac{\sqrt{6}}{3} \right) b, \mathbf{b}^{(5)} = \left( \frac{1}{2}, \frac{\sqrt{3}}{6}, \frac{\sqrt{6}}{3} \right) b, \) \( \text{and} \mathbf{b}^{(6)} = \left( -\frac{1}{2}, \frac{\sqrt{3}}{6}, \frac{\sqrt{6}}{3} \right) b, \) where \( b \) is the magnitude of the Burgers vectors. In Al, \( b = 0.286 \text{nm} \) and the Poisson ratio is \( \nu = 0.347 \). The rotation axis \( \mathbf{a} \) is in the [111] direction, i.e., +z direction.

We study the evolution of an initially spherical grain boundary, whose radius is \( R = 20b \) and misorientation angle is \( \theta = 5^\circ \). There are three sets of dislocations with Burgers vectors \( \mathbf{b}^{(1)}, \mathbf{b}^{(2)}, \) and \( \mathbf{b}^{(3)} \), respectively, in the equilibrium dislocation structure on this initial, spherical grain boundary; see the top image in Fig. 3a.

In the dynamics simulation, the grain boundary is parameterized using spherical coordinates \( R = R(\alpha, \beta) \), for \( 0 \leq \alpha < 2\pi \) and \( 0 \leq \beta \leq \pi \). Here \( \alpha \) is the angle between the position vector of a point on the grain boundary and the x axis, and \( \beta \) is the angle between the position vector of the point and the z axis. Initially, \( R(\alpha, \beta) = 20b \). The (\( \alpha, \beta \)) domain is discretized into 40 \( \times \) 20 uniform grids during the evolution. The center of the spherical grain boundary is the origin \( (0, 0, 0) \) in the coordinate system. Due to symmetry, the two constants \( c_1 = c_2 = 0 \) in the projected velocity formula in Eq. (44). Simulation of one example took less than two minutes on a laptop with a single i7-6500u processor.

6.1 Convergence of the Numerical Algorithm

We perform convergence tests in time for our numerical algorithm to show that the problem of illposedness has been fixed and the projection algorithms converge.

We examine the misorientation angle \( \theta \) and the surface area \( S_A \) of the grain boundary during the evolution up to time \( t = 20.8/Md\mu \) with different values of time step \( \delta t \). Recall that the misorientation angle \( \theta \) is calculated using Eq. (30) and surface area \( S_A = \int_S \| \mathbf{r}_u \times \mathbf{r}_v \| \, du \, dv \). The surface area of the initial grain boundary is denoted as \( S_A^0 \). Evolutions of these two quantities are shown in Fig. 2, from which convergence can be seen with different values of time step \( \delta t \).

We further examine the orders of convergence of \( \theta \) and \( S_A \), and the results are shown in Table 1. The ratio \( Q_g = \frac{g_{\delta t} - g_{\delta t/2}}{g_{\delta t/2} - g_{\delta t/4}} \), where \( g_{\delta t} \) is the numerical value of \( g \) at time \( \delta t \). These results show a first order convergence of the numerical algorithm. These validate our numerical algorithm, and especially, there is no numerical instability and the projection algorithms that we employ converge.
Fig. 2  Evolutions of a misorientation angle $\theta$ and b surface area $S_A$ of the grain boundary during the evolution with different values of time step $\delta t$

Table 1  Misorientation angle $\theta$ and surface area $S_A$ at time $t = 20.8/M_d\mu$

| $\delta t/(M_d\mu)$ | Misorientation Angle $\theta(\degree)$ | $Q_\theta$ | Surface Area ($S_A/S_A^0$) | $Q_{S_A}$ |
|----------------------|----------------------------------------|------------|----------------------------|-----------|
| 0.416000             | 9.18428427                            | 1.6214     | 0.25978820                 | 1.7900    |
| 0.208000             | 9.78932770                            | 2.0195     | 0.22902276                 | 2.0263    |
| 0.104000             | 10.16249512                           | 1.9196     | 0.21183550                 | 1.9543    |
| 0.052000             | 10.34727401                           | 1.9422     | 0.20335333                 | 1.9691    |
| 0.026000             | 10.44353091                           | 1.9794     | 0.19901303                 | 1.9929    |
| 0.013000             | 10.49309176                           | 0.19680884 |                           |           |
| 0.006500             | 10.51813002                           | 0.19570282 |                           |           |

6.2 Pure Coupling Motion

We first consider the grain boundary motion without dislocation reaction, i.e. the reaction mobility $M_r = 0$ in Eq. (40), and accordingly $\delta \eta_j = 0$ in Eq. (44). This is the pure coupling motion.

Figure 3 shows the shrinkage of the spherical grain boundary under this pure coupling motion. The grain boundary eventually disappears. In this case, since $M_r = 0$ and $\delta \eta_j = 0$, the grain boundary velocity in Eq. (44) becomes $v = -\frac{\delta \theta}{\delta t} (x, y, 0) + (0, 0, v^*_3)$. In the direction normal the rotation axis, i.e., in the xy plane, the velocity component is in the inward radial direction, as in the two-dimensional model [48,50]; this is adjusted from the velocity component due to curvature flow in order to satisfy the Frank’s formula. Whereas in the direction of the rotation axis, i.e., the z direction, there is no constraint imposed by the Frank’s formula, and the velocity component is the same as that in the curvature flow.

As an example, we consider the cross-section of the grain boundary with the $z = 0$ plane (i.e., cross-section normal to the [111] rotation axis), which is the equator of the grain boundary in the three dimensional view in the upper panel in Fig. 3 and is a circle (the outer circle) as shown in the second panel in Fig. 3 for the view from $+z$ direction. The grain boundary along this circular cross-section is pure tilt, which is similar to the two-dimensional grain boundary discussed in Ref. [48,50]. Along this circle, during the evolution, we have $v^*_3 = 0$, and the grain boundary velocity is $v = -\frac{\delta \theta}{\delta t} (x, y, 0)$, which is completely in
Fig. 3 Shrinkage of an initially spherical grain boundary in fcc under pure coupling motion, i.e., without dislocation reaction. The rotation axis is the $z$ direction ([111]), and the initial misorientation angle $\theta = 5^\circ$. The upper panel of images show the three-dimensional view of the grain boundary during evolution. The middle panel of images show the grain boundary during evolution viewed from the $+z$ direction ([111]), and the lower panel of images show the grain boundary during evolution viewed from the $+x$ direction ([110]). Dislocations with Burgers vectors $b^{(1)}$, $b^{(2)}$ and $b^{(3)}$ are shown by blue, black and red lines, respectively. Length unit: $b$.

The initial spherical grain boundary. b–d Configurations at time $t = 10/M_d\mu$, $15/M_d\mu$, $20/M_d\mu$, respectively.

the inward radial direction in the $z = 0$ plane. Thus the cross-section keeps the circular shape as it shrinks during the evolution, as shown in the second panel in Fig. 3. This shape-preserving evolution agrees with the results of the two-dimensional grain boundary dynamics models [40,48,50] and shrinkage of circular grain boundaries in two dimensions by molecular dynamics [38] and phase field crystal [44] simulations. However, here the changing rate of misorientation angle $\delta \theta / \delta t$ in the velocity formula is depending on the entire grain boundary in three dimensions by Eq. (43), and is not just depending on the circular cross-section itself as in the two dimensional continuum model [48].

Next, we consider the cross-section of the grain boundary with the $x = 0$ plane (i.e., cross-section normal to the [110] direction); see the lower panel in Fig. 3 (the outer boundary of the projected grain boundary surface). Initially, the cross-section is a circle, and it gradually changes to an ellipse as it shrinks during the evolution. This shows that the velocity in the rotation axis direction, i.e. $z$ direction is larger than that in the $x$ and $y$ directions. The reason for this anisotropic motion is that there is no constraint of Frank’s formula in the $z$ direction which is the direction of the rotation axis, and the velocity at the two poles on the grain boundary with respect to the $z$ direction (where the grain boundary is pure twist) is the same as that in the curvature flow; whereas the velocity components in the $x$ and $y$ directions are adjusted from those in the curvature flow by the constraint of the Frank’s formula, and the
Fig. 4 Shrinkage of an initially spherical grain boundary in fcc under pure coupling motion. The rotation axis is the $z$ direction ([111]), and the initial misorientation angle $\theta = 5^\circ$. a Evolution of misorientation angle $\theta$. b Evolution of grain boundary area $S_A$, where $S_A^0$ is the area of the initial grain boundary. c Evolution of density of dislocations with Burgers vector $b^{(1)}/b^{(2)}/b^{(3)}$ on the grain boundary. d Evolution of the total length of dislocations with Burgers vector $b^{(1)}/b^{(2)}/b^{(3)}$ on the grain boundary. In c and d, the densities and total lengths of dislocations with these three Burgers vectors are almost identical.

resulting velocity in the $xy$ plane are depending on the entire grain boundary through the coefficient $\delta\theta$, as discussed above. Evolution of this initially spherical grain boundary and its dislocation structure, especially the property that the shrinkage of the grain boundary is faster in the direction of the rotation axis than in other directions, agree with the results of atomistic-level simulations using phase field crystal model [45] and amplitude expansion phase field crystal model [36].

Figure 4a shows the change of misorientation angle $\theta$ during the evolution, which is continuously increasing. This behavior agrees with Cahn-Taylor theory [6], three dimensional phase-field crystal simulations [45], and two-dimensional atomistic [38,41], phase field crystal [44], and continuum [48,50] simulations. Such increasing of misorientation angle cannot be obtained by the classical motion by mean curvature models or pure sliding models, in which the misorientation angle is constant or is decreasing during the evolution.

Figure 4b shows evolution of the area of the grain boundary, which reveals the relation:

$$\frac{S_A(t)}{S_A^0} = 1 - At,$$  

(63)
where \( A \) is some constant, and \( S_A(t) \) and \( S_A^0 \) are the grain boundary area at time \( t \) and that of the initial configuration, respectively. This agrees with the results of nearly linear decrease of the grain boundary area using amplitude expansion phase field crystal model for grain boundaries in both fcc and bcc crystals [36]. The phase field crystal simulations in Ref. [45] showed that the decrease of the volume of the grain enclosed by an initially spherical low angle grain boundary in a bcc crystal approximately follows the relation 

\[
\frac{V(2/3,t)}{V(2/3,0)} = 1 - A_1 t,
\]

where \( A_1 \) is some constant, and \( V(t) \) and \( V_0 \) are the volume of the grain enclosed by the grain boundary at time \( t \) and that of the initial configuration, respectively. This agrees with the nearly linear decrease of the grain boundary area using amplitude expansion phase field crystal model for grain boundaries in both fcc and bcc crystals [36].

The nearly linear decrease of the volume of the grain enclosed by an initially spherical grain boundary in a bcc crystal approximately follows the relation 

\[
\frac{V(2/3,t)}{V(2/3,0)} = 1 - A_1 t,
\]

where \( A_1 \) is some constant, and \( V(t) \) and \( V_0 \) are the volume of the grain enclosed by the grain boundary at time \( t \) and that of the initial configuration, respectively. It was argued in Ref. [45] that their results are consistent with the result of classical Von Neumann-Mullins relation [33] for a two dimensional grain boundary driven by curvature with constant energy density, i.e., Eq. (63) if \( S_A \) denotes the area enclosed by the grain boundary in two dimensions, considering the approximate relation \( V^{2/3} \sim S_A \). In this sense, simulation results using our continuum model and the amplitude expansion phase field crystal simulations in [36] are consistent with the results in Ref. [45] as well as the result of the classical Von Neumann-Mullins relation.

Evolutions of dislocation densities on the grain boundary and total length of dislocations are shown in Fig. 4c, d. It can be seen from Fig. 4c that the densities of the dislocations with all the three Burgers vectors are increasing during the evolution. This is consistent with the increase of misorientation angle \( \theta \) during the evolution. The total length of dislocations is decreasing during the evolution as shown in Fig. 4d. This is in agreement with the phase field crystal simulation results in Ref. [45]. Unlike in the two dimensional case with dislocation conservation [6,38,41,44,48,50] where dislocations are infinite straight lines, in three dimensions without dislocation reaction, the constituent dislocations are closed loops, and all the dislocation loops are shrinking and the total length of dislocations is decreasing as the grain boundary shrinks.

**6.3 Motion with Dislocation Reaction**

Now we perform simulations using our continuum model considering dislocation reaction, i.e. \( M_r \neq 0 \). Dislocation reaction leads to removal of dislocations, resulting in the coupling motion of the grain boundary [6,38,41,45,48,50]. The mobility \( M_r \) is a temperature-dependent material parameter, and it may also depend on the local dislocation reaction mechanism [41,45]. We set \( M_r \) to be constant in our simulations to examine the effect of dislocation reaction. We use the same initial spherical grain boundary as in Sect. 6.2 without dislocation reaction.

Figure 5 shows the shrinkage of the initially spherical grain boundary with dislocation reaction, where the reaction mobility \( M_r b^3 / M_d = 1.83 \times 10^{-4} \). We consider the cross-section of the grain boundary with the \( z = 0 \) plane (i.e., cross-section normal to the [111] rotation axis), which is the equator of the grain boundary in the three dimensional view in the upper panel in Fig. 5 and the outer curve in the view from the +z axis in the second panel in Fig. 5. Along this curve, the grain boundary is pure tilt everywhere, and we have \( v_3^r = 0 \), i.e., the velocity is always in the \( z = 0 \) plane during the evolution. The evolution of this curve is similar to that of the two-dimensional grain boundary discussed in [48,50]. The initial
Fig. 5 Shrinkage of an initially spherical grain boundary in fcc with dislocation reaction: $M_r b^3/M_d = 1.83 \times 10^{-3}$. The rotation axis is the $z$ direction ([111]), and the initial misorientation angle $\theta = 5^\circ$. The upper panel of images show the three-dimensional view of the grain boundary during evolution. The middle panel of images show the grain boundary during evolution viewed from the $+z$ direction ([111]), and the lower panel of images show the grain boundary during evolution viewed from the $+x$ direction ([110]). Dislocations with Burgers vectors $b^{(1)}$, $b^{(2)}$ and $b^{(3)}$ are shown by blue, black and red lines, respectively. Length unit: $b$. (a) The initial spherical grain boundary. (b-d) Configurations at time $t = 10/M_d\mu$, $15/M_d\mu$, $20/M_d\mu$, respectively.

circular cross-section gradually changes to a hexagonal shape as it shrinks. Each edge in this hexagon is pure tilt that consists of dislocations of only one Burgers vector. This behavior is consistent with the fact that the energy density of the grain boundary is anisotropic and the pure tilt boundary has the minimum energy of all tilt boundaries, and is the same as the evolution of two dimensional grain boundary with dislocation reaction obtained in [48,50].

The lower panel of Fig. 5 shows the evolution of the grain boundary in the view from the $+x$ direction ([110] direction). The cross-section of the grain boundary with the $x = 0$ plane gradually changes to an ellipse as it shrinks. These behaviors of the evolution of the initially spherical grain boundary with dislocation reaction in an fcc crystals are similar to the phase field crystal simulation results of an initially spherical grain boundary in a bcc crystal [45].

Evolution of the misorientation angle $\theta$ with different values of reaction mobility $M_r$ is shown in Fig. 6a. When $M_r \neq 0$, the evolution of misorientation angle is controlled by both the coupling effect and sliding effect. As can be seen from Fig. 6a, the misorientation angle $\theta$ is increasing during the evolution except for the case with very high dislocation reaction mobility; as the dislocation reaction mobility $M_r$ increases, meaning the sliding effect due to dislocation reaction is becoming stronger, the increase rate of $\theta$ decreases, and when the sliding effect is strong enough, the misorientation angle $\theta$ is decreasing. These properties are the same as those in the two-dimensional cases [48,50]: the coupling motion of grain
Shrinkage of an initially spherical grain boundary in fcc with different values of reaction mobility $M_r$. The rotation axis is the $z$ direction ([111]), and the initial misorientation angle $\theta = 5^\circ$. The reaction mobility $M_r = 0, 9.16 \times 10^{-5}, 1.83 \times 10^{-4}, 3.74 \times 10^{-4}$ from the top curve to the bottom one in a, c and d, and from the bottom to the top ones in b. a Evolution of misorientation angle $\theta$. b Evolution of grain boundary area $S_A$, where $S_A^0$ is the area of the initial grain boundary. c Evolution of density of dislocations with Burgers vector $b^{(1)}/b^{(2)}/b^{(3)}$ on the grain boundary. d Evolution of the total length of dislocations with Burgers vector $b^{(1)}/b^{(2)}/b^{(3)}$ on the grain boundary. In c and d, the densities and total lengths of dislocations with these three Burgers vectors are almost identical.

boundary associated with the conservation of dislocations will increase the misorientation angle $\theta$ during the evolution, and the sliding motion generated by dislocation reaction will decrease $\theta$. These results also suggest a way to tune the parameter $M_r$ based on the evolution of misorientation angle measured by experiments or atomistic simulations.

Figure 6b shows the evolution of grain boundary area with different values of dislocation reaction mobility $M_r$. It can be seen that except for the case with very high dislocation reaction mobility, the decrease of grain boundary area still follows the linear law in Eq. (63), and is almost unchanged with different values of dislocation reaction mobility. In the case with very high dislocation reaction mobility $M_r = 3.74 \times 10^{-4}M_d/b^3$, the decrease of grain boundary area starts to deviate from the linear law with slower decreasing rate, which is due to the resulting significant decrease in the grain boundary energy density that slows down the shrinking of the grain boundary. Again, the linear decrease of grain boundary area is consistent with the available phase field crystal and amplitude expansion phase field crystal simulation results [36,45].
Evolutions of dislocation densities on the grain boundary and total length of dislocations with different values of reaction mobility $M_r$ are shown in Fig. 6c, d. As can be seen from Fig. 6c, the densities of the dislocations with all the three Burgers vectors are increasing during the evolution except for the case with very high dislocation reaction mobility; as the dislocation reaction mobility $M_r$ increases, the increase rate of dislocation densities decreases, and when the dislocation reaction mobility is high enough, the dislocation densities are decreasing. These behaviors are consistent with the increase of misorientation angle $\theta$ during the evolution shown in Fig. 6a. Figure 6d shows that the total length of dislocations is decreasing as the grain boundary shrinks, and the decrease rate is higher for higher dislocation reaction mobility $M_r$. The decrease of the total length of dislocations is in agreement with the phase field crystal simulation results in Ref. [45].

7 Conclusions

We have developed a continuum model for the dynamics of grain boundaries in three dimensions that incorporates the motion and reaction of the constituent dislocations. The continuum model includes evolution equations for both the motion of the grain boundary and the evolution of dislocation structure on the grain boundary. The evolution of orientation-dependent continuous distributions of dislocation lines on the grain boundary is based on the simple representation using dislocation density potential functions. This simple representation method also guarantees continuity of the dislocation lines on the grain boundaries during the evolution.

In order to overcome the illposedness in formulation that comes from the nonconvexity of the energy density, we use the components of the surface gradients of the dislocation density potential functions instead of these functions directly. Relationship between the components of these surface gradients (i.e. continuity of dislocation lines) is maintained by the projection method during the evolution. The critical but computationally expensive long-range elastic interaction of dislocations is replaced by a projection formulation that maintains the constraint of the Frank’s formula describing the equilibrium of the strong long-range interaction. This continuum model is able to describe the grain boundary motion and grain rotation due to both coupling and sliding effects, to which the classical motion by mean curvature model does not apply.

Using the obtained continuum model, simulations are performed for the dynamics of initially spherical low angle grain boundaries in fcc Al, under the conditions without dislocation reaction (pure coupling motion) and with dislocation reaction (with sliding motion). The simulations have shown increase of the misorientation angle as the grain boundary shrinks under the effect of conservation of dislocations, anisotropic motion in the directions along and normal the rotation axis, anisotropic motion in the normal plane with respect to the rotation axis due to dislocation reaction, and linear decrease of grain boundary area. These results agree well with those of atomistic simulations (phase field crystal and amplitude expansion phase field crystal simulations) [36,45]. The simulation results are also consistent with previously obtained results using continuum model in two dimensions [48,50]. In particular, we explain the anisotropic motion in the directions along and normal the rotation axis by the fact that the constraint of Frank’s formula only has effect in a direction normal to the rotation axis, and the motion is free in the direction of the rotation axis.

The continuum model presented in this paper provides a basis for continuum simulations of evolution of grain boundary networks at larger length scales [25,27,30]. This will be explored.
in the future work. This continuum simulation framework for the distribution and dynamics of curves on curved surfaces can also be applied more generally beyond the dynamics of dislocations and grain boundaries.
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A Derivation of the Formula for Misorientation Angle $\theta$ in (30)

Substituting $V_1 = r_u$ and $V_2 = r_v$ into Frank’s formula in Eq. (27), we have

$$\theta (r_u \times a) - \sum_{j=1}^{J} b^{(j)} \eta_{ju} = 0,$$  \hspace{1cm} (64)

$$\theta (r_v \times a) - \sum_{j=1}^{J} b^{(j)} \eta_{jv} = 0.$$  \hspace{1cm} (65)

Here we have used $\nabla S \eta_j \cdot r_u = \eta_{ju}$ and $\nabla S \eta_j \cdot r_v = \eta_{jv}$. Adding the two equations (64) and (65), multiplying both size of the summation by $(r_u + r_v) \times a$, we have

$$\theta \|(r_u + r_v) \times a\|^2 = \sum_{j=1}^{J} (\eta_{ju} + \eta_{jv})(r_u + r_v) \times a \cdot b^{(j)}.$$  \hspace{1cm} (66)

Integrating over the entire grain boundary $S$, we obtain the formula of $\theta$ in Eq. (30).
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