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ABSTRACT
Matrix gradient coils with up to 84 coil elements were recently introduced for magnetic resonance imaging. Ideally, each element is driven by a dedicated amplifier, which may be technically and financially infeasible. Instead, several elements can be connected in series (called a “cluster”) and driven by a single amplifier. In previous works, a set of clusters, called a “configuration,” was sought to approximate a target field shape. Because a magnetic resonance pulse sequence requires several distinct field shapes, a mechanism to switch between configurations is needed. This can be achieved by a hypothetical switching circuit connecting all terminals of all elements with each other and with the amplifiers. For a predefined set of configurations, a switching circuit can be designed to require only a limited amount of switches. Here we introduce an algorithm to minimize the number of switches without affecting the ability of the configurations to accurately create the desired fields. The problem is modeled using graph theory and split into 2 sequential combinatorial optimization problems that are solved using simulated annealing. For the investigated cases, the results show that compared to unoptimized switching circuits, the reduction of switches in optimized circuits ranges from 8% to up to 44% (average of 31%). This substantial reduction is achieved without impeding circuit functionality. This study shows how technical effort associated with implementation and operation of a matrix gradient coil is related to different hardware setups and how to reduce this effort.

INTRODUCTION
Recently, matrix gradient coils (also termed multi-coils or multi-coil arrays) were introduced for both magnetic resonance image acquisition and $B_{0}$ shimming (1–6). Almost 2 decades earlier, a similar concept called matrix shim coil system was introduced for nuclear magnetic resonance (7). Such coils consist of a multitude of (up to 84) compact coil elements, which are in the most trivial configuration individually supplied by a current amplifier. The created field is a superposition of the fields produced by individual coil elements. This multiple-coil topology allows for the creation of a large variety of different field shapes by adjusting the currents in the individual coil elements. The use of multiple coils has certain advantages over that of conventional gradient coils and it opens up new possibilities to imaging and shimming. In most realizations, coil elements of a matrix gradient coil are smaller than typical dimensions of conventional gradient coils, which allows for faster switching of currents. One problem associated with conventional linear gradient coils is the requirement of highly linear fields across the entire field of view (FOV). With matrix gradient coils, encoding fields can be adapted to the actual FOV needed for the given imaging application. This may potentially be more accurate and/or more efficient (4), particularly for small FOVs.

Matrix gradient coils are furthermore favorable for nonlinear spatial encoding schemes such as PatLoc (8–15), O-Space (16–19), or FRONSAC (20). Imaging techniques that incorporate nonlinear gradients into the magnetic resonance pulse sequence can utilize the matrix gradient coil’s ability to create a wide variety of field shapes whose nonlinearity extends way beyond that of the quadratic fields used in previous work. For magnetic resonance imaging applications that focus on local anatomy, nonlinear gradients allow for fast sequences that produce high-resolution images in a target area and low-resolution images everywhere else (13). Example images acquired with a matrix gradient coil can be found in Littin et al.’s study (2), but owing to the novelty of the concept, many topics mentioned above require further research and have not made it into clinical applications yet.

Design strategies for unconventional gradient coils are still a topic of active research. For classical linear gradients, the entire gradient system is typically split into 3 gradient channels that correspond to principal spatial directions $X$, $Y$, and $Z$. Each
independently driven channel lies on a separate surface within the gradient coil structure and is designed mostly independent of the other channels. Variations of the target field method (21-23) are typically used combined with modern numerical optimization techniques, allowing for a simultaneous control of the manufacturing constraints such as minimal conductor spacing, electrical characteristics such as coil inductance, resistance and minimal mutual coupling, as well as fidelity of the achieved field profiles. Less conventional gradient system concepts pursue different design strategies, typically including multiple steps. For example, a linear Z gradient coil with a dynamically moveable imaging region (24) was realized by designing a multitude of current density patterns for varying FOV offsets, followed by a singular value decomposition step to compress these current densities into 3 electrical channels to be controlled by individual gradient amplifiers. In contrast to the aforementioned design strategies, when designing a matrix coil, the target field or set of fields is in general unknown. One strategy to address this challenge is to split the poorly defined and computationally intractable problem into a set of smaller tractable problems. For the matrix coil in Littin et al.’s study (2), these steps included the following:

1. definition of the number of elements to balance the field strength and flexibility against power dissipation (25),
2. optimization of the geometry and winding patterns of individual elements to achieve maximum gradient strength and sufficient shielding (6),
3. obtaining a method to drive the matrix gradient coil with substantially fewer amplifiers than coil elements by assigning several coil elements to each of the amplifiers (called a configuration) while preserving the matrix gradient coils’ ability to accurately create a certain field shape for a given application (26),
4. finding a suitable strategy to switch between different configurations obtained by step 3 within an imaging sequence or between the pulse sequences for different applications or imaging regions,
5. finding excitation (27), signal conditioning (28), and sampling (15) strategies that optimally use the flexibility provided by the matrix coil.

Although the latter task does not strictly belong to the coil design, it provides the initial motivation as well as the valuable feedback to the entire chain, and in particular to step 4, as the different imaging applications mentioned demand for switching between several varying field shapes. The present paper concerns itself primarily with step 4 from the above listing and builds on top of step 3 which was addressed in previous work (26).

Although the matrix gradient coil design in (2) aimed at maximum flexibility in creating a wide variety of field shapes to assess the advantages and disadvantages of this approach, future coils could be specifically designed for a certain range of applications or use cases. One example for a matrix gradient coil specifically designed for high gradient strength with acceptable switching rates, as required for high b-factor diffusion imaging, are the linear gradient coils of the Human Connectome Project (29), which use 4 independent coil elements per linear gradient axis and are driven by a total of 12 amplifiers. Apart from imaging, matrix coils or multi-coils can be used for $B_0$ shimming and both imaging and $B_0$ shimming at the same time (30). Although shimming requires only low current and therefore relatively low-cost power supplies, encoding requires substantial currents, which necessitates powerful and therefore expensive amplifiers. For shimming, each coil element can be driven by an individual amplifier (4, 3), but for imaging applications, which is the focus of this work, it is desirable to keep the number of amplifiers as low as possible.

In an earlier work (26), we presented a method to use the matrix gradient coil with fewer amplifiers than coil elements. When using fewer amplifiers than coil elements, the coil elements are distributed over the available amplifiers such that several coil elements are assigned to a single amplifier. All coil elements assigned to a certain amplifier are connected in series and supplied with the same current from the corresponding amplifier. The coil elements assigned to a single amplifier are termed a cluster, and a set of $N_A$ clusters is called a configuration, where the number of amplifiers is defined as $N_A$. In our previous work, we have shown how such a configuration can be optimized by assigning coil elements to clusters such that a desired target field shape can be approximated with high accuracy. We have shown that this combinatorial optimization problem can be solved such that even with a reduced number of amplifiers, a large range of field shapes can be created accurately. For instance, for an 84-channel coil and only 12 amplifiers, it was possible to create spherical harmonics up to third order with a median normalized least squares error of $\approx 5\%$. With $\approx 24$ amplifiers, the median normalized least squares error reduces to $\approx 2.5\%$, while it increases to $\approx 10\%$ for 6 amplifiers. Note that a configuration creates the desired target field with a particular ratio of the currents supplied by the amplifiers. In principle, this restriction can be lifted by changing the ratio to create a wide range of different field shapes with a single configuration. This means that in practice, each configuration is more powerful than what it was optimized for; however, exploitation of this degree of freedom requires further investigation in future work. Details of the implementation and the performance analysis of the solver are presented in Kroboth et al. (26, 31). In Kroboth et al.’s study (26), each configuration was optimized to create a single target field; however, typical imaging applications require the application of several distinct encoding fields, where each generally corresponds to a different configuration. Different encoding fields usually require different configurations; therefore, to switch between encoding fields, a mechanism is required to switch between configurations. Essentially, this means opening and closing connections between coil elements, depending on the requirements of the desired configuration. This can be achieved via a so-called switching circuit (32), which can be cast into the epoxy resin together with the matrix gradient coil. If space limitations become a problem, the circuit can be located outside the coil. An example of such an approach, which relies on a dense switching network, was proposed recently for $B_0$ shimming and is termed dynamically controlled adaptive current network (33). In such a network—owing to a
particularly simple geometry of the $B_0$-contributing elements, which are straight wire segments orthogonal to the $B_0$ direction—a 2D network of metal–oxide–semiconductor field-effect transistor (MOSFET) switches connecting each element to its neighbors and a single amplifier is sufficient to realize any discrete current path. However, the achievable surface current density in such a network is not sufficient for imaging applications requiring strong local gradients. Therefore in our research, we focus on multiturn element geometries. A switching circuit for the available 84-element matrix gradient coil, in its straightforward implementation, can be designed to connect every terminal of a coil element to all terminals of every other coil element. In addition, every terminal of each coil element has to be connected with every terminal of every amplifier. This hypothetical switching circuit would allow for arbitrary current paths through a network of coil elements. By changing the state of the individual switches, every configuration can be realized, allowing for sequences such as the one illustrated in Figure 1, where the configuration for the next encoding field can be switched at zero-current conditions. Unfortunately, this would require 18 060 switches for the case of $N_C = 84$ coil elements and $N_A = 12$ amplifiers, as the number of switches necessary to connect all coil element terminals to each other is given by $N_C \cdot (2 \cdot N_C - 1) = 14028$, and the number of switches necessary to connect all amplifier terminals to all coil element terminals is given as $4 \cdot N_C \cdot N_A = 4032$. Not only is this technically infeasible owing to the complexity of the network and the dimensions of the individual switches, it is also potentially prohibitively expensive owing to the requirements on the switches (high currents, fast switching times). In this work we use the property that if a finite set of configurations to be switched is known a priori, a full switching circuit is not necessary. For instance, connections that are connected in all configurations can be hard-wired (no switch required), and connections that are not present in any configuration do not require a switch (and no hard-wiring). Only connections that are closed in some but not all configurations require a switch. The same applies to the switches that connect the amplifiers to the coil element network. The number of required switches depends on the configurations and the ordering of elements within a cluster. There are numerous switching circuits for a given set of configurations that are all capable of switching between the configurations.

We propose an optimization algorithm that finds, in the set of all possible switching circuits, one which requires a low number of switches for a given set of configurations. We exploit the fact that the ordering of coil elements within a cluster does not change its electromagnetic properties owing to the fact that the elements are connected in series and that any amplifier can supply any cluster (assuming that the amplifiers have equal specifications). In our model, the coil elements are characterized

---

**Figure 1.** A potential pulse sequence with 3 distinct target fields $T_1$, $T_2$, and $T_3$, each created by a corresponding configuration consisting of $N_C$ coil elements and driven by $N_A$ amplifiers (where the ratio of all currents is predefined). Because configurations differ for different target fields, the sequence requires a mechanism to switch between different configurations. This can be achieved with a switching circuit. Changing the state of the switches requires $<10 \, \mu s$. This example shows 3 target fields; however, the number (and shape) of the target fields can be arbitrary. Note that by changing the ratio of the currents supplied to the individual clusters, other target fields can be created, which were not part of the optimization process of the configurations. Therefore, the actual capabilities of such a setup are much larger than this figure may suggest at a first glance.
by individual resistances and an inductance matrix and we further assume perfect switches. The configurations are designed before the optimization of the switching circuit, for instance, by the method introduced in Kroboth et al.’s study [26]. Note that the optimization procedure presented in this work does not affect the magnetic field created by the given configuration. The coil design [2] used in this work is a cylindrical head-insert with a length of 70 cm and an inner diameter of 39 cm. It consists of 84 coil elements [6], distributed on 7 rings with 12 elements each (Figure 2A). In line with a previously published work [26], we assume that each coil element is equipped with a bridge consisting of 4 switches (Figure 2B). This allows for the current to be routed through the coil winding in both directions. Throughout this work, we treat the bridge as an integral part of each coil element. The method presented here is also applicable to other matrix gradient coil or multi-coil designs. Ideally, the problem presented in this work would be optimized jointly with the optimization of the configurations. However, as both problems are combinatorial and as the joint optimization would have multiple objectives, this was considered intractable given the currently available computational power.

**METHODOLOGY**

**Theory**

Minimizing the number of switches for a given set of configurations can be split into 2 combinatorial NP-hard (non-deterministic polynomial-time hardness) optimization routines which are executed sequentially. The first minimizes the number of switches between coil element terminals, then, based on the result, the second minimizes the number of switches which connect the amplifiers to the matrix coil. The used variables are summarized in Table 1.

**Minimizing the Number of Switches Between Coil Elements.** The problem of reducing the number of switches between the elements is a distant relative of the well-known traveling salesman problem (TSP) [34], where a salesman aims at visiting several cities in minimum time or minimum travelled distance. However, here we have \( N_C \) companies (configurations \( C_k \), where \( k = 1, \ldots, N_C \)), each employing \( N_A \) salesmen (amplifiers). Each company assigns \( N_C \) cities (coil elements) to its salesmen such that all cities are assigned and every city is assigned exactly once for each company. Given such a setup, the aim is to find a path for each salesman such that the total number of streets (connections) between cities (coil elements) and the number of necessary junctions (switches) are minimal.

A configuration defines how coil elements are grouped into clusters. Each cluster is a set of coil elements that are all supplied with the same current. When implementing a configuration, all coil elements of a cluster are therefore connected in series in an arbitrary order and supplied with current by a single amplifier. For each configuration, there is a graph that models how coil elements are connected. The ordering of elements within a cluster does not change the electromagnetic properties of the cluster (and hence the configuration); however, ordering does change the associated graph. This means that changes to the ordering do not affect the ability of the configuration to create a certain target field at a certain accuracy and field strength. Let \( C_k \) be the \( k^{th} \) of \( N_F \) configurations, which is optimized to create a certain target field \( T_k \). Furthermore, let \( X \) be a variable that indicates how coil elements within the clusters are ordered for all \( k \). Then there is an associated adjacency matrix \( A(C_k, X) \) that indicates which terminals of the coil elements are connected with each other for the configuration \( C_k \) given the ordering \( X \). The adjacency matrix contains the terminals of the coil elements, which allows us to account for polarity. Therefore, the size of \( A(C_k, X) \) is \( 2N_F \times 2N_F \). Furthermore, let \( \Sigma(X, G) \) be the sum of a set of \( N_F \) general adjacency matrices \( G(C_k, X) \):

\[
\Sigma(X, G) = \sum_{k=1}^{N_F} G(C_k, X).
\]

The nonzero entries of \( \Sigma(X, G) \) indicate connections. Let \( \sigma^{ij}(X, G) \) be the element of \( \Sigma(X, G) \) in the \( i^{th} \) row and the \( j^{th} \) column. Every entry where \( \sigma^{ij}(X, G) = N_F \) indicates a hardwired connection because this connection exists for every configuration in case of the ordering \( X \); therefore, there is also no switch required. Finally, the number of necessary switches is given by the following equation:

\[
s(\Sigma(X, G)) = \sum_{k,j<i} \left\{ \begin{array}{cl} 0 & \text{if } \sigma^{ij}(X, G) = 0 \\ 0 & \text{if } \sigma^{ij}(X, G) = N_F \\ 1 & \text{else} \end{array} \right. \]

Applying equation (2) to the adjacency matrices \( A(C_k, X) \) serves as the cost function for the optimization problem as follows:

\[
X^* = \arg\min_X \{s(\Sigma(X, A))\}. \]

For optimization, the following degrees of freedom can be exploited, which are reflected in \( X \):

- The order in which the elements are connected within a cluster can be arbitrary.
- Each cluster is equipped with a bridge consisting of 4 switches that allow current to be routed through the element in both directions (Figure 2B). Hence every element can be connected in both orientations provided the current direction in the coil windings is adapted accordingly by using the bridge switches.

To change \( X \), either the ordering of elements within a cluster can be changed or the direction in which a coil element is connected.

Changing \( X \) affects the individual adjacency matrices \( A(C_k, X) \), which furthermore affects \( s(\Sigma(X, A)) \).

![Image](https://example.com/image.png)

**Minimizing the Number of Switches from the Amplifiers to the Coil Element Network.** Once a favorable ordering of coil elements is obtained, the number of necessary switches from the terminals of the amplifier to the entry and exit terminals of the individual clusters of all configurations can be minimized. Let \( B(C_k, Y) \) be adjacency matrices that indicate the connections between amplifiers and clusters of configuration \( C_k \) given \( Y \) that defines which amplifier is assigned to which cluster. Using equations (1) and (2) with the adjacency matrices \( B(C_k, Y) \), the global optimizer \( Y^* \) can be obtained via the following equation:

\[
Y^* = \arg\min_Y \{s(\Sigma(Y, B))\}. \]

Under the assumption that all amplifiers have equal properties and that they can adapt to the actual load, it is irrelevant which cluster is driven by which amplifier. Furthermore, the positive and negative terminals of the amplifier can be connected to either the entry- or exit-terminal of a cluster because the am-
Amplifiers are bipolar and therefore the direction of the current can be changed. These degrees of freedom are exploited to minimize the number of switches that connect the amplifiers to the coil element network. The concept is illustrated in Figure 4, where changing how amplifiers are assigned to the network of coil elements leads to an ordering that requires 2 fewer switches.

Matrix Gradient Coil and Other Hardware

The algorithm is applied to the matrix gradient coil design introduced in Littin et al.’s study (2). The gradient coil design dictates the basic conditions for optimization such as the number of coil elements; however, in principle, the presented method can be applied to any matrix gradient coil or multi-coil design. For the given coil, eddy currents are $<1\%$ of the original field owing to the use of Litz wire, shielded element design, and a substantial distance to the cryovessel. They can therefore be ignored for most applications. Mutual coupling has been assessed in Littin et al.’s study (2). Both eddy currents and mutual coupling are ignored in the present work because they are not affected by any of the operations performed during the optimization. The amplifiers further impose restrictions, owing to the limitations regarding the load. This is considered via the maximum and minimum number of coil elements per amplifier in the optimization of the configurations as shown in Kroboth et al.’s study (26). The amplifiers used to drive the matrix gradient coil can be adapted to load changes. Therefore the amplifiers need to

| Table 1. List of Variables |
|---------------------------|
| **Variable** | **Explanation** |
| E1 | Coil element 1 |
| S1 | Switch 1 |
| Amp1 | Amplifier 1 |
| p1^2 | Terminal 2 of coil element E1 |
| NA | Number of amplifiers |
| NC | Number of coil elements |
| NF | Number of fields |
| ND | Number of different (random) configurations |
| NR | Number of repetitions (optimization algorithm runs) |
| Tk | Target field k |
| Ck | Configuration k |
| X, Y | Orderings |
| G(Ck, X) | General adjacency matrix for a configuration Ck and an ordering X |
| A(Ck, X) | Adjacency matrix for the connections between coil element terminals |
| B(Ck, Y) | Adjacency matrix for the connections between coil element terminals and amplifier terminals |
| Σ(X, G) | Sum of adjacency matrices |
| α^[i,j](X, G) | Element \((i, j)\) of sum of adjacency matrices \(Σ(X, G)\) |
| s(Σ(X, G)) | Number of switches for \(Σ(X, G)\) |
| Ti | Temperature at iteration \(i\) (Simulated Annealing) |
Figure 3. (A) Illustration of how changing the ordering of coil elements within a cluster can affect the number of switches for a matrix gradient coil with 4 coil elements (E1, E2, E3, E4; each box represents a circuit as shown in Figure 2B), 2 amplifiers (Amp1, Amp2), and $N_0 = 3$ configurations ($C_1$, $C_2$, $C_3$). (B) The initial ordering $X_1$ and the updated ordering $X_2$ are shown in the left and right columns, respectively. The first 3 rows show how the coil elements are assigned to and supplied by amplifiers to create the $N_0$ target fields. The fourth row summarizes all connections between coil elements for each setup. Terminals are labeled with the symbol $p$. Observe that in $C_1$ the ordering of E1 and E2 changes in the first cluster, whereas in $C_2$ the ordering of E1, E2, E4 changes to E2, E1, E4. Configuration $C_3$ remains unchanged. As can be seen in the last row, $X_1$ has only 1 connection between terminals which is used by 2 configurations, whereas $X_2$ has 2 shared connections. While the ordering $X_1$ requires 5 switches, the ordering $X_2$ requires only 4 switches. Corresponding adjacency matrices of the undirected graph representing 2 configurations, $X_1$ (top) and $X_2$ (bottom). Each nonzero entry represents a connection between 2 terminals of the coil elements. Applying equation (2) to each of the 2 adjacency matrices ($X_1; A$) and ($X_2; A$) gives the final number of switches, which is 5 for $X_1$ and 4 for $X_2$. Similar strategies can be followed for the switches connecting the amplifiers to the coil element network (Figure 4).
be reprogrammed whenever the load changes during switching. Switching is performed at zero current conditions only (32).

Algorithm

The optimization problems addressed in this work [equations (3) and (4)] are combinatorial and NP-hard. Performing an exhaustive search over the parameter space is too expensive for practical use. For instance, consider the optimization of a switching circuit that is designed to switch between 3 configurations given a 84-channel coil and 12 amplifiers (where for simplicity, the coil elements are equally distributed amongst the amplifiers). This would require the evaluation of $((84/12)!)^3 = 2 \cdot 10^{133}$ different orderings for the minimization of the number of switches in between coil terminals alone. This number is given by $(84/12)! = 7!$ possible orderings of coil elements within a single cluster to the power of the number of clusters/amplifiers ($N_A = 12$) and finally to the power of the number of fields ($N_F = 3$). This calculation does not even consider the bridge switches, which would further increase the number of necessary evaluations. The additional complexity owing to the nonconvex and multimodal (many local minima) nature of the optimization problems further aggravates finding the global minimizer with conventional gradient-based methods. Therefore a probabilistic metaheuristic called simulated annealing (SA) (35) is used to find a (local) minimum. This iterative and stochastic optimization method is inspired by the annealing of metals, where the metal is heated to a certain temperature and then cooled down according to a schedule. The energy state of the resulting crystals strongly depends on the initial temperature and the cooling schedule. These ideas can be transferred to optimization prob-

**Figure 4.** This figure illustrates possible moves taken in the optimization of the switches connecting the amplifiers to the coil element network. The configuration $Y_1$ is equivalent to the configuration $X_2$ of Figure 3. The difference between $Y_2$ and $Y_1$ is that in configuration $C_1$, Amp1 is connected the other way around. Note that the terminals of E1 and E2 are still connected in the same way as in $Y_1$. In addition, in configuration $C_2$, the amplifiers are swapped such that Amp2 now powers the first cluster and Amp1 the second cluster. None of the possible moves this optimization can perform can influence the result of the previous optimization illustrated in Figure 3. The final row shows all connections for the different configurations. For this toy example, the maximum number of switches is 12. The ordering $Y_1$ has 3 shared connections (from terminal 1 of Amp1 to $p_1$, from terminal 1 of Amp2 to $p_1$, and from terminal 2 of Amp2 to $p_2$). Owing to 3 shared connections, the ordering number of switches reduces to 9. In $Y_2$, there are again 3 shared connections (from terminal 1 of Amp1 to $p_1$, from terminal 1 of Amp2 to $p_1$, and from terminal 2 of Amp2 to $p_1$ of E1 $p_2$). The connection from Amp2 to $p_1$ is special, as this is wired for every configuration, meaning that there is no switch necessary, and instead, it can be hard-wired. In total, the number of switches for $Y_2$ reduces to 7.
lems, where instead of metals, parameter vectors are “heated up” to a temperature $T^0$, and then cooled down by reducing the temperature over the course of the iterations. The parameter vectors are randomly modified in each iteration by a degree proportional to the temperature. These modifications (sometimes also called moves) are performed by a problem-specific annealing function. After every iteration, the temperature is reduced according to a cooling schedule. The cooling schedule used in this work is $T^{(i+1)} = T^{(i)}/i$, where $i$ is the current iteration number, which has worked well during our simulation experiments. This means that in early iterations with high temperature, the parameter space will be explored randomly by performing big “jumps,” while later iterations with lower temperature will focus on improvements in close proximity to the current position of the parameter vector in the parameter space. The quality of every parameter vector is calculated by the so-called cost function. Better solutions are always accepted; however, worse solutions may also be accepted with a probability given by $P = 1/(1 + \exp(\delta/T))$, where $\delta$ is the absolute difference of the previous and current cost function value. This is beneficial for overcoming local minima. The acceptance probability increases with temperature and small $\delta$. When the current best cost function value has not improved for $N_{\text{SAmax}}$ iterations, we consider it converged and stop the optimization. Note that this method is not guaranteed to find the global optimum.

**Annealing Function**

The annealing function defines how a parameter vector is modified in each iteration of the SA algorithm. It depends on the temperature $T^i$ of iteration $i$. If the temperature is high, more modifications will be performed. In the case of minimizing the number of switches between coil elements (Algorithm 1), the annealing function randomly performs 1 of 2 operations with the same probability. It either picks 2 random elements within a randomly chosen cluster of a randomly chosen configuration and swaps them to change the ordering or reverses the polarity of a randomly chosen coil element (which can be accounted for in the actual implementation of the circuit by adapting the state of the switches of the corresponding bridge switch). This step is repeated several times depending on $T^i$.

When minimizing the number of switches from the amplifiers to the coil element network, the annealing function (Algorithm 2) randomly changes how amplifiers are assigned to clusters within randomly chosen configurations. In other words, within a configuration, the positions of some of the amplifiers in the network are randomly permuted as this may affect the number of switches. The concept is illustrated in Figure 4 using a toy example, where swapping amplifiers Amp1 and Amp2 in configuration $C_1$ and changing the direction how Amp1 in $C_1$ is connected to the first cluster reduced the number of necessary switches by 2. The number of times this procedure is repeated depends again on the temperature.

**Optimization Settings**

To assess the performance of the optimization algorithm, randomly generated configurations were used. The configurations were generated for $N_F = \{3, 9, 15, 21, 27\}$ (number of fields) and $N_A = \{6, 12, 24, 36, 42\}$ (number of amplifiers/clusters). The range of the number of fields is not based on specific applications, but it was chosen to cover a large range with equidistant spacing. All configurations are based on a matrix gradient coil with $N_C = 84$ coil elements. For each setting, $N_D = 100$ random configurations were created. Each optimization is run for $N_K = 4$ times to account for the statistical nature of the solver. For creating the random configurations, the minimum and maximum numbers of coil elements per amplifier are set to $N_{Cmin} = 2$ and $N_{Cmax} = 15$, respectively. This large amount of randomly created configurations covers a large range of possible cases and is used here as a means to assess the performance of the algorithm. Note that these randomly created configurations are likely to not produce useful magnetic fields. In addition, the algorithm has been tested on a subset of the (realistic) configurations obtained in Kroboth et al.’s study (26) for an $N_C = 84$ channel matrix gradient coil. These configurations where designed for $N_A = \{6, 12, 24, 42\}$ (number of amplifiers/clusters) to create spherical harmonics up to third order (15 fields). Here we optimize a switching circuit for the first 3, 9, and 15 configurations. The number of configurations were chosen

| Algorithm 1. Annealing Function 1 |
|-----------------------------------|
| 1: for $j < [T] + \text{random integer}[1, 5]$ do |
| 2: $C_r \leftarrow \text{random configuration}$ |
| 3: $K_r \leftarrow \text{random cluster in } C_r$ |
| 4: $e_1 \leftarrow \text{random element index 1 in } K_r$ |
| 5: $e_2 \leftarrow \text{random element index 2 in } K_r$ |
| 6: if random(0,1) > 0.5 then |
| 7: $X^{(i)} \leftarrow \text{swap_elements}\{X^{(i)}, e_1, e_2\}$ |
| 8: else |
| 9: $X^{(i)} \leftarrow \text{flip_element_orientation}\{X^{(i)}, e_1\}$ |
| 10: end if |
| 11: $j \leftarrow j + 1$ |
| 12: end for |
| 13: Return $X^{(i)}$ |

| Algorithm 2. Annealing Function 2 |
|-----------------------------------|
| 1: for $j < [T] + 1$ do |
| 2: $C_r \leftarrow \text{random configuration}$ |
| 3: $v_1 \leftarrow \text{random amplifier index 1}$ |
| 4: $v_2 \leftarrow \text{random amplifier index 2}$ |
| 5: if random(0, 1) > 0.5 then |
| 6: $Y^{(i)} \leftarrow \text{swap_amplifiers}\{Y^{(i)}, C_r, v_1, v_2\}$ |
| 7: else |
| 8: $Y^{(i)} \leftarrow \text{flip_amplifier_orientation}\{Y^{(i)}, C_r, v_1\}$ |
| 9: end if |
| 10: $j \leftarrow j + 1$ |
| 11: end for |
| 12: Return $Y^{(i)}$ |
such that the results are comparable to the results obtained with the random configurations (they do not correspond to the number of basis functions contained in certain orders of spherical harmonics). For all runs, the initial temperature was set to $T_0 = 10^4$, and the maximum number of iterations where the best cost function value has not changed was set to $N_{\text{SAmax}} = 2 \cdot 10^4$ (stopping criterion). These parameters were experimentally found to obtain good results. The software has been implemented in the Matlab (The MathWorks, Natick, MA) programming language using Matlab’s Global Optimization Toolbox. Each optimization was executed on a single CPU core without parallelization.

RESULTS

Combinations of different hardware setups with a large range of numbers of configurations have been investigated. Figure 5 shows the comparison between the unoptimized and optimized cases for randomly generated configurations. Each bar includes 100 different optimization instances where each is run 4 times, leading to a total of 400 data points per bar. As it would not be fair to compare the optimized switching circuit to the full switching circuit, the optimized circuits are compared with the unoptimized switching circuit. The unoptimized switching circuit is based on the ordering given by the method that produces the configurations. In case of the random configurations, the initial, unoptimized ordering of coil elements within clusters and the assignment of amplifiers to the coil element network is random. For the realistic configurations, the optimization algorithm of Kroboth et al.’s study \cite{26} does not consider the ordering of the coil elements within clusters and the assignment of amplifiers to the network; therefore, the ordering can also be considered random. Note that therefore the unoptimized case is rather an average case than a worst-case scenario.

**Optimization 1—Switches Between Coil Elements**

As expected, the number of required switches increases with the number of configurations that are to be switched. This is because the number of different pathways through the coil element network increases with the number of configurations. The switching circuit needs to be able to realize all these pathways, which in general, comes with the need to increase the number of necessary switches. For the investigated range of configurations, the number of switches after optimization ranges from $\approx 200$ switches (3 configurations) to $\approx 1000$ switches (27 configurations). The influence of the number of amplifiers (which is equal to the number of clusters, as each amplifier is connected to a cluster) is rather small, at least for the optimized case. In the unoptimized case, fewer amplifiers/clusters lead to an increase in the number of switches. The optimization however is capable of reducing this substantially, see, for instance, the case of 15 configurations and 6 amplifiers. In comparison, for a large number of amplifiers (ie, 15 configurations and 42 amplifiers), the optimization only leads to a small reduction. This suggests that the number of configurations to be switched is the dominating factor in terms of number of switches between coil elements, while the actual composition of the individual configurations plays a minor role.

**Optimization 2—Switches Between Amplifiers and Coil Elements**

The results of this part also depend on the number of configurations; however, this time there is also a pronounced depen-
Combined Results of Optimizations 1 and 2
For a given number of configurations, it is favorable to have a low number of amplifiers. However, from the results in Kroboth et al.’s study (26), we know that for a low number of amplifiers, it is in general more difficult to obtain a configuration which is capable of accurately creating a desired target field. This is because lowering the number of amplifiers essentially limits the number of different current values flowing through the coil and hence restricts the coil’s capabilities to accurately reproduce target fields. Therefore, the number of amplifiers is usually dictated by the desired field accuracy in the optimization of the configurations, as shown in Kroboth et al.’s study (26). The optimization algorithms themselves perform best for a low number of amplifiers, leading to a reduction (compared to the unoptimized case) ranging from ≈8% to ≈44%. The average reduction across all investigated data sets is ≈31%.

Realistic Configurations
The algorithm has furthermore been tested on a subset of the configurations obtained in Kroboth et al.’s study (26). These configurations were designed such they are able to create spherical harmonics up to full third order for 6, 12, 24, 42 amplifiers. The median least squares error of all 15 configurations compared with the desired target fields was ≈10% for 6 amplifiers, ≈5% for 12 amplifiers, and ≈2.5% for ≥24 amplifiers (including all 84 channels driven individually). Figure 6 shows the results for switching circuits optimized to switch between the first 3, 9, and 15 configurations. These results are in line with the results shown in Figure 5. This affirms the assumption that in practice, the number of switches depends stronger on the hardware setup such as the number of amplifiers and the number of configurations than on the actual composition of the configuration.

DISCUSSION
Many parameters require consideration when designing a matrix gradient coil. Mainly, the coil should be suitable for the task at hand, but also the technical effort and costs associated with it cannot be neglected. The parameters that influence the coil’s capabilities and technical effort are (among others) the number of coil elements, the number of amplifiers, and the complexity of the switching circuit. This work in combination with Kroboth et al.’s study (26) aims to shed light on the relationship between those parameters in terms of both technical effort and ability to create fields. In Kroboth et al.’s study (26), we showed (in case of the matrix gradient coil) that even with a reduced number of amplifiers, a large range of field shapes can be created accurately. Here we extend the previous work by showing how the number of switches needed for a switching circuit can be reduced. By changing the order of coil elements within clusters and by varying which amplifier supplies which cluster of a configuration with current, we were able to reduce the number of switches by up to ≈44% without affecting the configurations’ ability to create a target field at a desired accuracy. Many random configurations were used to assess the algorithms on a wide range of different situations. To address the statistical nature of the optimization algorithms, each instance was optimized 4 times. In addition, a subset of the configurations optimized in Kroboth et al.’s study (26) was used to show the performance of the algorithms on a realistic setup. The problem of minimizing the switches was split into 2 sequential optimization problems. At first, given a set of configurations, the number of switches connecting the terminals of all the coil elements with each other is minimized. Based on the results, the number of switches that connect the amplifiers to the clusters is minimized. Both problems pose challenging combinatorial optimization problems, which were solved with the use of SA. In the early stages of development, the problem was also solved with a genetic algorithm (GA); however, initial tests showed that performance was similar compared with SA. Given that GA has substantially more parameters to tune, SA was chosen. With proper tuning, we expect that GA can outperform SA in terms of speed; however, finding the perfect tuning is difficult given that it is likely problem-dependent. One major advantage of GA is its potential ability to extensively explore the parameter space owing to cross-over. Similar effects can be achieved by high
initial temperatures and/or multiple runs of SA in parallel. Unfortunately, the solution space of the second optimization may, in principle, be constrained by the solution of the first in an unfavorable way. To avoid this, both problems can be solved in a single optimization problem. However, this problem is much more complex, and the results of a pilot study were consistently worse than that of the proposed methods (data not shown).

In addition to reducing the number of switches, the results of this work also expose the relationships between the number of configurations and the number of amplifiers. Figure 5 gives insight into how the complexity of the switching circuit scales with different hardware setups. Running both optimizations requires ≈30 minutes to ≈8 hours depending on the parameters. The biggest influence on the runtime is the number of configurations. Because switching circuits are not changed or modified often, these long run-times are acceptable. The proposed method operates on configurations only and is therefore independent of the actual matrix gradient coil design, as configurations can be computed for any design.

The resulting optimized numbers of switches in the range of ≈200 to ≈1200 may appear to be high. Indeed the gradient array method (24) allows to create one localized Z gradient, which is movable along the Z direction without the need for switches (but using 3 gradient amplifiers). It is currently unclear how many gradient channels and amplifiers would be required to extend this approach of moveable FOVs to 3 spatial dimensions. Contrary to that, the dynamically controlled adaptive current network approach (33), which was recently introduced for shimming, relies on a single current amplifier, but it requires a substantial number of switches. As noted by the authors, for a body-sized coil with 2-cm wire spacing, 6000 switches would be required. To achieve surface current densities comparable to that of the present matrix coil (2) the number of switches would increase to 25000. Compared with that, the matrix coil setup with a switching circuit, capable of generating a full third-order spherical harmonic set, driven by only 12 amplifiers and controlled by ≈900 switches, appears to be favorable for imaging applications. It is further to be noted that none of the clusters in any of the configurations contained >15 elements connected in series, which is advantageous with regard to the voltage drop and the power dissipation in the coil.

One potential future step could be combining the optimization of configurations (26) with the optimization of the switching circuit presented in this work. However, this would be a substantially harder optimization problem, which additionally has 2 objectives (field accuracy and number of switches). Alternatively the configuration optimization and switching circuit optimization could be merged partially. For instance by favoring configurations that offer good starting conditions for the switching circuit optimization. These conditions need to be defined, and their effectiveness and their feasibility have to be assessed in future work. In this current work, it was assumed that each coil element is equipped with a bridge (Figure 2B); however, not every element may require such a bridge. In future work, the switches of the bridges could be included into the optimization to further reduce the technical effort. Furthermore it was assumed that the amplifiers are bipolar which is common for gradient channels. With adaptations, the optimization could also be performed with unipolar amplifiers. This also remains part of further research.

The setup shown in Figure 1 does not allow for the superposition of fields created by different configurations; however, each configuration can potentially create many different field shapes by changing the currents through the individual clusters. Therefore there are many more degrees of freedom for encoding than this diagram may suggest. Theoretically, the switching circuit offers more paths through the network of coil elements than it is optimized for which can be exploited for the creation of fields. Unfortunately, finding all possible or reasonable paths is also a computationally complex problem and the obtained additional functionality most likely does not scale well with the invested effort.

Also the dynamically controlled adaptive current networks \(B_0\)-shimming method (33) can benefit from the methodology presented here. In the original approach, desired current patterns are approximated by a dense network of small wire paths connected with MOSFETs, leading to very high flexibility for the creation of a wide range of current densities, with many of them leading to similar field shapes. The method presented here may be used to sparsify the dense switch network by eliminating the switches that are irrelevant for effective field creation and hardwiring the connections that are persistent across the set of the relevant target fields. The methodology and results presented in this work can further serve as a valuable tool for the search of such tradeoffs by combining it with the various approaches from the literature (2, 4, 24, 33).

CONCLUSION
We presented a method which reduces the effort associated with a switching circuit for matrix gradient coils by minimizing the number of switches for a given set of configurations without affecting the configurations’ ability to accurately create a desired target field. The results give insights in the relationship between the number of switches and different parameters, which are important for the design of matrix gradient coils.
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