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Abstract. Due to their outstanding properties in challenging conditions, event cameras have become indispensable in a wide range of applications, ranging from automotive, computational photography, and SLAM. However, as further improvements are made to the sensor design, modern event cameras are trending toward higher and higher sensor resolutions, which result in higher bandwidth and computational requirements on downstream tasks. Despite this trend, the benefits of using high-resolution event cameras to solve standard computer vision tasks are still not clear. In this work, we report the surprising discovery that, in low-illumination conditions and at high speeds, low-resolution cameras can outperform high-resolution ones, while requiring a significantly lower bandwidth. We provide both empirical and theoretical evidence for this claim, which indicates that high-resolution event cameras exhibit higher per-pixel event rates, leading to higher temporal noise in low-illumination conditions and at high speeds. As a result, in most cases, high-resolution event cameras show a lower task performance, compared to lower resolution sensors in these conditions. We empirically validate our findings across several tasks, namely image reconstruction, optical flow estimation, and camera pose tracking, both on synthetic and real data. We believe that these findings will provide important guidelines for future trends in event camera development.
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1 Introduction

Event cameras are neuromorphic vision sensors that work radically different than standard frame-based cameras. Instead of measuring synchronous intensity frames at fixed time intervals, event cameras only measure the changes in logarithmic intensity and do this asynchronously and with microsecond-level temporal resolution. The resulting output is a stream of asynchronous events,
We study the impact of camera resolution on downstream task performance and bandwidth requirements. Intuitively, in ideal settings (top curve) using higher resolution sensors leads to higher performance, but also higher event rates, which cause higher bandwidths. However, in realistic noise conditions (bottom curves) this is no longer the case. We find that especially at high speeds and in low-illumination conditions, using high-resolution cameras significantly decreases the task performance. In these settings, lower resolutions are more viable in terms of performance and bandwidth.

where each event encodes the pixel location, time and sign (polarity) of the intensity change. Due to their working principle, event cameras have several advantages over standard cameras, including a higher dynamic range (140 dB vs. 60 dB), low power consumption (milliwatts instead of watts), low motion blur, and microsecond-level latency and temporal resolution.

Due to these properties, applications and research using event cameras has spread to various fields, including robotics\cite{19, 10, 34, 40, 21}, tactile sensing\cite{2, 41}, high-speed control\cite{38, 43}, driving\cite{17, 36, 45}, space \cite{8} and computational photography\cite{32, 42, 4, 44}. Since their surge in popularity, event-camera technology has continuously improved, leading to several commercially available sensors, summarized in Tab.1 (borrowed from the survey in \cite{12}). These improvements include better noise characteristics and higher sensor resolution. While early event cameras such as the DVS128 had a resolution $128 \times 128$\cite{25}, modern event cameras now go up to $1280 \times 960$\cite{39}.

While higher sensor resolutions have enabled new applications, such as computational photography \cite{32, 42}, they are increasingly placing a burden on the end-user both in terms of data bandwidth and computational requirements of downstream systems\cite{28, 29}. This is because, as resolution increases, so does the resulting event rate. Common issues that arise with modern high-resolution event cameras are slow readout rates and output bus saturation\cite{12}, which both lead to event timestamp perturbations and loss of events. While readout rates have been steadily increasing from 2 MHz \cite{25} to 1200 MHz \cite{39}, they require sophisticated readout schemes to reduce overhead. For this reason, some solutions use hardware-integrated filters to reduce the event rate\cite{11}. However, while existing strategies reduce the overall bandwidth, they are not lossless, and, thus, either skip events or introduce systematic noise on the event timestamps. Both can have deleterious effects on the downstream task.
This raises the question, of what the true benefits of high-resolution cameras are. In this work, we shed light on this question by empirically and theoretically studying the effect of event camera resolution on three downstream tasks, namely (i) image reconstruction, (ii) optical flow estimation, and (iii) camera pose tracking. For each task, we investigate the trade-off between task performance and event rate in ideal, daytime and nighttime conditions (Fig.1). We find both on synthetic and real data that higher resolution event cameras exhibit higher per-pixel event rates, which makes them less robust to high-speed motion and more susceptible to temporal noise induced by low illumination conditions. This leads to the surprising discovery that, in these conditions, lower resolution event cameras exhibit better performance than their high-resolution counterparts, while also producing fewer events. We demonstrate that this conclusion generalizes across several tasks and both learning- and model-based methods. Additionally, we find that, when including noisy nighttime data in the training set, learning-based methods can overcome this trend. Moreover, contrast-maximization-based methods [15] only show this trend at high speeds, while photometric-based methods [14] already degrade at low speeds. We believe that these findings will act as important guidelines for future trends in event camera manufacturing, especially when moving toward higher resolution sensors. Our contributions are:

- We theoretically and empirically study the effect of higher resolutions on per-pixel event rates and show that event rates with increasing sensor resolution.
- We study the effect of event camera resolution on three important computer vision tasks. We show that, both in daytime and nighttime conditions and during high-speed motions, tasks performed with high-resolution cameras show a significant performance drop, which is smaller for lower resolutions.
- We thus identify event-camera resolutions which outperform high-resolution event cameras in terms of task performance, while requiring less bandwidth and do so over a variety of model-based and learning-based methods, as well as in simulation and on real data.

2 Related Work

Since the first commercial event camera in 2008[25], several new sensors appeared, (Tab. 1) which drove the development of different application domains. While early works used the DVS[25], ATIS[30] and DAVIS240[5] to solve simple tasks like low degree-of-freedom SLAM or object recognition, more modern approaches use higher resolution event cameras such as the Prophesee Gen3, Rhino 3, and Samsung Gen3 which provide more fine-grained detail in the event stream. Most recently, a race to increase sensor resolution culminated in the Celex-V, Prophesee Gen4, and Samsung DVS-Gen4, all featuring approximately one-megapixel resolution. These sensors enable applications in computational photography, where higher resolutions directly translate to more fine-grained detail. However, higher resolutions result in higher event rates, which place burdens on the data bus, readout systems, and downstream tasks. These include readout congestion and bus saturation, both of which can introduce significant
Table 1. Event camera comparison. Courtesy of [12].

| Supplier   | Camera         | Year, Reference | Resolution Interface | Max. Bandwidth (Mev/s) |
|------------|----------------|-----------------|----------------------|------------------------|
| iniVation  | DVS128         | 2008[25]        | 128 × 128            | USB 2 1               |
|            | DAVIS240       | 2014[5]         | 240 × 180            | USB 2 12              |
|            | DAVIS346       | 2017            | 346 × 260            | USB 3 12              |
|            | DVXplorer       | 2020            | 640 × 480            | USB 3 165             |
| Prophesee  | ATIS           | 2011[30]        | 304 × 240            | - -                   |
|            | Gen3 CD        | 2017[31]        | 640 × 480            | USB 3 66              |
|            | Gen3 ATIS      | 2017[31]        | 480 × 360            | USB 3 66              |
|            | Gen4 CD        | 2020[11]        | 1280 × 720           | USB 3 1066            |
| Samsung    | DVS-Gen2       | 2017[37]        | 640 × 480            | USB 2 300             |
|            | DVS-Gen3       | 2018[33]        | 640 × 480            | USB 3 600             |
|            | DVS-Gen4       | 2020[39]        | 1280 × 960           | USB 3 1200            |
| CelePixel  | CeleX-IV       | 2017[20]        | 768 × 640            | - 200                 |
|            | CeleX-V        | 2019[7]         | 1280 × 800           | - 140                 |
| Insightness| Rhino 3        | 2018[23]        | 320 × 262            | USB 2 50              |

delays or noise on event timestamps, and even dropped events[12]. In the next section, we discuss strategies to overcome this challenge.

**Event Filtering and Compression:** Higher event rates directly translate to higher storage requirements. To counteract these, lossy and lossless event compression techniques were introduced[3, 24]. However, these methods do not work online and are thus not able to mitigate event distortions at recording time.

Modern event cameras such as the Prophesee Gen4[11] include sophisticated read-out schemes such as row-wise arbitration which reduce per-event data transmission but introduce systematic errors in the event timestamps. Recently, event rate controllers were introduced which aim at reducing the event rate while recording. They work by randomly skipping events [11] or by tuning camera parameters during recording[9]. While these controllers can alleviate bandwidth requirements, they do so by directly affecting the events. Thus algorithms and event rate controllers need to be co-designed, thereby increasing complexity which inhibits scaling to more complex tasks. Instead of filtering the event stream we seek to understand the benefits of high-resolution cameras and their trade-offs in terms of downstream task performance and bandwidth.

**Power-Performance Analysis:** The tradeoff between task performance and data bandwidth was initially studied in [6] in the context of a Power-Performance analysis. They compared frame- and event-based sensors in terms of their ability to reconstruct the continuous-time intensity profile at a single pixel (Performance), and their required bandwidth (Power). However, this analysis was limited to a simple simulated toy example which did not consider sensor noise. In this work, we generalize this analysis to event cameras at different resolutions and in different conditions and study them in terms of their

---

1 The studied intensity signal was modeled as a random process that did not resemble real data and did not model sensor noise.
To understand the event rate at different resolutions we study the log brightness derivative \( L_t \) of a given scene (a). Brightness changes are mostly confined to edges, making them semi-dense. We consider the brightness derivative centered at an edge pixel of varying size (b), and find that as pixel size decreases, more details become visible which increase \( L_t \) (b), leading to a power law with slope \( \gamma^* < 0 \) (related to the fractal dimension[26] at small pixel sizes). Thus, to satisfy Eq. (2) high resolution event cameras must trigger events at higher rates (c, top), making them more sensitive to temporal effects, such as pixel cutoff frequency or high-speed motion (c, bottom).

**Fig. 2.**

3 Approach

In the first step, we will review the event generation model before studying events at higher resolution. Finally, we will introduce baselines which we will use to quantify task performance.

**Event Generation:** Event cameras have independent pixels \( x = (x, y) \) which trigger an event whenever their internal voltage \( L(x, t) \), caused by the illumination incident on that pixel, exceeds a certain threshold \( C \), called the contrast threshold. The resulting events are four tuples \( e_k = (x_k, t_k, p_k) \), each encoding the location \( x_k \), time \( t_k \) and sign (polarity) \( p_k \in \{-1, 1\} \) of this change. The event trigger condition can be formalized as follow

\[
p_k(L(x_k, t_k) - L(x_k, t - \Delta t_k)) > C,
\]

which describes the ideal event generation model [13, 14]. Here \( \Delta t_k \) is the time since the last event at pixel \( x_k \). By linearizing \( L \), Eq. (1) can be rewritten as

\[
p_k L_t(x_k, t_k) \Delta t_k > C,
\]

with \( L_t = \frac{\partial L}{\partial t} \). While in the ideal setting the internal voltage level is equated with the logarithmic brightness \( L(x, t) \equiv \log I(x, t) \), more recently, a more realistic event-camera model has been introduced which models this voltage as a second order system, dependent on the cutoff frequency \( f_{\text{cutoff}} \) [22]. It determines the rate at which event pixels track an input brightness signal, and depends on the
ambient illumination conditions. In darker settings $f_{\text{cutoff}}$ is lower, causing event pixels to become slow and generate characteristic “motion blur patterns”, which can be viewed in Fig. 3 of [22].

**Event Generation at Different Resolutions:** While Eq. (2) assumes that per-pixel scene irradiance is measured in a single direction, it is integrated over a steric angle, which spans a single pixel. As camera resolution increases, this pixel area decreases, leading to a more fine-grained perception of the environment. This integration is followed by a subsampling of the image. Let $E$ denote the irradiance map at a high resolution and $\mathbf{x}$ denote the coordinates at this high resolution.

$$L(\mathbf{x}, t) = \log I(\mathbf{x}, t) = \log[(k * E)(\mathbf{x}, t)],$$  
with \[ k(\mathbf{x}) = \begin{cases} \frac{1}{p^2}, & -\frac{p}{2} \leq x, y \leq \frac{p}{2} \\ 0, & \text{else} \end{cases} \]

where the scene irradiance $E$ is convolved with a box filter $k$ with sides $p$ corresponding with the pixel size. Followed by a subsampling to a lower resolution with coordinates $\mathbf{x}_l$.

$$L_l(\mathbf{x}_l, t) = L(p\mathbf{x}_l, t)$$

We consider the event rate at a fixed pixel $\mathbf{x}$, with coordinates $\mathbf{x}_l = \frac{\mathbf{x}}{p}$ for pixel size $p$, by studying the temporal derivative $L_t$, at that pixel:

$$L_t(\mathbf{x}, t) = \frac{\partial \log I(\mathbf{x}, t)}{\partial t} = \frac{I_t(\mathbf{x}, t)}{I(\mathbf{x}, t)} = (k * E_t)(\mathbf{x}, t) \quad (k * E)(\mathbf{x}, t).$$

We observe that $E_t$ is sparse, with high values close to occlusions and contrast changes (Fig. 2 (a), top). Thus aggregations of larger areas diminish, leading to lower values at higher pixel sizes. Plotting $L_t$ centered at an individual pixel, reveals a power-law for low pixel sizes, *i.e.* high resolutions (Fig. 2 b)

$$L_t(\mathbf{x}, t) \propto \frac{1}{p^{\gamma^*}(\mathbf{x})} \quad \text{as} \quad p \to 0. \quad (6)$$

Here $\gamma^*$ is related to the fractal dimensions of $E_t$ and $E$ [26]. When an event is triggered, the constraint (2) must be satisfied, and thus we find that the time between consecutive events at a single pixel, $\Delta t_k$, must satisfy

$$\Delta t_k = \frac{p_k C}{L_t(\mathbf{x}_k, t_k)} \propto p^{\gamma^*(\mathbf{x}_k, t_k)} \quad \text{as} \quad p \to 0. \quad (7)$$

This means that as sensor resolution increases, the time window between consecutive events at a specific pixel must decrease. This assumes a constant contrast threshold. If the contrast threshold is simultaneously increased, this effect can be counteracted but results in a loss of detail. However, in this work we do not study the effect of contrast threshold variations, and leave it for future work. We verify this relation in Fig. 2 (c), where we show histograms of $\Delta t_k$ across common event
camera resolutions. We see that as for smaller pixels, i.e. higher resolutions, the histograms shift to lower $\Delta t_k$. The mode of the distribution shifts high $\Delta t$ to low $\Delta t$ as $p$ decreases. Due to the increased event rate, small perturbations of event timestamps, caused by slow pixel response times lead to more significant effects on following events. This indicates that high-resolution event cameras are more susceptible to temporal noise effects caused by cutoff frequency and high speed motions (see Fig. 2 (c) bottom).

### 3.1 Tasks

**Image Reconstruction** We use simple event integration as a baseline for image reconstruction, directly leveraging Eq. (1). Given a high resolution image $L_{h,0}(x)$ at time $t_0$ and low resolution events $E_l = \{e_i\}_{i=1}^{N}$ we can produce a prediction of the image at $t_1$ as follows:

$$
\hat{L}_{1,h}(x) = L_{0,h}(x) + U(\Delta L_l)(x)
$$

$$
\Delta L_l(x_i) = \sum_{i=0}^{N} p_i C \delta(x_i - x)
$$

Where $\delta$ denotes the Kronecker delta and $U$ denotes the upsampling operator, which upsamples the low-resolution brightness increment to the same resolution as the high-resolution images. In what follows, we will fix the scale of the high-resolution image and vary the resolution of the events. This way, we can compare predictions across event camera scales, without changing the ground-truth image $L_{1,h}(x)$. Since this method depends on $C$ which is typically unknown we will only use it in simulation. However, due to its direct relationship to the event generation model, it serves as a good baseline for evaluating the quality of the events. In the following sections, we will refer to it as the Event Integration (EI) baseline.

**Optical Flow Estimation** Following the event generation model in Eq. (1) we see that consecutive events at the same pixel measure a brightness change of $\pm C$. We design a flow method that enforces this constraint. Let $L_l(x)$ be a low resolution image at time $t_0$ and let us focus on low resolution events triggered in a small patch and time window $\Delta T$ after $t_0$. We assume that the optical flow $v$ is approximately constant within this spatio-temporal volume. Therefore, locally the brightness at any time $t$ can be approximated with

$$
L(x_l, t) = L_l(x_l - vt)
$$

Where for simplicity we measure $t$ relative to $t_0$. By inserting Eq. (9) into the generative model in Eq. (1) and enforcing equality we have for a single event

$$
p_k(L_l(x_k - vt_k) - L_l(x_k - v(t_k - \Delta t_k))) = C
$$

Eq. (10) forces the difference of the intensities at coordinates $x_k - vt_k$ and $x_k - v(t_k - \Delta t_k)$ to be equal to $\pm C$. We denote $\Delta L_l^k(v) \doteq L_l(x_k - vt_k) - L_l(x_k - vt_k)$
\(v(t_k - \Delta t_k))\) and then stack the above equation for several events resulting in
\[
\hat{v} = \arg \min_v \| \Delta L_i(v) \odot p - 1C \|^2
\] (11)
With \(\odot\) denoting element-wise multiplication. We minimize Eq. (11) in two steps. We first solve for the optimal contrast threshold, \(\hat{C}\), with the closed form solution
\[
\hat{C} = \frac{p^T \Delta L_i(v)}{p^T p},
\] (12)
before resubstituting and minimizing the original objective for \(v\) using a first-order method. We call this method \textit{Event-based Photometric Flow} (EPF).

**Camera Pose Tracking** Camera pose tracking estimates the camera pose given a photometric depth map, as in [14]. We develop a pose tracker, based on [14] and [27]. We parametrize the camera trajectory using a cumulative B-spline \(T(t)\), parametrized by coordinates \(\xi\) and use the events, together with the photometric depth map to constrain this spline. Again, we use Eq. (1), to set up a constraint for each event, but modify Eq. (9) to fit into a pose tracking setting. We use a low resolution frame \(L_l(x)\) together with a depthmap \(D(x)\) at time \(t_0\), and low resolution events. Here, \(L_l(x)\) plays the role of reference view. The intensity at each event is found by backprojecting the event at position \(x_k\) and camera pose \(T(t_k)\) and reprojecting into the reference view.
\[
L(x, t) = L_l(x')
\]
\[
x' = \pi(X, K, T_0)
\]
\[
X = \pi^{-1}(x, Z, K, T(t))
\]
Where \(\pi\) projects and backprojects pixel coordinates according to camera matrix \(K\), pose \(T(t)\), and depth \(Z\). Since \(T\) is a spline, it can be sampled at arbitrary times. \(T_0\) stands for the camera pose and \(X\) denotes the 3-D point corresponding to the event. We assume planar scenes, to avoid the need for raytracing, and thus find a closed-form solution for the depth \(Z\) for each event. Thus for a single event
\[
p_k(L_l(x_k^r(\xi) - L_l(x_k(\xi))) = C,
\] (14)
where each point \(x_{0/1}^r\) depends on the spline \(\xi\). Stacking these residuals we get
\[
\xi = \arg \min_\xi \| \Delta L_i(\xi) \odot p - 1\hat{C} \|^2
\] (15)
which we solve using the non-linear least squares solver Ceres[1]. In what follows, we will refer to this method as \textit{Event-based Photometric Pose Tracker} (EPPT).

**4 Experiments**
First, we evaluate the introduced baselines and state-of-the-art methods on a synthetic multi-scale dataset, where we show a tradeoff between resolution, task performance, and event rate. Finally, we show similar conclusions for real data.
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Fig. 3. Each plot compares the event rate and task-performance on the rocks sequence in different settings. Each point corresponds to the median task performance and event rate of a specific setting. Equally colored points correspond sequences recorded at the same resolution, while connected dots correspond to the same camera trajectory, traversed at different speeds (the more right, the faster the sequence, resulting in a higher event rate). Finally, each plot is separated into three gray bands which correspond to different cutoff frequency settings. These settings correspond with ideal ($f_{cutoff} = \infty$), daytime ($f_{cutoff} = 200$Hz) and nighttime ($f_{cutoff} = 50$Hz) conditions. As $f_{cutoff}$ decreases, so does task performance. For each task, condition (ideal/daytime/nighttime), and camera velocity, the ideal camera is the one that is closest to the “goal”, maximizing task performance, while minimizing event rate.

4.1 Synthetic Data:

We use the event camera simulator in [22] to generate a synthetic multi-scale event camera dataset. Each sequence features a random camera trajectory in a planar scene with varying textures. We select resolutions $r_i = (w, w)$ with $w \in \{128, 240, 346, 640, 1280\}$, to ensure the same field of view across resolutions. The selected widths were selected following commonly used resolutions in Tab. 1. We use the event camera simulator in [22] to generate events for each resolution. In addition to varying the resolution, we also select cutoff frequency $f_{cutoff} \in \{\infty, 200, 50\}$ Hz to simulate ideal, daytime, and nighttime settings. These values represent realistic settings and were calibrated in [22]. We also vary the camera speed along a given trajectory by scaling it by a factor $s \in \{1, 1.3, 2\}$. We choose a realistic contrast threshold of 0.2 for all experiments.

Image Reconstruction For the image reconstruction task, we use the method from Sec. 3.1. We use a 50 ms sliding window of events at resolution $r \times r$ with $r \leq 1280$ together with the left keyframe at resolution 1280 × 1280 to generate predictions of the right keyframe according to Eq.(8). The window is reduced appropriately for higher camera speeds. We compute the peak signal-to-noise ratio (PSNR) between the predicted and ground truth right keyframe and the event rate, reporting their median across all windows in Fig. 3 (a). We summarized these results in Tab. 2 (left), and report the full table in the appendix.

Discussion In ideal settings ($f = \infty$), the highest resolution event cameras achieve the highest performance, 3.18 dB on average higher than the next highest resolutions, but require a roughly 8 times higher event rate. The same holds
for daytime settings ($f = 200$ Hz), but this time with a significantly lower margin of 0.86 dB. Interestingly, in this setting, we observe that task performance degrades more at higher event camera resolution than at lower resolution. The event rate is also reduced, but there remains an approximate factor of 6 between resolutions $1280 \times 1280$ and $640 \times 640$. Finally, in nighttime settings, ($f = 50$ Hz) we observe a peak at resolutions $240 \times 240$, $346 \times 346$ and $640 \times 640$. This shows that for image reconstruction, high-resolution cameras are outperformed by lower resolution cameras, especially in nighttime conditions.

**Comparison with other Methods:** We validate these conclusions, by evaluating the image reconstruction performance of the learning-based method E2VID\[32\] and model-based method HF[35], following the protocol described in [32]. We report the image reconstruction performance of the two methods in Tab. 3 (left). Similar to Tab. 2, for both methods lower resolution cameras become more attractive in nighttime settings.

**Optical Flow** Here we use the method introduced in Sec. 3.1. We extract 20 features from a target image and reproject them into frames spaced at 0.5 seconds in time. For each frame, we extract a spatio-temporal volume of events around each feature of size $61 \times 61$ and time window $\Delta T = 50$ ms. We adapt the size and length of this window based on the resolution and speed of the camera,
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Table 3. Comparison on the carpet sequence of state-of-the-art methods[32] and [35] on image reconstruction and [15] and [18] on optical flow estimation.

| Task Metric | Image Reconstruction | Optical Flow |
|-------------|----------------------|--------------|
| Method      | Image Reconstruction | Optical Flow |
|             | PSNR [dB]↑           | RNEPE [px]↓  |
| f_{cutoff} [Hz] | ∞ 200 50 | ∞ 200 50 |
| 128 × 128  | 11.53 11.54 11.39 11.14 11.15 10.97 | 5.06 4.89 4.76 2.44 2.32 2.56 |
| 240 × 240  | 12.19 12.17 11.63 11.57 11.58 11.14 | 2.51 2.59 2.57 1.01 1.10 1.59 |
| 346 × 346  | 12.25 12.21 11.36 11.61 11.60 10.98 | 1.74 1.69 1.72 0.94 0.93 1.24 |
| 640 × 640  | 12.31 12.03 10.61 11.65 11.55 10.43 | 0.71 0.67 0.69 0.79 0.84 0.86 |
| 1280 × 1280| 13.38 12.33 10.05 12.63 12.04 9.93 | 0.32 0.25 0.37 0.61 0.63 0.68 |

Table 4. Task performance of optical flow method CM [15] and our Event-based Photometric Pose Tracker (EPPT), in nighttime conditions (f_{cutoff} = 50Hz) depending on the camera velocity. While PPT with high resolution cameras degrades already at 1.8 m/s, CM degrades at much higher speeds of 9m/s.

Discussion As before, Fig. 3 (b) suggests, a trade-off between accuracy and event camera resolution, especially in nighttime and daytime conditions, and at high speeds. Here we observe that already in clean conditions and at high speeds, lower resolution event cameras perform best, and with a significantly lower event rate. This conclusion is supported by Tab. 2 (middle), where lower resolution camera outperform higher resolution ones by between 0.24-2.09 px. On room, the highest resolution camera outperforms others by a small margin of 0.09, but using the stated values for the highest resolution and lowest camera speed. We select L_t at the same resolution as the events and located at the beginning of the spatio-temporal window, and estimate optical flow by minimizing the objective in Eq. (10), using a first-order method. We initialize the flow to the ground truth flow and perturb it with Gaussian noise with σ=3. At lower resolutions we reduce σ to create comparable conditions. We compare estimated and ground truth flow using a resolution independent normalized end-point-error (RNEPE)

\[ \text{RNEPE} = \frac{H_{\text{max}}}{H} \| \hat{v} - v \|_2. \]  

Where \( \hat{v} \) and \( v \) are estimated and ground truth optical flow respectively, \( H \) is the sensor height and \( H_{\text{max}} = 1280 \). We report the RNEPE in Fig. 2 (b), summarize results in Tab. 2 (middle), and include the full table in the appendix.

Discussion As before, Fig. 3 (b) suggests, a trade-off between accuracy and event camera resolution, especially in nighttime and daytime conditions, and at high speeds. Here we observe that already in clean conditions and at high speeds, lower resolution event cameras perform best, and with a significantly lower event rate. This conclusion is supported by Tab. 2 (middle), where lower resolution camera outperform higher resolution ones by between 0.24-2.09 px. On room, the highest resolution camera outperforms others by a small margin of 0.09, but
it features a roughly three times higher event rate (Fig. 3 (b)).

**Comparison with other Methods** Here we compare task performance for model-based method Contrast Maximization [15] and learning-based method E-RAFT [18]. Surprisingly, we observe that CM is more robust than EPF at high camera speeds and in nighttime conditions (Tab 3) (right). However, at higher speeds of 9 m/s, the $640 \times 640$ camera outperforms $1280 \times 1280$ by 0.2 px (Tab. 4). Interestingly, this suggests that estimators which optimize contrast instead of photometric consistency are more robust, especially at high speeds and in low light. Finally, E-RAFT always benefits from high resolution and does not degrade harshly in noisier conditions. Since E-RAFT was trained on real data both in daytime and nighttime conditions, it most likely generalizes to these conditions. This indicates another important lesson that can be drawn from these experiments: We may overcome the limitations of noise at high resolutions, by adopting a learning-base approach, and training on noisy night-time data, robustifying the network against these error sources. Note, that noisy training-data is the key here, since learning-based method E2VID exhibits the opposite trend, and in fact E2VID is trained with synthetic noise-less event data.

**Camera Pose Tracking** Finally, we evaluate our pose tracker EPPT (Sec. 3.1). In steps of 0.5 seconds, we initialize a spline with 10 control poses spaced at 2 ms with ground truth and then perturb the translation component with Gaussian noise with $\sigma = 20$cm. We minimize Eq. (15) to recover the original poses, repeating this process 20 times. At each time we compute the mean translation error between ground truth and estimated spline. We compute the median error over samples which we report in Fig. 3 (c), summarize in Tab. 2 (right). The full table is in the appendix. We omit room, as it is not a planar scene.

**Discussion** Similar to previous tasks, pose tracking degrades in nighttime conditions and at high speeds (Fig.3). Performance degrades strongly at high resolution, especially in nighttime conditions, where the error increases from 0.953 to 16.4 mm for resolutions $1280 \times 1280$ on the rocks dataset. High resolutions perform well on the carpet sequence, even in nighttime conditions, but break down as soon as high speeds are introduced (Tab. 4).

**4.2 Real Data**

Here we show how the conclusions drawn from the experiments on synthetic data transfer to the real world. To this end, we propose an experimental setup to record event camera data at different resolutions, observing the same scene. We evaluate image reconstruction, optical flow estimation, and pose tracking on the recorded dataset.

We use a Prophesee Gen4 event camera[11] with a resolution of $1280 \times 720$ installed on a motorized linear slider (Fig. 4 a) in front of a planar wall, featuring a picture of a template image with ArUco markers[16]. With this setup, we record
events at three depths $d \in \{20, 40, 60\}$ cm from the wall, and at three different camera speeds $V \in \{0.2, 0.4, 0.6\}$ m/s. We leverage the slider and markers to recover the camera pose with respect to the printed image. We use this pose to crop events to a common field of view, resulting in events at different resolutions (Fig. 4 (b), (c)) and speeds (Fig. 4 (d)). More details on how the camera pose was recovered are provided in the appendix.

**Image Reconstruction** As before, we generate image reconstructions using E2VID [32] and HF [35]. To ensure equal conditions across resolutions we pass 30 ms events windows to each method, adjusting the window size to the camera speed. To generate ground truth, we map the template image into the current camera frame, according to the current camera pose. We report the results in Tab. 5 (left). As before, at higher speeds higher resolution cameras degrade more than lower resolution cameras. Indeed, already at moderate speeds of 0.4 m/s, a resolution of $640 \times 360$ outperforms higher resolutions by an average of 0.2 dB.

Fig. 5 visualizes image reconstruction patches by [32] in different settings. At low resolutions, reconstructions show common blurring artefacts (c). By contrast at high resolutions and speeds, reconstructions show ghosting (d), which cause significant performance degradations at high speeds. This is caused by slow cutoff frequencies in the event pixels, which lead to slower response times.

**Optical Flow and Camera Pose Tracking** We evaluate the model-based method EPF, described in Sec. 3.1, CM [15] and E-RAFT [18] on patch-based
Table 5. Comparison of image reconstruction, optical flow estimation and camera pose tracking performance on the forest, pebbles and split_rocks sequences. While at slow speeds, the highest resolutions are almost always best, at higher speeds lower resolutions outperform the highest. We see that across tasks a resolution of 640 × 360 offers better task performance than the full resolution.

optical flow. For this, we extract corners from the template image and reproject these corners into the current event camera frame. By taking differences between projections at consecutive timestamps, we can generate ground truth flow. We use this flow to evaluate the methods described. We generate volumes of 30 ms and patch size 61 and report the resolution normalized RNEPE in Tab. 5 (middle). Similarly, for camera tracking we follow the same procedure as Sec. 4.1, but this time perturb the splines with \( \sigma = 5 \text{cm} \). We report the median position error in mm in Tab. 5 (right). For both EPF and EPPT we use image reconstructions from [32] as reference images. Similar conclusions hold as for the experiments in simulation. For speeds above 0.4 m/s, pose tracking and optical flow degrade at the highest resolution. In both cases, a resolution of 640 × 360 yields better results and lower event rates. While pose tracking performance increases by 31 mm, optical flow performance increases by 0.1 px for EPF. As before, CM and E-RAFT are more robust to high speeds, performing best at the highest resolution. Again this indicates that adopting CM-based objectives can in fact significantly improve the robustness to high speed, especially at high resolution. Moreover, adopting a learning-based approach, which is trained on noisy night-time events also helps.

5 Conclusion

As event cameras increasingly become the sensor of choice in challenging applications, their development will inexorably trend toward higher resolution sensors. However, higher resolution sensors significantly increase the required data bandwidth, while burdening downstream tasks. In this work, we showed, that in addition to these challenges, higher resolution cameras are also more sensitive to temporal effects such as slow pixel response times. We showed across the tasks of image reconstruction, optical flow estimation and camera pose tracking that high-resolution event cameras do not always give the best task performance. Especially when used in challenging high-speed scenarios and in low light, lower-resolution sensors often show a better performance while using lower bandwidth.

It is thus important that additional effort is made to solve these challenges before we can progress to higher resolution sensors. We believe that this work will act as a useful guide for future trends in event camera development.
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7 Appendix

In Sec. 7.1 we add additional details to explain how the real-world multi-scale event dataset was collected. Tables and figures in the main manuscript will have an "M-" prefix. In Sec. 7.2 we report the full table, which was used to generate Fig. M-3, split by tasks, supplementing Tab. M-2 in the main manuscript.

7.1 Generation of the Multi-scale Dataset

We install a Prophesee Gen4 event camera on a motorized linear slider (Fig. M-4 (a)), placed in a front-parallel configuration to a wall, featuring a printed image with ArUco markers[16] surrounding it (Fig.6 (b)). We leverage the markers and the linear slider to recover the camera pose with respect to the bottom left corners of the printed page, which we designate as the origin.

We do this in three steps. First we convert events to using E2VID[32] to generate sharp grayscale images which we use to extract the marker corner positions (Fig.6 (c)). The 3-D position of the corners are fully known and fixed, and thus we solve a pose-only global bundle adjustment problem that minimizes the
reprojection error between 2-D detections and known landmark positions. The full problem we solve is written as

\[
\{T_i\} = \arg \min_{\{T_i\}} \sum_{i=1}^{N} \sum_{k=1}^{M} v_{ik} \|x_{ik} - \pi(X_k, K, T_i)\|_2^2,
\]  

(17)

where \(T_i\) denote the camera poses with \(i = 1, ..., N\), \(X_k\) denote the fixed landmark positions with \(k = 1, ..., M\) and \(K\) captures the camera intrinsics. The parameter \(v_{ik} = 1\) if the landmark \(k\) is in view \(i\) and 0 otherwise. Finally, \(x_{ik}\) denote the detection of landmark \(k\) in view \(i\). The linear slider additionally provides the \(x\)-coordinate along the path, which is used to reduce the number of unknowns. We thus reduce the number of unknowns to 9 parameters. Six describe the relative orientation and translation between the linear slider base at position \(x = 0\) and the last three describe the relative rotation of the camera frame with respect to the linear slider frame. We collect measurements for the bundle adjustment problem by following the camera speed profile in Fig.6 (d), which drives the slider back and forth a total of three times, at increasing speed. This is done because at high speeds image reconstruction becomes blurry and therefore few detections are made. By inserting a slow-speed segment between each right-moving segment, we ensure that accurate detections can still be made, to constrain bundle adjustment. This allows us to have accurate poses even, where there are no detections.

**Ground Truth Generation:** Finally, we use the recovered poses for ground truth generation for all three tasks: for image reconstructions, a template image (Fig. 6 (b)) is used, to which all image reconstructions are mapped using homographies. By mapping images at all speeds and resolutions to the same template, we ensure an equal evaluation. For optical flow we use the poses to project points into poses spaced at \(\Delta T\), resulting in accurate flow vectors. For camera pose tracking we use the poses themselves.

### 7.2 Additional Results in Simulation

Here we summarize additional results in simulation, which for brevity were omitted in Tab. M-2.

**Image Reconstruction** In Tab. 6 we report the full table, comparing the event integration method, described in Sec. M-3.1 on our synthetic multi-scale dataset. It completes the results in Tab. M-2 (left) and was used to generate Fig. M-3 (a). We report scores for different camera resolutions, cutoff frequencies, and speeds. Moreover, we show in Tab. 7 the full table comparing the image reconstruction methods E2VID [32] and HF [35] on the carpet sequence. Both tables, show, that the conclusions hold across datasets and methods that higher resolution cameras are outperformed by lower resolution ones, especially in nighttime conditions and at high speeds.
Optical Flow Estimation Similar to image reconstruction, we show the complete table which complements Tab. M-2 (middle) and Fig. M-3 (b). In Tab. 8 we show the optical flow method EPF on all synthetic datasets and for different camera resolutions, speeds and cutoff frequencies. Tab. 9 shows the performance of state-of-the-art flow methods Contrast Maximization (CM)[15] and E-RAFT[18] on the carpet sequence. Tab. 8 indicates the same conclusion of Tab. M-2 (left). The faster the camera and the lower the cutoff frequency (i.e. in nighttime conditions), the worse high-resolution cameras perform. Indeed, already in daytime conditions, sensors below a resolution of $346 \times 346$ show better performance than those at a resolution of $1280 \times 1280$. Tab. 9 reiterates the conclusion made in the main text: For EPF fast camera motion and nighttime conditions lead to significant degradation of the optical flow method at high resolutions. Instead, using lower resolution sensors is better. In nighttime conditions, all resolutions perform poorly, leading to noisy values. CM remains stable at high resolutions, high speeds, and low cutoff frequencies. However, at speeds of 9 m/s in night-time conditions, CM at high resolution is outperformed by a sensor of resolution $640 \times 640$ by 0.12 px. E-RAFT at the highest resolution remains stable at all speeds but shows significant degradation when going to high speeds and nighttime conditions. We believe that this is because E-RAFT trains on low-light events and can thus generalize better to this setting.

Camera Pose Tracking Also for camera pose tracking, we show the complete table, complementing Tab. M-2 (right) and Fig. M-3 (c). Here we also report the position error for three different camera speeds. We see that especially in nighttime conditions and at high speeds, pose tracking using high-resolution sensors is outperformed by higher resolution sensors.
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