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Abstract

In formulating covariant closed string field theories, we have always used closed string fields with the level-matching condition. Recently, open superstring field theories including the Ramond sector were constructed, and one approach was to use open superstring fields with a constraint analogous to the level-matching condition for closed string fields. There is another approach developed by Sen, where no constraints are imposed on open superstring fields but additional free string fields are introduced so that covariant kinetic terms for the Ramond sector were constructed. Motivated by this development, we construct closed string field theory without imposing the level-matching condition on the closed string field, while we introduce an additional free string field. This is the first implementation of general covariance in the context of string theory without using the level-matching condition. We explicitly expand the string fields up to the level relevant to massless fields, and we confirm the equivalence to the theory with the level-matching condition up to decoupled free fields.
1 Introduction

When we parameterize the world-sheet for free propagation of a closed string using the coordinates \((\tau, \sigma)\) with \(\sigma\) in the range \(0 \leq \sigma \leq 2\pi\), we do not have an appropriate gauge-fixing condition to determine the origin of the \(\sigma\) coordinate along the closed string. Even in the light-cone gauge, the gauge redundancy is not completely fixed for the closed string because of this issue, but the range of the \(\sigma\) coordinate is compact so that we can simply path integrate over all possible choices for \(\sigma = 0\). Using the zero modes \(L_0\) and \(\tilde{L}_0\) of the holomorphic and antiholomorphic components, respectively, of the energy-momentum tensor, the translation of the \(\sigma\) coordinate is generated by \(L_0 - \tilde{L}_0\), and the integration over all choices for \(\sigma = 0\) requires the closed string state to be annihilated by \(L_0 - \tilde{L}_0\). This is the origin of the level-matching condition in the closed string. In closed string field theory, this is reflected in the constraints

\[
(L_0 - \tilde{L}_0) \Psi = 0, \quad (b_0 - \tilde{b}_0) \Psi = 0
\]  

imposed on the closed string field \(\Psi\), where \(b_0\) and \(\tilde{b}_0\) are the zero modes of the \(b\) ghost and the \(\tilde{b}\) ghost, respectively. As can be understood from the origin of the level-matching condition,
it has been difficult to formulate covariant closed string field theory without imposing these constraints on the closed string field.

In the context of the moduli space of Riemann surfaces, the world-sheet for free propagation of a closed string has two moduli. The moduli space can be parameterized as $e^{t(L_0 + \tilde{L}_0) + i \theta(L_0 - \tilde{L}_0)}$, where $t$ and $\theta$ are the moduli. In closed string field theory, the integration over $t$ is implemented by the propagator. In Siegel gauge, the propagator can be represented as

$$
(b_0 + \tilde{b}_0) \int_0^\infty dt \ e^{t(L_0 + \tilde{L}_0)},
$$

which takes the form of an integral over the modulus $t$. On the other hand, the integration over $\theta$ yields the operator $B$ given by

$$
B = (b_0 - \tilde{b}_0) \int_0^{2\pi} \frac{d\theta}{2\pi} e^{i\theta(L_0 - \tilde{L}_0)},
$$

where $b_0 - \tilde{b}_0$ is the ghost insertion associated with the integration over this modulus. The operator $B$ can be schematically understood as $\delta(b_0 - \tilde{b}_0) \delta(L_0 - \tilde{L}_0)$, and the constraints on the closed string field implement the integration over this modulus in closed string field theory. The appropriate inner product of $\Psi_1$ and $\Psi_2$ satisfying the constraints can be written as

$$
\langle \Psi_1, c_0 \Psi_2 \rangle
$$

with

$$
c_0 = \frac{1}{2} (c_0 - \tilde{c}_0),
$$

where $c_0$ and $\tilde{c}_0$ are the zero modes of the $c$ ghost and the $\tilde{c}$ ghost, respectively, and $\langle A, B \rangle$ is the BPZ inner product for a pair of states $A$ and $B$. The kinetic term for closed bosonic string field theory is then given by

$$
S = -\frac{1}{2} \langle \Psi, c^{-}_0 Q_B \Psi \rangle,
$$

where $Q_B$ is the BRST operator. The operator $B$ can also be written as

$$
B = -i \int_0^{2\pi} \frac{d\theta}{2\pi} \int d\tilde{\theta} \ e^{i\theta(L_0 - \tilde{L}_0) + i\tilde{\theta}(b_0 - \tilde{b}_0)},
$$

where $\tilde{\theta}$ is a Grassmann-odd variable, and the extended BRST transformation introduced in [1] maps $\theta$ to $\tilde{\theta}$. The extended BRST transformation acts in the same way as the ordinary BRST transformation for operators in the conformal field theory, and in particular it maps $b_0 - \tilde{b}_0$ to $L_0 - \tilde{L}_0$. Therefore, the combination $i\theta(L_0 - \tilde{L}_0) + i\tilde{\theta}(b_0 - \tilde{b}_0)$ in (1.7) is obtained from $i\theta(b_0 - \tilde{b}_0)$ by the extended BRST transformation. Note that the closed bosonic string field $\Psi$ satisfying the constraints can be characterized as

$$
B \ c^{-}_0 \Psi = \Psi.
$$
Recently, there have been important developments in the treatment of the Ramond sector in superstring field theory, which we consider is related to formulating closed string field theory without imposing the level-matching condition. In [2, 3, 4] complete actions for open superstring field theory including both the Neveu-Schwarz sector and the Ramond sector were constructed, where the string field in the Ramond sector is restricted to an appropriate subspace of the Hilbert space. This constraint on the string field $\Psi$ of picture $-1/2$ can be characterized as

$$XY\Psi = \Psi$$  \hspace{1cm} (1.9)

with

$$X = \int d\zeta \int d\tilde{\zeta} e^{\zeta G_0 - \tilde{\zeta} \beta_0}$$  \hspace{1cm} (1.10)

and

$$Y = c_0 \int d\sigma \sigma e^{\sigma \gamma_0} = - c_0 \delta'(\gamma_0),$$  \hspace{1cm} (1.11)

where $G_0$ is the zero mode of the supercurrent, $\beta_0$ is the zero mode of the $\beta$ ghost, and $\gamma_0$ is the zero mode of the $\gamma$ ghost. The integration variable $\zeta$ is Grassmann odd and the integration variables $\tilde{\zeta}$ and $\sigma$ are Grassmann even. The integration over these Grassmann-even variables should be understood as an algebraic operation analogous to the integration over Grassmann-odd variables [1]. The extended BRST transformation introduced in [1] maps $\zeta$ to $\tilde{\zeta}$ and maps $\beta_0$ to $G_0$ so that the combination $\zeta G_0 - \tilde{\zeta} \beta_0$ in (1.10) is obtained from $-\zeta \beta_0$ by the extended BRST transformation.

In the context of the supermoduli space of super-Riemann surfaces, this constraint can be understood in the following way. Propagator strips for the Ramond sector of the open superstring have a fermionic modulus in addition to the bosonic modulus corresponding to the length of the strip. The fermionic direction of the moduli space can be parameterized as $e^{\zeta G_0}$, where $\zeta$ is the fermionic modulus. The integration over $\zeta$ with the associated ghost insertion yields the operator $X$ in (1.10). The constraint (1.9) is therefore analogous to (1.8) for the closed bosonic string field. The appropriate inner product of $\Psi_1$ and $\Psi_2$ in the restricted space can be written as

$$\langle \Psi_1, Y \Psi_2 \rangle,$$  \hspace{1cm} (1.12)

and the kinetic term of open superstring field theory for the Ramond sector is given by

$$S = - \frac{1}{2} \langle \Psi, YQ_B \Psi \rangle.$$  \hspace{1cm} (1.13)

This is analogous to the kinetic term (1.6) for closed bosonic string field theory.

Another remarkable development in the treatment of the Ramond sector in superstring field theory is the construction of covariant kinetic terms by Sen [5], where no constraints associated with the Ramond sector are imposed but spurious free fields are introduced. The construction
was presented in the context of the Batalin-Vilkovisky master action for heterotic string field theory or type II superstring field theory in [5], but the idea can be applied to the construction of a classical gauge-invariant action for open superstring field theory. In this context, the kinetic terms are given by

\[ S = \frac{1}{2} \langle \bar{\Psi}, Q_B X \bar{\Psi} \rangle + \langle \bar{\Psi}, Q_B \Psi \rangle, \]  

(1.14)

where \( \Psi \) is the string field of picture \(-1/2\) and \( \bar{\Psi} \) is the string field of picture \(-3/2\). The interaction terms do not contain \( \bar{\Psi} \) and the string field \( \bar{\Psi} \) describes the spurious free fields. The string field \( \Psi \) describes the interacting fields and no constraints are imposed on \( \Psi \). In this approach the operator \( X \) can be replaced by a different operator. In [5] the zero mode of the picture-changing operator was used, which is convenient when we describe the superconformal ghost sector in terms of \( \xi, \eta \), and \( \phi \) introduced in [6].

This construction indicates that we can formulate closed string field theory without imposing the level-matching condition on the closed string field if we allow spurious free fields. In this paper we claim that this is indeed possible. Our kinetic terms for closed bosonic string field theory without the level-matching condition are given by

\[ S = \frac{1}{2} \langle \bar{\Psi}, Q_B B \bar{\Psi} \rangle + \langle \bar{\Psi}, Q_B \Psi \rangle, \]  

(1.15)

where \( \Psi \) is the string field of ghost number 2 and \( \bar{\Psi} \) is the string field of ghost number 3. The interaction terms do not contain \( \bar{\Psi} \) and the string field \( \bar{\Psi} \) describes the spurious free fields. The string field \( \Psi \) describes the interacting fields and no constraints are imposed on \( \Psi \).

The rest of the paper is organized as follows. In section 2 we present closed bosonic string field theory without imposing the level-matching condition on the closed string field. We briefly review closed bosonic string field theory with the level-matching condition in subsection 2.1 and then we present the action and the gauge transformation of closed bosonic string field theory without the level-matching condition in subsection 2.2. This is the main result of this paper. In section 3 we expand string fields in terms of component fields up to the level relevant to massless fields, and we demonstrate the equivalence of the theory without the level-matching condition to the theory with the level-matching condition up to extra free fields. Section 4 is devoted to conclusions and discussion.

\(^1\)Component fields are studied in more detail by Erbin and Medévielle [7].
2 Action

2.1 Closed string field theory with the level-matching condition

In closed bosonic string field theory, whose construction \[8, 9, 10, 11, 12\] was completed by Zwiebach in \[13\], we use the closed string field \( A \) which satisfies the constraints

\[ L_0^- A = 0 \quad (2.1) \]

and

\[ b_0^- A = 0 , \quad (2.2) \]

where

\[ L_0^- = L_0 - \tilde{L}_0 , \quad b_0^- = b_0 - \tilde{b}_0 . \quad (2.3) \]

The string field \( A \) satisfying the constraints \((2.1)\) and \((2.2)\) can also be characterized as

\[ B c_0^- A = A , \quad (2.4) \]

where \( B \) and \( c_0^- \) are defined by

\[ B = b_0^- \int_0^{2\pi} \frac{d\theta}{2\pi} e^{i\theta L_0^-} , \quad c_0^- = \frac{1}{2} (c_0 - \tilde{c}_0) . \quad (2.5) \]

The operator \( B \) anticommutes with the BRST operator \( Q_B \),

\[ \{ Q_B , B \} = 0 , \quad (2.6) \]

and \( B \) is BPZ even:

\[ \langle B A_1 , A_2 \rangle = (-1)^{A_1} \langle A_1 , BA_2 \rangle . \quad (2.7) \]

Here and in what follows, a state in the exponent of \(-1\) represents its Grassmann parity: it is 0 mod 2 for a Grassmann-even state and 1 mod 2 for a Grassmann-odd state. Since

\[ B c_0^- B = B , \quad (2.8) \]

the operator \( B c_0^- \) is a projector onto a subspace of states annihilated by \( L_0^- \) and \( b_0^- \).

The kinetic term of the closed string field \( \Psi \) of ghost number 2 is given by

\[ \frac{1}{2} \langle \langle \Psi , Q_B \Psi \rangle \rangle , \quad (2.9) \]

where \( \langle \langle A_1 , A_2 \rangle \rangle \) is defined by

\[ \langle \langle A_1 , A_2 \rangle \rangle = \langle A_1 , c_0^- A_2 \rangle . \quad (2.10) \]
The inner product \( \langle A_1, A_2 \rangle \) for states \( A_1 \) and \( A_2 \) satisfying the constraints (2.1) and (2.2) has the following properties:

\[
\langle A_1, A_2 \rangle = (-1)^{(A_1+1)(A_2+1)} \langle A_2, A_1 \rangle, \\
\langle Q_B A_1, A_2 \rangle = (-1)^{A_1} \langle A_1, Q_B A_2 \rangle,
\]  

(2.11)

which can be shown from

\[
\langle A_1, A_2 \rangle = (-1)^{A_1 A_2} \langle A_2, A_1 \rangle, \\
\langle Q_B A_1, A_2 \rangle = -(-1)^{A_1} \langle A_1, Q_B A_2 \rangle.
\]  

(2.12)

The action including interactions is given by

\[
S = \frac{1}{2} \langle \Psi, Q_B \Psi \rangle + \sum_{n=3}^{\infty} \frac{g^{n-2}}{n!} \langle \Psi, [\underbrace{\Psi, \Psi, \ldots, \Psi}_{n-1}] \rangle
\]  

(2.13)

\[
= \frac{1}{2} \langle \Psi, Q_B \Psi \rangle + \frac{g}{3!} \langle \Psi, [\Psi, \Psi] \rangle + \frac{g^2}{4!} \langle \Psi, [[\Psi, \Psi, \Psi]] \rangle + O(g^3),
\]

where \( g \) is the closed string coupling constant and the \( n \)-string product \( [A_1, A_2, \ldots, A_n] \) is defined for states \( A_1, A_2, \ldots, A_n \) satisfying the constraints (2.1) and (2.2). It takes the form

\[
[A_1, A_2, \ldots, A_n] = B \mathcal{F}(A_1, A_2, \ldots, A_n),
\]  

(2.14)

where the operator \( B \) multiplies an \( n \)-string product \( \mathcal{F}(A_1, A_2, \ldots, A_n) \), so that the \( n \)-string product \( [A_1, A_2, \ldots, A_n] \) satisfies the constraints (2.1) and (2.2). The ghost number of the \( n \)-string product \( G([A_1, A_2, \ldots, A_n]) \) is given by

\[
G([A_1, A_2, \ldots, A_n]) = -2(n - 2) - 1 + \sum_{i=1}^{n} G(A_i),
\]  

(2.15)

where \( G(A) \) is the ghost number of \( A \). The \( n \)-string product is graded-commutative,

\[
[A_1, \ldots, A_{i+1}, A_i, A_{i+2}, \ldots, A_n] = (-1)^{A_i A_{i+1}} [A_1, \ldots, A_n],
\]  

(2.16)

and the inner product \( \langle A_1, [A_2, \ldots, A_n] \rangle \) has the following property:

\[
\langle A_1, [A_2, \ldots, A_n] \rangle = (-1)^{A_1 A_2} \langle A_2, [A_1, \ldots, A_n] \rangle.
\]  

(2.17)

Therefore, the multi-linear function defined by

\[
\{ A_1, A_2, \ldots, A_n \} \equiv \langle A_1, [A_2, \ldots, A_n] \rangle
\]  

(2.18)

is graded-commutative:

\[
\{ A_1, \ldots, A_{i+1}, A_i, A_{i+2}, \ldots, A_n \} = (-1)^{A_i A_{i+1}} \{ A_1, \ldots, A_n \}.
\]  

(2.19)
We use the notation $\Psi^n$ for $n$ successive entries of the same string field $\Psi$ in the multi-string products or the multi-linear functions:

$$\Psi^n \equiv \underbrace{\Psi, \Psi, \ldots, \Psi}_n .$$

With this notation, the action can be expressed as

$$S = \frac{1}{2} \langle \langle \Psi, Q_B \Psi \rangle \rangle + \sum_{n=3}^{\infty} \frac{g^{n-2}}{n!} \{ \{ \Psi^n \} \} .$$  \hspace{1cm} (2.20)

The variation of the action is given by

$$\delta S = \langle \langle \delta \Psi, Q_B \Psi \rangle \rangle + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} \langle \langle \delta \Psi, [\Psi^n] \rangle \rangle$$

$$= \langle \langle \delta \Psi, Q_B \Psi \rangle \rangle + \frac{g}{2} \langle \langle \delta \Psi, [\Psi, \Psi] \rangle \rangle + \frac{g^2}{3!} \langle \langle \delta \Psi, [\Psi, \Psi, \Psi] \rangle \rangle + O(g^3).$$  \hspace{1cm} (2.21)

The equation of motion is then

$$Q_B \Psi + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} [\Psi^n] = 0 .$$

The action (2.13) is invariant under the gauge transformation

$$\delta \Lambda \Psi = Q_B \Lambda + \sum_{n=1}^{\infty} \frac{g^n}{n!} [\Psi^n, \Lambda]$$

$$= Q_B \Lambda + g [\Psi, \Lambda] + \frac{g^2}{2!} [\Psi, \Psi, \Lambda] + O(g^3)$$

for the gauge parameter $\Lambda$ satisfying

$$L_0^{-} \Lambda = 0 ,$$

$$b_0^{-} \Lambda = 0 .$$

(2.24)  \hspace{1cm} \hspace{1cm} (2.25)

if the multi-string products satisfy

$$0 = Q_B [A_1, \ldots , A_n] + \sum_{i=1}^{n} (-1)^{(A_1 + \cdots + A_{i-1})} [A_1, \cdots , Q_B A_i , \cdots , A_n]$$

$$+ \sum_{\{i,j,k\}}^{\{i,j,k\}} \sigma(i_1, j_k) [A_{i_1}, \cdots , A_{i_l}, [A_{j_1} \cdots , A_{j_k}]].$$

(2.26)

The second summation on the right-hand side runs over all different splittings of the set \{1, \cdots , n\} into a first group \{i_1, \cdots , i_l\} and a second group \{j_1, \cdots , j_k\}. The sign factor
\[ \sigma(i_1,j_k) \] is the sign picked up when we rearrange the sequence \( \{Q_B, A_1, \cdots, A_n\} \) into the sequence \( \{A_{i_1}, \cdots, A_{i_l}, Q_B, A_{j_1}, \cdots, A_{j_k}\} \) taking into account the Grassmann property of the various objects. The relations (2.26) among multi-string products are called \( L_\infty \) relations.

Let us see the invariance of the action up to \( O(g^3) \) under the transformation (2.24) explicitly. We expand the action (2.13) and the gauge transformation (2.24) as follows:

\[
S = S^{(0)} + g S^{(1)} + g^2 S^{(2)} + O(g^3),
\]

\[
\delta A \Psi = \delta^{(0)} A \Psi + g \delta^{(1)} A \Psi + g^2 \delta^{(2)} A \Psi + O(g^3),
\]

where

\[
S^{(0)} = \frac{1}{2} \langle \langle \Psi, Q_B \Psi \rangle \rangle, \quad S^{(1)} = \frac{1}{3!} \langle \langle \Psi, [\Psi, \Psi] \rangle \rangle, \quad S^{(2)} = \frac{1}{4!} \langle \langle \Psi, [\Psi, [\Psi, \Psi]] \rangle \rangle,
\]

\[
\delta^{(0)} A \Psi = Q_B A, \quad \delta^{(1)} A \Psi = [\Psi, A], \quad \delta^{(2)} A \Psi = \frac{1}{2!} [\Psi, [\Psi, A]].
\]

The variation \( \delta^{(0)} A S^{(0)} \) is

\[
\delta^{(0)} A S^{(0)} = \langle \langle Q_B A, Q_B \Psi \rangle \rangle.
\]

The gauge invariance at this order follows from the nilpotency of \( Q_B \). The variation at \( O(g) \) is

\[
\delta^{(0)} A S^{(1)} + \delta^{(1)} A S^{(0)} = \frac{1}{2!} \langle \langle Q_B A, [\Psi, \Psi] \rangle \rangle + \langle \langle [\Psi, A], Q_B \Psi \rangle \rangle
\]

\[
= -\frac{1}{2!} \langle \langle A, Q_B [\Psi, \Psi] \rangle \rangle - \langle \langle A, [Q_B \Psi, \Psi] \rangle \rangle.
\]

The gauge invariance at this order follows from

\[
0 = Q_B [A_1, A_2] + [Q_B A_1, A_2] + (-1)^{A_1} [A_1, Q_B A_2],
\]

which is the relation (2.26) for \( n = 2 \). The variation at \( O(g^2) \) is

\[
\delta^{(0)} A S^{(2)} + \delta^{(1)} A S^{(1)} + \delta^{(2)} A S^{(0)}
\]

\[
= -\frac{1}{3!} \langle \langle Q_B A, [\Psi, [\Psi, \Psi]] \rangle \rangle + \frac{1}{2!} \langle \langle [\Psi, A], [\Psi, \Psi] \rangle \rangle
\]

\[
= -\frac{1}{3!} \langle \langle A, Q_B [\Psi, [\Psi, \Psi]] \rangle \rangle - \frac{1}{2!} \langle \langle A, [Q_B [\Psi, \Psi], \Psi] \rangle \rangle - \frac{1}{2!} \langle \langle A, [\Psi, [\Psi, \Psi]] \rangle \rangle.
\]

The gauge invariance at this order follows from

\[
0 = Q_B [A_1, A_2, A_3] + [Q_B A_1, A_2, A_3] + (-1)^{A_1} [A_1, Q_B A_2, A_3] + (-1)^{A_1+A_2} [A_1, A_2, Q_B A_3]
\]

\[
+ (-1)^{A_1} [A_1, [A_2, A_3]] + (-1)^{A_2(A_1+1)} [A_2, [A_1, A_3]] + (-1)^{A_3(1+A_1+A_2)} [A_3, [A_1, A_2]],
\]

which is the relation (2.26) for \( n = 3 \).
2.2 Closed string field theory without the level-matching condition

Let us move on to the construction of closed string field theory without imposing the level-matching condition. We use two string fields $\Psi$ and $\tilde{\Psi}$ carrying ghost number 2 and 3, respectively, where the constraints (2.1) and (2.2) are not imposed on these string fields. As we discussed in the introduction, let us consider the kinetic terms given by

$$\frac{1}{2} \langle \tilde{\Psi}, Q_B B \tilde{\Psi} \rangle + \langle \tilde{\Psi}, Q_B \Psi \rangle,$$

(2.34)

which are invariant under the following gauge transformations with gauge parameters $\Lambda$ and $\tilde{\Lambda}$:

$$\delta_{\Lambda} \Psi = Q_B \Lambda,$n

$$\delta_{\tilde{\Lambda}} \Psi = 0,$n

$$\delta_{\Lambda} \tilde{\Psi} = 0,$n

$$\delta_{\tilde{\Lambda}} \tilde{\Psi} = Q_B \tilde{\Lambda}.$$

(2.35-2.36)

The equations of motion derived from the kinetic terms are

$$Q_B B \tilde{\Psi} + Q_B \Psi = 0,$$

(2.37)

$$Q_B \tilde{\Psi} = 0.$$

(2.38)

Since $B$ anticommutes with the BRST operator, we can eliminate $\tilde{\Psi}$ from the first equation using $Q_B \tilde{\Psi} = 0$ to find

$$Q_B \Psi = 0.$$

(2.39)

While we do not impose the constraints (2.1) and (2.2) on $\Psi$, it is known that the BRST cohomology on the space of states without these constraints is the same as that on the space of states with these constraints. Therefore, the correct spectrum is reproduced from the kinetic terms up to additional physical states from $\tilde{\Psi}$.

The next step is to include interactions so that the resulting action is invariant under nonlinearly extended gauge transformations. In the approach by Sen, the interaction terms in the equation of motion for the Ramond sector are written in terms of multi-string products with a factor of the operator $X$ and the associated terms in the action are constructed from multi-string products without the factor of $X$. In the construction of closed string field theory reviewed in the preceding subsection, the interaction terms in the equation of motion are written in terms of multi-string products with a factor of the operator $B$ as we mentioned in (2.14):

$$[A_1, A_2, \cdots, A_n] = B \mathcal{F}(A_1, A_2, \cdots, A_n) = b_0 \int_0^{2\pi} \frac{d\theta}{2\pi} e^{i\theta L_0} \mathcal{F}(A_1, A_2, \cdots, A_n).$$

(2.40)

Based on the analogy with the approach by Sen, we want to use multi-string products without the factor of $B$, but it seems difficult to construct consistent interactions without the integration

\footnote{We will not discuss possible subtleties associated with zero-momentum states.}
over \( \theta \). It also seems difficult to construct consistent interactions when \( A_1, A_2, \ldots, A_n \) do not satisfy the level-matching condition (2.1). We therefore use the projector \( Bc_0^- \) and remove only the factor of \( b_0^- \) to define the multi-string products \( [A_1, A_2, \cdots, A_n] \) as follows:

\[
[A_1, A_2, \cdots, A_n] = \int_0^{2\pi} \frac{d\theta}{2\pi} e^{i\theta L_0^-} \mathcal{F}(Bc_0^- A_1, Bc_0^- A_2, \cdots, Bc_0^- A_n).
\]

(2.41)

Since

\[
B \int_0^{2\pi} \frac{d\theta}{2\pi} e^{i\theta L_0^-} = b_0^- \left( \int_0^{2\pi} \frac{d\theta}{2\pi} e^{i\theta L_0^-} \right)^2 = b_0^- \int_0^{2\pi} \frac{d\theta}{2\pi} e^{i\theta L_0^-} = B,
\]

(2.42)

the multi-string products \( [A_1, A_2, \cdots, A_n] \) and \( [A_1, A_2, \cdots, A_n] \) are related as

\[
[A_1, A_2, \cdots, A_n] = B [A_1, A_2, \cdots, A_n]
\]

(2.43)

when all of \( A_1, A_2, \ldots, A_n \) satisfy the constraints (2.1) and (2.2). In this sense the multi-string products \( [A_1, A_2, \cdots, A_n] \) can be thought of as those without the factor of \( B \) in \( [A_1, A_2, \cdots, A_n] \).

Let us now consider an action of the following form:

\[
S = 1/2 \langle \tilde{\Psi}, QB\tilde{\Psi} \rangle + \langle \tilde{\Psi}, QB\Psi \rangle + \sum_{n=3}^{\infty} \frac{g^{n-2}}{n!} \langle \Psi, [\Psi^{n-1}] \rangle
\]

(2.44)

\[
= 1/2 \langle \tilde{\Psi}, QB\tilde{\Psi} \rangle + \langle \tilde{\Psi}, QB\Psi \rangle + \frac{g}{3!} \langle \Psi, [\Psi, \Psi] \rangle + \frac{g^2}{4!} \langle \Psi, [\Psi, [\Psi, \Psi]] \rangle + O(g^3).
\]

The ghost number of \( [A_1, A_2, \cdots, A_n] \) is

\[
G([A_1, A_2, \cdots, A_n]) = -2(n - 2) + \sum_{i=1}^{n} G(A_i).
\]

(2.45)

The \( n \)-string product is graded-commutative,

\[
[A_1, \cdots, A_{i+1}, A_i, A_{i+2}, \cdots, A_n] = (-1)^{A_i A_{i+1}} [A_1, \cdots, A_n],
\]

(2.46)

and the inner product \( \langle A_1, [A_2, \cdots, A_n] \rangle \) has the following property:

\[
\langle A_1, [A_2, \cdots, A_n] \rangle = (-1)^{A_1 A_2} \langle A_2, [A_1, \cdots, A_n] \rangle.
\]

(2.47)

Therefore, the multi-linear function defined by

\[
\{A_1, A_2, \cdots, A_n\} \equiv \langle A_1, [A_2, \cdots, A_n] \rangle
\]

(2.48)

is graded-commutative:

\[
\{A_1, \cdots, A_{i+1}, A_i, A_{i+2}, \cdots, A_n\} = (-1)^{A_i A_{i+1}} \{A_1, \cdots, A_n\}.
\]

(2.49)
The variation of the action is given by

\[ \delta S = \langle \delta \tilde{\Psi}, Q_B B \tilde{\Psi} \rangle + \langle \delta \tilde{\Psi}, Q_B \Psi \rangle + \langle \delta \Psi, Q_B \tilde{\Psi} \rangle + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} \{\delta \Psi, \Psi^n\} \]

\[ = \langle \delta \tilde{\Psi}, Q_B B \tilde{\Psi} \rangle + \langle \delta \tilde{\Psi}, Q_B \Psi \rangle + \langle \delta \Psi, Q_B \tilde{\Psi} \rangle \]

\[ + \frac{g}{2!} \langle \delta \Psi, [\Psi, \Psi] \rangle + \frac{g^2}{3!} \langle \delta \Psi, [\Psi, \Psi, \Psi] \rangle + O(g^3) . \]

The equations of motion are then

\[ Q_B B \tilde{\Psi} + Q_B \Psi = 0 , \]

\[ Q_B \tilde{\Psi} + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} [\Psi^n] = 0 . \]

We can eliminate \( \tilde{\Psi} \) by multiplying (2.52) by \( B \) and adding the resulting equation to (2.51). We then obtain

\[ Q_B \Psi + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} B [\Psi^n] = 0 . \]

Let us demonstrate the equivalence of this new theory to the theory in the preceding subsection up to additional free fields. First, any solution to (2.23) also solves (2.53) because of the relation (2.43). Second, consider whether any solution to (2.53) can be brought to a solution to (2.23) by a gauge transformation. We expand \( \Psi \) in \( g \) as follows:

\[ \Psi = \sum_{n=0}^{\infty} g^n \Psi^{(n)} = \Psi^{(0)} + g \Psi^{(1)} + g^2 \Psi^{(2)} \ldots . \]

The equation of motion for \( \Psi^{(0)} \) is

\[ Q_B \Psi^{(0)} = 0 . \]

As we discussed before, any solution to (2.55) can be brought to a state satisfying the constraints (2.1) and (2.2) by a gauge transformation because the cohomology of \( Q_B \) for the space with the constraints (2.1) and (2.2) is the same as the cohomology of \( Q_B \) for the space without the constraints. The equation of motion for \( \Psi^{(1)} \) is

\[ Q_B \Psi^{(1)} = -\frac{1}{2} B [\Psi^{(0)}, \Psi^{(0)}] . \]

Since

\[ Q_B B [\Psi^{(0)}, \Psi^{(0)}] = -B Q_B [\Psi^{(0)}, \Psi^{(0)}] = -B [Q_B \Psi^{(0)}, \Psi^{(0)}] - B [\Psi^{(0)}, Q_B \Psi^{(0)}] , \]

the right-hand side of (2.56) is BRST closed when \( \Psi^{(0)} \) satisfies (2.55). The BRST cohomology on the space of ghost number 3 is nontrivial so that the right-hand side of (2.56) may not be
BRST exact in general. In order to have $\Psi^{(1)}$ solving $\Psi^{(2.56)}$, the right-hand side of $\Psi^{(2.56)}$ has to be BRST exact and this is the case we are considering. Once we have $\Psi^{(1)}$ solving $\Psi^{(2.56)}$, we can again bring it to a form which satisfies the constraints $\Psi^{(2.56)}$ by a gauge transformation at $O(g)$.

Let us next consider $\Psi^{(2.52)}$. This can be regarded as an equation for $\tilde{\Psi}$ when $\Psi$ satisfying $\Psi^{(2.53)}$ is given. We need to make sure that no additional conditions are imposed on solutions to $\Psi^{(2.53)}$ when we solve $\Psi^{(2.52)}$.

We expand $\tilde{\Psi}$ in $g$ as follows:

$$\tilde{\Psi} = \sum_{n=0}^{\infty} g^n \tilde{\Psi}^{(n)} = \tilde{\Psi}^{(0)} + g \tilde{\Psi}^{(1)} + g^2 \tilde{\Psi} + \ldots \tag{2.58}$$

The equation of motion for $\tilde{\Psi}^{(0)}$ is

$$Q_B \tilde{\Psi}^{(0)} = 0. \tag{2.59}$$

The solution to this equation describes the spurious free fields in the free theory. The equation of motion for $\tilde{\Psi}^{(1)}$ is

$$Q_B \tilde{\Psi}^{(1)} = -\frac{1}{2} \left[ \Psi^{(0)}, \Psi^{(0)} \right]. \tag{2.60}$$

Since

$$Q_B \left[ \Psi^{(0)}, \Psi^{(0)} \right] = \left[ Q_B \Psi^{(0)}, \Psi^{(0)} \right] + \left[ \Psi^{(0)}, Q_B \Psi^{(0)} \right], \tag{2.61}$$

the right-hand side of $\Psi^{(2.60)}$ is BRST closed when $\Psi^{(0)}$ satisfies $\Psi^{(2.55)}$. Since the BRST cohomology on the space of ghost number 4 is nontrivial, the right-hand side of $\Psi^{(2.60)}$ may not be BRST exact. If this is the case, we do not have $\tilde{\Psi}^{(1)}$ solving $\Psi^{(2.60)}$ and additional conditions are imposed on solutions to $\Psi^{(2.53)}$. It is known that any BRST-closed state of ghost number 4 can be written as

$$c_0 \tilde{c}_0 c_1 \tilde{c}_1 |\psi\rangle \tag{2.62}$$

up to a BRST-exact piece, where $|\psi\rangle$ is a state corresponding to a primary field of weight $(1, 1)$ in the matter sector, and we expand the $c$ ghost and the $\tilde{c}$ ghost as follows:

$$c(z) = \sum_{n=-\infty}^{\infty} \frac{c_n}{z^{n+1}}, \quad \tilde{c}(\bar{z}) = \sum_{n=-\infty}^{\infty} \frac{\tilde{c}_n}{\bar{z}^{n+1}}. \tag{2.63}$$

Suppose that $\left[ \Psi^{(0)}, \Psi^{(0)} \right]$ contains a state of this form. Then $B \left[ \Psi^{(0)}, \Psi^{(0)} \right]$ contains a state of the form

$$B \tilde{\Psi}^{(1)} = (c_0 + \tilde{c}_0) c_1 \tilde{c}_1 |\psi\rangle \tag{2.64}$$

\[3\] The following argument is a translation of the discussion in the context of the Ramond sector by Sen explained in footnote 7 of [8] into our context.
up to a BRST-exact piece, and it is a state in the nontrivial BRST cohomology of ghost number 3. In this case we do not have Ψ\(^{(1)}\) solving (2.56). Conversely, absence of terms of the form (2.64) at ghost number 3 implies absence of terms of the form (2.62) before acting \( B \) at ghost number 4. Therefore, when we have a solution Ψ\(^{(1)}\) to (2.56), we also have a solution \( \tilde{\Psi}^{(1)} \) to (2.60). It is obvious that we can proceed to higher orders in \( g \), and we conclude that when we have a perturbative solution Ψ to (2.53), we have a solution \( \tilde{\Psi} \) to (2.52). This implies that no further conditions are imposed on Ψ when we solve (2.52). General solutions to (2.52) can be written as

\[
\tilde{\Psi} = \tilde{\Psi}_* + \Delta \tilde{\Psi},
\]

where \( \tilde{\Psi}_* \) and \( \Delta \tilde{\Psi} \) satisfy, respectively,

\[
Q_B \tilde{\Psi}_* = -\sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} [\Psi^n],
\]

\[
Q_B \Delta \tilde{\Psi} = 0.
\]

The fluctuation \( \Delta \tilde{\Psi} \) around \( \tilde{\Psi}_* \) obeys the free equation of motion, and it describes the spurious free fields. To summarize, we have shown that the theory described by the equations of motion (2.51) and (2.52) is equivalent to the theory described by the equation of motion (2.23) up to spurious free fields described by the fluctuation of \( \tilde{\Psi} \).

Finally, let us discuss the invariance of the action under nonlinearly extended gauge transformations. In the approach by Sen for the Ramond sector, the nonlinear terms in the gauge transformations for Ψ of picture number \(-\frac{1}{2}\) are written in terms of the multi-string products with a factor of \( X \) and the nonlinear terms in the gauge transformations for \( \tilde{\Psi} \) of picture number \(-\frac{3}{2}\) are written in terms of the multi-string products without \( X \). Based on the analogy with the approach by Sen, we use the multi-string products with a factor of \( B \) for nonlinear terms in the gauge transformations for Ψ of ghost number 2 and the multi-string products without \( B \) for nonlinear terms in the gauge transformations for \( \tilde{\Psi} \) of ghost number 3 in our current construction of closed string field theory. Consider the gauge transformations given by

\[
\delta_\Lambda \Psi = Q_B \Lambda + \sum_{n=1}^{\infty} \frac{g^n}{n!} B[\Psi^n, \Lambda] = Q_B \Lambda + gB[\Psi, \Lambda] + \frac{g^2}{2!} B[\Psi, \Psi, \Lambda] + O(g^3),
\]

\[
\delta_\Lambda \tilde{\Psi} = -\sum_{n=1}^{\infty} \frac{g^n}{n!} [\Psi^n, \Lambda] = -g[\Psi, \Lambda] - \frac{g^2}{2!} [\Psi, \Psi, \Lambda] + O(g^3),
\]

\[
\delta_\Lambda \Psi = 0,
\]

\[
\delta_\Lambda \tilde{\Psi} = Q_B \tilde{\Lambda},
\]

where \( \Lambda \) and \( \tilde{\Lambda} \) are gauge parameters. The action (2.44) is invariant under these gauge trans-
formations if the multi-string products satisfy

\[ 0 = Q_B [A_1, \cdots, A_n] - \sum_{i=1}^{n} (-1)^{(A_1 + \cdots + A_{i-1})} [A_1, \cdots, Q_B A_i, \cdots, A_n] \]

\[ - \sum_{\{i, j_k\}} \sigma(i, j_k) [A_{i_1}, \cdots, A_{i_l}, B[A_{j_1}, \cdots, A_{j_k}]]. \]

As in (2.26), the second summation on the right-hand side runs over all different splittings of the set \(\{1, \cdots, n\}\) into a first group \(\{i_1, \cdots, i_l\}\) and a second group \(\{j_1, \cdots, j_k\}\). The sign factor \(\sigma(i, j_k)\) is the sign picked up when we rearrange the sequence \(\{Q_B, A_1, \cdots, A_n\}\) into the sequence \(\{A_{i_1}, \cdots, A_{i_l}, Q_B, A_{j_1}, \cdots, A_{j_k}\}\) taking into account the Grassmann property of the various objects.

The relations (2.26) for the multi-string products \([A_1, \cdots, A_n]\) can be derived from the relations (2.72) for \([A_1, \cdots, A_n]\) using \([A_1, A_2, \cdots, A_n] = B[A_1, A_2, \cdots, A_n]\) in (2.43). In fact, when we construct the multi-string products \([A_1, A_2, \cdots, A_n]\) satisfying the relations (2.26) based on the decomposition of the moduli space of Riemann surfaces, multi-string products \([A_1, \cdots, A_n]\) satisfying (2.72) naturally appear at an intermediate step, and the multi-string products \([A_1, A_2, \cdots, A_n]\) of the form (2.40) are constructed from the multi-string products \([A_1, \cdots, A_n]\) of the form (2.41) satisfying (2.72) as \([A_1, A_2, \cdots, A_n] = b_0^- [A_1, A_2, \cdots, A_n]\).

Let us see the invariance of the action up to \(O(g^3)\) under the gauge transformations explicitly. First of all, the variation \(\delta_\Lambda S\) vanishes because of the nilpotency of \(Q_B\). Let us next consider the variation with the parameter \(\Lambda\):

\[ \delta_\Lambda S = \langle \delta_\Lambda \tilde{\Psi}, Q_B B \tilde{\Psi} \rangle + \langle \delta_\Lambda \tilde{\Psi}, Q_B \Psi \rangle + \langle \delta_\Lambda \Psi, Q_B \tilde{\Psi} \rangle \]

\[ + \frac{g}{2!} \langle \delta_\Lambda \Psi, [\Psi, \Psi] \rangle + \frac{g^2}{3!} \langle \delta_\Lambda \Psi, [\Psi, \Psi, \Psi] \rangle + O(g^3). \]

As the nonlinear terms of \(\delta_\Lambda \Psi\) in (2.68) are written in terms of the multi-string products \([A_1, A_2, \cdots, A_n]\) with a factor of \(B\) and the nonlinear terms of \(\delta_\Lambda \tilde{\Psi}\) in (2.69) are written in terms of \([A_1, A_2, \cdots, A_n]\) without \(B\), we find

\[ \delta_\Lambda \Psi + B \delta_\Lambda \tilde{\Psi} = Q_B \Lambda. \]

Using this relation and the nilpotency of \(Q_B\), we can show that the first term and the third term on the right-hand side of (2.73) cancel:

\[ \langle \delta_\Lambda \tilde{\Psi}, Q_B B \tilde{\Psi} \rangle + \langle \delta_\Lambda \Psi, Q_B \tilde{\Psi} \rangle = \langle \delta_\Lambda \Psi + B \delta_\Lambda \tilde{\Psi}, Q_B \tilde{\Psi} \rangle \]

\[ = \langle Q_B \Lambda, Q_B \tilde{\Psi} \rangle \]

\[ = 0. \]
Let us expand the action (2.44) in $g$ as
\[ S = S^{(0)} + g S^{(1)} + g^2 S^{(2)} + O(g^3), \] (2.76)
where
\[ S^{(0)} = \frac{1}{2} \langle \bar{\Psi}, Q_B B \bar{\Psi} \rangle + \langle \bar{\Psi}, Q_B \bar{\Psi} \rangle, \quad S^{(1)} = \frac{1}{3!} \langle \Psi, [\Psi, \bar{\Psi}] \rangle, \quad S^{(2)} = \frac{1}{4!} \langle \Psi, [\Psi, [\Psi, \bar{\Psi}]] \rangle. \] (2.77)

We have seen from (2.75) that the variation $\delta \lambda S^{(0)}$ is given by
\[ \delta \lambda S^{(0)} = \langle \delta \lambda \bar{\Psi}, Q_B \bar{\Psi} \rangle. \] (2.78)

Let us also expand the gauge transformations (2.68) and (2.69) in $g$ as
\[ \delta \lambda \Psi = \delta^{(0)} \lambda \Psi + g \delta^{(1)} \lambda \Psi + g^2 \delta^{(2)} \lambda \Psi + O(g^3), \] (2.79)
\[ \delta \lambda \bar{\Psi} = g \delta^{(1)} \lambda \bar{\Psi} + g^2 \delta^{(2)} \lambda \bar{\Psi} + O(g^3), \] (2.80)
where
\[ \delta^{(0)} \lambda \Psi = Q_B \lambda, \quad \delta^{(1)} \lambda \Psi = B[\Psi, \lambda], \quad \delta^{(2)} \lambda \Psi = \frac{1}{2!} B[\Psi, \Psi, \lambda]. \] (2.81)

The variation $\delta \lambda S$ at $O(g)$ is given by
\[ \delta^{(1)} \lambda S^{(0)} + \delta^{(0)} \lambda S^{(1)} = - \langle [\Psi, \lambda], Q_B \bar{\Psi} \rangle + \frac{1}{2!} \langle Q_B \lambda, [\Psi, \bar{\Psi}] \rangle \] (2.82)
\[ = \frac{1}{2!} \langle \lambda, Q_B [\Psi, \bar{\Psi}] \rangle - \langle \lambda, [Q_B \bar{\Psi}, \Psi] \rangle. \]

The gauge invariance at this order follows from
\[ 0 = Q_B [A_1, A_2] - [Q_B A_1, A_2] - (-1)^{A_1} [A_1, Q_B A_2], \] (2.83)
which is the relation (2.72) for $n = 2$. The variation at $O(g^2)$ is
\[ \delta^{(2)} \lambda S^{(0)} + \delta^{(1)} \lambda S^{(1)} + \delta^{(0)} \lambda S^{(2)} \]
\[ = \frac{1}{3!} \langle Q_B \lambda, [\Psi, \bar{\Psi}, \Psi] \rangle - \frac{1}{2!} \langle [\Psi, \lambda], Q_B \bar{\Psi} \rangle + \frac{1}{2!} \langle B[\Psi, \lambda], [\Psi, \bar{\Psi}] \rangle \] (2.84)
\[ = \frac{1}{3!} \langle \lambda, Q_B [\Psi, \bar{\Psi}, \Psi] \rangle - \frac{1}{2!} \langle \lambda, [Q_B \bar{\Psi}, \Psi, \Psi] \rangle - \frac{1}{2!} \langle \lambda, [\Psi, B[\Psi, \bar{\Psi}] \rangle. \]

The gauge invariance at this order follows from
\[ 0 = Q_B [A_1, A_2, A_3] - [Q_B A_1, A_2, A_3] - (-1)^{A_1} [A_1, Q_B A_2, A_3] - (-1)^{A_1 + A_2} [A_1, A_2, Q_B A_3] \]
\[ - (-1)^{A_1} [A_1, B[A_2, A_3]] - (-1)^{A_2(1+A_1)} [A_2, B[A_1, A_3]] - (-1)^{A_3(1+A_1+A_2)} [A_3, B[A_1, A_2]], \] (2.85)
which is the relation (2.72) for $n = 3$. 
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3 Expansion in terms of component fields

In this section we study closed string field theory without the level-matching condition by expanding the string fields in terms of component fields and confirm the equivalence to closed string field theory with the level-matching condition up to extra free fields.

We consider closed strings in a flat spacetime of 26 dimensions. The Hilbert space of the closed string is constructed in terms of the operators $\alpha^\mu_n$, $\alpha^\nu_n$, $c_n$, $\tilde{c}_n$, $b_n$, and $\tilde{b}_n$ satisfying

$$[\alpha^\mu_m, \alpha^\nu_n] = m \delta_{m,-n} \eta^{\mu\nu}, \quad [\tilde{\alpha}^\mu_m, \tilde{\alpha}^\nu_n] = m \delta_{m,-n} \eta^{\mu\nu}$$

and we define the state $|0; k\rangle$ carrying spacetime momentum $k^\mu$ by

$$\alpha^\mu_n |0; k\rangle = 0 \quad \text{for} \quad n \geq 1,$$

$$c_n |0; k\rangle = 0 \quad \text{for} \quad n \geq 2,$$

$$b_n |0; k\rangle = 0 \quad \text{for} \quad n \geq -1,$$

and we define the state $|0; k\rangle$ carrying spacetime momentum $k^\mu$ by

$$\alpha^\mu_n |0; k\rangle = 0 \quad \text{for} \quad n \geq 1,$$

$$\alpha^\nu_n |0; k\rangle = 0 \quad \text{for} \quad n \geq 1,$$

$$c_n |0; k\rangle = 0 \quad \text{for} \quad n \geq 2,$$

$$\tilde{c}_n |0; k\rangle = 0 \quad \text{for} \quad n \geq 2,$$

$$b_n |0; k\rangle = 0 \quad \text{for} \quad n \geq -1,$$

$$\tilde{b}_n |0; k\rangle = 0 \quad \text{for} \quad n \geq -1.$$ (3.3)

We denote the creation-annihilation normal ordering of $\mathcal{O}$ by $\circ \mathcal{O} \circ$. The BRST operator $Q_B$ is given by

$$Q_B = \sum_{n=-\infty}^{\infty} (c_n \tilde{L}_n^{(m)} + \tilde{c}_n \tilde{L}_n^{(m)})$$

$$+ \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} (m-n) \circ (c_m c_n b_{m-n} + \tilde{c}_m \tilde{c}_n \tilde{b}_{m-n}) \circ - (c_0 + \tilde{c}_0),$$

where $L_n^{(m)}$ and $\tilde{L}_n^{(m)}$ are

$$L_n^{(m)} = \frac{1}{2} \sum_{m=-\infty}^{\infty} \circ \alpha_m^{\mu} \alpha_{n-m}^{\nu} \circ \eta_{\mu\nu},$$

$$\tilde{L}_n^{(m)} = \frac{1}{2} \sum_{m=-\infty}^{\infty} \circ \tilde{\alpha}_m^{\mu} \tilde{\alpha}_{n-m}^{\nu} \circ \eta_{\mu\nu}. (3.7)$$

4We use $\mu$, $\nu$, and $\rho$ to label spacetime directions: $\mu, \nu, \rho = 0, 1, \ldots, 25$.

5The creation-annihilation normal ordering for the Grassmann-odd operators $c_n$, $\tilde{c}_n$, $b_n$, and $\tilde{b}_n$ is defined by

$$\circ c_n b_{-n} \circ = \begin{cases} c_n b_{-n} & \text{for} \quad n \leq 0, \\ -b_{-n} c_n & \text{for} \quad n > 0, \end{cases}$$

$$\circ \tilde{c}_n \tilde{b}_{-n} \circ = \begin{cases} \tilde{c}_n \tilde{b}_{-n} & \text{for} \quad n \leq 0, \\ -\tilde{b}_{-n} \tilde{c}_n & \text{for} \quad n > 0. \end{cases}$$
We normalize the BPZ inner product of $c_{-1} \bar{c}_{-1} c_0^+ c_1 \bar{c}_1 |0;k\rangle$ and $|0;k'\rangle$ as
\[
\langle 0;k' | c_{-1} \bar{c}_{-1} c_0^+ c_1 \bar{c}_1 |0;k\rangle = 2(2\pi)^{26} \delta^{26}(k+k'),
\] (3.8)
where $c_0^-$ and $c_0^+$ are defined by
\[
c_0^- = \frac{1}{2}(c_0 - \bar{c}_0),
\]
\[
c_0^+ = \frac{1}{2}(c_0 + \bar{c}_0).
\] (3.9)

In expanding the string fields, we use a basis which consists of eigenstates of $L_0$ and $\bar{L}_0$. When the eigenvalues of $L_0$ and $\bar{L}_0$ for a state in the basis carrying spacetime momentum $k_\mu$ are $-1 + \ell + \alpha' k^2/4$ and $-1 + \tilde{\ell} + \alpha' k^2/4$, respectively, we say that the level of the state is $(\ell, \tilde{\ell})$. The string fields $\Psi$ and $\bar{\Psi}$ and the gauge parameters $\Lambda$ and $\bar{\Lambda}$ can be expanded with respect to the level as
\[
\Psi = \sum_{\ell, \tilde{\ell} = 0}^{\infty} \Psi(\ell, \tilde{\ell}), \quad \bar{\Psi} = \sum_{\ell, \tilde{\ell} = 0}^{\infty} \bar{\Psi}(\ell, \tilde{\ell}),
\] (3.10)
\[
\Lambda = \sum_{\ell, \tilde{\ell} = 0}^{\infty} \Lambda(\ell, \tilde{\ell}), \quad \bar{\Lambda} = \sum_{\ell, \tilde{\ell} = 0}^{\infty} \bar{\Lambda}(\ell, \tilde{\ell}),
\] (3.11)
where $\Psi(\ell, \tilde{\ell}), \bar{\Psi}(\ell, \tilde{\ell}), \Lambda(\ell, \tilde{\ell}),$ and $\bar{\Lambda}(\ell, \tilde{\ell})$ consist of states of the level $(\ell, \tilde{\ell})$. In subsection 3.1 we study the sector of the level $(0,0)$, where the component fields are tachyonic. In subsection 3.2 we consider the sector of the level $(0,1)$. All component fields in this sector violate the level-matching condition. In subsection 3.3 we consider the sector of the level $(1,1)$. This sector contains massless fields including the graviton.

### 3.1 Tachyonic fields

The string field $\Psi_{(0,0)}$ carrying ghost number 2 is expanded as
\[
\Psi_{(0,0)} = \int \frac{d^{26}k}{(2\pi)^{26}} T(k) c_1 \bar{c}_1 |0;k\rangle,
\] (3.12)
where $T(k)$ is the closed string tachyon field. There are no states of the level $(0,0)$ carrying ghost number 1 so that the gauge parameter $\Lambda_{(0,0)}$ vanishes:
\[
\Lambda_{(0,0)} = 0.
\] (3.13)
Therefore, there are no gauge symmetries associated with the closed string tachyon $T(k)$ in the free theory.
The string field $\tilde{\Psi}_{(0,0)}$ carrying ghost number 3 is expanded as

$$
\tilde{\Psi}_{(0,0)} = \int \frac{d^{26} k}{(2\pi)^{26}} \left[ \tilde{S}(k) c_0^+ c_1 \mid 0; k \rangle + \tilde{T}(k) c_0^- c_1 \mid 0; k \rangle \right],
$$

(3.14)

where $\tilde{S}(k)$ and $\tilde{T}(k)$ are two component fields at this level. The gauge parameter $\tilde{\Lambda}_{(0,0)}$ is expanded as

$$
\tilde{\Lambda}_{(0,0)} = \int \frac{d^{26} k}{(2\pi)^{26}} \tilde{\lambda}(k) c_1 \mid 0; k \rangle,
$$

(3.15)

where $\tilde{\lambda}(k)$ is the only one component field at this level. The gauge transformation

$$
\delta_\tilde{\lambda} \tilde{\Psi}_{(0,0)} = Q_B \tilde{\Lambda}_{(0,0)}
$$

(3.16)

is expanded in terms of component fields as

$$
\delta_\tilde{\lambda} \tilde{S}(k) = 2 \left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{\lambda}(k).
$$

(3.17)

Let us next expand the kinetic terms. Since

$$
\langle \tilde{\Psi}_{(0,0)}, Q_B B \tilde{\Psi}_{(0,0)} \rangle = - \int \frac{d^{26} k}{(2\pi)^{26}} \tilde{T}(-k) \left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{T}(k)
$$

(3.18)

and

$$
\langle \tilde{\Psi}_{(0,0)}, Q_B \Psi_{(0,0)} \rangle = - \int \frac{d^{26} k}{(2\pi)^{26}} \tilde{T}(-k) \left( \frac{\alpha' k^2}{4} - 1 \right) T(k),
$$

(3.19)

the kinetic terms of the level $(0,0)$ are given by

$$
- \int \frac{d^{26} k}{(2\pi)^{26}} \left[ \frac{1}{2} \tilde{T}(-k) \left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{T}(k) + \tilde{\bar{T}}(-k) \left( \frac{\alpha' k^2}{4} - 1 \right) \bar{T}(k) \right].
$$

(3.20)

Note that the field $\tilde{S}(k)$ does not appear in the kinetic terms. Therefore, the kinetic terms are trivially invariant under the gauge transformation (3.17).

The equations of motion

$$
Q_B B \tilde{\Psi} + Q_B \Psi = 0,
$$

(3.21)

$$
Q_B \tilde{\Psi} + \sum_{n=2}^{\infty} \frac{\theta^{n-1}}{n!} [\Psi^n] = 0
$$

(3.22)

6In the context of the BRST cohomology on states of ghost number 3, the state $c_0^+ c_1 \bar{c}_1 \mid 0; k \rangle$ corresponding to $\tilde{T}(k)$ is BRST closed when $\alpha' k^2/4 - 1 = 0$ and it is not BRST exact. On the other hand, the state $c_0^- c_1 \bar{c}_1 \mid 0; k \rangle$ corresponding to $\tilde{S}(k)$ is BRST closed for any $k$, but it is BRST exact when $\alpha' k^2/4 - 1 \neq 0$. This way we have two copies of on-shell tachyon states represented by $c_0^- c_1 \bar{c}_1 \mid 0; k \rangle$ with $\alpha' k^2/4 - 1 = 0$ and $c_0^+ c_1 \bar{c}_1 \mid 0; k \rangle$ with $\alpha' k^2/4 - 1 = 0$. In the context of string field theory, the component field $\tilde{S}(k)$ does not appear in the action and we have only one tachyon from $\tilde{\Psi}$ of ghost number 3.
are expanded in terms of component fields at this level as
\[
\left(\frac{\alpha'k^2}{4} - 1\right) \tilde{T}(k) + \left(\frac{\alpha'k^2}{4} - 1\right) T(k) = 0,
\]
(3.23)
\[
\left(\frac{\alpha'k^2}{4} - 1\right) \tilde{T}(k) = \mathcal{J}_T(k),
\]
(3.24)
where the source term \(\mathcal{J}_T(k)\) is from the interaction terms which depend only on the string field \(\Psi\). After eliminating \(\tilde{\Psi}\), the equation for \(\Psi\) (2.53),
\[
Q_B \Psi + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} B [\Psi^n] = 0,
\]
(3.25)
is expanded as
\[
\left(\frac{\alpha'k^2}{4} - 1\right) T(k) = -\mathcal{J}_T(k).
\]
(3.26)
This coincides with the equation of motion for the closed string tachyon in closed string field theory with the level-matching condition. Once we have a solution to the equation for \(\Psi\) (3.25), the equation (3.22) determines \(\tilde{T}(k)\), which is expanded at this level as (3.24). Following the general discussion in subsection 2.2, the equation (3.24) must have a solution for \(\tilde{T}(k)\) when we have a solution for \(T(k)\) to the equation (3.26). In order for (3.26) to have a solution for \(T(k)\), the source term \(\mathcal{J}_T(k)\) must vanish at \(k^2 = 4/\alpha'\). In this case the equation (3.24) can be solved for \(\tilde{T}(k)\), in accord with the general discussion. When we denote the solution by \(\tilde{T}_s(k)\) and we expand \(\tilde{T}(k)\) as
\[
\tilde{T}(k) = \tilde{T}_s(k) + \Delta \tilde{T}(k),
\]
(3.27)
the fluctuation \(\Delta \tilde{T}(k)\) obeys the equation of motion
\[
\left(\frac{\alpha'k^2}{4} - 1\right) \Delta \tilde{T}(k) = 0,
\]
(3.28)
which is the extra free field at this level.

To summarize, we find the closed string tachyon \(T(k)\) and the extra field \(\Delta \tilde{T}(k)\) at the level \((0, 0)\). We confirm that \(T(k)\) obeys the equation of motion for the closed string tachyon (3.26) and that \(\Delta \tilde{T}(k)\) is a free field satisfying the equation of motion (3.28).

### 3.2 Component fields violating the level-matching condition

Let us next consider the level \((0, 1)\). All component fields at this level violate the level-matching condition so that this sector is absent in closed string field theory with the level-matching condition. The analysis at the level \((1, 0)\) is completely parallel to the analysis in this subsection.
3.2.1 The expansions in terms of component fields

The string field $\Psi_{(0,1)}$ carrying ghost number 2 is expanded as

$$\Psi_{(0,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \left[ K(k) c_0 c_1 |0; k\rangle + L(k) c_1 c_0 |0; k\rangle + U_\mu(k) \tilde{\alpha}^\mu \right] c_1 c_1 |0; k\rangle , \tag{3.29}$$

where $K(k)$, $L(k)$, and $U_\mu(k)$ are three component fields from $\Psi$ at this level. The gauge parameter $\Lambda_{(0,1)}$ is expanded as

$$\Lambda_{(0,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \kappa(k) c_1 |0; k\rangle , \tag{3.30}$$

where $\kappa(k)$ is a component field from $\Lambda$ at this level. The gauge transformation

$$\delta_\Lambda \Psi_{(0,1)} = Q_B \Lambda_{(0,1)} \tag{3.31}$$
is expanded in terms of component fields as

$$\delta_\Lambda K(k) = \left( \frac{\alpha' k^2}{4} - 1 \right) \kappa(k) , \quad \delta_\Lambda L(k) = -\frac{\alpha' k^2}{4} \kappa(k) , \quad \delta_\Lambda U_\mu(k) = -\sqrt{\frac{\alpha'}{2}} k_\mu \kappa(k) . \tag{3.32}$$

The string field $\tilde{\Psi}_{(0,1)}$ carrying ghost number 3 is expanded as

$$\tilde{\Psi}_{(0,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \left[ \tilde{M}(k) c_0 c_1 c_0 |0; k\rangle + \tilde{N}(k) c_1 c_0 c_1 |0; k\rangle 
+ \tilde{V}_\mu(k) \tilde{\alpha}^\mu c_0 c_1 c_1 |0; k\rangle + \tilde{W}_\mu(k) \tilde{\alpha}^\mu c_1 c_0 c_1 |0; k\rangle \right] , \tag{3.33}$$

where $\tilde{M}(k)$, $\tilde{N}(k)$, $\tilde{V}_\mu(k)$, and $\tilde{W}_\mu(k)$ are four spacetime fields from $\tilde{\Psi}$ at this level. The gauge parameter $\tilde{\Lambda}_{(0,1)}$ is expanded as

$$\tilde{\Lambda}_{(0,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \left[ \tilde{\beta}(k) c_0 c_1 |0; k\rangle + \tilde{\gamma}(k) c_1 c_0 |0; k\rangle + \tilde{\sigma}_\mu(k) \tilde{\alpha}^\mu c_1 c_0 c_1 |0; k\rangle \right] . \tag{3.34}$$

where $\tilde{\beta}(k)$, $\tilde{\gamma}(k)$, and $\tilde{\sigma}_\mu(k)$ are three component fields at this level. The gauge transformation

$$\delta_\tilde{\Lambda} \tilde{\Psi}_{(0,1)} = Q_B \tilde{\Lambda}_{(0,1)} , \tag{3.35}$$
is expanded in terms of component fields as

$$\delta_\tilde{\Lambda} \tilde{M}(k) = \frac{\alpha' k^2}{4} \tilde{\beta}(k) + \left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{\gamma}(k) , $$

$$\delta_\tilde{\Lambda} \tilde{N}(k) = 2 \tilde{\gamma}(k) - \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\sigma}_\mu(k) ,$$

$$\delta_\tilde{\Lambda} \tilde{V}_\mu(k) = \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\beta}(k) + \left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{\sigma}_\mu(k) ,$$

$$\delta_\tilde{\Lambda} \tilde{W}_\mu(k) = \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\gamma}(k) - \frac{\alpha' k^2}{4} \tilde{\sigma}_\mu(k) . \tag{3.36}$$
Note that gauge transformations parameterized by $\tilde{\beta}(k)$, $\tilde{\gamma}(k)$, and $\tilde{\theta}_\mu(k)$ are not independent and the gauge transformation of the form

$$\tilde{\Lambda}_{(0,1)} = Q_B \tilde{\Omega}_{(0,1)}$$

(3.37)

with

$$\tilde{\Omega}_{(0,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \tilde{\sigma}(k) c_1 |0; k\rangle ,$$

(3.38)

where $\tilde{\sigma}(k)$ is a component field, does not change $\tilde{\Psi}_{(0,1)}$ because $Q_B^2 = 0$. In terms of component fields, this can be expressed as

$$\tilde{\beta}(k) = \left(\frac{\alpha'k^2}{4} - 1\right)\tilde{\sigma}(k), \quad \tilde{\gamma}(k) = -\frac{\alpha'k^2}{4}\tilde{\sigma}(k), \quad \tilde{\theta}_\mu(k) = -\sqrt{\frac{\alpha'}{2}}k_\mu\tilde{\sigma}(k).$$

(3.39)

Let us next expand the kinetic terms. The kinetic terms at this level simplify as

$$\frac{1}{2} \langle \tilde{\Psi}_{(0,1)}, Q_B \tilde{\Psi}_{(0,1)} \rangle + \langle \tilde{\Psi}_{(0,1)}, Q_B \Psi_{(0,1)} \rangle = \langle \tilde{\Psi}_{(0,1)}, Q_B \Psi_{(0,1)} \rangle$$

(3.40)

because $\tilde{\Psi}_{(0,1)}$ does not satisfy the level-matching condition and is annihilated by $B$:

$$B \tilde{\Psi}_{(0,1)} = 0 .$$

(3.41)

The remaining term $\langle \tilde{\Psi}_{(0,1)}, Q_B \Psi_{(0,1)} \rangle$ is expanded as

$$\int \frac{d^{26}k}{(2\pi)^{26}} \left\{ \tilde{M}(-k) \left[ 2L(k) - \sqrt{\frac{\alpha'}{2}}k_\mu U_\mu(k) \right] \\
- \tilde{N}(-k) \left[ \frac{\alpha'k^2}{4}K(k) + \left(\frac{\alpha'k^2}{4} - 1\right)L(k) \right] \\
- \tilde{W}^\mu(-k) \left[ \sqrt{\frac{\alpha'}{2}}k_\mu K(k) + \left(\frac{\alpha'k^2}{4} - 1\right)U_\mu(k) \right] \\
+ \tilde{V}^\mu(-k) \left[ \sqrt{\frac{\alpha'}{2}}k_\mu L(k) - \frac{\alpha'k^2}{4}U_\mu(k) \right] \right\} .$$

(3.42)

Since the interaction terms do not contain $\tilde{\Psi}_{(0,1)}$, the equation of motion when we vary the action with respect to $\tilde{\Psi}_{(0,1)}$ is given by

$$Q_B \Psi_{(0,1)} = 0 .$$

(3.43)
This is written in terms of component fields as follows:

\[ 2L(k) - \sqrt{\frac{\alpha'}{2}} k^\mu U_\mu(k) = 0, \]
\[ \frac{\alpha' k^2}{4} K(k) + \left( \frac{\alpha' k^2}{4} - 1 \right) L(k) = 0, \]
\[ \sqrt{\frac{\alpha'}{2}} k_\mu K(k) + \left( \frac{\alpha' k^2}{4} - 1 \right) U_\mu(k) = 0, \]
\[ \sqrt{\frac{\alpha'}{2}} k_\mu L(k) - \frac{\alpha' k^2}{4} U_\mu(k) = 0. \]

The equation of motion when we vary the action with respect to \( \Psi \),
\[ Q_B \tilde{\Psi} + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} [\Psi^n] = 0, \]

is expanded in terms of component fields at this level as

\[ \frac{\alpha' k^2}{4} \tilde{N}(k) - \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{W}^\mu(k) = J_K(k), \]
\[ \left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{N}(k) - 2\tilde{M}(k) + \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{V}^\mu(k) = J_L(k), \]
\[ \left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{W}^\mu(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{M}(k) + \frac{\alpha' k^2}{4} \tilde{V}^\mu(k) = J_U^\mu(k), \]

where the source terms \( J_K(k), J_L(k) \) and \( J_U^\mu(k) \) are from the interaction terms.

### 3.2.2 Solutions to the equations of motion

Let us first solve the equations for motion [3.44] for \( K(k), L(k), \) and \( U_\mu(k) \). Because of the invariance under the gauge transformation [3.32] we can choose the condition

\[ K(k) = 0 \quad \text{for} \quad k^2 = 0, \]
\[ L(k) = 0 \quad \text{for} \quad k^2 \neq 0 \]

(3.47)

to fix a gauge. When \( K(k) = 0 \), the equations of motion [3.44] simplify as follows:

\[ 2L(k) - \sqrt{\frac{\alpha'}{2}} k^\mu U_\mu(k) = 0, \]
\[ \left( \frac{\alpha' k^2}{4} - 1 \right) L(k) = 0, \]
\[ \left( \frac{\alpha' k^2}{4} - 1 \right) U_\mu(k) = 0, \]
\[ \sqrt{\frac{\alpha'}{2}} k_\mu L(k) - \frac{\alpha' k^2}{4} U_\mu(k) = 0. \]

(3.48)
We choose the condition $K(k) = 0$ when $k^2 = 0$ and in this case $\alpha'k^2/4 - 1$ is nonvanishing so that we find

$$L(k) = 0, \quad U_\mu(k) = 0.$$  

(3.49)

When $L(k) = 0$, the equations of motion (3.44) simplify as follows:

$$-\sqrt{\frac{\alpha'}{2}} k^\mu U_\mu(k) = 0, \quad \frac{\alpha'k^2}{4} K(k) = 0,$$

$$\sqrt{\frac{\alpha'}{2}} k_\mu K(k) + \left( \frac{\alpha'k^2}{4} - 1 \right) U_\mu(k) = 0, \quad -\frac{\alpha'k^2}{4} U_\mu(k) = 0.$$

(3.50)

We choose the condition $L(k) = 0$ when $k^2 \neq 0$ and in this case we find

$$K(k) = 0, \quad U_\mu(k) = 0.$$  

(3.51)

We thus conclude that all the solutions to the equations of motion (3.44) are equivalent to

$$K(k) = 0, \quad L(k) = 0, \quad U_\mu(k) = 0$$  

(3.52)

under the gauge transformation (3.32).

Let us next consider the equations (3.46). The source terms $J_K(k)$, $J_L(k)$ and $J_\mu^\nu(k)$ do not depend on $\tilde{\Psi}$, but they depend on component fields of $\Psi$ at all levels. Once we have a solution to

$$Q_B \Psi + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} B [ \Psi^n ] = 0,$$

(3.53)

the equations (3.46) can be regarded as the equations for $\tilde{M}(k)$, $\tilde{N}(k)$, $\tilde{V}^\nu(k)$, and $\tilde{W}^\mu(k)$. We will show in subsection 3.2.3 that the equations (3.46) can be solved for the source terms from $\Psi$ satisfying (3.53), and we denote the solutions by $\tilde{M}_s(k)$, $\tilde{N}_s(k)$, $\tilde{V}^\nu_s(k)$ and $\tilde{W}^\mu_s(k)$. Here we consider the equations for fluctuations around the solutions, which correspond to (2.67). It is simpler to discuss the equation (2.67) than to solve the equation (2.66) with source terms.

We expand $\tilde{M}(k)$, $\tilde{N}(k)$, $\tilde{V}^\nu(k)$ and $\tilde{W}^\mu(k)$ as

$$\tilde{M}(k) = \tilde{M}_s(k) + \Delta \tilde{M}(k),$$

$$\tilde{N}(k) = \tilde{N}_s(k) + \Delta \tilde{N}(k),$$

$$\tilde{V}^\nu(k) = \tilde{V}^\nu_s(k) + \Delta \tilde{V}^\nu(k),$$

$$\tilde{W}^\mu(k) = \tilde{W}^\mu_s(k) + \Delta \tilde{W}^\mu(k),$$

(3.54)
and the equations for the fluctuations $\Delta \widetilde{M}(k)$, $\Delta \widetilde{N}(k)$, $\Delta \widetilde{V}^{\mu}(k)$ and $\Delta \widetilde{W}^{\mu}(k)$ are given by

$$
\frac{\alpha' k^2}{4} \Delta \widetilde{N}(k) - \sqrt{\frac{\alpha'}{2}} k_{\mu} \Delta \widetilde{W}^{\mu}(k) = 0,
$$

$$
\left( \frac{\alpha' k^2}{4} - 1 \right) \Delta \widetilde{N}(k) - 2 \Delta \widetilde{M}(k) + \sqrt{\frac{\alpha'}{2}} k_{\mu} \Delta \widetilde{V}^{\mu}(k) = 0,
$$

$$
\left( \frac{\alpha' k^2}{4} - 1 \right) \Delta \widetilde{W}^{\mu}(k) - \frac{\alpha'}{2} k_{\mu} \Delta \widetilde{M}(k) + \frac{\alpha' k^2}{4} \Delta \widetilde{V}^{\mu}(k) = 0.
$$

(3.55)

To fix a gauge for the gauge transformations

$$
\delta_\Lambda \Delta \widetilde{M}(k) = \frac{\alpha' k^2}{4} \beta(k) + \left( \frac{\alpha' k^2}{4} - 1 \right) \gamma(k),
$$

$$
\delta_\Lambda \Delta \widetilde{N}(k) = 2 \gamma(k) - \sqrt{\frac{\alpha'}{2}} k_{\mu} \bar{\theta}_\mu(k),
$$

$$
\delta_\Lambda \Delta \widetilde{V}^{\mu}(k) = \sqrt{\frac{\alpha'}{2}} k_{\mu} \beta(k) + \left( \frac{\alpha' k^2}{4} - 1 \right) \bar{\theta}_\mu(k),
$$

$$
\delta_\Lambda \Delta \widetilde{W}^{\mu}(k) = \sqrt{\frac{\alpha'}{2}} k_{\mu} \gamma(k) - \frac{\alpha' k^2}{4} \bar{\theta}_\mu(k),
$$

(3.56)

we choose the conditions

$$
\Delta \widetilde{N}(k) = 0, \quad \Delta \widetilde{V}^{\mu}(k) = 0 \quad \text{for} \quad k^2 = 0
$$

(3.57)

and

$$
\Delta \widetilde{M}(k) = 0, \quad \Delta \widetilde{W}^{\mu}(k) = 0 \quad \text{for} \quad k^2 \neq 0.
$$

(3.58)

When $k^2 = 0$, the conditions $\Delta \widetilde{N}(k) = 0$ and $\Delta \widetilde{V}^{\mu}(k) = 0$ can be satisfied by the gauge transformations with the parameters $\gamma(k)$ and $\bar{\theta}_\mu(k)$. When $k^2 \neq 0$, the conditions $\Delta \widetilde{M}(k) = 0$ and $\Delta \widetilde{W}^{\mu}(k) = 0$ can be satisfied by the gauge transformations with the parameters $\beta(k)$ and $\bar{\theta}_\mu(k)$.

Under the conditions $\Delta \widetilde{V}(k) = 0$ and $\Delta \widetilde{W}^{\mu}(k) = 0$ the equations (3.55) simplify as follows:

$$
\sqrt{\frac{\alpha'}{2}} k_{\mu} \Delta \widetilde{W}^{\mu}(k) = 0,
$$

$$
\Delta \widetilde{M}(k) = 0,
$$

(3.59)

$$
\left( \frac{\alpha' k^2}{4} - 1 \right) \Delta \widetilde{W}^{\mu}(k) - \frac{\alpha'}{2} k_{\mu} \Delta \widetilde{M}(k) = 0.
$$

We choose these conditions when $k^2 = 0$ and in this case we find

$$
\Delta \widetilde{M}(k) = 0, \quad \Delta \widetilde{W}^{\mu}(k) = 0.
$$

(3.60)
Under the conditions \( \Delta \tilde{M}(k) = 0 \) and \( \Delta \tilde{W}^\mu(k) = 0 \) the equations (3.55) simplify as follows:

\[
\frac{\alpha' k^2}{4} \Delta \tilde{N}(k) = 0,
\]

\[
\left( \frac{\alpha' k^2}{4} - 1 \right) \Delta \tilde{N}(k) + \sqrt{\frac{\alpha'}{2}} k_\mu \Delta \tilde{V}^\mu(k) = 0,
\]

\[
\frac{\alpha' k^2}{4} \Delta \tilde{V}^\mu(k) = 0.
\]

(3.61)

We choose these conditions when \( k^2 \neq 0 \) and in this case we find

\[
\Delta \tilde{N}(k) = 0, \quad \Delta \tilde{V}^\mu(k) = 0.
\]

(3.62)

We thus conclude that all the solutions to the equations (3.55) are equivalent to

\[
\Delta \tilde{M}(k) = 0, \quad \Delta \tilde{N}(k) = 0, \quad \Delta \tilde{V}^\mu(k) = 0, \quad \Delta \tilde{W}^\mu(k) = 0
\]

under the gauge transformation (3.56).

3.2.3 Confirmation of no additional conditions

We now show that the equations

\[
\frac{\alpha' k^2}{4} \tilde{N}_s(k) - \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{W}^\mu_s(k) = J_K(k),
\]

\[
\left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{N}_s(k) - 2 \tilde{M}_s(k) + \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{V}^\mu_s(k) = J_L(k),
\]

\[
\left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{W}^\mu_s(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{M}_s(k) + \frac{\alpha' k^2}{4} \tilde{V}^\mu_s(k) = J_\mu^\nu(k)
\]

(3.64)

can be solved for \( \tilde{M}_s(k) \), \( \tilde{N}_s(k) \), \( \tilde{V}^\mu_s(k) \) and \( \tilde{W}^\mu_s(k) \) when the source terms \( J_K(k) \), \( J_L(k) \), and \( J_\mu^\nu(k) \) are constructed from \( \Psi \) satisfying

\[
Q_B \Psi + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} B [ \Psi^n ] = 0.
\]

(3.65)

The equations (3.64) correspond to

\[
Q_B \bar{\Psi} = - \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} [ \Psi^n ]
\]

(3.66)
at the level \((0,1)\), and we can show that the right-hand side of this equation is annihilated by the BRST operator using the equation (3.65) and the relations in (2.72). At the level \((0,1)\), this yields the following relation among the source terms:

\[
\left( \frac{\alpha' k^2}{4} - 1 \right) J_K(k) - \frac{\alpha' k^2}{4} J_L(k) + \sqrt{\frac{\alpha'}{2}} k^\mu J_\mu^\nu(k) = 0.
\]

(3.67)
As in subsection 3.2.2, we choose the conditions
\[ \tilde{N}_s(k) = 0, \quad \tilde{V}_s^\mu(k) = 0 \quad \text{for} \quad k^2 = 0 \] (3.68)
and
\[ \tilde{M}_s(k) = 0, \quad \tilde{W}_s^\mu(k) = 0 \quad \text{for} \quad k^2 \neq 0 \] (3.69)
to fix a gauge. Under the conditions \( \tilde{N}_s(k) = 0 \) and \( \tilde{V}_s^\mu(k) = 0 \) the equations (3.64) simplify as follows:
\[ \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{W}_s^\mu(k) = J_K(k), \] (3.70)
\[ -2 \tilde{M}_s(k) = J_L(k), \] (3.71)
\[ \left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{W}_s^\mu(k) - \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{M}_s(k) = J_\mu_U(k). \] (3.72)

We choose these conditions when \( k^2 = 0 \), and in this case \( \tilde{M}_s(k) \) and \( \tilde{W}_s^\mu(k) \) can be solved from (3.71) and (3.72) as
\[ \tilde{M}_s(k) = -\frac{1}{2} J_L(k), \] (3.73)
\[ \tilde{W}_s^\mu(k) = -J_\mu_U(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\mu J_L(k). \] (3.74)

The remaining equation (3.70) is also satisfied for \( \tilde{W}_s^\mu(k) \) in (3.74) because of the relation (3.67).

Under the conditions \( \tilde{M}_s(k) = 0 \) and \( \tilde{W}_s^\mu(k) = 0 \) the equations (3.64) simplify as follows:
\[ \frac{\alpha' k^2}{4} \tilde{N}_s(k) = J_K(k), \] (3.75)
\[ \left( \frac{\alpha' k^2}{4} - 1 \right) \tilde{N}_s(k) + \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{V}_s^\mu(k) = J_L(k), \] (3.76)
\[ \frac{\alpha' k^2}{4} \tilde{V}_s^\mu(k) = J_\mu_U(k). \] (3.77)

We choose these conditions when \( k^2 \neq 0 \), and in this case we find \( \tilde{N}_s(k) \) and \( \tilde{V}_s^\mu(k) \) can be solved from (3.75) and (3.77) as
\[ \tilde{N}_s(k) = \frac{4}{\alpha' k^2} J_K(k), \] (3.78)
\[ \tilde{V}_s^\mu(k) = \frac{4}{\alpha' k^2} J_\mu_U(k). \] (3.79)

The remaining equation (3.76) is also satisfied for \( \tilde{N}_s(k) \) in (3.78) and \( \tilde{V}_s^\mu(k) \) in (3.79) because of the relation (3.67).
To summarize, we have demonstrated that the equations (3.64) can be solved for $\tilde{M}_s(k)$, $\tilde{N}_s(k)$, $\tilde{V}_s^\mu(k)$ and $\tilde{W}_s^\mu(k)$ without imposing additional conditions on component fields of $\Psi$ satisfying the equation of motion. We have also seen in subsection 3.2.2 that under the gauge transformations the component fields of $\Psi$ satisfying the equations of motion are

$$K(k) = 0, \quad L(k) = 0, \quad U_\mu(k) = 0$$

and the fluctuations of $\tilde{\Psi}$ satisfying the equations of motion are

$$\Delta \tilde{M}(k) = 0, \quad \Delta \tilde{N}(k) = 0, \quad \Delta \tilde{V}_\mu(k) = 0, \quad \Delta \tilde{W}_\mu(k) = 0.$$

We conclude that there are no physical excitations from the component fields at the level (0,1).

### 3.3 Massless fields

Finally, let us consider the level (1,1) corresponding to massless fields. While all states at this level are annihilated by $L_0^-$, some of them are not annihilated by $b_0^-$. Therefore, all the component fields of closed bosonic string field theory with the level matching condition at the level (1,1) are contained in closed bosonic string field theory without the level matching condition, but additional component fields coexist at this level. This is a new feature of the discussion at the level (1,1).

Since there are many component fields at the level (1,1), we consider a subset of them. Let us decompose string fields based on the world-sheet parity. For $\Psi_{(1,1)}$ and $\tilde{\Psi}_{(1,1)}$, we decompose them as follows:

$$\Psi_{(1,1)} = \Psi^{\text{odd}}_{(1,1)} + \Psi^{\text{even}}_{(1,1)}, \quad \tilde{\Psi}_{(1,1)} = \tilde{\Psi}^{\text{odd}}_{(1,1)} + \tilde{\Psi}^{\text{even}}_{(1,1)},$$

where the states in $\Psi^{\text{odd}}_{(1,1)}$ and $\tilde{\Psi}^{\text{odd}}_{(1,1)}$ are odd under the world-sheet parity transformation and the states in $\Psi^{\text{even}}_{(1,1)}$ and $\tilde{\Psi}^{\text{even}}_{(1,1)}$ are even under the world-sheet parity transformation. Then the kinetic terms are decomposed as

$$\frac{1}{2} \left\langle \tilde{\Psi}_{(1,1)}, Q_B \tilde{B} \tilde{\Psi}_{(1,1)} \right\rangle + \left\langle \tilde{\Psi}_{(1,1)}, Q_B \Psi_{(1,1)} \right\rangle = \frac{1}{2} \left\langle \tilde{\Psi}^{\text{even}}_{(1,1)}, Q_B \tilde{B} \tilde{\Psi}^{\text{even}}_{(1,1)} \right\rangle + \left\langle \tilde{\Psi}^{\text{even}}_{(1,1)}, Q_B \Psi^{\text{odd}}_{(1,1)} \right\rangle$$

$$+ \frac{1}{2} \left\langle \tilde{\Psi}^{\text{odd}}_{(1,1)}, Q_B \tilde{B} \tilde{\Psi}^{\text{odd}}_{(1,1)} \right\rangle + \left\langle \tilde{\Psi}^{\text{odd}}_{(1,1)}, Q_B \Psi^{\text{even}}_{(1,1)} \right\rangle,$$

where the first two terms on the right-hand side only contain $\Psi^{\text{odd}}_{(1,1)}$ and $\tilde{\Psi}^{\text{even}}_{(1,1)}$ and the last two terms on the right-hand side only contain $\Psi^{\text{even}}_{(1,1)}$ and $\tilde{\Psi}^{\text{odd}}_{(1,1)}$. Since the graviton is in $\Psi^{\text{odd}}_{(1,1)}$, we are more interested in the sector involving $\Psi^{\text{odd}}_{(1,1)}$ and $\tilde{\Psi}^{\text{even}}_{(1,1)}$. In the rest of this subsection we will focus on this sector.
3.3.1 The expansions in terms of component fields

The string field \( \Psi^{\text{odd}}_{(1,1)} \) carrying ghost number 2 is expanded as

\[
\Psi^{\text{odd}}_{(1,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \left[ B(k) c_0 \tilde{c}_0 \left| 0; k \right> + \frac{1}{2} D(k) (c_{-1} c_1 - \tilde{c}_{-1} \tilde{c}_1) \left| 0; k \right> + A_\mu(k) (\alpha^\mu c^+_0 c_1 + \tilde{\alpha}^\mu c^+_0 \tilde{c}_1) \left| 0; k \right> + E_\mu(k) (\alpha^- c^- c_1 - \tilde{\alpha}^- c^- \tilde{c}_1) \left| 0; k \right> + \frac{1}{4} G_{\mu\nu}(k) (\alpha^\mu \tilde{\alpha}^\nu - \alpha^- \tilde{\alpha}^- c_1 \tilde{c}_1) \left| 0; k \right> \right],
\]

(3.84)

where \( B(k), D(k), A_\mu(k), E_\mu(k), \) and \( G_{\mu\nu}(k) \) are five component fields. The component field \( G_{\mu\nu}(k) \) is a symmetric tensor field:

\[
G_{\mu\nu}(k) = G_{\nu\mu}(k).
\]

(3.85)

We can also decompose the gauge parameter \( \Lambda_{(1,1)} \) as follows:

\[
\Lambda_{(1,1)} = \Lambda^{\text{odd}}_{(1,1)} + \Lambda^{\text{even}}_{(1,1)},
\]

(3.86)

where the states in \( \Lambda^{\text{odd}}_{(1,1)} \) are odd under the world-sheet parity transformation and the states in \( \Lambda^{\text{even}}_{(1,1)} \) are even under the world-sheet parity transformation. Since the BRST operator is even under the world-sheet parity transformation, the gauge transformation relevant for \( \Psi^{\text{odd}}_{(1,1)} \) is

\[
\delta_\Lambda \Psi^{\text{odd}}_{(1,1)} = Q_B \Lambda^{\text{odd}}_{(1,1)}.
\]

(3.87)

The gauge parameter \( \Lambda^{\text{odd}}_{(1,1)} \) is expanded as

\[
\Lambda^{\text{odd}}_{(1,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \left[ \chi(k) c_0 \left| 0; k \right> - \frac{1}{2} \xi_\mu(k) (\alpha^\mu c_{-1} - \tilde{\alpha}^\mu \tilde{c}_{-1}) \left| 0; k \right> \right],
\]

(3.88)

where \( \chi(k) \) and \( \xi_\mu(k) \) are two component fields, and the gauge transformation (3.87) is expanded in terms of component fields as

\[
\delta_\Lambda B(k) = -\frac{\alpha'}{4} k^2 \chi(k), \quad \delta_\Lambda D(k) = 2\chi(k) + \sqrt{\frac{\alpha'}{2}} k^\mu \xi_\mu(k),
\]

\[
\delta_\Lambda A_\mu(k) = -\sqrt{\frac{\alpha'}{2}} k_\mu \chi(k), \quad \delta_\Lambda E_\mu(k) = -\frac{\alpha'}{4} k^2 \xi_\mu(k),
\]

\[
\delta_\Lambda G_{\mu\nu}(k) = \sqrt{\frac{\alpha'}{2}} k_{\mu\nu} \xi_{\mu\nu}(k) + \sqrt{\frac{\alpha'}{2}} k_{\mu\nu} \xi_{\mu\nu}(k).
\]

(3.89)
The string field $\tilde{\Psi}^{\text{even}}_{(1,1)}$ carrying ghost number 3 is expanded as

$$
\tilde{\Psi}^{\text{even}}_{(1,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \left[ \frac{1}{2} \tilde{C}(k)c^+_{0}(c_{-1}c_{1} + \bar{c}_{-1}\bar{c}_{1}) |0; k\rangle - \frac{1}{2} \tilde{D}(k)c^{-}_{0}(c_{-1}c_{1} - \bar{c}_{-1}\bar{c}_{1}) |0; k\rangle \\
+ \frac{1}{2} \tilde{E}_{\mu}(k)(\alpha^\mu_{-1}c_{0}c_{1}\bar{c}_{0} + \bar{\alpha}^\mu_{-1}c_{0}\bar{c}_{0}\bar{c}_{1}) |0; k\rangle \\
+ \frac{1}{2} \tilde{F}_{\mu}(k)(\alpha^\mu_{-1}c_{1}\bar{c}_{-1}\bar{c}_{0} + \bar{\alpha}^\mu_{-1}c_{1}\bar{c}_{-1}\bar{c}_{1}) |0; k\rangle \\
- \frac{1}{4} \tilde{G}_{\mu\nu}(k)(\alpha^\nu_{-1}\tilde{\alpha}^\mu_{-1} + \alpha^\nu_{-1}\tilde{\alpha}^\mu_{-1})c^0_{0}c_{1}\bar{c}_{1} |0; k\rangle \\
+ \frac{1}{4} \tilde{H}_{\mu\nu}(k)(\alpha^\nu_{-1}\tilde{\alpha}^\mu_{-1} + \alpha^\nu_{-1}\tilde{\alpha}^\mu_{-1})c^0_{0}c_{1}\bar{c}_{1} |0; k\rangle \right],
$$

(3.90)

where $\tilde{C}(k)$, $\tilde{D}(k)$, $\tilde{E}_{\mu}(k)$, $\tilde{F}_{\mu}(k)$, $\tilde{G}_{\mu\nu}(k)$, and $\tilde{H}_{\mu\nu}(k)$ are six component fields. The component field $\tilde{G}_{\mu\nu}(k)$ is a symmetric tensor field and the component field $\tilde{H}_{\mu\nu}(k)$ is an antisymmetric tensor field:

$$
\tilde{G}_{\mu\nu}(k) = \tilde{G}_{\nu\mu}(k), \quad \tilde{H}_{\mu\nu}(k) = - \tilde{H}_{\nu\mu}(k).
$$

(3.91)

We again decompose the gauge parameter $\tilde{\Lambda}^{(1,1)}$ as follows:

$$
\tilde{\Lambda}^{(1,1)} = \tilde{\Lambda}^{\text{odd}}_{(1,1)} + \tilde{\Lambda}^{\text{even}}_{(1,1)},
$$

(3.92)

where the states in $\tilde{\Lambda}^{\text{odd}}_{(1,1)}$ are odd under the world-sheet parity transformation and the states in $\tilde{\Lambda}^{\text{even}}_{(1,1)}$ are even under the world-sheet parity transformation. The gauge transformation relevant for $\tilde{\Psi}^{\text{even}}_{(1,1)}$ is

$$
\delta_{\tilde{\Lambda}} \tilde{\Psi}^{\text{even}}_{(1,1)} = Q_{\tilde{\Lambda}} \tilde{\Lambda}^{\text{even}}_{(1,1)},
$$

(3.93)

and the gauge parameter $\tilde{\Lambda}^{\text{even}}_{(1,1)}$ is expanded as

$$
\tilde{\Lambda}^{\text{even}}_{(1,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \left[ \frac{1}{4} \tilde{\eta}(k)(c_{-1}c_{1} + \bar{c}_{-1}\bar{c}_{1}) |0; k\rangle + \frac{1}{2} \tilde{\zeta}_{\mu}(k)(\alpha^\mu_{-1}c_{0}c_{1} + \bar{\alpha}^\mu_{-1}c_{0}\bar{c}_{1}) |0; k\rangle \\
+ \frac{1}{2} \tilde{\xi}_{\mu}(k)(\alpha^\mu_{-1}c_{0}c_{1} - \bar{\alpha}^\mu_{-1}c_{0}\bar{c}_{1}) |0; k\rangle \\
+ \frac{1}{8} \tilde{\omega}_{\mu\nu}(k)(\alpha^\nu_{-1}\bar{\alpha}^\mu_{-1} + \alpha^\nu_{-1}\bar{\alpha}^\mu_{-1})c_{1}\bar{c}_{1} |0; k\rangle \right],
$$

(3.94)

where $\tilde{\eta}(k)$, $\tilde{\zeta}_{\mu}(k)$, $\tilde{\xi}_{\mu}(k)$, and $\tilde{\omega}_{\mu\nu}(k)$ are four component fields. The gauge transformation
\(3.93\) is expanded in terms of component fields as

\[
\begin{align*}
\delta_\lambda \tilde{C}(k) &= \frac{\alpha' k^2}{4} \tilde{\eta}(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{\zeta}_\mu(k), \\
\delta_\lambda \tilde{D}(k) &= \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{\zeta}_\mu(k), \\
\delta_\lambda \tilde{E}_\mu(k) &= \frac{\alpha' k^2}{4} \xi_\mu(k), \\
\delta_\lambda \tilde{F}_\mu(k) &= \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\eta}(k) - \tilde{\zeta}_\mu(k) + \tilde{\xi}_\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\nu \tilde{\omega}_{\mu\nu}(k), \\
\delta_\lambda \tilde{G}_{\mu\nu}(k) &= - \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\zeta}_\nu(k) - \sqrt{\frac{\alpha'}{2}} k_\nu \tilde{\zeta}_\mu(k), \\
\delta_\lambda \tilde{H}_{\mu\nu}(k) &= - \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\zeta}_\nu(k) + \sqrt{\frac{\alpha'}{2}} k_\nu \tilde{\zeta}_\mu(k) + \frac{\alpha' k^2}{4} \tilde{\omega}_{\mu\nu}(k).
\end{align*}
\]  

(3.95)

Note that gauge transformations parameterized by \(\tilde{\eta}(k), \tilde{\zeta}_\mu(k), \tilde{\xi}_\mu(k), \) and \(\tilde{\omega}_{\mu\nu}(k)\) are not independent and the gauge transformation of the form

\[
\tilde{\chi}_{\text{even}}^{(1,1)} = Q_B \tilde{\Omega}_{\text{even}}^{(1,1)}
\]  

(3.96)

with

\[
\tilde{\Omega}_{\text{even}}^{(1,1)} = \int \frac{d^{26}k}{(2\pi)^{26}} \left[ \tilde{\varepsilon}(k) c^+_0 |0; k\rangle + \frac{1}{2} \tilde{\pi}_\mu(k) \left( \alpha_{-1} \gamma_1 + \tilde{\alpha}_{-1} \gamma_1 \right) |0; k\rangle \right],
\]  

(3.97)

where \(\tilde{\varepsilon}(k)\) and \(\tilde{\pi}_\mu(k)\) are component fields, does not change \(\tilde{\Psi}_{\text{even}}^{(1,1)}\) because \(Q_B^2 = 0\). In terms of component fields, this can be expressed as

\[
\begin{align*}
\tilde{\eta}(k) &= -4 \tilde{\varepsilon}(k) + 2 \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{\pi}_\mu(k), \\
\tilde{\zeta}_\mu(k) &= -2 \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\varepsilon}(k) + \frac{\alpha' k^2}{2} \tilde{\pi}_\mu(k), \\
\tilde{\omega}_{\mu\nu}(k) &= 2 \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\pi}_\nu(k) - 2 \sqrt{\frac{\alpha'}{2}} k_\nu \tilde{\pi}_\mu(k).
\end{align*}
\]  

(3.98)

Let us next expand the kinetic terms. We find

\[
\frac{1}{2} \langle \tilde{\Psi}_{\text{even}}^{(1,1)}, Q_B \tilde{\Psi}_{\text{even}}^{(1,1)} \rangle = \frac{1}{2} \int \frac{d^{26}k}{(2\pi)^{26}} \left( \frac{1}{2} \alpha' k^2 \tilde{D}(-k) \tilde{D}(k) + \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{E}^\mu(-k) \tilde{D}(k) + \tilde{E}^\mu(-k) \tilde{E}_\mu(k) \right.
\]

\[
- \frac{1}{2} \sqrt{\frac{\alpha'}{2}} \tilde{G}^\mu(-k) \tilde{G}^\mu_{\mu\nu}(k) + \frac{1}{2} \alpha' k^2 \tilde{G}^\mu(-k) \tilde{G}^\mu_{\mu\nu}(k) \right),
\]  

(3.99)
and

\[
\langle \tilde{\Psi}^{(1,1)}, Q_B \Psi^{(1,1)} \rangle = \int \frac{d^2k}{(2\pi)^2} \left( \frac{1}{2} \bar{D}(-k) \left[ -\frac{\alpha'^2}{4}D(k) + 2B(k) + \sqrt{\frac{\alpha'}{2}}k^\mu E_\mu(k) \right] \right.
\]
\[+ \frac{1}{2} \tilde{E}^{\mu}(-k) \left[ -\sqrt{\frac{\alpha'}{2}}k\mu D(k) + 2A_\mu(k) - 2E_\mu(k) - \sqrt{\frac{\alpha'}{2}}k^\nu G_{\mu\nu}(k) \right] \]
\[+ \frac{1}{4} \tilde{G}^{\mu\nu}(-k) \left[ \sqrt{\frac{\alpha'}{2}}k_\mu E_\nu(k) + \sqrt{\frac{\alpha'}{2}}k_\nu E_\mu(k) + \alpha'k^2_\mu G_{\mu\nu}(k) \right] \]
\[+ \frac{1}{2} \tilde{C}(-k) \left[ 2B(k) - \sqrt{\frac{\alpha'}{2}}k^\mu A_\mu(k) \right] \]
\[+ \tilde{F}^{\mu}(-k) \left[ \sqrt{\frac{\alpha'}{2}}k_\mu B(k) - \frac{\alpha'^2}{4}A_\mu(k) \right] \]
\[+ \frac{1}{4} \tilde{H}^{\mu\nu}(-k) \left[ -\sqrt{\frac{\alpha'}{2}}k_\mu A_\nu(k) + \sqrt{\frac{\alpha'}{2}}k_\nu A_\mu(k) \right] \].

(3.100)

The equation of motion

\[
Q_B B\bar{\Psi} + Q_B \Psi = 0
\]

(3.101)

is expanded in terms of component fields in the sector involving \(\Psi^{(1,1)}\) and \(\tilde{\Psi}^{(1,1)}\) as

\[
k^\mu A^\nu(k) - k^\nu A^\mu(k) = 0,
\]
\[2B(k) - \sqrt{\frac{\alpha'}{2}}k_\mu A_\mu(k) = 0,
\]
\[\sqrt{\frac{\alpha'}{2}}k_\mu B(k) - \frac{\alpha'^2}{4}A_\mu(k) = 0,
\]
\[\frac{\alpha'^2}{4}D(k) - \sqrt{\frac{\alpha'}{2}}k^\mu \tilde{E}_\mu(k) = \frac{\alpha'^2}{4}D(k) - 2B(k) - \sqrt{\frac{\alpha'}{2}}k^\mu E_\mu(k),
\]
\[1 \frac{\alpha'}{2} \sqrt{\frac{\alpha'}{2}}k^\mu \bar{D}(k) + \tilde{E}^\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}}k_\mu \tilde{G}^{\mu\nu}(k)
\]
\[= 1 \frac{\alpha'}{2} \sqrt{\frac{\alpha'}{2}}k^\mu D(k) - A^\mu(k) + E^\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}}k_\mu G^{\mu\nu}(k),
\]
\[\sqrt{\frac{\alpha'}{2}} \left( k^\mu \tilde{E}^\nu(k) + k^\nu \tilde{E}^\mu(k) \right) + \frac{\alpha'^2}{4} \tilde{G}^{\mu\nu}(k)
\]
\[= \sqrt{\frac{\alpha'}{2}} \left( k^\mu E^\nu(k) + k^\nu E^\mu(k) \right) + \frac{\alpha'^2}{4} G^{\mu\nu}(k),
\]

(3.102)

and the equation of motion

\[
Q_B \bar{\Psi} + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} [\Psi^n] = 0
\]

(3.103)
is expanded in terms of component fields in this sector as

\[
\frac{\alpha' k^2}{4} \tilde{D}(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{E}_\mu(k) = \mathcal{J}_D(k),
\]

\[
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{D}(k) + \tilde{E}^\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \tilde{G}^{\mu\nu}(k) = \mathcal{J}_E^\mu(k),
\]

\[
\frac{1}{4} \sqrt{\frac{\alpha'}{2}} \left( k^\mu \tilde{E}^\mu(k) + k^\mu \tilde{E}^\nu(k) \right) + \frac{\alpha' k^2}{16} \tilde{G}^{\mu\nu}(k) = \mathcal{J}_G^{\mu\nu}(k),
\]  

(3.104)

\[
\tilde{C}(k) + \tilde{D}(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{F}_\mu(k) = \mathcal{J}_B(k),
\]

\[
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{C}(k) - \frac{\alpha' k^2}{4} \tilde{F}^\mu(k) + \tilde{E}^\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \tilde{H}^{\mu\nu}(k) = \mathcal{J}_A^{\mu}(k),
\]

where the source terms \( \mathcal{J}_B(k), \mathcal{J}_D(k), \mathcal{J}_A^{\mu}(k), \mathcal{J}_E^\mu(k), \) and \( \mathcal{J}_G^{\mu\nu}(k) \) are from the interaction terms which depend only on the string field \( \Psi \). After eliminating \( \Psi \), the equation for \( \Psi \) (2.53),

\[
Q_B \Psi + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} B \left[ \Psi^n \right] = 0,
\]  

(3.105)

is expanded as

\[
\frac{\alpha' k^2}{4} D(k) - 2B(k) - \sqrt{\frac{\alpha'}{2}} k^\mu E_\mu(k) = \mathcal{J}_D(k),
\]

\[
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu D(k) - A^\mu(k) + E^\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu G^{\mu\nu}(k) = \mathcal{J}_E^{\mu}(k),
\]

\[
\frac{1}{4} \sqrt{\frac{\alpha'}{2}} k^\mu E^\mu(k) + \frac{1}{4} \sqrt{\frac{\alpha'}{2}} k^\nu E^\nu(k) + \frac{\alpha' k^2}{16} G^{\mu\nu}(k) = \mathcal{J}_G^{\mu\nu}(k),
\]  

\[
2B(k) - \sqrt{\frac{\alpha'}{2}} k_\mu A^\mu(k) = 0,
\]

\[
\sqrt{\frac{\alpha'}{2}} k^\mu B(k) - \frac{\alpha' k^2}{4} A^\mu(k) = 0,
\]

\[
k^\mu A^\mu(k) - k^\nu A^\nu(k) = 0.
\]

### 3.3.2 The equations of motion for the interacting fields

In the expansion (3.84) of \( \Psi_{(1,1)}^{odd} \), the states \( c_0 |0; k\rangle \) and \( (\alpha'_{-1} c_0 c_1 + \alpha'_{-1} c_1 c_0) |0; k\rangle \) are not annihilated by \( b_0^- \). Therefore, the corresponding component fields \( B(k) \) and \( A^\mu(k) \) are absent in closed string field theory with the level-matching condition. On the other hand, the component fields \( D(k), E^\mu(k), \) and \( G^{\mu\nu}(k) \) exist in closed string field theory with the level-matching condition and the graviton and the dilaton are described by these fields. The equations of motion...
for these fields in closed string field theory with the level-matching condition are given by

\[
\frac{\alpha' k^2}{4} D(k) - \sqrt{\frac{\alpha'}{2}} k^\mu E_\mu(k) = \mathcal{J}_D(k),
\]

\[
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu D(k) + E_\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\sigma G^{\mu\nu}(k) = \mathcal{J}_{E}^\mu (k),
\]

\[
\frac{1}{4} \sqrt{\frac{\alpha'}{2}} k^\mu E_\nu(k) + \frac{1}{4} \sqrt{\frac{\alpha'}{2}} k^\nu E_\mu(k) + \frac{\alpha' k^2}{16} G^{\mu\nu}(k) = \mathcal{J}_G^{\mu\nu}(k),
\]

which are obtained from (3.106) by simply setting \(B(k) = 0\) and \(A^\mu(k) = 0\).

It is easy to see the equivalence of the equations (3.106) in closed string field theory without the level-matching condition to the equations (3.107) in closed string field theory with the level-matching condition up to gauge transformations. The equation

\[
k^\mu A^\nu(k) - k^\nu A^\mu(k) = 0
\]

means that the field strength of \(A^\mu(k)\) vanishes. Therefore, we can bring any solution to the form where

\[
A^\mu(k) = 0
\]

by the gauge transformation using the gauge parameter \(\chi(k)\) in (3.89). In this gauge, the component field \(B(k)\) also vanishes:

\[
B(k) = 0.
\]

This establishes the equivalence of (3.106) to (3.107) under the gauge transformation.

Note that we can have solutions which cannot be brought to the form where \(A^\mu(k) = 0\) by the gauge transformation if we compactify the target space on a torus. In this case closed string field theory without the level-matching condition can be inequivalent to closed string field theory with the level-matching condition nonperturbatively.

\subsection{The equations of motion for the fields in the additional string field}

Let us next consider the equations (3.104). The source terms \(\mathcal{J}_B(k), \mathcal{J}_D(k), \mathcal{J}_A^\mu(k), \mathcal{J}_E^\mu(k), \mathcal{J}_G^{\mu\nu}(k), \) and \(\mathcal{J}_H^{\mu\nu}(k)\) do not depend on component fields of \(\tilde{\Psi}\), but they depend on component fields of \(\Psi\) at all levels. Once we have a solution to

\[
Q_B \Psi + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} B [ \Psi^n ] = 0,
\]

the equations (3.104) can be regarded as the equations for \(\tilde{C}(k), \tilde{D}(k), \tilde{E}^\mu(k), \tilde{F}^\mu(k), \tilde{G}^{\mu\nu}(k), \) and \(\tilde{H}^{\mu\nu}(k)\). We will show in subsection 3.3.4 that the equations (3.104) can be solved for the source terms from \(\Psi\) satisfying (3.111), and we denote the solutions by \(\tilde{C}_*(k), \tilde{D}_*(k), \tilde{E}^\mu_*(k), \)
\( \tilde{F}_\mu(k), \tilde{G}_\mu^\nu(k), \) and \( \tilde{H}_\mu^\nu(k) \). As in the discussion of the level \((0,1)\), we first consider the equations for fluctuations around the solution. We expand \( \tilde{C}(k), \tilde{D}(k), \tilde{E}_\mu(k), \tilde{F}_\mu(k), \tilde{G}_\mu^\nu(k), \) and \( \tilde{H}_\mu^\nu(k) \) as

\begin{align*}
\tilde{C}(k) &= \tilde{C}_\ast(k) + \Delta \tilde{C}(k), \\
\tilde{D}(k) &= \tilde{D}_\ast(k) + \Delta \tilde{D}(k), \\
\tilde{E}_\mu(k) &= \tilde{E}_\mu^\ast(k) + \Delta \tilde{E}_\mu(k), \\
\tilde{F}_\mu(k) &= \tilde{F}_\mu^\ast(k) + \Delta \tilde{F}_\mu(k), \\
\tilde{G}_\mu^\nu(k) &= \tilde{G}_\mu^\nu_\ast(k) + \Delta \tilde{G}_\mu^\nu(k), \\
\tilde{H}_\mu^\nu(k) &= \tilde{H}_\mu^\nu_\ast(k) + \Delta \tilde{H}_\mu^\nu(k),
\end{align*}

(3.112)

and the equations for the fluctuations \( \Delta \tilde{C}(k), \Delta \tilde{D}(k), \Delta \tilde{E}_\mu(k), \Delta \tilde{F}_\mu(k), \Delta \tilde{G}_\mu^\nu(k), \) and \( \Delta \tilde{H}_\mu^\nu(k) \) are given by

\begin{align*}
\frac{\alpha'k^2}{4} \Delta \tilde{D}(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{E}_\mu(k) &= 0, \\
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{D}(k) + \Delta \tilde{E}_\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \Delta \tilde{G}_\mu^\nu(k) &= 0, \\
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} \left( k^\nu \Delta \tilde{E}_\mu(k) + k^\mu \Delta \tilde{E}_\nu(k) \right) + \frac{\alpha'k^2}{16} \Delta \tilde{G}_\mu^\nu(k) &= 0, \\
\Delta \tilde{C}(k) + \Delta \tilde{D}(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{F}_\mu(k) &= 0, \\
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{C}(k) - \frac{\alpha'k^2}{4} \Delta \tilde{E}_\mu(k) + \Delta \tilde{E}_\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \Delta \tilde{H}_\mu^\nu(k) &= 0.
\end{align*}

(3.113)

In the expansion (3.90) of the string field \( \tilde{\Psi}_{\text{even}}^{(1,1)} \), the three states \( c_0^\ast (c_{-1} c_1 + \tilde{c}_{-1} \tilde{c}_1) |0; k\), \( (\alpha_{-1} c_1 \tilde{c}_{-1} + \tilde{\alpha}_{-1} c_{-1} \tilde{c}_1) |0; k\), and \( (\alpha_{-1} \tilde{\alpha}_{-1} - \alpha_{-1} \tilde{\alpha}_{-1}) c_0^\ast c_1 \tilde{c}_1 |0; k\) are annihilated by \( b_0^\ast \), and the corresponding component fields \( \Delta \tilde{C}(k), \Delta \tilde{F}_\mu(k), \) and \( \Delta \tilde{H}_\mu^\nu(k) \) only appear in the last two equations of (3.113). Let us first focus on the the first three equations of (3.113) which only involve \( \Delta \tilde{D}(k), \Delta \tilde{E}_\mu(k), \) and \( \Delta \tilde{G}_\mu^\nu(k) \):

\begin{align*}
\frac{\alpha'k^2}{4} \Delta \tilde{D}(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{E}_\mu(k) &= 0, \\
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{D}(k) + \Delta \tilde{E}_\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \Delta \tilde{G}_\mu^\nu(k) &= 0, \\
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} \left( k^\nu \Delta \tilde{E}_\mu(k) + k^\mu \Delta \tilde{E}_\nu(k) \right) + \frac{\alpha'k^2}{16} \Delta \tilde{G}_\mu^\nu(k) &= 0.
\end{align*}

(3.114) \hspace{1cm} (3.115) \hspace{1cm} (3.116)

They coincide with (3.107) without the source terms by the replacement \( D(k), E_\mu(k), \) and \( G_\mu^\nu(k) \) with \( \Delta \tilde{D}(k), \Delta \tilde{E}_\mu(k), \) and \( \Delta \tilde{G}_\mu^\nu(k) \), respectively. We thus know that they describe a
copy of the system which consists of a free dilaton and a free graviton. The fields \( \Delta \widetilde{D}(k) \) and \( \Delta \widetilde{E}^\mu(k) \) also appear in the remaining equations of (3.113), and their expressions depend on a gauge we choose. It is therefore convenient to fix a gauge, and we use the light-cone gauge. We define

\[
k^+ = \frac{1}{\sqrt{2}}(k^0 + k^1), \quad k^- = \frac{1}{\sqrt{2}}(k^0 - k^1),
\]

and we work in a Lorentz frame where \( k^+ \neq 0 \). We solve (3.115) for \( \Delta \tilde{E}^\mu(k) \) as

\[
\Delta \tilde{E}^\mu(k) = -\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{D}(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \Delta \tilde{G}^{\mu \nu}(k),
\]

and we eliminate \( \Delta \tilde{E}^\mu(k) \) from (3.114) and (3.116) to obtain

\[
2k^2 \Delta \tilde{D}(k) + k_\mu k_\nu \Delta \tilde{G}^{\mu \nu}(k) = 0,
\]

\[
2k^\mu k_\nu \Delta \tilde{D}(k) + k_\rho k_\sigma \Delta \tilde{G}^{\rho \sigma}(k) + k_\rho k^\mu \Delta \tilde{G}^{\nu \rho}(k) - k^2 \tilde{G}^{\mu \nu}(k) = 0.
\]

We choose the condition

\[
\Delta \tilde{G}^{\mu +}(k) = 0
\]

to fix a gauge. This condition can be satisfied by the gauge transformation (3.95) with the parameter \( \tilde{\xi}_\mu(k) \) when \( k^+ \neq 0 \). Under this gauge, the equation (3.120) with \( \mu = + \) and \( \nu = + \) simplifies as follows:

\[
2 (k^+)^2 \Delta \tilde{D}(k) = 0.
\]

Since \( k^+ \neq 0 \), we obtain

\[
\Delta \tilde{D}(k) = 0.
\]

The equation (3.120) with \( \mu = + \) is now given by

\[
k^+ k_\rho \Delta \tilde{G}^{\mu \rho}(k) = 0.
\]

Since \( k^+ \neq 0 \), we obtain

\[
k_\rho \Delta \tilde{G}^{\mu \rho}(k) = 0.
\]

When this equation is satisfied, the equation (3.119) is also satisfied, and we find that \( \Delta \tilde{E}^\mu(k) \) vanishes:

\[
\Delta \tilde{E}^\mu(k) = 0.
\]

The equation (3.120) further simplifies as follows:

\[
k^2 \Delta \tilde{G}^{\mu \nu}(k) = 0.
\]

\(^7\)As we mentioned before, we will not discuss possible subtleties associated with zero-momentum states.
We thus conclude $\Delta \tilde{G}^{\mu \nu}(k) = 0$ when $k^2 \neq 0$. When $k^2 = 0$, we need to solve the equation (3.125). Under the condition (3.121), the remaining components of $\Delta \tilde{G}^{\mu \nu}(k)$ are

$$(\Delta \tilde{G}^{IJ}(k), \Delta \tilde{G}^{I-}(k), \Delta \tilde{G}^{--}(k)).$$

(3.128)

Here and in what follows we use $I$ and $J$ to label transverse directions. The equation (3.125) with $\mu = +$ is satisfied by our gauge choice (3.121). The equation (3.125) with $\mu = I$ is given by

$$- k^+ \Delta \tilde{G}^{I-}(k) + k_I \Delta \tilde{G}^{IJ}(k) = 0.$$  

(3.129)

This is satisfied by choosing $\Delta \tilde{G}^{I-}(k)$ as

$$\Delta \tilde{G}^{I-}(k) = \frac{k_J}{k^+} \Delta \tilde{G}^{IJ}(k).$$  

(3.130)

The equation (3.125) with $\mu = -$ is given by

$$- k^+ \Delta \tilde{G}^{--}(k) + k_I \Delta \tilde{G}^{-J}(k) = 0.$$  

(3.131)

This is satisfied by choosing $\Delta \tilde{G}^{--}(k)$ as

$$\Delta \tilde{G}^{--}(k) = \frac{k_J}{k^+} \Delta \tilde{G}^{-J}(k).$$  

(3.132)

We have thus learned that we can take $\Delta \tilde{G}^{IJ}(k)$ with $k^2 = 0$ to be independent, and $\Delta \tilde{G}^{I-}(k)$ and $\Delta \tilde{G}^{--}(k)$ are determined by $\Delta \tilde{G}^{IJ}(k)$.

We have solved the first three equations of (3.113). Let us move on to the remaining two equations:

$$\Delta \tilde{C}(k) + \Delta \tilde{D}(k) - \sqrt{\alpha'} k^\mu \Delta \tilde{F}_\mu(k) = 0,$$

$$\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{C}(k) - \frac{\alpha' k^2}{4} \Delta \tilde{F}^\mu(k) + \Delta \tilde{E}^\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\nu \Delta \tilde{H}^{\mu \nu}(k) = 0.$$  

(3.133)

We found that $\Delta \tilde{D}(k)$ and $\Delta \tilde{E}^\mu(k)$ vanish under the gauge choice (3.121). Then these equations simplify to

$$\Delta \tilde{C}(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{F}_\mu(k) = 0,$$

$$\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{C}(k) - \frac{\alpha' k^2}{4} \Delta \tilde{F}^\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\nu \Delta \tilde{H}^{\mu \nu}(k) = 0.$$  

(3.134)

(3.135)

---

8We chose the condition $\Delta \tilde{G}^{\mu +}(k) = 0$, and in this gauge choice the transverse field $\Delta \tilde{G}^{IJ}(k)$ is not traceless and the scalar field corresponding to the dilaton is contained in the trace part of this transverse field. This gauge choice simplifies the following analysis because $\Delta \tilde{D}(k)$ and $\Delta \tilde{E}^\mu(k)$ vanish.
We solve (3.134) for $\Delta \tilde{C}(k)$ as

$$\Delta \tilde{C}(k) = \sqrt{\frac{\alpha'}{2}} k^\mu \Delta \tilde{F}_\mu(k),$$  \hspace{2em} (3.136)$$

and we eliminate $\Delta \tilde{C}(k)$ from (3.135) to obtain

$$\frac{\alpha'}{4} k^\mu k^\nu \Delta \tilde{F}_\nu(k) - \frac{\alpha' k^2}{4} \Delta \tilde{F}_\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \Delta \tilde{H}^\mu_{\nu}(k) = 0.$$  \hspace{2em} (3.137)$$

The relevant gauge transformations are

$$\delta_\Lambda \Delta \tilde{F}_\mu(k) = \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\eta}(k) - \tilde{\zeta}_\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\nu \tilde{\omega}_{\mu\nu}(k),$$

$$\delta_\Lambda \Delta \tilde{H}^\mu_{\nu}(k) = -\sqrt{\frac{\alpha'}{2}} k_\mu \tilde{\zeta}_\nu(k) + \sqrt{\frac{\alpha'}{2}} k_\nu \tilde{\zeta}_\mu(k) + \frac{\alpha' k^2}{4} \tilde{\omega}_{\mu\nu}(k).$$  \hspace{2em} (3.138)$$

First consider the case where $k^2 \neq 0$. In this case, we can impose the condition

$$\Delta \tilde{H}^\mu_{\nu}(k) = 0,$$  \hspace{2em} (3.139)$$

which can be satisfied by the gauge transformation using the parameter $\tilde{\omega}_{\mu\nu}(k)$. Under this gauge choice, the equation (3.137) reduces to

$$k^\mu k^\nu \Delta \tilde{F}_\nu(k) - k^2 \Delta \tilde{F}_\mu(k) = 0.$$  \hspace{2em} (3.140)$$

This is nothing but the equation of motion for a free Maxwell gauge field, and there are no nontrivial solutions when $k^2 \neq 0$. In fact, we can further impose the condition

$$\Delta \tilde{F}^+(k) = 0,$$  \hspace{2em} (3.141)$$

which can be satisfied by the gauge transformation using the parameter $\tilde{\eta}(k)$ without violating the condition (3.139), and then the equation (3.140) with $\mu = +$ is

$$k^+ k^\nu \Delta \tilde{F}_\nu(k) = 0.$$  \hspace{2em} (3.142)$$

Since $k^+ \neq 0$, we obtain

$$k^\nu \Delta \tilde{F}_\nu(k) = 0.$$  \hspace{2em} (3.143)$$

The equation (3.140) is now given by

$$k^2 \Delta \tilde{F}^\mu(k) = 0,$$  \hspace{2em} (3.144)$$

and we conclude $\Delta \tilde{F}^\mu(k) = 0$ when $k^2 \neq 0$. 37
Next consider the case where \( k^2 = 0 \). In this case we can impose the condition

\[
\Delta \tilde{F}^\mu(k) = 0,
\]

which can be satisfied by the gauge transformation using the parameter \( \tilde{\omega}_\mu^+(k) \). Under this gauge choice, the equation (3.137) reduces to

\[
k_\nu \Delta \tilde{H}^{\mu \nu}(k) = 0.
\]

We can further impose the condition

\[
\Delta \tilde{H}^{\mu +}(k) = 0,
\]

which can be satisfied by the gauge transformation using the parameter \( \tilde{\zeta}_\mu^+(k) \) and we adjust the parameter \( \tilde{\omega}_{\mu +}(k) \) so that this condition is compatible with the condition (3.145). Under the condition (3.147), the remaining components of \( \Delta \tilde{H}^{\mu \nu}(k) \) are

\[
(\Delta \tilde{H}^{IJ}(k), \Delta \tilde{H}^{-I}(k)).
\]

The equation (3.146) with \( \mu = + \) is satisfied by our gauge choice (3.147). The equation (3.146) with \( \mu = I \) is given by

\[
-k^+ \Delta \tilde{H}^{-I}(k) + k_J \Delta \tilde{H}^{IJ}(k) = 0.
\]

This is satisfied by choosing \( \Delta \tilde{H}^{-I}(k) \) as

\[
\Delta \tilde{H}^{-I}(k) = \frac{k_J}{k^+} \Delta \tilde{H}^{IJ}(k).
\]

Then the equation (3.146) with \( \mu = - \) is also solved because

\[
k_I \Delta \tilde{H}^{-I}(k) = - \frac{k_I k_J}{k^+} \Delta \tilde{H}^{IJ}(k) = 0,
\]

where we used \( \Delta \tilde{H}^{\nu \mu}(k) = - \Delta \tilde{H}^{\mu \nu}(k) \). We have thus learned that we can take \( \Delta \tilde{H}^{IJ}(k) \) with \( k^2 = 0 \) to be independent, and \( \Delta \tilde{H}^{-I}(k) \) is determined by \( \Delta \tilde{H}^{IJ}(k) \).

To summarize, we conclude that all the solutions to (3.113) are equivalent under the gauge transformations to the free massless propagation of transverse components of the symmetric tensor field \( \Delta \tilde{G}^{IJ}(k) \) and transverse components of the antisymmetric tensor field \( \Delta \tilde{H}^{IJ}(k) \). These are the extra free fields from the string field \( \tilde{\Psi}^{\text{even}}_{(1,1)} \).

---

9 In the context of the BRST cohomology on states of ghost number 3 at the level (1, 1), physical states can be represented by \( \alpha_{-1} \tilde{\alpha}_{-1} \hat{c}_0 \hat{c}_1 \hat{c}_1 \mid 0; k \rangle \) and \( \alpha_{-1} \tilde{\alpha}_{-1} \hat{c}_0 \hat{c}_1 \hat{c}_1 \mid 0; k \rangle \) with \( k^2 = 0 \), and we have two copies of the dilaton, the graviton, and the antisymmetric tensor field. When we decompose the states based on the world-sheet parity, one copy is from \( \tilde{\Psi}^{\text{even}}_{(1,1)} \) and the other is from \( \tilde{\Psi}^{\text{odd}}_{(1,1)} \), in accordance with our conclusion.
3.3.4 Confirmation of no additional conditions

We finally show that the equations

\[
\alpha' k^2 \tilde{D}_s(k) - \sqrt{\frac{\alpha'}{2}} k_D \tilde{E}_s^\mu(k) = J_D(k), \\
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_D \tilde{D}_s(k) + \tilde{E}_s^\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_D \tilde{C}_s^\mu(k) = J_E^\mu(k), \\
\frac{1}{4} \sqrt{\frac{\alpha'}{2}} \left( k_D \tilde{E}_s^\mu(k) + k_D \tilde{E}_s^\mu(k) \right) + \frac{\alpha' k^2}{16} \tilde{G}_s^{\mu\nu}(k) = J_G^{\mu\nu}(k),
\]

(3.152)

\[
\tilde{C}_s(k) + \tilde{D}_s(k) - \sqrt{\frac{\alpha'}{2}} k_D \tilde{F}_s^\mu(k) = J_B(k), \\
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_D \tilde{C}_s(k) - \frac{\alpha' k^2}{4} \tilde{F}_s^\mu(k) + \tilde{E}_s^\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_D \tilde{H}_s^{\mu\nu}(k) = J_A^{\mu\nu}(k),
\]

can be solved for \( \tilde{C}_s(k), \tilde{D}_s(k), \tilde{E}_s^\mu(k), \tilde{F}_s^\mu(k), \tilde{G}_s^{\mu\nu}(k), \) and \( \tilde{H}_s^{\mu\nu}(k) \) when the source terms \( J_B(k), J_D(k), J_A^{\mu\nu}(k), J_E^\mu(k), \) and \( J_G^{\mu\nu}(k) \) are constructed from \( \Psi \) satisfying

\[
Q_B \Psi + \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} B [ \Psi^n ] = 0 .
\]

(3.153)

Among the six component fields, the three fields \( \tilde{C}_s(k), \tilde{E}_s^\mu(k), \) and \( \tilde{H}_s^{\mu\nu}(k) \) appear only in the last two equations. Let us first consider the first three equations which only contain \( \tilde{D}_s(k), \tilde{E}_s^\mu(k), \) and \( \tilde{G}_s^{\mu\nu}(k): \)

\[
\frac{\alpha' k^2}{4} \tilde{D}_s(k) - \sqrt{\frac{\alpha'}{2}} k_D \tilde{E}_s^\mu(k) = J_D(k), \\
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_D \tilde{D}_s(k) + \tilde{E}_s^\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_D \tilde{C}_s^\mu(k) = J_E^\mu(k), \\
\frac{1}{4} \sqrt{\frac{\alpha'}{2}} \left( k_D \tilde{E}_s^\mu(k) + k_D \tilde{E}_s^\mu(k) \right) + \frac{\alpha' k^2}{16} \tilde{G}_s^{\mu\nu}(k) = J_G^{\mu\nu}(k).
\]

(3.154)

They coincide with the first three equations of (3.106),

\[
\frac{\alpha' k^2}{4} D(k) - \sqrt{\frac{\alpha'}{2}} k_D E_\mu(k) = J_D(k), \\
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_D D(k) + E_\mu(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_D C_\mu(k) = J_E^\mu(k), \\
\frac{1}{4} \sqrt{\frac{\alpha'}{2}} k_D E_\nu(k) + \frac{1}{4} \sqrt{\frac{\alpha'}{2}} k_D E_\nu(k) + \frac{\alpha' k^2}{16} G^{\nu\nu}(k) = J_G^{\mu\nu}(k),
\]

(3.155)

under the replacement of \( \tilde{D}_s(k), \tilde{E}_s^\mu(k), \) and \( \tilde{G}_s^{\mu\nu}(k) \) by \( D_s(k), E_\mu(k), \) and \( G^{\mu\nu}(k) \), respectively. The equations (3.106) are those of (3.153) at the level \((1,1)\) so that we conclude that the
equations (3.154) can be solved for \( \tilde{D}_s(k) \), \( \tilde{E}_\mu^s(k) \), and \( \tilde{G}^{\mu\nu}_s(k) \) when the equation (3.153) has a solution.

The remaining equations,

\[
\tilde{C}_s(k) + \tilde{D}_s(k) - \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{F}_s^\mu(k) = \mathcal{J}_B(k),
\]

\[
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{C}_s(k) - \frac{\alpha'}{4} k^2 \tilde{F}_s^\mu(k) + \tilde{E}_s^\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \tilde{H}_s^{\mu\nu}(k) = \mathcal{J}_A^\mu(k),
\]

are now regarded as the equations for \( \tilde{C}_s(k) \), \( \tilde{F}_s^\mu(k) \), and \( \tilde{H}_s^{\mu\nu}(k) \) when \( \tilde{D}_s(k) \), \( \tilde{E}_s^\mu(k) \), and \( \tilde{G}^{\mu\nu}_s(k) \) satisfying (3.154) are given. We look for a solution in a gauge where \( \tilde{F}_s^\mu(k) \) vanishes:

\[
\tilde{F}_s^\mu(k) = 0.
\]

This condition can be satisfied by the gauge transformation (3.95) with the parameter \( \tilde{\zeta}_\mu(k) \).

Under this gauge condition, the equations for \( \tilde{C}_s(k) \) and \( \tilde{H}_s^{\mu\nu}(k) \) are

\[
\tilde{C}_s(k) + \tilde{D}_s(k) = \mathcal{J}_B(k),
\]

\[
\frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{C}_s(k) + \tilde{E}_s^\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \tilde{H}_s^{\mu\nu}(k) = \mathcal{J}_A^\mu(k).
\]

The first equation can be solved for \( \tilde{C}_s(k) \) as

\[
\tilde{C}_s(k) = -\tilde{D}_s(k) + \mathcal{J}_B(k),
\]

and we eliminate \( \tilde{C}_s(k) \) from the second equation to obtain

\[
- \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \tilde{D}_s(k) + \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k^\mu \mathcal{J}_B(k) + \tilde{E}_s^\mu(k) - \frac{1}{2} \sqrt{\frac{\alpha'}{2}} k_\nu \tilde{H}_s^{\mu\nu}(k) = \mathcal{J}_A^\mu(k).
\]

Thus the equation we need to solve for the antisymmetric tensor field \( \tilde{H}_s^{\mu\nu}(k) \) is

\[
k_\nu \tilde{H}_s^{\mu\nu}(k) = \mathcal{J}^\mu(k),
\]

where

\[
\mathcal{J}^\mu(k) = - k^\mu \tilde{D}_s(k) + k^\mu \mathcal{J}_B(k) + 2 \sqrt{\frac{2}{\alpha'}} \tilde{E}_s^\mu(k) - 2 \sqrt{\frac{2}{\alpha'}} \mathcal{J}_A^\mu(k).
\]

By contracting (3.161) with \( k_\mu \), we find that (3.161) does not allow any solutions when \( k_\mu \mathcal{J}^\mu(k) \) is nonvanishing. We can show that \( k_\mu \mathcal{J}^\mu(k) \) vanishes in the following way. We first express \( k_\mu \mathcal{J}^\mu(k) \) in terms of the source terms as

\[
k_\mu \mathcal{J}^\mu(k) = - k^2 \tilde{D}_s(k) + k^2 \mathcal{J}_B(k) + 2 \sqrt{\frac{2}{\alpha'}} k_\mu \tilde{E}_s^\mu(k) - 2 \sqrt{\frac{2}{\alpha'}} k_\mu \mathcal{J}_A^\mu(k)
\]

\[
= - \frac{4}{\alpha'} \mathcal{J}_D(k) + k^2 \mathcal{J}_B(k) - 2 \sqrt{\frac{2}{\alpha'}} k_\mu \mathcal{J}_A^\mu(k),
\]
where we used the first equation of (3.154). The equations (3.152) correspond to

\[ Q_B \tilde{\Psi} = - \sum_{n=2}^{\infty} \frac{g^{n-1}}{n!} [\Psi^n] \]  

(3.164)

at the level (1,1), and we can show that the right-hand side of this equation is annihilated by the BRST operator using the equation (3.153) and the relations in (2.72). At the level (1,1), this yields the following relations among the source terms:

\[ \frac{1}{2} \sqrt{\alpha'} k^\mu J_D(k) - \frac{\alpha' k^2}{4} \mathcal{J}^\mu E(k) + k_\nu (\mathcal{J}^\mu_G(k) + \mathcal{J}^\mu_G(k)) = 0, \]  

(3.165)

\[ \mathcal{J}_D(k) - \frac{\alpha' k^2}{4} \mathcal{J}_B(k) + \sqrt{\alpha'} k_\mu \mathcal{J}_A^\mu(k) = 0. \]

It follows from the second relation that \( k_\mu \mathcal{J}^\mu(k) \) vanishes when the source terms are constructed from \( \Psi \) satisfying (3.153).

The equation we need to solve for \( \tilde{H}^\mu_{\ast}(k) \) is

\[ k_\mu \tilde{H}^\mu_{\ast}(k) = \mathcal{J}^\mu(k) \]  

(3.166)

with \( \mathcal{J}^\mu(k) \) satisfying

\[ k_\mu \mathcal{J}^\mu(k) = 0. \]  

(3.167)

In the coordinate basis, the equation is expressed as

\[ \partial_\mu \tilde{H}^\mu_{\ast}(x^0, x^1, \ldots, x^{25}) = \mathcal{J}^\mu(x^0, x^1, \ldots, x^{25}) \]  

(3.168)

with \( \mathcal{J}^\mu(x^0, x^1, \ldots, x^{25}) \) satisfying

\[ \partial_\mu \mathcal{J}^\mu(x^0, x^1, \ldots, x^{25}) = 0. \]  

(3.169)

We look for a solution where only \( \tilde{H}^1_{\ast}(x^0, x^1, \ldots, x^{25}) \) and \( \tilde{H}^{1\mu}_{\ast}(x^0, x^1, \ldots, x^{25}) \) are nonvanishing. In this case we have

\[ \frac{\partial}{\partial x^1} \tilde{H}^1_{\ast}(x^0, x^1, \ldots, x^{25}) = \mathcal{J}^\mu(x^0, x^1, \ldots, x^{25}) \quad \text{for} \quad \mu \neq 1. \]  

(3.170)

The components \( \tilde{H}^1_{\ast}(x^0, x^1, \ldots, x^{25}) \) of the antisymmetric tensor field are therefore given by

\[ \tilde{H}^1_{\ast}(x^0, x^1, \ldots, x^{25}) = \int_{-\infty}^{x^1} dx' \mathcal{J}^\mu(x^0, x', x^2, \ldots, x^{25}) \quad \text{for} \quad \mu \neq 1. \]  

(3.171)

Then the components \( \tilde{H}^{1\mu}_{\ast}(x^0, x^1, \ldots, x^{25}) \) are

\[ \tilde{H}^{1\mu}_{\ast}(x^0, x^1, \ldots, x^{25}) = - \int_{-\infty}^{x^1} dx' \mathcal{J}^\mu(x^0, x', x^2, \ldots, x^{25}) \quad \text{for} \quad \mu \neq 1. \]  

(3.172)
The remaining equation,
\[ \partial_{\nu} \tilde{H}_{*}^{1\nu}(x^0, x^1, \ldots, x^{25}) = J^1(x^0, x^1, \ldots, x^{25}), \tag{3.173} \]
is also solved because
\[
\partial_{\nu} \tilde{H}_{*}^{1\nu}(x^0, x^1, \ldots, x^{25}) = - \int_{-\infty}^{x^1} dx' \frac{\partial}{\partial x^0} J^0(x^0, x', x^2, \ldots, x^{25}) \\
- \int_{-\infty}^{x^1} dx' \frac{\partial}{\partial x^1} J^1(x^0, x', x^2, \ldots, x^{25}) \\
= \int_{-\infty}^{x^1} dx' \frac{\partial}{\partial x^0} J^1(x^0, x', x^2, \ldots, x^{25}) \\
= J^1(x^0, x^1, x^2, \ldots, x^{25}), \tag{3.174} \]
where we used \( \partial_{\mu} J^\mu(x^0, x^1, \ldots, x^{25}) = 0. \)

To summarize, we have shown that the equations (3.152) can be solved for \( \tilde{C}_s(k), \tilde{D}_s(k), \tilde{E}\_s^\mu(k), \tilde{F}^\mu(k), \tilde{G}^\mu\_s(k), \) and \( \tilde{H}^\mu\_s(k) \) when the source terms \( J_B(k), J_D(k), J^A(k), J^E(k), \) and \( J^G(k) \) are constructed from \( \Psi \) satisfying (3.153). This means that the equations (3.152) do not impose any additional conditions on \( \Psi \) satisfying (3.153). This completes the demonstration that the equations of motion (3.102) and (3.104) of closed string field theory without the level-matching condition are equivalent to the equation of motion (3.107) of closed string field theory with the level-matching condition up to extra free fields described by \( \Delta \tilde{G}^{IJ}(k) \) and \( \Delta \tilde{H}^{IJ}(k) \).

### 4 Conclusions and discussion

We constructed closed bosonic string field theory without imposing the constraints
\[ L_0 \Psi = 0, \quad b_0 \Psi = 0 \tag{4.1} \]
on the closed string field \( \Psi \). This is the first implementation of general covariance in the context of string theory without using the level-matching condition. In the free theory, the spacetime metric is represented by the component field \( G_{\mu\nu}(k) \) in (3.84) from \( \Psi \), and the general coordinate transformation is parameterized by \( \xi_\mu(k) \) in (3.88) from \( \Lambda \). In the interacting theory, not only \( \Psi \) but also \( \tilde{\Psi} \) transforms under the gauge transformation with the parameter \( \Lambda \), as can be seen from (2.69). While \( \tilde{\Psi} \) describes the extra free fields, it does transform under the general coordinate transformation. Even in closed string field theory with the level-matching condition, the general covariance is not implemented by simply replacing ordinary derivatives with covariant derivatives, but in closed string field theory without the level-matching condition.
its implementation is more exotic. This is why the extra free fields from $\tilde{\Psi}$ do not couple to gravity despite the fact that they have kinetic terms.\(^{10}\)

We have demonstrated in perturbation theory with respect to the string coupling constant $g$ that closed bosonic string field theory without the level-matching condition is equivalent to closed bosonic string field theory with the level-matching condition. Nonperturbatively, however, the two theories can be inequivalent. As we commented in subsection 3.3.2, the component field $A_\mu(k)$ in (3.84) vanishes up to the gauge transformations in any solutions to the equations of motion, but we can have solutions which cannot be brought to the form where $A_\mu(k) = 0$ by the gauge transformation if we compactify the target space on a torus. We expect that there will be a lot of such nonperturbative solutions for generic backgrounds. It will be also possible that there are similar nonperturbative solutions in superstring field theory without any constraints for the Ramond sector [5] and consequently the theory can be inequivalent to superstring field theory with the constraint for the Ramond sector [2, 3, 4]. It would be interesting to explore more about such nonperturbative differences.

In the formulations of open superstring field theory based on the constraint for the Ramond sector [2, 3, 4], the operator $X$ (1.10) plays a distinctive role, and it seems difficult to replace it with a different operator such as the zero mode of the picture-changing operator. On the other hand, the operator $X$ does not have a special meaning in the approach by Sen [5], and in fact the zero mode of the picture-changing operator was used instead of $X$. In closed bosonic string field theory with the level-matching condition, the operator $B$ (1.3) plays a distinctive role, and it has been difficult to replace it with a different operator. On the other hand, the operator $B$ does not have a special meaning in closed bosonic string field theory without the level-matching condition, and we expect that it is possible to replace it with a different operator. For example, a family of gauges called linear $b$-gauges were introduced for open bosonic string field theory in [14], and the operator $b_0$ in Siegel gauge was replaced with a more general operator made of the $b$ ghost. The corresponding generalization may be possible for closed bosonic string field theory without the level-matching condition, where $b_0 - \tilde{b}_0$ is replaced with a more general operator made of the $b$ ghost and the $\tilde{b}$ ghost and $L_0 - \tilde{L}_0$ is also replaced correspondingly. In particular, Schnabl gauge can be realized in a singular limit of linear $b$-gauges, and it would be interesting to consider the corresponding limit in closed bosonic string field theory without the level-matching condition. More exotic choices might also be possible and, for example, it would be interesting to consider choosing $b_0$ in place of $b_0 - \tilde{b}_0$ and $L_0$ in place of $L_0 - \tilde{L}_0$. Furthermore, there might be more general constructions of multi-string products which satisfy (2.72). While we have not understood the reason clearly, somehow use of extra free string fields seems to

\(^{10}\)This was also the case for the theory constructed by Sen in [5], where the level-matching condition was imposed on the closed string field but extra string fields were introduced for the covariant treatment of the Ramond sector.
make string field theory more flexible.

This flexibility might play a role when we try to extract closed strings from open strings in the context of the AdS/CFT correspondence. For example, the world-sheet of closed strings is constructed from the world-sheet of open strings via unconventional gluing in the hexagon approach [15], and the representation of closed strings without using the level-matching condition might be useful.

We usually use the Batalin-Vilkovisky formalism for gauge fixing of string field theory, but the construction of a classical master action in the Batalin-Vilkovisky formalism can be complicated. For closed bosonic string field theory with the level-matching condition, the construction of a classical master action is straightforward because the action (2.13) and the gauge transformation (2.24) are both written in terms of the same set of multi-string products satisfying the \( L_\infty \) relations (2.26). The corresponding relations (2.72) for closed bosonic string field theory without the level-matching condition are different from \( L_\infty \) relations, but they are closely related to \( L_\infty \) relations and we expect that a classical master action can be easily constructed following the analogous construction in [5].

The approach by Sen [5] to the covariant treatment of the Ramond sector using spurious free fields has opened a new direction of research in string field theory, and we believe that we have revealed that the approach has a counterpart which is related to the level-matching condition on closed string fields. It will be also possible to combine the two and formulate closed superstring field theory without imposing the level-matching condition and the constraint on the Ramond sector. Some aspects of the new approach are still mysterious, and we hope that the results of this paper will help demystify the potential of this interesting new direction of research in string field theory.
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