Performance Evaluations of PC5-Based Cellular-V2X Mode 4 for Feasibility Analysis of Driver Assistance Systems with Crash Warning
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Abstract: This paper presents the communication performance of PC5-based Cellular-Vehicle-to-Everything mode 4 (called mode 4) to measure the feasibility of a Crash Warning System (called CWS). The CWS requires nodes (e.g., cars or pedestrians) to update its location information ten times per second. This requirement provides us with a channel congestion problem. To investigate feasibility in terms of channel congestion, we evaluated communication performance in various crash scenarios by computer simulation. One of the serious scenarios is a crowded environment like large intersections. In the uniform node distribution, in which we evaluated average performance, mode 4 accommodated 26% fewer nodes than the expected one; in a realistic node distribution, mode 4 achieved 55% worse performance than the CWS requirements. Our results highlighted the need for performance improvements of mode 4 for CWS in practical uses.
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1. Introduction

In order to advance the Intelligent Transport Systems (ITS) concept for Smart Cities [1], driver assistance systems require Vehicle-to-Everything (V2X) communications. In particular, the Crash Warning System (CWS) [2], one of the essential systems using V2X, improves the safety level of driving. In this system, each communication node, simply called a node, e.g., a vehicle, a pedestrian, or a drone with communication equipment, periodically advertises its state data on its frames (simply called frames) in the broadcast mode. CWS requires reliable V2X communication, i.e., with severe Quality of Service (QoS) requirements, to accurately warn users. Of these requirements [3,4], nodes must receive status data from other nodes at rates of ten or more times per second. Additionally, nodes must warn users at least 2.5 s prior to future traffic accidents, i.e., potential crashes. Based on the QoS requirements, we have defined a performance metric called Node Accommodation Capacity (NAC), which represents the maximum number of nodes that can satisfy the QoS requirements. This metric plays an important role in proving the feasibility. We require enough large NACs to use CWS in various environments [5].

As a new V2X standard, PC5-based Cellular-V2X (C-V2X) mode 4 (simply called mode 4) [6] has been developed. Mode 4 does not require communications with base stations. This characteristic provides device-to-device communications, even out of base stations’ coverage range. It also reduces the communication costs with base stations. Instead of communications with base stations, mode 4 has a new random access mechanism—sensing-based semi-persistent scheduling (Sensing-based SPS). This random access mechanism uses a transmission history of the past 1000 milliseconds. The history supports nodes to select a slot with estimated-low interference. The new standard supports CWS, and thus, this paper focuses on CWS using mode 4.
The congestion problems of mode 4 disturb the development of CWS in terms of practical uses. In crash scenarios, mode 4 requires reliable communications. Unfortunately, some crash scenarios decrease the signal-to-interference-plus-noise ratio (SINR); for example, in crowded intersections or for high-speed vehicles like emergency vehicles, mode 4 experiences lower SINR than other scenarios. In such scenarios, mode 4 may not satisfy the QoS requirements. However, existing works have not evaluated the performance of mode 4 in crash scenarios. In such crash scenarios, we need to focus on nodes approaching to collide with the other nodes after a few seconds. The movements vary the SINRs between the nodes. Most of the works, like [7–16], did not focus on CWS and thus did not consider the crash scenarios for CWS. Our previous works [17–19] evaluated performance under congestion in CWS, but the nodes were fixed. Thus, these works also did not consider crash scenarios sufficiently.

In this paper, we investigate the feasibility of CWS in terms of the congestion caused by crash scenarios. In the end, we model crash scenarios in crowded intersections or for high-speed vehicles, and evaluate the performance characteristics of mode 4 in the modeled scenarios. The former scenarios are mainly related to the density of the nodes. By using the uniform node distribution, we investigate the performance limitations of mode 4 against the number of nodes, i.e., NAC. Additionally, by using realistic node distributions, we investigate the performance characteristics of mode 4 in realistic intersections. The latter scenarios depend on the relative speed of two nodes related to a potential crash. We evaluate the performance limitations of mode 4 at various relative speeds. In summary, this paper mainly contributes to investigating the NAC of mode 4 in various crash scenarios in CWS in order to show the feasibility in congestion conditions.

2. Related Works

Table 1 summarizes the existing works related to mode 4 [7–19]. Some works [7–16] evaluated the performance of PHY, MAC, or the application (such as cooperative awareness and platoon) layers of mode 4 rather than the performance in use-cases of CWS using mode 4. Our previous works [17–19] focused on the performance of mode 4 in CWS but did not cover feasibility. In the following paragraphs, we briefly explain the related works.

| Layer          | Crash Scenarios | Related Works |
|----------------|-----------------|---------------|
| PHY and MAC Layer | Not assumed     | [7–13]        |
| Awareness      |                 |               |
| Platoon        | Not assumed     | [14,15]       |
| CWS            | Assumed         | Our previous works [17–19] |

Some related works have focused on the performance of mode 4 in the PHY and MAC layers. The work in [7] summarized the mechanism of mode 4. In [7], the authors evaluated the packet delivery rates of the distance between a transmitter and a receiver. The study in [8] simulated the performance of some mode 4 configuration parameters for slot selection. In [9], the authors mathematically analyzed the performance of mode 4 in terms of the error and the distance between a transmitter and a receiver. Reference [10] simulated the performance of mode 4 for frame sizes. In [11,12], the authors also simulated the performance of mode 4 for its key configuration parameters. The work in [13] enhanced the mechanisms of mode 4 to reduce collision errors by slot reselections.

The other works in [14–19] evaluated the performance of mode 4 while considering the application layer. In [14,15], the authors evaluated the performance of mode 4 in terms of cooperative awareness. Paper [14] revealed that mode 4 is characterized by greater delay and less packet delivery rates than those of IEEE802.11p. The work in [15] concluded that it might be possible to utilize mode 4 for practical uses in terms of cooperative awareness by optimizing the modulation and coding scheme.
In [16], the authors simulated the performance of mode 4 in the use cases of the platoon, and concluded that mode 4 outperforms IEEE802.11p in the use cases. The work considers traffic accidents in terms of the platoon. However, the relative speed between platooned trucks is smaller than that in CWS. Our previous works [17–19] focused on CWS using mode 4. In [17,19], we proposed the non-orthogonal multiple access (NOMA) concept to overcome the congestion problem of mode 4. In [18], we investigated the behaviors of the slot selection mechanisms of mode 4. Our previous works did not however cover investigations into the feasibility of mode 4 in various crash scenarios, because the previous works focused on comparing communication systems rather than the feasibility evaluations of mode 4 in CWS.

According to the above discussions, the existing works have not investigated the feasibility of mode 4 in CWS. In this paper, we model various crash scenarios and investigate the performance of mode 4 in the modeled crash scenarios. The investigations highlight the performance limitations of mode 4 in CWS. Therefore, this paper extends the fundamental performance evaluations to the feasibility investigations for CWS.

3. System Model and Characteristics

This section explains the procedure of mode 4, the model of CWS, and the characteristics of mode 4 in CWS. In the model of CWS, we describe the warning process of CWS and the QoS requirements for accurate warnings of CWS. Explaining the characteristics help to understand our simulation results in Section 5.

3.1. Mode 4 Mechanism

Mode 4 does not require any base stations to communicate with the other nodes, unlike other C-V2X standards such as Uu-based C-V2X and PC5-based C-V2X mode 3 (called mode 3) [20]. In the Uu-based C-V2X, each node must negotiate the transmission slots with a base station before transmissions. Subsequently, the node transmits data to the base station once, and then the base station transmits the data to the other nodes. In contrast, mode 3 and mode 4 use PC5 interfaces to transmit data, i.e., sidelinks. Figure 1 shows the comparison between the characteristics of mode 4 and mode 3. Mode 3, the right figure in Figure 1, requires negotiation for a transmission slot, but directly transmits data through sidelink. In mode 4, the left figure in Figure 1, each node autonomously selects a transmission slot and directly transmits data in the slot [20]. In summary, mode 4 has no additional infrastructures and no control signals, unlike mode 3; it reduces communication costs, as compared to the other C-V2X standards. We explain the algorithm of mode 4 as follows.

![Figure 1](image-url)

**Figure 1.** The characteristics of mode 4, as compared to mode 3.

In order to communicate without base stations, each node executes Sensing-based SPS, which is a new random-access protocol. Sensing-based SPS has two different features from CSMA/CA as follows:

- **Slot selection based on history:** In order to select a good slot for the transmissions, each node uses the history of past slot utilization and estimates the interference of each future slot. The history includes the sensing information of all the slots, despite it transmitting or not; that is, each node
senses all the slots. This sensing information includes the received signal, the remaining number of slot utilization [7] (related to the next feature), and others.

Semi-persistent slot utilization: In order to boost the above estimation accuracy of the interference pattern, each node uses the same slot in a semi-persistent manner; in other words, each node successively uses the same frequency resource at specific times.

The basic procedure of the Sensing-based SPS has seven steps. The first four steps are to reduce the candidate slots using some carrier sensing mechanisms (Step 1–4). Specifically, each node filters the estimated slots with high interference in Steps 2–4. The last three steps operate successive transmissions (Step 5–7). We describe the steps in the following paragraphs:

Step 1. Initialization: When a frame is generated, each node initializes a set of candidate slots, $S_A$. The initial set includes all the slots during the selection window—as shown in the right part of Figure 2. The selection window is during a transmission interval $i$, e.g., 100 ms for 10 frames/s, which is after its generated time $t_g$ of the periodic frames. In contrast, the sensing history includes all the slots during the sensing window—as shown in the left part of Figure 2. As shown in Figure 2, the length of this window is standardized at 1000 ms.

![Figure 2. The illustration of the sensing window and selection window.](image)

Step 2. Filtering 1 (half-duplex): In this step, each node excludes non-sensed candidate slots during the sensing window from the initial set $S_A$. For example, each node cannot receive frames in the transmission slot. In these non-sensed slots, nodes cannot infer the slot usage from the past slots due to the half-duplex. The updated $S_A$ passes to the next step.

Step 3. Filtering 2 (Reference Signal Received Power (RSRP)): In this step, each node excludes specific candidate slots by the RSRP conditions from $S_A$. The RSRP conditions are as follows;

- The first condition is that one or more nodes reserve the candidate slot in the sensing window. Each node refers to the remaining number of sensing information in the past slot. Note that the frame must be decoded successfully.
- The second condition is that the RSRP of the above slots, reserved by the other nodes, is higher than the threshold. Note that, when the same transmitter reserves a transmission slot, the RSRP of the most recent slot is referred to.

From these two conditions, each node can exclude the candidate slots with deterministically high interference in this step. Figure 3 illustrates an example of Step 3. In Figure 3, in the three past slots, the nodes reserve a candidate slot of time $t$. This step is iterated until the size of $S_A$ becomes 20% or higher of the initial size in order to ensure that a sufficient amount of candidate slots are handed over to the next step. With each iteration, the RSRP threshold is reduced by 3 dB of the standard.
Step 4. Filtering 3 (Received Signal Strength Indicator (RSSI)): Each node excludes the candidate slots based on the average RSSI over the corresponding past slots. The corresponding past slots are defined as the slots that are traced back with the transmission interval from the candidate slot in the sensing window. Figure 4 is an example of a node calculating the average RSSI. Then, an individual node puts the $N$ top of the slots with the lowest average RSSI into the new set ($S_B$). The $N$ is standardized as the value of 20% of the number of slots. This step estimates the interference, although the nodes cannot fully identify the interference. In other words, the nodes exclude the candidate slots with the estimated-high interference.

Step 5. Random Selection: Each node randomly selects a transmission slot from $S_B$. This random selection prevents several nodes from selecting the same slot.

Step 6. Configuration: Each node randomly sets a reselection counter from a pre-defined range. Nodes reduce the counter by one every transmission. The node successively uses the same slot selected in Step 5 until the reselection counter becomes zero. The random selection of the reselection counters is effective in avoiding simultaneous reselections with other nodes. As a result, the possibility of the node selecting the same slot with other nodes is decreased.

Step 7. Successive transmissions and Reselection: Each node successively uses the selected slot and probabilistically reselects the next transmission slot after the reselection counter becomes zero. The node returns to Step 1 at a probability, called resource keeping probability. The probability is pre-defined in the range of 0–0.8; otherwise, each node maintains and uses the same slot.
3.2. Crash Warning System

3.2.1. How to Warn

In CWS, each node advertises (broadcasts) its own state data periodically and calculates the crash risks in the near future (i.e., potential crash risks), based on the obtained state data from other nodes. Figure 5 shows an example of a warning in CWS. The left illustration shows a periodical advertisement phase, and the right illustration shows a calculation phase.

![Figure 5. The procedures of CWS: broadcast to surrounding nodes and warn the users.](image)

In the periodical advertisement phase, each node broadcasts a frame, including its own state data in every transmission period. Each data includes the node’s location, speed, direction, time, and other information related to the node’s mobility. The data can be obtained from some sensors, such as GPSs and gyro sensors. In Figure 5, node-A broadcasts its own state data to notify other nodes of its existence.

In the calculation phase, CWS calculates the user’s potential crash risks in every receiving frame. If the risks are higher than a pre-defined value, the function warns the user, such as the driver or pedestrian. In Figure 5, node-B detects the potential crash risks with node-A from the obtained frame, and thus, warns the driver.

3.2.2. QoS Requirements

CWS has the following two QoS requirements to detect potential crash nodes, which are nodes that are likely to collide with other nodes.

Figure 6 illustrates an outline of the QoS requirements for node-B to detect node-A.

- **The number of received frames**: Potential crash nodes must receive ten frames/s from the corresponding potential crash nodes. Reference [3] standardizes the number of transmissions to 10 frames/s. We interpret this specification as a requirement concerning the number of received frames because receiving all of the transmitted frames is typically necessary and important in warning of potential crashes; in other words, the nodes need to obtain enough information to predict their future location in a real-time manner accurately. In Figure 6, node-B needs to receive at least ten numbers of node-A’s frames per second.

- **Warning period**: This is the period during which the system can safely warn the user. Specifically, this period is during 2.5–9.5 s prior to potential crashes [4]; in other words, the time-to-crash is within 2.5–9.5 s. To warn at a time-to-crash of 2.5 s, which is the last warning opportunity, potential crash nodes must satisfy the above requirement during the time-to-crash of 2.5–3.5 s. In Figure 6, node-B needs to warn node-A during this period.

In summary, according to the two QoS requirements, each potential crash node must receive ten frames from the corresponding potential crash nodes during 2.5–3.5 s before the potential crashes. As aforementioned, NAC is the maximum number of nodes in the communication range when the potential crash nodes can satisfy the two requirements. On average, the system can warn accurately when the number of nodes in the communication range is equal to or less than NAC. It is necessary to increase the NAC related to various factors, such as node density.
3.3. Crash Scenarios and Congestion Problem

In this section, we analyze the performance of mode 4 in some crash scenarios. The following scenarios decrease communication performance;

– Crowded intersection scenarios: crashes in crowded intersections.
– High-speed scenarios: crashes with high-speed nodes, like emergency vehicles.

To discuss the relationships between the performance of mode 4 and the scenarios, we consider an SINR during the warning period between two potential crash nodes: a transmitter $t$ and a receiver $r$. Equation (1) denotes the SINR $\gamma_r$:

$$\gamma_r = \frac{S_{tr}}{I_r + N_0}$$  \hspace{1cm} (1)

$N_0$ is noise power. $I_r$ is the interference power against the received signal at the receiver $r$. $S_{tr}$ is the received signal power from $t$ to $r$. The received signal power is formulated as follows:

$$S_{tr} = P_t C_{tr} d_{tr}^{-\alpha}$$  \hspace{1cm} (2)

$P_t$ is the constant transmission power. $d_{tr}$ is the distance between $t$ and $r$. $C_{tr}$ is the fading gain between $t$ and $r$. $\alpha$ denotes the path loss exponent. In the following sub-sections, we discuss the performance characteristics of mode 4 in the two scenarios.

3.3.1. Crowded Intersection Scenarios

Crowded intersections amplify the interference from other nodes. The interference is formulated as follows:

$$I_r = \sum_{i \in I} S_{ir}$$  \hspace{1cm} (3)

$I$ denotes the set of other transmitters at the transmission opportunity of the transmitter $t$. $|I|$ is the number of simultaneous transmitters. From Equations (2) and (3) is transformed as follows:

$$I_r = \sum_{i \in I} P_t C_{ir} d_{ir}^{-\alpha}$$  \hspace{1cm} (4)

The SINR in Equation (1) is transformed from Equation (4) as follows:

$$\gamma_r = \frac{S_{tr}}{\sum_{i \in I} P_i C_{ir} d_{ir}^{-\alpha} + N_0}$$  \hspace{1cm} (5)

From Equation (5), as $d_{ir}$ is smaller and/or $|I|$ is larger, SINR is smaller. In crowded intersections, i.e., the density of the nodes is high, the number of nodes near the transmitter is, on average,
larger than in non-crowded intersections. The trends of $d_{tr}$ and/or $|I|$ decrease SINR, and as a result, the performance of mode 4 is downgraded in such intersections.

Additionally, $|I|$ is related to the communication traffic load. Thus, the load is related to the number of transmissions per second (defined as NTS) is related to $|I|$, in addition to the density of the nodes involved in the crash scenarios. Increasing NTS increases $|I|$. Whereas, increasing NTS is expected to improve SINR because of the redundant transmissions. The two impacts also operate the degree of congestion.

3.3.2. High-Speed Scenarios

In high-speed crash scenarios, $S_{tr}$ is weaker than in low-speed scenarios. In the high-speed scenarios, potential crash nodes approach each other at high speeds. As nodes move at higher speeds, the relative speed $v_{tr}$ is higher. For example, emergency vehicles run at high-speeds. By using time-to-crash $t_{\text{crash}}$ and the relative speed, the communication distance during the warning period is shown as follows:

$$d_{tr} = v_{tr}t_{\text{crash}}$$  \hspace{1cm} (6)

From Equations (2) and (6), the SINR is formulated as follows:

$$\gamma_r = \frac{P_l C_r (v_{tr} t_{\text{crash}})^{-\alpha}}{I_r + N_0}$$  \hspace{1cm} (7)

In order to recognize the potential crashes, the nodes need to receive frames during the warning period, i.e., $t_{\text{crash}}$ is 2.5–3.5 s at least. As the relative speed is larger at time $t_{\text{crash}}$, the communication distance is larger. As a result, the SINR is lower than that of the low-speed scenarios.

4. Evaluation Model

4.1. Crash Scenarios and Performance Metrics

Figure 7 depicts an example of the simulations. We investigated the number of received frames during the warning period at an evaluation target receiver from an evaluation target transmitter. The two target nodes were the potential crash nodes for each other; specifically, they frontally approached each other at a relative speed $v_{tr}$. This head-on crash scenario is the largest relative speed of the other scenarios, and thus, the communication distance is the largest in Equation (6). If the QoS requirements are satisfied in this scenario, the requirements are also satisfied in the other scenarios.

**Figure 7.** The abstract image of the simulation model of CWS: the transmitter and receiver are potential crash nodes.
Around the target receiver, within 300 m, the other nodes were deployed, as shown in Figure 7. All the nodes, including target nodes, shared spectrum resources in a multiple access manner. The manner causes the other nodes to play a role in the interference and competitors of slot selections for target nodes. Figure 7 shows an example in which two nodes interfere with a frame from the target transmitter at the target receiver. The signal power was strong enough at the target receiver within 300 m.

Next, we explain the dynamic ranges of the parameters modeling the crash scenarios. For crowded intersection scenarios, two kinds of densities (i.e., node distribution models) were given. The first kind of model is the uniform distribution model. This model is the most fundamental stochastic model. The model provides us with the average performance. Additionally, the stochastic model allows us to change the number of nodes in order to boost the density of the nodes. The two reasons provide an average upper limit of the number of nodes, i.e., NAC. The second one is the realistic distribution model. The model is built by Bologna data [21], which is the realistic mobility data for cars and pedestrians. From Bologna data, we modeled three intersections: large, medium, and small intersections, named A–C, respectively. The next section explains the details of the data. The NTS of each node depends on the degree of the congestion. In our simulations, NTS was also given 10–30 frames/s. Considering high-speed scenarios, we set \( v_{tr} \) at 120–240 km/h. For the scenarios, we assumed that emergency vehicles run at high speeds in urban areas. In our models, the target nodes approach at a given relative speed.

This paper showed the number of received frames during 2.5–3.5 s and NAC as a performance metric. The first metric was compared to the QoS requirements. For one of the references of NAC, we computed the average number of nodes (ANN), which is an average value over the number of nodes used in the three realistic intersections from Bologna data. ANN had 488 nodes. The number of received frames were averaged over 300 iterations in the uniform node distribution model and over 3 iterations × 1 period for the traffic signal. The period of A is 105 s. B and C have no traffic signals, so we defined 112 s as the period because the duration is averaged over other traffic signals in the data. The metric was simulated by a simulator that we made. In our investigations, we could not find suitable mode 4 simulators that were able to evaluate the system-level performance in the context of CWS. We confirmed that the simulator outputted values along with the characteristics of mode 4.

4.2. Bologna Data and Realistic Node Distribution Models

Bologna data is the open data in iTETRIS [22] (http://sumo.dlr.de/wiki/Data/Scenarios). The Bologna data was collected in Bologna (Italy) over three days from November 11 (Tue) to November 13 (Thu) in 2008 with 636 detectors.

The data includes peak hours in the morning. This data includes mobility data of pedestrians. The data is suitable to evaluate V2X performance, including Vehicle-to-Pedestrian. We obtained the mobility data from the Bologna data by Simulation of Urban MOBility (SUMO) [23]. From the Bologna data, we extracted three intersections (A–C) × 9 periods. Figure 8a illustrates the geographical map of the target intersections. These densities varied with time. To analyze the characteristics of the densities with time, we introduced two densities: central density and system density. The former is defined as the number of nodes within 100 m of the center point; the range was within the time-to-crash of approximately 3 s at the relative speed of 120 km/h. As the central density is large, \( d_{ir} \) in Equation (4) is, on average, small. System density represents the number of nodes within 300 m. As the density is large, \(|I|\) in Equation (3) is also, on average, large. Figure 8b provides the average densities of each period. The trends of the system density and central density are proportional to the size of the intersections. Additionally, the system density is at its peak at 3500 s, as compared to the other times. The highest central densities were 3000 s at A, 1000 s at B, and 3500 s at C. In these periods, the performance is likely to be degraded.
The system density and central density are defined as the number of nodes within 100 m and 200 m of the intersections, respectively. In the propagation analysis, we considered the independent and identically distributed (i.i.d) shadowing loss between nodes. In the propagation model, all the nodes were synchronized with GNSS.

Mode 4 has 1000 sub-frames that were sufficient to provide a warning. Additionally, we simply modeled the sub-channel of mode 4. To guarantee enough resources to transmit a frame of 190 bytes, mode 4 can have two sub-channels.

To analyze the system characteristics of the densities with time, we introduced two densities: system density and central density in three intersections (A–C). In these periods, the performance is likely to be degraded. However, during other periods, the system density is at its peak at 3500 s, and the central density is at its peak at 3000 s. The highest central densities were 3000 s, and 3500 s, respectively. Also, the central density was 800 s, 400 s, and 1000 s, respectively.

The key simulation parameters are listed in Table 2. First, the communication system model complied with the mode 4 standard [7]. A carrier frequency of 5.9 GHz was used as standard. The bandwidth was 10 MHz. The frame size was set to 190 bytes. We assumed that each frame conveyed accurate data that were sufficient to provide a warning. Additionally, we simply modeled the sub-channel of mode 4. To guarantee enough resources to transmit a frame of 190 bytes, mode 4 can have two sub-channels. Mode 4 has 1000 sub-frames/s at standard, and thus, the total number of slots was 2000 slots/s. Also, all the nodes were synchronized with GNSS.

| Crash Scenario Parameters. | Values |
|----------------------------|--------|
| NTS                        | 10–30 frames/s |
| Node distribution model    | Uniform, Realistic |
| Relative speed             | 120 km/h–240 km/h |

| Wireless Settings          | Values |
|----------------------------|--------|
| Carrier frequency          | 5.9 GHz |
| Bandwidth                  | 10 MHz |
| Frame size                 | 190 bytes |
| Radio propagation model    | WINNER+ (LOS) B1 |
| Shadowing deviation        | 3 dB (i.i.d) |
| Noise power                | −110 dBm |
| SINR threshold             | 5 dB |

| Configuration Settings     | Values |
|----------------------------|--------|
| Reselection counter range  | Linear Average |
| Initial RSRP threshold     | −110 dBm |
| Resource keep probability  | 0 |

Figure 8. The three extracted intersections (A—C) and the statistic information about system density and central density. (a) Location and size of the three intersections (A—C); (b) The system density and central density in three intersections (A—C).

4.3. Wireless Parameters

Second, transmitted frames were correctly decoded when the SINRs were equal to or more than the threshold, as in [24,25]. The threshold was set to 5 dB [5]. As for SINR, radio propagation complied with the WINNER+ model [26], as recommended by METIS [27]. We used the LOS model to investigate the fundamental model and did not bind the specific NLOS environments. The propagation loss included a log-normal shadowing loss with a deviation of 3 dB, as established in [7]. We calculated the independent and identically distributed (i.i.d) shadowing loss between nodes. In the propagation
model, the antenna height of all the nodes was 1.5 m, as was used in [13]. The noise power was set to \(-110 \text{ dBm}\) [14].

Third, sensing-based SPS was configured as follows. The initial reselection counter was calculated at random, but within a range. The range was configured so that it continued to use a slot within 0.5 s–1.5 s for NTS \(n_t\); for example, at 10 frames/s, the range was from 5 to 15. The standard determined the NTSs of 10, 20, and 50 frames/s. The ranges except for the standard NTS (from \(R_{lower}\) to \(R_{upper}\)), were set to linear values, based on the range of 10 frames/s, as in Equation (8):

\[
\begin{aligned}
R_{upper} &= \ceil{n_t \times 1.5} \\
R_{lower} &= \floor{n_t \times 0.5}
\end{aligned}
\]  

(8)

The initial RSRP threshold was set to \(-110 \text{ dBm}\), which was the same as the noise power. The resource keeping probability was set to zero because of the most fundamental setting [7]. In other words, the nodes always reselected the next slot when the counter became zero.

5. Number of Received Frames and NAC in Two Crash Scenarios

This section presents the performance characteristics of mode 4 in crowded intersection crash scenarios and high-speed crash scenarios.

5.1. Crowded Intersection Scenarios

5.1.1. Uniform Node Distribution Models

Figure 9 shows the number of received frames for the number of nodes at the relative speed of 120 km/h. The horizontal axis is the number of nodes, and the vertical axis is the number of received frames. The legends in Figure 9 represent the NTSs. In the evaluations, all the nodes were uniformly distributed.

![Figure 9](image-url)

**Figure 9.** The number of received frames for the number of nodes in the uniform node distribution model at a relative speed of 120 km/h.

First, we explain the performance characteristics of the NTSs. In particular, at the NTS of 30 frames/s, we can observe the performance trend, which is explained in Section 3.3. At the NTS, the number of received frames was the largest until reaching 220 nodes because of the redundant transmissions. However, it was the lowest at 500 nodes due to overloading frames. The performance sharply drops as the traffic load increases. In contrast, at the NTS of 15 frame/s, the number of received frames was the largest at 420 nodes, although it was the second lowest at 300 nodes. Therefore, configuring the NTS depends on the degree of the congestion situation.
In terms of CWS, Figure 9 demonstrates that mode 4, on average, provides less performance than the QoS requirements. In Figure 9, using the NTS of 20 frames/s provided the best performance of the five NTSs; specifically, the NAC was 26% less than the ANN (i.e., 488 nodes). The NAC at the NTS exceeded the NAC at the other NTSs, like 15 frames/s or 25 frames/s, by 6%. It was also 12.5% above the NAC at the NTS of 30 frames/s. Therefore, we highlighted that mode 4 showed the best performance at the NTS of 20 frames/s but was not able to satisfy the requirements.

5.1.2. Realistic Node Distribution Models

Figures 10 and 11 depict the number of received frames in the large–small intersections at the five NTSs, respectively. The horizontal axes are the initial times of the periods of the traffic signal in each intersection. The vertical axes are the numbers of received frames. In the simulations, the relative speed of the target nodes was 120 km/h, which is to be assumed in urban areas.

![Figure 10](image1.png)

**Figure 10.** The number of received frames in the large intersection.

![Figure 11](image2.png)

**Figure 11.** The number of received frames in the small intersection.

Figure 10 demonstrates that the number of received frames did not satisfy the CWS requirements at any initial time in the large intersection at any NTS. From the results, using 10 frames/s and 15 frames/s showed better performance than performance at the other NTSs because the scenarios had many nodes, as compared to the other scenarios. At the initial time of 3000 s, using the NTS of 10 frames/s provided the best performance, and the number of received frames was 55% less than the QoS requirements. At the initial time of 3500 s, the suitable NTS was 15 frames/s, and the number of received frames was 52% less than the QoS requirements. The results emphasized that mode 4 failed to satisfy the requirements in the large intersection.
Figure 12 shows that mode 4 failed to satisfy the QoS requirements during many periods in the medium intersection. In particular, the performance at the initial time of 1000 s or 3500 s was lower than the performance at the other periods. In the former period, mode 4 suppressed 42% fewer numbers of received frames, as compared to the QoS requirements. In the latter period, using the NTS of 15 frames/s provided the best communication quality, but the number of received frames was 36% less than the QoS requirements. At the periods of the initial time of 4500 or 5000, mode 4 showed enough performance to satisfy the requirements at the NTSs of 15, 20, and 25 frames/s.

Figure 12. The number of received frames in the medium intersection.

As observed in Figure 11, the target node satisfied the QoS requirements at many periods at the small intersection. At periods except for the periods of the initial time of 3000 s or 3500 s, the number of received frames exceeded 10 frames/s. At the initial time of 3500 s or 3000 s, the target node did not receive a smaller number of frames than 10 frames at any NTS. In particular, at the initial time of 3500 s, the optimal NTS was 15 frames/s, and the number of received frames was 18% less than the QoS requirements. Therefore, we showed that mode 4 needed to improve the performance even in the medium and small intersections.

5.2. High-Speed Scenarios

Figures 13 and 14 depict the performance characteristics in high-speed scenarios. Figure 13 shows the number of received frames for the number of nodes at a relative speed of 240 km/h. The horizontal axis, vertical axis, and legends are the same as in Figure 9. Figure 14 provides NAC characteristics for the relative speed between the target nodes. The horizontal axis is the relative speed, and the vertical axis is NAC. These results were evaluated in the uniform node distribution model to observe the average performance.

Figure 13. The number of received frames for the number of nodes at the relative speed of 240 km/h in the uniform node distribution model.
The two graphs highlight that the performance of mode 4 was sharply downgraded in high-speed scenarios. At first, Figure 13 shows that the NAC was significantly less than the ANN. The most effective NTS for NAC was 15 frames/s, and the NAC was, at most, 140 nodes. The resultant NAC was 71% less than ANN. After the number of nodes was 160, the best NTS was 10 frames/s, but the performance was much below the QoS requirements. Therefore, high-speed scenarios were provided to decrease the performance. Figure 14 demonstrates that the performance sharply dropped as the relative speed increased. At the NTS of 15 frames/s, the NAC at 240 km/h was 43% below that at 120 km/h. Therefore, concerning high-speed nodes, like emergency vehicles, it is necessary to significantly improve the performance of mode 4 for effective crash warning.

6. Conclusions

This paper investigated the feasibility of mode 4 in modeled crash scenarios in terms of performance under congestion conditions. The evaluation results highlight that mode 4 failed to satisfy the QoS requirements in many crash scenarios. At first, in crowded intersection scenarios, mode 4 provided low-reliable communications. In the uniform node distribution model, which evaluated average performance, the results demonstrated that NAC was 26% lower than the ANN. As well as the average performance, we evaluated more practical performance in the realistic node distribution model built by Bologna data. In the realistic large intersection, the number of received frames was 55% smaller than the QoS requirements. The high-speed scenarios, like emergency cars in urban areas, also cause congestion. When nodes collided with each other at a relative speed of 240 km/h, the NAC was 71% below the ANN. Our feasibility evaluations highlight the necessity to improve communication performance of mode 4 by new mechanisms like Decentralized Congestion Control to use CWS in the real world.
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