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ABSTRACT. We use a Hopf-type lemma for antisymmetric super-solutions to the Dirichlet problem for the fractional Laplacian with zero-th order terms, in combination with the method of moving planes, to prove symmetry for the \textit{semilinear fractional parallel surface problem}. That is, we prove that non-negative solutions to semilinear Dirichlet problems for the fractional Laplacian in a bounded open set $\Omega \subset \mathbb{R}^n$ must be radially symmetric if one of their level surfaces is parallel to the boundary of $\Omega$; in turn, $\Omega$ must be a ball.

Furthermore, we discuss maximum principles and the Harnack inequality for antisymmetric functions in the fractional setting and provide counter-examples to these theorems when only ‘local’ assumptions are imposed on the solutions. The construction of these counter-examples relies on an approximation result that states that ‘all antisymmetric functions are locally antisymmetric and $s$-harmonic up to a small error’.

1. Introduction and results

In this paper, we are concerned with maximum principles for antisymmetric solutions to linear, nonlocal partial differential equations (PDE) where the nonlocal term is given by the fractional Laplacian and with the application of such maximum principles to the method of moving planes.

Since its introduction by Alexandrov [Ale62a, Ale62b] and the subsequent refinement by Serrin [Ser71], the method of moving planes has become a standard technique for the analysis of overdetermined PDE, and for proving symmetry and monotonicity results for solutions, see [GNN79, GNN81, DS07, FK08, BD13, FW14, SS15, FW16]. In recent years, nonlocal PDE, particularly the ones involving the fractional Laplacian, have received a lot of attention, due to their consolidated ability to model complex physical phenomena, as well as their rich analytic theory. The method of moving planes has been also adapted in several works so that it may be applied to nonlocal problems, see [FJ15, BMS18, CFSW18, CFMN18, BVDV21, CDPPV21].

The method of moving planes typically leads to considering the difference between a given solution and its reflection, and such a difference is an antisymmetric function. However, in the local case, ‘standard’ maximum principles can be directly applied to the moving plane method, without specifically relying on the notion of antisymmetric functions, since the ingredients required are all of ‘local’ nature and can disregard the ‘global’ geometric properties of the objects considered. Instead, in the nonlocal world, new maximum principles need to be developed which take into account the extra symmetry, to compensate for global control of the function under consideration, for example see [FJ15].
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We will now state our main results. Let $s \in (0, 1)$ and $n \geq 1$ be an integer. The fractional Laplacian $(-\Delta)^s$ is defined by
\[
(-\Delta)^s u(x) = c_{n,s} \operatorname{P.V.} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy
\]
where
\[
c_{n,s} = \frac{s^{4s} \Gamma \left( \frac{n+2s}{2} \right)}{\Gamma(1-s)}
\]
is a positive normalisation constant and $\operatorname{P.V.}$ refers to the Cauchy principle value. Moreover, let $\mathbb{R}^n_+ = \{ x \in \mathbb{R}^n \text{ s.t. } x_1 > 0 \}$ and $B_1^+ = B_1 \cap \mathbb{R}^n_+$.

Our first result proves that 'all antisymmetric functions are locally antisymmetric and $s$-harmonic up to a small error'. This is the analogue of [DSV17, Theorem 1] for antisymmetric functions.

**Theorem 1.1.** Suppose that $k \in \mathbb{N}$ and that $f \in C^k(B_1)$ is $x_1$-antisymmetric. For all $\varepsilon > 0$, there exist a smooth $x_1$-antisymmetric function $u : \mathbb{R}^n \to \mathbb{R}$ and a real number $R > 1$ such that $u$ is $s$-harmonic in $B_1$, $u = 0$ in $\mathbb{R}^n \setminus B_R$, and
\[
\| u - f \|_{C^k(B_1)} < \varepsilon.
\]

When we say that $u$ is $x_1$-antisymmetric we mean that $u(-x_1, \ldots, x_n) = -u(x_1, \ldots, x_n)$ for all $x \in \mathbb{R}^n$. In §2.1 we will give a more general definition of antisymmetry for an arbitrary plane. As an application of Theorem 1.1, we can construct some counter-examples to the local Harnack inequality and strong maximum principle for antisymmetric $s$-harmonic functions, as follows:

**Corollary 1.2.** There exist $\Omega \subset \mathbb{R}^n_+$ and $\Omega' \subset \subset \Omega$ such that, for all $C > 0$, there exists an $x_1$-antisymmetric function $u : \mathbb{R}^n \to \mathbb{R}$ that is non-negative and $s$-harmonic in $\Omega$, and
\[
\sup_{\Omega'} u > C \inf_{\Omega'} u.
\]

**Corollary 1.3.** There exist $\Omega \subset \mathbb{R}^n_+$ and an $x_1$-antisymmetric function $u : \mathbb{R}^n \to \mathbb{R}$ that is non-negative and $s$-harmonic in $\Omega$, is equal to zero at a point in $\Omega$, but is not identically zero in $\Omega$.

For our second result, we use a Hopf-type lemma (see the forthcoming Proposition 1.5) in combination with the method of moving planes to establish symmetry for the semilinear fractional parallel surface problem, which is described in what follows. Suppose that $G \subset \mathbb{R}^n$ is open and bounded, and let $B_R$ denote the ball of radius $R > 0$ centered at 0. Let $\Omega = G + B_R$, where, given sets $A, B \subset \mathbb{R}^n$, $A + B$ denotes the ‘Minkowski sum’ of $A$ and $B$, defined as
\[
A + B = \{ a + b \text{ s.t. } a \in A, b \in B \}.
\]
Consider the semilinear fractional equation
\[
(-\Delta)^s u = f(u) \quad \text{in } \Omega,
\]
\[
u = 0 \quad \text{in } \mathbb{R}^n \setminus \Omega,
\]
\[
u \geq 0 \quad \text{in } \Omega,
\]
with the overdetermined condition
\[
u = c_0 \quad \text{on } \partial G,
\]
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for some (given) $c_0 \geq 0$. The \emph{semilinear fractional parallel surface problem} asks the following question: for which $G$ does the problem \eqref{eq:1.2}-\eqref{eq:1.3} admit a non-trivial solution? The answer is that $G$ must be a ball. More specifically, we have the following result:

\textbf{Theorem 1.4.} Suppose that $G$ is a bounded open set in $\mathbb{R}^n$ with $C^1$ boundary. Let $\Omega = G + B_R$, $f : \mathbb{R} \to \mathbb{R}$ be locally Lipschitz, and $c_0 \geq 0$. Furthermore, assume that there exists a non-negative function $u \in C^s(\mathbb{R}^n)$ that is not identically zero and satisfies, in the pointwise sense,

\begin{equation}
\begin{cases}
(-\Delta)^s u = f(u) & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^n \setminus \Omega, \\
u = c_0 & \text{on } \partial G.
\end{cases}
\end{equation}

(1.4)

Then $u$ is radially symmetric, $u > 0$ in $\Omega$, and $\Omega$ (and hence $G$) is a ball.

In the local setting (i.e., $s = 1$), symmetry and stability results for (1.4) were obtained in [CMS15] and [CMS16]. Such analysis was motivated by the study of invariant isothermic surfaces of a nonlinear nondegenerate fast diffusion equation (see [MS10]).

More recently in [CDPPV21], the nonlocal case $s \in (0, 1)$ was addressed and the analogue to Theorem 1.4 as well as its stability generalization, were proved in the particular case $f \equiv 1$; those results were obtained by making use of the method of moving planes as well as a (quantitative) Hopf-type lemma (see [CDPPV21, formula (3.3)]), which could be obtained as an application of the boundary Harnack inequality for antisymmetric $s$-harmonic functions proved in [CDPPV21, Lemma 2.1]. The arguments used in [CDPPV21] to establish such a boundary Harnack inequality rely on the explicit knowledge of the fractional Poisson kernel for the ball. However, due to the general nonlinear term $f$ in (1.4), here the method of moving planes leads to considering a linear equation involving the fractional Laplacian but with zero-th order terms for which no Poisson formula is available. To overcome this conceptual difficulty, we provide the following Hopf-type lemma which allows zero-th order terms.

\textbf{Proposition 1.5.} Suppose that $c \in L^\infty(B_1^+)$, $u \in H^s(\mathbb{R}^n) \cap C(B_1)$ is $x_1$-antisymmetric, and satisfies

\begin{equation}
\begin{cases}
(-\Delta)^s u + cu \geq 0 & \text{in } B_1^+, \\
u \geq 0 & \text{in } \mathbb{R}^n_+, \\
u > 0 & \text{in } B_1^+.
\end{cases}
\end{equation}

(1.5)

Then

\begin{equation}
\liminf_{h \to 0} \frac{u(h x_1)}{h} > 0.
\end{equation}

(1.6)

This result has previously been obtained in [SV19, Proposition 2.2] though the proof uses a different barrier.

Proposition 1.5 establishes that antisymmetric solutions to (1.5) must be bounded from below by a positive constant multiple of $x_1$ close to the origin. At a first glance this is surprising as solutions to (1.5) are in general only $s$-H"older continuous up to the boundary, as proven in [RS14]. Hence, it would appear more natural to consider $\liminf_{h \to 0} \frac{u(h x_1)}{h}$ instead of (1.6), see for example [FJ15, Proposition 3.3]. However, the (anti)symmetry of $u$ means that Proposition 1.5 is better understood as an interior estimate rather than a boundary estimate. Indeed, we stress that, differently from the classical Hopf lemma, Proposition 1.5 is not concerned with the growth of a solution from a
boundary point, but mostly with the growth from a reflection point in the antisymmetric setting (notice specifically that (1.6) provides a linear growth from the origin, which is an interior point). In this sense, the combination of the antisymmetric geometry of the solution and the fractional nature of the equation leads to the two structural differences between Proposition 1.5 and several other Hopf-type lemmata available in the literature for the nonlocal case, namely the linear (instead of \(s\)-Hölder) growth and the interior (instead of boundary) type of statement.

A similar result to Proposition 1.5 was obtained in [LC19, Theorem 1] for the entire half-space instead of \(B_+^1\). This entails that [LC19, Theorem 1] was only applicable (via the method of moving planes) to symmetry problems posed in all of \(\mathbb{R}^n\) whereas our result can be applied to problems in bounded domains. Moreover, [LC19, Theorem 1] is proven by contradiction while the proof of Proposition 1.5, in a similar vein to the original Hopf lemma, relies on the construction of an appropriate barrier from below, see Lemma 3.1. Hence, using a barrier approach also allows us to obtain a quantitative version of Proposition 1.5 leading to quantitative estimates for the stability of Theorem 1.4, which we plan to address in an upcoming paper.

It is also natural ask whether the converse to Theorem 1.4 holds. We recall that if \(\Omega\) is known to be a ball, i.e., \(\Omega := B_\rho\), then the radial symmetry of a bounded positive solution \(u\) to

\[
(1.7) \quad \begin{cases}
-\Delta u = f(u) & \text{in } B_\rho \\
u = 0 & \text{on } \partial B_\rho
\end{cases}
\]

is guaranteed for a large class of nonlinearities \(f\). For instance, this is the case for \(f\) locally Lipschitz, by the classical result obtained via the method of moving planes by Gidas-Ni-Nirenberg [GNN81; GNN79]. Many extensions of Gidas-Ni-Nirenberg result can be found in the literature, including generalizations to the fractional setting (see, e.g., [BLW05]). We also recall that an alternative method pioneered by P.-L. Lions in [Lio81] provides symmetry of nonnegative bounded solutions to (1.7) for (possibly discontinuous) nonnegative nonlinearities; we refer to [Ser13; KP94; BFK03; DPV22] for several generalizations.

The paper is organised as follows. In Section 2 we recall some standard notation, as well as provide some alternate proofs for the weak and strong maximum principle for antisymmetric functions. Moreover, we will prove Theorem 1.1 and subsequently prove Corollary 1.2 and Corollary 1.3. In Section 3 we will prove Proposition 1.5 and in Section 4 we will prove Theorem 1.4. In Appendix A we give some technical lemmas needed in the paper.

## 2. Maximum principles and counter-examples

### 2.1. Definitions and notation

Let \(n \geq 1\) be an integer, \(s \in (0,1)\), and \(\Omega \subset \mathbb{R}^n\) be a bounded open set. The fractional Sobolev space \(H^s(\mathbb{R}^n)\) is defined as

\[
H^s(\mathbb{R}^n) = \left\{ u \in L^2(\mathbb{R}^n) \text{ s.t. } [u]_{H^s(\mathbb{R}^n)} < \infty \right\}
\]

where \([u]_{H^s(\mathbb{R}^n)}\) is the Gagliardo semi-norm

\[
[u]_{H^s(\mathbb{R}^n)} = \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{n+2s}} \, dx \, dy \right)^{\frac{1}{2}}.
\]
As usual we identify functions that are equal except on a set of measure zero. It will also be convenient to introduce the space
\[ \mathcal{H}_0^s(\Omega) = \{ u \in H^s(\mathbb{R}^n) \ \text{s.t.} \ u = 0 \ in \ \mathbb{R}^n \setminus \Omega \}. \]

Suppose that \( c : \Omega \to \mathbb{R} \) is a measurable function and that \( c \in L^\infty(\Omega) \). A function \( u \in H^s(\mathbb{R}^n) \) is a weak or generalised solution of \(-\Delta)^s u + cu = 0 \) (resp. \( \geq 0, \leq 0 \)) in \( \Omega \) if
\[
\mathcal{L}(u, v) := \frac{c_n s}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dx \, dy + \int_{\Omega} c(x) u(x) v(x) \, dx = 0 \quad (\geq 0, \leq 0)
\]
for all \( v \in \mathcal{H}_0^s(\Omega) \), \( v \geq 0 \). Also, it will be convenient to use the notation
\[
\mathcal{E}(u, v) = \frac{c_n s}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dx \, dy
\]
for each \( u, v \in H^s(\mathbb{R}^n) \).

A function \( u : \mathbb{R}^n \to \mathbb{R} \) is antisymmetric with respect to a plane \( T \) if
\[
u(Q_T(x)) = -u(x) \quad \text{for all } x \in \mathbb{R}^n
\]
where \( Q_T : \mathbb{R}^n \to \mathbb{R}^n \) is the reflection of \( x \) across \( T \). A function \( u \) is \( x_1 \)-antisymmetric if it is antisymmetric with respect to the plane \( T = \{ x_1 = 0 \} \). In the case \( T = \{ x_1 = 0 \} \), \( Q_T \) is given explicitly by \( Q_T(x) = x - 2x_1 e_1 \). When it is clear from context what \( T \) is, we will also write \( Q(x) \) or \( x_* \) to mean \( Q_T(x) \).

We will also make use of standard notation: the upper and lower half-planes are given by \( \mathbb{R}^n_+ = \{ x \in \mathbb{R}^n \ \text{s.t.} \ x_1 > 0 \} \) and \( \mathbb{R}^n_- = \{ x \in \mathbb{R}^n \ \text{s.t.} \ x_1 < 0 \} \) respectively, and, for all \( r > 0 \), the half-ball of radius \( r \) is given by \( B_r^+ = \mathbb{R}^n_+ \cap B_r \). We also denote the positive and negative part of a function \( u \) by \( u^+(x) = \max\{u(x), 0\} \) and \( u^-(x) = \max\{-u(x), 0\} \). Furthermore, the characteristic function of a set \( A \) is given by
\[
\chi_A(x) = \begin{cases} 1, & \text{if } x \in A, \\ 0, & \text{if } x \notin A. \end{cases}
\]

2.2. Maximum principles. We now present some results of maximum principle type for antisymmetric functions.

**Proposition 2.1** (A weak maximum principle). *Suppose that \( \Omega \) is a strict open subset of \( \mathbb{R}^n_+ \), and \( c : \Omega \to \mathbb{R} \) is a measurable and non-negative function. Let \( u \in H^s(\mathbb{R}^n) \) be \( x_1 \)-antisymmetric. If \( u \) satisfies \(-\Delta)^s u + cu \leq 0 \) in \( \Omega \) then
\[
\sup_{\mathbb{R}^n_+} u \leq \sup_{\mathbb{R}^n_+ \setminus \Omega} u^+.
\]
Likewise, if \( u \) satisfies \(-\Delta)^s u + cu \geq 0 \) in \( \Omega \) then
\[
\inf_{\mathbb{R}^n_-} u \geq -\sup_{\mathbb{R}^n_- \setminus \Omega} u^-.
\]

In our proof, we use that \( c \geq 0 \). We refer, e.g., to [FJ15, Proposition 3.1] for a weak maximum principle where the non-negativity of \( c \) is not required.
Proof of Proposition 2.1. It is enough to prove the case \((-\Delta)^s u + cu \leq 0\) in \(\Omega\). Suppose that \(\ell := \sup_{\mathbb{R}^n \setminus \Omega} u^+ < +\infty\), otherwise we are done.

For each \(v \in H^s_0(\Omega), v \geq 0\), rearranging \(\mathcal{L}(u,v) \leq 0\) gives

\[
(2.1) \quad \mathcal{E}(u,v) \leq - \int_{\Omega} c(x)u(x)v(x) \, dx \leq 0
\]

provided that \(uv \geq 0\) in \(\Omega\).

Let \(w(x) := u(x) - \ell \) and \(v(x) := (u(x) - \ell)^+ \chi_{\mathbb{R}^n_+}(x) = w^+(x) \chi_{\mathbb{R}^n_+}(x)\). Note that for all \(x \in \Omega\),

\[
u(x)v(x) = ((u(x) - \ell)^+)^2 + \ell(u(x) - \ell)^+ \geq 0.
\]

Here we used that \((u - \ell)^+(u - \ell)^- = 0\). To prove the proposition, it is enough to show that \(v = 0\) in \(\mathbb{R}^n\). As \(u(x) - u(y) = w(x) - w(y)\), expanding then using that \(w^+(x)w^-(x) = 0\) gives

\[
(u(x) - u(y))(v(x) - v(y)) = ((v(x) - v(y))^2 + v(x)(v(y) - w(y)) + v(y)(v(x) - w(x))
\]

for all \(x, y \in \mathbb{R}^n\). Hence,

\[
\mathcal{E}(u,v) = \mathcal{E}(v,v) + c_{n,s} \iint_{\mathbb{R}^n \times \mathbb{R}^n} \frac{v(x)(v(y) - w(y))}{|x - y|^{n+2s}} \, dx \, dy.
\]

Observe that

\[
\iint_{\mathbb{R}^n \times \mathbb{R}^n} \frac{v(x)(v(y) - w(y))}{|x - y|^{n+2s}} \, dx \, dy = \iint_{\mathbb{R}^n_+ \times \mathbb{R}^n_+} \frac{w^+(x)w^-(y)}{|x - y|^{n+2s}} \, dx \, dy - \iint_{\mathbb{R}^n_- \times \mathbb{R}^n_-} \frac{w^+(x)w^-(y)}{|x - y|^{n+2s}} \, dx \, dy.
\]

Making the change of variables \(y \to y_*\), where \(y_*\) denotes the reflection of \(y\) across the plane \(\{x_1 = 0\}\), then writing \(w = w^+ - w^-\) gives

\[
\iint_{\mathbb{R}^n \times \mathbb{R}^n} \frac{v(x)(v(y) - w(y))}{|x - y|^{n+2s}} \, dx \, dy = \iint_{\mathbb{R}^n_+ \times \mathbb{R}^n_+} \frac{w^+(x)w^-(y)}{|x - y|^{n+2s}} \, dx \, dy + \iint_{\mathbb{R}^n_- \times \mathbb{R}^n_-} \frac{w^+(x)(w(y) + 2\ell)}{|x - y_*|^{n+2s}} \, dx \, dy
\]

\[
= \iint_{\mathbb{R}^n_+ \times \mathbb{R}^n_+} w^+(x)w^-(y) \left( \frac{1}{|x - y|^{n+2s}} - \frac{1}{|x - y_*|^{n+2s}} \right) \, dx \, dy
\]

\[
+ \iint_{\mathbb{R}^n_- \times \mathbb{R}^n_-} \frac{w^+(x)(w^+(y) + 2\ell)}{|x - y_*|^{n+2s}} \, dx \, dy
\]

\[
\geq 0.
\]

Thus,

\[
(2.2) \quad \mathcal{E}(u,v) \geq \mathcal{E}(v,v) \geq 0.
\]

Combining (2.1) and (2.2) gives that \(\mathcal{E}(v,v) = 0\) which implies that \(v\) is a constant in \(\mathbb{R}^n\). Since \(v = 0\) in \(\mathbb{R}^n\), we must have that \(v = 0\) as required.

Remark 2.2. It follows directly from Proposition 2.1 that if \(u\) satisfies \((-\Delta)^s u + cu = 0\) in \(\Omega\) then

\[
\sup_{\mathbb{R}^n} |u| \leq \sup_{\mathbb{R}^n \setminus \Omega} |u|.
\]

Next, we prove the strong maximum principle for antisymmetric functions. This result is not new in the literature, see [FJ15, Corollary 3.4]; however, Proposition 2.3 provides an alternate elementary proof.
Proposition 2.3 (A strong maximum principle). Let $\Omega \subset \mathbb{R}^n_+$ and $c : \Omega \to \mathbb{R}$. Suppose that $u : \mathbb{R}^n \to \mathbb{R}$ is $x_1$-antisymmetric and $(-\Delta)^s u$ is defined pointwise in $\Omega$. If $u$ satisfies $(-\Delta)^s u + cu \geq 0$ in $\Omega$, and $u \geq 0$ in $\mathbb{R}^n_+$ then either $u > 0$ in $\Omega$ or $u$ is zero almost everywhere in $\mathbb{R}^n$.

Remark 2.4. Note that in Proposition 2.3, as in [FJ15, Corollary 3.4], no sign assumption is required on $c$. The reason Proposition 2.3 holds without this assumption is due to the sign assumption on $u$ which is not usually present in the statement of the strong maximum principle.

Proof of Proposition 2.3. Due to the antisymmetry of $u$, by a change of variables we may write

$$(-\Delta)^s u(x) = c_{n,s} \text{P.V.} \int_{\mathbb{R}^n_+} \left( \frac{1}{|x-y|^{n+2s}} - \frac{1}{|x_* - y|^{n+2s}} \right) (u(x) - u(y)) \, dy$$

(2.3)

$$+ 2c_{n,s} \int_{\mathbb{R}^n_+} \frac{u(x)}{|x_* - y|^{n+2s}} \, dy$$

where $x_* = x - 2x_1 e_1$ is the reflection of $x$ across $\{x_1 = 0\}$. Suppose that there exists $x_* \in \Omega$ such that $u(x_*) = 0$. On one hand, (2.3) implies that

$$(-\Delta)^s u(x_*) = -c_{n,s} \text{P.V.} \int_{\mathbb{R}^n_+} \left( \frac{1}{|x_* - y|^{n+2s}} - \frac{1}{|(x_*)_s - y|^{n+2s}} \right) u(y) \, dy$$

(2.4)

where we used that $u$ is antisymmetric. Since

$$\frac{1}{|x_* - y|^{n+2s}} < \frac{1}{|x - y|^{n+2s}}, \quad \text{for all } x, y \in \mathbb{R}^n_+, x \neq y,$$

equation (2.4) implies that $(-\Delta)^s u(x_*) \leq 0$ with equality if and only if $u$ is identically zero almost everywhere in $\mathbb{R}^n_+$. On the other hand, $(-\Delta)^s u(x_*) = (-\Delta)^s u(x_*) + c(x_*) u(x_*) \geq 0$. Hence, $(-\Delta)^s u(x_*) = 0$ so $u$ is identically zero a.e. in $\mathbb{R}^n_+$. \(\square\)

2.3. Counter-examples. The purpose of this subsection is to provide counter-examples to the classical Harnack inequality and the strong maximum principle for antisymmetric $s$-harmonic functions. A useful tool to construct such functions is the following antisymmetric analogue of Theorem 1 in [DSV17]. This proves that ‘all antisymmetric functions are locally antisymmetric and $s$-harmonic up to a small error’.

Proof of Theorem 1.1. Due to [DSV17, Theorem 1.1] there exist $R > 1$ and $v \in H^s(\mathbb{R}^n) \cap C^s(\mathbb{R}^n)$ such that $(-\Delta)^s v = 0$ in $B_1$, $v = 0$ in $\mathbb{R}^n \setminus B_R$, and $\|v - f\|_{C^s(B_1)} < \varepsilon$. In fact, by a mollification argument, we may take $v$ to be smooth, see Remark 2.5 here below.

Let $x_*$ denote the reflection of $x$ across $\{x_1 = 0\}$, and

$$u(x) = \frac{1}{2} (v(x) - v(x_*)).$$

It is easy to verify that $(-\Delta)^s u = 0$ in $B_1$ (and of course $u = 0$ in $\mathbb{R}^n \setminus B_R$). By writing

$$u(x) - f(x) = \frac{1}{2} (v(x) - f(x)) + \frac{1}{2} (f(x_*) - v(x_*)) \quad \text{for all } x \in B_1$$

we also obtain

$$\|u - f\|_{C^s(B_1)} \leq \|v - f\|_{C^s(B_1)} < \varepsilon. \quad \square$$
Remark 2.5. Fix $\varepsilon > 0$. If $f \in C^k(\overline{B_1})$ there exists $\mu > 0$ such that $f \in C^k(B_{1+2\mu})$. Rescaling then applying [DSV17, Theorem 1.1], there exist $\tilde{R} > 1 + \mu$ and $\tilde{v} \in H^s(\mathbb{R}^n) \cap C^s(\mathbb{R}^n)$ such that $(-\Delta)^s \tilde{v} = 0$ in $B_{1+\mu}$, $\tilde{v} = 0$ in $\mathbb{R}^n \setminus B_{\tilde{R}}$, and $\|\tilde{v} - f\|_{C^s(B_{1+\mu})} < \varepsilon/2$.

Let $\eta \in C^\infty_0(\mathbb{R}^n)$ be the standard mollifier

$$\eta(x) = \begin{cases} C e^{-\frac{|x|^2}{\varepsilon^2}} & \text{if } x \in B_1, \\ 0 & \text{if } x \in \mathbb{R}^n \setminus B_1, \end{cases}$$

with $C > 0$ chosen so that $\int_{\mathbb{R}^n} \eta(x) \, dx = 1$. For each $\delta > 0$, let $\eta_\delta(x) = \delta^{-n} \eta(x/\delta)$ and

$$\tilde{v}^{(\delta)}(x) := (\tilde{v} * \eta_\delta)(x) = \int_{\mathbb{R}^n} \eta_\delta(x - y) \tilde{v}(y) \, dy.$$ 

By the properties of mollifiers,

$$\|\tilde{v}^{(\delta)} - f\|_{C^s(B_1)} \leq \|\tilde{v}^{(\delta)} - \tilde{v}\|_{C^s(B_1)} + \|\tilde{v} - f\|_{C^s(B_1)} < \varepsilon$$

provided $\delta$ is sufficiently small. Since $\tilde{v} \in H^s(\mathbb{R}^n) \subset L^2(\mathbb{R}^n)$, it follows from [Bre11, Proposition 4.18] that $\text{supp } \tilde{v}^{(\delta)}(x) \subset \overline{B_{R + \delta}}$. Moreover, via the Fourier transform, $(-\Delta)^s \tilde{v}^{(\delta)} = ((-\Delta)^s \tilde{v}) * \eta_\delta$, so [Bre11, Proposition 4.18] again implies that $\text{supp } ((-\Delta)^s \tilde{v}^{(\delta)}) \subset \mathbb{R}^n \setminus B_{1+\mu-\delta}$.

Hence, setting $R = \tilde{R} + \delta$, $v = \tilde{v}^{(\delta)}$, we have constructed a function $v \in C^\infty_0(\mathbb{R}^n)$ such that $v$ is $s$-harmonic in $B_1$, $v = 0$ outside $B_R$ and $\|v - f\|_{C^s(B_1)} < \varepsilon$. Moreover,

$$v(x_*) = \int_{\mathbb{R}^n} \eta_\delta(y) \tilde{v}(x_* - y) \, dy = -\int_{\mathbb{R}^n} \eta_\delta(y) \tilde{v}(x_* - y) \, dy = -v(x)$$

via the change of variables $z = y_*$ and using that $\eta_\delta(y_*) = \eta_\delta(y)$.

It is well known that the classical Harnack inequality fails for $s$-harmonic functions, see [Kas07] for a counter-example. The counter-example provided in [Kas07] is not antisymmetric; however, Corollary 1.2 proves that even with this extra symmetry the classical Harnack inequality does not hold for $s$-harmonic functions. Moreover, the construction of the counter-example in Corollary 1.2 is entirely different to the one in [Kas07].

Proof of Corollary 1.2. We will begin by proving the case $n = 1$. Suppose that $\varepsilon \in (0, 1)$, $I' = (1, 2)$, and $I = (1/2, 5/2)$. Let $\{f^{(\varepsilon)}\} \subset C^\infty(\mathbb{R})$ be a family of odd functions that depend smoothly on the parameter $\varepsilon$. Moreover, suppose that

$$\sup_{I'} f^{(\varepsilon)} = 4$$

and

$$\inf_I f^{(\varepsilon)} = \inf_I f^{(\varepsilon)} = 2\varepsilon.$$ 

For example, such a family of functions is

$$f^{(\varepsilon)}(x) = ax + bx^3 + cx^5 + dx^7$$

where

$$a = \frac{5}{54}(64 + 5\varepsilon), \quad b = -\frac{1}{72}(128 + 73\varepsilon), \quad c = \frac{1}{36}(-8 + 23\varepsilon), \quad d = \frac{1}{216}(16 - 19\varepsilon).$$

The functions $f^{(\varepsilon)}$ are plotted for several values of $\varepsilon$ in Figure 1.
After a rescaling, it follows from Theorem 1.1 that there exists a family \( v^{(\epsilon)} \) of odd functions that are \( s \)-harmonic in \((-5/2, 5/2) \supset I \) and satisfy

\[
\|v^{(\epsilon)} - f^{(\epsilon)}\|_{C((-5/2, 5/2))} < \epsilon.
\]

(2.7)

It follows from (2.6) and (2.7) that

\[
\inf_I v^{(\epsilon)} \geq \epsilon > 0.
\]

Moreover, from (2.5)-(2.6) and (2.7), we have that

\[
\sup_{I'} v^{(\epsilon)} \geq 4 - \epsilon \quad \text{and} \quad \inf_{I'} v^{(\epsilon)} \leq 3\epsilon.
\]

Hence,

\[
\frac{\sup_{I'} v^{(\epsilon)}}{\inf_{I'} v^{(\epsilon)}} \geq \frac{4 - \epsilon}{3\epsilon} \to +\infty
\]
as \( \epsilon \to 0^+ \). Setting \( \Omega = I \) and \( \Omega' = I' \) proves the statement in the case \( n = 1 \).

To obtain the case \( n > 1 \), set \( \Omega' = I' \times (-1, 1)^{n-1} \), \( \Omega = I \times (-2, 2)^{n-1} \), and \( u^{(\epsilon)}(x) = v^{(\epsilon)}(x_1) \).

Using that

\[
(-\Delta)^s u^{(\epsilon)}(x) = C(-\Delta)^s_R v^{(\epsilon)}(x_1)
\]

for all \( x \in \mathbb{R}^n \)

where \((-\Delta)^s_R\) denotes the fractional Laplacian in one dimension and \( C \) is some constant, see [RS16, Lemma 2.1], all of the properties of \( v^{(\epsilon)} \) carry directly over to \( u^{(\epsilon)} \). □
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**Figure 1.** Plot of \( f^{(\epsilon)}(x) \) for \( \epsilon = 0.2, 0.4, 0.6, 0.8 \).

Observe that the family of functions in the proof of Corollary 1.2 does not violate the classical strong maximum principle. In our next result, Corollary 1.3, we use Theorem 1.1 to provide a counter-example to the classical strong maximum principle for antisymmetric \( s \)-harmonic functions. This is slightly more delicate to construct than the counter-example in Corollary 1.2. Indeed, Theorem 1.1
only gives us an $s$-harmonic function $u$ that is $\varepsilon$-close to a given function $f$, so how can we guarantee that $u = 0$ at some point but $u$ is not negative?

The idea is to begin with an antisymmetric function $f$ that has a non-zero minimum away from zero, see Figure 2, use Theorem 1.1 to get an antisymmetric $s$-harmonic function with analogous properties then minus off a known antisymmetric $s$-harmonic function until the function touches zero. The proof of Corollary 1.3 relies on two technical results, Lemma A.1 and Lemma A.2 both of which are included in Appendix A.

**Proof of Corollary 1.3.** By the same argument at the end of the proof of Corollary 1.2, it is enough to take $n = 1$. Let $\Omega = (0, 3)$ and $f : \mathbb{R} \to \mathbb{R}$ be a smooth, odd function such that

\begin{align*}
(2.8) & \quad f(x) \geq 1, \text{ for all } x \in [1, 3]; \\
(2.9) & \quad f(x) \geq 3x, \text{ for all } x \in [0, 1]; \\
(2.10) & \quad f(2) = 1; \text{ and} \\
(2.11) & \quad f(3) = 5.
\end{align*}

For example, such a function is

$$f(x) = -\frac{371}{43200}x^9 + \frac{167}{1440}x^7 - \frac{2681}{14400}x^5 - \frac{4193}{2160}x^3 + \frac{301}{50}x.$$ 

See Figure 2 for a plot of $f$.

By Theorem 1.1 with $\varepsilon = 1$, there exists an odd function $v \in C_0^\infty(\mathbb{R})$ such that

$$\|v - f\|_{C^1((-4,4))} < 1. \quad (2.12)$$

Let $c_0, \zeta_R$ be as in Lemma A.2 and set $\zeta := \frac{1}{c_0}\zeta_R$. By choosing $R > 3$ sufficiently large, we have that

$$\frac{3}{4} x \leq \zeta(x) \leq \frac{5}{4} x \quad \text{in } (0, 4). \quad (2.13)$$

Define

$$\phi_t(x) = v(x) - t\zeta(x), \quad \text{for all } x \in (-3, 3) \text{ and } t > 0.$$ 

We have that, for all $t > 0$,

$$(-\Delta)^s\phi_t(x) = 0 \quad \text{in } (-3, 3)$$

where $(-\Delta)^s = (-\Delta)^s_x$ is the fractional Laplacian with respect to $x$, and $x \mapsto \phi_t(x)$ is odd.

As in Lemma A.1 let

$$m(t) = \min_{x \in [1,3]} \phi_t(x).$$ 

From (2.8) and (2.12) we have that $\phi_0(x) = v(x) > 0$ in $[1, 3]$. Hence,

$$m(0) > 0.$$
Moreover, by (2.10) and (2.12), \( v(2) < 2 \). It follows from (2.13) that
\[
m(4/3) \leq \phi_{4/3}(2) = v(2) - \frac{4}{3} \zeta(2) < 0.
\]

Since \( m \) is continuous, as shown in Lemma A.1, the intermediate value theorem implies the existence of \( t_* \in (0, 4/3) \) such that
\[
m(t_*) = 0.
\]

Let \( u := \phi_{t_*} \). By construction \( u \geq 0 \) in \([1, 3]\). Moreover, since \( u \) is continuous, there exists some \( x_* \in [1, 3] \) such that \( u(x_*) = 0 \). In fact, we have that \( x_* \neq 3 \). Indeed, (2.11) implies that \( v(3) > 4 \) and, since \( t_* < 4/3 \) and \( \zeta(3) < 9/4 \), we obtain \( u(3) > 0 \).

All that is left to be shown is that \( u \geq 0 \) in \((0, 1)\). By (2.12), we have that
\[
v'(x) > f'(x) - 1, \quad \text{for all } x \in (-4, 4).
\]

Since \( v(0) = f(0) = 0 \), it follows from the fundamental theorem of calculus that
\[
u(x) = \int_0^x v'(\tau) \, d\tau - t_* \zeta(x)
\geq \int_0^x (f'(\tau) - 1) \, d\tau - t_* \zeta(x)
= f(x) - x - t_* \zeta(x)
\]
provided that \( x \in (0, 3) \). By (2.14), (2.9) and (2.13),
\[
u(x) \geq \frac{1}{3} x \geq 0 \quad \text{in } [0, 1],
\]
as desired. \( \square \)

![Figure 2. Plot of \( f \) as in the proof of Corollary 1.3.](image)
3. A Hopf Lemma

In this section, we prove Proposition 1.5. The main step in the proof is the construction of the following barrier.

Lemma 3.1. Suppose that \( c \in L^\infty(B_2^+) \). Then there exists an \( x_1 \)-antisymmetric function \( \varphi \in C^\infty(\mathbb{R}^n) \) such that

\[
\begin{align*}
(-\Delta)^s \varphi + c \varphi &\leq 0 \quad \text{in } B_2^+ \setminus B_{1/2}(e_1), \\
\varphi & = 0 \quad \text{in } \mathbb{R}_+^n \setminus B_2^+, \\
\varphi & \leq 1 \quad \text{in } B_{1/2}(e_1), \\
\partial_1 \varphi(0) & > 0.
\end{align*}
\]

Proof. Let \( \zeta \) be a smooth \( x_1 \)-antisymmetric cut-off function such that the support of \( \zeta \) is contained in \( B_2 \), \( \zeta \geq 0 \) in \( B_2^+ \), and \( \partial_1 \zeta(0) > 0 \). For example, such a function is \( x_1 \eta(x) \) where \( \eta \) is the standard mollifier defined in Remark 2.5. Since \( \zeta \) is smooth with compact support, we have that \( (-\Delta)^s \zeta \in C^\infty(\mathbb{R}^n) \).

Moreover, \( (-\Delta)^s \zeta \) is \( x_1 \)-antisymmetric since \( \zeta \) is \( x_1 \)-antisymmetric, so it follows that there exists \( C > 0 \) such that

\[
(-\Delta)^s \zeta(x) + c \zeta(x) \leq C(1 + \|c\|_{L^\infty(B_2^+)} x_1) \quad \text{in } B_2^+
\]

using that \( c \in L^\infty(B_2^+) \).

Next, let \( \tilde{\zeta} \) be a smooth \( x_1 \)-antisymmetric function such that \( \tilde{\zeta} \equiv 1 \) in \( B_{1/4}(e_1) \), \( \tilde{\zeta} \equiv 0 \) in \( \mathbb{R}_+^n \setminus B_{3/8}(e_1) \), and \( 0 \leq \tilde{\zeta} \leq 1 \) in \( \mathbb{R}_+^n \). Recall that, given an \( x_1 \)-antisymmetric function \( u \), the fractional Laplacian of \( u \) can be written as

\[
(-\Delta)^s u(x) = c_{n,s} \int_{\mathbb{R}_+^n} \left( \frac{1}{|x - y|^{n+2s}} - \frac{1}{|x_1 - y_1|^{n+2s}} \right) (u(x) - u(y)) \, dy + 2c_{n,s} u(x) \int_{\mathbb{R}_+^n} \frac{dy}{|x - y|^{n+2s}}.
\]

Hence, for each \( x \in B_2^+ \setminus B_{1/2}(e_1) \),

\[
(-\Delta)^s \tilde{\zeta}(x) = -c_{n,s} \int_{B_{3/8}(e_1)} \left( \frac{1}{|x - y|^{n+2s}} - \frac{1}{|x_1 - y_1|^{n+2s}} \right) \tilde{\zeta}(y) \, dy.
\]

By the fundamental theorem of calculus, for all \( x \in B_2^+ \setminus B_{1/2}(e_1) \) and \( y \in B_{3/8}(e_1) \),

\[
\frac{1}{|x - y|^{n+2s}} - \frac{1}{|x_1 - y_1|^{n+2s}} = \frac{n + 2s}{2} \int_{|x - y|^2}^{|x_1 - y_1|^2} \frac{d\tau}{\tau^{\frac{n+2s+2}{2}}} 
\geq Cx_1 y_1 \frac{1}{|x_1 - y_1|^{n+2s+2}} 
\geq C x_1
\]

with \( C \) depending only on \( n \) and \( s \). Hence, \( (-\Delta)^s \tilde{\zeta}(x) \leq -C x_1 \) in \( B_2^+ \setminus B_{1/2}(e_1) \). Then the required function is given by \( \varphi(x) := \zeta(x) + \alpha \tilde{\zeta}(x) \) for all \( x \in \mathbb{R}^n \) with \( \alpha > 0 \) to be chosen later. Indeed, from (3.1), we have that

\[
(-\Delta)^s \varphi + c \varphi \leq C(1 - \alpha + \|c\|_{L^\infty(B_2^+)} x_1) \leq 0 \quad \text{in } B_2^+ \setminus B_{1/2}(e_1)
\]

provided that \( \alpha \) is large enough.

\[
\square
\]

From Lemma 3.1, the proof of Proposition 1.5 follows easily:
Proof of Proposition 4.1. Since $u > 0$ in $B_1^+$, we have that, for all $v \in \mathcal{H}_0^s(B_1^+)$ with $v \geq 0$,

$$0 \leq \mathcal{E}(u, v) + \int_{B_1^+} c(x)u(x)v(x) \, dx \leq \mathcal{E}(u, v) + \int_{B_1^+} c^+(x)u(x)v(x) \, dx$$

and therefore

$$(-\Delta)^su + c^+u \geq 0 \quad \text{in } B_1^+.$$ 

Hence, it suffices to prove Proposition 4.1 with $c \geq 0$. Let $\rho > 0$ be such that $B_{2\rho} \subset B_1$ and $\varphi_\rho(x) = \varphi(x/\rho)$ where $\varphi$ is as in Lemma 3.1. Provided that $\varepsilon$ is sufficiently small, we have

$$(-\Delta)^s(u - \varepsilon\varphi_\rho) + c(u - \varepsilon\varphi_\rho) \geq 0 \quad \text{in } B_{2\rho} \setminus B_{\rho/2}(\rho e_1)$$

and $u - \varepsilon\varphi_\rho \geq 0$ in $(\mathbb{R}^n_+ \setminus B_{2\rho}) \cup B_{\rho/2}(\rho e_1)$. It follows from Proposition 2.1 that

$$u \geq \varepsilon\varphi_\rho \quad \text{in } \mathbb{R}^n_+$$

where we used that $c \geq 0$. Since $u(0) = \varphi_\rho(0) = 0$, we conclude that

$$\liminf_{h \to 0} \frac{u(he_1)}{h} \geq \varepsilon \partial_1\varphi_\rho(0) > 0,$$

as desired. \hfill \Box

4. Symmetry for the Semilinear Fractional Parallel Surface Problem

In this section, we will give the proof of Theorem 1.4. For simplicity and the convenience of the reader, we will first state the particular case of Proposition 3.1 in [FJ15], which we make use of several times in the proof of Theorem 1.4. Note that in Proposition 4.1, we made this change so that the notation of Proposition 4.1 would agree with the notation in the proof of Theorem 1.4.

Proposition 4.1 (Proposition 3.1 in [FJ15]). Let $H$ be a halfspace, $\Omega \subset H$ be any open, bounded set, and $c \in L^\infty(\Omega)$ be such that $-c \leq c_\infty < \lambda_1(\Omega)$ in $\Omega$ for some $c_\infty \geq 0$, where $\lambda_1(\Omega)$ is the first Dirichlet eigenvalue of $(-\Delta)^s$ in $\Omega$. If $u \in H^s(\mathbb{R}^n)$ satisfies $(-\Delta)^s u + cu \geq 0$ in $\Omega$ and $u$ is antisymmetric in $\mathbb{R}^n$ then $u \geq 0$ almost everywhere in $\Omega$.

Now we will prove Theorem 1.4 in the case $n \geq 2$. We prove the case $n = 1$ later in the section.

Proof of Theorem 1.4 for $n \geq 2$. Fix a direction $e \in S^{n-1}$. Without loss of generality, we may assume that $e = e_1$. Let $T_\lambda = \{x \in \mathbb{R}^n \text{ s.t. } x_1 = \lambda\}$—this will be our ‘moving plane’ which we will vary by decreasing the value of $\lambda$. Since $\Omega$ is bounded, we may let $M = \sup_{x \in \Omega} x_1$ which is the first value of $\lambda$ for which $T_\lambda$ intersects $\overline{\Omega}$. Moreover, let $H_\lambda = \{x \in \mathbb{R}^n \text{ s.t. } x_1 > \lambda\}$, $\Omega_\lambda = H_\lambda \cap \Omega$, and $Q_\lambda : \mathbb{R}^n \to \mathbb{R}^n$ be given by $x \mapsto x - 2x_1 + 2\lambda e_1$. Geometrically, $Q_\lambda(x)$ is the reflection of $x$ across the hyperplane $T_\lambda$.

Since $\partial\Omega$ is $C^1$ there exists some $\mu < M$ such that $\Omega'_{\lambda} := Q_\lambda(\Omega_\lambda) \subset \Omega$ for all $\lambda \in (\mu, M)$, see for example [Fra00]. Let $m$ be the smallest such $\mu$, that is, let

$$m = \inf\{\mu < M \text{ s.t. } \Omega'_{\lambda} \subset \Omega \text{ for all } \lambda \in (\mu, M)\}.$$ 

Note that $\Omega'_{m+\varepsilon} \not\subset \Omega$. Indeed, if this were not the case then there would exist some $\varepsilon > 0$ such that $\Omega'_{m+\varepsilon} \not\subset \Omega$, which would contradict the definition of $m$. 
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As is standard in the method of moving planes, we will consider the function

\[ v_\lambda(x) = u(x) - u(Q_\lambda(x)), \quad x \in \mathbb{R}^n \]

for each \( \lambda \in [m, M] \). It follows that \( v_\lambda \) is antisymmetric and satisfies

\[
\begin{cases}
(\Delta)^s v_\lambda + c_\lambda v_\lambda = 0 & \text{in } \Omega'_\lambda, \\
v_\lambda \geq 0 & \text{in } H'_\lambda \setminus \Omega'_\lambda,
\end{cases}
\]

where

\[ c_\lambda(x) = \begin{cases}
\frac{f(u(x) - f(u(Q_\lambda(x)))}{u(x) - u(Q_\lambda(x))}, & \text{if } u(x) \neq u(Q_\lambda(x)), \\
0, & \text{if } u(x) = u(Q_\lambda(x)),
\end{cases} \]

and \( H'_\lambda := Q_\lambda(H_\lambda) \). We claim that

\[ (4.1) \quad v_m \equiv 0 \quad \text{in } \mathbb{R}^n. \]

Before we show (4.1), let us first prove the weaker statement

\[ (4.2) \quad v_m \geq 0 \quad \text{in } H'_m. \]

Since \( f \in C_{0,1}^0(\mathbb{R}) \), it follows that \( c_\lambda \in L^\infty(\Omega'_\lambda) \) and that

\[ \|c_\lambda\|_{L^\infty(\Omega'_\lambda)} \leq [f]_{C^{0,1}(0,\|u\|_{L^\infty(\Omega)})}. \]

Here, as usual,

\[ [f]_{C^{0,1}(0,a)} = \sup_{x,y \in [0,a], x \neq y} \frac{|f(x) - f(y)|}{|x - y|}. \]

We cannot directly apply Proposition 4.1 as \([f]_{C^{0,1}(0,\|u\|_{L^\infty(\Omega)})}\) might be large. However, by Proposition \(\lambda_3\) we have that

\[ \lambda_1(\Omega'_\lambda) \geq C|\Omega'_\lambda|^{-\frac{2}{n}} \to \infty \quad \text{as } \lambda \to M^-, \]

and since \( \|c_\lambda\|_{L^\infty(\Omega'_\lambda)} \) is uniformly bounded with respect to \( \lambda \), Proposition 4.1 implies that there exists some \( \mu \in [m, M] \) such that \( v_\lambda \geq 0 \) in \( \Omega'_\lambda \) for all \( \lambda \in [\mu, M] \). In fact, since \( u \) is not identically zero, after possibly increasing the value of \( \mu \) (still with \( \mu < M \)) we claim that \( v_\lambda > 0 \) in \( \Omega'_\lambda \) for all \( \lambda \in [\mu, M] \). Indeed, there exists \( x_0 \in \Omega \) such that \( u(x_0) > 0 \), so, provided \( \mu \) is close to \( M \), \( Q_\lambda(x_0) \not\in \Omega \). Then, for all \( \lambda \in [\mu, M] \),

\[ v_\lambda(x_0) = u(x_0) > 0 \]

so it follows from the strong maximum principle Proposition 2.3 that \( v_\lambda > 0 \) in \( \Omega'_\lambda \).

This allows us to define

\[ \tilde{m} = \inf\{\mu \in [m, M] \text{ s.t. } v_\lambda > 0 \text{ in } \Omega'_\lambda \text{ for all } \lambda \in [\mu, M]\}. \]

We claim that \( \tilde{m} = m \). For the sake of contradiction, suppose that we have \( \tilde{m} > m \). By continuity in \( \lambda \), \( v_{\tilde{m}} \geq 0 \) in \( H'_{\tilde{m}} \) and then, as above, Proposition 2.3 implies that \( v_{\tilde{m}} > 0 \) in \( \Omega'_{\tilde{m}} \). Due to the definition of \( \tilde{m} \), for all \( 0 < \varepsilon < \tilde{m} - m \), the set \( \{v_{\tilde{m} - \varepsilon} \leq 0\} \cap \Omega'_{\tilde{m} - \varepsilon} \) is non-empty. Let \( \Pi_\varepsilon \subset \Omega'_{\tilde{m} - \varepsilon} \) be an open set such that \( \{v_{\tilde{m} - \varepsilon} \leq 0\} \cap \Omega'_{\tilde{m} - \varepsilon} \subset \Pi_\varepsilon \). By making \( \varepsilon \) smaller we may choose \( \Pi_\varepsilon \) such
that $|\Pi_\varepsilon|$ is arbitrarily close to zero. Hence, applying Proposition 4.1 then Proposition 2.3 gives that $v_{m-\varepsilon} > 0$ in $\Pi_\varepsilon$ which is a contradiction. This proves (4.2).

Since $v_m \geq 0$ in $H_m$, Proposition 2.3 implies that either (4.1) holds or $v_m > 0$ in $\Omega'_m$. For the sake of contradiction, let us suppose that

\begin{equation}
(4.3) \quad v_m > 0 \quad \text{in } \Omega'_m.
\end{equation}

By definition, $m$ is the minimum value of $\lambda$ for which $\Omega'_\lambda \subset \Omega$. There are only two possible cases that can occur at this point.

Case 1: There exists $p \in (\Omega'_m \cap \partial \Omega) \setminus T_m$.

Case 2: There exists $p \in T_m \cap \partial \Omega$ such that $e_1$ is tangent to $\partial \Omega$ at $p$.

If we are in Case 1 then there is a corresponding point $q \in (G'_m \cap \partial G) \setminus T_m \subset \Omega'_m$ since $\partial G$ is parallel to $\partial \Omega$. But $u$ is constant on $\partial G$, so we have

$$v_m(q) = u(q) - u(Q_m(q)) = 0$$

which contradicts (4.3).

If we are in Case 2 then there exists $q \in T_m \cap \partial G$ such that $e_1$ is tangent to $\partial G$ at $q$. Since $u$ is a constant on $\partial G$, the gradient of $u$ is perpendicular to $\partial G$ and so $\partial_1 u(q) = 0$. Moreover, by the chain rule,

$$\partial_1 (u \circ Q_m)(q) = -\partial_1 u(q) = 0.$$

Hence,

$$\partial_1 v_m(q) = 0.$$

However, this contradicts Proposition 1.5. Thus, in both Case 1 and Case 2 we have shown that the assumption (4.3) leads to a contradiction, so we conclude that (4.1) is true.

This concludes the main part of the proof. The final two steps are to show that $u$ is radially symmetric and that $\text{supp } u = \overline{\Omega}$. Due to the previous arguments we know that for all $e \in S^{n-1}$ and $\lambda \in [m(e), M(e))$,

$$u(x) - u(Q_{\lambda,e}(x)) \geq 0 \quad \text{in } H'_{\lambda,e}$$

where $Q_{\lambda,e} = Q_\lambda$, $H'_{\lambda,e} = H'_\lambda$ as before but we’ve included the subscript $e$ to emphasise that the result is true for each $e$. It follows that for every halfspace we either have $u(x) - u(Q_{\partial H}(x)) \geq 0$ for all $x \in H$ or $u(x) - u(Q_{\partial H}(x)) \leq 0$ for all $x \in H$. By [Wet10, Proposition 2.3], we can conclude that there exists some $z \in \mathbb{R}^n$ such that $x \mapsto u(x - z)$ is radially symmetric. Moreover, since $u \geq 0$ in $\Omega$ and not identically zero, [Wet10, Proposition 2.3] also implies that $x \mapsto u(x - z)$ is non-increasing in the radial direction.

It follows that supp $u$ is a closed ball. (Note that we are using the convention supp $u = \{x \in \mathbb{R}^n \text{ s.t. } u(x) \neq 0\}$). We claim that supp $u = \overline{\Omega}$. For the sake of contradiction, suppose that this is not the case. Then there exists a direction $e \in S^{n-1}$ and $\lambda \in (m(e), M(e))$ such that $\Omega'_\lambda \cap \text{supp } u = \emptyset$. It follows that $v_\lambda \equiv 0$ in $\Omega'_\lambda$. This is a contradiction since we previously showed that $v_\lambda > 0$ in $\Omega'_\lambda$ for all $\lambda \in (m(e), M(e))$.

For $n = 1$, Theorem 1.4 reads as follows.
Theorem 4.2. Suppose that $G$ is a bounded open set in $\mathbb{R}$, $\Omega = G + B_R$, $f : \mathbb{R} \to \mathbb{R}$ is locally Lipshitz, and $c_0 \in \mathbb{R}$. Furthermore, assume that there exists a non-negative function $u \in C^s(\mathbb{R})$ that is not identically zero and satisfies

\[
\begin{align*}
(-\Delta)^s u &= f(u) & \text{in } \Omega, \\
0 &= 0 & \text{in } \mathbb{R} \setminus \Omega, \\
0 &= c_0 & \text{on } \partial G.
\end{align*}
\]

(4.4)

Then, up to a translation, $u$ is even, $u > 0$ in $\Omega$, and $G = (a, b)$ for some $a < b$.

Proof. In one dimension the moving plane $T_\lambda$ is just a point $\lambda$ and there are only two directions $T_\lambda$ can move–from right to left or from left to right. We will begin by considering the case $T_\lambda$ is moving from right to left. Let $(a - R, b + R)$, $a < b$, be the connected component of $\Omega$ such that $\sup \Omega = b + R$. Using the same notation as in the proof of Theorem 1.4, it is clear that $M = b + R$ and $m = \frac{a + b}{2}$. For all $\lambda \in (\frac{a + b}{2}, b + R)$, let

$$v_\lambda(x) = u(x) - u(-x + 2\lambda), \quad x \in \mathbb{R}.$$  

Arguing as in the proof of Theorem 1.4 we obtain

(4.5) \[ v_\lambda > 0 \quad \text{in } (-\infty, \lambda) \]

for all $\lambda \in (\frac{a + b}{2}, b + R)$ and

$$v_{\frac{a+b}{2}} \geq 0 \quad \text{in } (-\infty, (a + b)/2).$$

Then the overdetermined condition $u(a) = u(b) = c_0$ implies that

$$v_{\frac{a+b}{2}}(b) = u(b) - u(a) = 0.$$

Hence, Proposition 2.3 gives that

(4.6) \[ v_{\frac{a+b}{2}} \equiv 0 \quad \text{in } \mathbb{R}, \]

that is, $u$ is an even function about the point $\frac{a + b}{2}$. Moreover, (4.6) implies that $u \equiv 0$ in $\mathbb{R} \setminus (a - R, b + R)$.

Now suppose that we move $T_\lambda$ from left to right. If $\Omega$ is made up of at least two connected components then repeating the argument above we must also have that $u \equiv 0$ in $(a - R, b + R)$. However, $u$ is not identically zero, so $\Omega$ can only have one connected component. Finally, (4.5) implies that $u$ is strictly monotone in $(\frac{a + b}{2}, b + R)$ which further implies the positivity of $u$. \qed

Appendix A. Technical Lemmas

In this appendix, we list several lemmas that are used throughout the paper.

Lemma A.1. Let $I \subset \mathbb{R}$ and $\Omega \subset \mathbb{R}^n$ be open and bounded sets in $\mathbb{R}$ and $\mathbb{R}^n$ respectively. Suppose that $\phi_t(x) : \overline{\Omega} \times \overline{I} \to \mathbb{R}$ is continuous in $\overline{\Omega} \times \overline{I}$ and define

$$m(t) = \min_{x \in \Omega} \phi_t(x).$$

Then $m \in C(\overline{I})$. 
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Proof. Since $\Omega \times \overline{I}$ is compact, $\phi$ is uniformly continuous. Fix $\varepsilon > 0$ and let $(\bar{x}, \bar{t}) \in \Omega \times \overline{I}$ be arbitrary. There exists some $\delta > 0$ (independent of $\bar{t}$ and $\bar{x}$) such that if $(x, t) \in \Omega \times \overline{I}$ and $|(x, t) - (\bar{x}, \bar{t})| < \delta$ then

$$|\phi_t(x) - \phi_t(\bar{x})| < \varepsilon.$$ 

In particular, we may take $x = \bar{x}$ to conclude that if $t \in \overline{I}$ and $|t - \bar{t}| < \delta$ then

$$|\phi_t(\bar{x}) - \phi_t(\bar{x})| < \varepsilon$$

for any $\bar{x} \in \overline{\Omega}$. Consequently,

$$\phi_t(\bar{x}) > \phi_t(\bar{x}) - \varepsilon \geq m(\bar{t}) - \varepsilon \quad \text{for all } \bar{x} \in \overline{\Omega}.$$

Minimising over $\bar{x}$ we obtain

$$m(t) \geq m(\bar{t}) - \varepsilon.$$ 

Similarly, we also have that

$$m(\bar{t}) \geq m(t) - \varepsilon.$$ 

Thus, we have shown that if $t \in \overline{I}$ and $|t - \bar{t}| < \delta$ then

$$|m(t) - m(\bar{t})| \leq \varepsilon.$$ 

□

Lemma A.2. Let $R > 0$ and $\zeta_R : \mathbb{R} \to \mathbb{R}$ be the solution to

\[
\begin{cases}
(-\Delta)^s \zeta_R = 0 & \text{in } (-R, R), \\
\zeta_R = g_R & \text{in } \mathbb{R} \setminus (-R, R),
\end{cases}
\]

where

$$g_R(x) = \begin{cases} R, & \text{if } x > R, \\ -R, & \text{if } x < -R. \end{cases}$$

Then

\[
x \mapsto \frac{\zeta_R(x)}{x}
\]

is defined at $x = 0$ and there exists a constant $c_0 = c_0(s) > 0$ such that, as $R \to \infty$, 

$$\frac{\zeta_R(x)}{x} \to c_0 \quad \text{in } C_{\text{loc}}(\mathbb{R}).$$

Proof. By the scale-invariance property of the fractional Laplacian, we may write

\[
\zeta_R(x) = R \zeta_1(x/R)
\]

where $\zeta_1$ is the solution to (A.1) with $R = 1$. The function $\zeta_1$ is given explicitly via the Poisson kernel, (for more details see [Gar19, Section 15])

$$\zeta_1(x) = a_s(1 - x^2)^s \int_{\mathbb{R} \setminus (-1, 1)} \frac{g_1(t)}{(t^2 - 1)^s|x - t|} dt, \quad x \in (-1, 1).$$
where \( a_s \) is a positive normalisation constant. Using the definition of \( g_1 \) and a change of variables, we obtain

\[
\zeta_1(x) = 2a_s x (1 - x^2)^s \int_1^\infty \frac{dt}{(t^2 - x^2)(t^2 - 1)^s}.
\]

Provided \( |x| < 1/2 \),

\[
\frac{1}{(t^2 - x^2)(t^2 - 1)^s} \leq \frac{1}{(t^2 - (1/2)^2)(t^2 - 1)^s} \in L^1((1, \infty))
\]

so by (A.4) and the dominated convergence theorem

\[
\lim_{x \to 0} \frac{\zeta_R(x)}{x} = R \lim_{x \to 0} \frac{\zeta_1(x/R)}{x} = 2a_s \int_1^\infty \frac{dt}{t^2(t^2 - 1)^s} := c_0.
\]

This proves (A.2).

Moreover,

\[
\left| \frac{\zeta_R(x)}{x} - c_0 \right| = 2a_s \left| \int_1^\infty \frac{\left(1 - (x/R)^2\right)^s}{t^2 - (x/R)^2} - \frac{1}{t^2} \right| \frac{dt}{(t^2 - 1)^s}
\]

\[
\leq 2a_s \int_1^\infty \frac{t^2 \left(1 - (x/R)^2\right)^s - 1 + (x/R)^2}{t^2(t^2 - (x/R)^2)} \frac{dt}{(t^2 - 1)^s}
\]

\[
\leq 2a_s \int_1^\infty \frac{\left(1 - (x/R)^2\right)^s - 1}{t^2 - (x/R)^2} \frac{dt}{(t^2 - 1)^s}
\]

\[
+ \frac{2a_s |x|^2}{R^2} \int_1^\infty \frac{dt}{t^2|t^2 - (x/R)^2|(t^2 - 1)^s}.
\]

Suppose that \( x \in \Omega' \subset \subset \mathbb{R} \). Then for \( R > 0 \) sufficiently large,

\[
\frac{1}{|t^2 - (x/R)^2|} \leq C \quad \text{for all } t > 1
\]

and, by Bernoulli’s inequality,

\[
|1 - (x/R)^2|^s - 1 \leq \frac{C}{R^2}.
\]

Combining (A.5), (A.6), and (A.7), we conclude that

\[
\left| \frac{\zeta_R(x)}{x} - c_0 \right| \leq \frac{C}{R^2} \left( \int_1^\infty \frac{dt}{(t^2 - 1)^s} + \int_1^\infty \frac{dt}{t^2(t^2 - 1)^s} \right) \to 0
\]

as \( R \to \infty \). 

\[\square\]

**Proposition A.3.** Suppose that \( \Omega \) is a bounded open subset of \( \mathbb{R}^n \) and that \( \lambda(\Omega) \) is a Dirichlet eigenvalue of \( (-\Delta)^s \) in \( \Omega \). Then

\[
\lambda(\Omega) \geq \frac{n}{2s} |B_1|^{1+2s/n} c_{n,s} |\Omega|^{-\frac{2s}{n}}.
\]

where \( c_{n,s} \) is the defined in (1.1).

The result in Proposition A.3 is not new (see [Fra18; YY13]); however, to the authors’ knowledge, the proof is original and simple.
Proof of Proposition A.3. Let \( u \in L^2(\Omega) \) satisfy
\[
\begin{aligned}
(-\Delta)^s u &= \lambda(\Omega) u \quad \text{in } \Omega, \\
u &= 0 \quad \text{in } \mathbb{R}^n \setminus \Omega, \\
\|u\|_{L^2(\Omega)} &= 1.
\end{aligned}
\]
The existence of such a function can be proved via semi-group theory, see for example [BBKRSV09, Chapter 4].

Using the integration by parts formula for the fractional Laplacian, see [DRV17, Lemma 3.3], we have
\[
\lambda(\Omega) = \frac{c_{n,s}}{2} \int_{\mathbb{R}^{2n} \setminus (\Omega^2)} \frac{|u(x) - u(y)|^2}{|x - y|^{n+2s}} \, dy \, dx \geq \int_{\Omega} \int_{\mathbb{R}^n \setminus \Omega} \frac{|u(x)|^2}{|x - y|^{n+2s}} \, dy \, dx.
\]
For \( x \in \Omega \), if \( B_r(x) \) is the ball such that \( |B_r(x)| = |\Omega| \) then by [DPV12, Lemma 6.1],
\[
\int_{\mathbb{R}^n \setminus \Omega} \frac{dy}{|x - y|^{n+2s}} \geq \int_{B_r(x)} \frac{dy}{|x - y|^{n+2s}} = \frac{n}{2s} |B_1|^{1+2s/n} |\Omega|^{-\frac{2s}{n}}.
\]
Hence,
\[
\lambda(\Omega) \geq \frac{n}{2s} |B_1|^{1+2s/n} c_{n,s} |\Omega|^{-\frac{2s}{n}} \|u\|_{L^2(\Omega)}^2 = \frac{n}{2s} |B_1|^{1+2s/n} c_{n,s} |\Omega|^{-\frac{2s}{n}}. \tag*{□}
\]
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