SUBSET SUM INSTANCES IN ZFC LIMBO

S. GILL WILLIAMSON

ABSTRACT. Our main result, Theorem 3.5, proves the existence of an infinity of subset sum problems solvable in polynomial time. The only proof we have of this result uses the ZFC independent Jump Free Theorem of Friedman [Fri97], thus putting Theorem 3.5 in what we informally call ZFC limbo. The mathematics we use is elementary and at the level of a good undergraduate course in combinatorics or design and analysis of algorithms. The statement of the Jump Free Theorem is also easily understood at this level (but not the proof).

1. Introduction

Let $N = \{0, 1, 2, \ldots\}$ and $k \geq 2$. In this note we derive some connections between the space and time hierarchies of computer science and the large cardinal hierarchies of set theory. Our main result, Theorem 3.5, concerns families $S$ of functions $f$ with domains finite subsets of $N^k$ and ranges finite subsets of $N$ (“finite” functions for short). We define these families $S$ below in terms of elementary set theoretic properties: finite, reflexive, jump free, full, etc.

Let $k, p \geq 2$. For any pair $(f, E)$ and $E^k \subseteq \text{domain}(f)$, $|E| = p$, the function $f \in S$ naturally partitions $E^k \subseteq N^k$ into three blocks $E_0^k, E_1^k, E_2^k$ (Definition 3.2). We define (Definition 3.3) sets of integers $\Delta[f]E_0^k, \Delta[f]E_1^k, \Delta[f]E_2^k$ associated with these three blocks. This construction is parameterized by functions $\rho$ and $\gamma$ (Definition 3.1) and associated with integers $t \geq 1$ (Definition 3.4) so the sets $H_\rho = \Delta[f]E_0^k \cup \Delta[f]E_1^k \cup \Delta[f]E_2^k$ are “generic” in some sense. We consider sequences of sets of this type $H_2, H_3, \ldots, H_\rho, \ldots$. Note that $|H_\rho| = p^k$ (as a multiset). We prove Theorem 3.5 that for fixed $t \geq 1$, $k \geq 2$ associated “jump free family” $S$, there is at least one sequence of the type $H_2, H_3, \ldots, H_\rho, \ldots$ that, considered as instances to subset sum target 0, can be solved in polynomial time $O((p^k)^t)$ where $p^k$ measures the size of the instances. Our only known proof uses Friedman’s Jump Free Theorem 2.8 which is independent of ZFC. We conclude with some interesting consequences.
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2. Basic definitions and theorems

We denote by $N$ the set of all nonnegative integers. For $z = (n_1, \ldots, n_k) \in N^k$, \( \max\{n_i \mid i = 1, \ldots, k\} \) is denoted by $\max(z)$. Define $\min(z)$ similarly.

In this section and the next we discuss Friedman’s Jump Free Theorem. In Section 3 we prove our main results.

**Definition 2.1 (Cubes and Cartesian powers in $N^k$).** The set $E_1 \times \cdots \times E_k$, where $E_i \subset N, |E_i| = p_i, i = 1, \ldots, k$, is called a $k$-cube of length $p$. If $E_i = E, i = 1, \ldots, k$, then this cube is $E^k$, the $k$th Cartesian power of $E$.

**Definition 2.2 (Equivalent ordered $k$-tuples).** Two $k$-tuples in $N^k, x = (n_1, \ldots, n_k)$ and $y = (m_1, \ldots, m_k)$, are order equivalent tuples (ot) if the sets \( \{(i, j) \mid n_i < n_j\} = \{(i, j) \mid m_i < m_j\} \) and \( \{(i, j) \mid n_i = n_j\} = \{(i, j) \mid m_i = m_j\} \).

Note that ot is an equivalence relation on $N^k$. The number of equivalence classes is $\sum_{j=1}^k \sigma(k, j) < k^k, k \geq 2$, where $\sigma(k, j)$ is the number of surjections from a $k$ set to a $j$ set. We use “x ot y” and “x, y of order type ot” to mean x and y belong to the same order type equivalence class.

We present some basic definitions due to Friedman [Fri97], [Fri98].

**Definition 2.3 (Regressive value).** Let $Y \subseteq N, X \subseteq N^k$ and $f : X \to Y$. An integer $n$ is a regressive value of $f$ on $X$ if there exist $x$ such that $f(x) = n < \min(x)$.

**Definition 2.4 (Field of a function and reflexive functions).** For $A \subseteq N^k$ define $\text{field}(A)$ to be the set of all coordinates of elements of $A$. A function $f$ is reflexive in $N^k$ if domain($f$) $\subseteq N^k$ and range($f$) $\subseteq \text{field}($domain($f$)$)$.

**Definition 2.5 (The set of functions $T(k)$).** $T(k)$ denotes all reflexive functions with finite domain. We sometimes denote a function with domain $D$ by $f_D$.

**Definition 2.6 (Full and jump free families).** Let $Q \subseteq T(k)$.

1. **full family:** We say that $Q$ is a full family of functions on $N^k$ if for every finite subset $D \subset N^k$ there is at least one function $f$ in $Q$ whose domain is $D$.

2. **jump free family:** For $D \subset N^k$ and $x \in D$ define $D_x = \{z \mid z \in D, \max(z) < \max(x)\}$. Suppose that for all $f_A$ and $f_B$ in $Q$, where $f_A$ has domain $A$ and $f_B$ has domain $B$, the conditions $x \in A \cap B, A_x \subseteq B_x$, and $f_A(y) = f_B(y)$ for all $y \in A_x$ imply that $f_A(x) \geq f_B(x)$. Then $Q$ will be called a jump free family of functions on $N^k$. 
The jump free condition is illustrated in Figure 1. Intuitively, referring to Figure 1, suppose that the region $A_x$ is to be searched for the smallest of some quantity and the result recorded at $x$. Next, the search region is expanded to a superset $B_x$ with the search results for $A_x$ still valid (i.e., $f_A(y) = f_B(y)$ for all $y \in A_x$). Then, clearly $f_A(x) \geq f_B(x)$.

**Definition 2.7 (Function regressively regular over $E$).** Let $k \geq 2$, $D \subseteq N^k$, $D$ finite, $f : D \to N$. We say that $f$ is regressively regular over $E$ (alternatively $f$ is regressively regular over $E^k$) $E^k \subseteq D$, if for each order type equivalence class $ot$ of $k$-tuples of $E^k$ either (1) or (2) occurs:

1. **constant less than min $E$**: For all $x, y \in E^k$ of order type $ot$, $f(x) = f(y) < \min(E)$.
2. **greater or equal min**: For all $x \in E^k$ of order type $ot$ $f(x) \geq \min(x)$.

![Figure 1. Basic jump free condition 2.6.](image)

We use ZFC for the axioms of set theory: Zermelo-Frankel plus the axiom of choice. The Jump Free Theorem, Theorem 2.8 stated below, can be proved in ZFC + (\forall n)(\exists n$-$subtle cardinal) but not in ZFC+ (\exists n$-$subtle cardinal) for any fixed $n$ (assuming this theory is consistent). A proof of the Jump Free Theorem is in Section 2 of [Fri97], “Applications of Large Cardinals to Graph Theory.” This proof references certain results from [Fri98]. Most students can just take the proof of the Jump Free Theorem as given for this discussion. The proof is complicated (but well checked by logicians). Wikipedia is a good source for learning some basics about ZFC and large cardinals.

**Theorem 2.8 (Jump Free Theorem ([Fri97], [Fri98])).** Let $p, k \geq 2$ and $S \subseteq T(k)$ be a full and jump free family of functions on $N^k$. Then some $f_D \in S$ has at most $k^k$ regressive values on some $E^k \subseteq D$, $|E| = p$. In fact, some $f \in S$ is regressively regular over some $E$ of cardinality $p$.

We note that the statement “$f \in S$ is regressively regular over some $E$ of cardinality $p$” implies that “some $f \in S$ has at most $k^k$ regressive values on some $E^k \subseteq \text{domain}(f)$, $|E| = p$.”
3. Subset sum instances and the Jump Free Theorem

Let \( S \subseteq T(k) \) be a full and jump free family of functions on \( N^k \). The Jump Free Theorem asserts that for each \( p \geq 2 \) there exists an \( f \in S \) such that \( f \) is regessively regular over some \( E^k \subseteq \text{domain}(f) \) and \( |E| = p \). Definition 3.1 introduces two families of functions that will be used to construct instances to the subset sum problem. \( Z \) denotes the integers.

**Definition 3.1 (Families of functions).** For each fixed \( k \geq 2 \) we define two families of functions, \( \rho \) and \( \gamma \) with domains \( E^k, E \) a finite subset of \( N \).

\[
\mathbb{R}_k = \{ \rho \mid \rho : E^k \to N, E^k \subseteq N^k, \rho(x) \geq \min(x), x \in E^k \}. \\
\mathbb{I}_k = \{ \gamma \mid \gamma : E^k \to Z, E^k \subseteq N^k \}.
\]

In the next definition we consider functions \( f \) and sets of the form \( E^k \) contained in the domain of \( f \). We use \( f \) to partition \( E^k \) into three blocks which we call \( E_0^k, E_1^k, \) and \( E_2^k \). These partitions will be used to make a connection between sets of instances defined in Definition 3.3 and regressive regularity, Definition 2.7.

**Definition 3.2 (\( f \in S \) partitions \( E^k \)).** Let \( k, p \geq 2, f \in S, E^k \subseteq \text{domain}(f), |E| = p \). We define the blocks \( E_0^k, E_1^k, E_2^k \) of a partition of \( E^k \) as follows:

\[
E_0^k = \{ x \in E^k : f(x) < \min(E) \} \\
E_1^k = \{ x \in E^k : \min(E) \leq f(x) < \min(x) \} \\
E_2^k = \{ x \in E^k : \min(x) \leq f(x) \}.
\]

We map the blocks of the partition 3.2 into sets of integers as follows:

**Definition 3.3 (Sets of instances from \( E^k \)).** Let \( k, p \geq 2, f \in S, E^k \subseteq \text{domain}(f), \) Let the \( \gamma \) and the \( \rho \) be as in Definition 3.1. Using Definition 3.2 we define \( \Delta[f]E_0^k = \{ f(x) - \min(E) : x \in E_0^k \}, \Delta[f]E_1^k = \{ \gamma(x) : x \in E_1^k \} \) and \( \Delta[f]E_2^k = \{ \rho(x) - \min(x) : x \in E_2^k \} \). Let \( H_p \) denote sets of the form

\[
H_p = \Delta[f]E_0^k \cup \Delta[f]E_1^k \cup \Delta[f]E_2^k
\]

where \( |E| = p \).

We define a special class of functions \( \rho \) of Definition 3.1.

**Definition 3.4 (t-log bounded \( \rho \) over \( E^k, |E| = p \)).** For \( t \geq 1 \) the function \( \rho \) is t-log bounded over \( E^k \) where \( E = \{ e_0, \ldots, e_{p-1} \} \) if

\[
|\{ \rho(x) - \min(x) : 0 < \rho(x) - \min(x) < e_0k^k, x \in E^k \}| \leq t \log_2(p^k).
\]
Recalling that $\rho(x) \geq \min(x)$ and $\rho(x)$ can be arbitrarily large, we can choose

$$\left| \{\rho(x) - \min(x) : \rho(x) - \min(x) \geq e_0 k^k, x \in E^k\} \right|$$

large enough to make $\rho t \log$ bounded.

**Theorem 3.5 (Instances to subset sum target zero).** Let $t \geq 1, k \geq 2$ be fixed. Let $p \geq 2$ and let $S \subseteq T(k)$ be a full, reflexive and jump free family. Referring to Definition 3.3, consider sets of the form $H_p = \Delta[f]E_0^k \cup \Delta[f]E_1^k \cup \Delta[f]E_2^k$ where $|E| = p$ and $f \in S$. We regard sequences of the form $H_2, H_3, \ldots, H_p, \ldots$, as sequences of instances (size measured by $p^k$) to the subset sum problem target zero. For each fixed $t \geq 1, k \geq 2$, $S \subseteq T(k)$ there is a sequence $H_2, H_3, \ldots, H_p, \ldots$ that can be solved in polynomial time where $p^k$ is the size of the instances.

**Proof.** For each $p \geq 2$ use the Jump Free Theorem 2.8 to choose $f \in S$ regressively regular over some $E^k \subseteq \text{domain}(f)$, $|E| = p$.

By regressive regularity, $\Delta[f]E_1^k$ is empty. There are at most $k^k$ terms in $\Delta[f]E_0^k$ and all are negative with absolute value less than $e_0 = \min(E)$. The terms in $\Delta[f]E_2^k$ are all greater than or equal to zero. Zero is the target, so we assume all terms in $\Delta[f]E_2^k$ are positive. Since $E_2^k \subseteq E^k$ we have

$$\left| \{\rho(x) - \min(x) : 0 < \rho(x) - \min(x) < e_0 k^k, x \in E_2^k\} \right| \leq t \log_2(p^k).$$

Thus, to solve the subset sum problem we compare all possible sums of $2^{k^k}$ subsets of negative terms with all $2^{t \log_2(p^k)}$ sums of subsets of positive terms. Positive terms greater than or equal $e_0 k^k$ are larger than any sums of negative terms. Thus, we have $2^{k^k} (p^k)^t$ total comparisons of sums. Thus, for each fixed $t$ and $k$ the sequence of instances to subset sum target zero, $H_2, H_3, \ldots, H_p, \ldots$ can be solved in polynomial time where $p^k$ is the size of the instances. $\square$

4. Conclusions

Theorem 3.5 uses the ZFC independent Jump Free Theorem (for each fixed $t \geq 1$). We know of no other proof thus putting Theorem 3.5 in what we call "ZFC Limbo." If a ZFC proof could be found that the subset sum problem is solvable in polynomial time $O(n^t)$ where $n$ is the length of the instance ($p^k$ for fixed $k$ here), then that result would prove Theorem 3.5 for $t = \tau$ and thus show it is provable within ZFC (i.e. remove it from ZFC limbo). We conjecture, however, that Theorem 3.5 cannot be proved in ZFC alone (for each fixed $t$). The basis for this conjecture is that the subset sum problem arises from Theorem 3.5 and thus from the Jump Free Theorem in a very natural, generic way. In particular, the sets of instances 3.3 are constructed to be an alternative description of regressive regularity. Of course, if our conjecture is true, "subset sum is solvable in polynomial time" cannot be proved in ZFC (perhaps because it is false).
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