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Abstract—Maximum-likelihood (ML) decoding can be used to obtain the optimal performance of error correction codes. However, the size of the search space and consequently the decoding complexity grows exponentially, making it impractical to be employed for long codes. In this paper, we propose an approach to constrain the search space for error patterns under a recently introduced near ML decoding scheme called guessing random additive noise decoding (GRAND). In this approach, the syndrome-based constraints which divide the search space into disjoint sets are progressively evaluated. By employing \( p \) constraints extracted from the parity check matrix, the average number of queries reduces by a factor of \( 2^p \) while the error correction performance remains intact.

Index Terms—Maximum likelihood decoding, error pattern, search space, guessing random additive noise decoding, GRAND.

I. INTRODUCTION

Soft-decision based decoding can be classified into two major categories of decoding algorithms [1]: Code structure-based algorithms and reliability-based algorithms or general decoding algorithms as they usually do not depend on the code structure. In the reliability-based algorithms, which is the focus of this paper, the goal is to find the closest modulated codeword to the received sequence using a metric such as likelihood function. That is, we try to maximize the likelihood in the search towards finding the transmitted sequence. Hence, this category of decoding algorithms is called maximum likelihood (ML) decoding which is known as an optimal decoding approach. Maximum likelihood decoding has been an attractive subject for decades among the researchers. Error sequence generation is one of the central problems in any ML decoding scheme. In general, a ML decoding is prohibitively complex for most codes as it was shown to be an NP-complete problem [2]. Hence, the main effort of the researchers has been concentrated on reducing the algorithm’s complexity for short block-lengths. The complexity reduction has inevitably come at the cost of error correction performance degradation.

Information set decoding [3] and its variant, ordered statistics decoding (OSD) [4], are a well-known examples of near-ML decoding algorithms. The OSD algorithm permutes the columns of the generator matrix with respect to the reliability of the symbols for every received vector and performs elementary row operations on the independent columns extracted from the permuted generator matrix resulting in the systematic form. The recently introduced guessing random additive noise decoding (GRAND) [5] suggests generating the error sequences in descending order of likelihood that does not require any matrix manipulation for every received vector. The likelihood ordering of error sequences is determined accurately in soft-GRAND [6] and approximately in ordered reliability bits GRAND (ORBGRAND) [7], [8], [9]. The accurate ordering requires sorting a large number of metrics while the approximate scheduling of the error sequences is based on distinct integer partitioning of positive integers which is significantly less complex.

In this work, by utilizing the structure of a binary linear code, we propose an efficient pre-processing that constrains the error sequence generation. This approach can save the codebook checking operation which seems to be more computational than the pre-processing for validation. These syndrome-based constraints are extracted from the parity check matrix (with or without matrix manipulation) of the underlying code. The proposed approach breaks down the unconstrained search problem into the problem of dividing the scope of search into disjoint set(s) and determining the number of errors (even or odd) in each set. We show that the size of the search space deterministically reduces by a factor of \( 2^p \) where \( p \) is the number of constraints. The numerical results shows a similar reduction in the average number of queries. Note that the constrained error sequence generation does not degrade the error correction performance as it is just discarding the error sequences that do not result in valid codewords. The proposed approach can be applied on other GRAND variants such as soft-GRAND [6] and GRAND-MO [10].

II. PRELIMINARIES

We denote by \( \mathbb{F}_2 \) the binary finite field with two elements. The cardinality of a set is denoted by \( | \cdot | \). The interval \( [a, b] \) represents the set of all integer numbers in \( \{ x : a \leq x \leq b \} \). The support of a vector \( e = (e_1, \ldots, e_n) \in \mathbb{F}_2^n \) is the set of indices where \( e \) has a nonzero coordinate, i.e. \( \text{supp}(e) \triangleq \{ i \in [1,n] : e_i \neq 0 \} \). The weight of a vector \( e \in \mathbb{F}_2^n \) is \( w(e) \triangleq | \text{supp}(e) | \). The all-one vector \( 1 \) and all-zero vector \( 0 \) are defined as vectors with all identical elements of 0 or 1, respectively. The summation in \( \mathbb{F}_2 \) is denoted by \( + \).

A. ML Decoding and ORBGRAND

A binary code \( C \) of length \( n \) and dimension \( k \) maps a message of \( k \) bits into a codeword \( c \) of \( n \) bits to be transmitted over a noisy channel. The channel alters the transmitted codeword such that the receiver obtains an \( n \)-symbol vector \( r \). A ML decoder supposedly compares \( r \) with all the \( 2^k \) modulated...
codewords in the codebook, and selects the one closest to \( r \). In other words, the ML decoder for Gaussian noise channel finds a modulated codeword \( x(c) \) such that
\[
\hat{c} = \arg \max_{c \in \mathcal{C}} p(r|x(c)) = \arg \min_{c \in \mathcal{C}} |r - x(c)|^2.
\] (1)

This process requires checking possibly a large number of binary error sequences \( \hat{e} \) to select the one that satisfies
\[
H \cdot (\theta(r) + \hat{e}) = 0
\] (2)
where \( H \) is the parity check matrix of code \( \mathcal{C} \) and \( \theta(r) \) returns the hard-decision demodulation of the received vector \( r \). The error sequence \( \hat{e} \) in ORBGRAND is generated in an order suggested by logistic weight \( w_L \) which is defined as
\[
w_L(z) = \sum_{i=1}^{n} z_i \cdot i
\] (3)
where \( z_i \in \mathbb{F}_2 \) is the \( i \)-th element of the permuted error sequence \( \hat{e} \) in the order of the received symbols’s reliability which is proportional to their magnitudes \( |r_i| \). That is, the error sequence is \( \hat{e} = \pi(z) \) where \( \pi(z) \) is the permutation function. The integer partitions of positive integers from 1 to \( n(n+1)/2 \) with distinct parts and no parts being larger than \( n \) gives the indices of the positions \( i \) in the permuted error sequences \( z \) to be \( z_i = 1 \). Alternatively, a sequential method to generate error patterns was suggested based on partial ordering and a modified logistic weight in \[3]\.[11]

B. Parity Check Matrix

The matrix \( H \) represents the properties of the underlying code. These properties can be exploited to constrain the process of generating \( z \) in [3] and consequently constraining \( \hat{e} \).

We know that the syndrome \( s \) for any vector \( v \) of length \( n \) is obtained by \( s = H \cdot v \) and a valid codeword \( c \) gives \( H \cdot c = 0 \), where the syndrome is \( s = 0 \). Mathematically speaking, all \( c^⊥ \in C \) form the null space for \( H \). Let us represent the parity check matrix as follows:

\[
H = [h_1, h_2, \cdots, h_{n-k}]^T
\] (4)
The \( n \)-element vectors \( h_j \) for \( j \in [1, n-k] \) are the rows of the parity check matrix denoted by \( h_j = [h_{j,1}, h_{j,2}, \cdots, h_{j,n}] \). If we define vector \( v = \theta(r) \), then we are looking for some error sequence \( \hat{e} = \pi(z) \) with elements \( \hat{e}_i \in \mathbb{F}_2, i = 1, \ldots, n \) such that \( H \cdot (v \oplus \hat{e}) = 0 \). When \( \hat{e}_i = 1 \), it means the \( i \)-th received symbol is supposed to be in error.

C. Manipulation of the Parity Check Matrix

Now we turn our focus on the manipulation of the parity check matrix so that we can use it to divide the scope of search into disjoint sets of positions. We know that the rows \( h_{j,1}, j \in [1, n-k] \) of the parity check matrix \( H \) of the code \( \mathcal{C} \) form a basis for the dual code \( \mathcal{C}^⊥ \). That is, all \( c^⊥ \in \mathcal{C}^⊥ \) form the row space of \( H \) which are obtained from the linear combinations of \( h_1, h_2, \ldots, h_{n-k} \) in \( \mathbb{F}_2 \). From the linear algebra, we know that the row space is not affected by elementary row operations on \( H \) (resulting in \( H' \)), because the new system of linear equations represented in the matrix form \( H' \cdot c = 0 \) will have an unchanged solution set \( C \). Similarly, permutation of the rows \( h_j \) does not have any impact on the row space of \( H \) as well.

III. Constraining the Error Sequence Generation

In this section, we first reformulate the syndrome computation, then we propose an approach to utilize the information we obtain from the syndrome \( s(0) \) for pruning the search space. A. Relative Syndrome

Since \( v = [v_1, v_2, \cdots, v_n] = \theta(r) \) remains unchanged for all the queries performed on every received vector \( r \) while the error sequence \( \hat{e} \) changes for every query, then the syndrome \( s \) is a function of \( \hat{e} \). Given vector \( v \oplus \hat{e} \) is used for obtaining the syndrome \( s = [s_1 s_2 \cdots s_{n-k}] \), we have
\[
s_j = \bigoplus_{i \in \text{supp}(\hat{e})} h_{j,i} \cdot (v_i \oplus \hat{e}_i)
\] (5)
for every \( j \in [1, n-k] \). Hence, we can relate every syndrome \( s \) to the corresponding error sequence \( \hat{e} \) and denote it by \( s(\hat{e}) \). The computation of the syndrome of every \( \hat{e} \neq 0 \) relative to the syndrome of all-zero error sequence \( \hat{e} = 0 \), i.e., \( s(0) \), can be simplified as
\[
s_j(\hat{e}) = \bigoplus_{i \in \text{supp}(\hat{e})} h_{j,i} \cdot s_j(0)
\] (6)
where the elements of \( s(0) \) are computed by
\[
s_j(0) = \bigoplus_{i=1}^{n} (h_{j,i} \cdot v_i)
\] (7)
in the first query where \( v = \theta(r) \) in the presence of all-zero error sequence. Note that \( 6 \) follows from \( 5 \) through splitting it into two terms by the distributive law.

Remark 1. In order to get \( s(\hat{e}) = 0 \) which is the goal of the search, according to \( 6 \), we need to find a vector \( \hat{e} \) such that
\[
\bigoplus_{i \in \text{supp}(\hat{e})} h_{j,i} = |\text{supp}(h_j) \cap \text{supp}(\hat{e})| \mod 2 = s_j(0)
\] (8)
for every \( j \in [1, n-k] \).

B. The Location and Number of Errors

To utilize \( 8 \) for pruning the search space, we form one or more disjoint sets of bit indices, denoted by \( \mathcal{H}_j, j \in [1, n-k] \) where \( \mathcal{H}_j = \text{supp}(h_j) \). Note that \( h_j \) could belong to the original parity check matrix \( H \) or the manipulated one. We discuss about how to manipulate \( H \) effectively later.

Remark 2. Observe that a general insight into the number of erroneous positions in set \( \mathcal{H}_j = \text{supp}(h_j) \) is given by
\[
|\mathcal{H}_j \cap \text{supp}(\hat{e})| = \begin{cases} 
\text{odd} & s_j(0) = 1 \\
\text{even} & s_j(0) = 0
\end{cases}
\] (9)
where the even number of errors includes no errors as well. When \( |\mathcal{H}_j| = n \) or \( h_j = 1 \), we have \( |\mathcal{H}_j \cap \text{supp}(\hat{e})| = |\text{supp}(\hat{e})| \).

Then, the whole sequence \( e \) has either odd or even weight.
After establishing the required notations and reformulating the background, we come to the main idea. We use the structure of matrix $\mathbf{H}$ to form sets $\mathcal{H}_j$. These sets help us to break down the problem of finding the location of errors among $n$ bit positions into the problem of finding the number of errors (even or odd) in intervals. We consider several scenarios in the following:

The simplest case is as follows: In many codes such as polar codes, PAC codes, and extended codes by one bit, there exists a row $\mathbf{h}_j$ such that $h_{ji} = 1$ for every $i \in [1, n]$. The parity corresponding to such a row is called overall parity check bit. In this case, we have $\mathcal{H}_j = [1, n]$. Following [2], we would know when we have even or odd number of errors in total. Then, we can use this relation to discard the irrelevant error sequences easily in the stage of generation.

Let us make it a bit more complicated: Pick a row $\mathbf{h}_j$ of $\mathbf{H}$ and its corresponding set $\mathcal{H}_j = \text{supp}(\mathbf{h}_j)$ such that $\mathcal{H}_j \subset [1, n]$. In this case, we do not know whether the total number of errors is even or odd but we can obtain this insight on a specific set of bit positions, i.e., $\mathcal{H}_j$. The number of erroneous bits outside this set could be either even or odd. Implementation of $|\mathcal{H}_j \cap \text{supp}(\mathbf{e})|$ could be challenging. An easy way to compute this is via a permutation $\pi_2(.)$ that converts the scattered indices in each set into consecutive indices and obtaining an interval $[L_j, U_j]$, similar to [1]. Now, by counting every $i \in \text{supp}(\mathbf{e})$ such that $L_j \leq \pi_2(i) \leq U_j$ or simply $\pi_2(i) > L_j - 1$ for a single constraint, we can find

$$|\mathcal{H}_j \cap \text{supp}(\mathbf{e})| = |\{i \in \text{supp}(\mathbf{e}) : \pi_2(i) \in [L_j, U_j]\}|.$$  

Then, the generated $\mathbf{e}$ can be output if the condition in [8] is satisfied. Note that a more efficient and fast way to the aforementioned process can be implemented based on the structure of matrix $\mathbf{H}$ and a good choice of $\mathbf{h}_j$. For instance, the elements of $\mathbf{h}_j$ in polar codes’ matrix $\mathbf{H}$ are already in the consecutive order.

Now, we turn our attention to multiple sets of $\mathcal{H}_j$. These sets are preferred to be disjoint, then every element in the error sequence will belong to only one interval. This makes the checking simple. An effective approach to get such sets is as follows: Pick a row $\mathbf{h}_{j_1}$ with the largest $|\text{supp}(\mathbf{h}_{j_1})|$ and then try to find a row $\mathbf{h}_{j_2}$ such that $\text{supp}(\mathbf{h}_{j_2}) \subset \text{supp}(\mathbf{h}_{j_1})$. In this case, we can replace $\mathbf{h}_{j_1}$ with $\mathbf{h}_j = \mathbf{h}_{j_1} \oplus \mathbf{h}_{j_2}$ in order to have two disjoint sets $\mathcal{H}_{j_1}$ and $\mathcal{H}_{j_2}$ for constraining the search space based on [8]. As we will see in Section [V] every set $\mathcal{H}_j$ used in constraining the search space reduces the size of the search space by half. This strategy can make decoding of longer codes practical. Fig. [I] illustrates how matrix manipulation can split the search space.

**Example 1.** Suppose we have two rows of a parity check matrix and the associated syndrome bits as follows:

$$\begin{align*}
\mathbf{h}_{j_1} &= [1 1 1 0 1 0 0], & s_{j_1}(0) &= 1 \\
\mathbf{h}_{j_2} &= [0 1 0 1 0 0 1 0], & s_{j_2}(0) &= 0
\end{align*}$$

One can conclude from $s_{j_1}(0) = 1$ that the error(s) could have occurred on any odd number of positions in set $\{1, 2, 3, 4, 6, 7\}$, i.e.,

$$\text{supp}(\mathbf{e}) \subset \{1, 2, 3, 4, 6, 7\} : |\text{supp}(\mathbf{e})| \mod 2 = 1,$$

or any even number of positions in set $\{2, 4, 7\}$, however we do not have any information about positions 5 and 8 based on these two constraints. Since $\text{supp}(\mathbf{h}_j) \subset \text{supp}(\mathbf{h}_{j_1})$, then we can replace $\mathbf{h}_{j_1}$ with

$$\mathbf{h}_j = \mathbf{h}_{j_1} \oplus \mathbf{h}_{j_2} = [1 0 1 0 0 1 0 0].$$

Now, we can search among the error sequences that satisfy the following two conditions, given $s_{j_1}(0) = 1$:

$$|\{1, 3, 6\} \cap \text{supp}(\mathbf{e})| \mod 2 = 1,$$

$$|\{2, 4, 7\} \cap \text{supp}(\mathbf{e})| \mod 2 = 0.$$

To make the intersection operation easier, we can employ the following permutation:

$$\pi_2 : \{5, 8, 1, 3, 6, 2, 4, 7\} \rightarrow \{1, 2, 3, 4, 5, 6, 7, 8\}.$$  

Now, to count all $i \in \text{supp}(\mathbf{e})$ in $\{2, 4, 7\} \cap \text{supp}(\mathbf{e})$ or in $\{1, 3, 6\} \cap \text{supp}(\mathbf{e})$, we just need to count every $i \in \text{supp}(\mathbf{e})$ where $\pi_2(i) > 5$ or $\pi_2(i) > 2$. Note that $i$ cannot satisfy both, then if $\pi_2(i) > 5$ is true, we do not check the other.

**Remark 3.** Observe that an error sequence corresponding to $\mathbf{z}$ under the single constraint $\mathbf{h}_j$ is valid if

$$s_j(\hat{\mathbf{e}}) = s_j(\pi_1(\mathbf{z})) = \bigoplus_{L_j \leq \pi_2(\pi_1(\mathbf{z})) \leq U_j} 1 = s_j(0).$$

The summation in [12] can be performed progressively as the sequences $\text{supp}(\mathbf{z})$ differ in a limited number of elements between the parent and children sequences during generation.

**C. Progressive Evaluation of the Constraints**

For further simplification of embedding the constraints into the error sequence generator, we can keep the partial evaluation of the left hand side of [12] for every sequence during the integer partitioning process. Suppose we have $\mathbf{z}$ generated during integer partitioning. Then, the partial evaluation of the
is not satisfied (indicated with red crosses) except for two sequences checked with green ticks.

IV. ANALYSIS OF REDUCTION IN SIZE OF SEARCH SPACE

The size of the search space denoted by \( \Omega \) is theoretically
\[ \Omega = \sum_{i \in [n]} \binom{n}{i} 2^n \text{ for binary symbols if we do not put any constraints in place. However, we can find a valid codeword with a limited number of queries when we search by checking the sequences in the descending order of their likelihood. Nevertheless, the average number of queries (computational complexity) of decoding reduces proportional to the reduction in the search space given the maximum number of queries, denoted by \( \tilde{b} \), is large enough. Therefore, we focus on the analysis of the reduction in the search space in the presence of the constraint(s) as an equivalent analysis on the reduction in the average complexity.}

To obtain the size of the constrained search space, we consider different single constraints as follows:

When there exists a row \( \mathbf{h}_j = 1 \) in \( \mathbf{H} \): In this case, we only consider the error sequences \( \hat{s} \) where \(|\text{supp}(\hat{s})| \mod 2 = s_j(0) \). That is, \(|\text{supp}(\hat{s})|\) is either odd (when \( s_j(0) = 1 \)) or even (when \( s_j(0) = 0 \)), not both. Then, the size of the search space will be
\[ \Omega(h_j) = \sum_{\ell \in [n]} \binom{n}{\ell} \left( \frac{2^n}{2} \right)^{n-1}. \] (15)

Consider a row \( \mathbf{h}_j \neq 1 \) and \( \mathcal{H} = \text{supp}(\mathbf{h}_j) \): In this case, we only consider the error sequences satisfying \(|\mathcal{H} \cap \text{supp}(\hat{s})| \mod 2 = s_j(0) \). Then, the size of the constrained search space will be
\[ \Omega(h_j) = \sum_{\ell \in [n] \cap \mathcal{H}} \binom{|\mathcal{H}|}{\ell} \cdot 2^{n - |\mathcal{H}|} = \left( \frac{2^{n-|\mathcal{H}|}}{2} \right) \cdot 2^{n-|\mathcal{H}|} = 2^{n-1}. \] (16)

As can be seen, the search space halves in both scenarios. However, implementation of the first scenario in the error sequence generator is quite simple with negligible computational overhead. The following lemma generalizes the size of constrained search space by the number of constraints.

**Lemma 1.** Suppose we have a parity check matrix \( \mathbf{H} \) in which there are \( p \) rows of \( \mathbf{h}_j, j = j_1, j_2, \ldots, j_p \) with mutually disjoint index sets \( \mathcal{H}_j = \text{supp}(\mathbf{h}_j) \), then the size of the constrained search space by these \( p \) parity check equations is
\[ \Omega(h_{j_1}, \ldots, h_{j_p}) = 2^{n-p}. \] (17)

**Proof.** Generalizing (16) for \( p \) constraints, we have
\[ \left( \prod_{j=j_1}^{j_p} \sum_{\ell \in [n] \cap \mathcal{H}_j} \binom{|\mathcal{H}_j|}{\ell} \right) \cdot 2^{n-\sum_{j=j_1}^{j_p} |\mathcal{H}_j|} = \left( \prod_{j=j_1}^{j_p} 2^{|\mathcal{H}_j|-1} \right) \cdot 2^{n-\sum_{j=j_1}^{j_p} |\mathcal{H}_j|} = 2^{n-p}. \]

---

**Example 2.** Suppose for the code in Example 1 the permutation for the order of symbol reliability is
\[ \pi_1 : \{1, 2, 3, 4, 5, 6, 7, 8\} \rightarrow \{8, 1, 5, 6, 3, 7, 2, 4\} \]
and \( w_{L_1} = 11 \). We use \( \mathbf{h}_{j_2} \) with \( s_{j_2} = 0 \) as a single constraint on the error sequence generation. As shown in Fig. 2, \{11\}, \{10, 1\}, and \{9, 2\} are not valid as there exists \( i > 8 \) in the sets. For the reset of the sequences, the condition in Remark 3 is satisfied (indicated with green ticks) except for two sequences checked with red crosses.

---

Fig. 2. Integer partitioning of \( w_{L_1} = 11 \) (Example 2). Red crosses and gray crosses indicate the invalidated sequences by constraint \( \mathbf{h}_{j_2} \) and constraint \( i > n \) for \( n = 8 \), respectively. The sequences with identical background color use the same \( s_{j_2}^*(\hat{s}) \) for computing \( s_{j_2}(\hat{s}) \) during partitioning the largest number (vertical arrows) and finding the alternatives (horizontal curved arrows).

---

| \( \mathbf{h}_j \) | \( s_{j_2}(\hat{s}) \) |
|-----------------|------------------|
| \( \{1, 2, 3, 4, 5, 6, 7, 8\} \rightarrow \{8, 1, 5, 6, 3, 7, 2, 4\} \) | \( \{8, 1, 5, 6, 3, 7, 2, 4\} \) |

Constraints which exclude the largest element of \( \text{supp}(z) \) is defined as
\[ s_j^*(\hat{e}) = s_j^*(\pi_1(z)) = \bigoplus_{i \in \text{supp}(z^*)} 1, \] (13)
where \( \text{supp}(z^*) = \text{supp}(z) \setminus \{\max(\text{supp}(z))\} \). This partial evaluation can be used to progressively compute \( s_j^*(\hat{e}) \) for longer \( \hat{e} \) sequences. This can be appreciated when we recognize two main phases in the generation of the error sequences: 1) partitioning the largest element of the current sequence into two integers, 2) finding the alternative pair of integers for the result of the phase 1. These two phases are repeated until we can no longer do the partitioning in phase 1. Fig. 2 illustrates an example showing these two phases. For every \( z \) corresponding to an error sequence, we keep a partial evaluation of the constraint such that we do not involve the computational complexity) of decoding reduces proportional to the reduction in the search space.
You may find the Python implementation of the algorithms used in this paper in [16].

Note that the error sequences are not evenly distributed in the search space with respect to the constraint(s). Nevertheless, when the maximum number of queries \( b \) increases, by the law of large numbers, the reduction in the average queries approaches the reduction in the size of the search space.

V. NUMERICAL RESULTS

We consider two sample codes for numerical evaluation of the proposed approach. Fig. 3 and 4 show the block error rates (BLER) of extended BCH code (128, 106) and polarization-adjusted convolutional (PAC) code (64, 44), respectively. Note that \( b \) is the maximum number of queries on 2 while \( b' \) is the maximum number of considered error sequences (including discarded ones) in the sequence generator. Observe that when no constraints are applied, then \( b = b' \). For the sake of fair comparison, we take an identical maximum number of considered error sequences. That is, \( b' \) for the constrained case equals \( b \) of no constraints case. Fig. 5 illustrates how constraining can reduce the complexity. Fig. 6 and 7 illustrate that the average number of queries halves by every introduced constraint for \( b = b' = 10^5 \) in the presence of different number of constraints (\( p = 1, 2, 3 \), indicated by \( pC \)) while the BLERs remain unchanged. When comparing the complexity curves, note that the vertical axis is in logarithm-scale. The black dotted curves on BLER figures for \( b = 10^4 \) and \( 10^5 \) are only to show the relative performance with respect to \( b \). In the table below, we show the average queries of three cases (without constraints, constrained by either \( h_1 \) or \( h_2 \), and by both \( h_1 \) and \( h_2 \)) for the maximum queries of \( b = 10^5 \) at different SNRs. Although we do not compare the results with a CRC-polar code with a short CRC or an improved PAC code (see [15], [14]), they can perform close in high SNR regime.

| \( E_b/N_0 \) [dB] | 3 | 3.5 | 4 | 4.5 | 5 | 5.5 |
|------------------|---|-----|---|-----|---|-----|
| No Constraints   | 35686 | 16838 | 6430 | 1949 | 461 | 106 |
| Single: \( h_1 \) or \( h_2 \) | 16183 | 8654 | 3205 | 994 | 231 | 51 |
| Double: \( h_1 \) and \( h_2 \) | 8091 | 4327 | 1602 | 497 | 115 | 26 |

As can be seen, the average queries is reduced by a factor of two after adding every constraint. At lower maximum queries, \( b < 10^5 \), we observe slightly less reduction. For instance, when \( b = 10^4 \), the average queries at \( E_b/N_0 = 5 \) for these three constraint cases are 205, 144, and 102, respectively.

VI. CONCLUSION

In this paper, we propose an approach to constrain the error sequence generator by a single or multiple constraints extracted from the parity check matrix (with or without matrix manipulation) of the underlying codes. We further present how to progressively evaluate the constraints for the error sequences during the generation process. The theoretical analysis shows that the search space reduces by factor of 2 after introducing every constraint. The numerical results support this theory when the maximum number of queries is relatively large. To have a negligible computational overhead, it is suggested to use only one constraint preferably with codes which have an overall parity check bit such as polar codes and their variants and extended codes by one bit. This single constraint suffices to halve the complexity. The proposed method can be applied on other GRAND variants as well.
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