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Abstract—There is growing interest in multilabel image classification due to its critical role in web-based image analytic-based applications, such as large-scale image retrieval and browsing. Matrix completion (MC) has recently been introduced as a method for transductive (semi-supervised) multilabel classification, and has several distinct advantages, including robustness to missing data and background noise in both feature and label space. However, it is limited by only considering data represented by a single-view feature, which cannot precisely characterize images containing several semantic concepts. To utilize multiple features taken from different views, we have to concatenate the different features as a long vector. However, this concatenation is prone to over-fitting and often leads to very high time complexity in MC-based image classification. Therefore, we propose to weightedly combine the MC outputs of different views, and present the multiview MC (MVMC) framework for transductive multilabel image classification. To learn the view combination weights effectively, we apply a cross-validation strategy on the labeled set. In particular, MVMC splits the labeled set into two parts, and predicts the labels of one part using the known labels of the other part. The predicted labels are then used to learn the view combination coefficients. In the learning process, we adopt the average precision (AP) loss, which is particularly suitable for multilabel image classification, since the ranking-based criteria are critical for evaluating a multilabel classification system. A least squares loss formulation is also presented for the sake of efficiency, and the robustness of the algorithm based on the AP loss compared with the other losses is investigated. Experimental evaluation on two real-world data sets (PASCAL VOC' 07 and MIR Flickr) demonstrate the effectiveness of MVMC for transductive (semi-supervised) multilabel image classification, and show that MVMC can exploit complementary properties of different features and output-consistent labels for improved multilabel image classification.

Index Terms—Image classification, transductive, multilabel, multi-view, matrix completion, average precision.

I. INTRODUCTION

MULTI-LABEL image classification, where multiple labels are assigned to a given image, is useful in many web-based image analytic-based applications. For example, keywords can be automatically assigned to an uploaded web image so that annotated images may be searched directly using text-based image retrieval systems.

Dozens of multi-label algorithms have been proposed in the past decade [1]–[7]. However, none of these methods are able to handle missing features, or cases where parts of the training data labels are unknown. Many of the algorithms lack robustness to outliers and background noise. In order to overcome these limitations, matrix completion (MC) has recently been introduced as an alternative methodology for transductive (semi-supervised) multi-label classification [8], [9]. In particular, the MC-based multi-label classification concatenates the feature and label matrices, and then completes the unknown entries (either features or labels) in the concatenated matrix by the use of the rank minimization criterion. In this way, the MC-based methods can be used not only to infer labels of the unlabeled data, but also to estimate values of the missing features, and denoise the observed features and labels.

Although MC-based algorithms are robust for general transductive multi-label classification tasks, they cannot directly handle those image classification problems [10]–[12] that include images represented by multi-view features. A popular solution has been to concatenate all the features into a long vector, but this strategy not only ignores the physical interpretations of different features, but also encounters an over-fitting problem given frequently limited labeled training samples and high dimensional image features. Besides, the feature concatenation often leads to a very large matrix to be completed. Thus the time cost is very high and sometimes intolerable [13].

To avoid these drawbacks, we propose to weightedly combine the MC based classification outputs of different views, and develop a new framework, namely, multi-view matrix completion (MVMC) for handling multi-view features in semi-supervised multi-label image classification. To learn the view combination coefficients, we firstly perform a two-fold cross validation procedure on the labeled set for each view. That is, we divide the labeled training samples into two (usually equal) sets. Labels in one set are assumed to be unknown and are completed using the label information in the other set. In fact the labeled training samples have been annotated, and thus we propose to linearly combine the predicted labels of all the views to approximate...
the ground-truth labels. In this way, we learn the combination coefficients of different views. In the learning of the coefficients, we propose to directly optimize average precision (AP), which is a critical criterion in evaluating a multi-label classification algorithm. We also present a formulation that adopts the least squares (LS) loss, which is quite efficient although not so proper as the AP loss for multi-label classification. Finally, for each view, the labels of the unlabeled and test data are predicted using matrix completion, and the obtained predictions of all the views are combined using the learned coefficients. The proposed algorithms tend to assign higher coefficients, we propose to directly optimize average precision (AP), and classifier-level [18] multi-view approaches, as well as some competitive multi-label classification methods [4], [5]. The experimental results show that our novel approach outperforms the current state-of-the-art.

The main contributions of this paper are: 1) the cross validation strategy that learns the view combination coefficients in the proposed multi-view matrix completion framework for multi-label image classification; 2) the developed solutions for the constrained optimization problems with the AP loss, as well as the LS loss. The former is particular suitable for multi-label classification, and the latter is for the sake of efficiency; 3) the robustness analysis of the AP loss compared with the LS and hinge loss in MVMC.

The rest of the paper is organized as follows. We firstly review some related work on matrix completion and multi-view learning in Section II. Section III summarizes the recent work on utilizing matrix completion for transduction and multi-label classification. In Section IV, we present the proposed MVMC framework, as well as the MVMC-LS and MVMC-AP algorithms by choosing different loss functions. Moreover, the robustness of the different algorithms is analyzed. The experimental results are presented in Section V. Finally, we conclude this paper in Section VI and prove the main theorem of this paper in Section VII.

II. RELATED WORK

A. Matrix Completion

Matrix completion (MC), as the name suggested, is to fill in the unknown entries of an uncompleted matrix \( M \). Without any assumption about the nature of the matrix, the completion is impossible. We usually assume the matrix we want to recover is of low-rank [19]. Then our goal is to find a matrix \( X \) so that the errors between \( X \) and \( M \) on the known entries are as small as possible, and the rank of \( X \) is minimized. The rank minimization [20] problem is NP-hard and thus is of little practical use [21]. Fortunately, \( \text{rank}(X) \) can be replaced by its convex envelope, the nuclear norm \( \|X\|_* \), which is the sum of \( X \)'s singular values [22]. On the basis of this relaxation, dozens of methods have been proposed for matrix completion [13], [21], [23], [24]. A representative work was done by Candès and Recht [21]. They showed that the minimization of \( \|X\|_* \) and \( \text{rank}(X) \) has the same solution under broad assumptions of incoherence, and proved that a limited number of samples are needed to recover a low-rank matrix. Besides, a semi-definite programming (SDP) algorithm was proposed to efficiently solve the nuclear norm minimization problem. However, this algorithm cannot handle large size matrix, and thus a singular value thresholding (SVT) algorithm was developed in [13]. SVT can be expressed exactly as a linearized Bregman iteration, and the key step is the derived matrix shrinkage operation. Although SVT is shown to be efficient when completing large size matrices, it may fail (diverges, or does not solve the problems in a tolerate time, or yields a very inaccurate solution) for matrices which are not of very low-rank (e.g., an \( 1000 \times 1000 \) matrix of rank 50). Therefore, a more robust algorithm, fixed point continuation (FPC) [23], was proposed. Similar to SVT, the matrix shrinkage is also utilized in FPC. The difference is that FPC employed an operator splitting technique. To reduce the complexity and improve recoverability (the ability to recover matrices of either small or moderate rank with tolerate error and speed), the authors further presented an approximate SVD based FPC (FPCA), which was demonstrated empirically to have much better recoverability than SDP (for MC) and SVT, etc. For example, the authors show that “for matrices of size \( 1000 \times 1000 \) and rank 50, FPCA can recover them with a relative error of \( 10^{-5} \), in about 3 minutes by sampling only 20 percent of the matrix elements”. But SDP and SVT, etc. do not have such a good recoverability property (since in these methods, the algorithm diverge, or the time cost is intolerant, or the solution is inaccurate).

To recovery a low-rank matrix corrupted with arbitrary large errors, a combination of the nuclear norm and the \( l_1 \)-norm should be minimized. Lin et al. [25] extended the classical augmented Lagrange multipliers (ALM) for solving this minimization problem efficiently. In particular, the exact ALM (EALM) method proposed in [25] was proved to have a pleasing convergence speed. The improved version, inexact ALM (IALM), was shown to be more precise and much faster than the state-of-the-art solvers, such as the accelerated proximal gradient (APG) algorithm [26]. Recently, matrix completion was introduced for transductive (semi-supervised) multi-label learning and we will depict it in section III.

B. Multi-View Learning

Multi-view learning is an active research topic in recent years [27]. The multiple views can be the different viewpoints of an object in the camera, or the various descriptions of a given sample. We focus on the latter in this paper, and the goal is to learn to fuse the different descriptions.
Lots of methods have been proposed in the recent decades for multi-view classification [28], retrieval [18], clustering [29], etc. In this section, we mainly review the classification methods [30]–[35], although most of them are also amenable for other applications. According to the level of the fusion being carried out, the multi-view classification methods can be grouped into two major categories: feature-level fusion and classifier-level fusion. We further divide them into four sub-categories: similarity fusion and unified subspace learning for the feature level, output/decision fusion and interactive fusion for the classifier level.

1) Feature-Level Fusion: A direct strategy for feature-level fusion is to concatenate the different kinds of features into a long vector. This often leads to the curse of dimensionality problem and thus it is not practical. To this end, many sophisticated techniques are developed, which include those similarity space fusion (mostly kernel fusion by now) and multi-view subspace learning approaches.

Similarity Space Fusion: As far as we know, most of the current works on similarity space fusion are implemented in the form of kernel fusion. Multiple kernel learning (MKL) [36] is one of the most representative framework for kernel fusion. For example, in [37], a combination of different kernels built on different features sets were utilized for protein prediction. MKL was also used for dimensionality reduction of the multi-view data based on graph embedding [38]. McFee and Lanckriet [39] presented a method to combine multiple kernels in a proposed partial order embedding algorithm. The method learns a set of kernel mappings to induce a unified multi-modal similarity space, where the human perceptual information expressed by relative comparisons is incorporated. Kloft et al. [17] extended the traditional $l_1$-norm MKL to arbitrary norms, and showed that the non-sparse MKL was superior to the state-of-the-art in combining different feature sets for biometrics recognition.

Unified Subspace Learning: In the feature-level fusion, another set of algorithms is on multi-view subspace learning [40], [41]. Canonical correlation analysis (CCA) [42] is one of the most popular methods for two-view learning, and seeks a subspace where the given two views are maximally correlated. SVM-2K [43] combines Kernel CCA (KCCA) and support vector machine (SVM) in a single optimization problem. Recently, White et al. [44] proposed a convex formulation for learning a shared subspace of multiple sources. In the learned subspace, conditional independence constraints are enforced.

2) Classifier-Level Fusion: Schemes in this category either learn classifiers of different views independently or interactively.

Output or Decision Fusion: Individual classifiers are created for different views and then the outputs or decisions are fused. In [45], the SVM outputs are firstly converted to probabilistic scores, and then concatenated as the input of an SVM for final classification. This method was shown to outperform the simple feature concatenation, followed by an SVM. Such an approach was called hierarchical SVM in [18], and is compared with several other popular classifier fusion strategies, such as weighted sum of outputs and majority voting.

Fumera and Roli [46] gave a theoretical analysis of the linear combination of multiple classifiers, and the effectiveness of their analytical model was confirmed by the experimental results. A thorough study on the weighted voting methods for classifier fusion was presented in [47], where the neural network was adopted to estimate the combination weights.

Interactive Fusion: Methods in this sub-category communicate information with other views when learning classifier of the current view. Lots of these methods are semi-supervised and naturally two-view, such as co-training [48], co-regularization [49], etc. In the co-training framework, unlabeled samples classified by one view with high confidence were put in the labeled pool of the other view. Such a process was repeated until the classification performance on the validation dataset decreased. Although succeed empirically, co-training is based on the compatibility and class conditional independence assumptions, which are usually too restrictive to be satisfied [50]. The co-EM algorithm [51] bootstrapped samples in a similar way like co-training, but the unlabeled samples were labeled probabilistically in a batch mode using expectation-maximization (EM). By formulating the linear classifier in a probabilistic framework, SVM was introduced as the base classifier in co-EM [52]. In [49], classifiers of different views are enforced to be agreed on unlabeled data by the use of a regularization term, in a graph-based semi-supervised framework. This is called co-regularization and a similar idea was utilized in [53], under the theme of manifold regularization [54]. It was shown in [18] and [45] that classifier-level fusion outperforms simple feature concatenation, while sophisticated feature-level fusion can usually be better than classifier-level fusion since the raw information is preserved [55]. The proposed MVMC method belongs to the classifier-level fusion, and is particular suitable for transductive (semi-supervised) multi-label classification. It was demonstrated empirically in this paper that MVMC can outperform some competitive classifier-level and feature-level multi-view learning approaches when limited labeled data are available. Experiments also show that MVMC is superior to competitive multi-label [4] and the recently proposed semi-supervised multi-label classification method [5].

III. TRANSDUCTION WITH MATRIX COMPLETION

This section briefly introduces the framework of utilizing matrix completion for transductive (semi-supervised) multi-label learning [8]. Given a set of $n$ samples $D_n = \{(x_j^0, y_j^0)\}_{j=1}^m$ with each $x_j^0 \in \mathbb{R}^d$, and the corresponding label vector $y_j^0 \in \{-1, 1\}^m$. We construct the feature matrix $X^0 = [x_1^0, \ldots, x_n^0] \in \mathbb{R}^{d \times n}$ and the label matrix $Y^0 = [y_1^0, \ldots, y_n^0] \in \mathbb{R}^{m \times n}$. Some entries of $X^0$ may be missing, and our aim is to predict the unknown entries in $Y^0$. To solve this problem, we consider the linear classification model

$$y_j = Wx_j + b = [W \ b] \begin{bmatrix} x_j \\ 1 \end{bmatrix},$$

where $W \in \mathbb{R}^{m \times d}$ is the weight matrix, $b \in \mathbb{R}^m$ is the bias vector, $y_j \in \mathbb{R}^m$ contains the soft labels of the $j$’th sample.
and the hard label \( y_{ij}^0 \) can be obtained by \( \text{sign}(y_{ij}) \). Then we can construct the underlying feature matrix \( X = [x_1, \ldots, x_n] \), the soft label matrix \( Y = [y_1, \ldots, y_n] \), and concatenate them into an \((m + d + 1) \times n\) matrix \( Z = [Y; X; 1^T] \). The stacked matrix is of low rank since each row of \( Y \) can be represented by a linear combination of the rows in \([X; 1^T]\), i.e., \( \text{rank}([Y; X; 1^T]) = \text{rank}([X; 1^T]) \). Actually, the feature matrix \( X \) can also be assumed to be of low rank, i.e., \( \text{rank}(X) \ll \min(d, n) \). This assumption is reasonable since high dimensional data typically lies on a manifold, and the assumption succeed in many component analysis techniques, e.g., principal component analysis (PCA) and Fisher’s linear discriminant analysis (FLDA).

Let \( Z^0 = [Y^0; X^0; 1^T] \) and \( \Omega_X, \Omega_Y \) be the set of known entries in \( X^0 \) and \( Y^0 \) respectively. To recover the underlying feature matrix and predict the soft labels, Goldberg et al. [8] proposed to minimize the rank of \( Z \) feature matrix and predict the soft labels, Goldberg et al. [8] which is approximate to the hinge loss, and more suitable for it is suggested in [9] to use the Pearson’s \( \chi^2 \) distance. We use the least squares loss for \( c_x \) and the generalized log loss (a smooth approximation of the hinge loss) for \( c_y \). Subsequently, we proposed a two-step algorithm to learn the output combination coefficients of the different views:

- **Generate Training Data for Each View:** The training data we referred here is not the features to complete the matrix \( Z^{(o)} \), but the output labels to learn the combination \( \theta \). We generate the data by assuming parts (e.g. half) of the labeled data as unlabeled, and predict their labels using the other parts. Such a process is then conducted conversely. In this way, we obtain the predicted labels \( Y_l^{(o)}, v = 1, \ldots, V \) of the labeled data, whose labels \( Y_l^0 \) are actually known.
- **Learn the Combination Coefficients:** In our formulation, the final output is a linear combination of the multiple outputs obtained from different views. Thus, we use the weighted summation \( Y_l = \sum_{v=1}^V \theta_v Y_l^{(o)} \) to approximate the ground-truth \( Y_l^0 \). By minimizing the approximation error, we can learn the weight \( \theta \).

Finally, for each view, we predict the labels of the unlabeled and test data by utilizing all the labeled data. The multiple predictions are combined with the learned \( \theta \).

### IV. Multi-View Matrix Completion

In this section, we first present our multi-view matrix completion (MVMC) framework, and then develop an algorithm that directly optimizes average precision for transductive (semi-supervised) multi-label image classification. The MVMC framework is depicted in Fig. 1. For all the labeled, unlabeled and test images, we extract different kinds of features, such as SIFT [56] and GIST [57]. Then we construct the stacked matrix \( Z^{(o)} \) for the \( v \)’th view. To combine the multiple views for matrix completion, a natural idea is to weightedly sum the different feature matrices \( X_l^{(o)}, v = 1, \ldots, V \), where \( V \) is the number of views. However, the dimensionality of different views varies. Although we can utilize some dimensionality reduction algorithm, such as kernel PCA (KPCA), to preprocess the features, the summation of different matrices lacks physical interpretation. Therefore, we propose to combine the output label matrices of different views. KPCA is still employed to preprocess the features to significantly reduce the time complexity of the MC algorithm. The MC-1 algorithm is adopted to complete the matrix for each view since the processed features can be either positive or negative. We use the least squares loss for \( c_x \) and the generalized log loss (a smooth approximation of the hinge loss) for \( c_y \). Subsequently, we proposed a two-step algorithm to learn the output combination coefficients of the different views:

- **Generate Training Data for Each View:** The training data we referred here is not the features to complete the matrix \( Z^{(o)} \), but the output labels to learn the combination \( \theta \). We generate the data by assuming parts (e.g. half) of the labeled data as unlabeled, and predict their labels using the other parts. Such a process is then conducted conversely. In this way, we obtain the predicted labels \( Y_l^{(o)}, v = 1, \ldots, V \) of the labeled data, whose labels \( Y_l^0 \) are actually known.
- **Learn the Combination Coefficients:** In our formulation, the final output is a linear combination of the multiple outputs obtained from different views. Thus, we use the weighted summation \( Y_l = \sum_{v=1}^V \theta_v Y_l^{(o)} \) to approximate the ground-truth \( Y_l^0 \). By minimizing the approximation error, we can learn the weight \( \theta \).

Finally, for each view, we predict the labels of the unlabeled and test data by utilizing all the labeled data. The multiple predictions are combined with the learned \( \theta \).

### A. The General Formulation for Learning \( \theta \)

To simplify the derivation, we convert the original 2D index \((i, j)\) of a sample to 1D \( k \) by the use of vectorization. Let us define \( \Omega_Y \) as the set of all the known labels’ entries, and \( \{p_k^{(v)}\}, k \in \Omega_Y, \) as the set of generated data (predicted values of the labeled data) from the \( v \)’th view. Thus our prediction function can be written as \( f(p_k) = \sum_{v=1}^V \theta_v p_k^{(v)} = \theta^T p_k \), where \( p_k = [p_k^{(1)}, \ldots, p_k^{(V)}]^T \) is the predictions of all the views for the \( k \)’th sample. Then we have the following optimization problem:

\[
\arg\min_{\theta} \frac{1}{2N} \sum_{k=1}^N L\left(f(p_k), y_k^0\right) + \frac{\lambda}{2} \|\theta\|_2^2,
\]

s.t. \( \sum_{k=1}^N \theta_k = 1, \quad \theta_k \geq 0, \)
where $N = |\Omega_{yi}|$ is the number of entries in $\Omega_{yi}$, which is equal to $n_i \times m$. Here, $n_i$ is the number of labeled samples. The regularization term $\|\theta\|_2^2$ is used to control the model complexity, and $\eta$ is the trade-off parameter. Here, $L$ is some pre-defined convex loss. It is easy to verify that the problem (4) is convex, and thus we can obtain the global solution. In this paper, we first choose $L$ to be the least squares (LS) loss, which will lead to a quite efficient solution.

B. A Least Squares Formulation of MVMC (MVMC-LS)

If we choose $L$ to be the least squares loss, i.e. $L(f(x), y) = (f(x) - y)^2$, then the optimization problem becomes

$$
\arg\min_\theta \frac{1}{2N} \sum_{k=1}^N (\theta^T p_k - y^0_k)^2 + \frac{\eta}{2} \|\theta\|_2^2, \\
\text{s.t.} \quad \sum_{v=1}^V \theta_v = 1, \quad \theta_v \geq 0,
$$

(5)

Let $P = [p_1, \ldots, p_N] \in \mathbb{R}^{V \times N}$ and $y^0 = [y_1^0, \ldots, y_N^0]^T$. The objective of the above problem can be written in a compact form as $\frac{1}{2N} \|PP^T \theta - y^0\|_F^2 + \frac{\eta}{2} \|\theta\|_2^2$, and then the problem (5) can be reformulated as

$$
\arg\min_\theta \frac{1}{2} \|\theta^T H \theta - 2\theta^T h + \eta \theta\|_2^2, \\
\text{s.t.} \quad \sum_{v=1}^V \theta_v = 1, \quad \theta_v \geq 0,
$$

(6)

where the constant term $\frac{1}{N}(y^0)^T y^0$ has been omitted, $H = \frac{1}{N} PP^T$ is a $V \times V$ semi-definite and usually full-rank matrix, and $h = [h_1, \ldots, h_V]^T$ with each $h_v = \frac{1}{N} P_i y^0_i$. Here, $P_i$ denotes the $v$'th row of the matrix $P$, that is the prediction from the $v$'th view. To solve this problem, the coordinate descent algorithm is adopted. In each round of iteration, only two variables $\theta_1$ and $\theta_2$ are selected to update, while the others are fixed. We firstly only consider the constraint $\sum_{v=1}^V \theta_v = 1$. By using the Lagrange method and note that $\theta_1 + \theta_2$ do not change in the iteration, we have the following solution for updating $\theta_1$ and $\theta_2$:

$$
\begin{cases}
\theta_1^* = \frac{\eta(\theta_1 + \theta_2) + (h_i - h_j) + \epsilon_{ij}}{(Hii - Hjj + Hji) + 2\eta}, \\
\theta_2^* = \theta_1 + \theta_2 - \theta_1^*.
\end{cases}
$$

(7)

where $\epsilon_{ij} = (Hii - Hjj - Hji)\theta_i - \sum_{k=1}^V (Hik - Hjk)\theta_k$. By further taking the constraint $\theta_v \geq 0$ into consideration, we have

$$
\begin{cases}
\theta_1^* = 0, \quad \theta_2^* = \theta_1 + \theta_2, \quad \text{if } \eta(\theta_1 + \theta_2) + (h_i - h_j) + \epsilon_{ij} \leq 0, \\
\theta_2^* = 0, \quad \theta_1^* = \theta_1 + \theta_2, \quad \text{if } \eta(\theta_1 + \theta_2) + (h_i - h_j) + \epsilon_{ij} \geq 0.
\end{cases}
$$

From solution (7), we can see that larger $h_i$ implies larger $\theta_i$. This is because $h_i = \frac{1}{N} P_i y^0$ denotes the similarity between the prediction of the $i$'th view and the ground-truth.

In spite of the efficiency of the LS formulation, the LS loss is designed to optimize the accuracy performance, which is not appropriate for multi-label classification [58], [59].
Thus the obtained solution may be unsatisfactory. The hinge loss used in support vector machine (SVM) \[60\] is not adopted for the same reason. Besides, the least squares and hinge loss are not robust loss functions \[61\], \[62\]. Therefore, we propose to directly optimize the average precision (AP), which is a critical criterion for evaluating the multi-label classification performance, and we can prove that the algorithm that utilizes the AP loss is more robust than that adopts the least squares or hinge loss. To this end, better view combination coefficients are calculated as AP score. Suppose the AP formulation of MVMC, and then give some theoretical analysis of the proposed algorithm, i.e., the robustness of the algorithm that adopts the AP loss compared with the least squares and hinge loss.

### C. Optimizing Average Precision in MVMC (MVMC-AP)

Different from the least squares formulation, where the loss is point-wise and calculated on two scalar elements, the average precision (AP) loss is computed over two vectors for each label (category) and thus list-wise. Before presenting the AP loss, we first introduce the AP score. Suppose the input space is \( C \) and the output space is \( O \) (rankings\(^1\) over a corpus \( S = \{d_1, \ldots, d_{|S|}\} \), each \( d_i \) is a sample). In this paper (transductive multi-label classification), \( C \) consists of the different labels (categories), which correspond to the possible queries in information retrieval \[63\]. For a certain label, if \( \hat{o} \) is a prediction vector for the samples in \( S \) and \( o \) is the corresponding ground-truth, then the AP score can be defined as

\[
\text{AP}(r(o), r(\hat{o})) = \frac{1}{N_{\text{pos}}} \sum_k \text{Prec@}_k,
\]

where \( r(\cdot) \) is a vector of rank values. The ground-truth ranking \( r(o) \) has only two rank values, i.e., \( 1 \) for the positive samples and \( 0 \) otherwise. The prediction ranking \( r(\hat{o}) \) is the sorting result of the predictions in \( \hat{o} \), a larger prediction value corresponding to a higher rank value. Here, \( N_{\text{pos}} = |\{i : r_i(o) = 1\}| \) is the total number of positive samples, and \( \text{Prec@}_k \) is the percentage of positive samples in the top \( k \) samples, where the samples in the corpus are assumed to have been sorted according to the prediction \( \hat{o} \).

Table I is a toy example of two predictions. The AP scores are calculated as \( \text{AP}(r(o), r(\hat{o}_1)) = \frac{1}{2}(1/1 + 2/5) = 0.7 \) and \( \text{AP}(r(o), r(\hat{o}_2)) = \frac{1}{2}(1/4 + 2/8) = 0.25 \) respectively. However, the accuracy of the two predictions are both 0.5 if we choose the threshold to be zero, and classify the samples predicted to be higher than the threshold as positive. We find that the accuracy is not appropriate in this case since the first classifier assigns much higher rank values to the positive samples than the second classifier, and thus performs much better. Such cases are common in multi-label classification since there are usually much more negative samples than the positive ones for each label. This is an intuition of why adopting the AP loss here, which is defined as

\[
\Delta_{\text{ap}}(o, \hat{o}) = 1 - \text{AP}(r(o), r(\hat{o})),
\]

Usually, the mean of the AP scores of all labels, i.e., mAP is adopted for evaluation. Therefore, the loss calculation will be performed over all labels. In the following, we show how to incorporate the AP loss into an optimization problem for learning \( \theta \).

The central idea of optimizing AP in MVMC is to transform the multi-label classification into a retrieval problem, and regard each label as a query. Given a certain label \( t \), the aim is to find a ranking \( o \) that maximizes the discriminant function:

\[
F(t, o, \theta) = \theta^T \Psi(t, o),
\]

which is assumed to be linear (parameterized by \( \theta \)) in some combined feature representation given by:

\[
\Psi(t, o) = \frac{1}{|S_t| \cdot |\tilde{S}_t|} \sum_{i : d_i \in S_t} \sum_{j : d_j \in \tilde{S}_t} [o_{tj}(\phi(t, d_i) - \phi(t, d_j))],
\]

where \( d_i \) and \( d_j \) are the samples, \( S_t \) and \( \tilde{S}_t \) denote the set of positive and negative samples of \( S \) for label \( t \). Here, the pairwise orderings is utilized, i.e., \( O \subset \{-1, 0, +1\}^{\lvert S \rvert \times \lvert S \rvert} \). For each \( o \in O \), \( o_{tj} = +1 \) if \( d_j \) is ranked ahead of \( d_i \), \( o_{tj} = 0 \) if \( d_i \) and \( d_j \) have equal rank, and \( o_{tj} = -1 \) otherwise. We assume that the rankings is complete, i.e., \( o_{tj} \) is either +1 or -1 (never 0).

We can predict a ranking (of the samples) for label \( t \) with a learned \( \theta \). However, this is not the point of this paper and we only concentrate on learning the weight vector \( \theta \). Here, we define the feature mapping function \( \phi \) as \( \phi(t, d) = p \). Each element of \( p \) corresponds to the prediction of a certain view, and thus \( \theta^T \phi(t, d) \) is a combined prediction of different views. For different labels, the feature mappings are the same, only the ground-truth orderings change. In this way, we can learn \( \theta \) to combine different views by the use of the average precision (AP) loss.

Following \[64\], we use the structural SVM formulation to learn \( \theta \), where an additional simplex constraint is added:

\[
\text{arg min} \frac{1}{2} \|\theta\|^2 + C \sum_{i=1}^m \xi_i,
\]

s.t. \( \forall t, \forall o \in O \setminus o_t : \theta^T \Psi(t, o) \geq \Delta(o_t, o) - \xi_i, \quad \xi_i \geq 0, \sum_{o} \theta_{o} = 1, \quad \theta_{o} \geq 0, \)

where \( o_t \) is the ground-truth ranking for the label \( t \). \( C = \frac{1}{2N_T} \).

We have defined \( \Delta_{\text{ap}}(o, \hat{o}) = \Psi(t, o_t) - \Psi(t, o) \). We propose to solve the problem \( (12) \) using an alternating algorithm in

| \( o \) | 1 | 0 | 0 | 0 | 1 | 0 | 0 |
|---|---|---|---|---|---|---|---|
| \( \hat{o}_1 \) | 0.4 | 0.3 | 0.2 | 0.1 | -0.1 | -0.2 | -0.3 | -0.4 |
| \( \hat{o}_2 \) | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |
| \( \hat{o}_3 \) | -0.4 | -0.3 | -0.2 | -0.1 | 0.1 | 0.2 | 0.3 | 0.4 |
| \( \hat{o}_4 \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

---

\(^1\)It should be noted that the ranking we refer to here is an ordered sequence and the rank value is a number in the sequence, not the notation “rank” of a matrix we used in Section III.
the dual formulation. Note that for \( \theta_o \geq 0, o = 1, \ldots, V \),
the constraint \( \sum_{v=1}^V \theta_v = 1 \) can be satisfied by a simple
normalization, so we left this sum-to-one constraint to be
considered later. By introducing the Lagrangian, we obtain

\[
\mathcal{L}(\theta, \xi, \alpha, \beta, \zeta) = \frac{1}{2} \| \theta \|_2^2 + C \sum_{v=1}^m \xi_v - \sum_{o} \beta_1 \xi_t - \sum_o \xi_o \theta_v
\]

\[- \sum_{o \neq o_t} a_{o_t} (\theta^T \delta \psi (o) - \Delta (o_t, o) + \zeta_t).\]

Taking the partial derivatives of \( L \) w.r.t. \( \theta, \xi_t \) and setting them
to be zero,

\[
\frac{\partial \mathcal{L}}{\partial \theta} = 0 \Rightarrow \theta = \sum_{o \neq o_t} a_{o_t} \partial \psi (o) + \zeta,
\]

\[
\frac{\partial \mathcal{L}}{\partial \xi_t} = 0 \Rightarrow C - \alpha - \beta_t = 0.
\]

where \( \zeta = [\zeta_1, \ldots, \zeta_V]^T \) and the second identity is equivalent
to \( 0 \leq a_{o_t} \leq C \) since the Lagrange multiplier \( \beta_t \geq 0 \).
By substituting \( \theta \) back into (12), we obtain the dual

\[
\arg \max_{\alpha, \zeta} \sum_{o \neq o_t} a_{o_t} \Delta (o_t, o) - \frac{1}{2} \sum_{o \neq o_t} \sum_{s \neq o_t} a_{o_t} a_{s_o} K(s_o, o_t)
\]

\[- \sum_{o \neq o_t} \alpha - \sum_{o \neq o_t} \alpha \partial \psi (o) - \frac{1}{2} \zeta^T \zeta,
\]

s.t. \( 0 \leq a_{o_t} \leq C, \quad \zeta_o \geq 0. \quad (14)\)

where \( K(s_o, o_t) = \langle \psi (o), \psi (s_o) \rangle \). Let \( \alpha = [\alpha_1, \ldots, \alpha_m, \alpha_m \neq o_t, \ldots, \alpha^T (o_m, o \neq o_t)] \)
and \( \delta \psi = [\delta \psi (o = o_t, o) \neq o_t, \ldots, \delta \psi (o = o_t, o) \neq o_m] \) with each \( \delta \psi (o = o_t) \in \mathbb{R}^{V \times (|S| - 1)}, \)
the problem (14) can be written in a compact form as

\[
\arg \max_{\alpha, \zeta} \Delta^T \alpha - \frac{1}{2} \alpha^T K \alpha - \zeta^T \delta \psi \alpha - \frac{1}{2} \zeta^T \zeta,
\]

s.t. \( 0 \leq a_{o_t} \leq C, \quad \zeta_o \geq 0. \quad (15)\)

We propose to solve this problem using the alternating optimization
strategy. For fixed \( \zeta \), the problem (15) becomes

\[
\arg \max_{\alpha} \Delta^T \alpha - \frac{1}{2} \alpha^T K \alpha - \frac{1}{2} \zeta^T \delta \psi \alpha - \frac{1}{2} \zeta^T \zeta,
\]

s.t. \( 0 \leq a_{o_t} \leq C, \quad \zeta_o \geq 0. \quad (16)\)

which is a structural SVM [65] formulation with the linear
part \( (\Delta^T - \zeta^T \delta \psi) \alpha \). A cutting-plane algorithm is introduced
to solve this problem and the most violated constraint can be
found using the algorithm presented in [64]. For fixed \( \alpha \), the
problem (15) can be reformulated as

\[
\max_{\zeta} (-\alpha^T \delta \psi \zeta) - \frac{1}{2} \zeta^T \zeta,
\]

s.t. \( \zeta_o \geq 0. \quad (17)\)

This is a quadratic programming (QP) problem and can be
solved quite efficiently using a standard SVM solver. It can
be easily verified that the Hessian matrix of (15) \( H_{\alpha, \zeta} = \left[ \begin{array}{cc} K & \delta \psi \zeta \end{array} \right] \) is negative semi-definite, where \( I_V \) is the \( V \times V \)
identity matrix, and thus the problem (15) is jointly concave
w.r.t. \( \alpha \) and \( \zeta \). Besides, the sub-problems (16) and (17) are
concave w.r.t. \( \alpha \) and \( \zeta \) respectively. Therefore, by alternatively
solving (16) and (17), the algorithm will converge to the global
solution of (15).

\[\text{D. Complexity Analysis}\]

The complexity of MVMC has two parts: the first is determined by the MC-based classification of each view,
and the second is determined by the learning of the view combination coefficients. In this paper, the MC-based
classification is carried out by optimizing the MC-1 problem (2). We can reduce the complexity of the MC-based classification
algorithm MC-1 [9] to \((st(m + d + n))\) by exploiting the approximate SVD based fixed point continuation (FPCA) [23]
algorithm, where \( m \) and \( n \) are the number of class labels and all samples respectively, \( d \) is the average feature dimension,
\( t \) is the iteration numbers, and \( s \) is the number of elements in the \( \mu \) sequence of the continuation step. In common, \( s < 50 \)
and \( t < 100 \). Thus, the adopted MC-1 can solve large matrix rank minimization problems efficiently.

With regard to the learning of the combination coefficients \( \theta_{v=1} \), we use the weighted summation \( Y_1 = \sum_{v=1}^V \theta_v Y_i^{(v)} \)
to approximate the groundtruth \( Y_i^0 \). Weights \( \theta_v \) are obtained by minimizing the approximation error. The size of each \( Y_i^{(v)} \) is \( n_t \times m \),
where \( n_t \) is the number of labeled data. This means that the complexity of the proposed view combination
procedure is not dependent on the amount of all samples, but only on the labeled sample size, which is usually small
in transductive (semi-supervised) classification. For MVMC-LS, the time complexity is \((V^2(n_t \times m))\),
where \( V \) is the number of views and is usually smaller than 10. For MVMC-AP, structure SVM is exploited for optimization. According to [66],
the time complexity of the cutting-plane method used in structural SVMs is linear in the number of training samples. Thus the computational time cost of learning the view combination coefficients is \((T(n_t \times m))\),
where \( T \) is the number of iterations and is independent on the number of samples [66]. To this end, the view combination procedure is also very efficient,
and according to our experience, it is more efficient than the MC-based classification.

Therefore, the time complexity of MVMC-LS and MVMC-AP are \((V st(m + d + n) + V^2(n_t \times m))\)
and \((V st(m + d + n) + T(n_t \times m))\), respectively. The former is often more efficient since \( V \) is usually small.

\[\text{E. Robustness Analysis}\]

In this section, we aim to prove that AP loss is more robust than the least squares and hinge loss when learning \( \theta \)
for MVMC. That is, AP is more tolerate of noise. We present the definition of the robustness here for completeness.

**Definition 1 (Robustness [67]):** Let \( Z \) be the set that each sample is drawn from, and \( s \) be a training sample set
\( \{s_1, \ldots, s_s\} \). A learning algorithm \( A \) is \((K, \epsilon, \lambda)\) robust, for \( K \in \mathbb{N} \) and \( \epsilon(\cdot) : \mathbb{N}^n \rightarrow \mathbb{R} \), if \( Z \) can be partitioned into \( K \) disjoint sets, denoted by \( \{C_i\}_{i=1}^K \), such that the following holds
∀s ∈ S, ∀z ∈ Z, ∀i = 1, ..., K:

$$l(h_s, s) - l(h_s, z) \leq \epsilon(s),$$

where $h_s$ represents the hypothesis learned using $A$ on the training set $s$. The sets $\{C_i\}_{i=1}^K$ can be regarded as sets with elements having some similarity to each other, such as the distance.

Let $A_{ap}$, $A_{ls}$ and $A_{svm}$ denote the learning algorithms which adopt the AP loss, least squares loss and hinge loss in (4) respectively. It is well known that the ranking based criteria are critical for multi-label classification [59], [68]–[70], and we can also prove that $A_{ap}$ is more robust than $A_{ls}$ and $A_{svm}$ when learning $\theta$ for MVMC. This is easy to understand since the AP loss is list-wise, while the LS and hinge loss are both point-wise.

**Theorem 1:** We can partition the sample space $Z$ into $N$ disjoint sets $\{C_i\}_{i=1}^N$ such that $A_{ap}$ is $(N, 0)$ robust, $A_{ls}$ is $(N, a)$ robust and $A_{svm}$ is $(N, b)$ robust, where $N$ is a positive integer and $a, b \neq 0$. That is, the $A_{ap}$ will tolerate to the noise which do not change the partition of the disjoint sets $\{C_i\}_{i=1}^N$, while the $A_{ls}$ and $A_{svm}$ will not.

**Remark 1:** It can also be seen from a general perspective that $A_{ap}$ is more robust than $A_{ls}$ and $A_{svm}$. That is, for any partitions, the least squares and hinge loss based algorithms cannot be $(K, 0)$ robust, where $K \in \mathbb{N}$, while we can find at least one set of partition in which the AP loss based algorithm is $(K, 0)$ robust.

**Remark 2:** In Theorem 1, the claim that $A_{ap}$ is $(N, 0)$ robust does not mean that for all instances in the training set, the corresponding objective function losses are equal to each other. Instead, $A_{ap}$ is $(N, 0)$ robust with respect to a particular partition $\{C_i\}_{i=1}^N$, and such an assertion means that for all instances in a fixed set $C_i$, $i \in \{1, ..., N\}$, the objective function losses are equal to each other. The central idea of Theorem 1 is that, as we stated in the proof, for every point $P$ in a fixed prediction space $P$, there has been a finite number of different rankings. Thus, we can partition the prediction space into a finite number of sets $\{C_i\}_{i=1}^N$ such that all points in one set $C_i$ share the same ranking. This is why the objective function losses for all instances in a fixed set are equal to each other and $A_{ap}$ is $(N, 0)$ robust. However, $A_{ls}$ and $A_{svm}$ cannot be $(N', 0)$ robust, where $N'$ is a finite counting number. This is because the corresponding losses have infinitely different values and we could never find a finite number of sets such that all points in one particular set share the same loss value.

The following two lemmas are useful for proving Theorem 1.

**Lemma 1 [67]:** Fix $\gamma > 0$ and metric $\rho$ of $Z$. If algorithm $A$ satisfies

$$|l(A_{2^n}, z_1) - l(A_{2^n}, z_2)| \leq \epsilon(2^n),$$

$$\forall z_1, z_2 \in Z^n, \quad \rho(z_1, z_2) \leq \gamma,$$

and $N(\gamma/2, Z, \rho) \leq \infty$, then $A$ is $(N(\gamma/2, Z, \rho), \epsilon(2^n))$ robust.

**Lemma 2 [71], [72]:** Let $B$ be a ball of radius $r$ in an $N$-dimensional Banach space and $\epsilon > 0$. There exists a subset $B_{\epsilon} \subset B$ such that $|B_{\epsilon}| \leq (4r/\epsilon)^N$ and $\forall z \in B, \exists z' \in B_{\epsilon}$ with $\rho(z, z') \leq \epsilon$, where $\rho$ is the metric of the Banach space.

We defer the detailed proof of Theorem 1 in the last section.

**V. Experiments**

In the experimental evaluation, we firstly compare the proposed MVMC-LS and MVMC-AP algorithms with the following MC-based strategies: 1) BMC, which is to use a single view that performs the best in MC; 2) CMC, which is to simply concatenate features of the multiple views in MC; 3) AMC, which is to average the MC outputs of the multiple views. Then we show the view combination coefficients learned by our MVMC-AP method. Finally, we compare MVMC-AP with some popular and competitive feature-level fusion [16], [17], and classifier-level fusion [18] algorithms, as well as some competitive multi-label [4] and recently proposed semi-supervised multi-label classification approaches [5]. Before all of these evaluations, we present the datasets and features we used, as well as our experimental settings.

**A. Datasets, Features and the Evaluation Criteria**

Our experiments are conducted on two popular datasets, PASCAL VOC’07 (VOC for short) [14] and MIR Flickr (MIR for short) [15]. There are around 10,000 natural images (5,011 training, 4,952 test) from 20 categories in the VOC dataset. The MIR dataset consists of 25,000 images (half training, half test) and 38 categories.

In natural image classification and web image annotation, the taxonomy of the images is very large and the category defined for a certain image may vary in different fields. Therefore, it is impossible to manually label abundant training images for every category, and it is common that limited labeled samples are given in natural image classification or annotation [59], [73], especially for the new defined or uncommon categories. One of the advantages of the proposed transductive algorithms is the ability to handle small labeled sample size, since it can effectively utilize the information contained in the images from different views. To empirically demonstrate the effectiveness of MVMC, for both datasets, we only randomly select $n_1 = (20, 30, 50)$ samples for each category in the training set as labeled, and all the others unlabeled. The labels of the unlabeled and test data are then inferred by our algorithms. Five random choices of the labeled data are used in our experiments. We also present the results of using all the labeled training samples to compare the performance of the algorithms in the fully supervised scenario. Besides, twenty percent of the test data are used for validation, which means that the parameters corresponding to the best performance on the validation set are used for unlabeled and test inference.

The features we used here are from [59], where 15 different image representations and tags are provided. Actually, the 15 representations are constructed from six kinds of visual features, which include two kinds of local features (Hue [74], SIFT [56]), a global representation (GIST [57]), and three global color histograms (Hsv, Lab,Rgb). In this paper, we
regard each kind of visual feature as a single view. Then we have seven different views in all, with a tag view included. The dimensionality of the SIFT features we used is 1,000, and the color features (Hsv, Lab, Rgb) is around 4,000. The existing MC algorithms either fail to recover such a large size matrix (25000 × 4000) or the time cost is intolerable. Thus we preprocess the features by KPCA to reduce the time complexity in the MC based image classification. For all the compared methods in this paper, the result dimension after KPCA is fixed to be 50, since we found the different algorithms perform well under this setting.

In the VOC and MIR datasets, the positive and negative samples are quite unbalanced. Thus the traditional accuracy criterion is not proper any more, and we introduce three popular criteria in multi-label classification for evaluation. They are average precision (AP) [75], area under ROC curve (AUC) [76] and hamming loss (HL) [77]. In this paper, AP and AUC are the ranking performance computed under (AUC) [76] and hamming loss (HL) [77]. In this paper, AP and AUC are the ranking performance computed under each label. Usually, the mean value over all labels, i.e., mAP and mAUC are reported. HL is utilized to evaluate the label set prediction for each instance. It is not a ranking based criterion but widely used in multi-label classification [69]. A smaller value in HL indicates a better performance.

### B. A Comparison With the MC-Based Strategies

There are several direct strategies to make use of the different views in MC: BMC, CMC and AMC. In this section, we demonstrate that learning the output combination coefficients is superior to all of these approaches. In particular, the algorithms compared are:

- **BMC** [8], [9]: using the best single view, i.e., one that achieves the best MC-based classification performance. The MC-based transductive multi-label classification is performed by optimizing (2), where \( c_x \) is chosen to be the least squares loss for the KPCA processed features, \( c_y \) is tuned with \( y \) in \( \{1, 3, 30\} \). The candidate set for choosing \( \lambda \) is \( \{10^i \mid i = -4, \ldots, 2\} \). The parameter \( \mu \) is initialized as \( \mu_0 = 0.25 \sigma_1 \) (\( \sigma_1 \): the largest singular value of \( Z^T \)), and decreases with a factor 0.25 in the continuation steps until \( \mu = 10^{-12} \).
- **CMC**: feature-level fusion. Concatenating the normalized features of all the views into a very long vector, and then performing MC-based classification.
- **AMC**: classifier-level fusion. Learning separate MC-based classifiers for different views, and then combining the outputs of all the classifiers uniformly. Before the combination, the outputs of each view are converted to the probability scores by the use of a sigmoid function \( S(x) = 1/(1 + e^{-x}) \).
- **MVMC-LS**: the proposed multi-view MC algorithm, in which the least squares loss is utilized. Outputs are also converted to probability scores. The trade-off parameter \( \eta \) is tuned on the set \( \{10^i \mid i = -2, \ldots, 5\} \).
- **MVMC-AP**: the proposed multi-view MC algorithm with the average precision (AP) loss.

The results for all the compared methods are presented in Fig. 2. A self-test with different number of labeled samples is carried out to see the performance variation with respect to the labeled training size. We can see that the performance of all the presented methods improve when the number of labeled samples increase. By fusing all the views, either in the feature-level or classifier-level, can always be superior to the use of only the best single view. The concatenation (CMC) and average outputs (AMC) methods are comparable with each other. Although the proposed MVMC-LS algorithm is superior to CMC and AMC in most cases, the improvement is not significant, except for the mAP performance on the MIR dataset, while MVMC-AP consistently outperforms them in terms of all the evaluated criteria on the VOC dataset, and usually has small deviations. This demonstrates the effectiveness of the learned coefficients using the AP loss. Similar results can be seen on the MIR dataset, only the mAUC performance of the compared combination methods is comparable. In the

![Fig. 2. A comparison of the MC-based approaches. Both the mean and standard deviation are presented. The arrow “↑” indicates the larger the better, while “↓” means a smaller value is better. (Top row: PASCAL VOC’07; Bottom row: MIR Flickr.) (a) mAP ↑. (b) mAUC ↑. (c) HL ↓.](image-url)
fully supervised case (the “all” column), we find that CMC is superior to AMC and comparable to MVMC sometimes. This is because when large amounts of labeled data are available, the curse-of-dimension problem caused by simple concatenation is alleviated.

C. Analysis of the View Combination Coefficients

In Fig. 3, we show the combination coefficients $\theta$ learned by MVMC-AP, together with the mAP by using MC for each view. From the results, we find that the tendency of the weights is consistent with the corresponding mAP in general, i.e., the views with a higher classification performance tend to be assigned larger weights, taking the DenseSIFT (the 2nd view) and the tags (the last view) for example. The three color histogram views (Hsv, Lab, Rgb) have similar discriminative power on the VOC dataset, and thus the weights for them are almost equivalent.

D. Compared With Other Multi-View and Multi-Label Algorithms

Our last set of experiments compare MVMC with some popular and competitive multi-view algorithms, where we learn a binary classifier for each label. Besides, extensive comparisons with the competitive and recently proposed multi-label classification algorithms are also performed. Specifically we compare MVMC-AP with the following methods:

- HierSVM [18]: learning separate SVM classifiers for each view, and then fusing the results by using an additional

SVM classifier. This is called hierarchical SVM, and the trade-off parameter $C$ for each SVM classifier is optimized over $\{10^i | i = -1, \ldots, 6\}$.

- SimpleMKL [16]: a very popular and competitive SVM-based multiple kernel learning algorithm. Constructing a kernel for each view, and then learning
TABLE III
A COMPARISON OF THE MULTI-VIEW AND MULTI-LABEL ALGORITHMS ON THE MIR DATASET

| Methods           | MIR   | mAP ↑ vs. #(labeled samples) | 20     | 30     | 50     | all    | Ranks |
|-------------------|-------|------------------------------|--------|--------|--------|--------|-------|
| HierSVM [18]      |       |                              | 0.422±0.011 (6) | 0.438±0.012 (6) | 0.450±0.014 (6) | 0.492 (6) | 6     |
| SimpleMKL [16]    |       |                              | 0.449±0.003 (2) | 0.456±0.005 (3) | 0.470±0.003 (2) | 0.538 (1.5) | 2.13  |
| LpMKL [17]        |       |                              | 0.444±0.007 (4) | 0.454±0.008 (4) | 0.468±0.009 (3) | 0.538 (1.5) | 3.13  |
| KLS-CCA [4]       |       |                              | 0.436±0.007 (5) | 0.448±0.008 (5) | 0.457±0.008 (5) | 0.502 (4)  | 4.75  |
| DLP [5]           |       |                              | 0.447±0.002 (3) | 0.457±0.005 (2) | 0.464±0.007 (4) | 0.498 (5)  | 3.5   |
| MVMC-AP           |       |                              | 0.472±0.002 (1) | 0.480±0.004 (1) | 0.491±0.003 (1) | 0.529 (3)  | 1.5   |

| Methods           | MIR   | mAUC ↑ vs. #(labeled samples) | 20     | 30     | 50     | all    | Ranks |
|-------------------|-------|------------------------------|--------|--------|--------|--------|-------|
| HierSVM [18]      |       |                              | 0.792±0.008 (5) | 0.799±0.006 (5) | 0.802±0.005 (5) | 0.836 (5)  | 5     |
| SimpleMKL [16]    |       |                              | 0.795±0.004 (4) | 0.801±0.005 (4) | 0.812±0.003 (4) | 0.851 (2)  | 3.5   |
| LpMKL [17]        |       |                              | 0.809±0.003 (1.5) | 0.810±0.003 (2.5) | 0.818±0.003 (3) | 0.854 (1)  | 2     |
| KLS-CCA [4]       |       |                              | 0.805±0.006 (3) | 0.810±0.006 (2.5) | 0.821±0.003 (1) | 0.848 (3)  | 2.38  |
| DLP [5]           |       |                              | 0.809±0.002 (1.5) | 0.815±0.003 (1) | 0.819±0.001 (2) | 0.837 (4)  | 2.13  |
| MVMC-AP           |       |                              | 0.790±0.003 (6) | 0.792±0.004 (6) | 0.799±0.003 (6) | 0.833 (6)  | 6     |

(↑ indicates “the larger the better”; ↓ indicates “the smaller the better”. Mean and std. are reported. The best result is highlighted in boldface. The values in the middle and last columns are average ranks.)

a linear combination of the different kernels, as well as a classifier based on the combined kernel. The penalty factor $C$ is tuned on the set $\{10^i | i = -1, \ldots, 6\}$.

- **LpMKL [17]:** a recent proposed MKL algorithm, which extend MKL to $l_p$-norm with $p \geq 1$. The penalty factor $C$ is tuned on the set $\{10^i | i = -1, \ldots, 6\}$ and we choose the norm $p$ from the set $\{1, 8/7, 4/3, 2, 4, 8, 16, \infty\}$.

- **KLS-CCA [4]:** a least-squares formulation of the kernelized CCA for multi-label classification. The ridge parameter is chosen from the candidate set $\{10^i | i = 3, \ldots, 6\}$. The different views are fused by combining the kernels (similarity matrices) with uniform weights.

- **DLP [5]:** an improved label propagation algorithm that is proposed recently for transductive multi-label learning by considering the label correlation. The parameters $\alpha$ and $\lambda$ are optimized over the set $\{10^i | i = -5, \ldots, 1\}$ and $\{10^i | i = -4, \ldots, 2\}$ respectively. The parameter $K$ is chosen from $\{10, 20, \ldots, 100\}$. The different views are fused by combining the similarity matrices with uniform weights.

The performance of the compared methods on the VOC and MIR datasets are reported in Table II and III, respectively. Both the mean and standard deviation of the three criteria are presented. From the experimental results, we observe that: 1) the performance improves with an increase of the labeled samples; 2) the multi-label classification methods (KLS-CCA and DLP) are better than HierSVM, but is inferior to other multi-view learning algorithms overall; 3) DLP outperforms KLS-CCA in most cases since the unlabeled information is utilized in transduction. But when the number of labeled data is increased, the improvement decreases and sometimes KLS-CCA is better (e.g., the mAUC performance in the fully supervised case (the “all” column) on the MIR dataset), since the significance of the unlabeled information decreases; 4) On the VOC dataset, the mAP and HL scores of the SimpleMKL method are larger than HierSVM, while the mAUC performance of the latter is better. In general, LpMKL is superior to SimpleMKL and HierSVM. The proposed algorithm consistently outperforms the other three methods; 5) On the MIR dataset, the other methods are comparable with or superior to our algorithm in terms of mAUC, while their mAP and HL performance are poor. Under the HL criterion, SimpleMKL and HierSVM perform well on only one of the two datasets (VOC and MIR respectively), while the proposed MVMC-AP achieves the best performance consistently on both datasets. In particular, we obtain a significant 6.3%, 5.7% and 4.9% improvement in terms of mAP compared with LpMKL, when 20, 30 and 50 labeled samples for each class are used, respectively; 6) In the fully supervised scenario (the “all” column), SimpleMKL and LpMKL are comparable to MVMC under the mAP and mAUC criteria, but the HL performance of our method is the best among all methods. Therefore, the proposed transductive classification approach is particular suitable for the small labeled sample
size problem, and is comparable to the state-of-the-art methods when large amount of labeled data are available.

Besides, the average rank of the proposed algorithm is smaller than all the other methods in terms of all the three criteria on the VOC dataset, as well as the mAP and HL criteria on the MIR dataset. According to the Friedman test [78], the statistics $F_P$ of mAP, mAUC and HL on the two datasets are $(16.09, 11.57), (31.49, 11.79)$ and $(27.82, 137.00)$ respectively. We can see that all of them are larger than the critical value $F(5,15) = 2.27$, so we reject the null-hypothesis (the compared algorithm perform equally well).

VI. CONCLUSION

Matrix completion (MC) has recently been used in transductive (semi-supervised) multi-label classification. It has the advantageous of being efficient, robust to noise, and being able to handle missing data. In existing algorithms, only features from a single view can be used, but there is not a single feature perfect for image classification. We therefore present a multi-view framework to fuse different kinds of features for MC-based multi-label classification. Our framework has the advantage of being able to explore the complementary properties of different views. We have designed two algorithms under the framework, MVMC-LS and MVMC-AP, which differ by the choice of different losses. The robustness of the two algorithms is analyzed.

From the experimental validation on the challenging PASCAL VOC' 07 and MIR Flickr datasets, we mainly differ by the choice of different losses. The robustness of the under the framework, MVMC-LS and MVMC-AP, which is the minimizer of (5). We thus further obtain $\|\theta^*_a\|_2 \leq \sqrt{(\eta + (b + 1)^2)/\eta}$. For any $(p_1, y^0_1)$ and $(p_2, y^0_2)$ in the same set of a partition, we have

$$|\mathcal{V}(\theta^*_a, (p_1, y^0_1)) - \mathcal{V}(\theta^*_a, (p_2, y^0_2))| = (\|\theta^*_a\|_2 + p_2 - p_1)/2 + \eta \|\theta^*_a\|_2 \leq \sqrt{(\eta + (b + 1)^2)/\eta},$$

where we have utilized that $y^0_1 = y^0_2$ and $y^0_1, y^0_2 \in [-1, 1]$. The second inequality follows from the Cauchy-Schwarz inequality. The last inequality holds because $\|p_1 - p_2\|_2 \leq \sqrt{N/2}$ and $\|\theta^*_a\|_2 \leq \sqrt{(\eta + (b + 1)^2)/\eta}$. Therefore, $\mathcal{A}_a$ is $(N, \gamma (b + 1))$-$\sqrt{(b + 1)^2 + \eta}/\eta$ robust. We now prove that $\mathcal{A}_a$ is not $(N, 0)$ robust. Because $p$ is a vector of real values which are chosen from an infinite continuous space, there must exists a set $C'$ that contains more than three different choices of $p$ in any partition. Then for some $(p_0, y^0_0), (p_0 + \delta p, y^0_0) \in C'$, the following inequality holds

$$|\mathcal{V}(\theta^*_a, (p_0, y^0_0)) - \mathcal{V}(\theta^*_a, (p_0 + \delta p, y^0_0))| = 0.$$
does not change the partition of $P$, while the least squares and hinge loss will not. This completes the proof.
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