A New Architecture of Densely Connected Convolutional Networks for Pan-Sharpening
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Abstract: In this paper, we propose a new architecture of densely connected convolutional networks for pan-sharpening (DCCNP). Since the traditional convolution neural network (CNN) has difficulty handling the lack of a training sample set in the field of remote sensing image fusion, it easily leads to overfitting and the vanishing gradient problem. Therefore, we employed an effective two-dense-block architecture to solve these problems. Meanwhile, to reduce the network architecture complexity, the batch normalization (BN) layer was removed in the design architecture of DenseNet. A new architecture of DenseNet for pan-sharpening, called DCCNP, is proposed, which uses a bottleneck layer and compression factors to narrow the network and reduce the network parameters, effectively suppressing overfitting. The experimental results show that the proposed method can yield a higher performance compared with other state-of-the-art pan-sharpening methods. The proposed method not only improves the spatial resolution of multi-spectral images, but also maintains the spectral information well.
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1. Introduction

In recent years, remote sensing image analysis has attracted much attention. Greatly successful applications have been achieved in the fields of hyperspectral (HSI) classification [1], anomaly detection [2], HSI unmixing [3], super-resolution [4], pan-sharpening, and so on. Due to the physical limitations of a single remote sensing imaging device, there is a tradeoff between the spatial and spectral resolution in the remote sensing images [5]. Therefore, the remote sensing satellites always carry panchromatic sensors and multispectral sensors to simultaneously benefit from both spatial and spectral information, such as QuickBird, IKONOS, and World-view. Multispectral sensors collect multidimensional information, such as spectral and polarization characteristics, while collecting two-dimensional spatial information to obtain multispectral (MS) images with a rich spectrum. However, the spatial resolution of the MS images is low. The panchromatic sensors capture high spatial resolution panchromatic (PAN) image with one channel, which is very disadvantageous for the recognition and determination of terrain types [6–8]. Pan-sharpening aims to combine the spatial features of PAN images and the spectral features of MS images into a fused image [9]. The fused image would not only have high spatial resolution, but also a rich spectrum to achieve the purpose of image enhancement.

To obtain more comprehensive and accurate scene descriptions, pan-sharpening applied as a post-processing technique can overcome the limitations of single sensor images, improve image clarity and understandability, and facilitate further image analysis and processing. Currently,
the common pan-sharpening methods mainly include spatial domain methods, transformation domain methods, compressed sensing-based methods, and machine learning-based methods.

Spatial domain methods primarily use simple arithmetic or substitution algorithms to process image pixels directly and include the Brovey method [10], the intensity-hue-saturation (IHS) methods [11,12], and the principal component analysis (PCA) method [13]. The Brovey transformation method achieves fusion by preserving the spectral features of each pixel and multiplying the high-resolution PAN image and the proportion of each band of the low-resolution MS images. The IHS transformation is used to transform the low-resolution MS images from the RGB to the IHS color space. Then, the I component is replaced by the high-resolution PAN image after histogram matching, and the pan-sharpened MS images are obtained by the IHS inversion transformation. PCA is mainly aimed at low-resolution MS images, which are represented by three principal components. These principal components are independent. In the process of image fusion, the first principal component is fused because it includes the main information of MS images. The PRACSalgorithm employs the partial replacement of the intensity component, instead of using the PAN image directly, and proposes a new method to compute the benefit [14]. This kind of method has the characteristics of high efficiency and ease of implementation, but it will cause serious spectral distortion.

The transform domain algorithm first transforms the original image, then fuses the transform coefficients of the transform domain to obtain the transform coefficients of the fusion image, and finally, reconstructs the fusion image by inverse transformation. Common pan-sharpening algorithms based on the transform domain mainly include pyramid transform [15], wavelet transform [16,17], and multiscale geometric transform [18,19]. Wavelet transform technology has been widely used in pan-sharpening processing, which has effectively solved the problem of generating many redundant data based on the pyramid transform method. Although wavelet transform can decompose the image into multiple scales and multiple direction, the decomposition coefficients of the horizontal, vertical, and diagonal directions can be obtained, which are not conducive to the detailed description of the image. In order to overcome the shortcomings of wavelet transform, a new optimal representation method of high-dimensional function multi-scale geometric transform came into being. Common multiscale geometric transformations include curvelet [20], contourlet [21], NSCT [22], shearlet [23], and NSST [24].

The compressed sensing-based fusion methods take full advantage of the sparsity of the signal and restrict the process of pan-sharpening by introducing sparse regularization terms [25]. Li et al. [26] first applied the theory of compressed sensing to pan-sharpening. Establishing the imaging model between low-/high-resolution MS images and the high-resolution PAN image was regarded as producing the observation data in the theory of compressed sensing, and sparse regularization was used to reconstruct output MS images with high spatial resolution and a rich spectrum. Jiang et al. [27] upsampled the high-resolution PAN image and low-resolution MS images as training samples to construct a joint dictionary. However, this algorithm still needs to collect a large number of paired high-resolution PAN image and low-resolution MS images. A pan-sharpening method based on dictionary learning was proposed [28]. The dictionary learning in this method does not need additional training samples, but directly learns from the known high-resolution PAN image and low-resolution MS images. Guo et al. [29] proposed an online learning-based pan-sharpening method. By improving the dictionary construction stage of SparseFI, Zhu et al. [30] employed the high-resolution MS images fused by the SparseFI method to update the dictionary atoms, so as to improve the quality of the fusion results. Because the compressed sensing method usually assumes that sparse signals are represented by linear combinations of several atoms in an over-complete dictionary, they only used shallow linear relations.

Recently, thanks to the continuous development of deep learning [31–33], the pan-sharpening methods based on deep learning have also achieved great success and good pan-sharpened results. Huang et al. [34] proposed a new deep neural network-based pan-sharpening method. A modified sparse denoising auto encoder algorithm was employed to train the relationship between
low-resolution and high-resolution image patches. The trained deep network was employed to yield the pan-sharpened images. In 2016, Giuseppe et al. [35] proposed a pan-sharpening neural network (PNN) algorithm based on a convolutional neural network (CNN) [36]. This algorithm with three different architecture layers was simply and effectively adjusted. Without increasing complexity, the performance of the experiment was improved by adding several maps of nonlinear radiometric indices typical of remote sensing in the input layer. Rao et al. [37] proposed a pan-sharpening algorithm based on a residual network. The main difference was that the output of the network was the residual between the real high-resolution MS images on the ground and the upsampled low-resolution MS images. Subsequently, Yuan et al. [38] proposed a multi-scale and multi-depth convolution neural network (MSDCNN) for pan-sharpening. This method mainly includes two parts: the PNN part conducts the simple feature extraction; the deeper multi-scale neural network part uses a deep architecture to further extract the multi-scale feature.

To sum up, the parameters of the deep neural network can be trained well under the supervision of abundant training samples, and the deep neural network has achieved greatly successful applications in the field of image classification. However, only limited studies about deep learning are used for pan-sharpening, which can be broadly considered to be instances of inverse imaging problems [39]. Meanwhile, CNN-based methods for pan-sharpening are considered relatively simple and shallow architectures, and there is still plenty of room for improvement. The CNN-based architecture can only receive input data from the previous layer and transmit output data to the next layer, which not only limits the diversity and flexibility, but also becomes increasingly difficult to train as the layers deepen. An effective solution is to introduce a cross-layer stacking model and establish a cross-link model of CNN, such as the residual network model [40]. As we expected, the successful application of the residual network in the field of pan-sharpening has greatly promoted the in-depth study of remote sensing image fusion. However, a residual block can only jump two convolutional layers and does not make good use of the flexibility and diversity of CNN, so that the spatial information of the fused image is not very clear, and the spectrum is distorted to a certain extent.

To tackle the above problems, we introduce the advanced cross-connected model of CNN, which is a densely connected convolutional network (DenseNet). By utilizing the shared features of densely connected convolutional networks and the interconnection between arbitrary layers, the problem of gradient disappearance can be effectively alleviated as the layers deepen. The rich feature information of the original PAN and MS images can be extracted effectively by using the new architecture of DCCNP. The pan-sharpened MS images with high spatial resolution and a rich spectrum are obtained through image reconstruction. The experiments show that compared with the traditional algorithms, a fused image obtained by the proposed method performs better than other similar methods in terms of spatial resolution and spectral information.

The contributions of the proposed methods are listed below:

1. The DenseNet-based pan-sharpening method exploits an improved two-dense-block architecture that removes the batch normalization (BN) layer to deepen the architecture of the network. Since the BN layer ignores the absolute differences in image features and changes the contrast of the restored image, the proposed new architecture can reduce memory consumption and the difficulty of training the network.

2. By utilizing the shared features of the dense block, it can extract more and better features. The bottleneck layer also can narrow the network and reduce network parameters. As the layers deepen, the representational capacity becomes much stronger to obtain better pan-sharpened results.

3. Due to the redundancy of the high-dimensional features generated by dense blocks, two consecutive bottleneck layers and compression factors are used to reduce the feature dimensions. The experimental results show that a reasonable reduction of the feature dimensions can effectively prevent the loss of fusion information and make the fusion image much clearer.

The rest of this paper is organized as follows. Section 2 introduces the related work in CNN-based pan-sharpening and the background knowledge of the densely connected convolutional
network. The detailed architecture of the proposed DCCNP method is described in Section 3. Experimental results on different datasets are presented in Section 4. We give the conclusions in Section 5.

2. Related Work

2.1. CNN-Based Pan-Sharpening

In 2016, Giuseppe et al. applied CNNs in the field of pan-sharpening. The authors proposed a basic architecture and special remote sensing architecture to address the pan-sharpening problem and achieved good fused results. Specifically, the basic architecture employs a low-resolution PAN image and MS images as CNN input images and obtains fused MS images through a simple three-layer CNN structure. Furthermore, based on a basic architecture, the special architecture adds several maps of nonlinear radiometric indices typical of remote sensing images to the input layer. Therefore, without increasing complexity, the proposed new CNN architecture can achieve better performance. As far as we know, the deeper architecture of CNN has stronger representational capacity than the shallow architecture. However, this CNN architecture composed of a simple three-layer convolutional neural network is relatively simple and shallow, and there is still much room for improvement.

The successful application of CNNs to the pan-sharpening problem has made a substantial contribution to remote sensing image fusion research. The basic structure of pan-sharpening by CNN is similar to [41] and consists of several convolution layers. First, according to Wald’s theorem [42], the original PAN image and MS images are spatially blurred and downsampled to obtain low-resolution PAN and MS images. The low-resolution MS images are then interpolated and magnified to make each band consistent with the size of the low-resolution PAN image. Moreover, tensor splicing of the two image types is carried out, and the result is used as the input image of the neural network. Finally, the fused MS images are obtained via three-layer convolution. However, for each layer, the standard CNN [43] can only receive input data from the previous layer and transmit output data to any non-adjacent layer in the back. The network architecture based on the above stacking model not only limits the diversity and flexibility of CNNs, but also becomes increasingly difficult to train as the layers deepen.

2.2. Densely Connected Convolutional Network

In order to improve the performance of standard CNN, an effective solution is to introduce a cross-layer stacking model and establish a cross-link model of CNN. In a cross-layer stacking model, each layer is connected with non-adjacent layers and can receive input data from any previous layer and transmit output data to any non-adjacent layer in the back.

A densely connected convolutional network is one of the cross-connected models of CNN and is referred to as DenseNet [44,45]. Generally speaking, DenseNet refers to a type of CNN containing one or more dense blocks. The layer between blocks is referred to as the transition layer, where convolving and pooling alter the size of the feature map. Usually, it consists of a BN layer, a $1 \times 1$ convolution layer, and an average pooling layer. The dense blocks are composed of several convolution layers connected in series through a series of operations, which allow cross-layer connections between any two non-adjacent layers, as shown in Figure 1. Each input layer contains feature maps from all the previous layers. The advantage of this architecture is that it enhances feature propagation and promotes feature reuse.
In a dense block, the feature map $x_l$ of the $l^{th}$ layer can be achieved from the feature maps $x_0, x_1, ..., x_{l-1}$, which is calculated and expressed as follows:

$$x_l = H_l([x_0, x_1, ..., x_{l-1}])$$

where $x_0, ..., x_{l-1}$ are the result of tensor stitching of feature maps from the zeroth layer to the $(l - 1)^{th}$ layer, which are the input data of the $l^{th}$ layer. The standard $H_l(\cdot)$ is a compound function consisting of three successive operations: BN, ReLU, and the convolution kernel with a size of $3 \times 3$. Each function $H_l(\cdot)$ outputs $k$ feature maps, so there are $k(l - 1) + k_0$ input feature maps in the $l^{th}$ layer, where $k_0$ is the channel number of the first input layer. In order to control the width of the network and improve the efficiency of the parameters, $k$ is generally limited to a smaller integer. This control of the growth rate can not only reduce the parameters of the DenseNet, but also ensure the performance of the DenseNet.

In addition, although each layer only outputs feature maps, a large amount of feature maps $(k(l - 1) + k_0)$ is the input data of each layer. To solve this problem, a bottleneck layer is added to the DenseNet architecture. That is to say, a $1 \times 1$ convolution operation is introduced before each $3 \times 3$ convolution operation to reduce the dimension. This network architecture with bottleneck layers is called DenseNet-B. At the same time, for simplifying the architecture, a compression factor $\theta$ ($0 \leq \theta \leq 1$) can be added in the transition layer to decrease the output of the feature maps. If the output of the dense blocks includes feature maps, the subsequent transition layer will output $\theta \cdot m$ feature maps. $\theta = 1$ indicates that the number of feature maps passing through the transition layer remains unchanged. The network architecture containing the compression factor is called DenseNet-C. The network architecture including the bottleneck layer and compression factor is called DenseNet-BC. DenseNet-BC uses the bottleneck layer and the compression factor to narrow the network and reduce the network parameters, effectively suppressing over-fitting. Moreover, the experimental results show that DenseNet-BC using the bottleneck layer and compression factor can obtain a better fused image than DenseNet.

3. Methodology

Some studies have demonstrated that deeper CNN architectures can extract more feature information, but with the deepening of the network architecture, training will become increasingly difficult. In view of the particularities of pan-sharpening, more feature information needs to be extracted to ensure the preservation of spectral information and the enhancement of spatial resolution. Therefore, a new pan-sharpening method is proposed in this paper that employs the advantages of DenseNet to mitigate gradient disappearance, improve feature propagation, and promote feature reuse. In this way, the fused image can retain the original image spectrum information and enhance its spatial
detail performance. The framework of the DCCNP method is shown in Figure 2. This method includes two main parts: the training part and the testing part for pan-sharpening. For the training of DCCNP, the Wald training protocol was first used to construct the training set. Second, the architecture of the proposed DCCNP was designed according to the improved dense block, and the Gaussian distribution was employed to initialize the weights of each layer. Finally, the backpropagation algorithm was used to adjust the parameters of DCCNP to ensure that the fused image patches were infinitely close to the referential high-resolution image patches. In the test phase, we assumed that the relationship between low-resolution and high-resolution image patches in the training set and the relationship between output image patches and input image patches in the test set was the same, and the trained DCCNP was used to obtain the pan-sharpened MS images using the high spatial resolution PAN image and low spatial resolution MS images.

![Figure 2. The framework of the densely connected convolutional networks for pan-sharpening (DCCNP) method.](image)

3.1. Improved Dense Block

The original DenseNet-BC architecture was used for image classification. A composite function $H(\bullet)$ composed of $1 \times 1$ conv and $3 \times 3$ conv was used between two convolution layers of this architecture, where conv represents the sequence BN-ReLU-Conv, as shown in Figure 3a. Compared with the image classification, pan-sharpening is an inverse problem that requires the reconstruction of feature maps. Since the BN layer ignores the absolute differences in feature maps and changes the contrast of fused image, the original dense block architecture is not suitable for pan-sharpening. Therefore, this paper proposes an improved dense block that removed the BN layer. The improved dense block not only enhances the spatial resolution of the fused image, but also
preserves the same contrast and color as the original MS images in pan-sharpening. Meanwhile, the streamlining of the dense block will reduce the load on computer resources.

The architecture of the dense block designed in this paper is shown in Figure 3b. The proposed composite function $H_{\text{new}}(\cdot)$ consists of ReLU, $1 \times 1$ Conv, ReLU, and $3 \times 3$ Conv. The improved dense block is an $l$-layer ($l = 6$) dense block with a growth rate of $k = 12$, because a relatively small growth rate can achieve advanced results. Each bottleneck layer produces $4k$ feature maps, and the settings of these hyper-parameters were the same as in [44]. The input layer $x_0$ has $k_0$ feature maps, and each function $H_{\text{new}}(\cdot)$ will produce $k$ feature maps. Since each layer takes all preceding feature maps as input, the input data of the $l$th layer dense block has $(l - 1) \times k + k_0$ feature maps.

Figure 3. Comparison of the dense block between the original network and the proposed network.

3.2. The Architecture of DCCNP

The proposed network architecture for pan-sharpening is shown in Figure 4 and includes an input layer, an independent convolution layer, two dense blocks, a transition layer, and an output layer. The size of each band of the input layer image is the same as that of each band of the output layer image, but the input layer images have one additional band, i.e., the input layer images have $S + 1$ bands compared to the output layer MS images with $S$ bands (which is explained in the next paragraph). The first convolution layer of the DCCNP is an independent convolution layer, which consists of $2k$ convolution kernels with a size of $3 \times 3$. After that, the first convolution dense block outputs $7k$ feature maps after the input of $2k$ feature maps through the dense block. Next, to reduce the gradient disappearance, the transition layer is composed of ReLU and has a convolution of size $1 \times 1$. A compression factor of $\theta = 0.5$ is used to decrease the output of the previous dense blocks and the dimension of the input feature maps of the second dense block. Therefore, the transition layer outputs $\lfloor 7k\theta \rfloor + 5k$ feature maps, obtained by the second dense block. Since the feature maps of each convolution layer in the dense block are from all the previous layers, a large number of feature maps is extracted. Because the fused MS images have $S$ bands, we employed two continuous convolution kernels with size of $1 \times 1$ to assess the feature map output by the second dense block for dimensionality reduction. The feature maps have their dimensionality as the number of channels in the input feature maps. This dimensionality reduction operation of the proposed DCCNP architecture can effectively extract the features of the PAN image and MS images. The final layer is the image fusion layer, that is the extracted features are convolved through $S$ convolution kernels with the size of $3 \times 3$ to obtain the fused MS images.
To better train the proposed DCCNP for pan-sharpening, we constructed a training set containing the high-resolution/low-resolution image patch pairs. Firstly, the low-resolution PAN image \( g_{PAN} \) and the MS images of \( g_{MS} \) were obtained by spatial blurring and downsampling of the original PAN image \( f_{PAN} \) and the MS image \( f_{MS} \) with \( S \) bands. Next, \( g_{MS} \) was interpolated to obtain enlarged low-resolution MS images \( G_{MS} \), so that the size of each band image was consistent with the size of the PAN image \( g_{PAN} \) and was then spliced into an \( S + 1 \) band low-resolution image \( G = \{ G_{MS}, g_{PAN} \} \). Next, a slider with a step size of \( l \) and window size \( h \times w \) extracted the low-resolution image patches \( G^i \) \((i = 1, 2, ..., N)\) and high-resolution image patches \( f_{MS}^i \) from \( G \) and \( f_{MS} \), respectively. Thus, we obtained a consistent training set \( \{ G^i, f_{MS}^i \} \). In the training phase of DCCNP, low-resolution image patches \( G^i \) were the input data, and the corresponding fused image patches \( F^i \) were obtained through forward propagation with the initial weight. The loss function was used to compute the loss between the pan-sharpened image and the original high-resolution image, and the back propagation algorithm was used to adjust the dense network so that the output fused image block was close to the high-resolution image block. The loss function was the mean square error between the pan-sharpened tile \( F^i \) and its reference \( F^i \) as shown in the training phase of the Figure 2, which is usually expressed by the following Formula (2):

\[
L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \| F^i - f_{MS}^i(\theta) \|^2
\]

where \( \theta \) is the set of all parameters and \( N \) is the number of randomly selected patches in one iteration. Because the pixel values of the training images are normalized to \((0,1)\), the value range of loss function is \((0,1)\). The smaller the value, the better the fusion effect and the better the robustness of the proposed architecture of DCCNP.

In summary, the algorithm for solving the proposed model is shown as follows (Algorithm 1).

---

**Algorithm 1 Pan-sharpening by the DCCNP algorithm**

**Input:** The high-resolution PAN image \( p_H \) and low-resolution MS images \( M_L \) with \( S \) bands.

**Step 1:** Given the training set: original PAN image \( f_{PAN} \) and MS images \( f_{MS} \) with \( S \) bands. The low-resolution PAN image \( g_{PAN} \) and MS images \( g_{MS} \) are obtained by spatial blurring and downsampling of the original PAN image \( f_{PAN} \) and MS images \( f_{MS} \) with \( S \) bands.

**Step 2:** The \( g_{MS} \) is interpolated to obtain an enlarged low-resolution MS images \( G_{MS} \), so that the size of each band image is consistent with the size of the PAN image \( g_{PAN} \) and is then spliced into an \( S + 1 \) band low-resolution images \( G = \{ G_{MS}, g_{PAN} \} \).

**Step 3:** A slider with a step size of \( l \) and a window size of \( h \times w \) extracts low-resolution image patches \( G^i \) \((i = 1, 2, ..., N)\) and high-resolution image patches \( f_{MS}^i \) from \( G \) and \( f_{MS} \), respectively. Thus, we obtain the consistent training set \( \{ G^i, f_{MS}^i \} \) for pixel positions of \( N \).

**Step 4:** Taking \( G^i \) as the input data of the first layer of the convolutional neural network, the expected high-resolution image patches \( f_{MS}^i \) are obtained according to the initial weight and forward propagation algorithm.

**Step 5:** Using \( G^i \) and \( f_{MS}^i \), the optimal parameters in the DCCNP architecture were obtained by fine tuning the network according to Formula (2).

**Step 6:** Input the original PAN image \( p_H \) and MS images \( M_L \); repeat Steps 1 and 2; obtain \((S + 1)\)-dimensional images \( G \) as the input data of the network; load the model; and obtain the desired high-resolution images \( F \).

**Output:** The Pan-sharpened MS images \( F \).
4. Experiment

4.1. Experimental Settings

In order to verify the validity of the DCCNP method in this paper, we employed the remote sensing images from IKONOS and QuickBird satellites for simulation and real experiments. IKONOS satellite is able to capture PAN images at 1 m resolution and MS images at 4 m resolution. The experimental data used in this paper came from the remote sensing data collected by the IKONOS satellite sensor in May 2008 in Sichuan, China. The PAN sensor of QuickBird satellite can collect a PAN image with a spatial resolution of 0.7 m, while the MS sensor can simultaneously collect an MS image with a spatial resolution of 2.8 m and four bands. The experimental data were part of the remote sensing image taken of the north island of New Zealand in August 2012.

Due to the scarcity of training sample of remote sensing images, these images were rotated 90°, 180°, and 270°, respectively, and then, they were cropped into image patches to obtain more experimental data. The experiments included a training stage and a testing stage. According to the experimental datasets used in [35, 38], the experimental datasets were divided into training, validation, and test sets. The training and validation sets accounted for a large proportion, and the test set only occupied a small part (as shown in Table 1). The real experiments used thirty image patches with a size of 600 × 600 from the QuickBird dataset to test the network.

| Sensors  | Training | Validation | Test               |
|----------|----------|------------|--------------------|
| IKONOS   | Input: 19,249 × (41 × 41 × 5) | Input: 4096 × (41 × 41 × 5) | Input: 50 × (250 × 250 × 5) |
|          | Output: 19,249 × (41 × 41 × 4) | Output: 4096 × (41 × 41 × 4) | Output: 50 × (250 × 250 × 4) |
| QuickBird| Input: 19,249 × (41 × 41 × 5) | Input: 4096 × (41 × 41 × 4) | Output: 50 × (250 × 250 × 5) |
|          | Output: 19,249 × (41 × 41 × 4) | Output: 4096 × (41 × 41 × 4) | Output: 50 × (250 × 250 × 4) |

4.2. Simulation Experimental Results and Analysis

4.2.1. Detailed Experimental Implementation

In this paper, the simulation experiment results were compared with four methods, including the adaptive IHS (AIHS) method [46], the ∆trous wavelet transform (ATWT)-based method [47], PNN [35], and MSDCNN [38]. The parameter settings of these methods were mostly consistent with these references. Specifically, for the PNN model [35], the authors selected different convolution kernels for the experiments, and we only used three convolution kernels with a size of 9 × 9 × 7, 5 × 5 × 64, and 5 × 5 × 4 to extract features from input images, respectively. In the MSDCNN method [38], the training data used in the experiment were the same as those used in this paper, and the input images were PAN image and MS images. However, for the PNN method [35], the input layer contained not only PAN image and MS images, but also included two maps of nonlinear radiometric indices typical of remote sensing.

The pre-processing environment of the experimental data was MATLAB v2016a, and TensorFlow was selected as the development platform for constructing and training the proposed architecture of DCCNP. According to [35], the learning rate of the last two layers was set to 10⁻⁵, and that of the other layers was set to 10⁻⁴. The batch size was set to 128, and Adam [48] with β₁ = 0.9 and β₂ = 0.999 was utilized as the optimizer. For all data settings, the total number of iterations was fixed to 4.51 × 10⁴.

In order to quantitatively assess the quality of the results, the evaluation criteria generally included subjective evaluation and objective evaluation. For subjective evaluation, the quality of the pan-sharpened image was evaluated by observing the spatial structure information and the degree of color distortion of the pan-sharpened result image, as well as enlarging the local details of the resulting image. For objective evaluation, the following five evaluation criteria were used in
this paper: correlation coefficient (CC) [49], root mean squared error (RMSE) [50], erreur relative global adimensionnelle de synthèse (ERGAS) [51], spectral angle mapper (SAM) [52], and the 4-band Universal Image Quality index (Q4) [53]. Specifically, CC refers to the correlation of spectral characteristics between the reference image and pan-sharpened image. The RMSE reflects the difference of the pixel values between the pan-sharpened image and the reference image. ERGAS represents the difference of radiation between the reference image and the pan-sharpened image globally. SAM denotes the angle between the reference image and the spectral vector of the pan-sharpened image. Q reflects the Universal Image Quality index averaged over the bands [54], while Q4 is a 4-band extension of Q.

4.2.2. Experiment Using IKONOS Data

The results of five pan-sharpening methods were compared with the input low-resolution MS images, and the original high-resolution MS images were taken as the reference images as shown in Figure 5. Figure 5a is the low-resolution MS images; Figure 5g is the reference image; and Figure 5b–f are the pan-sharpened images of AIHS, ATWT, PNN, MSDCNN, and the proposed method, respectively. These images were false color images, composed of three bands of red, blue, and green. By observing these pan-sharpened images, we found that the spatial structure of Figure 5b was significantly improved, but the spectrum was distorted. Compared with Figure 5b, the color of Figure 5c was greatly improved, but the spatial structure had an obvious blocky aspect. Figure 5d shows a significant improvement in spatial structure restoration and color preservation, but the blocky effect appeared in the spatial structure. Compared with Figure 5d, the spatial structure and color of Figure 5e were greatly improved, but the spatial information was excessively smooth, and the details of the edges and textures lost. Figure 5f is the result of the proposed method. The image was the closest to the reference image both in terms of spatial structure restoration and spectral preservation.

Figure 5. Cont.
Figure 5. IKONOS original images and Pan-sharpened images by different methods. (a) Low-resolution MS; (b) adaptive IHS (AIHS); (c) à trous wavelet transform (ATWT); (d) pan-sharpening neural network (PNN); (e) multi-scale and multi-depth convolution neural network (MSDCNN); (f) the proposed method; (g) ground truth.

To observe the detail part of the pan-sharpening result images more clearly, we enlarge and display the local area in Figure 5. Figure 6a shows the local area to be enlarged (red rectangle box) in the reference image. Figure 6b–h are an enlarged view of the local area in Figure 5a–g in the red rectangle box. From the magnified images of these local areas, the detail information reconstructed by the method extracted in this paper was clearer and more uniform. To sum up, the results of the proposed methods were better than other fusion methods in the visual effect.

Figure 6. (a) Red rectangle area to be enlarged in the reference image. (b–h) are partial enlarged views of Figure 5a–g.
In order to better observe the spectral distortion, Figure 7 shows the difference image between the fused image and the reference image. The red part of the difference image represents the large difference in pixel values, the blue part the small difference, and the green part the middle difference. By observing these difference images, it can be seen that the difference image of the proposed method in this paper (as shown in Figure 7e) was blue in most areas, and the red areas were the least. Therefore, the result image of the proposed method was the closest to the original image, and the fusion effect was slightly better than the comparison methods.

![Figure 7. The difference image between the pan-sharpened image and the reference image of the IKONOS data, where red represents the large difference, blue the small difference, and green the middle difference. (a) AIHS; (b) ATWT; (c) PNN; (d) MSDCNN; (e) the proposed method.](image)

The quantitative assessment values of the IKONOS dataset processed by the different methods are shown in Table 2, where the numbers in black font represent the optimal values of the quantitative assessment. The $CC_{AVG}$ and $RMSE_{AVG}$ are the average values of $CC$ and $RMSE$, respectively. The experimental results showed that the indexes of the proposed method were better than the other comparison methods.

|             | AIHS  | ATWT  | PNN   | MSDCNN | DCCNP |
|-------------|-------|-------|-------|--------|-------|
| $CC_{AVG}$  | 0.7924| 0.8819| 0.9491| 0.9522 | 0.9616|
| $RMSE_{AVG}$| 0.0061| 0.0037| 0.0016| 0.0015 | 0.0012|
| ERGAS       | 3.1983| 2.4858| 1.6384| 1.5794 | 1.4223|
| SAM         | 0.0653| 0.0520| 0.0322| 0.0316 | 0.0289|
| $Q_4$       | 0.7627| 0.8211| 0.9323| 0.9362 | 0.9480|

4.2.3. Experiment Using QuickBird Data

To further validate the performance of the proposed algorithm, we continued to carry out simulation experiments using the QuickBird dataset. The pan-sharpened images obtained by the
proposed method were compared with those obtained by the other methods as shown in Figure 8. Figure 8a is the input low-resolution image, and Figure 8b–f is the pan-sharpened images obtained by AIHS, ATWT, PNN, MSDCNN, and the proposed method, respectively. It can be seen from Figure 8 that any pan-sharpened images improved the spatial resolution to some extent compared with the input low-resolution MS images and retained the spectral information of the original MS images. After careful observation, we found that the fused image produced by the proposed method gave a clearer visual effect and was closer to the reference image in both terms of spatial resolution and spectral information.

Figure 8. QuickBird original images and Pan-sharpened images by different methods. (a) Low-resolution MS; (b) AIHS; (c) ATWT; (d) PNN; (e) MSDCNN; (f) the proposed method; (g) ground truth.

In Figure 9, we enlarge and display the local area in Figure 8. Figure 9a shows the local area to be enlarged (red rectangular box) in the reference image. Figure 9b–h is an enlarged view of the local area in the red rectangular box of Figure 8a–g. In these local area enlarged images, we can see that the detail information recovered by the proposed method was clearer and more uniform.
Figure 9. (a) Red rectangle area to be enlarged in the reference image. (b–h) are partial enlarged views of Figure 8a–g.

Figure 10 shows the difference image between the fused image and the reference image. Through observation, it can be found that the difference image produced by the proposed method using IKONOS dataset are consistent with those of QuickBird dataset. Therefore, similar conclusions can be drawn.

The quantitative assessment values of the QuickBird dataset processed by the different methods are shown in Table 3, where the number in bold font represents the optimal values of each index. The values of Table 3 show that the indexes of the proposed method were better than the other methods.

Table 3. Quantitative assessments of IKONOS data.

|         | AIHS | ATWT | PNN  | MSDCNN | DCCNP |
|---------|------|------|------|--------|-------|
| CC_{AVG}| 0.8184 | 0.8412 | 0.9454 | 0.9479 | 0.9754 |
| RMSE_{AVG} | 0.0079 | 0.0070 | 0.0020 | 0.0019 | 0.0009 |
| ERGAS    | 4.5807 | 4.3198 | 2.4660 | 2.3835 | 1.6355 |
| SAM      | 0.0984 | 0.0914 | 0.0483 | 0.0475 | 0.0386 |
| Q_4      | 0.8128 | 0.8223 | 0.9566 | 0.9584 | 0.9790 |
Figure 10. The difference image between the result image and the reference image of the QuickBird data. (a) AIHS, (b) ATWT, (c) PNN, (d) MSDCNN, (e) the proposed method.

4.2.4. Comparison of Execution Time

In this subsection, we give the CPU execution time of the above pan-sharpening methods excluding the AIHS and ATWT methods programmed with MATLAB R2016a. PNN, MSDCNN, and the proposed method based on CNN were implemented on the TensorFlow platform and on a PC with i5-7400 3.1 GHz CPU and RAM 8 GB. For the sake of fairness of comparison, the operation parameters are uniformly specified as follows: (a) Each model was trained 300 times. (b) The execution time of PNN, MSDCNN, and the proposed method was divided into two parts: training time and testing time (also named fusion time). (c) The fusion time was obtained by averaging all test images.

The PNN method took about eight hours to train the model because its network architecture was the simplest and it only consisted of three layers. During the test phase, it took about 5.5 s to obtain a pan-sharpened image on average. The proposed method took about 11 h to train the model, which was one hour slower than the MSDCNN method. The reason may be that the network architecture of the proposed method was much deeper, which could extract better spatial-spectral features. The fusion time of the proposed method was about 6.2 s, while the fusion time of the MSDCNN method was about 5.9 s. In general, the execution time of the three methods was roughly the same.

4.3. Real Experimental Results and Analysis

In this section, we use QuickBird data for the real experiments. We input the original PAN image and MS images into the trained network to obtain a pan-sharpened MS images and compared it with other methods for pan-sharpening. The pan-sharpened images are shown in Figure 11. Figure 11a is a bicubic low-resolution MS images, and Figure 11b–f are the pan-sharpened images of AIHS, ATWT, PNN, MSDCNN, and the proposed method, respectively. Through observation, it was found that the proposed method for pan-sharpening was better than other methods in visual effect.
Figure 11. Real experimental results by different methods on QuickBird data. (a) Low-resolution MS images; (b) AIHS; (c) ATWT; (d) PNN; (e) MSDCNN; (f) the proposed method.

For real experiments, the evaluation criteria adopted the quality with no reference (QNR) [55], which mainly included two parts: spectral distortion $D_\lambda$ and spatial distortion $D_s$. We used these three metrics to evaluate the real experimental results quantitatively. The results of the objective evaluation are shown in Table 4, where the number in bold represents the optimal values of the quantitative assessments. As can be seen from the table, the value of the comprehensive assessment index QNR of the proposed method was higher than those of other methods, indicating that the pan-sharpened result was the best.

Table 4. Quantitative assessments of real experiments on QuickBird data.

|      | AIHS | ATWT | PNN  | MSDCNN | DCCNP |
|------|------|------|------|--------|-------|
| $D_\lambda$ | 0.0966 | 0.0923 | 0.0507 | 0.0543 | 0.0472 |
| $D_s$     | 0.0793 | 0.0833 | 0.0987 | 0.0891 | 0.0784 |
| QNR      | 0.8354 | 0.8321 | 0.8592 | 0.8614 | 0.8792 |

4.4. Discussion of the BN Layer

In this section, we continue to discuss the role of the improved dense block in the DCCNP network and the effect of bottleneck layers and compression factors after the dense block. In order to verify the effectiveness of the proposed method, we performed three experiments on IKONOS and QuickBird data. The first experiment (named DCCNP) was to use the network architectural proposed in this paper, including an independent convolutional layer, two dense blocks, a transition layer, two bottleneck layers with the compression factors, and a reconstruction layer. The second experiment (named DCCNP + BN) was to change the dense block of the first experiment to the original dense block (i.e., the original dense block contained the BN layer), and the others remained unchanged. The third experiment (named DCCNP-BC) did not use two bottleneck layers and compression factors of DCCNP architecture, and the others were unchanged. The batch size was set to 128, and Adam with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ was utilized as the optimizer. For all experiments, the total number of iterations was fixed to $4.51 \times 10^4$. The quantitative evaluation results of IKONOS and QuickBird are shown in Tables 5 and 6, respectively. The best results of each index are highlighted in bold.
Table 5. Quantitative assessments of different experiment on the IKONOS data. BC, bottleneck layer and compression factor.

|                | CC_AVG  | RMSE_AVG | ERGAS   | SAM   | Q4    |
|----------------|---------|----------|---------|-------|-------|
| DCCNP          | 0.9616  | 0.0012   | 1.4223  | 0.0289| 0.9480|
| DCCNP + BN     | 0.9501  | 0.0015   | 1.5246  | 0.0308| 0.9364|
| DCCNP − BC     | 0.9585  | 0.0014   | 1.4763  | 0.0257| 0.9387|

Table 6. Quantitative assessments of different experiment on the QuickBird data.

|                | CC_AVG  | RMSE_AVG | ERGAS   | SAM   | Q4    |
|----------------|---------|----------|---------|-------|-------|
| DCCNP          | 0.9754  | 0.0009   | 1.6355  | 0.0386| 0.9790|
| DCCNP + BN     | 0.9547  | 0.0018   | 1.5246  | 0.0425| 0.9578|
| DCCNP − BC     | 0.9684  | 0.0012   | 1.4763  | 0.0317| 0.9687|

By comparing the results of DCCNP and DCCNP+BN in the two tables, we can see that the results of DCCNP were better than the results of DCCNP+BN on each evaluation index. DCCNP used the dense block without the BN layer, and DCCNP+BN used the original dense block with the BN layer. Through the comparison, we could conclude that the improved dense block without the BN layer was more suitable for pan-sharpening than the original dense block.

Through the comparison of DCCNP and DCCNP-BC, it was obvious that the results of the DCCNP were superior to the results of DCCNP-BC in all aspects. Therefore, we could conclude that the proposed method using the bottleneck layers and compression factors could effectively prevent the loss of fusion information and make the fusion image much clearer.

5. Conclusions

In view of the particularities of pan-sharpening, this paper proposed a new method that applied DCCNP to remote sensing images. This method increased the flexibility and diversity of the network by utilizing the advantages of DCCNP, such as feature reuse and enhanced feature propagation. To extract more spatial feature information from the PAN image and more spectral characteristics of the MS images, a dense block was added to the convolution network to deepen the network depth; MS images with rich spectral information and high spatial resolution were thus obtained. An analysis of the experimental results revealed that the pan-sharpened image obtained by the proposed method was not only subjectively visually enhanced, but was also optimal in terms of the objective evaluation criteria.

In the near future, the proposed method will be implemented on parallel computing platforms, such as a GPU [56,57] or a multi-core CPU [58], to accelerate the speed for pan-sharpening. The latest architecture of deep neural networks, such as the generative adversarial network (GAN) and its derived structures [59], will be explored to extract better spatial and spectral features to lead to the highest quality pan-sharpened results.
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