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Protein pattern formation is essential for the spatial organization of many intracellular processes like cell division, flagellum positioning, and chemotaxis. A prominent example of intracellular patterns are the oscillatory pole-to-pole oscillations of Min proteins in \textit{E. coli} whose biological function is to ensure precise cell division. Cell polarization, a prerequisite for processes such as stem cell differentiation and cell polarity in yeast, is also mediated by a diffusion-reaction process. More generally, these functional modules of cells serve as model systems for self-organization, one of the core principles of life. Under which conditions spatio-temporal patterns emerge, and how these patterns are regulated by biochemical and geometrical factors are major aspects of current research. Here we review recent theoretical and experimental advances in the field of intracellular pattern formation, focusing on general design principles and fundamental physical mechanisms.
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I. INTRODUCTION

From cellular structures to organisms and populations, biological systems are governed by principles of self-organization. The intricate cycles of autocatalytic reactions that constitute cell metabolism, the highly orchestrated processes of nucleic acid transcription and translation, the replication and segregation of chromosomes, the cytoskeletal assemblies and rearrangements that mechanically drive important cellular processes like cell division and cell motility, the morphogenesis of complex tissue from a single fertilised egg - all of these processes rely on the generation of structures and gradients based on molecular self-organisation. Frequently, the assembly and maintenance of these structures is accompanied by spatial and temporal protein patterning.

What are the principles underlying self-organising processes that result in protein patterns? Though the term ‘self-organisation’ is frequently employed, as it is here, in the context of complex systems, it needs to be emphasised that there is no generally accepted theory of self-organisation that explains how internal molecular processes are able to coordinate the interactions between a system’s components such that order and structure emerge. The field which has arguably contributed most to a deeper understanding of emergent phenomena is ‘nonlinear dynamics’, especially with concepts such as ‘catastrophes’ [1], ‘Turing instabilities’ [2], and ‘nonlinear attractors’ [3]. However, although pattern formation and its underlying concepts have found their way into textbooks [4], we are far from answering the above question in a comprehensive and convincing way. This chapter will highlight some of the recent progress in the field, but also address some of the fascinating questions that remain open.

In contrast to the conventional representation of pattern-forming systems in classical texts, our exposition will be closely tied to the analysis of quantitative models for specific biological systems. At first, this might appear to involve a loss of generality. However, as we will see, only by studying the actual physical processes that give rise to what we call self-organisation will we be able to uncover its key features in the first place. These key aspects can then be generalised again by identifying the according processes in other systems. Here, we will mainly, but not exclusively, focus on a model for Min protein dynamics, a system of self-organising proteins that is essential for cell division in the bacterium \textit{Escherichia coli}. The Min system offers an ideal combination of a broad and rich phenomenology with accessibility to theoretical and experimental analyses on a quantitative level. As we will see, a major finding from the study of the Min system is the role of mass-conserved interactions and of system geometry in the understanding of self-organised pattern formation.

II. INTRACELLULAR PROTEIN PATTERNS

The formation of protein patterns and the localisation of protein clusters is a fundamental prerequisite for many important processes in bacterial cells. Examples include Min oscillations that guide the positioning of the Z-ring to midcell in \textit{Escherichia coli}, the localisation of chemotactic signalling arrays and the positioning of flagella, as well as chromosome and plasmid segregation. In all these examples, experimental evidence supports mechanisms based on reaction-diffusion dynamics. Moreover, the central elements of the biochemical reaction circuits driving these processes are P-loop NTPases. These proteins are...
able to switch from an NTP-bound ‘active’ form that preferentially binds to an intracellular interface (membrane or nucleoid) to an inactive, freely diffusing, NDP-bound form in the cytosol.

Interestingly, these types of pattern-forming mechanisms are not restricted to prokaryotic cells, but are found in eukaryotic cells as well. An important example is cell polarisation, an essential developmental process that defines symmetry axes or selects directions of growth. Signalling molecules accumulate in a restricted region of the inner surface of a cell’s plasma membrane where they initiate further downstream processes. For example, in the yeast *Saccharomyces cerevisiae*, cell polarisation determines the position of a new growth or bud site. The central polarity regulator responsible for this process is Cdc42, a small GTPase of the Rho family [5]. Similarly, cell polarity plays an important role in proper stem cell division [6] and in plant growth processes such as pollen tube or root hair development [7, 8]. Another intriguing example of self-organised polarisation occurs in the *Caenorhabditis elegans* zygote through the action of mutually antagonistic, so called partitioning-defective (PAR) proteins [9]. Moreover, the crucial role of protein pattern formation in animal cell cytokinesis is highlighted by cortical waves of Rho activity and F-actin polymerization, recently observed in frog and starfish oocytes and embryos [10].

Yet another system where protein patterns play an important role is the transport of motor proteins along cytoskeletal filaments. We will not elaborate on this system in this review, but would like to note that pattern formation in these systems is based on similar principles as for the other systems. For instance, microtubules are highly dynamic cytoskeletal filaments, which continually assemble and disassemble through the addition and removal of tubulin heterodimers at their ends [11]. It was recently shown that traffic jams of molecular motors on microtubules play a key regulatory mechanism for the length control of microtubules [12–16].

A. MinCDE oscillations in *E. coli*

Proteins of the Min system in the rod-shaped bacterium *E. coli* show pole-to-pole oscillations [17–20]. A combination of genetic, biochemical, and cell biological studies has identified the following key features of the underlying interaction network: (1) The ATPase MinD, in its ATP-bound dimeric form, cooperatively binds to the cytoplasmic membrane [21–24], and forms a complex with MinC that inhibits Z-ring formation [25]. (2) MinD then recruits its ATPase Activating Protein (AAP) MinE to the membrane, triggering MinD’s ATPase activity and thereby stimulating detachment of MinD from the membrane in its monomeric form [26]. (3) Subsequently, MinD undergoes nucleotide exchange in the cytosol and rebinds to the membrane [27]. (4) Notably, MinE’s interaction with MinD converts it from a latent to an active form, by exposing a sequestered MinD–interaction region as well as a cryptic membrane targeting sequence [28, 29].

All of these biochemical features give us highly valuable molecular information, but in themselves they do not suffice to explain the emergent phenomenon of Min oscillations. There are basically two unknowns. First, the detailed dynamic processes underlying, for example, cooperative membrane binding of MinD, as well as the MinE conformational switch are poorly understood on a mechanistic molecular level. At present, one can only speculate on them based on structural data. For example, Hill coefficients have been measured for MinD ATP (∼ 2) and ADP (∼ 1) [24], indicating that recruitment may be associated with dimerisation. Secondly, and perhaps even more importantly, even if all the details of the molecular processes were known, one would still not know which is responsible to what degree for any specific macroscopic property of the dynamic Min pattern. Furthermore, how these processes are affected by changing protein expression levels and cell geometry is unclear, a priori. Both of these obstacles represent major challenges for the field, and can be overcome only by a combined experimental and theoretical approach.

The main biological function of Min oscillations is to regulate formation and positioning of the Z-ring [20], comprised of curved, overlapping FtsZ filaments, which interact with a range of accessory proteins that together make up the cytokinetic machinery [31]. The pole-to-pole oscillations of the MinD-ATP/MinC complex result in a time-averaged density profile of MinC that is highest at the cell poles and lowest at midcell (Fig. 1). Since MinC acts as an antagonist of FtsZ assembly, Min oscillations inhibit Z-ring formation at the poles and restrict it to midcell [25]. How self-organisation into the Z-ring occurs remains unknown and is subject to extensive research [32–34].

![FIG. 1. Oscillatory patterns of Min proteins in vivo. Left: Time-averaged MinD fluorescence intensity profile along the red rectangle shown in the kymograph. Middle: Kymograph of pole-to-pole oscillations of MinD and MinE in cells of normal length (shorter than 5 μm). Right: Micrographs of GFP-MinD and MinE-GFP in vivo. Adopted from Ref. [30].](image)
B. Cell polarity in yeast

Polarity establishment in budding yeast relies on crosstalk between feedback loops, one based on the actin cytoskeleton, the other on a reaction-diffusion system [5]. Both are regulated by the Rho-type GTPase Cdc42. To fulfil its functions, it must constantly cycle between a GDP-bound (active) and a GDP-bound (inactive) state. In budding yeast, activation of Cdc42 is controlled by a guanine nucleotide exchange factor (GEF), Cdc24, and the hydrolytic activity of Cdc42 is promoted by several GTPase-activating proteins (GAPs). In addition, Cdc42 is extracted from membranes by a single Rho-guanine nucleotide dissociation inhibitor (GDI), RdI1 [35]; see Fig. 2 for an illustration of the biochemical network.

Initially two independent feedback loops were identified: one based on the actin cytoskeleton and one based on a reaction-diffusion system that in vivo depends on the scaffold protein Bem1 [35]. A combined experimental and theoretical study has shown that a combination of actin- and GDI-dependent recycling of the GTPase Cdc42 is required to achieve rapid, robust and focused polarisation [36]. However, there are still many open issues on the detailed interplay between these two mechanisms.

The GDI-mediated polarisation in itself is reasonably well understood. Theoretical models differ in how they describe the recruitment of the GEF (Cdc24) towards active Cdc42 on the membrane [37, 38]. Experimental data [36] support a reaction network where recruitment of Cdc24 is mediated by Bem1 (Fig. 2): Cytosolic Bem1 is targeted to the membrane by interaction with active Cdc42 or other Cdc42-GTP-bound proteins such as Cla4 and subsequent binding of Bem1 to the membrane [39–41]. Once bound to the membrane it recruits the Cdc24 from the cytosol to the membrane [39, 40]. Membrane-bound Cdc24 then enhances both the attachment and activation of cytosolic Cdc42-GDP to the membrane and the nucleotide-exchange of membrane-bound Cdc42-GDP [36, 38]. A mathematical model [38] based on this reaction scheme accurately predicts phenotypes associated with changes in Cdc42 activity and recycling, and suggests design principles for polarity establishment through coupling of two feedback loops. Recently, there has even been evidence for a third feedback loop [42].

In a recent in vivo study the essential component Bem1 was deleted from the reaction-diffusion feedback loop [43]. Interestingly, after the mutant was allowed to evolve for about 1,000 generations, a line was recovered that had regained the ability to polarise, despite the absence of Bem1. Moreover, the newly evolved network had actually lost more components, resulting in a simpler reaction-diffusion system. The structure of this minimal network has yet to be identified [44].

C. Protein pattern formation in animal cell polarisation and cytokinesis

As we have seen for the Min system in E. coli and Cdc42 in budding yeast, protein patterns are an elegant way to convey intracellular positional information. Thus, it is not surprising that more complex organisms also employ protein pattern formation to control essential processes including cell polarisation, cytokinesis, embryogenesis and development.

An animal’s body plan is typically specified during embryogenesis. In this context, the establishment and stable maintenance of cell polarity is a fundamental feature of developmental programs. So-called partitioning defective (PAR) proteins are key molecular players that promote symmetry breaking and establish intracellular polarity in diverse animal cells [45]. Here, we focus on the PAR network in the nematode worm C. elegans, as this system has been particularly well studied.

C. elegans PAR proteins are required for asymmetric cell division of the zygote, which they achieve by generating two distinct and complementary membrane domains with the aid of actomyosin flows [9, 46]. Several “design principles” of the PAR network have been established by a combination of experiments and theory [47]. A core feature of PAR polarity is the mutual antagonism between anterior and posterior PAR components (Fig. 3), which preferentially accumulate on the anterior and posterior halves of the membrane respectively while being excluded from the opposite half.

The maintenance of this polarity is highly dynamic and involves mobility of PAR proteins in the cytosol, their cross-inhibition via phosphorylation as well as additional feedback loops [47]. Importantly, the mutual antagonism in the PAR network relies on reversible switching of PAR proteins between “inactive”, rapidly diffusing cytosolic and “active”, slowly diffusing membrane-bound states [47], one of the key features of the pattern-forming protein networks discussed in this chapter.
Another intriguing example of protein pattern formation occurs during animal cell cytokinesis. This process involves the small GTPase Rho, whose localised activation directs assembly of the cytokinetic machinery, consisting of F-actin and myosin-2, in the equatorial cortex [49]. Recently, cortical waves of Rho activity and F-actin polymerisation were discovered in frog and echinoderm oocytes and embryos [10]. These protein patterns exhibited excitatory dynamics and were proposed to emerge through a reaction-diffusion mechanism involving positive feedback during Rho activation and delayed negative feedback exerted by F-actin (Fig. 4). In this view, Rho attaches to the plasma membrane in its inactive GDP-bound form. On the membrane, Rho is then converted to its GTP-bound active form in an autocatalytic manner, dependent on the Rho GEF Ect-2. Subsequently, F-actin is assumed to mediate a negative feedback on Rho, converting it back to its inactive form [10]. Remarkably, this reaction-diffusion network shares many similarities with our previous examples, such as reversible protein attachment to a lipid membrane, switching between different NTP-bound states and coupling of feedback loops.

**FIG. 4.** Cortical waves of Rho activity and F-actin polymerisation involved in animal cell cytokinesis. 

**A.** Possible scheme of interactions underlying wave formation. Inactive GDP-bound Rho (RD) binds to the membrane, where it is activated to GTP-bound Rho (RT) via nucleotide exchange in an autocatalytic, GEF-dependent manner. Subsequently, the theoretical model assumes that coupled F-actin polymerisation (F) exerts a negative feedback on Rho activity converting it back into its inactive form [10]. **B.** Fluorescence image of cortical waves of Rho (malachite) and F-actin (copper) in an Ect2-overexpressing starfish oocyte. Adapted from Ref. [10] by permission from Macmillan Publishers Ltd: Nature Cell Biology [10], copyright 2015.

**D. The switch paradigm**

The molecular mechanisms underlying the spatio-temporal organisation of cellular components in bacteria are frequently linked to P-loop ATPases such as ParA and MinD [31, 50, 51]. ParA and MinD proteins belong to a family of proteins known as the ParA/MinD superfamily of P-loop ATPases [31]. Both are known to form self-organised dynamic patterns at cellular interfaces, ParA on the nucleoid and MinD on the cell membrane. The nucleotide state of these ATPases determines their subcellular localisation: While the ATP-bound form dimerises and binds to the appropriate surface, the ADP-bound form is usually a monomer with a significantly reduced affinity for surface binding that freely diffuses in the cell. Importantly, both ParA and MinD have a partner protein (ParB and MinE, respectively) that stimulates their ATPase activity and causes them to detach from their respective surfaces. Moreover, there is a delay due to nucleotide exchange between the release of the ADP-bound form from the surface and its subsequent rebinding in the dimeric ATP-bound form. These interactions enable proteins to cycle between surface-bound and cytosolic states, depending on the phosphorylation state of their bound nucleotide. The surface-bound state is typically associated with spatially localised function (e.g. the downstream regulation of other proteins on the surface), whereas the cytosolic state enables spatial redistribution and formation of surface bound patterns of these proteins. Despite the striking similarities on a molecular level, the biological functions of ParA and MinD differ significantly. The Min system directs the placement of the division site at midcell by inhibiting the assembly of FtsZ into a ring-like structure (Z-ring) close to the cell poles. In contrast, ParA is involved in chromosome and plasmid segregation. Several other ParA-like proteins have been identified that are also important for the correct localisation of large cellular structures at the cell poles, at midcell or along the cell length [31]. One of these is PomZ in *M. xanthus*. PomZ is part of a protein system that – like the Min system – is important for Z-ring formation. However, in contrast to the Min system, the Pom system positively regulates the formation of the FtsZ ring at midcell [52]. Apart from the cell division and the chromosome partitioning machineries, there are various other multiprotein complexes that are positioned...
by self-organising processes based on P-loop NTPases. For example, the GTPase FliF and the ATPase FliG constitute a regulatory circuit essential for defining the distribution of flagella in bacterial cells [51, 53].

III. MASS-CONSERVING REACTION-DIFFUSION SYSTEMS

All of the examples of intracellular pattern-forming systems discussed in the previous section share some common features. They are reaction-diffusion systems in confined intracellular space, where proteins cycle between the cytosol and the cell membrane. On the time scale on which these patterns form, net change in the levels of the proteins involved is negligible and thus the copy number within each protein species is conserved. The reactions correspond to transitions of each protein species between a finite number of different states (membrane-bound, cytosolic, active, inactive, etc.), and these states play different functional roles in the corresponding biochemical circuit. For example, only membrane-bound MinD induces positive and negative feedback by recruiting MinD and MinE from the cytosol to the membrane. Hence, the protein dynamics can be understood as a reaction-diffusion system where diffusion takes place in different compartments (membrane and cytosol), and where reactions are sequences of state changes induced by protein-nucleotide, protein-protein, and protein-membrane interactions.

Mass-conserving dynamics is the generic case for intracellular dynamics. Because the production of proteins is a resource-intensive process, any mechanism that utilises production and degradation as pattern forming mechanisms would be highly inefficient and wasteful [54]. This excludes activator-inhibitor mechanisms [55], since they are based on the interplay between autocatalytic production of a (slow diffusing) activator and its degradation by a (fast diffusing) inhibitor. Though such a mechanism is frequently invoked as a paradigm in biological pattern formation [56], it is actually irreconcilable with the fundamental physical processes on which intracellular pattern formation is based. It accounts only for those molecular interactions that are (presently) believed to be essential for Min protein phenomenology. For a quantitative analysis, this skeleton biochemical network has to be translated into a mathematical model [57, 58].

We denote the volume concentrations of MinE, MinD-ADP, and MinD-ATP in the cytosol by \( c_E \), \( c_{DD} \), and \( c_{DT} \). Since the only reaction that takes place in the cytosol is reactivation of cytosolic MinD-ADP by nucleotide exchange (with rate \( \lambda \)) to MinD-ATP, the enzymatic reaction

\[
\text{MinD-ADP (D) + ATP (T) \rightarrow MinD-ATP (D) + ADP (E)}
\]

which these patterns form, net change in the levels of the proteins involved is negligible and thus the copy number within each protein species is conserved. The reactions correspond to transitions of each protein species between a finite number of different states (membrane-bound, cytosolic, active, inactive, etc.), and these states play different functional roles in the corresponding biochemical circuit. For example, only membrane-bound MinD induces positive and negative feedback by recruiting MinD and MinE from the cytosol to the membrane. Hence, the protein dynamics can be understood as a reaction-diffusion system where diffusion takes place in different compartments (membrane and cytosol), and where reactions are sequences of state changes induced by protein-nucleotide, protein-protein, and protein-membrane interactions.

Mass-conserving dynamics is the generic case for intracellular dynamics. Because the production of proteins is a resource-intensive process, any mechanism that utilises production and degradation as pattern forming mechanisms would be highly inefficient and wasteful [54]. This excludes activator-inhibitor mechanisms [55], since they are based on the interplay between autocatalytic production of a (slow diffusing) activator and its degradation by a (fast diffusing) inhibitor. Though such a mechanism is frequently invoked as a paradigm in biological pattern formation [56], it is actually irreconcilable with the fundamental physical processes on which intracellular pattern formation is based. It accounts only for those molecular interactions that are (presently) believed to be essential for Min protein phenomenology. For a quantitative analysis, this skeleton biochemical network has to be translated into a mathematical model [57, 58].

We denote the volume concentrations of MinE, MinD-ADP, and MinD-ATP in the cytosol by \( c_E \), \( c_{DD} \), and \( c_{DT} \). Since the only reaction that takes place in the cytosol is reactivation of cytosolic MinD-ADP by nucleotide exchange (with rate \( \lambda \)) to MinD-ATP, the enzymatic reaction
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\text{MinD-ADP (D) + ATP (T) \rightarrow MinD-ATP (D) + ADP (E)}
\]

which these patterns form, net change in the levels of the proteins involved is negligible and thus the copy number within each protein species is conserved. The reactions correspond to transitions of each protein species between a finite number of different states (membrane-bound, cytosolic, active, inactive, etc.), and these states play different functional roles in the corresponding biochemical circuit. For example, only membrane-bound MinD induces positive and negative feedback by recruiting MinD and MinE from the cytosol to the membrane. Hence, the protein dynamics can be understood as a reaction-diffusion system where diffusion takes place in different compartments (membrane and cytosol), and where reactions are sequences of state changes induced by protein-nucleotide, protein-protein, and protein-membrane interactions.

Mass-conserving dynamics is the generic case for intracellular dynamics. Because the production of proteins is a resource-intensive process, any mechanism that utilises production and degradation as pattern forming mechanisms would be highly inefficient and wasteful [54]. This excludes activator-inhibitor mechanisms [55], since they are based on the interplay between autocatalytic production of a (slow diffusing) activator and its degradation by a (fast diffusing) inhibitor. Though such a mechanism is frequently invoked as a paradigm in biological pattern formation [56], it is actually irreconcilable with the fundamental physical processes on which intracellular pattern formation is based. It accounts only for those molecular interactions that are (presently) believed to be essential for Min protein phenomenology. For a quantitative analysis, this skeleton biochemical network has to be translated into a mathematical model [57, 58].

We denote the volume concentrations of MinE, MinD-ADP, and MinD-ATP in the cytosol by \( c_E \), \( c_{DD} \), and \( c_{DT} \). Since the only reaction that takes place in the cytosol is reactivation of cytosolic MinD-ADP by nucleotide exchange (with rate \( \lambda \)) to MinD-ATP, the enzymatic reaction

\[
\text{MinD-ADP (D) + ATP (T) \rightarrow MinD-ATP (D) + ADP (E)}
\]
suing reaction-diffusion equations read:

\[
\begin{align*}
\partial_t c_{DD} &= D_c \nabla^2 c_{DD} - \lambda c_{DD}, \\
\partial_t c_{DT} &= D_c \nabla^2 c_{DT} + \lambda c_{DD}, \\
\partial_t c_E &= D_c \nabla^2 c_E,
\end{align*}
\]

(1a) (1b) (1c)

The diffusion coefficients are typically distinct for all protein configurations, for simplicity, we only distinguish between cytosolic \((D_c)\) and membrane bound \((D_m)\) states.

Only the active form of MinD, \(c_{DT}\), can attach to the membrane, either spontaneously with a rate \(k_D\) or facilitated by MinD-ADP already bound to the membrane (recruitment) with a rate \(k_{DD} m_d\), where \(m_d\) denotes the areal density of MinD-ATP on the membrane. Overall then, the reaction term reads \(R_D^+ = \left( k_D + k_{DD} m_d \right) \tilde{c}_{DT}\), where the tilde on the cytosolic concentration of MinD-ATP indicates that the value must be taken in the immediate vicinity of the membrane. Membrane bound MinD-ATP can also recruit cytosolic MinE to the membrane and thereby form MinDE complexes. The corresponding reaction term reads \(R_E^- = k_{DE} m_d \tilde{c}_E\). Finally, MinE in the MinDE complexes stimulates ATP hydrolysis by MinD and hence facilitates detachment and decay of membrane bound MinDE complexes into cytosolic MinD-ADP and MinE, \(c_E\), with rate \(k_{de}\). This process is described by the reaction term \(R_E^+ = k_{de} m_d \tilde{c}_E\), where \(m_d\) denotes the areal density of MinDE complexes on the membrane. Taken together, the reaction-diffusion equations on the membrane read

\[
\begin{align*}
\partial_t m_d &= D_m \nabla^2 m_d + R_D^+(m_d, \tilde{c}_{DT}) - R_D^-(m_d, \tilde{c}_E), \\
\partial_t m_{de} &= D_m \nabla^2 m_{de} + R_E^+(m_d, \tilde{c}_E) - R_{DE}^-(m_{de}),
\end{align*}
\]

(2a) (2b)

where the index \(m\) denotes the Laplacian for membrane diffusion.

These two sets of reaction-diffusion equations, Eq. 1 and 2, are complemented by nonlinear reactive boundary conditions at the membrane surface that guarantee local particle number conservation. In other words, the chemical reactions involving both membrane-bound and cytosolic proteins equal the diffusive flux onto (-) and off (+) the membrane (the index \(\perp\) denoting the outward normal vector at the boundary):

\[
\begin{align*}
D_c \nabla \perp c_{DD} \big|_m &= +R_{DE}^-(m_{de}), \\
D_c \nabla \perp c_{DT} \big|_m &= -R_D^+(m_d, \tilde{c}_{DT}), \\
D_c \nabla \perp c_E \big|_m &= +R_{DE}^+(m_d, \tilde{c}_E).
\end{align*}
\]

(3a) (3b) (3c)

For example, Eq. 3a states that detachment of MinD-ADP following hydrolysis on the membrane is balanced by gradients of MinD-ADP in the cytosol. In general, any exchange of proteins between the membrane and the cytosol leads to diffusive fluxes and thereby to protein gradients in the cytosol since the membrane effectively acts as a sink or source of proteins. These gradients are essential for understanding the mechanisms underlying intracellular pattern formation, and preclude a naive interpretation of the cytosol as a spatially uniform particle reservoir.

For the model to be complete, one needs to know the values of all of the reaction rates. However, the estimation and choice of system parameters is a highly non-trivial problem. Nonlinear systems are generically very sensitive to parameter changes, whereas biological function has to be sufficiently robust against variations in the kinetic rates and diffusion coefficients (e.g. caused by temperature changes). In addition, only rarely are the system parameters known quantitatively from experiments. For the Min system only the diffusion coefficients have been measured and estimates for the nucleotide exchange rate \(\lambda\) [59] and the Min protein densities exist [60]. However, a theoretical investigation of the skeleton model by means of linear stability analysis and numerical simulations was able to identify parameter regimes where the experimentally observed patterns are formed [58].

C. Basic mechanisms underlying Min oscillations in E. coli cells

From the analysis of the skeleton model [58], quantified by the reaction-diffusion equations in the previous section, one can now learn how Min proteins self-organize to give rise to pole-to-pole oscillations in vivo.

The basic theme of the protein dynamics is the cycling of proteins between the membrane and the cytosol. This cycling is driven by the antagonistic roles of MinD and MinE: Membrane-bound active MinD facilitates flux of MinD and MinE from the cytosol to the membrane (recruitment). This accumulation of proteins at the membrane is counteracted by MinE’s stimulation of MinD’s ATPase activity, which triggers detachment of both MinD and MinE. In concert with redistribution of proteins through cytosolic diffusion, spatio-temporal patterns may emerge on the membrane.

However, the formation of pole-to-pole oscillations is by no means generic in the context of the above reaction scheme. In general, there are conditions on the values of the reaction rates, as well as on the relative abundances of the proteins which have to be met. An exhaustive parameter scan for model equations Eq. 1, 2, and 3 has shown that, for spatial patterns to emerge in the skeleton model, MinE needs to be recruited faster to the membrane-bound protein layer than MinD, while being lower in total particle number [58]

\[
k_{DD} < k_{DE}, \quad N_E < N_D.
\]

These conditions give rise to the formation and separation of MinD and MinDE domains, the polar zone and MinE ring, as the two basic emergent structures of pole-to-pole oscillations.
FIG. 7. **Key mechanism underlying Min oscillations.**

**A.** Locally sequestrated MinE constitutes the MinE ring, which moves toward the left pole through local cycling. Detaching MinD rebinds predominantly at the left pole and initiates formation of a weak polar zone at the right end. The delay in reattachment caused by the need for nucleotide exchange is indicated by dashed lines. **B.** MinE depletes the old polar zone of MinD, until only MinDE complexes are left, then reassembles at the rim of the new polar zone, formed by redistributed MinD.

As illustrated in Fig.7, this is (heuristically) understood as follows [58]. The higher particle number of MinD enables complete sequestration of MinE in membrane-bound MinDE complexes, while leaving a fraction of MinD available to initiate a new polar zone.[62] Given a sufficiently high MinD membrane concentration and MinE recruitment rate \( k_{DE} \), detaching MinE rebinds immediately, forming the prominent MinE ring. Continuous MinE cycling locally depletes the membrane of MinD, leading to a slow poleward progression of the MinE ring along the gradient of membrane-bound MinD, whereupon a fraction of detaching MinD initiates a weak polar zone in the opposite cell half, see Fig.7A. The new pole zone grows due to steady redistribution of MinD, while most MinE remains sequestrated in the old polar zone until the remaining MinD molecules are converted into MinDE complexes, see Fig.7B. Once this state is reached, the Min proteins rapidly detach, dissociate and diffuse through the cytosol and rapidly react to the new polar zone, leaving behind a region of high MinDE/MinD ratio, where immediate reformation of polar zones is inhibited. Due to the faster recruitment of MinE, the MinE ring reassembles at the rim of the new polar zone, which provides the crucial separation of MinD and MinDE maxima, i.e. a polar zone and a MinE ring.

There is one element of the above argument which needs further consideration: The sequestration of MinE is transient, and hence the system is oscillatory, only if detaching MinD gradually leaks from the old to the new polar zone. But, how is this process established and regulated? Leakage from the old polar zone is determined by the balance between two opposing factors: the ATPase cycle of MinD, and the propensity of cytosolic MinD to bind to the membrane. MinE stimulates ATPase activity of MinD and thereby initiates detachment of ADP-bound MinD. The inactive MinD cannot reattach to the membrane until it is reactivated by nucleotide exchange. This delay implies that the zone near the membrane is depleted of active MinD, i.e. active MinD has time to diffuse further away from the membrane into the cytosol.

Taken together, these factors effectively suppress immediate reattachment of MinD and promote its leakage from the polar zone: The slower the nucleotide exchange the more particles leak from polar zones. This is counteracted by MinD recruitment: The stronger the recruitment, the “stickier” the membrane and hence the fewer particles leak from polar zones. Clear evidence for this reasoning comes from the slowing down of the oscillation with increasing nucleotide exchange and MinD recruitment rates, depicted in Fig.8A.

Numerical simulation of the reaction-diffusion equations, Eq.1–3, reveals further functional characteristics of Min oscillations. For nucleotide exchange rates \( \lambda = 5 \, s^{-1} \), close to the experimentally determined lower bound of 3 \, s^{-1}, reaccumulation of the polar zone always starts in the opposite cell half, and the recruitment rate \( k_{4D} \) of MinD regulates how fast the new polar zone grows towards the old one (Fig. 8B). Notably, at \( k_{4D} = 0.1 \, \mu m^2/s \) in Fig. 8B, the redistribution of MinD from old to new polar zone is highly canalised, i.e. the total MinD flux is directed towards the opposite cell half immediately after the polar zones start to shrink (Fig. 8B). This implies that growth and depletion of polar zones are synchronised. This is also reflected in the characteristic triangular shape observed in MinD kymographs [63], where new polar zone start growing towards midcell while old polar zones shrink towards the cell pole (Fig. 8B).

Although most of the Min protein patterns (like stripe patterns) observed in filamentous mutant *E. coli* have no biological function, the theory is able to account for their occurrence. This argues strongly that they too arise from the mechanism that optimises the spatial profile of pole-to-pole oscillations for midcell localisation. In other words, the rich phenomenology in mutant cells appears to be a byproduct of the evolutionary optimisation of the wild-type dynamics.
D. Cell geometry and pattern formation

To ensure robustly symmetrical cell division, one would expect Min patterns to scale with cell size and shape, at least within the biologically relevant range. Indeed, recent experiments using ‘cell-sculpting’ techniques [64] have shown that longitudinal pole-to-pole oscillations are highly stable in cells with widths below 3 µm, and lengths in the range of 3 – 6 µm. Interestingly, however, outside of this range of cell geometries, Min proteins show diverse oscillation patterns, including longitudinal, diagonal, rotational, striped, and even transverse modes [18, 64–70]. What is the origin of the simultaneous robustness of Min oscillations inside the biologically relevant regime and the bewildering diversity of patterns and multistability outside of it? In what sense are these seemingly contradictory features two faces of the same coin?

To answer these questions one has to address how and to what extent the existence and stability of different patterns is affected by a cell’s geometry, and which specific biomolecular processes in the Min reaction circuit control how the system adapts to cell geometry. This has recently been achieved by a combination of numerical studies, based on the reaction-diffusion model discussed in section III, and experimental studies, in which the geometry of E. coli bacteria was systematically varied [66].

There are basically two types of randomness that may affect the process of pattern selection, or transitions between patterns if multiple stable patterns are possible. First, the inherent randomness of any chemical reaction may cause stochastic transitions between patterns. Though such stochastic effects are possible in principle [71], given the large copy number of Min proteins, they are unlikely to be the major source for transitions between patterns; factors like heterogeneities and asymmetries are expected to be far more important. Second, there are many different factors which cause realistic cellular systems to be asymmetric or heterogeneous. For example, the membrane affinity of MinD depends on the lipid composition, which in turn is sensitive to membrane curvature. Hence, small asymmetries of the cell shape translate to variations of MinD membrane attachment. While these asymmetries and heterogeneities are intrinsic to ensembles of cells, they need to be specifically emulated in numerical simulations. A natural choice are gradients in the MinD attachment rate that are inclined at all possible angles to the long axis of the cell. The magnitude of these gradients must be sufficiently large to significantly affect the pattern selection process, but at the same time small enough not to cause any asymmetry in the final stable pattern. A relative magnitude of variation in the range of 20% (well below the natural variability of MinD affinity to different lipids [24, 72]) fulfills these requirements.

Figure 9 shows histograms of the final stable patterns obtained by sampling over all directions of the gradient, as a function of cell width and length, and of the MinD recruitment rate [66]. For a recruitment rate fixed to the value that facilitates canalised transfer, $k_{dD} = 0.1$, the following observations are of note. (i) As cell length is increased, striped oscillations become more frequent patterns. (ii) The fraction of oscillatory striped patterns tends to decrease in favour of transverse patterns as the cell width increases, indicating that cell width, and not cell length, is the main determinant for the onset of transverse modes.
FIG. 9. Basins of attraction predicted from systematic perturbations of patterns with shallow attachment gradients. A, Relative distribution of the final patterns (indicated on the right) observed after sampling all alignment angles of the MinD attachment template from 0 to 90 degrees. The MinD recruitment rate was set to a constant value $k_{D} = 0.1$. The data shows the increase in the incidence of multistability as the cell size is increased beyond minimal values for cell length and cell width. B, Fractions of the final patterns in cells of 9- and 10-µm length after sampling all alignment angles of the MinD attachment template from 0 to 90 degrees. The data shows that increasing the MinD recruitment rate facilitates multistability. Adapted from [66].

Both observations are remarkably consistent with experimental data based on random sampling of live E. coli cells after they have reached a defined shape [64]. Numerical simulations allow us to go beyond the analysis of cell geometry, and investigate the effect of MinD recruitment rate, see Fig.9B. In narrow cells with widths ranging from 1 µm to 3 µm, one observes that the fraction of stripes increases with the MinD recruitment rate [58, 66]. In contrast, for cells that reach a width of 5 µm, stripe patterns are absent below some threshold MinD recruitment rate. With increasing MinD recruitment rate, transverse patterns appear first and increase in frequency, while the fraction of striped patterns takes on a constant value.

There are several conclusions one can draw from these observations. The most obvious one is that multistability in Min patterns is not determined by either kinetic parameters or cell geometry alone, but originates from the interdependence between these two factors. In addition, increasing the size of a Turing-unstable system alone does not in itself facilitate the existence of multiple stable patterns [73]. This is clearly evident from the observation that the emergence of a pole-to-pole oscillation in a short cell does not generically imply the existence of a stable striped oscillation with a characteristic wavelength in a long filamentous cell [58]. Instead, the emergence of a characteristic length scale (which becomes manifest in striped oscillations) is restricted to a specific regime of kinetic parameters, where growth and depletion of spatially separated polar zones become synchronised such that multiple, spatially separated polar zones can be maintained simultaneously (“canalised transfer” regime) [58]. A key element among the prerequisites that permit this regime to be reached is that the degree of nonlinearity in the kinetics of the system (MinD cooperativity) must be particularly strong. Notably, the same mechanism that enables striped oscillations in filamentous cells also facilitates transverse oscillations in wide cells.

These findings hint at an exciting connection between multistability, the ability of patterns to sense and adapt to changes in system geometry, and the existence of an intrinsic length scale in the underlying reaction-diffusion dynamics. Remarkably – and contrary to the treatments in the classical literature – the existence of an intrinsic length scale is not generic for a Turing instability per se. One example is the aforementioned selection of pole-to-pole patterns in arbitrarily long cells where MinD recruitment is weak. In this case, irrespective of the critical wavenumber of the Turing instability, the final pattern is always a single wave traveling from pole to pole. The selection of a single polar zone is also characteristic in
the context of cell polarity [38, 74], where it has been ascribed to the finite protein reservoir and a winner-takes-all mechanism. It will be an interesting task for further research to elucidate the general requirements for the emergence of an intrinsic length scale in mass-conserved reaction-diffusion systems.

E. Principles of adaptation to geometry in reaction-diffusion systems

How does the geometry of a cell affect the formation of spatio-temporal patterns? This question may be rephrased in more mathematical terms as follows: What are the inherent features of a reaction-diffusion system in confined geometry that promote or impede the adaptation of the ensuing patterns to the size and shape of that confining space[75]? In previous sections, we have seen two recurrent themes: nucleotide exchange and positive feedback through recruitment. To elucidate the role of these two factors we will in this section study a minimal pattern-forming system comprised of a single NTPase only.

As illustrated in Fig.10, the NTPase cycles between an NDP-bound inactive (D) and an NTP-bound active state (T). Both protein species are able to bind to the membrane spontaneously; for simplicity we take the rates to be identical and given by $k_\perp$. In addition, to direct membrane attachment, each protein species may also bind cooperatively to the membrane with corresponding recruitment rates $k_{mD}$ for the inactive and $k_{mT}$ for the active protein species. Detachment of the membrane-bound species is asymmetric: While the inactive species is simply released to the cytosol with detachment rate $k_{-mD}$, detachment of the active species is triggered by NTP hydrolysis which is thereby converted into cytosolic inactive $D$; again, for simplicity, we assume the corresponding detachment rates to be equal and given by $k_-$. Reactivation of cytosolic inactive $D$ through nucleotide exchange occurs at rate rate $\lambda$. Both protein forms are allowed to freely diffuse in the cytosol and the membrane with diffusion constants $D_c$ and $D_m$, respectively.

Denoting the concentrations of $D$ and $T$ in the cytosol by $c_D$ and $c_T$ and by $m_D$ and $m_T$ on the membrane, respectively, the reaction-diffusion equations read

$$\partial_t c_T = D_c \Delta c_T + \lambda c_D,$$
$$\partial_t c_D = D_c \Delta c_D - \lambda c_T,$$
$$\partial_t m_T = D_m \Delta m_T + (k_+ \hat{c}_T - k_- m_T) + k_{mT} m_T \hat{c}_T,$$
$$\partial_t m_D = D_m \Delta m_D + (k_+ \hat{c}_D - k_- m_D) + k_{mD} m_D \hat{c}_D.$$

As before, reactive and diffusive fluxes balance at the membrane-cytosol boundary

$$D_c \nabla \cdot c_T = -(k_+ + k_{mT} m_T) \hat{c}_T,$$
$$D_c \nabla \cdot c_D = -(k_+ + k_{mD} m_D) \hat{c}_D + k_- (m_D + m_T).$$

Solving this set of equations numerically in elliptical geometry reveals a series of striking features (Fig.11): (i) In elongated cells the protein density on the membrane and in the cytosol is always inhomogeneous, and reflects the local cell geometry. (ii) There are two distinct types of patterns: membrane-bound proteins either accumulate at midcell or form a bipolar pattern with high densities at both cell poles. (iii) The protein gradients scale with the size of the cell, i.e. fully adapt to the geometry of the cell.

The type of polarity of these patterns is quantified by the ratio of the density of membrane-bound proteins located at the cell poles to that at midcell: $P = m_{pole}/m_{midcell}$. Accumulation occurs either at the cell pole or at midcell depending on the value of the preferential recruitment parameter $R = (k_{mD}-k_{mT})/(k_{mD}+k_{mT})$: One finds that proteins accumulate at the cell poles ($P > 1$) if there is a preference for cooperative binding of $D$ ($R > 0$). Moreover, the polarity $P$ of this bipolar pattern becomes more pronounced with increasing $R$. In contrast, when cooperative binding favours $T$ ($R < 0$), proteins accumulate at midcell ($P < 1$). Thus, the sign of the recruitment preference $R$ for a protein in a particular nucleotide state controls the type, while its magnitude determines the amplitude of the pattern. With increasing eccentricity of the ellipse, the respective pattern becomes more sharply defined; for a spherical geometry the pattern vanishes. In summary, cell geometry controls the definition of the pattern, and the preference for membrane recruitment of a certain nucleotide state determines both the location on the cell membrane where the proteins accumulate and how pronounced this accumulation becomes.

FIG. 10. The NTPase can bind to the membrane in both of its states with attachment rate $k_+_\perp$, or cooperatively with corresponding recruitment rates $k_{mD}$ for $D$ and $k_{mT}$ for $T$. NTP hydrolysis by $T$ triggers detachment with rate $k_-^\perp$, converting membrane-bound $T$ into cytosolic $D$. Membrane-bound $D$ is also spontaneously released to the cytosol with detachment rate $k_-^\perp$. Cytosolic $D$ undergoes nucleotide exchange with a rate $\lambda$. 

FIG. 10. The NTPase can bind to the membrane in both of its states with attachment rate $k_+, or cooperatively with corresponding recruitment rates $k_{mD}$ for $D$ and $k_{mT}$ for $T$. NTP hydrolysis by $T$ triggers detachment with rate $k_-^\perp$, converting membrane-bound $T$ into cytosolic $D$. Membrane-bound $D$ is also spontaneously released to the cytosol with detachment rate $k_-^\perp$. Cytosolic $D$ undergoes nucleotide exchange with a rate $\lambda$. 

### Principle of Adaptation to Geometry in Reaction-Diffusion Systems

How does the geometry of a cell affect the formation of spatio-temporal patterns? This question may be rephrased in more mathematical terms as follows: What are the inherent features of a reaction-diffusion system in confined geometry that promote or impede the adaptation of the ensuing patterns to the size and shape of that confining space? In previous sections, we have seen two recurrent themes: nucleotide exchange and positive feedback through recruitment. To elucidate the role of these two factors we will in this section study a minimal pattern-forming system comprised of a single NTPase only.

As illustrated in Fig.10, the NTPase cycles between an NDP-bound inactive (D) and an NTP-bound active state (T). Both protein species are able to bind to the membrane spontaneously; for simplicity we take the rates to be identical and given by $k_\perp$. In addition, to direct membrane attachment, each protein species may also bind cooperatively to the membrane with corresponding recruitment rates $k_{mD}$ for the inactive and $k_{mT}$ for the active protein species. Detachment of the membrane-bound species is asymmetric: While the inactive species is simply released to the cytosol with detachment rate $k_-^\perp$, detachment of the active species is triggered by NTP hydrolysis which is thereby converted into cytosolic inactive $D$; again, for simplicity, we assume the corresponding detachment rates to be equal and given by $k_-$. Reactivation of cytosolic inactive $D$ through nucleotide exchange occurs at rate rate $\lambda$. Both protein forms are allowed to freely diffuse in the cytosol and the membrane with diffusion constants $D_c$ and $D_m$, respectively.

Denoting the concentrations of $D$ and $T$ in the cytosol by $c_D$ and $c_T$ and by $m_D$ and $m_T$ on the membrane, respectively, the reaction-diffusion equations read

$$\partial_t c_T = D_c \Delta c_T + \lambda c_D, \quad (5a)$$
$$\partial_t c_D = D_c \Delta c_D - \lambda c_T, \quad (5b)$$
$$\partial_t m_T = D_m \Delta m_T + (k_+ \hat{c}_T - k_- m_T) + k_{mT} m_T \hat{c}_T, \quad (5c)$$
$$\partial_t m_D = D_m \Delta m_D + (k_+ \hat{c}_D - k_- m_D) + k_{mD} m_D \hat{c}_D. \quad (5d)$$

As before, reactive and diffusive fluxes balance at the membrane-cytosol boundary

$$D_c \nabla \cdot c_T = -(k_+ + k_{mT} m_T) \hat{c}_T \quad (6a)$$
$$D_c \nabla \cdot c_D = -(k_+ + k_{mD} m_D) \hat{c}_D + k_- (m_D + m_T). \quad (6b)$$

Solving this set of equations numerically in elliptical geometry reveals a series of striking features (Fig.11): (i) In elongated cells the protein density on the membrane and in the cytosol is always inhomogeneous, and reflects the local cell geometry. (ii) There are two distinct types of patterns: membrane-bound proteins either accumulate at midcell or form a bipolar pattern with high densities at both cell poles. (iii) The protein gradients scale with the size of the cell, i.e. fully adapt to the geometry of the cell.

The type of polarity of these patterns is quantified by the ratio of the density of membrane-bound proteins located at the cell poles to that at midcell: $P = m_{pole}/m_{midcell}$. Accumulation occurs either at the cell pole or at midcell depending on the value of the preferential recruitment parameter $R = (k_{mD}-k_{mT})/(k_{mD}+k_{mT})$: One finds that proteins accumulate at the cell poles ($P > 1$) if there is a preference for cooperative binding of $D$ ($R > 0$). Moreover, the polarity $P$ of this bipolar pattern becomes more pronounced with increasing $R$. In contrast, when cooperative binding favours $T$ ($R < 0$), proteins accumulate at midcell ($P < 1$). Thus, the sign of the recruitment preference $R$ for a protein in a particular nucleotide state controls the type, while its magnitude determines the amplitude of the pattern. With increasing eccentricity of the ellipse, the respective pattern becomes more sharply defined; for a spherical geometry the pattern vanishes. In summary, cell geometry controls the definition of the pattern, and the preference for membrane recruitment of a certain nucleotide state determines both the location on the cell membrane where the proteins accumulate and how pronounced this accumulation becomes.
What is the origin of these polar patterns and their features? To answer this question in the clearest possible way, it is instructive to consider the limiting case where positive feedback effects on recruitment are absent and the dynamics hence are fully linear. Then, Eqs.5-6 imply that both the total concentration of proteins on the membrane, \( m = m_D + m_T \), and in the cytosol, \( c = c_D + c_T \), are spatially uniform if the detailed balance condition \( k_+ \hat{c} = k_- m \) holds for the exchange of proteins between the cytosol and the membrane. This uniformity in total protein density, however, does not imply uniformity in the densities of the active and inactive protein species, either on the cell membrane or in the cytosol! The origin of this effect is purely geometrical, and it is linked to the finite time required for nucleotide exchange in the cytosol. Heuristically, this can be seen as follows. As only inactive proteins \( D \) are released from the membrane they act as a source of cytosolic proteins. In the cytosol they are then reactivated through nucleotide exchange, which is effectively equivalent to depleting the cytoplasmic compartment of inactive proteins. This in turn implies the formation of a gradient of inactive proteins and a corresponding, oppositely oriented gradient of active proteins as one moves away from the membrane into the cytosol. As is known from standard source-degradation processes, the ensuing density profile for \( D \) in the cytosol is exponential, with the decay length being set by

\[
\ell_\lambda = \sqrt{\frac{D_c}{\lambda}}
\]  

(7)

![FIG. 11. Membrane-bound proteins accumulate either at midcell (left) or form a bipolar pattern with high protein densities at the cell poles (right). The left and right plots show the normalised concentration of the membrane density (blue curve) and the corresponding geometry of the cell (grey ellipse). The membrane density of the protein is divided by its minimum concentration (left: 113\(\mu\)m\(^{-1}\), right: 100\(\mu\)m\(^{-1}\)) such that the minimum of the normalised density is 1. The polarity \( P = \frac{m_{\text{pole}}}{m_{\text{midcell}}} \) (colour bar in plot is logarithmically spaced) of the pattern strongly depends on cell geometry and preference \( R = (k_{mD} - k_{mT})/(k_{mD} + k_{mT}) \) for the recruitment of a certain nucleotide state (middle); the length of the short axis is fixed at \( l = 1\mu\)m, and we have used \( k_{mD} + k_{mT} = 0.1\mu\)m/s. While for large \( R \) (preferential recruitment of \( D \)) the proteins form a bipolar pattern on the membrane, the membrane-bound proteins accumulate at midcell for small \( R \) (preferential recruitment of \( T \)). If the recruitment processes are balanced (\( R = 0 \)) the pattern is flat and polarity vanishes. The cell geometry determines how pronounced a pattern becomes: The more elongated the ellipse, the more sharply defined the pattern, which vanishes completely when the ellipse becomes a circle.](image1)

![FIG. 12. Membrane affinity controls, and recruitment amplifies adaptation to geometry. The cells used for the numerical studies have a length of \( L = 5\mu\)m and a width of \( l = 1\mu\)m. A, Even when recruitment is turned off, \( T \) and \( D \) form inhomogeneous density profiles in the cytosol. \( D \) accumulates close to the poles and is depleted at mid-cell. In contrast, \( T \) exhibits high concentration at mid-cell and a low concentration at the poles. The attachment and detachment rates are set to 1\(\mu\)m/s and 1s\(^{-1}\), respectively, which gives a penetration depth \( \ell_\lambda \approx 1.6\mu\)m. B, Illustration of the source-degradation mechanism for the spatial segregation of cytosolic \( D \) and \( T \). All proteins that detach from the membrane are in an NDP-bound state and can undergo nucleotide exchange, the range of \( D \) in the cytosol is limited to a penetration depth \( \ell_\lambda \) (dashed lines); here \( \ell_\lambda = 0.35\mu\)m. At the poles this reaction volume receives input from opposing faces of the membrane resulting in an accumulation of cytosolic \( D \) (dark red). The magnitude of this accumulation depends on the penetration depth. The polarity \( P_{\text{NDP}} = \frac{m_{\text{pole}}}{m_{\text{mid-cell}}} \) of membrane-bound \( D \) plotted as a function of \( \ell_\lambda \) shows a maximum at \( \ell_\lambda \approx 0.35\mu\)m and vanishes in the limits of large as well as small penetration depths.](image2)
Due to membrane curvature these reaction volumes overlap close to the cell poles (Fig. 12B, bottom), which implies an accumulation of $D$ at the cell poles. The effect becomes stronger with increasing membrane curvature. Moreover, there is an optimal value for the penetration depth $\ell_\lambda$, roughly equal to a third of the length $l$ of the short cell axis, that maximises accumulation of $D$ at the cell poles (Fig.12B, top). As $\ell_\lambda$ becomes larger than $l$, the effect weakens, because the reaction volumes from opposite membrane sites also overlap at mid-cell. In the limit where $\ell_\lambda$ is much smaller than the membrane curvature at the poles, the overlap vanishes, and with it the accumulation of $D$ at the poles.

More generally, these heuristic arguments imply that the local ratio of the reaction volume for nucleotide exchange to the available membrane surface is the factor that explains the dependence of the protein distribution on cell geometry.

IV. IN VITRO RECONSTITUTION AND THEORETICAL ANALYSIS OF MIN PROTEIN PATTERN FORMATION

A key step towards understanding pattern-formation mechanisms in biological systems is the identification of the essential functional modules that facilitate the formation of certain patterns. In living systems, such an identification is strongly impeded by the vast amount of potentially interacting and, therefore, interdependent components. A common strategy for tackling the complexity of biological systems is mathematical modelling, which has been discussed in the previous section of this chapter. While mathematical analysis is able to identify possible mechanisms of pattern formation, it is also based on a priori assumptions about the biological system under consideration. However, these assumptions need to be tested by suitable experiments. Ideally, a conclusive comparison between theory and experiment requires the ability to isolate the essential players of the pattern formation dynamics and reconstitute them in a minimal system lacking any other potential interactions and allowing for precise control of parameters, such as protein concentrations or geometric boundaries.

A major breakthrough in this regard was the successful in vitro reconstitution of Min protein patterns in a lipid bilayer assay [77]. These experiments demonstrated that a flat lipid bilayer surface coupled to a cytosolic solution containing only MinD, MinE, and ATP is sufficient for the formation of membrane bound Min protein patterns (Fig. 13). However, the patterns observed in reconstituted systems significantly differed from the intracellular patterns found in vivo. While the majority of patterns found in vivo can be viewed as standing waves with a wavelength matching the cell length, the patterns on the flat membrane are travelling and spiral waves with wavelengths one order of magnitude greater than the typical length of $E. coli$.

**FIG. 13.** Min protein patterns in vivo vs in vitro. Schematic depiction of the phenomenology observed in experiments when the system geometry is changed. For small systems the patterns in reconstituted systems [76] are similar to intracellular dynamics [64], showing pole-to-pole oscillations (with different length scales) in both cases. However, as the system length and width are increased, patterns appear that are not normally seen in vivo.

A. A kaleidoscope of in vitro patterns

The successful reconstitution of Min protein patterns on flat lipid bilayers stimulated a plethora of in vitro experiments that studied Min protein dynamics under various circumstances and revealed a true kaleidoscope of patterns; for an illustration see Fig. 14. On flat lipid bilayers one observed spiral and travelling wave patterns, and a varying degree of spatial coherence sometimes verging on chemical turbulence [30]. Other experiments constrained the Min protein dynamics geometrically to small membrane patches [78], semi-open PDMS grooves with varying lipid composition [79], lipid-interfaced droplets [80], and bilayer coated three-dimensional chambers of various shapes and sizes [76]. Strikingly, the observed patterns show a very broad range of characteristics and varying degrees of sensitivity to the geometry of the enclosing membrane. Other experiments were performed in large, laterally extended flow cell devices with a flat lipid bilayer of varying lipid composition attached at the bottom [81]. These experiments showed that Min protein patterns are formed even when there is hydrodynamic flow in the cytosol. Furthermore, these experiments revealed the capability of Min protein dynamics to form exotic patterns sharing characteristics of travelling waves and stationary patterns alike [81].

Despite these intensive experimental efforts, a quantitative reconstitution of Min protein patterns observed in vivo has not been achieved. Instead a broad range of different patterns has been found, all of which exhibit wavelengths that are several times larger than that of the in vivo pattern. The pole-to-pole patterns that are observed in (semi-)confined compartments [76, 82] most closely resemble those seen in vivo. Interestingly, this re-
FIG. 14. Min patterns in vitro. A, Spiral- and travelling-wave patterns observed on flat lipid bilayers. Taken from [77]. B, Pole-to-pole oscillations in semi-confined PDMS grooves. Taken from [79]. C, Standing waves, travelling waves, and spiral waves observed in fully confined microfluidic chambers with different lateral dimensions. Taken from [76]. D, Exotic Min protein patterns on flat lipid bilayers in large laterally extended flow cells showing different phenomenology depending on the distance to the outlet and inlet of the flow cell device. Taken from [84].

semblance is limited to geometries with dimensions below the typical wavelength of the pattern. In these systems the characteristic pole-to-pole oscillation is observed in vivo as well as in vitro. If the length and width of the confined system are increased, the reconstituted in vitro experiments [76] predominantly show traveling and spiral wave patterns, whereas in vivo experiments show longitudinal and transversal standing waves [64, 66]. This suggests that the underlying mechanisms (dynamic instabilities) are actually not the same [83]. While longitudinal and transversal standing waves have also been observed in semi-confined PDMS grooves of specific sizes [82], the patterns became chaotic in these experiments when the system size was increased [82].

Given these ambiguous results, how can we reconcile the kaleidoscope of in vitro patterns and the range of in vivo patterns? In the following, we discuss how theory can shed some light on these bewildering results. As we will see, a key problem with the interpretation of recent in vitro reconstitution experiments and their comparison to in vivo dynamics lies in the lack of the ceteris paribus condition, i.e. conditions where only one control parameter is varied while the rest are held constant. Achieving quantitative control over all parameters will be the key goal for future experiments.

B. The polychotomy of Min protein patterns

All experimental evidence supports the assumption that the Min system can be understood as a reaction-diffusion system driven by nonlinear (cooperative) protein interactions. Therefore, we can expect that Min protein dynamics will share generic features of such nonlinear systems. In particular, as is well known in the
field of nonlinear dynamics, even very simple models can produce a broad variety of patterns [85–89]. Moreover, which patterns are observed depends on the parameters of the system. In the classical mathematical theory these parameters are the coefficients of the (non-)linear interactions (representing the “kinetics”), as well as the diffusion coefficients.

Diffusion coefficients (in the cytosol) have been measured in vivo [59] and in vitro [30, 77], and they can be controlled experimentally by the addition of crowding agents [76, 78]. Kinetic parameters of the Min system are much more difficult to measure and to control. However, diffusion coefficients and kinetic rates are not the only control parameters. Most of the classical literature in nonlinear dynamics neither accounts for system geometry nor for the mass-conserving nature of bio-molecular interactions. This might explain why the fact that system geometry as well as protein densities can be key control parameters of the system’s dynamics is often overlooked. The effect of changes in these parameters is not necessarily restricted to changes in the length- and time-scales of the dynamics (e.g. wavelength, wave speed, and oscillation period), but can also induce qualitative changes and transitions between patterns.

One clear difference between the reconstituted Min system on flat lipid bilayers and the intracellular system in E. coli is the vastly increased ratio of cytosolic volume to membrane surface in the in vitro system, where the height of the system is of the order of millimetres, instead of µm, in the living system. A recent theoretical analysis [90] has shown that increasing this volume-to-surface ratio leads to an increased wavelength of the pattern. This prediction agrees with the experimental observation of a reduced wavelength of the Min protein patterns in fully confined geometries [76] that mimic the in vivo membrane-to-cytosol ratio more closely than does the flat lipid bilayer. Strikingly, even when cytosolic diffusion was reduced to in vivo levels, these experiments still showed a 3- to 4-fold increased wavelength in confined compartments compared to the intracellular patterns – emphasising an apparent dichotomy between patterns observed in vivo and in vitro.

However, the surface-to-volume ratio is not the only difference between the intracellular and the reconstituted Min systems. Another is the particle number or effective density of MinD as well as MinE. At first glance there is no apparent difference between the protein concentrations in vivo and in vitro, since the concentrations in all reconstituted systems are adjusted to the intracellular concentrations which are about 1 µM for MinD and MinE. However, it is important to note that these are the average cytosolic densities with no proteins attached to the membrane. Since all cytosolic proteins are able to bind to the membrane [91], the total number of cytosolic proteins determines the upper bound for the maximal membrane densities. Hence, even if the average cytosolic densities in the reconstituted system are identical to typical intracellular concentrations, the crucial control parameter is the ratio of cytosolic volume to membrane surface. In vivo, a cytosolic density of about 1 µM yields a number of proteins that can easily be absorbed by the membrane and still remain up to two orders of magnitude below the saturation limit. However, in the reconstituted system with flat lipid bilayer the volume to surface ratio is given by the bulk height h. For the typical bulk height on the order of millimetres, less than 1% of all proteins can bind to the membrane before saturation due to volume exclusion is reached. As a consequence, the protein densities at and on the membrane are highly increased in the reconstituted system compared to the situation in vivo, despite the average cytosolic densities being identical. Note that the densities of membrane-bound proteins are directly involved in the recruitment process which represents the only intrinsically nonlinear interaction in the Min system (cf. section IIIB). As such, one can expect that changes in the average protein densities on the membrane affect the system dynamics in a significant way. Indeed, estimates of the concentration on the flat lipid bilayer show that the density across a wave profile is about two orders of magnitude higher than the typical protein densities on the intracellular membrane [30]. The same can be assumed to be the case for reconstituted Min oscillations in semi-open PDMS grooves [79, 82], since the dynamics are initialised with a high cytosolic column above the grooves which is only removed after the onset of pattern formation (and therefore membrane accumulation). Elevated protein densities were also found for the reconstituted Min patterns in confined chambers [76] since these are based on a microfluidic device. As proteins accumulate on the membrane while the flow is still active, the density at the inlet is merely a lower bound for the actual protein densities in the individual chambers. Measurements of the protein fluorescence inside the confined chambers after careful calibration show that the total densities of MinD and MinE and the MinE/MinD ratios are increased and are broadly distributed [76]. A similar result can be expected for Min protein dynamics in large, laterally extended flow cells where diverse wave patterns are observed [81, 84].

To put these findings from the in vitro reconstruction of Min protein pattern in the context of the theoretical framework, the broad variation of volume to surface ratios, total protein numbers, and MinE/MinD density ratios, is a crucial aspect to consider (cf. [93]). The theoretical analysis of the skeleton model, Eqs.1–3, has shown that all these quantities are key control parameters for the system dynamics. An increase in any of these values (total density, density ratio, volume/surface ratio) can lead to a Turing- or Hopf-instability [90]. In the latter case, each point on the membrane can be considered to be an individual chemical oscillator, and the laterally extended system a field of diffusively coupled oscillators [90]. Such dynamics describe a broad class of systems well documented in the classic nonlinear dynamics literature [94]. Key characteristics of oscillatory media are
spiral and travelling patterns, as well as various manifestations of chemical turbulence. All these phenomena can be observed in the reconstituted Min system. From this point of view, the observed dichotomy rather appears as a polychotomy, not only between in vivo and in vitro, but between the many different experimental setups. Its origin lies in the broad distribution of control parameters and emphasises the diversity of Min protein dynamics on a phenomenological and mechanistic level.

V. DISCUSSION AND OUTLOOK

As outlined in this chapter, the recent focus on the quantitative study of pattern formation in biological systems has led to conceptually new approaches in theory and experiments. Among the important milestones are the inclusion of cell geometry and an explicit distinction between cell membrane and cytosolic volume in theoretical models, as well as the identification of particle numbers and cell geometry as major control parameters of the self-organisation processes that lead to pattern formation. While these efforts enabled the quantitative study of biological pattern formation within the theoretical framework of nonlinear dynamics, experimental advances in in vitro reconstitution opened new ways to probe, study, and design protein pattern formation as well as controlled minimal systems. Due to its simplicity, the E. coli Min system has been the subject of intensive theoretical and experimental investigation, establishing it as a paradigm for protein pattern formation. In contrast, the eukaryotic systems discussed here remain far less well understood. In part, this is due to a higher degree of complexity and redundancy in these systems. For example, PAR networks involve several different molecular players in the anterior and posterior PAR components respectively, and also interact with dynamic cytoskeletal structures and physical triggers [47]. Accordingly, the in vitro reconstitution of eukaryotic pattern-forming systems is typically more challenging compared to bacterial systems. Yet, efforts to experimentally reconstitute even basic aspects of such pattern-forming systems in vitro could substantially enhance our understanding of their underlying mechanisms via control and perturbation of the experimental conditions.

For the Min system, several key questions remain to be answered. Central is the experimental control over system parameters that gives rise to the multitude of observed patterns. Future research may reveal additional chemical states of MinD as well as MinE or additional chemical reactions that refine the hitherto identified skeleton network. While this will affect the number of chemical components and reaction terms one has to take into account in the mathematical model, it does not change the overall structure of the set of reaction-diffusion equations: (1) Fast cytosolic diffusion is coupled to slow membrane dynamics by chemical reactions that conserve protein number. (2) Nucleotide exchange in the cytosol implies that active MinD is spatially separated from the reactive membrane. As a consequence, the cytosol serves as a repository for active MinD. (3) MinD and MinE remain the only conserved species. The sum of individual components of each species, regardless of the number of components, will always be a conserved quantity.

Open questions relating to molecular details of Min protein interaction concern the roles of membrane binding and conformational state switching of MinE [28]. Only a combined approach, in which the theoretical model is constrained and supported by unambiguous experimental data, has the potential to truly relate molecular “design” features of Min proteins to defined roles in pattern formation.

In summary, protein pattern formation plays key roles in many essential biological processes from bacteria to animals, including cell polarisation and division. Combined theoretical and experimental approaches have established important principles of pattern-forming protein systems. Perhaps the most crucial feature that has emerged from these research efforts is the identification of the cytosol as a depot. This depot enables the system to store proteins and redistribute them throughout the system. Cytosolic diffusion is the key process that detects the local shape of the membrane, and it is this explicit dependence on geometry that is imprinted on membrane-bound protein patterns.
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