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Abstract

As artificial intelligence (AI) systems are increasingly involved in decisions affecting our lives, ensuring that automated decision-making is fair and ethical has become a top priority. Intuitively, we feel that akin to human decisions, judgments of artificial agents should necessarily be grounded in some moral principles. Yet a decision-maker (whether human or artificial) can only make truly ethical (based on any ethical theory) and fair (according to any notion of fairness) decisions if full information on all the relevant factors on which the decision is based are available at the time of decision-making. This raises two problems: (1) In settings, where we rely on AI systems that are using classifiers obtained with supervised learning, some induction/generalization is present and some relevant attributes may not be present even during learning. (2) Modeling such decisions as games reveals that any—however ethical—pure strategy is inevitably susceptible to exploitation. Moreover, in many games, a Nash Equilibrium can only be obtained by using mixed strategies, i.e., to achieve mathematically optimal outcomes, decisions must be randomized. In this paper, we argue that in supervised learning settings, there exist random classifiers that perform at least as well as deterministic classifiers, and may hence be the optimal choice in many circumstances. We support our theoretical results with an empirical study indicating a positive societal attitude towards randomized artificial decision-makers, and discuss some policy and implementation issues related to the use of random classifiers that relate to and are relevant for current AI policy and standardization initiatives.
1 Introduction

Among a society of equals, decisions affecting members’ lives are of the utmost importance. Accordingly, in the pre-AI age, it was a widely accepted—but unfortunately less widely practiced—principle that society should entrust carefully selected human decision-makers with such choices. Ideally, those positions would be associated with strict requirements on appropriate expertise and moral integrity, as well as rigorous accountability mechanisms, to provide sufficient assurance for society to trust the judgment of those in charge.

Over time, however, technological innovation has enabled the automation of a growing number of tasks in, e.g., production processes, transport, and the information and communication sector. Successful attempts of automation radically improved human performance, significantly raising humanity’s welfare and continuously changing our way of life. Most episodes of innovation have entailed more or less severe temporary disruptions until the economy adjusted to the effects of innovation, society has become familiar with the new technologies in question and either grew to trust them or rejected their adoption due to negative experiences.

Recent leaps in computing capabilities coupled with the availability of large data sets and breakthroughs in machine learning (ML)—a prominent subset of AI approaches, which employs algorithms that rely on a variety of methods to build machine-interpretable knowledge representations—have now ushered in a new era of innovation: One, in which ML-based algorithmic data-driven decision-making systems (A3DMs) are assuming an increasing role in making decisions across diverse domains reaching from lending [AD19], insurance, and housing to college admissions [Jam17, LPSS16], hiring [CDH+16], and the justice system [Kug18, HLGK19].

On the bright side, such AI systems can easily map humanly untraceable correlations, outperforming their human counterparts. Better results in cancer diagnosis in healthcare [LKB+17] and correcting potentially substandard performance of human judges who “effectively under-weight key observable variables like prior criminal record” [KLL+17] are just two examples of the benefits ML-assisted decisions can provide.

The flip side of the coin is, however, that ML-based AI systems are prone to learn biases present in training data and incorporate systematic error, which are unacceptable where their decisions crucially affect human lives [OW17]. In part, this is an inevitable by-product of their inductive-learning nature, but there are many other sources of problems. For instance, for various reasons, exploiting big-data sets with ML tools can lead to discriminatory models that issue unfair decisions [CG18]. Moreover, Adversarial examples—i.e., inputs where the ML systematically produces the wrong answer although humans would easily perform correctly [AEIK18, BMR+17]—are an issue with deep neural network-based classifiers. Some architectures also tend to get very opaque, and it is particularly challenging to design and train systems in a manner that aligns with human values [GA19].

Academic literature and a wide range of domestic and international policy documents are striving to put forward proposals to alleviate these problems: Topics in the focus of attention include algorithmic fairness and transparency [LIC+19], explainability [Hol18, Mil19, Rud19], human-in-the-loop [ACKK14, vdEvW11], human-centric and ethical design of AI systems [OEC19, IEE19], legal liability [EE20], and many more aspects contributing to the trustworthiness of AI technologies [USL19, Den20, EC19a, EC20, EdMC+20, FFLT20, Rya20].

The current perspective is that AI applications—like other machines—are but mere tools lacking moral agency [K18, FES20] and legal personality [Kar94]. Thus, any harm they may bring about is
by definition the result of human stakeholders’ poor design or misuse, for which these human actors rather than the artificial agents are responsible [Wu20].

Still, it is interesting to look into when exactly we would deem an AI system fair or ethical. Even before the advent of AI, views on the right or ethical behavior in any given situation have been varying widely across different ethical theories, cultures, and time dimensions. Most of these differences have proven themselves to be virtually insurmountable and persist to date. Somewhat reassuringly, however, we understand the mathematical principles of AI technologies and can—as long as the prior probabilities of new cases are known and remain unchanged—accurately estimate their precision in unseen cases within the same context. But there are substantial technical limits to instilling moral values into AI systems. The challenges have been epitomized by the so-called value alignment problem that requires AI to be deployed with moral values aligned with those of humanity.

Various proposals have been put forward advocating the design of AI systems that are capable to reason about the virtue of their actions [Hal11] or otherwise exhibit moral agency [Ada08] [FB20] [WA09]. Some commentators propose to supply AI with moral-decision making ability using deontic reasoning [RL95] [BSMS18] or conceptual spaces. An example for the latter approach is the idea to construct a geometric space of moral principles and solved ethical cases and make decisions by finding the Voronoi cell for a given situation [Pet19]. This can be either categorized as case-based reasoning [Str97] or instance-based learning [WFHP16]. Thus, challenges arise both when determining (1) which and how many dimensions suitably conform the moral space and (2) what specific metrics should be used to find the nearest solved moral situation or principle. These examples illustrate that, at present, technical solutions to the value alignment problem are significantly incomplete.

Others advocate that ML should incorporate equal opportunity by design. This suggestion is based on a series of proposals on various notions of fairness and/or non-discrimination such as independence constraints [CKP09], group and individual fairness [ZWS+13], equality of odds [HPS16], and predictive value parity [KMR17]. Apart from practical obstacles of implementing such fairness criteria in the design of algorithms, this begs the question of which notion of fairness, if any, deserves priority. Again, opinions differ, with some rejecting the idea altogether, arguing that ethics always implies human choice [Val18], hence machines should never be allowed to meddle with human affairs [Ros04]. The use of AI in legal processes is also heavily criticized [Pic18]. This diversity of views introduces additional layers of complexity in the debate, making the prospect of international consensus rather remote.

In this paper, we do not aim to include the full spectrum of AI approaches and all the possible ways in which they may affect human lives. Instead, we only deal with ML-based AI systems that perform supervised classification tasks. This is because, even before the emergence of deep-learning, most ML and data mining deployments center around classification tasks [WKRQ+08]: Fields, such as computer vision [SSKG20] and Internet of Things [CYC+18], are dominated by applications that build and deploy classifiers. Supervised model training is the core method to master classification tasks in specific industrial settings, such as construction [HWLZ20]. We only consider moral choices made by such AI systems, i.e., voluntary, reasoned choices that affect others [Qui05]. That said, we do not attempt to go to the bottom of centuries-long, intricate, moral debates and how these may or may not apply to ML-based AI systems. The reason for this is that an ethical decision—on whatever ethical basis—is only conceivable under a full-information assumption at the
time of decision-making. However, virtually all settings in which reliance on AI decision-making is necessary are characterized by some degree of uncertainty (the outcome is typically in the future)—indeed, the presence of uncertainty is the very reason for using AI predictive systems. Against this background—without addressing specific moral justifications—we model moral decisions of artificial agents in a game-theoretic manner with the objective to arrive at two conclusions.

Our first conclusion proposes that there exist random classifiers that perform at least as well as their deterministic piers, making them the optimal choice of classifier in some settings. This finding is significant, as humanity’s notion of automation has so far been predominantly deterministic: Automation has been practically equivalent to determinism, in that machines are considered to be deterministic devices implementing functions, whereby from a given state and input only one successor state is possible, unless the machine is malfunctioning (e.g., if we push button “5” in an elevator, we expect it to drop us off at the 5th floor of the building, not some unpredictable level). Similarly, the vast majority of supervised ML literature [Bis06, HTF17, Mit97, MSTC95] considers the search for a classifier a search for a mathematical function, and therefore implemented by a deterministic algorithm that consistently produces the same output from a given input [HTF17].

“Our goal is to find a useful approximation $f'(x)$ to the function $f(x)$ that underlies the predictive relationship between the inputs and outputs” [HTF17].

Feedback-loop controllers are also crucially defined as functions—to each specific input, there is only one output—[AM18], and robot safety has been equivalent to robots consistently keeping their distance and stopping fast enough when people are around [MSMA19].

For our second conclusion, we argue that in a game-theoretic model of the interactions of the decision-making AI and other rational agents, the AI may only be able to behave optimally—i.e., so as to yield a Nash Equilibrium—if it follows a mixed strategy, that is, a randomized algorithm. This follows from the fact that games are guaranteed to have a Nash Equilibrium only in the space of mixed-strategies. Also, by equating settings with incomplete information to the game of matching pennies, we show that any pure strategy the AI may adopt would be sub optimal. Moreover, pure strategies, when used repeatedly, can—and eventually will—be exploited by other (human) agents, which seek to selfishly maximize their own utility. Thus, mixed strategies are the most suitable strategies when decision makers face repetition (i.e., repeated games) [GA09].

Therefore, paradoxically, it would seem that in certain situations, a truly ethical, fair, and trustworthy AI must behave randomly and gamble with our faith, regardless of which ethical theory and/or notion of fairness it is basing its actions on. This is not to say that we are opposed to the idea that automated decision-making systems have strong ethical foundations. On the contrary, these play a crucial role in our models. However, we argue that within those moral frameworks, there exist situations, in which fairness may dictate randomized choices. Accordingly, the focus of this paper is not so much on any particular notion of fairness and/or ethical theory as on the conditions under which random decisions are unavoidably necessary and what they imply.

Accepting the premise that trustworthy AI must act randomly under specific conditions has certain profound implications. First, we will need to revise our deterministic notion of automation. Doing so will require a fundamental mindset change—be it in the general public, businesses, academia, or among policymakers. This will not be easy to achieve. That said, reassuringly, there is already some recognition that randomization cannot be simply equated with erratic, irrational, unpredictable, uncontrollable, and hence irresponsible actions, but is a very much rational—sometimes
even optimal—behavior [GA09]:

“Game theory models, by definition, focus on the effects of one party’s decision on another’s interest. Such decisions are not random ones. We assert this is true even when an opponent follows a ‘mixed strategy’ that includes the use of random actions, because the choice to use randomization as the basis for an action is a specific decision itself, not a random event.”

As we pointed our earlier, the field of machine ethics [Moo06, WA09] has also adopted that an explicit ethical agent must display rationality by logical argumentation and justify moral decisions with some form of cognition [Ser20]. However, others are critical of this position [AWS11].

“What we don’t want to do is make the stronger claim that the whole of cognition is just theorem proving, model finding, expectation maximization, or some similarly general inference procedure” [BB13].

We emphasize that game theory solutions explicitly consider the rationality of all decision-makers: One player’s decision process takes account of those of other players’. Rationality is thus not only relevant to game theory, but also constitutes a form of theory of mind [CMCS20, PW78]. Such modeling of others for moral decision-making is also present in debates on machine ethics [Cla10, BB13]. To the best of our knowledge, only a few papers have discussed game theory as a mechanism for moral agency [Hal11]. We explore this matter further in Subsection 5.3 where we examine mixed strategies. Colman uses game theory to discuss Kant’s categorical imperative and other ethical matters [Col99]. This discussion shows that game theory concepts are useful to refine philosophical arguments. However, Colman’s presentation fails to consider mixed strategies to debate issues such as the universality of and balance between altruist and selfish behavior [Col99].

Second, accepting that trustworthy AI may have to act randomly also offers an opportunity to reflect on the appropriate levels of transparency requirements for AI systems. Although random classifiers are somewhat less susceptible to exploitation, we later show that transparency may raise issues even here.

Finally, we face an implementation problem: Under the current state of art of technology it is debatable whether true randomness can be achieved.

We report a empirical study consisting of a series of surveys to test the public’s attitude towards randomized artificial decision-makers. Our results show that despite the above mentioned difficulties of implementing randomized AI systems, humans do not seem to be particularly concerned about machines randomly deciding over various aspects of their lives. On the contrary, they often prefer machine-made decisions over human decisions.

The rest of the paper is structured as follows: Section 2 presents the necessary notations to make a case for our argument that in certain situations, AI systems need to use randomized algorithms to behave optimally. Section 3 outlines our results. Section 4 considers certain implementation and policy issues that arise from the use of random classifiers. Section 5 presents our empirical study, and Section 6 concludes.

2 Preliminaries

In this section, we outline some basic ML and game theory notions necessary for our purposes, as well as notations we will use throughout this paper. For a detailed overview of ML see [Bis06]
and on cooperative and non-cooperative game theory, see [Hes17, Mye97, Rot15].

2.1 Machine Learning

The most dominant application of AI technologies by several indicators and by several orders of magnitude is ML [Col20]. For instance, $28.5$ billion USD was invested in machine learning applications in the first calendar quarter of 2019, leading all other AI investment categories [Col20].

Supervised learning is the family of ML algorithms that enables a computer system to receive labeled data and produce another algorithm—called a classifier in case of classification tasks or more generally a model for other tasks—that will obtain accurate predictions when supplied unlabeled data. More precisely, assume we have a large data set $C = \{c_1, \ldots, c_n\}$ of cases. For each case $c_i$ we have a vector (also known as attribute or feature vector) $\vec{x}_i \in \mathbb{R}^d$ of values for some properties. We also have a label or class $A(c_i)$, where $A(c_i) \in \{A_1, \ldots, A_k\}$. If the set of possible labels is finite, we face a classification task, if it is infinite, a regression task.

The most common formulation of the induction principle [CM07] for supervised learning is to minimize the cost of misclassification—i.e., maximize accuracy—in unseen cases. The latter are sometimes also referred to as cases in the future [HTF17] or cases outside the training set $C$. In any case, the classifier’s job is to complete the missing information (provide the label) for an unlabeled case.

Statistical decision theory [HTF17] analyzes the accuracy in the future as follows [MSTC95]. We assume that there is a prior probability $\pi_j$ for each class $A_j$. That is, $\pi_j = \text{Prob}(A_j)$ means that the chances of running into a case whose label is $A_j$ in the future is given by $\pi_j$. The ML algorithm will build a classifier $M$ that will map the vector $\vec{x}_c$ (of attribute values of case $c$) into a label $M(\vec{x}_c) \in \{A_1, \ldots, A_k\}$. Every time $M(\vec{x}_c) \neq A(c)$, the classifier $M$ commits a misclassification error that has a cost $\kappa(c, M(\vec{x}_c))$. If $M$ ignores all information about a case, i.e., ignores the attributes $\vec{x}_c$, and deterministically chooses the class $A_d$ for all inputs, it incurs a cost of $\sum_j \pi_j \kappa(c_j, d)$, where $c_j$ denotes a case in class $A_j$. Choosing within the family of models that ignore all evidence and information about a case can be optimized and the optimal model (under uniform misclassification costs) in the family responds with the class with the highest prior probability. ML generally also involves a heuristic search algorithm within a typically very large family of models to find the member of the family that optimizes accuracy estimators and potentially other structural properties. We usually do not know the $\pi_j$’s—otherwise there is little learning to do.

Continuing with our discussion, ML algorithms do deliver classifiers that examine and use the evidence, i.e., the attributes $\vec{x}_c$ of case $c$. The relevant probability now is the conditional probability $\text{Prob}(A_j|\vec{x}_c)$ of the class $A_j$ being the correct class when we observe $\vec{x}_c$ in the input case $c$. Thus, to identify the model of minimum cost, this should be conditional on the information $\vec{x}$. Now, when $M$ decides $A_d$ when the evidence is $\vec{x}$, the expected cost is

$$E[[M \text{ decides } A_d]] = \sum_j \text{Prob}(A_j|\vec{x}) \kappa(j, d),$$

1We chose an early reference on ML terminology to ensure is compatible with all recent developments, but others [HTF17] offer similar notation and treatment.
where $\kappa(j,d)$ is the cost of miss classifying as $A_d$ when the case actually belongs to $A_j$. Using Bayes theorem,

$$\text{Prob}(A_j|x) = \frac{\pi_j \text{Prob}(x|A_j)}{\sum_s \pi_s \text{Prob}(x|A_s)}.$$ \hfill (2)

However, since $\sum_s \pi_s \text{Prob}(x|A_s)$ is a constant, we can simplify Equation (2) and then replace $\text{Prob}(A_j|x)$ in Equation (1). We conclude that deciding on $A_d$ has a cost of

$$\sum_j \pi_j \kappa(j,d) \text{Prob}(x|A_j),$$ \hfill (3)

modulo a constant factor that is the same for all $d \in \{1, \ldots, k\}$. Under the assumption that these are continuous distributions where the probability density function is $f_j(\vec{x}) = f(\vec{x}|A_j)$, the optimum is the $d \in \{1, \ldots, k\}$ where

$$\sum_j \pi_j \kappa(j,d) f_j(\vec{x})$$ \hfill (4)

is minimum. In the case of discriminating between two classes $j_1$ and $j_2$ ($k = 2$) and $\kappa(j_1, j_1) = \kappa(j_2, j_2) = 0$, Equation (4) reduces to $M$ declaring class $A_{j_1}$ if

$$\frac{f_{j_1}(\vec{x})}{f_{j_2}(\vec{x})} > \frac{\pi_{j_1} \kappa(j_1, j_2)}{\pi_{j_1} \kappa(j_2, j_1)}.$$ \hfill (5)

The classifier $M$ should declare $A_{j_2}$ otherwise. This is a fundamental likelihood ratio all supervised ML algorithms are attempting to optimize—commonly even assuming $\kappa(j_1, j_2) = \kappa(j_2, j_1)$.

We now interpret this result examining some simple cases. Consider not only $k = 2$ but $\kappa(j_1, j_2) = 1$ when $j_1 \neq j_2$. Moreover, we will assume $\pi_{j_1} = \pi_{j_2} = 1/2$. That is, we have a balanced mixture from where our cases are drawn, and with equal probability we have a case from class $A_{j_1}$ or class $A_{j_2}$. If we do not look at the evidence, choosing $M$ as a constant function will make errors 50% of the time (the two classifiers in the family of constant functions are as good or as bad).

If the classifier can examine the evidence $\vec{x}$ and we know $f_{j_1}(\vec{x})$ and $f_{j_2}(\vec{x})$, the optimal classifier is given by

$$M(\vec{x}) = \begin{cases} A_{j_1} & \text{if } f_{j_1}(\vec{x}) > f_{j_2}(\vec{x}), \\ A_{j_2} & \text{if } f_{j_2}(\vec{x}) > f_{j_1}(\vec{x}). \end{cases}$$ \hfill (5)

This should be intuitively clear. In fact this leads to Fisher’s Linear Discriminant being the optimal classifier if the environment draws classes from a mixture of two multivariate normal distributions with

1. equal diagonal covariance matrices $\Sigma = \lambda I_d$ and
2. equal weights, i.e., $1/2$ each.

If we have a mixture of more than two classes but all the weights equal to $1/k$ and all covariance matrices are again diagonal matrices with the value $\lambda$ in the diagonal, the optimal classifier is the
$k$-nearest neighbor that, on vector $\vec{x}$, declares the class where the mean $\vec{\mu}_j$ is nearest to $\vec{x}$. One way to visualize this last case is to note that the multidimensional bell shape of the multivariate normal

$$N(\mu, \Sigma) = (2\pi)^{-d/2} \det(\Sigma)^{-1/2} e^{-\frac{1}{2} (\vec{x} - \vec{\mu})^T \Sigma^{-1} (\vec{x} - \vec{\mu})}$$

will have level curves that are spheres around $\mu$ and $f_{j_i}(\vec{x}) = f_{j_j}(\vec{x})$ if $\vec{x}$ is closer to $\vec{\mu}_{j_i}$ than to $\vec{\mu}_{j_j}$. Note that when $\Sigma = \lambda I_d$ for each class, $(\vec{x} - \vec{\mu})^T \Sigma^{-1} (\vec{x} - \vec{\mu})$ is the Euclidean metric scaled by the same factor for all components of the mixture.

### 2.2 Game theory

At present, the vast majority of artificial decision-makers operating in all sorts of industrial settings are constructed by applying supervised ML. There are huge data sets of labeled cases and digital records of attributes. The classes are decisions—for instance whether or not to award credit to a customer based on the data indicated in their credit application. Some of these decisions have ethical consequences because they impact individuals’ well-being. At the extreme, classifiers as autonomous machines may have to make life-and-death decisions (e.g., targeting decisions of autonomous weapon systems and trolley problem type of scenarios [Foo67], where the classifier has to decide whether to harm individual(s) $X$’s or individual(s) $Y$’s welfare). In such cases, it is of paramount importance to make the right decision, so the question arises: How can such algorithms make optimal choices? Game theory—which studies conflicts and cooperation between rational agents—is helpful to answer that question.

A game abstracts the fundamentals involved in decision-making—such as agents’ possible moves, actions, choices, and decisions—and formalizes rationality as acting to maximize utility. Games can be either cooperative—where agents form factions in order to maximize their utility—or non-cooperative—where agents do not coordinate their actions. This paper only uses non-cooperative settings where one agent is the environment (or future), which clearly cannot cooperate. It is common to apply game theory with such an adversary to achieve robust designs [Hes17].

Given a game, a solution is to determine the most rational decision each agent should reach. Importantly, all information for making the decision is represented in the modeling of the game—if there was more information, we would be discussing a different game. The game also identifies the decision-makers or influencers as players and all options available to them—typically a set of exclusive decisions. Formally, in a game with $p$ agents, for each agent $P_i$, $1 \leq i \leq p$, there is a set $D_i$ that defines agent $i$’s set of possible decisions it can pick. The elements of this universe of decisions are called pure strategies. The solution of the game is the set of strategies that each agent must perform to maximize their individual utility. In a game with $p$ players, the value each player will receive when all players have declared their decision is specified ahead by payoff functions (sometimes also called the payoff matrix). These are typically a set of functions $u_j(d_1, \ldots, d_p)$ that provide the utility to player $P_j$, $j \in \{1, \ldots, p\}$, when each player $P_i$ makes decision $d_i$, for all $i \in \{1, \ldots, p\}$.

From very early on in the study of game theory, it was observed that players can also use mixed strategies. A mixed strategy is a randomized algorithm, i.e., a probability distribution over the possible pure strategies. A Nash equilibrium is a solution that suggests the ultimate rational behavior for agents: It implies that—even if other players’ decision-making strategies became known to them—none of the players $P_i$ would have any incentive to change their behavior. That is, in a Nash
equilibrium, every player selects its strategy and cannot do better even if other players disclose	heir choices: For every player \( P_j \), despite knowing the choice \( d_i \) for all other players \( j \neq i \), changing their choice \( d_j \) cannot increase the value of \( u_j(d_1, \ldots, d_p) \). An alternative characterization is that, in a Nash equilibrium, a player’s choice is the best response to the others’ best-responses (and this is true for each player). While every finite game has a Nash equilibrium with mixed-strategies, a Nash equilibrium with pure-strategies may not exist.

A very famous illustration of game theory applicable to many cultures is the game rock, paper, scissors. Here, each player makes a decision selecting one from the set \( D = \{ \text{rock}, \text{paper}, \text{scissors} \} \). The choices are simultaneous. Scissors cut paper, rock breaks scissors, and paper covers rock. Using the pure mathematical formulation of the game, it is clear that programming a machine to play this game deterministically is vulnerable to exploitation after inspection—there is no Nash equilibrium with pure strategies. However, a mixed strategy—a randomized algorithm that selects one of the three pure strategies with probability \( 1/3 \)—will win the same number of times as it ties or loses. This results in zero expected utility, which happens to be the optimum. It follows that, facing an opponent using a randomized strategy, it is best to use the same mixed-strategy as the opponent.

### 2.3 Equal Opportunity Principle

As emphasized earlier, for artificial decision-makers to be trustworthy and fair, they must base their decisions on some ethical theory and/or notion of fairness. When learning a classifier to enable their decision-making capability, AI systems need to convert some ethical principle(s) and/or fairness notion(s) into a formulation of the costs \( \kappa \) of miss-classification. Similarly, the payoff functions of games modeling the interactions of the decision-making AI and its environment are ideally defined based on some ethical principle(s) and/or fairness notion(s). In line with our focus on the necessity and implications of randomized classifiers that employ mixed strategies, rather than debating the vices and virtues of different fairness concepts and ethical theories, we will adopt the principle of equality of opportunity (EOP). The reason for our choice is that the EOP is a central ideal of fairness studied in political philosophy and economics, which has been suggested to be a generalization of several measures of fairness for ML [HLGK19]. We remark again that statistical parity [FFM+15], equality of odds [HPS16], equality of accuracy [BG18], and predictive value parity [KMR17] can be regarded as particular forms of EOP [HLGK19]. Essentially, the EOP aims to establish an initial level playing field—equality of opportunity—among individuals based on their innate qualifications rather than exogenous factors. At the same time, it allows for competition between individuals for different positions. This may result in different outcomes, which are morally acceptable as long as they reflect individuals’ merit or deservingness. Thus, the EOP distinguishes between morally acceptable and unacceptable inequality.

Note that merit is highly contested [McC98] and many question whether providing true equal opportunity is feasible in practice [Fis14]. These concerns are particularly relevant for AI systems, which typically perform moral decisions based on incomplete information: With all likelihood, they do not consider all attributes of merit or measure merit accurately, all of which impairs their ability to precisely ascertain the differences in opportunity.

But we need not deal with these problems here: What matters for our argument that AI decisions must use randomization is not what particular ethical principle/fairness notion we use, but rather that
we need to use one of them. This is because, reliance on some ethical principle—in our case the EOP—is instrumental to, given a case \( c \), defining \( d \) attributes and their values that define the vector \( \vec{x}_c \in \mathbb{R}^d \) for the AI classifier to make decision \( M(\vec{x}_c) \). Consider the example of a sentencing decision made by an AI system. In deciding the length of time in prison, merit attributes would be considered: What degree of remorse has the offender shown, how did their actions impact the victim(s), was the offense intentional and premeditated or rather reactive and emotional? These would constitute attributes of merit, ultimately determining the length of the sentence. Alternatively, in an AI-assisted parole hearing or release assessment, the application of the EOP may lead to considering attributes of (positive) merit like good behavior and increased educational level. These examples illustrate the role of ethical principles, such as the EOP, in dictating the dimensions (attributes) of the vector for an AI-based system to make a decision. They also give a feel for what we mean by incomplete information: At the time of sentencing, the AI-judge has to make a decision in the absence of the valuable hindsight that is available from the data to the AI-judge at the time of the parole hearing.

In Appendix A.1 we reproduce the instructions to the subjects of our empirical study and the background on the EOP that was supplied to them.

3 The Case for Non-Deterministic Classifiers

Although randomization (non-determinism) is prevalent in mathematics, computer science, and artificial intelligence, we believe that the focus on deterministic classifiers derives from the tradition to perform the analysis of misclassification error using statistical decision theory [HTF17]. As we already explained, such analysis formulates that classifiers should be mathematical functions, selected by the learning process from families of functions [CM07], and thus deterministic mappings from inputs to outputs reflecting the decision boundaries [HSM01] in the classes. This view of classifiers as functions reflecting decision boundaries [DHS00] or decision surfaces [Bis06] is pervasive across models, whether it is artificial neural networks [BJ90], support vector machines [CST00, Page 2], conceptual learning [Lan96], or decision-tree learning [Tho92].

3.1 Random Classifiers May Be Optimal

Despite the predominantly deterministic approach towards automation so far, we argue that randomized algorithms [MR97] are mathematically valid families from which to infer and implement classifiers. We describe a simple case in which a randomized algorithm is optimal, i.e., no ML algorithm can produce a deterministic classifier with less misclassification cost.

Proposition 1. There exist settings where randomized classifiers are optimal, i.e., no other classifier learned by any supervised learning technique can deliver a classifier with less misclassification cost.

Proof. Consider a scenario where the evidence is just one value \( x \in \mathbb{R} \) (i.e., a vector of dimension \( d = 1 \)) and where the distribution of the two classes \( f_{j_1}(x) \) and \( f_{j_2}(x) \) is given as follows. Let the probability distribution of the first class be uniform on the interval \([0, b]\):

\[
f_{j_1}(x) = \begin{cases} 
\frac{1}{b} & \text{if } 0 \leq b \\
0 & \text{otherwise}.
\end{cases}
\]
The probability distribution of the second class is also uniform but on the interval \([a, c]\) of the same length:

\[
    f_{j2}(x) = \begin{cases} 
        \frac{1}{b} & \text{if } a \leq c \\
        0 & \text{otherwise},
    \end{cases}
\]

with \(0 < a, b < c\) and \(b = c - a\). Moreover, we assume the mixture of these two distributions has equal weights with value \(1/2\). See Figure 1.

From our earlier discussion, the following deterministic classifier is optimal:

\[
    M_d(x) = \begin{cases} 
        A_{j2} & \text{if } (a + b)/2 \leq x \\
        A_{j1} & \text{if } (a + b)/2 > x.
    \end{cases}
\]

This classifier is optimal whether \(a < b\), \(a = b\) or \(b < a\). It always chooses the higher (or not lower) between \(f_{j1}(x)\) and \(f_{j2}(x)\). However, consider the case illustrated in Figure 1 or the case \(a = b\), and the following randomized classifier:

\[
    M_r(x) = \begin{cases} 
        A_{j2} & \text{if } b < x \\
        A_{j1} & \text{if } x < a \\
        B(1, 1/2)[A_{j1}, A_{j2}] & \text{if } a \leq x \leq b,
    \end{cases}
\]

where \(B(1, 1/2)[u, v]\) is one Bernoulli trial with probability \(1/2\) where \(u\) is selected on success and \(v\) on fail.

We argue that \(M_r\) is optimal for all cases, even \(a < b\) because by vacuity, the third case part of the definition of \(M_r\) would not apply, so \(M_r\) coincides with \(M_d\).

If Figure 1 or \(a = b\) applies, any case with evidence \(x\) with \(a \leq x \leq b\) has equal probability of coming from class \(A_{j1}\) or class \(A_{j2}\). When \(a \leq x \leq b\), the evidence is completely uninformative. If we choose the deterministic classifier \(M_d(x)\) that always responds with \(A_{j1}\), it will be correct and wrong, respectively, 50% of the time. The same holds if we choose \(A_{j2}\) for all \(a \leq x \leq b\). Classifier \(M_d(x)\) is not constant. It makes an error 50% of the time for \(a \leq x(a + b)/2\) because it always declares \(A_{j1}\), even though 50% of the cases are from \(A_{j2}\). But it also has a 50% error rate for \((a + b)/2 < x < b\), declaring \(A_{j2}\) on cases that are \(A_{j1}\).

We now show that the random classifier \(M_r(x)\) also makes the same expected error. Note that this analysis is the same as the profit analysis for the 2-player game Matching Pennies introduced in the following subsection. The environment can draw from class \(A_{j1}\) or class \(A_{j2}\) with equal probability \(p = 1/2\). \(M_r(x)\) declares \(A_{j1}\) or class \(A_{j2}\) with equal probability \(p = 1/2\) as well. The scenario is equivalent to tossing two fair coins as independent Bernoulli events, both with probability \(1/2\), and declaring success when the coins match (i.e., outcomes (head, head) and (tails, tails)) and declaring
a failure when the coins do not match (i.e., outcome (head, tails)). Thus, classifier $M_r(x)$ is correct 50% of the time and incorrect 50% of the time.

We may be tempted to say that for evidence $\vec{x}$ where $f_{j_1}(\vec{x}) = f_{j_2}(\vec{x})$ it does not matter what the classifier determines as a class. The point we want to emphasize here is that randomized algorithms/classifiers (choosing differently each time they run) are not less optimal compared to systematic (deterministic) classifiers, hence their use in artificial decision-makers is worth consideration.

### 3.2 The Problem of Deterministic Classifiers

Matching Pennies is a simple game in basic game theory, which starts by two players submitting a covered penny, respectively, either heads or tails up. The players then simultaneously reveal their pennies with one of the following two outcomes: (1) if the pennies match—both heads or both tails—the first player (named the even player) collects both as profit, (2) if they do not match—one head the other tail—the second player collects both pennies. Matching Pennies is one of the simplest examples of a game where Nash equilibria only exist with mixed strategies.

We now use matching pennies to elaborate on our previous example of an AI system determining a sentence length. Aside from punishing offenders, deterring future crimes, and serving justice for victims and society, sentencing also pursues rehabilitation objectives: The intention is to calibrate sentences so as to ensure that offenders can redeem themselves and no longer pose danger to society after their release. That is, we want the AI prediction to achieve accuracy in the future. The problem is, however, that merit attributes relevant for determining whether or not the offender can be safely released into society upon completion of their sentence only materialize in the future, but none of them are available to our sentencing AI. The sentencing AI cannot possibly know if all convicts have equal opportunity to redeem themselves regardless of which correctional facility they have served their sentence in (probably not). This means that the vector $\vec{x}_c$ on which the sentencing AI supports its decision is only a projection to the present and is missing all the attributes of the future that will be known when deciding on the release. Accordingly, penitentiary systems mostly treat original sentences as mere estimates and regularly review release conditions before and during completion of the sentence. The environment plays as an adversary—as mentioned before, we alluded to this when we mentioned that game theory is used for robust design [Hes17]. Thus, the sentencing AI is playing the game of matching pennies with the penitentiary system as to whether the sentence will achieve all its objectives.

Much like this example, moral decisions made by AI systems are characterized by incomplete information. Often, cases look equivalent in the current set of attributes (in the current projection), but they are missing information on attribute values that are only completed later on. Suppose we are to construct a classifier that makes decisions affecting the well-being of two individuals: For instance, amidst the COVID-19 pandemic, a hospital has only one intensive care unit (ICU) available and two patients ($c_1$ and $c_2$) require it. We wish to allocate the ICU to the patient with the highest probability of survival. We feed extensive clinical and virological data [C+20, L+20, Z+20] of identified risk factors from the now millions of patients infected with the disease into ML algorithms to obtain the classifier that decides between $c_1$ and $c_2$. As per the previous section, this means we have attribute value vectors $\vec{x}_1$ and $\vec{x}_2$ that codify the values in identified risk factors (e.g., age, obesity, diabetes, to name just a few). Note that problems arise when the available feature vector is uninformative, i.e., it does not allow to distinguish between the merit of $c_1$ and that of $c_2$—they are
of the same age, weight, and so on. To whom should the classifier award the ICU in such cases? Deterministically, always on a first-come-first-serve basis? Is this fair or ethical by some metric? How will the public react if it notices that the individual who is entered as first patient into the classifier’s input file always receives the ICU when both patients have the same merit?

Now consider a different example: Training an ML system to make decisions in autonomous vehicles (AVs). Suppose that—when facing an imminent collision with either a motorcyclist wearing a helmet or a motorcyclist not wearing one—vehicles equipped with such classifier select the motorcyclist with a helmet as the victim due to the lesser likelihood of sustaining serious injuries. It is not hard to see how this may eventually motivate motorcyclists to drive without helmet to avoid being selected as victims by AVs—an outcome that is clearly undesirable from a general safety perspective. A potential solution could be for the AI to play a (finitely or infinitely) repeated game \[\text{[Dut00]}\]. For now, we will not further entertain game theoretic repeated games. Suffice to say that automat-ing with an AI implies the use of a large amount of instances and repeated games typically result in extremely different behaviors from single interaction games.

The list of examples could go on. The point we would like to emphasize is that individuals are likely to change their choices to exploit the classifier if its decisions are deterministic—a behavior that becomes easier the more transparent the classifier is. This shows that (1) transparency may have substantial adverse effects in pure-strategy game settings—although, as we will explain below, it poses issues even in mixed-strategy game settings, (2) deterministic classifiers cannot necessarily achieve a Nash equilibrium, i.e., behave optimally, and (3) it is of crucial significance whether or not we can anticipate all the factors relevant to making a decision, i.e., whether or not we have a complete feature vector for a particular case.

### 3.3 The case for mixed strategies

Our arguments in the previous sections already support the idea that AI-classifiers should use a mixed strategy and make random choices (but note that ‘random choice’ under a mixed strategy is not any arbitrary unjustifiable choice, it is to wisely select a particular optimal and fixed probability distribution, which can be justified in a game theory sense, and from there to apply it to select a pure strategy). To stress this point further, we now use a 2-player game to examine the challenge faced by a classifier that can choose only between two options. The classifier is the first player, and has two pure strategies at its disposal: (1) to harm the welfare of individual(s) \(X\) or (2) to harm the welfare of individual(s) \(Y\). The other player is again the environment, which can place the negative merit that leads to the scenario of harm either on \(X\) or \(Y\).

We start with a scenario, where the AI faces the rare luxury that merit is ascertainable. As shown below, even such settings can raise complex moral dilemmas:

---

Two passengers in an AV are driving safely and obeying the speed limit in a lane labeled as only for AVs. As an extra safety measure, the road also has barriers to minimize pedestrians accidentally invading the designated AV lane. Six intoxicated pedestrians who have illegally jumped the barriers and failed to check if there were oncoming vehicles suddenly jump in front of the AV. Should the AV harm the pedestrians or swerve and harm the passengers?

---

Here, the AI can ascertain that the illegally crossing pedestrians are responsible for the now unavoidable harm to human lives. Best efforts to apply brakes, yet not changing direction and causing some unavoidable harm is widely regarded as acceptable even for human drivers \[\text{[BSR16, ECT96]}\].
Presumably, thus, such a merit-based, deterministic decision would not raise any eyebrows even in the case of AI decision-makers. That said, the best course of action dictated by utilitarian ethics may change depending on the particular circumstances of a given scenario and the ethical action may not be feasible in practice: For instance, the vast majority of society would accept utilitarian cars and confirm that if the six pedestrians were correctly crossing the street, the ethical decision by the AV—by utilitarian standards—would be to swerve risking the well-being of the two passengers. But, people also admit they would not own such a vehicle and would game the system by artificially adding passengers to their cars. Such practical issues may be at least to some extent alleviated if some degree of randomization is introduced into the classifier. Leaving aside the question of how exactly such randomization is achieved for the moment, we restrict ourselves to point out that this observation provides a strong argument for randomized classifiers even in scenarios where merit is ascertainable.

Now consider a variation of this scenario where merit is not readily ascertainable:

The two passengers in the AV are driving safely and obeying the speed limit in the same AV lane as in the previous scenario. The six pedestrians suddenly appear in front of the AV. However, they are neither intoxicated nor crossing the road unlawfully. Rather, they cross over a zebra-indicated zone that is also equipped with traffic lights, which unfortunately do not work. It is unknown, whether or not they took all reasonable safety measures before crossing. What should the software be programmed to do?

In this new scenario, it is likely that the AI—while reasoning about merit—reaches the conclusion that it is not ascertainable. We already mentioned that many oppose against any machine participation in moral decisions impacting humans. In the case of AVs, this is confirmed by the Report of the German Ethics Commission on Automated and Connected Driving [BMV17], suggesting that any tragedy involving AV’s would be attributed to humans only and not machines. Thus, authorities regard our current AI systems as fully the responsibility of their human designers—a premise that implies the following reasoning by the AI:

1. Only human agents should decide, but I am facing a decision to choose between the welfare of one human being over that of another.
2. This situation should not have occurred.
3. Therefore, some human agent is at fault.
4. According to the EOP, I must optimize for the number of human casualties and, in particular, the consequences of this tragedy should be endured by the human agent(s) at fault.

However, the same report [BMV17] admits the AV would not be in a position to fully ascertain which human agent is at fault or the level of negative merit—the gravity of fault—at the time of decision-making, necessitating settlement of the matter before court.

The challenges of this second scenario, where the AI cannot determine merit and must choose between two evils—harm individual(s) X’s or individual(s) Y’s welfare—can be formulated in a game analogous to matching pennies and resolved with mixed strategies as follows: For simplicity, we assume—like others [BSR16]—there is no other information. Also, we model merit as negative utility. One player is the artificial decision-maker, which has only two pure strategies at its disposal: (1) to harm the welfare of individual(s) X or (2) to harm the welfare of individual(s) Y. The other player is the environment, which can place the negative merit that leads to the scenario of harm
either on human $X$ or on human $Y$. In the scenario involving only two humans, the payoff matrix for the artificial agent is as follows:

| Payoff matrix for the AV | Human $X$ was at fault | Human $Y$ was at fault |
|--------------------------|------------------------|------------------------|
| AI chooses to harm $X$   | 0                      | $-m_X \times v_X$      |
| AI chooses to harm $Y$   | $-m_Y \times v_Y$      | 0                      |

When the AI chooses to harm the human who is at fault in causing the scenario, there is no penalty (no negative utility). But when it chooses to harm the welfare of the innocent human, the AI pays the price of the merit of the negatively affected human times a value of worth for that human—this allows us to account for several pedestrians or several passengers in our illustration. So, harming $X$ when the fault was $Y$’s impacts negatively on humanity in the amount of the merit of $X$ times the number of humans of type $X$. The payoff matrix for the environment which can choose to cause a scenario with $X$ at fault or $Y$ at fault is the same, except the values are positive (it is a zero-sum game).

For this game, it is not hard to show that there is no Nash equilibrium with pure strategies, and that in a Nash equilibrium with mixed strategies the artificial agent chooses to harm individual(s) $X$ with probability $m_Y \times v_Y / (m_X \times v_X + m_Y \times v_Y)$ and individual(s) $Y$ with probability $m_X \times v_X / (m_X \times v_X + m_Y \times v_Y)$ [vS02].

The exact probabilities are not crucial for our argument here. The important message is that the algorithm is randomized. If the AV cannot be sure who is at fault, its two passengers or the 6 pedestrians, then despite the fact that six pedestrians are more lives than the two passengers, the EOP commands that the passengers still deserve a roll at the die—with probability $2/8$—to be saved! This illustrates our point that whenever an AI decision-maker does not possess full information on merit—as is the case in the vast majority of settings in which we engage AI systems—randomized classifiers constitute the optimal and fairest option.

David McFarland’s Epilogue: The Alien Mind uses ethical dilemmas to debate the characteristics and properties we would need to anticipate on an alien mind to qualify it as one of us (among them, the robot would need to be accountable for its actions and provide a rational justification for its actions) [McF08]. Being amoral is not an argument against random classifiers, as the law deals with other instances of “amorality” like insanity [Bon83]. Moreover, we already argued that current machines are regarded as amoral, whether deterministic or not.

Another important point for randomized algorithms: Most ML formulations are optimization problems where parameters of a model in a family of models are being sought for some inductive principle [CM07]. Such optimizations can be performed by hill-climbing, gradient descent or other heuristics, because finding the optimal model (i.e., the global optimum) is typically computationally infeasible. For instance, the famous back-propagation algorithm of artificial neural networks is a gradient descent method, and the initial weights are typically randomly chosen values. Thus, algorithms, such as hill-climbing or gradient descent, must be randomized regarding their starting point, and robustness is achieved by taking the best model out of the randomized multi-start. Another aspect that makes supervised learning randomized is the shuffling of the dataset instances to avoid bias to presentation order. This observation, that the learning involves randomization, applies to supervised learning, but also to unsupervised learning—recall the most popular of all: $k$-means starts with a random clustering. Today randomized algorithms are the dominant approach used to build
AI-models. Thus, at each successive learning occurrence, a new convolutional neural network—or any other classifier—despite being deterministic, would still be likely to produce different outputs from the previous learning occurrence. Overall, it seems somewhat contradictory to demand that the output of learning be a deterministic algorithm while what is used to obtain such classifier is a randomized algorithm.

Our approach does not oppose the accurate representation, computer-mechanization, and artificial reasoning with ethical theories. The adoption of moral facets amenable to logic programming [FB20, PS16] emerges from the focus on moral decisions being the result of reasoning. Among those adopted are the Doctrine of Double Effects (DDE) [McI19] and contractualism [Sca82]. Computational versions of the Doctrine of Double Effects have been implemented with systems such as QUAL, ACONDA, and Probabilistic EPA (as well as other more recent proposals [GB17]). These systems have been illustrated with several versions of the trolley dilemma [PS16]. They are plagued with limitations [GB17]—indeed, the original source for trolley dilemmas [Foo67] is also a critique to the DDE. Moreover, Foot presents examples where refinements of the DDE (as to whether direct or oblique intention, or the distinction between avoiding injury and bringing aid) are insufficient to make a choice [Foo67]. For instance,

“shipwrecked mariners who believed that they must throw someone overboard if their boat was not to founder in a storm, [sic] there is no conflict of interests so far as the decision to act is concerned; only in deciding whom to save.” [Foo67].

But if all sailors have equal merit to survive; a random decision might be justifiable.

Similarly, there has been remarkable progress towards explicit ethical artificial agents by showing that Gewirth’s “Principle of Generic Consistency (PGC)” [Gew81] can be derived by computer-mechanization using higher order logic [FB19]. That is, from premises such as “I am a prospective purposive agent (PPA)” (that is, I act voluntarily for some (freely chosen) purpose $E$) and “My freedom and well-being (FWB) are generically necessary conditions of my agency,” the artificial agent concludes that “Every PPA has a right to claim their FWB.” As an ethical principle, the PGC seems to be a variation of the golden rule: “treat others as you wish to be treated.” The PGC is not uncontroversial [Bey91]. But it has been praised [Kor14] for being instrumental to impose morality on artificial agents who would respect humans: Artificial agents with sound reasoning mechanisms would conclude they must respect the well being of all PPAs and would recognize both humans and themselves as PPAs. But, Trolley problems are not about whether an agent is a PPA or not, but about choosing the less evil among PPAs. Moreover, such an artificial PPA endowed with morality based on deductive-reasoning —when faced with the choice between acting against the well-being of one PPA or another—must conclude that one of them is not a PPA (particularly if we insist that AI should not make moral decisions). A further complication is that the AI performing such deductive-reasoning may still be required to make a choice without being able to ascertain which one is or is not a PPA.

A final point in favour of mixed strategies is that they offer an interpretation of probabilities as frequencies (proportions) [Hes17] as they apply to populations. Suppose we need to program robots for a tournament involving our earlier example of rock, paper, scissors, where robots are only allowed to use pure strategies. The teams consist of a large number of robots (say 1,000), each of which we can program differently and shuffle across teams. The mixed-strategy solution in this situation is to program one third of the robots in each team to deterministically choose one
of the three actions. However, even this use of deterministic programs shuffled randomly is less acceptable than randomized algorithms: We would need to hide away what deterministic algorithm each AI decision-maker is using (i.e. block all transparency). Humans would seek to breach this by discovering or identifying the deterministic AI decision-maker that favors their situation above other humans.

4 Implementation and Policy Issues

Section 3 provided compelling arguments for employing randomized classifiers in the above outlined scenarios. However, as theoretic arguments are not necessarily easily implemented in practice, we now look into implementation issues.

First, the success of the societal adoption of any novel technology—here deploying trustworthy and fair randomized classifiers to make moral decisions impacting the welfare of human beings—hinges on society’s trust and acceptance. Since humanity’s notion of automation has so far been predominantly deterministic and change is often met with considerable resistance, building societal confidence in non-determinism may not be so easy to achieve. In particular, for game theory, mixed strategies—although extremely intuitive in settings that can be modeled by matching pennies or rock, paper, scissors—have received heavy opposition. For instance, preferential voting schemes that have been shown to be optimal by a game-theoretic analysis and also superior empirically have been rejected [RS10].

To assess societal preferences, we conducted a series of surveys using classic ethical dilemmas to evaluate the public’s stance on randomness. We also explored under which circumstances people prefer moral decisions to be made by humans, artificial agents, or a combination of both such that human decision-makers are assisted by computer technology to varying degrees. Our goal was to gather empirical evidence to help identify areas where emerging AI capabilities could realistically automate decisions that affect human lives. Our experimental setting is introduced in Section 5. We found that society would be inclined to accept random choices by artificial agents and feel comfortable with technology eventually fully replacing human decision-makers in specific areas.

Second, initiatives to achieve ever-higher levels of transparency, traceability, and auditability of AI systems are now ubiquitous. Prominent examples include the OECD Principles on AI [OEC19], the European proposal for an Artificial Intelligence Act [Eur21], the Feasibility Study of the Council of Europe’s Ad-Hoc Committee on Artificial Intelligence (CAHAI) [Ad 20], and existing and ongoing standardization efforts of both European and international standardization bodies, most notably the European Committee for Standardization (CEN), the European Committee for Electrotechnical Standardization (CENELEC), the International Standardization Organization (ISO), the International Electrotechnical Commission (IEC), and the Institute of Electrical and Electronics Engineers (IEEE) [IEE19].

However, we would like to stress once more that transparency may also open up avenues for exploitation and is hence not always desirable. For instance, transparency with regard to the algorithm used changes our game-theoretic proposal. It is relatively clear that deterministic classifiers that act as agents in pure-strategy games are gamed if the strategies are known—with particular ease if the game is repeated. Take the example of AV owners inviting others for a ride to increase the value of human welfare on board and bias the odds in favor of passengers and against pedestrians. But transparency can also pose an issue with randomized classifiers in mixed-strategy game
settings. Our discussion assumed that the artificial agent cannot infer any information on the merit to force a deterministic behavior. However, given easy access to big data, it is conceivable that ML techniques could produce models to predict the merit—or negative merit, i.e., fault—of the human agents involved. For instance, provided sufficient training data, individuals may use ML models to infer and discover which attributes an AI system regards as leading to meritorious outcomes in a certain situation and adjust their strategy accordingly. In particular, knowledge that the system is applying logistic-regression is sufficient to use many of the methods in the literature to find the most influential attributes, allowing people to artificially boost their values for those. Even if the model used by the AI is unknown, the use of logistic-regression, feature selection, or methods based on information gain can reveal to human agents the most influential attributes used by the AI to ascertain their merit, leaving plenty of room for human manipulation. Another question is whether, in settings where merit is not ascertainable, regulators should require AI designers to install the best predictive models of human fault in their systems. This would encourage continuous efforts to at least approximate non-ascertainable attributes with a view to arrive at more precise decisions. Ultimately, these are questions for policymakers to decide, we just want to raise awareness to potential problems stemming from ever-increasing transparency requirements and suggest that there may be certain trade-offs to consider.

Third, although we have established that randomized decisions are mathematically optimal and probably acceptable, we face a substantial implementation problem: According to the Church–Turing thesis, no function computable by a finite algorithm can implement a true random oracle. In other words, true randomness in the mathematical sense is impossible to achieve in a deterministic Turing machine or von Neumann architecture. The closest thing to generating random sequences are cryptographic hash functions. These are merely pseudo-random sequences, which are still susceptible to attacks and may become truly vulnerable with certain advances in quantum cryptography [Gol88, BLM17]. Random oracles have been used to prove the security of some cryptographic protocols formally, but these proofs have come under severe criticism [CGH04] and become subject of heated debates in the cryptographic community [KM15]. Despite their theoretic weakness, most users of cryptographic protocols remain unconcerned that, in practice, random oracles are replaced by cryptographic hash functions [KM15].

A promising emerging solution to the problem is the novel trend of stepping away from the deterministic Turing machine and the von Neumann model towards the use of hardware random number generators. These use random numbers from a physical process—such as thermal noise—to harvest entropy [GLSV12]. Although they still do not qualify as mathematically random, these sequences have in some cases been extremely unpredictable—but note that from a cryptographic perspective, they have turned out to be less secure than originally anticipated [KHL13]. In any case, harvesting entropy may also lead to problems: for example, large logs may be required to satisfy the trustworthy AI requirements, which designers can review to fix a problem in the event of tragedies. There are some deterministic processes, like cellular automata, which can be used to generate unpredictable sequences [Wol85]. But still, how current computers would generate true random sequences raises a series of philosophical questions: If hardware random generators in combination with pseudo-random generators replaced the notion of pure random oracle for lack of a better implementation in our current hardware, and machines proliferated around us making decisions about our lives, the world could become potentially distressing. In our previous AV example, perhaps owners would be particularly interested in breaking into the code of the pseudo-random number generator.
in their car to anticipate its decisions—even with entropy sources attacks are possible [KHL13].
Similarly, law firms could invest resources in finding the pseudo-random code behind AI judges to
find the best strategies for their clients. In such cases, unpredictable AI rulings would be preferable.
Otherwise, too much transparency of the model behind the AI may result in a learnable behavior,
from which ML algorithms could build an accurate model. The model could be used to take advan-
tage and be able to present the attributes of a case much more favorably than otherwise. Note that
randomization is used to combat manipulative strategies even in the context of human judges: Such
is the perception that knowledge of the judge traits can bias the trial, that human judges for federal
cases are typically assigned randomly in the US.

5 Empirical study

There is an increase of research on moral human-robot interaction [MSA+15 and references] where
variants of the trolley dilemma [Foo67, Wu20] are used to elicit humans’ perceptions. For instance,
it has been consistently found that humans expect robots to make utilitarian choices [BSR16, EC19b,
MSA+15].

However, we designed our questionnaire to gather empirical evidence on the level of trust soci-
ety places in technology—or distrusts human decision-makers acting without technological support.
We were interested in situations where AI, artificial agents, embedded systems, and robotics could
substitute human agents. Some questions have been motivated by examples provided by reports on
the use of AI tools in assisting judges in sentencing and bail decisions [Kug18]. While we expected
most people to agree that, in principle, machine assistance improves human decision-making per-
formance, we suspected differences in opinion as to the extent such technologies should substitute
human decision-makers, particularly when decisions directly impact another person. To measure
such differences, we selected three different groups of participants, each with different levels of ex-
posure to the debate on moral decision-making by AI systems. While our initial questions assumed
deterministic AI behavior, later questions touched on the issue of randomness.

5.1 Method

Prior to the survey, we familiarized participants with the EOP to provide a relatively simple, under-
lying framework to avoid confrontation with the many fairness definitions against which classifiers’
performance may be judged [HLGK19]. For the introductory paragraph and the questionnaire, see
Appendix A.

We recruited participants through four different methods. The first set of participants were
Australian full-time employed high-school teachers holding a university degree, who participated
in a series of professional development workshops to include or expand the use of technology in
their pedagogy. They came from 34 different schools with their levels of delivery including junior
secondary, year 7 to 9, year 7 to 12, year 10, STEM P-6, year 9 to 12, VET, primary school, year 8
to 12, and K 6. Participation in the survey was an optional activity offered in the workshops. Out of
65 invited participants, 53 replied to our questionnaire and 12 declined. We will refer to this group
of participants as teachers in Section 5.2.

The second means of recruitment was an online survey [MSA+15] using SurveyMonkey Inc.2

2The data was collected using SurveyMonkey Audience. We chose Age Balancing: Basic, Gender Balancing: Cen-
through which we collected 124 responses. We limited the group of acceptable respondents, since we believe the concepts and issues regarding the potential applications of AI in supporting and replacing human decision-making are not trivial, particularly regarding moral standing and fairness:

1. One excluded respondent class were children, as their views on robots significantly differ from adults [BECS04, KJFH02].
2. We selected respondents from the US, who were above the age of 25, held a graduate degree, and had a household income of $50K-$200k. Our choice of participant group was motivated by the fact that individuals’ engagement in policymaking largely depends on their socialisation and education, and we targeted the US because of its culture of deep and genuine citizen participation [Aus12]. Many reports [AK19] highlight that there is different levels of adoption of technology in the US, but we assume that the minimum household income and their use of SurveyMonkey represents a homogeneous group in this regard. We note that other on-line experiments have a similar sample size and data collection approach for a generic view by humans [MSA+15]. We will refer to this group of participants as online respondents in Section 5.2.

Third, we performed a robotics demonstration on Nathan Campus, Brisbane, at University Open Day. Our robots engaged visitors in conversation by randomly picking shorter versions of the survey questions. 17 visitors became curious and agreed to complete the survey. We will refer to this group of participants as Open Day visitors in Section 5.2.

Finally, we collected 13 surveys from IT academics, whom we invited to our department’s research seminar. We will refer to this group of participants as academics in Section 5.2.

All survey participants were provided with a consent and information sheet as per the conditions of our Research Ethics Committee’s approval. Thus, participation was completely voluntary, anonymous, and could stop at any time. For the SurveyMonkey collection, we ensured respondents could not go back and alter their answers for previous questions. The other data collection methods used printed versions of the questionnaire, so we cannot guarantee people did not revise their answers. However, we feel this is very unlikely as we found no amendments when capturing the answers.

Most of the questions in our questionnaire can be considered Likert-type scale questions (i.e., we give the survey participants five worded points they can choose from). Whenever possible, we will avoid debate about whether the data collected should be considered as interval-level data or ordered-categorical data. As mentioned above, we will use a five item option with a clear middle neutral point. Questions are symmetrical although potentially not equidistant; their presentation aimed for respondents to assume equidistance. We will use diverging stacked bar charts when presenting the descriptive statistic analysis of ordinal data [HRT14] and bar charts in the remaining cases. Since we will be comparing different groups of respondents for the same question, the responses can not be paired (sample sizes are different), and we are not making any assumptions about the normality of the data. We have overlapping samples which we will analyse for statistical difference of medians using the non-parametric Mann-Whitney U test [DW17].

Given two random variables $X$ and $Y$ with their cumulative distribution functions $f$ and $g$, respectively. For ordered samples $x_1, \ldots, x_n$ and $y_1, \ldots, y_m$ of $X$ and $Y$, respectively, let the statistic $U$ count the number of how many times a $y$ value precedes an $x$ value. The Mann-Whitney U Test uses

$$U = \sum_{i=1}^{n} \min\{R_j, \frac{n(n+1)}{2}\}$$

where $R_j$ is the rank of $x_j$.

We replicated the calculation using the Mann-Whitney U Test Calculator from https://www.socscistatistics.com and R [RC13].
the statistic $U$ for testing the hypothesis $f = g$ \cite{MW47}. The null hypothesis $H_0$ in our tests is going to be that the two cumulative distribution functions are the same (i.e., two different groups have the same scoring tendency). In all of our tests we will use the significance level $\alpha = 0.05$. Furthermore, we will specify the $p$-value, the probability (assuming that $H_0$ is true) that we obtain a test statistic that is at least as extreme as the observed value of the test statistic. If the $p$-value is less than the level of significance, we reject the null hypothesis and accept the alternative hypothesis.

5.2 Analysis

5.2.1 Evidence for preference for automated judgments

The results in this subsection show that some groups of participants’ distrust in humans leads them to prefer AI over human decision-makers. Figure 2a shows the divergent bar chart of responses to Question 1 from our groups as percentages. Eleven teachers felt humans are never fairer, and none felt humans are better than automation. A small percentage (13.7\%) of SurveyMonkey respondents were of the opinion that humans can be fairer, but 40.3\% believed humans are slightly worse at being fair. Teachers’ and Open Day visitors’ median and mode indicated that humans were somewhat worse at being fair, while the academic view was neutral. The difference between teachers and academics is statistically significant ($U = 137, p = 0.00042$) and so is the difference between Open Day visitors and academics ($U = 49.5, p = 0.0057$).

Discussion: Figure 2a shows results for Question 1 and assesses individuals’ level of trust in human decision-makers not supported by technology. The responses accumulate away from the use of human judgment alone. In this case, the results are consistent with the generally accepted view \cite{Kug18} that machines analyze facts without human bias, irrationality, or mistakes. Thus, it seems teachers and Open Day visitors perceive machines as more impartial than humans. Although this view may shift due to the growing recognition of the need for a human-in-the-loop approach \cite{EC19a}, these groups of respondents do not seem to be dissuaded from automation.

Question 3 (refer to Figure 2b), which concerns the automation of decisions on regrouping passengers across flights, also shows preference for AI-decisions over human involvement. Teachers’ median and mode are again for a computer program with some human monitoring. Not a single academic selected only human judgment. Open Day visitors’ median and mode are also for this level of automation, and so is the mode of the online survey. Teachers’ preference for automation
Figure 3: Divergent bar charts of responses to Question 11 and Question 12.

is significantly different from that of online respondents ($U = 1921, p = 0.0001$) and Open Day visitors ($U = 302.5, p = 0.04338$).

The responses for Question 11 (see Figure 3a) on automating visa applications show an almost identical pattern to Question 3. Responses are clearly in favor of automation and reject human judgment: Teachers’ and Open Day visitors’ median and mode unambiguously reflect this preference, and the mode of online respondents is also for automation (the median is neutral). To a slightly lesser extent, academics also favor automation. Both Question 3 and Question 11 received a non-trivial number of responses on the extreme values, but mainly advocating fully automated decisions. Albeit in the opposite direction, we will see below the results for Question 2, which generally favors human judgment. But even in Question 2 there are also non-trivial numbers of those who would prefer the selection to be entirely without human intervention. The difference between the responses of teachers and online respondents is again statistically significant ($U = 1968, p = 0.0001$). But interestingly, here, Open Day visitors’ high preference for an AI-judgment is statistically significant with respect to online respondents ($U = 696, p = 0.02382$).

Question 12—concerning decisions on credit-card applications—shows responses even more in favor of automation (refer to Figure 3b). The median and mode for teachers, academics, and Open Day visitors indicates ruling over credit-card applications should be a matter for computer programs with some human monitoring, yet without checking each individual case. Almost all teachers favor automation, clearly rejecting human judgment even if supported by technology. Online respondents, academics, and Open Day visitors also show a strong tendency towards automation: human judgment is less than 8% of the responses for all participants. Even given all groups’ preference for the use of technology, note that teachers’ are in favor of automation to such an extent that the difference between their views and that of online respondents is statistically significant ($U = 1967.5, p = 0.00001$).

Discussion: A possible explanation for such a high level of acceptance of automated decision-making over human judgment in this scenario is that the massive benefits of automation in the credit-card industry pushed an early penetration of ML technology in the sector: ML has been applied to credit-card application assessments for more than 25 years [CC87, DEG92]. In this setting, there have been calls for accepting technology with little questioning [Ros08].

With less overall preference for a machine-driven decision, Figure 4 shows the results of Question 7 and Question 8. Figure 4a and Figure 4b show almost identical proportions and the positions
of the bars. For online respondents and for Open Day visitors, there is strong centrality, and a firm rejection for complete automation of the decision-making. Less than 5% of online respondents chose the fully automated option for both of these questions. However, the teacher group shows a strong preference for the decision to be strongly guided by full automation or only some human supervision. Responses for teachers on both questions have a median and mode for using a computer program with some human supervision for both scenarios. Teachers’ preference for AI-judgments is statistically significant over that of online respondents ($U = 1360.5, p = 0.00001$) but not for Question 8.

The results for Question 14 also show central/neutral responses for Open Day visitors and online respondents (see Figure 5a). However, once more, teachers show a statistically significant higher preference for automation over online respondents ($U = 2276.5, p = 0.00124$) and Open Day visitors ($U = 272.5, p = 0.0151$). Question 21 (see Figure 5b) shows the public’s tendency to centrality with respect to automating sentencing decisions, with a very slight shift in favour of human intervention: Open Day visitors’ median and mode and online respondents’ mode indicates a preference for technologically assisted human sentencing decisions. On the other hand, the median and mode of academics and teachers is clearly in favor of AI-enabled, automated decision-making with some monitoring and supervision by a judge. Teachers’ preference for an AI-judge is statistically significant over that of online respondents ($U = 1778, p = 0.00001$) and Open Day visitors ($U = 228, p = 0.00236$). Academics’ support for the AI-judge is even stronger: None of them contemplates
Figure 6: Divergent bar charts of responses to Question 2 and Question 5.

Discussion: The teachers were surveyed after a professional development day for the inclusion of ICTs in the teaching-learning process. Some of the technologies demonstrated and discussed were virtual-reality, robotics, and cloud tools. Therefore, they may hold high hopes for the automation of judgment. Alternatively, ICT academics and teachers may be more aware of works on bounded rationality—suggesting that cognitive limitations prevent humans from being fully rational [Sim57, LT17]—and studies indicating that humans suffer from predictable biases that influence judgment [KT79]. These insights presumably encourage them to be more cautious and meticulous when evaluating and designing decision-making methods that may affect human beings. The fact that the systematic design of such methods is typically supported by computer programs may provide a further explanation for this groups’ high preference for automation.

5.2.2 Evidence for preference for human involvement in judgments

Let us now turn to the results showing that some groups of participants exhibit distrust in AI decision-makers and hence prefer their human counterparts. Figure 6a shows the corresponding divergent bar chart of responses for Question 2, which aimed to find out the public’s preferred level of automation in the context of a language test. The accumulated results did not swing either way: Teachers preferred some automation, academics even more. Their mode and median were for a computer program with some human monitoring. Open Day visitors’ view was in-line with the online survey. The remarkable point here is the issue at the extremes: In all data collections, there is some non-trivial number of preferences for exclusively human judgment without technological support. Apart from academics, all other respondents rejected total automation.

Although the results we discuss next show a tendency for a neutral response—with some involvement of technology—they also indicate a clear desire by participants to maintain some human involvement, rejecting decisions by fully autonomous AI decision-makers. Question 5 considers a scenario in which a subject, who belongs to a visibly distinct group, needs to request assistance. Some of the responses here show strong evidence that complete reliance on human judgment is unacceptable. The median and mode for both online respondents and Open Day visitors are that if they were a minority, they would prefer the involvement of computer programs with some human
Figure 7: Divergent bar charts of responses to Question 4 and Question 6.

supervision. Teachers’ and academics’ responses for this question are remarkably neutral (refer to Figure 6b).

Figure 7 shows a global neutral response for two questions. For Question 4, most respondents stay away from fully-automated rulings but also dislike purely humans verdicts that lack any support from computer systems. No single respondent from the Open Day visitors elected the fully automatic option. In the US online survey, the utterly automatic option has less than 6% of the respondents. While the median and mode for the online respondents and the Open Day visitors is the neutral option, teachers’ responses again show distrust in human decisions and their median and mode are for the use of a computer program with some human supervision for ruling on punishments at school for children (see Figure 7a). Teachers’ preference for technology is statistically significant both with respect to online respondents \( (U = 1933, p = 0.00001) \) and Open Day visitors \( (U = 234.5, p = 0.00159) \). Academics are even more in favor of higher levels of machine-based decisions in this setting, and their position is statistically significant both with respect to online respondents \( (U = 394, p = 0.00126) \) and Open Day visitors \( (U = 47.5, p = 0.0044) \). A similar picture of neutrality emerges from Question 6 (refer to Figure 7b). The responses are more or less even, except again that very few respondents would accept a completely artificial security guard. None of the responses from Open Day visitors corresponds to this option. However, academics remain inclined for automation—none of them selected a human security guard alone. And interestingly, in this question, teachers have shifted to a more even and spread opinion. Nevertheless, the Mann-Whitney U Test does not reveal a statistical difference at the 0.05 level for any two groups of responses.

5.2.3 Data on acceptance of technological assistance

We now show results for questions we later use for contrasting sub-groups between the respondents.

Question 9 (refer to Figure 8a) shows mixed results. Although one side indicates complete comfort with disclosing medical conditions to a human pharmacist, while the other an absolute preference for no human involvement in fulfilling a prescription, the options in this question may not be considered symmetric or an ordered categorical scale. Figure 8a shows bar charts of percentages of responses and we note that there is a similar dispersion of preferences between teachers’ and online respondents’ responses. These two groups are comfortable discussing prescriptions with pharmacists. However, Open Day visitors never picked the option to discuss face-to-face with a
human and have far more preference for full automation. The mode for academics is also full automation.

**Discussion:** We formulated Question 9 as a result of the reports around the virtues of using a robot as a point of sale in retail (the first 1,000 Pepper robots were hired for Nescafe in December 2015 to help customers searching for coffee machines in their appliance stores). This question is also motivated by the suggestion that technological interventions in which humans interact with a robot enable humans to feel more at ease. However, the reverse is also possible (recall the uncanny valley debate). Upon reflection, there could have been more questions and research to explore the perception by a human patient to receive fair or appropriate treatment from a robotic nurse versus a human nurse. Biases in medical treatment because of factors that could be considered discrimination are well documented. Question 10 and Question 15 attempt to measure a construct by which technological assistance to humans is accepted because it has prevailed for several generations. Note that acceptance of new information technologies has been researched extensively but familiarity with the notion of autopilot in planes is not comparable to familiarity with robots/machines as judges or moral decision makers. That is, information technologies are appearing at a much faster rate than some innovations in automation. The origins of the plane’s autopilot are attributed to the Sperry family in 1912, and in 1947 a US Air Force C-53 completed a transatlantic flight apparently with all phases in autopilot. Similarly, cruise control patents appeared in the 50s and 60s, although widespread use of cruise control appeared in the 1070s because of its positive impact on fuel consumption. We speculate that our respondents are all comfortable with the idea that it is advantageous to have autopilots in long flights and that cruise control is a positive option. Figure 9a confirms that respondents concur on an autopilot being useful. The mode for all is that an autopilot is preferable (in Figure 9a, we can see that all groups chose this option more than 50% of the time except Open Day visitors, but even they have above 40% for constant computer assistance). Almost no respondents would change the auto-pilot for a human co-pilot. Similarly, barely any respondent answered that a car is harder to drive with cruise control. Academics see no benefit from cruise control and a non-trivial proportion of online respondents and Open Day visitors see no impact of
cruise control in reducing speeding fines or accidents (refer to Figure 9b).

While cruise control and autopilot originally involved mechanical devices, they are now operational through digital micro-controllers. We explored the issue of “thinking machines” [Veg16, Bib20] with what has been traditionally perceived as an intellectual challenge (even after the birth of artificial intelligence). Therefore, Question 17 was designed expecting the vast majority of respondents accepting that mechanized reasoning and performance by artificial chess-players is superior to human performance. Figure 8b shows that this is the case (especially academics), but even online respondents’ responses show less than 4% believe that chess programs are worse than the average human.

5.2.4 Analysis as to whether justifications are necessary

Since the deployment of expert systems, it became clear that explanations [Dar13] are crucial for human users’ trust [SM93, WPH16] and acceptability of these AI systems [YJ95]. We formulated two questions regarding the transparency of the decision provided by artificial agents. The European Union considers transparency—including traceability, explainability, and communication—as central issues for Trustworthy AI [EC19a]. In these questions (Question 22 and Question 23), the categories are not ordinal. We offered one option for artificial agents being forced to explain, communicate, and justify their decisions. The other three options were such that the AI-Judge would not be required to provide an explanation. One was simply a certification that the system is fair by some third party, while the second was that the system could be used publicly as a black box. The third option for the non-transparent version was to combine the two previous ones. An interesting result is that online respondents do not seem to care about justification for a decision. Responses for forcing the system to explain and justify itself was less than 28%. Although the mode for teachers and academics is above 40%, demanding AI decision-makers to provide explanations, these participants (in some earlier questions) seemed more accepting of an alien/artificial mind. Teachers and academic responses do not reach 50% for demanding explanations from AI for Question 22 (see Figure 11a). This low interest for transparency (as per Question 22) are in contrast with those of Question 23 where the requirement for an AI-judge to explain and justify itself almost reaches 50% for all collection approaches (see Figure 11b). The mode for all participant groups is that artificial agents must be forced to justify and explain their decision making.

Discussion: Perhaps Question 23 is more specific, as it refers to a particular individual and the particular situation of ruling on the lengths of a sentence for a convicted criminal. It is common that humans offer somewhat contradictory views for seemingly similar situations, as individuals value the specifics of each scenario differently.
Forced to explain in detail how they reach their conclusions.

We find responses to Question 13 (see Figure 12a) are not inclined to a particular level of machine involvement. For Question 13 and Question 20, we were expecting responses to favor automatic choice since the questions suggest that a sensible choice is a random choice. Another reason for this expectation was that our earlier questions (Question 1 and Question 3) show that our participants do regard computers as effective in calculations. As we argued earlier, if the merit of the case for two humans cannot be determined, a fair choice is a random choice. These two questions have been worded so as to suggest that computers would be of valuable assistance even when making random choices.

Figure 12: Divergent bar charts of responses to Question 13 and Question 20.

5.2.5 Analysis as to whether randomization is acceptable

For Question 13 and Question 20, we were expecting responses to favor automatic choice since the questions suggest that a sensible choice is a random choice. Another reason for this expectation was that our earlier questions (Question 1 and Question 3) show that our participants do regard computers as effective in calculations. As we argued earlier, if the merit of the case for two humans cannot be determined, a fair choice is a random choice. These two questions have been worded so as to suggest that computers would be of valuable assistance even when making random choices.

We find responses to Question 13 (see Figure 12a) are not inclined to a particular level of machine involvement. The results indicate a preference for computer involvement in such randomized decision-making alongside significant human participation. Only for the teachers, the median is to use a computer’s random choice and this is statistically significant over online respondents’ responses ($U = 2,040$ and $p = 0.0003$). Question 20 recalls the scenario of Question 3 where airline staff ejects some passenger from a plane. The scenario now insinuates that a random choice is required, and the responses here favor a strong use of computers in sharp contrast to the results we just described for Question 13. In this setting, only less than 13% of the online respondents chose the human alone option. Teachers, Open Day visitors, and academics are decisively for computer use. The option where the human decision-maker would do marginally better than a computer program received no responses from the teachers, no response from the academics, and only one from the Open Day visitors. Comparing teachers’ responses to Question 20 with those to Question 13, we find they are statistically significant ($U = 923$ and $p = 0.0118$). Similarly, academics’ responses to Question 20 and Question 13 ($U = 38$ and $p = 0.0914$) and Open Day visitors’ responses to Question 20 and Question 13 ($U = 78$ and $p = 0.116$) are also statistically significant.
Discussion: Note that Question 13 concerns a scenario where a decision results in a human being suffering some physical harm. Under such circumstances, exclusively human and fully automated decisions are the least preferred choices. However, the three groups (academics, teachers, and Open Day visitors) display an absolute and radical shift in favor of computer/machine randomness when the issue (Question 20) does not seem to be a matter of life or death. It seems that human preferences for AI decisions are dependent on the issues at stake. Question 24 offers a Likert scale with the standard options (Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree) regarding the respondents’ belief that computers can obtain fair random numbers for an unbiased choice when merit is equal. Figure 13 shows respondents strongly believe that computers can reproduce a truly random generator.

Although online respondents have a median and a mode that agrees on computers ability to achieve randomness, from a Mann-Whitney test we get a $p$-value of 0.2183. Thus, we can reject the null hypothesis that the online respondents and the Open Day visitors have the same scoring tendency at the 5% level. Teachers and academics clearly believe even stronger (see Figure 13) in achieving fair decisions with random generators in computers. It is not surprising that respondents differ when discussing randomness, seeing as there are several accepted mathematical approaches on the issue [Vol02].

Finally, Question 25 and Question 26 offer only yes/no options. Question 25 aimed to find out if participants are aware of CPUs’ capacity to use thermal noise within the silicon as an entropy source. Overwhelmingly, our respondents answered no. Only two of the academics were aware of this issue. Question 26 tested for participants’ awareness of the controversy around replacing the random oracle model with cryptographic hash functions. Again, positive responses were minimal (below 1%) except for the academics, where 2 in 13 (i.e., 15%) indicated their knowledge of the random oracle controversy.

Discussion: Overall, it would seem that the public has trust in machines exhibiting non-deterministic and random behavior with what seems like little understanding of implementation issues. Indeed, people are generally not particularly bothered with how machines work as long as their use is socially considered an improvement:

“Risks do not militate against the introduction of automated driving if the balance of risks is fundamentally positive” [BMV17].
6 Conclusions

This paper has argued that if AI systems are to be involved in the automation of decisions affecting human lives, such decisions would need to be randomized for a significant number of scenarios. We also noted that this would revolutionize the notion of machine (automata): Determinism and deductive reasoning would alternate with random choices of carefully learned distributions. AI systems would give the impression of possessing some sort of free spirit, despite consistently following the law and making information-based decisions. Importantly, their decisions would even be potentially explainable and rationalizable (in the sense of game theory) and justifiable (in the sense of human interpretability). Potentially, most people could grow truly comfortable with AI decisions, perceiving them as fairer and less biased than human decision-makers. Others would likely find the idea of giving chance such a central role in decisions that so crucially affect their lives highly unsatisfactory.

We have mathematically proven the validity of our arguments for random classifiers in the supervised learning setting, and also furnished game theoretic evidence for the superiority of mixed strategies under partial information assumptions. We have also provided empirical evidence to support that there is at least some societal acceptance for deploying random classifiers. Our results show that while people tend to favor partially or even fully automated decisions over human decisions in many circumstances, there is reluctance to resort to randomized decisions in life-or-death situations. Finally, we also discussed some policy and implementation issues with a particular focus on potential tradeoffs in connection with ever-increasing transparency requirements and current challenges in generating truly random sequences, to contribute to relevant debates in current AI policy and standardization initiatives.

Our aim was to provide insights that are useful both for AI researchers and policymakers. Researchers of various disciplines active in the AI field can benefit from our interdisciplinary approach, which links formal ML and game theory propositions with the state of art in AI ethics research and key current regulatory/policy considerations. Braking down traditional silos this way helps illustrate how insights from these disparate fields fit together in solving the important real-life problems we address.

On the policy side, we connect to key international AI policy and standardization initiatives. These initiatives increasingly attempt to guarantee the highest possible levels of transparency and explainability of AI systems to ensure accountability. While this is a commendable goal, our key message to policymakers is that maximizing transparency levels is neither the only nor necessarily the best solution. Instead, we need to keep potential drawbacks of transparency in mind and explore alternative accountability mechanisms that allow us to garner the benefits of randomization.

We believe the discussion here also raises a series of other interesting questions. For instance, do our findings also hold for other than supervised learning tasks? On the game theory side, we indicated that AI interactions would be repeated games from a game-theoretic perspective and that human agents would be inclined to game the system if transparency requirements revealed the deterministic nature of the AI. Human agents would adapt. Should the AI adapt as well? Should it include ML modules for continuous learning? While the examples could go on, we hope to have sparked some interest in both the scientific and policymaking community to engage with these and many more related open problems.
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A Research Instruments

A.1 Introduction to Survey Respondents

INSTRUCTIONS: Please review the information sheet with details of the aims of the research, the contact data of the chief investigator, and the task. Please note that participation is voluntary, you can stop at any time, and your answers will remain completely anonymous.

Below are a series of questions that present scenarios where a professional usually makes a decision that may impact on another person. You will be asked to grade the suitability of the decision being performed by the decision-maker completely unassisted on one extreme to a computer program with no human intervention in the other extreme. You should answer what suits best your current moral principles and values. The time it takes you to complete the survey is irrelevant.

Equality of opportunity (EOP) is a widely supported ideal of fairness; an equal opportunity policy seeks to create a level playing field among individuals, after which they are free to compete for different positions. The positions that individuals earn under the condition of equality of opportunity reflect their merit or deservingness, and for that reason, inequality in outcomes is considered ethically acceptable.

An individual’s outcome/position is assumed to be affected by two main factors: his/her circumstance \( C \) and merit \( M \). Circumstance \( C \) is meant to capture all factors that should deemed irrelevant, or for which the individual should not be held morally accountable. The individual can hardly change those factors. For instance, \( C \) could specify the socio-economic status he/she is born into, their gender, the colour of their skin.

On the other hand, merit \( M \) captures effort, discipline, and all those attributes that highlight the good character of the individual. Merit \( M \) captures all accountability factors — those that can morally justify inequality.

For instance, within the context of employment, one (narrow) interpretation of EOP requires that desirable jobs are given to those persons most likely to perform well in them, because they have worked hard at becoming experts, skilful and knowledgeable in the tasks required for the job (and they shall not get the job because they are related to a stakeholder in the employment agency). This interpretation of EOP allows for native talent and ambition to justify inequality in social positions, whereas circumstances of birth and upbringing such as gender, race, and social background cannot.

For any circumstance \( C \) and any merit level \( M \), a policy induces a distribution of utility among people of circumstance \( C \) and merit \( M \). Formally, an EOP policy will ensure that an individual’s final utility will be, to the extent possible, only a function of their merit and not their circumstances.

A.2 Questionnaire

1. Do you believe human beings are better (humans are fairer) than computers at applying an Equality of Opportunity (EOP) policy?
   (a) Humans are never fairer, not at all
   (b) Humans are slightly worse at being fair
   (c) Neutral
   (d) Humans are slightly better at being fairer, computers have sometimes a bias
(e) Definitely, humans are always better than any automation of an EOP policy.

2. Suppose you are learning a foreign language (for example French), and your level on that language is being assessed by a human teacher of that language. How fair you think that persons would judge your ability in the foreign language (your merit alone and not factors like your cultural background or your age, which you cannot change) and how much would you prefer to be assessed by a computer program?

(a) Human judgement alone
(b) Human judgement with little support from computer programs
(c) Human judgement with support from computer programs
(d) A computer program with some human monitoring
(e) Completely automatic computer program that uses only your merit as input.

3. Suppose that you are a passenger in an air-plane and there is not enough fuel, so the airline is forced to remove some travellers and offer them a place in a flight the next day. How fair do you think airline officials would be in choosing the people who are to stay behind in using criteria based on Merit and not on factors they should ignore, such as age or race?

(same options as Question 2)

4. Suppose because of your work and your spouse’s work you are forced to enrol your child at a school where the child is a visible minority (either because of religion or because of cultural background). How fair do you think the principal or the teachers would be when there is a conflict between your child and other students which deserves some disciplinary action? What would inspire you the most confidence regarding the fairness of the punishment to your child?

(a) Human judgement alone
(b) Human judgement with little support from
(c) Human judgement with support from computer programs
(d) A computer program with some human monitoring
(e) Completely automatic computer program that uses only the child’s merit as input.

5. Suppose you are stranded in a shopping centre late at night in an area where you would be noticeably identified as a minority (because of race, skin colour, religion or cultural heritage), you need to plea for help to restart your car or to borrow a phone to make a call. In which case would you receive a fair go of help, when the security officer decides whether you are a genuine person in need of help or the security officer uses technology to identify your need of help (and the software is programmed not to consider circumstances such as race or cultural background)?

(same options as Question 2)

6. Suppose you are a patron in a night club in another country. You are having a great time, and you are not abusing alcohol or using recreational drugs. You are playing by the rules, but you are a visible minority because you are a tourist. How much would you trust the bouncers (employees in charge of ensuring adequate behaviour) to fairly judge your behaviour and not expel you from the premises? Or would you trust a software tool as fairer to judge whether your behaviour is adequate when you know the software does not use any attributes about cultural background or issues such as race, religion, etc.?

(same options as Question 2)
7. Suppose you are to adopt a child (a baby, for example), you are being interviewed by family-services staff. How much would you believe their decision to allow you to adopt would be fair and removed from circumstantial factors, while actually based on merit for your potential as a parent if they acted with no support from information technologies, or would the decision be fairer if it was a software that explicitly focus on merit (and not circumstance such as race, or socio-economic background)?

(same options as Question 2)

8. Consider a judge in a hearing for bail of an accused of a violent crime. How fair would the judge be in making the decision to award bail on the merits of the case and without considering circumstantial issues such as race, gender, socio-economic background? Grade your answer relative to a software tool that has as input only the current evidence on the case?

(a) Human judgement alone is the fairest
(b) Human judgement with little support from technology is the fairest
(c) Human judgement with support from computer programs is the fairest
(d) A computer program with some human supervision is better
(e) A completely automatic computer program that uses only the merit of the case is the fairest

9. Consider you have some discomfort and have suffered from the same chronic illness from some time. Describing the symptoms to a pharmacist is difficult because of the potential judgement of your personal and private life. Would you prefer to request the corresponding medication to a robot or software who does not have a body and cannot understand the issues? Would you trust that the pharmacist would not make some judgement on your personal life because of the type of medication you are requesting?

(a) I would feel completely no embarrassment in discussing the medication with a human pharmacist face–to-face
(b) I would prefer some technology support so I would not need to discuss or request the medication with a human pharmacist face–to-face
(c) I believe human judgement will happen even with support from computer programs
(d) I would be more comfortable providing input to a computer program with some human supervision so customers do not abuse prescriptions
(e) I would prefer a completely automatic computer program that I can even order online when the medication does not require prescription and in any case only the prescribing doctor needs to know my personal situation.

10. Consider the scenario of a pilot in the control of a large passenger plane on a trans-oceanic flight. In your opinion, the pilot performs better with

(a) The constant assistance of computers for guidance but no help with another person
(b) A co-pilot and no assistance from computers to any of them
(c) Computer system that can fly the plane in autopilot and enable the pilot to take a rest
(d) Only some instruments that measure height, velocity and heading but no autopilot.

11. Suppose you are applying for a visa to travel to another country. Would you prefer your application to be assessed by a panel of people or would you prefer that the awarding of the visa be decided by some software that clearly indicates what are the inputs and does not consider confidential information? Do you think the decision would be better based on merit according to the level of automation?

(same options as Question 2)
12. Today, credit card applications are evaluated by software programs. Rarely a human banker is involved in deciding whether the applicant should be awarded a credit card and even what credit limit. Do you think credit card applications were awarded more fairly in the past when the applicant was interviewed by a bank-credit officer or do you believe they are now more fairly assessed on merit alone (and not circumstantial factors of discrimination like race, or even the clothing or personal presentation that may suggest a specific cultural background)?

(a) Human judgement alone
(b) Human judgement with little support from technology
(c) Human judgement with support from computer programs
(d) Computer program with some human monitoring the overall credit lender position but no need to check each individual case.
(e) Completely automatic computer program that uses only your merit as input

13. Suppose a software is controlling a self-driving car (also known as an autonomous vehicle), and unfortunately ahead of the two pedestrians are standing on the road. One pedestrian on each of the two available lines. The software of the car has a split of a second to decide which line to drive basically resulting in two exclusive actions, each would cause harm to one of the pedestrians, but save the other. Because the car cannot evaluate the merit (or blame) of why each pedestrian is there, it makes a random decision given equal chance to each pedestrian to not be injured. Do you think a human driver would be able to make the same or even better random choice?

(a) Human acting alone is better
(b) Human choosing with little support from technology
(c) Human choosing with influence and support from computer programs
(d) Computer program chooses randomly but some human capacity to over-write the computer command.
(e) Completely automatic computer program that randomly chooses.

14. Suppose the parents’ committee of a school is applying for a government grant to carry out some improvements to the classrooms and the learning materials of the school. How likely do you believe is the panel of humans to review the application fairly and based on merit regarding the school’s learning outcomes and not biased from circumstance issues such as the cultural profile of families’ cultural and religious background whose children attend the school.

(same options as Question 2)

15. A car with cruise control is

(a) Easier to drive and thus less accidents and less fines
(b) Harder to drive
(c) No difference and the same chances of an accident or a fine
(d) Easier to be distracted and have an accident but harder to speed above the limit and have a fine

16. Self-driving cars (autonomous vehicles) would be safer than

(a) Cars driven by experienced human drivers
(b) Cars driven by novice human drivers
(c) Professional drivers such as taxi drivers
(d) Human drivers with several categories of driver licenses
17. An engineered (with artificial intelligence) software’s performance at a game such as chess is
   (a) Better than the average human player
   (b) Worse than the average human player
   (c) About the same as the average human player
   (d) Typically, better than an expert human player (a grand master)

18. Search engines’ (such as GOOGLE) performance for finding (sort of remembering) facts (for example, consider someone playing Trivia with the support or assistance of the World-Wide-Web i.e. the Internet and Google versus participants at Trivia without such help)
   (a) Is better than the average human being
   (b) Is about the same than the average human being
   (c) Is worse than the average human being
   (d) Is better than an expert at a particular topic even in that topic.

19. With the assistance of digital calendars (with features such as reminders and addresses of contacts), an office workers perform their job relative to no digital tools
   (a) Better
   (b) About the same
   (c) Worse
   (d) For some things, definitely better but some others definitely worse

20. Suppose again that you are a passenger in an air-plane and there is not enough fuel, so the airline is forced to remove some travellers and offer them a place in a flight the next day. Suppose several passengers are assessed to have equal low Merit. Do you think a human decision-maker would do a random choice (equal probability) among equal-merit passengers?
   (a) Certainly, the human decision-maker would do better than a computer program
   (b) The human decision-maker would do marginally better than a computer program
   (c) About the same quality of randomness that a computer program
   (d) Usually computer programs are better at making the random choice
   (e) Certainly, computer programs are consistently better at making a true random choice (no bias)

21. In 2017, a man named Eric Loomis was sentenced to six years in prison as this was the sentence recommended by an AI algorithms and the preceding judge who confirm it. Do you think the sentence to a person found guilty (besides meeting the parameters of the law) should be performed by
   (a) A human judge with no assistance from technology
   (b) A human judge with some assistance from technology
   (c) A human judge in conjunction with assistance from technology
   (d) A computer program that uses artificial intelligence with some monitoring and supervision by a judge.
   (e) A computer program that uses artificial intelligence and no supervision by a judge.
22. The industry of machine learning and artificial intelligence argues that their smart artificial decision-making software is confidential intellectual property. Should computer algorithms that make decision affecting human beings be

(a) Forced to explain in detail how they reach their conclusions.
(b) Be certified by an independent body that they are fair (they do not consider attributes of circumstance and only merit), but they can avoid providing explanations of their decision.
(c) Be available for the public domain, so anyone can provide the data of a case and explore what would the system’s decision be in such fabricated case
(d) Options (b) and (c) together.

23. In Broward County, Florida, USA more than 7,000 defendants faced a bail hearing where a software predicted the likelihood to commit a crime again if the defendant was released. Based on the software’s recommendation, the presiding judge made a recommendation. A study by Pro-Publica found that the algorithm refused bail to black defendants far more often that human judges, but the workings of the algorithm are kept secret by their developers. Should computer algorithms that make decision affecting human beings be

(Same options as Question 22)

24. Computers would be able to generate random numbers to make fair decisions when the merit between two people is equal.

(a) Strongly disagree
(b) Disagree
(c) Neutral
(d) Agree
(e) Strongly agree

25. Are you aware of the CPUs capacity to use thermal noise within the silicon as an entropy source and what does this imply, for example for reseeding a pseudo-random generator?

(a) No
(b) Yes

26. Are you aware of the controversy regarding the random oracle model use for formal proofs of cryptographic protocols and its replacement in practices by cryptographic hash functions?

(a) No
(b) Yes

27. Please indicate your highest completed education level

(a) Primary school
(b) Secondary school or high school
(c) Trades or technical qualification
(d) University degree
(e) Postgraduate degree (master, doctorate)

28. Please indicate your age range

(a) 18-29
29. Are you currently
   (a) Employed full-time
   (b) Employed part-time
   (c) Employed on casual work
   (d) Self-employed or business owner Retired
   (e) Unemployed

30. Would you consider yourself currently a minority in your work environment?
   (a) Yes
   (b) No

31. Would you consider yourself currently a minority in your social environment?
   (a) Yes
   (b) No

32. How do you engage in policy-making with your government? (In this question, you can chose more than one option)
   (a) I do not vote
   (b) I do vote
   (c) I am a member of a political party
   (d) I correspond with my member of parliament (regularly, seldom, few occasions, never)
   (e) I respond to invitations for comment
   (f) I am a member of a union or other body that is not a political party but engages to influence policy-making
   (g) I regularly run a blog/radio show/magazine editor and consider myself an influencer in social media/paper/media/broadcasting that may influence public opinion and/or policy-making
   (h) I directly work for government in advice, consulting or the like for policy-making
   (i) I participate in rallies, demonstrations, and other event with massive attendance aimed at influencing policy-making
   (j) I sing petitions, and similar documents that aim to influence policy-making.
   (k) I respond to government’s official inquiries or I participate in their preparing responses
   (l) Any other you are actively involved 
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