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Abstract. Discrete integrable equations over finite fields are investigated. The indeterminacy of the equation is resolved by treating it over a field of rational functions instead of the finite field itself. The main discussion concerns a generalized discrete KdV equation related to a Yang–Baxter map. Explicit forms of soliton solutions and their periods over finite fields are obtained. Relation to the singularity confinement method is also discussed.
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1 Introduction

Cellular automata are discrete dynamical systems which provide simple and efficient tools for modeling complex phenomena [17]. Since each cell of a cellular automaton takes only a finite number of states, it seems natural to describe its time evolution by utilising a finite field. In particular, if we can construct finite field analogues of dynamical equations whose mathematical structures are well studied, such as integrable systems, this construction may give some fundamental methods for analysing models of cellular automata. Discrete analogues of integrable equations have been widely investigated, however, their extension over a finite field has less been examined. One of the reasons for this may be that the time evolution of a nonlinear system is not always well defined over a finite field. For example, let us consider the discrete KdV equation

\[ \frac{1}{x_{n+1}} - \frac{1}{x_n} + \frac{\delta}{1 + \delta} (x_{n+1} - x_n) = 0, \] (1.1)

over a finite field \( \mathbb{F}_q \) where \( q = p^m \), \( p \) is a prime number and \( m \in \mathbb{Z}_+ \). Here \( n, t \in \mathbb{Z} \) and \( \delta \) is a parameter. If we put

\[ \frac{1}{y_n} := (1 + \delta) \frac{1}{x_n} - \delta x_n \]

we obtain equivalent coupled equations

\[ x_{n+1} = \frac{(1 + \delta) y_n}{1 + \delta x_n y_n}, \quad y_{n+1} = \frac{(1 + \delta x_n y_n) x_n}{1 + \delta}. \] (1.2)

Clearly (1.2) does not determine the time evolution when \( 1 + \delta x_n y_n \equiv 0 \). Over a field of characteristic 0 such as \( \mathbb{C} \), the time evolution of \( (x_n, y_n) \) will not hit this exceptional line for...
The solution (1.4) is well defined for all \((n, t)\) putting \(x\), however, since the nonlinear form of the discrete KdV equation (1.1) is obtained from (1.3) by field. A similar approach was also used for discrete KP equation in the bilinear form \([2]\). The singularity confinement method \([5]\). We show in Section 2 that the initial value problem is well defined and we investigate \(N\) over finite fields by taking as examples the discrete KdV equation (1.1) and its generalization. The \(N\)-soliton solution to the equation (1.3) is given as
\[
\sigma_n^t = \frac{\det}{i \leq j \leq N} \left( \delta_{ij} + \frac{\gamma_i}{l_i + l_j - 1} \left( \frac{1 - l_i}{l_i} \right)^t \left( \frac{l_i + \delta}{1 + \delta - l_i} \right)^n \right) \tag{1.4}
\]
where \(\gamma_i, l_i (i = 1, 2, \ldots, N)\) are arbitrary parameters satisfying \(l_i \neq l_j\) for \(i \neq j\). Hence if we choose \(l_i \neq 0, 1 + \delta (i = 1, 2, \ldots, N)\) and \(l_i + l_j \neq 1 (1 \leq i, j \leq N)\), the \(N\) soliton solution (1.4) is well defined for all \((n, t) \in \mathbb{Z}^2\) and gives a time evolution pattern over a finite field. A similar approach was also used for discrete KP equation in the bilinear form \([2]\). However, since the nonlinear form of the discrete KdV equation (1.1) is obtained from (1.3) by putting \(x_n^t := \frac{\sigma_n^t \sigma_{n+1}^{t-1}}{\sigma_{n+1}^t \sigma_n^{t-1}}\), well defined \(N\)-soliton solutions \(x_n^t\) of (1.1) or (1.2) cannot be obtained from (1.4) because \(x_n^t\) is not defined if \(\sigma_{n+1}^t \equiv 0\) or \(\sigma_n^{t-1} \equiv 0\). Indeterminacy of the time evolution for a generic initial state cannot be avoided either when we use Hirota’s bilinear form. Note that if we consider the equation over \(\mathbb{F}_q := \{ \mathbb{F}_q \cup \{ \infty \} \}\) instead of \(\mathbb{F}_q\) by adding a value \(\infty\), we frequently hit the indeterminate values \(0, \infty\) and this causes further problems.

In this article, we propose a prescription to determine the time evolution of a nonlinear system over finite fields by taking as examples the discrete KdV equation (1.1) and its generalization. We show in Section 2 that the initial value problem is well defined and we investigate \(N\)-soliton solutions in Section 3. The last section is devoted to discussing the relation of our method to the singularity confinement method \([5]\).

## 2 A generalized discrete KdV equation over a function field

### 2.1 Discrete KdV equation

First we explain how the indeterminate values appear through the time evolution by examining the discrete KdV equation (1.2) over \(\mathbb{F}_7 := \{ 0, 1, 2, 3, 4, 5, 6 \}\). If we take \(\delta = 1\), (1.2) turns into
\[
x_{n+1}^t = \frac{2y_n^t}{1 + x_n^t y_n^t}, \quad y_{n+1}^t = \frac{(1 + x_n^t y_n^t) x_n^t}{2}.
\]
Suppose that \(x_0^1 = 6, x_2^0 = 5, y_1^0 = 2, y_1^2 = 2\), then we have
\[
x_1^1 = \frac{4}{13} \equiv 3, \quad y_1^0 = \frac{78}{2} \equiv 4 \mod 7.
\]
With further calculation we have
\[
x_2^2 = \frac{4}{7} \equiv \frac{4}{0}, \quad y_2^1 = \frac{21}{2} \equiv 0, \quad x_2^1 = \frac{8}{21} \equiv \frac{1}{0}.
\]
Since \(\frac{4}{0}\) and \(\frac{1}{0}\) are not defined over \(\mathbb{F}_7\), we now extend \(\mathbb{F}_7\) to \(\mathbb{P}\mathbb{F}_7\) and take \(\frac{j}{0} \equiv \infty\) for \(j \in \{ 1, 2, 3, 4, 5, 6 \}\). However, at the next time step, we have
\[
x_2^2 = \frac{2 \cdot 0}{1 + \infty \cdot 0}, \quad y_3^1 = \frac{(1 + \infty \cdot 0) \cdot \infty}{2}
\]
and reach a deadlock.
Figure 1. An example of the time evolution of the coupled discrete KdV equation (1.2) over $\mathbb{F}_7$ where $\delta = 1$.

Figure 2. The time evolution pattern of $x^n_i$ (left) and $y^n_i$ (right) of (1.2) over $\mathbb{F}_7$ where $\delta = 1$. Elements of $\mathbb{F}_7$ are represented on the following grayscale: from 0 (white) to 6 (gray) and $\infty$ (black). See the scale bar in the figure.

Therefore we try the following two procedures: [I] we keep $\delta$ as a parameter for the same initial condition, and obtain as a system over $\mathbb{F}_7(\delta)$,

$$
x_1^1 = \frac{2(1 + \delta)}{1 + 5\delta}, \quad y_2^0 = \frac{6(1 + 5\delta)}{1 + \delta}, \quad x_1^0 = \frac{6(1 + \delta)(1 + 5\delta)}{1 + 3\delta + 3\delta^2}, \quad y_2^1 = \frac{2(1 + 2\delta + 4\delta^2)}{(1 + 5\delta)^2},
$$

$$
x_1^2 = \frac{2(1 + \delta)(1 + 5\delta)}{1 + 2\delta + 4\delta^2}, \quad x_2^1 = \frac{4(1 + \delta)(2 + \delta)(3 + 2\delta)}{(1 + 5\delta)(5 + 5\delta + 2\delta^2)}, \quad y_3^1 = \frac{2(5 + 5\delta + 2\delta^2)}{(2 + \delta)^2}.
$$

[II] Then we put $\delta = 1$ to have a system over $\mathbb{F}_7$ as

$$
x_1^1 = 3, \quad y_2^0 = 4, \quad x_2^0 = \frac{72}{7} \equiv \infty, \quad y_2^1 = \frac{14}{36} \equiv 0, \quad x_1^2 = \frac{24}{7} \equiv \infty,
$$

$$
x_2^2 = \frac{120}{72} \equiv 4, \quad y_3^1 = \frac{24}{9} \equiv 5.
$$

Thus all the values are uniquely determined over $\mathbb{F}_7$. Figs. 1 and 2 show a time evolution pattern of the discrete KdV equation (1.2) over $\mathbb{F}_7$ for the initial conditions $x_1^0 = 6, x_2^0 = 5, x_3^0 = 4, x_j^0 = 3, x_j^0 = 2 (j \geq 5)$ and $y_i^t = 2 (t \geq 0)$.

This example suggests that the equation (1.2) should be understood as evolving over the field $\mathbb{F}_q(\delta)$, the rational function field with indeterminate $\delta$ over $\mathbb{F}_q$. To obtain the time evolution pattern over $\mathbb{F}_q$, we have to substitute $\delta$ with a suitable value $\delta_0 \in \mathbb{F}_q$ ($\delta_0 = 1$ in the example.
above). This substitution can be expressed as the following reduction map:

\[ \mathbb{F}_q(\delta)^\times \rightarrow \mathbb{PF}_q : (\delta - \delta_0)^s g(\delta - \delta_0) \rightarrow \begin{cases} 0, & s > 0, \\ \infty, & s < 0, \\ g(0), & s = 0, \end{cases} \]

where \( s \in \mathbb{Z} \), \( f(h), g(h) \in \mathbb{F}_q[h] \) are co-prime polynomials and \( f(0) \neq 0, g(0) \neq 0 \). With this prescription, we know that \( 0/0 \) does not appear and we can uniquely determine the time evolution for generic initial conditions defined over \( \mathbb{F}_q \).

### 2.2 Generalized discrete KdV equation

In this subsection we explain how to apply our method to a dynamical system with more than one parameters by taking a generalized form of the discrete KdV equation as an example. In this case, we have to be careful in substituting the values to the parameters. The generalised discrete KdV equation is the following discrete integrable system:

\[
x_{n+1}^{t+1} = \frac{(1 - \beta) + \beta x_n^t y_n^t}{(1 - \alpha) + \alpha x_n^t y_n^t} y_n^t,
\]

\[
y_{n+1}^{t+1} = \frac{(1 - \alpha) + \alpha x_n^t y_n^t}{(1 - \beta) + \beta x_n^t y_n^t} x_n^t,
\]

(2.1)

with arbitrary parameters \( \alpha \) and \( \beta \). To avoid indeterminacy, we regard (2.1) as a dynamical system over \( \mathbb{F}_q(\alpha, \beta) \). Then, as in the case of (1.2), its time evolution is uniquely determined for generic initial and boundary conditions. Note that when we substitute values in \( \mathbb{F}_q \) for the parameters, the result can be indeterminate, i.e., \( \frac{0}{0} \), or it can depend on the order of the substitutions. These problems are typical of a field of rational functions with two or more parameters. Even if the numerator and the denominator of a rational function are both irreducible polynomials without common factors, there will be points of indeterminacy, since the numerator and the denominator intersect in co-dimension two or more in the space of parameters. For example, let \( q = 5 \) and suppose that \( x_n^t = y_n^t = 2 \in \mathbb{F}_5 \) then

\[
x_{n+1}^{t+1} = \frac{2 + \beta}{1 + 3\alpha} \in \mathbb{F}_5(\alpha, \beta).
\]

If we put \( \alpha = \beta = 3 \in \mathbb{F}_5 \), then, we find that

\[
x_{n+1}^{t+1} = \frac{0}{0}.
\]

or, if we first substitute \( \beta \), then

\[
x_{n+1}^{t+1} = \frac{0}{1 + 3\alpha} \equiv 0,
\]

which is unrelated to subsequent substitutions of \( \alpha \).

One remedy is to regard these parameters themselves as depending on a common parameter. For example, if we put \( \alpha = 3 + \epsilon \) and \( \beta = 3 + \epsilon \),

\[
x_{n+1}^{t+1} = \frac{2 + (3 + \epsilon)}{1 + 3(3 + \epsilon)} \equiv \frac{\epsilon}{5\epsilon} = \frac{1}{5} \equiv 2,
\]

and the value is uniquely determined in \( \mathbb{PF}_5 \). We show an example of a time evolution pattern of (2.1) thus determined in Fig. 3. The preceding arguments suggest a general trick to construct an equation, or a time evolution rule, over a finite field from a given discrete equation.
Figure 3. The time evolution pattern of $x^t_n$ of the generalised discrete KdV equation (2.1) over $\mathbb{F}_7$ where $\alpha = 2$, $\beta = 3$. Elements of $\mathbb{F}_7$ are represented on the following grayscale: from 0 (white) to 6 (gray) and $\infty$ (black).

1. Introduce one parameter, say $\epsilon$, in the equation (or the initial condition), and obtain a solution over $\mathbb{F}_q(\epsilon)$.

2. Substitute a value in $\mathbb{F}_q$ for the parameter in the solution, and obtain a pattern over $\mathbb{F}_q$. This construction can be applied to both ordinary and partial difference equations regardless of their integrability. If we have explicit form of a solution with this parameter, we immediately obtain a pattern over a finite field by replacing the parameter with a value in the field. In the next section, we show some example of soliton solutions of (1.2) and (2.1) over finite fields.

3 Soliton solutions over finite fields

First we consider the $N$-soliton solutions to (1.1) over $\mathbb{F}_q$. As mentioned in the introduction, the $N$-soliton solution is given as

$$x^t_n = \frac{\sigma^t_n \sigma^t_{n+1}}{\sigma^t_{n+1} \sigma^t_n}, \quad \sigma^t_n := \det_{1 \leq i,j \leq N} \left( \delta_{ij} + \frac{\gamma_i}{l_i + l_j - 1} \left( \frac{1 - l_i}{l_i} \right)^t \left( \frac{l_i + \delta}{1 + \delta - l_i} \right)^n \right),$$

where $\gamma_i$, $l_i$ ($i = 1, 2, \ldots, N$) are arbitrary parameters but $l_i \neq l_j$ for $i \neq j$. When $l_i$, $\gamma_i$ are chosen in $\mathbb{F}_q$, $x^t_n$ becomes a rational function in $\mathbb{F}_q(\delta)$. Hence we obtain soliton solutions over $\mathbb{F}_q$ by substituting $\delta$ with a value in $\mathbb{F}_q$. Figs. 4 and 5 show one and two soliton solutions for the discrete KdV equation (1.1) over the finite fields $\mathbb{F}_{11}$ and $\mathbb{F}_{19}$. The corresponding time evolutionary patterns on the field $\mathbb{R}$ are also presented for comparison.

Next we consider soliton solutions to the generalized discrete KdV equation (2.1). Note that by putting $u^t_n := \alpha x^t_n$, $v^t_n := \beta y^t_n$, we obtain

$$u^t_{n+1} = \frac{(\alpha(1 - \beta) + u^t_n v^t_n)v^t_n}{\beta(1 - \alpha) + u^t_n v^t_n}, \quad v^t_{n+1} = \frac{(\beta(1 - \alpha) + u^t_n v^t_n)u^t_n}{\alpha(1 - \beta) + u^t_n v^t_n}.$$

Hence (2.1) is essentially equivalent to the ‘consistency of the discrete potential KdV equation around a 3-cube’ [12]: $(u, v) \rightarrow (u', v')$, as

$$u' = vP, \quad v' = uP^{-1}, \quad P = \frac{a + uv}{b + uv}.$$

The map is also obtained from discrete BKP equation [6]. We will obtain $N$-soliton solutions to (2.1) from the $N$-soliton solutions to the discrete KP equation by a reduction similar to the one adopted in [6].
Let us consider the four-component discrete KP equation:

\begin{align}
(a_1 - b)\tau_{l_1 l_2}^t \tau_n + (b - c)\tau_{l_1}^t \tau_{l_2 n} + (c - a_1)\tau_{l_1 n}^t \tau_{l_2} &= 0, \tag{3.1} \\
(a_2 - b)\tau_{l_1 l_2}^t \tau_n + (b - c)\tau_{l_1}^t \tau_{l_2 n} + (c - a_2)\tau_{l_2 n}^t \tau_{l_1} &= 0. \tag{3.2}
\end{align}

Here \( \tau = \tau(l_1, l_2, t, n) \) \((l_1, l_2, t, n) \in \mathbb{Z}^4\) is the \( \tau \)-function, and \( a_1, a_2, b, c \) are arbitrary parameters and we use the abbreviated form, \( \tau \equiv \tau(l_1, l_2, t, n), \ \tau_{l_1} \equiv \tau(l_1 + 1, l_2, t, n), \ \tau_{l_1 t} \equiv \tau(l_1+1, l_2, t+1, n) \) and so on. If we shift \( l_1 \rightarrow l_1 + 1 \) in (3.2), we have

\begin{align}
(a_2 - b)\tau_{l_1 l_2 t}^t \tau_{l_1 n} + (b - c)\tau_{l_1 l_2 t}^t \tau_{l_1 t n} + (c - a_2)\tau_{l_1 l_2 n}^t \tau_{l_1 t} &= 0. \tag{3.3}
\end{align}

Then, by imposing the reduction condition:

\begin{align}
\tau_{l_1 l_2} = \tau, \tag{3.4}
\end{align}

the equation (3.3) turns to

\begin{align}
(a_2 - b)\tau \tau_{l_1 n} + (b - c)\tau \tau_{l_1 t n} + (c - a_2)\tau \tau_{l_1 t} &= 0.
\end{align}

Hence, putting \( f := \tau, \ g := \tau_{l_1} \), we obtain

\begin{align}
(a_1 - b)g_t f_n + (b - c)g f_m + (c - a_1)g n f_t &= 0, \\
(a_2 - b)g_t g_n + (b - c)f g_m + (c - a_2)f n g_t &= 0,
\end{align}
We denote the solutions defined in (3.5). The reduction condition (3.4) gives the constraint,

$$\frac{f_{gt_n}}{g_{ft_n}} = \frac{(a_2 - b)g_{fn} + (c - a_2)f_{gn}}{(a_1 - b)g_{fn} + (c - a_1)f_{gn}} = \frac{(c - a_2) + (a_2 - b)\frac{g_{an}}{f_{gn}}}{(a_1 - b) + (c - a_1)\frac{fn}{gt_n}}.$$ 

Now we denote

$$x^t_n := \frac{f_{gn}}{g_{ft_n}}, \quad y^t_n := \frac{g_{fn}}{f_{gt_n}}.$$ 

From the equality

$$x^{t+1}_{n+1} y^t_n = x^t_n y^t_{n+1} = \frac{f_{gn}}{f_{gn}}, \quad \frac{x^{t+1}_{n}}{y^t_n} = \frac{f_{gn}}{g_{ft_n}},$$

if we define $\alpha := \frac{c-a_1}{c-b}$, $\beta := \frac{a_2-b}{c-b}$, we find that $x^t_n$, $y^t_n$ defined in (3.5) satisfy the equation (2.1).

The $N$-soliton solution to (3.1) and (3.2) is known as

$$\tau = \det_{1 \leq i,j \leq N} \left[ \delta_{ij} + \frac{\gamma_i}{p_i - q_j} \left( \frac{q_i - a_1}{p_i - a_1} \right)^{l_1} \left( \frac{q_i - a_2}{p_i - a_2} \right)^{l_2} \left( \frac{q_i - b}{p_i - b} \right)^{l_1} \left( \frac{q_i - c}{p_i - c} \right)^{l_2} \right],$$

where $\{p_i, q_i\}_{i=1}^N$ are distinct parameters from each other and $\{\gamma_i\}_{i=1}^N$ are arbitrary parameters [3]. The reduction condition (3.4) gives the constraint,

$$\left( \frac{a_1 - p_i}{a_1 - q_i} \right) \left( \frac{a_2 - p_i}{a_2 - q_i} \right) = 1,$$

to the parameters $\{p_i, q_i\}$. Since $p_i \neq q_i$, the constraint becomes $p_i + q_i = a_1 + a_2$. By putting $\frac{p_i-a_1}{c-b} \to p_i$, $\frac{\gamma_i}{c-b} \to \gamma_i$, $\Delta := \frac{a_1-a_2}{c-b}$ and $l_1 = l_2$ we have

$$f = \det_{1 \leq i,j \leq N} \left[ \delta_{ij} + \frac{\tau}{p_i + p_j + \Delta} \left( \frac{-p_i + \beta}{p_i + 1 - \alpha} \right)^t \left( \frac{p_i + 1 - \beta}{-p_i + \alpha} \right)^n \right], \quad (3.6)$$

$$g = \det_{1 \leq i,j \leq N} \left[ \delta_{ij} + \frac{\tau}{p_i + p_j + \Delta} \left( \frac{-p_i + \beta}{p_i + 1 - \alpha} \right)^t \left( \frac{p_i + 1 - \beta}{-p_i + \alpha} \right)^n \right]. \quad (3.7)$$

Thus we obtain the $N$-soliton solution of (2.1) by (3.5), (3.6) and (3.7) in the field $\mathbb{F}_q(\epsilon)$.

We now return to the method of previous section. By substituting $\alpha = n_\alpha + \epsilon$, $\beta = n_\beta + \epsilon$ ($n_\alpha, n_\beta \in \mathbb{F}_q$), we can construct soliton solutions in $\mathbb{F}_q(\epsilon)$ for suitable values of $\{p_i, \gamma_i\}$ and $\Delta$. We denote the solutions defined in $\mathbb{F}_q(\epsilon)$ when we put $\epsilon = 0$ as $\tilde{f}$, $\tilde{g}$, $\tilde{x}^t_n$ and $\tilde{y}^t_n$. Figs. 6 and 7 show $\tilde{x}^t_n$ for one and two soliton solutions for the generalized discrete KdV equation (2.1).

Lastly, we discuss the periodicity of the soliton solutions over $\mathbb{F}_q$. We have

$$\tilde{f}(n + q - 1, t) = \tilde{f}(n, t + q - 1) = \tilde{f}(n, t), \quad \tilde{g}(n + q - 1, t) = \tilde{g}(n, t + q - 1) = \tilde{g}(n, t),$$

for all $t, n \in \mathbb{Z}$ since we have $a^{q-1} = 1$ for all $a \in \mathbb{F}_q^\times$. Thus the functions $\tilde{f}$ and $\tilde{g}$ have periods $q-1$ over $\mathbb{F}_q$. However we cannot conclude that $\tilde{x}^t_n$ and $\tilde{y}^t_n$ are also periodic with periods $q-1$. The values of $\tilde{x}^t_n$ may not be periodic when $\tilde{f}(n, t)\tilde{g}(n + 1, t) = 0$ and $\tilde{g}(n, t)\tilde{f}(n + 1, t) = 0$ (see (3.5)). First we write $f(n, t)g(n + 1, t)$ and $g(n, t)f(n + 1, t)$ as follows:

$$f(n, t)g(n + 1, t) = e^t k(\epsilon), \quad g(n, t)f(n + 1, t) = e^m h(\epsilon),$$
where $l, m \in \mathbb{Z}$, $k(0) \neq 0, k(\epsilon), h(\epsilon) \in \mathbb{F}_q[\epsilon]$. We also write $f(n+q-1, t)g(n+q, t) = \epsilon^l k'(\epsilon), g(n+q-1, t)f(n+q, t) = \epsilon^m h'(\epsilon)$ in the same manner. Let us write down the reduction map again:

$$
\tilde{x}_n^l = \begin{cases} 
\frac{k(0)}{h(0)}, & l = m, \\
0, & l > m, \\
\infty, & l < m.
\end{cases}
$$

In the case when $\tilde{f}(n, t)\tilde{g}(n+1, t) = 0$ and $\tilde{g}(n, t)\tilde{f}(n+1, t) = 0$, $x_n^l = \frac{f(n+1, t)g(n+1, t)}{g(n, t)f(n+1, t)} \in \mathbb{F}_q(\epsilon)$ and $x_n^{l+q-1} = \frac{f(n+q-1, t)g(n+q, t)}{g(n+q-1, t)f(n+q, t)} \in \mathbb{F}_q(\epsilon)$ can have different reductions with respect to $\epsilon$, since $l'$ is not necessarily equal to $l$, and neither $m'$ is equal to $m$. The left part of Fig. 8 shows a magnified
Figure 8. The two-soliton solution of the generalized discrete KdV equation (2.1) over $\mathbb{F}_{13}$ calculated in two different ways. Elements of $\mathbb{F}_{13}$ are represented on the following grayscale: from 0 (white) to 12 (gray) and $\infty$ (black).

plot of the same two-soliton solutions as in Fig. 7. In some points $\tilde{x}_n^t$ does not have period 12 (for example $x_2^2 \neq x_2^3$) while almost all other points do have this periodicity.

If we want to recover full periodicity, there is another reduction to obtain $\tilde{x}_n^t$ and $\tilde{y}_n^t$ from $x_n^t$ and $y_n^t$. This time, we define $\tilde{x}_n^t$ as

$$
\tilde{x}_n^t = \begin{cases} 
    k(0), & l = 0, m = 0, \\
    h(0), & \\
    0, & \text{otherwise}.
\end{cases}
$$

The right part of Fig. 8 shows the same two-soliton solution as in the left part but calculated with this new method. We see that all points have periods 12. It is important to determine how to reduce values in $\mathbb{F}_q(\epsilon)$ to values in $\mathbb{F}_q$, depending on the properties one wishes the soliton solutions to possess.

4 Discussion and concluding remarks

We presented a prescription to obtain dynamical equations over finite fields from discrete equations defined over a field with characteristic 0. The essential trick is to introduce an indeterminate (a parameter $\epsilon$) and regard the equations defined over $\mathbb{F}_q(\epsilon)$. By substituting $\epsilon$ with a value in $\mathbb{F}_q$, we can uniquely determine the values of the dependent variables in $\mathbb{F}_q$. Furthermore if we have a one-parameter family of solutions to the original equation, we obtain the solution over a finite field straight away by substituting a suitable value for the parameter. The $N$-soliton solutions to the discrete KdV equation and the generalized discrete KdV equations over finite fields are thus obtained.

Our approach is also applied not only to the other discrete soliton equations but to ordinary nonlinear difference equations such as discrete Painlevé equations. Let us consider dP2 equation [7, 13]:

$$
  x_{n+1} + x_{n-1} = \frac{z_n x_n + a}{x_n^2 - 1}, \quad n \in \mathbb{Z},
$$

(4.1)
where \( z_n := n\delta \) and \( a, \delta \) are constants. If we examine (4.1) over \( \mathbb{F}_q \), we cannot define its time evolution after the dependent variable \( x_n \) takes \( \pm 1 \). However, by regarding \( a \) as an indeterminate, we can define the time evolution over \( \mathbb{F}_q(a) \) and obtain a value in \( \mathbb{P}\mathbb{F}_q \) by substituting a value in \( \mathbb{F}_q \) for \( a \). The effectiveness of this approach is confirmed for wide range of ordinary discrete equations such as the other discrete or \( q \)-discrete Painlevé equations and the QRT mappings [16].

There is, however, another choice of indeterminate for the discrete ordinary difference equations. Let \((x_0, x_1) = (y, x)\) with \( y \in \mathbb{F}_q \) in (4.1). Then \( x_k \) \((k = 2, 3, \ldots)\) can be regarded as a function of \( x \), i.e. \( x_k \in \mathbb{F}_q(x) \). Since we have

\[
\begin{align*}
x_2 &= \frac{z_1 + a}{2(x - 1)} + \frac{(z_1 - a)}{4} + O(x - 1), \\
x_3 &= -1 + O(x - 1), \\
x_4 &= \frac{y(z_1 + a) + 2a + \delta z_2}{a - z_3} + O(x - 1), \\
&\ldots, 
\end{align*}
\]

we can determine \( x_3, x_4, \ldots \) by putting \( x \to 1 \) despite the fact that they are not well defined if we take \( x_1 = 1 \) in advance. The time evolution pattern thus obtained coincides with that of our approach with an indeterminate \( a \).

The above procedure reminds us the singularity confinement method which is an effective test to judge the integrability of the given equations [5]. In fact, if we consider (4.1) over \( \mathbb{C} \) and take \( \epsilon := x - 1 \) as an infinitesimal parameter, the time evolution pattern is exactly the one which passes the singularity confinement test. The grounds of this similarity become clear when one thinks of the theory of the space of initial conditions of the Painlevé equations [8, 9, 10, 11, 15]. As observed by Sakai [15], passing the singularity confinement test is essentially equivalent to the fact that the equation is lifted to an automorphism of the rational surface (the space of initial conditions) obtained by compactification and blowing-up from the original space of initial values \( \mathbb{C} \times \mathbb{C} \). By introducing infinitesimal parameter in the case of singularity confinement test or an indeterminate in our approach, we avoid passing through a point on an exceptional curve generated by blowing-up and approximate the automorphism in an effective way. Hence these three types of approaches, that is, construction of space of initial conditions, application of singularity confinement and the method shown in the present paper, give the same time evolution rule for the discrete Painlevé equations over finite fields.

For soliton equations, however, we have difficulty in defining time evolution by constructing the space of initial conditions. Let us return to the equation (2.1). The mapping, \((x_n^t, y_n^t) \mapsto (x_{n+1}^t, y_{n+1}^t)\), is lifted to an automorphism of the surface \( \tilde{X} \), where \( \tilde{X} \) is obtained from \( \mathbb{P}^1 \times \mathbb{P}^1 \) by blowing up twice at \((0, \infty)\) and \((\infty, 0)\) respectively:

\[
\begin{align*}
\tilde{X} &= A_1 \cup A_2, \\
A_1 &= \left\{ \left( \frac{x}{y}, [\xi : \eta], [u : v] \right) \mid x \eta - \frac{1}{y} \xi = 0, \right. \\
&\left. x ((1 - \alpha) \eta + \alpha \xi) v - ((1 - \beta) \eta + \beta \xi) u = 0 \right\} \subset \mathbb{A}^2 \times \mathbb{P}^1 \times \mathbb{P}^1, \\
A_2 &= \left\{ \left( \frac{1}{x}, y, [\xi : \eta], [w : z] \right) \mid \frac{1}{x} \xi - y \eta = 0, \right. \\
&\left. y ((1 - \beta) \eta + \beta \xi) w - ((1 - \alpha) \eta + \alpha \xi) z = 0 \right\} \subset \mathbb{A}^2 \times \mathbb{P}^1 \times \mathbb{P}^1,
\end{align*}
\]

where \([a : b]\) denotes a set of homogeneous coordinates for \( \mathbb{P}^1 \). But, to define the time evolution
of the system with \( N \) lattice points from (2.1), we have to consider the mapping
\[
(y^t_1; x^t_1, x^t_2, \ldots, x^t_N) \mapsto (x^{t+1}_1, x^{t+1}_2, \ldots, x^{t+1}_N; y^{t+1}_N).
\]
Since there seems no reasonable decomposition of \( \tilde{X} \) into a direct product of two independent spaces, successive use of (2.1) becomes impossible. Note that if we blow down \( \tilde{X} \) to \( \mathbb{P}^1 \times \mathbb{P}^1 \), the information of the initial values is lost in general. If we intend to construct an automorphism of a space of initial conditions, it will be inevitable to start from \( \mathbb{P}^{N+1} \) and blow-up to some huge manifold, which is beyond the scope of the present paper. This difficulty seems to be one of the reasons why the singularity confinement method has not been used for construction of integrable partial difference equations or judgement for their integrability, though some attempts have been proposed in the bilinear form \({\cal [14]}\). There should be so many exceptional hyperplanes in the space of initial conditions if it does exist, and it is practically impossible to check all the “singular” patterns in the naïve extension of the singularity confinement test. On the other hand, when we fix the initial condition for a partial difference equation, the number of singular patterns is restricted in general and we have only to enlarge the domain so that the mapping becomes well defined. This is the strategy that we adopted in this article.

As shown in the above discussion, the discrete Painlevé equations over finite fields can be treated by several methods. The comparison of the mathematical structure in \( \mathbb{C} \) with that in \( \mathbb{F}_q \) is one of the future problems. Clarifying the geometric and/or algebraic meaning of our approach to soliton equations and applications of our approach to the initial value problems related to curves over finite fields are also the problems we shall address in the future.
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