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Abstract

We provide the first sub-linear space and sub-linear regret algorithm for online learning with expert advice (against an oblivious adversary), addressing an open question raised recently by Srinivas, Woodruff, Xu and Zhou (STOC 2022). We also demonstrate a separation between oblivious and (strong) adaptive adversaries by proving a linear memory lower bound of any sub-linear regret algorithm against an adaptive adversary.

Our algorithm is based on a novel pool selection procedure that bypasses the traditional wisdom of leader selection for online learning, and a generic reduction that transforms any weakly sub-linear regret $o(T)$ algorithm to $T^{1-\alpha}$ regret algorithm, which may be of independent interest. Our lower bound utilizes the connection of no-regret learning and equilibrium computation in zero-sum games, leading to a proof of a strong lower bound against an adaptive adversary.

*Part of work done while interning at Google.
1 Introduction

Online prediction with expert advice is a fundamental task in sequential decision making and is the backbone of optimization [Haz16], bandit learning [LS20], control theory [DFT13], among many other fields. The problem is usually formulated as an online forecasting process that repeats for $T$ days. On each day, the algorithm is asked to provide a prediction of an outcome, given the advice from $n$ experts on the current day and all the previous information. After announcing a decision, it then receives feedback on the outcome and the loss of the expert predictions, normalized to $[0, 1]^n$. The objective in online learning is typically to compete against the best expert in hindsight, and the performance of an algorithm is measured in terms of regret, which is defined as the additional cost of the algorithm over the best expert.

The celebrated Multiplicative Weights Update (MWU) method solves this online prediction problem with an optimal $O(\sqrt{T \log n})$ regret [AHK12]. Similar regret bounds have also been attained by weighted majority vote [LW89], follow-the-perturbed-leader (FTPL) scheme [KV05] and online mirror descent (OMD) [Haz16]. Besides the original motivation of online prediction, MWU and the follow-up variants find broader applications in algorithmic design, game theory and machine learning, with notable examples including efficient algorithms for linear programming and semi-definite programming [GH16], approximate solution for max flow [CKM+11], equilibrium computation [CBL06, FS99] and boosting [FS97].

Despite a long history of research since 80’s, the question of space complexity has been little explored in the online learning literature. All existing approaches explicitly track the cumulative cost of every expert and follow the advice of a (regularized or perturbed) leading expert, thus requiring a memory of size $\Omega(n)$. Motivated by this lack of understanding, a very recent work by Srinivas, Woodruff, Xu and Zhou [SWXZ22] initiates the study of memory complexity of expert learning. They prove a lower bound of $\Omega(\sqrt{nT/S})$ regret for any algorithm using $O(S)$ memory, even when the loss sequence are i.i.d distributed. This implies that $\Omega(n)$ space is necessary to get the optimal $\sqrt{T}$ regret bound. On the positive side, they show that sub-linear regret is achievable in sub-linear space, but only in random-order streams or when the best expert itself incurs sub-linear loss. These structural assumptions are arguably rather strong. This leaves open the general question of attaining sub-linear regret in a memory-efficient fashion.

In this work, we revisit the classic online learning problem with an eye towards an better understanding its space complexity. On the algorithmic front, we ask, for constant $\alpha, \beta \in (0, 1)$:

Can we achieve sub-linear $O(T^{1-\alpha})$ regret in online learning, using sub-linear $O(n^\beta)$ space?

We resolve this open question by designing the first sub-linear space online learning algorithm, in general worst-case settings. The algorithm assumes an oblivious adversary that fixes the loss sequence in advance. To complement this, we prove a lower bound showing that against an (strong) adaptive adversary, no sub-linear space algorithm can achieve sub-linear regret.

1.1 Our results

To introduce the results, we specify our problem setting (see Section 2 for a formal description). We consider a general setup of the expert problem with $T$ days and $n$ experts. On each day $t \in [T]$, the algorithm decides to play one of the experts $i_t \in [n]$. Subsequently, nature reveals the loss $\ell_t(i)$ for all $i \in [n]$ and the algorithm incurs a loss of $\ell_t(i_t)$. We assume that $\ell_t(i) \in [0, 1]$ for all $t \in [T]$ and $i \in [n]$. The goal is to design an algorithm such that the (total) regret
Regret$^{}(T) = \mathbb{E}[\sum_{t \in [T]} \ell_t(i_t)] - \min_{i^\ast \in [n]} \sum_{t \in [T]} \ell_t(i^\ast)$ is sub-linear in $T$.\footnote{We call $T^{1-\alpha}$ sub-linear regret (for constant $\alpha$), and $o(T)$ weakly sub-linear. We use $\tilde{O}(\cdot)$ to hide polylogarithmic factors in $n,T$ and $O_n(\cdot)$ to hide polynomial dependence on $n$. High probability refers to probability at least $1 - 1/\text{poly}(T)$.} An oblivious adversary (randomly) chooses the loss vectors independent of the algorithm’s decisions.

Our main result is the following.

**Theorem 1.1** (Informal, see Theorem 4.1). Let $n, T \geq 1$, $\delta \in (0, 1]$. There exists an online learning algorithm that achieves a total regret of $O_n \left( T^{2/3} \right)$ with high probability against an oblivious adversary, using $\tilde{O}(n^d)$ memory.

The theorem provides a general memory-regret trade-off. To give some concrete examples:

- We can get $O_n \left( T^{1/3} \right)$ regret in $\tilde{O}(\sqrt{n})$ memory (by setting $\delta = 0.5$).
- We can get $O_n \left( T^{0.67} \right)$ regret in $\tilde{O}(n^{0.99})$ memory (by setting $\delta = 0.99$).

On a conceptual level, our algorithm breaks the following traditional wisdom in online prediction. We recall that the classic regret-minimization algorithms, such as MWU and FTPL, all track the loss of all experts and follow a (regularized or perturbed) leader. Alternatively, one may assume an oracle that outputs the leading expert (a.k.a. oracle-efficient online learning \cite{fiez2020adaptive}). Therefore, the task of identifying a leading expert is usually believed to be a necessary sub-routine of regret minimization. Indeed, with $\Omega(n)$ memory, identifying a leader and maintaining its cumulative loss is trivial, while in principle online prediction is a much harder task. Perhaps surprisingly, in the sub-linear space regime, our results suggest the opposite. It is known that under space constraint, one cannot identify a leader, or even constant approximate its loss \cite{swyxz22}. On the other hand, Theorem 1.1 implies that achieving sub-linear regret is possible with arbitrarily small polynomial space. Therefore, conceptually our work shows that online prediction is easier than and does not require tracking the leader, in the low space regime.

In the case that only polylogarithmic space is allowed, we also give a weakly sub-linear regret algorithm. In particular, by setting $\varepsilon = 1/\text{poly log}(nT)$ in the following theorem, the algorithm achieves $o(T)$ regret in $\tilde{O}(1)$ memory (for sufficiently large $T$).

**Theorem 1.2** (Informal, see Theorem 3.1). Let $n \geq 1$, $\varepsilon \in (1/\sqrt{n}, 1/2)$ and $T \geq \Omega(\varepsilon^2 n)$. There exists an online learning algorithm that achieves a total regret of $\tilde{O} \left( \varepsilon T + T^{2/3} \left( \varepsilon^2 n \right)^{1/3} \right)$ with high probability against an oblivious adversary, using $\tilde{O}(\varepsilon^{-2})$ memory.

Our algorithms assume an oblivious adversary, a standard model in online learning as well as its cousin fields like online, streaming and dynamic algorithms \cite{kvv90,ams99}. In a variety of applications, however, algorithms are required to work against adaptive adversaries \cite{mor95,sli19,waj20,bejwy22,abed+21}.

To complement our algorithmic results, we consider a strong adaptive adversary model, where the costs may be chosen adversarially that depend on the algorithm’s prior randomness and decisions; see Definition 2.2 for a formal definition. In this setting, MWU still achieves $\tilde{O}(\sqrt{T})$ regret but uses linear memory. We prove that $\Omega(n)$ memory is indeed necessary to obtain any sub-linear regret at all:
Theorem 1.3 (Informal, see Theorem 5.1). Let \( 0 < \varepsilon < 1/40 \). Any algorithm that achieves \( \varepsilon T \) total regret against a strong adaptive adversary requires at least \( \Omega \left( \min \{ \varepsilon^{-1} \log_n n, n \} \right) \) bits of memory.

The theorem states that \( \Omega(n) \) memory is necessary even to get any sub-linear, say, \( O(T^{0.99}) \) regret, for sufficiently large \( T = \Omega(n^{100}) \). In contrast, under the oblivious adversary model, our upper bound (Theorem 1.1) can attain such regret guarantee in \( o(n) \) space. Therefore, this exhibits a separation between oblivious and adaptive adversary model in the low space regime.

1.2 Technical overview

We provide a streamlined overview of our approach. For notational convenience, we omit polylogarithmic factors and one should think of \( T = \text{poly}(n) \).

1.2.1 A baseline algorithm for weakly sub-linear regret

We first present an algorithm that achieves weakly sub-linear regret \( O(\varepsilon T) \) using space \( O(\varepsilon^{-2}) \), then provide a novel width reduction procedure to make it sub-linear in Section 1.2.2.

A natural idea is to carefully maintain a small pool of experts and run MWU over them. To begin with, we divide the \( T \) days into \( T/B \) epochs with \( B \) contiguous days in each epoch. At the beginning of each epoch, we sample a random set of new experts and add them into the pool, then executing MWU over the pool (starting from uniform weight). MWU guarantees that the algorithm is always competitive with the best expert(s) \( \text{in the pool} \), and this turns online prediction into the task of maintaining a good pool of experts. The immediate hurdle is that, due to space constraint, the pool must be kept small and hence the best expert is likely to be outside of the pool. Therefore, we need to maintain the pool so that it consists of good experts with respect to each particular epoch, but without knowing the performance of the experts outside the pool.

Maintaining the pool The algorithm samples a small number of experts into its pool at the beginning of each epoch. After a few epochs, the pool size would grow and exceed the memory budget. The key algorithmic task is to design a rule of evicting experts.

The first and natural idea is track the cumulative loss of each expert in the pool, and intuitively, only an expert with low average loss should be reserved. However, it is easy to come up with instances, where (1) the best expert \( i^* \) has low error in every epoch; but (2) random new experts have even lower error in \( 1/3 \) epochs (though higher in the rest). If these \( 1/3 \) epochs are evenly spaced, then \( i^* \) can be easily kicked out by the new expert. Subsequently, it would take a long time to get back, since our sampling rate has to be low to respect the space constraint. This is clearly undesirable.

Intuitively, consider two experts in the pool with equally low average loss since their joining. The one that has stayed longer should be treated differently from the other, since the former is more stable against further loss. Hence, the second idea is to keep experts that have lived a long time in the pool. In other words, an expert has no reason to be evicted if it is “Pareto-optimal”: it has either stayed long or achieved little loss. Formally, we say an expert \( j \) dominates another expert \( i \), if \( j \) joins the pool earlier than \( i \) and has achieved at most \( \varepsilon \) more average loss than \( i \) since expert \( i \) joins. At the end of every epoch, our algorithm evaluates all experts. Any expert \( i \) being dominated by another is evicted.
Bounding memory  Notice that the algorithm does not dictate any explicit bound on the pool size, let alone memory. This is the challenge that we now resolve.

For that, the key observation is the following. Consider any surviving expert \( i \) that joins the pool later than some other \( j \). It has much smaller, in fact at least \( \varepsilon \), loss on its interval than \( j \), by our eviction rule. Then, we claim that either (1) expert \( j \) has \( \varepsilon /2 \) larger average loss than expert \( i \), or (2) \( j \) lives \( (1 + \varepsilon /2) \) longer than \( i \). The reason is that \( j \) has loss at least 0 everywhere, so if (1) doesn’t hold, then it takes extra length to catch up with the loss difference. A straightforward proof would bound the pool size by \( O(1/\varepsilon^2) \) as both events can happen for at most \( O(1/\varepsilon) \) times consecutively. We derive a refined one of \( O(1/\varepsilon) \) via a potential function argument. This leads to a memory bound of \( O(1/\varepsilon^2) \) because we need to track the performance of each expert over every interval.

Bounding regret  To bound the regret, our plan is to show that there exist experts in pool that are competitive to \( i^* \) (even if \( i^* \) may not be in the pool), except for at most \( O(n) \) unlucky epochs. For simplicity, assume the algorithm only samples and adds one new expert per epoch. For an epoch \( t \), imagine \( i^* \) gets sampled, and it remains alive until the end of epoch \( t \leq t' \leq T/B \). To this end, there must exist an expert \( i(t) \) that already lies in the pool, stays alive during \([t, t']\] and outperforms \( i^* \). The reason is that the expert \( i^* \) can only be evicted by an older expert, and the eviction time is independent of future randomness (again, we assume the loss sequence is fixed in advance). Hence, \( i(t) \) is competitive with \( i^* \) during the epochs \([t, t']\) (note this is independent of whether \( i^* \) is actually sampled or not). Then we can proceed to \((t' + 1)\)-th epoch. There is one exception: if \( i^* \) is sampled and would not be evicted by the end, then \( i(t) \) simply does not exist.

On one hand, with probability \( 1/n \), we would sample \( i^* \) and it stays until the end. Otherwise, with probability \( 1 - 1/n \), we just lose this epoch and proceed to the next. The latter event should not happen for more than \( O(n) \) times with high probability.

In summary, the baseline algorithm is always competitive with best expert in pool, up to a total regret of \( T/B \cdot O(\sqrt{B}) \), by MWU. Moreover, there is always some expert in the pool competitive with the best expert \( i^* \) up to an \( O(\varepsilon T) \) regret, except in those unlucky epochs which incur \( O(nB) \) regret. To further optimize the algorithm, we sample \( 1/\varepsilon^2 \) new experts instead of 1. It turns out that allows us to bound the total regret over the unlucky epochs by \( O(\varepsilon^2 nB) \). Putting everything together, the total regret is \( O(\varepsilon T + T/\sqrt{B} + \varepsilon^2 nB) \approx O(\varepsilon T) \).

1.2.2  Bootstrap the baseline and width reduction

The above baseline algorithm has a total regret of \( O(\varepsilon T) \), and the bottleneck lies in the following. First, the eviction rule essentially discretizes the loss into multiples of \( \varepsilon \) and we need to perform more refined division to reduce the loss. On the other hand, one can construct examples showing the pool size grows at least \( O(1/\varepsilon) \), since the loss takes range from \([0, 1]\). The idea is to bootstrap the baseline algorithm and to reduce the width of experts.\(^2\)

Precondition the experts  The idea is fairly simple: we just run MWU over the original expert \( i \) and the baseline algorithm, and take its output prediction as the new expert \( e_i \). Let \( \Delta \) denote the loss of the baseline algorithm. Roughly speaking, it is guaranteed that the performance of \( e_i \) is at

\(^2\)An expert with loss in \([a, b]\) is said to have width \((b - a)\), see [AHK12] for formal definition.
least as good as $i$ and the baseline, and since the baseline has average regret of at most $\varepsilon$, $e_i$ takes loss in $[\Delta - \varepsilon, \Delta]$.\(^3\) Therefore, the width of the loss is significantly reduced—from $[0, 1]$ to $[0, \varepsilon]$. This allows us to discretize with an additive factor $\varepsilon^2$ instead of $\varepsilon$. The idea of preconditioning is ubiquitous and powerful in modern algorithm design, but as far as we know, it is the first time applied to online prediction.

**Putting things together** The above bootstrapping procedure reduces the regret from $O(\varepsilon T)$ to $O(\varepsilon^2 T)$, up to some lower order terms. There is no reason to stop here, and in fact we repeatedly perform the bootstrapping for roughly $\frac{\log T}{\log n}$ times. Carefully balancing with the lower order terms yields a final regret bound of $O_n \left( T \frac{\log n}{\log n} \right)$. At the end, the scheme would maintain a hierarchical pool of experts. The algorithm plays a mixed strategy over them, instead of simply applying MWU. Our approach of transforming a weakly sub-linear regret $O(\varepsilon T)$ algorithm to a sub-linear regret $O(T^{1-\alpha})$ algorithm is general. We believe it could have broad applications in the area of online prediction.

### 1.2.3 Lower bound via learning in games

Our lower bound draws close connection with learning in games. It is well known that one can use no-regret learning algorithm to compute Nash equilibria of a zero-sum game [FS99], via the following template: Alice follows a no-regret algorithm with each of her action as an expert, and Bob (the adversary) best responds to it. We construct a family of zero-sum games whose equilibrium (or minmax) strategies are far apart, and any single strategy can only achieve $\varepsilon$-approximate minmax value for a few of them. The construction is by randomly embedding a generalized matching penny game. Via a counting argument, one can prove that algorithms using sub-linear space simply cannot achieve $\varepsilon$-approximate minmax in all its states for most of the games in the family. This contradicts with the fact that no-regret dynamics achieve minmax value and therefore establishes the lower bound.

### 1.3 Compared with Srinivas, Woodruff, Xu & Zhou

Before we survey other related work, [SWXZ22] is the most relevant to us. We discuss our findings in light of the main results therein.

**Lower bound** On the hardness side, [SWXZ22] shows that $\Omega(S)$ memory is necessary for achieving $O(\sqrt{nT}/S)$ regret even for i.i.d. loss sequence, whereas our lower bound indicates that $\Omega(S)$ is necessary for $O(T/S)$ regret against an adaptive adversary. These two results are incomparable in general, since our lower bound is quantitatively stronger but under a much stronger adversary model. On the technical side, the lower bounds of [SWXZ22] leverage communication complexity techniques, whereas ours (Theorem 1.3) exploits the connection between no-regret learning and zero-sum games.

**Upper bound** [SWXZ22] gives an $O(S)$-space algorithm that obtains $O(\sqrt{nT}/S)$ regret assuming that the loss sequence arrives in random order. This matches their aforementioned lower bound.

\(^3\)For technical reasons, we also need to truncate the loss because it is possible that $e_i$ performs much better than $i$ and the baseline.
Unsurprisingly, the design and analysis of the algorithm hinges heavily upon the random order assumption and does not have any implication for the (standard) worst-case loss. For worst-case loss sequence, [SWXZ22] gives an $O(\frac{n}{\delta T})$-space algorithm with $\delta T$ regret (for any $\delta T = \tilde{\Omega}(\sqrt{T})$), assuming that the best expert receives a total loss of at most $M = O\left(\frac{\delta^2 T}{\log^2 n}\right)$. The assumption on the best expert is rather strong: for their result to be meaningful, one needs $\delta < 1$ and so the best expert already has sub-linear loss. As explained earlier, our Theorem 1.1 does not require any such condition. In fact, under the assumption, the algorithmic design is conceptually simple. A naïve algorithm is to follow the advice of a single expert until its cumulative loss exceeds $M$, then switches to a new one, and repeats. This procedure uses $O(1)$ memory and is worse than the best expert in total loss by at most an $O(n)$ multiplicative factor. Instead of tracking a single expert, [SWXZ22] designs a more general scheme by sampling a pool of experts and running majority vote. Improving upon the naïve idea, their algorithm achieves a performance of $O(\delta^{-1} \log^2 n)$ multiplicatively worse than the best expert (in terms of total loss). We stress again that our algorithm works beyond this low mistake regime.

1.4 Related work

Identifying best expert is hard We first mention that identifying even an approximately best expert requires $\Omega(n)$ memory in stream. This is matched by the trivial algorithm of tracking the cumulative loss of all experts. The proof is by a simple reduction from the well-studied Set-Disjointness problem; see the survey [She14] and references therein. We refer interested reader to the prior work [SWXZ22] for a detailed argument.

Prior work on expert learning Forms of the classic MWU algorithm for online learning can be dated back to 1950’s [Bro51]. The algorithm has been analyzed in a variety of settings and shown to achieve (nearly) optimal regret [LW89, OC98]. The algorithm also finds a wide range of applications in algorithm design and optimization [CBL06, FS97, CKM+11, GH16, KM17, HLZ20, AEMP22]. See the survey [AHK12] for a complete treatment.

There are other online learning algorithm that are less computationally expensive than MWU. In particular, a line of work initiated by [KV05, HK16] equips an online learner with an (offline) optimization oracle. The goal is to minimize oracle calls, a proxy for time complexity. Strong regret and oracle complexity guarantees can be achieved under this framework [DHL+20, HHSY22, BDGR22, DLC22]. Moreover, under various structural assumptions, one can improve upon the time complexity of MWU [HS97, MW98, TMV01, KV05]. These lines of work, however, generally do not consider space bounds. Finally, in terms of technique, the algorithm of [HK16] also uses the idea of random sub-sampling of the experts.

Memory-efficient online learning There has been a recent spate of work on memory-bounded online learning, mostly in (stochastic) multi-arm bandit settings. This includes the study of both regret minimization and pure exploration [LSPY18, CK20, AW20, JHTX21, MPK21]. We mention that a recent work [AKP22] considers a multi-pass setting, where the algorithm may take several passes over the data. They show that the regret-memory trade-off can be significantly improved when this is allowed. Our work is focused on single-pass algorithm. Space usage is also considered by [KSJK13] in the analysis of pairwise losses in online learning, but under a restricted memory model.
A related line of work is on the memory-sample lower bounds for statistical and computational learning problems [SVW16, Raz17, Raz18, GRT18, SSV19, GLM20, GKL21, MSSV22], such as learning sparse parities and linear regression. Our problem is not statistical in nature, since we assume a worst-case loss sequence, and therefore does not lie in their setting. Other lines of work also study learning problems in data streams, including continual learning [CPP22], entropy estimation [ABIS19, AMNW22], detecting correlations [DS18], robust estimation [DKPP22], learning simple classifiers [BBS22] and matrix rank estimation [CMVW16].

Adversary models Our algorithm assumes an oblivious adversary, which is standard in the literature. We remark that our lower bound considers a notion of adaptivity stronger than the typical ones in the literature, where the adversary cannot access the internal randomness of the algorithm; see, e.g., [DTA12, CDS13]. Finally, several recent works show that certain lower bounds under adaptive adversary can be circumvented by smoothed analysis [RST11, BDGR22, HRS22, HHSY22].

1.5 Organization
The remainder of the paper is organized as follows. Section 2 introduces the notations and necessary technical backgrounds. Section 3 describes and analyzes our baseline algorithm, which serves as a building block for our full algorithm in Section 4. The lower bound is proved in Section 5. We conclude the paper in Section 6 by pointing out several future directions.

2 Preliminaries

Notations Throughout the paper, we use $T$ to denote the number of rounds and $n$ to denote the number of experts. We write $[n] := \{1, \ldots, n\}$ and $[n_1, n_2] := \{n_1, \ldots, n_2\}$. Let $\Delta_n$ denote the collection of probability distributions over $[n]$. Unless specified otherwise, all logarithms are base $e$. We refer to a word of memory as $O(\log(nT))$ bits.

2.1 Online learning with expert advice

We study the classic online prediction with expert problem under the (standard) oblivious adversary model. In this problem, an algorithm makes prediction every round with the advice from experts and with the goal of minimizing its regret with respect to the best expert in hindsight. Formally,

Definition 2.1 (Online learning with oblivious adversary). An algorithm is initiated with memory $M_1$ and makes prediction for $T$ rounds. At the $t$-th iteration ($t \in [T]$),

- The algorithm chooses an expert $i_t \in [n]$ based on its memory $M_t$
- The nature reveals the loss vector $\ell_t \in [0, 1]^n$
- The algorithm receives loss $\ell_t(i_t) \in [0, 1]$ and updates its memory state $M_{t+1}$.

An adversary is said to be oblivious if the sequence of loss vectors $\ell_1, \ldots, \ell_T \in [0, 1]^n$ are chosen independent of the algorithm’s decision. Equivalently, the nature fixes the loss vectors in advance (possibly randomly) and they are unknown to the algorithm. An algorithm is said to use up to $M$ bits of space if $\max_{t \in [T]} |M_t| \leq M$. 

Remark 2.1. Strictly speaking, the algorithm cannot store the loss vector $\ell_t$ into its memory in the second step, as it already takes $\Omega(n)$ bits. Instead, we allow the algorithm to query the entry of the loss vector $\ell_t$.

The goal of the algorithm is to minimize the total regret over $T$ rounds, defined as

$$R(T) := \mathbb{E} \left[ \sum_{t \in [T]} \ell_t(i_t) \right] - \min_{i^* \in [n]} \sum_{t \in [T]} \ell_t(i^*),$$

where the expectation is taken over the randomness of the algorithm. We also consider the average regret, defined as $R(T)/T$.

We also consider the adaptive adversary model and prove a linear memory lower bound.

Definition 2.2 (Online learning with strong adaptive adversary). An algorithm is initiated with memory $M_1$ and makes prediction for $T$ rounds. At the $t$-th iteration (for $t \in [T]$),

- The algorithm commits a distribution $p_t \in \Delta_n$ over the experts $[n]$ based on its memory state $M_t$;
- The adversary reveals the loss vector $\ell_t \in [0,1]^n$ after observing the distribution $p_t$;
- The algorithm receives loss $\langle p_t, \ell_t \rangle$ and updates its memory state $M_{t+1}$.

Note we assume the algorithm commits a probability distribution over the experts $[n]$ (instead of a single expert) but the realization is unknown to the adversary. Equivalently, it can be seen that the adversary can choose loss vector $\ell_t$ based on the decisions as well as the internal randomness of the algorithm up to round $t-1$.

This notion of adaptivity here is stronger than the traditional one in the online learning literature, where the adversary does not have access to the algorithm’s internal states. Rather, Definition 2.2 closely resembles white-box adversary for adversarially robust streaming algorithm, proposed recently by [ABJ+22]. We remark that the standard implementation of MWU takes $\tilde{O}(n)$ space and achieves $O\left(\sqrt{T\log n}\right)$ regret against strong adaptive adversary.

2.2 Algorithmic and mathematical tools

Multiplicative weights update. Our algorithm will use the classic MWU scheme as a subroutine. We state its update and decision rule, and the formal regret guarantees. See [AHK12] for a standard exposition.

Algorithm 1: Multiplicative weight update (MWU)

Input: Learning rate $\eta$, expert $[n]$

1 for $t$ from 1 to $T$ do
2 \hspace{1em} Compute $p_t \in \Delta_n$ over experts such that $p_t(i) \propto \exp\left(-\eta \sum_{\tau=1}^{t-1} \ell_{\tau}(i)\right)$
3 \hspace{1em} Sample an expert $i_t \sim p_t$ and observe the loss vector $\ell_t \in [0,1]^n$
4 end
Lemma 2.1 (MWU regret, [AHK12]). Suppose $n, T, \eta > 0$ and the loss $\ell_t \in [0, 1]^n$ ($t \in [T]$), then the multiplicative weight update algorithm satisfies

$$\sum_{t=1}^{T} \langle p_t, \ell_t \rangle - \min_{i^* \in [n]} \ell_t(i^*) \leq \frac{\log n}{\eta} + \eta T,$$

and with probability at least $1 - \delta$,

$$\sum_{t=1}^{T} \ell_t(i_t) - \min_{i^* \in [n]} \ell_t(i^*) \leq \frac{\log n}{\eta} + \eta T + O \left( \sqrt{T \log \left( \frac{n}{\delta} \right)} \right).$$

Taking $\eta = \sqrt{\frac{\log n}{T}}$, the MWU algorithm has a total regret of $O \left( \sqrt{T \log (nT)} \right)$ with probability at least $1 - 1/\text{poly}(T)$ and a standard implementation takes $O(n \log T)$ bits of memory.

Probability and concentration inequalities

We state the standard concentration inequality.

Lemma 2.2 (Azuma-Hoeffding bound). Let $X_0, \ldots, X_n$ be a martingale with respect to the filter $F_0 \subseteq F_1 \cdots \subseteq F_n$ such that for $Y_i = X_i - X_{i-1}$, $i \in [n]$, we have that $|Y_i| = |X_i - X_{i-1}| \leq c_i$. Then

$$\Pr[|X_t - Y_0| \geq t] \leq 2 \exp \left( \frac{-t^2}{2 \sum_{i=1}^{n} c_i^2} \right).$$

Minmax theorem

It is well known that the equilibrium value of a zero sum game is unique, and it equals to the minmax or maxmin value.

Lemma 2.3 (Minmax Theorem [Neu28]). For any $A \in \mathbb{R}^{n \times n}$, the minmax theorem guarantees that

$$\min_{x \in \Delta_n} \max_{y \in \Delta_n} x^T Ay = \max_{y \in \Delta_n} \min_{x \in \Delta_n} x^T Ay.$$

3 The building block

We first give an online learning algorithm that achieves $\widetilde{O}(\varepsilon T + TB^{-1/2} + \varepsilon^2 nB)$ total regret over $T$ days in $S = \tilde{O}(\varepsilon^{-2})$ space, where $B \ll T$ is a parameter specified later. This procedure apparently does not achieve our end goal, but instead it will serve as a building block for the our full algorithm in Section 4.

Theorem 3.1. Let $T, n, B$ be positive integer, $\varepsilon \in (0, 1/2)$, there exists an online learning algorithm that achieves $O \left( \varepsilon T + TB^{-1/2} \log^{1/2}(nT) + \varepsilon^2 nB \log T \right)$ regret with probability at least $1 - 1/\text{poly}(T)$ and uses $O(\varepsilon^{-2} \log^3(nT))$ bits of memory.

For the sake of simplicity, we assume $\varepsilon^{-1}$ and $T/B$ are integers in the rest of section.
3.1 Baseline algorithm

Algorithm description The **Baseline** (Algorithm 2) maintains a pool of experts $\mathcal{P}$ at every step. It divides the whole sequence into $T/B$ epochs, where each epoch consists of $B$ (contiguous) days. **Baseline** proceeds epoch by epoch. A random set of experts $R_t$ of size $\varepsilon^{-2}$ is sampled uniformly without replacement from $[n]$ and enters the pool at the beginning of each epoch. For now, assume an expert’s cumulative loss within each epoch is tracked and stored, ever since it joins the pool. Within an epoch, we maintain the same pool of experts and run the MWU algorithm only on them, starting with the uniform weights, and produces a (random) decision every round. Naively, the pool size grows by one every epoch, which is unacceptable for large $T$. To address the issue and bound the pool size, we evict experts at the very end of each epoch by comparing their average losses.

Intuition Intuitively, if any expert performs poorly relative to the others in the pool, it makes sense to evict it. However, care needs to be taken when comparing a long-surviving expert with a recently joined one. Due to the worst-case nature of the input, a new expert may start off by receiving significantly less loss than an old one. Nevertheless, it is yet unclear that it will continue to excel in the long run. Therefore, we design the algorithm so that an expert cannot be deleted simply because it is outperformed by a newer expert. It turns out that this rule is crucial in proving our memory bounds as well.

Eviction rule More formally, for any epoch $t \in [T/B]$, let $\mathcal{P}_t \subseteq [n]$ be the pool of experts at the beginning of $t$-th epoch (after adding $R_t$). The pool remains unchanged throughout the $t$-th epoch, and the algorithm considers removing certain experts from the pool at the end of the epoch. For experts in $R_t$, the rule is simple and we just keep the best expert. For each remaining expert $i$ (including the one that survives in $R_t$), let $\alpha(t, i) \leq t$ be the epoch when expert $i$ enters the pool. Let $\Gamma_{t,i} := [\alpha(t, i) : t]$ be the period of time from the $\alpha(t, i)$-th epoch to the $t$-th epoch. For simplicity we assume that **Baseline** explicitly tracks and updates the total loss value of all experts $i \in \mathcal{P}_t$, over each epoch since their entrance. (We will discuss later how to optimize the space usage.)

Let $L_t(i) = \frac{1}{B} \sum_{b=1}^{B} \ell_{(t-1)B+b}(i)$ be the average loss for expert $i$ in epoch $t$. For any time interval $I \subseteq \Gamma_{t,i}$, let $L_I(i) = \frac{1}{|I|} \sum_{t \in I} L_t(i)$ be the average loss of expert $i$ over $I$. The algorithm compares $i$ with every other expert $j \in \mathcal{P}_t$. The expert $i$ is evicted at the end of epoch $t$ if and only if

(i) The expert $j$ entered the pool $\mathcal{P}_t$ before the expert $i$; and

(ii) The average loss $L_{\Gamma_{t,i}}(i)$ of $i$ over $\Gamma_{t,i}$ is at least that of expert $j$ up to an additive factor of $\varepsilon$:

$$L_{\Gamma_{t,i}}(i) \geq L_{\Gamma_{t,i}}(j) - \varepsilon. \tag{3.1}$$

Simply put, condition (i) ensures that an older expert in the pool cannot be kicked out due to a younger one. Notice that (ii) effectively requires (i), since our algorithm only keeps track of the loss of the experts within the pool. If $j$ entered the pool later than $i$, we cannot even compute the right-hand side of (3.1).

We run the comparison-based pruning procedure at the very end of each epoch and use $\tilde{\mathcal{P}}_t$ to denote the set of experts that survive pruning. We will argue that (1) the size of the pool is
bounded and (2) overall the pool contains good experts such that our algorithm is competitive against the best expert, albeit it can easily be outside the pool.

Algorithm 2: Baseline expert learning algorithm (BASELINE)

| Input: Parameter $T, B$ and $\varepsilon$, experts $[n]$ |
|----------------------------------------------------------|
| 1 for each epoch $t = 1, 2, \ldots, T/B$ do |
| 2 Sample a random set $R$ of $\varepsilon^{-2}$ experts without replacement from $[n]$ and add them to $\mathcal{P}$ |
| 3 Initialize MWU (with uniform weights) over experts in $\mathcal{P}$ |
| 4 for each day $b = 1, 2, \ldots, B$ do |
| 5 Sample and play the MWU decision over experts in $\mathcal{P}$ |
| 6 /* Evict expert */ |
| 7 Remove all except the best expert from $R$ |
| 8 for every pair $\{i, j\} \in \mathcal{P}$ do |
| 9 Remove $i$ from $\mathcal{P}$ if $j$ entered $\mathcal{P}$ before $i$ and condition (3.1) holds |
| 10 end |
| 11 end |

Implementation details  Naïvely, the algorithm stores the cumulative loss of each expert in the pool, over every epoch since it entered. This may cause large memory usage. However, observe that, to execute the eviction rule, it is only required that for each $j$, we have the data $\mathcal{L}_{\Gamma_t}(j)$ for all $i$ that entered later than $j$, in addition to its own cumulative loss. Therefore, the algorithm can explicitly track these values only; and if the pool size is $S$, then this takes $O(S^2)$ words of memory. See Figure 1 for an illustration.

![Figure 1: Pool at the end of an epoch. If expert 3 is removed, then we no longer store $\mathcal{L}_{I_3}(1), \mathcal{L}_{I_3}(2)$.

3.2 Analysis of the Baseline Algorithm

We now provide a formal analysis of BASELINE (Algorithm 2) and argue its memory and regret guarantees.

3.2.1 Memory bound

The algorithm does not dictate an explicit bound on the memory, and in particular, on the size of pool. First, we present a key technical lemma that insists a loss vs. length structure on the surviving experts $\hat{\mathcal{P}}_t$. For a fixed $t$ and any $i, j \in \hat{\mathcal{P}}_t$, write $i < j$ if $\alpha(t, i) > \alpha(t, j)$—namely, $i$ joined the pool later than $j$, so $j$ is older—and $i > j$ otherwise. Note that expert $i$ and $j$ must join the pool at different time due to our eviction rule. Roughly speaking, the lemma states that if $i$
survives the pruning (after Line 10 of Algorithm 2), then for any \( j \succ i \), one of the following must happen:

(i) expert \( j \) suffers significantly more average loss over \( \Gamma_{t,j} \) than \( i \) suffers over its interval \( \Gamma_{t,i} \); or

(ii) expert \( j \) has resided in the pool significantly longer than \( i \).

For notational convenience, for any \( i, j \in \tilde{P}_t \) such that \( j \succ i \), define \( L_{i,i} = \mathcal{L}_{\Gamma_{t,i}}(i) \), \( L_{i,j} = \mathcal{L}_{\Gamma_{t,i}}(j) \) and accordingly \( L_{j,j} = \mathcal{L}_{\Gamma_{t,j}}(j) \). Then we have

**Lemma 3.2** (loss vs. length). For any epoch \( t \in [T/B] \), suppose experts \( i, j \in \tilde{P}_t \) and \( j \succ i \). Let \( \alpha \in (0,1) \), then at least one of the following must hold:

(i) \( L_{j,j} \geq L_{i,i} + \varepsilon - \alpha \);

(ii) \( |\Gamma_{t,j}| \geq \left( 1 + \frac{\alpha}{1-\alpha} \right) |\Gamma_{t,i}| \).

The underlying intuition is simple: Since \( i \) survives the pruning and \( j \) joins the pool earlier than \( i \), we know that \( j \) achieves \( \varepsilon \) worse average performance than \( i \) over its own interval. Now consider the opposite of condition (i)—it asks \( j \) to be at most \( \varepsilon - \alpha \) worse average loss overall than \( i \). For that to happen, \( j \) needs to have low error on the days before \( i \) enters the pool. However, even if \( j \) gets 0 loss over this prior period, it still requires time to bring the average loss down by at least \( \varepsilon \). Therefore, \( j \) must have entered the pool quite earlier than \( i \), which is condition (ii).

**Proof of Lemma 3.2.** By definition of the algorithm, any such expert \( i \) must have survived the comparison-based pruning against \( j \succ i \). Therefore, the condition (3.1) must fail for \( i, j \), and so we have

\[
L_{i,j} > L_{i,i} + \varepsilon. \tag{3.2}
\]

Now fix \( \alpha \in (0,1) \) and let’s assume that \( L_{j,j} < L_{i,i} + \varepsilon - \alpha \). It suffices to show that \( |\Gamma_{t,j}| \geq (1 + \frac{\alpha}{1-\alpha})|\Gamma_{t,i}| \). Let \( T_1 = |\Gamma_{t,j}| - |\Gamma_{t,i}| > 0 \) be the number of extra days \( j \) lies in the pool than \( i \), and \( T_2 = |\Gamma_{t,i}| \). Also let \( L_1 = \mathcal{L}_{\Gamma_{t,j} \setminus \Gamma_{t,i}}(j) \) be the average loss of \( j \) over the \( T_1 \) days. Simply rewriting the assumption that \( L_{j,j} < L_{i,i} + \varepsilon - \alpha \):

\[
L_{j,j} = \frac{L_1 T_1 + L_{i,j} T_2}{T_1 + T_2} < L_{i,i} + \varepsilon - \alpha. \tag{3.3}
\]

Since \( L_1 \geq 0 \), we get

\[
\frac{L_{i,j} T_2}{T_1 + T_2} < L_{i,i} + \varepsilon - \alpha. \tag{3.4}
\]

Substituting the inequality \( L_{i,i} < L_{i,j} - \varepsilon \) (3.2) to the right-side:

\[
\frac{L_{i,j} T_2}{T_1 + T_2} < L_{i,j} - \alpha \tag{3.5}
\]

Rearranging, we get

\[
T_1 > \left( \frac{L_{i,j}}{L_{i,j} - \alpha} - 1 \right) T_2 = \frac{\alpha}{L_{i,j} - \alpha} T_2 > \frac{\alpha}{1-\alpha} T_2, \tag{3.6}
\]

where the last inequality follows since \( L_{i,j} \leq 1 \). Equivalently, we have that \( |\Gamma_{t,j}| - |\Gamma_{t,i}| > \frac{\alpha}{1-\alpha} |\Gamma_{t,i}| \), and this completes the proof. \( \square \)
Lemma 3.3 (pool size). For any epoch $t \in [T/B]$, the size of the pool $\tilde{P}_t$ is at most $S = 4 \varepsilon \log T$.

**Proof.** Fix $t$ and let $S$ be the size of the pool. We sort the experts in the pool in ascending order of their entering times: $i_1 \prec i_2 \prec \cdots \prec i_S$. Define the potential function $\Phi : [S] \to \mathbb{R}_{\geq 0}$, where

$$\Phi(\tau) = 2 \log |\Gamma_{t,i_\tau}| + L_{i_\tau,i_\tau}, \quad \tau \in [S].$$

(3.7)

We note that $\Phi(1) \geq 0$ and $\Phi(S) \leq 2 \log T + 1$. The goal is to prove

$$\Phi(\tau + 1) - \Phi(\tau) \geq \varepsilon, \quad \forall \tau \in [S - 1].$$

(3.8)

This would imply the pool size $S \leq 4\varepsilon^{-1} \log T$.

We observe that Equation (3.8) is simply true whenever $L_{i_{\tau+1},i_\tau} + \varepsilon \geq L_{i_\tau,i_\tau}$ since $i_{\tau+1}$ enters the pool before $i_\tau$ by our assumption. Now, it is safe to write $L_{i_{\tau+1},i_\tau} = L_{i_\tau,i_\tau} + \varepsilon - \alpha$, for some $\alpha \in (0,1)$ ($\alpha$ would not exceed 1 as one can easily show $L_{i_\tau,i_\tau} + \varepsilon < 1$, i.e., $i_\tau$ survives at $\tilde{P}_t$). Then we have

$$\Phi(\tau + 1) - \Phi(\tau) = 2 \log (\frac{1 + \alpha}{1 - \alpha}) + \varepsilon - \alpha$$

$$\geq \min \left\{ \frac{\alpha}{1 - \alpha}, 2 \log 2 \right\} + \varepsilon - \alpha \geq \varepsilon,$$

where the second step follows from Lemma 3.2, the third step follows from $\log(1 + x) \geq \frac{x}{2}$ whenever $x < 1$ and the last step holds since $\alpha \in (0,1)$. We have proven Equation (3.8) and completed the proof. \qed

We can now wrap up with a memory bound.

**Proposition 3.4 (memory bound).** At any time during the execution of BASELINE, the memory usage is at most $O\left(\varepsilon^{-2} \log^3 (nt)\right)$ bits.

**Proof.** Fix an epoch $t$, as we observed earlier, for each expert $j \in \tilde{P}_{t-1}$, the algorithm only needs to keep track of their loss over the intervals $\Gamma_{t-1,i}$ for all $i \in \mathcal{P}_{t-1}$ such that $i \prec j$. In particular, for each $j \in \mathcal{P}_{t-1}$, the algorithm stores $L_{\Gamma_{t-1,i}}(j)$ for all $i \prec j$. This is sufficient for executing the eviction rule (Equation (3.1)). Storing each $L_{\Gamma_{t-1,i}}(j)$ takes $O(\log nT)$ bits. By Lemma 3.3, there are at most $S = 4 \varepsilon \log T$ experts in $\mathcal{P}_t$. This leads to $S^2 \cdot O(\log nT) = O(\varepsilon^{-2} \log^3 (nt))$ bits of memory usage. We sample $|R_t| = \varepsilon^{-2}$ new experts at the beginning of $t$-th epoch and keep track of them within the epoch, these takes $O(\varepsilon^{-2} \log nT)$ extra bits. \qed

3.2.2 Regret bound

We now prove a regret bound of BASELINE. On a high level, the MWU procedure only guarantees that BASELINE is always competitive with the best expert in the pool. The key challenge here therefore is to argue that our pool is competitive against even the best expert among $[n]$, which may lie outside the pool. Indeed, next we will prove that the the experts in the pool is nearly competitive against the best expert, except in $O(\varepsilon^2 n)$ epochs. Formally, we show:

}\end{enumerate}
Proposition 3.5 (regret bound). Given the parameter $\varepsilon \in (0, 1/2)$ and positive integer $B \ll T$, BASELINE (Algorithm 2) achieves a total regret of $O\left(\varepsilon T + TB^{-1/2}\log^{1/2}(nT) + \varepsilon^2 nB \log T\right)$ with probability at least $1 - 1/\text{poly}(T)$.

Let $i^*$ denote the best expert in hindsight. Since the adversary is oblivious to the algorithm’s decision, it suffices to fix a loss sequence $\ell_1, \ell_2, \ldots, \ell_T \in [0, 1]^n$ and prove the algorithm achieves low regret on it. Let $\xi_t$ denote the random bits used by BASELINE during the $t$-th epoch, which includes both the randomness of sampling $R_t$ and the random bits used by MWU within the epoch.

Initialize $\mathcal{B} = \emptyset$ and $i(t) = \text{nil}$ for each $t \in [T/B]$. We will build up the set $\mathcal{B} \subseteq [T/B]$ over time. Intuitively, it contains “unlucky” epochs that we have no control over the regret. On the other hand, for any lucky epoch $t \in [T/B] \setminus \mathcal{B}$, we would associate the $t$-th epoch with an expert $i(t) \in [n]$ that (1) is competitive with $i^*$, and (2) lies in the pool $\mathcal{P}_t$. Formally, the value of $\mathcal{B}$ and $\{i(t)\}_{t \in [T/B]}$ are assigned by the following stochastic process.

Stochastic process Starting with $\beta(1) = 1$ and $\tau = 1$, define a (discrete) stochastic process by realizing the randomness $\xi_1, \ldots, \xi_{T/B}$ epoch by epoch. Suppose the process proceeds to step $\tau$ and the randomness $\xi_1, \ldots, \xi_{\beta(\tau)-1}$ are realized up to the $(\beta(\tau) - 1)$-th epoch. Then the pool $\tilde{\mathcal{P}}_{\beta(\tau)-1}$ is also fixed by definition. Let $t(i^*, \tau)$ denote the epoch when $i^*$ gets evicted, conditioned on $i^* \in R_{\beta(\tau)}$ due to the randomness $\xi_{\beta(\tau)}$ and that it survives the competition among $R_{\beta(\tau)}$ (Line 7 of Algorithm 2). (If $i^*$ never gets evicted, then we set $t(i^*, \tau) = \infty$.) The (conditional) eviction time $t(i^*, \tau)$ of expert $i^*$ is determined by the fixed pool $\tilde{\mathcal{P}}_{\beta(\tau)-1}$ and the loss sequence $\ell_1, \ldots, \ell_T$.

In other words, we observe that $t(i^*, \tau) \in [T/B]$ is only a function of $\ell_1, \ldots, \ell_T$ and $\tilde{\mathcal{P}}_{\beta(\tau)-1}$: it is independent of $\xi_{\beta(\tau)+1}, \ldots, \xi_{T/B}$ because $i^*$ enters at epoch $\beta(\tau)$ and can only be kicked out by experts joining before it, i.e., the experts in $\tilde{\mathcal{P}}_{\beta(\tau)-1}$; and it is independent of $\xi_{\beta(\tau)}$ because we already condition on the event of $i^*$ surviving among $R_{\beta(\tau)}$.

We now continue to define the stochastic process and consider the following cases.

- **Case 1.** Suppose $t(i^*, \tau) \neq \infty$, i.e., expert $i^*$ would be evicted at the end of epoch $t(i^*, \tau) \in [\beta(\tau), T/B]$. Suppose it is removed by expert $i^*_\tau$. Then we set $\beta(\tau+1) = t(i^*, \tau) + 1$ and assign $i(\beta(\tau)) = \cdots = i(\beta(\tau) + 1) - 1 = i^*$. We then realize the randomness $\xi_{\beta(\tau)}, \ldots, \xi_{\beta(\tau)+1}$ and proceed to step $\tau + 1$.

- **Case 2.** Suppose $t(i^*, \tau) = \infty$, i.e., expert $i^*$ would not be kicked out of the pool once it is sampled in $R_{\beta(\tau)}$ and survives the competition among $R_{\beta(\tau)}$. We then realize the randomness of $\xi_{\beta(\tau)}$ and further divide into two cases based on it.

  - **Case 2-1.** If $R_{\beta(\tau)}$ contains an expert $i^*_\tau \in [n]$ that receives less loss than $i^*$ during epoch $\beta(\tau)$, then we set $\beta(\tau + 1) = \beta(\tau) + 1$ and assign $i(\beta(\tau)) = i^*_\tau$. We proceed to step $\tau + 1$.

  - **Case 2-2.** Suppose $R_{\beta(\tau)}$ does not contain any expert that gets less loss than $i^*$ during epoch $\beta(\tau)$, then
    - **Case 2-2-1.** If expert $i^*$ has been sampled, i.e., $i^* \in R_{\beta(\tau)}$, then assign $i(\beta(\tau)) = \cdots = i(T/B) = i^*$ and terminate the process. We note that by the definition of $t(i^*, \tau)$ and the condition, $i^*$ will survive till the end.
    - **Case 2-2-2.** If expert $i^*$ has not been sampled, i.e., $i^* \notin R_{\beta(\tau)}$, then add $\beta(\tau)$ into $\mathcal{B}$ and set $\beta(\tau + 1) = \beta(\tau) + 1$. We proceed to step $\tau + 1$.
Having defined the stochastic process, we proceed with our regret analysis. The following two lemmas are critical to the proof. First, we show the size of $\mathcal{B}$ is small with high probability:

**Lemma 3.6** (unlucky epoch). With probability at least $1 - 1/\text{poly}(T)$, the stochastic process ends with $|\mathcal{B}| \leq O(\varepsilon^2 n \log T)$.

**Proof.** We count the total number of steps that the stochastic process come with Case 2-2. Whenever the process falls into Case 2-2, i.e., at some step $\tau$, $R_{\beta(\tau)}$ does not contain any expert better than $i^*$ during epoch $\beta(\tau)$, we know that

$$\Pr \left[ i^* \in R_{\beta(\tau)} \mid R_{\beta(\tau)} \right] \text{ has no expert better than } i^* \text{ during epoch } \beta(\tau) \geq \frac{1}{n} \cdot \varepsilon^{-2}, \quad (3.9)$$

since there are $\varepsilon^{-2}$ experts sampled without replacement from $[n]$. Consider the following two cases: (1) if $i^* \in R_{\beta(\tau)}$, then the process would terminate immediately and there will be no more Case 2-2 in the future. This situation happens with probability at least $\frac{1}{n} \cdot \varepsilon^{-2}$ by Equation (3.9); and (2) if $i^* \notin R_{\beta(\tau)}$, then the process would still continue. Since we do not augment $\mathcal{B}$ in Case 1 and Case 2-1, the size of $\mathcal{B}$ is bounded by total number of steps of Case 2-2, and we have,

$$\Pr \left[ |\mathcal{B}| \geq c\varepsilon^2 n \log T \right] \leq (1 - 1/\varepsilon^2 n) \cdot \varepsilon^2 n \log T \leq T^{-c}.$$

This concludes the proof. \hfill \Box

We then prove for epoch $t \in [T]$, the expert $i(t)$ resides in pool $\mathcal{P}_t$ and is competitive with $i^*$ (over certain time period).

**Lemma 3.7** (cover). For any epoch $t \in [T/B]\setminus \mathcal{B}$, suppose $\beta(\tau) \leq t < \beta(\tau + 1)$, then we have

(i) $i(\beta(\tau)) = \cdots = i(t) = \cdots = i(\beta(\tau + 1) - 1) = i^*_\tau \neq \text{nil}$;

(ii) $i^*_\tau \in \mathcal{P}_\nu$ for any $\nu \in [\beta(\tau) : \beta(\tau + 1) - 1]$;

(iii) $\sum_{\nu = \beta(\tau)}^{\beta(\tau + 1) - 1} L_\nu(i(t)) < \sum_{\nu = \beta(\tau)}^{\beta(\tau + 1) - 1} L_\nu(i^*) + \varepsilon (\beta(\tau + 1) - \beta(\tau))$.

**Proof.** The first claim is straightforward from the assignment process. Since $t \in [\beta(\tau) : \beta(\tau + 1) - 1]$ and $t \notin \mathcal{B}$, we note in the $\beta(\tau)$-th epoch, the process falls into Case 1, Case 2-1 or Case 2-2-1.

In Case 1. If $i^*$ is sampled in the $R_{\beta(\tau)}$ and happens to survive the comparison among $R_t$, then $i^*$ would be evicted at the end of $(\beta(\tau + 1) - 1)$-th epoch when comparing with expert $i^*_\tau$. First of all, this indicates that $i^*_\tau$ enters the pool before epoch $\beta(\tau)$ (an expert can only be evicted by older expert), and therefore, the eviction time of $i^*_\tau$ is already determined given $\xi_1, \ldots, \xi_{\beta(\tau) - 1}$ and $\ell_1, \ldots, \ell_{T/B}$ and it is no earlier than $\beta(\tau + 1) - 1$ because otherwise, it could not kick $i^*$ out. The third claims follows directly from the eviction rule (see Equation (3.1)).

In Case 2-1, we know that $\beta(\tau) = t$, $\beta(\tau + 1) = t + 1$ and $i^*_\tau \in R_t$ is an expert that has better performance than $i^*$. The second and last claims are then straightforward.

Finally, in Case 2-2-1, we note that $i^*_\tau = i^*$ and $i^*$ survives till the end. The last two claims are straightforward and we finish the proof. \hfill \Box

Now we can finish the proof of Proposition 3.5.
Proof of Proposition 3.5. Conditioned on the high probability event of Lemma 3.6, the total regret of BASELINE is controlled as follows:

\[ \sum_{t=1}^{T/B} \sum_{b=1}^{B} \ell((t-1)B+b) \left( \hat{x}((t-1)B+b) - \ell((t-1)B+b) \right) \]

\[ = \sum_{t \in [T/B] \setminus B} \sum_{b=1}^{B} \left( \ell((t-1)B+b) \left( \hat{x}((t-1)B+b) - \ell((t-1)B+b) \right) \right) + \sum_{t \in B} \sum_{b=1}^{B} \left( \ell((t-1)B+b) \left( \hat{x}((t-1)B+b) - \ell((t-1)B+b) \right) \right) \]

\[ \leq \sum_{t \in [T/B] \setminus B} \sum_{b=1}^{B} \left( \ell((t-1)B+b) \left( \hat{x}((t-1)B+b) - \ell((t-1)B+b) \right) \right) + O(\epsilon^2 n \log T) \cdot B \]

\[ \leq \sum_{t \in [T/B] \setminus B} B(\mathcal{L}_t(i(t)) - \mathcal{L}_t(i^*)) + \frac{T}{B} \cdot O \left( \sqrt{B \log(nT)} \right) + O \left( \epsilon^2 n B \log T \right) \]

\[ = \sum_{t} B(\mathcal{L}_t(i(t)) - \mathcal{L}_t(i^*)) + O \left( TB^{-1/2} \log^{1/2}(nT) \right) + O \left( \epsilon^2 n B \log T \right) \]

\[ \leq \sum_{t} \epsilon B(\beta(t + 1) - \beta(t)) + O \left( TB^{-1/2} \log^{1/2}(nT) \right) + O \left( \epsilon^2 n B \log T \right) \]

\[ = O \left( \epsilon T + TB^{-1/2} \log^{1/2}(nT) + \epsilon^2 n B \log T \right) . \]

We split the regret based on whether \( t \) belongs to \( B \) in the first step. The second step follows from \( |B| \leq O(\epsilon^2 n \log T) \) (Lemma 3.6) and \( \ell_t \in [0, 1]^n \). The third step follows from the guarantee of MWU (Lemma 2.1) and the fact that the expert \( i(t) \) is contained in the pool \( \mathcal{P}_t \) (second claim of Lemma 3.7). We split \( [T/B] \) according to \( \beta(t) \) in the fourth step and make use of the first claim of Lemma 3.7. The fifth step follows from the third claim of Lemma 3.7. We conclude the regret analysis. 

Combining Proposition 3.4 and Proposition 3.5, we conclude the proof of Theorem 3.1. Moreover, balancing the last two regret terms by taking \( B = (T/\epsilon^2 n)^{2/3} \), we get:

**Corollary 3.8.** Let \( T, n \) be positive integer, \( \epsilon \in (0, 1/2) \), \( T = \Omega(\epsilon^2 n) \), there exists an online learning algorithm that achieves \( \tilde{O}(\epsilon T + T^{2/3}(\epsilon^2 n)^{1/3}) \) regret with probability at least \( 1 - 1/poly(T) \) and uses \( O(\epsilon^{-2} \log^3(nT)) \) bits of memory.

## 4 Full algorithm and analysis

Building upon BASELINE, we can state our main result.

**Theorem 4.1** (Main algorithmic result). Let \( T, n \) be positive integers and \( \delta \in (0, 1) \). There exists an online learning algorithm that achieves a total regret of \( \tilde{O} \left( n^2 T \frac{2}{n^2} \right) \) with probability at least \( 1 - poly(T) \) and uses \( O \left( n^\delta \log^4(nT) \right) \) bits of memory.

### 4.1 Full Algorithm

**Parameters** Let \( \epsilon = n^{-\delta/2} \) and \( T = n(n/\epsilon)^K \). For simplicity, we assume \( \epsilon^{-1}, \epsilon n \) and \( K \) are positive integers for now. Define \( T_k = n(n/\epsilon)^k \) for each \( k \in [K] \), and the epoch length is fixed as
Algorithm description The FullAlgo (pseudocode in Algorithm 5) aggregates Baseline+ (Algorithm 3) by levels. We first describe the algorithm Baseline+, which takes in a level parameter $k$. At the bottom level ($k = 1$), the algorithm repeatedly runs Baseline for $T/T_1 = (n/\varepsilon)^{K-1}$ episodes. Within each episode, the algorithm starts with a fresh run of Baseline and continues for $T_1 = n^2/\varepsilon$ days. The $T_1$ days are split into $\varepsilon n^2$ epochs, and each epoch contains $B = 1/\varepsilon^2$ days. We will later see that this guarantees that each $n^2/\varepsilon$ days, the algorithm gets a total regret of $O(n^2 \log(nT))$ compared with the best expert.

Baseline+ differs significantly from Baseline starting from the second level ($k \geq 2$). Instead of potentially playing a different decision every day, Baseline+ joins every $T_{k-1} = n(n/\varepsilon)^{k-1}$ consecutive days as one decision day and plays the same decision on all of them. There are $T/T_k$ episodes and $n/\varepsilon$ decision days within each episode. Again, they are divided into $\varepsilon n$ epochs with $1/\varepsilon^2$ days each epoch. The algorithm restarts every episode.

The key point is that instead of directly following the advice of expert $i$, the algorithm follows from the combination of expert $i$ and Baseline+($k-1$). In particular, MergeExp (pseudocode in Algorithm 4) takes an expert $i$ and Baseline+($k-1$) and runs MWU over them. We take it as the new expert $e_{k,i}$ for level $k$. The advantage is that the loss of $e_{k,i}$ is roughly the minimum of Baseline+($k-1$) and $i$ (by the regret guarantee of MWU) and thus has small width. This motivates the modified eviction rule.

Eviction rule We reload the notations from Section 3 and introduce a few more. For any level $k \in [K]$, episode $r \in [T/T_k]$, epoch $t \in [\varepsilon n]$, let $P_{k,r,t} \subseteq \{e_{k,i}\}_{i \in [n]}$ be the pool of experts at the beginning of $t$-th epoch (after adding $R_{k,r,t}$) and the pool remains unchanged during the $t$-th epoch. Let $T_{k,r,t,b} = (r-1)T_k + (t-1)BT_{k-1} + (b-1)T_{k-1}$. For each decision day $b \in [B]$, we update the MWU and the cumulative loss according to the truncated loss

$$\hat{L}_{k,r,t,b}(e_{k,i}) = \max \left\{ L_{k,r,t,b}(e_{k,i}) - L_{k,r,t,b}(\text{Baseline+}(k-1)), -\varepsilon^{-k-1} \log^{2k-1}(nT) \right\} \quad (4.1)$$

where

$$L_{k,r,t,b}(e_{k,i}) = \frac{1}{T_{k,-1}} \sum_{t=1}^{T_{k-1}} \ell_{T_{k,r,t} + t}(e_{k,i}) \quad (4.2)$$

is the average loss on the $b$-th decision day. Note that without the truncation, $\hat{L}_{k,r,t,b}$ would simply be a shift of $L_{k,r,t,b} \in [0,1]^{n}$. Looking ahead, the truncation guarantees the width of $\hat{L}_{k,r,t,b}$ to be $2\varepsilon^{-k-1} \log^{2k-1}(nT)$, since it is possible that $e_{k,i}$ performs much better than expert $i$ and Baseline+($k-1$).

Now we can state the eviction rule as follows. For experts in $R_{k,r,t}$, we just keep the best expert. For each remaining expert $e_{k,i}$ (include the one that survives in $R_{k,r,t}$), let $\Gamma_{k,r,t,i}$ be the period of time that $e_{k,i}$ resides in the pool. For any time interval $I \subseteq \Gamma_{k,r,t,i}$, recall that $L_I(e_{k,i}) = \frac{1}{|I|} \sum_{t \in I} L_t(e_{k,i})$ is the average loss of expert $j$ over $I$. Let $\hat{L}_I(e_{k,i}) = \frac{1}{|I|} \sum_{t \in I} \hat{L}_t(e_{k,i})$ be the cumulative truncated loss defined similarly. The algorithm compares $e_{k,i}$ with every other expert $e_{k,j} \in P_{k,r,t}$, and the expert $e_{k,i}$ is evicted at the end of epoch $t$ if and only if

(i) The expert $e_{k,j}$ entered the pool $P_{k,r,t}$ before the expert $e_{k,i}$; and
(ii) The average loss $\hat{L}_{k,r,t,i}(e_{k,i})$ of $e_{k,i}$ over $\Gamma_{k,r,t,i}$ is at least that of expert $e_{k,j}$ up to an additive factor of $\varepsilon^k \log^{2k-1}(nT)$:

$$\hat{L}_{k,r,t,i}(e_{k,i}) \geq \hat{L}_{k,r,t,i}(e_{k,j}) - \varepsilon^k \log^{2k-1}(nT).$$

(4.3)

In summary, BASELINE$_+(k)$ (for $k \in [K]$) differs from BASELINE in three ways:

- BASELINE$_+(k)$ restarts every $T_k$ days, and within each episode, it regards $T_{k-1}$ days as one decision day;
- BASELINE$_+(k)$ follows the decision of MERGEEXP instead of directly using the original experts $[n]$, and crucially it considers the truncated loss for eviction and MWU update;
- The eviction threshold changes from $\varepsilon$ to $\varepsilon^k \log^{2k-1}(nT)$.

Finally, we note that FULLALGO outputs the decision of BASELINE$_+(K)$. The pseudocode of
these procedures are given below.

**Algorithm 3: Baseline**

**Input:** Parameter $k$

1. for each episode $r = 1, 2, \ldots, T/T_k$ do
   /* if $k = 1$, then loop from 1 to $\varepsilon n^2$ */
   2. for each epoch $t = 1, 2, \ldots, \varepsilon n$ do
      3. For all $i \in [n]$, let $e_{i,k} = \text{MERGEExp}(k, i)$.
      4. Sample a random set $R$ of $\varepsilon^{-2}$ experts without replacement from $\{e_{i,k}\}_{i \in [n]}$, add them to $\mathcal{P}$.
      5. for each decision day $b = 1, 2, \ldots, B$ do
         6. Compute $p \propto \exp\left(-\eta \sum_{\tau=1}^{b-1} \hat{L}_{k,r,t,\tau}(e_{k,i})\right)$ for $e_{k,i} \in \mathcal{P}$
         7. Sample an expert $i_{k,r,t,b} \sim p$ and follow $e_{k,i_{k,r,t,b}}$ for $T_k - 1$ days
      end
     8. Remove all except the best expert from $R$
     9. for every pair $\{e_{k,i}, e_{k,j}\} \in \mathcal{P}$ do
        10. Remove $e_{k,i}$ from $\mathcal{P}$ if $e_{k,j}$ entered $\mathcal{P}$ before $e_{k,i}$ and condition (4.3) holds
     end
   11. end
   12. Clear the pool $\mathcal{P}$ and restart
   end

**Algorithm 4: Merge expert (MERGEExp)**

**Input:** Parameter $k$, expert $i$

**Output:** Expert $e_{k,i}$

1. for each episode $r = 1, 2, \ldots, T/T_{k-1}$ do
   2. Initiate with uniform weight over expert $i$ and Baseline$_+(k - 1)$
   3. for $t = 1, 2, \ldots, T_{k-1}$ do
      4. Run MWU over expert $i$ and Baseline$_+(k - 1)$, and play the decision
   end
   5. end

**Algorithm 5: Full expert learning algorithm (FULLALGO)**

**Input:** Parameter $T$, $\varepsilon$, experts $[n]$

Maintain Baseline$_+(k)$ (for each $k \in [K]$) and play the decision of Baseline$_+(K)$

### 4.2 Analysis of FULLALGO

We provide a formal analysis of FULLALGO and prove its memory and regret guarantees.

#### 4.2.1 Regret analysis

We start with the regret analysis first, since the memory analysis depends on it. Formally, we aim to show:
Proposition 4.2 (regret bound). For any level \( k \in [K] \) and episode \( r \in [T/k] \), the Baseline\(_+\)(\( k \)) has a total regret of \( O\left( n^{k+1} \log^2(nT) \right) \) with probability at least 1 - \( 1/\text{poly}(T) \).

We prove the claim by an induction on \( k \). The case \( k = 1 \) follows directly from Proposition 3.5 by taking \( T = T_1 = n^2/\varepsilon \) and \( B = 1/\varepsilon^2 \). Suppose the induction holds up to level \( k-1 \) (\( k \geq 2 \)), i.e.,
\[
\mathcal{L}_{r,k,t,b}(\text{Baseline}_+(k-1)) - \mathcal{L}_{r,k,t,b}(i) \leq \varepsilon^{k-1} \log^{2k-2}(nT).
\] (4.4)

We proceed for level \( k \) and prove the claim for any episode \( r \in [T/k] \).

We first state some basic properties on \( \mathcal{L}_{k,r,t,b}(e_{k,i}) \) and \( \hat{\mathcal{L}}_{k,r,t,b}(e_{k,i}) \). The first claim states \( e_{k,i} \) is relatively good on each decision day (since it runs MWU over expert \( i \) and Baseline\(_+(k-1)\)), and the second claim states \( \hat{\mathcal{L}}_{k,r,t,b}(e_{k,i}) \) has small width.

Lemma 4.3. For epoch \( t \in [\varepsilon n] \) and decision day \( b \in [B] \), with probability at least 1 - \( 1/\text{poly}(T) \), one has

- \( \mathcal{L}_{k,r,t,b}(e_{k,i}) \leq \min\{ \mathcal{L}_{k,r,t,b}(i), \mathcal{L}_{k,r,t,b}(\text{Baseline}_+(k-1)) \} + O\left( \sqrt{\log(nT)/T_{k-1}} \right) \); and

- \( \hat{\mathcal{L}}_{k,r,t,b}(e_{k,i}) \in \left[ -\varepsilon^{k-1} \log^{2k-1}(nT), \varepsilon^{k-1} \log^{2k-1}(nT) \right] \).

Proof. The first claim follows directly from the MWU guarantee of MergeExpert, in particular, with probability at least 1 - 1/\( \text{poly}(T) \),
\[
\mathcal{L}_{k,r,t,b}(e_{k,i}) \leq \min\{ \mathcal{L}_{k,r,t,b}(i), \mathcal{L}_{k,r,t,b}(\text{Baseline}_+(k-1)) \} + O\left( \sqrt{\log(nT)/T_{k-1}} \right). \tag{4.5}
\]

For the second claim, we have
\[
\mathcal{L}_{k,r,t,b}(e_{k,i}) - \mathcal{L}_{k,r,t,b}(\text{Baseline}_+(k-1)) \leq \mathcal{L}_{k,r,t,b}(i) - \mathcal{L}_{k,r,t,b}(\text{Baseline}_+(k-1)) + O\left( \sqrt{\log(nT)/T_{k-1}} \right)
\]
\[
\leq 2\varepsilon^{k-1} \log^{2k-2}(nT).
\]

where the first step follows from Equation (4.5), the second step holds due to induction hypothesis (Equation (4.4)) and \( T_{k-1} = n(n/\varepsilon)^{k-1} \). Therefore,
\[
\hat{\mathcal{L}}_{k,r,t,b}(e_{k,i}) = \max\left\{ \mathcal{L}_{k,r,t,b}(e_{k,i}) - \mathcal{L}_{k,r,t,b}(\text{Baseline}_+(k-1)), -\varepsilon^{k-1} \log^{2k-1}(nT) \right\}
\]
\[
\in \left[ -\varepsilon^{k-1} \log^{2k-1}(nT), \varepsilon^{k-1} \log^{2k-1}(nT) \right].
\]

We finish the proof here. \( \square \)

Next we show that even though we update MWU in Baseline\(_+(k)\) using the truncated loss, the regret with respect to the original expert \( \lceil n \rceil \) can be still be bounded.

Lemma 4.4. For any epoch \( t \in [\varepsilon n] \), suppose \( e_{k,i} \in \mathcal{P}_{k,r,t} \), then with probability at least 1 - 1/\( \text{poly}(T) \),
\[
\sum_{b=1}^{B} \mathcal{L}_{k,r,t,b}(e_{k,i,b,t,b}) \leq \sum_{b=1}^{B} \hat{\mathcal{L}}_{k,r,t,b}(e_{k,i}) + \mathcal{L}_{k,r,t,b}(\text{Baseline}_+(k-1)) + \frac{1}{4} \varepsilon^{k-2} \log^{2k}(nT).
\]
Proof. By Lemma 4.3, we note that \( \widehat{L}_{k,r,t}(e_{k,j}) \in [ -\varepsilon^{k-1} \log^{2k-1}(nT), \varepsilon^{k-1} \log^{2k-1}(nT) ] \) for any \( j \in [n] \). Recall that BASELINE\(_+\)(k) runs MWU in epoch \( t \) with \( B = 1/\varepsilon^2 \) decision days, hence, with probability at least \( 1 - \text{poly}(T) \),

\[
\sum_{b=1}^{B} \widehat{L}_{k,r,t,b}(e_{k,i,k,r,t,b}) \leq \sum_{b=1}^{B} \widehat{L}_{k,r,t,b}(e_{k,i}) + \varepsilon^{k-1} \log^{2k-1}(nT) \cdot O \left( \sqrt{\log(nT)/\varepsilon} \right)
\]

\[
\leq \sum_{b=1}^{B} \widehat{L}_{k,r,t,b}(e_{k,i}) + \frac{1}{4} \varepsilon^{k-2} \log^{2k}(nT).
\]

The LHS satisfies

\[
\sum_{b=1}^{B} \widehat{L}_{k,r,t,b}(e_{k,i,k,r,t,b}) = \sum_{b=1}^{B} \max \left\{ L_{k,r,t,b}(e_{k,i,k,r,t,b}) - L_{k,r,t,b}(\text{BASELINE}_+(k-1)), -\varepsilon^{k-1} \log^{2k-1}(nT) \right\}
\]

\[
\geq L_{k,r,t,b}(e_{k,i,k,r,t,b}) - L_{k,r,t,b}(\text{BASELINE}_+(k-1)).
\]

Combining Equation (4.6) and Equation (4.7), we conclude the proof.

Lemma 4.5. For any \( i \in [n] \) and epoch \( t \in [\varepsilon n] \), with probability at least \( 1 - 1/\text{poly}(T) \),

\[
\sum_{b=1}^{B} L_{k,r,t,b}(e_{k,i,k,r,t,b}) \leq \sum_{b=1}^{B} L_{k,r,t,b}(i) + O \left( \varepsilon^{k-3} \log^{2k-2}(nT) \right).
\]

Proof. For any expert \( e_{k,i} \), any decision day \( b \in [B] \), since MERGEEXP runs MWU over BASELINE\(_+\)(k–1) and expert \( i \), then with probability at least \( 1 - 1/\text{poly}(T) \),

\[
L_{k,r,t,b}(e_{k,i}) \leq L_{k,r,t,b}(\text{BASELINE}_+(k-1)) + O \left( \sqrt{\log(nT)/T_{k-1}} \right)
\]

\[
\leq L_{k,r,t,b}(i) + \varepsilon^{k-1} \log^{2k-2}(nT) + O \left( \sqrt{\log(nT)/T_{k-1}} \right)
\]

\[
\leq L_{k,r,t,b}(i) + O \left( \varepsilon^{k-1} \log^{2k-2}(nT) \right).
\]

The first step follows from the guarantee of MWU, the second step follows from induction hypothesis (Equation (4.4)) and the last step follows from the choice of \( T_{k-1} \). Summing over \( b \in [B] \), we get the desired bound.

Let \( i^*_{k,r} \in [n] \) be the optimal expert in the \( r \)-th episode. We use the same stochastic process of Section 3.2.2 to define the unlucky epoch \( \mathcal{B}_{k,r} \subseteq [\varepsilon n] \) and assign \( i(t) \in [n] \cup \{ \text{nil} \} \) \( t \in [\varepsilon n] \). Note that we fix all the randomness used at level 1, 2, \ldots, \( k-1 \) and episode 1, 2, \ldots, \( r-1 \) in advance, and so the stochastic process depends only on the randomness of BASELINE\(_+\)(k) inside episode \( r \).

We can similarly bound the number of unlucky epochs.

Lemma 4.6 (unlucky epoch). With probability at least \( 1 - 1/\text{poly}(T) \),

(i) \( |\mathcal{B}_{k,r}| \leq O(\varepsilon^2 n \log T) \) and

(ii) \( \sum_{b=1}^{B} L_{k,r,t,b}(e_{k,i^*_k,r,t,b}) - \sum_{b=1}^{B} L_{k,r,t,b}(i^*_{k,r}) \leq O \left( \varepsilon^{k-3} \log^{2k-2}(nT) \right) \) for any \( t \in \mathcal{B}_{k,r} \).

22
Proof. The first claim follows directly from Lemma 3.6, the second claim follows from Lemma 4.5.

The covering property holds similarly:

Lemma 4.7 (cover). For any epoch $t \in [\varepsilon n]\backslash B_{k,r}$, suppose $\beta(\tau) \leq t < \beta(\tau+1)$, then with probability at least $1 - 1/poly(T)$, we have

(i) $i(\beta(\tau)) = \cdots = i(t) = \cdots = i(\beta(\tau+1) - 1) = i^*_{k,r,\tau} \neq \text{nil}$;

(ii) $i^*_{k,r,\tau} \in P_{k,r,\nu}$ for any $\nu \in [\beta(\tau) : \beta(\tau+1) - 1]$; and

(iii)

$$\sum_{\nu=\beta(\tau)}^{\beta(\tau+1)-1} \sum_{b=1}^{B} \hat{L}_{k,r,t,b}(e_{k,i(t)}) + L_{k,r,t,b}(\text{BASELINE}_+(k - 1))$$

$$< \sum_{\nu=\beta(\tau)}^{\beta(\tau+1)-1} \sum_{b=1}^{B} \hat{L}_{k,r,t,b}(i^*_{k,r}) + 2\varepsilon^{k-2} \log^{2k-1}(nT)(\beta(\tau+1) - \beta(\tau)).$$

Proof. The first two claims follow exactly from Lemma 3.7. For the last claim, first we have

$$\sum_{\nu=\beta(\tau)}^{\beta(\tau+1)-1} \sum_{b=1}^{B} \hat{L}_{k,r,t,b}(e_{k,i(t)}) < \sum_{\nu=\beta(\tau)}^{\beta(\tau+1)-1} \sum_{b=1}^{B} \hat{L}_{k,r,t,b}(e_{k,i^*_{k,r}}) + \varepsilon^k \log^{2k-1}(nT)B(\beta(\tau+1) - \beta(\tau))$$

$$= \sum_{\nu=\beta(\tau)}^{\beta(\tau+1)-1} \sum_{b=1}^{B} \hat{L}_{k,r,t,b}(e_{k,i^*_{k,r}}) + \varepsilon^{k-2} \log^{2k-1}(nT)(\beta(\tau+1) - \beta(\tau)),

(4.8)$$

where the first step follows from the third claim of Lemma 4.7 by replacing $\varepsilon$ with $\varepsilon^k \log^{2k-1}(nT)$, and the second step comes from the choice of $B = 1/\varepsilon^2$.

With probability at least $1 - 1/poly(T)$, we have

$$\sum_{b=1}^{B} \hat{L}_{k,r,t,b}(e_{k,i^*_{k,r}})$$

$$= \sum_{b=1}^{B} \max\{L_{k,r,t,b}(e_{k,i^*_{k,r}}) - L_{k,r,t,b}(\text{BASELINE}_+(k - 1)), -\varepsilon^{k-1} \log^{2k-1}(nT)\}$$

$$\leq \sum_{b=1}^{B} \max\{L_{k,r,t,b}(i^*_{k,r}) - L_{k,r,t,b}(\text{BASELINE}_+(k - 1)) + O\left(\sqrt{\log(nT)/T_{k-1}}\right), -\varepsilon^{k-1} \log^{2k-1}(nT)\}$$

$$\leq \sum_{b=1}^{B} L_{k,r,t,b}(i^*_{k,r}) - L_{k,r,t,b}(\text{BASELINE}_+(k - 1)) + O(\sqrt{\log(nT)/T_{k-1}}) \cdot (1/\varepsilon^2)$$

$$\leq \sum_{b=1}^{B} L_{k,r,t,b}(i^*_{k,r}) - L_{k,r,t,b}(\text{BASELINE}_+(k - 1)) + \varepsilon^{k-2} \log^{2k-1}(nT).

(4.9)
The first step follows from the definition, the second step follows from the first claim in Lemma 4.3, the third step holds due to the induction hypothesis (Equation (4.4)), the last step follows from the choice of $T_{k-1}$.

Combining Equation (4.8) and Equation (4.9), we complete the proof.

We can now wrap up the proof of Proposition 4.2:

**Proof of Proposition 4.2.** With probability at least $1 - 1/\poly(T)$, we have

$$
\sum_{t=1}^{\varepsilon n} \sum_{b=1}^{B} \mathcal{L}_{k,r,t,b} (e_{k,i,k,r,t,b}) - \mathcal{L}_{k,r,t,b}(i^*_{k,r}) \\
= \sum_{t \in \varepsilon n} \sum_{b=1}^{B} \left( \mathcal{L}_{k,r,t,b} (e_{k,i,k,r,t,b}) - \mathcal{L}_{k,r,t,b}(i^*_{k,r}) \right) + \sum_{t \in B_{k,r}} \sum_{b=1}^{B} \left( \mathcal{L}_{k,r,t,b} (e_{k,i,k,r,t,b}) - \mathcal{L}_{k,r,t,b}(i^*_{k,r}) \right) \\
\leq \sum_{t \in \varepsilon n} \sum_{b=1}^{B} \left( \mathcal{L}_{k,r,t,b} (e_{k,i,k,r,t,b}) - \mathcal{L}_{k,r,t,b}(i^*_{k,r}) \right) + O(\varepsilon^2 n \log T) \cdot O(\varepsilon^{k-3} \log^{2k-2}(nT)) \\
\leq \sum_{t \in \varepsilon n} \sum_{b=1}^{B} \left( \mathcal{L}_{k,r,t,b} (e_{k,i(t)}) + \mathcal{L}_{k,r,t,b}(\text{BASELINE}_+(k-1)) - \mathcal{L}_{k,r,t,b}(i^*_{k,r}) \right) \\
+ \frac{1}{4} \varepsilon^{k-2} \log^{2k}(nT) \cdot \varepsilon n + O(\varepsilon^{k-1} n \log^{2k-1}(nT)) \\
= \sum_{\tau} \sum_{t \in [\beta(\tau) : \beta(\tau+1)-1], t \notin B} \sum_{b=1}^{B} \left( \mathcal{L}_{k,r,t,b} (e_{k,i(t)}) + \mathcal{L}_{k,r,t,b}(\text{BASELINE}_+(k-1)) - \mathcal{L}_{k,r,t,b}(i^*_{k,r}) \right) \\
+ \frac{1}{2} \varepsilon^{k-1} n \log^{2k}(nT) \\
\leq \sum_{\tau} 2\varepsilon^{k-2} \log^{2k-1}(nT)(\beta(\tau+1) - \beta(\tau)) + \frac{1}{2} \varepsilon^{k-1} n \log^{2k}(nT) \leq \varepsilon^{k-1} n \log^{2k}(nT).
$$

The second step follows from Lemma 4.6, the third step is via Lemma 4.4 and the fact that $i(t) \in \mathcal{P}_{k,r,t}$ for any $t \in [\varepsilon n] \setminus B_{k,r}$ (see the second claim of Lemma 4.7), the fourth step follows from Lemma 4.7, and the fifth step from the third claim of Lemma 4.7.

Hence, the average regret of the $r$-th episode equals $\varepsilon^{k-1} n \log^{2k}(nT) / (\varepsilon n B) = \varepsilon^k n \log^{2k}(nT)$. We finish the induction and complete the proof here.

### 4.2.2 Memory

We bound the memory requirement of BASELINE_+(k) (for each $k \in [K]$). The proof essentially inherits from Section 3.2.1, with the key observation that $\hat{L}_{k,r,t,b} \in [-\varepsilon^{k-1} \log^{2k-1}(nT), \varepsilon^{k-1} \log^{2k-1}(nT)]$ instead of $[0, 1]^n$. This allows one to perform a fine-grained division like Equation (4.3). In the remaining of this section, we always condition on the high probability event of the previous section.

The following lemma is similar to Lemma 3.2.

**Lemma 4.8.** For any level $k \in [2 : K]$, episode $r \in T_k$ and epoch $t \in [\varepsilon n]$, suppose experts $e_{k,i}, e_{k,j} \in \mathcal{P}_{k,r,t}$ and $e_{k,j} > e_{k,i}$. Let $\alpha \in (0, 1)$, then at least one of the following must hold:
Lemma 4.3 and Theorem 4.1. We then prove it serves as a hard distribution for the online learning.

Lemma 3.3 and Lemma 5.3. Equation (4.3) Lemma 3.2, the size of the pool never exceeds , we know that the Theorem 4.1) with .

Proposition 4.2. Proposition 4.2. Lemma 4.8.

Extra memory.

Baseline tracks .

At any time step, Proof. We prove no algorithm can achieve sub-linear regret using sub-linear space when facing an adaptive adversary (see Definition 2.2).

5 Lower bound against adaptive adversary

We prove no algorithm can achieve sub-linear regret using sub-linear space when facing an adaptive adversary (see Definition 2.2).

Theorem 5.1 (Lower bound against adaptive adversary). Let , be sufficiently large, . Any algorithm that achieves \(O(\varepsilon T)\) regret against an adaptive adversary requires at least \(\Omega(\min\{\varepsilon^{-1} \log_2 n, n\})\) bits of memory.

Remark 4.1. Our results extend easily to the case that \(T\) is unknown in advance: One can apply the common doubling trick and obtain the same result.

Proof. Normalizing \(\tilde{\mathcal{L}}_{k,r,t,b}\) by a factor of \(2^k-1\log^k-1(nT)\), by Lemma 4.3, we know that the truncated loss \(\tilde{\mathcal{L}}_{k,r,t,b}/2^k-1\log^k-1(nT)\in[-1/2,1/2]^n\). The new eviction rule (Equation (4.3)) reduces to the old one (Equation (3.1)) with \(\varepsilon\) replaced by \(\varepsilon/2\). Then we can apply Lemma 3.2 and get the desired.

Similar to Lemma 3.3, it follows that the pool size is small. The proof is analogous to Lemma 3.3, by applying the same potential function using the conditions from Lemma 4.8.

Lemma 4.9 (pool size). For any level \(k\in[K]\), episode \(r\in T_k\) and epoch \(t\in[\varepsilon n]\), the size of the pool \(P_{k,r,t}\) is at most \(S_k=O(\varepsilon^{-1}\log T)\).

Now we can wrap up the memory requirement.

Proposition 4.10 (memory bound). At any time during the execution of FULLALGO, the memory usage is at most \(O\left(\frac{1}{\varepsilon} \log^4(\varepsilon T)\right)\) bits.

Proof. For \(k\in[K]\), experts \(\{e_{i,k}\}_{i\in[n], k\in[K]}\).

Combining Proposition 4.2 and Proposition 4.10, we can prove Theorem 4.1.

Proof of Theorem 4.1. Taking \(\varepsilon^{-1} = n^{-\beta/2}\), by Proposition 4.2, the memory never exceeds \(O(n^\beta \log^4(nT))\). For regret analysis, suppose \(n(n/\varepsilon)^K < T < n(n/\varepsilon)^{K+1}\) for some integer \(K \geq 0\). The Proposition 4.2 states that within \(n(n/\varepsilon)^{K+1}\) days, the total regret is at most \(O\left(n^{K+2} \log^{2K+2}(nT)\right) \leq \tilde{O}\left(n^2T^{\frac{1}{2\beta}}\right)\).

We conclude the proof here.

Remark 4.1. Our results extend easily to the case that \(T\) is unknown in advance: One can apply the common doubling trick and obtain the same result.
Hard distribution. We construct a family of zero-sum games. For any set \( S \subseteq [n] \) of size \( k \), the game matrix \( A_S \in [0, 4]^{n \times n} \) determines the loss of the first player (Alice):

\[
A_S[i, j] = \begin{cases} 
4 & i \notin S \\
0 & i \in S, i \neq j \\
1 & i \in S, i = j.
\end{cases}
\]

To summarize, Alice receives loss 4 if she plays any action outside of the support of \( S \), and they are strictly dominated by actions in \( S \). For any action pair \((i, j) \in S \times S\), the game is constructed as a generalized matching penny game: Alice receives loss 1 if her action is matched by Bob, and she receives loss 0 otherwise. The (hard) distribution \( \mathcal{D}_k \) is defined as the uniform distribution over the above family of zero-sum games \( \{A_S\}_{S \subseteq [n], |S| = k} \).

We first make a simple observation about the equilibrium strategy.

**Lemma 5.2.** For any \( S \subseteq [n] \) of size \( k \), the minmax value of game \( A_S \) equals \( 1/k \). Furthermore, Alice's equilibrium strategy is \( \frac{1}{k} \cdot 1_S \), where \( 1_S \) is the indicator vector whose \( i \)-th entry equals \( 1 \{i \in S\} \).

**Proof.** It is easy to verify that \((1_S, 1_S)\) is the unique equilibrium of the game, and by definition, Alice receives \( \frac{1}{k} \) loss in the equilibrium. \(\square\)

We then prove that no single strategy can (approximately) cover the minmax strategy of a large number of games. For any strategy \( p \in \Delta_n \) and game \( A_S \), define \( \ell(p, S) \) as the worst case loss received by Alice when playing \( p \) in game \( A_S \), i.e., \( \ell(p, S) = \max_{i \in [n]} p^T A_S 1_i \).

**Lemma 5.3.** For any fixed strategy \( p \in \Delta_n \), there are at most \( \binom{n}{3k/4} \) number of sets \( S \subseteq [n] \) (\(|S| = k\)) such that \( \ell(p, S) < 2/k \).

**Proof.** Without loss of generality, we assume \( p_1 \geq p_2 \geq \cdots \geq p_n \).

**Case 1.** Suppose \( p_1 \geq 2/k \). Then for any set \( S \subseteq [n] \) (\(|S| = k\)), there are two cases: either (1) if \( 1 \in S \), then Bob plays action 1 and Alice receives at least \( p_1 \geq 2/k \) loss; or (2) if \( 1 \notin S \), then Alice receives at least \( 4p_1 \geq 8/k \) loss. Therefore, in this case, there is no \( S \) satisfies \( \ell(p, S) \leq 2/k \).

**Case 2.** Suppose \( p_1 < 2/k \). Let \( i^* \in [n] \) be the largest integer such that \( p_{i^*} \geq 1/2k \) and let \( I = [i^*] \). Note if \( p_1 < 1/2k \), we simply take \( I = \emptyset \).

For any \( S \) satisfies \( \ell(p, S) < 2/k \), we first prove \( I \subseteq S \). Otherwise, suppose that there exists an index \( i \in I \) such that \( i \notin S \), then by having Bob play action \( i \), Alice receives at least \( 4p_i \geq 2/k \) loss.

**Case 2-1.** Suppose \(|I| < k/4 \), then we claim that there is no set \( S \) satisfies \( \ell(p, S) < 2/k \). To see this, for any set \( S \subseteq [n] \) of size \( k \), we note that

\[
\sum_{i \in S} p_i = \sum_{i \in I} p_i + \sum_{i \in S \setminus I} p_i \leq \frac{k}{4} \cdot 2 + \frac{3k}{4} \cdot \frac{1}{2k} = \frac{7}{8},
\]

where the second step holds as \(|I| < k/4 \), and for \( i \in I \), \( p_i < p_1 = 2/k \), for \( i \in S \setminus I \), \( p_i < 1/2k \). Hence, we have \( \sum_{i \notin S} p_i \geq 1/8 \) and Alice receives at least \( 1/8 \cdot 4 = 1/2 \) loss.

**Case 2-2.** Suppose \(|I| > k/4 \). We have already proved \( I \subseteq S \), and therefore, there are at most \( 3k/4 \) indices in \( S \setminus I \) and they can be chosen from \([n] \setminus I \), which can be upper bounded by \( \binom{n}{3k/4} \).

We conclude the lemma here. \(\square\)
Now we can prove the lower bound against adaptive adversary. The high-level idea is that one can use a lower memory no-regret algorithm to approximate the minmax value of a zero-sum game (where the opponent always plays the best response). Meanwhile, by a counting argument, the number of different zero sum games constructed above are too large and can not be "covered" by a low memory algorithm.

**Proof of Theorem 5.1.** Let ALG be any algorithm with asymptotic regret of $O(\varepsilon T)$ when facing a strong adaptive adversary (Definition 2.2). Suppose ALG uses $M$ bits of memory and we shall prove $M \geq \Omega(\varepsilon^{-1} \log_2 n)$ (note we assume $\varepsilon^{-1} \leq \frac{n}{\log_2 n}$ at the very beginning). Consider the following scenario.

- A game $A_S$ is sampled from the distribution $D_k$.
- Alice and Bob play the game $A_S$ repeatedly for $T$ rounds. In the $t$-th round ($t \in [T]$)
  - Alice consults with ALG and commits a distribution $p_t \in \Delta_n$ over her $n$ actions;
  - Bob receives $p_t$ and best responds to Alice with $y_t = \arg \max_{i \in [n]} (p^T_t A_S)_i$.

Slightly abuse of notation, we would also use $y_t$ as an indicator vector. At the end, Alice would achieve $\varepsilon$-approximate to its minmax value:

$$\frac{1}{T} \sum_{t=1}^{T} \langle p_t, A_S y_t \rangle \leq \frac{1}{T} \min_{i^*} \sum_{t=1}^{T} \langle i^*, A_S y_t \rangle + \varepsilon \leq \frac{1}{k} + \varepsilon \leq \frac{3}{2k}. \quad (5.1)$$

The first step follows from the regret guarantee of ALG, the second step follows from the minmax Theorem (Lemma 2.3) and the minmax value of $A_S$ always equals to $\frac{1}{k}$ (Lemma 5.2), the last step follows from the choice of $k$.

We prove by contradiction and assume that ALG uses at most $M = \frac{1}{10} \varepsilon^{-1} \log_2 n$ bits of memory. We aim to prove that Alice has loss at least $\frac{3}{2k}$ for every iteration with high probability (over the choice of $S$). The proof is via the following counting argument.

As the algorithm uses at most $\frac{1}{10} \varepsilon^{-1} \log_2 n$ bits of memory, there are $2^M = n^{k/5}$ possible memory states $X$ in total. For each state $x \in X$, suppose that the algorithm outputs a strategy $p_x \in \Delta_n$ (note $p_x$ could be a random variable). Define

$$T_x := \{ S : \Pr[\ell(p_x, S) < 2/k] \geq 0.1, S \in [n], |S| = k \}.$$

By Lemma 5.3, we know that $|T_x| \leq 10 \cdot \binom{n}{3k/4}$. Taking an union over all states $x \in X$, one has

$$\left| \bigcup_{x \in X} T_x \right| \leq n^{k/5} \cdot 10 \binom{n}{3k/4} \leq \frac{1}{100} \binom{n}{k}.$$

The last step follows from the choice of parameters.

Hence, we conclude that with probability at least 0.99, the nature draws a game $A_S$ such that $S \notin \bigcup_{x \in X} T_x$. This means that in each round of the game, the algorithm receives at least $\frac{1}{10} + \frac{9}{10} \frac{2}{k} = \frac{10}{10k}$ loss in expectation since Bob always plays best response. This contradicts with Equation (5.1) and we conclude the proof. \qed
6 Conclusion

In this paper, we provide the first sub-linear space online learning algorithm that achieves sub-linear regret when facing an oblivious adversary. A separation has also been established between oblivious and strong adaptive adversaries, where a linear memory lower bound is shown to be necessary to achieve sub-linear regret.

Our work opens up a variety of exciting future research directions:

(i) First, an immediately interesting question is to close the gap between the space upper and lower bound.

(ii) Second, the adaptive adversary model considered in the paper is relatively strong for some applications, where the adversary only sees the prior decisions but not the mixed strategy of current round. A natural open question is to investigate this model, often called black-box adversary in the adversarially robust streaming literature.

(iii) Third, other problem-specific notions of regret have been studied under different settings, such as dynamic environments [FRS15] and game theory [BM07, CP20, ADF+22]. A natural follow-up question is whether sub-linear space is achievable there.

(iv) Finally, the MWU algorithm has numerous applications in game theory [FS99] and machine learning (including boosting [FS97] and reinforcement learning [DGZ22]). Our paper opens up opportunities of deriving sub-linear space algorithms for these applications.
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