MODULAR INVARIANT OF RANK 1 DRINFELD MODULES
AND CLASS FIELD GENERATION

L. DEMANGOS AND T.M. GENDRON

Abstract. The modular invariant of rank 1 Drinfeld modules is introduced
and used to formulate and prove an exact analog of the Weber-Fueter theorem
for global function fields. The main ingredient in the proof is a version of
Shimura’s Main Theorem of Complex Multiplication for global function fields,
which is also proved here.
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1. INTRODUCTION

Let $K/F_q(T)$ be a finite extension associated to a morphism of curves $\Sigma \to \mathbb{P}^1$ defined over $\mathbb{F}_q$. Choose a point in $\Sigma$ lying over $\infty \in \mathbb{P}^1$, also denoted “$\infty$”, and let $A \subset K$ be the Dedekind ring of functions regular outside of $\infty$. Denote by $K_\infty$ the completion of $K$ at $\infty$ and by $C_\infty$ the completion of an algebraic closure $\overline{K}_\infty$.

Using as a template the modular invariant of rank 2 Drinfeld modules defined by Gekeler [9], a modular invariant for rank 1 Drinfeld modules may be defined: which may be viewed, equivalently, as a function of the ideal class group

$$j : \text{Cl}(A) \to K_\infty.$$

If $H_A$ is the Hilbert class field associated to $A$ (the maximal abelian unramified extension of $K$ totally split at $\infty$), in §7 the following theorem is proved.

**Theorem.** For any ideal class $a \in \text{Cl}(A)$,

$$H_A = K(j(a)).$$
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Let $K^\text{ab}_A$ be the maximal abelian extension of $K$ totally split at $\infty$. Given $m \subseteq A$ a modulus, let $K^m_A = K^\text{ab}_A \cap K^m$, where $K^m$ is the usual ray class field defined by Class Field Theory. Let $D$ be a rank 1 Drinfeld $A$-module, whose coefficients are assumed to belong to $H_A = \text{the minimal field of definition of } D$. Let $e: \mathbb{C}_\infty/\Lambda \to \mathbb{C}_\infty$ be the associated exponential, where $\Lambda = \xi a$ for some ideal $a \subseteq A$ and $\xi \in \mathbb{C}_\infty$. § also contains a proof of the following result.

**Theorem.** $K^m_A = H_A(e(\xi m)| m \in m^{-1}a/a)$.

There are other versions of explicit class field theory for function fields, see for example [4], [11], [12], [9], [1]. The novelty in the approach presented here is two-fold: 1) in using the modular invariant, a close analog of the classical Weber-Fueter Theorem [17], [19] is obtained and 2) the results give generation for the smaller non-narrow ray class fields.

The proofs do not use results from previous works on explicit class field generation. The main tool in proving the theorems in this paper is the function field version of Shimura’s Main Theorem of Complex Multiplication [18]; this does not seem to appear in the literature, so a proof of it is given in §5.

As a consequence of the Main Theorem, the modular invariant satisfies the equivariance

$$j(b^{-1}a) = j(a)^{\sigma_b}$$

for any $a, b \in \text{Cl}(A)$, where $\sigma_b$ is the automorphism corresponding to $b$ by Class Field Theory. See Theorem 2 of [4]. The latter property, together with Theorem 1 of [4] allows one to conclude that $j$ is injective (i.e. a complete invariant), see Corollary 2. Once it is shown that $j(a) \in H_A$, injectivity along with (1) show its orbit by $\text{Gal}(H_A/K)$ is of maximal size, and thus it is a primitive generator of $H_A$. The proof of the explicit expression for $K^m_A$ is a straight-forward application of the Main Theorem.

2. **Basic Notation**

We refer to [10], [12], [21] for basic ideas and results of function field arithmetic. We begin by fixing some notation once and for all. Let $\mathbb{F}_q$ is the finite field with $q$ elements, $q$ a power of a prime $p$ and fix a finite extension

$$K/\mathbb{F}_q(T)$$

which we assume is induced by a morphism of curves $\Sigma_K \to \mathbb{P}^1$ defined over $\mathbb{F}_q$. Fix a closed point $\infty \in \Sigma_K$ with associated valuation $v = v_\infty$ and define the Dedekind domain

$$A := \{ f \in K \text{ regular outside of } \infty \}.$$ 

Denote by $K_\infty$ the completion of $K$ with respect to $v$ and by $\mathbb{F}_\infty$ its field of constants, an extension of $\mathbb{F}_q$ of degree $d_\infty$. The completion of an algebraic closure of $K_\infty$ is denoted $\mathbb{C}_\infty$. For $x \in \mathbb{C}_\infty$, we define the degree by $\text{deg}(x) := -d_\infty v(x)$ and the absolute value $| \cdot | = q^\text{deg}(\cdot) = q^{-d_\infty v(\cdot)}$.

3. **Class Field Theory**

Let $\mathbb{I}_K$ be the $K$-idèles and let

$$K^\text{ab}_A \subset K^\text{ab}$$
be the maximal abelian extension of $K$ totally split over the point $\infty$. Likewise, the Hilbert class field
\[ H_A \subset K_A^{ab} \]
is the maximal abelian unramified extension of $K$ totally split over $\infty$. See [16].

For $L/K$ with $L \subset K_A^{ab}$, let $m \subset A$ be the product of primes that ramify in $L$ and denote by $I(m)$ the group of ideals relatively prime to $m$. For each prime $p \in I(m)$, the Artin symbol is defined
\[ (p, L/K) := \sigma_p \in \text{Gal}(L/K) \]
where $\sigma_p$ is the Frobenius associated to $p$, and then one extends multiplicatively to obtain the Artin map
\[ (\cdot, L/K) : I(m) \rightarrow \text{Gal}(L/K). \]

In the idèlic language, the usual reciprocity epimorphism (see [20], Theorem 5.1)
\[ [\cdot, K] : \mathbb{I}_K \rightarrow \text{Gal}(K^{ab}/K) \]
induces an $A$-reciprocity map, which appears as the lower horizontal arrow of the following commutative diagram
\[
\begin{array}{ccc}
\mathbb{I}_K & \xrightarrow{[\cdot, K]} & \text{Gal}(K^{ab}/K) \\
\| & & \\
\mathbb{I}_K & \xrightarrow{[\cdot, K]} & \text{Gal}(K_A^{ab}/K),
\end{array}
\]
the vertical arrow on the right being the canonical projection. Thus the $A$-reciprocity map is an epimorphism with kernel containing $K^\times$. If we denote by $(s) \subset A$ the ideal associated to $s \in I_K$ then
\[ [s, K]|_L = ((s), L/K) . \]

If $p \subset A$ is a prime unramified in $L$, $\pi_p$ is a uniformizer of $K_p^\times$, identified with the idèle having 1's at all other places, then
\[ [\pi_p, K]|_L = \sigma_p . \]

Let $m \subset A$ be a modulus (an ideal) and define
\[ K^m_A := K^m \cap L_A^{ab} \]
to be the subfield of the usual ray class field $K^m$ completely split at $\infty$. Let $U^m_A$ be the subgroup of $I_K$ defined
\[ U^m_A = \{ s \in \mathbb{I}_K | \text{ for all } p \subset A, \ s_p \in A_p^\times \text{ and satisfies } s_p \equiv 1 \mod m.A_p^\times \}. \]
The reciprocity map induces an isomorphism
\[ [\cdot, K] : I_K/K^\times U^m_A \rightarrow \text{Gal}(K^m_A/K). \]

See §1 of [2] as well as [11].
4. Drinfeld-Hayes Theory

The Frobenius automorphism acting on $\mathbb{C}_\infty$ is denoted $\tau(x) = x^q$, and for any subfield $L \subset \mathbb{C}_\infty$, $L\{\tau\}$ is the noncommutative algebra of additive polynomials in $\tau$ with product given by composition. Let $\iota : A \to L$ be a ring homomorphism, making $L$ an $A$-field: the characteristic is defined to be $\wp = \ker(\iota)$. A rank 1 Drinfeld $A$-module defined over $L$ $D = (\mathbb{C}_\infty, \rho)$ consists of an $F_q$-algebra homomorphism $\rho : A \to L\{\tau\} \subset \mathbb{C}_\infty\{\tau\}$ in which each $\rho_a : \tau \mapsto \iota(a)\tau^0 + a_1\tau + \cdots + a_d\tau^d, \ d = \deg(a), \ a_1, \ldots, a_d \in L, \ a_d \neq 0$. Note that $a_0 = \iota(a)$ implies that $\iota = D \circ \rho$, where $D = d/dx$ is the derivative with respect to $x$.

For characteristic 0 we have the following analytical version of rank 1 Drinfeld $A$-modules. By a rank 1 $A$-lattice is meant a discrete rank 1 $A$-submodule $\Lambda$ of $\mathbb{C}_\infty$. By Dirichlet’s Unit Theorem (see [3], Theorem 3.3), $A^\times \cong F_q^\times$, which implies that $A$ and all of its fractional ideals are rank 1 $A$-lattices in $\mathbb{C}_\infty$, and any rank 1 $A$-lattice $\Lambda$ is of the form $\xi a$ for $\xi \in \mathbb{C}_\infty$ and $a$ a fractional $A$-ideal. To an $A$-lattice $\Lambda$ we may associate the exponential function $e_\Lambda : \mathbb{C}_\infty \to \mathbb{C}_\infty$, $e_\Lambda(z) = z \prod_{0 \neq \lambda \in \Lambda} \left(1 - \frac{z}{\lambda}\right)$. The exponential function in turn defines a unique Drinfeld $A$-module $D = (\mathbb{C}_\infty, \rho)$, isomorphic as an $A$-module to $\mathbb{C}_\infty/\Lambda$ via $e_\Lambda$ i.e.

\[ e_\Lambda(az) = \rho_a(e_\Lambda(z)), \quad \text{for all } a \in A. \]

Every rank 1 Drinfeld $A$-module $D = (\mathbb{C}_\infty, \rho)$ in characteristic 0 may be obtained in this way (see [21], Theorem 2.4.2): we denote by $\Lambda_\rho$ and $e_\rho$ the corresponding lattice and exponential map. It follows then that a characteristic 0 Drinfeld $A$-module satisfies $\text{End}(D) \cong A$ (see [10], Theorem 4.7.8).

We fix a sign function: a homomorphism $\text{sgn} : K^\times_\infty \to F_q^\times$ which is the identity on $F_q^\times$. There are exactly $\#F_q^\times = q^{d_\infty} - 1$ sign functions. For any $\sigma \in \text{Gal}(F_\infty/F_q)$, a twisted sign function is a homomorphism of the form $\sigma \circ \text{sgn}$. For $D = (\mathbb{C}_\infty, \rho)$ a rank 1 Drinfeld module, the top coefficient $\mu_\rho(a) := a_d$ is non zero; the map $a \to \mu_\rho(a)$ may be extended to $K^\times_\infty$, and we say that $D$ is sign normalized or a Hayes module if $\mu_\rho$ is a twisting of the sign function. See [12].
If $h_A$ is the class number of $A$ then there are exactly $h_A$ isomorphism classes of rank 1 Drinfeld modules over $\mathbb{C}_\infty$, and each class contains exactly $(q^{d_\infty} - 1)/(q - 1)$ Hayes modules. Each Hayes module $D = (\mathbb{C}_\infty, \rho)$ is thus associated to a class of ideal $a$ which we assume integral. Then, there is a transcendental element $\xi_\rho \in \mathbb{C}_\infty$ so that the Drinfeld module of the lattice $\Lambda_\rho := \xi_\rho a$ is $D$.

Recall from [3] the Hilbert class field $H_A$ associated to $A$. To state the results of Hayes Theory, we also require the narrow version, which is defined as follows. The narrow class group of $A$ is the quotient $Cl_1(A) := I(A)/P_1(A)$ where $I(A)$ is the group of fractional ideals of $A$ and $P_1(A)$ is the subgroup of principal ideals generated by a sgn one element. Then $h_A := h(A) = h_A(q^{d_\infty} - 1)/(q - 1)$ where $h_A$ is the class number of $A$. In the idelic language (see [21], page 80), if we let $U_A := \{s \in I_K \mid \text{for all } p \subset A, s_p \in A_p^\times \text{ and } \text{sgn}(s_\infty) = 1\}$, and if $\pi_\infty$ is a uniformizer of $K_\infty$ with $\text{sgn}(\pi_\infty) = 1$, then the narrow Hilbert class field $H_A^1$ is defined to be the class field corresponding to the group $K^\times \cdot \pi_\infty^Z \cdot U_A \subset I_K$.

Thus, Artin reciprocity gives an isomorphism

$$[\cdot, K] : I_K / (K^\times \cdot \pi_\infty^Z \cdot U_A^1) \rightarrow \text{Gal}(H_A^1/K);$$

which induces, on the level of ideal classes, an isomorphism

$$Cl_1(A) \rightarrow \text{Gal}(H_A^1/K), \quad a \mapsto \sigma_a.$$

When $d_\infty = 1$ i.e. $F_\infty = F_q$ then $H_A^1 = H_A$.

The Hilbert class fields have the following relation to rank 1 Drinfeld modules:

i. $H_A$ is the minimal field of definition of any rank 1 Drinfeld $A$-module.

ii. $H_A^1$ is the field generated over $K$ by the coefficients of $\rho_a$, for any Hayes module $D = (\mathbb{C}_\infty, \rho)$ and any fixed $a \in A$.

Thus the coefficients of any Hayes module belong to $H_A^1$. It follows from [4] that for a Hayes module, the coefficients of the exponential $e_\rho$ are also in $H_A^1$.

If $a$ is an ideal and $D = (\mathbb{C}_\infty, \rho)$ is a Hayes module, the set $\{p_a \mid a \in a\}$ is a principal left ideal of $H_A^1\{\tau\}$ and has a unique generator $\rho_a$ of sgn 1. Then there exists a unique Hayes module denoted

$$a * D = (\mathbb{C}_\infty, a * \rho)$$

for which

$$\rho_a \circ \rho_a = (a * \rho)_a \circ \rho_a.$$

That is, $\rho_a$ defines an isogeny

$$\rho_a : D \rightarrow a * D.$$

The set of Hayes $A$-modules is a principal homogeneous space for the $*$ action of $Cl_1(A)$, and we have

$$a * D = D^{\sigma_a}$$

(5)
where \( \sigma \) is the automorphism associated to the narrow class of \( a \) by Class Field Theory, and where for any automorphism \( \sigma \) of \( \mathbb{C}_\infty \), \( \mathbb{D}^\sigma = (\mathbb{C}_\infty, \rho^\sigma) \), with \( \rho^\sigma = \sigma \circ \rho \).

We will need the following results concerning reduction. Let \( p \) be a prime ideal of \( A \). Let \( L \) be a finite Galois extension of \( K \), \( \mathcal{O}_L \supset A \) the integral closure of \( A \) in \( L \) and \( \mathfrak{P} \subset \mathcal{O}_L \) a prime ideal of \( L \) which divides \( p \). For \( \mathbb{D} = (\mathbb{C}_\infty, \rho) \) a Drinfeld module defined over \( L \), we recall that \( \mathbb{D} \) has good reduction with respect to \( \mathfrak{P} \) if \( \mathbb{D} \) is, up to isomorphism, a Drinfeld module with coefficients in the local ring \( \mathcal{O}_{\mathfrak{P}} \) and the reduction mod \( \mathfrak{P} \) is also a rank 1 Drinfeld module. In this case, we denote by \( \mathbb{D} = (\mathbb{C}_\infty, \hat{\rho}) \) the reduction of \( \mathbb{D} \) mod \( \mathfrak{P} \).

**Lemma 1.** Let \( \mathbb{D}_1 = (\mathbb{C}_\infty, \rho_1) \), \( \mathbb{D}_2 = (\mathbb{C}_\infty, \rho_2) \) be two rank 1 Drinfeld modules over \( L \), both with good reduction at \( \mathfrak{P} \). Then the natural reduction map:

\[
\text{Hom}(\mathbb{D}_1, \mathbb{D}_2) \longrightarrow \text{Hom}(\overline{\mathbb{D}}_1, \overline{\mathbb{D}}_2)
\]

\[
\phi \mapsto \overline{\phi}
\]

is injective and \( \deg(\phi) = \deg(\overline{\phi}) \).

**Proof.** By definition of good reduction \( \rho_1 \) and \( \rho_2 \) have, up to isomorphism, coefficients in \( \mathcal{O}_{\mathfrak{P}} \) and for every \( a \in A \) the additive polynomials \( \hat{\rho}_{i,a}(\tau) \) and \( \hat{\rho}_{2,a}(\tau) \) have degree as polynomials in \( \tau \) equal to \( \deg(a) \). If we denote

\[
\rho_{i,A} := \{ \rho_{i,a}, \ a \in A \} \cong A, \quad i = 1, 2,
\]

then the preceding remark implies in particular that the reduction ring homomorphism

\[
\rho_{i,A} \longrightarrow \hat{\rho}_{i,A}, \quad \rho_{i,a} \longmapsto \hat{\rho}_{i,a}, \quad i = 1, 2,
\]

has trivial kernel, hence is injective and thus \( \hat{\rho}_{i,a} \neq 0 \) for \( a \neq 0 \). Now choose \( 0 \neq \phi \in \text{Hom}(\mathbb{D}_1, \mathbb{D}_2) \) an isogeny. By [10], Proposition 4.7.13, there exists a dual isogeny \( \hat{\phi} \in \text{Hom}(\mathbb{D}_2, \mathbb{D}_1) \) such that for some \( a \in A \) we have that \( \hat{\phi} \phi = \rho_{1,a} \). Note that since

\[
\hat{\phi} \phi = \hat{\phi} \phi = \hat{\rho}_{1,a},
\]

it follows that the reduction of \( \phi \) modulo \( \mathfrak{P} \) cannot be 0, otherwise \( \hat{\rho}_{1,a} = 0 \), contradicting the hypothesis of good reduction. This proves the first part of the statement. Now observe that \( \deg(\hat{\phi}) \leq \deg(\phi) \). Since \( \deg(\hat{\rho}_{1,a}) = \deg(\rho_{1,a}) = \deg(a) \), if \( \deg(\hat{\phi}) \) is strictly less than \( \deg(\phi) \), [8] implies that \( \deg(\hat{\phi}) > \deg(\hat{\phi}) \) (in order to maintain \( \deg \hat{\rho}_{1,a} = \deg \rho_{1,a} \)) which is clearly impossible.

In what follows, we assume that \( \mathbb{D} \) is a Hayes \( A \)-module defined over \( L \) with good reduction at \( \mathfrak{P} \). Let \( m \subset A \) be a fixed modulus (integral ideal) and recall that the \( m \)-torsion module of \( \mathbb{D} \) is defined

\[
\mathbb{D}[m] := \{ x \in \mathbb{C}_\infty, \rho_m(x) = 0 \}.
\]

If \( \mathbb{D}[m] \subset L \), then since \( \mathbb{D}[m] \) consists of the roots of the monic polynomial \( \rho_m \), \( \mathbb{D}[m] \subset \mathcal{O}_L \subset \mathcal{O}_{\mathfrak{P}} \); it then makes sense to reduce \( \mathbb{D}[m] \) modulo \( \mathfrak{P} \). Denote by

\[
\overline{\mathbb{D}}[m]
\]

the \( m \)-torsion points of the reduced Drinfeld module \( \overline{\mathbb{D}} \).
**Lemma 2.** Suppose that $D[m] \subset L$ and $\mathfrak{P}/m$. Then the reduction map

$$D[m] \rightarrow \overline{D}[m]$$

is injective.

**Proof.** We note that the Lemma is true for $m = (m)$ principal: indeed, the polynomial $\rho_m$ defining the $m$-torsion points is $\mathfrak{P}$ primitive (i.e. $\not \equiv 0 \mod \mathfrak{P}$) and since we have good reduction at $\mathfrak{P}$, $D$ is a rank 1 Drinfeld module hence $\overline{\rho}_m$ reduces to a separable polynomial. Then, we may apply Hensel’s Lemma to conclude that the reduction map on $m$-torsion is injective (in fact bijective). For general $m$, we first remark that we may choose generators $m_1, m_2$ of $m$ both of which are not in $\mathfrak{P}$. Indeed, by hypothesis, at least say $m_1 \notin \mathfrak{P}$: if $m_2 \in \mathfrak{P}$ then we replace $m_2$ by $m_1 + m_2/\in \mathfrak{P}$. We claim that $D[m] = D[m_1] \cap D[m_2]$. Indeed, the inclusion $D[m] \subset D[m_1] \cap D[m_2]$ follows from $D[m] = \bigcap_{m \in m} D[m]$. On the other hand, for $m = am_1 + bm_2$, $\rho_m = \rho_a \rho_{m_1} + \rho_b \rho_{m_2}$ and the vanishing of both $\rho_{m_1}$ and $\rho_{m_2}$ implies that of $\rho_m$, which proves the claim. Since the reduction map commutes with the intersection the proof is completed. □

**Note 1.** Let $D$ be a Hayes module, $\mathfrak{p} \subset A$ a prime ideal and consider the isogeny

$$\rho_{\mathfrak{p}} : D \rightarrow p * D$$

between Hayes modules. Assume that there exists a prime $\mathfrak{P}$ in $L$ above $p$ with respect to which $D$ has good reduction. Then $p * D$ also has good reduction at $\mathfrak{P}$ and the associated reduction map

$$\overline{\rho}_{\mathfrak{p}} : \overline{D} \rightarrow \overline{p * D}$$

is equal to $\tau^{\deg(p)}$. See for example Theorem 3.3.4 on page 71 of [21] and its proof.

### 5. Main Theorem of Complex Multiplication for Function Fields

In this section we state and prove a version of Shimura’s Main Theorem of Complex Multiplication [18] in the setting of rank 1 Drinfeld modules.

Let $\mathfrak{p} \subset A$ be a prime ideal and let $K_\mathfrak{p}$ be the completion of $K$ at $\mathfrak{p}$, with $A_\mathfrak{p}$ the corresponding completion of $A$. Similarly, if $a$ is a fractional ideal of $A$ let $a_\mathfrak{p} := aA_\mathfrak{p}$.

**Lemma 3.** Let $a$ be a fractional ideal of $A$. Then there is an isomorphism of $A$-modules:

$$K/a \simeq \bigoplus_{\mathfrak{p}} K_\mathfrak{p}/a_\mathfrak{p}.$$

**Proof.** See [19], Remark 8.1.1, where we note additionally that the isomorphism respects the $A$-module structure. □

For every $x = (x_\mathfrak{p}) \in \prod K$ the ideal generated by $x$ is defined

$$(x) := \prod_{\mathfrak{p} \subset A} p^{\ord_{\mathfrak{p}}(x_\mathfrak{p})}.$$

Moreover, for every $a \subset A$ an ideal we denote

$$xa := (x)a.$$
Note that
\[(xa)_p = (x)aA_p = x_p aA_p = x_p a_p.\]
Lemma 3 now gives the following isomorphism of \(A\)-modules:
\[K/xa \simeq \bigoplus_p K_p/x_p a_p.\]
We then define the action of \(I_K\) on \(K/\alpha\) so that the following diagram commutes
\[
\begin{array}{c}
K/\alpha \\
\bigoplus_p K_p/\alpha_p \\
\end{array} \xrightarrow{x} \begin{array}{c}
K/xa \\
\bigoplus_p K_p/x_p a_p \\
\end{array}
\]
where the bottom horizontal arrow is defined
\[(t_p) \mapsto (x_p t_p).\]

**Main Theorem.** Let \(D = (C_\infty, \rho)\) be a rank 1 Drinfeld \(A\)-module. Let \(\sigma \in \text{Aut}(C_\infty/K)\) and let \(s \in I_K\) be such that:
\[[s, K] = \sigma|_{K^{ab}}.\]
Let \(\alpha\) be a fractional ideal of \(A\). Given an analytic isomorphism of \(A\)-modules
\[f : C_\infty/\alpha \longrightarrow D,\]
there exists an analytic isomorphism of \(A\)-modules
\[f' : C_\infty/s^{-1} \alpha \longrightarrow D^\sigma,\]
whose restriction to \(K_\infty\) is unique, such that the following diagram commutes:
\[
\begin{array}{c}
K/\alpha \\
\bigoplus_p K_p/\alpha_p \\
\end{array} \xrightarrow{\sigma^{-1}} \begin{array}{c}
K/s^{-1} \alpha \\
\bigoplus_p K_p/x_p a_p \\
\end{array}
\]

**Note 2.** The statement and proof of the Main Theorem for rank 1 Drinfeld \(A\)-modules differs from accounts of its elliptic curve analog (c.f. [18], [14], [19]) in several respects.

i. In [19], the maps \(f, f'\) are only assumed to be analytical group isomorphisms of elliptic curves, and not isomorphisms of modules over (an order in) the ring of integers \(O_K\) of the complex quadratic extension \(K/\mathbb{Q}\). The very definition of Drinfeld module includes the action of “complex multiplication” i.e. the \(A\)-action and so in this category, analytic isomorphism means in particular an isomorphism of \(A\)-modules.

ii. On the other hand, note that the version that appears on page 117 of [18] is stated in terms of normalized elliptic curves \((E, \theta)\), where \(\theta : K \rightarrow \text{End}_Q(E)\) is a fixed isomorphism. The use of normalized elliptic curves has the effect that the analog of \(f\) is essentially a map of modules over endomorphism rings.
Proof. We begin with a standard observation: if \((\mathcal{D}_1, f_1)\) is another rank 1 Drinfeld module isomorphic to \(\mathcal{D}\), with \(f_1 : \mathbb{C}_\infty /a \to \mathcal{D}_1\) an analytic isomorphism, then if the Theorem holds for \((\mathcal{D}_1, f_1)\), it holds also for \((\mathcal{D}, f)\). The proof of this is straightforward, formally identical to that appearing, for example, on pages 160-161 of [19]. This allows us to assume that

1. \(\mathcal{D}\) is a Hayes module i.e. it is sign normalized and its coefficients belong to \(H^1_A\), the narrow Hilbert class field of \(A\).
2. \(a\) is an integral ideal of \(A\).

Fix \(m \subset A\) an ideal. The first step will be to show the existence of a commutative diagram

\[
\begin{array}{ccc}
m^{-1}a/a & \overset{s^{-1}}{\longrightarrow} & m^{-1}s^{-1}a/s^{-1}a \\
f & \downarrow & f'_m \\
\mathcal{D} & \overset{\sigma}{\longrightarrow} & \mathcal{D}'
\end{array}
\]

(7)

where \(f'_m\) is the restriction of an analytical isomorphism \(\mathbb{C}_\infty /s^{-1}a \to \mathcal{D}'\). Let \(L \subset K^\text{ab}_A\) be a finite Galois extension of \(K\) containing

- the narrow ray class field \(H^1_A\); so that \(\mathcal{D}\) is defined over \(L\).
- the torsion submodule \(\mathbb{D}[m]\).
- the ray class field \(K^m_{1A}\).

Let \(\mathcal{O}_L \supset A\) be the integral closure of \(A\) in \(L\) and choose a prime \(\mathfrak{P} \subset \mathcal{O}_L\) with the following properties: if \(p = \mathfrak{P} \cap A\) then

1. \(L\) is unramified at \(p\).
2. \(\sigma|_L = [s, K]|_L = \sigma_p = (p, L/K)\).
3. \(p \not| m\).
4. \(\mathcal{D}\) has good reduction at \(\mathfrak{P}\).

The existence of such a \(\mathfrak{P}\) is guaranteed by the Chebotarev Density Theorem.

Let \(\pi \in \mathbb{I}_K\) be such that it has a uniformizer at the \(p\) component and is 1 everywhere else. Then by [2]

\([\pi, K] = (p, L/K)\),

hence \([s\pi^{-1}, K]\) acts trivially on \(K^m_{1A} \subset L\). Therefore, by the idelic characterization of \(K^m_{1A}\) (see [3]),

\(s\pi^{-1} = \alpha u\)

where \(\alpha \in K^\times\) and \(u \in U^m_{1A}\) (for all \(q\) prime, \(u_q \in 1 + mA_q\)).

Consider the isogeny

\(\rho_p : \mathcal{D} \longrightarrow p \ast \mathcal{D} = \mathcal{D}'\)

where the equality on the right hand side comes from [3]. We recall by Note [4] that its reduction mod \(\mathfrak{P}\) satisfies \(\overline{\rho_p} = \tau^{\deg(p)}\). The key observation in the proof of the Main Theorem is that we can replace the discontinuous automorphism \(\sigma\) by

---

1Hayes’ Theorem [12] says that the narrow ray class field \(K^{m,1}_{1A} \supset K^m_{1A}\) is generated over \(H^1_A\) by \(\mathbb{D}[m]\), so in theory we do not need to assume \(K^m_{1A} \subset L\); however we shall not assume Hayes’ result here.
the analytic endomorphism $\rho_p$ if we restrict to $\mathbb{D}[m]$: that is, we claim that the following diagram commutes

$$
\begin{array}{ccc}
\mathbb{D}[m] & \xrightarrow{\rho_p} & \mathbb{D}^\sigma[m] \\
\downarrow & & \downarrow \\
\mathbb{D} & \xrightarrow{\sigma} & \mathbb{D}^\sigma
\end{array}
$$

(8)

where the vertical arrows are the inclusions. Indeed, for every torsion point $t \in \mathbb{D}[m]$, we have the equalities mod $\mathfrak{P}$

$$
\tilde{\rho}_p(t) = \tilde{\rho}_p(\tilde{t}) = \tilde{t}^\sigma
$$

since $\tilde{\rho}_p = r^{\deg(p)} = \tilde{\sigma}$. As $\mathfrak{P} \not\mid m$, by Lemma 2, the reduction map

$$
\mathbb{D}^\sigma[m] \to \tilde{\mathbb{D}}^\sigma[m]
$$

is injective, hence

$$
\rho_p(t) = t^\sigma.
$$

We now fix

$$
f'': \mathbb{C}_\infty/p^{-1}a \longrightarrow \mathbb{D}^\sigma
$$

an analytic isomorphism such that the following diagram commutes:

$$
\begin{array}{ccc}
\mathbb{C}_\infty/a & \xrightarrow{\text{can}} & \mathbb{C}_\infty/p^{-1}a \\
\downarrow & & \downarrow \\
\mathbb{D} & \xrightarrow{\rho_p} & \mathbb{D}^\sigma
\end{array}
$$

where $\text{can}$ is the canonical inclusion $x + a \mapsto x + p^{-1}a$. The existence of $f''$ is a consequence of the fact that the kernel of the additive homomorphism $\rho_p$ is $\mathbb{D}[p]$, whose pre-image by the analytical $A$-module isomorphism $f$ is exactly $p^{-1}a$.

Using the decomposition $s = \alpha\tau u$, we have

$$(s) = (\alpha)(\tau) = (\alpha)p.$$

Therefore $s^{-1}a = (s^{-1})a = \alpha^{-1}p^{-1}a$, and multiplication by $\alpha^{-1}$ gives the following isomorphism:

$$
\alpha^{-1} : \mathbb{C}_\infty/p^{-1}a \longrightarrow \mathbb{C}_\infty/s^{-1}a.
$$

We can then form the following diagram:

$$
\begin{array}{ccc}
\mathbb{C}_\infty/a & \xrightarrow{\text{can}} & \mathbb{C}_\infty/p^{-1}a \\
\downarrow & & \downarrow \\
\mathbb{D} & \xrightarrow{\rho_p} & \mathbb{D}^\sigma
\end{array}
$$

(9)

where $f'$ is the unique analytic isomorphism making the diagram commute.

**Claim.** For all $t \in m^{-1}a/a$,

$$
f(t)^\sigma = f'(s^{-1}t).
$$
Proof of the Claim: By (3) we know that \( f(t)^\sigma = \rho_p(f(t)) \) for every \( t \in m^{-1}a/a \). Using the commutativity of (9) the statement reduces to proving that
\[
\frac{d}{dt}(\alpha t) = f'(s^{-1}t).
\]
This is equivalent to showing that \( \alpha t - s^{-1}t \in s^{-1}a \) for all \( t \in m^{-1}a \). Or equivalently,
\[
\alpha t - s^{-1}t \in s_q^{-1}a_q
\]
for all \( t \in m^{-1}a_q \) and for all \( q \) prime ideals in \( A \). Since \( s_q = \alpha \pi_q u_q \), we are reduced to showing that
\[
\pi_q u_q t - t \in a_q,
\]
i.e.
\[
(\pi_q u_q - 1) a_q \subset m a_q.
\]
Since \( u_q \in A_q^\times \) and satisfies \( u_q \equiv 1 \mod m A_q \) we must show that:
\[
(\pi_q - 1) a_q \subset m a_q.
\]
If \( q \neq p \), the statement follows since \( \pi_q = 1 \). If \( q = p \) we have instead that:
\[
(\pi_p - 1) a_p = a_p,
\]
since \( \pi_p - 1 \) is a unit. By hypotheses, \( p \not| m \), and therefore \( m A_p = A_p \). In particular:
\[
ma_p = a_p.
\]
This proves the claim.

The choice \( f'_m = f' \) makes the diagram (7) commute. Since \( K/a = \bigcup_m m^{-1}a/a \), it is enough to show that these diagrams are compatible and so fit together to produce the diagram appearing in the statement of the Main Theorem. Let \( n \subset m \); note that
\[
\xi := f'_n \circ f'_m^{-1} \in \text{Aut}(D^\sigma) = A^\times = \mathbb{F}_q^\times.
\]
It will be enough to show that
\[
f'_n|_{m^{-1}s^{-1}a/s^{-1}a} = f'_m.
\]
This follows, since
\[
\xi f'_m(s^{-1}t) = f'_n(s^{-1}t) = f(t)^\sigma = f'_m(s^{-1}t),
\]
so that in particular, \( \xi \) acts as the identity on \( D^\sigma[m] \) and thus \( \xi = 1 \). \( \square \)

6. Modular Invariant of Rank 1 Drinfeld Modules

We establish notation for the discussion which follows, see §5 of [21]. Recall that \( K_\infty = \text{the completion of } K \text{ at } \infty \) may be identified with the Laurent series field
\[
K_\infty = \mathbb{F}_\infty((u_\infty))
\]
where \( u_\infty \) is a uniformizer at \( \infty \). We also choose a sign function
\[
sgn : K_\infty^\times \to \mathbb{F}_q^\times
\]
so that if \( x = c_N u_\infty^N + \text{ lower} \), then \( sgn(x) = c_N \). Let \( S \) be a set of representatives of \( \mathbb{F}_\infty^\times / \mathbb{F}_q^\times \), where we assume \( 1 \in S \). We say that \( f \in K_\infty \) is positive if \( sgn(f) \in S \). Note then that monic (sgn one) elements are positive and that any element \( f \in K \) has the property that \( cf \) is positive for some \( c \in \mathbb{F}_q^\times \). In addition, we note that by
our choice of sign function, adding to a positive element an element of lower degree produces another positive element.

We denote by
\[ a^+ = \{ x \in a \mid \text{sgn}(x) \in S \}. \]

Notice that we have a disjoint union decomposition
\[ a^+ = \bigsqcup_{s \in S} a_s^+, \quad a_s^+ = \{ x \in a \mid \text{sgn}(x) = s \}. \]

Although \( S \) need not be a group, for any fixed \( t \in S \) and for all \( s \in S \), there exists \( c_s \in \mathbb{F}_q \) such that
\[ c_s st \in S. \]

We also introduce the notation
\[ a_s = \mathbb{F}_q^\times a_s^+, \]
which depends only on the class of \( s \) in \( \mathbb{F}_q^\times / \mathbb{F}_q^\times \); this allows us to write, abusively, \( a_s t \) and we have
\[ a_s a_t \subset a_{st}. \]

We give a definition of \( j \)-invariant for rank 1 Drinfeld modules, which was first introduced in [7] for quadratic real extensions of \( \mathbb{F}_q(T) \) and was applied to the study of the quantum \( j \)-invariant. As before, the formula is based on E.-U. Gekeler’s \( j \) invariant for rank 2 complex multiplication Drinfeld modules [9]. Let \( \mathbb{D} \simeq \mathbb{C}_\infty / a \), where \( a \) is a fractional \( A \)-ideal. We define:
\[
\zeta_a(n) := \sum_{x \in a^+} x^{-n}
\]
for any \( n \in \mathbb{N} \): notice that this expression is only non-0 for elements of the form \( n = m(q-1) \) (which are usually called “even”), and in what follows we will therefore assume \( n \) is of this form. We call
\[
J(a) := \frac{\zeta_a(q^2 - 1)}{\zeta_a(q - 1)^{q+1}}
\]
and then define
\[
(10) \quad j(a) := \frac{1}{\frac{T^{q-1} - T}{(T^{q-1} - T)^{q+1}J(a)}}.
\]

Notice that if \( \alpha \in K^\times \) has \( \text{sgn} \) one then
\[
((\alpha)a)^+ = \alpha a^+.
\]
This implies that
\[
j((\alpha)a) = j(a)
\]
and so we obtain a well-defined function on the narrow class group
\[
j = j_A : \text{Cl}_1(A) \rightarrow \mathbb{C}_\infty.
\]

In fact, it is a class invariant:

**Proposition 1.** \( j \) induces a well-defined function
\[
j : \text{Cl}(A) \rightarrow \mathbb{C}_\infty.
\]
Proof. Define for each \( s \in S \)
\[
\zeta_s^a(n) = \sum_{x \in a_s^+} x^{-n}
\]
so that
\[
\zeta_a(n) = \sum_{s \in S} \zeta_s^a(n).
\]
We must show that for any \( \alpha \in K^\times \), \( j(\alpha a) = j(a) \); without loss of generality, we may assume \( \text{sgn}(\alpha) = t \in S \). Then
\[
(\alpha a)_s^+ = c_s \alpha a_s^+.
\]
and
\[
\zeta_{\alpha a}(n) = \alpha^{-n} \sum_{s \in S} c_s^{-n} \zeta_s^a(n).
\]
Since \( n \) is even, \( c_s^{-n} = 1 \), so this gives \( \zeta_{\alpha a}(n) = \alpha^{-n} \zeta_a(n) \), and by the formula for \( j \), we are done. \( \square \)

Note 3. The proof of Proposition 1 shows that \( \zeta_a(n) \) is independent of the choice of signs \( S \): that is, if we replace \( s \) by \( cs \), \( c \in \mathbb{F}_q^\times \), then
\[
\zeta_{cs}^a(n) = c^{-n} \zeta_a^a(n) = \zeta_s^a(n).
\]

It will be useful to have the following explicit description of \( A \):
\[
(11) \quad A = \mathbb{F}_q[f_1, f_2, \ldots, f_N] = (1, f_1, f_2, \ldots, f_N, f_{N+1}, \ldots)_{\mathbb{F}_q}
\]
where the presentation on the far right is that of an \( \mathbb{F}_q \)-vector space, with the additional vector space generators \( f_{N+1}, \ldots \) complementing the ring generators \( f_1, \ldots, f_N \). We assume that \( 0 < \deg(f_1) < \deg(f_2) < \cdots \) and by the Weiestrass theory (see for example [13]), eventually \( \deg(f_{i+1}) = \deg(f_i) + 1 \).

The remaining part of this section is devoted to proving results which will be used to show that \( f \) is a complete invariant: in other words, we will show that \( f \) is injective as a function of \( \text{Cl}(A) \), see Corollary 2 of the next section. This material was presented in [7] in the special case when \( K \) is quadratic and real. The arguments we present here are a modification of those appearing in [7] and apply to the general case, taking into account the notion of positivity when \( d_{\infty} > 1 \).

Fix \( \mathfrak{a} \subset A \) a non-principal ideal. We begin by choosing a convenient representative of the class \([\mathfrak{a}] \in \text{Cl}(A)\) as well as specifying for the representative an \( \mathbb{F}_q \)-vector space basis. Write \( \mathfrak{a} = (g, h) \) and suppose that \( \deg(g) < \deg(h) \). Without loss of generality, we may assume \( g \) has the smallest degree of all positive non-zero elements \( \mathfrak{a} \) of \( \mathfrak{a} \). Since \( \mathfrak{a} \) is not principal, \( h/g \) does not belong to \( A \). Consider an \( \mathbb{F}_q \)-vector space basis of \( \mathfrak{a} \)
\[
(12) \quad \{a_0 = g, a_1, \ldots \},
\]
which includes \( a_{i_0} = h \) for some \( i_0 \) and includes the elements \( gf_1, gf_2, \ldots \), where the \( f_i \) are as in (11). The map \( a_i \mapsto \deg(a_i) \) is injective and we will order elements so that \( \deg(a_i) < \deg(a_j) \) for \( i < j \).

We will also assume that the \( a_i \) are positive with respect to the sign function: that is, \( \text{sgn}(a_i) \in S \). Note that any element \( \alpha \) having degree equal to \( \deg(a_i) \) satisfies
\[2\]Since \( A \) is Dedekind, for any non-zero \( x \in \mathfrak{a} \), there exists \( y \in \mathfrak{a} \) with \( \mathfrak{a} = (x, y) \). See for example Theorem 17 of [13], page 61.
\( \text{sgn}(\alpha) \equiv \text{sgn}(\alpha_i) \mod \mathbb{F}_q^* : \) indeed, \( \alpha = c\alpha_i + \) lower order terms, and since our chosen sign function is unaffected by adding lower order terms, \( \text{sgn}(\alpha) = c \cdot \text{sgn}(\alpha_i) \).

Consider the fractional ideal
\[
\alpha = g^{-1}a = (\alpha_0 = 0, \alpha_1, \alpha_2, \ldots, \alpha_n, f_1, f_2, \ldots) \; g_q, \quad \alpha_i := a_i/g.
\]

Since \( a \) is not principal, we have \( \alpha^* \supseteq A = (1) \).

**Lemma 4.** \( |\alpha_1| \neq |f_1| \).

**Proof.** Suppose \( |\alpha_1| = |f_1| \). Then \( \alpha_1 = a_1/g \) has degree which appears in the list of degrees realized by elements of \( A \). Thus there exists \( a \in A \) with
\[
\deg(a_1') < \deg(a_1), \quad a_1' := a_1 + ag \in a.
\]

By the shape of the basis of \( a \), \( \deg(a_1') = \deg(g) \), but this implies that
\[
a_1' = cg
\]
for some \( c \in \mathbb{F}_q^* \) or \( a_1 = (c-a)g \). Therefore, \( \alpha_1 = c-a \in A \) and since \( \deg(\alpha_1) = \deg(f_1) \) we have \( \alpha_1 = c_1f_1 + d_1 \) for \( c_1 \in \mathbb{F}_q^* \) and \( d_1 \in \mathbb{F}_q \). But this contradicts the fact that the elements displayed in (13) are independent. \( \Box \)

In what follows we will work with \( \alpha^* = g^{-1}a \), renaming it \( a \) and fixing the basis satisfying the conditions described above. That is,
\[
a = (1, \alpha_1, \ldots) \mathbb{F}_q,
\]
where \( \alpha_i = a_i/g \), as specified in the paragraph before Lemma 4. Notice that since \( \text{sgn}(g) = t \) is not necessarily 1, the basis \( \{1, \alpha_1, \ldots\} \) is no longer positive with respect to \( S \) but rather with respect to the new choice of sign representatives \( t^{-1}S \). However by Note 3 the zeta function does not depend on the choice of \( S \), so this will not effect any calculations which we make with them.

For \( n \in \mathbb{N} \), consider the zeta function
\[
\zeta^a(n(q - 1)) = \sum_{x \in \alpha^*} x^{n(q - 1)} = 1 + \sum_{i=1}^{\infty} \Omega_i^a(n(q - 1))
\]
where
\[
\Omega_i^a(n(q - 1)) = \sum_{c_0, \ldots, c_{i-1} \in \mathbb{F}_q} (c_0 + c_1 \alpha_1 + \cdots + c_{i-1} \alpha_{i-1} + \alpha_i)^{n(q - 1)}
\]
\[
: = \sum_{\tilde{c} \in \mathbb{F}_q^*} (\tilde{c} \cdot \tilde{\alpha}_{i-1} + \alpha_i)^{n(q - 1)}
\]
and where \( \tilde{\alpha}_{i-1} = (\alpha_0 = 1, \alpha_1, \ldots, \alpha_{i-1}) \). Note that the coefficient of \( \alpha_i \) in the above must be 1 in order to maintain positivity (recall from the discussion above that there is a unique possible sign in each degree, modulo \( \mathbb{F}_q^* \). Thus \( \Omega_i^a \) is the subsum of the zeta function consisting of the sums of positive elements having degree \( \deg(\alpha_i) \).

**Lemma 5.** Let \( a, \Omega_i^a(q^n - 1) \) be as above.

1. When \( i = 1 \),
\[
\Omega_1^a(q^n - 1) = \frac{\alpha_1^{q^n} - \alpha_1}{\prod_{c \in \mathbb{F}_q^*} (c + \alpha_1^{q^n})} \quad \text{and} \quad |\Omega_1^a(q^n - 1)| = |\alpha_1|q^{(1-q)}.
\]
(2) For all \( i \geq 1 \),
\[
|\Omega_i^a(q^n - 1)| \leq |\alpha_i|^{q^n(1-q)}.
\]

Proof. Write \( \alpha = \alpha_1 \). Then
\[
\Omega_i^a(q^n - 1) = \sum_c \frac{c + \alpha}{c + \alpha q^n} = \frac{\sum_c (c + \alpha) \prod_{d \neq c} (d + \alpha q^n)}{\prod_c (c + \alpha q^n)}.
\]
Denote by \( s_i(c) \) the \( i \)th elementary symmetric function on \( \mathbb{F}_q \setminus \{c\} \). Thus, \( s_0(c) = 1 \), \( s_1(c) = \sum_{d \neq c} d \), etc. Then the numerator of (14) may be written as
\[
\sum_{j=0}^{q-1} \left( \sum_c (c + \alpha)s_{q-1-j}(c) \right) \alpha^q.
\]

First note that there is no constant term, and the coefficient of \( \alpha \) is \( \prod_{d \neq 0} d = -1 \). Now
\[
\sum_c cs_{q-2}(c) = \sum_{c \neq 0} cs_{q-2}(c) = \sum_c \prod_{d \neq 0, c} d = \sum_c c \cdot (-c^{-1}) = (q-1)(-1) = 1,
\]
which is the coefficient of \( \alpha^n \). Moreover, \( \sum_c s_{q-2}(c) = s_{q-2}(0) - \sum_{c \neq 0} c^{-1} = 0 \), so the \( \alpha^{n+1} \) term vanishes. For \( i < q - 2 \), we claim that
\[
\sum_c cs_i(c) = 0 = \sum_c s_i(c).
\]
When \( i = 0 \), \( s_0(c) = 1 \) for all \( c \), the terms \( \alpha^n(q-1) \), \( \alpha^{n(q-1)+1} \) have coefficients \( \sum_c c = \sum_c 1 = 0 \) and so vanish. When \( i = 1 \), we have \( q > 3 \), so \( s_1(c) = -c \) and
\[
\sum_c s_1(c) = -\sum_c c = 0 = -\sum_c c^2 = \sum_c cs_1(c)
\]
since the sums occurring above are power sums over \( \mathbb{F}_q \) of exponent 1, \( 2 < q - 1 \).

For general \( i < q - 2 \), we have \( q > i + 2 \) and
\[
\sum_c s_i(c) = \sum_c P(c)
\]
where \( P(X) \) is a polynomial over \( \mathbb{F}_q \) of degree \( i < q - 2 \). Hence \( \sum_c P(c) = \sum_c cP(c) = 0 \), since again, these are sums of powers of \( c \) of exponent less than \( q - 1 \). Thus the numerator is \( \alpha^q - \alpha \) and the absolute value claim follows immediately. When \( i > 1 \), for each \( \bar{c} \), let \( \bar{c}_+ = (c_1, \ldots, c_{i-1}) \) and write
\[
\alpha_{\bar{c}_+} = c_1\alpha_1 + \cdots + c_{i-1}\alpha_{i-1} + \alpha_i.
\]
Note trivially that \( |\alpha_{\bar{c}_+}| = |\alpha_i| \). Then by part (1) of this Lemma,
\[
|\Omega_i^a(q^n - 1)| = \left| \sum_{\bar{c}_+} \sum_c (c + \alpha_{\bar{c}_+})^{1-q^n} \right| \leq \max\{|\alpha_{\bar{c}_+}|^{q^n(1-q)}\} = |\alpha_i|^{q^n(1-q)}.
\]

In what follows, we write
\[
\hat{\zeta}(n(q - 1)) = \zeta^a(n(q - 1)) - 1.
\]

By Lemma 3 since \( |\alpha_i| > |\alpha_1| > 1 \) for \( i > 1 \), we have immediately
Corollary 1. Let $a$ be as above. Then for all $n \in \mathbb{N}$,
\[
|\hat{\zeta}(q^n - 1)| = |\Omega_1^n(q^n - 1)| = |\alpha_1|^g(1-q) < 1.
\]

Theorem 1. For all $a \subset A$ non principal, $j(a) \neq j((1))$.

Proof. It will be enough to prove the Theorem with $\mathfrak{a}$ replaced by the fractional ideal $q^{-1} \mathfrak{a}$ studied above. For any ideal $\mathfrak{b}$ we denote $\tilde{J}(\mathfrak{b}) = \hat{\zeta}^p(q^2 - 1)/\hat{\zeta}^p(q-1)^g$.

It will suffice to show that $\tilde{J}(a) \neq \tilde{J}((1))$ i.e. that the numerator of
\[
\tilde{J}(a) - \tilde{J}((1)) = \frac{\hat{\zeta}^a(q^2 - 1) \cdot \hat{\zeta}(1)(q - 1)^q + \hat{\zeta}^a(q-1)^g \cdot \hat{\zeta}(1)(q^2 - 1)}{(\hat{\zeta}^a(q-1) \cdot \hat{\zeta}(1)(q - 1))^g} 
\]
does not vanish. This numerator can be written
\[
(\hat{\zeta}^a(q^2 - 1) + 1)(\hat{\zeta}(1)(q - 1)^g + 1) - \hat{\zeta}(1)(q^2 - 1) + 1)
\]
developing the products, by Corollary 1 we see that (15) can be written
\[
-\hat{\zeta}^a(q-1) + \hat{\zeta}(1)(q - 1) - \hat{\zeta}^a(q^2 - 1) + \hat{\zeta}(1)(q^2 - 1) + \text{lower}
\]
By Lemma 4: $|\alpha_1| \neq |f_1|$: since the terms appearing above are symmetric, mod $\pm 1$, in $a$ and $(1)$, we may assume, without loss of generality, that $|\alpha_1| < |f_1|$. Therefore, by Lemma 5 and Corollary 1 the absolute value of (15) is $|\alpha_1|^{g(1-q)} > 0$ since
\[
|\hat{\zeta}^a(q-1)| = |\alpha_1|^g(1-q) > \max\left\{ |f_1|^g(1-q), |\alpha_1|^g(1-q), |f_1|^g(1-q) \right\} = \max\left\{ |\hat{\zeta}(1)(q-1)|, |\hat{\zeta}(1)(q^2-1)|, |\hat{\zeta}(1)(q^2-1)| \right\}
\]
and we are done. \hfill \Box

7. Class Field Generation

We now use the Main Theorem to prove the following key result about the $j$-invariant defined in the previous section.

Theorem 2. Let $a$ be a fractional ideal of $A$ and let $s \in \mathbb{I}_K$ be a $K$-idèle. Then $\tilde{j}(a) \in H_A^1$ and
\[
\tilde{j}(s^{-1}a) = \tilde{j}(a)^{[s,K]}.
\]

Proof. We first show that $\tilde{j}(a) \in H_A^1$. Let us call
\[
\tilde{\zeta}^a(n) := \frac{\hat{\zeta}^a(n)}{\xi_a^n}
\]
the normalized value of $\tilde{\zeta}^a(n)$, where $\xi_a$ is the transcendental element of $\mathbb{C}_\infty$ associated to $a$, used to produce sign normalization (see §12 of [12]). Because $\tilde{j}(a)$ is defined using a homogeneous ratio of values of the zeta function $\tilde{\zeta}^a$ (see equation (11)), we may replace these values by their normalized values. Then, by the version of D. Goss’ Theorem stated in [21] (Theorem 5.2.5), the normalized values are all in $H_A^1$. (N.B. The statement appearing in [21] is that $\xi_a^{-n} \cdot \sum_{0 \neq x \in a} x^{-n} \in H_A^1$.) However, since $a \setminus \{0\} = \bigsqcup_{c \in \mathbb{F}_q^*} ca^+$,
\[
\sum_{0 \neq x \in a} x^{-n} = \# S \cdot \tilde{\zeta}^a(n) = \tilde{\zeta}^a(n)
\]
as \#S = (q^{d_A} - 1)/(q - 1) \equiv 1 \mod q.) Let \( \sigma = [s, K] \). We claim that
\[
(17) \quad \tilde{\zeta}^\sigma(n) = \tilde{\zeta}^{s^{-1} a}(n).
\]
Let \( D = (\mathbb{C}_\infty, \rho) \) be the Hayes module attached to the lattice \( \xi_a a \). First note that if \( e_\rho(z) = e_{\xi_a a}(z) \) is the associated exponential function, then taking its logarithmic derivative we get
\[
\frac{1}{e_\rho(z)} = \sum_{\alpha \in a} \frac{1}{z + \xi_a \alpha} = -\sum_{n=0}^{\infty} \sum_{\alpha \in a} \frac{z^n}{(\xi_a \alpha)^{n+1}} = -\sum_{n=0}^{\infty} \tilde{\zeta}^\sigma(n + 1)z^n.
\]
Therefore
\[
e_\rho(z) = \sum_{n=0}^{\infty} c_n z^n, \quad c_n \in H_A^1.
\]
where the \( c_n \) are algebraic combinations of the \( \tilde{\zeta}^\sigma(n + 1) \) of a universal form which is dictated by the formula for the reciprocal of a power series. Fix \( a \in A \) and write
\[
\rho_a(\tau) = a + g_1 \tau + \cdots + g_d \tau^d, \quad g_1, \ldots, g_d \in H_A^1.
\]
Then, the equation
\[
e_\rho(az) = \rho_a(e_\rho(z))
\]
implies that
\[
az + c_1 a^2 z^a + (c_2 a^2 c_1) z^{a^2} + \cdots = \rho_a(z + c_1 z^a + \cdots) = \rho_a(a z) + \rho_a(c_1 z^{a^2}) + \cdots = az + (g_1 + ac_1) z^a + (g_2 + c_1^2 g_1 + ac_2) z^{a^2} + \cdots.
\]
The shape of the last expression above is again of a universal nature and depends only on the coefficients of \( \rho_a \) and the coefficients \( e_\rho(z) \). That is, we have
\[
c_1 = \frac{g_1}{a^2 - a}, \quad c_2 = \frac{g_2 + c_1^2 g_1}{a^{2^2} - a}, \quad \ldots
\]
and the coefficients of \( e_\rho(z) \) may be solved for in terms of the coefficients of \( \rho_a \) using a universal recursion. In particular, we have given a formula for the coefficients of the normalized exponential attached to any Hayes module \( (D, \rho) \), which only depends on the coefficients of \( \rho_a \) for \( a \in A \) fixed. As \( D^\sigma = (\mathbb{C}_\infty, \rho^\sigma) \) has lattice homothetic to \( s^{-1} a \) by the Main Theorem, it follows that
\[
e_\rho^\sigma(z) = e_{\xi_{\sigma^{-1} a}} s^{-1} a(z) = \sum_{n=0}^{\infty} c_n^\sigma z^n
\]
where \( \xi_{\sigma^{-1} a} \) is the transcendental factor producing the sign normalized Drinfeld module associated to \( s^{-1} a \). Therefore for all \( n \)
\[
(18) \quad \frac{\tilde{\zeta}^{s^{-1} a}(n)}{\tilde{\zeta}^{s^{-1} a}_n} = \tilde{\zeta}^{s^{-1} a}(n) = (\tilde{\zeta}^\sigma(n))^\sigma.
\]
The statement about the \( j \)-invariant follows immediately. \( \square \)

**Corollary 2.** The \( j \)-invariant takes values in \( H_A \subset H_A^1 \) and the function
\[
j : \text{Cl}(A) \rightarrow H_A
\]
is injective.
Therefore, it will be enough to show that the two fields appearing in the statement is in general $H$ by Theorem 3.1.1 of [21], and therefore

By definition, $a$ then exists $D$ to the algebraic torsion $\text{Suppose that Lemma 6.}$

$K$ Proof. Suppose $\text{Tor}_1$ is a Galois extension contained in $H_A$, hence the two fields are equal having the same degree over $K$. □

Let $m \subset A$ be an ideal and $K^m_A$ the associated ray class field. See the end of §3 for this and other related notation. By Class Field Theory, $K^m_A \subset K_A^{ab}$ is the fixed field of the group of Artin symbols $[s, K] \in \text{Aut}(K_A^{ab}/K)$, where $s \in K^\times U^m_A$. By definition, an analytical isomorphism $f : C_\infty/a \to D = (C_\infty, \rho)$ of $A$-modules takes the analytical torsion

$\text{Tor}_a(m) := m^{-1}a/a$

to the algebraic torsion $\mathbb{D}[m]$.

Lemma 6. Suppose that $s \in \mathbb{I}_K$ for which $sa = a$. Then $s$ acts as the identity on $\text{Tor}_a(m) \subset K/a \iff s \in U^m_A K^\times$.

Proof. Suppose $s \in U^m_A K^\times$; since $K^\times$ is in the kernel of the Artin map, without loss of generality we may assume $s \in U^m_A$. Then for all $p \subset A$ prime, we have

$$(s_p - 1)m_p^{-1}a_p \subset a_p$$

so $s$ acts trivially on $m^{-1}a/a$. On the other hand, if $s$ acts as the identity on $\text{Tor}_a(m)$, we have for each $p$ the above inclusion mod $K^\times$ and then $(s_p - 1) \in m_p$ mod $K^\times$. □

Let $D = (C_\infty, \rho)$ be defined over the minimal field of definition $H_A$ and let $e_\rho$ be the exponential inducing an isomorphism

$e_\rho : C_\infty/\Lambda_\rho \to \mathbb{D}$.

Then there exists $a \subset A$ an ideal and $\xi \in C_\infty$ so that $\Lambda_\rho = \xi a$. We stress that $\mathbb{D}$ is in general not sign normalized, unless $d_\infty = 1$.

Theorem 4. Let $D$ be as in the previous paragraph. Then

$K^m_A = H_A(e_\rho(\xi t) | t \in \text{Tor}_a(m))$.

Proof. By definition, $K^m_A$ is abelian. Moreover, $K(e_\rho(\xi t) | t \in \text{Tor}_a(m))$ is abelian, by Theorem 3.1.1 of [21], and therefore $H_A(e_\rho(\xi t) | t \in \text{Tor}_a(m))$ is abelian as well. Therefore, it will be enough to show that the two fields appearing in the statement...
of the Theorem are the fixed fields of the same subgroup of $\text{Gal}(K^b_A/K)$. Let $\sigma = [s, K]$. Then

$$\sigma|_{K^m} = \text{trivial} \iff s^{-1} = \alpha u, \quad \alpha \in K^\times \text{ and } u \in U^n_A.$$ 

Suppose first that $\sigma|_{K^m}$ is trivial. Then $D^u = D$ since $D$ is defined over $H_A \subset K^m_A$. Choose the analytical isomorphism $f$ in the Main Theorem to be the composition $a \to \xi a$ with the exponential $e_\mu$. By the Main Theorem, it follows that $s^{-1}a$ also parametrizes $D$ and therefore is a multiple of $a$ by an element of $K^\times$. In particular, we may choose the element $\alpha$ above so that $s^{-1}a = a$. By Lemma 4, $s$ acts trivially on the analytic torsion $\text{Tor}_a(m)$, and by the Main Theorem, it follows that $\sigma$ fixes $H_A(e_\mu(\xi t) | t \in \text{Tor}_a(m))$. In the other direction, suppose $\sigma = [s, K]$ fixes $H_A(e_\mu(\xi t) | t \in \text{Tor}_a(m))$. In particular, $D^u = D$, and after re-choosing $\alpha$, we may assume $s^{-1}a = a$. By the Main Theorem, we conclude $s^{-1}$ acts trivially on $\text{Tor}_a(m)$ as well, and by Lemma 4, $s \in U^nAK^\times$. Therefore $\sigma = [s, K]$ is the identity on $K^m_A$. \hfill \Box
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