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I. INTRODUCTION

Magnetically confined fusion plasmas in toroidal geometry rely on a poloidal divertor topology in order to control plasma exhaust. Plasma entering the scrape-off layer (SOL) from the core will flow along magnetic field lines to the remote divertor chamber, which is specifically designed to handle the exhaust of particles and heat. This is supposed to avoid strong plasma–wall contact in the main chamber, which is located close to the core plasma. However, experiments have shown that cross-field plasma transport is generally significant and may even be dominant, leading to detrimental plasma interactions with the main chamber walls.

Measurements on numerous tokamak devices have demonstrated that as the core plasma density increases, the particle density in the SOL becomes higher and plasma–wall interactions increase. The particle density profile in the SOL typically exhibits a two-layer structure, commonly referred to as a density shoulder. Close to the magnetic separatrix, in the so-called near SOL, it has a steep exponential decay and moderate fluctuation levels. Beyond this region, in the so-called far SOL, the profile has an exponential decay with a much longer scale length. As the core plasma density increases, the profile scale length in the far SOL becomes longer, referred to as profile flattening, and the break point between the near and the far SOL moves radially inwards, referred to as profile broadening. When the empirical discharge density limit is approached, the far SOL profile effectively extends all the way to the magnetic separatrix or even inside it.

The boundary region of magnetically confined plasmas is generally in an inherently fluctuating state. Single point measurements of the particle density in the far SOL reveal frequent occurrence of large-amplitude bursts and relative fluctuation levels of order unity. The large-amplitude fluctuations, identified in the SOL of all tokamaks and in all confinement regimes, are attributed to radial motion of coherent structures through the SOL and towards the main chamber wall. These structures are observed as magnetic-field-aligned filaments of excess particles and heat as compared to the ambient plasma, commonly referred to as blobs. This leads to broad and flat far-SOL profiles and enhanced levels of plasma interactions with the main chamber walls that may be an issue for the next generation magnetic confinement experiments.

At the outboard mid-plane region, localized blob-like structures get charge polarized due to vertical magnetic gradient and curvature drifts. The resulting electric field leads to radial motion of the filaments structures towards the main chamber wall. The strongly non-linear advection results in an asymmetric shape with a steep front and a trailing wake. The radial velocity depends
on the blob size and amplitude as well as plasma parameters and takes a wide range of values. This
dependence has been extensively explored theoretically and by numerical computations of isolated
filament structures in various plasma parameter regimes. Filament velocity scaling properties
have also been investigated experimentally, showing correlations with other blob parameters and
plasma parameters. It follows that stochastic modelling of the intermittent fluctuations in the
SOL must necessarily include a distribution of filament velocities.

Based on second-long, single-point experimental measurement data time series, the fundamental
statistical properties of the plasma fluctuations in the far-SOL have been identified. It has
been demonstrated that the fluctuations can be described as a super-position of uncorrelated, exponen-
tial pulses with an exponential distribution of pulse amplitudes, referred to as a filtered Poisson
process. For such a stochastic process the probability density function is a Gamma distribu-
tion with the scale parameter given by the average pulse amplitude and the shape parameter given
by the ratio of the average pulse duration and waiting times. Moreover, it follows that the
auto-correlation function has an exponential tail and the frequency power spectral density has a
Lorentzian shape. Both the underlying assumptions of the model and its predictions are
found to be in excellent agreement with experimental measurements.

Recently, the statistical description of single-point measurements were extended to describe the
radial variation of average SOL profile due to motion of blob-like filament structures with a ran-
don distribution of sizes and velocities. This reveals how the average profile and its radial
variation depend on the filament statistics. In particular, if all filaments have the same velocity, the
radial e-folding length is given by the product of the radial filament velocity and the parallel tran-
sit time to the divertor targets. In this presentation, we extended and complement this statistical
analysis by a systematic study of randomly distributed filament amplitudes, sizes and velocities,
and correlations between these quantities. The filaments are assumed to move radially outwards
with fixed shape and amplitudes decaying exponentially in time due to linear damping. The veloci-
ties are taken to be time-independent but may be correlated with other filament parameters. The
combination of linear damping and a random distribution of velocities is shown to significantly
modify the average profiles as well as the fluctuations in the process. The results presented here
extend previous work by including predictions for higher-order moments, in particular skewness
and flatness profiles, as well as auto-correlation functions and power spectral densities. Closed-
form analytical expressions are obtained in the case of a discrete uniform distribution of pulse
velocities.
This paper is the first in a sequence, presenting extensions of the filtered Poisson process to describe the radial motion of pulses including linear damping due to parallel drainage in the scrape-off layer. This first paper defines the theoretical framework and gives a derivation of all the general results for the case of time-independent pulse velocities and provides closed form expressions for the relevant statistical averages in the case of a discrete uniform distribution of pulse velocities. Follow up papers will address various continuous distributions of pulse velocities as well as time-dependent velocities, in particular cases where the pulse velocity depends on the instantaneous pulse amplitude.

The organization of this paper is as follows. In Sec. II we present the stochastic model describing a super-position of pulses with a random distribution of amplitudes, sizes and velocities. The pulses move radially outwards with time-independent velocities but are subject to linear damping. The pulses are assumed to be uncorrelated and arrive according to a Poisson process. Particular focus will be placed on exponential pulses and it is demonstrated that this is a filtered Poisson process at the reference position where all pulse parameters are specified. In Sec. III we derive general expressions for the cumulants and correlation functions, and discuss how the combination of radial motion and linear damping influences the statistical properties of the fluctuations. In Sec. IV we present closed form expressions for the radial profile of the lowest order statistical moments, probability distributions and auto-correlation functions for the case of a discrete uniform distribution of pulse velocities. A discussion of the results in the context of blob-like filament structures at the boundary of magnetically confined plasmas is presented in Sec. V and the conclusions are given in Sec. VI. The paper is complemented by four appendices. In App. A general results are presented for the case of two-sided exponential pulses. End effects in realizations of the process are considered in App. B. Appendix C discusses limitations on the existence of cumulants. Finally, the implications of a discrete uniform distribution of pulse sizes are presented in App. D.

II. STOCHASTIC MODEL

In this section, the stochastic process is presented, describing a super-position of uncorrelated pulses with a random distribution of amplitudes, sizes and velocities. It is demonstrated that this is a generalization of a filtered Poisson process with particularly transparent results obtained for an exponential pulse function.
A. Super-position of pulses

Consider the evolution of an individual pulse \( \phi(x,t) \), which is assumed to follow an advection equation on the form

\[
\frac{\partial \phi}{\partial t} + v \frac{\partial \phi}{\partial x} + \frac{\phi}{\tau_i} = 0, \tag{1}
\]

where \( v \) is the pulse velocity along the radial axis \( x \). The last term on the left hand side describes linear damping with e-folding time \( \tau_i \), which is assumed to be constant in time and independent of the pulse parameters. The pulse velocity \( v \) will in the following be assumed to be positive and time-independent. As initial condition, we take that the pulse \( \phi \) is assumed to arrive at the reference position \( x = 0 \) at time \( t = 0 \),

\[
\phi(x,0) = a \phi\left(\frac{x}{\ell}\right), \tag{2}
\]

where \( a \) and \( \ell \) are the pulse amplitude and size, respectively. The non-dimensional pulse function \( \phi(\theta) \) is taken to be the same for all events and satisfies the normalization constraint

\[
\int_{-\infty}^{\infty} d\theta |\phi(\theta)| = 1. \tag{3}
\]

For later reference, we define the integral of the \( n' \)th power of the pulse function as

\[
I_n = \int_{-\infty}^{\infty} d\theta [\phi(\theta)]^n. \tag{4}
\]

For a non-negative pulse function it follows that \( I_1 = 1. \) Applying the method of characteristics to the differential equation (1) leads to the general solution

\[
\phi(x,t) = A(t) \phi\left(\frac{x - vt}{\ell}\right), \tag{5}
\]

where the pulse amplitude evolution is determined by

\[
A(t) = a \exp\left(-\frac{t}{\tau_i}\right). \tag{6}
\]

Equation (5) determines the pulse evolution for given amplitude \( a \), size \( \ell \) and velocity \( v \). The pulse moves radially without change in shape but with an amplitude that decays exponentially in time due to the linear damping.

Consider now the stochastic process \( \Phi_K(x,t) \) given by a super-position of \( K \) uncorrelated and spatially localized pulses,

\[
\Phi_K(x,t) = \sum_{k=1}^{K(T)} \phi_k(x,t-s_k) = \sum_{k=1}^{K(T)} a_k \exp\left(-\frac{t-s_k}{\tau_i}\right) \phi\left(\frac{x-v_k(t-s_k)}{\ell_k}\right), \tag{7}
\]
where each pulse $\phi(x,t)$ satisfies Eq. (1). In the following, the subscript $k$ on the random variables $a$, $v$ and $\ell$ will suppressed when possible for simplicity of notation. Each pulse is located at $x = 0$ at the arrival time $s$. All other pulse parameters are assumed to be independent of the arrival times. The arrival times $s$ are furthermore assumed to be independent and uniformly distributed on an interval of duration $T$, that is, their probability distribution function is

$$P_s(s_k) = \begin{cases} 
1/T, & |t| \leq T/2, \\
0, & |t| > T/2.
\end{cases}$$

(8)

With these assumptions, the probability that there are exactly $K$ pulse arrivals at $x = 0$ during any interval of duration $T$ is given by the Poisson distribution

$$P_K(K;T) = \frac{1}{K!} \left( \frac{T}{\tau_w} \right)^K \exp \left( -\frac{T}{\tau_w} \right),$$

(9)

where $\tau_w$ is the average pulse waiting time at the reference position $x = 0$. The average number of pulses in realizations of duration $T$ is

$$\langle K \rangle = \sum_{K=0}^{\infty} K P_K(K;T) = \frac{T}{\tau_w},$$

(10)

where, here and in the following, angular brackets denote the ensemble average of a random variable over all its arguments. From the Poisson distribution it follows that the waiting time between two subsequent pulses is exponentially distributed. It is emphasized that all pulse parameters and their correlations are specified at the reference position $x = 0$. In particular, the Poisson property of the process is defined for this reference position but does not necessarily hold for other radial positions. This will be discussed further in Sec. III C and App. B.

B. Exponential pulses

The exponential amplitude modulation due to linear damping in Eq. (6) suggests that particularly simple expressions may be obtained for a similar dependence in the pulse function. We thus consider the case of a one-sided exponential pulse function,

$$\varphi(\theta) = \begin{cases} 
\exp(\theta), & \theta \leq 0, \\
0, & \theta > 0.
\end{cases}$$

(11)
FIG. 1. Radial variation of a one-sided exponential pulse at the arrival time \( s \) and one radial transit time \( \ell/v \) before and after the arrival at \( x = 0 \). The dotted line shows the radial variation of the pulse amplitude due to linear damping.

In the following sections, this one-sided exponential pulse function will be used to demonstrate fundamental properties of the process and in order to calculate closed-form expressions for moments, distributions and correlation functions. It should be noted that for exponential pulses, the integral \( I_n = 1/n \). The generalization of the following results to two-sided exponential pulses is discussed in App. A.

The relevant parameters of the process given by Eq. (7) for a one-sided exponential pulse function are presented in Fig. 1. Here the radial variation of the pulse is shown for the time of arrival \( s \) at \( x = 0 \) as well as one radial transit time \( \ell/v \) before and after this arrival time. Due to linear damping, the amplitude decreases exponentially in time as the pulse moves along the radial axis, indicated by the dotted line in the figure.

At the reference position, \( x = 0 \), the process is given by

\[
\Phi_K(0,t) = \sum_{k=1}^{K(T)} a_k \exp \left( -\frac{t - s_k}{\tau} \right) \varphi \left( -\frac{v_k(t - s_k)}{\ell_k} \right).
\]  

(12)

For the exponential pulse function defined by Eq. (11) it is straightforward to show that this process can be written as

\[
\Phi_K(0,t) = \sum_{k=1}^{K(T)} a_k \varphi \left( -\frac{t - s_k}{\tau_k} \right),
\]  

(13)

where the pulse duration is the harmonic mean of the linear damping time and the radial transit time \( \ell/v \),

\[
\tau = \frac{\tau_k \ell}{v \tau_k + \ell}.
\]  

(14)
The average pulse duration is denoted by $\tau_d = \langle \tau \rangle$ and is clearly influenced by a distribution of pulse sizes and velocities. In the absence of linear damping, the pulse duration is just the radial transit time, $\ell/v$. Further discussions of the pulse duration are given in Sec. III A.

C. Filtered Poisson process

The process at the reference position $x = 0$ describes a super-position of uncorrelated, exponential pulses given by Eq. (13). When all pulses have the same duration $\tau_d$, the process can be written as a convolution or filtering of the pulse function with a train of delta pulses:

$$\Phi_K(0,t) = \int_{-\infty}^{\infty} d\theta \phi \left( \frac{t}{\tau_d} - \theta \right) \mathcal{F}_K(\theta) = (\phi \ast \mathcal{F}_K) \left( \frac{t}{\tau_d} \right),$$ (15)

where the forcing is

$$\mathcal{F}_K(\theta) = \sum_{k=1}^{K(T)} a_k \delta \left( \theta - \frac{sk}{\tau_d} \right).$$ (16)

This is therefore commonly referred to as a filtered Poisson process. More generally, for the process given by Eq. (13) with a random distribution of all pulse parameters, the ratio of the average pulse duration and waiting times,

$$\gamma = \frac{\tau_d}{\tau_w},$$ (17)

determines the degree of pulse overlap and is referred to as the intermittency parameter of the process.

In the case of an exponential pulse function and exponentially distributed pulse amplitudes with mean value $\langle a \rangle$, which for positive $a$ is given by

$$\langle a \rangle P_a(a) = \exp \left( -\frac{a}{\langle a \rangle} \right),$$ (18)

the raw amplitude moments are $\langle a^n \rangle = n! \langle a \rangle^n$ and the stationary probability density function for $\Phi_K(0,t)$ is given by a Gamma distribution with shape parameter $\gamma$ and scale parameter $\langle a \rangle$. For positive $\Phi$ this distribution can be written as

$$\langle a \rangle P_\Phi(\Phi) = \frac{1}{\Gamma(\gamma)} \left( -\frac{\Phi}{\langle a \rangle} \right)^{\gamma-1} \exp \left( -\frac{\Phi}{\langle a \rangle} \right),$$ (19)

with mean value $\langle \Phi \rangle = \gamma \langle a \rangle$ and variance $\Phi^2_{\text{rms}} = \gamma \langle a \rangle^2$. The intermittency parameter $\gamma$ determines the shape of the distribution, resulting in a high relative fluctuation level as well as skewness and
flatness moments in the case of weak pulse overlap for small $\gamma$. The Gamma probability density function holds for any distribution of pulse durations but assumes that the pulse amplitudes and durations are independent. In the following, we will describe how the combination of linear damping and a random distribution of and correlations between the pulse parameters determines the radial variation of the statistical properties of this process.

III. MOMENTS AND CORRELATIONS

In this section we present derivations of the mean value, the characteristic function, cumulants, the lowest order statistical moments and the auto-correlation functions and power spectral densities for a sum of uncorrelated pulses given by Eq. (7). Particular attention is devoted to mechanisms for radial variation of moments and intermittency of the process.

A. Average radial profile

Let us first consider the average of the process $\Phi_K(x,t)$. The arrival times $s$ are taken to be independent of the other pulse parameters. Thus, we first perform the average of each pulse over the arrival times,

$$\langle \phi(x,t-s) \rangle = \frac{1}{T} \left( \int_{-T/2}^{T/2} ds \exp \left( -\frac{t-s}{\tau_i} \right) \phi \left( \frac{x-v(t-s)}{\ell} \right) \right),$$

where the angular brackets denote an average over all amplitudes, sizes and velocities with the $k$ subscript suppressed for simplicity of notation. Neglecting end effects by taking the integration limits for $s$ to infinity and changing the integration variable to $\theta = \frac{x-v(t-s)}{\ell}$ gives

$$\langle \phi \rangle(x) = \frac{1}{T} \left( \int \frac{d\theta}{v} \exp \left( -\frac{x}{v\tau_i} \right) \int_{-\infty}^{\infty} d\theta \exp \left( \frac{\theta \ell}{v\tau_i} \right) \phi(\theta) \right).$$

(21)

Given that the pulses are uncorrelated, the average of the conditional process with exactly $K$ pulses is given by $\langle \Phi_K \rangle = K \langle \phi(x,t-s) \rangle$. Averaging over the number of pulses therefore gives the general result

$$\langle \Phi \rangle(x) = \sum_{K=0}^{\infty} \langle \Phi_K \rangle P_K(K; T) = \frac{1}{\tau_w} \left( \int \frac{d\theta}{v} \exp \left( -\frac{x}{v\tau_i} \right) \int_{-\infty}^{\infty} d\theta \exp \left( \frac{\theta \ell}{v\tau_i} \right) \phi(\theta) \right).$$

(22)

In the absence of linear damping, the mean value does not depend on the radial coordinate and is given by $\langle \Phi \rangle = \langle a\ell I_1/v \rangle/\tau_w$ for any joint distribution between pulse amplitudes, sizes and velocities.
In the case where all pulses have the same velocity, it follows that the average radial profile is exponential with a length scale given by the product of the radial velocity and the linear damping time,

\[
\langle \Phi \rangle(x) = \frac{1}{\tau_w} \left\langle \frac{a\ell}{V} \int_{-\infty}^{\infty} d\theta \exp \left( \frac{\theta \ell}{V \tau_i} \right) \varphi(\theta) \right\rangle \exp \left( -\frac{x}{V \tau_i} \right).
\] (23)

The exponential profile obviously follows from the combination of radial motion and linear damping of the pulses. More generally, it is clear from Eq. (22) that a random distribution of pulse velocities will make the average radial profile non-exponential. This will be further investigated in Sec. [IV]

For the exponential pulse function defined by Eq. (11) and any distribution of amplitudes, sizes and velocities, we obtain the average profile

\[
\langle \Phi \rangle(x) = \frac{1}{\tau_w} \left\langle a \tau \exp \left( -\frac{x}{V \tau_i} \right) \right\rangle,
\] (24)

where the pulse duration \( \tau \) is given by Eq. (14). In the case of a degenerate distribution of the pulse velocities the average radial profile is exponential,

\[
\langle \Phi \rangle(x) = \frac{(a \tau)}{\tau_w} \exp \left( -\frac{x}{V \tau_i} \right).
\] (25)

If additionally the pulse sizes are uncorrelated with the amplitudes, the prefactor is given by \( \langle a \rangle \tau_d / \tau_w \) with \( \tau_d \) the average pulse duration. As discussed in Sec. [II C], at \( x = 0 \) the mean value is then given by the average amplitude multiplied by the ratio of the average pulse duration and waiting times. Realizations of this process with an exponential amplitude distribution and fixed pulse sizes and velocities are presented in Fig. [2]. The pulses cause large-amplitude fluctuations to the average radial profile which will now be quantified with cumulants and higher order moments.

**B. Cumulants and moments**

The characteristic function for the random variable \( \Phi_K \) at the radial position \( x \) is the Fourier transform of the probability density function and is given by \( C_{\Phi_K}(u;x) = \langle \exp(\iu u \Phi_K) \rangle \). The characteristic function for a sum of independent random variables is the product of their individual characteristic functions. Since all pulses \( \varphi(x,t-s) \) are by assumption independent, and each of the parameters \( a, \ell \) and \( \nu \) are identically distributed, the characteristic function for the process is given by

\[
C_{\Phi_K}(u;x) = \prod_{k=1}^{K} C_{\varphi}(u;x) = [C_{\varphi}(u;x)]^K,
\] (26)
where we have defined the characteristic function for an individual pulse as

\[
C_\phi(u;x) = \langle \exp(iu\phi) \rangle, \tag{27}
\]

with \( \phi_k(x,t-s) \) given by Eq. (5) and the average is to be taken over arrival times \( s \) and the other randomly distributed pulse parameters. It is to be noted that all pulse parameters, including the arrival times \( s \), are specified at the reference position \( x=0 \). Pulse arrivals and amplitudes at other radial positions follows from the deterministic pulse trajectory \( X(t) = \nu(t-s) \) and the amplitude evolution given by Eq. (6). The calculation of the cumulants is therefore valid for all radial positions \( x \).

The conditional probability distribution function of \( \Phi_K \) for fixed \( K \) is

\[
P_{\Phi_K}(\Phi_K|K) = \frac{1}{2\pi} \int_{-\infty}^{\infty} du \exp(iu\Phi_K) [C_\phi(u,x)]^K. \tag{28}\]

Using that \( K \) is Poisson distributed as defined by Eq. (9) we have

\[
P_\Phi(\Phi) = \sum_{K=0}^{\infty} P_K(K;T)P_{\Phi_K}(\Phi_K|K) = \frac{1}{2\pi} \int_{-\infty}^{\infty} du \exp(iu\Phi) \exp\left(\frac{T}{\tau_w} [C_\phi(u,x) - 1]\right). \tag{29}\]

The expression inside the last exponential function can be identified as the logarithm of the characteristic function \( C_\phi(u,x) \), given by

\[
\ln C_\phi = \frac{T}{\tau_w}(C_\phi - 1) = \frac{1}{\tau_w} \left\langle \int_{-T/2}^{T/2} ds \ [\exp(iu\phi) - 1] \right\rangle. \tag{30}\]
where the averaging in the last expression is over all pulse amplitudes, sizes and velocities. Neglecting end effects by extending the integration limits over pulse arrivals \( s \) to infinity and expanding the exponential function we can write

\[
\ln C_{\Phi} = \frac{1}{\tau_w} \left\langle \int_{-\infty}^{\infty} ds \left[ \sum_{n=1}^{\infty} \frac{(iu\phi)^n}{n!} \right] \right\rangle. \tag{31}
\]

The statistical moments are directly related to the cumulants \( \kappa_n \), which are defined as the coefficients in the expansion of the logarithm of the characteristic function,

\[
\ln C_{\Phi} = \sum_{n=1}^{\infty} \frac{\kappa_n (iu)^n}{n!}. \tag{32}
\]

A comparison with Eq. (31) gives the cumulants,

\[
\kappa_n(x) = \frac{1}{\tau_w} \left\langle \int_{-\infty}^{\infty} ds [\phi(x, t - s)]^n \right\rangle. \tag{33}
\]

Following a similar procedure as for calculating the average radial profile we obtain the general expression for the cumulants,

\[
\kappa_n(x) = \frac{1}{\tau_w} \left\langle \frac{a^n \ell}{v} \exp \left( -\frac{nx}{v \tau_i} \right) \int_{-\infty}^{\infty} d\theta \exp \left( \frac{n\theta \ell}{v \tau_i} \right) [\varphi(\theta)]^n \right\rangle. \tag{34}
\]

In the case of a degenerate distribution of pulse velocities, the cumulants decrease exponentially with radius. The exponential profile is clearly modified by a distribution of pulse velocities.

From the cumulants, the lowest order centered moments \( \mu_n \) are readily obtained. A formal power series expansion shows that the characteristic function is related to the raw moments \( \langle \Phi^n \rangle \),

\[
C_{\Phi}(u; x) = \langle \exp (iu\Phi) \rangle = 1 + \sum_{n=1}^{\infty} \frac{(iu\Phi)^n}{n!} = 1 + \sum_{n=1}^{\infty} \langle \Phi^n \rangle (iu)^n/n! \tag{35}
\]

The first order cumulant is just the mean value, \( \kappa_1 = \langle \Phi \rangle \), while the second order cumulant is the variance of the process, \( \kappa_2 = \Phi_{\text{rms}}^2 = \langle (\Phi - \langle \Phi \rangle)^2 \rangle \), with

\[
\Phi_{\text{rms}}^2(x) = \frac{1}{\tau_w} \left\langle \frac{a^2 \ell}{v} \exp \left( -\frac{2x}{v \tau_i} \right) \int_{-\infty}^{\infty} d\theta \exp \left( \frac{2\theta \ell}{v \tau_i} \right) [\varphi(\theta)]^2 \right\rangle. \tag{36}
\]

The lowest order centered moments \( \mu_n = \langle (\Phi - \langle \Phi \rangle)^n \rangle \) are related to the cumulants by the relations \( \mu_2 = \kappa_2, \mu_3 = \kappa_3 \) and \( \mu_4 = \kappa_4 + 3\kappa_2^2 \). The skewness and flatness moments are defined by

\[
S_\Phi = \frac{\langle (\Phi - \langle \Phi \rangle)^3 \rangle}{\Phi_{\text{rms}}^3} = \frac{\kappa_3}{\kappa_2^{3/2}}, \tag{37a}
\]

\[
F_\Phi = \frac{\langle (\Phi - \langle \Phi \rangle)^4 \rangle}{\Phi_{\text{rms}}^4} - 3 = \frac{\kappa_4}{\kappa_2^2}. \tag{37b}
\]
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In the following, we will occasionally use a scaled variable defined by

\[
\tilde{\Phi}(x, t) = \frac{\Phi(x, t) - \langle \Phi \rangle(x)}{\Phi_{\text{rms}}(x)},
\]

(38)

normalized such as to have zero mean and unit standard deviation at all radial positions.

In the absence of linear damping, the cumulants and moments do not depend on the radial coordinate and are given by \( \kappa_n = \langle a^n \ell I_n/v \rangle/\tau_w \). For an exponential pulse function, for which \( I_n = 1/n \), with exponentially distributed amplitudes that are independent of the pulse duration \( \tau = \ell/v \), for which \( \langle a^n \rangle = n! \langle a \rangle^n \), where \( \gamma = \tau_d/\tau_w \) and \( \tau_d \) is the average pulse duration. This is nothing but the cumulants of a Gamma distribution with scale parameter \( \langle a \rangle \) and shape parameter \( \gamma \), which is the case discussed in Sec. II C.

In the case of a degenerate distribution of pulse velocities, the variance is given by

\[
\Phi^2_{\text{rms}}(x) = \frac{1}{\tau_w} \left\langle \frac{a^n \ell}{v} \int_{-\infty}^{\infty} d\theta \exp \left( \frac{2\theta}{v\tau_i} \right) [\varphi(\theta)]^2 \right\rangle \exp \left( -\frac{2x}{v\tau_i} \right).
\]

(39)

It follows that the relative fluctuation level as well as the skewness and flatness moments do not depend on the radial coordinate. As will be seen in the following section, this is not the case for a broad distribution of pulse velocities.

For an exponential pulse function, the general expression for the cumulants given by Eq. (34) simplifies significantly since the exponential function due to linear damping combines with the pulse function,

\[
\kappa_n(x) = \frac{1}{n\tau_w} \left\langle a^n \tau \exp \left( -\frac{n\ell}{v\tau_i} \right) \right\rangle,
\]

(40)

where the pulse duration \( \tau \) is given by Eq. (14). The factor \( 1/n \) comes from the integration of the \( n \)’th power of the exponential pulse function. In the case of a degenerate distribution of pulse velocities and amplitudes that are uncorrelated with the pulse durations, the cumulants simplify to

\[
\kappa_n(x) = \frac{\tau_d}{\tau_w} \frac{n!}{n} \langle a^n \rangle \exp \left( -\frac{n\ell}{v\tau_i} \right),
\]

(41)

where \( \tau_d \) is the pulse duration averaged over the distribution of pulse sizes. It follows that the cumulants and the raw moments decrease exponentially with radius. In particular, the variance is given by

\[
\Phi^2_{\text{rms}}(x) = \frac{\tau_d}{\tau_w} \langle a^2 \rangle \exp \left( -\frac{2x}{v\tau_i} \right).
\]

(42)

However, the relative fluctuation level \( \Phi_{\text{rms}}/\langle \Phi \rangle \) and the skewness and flatness moments are all constant as function of radius. Additionally assuming exponentially distributed pulse amplitudes
as given by Eq. (18), the cumulants are given by
\[
\kappa_n(x) = \frac{\tau_d}{\tau_w} \frac{n!}{n} \left[ \langle a \rangle \exp \left( -\frac{x}{\nu \tau_r} \right) \right]^n,
\]
which are the cumulants of a Gamma distribution with scale parameter \(\langle a \rangle \exp (-x/\nu \tau_r)\) and shape parameter \(\tau_d/\tau_w\). The relative fluctuation level and the skewness and flatness moments then become
\[
\frac{\Phi_{\text{rms}}}{\langle \Phi \rangle} = \left( \frac{\tau_w}{\tau_d} \right)^{1/2},
\]
\[
S_\Phi = 2 \left( \frac{\tau_w}{\tau_d} \right)^{1/2},
\]
\[
F_\Phi = \frac{6\tau_w}{\tau_d}.
\]

The probability density function for \(\Phi\) is the Gamma distribution given by Eq. (19) with the average radial profile given by \(\langle \Phi \rangle(x) = \gamma \langle a \rangle \exp (-x/\nu \tau_r)\). Thus, in the case of a degenerate distribution of pulse velocities, the shape parameter is fixed but the scale parameter for the distribution decreases exponentially with radius. As will be discussed in Sec. III C in general, no closed form expression of the probability distribution function can be obtained in the case of a random distribution of pulse velocities. One notable exception is the case of a discrete uniform distribution of pulse velocities, which will be considered in Sec. IV.

C. Filtered Poisson process

A pulse moving with constant velocity \(v\) will arrive at a radial position \(\xi\) at time \(s_\xi\) given by
\[
s_\xi = s + \frac{\xi}{v},
\]
The arrivals \(s\) at \(x = 0\) are assumed to be uniformly distributed on the interval \([-T/2, T/2]\), as described by Eq. (8). In the case of a random distribution of pulse velocities \(v\), the arrivals \(s_\xi\) at position \(\xi\) are given by a sum of two random variables and therefore the distribution of these arrivals is given by the convolution
\[
P_{s_\xi}(s) = \int_{-\infty}^{\infty} dr P_{s_\xi/v}(r) P_s(s-r) = \frac{1}{T} \int_{-T/2+s}^{T/2+s} dr P_{s_\xi/v}(r),
\]
where \(P_{s_\xi/v}\) is the distribution of the radial transit times \(r = \xi/v\). It follows that the pulse arrivals at radial position \(\xi\) are in general not uniformly distributed. A distribution of pulse velocities leads to
end effects that influence the arrival time distribution. This is solely an effect of the radial motion and is independent of the linear damping.

In order to determine the arrival time distribution, consider the case of a velocity distribution $P_v(v)$ that is bounded by a minimum velocity $v_{\text{min}}$ and a maximum velocity $v_{\text{max}}$, which results in a maximum transit time $r_{\text{max}} = \frac{\xi}{v_{\text{min}}}$ and a minimum transit time $r_{\text{min}} = \frac{\xi}{v_{\text{max}}}$, respectively. The probability distribution $P_{\xi/v}(r)$ then vanishes for $r < r_{\text{min}}$ as well as for $r > r_{\text{max}}$, and the integral in Eq. (46) can be rewritten as

$$P_{s_{\xi}}(s) = \frac{1}{T} \int_{r_{\text{min}}}^{r_{\text{max}}} dr P_{\xi/v}(r).$$

(47)

Thus, for arrival times $s_{\xi}$ such that $-\frac{T}{2} + r_{\text{max}} \leq s \leq \frac{T}{2} + r_{\text{min}}$ we obtain

$$P_{s_{\xi}}(t) = \frac{1}{T} \int_{r_{\text{min}}}^{r_{\text{max}}} dr P_{\xi/v}(r) = \frac{1}{T}.$$

(48)

That is, a broad velocity distribution leading to transit times in the interval $[r_{\text{min}}, r_{\text{max}}]$ will result in a distribution of arrival times $s_{\xi}$ at the radial position $\xi$ that is uniform on the interval $[-\frac{T}{2} + r_{\text{max}}, \frac{T}{2} + r_{\text{min}}]$ and therefore constitute a Poisson point process. Note that this assumes $T > r_{\text{max}} - r_{\text{min}}$. In the case of a degenerate distribution of pulse velocities $r_{\text{max}} = r_{\text{min}} = \frac{\xi}{v}$ and the pulse arrivals at $\xi$ constitute a Poisson process on the translated interval $[-T/2 + \xi/v, T/2 + \xi/v]$. For sufficiently long realization of the process, $T \gg r_{\text{max}} - r_{\text{min}}$, end effects can be neglected and the process follows Poisson statistics in the radial domain of interest. Further discussions of end effects and the rate of the process are given in App. [B].

As discussed above, a pulse $\phi$ will arrive at position $\xi$ at time $s_{\xi} = s + \frac{\xi}{v}$. The super-position of pulses at this position can thus be written as

$$\Phi_K(\xi, t) = \sum_{k=1}^{K(T)} a_{\xi_k} \exp \left( -\frac{t - s_{\xi_k}}{\tau_i} \right) \phi \left( -\frac{v_k(t - s_{\xi_k})}{\ell_k} \right),$$

(49)

where the pulse amplitudes are given by

$$a_{\xi} = a_0 \exp \left( -\frac{\xi}{v \tau_i} \right),$$

(50)

with $a_0$ the pulse amplitudes specified at the reference position $\xi = 0$. Due to the linear damping and time-independent velocities, the pulse amplitudes decrease exponentially with increasing radial position $\xi$. When the pulse velocities are randomly distributed, the distribution of pulse amplitudes $a_{\xi}$ at $\xi \neq 0$ will be different from the ones specified at the reference position. In particular,
the amplitude of slow filaments will decrease substantially with radial position and the process will be dominated by the fast pulses for large $\xi$. As will be discussed below, this correlation between pulse amplitudes and velocities influences the intermittency of the process.

Assuming an exponential pulse function as described by Eq. (11), the exponential amplitude variation can be combined with the pulse function and at the radial position $\xi$ the process can be written as

$$\Phi_K(\xi, t) = \sum_{k=1}^{K(T)} a_{\xi_k} \Phi(\frac{t - s_{\xi_k}}{\tau_k}).$$  \hspace{1cm} (51)

where the pulse duration $\tau$ is given by Eq. (14). As discussed in Sec. III C, the pulse arrivals $s_\xi$ follow a Poisson process when end effects are neglected. The process described by Eq. (51) is therefore a filtered Poisson process generalized to the case of a random distribution of pulse durations. Moreover, this describes how the pulse amplitudes and durations become modified and correlated by a distribution of pulse velocities. Pulses with high (low) velocity will have larger (smaller) amplitudes $a_\xi$ and shorter (longer) duration times $\tau$. A distribution of pulse velocities therefore leads to an anti-correlation between amplitudes and durations.

Furthermore, consider how a distribution of velocities changes the pulse amplitudes as described by Eq. (50). In particular, the average amplitude at radial position $\xi$ is given by

$$\langle a_\xi \rangle = \left\langle a_0 \exp\left(\frac{-\xi}{v_{\tau}}\right) \right\rangle,$$  \hspace{1cm} (52)

where the average is over the amplitude and velocity distributions, which are specified at $\xi = 0$. When all pulses have the same velocity, the average amplitude clearly decreases exponentially with radius. For a broad distribution of velocities, the process at large $\xi$ will be dominated by the fast pulses, which have larger amplitudes due to their short radial transit times. Moreover, the strong amplitude reduction of slow pulses leads to a high probability for small pulse amplitudes at large $\xi$. The modification of the amplitude distribution and their correlation with pulse durations will be further discussed in Sec. IV B for a discrete uniform distribution of pulse velocities.

D. Auto-correlation and power spectrum

We define the normalized auto-correlation function for the pulse $\varphi(\theta)$,

$$\rho_\varphi(\theta) = \frac{1}{I_2} \int_{-\infty}^{\infty} d\chi \varphi(\chi)\varphi(\chi + \theta).$$  \hspace{1cm} (53)
It is noted that this is a symmetric function, \( \rho_\phi(\theta) = \rho_\phi(-\theta) \), and that \( \rho_\phi(0) = 1 \). The Fourier transform of the pulse auto-correlation function is defined as
\[
\varphi_\phi(\vartheta) = \int_{-\infty}^{\infty} d\theta \rho_\phi(\theta) \exp(-i\vartheta \theta). \tag{54}
\]
The auto-correlation function for the one-sided exponential pulse is given by
\[
\rho_\phi(\theta) = \exp(-|\theta|). \tag{55}
\]
The Fourier transform of this gives the spectrum for the exponential pulse function,
\[
\varphi_\phi(\vartheta) = \frac{2}{1 + \vartheta^2}. \tag{56}
\]
These definitions are useful for calculating the auto-correlation functions and power spectral densities for the process.

The auto-correlation function for the random variable \( \Phi_K \) at position \( x \) for a spatial lag \( \Delta x \) and a temporal lag \( \Delta t \) is defined as
\[
R_\Phi(x, \Delta x, \Delta t) = \langle \Phi_K(x,t) \Phi_K(x+\Delta x,t+\Delta t) \rangle, \tag{57}
\]
which is time-independent when end effects are neglected. This can in some cases be calculated in closed form by first averaging over the uniformly distributed pulse arrival times \( s \) and subsequently the number of pulses \( K \), which gives the general result
\[
R_\Phi(x, \Delta x, \Delta t) = \langle \Phi \rangle^2 + \frac{1}{\tau_w} \left\langle a^2 \tau I_2 \rho_\phi \left( \frac{\Delta x - v \Delta t}{v \tau} \right) \right\rangle. \tag{58}
\]
Here the radially varying mean value \( \langle \Phi \rangle(x) \) is given by Eq. (22). In general, the process is spatially inhomogeneous, resulting in an asymmetric auto-correlation function.

In the absence of linear damping the process is both temporally and spatially homogeneous and the auto-correlation function for any pulse function \( \phi(\theta) \) is given by
\[
R_\Phi(x, \Delta x, \Delta t) = \langle \Phi \rangle^2 + \frac{1}{\tau_w} \left\langle a^2 \tau I_2 \rho_\phi \left( \frac{\Delta x - v \Delta t}{v \tau} \right) \right\rangle. \tag{59}
\]
where the pulse duration \( \tau = \ell/v \) is just the radial transit time, the mean value is \( \langle \Phi \rangle = \langle a \tau I_1 \rangle / \tau_w \) and the auto-correlation for the pulse function \( \rho_\phi \) is defined by Eq. (53). For vanishing spatial lag the temporal auto-correlation function is
\[
R_\Phi(x, 0, \Delta t) = \langle \Phi \rangle^2 + \frac{1}{\tau_w} \left\langle a^2 \tau I_2 \rho_\phi \left( \frac{\Delta t}{\tau} \right) \right\rangle. \tag{60}
\]
Equation (60) agrees with the general expression derived in Ref. 102. Indeed, if the pulse duration is independent of the pulse amplitude, the temporal auto-correlation function can be written as

$$R_\Phi(x,0,\tau_t) = \langle \Phi \rangle^2 + \Phi_{\text{rms}}^2 \frac{1}{\tau_d} \int_0^\infty d\tau \tau \rho_\phi \left( \frac{\Delta t}{\tau} \right),$$

(61)

where $\Phi_{\text{rms}}^2 = \tau_d \langle a^2 \rangle I_2 / \tau_w$. Similarly, for vanishing temporal lag, the spatial auto-correlation function is given by

$$R_\Phi(x,0,\tau_s) = \langle \Phi \rangle^2 + \frac{1}{\tau_w} \left\langle \frac{a^2 \ell}{v} I_2 \rho_\phi \left( \frac{\Delta x}{\ell} \right) \right\rangle.$$  

(62)

Thus, a distribution of pulse sizes has the same effect on the spatial auto-correlation function as a distribution of pulse durations has for the temporal correlation, described by Eq. (60) above. When all pulses have the same size and velocity, the auto-correlation function for the normalized process is just the same as for the pulses,

$$R_{\Phi^\prime}(x,\Delta x,\Delta t) = \rho_\phi \left( \frac{\Delta x - v \Delta t}{v \tau} \right).$$

(63)

In follows that the correlation time is the radial transit time and the correlation length is the pulse size.

In the case of an exponential pulse function, some straightforward calculations show that the auto-correlation function in the presence of linear damping can be written as

$$R_\Phi(x,\Delta x,\Delta t) = \langle \Phi \rangle \langle \Phi \rangle (x + \Delta x) + \frac{1}{\tau_w} \left\langle a^2 \tau I_2 \exp \left( -\frac{2x + \Delta x}{v \tau} \right) \exp \left( -\frac{|\Delta x - v \Delta t|}{v \tau} \right) \right\rangle.$$  

(64)

For a degenerate distribution of pulse sizes and velocities, the expression for the auto-correlation function simplifies substantially. Introducing the scaled variable defined by Eq. (38), the auto-correlation function can in this case be written as

$$R_{\Phi^\prime}(x,\Delta x,\Delta t) = \rho_\phi \left( \frac{\Delta x - v \Delta t}{v \tau} \right) = \exp \left( -\frac{|\Delta x - v \Delta t|}{v \tau} \right).$$

(65)

It follows that the correlation function decreases exponentially with both spatial and temporal lag and the frequency and wave number power spectral densities accordingly have a Lorentzian shape. The pulse duration $\tau$ is given by Eq. (14), so in this case the correlation time is the harmonic mean of the radial transit time and the linear damping time, $1/\tau = v/\ell + 1/\tau_i$. Similarly, the correlation length is the harmonic mean of the pulse size and the distance traveled during the linear damping time, $1/v\tau = 1/\ell + 1/v \tau_i$. For vanishing spatial lag the temporal auto-correlation function is

$$R_{\Phi^\prime}(x,0,\Delta t) = \exp \left( -\frac{|\Delta t|}{\tau} \right).$$

(66)
A Fourier transform gives the frequency power spectral density

\[ \hat{R}_\Phi(x, 0, \omega) = \int_{-\infty}^{\infty} d\triangle \tau \rho_{\Phi} \left( \frac{\triangle \tau}{\tau} \right) \exp(i\omega \triangle \tau) = \frac{1}{1 + (\tau \omega)^2}, \quad (67) \]

where \( \omega \) is the angular frequency. For vanishing temporal lag, the spatial auto-correlation function is

\[ R_{\Phi}(x, \triangle x, 0) = \exp \left( -\frac{\left| \triangle x \right|}{v\tau} \right), \quad (68) \]

which gives the wave number power spectral density,

\[ \hat{R}_\Phi(x, \kappa, 0) = \int_{-\infty}^{\infty} d\triangle x \rho_{\Phi} \left( \frac{\triangle x}{v\tau} \right) \exp(i\kappa \triangle x) = \frac{1}{1 + (v\tau \kappa)^2}, \quad (69) \]

where \( \kappa \) is the wave number. In Sec. IV C the implications of a distribution of pulse velocities on the auto-correlation function and power spectral density will be investigated. The case of a distribution of pulse sizes is discussed in App. D.

**IV. DISCRETE UNIFORM VELOCITY DISTRIBUTION**

The analytical results presented in the previous section show that a distribution of pulse velocities significantly influences both the moments and correlation properties of the stochastic process. Here this will be investigated in detail for the special case of a discrete uniform distribution of pulse velocities, allowing them to take two different values with equal probability,

\[ P_v(v) = \frac{1}{2} \left[ \delta(v - v_{\text{min}}) + \delta(v - v_{\text{max}}) \right]. \quad (70) \]

The minimum and maximum velocities are given by \( v_{\text{min}} = (1 - w)\langle v \rangle \) and \( v_{\text{max}} = (1 + w)\langle v \rangle \), respectively, \( \langle v \rangle = (v_{\text{min}} + v_{\text{max}})/2 \) is the average velocity and \( w \) in the range \( 0 < w < 1 \) is the width parameter of the distribution. The limit \( w \to 0 \) corresponds to the case of a degenerate distribution of pulse velocities. The discrete uniform distribution is presented in Fig. 4(a) for various values of the width parameter \( w \). In the following, we present the lowest order statistical moments, probability distributions, auto-correlation functions and power spectral densities, and describe how the statistical properties of the process changes with radial position.

Throughout this section, all pulses are assumed to have the same size \( \ell \) and we consider for simplicity one-sided exponential pulses with an exponential amplitude distribution at the reference position \( x = 0 \) with mean amplitude \( \langle a_0 \rangle \). As will be seen, closed form expressions can be derived for all relevant statistical averages and distributions, allowing to analyze and describe all aspects
of the process. The process with a random distribution of pulse velocities will be compared to the standard case with a degenerate distribution of velocities, where all pulses have the same velocity $\langle v \rangle$. The pulse duration is then given by

$$\tau^*_s = \tau_\parallel \frac{\ell}{\langle v \rangle \tau_\parallel + \ell},$$

and the process is Gamma distributed with shape parameter

$$\gamma^*_s = \frac{\tau^*_s}{\tau_w}.$$  \hfill (72)

Recall that in this standard case the average radial profile is exponential, $\langle \Phi \rangle(x) = \gamma^*_s \langle a_0 \rangle \exp \left( -x/\langle v \rangle \tau_\parallel \right)$, while higher order normalized moments are radially constant. In particular, the relative fluctuation level is $\Phi_{\text{rms}}/\langle \Phi \rangle = 1/\gamma^*_{1/2}$, the skewness is $S_\Phi = 2/\gamma^*_{1/2}$ and the flatness is $F_\Phi = 6/\gamma^*_s$. The following results demonstrate that a distribution of pulse velocities can increase the profile scale length as well as the role of large-amplitude fluctuations.

**A. Radial profiles**

The cumulants for the discrete uniform velocity distribution are obtained from Eq. \ref{eq:40} by straightforward integration,

$$\kappa_n(x) = \frac{\langle a_0^n \rangle}{2n \tau_w} \left[ \tau(v_{\min}) \exp \left( -\frac{n x}{v_{\min} \tau_\parallel} \right) + \tau(v_{\max}) \exp \left( -\frac{n x}{v_{\max} \tau_\parallel} \right) \right],$$

where $a_0$ is the pulse amplitude at the reference position $x = 0$ and we have used the notation of a velocity dependent pulse duration,

$$\tau(v) = \frac{\tau_\parallel \ell}{v \tau_\parallel + \ell}.$$ \hfill (74)

The discrete uniform velocity distribution translates into a discrete uniform distribution of pulse durations,

$$P_\tau(\tau) = \frac{1}{2} \left[ \delta(\tau - \tau(v_{\min})) + \delta(\tau - \tau(v_{\max})) \right].$$ \hfill (75)

The average pulse duration is given by integration over the discrete distribution,

$$\tau_d = \frac{1}{2} \left( \frac{\tau_\parallel \ell}{v_{\min} \tau_\parallel + \ell} + \frac{\tau_\parallel \ell}{v_{\max} \tau_\parallel + \ell} \right).$$ \hfill (76)

At the reference position $x = 0$ the cumulants are given by $\kappa_n(0) = \tau_d \langle a_0^n \rangle / n \tau_w$, showing that $\tau_d / \tau_w$ determines the degree of pulse overlap and intermittency at this position. Through $\tau_d$, the
FIG. 3. Normalized pulse duration $\tau(v)$ for a discrete uniform distribution of pulse velocities as function of the width parameter $w$ for $\langle v \rangle \tau_i/\ell = 10$.

degree of pulse overlap depends on the width of the velocity distribution. The normalized pulse duration $\tau_d/\tau_*$ is presented in Fig. 3 as a function of the width parameter $w$ for $\langle v \rangle \tau_i/\ell = 10$. For a fixed average velocity, the average pulse duration increases significantly with the width parameter of the velocity distribution. In fact, in the absence of linear damping, the average pulse duration diverges in the limit $w \rightarrow 1$. This is due to the cumulative contribution of nearly stagnant pulses. More generally, the width of the velocity distribution is important for determining the average pulse duration and therefore all cumulants at the reference position.

The width of the velocity distribution also influences the radial variation of the cumulants. In the limit $w \rightarrow 0$ the velocity distribution tends to a degenerate distribution, giving the familiar exponential profile with scale length $\langle v \rangle \tau_i$. For $w > 0$, the shorter e-folding length of the first term in Eq. (73) makes this term dominant for negative $x$, while the longer e-folding length of the second terms makes this dominant for positive $x$. The cumulants given by Eq. (73) show that there is a break point $x_\bullet$ between the two exponential functions whose radial location is given by their equal contribution. This depends on the strength of the linear damping and the width of the velocity distribution,

$$x_\bullet = \frac{\langle v \rangle \tau_i}{\ell} \frac{1 - w^2}{n \ell \frac{2w}{\langle 1 + (1 + w) \tau_i/\ell \rangle}} \ln \left( \frac{1 + (1 + w) \tau_i/\ell}{1 + (1 - w) \tau_i/\ell} \right). \tag{77}$$

It is to be noted that the break point is located at positive values of $x$ and decreases with the order of the cumulant. In the limit $w \rightarrow 1$ the break point approaches the origin. Moreover, the radial location of the break point increases with the normalized linear damping time $\langle v \rangle \tau_i/\ell$. Indeed, as discussed previously, in the absence of linear damping these profiles are radially constant and there is no break point.
In general, the statistical properties of the process for negative $x$ are dominated by the slow pulses due to their long radial transit times and therefore excessively large upstream amplitudes, as described by Eq. (50). The process for a large negative position $\xi/\ell$ is effectively a filtered Poisson process given by only the slow pulses,

$$\Phi_{K_{\text{min}}}(\xi, t) = \sum_{k'=1}^{K_{\text{min}}} a_{\xi k'} \varphi \left( -\frac{t - s_{\xi k'}}{\tau(v_{\text{min}})} \right), \quad (78)$$

with the amplitudes given by $a_{\xi} = a_0 \exp(-\xi/v_{\text{min}}\tau_0)$ and the pulse arrivals $s_{\xi} = s + \xi/v_{\text{min}}$. This process is Gamma distributed with shape parameter given by $\tau(v_{\text{min}})/2\tau_w$. Similarly, the statistical properties of the process for large positive $x$ are dominated by the fast pulses since the slow pulses are depleted by the linear damping. Indeed, for a sufficiently large radial position $\xi/\ell$, the process is determined solely by the fast pulses, giving rise to another filtered Poisson process which is given by

$$\Phi_{K_{\text{max}}}(\xi, t) = \sum_{k''=1}^{K_{\text{max}}} a_{\xi k''} \varphi \left( -\frac{t - s_{\xi k''}}{\tau(v_{\text{max}})} \right), \quad (79)$$

with the amplitudes given by $a_{\xi} = a_0 \exp(-\xi/v_{\text{max}}\tau_0)$ and the pulse arrivals $s_{\xi} = s + \xi/v_{\text{max}}$. This process is Gamma distributed with shape parameter $\tau(v_{\text{max}})/2\tau_w$. The dependence of the average pulse duration on the width of the velocity distribution for these two sub-processes is also presented in Fig. 3, showing how the degree of intermittency varies from far upstream to far downstream of the reference position.

From Eq. (73) it follows that the average radial profile is the sum of two exponential functions,

$$\langle \Phi \rangle(x) = \frac{\langle a_0 \rangle}{2\tau_w} \left[ \tau(v_{\text{min}}) \exp \left( -\frac{x}{v_{\text{min}}\tau_0} \right) + \tau(v_{\text{max}}) \exp \left( -\frac{x}{v_{\text{max}}\tau_0} \right) \right]. \quad (80)$$

At the reference position this gives $\langle \Phi \rangle(0) = \tau_d \langle a_0 \rangle / \tau_w$, as expected. The radial profile of the average value $\langle \Phi \rangle$, its normalized inverse e-folding length, the relative fluctuation level and the skewness and flatness moments are presented in Fig. 4 for $\langle \nu \rangle \tau_0/\ell = 10$ and three different values of the width parameter $w$. All radial profiles are normalized to their value at the reference position $x = 0$ for the standard case of a degenerate distribution of pulse velocities corresponding to $w = 0$. The break points for the cumulants given by Eq. (77) are indicated by filled circles in Fig. 4. For small values of $w$, the average profile is nearly exponential and close to that of the reference case, in which all pulses have the same velocity. As expected, the relative fluctuation level, skewness and flatness have weak variation with radial position for small $w$. For a wide separation of pulse velocities, the average profile is steep for small $x$ and has a much longer scale length for large $x$.  
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where it is dominated by the fast pulses. Associated with this variation for the average profile is a reduced relative fluctuation level as well as skewness and flatness moments for small \( x \), while these quantities increase radially outwards until they saturate at the values associated with the process dominated by the fast pulses, given by the \( \Phi_{K_{\text{max}}} \) process defined above and indicated by the dashed lines in Fig. 4 for the case \( w = 3/4 \). These profiles demonstrate how a distribution of pulse velocities influences the lowest order moments of the process. In particular, both the relative fluctuation level and the skewness and flatness moments may increase significantly above the levels for a degenerate distribution of pulse velocities.

**B. Probability distributions**

A non-degenerate velocity distribution will change the amplitude distribution at various radial positions as described by Eq. (50). For the discrete uniform velocity distribution, the radial profile

---

FIG. 4. Discrete uniform velocity distribution (a) and corresponding radial profiles of the average value (b), inverse profile e-folding length (c), relative fluctuation level (d), skewness (e) and flatness (f) for \( \langle v \rangle \tau / \ell = 10 \) and various widths \( w \) of the velocity distribution. All profiles are normalized to their value at the reference position \( x = 0 \) for the base case with a degenerate distribution of pulse velocities for which the intermittency parameter is \( \gamma_* = \tau(\langle v \rangle) / \tau_w \). The dashed lines show the asymptotic profiles for large \( x / \ell \) corresponding to the process with only the fast pulses.
FIG. 5. Average pulse amplitude as function of radial position for a discrete uniform distribution of pulse velocities with \( \langle v \rangle \tau_i / \ell = 10 \) and different values of the width parameter \( w \). The dashed line corresponds to the second term in Eq. (81).

The probability density function for the pulse amplitudes can be obtained when these are independent of the velocities by using the joint distribution function for the two random variables. The conditional distribution function for the amplitudes at position \( x \) given the pulse velocity \( v \) is \( P_{a|v}(a|v) \). Since the pulse amplitudes at \( x = 0 \) are exponentially distributed and change with radial position according to Eq. (52), \( P_{a|v}(a|v) \) is an exponential distribution with mean value \( \langle a \rangle \exp \left( -x/v \tau_i \right) \). Since the pulse velocities \( v_{\min} \) and \( v_{\max} \) have equal probability \( 1/2 \), it follows that the probability density function for the pulse amplitudes \( a \) at position \( x \) with the appropriate normalization is given by

\[
P_a(a; x) = \frac{1}{2a_{\min}} \exp \left( -\frac{a}{a_{\min}} \right) + \frac{1}{2a_{\max}} \exp \left( -\frac{a}{a_{\max}} \right),
\]
where we have defined the radial amplitude profile for the fast and slow pulses respectively by

\[
 a_{\text{min}}(x) = \langle a_0 \rangle \exp \left( -\frac{x}{v_{\text{min}} \tau} \right),
\]

\[
 a_{\text{max}}(x) = \langle a_0 \rangle \exp \left( -\frac{x}{v_{\text{max}} \tau} \right). \tag{84}
\]

The amplitude distribution is presented in Fig. 6 at various radial positions for the parameters \(\langle v \rangle \tau / \ell = 10\) and \(w = 1/2\). The distribution is exponential at \(x = 0\), while for large \(x\) the distribution has a clear bi-exponential behavior with a much higher probability for small amplitudes associated with the slow pulses. The dashed line in Fig. 6 is the amplitude distribution for the fast pulses, given by the second term in Eq. (82), showing that the tail distribution is due to the fast pulses.

As discussed above, the process \(\Phi_K(x,t)\) for a discrete uniform distribution of pulse velocities can be considered as a sum of the two sub-processes \(\Phi_{K_{\text{min}}}\) and \(\Phi_{K_{\text{max}}}\), each with a degenerate distribution of pulse velocities with values \(v_{\text{min}}\) and \(v_{\text{max}}\), respectively. Accordingly, the probability density function for the summed process is the convolution of the probability distribution of the two sub-processes. Each of these two filtered Poisson processes are Gamma distributed with scale parameter given by the average amplitude \(\langle a_0 \rangle \exp (-x/v \tau_i)\) and shape parameter given by \(\tau(v)/2 \tau_w\) for the two pulse velocities \(v_{\text{min}}\) and \(v_{\text{max}}\), where the pulse duration \(\tau(v)\) is defined by Eq. (74). The shape and radial variation of the probability density function \(P_\Phi\) will depend on the degree of pulse overlap described by \(\gamma_*\), the normalized linear damping time \(\langle v \rangle \tau_i / \ell\), and the width parameter \(w\) for the velocity distribution. At \(x = 0\) the distributions of the two sub-processes have the same scale parameter \(\langle a_0 \rangle\), which implies that the probability density function for the summed
process is itself a Gamma distribution,

\[ \langle a_0 \rangle P_\Phi(\Phi; x = 0) = \frac{1}{\Gamma(\gamma_0)} \left( \frac{\Phi}{\langle a_0 \rangle} \right)^{\gamma_0 - 1} \exp \left( -\frac{\Phi}{\langle a_0 \rangle} \right) \]  

(85)

with shape parameter \( \gamma_0 = \tau_d / \tau_w \). On the other hand, for sufficiently large \( x \), the amplitudes of the slow pulses will be depleted due to the linear damping and the process is entirely dominated by the fast pulses, described by Eq. (79). In this case, the probability density function for the process will be another Gamma distribution with scale parameter \( \langle a_0 \rangle \exp (-x/v_{\text{max}} \tau) \) and shape parameter \( \tau(v_{\text{max}})/2\tau_w \). For intermediate radial positions, the probability density function is a convolution of two Gamma distributions.

The probability density function \( P_{\Phi} \) for the normalized variable is presented in Fig. 7 for various radial positions and the parameters \( \gamma_0 = 20/11 \), \( \langle v \rangle \tau / \ell = 10 \) and \( w = 3/4 \). At \( x = 0 \) the distribution is unimodal with skewness and flatness moments \( S_{\Phi} = 2/\gamma_0^{1/2} \approx 1.5 \) and \( R_{\Phi} = 6/\gamma_0 \approx 3.3 \), respectively, with \( \gamma_0 = 20(1/7 + 1/37) \approx 3.4 \). Radially outwards the distribution function becomes strongly skewed and has an exponential tail towards large fluctuation amplitudes. This change in the shape of the probability density function is of course fully consistent with the radial profile of the lowest order statistical moments presented in Fig. 4. This demonstrates that a distribution of pulse velocities can lead to significant changes in the probability density function and an increase of the relative fluctuation level and intermittency with radial position. The latter is further emphasized by Fig. 8, indicating how the intermittency parameter \( \gamma_0 \) for the process \( \Phi_K \) at \( x = 0 \) and for the asymptotic process for large \( x \) varies with the width parameter of the velocity distribution.

For the simple case of a discrete uniform distribution of pulse velocities, the process can readily be interpreted in terms of two sub-processes \( \Phi_{K_{\text{min}}} \) and \( \Phi_{K_{\text{max}}} \) corresponding to the two possible velocities as described above. However, as discussed in Sec. III C a distribution of pulse velocities gives rise to a change in the amplitude distribution and a correlation between pulse amplitudes and durations, which influences the intermittency of the process. Figure 8 shows the radial variation of the linear correlation between pulse amplitudes and durations, \( \langle a\tau \rangle / \langle a \rangle \tau_d \), for \( \langle v \rangle \tau / \ell = 10 \) and different values of the width parameter \( w \). As is clear from Eqs. (52) and (74) an increasing pulse velocity gives large amplitude and shorter duration, resulting in a significant anti-correlation between these quantities. The quantity presented in Fig. 8 can also be interpreted as an effective pulse duration that is weighted with the pulse amplitude. At large radial positions, the process is dominated by the fast pulses, resulting in an effective pulse duration given by \( \tau(v_{\text{max}}) \), which
obviously increases the intermittency of the process.

The radial variation of intermittency in the process is due to the change in amplitude distribution with radius, as described by Eq. (82) and shown in Fig. 6 as well as the linear correlation between pulse amplitudes and durations. In order to separate these, consider the modified filtered Poisson process

$$\Psi_{\xi}(\xi, t) = \sum_{k=1}^{K(T)} \alpha_{\xi k} \Phi \left( -\frac{t - s_{\xi k}}{\tau_k} \right),$$

where the arrival times are given by Eq. (45), the pulse durations are distributed according to Eq. (75) with the mean value given by Eq. (76), and the amplitudes are distributed according to Eq. (82). This process thus has the same marginal distributions of pulse amplitudes and durations.
as the original process $\Phi_K$ but with the correlation between amplitudes and durations artificially removed. It is straightforward to calculate the cumulants and the radial profile of the lowest order statistical moments of this modified process. Figure 9 shows the radial variation of the lowest order statistical moments for the two processes $\Phi_K$ and $\Psi_K$ for width parameter $w = 3/4$ and normalized linear damping time $\langle v \rangle \tau / \ell = 10$. For large $x / \ell$, the original process $\Phi_K$ has significantly higher relative fluctuation level as well as skewness and flatness moments than the process $\Psi_K$ where the correlations have been removed. This is due to the fact that a wide separation of pulse velocities influences both the pulse amplitudes and durations, and the fast pulses with large amplitudes and short durations dominate the process far downstream.

C. Correlations and spectra

The auto-correlation function is obtained by performing the average in the general expression in Eq. (64) over the discrete uniform velocity distribution,

$$R_\Phi(x, \Delta x, \Delta t) = \langle \Phi(x) \Phi(x + \Delta x) \rangle + \frac{\langle \alpha^2 \rangle}{2 \tau_w} \left[ \tau(v_{\text{min}}) \exp \left( \frac{-2x + \Delta x}{v_{\text{min}} \tau_{\parallel}} - \frac{|\Delta x - v_{\text{min}} \Delta t|}{v_{\text{min}} \tau(v_{\text{min}})} \right) + \tau(v_{\text{max}}) \exp \left( \frac{-2x + \Delta x}{v_{\text{max}} \tau_{\parallel}} - \frac{|\Delta x - v_{\text{max}} \Delta t|}{v_{\text{max}} \tau(v_{\text{max}})} \right) \right].$$  (87)
The temporal auto-correlation function for the normalized variable $\tilde{\Phi}$ for vanishing spatial lag is given by

$$R_{\tilde{\Phi}}(x, 0, \triangle r) = \frac{\tau(v_{\text{min}}) \exp\left(-\frac{2x}{v_{\text{min}} \tau}\right) + \tau(v_{\text{max}}) \exp\left(-\frac{2x}{v_{\text{max}} \tau}\right)}{\tau(v_{\text{min}}) \exp\left(-\frac{|\triangle r|}{\tau(v_{\text{min}})}\right) + \tau(v_{\text{max}}) \exp\left(-\frac{|\triangle r|}{\tau(v_{\text{max}})}\right)}.$$  \hspace{1cm} (88)

At the reference position $x = 0$ this is given by the sum of two exponential functions,

$$R_{\tilde{\Phi}}(0, 0, \triangle r) = \frac{\tau(v_{\text{min}}) \exp\left(-\frac{|\triangle r|}{\tau(v_{\text{min}})}\right) + \tau(v_{\text{max}}) \exp\left(-\frac{|\triangle r|}{\tau(v_{\text{max}})}\right)}{2 \tau_d \exp\left(-\frac{|\triangle r|}{\tau(v_{\text{min}})}\right) + \frac{\tau(v_{\text{max}}) \exp\left(-\frac{|\triangle r|}{\tau(v_{\text{max}})}\right)}{2 \tau_d}}.$$  \hspace{1cm} (89)

The auto-correlation function for the case $w = 1/2$ is presented in Fig. 10 for various radial positions. Here it is clearly seen that for large $x/\ell$ the auto-correlation function has a biexponential shape with a fast exponential decay for small time lags determined by the fast pulses with an e-folding time of $\tau(v_{\text{max}})$, while for long time lags there is a much longer e-folding time of $\tau(v_{\text{min}})$.

**FIG. 10.** Temporal auto-correlation function at various radial positions for a discrete uniform velocity distribution with width parameter $w = 1/2$ and $\langle v \rangle \tau_c/\ell = 10$. The dotted lines show an exponential decay with e-folding time $\tau(v_{\text{max}})$ and the dashed lines an exponential decay with e-folding time $\tau(v_{\text{min}})$.

The frequency power spectral density at position $x$ is given by the Fourier transform of Eq. (88),

$$\hat{R}_{\tilde{\Phi}}(x, 0, \omega) = \frac{2}{\tau(v_{\text{min}}) \exp\left(-\frac{2x}{v_{\text{min}} \tau}\right) + \tau(v_{\text{max}}) \exp\left(-\frac{2x}{v_{\text{max}} \tau}\right)} \left[\frac{\tau^2(v_{\text{min}}) \exp\left(-\frac{2x}{v_{\text{min}} \tau}\right)}{1 + \tau^2(v_{\text{min}}) \omega^2} + \frac{\tau^2(v_{\text{max}}) \exp\left(-\frac{2x}{v_{\text{max}} \tau}\right)}{1 + \tau^2(v_{\text{max}}) \omega^2}\right].$$  \hspace{1cm} (90)

At $x = 0$ this is the sum of two Lorentzian spectra. The frequency spectrum is presented in Fig. 11 for $w = 1/2$ and $\langle v \rangle \tau_c/\ell = 10$ at various radial positions. For large values of $x/\ell$ the spectrum
is dominated by the fast pulses and resembles that of the $\Phi_{K_{\text{max}}}$ process described above, which is indicated by the broken line in Fig. 11. At $x = 0$ the sum of the two Lorentizian spectra in Eq. (90) gives a power spectral density that differs from the spectrum in the case of a degenerate distribution of pulse velocities.

![Graph showing frequency power spectral density at various radial positions for a discrete uniform velocity distribution.](image)

**FIG. 11.** Frequency power spectral density at various radial positions for a discrete uniform velocity distribution with width parameter $w = 1/2$ and $\langle v \rangle \tau / \ell = 10$. The dashed line shows the spectrum of the fast pulses. The dotted line shows the spectrum for a degenerate distribution of pulse velocities $w = 0$.

**V. DISCUSSION**

The statistical properties of a stochastic process given by a super-position of uncorrelated pulses with a random distribution of amplitudes, sizes and velocities have been described. The pulses are assumed to move radially with time-independent velocities and are subject to linear damping, resulting in pulse amplitudes decaying exponentially in time. General results for the cumulants, lowest order moments and correlation functions of the process have been obtained. When end effects are neglected in realizations of the process and the velocities are time-independent, the rate of pulses remains the same at all radial positions.

In the absence of linear damping, the process is both temporally and spatially homogeneous. Expressions for the cumulants, moments, auto-correlation functions and power spectral densities are readily obtained in terms of integrals over the probability distributions. In particular, the cumulants are given by $\langle a^n \ell/n/v \rangle / \tau_w$ and the auto-correlation function by Eq. (59). For an exponential pulse function and exponentially distributed pulse amplitudes independent of the pulse sizes and velocities, the probability density function is a Gamma distribution with scale parameter $\langle a \rangle$ and
shape parameter \( \gamma = \frac{\tau_d}{\tau_w} \), where \( \tau_d \) and \( \tau_w \) are the average pulse duration and waiting times, respectively. Any correlation between pulse amplitudes and duration times will modify this probability density function, as discussed in Sec. [III.C].

The presence of linear damping drastically modifies the statistical properties of the process, leading to an exponential decay of the pulse amplitudes and therefore radial variation of all statistical averages of the process. In the simple case that all pulses have the same size and velocity, the process results in an exponential radial profile of the cumulants and the lowest order moments with a characteristic scale length given by the product of the pulse velocity and linear damping time, as described by Eq. (34). A broad distribution of pulse velocities leads to non-exponential profiles and a change in the pulse amplitude statistics and their correlation with pulse durations. Low velocity pulses will undergo significant amplitude decay during their radial motion, resulting in a strongly peaked downstream amplitude distribution. Moreover, there is an anti-correlation between pulse amplitudes and durations and both these mechanisms give rise to increased intermittency of the process.

The special case of exponential pulses allows to combine the effects of linear damping with the pulse function, providing closed-form expression for many of the statistical averages of the process. When all pulses have the same size and velocity, this is a standard filtered Poisson process at any given radial position with mean pulse amplitude given by \( \langle a \rangle \exp \left( -\frac{x}{v \tau_c} \right) \) and pulse duration given by the harmonic mean of the linear damping and radial transit times, as described by Eq. (14) for one-sided pulses and Eq. (A4) for two-sided pulses. The probability density function is again a Gamma distribution but with the scale parameter decreasing exponentially with radial position. It furthermore follows that the auto-correlation function and power spectral density for the process are given by that of the exponential pulse function as described by Eqs. (65).

The implications of a random distribution of pulse velocities is most clearly exemplified by a discrete uniform distribution, allowing the pulse velocities to take two different values with equal probability. Closed-form expressions have here been derived for all relevant fluctuation statistics. This results in a bi-exponential function for the cumulants and radial profiles, which are dominated by the slow pulses for negative \( x \) and by the fast pulses for positive \( x \). This describes features similar to that typically found in experimental measurements in the scrape-off layer of magnetically confined plasmas, namely a steep near scrape-off layer profile and a flatter far scrape-off layer, as well as a radial increase of the relative fluctuation level and skewness and flatness moments. Accordingly, the probability density function changes shape from a near-normal distribution at the
reference position and a strongly skewed Gamma distribution in the far scrape-off layer.

Characteristic scrape-off layer plasma parameters in medium sized tokamaks are electron and ion temperatures $T_e = T_i = 25 \text{ eV}$ and a magnetic connection length from the outboard mid-plane to divertor targets of 10 m. For a typical blob size of $\ell = 1 \text{ cm}$ and radial velocity $v = 500 \text{ m/s}$, this gives the normalized linear damping rate $\tau_{d} \nu / \ell = 0.1$, a pulse duration of approximately $\tau_{d} = 20 \mu \text{s}$ and a profile scale length for a degenerate distribution of pulse velocities of $v \tau_{i} = 10 \text{ cm}$. This justifies the dominant radial transport parameter used in the analysis presented here and demonstrates that this model is capable to describe strongly flattened far scrape-off layer particle density profiles.

VI. CONCLUSIONS AND OUTLOOK

Broad and flat time-average radial profiles of particle density and temperature in the scrape-off layer of magnetically confined plasmas are generally attributed to the radial motion of blob-like filament structures. Simple theoretical descriptions and transport code modelling describe this by means of effective diffusion and convection velocities, neglecting the intermittent and large-amplitude fluctuations of the plasma parameters in the boundary region. Recently, some first attempts at describing both the fluctuations and the time-average radial profiles have been presented. These are based on a stochastic model describing the fluctuations as a superposition of uncorrelated pulses with a random distribution of amplitudes, sizes and velocities.

In this contribution, we have presented the theoretical foundation for a stochastic modelling of blob-like structures in the scrape-off layer, moving radially with a time-independent velocity but subject to linear damping due to drainage along magnetic field lines. General expressions have been derived for the cumulants, lowest order moments, and auto-correlation function for the process in the case of a general distribution of pulse amplitudes, sizes and velocities, as well as correlations between these. Closed-form expressions for an exponential pulse function provide particularly insightful results, clearly demonstrating how a distribution of pulse parameters influences the statistical properties of the process. Even for the simple case of a discrete uniform pulse velocity distribution, many salient features of experimental measurements are recovered by the model, including distinction between near and far scrape-off layer regions, a broad and flat far scrape-off layer profile, radial increase of the relative fluctuation level, and strongly intermittent far scrape-off layer plasma fluctuations.

The stochastic model promises to be a highly valuable framework for analyzing and describing
experimental measurements. In particular, imaging data can be used to estimate blob sizes, velocities and amplitudes and correlations between these. Moreover, the model can also be applied to data from first-principles based turbulence simulations of the boundary region in order to describe and understand the relation between blob statistics and resulting time-averaged profiles. Furthermore, the model can be used to validate model simulations against experimental measurement data. In future work, the model presented here will be extended to describe various continuous velocity distributions as well time-varying pulse velocities. In particular, cases where the pulse velocity is given by the instantaneous pulse amplitude will be considered, with specific scaling relationships predicted by theory for isolated plasma filaments.\textsuperscript{76-95}
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Appendix A: Two-sided exponential pulses

The case of one-sided exponential pulses can readily be generalized to the case of a continuous, two-sided pulse function,

$$\varphi(\theta; \sigma) = \begin{cases} 
\exp\left(\frac{\theta}{1-\sigma}\right), & \theta \leq 0, \\
\exp\left(-\frac{\theta}{\sigma}\right), & \theta > 0,
\end{cases}$$

(A1)

where the spatial pulse asymmetry parameter $\sigma$ is in the range $0 < \sigma < 1$. For $\sigma = 1/2$ the pulse function is symmetric, as shown in Fig. 12. It is clear that the two-sided exponential pulse contributes to the mean value of the process at any given position $x$ both prior to and after its arrival at this position. The pulse has a steeper leading front than trailing wake for $\sigma < 1/2$. In the limit $\sigma \to 0$ this reduces to the simple case of a one-sided exponential pulse function given by Eq. (11). The integral of the n-th power of the pulse function is the same as for one-sided pulses, $I_n = 1/n$, independent of the pulse asymmetry parameter $\sigma$. 33
At the reference position $x = 0$ the super-position of pulses is given by
\[
\Phi_K(0,t) = \sum_{k=1}^{K(T)} a_k \exp \left( -\frac{t-s_k}{\tau_i} \right) \varphi \left( -\frac{v_k(t-s_k)}{\ell_k}; \sigma_k \right).
\]  
(A2)

For the two-sided exponential pulse function defined by Eq. (A1) it is straightforward to show that this process can be written as
\[
\Phi_K(0,t) = \sum_{k=1}^{K(T)} a_k \varphi \left( -\frac{t-s_k}{\tau_k}; \lambda_k \right),
\]  
(A3)

where the pulse duration is given by the sum of the pulse rise and fall times,
\[
\tau = \frac{\tau_i^2 v \ell}{[v \tau_i + (1-\sigma)\ell](v \tau_i - \sigma \ell)},
\]  
(A4)

and the temporal asymmetry parameter is the ratio of the pulse rise time and duration,
\[
\lambda = \sigma + \sigma (1-\sigma) \frac{\ell}{v \tau_i}.
\]  
(A5)

In the limit $\sigma \to 0$ we obtain the case of a one-sided exponential pulse function with vanishing rise time, $\lambda \to 0$, and the pulse duration is the harmonic mean of the linear damping time and the radial transit time given by Eq. (14). In the absence of linear damping, the pulse duration is just the radial transit time, $\tau = \ell/v$, and the spatial and temporal asymmetry parameters are the same, $\lambda = \sigma$.

There are some non-trivial criteria for the existence of the mean value and higher-order statistical moments even for a degenerate velocity distribution. From Eq. (22) it is noted that the pulse function $\varphi$ must decay sufficiently rapid and at least exponentially for large $\theta$ in order for the integral over $\theta$ to converge. The reason for this possible divergence is that pulses contribute to the mean value and higher order moments at any radial position prior to their arrival at that position when the pulse function is non-negative ahead of the pulse maximum. To illustrate this, consider the two-sided exponential pulse function given by Eq. (A1). The average is finite only if $\sigma < v \tau_i/\ell$, that is, when the weighted radial transit time $\sigma \ell/v$ is shorter than the linear damping time $\tau_i$. Otherwise, the integral over positive $\theta$ diverges. The radial variation and evolution of a pulse for the marginal case $\sigma \ell = v \tau_i$ is presented in Fig. (12) for the arrival time $s_k$ as well as one radial transit time $\ell/v$ before and after the arrival at $x = 0$. When $\sigma \ell < v \tau_i$, the pulse amplitude decay during the radial transit is so weak that the mean value at any radial position is dominated by the leading front from upstream pulses. This leads to a divergence of the mean value of the process...
FIG. 12. Radial variation of a symmetric, $\sigma = 1/2$, two-sided exponential pulse at the arrival time $s$ and one radial transit time $\ell/v$ before and after the arrival at $x = 0$ for the marginal case $\sigma \ell/v \tau_i = 1$ as well as all higher-order moments. Clearly, for $0 < \sigma < 1$ and $0 < \sigma \ell/v \tau_i < 1$ the pulse duration given by Eq. (A4) is positive definite. It is to be noted that the requirement $\sigma < v \tau_i/\ell$ must hold for all pulses in the process, so fast and short length scale pulses set the strongest requirement for the asymmetry parameter $\sigma$. For one-sided exponential pulses, there are no such requirements for the existence of the average.

The auto-correlation function for the two-sided exponential pulse is given by

$$\rho_{\phi}(\theta; \sigma) = \frac{1}{1 - 2\sigma} \left[ (1 - \sigma) \exp\left(-\frac{|\theta|}{1 - \sigma}\right) - \sigma \exp\left(-\frac{|\theta|}{\sigma}\right) \right]$$ (A6)

The Fourier transform gives the pulse spectrum for a two-sided pulse

$$\varphi(\vartheta; \sigma) = \frac{2}{1 + (1 - \sigma)^2 \vartheta^2} (1 + \sigma^2 \vartheta^2),$$ (A7)

In the case of an exponential pulse function, some straightforward calculations show that the auto-correlation function for a super-position of uncorrelated pulses in the presence of linear damping can be written as

$$R_{\Phi}(x; \Delta x, \Delta t) = \langle \Phi(x) \rangle \langle \Phi(x + \Delta x) \rangle + \frac{1}{\tau_w} \left( a^2 \tau I_2 \exp\left(-\frac{2x + \Delta x}{v \tau_i}\right) \rho_{\phi}\left(\frac{\Delta x - v \Delta t}{v \tau}; \lambda\right) \right),$$ (A8)

where the auto-correlation function $\rho_{\phi}(\theta; \lambda)$ for the two-sided exponential pulse is given by Eq. (A6), the pulse duration $\tau$ is given by Eq. (A4) and the temporal asymmetry parameter $\lambda$ is given by Eq. (A5). Interestingly, it is the temporal asymmetry parameter $\lambda$ that determines the shape of the auto-correlation function for both spatial and temporal lags. This is obviously due to the combination of radial motion and linear damping of the pulses.
Appendix B: End effects and Poisson process

The end effects discussed in Sec. III C are clearly illustrated with the example of a discrete uniform distribution of pulse velocities given by Eq. (70). Assuming $T > r_{\text{max}} - r_{\text{min}}$, the pulse arrival time distribution becomes

$$TP_{s_\xi}(t) = \begin{cases} 
0, & s_\xi < -T/2 + r_{\text{min}}, \\
\frac{1}{2}, & -T/2 + r_{\text{min}} < s_\xi < -T/2 + r_{\text{max}}, \\
1, & -T/2 + r_{\text{max}} < s_\xi < T/2 + r_{\text{min}}, \\
\frac{1}{2}, & T/2 + r_{\text{min}} < s_\xi < T/2 + r_{\text{max}}, \\
0 & T/2 + r_{\text{max}} < s_\xi.
\end{cases} \quad (B1)$$

This distribution is presented in Fig. 13 for the case $\xi = T\langle v \rangle / 12$ in order to emphasize the presence of end effects. As stated in Sec. III C, the distribution of arrival times is $1/T$ in the range from $-T/2 + r_{\text{max}}$ to $T/2 + r_{\text{min}}$. Neglecting end effects by taking the process duration $T$ to be much larger than $r_{\text{max}} - r_{\text{min}}$, the arrival times are uniformly distributed at all radial positions $\xi$ considered. However, the interval of uniform arrivals diminishes as $v_{\text{min}}$ becomes arbitrarily small, again revealing issues with low pulse velocities. Nevertheless, we conclude that, except for end effects, the pulse arrivals are uniformly distributed at all radial positions and the stochastic process retains its Poisson property with the same rate at all positions. Moreover, it is straightforward to show that the rate of the process is the same as at the reference position $x = 0$. It should be noted that based on the results presented here, end effects can easily be accounted for in realizations of the process. These arguments for uniform pulse arrival times do not make any assumptions about the pulse function or distributions of the pulse parameters, only that the pulse velocities are time-independent.

Appendix C: Existence of cumulants

Low pulse velocities lead to issues with the existence of cumulants and moments of the process. Upon examination of Eqs. (34) and (40) it becomes clear that the expected value of the cumulants may not exist for $x < 0$. In particular, consider for simplicity the case of one-sided exponential pulses, a degenerate distribution of sizes, and velocities with a probability distribution $P_v(v)$ which
FIG. 13. Distribution of pulse arrival times \( s_\xi \) at the radial position \( \xi = T\langle v \rangle /12 \) in the case of a discrete uniform distribution of pulse velocities with minimum and maximum radial transit times \( r_{\text{min}} \) and \( r_{\text{max}} \), respectively. The arrival time distribution \( P_{s_\xi} \) is uniform in the interval \([-T/2 + r_{\text{max}}, T/2 + r_{\text{min}}]\), indicated by the shaded area in the figure.

is independent of the pulse amplitudes. With these assumptions, the \( n \)-th cumulant becomes

\[
\kappa_n(x) = \frac{\tau_w (a^n)}{n \tau_w} \int_0^\infty \frac{P_v(v)}{1 + v \tau_i / \ell} \exp \left( -\frac{nx}{\tau_i} \right),
\]

where \( P_v \) is the marginal distribution of pulse velocities. The integral over pulse velocities may not converge for negative values of \( x \). Notice that the fraction \( 1/(1 + v \tau_i / \ell) \) only takes values between 0 and 1 and so does not affect the convergence of the integral. Thus, we examine the convergence of the integral

\[
L = \int_0^\infty dv P_v(v) \exp \left( \frac{n|x|}{v \tau_i} \right),
\]

for which we use absolute value to emphasize that \( x < 0 \). Making a change of variable defined by \( u = 1/v \) and using the relation \( P_u(u) = (1/u^2) P_v(1/u) \), the integral can be written as

\[
L = \int_0^\infty du P_u(u) \exp \left( \frac{nu|x|}{\tau_i} \right).
\]

In order for this integral to converge for any radial position \( x \) and any cumulant order \( n \), the distribution \( P_u(u) \) needs to decay faster than exponential for large \( u \). Indeed, \( P_u(u) \sim \exp(-u) \) for \( u \to \infty \) is not sufficient, since the integral will diverge for sufficiently large \( |x| \) or \( n \). Therefore, we require at least a stretched exponential behaviour, \( P_u(u) \sim \exp(-cu^\zeta) \), for large \( u \) for some \( \zeta > 1 \), or equivalently \( P_v(v) \sim \exp(-c/v^\zeta) \) for \( v \to 0 \) for some constant \( c \). For most purposes it is sufficient to impose the simpler condition that finite values of the probability distribution \( P_v(v) \)
should not reach \( v = 0 \), in other words, there is a minimum velocity \( v_{\text{min}} \) such that \( P_v(v) = 0 \) for \( v < v_{\text{min}} \).

In summary, care should be taken when using this model to interpret profiles for negative radial positions, \( x < 0 \). The reason for the divergence of cumulants is the dominant contribution of slow pulses. Indeed, in the case of time-independent pulse velocities, we have from Eq. (6)

\[
A(t) = a \exp \left( -\frac{X(t)}{v \tau} \right),
\]

where \( X(t) \) is the pulse location at time \( t \). With the amplitudes specified as \( a \) at the reference position \( x = 0 \), slow pulses will have excessively large amplitudes for negative \( x \), resulting in divergence which first arrests higher order cumulants as they have a stronger dependence on the pulse amplitudes. The same condition for convergence of the cumulants applies to two-sided exponential pulses.

### Appendix D: Size distribution

For completeness, we present here the results for a discrete uniform distribution of pulse sizes in the case where all pulses have the same velocity. Denoting the width parameter for this distribution by \( w \), the pulse size probability density function is given by

\[
P_\ell(\ell) = \frac{1}{2} \left[ \delta(\ell - \ell_{\text{min}}) + \delta(\ell - \ell_{\text{max}}) \right],
\]

where \( \ell_{\text{min}} = \langle \ell \rangle (1 - w) \), \( \ell_{\text{max}} = \langle \ell \rangle (1 + w) \) and \( \langle \ell \rangle = (\ell_{\text{min}} + \ell_{\text{max}})/2 \). According to Eq. (40), a distribution of pulse sizes does not change the radial variation of the cumulants and moments for exponential pulses. When the pulse sizes are independent of the amplitudes, the cumulants for the discrete uniform distribution are given by

\[
\kappa_n(x) = \frac{\tau_d \langle a^n \rangle}{n \tau_w} \exp \left( -\frac{n x}{v \tau_w} \right),
\]

where the average pulse duration is given by

\[
\tau_d = \frac{1}{2} \left[ \tau(\ell_{\text{min}}) + \tau(\ell_{\text{max}}) \right]
\]

and the size-dependent pulse duration is \( \tau(\ell) = \tau_w \ell / (v \tau_w + \ell) \). Thus, a distribution of pulse sizes does not change the radial variation of the moments. In the absence of linear damping, the pulse duration is given by \( \langle \ell \rangle / v \), independent of the width parameter for the size distribution.
The size distribution does influence the auto-correlation function and power spectral density of the process. Considering again the normalized process $\Phi$ with vanishing mean and unit standard deviation, the auto-correlation function for a discrete uniform size distribution is given by

$$R_{\tilde{\Phi}}(x, \Delta x, \Delta t) = \frac{1}{2\tau_d} \left[ \tau(\ell_{\text{min}}) \exp \left( -\frac{|\Delta x - v\Delta t|}{v\tau(\ell_{\text{min}})} \right) + \tau(\ell_{\text{max}}) \exp \left( -\frac{|\Delta x - v\Delta t|}{v\tau(\ell_{\text{max}})} \right) \right]. \quad (D4)$$

This is independent of the radial position $x$ and has the same functional dependence for temporal and spatial lags. Similar to the case of a discrete uniform distribution of pulse velocities, the auto-correlation function is bi-exponential with the characteristic scale also appearing as a pre-factor for the respective exponential function. The frequency and wave number power spectral densities are both given by the sum of two Lorentzian spectra. The temporal auto-correlation function is presented in Fig. 14 for various values of the width parameter $w$ and normalized linear damping $\tau/v\langle\ell\rangle = 10$. For a wide separation of pulse sizes, there is a fast decay for short time lags, followed by a slower decrease determined by the large pulses. In conclusion, a distribution of pulse sizes does not alter the radial variation of the moments but like a distribution of pulse velocities changes the correlation properties of the process since it introduces multiple characteristic scales.

![Temporal auto-correlation function for various values of width parameter $w$ and normalized linear damping $\tau/v\langle\ell\rangle = 10$.](image)

FIG. 14. Temporal auto-correlation function for the case of a discrete uniform distribution of pulse sizes for various values of the width parameter $w$ and $\tau/v\langle\ell\rangle = 10$.
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