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Abstract—Faster-than-Nyquist (FTN) signaling is a non-orthogonal transmission technique, which has the potential to provide significant spectral efficiency improvement. This paper studies the capacity of FTN signaling for both frequency flat and for frequency selective (FS) multiple-input multiple-output (MIMO) channels. As FTN is another reason of frequency selectivity, we find that precoding in time (or equivalently spectrum shaping in frequency) and waterfiling in spatial domain is capacity achieving for frequency flat MIMO channels with FTN. Meanwhile, waterfiling in both spatial domain and spectrum domain, followed by spectrum shaping, is capacity achieving for FS MIMO channels with FTN.

Index Terms—Capacity, faster-than-Nyquist (FTN), multiple-input multiple-output (MIMO).

I. INTRODUCTION

In recent years, there has been an increasing interest in faster-than-Nyquist (FTN) signaling, as researchers are seeking for new breakthrough technologies to improve transmission rates in modern wireless communication systems. FTN signaling happens to be a promising solution for this search [1] because of the higher spectral efficiency it offers.

In classical digital communications, orthogonal pulses or Nyquist pulses are used so that there is no inter-symbol interference (ISI) at the demodulator output at sampling time instants. This maximum signaling rate above which orthogonality between consecutive symbols no longer exist is called the Nyquist limit. FTN, on the other hand, intentionally operates beyond this Nyquist limit. It introduces intentional ISI using the same pulse shape within the same bandwidth to improve spectral efficiency. In [2], Mazo studied a binary linear modulation scheme using sinc pulses, where the Nyquist limit is $\frac{T}{2}$. He showed that it is possible to decrease the symbol interval down to 0.802T with no performance degradation. This rate is called the Mazo’s limit, it is the limiting rate beyond which performance starts to deteriorate for the same signal-to-noise ratio (SNR) for the same bandwidth.

A reasonable question at this point is: What is the maximum transmission rate over an FTN channel? For orthogonal communication over additive white Gaussian noise (AWGN) channels, the capacity expression for a bandpass channel is the one obtained by Shannon [3], which states that

$$C_{\text{orth}} = \frac{1}{2} \log_2 \left( 1 + \frac{P}{WN_0} \right) \text{bit/s/Hz},$$

where $P$ is the power constraint, $N_0/2$ is the AWGN power spectral density, $W = \frac{1}{T}$ is the bandwidth, and $\frac{1}{T}$ is the signaling rate. In the literature, there are multiple papers that seek for a similar capacity expression for a single-input single-output (SISO) FTN system. In [4] and [5], the authors find an achievable rate for a SISO FTN system assuming that transmitted symbols are independent. The optimal input symbol distribution, on the other hand, is not necessarily independent, and some correlation can help reduce ISI. In [6] and [7], correlation among input symbols is explored and a power allocation scheme based on waterfiling is suggested. However, because of the influence of other symbols, the power constraint of FTN signaling differs from that of orthogonal signaling, and the power constraints in [6] or [7] do not account for the effect of ISI. In [8] and [9] the authors include the impact of ISI on the power constraint and show that the optimal power spectral density (PSD) of the transmitted symbols is related to the spectrum of the pulse used for signaling. Additionally, [10] argues that for the capacity expression to be valid, the resultant FTN signal must be well-localized in time, meaning that it should contain a significant portion of its energy in the corresponding time interval. In addition to the above, precoding at the transmitter side is a viable method to mitigate FTN induced ISI [11]. Similar to [11], [12], [13], and [14] suggest an eigen-decomposition based precoding for FTN signaling.

It is well known that using multiple antennas at both transmitter and receiver sides in wireless communications can significantly improve the channel capacity [15]. Therefore, the multiple-input multiple-output (MIMO) technology has been an integral part of 3GPP standards since Release 7 [16]. In order to further improve communication rates, it is then reasonable to employ FTN signaling in MIMO systems. Rusek [17] studied the Mazo limit in MIMO communication systems. Modenini et al. [18] demonstrated performance.
improvements for FTN in large-scale antenna systems with a simple receiver structure. Yuhas et al. [19] explored MIMO FTN capacity with independent inputs as in [4], but their assumption is not general enough as the optimal input distribution is not necessarily independent. The ergodic capacity of MIMO FTN over triply-selective Rayleigh fading channels is studied in [20] with the assumption that channel state information is not available at the transmitter. However, the capacity of a MIMO system with FTN signaling with channel state information at both the transmitter and the receiver is still unknown.

Frequency selectivity is another important phenomenon in fading channels [21], and many results on frequency selective (FS) MIMO channels have appeared in the literature. In [22], the authors achieved the capacity of FS MIMO channels with joint waterfilling in spatial and frequency domains. In [23], the authors proposed an algorithm to evaluate the capacity-achieving covariance matrix for FS MIMO channels based on an iterative waterfilling scheme. In [24], a method is proposed to derive the average capacity of FS MIMO channels for arbitrary finite number of transmit and receive antennas. There are also efforts on exploring the performance of FTN in FS channels. The authors of [13] obtain the maximized mutual information expression in Section III-A, find the related mutual information for a FS SISO channel with FTN as well as its optimal input distribution. In [25], a time-space transformation approach is proposed to increase the achievable rate in FS MIMO channels with FTN. Finally, [26] suggests an FTN transmission and detection approach for FS SISO systems. However, to the best of our knowledge there is no result on the capacity of FS MIMO channels with FTN. In this paper we study the channel capacity of MIMO FTN signaling both for frequency flat and for FS fading channels.

The organization of the paper is as follows. For MIMO FTN, we define the system model in Section II. We develop the mutual information expression in Section III-A, find the related power constraint in Section III-B, and solve for the capacity expression in Section III-C. In Section IV, we generalize the results for MIMO FTN to FS channels. In Section V, we calculate the same capacity via frequency domain analysis. We present our numerical results in Section VI. Finally, in Section VII we conclude the paper.

II. SYSTEM MODEL

In MIMO FTN, each transmitting antenna transmits symbols simultaneously using FTN signaling. We assume the transmitter has \( L \) and the receiver has \( K \) antennas. The MIMO channel matrix is denoted with \( \mathbf{H} \in \mathbb{C}^{K \times L} \). The \((k,l)\)th entry, \( h_{kl} \), in \( \mathbf{H} \) is the complex channel gain from transmit antenna \( l \) to receive antenna \( k \), \( l \in \{1, \ldots, L\}, k \in \{1, \ldots, K\} \). The sequence of data symbols transmitted from the \( l \)th transmitting antenna \( a_{l}[n] \) passes through the pulse shaping filter \( p(t) \). We assume that the pulse shaping filter has unit energy; i.e., \( \int_{-\infty}^{+\infty} |p(t)|^2 dt = 1 \). Moreover, the transmitter has a power constraint \( P \). The transmitted signal from this antenna for a length of \( N \) symbols is written as

\[
x_l(t) = \sum_{m=1}^{N} a_{l}[m] p(t - m \delta T), \tag{2}
\]

where \( T \) denotes the signaling period, and \( \delta \in (0,1] \) is the acceleration (compression) factor in FTN signaling. In FTN, pulses are transmitted every \( \delta T \) seconds, creating intentional inter-symbol interference.

We assume an additive white Gaussian noise (AWGN) channel and denote the noise at the \( k \)th receiving antenna with \( \xi_k(t), k = 1, 2, \ldots, K \). This noise process has zero mean and a constant power spectral density equal to \( \sigma_0^2 \). We assume noise at each receiving antenna are independent and identically distributed and are independent of data symbols transmitted. In order to maximize the signal-to-noise ratio (SNR), matched filter \( p^*(t) \), where \(*\) denotes the complex conjugate, is used at the receiver side. Then, the output of the matched filter at the \( k \)th receive antenna can be written as

\[
y_k(t) = \sum_{l=1}^{L} h_{kl} \left( \sum_{m=1}^{N} a_{l}[m] p(t - m \delta T) \right) + \xi_k(t) \tag{3}
\]

\[
y_k(t) = \sum_{l=1}^{L} h_{kl} \left( \sum_{m=1}^{N} a_{l}[m] g(t - m \delta T) \right) + \eta_k(t) \tag{4}
\]

where \( g(t) \triangleq p(t) * p^*(t) \), \( \eta_k(t) \triangleq \xi_k(t) * p^*(t) \) and \(*\) denotes the convolution operation. This matched filter output at each receive antenna \( k \) is then sampled every \( \delta T \) seconds. Fig. 1 shows the structure of a \( 2 \times 2 \) MIMO FTN system as a simple example.

The noise process \( \eta_k(t) \) is a correlated Gaussian process, as the white noise process \( \xi_k(t) \) is filtered through \( p^*(t) \). As \( \eta_k(n \delta T) = \int_{-\infty}^{\infty} \xi_k(\tau) p^*(\tau - n \delta T) d\tau \), we have

\[
\mathbb{E} \left[ \eta_k(n \delta T) \right] = \sigma_0^2 \int_{-\infty}^{\infty} g(t - (n - m) \delta T) dt
\]

\[
= \sigma_0^2 g((n - m) \delta T). \tag{7}
\]

Here \( \mathbb{E} \) denotes the expectation operation. After sampling, the output of the sampler becomes

\[
y_k[n] = \sum_{l=1}^{L} h_{kl} \left( \sum_{m=1}^{N} a_{l}[m] g((n - m) \delta T) \right) + \eta_k[n]. \tag{8}
\]
The input-output relationship in (8) can also be written in a matrix multiplication form as

\[ y_k = \sum_{l=1}^{L} h_{kl} G a_l + \eta_k, \quad (9) \]

where \( y_k \in \mathbb{C}^{N \times 1} \), \( a_l \in \mathbb{C}^{N \times 1} \), \( \eta_k \in \mathbb{C}^{N \times 1} \) and \( G \in \mathbb{C}^{N \times N} \). The \( n \)th entry of the vectors are \( (y_k)_n = y_k[n] \), \( (a_l)_n = a_l[n] \) and \( (\eta_k)_n = \eta_k[n] \), and the \((n, m)\)th entry of the matrix \( G \) is given as \( (G)_{n,m} = g[n-m] \). Note that \( G \) is a Toeplitz matrix [27]. The matrix \( G \) is also Hermitian, as \( g(-t) = p(-t) \ast p(t) = g^*(t) \), and \((G)_{n,m} = g^*[n-m] = g^*[m-n] = (G)_{m,n}^* \). From this we observe that \( G \) is a Gramian matrix as well as a Toeplitz matrix. Using the cross correlation calculated in (7), the covariance matrix for \( \eta_k, k = \{1, 2, \cdots, K\} \), becomes \( \Sigma_{\eta_k} = E[\eta_k \eta_k^H] = \sigma^2_G G \), where \( ^H \) denotes Hermitian conjugation. Manipulating (9) further, we can write the MIMO FTN signaling model as

\[
\begin{bmatrix}
  y_1 \\
  \vdots \\
  y_K
\end{bmatrix} = \begin{bmatrix}
  h_{11} G & \cdots & h_{1L} G \\
  \vdots & \ddots & \vdots \\
  h_{K1} G & \cdots & h_{KL} G
\end{bmatrix} a_L + \begin{bmatrix}
  \eta_1 \\
  \vdots \\
  \eta_K
\end{bmatrix}, \quad (10)
\]

\[
Y = (\tilde{H} \otimes G) A + \Omega, \quad (11)
\]

\[
Y = HA + \Omega, \quad (12)
\]

where \( y_k \in \mathbb{C}^{N \times 1} \), \( a_l \in \mathbb{C}^{N \times 1} \), \( \eta_k \in \mathbb{C}^{N \times 1} \), \( Y = [y_1^T, \cdots, y_K^T]^T \), \( A = [a_1^T, \cdots, a_L^T]^T \), \( \Omega = [\eta_1^T, \cdots, \eta_K^T]^T \), \( H = \tilde{H} \otimes G \) and \( \otimes \) is the Kronecker product.

Before we proceed with the next section, we have the following lemmas for the positive definiteness of \( G \).

**Lemma 1 [28]:** As the matrix \( G \) is Gramian, it is always positive semi-definite.

**Proof 1:** The proof is provided in [28].

**Proof 2:** The proof is provided in [29, Proposition 5.1.1].

If root raised cosine pulses with roll-off factor \( \beta \) are used for \( p(t) \), then \( g(t) \) becomes a raised cosine pulse with the frequency response

\[
G(f) = \begin{cases} 
  T, & |f| \leq \frac{1 - \beta}{2T} \\
  \frac{T}{2} \left[ 1 + \cos \left( \frac{\pi T}{\beta} \left( |f| - \frac{1 - \beta}{2T} \right) \right) \right], & \frac{1 - \beta}{2T} < |f| \leq \frac{1 + \beta}{2T} \\
  0, & \text{otherwise},
\end{cases}
\]

which satisfies Lemma 2 [5]. Thus, we also have the following lemma.

**Lemma 3 [5], [10]:** For a raised cosine pulse \( g(t) \) with roll-off factor \( \beta \), the matrix \( G \) is positive definite. However, when \( \delta(1+\beta) < 1 \), calculating \( G^{-1} \) is not numerically stable.

**Proof 3:** The proofs are provided in [5], [10], and [13].

### III. MIMO FTN Channel Capacity

In this section, we find the capacity expression for MIMO FTN transmission in frequency flat channels by using the equivalent discrete time model given in (12). In the following subsection, we derive the related mutual information expression for MIMO FTN. Then, we will determine the power constraint and the capacity.

#### A. Mutual Information Expressions

Given the discrete time channel model in (12), we can write the channel capacity as [3]

\[
C = \lim_{N \to \infty} \max_{p(Y; A)} \frac{1}{N} I(Y; A), \quad (13)
\]

\[
= \lim_{N \to \infty} \max_{p(Y; A)} \frac{1}{N} [h(Y) - h(\Omega)], \quad (14)
\]

where \( I(Y; A) \) denotes the mutual information between two random vectors \( Y \) and \( A \). The terms \( h(Y) \) and \( h(\Omega) \) respectively denote the differential entropy for \( Y \) and \( \Omega \), and \( P \) is the power constraint, which we will explain in detail in Section III-B. Because the circularly symmetric complex Gaussian noise process on each receiving antenna \( \xi_k(t) \) is independent of each other and also independent of input data, samples of \( \eta_i(t) \) and \( \eta_j(t) \) are also independent; i.e., \( E[\eta_i[n] \eta_j^*[k]] = 0, \ i \neq j, \forall k, n \in \mathbb{Z} \). We can then write the covariance matrix and the differential entropy for \( \Omega \) as

\[
\Sigma_{\Omega} = \sigma^2_G (I_K \otimes G),
\]

\[
h(\Omega) = \log_2 \left( (2\pi e)^{KN} \det(\Sigma_{\Omega}) \right),
\]

where \( e \) is Euler’s number, \( I_K \) is the \( K \) by \( K \) identity matrix and \( \det(.) \) stands for the determinant of a matrix.

**Lemma 4 [30]:** Let \( \tilde{A} \in \mathbb{C}^{A \times N} \) and \( \tilde{B} \in \mathbb{C}^{B \times B} \) be two Hermitian matrices respectively with the eigenvalues \( \eta_1, \cdots, \eta_A \) and \( \mu_1, \cdots, \mu_B \). Then the matrix \( \tilde{A} \otimes \tilde{B} \) has the eigenvalues \( \eta_i \mu_j \), for \( i = 1, 2, \cdots, A \) and \( j = 1, 2, \cdots, B \). The proof is provided in [30].

**Remark 1:** The eigenvalues of the identity matrix \( I_K \) are all 1s. Then, according to Lemma 4, the eigenvalues of \( \Sigma_{\Omega} \) are equal to the eigenvalues of \( G \) repeated \( K \) times each. As a result, if \( G \) is positive definite, so is \( \Sigma_{\Omega} \).

When the noise process is a stationary Gaussian process, the optimal input is also a stationary Gaussian process [3]. It is also optimal to assume the input has zero mean. Then, the optimal input data sequence is a zero mean, stationary Gaussian random process. As both input and noise are Gaussian, the output \( Y \) is also Gaussian with the covariance matrix \( \Sigma_Y \), leading to the differential entropy

\[
h(Y) = \log_2 \left( (2\pi e)^{KN} \det(\Sigma_Y) \right),
\]

By the definition of covariance, we can write

\[
\Sigma_Y = E[\{(HA + \Omega)(HA + \Omega)^*\}]
\]

\[
= (\tilde{H} \otimes G) \Sigma_A (\tilde{H} \otimes G)^* + \sigma^2_G (I_L \otimes G),
\]

where the \( LN \times LN \) covariance matrix \( \Sigma_A \) is defined as

\[
\begin{bmatrix}
  K_{a,11} & K_{a,12} & \cdots & K_{a,1L} \\
  K_{a,21} & K_{a,22} & \cdots & K_{a,2L} \\
  \vdots & \vdots & \ddots & \vdots \\
  K_{a,L1} & K_{a,L2} & \cdots & K_{a,LL}
\end{bmatrix},
\]
with \( K_{a,ij} = \mathbb{E}[a_i a_j^\dagger], i, j = 1, 2, \cdots, L \). Then, the capacity expression in (14) becomes equal to
\[
C = \lim_{N \to \infty} \max_{p(A), \mathcal{P}} 1 \over N \log_2 \frac{\det(\Sigma_Y)}{\det(\Sigma_{\Omega})}. \tag{20}
\]

The derivation of MIMO FTN capacity expression is shown in (21)-(29), shown at the bottom of the next page. The steps (a), (c), (d) and (e) are because of the mixed product property of the Kronecker product, which states that an \( A \times A \) matrix \( A \) and an \( B \times B \) matrix \( B \) has the Kronecker product \( (A \otimes B) = (A \otimes I_B)(I_A \otimes B) \) \[28\]. In (a), we also make use of the property \( (\tilde{H} \otimes G)^\dagger = (\tilde{H}^\dagger \otimes G^\dagger) \). The steps (b) and (f) are because of Sylvester’s determinant identity \[30\]. Moreover, notice that in (e), \((I_K \otimes G^\dagger)(I_K \otimes G^{-1}) = (I_K I_K \otimes G^\dagger G^{-1}) = (I_K \otimes I_N) = I_{KN} \). To make sure that the matrix inverse \( \Sigma_{\Omega}^{-1} = \sigma_0^{-2} (I_K \otimes G^{-1}) \) in (23) exists, we require \( G \) to be invertible. In other words, (29) is valid only if \( G \) is positive definite or all its eigenvalues are strictly positive.

**B. Power Constraint**

In FTN signaling, the signal transmitted from the \( l \)-th antenna, \( x_l(t) \) has the following autocorrelation function \( R_{x_l}(t, t-\tau) \)
\[
\hat{R}_{x_l}(t, t-\tau) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} R_{ai}[m-n]p(t-m\delta T)p^*(t-\tau-n\delta T), \tag{30}
\]
where \( R_{ai}[n] \) is the autocorrelation function of the data sequence \( a_i[n] \). One can observe that \( \hat{R}_{x_l}(t, t-\tau) \) is a cyclo-stationary process. For cyclo-stationary processes, we need to find the average of the autocorrelation function over one period and evaluate its value at 0 to find the average power. Then, the power of \( x_l(t) \) becomes
\[
P_{x_l} = R_{x_l}(0) = \mathbb{E}[x_l(t)x_l^*(t)] = \frac{1}{\delta T} \sum_{m=-\infty}^{\infty} R_{ai}[m]g[-m], \tag{31}
\]
and the total power \( P_x \) equals the summation of all the \( P_{x_i} \)'s, namely,
\[
P_x = \sum_{l=1}^{L} R_{x_l}(0) = \frac{1}{\delta T} \sum_{l=1}^{L} \sum_{m=-\infty}^{\infty} R_{ai}[m]g[-m]. \tag{32}
\]
If we express the total power constraint in a matrix multiplication form, we observe that the following limit is also equal to \( P_x \), as
\[
\lim_{N \to \infty} \frac{1}{N\delta T} \text{tr} \left( \begin{bmatrix} G & 0 & \cdots & 0 \\ 0 & G & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & G \end{bmatrix} \Sigma_A \right) \tag{33}
= \lim_{N \to \infty} \frac{1}{N\delta T} \text{tr} (I_L \otimes G) \Sigma_A \tag{34}
= \lim_{N \to \infty} \frac{1}{N\delta T} \sum_{l=0}^{L-1} \sum_{m=-\infty}^{N-1} R_{ai}[m]g^*[m] \frac{N-|m|}{N}. \tag{35}
\]
In orthogonal transmission schemes, the input power constraint is simply a constraint on the trace of \( \Sigma_A \). However, in FTN the intentional ISI generated at the transmitter changes the power constraint and we observe that the power constraint is now on the trace of the product of \( \Sigma_A \) and \((I_L \otimes G)\). Finally, the power constraint \( \mathcal{P} \) in (13) becomes \( P_x \leq P \).

**C. Capacity Calculation**

Combining (29) and (33), the capacity optimization problem for MIMO FTN becomes
\[
C = \lim_{N \to \infty} \max_{\Sigma_A} 1 \over N \log_2 \left( I_{LN} + \sigma_0^{-2} (I_L \otimes G) \Sigma_A (\tilde{H}^\dagger \tilde{H} \otimes I_N) \right) \tag{38a}
\]
\[
s.t. \quad \lim_{N \to \infty} \frac{1}{N\delta T} \text{tr} ((I_L \otimes G) \Sigma_A) \leq P. \tag{38b}
\]

Define
\[
K \triangleq (I_L \otimes G) \Sigma_A \tag{39}
\]
\[
H_{eq} \triangleq (\tilde{H} \otimes I_N) \tag{40}
\]
\[
W \triangleq H_{eq}^\dagger H_{eq} \tag{41}
\]
Then the problem in (38) can be written as an optimization problem about the matrix \( K \) for the extended equivalent channel \( H_{eq} \) as
\[
C = \lim_{N \to \infty} C_N \tag{42a}
= \lim_{N \to \infty} \max_{K} 1 \over N \log_2 \left( I_{LN} + \sigma_0^{-2} KW \right) \tag{42b}
\]
s.t. \( \lim_{N \to \infty} \frac{1}{N\delta T} \text{tr}(K) \leq P. \tag{42b}
\]
In order to solve this optimization problem, we should solve it for each \( N \), and then take the limit as \( N \to \infty \). For a specific \( N \), the above optimization is equivalent to the well-known waterfilling problem for a regular MIMO channel with the channel gain matrix \( H_{eq} \) \[15\]. Thus, we will first solve for (42) for a fixed \( N \) to obtain \( C_N \) in (42a) and then take \( N \) to infinity. If \( C_N \) converges to a constant, the limit will then be the capacity \( C \).

To find the solution for a fixed \( N \), we write the eigen-decomposition for the composite covariance matrix \( K \) as \( K = P_K A_K P_K^{-1} \), where \( P_K \) is composed of the eigenvectors of \( K \) and \( A_K \) is a diagonal matrix with the eigenvalues of \( K, \alpha_1, \alpha_2, \cdots, \alpha_L \), on the main diagonal. We also perform eigen-decomposition on \( W \) and write \( W = V_W A_W V_W^\dagger \). Because \( W \) is Hermitian, \( V_W \) is a unitary matrix and it is composed of the eigenvectors of \( W \). Moreover, \( A_W \) is
a diagonal matrix with the eigenvalues of \( \mathbf{W} \) on the main diagonal. We define

\[
\mathbf{H}^\dagger \mathbf{H} \triangleq \mathbf{Z} = \mathbf{V}_Z \Lambda_Z \mathbf{V}_Z^\dagger,
\]

where the unitary matrix \( \mathbf{V}_Z \) is composed of the eigenvectors of \( \mathbf{Z} \). Then, for a fixed \( N \), we can write and bound the determinant in (42a) using Hadamard’s inequality as [3]

\[
C_N = \max_{\mathbf{K}} \frac{1}{N} \log_2 \det \left( \mathbf{I}_{LN} + \sigma_0^{-2} (\mathbf{K}^{\dagger} \Lambda_{\mathbf{K}} \mathbf{K})^{-1} \right)
\times \mathbf{V}_W \Lambda_W \mathbf{V}_W^\dagger \right) \leq \max_{\mathbf{K}} \frac{1}{N} \log_2 \det \left( \mathbf{I}_{LN} + \sigma_0^{-2} \Lambda_{\mathbf{K}} \Lambda_W \right).
\]

The above inequality is achieved when \( \mathbf{K} \) becomes equal to the diagonal matrix \( \Lambda_{\mathbf{K}} \Lambda_W \). Thus, we choose \( \mathbf{P}_K = \mathbf{V}_W \). Note that, as \( \mathbf{V}_W \) is unitary, this choice also makes the matrix \( \mathbf{K} \) Hermitian.

Assuming the product matrix \( \mathbf{H}^\dagger \mathbf{H} \) has eigenvalues \( \tau_1, \cdots, \tau_L \), we can write the eigenvalues of \( \mathbf{W} \) in (41) due to Lemma 4. As the identity matrix has all of its eigenvalues equal to 1, the eigenvalues of \( \mathbf{W} \) repeat themselves \( N \) times and we write \( \text{eig}(\mathbf{W})_{jN+i} = \tau_i \) for all \( j = 0, 1, \cdots, L-1, i = 1, 2, \cdots, N \). Then, we can write the optimization problem in the form of a summation of logarithms as

\[
C_N = \max_{\alpha_1, \alpha_2, \cdots, \alpha_{NL}} \frac{1}{N} \sum_{i=1}^{NL} \log_2 (1 + \sigma_0^{-2} \alpha_i \tau_{[i/N]})
\]

\[\text{s.t.} \quad \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{NL} \alpha_i \leq P,\]

where \([i/N]\) takes the ceiling of fraction \( i/N \). The solution to this problem is obtained via waterfilling as

\[
\alpha_i = \sigma_0^2 \left( \frac{1}{\mu} - \frac{1}{\tau_{[i/N]}} \right)^+, \tag{47}
\]

where \( i = 1, 2, \cdots, NL \), and \((a)^+ = \max(a, 0)\). Then, \( \mu \) is solved by

\[
\sigma_0^2 \sum_{i=1}^{NL} \left( \frac{1}{\mu} - \frac{1}{\tau_{[i/N]}} \right)^+ = NP\delta T, \tag{48}
\]

and the optimal covariance matrix becomes

\[
\mathbf{K} = \mathbf{V}_W \bar{\Lambda}_K \mathbf{V}_W^\dagger, \tag{49}
\]

where \( \bar{\Lambda}_K = \text{diag}\{\bar{\alpha}_1, \bar{\alpha}_2, \cdots, \bar{\alpha}_{NL}\} \). Using this optimal input covariance matrix \( \mathbf{K} \) in (49) and (39), we can find the optimal output covariance matrix \( \bar{\Sigma}_A \) as

\[
\bar{\Sigma}_A = (\mathbf{I}_L \otimes \mathbf{G})^{-1} \mathbf{K}. \tag{50}
\]

At this stage, we have to guarantee that \( \bar{\Sigma}_A \) is a valid covariance matrix, so it has to be both positive semidefinite and Hermitian.

**Lemma 5:** The matrix \( \bar{\Sigma}_A \) is always Hermitian and is positive definite.

**Proof 5:** The proof is provided in Appendix VII.

Overall, combining (46a), (47), (50) and Lemma 5, we write that the maximum mutual information for a specific \( N \) is equal to

\[
C_N = \sum_{i=1}^{L} \log_2 (1 + \sigma_0^{-2} \bar{\alpha}_{(i-1)N+1} \tau_i), \quad \text{when} \quad (1 + \beta) \geq 1. \tag{51}
\]

As (51) does not depend on \( N \), we conclude that this solution applies to any \( N \) and the MIMO FTN capacity is given in Theorem 1.

**Remark 2:** Note that Lemma 5 is valid for all \( \delta \). However, due to Lemma 3, to provide numerical stability in the calculation of \( \mathbf{G}^{-1} \), we need \( \delta (1 + \beta) \geq 1 \) in (51).

**Theorem 1:** When a raised cosine pulse with roll-off factor \( \beta \) is used as \( g(t) \), the capacity of MIMO FTN signaling with
acceleration factor $\delta$ becomes
\[
C = \sum_{i=1}^{L} \log_2(1 + \sigma_0^{-2}\alpha(i-1)N+1\tau_i), \quad \text{when } \delta(1+\beta) \geq 1
\] (52)
in bits/channel use. As we transmit $W$ symbols per second and the bandwidth is $(1+\beta)W$ Hz, we can rewrite (52) to obtain
\[
\tilde{C} = \frac{1}{\delta(1+\beta)} \sum_{i=1}^{L} \log_2(1 + \sigma_0^{-2}\alpha(i-1)N+1\tau_i),
\] when $\delta(1+\beta) \geq 1$
(53)
in bit/s/Hz.

Remark 3: In (52), $\alpha_i$ of (47) depends on $\delta$, because of the power constraint in (48). In other words, the acceleration factor is implicitly included in the result.

Remark 4: The optimal transmission scheme is equivalent to precoding in time and waterfilling in space. Precoding in time is performed. This truncation generally broadens the spectrum [31] more than it does in orthogonal signaling. Therefore, overall spectral efficiency calculations in FTN should take spectrum broadening into account as well.

Finally, note that a complete analysis which accounts for $\delta(1+\beta) < 1$, is a very complex problem. In [32], the authors prove that binary signaling is asymptotically optimal and achieves the capacity of FTN signaling with Gaussian inputs. In addition [9], claims a constant capacity for $\delta(1+\beta) < 1$, which is equal to the capacity achieved for $\delta = \frac{1}{1-g}$ for SISO FTN. This paper is a work in progress, and this issue of $\delta(1+\beta) < 1$ is one of our top priorities for future work.

IV. CAPACITY OF MIMO FTN SIGNALING IN FREQUENCY SELECTIVE CHANNELS

FS fading occurs when the channel spectrum is not constant over the transmission bandwidth [21]. Frequency selectivity distorts the transmitted signal. It presents itself in time domain as multipath. Signal arrives at the receiver from different paths, each with a different delay and gain. This effect can be modeled by a tapped-delay-filter with $J$ taps. In this section we solve the capacity of MIMO FTN signaling in FS channels.

Similar to the SISO model in [13], in MIMO, the signal component $x_k(t)$ at the output of the matched filter at the $k$th receive antenna, due to the $l$th transmit antenna has the expression
\[
x_{kl}(t) = \sum_{n=0}^{N-1-J-1} \sum_{j=0}^{N-1-J} h_{kj}^l a[n]g(t - (j + n)\delta T),
\] (64)
where $h_{kj}^l$ is the channel gain from the $l$th transmit antenna to the $k$th receive antenna for the $j$th tap. Note that multiple taps result in ISI, in addition to the ISI due to FTN signaling. We would like to express that, every channel from one transmit antenna to a receive antenna does not need to have equal number of taps. The number of taps $J$ is simply the maximum number of taps in all channels. For those channels with the number of taps less than $J$, we can assume the remaining channel coefficients are zero, and every channel has $J$ taps. If we sample this signal at $\delta T$ intervals, as in [13], the resulting $N$ samples can be written in vector form as (65), shown at the bottom of the next page. We can also write $x_{kl}$ as
\[
x_{kl} = \tilde{G}_{kl} a_l.
\] (66)

When we define $G'$, which is a $j$-shifted version of $G$, as
\[
G' \triangleq \begin{bmatrix}
g[-j] & g[-1-j] & \cdots & g[1-N-j] \\
g[1-j] & g[-j] & \cdots & g[2-N-j] \\
\vdots & \vdots & \ddots & \vdots \\
g[N-1-j] & g[N-2-j] & \cdots & g[-j]
\end{bmatrix}
\] (67)
with $G^0 = G$, we have $\tilde{G}_{kl}$ in (66) as
\[
\tilde{G}_{kl} = \sum_{j=0}^{J-1} h_{kj}^l G'.
\] (68)
Thus, the samples at the output of the matched filters at all receive antennas become

\[
Y = \begin{bmatrix}
G_{11} & G_{12} & \cdots & G_{1L} \\
G_{21} & G_{22} & \cdots & G_{2L} \\
\vdots & \vdots & \ddots & \vdots \\
G_{K1} & G_{K2} & \cdots & G_{KL}
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
\vdots \\
a_L
\end{bmatrix} + \Omega
\]

(69)

where \((\tilde{H}^i)_{k,l} = h_{kl}^i\). As \(\sum_{j=0}^{J-1}(\tilde{H}^i \otimes G^j) = G_H\) in (71), we derive the capacity expression in FS fading channels as in (72)-(74), shown at the bottom of the next page, where \(\Phi \triangleq (I_K \otimes G^{-2})G_H\). We also assume that \(G\) is invertible in (72). Because \(\Phi^\dagger\Phi\) is a Hermitian matrix, we can write its eigenvalue decomposition as \(\Phi^\dagger\Phi = U_\Phi \Lambda_\Phi U_\Phi^\dagger\). Following the same approach as in [13], we first solve the optimization problem for a fixed \(N\) and then send \(N\) to infinity, resulting in the capacity if the limit exists. Applying Hadamard’s inequality [3] to get an upper bound on \(C_{FS}^N\), we write

\[
C_{FS}^N \leq \frac{1}{N} \log_2 \det\left( I_{LN} + \sigma_0^2 \Lambda_\Sigma \Lambda_\Phi \right).
\]

(75)

where the upper bound is achieved when \(\Sigma_A\) can be decomposed into \(U_\Phi \Lambda_\Sigma U_\Phi^\dagger\). \(\lambda_i\) and \(\phi_i\) are eigenvalues of \(\Sigma_A\) and \(\Phi\) respectively.

The power constraint for FS channels remains the same as in (38b). When (75) is achieved with equality, we can manipulate the power constraint as follows

\[
\lim_{N \to \infty} \frac{1}{N} \frac{1}{\delta T} \text{tr}\left( (I_L \otimes G) \Sigma_A \right) = \lim_{N \to \infty} \frac{1}{N} \frac{1}{\delta T} \text{tr}\left( U_\Phi^\dagger (I_L \otimes G) U_\Phi \Lambda_\Sigma \right) \]

(77)

where \(\Psi \triangleq U_\Phi^\dagger (I_L \otimes G) U_\Phi\), and \(\psi_i\)'s are the diagonal entries of matrix the \(\Psi\). Note that \(\Psi\) is not necessarily a diagonal matrix. The optimization problem then becomes

\[
C_{FS} = \max_{\lambda_i} \frac{1}{N} \sum_{i=0}^{L-1} \log_2(1 + \sigma_0^{-2} \lambda_i \phi_i)
\]

s.t. \(\frac{1}{N} \delta T \sum_{i=0}^{L-1} \psi_i \lambda_i \leq P\).

(81)

Similar to the SISO case in [13], we solve this problem by the Lagrange multiplier method, forming the Lagrangian function and by using Kuhn-Tucker conditions to find the optimal \(\lambda_i^*\)'s as

\[
\lambda_i^* = \max \left( \frac{\delta T \ln 2}{\mu \psi_i} - \frac{\sigma_0^2}{\phi_i}, 0 \right).
\]

(82)

As a result, assuming the limit exists, the capacity for FTN signaling in FS MIMO channels become

\[
C_{FS} = \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{L-1} \log_2(1 + \sigma_0^{-2} \lambda_i^* \phi_i).
\]

(83)

The parameters \(\phi_i\)'s and \(\psi_i\)'s are determined by the tap coefficients of the MIMO channel as well as the \(G\) matrix.
In other words, all factors in space and frequency have an effect on the optimal transmission power level. In FS MIMO FTN, in addition to the effect of multiple antennas, both the frequency spectrum of the channel and the frequency spectrum due to FTN ISI, have an influence on the transmitted signal. The optimal transmission scheme includes joint waterfilling in spatial and frequency domains, this is illustrated in more details in the following section.

V. ANALYSIS IN FREQUENCY DOMAIN

We now analyse the above channel capacities in the frequency domain. In the following discussion we still assume \( \delta(1 + \beta) \geq 1 \).

A. Spectrum Analysis of FS MIMO Channels With FTN

We start this subsection with the following lemma.

Lemma 6 [33, Th. 3]: The generalized Szegő’s theorem states that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{NL} F[\lambda_i(R)] = \int_{-\frac{1}{2}}^{\frac{1}{2}} \sum_{j=1}^{L} F[\lambda_j(R_{n,j})] df_n
\]

where \( F[.] \) is any function continuous on the range of \( f_n \), \( \lambda_i(R) \) is the \( i \)-th eigenvalue of block Toeplitz matrix \( R \) and \( \lambda_j(R_{n,j}) \) is the \( j \)-th eigenvalue of matrix \( R_{n,j} \). The matrix \( R \) of size \( NL \times NL \) and has the form

\[
R = \begin{bmatrix}
R_{11} & R_{12} & \cdots & R_{1L} \\
R_{21} & R_{22} & \cdots & R_{2L} \\
\vdots & \vdots & \ddots & \vdots \\
R_{L1} & R_{L2} & \cdots & R_{LL}
\end{bmatrix}
\]

where \( R_{ij} \)'s are \( N \times N \) Toeplitz matrices individually. The matrix \( R(f_n) \) is called the generating matrix of \( R \), since it is composed of the generating functions of \( R_{ij} \)'s, namely, \( (R(f_n))_{ij} = G_{ij}(f_n) \), where \( G_{ij}(f_n) \) is the generating function of \( R_{ij} \), \( i,j = 1, \ldots, L \). For an arbitrary Toeplitz matrix \( T_N, \) with \( (T_N)_{ij} = t_{i,j}, \) its generating function is defined as [33, Th. 3]

\[
\mathcal{G}(T_N) = \sum_{k=-\infty}^{\infty} t_k e^{jkf_n}, \quad f_n \in \left[ -\frac{1}{2}, \frac{1}{2} \right]
\]

In order to express the mutual information in (72) in the frequency domain, we first need to verify that Lemma 6 can be applied, in other words, the matrix inside the determinant in (72) is a block Toeplitz matrix. First of all, it is easy to see that \( G_H, \ (I_K \otimes G^{-1}) \) and \( \Sigma_A \) are block Toeplitz matrices when \( N \to \infty \). According to [34], we have the following lemma on the product of block Toeplitz matrices

Lemma 7 [34, Th. 2]: The product of block Toeplitz matrices is asymptotically a block Toeplitz matrix.

After manipulating (72) we can obtain

\[
C_{FS} = \lim_{N \to \infty} \frac{1}{\mathcal{P} N} \log_2 \det \left[ I_{LN} + \sigma_0^{-2} \Sigma_A G_H^\dagger (I_K \otimes G^{-1}) \right]
\]

In this equation, the matrix \( G_H^\dagger (I_K \otimes G^{-1})G_H \) can be written as (88)-(89), shown at the bottom of the next page, where \( G^\dagger \) was defined in (67) and \( i,j = 0, \ldots, J - 1 \). Note that, \( G_H^\dagger (I_K \otimes G^{-1})G_H \) is an asymptotically blockToeplitz matrix. In order to find its generating matrix, we need to find the generating function of \( G^\dagger G^{-1} \). According to [27], this can be found by multiplying the generating functions of each of the three matrices. To find the generating function of \( G \), let’s define the discrete time Fourier transform of \( g[n] \) as

\[
G_d(f_n) = \sum_{p=-\infty}^{+\infty} g[p] e^{-j2\pi p f_n} = \frac{1}{\delta T} \sum_{m=-\infty}^{+\infty} G \left( \frac{f_n - m}{\delta T} \right)
\]

where \( G(f) \) is the continuous time Fourier transform of \( g(t) \). It is easy to see that \( G_d(-f_n) \) is the generating function of matrix \( G \) according to the definition of generating function, but since \( G_d(f_n) \) is an even function

\[
G_d(-f_n) = G_d(f_n)
\]

Thus,

\[
\mathcal{G}(G^\dagger G^{-1} G^\dagger) = \mathcal{G}(G^\dagger) \mathcal{G}(G^{-1}) \mathcal{G}(G^\dagger)
\]

\[
= \left\{ \sum_n g \left( (n + j)\delta T \right) e^{j2\pi f_n} \right\} \left\{ \sum_m g \left( (m - i)\delta T \right) e^{j2\pi f_m} \right\} G^{-1}_d(f_n)
\]

\[
= G_d(f_n) e^{-j2\pi f_n} G_d(f_n) e^{j2\pi f_n} G^{-1}_d(f_n)
\]

\[
= G_d(f_n) e^{-j2\pi f_n} G_d(f_n) e^{j2\pi f_n} G^{-1}_d(f_n)
\]

where we let \( \mathcal{G} \) represent both finding the generating function and finding the generating matrix operation. With the derivation above we can easily obtain the generating matrix of \( G_H^\dagger (I_K \otimes G^{-1})G_H \), whose \( (n,m) \)-th entry is

\[
\mathcal{G}(G_H^\dagger (I_K \otimes G^{-1})G_H)_{n,m} = \sum_{i,j} \left[ \sum_{k=1}^{K} \left( h^{*}_{km} h_{km} \right) \right] G_d(f_n)
\]

\[
= \sum_{k=1}^{K} \left[ \sum_{i=1}^{J-1} \left( h^{*}_{km} e^{j2\pi f_{na}} \right) \sum_{j=1}^{J-1} \left( h_{km} e^{-j2\pi f_{mj}} \right) G_d(f_n) \right]
\]

According to [27], since the inverse of a Toeplitz matrix is asymptotically Toeplitz, \( I_K \otimes G^{-1} \) is also an asymptotically block Toeplitz matrix.
\[
\hat{H}(-f_n) = \begin{bmatrix}
H_{11}(-f_n) & H_{12}(-f_n) & \cdots & H_{1L}(-f_n) \\
H_{21}(-f_n) & H_{22}(-f_n) & \cdots & H_{2L}(-f_n) \\
\vdots & \vdots & \ddots & \vdots \\
H_{KL}(-f_n) & H_{K2}(-f_n) & \cdots & H_{KL}(-f_n)
\end{bmatrix}
\]  

(98)

as the channel spectrum matrix, which is composed of the link spectrums. Then it is straightforward to write

\[
\mathcal{G}(G_H^\dagger (I_K \otimes G^{-1})G_H) = G_d(f_n)\hat{H}(-f_n)^\dagger \hat{H}(-f_n)
\]

(99)

where \( \hat{Z}(-f_n) \triangleq \hat{H}(-f_n)^\dagger \hat{H}(-f_n) \).

We also need to find the generating matrix for \( \Sigma_A \) to obtain \( \mathcal{G}(\Sigma_A G_H^\dagger (I_K \otimes G^{-1})G_H) \), which is in the resulting expression after applying Szegö’s theorem on (87). As \( \Sigma_A \) is also a block Toeplitz matrix, we define

\[
\hat{S}_a(f_n) = \mathcal{G}(\Sigma_A)
\]

(100)

where \( S_{a,ij}(f_n) = \mathcal{G}(K_{a,ij}) \), \( i, j = 1, \ldots, L \). We call \( \hat{S}_a(f_n) \) as the input generating matrix, the diagonal elements of which are the PSDs of input data sequences \( a_i[n], i = 1, \ldots, L \), and the off-diagonal elements are the cross PSDs of input data sequences \( a_i[n] \) and \( a_j[n], i, j = 1, \ldots, L, i \neq j \). By applying (84) of Lemma 6 on (87) and on the power constraint (77), the optimization problem becomes

\[
C^{FS} = \max_{S_a(f_n)} \int_{-\frac{1}{2}}^{\frac{1}{2}} \log_2 \det \left[ I_L + \frac{G_d(f_n)}{\sigma_0^2} \hat{S}_a(f_n)\hat{Z}(f_n) \right] df_n
\]

(101)

Before we solve the above optimization problem, let’s define \( \hat{S}(f_n) \triangleq G_d(f_n)\hat{S}_a(f_n) \). We call \( \hat{S}(f_n) \) as the power generating matrix, since the integration over the sum of its diagonal elements is the transmit power. Note that, (101) contains both the influence from the FS channel \( \hat{Z}(f_n) \) and the spectrum of the pulse shaping filter \( G_d(f_n) \). This is because the ISI caused by FTN and the channel-induced ISI jointly affect the system. It can be considered that the channel has additional frequency selectivity with spectrum \( G_d(f_n) \), which is due to FTN signaling.

We would like to emphasize that \( \hat{S}(f_n) \) and \( \hat{Z}(f_n) \) are always Hermitian matrices regardless of \( f_n \). Therefore, we can use eigenvalue decomposition to diagonalize them and write

\[
\hat{S}(f_n) = G_d(f_n)\hat{S}_a(f_n) = U(f_n)\hat{\Phi}(f_n)U(f_n)\dagger
\]

(103)

\[
\hat{Z}(f_n) = V(f_n)T(f_n)V(f_n)\dagger
\]

(104)

where the diagonal matrices \( \hat{\Phi}(f_n) \) and \( T(f_n) \) have the structure \( \hat{\Phi}(f_n) = \text{diag}\{\phi_1(f_n), \phi_2(f_n), \ldots, \phi_L(f_n)\} \) and \( T(f_n) = \text{diag}\{\tau_1(f_n), \tau_2(f_n), \ldots, \tau_L(f_n)\} \). The channel matrix \( \hat{Z}(f_n) \) is decomposed into eigenchannels, \( \tau_i(f_n) \)'s are the eigenmodes at frequency \( f_n \), and \( \phi_i(f_n) \)'s are the power allocated to the eigenchannels, which call the eigenspectrum.

In the next step, we can upper bound (101) using Hadamard inequality as

\[
\int_{-\frac{1}{2}}^{\frac{1}{2}} \log_2 \det \left[ I_L + \sigma_0^{-2} \hat{S}(f_n)\hat{Z}(f_n) \right] df_n \leq \int_{-\frac{1}{2}}^{\frac{1}{2}} \log_2 \det \left[ I_L + \sigma_0^{-2} \hat{\Phi}(f_n)T(f_n) \right] df_n,
\]

(105)

and the upper bound is achieved when \( U(f_n) = V(f_n), \forall f_n \).

Then the problem in (101)-(102) becomes

\[
C^{FS} = \max_{\phi_1(f_n), \ldots, \phi_L(f_n)} \int_{-\frac{1}{2}}^{\frac{1}{2}} \sum_{i=1}^{L} \log_2 \left( 1 + \sigma_0^{-2} \phi_i(f_n) \right) \times \tau_i(f_n) \right) df_n
\]

(107)

s.t. \( \frac{1}{\delta T} \int_{-\frac{1}{2}}^{\frac{1}{2}} \sum_{i=1}^{L} \phi_i(f_n) df_n \leq P \).

(108)
By applying the Lagrange multiplier method, we get the optimal solution for $\phi_i(f_n)$ as

$$\phi_i(f_n)^* = \left(\frac{1}{\mu} - \frac{1}{\tau_i(f_n)}\right)^+,$$

where superscript $^*$ means optimal. The Lagrange multiplier $\mu$ can be found by solving

$$\frac{1}{\delta T} \int_{-T/2}^{T/2} \sum_{n=1}^{L} \left(\frac{1}{\mu} - \frac{1}{\tau_i(f_n)}\right)^+ df_n = P.$$  \hspace{1cm} (110)

The optimal eigenspectrum for each eigchenanel is in the form of joint waterflling in both spatial and spectral domains. There are $L$ eigchenals in total, and waterfilling is done according to the inverted eigenmodes $1/\tau_i(f_n)$. All eigchenals have the same water level $P$ such that the integrated power over all frequencies and all channels satisfies (108). This is illustrated in Fig. 2.

Because we are applying FTN signaling, the resulting optimal generating matrix $\tilde{S}_o(f_n)$ can be obtained according to (103) as $\tilde{S}_o(f_n) = \tilde{S}_o^*(f_n) G_d(f_n)$. This is equivalent to dividing $\phi_i(f_n)$'s of $\Phi(f_n)$ in (103) by $G_d(f_n)$, and we call this shaped power allocation $\tilde{\phi}_i(f_n) = \frac{\phi_i(f_n)}{G_d(f_n)}$ as the input eigenspectrum. This also shows the direct influence of FTN on the power allocation. When we design the input distribution, the power spectrum for each eigchenanel is shaped by $\frac{1}{\tau_i(f_n)}$.

Remark 6: The influence of FTN on the power allocation is separate from the influence of the channel. The only difference FTN makes is further shaping the power spectrum by $\frac{1}{\tau_i(f_n)}$.

Moreover, for orthogonal signaling with pulses following the Nyquist ISI criterion, the optimal input generating matrix is just $\tilde{S}(f_n)$ since $G_d(f_n) = 1$.

B. Spectrum Analysis of Frequency Flat MIMO Channels With FTN

In this section, we obtain the power spectrum of the frequency flat MIMO FTN channel as a special case of the above discussion. In frequency flat fading, the channel response has only one tap, $h_{kl} = h_{kl}[\delta(j)]$, where $h_{kl}$ is the channel coefficient for link $(k,l)$ and $\delta[j]$ is the discrete Dirac delta function. Then (101) and (102) become

$$C = \max_{S(f_n)} \int_{-T/2}^{T/2} \log_2 \det \left[ I_L + \sigma_0^{-2} \tilde{S}(f_n) \tilde{Z}(f_n) \right] df_n$$

s.t. $\frac{1}{\delta T} \int_{-T/2}^{T/2} \text{tr}[\tilde{S}(f_n)] df_n \leq P.$  \hspace{1cm} (112)
Fig. 6. Frequency domain power allocation for a $2 \times 2$ MIMO FTN in frequency flat channel.

This optimization is solved by the same spectrum waterfilling strategy of the previous section, only that the eigenmodes $\tau_i(f_n)$s have a constant spectrum on $[-\frac{1}{2}, \frac{1}{2}]$ with amplitude $\tau_i$'s. The resulting optimal $\phi_i^*(f_n)$s also have constant spectrum according to (109), and the amplitudes are identical to the solution in (47). It is easy to see that the optimal power generating matrix in (103) becomes

$$\tilde{S}(f_n) = V(f_n) \Lambda_\tilde{\alpha} V^\dagger(f_n) = VZ \Lambda_\tilde{\alpha} V^\dagger Z.$$  \hspace{1cm} (113)

However, the optimal input generating matrix is not constant, it is equal to

$$\tilde{S}_a(f_n) = \frac{VZ \Lambda_\tilde{\alpha} V^\dagger Z}{G_d(f_n)}.$$  \hspace{1cm} (114)

We note that this matrix is exactly the same as the generating matrix of the optimal input covariance matrix in (57). The optimal input eigenspectrum in this case will be $\frac{\phi_i}{G_d(f_n)}$.

Remark 7: Due to (114), we can see that in flat fading MIMO channels, the influence of FTN on the spectrum can be separated from the spatial effects of MIMO. This is also a natural consequence of Remark 6 for FS MIMO FTN channels.

Remark 8: We can consider frequency flat SISO channel with FTN as a special case of the above result and easily obtain the result in [9].

VI. NUMERICAL RESULTS

In this section, we display FTN capacity for different $(\delta, \beta)$ pairs for both frequency flat and FS MIMO channels. We assume $g(t)$ is a raised cosine pulse and $T = 0.01$. The SNR is computed as $\text{SNR} = P/\sigma_0^2$. For frequency flat fading cases in Figs. 3 - 6, channel coefficients follow a circularly symmetric complex Gaussian distribution with zero mean and unit variance. All the simulation results are averaged over 1000 random channel realizations, unless otherwise stated.

In Fig. 3 we compare the capacity of a frequency flat, $2 \times 2$ MIMO FTN channel with the capacity of a frequency
flat SISO FTN channel, for different acceleration factors $\delta$. The roll-off factor $\beta$ is set to 0.5. We observe that for a given $\beta$, as we decrease $\delta$ capacity becomes larger for both MIMO and SISO. This spectral efficiency improvement clearly demonstrates the superiority of FTN for practical pulse shapes. FTN signaling utilizes the bandwidth more efficiently and outperforms orthogonal signaling. Despite the fact that FTN introduces ISI, increasing signaling rate or decreasing $\beta$ increases while $\delta$ decreases, and for each $\beta$ the capacity increases as $\delta$ decreases while $\delta \geq 1/(1 + \beta)$. Similar to the SISO case, we observe that for each $\beta$, the best $\delta = 1/(1 + \beta)$, and overall the best $(\delta, \beta)$ pair is $(1,0)$. Although orthogonal signaling with sinc pulses achieve the best performance, practical systems operate at non-zero $\beta$ values and the acceleration factor should be chosen as $1/(1 + \beta)$ to achieve the highest spectral efficiency possible for MIMO FTN as well.

We compare $4 \times 3$ and $10 \times 5$ MIMO FTN for frequency flat fading channels in Fig. 5. We observe that there is a larger gain of FTN against Nyquist transmission when we use larger sized antenna arrays. For example, in Fig. 5, for $\beta = 0.5$, changing $\delta$ from 1 to 0.67 brings in an extra 4.01 bits/s/Hz in $10 \times 5$ MIMO FTN, while it offers only 1.88 bits/s/Hz in $4 \times 3$ MIMO FTN signaling. Thus, the potential of FTN signaling increases as we increase the number of antennas.

We plot the spectrum domain power allocation for a frequency flat, $2 \times 2$ MIMO channel with FTN for one particular channel realization in Fig. 6. We assume $\delta = 0.9$, $\beta = 0.25$ and SNR is 10dB. In the figure, the two eigenmodes $\tau_i$, $i = 1, 2$, power allocation $\bar{\alpha}_i$ (or equivalently $\phi_i(f_n)$) and the optimal input eigenspectrum $\bar{\gamma}_i$ (equivalently $\phi_i(f_n)$) are shown. As we can see, the power allocation is composed of two independent parts, waterfilling in spatial domain and spectrum shaping in frequency domain as discussed in Remark 6 in Section V-A. Amplitude of $\phi_i(f_n)$ is bigger when eigenmode $\tau_i$ is stronger, which is a natural consequence of waterfilling.

We plot the MIMO FTN spectral efficiency (SE) under FS fading for different $(\delta, \beta)$ pairs in Fig. 7. We also compare the performance of equal power allocation with that of optimal power allocation. For equal power allocation, we assume $\Sigma_A = cI_{LN}$, where $c$ is a scaling factor that satisfies the power constraint (79) with equality. As in (64), we assume the gap between taps is $\bar{T}_s$, and all channel coefficients $h_{kl}$ are independent and identically distributed according to the complex Gaussian distribution $\mathcal{C}(0, 1/(LJ))$. We set the number of taps to $J = 20$ and $N = 1000$. As can be seen from the figure, FTN with optimum power allocation performs better than Nyquist signaling for the same $\beta$. The performance of Nyquist signaling with $(\delta, \beta) = (1,0)$ is again an upper bound on system performance. Moreover, when we compare optimal and equal power allocation for FTN signaling with $(\delta, \beta) = (0.8, 0.5)$, we observe that optimal power allocation can achieve 0.381bit/s/Hz more rate with respect to equal power allocation.

We plot Fig. 8 with the same assumptions as in Fig. 7 to further study the effect of frequency selectivity. All curves are for optimized power allocation. We can see that FTN improves the performance for both flat fading and FS channels, and the benefit of FTN is independent from the channel, whether it is FS or flat fading. Note that the superiority of FS channel capacity against flat fading is due to additional diversity gain [21]. Moreover, in support of Remark 6, the figure shows that FTN does not change the fact that frequency selectivity increases performance.

In Fig. 9, we plot the spectrum domain power allocation of FS $2 \times 2$ MIMO channel with FTN to show the joint influence of both the FS channel and FTN. We assume all channel coefficients follow i.i.d. Gaussian distribution with zero mean and variance $\frac{1}{V}$ where $J = 5$, SNR is 5dB, $\delta = 0.9$, and $\beta = 0.25$. The figures are plotted for one random channel realization only. All the spectrum in the subfigures are periodic with period 1. As we can see, the water-filling result
Lemma 1, 

\[ \phi_1(f_n) \text{ and } \phi_2(f_n) \text{ of } (109) \text{ have bigger amplitude where the} \]
\[ \text{eigenmodes } \tau_1(f_n) \text{ and } \tau_2(f_n) \text{ from } (104) \text{ are strong. This is} \]
\[ \text{reasonable since it is not desirable to invest in weak channel} \]
\[ \text{conditions. The optimal input eigenspectrum } \xi_i(f_n) \text{, } i = 1, 2, \]
\[ \text{is amplified at where } G_d(f_n) \text{ has a dent, so that it will cancel} \]
\[ \text{the influence of FTN; however, the MIMO channel only} \]
\[ \text{has a dent, so that it will cancel} \]
\[ \text{the influence of FTN and frequency selectivity on the} \]
\[ \text{domains together with spectrum shaping. Moreover, we prove} \]
\[ \text{be achieved by water-filling in both spatial and spectrum} \]
\[ \text{channels. The optimal transmission scheme removes} \]
\[ \text{power optimally over transmit antennas via waterfilling. We} \]
\[ \text{also study the capacity and the optimal transmission scheme} \]
\[ \text{for frequency selective fading channels. The capacity of} \]
\[ \text{MIMO FTN signaling in frequency selective channels can} \]
\[ \text{be achieved by water-filling in both spatial and spectrum} \]
\[ \text{domains together with spectrum shaping. Moreover, we prove} \]
\[ \text{that the effects of FTN and frequency selectivity on the} \]
\[ \text{optimized power spectrum are separable. The optimal input} \]
\[ \text{eigenspectrum functions are determined jointly by the channel} \]
\[ \text{and the influence of FTN; however, the MIMO channel only} \]
\[ \text{affects the eigenspectrum functions, and the pulse shaping} \]
\[ \text{filter of FTN provides spectrum shaping. Overall, we conclude} \]
\[ \text{that MIMO FTN significantly improves spectral efficiency} \]
\[ \text{with respect to orthogonal signaling for practical root raised} \]
\[ \text{cosine pulses with roll-off factor } \beta > 0 \text{ for both frequency flat} \]
\[ \text{and frequency selective channels. We believe that a complete} \]
\[ \text{analysis which accounts for } \delta(1 + \beta) < 1, \text{ is a very complex} \]
\[ \text{problem, and it will be considered as future work.} \]

VII. CONCLUSION

In this paper we investigate the capacity of FTN signaling for both frequency flat and frequency selective MIMO channels. The transmit power constraint takes the effect of inter-symbol interference into account, and is expressed in a matrix multiplication form. This expression simplifies the capacity optimization problem, and leads to the optimal joint precoding and waterfiling solution for MIMO FTN in flat fading channels. The optimal transmission scheme removes inter-symbol interference at the transmitter side and allocates power optimally over transmit antennas via waterfiling. We also study the capacity and the optimal transmission scheme for frequency selective fading channels. The capacity of MIMO FTN signaling in frequency selective channels can be achieved by water-filling in both spatial and spectrum domains together with spectrum shaping. Moreover, we prove that the effects of FTN and frequency selectivity on the optimized power spectrum are separable. The optimal input eigenspectrum functions are determined jointly by the channel and the influence of FTN; however, the MIMO channel only affects the eigenspectrum functions, and the pulse shaping filter of FTN provides spectrum shaping. Overall, we conclude that MIMO FTN significantly improves spectral efficiency with respect to orthogonal signaling for practical root raised cosine pulses with roll-off factor \( \beta > 0 \) for both frequency flat and frequency selective channels. We believe that a complete analysis which accounts for \( \delta(1 + \beta) < 1 \), is a very complex problem, and it will be considered as future work.

APPENDIX

In this appendix, we prove that the matrix \( \Sigma_A \) defined in (50) as \((I_L \otimes G)^{-1}\vec{K}\) is a valid covariance matrix or equivalently it is both positive semidefinite and Hermitian.

We know that matrix \( \vec{K} \) is a Hermitian matrix. Moreover, \( \vec{K} \) is positive semidefinite, and its eigenvalues \( \alpha_i \geq 0 \), \\( \forall i \in \{1, \cdots, NL\} \).

The matrix \((I_L \otimes G)\) is also Hermitian. Moreover, due to Lemma 1, \( G \) is a positive semidefinite matrix. According to the property of the Kronecker product we have \((I \otimes G)^{-1} = I \otimes G^{-1}\), which can be decomposed into \((Q \otimes V_G)(I_L \otimes \Lambda G^{-1})(Q \otimes V_G)\), where \( Q \in \mathbb{C}^{L \times L} \) is a unitary matrix composed of the eigenvectors of \( I_L \) [30]. Furthermore, we can diagonalize the matrix \( W = (\vec{H} \vec{H}^\dagger) \otimes I_N \) of (41) as \((V_Z \otimes U)(\Lambda Z \otimes I_N)(V_Z \otimes U)^\dagger\), where \( U \in \mathbb{C}^{N \times L} \) is a unitary matrix composed of the eigenvectors of \( I_N \). As \( Q \) and \( U \) are composed of the eigenvectors of the identity matrix, they can be chosen as any unitary matrix. Therefore, they can also be chosen as \( Q = V_Z \) and \( U = V_G \). Thus, the optimal \( \vec{K} \) becomes

\[ \vec{K} = V_W \Lambda_K V_W^\dagger = (V_Z \otimes V_G) \Lambda K (V_Z \otimes V_G)^\dagger. \] (115)

We can also write the matrix \( I \otimes G^{-1} \) as

\[ (I \otimes G^{-1}) = (V_Z \otimes V_G)(I_L \otimes \Lambda G^{-1})(V_Z \otimes V_G)^\dagger. \] (116)

Then, the optimal solution for \( \Sigma_A \) in (50) can be simplified as

\[ \Sigma_A = (I_L \otimes G)^{-1} \vec{K} \]
\[ = (V_Z \otimes V_G)(I_L \otimes \Lambda G^{-1}) \Lambda_K (V_Z \otimes V_G)^\dagger. \] (117)

As \((I_L \otimes \Lambda G^{-1}) \Lambda_K\) is a diagonal matrix, we first observe that \( \Sigma_A \) is a Hermitian matrix. Moreover, its eigenvalues are the diagonal elements of \((I_L \otimes \Lambda G^{-1}) \Lambda_K\). As the elements of \((I_L \otimes \Lambda G^{-1})\) are strictly greater than zero, all entries of \((I_L \otimes \Lambda G^{-1}) \Lambda_K\) are also greater than or equal to zero. Thus, \( \Sigma_A \) is also a positive semidefinite matrix. We conclude that \( \Sigma_A \) is covariance matrix and the optimal solution found by (50) is a qualified solution.
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