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Abstract

A new definition of musical pitch is proposed. A Finite-Difference Time Domain (FDTM) model of the cochlea is used to calculate spike trains caused by tone complexes and by a recorded classical guitar tone. All harmonic tone complexes, musical notes, show a narrow-band Interspike Interval (ISI) pattern at the respective fundamental frequency of the tone complex. Still this fundamental frequency is not only present at the bark band holding the respective best frequency of this fundamental frequency, but rather at all bark bands driven by the tone complex partials. This is caused by drop-outs in the basically regular, periodic spike train in the respective bands. These drop-outs are caused by the energy distribution in the wave form, where time spans of low energy are not able to drive spikes. The presence of the fundamental periodicity in all bark bands can be interpreted as pitch. Contrary to pitch, timbre is represented as a wide distribution of different ISIs over bark bands. The definition of pitch is shown to also works with residue pitches. The spike drop-outs in times of low energy of the wave form also cause undertones, integer multiple subdivisions in periodicity, but in no case overtones can appear. This might explain the musical minor scale, which was proposed to be caused by undertones already in 1880 by Hugo Riemann, still until now without knowledge about any physical realization of such undertones.

1 INTRODUCTION

Pitch perception is discussed in acoustical terms since Hermann v. Helmholtz had discovered that sounds, and musical tones consist of harmonic overtone series. Therefore a pitch needed to be caused by the whole spectrum of a sound, not just by a single sinusoidal. Then two tone partials may sound rough when they are close next to each other, because then they cause a beating, an amplitude modulation, where the beating frequency is the frequency difference between the two partials. Helmholtz took 33 Hz to be the frequency difference causing a maximum in roughness perception, and by summing up the calculated roughness of all neighbouring partials he ended in a roughness number of two musical tones played simultaneously. Helmholtz then suggested that the Western music tonal system is based on roughness, where musical intervals are those with least roughness. He found least roughness at simple tone ratios of 2:1 (octave), 3:2 (fifth), 4:3 (fourth) etc. vote.

Another explanation for the musical major scale is the presence of a major chord in the overtone spectrum of a harmonic tone complex, where the fourth, fifth and sixth partials build a major triad (lower interval is 4:5 as major third, upper interval is 5:6 is minor third). Still there is no minor triad in the overtone series and therefore Hugo Riemann proposed an undertone scale as cause of the minor scale, where starting from a fundamental frequency $f_0$, the other partials are integer multiple divisions of the fundamental $f_n = f_0/n$ with $n=1,2,3...$ Then the minor scale appears with $n=4, 5, 6$ (lower interval is 5:6 as minor third, upper interval is 4:5 as major third). But such an undertone scale was no physically found yet. Still the Trautonium, a musical instrument build by Friedrich Trautwein around 1929 and mainly played by Oskar Sala, uses a subharmonic tone generator which produces undertones.

Many studies on pitch perception have been performed during the 50th to the 70th of the 20th century. Maybe most prominently, Schouten and later Terhardt proposed a theory of residue and virtual pitch perception at a frequency where a common denominator of the other frequencies of the harmonic spectrum are placed. Still with complex relations between partials, different listeners may perceive residue pitches at very different frequencies. Meeting this finding, Goldstein suggested an optimum processor for pitch perception. He estimated likelihoods for perceived pitches of two sinusoidals, so that in cases of complex ratios, as e.g. present with inharmonic sounds of percussion instruments, differing pitch judgments of subjects could be explained by a system allowing multiple pitches with respective likelihoods. This model was later enlarged to two tone complexes consisting not only of single sinusoidals but of larger spectra.

These models discussed pitch in terms of frequency relations. Still when using time series, autocorrelations of these time series were suggested for pitch estimation.
Similar models were studied with respect to phase, showing phase sensitivity of harmonic and inharmonic sounds and locking of spikes to sound periodicities of stimuli consisting only of a single frequency\textsuperscript{23}. Such models work very well in terms of Music Information Retrieval for $f_0$ estimation\textsuperscript{15}, e.g. with solo singing\textsuperscript{8}. Still here the calculated pitch is not necessarily the perceived one in the light of multiple pitch perception discussed above, as well as in terms of microtonal pitch deviations and intonation, important for instruments where free intonation is possible, like e.g. the singing voice.

With the introduction of neural networks the focus shifted to a spike representation of pitch (see\textsuperscript{10,22} for reviews). Here the Interspike Intervals (ISI), the time between two spikes is used for pitch estimation. These theories are referred to as temporal rather than frequency theories. Lyon and Shamma\textsuperscript{22} propose a temporal theory of pitch perception, also discussing musical intervals of simple integer rations (like 3:2 of the musical fifth or 4:3 of the fourth, etc.).

For extracting a cochleogram from a time series, gammatone filter banks are most often used (for reviews see\textsuperscript{22,29}). Here the transformation from mechanical waves on the BM into spikes uses a Fourier analysis to model the best frequency, spectral filters to model fluid-cilia coupling and hair cell movement, and nonlinear compression to address logarithmic sound pressure level (SPL) modulation. These gammatone filter banks do not use physical modeling of the BM or the lymph and are based on signal processing analogies.

Many physical models of the cochlea have been proposed, differing according to the problem addressed in the respective study, like phase-consistency\textsuperscript{22} and frequency dispersion\textsuperscript{31}, lymph hydrodynamics\textsuperscript{22}, active outer haircell\textsuperscript{22}, influence of the spiral character of the cochlea\textsuperscript{25}, influence of fluid channel geometry\textsuperscript{29} among others. The proposed models are 1-D, 2-D, or 3D using the Finite-Difference Method (FDM)\textsuperscript{29}, Wentzel-Kramers-Brillouin (WKB) approximation\textsuperscript{24}, Euler method\textsuperscript{2}, Finite-Element Method (FEM)\textsuperscript{15,19}, Boundary-Element Methods (BEM)\textsuperscript{29} or a quasilinear method\textsuperscript{12}. All these models are stationary. Time-dependent models have been proposed to model otoacoustic emissions\textsuperscript{36} or to compare frequency and time domain solutions\textsuperscript{34}. Still all these physical models do not incorporate the transfer from mechanical to electrical energy, and therefore result in estimations of best frequency locations, phase distributions on the BM or enhancements of best frequencies, but not in cochleograms.

The present paper proposes a pitch model based on the spike patterns the mechanical sound wave excites on the BM. It suggests that pitch is the presence of spike periodicities over many bark bands, while timbre is represented by a mix of periodicities distributed over different bark bands. This is in contrast to previous models in two ways. First, the fundamental periodicity is shown to be present at all bark bands with spectral energy, previously only single bands or their sum were discussed. Secondly, such a spike pattern does not need further signal processing calculations, like autocorrelations, the pitch is already there at the cochlea nervous output, and this pitch is clearly distinguished from the other periodicities, which form the timbre. As until now no neural network has been found displaying an autocorrelation, which would need to be present in the nucleus cochlearis or the trapezoid body, pitch perception based on an autocorrelation is of doubt.

Therefore a Finite-Difference Time Domain (FDTD) model of the cochlea with a transfer of mechanical energy into spikes is used as introduced before\textsuperscript{13}. The cochleogram calculated is then further investigated in terms of Interspike Interval (ISI) histograms and bark Periodicities (BP) to show the temporal and spatial coding of pitch and residue pitch.

To distinguish temporal and spatial representation in the cochlea, according to literature, in this paper the place-theory means the association of places on the BM with respective best frequencies, frequencies which cause the BM to vibrate with a maximum amplitude at these places. Contrary, the temporal or frequency representation is the temporal periodicity of spikes as displayed by the ISI distribution. The use of the term tonotopical representation is omitted here, as in the literature it may be used for both cases or mixtures of them. So e.g. the tonotopical gradient in the primary auditory cortex (A1)\textsuperscript{15}, among many others sorts best frequencies in terms of their place in the A1, but this term may also be used to denote temporal ISI, especially in the cochlea.

2 METHOD

2.1 FINITE-DIFFERENCE TIME DOMAIN (FDTD) MODEL

The present model has been discussed in detail before\textsuperscript{11}. A phase synchronization of spikes appeared at the transition between mechanical energy on the BM and the spikes excited by this energy. In a harmonic sound the time points of the spikes caused by the lower sound partials locked to the time points of the spikes caused by higher partials. This synchronization appears because of the nonlinear transition condition between BM movement and spike excitation. This transition is well studied (see e.g.\textsuperscript{13}). When the mechanical wave on the BM is shearing the stereocilia of a hair cell, a small protein thread, the ip link, between two cilia is stretched and therefore opens a tiny channel in the stereocilia cell membrane where ions flow in and cause a depolarization of the cell. The time point of channel opening is therefore caused by the mechanical wave on the BM reaching a maximum shearing and is implemented in the model using two conditions. A spike at one point $X$ on the BM at one time point $\tau$ is excited if
1. \( u(X - 1, \tau) < u(X, \tau) > u(X + 1, \tau) \),

2. \( u(X, \tau - 1) < u(X, \tau) > u(X, \tau - 1) \).

Condition (1) means a maximum shearing of two nervous fibers, as a necessary condition to an opening of an ion channel. This only happens with a positive slope as only then the stereocilia are driven away from each other. With a negative slope the cilia are getting closer and therefore no stress appears at the tip link between them. This corresponds to the rectification process in gammatone filter banks.

Condition (2) is a temporal maximum positive peak of the BM displacement. It is the temporal equivalent to the spatial condition, a maximum acceleration where the tip link between the cell and its neighbouring cells is most active.

A Finite-Difference Time Domain (FDTD) model was implemented as a cochlea model. The basic Finite-Difference model was successfully implemented with musical instruments and\(^{[12]}\) and is highly stable and reliable. Finite-Difference methods have preciously been used with cochlea models but only as eigenvalue problems\(^{[20]}\), next to a mother models like Finite-Difference, Euler methods or the like, as discussed above. Still with time-dependent problems FDTD methods are suitable because of stability and realistic frequency representation.

The model assumes the BM to be a rod rather than a membrane, as here it is assumed to be 3.5 cm long and only 1 mm wide at the staple and 1.2 at the apex. So a 1-D model is enough when not taking the spiral or the fluid channels into consideration\(^{[12]}\). The fluid dynamics is neglected because the speed of sound in the lymph, which is about 1500 m/s, is much larger than on the BM which is about 100 m/s at the staple and decreases fast to about 20 m/s at the apex\(^{[12]}\). Therefore for a single sinusoidal the same phase is present all along the BM at one time point, and the long-wave approximation\(^{[4]}\) can be used.

Then the 1-D differential equation of the model is linear but inhomogeneous with changing stiffness. In the model values of\(^{[12]}\) are used with stiffness \( K = 2 \times 10^9 e^{-3.4x} \text{dyn/cm}^3 \) changing over length \( x \) of the BM. The linear density \( \mu \) is only slightly changing along the length because of the slight widening of the BM like \( \mu(x) = m/A(x) \). According to the Allen values the mass is assumed constant over the BM like \( m = 0.05g/cm^2 \).

The damping of the BM is also depending on space. According to the time integration method of the FDTD model a velocity decay at each time integration is applied. Using a sample frequency of \( s = 200kHz \) the Allen damping values \( d = 199 - .002857x \text{ dyn.s} \) are implemented using a velocity damping factor of \( \delta(x) = .995 - .000142857x \).

### 2.2 REPRESENTATION OF SPIKES

Four representations are used in the follow.

#### 2.2.1 WAVE FORM

The wave form, as present in the lymph of the cochlea driving the BM. The speed of sound in the lymph is about that of water, which is \( \sim 1500 \text{ m/s} \), the speed of sound on the BM is much lower, and about 100 m/s at the staple and only about 20 m/s at the apex. Therefore a long-wave approximation\(^{[4]}\) is implemented in the model which assumes instantaneous impact of the wave form on the whole BM. This is reasonable for all spikes up to 4 kHz, the maximum temporal firing rate of spikes, already using interlocking of several spikes firing together at different time points. There might be a slight impact of the travel time of the wave in the lymph above 10 kHz, still there no pitch perception is present and therefore this impact is neglected here.

#### 2.2.2 COCHLEOGRAM

The spikes caused by the traveling wave over the BM are represented in a cochleogram C. C is a vector, where each spike \( i \) is a vector entry \( C_i \). Each spike has three parameters, its time point \( C_i^t \), its bark band \( C_i^B \) and its amplitude \( C_i^A \). 24 bands are used. If a spike is caused on the BM, the amplitude of the wave on the BM location is represented as gray-scale in the cochleogram. The FDTD model uses approximately two nodal points for each bark band, depending on the width of the band. Therefore it is expected that the many neurons within a band will contribute to a ensemble burst which is larger with stronger amplitude of the traveling wave on the BM. This relationship is not linear, and therefore the gray-scale representation does not necessarily represent the physiological output strength of the spikes perfectly. Still this strength is not needed in the reasoning of this paper and so the gray-scale presentation is kept as additional information of the amplitude on the BM causing the respective spikes.

#### 2.2.3 ISI HISTOGRAM

The Interspike Interval (ISI) histogram is calculated by accumulating the interspike intervals over all 24 Bark bands and over a time interval \( T \). The accumulated ISI over the time interval \( \Delta T \) starting at time \( t \) of all adjacent spikes summing over all bark bands \( B \) is

\[
ISI^i_t = \sum_i \frac{(C_i^A + C_{i+1}^A)/2}{C_i^t - C_{i+1}^t} (1)
\]

for \( t < C_i^t < t + \Delta T \) summing over all bark bands \( B \). The term \( C_i^t - C_{i+1}^t \) is in the denominator and so inverted. Therefore the interspike time intervals are converted into frequencies for convenience. Also the ISI is amplitude weighted as discussed above, here an average amplitude is used. Finally, the ISI is taken over all bark bands \( B \).

As the sample frequency of the cochlea model is 192 kHz, accumulating frequencies with such a high precision is pointless, as it is very unlikely that two interspike time intervals will meet exactly to be possibly accumulated. Therefore an accumulation interval is chosen with width
2.2.4 BARK PERIODIGRAM (BP)

Another important measure is the presence of spike periodicities and their respective frequencies in each single bark band. Although each bark band has its critical frequency, still spikes need not to be sent out regularly from this band and drop-outs or irregular spiking may happen. Therefore a measure is needed to show the ISI present in each band. This is done here by integrating all $C_i^f$ present over the time of the whole sound but for each band separately between adjacent spikes, but also between spikes further apart like

$$BP_{B}^{f,R} = \sum_{i} \sum_{r=1}^{R} (C_i^A + C_{i+r}^A)/2$$  \hspace{1cm} (2)

Here $r$ is the separation between two spikes in the integral, where $r=1$ is the adjacent spike and $r > 1$ is a spike further away. For $r > 1$ therefore the BP is summing over all $r$ up to $R$.

So as the ISI does integrate over all bark bands taking a closer look at the time development, BP integrates over the whole time and displays the frequencies at each bark band. So with the latter the relation between spatial and temporal representation is displayed. This is an interesting measure as at a place on the BM with a certain best frequency, a periodicity may be present with another frequency than this best frequency.

First only intervals of adjacent spikes are calculated. Still also periodicities are present between spikes placed further away. In this case the suggested BP is a sum over multiple neighbours starting from the adjacent spikes with $r=1$ and ending with a maximum distance $R$. Below $R=1$ (only adjacent spikes) and $R=10$ (up to the tenth neighbour) are used.

2.3 SOUNDS USED IN THE SIMULATION

Five sounds have been used to investigate the burst-like impulse train, the residue behaviour and the representation of fundamental and partials in the ISI histogram.

- TC400 A tone complex of a harmonic overtone series with 10 partials and a fundamental frequency of 400 Hz is used, where the amplitudes of the partials decay with 1/n with partial numbers $n=1,2,3,\ldots10$.
- TC600 The same complex as TC400 is used, still now with a fundamental frequency of 600 Hz.
- TTC400600 A two-tone complex consisting of both, TC400 and TC600 as a sum.
- TTS400600 a two-tone sound now only consisting of the fundamental partials of TC400 and TC600, so of only two sinusoidals, 400 Hz and 600 Hz.
- Guitar A classical guitar tone with fundamental pitch of 204 Hz recorded with a microphone.

3 RESULTS

3.1 WAVE FORM VS. IMPULSE TRAIN

A spike on the BM can only appear when a wave is traveling over the respective position on the BM at the respective time point. So only when there is sound pressure of the sound time series arriving at the ear, transferred to the BM, there will be a BM displacement, and the sound energy is causing spikes. So with impulse-like time series, bursts of spikes at the time points of the sharp amplitude impulses are expected. Also, as the wave on the BM is traveling from high best frequencies regions on the BM at the staple to low best frequency regions at the apex, an exponential time decay need to be present for such bursts, as is found experimentally.

Fig. 1 to Fig. 2 show such bursts of spike patterns caused by the impulses of the time series. Each strong positive slope of the wave form, shown in the wave form plot at the top of each figure, causes spikes all over the BM with the expected exponential decay over time which can be seen in the cochleograms in the middle of the figures. After this impulse, additional spikes appear, but fade out over time, which can clearly be seen in the higher harmonics. So in the spike patterns, the impulse-like time series of the wave form is preserved, and the spikes leave the cochlea in a burst-like manner.

The simulations are all shown with the initial transient of the BM when starting at rest, and being driven by the time series shown in the wave forms. It appears that in all cases the cochleogram shows a regular periodicity right after the second spike of the fundamental. Therefore the periodicity of a complex tone is represented as a spike interval after only one period of the sound. Higher partials are even represented earlier, as regular periodicities appear with higher partials even within the first periodicity of the sound. Still as the spike representation is very sparse compared to the time series, for a ISI periodicity to appear at the fundamental frequency one whole period is needed.

3.2 RESIDUAL PITCH

Residual pitch is musically relevant in many cases, e.g. for organ builders. Low pitched organ pipes are very long, where e.g. a $\lambda/4$ tube of a A0 pitch of 27.5 Hz need to be 3.13 m. Covering a whole octave with pipes of similar length is expensive. Therefore it is easier to use the residue pitch of two pipes instead, so e.g. producing the A0 pitch from two pipes of E0 and A0. Both tones are the second and third partial of A0, and therefore a A0 pitch is perceived. Another example of a residue pitch appears with church bells. The strike note of these bells is
Figure 1: Time series (top), cochleogram (middle) and interspike interval (ISI) histogram (bottom) of a harmonic tone with fundamental frequency of 400 Hz, consisting of 10 partials with $1/n$ decaying amplitudes with $n=1,2,3,...$. The cochleogram shows the spike pattern following the amplitude pulses of the time series. The cochleogram shows energy between 400 Hz - 4kHz as expected. The ISI histogram clearly shows 400 Hz as a basic periodicity, still not all higher harmonics are represented, as the ISI of the spikes of a frequency band need not to match the frequency of the respective bands.

Figure 2: Same as Fig. 1 only now for a 600 Hz tone. Again in the cochleogram the energy is between 600 Hz - 6kHz as expected, still the ISI histogram does display several periodicities not matching the higher partials.
Figure 3: Similar than Fig. 1 and Fig. 2 still now with the two tones combined, leading to a musical fifth (3:2). Again the cochleogram spike patterns follow the impulse train of the time series. But now the ISI histogram displays a 200 Hz periodicity as the fundamental frequency, although in the cochleogram there is no energy within the 200 Hz best frequency band. Therefore the expected residue of 200 Hz appears as spike pattern in the ISI histogram but not as energy on the best frequency band on the basilar membrane.

Figure 4: Same as Fig. 3 but now for two sinusoidal tones of 400 Hz and 600 Hz. Again in the cochleogram there is no energy at the expected residue frequency of 200 Hz but in the ISI histogram the strongest periodicity is at the 200 Hz residue frequency.
a residue pitch which is heard, but physically not present as a partial.

In the ISI histograms of Fig. 1 to 4 the lowest periodicity present in the sound is represented as a frequency present over time. TC 400 in Fig. 1 shows a lowest frequency at 400 Hz, TC600 in Fig. 2 shows a lowest frequency of 600 Hz. Still TTC400600 in Fig. 3 shows a lowest frequency of 200 Hz. This is the residue frequency of two tones of 400 Hz = 2 × 200 Hz and 600 Hz = 3 × 200 Hz. In the cochleogram of TTC400600 in the middle of Fig. 3 such periodicities can clearly be seen as temporal distances between two spikes in one bark band, e.g. in the 400 Hz or between th 920 Hz and 1080 Hz band. Still in the cochleogram there are no spikes at the 200 Hz band.

The same situation appears in the TTS400600 ISI histogram at the bottom of Fig. 4, where the lowest periodicity, and indeed the strongest one is 200 Hz. Again in the respective cochleogram in the middle of the figures no spikes are present at the 200 Hz bark band.

Still now with the TTS400600 case there are no longer periodicities at 400 Hz or 600 Hz, the frequencies the sound is build of. Still the energy of the sound is still present in the 400 Hz and 600 Hz bark bands, so these frequencies are represented spatially although no longer temporally.

Also the ISI histograms only takes adjacent spikes and their periodicities into consideration. When taking several spikes in one Band into consideration, regular patterns or microrhythms may appear which is beyond the scope of this paper.

So a residue pitch is present in the ISI periodicity right at the spike pattern leaving the cochlea in a temporal representation, but it is not present spatially in the respective bark band on the BM.

### 3.3 Periodicities in Bark Bands

The ISI histogram discussed above is integrating over all bark bands to show all periodicities and their respective frequencies present during one time interval. Still it is interesting to see which periodicities appear at the different bark bands. Such bark periodicity (BP) representations as discussed above are shown in Fig. 5. Three cases are displayed, TTS400600 (top), TTC400600 (middle) and a single tone played on a classical guitar with a fundamental frequency of 204 Hz used to meet the residue pitch of 200 Hz found with the TTC400600 and TTS400600.

In all cases the 200 Hz periodicity is widely distributed over many bark bands. The TTS400600 has not much energy, as only two sinuosdals enter the cochlea, still the 200 Hz periodicity is by far the strongest and distributed from the 300 Hz to 720 Hz bands. Although we would expect the energy to be in the 400 Hz and 600 Hz bands, an enlargement of the bands is expected as the spatial representation is often not very sharp.

In the TTC400600 case again the 200 Hz periodicity is distributed over several bands. Still now there are more periodicities as the sounds now have 10 partials each. These additional periodicities are all present only with lower periodicities compared to the best frequencies of the bands. So a bark band may have periodicities with lower frequencies than its best frequency, but do never have higher ones. The TTC400600 case of Fig. 5 (middle) shows spikes still very well present along a line of linear positive slope, where the lowest periodicity of the bark band can respond in correlation to the input sound.

The pitch definition also works with a guitar tone shown at the bottom in Fig. 5. The fundamental frequency of the tone at 204 Hz is present at all bark bands, still with a maximum intensity at the 200 bark band as expected. There is also energy around 91 Hz, also distributed over nearly all bark bands. This frequency is the Helmholtz resonance of this classical guitar, which is present in the sound too. Both pitches are close to each other, still they are not perfectly harmonic. Therefore they do not combine to a residue pitch but appear distinguished one from another.

It is interesting to see in the plot that the fundamental pitch at 204 Hz and the Helmholtz at 91 Hz, as two inharmonic tones are both represented over a large amount of bark bands, while at the same time the higher harmonics of the guitar tone do not appear in such a way. The next two harmonics can be seen at the 400 Hz bark band but with different periodicities, analog to the findings of the TTS400600 case. Therefore the 91 Hz single sinusoidal is another pitch present throughout the sound, and is therefore represented as a second periodicity. This is musically and perceptually correct. The 91 Hz Helmholtz is much lower in volume and therefore the harmonic tone dominates perception. Still the Helmholtz resonance is also audible with normal guitar playing in the low range. The BP is able to find this additional pitch present in the sound.

The BP of the TTC400600 case, shown in the middle of Fig. 5 is similar to that of the guitar. It has a periodicity present at many bark bands at its residue frequency. The other distributed periodicities represent the timbre. They are not perfectly regular due to spike drop-outs, as discussed above. So in these bark bands doubling, tripling, etc. of the periodicity of this band appears. The lines with constant slopes in the BP of TTC400600 and the guitar tone are expected and represent the tone partials. As the BP plots are log-log plots, with frequency plotted logarithmically on both axis, higher harmonics will appear as lines with constant slopes.

In summary, the fundamental pitch is represented by one periodicity appearing over many bark bands, while timbre is a distribution of many periodicities over the bands. So when discussing a musical tone as consisting of a pitch and a timbre, this split is justified in terms of the spike pattern leaving the cochlea (now of course not discussing further processing steps in following neural nuclei). Still this split is present at the very first processing stage, and therefore no further processing need to be
present. The dominance of pitch perception over timbre perception, as found in many Multidimensional Scaling perception tests\(^4\), could be explained by the presence of one periodicity at many bark bands simultaneously, right at the lowest neural processing level.

### 3.4 MULTIPLE DELAYED bark PERIODICITIES

The BP discussed above only took the interspike intervals of adjacent spikes into consideration (R=1). To estimate a frequency or periodicity spectrum over longer time intervals the BP for R=10 was calculated. Remember that this means the summery of all possible combinations from R=1 to R=10. Fig. 6 shows BP for R=10 for TC400, TTC400600 and the guitar tone already discussed above with fundamental of 204 Hz.

The TC400 plot on the top of the Fig. 6 shows the basic principle. The 400 Hz pitch appears again over all bark bands where spectral energy is spatially present. Of course in a multiple delayed BP plot, this fundamental need to repeat in the undertones of 200 Hz, 100 Hz and 50 Hz which is clearly the case. Also again the timbre is represented as periodicities, again only appearing at the respective bark bands and no longer distributed over many bark bands, as is the case for pitch. Reading the plot horizontally, the periodicities of the higher partials appear again as undertones, that is as subdivisions \(f_B/n\) with bark frequency \(f_B\) and \(n=1,2,3,...\). This results in regular patterns between the vertical lines, representing periodicities which are symmetric between two periodicities below the fundamental of 400 Hz, with a logarithmic distortion of spreading out towards higher frequencies. Above 400 Hz this pattern reappears, but is now distributed up to 4kHz, stretched according to the logarithmic scale. Still as expected there is no higher pitch periodicity above 400 Hz (like 800Hz, 1200Hz, etc.) and the pattern stretches out up to 4kHz.

As TC400 is a tone complex of 10 partials with amplitudes 1/n, with partial number \(n=1,2,3,...,10\), there are ISI at the higher partials, which are not distributed over many bark bands. An exception is the second partial \(n=2\) with 800 Hz. Here the symmetric pattern has its mirror axis, and this periodicity is present at several bark bands. Still this does not hold for higher partials \(n > 2\).

So again the figure shows a fundamental difference between pitch and timbre, where pitch is represented by ISI spatially distributed over all bark bands containing spectral energy, and timbre is represented spatially as a complex pattern, distributed over best frequency BM positions.

Examining the TTC400600 case in the middle of Fig. 6, again the 200 Hz residue pitch is present in nearly all bark bands with spectral energy. Still the two fundamental pitches of 400 Hz and 600 Hz both show alignment of ISI over many bands, although blurred around these

---

**Figure 5:** Distribution of ISI periodicity over bark bands with sounds of Fig. 4 (top), Fig. 3 (middle) and a classical guitar tone with 204 Hz fundamental (bottom). The pitch ISI periodicity appears over many bark bands, while the partials appear as lines with constant slope in the log-log plot. Although ISI periodicities in bark bands with lower frequency than the bark bands may appear, in no case a bark band fires with a spike frequency higher than the barks critical frequency.
frequencies. This also holds for 1200 Hz to some extent. Taking the pattern in higher bark bands into consideration, similar patterns as present in the TC400 (the plot above) can be examined, most clearly maybe with 600 Hz. So these slightly aligned ISI over several bark bands are again the symmetry axis of these patterns, and are present at the fundamentals of the two tone complexes. Therefore they are in between pitch, with a very precise ISI over many bark bands, and timbre, where the ISIs of the partial only appears at the respective spatial place on the BM.

The BP of the guitar shown at the bottom of Fig. 6 shows a very similar behaviour like the TC400 and TTC400600. The guitar pitch of 204 Hz is the only one present over all bark bands. The same holds for the Helmholtz resonance peak of 92 Hz. Around the 204 pitch the expected symmetric pattern appears with the pitch as symmetry axis, the same holds for the 91 Hz pitch. The partials are again present with all their undertones. Additional symmetry patterns align with the partials 400 Hz, 600 Hz and 800 Hz quite clear, still again much more blurred than the pitch ISIs at 204 Hz and 91 Hz.

4 CONCLUSION

The spike patterns of the cochleogram in all cases clearly have an onset at the largest peak of the wave form, the largest impulse and therefore the spikes are then getting more sparser during one fundamental periodicity of the sound. This is a physical necessity, as a spike can only be excited when the BM has displacement, which again can only be the case when the incoming wave form has a large amplitude. So although a frequency representation of the spike pattern is of interest, the temporal development of the wave form determines the spike pattern. So the spike bursts leaving the cochlea have a maximum at the largest wave form amplitude.

So according to the wave form, and of course according to the energy in the higher sound partials, drop-outs in the regular spiking pattern of the respective partials need to occur. As can be seen in the ISI plots above, especially in the higher partials, such drop-outs do indeed happen, making the representation sparse. These drop-outs produce an undertone spectrum of the respective best frequency, like \( f_n = f_0/n \) with \( n=1,2,3,... \). Indeed in no case a best frequency bark band showed frequencies above its best frequency but only at its best frequency or at lower integer sub-frequencies. Therefore the spatial representation of best frequencies at BM locations holds generally, still at each bark band a full or a partly undertone spectrum can also occur. So the temporal and spatial representations are not perfectly separated one from another.

In this context it is interesting to note that such an undertone spectrum has been suggested as a reason for the minor tone scale, analog to the presence of the major scale present in the overtone spectrum.\(^{32}\) Still until now

Figure 6: BPs as frequencies appearing in bark bands of the ISI histogram, here as a sum of ISI between spike \( n \) and \( n+r \) with \( r=1,2,3,...10 \), for a 400 Hz tone complex from Fig. 2 (top), a 400 Hz + 600 Hz tone complexes from Fig. 3 (middle) and the guitar tone of 204 Hz fundamental from Fig. 5 (bottom). Clearly the pitch appears as periodicity (or frequency) at all bark band where spectral energy is in the sound, while the higher partials only appear in certain bark bands only. Again the difference in coding between pitch and timbre appears also with multiple ISI intervals.
no physical reality of such an undertone spectrum was known. But due to drop-outs of spikes such an undertone spectrum is physically present already at the transition between mechanics and spikes in the cochlea.

This mechanism is also responsible for the fundamentally different representations of pitch and timbre. Pitch, as suggested here, is an ISI periodicity which occurs at nearly all bark bands driven by any present partial in a sound. This periodicity is very narrow banded. Contrary, the periodicities of higher partials, the timbre, are mainly only present at the bark band of their respective best frequency, their places on the BM, along with possible undertone periodicities. Also the timbre ISI periodicities are not that narrow in bandwidth compared to the fundamental pitch. Therefore timbre is considerably differently coded than pitch. With the guitar sound having a single sinusoidal frequency at 91 Hz, inharmonic to the guitar spectrum with fundamental of 204 Hz, this 91 Hz periodicity again is coded over very many bark bands, again with a very narrow bandwidth. Although this frequency is low in the guitar sound, it still is coded the same way as the basic guitar pitch, pointing again to a different treatment of pitch and timbre.

The coding process found does also hold for residue pitch. In the cases of two harmonic spectra with a simple common residue pitch of 200 Hz, this periodicity is clearly visible in the wave form, and the ISI clearly shows the narrow band periodicity at 200 Hz as a residue pitch. Also the BP shows the residue as the pitch in the present sense of a narrowband periodicity over many bark bands. The fundamental pitches of the two tones the sound is constructed of are coded in a wider band, but clearly appear in the BP plot. Therefore a residue pitch already appears temporally, although not at all spatially, as in the 200 Hz bark band no spikes are found. Here a relation between the salience of spatial versus temporal representation for perception might be found, comparing the strength of residue perception with the strength of the ISI coding of the residue.

Examining the initial transients of the cochleograms for the sounds, which are all without transients themselves (except for the guitar sound), the speed of the cochlea to estimate the periodicity is indeed astonishing, where the system takes only one to two periodicities to arrive at a pitch estimation, when the ISI is taken into account.

5 DISCUSSION

The findings suggest a definition of pitch as a narrow band ISI periodicity, which is present at nearly all bark bands with energy in the driving sound. Timbre then are ISI periodicities appearing distributed over many bark bands. Therefore, models of coincidence detection in higher neural nuclei might no longer be necessary to understand pitch perception, but this cannot decided here. Also the suggested pitch definition need to be tested with inharmonic sounds and large tone complexes, like musical clusters.

Also synchronization will need to be discussed with such a system. As shown in a previous study with the present model, synchronization of spike phases on the cochlea appear during the transition from mechanical to electrical spike excitation. Such synchronization also takes place in the nucleus cochlearis and the trapezoid body as shown experimentally. This synchronization of spike patterns is necessary to adjust the time delay of spikes on the BM when the waves travel from the staple to the apex, with takes about 10ms for the whole distance.

If the impulse at the maximum amplitude of the wave form undergoes a multiple synchronization to adjust time and phase delays to a synchronized impulse or nervous burst, then further studies would need to consider the time series of the sound and the impulse pattern of the entering wave form further. Such an impulse pattern is regular within a steady-state sound, but may be very complex within initial transients. As musical instruments are mainly identified via their initial transients, such an impulse pattern representation of the sound would be useful, as it would be transmitted to the auditory system as a burst pattern of neurons representing the sound.
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