EDWARDS-WILKINSON FLUCTUATIONS FOR THE DIRECTED POLYMER IN THE FULL $L^2$-REGIME FOR DIMENSIONS $d \geq 3$
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Abstract. We prove that in the full $L^2$-regime the partition function of the directed polymer model in dimensions $d \geq 3$, if centered, scaled and averaged with respect to a test function $\varphi \in C_c(\mathbb{R}^d)$, converges in distribution to a Gaussian random variable with explicit variance. Introducing a new idea in this context of a martingale difference representation, we also prove that the log-partition function, which can be viewed as a discretisation of the KPZ equation, exhibits the same fluctuations, when centered and averaged with respect to a test function. Thus, the two models fall within the Edwards-Wilkinson universality class in the full $L^2$-regime, a result that was only established, so far, for a strict subset of this regime in $d \geq 3$.

Résumé. Nous démontrons que dans tout le régime $L^2$, la fonction de partition du modèle de polymères dirigés en dimension $d \geq 3$, si elle est centrée, normalisée et moyennée par rapport à une fonction de test $\varphi \in C_c(\mathbb{R}^d)$, converge en distribution vers une variable aléatoire gaussienne dont la variance est explicite. En introduisant une nouvelle idée dans ce contexte de la représentation de différence de martingale, nous démontrons également que le logarithme de la fonction de partition, qui peut être vu comme une discrétisation de l’équation KPZ, possède les mêmes fluctuations, lorsqu’il est centré et moyenné par rapport à une fonction de test. En conséquence, tous les deux modèles se trouvent dans la classe d’universalité d’Edwards-Wilkinson dans tout le régime $L^2$, un résultat qui a seulement été établi jusque-là dans un sous-ensemble strict de ce régime en dimension $d \geq 3$.
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1. Introduction and results

In this paper, we study the directed polymer in dimensions $d \geq 3$. The directed polymer model is defined as a coupling of the simple random walk with a random environment given by i.i.d. random variables, whose strength is tuned by a parameter $\beta$, corresponding to the inverse temperature. In particular, let $(\omega_{n,x})_{(n,x) \in \mathbb{N} \times \mathbb{Z}^d}$ be a collection of i.i.d. random variables with law $\mathbb{P}$ such that

$$
\mathbb{E}[\omega] = 0, \quad \mathbb{E}[\omega^2] = 1, \quad \lambda(\beta) := \log \mathbb{E}[e^{\beta \omega}] < \infty, \quad \forall \beta \in (0, \infty).
$$

We also consider a simple random walk, whose distribution we denote by $\mathbb{P}_x$ when starting from $x \in \mathbb{Z}^d$. When starting from 0 we will refrain from using the subscript and just write $\mathbb{P}$. We will use the notation $q_n(x) := \mathbb{P}(S_n = x)$ for the transition kernel of the random walk. The
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directed polymer measure on polymer paths of length $N$, starting from position $x$ and at inverse temperature $\beta \in (0, \infty)$ is defined as
\[
\frac{dP_{N,\beta,x}}{dP_x}(S) := \frac{1}{Z_{N,\beta}(x)} \exp\left( \sum_{n=1}^{N} (\beta \omega_{n,S_n} - \lambda(\beta)) \right),
\]
where
\[
Z_{N,\beta}(x) := E_x \left[ \exp \left( \sum_{n=1}^{N} (\beta \omega_{n,S_n} - \lambda(\beta)) \right) \right],
\]
is a random normalising constant which makes the polymer measure a probability measure. This is the so-called partition function of the model and will be the object of our main interest in this paper. When the starting point of the random walk is the origin we will simply write $Z_{N,\beta}$ instead of $Z_{N,\beta}(0)$.

The directed polymer model has, by now, a long history starting with the works of Imbrie-Spencer [34] and Bolthausen [6], who showed the existence of a weak disorder regime in dimension $d \geq 3$ and when $\beta$ is small enough. It was then shown that paths weighted by the polymer measure exhibit diffusive behaviour. The regime of $\beta$ that was considered in these works was what we name here the “$L^2$-regime”, which is characterised by the boundedness of the $L^2(\mathcal{P})$ norm of the partition function $Z_{N,\beta}$. This regime can be explicitly characterised: if we denote by $\lambda_2(\beta) := \lambda(2\beta) - 2\lambda(\beta)$ and by $\pi_d$ the probability that a $d$-dimensional simple random walk, starting from the origin, will return to the origin, then
\[
\beta_{L^2} := \beta_{L^2}(d) := \sup \{ \beta : \lambda_2(\beta) < \log \left( \frac{1}{\pi_d} \right) \}.
\]
This characterisation is achieved via the simple and standard computation
\[
\mathbb{E}[(Z_{N,\beta}(x))^2] = \mathbb{E}^{\mathbb{Q}^2}[e^{\lambda_2(\beta) \sum_{n=1}^{N} 1_{S_n = S_n^1} - 1_{S_n = S_n^2}}] = \mathbb{E}[e^{\lambda_2(\beta) \mathcal{L}_N}],
\]
where $S_n^1, S_n^2$ are two independent copies of the simple random walk, starting from the origin, with joint law denoted by $\mathbb{P}^{\mathbb{Q}^2}$. Moreover, $\mathcal{L}_N := \sum_{n=1}^{N} 1_{S_n = S_n^1} - 1_{S_n = S_n^2}$ denotes the number of times that a $d$-dimensional simple random walk returns to zero and for the second equality we made use of the equality in law $\sum_{n=1}^{N} 1_{S_n = S_n^1} = \sum_{n=1}^{N} 1_{S_n = S_n^2}$. Since the simple random walk is transient in dimensions $d \geq 3$, one can see that $\mathcal{L}_N$ converges almost surely to a random variable $\mathcal{L}_\infty$ as $N \to \infty$ and the limiting random variable $\mathcal{L}_\infty$ follows a geometric distribution with success probability equal to $\pi_d < 1$. In particular, we have that $\mathbb{E}[(Z_{N,\beta}(x))^2] \xrightarrow{N \to \infty} \mathbb{E}[e^{\lambda_2(\beta) \mathcal{L}_\infty}]$ and
\[
\mathbb{E}[e^{\lambda_2(\beta) \mathcal{L}_\infty}] = \begin{cases} \frac{1-\pi_d}{1-\pi_d e^{\lambda_2(\beta)}}, & \text{if } \lambda_2(\beta) < \log(\frac{1}{\pi_d}) \, , \\ \infty, & \text{otherwise.} \end{cases}
\]

The weak disorder regime was subsequently characterised as the regime $\beta < \beta_c(d)$ where $Z_{N,\beta}$ converges almost surely to a strictly positive random variable. Clearly $\beta_c(d) \geq \beta_{L^2}(d)$ but a concrete characterisation of $\beta_c$ is still missing and in fact it took some time to resolve the nontriviality of the interval $(\beta_{L^2}(d), \beta_c(d))$ for $d \geq 3$, [4, 5, 1, 3]. The formulation of the weak disorder regime as the regime where $Z_{N,\beta} \xrightarrow{\mathbb{P}} Z_{\mathcal{L},\beta} > 0$ is largely due to the works of Comets, Shiga, Yoshida [20, 21, 22], see also the recent monograph [16] for a more detailed bibliographical account with respect to these issues.

The above works (as well as several other relevant ones e.g. [23, 24, 39] etc.) have focused on studying the partition function at a fixed starting point. Here, on the other hand, we are interested in the spatial fluctuations of the field of partition functions $(Z_{N,\beta}(x))_{x \in \mathbb{Z}^d}$, when then initial point varies, and we will show it exhibits Edwards-Wilkinson (EW) fluctuations in the $L^2$-regime. Let us recall that the Edwards-Wilkinson fluctuations are determined as the fluctuations of the field that arises as the solution to the additive stochastic heat equation
\[
\begin{cases}
\partial_t v(t, x) = \frac{1}{2} \Delta v(t, x) + c \xi(t, x) \\
v(0, x) = 0
\end{cases}
\]
where \( c \) is a model related constant and \( \xi \) denotes space-time white noise, that is the Gaussian process with covariance structure \( \mathbb{E}[\xi(t, x) \xi(s, y)] = \delta(t-s)\delta(x-y) \) for \( t, s > 0 \) and \( x, y \in \mathbb{R}^d \). Our first result is the following theorem:

**Theorem 1.1.** Let \( d \geq 3 \), \( \beta \in (0, \beta_{L^2}(d)) \) and consider the field of partition functions of the \( d \)-dimensional directed polymer \( (Z_{N,\beta}(x))_{x \in \mathbb{Z}^d} \). If \( \varphi \in C_c(\mathbb{R}^d) \) is a test function, denote by

\[
Z_{N,\beta}(\varphi) := \sum_{x \in \mathbb{Z}^d} \left( Z_{N,\beta}(x) - \mathbb{E}[Z_{N,\beta}(x)] \right) \frac{\varphi \left( \frac{x}{\sqrt{N}} \right)}{N^{d/2}} = \sum_{x \in \mathbb{Z}^d} \left( Z_{N,\beta}(x) - \mathbb{E}[Z_{N,\beta}(x)] \right) \frac{\varphi \left( \frac{x}{\sqrt{N}} \right)}{N^{d/2}},
\]

the averaged partition function over \( \varphi \). Then the rescaled sequence \( (N^{d/2} Z_{N,\beta}(\varphi))_{N \geq 1} \) converges in distribution to a centered Gaussian random variable \( Z_\beta(\varphi) \) with variance given by

\[
\text{Var}[Z_\beta(\varphi)] = C_\beta \int_0^1 \int_{\mathbb{R}^d \times \mathbb{R}^d} dx dy \varphi(x)g\left( \frac{x-y}{\sqrt{N}} \right)\varphi(y),
\]

where \( g(\cdot) \) is the \( d \)-dimensional heat kernel, \( C_\beta = \sigma^2(\beta) \mathbb{E}[e^{\lambda_2(\beta)x}] \) and \( \sigma^2(\beta) = e^{\lambda_2(\beta)} - 1 \).

Besides the interest stemming from understanding spatial correlations in the polymer model, the above result is motivated by intense recent activity in the field of singular stochastic PDEs. The field of partition functions \( (Z_{N,\beta}(x))_{x \in \mathbb{Z}^d} \) of the directed polymer model can be seen as a discretisation (via the stochastic Feynman-Kac formula [2]) of the stochastic heat equation (SHE) with multiplicative noise:

\[
\partial_t u = \frac{1}{2} \Delta u + \beta \xi(t, x)u, \quad t > 0, x \in \mathbb{R}^d,
\]

with flat \( u(0, \cdot) \equiv 1 \) initial condition. Contrary to the case of dimension \( d = 1 \), where one can make sense of (1.8) by using classical Itô theory, in dimensions \( d \geq 2 \) this is not possible due to the lack of regularity of the space-time white noise, which makes the product \( u \cdot \xi \) ill defined. Recent works [39, 30, 17] have shown that a meaning to (1.8) for \( d \geq 3 \) can be provided when \( \beta \) is small (a strict subset of the \( L^2 \)-regime) by smoothing out the noise via spatial mollification with a smooth density \( j(\cdot) \) as \( \xi_\varepsilon(t, x) := \varepsilon^{-d} \int_{\mathbb{R}^d} \xi(t, y)j(x/\varepsilon)dy \) and solving first the regularised equation

\[
\partial_t u_\varepsilon = \frac{1}{2} \Delta u_\varepsilon + \beta \varepsilon^{-d/2} \xi_\varepsilon(t, x)u_\varepsilon, \quad t > 0, x \in \mathbb{R}^d.
\]

As \( \varepsilon \) tends to zero, the solution \( u_\varepsilon(t, \cdot) \), when centered and scaled, converges (as a field), for \( \beta \) small, to the solution of the additive stochastic heat equation, whose statistics determine the Edwards-Wilkinson class. Our result, Theorem 1.1, viewed as a different type of approximation to the SHE, provides the extension of the meaning of (1.8) to the whole \( L^2 \) regime. We also establish a similar result for the field of log-partition functions. In this case we will additionally require that the disorder satisfies a (mild) concentration property (4.1). More precisely,

**Theorem 1.2.** Let \( d \geq 3 \), \( \beta \in (0, \beta_{L^2}(d)) \) and consider the fields of log-partition functions of the \( d \)-dimensional directed polymer \( (\log Z_{N,\beta}(x))_{x \in \mathbb{Z}^d} \), with disorder that satisfies concentration property (4.1). If \( \varphi \in C_c(\mathbb{R}^d) \) is a test function, we have that

\[
N^{d/2} \sum_{x \in \mathbb{Z}^d} \left( \log Z_{N,\beta}(x) - \mathbb{E}[\log Z_{N,\beta}(x)] \right) \frac{\varphi \left( \frac{x}{\sqrt{N}} \right)}{N^{d/2}},
\]

converges in distribution to the centered Gaussian random variable \( Z_\beta(\varphi) \) defined in Theorem 1.1.

Given that \( h(t, x) := \log u(t, x) \), with \( u(t, x) \) the solution to the SHE, is formally the solution to the KPZ equation

\[
\partial_t h = \frac{1}{2} \Delta h + \frac{1}{2} |\nabla h|^2 + \beta \xi,
\]

(1.11)
the field of log-partition functions can be viewed as a discretization of the KPZ equation. Dimensions $d \geq 3$ are known in the recent theory of SPDEs as supercritical dimensions and thus the theories of regularity structures [33], paracorrelated distributions [32], energy solutions [28] do not apply. Alternatively, Edwards-Wilkinson limiting fluctuations for the regularised KPZ
\begin{equation}
\hat{\partial}_t h_\varepsilon = \frac{1}{2} \Delta h_\varepsilon + \frac{1}{2} \nabla h_\varepsilon \xi_\varepsilon + \beta \varepsilon \frac{d-2}{2} \xi_\varepsilon - \frac{1}{2} \beta^2 \varepsilon^{-2} \| \xi \|^2_{L^2(\mathbb{R}^d)},
\end{equation}
were recently established in [30, 27] through Malliavin calculus techniques, for small $\beta$. Moreover, in [38] renormalisation and perturbation arguments were used to establish Edwards-Wilkinson fluctuations for small $\beta$, when the mollification is performed in both space and time. [18] also studied the one-point limit fluctuations of (1.12) in a subset of the $L^2$ regime.

Before closing this introduction we mention that analogous results to Theorems 1.1 and 1.2, for regularisations of SHE and KPZ as in (1.9), (1.12) were simultaneously and independently established by Cosco-Nakajima-Nakashima [25] via quite different methods than ours, based on stochastic calculus and local limit theorems for polymers inspired by earlier works of Comets-Neveu [19] and of Sinai [43] (see also [45, 24, 18]). Our methods, as we will explain in more detail in the next section, are based on analysis of chaos expansions inspired by works on scaling limits of disordered systems [9, 8] and two dimensional polymers, SHE and KPZ [10, 12] (alternative methods to the two dimensional case, which however do not cover the whole $L^2$ - in this case also subcritical - regime, are those of [15, 29]). A very interesting, open problem is to go beyond the $L^2$ regimes. Currently the only works in this direction are [11, 13, 31] on the moments of polymers and SHE on the critical temperature in dimension two. However, these moment estimates are not enough to determine the distribution.

2. OUTLINE, MAIN IDEAS AND COMPARISON TO THE LITERATURE

We will describe in this section the method we follow as well as the new ideas required. The basis of our analysis is the chaos expansion of the polymer partition function as
\begin{equation}
Z_{N,\beta}(x) = 1 + \sum_{k=1}^{N} \sigma^k \sum_{1 \leq n_1 < \ldots < n_k \leq N} q_{n_1}(z_1 - x) \prod_{i=2}^{k} q_{n_i - n_{i-1}}(z_i - z_{i-1}) \prod_{i=1}^{k} \eta_{n_i, z_i},
\end{equation}
where $q_n(x) = P(S_n = x)$, $\sigma = \sigma(\beta) := \sqrt{e^{\lambda_2(\beta)} - 1}$ and $\eta_{n,z} := \sigma^{-1}(e^{\beta \omega_{n,z} - \lambda(\beta)} - 1)$, see (3.1) for the details of this derivation.

To prove the central limit theorem for $(N^{d-2} Z_{N,\beta}(\varphi))_{N \geq 1}$ we make use of the so called Fourth Moment Theorem [26, 40, 41, 10], which states that a sequence of random variables in a fixed Wiener chaos, normalised to have mean zero and variance one, converges to a standard normal random variable if its fourth moment converges to 3. Of course, in order to be able to reduce ourselves to a fixed chaos, we need to perform truncation and for this, the assumption of bounded second moments ($L^2$ regime) plays an important role. This approach of analysing chaos expansions of partition functions was first used in [10] in a framework that also included the analysis of the two dimensional directed polymer and SHE. The work, which is needed to carry out this approach in $d \geq 3$, is actually easier than the $d = 2$ case in [10]. The reason for this is that the variance of $Z_{N,\beta}$ is a functional of the local time $L_N$, see (1.3), which stays bounded in $d \geq 3$ but grows logarithmically in $d = 2$, introducing, in the latter case, a certain multiscale structure. Still, a careful combinatorial accounting and analytical estimates, which actually deviate from those in [10], are needed to handle the $d \geq 3$ case. The detailed analysis of such expansion is what allows to go all the way to the $L^2$ critical temperature, as compared to the previous works [30], [38]. The work [30] established the central limit theorem via a “linearisation” through Malliavin calculus (Clark-Ocone formula) and homogenisation / mixing estimates only for sufficiently small $\beta$. On the other hand, the renormalisation methods employed in [38] are necessarily restricted to a perturbative (small $\beta$) regime.

For the Edwards-Wilkinson fluctuations of the log-partition function, namely Theorem 1.2, we also adapt the approach of “linearisation” via chaos expansion proposed in [12]. However, the analysis in $d \geq 3$, required to achieve the goal of going all the way to $\beta_{L^2}(d)$, is rather
What underlies the above computation is that correlations are captured by two independent variables 
\( t \) and whose variance is easily computed as 
\[
N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi \left( \frac{x}{\sqrt{N}} \right) \frac{\varphi \left( \frac{y}{\sqrt{N}} \right)}{N^d} \sum_{z \in \mathbb{Z}^d, 1 \leq n \leq N} q_n(z-x)q_n(z-y),
\]
and whose variance is easily computed as 
\[
N^{d-2} \sum_{x,y \in \mathbb{Z}^d} \frac{\varphi \left( \frac{x}{\sqrt{N}} \right) \varphi \left( \frac{y}{\sqrt{N}} \right)}{N^d} \sum_{z \in \mathbb{Z}^d, 1 \leq n \leq N} q_n(z-x)q_n(z-y)
= N^{d-2} \sum_{x,y \in \mathbb{Z}^d} \frac{\varphi \left( \frac{x}{\sqrt{N}} \right) \varphi \left( \frac{y}{\sqrt{N}} \right)}{N^d} \sum_{1 \leq n \leq N} q_{2n}(x-y).
\]
The factor \( N^{d-2} \) is then absorbed by the sum \( \sum_n q_{2n}(x-y) \) in a Riemann sum approximation. What underlies the above computation is that correlations are captured by two independent copies of the random walk, one starting at \( x \) and another at \( y \), meeting at some point by time \( N \). The probability of such a coincidence event compensates for the \( N^{d-2} \).

When considering the log-partition functions, the above described mechanism is not obvious, as \( \log Z_{N,\beta} \) does not admit an equally nice and tractable chaos expansion. Nevertheless, it is necessary (which was not the case in [12]) to tease out the aforementioned correlation structure, in order to absorb \( N^{d-2} \) and carry out the approximation. The way we do this is by writing \( \log Z_{N,\beta} \) (or more accurately a certain approximation, which we call \( Z_{N,\beta}^A \), see (4.9)) as a martingale difference:
\[
\log Z_{N,\beta} - \mathbb{E}[\log Z_{N,\beta}] = \sum_{j \geq 1} \left( \mathbb{E}[\log Z_{N,\beta} | \mathcal{F}_j] - \mathbb{E}[\log Z_{N,\beta} | \mathcal{F}_{j-1}] \right),
\]
where \( \{ \mathcal{F}_j : j \geq 1 \}, \mathcal{F}_0 = \{ \emptyset, \Omega \} \) is a filtration generated as \( \mathcal{F}_j = \sigma(\omega_k : i = 1, ..., j) \) with \( \{ a_1, a_2, ... \} \) an enumeration of \( \mathbb{N} \times \mathbb{Z}^d \). By adding the information from the disorder at a single additional site at each time, we keep track of how the polymer explores the disorder and this allows (after a certain “resampling” procedure) to keep track of the correlations. The martingale difference approach we introduce has in some sense some similarity to the Clark-Ocone formula, which requires higher moment estimates that lead outside the \( L^2 \) regime. Along the way, a fine use of concentration and negative tail estimates of the log-partition function (e.g. Proposition 4.1) is made.

Once all the necessary approximations to the log-partition function are completed, the task is then reduced to a central limit theorem for a partition function of certain sorts, thus bringing us back to the context of Theorem 1.1. The previous work of [27] seems to be necessarily restricted to a small sub-region of \( (0, \beta_{L_2}) \), as a consequence of both the linearisation approach employed but also more importantly (as far as we can tell) due to the use of the so-called “second order Poincaré inequality” for the central limit theorem, which requires higher moment estimates that lead outside the \( L^2 \) regime, if \( \beta \) is not restricted to be small enough.

The parallel work of Cosco-Nakajima-Nakashima [25] achieves the Edwards-Wilkinson fluctuations for the SHE and the KPZ by quite different methods than ours, by making use of clever applications of stochastic calculus and the local limit theorem for polymers [43, 45, 24].
3. The Central Limit Theorem for $Z_{N,\beta}(\varphi)$

This section is devoted to the proof of Theorem 1.1. Throughout the paper we rely on polynomial chaos expansions of the partition function. Specifically, consider the partition function of a polymer chain of length $N$ starting from $x$ at time zero. We can write

$$Z_{N,\beta}(x) = \mathbb{E}_x \left[ \prod_{1 \leq n \leq N, z \in \mathbb{Z}^d} e^{(\beta \omega_{n,z} - \lambda(\beta))1_{S_n = z}} \right]$$

$$= \mathbb{E}_x \left[ \prod_{1 \leq n \leq N, z \in \mathbb{Z}^d} \left( 1 + (e^{\beta \omega_{n,z} - \lambda(\beta)} - 1)1_{S_n = z} \right) \right]$$

$$= 1 + \sum_{k=1}^{N} \sigma^k \sum_{1 \leq n_1 < \ldots < n_k \leq N, z_1, \ldots, z_k \in \mathbb{Z}^d} q_{n_1}(z_1 - x) \prod_{i=2}^{k} q_{n_i - n_{i-1}}(z_i - z_{i-1}) \prod_{i=1}^{k} \eta_{n_i,z_i}.$$  \hspace{1cm} (3.1)

For $(n, z) \in \mathbb{N} \times \mathbb{Z}^d$ we have denoted by $\eta_{n,z}$ the centered random variables

$$\eta_{n,z} := \frac{e^{\beta \omega_{n,z} - \lambda(\beta)} - 1}{\sigma}.$$  \hspace{1cm} (3.2)

The number $\sigma = \sigma(\beta)$ is chosen so that for $(n, z) \in \mathbb{N} \times \mathbb{Z}^d$ the centered random variables $\eta_{n,z}$ have unit variance. A simple calculation shows that $\sigma = \sqrt{e^{\lambda(2\beta) - 2\lambda(\beta)} - 1}$. Also, the last equality in (3.1) comes from expanding the product in the second line of (3.1) and interchanging the expectation with the summation. By using the expansion (3.1) we can derive an expression for the averaged partition function. Let us fix a test function $\varphi \in C_c(\mathbb{R}^d)$. For the sake of the presentation, we will adopt the following notation:

$$\varphi_N(x_1, \ldots, x_k) := \prod_{u \in \{x_1, \ldots, x_k\}} \varphi\left(\frac{u}{\sqrt{N}}\right), \quad k \geq 1.$$  \hspace{1cm} (3.3)

We have

$$Z_{N,\beta}(\varphi) := \sum_{x \in \mathbb{Z}^d} (Z_{N,\beta}(x) - 1) \varphi_N(x)$$

$$= \sum_{k=1}^{N} \sigma^k \sum_{1 \leq n_1 < \ldots < n_k \leq N, z_1, \ldots, z_k \in \mathbb{Z}^d} \left( \sum_{x \in \mathbb{Z}^d} \varphi_N(x) q_{n_1}(z_1 - x) \prod_{i=2}^{k} q_{n_i - n_{i-1}}(z_i - z_{i-1}) \prod_{i=1}^{k} \eta_{n_i,z_i} \right)$$

$$= \sum_{k=1}^{N} Z_{N,\beta}^{(k)}(\varphi),$$  \hspace{1cm} (3.4)

where

$$Z_{N,\beta}^{(k)}(\varphi) := \sigma^k \sum_{1 \leq n_1 < \ldots < n_k \leq N, z_1, \ldots, z_k \in \mathbb{Z}^d} \left( \sum_{x \in \mathbb{Z}^d} \varphi_N(x) q_{n_1}(z_1 - x) \prod_{i=2}^{k} q_{n_i - n_{i-1}}(z_i - z_{i-1}) \prod_{i=1}^{k} \eta_{n_i,z_i} \right).$$  \hspace{1cm} (3.5)

The first step towards the proof of Theorem 1.1 is the following proposition which identifies the limiting variance of the sequence $(N^{d-2} Z_{N,\beta}(\varphi))_{N \geq 1}$.

**Proposition 3.1.** Let $d \geq 3$, $\beta \in (0, \beta_L)$ and fix $\varphi \in C_c(\mathbb{R}^d)$ to be a test function. Consider the sequence $(N^{d-2} Z_{N,\beta}(\varphi))_{N \geq 1}$, where $Z_{N,\beta}(\varphi)$ is defined in (1.6). Then, one has that

$$\text{Var} \left[ N^{d-2} Z_{N,\beta}(\varphi) \right] \xrightarrow{N \to \infty} C_\beta \int_0^1 dt \int_{\mathbb{R}^d \times \mathbb{R}^d} dx dy \varphi(x) g_2(\beta)(x - y) \varphi(y),$$

where $C_\beta = \sigma^2(\beta) E[e^{\lambda_2(\beta)Z_{\varphi}}]$, $\sigma^2(\beta) = e^{\lambda_2(\beta)} - 1$ and $g$ denotes the $d$-dimensional heat kernel.
For the proof of Proposition 3.1, we will need the following standard consequence of the local limit theorem, which we prove for completeness.

**Lemma 3.2.** For any test function $\varphi \in C_c(\mathbb{R}^d)$ we have that

$$N^{d-1} \sum_{n=1}^{N} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n}(x-y) \xrightarrow{N \to \infty} \int_0^1 dt \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} dx dy \varphi(x) g_{2t}(x-y) \varphi(y).$$

**Proof.** Recall that by the local limit theorem for the $d$-dimensional simple random walk, see [35], one has that $q_{2n}(x) = 2(g_{2n}(x) + o(n^{-\frac{1}{2}})) \mathbb{1}_{x \in \mathbb{Z}^d}$, uniformly in $x \in \mathbb{Z}^d$, as $n \to \infty$, where $\mathbb{Z}^d_{\text{even}} := \{x = (x_1, \ldots, x_d) \in \mathbb{Z}^d : x_1 + \ldots + x_d \in 2\mathbb{Z}\}$. The factor 2 comes from the periodicity of the random walk. The kernel $g_{2n}(x)$ appears instead of $g_{2n}(x)$, because after $n$ steps the $d$-dimensional simple random walk $S_n^d$ has covariance matrix $\frac{n}{d} I$. Let us fix $\vartheta \in (0, 1)$. Let us also use the notation

$$T_{\vartheta,N} := N^{d-1} \sum_{n=1}^{\vartheta N} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n}(x-y)$$

$$S_{\vartheta,N} := N^{d-1} \sum_{n=\vartheta N}^{N} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n}(x-y).$$

Observe that if we bound $\varphi(\frac{y}{\sqrt{N}})$ in $\varphi_N(x,y)$ by its supremum norm and use that $\sum_{x \in \mathbb{Z}^d} q_{2n}(z) = 1$ we obtain that

$$T_{\vartheta,N} \leq \frac{\|\varphi\|_x}{N} \sum_{n=1}^{\vartheta N} \|\varphi_N\|_x \sum_{y \in \mathbb{Z}^d} q_{2n}(x-y) \leq \frac{\|\varphi\|_x}{N} \sum_{n=1}^{\vartheta N} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) \leq \|\varphi\|_x \|\varphi\|_1 \vartheta.$$

On the other hand, by using the local limit theorem and Riemann approximation one obtains that

$$S_{\vartheta,N} \xrightarrow{N \to \infty} \int_0^1 dt \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} dx dy \varphi(x) g_{2t}(x-y) \varphi(y).$$

By combining those two facts and letting $\vartheta \to 0$, one obtains the desired result. \hfill $\Box$

We are now ready to present the proof of Proposition 3.1.

**Proof of Proposition 3.1.** Recalling (3.4), one arrives into the following expression for the variance of $Z_{N,\beta}(\varphi)$, by using also the fact that terms of different degree in the chaos expansion are orthogonal in $L^2(\mathbb{P})$:

$$\text{Var}[Z_{N,\beta}(\varphi)] = \sum_{k=1}^{N} \sigma^{2k} \sum_{1 \leq n_1 < \ldots < n_k \leq N} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n_1}(x-y) \prod_{i=2}^{k} q_{2(n_i - n_{i-1})}(0).$$

We can factor out the $k = 1$ term and change variables to obtain the expression:

$$\sum_{n=1}^{N} \sigma^2 \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n}(x-y) \left( 1 + \sum_{k=1}^{N-n} \sigma^{2k} \sum_{1 \leq \ell_1 < \ldots < \ell_k \leq N-n} \prod_{i=1}^{k} q_{2(\ell_i - \ell_{i-1})}(0) \right),$$

(3.6)

where by convention if $n = N$ the sum on the rightmost parenthesis is equal to 1. Furthermore, one can observe that the right parenthesis is exactly equal to $E[e^{\lambda_2(\beta) L_{N-n}}]$, where we recall that $L_N := \sum_{k=1}^{N} 1_{S_{2k}=0}$ denotes the number of times a random walk returns to 0 up to time $N$. Thus,

$$\text{Var}[N^{d-2} Z_{N,\beta}(\varphi)] = N^{d-1} \sum_{n=1}^{N} \sigma^2 \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n}(x-y) E[e^{\lambda_2(\beta) L_{N-n}}].$$

(3.7)

The heuristic idea here is that, if in the expression (3.7) we ignore $n$ in the expectation, then the sum would factorise. Then, by noticing that $E[e^{\lambda_2(\beta) L_N}]$ converges and by using also Lemma
3.2, we obtain the conclusion of Proposition 3.1. Let us justify this heuristic idea rigorously. We have that
\[
E[e^{\lambda_2(\beta)\mathcal{L}_{N-n}}] = E[e^{\lambda_2(\beta)\mathcal{L}_N}] + E[(e^{\lambda_2(\beta)\mathcal{L}_{N-n}} - e^{\lambda_2(\beta)\mathcal{L}_N})\mathbb{1}_{\mathcal{L}_N > \mathcal{L}_{N-n}}].
\]
(3.8)

Also,
\[
\left| E[(e^{\lambda_2(\beta)\mathcal{L}_{N-n}} - e^{\lambda_2(\beta)\mathcal{L}_N})\mathbb{1}_{\mathcal{L}_N > \mathcal{L}_{N-n}}] \right| \leq 2E[e^{\lambda_2(\beta)\mathcal{L}_N}\mathbb{1}_{\mathcal{L}_N > \mathcal{L}_{N-n}}],
\]
(3.9)
by triangle inequality and because \(\mathcal{L}_N\) is non-decreasing. Using Hölder inequality we can further bound the error in (3.8) as follows: We choose \(p > 1\) very close to 1, such that \(p\lambda_2(\beta) < \log(\frac{1}{\pi_d})\), thus \(E[e^{p\lambda_2(\beta)\mathcal{L}_N}] < \infty\), for every \(N \in \mathbb{N}\). This is only possible when \(\beta\) is in the \(L^2\)-regime. Then, by Hölder:
\[
E[e^{\lambda_2(\beta)\mathcal{L}_N}\mathbb{1}_{\mathcal{L}_N > \mathcal{L}_{N-n}}] \leq E[e^{p\lambda_2(\beta)\mathcal{L}_N}]^{\frac{1}{p}}P(\mathcal{L}_N > \mathcal{L}_{N-n})^{\frac{1}{q}}.
\]
Hence,
\[
\left| E[(e^{\lambda_2(\beta)\mathcal{L}_{N-n}} - e^{\lambda_2(\beta)\mathcal{L}_N})\mathbb{1}_{\mathcal{L}_N > \mathcal{L}_{N-n}}] \right| \leq c_{p,\beta}P(\mathcal{L}_N > \mathcal{L}_{N-n})^{\frac{1}{q}},
\]
where \(c_{p,\beta} := 2E[e^{p\lambda_2(\beta)\mathcal{L}_x}]^{\frac{1}{p}} < \infty\).

Now, we split the sum in (3.7) into two parts. Let \(\vartheta \in (0,1)\). We distinguish two cases:

- If \(n \leq \vartheta N\), then \(N - n \geq (1 - \vartheta)N\). Thus,
  \[
  \left| E[(e^{\lambda_2(\beta)\mathcal{L}_{N-n}} - e^{\lambda_2(\beta)\mathcal{L}_N})\mathbb{1}_{\mathcal{L}_N > \mathcal{L}_{N-n}}] \right| \leq c_{p,\beta}P(\mathcal{L}_N > \mathcal{L}_{(1-\vartheta)N})^{\frac{1}{q}},
  \]
since \(\mathcal{L}_N\) is non-decreasing in \(N\). We also have that
  \[
  P(\mathcal{L}_N > \mathcal{L}_{(1-\vartheta)N}) \leq P(\exists n > (1 - \vartheta)N : S_{2n} = 0) = \sum_{n > (1 - \vartheta)N} q_{2n}(0) \xrightarrow{N \to \infty} 0,
  \]
since \(\sum_{n=1}^{\infty} q_{2n}(0) < \infty\), because \(d \geq 3\). Therefore, in this case we obtain that,

\[
N^{\frac{d}{2} - 1} \sum_{n=1}^{\vartheta N} \sum_{x,y \in \mathbb{Z}_d} \phi_N(x,y) q_{2n}(x-y)E[e^{\lambda_2(\beta)\mathcal{L}_{n-n}}] = N^{\frac{d}{2} - 1} \sum_{n=1}^{\vartheta N} \sum_{x,y \in \mathbb{Z}_d} \phi_N(x,y) q_{2n}(x-y)E[e^{\lambda_2(\beta)\mathcal{L}_{n-n}}] + o(1).
\]

- If \(n > \vartheta N\), we have that:
  \[
  N^{\frac{d}{2} - 1} \sum_{n > \vartheta N} \sum_{x,y \in \mathbb{Z}_d} \phi_N(x,y) q_{2n}(x-y)E[e^{\lambda_2(\beta)\mathcal{L}_{n-n}}] \leq N^{\frac{d}{2} - 1} \sum_{n > \vartheta N} \sum_{x,y \in \mathbb{Z}_d} \phi_N(x,y) q_{2n}(x-y)E[e^{\lambda_2(\beta)\mathcal{L}_{n-n}}].
  \]

By combining the two cases above we get that, for every \(\vartheta \in (0,1)\)
\[
\limsup_{N \to \infty} \text{Var}[\frac{1}{N^{2d}} Z_{N,\beta}(\varphi)] \leq \sigma^2 \int_{0}^{\vartheta} dt \int_{\mathbb{R}^d \times \mathbb{R}^d} dx dy \phi(x)g_{\frac{2}{\alpha}}(x-y)\phi(y)E[e^{\lambda_2(\beta)\mathcal{L}_{n-n}}] + k(\vartheta),
\]
where
\[
k(\vartheta) \leq E[e^{\lambda_2(\beta)\mathcal{L}_{n-n}}] \sigma^2 \int_{\vartheta}^{1} dt \int_{\mathbb{R}^d \times \mathbb{R}^d} dx dy \phi(x)g_{\frac{2}{\alpha}}(x-y)\phi(y),
\]
and
\[
\liminf_{N \to \infty} \text{Var}[N^{-2} Z_{N,\beta}(\varphi)] \geq \sigma^2 \int_0^1 \int_{\mathbb{R}^d \times \mathbb{R}^d} dx dy \varphi(x) g_2(x-y) \varphi(y) E[e^{\lambda_2(\beta) \mathcal{L}_t}].
\]

It is clear that \( k(\varphi) \to 0 \) as \( \varphi \to 1 \), hence we obtain the desired result. \( \square \)

We proceed towards the proof of the Central Limit Theorem for the sequence \((Z_{N,\beta}(\varphi))_{N \geq 1}\) of the averaged partition functions. In order to determine the limiting distribution of the sequence \((N^{-2} Z_{N,\beta}(\varphi))_{N \geq 1}\), we use the Fourth Moment Theorem, see [26, 40, 41, 10]. The strategy we deploy is the following: First, we show that it suffices to consider a large \( M \in \mathbb{N} \) and work with a truncated version of the partition function, namely

\[
Z_{N,\beta}^{\leq M}(\varphi) := \sum_{k=1}^M \alpha^k \sum_{1 \leq n_1 < \ldots < n_k \leq N} \left( \sum_{x \in \mathbb{Z}^d} \varphi_N(x) q_{n_1}(z_1 - x) \right) \prod_{i=2}^k q_{n_i - n_{i-1}}(z_i - z_{i-1}) \prod_{i=1}^k \eta_{n_i, z_i}.
\]

To do this it is enough to show that for any \( \varepsilon > 0 \) we can choose a large \( M = M(\varepsilon) \) such that \( N^{-2} Z_{N,\beta}^{\leq M}(\varphi) \) and \( N^{-2} Z_{N,\beta}(\varphi) \) are \( \varepsilon \)-close in \( L^2(\mathbb{P}) \), uniformly for \( N \in \mathbb{N} \) large. Then, by using the Fourth Moment and the Cr\'amer-Wold devices, we show that the random vector \( N^{-2} \left(Z_{N,\beta}^{(1)}(\varphi), \ldots, Z_{N,\beta}^{(M)}(\varphi)\right) \) converges in distribution to a centered Gaussian random vector. This allows us to conclude that the limiting distribution of \( N^{-2} Z_{N,\beta}^{\leq M}(\varphi) \) is a centered Gaussian. After removing the truncation in \( M \), we obtain the desired result for \( N^{-2} Z_{N,\beta}(\varphi) \), namely Theorem 1.1.

We begin by proving that we can approximate \( Z_{N,\beta}(\varphi) \) in \( L^2(\mathbb{P}) \), uniformly for large enough \( N \), by \( Z_{N,\beta}^{\leq M}(\varphi) \) for some large \( M \in \mathbb{N} \).

**Lemma 3.3.** For every \( \varepsilon > 0 \), there exists \( M_0 \in \mathbb{N} \), such that for all \( M > M_0 \)

\[
\limsup_{N \to \infty} \left\| N^{-2} Z_{N,\beta}(\varphi) - N^{-2} Z_{N,\beta}^{\leq M}(\varphi) \right\|_{L^2(\mathbb{P})} \leq \varepsilon.
\]

**Proof.** Consider \( \varepsilon > 0 \). One has that

\[
Z_{N,\beta}(\varphi) - Z_{N,\beta}^{\leq M}(\varphi)
= \sum_{k=M+1}^N \alpha^k \sum_{1 \leq n_1 < \ldots < n_k \leq N} \left( \sum_{x \in \mathbb{Z}^d} \varphi_N(x) q_{n_1}(z_1 - x) \right) \prod_{i=2}^k q_{n_i - n_{i-1}}(z_i - z_{i-1}) \prod_{i=1}^k \eta_{n_i, z_i}.
\]

By an analogous computation as in Proposition 3.1 we have that

\[
\left\| N^{-2} Z_{N,\beta}(\varphi) - N^{-2} Z_{N,\beta}^{\leq M}(\varphi) \right\|_{L^2(\mathbb{P})}^2 \\
\leq N^{-2} \sum_{n=1}^N \alpha^2 \sum_{x, y \in \mathbb{Z}^d} \varphi_N(x, y) q_{2n}(x-y) \left( \sum_{k=M+1}^N \alpha^{2k} \sum_{1 \leq \ell_1 < \ldots < \ell_k \leq N-n} \prod_{i=1}^k q_{2(\ell_i-\ell_{i-1})}(0) \right) \\
\leq N^{-2} \sum_{n=1}^N \alpha^2 \sum_{x, y \in \mathbb{Z}^d} \varphi_N(x, y) q_{2n}(x-y) \left( \sum_{k=M}^N \alpha^{2k} \sum_{1 \leq \ell_1 < \ldots < \ell_k \leq N} \prod_{i=1}^k q_{2(\ell_i-\ell_{i-1})}(0) \right).
\]

By Lemma 3.2 we have that

\[
N^{-2} \sum_{n=1}^N \alpha^2 \sum_{x, y \in \mathbb{Z}^d} \varphi_N(x, y) q_{2n}(x-y) \to \int_0^1 dt \int_{\mathbb{R}^d \times \mathbb{R}^d} dx dy \varphi(x) g_2(x-y) \varphi(y).
\]
The sum in the rightmost parenthesis can be bounded by
\[ \left( \sum_{k \geq M} \sigma_{2k} \sum_{1 \leq \ell_1, \ldots, \ell_k \leq N} \prod_{i=1}^k q_2(\ell_i - \ell_{i-1})(0) \right) \leq \sum_{k \geq M} \sigma_{2k} R_N^k \leq \sum_{k \geq M} \sigma_{2k} R_{\zeta}^k \leq \sum_{k \geq M} \sigma_{2k} R_{\zeta}^k, \]
where \( R_N = \sum_{k=1}^N q_{2n}(0) \) is the expected number of visits to zero before time \( N \) of the simple random walk and \( R_{\zeta} = \lim_{N \to \infty} R_N = \sum_{k=1}^\infty q_{2n}(0) \). Since \( \sigma \) is in the \( L^2 \)-regime, the series \( \sum_{k \geq 1} \sigma(\beta)^{2k} R_{\zeta}^k \) is convergent. Therefore, we have that
\[ \sum_{k \geq M} \sigma_{2k} R_{\zeta}^k \xrightarrow{M \to \infty} 0. \]
Therefore, we conclude that if we take \( M \) to be sufficiently large we have that
\[ \left\| N^{d/2} Z_{N,\beta}(\varphi) - N^{d/2} Z_{<M}^{\leq M}(\varphi) \right\|_{L^2(\mathbb{P})} \leq \varepsilon, \]
uniformly for all large enough \( N \in \mathbb{N} \), hence there exists \( M_0 \in \mathbb{N} \), so that for \( M > M_0 \):
\[ \limsup_{N \to \infty} \left\| N^{d/2} Z_{N,\beta}(\varphi) - N^{d/2} Z_{M,\beta}^{\leq M}(\varphi) \right\|_{L^2(\mathbb{P})} \leq \varepsilon. \]

We proceed by showing that for any \( M \in \mathbb{N} \), the random vector \( N^{d/2} (Z_{N,\beta}^{(1)}(\varphi), \ldots, Z_{N,\beta}^{(M)}(\varphi)) \) converges in distribution to a Gaussian vector. To do this we employ the Cramér-Wold device. Namely, we prove that for any \( M \)-tuple of real numbers \((t_1, \ldots, t_M)\) the linear combination \( N^{d/2} \sum_{k=1}^M t_k Z_{N,\beta}^{(k)}(\varphi) \) converges in distribution to a Gaussian random variable.

**Proposition 3.4.** For all \( M \in \mathbb{N} \) and \((t_1, \ldots, t_M) \in \mathbb{R}^M \), \( N^{d/2} \sum_{k=1}^M t_k Z_{N,\beta}^{(k)}(\varphi) \) converges in distribution to a Gaussian random variable with mean zero and variance equal to
\[ M \sum_{k=1}^M t_k^2 C_\beta^{(k)} \int_0^1 dt \int_{\mathbb{R}^{d \times d}} dx dy \varphi(x) g_{2t}(x-y) \varphi(y), \]
where \( C_\beta^{(k)} = \sigma(\beta)^{2k} \sum_{1 \leq \ell_1, \ldots, \ell_k \leq N} \prod_{i=1}^{k-1} q_2(\ell_i - \ell_{i-1})(0) \) for \( k > 1 \) and \( C_\beta^{(1)} = \sigma(\beta)^2 \).

**Proof.** We start by introducing some shorthand notation that is going to be useful for a concise presentation of the rest of the proof. For any \( u \in \mathbb{Z}^d \), \( \tau_u^{(k)} \) denotes a time-increasing sequence of \((k + 1)\) space-time points \((n_0, z_0)_{0 \leq i \leq k} \subset \mathbb{N} \times \mathbb{Z}^d \) with a starting point \((n_0, z_0) := (0, u)\). We will use the convention that for two sequences \( \tau_x^{(k)} = (n_i, z_i)_{0 \leq i \leq k} \) and \( \tau_y^{(\ell)} = (n_i, w_i)_{0 \leq i \leq \ell} \), the equality \( \tau_x^{(k)} = \tau_y^{(\ell)} \) means that \( k = \ell \) and \((n_i, z_i) = (m_i, w_i)\) for \( i = 1, \ldots, k \), that is for all points in the sequences \( \tau_x^{(k)} \) and \( \tau_y^{(\ell)} \) except the starting ones.

Given a sequence \( \tau_u^{(k)} = (n_i, z_i)_{1 \leq i \leq k} \), we will use the following notation
\[ q(\tau_u^{(k)}) := q_{n_2}(z_1 - u) \prod_{i=2}^k q_{n_{i-1} - n_{i-2}}(z_i - z_{i-1}) \quad \text{and} \quad \eta(\tau_u^{(k)}) := \prod_{i=1}^k \eta_{n_i, z_i}. \]
Furthermore, we recall from (3.3), that for a finite set \( \{x_1, \ldots, x_k\} \subset \mathbb{Z}^d \) we use the notation
\[ \varphi_N(x_1, \ldots, x_k) := \prod_{u \in \{x_1, \ldots, x_k\}} \frac{\varphi(u \cdot \sqrt{N})}{N^{d/2}}. \quad (3.11) \]

We start by deriving the limiting variance of \( N^{d/2} \sum_{k=1}^M t_k Z_{N,\beta}^{(k)}(\varphi) \). We have that
\[ \text{Var}\left( N^{d/2} \sum_{k=1}^M t_k Z_{N,\beta}^{(k)}(\varphi) \right) = \sum_{k=1}^M t_k^2 N^{-d/2} \mathbb{E}\left[ (Z_{N,\beta}^{(k)}(\varphi))^2 \right], \]
because for every $k \geq 1$, $\mathbb{E}\left[Z_{N,\beta}^{(k)}(\varphi)\right] = 0$ and if $1 \leq k < \ell$, we have that $\mathbb{E}\left[Z_{N,\beta}^{(k)}(\varphi) Z_{N,\beta}^{(\ell)}(\varphi)\right] = 0$, see (3.5). One can follow the steps of the proof of Proposition 3.1, to see that

$$\lim_{N \to \infty} N^{\frac{d-2}{2}} \mathbb{E}\left[\left(\sum_{k=1}^{M} t_k Z_{N,\beta}^{(k)}(\varphi)\right)^2\right] = C^{(k)}_{\beta} \int_{0}^{1} \int_{\mathbb{R}^{2d}} dx \, dy \, \varphi(x) g_{\beta}^2(x - y) \varphi(y),$$

where $C^{(k)}_{\beta} := \sigma(\varphi)^{2k} \sum_{1 \leq \ell_1 < \cdots < \ell_{k-1} \leq k} \prod_{i=1}^{k-1} q_2(\ell_i; \ell_i-1)(0)$ for $k > 1$ and $C^{(1)}_{\beta} := \sigma(\beta)^2$.

In order to show that $N^{\frac{d-2}{2}} \sum_{k=1}^{M} t_k Z_{N,\beta}^{(k)}(\varphi)$ converges in distribution to a Gaussian limit we will employ the Fourth Moment Theorem, which states that a sequence of random variables in a fixed Wiener chaos or multilinear polynomials of finite degree converge to a Gaussian random variable if the 4th moment converges to three times the square of the variance, see [26, 40, 41, 10] for more details. Namely, we will show that as $N \to \infty$,

$$\mathbb{E}\left[\left(N^{\frac{d-2}{2}} \sum_{k=1}^{M} t_k Z_{N,\beta}^{(k)}(\varphi)\right)^4\right] = 3 \operatorname{Var} \left[N^{\frac{d-2}{2}} \sum_{k=1}^{M} t_k Z_{N,\beta}^{(k)}(\varphi)\right] + o(1),$$

that is, the fourth moment of $N^{\frac{d-2}{2}} \sum_{k=1}^{M} t_k Z_{N,\beta}^{(k)}(\varphi)$ converges to 3 times its variance, squared. In view of the chaos expansion (3.5) we have that

$$\mathbb{E}\left[\left(N^{\frac{d-2}{2}} \sum_{k=1}^{M} t_k Z_{N,\beta}^{(k)}(\varphi)\right)^4\right] = N^{d-2} \sum_{1 \leq a,b,c,d \leq M} t_a t_b t_c t_d \mathbb{E}\left[\varphi^{(a)}_{N,\beta}(\varphi) \varphi^{(b)}_{N,\beta}(\varphi) \varphi^{(c)}_{N,\beta}(\varphi) \varphi^{(d)}_{N,\beta}(\varphi)\right]

= N^{d-2} \sum_{1 \leq a,b,c,d \leq M} t_a t_b t_c t_d \sigma^{a+b+c+d} \sum_{x,y,z,w \in \mathbb{Z}^d} \varphi_N(x,y,z,w)

\times \sum_{\tau_a(x), \tau_b(y), \tau_c(z), \tau_d(w)} (u,s) \in \{(x,y),(y,b),(z,c),(w,d)\}

q(\tau_u^{(a)}) \mathbb{E}\left[\prod_{(u,s) \in \{(x,y),(y,b),(z,c),(w,d)\}} \eta(\tau_u^{(a)})\right].$$

(3.12)

Since $M$ is finite, we can fix a quadruple $(a,b,c,d)$ and deal with the rest of the sum which varies as $N \to \infty$. Thus, we will focus on the sum

$$N^{d-2} \sum_{x,y,z,w \in \mathbb{Z}^d} \varphi_N(x,y,z,w) \sigma^{a+b+c+d} \sum_{\tau_a(x), \tau_b(y), \tau_c(z), \tau_d(w)} (u,s) \in \{(x,y),(y,b),(z,c),(w,d)\}

q(\tau_u^{(a)}) \mathbb{E}\left[\prod_{(u,s) \in \{(x,y),(y,b),(z,c),(w,d)\}} \eta(\tau_u^{(a)})\right],$$

(3.13)

instead of (3.12). We note that the expectation

$$\mathbb{E}\left[\prod_{(u,s) \in \{(x,y),(y,b),(z,c),(w,d)\}} \eta(\tau_u^{(a)})\right],$$

(3.14)

is non-zero only if the random variables $\eta$ appearing in the product, are matched to each other. This is because, if a random variable $\eta$ stands alone in the expectation (3.14), then due to independence and the fact that every $\eta$ has mean zero, the expectation is trivially zero. The possible matchings among the $\eta$ variables can be double, triple or quadruple. We cannot have more than quadruple matchings, because points in a sequence $\tau_u^{(a)}$ are strictly increasing in time, thus they cannot match with each other.

We will show that when $N \to \infty$, only one type of matchings contributes to (3.13) and hence also to (3.12). Specifically, the only configuration that contributes, asymptotically, is the one where four random walk paths meet in pairs without switching their pair. In terms of the sequences $\tau_x^{(a)}, \tau_y^{(b)}, \tau_z^{(c)}, \tau_w^{(d)}$, this condition translates to that $\tau_x^{(a)}, \tau_y^{(b)}, \tau_z^{(c)}, \tau_w^{(d)}$ must be pairwise equal to two sequences which do not share any common points. For the rest of the proof, when we say pairwise equal we will always mean pairwise equal to two distinct sequences which do not
We distinguish the following cases for such sequences. The factor is pairwise equal, therefore all four of them are non-empty. Thus, this is the case of note. We have not included the case that three of the sets share any common points. We will first focus on sequences \( \tau_{x}^{(a)}, \tau_{y}^{(b)}, \tau_{z}^{(c)}, \tau_{w}^{(d)} \), which do not satisfy this condition and show that their contribution is negligible.

Consider sequences \( \tau_{x}^{(a)}, \tau_{y}^{(b)}, \tau_{z}^{(c)}, \tau_{w}^{(d)} \) and let \( \tau := \tau_{x}^{(a)} \cup \tau_{y}^{(b)} \cup \tau_{z}^{(c)} \cup \tau_{w}^{(d)} = (f_{i}, h_{i})_{1 \leq i \leq |\tau|} \). with \( f_{1} \leq f_{2} \leq \cdots \leq f_{|\tau|} \). Let \( 1 \leq i_{*} \leq |\tau| \) be the first index, so that for all \( (u, s) \in \{(x, a), (y, b), (z, c), (w, d)\} \), the sequences \( \tau_{u}^{(a)} \cap ([1, f_{i_{*}}] \times \mathbb{Z}^{d}) \) are pairwise equal, but this fails to hold for \( \tau_{u}^{(a)} \cap ([1, f_{i_{*}}] \times \mathbb{Z}^{d}) \), see figures 1, 2.

If there does not exist such index \( 1 \leq i_{*} \leq |\tau| \), then the four random walks meet pairwise without switching their pair. For this kind of sequences \( \tau_{x}^{(a)}, \tau_{y}^{(b)}, \tau_{z}^{(c)}, \tau_{w}^{(d)} \), for which \( i_{*} \) does not exist, we have that \( \tau_{x}^{(a)} \cap \tau_{y}^{(b)} \cap \tau_{z}^{(c)} \cap \tau_{w}^{(d)} \) have to be pairwise equal. Their contribution to (3.12) is

\[
3N^{d-2} \sum_{1 \leq a, b \in M} \frac{\alpha_{a}^{2}}{2} \sigma^{2(a+b)} \sum_{x, y, z, w \in \mathbb{Z}^{d}} \sum_{\tau_{x}^{(a)} = \tau_{y}^{(b)} = \tau_{z}^{(c)} = \tau_{w}^{(d)}} \varphi_{N}(x, y, z, w) \varphi_{N}(x, y, z, w) \varphi_{N}(x, y, z, w) \varphi_{N}(x, y, z, w).
\]

The factor 3 accounts for the number of ways we can pair the sequences \( \tau_{x}^{(a)}, \tau_{y}^{(b)}, \tau_{z}^{(c)}, \tau_{w}^{(d)} \). The sum in (3.15) equals \( 3N^{d-2} \left( \sum_{k=1}^{M} t_{k} \sum_{N, \beta} \varphi(\beta) \right)^{2} + o(1) \) as \( N \to \infty \). The \( o(1) \) factor is a consequence of the restriction \( \tau_{x}^{(a)} \cap \tau_{y}^{(b)} \neq \emptyset \) in (3.15), which excludes configurations of the four random walk paths such that four walks meet simultaneously at a single point. It is part of the proof below to show that the contribution of these configurations is negligible in the large \( N \) limit.

Hence, for now we can focus on the cases for which such a point \( (f_{i_{*}}, h_{i_{*}}) \) exists and show that their contribution is negligible for (3.12).

We distinguish the following cases for such sequences \( \tau_{x}^{(a)}, \tau_{y}^{(b)}, \tau_{z}^{(c)}, \tau_{w}^{(d)} \):

- **Type 1** \( (T_{1}) \). For all \( (u, s) \in \{(x, a), (y, b), (z, c), (w, d)\} \), we have \( \tau_{u}^{(a)} \cap ([1, f_{i_{*}}] \times \mathbb{Z}^{d}) \neq \emptyset \).

- **Type 2** \( (T_{2}) \). For exactly two of the points \( (u, s) \in \{(x, a), (y, b), (z, c), (w, d)\} \), we have that \( \tau_{u}^{(a)} \cap ([1, f_{i_{*}}] \times \mathbb{Z}^{d}) \neq \emptyset \).

- **Type 3** \( (T_{3}) \). For all \( (u, s) \in \{(x, a), (y, b), (z, c), (w, d)\} \) we have that \( \tau_{u}^{(a)} \cap ([1, f_{i_{*}}] \times \mathbb{Z}^{d}) = \emptyset \).

Note that we have not included the case that three of the sets \( \tau_{u}^{(a)} \cap ([1, f_{i_{*}}] \times \mathbb{Z}^{d}) \) are non-empty. This is because, in this case, by the definition of \( i_{*} \), we have that \( \tau_{u}^{(a)} \cap ([1, f_{i_{*}}] \times \mathbb{Z}^{d}) \) have to be pairwise equal, therefore all four of them are non-empty. Thus, this is the case of \( T_{1} \) sequences.
(T₁ sequences). We begin with the case of T₁ sequences \( \tau^{(a)}_x, \tau^{(b)}_y, \tau^{(c)}_z, \tau^{(d)}_w \). In this case, the four random walks meet pairwise without switching their pair before time \( f_{i*} \). Let us suppose at first that the walk starting from \((0, x)\) is paired to the walk starting from \((0, y)\) and the walk starting from \((0, z)\) is paired to the walk starting from \((0, w)\), that is

\[
\tau^{(a)}_x \cap ([1, f_{i*}) \times \mathbb{Z}^d) = \tau^{(b)}_y \cap ([1, f_{i*}) \times \mathbb{Z}^d)
\]

and

\[
\tau^{(c)}_z \cap ([1, f_{i*}) \times \mathbb{Z}^d) = \tau^{(d)}_w \cap ([1, f_{i*}) \times \mathbb{Z}^d).
\]

We shall refer to this type of sequences as \( \mathbb{T}^{xyyz}_1 \). Analogously, we define \( \mathbb{T}^{zzxx}_1 \) and \( \mathbb{T}^{wwyy}_1 \). By symmetry it only suffices to consider \( \mathbb{T}^{xyyz}_1 \). We will first show how we can perform the summation

\[
N^{d-2} \sum_{x,y,z,w \in \mathbb{Z}^d} \varphi_N(x, y, z, w) \sigma^{a+b+c+d} \sum_{\tau^{(a)}_x, \tau^{(b)}_y, \tau^{(c)}_z, \tau^{(d)}_w \in \mathbb{T}^{xyyz}_1} \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} q(\tau^{(a)}_u) \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} \eta(\tau^{(a)}_u).
\]

Since the \( \eta \) variables have to be paired to each other, we can bound the expectation in (3.16) as

\[
\mathbb{E} \left[ \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} \eta(\tau^{(a)}_u) \right] \leq C2^M, \\
C = \max \{1, \mathbb{E}[\eta^3], \mathbb{E}[\eta^4]\}.
\]

Moreover, since \( M \) is fixed and \( 1 \leq a, b, c, d \leq M \) we have that \( \sigma^{a+b+c+d} \leq (\sigma + 1)^M \). Therefore,

\[
N^{d-2} \sum_{x,y,z,w \in \mathbb{Z}^d} \varphi_N(x, y, z, w) \sigma^{a+b+c+d} \sum_{\tau^{(a)}_x, \tau^{(b)}_y, \tau^{(c)}_z, \tau^{(d)}_w \in \mathbb{T}^{xyyz}_1} \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} q(\tau^{(a)}_u) \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} \eta(\tau^{(a)}_u)
\]

\[
\leq C2^M(\sigma + 1)^M N^{d-2} \sum_{x,y,z,w \in \mathbb{Z}^d} \varphi_N(x, y, z, w) \sum_{\tau^{(a)}_x, \tau^{(b)}_y, \tau^{(c)}_z, \tau^{(d)}_w \in \mathbb{T}^{xyyz}_1} \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} q(\tau^{(a)}_u)\eta(\tau^{(a)}_u).
\]

By the definition of \( \mathbb{T}_1 \) sequences, we have that for a given \( \mathbb{T}^{xyyz}_1 \) sequence \( \tau^{(a)}_x, \tau^{(b)}_y, \tau^{(c)}_z, \tau^{(d)}_w \), with \( \tau = \tau^{(a)}_x \cup \tau^{(b)}_y \cup \tau^{(c)}_z \cup \tau^{(d)}_w = (f_1, h_1)_{1 \leq i \leq \tau} \) and \( p = |\tau| \), we can decompose the sequence \((f_1, h_1), \ldots, (f_1, h_1)\) and \((f_1, h_1), \ldots, (f_1, h_1)\), see Figure 1, so that

\[
\prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} q(\tau^{(a)}_u) = q_{f_1}(h_1 - x) q_{f_1}(h_1 - y) \prod_{i=2}^{a} q^2((f_1 - f_{i-1})(h_i - h_{i-1})
\]

\[
\times q_{f_1}(h_1 - z) q_{f_1}(h_1 - w) \prod_{i=2}^{b} q^2((f_1 - f_{i-1})(h_i - h_{i-1})
\]

\[
\times q_{f_1}(h_1 - a) q_{f_1}(h_1 - b) \prod_{i=2}^{c} q^2((f_1 - f_{i-1})(h_i - h_{i-1})
\]

\[
\times \prod_{m=1}^{m_{i*+1}} q_{f_1}(h_{i*+1} - f_{i*+1}) q_{f_1}(h_{i*+1} - h_{i*+1}) \prod_{m=1}^{m_p} q_{h_p - h_m} d q_{h_p - h_m}.
\]

For every \( i* + 1 \leq j \leq p \), the number \( m_j \) ranges from 2 to 4 and indicates whether \( (f_j, h_j) \) is a double, triple or quadrupluar matching. Furthermore, for every \( i* + 1 \leq j \leq p \) and \( 1 \leq m \leq m_j \), \((f_{m*}, h_{m*})\) is some space-time point which belongs to the sequence \((f_1, h_1)_{1 \leq i \leq \tau} \cup \{(f_1, h_1), (f_1, h_1)\} \), such that \( f_{m*} < f_j \). Also, the exponents \( \nu_a, \nu_b \) in (3.19) can take values in \( \{1, 2\} \) and indicate whether the matching in \((f_1, h_1)\) was double, triple or quadrupluar. In any case the product above is bounded by the corresponding expression for \( \nu_a, \nu_b = 1 \), since we have \( q_n(x) \leq 1 \).

In order to perform the summation in (3.16) for \( \mathbb{T}^{xyyz}_1 \) sequences we make the following observation. We can start by summing the last point \((f_p, h_p)\) as follows: We use the fact that
\[ q_{n}(x) \leq 1 \] and Cauchy-Schwarz to obtain that

\[
\sum_{m=1}^{M_{p}} \prod_{(f_{p}, h_{m}) \in \mathcal{E}_{p}} q_{f_{p}-f_{p}^{(p)}}(h_{p} - h_{m}^{(p)}) \leq \sum_{(f_{p}, h_{m}) \in \mathcal{E}_{p}} q_{f_{p}-f_{p}^{(p)}}(h_{p} - h_{m}^{(p)}) q_{f_{p}-f_{p}^{(p)}}(h_{p} - h_{r_{2}^{(p)}})
\]

\[
\leq \left( \sum_{(f_{p}, h_{m}) \in \mathcal{E}_{p}} q_{(f_{p}-f_{p}^{(p)})}^{2}(h_{p} - h_{m}^{(p)}) \right)^{\frac{1}{2}} \left( \sum_{(f_{p}, h_{m}) \in \mathcal{E}_{p}} q_{(f_{p}-f_{p}^{(p)})}^{2}(h_{p} - h_{r_{2}^{(p)}}) \right)^{\frac{1}{2}}
\]

\[
= \left( \sum_{f_{p}} q_{2(f_{p}-f_{p}^{(p)})}(0) \right)^{\frac{1}{2}} \left( \sum_{f_{p}} q_{2(f_{p}-f_{p}^{(p)})}(0) \right)^{\frac{1}{2}}
\]

\[
\leq (\sqrt{R_{N}})^{2} = R_{N} \leq R_{\infty} = \frac{\pi_{d}}{1 - \pi_{d}} < 1.
\]

(3.20)

For the last inequality, we used that the range of \( f_{p} - f_{p}^{(p)} \) is contained in \( \{1, 2, \ldots, N\} \) and the fact that, \( \pi_{d} < \frac{1}{4} \) for \( d \geq 3 \), since \( \pi_{d} \approx 0.34 \), see [44], and \( \pi_{d+1} < \pi_{d} \) for \( d \geq 3 \), see [42]. We can successively iterate this estimate for all values of \( (f_{i}, h_{i}) \) as long as \( i > i_{*} \). Therefore, by recalling (3.16), (3.18) and (3.19) we deduce that

\[
(\sigma \vee 1)^{4M} C^{2M} N^{d-2} \sum_{x,y,z,w \in \mathbb{Z}^{d}} \varphi_{N}(x, y, z, w) \sum_{x_{2}^{(a)}, y_{2}^{(a)}, z_{2}^{(a)}, w_{2}^{(a)} \in T_{1}^{d+\varepsilon} \forall (u,s) \in \{ (x,a),(y,b),(z,c),(w,d) \}} \prod_{(f_{1}, h_{1}) \leq i \leq a} q_{(r_{w}^{(u)})} \]

\[
\leq c_{M}(\sigma \vee 1)^{4M} C^{2M} N^{d-2} \sum_{x,y,z,w \in \mathbb{Z}^{d}} \varphi_{N}(x, y, z, w) \]

\[
\times \left( \sum_{(f_{1}, h_{1}) \leq i \leq a} q_{f_{1}}(\bar{h}_{1} - x) q_{f_{1}}(\bar{h}_{1} - y) \prod_{i=2}^{a} q_{(f_{i}-f_{i-1})}(\bar{h}_{i} - \bar{h}_{i-1}) \right)
\]

\[
\times \left( \sum_{(f_{1}, h_{1}) \leq i \leq b} q_{f_{1}}(\bar{h}_{1} - z) q_{f_{1}}(\bar{h}_{1} - w) \prod_{i=2}^{b} q_{(f_{i}-f_{i-1})}(\bar{h}_{i} - \bar{h}_{i-1}) \right)
\]

\[
\times \left( \sum_{(f_{1}, h_{1}) \leq i \leq b} q_{(f_{j}-f_{a})}(\bar{h}_{i} - \bar{h}_{a}) q_{(f_{j}-f_{b})}(\bar{h}_{i} - \bar{h}_{b}) \right),
\]

(3.21)

where \( c_{M} \) is a constant combinatorial factor which bounds the number of different ways that the points of \( T_{1}^{d+\varepsilon} \) can be mapped to a fixed sequence \( (f_{i}, h_{i})_{1 \leq i \leq p} \), for all \( p \leq \frac{a+b+c+d}{2} \leq 2M \). Therefore, the last step for showing that the sum (3.16) has negligible contribution in (3.12) is to show that for all fixed \( a, b \) the following sum vanishes when \( N \) goes to infinity:

\[
\tilde{C}_{M} N^{d-2} \sum_{x,y,z,w \in \mathbb{Z}^{d}} \varphi_{N}(x, y, z, w) \left( \sum_{(f_{1}, h_{1}) \leq i \leq a} q_{f_{1}}(\bar{h}_{1} - x) q_{f_{1}}(\bar{h}_{1} - y) \prod_{i=2}^{a} q_{(f_{i}-f_{i-1})}(\bar{h}_{i} - \bar{h}_{i-1}) \right)
\]

\[
\times \left( \sum_{(f_{1}, h_{1}) \leq i \leq b} q_{f_{1}}(\bar{h}_{1} - z) q_{f_{1}}(\bar{h}_{1} - w) \prod_{i=2}^{b} q_{(f_{i}-f_{i-1})}(\bar{h}_{i} - \bar{h}_{i-1}) \right)
\]

\[
\times \left( \sum_{(f_{1}, h_{1}) \leq i \leq b} q_{(f_{j}-f_{a})}(\bar{h}_{i} - \bar{h}_{a}) q_{(f_{j}-f_{b})}(\bar{h}_{i} - \bar{h}_{b}) \right),
\]

(3.22)

where \( \tilde{C}_{M} = c_{M}(\sigma \vee 1)^{4M} C^{2M} \). Let us describe how this can be done. Recall that

\[
\varphi_{N}(x, y, z, w) = \prod_{u \in \{x,y,z,w\}} \varphi(\frac{u}{N}) \frac{1}{N^{d/2}}.
\]
In (3.22), we can bound \( \varphi \left( \frac{x}{\sqrt{N}} \right) \varphi \left( \frac{y}{\sqrt{N}} \right) \) by \( \| \varphi \|^2_\infty \) and sum out \( z, w \) using that \( \sum_{u \in \mathbb{Z}^d} q_n(u) = 1 \) so that we bound (3.22) by

\[
\frac{\tilde{C}_M \| \varphi \|^2_\infty}{N^2} \sum_{x, y \in \mathbb{Z}^d} \varphi_N(x, y) \left( \sum_{(f, h) : 1 \leq i \leq a} q_f(h_1 - x)q_f(h_1 - y) \prod_{i=2}^a q^2_{f_i-f_{i-1}}(h_i - h_{i-1}) \right) \\
\times \left( \sum_{(f, h) : 1 \leq i \leq b} \prod_{i=2}^b q^2_{f_i-f_{i-1}}(h_i - h_{i-1}) \right) \\
\times \left( \sum_{(f, h) : 1 \leq i \leq b} q(f_{i*} - f_a)(h_{i*} - h_a)q(f_{i*} - f_b)(h_{i*} - h_b) \right). \tag{3.23}
\]

We sum out all points \((f_{i-1}, h_{i-1})_{2 \leq i < b}\) successively, starting from \((f_1, h_1)\) and moving forward. The contribution of each of these summations is bounded by \( R_N < 1 \), since for each \( 2 \leq i < b \),

\[
\sum_{(f_{i-1}, h_{i-1})} q^2_{f_i-f_{i-1}}(h_i - h_{i-1}) = \sum_{f_{i-1}} q^2_{f_i-f_{i-1}}(0) \leq R_N < 1. \tag{3.24}
\]

because the range of \( f_i - f_{i-1} \) is contained in \( \{1, ..., N\} \). Therefore, we are left with estimating

\[
\frac{\tilde{C}_M \| \varphi \|^2_\infty}{N^2} \sum_{x, y \in \mathbb{Z}^d} \varphi_N(x, y) \left( \sum_{(f, h) : 1 \leq i \leq a} q_f(h_1 - x)q_f(h_1 - y) \prod_{i=2}^a q^2_{f_i-f_{i-1}}(h_i - h_{i-1}) \right) \\
\times \left( \sum_{(f, h) : (f, h) \neq (f_a, h_a) \} \right) q(f_{i*} - f_a)(h_{i*} - h_a)q(f_{i*} - f_b)(h_{i*} - h_b) \right) \right).
\]

The contribution of the sums over \((f_b, h_b)\) and \((f_{i*}, h_{i*})\) is

\[
\sum_{(f_{i*}, h_{i*})} q(f_{i*} - f_a)(h_{i*} - h_a) \sum_{(f_b, h_b)} q(f_{i*} - f_b)(h_{i*} - h_b) \leq N^2. \tag{3.25}
\]

by summing first over space, using that \( \sum_{u \in \mathbb{Z}^d} q_n(u) = 1 \) and then summing over time using that the range of \( f_{i*} - f_a \) and \( f_{i*} - f_b \) is contained in \( \{1, ..., N\} \). Therefore, it remains to show that the following sum vanishes as \( N \to \infty \):

\[
\frac{\tilde{C}_M \| \varphi \|^2_\infty}{N} \sum_{x, y \in \mathbb{Z}^d} \varphi_N(x, y) \left( \sum_{(f, h) : 1 \leq i \leq a} q_f(h_1 - x)q_f(h_1 - y) \prod_{i=2}^a q^2_{f_i-f_{i-1}}(h_i - h_{i-1}) \right).
\]

We perform the summation over \((f_i, h_i)\) for \( 2 \leq i \leq a \) starting from \((f_a, h_a)\) and moving backward. The contribution of each of these summations is bounded by \( R_N < 1 \). Consequently, we need to show that

\[
\frac{\tilde{C}_M \| \varphi \|^2_\infty}{N} \sum_{x, y \in \mathbb{Z}^d} \varphi_N(x, y) \sum_{(f_1, h_1)} q_{f_1}(h_1 - x)q_{f_1}(h_1 - y) \xrightarrow[N \to \infty]{} 0.
\]

By summing out the points \( h_1 \in \mathbb{Z}^d \) it suffices to show that

\[
\frac{\tilde{C}_M \| \varphi \|^2_\infty}{N} \sum_{x, y \in \mathbb{Z}^d} \varphi_N(x, y) \sum_{f_1} q_{f_1}(x - y) \xrightarrow[N \to \infty]{} 0.
\]

But it follows from Lemma 3.2 that the last sum is \( O(N^{1-d}) \) hence vanishes as \( N \to \infty \), since \( d \geq 3 \). Therefore, we have proved that the sum (3.16) vanishes as \( N \to \infty \). It is exactly the same to prove the analogous sums for \( T_1^{-\epsilon} \) and \( T_1^{1+w} \) sequences vanish as \( N \to \infty \).

(\textbf{T}_2 \textbf{sequences}) Recall that by the definition of \( T_2 \) sequences we have that for exactly two of the points \((u, s) \in \{(x, a), (y, b), (z, c), (w, d)\}\), it holds for the corresponding sets \( \tau_u^{(0)} \cap (\{1, f_{i*}\} \times \mathbb{Z}^d) \neq \emptyset \).
We will show that the sum
\[ \tau_x^{(a)} \cap (1, f_{i_*}) \times \mathbb{Z}^d = \tau_y^{(b)} \cap (1, f_{i_*}) \times \mathbb{Z}^d \neq \emptyset \]
and
\[ \tau_z^{(c)} \cap (1, f_{i_*}) \times \mathbb{Z}^d = \tau_w^{(d)} \cap (1, f_{i_*}) \times \mathbb{Z}^d = \emptyset . \]
We will refer to this type of sequences as \( T_2^{y\leftrightarrow y} \). Analogously, we can define \( T_2^{z\leftrightarrow z} \) and \( T_2^{x\leftrightarrow x} \).

We will show that the sum
\[ N^{d-2} \sum_{x,y,z,w} \varphi_N(x,y,z,w) \sigma^{a+b+c+d} \sum_{\tau_x^{(a)}, \tau_y^{(b)}, \tau_z^{(c)}, \tau_w^{(d)} \in T_2^{x\leftrightarrow y}} \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} q(\tau_u^{(a)}) \eta(\tau_u^{(b)}) \]
vanishes as \( N \to \infty \). By using (3.17) and the bound \( \sigma^{a+b+c+d} \leq (\sigma \lor 1)^4M \) we obtain that
\[ N^{d-2} \sum_{x,y,z,w} \varphi_N(x,y,z,w) \sigma^{a+b+c+d} \sum_{\tau_x^{(a)}, \tau_y^{(b)}, \tau_z^{(c)}, \tau_w^{(d)} \in T_2^{x\leftrightarrow y}} \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} q(\tau_u^{(a)}) \eta(\tau_u^{(b)}) \leq (\sigma \lor 1)^4MC^{2M} N^{d-2} \sum_{x,y,z,w} \varphi_N(x,y,z,w) \sum_{\tau_x^{(a)}, \tau_y^{(b)}, \tau_z^{(c)}, \tau_w^{(d)} \in T_2^{x\leftrightarrow y}} \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} q(\tau_u^{(a)}) . \]

By the definition of \( (f_{i_*}, h_{i_*}) \) we have that \( (f_{i_*}, h_{i_*}) \) is the first point of at least one of the sequences \( \tau_z^{(c)}, \tau_w^{(d)} \). Let us assume that it is the first point of exactly one of them. We will refer to this type of sequences, \( \tau_x^{(a)}, \tau_y^{(b)}, \tau_z^{(c)}, \tau_w^{(d)} \), as \( T_2^{x\leftrightarrow y} \) sequences, see figure 2. Without loss of generality, we may assume that \( (f_{i_*}, h_{i_*}) \) is the first point of \( \tau_z^{(c)} \). In that case, \( (f_{i_*}, h_{i_*}) \) can be a double or triple matching. Let \( (f_{i_*'}, h_{i_*'}) \) be the first point of \( \tau_w^{(d)} \). We have that \( f_{i_*} \leq f_{i_*'} \). Therefore, we first show that
\[ (\sigma \lor 1)^4MC^{2M} N^{d-2} \sum_{x,y,z,w} \varphi_N(x,y,z,w) \sum_{\tau_x^{(a)}, \tau_y^{(b)}, \tau_z^{(c)}, \tau_w^{(d)} \in T_2^{x\leftrightarrow y}} \prod_{(u,s) \in \{(x,a),(y,b),(z,c),(w,d)\}} q(\tau_u^{(a)}) \longrightarrow 0 . \]

Similarly to the case of \( T_1 \) sequences, for given \( T_2^{x\leftrightarrow y} \) sequences \( \tau_x^{(a)}, \tau_y^{(b)}, \tau_z^{(c)}, \tau_w^{(d)} \) with \( \tau = \tau_x^{(a)} \cup \tau_y^{(b)} \cup \tau_z^{(c)} \cup \tau_w^{(d)} = (f_{i_*}, h_{i_*})_{1 \leq i \leq p} \) and \( p = |\tau| \), the cardinality of \( \tau \), we have that (see Figure 2)
\[
\prod_{(u,s) \in \{(x,a),(y,b),
(z,c),(w,d)\}} q(\tau_w^{(u)}) = q_{\bar{f}_1}(\bar{h}_1 - x)q_{\bar{f}_1}(\bar{h}_1 - y) \prod_{i=2}^q q_{(f_i - f_{i-1})}(\bar{h}_i - \bar{h}_{i-1})
\times q_{(f_{i*} - f_{\alpha})}(h_{i*} - \bar{h}_a) q_{f_{i*}}(h_{i*} - z) q_{f_{i*}}(h_{i*} - w)
\times \prod_{m=1}^{m_{i*}+1} q_{f_{i*+1} - f_{r_m}^{(i*)}}(h_{i*+1} - h_{r_m}^{(i*)}) \prod_{m=1}^{m_{i*+1}} q_{f_{r_m} - f_{r_m}^{(i*)}}(h_{r_m} - h_{r_m}^{(i*)})
\times \prod_{m=1}^{m_{i*+1}} q_{f_{r_m+1} - f_{r_m}^{(i*)}}(h_{r_m+1} - h_{r_m}^{(i*)}) \prod_{m=1}^{m_{i*+1}} q_{f_{r_m} - f_{r_m}^{(i*)}}(h_{r_m} - h_{r_m}^{(i*)}) \leq 1. \tag{3.30}
\]

where, for every \(i_* + 1 \leq j \leq p\), the number \(m_j\) ranges from 2 to 4 and indicates whether \((f_j, h_j)\) was a double, triple or quadruple matching. Also, for every \(i_* + 1 \leq j \leq p\) and \(1 \leq m \leq m_j\), \((f_{r_m}^{(j)}, h_{r_m}^{(j)})\) is some space-time point which belongs to the sequence \((f_i, h_i)_{i \leq i \leq p} \cup \{f_\alpha, \bar{h}_a\}\), such that \(f_{r_m}^{(j)} < f_j\). However, note that in the third line of (3.29), the product for \((f_{i*}, h_{i*})\) runs from \(m = 1\) to \(m_{i*} - 1\), since \(q_{f_{i*}}(h_{i*} - w)\) appears in the second line. The exponent \(\nu_a\) in the second line of (3.29) can take values 1 or 2 and indicates whether \((f_{i*}, h_{i*})\) is a double or triple matching; it cannot be a quadruple matching since we assumed that it is contained only in \(\tau_w^{(c)}\) and not in \(\tau_w^{(d)}\). In any case, we can bound \(q_{(f_{i*} - f_\alpha)}(h_{i*} - \bar{h}_a)\) by \(q_{(f_{i*} - f_\alpha)}(h_{i*} - \bar{h}_a)\).

We first make some observations so that the presentation is more concise. By iterating (3.20) we obtain that

\[
\sum_{(f_{i*+1}, h_{i*+1})} \prod_{m=1}^{m_{i*}+1} q_{f_{i*+1} - f_{r_m}^{(i*)}}(h_{i*+1} - h_{r_m}^{(i*)}) \prod_{m=1}^{m_{i*+1}} q_{f_{r_m} - f_{r_m}^{(i*)}}(h_{r_m} - h_{r_m}^{(i*)}) \leq 1. \tag{3.30}
\]

We also have that

\[
\sum_{w \in \mathbb{Z}^d} \varphi_N(w) q_{f_{i*}}(h_{i*} - w) = \frac{1}{N^\frac{d}{2}} \sum_{w \in \mathbb{Z}^d} \varphi \left( \frac{w}{\sqrt{N}} \right) q_{f_{i*}}(h_{i*} - w) = \frac{\|\varphi\|_\infty}{N^\frac{d}{2}} \sum_{w \in \mathbb{Z}^d} q_{f_{i*}}(h_{i*} - w) = \frac{\|\varphi\|_\infty}{N^\frac{d}{2}}, \tag{3.31}
\]

and then we can sum

\[
\sum_{(f_{i*}, h_{i*})} \prod_{m=1}^{m_{i*}+1} q_{f_{i*} - f_{r_m}^{(i*)}}(h_{i*} - h_{r_m}^{(i*)}) \leq \sum_{(f_{i*}, h_{i*})} q_{f_{i*} - f_{r_1}^{(i*)}}(h_{i*} - h_{r_1}^{(i*)}) \leq N, \tag{3.32}
\]

Having summed out the points \((f_{i*}, h_{i*})_{i \geq i_*}\), we can iterate estimate (3.20) again to obtain that

\[
\sum_{(f_{i*+1}, h_{i*+1})} \prod_{m=1}^{m_{i*+1}} q_{f_{i*+1} - f_{r_m}^{(i*)}}(h_{i*+1} - h_{r_m}^{(i*)}) \prod_{m=1}^{m_{i*+1}} q_{f_{r_m} - f_{r_m}^{(i*)}}(h_{r_m} - h_{r_m}^{(i*)}) \leq 1. \tag{3.33}
\]
Therefore, in view of (3.29), (3.28) and by using (3.30), (3.31), (3.32) and (3.33) in their respective order, we get that

\[
(\sigma \vee 1)^{4M} C^{2M} N^{d-2} \sum_{x,y,z,w \in \mathbb{Z}^d} \varphi_N(x, y, z, w) \sum_{\tau_x, \tau_y, \tau_z, \tau_w \in \mathbb{T}_{2,0}^{x+y} (u,s) \in \{(x,a),(y,b), (z,c),(w,d)\}} \prod q(\tau_u^{(a)}) \leq \|\varphi\|_{\infty} c_{M,\sigma} (\sigma \vee 1)^{4M} C^{2M} N^{d-2} \sum_{x,y,z \in \mathbb{Z}^d} \varphi_N(x, y, z)
\]

\[
\times \prod 2M \left( \sum_{a=1}^{2M} \left( \frac{1}{(f_1, h_1)_{1 \leq i \leq a}} \sum q(f_i, h_i - x)q(f_i, h_i - y) \prod_{i=2}^{a} q_2(f_i, h_i - (h_i - h_{i-1})) \right)
\times \left( \sum_{(f_i, h_i)_{1 \leq i \leq a}} q(f_i, h_i - h_{a}) q(f_i, h_i - z) \right)
\right)
\]

where \(c_{M,\sigma}\) is a constant combinatorial factor which bounds the number of possible assignments of \(\mathbb{T}_{2,0}^{x+y}\) sequences, \(\tau_x, \tau_y, \tau_z, \tau_w\) to \((f_i, h_i)_{1 \leq i \leq p}\). We set \(\tilde{C}_{M,\sigma} := c_{M,\sigma} (\sigma \vee 1)^{4M} C^{2M}\). In order to establish (3.28), we need to show that for all fixed \(a \leq 2M\)

\[
\|\varphi\|_{\infty} \tilde{C}_{M,\sigma} N^{\frac{d}{2} - 1} \times \left( \sum_{(f_i, h_i)_{1 \leq i \leq a}} q(f_i, h_i - x)q(f_i, h_i - y) \prod_{i=2}^{a} q_2(f_i, h_i - (h_i - h_{i-1})) \times \left( \sum_{(f_i, h_i)_{1 \leq i \leq a}} q(f_i, h_i - h_{a}) q(f_i, h_i - z) \right) \right) \xrightarrow{N \to \infty} 0.
\]

In analogy to (3.31), we have that

\[
\sum_{x \in \mathbb{Z}^d} \varphi_N(x) q(f_1, h_1 - x) \leq \frac{\|\varphi\|_{\infty}}{N^\frac{d}{2}}.
\]

Furthermore, by summing over \((f_i, h_i)_{1 \leq i \leq a}\) we deduce that

\[
\sum_{(f_i, h_i)_{1 \leq i \leq a}} q(f_i, h_i - h_{a}) \leq N,
\]

since the spatial sum is equal to 1 and \(f_i - f_1 \in \{1, ..., N\}\). Therefore, the last step in order to establish (3.28) is to show that

\[
\tilde{C}_{M,\sigma} \|\varphi\|_{\infty}^2 \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x, y) \sum_{(f_i, h_i)_{1 \leq i \leq a}} q(f_i, h_i - x)q(f_i, h_i - y) \prod_{i=2}^{a} q_2(f_i, h_i - (h_i - h_{i-1})) \xrightarrow{N \to \infty} 0.
\]

By summing over the points \((f_i, h_i)_{2 \leq i \leq a}\), this amounts to proving that

\[
\tilde{C}_{M,\sigma} \|\varphi\|_{\infty}^2 \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x, y) \sum_{f_1} q_2(f_1 - x - y) \xrightarrow{N \to \infty} 0,
\]

which is true by Lemma 3.2. The same procedure can be followed for sequences of type \(\mathbb{T}_{2,0}^{x+z}\) and \(\mathbb{T}_{2,0}^{x+w}\). So, this concludes the estimate for \(\mathbb{T}_{2,0}^{x+y}\) sequences in the case that \((f_i, h_i)_{1 \leq i \leq a}\) is the first point of only one of the sequences \(\tau_x^{(c)}, \tau_w^{(d)}\) and by symmetry also for the analogous cases for \(\mathbb{T}_{2,0}^{z+x}\) and \(\mathbb{T}_{2,0}^{z+w}\).

Let us treat the case where \((f_i, h_i)_{1 \leq i \leq a}\) is the first point of both sequences \(\tau_x^{(c)}, \tau_w^{(d)}\). Then, \((f_i, h_i)_{1 \leq i \leq a}\) is a triple or quadruple matching, i.e., either \((f_i, h_i)_{1 \leq i \leq a}\) is \(\tau_x^{(a)}, \tau_x^{(b)}\), or \((f_i, h_i)_{1 \leq i \leq a}\) is \(\tau_y^{(a)}, \tau_y^{(b)}\). Both cases can be treated as we did for \(T_1\) sequences. Namely, we can first restrict ourselves to the sequence \((f_i, h_i)_{1 \leq i \leq a}\) by using the bound we used in (3.20). After following the procedure we described for \(T_1\) sequences we get that the sum in this case is either \(O(N^{-\frac{d}{2}})\) if \((f_i, h_i)_{1 \leq i \leq a}\) is a triple matching and \(O(N^{-1-\frac{d}{2}})\) when \((f_i, h_i)_{1 \leq i \leq a}\) is a quadruple matching. Thus, in total the contribution of \(\mathbb{T}_2\) sequences to (3.12), is \(O(N^{1-\frac{d}{2}})\).
(T₃ sequences). For all \((u, s) \in \{(x, a), (y, b), (z, c), (w, d)\}\) we have that \(\tau_u^{(s)} \cap ([1, f_u] \times \mathbb{Z}^d) = \emptyset\). This implies that \(i_* = 1\) and \((f_{i_*}, h_{i_*})\) is a triple or quadruple matching. It is easy to see, using the technique for \(T_1\) and \(T_2\) sequences, that the contribution of \(T_3\) sequences to (3.12) is \(O(N^{-\frac{1}{2}})\).

Therefore, we have showed that the part of the sum (3.12) which is over sequences of Type 1 (\(T_1\)), Type 2 (\(T_2\)) or Type 3 (\(T_3\)) is negligible in the \(N \to \infty\) limit. Thus, the proof is complete. □

**Proof of Theorem 1.1.** By Proposition 3.4 we obtain that \(Z_{N, \beta}^2(\varphi)\) converges in distribution to a centered Gaussian random variable \(\mathcal{G}_M\) as \(N \to \infty\), with variance equal to

\[
\text{Var}[\mathcal{G}_M] = \sum_{k=1}^{M} C_{\beta}^{(k)} \int_0^1 dt \int_{\mathbb{R}^d} dx dy \varphi(x) g_{\beta}(x-y) \varphi(y).
\]

We also have that

\[
\lim_{M \to \infty} \text{Var}[\mathcal{G}_M] = \sum_{k=1}^{\infty} C_{\beta}^{(k)} \int_0^1 dt \int_{\mathbb{R}^d} dx dy \varphi(x) g_{\beta}(x-y) \varphi(y) = \text{Var}Z_{\beta}(\varphi),
\]

where \(Z_{\beta}(\varphi)\) is the random variable defined by Theorem 1.1, since

\[
\sum_{k=1}^{\infty} C_{\beta}^{(k)} = \sigma^2(\beta) \sum_{k=1}^{\infty} \sigma(\beta)^2(\lambda - 1) \sum_{1 \leq \ell_1 < \cdots < \ell_{k-1}} \prod_{i=1}^{k-1} g(\ell_i - \ell_{i-1})(0) = \sigma^2(\beta)E[e^{\lambda(2)\mathcal{L}_{\infty}}].
\]

Combining this with Lemma 3.3, we obtain the conclusion of Theorem 1.1, that is \(Z_{N, \beta}(\varphi) \overset{(d)}{\to} Z_{\beta}(\varphi)\).

**4. Edwards-Wilkinson fluctuations for the log-partition function**

In this section we prove Theorem 1.2, namely, the Edwards-Wilkinson fluctuations for the log-partition function.

We will need to impose one more condition to the random environment for technical reasons. Specifically, we require that the law of the random environment satisfies a concentration inequality. In particular, we assume that there exists an exponent \(\gamma > 1\) and constants \(C_1, C_2 > 0\), such that for every \(n \in \mathbb{N}\), 1-Lipschitz function \(f : \mathbb{R}^n \to \mathbb{R}\) and i.i.d. random variables \(\omega_1, \ldots, \omega_n\) having law \(\mathbb{P}\), we have that

\[
\mathbb{P}\left(\left|f(\omega_1, \ldots, \omega_n) - M_f\right| \geq t\right) \leq C_1 \exp\left(-\frac{t^\gamma}{C_2}\right), \tag{4.1}
\]

where \(M_f\) denotes a median of \(f(\omega_1, \ldots, \omega_n)\). One can replace the median by \(\mathbb{E}[f(\omega_1, \ldots, \omega_n)]\), by changing the constants \(C_1, C_2\) appropriately. Condition (4.1) is satisfied if \(\omega\) has a density of the form \(\exp(-V(\cdot) + U(\cdot))\), where \(V\) is uniformly strictly convex and \(U\) is bounded, see [37]. It also enables us to formulate the following left-tail estimate. For \(\Lambda \subseteq \mathbb{N} \times \mathbb{Z}^d\), let \(Z_{N, \beta}(x)\) denote the partition function which contains disorder only from \(\Lambda\), that is

\[
Z_{N, \beta}(x) = \mathbb{E}_x\left[\exp\left(\sum_{(n,z) \in \Lambda} (\beta \omega_{n,z} - \lambda(\beta)) 1_{S_n = z}\right)\right].
\]

Then, we have the following Proposition:

**Proposition 4.1 (Left-tail estimate).** For every \(\beta \in (0, \beta_{L2})\) there exists a constant \(c_\beta > 0\), such that: for every \(N \in \mathbb{N}\), \(\Lambda \subseteq \mathbb{N} \times \mathbb{Z}^d\), one has that \(\forall t \geq 0\)

\[
\mathbb{P}\left(\log Z_{N, \beta}(x) \leq -t\right) \leq c_\beta \exp\left(-\frac{t^\gamma}{c_\beta}\right),
\]

where \(\gamma\) is the exponent in (4.1).
Proposition 4.1 provides an additional advantage to our analysis and that is the existence of all negative moments for the partition function and all positive moments for the log-partition function. In particular, the following is in our disposal,

**Proposition 4.2.** For every \( \beta \in (0, \beta_L) \), \( \Lambda \subseteq \mathbb{N} \times \mathbb{Z}^d \) and \( p > 0 \) one has that there exist constants \( C_{p, \beta}^{\text{neg}}, C_{p, \beta}^{\text{log}} \) such that

\[
\sup_{N \in \mathbb{N}} \mathbb{E} \left[ \left( Z_{N, \beta}^{\Lambda}(x) \right)^{-p} \right] \leq C_{p, \beta}^{\text{neg}}, \\
\sup_{N \in \mathbb{N}} \mathbb{E} \left[ \left| \log Z_{N, \beta}^{\Lambda}(x) \right|^p \right] \leq C_{p, \beta}^{\text{log}}.
\]

We refer to [12] for the proofs of Propositions 4.1, 4.2, as the method presented there can be followed exactly to give those results in our case. For Proposition 4.1 see also [14], where this method appeared in the context of pinning models.

We will also need the existence of \( 2 + \delta \) moments for the partition function. This can be established with the use of hypercontractivity, for which we refer to Section 3 of [12] for a detailed exposition. In particular, we have the following proposition:

**Proposition 4.3.** For every \( \beta \in (0, \beta_L) \), there exists \( p = p_\beta \in (2, \infty) \), such that

\[
\sup_{N \in \mathbb{N}} \mathbb{E} \left[ \left( Z_{N, \beta}(x) \right)^p \right] < \infty.
\]

Let us proceed to the sketch of the proof for the Edwards-Wilkinson fluctuations for the log-partition function. For every \( x \in \mathbb{Z}^d \) we define a space-time window around \( x \) as follows

\[
A_N^x = \left\{ (n, z) : 1 \leq n \leq N^\varepsilon, |x-z| < N^{\frac{\varepsilon}{2} + \alpha} \right\}, \quad (4.2)
\]

for \( \varepsilon \in (0, 1) \) and \( \alpha \in (0, \frac{\varepsilon}{2}) \), much smaller than \( \frac{\varepsilon}{2} \). These scale parameters are going to be determined later in the proofs. We decompose the partition function as:

\[
Z_{N, \beta}(x) = Z_{N, \beta}^A(x) + \hat{Z}_{N, \beta}^A(x),
\]

where

\[
Z_{N, \beta}^A(x) = \mathbb{E}_x \left[ \exp \left( \sum_{(n, z) \in A_N^x} \left( \beta \omega_{n, z} - \lambda(\beta) \right) \mathbb{1}_{S_n} \right) \right],
\]

is the partition function which contains disorder only from the set \( A_N^x \), while the remainder,

\[
\hat{Z}_{N, \beta}^A(x) = Z_{N, \beta}(x) - Z_{N, \beta}^A(x),
\]

necessarily contains disorder from points outside of \( A_N^x \) in its chaos decomposition, see also [12], Section 2, for analogous definitions. The chaos expansions of \( Z_{N, \beta}^A(x), \hat{Z}_{N, \beta}^A(x) \) are

\[
Z_{N, \beta}^A(x) = 1 + \sum_{k \geq 1} \sigma^k \sum_{(n, z_1, \ldots, z_k) \in A_N^x} q_{n_1}(z_1 - x) \prod_{i=2}^k q_{n_i - n_{i-1}}(z_i - z_{i-1}) \prod_{i=1}^k \eta_{n_i, z_i}, \quad (4.3)
\]

and

\[
\hat{Z}_{N, \beta}^A(x) = \sum_{k \geq 1} \sigma^k \sum_{(n, z_1, \ldots, z_k) \in (A_N^x)^c} q_{n_1}(z_1 - x) \prod_{i=2}^k q_{n_i - n_{i-1}}(z_i - z_{i-1}) \prod_{i=1}^k \eta_{n_i, z_i}. \quad (4.4)
\]

We can then write, for every \( x \in \mathbb{Z}^d \),

\[
\log Z_{N, \beta}(x) = \log Z_{N, \beta}^A(x) + \log \left( 1 + \frac{\hat{Z}_{N, \beta}^A(x)}{Z_{N, \beta}^A(x)} \right), \quad (4.5)
\]

The first step we take is to show that the contribution of the term \( \log Z_{N, \beta}^A(x) \) to the fluctuations of \( \log Z_{N, \beta}(x) \) is negligible, when averaged over \( x \), in the following sense.
Proposition 4.4. Let \( \varphi \in C_c(\mathbb{R}^d) \) be a test function. Then, we have that
\[
N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) \left( \log Z_{N,\beta}^A(x) - \mathbb{E}[ \log Z_{N,\beta}^A(x) ] \right) \xrightarrow{L^2(P)} 0. \tag{4.6}
\]

The second step is to prove that we can replace \( \log \left( 1 + \frac{\hat{Z}_{N,\beta}(x)}{Z_{N,\beta}^A(x)} \right) \) by \( \frac{\hat{Z}_{N,\beta}(x)}{Z_{N,\beta}^A(x)} \). In particular, if we define \( O_N(x) := \log \left( 1 + \frac{\hat{Z}_{N,\beta}(x)}{Z_{N,\beta}^A(x)} \right) - \frac{\hat{Z}_{N,\beta}(x)}{Z_{N,\beta}^A(x)} \), then we will show that

Proposition 4.5. Let \( \varphi \in C_c(\mathbb{R}^d) \) be a test function. Then, we have that
\[
N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) \left( O_N(x) - \mathbb{E}[O_N(x)] \right) \xrightarrow{L^1(P)} 0. \tag{4.7}
\]

Therefore, we need to identify the fluctuations of the quotient \( \frac{\hat{Z}_{N,\beta}(x)}{Z_{N,\beta}^A(x)} \). Note that this quantity has mean zero since each term in the chaos expansion of \( \hat{Z}_{N,\beta}(x) \) contains disorder outside \( A_N^x \), see (4.4). To study the fluctuations of \( \frac{\hat{Z}_{N,\beta}(x)}{Z_{N,\beta}^A(x)} \) we define, for a suitable \( \varrho \in (\varepsilon,1) \), the set
\[
B_N^\varrho = ((N^\varrho, N] \cap \mathbb{N}) \times \mathbb{Z}^d, \tag{4.8}
\]
and show, employing the local limit theorem for random walks, that the asymptotic factorisation
\[
\hat{Z}_{N,\beta}(x) \approx Z_{N,\beta}^A(x)(Z_{N,\beta}^{B^\varrho}(x) - 1)
\]
takes place when we average over \( x \), namely

Proposition 4.6. Let \( \varphi \in C_c(\mathbb{R}^d) \) be a test function. Then, we have that
\[
N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) \left( \frac{\hat{Z}_{N,\beta}(x)}{Z_{N,\beta}^A(x)} - (Z_{N,\beta}^{B^\varrho})(x) - 1 \right) \xrightarrow{L^1(P)} 0. \tag{4.9}
\]

The last step is to show that the fluctuations of \( Z_{N,\beta}^{B^\varrho}(x) - 1 \) when averaged over \( x \), are Gaussian with variance equal to that of Theorem 1.1, namely

Proposition 4.7. Let \( \varphi \in C_c(\mathbb{R}^d) \) be a test function. Then, we have the following convergence in distribution,
\[
N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) \left( Z_{N,\beta}^{B^\varrho}(x) - 1 \right) \xrightarrow{(d)} Z_\beta(\varphi),
\]
where \( Z_\beta(\varphi) \) is the centered normal random variable appearing in Theorem 1.1.

We begin with the proof of Proposition 4.4.

Proof of Proposition 4.4. It suffices to restrict the summation and show that
\[
N^{\frac{d}{2} - 1} \sum_{|x-y| \leq 2N^{\frac{d}{2} + \alpha}} \varphi_N(x,y) \text{Cov} \left( \log Z_{N,\beta}^A(x), \log Z_{N,\beta}^A(y) \right) \xrightarrow{N \to \infty} 0, \tag{4.10}
\]
because, by the definition of the sets \( A_N^x \), if \(|x-y| > 2N^{\frac{d}{2} + \alpha}\), then \( \log Z_{N,\beta}^A(x) \) and \( \log Z_{N,\beta}^A(y) \) are independent, so the covariance vanishes. The proof will be divided in four steps.

(Step 1) - Martingale decomposition. We will expand the covariance appearing in (4.10) by using a martingale difference decomposition. Let \( \{\omega_1, \omega_2, \ldots\} \) be an arbitrary enumeration of the disorder indexed by \( N \times \mathbb{Z}^d \). We can then define a filtration \( (\mathcal{F}_t)_{t \geq 1} \), such that \( \mathcal{F}_t = \sigma(\omega_{a_1}, ..., \omega_{a_t}) \). We define also \( \mathcal{F}_0 = \{\emptyset, \Omega\} \), where \( \Omega \) is the underlying sample space where the random variables \( (\omega_{n,z})_{(n,z) \in N^2 \times \mathbb{Z}^d} \), are defined. Using this filtration we can write the difference \( \log Z_{N,\beta}^A(x) - \mathbb{E}[\log Z_{N,\beta}^A(x)] \) as a telescoping sum, namely
\[
\log Z_{N,\beta}^A(x) - \mathbb{E} \left[ \log Z_{N,\beta}^A(x) \right] = \sum_{j \geq 1} \left( \mathbb{E} \left[ \log Z_{N,\beta}^A(x) | \mathcal{F}_j \right] - \mathbb{E} \left[ \log Z_{N,\beta}^A(x) | \mathcal{F}_{j-1} \right] \right). \tag{4.9}
\]

Then, using the shorthand notation \( D_j(x) = \mathbb{E} \left[ \log Z_{N,\beta}^A(x) | \mathcal{F}_j \right] - \mathbb{E} \left[ \log Z_{N,\beta}^A(x) | \mathcal{F}_{j-1} \right] \) we have that:

\[
\text{Cov} \left( \log Z_{N,\beta}^A(x), \log Z_{N,\beta}^A(y) \right) = \sum_{k,j \geq 1} \mathbb{E} \left[ D_k(x) D_j(y) \right] = \sum_{j \geq 1} \mathbb{E} \left[ D_j(x) D_j(y) \right],
\]

where we used the fact that if \( j < k \), conditioning on \( \mathcal{F}_j \) shows that \( D_j(x), D_k(y) \) are orthogonal in \( L^2(\mathbb{P}) \). Therefore, we are able to rewrite the sum in (4.8) as

\[
N^{-\frac{d}{2}} \sum_{|x-y| \leq 2N^{\frac{d}{2}+\alpha}} \varphi_N(x,y) \sum_{j \geq 1} \mathbb{E} \left[ D_j(x) D_j(y) \right]. \tag{4.10}
\]

One has to make an important observation at this point. If \( a_j \) is not contained in \( A_N^x \), then \( D_j(x) = 0 \). Hence, the rightmost sum in (4.10) is non-zero only for \( j \geq 1 \), such that \( a_j \in A_N^x \cap A_N^y \).

**Step 2 - Resampling.** Let us now look more closely to the martingale differences \( D_j(x) \). We will rewrite them in a closed form using a local resampling scheme. Fix \( j \) such that \( a_j \in A_N^x \cap A_N^y \).

We can write

\[
\log Z_{N,\beta}^A(x) = \log Z_{N,\beta}^{A_T a_j}(x) + \left( \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A_T a_j}(x) \right),
\]

where we used the notation \( T_{a_j} \omega \) to denote the disorder environment, where the \( \omega_{a_j} \) disorder variable has been replaced by an independent copy \( \tilde{\omega}_{a_j} \). We also have

\[
\log Z_{N,\beta}^A(x) = \mathbb{E}_{\tilde{\omega}} \left[ \log Z_{N,\beta}^{A_T a_j}(x) \right] + \mathbb{E}_{\tilde{\omega}} \left[ \log \left( \frac{Z_{N,\beta}^A(x)}{Z_{N,\beta}^{A_T a_j}(x)} \right) \right],
\]

where \( \mathbb{E}_{\tilde{\omega}} [\cdot] \) denotes the expectation with respect to the resampled noise (which in the expression above reduces to just integration of \( \tilde{\omega}_{a_j} \)), since the left hand side of the above equation does not depend on \( \tilde{\omega} \). We note that the following equality is true:

\[
\mathbb{E} \left[ \mathbb{E}_{\tilde{\omega}} \left[ \log Z_{N,\beta}^{A_T a_j}(x) \right] | \mathcal{F}_j \right] = \mathbb{E} \left[ \log Z_{N,\beta}^A(x) | \mathcal{F}_{j-1} \right]. \tag{4.11}
\]

One can see this by rewriting both sides of the equation, using the fact that, given a random function \( f(\omega) \), where \( \omega = (\omega_k)_{k \geq 1} \) is a sequence of i.i.d. random variables, then \( \mathbb{E} [f(\omega) | \mathcal{F}_j] = \int f(\omega) \prod_{k>j} \mathbb{P}(d\omega_k) \mathbb{P}(d\omega_j) \).

In conclusion, we have managed to rewrite the difference \( D_j(x) \) as

\[
D_j(x) = \mathbb{E} \left[ \mathbb{E}_{\tilde{\omega}} \left[ \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A_T a_j}(x) \right] | \mathcal{F}_j \right]. \tag{4.12}
\]

The next step shows how we can remove the logarithms.

**Step 3 - Removing the logarithms.** We fix a positive number \( h \in (0, \frac{1}{2}) \) and for \( x \in \mathbb{Z}^d \), we define

\[
E_j(x) := \left\{ Z_{N,\beta}^A(x), Z_{N,\beta}^{A_T a_j}(x) \geq N^{-h} \right\}. \tag{4.13}
\]

We then decompose \( D_j(x) \) as follows

\[
D_j(x) = \mathbb{E} \left[ \mathbb{E}_{\tilde{\omega}} \left[ \left( \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A_T a_j}(x) \right) 1_{E_j(x)} \right] | \mathcal{F}_j \right] \\
+ \mathbb{E} \left[ \mathbb{E}_{\tilde{\omega}} \left[ \left( \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A_T a_j}(x) \right) 1_{E_j^c(x)} \right] | \mathcal{F}_j \right].
\]
We will first prove that

\[ D_j^{(b)}(x) := \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A,T_{a_j}}(x) \right) \mathbb{1}_{E_j(x)} \right] \mathcal{F}_j, \]

\[ D_j^{(a)}(x) := \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A,T_{a_j}}(x) \right) \mathbb{1}_{E_j'(x)} \right] \mathcal{F}_j. \]

for the two summands of this decomposition. We then have that

\[
\sum_{j : a_j \in A_N^x \cap A_N^y} \mathbb{E}\left[ D_j(x)D_j(y) \right] = \sum_{j : a_j \in A_N^x \cap A_N^y} \mathbb{E}\left[ D_j^{(b)}(x)D_j^{(b)}(y) \right] \\
+ \sum_{j : a_j \in A_N^x \cap A_N^y} \mathbb{E}\left[ D_j^{(a)}(x)D_j^{(a)}(y) \right] + \mathbb{E}\left[ D_j^{(a)}(x)D_j^{(b)}(y) \right] + \mathbb{E}\left[ D_j^{(b)}(x)D_j^{(a)}(y) \right].
\]

(4.14)

We will first prove that

\[
N^{\frac{d}{2} - 1} \sum_{|x-y| \leq 2N^\frac{d}{2} + \alpha} \varphi_N(x,y) \sum_{j : a_j \in A_N^x \cap A_N^y} \mathbb{E}\left[ D_j^{(a)}(x)D_j^{(b)}(y) \right] \xrightarrow{N \to \infty} 0.
\]

(4.15)

Note that

\[
|D_j^{(b)}(x)| \leq \mathbb{E}\left[ \left| \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A,T_{a_j}}(x) \right| \mathbb{1}_{E_j(x)} \right] \mathcal{F}_j \\
\leq N^h \mathbb{E}\left[ \left| Z_{N,\beta}^A(x) - Z_{N,\beta}^{A,T_{a_j}}(x) \right| \mathbb{1}_{E_j(x)} \right] \mathcal{F}_j \\
\leq N^h \mathbb{E}\left[ \left| Z_{N,\beta}^A(x) - Z_{N,\beta}^{A,T_{a_j}}(x) \right| \right] \mathcal{F}_j,
\]

(4.16)

where we used the fact that if \( x, y \in [t, \infty) \) for some positive \( t > 0 \), then \( |\log x - \log y| \leq \frac{1}{t}|x - y| \), for the second inequality. For the sake of the presentation, we shall adopt the notation

\[
\mathbb{E}\left[ \left| Z_{N,\beta}^A(x) - Z_{N,\beta}^{A,T_{a_j}}(x) \right| \right] \mathcal{F}_j := W_j(x),
\]

(4.17)

by omitting the dependence in \( N \). By using the estimate (4.16) and summing over \( j : a_j \in A_N^x \cap A_N^y \) we deduce that

\[
\sum_{j : a_j \in A_N^x \cap A_N^y} \mathbb{E}\left[ |D_j^{(b)}(x)D_j^{(b)}(y)| \right] \leq N^{2h} \sum_{j : a_j \in A_N^x \cap A_N^y} \mathbb{E}\left[ W_j(x)W_j(y) \right].
\]

(4.18)

If we denote by \( S^x \) the path of a random walk starting at \( x \) we have

\[
Z_{N,\beta}^A(x) - Z_{N,\beta}^{A,T_{a_j}}(x) = \sigma(\beta)(\eta_{a_j} - \tilde{\eta}_{a_j}) \mathbb{E}_x [ \mathbb{1}_{a_j \in S^x} e^{H_{A_{\Lambda_{a_j}}}^x(\omega)} ]
\]

(4.19)

where

\[
H_{A_{\Lambda_{a_j}}}^x(\omega) := \sum_{a \in A_N^x \text{ and } a \neq a_j} \left[ \beta \omega_a - \lambda(\beta) \right] \mathbb{1}_{a \in S^x},
\]

(4.20)

and recall from (3.2) that

\[
\eta_{a_j} = \frac{e^{\beta \omega_{a_j} - \lambda(\beta)} - 1}{\sigma(\beta)} \quad \text{and} \quad \tilde{\eta}_{a_j} = \frac{e^{\beta \omega_{a_j} - \lambda(\beta)} - 1}{\sigma(\beta)}.
\]

At this point, we will bound \( W_j(x) \). By (4.17) and (4.19) we have that

\[
W_j(x) = \prod_{k > j} \mathbb{P}(d\omega_{a_k}) \int \mathbb{P}(d\tilde{\omega}_{a_j}) \left| Z_{N,\beta}^A(x) - Z_{N,\beta}^{A,T_{a_j}}(x) \right| \\
= \prod_{k > j} \mathbb{P}(d\omega_{a_k}) \int \mathbb{P}(d\tilde{\omega}_{a_j}) \sigma(\beta) |\eta_{a_j} - \tilde{\eta}_{a_j}| \mathbb{E}_x [ e^{H_{A_{\Lambda_{a_j}}}^x(\omega)} \mathbb{1}_{a_j \in S^x} ].
\]
We will perform this integration in steps. The expectation, $\mathbb{E}_x \left[ e^{\mathcal{H}_{\omega_{a_j}}^{(\beta)}(\omega)} \mathbb{1}_{a_j \in S^x} \right]$, does not depend on $\tilde{\omega}_{a_j}$ by (4.20), and we have by triangle inequality
\[
\int \mathbb{P}(d\tilde{\omega}_{a_j}) \sigma(\beta) |\eta_{a_j} - \tilde{\eta}_{a_j}| \leq \sigma(\beta) \left( |\eta_{a_j}| + 1 \right). \tag{4.21}
\]
Furthermore, by exchanging the integral and the expectation we deduce that
\[
\int \prod_{k>j} \mathbb{P}(d\omega_{a_k}) \mathbb{E}_x \left[ e^{\mathcal{H}_{\omega_{a_{(1\ldots,j-1)}}}^{(\beta)}(\omega)} \mathbb{1}_{a_j \in S^x} \right] = \mathbb{E}_x \left[ e^{H^{(\beta)}_{\omega_{a_{(1\ldots,j-1)}}}(\omega)} \mathbb{1}_{a_j \in S^x} \right], \tag{4.22}
\]
where

\[
H^{(\beta)}_{\omega_{a_{(1\ldots,j-1)}}} := \sum_{1 \leq k \leq j-1 \atop a_k \in A_N^y} \left[ \beta \omega_{a_k} - \lambda(\beta) \right] \mathbb{1}_{a_k \in S^x}.
\]

If $j = 1$, we set the corresponding energy to be equal to 0. Hence, combining (4.21) and (4.22) we obtain that
\[
W_j(x) \leq \sigma(\beta) \left( |\eta_{a_j}| + 1 \right) \mathbb{E}_x \left[ e^{H^{(\beta)}_{\omega_{a_{(1\ldots,j-1)}}}(\omega)} \mathbb{1}_{a_j \in S^x} \right].
\]
Therefore, by Fubini we get that
\[
W_j(x) W_j(y) \leq \sigma^2(\beta) \left( |\eta_{a_j}| + 1 \right)^2 \mathbb{E}_{x,y} \left[ e^{H^{(\beta)}_{\omega_{a_{(1\ldots,j-1)}}}(\omega) + H^{(\beta)}_{\omega_{a_{(1\ldots,j-1)}}}(\omega)} \mathbb{1}_{a_j \in S^x \cap S^y} \right],
\]
which after taking the expectation $\mathbb{E}[\cdot]$ leads to
\[
\mathbb{E}[W_j(x) W_j(y)] \leq 4\sigma^2(\beta) \mathbb{E}_{x,y} \left[ e^{\lambda_2(\beta)\mathcal{L}_N(x,y)} \mathbb{1}_{a_j \in S^x \cap S^y} \right]. \tag{4.23}
\]
Therefore, by summing over $j : a_j \in A_N^y \cap A_N^y$ we deduce that
\[
\sum_{j : a_j \in A_N^y \cap A_N^y} \mathbb{E}[W_j(x) W_j(y)] \leq 4\sigma^2(\beta) \mathbb{E}_{x,y} \left[ e^{\lambda_2(\beta)\mathcal{L}_N(x,y)} \mathcal{L}_{N^x}(x,y) \right]. \tag{4.24}
\]
Note that the rightmost overlap, $\mathcal{L}_{N^x}(x,y)$, goes up to time $N^x$, since by (4.2), for every $j : a_j \in A_N^y \cap A_N^y$, $a_j$ has time index $t \leq N^x$ therefore,
\[
\sum_{j : a_j \in A_N^y \cap A_N^y} \mathbb{1}_{a_j \in S^x \cap S^y} \leq \sum_{n=1}^{N^x} \mathbb{1}_{S_n^x = S_n^y} := \mathcal{L}_{N^x}(x,y).
\]
Recalling (4.18) we get that
\[
\sum_{j : a_j \in A_N^y \cap A_N^y} \mathbb{E} \left[ |D_j^{(y)}(x)D_j^{(y)}(y)| \right] \leq N^{2h} 4\sigma^2(\beta) \mathbb{E}_{x,y} \left[ e^{\lambda_2(\beta)\mathcal{L}_N(x,y) \mathcal{L}_{N^x}(x,y)} \right].
\]
So far, we have shown that
\[
N^{\frac{d}{2} - 1} \sum_{|x-y| \leq 2N^{\frac{d}{2} + a}} \varphi_N(x,y) \sum_{j : a_j \in A_N^y \cap A_N^x} \mathbb{E} \left[ D_j^{(y)}(x)D_j^{(y)}(y) \right] 
\leq 4\sigma^2(\beta) N^{\frac{d}{2} - 1 + 2h} \sum_{|x-y| \leq 2N^{\frac{d}{2} + a}} \varphi_N(x,y) \mathbb{E}_{x,y} \left[ e^{\lambda_2(\beta)\mathcal{L}_N(x,y) \mathcal{L}_{N^x}(x,y)} \right]. \tag{4.25}
\]
Therefore, to establish (4.15), we derive an estimate for $\mathbb{E}_{x,y} \left[ e^{\lambda_2(\beta)\mathcal{L}_N(x,y) \mathcal{L}_{N^x}(x,y)} \right]$. Let us denote by $\tau_{x,y}$, the first meeting time of two independent random walks starting from $x, y \in \mathbb{Z}^d$, respectively. By conditioning on $\tau_{x,y}$ we obtain
\[
\mathbb{E}_{x,y} \left[ e^{\lambda_2(\beta)\mathcal{L}_N(x,y) \mathcal{L}_{N^x}(x,y)} | \tau_{x,y} = n \right] \mathbb{P}(\tau_{x,y} = n).
\]
Using the Markov property we obtain
\[ \sum_{n=1}^{N^e} E_{x,y} \left[ e^{\lambda \beta(x,y) \mathcal{L}_{N_e}(x,y)} P(x,y) = n \right] P(x,y) = \sum_{n=1}^{N^e} E \left[ e^{\lambda \beta(1 + \mathcal{L}_{N_e-n}) (1 + \mathcal{L}_{N-n})} P(x,y) = n \right]. \]

For every \( 1 \leq n \leq N^e \), we can bound the expectation
\[ E \left[ e^{\lambda \beta(1 + \mathcal{L}_{N-n}) (1 + \mathcal{L}_{N-n})} \right] \leq e^{\lambda \beta} \left( E[\mathcal{L}_{N} \mathcal{L}_{1}] + E[\mathcal{L}_{N} \mathcal{L}_{\infty}] \right) = c(\beta) < \infty, \]
because \( \beta \in (0, \beta_{L2}) \), see (4.4). Moreover, we have that
\[ P(x,y) = \sum_{z \in Z^d} q_n(z-x)q_n(z-y) = q_{2n}(x-y). \]

Therefore,
\[ E_{x,y} \left[ e^{\lambda \beta(x,y) \mathcal{L}_{N_e}(x,y)} \right] \leq c(\beta) \sum_{n=1}^{N^e} q_{2n}(x-y). \]

(4.26)

Recalling (4.15), (4.25) and (4.26), in order to conclude Step 3, we need to show that
\[ N^{d-1} + 2h \sum_{|x-y| < 2N^{\frac{d}{2}} + \alpha} \varphi_N(x,y) \sum_{n=1}^{N^e} q_{2n}(x-y) \xrightarrow{N \to \infty} 0. \]

We bound \( \varphi(\frac{y}{N}) \) by its supremum norm and use the fact that \( \sum_{z \in Z^d} q_{2n}(z) = 1 \), to obtain that
\[ N^{d-1} + 2h \sum_{|x-y| < 2N^{\frac{d}{2}} + \alpha} \varphi_N(x,y) \sum_{n=1}^{N^e} q_{2n}(x-y) \leq \|\varphi\|_{\infty} N^{2h+\varepsilon-1} \sum_{x \in Z^d} \varphi_N(x) \leq \|\varphi\|_{\infty} \|\varphi\|_1 N^{2h+\varepsilon-1}. \]

(4.27)

Since \( h \in (0, \frac{1-\varepsilon}{2}) \), we have that \( 2h + \varepsilon < 1 \), hence the last bound vanishes as \( N \to \infty \), which concludes the proof of (4.15).

**Step 4 - Events of small partition functions.** Let us see how one can treat the rest of the terms in the expansion (4.14), which involve the complementary events \( E_j(x), E_j(y) \), recall their definition from (4.13). We need to show that
\[ N^{\frac{d}{2}} - 1 \sum_{|x-y| < 2N^{\frac{d}{2}} + \alpha} \varphi_N(x,y) \sum_{j:a_j \in A_{N^e}\cap A_{N^e}} E \left[ D_j(x) D_j(y) \right] \xrightarrow{N \to \infty} 0, \]

(4.28)

It suffices to show one of these results, since all of them can be treated with similar arguments. Let us present for example the proof that
\[ N^{\frac{d}{2}} - 1 \sum_{|x-y| < 2N^{\frac{d}{2}} + \alpha} \varphi_N(x,y) \sum_{j:a_j \in A_{N^e}\cap A_{N^e}} E \left[ D_j(x) D_j(y) \right] \xrightarrow{N \to \infty} 0. \]

(4.29)

Recall that
\[ D_j(x) = E_2 \left[ \left( \log Z_{N,\beta}^{A,T_a}(x) - \log Z_{N,\beta}^{A,T_a}(y) \right) 1_{E_j(x)} \right] F_j, \]
and
\[ D_j(y) = E_2 \left[ \left( \log Z_{N,\beta}^{A,T_a}(y) - \log Z_{N,\beta}^{A,T_a}(y) \right) 1_{E_j(y)} \right] F_j. \]
By Cauchy-Schwarz one has that
\[ \mathbb{E}\left[ D_j^{(b)}(x)D_j^{(a)}(y) \right] \leq \mathbb{E}\left[ \left(D_j^{(b)}(x)\right)^2 \right]^{\frac{1}{2}} \mathbb{E}\left[ \left(D_j^{(a)}(y)\right)^2 \right]^{\frac{1}{2}}. \]

Note that,
\[ \mathbb{E}\left[ \left(D_j^{(b)}(x)\right)^2 \right] \leq \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A,T_{x_j}}(x) \right) 1_{E_j(x)} \right]^2, \]

and similarly
\[ \mathbb{E}\left[ \left(D_j^{(a)}(y)\right)^2 \right] \leq \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(y) - \log Z_{N,\beta}^{A,T_{x_j}}(y) \right) 1_{E_j(y)} \right]^2, \]

since it is true that \( \mathbb{E}[|X|^2] \leq \mathbb{E}[X^2] \) for a random variable \( X : (\Omega, \mathcal{F}, \mathbb{P}) \to \mathbb{R} \) and a \( \sigma \)-algebra \( \mathcal{G} \subset \mathcal{F} \). We note here that we will use the notation \( \mathbb{E}_{\omega, \tilde{\omega}}[\cdot] \) to denote the expectation with respect to \( \omega \) and \( \tilde{\omega} \), i.e. the resampled disorder. We use Jensen inequality for the expectation \( \mathbb{E}_{\omega}[\cdot] \) and bound the indicator \( 1_{E_j(x)} \leq 1 \) to obtain that
\[ \mathbb{E}\left[ \left(D_j^{(b)}(x)\right)^2 \right] \leq \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A,T_{x_j}}(x) \right) 1_{E_j(x)} \right]^2 \]
\[ \leq \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A,T_{x_j}}(x) \right)^2 \right] \]
\[ = \mathbb{E}_{\omega, \tilde{\omega}}\left[ \left( \log Z_{N,\beta}^A(x) - \log Z_{N,\beta}^{A,T_{x_j}}(x) \right)^2 \right] \]
\[ \leq 4 \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(x) \right)^2 \right] < \infty. \]

by using the inequality \((a + b)^2 \leq 2(a^2 + b^2)\) and the fact that \( \log Z_{N,\beta}^A(x) \) and \( \log Z_{N,\beta}^{A,T_{x_j}}(x) \) have the same distribution. Also, \( \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(x) \right)^2 \right] < \infty \) by Proposition 4.2.

For \( \mathbb{E}\left[ \left(D_j^{(a)}(y)\right)^2 \right] \), we have that
\[ \mathbb{E}\left[ \left(D_j^{(a)}(y)\right)^2 \right] \leq \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(y) - \log Z_{N,\beta}^{A,T_{x_j}}(y) \right) 1_{E_j(y)} \right]^2 \]
\[ \leq \mathbb{E}_{\omega, \tilde{\omega}}\left[ \left( \log Z_{N,\beta}^A(y) - \log Z_{N,\beta}^{A,T_{x_j}}(y) \right)^2 \right] \]
\[ \leq 4 \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(y) \right)^2 \right] \]
\[ \leq 4 \mathbb{E}\left[ \left( \log Z_{N,\beta}^A(y) \right)^4 \right] \]
\[ \leq \mathbb{E}_{\omega, \tilde{\omega}}\left[ \left( Z_{N,\beta}^A \right)^2 \right]. \]

Last, by a union bound we have that \( \mathbb{P}_{\omega, \tilde{\omega}}(E_j^c(y)) \leq 2 \mathbb{P}(Z_{N,\beta}^A < N^{-h}) = 2 \mathbb{P}(Z_{N,\beta}^A(0) < N^{-h}). \)
Therefore, there exists a constant \( \tilde{C}_\beta \), such that for all \( j \geq 1 \),
\[ \mathbb{E}\left[ D_j^{(b)}(x)D_j^{(a)}(y) \right] \leq \tilde{C}_\beta \mathbb{P}(Z_{N,\beta}^A(0) < N^{-h})^{\frac{1}{4}}. \]

Hence, we have that
\[ N^{\frac{d}{2}} \sum_{|x-y| \leq 2N^{\frac{1}{2} + \alpha}} \varphi_N(x, y) \sum_{j : a_j \in A_N^q \cap A_N^p} \mathbb{E}\left[ D_j^{(b)}(x)D_j^{(a)}(y) \right] \]
\[ \leq \tilde{C}_\beta N^{\frac{d}{2}} \sum_{|x-y| \leq 2N^{\frac{1}{2} + \alpha}} \varphi_N(x, y) \sum_{j : a_j \in A_N^q \cap A_N^p} \mathbb{P}(Z_{N,\beta}^A(0) < N^{-h})^{\frac{1}{4}}. \]

From the definition (4.2), we can bound \( |A_N^q \cap A_N^p | \leq N^{\epsilon(\frac{d}{2}+1)} \leq N^{(\frac{d}{2}+1)}. \) We also have that the probability \( \mathbb{P}(Z_{N,\beta}^A(0) < N^{-h}) \) decays super-polynomially by Proposition 4.1 and so does
\[ \mathbb{P}(Z_{N,\beta}^A(0) < N^{-h})^{\frac{1}{k}} \leq c_\beta^{\frac{1}{k}} \exp \left( -\frac{\log N}{4c_\beta} \right), \quad \gamma > 1, \]

Thus, we have that
\[
N^{\frac{d}{2} - 1} \sum_{|x-y|\leq 2N^{\frac{d}{2} + \alpha}} \varphi_N(x,y) \sum_{j : a_j \in A_k^\alpha \cap A_k^\beta} \mathbb{E}\left[ D_j^{(x)}(x)D_j^{(y)}(y) \right] \\
\leq \tilde{C}_\beta N^{\frac{d}{2} - 1} |A_k^\alpha \cap A_k^\beta| \sum_{|x-y|\leq 2N^{\frac{d}{2} + \alpha}} \varphi_N(x,y) \mathbb{P}(Z_{N,\beta}^A(0) < N^{-h})^{\frac{1}{k}} \\
\leq \tilde{C}_\beta \|\varphi\|^2_1 N^{\frac{d}{2} + d} \mathbb{P}(Z_{N,\beta}^A(0) < N^{-h})^{\frac{1}{k}} = O(N^{2d}) \exp \left( -O(\log N) \right).
\]

Since \( \gamma > 1 \), the last bound vanishes and therefore we conclude that
\[
N^{\frac{d}{2} - 1} \sum_{|x-y|\leq 2N^{\frac{d}{2} + \alpha}} \varphi_N(x,y) \sum_{j : a_j \in A_k^\alpha \cap A_k^\beta} \mathbb{E}\left[ D_j^{(x)}(x)D_j^{(y)}(y) \right] \xrightarrow{N \rightarrow \infty} 0.
\]

We now proceed to the proof of Proposition 4.5. We will need the following lemma which provides a bound on the rate of decay of \( \mathbb{E}\left[ (\hat{Z}_{N,\beta}^A(x))^2 \right] \).

**Lemma 4.8.** For every \( \beta \in (0, \beta_{1,2}) \), there exists a constant \( C_\beta \), such that for every \( \lambda \in (0, \varepsilon) \) we have that \( \mathbb{E}\left[ (\hat{Z}_{N,\beta}^A(x))^2 \right] \leq C_\beta N^{-\lambda(\frac{d}{2} - 1)}. \)

**Proof.** Let us fix a positive \( \lambda \in (0, \varepsilon) \). We then have that
\[
\mathbb{E}\left[ (\hat{Z}_{N,\beta}^A(x))^2 \right] = \sum_{k=1}^{N} \sigma^{2k} \sum_{1 \leq n_1 < \ldots < n_k \leq N} \prod_{i=1}^{k} q_{n_i - n_{i-1}}^2(z_i - z_{i-1}).
\]

Since the rightmost summation is over sequences of \( k \) space-time points \((n_i, z_i)_{1 \leq i \leq k}\), such that at least one of the points \((n_i, z_i)\) is not in \( A_k^\alpha \), for every such sequence, there exists at least one index \( i \in \{1, \ldots, k\} \), such that \(|n_i - n_{i-1}| > \frac{1}{k} N^\varepsilon \) or \(|z_i - z_{i-1}| \geq \frac{1}{k} N^{\frac{d}{2} + \alpha}\); recall the definition of \( A_k^\alpha \) from (4.2). Thus, by changing variables \( \omega_i := z_i - z_{i-1}, \ell_i := n_i - n_{i-1} \) and extending the range of summation from \( 1 \leq \ell_1 + \ldots + \ell_k \leq N \) to \( \ell_1, \ldots, \ell_k \in \{1, \ldots, N\} \), we obtain that
\[
\mathbb{E}\left[ (\hat{Z}_{N,\beta}^A(x))^2 \right] \leq \sum_{k=1}^{N} \sigma^{2k} \sum_{\ell_1, \ldots, \ell_k \in \{1, \ldots, N\}} \sum_{\omega_1, \ldots, \omega_k \in \mathbb{Z}^d} \left( 1_{\ell_j > \frac{1}{k} N^\varepsilon} + 1_{\ell_j \leq \frac{1}{k} N^\varepsilon, |\omega_j| > \frac{1}{k} N^{\frac{d}{2} + \alpha}} \right) \prod_{i=1}^{k} q_{\omega_i}^2(\omega_i).
\]

By changing the order of summation, for each \( i \neq j \) we have that \( \sum_{\ell \in 1, \ldots, N} q_{\ell}^2(\omega_i) = \sum_{\ell \in 1, \ldots, N} q_{2\ell}(0) = R_N. \) Thus, we have
\[
\mathbb{E}\left[ (\hat{Z}_{N,\beta}^A(x))^2 \right] \leq \sum_{k=1}^{N} \sigma^{2k} R_{N}^{k-1}k \sum_{\ell \in 1, \ldots, N} \left( 1_{\ell > \frac{1}{k} N^\varepsilon} + 1_{\ell \leq \frac{1}{k} N^\varepsilon, |\omega| > \frac{1}{k} N^{\frac{d}{2} + \alpha}} \right) q_{\ell}^2(\omega). \quad (4.28)
\]
Let us consider the contribution of the two indicator functions separately. For the first one, by summing \( w \in \mathbb{Z}^d \), one obtains, for \( N \) large enough,
\[
\sum_{k=1}^{N} \sigma^{2k} R_N^{k-1} k \sum_{\ell \in N^\varepsilon < \ell \leq N} q_{2\ell}(0) \leq \sum_{k=1}^{N^\varepsilon - \lambda} \sigma^{2k} R_N^{k-1} k \sum_{\ell \in N^\varepsilon < \ell \leq N} q_{2\ell}(0) + \sum_{k > N^\varepsilon - \lambda}^{N} \sigma^{2k} R_N^{k} k
\]
\[
\leq \sum_{k=1}^{N^\varepsilon - \lambda} \sigma^{2k} R_N^{k-1} k (R_N - R_N^\lambda) + \sum_{k > N^\varepsilon - \lambda}^{N} \sigma^{2k} R_N^{k} k
\]
\[
\leq (R_N - R_N^\lambda) \sum_{k=1}^{\infty} k a(\beta)^k + \sum_{k > N^\varepsilon - \lambda}^{\infty} k a(\beta)^k ,
\]  
(4.29)
where \( a(\beta) := \sigma^2(\beta) R_\infty \) and \( R_\infty = \sum_{k=1}^{\infty} q_{2\ell}(0) \). Note that, since \( \beta \) lies in the \( L^2 \)-region, we have that \( a(\beta) < 1 \). Therefore, the sum \( \sum_{k=1}^{\infty} k a(\beta)^k \) is finite. Using the local limit theorem one obtains that
\[
R_N - R_N^\lambda \leq C \sum_{k > N^\varepsilon - \lambda}^{\infty} \frac{1}{k^2} = O(N^{-\lambda(\frac{d}{2} - 1)}) ,
\]
for some \( C > 0 \). Moreover, since \( a(\beta) < 1 \), there exists \( p > 1 \) very close to 1, so that \( p a < 1 \) and for every \( k \geq k_0 \), for some \( k_0 \in \mathbb{N} \), we have that \( k a(\beta)^k \leq (pa)^k \). Therefore,
\[
\sum_{k > N^\varepsilon - \lambda}^{\infty} k a(\beta)^k \leq \sum_{k > N^\varepsilon - \lambda}^{\infty} (pa)^k \leq C(pa)^{N^\varepsilon - \lambda} = o(N^{-\lambda(\frac{d}{2} - 1)}) .
\]
As a consequence, the rate at which the sum (4.29) decays, is at least \( N^{-\lambda(\frac{d}{2} - 1)} \), for any \( \lambda \in (0, \varepsilon) \).

For the contribution of the second indicator function in (4.28), namely the sum
\[
\sum_{k=1}^{N} \sigma^{2k} R_N^{k-1} k \sum_{\ell \in \mathbb{Z}^d} \mathbbm{1}_{\ell \in \{ \ell \in N^\varepsilon, |w| > \frac{1}{2} N^{\frac{d}{2} + \alpha} \}} q_{2\ell}(w) ,
\]
one can see using moderate deviation estimates for the simple random walk and following the proof of equation (3.4) in [12], that it can be bounded by \( \tilde{C}_\beta(\eta_\beta)^{N^\varepsilon} = o(N^{-\lambda(\frac{d}{2} - 1)}) \), for some \( \eta_\beta < 1 \) and some constant \( \tilde{C}_\beta > 0 \) (we remind that the exponent \( a \) is defined in (4.2)). Therefore, one obtains that there exists a constant \( C_\beta > 0 \) such that \( \mathbb{E}[\tilde{Z}_{N,\beta}^A(x)^2] \leq C_\beta N^{-\lambda(\frac{d}{2} - 1)} \).

Proof of Proposition 4.5. It suffices to prove that:
\[
N^{-\frac{d}{2} + \varepsilon} \mathbb{E}[\{|O_N(x)|\}] \longrightarrow 0 ,
\]
as \( N \rightarrow \infty \).

As in [12] this is a careful Taylor estimate. We define
\[
D_N^\pm := \left\{ \pm \frac{\tilde{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)} > N^{-p} \right\} \text{ and } D_N := D_N^+ \cup D_N^- = \left\{ \frac{\tilde{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)} > N^{-p} \right\} ,
\]
for \( p = \frac{d-2}{4} p^* \), with \( 0 < p^* < 1 \) to be defined later. For \( q = \frac{d-2}{4} q^* \) with \( 0 < q^* < 1 \), also to be specified later, we have that
\[
\mathbb{P}(D_N) \leq \mathbb{P}(D_N \cap \{ Z_{N,\beta}^A(x) \geq N^{-q} \}) + \mathbb{P}(D_N \cap \{ Z_{N,\beta}^A(x) < N^{-q} \})
\]
\[
\leq \mathbb{P}\left( |\tilde{Z}_{N,\beta}^A(x)| > N^{-(p+q)} \right) + \mathbb{P}\left( \tilde{Z}_{N,\beta}^A(x) < N^{-q} \right)
\]
\[
\leq N^{2(p+q)} \mathbb{E}\left[ (\tilde{Z}_{N,\beta}^A(x))^2 \right] + \mathbb{P}\left( \tilde{Z}_{N,\beta}^A(x) < N^{-q} \right) .
\]  
(4.30)
Therefore, by plugging those estimates into (4.30) we get that for a constant $C_{\beta}$ and for every $\lambda \in (0, \varepsilon)$. By Proposition 4.1 we have that $\mathbb{P}(Z_{N,\beta}^A(x) < N^{-q})$ vanishes super-polynomially i.e.

$$
\mathbb{P}(Z_{N,\beta}^A(x) < N^{-q}) \leq C_{\beta} \exp \left( -\frac{q^\gamma (\log N)^\gamma}{c_{\beta}} \right), \quad \gamma > 1.
$$

Therefore, by plugging those estimates into (4.30) we get that for a constant $\hat{C}_{\beta} > C_{\beta}$,

$$
\mathbb{P}(D_N) \leq \hat{C}_{\beta} N^{2(p+q)-\lambda(\frac{d-2}{2}-1)}.
$$

(4.31)

For a constant $C < \infty$, it is true that,

$$
|\log(1 + y) - y| \leq C \cdot \begin{cases} 
\sqrt{|y|} & \text{if } -1 < y < 0 \\
\frac{y^2}{y^2} & \text{if } -\frac{1}{2} \leq y \leq \frac{1}{2} \\
|y| & \text{if } 0 < y < \infty
\end{cases}.
$$

Hence,

$$
\mathbb{E}
\left[
|O_N(x)|^2
\right]
\leq
\mathbb{E}
\left[
\left(\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\right)^2\mathbb{1}_{D_N^*}
\right]
+ \mathbb{E}
\left[
\left|\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\right|^2\mathbb{1}_{D_N^* \cap (Z_{N,\beta}^A(x) \geq N^{-q})}
\right]

+ \mathbb{E}
\left[
\left|\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\right|^2\mathbb{1}_{D_N^* \cap (Z_{N,\beta}^A(x) < N^{-q})}
\right].
$$

(4.32)

Let us deal with each term separately. We have that

$$
\mathbb{E}
\left[
\left(\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\right)^2\mathbb{1}_{D_N^*}
\right]
\leq
N^{-2p},
$$

(4.33)

by the definition of $D_N$. We split the second term as follows:

$$
\mathbb{E}
\left[
\left|\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\right|^2\mathbb{1}_{D_N^* \cap (Z_{N,\beta}^A(x) \geq N^{-q})}
\right]
+ \mathbb{E}
\left[
\left|\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\right|^2\mathbb{1}_{D_N^* \cap (Z_{N,\beta}^A(x) < N^{-q})}
\right].
$$

(4.34)

For the first summand of (4.33) we have that

$$
\mathbb{E}
\left[
\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\mathbb{1}_{D_N^* \cap (Z_{N,\beta}^A(x) \geq N^{-q})}
\right]
\leq
N^{q}\mathbb{E}
\left[
\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\mathbb{1}_{D_N^* \cap (Z_{N,\beta}^A(x) \geq N^{-q})}
\right]

\leq
N^{q}\mathbb{E}
\left[
\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\mathbb{1}_{D_N^*}
\right]

\leq
N^{q}\mathbb{E}
\left[
\left(\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\right)^2\right]^{\frac{1}{2}}\mathbb{P}(D_N)^{\frac{1}{4}}.
$$

by Cauchy-Schwarz. By Lemma 4.8, we get that $\mathbb{E}
\left[
(\hat{Z}_{N,\beta}^A(x))^2
\right]
\leq
C_{\beta} N^{-\lambda(\frac{d-2}{2})}$ and $\mathbb{P}(D_N) \leq \hat{C}_{\beta} N^{2(p+q)-\lambda(\frac{d-2}{2}) - 1}$ by (4.31). Hence,

$$
\mathbb{E}
\left[
\left|\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\right|^2\mathbb{1}_{D_N^* \cap (Z_{N,\beta}^A(x) < N^{-q})}
\right]
\leq
\hat{C}_{\beta} N^{q} N^{-\lambda(\frac{d-2}{2})} N^{p+q-\lambda(\frac{d-2}{2})}

= \hat{C}_{\beta} N^{p+2q-2\lambda(\frac{d-2}{2})}.
$$

For the second summand of (4.33) we use Hölder inequality with exponents $a = \frac{1}{2}, b = c = \frac{1}{4}$ to obtain that

$$
\mathbb{E}
\left[
\left|\frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)}\right|^2\mathbb{1}_{D_N^* \cap (Z_{N,\beta}^A(x) < N^{-q})}
\right]
\leq
\mathbb{E}
\left[
(\hat{Z}_{N,\beta}^A(x))^2
\right]^{\frac{1}{2}}\mathbb{E}
\left[
\frac{1}{(Z_{N,\beta}^A(x))^4}
\right]^{\frac{1}{4}}\mathbb{P}(Z_{N,\beta}^A(x) < N^{-q})^{\frac{1}{4}}.
$$
The term $\mathbb{P}(Z^A_{N,\beta}(x) < N^{-q})^{\frac{1}{2}}$ vanishes super-polynomially therefore, recalling (4.34) we conclude that
\[
\mathbb{E} \left[ \left| \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right|_{1D_N^-} \right] \leq C_{1,\beta} N^{p+2q-2\lambda\left(\frac{d-2}{2}\right)}. \tag{4.35}
\]
for some constant $C_{1,\beta} > 0$. The second summand of (4.32) can be treated similarly. In particular, we split it as follows
\[
\mathbb{E} \left[ \left| \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right|_{1D_N^-} \right] = \mathbb{E} \left[ \left| \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right|_{1D_N^- \cap (Z_{N,\beta}(x) \geq N^{-q})} \right] + \mathbb{E} \left[ \left| \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right|_{1D_N^- \cap (Z_{N,\beta}(x) < N^{-q})} \right]. \tag{4.36}
\]

For the first term we have that
\[
\mathbb{E} \left[ \left| \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right|_{1D_N^- \cap (Z_{N,\beta}(x) \geq N^{-q})} \right] \leq N^{\frac{d}{2}} \mathbb{E} \left[ \left| \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right|_{1D_N^+} \right] \leq N^{\frac{d}{2}} \mathbb{E} \left[ \left| \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right|_{1D_N} \right] \leq N^{\frac{d}{2}} \mathbb{E} \left[ \left( \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right)^2 \right]^\frac{1}{2} \mathbb{P}(D_N)^{\frac{1}{2}}. \tag{4.37}
\]

by Hölder inequality. By Lemma 4.8 we have that $\mathbb{E} \left[ (\hat{Z}^A_{N,\beta}(x))^2 \right] \leq C_{\beta} N^{-\lambda\left(\frac{d}{2}-1\right)}$ for $\lambda \in (0, \varepsilon)$ and by bound (4.31) we have that $\mathbb{P}(D_N) \leq C_{\beta} N^{2(p+q)-\lambda\left(\frac{d}{2}-1\right)}$. Combining these two estimates we get that
\[
N^{\frac{d}{2}} \mathbb{E} \left[ (\hat{Z}^A_{N,\beta}(x))^2 \right]^\frac{1}{2} \mathbb{P}(D_N)^{\frac{1}{2}} \leq \tilde{C}_{\beta} N^{\frac{d}{2}} N^{-\frac{d}{2}\left(\frac{d-2}{2}\right)} N^{\frac{d}{2}(p+q-\lambda\left(\frac{d-2}{2}\right))} = \tilde{C}_{\beta} N^{\frac{d}{2}p+2q-2\lambda\left(\frac{d-2}{2}\right)}, \tag{4.38}
\]
where we used Hölder inequality for the last inequality as well as bound (4.31) and Lemma 4.8. For the second term in (4.36) we can proceed as before, namely
\[
\mathbb{E} \left[ \left| \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right|_{1D_N^- \cap (Z_{N,\beta}(x) < N^{-q})} \right] \leq \mathbb{E} \left[ \left( \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right)^2 \right]^\frac{1}{2} \mathbb{E} \left[ \frac{1}{(Z^A_{N,\beta}(x))^2} \right]^{\frac{1}{2}} \mathbb{P}(Z_{N,\beta}(x) < N^{-q})^{\frac{1}{2}}, \tag{4.39}
\]
by Hölder inequality. The super-polynomial decay of $\mathbb{P}(Z_{N,\beta}(x) < N^{-q})$ together with the bounds (4.31), (4.37), (4.38),(4.39) and Proposition 4.1, allows us to conclude that
\[
\mathbb{E} \left[ \left| \frac{\hat{Z}^A_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \right|_{1D_N^-} \right] \leq C_{2,\beta} N^{\frac{d}{2}p+2q-2\lambda\left(\frac{d-2}{2}\right)}, \tag{4.40}
\]
for some constant $C_{2,\beta} > 0$. Recall now that we wanted to prove that $N^{-\frac{d-2}{2}} \mathbb{E}[|O_N(x)|] \to 0$ as $N \to \infty$. By the estimates (4.33), (4.35) and (4.40) respectively, we see that it suffices to find exponents $p^*, q^*$ and $\lambda$, so that
\[
1 - 2p^* < 0, \quad 1 - 2\lambda + p^* + 2q^* < 0, \quad 1 - 2\lambda + \frac{3}{2}p^* + 2q^* < 0.
\]
Since we can consider $\lambda \in (0, \varepsilon)$ arbitrarily close to $\varepsilon$ and also because the second inequality is implied by the third, it suffices to find exponents $p^*, q^*$ and $\varepsilon$, so that
\[
1 - 2p^* < 0, \quad 1 - 2\varepsilon + \frac{3}{2}p^* + 2q^* < 0.
\]
This would lead to $\varepsilon > \frac{1}{2}(1 + \frac{3}{2}p^* + 2q^*)$ and since we can take $p^* > \frac{1}{2}$ arbitrarily close to $\frac{1}{2}$ and $q^* > 0$ arbitrarily small, it suffices to choose $\varepsilon > \frac{1}{2}$ in the definition of the sets $A_N^3$, recall (4.2).

We proceed now to the proof of Proposition 4.6.
Proof of Proposition 4.6. We need to prove that
\[
N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) \left( \frac{\hat{Z}_{N,\beta}^A(x)}{Z_{N,\beta}^A(x)} - \left( \hat{Z}_{N,\beta}^B(x) - 1 \right) \right) \frac{L^1(\rho)}{N \to \infty}, \tag{4.41}
\]
We remind the reader that \(B_N^\varphi := \left( (N^\varphi, N] \cap \mathbb{N} \right) \times \mathbb{Z}^d\) for some \(\varphi \in (\varepsilon, 1)\), the choice of which is specified by (4.65). We also define the sets
\[
B_N := \left( (N^\varepsilon, N] \cap \mathbb{N} \right) \times \mathbb{Z}^d, \quad C_N^\varepsilon := \{(n, z) \in \mathbb{N} \times \mathbb{Z}^d : 1 \leq n \leq N^\varepsilon, \ |z - x| \geq N^{\frac{d}{2} + \alpha}\}.
\]
We decompose \(Z_{N,\beta}^A(x)\) into two parts
\[
\hat{Z}_{N,\beta}^A(x) = Z_{N,\beta}^{A,B}(x) + Z_{N,\beta}^{A,C}(x),
\]
where
\[
Z_{N,\beta}^{A,B}(x) := \sum_{\tau \in A_N^\varepsilon \cup B_N : \tau \cap B_N \neq \emptyset} \sigma_{|\tau|} q(0,x)(\tau) \eta(\tau),
\]
\[
Z_{N,\beta}^{A,C}(x) := \sum_{\tau \in \{1, \ldots, N\} \times \mathbb{Z}^d : \tau \cap C_N^\varepsilon \neq \emptyset} \sigma_{|\tau|} q(0,x)(\tau) \eta(\tau), \tag{4.42}
\]
and if \(\tau = (n_i, z_i)_{1 \leq i \leq k}\),
\[
q(0,x)(\tau) := q_{n_1}(z_1 - x) \prod_{i=2}^k q_{n_i-n_{i-1}}(z_i - z_{i-1}).
\]
The proof will consist of three steps.

**(Step 1)** The first task will be to show that \(Z_{N,\beta}^{A,C}(x)\) has a negligible contribution to (4.41). The proof of this is based on the fact that \(Z_{N,\beta}^{A,C}(x)\) consists of random walk paths which are super-diffusive: the walk will have to travel at distance greater than \(N^\frac{d}{2} + \alpha\) from \(x\) within time \(N^\varepsilon\). Therefore, by standard moderate deviation estimates one can show that
\[
N^{\frac{d}{2} - 2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) \cdot \frac{Z_{N,\beta}^{A,C}(x)}{Z_{N,\beta}^A(x)} \frac{L^2(\rho)}{N \to \infty} \to 0,
\]
super-polynomially. The proof follows the same lines of the proof of Prop. 2.3. in [12] and for this reason we omit the details.

**(Step 2)** The second step will be to show that in the chaos expansion of \(Z_{N,\beta}^{A,B}(x)\), the contribution from sampling disorder \(\eta_{r,z}\), with \(r < N^\varphi\) is negligible, for every \(\varphi \in (\varepsilon, 1)\). In particular, let us denote by \(B_N^{\text{strip}}\) the set \(B_N^{\text{strip}} := \{(n, z) \in (N^\varepsilon, N^\varphi] \times \mathbb{Z}^d\}\). We can decompose \(Z_{N,\beta}^{A,B}(x)\) into two parts \(Z_{N,\beta}^{A,B^<}(x) = Z_{N,\beta}^{A,B^<}(x) + Z_{N,\beta}^{A,B^>}(x)\) such that
\[
Z_{N,\beta}^{A,B^<}(x) := \sum_{k=1}^N \sigma^k \sum_{0 = n_0 < n_1 < \ldots < n_k \leq N} \prod_{i=1}^k q_{n_i-n_{i-1}}(z_i - z_{i-1}) \eta_{n_i, z_i}, \tag{4.43}
\]
and
\[
Z_{N,\beta}^{A,B^>}(x) := \sum_{k=1}^N \sigma^k \sum_{0 = n_0 < n_1 < \ldots < n_k \leq N} \prod_{i=1}^k q_{n_i-n_{i-1}}(z_i - z_{i-1}) \eta_{n_i, z_i}, \tag{4.44}
\]
In this step we will show that
\[ N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) \cdot \frac{Z_{N,\beta}^A(x)}{Z_{N,\beta}^A} \xrightarrow{L^2(\mathcal{Y})} 0, \]
or equivalently
\[ N^{d-1} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) \mathbb{E} \left[ \frac{Z_{N,\beta}^A(x)}{Z_{N,\beta}^A} \cdot \frac{Z_{N,\beta}^A(y)}{Z_{N,\beta}^A} \right] \xrightarrow{N \to \infty} 0. \quad (4.45) \]

Let us denote by \( S^x, S^y \) the paths of two independent random walks starting from \( x, y \) respectively. Let us also use the following notation
\[ F_N(x, y) := \mathbb{E}_{x,y} \left[ (e^{H^x(\omega)} - 1)(e^{H^y(\omega)} - 1) \mathbb{1}_{S^x \cap S^y \cap B_N^{\text{strip}} \neq \emptyset} \right], \quad (4.46) \]
where
\[ H^x(\omega) := \sum_{(n,z) \in \mathbb{N} \times \mathbb{Z}^d} (\beta \omega_{n,z} - \lambda(\beta)) \mathbb{1}_{S_n^x = z}, \]
and
\[ F_{N}^{m}(x, y) := \mathbb{E}_{x,y} \left[ (e^{H_{m}^x(\omega)} - 1)(e^{H_{m}^y(\omega)} - 1) \mathbb{1}_{S^x \cap S^y \cap B_N^{\text{strip}} \neq \emptyset} \right], \quad (4.47) \]
where
\[ H_{m}^x(\omega) := \sum_{(n,z) \in B_N^{\text{strip}}} (\beta \omega_{n,z} - \lambda(\beta)) \mathbb{1}_{S_n^x = z}. \]

is the energy which does not contain disorder indexed by space-time points in the region \( B_N^{\text{strip}} \).

Note that, even though in the definition \((4.46)\) of \( F_N(x, y) \), the energies \( H_{m}^x(\omega) \), \( H_{m}^y(\omega) \) do not contain disorder indexed by \( B_N^{\text{strip}} \), there is still the constraint that the two random walks \( S^x, S^y \) meet at some point in \( B_N^{\text{strip}} \).

We will control \((4.45)\), by showing that
\[ \mathbb{E} \left[ \frac{Z_{N,\beta}^A(x)}{Z_{N,\beta}^A} \cdot \frac{Z_{N,\beta}^A(y)}{Z_{N,\beta}^A} \right] = \mathbb{E} \left[ \frac{F_N(x, y) - F_N^{m}(x, y)}{Z_{N,\beta}^A(x) Z_{N,\beta}^A(y)} \right], \quad (4.48) \]
and then showing that when the right-hand side is inserted into \((4.45)\), then it leads to vanishing contribution. Let us check first the equality \((4.48)\). The chaos expansion of \( F_N(x, y) \) is
\[ F_N(x, y) = \mathbb{E}_{x,y} \left[ (e^{H^x(\omega)} - 1)(e^{H^y(\omega)} - 1) \mathbb{1}_{S^x \cap S^y \cap B_N^{\text{strip}} \neq \emptyset} \right] = \sum_{1 \leq k, \ell \leq N} \sigma^{k+\ell} \sum_{(n_i, z_i) \in \mathbb{N} \times \mathbb{Z}^d \atop (m_j, w_j) \in \mathbb{N} \times \mathbb{Z}^d \atop 1 \leq i \leq k \atop 1 \leq j \leq \ell} \mathbb{E}_{x,y} \left[ \prod_{1 \leq i \leq k} \mathbb{1}_{S_{n_i} = z_i} \mathbb{1}_{S_{m_j} = w_j} \mathbb{1}_{S^x \cap S^y \cap B_N^{\text{strip}} \neq \emptyset} \right] \times \prod_{1 \leq i \leq k} \eta_{n_i, z_i} \eta_{m_i, w_i}. \]

Similarly,
\[ F_{N}^{m}(x, y) = \mathbb{E}_{x,y} \left[ (e^{H_{m}^x(\omega)} - 1)(e^{H_{m}^y(\omega)} - 1) \mathbb{1}_{S^x \cap S^y \cap B_N^{\text{strip}} \neq \emptyset} \right] = \sum_{1 \leq k, \ell \leq N} \sigma^{k+\ell} \sum_{(n_i, z_i) \in \mathbb{N} \times \mathbb{Z}^d \atop (m_j, w_j) \in \mathbb{N} \times \mathbb{Z}^d \atop 1 \leq i \leq k \atop 1 \leq j \leq \ell} \mathbb{E}_{x,y} \left[ \prod_{1 \leq i \leq k} \mathbb{1}_{S_{n_i} = z_i} \mathbb{1}_{S_{m_j} = w_j} \mathbb{1}_{S^x \cap S^y \cap B_N^{\text{strip}} \neq \emptyset} \right] \times \prod_{1 \leq i \leq k} \eta_{n_i, z_i} \eta_{m_i, w_i}. \]
The constraints \((n_i, z_i)_{1 \leq i \leq k} \cap B_N^{\text{strip}} = \emptyset\) and \((m_j, w_j)_{1 \leq j \leq \ell} \cap B_N^{\text{strip}} = \emptyset\) come from the fact that the energies \(H_{\text{ns}}(\omega), H_{\text{sn}}(\omega)\) do not sample points from \(B_N^{\text{strip}}\). The chaos expansion of the difference, \(F_N(x, y) - F^{\text{ns}}_N(x, y)\), is then

\[
F_N(x, y) - F^{\text{ns}}_N(x, y) = \sum_{1 \leq k, \ell \leq N} \sum_{(n_i, z_i)_{1 \leq i \leq k} \cap B_N^{\text{strip}} \neq \emptyset \text{ or } (m_j, w_j)_{1 \leq j \leq \ell} \cap B_N^{\text{strip}} \neq \emptyset} \mathbb{E}_{x, y}[ \prod_{1 \leq i \leq k} 1_{S_{n_i} = z_i} 1_{S^y_{m_j} = w_j} 1_{S^t \cap S^y \cap B_N^{\text{strip}} \neq \emptyset} ] \prod_{1 \leq i \leq k} \eta_{n_i, z_i} \eta_{m_j, w_j} .
\]

Therefore, the expansion of \(E \left[ \frac{F_N(x, y) - F^{\text{ns}}_N(x, y)}{Z_{N, \beta}^A(x)Z_{N, \beta}^A(y)} \right] \) is

\[
E \left[ \frac{F_N(x, y) - F^{\text{ns}}_N(x, y)}{Z_{N, \beta}^A(x)Z_{N, \beta}^A(y)} \right] = E \left[ \frac{1}{Z_{N, \beta}^A(x)Z_{N, \beta}^A(y)} \sum_{1 \leq k, \ell \leq N} \sum_{(n_i, z_i)_{1 \leq i \leq k} \cap B_N^{\text{strip}} \neq \emptyset \text{ or } (m_j, w_j)_{1 \leq j \leq \ell} \cap B_N^{\text{strip}} \neq \emptyset} \mathbb{E}_{x, y}[ \prod_{1 \leq i \leq k} 1_{S_{m_i} = z_i} 1_{S_{m_j}^y = w_j} 1_{S^t \cap S^y \cap B_N^{\text{strip}} \neq \emptyset} ] \prod_{1 \leq i \leq k} \eta_{n_i, z_i} \eta_{m_j, w_j} \right] .
\]

Note that if for example \((n_i, z_i)_{1 \leq i \leq k} \cap B_N^{\text{strip}} \neq \emptyset\), the expectation \(E[\cdot]\) will impose that also \((m_j, w_j)_{1 \leq j \leq \ell} \cap B_N^{\text{strip}} \neq \emptyset\) and in particular, \((n_i, z_i)_{1 \leq i \leq k} \cap B_N^{\text{strip}} = (m_j, w_j)_{1 \leq j \leq \ell} \cap B_N^{\text{strip}}\), due to the fact that the \(\eta\) variables indexed by space-time points with time index \(t > N^2\) appearing in the expansion of \(F_N(x, y) - F^{\text{ns}}_N(x, y)\) have to match pairwise, because they are independent of \(Z_{N, \beta}^A(x), Z_{N, \beta}^A(y)\), and so if a disorder variable \(\eta_{n_i, z_i}\) or \(\eta_{m_j, w_j}\) is unmatched, their mean zero property will lead to vanishing of the whole expectation \(E[\cdot]\). Thus, the indicator \(1_{S^t \cap S^y \cap B_N^{\text{strip}} \neq \emptyset}\) will always be equal to 1 for every summand of the last expansion, since we are summing space-time sequences, such that \((n_i, z_i)_{1 \leq i \leq k} \cap (m_j, w_j)_{1 \leq j \leq \ell} \cap B_N^{\text{strip}} \neq \emptyset\). Therefore, the expansion of \(E \left[ \frac{F_N(x, y) - F^{\text{ns}}_N(x, y)}{Z_{N, \beta}^A(x)Z_{N, \beta}^A(y)} \right] \) is actually equal to

\[
E \left[ \frac{F_N(x, y) - F^{\text{ns}}_N(x, y)}{Z_{N, \beta}^A(x)Z_{N, \beta}^A(y)} \right] = E \left[ \frac{1}{Z_{N, \beta}^A(x)Z_{N, \beta}^A(y)} \sum_{1 \leq k, \ell \leq N} \sum_{(n_i, z_i)_{1 \leq i \leq k} \cap B_N^{\text{strip}} \neq \emptyset \text{ or } (m_j, w_j)_{1 \leq j \leq \ell} \cap B_N^{\text{strip}} \neq \emptyset} \mathbb{E}_{x, y}[ \prod_{1 \leq i \leq k} 1_{S_{m_i} = z_i} 1_{S_{m_j}^y = w_j} ] \prod_{1 \leq i \leq k} \eta_{n_i, z_i} \eta_{m_j, w_j} \right] .
\]

Recalling (4.43), we have that

\[
E \left[ \frac{Z_{N, \beta}^{A \cap B_N^\infty}(x)}{Z_{N, \beta}^A(x)} \cdot \frac{Z_{N, \beta}^{A \cap B_N^\infty}(y)}{Z_{N, \beta}^A(y)} \right] = E \left[ \frac{1}{Z_{N, \beta}^A(x)Z_{N, \beta}^A(y)} \sum_{1 \leq k, \ell \leq N} \sum_{(n_i, z_i)_{1 \leq i \leq k} \cap B_N^{\text{strip}} \neq \emptyset \text{ or } (m_j, w_j)_{1 \leq j \leq \ell} \cap B_N^{\text{strip}} \neq \emptyset} \mathbb{E}_{x, y}[ \prod_{1 \leq i \leq k} 1_{S_{m_i} = z_i} 1_{S_{m_j}^y = w_j} ] \prod_{1 \leq i \leq k} \eta_{n_i, z_i} \eta_{m_j, w_j} \right] .
\]
Therefore, we conclude that
\[
\mathbb{E}\left[ \frac{Z_{N,\beta}^{A,B}(x)}{Z_{N,\beta}^{A}(x)} \cdot \frac{Z_{N,\beta}^{A,B}(y)}{Z_{N,\beta}^{A}(y)} \right] = \mathbb{E}\left[ \frac{F_N(x, y) - F_N^{\#}(x, y)}{Z_{N,\beta}^{A}(x)Z_{N,\beta}^{A}(y)} \right].
\]

Having established this equality, to finish the proof of (4.45), we will prove that
\[
N^{\frac{d}{2} - 1} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x, y) \mathbb{E}\left[ \frac{F_N(x, y)}{Z_{N,\beta}^{A}(x)Z_{N,\beta}^{A}(y)} \right] \xrightarrow{N \to \infty} 0,
\]
(4.50)
and
\[
N^{\frac{d}{2} - 1} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x, y) \mathbb{E}\left[ \frac{F_N^{\#}(x, y)}{Z_{N,\beta}^{A}(x)Z_{N,\beta}^{A}(y)} \right] \xrightarrow{N \to \infty} 0.
\]
(4.51)

We start by showing the validity of (4.50), since (4.51) can be treated with the same arguments. In view of (4.46) we have that
\[
F_N(x, y) = E_{x,y}[(e^{H^x(\omega)} - 1)(e^{H^y(\omega)} - 1) 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}]
\]
\[
= E_{x,y}[(e^{H^x(\omega)} + H^y(\omega)) 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}] - E_{x,y}[(e^{H^x(\omega)} 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}] - E_{x,y}[(e^{H^x(\omega)} 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}] + P_{x,y}(S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing).
\]
(4.52)

We begin by showing that
\[
N^{\frac{d}{2} - 1} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x, y) \mathbb{E}\left[ \frac{E_{x,y}[(e^{H^x(\omega)} + H^y(\omega)) 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}]}{Z_{N,\beta}^{A}(x)Z_{N,\beta}^{A}(y)} \right] \xrightarrow{N \to \infty} 0.
\]
The main point here will be to remove the denominators. Consider the set $E_N := \{Z_{N,\beta}^{A}(x), Z_{N,\beta}^{A}(y) \geq N^{-h}\}$ for some $h \in (0, \frac{1}{2+\rho})$. We have that
\[
\mathbb{E}\left[ \frac{E_{x,y}[(e^{H^x(\omega)} + H^y(\omega)) 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}]}{Z_{N,\beta}^{A}(x)Z_{N,\beta}^{A}(y)} \right] = \mathbb{E}\left[ \frac{E_{x,y}[(e^{H^x(\omega)} + H^y(\omega)) 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}]}{Z_{N,\beta}^{A}(x)Z_{N,\beta}^{A}(y)} \right] \mathbb{P}(E_N)
\]
(4.53)

We can bound the first summand using the definition of the sets $E_N$, as follows
\[
\mathbb{E}\left[ \frac{E_{x,y}[(e^{H^x(\omega)} + H^y(\omega)) 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}]}{Z_{N,\beta}^{A}(x)Z_{N,\beta}^{A}(y)} \right] \leq N^{2h} \mathbb{E}\left[ E_{x,y}[(e^{H^x(\omega)} + H^y(\omega)) 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}]] \mathbb{P}(E_N)
\]
(4.54)

We condition on the first time, $\tau_{x,y}$, that the two random walk paths meet, to obtain that
\[
E_{x,y}[(e^{\lambda_2(\beta)\mathcal{L}_N(x,y)}) 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing}]] = \sum_{n=1}^{N^e} E_{x,y}[(e^{\lambda_2(\beta)\mathcal{L}_N(x,y)}) 1_{S^x \cap S^y \cap B_{N,\beta}^{\text{strip}} \neq \varnothing} | \tau_{x,y} = n] P(\tau_{x,y} = n)
\]
\[
\leq \sum_{n=1}^{N^e} E_{x,y}[(e^{\lambda_2(\beta)\mathcal{L}_N(x,y)}) | \tau_{x,y} = n] P(\tau_{x,y} = n).
\]
By the Markov property
\[
\sum_{n=1}^{N^\epsilon} \mathbb{E}_{x,y}[e^{\lambda_2(\beta) \mathcal{L}_N(x,y)}| \tau_{x,y} = n] \mathbb{P}_{x,y}(\tau_{x,y} = n) = \sum_{n=1}^{N^\epsilon} \mathbb{E}[e^{\lambda_2(\beta) \mathcal{L}_{N-n+1}}] \mathbb{P}_{x,y}(\tau_{x,y} = n)
\]
\[
= \sum_{n=1}^{N^\epsilon} e^{\lambda_2(\beta)} \mathbb{E}[e^{\lambda_2(\beta) \mathcal{L}_{N-n}}] \mathbb{P}_{x,y}(\tau_{x,y} = n)
\]
\[
\leq e^{\lambda_2(\beta)} \mathbb{E}[e^{\lambda_2(\beta) \mathcal{L}_z}] \sum_{n=1}^{N^\epsilon} q_{2n}(x - y) .
\]  
(4.55)

We set \( \tilde{C}_\beta := e^{\lambda_2(\beta)} \mathbb{E}[e^{\lambda_2(\beta) \mathcal{L}_z}] \) and remind the reader that \( \mathbb{E}[e^{\lambda_2(\beta) \mathcal{L}_z}] < \infty \) because \( \beta \in (0, \beta_{L^2}) \).

Therefore, if we combine (4.54),(4.55), we deduce the estimate
\[
N^{\frac{d}{2}-1} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x, y) \mathbb{E}
\left[
\frac{e^{H^r(\omega) + H^s(\omega)} 1_{S^r \cap S^s \cap B_{N^\epsilon}(\omega) \neq \emptyset}}{Z^A_{N,\beta}(x) Z^A_{N,\beta}(y)} 1_E
\right]
\]
\[
\leq \tilde{C}_\beta N^{\frac{d}{2}-1+2h} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x, y) \sum_{n=1}^{N^\epsilon} q_{2n}(y - x) .
\]

The last bound vanishes because \( h \in (0, \frac{1-d}{2}) \), see (4.27) for the derivation of this fact.

We now deal with the complementary event \( E_N^c \) in (4.53). Recall that
\[
E_N^c = \{ Z^A_{N,\beta}(x) < N^{-h} \} \cup \{ Z^A_{N,\beta}(y) < N^{-h} \}.
\]

By Proposition 4.1 and a union bound we obtain that
\[
\mathbb{P}(E_N^c) \leq 2 \mathbb{P}(Z^A_{N,\beta}(x) < N^{-h}) \leq 2c_{\beta} \exp\left(\frac{-h^7 (\log N)^\gamma}{c_{\beta}}\right) .
\]  
(4.56)

Recall that we need to show that
\[
N^{\frac{d}{2}-1} \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x, y) \mathbb{E}
\left[
\frac{e^{H^r(\omega) + H^s(\omega)} 1_{S^r \cap S^s \cap B_{N^\epsilon}(\omega) \neq \emptyset}}{Z^A_{N,\beta}(x) Z^A_{N,\beta}(y)} 1_E
\right] \rightarrow 0 .
\]

We have that
\[
\mathbb{E}
\left[
\frac{e^{H^r(\omega) + H^s(\omega)} 1_{S^r \cap S^s \cap B_{N^\epsilon}(\omega) \neq \emptyset}}{Z^A_{N,\beta}(x) Z^A_{N,\beta}(y)} 1_E
\right] \leq \mathbb{E}
\left[
\frac{e^{H^r(\omega) + H^s(\omega)}}{Z^A_{N,\beta}(x) Z^A_{N,\beta}(y)} 1_{E_N^c}
\right]
\]
\[
= \mathbb{E}
\left[
\frac{Z_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \cdot \frac{Z_{N,\beta}(y)}{Z^A_{N,\beta}(y)} 1_{E_N^c}
\right] .
\]

In order to bound the last expectation, we use Hölder inequality with exponents \( p, q > 1 \), so that \( \frac{2}{p} + \frac{1}{q} = 1 \), with \( p \in (2, \infty) \) sufficiently close to 2 so that \( \mathbb{E}[(Z_{N,\beta}(x))^p] < \infty \), thanks to Proposition 4.3. In particular, we obtain that
\[
\mathbb{E}
\left[
\frac{Z_{N,\beta}(x)}{Z^A_{N,\beta}(x)} \cdot \frac{Z_{N,\beta}(y)}{Z^A_{N,\beta}(y)} 1_{E_N^c}
\right] \leq \mathbb{E}
\left[
\left(\frac{Z_{N,\beta}(0)}{Z^A_{N,\beta}(0)}\right)^p\right]^\frac{2}{p} \mathbb{P}(E_N^c)^\frac{1}{2} .
\]

We apply Hölder inequality again on the first term, with exponents \( r, s > 1 \), so that \( \frac{1}{r} + \frac{1}{s} = 1 \) and \( r > 1 \) is sufficiently close to 1 so that we have \( \mathbb{E}\left[(Z_{N,\beta}(0))^{ps}\right] < \infty \), by Proposition 4.3.

This way, we obtain that
\[
\mathbb{E}
\left[
\left(\frac{Z_{N,\beta}(0)}{Z^A_{N,\beta}(0)}\right)^p\right]^\frac{2}{p} \leq \mathbb{E}\left[(Z_{N,\beta}(0))^{pr}\right]^\frac{2}{pr} \mathbb{E}\left[(Z_{N,\beta}(0))^{-ps}\right]^\frac{2}{ps} .
\]
By Proposition 4.2, we also have that $\mathbb{E}\left[\left(Z^{A}_{N,\beta}(0)\right)^{-p_{\beta}}\right] < \infty$. Therefore, we have shown that there exists a constant $\tilde{C}_{\beta}$, such that

$$
\frac{\mathbb{E}\left[\frac{e^{H^{\gamma}(\omega)+H^{\gamma}(\omega)\mathbb{1}_{S^{x}\cap S^{y}\cap B^{\text{strip}}_{N}\neq \emptyset}}{Z^{A}_{N,\beta}(x)Z^{A}_{N,\beta}(y)}\mathbb{1}_{E_{N}}}{\tilde{C}_{\beta}P(E_{N})^{1/2}}\right]}{q_{\beta}} \leq \tilde{C}_{\beta}c_{\beta}N^{-d-1} \sum_{x,y \in \mathbb{Z}^{d}} \varphi_{N}(x,y) \exp\left(-\frac{\gamma^{2}(\log N)^{\gamma}}{q_{\beta}}\right),
$$

for some $q > 1$. Thus,

$$
N^{-d-1} \sum_{x,y \in \mathbb{Z}^{d}} \varphi_{N}(x,y) \mathbb{E}\left[\frac{e^{H^{\gamma}(\omega)+H^{\gamma}(\omega)\mathbb{1}_{S^{x}\cap S^{y}\cap B^{\text{strip}}_{N}\neq \emptyset}}}{Z^{A}_{N,\beta}(x)Z^{A}_{N,\beta}(y)}\mathbb{1}_{E_{N}}\right] \leq \tilde{C}_{\beta}c_{\beta}N^{-d-1} \sum_{x,y \in \mathbb{Z}^{d}} \varphi_{N}(x,y) \exp\left(-\frac{\gamma^{2}(\log N)^{\gamma}}{q_{\beta}}\right)_{N \rightarrow \infty} 0,
$$

because $\gamma > 1$. Recall now decomposition (4.52). We have shown that

$$
N^{-d-1} \sum_{x,y \in \mathbb{Z}^{d}} \varphi_{N}(x,y) \mathbb{E}\left[\frac{e^{H^{\gamma}(\omega)+H^{\gamma}(\omega)\mathbb{1}_{S^{x}\cap S^{y}\cap B^{\text{strip}}_{N}\neq \emptyset}}}{Z^{A}_{N,\beta}(x)Z^{A}_{N,\beta}(y)}\mathbb{1}_{E_{N}}\right] \longrightarrow 0. \quad (4.57)
$$

Similarly, we can show that

$$
N^{-d-1} \sum_{x,y \in \mathbb{Z}^{d}} \varphi_{N}(x,y) \mathbb{E}\left[\frac{e^{H^{\gamma}(\omega)+H^{\gamma}(\omega)\mathbb{1}_{S^{x}\cap S^{y}\cap B^{\text{strip}}_{N}\neq \emptyset}}}{Z^{A}_{N,\beta}(x)Z^{A}_{N,\beta}(y)}\mathbb{1}_{E_{N}}\right] \longrightarrow 0, \quad (4.58)
$$

The steps to do that are quite similar to the steps we followed to prove (4.57). Therefore, the proof of (4.50) has been completed. Then, the proof of (4.51) follows exactly the same lines, since $F^{\text{re}}(x,y)$ admits a similar decomposition to (4.52).

(Step 3) Recall from (4.41) that we have to show that

$$
N^{-d-2} \sum_{x \in \mathbb{Z}^{d}} \varphi_{N}(x) \left(\frac{\hat{Z}^{A,\beta}_{N,\beta}(x)}{Z^{A}_{N,\beta}(x)} - \left(Z^{B^{\beta}_{\emptyset}}_{N,\beta}(x) - 1\right)\right) \frac{L^{1}(P)}{N \rightarrow \infty} 0.
$$

In Steps 1 and 2 we showed that if one decomposes $\hat{Z}^{A,\beta}_{N,\beta}(x)$ as $\hat{Z}^{A,\beta}_{N,\beta}(x) = Z^{A,C}_{N,\beta}(x) + Z^{A,B^{\beta}_{\emptyset}}_{N,\beta}(x) + Z^{A,B^{\beta}_{\emptyset}}_{N,\beta}(x)$ (recall their definitions from (4.42),(4.43),(4.44)) then one has that

$$
N^{-d-2} \sum_{x \in \mathbb{Z}^{d}} \varphi_{N}(x) \frac{Z^{A,C}_{N,\beta}(x)}{Z^{A}_{N,\beta}(x)} \frac{L^{2}(P)}{N \rightarrow \infty} 0.
$$

and

$$
N^{-d-2} \sum_{x \in \mathbb{Z}^{d}} \varphi_{N}(x) \frac{Z^{A,B^{\beta}_{\emptyset}}_{N,\beta}(x)}{Z^{A}_{N,\beta}(x)} \frac{L^{2}(P)}{N \rightarrow \infty} 0.
$$

Therefore, this last step will be devoted to showing that

$$
N^{-d-2} \sum_{x \in \mathbb{Z}^{d}} \varphi_{N}(x) \left(\frac{Z^{A,B^{\beta}_{\emptyset}}_{N,\beta}(x)}{Z^{A}_{N,\beta}(x)} - \left(Z^{B^{\beta}_{\emptyset}}_{N,\beta}(x) - 1\right)\right) \frac{L^{1}(P)}{N \rightarrow \infty} 0.
$$
We can rewrite the expansion of $Z_{N,\beta}^{A,B^\alpha}(x)$, according to the last point that the polymer samples inside $A^z_N$ and the first point that it samples in $B^\alpha_N$, where we recall the definition of $B^\alpha_N$, from (4.7). In particular,

$$Z_{N,\beta}^{A,B^\alpha}(x) = \sum_{(t,w)\in A^z_N,(r,z)\in B^\alpha_N} Z_{0,t,\beta}^A(x,w) \cdot q_{r-t}(z-w) \cdot \sigma \eta_{r,z} \cdot Z_{r,N,\beta}(z).$$

(4.59)

where $Z_{0,t,\beta}^A(x,w)$ is the point-to-point partition function from $(0,x)$ to $(t,w)$, defined by $Z_{0,t,\beta}^A(x,w) := 1$ if $(t,w) = (0,x)$ and by

$$Z_{0,t,\beta}^A(x,w) := \sum_{\tau \in A^z_N \cap ([0,t] \times \mathbb{Z}^d): r \beta(t,w)} \sigma^{\text{step}} \eta^{(0,x)}(\tau) \eta(\tau).$$

(4.60)

We will show that if we replace $q_{r-t}(z-w)$ by $q_r(z-x)$ in the expansion of

$$N^{\frac{d-2}{2}} \sum_{x \in \mathbb{Z}^d} \phi_N(x) \cdot \frac{Z_{N,\beta}^{A,B^\alpha}(x)}{Z_{N,\beta}^A(x)},$$

via (4.59), then the corresponding error vanishes in $L^1(\mathbb{P})$, as $N \to \infty$. Note that if we perform this replacement, then the right hand side of (4.59) becomes exactly equal to $Z_{N,\beta}^{A,B^\alpha}(x)(Z_{N,\beta}^A(x) - 1)$ and this will lead to the cancellation of the corresponding denominator. We define the set

$$B^\alpha_N(x) := \{(r,z) \in B^\alpha_N: |z-x| < r^{\frac{1}{2} + \alpha}\}.$$

where $\alpha$ is defined in (4.2). Then by first restricting to $(r,z) \in B^\alpha_N(x)$, we want to show that the $L^1(\mathbb{P})$ norm of

$$N^{\frac{d-2}{2}} \sum_{x \in \mathbb{Z}^d} \phi_N(x) \sum_{(t,w)\in A^z_N,(r,z)\in B^\alpha_N(x)} \frac{Z_{0,t,\beta}^A(x,w)}{Z_{N,\beta}^A(x)} \bigg(q_{r-t}(z-w) - q_r(z-x)\bigg) \cdot \sigma \eta_{r,z} \cdot Z_{r,N,\beta}(z),$$

(4.61)

vanishes as $N \to \infty$. We note that the rightmost sum in (4.61) is essentially over points $(t,w) \in A^z_N$, so that $q_r(z-x) \neq 0$, because otherwise the point to point partition function $Z_{0,t,\beta}^A(x,w)$ is zero. In that case, we observe that if due to the periodicity of the random walk, $q_{r-t}(z-w) = 0$ then we also have that $q_r(z-x) = 0$, since $q(0,z-w) \neq 0$. Therefore, we shall assume that $q_{r-t}(z-w),q_r(z-x) \neq 0$ from now on. By Theorem 2.3.11 in [35], we have that for $(r,z) \in B^\alpha_N(x)$,

$$q_r(z-x) = 2g_3^r(z-x) \exp\left(O\left(\frac{1}{r} + \frac{|z-x|^4}{r^2}\right)\right) \cdot 1_{q_r(z-x) \neq 0},$$

(4.62)

Furthermore, for $(t,w) \in A^z_N$ we have that

$$q_{r-t}(z-w) = 2g_{r-t}^z(z-w) \exp\left(O\left(\frac{1}{r-t} + \frac{|z-w|^4}{(r-t)^2}\right)\right) \cdot 1_{q_{r-t}(z-w) \neq 0},$$

(4.63)

because we have that $|z-w| \leq |z-x| + |x-w| \leq r^{\frac{1}{2} + \alpha} + N^{\frac{1}{2} + \alpha} \leq 2N^{\frac{1}{2} + \alpha}$, for large $N$ since $r \in (N^\varepsilon,N^\delta)$. Also, we have that for large $N$, $|r-t| \geq \frac{1}{2} r$, since $t \leq N^\varepsilon$. It is a matter of simple computations to see that

$$\sup\left\{\left|\frac{g_3^r(z-x)}{g_{r-t}^z(z-w)} - 1\right|: r > N^\delta, t \leq N^\varepsilon, |w-x| < N^{\frac{1}{2} + \alpha}, |z-x| < r^{\frac{1}{2} + \alpha}\right\} = O\left(N^{\varepsilon(\varepsilon - \delta)}\right),$$

(4.64)
for some positive constant $c > 0$, by choosing $\alpha$ sufficiently small. By Cauchy-Schwarz we obtain the following estimate for the $L^1$-norm of (4.61),

$$
N^{d-2} \sum_{x \in \mathbb{Z}^d} |\varphi_N(x)| \mathbb{E} \left[ \frac{1}{Z_{N,\beta}^4(x)} \right] \times \left| \sum_{(t,u) \in A_N^\delta} Z_{0,t,\beta}(x, w) \left( q_r(z - x) - q_{r-t}(z - w) \right) \cdot \sigma \eta_{r,z} \cdot Z_{r,N,\beta}(z) \right|

\leq N^{d-2} \sum_{x \in \mathbb{Z}^d} |\varphi_N(x)| \mathbb{E} \left[ \frac{1}{Z_{N,\beta}^4(x)^2} \right]^{1/2} \times \mathbb{E} \left[ \left( \sum_{(t,u) \in A_N^\delta} Z_{0,t,\beta}(x, w) \left( q_r(z - x) - q_{r-t}(z - w) \right) \cdot \sigma \eta_{r,z} \cdot Z_{r,N,\beta}(z) \right)^2 \right]^{1/2}.
$$

By the negative moment estimate, i.e. Proposition 4.2 we have that $\mathbb{E} \left[ \left( Z_{N,\beta}^4(x) \right)^{-2} \right] < \infty$. By expanding the square in the second expectation we have that it is equal to

$$
\sum_{(t,u) \in A_N^\delta} \mathbb{E} \left[ Z_{0,t,\beta}(x, w)^2 \right] \left( q_r(z - x) - q_{r-t}(z - w) \right)^2 \sigma^2 \mathbb{E} \left[ Z_{r,N,\beta}(z)^2 \right]

= \sum_{(t,u) \in A_N^\delta} \mathbb{E} \left[ Z_{0,t,\beta}(x, w)^2 \right] \left( 1 - \frac{q_r(z - x)}{q_{r-t}(z - w)} \right)^2 q_{r-t}(z - w) \sigma^2 \mathbb{E} \left[ Z_{r,N,\beta}(z)^2 \right]

\leq O(N^{2(\varepsilon - \vartheta)}) \sum_{(t,u) \in A_N^\delta} \mathbb{E} \left[ Z_{0,t,\beta}(x, w)^2 \right] q_{r-t}(z - w) \sigma^2 \mathbb{E} \left[ Z_{r,N,\beta}(z)^2 \right],
$$

by using estimate (4.64) and (4.62),(4.63). The last sum is bounded by $\mathbb{E} \left[ \left( Z_{N,\beta}^{A,B}(0) \right)^2 \right]$. By adapting the proof of Lemma 4.8, one can show that $\mathbb{E} \left[ \left( Z_{N,\beta}^{A,B}(0) \right)^2 \right] = O(N^{\vartheta(\frac{d-2}{4} - 1)})$, for every $\vartheta < \varrho$. Therefore,

$$
N^{d-2} \sum_{x \in \mathbb{Z}^d} |\varphi_N(x)| \mathbb{E} \left[ \frac{1}{Z_{N,\beta}^4(x)} \right] \times \left| \sum_{(t,u) \in A_N^\delta} Z_{0,t,\beta}(x, w) \left( 1 - \frac{q_r(z - x)}{q_{r-t}(z - w)} \right) q_{r-t}(z - w) \cdot \sigma \eta_{r,z} \cdot Z_{r,N,\beta}(z) \right|

\leq C \|\varphi\|_1 \mathbb{E} \left[ \left( Z_{N,\beta}^4(x) \right)^{-2} \right]^{1/2} N^{d-2} N^{\varepsilon - \vartheta} N^{-\vartheta(\frac{d-2}{4})}.
$$

In order for the last bound to vanish we need that

$$(1 - \vartheta) \frac{d - 2}{4} + c(\varepsilon - \varrho) < 0.
$$

Since, $\vartheta \in (0, \varrho)$ can be chosen arbitrarily close to $\varrho$, it suffices that

$$(1 - \vartheta) \frac{d - 2}{4} + c(\varepsilon - \varrho) < 0.
$$

Rearranging this inequality, we need that

$$
\frac{c \varepsilon + \frac{d-2}{4}}{c + \frac{d-2}{4}} < \varrho.
$$

(4.65)
This is possible since, given a choice of $\varepsilon \in (0, 1)$, we proved in Step 2 that (4.45) is valid for any $\rho \in (\varepsilon, 1)$, therefore we can choose $\rho$, large enough, so that (4.65) is satisfied. To complete Step 3, one needs to show that we can lift the restriction $(r, z) \in B_N^\rho(x)$, that is, allow $(r, z) \in B_N^\rho$, such that $|z - x| \geq r^{d+\alpha}$ but this follows by standard moderate deviation estimates and is quite to the proof of [12], thus we omit the details.

In order to complete the steps needed to prove Theorem 1.2, one has to show that also Proposition 4.7 is valid. But, this is a corollary of Theorem 1.1. Since we are using the diffusive scaling, the fact that $Z_{N,\beta}^\rho(x)$ is the partition function of a polymer which starts sampling noise after time $N^\rho$ for some $\rho \in (0, 1)$, does not change the asymptotic distribution.

**Proof of Proposition 4.7.** This Proposition is a corollary of Theorem 1.1, since one can see that the difference of

$$N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) (Z_{N,\beta}(x) - 1) \quad \text{and} \quad N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) (Z_{N,\beta}^\rho(x) - 1).$$

vanishes in $L^2(\mathcal{F})$. More specifically, we have that

$$\left\| N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) (Z_{N,\beta}(x) - 1) - N^{d-2} \sum_{x \in \mathbb{Z}^d} \varphi_N(x) (Z_{N,\beta}^\rho(x) - 1) \right\|^2_{L^2(\mathcal{F})} \leq N^{d-1} \sum_{n=1}^{N^\rho} \sigma^2 \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n}(x-y) E[e^{\lambda_2(\beta)L_{N-n}}].$$

by recalling expression (3.7). We can bound the last quantity as follows

$$N^{d-1} \sum_{n=1}^{N^\rho} \sigma^2 \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n}(x-y) E[e^{\lambda_2(\beta)L_{N-n}}] \leq E[e^{\lambda_2(\beta)L_N}] N^{d-1} \sum_{n=1}^{N^\rho} \sigma^2 \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n}(x-y).$$

By Lemma 3.2 the main contribution to the sum

$$N^{d-1} \sum_{n=1}^{N^\rho} \sigma^2 \sum_{x,y \in \mathbb{Z}^d} \varphi_N(x,y) q_{2n}(x-y).$$

comes from $n \in [\vartheta N, N]$ for $\vartheta$ small, therefore it converges to 0 as $N \to \infty$. \hfill \Box
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