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Abstract
Advances in public health and medical care have enabled better pregnancy and birth outcomes. The rates of perinatal health indicators such as maternal mortality and morbidity; fetal, neonatal, and infant mortality; low birthweight; and preterm birth have reduced over time. However, they are still a public health concern, and considerable disparities exist within and between countries. For perinatal researchers who are engaged in unraveling the tangled web of causation for maternal and child health outcomes and for clinicians involved in the care of pregnant women and infants, artificial intelligence offers novel approaches to prediction modeling, diagnosis, early detection, and monitoring in perinatal health. Machine learning, a commonly used artificial intelligence method, has been used to predict preterm birth, birthweight, preeclampsia, mortality, hypertensive disorders, and postpartum depression. Real-time electronic health recording and predictive modeling using artificial intelligence have found early success in fetal monitoring and monitoring of women with gestational diabetes especially in low-resource settings. Artificial intelligence–based methodologies have the potential to improve prenatal diagnosis of birth defects and outcomes in assisted reproductive technology too. In this scenario, we envision artificial intelligence for perinatal research to be based on three goals: (1) availability of population-representative, routine clinical data (rich multimodal data of large sample size) for perinatal research; (2) modification and application of current state-of-the-art artificial intelligence for prediction and classification in health care research to the field of perinatal health; and (3) development of methods for explaining the decision-making processes of artificial intelligence models for perinatal health indicators. Achieving these three goals via a multidisciplinary approach to the development of artificial intelligence tools will enable trust in these tools and advance research, clinical practice, and policies to ensure optimal perinatal health.
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Introduction
The perinatal period represents a vital period for maternal and infant health. Progress in perinatal health has been made in the past decades worldwide, represented by the decreased maternal and neonatal mortality, low birthweight (LBW), and preterm birth (PTB) rates. Recent studies have shown that artificial intelligence (AI) has the potential to accelerate this progress. This review aims to present an overview of perinatal health indicators, summarize evidence on the current state of evidence for AI application in perinatal health, and discuss future directions for this field.
**Perinatal health indicators**

Maternal mortality and morbidity; fetal, neonatal, and infant mortality; LBW (defined as birthweight <2500 g); and PTB (defined as gestational age at birth <37 weeks) are common indicators of perinatal health that are of public health concern and have significant implications for both the mother and child.

Some of the perinatal health indicators are included in the Sustainable Development Goals (SDGs) of the World Health Organization. SDG 3 that relates to good health and well-being includes goals to reduce maternal and neonatal mortality. One of the targets of SDG 3 is to reduce maternal mortality ratio to less than 70 per 100,000 births by 2030, with no country having a maternal mortality ratio of more than twice the global average. Another target is to reduce neonatal mortality in all countries to at least 12 per 1000 live births. Besides this, a target of SDG 3 is to increase health financing and training of the health workforce, which relates to the use of current methods that are relatively cheap but efficient to improve perinatal health and well-being. This indicates that adequate antenatal care, skilled care at birth, and postnatal maternal and infant care are important for perinatal health and well-being.

This has been illustrated by a study that found a midwife-led continuity of care to reduce PTBs by nearly 24%. The American College of Obstetrics and Gynecology recommends provision of postpartum care as a continuum rather than a single encounter; therefore, one needs to focus on the woman not only during pregnancy but throughout the life course and incorporate improved health care system as a component of maternal and child care.

**Maternal indicators**

There is considerable difference in maternal mortality and morbidity rates between high-income countries (HICs) and low-income countries (LICs). In 2017, the maternal mortality ratio was estimated to be 11 per 100,000 live births in HIC, whereas in LIC it was 462 per 100,000 live births with the sub-Saharan Africa having the highest estimate at 534 per 100,000 live births. Notably, about 90% maternal deaths occur in LICs and lower-middle-income countries.

Most maternal deaths occur due to obstetric hemorrhage, infections, hypertensive disorders during pregnancy, preexisting chronic health conditions, complications from delivery, and unsafe abortion.

Although maternal mortality has reduced in most HICs mainly due to skilled attendant care, severe maternal morbidity (SMM) is still a concern in most countries. In LIC, in addition to obstetric causes such as hemorrhage, hypertensive disorders during pregnancy, and sepsis due to obstetric infections, non-obstetric cause such as sepsis is a major contributor of maternal mortality. There are long-term implications of SMM—for example, preeclampsia is associated with an increased risk for cardiovascular disease for the mother. For the infants, SMM is associated with increased risk for fetal death, PTB, and LBW.

Irrespective of regions (HIC or LIC), SMM has been mainly associated with components of quality of maternal care. In LIC, these are related to poverty, physical access to care, lack of information, substandard care, and cultural beliefs and practices, and in some regions limited use of evidence approach to obstetric practice. Some of these factors are common to HICs, whereas factors such as provider misdiagnosis, lack of coordination between providers, and racial/ethnic disparities in access to care are important additional risk factors for SMM in HICs. In addition to disparities between HIC and LIC, there are disparities in maternal mortality and SMM within countries with the rates being higher among non-White women and women living in rural areas.

It is important to note that most maternal deaths are preventable, and there is no standardized definition of SMM.

**Child health indicators**

Like maternal mortality, neonatal and infant mortality rates have reduced worldwide, with significant differences between HIC and LIC. In HIC, the neonatal mortality rate is 3.0 per 1000 live births, and the infant mortality rate is 4.0 per 1000 live births. In contrast, in LIC, the corresponding rates are 27 per 1000 live births and 48 per 1000 live births, respectively.

Neonatal mortality constitutes one-third of deaths under 5 years of age, and like maternal morbidity it is related to lack of quality or skilled care at birth and treatment postpartum. The leading causes of neonatal/infant mortality are PTB; LBW; congenital anomalies; pregnancy complications such as infections, diabetes, or hypertensive disorders during pregnancy; intrapartum-related complications; and sudden and unexpected infant deaths.

Globally, PTB rates range from 5% to 18% with a higher burden among LICs and middle-income countries with 60% of the burden borne by countries in sub-Saharan Africa and South Asia alone. The prevalence of PTB has reduced in some HICs such as the United Kingdom and the Netherlands, but it has increased in countries such as Chile and Belgium (2000–2015). It accounts for about 75% of perinatal mortality and more than 50% of long-term morbidity such as neurodevelopmental impairments and respiratory and gastrointestinal complications.

About 40% to 45% of PTBs are due to spontaneous labor with intact membranes, 30% to 35% are indicated (vaginal or caesarean), and the remaining 25% to 30% are due to premature rupture of membranes. The increase in PTBs in singletons can be mainly attributed to an increase in indicated PTBs. The pathogenesis and mechanisms of PTB are not well known, but most of the risk factors for its occurrence are associated with increased systemic inflammation. Important risk factors for PTB include...
preeclampsia, congenital anomalies, multiple gestation, infection, maternal smoking, being African American, and stressful life events. There is a 15% to 50% risk of PTB in subsequent pregnancies due to recurrent intrauterine infections and preexisting chronic health conditions. Furthermore, multiple pregnancies are at higher risk for spontaneous PTB, whereas preeclampsia, eclampsia, and intrauterine growth restriction are important risk factors for indicated PTBs. But an individual patient data analysis from four countries with high human development index concluded that 21 known risk factors for PTB can explain only 35% of the total risk for PTB.

LBW prevalence has reduced in most countries, but in sub-Saharan Africa, it has continued to rise mainly because of the high prevalence of maternal infection. Although the rates have decreased over time in Southern Asia, nearly half of the world’s total LBW live births occur in this region with the primary cause being maternal undernutrition. Another major risk factor for LBW is prematurity. LBW accounts for about 60% of neonatal mortality. Both LBW and PTB, if not fatal, are associated with an increased risk for mortality and morbidity in childhood and cardiovascular disease, and obesity in adulthood.

Other indicators of perinatal health

Other indicators of perinatal health include congenital anomalies, which are related to perinatal health indicators such as PTB and neonatal and infant mortality. Globally, congenital anomalies including chromosomal (e.g. aneuploidy), single gene defects, and non-chromosomal anomalies (e.g. congenital heart defects) are the second leading cause of neonatal death after birth asphyxia and birth trauma, whereas in the United States it is the leading cause of infant mortality. Besides the long-term physical, cognitive, and social impact on the child and parental quality of life, it is associated with substantial economic burden; in the United States, the cost of birth defect–associated hospitalizations was estimated to be US$22.9 billion in 2013. Besides this, it is a significant contributor to PTB (more than 2.5 times higher risk) and LBW (more than 3.5 times higher risk). Common risk factors for congenital anomalies include chromosomal (most common being aneuploidy) or genetic, smoking, alcohol, substance abuse, diabetes mellitus, multiple gestation, advanced maternal age, environmental teratogens, infections such as Zika and rubella, and increased body mass index.

It is being recognized that to achieve better perinatal health, one needs to have a comprehensive definition of perinatal health indicators. To this end, the Euro-Peristat project has strived to identify indicators that span across the entire health care continuum in Europe with quality of care included as an important indicator.

AI in perinatal health

AI is a field of science that simulates human intelligence and behavior to perform a specific task. It can aid in decision-making process and improve medical care. In health care, AI can be used for prediction modeling, diagnosis, early detection, and monitoring. Machine learning (ML), either supervised, semi-supervised, unsupervised, or reinforcement, is a subset of AI that involves the use of algorithms and computer models to achieve a certain goal. Furthermore, deep learning is an ML technique that uses neural networks akin to the neurons in the human brain where given input, multiple levels of representation of data can be extracted to solve a problem.

ML can be used to learn from existing data and make predictions from new data. Unlike parametric models in statistics, fewer assumptions are required in modeling via ML. ML models have the potential to perform better than traditional statistical models because of their ability to deal with nonlinear complex data, multiple interactions between variables, and handle multiple predictors and chain of events simultaneously. In addition, in health care research, it is helpful to know the spectrum of phenotypes for a specific outcome for better predictions, which is possible through deep learning that enables better phenotyping using multimodal data such as imaging, laboratory tests, clinical diagnosis, and genetics.

In a scoping review of AI in pregnancy, Oprescu et al. found that ML has been used in more than two-thirds of the studies about predictive modeling followed by computational intelligence. They found that the most common models used for supervised learning were classification or regression models, whereas for unsupervised learning, clustering and dimensionality reduction were predominantly used, and deep learning was used in about 7% of the studies only. The commonly used ML algorithms are decision trees followed by support vector machines, logistic regression, and artificial neural networks.

ML methods have been used to predict PTB, birthweight, and postpartum depression using existing data, whereas predictions about preeclampsia, mortality, hypertension disorders during pregnancy, labor, and delivery have been made using both real-time and existing data. Furthermore, Mboya et al. found that ML may enable better prediction of perinatal mortality depending on the method used. However, using data from the Eunice Kennedy Shriver National Institute of Child Health and Human Development (NICHD) Global Network Maternal Newborn Health Registry study, Shukla et al. found that if one used the same list of variables for predictive modeling of stillbirth and neonatal morality, then the Area Under the Receiver Operating Characteristic (AUROC)s of logistic regression and top-performing ML models did not differ substantially. They also found that prenatal or pre-delivery variables had lower predictive accuracy than immediate...
post-delivery variables in the prediction of neonatal mortality. Furthermore, this study revealed birthweight to be most important predictor of neonatal mortality, whereas the contribution of other variables was not found to be substantial. In women with gestational diabetes, ML has been used both for predictions and monitoring. Furthermore, ML can be used to make real-time diagnostic predictions such as the need for caesarean delivery or labor induction.

One of the areas that ML has great potential for is in birth defects research. It has been used for aneuploidy detection using unsupervised learning methods such as artificial neural networks and hidden Markov model combined with supervised learning methods such as decision tree and support vector machine. Methods such as Fetal Intelligent Navigation Echocardiography (FINE) that use ML have been utilized in the prenatal diagnosis of congenital birth defects especially congenital heart defects.

Perinatal researchers have also used ML methods to analyze large, multidimensional omics data. Stelzer et al. integrated maternal metabolome, proteome, and immunome data using a stacked generalization algorithm to predict the timing of spontaneous labor. Jehan et al. found higher predictive accuracy for PTB when transcriptomics, metabolomics, and proteomics data from five low and middle-income countries (LIMCs) were integrated into a single model instead of analyzing them separately suggesting the role of multiple biological systems in the etiology of PTB.

In real-time settings, cardiocography using AI has the potential to reduce observer bias and increase better interpretation of fetal heart rate and uterine contractions; however, there is limited evidence for its superior performance to predict adverse pregnancy outcomes. Real-time fetal electrocardiogram recordings can be used by patients and clinicians to monitor fetal state. AI-based sensors can be used to monitor blood glucose and blood pressure, which are especially useful in low-resource settings. This has become all the more important since the COVID-19 pandemic where health care professionals are burdened by the huge surge of patients because of which patients with pre-existing conditions are not being able to seek timely help and monitoring. This is also related to one of the most promising area of AI applications, that is, mobile health (mHealth). mHealth is extremely useful for prenatal care especially in low-resource settings, where community health workers can facilitate care delivery, monitor health, and enable patient self-management. Even in high-resource settings, mHealth enables personalized monitoring to provide support to pregnant women.

**Future directions and role of AI in perinatal health**

AI for perinatal health is in its nascent stages. If developed methodically and in collaboration with perinatal health specialists, AI research can benefit clinical aspects of perinatal health and even research into applied AI at large. With more efficient AI tools serving perinatal health care researchers and clinicians that better predict conditions more precisely and sooner than current methods, AI can have stronger clinical impact. However, even more important than the need to develop robust AI is the need to develop explainable AI or AI that is transparent and able to be understood by humans. In matters of health, development and validation of AI models should bring with it trust about how the model is actually processing and functioning. Much more subtly and crucially, this AI should be understandable by clinicians since clinicians are tasked with diagnosis and treatment. For these reasons, a vision of AI for health and perinatal health care especially hinges on efficiency and “explainability.”

Thus, AI for perinatal health should have three goals for future research. First, AI research should aim to amass population-representative, routine clinical data for health research at large and specifically perinatal research. AI is a powerful tool that can be carefully built to include multimodal data but often requires large sample size to demonstrate strong performance. Thus, routinely collected, administrative primary and secondary care electronic health record (EHR) data that are representative of the population and collected systematically offer a solid foundation to begin AI research. However, it is worth noting the inherent limitations of EHR data such as imprecise measurement, informed presence bias, and missing data.

Second, current state-of-the-art AI for prediction and classification in health care research should be modified and applied to the field of perinatal health. Research in AI for health has been growing in popularity. There has been much work in prediction of events and conditions in neurology, cardiology, and other medical focus areas. As an exemplar, in neurology, multimodal data—high-dimensional brain imaging and genetics—can be used in a deep learning model for improved prediction of epilepsy. Another example is its use in anesthesiology where it can be used to improve the depth of anesthesia monitoring, pain management, and prediction of operative, postoperative, and critical care–related events. Furthermore, in cardiovascular medicine, it can be used in the management of heart failure, including identification of patients at risk, development of risk assessment tools, and the use of multimodal EHR data for clinical decision support in these patients. Another use in cardiology is in electrocardiography AI research where convolutional neural networks can be used to identify subclinical disease or prognostic factors of disease. Prediction of PTB and LBW would be an important research contribution in perinatal health. A 2013 study found only an estimated 5% relative reduction in PTBs for years 2010 to 2015 resulting in US$3 billion savings in total economic cost if evidence-based interventions were implemented in countries with very high human development index. Also, two-thirds of the variation in
total risk for PTB is still unaccounted for despite decades of research. This highlights the potential for research into factors that can lead to greater reduction in PTB and economic burden too. In addition, multi-task learning is an exciting area in ML research that involves simultaneous learning of multiple tasks by a shared model.\textsuperscript{57} Pregnancy is a unique and finite period that involves shared maternal–fetal exposures resulting in pregnancy and infant outcomes. In this context, multi-task learning can be applied to study exposures common or unique to both the mother and fetus, interactions between them, and fetal outcomes such as live birth, stillbirth, congenital anomalies, LBW, and maternal outcomes such as obstetric hemorrhage, intrapartum infections using a single model.

Furthermore, real-time electronic health recording and predictive modeling have found initial success in the field of pregnancy health\textsuperscript{40} and can especially be applied to health care systems in LIC. In HIC, 81\% of the population is estimated to be living in urban areas, whereas in LIC this proportion is 33\%.\textsuperscript{14} Women in rural areas, irrespective of development status, have poor access to medical care and resources.\textsuperscript{58} In addition, in HIC, the number of beds per 1000 people is 5.3, whereas in LIC it is 0.8 and in more than 55\% of the countries the rate of nursing and midwifery is 10 per 10,000 population.\textsuperscript{7} In these settings, mHealth can help pregnant women with conditions such as preeclampsia to identify signs and symptoms and seek timely help. In low-resource settings where health care professionals mostly rely on last menstrual period to estimate gestational age, AI-based tools can enable a cost-effective and more accurate estimation of gestational age. AI can facilitate screening process for SMM in HICs as well as LICs for faster review based on a list of criteria.

Finally, AI for perinatal health requires methods for explaining the decision-making processes of its models. Recently, with an explosion of AI methods such as machine, deep, and reinforcement learning–based models for prediction tasks, the need to ask the question: “What is AI actually learning?”\textsuperscript{63} remains ever important. Answering this question requires the development of tools for responsibly gauging and vetting AI models. In the past decade, some tools to explain the importance of input variables in image and static data such as the Shapley Additive Explanations (SHAP)\textsuperscript{59} and even explainers for longitudinal data\textsuperscript{60} have allowed subject specialists to query what the model is attributing as signal. These methods have even been used in the field of perinatal health to understand input features strongly associated to the condition of autism spectrum disorder.\textsuperscript{61} When these tools illuminate the importance of a particular feature, specialists can sort these explanations into four categories as shown in Figure 1. While features in squares 1 and 4 demonstrate agreement and little controversy between the subject area specialists and AI explainers, features sorted into the remaining two squares suggest further analyses to understand the actual importance of those features. AI understanding and clinical understanding might not always be in line with one another, and many such explanations may reside in squares 2 and 3; the resolution of these disagreements and progress in AI-driven perinatal health care require clinicians and AI specialists working side by side.

With these three goals, collaboration between perinatal health specialists and AI experts can yield robust AI tools along with trust in the tools. Both are necessary for progress and more importantly, clinical acceptance in areas such as perinatal health care.

**Conclusion**

In this review, we have summarized and highlighted the potential of AI-based algorithms and methods for the development of novel prediction models, better diagnosis, early identification, and monitoring of women during pregnancy, labor, and postpartum to advance research, clinical practice, and policies, and ensure optimal perinatal health.

Although this is a comprehensive and broad review of perinatal health indicators using AI where we have proposed a threefold approach to the use of AI in perinatal health research, it is not a systematic review that is a structured synthesis of evidence based on \textit{a priori} protocol. Therefore, it is subject to biases such as publication bias and reviewer bias regarding choice of studies included and biases due to non-assessment of quality of studies included.

While our three goals for adaptation of AI for perinatal health care pave the way for novel findings for the field, we note that AI without societal acceptance and integration is insufficient for impacting clinical care. While robust
performing AI and explainable AI can provide explanations for these black-box tools, integrating AI tools into the clinical setting and building community trust require engagement from every faction of society: from health care professionals to governmental workers and policy makers. Therefore, a multidisciplinary approach involving health care professionals, epidemiologists, statisticians, AI scientists, community health workers, organizations and institutions (local, national, and global), engineers, local governments, policy makers, and most importantly the mother herself is required to improve health of mothers and children in developed and developing nations alike.
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