ON A FLUID-STRUCTURE INTERACTION PROBLEM FOR PLAQUE GROWTH

HELMUT ABELS AND YADONG LIU

Abstract. We study a free-boundary fluid-structure interaction problem with growth, which arises from the plaque formation in blood vessels. The fluid is described by the incompressible Navier-Stokes equation, while the structure is considered as a viscoelastic incompressible neo-Hookean material. Moreover, the growth due to the biochemical process is taken into account. Applying the maximal regularity theory to a linearization of the equations, along with a deformation mapping, we prove the well-posedness of the full nonlinear problem via the contraction mapping principle.

1. Introduction

1.1. The free-boundary fluid-structure interaction model. In this paper, we consider a free-boundary fluid-structure interaction problem with growth, which is used to describe the plaque formation in a human artery. The blood is assumed to be the incompressible Navier-Stokes equation and the artery is modeled by an elastic equation with viscosity. Based on [46], where the model was proposed and simulated in a cylindrical domain, we analyze such problem in a bounded domain $\Omega^t = \subset \mathbb{R}^n$, $n \geq 2$. See Figure 1. Here, $\Omega^t = \Omega^t_f \cup \Omega^t_s \cup \Gamma^t$, where $\Omega^t$ is divided by the interface $\Gamma^t$ into two disjoint parts, fluid domain $\Omega^t_f$ and solid domain $\Omega^t_s$. $\Gamma^t_s$ denotes the outer boundary of $\Omega^t$, which is also a free boundary.

Figure 1. Domain of the problem.
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Before giving a precise description of the model, we introduce the setting of Lagrangian coordinate. For convenience, we define the moving domain at initial time \( t = 0 \) as \( \hat{\Omega} = \Omega_f \cup \Omega_s \cup \Gamma \), where \( \Omega_f = \Omega_0^f \), \( \Omega_s = \Omega_0^s \) and \( \Gamma = \Gamma^0 \). From the viewpoint of material deformation (see e.g. [14, 23]), we set the so-called reference configuration at \( t = 0 \) and the deformed configuration at time \( t \). Moreover, we denote the spatial variable at \( t = 0 \) by the Lagrangian variable \( X \), resp., by the Eulerian variable \( x \) the spatial variable at \( t \). The velocities of deformations are \( \hat{v}(X, t) \) and \( v(x, t) \) respectively. In the sequel, without special statement, the quantities or operators with a hat “\( \hat{\cdot} \)” will indicate those in Lagrangian reference configuration. To formulate the model, we define the deformation as (See Figure 2)

\[
\varphi : \hat{\Omega} \rightarrow \Omega^f,
\]

with

\[
x = \varphi(X, t) = X + \int_0^t \hat{v}(X, \tau) \, d\tau, \quad \forall X \in \hat{\Omega},
\]

and \( x|_{t=0} = \varphi(X, 0) = X \).

\[ \varphi \]
\[ \Omega_s \quad \Omega_f \]
\[ \hat{\Omega} \]
\[ \varphi \]
\[ \Omega_s' \quad \Omega_f' \]
\[ \Omega^t \]

**Figure 2.** Deformation \( \varphi \) mapping from \( \hat{\Omega} \) into \( \Omega \).

Subsequently, we denote by \( \hat{F} \) the deformation gradient

\[
\hat{F} = \frac{\partial}{\partial X} \varphi(X, t) = \hat{\nabla} \varphi(X, t) = I + \int_0^t \hat{\nabla} \hat{v}(X, \tau) \, d\tau, \quad \forall X \in \hat{\Omega},
\]

with initial deformation \( \hat{F}|_{t=0} = I \) and by \( \hat{J} = \det \hat{F} \) its determinant. Conversely, we have the inverse deformation gradient by \( F = \hat{F}^{-1} \). In the following, quantities in fluid and structure domain will be distinguished by subscript “\( f \)” and “\( s \)” respectively, quantities without subscript are defined both in fluid and structure domain.

Now, we are in the position to describe the whole system. For a finite time \( T > 0 \), \( 0 < t < T \), we model the motion of the fluid by the classical incompressible Navier-Stokes equations, which is

\[
\begin{align*}
\rho_f (\partial_t + v_f \cdot \nabla) v_f &= \div \sigma_f(v_f, \pi_f) \\
\div v_f &= 0
\end{align*}
\]

in \( \Omega_f^t \), \( \quad (1.2) \)

where \( \rho_f \) is the known constant fluid density. \( \sigma_f(v_f, \pi_f) = -\pi_f I + \nu_f (\nabla v_f + \nabla^T v_f) \) denotes the Cauchy stress tensor, \( \pi_f \) is the unknown fluid pressure and \( \nu_f \) represents the fluid viscosity.

The equations for the solid are written as:

\[
\begin{align*}
\rho_s (\partial_t + v_s \cdot \nabla) v_s &= \div \sigma_s(v_s, \pi_s) \\
(\partial_t + v_s \cdot \nabla) \rho_s + \rho_s \div v_s &= f_s^p
\end{align*}
\]

in \( \Omega_s^t \), \( \quad (1.3) \)
where $\rho_s$ is the solid density. $\sigma_s = \sigma_s^e + \sigma_s^v$ is the stress tensor of the solid where

$$
\sigma_s^e = -\pi_s I + \mu_s \left((F_s^e)^{-1}(F_s^e)^{-\top} - I\right),
$$

$$
\sigma_s^v = \nu_s \left(\partial_t F_s^{-1} + \partial_t (F_s^{-1})^\top\right) F_s^{-\top},
$$

$\pi_s$ is the unknown solid pressure. Moreover, $\mu_s$ denotes the Lamé coefficient and $\nu_s$ represents the solid viscosity, which are all positive constant. The first equation is the balance equation of linear momentum. $\sigma_s^e$ is given by the constitutive relation of an incompressible Neo-Hookean material, which is hyperelastic, isotropic and incompressible. This relationship was widely used to describe blood vessel wall by many investigators, see e.g. [44, 46]. The tensor $F_s^e$ is the inverse elastic deformation gradient under the assumption of growth and will be assigned later in Section 1.3. We consider not only the elastic stress $\sigma_s^e$, but also the viscoelastic stress $\sigma_s^v$, which could be deduced by linearizing the Kelvin-Voigt stress tensor, see Mielke and Roubíček [35]. The second equation of (1.3) is due to the mass balance, where $f^g_s$ is called growth function and represents the rate of mass growth per unit volume due to the formation of plaque, see e.g. [7, 27, 46].

**Remark 1.1.** For short time existence, the Kelvin-Voigt viscous stress $\sigma_s^v$ we introduced brings the parabolicity to the solid equation, which dominates the regularity of solutions. Moreover, after linearization one obtains a two-phase Stokes type problem, which ensures us to get the solvabilities and regularities of fluid and solid velocities by maximal regularity theory. In a recent work [9], a similar stress tensor of solid part was also considered to investigate weak solutions of the interaction between an incompressible fluid and an incompressible immersed viscous-hyperelastic solid structure.

**Remark 1.2.** In [46, 44], some numerical simulations are carried out by considering that $\mu_s$ depends on the concentration of some chemical species, and hence varies from healthy vessel to plaque area. In the case of viscoelasticity, $\nu_s$ may also vary over the solid domain. However, to simplify the model for the analysis, we assume that these coefficients are constant over the solid domain.

The interaction between the fluid and solid is modeled by transmission conditions on the interface $\Gamma^t$, which consists of the continuity of velocity and the balance of normal stresses:

$$
[v] = 0, \quad \text{on } \Gamma^t,
$$

$$
[\sigma] n_{\Gamma^t} = 0, \quad \text{on } \Gamma^t,
$$

where $n_{\Gamma^t}$ stands for the outer unit normal vector on $\Gamma^t$ pointing from $\Omega_f^t$ to $\Omega_s^t$. For a quantity $f$, $[f]$ denotes the jump defined on $\Omega_f^t$ and $\Omega_s^t$ across $\Gamma^t$, namely,

$$
[f](x) := \lim_{\theta \to 0} f(x + \theta n_{\Gamma^t}(x)) - f(x - \theta n_{\Gamma^t}(x)), \quad \forall x \in \Gamma^t.
$$

Moreover, to ensure the compatibility with growth and incompressibility, the boundary condition on $\Gamma^s_1$ is assumed to be the so-called “stress-free” boundary condition:

$$
\sigma_s n_{\Gamma^s_1} = 0, \quad \text{on } \Gamma^s_1,
$$

where $n_{\Gamma^s_1}$ is the unit outer normal vector on $\Gamma^s_1 = \partial \Omega^s_1$.

**Remark 1.3.** The “stress-free” boundary condition (1.6) is set due to physical reality. Since we consider the growth of solid part and both fluid and solid part are incompressible, we can not impose some types of boundary conditions. For example,
the clamped condition $v_s = 0$ on $\Gamma_s$ (correspondingly, $u_s = \partial_t u_s = 0$ on $\Gamma_s$), will destroy the property of incompressibility.

**Remark 1.4.** In this work, the fluid part is supposed to be surrounded by the solid part. In fact, if the solid is immersed in fluid domain, there will be no essential difference in our framework of analysis. Specifically, the outer boundary will still be a Neumann-type boundary, which is a “do-nothing” outer boundary for fluid.

The initial values for velocities are prescribed as

$$v_f(x, 0) = v_f^0, \quad v_s(x, 0) = v_s^0, \quad \text{in } \Omega^0.$$  \hspace{1cm} (1.7)

### 1.2. Biochemical processes.

The formation of plaque is usually due to biochemical processes in the blood flow and vessel wall. Following the descriptions in [46, 47], we introduce the dynamics of monocytes in the blood flow and dynamics of macrophages and foam cells in the vessel wall, of which the concentrations are denoted by $c_f$, $c_s$, $c^*_s$, respectively. Convection and diffusion happen during these biochemical processes, so the motion of monocytes in the blood is given by the transport-diffusion equation

$$\partial_t c_f + \text{div} (c_f v_f) - D_f \Delta c_f = 0, \quad \text{in } \Omega^f,$$  \hspace{1cm} (1.8)

where $D_f > 0$ is the diffusion coefficient in the blood, which is assumed to be a constant since the fluid is incompressible and homogeneous. Analogously, the motion of macrophages in the vessel wall is described by

$$\partial_t c_s + \text{div} (c_s v_s) - D_s \Delta c_s = -f^r_s, \quad \text{in } \Omega^s,$$  \hspace{1cm} (1.9)

where $D_s > 0$ is the diffusion coefficient in the vessel wall. To simplify the model, we assume that the solid is a homogeneous material, and thus $D_s$ is a constant. We mention that vessel wall could be inhomogeneous, which represents different diffusion rate in healthy and diseased vessel, see e.g. [46]. $f^r_s$ is the reaction function, modeling the rate of transformation from macrophages into foam cells. Furthermore, since foam cells do not diffuse inside the solid material, they are accumulated only due to the convection with $v_s$ and the transformation from macrophages, which results in the equation of foam cells

$$\partial_t c^*_s + \text{div} (c^*_s v_s) = f^r_s, \quad \text{in } \Omega^s.$$  \hspace{1cm} (1.10)

The reaction term $f^r_s$ is supposed to depend on the concentration of macrophages $c_s$ linearly, namely,

$$f^r_s = \beta c_s, \quad \text{in } \Omega^s,$$  \hspace{1cm} (1.11)

where $\beta > 0$ is assumed to be a constant. In reality, it is more complicated and may depend on the concentration of other chemical species. We just assume a linear relation for the sake of analysis. Then, we give another linear dependence of $f^g_s$, which is

$$f^g_s = \gamma f^r_s = \gamma \beta c_s, \quad \text{in } \Omega^s,$$  \hspace{1cm} (1.12)

with a positive constant $\gamma$. (1.12) indicates the plaque growth as mentioned in (1.3), resulting from the accumulation of foam cells.

To close the system, we still need to model the penetration of monocytes from the blood into the vessel wall, for which the transmission conditions are given on $\Gamma_t$ by the jump condition

$$[D \nabla c] \cdot n_{\Gamma_t} = 0, \quad \text{on } \Gamma_t,$$  \hspace{1cm} (1.13)

$$\zeta [c] - D_s \nabla c_s \cdot n_{\Gamma_t} = 0, \quad \text{on } \Gamma_t,$$  \hspace{1cm} (1.14)

where $\zeta$ denotes the permeability of the interface $\Gamma_t$ with respect to the monocytes, which should depend on the hemodynamical stress $\sigma_f \cdot n_{\Gamma_t}$, however, is supposed to
be a constant for simplicity. Moreover, the condition on the outer boundary $\Gamma_s^t$ is given by

$$D_s \nabla c_s \cdot n_{\Gamma_s^t} = 0, \quad \text{on } \Gamma_s^t. \quad (1.15)$$

At initial state, the vessel is supposed to be healthy. Hence, there is no foam cell in vessel, i.e.,

$$c_s^*(x, 0) = 0, \quad \text{in } \Omega_s^t. \quad (1.16)$$

The initial values for concentrations of monocytes and macrophages are given by

$$c_f(x, 0) = c_f^0, \quad c_s(x, 0) = c_s^0, \quad \text{in } \Omega^0. \quad (1.17)$$

1.3. **Description of growth.** Now, we give the description of growth. Normally, prescribing the rate of growth function $f^g_s$ is not enough to capture the full effect of the tissue growth. Specifically, the real deformation and corresponding deformation gradient $\hat{F}_s$ are induced by both growth and mechanics. Hence, the deformation gradient $\hat{F}_s$ is not enough to capture all responses in the system, for example the deformation gradient in $\sigma_e^s$. Thus, simply transforming the system to Lagrangian coordinates, such as in [16], we can not solve the whole fluid-structure interaction problem with growth.

As in [46], Yang et al. took the idea of deformation gradient decomposition based on the theory of multiple natural configurations. In this formulation, one needs a new configuration, which is usually called *natural configuration*, so that one can decompose the whole process into a pure growth and a pure elastic one, see Figure 3. For more details, readers are referred to [7, 27, 39, 46, 47]. In this article, we assume

![Figure 3. Decomposition of deformation gradient.](image)

the decomposition of the deformation gradient $\hat{F}_s$ as

$$\hat{F}_s = \hat{F}_e^s \hat{F}_g^s, \quad \text{in } \Omega_s,$$

where $\hat{F}_g^s$ is the so-called growth tensor and $\hat{F}_e^s$ represents the purely elastic tensor. The associated determinants are

$$\hat{J}_g^s = \det \hat{F}_g^s, \quad \hat{J}_e^s = \det \hat{F}_e^s, \quad \text{in } \Omega_s,$$

respectively. Then

$$\hat{J}_s = \hat{J}_g^s \hat{J}_e^s.$$

Growth may happen in different ways. In applications, two assumptions were most commonly applied: *constant-density*, which stands for adding new material
with the same density; \textit{constant-volume}, by which the total mass is added and density varies. Since constant-density growth is usually coupled with the assumption of an incompressible tissue, see e.g. [27, 39], we take this kind of growth into consideration in this work. Then the second equation of (1.3) reads as

$$\rho_s \text{div} \mathbf{v}_s = f_s^g.$$  

Moreover, we assume that plaques grows isotropically:

$$\hat{F}_s^g = \hat{g} \mathbb{I}, \quad \text{in } \Omega_s,$$

where $\hat{g} = \hat{g}(X, t)$ is the metric of growth, a scalar function depending on the concentration of macrophages. Hence,

$$\hat{F}_s^e = \frac{1}{\hat{g}} \hat{F}_s, \quad \hat{j}_s^g = \hat{g}^n,$$

where $n$ is the dimension of space. As [7] mentioned, $\hat{g}$ describes the deformation state of the material, either growing or resorbing, as

$$0 < \hat{g} < 1 \Rightarrow \text{resorption},$$
$$\hat{g} > 1 \Rightarrow \text{growth}.$$  

From [7, 27, 46], under the assumption of constant-density growth, we deduce that

$$\partial_t \hat{g} = \frac{\gamma \beta}{\alpha \rho_s} \hat{c}_s \hat{g}, \quad \text{in } \Omega_s. \tag{1.18}$$

This equation shows the specific dependence on $\hat{c}_s$ of $\hat{g}$. At initial state, $\hat{g} \mathbb{I}$ is supposed to be the identity, i.e.,

$$\hat{g}(X, 0) = 1, \quad \text{in } \Omega_s,$$

without growth or resorption of the material.

1.4. Literature. During last decades, fluid-structure interaction problems attracted much attention from mathematicians due to its strong applications in various areas, e.g., biomechanics, blood flow dynamics, aeroelasticity and hydroelasticity. Studies can be divided into two types depending on the dimensions of the fluid and the solid. They are for example 3d-3d coupled and 3d-2d coupled systems, where the solid is contained in the fluid and one part of fluid’s boundary respectively.

In the case of 3d-3d model, which is exactly our consideration, let us recall some existence results of strong solutions. Well-posedness of such model was firstly established by Coutand and Shkoller [15], where they investigated the interaction problem between the Navier-Stokes equation and a linear Kirchhoff elastic material. The results were extended to the quasilinear elastodynamics case by them, where they regularized the hyperbolic elastic equation by a particular parabolic artificial viscosity and then obtained the existence of strong solutions together with the a priori estimates in [16]. Thereafter, Ignatova, Kukavica, Lasiecka and Tuffaha [24, 25] investigated the coupled system of incompressible Navier-Stokes equation and a wave equation from different aspects. More specifically, In [24], static damping and velocity internal damping were added in the wave equation and boundary friction was considered, by which exponential decay was obtained. Later, the boundary friction was removed in [25] by introducing the tangential and time-tangential energy estimates. The coupling of the Navier–Stokes equations and the Lamé system was analyzed by Kukavica and Tuffaha [28] with initial regularity $(v_0, \xi_1) \in H^3(\Omega_f) \times H^2(\Omega_s)$, while Raymond and Vanninathan [38] further proved the existence and uniqueness of local strong solutions with a weaker initial regularity $(v_0, \xi_1) \in H^{3/2+\varepsilon}(\Omega_f) \times H^{1+\varepsilon}(\Omega_s)$,
\( \varepsilon > 0 \) arbitrarily small, with periodic boundary conditions. Lately, Boulakia, Guererrero and Takahashi [11] showed a similar result for the Navier–Stokes-Lamé system in a smooth domain with reduced demand of the initial regularity.

There are also other variants of free-boundary fluid-structure interactions models. For compressible fluid coupled with elastic bodies, we refer to [10], where Boulakia and Guerrero addressed the local in time existence and the uniqueness of regular solutions with the initial data \( (\rho_0, u_0, w_0, w_1) \in H^3(\Omega_f) \times H^4(\Omega_f) \times H^3(\Omega_s) \times H^2(\Omega_s) \). This result was later improved by Kukavica and Tuffaha [29] with a weaker initial regularity \( (\rho_0, u_0, w_1) \in H^3(\Omega_f) \times H^{3/2+r}(\Omega_f) \times H^{3/2+r}(\Omega_s) \), \( r > 0 \). More recently, Shen, Wang and Yang [40] consider the magnetohydrodynamics (MHD)-structure interaction system, where the fluid is described by the incompressible viscous non-resistive MHD equation and the structure is modeled by the wave equation with superconductor material. They solved the existence of local strong solutions with penalization and regularization techniques.

For the 3d-2d/2d-1d systems where the structure is seen as one part of the fluid’s boundary, we just mention several works on the existence and uniqueness of strong solutions to be concise. The mostly investigated case is the fluid-beam/plate systems where the beam/plate equation was imposed with different mechanical mechanism (rigidity, stretching, friction, rotation, etc.), readers are refer to [8, 17, 21, 22, 30, 31, 34, 36] and references therein. Moreover, the fluid-structure interaction problems with nonlinear shells were studied in [12, 13, 33]. It has to be mentioned that in the recent works [17, 34], a maximal regularity framework, which requires lower initial regularity and less compatibility conditions compared to the energy method, was employed.

1.5. **Mathematical strategy and features.** The new difficulties arise from the plaque formation in the blood vessels, along with the interaction between the fluid and the solid separated by a free interface, the reaction and the diffusion of different cells and the growth of the vessel wall. Numerical computations were carried out in recent years [20, 46, 47] to simulate the plaque formation and test the effects of different parameters. To our best knowledge, this is the first work concerning the existence of the strong solutions to the fluid-structure interaction problems with growth. Unlike most of the literature above, which are associated with Hilbert spaces (\( L^2 \)-setting) and energy methods, we establish our local strong solutions under the framework of maximal \( L^q \)-regularity for more general dimension. The method is based on the Banach fixed-point theorem, for which we rewrite the free boundary problem established with Eulerian coordinates in Lagrangian reference configuration, linearize the system at the initial configuration, construct a contraction mapping in a fixed ball and show the local existence and uniqueness of strong solutions. Throughout the proof, we point out the following features.

i) We adapt the maximal \( L^q \)-regularity theory to solve our problem. Hence, there will be no “regularity loss” from initial data to the solution spaces and only few compatibility conditions are needed.

ii) The growth is considered to be of the constant-density type. Then under the assumption of isotropy, the growth will be indicated by the metric function \( \hat{g} \). An ordinary differential equation of \( \hat{g} \) provides the regularity of \( \hat{g} \) needed for the solid velocity and the concentration of macrophages.

iii) The Kelvin-Voigt viscous stress \( \sigma_v^k \) we introduced brings the parabolicity to the solid equation. For the linearization, we can use a two-phase Stokes type problem for the fluid-structure interaction problem. This makes sure that
we can get the solvabilities and regularities of fluid and solid velocities by maximal regularity theory.

iv) The transformed two-phase Stokes problem is endowed with a stress free (Neumann-type) outer boundary condition due to Remark 1.3. One of our aims is to obtain the solvability of such system. To this end, reduction and truncation arguments are applied. More specifically, we firstly reduce the inhomogeneous linear system to a source and initial value homogeneous problem (except the boundary terms), in order to obtain the pressure regularities. Then by choosing a cutoff function (see (3.13)) which is supported in a subset $U \subseteq \hat{\Omega}$ and imposing an artificial vanishing Dirichlet boundary on $\Gamma_s = \partial \hat{\Omega}$, one obtains the solvability of the linear system since the two-phase Stokes problem with Dirichlet boundary is solved in Appendix A.1.

1.6. Outline of the paper. In Section 2 we briefly introduce some notations and function spaces along with several preliminary results. Transformation from the deformed configuration to the reference one is shown in the last subsection, as well as the main theorem for the transformed system. Section 3 is devoted to the analysis of the underlying linear problems, where three separated parts of analysis are proceeded. The main results of this section are the maximal $L^q$-regularities for these linear problems. The first one is the two-phase Stokes problems with Neumann boundary condition, to which reduction and truncation (localization) arguments are applied. The second problem consists of two reaction-diffusion systems with Neumann boundary condition due to the decoupling of the transmission problem, while the last one is an ordinary differential equations for growth and foam cells. In Section 4, we firstly give some estimates related to the deformation gradient, which are of much importance when proving that the constructed nonlinear terms are well-defined and endowed with the property of contraction in the next subsection. Then the full nonlinear system is shown to be well-posed locally in time via Banach fixed-point theorem. Moreover, the cell concentrations are showed to be always nonnegative, provided that the initial data is nonnegative. Additionally, we introduce some maximal $L^q$-regularity results of several linear systems in Appendix A and establish a uniform extension of the Sobolev-Slobodeckij spaces in Appendix B.

2. General settings and main results

2.1. Mathematical notations. For matrices $A, B \in \mathbb{R}^{n \times n}$, let $A : B = \text{tr}(B^\top A)$ and corresponding induced modulus of $A$ as $|A| = \sqrt{A : A}$. The set of invertible matrices in $\mathbb{R}^{n \times n}$ is $GL(n, \mathbb{R})$. For a differentiable $A : \mathbb{R}_+ \to GL(n, \mathbb{R})$, we have two useful formulas as

$$\frac{d}{dt} \det A = \text{tr} \left( A^{-1} \frac{d}{dt} A \right) \det A \quad (2.1)$$

$$\frac{d}{dt} A^{-1} = -A^{-1} \left( \frac{d}{dt} A \right) A^{-1}, \quad (2.2)$$

which can be found in [19, 23]. Furthermore, for a vector function $u$ and a tensor matrix $T$, we give an identity which will be used later (see e.g. [23, (3.20)]):

$$\text{div} (T^\top u) = T : \nabla u + u \cdot \text{div} T. \quad (2.3)$$

For metric spaces $X, B_X(0, r)$ represents the open ball with radius $r > 0$ around $x \in X$. For normed spaces $X, Y$ over $\mathbb{K} = \mathbb{R}$ or $\mathbb{C}$, the set of bounded, linear operators $T : X \to Y$ is denoted by $\mathcal{L}(X, Y)$ and in particular, $\mathcal{L}(X) = \mathcal{L}(X, X)$. 
2.2. Function spaces. If \( M \subseteq \mathbb{R}^d \), \( d \in \mathbb{N}_+ \) is measurable, \( L^q(M) \), \( 1 \leq q \leq \infty \) denotes the usual Lebesgue space and \( \| \cdot \|_{L^q(M)} \) its norm, as well as the mean value zero Lebesgue space

\[
L^q_{(0)}(M) := \left\{ f \in L^q(M) : \int_M f d\mu = 0 \right\},
\]

with \( |M| < \infty \). Moreover, \( L^q(M; X) \) denotes its vector-valued variant of strongly measurable \( q \)-integrable functions/essentially bounded functions, where \( X \) is a Banach space. If \( M = (a,b) \), we write for simplicity \( L^q(a,b) \) and \( L^q(a; b; X) \). By simple computation, we have

\[
\|f\|_{L^q(a,b)} \leq |a - b|^{\frac{1}{q}} \|f\|_{L^\infty(a,b)}. \tag{2.4}
\]

Let \( \Omega \subseteq \mathbb{R}^n \) be a open and nonempty domain, \( W^m_q(\Omega) \) denotes the usual Sobolev space with \( m \in \mathbb{N} \) and \( L^q(\Omega) = W^0_q(\Omega) \). Moreover, we set

\[
W^m_{q,0}(\Omega) = \mathcal{C}_0^\infty(\Omega) W^m_q(\Omega), \quad W^{-m}_{q,0}(\Omega) := [W^m_{q,0}(\Omega)]',
\]

\[
W^m_{q,\Omega}(\Omega) = W^m_q(\Omega) \cap L^q_{(0)}(\Omega), \quad W^{-m}_{q,\Omega}(\Omega) := [W^m_{q,\Omega}(\Omega)]',
\]

where \( q' \) is the conjugate exponent to \( q \) satisfying \( \frac{1}{q} + \frac{1}{q'} = 1 \).

For \( k, k' \in \mathbb{N} \) with \( k < k' \), we consider the standard definition of the Besov spaces by real interpolation of Sobolev spaces (see Lunardi [32])

\[
B^s_{q,p}(\Omega) = \left( W^k_q(\Omega), W^{k'}_q(\Omega) \right)_{\theta,p},
\]

where \( s = (1 - \theta)k + \theta k' \), \( \theta \in (0,1) \). In the special case \( q = p \), we also have Sobolev-Slobodeckij spaces

\[
W^s_q(\Omega) = B^s_{q,q}(\Omega) = \left( W^k_q(\Omega), W^{k'}_q(\Omega) \right)_{\theta,\theta},
\]

which is endowed with norm \( \| \cdot \|_{W^s_q(\Omega)} = \| \cdot \|_{L^q(\Omega)} + \| \cdot \|_{L^\infty(\Omega)} \), where

\[
[f]_{W^s_q(\Omega)} = \int_\Omega \int_\Omega \left( \frac{|f(x) - f(y)|}{|x - y|^{n+s}} \right)^q \frac{dxdy}{|x - y|^n}.
\]

The multiplication property of such space is given in the next lemma.

**Lemma 2.1** (Multiplication). Let \( \Omega \) be a bounded Lipschitz domain. For \( f, g \in W^s_q(\Omega) \) and \( sq > n \) with \( s > 0 \), we have the multiplication property, which is

\[
\|fg\|_{W^s_q(\Omega)} \leq M_q \|f\|_{W^s_q(\Omega)} \|g\|_{W^s_q(\Omega)},
\]

where \( M_q \) is a constant depending on \( q \).

**Proof.** For the case \( s \in \mathbb{N}_+ \), we refer to [45, Theorem 1]. For the other cases, since \( W^s_q = B^s_{q,q} \) for every \( s \in \mathbb{R}_+ \setminus \mathbb{N} \), then [26, Theorem 6.6] implies this. \( \square \)

Next, for an interval \( I \subseteq \mathbb{R} \) and a Banach space \( X \), we recall the definition of vector-valued Sobolev-Slobodeckij space as

\[
W^s_q(I; X) := \left\{ f \in L^q(I; X) : \|f\|_{W^s_q(I; X)} < \infty \right\},
\]
whose norm is \( \|f\|_{W^r_q(I;X)} = \|f\|_{L^q(I;X)} + \|f\|_{W^s_q(I;X)} \) with
\[
[f]_{W^r_q(I;X)} = \int_I \left( \frac{\|f(t) - f(t')\|_X}{|t - t'|^s} \right)^q \frac{dt'dt}{|t - t'|}.
\]
Then we define \( W^r_q(0, T; X) \) with \( 0 < T \leq \infty \) to be a vector-valued space having a vanishing trace at \( t = 0 \), i.e.,
\[
W^r_q(0, T; X) := \{ u \in W^r_q(0, T; X) : u|_{t=0} = 0 \}.
\]
In addition, we introduce one embedding result from Simon [43, Corollary 17].

**Lemma 2.2.** Suppose \( 0 < r \leq s < 1 \) and \( 1 \leq p \leq \infty \). Then
\[
W^s_q(I; X) \hookrightarrow W^r_q(I; X)
\]
and, for all \( f \in W^s_q(I; X) \),
\[
[f]_{W^r_q(I;X)} \leq \begin{cases} |I|^{s-r} [f]_{W^r_q(I;X)} & \text{for bounded } I, \\ [f]_{W^s_q(I;X)} + \frac{4}{r} \|f\|_{L^q(I;X)} & \text{for all } I. \end{cases}
\]

For \( r, s \geq 0 \), the anisotropic Sobolev-Slobodeckij spaces \( W^{r,s}_q \) is defined as
\[
W^{r,s}_q(\Omega \times I) := L^q(I; W^{r,s}_q(\Omega)) \cap W^s_q(I; L^q(\Omega)).
\]

Based on the trace method interpolation at time zero [37, Section 3.4.6] and [6, Chapter III, Theorem 4.10.2], we give some useful embeddings, which will be employed later.

**Lemma 2.3.** Let \( X_1, X_0 \) be two Banach spaces and \( X_1 \hookrightarrow X_0 \). Define \( X_T = L^q(0, T; X_1) \cap W^1_q(0, T; X_0) \) for all \( 1 < q < \infty \) and \( 0 < T < \infty \), then
\[
X_T \hookrightarrow C([0, T]; X_\gamma),
\]
where
\[
X_\gamma = (X_0, X_1)_{1-\frac{1}{q}, \frac{1}{q}} = \{ u|_{t=0} : u \in X_T \}
\]
is the trace space. Moreover, if \( X_T \) is endowed with the norm
\[
\|u\|_{X_T} := \|u\|_{L^q(0, T; X_1)} + \|u\|_{W^1_q(0, T; X_0)} + \|u|_{t=0}\|_{X_\gamma},
\]
then there is some \( C > 0 \) independent of \( T \) such that for \( T \in [0, \infty) \) and \( u \in X_T \),
\[
\|u\|_{C([0, T]; X_\gamma)} \leq C \|u\|_{X_T}.
\]

In particular, if \( \Omega \subset \mathbb{R}^n, n \geq 2 \), is a bounded domain, \( n < q < \infty \), and if \( X_1 = W^{q}_{q}(\Omega), X_0 = L^q(\Omega) \), then \( X_\gamma = W^{2-\frac{q}{n}}_{q}(\Omega) \) and
\[
W^{2,1}_{q}(\Omega \times (0, T)) \hookrightarrow C([0, T]; W^{2-\frac{q}{n}}_{q}(\Omega)) \hookrightarrow C([0, T]; W^{1}_{q}(\Omega)),
\]
(2.6) together with
\[
\|u\|_{C([0, T]; W^{2}_{q}(\Omega))} \leq C(\|u\|_{W^{2,1}_{q}(\Omega \times (0, T))} + \|u_0\|_{W^{2}_{q}(\Omega)}),
\]
\[
\|u - v\|_{C([0, T]; W^{2}_{q}(\Omega))} \leq C \|u - v\|_{W^{2,1}_{q}(\Omega \times (0, T))},
\]
for \( u, v \in W^{2,1}_{q}(\Omega \times (0, T)) \) with \( u|_{t=0} = v|_{t=0} = u_0 \).
Lemma 2.4. Let $\Sigma$ be a compact sufficiently smooth hypersurface. For $1 < q < \infty$, $\frac{1}{q} < \alpha \leq 1$ and $0 < T < \infty$, define $X_T := L^q(0, T; W^{2\alpha} q(\Sigma)) \cap W^q(0, T; L^q(\Sigma))$, then

$$X_T \hookrightarrow C([0, T]; X_\gamma),$$

where

$$X_\gamma = \{ u|_{t=0} : u \in X_T \} = W^{2\alpha-\frac{2}{q}}_q(\Sigma).$$

Moreover, if $X_T$ is endowed with the norm

$$\|u\|_{X_T} := \|u\|_{L^q(0, T; X_\gamma)} + \|u\|_{W^q_T(0, T; X_\gamma)} + \|u|_{t=0}\|_{X_{\gamma}},$$

then there is some $C > 0$ independent of $T$ such that for all $u \in X_T$,

$$\|u\|_{C([0, T]; X_{\gamma})} \leq C \|u\|_{X_T}. \quad (2.3)$$

2.3. An equivalent system in Lagrangian reference configuration. In this section, we transform the free-boundary fluid-structure problem with growth from deformed configuration (Eulerian) to a fixed reference configuration (Lagrangian) and state the main result. For quantities in different configurations, we define

$$\hat{\sigma}(X, t) = \sigma(x, t), \quad \hat{\rho}(X, t) = \rho(x, t), \quad \hat{\phi}(X, t) = \phi(x, t), \quad \hat{\nu}(X, t) = \nu(x, t),$$

for all $x = \varphi(X, t), \ X \in \hat{\Omega}$ and $t \geq 0$. Then one can easily deduce the derivatives between quantities in different configurations as

$$\partial_t \hat{u}(X, t) = \hat{v}(x, t) \cdot \nabla u(x, t), \quad (2.8)$$

$$\nabla \phi = \hat{F}^{-T} \nabla \hat{\phi}, \quad \nabla \hat{u} = \hat{F}^{-1} \nabla \hat{u}, \quad (2.9)$$

$$\text{div} \ u = \text{tr}(\nabla u) = \text{tr}(\hat{F}^{-1} \nabla \hat{u}) = \hat{F}^{-T} : \hat{\nabla} \hat{u}, \quad (2.10)$$

where $\phi/\hat{\phi}$ is any scalar function in $\Omega/\hat{\Omega}$ and $u/\hat{u}$ is any vector-valued function in $\Omega/\hat{\Omega}$. From [14], we know that the Piola transform establishes a correspondence between tensor field defined in deformed and reference configurations, which is

$$\hat{T}(X, t) = \hat{J}(X, t) \sigma(x, t) \hat{F}^{-T}(X, t), \quad \text{for all } x = \varphi(X, t), \ X \in \hat{\Omega}, \quad (2.11)$$

where $\hat{T}$ is the first Piola–Kirchhoff stress tensor. Moreover, the following property of the Piola transformation will be useful:

Lemma 2.5 ([14, Theorem 1.7-1]). For a stress tensor $\sigma(x, t)$ in the deformed configuration $\Omega$, and the corresponding first Piola–Kirchhoff stress tensor $\hat{T}(X, t)$ in reference configuration $\hat{\Omega}$, we have:

$$\hat{\text{div}} \hat{T}(X, t) = \hat{J}(X, t) \text{div} \sigma(x, t), \quad \text{for all } x = \varphi(X, t), \ X \in \hat{\Omega},$$

$$\hat{T}(X, t)n d\hat{a} = \sigma(x, t)n da, \quad \text{for all } x = \varphi(X, t), \ X \in \hat{\Omega}. \quad (2.12)$$

For the fluid part, it follows from (2.1) that

$$\partial_t \hat{J}_f = \text{tr} (\hat{F}^{-1} \partial_t \hat{F}) \hat{J}_f = \text{tr} (\hat{F}^{-1} \nabla \hat{v}) \hat{J}_f = \text{div} \ hat{v} \hat{J}_f = 0,$$

which implies

$$\hat{J}_f = \hat{J}_f|_{t=0} = \text{det} I = 1, \quad \text{in } \Omega_f. \quad (2.12)$$

For the solid part, since the deformation from natural configuration $\Omega^p_s$ to the deformed configuration $\Omega^s_s$ conserves mass, incompressibility yields $\hat{J}^p_s = 1$ and hence,

$$\hat{J}_s = \hat{J}^p_s = \hat{g}^a, \quad \text{in } \Omega_s.$$
Now combining formulas (1.18), (2.7)–(2.12) and Lemma 2.5, we rewrite the fluid–structure interaction problem (1.2)–(1.17) in the reference configuration $\hat{\Omega}$.

$$\begin{align*}
\hat{\rho}_f & \partial_t \hat{\mathbf{v}}_f - \text{div} \left( \hat{\mathbf{F}}_f^{-\top} \hat{\mathbf{F}}_f^{-\top} \right) = 0, & \text{in } \Omega_f \times (0, T), \quad (2.13) \\
\partial_t \hat{c}_f - \hat{D}_f \text{div} \left( \hat{\mathbf{F}}_f^{-1} \hat{\mathbf{F}}_f^{-\top} \nabla \hat{c}_f \right) = 0, & \hat{F}_f^{-\top} : \nabla \hat{\mathbf{v}}_f = 0 \text{ in } \Omega_f \times (0, T), \quad (2.14) \\
\rho_s \partial_t \hat{\mathbf{v}}_s - \hat{J}_s^{-1} \text{div} \left( \hat{J}_s \hat{\sigma}_s \hat{F}_s^{-\top} \right) = 0, & \hat{F}_s^{-\top} : \nabla \hat{\mathbf{v}}_s - \frac{\gamma \beta}{\rho_s} \hat{c}_s = 0 \text{ in } \Omega_s \times (0, T), \quad (2.15)
\end{align*}$$

where the corresponding stress tensors are

$$\hat{\sigma}_f = -\hat{\pi}_f \mathbb{I} + \hat{\mathbf{v}}_f \left( \hat{\mathbf{F}}_f^{-1} \nabla \hat{\mathbf{v}}_f + \nabla^{\top} \hat{\mathbf{v}}_f \hat{F}_f^{-\top} \right), \quad \hat{\sigma}_s = \hat{\sigma}_s^e + \hat{\sigma}_s^v,$$

$$\hat{\sigma}_s^e = -\hat{\pi}_s \mathbb{I} + \hat{\mu}_s \left( \hat{\mathbf{F}}_s^{-1} \hat{\mathbf{F}}_s^{-\top} - \mathbb{I} \right) = -\hat{\pi}_s \mathbb{I} + \hat{\mu}_s \left( \frac{1}{g^2} \hat{F}_s \hat{F}_s^{-\top} - \mathbb{I} \right),$$

$$\hat{\sigma}_s^v = \hat{\nu}_s \left( \nabla \hat{\mathbf{v}}_s + \nabla^{\top} \hat{\mathbf{v}}_s \right) \hat{F}_s^{-\top}. $$

For the maximal $L^q$-regularity setting, we assume

$$\hat{\mathbf{v}}^0 \in B_{q,q}^{1-1/q}(\hat{\Omega})^n \cap B_{q,q}^{2(1-1/q)}(\hat{\Omega})^n, \quad \hat{c}^0 \in B_{q,q}^{2(1-1/q)}(\hat{\Omega}),$$

that is,

$$\hat{\mathbf{v}}^0 \in W_q^{1-1/q}(\hat{\Omega})^n \cap W_q^{2(1-1/q)}(\hat{\Omega})^n =: \mathcal{D}_q^1, \quad \hat{c}^0 \in W_q^{2(1-1/q)}(\hat{\Omega}) =: \mathcal{D}_q^2,$$

where we define $\hat{\Omega} = \Omega_f \cup \Omega_s$. $\mathcal{D}_q := \mathcal{D}_q^1 \times \mathcal{D}_q^2$ will be the initial space for velocities and concentrations. Moreover, we introduce the compatibility conditions for $q > n + 2$, which were also used in e.g. Abels [1], Prüss and Simonett [37], Shibata and Shimizu [41], Shimizu [42]:

$$\text{div} \hat{\mathbf{v}}^0 = 0, \quad \left\| \hat{\mathbf{v}}^0 \right\|_{\Gamma} = 0, \quad \left\| \left( \hat{\nu} \left( \nabla \hat{\mathbf{v}}^0 + \nabla^{\top} \hat{\mathbf{v}}^0 \right) \hat{\mathbf{n}}_{\Gamma} \right) \right\|_{\Gamma} = 0, \quad \left( \hat{\nu} \left( \nabla \hat{\mathbf{v}}^0 + \nabla^{\top} \hat{\mathbf{v}}^0 \right) \hat{\mathbf{n}}_{\Gamma_s} \right) \big|_{\Gamma_s} = 0, \quad (2.19)$$

and

$$\left( \zeta \left[ \hat{c}^0 \right] - \hat{D}_s \nabla \hat{c}^0 \cdot \hat{\mathbf{n}}_{\Gamma} \right) \big|_{\Gamma} = 0, \quad \left( \hat{D}_s \nabla \hat{c}^0 \right) \cdot \hat{\mathbf{n}}_{\Gamma} = 0, \quad \hat{D}_s \nabla \hat{c}^0 \cdot \hat{\mathbf{n}}_{\Gamma_s} = 0, \quad (2.20)$$
Remark 2.1. These spaces are constructed from the problem and the maximal regularity

\[ Y_1^T = L^n_q \left( 0, T; W^n_q(\Omega) \right), \]

\[ Y_2^T = \left\{ \hat{\pi} \in L^n_q \left( 0, T; W^1_q(\Omega) \right) : \left[ \hat{\pi} \right] \in W^{1-\frac{1}{q}} \left( \Gamma \times (0, T) \right), \hat{\pi}|_{\Gamma_s} \in W^{1-\frac{1}{q}} \left( \Gamma_s \times (0, T) \right) \right\}, \]

\[ Y_3^T = L_q \left( 0, T; W^1_q(\Omega) \right), \]

\[ Y_4^T = W^1_q \left( 0, T; W^1_q(\Omega_s) \right), \]

equipped with norms

\[ \| \hat{\v} \|_{Y_1^T} = \| \hat{\v} \|_{L^n\left( 0, T; W^n_q(\Omega) \right)} \]

\[ \| \hat{\pi} \|_{Y_2^T} = \| \hat{\pi} \|_{L^n\left( 0, T; W^1_q(\Omega) \right)} + \| \pi \|_{W^{1-\frac{1}{q}} \left( \Gamma \times (0, T) \right)} + \| \hat{\pi}|_{\Gamma_s} \|_{W^{1-\frac{1}{q}} \left( \Gamma_s \times (0, T) \right)}, \]

\[ \| \hat{\v} \|_{Y_3^T} = \| \hat{\v} \|_{L^n\left( 0, T; W^1_q(\Omega) \right)} + \| \hat{\v} \|_{W^1_q \left( 0, T; W^1_q(\Omega) \right)}, \]

\[ \| \hat{\sigma} \|_{Y_4^T} = \| \hat{\sigma} \|_{W^1_q \left( 0, T; W^1_q(\Omega_s) \right)} + \| \hat{g} \|_{Y_4^T} = \| \hat{g} \|_{W^1_q \left( 0, T; W^1_q(\Omega_s) \right)}. \]

Moreover, we set \( Y^T := Y_1^T \times Y_2^T. \)

Remark 2.1. These spaces are constructed from the problem and the maximal regularity theory, endowed with the natural norms. In particular, \( \left[ \hat{\pi} \right] \) and \( \hat{\pi}|_{\Gamma_s} \) are determined by the regularities of the Neumann trace of \( \hat{\v} \) on \( \Gamma \) and \( \Gamma_s \) respectively. Hence, we add the norm of \( \left[ \hat{\pi} \right] \) and \( \hat{\pi}|_{\Gamma_s} \) in \( Y^T \)-norm correspondingly. One can easily verify that all spaces are Banach spaces.

Now the main theorem is given as follows.

Theorem 2.1 (Main theorem). Let \( q > n + 2 \). Assume that \( \Gamma^\prime \) is a hypersurface of class \( C^3 \), \( (\hat{\v}^0, \hat{\sigma}^0) \in D_q \) such that the compatibility conditions (2.19) and (2.20) hold, then there is a positive \( T_0 = T_0(\| (\hat{\v}^0, \hat{\sigma}^0) \|_{D_q}) < \infty \) such that there exists a unique strong solution \( (\hat{\v}, \hat{\pi}, \hat{\sigma}, \hat{\sigma}^s, \hat{g}) \in Y_T \) to system (2.13)–(2.18). Moreover, \( \hat{\sigma} \geq 0 \) and \( \hat{\sigma}^s, \hat{g} > 0 \), if \( \hat{\sigma}^0 \geq 0 \).

Remark 2.2. In this work, the boundary of domain is supposed to be \( C^3 \). We remark here that if the boundary is not smooth enough, for example, \( C^{0,1} \) Lipschitz domain, it will encounter the contact line problems with a contact angle. As far as we know, it is still an open problem. The authors considered the similar model with a ninety degree contact angle in [3] recently.

The proof of Theorem 2.1 relies on the Banach fixed-point theorem. To this end, we need to linearize the nonlinear system (2.13)–(2.18). Since we consider a nonzero initial reference configuration, a standard perturbation method is applied to (2.13)–(2.18), for which we rearrange the system at the initial deformation and move all perturbed terms to the right-hand side, namely,

\[ \begin{cases} \rho_f \partial_t \hat{\v}_f - \hat{\text{div}} \hat{S}(\hat{\v}_f, \hat{\pi}_f) = K_f \\ \hat{\text{div}} \hat{\v}_f = G_f \end{cases} \quad \text{in } \Omega_f \times (0, T), \quad (2.21) \]
\[ \begin{align*}
\rho_s \partial_t \hat{\mathbf{v}}_s - \mathbf{div} \mathbf{S}(\hat{\mathbf{v}}_s, \hat{n}_s) &= \mathbf{K}_s + \mathbf{K}_s^g =: \mathbf{K}_s \quad \text{in } \Omega_s \times (0, T), \\
\mathbf{div} \hat{\mathbf{v}}_s - \frac{\gamma \beta}{\rho_s} \hat{c}_s &= G_s \\
[\hat{\mathbf{v}}] &= 0, \quad [\mathbf{S}(\hat{\mathbf{v}}, \hat{n})] \cdot \hat{n}_\Gamma = \mathbf{H}^1 \quad \text{on } \Gamma \times (0, T), \\
\mathbf{S}(\hat{\mathbf{v}}_s, \hat{n}_s) \cdot \hat{n}_\Gamma \cdot \hat{n}_\Gamma &= \mathbf{H}^2 \quad \text{on } \Gamma \times (0, T), \\
\hat{\mathbf{v}}|_{t=0} &= \hat{\mathbf{v}}^0 \quad \text{in } \hat{\Omega}, \\
\partial_t \hat{c}_f - \hat{D}_f \hat{\Delta}_f &= F^1_f \quad \text{in } \Omega_f \times (0, T), \\
\partial_t \hat{c}_s - \hat{D}_s \hat{\Delta}_s &= F^1_s + F^2_s =: F^1_s \quad \text{in } \Omega_s \times (0, T), \\
\hat{\mathbf{D}}_f \hat{\nabla} \hat{c}_f \cdot \hat{n}_\Gamma &= \hat{D}_s \hat{\nabla} \hat{c}_s \cdot \hat{n}_\Gamma + \hat{F}^2_f =: F^2_f \quad \text{on } \Gamma \times (0, T), \\
\hat{D}_s \hat{\nabla} \hat{c}_s \cdot \hat{n}_\Gamma &= \zeta [\hat{c}] + \hat{F}^2_s =: F^2_s \quad \text{on } \Gamma \times (0, T), \\
\hat{D}_s \hat{\nabla} \hat{c}_s \cdot \hat{n}_\Gamma \cdot \hat{n}_\Gamma &= F^3 \quad \text{on } \Gamma \times (0, T), \\
\hat{c}|_{t=0} &= \hat{c}^0 \quad \text{in } \hat{\Omega}, \\
\partial_t \hat{c}_s - \beta \hat{c}_s &= F^4 \quad \text{in } \Omega_s \times (0, T), \\
\hat{c}_s|_{t=0} &= 0 \quad \text{in } \Omega_s, \\
\partial_t \hat{g} - \frac{\gamma \beta}{n \rho_s} \hat{c}_s &= F^5 \quad \text{in } \Omega_s \times (0, T), \\
\hat{g}|_{t=0} &= 1 \quad \text{in } \Omega_s,
\end{align*} \]

where \( \mathbf{S}(\hat{\mathbf{v}}, \hat{n}) = -\pi \hat{\mathbf{H}} + \hat{\nu} \left( \hat{\nabla} \hat{\mathbf{v}} + \hat{\nabla}^\top \hat{\mathbf{v}} \right) \) in \( \hat{\Omega} \) and

\[ \begin{align*}
\mathbf{K}_f &= \mathbf{div} \hat{\mathbf{K}}_f, \quad \hat{\mathbf{K}}_s &= \mathbf{div} \hat{\mathbf{K}}_s, \quad \mathbf{K}_s^g = -\left( \hat{\sigma}_s \hat{\mathbf{F}}_{s,-}^f \right) \frac{n \hat{\nabla} \hat{\mathbf{g}}}{\hat{\mathbf{g}}}, \\
\mathbf{G} &= -\left( \hat{\mathbf{F}}^{\mathbf{F}, -} - \mathbf{I} \right) : \hat{\nabla} \hat{\mathbf{v}}, \quad \mathbf{H}^1 = -\left[ \hat{\mathbf{K}} \right] \cdot \hat{n}_\Gamma, \quad \mathbf{H}^2 = -\hat{\mathbf{K}}_s \cdot \hat{n}_\Gamma, \\
F^1_f &= \mathbf{div} \hat{F}_f, \quad F^1_s = \mathbf{div} \hat{F}_s, \\
F^g_s &= -\beta \hat{c}_s \left( 1 + \frac{\gamma}{\rho_s} \hat{c}_s \right) - \frac{n \hat{\nabla} \hat{\mathbf{g}}}{\hat{\mathbf{g}}} \cdot \left( \hat{\nabla}_s \hat{\mathbf{F}}^{-1}_s \hat{\mathbf{F}}_{s,-}^f \hat{\nabla} \hat{c}_s \right), \\
F^2_f &= -\left[ \hat{\mathbf{F}}_f \right] \cdot \hat{n}_\Gamma, \quad F^2_s = -\hat{F}_s \cdot \hat{n}_\Gamma, \quad F^3 = -\hat{F}_s \cdot \hat{n}_\Gamma, \\
F^4 &= -\frac{\gamma \beta}{\rho_s} \hat{c}_s \hat{c}_s, \quad F^5 = -\frac{\gamma \beta}{n \rho_s} \hat{c}_s (\hat{g} - 1),
\end{align*} \]

with

\[ \begin{align*}
\hat{\mathbf{K}}_f &= -\hat{\pi}_f \left( \hat{\mathbf{F}}_{f,-}^f - \mathbf{I} \right) + \hat{\nu}_f \left( \hat{\mathbf{F}}_{f,-}^f \hat{\mathbf{F}}_{f,\pi} + \hat{\nabla}^\top \hat{\mathbf{v}}_f \hat{\mathbf{F}}_{f,-}^f \right) \left( \hat{\mathbf{F}}_{f,-}^f - \mathbf{I} \right), \\
\hat{\mathbf{K}}_s &= -\hat{\pi}_s \left( \hat{\mathbf{F}}_{s,-}^s - \mathbf{I} \right) + \hat{\nu}_s \left( \frac{1}{\hat{\mathbf{F}}_{s,-}^s} \left( \hat{\mathbf{F}}_{s,-}^s - \mathbf{I} \right) + \left( \frac{1}{\hat{\mathbf{F}}_{s,-}^s} - 1 \right) \mathbf{I} \right. \\
& \quad \left. - \left( \hat{\mathbf{F}}_{s,-}^s - \mathbf{I} \right) \right), \\
\hat{\mathbf{F}} &= \hat{\mathbf{D}} \left( \hat{\mathbf{F}}_{s,-} = \mathbf{I} \right) \hat{\nabla} \hat{c}.
\end{align*} \]

Then we analyze system (2.21)–(2.34), which is exactly (2.13)–(2.18).
Remark 2.3. It follows from the Piola identity, which can be found in [14, Page 39], that
\[ \text{div} \left( j \hat{F}^{-1} \right) = 0. \]
Then from (2.3),
\[ j \hat{F}^{-1} : \nabla \hat{\psi} = \text{div} \left( j \hat{F}^{-1} \hat{\psi} \right). \]
Hence, \( G \) possesses the form
\[ G_f = -\text{div} \left( \left( \hat{F}^{-1}_f - I \right) \hat{\psi}_f \right), \quad G_s = -\text{div} \left( \left( \hat{F}^{-1}_s - I \right) \hat{\psi}_s \right) + \hat{\psi}_s \cdot \text{div} \hat{F}_s^{-1}. \quad (2.36) \]

Remark 2.4. In generic, the system (2.26)–(2.30) for concentrations of monocytes and macrophages can be considered as a transmission problem in \( \Omega_f \) and \( \Omega_s \) with a common boundary \( \Gamma \). However, if we use the concentration and stress jump condition as boundary condition on \( \Gamma \), we will meet the regularity problem due to the high order term \( D_s \nabla \hat{c}_s \cdot \hat{n}_\Gamma \) in (2.28)\(_2\). More precisely, in our further perturbation argument, all perturbed or unrelated terms will be removed to right-hand side of the equation and the regularities of both sides should coincide with each other. The point is that in such argument, the right-hand side of (2.28)\(_2\) contains \( D_s \nabla \hat{c}_s \cdot \hat{n}_\Gamma \), which leads to a lower regularity, provided the same regularity of \( \hat{c} \) on the both side.

Therefore, to avoid such awkward situation, we rewrite the transmission conditions as two Neumann type boundary conditions. Then the transmission problem can be decoupled into two separated parabolic system, which are both imposed with Neumann boundary and defined in \( \Omega_f \) and \( \Omega_s \) respectively. This is why we treat the boundary conditions on \( \Gamma \) as the form shown in (2.28).

Consequently, given data \( (K, G, H^1, H^2, F^1, F^2, F^3, F^4, F^5) \) with suitable regularities, existence and uniqueness of \((\hat{v}, \hat{\pi}, \hat{c}, \hat{c}_s, \hat{g})\) in associated spaces will be obtained by the well-posedness of linear systems in the next section.

3. Analysis of the linear systems

As seen in (2.21)–(2.24), the linearized system can be seen as a two-phase type Stokes problem (2.21)–(2.25), two separated reaction-diffusion systems (2.26)–(2.30) and two ordinary differential equations (2.31)–(2.34) (equation for foam cells and growth, respectively). In this section, thanks to the maximal \( L^q \)-regularity theory, we establish the existence for strong solutions to these systems with prescribed initial data and source terms in appropriate spaces.

3.1. Two-phase Stokes problems with Neumann boundary condition. Observing that \( (K, G, H^1, H^2)|_{t=0} = 0 \), one replaces \( (K, G, H^1, H^2) \) in (2.21)–(2.25) by known functions \( (k, g, h^1, h^2) \) with \( (k, g, h^1, h^2)|_{t=0} = 0 \) in (2.22). Then we get the problem addressed in this subsection.

\[ \begin{align*}
\rho \partial_t \hat{v} - \text{div} S(\hat{v}, \hat{\pi}) &= k & \text{in } \bar{\Omega} \times (0, T), \\
\text{div} \hat{v} &= g & \text{in } \bar{\Omega} \times (0, T), \\
[\hat{v}] &= 0 & \text{on } \Gamma \times (0, T), \\
[S(\hat{v}, \hat{\pi})] \hat{n}_\Gamma &= h^1 & \text{on } \Gamma \times (0, T), \\
S(\hat{v}_s, \hat{\pi}_s) \hat{n}_{\Gamma_s} &= h^2 & \text{on } \Gamma_s \times (0, T), \\
\hat{v}|_{t=0} &= \hat{v}^0 & \text{in } \hat{\Omega}.
\end{align*} \quad (3.1) \]

Now, we will prove the following theorem, namely, existence of unique solution to a two-phase Stokes problem with outer Neumann boundary condition.
Theorem 3.1. Let $q > n + 2$, $T > 0$, $\Omega$ a bounded domain with $\Gamma_s \subset C^3$, $\Gamma$ a closed hypersurface of class $C^3$. Assume that $(k, g, h^1, h^2)$ are known functions contained in $Z^q_T$ with initial value zero and $\tilde{v}^0 \in D^1_q$ with compatibility conditions

$$\begin{align*}
\hat{\text{div}} \tilde{v}^0 &= g|_{t=0}, \\
\left[\left[ \hat{\text{div}} \tilde{v}^0 \right]\right]|_\Gamma &= 0, \\
\left[\left[ \left( \hat{\nabla} \tilde{v}^0 + \hat{\nabla}^T \tilde{v}^0 \right) \hat{n}_\Gamma \right]\right]|_\Gamma &= 0,
\end{align*}$$

Then the Stokes problem (3.1) admits a unique strong solution $(\tilde{v}, \hat{\pi})$ in $Y^q_T$. Moreover, there exist a time $T_0 > 0$ and a constant $C = C(T_0) > 0$ such that for $0 < T \leq T_0$,

$$\|(\tilde{v}, \hat{\pi})\|_{Y^q_T} \leq C \|(k, g, h^1, h^2, \tilde{v}^0)\|_{Z^q_T \times D^1_q},$$

where $Z^q_T := Z^1_T \times Z^2_T \times Z^3_T \times Z^4_T$ with

$$\begin{align*}
Z^1_T &:= L^q \left(0, T; L^q(\tilde{\Omega})\right), \\
Z^2_T &:= \left\{ g \in L^q \left(0, T; W^1_q(\tilde{\Omega})\right) \cap W^1_q \left(0, T; W^{-1}_q(\tilde{\Omega})\right) : \begin{align*}
tr G(g) &\in W^1_q \left(0, T; W^{-1}_q(\tilde{\Omega})\right), \\
tr G_s(g) &\in W^1_q \left(0, T; W^{-1}_q(\tilde{\Omega})\right),
\end{align*} \right\}, \\
Z^3_T &:= W^1_q \left(0, T; W^{-1}_q(\tilde{\Omega})\right), \\
Z^4_T &:= W^1_q \left(0, T; W^{-1}_q(\tilde{\Omega})\right),
\end{align*}$$

endowed with norms

$$\begin{align*}
&\|k\|_{Z^1_T} = \|k\|_{L^q(0,T;L^q(\tilde{\Omega}))}, \\
&\|g\|_{Z^2_T} = \|g\|_{L^q(0,T;W^1_q(\tilde{\Omega}))} + \|g\|_{W^1_q(0,T;W^{-1}_q(\tilde{\Omega}))} + \|\text{tr} G(g)\|_{W^1_q(0,T)} + \|\text{tr} G_s(g)\|_{W^1_q(0,T)}, \\
&\|h^1\|_{Z^3_T} = \|h\|_{W^1_q(0,T)}, \\
&\|h^2\|_{Z^4_T} = \|h\|_{W^1_q(0,T)},
\end{align*}$$

3.1.1. Reductions. To simplify the proof of Theorem 3.1, we reduce (3.1) to the case $(k, g, \tilde{v}^0) = 0$.

First of all, we define $\tilde{v}$ as the solution of the parabolic transmission problem

$$\begin{align*}
\hat{\rho}_f \partial_t \tilde{v} - \hat{\text{div}} S(\tilde{v}, \tilde{v}) &= k \\
[\tilde{v}] &= 0 \\
[\left[ S(\tilde{v}, \tilde{v}) \right] \hat{n}_\Gamma] &= 0 \\
S(\tilde{v}, \tilde{v}) \hat{n}_\Gamma &= 0 \\
\tilde{v}|_{t=0} &= \tilde{v}^0
\end{align*}$$

with $k \in L^q(\tilde{\Omega} \times (0, T))$ and $\tilde{v}^0 \in D^1_q$. Since the Lopatinski-Shapiro conditions are satisfied, (3.6) is uniquely solvable in $W^{2,1}_q(\tilde{\Omega} \times (0, T))$, thanks to [37, Theorem 6.5.1].
Now, we are in the position to reduce \( g \). To this end, we introduce a elliptic transmission problem with Dirichlet boundary

\[
\begin{align*}
\hat{\Delta} \phi &= g - \hat{\text{div}} \hat{v} =: \hat{g} \quad \text{in } \hat{\Omega}, \\
\hat{\rho} \partial_t \hat{v} &= 0 \quad \text{on } \Gamma, \\
\hat{\nabla} \phi \cdot \hat{n}_r &= 0 \quad \text{on } \Gamma, \\
\hat{\rho}_s \phi_s &= 0 \quad \text{on } \Gamma_s,
\end{align*}
\]

with \( \hat{g} \in L^q(\hat{\Omega}) \). Then (3.7) is uniquely solvable by Proposition A.3. In addition, with the regularity of \( g \) and \( v \), the solution satisfies \( \hat{\nabla} \phi \in Y^2_T \). Employing the decomposition

\[
(\hat{v}, \hat{\pi}) = (v + \hat{\nabla} \phi + \hat{v}, -\hat{\rho} \partial_t \phi + \hat{v} \hat{\Delta} \phi + \hat{\pi}),
\]

we know that \((\hat{v}, \hat{\pi})\) solves system (3.1) with \((\hat{k}, g, \hat{v}^0) = 0\) and modified nonvanishing data \((\hat{h}^1, \hat{h}^2)\) (not to be relabeled) in the right regularity classes having a vanishing trace at \( t = 0 \). Thus, we will focus on the reduced system in the case \((k, g, v^0) = 0\).

**Remark 3.1.** From the decomposition (3.8), regularity of \( \hat{\pi} \) given in \( Y^2_T \) indicates that \( \partial_t \hat{\phi} \) and \( \hat{\Delta} \phi \) must be contained in \( Y^2_T \). Since \( \hat{\nabla} \phi \in Y^1_T = L^q(0, T; W^2_q(\hat{\Omega}) \cap W^1_q(\hat{\Omega})) \cap W^1_q(0, T; L^q(\hat{\Omega})) \), it is clear that \( \partial_t \hat{\phi} \), \( \hat{\Delta} \phi \in L^q(0, T; W^1_q(\hat{\Omega})) \). Moreover:

i) Vanishing Dirichlet boundary conditions of \( \phi \) on \( \Gamma \) and \( \Gamma_s \) lead to \( [\partial_t \phi]_{\Gamma} = \partial_t \phi \big|_{\Gamma_s} = 0 \), which naturally satisfy the boundary regularity \( W^{1-1/q,(1-1/q)/2}_q(\Gamma \times (0, T)) \) and \( W^{1-1/q,(1-1/q)/2}_q(\Gamma_s \times (0, T)) \). Then \( \partial_t \phi \in Y^2_T \).

ii) For \( \hat{\Delta} \phi = \hat{g} = g - \hat{\text{div}} \hat{v} \), the boundary regularity for \( \text{div} \hat{v} \) is not a problem due to the zero Neumann boundary of \( \hat{v} \). Thus, to ensure the validation of the regularity for \( \hat{\pi} \), we add trace regularities on \( \Gamma \) and \( \Gamma_s \) for \( g \) in \( L_T^q \). Namely,

\[
\text{tr}_{\Gamma}(g) \in W^{1-1/q,(1-1/q)/2}_q(\Gamma \times (0, T)), \quad \text{tr}_{\Gamma_s}(g) \in W^{1-1/q,(1-1/q)/2}_q(\Gamma_s \times (0, T)).
\]

Consequently, \( \hat{\Delta} \phi \in Y^2_T \).

3.1.2. **Proof of Theorem 3.1.** As stated in the last section, we analyze the reduced system of (3.1) with \((k, g, v^0) = 0\). Due to the outer Neumann boundary condition, the proof is proceeded by a truncation (localization) argument, based on the results given in Appendix A. More precisely, with suitable cutoff function, we decompose the system into a two-phase Stokes problem with Dirichlet boundary conditions and a one-phase nonstationary Stokes problem, which are uniquely solvable as in Section A.1 and Abels [2, Theorem 1.1] respectively.

**Proof of Theorem 3.1. Step 1.** The first step is finding \((\hat{v}^1, \hat{\pi}^1)\) to solve

\[
\begin{align*}
\hat{\rho} \partial_t \hat{v}^1 - \hat{\text{div}} \hat{S}(\hat{v}^1, \hat{\pi}^1) &= 0 \quad \text{in } \hat{\Omega} \times (0, T), \\
\hat{\text{div}} \hat{v}^1 &= 0 \quad \text{in } \hat{\Omega} \times (0, T), \\
[\hat{v}^1] &= 0 \quad \text{on } \Gamma \times (0, T), \\
[S(\hat{v}^1, \hat{\pi}^1)] \hat{n}_r &= \hat{h}^1 \quad \text{on } \Gamma \times (0, T), \\
\hat{v}^1 &= 0 \quad \text{on } \Gamma_s \times (0, T), \\
\hat{v}^1 \big|_{t=0} &= 0 \quad \text{in } \hat{\Omega},
\end{align*}
\]

where \( \hat{h}^1 \in Z^2_T \) with \( \hat{h}^1\big|_{t=0} = 0 \). Since \( \hat{v}^1\big|_{t=0} = 0 \), compatibility conditions (A.2) holds and then (3.9) admits a unique solution \((\hat{v}^1, \hat{\pi})\) in \( Y^2_T \), thanks to Proposition
A.1. In addition, we have the estimate
\[ \left\| (\hat{\mathbf{v}}^1, \hat{\pi}^1) \right\|_{Y^p} \leq C \left\| \mathbf{h}^1 \right\|_{Z^p}, \]
for some \( C > 0 \) independent of \( \hat{\mathbf{v}}^1, \hat{\pi}^1, \mathbf{h}^1 \).

**Step 2.** Now, we construct \( (\hat{\mathbf{v}}^2, \hat{\pi}^2) \) to solve the Stokes problem with Neumann boundary condition, which reads
\[
\begin{align*}
\hat{\rho}_s \partial_t \hat{\mathbf{v}}^2 - \text{div} \mathbf{S}(\hat{\mathbf{v}}^2, \hat{\pi}^2) &= 0, & \text{in } \Omega_s \times (0,T), \\
\text{div} \hat{\mathbf{v}}^2 &= 0, & \text{in } \Omega_s \times (0,T), \\
\mathbf{S}(\hat{\mathbf{v}}^2, \hat{\pi}^2) \hat{\mathbf{n}}_\Gamma &= 0, & \text{on } \Gamma \times (0,T), \\
\hat{\mathbf{v}}^2 |_{t=0} &= 0, & \text{in } \Omega_s,
\end{align*}
\]
where \( \mathbf{h}^2 \in Z^p_+ \) with \( \mathbf{h}^2 |_{t=0} = 0 \). Thanks to Theorem 1.1 in Abels [2] with \( \Gamma_1 = \emptyset \), (3.11) admits a unique solution \( (\hat{\mathbf{v}}^2, \hat{\pi}^2) \) in \( W^{2,1}_q(\Omega) \times L^2(0,T; W^{1,0}_q(\Omega)) \). Due to \( \hat{\mathbf{v}}^2 |_{t=0} = 0 \), all the compatibility conditions are satisfied. Moreover,
\[ \left\| (\hat{\mathbf{v}}^2, \hat{\pi}^2) \right\|_{W^{2,1}_q(\Omega) \times L^2(0,T; W^{1,0}_q(\Omega))} \leq C \left\| \mathbf{h}^2 \right\|_{Z^p}, \]
for some \( C > 0 \) independent of \( \hat{\mathbf{v}}^2, \hat{\pi}^2, \mathbf{h}^2 \).

**Step 3.** Finally, we combine the regularity results above by truncation. Specifically, let \( \psi(x) \in C_0^\infty(\Omega) \) be a cutoff function over \( \hat{\Omega} \) such that
\[ \psi(x) = \begin{cases} 1, & \text{in a neighborhood of } \Omega_f, \\ 0, & \text{in a neighborhood of } \Gamma_s. \end{cases} \]
We define
\[ \hat{\mathbf{v}} := \psi \hat{\mathbf{v}}^1 + (1 - \psi) \hat{\mathbf{v}}^2, \quad \hat{\pi} := \psi \hat{\pi}^1 + (1 - \psi) \hat{\pi}^2. \]
Then \( (\hat{\mathbf{v}}, \hat{\pi}) \in Y^p \) solves
\[
\begin{align*}
\hat{\rho} \partial_t \hat{\mathbf{v}} - \text{div} \mathbf{S}(\hat{\mathbf{v}}, \hat{\pi}) &= \mathbf{R}^1, & \text{in } \hat{\Omega} \times (0,T), \\
\text{div} \hat{\mathbf{v}} &= \mathbf{R}^2, & \text{in } \hat{\Omega} \times (0,T), \\
[\hat{\mathbf{v}}] &= 0, & \text{on } \Gamma \times (0,T), \\
[\mathbf{S}(\hat{\mathbf{v}}, \hat{\pi})] \hat{\mathbf{n}}_\Gamma &= \mathbf{h}^1, & \text{on } \Gamma \times (0,T), \\
\mathbf{S}(\hat{\mathbf{v}}, \hat{\pi}) \hat{\mathbf{n}}_\Gamma &= \mathbf{h}^2, & \text{on } \Gamma_s \times (0,T), \\
\hat{\mathbf{v}} |_{t=0} &= 0, & \text{in } \hat{\Omega},
\end{align*}
\]
where \( \mathbf{R}^1 \) and \( \mathbf{R}^2 \) vanish in \( \Omega_f \), while in \( \Omega_s \),
\[
\begin{align*}
\mathbf{R}^1 &= -\mathbf{S}(\hat{\mathbf{v}}^1 - \hat{\mathbf{v}}^2, \hat{\pi}^1 - \hat{\pi}^2) \nabla \psi \\
&\quad - 2 \hat{\rho}_s \left( \tilde{\Delta} \psi \left( \hat{\mathbf{v}}^1 - \hat{\mathbf{v}}^2 \right) + \left( \nabla \hat{\mathbf{v}}^1 - \nabla \hat{\mathbf{v}}^2 \right) \nabla \psi + \nabla^2 \psi \left( \hat{\mathbf{v}}^1 - \hat{\mathbf{v}}^2 \right) \right), \\
\mathbf{R}^2 &= \nabla \psi \cdot (\hat{\mathbf{v}}^1 - \hat{\mathbf{v}}^2).
\end{align*}
\]
Since the embedding
\[ \mathcal{L}^1_0(\Omega_s \times (0,T)) \hookrightarrow \mathcal{L}^2_0(0,T; W^{1,0}_Q(\Omega_s)) \]
holds, we know \( \hat{\mathbf{v}}^i \in \mathcal{L}^1_0(0,T; W^{1,0}_Q(\Omega_s)) \), \( i = 1, 2 \). For the reduced system, Proposition 8.2.1 and 7.3.5 in Prüss and Simonett [37] imply that \( \hat{\pi}^1 \) and \( \hat{\pi}^2 \) enjoys extra
time regularities $\hat{\alpha}_i^1 \in \dot{W}^\alpha_q(0, T; L^q(\Omega))$ and $\hat{\alpha}_i^2 \in \dot{W}^\alpha_q(0, T; L^q(\Omega_s))$ respectively for $0 < \alpha < \frac{1}{2}(1 - \frac{1}{q})$. Hence

$$\mathbf{R}^1 \in \dot{W}^\alpha_q(0, T; L^q(\Omega_s)) \cap L^q(0, T; W^1_q(\Omega_s)),$$

for some fixed $0 < \alpha < \frac{1}{2}(1 - \frac{1}{q})$.

To complete the proof, we still need to prove that the right-hand side terms of (3.14) can be in fact substituted by the right-hand side terms of (3.1) in appropriate spaces. Since the regularity of $\hat{\alpha}_s^1$ and $\hat{\alpha}_s^2$, $i = 1, 2$, are not enough to control $\mathbf{R}^1$ and $\mathbf{R}^2$ for small times, we are going to remove the inhomogeneities $\mathbf{R}^1$ and $\mathbf{R}^2$. For $\mathbf{R}^1$, we construct a $\phi$ solving the problem

$$\begin{align*}
\Delta \phi_f &= 0 \quad \text{in } \Omega_f, \\
\Delta \phi_s &= \text{div} \mathbf{R}^1 \quad \text{in } \Omega_s, \\
\phi_s &= 0 \quad \text{on } \Gamma, \\
\phi_s &= 0 \quad \text{on } \Gamma_s.
\end{align*}
$$

(3.15)

Then we obtain $\nabla \phi \big|_{t=0} = \mathbf{R}^1|_{t=0} = 0$. By elliptic theory and regularity of $\mathbf{R}^1$, (3.15) admits a unique solution $\phi$ satisfying $\dot{W}^\alpha_q(0, T; W^1_q(\Omega_s)) \cap L^q(0, T; W^2_q(\Omega_s))$. For $\mathbf{R}^2$, we find a $\phi$ solving the elliptic transmission problem

$$\begin{align*}
\Delta \phi_f &= 0 \quad \text{in } \Omega_f, \\
\Delta \phi_s &= \mathbf{R}^2 \quad \text{in } \Omega_s, \\
[\hat{\rho} \phi] &= 0 \quad \text{on } \Gamma, \\
[\nabla \phi] \cdot \mathbf{n}_\Gamma &= 0 \quad \text{on } \Gamma, \\
\hat{\rho}_s \phi_s &= 0 \quad \text{on } \Gamma_s.
\end{align*}
$$

(3.16)

Then we have $\phi|_{t=0} = 0$. Since $\hat{\alpha}_s^1 - \hat{\alpha}_s^2 \in \dot{W}^{2,1}_q(\Omega_s \times (0, T))^n, \mathbf{R}^2 \in \dot{W}_q^{2,1}(\Omega_s \times (0, T)) \hookrightarrow \dot{W}^{2,1}_q(0, T; W^1_q(\Omega_s))$. Together with Proposition A.3, one concludes that (3.16) admits a solution such that $\nabla \phi$ is unique, with regularity

$$\nabla \phi \in E_0 := \dot{W}^1_q(0, T; W^1_q(\Omega)) \cap \dot{W}^2_q(0, T; W^2_q(\Omega)).$$

For its traces on $\Gamma$ and $\Gamma_s$, we have

$$\begin{align*}
\left[ \nabla \phi \right] \in E_1 := \dot{W}^1_q(0, T; W^1_q(\Gamma)) \cap \dot{W}^2_q(0, T; W^2_q(\Gamma)), \\
\hat{\rho} \hat{\phi}_s \in E^s_1 := \dot{W}^1_q(0, T; W^1_q(\Gamma_s)) \cap \dot{W}^2_q(0, T; W^2_q(\Gamma_s)),
\end{align*}
$$

Besides, $\nabla^2 \phi \in$

$$\begin{align*}
\left[ \hat{\rho} \nabla^2 \phi \right] \in E_2 := \dot{W}^1_q(0, T; L^q(\Omega)) \cap \dot{W}^2_q(0, T; W^1_q(\Gamma)), \\
\hat{\rho}_s \nabla^2 \phi_s \in E^s_2 := \dot{W}^1_q(0, T; L^q(\Gamma_s)) \cap \dot{W}^2_q(0, T; W^1_q(\Gamma_s)).
\end{align*}
$$

Moreover, the estimate holds for a constant $C$, independent of $0 < T < T_0$,

$$\begin{align*}
\left\| \nabla \phi \right\|_{E_0} + \left\| \left[ \nabla \phi \right] \right\|_{E_1} + \left\| \hat{\phi}_s \right\|_{E^s_1} &+ \left\| \hat{\rho} \nabla^2 \phi \right\|_{E_2} + \left\| \hat{\rho}_s \nabla^2 \phi_s \right\|_{E^s_2} \leq C \left\| \hat{\alpha}_s^1 - \hat{\alpha}_s^2 \right\|_{W^{2,1}_q(\Omega_s \times (0, T))^n}.
\end{align*}$$
Finally, define
\[
v^t := \bar{v} - \nabla \phi, \quad \pi^t := \bar{\pi} + \hat{\rho} \partial_t \phi - \bar{\phi} - 2\hat{\nu} \Delta \phi.
\]
Since \( \| \hat{\rho} \phi \|_\Gamma, \| \hat{\rho} \partial_t \phi \|_{\Gamma_t} = 0 \), \( \| \hat{\rho} \partial_t \phi \|_\Gamma, \| \hat{\rho} \partial_t \phi \|_{\Gamma_t} = 0 \). Then \((v^t, \pi^t)\) solves
\[
\begin{align*}
\hat{\rho} \partial_t v^t - \text{div} S(v^t, \pi^t) &= R^t - \nabla \phi =: R^0 \quad \text{in } \hat{\Omega} \times (0, T), \\
\text{div} v^t &= 0 \quad \text{in } \hat{\Omega} \times (0, T), \\
[v^t] &= R' \quad \text{on } \Gamma \times (0, T), \\
[S(v^t, \pi^t)] \hat{n}_\Gamma &= h^1 + R^4 \quad \text{on } \Gamma \times (0, T), \\
v^t|_{t=0} &= 0 \quad \text{in } \hat{\Omega},
\end{align*}
\]
(3.17)

where
\[
\text{div } R^0 = 0, \quad R' = - \left[ \nabla \phi \right].
\]

\[
R^4 = \left[ 2\hat{\nu} \nabla^2 \phi \right] \hat{n}_\Gamma - \left[ 2\hat{\nu} \Delta \phi \right] \hat{n}_\Gamma \quad \text{for } \alpha > 0.
\]

\[
R^0 \in _0 W_q^a(0, T; L^q(\Omega_s))^n \cap L^q(0, T; W_q^{2a}(\Omega_s))^n, \quad \text{for all } 0 < \alpha < \frac{1}{2} - \frac{1}{2q}.
\]

By Lemma 2.4,
\[
R^0 \in C([0, T]; _0 W_q^{2a-\frac{2}{q}}(\Omega_s))^n \rightarrow C([0, T]; L^q(\Omega_s))^n
\]
holds for \( \frac{1}{q} < \alpha < \frac{1}{2} - \frac{1}{2q} \). Hence, for \( R^0|_{t=0} = (\nabla \phi - R^1)|_{t=0} = 0 \),
\[
\begin{align*}
\| R^0 \|_{Z_T^q} &\leq CT_{\frac{1}{2}} \left( \| R^0 \|_{C([0, T]; L^q(\Omega_s))^n} \right. \\
&\leq \left. \| R^0 \|_{W_q^a(0, T; L^q(\Omega_s))^n} \right) \leq \| R^0 \|_{W_q^a(0, T; L^q(\Omega_s))^n} \\
&\leq \left( \max_{i=1,2} \| (\hat{v}^i, \hat{\pi}^i) \|_{Y_{T}^{k}} \right) \leq CT_{\frac{1}{2}} \left( \| (k, g, h^1, h^2, \hat{\nu}, \hat{\phi}) \|_{Z_T^q \times D_T^q} \right),
\end{align*}
\]
for \( 0 < T < T_0 \). According to Appendix A, the regularity space of \( R' \) is defined as
\[
Z_T^q := W_q^{2-\frac{1}{q} - \frac{1}{2\alpha}}(\Gamma \times (0, T)).
\]
Then with Lemma 2.2 and \( W_q^a(0, T; X) \hookrightarrow C([0, T]; X) \) for \( sq > 1 \),
\[
\begin{align*}
\| R' \|_{Z_T^q} &\leq C \left( \left\| \nabla \phi \right\|_{L^q(0, T; W_q^{2-\frac{1}{q}}(\Gamma))} \right) \\
&\leq \left( \max_{i=1,2} \| (\hat{v}^i, \hat{\pi}^i) \|_{Y_{T}^{k}} \right) \leq CT_{\frac{1}{2}} \left( \| (k, g, h^1, h^2, \hat{\nu}, \hat{\phi}) \|_{Z_T^q \times D_T^q} \right),
\end{align*}
\]
Since \( \Gamma \) and \( \Gamma_s \) are of class \( C^3 \), \( \hat{n}_\Gamma \) and \( \hat{n}_{\Gamma_s} \) are contained in \( C^2 \). Then we obtain
\[
\begin{align*}
\| R^4 \|_{Z_T^q} &\leq C \left( \left\| \nabla^2 \phi \right\|_{L^q(0, T; W_q^{1-\frac{1}{q}}(\Gamma))} \right) \\
&\leq \left( \max_{i=1,2} \| (\hat{v}^i, \hat{\pi}^i) \|_{Y_{T}^{k}} \right) \leq CT_{\frac{1}{2}} \left( \| (k, g, h^1, h^2, \hat{\nu}, \hat{\phi}) \|_{Z_T^q \times D_T^q} \right).
\end{align*}
\]
\[ \leq CT^\frac{1}{2} \left\| \left[ \left[ \nabla^2 \phi \right] \right]_{W^{1/2}_0(0,T;W^{-1/2}(\Gamma))^{n \times n}} \right\| + CT^\frac{1}{2} \left\| \left[ \left[ \nabla^2 \phi \right] \right]_{W^{1/2}_0(0,T;L^0(\Gamma))^{n \times n}} \right\| \]

\[ \leq CT^\frac{1}{2} \left( \max_{i=1,2} \left\| (\hat{v}_i, \hat{\pi}_i) \right\|_{Y_T^0} \right) \leq CT^\frac{1}{2} \left\| (\kappa, g, h^1, h^2, \hat{v}_0) \right\|_{Z_T^0 \times D_4^0}, \]

with the help of Lemma 2.2. Similarly,

\[ \left\| R^1 \right\|_{Z_T^0} \leq CT^\frac{1}{2} \left( \max_{i=1,2} \left\| (\hat{v}_i, \hat{\pi}_i) \right\|_{Y_T^0} \right) \leq CT^\frac{1}{2} \left\| (\kappa, g, h^1, h^2, \hat{v}_0) \right\|_{Z_T^0 \times D_4^0}. \]

Taking \( T_0 \) sufficiently small such that \( CT_0^\frac{1}{2} \leq \frac{1}{2} \), we have

\[ \left\| R^0(y) \right\|_{Z_T^0} + \left\| R'(y) \left\|_{Z_T^0} + \left\| R^3(y) \right\|_{Z_T^0} + \left\| R^4(y) \right\|_{Z_T^0} \leq \frac{1}{2} \right\| y \|_{Z_T^0 \times D_4^0}, \]

for \( y = (\kappa, g, h^1, h^2, \hat{v}_0)^\top \). By a Neumann series argument,

\[ \Phi : \tilde{y} \mapsto \tilde{y} + (R^0, 0, R', R^3, R^4, 0)^\top(\tilde{y}) \]

is invertible for \( \tilde{y} = (\kappa, g, h^1, h^2, \hat{v}_0)^\top \). Consequently, replacing \( \tilde{y} \) by \( \Phi^{-1}(\tilde{y}) \) in (3.14) yields the solvability of (3.17) for \( 0 < T < T_0 < 1/(2C)^{2q} \). Solving (3.1) iteratively on \([0, T_0], [T_0, 2T_0], \ldots\), with initial values \( \hat{v}^0, \hat{v}_0\left|_{t=T_0}, \ldots\right.\), one obtains the solvability for any \( T_0 > 0 \). Additionally, estimate (3.2) is a result of (3.10) and (3.12). This completes the proof.

Remark 3.2. Since \( \hat{c} \) is contained in \( Y_T^0 = L^q(0, T; W^2_q(\Omega)) \cap W^2_q(0, T; L^q(\Omega)) \), which will be given in Section 3.2, one can easily verify that \( \hat{c} \in Z_T^2 \). Hence, we replace \( g \) in (3.1) by \( g + \frac{\gamma^2}{\rho_s} \hat{c}_s \) with the same existence and regularity results to the original linear system. To be more precise, we find \((\bar{v}, \bar{\pi}) \in Y_T^0 \) to solve

\[ \hat{\rho} \partial_t \bar{v} - \nabla S(\bar{v}, \bar{\pi}) = 0 \quad \text{in} \ \widetilde{\Omega} \times (0, T), \]

\[ \nabla \bar{v} = \frac{\gamma^2}{\rho_s} \hat{c}_s \quad \text{in} \ \widetilde{\Omega} \times (0, T), \]

\[ \nabla \bar{v} = 0 \quad \text{on} \ \Gamma \times (0, T), \]

\[ S(\bar{v}, \bar{\pi}) \cdot \hat{n}_\Gamma = 0 \quad \text{on} \ \Gamma \times (0, T), \]

\[ \bar{v} \mid_{t=0} = 0 \quad \text{in} \ \widehat{\Omega}, \]

with \( \hat{c} \in Z_T^2 \), thanks to Theorem 3.1. Then \((\bar{v} + \hat{v}, \bar{\pi} + \hat{\pi})\) solves the original linear system.

3.2. Heat equations with Neumann boundary condition. From (2.26)–(2.30), we have two decoupled systems with given functions \((f^1, f^2, f^3)\), that is,

\[
\begin{cases}
\partial_t \hat{c}_f - \hat{D}_f \hat{\Delta} \hat{c}_f = f^1_f & \text{in} \ \Omega_f \times (0, T), \\
\hat{D}_f \nabla \hat{c}_f \cdot \hat{n}_\Gamma = f^2_f & \text{on} \ \Gamma \times (0, T), \\
\hat{c}_f \mid_{t=0} = \hat{c}^0_f & \text{in} \ \Omega_f,
\end{cases}
\]

and

\[
\begin{cases}
\partial_t \hat{c}_s - \hat{D}_s \hat{\Delta} \hat{c}_s = f^1_s & \text{in} \ \Omega_s \times (0, T), \\
\hat{D}_s \nabla \hat{c}_s \cdot \hat{n}_\Gamma = f^2_s & \text{on} \ \Gamma \times (0, T), \\
\hat{c}_s \mid_{t=0} = \hat{c}^0_s & \text{in} \ \Omega_s,
\end{cases}
\]

where \( \hat{D}_f, \hat{D}_s \) are given in (3.18) and (3.19).
According to the maximal $L^q$-regularity results we introduced in Appendix A.2, we immediately have following theorem.

**Theorem 3.2.** Let $q > n + 2$, $\hat{\Omega}$ a bounded domain with $\Gamma_s \in C^3$, $\Gamma$ a closed hypersurface of class $C^3$. Assume that $(f^1, f^2, f^3)$ are known functions contained in $Z_{q,T}^3$ and $\hat{c}^0 \in D_q^3$ with compatibility conditions

$$
\hat{D}_j \hat{\nabla}_j \hat{c}^0 \cdot \hat{n}_r \big|_{\Gamma} = f^i_{j} \big|_{t=0}, \quad \hat{D}_s \hat{\nabla}_s \hat{c}^0 \cdot \hat{n}_r \big|_{\Gamma} = f^2 \big|_{t=0}, \quad \hat{D}_s \hat{\nabla}_s \hat{c}^0 \cdot \hat{n}_r \big|_{\Gamma_s} = f^3 \big|_{t=0}.
$$

Then the parabolic problems (3.18) and (3.19) admit unique strong solutions $\hat{c}_t$ and $\hat{c}_s$ in $Y_{T}^3$ respectively. Moreover, there exist a constant $C > 0$ and a time $T_0 > 0$ such that for $0 < T < T_0$,

$$
\|\hat{c}\|_{Y_{T}^3} \leq C \left( \left\| (f^1, f^2, f^3, \hat{c}^0) \right\|_{Z_{q}^3 \times D_q^3} \right), \quad (3.20)
$$

where $Z_{q}^3 := Z_{r,T}^3 \times Z_{T}^6 \times Z_{T}^7$ with

$$
Z_{r,T}^3 := L^q(0, T; L^q(\hat{\Omega})), \quad Z_{T}^6 := W^{1-\frac{1}{2}; \frac{1}{2}}(\Gamma \times (0, T)), \quad Z_{T}^7 := W^{1-\frac{1}{2}; \frac{1}{2}}(\Gamma_s \times (0, T)).
$$

### 3.3. Ordinary differential equations for foam cells and growth.

Given functions $(f^1, f^5)$ in $\Omega_s$, we have

$$
\begin{align*}
\partial_t \hat{c}_s - \beta \hat{c}_s &= f^4, &\text{in } \Omega_s \times (0, T), \\
\hat{c}_s \big|_{t=0} &= 0, &\text{in } \Omega_s, \\
\partial_s \hat{g} - \frac{\gamma \partial}{n \rho_s} \hat{c}_s &= f^5, &\text{in } \Omega_s \times (0, T), \\
\hat{g} \big|_{t=0} &= 1, &\text{in } \Omega_s.
\end{align*}
$$

Since (3.21) and (3.22) are linear ordinary differential equations, it follows easily from $\hat{c}_s \in Y_{T}^3$ in Theorem 3.2 that system (3.21) and (3.22) admits a unique solution $\hat{c}_s$ and $\hat{g}$, respectively, both in $Z_{q}^3 := L^q(0, T; W^{1}_q(\Omega_s))$. Moreover, there exists a constant $C$ independent of $T$ such that

$$
\|\hat{c}_s\|_{Y_{T}^3} + \|\hat{g}\|_{Y_{T}^3} \leq C \left( \left\| (f^1, f^2, f^3, \hat{c}) \right\|_{Z_{q}^3 \times Z_{q}^3 \times Y_{T}^3} \right). \quad (3.23)
$$

### 4. Local in time existence

This section is intended to prove Theorem 2.1.

#### 4.1. Some key estimates.

Before showing Theorem 2.1, let us give some useful estimates with regard to the deformation gradient $\hat{\mathbf{F}}^{-1}$ and vector-valued Sobolev-Slobodeckij space $W^{1,\frac{1}{2}}_{q}(0, T; L^{q}(\Omega))$.

**Lemma 4.1** (Estimates on deformation gradient). Let $q > n$, $n \geq 2$. $\hat{\mathbf{F}}(\hat{\mathbf{v}})$ is a deformation gradient defined in (1.1) corresponding to a function $\hat{\mathbf{v}} \in Y_{T}^r$. Then for every $R > 0$, there are a constant $C = C(R) > 0$ and a finite time $0 < T_R < 1$ depending on $R$ such that for all $0 < T < T_R$, $\hat{\mathbf{F}}^{-1}$ exists and

$$
\begin{align*}
(1) \left\| \hat{\mathbf{F}}^{-1} \right\|_{L^{\infty}(0, T; W^{1,\frac{1}{2}}(\hat{\Omega}))^{n \times n}} &\leq C, \quad \left\| \partial_t \hat{\mathbf{F}}^{-1} \right\|_{L^{q}(0, T; W^{1,\frac{1}{2}}(\hat{\Omega}))^{n \times n}} \leq C \left\| \hat{\mathbf{v}} \right\|_{Y_{T}^3}; \\
(2) \left\| \hat{\mathbf{F}}^{-1} - \hat{\mathbf{F}} \right\|_{L^{q}(0, T; W^{1,\frac{1}{2}}(\hat{\Omega}))^{n \times n}} &\leq C T^{\frac{1}{2}} \left\| \hat{\mathbf{v}} \right\|_{Y_{T}^3}.
\end{align*}
$$
for all \( \| \mathbf{v} \|_Y \leq R \), where \( \Delta h f(t) := f(t) - f(t - h) \) is a difference of the time shift for a function \( f \). Moreover, for another \( \hat{u} \in Y \) with \( \| \mathbf{u} \|_Y \leq R \) and \( \mathbf{v}_{t=0} = \hat{u}_{t=0} \), we have

\[
\begin{align*}
(5) \quad & \left\| \left[ \mathbf{F}^{-1} - \mathbf{I} \right] (\cdot, t) \right\|_{L^\infty(0,T;W_q^1(\Omega))} \leq CT^{\frac{1}{r'}} \mathbf{v} \quad \mathbf{v} \in X, T > 0, \\
(6) \quad & \left\| \left[ \mathbf{F}^{-1} - \mathbf{I} \right] (\cdot, t) \right\|_{L^\infty(0,T;W_q^1(\Omega))} \leq CT^{\frac{1}{r'}} \mathbf{v} \quad \mathbf{v} \in X, T > 0, \\
(7) \quad & \left\| \left[ \mathbf{F}^{-1} - \mathbf{I} \right] (\cdot, t) \right\|_{L^\infty(0,T;W_q^1(\Omega))} \leq CT^{\frac{1}{r'}} \mathbf{v} \quad \mathbf{v} \in X, T > 0,
\end{align*}
\]

where \( r = \frac{n^2}{n} \).

Proof. Recalling from (1.1) the definition of \( \mathbf{F} \) that

\[
\mathbf{F} = \mathbf{I} + \int_0^t \nabla \mathbf{v}(X, \tau) d\tau, \quad \forall X \in \Omega.
\]

Then we have

\[
\sup_{0 \leq t \leq T} \left\| \mathbf{F} - \mathbf{I} \right\|_{W_q^1(\Omega)} \leq \sup_{0 \leq t \leq T} \left\| \int_0^t \nabla \mathbf{v}(X, \tau) d\tau \right\|_{W_q^1(\Omega)} \leq CT^{\frac{1}{r'}} R,
\]

for all \( \mathbf{v} \in Y \). Choosing \( T_R > T \) small such that \( CT^{\frac{1}{r'}} R \leq \frac{1}{2M_q} \), we know

\[
\sup_{0 \leq t \leq T} \left\| \mathbf{F} - \mathbf{I} \right\|_{W_q^1(\Omega)} \leq \frac{1}{2M_q},
\]

where \( M_q \) is the constant of multiplication of \( W_q^1(\Omega) \), see Lemma 2.1. According to the Neumann series (see [5, Section 5.7]), \( \mathbf{F}^{-1} \) does exist and

\[
\mathbf{F}^{-1} = \left( \mathbf{F} - \mathbf{I} + \mathbf{I} \right)^{-1} = \left( \mathbf{I} - \left( \mathbf{I} - \mathbf{F} \right) \right)^{-1} = \sum_{k=0}^{\infty} \left( \mathbf{I} - \mathbf{F} \right)^k.
\]

Then from Lemma 2.1, one obtains

\[
\sup_{0 \leq t \leq T} \left\| \mathbf{F}^{-1} \right\|_{W_q^1(\Omega)} \leq \sup_{0 \leq t \leq T} \sum_{k=0}^{\infty} \left\| \left( \mathbf{I} - \mathbf{F} \right)^k \right\|_{W_q^1(\Omega)} \leq \frac{1}{M_q} \sum_{k=0}^{\infty} \left( \frac{1}{2} \right)^k = \frac{2}{M_q}.
\]

Consequently, if follows from (2.2) and Lemma 2.1 that

\[
\left\| \partial_t \mathbf{F}^{-1} \right\|_{L^\infty(0,T;W_q^1(\Omega))} \leq \frac{2}{M_q}.
\]
Hence \[\nabla \phi \mid_{L^\infty(0,T;W_{\text{loc}}^1(\Omega))}^{n \times n} \leq C \| \phi \|_{Y_T^1},\]
for all \(0 < T < T_R\) and
\[\| \hat{F}^{-1} - I \|_{L^\infty(0,T;W_{\text{loc}}^1(\Omega))}^{n \times n} \leq \int_0^T \| \partial_t \hat{F}^{-1}(\cdot, \tau) \|_{W_{\text{loc}}^1(\Omega)}^{n \times n} d\tau \leq CT^{\frac{1}{\sigma}} \| \phi \|_{Y_T^1},\]
where \(C = C(R)\) depends on \(R\). These estimates prove first two statements.

For the third and fourth statements, we have
\[\| \Delta_h (\hat{F}^{-1} - I)(\cdot, t) \|_{W_{\text{loc}}^1(\Omega)}^{n \times n} \leq \int_{t-h}^t \| \partial_t \hat{F}^{-1}(\cdot, \tau) \|_{W_{\text{loc}}^1(\Omega)}^{n \times n} d\tau \leq Ch^{\frac{1}{\sigma}} \| \phi \|_{Y_T^1},\]
which can be used to deduce
\[\sup_{0 \leq t \leq T} \left( \int_0^t \| \Delta_h (\hat{F}^{-1} - I)(\cdot, \tau) \|_{W_{\text{loc}}^1(\Omega)}^{q} \right) \leq C \sup_{0 \leq t \leq T} \| \phi \|_{Y_T^1} \leq C \sup_{0 \leq t \leq T} \| \hat{F}^{-1} \|_{W_{\text{loc}}^1(\Omega)}^{n \times n} \leq CT^{\frac{1}{\sigma}} \| \phi \|_{Y_T^1}.\]

For the rest statements, we notice from (1.1) that
\[\hat{F}(\hat{u}) - \hat{F}(\hat{v}) = \int_0^t \left( \nabla \hat{u} - \nabla \hat{v} \right)(X, \tau) d\tau.\]
Then for all \(0 < T < T_R\),
\[\sup_{0 \leq t \leq T} \| \hat{F}(\hat{u}) - \hat{F}(\hat{v}) \|_{W_{\text{loc}}^1(\Omega)}^{n \times n} \leq CT^{\frac{1}{\sigma}} \| \hat{u} - \hat{v} \|_{Y_T^1}.\]

Since
\[\hat{F}^{-1}(\hat{u}) - \hat{F}^{-1}(\hat{v}) = -\hat{F}^{-1}(\hat{u}) \left( \hat{F}(\hat{u}) - \hat{F}(\hat{v}) \right) \hat{F}^{-1}(\hat{v}),\]
it follows from the multiplication property of \(W_{\text{loc}}^1(\Omega)\) again that for all \(0 < T < T_R\),
\[\sup_{0 \leq t \leq T} \| \hat{F}^{-1}(\hat{u}) - \hat{F}^{-1}(\hat{v}) \|_{W_{\text{loc}}^1(\Omega)}^{n \times n} \leq M_q^2 \sup_{0 \leq t \leq T} \| \hat{F}^{-1}(\hat{u}) \|_{W_{\text{loc}}^1(\Omega)}^{n \times n} \| \hat{F}^{-1}(\hat{v}) \|_{W_{\text{loc}}^1(\Omega)}^{n \times n} \| \hat{F}(\hat{u}) - \hat{F}(\hat{v}) \|_{W_{\text{loc}}^1(\Omega)}^{n \times n} \leq CT^{\frac{1}{\sigma}} \| \hat{u} - \hat{v} \|_{Y_T^1}.\]

Moreover,
\[\partial_t \hat{F}^{-1}(\hat{u}) - \partial_t \hat{F}^{-1}(\hat{v}) = -\partial_t \hat{F}^{-1}(\hat{u}) \left( \hat{F}(\hat{u}) - \hat{F}(\hat{v}) \right) \hat{F}^{-1}(\hat{v}) - \hat{F}^{-1}(\hat{u}) \partial_t \left( \hat{F}(\hat{u}) - \hat{F}(\hat{v}) \right) \hat{F}^{-1}(\hat{v})(\hat{v}) \hat{F}^{-1}(\hat{v}).\]

Hence
\[\| \partial_t \hat{F}^{-1}(\hat{u}) - \partial_t \hat{F}^{-1}(\hat{v}) \|_{L^q(0,T;L^\infty(\Omega))}^{n \times n} \leq CT^{\frac{1}{\sigma}} \| \hat{u} - \hat{v} \|_{Y_T^1}.\]
Consequently, with $W$ and also, for $\hat{\mathbf{v}}$

$$\text{For } r \in \mathbb{R},$$

Then,

$$\text{and also, for } \hat{\mathbf{u}} \in Y_1, \|\hat{\mathbf{u}}\|_{Y_1^q} \leq R,$$

Consequently, with $W_q^1(\Omega) \hookrightarrow L^\infty(\Omega)$ for $q > n,$

Similarly,

Thus,

Moreover, we can also conclude from (4.1) that

$$\| \partial_t \hat{\mathbf{F}}^{-1}(\hat{\mathbf{u}}) - \partial_t \hat{\mathbf{F}}^{-1}(\hat{\mathbf{v}}) \|_{L^q(0,T;W_q^1(\Omega))} \leq C \| \hat{\mathbf{u}} - \hat{\mathbf{v}} \|_{Y_1^q}.$$
Using that \( \left( \hat{F}_0^{-1}(\hat{u}) - \hat{F}_0^{-1}(\hat{v}) \right) = 0, \)
\[
\| \Delta_h \left( \hat{F}_0^{-1}(\hat{u}) - \hat{F}_0^{-1}(\hat{v}) \right) (\cdot, t) \|_{W_q^1(\Omega)^{m \times n}} \\
\leq \int_{t-h}^{t} \| \partial_t \left( \hat{F}_0^{-1}(\hat{u}) - \hat{F}_0^{-1}(\hat{v}) \right) (\cdot, \tau) \|_{W_q^1(\Omega)^{m \times n}} d\tau \leq C h^{\frac{1}{q}} \| \hat{u} - \hat{v} \|_{Y_q^{1}}.
\]
Therefore, for all \( 0 < T < T_R, \)
\[
\sup_{0 \leq t \leq T} \left( \int_0^t \| \Delta_h \left( \hat{F}_0^{-1}(\hat{u}) - \hat{F}_0^{-1}(\hat{v}) \right) (\cdot, t) \|_{W_q^1(\Omega)^{m \times n}}^q d\tau \right)^{\frac{1}{q}} \\
\leq C \sup_{0 \leq t \leq T} t^{\frac{h}{2^q}} \| \hat{u} - \hat{v} \|_{Y_q^{1}} = CT^{\frac{1}{2^q}} \| \hat{u} - \hat{v} \|_{Y_q^{1}}.
\]
Again with the help of (2.4) and the definition of Sobolev-Slobodeckij space, one obtains the last statement. This completes the proof.

\[\square\]

**Lemma 4.2.** Under the assumption of Lemma 4.1, there exist a constant \( C = C(R) > 0 \) and a finite time \( T_R > 0 \) depending on \( R \) such that for all \( 0 < T < T_R \) and for two arbitrary functions \( f(X, t) \in L^q(0, T; W_q^1(\hat{\Omega})) \) and \( f \in L^q(0, T; W^2_q(\hat{\Omega}))^n, \)

1. \( \left\| \left( \hat{F}_0^{-1}(\hat{v}) - I \right) f \right\|_{L^q(0, T; W_q^1(\hat{\Omega}))} \leq CT^{\frac{1}{q'}} \| f \|_{L^q(0, T; W_q^1(\hat{\Omega}))} \| \hat{v} \|_{Y_q^{1}}; \)
2. \( \left\| \left( \hat{F}_0^{-1}(\hat{v}) - I \right) \left( \hat{\nabla} f \right) \right\|_{L^q(0, T; W_q^1(\hat{\Omega}))} \leq CT^{\frac{1}{q'}} \| f \|_{L^q(0, T; W_q^1(\hat{\Omega}))} \| \hat{v} \|_{Y_q^{1}}; \)

\( (1) \)

3. \( \left\| \left( \hat{F}_0^{-1}(\hat{u}) - \hat{F}_0^{-1}(\hat{v}) \right) f \right\|_{L^q(0, T; W_q^1(\hat{\Omega}))} \leq CT^{\frac{1}{q'}} \| f \|_{L^q(0, T; W_q^1(\hat{\Omega}))} \| \hat{u} - \hat{v} \|_{Y_q^{1}}; \)

\( (2) \)

\( \left\| \left( \hat{F}_0^{-1}(\hat{u}) - \hat{F}_0^{-1}(\hat{v}) \right) \left( \hat{\nabla} f \hat{F}^{-1}(\hat{u}) \right) \right\|_{L^q(0, T; W_q^1(\hat{\Omega}))} \leq CT^{\frac{1}{q'}} \| f \|_{L^q(0, T; W_q^1(\hat{\Omega}))} \| \hat{u} - \hat{v} \|_{Y_q^{1}}. \)

\( (3) \)

**Proof.** The key point to deduce these estimates is to use the multiplication property of \( W_q^1(\hat{\Omega}) \) with \( q > n, \) which was given in Lemma 2.1. Then Lemma 4.1 implies these results.

\[\square\]

**Lemma 4.3.** Let \( 1 < q < \infty, T_0 > 0 \) and \( \Omega \subseteq \mathbb{R}^n, n \geq 2, \) be a bounded domain with \( C^{1,1} \) boundary. Then

\[
\left[ \hat{\nabla} \hat{v} \right]_{W_q^{2,1}((0, T) \times \Omega)} \leq CT_0^e \left[ \hat{v} \right]_{W_q^{2,1}(\Omega \times (0, T))},
\]

for every \( \hat{v} \in W_q^{2,1}(\Omega \times (0, T))^n, \) \( \varepsilon \in (0, \frac{1}{2}) \) and \( 0 < T < T_0. \) Here \( C \) depends on \( \varepsilon. \)

**Proof.** The lemma can be easily proved by using the argument in [1, Lemma 4.2], where a layer-like domain with \( C^{1,1} \) boundary is considered. Besides, it can be seen as a corollary of Lemma 2.2.

\[\square\]
4.2. **Proof of Theorem 2.1.** In this subsection, we prove Theorem 2.1 by applying the strategy of a fixed-point procedure.

For the proof, we set \( w = (\hat{v}, \hat{\pi}, \hat{c}, \hat{c}^s, \hat{g}) \), \( w_0 = (\hat{v}^0, \hat{g}^0, 0, 1) \) and reformulate the initial and boundary value problem (2.21)–(2.34) as an abstract equation:

\[
\mathcal{L}(w) = \mathcal{N}(w, w_0), \quad \text{for all } w \in Y_T, \; (\hat{v}^0, \hat{c}^0) \in D_q,
\]

where

\[
\mathcal{L}(w) := \begin{pmatrix}
\partial_t \hat{v} - \text{div}S(\hat{v}, \hat{\pi}) \\
\text{div}(\hat{v}) - \frac{\gamma\beta}{\rho_s} \hat{c}_s \\
S(\hat{v}, \hat{\pi}) \cdot \hat{n}_\Gamma \\
\partial_t \hat{c} - \hat{D} \Delta c \\
\hat{D} \nabla \hat{c} \cdot \hat{n}_\Gamma \\
\hat{D}_s \nabla \hat{c}_s \cdot \hat{n}_\Gamma \\
\partial_t \hat{c}_s - \beta \hat{c}_s \\
\partial_t \hat{g} - \frac{\gamma \beta}{n \rho_s} \hat{c}_s \\
(\hat{v}, \hat{c}, \hat{c}_s, \hat{g})^T|_{t=0}
\end{pmatrix}, \quad \mathcal{N}(w, w_0) := \begin{pmatrix}
K(w) \\
G(w) \\
H^1(w) \\
H^2(w) \\
F^1(w) \\
F^2(w) \\
F^3(w) \\
F^4(w) \\
F^5(w) \\
w_0
\end{pmatrix}.
\]

In the sequel, we focus on (4.3). For \( \mathcal{L} \), we have the following proposition.

**Proposition 4.1.** Let \( \mathcal{L} \) be defined as in (4.3). Then \( \mathcal{L} \) is an isomorphism from \( Y_T \) to \( Z_T \times D_q \).

**Proof.** As \( \mathcal{L} \in \mathcal{L}(Y_T, Z_T \times D_q) \), it suffices to show that \( \mathcal{L} \) is bijective, thanks to the bounded inverse theorem.

**Injective.** Take any \( w^1, w^2 \in Y_T \). Then, from (3.2), (3.20) and (3.23),

\[
\| \mathcal{L}(w^1) - \mathcal{L}(w^2) \|_{Z_T \times D_q} \leq C \| w^1 - w^2 \|_{Y_T},
\]

which implies the injection of \( \mathcal{L} \).

**Surjective.** The existence of (3.1), (3.18)–(3.19) and (3.21)–(3.22) immediately yields the surjection of \( \mathcal{L} \). \( \square \)

To employ the contraction mapping principle as in (4.3), we then investigate the dependence and contraction of \((K, G, H^1, H^2, F^1, F^2, F^3, F^4, F^5)\) on \((\hat{v}, \hat{\pi}, \hat{c}, \hat{c}_s, \hat{g})\).

To this end, we define

\[
\mathcal{M}(w) := (K(w), G(w), H^1(w), H^2(w), F^1(w), F^2(w), F^3(w), F^4(w), F^5(w))^T,
\]

where the elements are given by (2.35). Then it is still needed to show that \( \mathcal{M}(w) : Y_T \to Z_T \) is well-defined in terms of \((\hat{v}, \hat{\pi}, \hat{c}, \hat{c}_s, \hat{g}) \in Y_T \) and to verify \( \mathcal{M}(w) \) possesses the contraction property.

**Proposition 4.2.** Let \( q > n \) and \( R > 0 \). Assume \( w = (\hat{v}, \hat{\pi}, \hat{c}, \hat{c}_s, \hat{g}) \in Y_T \) with \( \hat{g}|_{t=0} = 1 \) and \( \| w \|_{Y_T} \leq R \), then there exist a constant \( C = C(R) > 0 \), a finite time \( T_R > 0 \) depending on \( R \) and \( \delta > 0 \) such that for \( 0 < T < T_R \), \( \mathcal{M}(w) : Y_T \to Z_T \) is well-defined and bounded along with the estimates:

\[
\| \mathcal{M}(w) \|_{Z_T} \leq C(R) T^\delta (\| w \|_{Y_T} + 1),
\]

Moreover, for \( w^1 = (\hat{v}^1, \hat{\pi}^1, \hat{c}_s^1, \hat{g}^1), w^2 = (\hat{v}^2, \hat{\pi}^2, \hat{c}_s^2, \hat{g}^2) \in Y_T \) with \( w^1 \neq w^2 \), \( \hat{c}_s|_{t=0} = \hat{c}_s^0, \hat{c}_s|_{t=0} = 0 \), \( \hat{g}|_{t=0} = 1 \) and \( \| w^i \|_{Y_T} \leq R \) (\( i = 1, 2 \)), there exist a constant
$C = C(R) > 0$, a finite time $T_R > 0$ depending on $R$ and $\delta > 0$ such that for $0 < T < T_R$,  
$$\| M(w^1) - M(w^2) \|_{Z^1_T} \leq C(R) T^\delta \| w^1 - w^2 \|_{Y^T}. \quad (4.5)$$

Proof. Firstly, we prove the second part. To this end, for $\| w^i \|_{Y^T} \leq R$, $i = 1, 2$ we estimate the following terms respectively

$$\| K(w^1) - K(w^2) \|_{Z^1_T}, \quad \| G(w^1) - G(w^2) \|_{Z^1_T}, \quad \| H^j(w^1) - H^j(w^2) \|_{Z^{j+2}_T}, \quad \| F^k(w^1) - F^k(w^2) \|_{Z^{k+4}_T}, \quad \| F^g(w^1) - F^g(w^2) \|_{Z^2_T},$$

where $j \in \{1, 2\}$, $k \in \{1, 2, 3, 4\}$. If $0 < T \leq 1$, we have $T^s < T^{s'}$ for $s > s' > 0$. In the sequel, we set a universal constant $\delta = \min\{\frac{1}{2q'}, \frac{1-r}{2}, \frac{1}{r^2}\}$, where $q' = \frac{q + 1}{q - 1}, r = \frac{1}{q}$. 

**Estimate of $\| K(w^1) - K(w^2) \|_{Z^1_T}$.** For $K_f = \text{div} \Phi_f$ from (2.35), with the help of Lemma 2.1, 4.1 and 4.2, we derive that

$$\| K_f(w^1) - K_f(w^2) \|_{L^\infty(0,T;W^1_q(\Omega_f))]^{n \times n}} \leq \| \tilde{\pi}_f^{-1} (\tilde{\Phi}_f^{-T}(\tilde{v}_f^1) - \tilde{\Phi}_f^{-T}(\tilde{v}_f^2)) + (\tilde{\pi}_f^{-1} - \tilde{\pi}_f^2) (\tilde{\Phi}_f^{-T}(\tilde{v}_f^2) - I) \|_{L^\infty(0,T;W^1_q(\Omega_f))]^{n \times n}} + \nu_f \| (\tilde{\Phi}_f^{-1}(\tilde{v}_f^1) - \tilde{\Phi}_f^{-1}(\tilde{v}_f^2)) \tilde{\nabla} \tilde{v}_f^1 + \tilde{\nabla} \tilde{v}_f^1 (\tilde{\Phi}_f^{-T}(\tilde{v}_f^2) - \tilde{\Phi}_f^{-T}(\tilde{v}_f^2)) \) \|_{L^\infty(0,T;W^1_q(\Omega_f))]^{n \times n}} + 2\nu_f \| (\tilde{\Phi}_f^{-1}(\tilde{v}_f^1) - \tilde{\Phi}_f^{-1}(\tilde{v}_f^2)) \tilde{\nabla}(\tilde{\Phi}_f^{-1}(\tilde{v}_f^2) - \tilde{\Phi}_f^{-1}(\tilde{v}_f^2)) \|_{L^\infty(0,T;W^1_q(\Omega_f))]^{n \times n}} \leq C T^\delta \| \tilde{\pi}_f^{-1} \|_{L^\infty(0,T;W^1_q(\Omega_f))]^{n \times n}} \| \tilde{\nabla}(\tilde{\Phi}_f^{-1} - \tilde{\Phi}_f^{-2}) \|_{L^\infty(0,T;W^1_q(\Omega_f))]^{n \times n}} \leq C(R) T^\delta \| w^1 - w^2 \|_{Y^T}. \]
Then we get

\[
\left\| \mathbf{F} \mathbf{v} \right\|_{L^\infty(0,T;L^\infty(\Omega))} \leq C R T \frac{\tau}{\mu} \left\| w^1 - w^2 \right\|_{Y_T}.
\]

Consequently,

\[
\left\| \mathbf{K}(w^1) - \mathbf{K}(w^2) \right\|_{Z^*_T} \leq C(R) T \frac{\tau}{\mu} \left\| w^1 - w^2 \right\|_{Y_T}.
\]

**Estimate of** $\|G(w^1) - G(w^2)\|_{Z_T^*}$. From the definition of $Z_T^*$ given by (3.4), we need to verify that $G(w^1) - G(w^2)$ is contained both in $L^q(0,T;W_q^1(\Omega))$ and $W^1(0,T;W_q^{-1}(\Omega))$, as well as the trace regularity

\[
\text{tr}_T(G(w^1) - G(w^2)) \in W^1_{q\frac{1}{2}(1-\frac{1}{q})}(\Gamma \times (0,T)),
\]

\[
\text{tr}_n(G(w^1) - G(w^2)) \in W^1_q(0,T;W_q^{-1}(\Omega)).
\]

The first regularity follows easily from (2.35), Lemma 4.1 and 4.2 that

\[
\left\| G(w^1) - G(w^2) \right\|_{L^q(0,T;W_q^1(\Omega))} \leq C T \frac{\tau}{\mu} \left\| w^1 - w^2 \right\|_{Y_T}.
\]

From approximation argument in [4, Page 15], we know that weak derivative with respect to time does exist for $G$. Hence, substituting $G$ by the form (2.36), using
integration by parts, we have
\[
\langle \partial_t G(\cdot, t), \phi \rangle_{W^{1,q}_q(\Gamma, \Omega)} = \frac{d}{dt} \langle G(\cdot, t), \phi \rangle_{W^{1,q}_q(\Gamma, \Omega)}
\]
\[
= \frac{d}{dt} \left( \left\langle \hat{F}^{-1} - \mathbb{I} \right\rangle \hat{\nabla} \phi \right)_{L^q \times L^q} - \left\langle \hat{\nabla}_s \cdot \hat{\text{div}} \hat{F}_{s}^{-T}, \phi \right\rangle_{L^q \times L^q}.
\]
\[
= \int_{\Omega} \left( (\partial_t \hat{F}^{-1}) \hat{\nabla} \phi + (\hat{F}^{-1} \mathbb{I}) \partial_t \hat{\nabla} \right) \phi \cdot \hat{\nabla} \phi dX
\]
\[
+ \int_{\Omega_s} \left( \partial_t \hat{\nabla}_s \cdot \hat{\text{div}} \hat{F}_{s}^{-T} + \hat{\nabla}_s \cdot \hat{\text{div}} \partial_t \hat{F}_{s}^{-T} \right) \phi \cdot \phi dX
\]
\[
= \int_{\Omega_s} \left( \partial_t \hat{F}^{-1} \hat{\nabla} \phi + \hat{F}^{-1} \mathbb{I} \partial_t \hat{\nabla} \right) \phi \cdot \hat{\nabla} \phi dX
\]
\[
+ \int_{\Omega_s} \left( \partial_t \hat{\nabla}_s \cdot \hat{\text{div}} \hat{F}_{s}^{-T} + \partial_t \hat{F}_{s}^{-T} \cdot \hat{\text{div}} \hat{\nabla}_s \right) \phi \cdot \phi dX,
\]
for every \( \phi \in W^{1,q}_q(\Omega) \), where \( \langle \cdot, \cdot \rangle_{X \times X'} \) denotes the duality product between a pair of dual space \( X \) and \( X' \). Then according to (2.2), the Sobolev embedding \( W^{1,q}_q(\Omega) \hookrightarrow C^{0,1-n/q}(\Omega) \hookrightarrow L^\infty(\Omega) \) and Lemma 4.1, one obtains
\[
\left\| \partial_t G(w^1) - \partial_t G(w^2) \right\|_{L^q(0,T;W^{1,q}_q(\Omega))}
\]
\[
\leq \left\| \left( \partial_t \hat{F}^{-1} \hat{\nabla} \phi \right) - \left( \partial_t \hat{F}^{-1} \hat{\nabla} \phi \right) \cdot \hat{\nabla} \phi \right\|_{L^q(0,T;L^q(\Omega))}
\]
\[
+ \left\| \left( \hat{F}^{-1} \partial_t \hat{\nabla} \phi \right) \partial_t \hat{\nabla} \phi + \left( \hat{F}^{-1} \mathbb{I} \partial_t \hat{\nabla} \phi \right) \right\|_{L^q(0,T;L^q(\Omega))}
\]
\[
+ \left\| \left( \partial_t \hat{\nabla}_s \cdot \hat{\text{div}} \hat{F}_{s}^{-T} + \hat{\nabla}_s \cdot \hat{\text{div}} \partial_t \hat{F}_{s}^{-T} \right) \phi \cdot \phi \right\|_{L^q(0,T;L^q(\Omega))}
\]
\[
\leq CT^{\frac{1}{q} - \frac{1}{2}} \left\| \hat{\nabla} \phi - \hat{\nabla} \phi \right\|_{Y^2} + CT^{\frac{1}{q} - \frac{1}{2}} \left\| \hat{\nabla} \phi - \hat{\nabla} \phi \right\|_{Y^2}
\]
\[
+ CT^{\frac{1}{q} - \frac{1}{2}} \left\| \hat{\nabla} \phi - \hat{\nabla} \phi \right\|_{Y^2} + CT^{\frac{1}{q} - \frac{1}{2}} \left\| \hat{\nabla} \phi - \hat{\nabla} \phi \right\|_{Y^2}.
\]
Then we are in the position to prove \( \text{tr}_\Gamma(G(w^1) - G(w^2)) \in W^{1-1/q,1-1/q}(\Gamma \times (0,T)) \). Recalling the definition of such mixed space (2.5), we first write the explicit norm.
\[
\left\| \text{tr}_\Gamma (G(w^1) - G(w^2)) \right\|_{W^{1-\frac{1}{2},\frac{1}{2}}(\Gamma \times (0,T))}
\]
\[
= \left\| \left( \hat{F}^{-\top} \hat{\nabla} \phi - \hat{F}^{-\top} \hat{\nabla} \phi \right) : \hat{\nabla} \hat{\nabla} \phi \right\|_{L^q(0,T;W^{1,q}_q(\Gamma))}.
\]
+ \left\| \left( \hat{F}^{-T}(\hat{v}^2) - I \right) : \left( \nabla \hat{v}^1 - \nabla \hat{v}^2 \right) \right\|_{L^q(0,T;W_q^{1,\frac{1}{2}}(\Gamma))} \\
+ \left\| \left( \hat{F}^{-T}(\hat{v}^1) - \hat{F}^{-T}(\hat{v}^2) \right) : \nabla \hat{v}^1 \right\|_{W_q^{\frac{1}{2},1}(0,T;L^n(\Gamma))} \\
+ \left\| \left( \hat{F}^{-T}(\hat{v}^2) - I \right) : \left( \nabla \hat{v}^1 - \nabla \hat{v}^2 \right) \right\|_{W_q^{\frac{1}{2},1}(0,T;L^n(\Gamma))} =: \sum_{i=1}^4 I_i.

According to the trace theorem from $W_q^{1,\frac{1}{2}}(\bar{\Omega})$ into $W_q^{1,\frac{1}{2}}(\Gamma)$, Lemma 2.1, 4.1 and 4.2,

\[ I_1 \leq C \left\| \left( \hat{F}^{-T}(\hat{v}^1) - \hat{F}^{-T}(\hat{v}^2) \right) : \nabla \hat{v}^1 \right\|_{L^q(0,T;W_q^{1,\frac{1}{2}}(\bar{\Omega}))} \leq C(R)T^\delta \left\| w^1 - w^2 \right\|_{Y_T}, \]

\[ I_2 \leq C \left\| \left( \hat{F}^{-T}(\hat{v}^2) - I \right) : \left( \nabla \hat{v}^1 - \nabla \hat{v}^2 \right) \right\|_{L^q(0,T;W_q^{1,\frac{1}{2}}(\bar{\Omega}))} \leq C(R)T^\delta \left\| w^1 - w^2 \right\|_{Y_T}. \]

It follows from the definition of vector valued Sobolev-Slobodeckij space, Lemma 4.1 and 4.3 that

\[ I_3 \leq \left( \int_0^T \int_0^t \left\| \Delta_h \left( \hat{F}^{-T}(\hat{v}^1) - \hat{F}^{-T}(\hat{v}^2) \right) (t) : \nabla \hat{v}^1 (t-h) \right\|_{L^q(\Gamma)} (dhdt) \right)^\frac{1}{q} \]

\[ + \left( \int_0^T \int_0^t \left\| \Delta_h \left( \hat{v}^1 \right) (t) \right\|_{L^q(\Gamma)} (dhdt) \right)^\frac{1}{q} \]

\[ \leq \sup_{0 \leq t \leq T} \left( \int_0^t \left\| \Delta_h \left( \hat{F}^{-T}(\hat{v}^1) - \hat{F}^{-T}(\hat{v}^2) \right) \right\|_{L^q(\Gamma)^{n \times n}} (dh) \right)^\frac{1}{q} \left\| \nabla \hat{v}^1 \right\|_{L^q(0,T;L^q(\Gamma))^{n \times n}} \]

\[ + \sup_{0 \leq t \leq T} \left\| \hat{F}^{-T}(\hat{v}^1) - \hat{F}^{-T}(\hat{v}^2) \right\|_{W_q^{1,\frac{1}{2}}(\Gamma)^{n \times n}} \left[ \nabla \hat{v}^1 \right]_{W_q^{\frac{1}{2},1}(0,T;L^n(\Gamma))^{n \times n}} \]

\[ \leq C \left( T \nabla \hat{v}^1 \right\|_{Y_T^2} \left\| \hat{v}^1 - \hat{v}^2 \right\|_{Y_T^2} + T \nabla \hat{v}^1 \right\|_{Y_T^2} \left\| \hat{v}^1 - \hat{v}^2 \right\|_{Y_T^2} \]

\[ \leq C(R)T^\delta \left\| w^1 - w^2 \right\|_{Y_T}, \]

where we used the property of $\Delta_h$ that $\Delta_h(fg)(t) = \Delta_h f(t)g(t-h) + f(t)\Delta_h g(t)$. Similarly,

\[ I_4 \leq C(R)T^\delta \left\| w^1 - w^2 \right\|_{Y_T}, \]

Collecting $I_i$, $i = 1, \ldots, 4$, we get

\[ \left\| \text{tr}_\Gamma \left( G(w^1) - G(w^2) \right) \right\|_{W_q^{1,\frac{1}{2}}(\Gamma \times (0,T))} \leq C(R)T^\delta \left\| w^1 - w^2 \right\|_{Y_T}. \]

Since the trace regularities for $G$ on $\Gamma$ and $\Gamma_s$ are same, one also obtains

\[ \left\| \text{tr}_{\Gamma_s} \left( G(w^1) - G(w^2) \right) \right\|_{W_q^{1,\frac{1}{2}}(\Gamma_s \times (0,T))} \leq C(R)T^\delta \left\| w^1 - w^2 \right\|_{Y_T}. \]

Then

\[ \left\| G(w^1) - G(w^2) \right\|_{Z_T^2} \leq C(R)T^\delta \left\| w^1 - w^2 \right\|_{Y_T}, \]

Estimate of $\left\| H^1(w^1) - H^1(w^2) \right\|_{Z_T^2}$, $\left\| H^2(w^1) - H^2(w^2) \right\|_{Z_T^2}$. Since $\Gamma$ is of class $C^3$, $\hat{n}_\Gamma \in C^2(\partial \Omega_I)$. Then by similar estimates as $\text{tr}_\Gamma (G(w^1) - G(w^2))$, the norm of
As the similar situation, we can easily derive the estimate of
\[
\| \mathbf{H}^1(w^1) - \mathbf{H}^1(w^2) \|_{Z^2_T} \leq C \left( 1 + R \right)^2 \| w^1 - w^2 \|_{Y_T}.
\]

Estimate of \( \| F^1(w^1) - F^1(w^2) \|_{Z^2_T} \). For \( F^1_I = \hat{\mathrm{div}} \hat{\mathbf{F}}_I \), we have
\[
\| F^1_I(w^1) - F^1_I(w^2) \|_{Z^2_T} \leq \| \hat{\mathbf{F}}_I(w^1) - \hat{\mathbf{F}}_I(w^2) \|_{L^q(0,T;W^1_q(\Omega_I))}^n
\]
and
\[
\| F^1_I(w^1) - F^1_I(w^2) \|_{Z^2_T} \leq \| \hat{\mathbf{F}}_I(w^1) - \hat{\mathbf{F}}_I(w^2) \|_{L^q(0,T;W^1_q(\Omega_I))}^n.
\]

Lemma 4.1 and multiplication of \( W^1_q(\Omega_I) \) in Lemma 2.1 imply that
\[
\mathfrak{F}_1 \leq C \left( \| \hat{\mathbf{F}}^{-1}_I(\hat{\mathbf{v}}_I^1) \left( \hat{\mathbf{F}}_I^{-\top}(\hat{\mathbf{v}}_I^1) - \hat{\mathbf{F}}_I^{-\top}(\hat{\mathbf{v}}_I^2) \right) \|_{L^\infty(0,T;W^1_q(\Omega_I))} \right)
\]
and
\[
\mathfrak{F}_2 \leq C \left( \| \hat{\mathbf{F}}^{-1}_I(\hat{\mathbf{v}}_I^2) \left( \hat{\mathbf{F}}_I^{-\top}(\hat{\mathbf{v}}_I^2) - \hat{\mathbf{I}} \right) \|_{L^\infty(0,T;W^1_q(\Omega_I))} \right) \| \hat{\nabla} \hat{\mathbf{c}}_I^2 \|_{L^q(0,T;W^1_q(\Omega_I))}^n.
\]

Then
\[
\| F^1_I(w^1) - F^1_I(w^2) \|_{Z^2_T} \leq C(R)T^\frac{1}{q} \| w^1 - w^2 \|_{Y_T}.
\]

For \( F^2_s = \hat{\mathrm{div}} \hat{\mathbf{F}}_s + F^g_s \), it can be deduced similarly as \( F^1_I \) that
\[
\| F^2_s(w^1) - F^2_s(w^2) \|_{Z^2_T} \leq C(R)T^\frac{1}{q} \| w^1 - w^2 \|_{Y_T}.
\]

Moreover,
\[
\| F^g_s(w^1) - F^g_s(w^2) \|_{Z^2_T} \leq \beta \| (\hat{c}_s^1 - \hat{c}_s^2) \left( 1 + \frac{\gamma}{\rho_s} \hat{c}_s^1 \right) \|_{L^q(\Omega_T)} + \beta \| \hat{c}_s^2 \right( \hat{c}_s^1 - \hat{c}_s^2) \|_{L^q(\Omega_T)}.
\]
\[ + n \left\| \nabla \hat{g}^1 \left( \tilde{F}_s(w^1) - \hat{F}_s(w^2) + \left( \nabla \hat{c}_s^1 - \nabla \hat{c}_s^2 \right) \right) \right\|_{L^q(\Omega_s \times (0,T))} \]

\[ + n \left\| \left( \nabla \hat{g}^1 \frac{\hat{q}^1}{\hat{g}^1} - \nabla \hat{g}^2 \frac{\hat{q}^2}{\hat{g}^2} \right) \tilde{F}_s^{-1} \left( \hat{c}_s^2 \right) \tilde{F}_s^{-\top} \left( \hat{c}_s^2 \right) \right\|_{L^q(\Omega_s \times (0,T))} =: \sum_{i=1}^{4} \tilde{z}_i^q. \]

Apparently, with \( \hat{c}_i |_{t=0} = \hat{c}_0, i = 1, 2, \)

\[ \tilde{z}_1^q \leq C \left\| \hat{c}_1 - \hat{c}_2 \right\|_{L^\infty(0,T;L^q(\Omega_s))} \left( 1 + \frac{\gamma}{\beta} \right) \left\| \hat{c}_1 \right\|_{L^q(0,T;L^\infty(\Omega_s))} \]

\[ + C \left\| \hat{c}_1^2 - \hat{c}_2^2 \right\|_{L^\infty(0,T;L^q(\Omega_s))} \left\| \hat{c}_2^2 \right\|_{L^q(0,T;L^\infty(\Omega_s))} \leq C(R)T^{\frac{q}{2}} \left\| w^1 - w^2 \right\|_{Y_T}. \]

Proceeding the same estimate as \( \tilde{F}_T \) above, we have

\[ \tilde{z}_3^q + \tilde{z}_4^q \leq C(R)T^{\frac{q}{2}} \left\| w^1 - w^2 \right\|_{Y_T}, \]

by \( \hat{g} \geq \frac{1}{2} \) and Lemma 4.1. Collecting \( \tilde{z}_i^q, i = 1, ..., 4 \) together, one concludes

\[ \left\| F_s^1(w^1) - F_s^1(w^2) \right\|_{Z_q^2} \leq C(R)T^{\frac{q}{2}} \left\| w^1 - w^2 \right\|_{Y_T}, \]

which derives the desired regularity.

**Estimate of** \( \left\| F^2(w^1) - F^2(w^2) \right\|_{Z_q^2}, \left\| F^3(w^1) - F^3(w^2) \right\|_{Z_q^2}. \) Since the key ingredient here is to estimate \( \tilde{F}(w^1) - \tilde{F}(w^2) \) in space \( W_{q, \frac{1}{2}, \frac{3}{4}}(\Gamma \times (0,T)) \), we only give the details to handle this term. By definition, \( \tilde{F}(w^1) - \tilde{F}(w^2) \)

\[ \left\| \tilde{F}(w^1) - \tilde{F}(w^2) \right\|_{W_{q, \frac{1}{2}, \frac{3}{4}}(\Gamma \times (0,T))} \]

\[ = \left\| \tilde{F}(w^1) - \tilde{F}(w^2) \right\|_{L^q(0,T;W_{q, \frac{1}{2}, \frac{3}{4}}(\Gamma))} \]

\[ + \left\| \tilde{F}(w^1) - \tilde{F}(w^2) \right\|_{W_{q, \frac{1}{2}, \frac{3}{4}}(0,T;L^q(\Gamma))}. \]

The first term can be controlled easily by trace Theorem for \( q > n \) and the estimates of \( \tilde{F} \) in \( \tilde{F} \) above. Namely,

\[ \left\| \tilde{F}(w^1) - \tilde{F}(w^2) \right\|_{L^q(0,T;W_{q, \frac{1}{2}, \frac{3}{4}}(\Gamma))} \]

\[ \leq C \left\| \tilde{F}(w^1) - \tilde{F}(w^2) \right\|_{L^q(0,T;W_{q, \frac{1}{2}, \frac{3}{4}}(\Gamma))} \leq C(R)T^{\frac{q}{2}} \left\| w^1 - w^2 \right\|_{Y_T}. \]

For the second term, again by the definition of vector-valued Sobolev-Slobodeckij space, we have

\[ \left\| \tilde{F}(w^1) - \tilde{F}(w^2) \right\|_{W_{q, \frac{1}{2}, \frac{3}{4}}(0,T;L^q(\Gamma))} \]

\[ \leq C(R)T^{\frac{q}{2}} \left\| w^1 - w^2 \right\|_{Y_T}, \]

following the argument of estimating \( \text{tr}_{\Gamma} \left( G(w^1) - G(w^2) \right) \). Then,

\[ \left\| F^2(w^1) - F^2(w^2) \right\|_{Z_q^2} + \left\| F^3(w^1) - F^3(w^2) \right\|_{Z_q^2} \leq C(R)T^{\frac{q}{2}} \left\| w^1 - w^2 \right\|_{Y_T}. \]

**Estimate of** \( \left\| F^4(w^1) - F^4(w^2) \right\|_{Z_q^2}, \left\| F^5(w^1) - F^5(w^2) \right\|_{Z_q^2}. \) Observing that the nonlinearities in \( F^4 \) and \( F^5 \) are \( \hat{c}_s \hat{c}_s^2 \) and \( \hat{c}_s \hat{g} \), which are all quadratic, we control them under the assumptions \( \hat{c}_i |_{t=0} = \hat{c}_0, \hat{c}_i |_{t=0} = 0, \hat{g} |_{t=0} = 1, i = 1, 2, \) and by

\[ \left\| uw \right\|_{L^q(0,T;W_{q, \frac{3}{4}}(\Omega_s))} \leq M_q \left\| u \right\|_{L^\infty(0,T;W_{q, \frac{3}{4}}(\Omega_s))} \left\| v \right\|_{L^q(0,T;W_{q, \frac{3}{4}}(\Omega_s))}, \]

for \( u, v \in W_{q, \frac{3}{4}}(0,T;W_{q, \frac{3}{4}}(\Omega_s)). \) Hence,

\[ \left\| F^4(w^1) - F^4(w^2) \right\|_{Z_q^2} + \left\| F^5(w^1) - F^5(w^2) \right\|_{Z_q^2} \leq C(R)T^{\frac{q}{2}} \left\| w^1 - w^2 \right\|_{Y_T}. \]
Consequently, we derive (4.5). Now, let \( w^1 = w \) and \( w^2 = (0, 0, 0, 1) \) in (4.5), (4.4) follows immediately from the fact that \( \mathcal{M}(0, 0, 0, 0, 1) = 0. \)

**Proof of Theorem 2.1.** Since \( \mathcal{L} : Y_T \to Z_T \times D_q \) is an isomorphism as showed in Proposition 4.1, from the estimates in Theorem 3.1, we set a well-defined constant

\[
C_Z := \sup_{0 \leq T \leq 1} \| \mathcal{L}^{-1} \|_{L(Z_T \times D_q, Y_T)}.
\]

Choose \( R > 0 \) large such that \( R \geq 2C_Z \| (\bar{v}^0, \bar{e}^0) \|_{D_q} \). Then

\[
\| \mathcal{L}^{-1} \mathcal{N}(w, w_0) \|_{Y_T} \leq C_Z \| (\bar{v}^0, \bar{e}^0) \|_{D_q} \leq \frac{R}{2},
\]

(4.7)

For \( \| w^i \|_{Y_T} \leq R, i = 1, 2 \), we take \( T_R > 0 \) small enough such that

\[
C_Z C(R) T^3 \leq \frac{1}{2},
\]

where \( C(R) \) is the constant in (4.5). Then for \( 0 < T < T_R \), we infer from Theorem 4.2 that

\[
\| \mathcal{L}^{-1} \mathcal{N}(w^1, w_0) - \mathcal{L}^{-1} \mathcal{N}(w^2, w_0) \|_{Y_T} \leq C_Z C(R) T \| w^1 - w^2 \|_{Y_T} \leq \frac{1}{2} \| w^1 - w^2 \|_{Y_T},
\]

(4.8)

which implies the contraction property. From (4.7) and (4.8), we have

\[
\| \mathcal{L}^{-1} \mathcal{N}(w, w_0) \|_{Y_T} \leq \| \mathcal{L}^{-1} \mathcal{N}(w, w_0) \|_{Y_T} + \| \mathcal{L}^{-1} \mathcal{N}(w, w_0) - \mathcal{L}^{-1} \mathcal{N}(0, w_0) \|_{Y_T} \leq R.
\]

Define \( \mathcal{M}_{R,T} \) by

\[
\mathcal{M}_{R,T} := \left\{ w \in B_Y T(0, R) : w = (\bar{v}, \hat{\bar{v}}, \hat{\bar{v}}, \hat{\bar{v}}, \hat{\bar{v}}), \quad \hat{g}|_{t=0} = 1, \quad \hat{\bar{v}}|_{t=0} = \bar{e}^0 \right\},
\]

a closed subset of \( Y_T \). Hence, \( \mathcal{L}^{-1} \mathcal{N} : \mathcal{M}_{R,T} \to \mathcal{M}_{R,T} \) is well-defined for all \( 0 < T < T_R \) and a strict contraction. Since \( Y_T \) is a Banach space, the Banach fixed-point Theorem implies the existence of a unique fixed-point of \( \mathcal{L}^{-1} \mathcal{N} \) in \( \mathcal{M}_{R,T} \), i.e., (2.21)–(2.34) admits a unique strong solution in \( \mathcal{M}_{R,T} \) for small time \( 0 < T < T_R \).

In the following, we prove the uniqueness of solutions in \( Y_T \) by the continuity argument. Let \( w^1, w^2 \in Y_T \) be two different solutions of (2.21)–(2.34) and \( \tilde{T} := \max\{ \| w^1 \|_{Y_T}, \| w^2 \|_{Y_T} \} \), then there is a time \( T_{\tilde{T}} \leq T \) such that \( \mathcal{L}^{-1} \mathcal{N} : \mathcal{M}_{R,T_{\tilde{T}}} \to \mathcal{M}_{R,T_{\tilde{T}}} \) is a contraction and therefore \( w^1|_{[0,T_{\tilde{T}}]} = w^2|_{[0,T_{\tilde{T}}]} \). Now we argue by contradiction. Define \( \tilde{T} \) as

\[
\tilde{T} := \sup \left\{ T' \in (0, T) : w^1|_{[0,T']} = w^2|_{[0,T']} \right\}.
\]

Assume \( \tilde{T} < T \). Since \( w^1|_{[0,\tilde{T}]} = w^2|_{[0,\tilde{T}]} \), we consider \( w^1|_{t=\tilde{T}} = w^2|_{t=\tilde{T}} \) as the initial value for (2.21)–(2.34). Repeating the argument above, we see that there is a time \( \tilde{T} \in (T, T) \) such that \( w^1|_{[\tilde{T},\tilde{T}]} = w^2|_{[\tilde{T},\tilde{T}]} \), which contradicts to the definition of \( \tilde{T} \).

In conclusion, (2.21)–(2.34) admits a unique solution in \( Y_T \).

For the nonnegativity of \( \bar{v} \), we show it in Eulerian coordinate. Let \( U_T = (\Omega^i \setminus \Gamma^i) \times (0, T), U_{f,T} = \Omega^i \setminus (0, T), U_{s,T} = \Omega^s \setminus (0, T), \) define the parabolic boundary \( \partial_p U_{f,T} := (\Omega^i \setminus \Gamma) \cup (\Gamma^i \times (0, T)), \partial_p U_{s,T} := (\Omega^s \setminus \Gamma) \cup (\Gamma^s \setminus (0, T)) \) and \( \partial_p U_{f,T} := \partial_p U_{f,T} \cup \partial_p U_{s,T} \). First of all, we claim that \( c \in C^{2,1}_{loc}(U_T) \cap C(U_T) \), where

\[
C^{2,1}_{loc}(U_T) := \left\{ c(\cdot, t) \in C^{2,1}(\Omega^i \setminus \Gamma^i), \quad c(x, \cdot) \in C^1(0,T), \quad \forall x \in \Omega^i \setminus \Gamma^i, \quad t \in (0, T) \right\}.
\]
for $s > 0$. As shown above, assume $c \in Y^2_T$ is the solution of
\[
\partial_t c - D\Delta c = -(v \cdot \nabla c + (\text{div } v + \beta)c) =: f. \tag{4.9}
\]
With the regularity of $v, c$ and the embedding theorem, we know that $f \in C^{\alpha, \alpha/2}_{loc}(U_T)$ for some $0 < \alpha < 1$. By the local regularity theory for parabolic equations, one obtains
\[
c \in C^{2+\alpha, 1+\alpha/2}_{loc}(U_T) \hookrightarrow C^{2,1}_{loc}(U_T).
\]
The continuous of $c$ can be derived directly from the Lemma 2.3, especially (2.6) with $\lambda > \text{sup } \{ \partial_{\nu} U_{s,T} \}$, we have the equation for $c$
\[
\partial_t c - D\Delta c + v \cdot \nabla c + (\text{div } v + c + \beta + \lambda)c = c^2 e^{-\lambda t} \geq 0.
\]
Taking $\lambda$ sufficiently large such that
\[
\beta + \lambda \geq \sup_{0 \leq t \leq T, x \in \Omega' \setminus \Sigma} |\text{div } v| + |c|
\]
one obtains
\[
\text{div } v + c + \beta + \lambda \geq 0.
\]
By the weak maximum principle for parabolic equations, we have
\[
\min_U c_f(x, t) \geq - \max_{\partial U_{s,T}} c_f^-(x, t), \quad \min_{U_s} c_s(x, t) \geq - \max_{\partial U_{s,T}} c_s^-(x, t),
\]
namely,
\[
\min_{U_T} c(x, t) \geq - \max_{\partial U_T} c^-(x, t),
\]
where $c^-(x, t) := - \min \{ c(x, t), 0 \}$.

Since $c^0(x) \geq 0$, now we claim that $c(x, t) \geq 0$ for all $(x, t) \in (\Gamma^i \cup \Gamma^s_t) \times [0, T]$. To this end, we argue by contradiction. Assume that for some $t_0 \in (0, T)$, there exist a point $x_0 \in \Gamma^{i_0} \cup \Gamma^{s_0}_t$, such that
\[
c(x_0, t_0) = - \max_{x \in \Gamma^{i_0} \cup \Gamma^{s_0}_t} c^-(x, t_0) < 0,
\]
that is,
\[
\min_{x \in \Gamma^{i_0} \cup \Gamma^{s_0}_t} \min \{ c(x, t_0), 0 \} < 0,
\]
which implies that $x \mapsto \min \{ c(x, t_0), 0 \}$ attains a negative minimum at $x_0$, i.e., $x \mapsto c(x, t_0)$ attains a negative minimum at $x_0$.

**Case 1:** $x_0 \in \Gamma^{i_0}$. For both $\Omega^{i_0}_f$ and $\Omega^{s_0}_s$, since $\Gamma^{i_0}$ is assumed to be a $C^{3-}$ interface, we infer from Hopf’s Lemma that
\[
D_f \nabla c_f \cdot n_{\Gamma^{i_0}_0}(x_0) < 0, \quad D_s \nabla c_s \cdot n_{\Gamma^{i_0}_0}(x_0) > 0, \quad \text{on } \Gamma^{i_0}_0.
\]
Hence,
\[
\|D \nabla c\| \cdot n_{\Gamma^{i_0}_0}(x_0) < 0,
\]
which contradicts to (1.13).

**Case 2:** $x_0 \in \Gamma^{s_0}$. Again by Hopf’s Lemma, one obtains
\[
D \nabla c \cdot n_{\Gamma^{s_0}_0}(x_0) < 0, \quad \text{on } \Gamma^{s_0}_s,
\]
which contradicts to (1.15).

In summary, $c(x, t) \geq 0$ for all $(x, t) \in \Omega' \times [0, T]$. 
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For $\hat{c}_s$ and $\hat{g}$, notice that the equations for them in Lagrangian coordinate are ordinary differential equations with suitable $\hat{c}_s \geq 0$. Then

$$\hat{c}_s = \int_0^t e^{\int_0^r \frac{\partial \hat{c}_s}{\partial \sigma}(x, \sigma) d\tau} \beta \hat{c}_s(x, \sigma) d\sigma > 0,$$

which completes the proof. \hfill \Box

**APPENDIX A. SOME RESULTS ON LINEAR SYSTEMS**

In this section, we give several maximal $L^q$-regularity results of different problems, which are needed for the whole system.

**A.1. Two-phase stokes problems with Dirichlet boundary condition.** In this section, we focus on the following nonstationary two-phase Stokes problem.

\[
\begin{align*}
\partial_t v - \text{div}(2\mu Dv) + \nabla p &= gf_u, \quad \text{in } \Omega \setminus \Sigma \times (0, T), \\
\text{div } v &= g_d, \quad \text{in } \Omega \setminus \Sigma \times (0, T), \\
v &= g_b, \quad \text{on } \partial \Omega \times (0, T), \\
[v] &= g_u, \quad \text{on } \Sigma \times (0, T), \\
\| -2\mu Dv + p \| \nu &\geq g, \quad \text{on } \Sigma \times (0, T), \\
v|_{t=0} &= v_0, \quad \text{in } \Omega,
\end{align*}
\]

where $\Omega \subset \mathbb{R}^n$, $n \geq 2$, is a bounded domain with $\partial \Omega \in C^3$, $\Sigma \subset \Omega$ a closed hypersurface of class $C^3$. $g_j$ are positive constants, $j = 1, 2$. $v : \Omega \times (0, T) \to \mathbb{R}^n$ is the velocity of the fluid, $p : \Omega \times (0, T) \to \mathbb{R}$ denotes the pressure. $\mu > 0$ is the constant viscosity and $Dv = \frac{1}{2} (\nabla v + \nabla v^\top)$. $\nu \Sigma$ represents the unit outer normal vector on $\Sigma$. $f_u, g_d, g_b, g_u, g$ are given functions and $v_0$ is the prescribed initial value.

System (A.1) was been investigated by many scholars in various aspects. We refer for the maximal $L_q$ regularity results of such kind of two-phase Stokes problem to Prüss and Simonett [37]. Readers can also find similar results in Abels and Moser [4] for $(g_b, g_u) = 0$.

**Proposition A.1.** Let $q > n + 2$, $\Omega \subset \mathbb{R}^n$ be a bounded domain with $\partial \Omega \in C^3$, $\Sigma \subset \Omega$ a closed hypersurface of class $C^3$. Assume that $(f_u, g_d, g_b, g_u, g) \in Z_T$, where

\[
Z_T := \left\{ f_u \in L^q(0, T; L^2(\Omega))^n, \quad g_d \in L^q(0, T; W^1_q(\Omega \setminus \Sigma))^n, \right. \\
g_b \in W^{2-\frac{2}{1+\frac{1}{q}} - \frac{1}{q}}(\partial \Omega \times (0, T))^n, \quad g_u \in W^{2-\frac{2}{1+\frac{1}{q}} - \frac{1}{q}}(\Sigma \times (0, T))^n, \\
g \in W^{1-\frac{1}{q} + \frac{1}{q} - \frac{1}{q}}(\Sigma \times (0, T))^n : (g_d, g_b, \nu \nu \nu \nu, g_u, \nu \nu \nu) \in W^1_q(0, T; \tilde{W}^-_1(\Omega)) \right\}
\]

and $v_0 \in W^{2-\frac{2}{q}}_q(\Omega \setminus \Sigma)^n$ satisfying the compatibility conditions

\[
\text{div } v_0 = g_d|_{t=0}, \quad v_0|_{\partial \Omega} = g_b|_{t=0}, \quad \| v_0 \|_{\Sigma} = g_u|_{t=0}, \quad \| (2\mu Dv_0 \nu \nu \nu) \|_{\Sigma} = g_r|_{t=0}. \quad (A.2)
\]

Then two-phase Stokes problem (A.1) admits a unique solution $(v, p)$ with regularity

\[
v \in L^q(0, T; W^2_q(\Omega \setminus \Sigma))^n \cap W^1_q(0, T; L^q(\Omega))^n,
\]

\[
p \in L^q(0, T; W^1_q(0, \Omega \setminus \Sigma))^n, \quad \| p \| \in W^{1-\frac{1}{q} + \frac{1}{q} - \frac{1}{q}}(\Sigma \times (0, T)).
\]

Moreover, for any fixed $0 < T_0 < \infty$, there is a constant $C$, independent of $T \in (0, T_0]$, such that

\[
\| v \|_{L^q(0, T; W^2_q(\Omega \setminus \Sigma))^n} + \| v \|_{W^1_q(0, T; L^q(\Omega))^n}
\]
\[
\begin{align*}
\text{Proof.} \text{ We proceed to prove this theorem with Theorem 8.1.4 in [37], by which we need some special treatments for } (A.1). \text{ The first one is to extend the quintuple } \left(f_u, g_d, g_b, g_u, \tilde{g}\right) \text{ from } Z_T \text{ to } Z_\infty. \text{ Notice that } f_u \in L^q(0,T; L^q(\Omega))^n \text{ without time derivatives, then we extend it by zero simply as a new function } \tilde{f}_u = \chi_{[0,T]} f_u \in L^q(0, \infty; L^q(\Omega))^n. \text{ Since } g_d \in L^q(0,T; W^1_q(\Omega \backslash \Sigma)) \cap W^1_q(0,T; W^{-1}_q(\Omega)), \text{ by Theorem B.2 with } X_1 = W^1_q(\Omega \backslash \Sigma), \ X_0 = W^{-1}_q(\Omega), \text{ we obtain a new function } \tilde{g}_d := E(g_d) \in L^q(0, \infty; W^1_q(\Omega \backslash \Sigma)) \cap W^1_q(0, \infty; W^{-1}_q(\Omega)), \text{ which is uniformly bounded for } T \leq T_0. \text{ For } (g_b, g_u, \tilde{g}) \in W^{2-1/q, 1-1/2q}_q(\partial(\Omega \times (0,T))^n \times W^{2-1/q, 1-1/2q}_q(\Sigma \times (0,T))^n, \text{ Theorem B.3 with } \alpha = 1 - 1/2q > 1/q \text{ and } (1 - 1/q)/2 > 1/2 \text{ respectively imply that they can be extended as } (g_b, \tilde{g}_b, \tilde{g}_u, \tilde{g}) := E(g_b, g_u, \tilde{g}) \in W^{2-1/q, 1-1/2q}_q(\partial(\Omega \times (0,\infty))^n \times W^{2-1/q, 1-1/2q}_q(\Sigma \times (0,\infty))^n \times W^{1-1/q, (1-1/q)/2}_q(\Sigma \times (0,\infty))^n, \text{ which are uniformly bounded for } T \leq T_0. \text{ In summary,}

\left(\tilde{f}_u, \tilde{g}_d, \tilde{g}_b, \tilde{g}_u, \tilde{g}\right) \mid_{[0,T]} = (f_u, g_d, g_b, g_u, \tilde{g})

\text{and}

\left(\tilde{f}_u, \tilde{g}_d, \tilde{g}_b, \tilde{g}_u, \tilde{g}\right) \in Z_\infty.

\text{Now, for a constant } \omega > \omega_0 \geq 0, \text{ define}

\left(\tilde{f}_u, \tilde{g}_d, \tilde{g}_b, \tilde{g}_u, \tilde{g}\right)(t) = e^{-\omega t} \left(\tilde{f}_u, \tilde{g}_d, \tilde{g}_b, \tilde{g}_u, \tilde{g}\right)(t),

\text{then it is easy to verify } \left(\tilde{f}_u, \tilde{g}_d, \tilde{g}_b, \tilde{g}_u, \tilde{g}\right) \text{ is also contained in } Z_\infty, \text{ since } e^{-\omega t} \text{ is smooth with respect to time } t.

\text{Let } (u, \pi) \text{ be the solution of } (8.4) \text{ in [37] with } (f_u, g_d, g_b, g_u, \tilde{g}) \text{ given above, as well as the constant viscosity } \mu > 0 \text{ in } (A.1). \text{ For all } t \in \mathbb{R}_+, \text{ define}

v(t) = e^{\omega t} u(t), \quad p(t) = e^{\omega t} \pi(t),

\text{then } (v, p) \text{ solves } (A.1) \text{ for } t \in [0, T]. \text{ Consequently, existence and regularity of } (u, \pi), \text{ which are given by Theorem 8.1.4 in [37], imply those of } (v, p). \text{ Additionally, } (A.3) \text{ holds under our construction of } (v, p).

\text{Finally, we need to show that our solution is unique. To this end, let } (v_1, p_1) \neq (v_2, p_2) \text{ be two solutions of } (A.1) \text{ in } (0, T) \text{ with same source terms and initial value.}
Define \((v, p) = (v_1 - v_2, p_1 - p_2)\). Since (A.1) is linear, then \((v, p)\) satisfies
\[
\begin{align*}
\rho \partial_t v - \text{div}(2\mu Dv) + \nabla p &= 0, & \text{in } \Omega \setminus \Sigma \times (0, T), \\
\text{div } v &= 0, & \text{in } \Omega \setminus \Sigma \times (0, T), \\
v &= 0, & \text{on } \partial \Omega \times (0, T), \\
\|v\| &= 0, & \text{on } \Sigma \times (0, T), \\
-2\mu Dv + p \mathbb{I} \nu_{\Sigma} &= 0, & \text{on } \Sigma \times (0, T), \\
v|_{t=0} &= 0, & \text{in } \Omega.
\end{align*}
\]
(A.5)

Multiplying the first equation of (A.5) by \(v\) and integrating by parts over \(\Omega \setminus \Sigma \times (0, t)\), one obtains
\[
\int_{\Omega \setminus \Sigma} \rho |v(t)|^2 dx + \int_0^t \int_{\Omega \setminus \Sigma} 2\mu |Dv(x, t)|^2 dx dt = 0, \quad \text{for a.e. } t \in (0, T),
\]
which implies the uniqueness and completes the proof. \(\square\)

**Remark A.1.** For \((g_d, g_b \cdot \nu_\partial \Omega, g_u \cdot \nu_\Sigma) \in W_q^{1}(0, T; \widehat{W}_q^{-1}(\Omega))\), we notice that
\[
\int_{\Omega} g_d dx = \int_{\partial \Omega} g_b \cdot \nu_\partial \Omega d(\partial \Omega) - \int_{\Sigma} g_u \cdot \nu_\Sigma d\Sigma,
\]
when \(\phi = 1\) in (A.4), the regularity property of \(\widehat{W}_q^{-1}(\Omega)\). Thus, for the zero-Dirichlet problem, which means \(g_b = g_u = 0\) in (A.1), one has an hidden compatibility condition
\[
\int_{\Omega} g_d dx = 0.
\]
This is an important condition when we solve the Stokes type problems with homogeneous Dirichlet boundary conditions.

**A.2. Parabolic equations with Neumann boundary conditions.** Thanks to general maximal regularity theory of parabolic problem, for example, Prüss and Simonett [37, Section 6.3], we give the solvability of parabolic systems with Neumann boundary conditions. Let \(\Omega \subset \mathbb{R}^n\), \(n \geq 1\), be a domain with compact boundary \(\partial \Omega\) of class \(C^2\), we consider the following system
\[
\begin{align*}
\partial_t u - D\Delta u &= f, & \text{in } \Omega \times (0, T), \\
D\nabla u \cdot \nu &= g, & \text{on } \partial \Omega \times (0, T), \\
u|_{t=0} &= u_0, & \text{in } \Omega,
\end{align*}
\]
(A.6)
where \(u\) represents some physical property, for example, temperature or concentration. \(D\) is the diffusion coefficient. \(\nu\) denotes the unit outer normal vector on \(\partial \Omega\). \(f\) and \(g\) are give functions standing for the source or reaction term. Now we state the proposition for (A.6).

**Proposition A.2.** Let \(\Omega \subset \mathbb{R}^n\), \(n \geq 1\), be a domain with compact boundary \(\partial \Omega\) of class \(C^2\), \(q > 3\). Assume that
\[
f \in L^q(0, T; L^q(\Omega)), \quad g \in W_q^{1-\frac{1}{q}, \frac{1}{q}(1-\frac{1}{q})}(\Omega \times (0, T)),
\]
and \(u_0 \in W_q^{2-\frac{2}{q}}(\Omega)\) satisfying the compatibility condition
\[
D\nabla u_0 \cdot \nu|_{\partial \Omega} = g|_{t=0}.
\]
Then there exists a unique solution \( u \in W^{2,1}_q(\Omega \times (0, T)) \) of (A.6). Moreover,
\[
\|u\|_{W^{2,1}_q(\Omega \times (0, T))} \leq C \left( \|f\|_{L^q(0, T; L^q(\Omega))} + \|g\|_{W^{1-\frac{1}{q}, \frac{1}{q}}_q(\Omega \times (0, T))} + \|u_0\|_{W^{2-\frac{2}{q}}_q(\Omega)} \right),
\]
where \( C \) does not depend on \( T \in (0, T_0] \) for any fixed \( 0 < T_0 < \infty \).

**Proof.** This proposition can be easily shown by means of Prüss and Simonett [37, Theorem 6.3.2], for which we need to extend the right-hand sides just as in the proof of Proposition A.1 and construct a solution solving (6.45) in [37]. This can be done since we established general extension theorems in Appendix B. \( \square \)

### A.3. Laplacian transmission problems with Dirichlet boundary.

In this section, we investigate a transmission problem for Laplacian equation with Dirichlet boundary condition, which reads
\[
-\Delta \psi = f \quad \text{in } \Omega \setminus \Sigma, \\
\llbracket \partial_n \psi \rrbracket = g \quad \text{on } \Sigma, \\
\llbracket \psi \rrbracket = h \quad \text{on } \Sigma, \\
\psi = g_b \quad \text{on } \partial \Omega.
\] (A.7)

Here, we denote the inner domain by \( \Omega^- \), resp. outer domain by \( \Omega^+ \) and the unit normal vector on \( \Sigma = \partial \Omega^- \) by \( \nu \).

The second result concerns the strong solutions.

**Proposition A.3.** Let \( 1 < q < \infty, \Omega \subset \mathbb{R}^n, n \geq 2 \), with boundary \( \partial \Omega \) of class \( C^{3-} \), and let \( \Sigma \subset \Omega \) be a closed hypersurface of class \( C^{3-} \), \( s \in \{0, 1\} \). Given functions \( f \in W^s_q(\Omega \setminus \Sigma) \), \( g \in W^{1+s-1/q}_q(\Sigma) \), \( h \in W^{2+s-1/q}_q(\Sigma) \), \( g_b \in W^{2+s-1/q}_q(\partial \Omega) \). Then the problem (A.7) admits a unique solution \( \psi \in W^{2+s}_q(\Omega \setminus \Sigma) \). Moreover, there is a constant \( C > 0 \) such that
\[
\|\psi\|_{W^{2+s}_q} \leq C \left( \|f\|_{W^s_q} + \|g\|_{W^{1+s-\frac{1}{q}}_q} + \|h\|_{W^{2+s-\frac{1}{q}}_q} + \|g_b\|_{W^{2+s-\frac{1}{q}}_q} \right).
\]

**Proof. Step 1: Reduction.** We firstly reduce to the case \( (h, g_b) = 0 \). To this end, we find a \( \varphi \) solving
\[
-\Delta \varphi = 0 \quad \text{in } \Omega^-, \\
\varphi = h \quad \text{on } \Sigma,
\]
and
\[
-\Delta \varphi = 0 \quad \text{in } \Omega^+, \\
\varphi = 0 \quad \text{on } \Sigma,
\]
\[
\varphi = g_b \quad \text{on } \partial \Omega.
\]
The existence and uniqueness of these two systems are clear due to the elliptic theory. Thanks to the trace theorem, the extra outer normal derivatives on \( \Sigma \) enjoys the same regularities as \( g \). Substracting \( \varphi \) from \( \psi \), we can investigate the reduce system (A.7) with \( (h, g_b) = 0 \).

**Step 2: Weak solution with \( L^2 \)-setting.** Now, let \( H^k = W^k_2 \) and \( H^k_0 = W^k_{2,0} \) for \( k \in \mathbb{N} \). Testing (A.7) by a function \( \phi \in H^1_0(\Omega) \) and integrating by parts, one obtains
\[
\int_{\Omega \setminus \Sigma} \nabla \psi \cdot \nabla \phi \, dx = \int_{\Omega \setminus \Sigma} f \phi \, dx - \int_{\Sigma} g \phi \, d\Sigma =: \langle F, \phi \rangle_{H^{-1} \times H^1_0},
\]
as a result of regularities of \( f \) and \( g \). Lax-Milgram Lemma implies a unique weak solution \( \psi \in H^1_0(\Omega) \) to (A.7) with \( (h, g_b) = 0 \).
Step 3: Truncation. Since the problem (A.7) with the Neumann boundary condition on \( \partial \Omega \) has been uniquely solved, see e.g. Prüss and Simonett [37, Proposition 8.6.1], we show the proposition by truncation methods. More specifically, define a cutoff function \( \eta \in C_0^\infty(\Omega) \) such that
\[
\eta(x) = \begin{cases} 
1, & \text{in a neighborhood of } \Omega^-, \\
0, & \text{in a neighborhood of } \Omega^+.
\end{cases}
\]
Decompose \( \psi = \eta \psi + (1 - \eta) \psi =: u_1 + u_2 \), where \( u_1 \) solves
\[
-\Delta u_1 = \eta f - 2\nabla \eta \cdot \nabla \psi + \psi \Delta \eta =: f^1 \quad \text{in } \Omega \backslash \Sigma,
\]
\[
[\partial_\nu u_1] = [\partial_\nu \psi] = g \quad \text{on } \Sigma,
\]
\[
[u] = [\psi] = 0 \quad \text{on } \Sigma,
\]
\[
\partial_\nu u_1 = 0 \quad \text{on } \partial \Omega,
\]
weakly, respectively \( u_2 \) solves
\[
-\Delta u_2 = (1 - \eta) f + 2\nabla \eta \cdot \nabla \psi - \psi \Delta \eta =: f^2 \quad \text{in } \Omega,
\]
\[
u_2 = 0 \quad \text{on } \partial \Omega.
\]

Step 4: Improving the regularity. From Step 2, we already know that (A.7) admits a unique weak solution \( \psi \) enjoying the regularity \( \nabla \psi \in L^2(\Omega) \), which means \( f^1 \in L^2(\Omega) \) in Step 3. By classical elliptic theory and [37], one obtains \( u_1 \in H^2(\Omega \backslash \Sigma) \), \( u_2 \in H^1_0(\Omega) \cap H^2(\Omega) \). Then \( \psi \in H^1_0(\Omega) \cap H^2(\Omega \backslash \Sigma) \). Moreover,
\[
\nabla \psi \in H^1(\Omega \backslash \Sigma) \hookrightarrow \begin{cases} 
L^p(\Omega \backslash \Sigma), & 1 \leq p < \infty, \\
L^p(\Omega \backslash \Sigma), & 1 \leq p \leq p^* := \frac{2n}{n-2}, \quad n > 2,
\end{cases}
\]
due to the Sobolev embedding Theorem. For \( n = 2 \), the right-hand side terms \( f^1 \) and \( f^2 \) in Step 3 are contained in \( L^p(\Omega \backslash \Sigma) \), \( 1 \leq p < \infty \). Consequently with \( p = q \), Proposition 8.6.1 and Corollary 7.4.5 in Prüss and Simonett [37] indicate that \( u_1 \in W^2_q(\Omega \backslash \Sigma) \) and \( u_2 \in W^2_q(\Omega) \), which implies \( \psi \in W^2_q(\Omega \backslash \Sigma) \). For \( n > 2 \), we have \( f^1 \in L^p, \ i = 1, 2 \). Again by regularity results in [37], we have \( u_1 \in W^2_{p'}(\Omega \backslash \Sigma) \) and \( u_2 \in W^2_{p'}(\Omega) \) and hence
\[
\nabla \psi \in W^{1}_{p'}(\Omega \backslash \Sigma) \hookrightarrow \begin{cases} 
L^p(\Omega \backslash \Sigma), & 1 \leq p < \infty, \\
L^p(\Omega \backslash \Sigma), & 1 \leq p \leq p^{**} := \frac{n p^*}{n - p^*}, \quad n > p^*, \\
C^\alpha(\Omega \backslash \Sigma), & 0 < \alpha \leq 1 - \frac{n}{p^*}, \quad 2 < n < p^*.
\end{cases}
\]
For the first and third cases, we find \( f^i \in L^p(\Omega \backslash \Sigma), \ i = 1, 2, 1 \leq p < \infty, \) and then get the regularity of \( \psi \). For the second case, we know \( p^{**} = \frac{n p^*}{n - p^*} > p^* \). Therefore, by bootstrapping argument, we can always increase the space index until \( L^q \). Thus, by Proposition 8.6.1 and Corollary 7.4.5 in Prüss and Simonett [37], one obtains \( u_1 \in W^2_q(\Omega \backslash \Sigma) \) and \( u_2 \in W^2_q(\Omega) \), i.e., \( \psi \in W^2_q(\Omega \backslash \Sigma) \). With the estimate
\[
\|\psi\|_{W^2_q(\Omega \backslash \Sigma)} \leq C \left( \|f\|_{L^q(\Omega \backslash \Sigma)} + \|g\|_{W^1_{q'}(\Sigma)} + \|h\|_{W^2_{q'}(\Sigma)} + \|g_b\|_{W^{2, q}_{q'}(\partial \Omega)} \right),
\]
for some constant \( C > 0 \). Then as above, one gets \( f^i \in W^1_q(\Omega \backslash \Sigma), \ i = 1, 2 \). With the help of Proposition 8.6.1 and Corollary 7.4.5 in Prüss and Simonett [37], we have the desired regularity and estimate with \( s = 1 \). \( \square \)
Appendix B. Extension of Sobolev-Slobodeckij space

In this section, we are intended to construct an extension operator mapping from $W^s_q(0, T; X)$ to $W^s_q(0, \infty; X)$, where $s \in \left(\frac{1}{q}, 1\right]$ and $X$ is a Banach space. The main feature is that the extension constant does not depend on $T > 0$, compared to the extension theorem for general Sobolev-Slobodeckij spaces. The reason we made such modification here is that if the constant depends on $T$, then the extended norm may blow up for small $T$, which is the case we addressed in this paper. For example, in the proof of Theorem 5.4 in [18], the extension from $W^s_q(\Omega)$ to $W^s_q(\mathbb{R})$ with $0 < s < 1$, several smooth functions $\psi_j$ satisfying $0 \leq \psi_j \leq 1$ and $\sum_{j=0}^k \psi_j = 1$ are chosen to construct the extension operator. In the case $|\Omega| = 0$, we have $\nabla \psi_j \approx \frac{1}{|\Omega|} \to \infty$, which means that the extension is not valid. To avoid such problem, we employ an the even extension and make use of the embedding results in Simon [43]. Now, we give the extension theorem.

Theorem B.1. Let $q \geq 1$, $s = 0$, or $s \in \left(\frac{1}{q}, 1\right]$, $T > 0$ and $X$ be a Banach space. Then there exists an extension operator $E_T : oW^s_q(0, T; X) \to W^s_q(0, \infty; X)$, where

$$oW^s_q(0, T; X) = \{ u \in W^s_q(0, T; X) : u|_{t=0} = 0, \text{ if } s > \frac{1}{q}\},$$

such that $E_T(u)|_{[0, T]} = u$ and

$$\|E_T(u)\|_{W^s_q(0, \infty; X)} \leq C \|u\|_{oW^s_q(0, T; X)},$$

where $C > 0$ depends on $s$, $q$ and does not depend on $T$.

Proof. The proof is divided into three cases, namely, $s = 0$, $\frac{1}{q} < s < 1$ and $s = 1$.

Case 1: $s = 0$. In this situation, $W^s_q(0, T; X)$ is just the Lebesgue space $L^q(0, T; X)$, which does not contain any time regularity. Hence for any function $u \in L^q(0, T; X)$, we can take the zero extension.

Case 2: $s = 1$. With $u|_{t=0} = 0$, we apply an even extension to $u$ in $[0, T]$ around $T$ to $[0, 2T]$ and zero extension for $T > 2T$ such that the extended function $\bar{u}$ is weakly differentiable with

$$\partial_t \bar{u}(t) = \begin{cases} 
\partial_t u(t), & \text{if } 0 \leq t \leq T, \\
-\partial_t u(2T - t), & \text{if } T < t \leq 2T, \\
0, & \text{if } t > 2T.
\end{cases}$$

Then we have

$$\|\bar{u}\|_{W^1_q(0, \infty; X)} = 2^\frac{1}{q} \|u\|_{W^1_q(0, T; X)}.$$

Case 3: $\frac{1}{q} < s < 1$. With the same extension as in Case 2, we define the same function $\bar{u}$. Now we are in the position to show $\bar{u} \in W^s_q(0, \infty; X)$, for which we only need to prove $[\bar{u}]_{W^s_q(0, \infty; X)} \leq C \|u\|_{W^s_q(0, T; X)}$, where $C$ is independent of $T$. From the definition of Sobolev-Slobodeckij space,

$$[\bar{u}]_{W^s_q(0, \infty; X)}^q = \int_0^T \int_0^T \frac{\|u(t) - u(\tau)\|^q_X}{|t - \tau|^{1+qs}} d\tau dt + \int_T^{2T} \int_0^2 \frac{\|u(2T - t) - u(2T - \tau)\|^q_X}{|t - \tau|^{1+qs}} dt d\tau$$

$$+ 2 \int_T^{2T} \int_0^2 \frac{\|u(t) - u(2T - \tau)\|^q_X}{|t - \tau|^{1+qs}} dt d\tau + 2 \int_2^{2T} \frac{\|\bar{u}(t)\|^q_X}{|t - \tau|^{1+qs}} d\tau dt =: \sum_{i=1}^4 Q_i.$$ 

It is clear that

$$Q_1 + Q_2 = 2 \|u\|_{W^1_q(0, T; X)}^q.$$

Noticing that $\tilde{u}\big|_{t=2T} = 0$ due to the even extension, we get
\[ Q_4 = \frac{2}{sq} \int_0^{2T} \frac{\|\tilde{u}(2T-h) - \tilde{u}(T)\|_X^q}{h^{sq}} dh \]
\[ \leq \frac{2}{sq} \int_0^{2T} \left( \frac{\|\tilde{u}(t-h) - \tilde{u}(0)\|_{L^\infty(h,2T;X)}}{h^{s-q/p}} \right)^q dh = \frac{2}{sq} \left[ \tilde{u} \right]_{B_{s,q}^{s,\frac{1}{q}}(0,2T;X)}^q, \]
where the seminorm of $B_{s,q}^{s,\frac{1}{q}}(0,T;X)$ is given by
\[ [f]_{B_{s,q}^{s,\frac{1}{q}}(0,T;X)} = \left( \int_0^T \left( \frac{\|\Delta_h f(t)\|_{L^p(h,T;X)}}{h^s} \right)^q \frac{dh}{h} \right)^{1/q} \]
for $0 < s < 1$ and $1 \leq p, q \leq \infty$. From Theorem 10 in Simon [43], we know that for $\frac{1}{q} < s < 1$ and $q \geq 1$,
\[ [f]_{B_{s,q}^{s,\frac{1}{q}}(0,T;X)} \leq \frac{3\theta}{s - \frac{1}{q}} [f]_{B_{s,q}^{s,\frac{1}{q}}(0,T;X)} = \frac{3\theta}{s - \frac{1}{q}} [f]_{W_q^s(0,T;X)}, \quad \forall f \in W_q^s(0,T;X), \]
where $\theta = 3^{1-(s-1/q)}$. Hence,
\[ Q_4 \leq \frac{6\theta}{sq(sq-1)} \left[ \tilde{u} \right]_{W_q^s(0,2T;X)}^q \leq \frac{24\theta}{sq(sq-1)} [u]_{W_q^s(0,T;X)}^q. \]
Combining estimates of $Q_i$, $i = 1, \ldots, 4$, one obtains
\[ [\tilde{u}]_{W_q^s(0,\infty;X)} \leq C [u]_{W_q^s(0,T;X)}, \]
where $C = \left( 4 + \frac{24\theta}{sq(sq-1)} \right)^{1/q}$.

Now, let $E_T(u) = \tilde{u}$, then $E_T(u)$ is well-defined from $W_q^s(0,T;X)$ to $W_q^s(0,T;X)$ as well as $E_T(u)|_{[0,T]} = u$ and
\[ \|E_T(u)\|_{W_q^s(0,\infty;X)} \leq C \|u\|_{W_q^s(0,T;X)}, \]
where $C > 0$ depends on $s$, $q$ and does not depend on $T$. \hfill $\square$

Next, we give an extension theorem for general functions.

**Theorem B.2.** Let $X_1, X_0$ be two Banach spaces and $X_1 \hookrightarrow X_0$. For $1 < q < \infty$ and $0 < T < \infty$, define $X_T := L^q(0,T;X_1) \cap W^q_1(0,T;X_0)$ endowed with the norm
\[ \|u\|_{X_T} := \|u\|_{L^q(0,T;X_1)} + \|u\|_{W^q_1(0,T;X_0)} + \|u|_{[0,T]}\|_{X_\gamma}, \]
where $X_\gamma = (X_0, X_1)_{1-1/q,q}$. Then there exists an extension operator $E \in \mathcal{L}(X_T, X_\infty)$ satisfying $E(u)|_{[0,T]} = u$, for all $u \in X_T$. Moreover, there is a constant $C > 0$, independent of $0 < T < \infty$, such that
\[ \|E(u)\|_{X_\infty} \leq C \|u\|_{X_T}, \quad (B.1) \]
for all $u \in X_T$. 
Theorem B.3. Let $\Sigma$ be a compact sufficiently smooth hypersurface. For $1 < q < \infty$, $1/q < \alpha \leq 1$ and $0 < T < \infty$, if $W^{2\alpha,\alpha}_q(\Sigma \times (0, T)) \subset L^q(0, T; W^{2\alpha}_q(\Sigma)) \cap W^\alpha_q(0, T; L^q(\Sigma))$ is endowed with norm

$$
\|g\|_{W^{2\alpha,\alpha}_q(\Sigma \times (0, T))} := \|g\|_{L^q(0, T; W^{2\alpha}_q(\Sigma))} + \|g\|_{W^\alpha_q(0, T; L^q(\Sigma))} + \|g\|_{L^q(0, T; W^{2\alpha}_q(\Sigma))},
$$
then for $g \in W^{2\alpha,\alpha}_q(\Sigma \times (0, T))$, there exists an extension operator $E \in \mathcal{L}(W^{2\alpha,\alpha}_q(\Sigma \times (0, T)) \cap W_{q}^{2\alpha,\alpha}(\Sigma \times (0, \infty)))$ satisfying $E(g)|_{[0, T]} = g$. Moreover, there is a constant $C > 0$, independent of $0 < T < \infty$, such that

$$
\|E(g)\|_{W^{2\alpha,\alpha}_q(\Sigma \times (0, \infty))} \leq C \|g\|_{W^{2\alpha,\alpha}_q(\Sigma \times (0, T))}.
$$

(B.2)

Remark B.1. The proof is similar to what in Theorem B.2, for which it relies on Theorem B.1 for $1/q < \alpha < 1$ and the trace method interpolation, namely,

$$
W^{2\alpha,\alpha}_q(\Sigma) = \{g(0) : g \in L^q(0, T; W^{2\alpha}_q(\Sigma)) \cap W^\alpha_q(0, T; L^q(\Sigma))\},
$$
see e.g., Lemma 2.4 or [37, Example 3.4.9(i)]. These results can also be extended to more general anisotropic Sobolev-Slobodeckij spaces with general trace theorem, see e.g., [37, Theorem 3.4.8].

REFERENCES

[1] H. Abels, The initial-value problem for the Navier-Stokes equations with a free surface in $L^q$-Sobolev spaces, Adv. Differential Equations 10 (2005), no. 1, 45–64.

[2] H. Abels, Nonstationary Stokes system with variable viscosity in bounded and unbounded domains, Discrete Contin. Dyn. Syst. Ser. S 3 (2010), no. 2, 141–157.

[3] H. Abels and Y. Liu, On a free-boundary fluid-structure interaction problem with growth: cylindrical domain, (2021), in preparation.

[4] H. Abels and M. Moser, Well-posedness of a Navier-Stokes/membrane curvature flow system, in Mathematical analysis in fluid mechanics—selected recent results, 1–23, Contemp. Math., 710, Amer. Math. Soc., Providence, RI.

[5] H. W. Alt, Linear functional analysis, translated from the German edition by Robert Nürnberg, Universitext, Springer-Verlag London, Ltd., London, 2016.

[6] H. Amann, Linear and quasilinear parabolic problems. Vol. I, Monographs in Mathematics, 89, Birkhäuser Boston, Inc., Boston, MA, 1995.
[7] D. Ambrosi and F. Mollica, On the mechanics of a growing tumor, Internat. J. Engrg. Sci. 40 (2002), no. 12, 1297–1316.
[8] H. Beirão da Veiga, On the existence of strong solutions to a coupled fluid-structure evolution problem, J. Math. Fluid Mech. 6 (2004), no. 1, 21–52.
[9] D. Boffi and L. Gastaldi, On the existence and the uniqueness of the solution to a fluid-structure interaction problem, J. Differential Equations 279 (2021), 136–161.
[10] M. Boulakia and S. Guerrero, Regular solutions of a problem coupling a compressible fluid and an elastic structure, J. Math. Pures Appl. (9) 94 (2010), no. 4, 341–365.
[11] M. Boulakia, S. Guerrero and T. Takahashi, Well-posedness for the coupling between a viscous incompressible fluid and an elastic structure, Nonlinearity 32 (2019), no. 10, 3548–3592.
[12] C. H. A. Cheng, D. Coutand and S. Shkoller, Navier-Stokes equations interacting with a nonlinear elastic biofluid shell, SIAM J. Math. Anal. 39 (2007), no. 3, 742–800.
[13] C. H. A. Cheng and S. Shkoller, The interaction of the 3D Navier-Stokes equations with a moving nonlinear Koiter elastic shell, SIAM J. Math. Anal. 42 (2010), no. 3, 1094–1155.
[14] P. G. Ciarlet, Mathematical elasticity. Vol. I, Studies in Mathematics and its Applications, 20, North-Holland Publishing Co., Amsterdam, 1988.
[15] D. Coutand and S. Shkoller, Motion of an elastic solid inside an incompressible viscous fluid, Arch. Ration. Mech. Anal. 176 (2005), no. 1, 25–102.
[16] D. Coutand and S. Shkoller, The interaction between quasilinear elastodynamics and the Navier-Stokes equations, Arch. Ration. Mech. Anal. 179 (2006), no. 3, 303–352.
[17] R. Denk and J. Saal, $L^p$-theory for a fluid-structure interaction model, Z. Angew. Math. Phys. 71 (2020), no. 5, Paper No. 158, 18 pp.
[18] E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci. Math. 136 (2012), no. 5, 521–573.
[19] C. Eck, H. Garcke and P. Knabner, Mathematical modeling, Springer Undergraduate Mathematics Series, Springer, Cham, 2017.
[20] S. Frei, T. Richter and T. Wick, Long-term simulation of large deformation, mechano-chemical fluid-structure interactions in ALE and fully Eulerian coordinates, J. Comput. Phys. 321 (2016), 874–891.
[21] C. Grandmont and M. Hillairet, Existence of global strong solutions to a beam-fluid interaction system, Arch. Ration. Mech. Anal. 220 (2016), no. 3, 1283–1333.
[22] C. Grandmont, M. Hillairet and J. Lequeurre, Existence of local strong solutions to fluid-beam and fluid-rod interaction systems, Ann. Inst. H. Poincaré Anal. Non Linéaire 36 (2019), no. 4, 1105–1149.
[23] M. E. Gurtin, E. Fried and L. Anand, The mechanics and thermodynamics of continua, Cambridge University Press, Cambridge, 2010.
[24] M. Ignatova, I. Kukavica, I. Lasiecka and A. Tuffaha, On well-posedness and small data global existence for an interface damped free boundary fluid-structure model, Nonlinearity 27 (2014), no. 3, 467–499.
[25] M. Ignatova, I. Kukavica, I. Lasiecka and A. Tuffaha, Small data global existence for a fluid-structure model, Nonlinearity 30 (2017), no. 2, 848–898.
[26] J. Johnsen, Pointwise multiplication of Besov and Triebel-Lizorkin spaces, Math. Nachr. 175 (1995), 85–133.
[27] G. W. Jones and S. J. Chapman, Modeling growth in biological materials, SIAM Rev. 54 (2012), no. 1, 52–118.
[28] I. Kukavica and A. Tuffaha, Solutions to a fluid-structure interaction free boundary problem, Discrete Contin. Dyn. Syst. 32 (2012), no. 4, 1355–1389.
[29] I. Kukavica and A. Tuffaha, Well-posedness for the compressible Navier-Stokes-Lamé system with a free interface, Nonlinearity 25 (2012), no. 11, 3111–3137.
[30] J. Lequeurre, Existence of strong solutions to a fluid-structure system, SIAM J. Math. Anal. 43 (2011), no. 1, 389–410.
[31] J. Lequeurre, Existence of strong solutions for a system coupling the Navier-Stokes equations and a damped wave equation, J. Math. Fluid Mech. 15 (2013), no. 2, 249–271.
[32] A. Lunardi, Interpolation theory, third edition, Appunti. Scuola Normale Superiore di Pisa (Nuova Serie), 16, Edizioni della Normale, Pisa, 2018.
[33] D. Maity, J.-P. Raymond and A. Roy, Maximal-in-time existence and uniqueness of strong solution of a 3D fluid-structure interaction model, SIAM J. Math. Anal. 52 (2020), no. 6, 6338–6378.
[34] D. Maity and T. Takahashi, Existence and uniqueness of strong solutions for the system of interaction between a compressible Navier-Stokes-Fourier fluid and a damped plate equation, Nonlinear Anal. Real World Appl. 59 (2021), 103267, 34 pp.

[35] A. Mielke and T. Roubíček, Thermoviscoelasticity in Kelvin-Voigt rheology at large strains, Arch. Ration. Mech. Anal. 238 (2020), no. 1, 1–45.

[36] S. Mitra, Local existence of strong solutions of a fluid-structure interaction model, J. Math. Fluid Mech. 22 (2020), no. 4, Paper No. 60, 38 pp.

[37] J. Prüss and G. Simonett, Moving interfaces and quasilinear parabolic evolution equations, Monographs in Mathematics, 105, Birkhäuser/Springer, 2016.

[38] J.-P. Raymond and M. Vanninathan, A fluid-structure model coupling the Navier-Stokes equations and the Lamé system, J. Math. Pures Appl. (9) 102 (2014), no. 3, 546–596.

[39] E. K. Rodriguez, A. Hoger, and A. D. McCulloch, Stress-dependent finite growth in soft elastic tissues, J. Biomech., 27 (1994), pp. 455–467.

[40] L. Shen, S. Wang and R. Yang, Existence of local strong solutions for the incompressible viscous and non-resistive MHD-structure interaction model, J. Differential Equations 272 (2021), 473–543.

[41] Y. Shibata and S. Shimizu, On the $L_p$-$L_q$ maximal regularity of the Neumann problem for the Stokes equations in a bounded domain, J. Reine Angew. Math. 615 (2008), 157–209.

[42] S. Shimizu, Maximal regularity and viscous incompressible flows with free interface, in Parabolic and Navier-Stokes equations. Part 2, 471–480, Banach Center Publ., 81, Part 2, Polish Acad. Sci. Inst. Math., Warsaw, 2008.

[43] J. Simon, Sobolev, Besov and Nikol’skii fractional spaces: imbeddings and comparisons for vector valued spaces on an interval, Ann. Mat. Pura Appl. (4) 157 (1990), 117–148.

[44] D. Tang, C. Yang, J. Zheng, P. K. Woodard, G. A. Sicard, J. E. Saffitz and C. Yuan, 3D MRI-based multicomponent FSI models for atherosclerotic plaques, Ann. Biomed. Eng. 32 (2004), 947–960.

[45] T. Valent, A property of multiplication in Sobolev spaces. Some applications, Rend. Sem. Mat. Univ. Padova 74 (1985), 63–73.

[46] Y. Yang, W. Jäger, M. Neuss-Radu and T. Richter, Mathematical modeling and simulation of the evolution of plaques in the blood vessels, J. Math. Biol. 72 (2016), no. 4, 973–996.

[47] Y. Yang, T. Richter, W. Jäger and M. Neuss-Radu, An ALE approach to mechano-chemical processes in fluid-structure interactions, Internat. J. Numer. Methods Fluids 84 (2017), no. 4, 199–220.

Fakultät für Mathematik, Universität Regensburg, 93040 Regensburg, Germany
Email address: Helmut.Abels@ur.de

Fakultät für Mathematik, Universität Regensburg, 93040 Regensburg, Germany
Email address: Yadong.Liu@ur.de