CONVERGENCE OF ADAPTIVE, RANDOMIZED, ITERATIVE LINEAR SOLVERS
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Abstract. Deterministic and randomized, row-action and column-action linear solvers have become increasingly popular owing to their simplicity, low computational and memory complexities, and ease of composition with other techniques. Moreover, in order to achieve high-performance, such solvers must often be adapted to the given problem structure and to the hardware platform on which the problem will be solved. Unfortunately, determining whether such adapted solvers will converge to a solution has required equally unique analyses. As a result, adapted, reliable solvers are slow to be developed and deployed. In this work, we provide a general set of assumptions under which such adapted solvers are guaranteed to converge with probability one, and provide worst case rates of convergence. As a result, we can provide practitioners with guidance on how to design highly adapted, randomized or deterministic, row-action or column-action linear solvers that are also guaranteed to converge.

1. Introduction

Iterative linear solvers are often preferred for solving large-scale linear systems, as they can take advantage of problem structure such as sparsity or bandedness, require inexpensive floating point operations, and can be readily paired with preconditioning techniques [19, see preface]. While such iterative linear solvers as Conjugate Gradients (CG) and the Generalized Minimal Residual method (GMRES) are still dominant solvers in practice, randomized row-action [8, 1, 14, 23] and column-action iterative solvers [10, 25] have been growing in interest for several reasons: they (usually) require very few floating point operations per iteration [5, 9]; they have low-memory footprints [9]; they can readily be composed with randomization techniques to quickly produce approximate solutions [23, 10, 23, 6, 11, 2, 7, 17]; they can be used for solving systems constructed in a streaming fashion (e.g., [15]), which supports emerging computing paradigms (e.g., [13]); and, just like the more popular iterative Krylov solvers, they can be parallelized, preconditioned or combined with other linear solvers [20, 16, 4, 18].

Unfortunately, vanilla forms of these row-action and column-action iterative solvers do not consider problem structure or make any hardware considerations, which often results in untenable inefficiencies [16]. To illustrate, consider the Kaczmarz method with uniform row sampling with replacement as applied to the systems whose coefficient matrices are pictorially represented in Figures 1 and 2. In the coefficient matrix given by Figure 1 the aforementioned Kaczmarz method
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would require over twice as many iterations (in expectation) in comparison to a row-action method that accounted for the orthogonal structure [16].

Figure 1. A coefficient matrix of a linear system with block structure. Blocks with the same color have colinear rows. Empty cells indicate zeros of the given matrix.

In the coefficient matrix given by Figure 2, the aforementioned Kaczmarz procedure would require reading in a new group almost every other iteration (in expectation), which would have detrimental Input and Output (I/O) costs. In comparison, a procedure which randomly cycled through the rows of a given group until the group’s residual was reduced to a fraction of its original value and then moved on to a new group would require substantially lower I/O costs.

As these examples show, it is easy to imagine a plethora of adaptive variants of row-action and column-action methods, both random and deterministic, that would take advantage of the unique problem structures and hardware considerations to readily increase the speed-to-solution. Unfortunately, heretofore, any such adaptive variants have required their own unique analyses (e.g., [1, 14, 23, 10, 6, 2, 7, 22]). As a result, rigorous, adaptive iterative solvers have been difficult to develop and deploy.

To address this issue, building from our previous results [17], we specify a set of general conditions for such solvers under which we can guarantee convergence with probability one (w.p.1.). Moreover, we are also able to provide a worst case
rate of convergence, which generalizes the theory for deterministic solvers [1, 14] and complements the specialized mean-squared analyses for certain random solvers [23, 10, 6, 2, 7, 22]. Thus, we are able to provide practitioners with a set of guiding principles to readily develop and deploy solvers that are highly adapted to their problem’s structure and to their hardware platform, while also guaranteeing convergence.

The remainder of this work is organized as follows. In §2 we define general, adaptive, random and deterministic, row-action and column-action iterative solvers, and present a unified recursive equation for these methods, which is closely related to [11]. In §3 we collect some notation that appears throughout the work. In §4 we prove convergence with probability one and provide a rate of worst-case rate of convergence. In §5 we demonstrate how our results can be applied to a broad array of row-action and column-action solvers. In §6 we conclude this work.

2. The Generic Adaptive Method

For a given linear system, let $A \in \mathbb{R}^{n \times d}$ denote a coefficient matrix and $b \in \mathbb{R}^n$ denote the constant vector. A generic adaptive procedure, randomized or deterministic, starts with an initial iterate, $x_0 \in \mathbb{R}^d$, and some auxiliary information, $\zeta_{-1}$. The auxiliary information can be, for instance, the indices of unused equations for a column-action method that samples columns without replacement. With this initial information, a row-action adaptive procedure (e.g., randomized Kaczmarz) runs the iteration

\begin{equation}
(2.1a) \quad w_k, \zeta_k = \varphi(A, b, \{x_j : j \leq k\}, \{w_j : j < k\}, \{\zeta_j : j < k\})
\end{equation}

\begin{equation}
(2.1b) \quad x_{k+1} = x_k + \frac{A'w_k w_k'(b - Ax_k)}{\|A'w_k\|^2_2},
\end{equation}

where $\varphi$ is a function specific to the adaptive procedure and can be random; and $w_k$ takes values in $\mathbb{R}^n$. Similarly, a column-action adaptive procedure (e.g., randomized Coordinate Descent) runs the iteration

\begin{equation}
(2.2a) \quad w_k, \zeta_k = \varphi(A, b, \{x_j : j \leq k\}, \{w_j : j < k\}, \{\zeta_j : j < k\})
\end{equation}

\begin{equation}
(2.2b) \quad x_{k+1} = x_k + \frac{w_k w_k' A'(b - Ax_k)}{\|Aw_k\|^2_2},
\end{equation}

where $\varphi$ is a function specific to the adaptive procedure and can be random; and $w_k$ takes values in $\mathbb{R}^d$.

For the purposes of analysis, when $Ax = b$ is consistent—that is,

\begin{equation}
(2.3) \quad \exists x \in \mathbb{R}^d : Ax = b - ,
\end{equation}

we will be able to summarize (2.1b) and (2.2b) using a single recursive relationship. Namely,

\begin{equation}
(2.4) \quad y_{k+1} = y_k - M'w_k \frac{w_k'My_k}{\|M'w_k\|^2_2},
\end{equation}

where,

(1) for (2.1b), $y_k = x_k - x^*$ with $x^*$ as the projection of $x_0$ onto the solution set, and $M = A$; while,

(2) for (2.2b), $y_k = Ax_k - b$ and $M = A'$.
From (2.3), we conclude, the projections of \( \{y_k\} \) onto the null space of \( M \) are constant. In the case of (2.11), we interpret this as the component of \( x_0 \) in the null space of \( A \) remains unchanged by the procedure. In the case of (2.21), we have no meaningful interpretation since the system is assumed to be consistent (2.3).

3. Notation

Here, we collect relevant notation and definitions. For all \( j + 1 \in \mathbb{N} \) and \( k \in [1, j + 1] \cap \mathbb{N} \), let \( \mathcal{F}^j_k = \sigma(\zeta_{j-k}, x_{j-k+1}, w_{j-k+1}, \ldots, w_{j-1}, \zeta_j, x_j) \) represent the information contained at iteration \( j \) up to the preceding \( k \) iterations. Note, \( \mathcal{F}^j_1 = \sigma(\zeta_{j-1}, x_j) \). For short hand, let \( \mathcal{F}^j = \mathcal{F}^j_{j+1} \). For completeness, let \( \mathcal{F}^j_0 \) be the trivial \( \sigma \)-algebra.

Now, let

\[
\chi_j = \begin{cases} 
1 & \text{if } w'_jMy_j \neq 0 \\
0 & \text{otherwise},
\end{cases}
\]

which has several interpretations. For example, \( \chi_j \) can be interpreted as whether \( y_j \) is orthogonal to the plane of projection, specified by \( M'y_j \). As another example, \( \chi_j \) can be interpreted as whether \( y_j \) is orthogonal to the search direction \( M'y_j \).

Using \( \chi_j \), we can define the subspace generated by the nontrivial search directions from iteration \( j \) to iterations \( j + k \). Specifically, for \( j + 1 \in \mathbb{N} \) and \( k \geq 0 \), define

\[
\Phi^j_k = \left\{ M'w_{j+k}x_j/\|M'w_j\|_2, \ldots, M'w_{j+k}x_{j+k}/\|M'w_{j+k}\|_2 \right\}.
\]

An important related subspace is the one generated by the iterates of the procedure. Namely, for \( j + 1 \in \mathbb{N} \) and \( k \geq 0 \), define

\[
V_k^j = \text{span} \{ y_j, y_{j+1}, \ldots, y_{j+k} \}.
\]

We will see that the interplay between \( V_k^j \) and \( \Phi^j_k \) will be key to demonstrating the convergence of the procedure. To establish this relationship, we will need to define two stopping times. Let

\[
\nu(j) = \min \left\{ k \geq 0 : y_{j+k+1} \in V_k^j, \chi_{j+k} \neq 0 \right\},
\]

and, as a related quantity,

\[
s(j) = \min \{ k \geq 0 : \chi_{j+k} \neq 0 \},
\]

for all \( j + 1 \in \mathbb{N} \). Finally, for a vector space \( W \), \( V \subseteq W \) indicates that \( V \) is a proper subspace of \( W \), and \( V \subset W \) indicates that \( V \) can be any subspace of \( W \).

4. Strong Convergence of the Generic Adaptive Method

The key inequality on which our results depend is an extension of Meany’s inequality [12], derived in [17, Theorem 4], and stated here.

**Theorem 4.1.** Fix \( j + 1, k + 1 \in \mathbb{N} \). Let \( \mathcal{G} \) denote all matrices \( G \) whose columns are maximal linearly independent subsets of \( \Phi^j_k \). Then, \( \forall y \in \text{span} [\Phi^j_k] \),

\[
\left\| \left( I - \frac{M'w_{j+k}w'_{j+k}M}{\|M'w_{j+k}\|_2^2} \chi_{j+k} \right) \cdots \left( I - \frac{M'w_jw'_jM}{\|M'w_j\|_2^2} \chi_j \right) y \right\|_2^2 \leq \left[ 1 - \min_{G \in \mathcal{G}} \det(G') \right] \| y \|_2^2.
\]
As an example of how we will apply this result, we need to find the first iterate \( j \), when \( \text{span}[\Phi^j_0] \) contains \( y_0 \). Applying Meany’s inequality ensures a certain degree of reduction between \( y_0 \) and \( y_{j+1} \) (in norm). To determine this value of \( j \), we will need to relate \( \Phi^j_0 \) and \( V^j_k \) and allow for the possibility that \( j \) can be random. This is the content of the next result.

**Lemma 4.2.** Let \( \xi \) be an arbitrary, finite stopping time with respect to \( \{ F^k \} \). Under (2.3), if \( \nu(\xi) \) is finite, then \( V^\xi_{\nu(\xi)} = \text{span}[\Phi^\xi_{\nu(\xi)}] \). Moreover, the nonzero elements of \( \Phi^\xi_{\nu(\xi)} \) are linearly independent.

**Proof.** By (2.4), \( M'w_{\xi+k}\chi_{\xi+k} \in \text{span}[y_{\xi+k+1} - y_{\xi+k}] \subset V^\xi_{\nu(\xi)} \) for all integers \( k \in [0, \nu(\xi)] \). Therefore, \( \text{span}[\Phi^\xi_{\nu(\xi)}] \subset V^\xi_{\nu(\xi)} \). We now prove set inclusion in the other direction.

Let \( \Phi = \{ y_{\xi+\nu(\xi)}, M'w_{\xi}\chi_{\xi+1}, \ldots, M'w_{\xi+\nu(\xi)-1}\chi_{\xi+\nu(\xi)-1} \} \). By (2.4), \( \text{span}[y_{\xi+k}, M'w_{\xi}\chi_{\xi+k}] \) contains \( y_k \). By this fact and since \( \Phi^\xi_{\nu(\xi)} \subset V^\xi_{\nu(\xi)} \), \( V^\xi_{\nu(\xi)} = \text{span}[\Phi] \). Therefore, we can prove the result if we can replace \( y_{\xi+\nu(\xi)} \) with the direction \( M'w_{\xi+\nu(\xi)}\chi_{\xi+\nu(\xi)} \) in the generating set \( \Phi \).

We first note that \( y_{\xi+\nu(\xi)} \neq 0 \). Indeed, if this were true, then \( y_{\xi+\nu(\xi)+1} = y_{\xi+\nu(\xi)} \), which would contradict \( \chi_{\xi+\nu(\xi)} \neq 0 \) in the definition of \( \nu \) under the assumption that \( \nu(\xi) \) is finite.

Next, we note that the nonzero terms in \( \Phi \) are linearly independent. Suppose this were not true, then \( y_{\xi+\nu(\xi)} \) is in the span of the remaining terms in \( \Phi \). Since \( \Phi^\xi_{\nu(\xi)-1} \subset V^\xi_{\nu(\xi)-1} \), this would imply that \( y_{\xi+\nu(\xi)} \in V^\xi_{\nu(\xi)-1} \), which contradicts the minimality of \( \nu(\xi) \).

Let \( r = \dim(V^\xi_{\nu(\xi)}) \). Given the linear independence of the nonzero terms in \( \Phi \), we can use the Gram-Schmidt procedure to construct the orthogonal set of vectors, \( \{ y_{\xi+\nu(\xi)}, \phi_1, \ldots, \phi_{r-1} \} \), whose span is that of \( \Phi \). Since \( y_{\xi+\nu(\xi)+1} \in V^\xi_{\nu(\xi)} \) by construction, there exist scalars \( \{ c_i : i = 0, \ldots, r-1 \} \) such that

\[
(4.2) \quad c_0 y_{\xi+\nu(\xi)} + \sum_{j=1}^{r-1} c_j \phi_j = y_{\xi+\nu(\xi)+1} = y_{\xi+\nu(\xi)} - M'w_{\xi+\nu(\xi)} \frac{w'_{\xi+\nu(\xi)} M y_{\xi+\nu(\xi)}}{||M'w_{\xi+\nu(\xi)}||_2^2}.
\]

If \( c_0 \neq 1 \), then \( y_{\xi+\nu(\xi)} \in \text{span}[\phi_1, \ldots, \phi_{r-1}, M'w_{\xi+\nu(\xi)}] \), which implies the result. If \( c_0 = 1 \), then \( M'w_{\xi+\nu(\xi)} \), is in the span of \( \{ \phi_1, \ldots, \phi_{r-1} \} \), which is orthogonal to \( y_{\xi+\nu(\xi)} \). This implies that \( \chi_{\xi+\nu(\xi)} = 0 \), which contradicts the definition of \( \nu(\xi) \). The first part of the result follows. The second part follows, by the first part and the linear independence of the nonzero terms in \( \Phi \).

Thus, combining Lemma 4.2 and Theorem 4.1, we can guarantee a reduction (in norm) from \( y_{\xi} \) to \( y_{\xi+\nu(\xi)+1} \), so long as \( \nu(\xi) \) is well-behaved. The following definitions and subsequent lemma ensure that \( \nu(\xi) \) is well-behaved. Specifically, the first definition specifies that the procedure forgets the past after a fixed number of iterations.

**Definition 4.3** (N-Markovian). An adaptive method is N-Markovian for \( N \in \mathbb{N} \) if, for any measurable sets \( W \) and \( Z \) with respect to \( w_k \) and \( \zeta_k \),

\[
(4.3) \quad P \left[ w_k \in W, \zeta_k \in Z \mid F^k \right] = P \left[ w_k \in W, \zeta_k \in Z \mid F^k \right].
\]
Note, the definition of $N$-Markovian does not explicitly include the case where $w_k$ is generated independently of $x_k$. However, the definition implicitly includes this case since such a situation is a special case of being $1$-Markovian. More generally, a procedure that is $N$-Markovian is also $(N + 1)$-Markovian. The next definition specifies that the procedure actually updates the iterate within this window with some nonzero probability. Indeed, the next definition prevents the iterates from being confined to a subspace that is distinct from the solution set.

**Definition 4.4 (Exploratory).** An adaptive, $N$-Markovain method is exploratory if

$$\exists \pi < (0, 1], \forall V \subseteq \text{row}(M) : \sup_{\nu \in \mathcal{F}_\pi} \mathbb{P} \left[ \bigcap_{j=0}^{N-1} \{ M^j w_j \downarrow V \} \right] \leq 1 - \pi.$$  

As we will show in §6, both of these definitions are verifiable for a host of procedures, which allows them to be used in the design and development of adaptive, randomized linear solvers. For now, we show the consequence of a procedure that satisfies these two definitions.

**Lemma 4.5.** Let $\xi$ be an arbitrary, finite stopping time with respect to $\mathcal{F}^k$, and let $\mathcal{F}^\xi$ denote the stopped $\sigma$-algebra. Under (2.3), Definition 4.3 with $N \in \mathbb{N}$, and Definition 4.4 with $\pi < (0, 1]$, if $y_\xi \neq 0$, then $v(\xi)$ is finite and $\mathbb{E} \left[ v(\xi) \right] \leq N \times \text{rank}(M)/\pi$ with probability one.

**Proof.** Since $y_\xi \neq 0$, Definition 4.4 implies $\mathbb{P} \left[ s(\xi) \geq \ell N \right] \leq (1 - \pi)^\ell$. Comparing to a geometric process, $\mathbb{E} \left[ s(\xi) \right] \leq N/\pi$. Accordingly, for any $j \in \mathbb{N}$, if $y_{\xi + s} \neq 0$, we can define $s_j = s(\xi + s + \cdots + s_{j-1})$. Then,

$$\mathbb{E} \left[ s_1 + \cdots + s_j | \mathcal{F}^\xi \right] \leq j N/\pi. \tag{4.5}$$

Moreover, for any $\tau \in \{ \sum_{i=1}^j s_i : j \in \mathbb{N} \}$ either (Case 1) $V_\tau^\xi = V_{\tau+1}^\xi$ or (Case 2) $\dim(V_\tau^\xi) + 1 = \dim(V_{\tau+1}^\xi)$. Given that $V_k^\xi \subseteq \text{row}(M)$, we see that the second case can only happen at most rank($M$) - 1 times before the first case must be true. With this fact and by definition of $v(\xi)$, $v(\xi) \in \{ \sum_{i=1}^j s_i : j = 1, \ldots, \text{rank}(M) \}$. Thus, $\mathbb{E} \left[ v(\xi) | \mathcal{F}^\xi \right] \leq N \times \text{rank}(M)/\pi$. \hfill \qedsymbol

We now combine the above results to characterize the behavior of $\{y_k\}$ for a general adaptive, randomized procedures. Note, when $y_k$ is zero or $\{y_k\}$ converges to zero, this is equivalent to $x_k$ being equal to, or converging to, a solution of the system, respectively.

**Theorem 4.6.** Let $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^n$ be a consistent system (2.3). Moreover, suppose $x_0 \in \mathbb{R}^d$ is not a solution to the system (i.e., $Ax_0 \neq b$) and $\{x_k : k \in \mathbb{N} \}$ is generated by either (2.1) or (2.2) satisfying Definition 4.3 with $N \in \mathbb{N}$, and Definition 4.4 with $\pi < (0, 1]$. Let $\{y_k\}$ be defined as in (2.4). Then, there exist stopping times, $\{\tau_k\}$, with $\mathbb{E} [\tau_k] \leq k \{1 + N \text{rank}(A)/\pi \}$, and random variables $\{\gamma_k \in [0, 1)\}$ such that $\|y_{\tau_k+1}\|_2 \leq \gamma_k \|y_{\tau_k}\|_2^2$.

**Proof.** The proof proceeds by induction. Let $\tau_0 = 0$. For the induction hypothesis, we assume that $\mathbb{E} [\tau_j] \leq j \{1 + N \text{rank}(A)/\pi \}$. There are two cases: $y_{\tau_j} = 0$ or $y_{\tau_j} \neq 0$. In the former case, $y_{\tau_j+k} = 0$ for all $k \in \mathbb{N}$. Therefore, we define $\tau_{j+k} = \tau_j + k$ and $\gamma_{j+k-1} = 0$ for all $k \in \mathbb{N}$, and the result follows. In the second
Consequently, \(P\) there exists a finite stopping time \(\tau_{j+1} = \nu(\tau_j) + 1\). By the induction hypothesis and Lemma 1.3, \(E[\tau_{j+1}] \leq (j + 1)[1 + N \text{rank}(A)/\pi]\). Moreover, by Lemma 1.2, \(y_{\nu(\tau_j)} \in V_{\nu(\tau_j)}^\tau\) and \(V_{\nu(\tau_j)}^\tau = \text{span} \left[\Phi_{\nu(\tau_j)}^\tau\right]\). Therefore, by Theorem 4.1, \(\|y_{\tau_{j+1}}\|_2^2 \leq \gamma_j \|y_{\tau_j}\|_2^2\), where \(\gamma_j\) is given by the right hand side of (4.1) and is in \([0, 1]\) by Hadamard’s inequality. Thus, the result follows by induction. \(\square\)

Note, in the proof of Theorem 4.6 we identify two cases: finite termination and an infinite sequence of \(\{\|y_k\|_2\}\). In the latter case, we have not guaranteed convergence of the sequence, and, in order to do so, we must ensure the event of \(\gamma_k \to 1\) as \(k \to \infty\) has probability zero. While we will present a general way of ensuring that this event holds with probability zero, we begin with a more special situation that includes the case where \(\{w_k\}\) are standard basis elements. 25 27 22.

**Corollary 4.7.** Suppose the setting of Theorem 4.6 holds. Moreover, suppose that \(\{M'w_k\}\) belong to a finite set. Then, \(\exists \gamma \in [0, 1]\) such that with probability one and for all \(k \in \mathbb{N}\),

\[
\|y_k\|_2^2 \leq \gamma^k \|y_0\|_2^2.
\]

**Proof.** By Theorem 4.6, it is enough to show that there exists a \(\gamma \in [0, 1]\) such that \(\mathbb{P}[\gamma_k \leq \gamma] = 1\) for all \(k + 1 \in \mathbb{N}\). Let \(\{h_1, \ldots, h_q\}\) denote the finite set in which \(\{M'w_k\}\) take value. Let \(\mathcal{H}\) be the set of all matrices \(H\) whose columns are maximally linearly independent subsets of \(\{h_1/\|h_1\|_2, \ldots, h_q/\|h_q\|_2\}\). Then,

\[
\gamma_k \leq 1 - \inf_{H \in \mathcal{H}} \det(H'H).
\]

Since \(\{h_1, \ldots, h_q\}\) is finite, \(\mathcal{H}\) is finite. This implies that the infimum exists. So, we can define \(\gamma\) to be the right hand side, and since all \(H \in \mathcal{H}\) have full column rank, \(\gamma \in [0, 1]\). \(\square\)

If we do not have the finiteness assumed in Corollary 4.7, we need to find another way to control \(\{\gamma_k\}\) regardless of the evolution of \(\{y_k\}\). The following definition provides one rather generic way of ensuring this behavior.

**Definition 4.8 (Uniformly Controlled in Expectation).** Suppose \(\varphi\) is \(N\)-Markovian and exploratory for some \(\pi \in (0, 1]\). For any \(y_0\), let \(\tilde{G}\) denote the matrix whose columns are the normalized, unique (by Lemmas 4.2 and 4.5), maximal linearly independent subset of \(\Phi_{\nu(N-1)}\). Then \(\varphi\) is uniformly controlled in expectation if

\[
\exists g \in (0, 1] : \inf_{y_0 \in \text{row}(M) \setminus \{0\}} \mathbb{E}_{\zeta \sim 1} \left[\det(\tilde{G}'\tilde{G})\right] \geq g \text{ w.p.1.}
\]

Now, with this definition we can prove that the iterates will converge to zero and provide a rather coarse, limiting rate of convergence.

**Corollary 4.9.** Suppose the setting of Theorem 4.6 holds, and suppose Definition 4.8 holds for some \(g \in (0, 1]\). Then, with probability one, for any \(\delta \in (1 - g, 1]\), there exists a finite stopping time \(L\) such that for any \(\ell \geq L\),

\[
\|y_{\tau_{\ell+1}}\|_2^2 \leq \delta^\ell \|y_0\|_2^2.
\]

Consequently, \(\mathbb{P}[\lim_{k \to \infty} \|y_k\|_2 = 0] = 1\).
Proof: We begin by exploring some consequences of Definition 4.8. First, let $G_j$ denote the matrix whose columns are the normalized, unique (by Lemmas 4.2 and 4.5), maximal linearly independent subset of $\Phi^j_{\nu(\tau_j)}$. Then, by Definition 4.8 with probability one, 

\begin{equation}
\mathbb{E} \left[ \gamma_j \mid \mathcal{F}^{\tau_j-N+1} \right] = 1 - \mathbb{E} \left[ \det(G_j^tG_j) \mid \mathcal{F}^{\tau_j-N+1} \right] \leq 1 - g.
\end{equation}

Using this, we would like to control $\mathbb{E} \prod_{\ell=0}^m \gamma_\ell$, but we cannot naively make use of conditional expectations given that we have no guarantee of conditional independence between, say, $\gamma_{j-1}$ and $\gamma_j$ because $\gamma_{j-1}$ is measurable with respect to $\mathcal{F}^{\tau_j}$. On the other hand, we do have conditional independence between $\gamma_\ell$ and $\gamma_j$ when $\tau_{\ell+1} \leq \tau_j - N + 1$.

Recall $\tau_{j+1} = \tau_j + 1$ if $y_{\tau_j} = 0$ and $\tau_{j+1} = \tau_j + \nu(\tau_j) + 1$ if $y_{\tau_j} \neq 0$. By this construction,

\begin{equation}
\tau_{\ell+1} \leq \tau_{\ell+2} - 1 \leq \cdots \leq \tau_{\ell+N} - N + 1.
\end{equation}

Therefore, $\gamma_{(\ell+1)N}$ is conditionally independent of $\gamma_{\ell N}$ given $\mathcal{F}^{(\ell+1)N-N+1}$. Using this fact and Markov’s Inequality, for any $m+1 \in \mathbb{N}$,

\begin{equation}
\mathbb{P} \left[ \prod_{\ell=0}^m \gamma_\ell > \delta^{m+1} \right] \leq \mathbb{P} \left[ \prod_{\ell=0}^m \gamma_{\ell N} > \delta^{m+1} \right] \leq \mathbb{E} \left[ \prod_{\ell=0}^m \gamma_{\ell N} \right] \leq \left( \frac{1 - g}{\delta} \right)^{m+1}.
\end{equation}

Applying the Borel-Cantelli lemma, there exists a finite stopping time $L$ (depending on $\delta$) such that if $m \geq L$, then $\prod_{\ell=0}^m \gamma_\ell \leq \delta^{m+1}$ with probability one. Then, using Theorem 4.6 and $\|y_j\|_2 \leq \|y_0\|_2$, for $m \geq L$, with probability one,

\begin{equation}
\|y_{\tau_{(m+1)N}}\|_2^2 \leq \left( \prod_{\ell=0}^m \gamma_\ell \right) \|y_0\|_2^2 \leq \delta^{m+1} \|y_0\|_2^2.
\end{equation}

Moreover, since $\|y_{j+1}\|_2 \leq \|y_j\|_2$, convergence of a subsequence of $\{\|y_j\|_2\}$ to zero with probability one implies that the sequence converges to zero with probability one. \hfill \Box

5. Applications

Here, we present an example of how the previous results can be used to demonstrate convergence of row-action and column-action solvers for linear systems that are consistent (i.e., satisfying (2.3)). We will include many examples from the literature, several novel procedures, and straightforward generalizations.

5.1. Independent and Identically Distributed. We start by considering row-action and column-action solvers in which $\{w_k\}$ are independent and identically distributed, which includes randomized Kaczmarz [23, 22], randomized Coordinate Descent [25], and more general randomized vector sketching methods [6 §3.2 with $B = I$]. We now specify the behavior of $\varphi$ and how our results can be applied.

For these independent methods, there is no auxiliary information to track, so we can let $\zeta_k = 0$ for all $k$. Given that $w_k$ are independent and identically distributed,

\begin{equation}
\mathbb{P} \left[ w_k \in W \mid \mathcal{F}^k \right] = \mathbb{P} \left[ w_k \in W \right],
\end{equation}

and so such a procedure is certainly 1-Markovian.
By [17, Proposition 1], there exists a \( \pi \in (0, 1) \) such that these methods are Exploratory, as long as the much weaker condition,

\[
\forall v \in \text{row}(M) \setminus \{0\}, \ P[v'M'w_0 = 0] < 1,
\]

is satisfied. Most common procedures (e.g., randomized Kaczmarz variants, randomized Coordinate Descent variants) will readily satisfy this, as well as most randomized vector sketching procedures. However, there can be choices in which this is not true, in which case \( y_k \) will only converge along a subspace of the row space of \( M \), which we describe in [17] for the i.i.d. case. For the rest of this discussion, we will ignore this possibility.

Now, for the methods which are selecting rows or columns (e.g., randomized Kaczmarz variants, randomized Coordinate Descent variants), we can directly apply Corollary 4.7 to show that such procedures will converge with probability one and provide a worst case rate of convergence. For more general methods (i.e., vector sketches), we need to verify that Definition 4.8 holds for some \( g \in (0, 1] \).

**Proposition 5.1.** Suppose \( \{w_k\} \) are independent and identically distributed. Then, there exists a \( g \in (0, 1] \) such that Definition 2.3 holds.

**Proof.** It is easy to verify that the procedure is 1-Markovian, and that the procedure is Exploratory by [17, Proposition 1]. Moreover, since \( \{w_k\} \) are independent and identically distributed,

\[
E \left[ \det(\tilde{G}'\tilde{G}) \mid \mathcal{F}_0 \right] = E \left[ \det(\tilde{G}'\tilde{G}) \right].
\]

Suppose for a contradiction \( E[\det(\tilde{G}'\tilde{G})] = 0 \). Then, \( \det(\tilde{G}'\tilde{G}) = 0 \) with probability one, which implies \( \tilde{G} \) is not full column rank. This contradicts the definition of \( \tilde{G} \). The conclusion follows. \( \square \)

In light of this result, we can apply Theorem 4.6 and Corollary 4.9 to conclude, there exist a \( \pi \in (0, 1) \), \( g \in (0, 1] \), a \( \delta \in (1 - g, 1) \), and finite stopping time \( L \) such that, for \( \ell \geq L \),

\[
\|y_{\tau\ell}\|_2^2 \leq \delta^\ell \|y_0\|_2^2,
\]

where \( E[\tau]\) \( \leq \ell(1 + \text{rank}(A)/\pi) \). In other words, randomized Kaczmarz variants, randomized Coordinate Descent, and (most interesting) random vector sketching methods with independent and identically distributed values of \( \{w_k\} \) will converge with probability one and will do so geometrically along a well-controlled subsequence (asymptotically).

### 5.2. Greedy Deterministic

We now consider methods in which \( w_k \) is selected to maximize some outcome given \( \mathcal{F}_k \). For row-action solvers, such methods include selecting the equation with the largest absolute residual [14] or greatest distance to a hyperplane defined by a given equation [1]. For column-action solvers, such methods include selecting the equation with the largest absolute residual for the normal system [21, §3.3.2]. For these methods, \( \zeta_k \) can generally be just the empty set.

Of course, both sets of methods can be generalized by choosing \( w_k \) by maximizing some distance or residual function over a finite set of choices. For a row-action
For a 1-Markovian procedure, we need to verify,
\[ \sup_{\pi} |h'(Ax_k - b)|, \]
where we choose the smallest index in case of ties. This example row-action method generalizes the maximum residual method described in [14].

Analogously, for a column-action example, let \( w_k \) be selected from a set of basis vector, \( \{c_1, \ldots, c_d\} \), for \( \mathbb{R}^d \) such that
\[ w_k \in \arg\max_{c \in \{c_1, \ldots, c_d\}, A_c \neq 0} \frac{|c'A'(Ax_k - b)|}{\|A_c\|_2}, \]
where we choose the smallest index in case of ties. This example column-action method is a generalization of [21, §3.3.2] in the flavor of [1] §3.

We demonstrate how to apply our result on this latter example. First, such a method is 1-Markovian given that the search direction \( w_k \) depends only on \( x_k \).

Second, the following proposition demonstrates that this procedure is exploratory.

**Proposition 5.2.** The 1-Markovian procedure described in (5.6) is exploratory with \( \pi = 1 \) for a consistent system.

**Proof.** For a 1-Markovian procedure, we need to verify, \( \exists \pi \in (0, 1] \) such that
\[ \sup_{y_0 \in \text{col}(A) \setminus \{0\}} \mathbb{P} \left[ w_0'A'y_0 = 0 \mid \mathcal{F}^0 \right] \leq 1 - \pi. \]
Since \( y_0 = Ax_0 - b \) and the system is consistent, this is equivalent to verifying, \( \exists \pi \in (0, 1] \) such that
\[ \sup_{x_0 : Ax_0 \neq b} \mathbb{P} \left[ w_0'A'(Ax_0 - b) = 0 \mid \mathcal{F}^0 \right] \leq 1 - \pi. \]

Suppose now \( w_0'A'(Ax_0 - b) = 0 \). Then, for all \( c_i'A'(Ax_0 - b) = 0 \) for all \( i = 1, \ldots, d \). Since \( \{c_1, \ldots, c_d\} \) form a basis, then we conclude \( w_0'A'(Ax_0 - b) = 0 \) if and only if \( A'(Ax_0 - b) = 0 \). In other words, \( Ax_0 - b \in \text{col}(A) \cap \text{col}(A)^\perp \), which contradicts \( Ax_0 \neq b \). Hence, \( \mathbb{P} \left[ w_0'A'(Ax_0 - b) = 0 \mid \mathcal{F}^0 \right] = 0 \) for any \( Ax_0 \neq b \). \( \square \)

By Corollary 4.7, the procedure described in (5.6) produces iterates that converge to a solution with probability one, and there is a uniform rate of convergence over the subsequence \( \{\|y_\tau\|_2\} \). What is more, \( \tau_0 \leq \ell(1 + \text{rank}(A)) \), given that the procedure is deterministic. Nearly identical results can be derived for the other aforementioned procedures.

### 5.3. Deterministic and Random Cyclic

Consider a procedure in which \( \{w_k\} \) deterministically or randomly cycle through a finite set, regardless of the iterates. There are several ways of construing such procedures within our framework. To illustrate, consider a row-action solver that cycles through the rows of a simple \( 3 \times 3 \) system. One way of encapsulating this procedure is to start with \( \zeta_{-1} \) as a permutation of the indices of the three equations. Then, we choose \( w_0 \) to be the equation corresponding to the first entry of the permutation, and we let \( \zeta_0 \) be the remaining two elements of the permutation. Then, we choose \( w_1 \) to be the equation corresponding to the first entry of the remaining permutation, and let \( \zeta_1 \) to be the final entry in the permutation. At the next iteration, we select \( w_2 \) to be the equation corresponding to this final entry in the permutation, and let \( \zeta_2 \)
be repeated as the original permutation (for a deterministic method) or a random permutation. The procedure then continues in the same pattern. This first way of encapsulating the procedure is 1-Markovian given that as long as $\zeta_{k-1}$ is available, $w_k$ and $\zeta_k$ can be selected.

A second way of encapsulating the procedure is as a 3-Markovian method. For a deterministic procedure, if $w_{k-2}, w_{k-1}$ then $w_k$ is determined. For a random permutation procedure, $w_0$ is selected randomly from the equations; given $w_0$, $w_1$ is selected from the remaining equations; given $w_0$ and $w_1$, $w_2$ is selected to be the remaining equation; $w_3$ is then selected randomly from the equations, regardless of $w_1$ and $w_2$; and the procedure proceeds logically.

The choice of $N$ in the encapsulation will have an impact on the value of $\pi$ in Definition 4.4, and, consequently, on the bounds on $E[\tau_k]$ through the term $N/\pi$ (see Theorem 4.6). For example, if the rows of the $3 \times 3$ matrix in our example are orthogonal, then the 1-Markovian encapsulation is not exploratory. On the other hand, in the 3-Markovian encapsulation, the procedure is exploratory with $\pi = 1$. Intermediate encapsulations can provide other values of $\pi$.

For a simple, broad discussion, suppose $\{w_k\}$ cycles through a finite set of size $q$, and let us specify it as a $q$-Markovian method. So long as the span of $M'$ times the vectors in this finite set is equal to $\text{row}(M)$, then the procedure is exploratory with $\pi = 1$, and Corollary 4.7 can be applied to demonstrate convergence and compute a worse case rate of convergence over a subsequence (though, the bounds on the stopping times can be easily improved). If the span of $M'$ times the finite set is not equal to $\text{row}(M)$, then the procedure will only converge in a subspace of $\text{row}(M)$, which is described in [17].

5.4. Greedy Subsets followed by Randomization. Consider a procedure akin to greedy deterministic methods that choose multiple equations according to some rule depending on $F_k$, and then randomly selecting from this subset. An example of such a procedure is given in [2], in which the subset of equations selected have absolute residuals that exceed a threshold that depends on the total residual norm, and then an equation is randomly selected from this subset (with probabilities based on relative residuals). For this example, the selected subset is non-empty and contains equations whose residuals are nonzero. Therefore, just as for greedy deterministic procedures, this selection procedure is 1-Markovian and exploratory with $\pi = 1$.

Of course, simple generalizations of [2] include changing the basis as we discussed for greedy deterministic procedures, allowing arbitrary probabilities of selection within the greedy subset, cycling through the greedy subset, or changing the threshold function so long as the resulting greedy subset is nonempty. Importantly, our results cover all of these generalizations.

To illustrate, consider a procedure that (1) chooses the greedy subset to be the ten equations with the largest absolute residuals at the current iterate, where ties are broken by choosing the equation with the smallest index; (2) randomly selects an equation from this subset with uniform probability; and (3) updates the iterate using the resulting equation. Clearly, such a procedure is 1-Markovian, and we now verify that it is exploratory.

**Proposition 5.3.** For a consistent system, the 1-Markovian procedure just described is exploratory with $\pi = 1/10$ and uniformly controlled in expectation for some $g \in (0,1]$. 
Proof. By Definition 4.4, we need to verify that there is a \( \pi \in (0, 1] \) such that
\[
\sup_{x_0, Ax_0 \neq b} \Pr \left[ w_0'(Ax_0 - b) = 0 \mid \mathcal{F}_0 \right] \leq 1 - \pi.
\]
By construction, at least one equation must have a nonzero residual (else, \( Ax_0 = b \)). Thus, the subset of ten equations selected by the procedure has at least one equation whose residual is nonzero. The probability of failing to select this equation from a uniform distribution is no worse than \( 9/10 \). Hence, \( \pi = 1/10 \).
\( \square \)

With these facts in place, Corollary 4.7 can be applied to demonstrate convergence and compute a worse case rate of convergence over a well-controlled subsequence. Of course, similar results can be derived for column-action methods.

5.5. Random Subsets followed by Greedy Selection. Consider a procedure that chooses a random subset of equations and then greedily selects an equation from this subset. An example of such a procedure is given in [7], in which a random subset of a fixed size is selected by uniform sampling without replacement, and then the equation with the largest absolute residual within this subset is chosen. Simple generalizations include generating the sampled subset with non-uniform distributions, replacing the residual with maximum distance, or cycling through the randomized subset. We can also generate analogues that correspond to column action methods.

Owing to the greedy component of these procedures, they are 1-Markovian. Moreover, so long as \( x_0 \) does not solve the system and the procedure has a nonzero probability of selecting a given equation, the procedure is exploratory and \( \pi > 0 \) can be determined from the specific sampling procedure. Following the same recipe as before, Corollary 4.7 can be applied to demonstrate convergence and compute a worse case rate of convergence over a well-controlled subsequence.

5.6. Streaming Equations. Our results will also apply to problems in which the equations of the system are generated in a streaming fashion. To set up the streaming problem, suppose there is a random variable \( \alpha \in \mathbb{R}^d \) and a random variable \( \beta \in \mathbb{R} \) such that \( \{ x : \Pr [ \alpha'x = \beta ] = 1 \} \neq \emptyset \). Now, suppose we observe \( \{(\alpha_k, \beta_k)\} \), which are an independent sequence with identical distribution to \( (\alpha, \beta) \), from which we want to find a solution in the set \( \{ x : \Pr [ \alpha'x = \beta ] = 1 \} \). This is referred to as the streaming problem.

Let \( x_0 \in \mathbb{R}^d \) and \( x^* \) denote its projection onto \( \{ x : \Pr [ \alpha'x = \beta ] = 1 \} \). Within our framework, we consider the trivial linear problem of solving \( x = x^* \), and we let \( w_k = \alpha_k \). Then, the update is given by
\[
x_{k+1} = x_k + \frac{\alpha_k \alpha_k' (x^* - x_k)}{\| \alpha_k \|^2} = x_k + \frac{\alpha_k (\beta_k - \alpha_k' x_k)}{\| \alpha_k \|^2}.
\]
This procedure is 1-Markovian. The following proposition ensures that the streaming procedure is exploratory.

Proposition 5.4. Suppose \( \mathbb{E} [\alpha' \alpha] \) is positive definite. Then the streaming problem is exploratory for some \( \pi \in (0, 1] \).

Proof. Suppose
\[
1 = \Pr [\alpha' (x_0 - x^*) = 0] = \Pr [\| \alpha' (x_0 - x^*) \|^2 = 0].
\]
Then,
\[(5.12) \quad 0 = \mathbb{E}[(x_0 - x^*)'\alpha'(x_0 - x^*)] = (x_0 - x^*)'\mathbb{E}[\alpha'](x_0 - x^*) \succ 0,\]
which is a contradiction. Hence, for every \((x_0, x^*)\) pair, \(P[\alpha'(x_0 - x^*) = 0] < 1\). By [17, Proposition 1], the conclusion follows.

Just as for the independent and identically distributed procedures, there exists a \(g \in (0, 1]\) such that the streaming problem is uniformly controlled in expectation. The conclusion follows by Corollary 4.9.

6. Conclusion

Motivated by ease of developing highly customized (deterministic and random) row-action and column-action solvers, we developed a general theory of with probability one convergence and worst-case rate of convergence for such methods under rather reasonable properties: \(N\)-Markovian, Exploratory, and either finiteness or uniformly controllable in expectation. Moreover, we demonstrated how to verify these properties for a wide array of procedures in the literature, and offered many generalizations. Therefore, we have given practitioners a set of properties to guide the design of adaptive, deterministic or random, row-action or column-action solvers that are tailored to the unique problem structure and hardware context and that are guaranteed to converge. In future work, we will address block adaptive procedures.
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