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ABSTRACT
The image Super-Resolution (SR) technique has greatly improved the visual quality of images by enhancing their resolutions. It also calls for an efficient SR Image Quality Assessment (SR-IQA) to evaluate those algorithms or their generated images. In this paper, we focus on the SR-IQA under deep learning and propose a Structure-and-Perception-based Quality Evaluation (SPQE). In emerging deep-learning-based SR, a generated high-quality, visually pleasing image may have different structures from its corresponding low-quality image. In such case, how to balance the quality scores between no-reference perceptual quality and referenced structural similarity is a critical issue. To help ease this problem, we give a theoretical analysis on this tradeoff and further calculate adaptive weights for the two types of quality scores. We also propose two deep-learning-based regressors to model the no-reference and referenced scores. By combining the quality scores and their weights, we propose a unified SPQE metric for SR-IQA. Experimental results demonstrate that the proposed method outperforms the state-of-the-arts in different datasets.
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1 INTRODUCTION
Image Super-Resolution (SR) refers to reconstruct High-Resolution (HR) images from the corresponding Low-Resolution (LR) images. Recent years have witnessed remarkable advances in image SR, with a wide range of applications including video surveillance, medical imaging, satellite imaging, etc. In image SR, the quality of SR images vary significantly when different SR algorithms are employed. Thus, an Image Quality Assessment (IQA) is imperative to evaluate the quality degradations of SR images and guide the further developments of SR methods.

Existing IQA methods can be classified into subjective and objective methods. Between them, subjective evaluation is the most credible, since humans are the ultimate receivers of the majority of images. However, it is also laborious, expensive, and cannot be integrated into practical SR optimization systems. As a result, the subjective evaluation is usually employed to construct datasets and serves as a golden metric in comparing objective IQA methods. It is essential to develop objective SR-IQA metrics that are consistent with the subjective evaluation.

According to the availability of unimpaired reference images, objective IQA methods can be divided into Full-Reference (FR), Reduced-Reference (RR) and No-Reference (NR) methods. Despite the advances in other IQA applications, existing conventional IQA methods still fall short in evaluating the quality of SR images. Existing SR algorithms often lead to hybrid impairments, including ringing, blurring, and aliasing, etc, which are not well handled by the existing universal IQA methods [14], [40].

There have been some SR-IQA methods in recent years, including handcrafted feature-based methods [4, 35, 43] and learning-based methods [8, 14, 40, 42]. Those methods were proved to achieve good performances to evaluate the non-deep SR algorithms. However, in the emerging deep-learning-based SR, a generated visually pleasing image may have different structures from those of its LR reference, which might lead to disagreements in existing SR-IQA approaches. As shown in Fig. 1, the SR images generated by Real-ESRGAN (Fig. 1 (c) (g)) have apparently different structures to the original images, but these images obtain better DISQ scores. In addition, the SR images generated from Bicubic (Fig. 1 (d) (h)) have severe blurring artifacts, but these images obtain better DeepSRQ scores.
This may be because the DISQ and DeepSRQ methods evaluate the quality of SR images only from the perspective of referenced and no-reference, respectively, and do not consider the tradeoff between them. Therefore, it is imperative to design a tradeoff mechanism to balance the no-reference and referenced quality scores of SR-IQA.

Notably, the difference between the structural similarity and perceptual quality explored in this work is clarified as follows. We define the structural similarity as the visual similarity between SR image and the corresponding LR reference. Instead, the perceptual quality refers only to the visual quality of SR image, regardless of its similarity to LR reference. As evidenced in [1], image restoration algorithms should be evaluated by a pair of NR and FR metrics (please refer to [1] for details). However, this method has two drawbacks: (i) it is cumbersome to employ NR and FR metrics separately; (ii) human prefers a single score to measure and compare image quality. Inspired by this, we aim at overcoming the following two challenges in the scenario of SR-IQA: (i) how to effectively measure the no-reference and referenced quality scores simultaneously; (ii) how to balance the two types of quality scores.

In summary, the main contributions of this paper are as follows:

1) We give a theoretically analysis on how to balance the quality scores between the no-reference perceptual quality and the referenced structural similarity of SR images. To the best of our knowledge, this is the first attempt to consider this tradeoff in SR-IQA.
2) We design two deep-learning-based regressors to model the no-reference and referenced scores for SR-IQA. The two regressors leverage multi-scale and saliency information to evaluate the structural similarity and perceptual quality of SR images, respectively.
3) We develop a unified, Structure-and-Perception-based Quality Evaluation (SPQE) with the tradeoff and regressors. Massive experiments demonstrate the superiority of the proposed method against the state-of-the-arts in four benchmark datasets.

2 RELATED WORK

SR methods. There are three categories of SR methods. Interpolation-based methods aim at generating SR images by filling missing pixels on LR images. The classic algorithms include nearest-neighbor, bilinear, and bicubic. Reconstruction-based methods are built on models of prior domain knowledge. Pannyan et al. [18] designed a local low dimensional prior on scale-patches for image SR. Ren et al. [19] proposed a high-dimensional non-local total variation prior for image SR. Learning-based methods essentially learn the mapping from LR images to SR images. Early learning-based SR methods are mainly based on sparse coding [33] and neighbor embedding [3]. Recent years have witnessed numerous deep-learning-based SR methods, including Convolutional Neural Network (CNN) based methods [5, 7, 24, 39] and Generative Adversarial Network (GAN) based methods [12, 25, 26, 31]. Dong et al. [7] proposed SRCNN to image SR by an end-to-end learning mode. Ledig et al. [12] proposed the first GAN-based SR, named SRGAN. Subsequently, GAN-based algorithms have emerged rapidly, such as ESRGAN [26], Real-ESRGAN [25], and RankSRGAN [31].

Two-step IQA methods. The two-step quality prediction concept is defined in [37], which refers to the IQA methods that combines no-reference and referenced quality measures. The typical process of those methods is: (i) design two types of IQA methods separately; (ii) design a fixed strategy to fuse the two types of quality scores. Yu et al. [37] utilized an NR-IQA to determine the degraded quality of original image first, then adopted the obtained information in the next FR-IQA step, which calculated the perceptual difference between original and compressed images. Subsequently, a weighted product method was designed to combine the quality scores. Yeganeh et al. [36] developed an NR metric to compute statistical naturalness of tone-mapped Low Dynamic Range (LDR) image, and an FR metric to measure structural fidelity between High Dynamic Range (HDR) and tone-mapped LDR images. Then a three-parameter function was designed to fuse the above two measures. Similar to [36], Zhou et al. [43] designed an NR metric to evaluate statistical naturalness of SR image, and an FR metric to measure structural fidelity between original HR images and SR images. A linear combination is adopted to fuse the two quality scores.

Notably, our SPQE metric is completely different from the two-step IQA methods. First, the SPQE can optimize the no-reference (perception) and referenced (structure) quality score regressors simultaneously. Second, the adaptive weight regressor can calculate adaptive weights to balance the two types of quality scores.

SR-IQA methods. Existing SR-IQA methods can be divided into handcrafted feature-based [4, 14, 35, 43] and deep-learning-based [8, 40, 42] methods. Handcrafted feature-based methods are devoted to capturing features for quality evaluation manually. Yeganeh et al. [35] integrated the frequency energy falloff, dominant orientation, and spatial continuity from both LR and SR images to measure the quality of integer-interpolated images. Ma et al. [14] extracted three types of statistical features from both frequency and spatial domains to evaluate SR images without the knowledge of reference images. Chen et al. [4] proposed a hybrid quality metric for non-integer image interpolation that extracted features from both reduced- and no-reference scenes. Deep-learning-based methods aim at automatically learning the mapping from image to quality. Fang et al. [8] proposed a blind quality evaluation by a simple CNN, which only consists of eight layers. Zhou et al. [42] designed an NR-IQA using a two-stream CNN, which directly adopts the extracted structure and texture images from SR images as inputs. Zhao et al. [40] designed a Deep Image SR Quality (DISQ) model by employing a two-stream CNN. The inputs of the DISQ model are SR and LR images, respectively.

Despite recent advances, the current SR-IQA methods are still limited in evaluating the quality of SR images. Those methods do not consider the tradeoff between no-reference and referenced scores when evaluating the quality of SR images. Motivated by this, we give a theoretical analysis on this tradeoff, and then propose a unified, end-to-end SPQE metric for SR-IQA.

3 PROBLEM STATEMENT

SR images are oriented to both no-reference and referenced scenes. For example, SR image is reference-free in practical use, while has reference image in SR task. As discussed above, the emerging
deep-learning-based SR methods may generate visually pleasing HR images but with different structure from its LR reference. As a result, how to effectively balance the quality scores between the no-reference perceptual quality and referenced structural similarity scores should be different. Denote the weight as $W_{p,A}$, $W_{p,B}$, and $W_{p,C}$, respectively. From the three HVS characteristics, they should satisfy $W_{p,A} > W_{p,B}$ and $W_{p,C} > W_{p,B}$.

The above HVS properties are defined in a referenced scene, while the distortions are hard to evaluate in no-reference scenarios. Hence, we introduce the visual artifacts as an alternate. Considering that (i) image artifacts are crucial to quality assessment in IQA community; 2) the three HVS characteristics has been established based on distortions, we will investigate the correlation between image artifacts and distortions. Specifically, the images in jpeg and blur folders of LIVE [22] and CSIQ [11] datasets are adopted, since the artifacts of those images are common and the corresponding measures are mature. We adopt two widely accepted task-specific NR measures [29] (for jpeg) and [9] (for blur) to capture image artifacts, and five representative FR IQA algorithms to evaluate image distortions, including SSIM [27], MS-SSIM [30], IFC [21], FSIM [38], and GMSD [32]. The Spearman Rankorder Correlation Coefficient (SRCC) criterion is employed to evaluate the correlation between image artifacts and distortions, see Table 1.

From Table 1, we have the following findings. First, the correlation between artifacts measures and DMOS is high. It indicates that image artifacts are well captured by the employed algorithms. Second, the overall correlation between image artifacts and distortions is preferable. Obviously, the correlation between the well captured artifacts and distortions is quite high, such as the jpeg vs. FSIM, and the blur vs. IFC in LIVE. As a result, the image artifacts are highly correlated with distortions. The distortion-related HVS properties can be extended to artifacts-related.

To embed the artifacts-related HVS properties in our SPQE metric, we add a weight to the perceptual quality term. Notably, the weight is artifacts-aware, and can be adaptively adjusted for different images. Denote the final perceptual quality of an image as $P_p$, for an image $I_s$, the $P_p$ can be computed by:

$$P_p(I_s) = f_w(A_s) \cdot f_p(I_s), \quad \text{s.t. } A_s = f_d(I_s),$$

where $f_w$, $f_p$, and $f_d$ represent the adaptive perception weight regressor, perception score regressor, and artifacts extraction model, respectively. $A_s$ denotes the artifacts-related feature.

In this paper, the structure and perception serve as complementary one to the other in evaluating the quality of SR images. Thus the structure weight $W_s$ varies with perception weight $W_p$, and can be computed as $1 - W_p$. By combining the structure and perception quality scores and their weights, we propose a unified, end-to-end SPQE metric for SR-IQA. The SPQE can measure the perception (no-reference) and structure (referenced) scores of SR images simultaneously, and adaptively balance the two types of scores:

$$S_{spqe} = W_p \cdot S_p + (1 - W_p) \cdot S_s,$$

where the $W_p$ and $S_p$ correspond to the $f_w(\cdot)$ and $f_p(\cdot)$ in Eq. (1), respectively. $S_s$ denotes the structure score. The purpose of SPQE
metric is to minimize the difference between the predicted quality score and the ground truth $S_{gt,i}$ of the $i$th image, that is

$$\min_{\mathbf{W}} \frac{1}{N} \sum_{i=1}^{N} \|W_{p,i} \cdot S_{p,i} + (1 - W_{p,i}) \cdot S_{x,i} - S_{gt,i}\|_1.$$  (3)

Subsequently, the $l$-1 norm in Eq. (3) is adopted as the loss function in the training stage of our SPQE metric.

4 PROPOSED METHOD

4.1 Framework Overview

Our goal is to design a unified, end-to-end SPQE metric for SR-IQA (see Fig. 3). The SPQE model consists of two quality score regressors and an adaptive weight regressor. The former is to obtain the perception (no-reference) and structure (referenced) scores, and the latter is to calculate the adaptive weights for the two types of quality scores.

4.2 Quality Score Regressors

Structure score regressor. It aims to calculate the structure score $S_s$ between SR image $I_s$ and its reference image $I_r$, and can be described as:

$$S_s = M_s(I_s, I_r; \theta_s),$$  (4)

where $M_s$ and $\theta_s$ represent the structure score regressor and its parameters. Considering that 1) structural degradations may occur in local or global regions of SR images; 2) the quality evaluation of an image is closely related to the viewing conditions, such as display resolution and viewing distance [30], we extract multi-scale information for quality assessment. To this end, we develop a multi-scale quality regressor $M_s$ using CNN. There are two reasons why we use CNN as the base of our SPQE metric: 1) to leverage its strong feature learning ability; 2) to suffice the end-to-end requirements of the SPQE. To be specific, we adopt VGG16 [23] as the backbone of all networks, and the weights in backbone network are initialized from its ImageNet [6] pre-trained model. In practice, the $M_s$ includes three parts: feature extraction, feature fusion, and quality score regression (five scores of five scales).

With respect to feature extraction of $M_s$, we extract features ($F_r$ and $F_s$) from five stages of $M_s$ for $I_s$ and $I_r$:

$$F_{r,i} \leftarrow M_s(I_r; \theta_s), i \in \{1, 2, 3, 4, 5\},$$

$$F_{s,i} \leftarrow M_s(I_s; \theta_s), i \in \{1, 2, 3, 4, 5\}.  \quad (5)$$

Then, to calculate the difference between $F_{r,i}$ and $F_{s,i}$, we follow [2] and employ a subtraction operation:

$$F_i \leftarrow F_{r,i} - F_{s,i}, i \in \{1, 2, 3, 4, 5\}, \quad (6)$$

where $F_i$ indicates the fused feature of $M_s$.

To intuitively show the captured feature, we present examples for multi-scale feature visualization of $M_s$ in Fig. 4. The feature maps are sampled from the last convolutional layers of $M_s$ for $I_s$ and $I_r$.

Considering that the features extracted from multi-scale have different expressions (see Fig. 4), we first regress the scores for each scale separately, and then generate the final structure score by fusing the five scores. Deep IQA methods usually employ Multi-Layer Perception (MLP) to regress the image features to quality score. In this work, the MLP consists of three fully connected layers. The input of MLP should be a vector, so the feature maps $F_i$ should be converted to feature vector $F_{i,eq}$. We empirically adopt the Global Average Pooling (GAP) to perform this conversion. The calculation
Where \( \theta_{x,mlp} \) denotes the parameters of the MLP, \( w_i^d \) represents the weight of each scale score. From Eq. (7), for each scale, we first convert the fused feature maps \( F_i \) to a vector, then regress the vector to a structure score \( S_i^4 \). Obviously, \( S_i^4 \) and \( F_i \) are highly correlated. From the Eq. (6), \( F_i \) is obtained by \( F_i^d \) and \( F_i^s \). Besides, we have reached a conclusion that the lower features focus more on structure information (see Fig. 4). Thus, the network tends to assign higher weights to larger scales.

**Perception score regressor.** It focuses on computing the perception score \( S_p \) only for SR image \( I_s \), and can be depicted as:

\[
S_p = M_p(I_s; \theta_p),
\]

(8)

where \( M_p \) and \( \theta_p \) represent the perception score regressor and its parameters. Considering that the HVS can automatically select the most salient or interested regions from natural scenes, employing visual saliency information of images is beneficial for quality assessment. Thus we develop a saliency-aided quality regressor \( M_p \) using CNN. In particular, the \( M_p \) shares the SR image \( I_s \) input branch with \( M_s \). To avoid confusion, the \( F_i^s \) of Eq. (5), which is artifacts-aware for SR images (as shown in Fig. 4), is denoted as \( f_s \), and utilized as basic feature of \( M_p \). Then, this paper resorts to the state-of-the-art DInet [34] to generate a saliency map \( l_{sal} \) for SR image. Subsequently, we fuse the saliency information to \( M_p \) using element-wise multiplication between \( l_{sal} \) and \( f_s \). From Fig. 3, the fused feature \( F_p \) is activated by the saliency information, which is beneficial to our task of perceptual quality prediction. The calculation process of perception score \( S_p \) can be formulated as:

\[
F_p \leftarrow l_{sal} \odot f_s,
F_{a,p} \leftarrow GAP(F_p),
S_p = MLP_p(F_{a,p}; \theta_{p,mlp}).
\]

(9)

where \( F_p \) indicates the fused features of \( M_p \), \( F_{a,p} \) denotes the converted vector from feature maps \( F_p \), and \( \theta_{p,mlp} \) represents the parameters of the MLP.

### 4.3 Adaptive Weight Regressor

The adaptive weight regressor calculates adaptive weights to balance the structure score \( S_s \) and perception score \( S_p \). As discussed in Section 3, the adaptive weight regressor should be artifacts-aware. To meet the end-to-end requirements of the SPQE metric, we do not design an artifacts-aware weight regressor independent of SPQE. Instead, we resort to the features captured by \( M_p \), which are exclusive to SR image itself. Rethinking the Fig. 4, the even rows represent SR images and the feature maps extracted from the SR input branch of \( M_p/M_s \) (they share the SR branch). The SR image powerpoint is clear but with obvious local structural deformation, and the SR image grass has severe blocking artifacts. These artifacts can be effectively captured by our model (see the even rows of Fig. 4 (c)-(e)). Thus, the artifacts-aware features \( f_s \) of \( M_p \) is adopted as the ultimate feature of the adaptive weight regressor \( M_w \). Similar to \( M_s \) and \( M_p \), the perception weight \( W_p \) can be obtained as:

\[
F_{w,s} \leftarrow GAP(f_s),
W_p = MLP_w(F_{w,s}; \theta_{w,mlp}).
\]

(10)

where \( F_{w,s} \) is the converted vector from \( f_s \), and \( \theta_{w,mlp} \) represents the parameters of the MLP. Subsequently, the structure weight \( W_s \) is computed as \( 1 - W_p \), since the structure and perception scores serve as complementary ones to the other in our SPQE metric.

To validate the effectiveness of the proposed adaptive tradeoff mechanism, we first show the scatter plots of \( S_{spqe} \) vs. \( S_p \) on the test dataset of SISAR in Fig. 5, then present examples of \( W_p \) on different SR images in Fig. 6. From Fig. 5, the points of \( S_p \) with weighting (Fig. 5 (b)) are more tightly distributed on the regression curve than the points of \( S_p \) without weighting. It indicates that the \( S_p \) with weighting are more correlated with the \( S_{spqe} \). In Fig. 6, the values of SR images indicate \( W_p/MOS/S_{spqe} \), respectively. From the figure, images at the two ends of the quality range (Fig. 6 (a) (c) (d) (f)) have higher \( W_p \) than images at the middle quality range (Fig. 6 (b) (e)). This confirms the three HVS characteristics discussed in Section 3. Besides, the \( S_{spqe} \) values are very close to MOS. As indicated above, the adaptive tradeoff mechanism designed in this work is effective.
Table 2: Performance comparison on four benchmark datasets

| Reference | Methods | WIND | CVIU | QADS | SISAR | Average |
|-----------|---------|------|------|------|-------|---------|
|           | PLCC    | SRCC | PLCC | SRCC | PLCC  | SRCC    | PLCC  | SRCC |
| HR        | PSNR    | 0.7906 | 0.7961 | 0.5161 | 0.4783 | 0.0390 | 0.1119 | 0.6177 | 0.6112 | 0.5809 | 0.5744 |
| HR        | SSIM    | 0.8171 | 0.7760 | 0.5019 | 0.4289 | 0.4912 | 0.4773 | 0.5563 | 0.5422 | 0.5916 | 0.5561 |
| HR        | MS-SSIM | 0.9332 | 0.9222 | 0.7987 | 0.7861 | 0.7515 | 0.7476 | 0.6600 | 0.6436 | 0.7859 | 0.7749 |
| HR        | FSM     | 0.9352 | 0.9142 | 0.7212 | 0.6981 | 0.7513 | 0.7476 | 0.7024 | 0.6901 | 0.7775 | 0.7625 |
| HR        | GS      | 0.8846 | 0.8608 | 0.6339 | 0.5974 | 0.6238 | 0.6162 | 0.6967 | 0.6825 | 0.7098 | 0.6892 |
| HR        | GMSD    | 0.9003 | 0.8757 | 0.8437 | 0.8378 | 0.7882 | 0.7772 | 0.6957 | 0.6863 | 0.8070 | 0.7943 |
| ×         | DIVINE  | 0.5814 | 0.5442 | 0.6193 | 0.5893 | 0.4588 | 0.4731 | 0.6134 | 0.6195 | 0.5682 | 0.5565 |
| ×         | BRISQUE | 0.5397 | 0.5085 | 0.6745 | 0.6552 | 0.5568 | 0.5851 | 0.5719 | 0.5603 | 0.5857 | 0.5773 |
| ×         | BLINDS-II | 0.5740 | 0.4984 | 0.4893 | 0.4572 | 0.3507 | 0.3290 | 0.5636 | 0.5868 | 0.4944 | 0.4679 |
| ×         | NIQE    | 0.4565 | 0.3311 | 0.5037 | 0.4791 | 0.1878 | 0.1122 | 0.6099 | 0.5735 | 0.4395 | 0.3740 |

5 EXPERIMENTAL RESULTS

5.1 Experimental Setups

**IQA datasets.** We perform experiments on four benchmark SR-IQA datasets, including WIND [35] (312 SR images), CVIU [14] (1620 SR images), QADS [41] (980 SR images) and SISAR [40] (12600 SR images).

**Evaluation criteria.** To evaluate the performance of all IQA methods, we use two common criteria, including Pearson Linear Correlation Coefficient (PLCC) and SRCC, which are employed to measure the prediction accuracy and prediction monotonicity, respectively.

**Implementation details.** In each dataset, we randomly split the SR images into 80% for training and 20% for testing. Our SPQE metric is implemented with Keras, and trained on an NVIDIA GeForce RTX 3090 GPU. The training stage adopts the Adam optimizer [10], considering its prominent ability in handle sparse gradients and non-stationary objectives. Given the limited GPU memory, the batch size varies in accordance with the resolutions of input images. The initial learning rate is 0.0001, which is divided by 10 after every five epochs in the case that the validation loss does not decrease. The early stopping scheme is employed to avoid overfitting, and the patience of epoch is set to 30.

The reference images utilized in SPQE can be the original HR or LR images. In general, the original HR images exist only in laboratory environment. In practice, LR images can be adopted to provide partial reference information. The LR images should be upsampled first to enable the subsequent feature fusion process in $M_s$. The mainstream upsampling methods in image SR filed contain interpolation-based methods and learning-based methods [28]. The interpolation-based methods operate in image aspect, and are easy to implement. However, those methods are essentially a category of SR methods (see Section 2). The learning-based methods operate in the feature aspect, including deconvolution and sub-pixel convolution. The latter is usually adopted in the post-upsampling SR methods, since it needs multiple convolution operations in front of it. Thus, the deconvolution is selected in this work for upsampling the LR images. In practice, a deconvolution layer is added on the top of $M_s$.

5.2 Performance Comparison

**Individual dataset evaluation.** Table 2 shows the evaluation in individual dataset, where the best and 2nd-best results are labeled in red and blue, respectively. The compared methods include six conventional FR-IQA (PSNR, SSIM [27], MS-SSIM [30], GS [13], GMSD [32]), four universal NR-IQA (DIIVINE [17], BRISQUE [15], BLIINDS-II [20], NIQE [16]), and seven popular SR-IQA methods (NSS-SR [35], LNQM [14], HYQM [4], CNNSR [8], DeepSRQ [42], SFSN [43], DISQ [40]). For fair comparison, all compared results are obtained by executing their public codes or citing from their papers. For the machine-learning based LNQM method, its training code is publicly unavailable, thus only results on its training set CVIU are provided. Note that in this paper, the utilized training and testing datasets of all learning-based methods are identical. In addition, the LR images do not exist in CVIU dataset, hence the results of four RR-IQA methods on CVIU are not available. From Table 2, we have the following findings.

First, the performance of SR-IQA metrics outperforms the ten conventional IQA methods. This is because the conventional IQA algorithms are designed for images that contain common artifacts, such as encoding distortion, etc. However, the artifacts introduced...
by SR is complicated and mixed. As a result, the performance of those general-purpose IQA methods on SR images is not competitive. Second, the proposed SPQE metric is superior to the seven SR-IQA methods. Generally, these metrics do not consider the tradeoff between the no-reference and referenced scores when evaluating the quality of SR images. Thus the experimental results of these methods are not desirable. Third, the overall performance of the SPQE metric is still optimal and impressive. For the average SRCC, the SPQE metric with HR as reference outperforms the third best method by a large margin of 0.15. This indicates the superiority of our SPQE metric, which embraces the benefits of the elaborately designed quality regressors and adaptive tradeoff mechanism.

For visual comparison, we show the predicted scores of our SPQE metric compared to the DISQ model and ground truth in Fig. 7. From the figure, the DISQ may prefer images with prominent texture. It gives high scores to the Fig. 7 (c) (e), which have obvious structural distortions. In contrast, the SPQE prefers Fig. 7 (l) (x). This is because the SPQE metric can adaptively balance the quality scores between the no-reference perceptual quality and the referenced structural similarity. Moreover, our SPQE metric has a lower prediction deviation compared with the DISQ model. The slight gap between the SPQE scores and ground truth indicates that our SPQE metric achieves superior performance in SR-IQA.

Cross-dataset evaluation. To verify the generalization ability of the proposed SPQE metric, we conduct cross-dataset evaluation experiments and compare the results of four data-driven SR-IQA algorithms. In this experiment, methods are trained on one dataset and validated on others. The SRCC results of the cross-dataset evaluation are shown in Table 3, where the best and 2nd-best results are labeled in red and blue, respectively. From Table 3, the proposed SPQE metric shows preferable generalization ability on the four benchmark datasets, even when training on a small dataset (WIND/QADS) and testing on the large-scale SISAR dataset. It indicates the strong generalization ability of our SPQE metric in predicting the quality of unknown images. The generalization abilities of the compared methods are not competitive, this may be due to the simple structure design strategies in these deep-learning-based methods.

5.3 Ablation Study

We conduct ablation experiments on the SISAR [40] dataset, given that the SISAR is the largest-ever SR-IQA dataset and appropriate for evaluating the performance of deep-learning-based methods. In this section, the SPQE metric adopts original HR images as reference by default.

Contributions of quality score regressors. We separately test the performance of the structure score regressor and perception
score regressor in Table 4. The two regressors are trained under the same parameter settings. From Table 4, we can draw two conclusions. Firstly, the model achieves desirable performances even with one type of regressor. Compared with the results on the SISAR dataset in Table 2, the corresponding performance still outperforms other IQA methods in SR-IQA. Secondly, by adaptively balancing the no-reference perceptual quality and referenced structural similarity scores modeled by the two regressors, our SPQE metric achieves the best performance of all. This demonstrates the effectiveness of our overall framework design.

Contributions of adaptive tradeoff mechanism. We verify the effect of the weight setting method for perception and structure scores by comparing six different weight setting methods in Table 5, from which, we can draw two conclusions. Firstly, towards balancing the perception and structure quality scores of images, utilizing different ratios of $W_p$ and $W_s$ always achieves better performance than a simple average ($W_p 0.5 & W_s 0.5$). Secondly, by employing the adaptive weight, our SPQE metric achieves the optimal performance of all. This fact indicates the superiority of the adaptive tradeoff mechanism used in the SPQE metric.

Contributions of multi-scale and saliency strategies. We also examine the impact of multi-scale and saliency strategies. The multi-scale strategy represents the feature extraction, feature fusion, and score regression methods of structure score regressor. The saliency strategy refers to that we leverage saliency maps to fuse perception features in perception score regressor. We compare four different strategy combination methods in Table 6, from which, we can draw two conclusions. Firstly, both the multi-scale and saliency information are beneficial in evaluating the quality of SR images. Secondly, by embedding the two strategies in structure and perception quality score regressors, our SPQE metric outperforms the other methods by a large margin. These findings demonstrate the superiority of the multi-scale and saliency strategies employed in our SPQE metric.

### 6 CONCLUSIONS
Recent advances of image SR techniques call for an efficient SR-IQA. In this paper, we propose a unified, end-to-end metric named SPQE for SR-IQA. We give a theoretical analysis on how to balance the quality scores between no-reference perceptual quality and referenced structural similarity of SR images. To model the two types of quality scores, we design a perception score regressor and a structure score regressor by leveraging saliency and multi-scale information, respectively. Further, we develop an adaptive weight regressor to calculate adaptive weights for the two types of quality scores. Extensive experimental results on four benchmark datasets have demonstrated the impressive performance of our SPQE metric, which is superior to the state-of-the-art SR-IQA methods.
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