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Abstract. This paper deals with time stepping schemes for the Cahn–Hilliard equation with three different types of dynamic boundary conditions. The proposed schemes of first and second order are mass-conservative and energy-dissipative and – as they are based on a formulation as a coupled system of partial differential equations – allow different spatial discretizations in the bulk and on the boundary. The latter enables refinements on the boundary without an adaptation of the mesh in the interior of the domain. The resulting computational gain is illustrated in numerical experiments.
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1. Introduction

Renowned mathematical models describing the phase separation of binary mixtures include the Allen–Cahn as well as the here considered Cahn–Hilliard equation [CH58, ES86]. Originally proposed in the field of material science, nowadays, the Cahn–Hilliard equation is successfully applied in several physical areas, e.g., to model electrokinetic phenomena by a coupling with the Navier–Stokes equations [CFGK12].

As we deal with partial differential equations, boundary conditions are needed to complete the system. The simplest model considers (homogeneous) Neumann boundary conditions for the phase-field variable as well as for the chemical potential. In recent years, however, rising attention has been attracted by a new class of boundary conditions that properly reflect effective properties on the surface of the domain. These so-called dynamic boundary conditions are itself a differential equation that incorporate an energy on the surface. In [KEM01] it is proposed to use an Allen–Cahn equation on the boundary, whereas a model for non-permeable walls was suggested in [GMS11]. More recently, a new model accounting for possible short-range interactions of the material with the solid wall was introduced in [LW19] and further analyzed in [GK20]. A combination of the latter two models is considered in [KLLM21].

Concerning the numerical treatment of the Cahn–Hilliard equation, we focus in this paper on the temporal discretization. For results on the spatial discretization, we refer to [CPP10, CP14, HK21, KLLM21] and the references therein. The use of a convex–concave splitting of the nonlinearity in the context of the Cahn–Hilliard equation was already proposed in [Eyr98]. Later, it was further applied to different types of boundary conditions; see, e.g., [Grü13, GWW14]. Yet another approach is to treat the nonlinearity explicitly.
This, however, often comes at the price of an additional stabilization parameter, which depends on the solution itself [BZ21]. Hence, a large stabilization parameter is necessary in theory, which in turn yields inaccurate numerical results. For recent findings on the stability in combination with large time steps, we refer to [Li21]. A convergence analysis of such an implicit–explicit scheme without a stabilization term (in combination with standard boundary conditions) is given in [LQT22]. Here, however, a time step restriction is necessary. Finally, in the context of systems with dynamic boundary conditions (but not in connection with Cahn–Hilliard) we would like to mention existing splitting approaches, which use similar ideas as in this paper. Therein, the aim is to decouple bulk and surface dynamics, leading to more efficient time stepping schemes [KL17, AV21, AKZ22].

Within this paper, we consider the Cahn–Hilliard equation with three different types of dynamic boundary conditions. For all three models, we present in Section 2 an alternative weak formulation as a partial differential-algebraic equation (PDAE); see [LMT13, Alt15] for an introduction. These formulations are characterized by the fact that additional variables are introduced on the boundary. As a result, we consider the Cahn–Hilliard equation in the bulk and the boundary conditions as two systems which are coupled through certain constraints acting only on the boundary. This then enables more flexibility for the spatial as well as the temporal discretization. At the same time, the models maintain the crucial properties of mass-conservation and energy-dissipation.

Section 3 is devoted to first-order time stepping schemes which are dissipation-preserving. Here, we follow the already mentioned strategy of a convex–concave splitting of the non-linearity. Treating the convex part implicitly and the concave part explicitly, we show for all models that the property of being energy-dissipative is maintained after discretization. Moreover, since the schemes are based on a PDAE formulation, an additional refinement on the boundary – in time and space – is possible without refining the considered mesh in the bulk. This flexibility is of particular value if the solution oscillates rapidly on the boundary as we illustrate in the numerical experiments of Section 3.4. Second-order time stepping schemes of Crank–Nicolson type are then discussed in Section 4. Here, we restrict ourselves to the classical double-well potential. Again, we prove that the discretization maintains the property of being energy-dissipative, still allowing the flexible use of spatial discretization schemes. Finally, we conclude in Section 5.

2. Abstract Formulation of the Cahn–Hilliard Equation

The Cahn–Hilliard equation in a bounded spatial domain $\Omega \subset \mathbb{R}^d$, $d \in \{2, 3\}$, with time horizon $T < \infty$ is given by

\begin{align}
(2.1a) & \quad \dot{u} - \sigma \Delta w = 0 \quad \text{in } \Omega \times [0, T], \\
(2.1b) & \quad -\varepsilon \Delta u + \varepsilon^{-1} W'(u) = w \quad \text{in } \Omega \times [0, T]
\end{align}

with an initial condition $u(0) = u^0$. Therein, $u$ equals the phase-field parameter with codomain $[-1, 1]$ and represents the local relative concentration for the two components. The values $u = \pm 1$ correspond to a pure component, whereas values in $(-1, 1)$ correspond to the transition of the mixture. The separation is driven by the chemical potential $w$. The constant $\varepsilon > 0$ is the so-called interaction length and describes the thickness of the transition area of one component to another, whereas $\sigma > 0$ is a dissipation parameter. Finally, $W$ denotes the potential with typical examples including the polynomial or logarithmic double-well potential.
For the completion of system (2.1), we need boundary conditions for $u$ and $w$ on $\Gamma := \partial \Omega$. Besides standard Neumann boundary conditions, we consider three different types of dynamic boundary conditions in the sequel. For all four cases, we present an abstract operator formulation and discuss the conservation of mass and the dissipation of energy. In Section 2.5, we provide an illustrative comparison of the four models.

2.1. Homogeneous Neumann boundary conditions. A classical choice for the completion of the Cahn–Hilliard system (2.1) are homogeneous Neumann conditions, i.e.,

\begin{align}
(2.2a) & \quad \partial_n w = 0 \quad \text{on } \Gamma \times [0,T], \\
(2.2b) & \quad \partial_n u = 0 \quad \text{on } \Gamma \times [0,T].
\end{align}

This corresponds to the physical interpretation that the material and the surrounding wall do not interact. These homogeneous boundary conditions directly imply the conservation of mass. To see this, we integrate by parts and apply (2.2a), leading to

\[
\frac{d}{dt} \int_{\Omega} u \, dx = \int_{\Omega} \dot{u} \, dx = \sigma \int_{\Omega} \Delta w \, dx = \sigma \int_{\Gamma} \partial_n w \, dx = 0.
\]

On the other hand, the bulk free energy is defined by

\[
(2.3) \quad E_{\text{bulk}}(u) := \int_{\Omega} \frac{\varepsilon}{2} \nabla u \cdot \nabla u + \frac{1}{\varepsilon} W(u) \, dx
\]

and is dissipative. More precisely, we have

\[
\frac{d}{dt} E_{\text{bulk}}(u) = \int_{\Omega} \varepsilon \nabla u \cdot \nabla \dot{u} + \varepsilon^{-1} W'(u) \dot{u} \, dx \overset{(2.1b)}{=} \int_{\Omega} w \dot{u} \, dx \overset{(2.1a)}{=} -\sigma \int_{\Omega} \nabla w \cdot \nabla w \, dx \leq 0.
\]

Finally, we would like to introduce an abstract operator formulation, which corresponds to the weak formulation of the system. For this, we introduce the trial space $V := H^1(\Omega)$ for both variables $u$ and $w$.

Remark 2.1. For the spatial discretization, it may be of interest to distinguish the trial spaces for $u$ and $w$ in order to allow different discretization schemes. This, however, is not the focus of this work.

Moreover, we introduce the differential operator $K_\Omega: V \to V^*$ by

\[
\langle K_\Omega u, v \rangle := \int_{\Omega} \nabla u \cdot \nabla v \, dx.
\]

Then, integrating by parts and applying the homogeneous Neumann boundary conditions, system (2.1) can be written as the PDAE

\begin{align}
(2.4a) & \quad \dot{u} + \sigma K_\Omega w = 0 \quad \text{in } V^*, \\
(2.4b) & \quad \varepsilon K_\Omega u + \varepsilon^{-1} W'(u) = w \quad \text{in } V^*.
\end{align}

Note that both equations are stated in the dual space of $V$ (indicating the space of test functions) and that they should hold for a.e. $t \in [0,T]$. Further note that system (2.4) is indeed a PDAE as only the first equation contains a time derivative and the second equation yields an algebraic equation after spatial discretization. Moreover, we would like to emphasize that the conservation of mass and the dissipation of energy also hold for this weak formulation. Here, these two properties read

\[
\frac{d}{dt} \langle u, 1 \rangle_{L^2(\Omega)} = -\sigma \langle K_\Omega w, 1 \rangle = 0, \quad \frac{d}{dt} E_{\text{bulk}}(u) = \langle w, \dot{u} \rangle_{L^2(\Omega)} = -\langle K_\Omega w, w \rangle \leq 0.
\]
For many applications, the non-interaction of the material with the wall due to the homogeneous Neumann boundary conditions (2.2) is rather restrictive. In order to describe short-range interactions between the solid wall and the mixture, physicists introduced a suitable surface free energy functional and more complex boundary conditions.

### 2.2. Allen–Cahn type boundary conditions.

As a first example of more complex boundary conditions, we consider the model of Allen–Cahn type suggested by Kenzler et al., cf. [KEM+01], given by

\[ \partial_t w = 0 \quad \text{on} \quad \Gamma \times [0,T], \]  
\[ \dot{u} - \delta \kappa \Delta u + \delta^{-1} W'(u) + \varepsilon \partial_n u = 0 \quad \text{on} \quad \Gamma \times [0,T]. \]  

Note that the chemical potential \( w \) still does not interact with the solid wall. Nevertheless, the binary mixture separates on the boundary, where the separation is described by the Allen–Cahn equation acting on the manifold given by the boundary. The parameter \( \delta \) denotes the interaction length on the boundary (similar to \( \varepsilon \) in \( \Omega \)), \( W \) equals the boundary energy potential, and \( \Delta \) is the Laplace–Beltrami operator [GT01, Ch. 16.1] with corresponding dissipation parameter \( \kappa > 0 \).

Since the boundary condition for \( w \) is the same as in the Neumann case in (2.2a), we can derive the same calculation to prove conservation of mass. Note, however, that the mass on \( \Gamma \) is not conserved, in general. This can also be observed in numerical simulations. We now turn to the energy of the system. Besides the bulk free energy introduced in (2.3), the model also involves a surface free energy, namely

\[ E_{\text{surf}}(u) := \int_{\Gamma} \frac{\delta}{2} \nabla u \cdot \nabla u + \frac{1}{\delta} W(u) \, dx. \]

Hence, the total energy is given by \( E(u) := E_{\text{bulk}}(u) + E_{\text{surf}}(u) \), which is again dissipative. To see this, a similar calculation as in the previous section shows with (2.1) and (2.5b) that

\[ \frac{d}{dt} E(u) = -\sigma \int_{\Omega} \nabla w \cdot \nabla w \, dx - \int_{\Gamma} \dot{u}^2 \, dx \leq 0. \]

To obtain an abstract operator formulation, which is suitable for numerical simulations and which enables a separate treatment of the boundary dynamics, we follow the procedure of [Alt19, AKZ22]. For this, we introduce an auxiliary variable \( p := u|_{\Gamma} \) and the trace spaces

\[ \mathcal{P} := H^1(\Gamma), \quad \mathcal{Q} := H^{-1/2}(\Gamma). \]

With the typical trace operator \( \mathcal{B} : \mathcal{V} = H^1(\Omega) \to H^{1/2}(\Gamma) = \mathcal{Q}^* \), the connection of \( u \) and \( p \) can be expressed in the form \( \mathcal{B} u - p = 0 \) as equation in \( \mathcal{Q}^* \). We regard this equation as a constraint, which we include by the help of a Lagrange multiplier \( \lambda \). Moreover, we introduce the differential operator \( \mathcal{K}_\Gamma : \mathcal{P} \to \mathcal{P}^* \) by

\[ \langle \mathcal{K}_\Gamma p, q \rangle := \int_{\Gamma} \nabla p \cdot \nabla q \, dx. \]

The resulting operator formulation of (2.1) with the Allen–Cahn type boundary conditions (2.5) then leads to the following PDAE: seek \( u, w : [0,T] \to \mathcal{V} \), \( p : [0,T] \to \mathcal{P} \), and \( \lambda : [0,T] \to \mathcal{Q} \) such that

\[ \dot{u} + \sigma \mathcal{K}_\Omega w = 0 \quad \text{in} \quad \mathcal{V}^*, \]
\[ \varepsilon \mathcal{K}_\Omega u + \varepsilon^{-1} W'(u) - \varepsilon \mathcal{B}^* \lambda = w \quad \text{in} \quad \mathcal{V}^*. \]
\( \dot{p} + \delta \kappa K \Gamma p + \delta^{-1} W'_\Gamma(p) + \varepsilon \lambda = 0 \quad \text{in } P^*, \) 

\( Bu - p = 0 \quad \text{in } Q^* \) \hspace{1cm} (2.6c)

for a.e. \( t \in [0, T]. \) As initial data, we expect given \( u(0) = u^0 \) and \( p(0) = p^0, \) which we call consistent if \( u^0|_\Gamma = p^0, \) i.e., if the initial data satisfies the constraint (2.6d). Again, the introduced conservation and dissipation properties can be shown for this weak formulation, leading to

\[
\frac{d}{dt} E(u) = (w, \dot{u})_{L^2(\Omega)} - (\dot{\lambda}, \nu)_{L^2(\Gamma)} + \varepsilon (B \dot{u} - \dot{p}, \lambda) = -\sigma (K \Omega w, w) - (\dot{p}, \dot{p})_{L^2(\Gamma)} \leq 0.
\]

**Remark 2.2.** A spatial discretization of system (2.6) (as well as the following systems (2.8) and (2.10)) yields a differential-algebraic equation of index 2, cf. [HW96]. In general, such a system of higher index leads to numerical instabilities in terms of the temporal discretization. Here, however, the constraint (2.6d) has a homogeneous right-hand side such that its derivatives can be computed in an exact manner. As a result, no numerical difficulties occur in the presence of consistent initial data; cf. [HLR89, p. 33].

In the following two subsections, we consider boundary conditions of Cahn–Hilliard type. In order to distinguish the two models, we address them by the names of the authors, who originally introduced them.

### 2.3. Boundary conditions of Liu and Wu

As a first example of boundary conditions of Cahn–Hilliard type, we consider the model derived by Liu and Wu; see [LW19]. Their construction is driven by physical properties, namely conservation of mass, dissipation of energy, and force balance and reads

\[
\begin{align*}
\partial_n w &= 0 \quad \text{on } \Gamma \times [0, T], \quad (2.7a) \\
\dot{u} - \Delta \Gamma w &= 0 \quad \text{on } \Gamma \times [0, T], \quad (2.7b) \\
-\delta \kappa \Delta \Gamma u + \delta^{-1} W'_\Gamma(u) + \varepsilon \partial_n u &= w \quad \text{on } \Gamma \times [0, T]. \quad (2.7c)
\end{align*}
\]

Here, \( u \) and \( w \) are the traces of the associated bulk-states. The boundary chemical potential \( w \) \( \Gamma \), however, is a new independent state, i.e., we do not assume that \( w \) \( \Gamma \) equals \( w \) on the boundary.

With the same arguments as before, one shows that the mass in the bulk is constant. Moreover, using that \( \Gamma \) is 'periodic', we have in addition

\[
\frac{d}{dt} \int_\Gamma u \, dx = \int_\Gamma \dot{u} \, dx = \int_\Gamma \Delta \Gamma w \, dx = 0.
\]

Hence, the given model conserves the mass in the bulk as well as on the boundary. The energy corresponding to (2.1) with boundary conditions (2.7) is again given by \( E(u) = E_{\text{bulk}}(u) + E_{\text{surf}}(u). \) Similar to the calculation in Section 2.1 for the Neumann case, one shows energy-dissipation of the form

\[
\frac{d}{dt} E(u) = -\sigma \int_{\Omega} \nabla w \cdot \nabla w \, dx - \int_{\Gamma} \nabla \Gamma w \cdot \nabla \Gamma w \, dx \leq 0.
\]

For the abstract formulation, we follow the procedure of the previous section and introduce the auxiliary variable \( p := u|_\Gamma. \) Here, we consider the same trial space for \( p \) and \( w \) \( \Gamma \). Note that this may be generalized in order to allow different spatial discretizations, cf. Remark 2.1. This then leads to the following abstract formulation: seek \( u, w : [0, T] \to \mathcal{V}, \)
for a.e. $t \in [0, T]$ and prescribed initial data $u(0) = u_0$ and $p(0) = p_0$. Again, the mentioned conservation and dissipation properties are maintained for the weak formulation (2.8).

2.4. Boundary conditions of Goldstein, Miranville, and Schimpera. The dynamic boundary conditions introduced in [GMS11] model non-permeable walls and read

(2.9a) \[ \dot{u} - \Delta_\Gamma w + \sigma \partial_n w = 0 \quad \text{on } \Gamma \times [0, T], \]

(2.9b) \[ -\delta \kappa \Delta_\Gamma u + \delta^{-1} W_\Gamma'(u) + \varepsilon \partial_n u = w \quad \text{on } \Gamma \times [0, T]. \]

Note that, here, $u$ and $w$ denote the variables from the bulk restricted to the boundary. As in all previous examples, we discuss the change of mass and energy over time.

For the mass, we obtain

\[ \frac{d}{dt} \int_\Omega u \, dx + \frac{d}{dt} \int_\Gamma u \, dx = \sigma \int_\Omega \Delta w \, dx + \int_\Gamma \Delta_\Gamma w - \sigma \partial_n w \, dx = \sigma \int_\Gamma \partial_n w - \partial_n w \, dx = 0. \]

This means that the sum of the masses in $\Omega$ and on $\Gamma$ is conserved. In contrast to the model of Section 2.3, however, the single masses may change over time, which can also be observed numerically. The total energy, which again consists of the bulk and surface free energy, satisfies

\[ \frac{d}{dt} E(u) = -\sigma \int_\Omega \nabla w \cdot \nabla w \, dx - \int_\Omega \nabla_\Gamma w \cdot \nabla_\Gamma w \, dx \leq 0. \]

For the derivation of the weak formulation of (2.1) with boundary conditions (2.9) as PDAE, we need to introduce two additional variables on the boundary (for $u|_\Gamma$ and $w|_\Gamma$) and two Lagrange multipliers. Hence, we seek for $u, w: [0, T] \rightarrow \mathcal{V}$, $p, r: [0, T] \rightarrow \mathcal{P}$, and $\lambda, \mu: [0, T] \rightarrow \mathcal{Q}$ such that

(2.10a) \[ \dot{u} + \sigma K_\Omega w - B^* \mu = 0 \quad \text{in } \mathcal{V}^*, \]

(2.10b) \[ \varepsilon K_\Omega u + \varepsilon^{-1} W'(u) - \varepsilon B^* \lambda = w \quad \text{in } \mathcal{V}^*, \]

(2.10c) \[ \dot{p} + K_\Gamma r + \mu = 0 \quad \text{in } \mathcal{P}^*, \]

(2.10d) \[ \delta \kappa K_\Gamma p + \delta^{-1} W_\Gamma'(p) + \varepsilon \lambda = r \quad \text{in } \mathcal{P}^*, \]

(2.10e) \[ B u - p = 0 \quad \text{in } \mathcal{Q}^*, \]

(2.10f) \[ B w - r = 0 \quad \text{in } \mathcal{Q}^* \]

for a.e. $t \in [0, T]$ and given $u(0) = u_0$, $p(0) = p_0$. As before, this formulation leads to the same conservation and dissipation properties as above.
Table 2.1. Mass-conservation and energy-dissipation properties for the four types of (dynamic) boundary conditions.

| boundary conditions            | $\int_{\Omega} u \, dx$ | $\int_{\Gamma} u \, dx$ | total mass | $E_{\text{bulk}}$ | $E_{\text{surf}}$ | total energy |
|-------------------------------|--------------------------|--------------------------|------------|------------------|------------------|-------------|
| Neumann                       | yes                      | –                        | –          | yes              | –                | –           |
| Allen–Cahn type               | yes                      | no                       | no         | no               | no               | yes         |
| Liu–Wu                        | yes                      | yes                      | yes        | no               | no               | yes         |
| Goldstein et al.              | no                       | no                       | yes        | no               | no               | yes         |

2.5. **Numerical illustration of the different models.** We would like to close this section with an illustration of the four types of boundary conditions considered in this paper. First, we summarize the properties such as conservation of mass and dissipation of energy in Table 2.1. Second, we consider a simple test case on the unit square to get a visual idea of the differences. Consider constants $\varepsilon = \delta = 0.02$, $\sigma = \kappa = 1$ and initial data

$$u_0(x, y) = \cos(4\pi x) \cos(4\pi y).$$

The simulation results at the final time $T = 0.001$ are given in Figure 2.1, showing significant differences of the mixture. All computations use the same $P_1$ finite element discretization on a uniform (criss-cross) grid with mesh size $h = 0.01$ and time step size $\tau = T/100$.

3. **Dissipation-preserving Discretization of First Order**

The application of the implicit (or explicit) Euler scheme to one of the Cahn–Hilliard systems from the previous section will, in general, not preserve the proven energy-dissipation. To achieve such a property, we use a decomposition of the nonlinearity into its convex and concave part as suggested in [Eyr98]. Given a function $f$, we write

$$f(x) = f_+(x) - f_-(x)$$

with $f_+$ and $f_-$ being convex and, hence, $-f_-$ being concave. Note that this splitting always exists if the Hessian of $f$ is uniformly bounded [YR03, Th. 1]. The central property for the upcoming proofs reads

$$f_+(y) - f_+(x) \geq f'_+(x)(y - x)$$

for all $x, y$ in the domain of the convex function $f_+$.

Within this section, we focus on the temporal discretization of the introduced PDAEs with constant step size $\tau$. Hence, we consider a semi-discretization in time only. An additional spatial discretization (e.g. using finite elements) is straight-forward, since the considered operator formulations correspond to the weak formulation of the system. Throughout the proofs, we will make use of the property

$$2a(u, u - v) = \|u\|_a^2 - \|v\|_a^2 + \|u - v\|_a^2$$

for arbitrary symmetric bilinear forms $a$ and $\|v\|_a^2 := a(v, v)$. Moreover, we write $\| \cdot \| := \| \cdot \|_{L^2(\Omega)}$ and $\| \cdot \|_{\Gamma} := \| \cdot \|_{L^2(\Gamma)}$ for the respective $L^2$-norms in $\Omega$ and on $\Gamma$.

Before we deal with dynamic boundary conditions, we would like to comment on the situation for homogeneous Neumann boundary conditions. Considering the PDAE (2.4)
and a convex–concave splitting of the potential \( W \), we obtain the time stepping scheme

\[
\begin{align*}
\tag{3.3a} u^{n+1} + \tau \sigma K_{\Omega} w^{n+1} &= u^n \quad \text{in } V^*, \\
\tag{3.3b} \varepsilon K_{\Omega} u^{n+1} + \varepsilon^{-1} [W_+'(u^{n+1}) - W_-'(u^n)] &= w^{n+1} \quad \text{in } V^*
\end{align*}
\]

with a given starting value \( u^0 \in V \). Note that this equals the implicit Euler scheme with the modification that the derivative of the concave part of \( W \) is handled explicitly. For this scheme and a sufficiently smooth potential \( W \), one can show first-order accuracy and energy-dissipation, i.e.,

\[
E_{\text{bulk}}(u^n) \geq E_{\text{bulk}}(u^{n+1})
\]

for all \( n \geq 0 \). To see the latter, one considers test functions \( w^{n+1} \in V \) in equation (3.3a) and \( u^{n+1} - u^n \in V \) in (3.3b). Property (3.2), which reads here

\[
\begin{align*}
W_+'(u^{n+1}) (u^{n+1} - u^n) &\geq W_+(u^{n+1}) - W_+(u^n), \\
W_-'(u^n) (u^{n+1} - u^n) &\leq W_-(u^{n+1}) - W_-(u^n),
\end{align*}
\]

then leads to the claimed dissipativity of \( E_{\text{bulk}} \).
In the following three subsections, we show that the convex–concave splitting is also applicable for non-standard boundary conditions. Moreover, we discuss the possibility of applying smaller time steps on the boundary.

### 3.1. Allen–Cahn type boundary conditions

We turn to the dynamic boundary conditions of Allen–Cahn type introduced in Section 2.2. Following the idea of the convex–concave splitting of the potential $W$, the discretization of (2.6) yields the system

\begin{align}
(3.4a) & \quad u^{n+1} + \tau \sigma K \omega w^{n+1} = u^n \quad \text{in } V^*, \\
(3.4b) & \quad \varepsilon K \omega w^{n+1} + \varepsilon^{-1} [W'_R(u^{n+1}) - W'_L(u^n)] - \varepsilon B^* \lambda^{n+1} = w^{n+1} \quad \text{in } V^*, \\
(3.4c) & \quad p^{n+1} + \tau \delta \kappa K \tau p^{n+1} + \tau \delta^{-1} [W'_R(p^{n+1}) - W'_L(p^n)] + \tau \varepsilon \lambda^{n+1} = p^n \quad \text{in } P^*, \\
(3.4d) & \quad Bu^{n+1} - p^{n+1} = 0 \quad \text{in } Q^*.
\end{align}

Corresponding (consistent) initial data is given by $u^0 \in V$ and $p^0 \in P$. Note that neither the chemical potential $w$ nor the Lagrange multiplier $\lambda$ need an initial value.

**Proposition 3.1.** Assume consistent initial data, i.e., $p^0 = u^0|_{\Gamma}$. Then, the scheme (3.4) is first-order accurate and energy-dissipative, i.e.,

$$ E(u^n) \geq E(u^{n+1}) $$

for all $n \geq 0$.

**Proof.** The first-order accuracy of the method (for $W \in C^2(\mathbb{R})$) follows from the fact that this equals the implicit Euler scheme up to the transition from $W'_R(u^{n+1})$ to $W'_L(u^n)$, cf. [CPP10, Th. 4.1]. This, however, only depicts a perturbation of order $\tau$. We turn to the dissipativity property. By the consistency assumption and equation (3.4d), we know that $p^n = u^n|_{\Gamma}$ for all $n \geq 0$. Now consider (3.4a)-(3.4c) with test functions $w^{n+1}$, $u^{n+1} - u^n$, and $\frac{1}{\tau}(p^{n+1} - p^n) = \frac{1}{\tau}(u^{n+1} - u^n)|_{\Gamma}$, respectively. The sum of these three equations gives

$$ 0 = \frac{\varepsilon}{2} (\|\nabla u^{n+1}\|^2 - \|\nabla u^n\|^2) + \|\nabla(u^{n+1} - u^n)\|^2 + \tau \sigma \|\nabla w^{n+1}\|^2 + \tau^{-1}\|p^{n+1} - p^n\|_1^2 $$

$$ + \frac{\delta \kappa}{2} (\|\nabla \tau p^{n+1}\|^2 - \|\nabla \tau p^n\|^2 + \|\nabla \tau(p^{n+1} - p^n)\|_1^2) $$

$$ + \varepsilon^{-1} (W'_R(u^{n+1}) - W'_L(u^n)) (u^{n+1} - u^n) + \delta^{-1} (W'_R(p^{n+1}) - W'_L(p^n)) (p^{n+1} - p^n). $$

Several applications of the convexity property (3.2) then yields

$$ 0 \geq \frac{\varepsilon}{2} (\|\nabla u^{n+1}\|^2 - \|\nabla u^n\|^2) + \frac{\delta \kappa}{2} (\|\nabla \tau p^{n+1}\|^2 - \|\nabla \tau p^n\|^2) $$

$$ + \varepsilon^{-1} (W(u^{n+1}) - W(u^n)) + \delta^{-1} (W(p^{n+1}) - W(p^n)) $$

$$ = E(u^{n+1}) - E(u^n), $$

which completes the proof. \hfill \square

A numerical experiment validating the above result, is given in Section 3.4. Therein, we consider the situation where $\delta$ is smaller than $\varepsilon$, calling for a fine discretization (in time and space) on the boundary. As we will discuss later on, the formulation as PDAE with the auxiliary variable $p$ allows to consider finer spatial discretizations on the boundary without any additional effort. Moreover, we show in the sequel how to implement a refined discretization in time as well.
splitting yields the time stepping scheme 

\[ (3.6) \]

Boundary conditions of Liu and Wu. In order to allow a smaller time step size for the computation on the boundary, we introduce the parameter \( \ell \in \mathbb{N} \) and consider time steps of size \( \tau/\ell \); see the illustration in Figure 3.1. Then, we replace (3.4c) by the \( (3.5) \)

\[ \frac{\tau}{\ell} \delta \kappa \mathcal{K}_P p^{n+\frac{1}{2}} + \frac{\tau}{\ell} \delta^{-1} \left[ W^T_{\Gamma,+}(p^{n+\frac{1}{2}}) - W^T_{\Gamma,-}(p^{n+\frac{1}{2}}) \right] + \frac{\tau}{\ell} \epsilon \lambda^{n+1} = p^{n+\frac{1}{2}} - \frac{1}{\tau} p^{n+\frac{1}{2}} \]

stated in \( \mathcal{P}^* \) for \( j = 1, \ldots, \ell \).

Consider a spatial discretization with \( N_u, N_p, \) and \( N_\lambda \) degrees of freedom for the variables \( u, p, \) and \( \lambda \), respectively. Then, this extension leads to a nonlinear system of size \( 2N_u + \ell N_p + N_\lambda \). Since we expect \( N_p \ll N_u \) (we have, e.g., \( N_u = N^2_p \) for a uniform grid in two space dimensions), this is much smaller than considering (3.4c) entirely with the refined time step size \( \tau/\ell \).

Remark 3.2. The numerical scheme with (3.4c) replaced by (3.5) is still energy-dissipative. To see this, one considers test functions \( \frac{\tau}{\ell}(p^{n+\frac{1}{2}} - p^{n+\frac{1}{2}}) \) and proceeds as in the proof of Proposition 3.1.

In the following two subsections, we turn to dynamic boundary conditions of Cahn–Hilliard type.

3.2. Boundary conditions of Liu and Wu. We start with the boundary conditions discussed in Section 2.3. The first-order discretization of (2.8) using the convex–concave splitting yields the time stepping scheme 

\[ (3.6a) \]

\[ u^{n+1} + \tau \sigma \kappa \mathcal{K}_Q w^{n+1} = u^n \quad \text{in} \ V^*, \]

\[ (3.6b) \]

\[ \epsilon \kappa \mathcal{K}_Q u^{n+1} + \epsilon^{-1} \left[ W'_+(u^{n+1}) - W'_-(u^n) \right] - \epsilon \mathcal{B}^* \lambda^{n+1} = w^{n+1} \quad \text{in} \ V^*, \]

\[ (3.6c) \]

\[ p^{n+1} + \tau \kappa \mathcal{K}_T w^{n+1}_\Gamma = p^n \quad \text{in} \ \mathcal{P}^*, \]

\[ (3.6d) \]

\[ \delta \kappa \kappa \mathcal{K}_T p^{n+1} + \delta^{-1} \left[ W'_{\Gamma,+}(p^{n+1}) - W'_{\Gamma,-}(p^n) \right] + \epsilon \lambda^{n+1} = w^{n+1}_\Gamma \quad \text{in} \ \mathcal{P}^*, \]

\[ (3.6e) \]

\[ \mathcal{B} u^{n+1} - p^{n+1} = 0 \quad \text{in} \ \mathcal{Q}^*. \]

As in the previous section, we expect initial data \( u^0 \in V \) and \( p^0 \in \mathcal{P} \). The convex–concave splitting again guarantees the preservation of energy-dissipation.

Proposition 3.3. Under the assumption of consistent initial data, i.e., \( p^0 = u^0|_{\Gamma} \), the scheme (3.6) is first-order accurate and energy-dissipative, i.e., \( E(u^n) \geq E(u^{n+1}) \) for all \( n \geq 0 \).

Proof. We only show the dissipation of the total energy. For this, we consider (3.6a)-(3.6d) with test functions \( w^{n+1}, u^{n+1} - u^n, w^{n+1}_\Gamma, \) and \( p^{n+1} - p^n = (u^{n+1} - u^n)|_{\Gamma} \), respectively.
The sum of these equations gives
\[ 0 = \frac{\varepsilon}{2} (\|\nabla u^{n+1}\|^2 - \|\nabla u^n\|^2 + \|\nabla (u^{n+1} - u^n)\|^2) + \tau \sigma \|\nabla w^{n+1}\|^2 \]
\[ + \frac{\delta \kappa}{2} (\|\nabla \Gamma p^{n+1}\|^2 - \|\nabla \Gamma p^n\|^2 + \|\nabla \Gamma (p^{n+1} - p^n)\|^2) + \tau \|\nabla w^{n+1}\|^2 \]
\[ + \varepsilon^{-1} (W'_+(u^{n+1}) - W'_+(u^n)) (u^{n+1} - u^n) + \delta^{-1} (W'_{\Gamma,+}(p^{n+1}) - W'_{\Gamma,-}(p^n)) (p^{n+1} - p^n). \]

Using again the convexity property (3.2), we obtain \( 0 \geq E(u^{n+1}) - E(u^n). \)

Remark 3.4. As for the boundary conditions of Allen–Cahn type, we may consider a finer discretization on the boundary. For this, one replaces equations (3.6c) and (3.6d) by an appropriate discretization with step size \( \tau / \ell \); see the construction in Section 3.1. This then again maintains the dissipation property of the energy.

3.3. Boundary conditions of Goldstein, Miranville, and Schimpera. Finally, we consider the second model of dynamic boundary conditions of Cahn–Hilliard type. Here, the discretization of (2.10) using the convex–concave splitting yields the time stepping scheme
\[ u^{n+1} + \tau \sigma \kappa \Omega w^{n+1} - \tau B^* \mu^{n+1} = u^n \quad \text{in} \; \mathcal{V}^*, \]
\[ \varepsilon \kappa \Omega u^{n+1} + \varepsilon^{-1} [W'_+(u^{n+1}) - W'_+(u^n)] - \varepsilon B^* \lambda^{n+1} = w^{n+1} \quad \text{in} \; \mathcal{V}^*, \]
\[ p^{n+1} + \tau \kappa \Gamma r^{n+1} + \tau \mu^{n+1} = p^n \quad \text{in} \; \mathcal{P}^*, \]
\[ \delta \kappa \Omega p^{n+1} + \delta^{-1} [W'_{\Gamma,+}(p^{n+1}) - W'_{\Gamma,-}(p^n)] + \varepsilon \lambda^{n+1} = r^{n+1} \quad \text{in} \; \mathcal{P}^*, \]
\[ B u^{n+1} - p^{n+1} = 0 \quad \text{in} \; \mathcal{Q}^*, \]
\[ B w^{n+1} - r^{n+1} = 0 \quad \text{in} \; \mathcal{Q}^* \]

with initial data \( u^0 \in \mathcal{V} \) and \( p^0 \in \mathcal{P} \). Similar to the previous two models, one may introduce a temporal refinement on the boundary by an adjustment of equations (3.7c) and (3.7d). In any case, we get the following result on the dissipation of energy.

Proposition 3.5. Under the assumption of consistent initial data, i.e., \( p^0 = u^0|_{\Gamma} \), the scheme (3.7) is first-order accurate and energy-dissipative.

Proof. For the dissipation property, we consider (3.7a)-(3.7d) with test functions \( w^{n+1} \), \( u^{n+1} - u^n \), \( r^{n+1} = w^{n+1}|_{\Gamma} \), and \( p^{n+1} - p^n = (u^{n+1} - u^n)|_{\Gamma} \), respectively. A calculation as for the Liu–Wu model in Proposition 3.3 then yields the assertion \( E(u^n) \geq E(u^{n+1}) \).

3.4. Numerical experiments. In this final part on first-order discretization schemes, we illustrate the claimed dissipation properties and the impact of possible refinements on the boundary for two model problems.

3.4.1. Example with Allen–Cahn type boundary conditions. We consider dynamic boundary conditions of Allen–Cahn type with the time stepping scheme introduced in Section 3.1. For this, we choose the unit square as spatial domain and \( u^0 = \cos(4\pi x) \cos(4\pi y), \)
\( p^0 = u^0|_{\Gamma} \) as consistent initial values. The interaction lengths are given by \( \varepsilon = 0.02 \) and \( \delta = 0.2 \), the dissipation coefficients by \( \sigma = 0.01 \) and \( \kappa = 5 \). Figure 3.2 shows the errors in \( u \) and \( p \) for different numbers of intermediate time steps on the boundary (characterized by the parameter \( \ell \)). Here, the time horizon is \( T = 0.2 \) and the time step size \( \tau = 0.1 \cdot 2^{-7} \).
We observe that the additional time steps reduce the error for \( p \), whereas the error for \( u \)
remains unchanged. For the sake of completeness, we emphasize that the total energy decreases for any choice of \(\ell\) as predicted in Proposition 3.1.

In this example, we have chosen the dissipation coefficient \(\kappa\) in such a way that the solution \(p\) changes rapidly on the boundary. While for the here considered Allen–Cahn type boundary conditions this leads to a vanishing \(p\), for boundary conditions of Liu–Wu type, the phases on the boundary separate quickly. In that setting, a finer temporal mesh for the variable \(p\) has an even bigger impact as we show in the second example.

3.4.2. Example with Liu–Wu type boundary conditions. We now consider Liu–Wu type boundary conditions and the numerical scheme from Section 3.2. We choose the same parameters as in the previous subsection but with \(\kappa = 10\). As mentioned before, this leads to a rapidly changing variable \(p\). Due to the constraint \(u|_\Gamma = p\), this also drives the dynamic behavior of the solution in the bulk. As a result, a refined time discretization of \(p\) also has a positive effect on the approximation of \(u\), which can be seen in Figure 3.3. Obviously, the temporal discretization in the middle is too coarse such that the behavior of \(p\) is not well reproduced. With some additional time steps on the boundary, however, the reference solution (left) and its numerical approximation (right) are much closer. This can also be observed in the errors shown in Figure 3.4.

4. Dissipation-preserving Discretization of Second Order

This section is devoted to the construction of second-order schemes, which are dissipation-preserving. Here, a convex–concave splitting of the potentials \(W\) and \(W_\Gamma\) is not sufficient, since this limits the convergence order to one. Instead, we consider a discretization of Crank–Nicolson type. In this section, we restrict ourselves to the case of polynomial
Figure 3.3. Numerical solutions of the Cahn–Hilliard equation with Liu–Wu type boundary conditions at $t = 0.1$ for different temporal step sizes: $\tau = 1.5625 \cdot 10^{-5}$, $\ell = 1$ (left), $\tau = 2 \cdot 10^{-3}$, $\ell = 1$ (middle), and $\tau = 2 \cdot 10^{-3}$, $\ell = 16$ (right).

Figure 3.4. Errors for $\tau = 2 \cdot 10^{-3}$ and different numbers of intermediate time steps (with step size $\tau/\ell$) on the boundary for the example of Section 3.4.2.

double-well potentials, i.e., we consider the nonlinearities

$$W(u) = \frac{1}{4} (u^2 - 1)^2, \quad W_T(p) = \frac{1}{4} (p^2 - 1)^2.$$  

As in the previous section, we focus on the temporal discretization, i.e., we discuss time stepping schemes for the operator formulations presented in Section 2 with constant step size $\tau$. In the numerical experiment, however, we will also illustrate the possibility of using different spatial discretizations in the bulk and on the surface. Throughout this section, we need averages of the previous and the current iteration. To shorten notation, we hence introduce $u^{n+1/2} := \frac{1}{2}(u^n + u^{n+1})$ and analogously for the other variables.
As in the previous section, we introduce the dissipation-preserving time stepping scheme by means of the pure Neumann case, i.e., by system (2.4). With the specific choice of the nonlinearity, the proposed time stepping scheme reads

\begin{align}
(4.1a) & \quad u^{n+1} + \tau \sigma K \Omega w^{n+1/2} = u^n \quad \text{in } V^*, \\
(4.1b) & \quad \varepsilon K \Omega w^{n+1/2} + \varepsilon^{-1} \left( \frac{|u^{n+1}|^2 + |u^n|^2}{2} - 1 \right) u^{n+1/2} = w^{n+1/2} \quad \text{in } V^*.
\end{align}

Note that, in contrast to the classical second-order Crank–Nicolson scheme, we use the expression \( \frac{1}{2} (|u^{n+1}|^2 + |u^n|^2) \) instead of \( |u^{n+1}|^2 \) within the nonlinearity, which is itself a second-order perturbation; see also [DN91, Ell89]. At this point, we would like to emphasize that the classical Crank–Nicolson scheme is, in general, not energy-dissipative.

**Remark 4.1 (Initial value of \( w \)).** In contrast to the discretizations discussed in Section 3, the time integration scheme (4.1) calls for an initial value \( w^0 \) of the variable \( w \). This can be calculated by fixing \( u^0 \) and solving (2.4) for \( w(0) \) and \( \dot{w}(0) \). For the systems with dynamical boundary conditions, one calculates the initial values \( w^0, u^0 \), and \( r^0 \) analogously by considering the corresponding continuous system at time \( t = 0 \).

Considering (4.1a) with the constant function as test function, one observes that this scheme maintains the conservation of mass property from the continuous setting. Also the dissipation property of the energy is preserved, i.e., it holds that \( E_{\text{bulk}}(u^n) \geq E_{\text{bulk}}(u^{n+1}) \) for all \( n \geq 0 \). To see this, we consider the sum of (4.1a), tested with \( w^{n+1/2} \), and (4.1b), tested with \( u^{n+1} - u^n \). This yields

\[
\varepsilon \langle K \Omega w^{n+1/2}, u^{n+1} - u^n \rangle + \frac{1}{2\varepsilon} \left( \langle |u^{n+1}|^2 + |u^n|^2 - 2 \rangle u^{n+1/2}, u^{n+1} - u^n \rangle + \tau \sigma \| \nabla w^{n+1/2} \|^2 = 0.
\]

The first term on the left-hand side equals \( \frac{\varepsilon}{2} \| \nabla u^{n+1} \|^2 - \frac{\varepsilon}{2} \| \nabla u^n \|^2 \), whereas for the second term we use that

\[
2 \langle |u^{n+1}|^2 + |u^n|^2 - 2 \rangle u^{n+1/2}, u^{n+1} - u^n \rangle = \int_\Omega |u^{n+1}|^4 - |u^n|^4 - 2 (|u^{n+1}|^2 - |u^n|^2) \, dx.
\]

Hence, we get

\[
\frac{\varepsilon}{2} \| \nabla u^{n+1} \|^2 - \frac{\varepsilon}{2} \| \nabla u^n \|^2 + \frac{1}{\varepsilon} \int_\Omega W(u^{n+1}) - W(u^n) \, dx + \tau \sigma \| \nabla w^{n+1/2} \|^2 = 0,
\]

which directly implies the claimed energy-dissipation.

**Remark 4.2 (Besse relaxation).** In order to obtain a scheme which is *explicit* in the nonlinearity, one may consider a relaxation in the sense of [Bes04] introduced for the nonlinear Schrödinger equation. For this, we replace \( \frac{1}{2} (|u^{n+1}|^2 + |u^n|^2) \) in (4.1b) by a precomputed density \( \rho^{n+1/2} \), given by the recursion formula

\[
\rho^{-1/2} := |u^0|^2, \quad \rho^{n+1/2} := 2 |u^n|^2 - \rho^{-1/2}.
\]

This then results in an *implicit-explicit* variant of the Crank–Nicolson scheme, where each time step only requires the solution of a linear system. One can show that this scheme satisfies the dissipation property for a modified discrete bulk energy. Second-order convergence, however, can only be observed for very restrictive parameter regimes in terms of \( \varepsilon \) and \( \sigma \). Because of this, we do not consider this scheme in the following.

**Remark 4.3.** The term \( \frac{1}{2} (|u^{n+1}|^2 + |u^n|^2) - 1 \) \( u^{n+1/2} \) in (4.1b) equals the difference quotient of \( W(u) = \frac{1}{4} (u^2 - 1)^2 \) evaluated at \( u^n \) and \( u^{n+1} \). Therefore, it is a second-order approximation of \( W'(u(t^{n+1/2})) \) if the errors for \( u^n \) and \( u^{n+1} \) are of second order. A multiplication by
\( u^{n+1} - u^n \) then gives the difference \( W(u^{n+1}) - W(u^n) \). In this way, the here considered approach can be generalized other potentials \( W \).

4.1. Allen–Cahn type boundary conditions. We now turn to the second-order discretization of system (2.6). For this, we proceed as before, i.e., we consider the Crank–Nicolson discretization where the nonlinear terms are treated as

\[
W'(u(t^{n+1/2})) \approx \left( \frac{|u^{n+1}|^2 + |u^n|^2}{2} - 1 \right) u^{n+1/2}, \quad W'_p(p(t^{n+1/2})) \approx \left( \frac{|p^{n+1}|^2 + |p^n|^2}{2} - 1 \right) p^{n+1/2}.
\]

This then leads to the time stepping scheme

\[
\begin{align*}
(4.2a) & \quad u^{n+1} + \tau \sigma K_\Omega w^{n+1/2} = u^n \quad \text{in } \Omega^*, \\
(4.2b) & \quad \varepsilon K_\Omega u^{n+1/2} + \varepsilon^{-1} \left( \frac{|u^{n+1}|^2 + |u^n|^2}{2} - 1 \right) u^{n+1/2} - \varepsilon B^\ast \lambda^{n+1} = w^{n+1/2} \quad \text{in } \Omega^*, \\
(4.2c) & \quad p^{n+1} + \tau \delta \kappa K_\Gamma p^{n+1/2} + \tau \delta^{-1} \left( \frac{|p^{n+1}|^2 + |p^n|^2}{2} - 1 \right) p^{n+1/2} + \tau \varepsilon \lambda^{n+1} = p^n \quad \text{in } \mathcal{P}^*, \\
(4.2d) & \quad B u^{n+1} - p^{n+1} = 0 \quad \text{in } \mathcal{Q}^*.
\end{align*}
\]

Note that, in the case of consistent initial data, the constraint (4.2d) is equivalent to \( B u^{n+1/2} - p^{n+1/2} = 0 \). For the computation of the initial value for \( w \), we refer to Remark 4.1. We show that the proposed scheme is indeed energy-dissipative.

**Proposition 4.4.** Assume consistent initial data, i.e., \( p^0 = u^0|_{\Gamma} \). Then, the scheme (4.2) is energy-dissipative, i.e.,

\[ E(u^n) \geq E(u^{n+1}) \]

for all \( n \geq 0 \).

**Proof.** By (4.2d) we know that \( p^n = u^n|_{\Gamma} \) for all \( n \geq 0 \). Now consider the sum of equations (4.2a)-(4.2c) with test functions \( w^{n+1/2}, u^{n+1} - u^n, \) and \( \frac{1}{\tau} (p^{n+1} - p^n) = \frac{1}{\tau} (u^{n+1} - u^n)|_{\Gamma} \), respectively. With the equalities obtained in the Neumann-case, this gives

\[
\begin{align*}
& \frac{\varepsilon}{2} \left\| \nabla u^{n+1} \right\|^2 - \frac{\varepsilon}{2} \left\| \nabla u^n \right\|^2 + \frac{1}{\varepsilon} \int_\Omega W(u^{n+1}) - W(u^n) \, dx + \tau \sigma \left\| \nabla w^{n+1/2} \right\|^2 \\
& \quad + \frac{\delta \kappa}{2} \left\| \nabla p^{n+1} \right\|_I^2 - \frac{\delta \kappa}{2} \left\| \nabla p^n \right\|_I^2 + \frac{1}{\delta} \int_\Gamma W_T(p^{n+1}) - W_T(p^n) \, dx + \frac{1}{\tau} \left\| p^{n+1} - p^n \right\|^2 = 0.
\end{align*}
\]

Hence, we have that

\[ E(u^{n+1}) - E(u^n) = -\tau \sigma \left\| \nabla w^{n+1/2} \right\|^2 - \tau^{-1} \left\| p^{n+1} - p^n \right\|^2 \leq 0, \]

which yields the claim. \( \square \)

**Remark 4.5** (temporal refinement). As discussed in Section 3.1 for the first-order scheme, it is possible to replace equation (4.2c) by a refined temporal discretization on the boundary. This modification maintains the energy-dissipation property of Proposition 4.4 but, in general, reduces the convergence order to one.

**Remark 4.6** (spatial refinement). The presented decoupled formulation with the additional variable \( p \) on the boundary allows to use different discretization schemes in \( \Omega \) and on \( \Gamma \). In particular, one may consider a refinement of the spatial mesh used on the boundary, if the solution is, e.g., highly oscillatory. Note that this does not influence the convergence order in time.

Next, we turn to dynamic boundary conditions of Cahn–Hilliard type, starting with the model of Liu and Wu.
4.2. Boundary conditions of Liu and Wu. In this section, we consider the Crank–Nicolson type scheme applied to system (2.8). Given consistent initial data \( u^0, p^0 \) and \( w^0 \), \( w^0_\Gamma \) from Remark 4.1, the resulting scheme reads

\[
\begin{align*}
(4.3a) \quad & u^{n+1} + \tau \sigma K_{\Omega} w^{n+1/2} = u^n \quad & \text{in } \mathcal{V}^*, \\
(4.3b) \quad & \varepsilon K_{\Omega} u^{n+1/2} + \varepsilon^{-1} \left( \frac{|u^{n+1/2}|^2 + |u^n|^2}{2} - 1 \right) u^{n+1/2} - \varepsilon B^* \chi^{n+1} = w^{n+1/2} \quad & \text{in } \mathcal{V}^*, \\
(4.3c) \quad & p^{n+1} + \tau K_{\Gamma} w^n_{\Gamma} = p^n \quad & \text{in } \mathcal{P}^*, \\
(4.3d) \quad & \delta \kappa K_{\Gamma} p^{n+1/2} + \delta^{-1} \left( \frac{|p^{n+1/2}|^2 + |p^n|^2}{2} - 1 \right) p^{n+1/2} + \varepsilon \lambda^{n+1} = w^n_{\Gamma} \quad & \text{in } \mathcal{P}^*, \\
(4.3e) \quad & B u^{n+1} - p^{n+1} = 0 \quad & \text{in } \mathcal{Q}^*,
\end{align*}
\]

where the last equation may again be replaced by \( Bu^{n+1/2} - p^{n+1/2} = 0 \). This scheme satisfies the following dissipation result.

**Proposition 4.7.** Under the assumption of consistent initial data, i.e., \( p^0 = u^0|_\Gamma \), the scheme (4.3) is energy-dissipative.

**Proof.** We proceed similarly as in the previous proof and consider the sum of equations (4.3a)-(4.3d) with test functions \( w^{n+1/2}, u^{n+1} - u^n, w^n_{\Gamma} \), and \( p^{n+1} - p^n = (u^{n+1} - u^n)|_\Gamma \), respectively. This leads to

\[
\begin{align*}
\varepsilon \left\| \nabla u^{n+1} \right\|^2 + \frac{\varepsilon}{2} \left\| \nabla u^n \right\|^2 + \frac{1}{\varepsilon} \int_{\Omega} W(u^{n+1}) - W(u^n) \, dx + \tau \sigma \left\| \nabla w^{n+1/2} \right\|^2 \\
+ \delta \kappa \left\| \nabla p^{n+1} \right\|^2 - \frac{\delta \kappa}{2} \left\| \nabla p^n \right\|^2 + \frac{1}{\delta} \int_{\Omega} W(p^{n+1}) - W(p^n) \, dx + \tau \left\| \nabla w^{n+1/2} \right\|^2 = 0,
\end{align*}
\]

which directly gives \( E(u^n) \geq E(u^{n+1}). \) \( \square \)

As in the previous model, the PDAE-based formulation allows a refined spatial discretization of the boundary. The possible gain in accuracy is illustrated numerically in Section 4.4.

4.3. Boundary conditions of Goldstein, Miranville, and Schimpera. The Crank–Nicolson type scheme applied to (2.10) yields

\[
\begin{align*}
(4.4a) \quad & u^{n+1} + \tau \sigma K_{\Omega} w^{n+1/2} - \tau B^* \mu^{n+1} = u^n \quad \text{in } \mathcal{V}^*, \\
(4.4b) \quad & \varepsilon K_{\Omega} u^{n+1/2} + \varepsilon^{-1} \left( \frac{|u^{n+1/2}|^2 + |u^n|^2}{2} - 1 \right) u^{n+1/2} - \varepsilon B^* \chi^{n+1} = w^{n+1/2} \quad \text{in } \mathcal{V}^*, \\
(4.4c) \quad & p^{n+1} + \tau K_{\Gamma} \mu_{\Gamma}^{n+1/2} + \tau \mu^{n+1} = p^n \quad \text{in } \mathcal{P}^*, \\
(4.4d) \quad & \delta \kappa K_{\Gamma} p^{n+1/2} + \delta^{-1} \left( \frac{|p^{n+1/2}|^2 + |p^n|^2}{2} - 1 \right) p^{n+1/2} + \varepsilon \lambda^{n+1} = \mu^{n+1/2} \quad \text{in } \mathcal{P}^*, \\
(4.4e) \quad & B u^{n+1} - p^{n+1} = 0 \quad \text{in } \mathcal{Q}^*, \\
(4.4f) \quad & B w^{n+1} - r^{n+1} = 0 \quad \text{in } \mathcal{Q}^*.
\end{align*}
\]

Besides the initial data \( u^0 \) and \( p^0 \), this scheme also needs values \( w^0 \) and \( r^0 \), cf. Remark 4.1. Once more, we discuss the dissipation of energy of the introduced scheme.

**Proposition 4.8.** Under the assumption of consistent initial data, i.e., \( p^0 = u^0|_\Gamma \) and \( r^0 = w^0|_\Gamma \), the scheme (4.4) is energy-dissipative.
Proof. To prove the dissipation of energy, we consider the sum of equations (4.4a)-(4.4d) with test functions $w_n^{+1/2}$, $u_n^{+1} - u_n$, $r_n^{+1/2}$, and $p_n^{+1} - p_n = (u_n^{+1} - u_n)|_\Gamma$, respectively. This gives

$$
\frac{\varepsilon}{2} \| \nabla u_n^{+1} \|^2 - \frac{\varepsilon}{2} \| \nabla u_n \|^2 + \frac{1}{\varepsilon} \int_\Omega W(u_n^{+1}) - W(u_n) \, dx + \tau \rho \| \nabla w_n^{+1/2} \|^2
$$

$$
+ \frac{\delta \kappa}{2} \| \nabla \Gamma p_n^{+1} \|^2 - \frac{\delta \kappa}{2} \| \nabla \Gamma p_n \|^2 + \frac{1}{\delta} \int_\Omega W_\Gamma (p_n^{+1}) - W_\Gamma (p_n) \, dx + \tau \| \nabla \Gamma r_n^{+1/2} \|^2
$$

$$
+ \varepsilon \left( \lambda_n^{+1}, (p_n^{+1} - p_n) - (u_n^{+1} - u_n)|_\Gamma \right)_\Gamma + \tau \left( \mu_n^{+1}, r_n^{+1/2} - w_n^{+1/2}|_\Gamma \right)_\Gamma = 0.
$$

By (4.4e) and the assumed consistency of the initial data, we have $p_n = u_n|_\Gamma$ for all $n \geq 0$ such that the $\lambda$-term vanishes. Due to (4.4f) also the $\mu$-term vanishes, which directly results in $E(u_n) \geq E(u_n^{+1})$.

We close this section on energy-dissipative second-order schemes with a numerical experiment of a two-dimensional model problem with dynamic boundary conditions of Liu–Wu type.

4.4. Numerical experiment. In this final example, we illustrate the positive effect of a spatial refinement of the boundary for the approximation of the variable $p$. For this, we consider the same system as in Section 3.4.2 and fix the spatial mesh used in the bulk (for $u$). Additional refinements of the spatial boundary mesh lead to a decrease of the errors in $p$ and also slightly in $u$, cf. the spatial discretization error in Figure 4.1. Independent of the spatial meshes, the energy dissipates as predicted by the theory.

We analyze the convergence order in time for different spatial refinements of $\Gamma$ (with mesh sizes $h_\Gamma = 2^{-4}, \ldots, 2^{-6}$) and a fixed mesh used for $\Omega$ (with mesh size $h = 2^{-4}$). The errors compared with a reference solution computed on a finer mesh are measured in the $L^2(0,T; H^1(\Gamma))$-norm and illustrated in Figure 4.1. The plateaus, which are reached by the solid lines, indicate the spatial errors. In contrast, the dashed lines show the pure temporal errors, i.e., the errors based on a reference solution computed on the same spatial mesh. As claimed, one observes that the refinement of the boundary does not influence the convergence in time.

5. Conclusion

In this paper, we have presented PDAE formulations of the Cahn–Hilliard equation with different types of dynamic boundary conditions. Since this approach formally decouples bulk and surface dynamics, different discretizations – in time and space – can be chosen in the bulk and on the surface. This increase of flexibility is of particular value if the boundary requires a finer discretization, e.g., due to an oscillatory behaviour of the solution. The proposed time stepping schemes of first and second order preserve the properties of mass-conservation and energy-dissipation and, at the same time, allow a refined spatial discretization of the boundary.
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