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Abstract

Developing conversational systems that can converse in many languages is an interesting challenge for natural language processing. In this paper, we introduce multilingual addressee and response selection. In this task, a conversational system predicts an appropriate addressee and response for an input message in multiple languages. A key to developing such multilingual responding systems is how to utilize high-resource language data to compensate for low-resource language data. We present several knowledge transfer methods for conversational systems. To evaluate our methods, we create a new multilingual conversation dataset. Experiments on the dataset demonstrate the effectiveness of our methods.

1 Introduction

Open-domain conversational systems, such as chatbots, are attracting a vast amount of interest and play their functional and entertainment roles in real-world applications. Recent conversational models are often built in an end-to-end fashion using neural networks, which require a large amount of training data \citep{Vinyals2015,Serban2016}. However, it is challenging to collect enough data to build such models for many languages. Consequently, most work has targeted high-resource languages, such as English and Chinese \citep{Shang2015,Serban2016}.

In this work, we aim to develop multilingual conversational systems that can return appropriate responses in many languages. Specifically, we assume the two types of systems: (i) language-specific systems and (ii) language-invariant systems. A language-specific system consists of multiple conversational models, each of which returns responses in a corresponding language. By contrast, a language-invariant system consists of a single unified model, which returns responses in all target languages. A key to building these multilingual models is how to utilize high-resource language data to compensate for low-resource language data. We present several knowledge transfer methods. To the best of our knowledge, this is the first work focusing on low-resource language enablement of conversational systems.

One challenge when developing conversational systems is how to evaluate the system performance. For generation-based conversational systems, which generate each word for a response one by one, many studies adopt human judgments. However, it is costly and impractical to adopt this evaluation method for multilingual systems, especially for minor-language systems. Thus, as a first step, we develop retrieval-based conversational systems and evaluate the ability to select appropriate responses from a set of candidates.

Fig.\textsuperscript{1} shows the overview of our multilingual responding systems.

This paper provides: (i) formal task definitions, (ii) several knowledge-transfer methods and (iii) a multilingual conversation dataset. First, we introduce and formalize the two task settings: single-language adaptation for language-specific systems and multi-language adaptation for language-invariant systems (Sec.\textsuperscript{4}).
Second, we present several methods leveraging high-resource language data to compensate for low-resource language in the two settings (Sec. 5). Our basic method uses multilingual word embeddings and transfers source-language knowledge to target languages (Sec. 5.1 (a)). We also design three extended methods. Among them, the fine-tuning method builds a model specific to a single target language (Sec. 5.2 (b)). The joint loss training and the multi-language adversarial training methods build a unified model invariant for multiple target languages (Sec. 5.2 (c) and (d)).

Third, we create a multilingual conversation corpus and dataset (Sec. 6). From the Ubuntu IRC Logs, we collect the logs in 12 languages.

To show benchmark results, we perform experiments on the created dataset (Sec. 7). The results demonstrate that our methods allow models to effectively adapt to low-resource target languages.

In particular, our method using Wasserstein GAN (Arjovsky et al., 2017) achieves high-performance for simultaneously dealing with multiple languages with a single unified model.

2 Related Work

Short Text Conversation

In short text conversation, a system predicts an appropriate response for an input message in single-turn, two-party conversation (Ritter et al., 2011). One major approach to it is the generation-based approach, which generates a response using a sequence-to-sequence model (Shang et al., 2015; Vinyals and Le, 2015; Serban et al., 2016; Li et al., 2016; Mei et al., 2017). Another popular approach is the retrieval-based approach, which retrieves candidate responses from a repository and returns the highest scoring one using a ranking model (Wang et al., 2013; Lu and Li, 2013; Ji et al., 2014; Wang et al., 2015). Lowe et al. (2015) proposed next utterance classification (NUC), in which a model has to select an appropriate response from a fixed set of candidates.

Evaluation for Conversational Systems

Evaluation methods for conversational systems are an open question (Lowe et al., 2015; Liu et al., 2016; Lowe et al., 2017).

While many of previous studies on conversational systems used human judgements, automatic evaluation methods are attractive because it is much easier and less costly to use. However, according to Liu et al. (2016), for generation-based systems, automatic evaluation metrics, such as BLEU (Papineni et al., 2002), correlate very weakly with human judgements.

For retrieval-based systems, some studies used ranking-based metrics, such as mean average precision and accuracy (Ji et al., 2014; Wang et al., 2015). Lowe et al. (2016) confirmed the feasibility of NUC as a surrogate task for building conversational systems. Although there are controversial issues for these
evaluation methods (Lowe et al., 2015), as a practical choice, we adopt the accuracy-based metric for evaluating multilingual conversational systems.

**Addressee and Response Selection**

NUC focuses on two-party, multi-turn conversation. As an extension of it, Ouchi and Tsuboi (2016) proposed addressee and response selection (ARS) for multi-party conversation. ARS integrates the addressee detection problem, which has been regarded as a problematic issue in multi-party conversation (Traum, 2003; Jovanović and Akker, 2004; Bohus and Horvitz, 2011; Uthus and Aha, 2013). Mainly, this problem has been tackled in spoken/multimodal dialog systems (Jovanović et al., 2006; Akker and Traum, 2009; Nakano et al., 2013; Ravuri and Stolcke, 2014). While these systems largely rely on acoustic signal or gaze information, ARS focuses on text-based conversations. Extending these studies, we tackle multilingual, multi-turn, and multi-party text conversation settings.

**Cross-Lingual Conversation**

The motivation of our task is similar with that of Kim et al. (2016). They tackled cross-lingual dialog state tracking in English and Chinese. While they transfer knowledge from English to Chinese, we transfer knowledge between a high-resource and several low-resource languages.

### 3 Addressee and Response Selection

Addressee and response selection (ARS), proposed by Ouchi and Tsuboi (2016), assumes the situation where a responding agent returns a response to an addressee following a conversational context.

Formally, given an input conversational situation \( x \in X \), a system predicts \( y \in Y \), which consists of an addressee \( a \) and a response \( r \):

\[
\text{GIVEN}: \ x = (a_{\text{res}}, \ C, \ R), \quad \text{PREDICT}: \ y = (a, r)
\]

where \( a_{\text{res}} \) is a responding agent, \( C \) is a context (a sequence of previous utterances) and \( R \) is a set of candidate responses. To predict an addressee \( a \), we select an agent from a set of the agents appearing in a context \( A(C) \). To predict a response \( r \), we select a response from a set of candidate responses \( R = \{r_1, \ldots, r_{|R|}\} \).

This task evaluates accuracy on the three aspects: addressee-response pair selection (ADR-RES), addressee selection (ADR), and response selection (RES). In ADR-RES, we regard the answer as correct if both the addressee and response are correctly selected. In ADR/RES, we regard the answer as correct if the addressee/response is correctly selected.

### 4 Multilingual Addressee and Response Selection

As an extension of monolingual ARS, we propose multilingual addressee and response selection (M-ARS). In ARS, a system is given as input a set of candidate responses and a conversational context in a single language. By contrast, in M-ARS, a system receives the inputs in one of multiple languages. In the following, we first explain our motivation for tackling M-ARS and then describe the formal task definitions.

#### 4.1 Motivative Situations

We assume the two multilingual conversational situations:

- You want to build language-specific systems, each of which responds in a single language.
- You want to build one language-invariant system, which responds in multiple languages.

The first situation is that we build \( K \) models, each of which is specialized for one of \( K \) target languages. The second one is that we build one unified model that can deal with all \( K \) target languages. Taking these situations into account, we present the corresponding two tasks: (i) single-language adaptation and (ii) multi-language adaptation.

---

3Due to the space limitation, we give a brief overview of ARS. For the complete task definition, please refer to Ouchi and Tsuboi (2016).
4.2 Task Overview

The goal of single-language adaptation is to develop and evaluate a language-specific ARS model for a single target language. For example, using English, German and Italian training data, we build a model specialized for German conversation. The goal of multi-language adaptation is to develop and evaluate a language-invariant ARS model for multiple target languages. For example, using English, German and Italian training data, we build a model that can respond to not only German but also Italian and English conversation. In the following subsections, we formalize each of these tasks.

4.3 Formal Task Definition

We assume that we have conversation data in each of a set of languages $\mathcal{K}$.

Training

In the training phase, a training dataset is given for each language $k \in \mathcal{K}$:

$$D_{\text{train}}^{(k)} = \{ (x_i^{(k)}, y_i^{(k)}) \}_{i=1}^{N^{(k)}}, \ k \in \mathcal{K}$$

where $x_i^{(k)}$ and $y_i^{(k)}$ are a conversational situation and the target output in language $k$, respectively. We train a model $F : \mathcal{X} \rightarrow \mathcal{Y}$ on these training samples.

Evaluation

In single-language adaptation, we evaluate a trained model for a single target language $t \in \mathcal{K}$. The trained model receives an input of the target language, $x^{(t)} \sim D_{\text{eval}}^{(t)}$, and predicts $\hat{y}^{(t)}$. As evaluation metrics, we use the three accuracies (ADR-RES, ADR and RES) used in ARS (Sec. 3).

In multi-language adaptation, given evaluation datasets for all the languages $\mathcal{K}$, i.e., $\bigcup_k D_{\text{eval}}^{(k)}$, the trained model receives an input of each language $x_i^{(k)} \sim D_{\text{eval}}^{(k)}$ and predicts $\hat{y}_i^{(k)}$. As evaluation metrics, we use macro average over all the languages: ADR-RES = $\frac{\sum_k ADR-RES^{(k)}}{|\mathcal{K}|}$. ADR and RES are also computed in the same way.

5 Methods

In this section, we firstly describe a model used for addressee and response selection, and then explain our proposed methods to train parameters of the model.

Our model $F$ consists of a feature extractor $f^E$, addressee scoring function $f^A$ and response scoring function $f^R$. $f^A$ and $f^R$ return relevance scores (probabilities) for an addressee and response:

$$f^A(x, a_i) = \sigma([a_{\text{res}}, h_c]^T W_a a_i) \quad (1)$$
$$f^R(x, r_j) = \sigma([a_{\text{res}}, h_c]^T W_r r_j) \quad (2)$$

where $a_{\text{res}}$ is a responding agent vector, $h_c$ is a conversational context vector, $a_i$ is an agent vector, and $r_j$ is a candidate response vector. All these vectors are encoded by the feature extractor $f^E$. We use the dynamic model (Ouchi and Tsuboi, 2016) as $f^E$. Fig. 2 shows the overview of the dynamic model. This model represents each agent as a hidden state vector that dynamically changes along with time steps in GRU (Cho et al., 2014).

A model $F$ is parameterized by $\theta = \{ \theta_E \cup \{ W_a, W_r \} \}$, where $\theta_E$ is parameters of $f^E$. To train these parameters, we present four methods. These methods assume that we have training sets for a set of languages $\mathcal{K}$: some of them are high-resource languages $\mathcal{S} \subseteq \mathcal{K}$ and others are relatively low-resource languages $\mathcal{T} = \mathcal{S}$. 
5.1 A Basic Method

(a) Multilingual Embedding Replacement

This method trains a model $\mathcal{F}$ on high-resource language data $\mathcal{D}_{\text{train}}^{(s)}$, where $s \in \mathcal{S}$, and uses the trained model for responding conversations in other languages $\bar{\mathcal{S}}$. To realize this transfer, we use multilingual embeddings.

Consider the case where the high-resource language is English ($\text{En}$) and low-resource language is German ($\text{De}$). In the training phase, we use English word embeddings to train model parameters. In the testing phase, instead of the English embeddings, we use German embeddings:

\[
\text{Train: } w = W_{\text{emb}}^{(\text{En})} w \\
\text{Test: } w = W_{\text{emb}}^{(\text{De})} w
\]

where $w$ is a one-hot vector. We just replace the English word embeddings $W_{\text{emb}}^{(\text{En})}$ with the German ones $W_{\text{emb}}^{(\text{De})}$. After looking up each word embedding $w$, the neural model computes the hidden states. One advantage of this method is to require no target language data. As multilingual embeddings, we use MultiCCA\footnote{The pre-trained MultiCCA embeddings are provided at \url{http://128.2.220.95/multilingual/data/}} proposed by Ammar et al. (2016). In these embeddings, semantically similar words in the same language or translationally equivalent words in different languages are projected onto nearby.

Besides multilingual embeddings, another option to build a conversational model without target language data is to translate high-resource language data to low-resource one and train a conversational model on the translations. One limitation of this approach is that it is costly to prepare parallel corpora for building the translation model. We discuss this approach in Sec. 7.3.

5.2 Extended Methods

We present the two types of methods which use target language data for building (i) language-specific models and (ii) language-invariant models.

5.2.1 Methods for Language-Specific Models

(b) Fine-Tuning with Target Language Data

To compensate for the lack of the low-resource language data, this method firstly trains a model $\mathcal{F}_{\theta}$ on high-resource language data (pre-training phase). Then, using the pre-trained parameters $\theta$ as the initial values, this method re-trains them on low-resource language data (fine-tuning phase). We can expect that by gaining the better initial parameters, the tuning effectively adapts the model to the target language.

\*\*\*\*\*\*

Figure 2: Overview of Dynamic Model.

Figure 3: Overview of our W-GAN training method for multiple target languages.
In order to build language-invariant models, it is critical to consider the two perspectives: (i) avoiding catastrophic forgetting and (ii) learning language-invariant features. Catastrophic forgetting (Kirkpatrick et al., 2017) is the phenomenon that a model forgets knowledge of previously trained tasks (languages) by incorporating knowledge of the current task (language). Language-invariant features are the features that are common and unchanged in different languages. Taking these two perspectives into account, we present the following two methods.

(c) Joint Loss Training
This method aims to avoid catastrophic forgetting by jointly training model parameters on all the language data at a time. Assuming that we have a set of languages $K$, this method uses the joint loss function: $J_{\text{joint}}(\theta) = \sum_k J(D^{(k)}, \theta)$ where the loss function $J$ is the cross-entropy loss used in Ouchi and Tsuboi (2016).

(d) Multi-Language Adversarial Training
To learn language-invariant features, we use a framework of Wasserstein-GAN (W-GAN) (Arjovsky et al., 2017), a recently proposed technique to improve stability for generative adversarial nets (GANs) (Goodfellow et al., 2014). The aim of this method is to match the distributions of feature representations in two languages.

Fig. 3 illustrates an example. English is the high-resource language $s \in S$, and German and Croatian are low-resource languages $t \in T$. For each language, the feature extractor $f$ receives an input conversation $x$ and computes the hidden features $h = f^E(x)$. Thus, by using $f^E$, we obtain the hidden feature $h^{(s)}$ and $h^{(t)}$ for English and the others, respectively.

A pair of the high- and low-resource language features $h^{(s)}$ and $h^{(t)}$ is given to a critic $g$ to minimize the Wasserstein distance between the distributions $p(h^{(s)})$ and $p(h^{(t)})$:

$$W(p(h^{(s)}), p(h^{(t)})) = \max_{\pi} \mathbb{E}_{h^{(s)} \sim p(h^{(s)})}[g_{\pi}(h^{(s)})] - \mathbb{E}_{h^{(t)} \sim p(h^{(t)})}[g_{\pi}(h^{(t)})]$$

where the maximum is taken over the set of all 1-Lipschitz functions $g_{\pi}$.

By maximizing this equation, the distributions of the feature representations, $p(h^{(s)})$ and $p(h^{(t)})$, are made as close as possible. In this paper, the critic $g_{\pi}$, we use multi-layer perceptron.

Eq. 3 is designed for the two distributions. Thus, we generalize this W-GAN equation to deal with $|S|$ high-resource languages and $|T|$ low-resource languages:

$$J_{\text{wgan}}(\theta) = \sum_{s \in S} \sum_{t \in T} W(p(h^{(k)}), p(h^{(l)}))$$

This loss function $J_{\text{wgan}}$ is integrated with the joint loss: $J_{\text{adv}}(\theta) = J_{\text{joint}}(\theta) + \lambda J_{\text{wgan}}(\theta)$ where $\lambda$ is a hyper-parameter that balances these loss functions and we used $\lambda = 0.5$.

6 Corpus and Dataset
One of our goals is to provide a multilingual conversation corpus/dataset that can be used over a wide range of conversation research. We follow the corpus and data creation method of Ouchi and Tsuboi (2016). First, we crawl the Ubuntu IRC Logs and preprocess the logs in many languages. Each language is identified by using a language detection library (Nakatani, 2010). The resulting corpus consists of multilingual conversations in 12 languages, shown in Tab. 1.

Then, we create an M-ARS dataset. For each language, we set the ground-truth/false addressees and responses following Ouchi and Tsuboi (2016). Note that the addressed usernames in utterances have been
Table 1: Statistics of M-ARS corpus.

| Language    | Docs | Utters | Words   |
|-------------|------|--------|---------|
| English (en) | 7355 | 2.4 M  | 27.0 M  |
| Italian (it) | 357  | 165 k  | 1.1 M   |
| Croatian (hr)| 254  | 80 k   | 630 k   |
| German (de)  | 248  | 38 k   | 335 k   |
| Portuguese (pt)| 211 | 52 k   | 285 k   |
| Slovenian (sl)| 179 | 59 k   | 357 k   |
| Polish (pl)  | 67   | 8.8 k  | 51 k    |
| Dutch (nl)   | 57   | 7.2 k  | 75 k    |
| Spanish (es) | 36   | 7.1 k  | 49 k    |
| Swedish (sv) | 26   | 1.7 k  | 6.8 k   |
| Russian (ru) | 5    | 0.5 k  | 1.5 k   |
| French (fr)  | 3    | 0.5 k  | 3.0 k   |

Table 2: Statistics of the M-ARS dataset.

| Dataset     | Language (en) | Train   | Dev     | Test    |
|-------------|---------------|---------|---------|---------|
|              | English (en)  | 665.6 k | 45.1 k  | 51.9 k  |
|              | Italian (it)  | 38.51 k | 2.56 k  | 3.87 k  |
|              | Croatian (hr) | 11.387  | 512     | 1.145   |
|              | German (de)   | 5.500 k | 354     | 569     |
|              | Portuguese (pt)| 5.951 | 285     | 975     |

Table 3: Results for Single-/Two-/Five- language adaptation. Each number represents accuracy on addressee-response selection (ADR-RES), addressee selection (ADR) or response selection (RES).

Removed for addressee selection. Thus, we have to predict the addressees without seeing the addressed usernames. The number of candidate responses (|R|) is set to 2 or 10. The dataset is then randomly partitioned into a training set (90%), a development set (5%) and a test set (5%). Tab. 2 shows the statistics of the top 5 largest language sections of this resulting dataset.

7 Experiments

7.1 Experimental Setup

7.1.1 Task Settings

We use the following languages: (i) English (En) as the high-resource language, and (ii) Italian (It), Croatian (Hr), German (De), Portuguese (Pt) as the low-resource languages. In the following, we describe the languages used in each task.

(a) Single-Language Adaptation

Train: English + 1 Low-Res. Language,    Dev & Test: 1 Low-Res. Language

For example, in the case that the target is Italian (It), we use the En and It training sets to train a model, and evaluate the trained model on the It test set. As evaluation metrics, we use the three types
of accuracies, ADR-RES, ARD and RES (described in Sec. 3). We report the macro average accuracies of all source-target language pairs (En-It, En-Hr, En-De, and En-Pt).

(b) Multi-Language Adaptation

Train: English + |T| Low-Res. Languages, Dev & Test: English + |T| Low-Res. Languages

We use the En, It, Hr, Pt, and De training sets to train a unified model, and evaluate it on the test sets for all the languages (En, It, Hr, Pt, De). As evaluation metrics, we use the macro averages of ADR-RES, ARD and RES for all the languages. For example, for two language adaptation (|T| = 1), we report the macro averages over all the language pairs (En-It, En-Hr, En-De, and En-Pt). For five language adaptation (|T| = 4), we report the macro averages over all the five languages. Note that while we evaluate the performance on only the test set of the target low-resource language in single-language adaptation, we evaluate it on the test sets of English and the low-resource languages in multi-language adaptation.

7.1.2 Comparative Methods

We compare several methods. Our proposed methods (Sec. 5) are orthogonal, so that we can combine a method with others. In the following, we list the methods used in the comparison.

- TRGONLY: A dynamic model proposed by Ouchi and Tsuboi (2016) trained on only the low-resource target language data.
- ENONLY: A model built by (a) multilingual embedding replacement in Sec. 5.1 training a model on the English data and replacing the English word embeddings with the embeddings of the low-resource language.
- FINE TUNE: A model built by (b) fine-tuning in Sec. 5.2 training a model on the high-resource language (English), and retraining it on the low-resource language.
- JOINT: A model built by (b) fine-tuning and (c) joint loss training: building a model by FINE TUNE as an initial model, and retraining it with the joint loss functions.
- WGAN: A model built by (b) fine-tuning and (d) multi-language adversarial training: building a model by FINE TUNE as an initial model, and retraining it with W-GAN.

Besides the neural models, we also use the TF-IDF model used in Ouchi and Tsuboi (2016). This model firstly creates TF-IDF vectors for the context and each candidate response. Then, it computes the cosine similarity for each pair of the context vector and a response vector. Finally, it selects the candidate response with the highest similarity.

7.1.3 Optimization

We use stochastic gradient descent (SGD) with a mini-batch method. To update parameters, we use Adam (Kingma and Ba, 2014). We describe the details of hyper-parameter settings in Supplementary Material.

7.2 Results

Tab. 3 shows the results of single-language and multi-language adaptation. Note that Tab. 6, Tab. 7 and Tab. 8 shows the detailed results for each language.

Single-Language Adaptation

WGAN achieved the best scores for most of the metrics. This suggests that the W-GAN method successfully transfers knowledge of high-resource language to a low-resource language. Also, FINE TUNE outperformed TRGONLY. This means that pre-training parameters on the high-resource language data improves a model for a target low-resource language. Interestingly, ENONLY achieved higher scores than chance-level without any target language data. One possible explanation is that the multilingual embeddings have good alignments to some extent between similar meaning words in different languages.
Multi-Language Adaptation
In both two- and five-language adaptation, WGAN achieved the best scores. Specifically, in five language adaptation, regardless of using a single, unified model, JOINT and WGAN achieved high-performance.10 Also, WGAN outperformed JOINT in all the metrics. This suggests that WGAN learns language-invariant features more effectively.

In NLP tasks, Chen et al. (2016) applied W-GAN to cross-lingual sentiment classification and successfully transferred the source-side knowledge to the target one. In this paper, we have extended the adaptation of single source-target pair to the adaptation of multiple pairs. Our experimental results show that our method works well for multi-language adaptation in conversation domain.

7.3 Data Augmentation with NMT
As we mentioned in Sec. 5.1(a), as another approach to compensating for low-resource language, we use data augmentation. To increase the amount of the training set of a low-resource language, we translate high-resource language (English) samples to low-resource ones by using Neural Machine Translation (NMT). Although some translations are noisy, we can obtain much more training samples for a low-resource language. One limitation of this method is that it is costly to prepare parallel corpora, which is often unavailable for low-resource languages. For reproducibility, we use publicly available NMT models already trained on a parallel corpus. Since OpenNMT11 provides an English-German model, we conduct experiments for the English-German pair.

We investigate the effects of translated German data for pre-training a model. Translating English (En) training utterances to German (De) ones by using the trained NMT model, we can obtain translated German training data (De’). We compare the two settings: (i) pre-training a model on English data and (ii) pre-training a model on translated German data. After pre-training, we apply the methods used in Sec. 7. We evaluate the performance with ADR-RES accuracy on the German test set. Fig. 4 shows the results (|R| = 10). The red dotted line is the performance of the modes trained on only original German training data (De). In each method, the blue bar at left hand is a model pre-trained on English (En), and the green bar at right hand is a model pre-trained on (De’).

PRETRAINONLY, the left-most method in Fig 4 uses the pre-trained models. The results were almost the same between models pre-trained on English or translated German data, and worse than the model trained on only the original German training data (red dotted line). This suggests that only the translations by NMT are not sufficient for building good multilingual ARS models.

Furthermore, we re-train the pre-trained models by using the three methods, FINE TUNE, JOINT and WGAN. In other words, each method uses a pre-trained model as the initial model and re-trains the parameters. In all methods, the models re-trained from the De’ pre-trained model (green bars) were better. Since FINE TUNE builds a model for each target language, it cannot analyze multiple languages with a single model. That is why there is no result of FINE TUNE in five-language adaptation.

10Since FINE TUNE builds a model for each target language, it cannot analyze multiple languages with a single model. That is why there is no result of FINE TUNE in five-language adaptation.
11http://opennmt.net/Models/
than the ones from the pre-trained ones (blue bars). This suggests that by combining the NMT-based data augmentation method with the knowledge-transfer methods, the performance is boosted. Another point is that WGAN consistently outperformed the other methods, which supports the utility of WGAN.

7.4 Analysis of Number of Agents

We investigate how accuracy fluctuates according to the number of agents in the context of length 15, as shown in Fig. 5. Overall, as the number of agents increases, the accuracies of all the methods tend to decline. Among them, WGAN achieved the best results in most of the cases. This suggests that WGAN can stably predicts addressees and responses in conversations with many participants.

8 Conclusion and Future Work

We have introduced multilingual addressee and response selection by providing (i) formal task definitions, (ii) several knowledge-transfer methods and (iii) a multilingual conversation corpus and dataset.

Experimental results have demonstrated that our methods allow models to adapt multiple target languages. In particular, methods for language-invariant models can simultaneously deal with multiple languages with a single model.

Since our methods and dataset can apply to response generation, tackling the multilingual response generation tasks is an interesting line of our future work. In addition, our language-invariant systems can receive conversation in a language (e.g., English) and reply to it in another language (e.g., German). It can lead to interesting findings that our system is evaluated on code-mixing situations, where two or more languages are used in the same context.
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A Hyper-Parameters

| Hyper-parameter            | Values          |
|---------------------------|----------------|
| Embedding size            | 512            |
| GRU state size            | 256            |
| WGAN λ                    | 0.50           |
| WGAN iterations           | 5              |
| Critic hidden size        | 512            |
| Critic activation function| ReLU           |
| Batch size                | 32             |
| Max epoch                 | 30             |
| Adam alpha                | {0.001, 0.0005, 0.0001} |
| L2 weight decay           | {0.001, 0.0005, 0.0001} |

Table 4: Hyper-parameters for our experiments.

B Statics of Dataset

Tab. 5 shows the details of our dataset. “Docs” is documents, “Utters” is utterances, “W. / U.” is the number of words per utterance, “A. / D.” is the number of agents per document.

| Dataset (Train / Dev / Test) | English (En) | Italian (It) | Croatian (Hr) | German (De) | Portuguese (Pt) |
|------------------------------|--------------|--------------|---------------|-------------|----------------|
| No. of Docs                  | 7355         | 357          | 254           | 248         | 211            |
| No. of Utters                | 2.4 M        | 165 k        | 80 k          | 38 k        | 52 k           |
| No. of Words                 | 27.0 M       | 1.1 M        | 630 k         | 335 k       | 285 k          |
| No. of Samples               | (23.8 M / 1.5 M / 1.7 M) | (1.0 M / 54 k / 100 k) | (553 k / 25 k / 52 k) | (294 k / 16 k / 24 k) | (243 k / 11 k / 30 k) |
| Avg. W. / U.                 | 11.1         | 7.2          | 7.5           | 8.5         | 5.2            |
| Avg. A. / D.                 | 26.8         | 25.6         | 12.9          | 16.4        | 19.0           |

Table 5: Statistics of the multilingual dataset.

C Results for each language

Tab. 6 shows the detailed results of single-language adaptation. Tab. 7 shows the detailed results of two-language adaptation. Tab. 8 shows the detailed results of five-language adaptation.
| Target | #Train | Method   | $|R|=2$ ADR-RES | ADR-RES | $|R|=10$ ADR-RES | ADR-RES |
|--------|--------|----------|----------------|--------|-----------------|--------|
| It     | 38,511 | CHANCE   | 2.99 5.97 50.00 | 0.60 5.97 10.00 |
|        |        | TF-IDF   | 43.89 67.49 64.58 | 16.63 67.49 23.42 |
|        |        | TRGONLY  | 63.28 79.86 78.36 | 32.87 80.92 38.73 |
|        |        | ENONLY   | 44.54 72.37 60.11 | 9.91 66.74 16.29 |
|        |        | FINE TUNE | 64.81 80.79 79.14 | 34.57 81.44 41.26 |
|        |        | JOINT   | 63.44 79.81 78.36 | 34.37 80.30 40.82 |
|        |        | WGAN    | 65.17 80.56 79.94 | 35.71 80.76 42.14 |
| Hr     | 11,387 | CHANCE   | 5.39 10.78 50.00 | 1.08 10.78 10.00 |
|        |        | TF-IDF   | 35.63 58.78 61.05 | 10.22 58.78 17.29 |
|        |        | TRGONLY  | 40.52 63.06 64.10 | 14.32 63.23 22.97 |
|        |        | ENONLY   | 34.06 60.87 54.24 | 7.95 60.52 12.31 |
|        |        | FINE TUNE | 40.00 62.62 63.23 | 14.67 64.72 22.79 |
|        |        | JOINT   | 44.37 62.97 69.26 | 15.98 62.97 24.54 |
|        |        | WGAN    | 45.07 62.62 70.48 | 16.59 63.76 25.68 |
| De     | 5,500  | CHANCE   | 4.09 8.17 50.00 | 0.82 8.17 10.00 |
|        |        | TF-IDF   | 36.38 64.67 55.36 | 10.19 64.67 14.41 |
|        |        | TRGONLY  | 43.94 67.49 64.15 | 16.52 66.96 22.50 |
|        |        | ENONLY   | 36.56 63.27 59.75 | 5.98 57.12 12.13 |
|        |        | FINE TUNE | 50.44 68.89 72.06 | 20.39 68.19 26.71 |
|        |        | JOINT   | 50.79 70.30 70.47 | 21.79 69.24 27.94 |
|        |        | WGAN    | 52.90 71.53 72.23 | 22.50 68.89 28.30 |
| Pt     | 5,951  | CHANCE   | 3.42 6.84 50.00 | 0.68 6.84 10.00 |
|        |        | TF-IDF   | 42.15 68.92 61.44 | 13.13 68.92 18.87 |
|        |        | TRGONLY  | 41.64 66.67 62.77 | 13.95 67.79 20.31 |
|        |        | ENONLY   | 37.13 66.36 56.51 | 10.15 65.13 14.26 |
|        |        | FINE TUNE | 43.08 66.05 64.92 | 14.97 66.97 21.85 |
|        |        | JOINT   | 47.59 68.10 69.44 | 17.13 68.92 24.21 |
|        |        | WGAN    | 49.54 69.23 70.36 | 18.56 67.38 25.44 |
| Avg.   | -      | CHANCE   | 3.97 7.94 50.00 | 0.80 7.94 10.00 |
|        |        | TF-IDF   | 39.51 64.97 60.61 | 12.54 64.97 18.50 |
|        |        | TRGONLY  | 47.35 69.27 67.35 | 19.42 69.73 26.13 |
|        |        | ENONLY   | 38.07 65.72 57.65 | 8.50 62.38 13.75 |
|        |        | FINE TUNE | 49.58 69.59 69.84 | 21.15 70.33 28.15 |
|        |        | JOINT   | 51.55 70.30 71.88 | 22.32 70.36 29.38 |
|        |        | WGAN    | 53.17 70.99 73.25 | 23.34 70.99 30.39 |

Table 6: Results for single-language adaptation. Each number represents accuracy on addressee-response selection (ADR-RES), addressee selection (ADR) or response selection (RES). #Train is the number of training data.
| Target | Method | $|\mathcal{R}| = 2$ | $|\mathcal{R}| = 10$ |
|--------|--------|----------------|----------------|
|        |        | ADR-RES | ADR | RES | ADR-RES | ADR | RES |
| En, It | CHANCE | 1.80 (0.62, 2.95) | 3.61 | 50.00 | 0.36 (0.12, 0.60) | 3.61 | 10.00 |
|        | TF-IDF | 40.51 (37.13, 43.89) | 61.56 | 66.24 | 16.04 (15.44, 16.63) | 61.56 | 26.31 |
|        | ENONLY | 50.01 (55.47, 44.54) | 70.95 | 69.13 | 20.59 (31.27, 9.91) | 68.05 | 29.11 |
|        | FINE\textsc{TUNE} | 59.13 (53.44, 64.81) | 74.71 | 77.78 | 31.07 (27.56, 34.57) | 74.62 | 39.34 |
|        | JOINT | 59.56 (55.67, 63.44) | 74.63 | 78.50 | 33.04 (31.71, 34.37) | 74.77 | 41.72 |
|        | WGAN | 60.20 (55.23, 65.17) | 74.94 | 79.10 | 33.38 (31.04, 35.71) | 75.09 | 41.87 |
| En, Hr | CHANCE | 2.35 (0.62, 5.39) | 4.71 | 50.00 | 0.47 (0.12, 1.08) | 4.71 | 10.00 |
|        | TF-IDF | 36.76 (37.13, 35.63) | 60.15 | 61.63 | 12.82 (15.44, 10.22) | 60.15 | 21.80 |
|        | ENONLY | 44.77 (55.47, 34.06) | 65.20 | 66.20 | 19.61 (31.27, 7.95) | 64.94 | 27.12 |
|        | FINE\textsc{TUNE} | 46.03 (52.06, 40.00) | 65.29 | 69.15 | 20.96 (27.24, 14.67) | 66.01 | 30.28 |
|        | JOINT | 49.49 (55.66, 43.32) | 65.98 | 73.14 | 22.95 (31.74, 14.15) | 66.15 | 32.23 |
|        | WGAN | 49.80 (54.53, 45.07) | 65.70 | 73.96 | 23.61 (30.62, 16.59) | 66.38 | 33.52 |
| En, De | CHANCE | 3.01 (0.62, 4.08) | 6.01 | 50.00 | 0.60 (0.12, 0.82) | 6.01 | 10.00 |
|        | TF-IDF | 36.38 (37.13, 36.38) | 57.20 | 64.47 | 12.83 (15.44, 10.19) | 57.20 | 23.24 |
|        | ENONLY | 46.02 (55.47, 36.56) | 66.40 | 68.95 | 18.63 (31.27, 5.98) | 63.24 | 27.03 |
|        | FINE\textsc{TUNE} | 52.22 (53.99, 50.44) | 68.79 | 74.52 | 24.66 (28.93, 20.39) | 68.20 | 33.09 |
|        | JOINT | 53.04 (55.28, 50.79) | 69.73 | 74.30 | 26.09 (31.97, 20.21) | 68.98 | 35.14 |
|        | WGAN | 54.05 (55.20, 52.90) | 70.35 | 75.19 | 27.05 (31.42, 22.67) | 69.43 | 35.31 |
| En, Pt | CHANCE | 2.02 (0.62, 3.42) | 4.04 | 50.00 | 0.40 (0.12, 0.68) | 4.04 | 10.00 |
|        | TF-IDF | 39.64 (37.13, 42.15) | 62.27 | 64.67 | 14.29 (15.44, 13.13) | 62.27 | 24.03 |
|        | ENONLY | 46.30 (55.47, 37.13) | 67.94 | 73.33 | 20.71 (31.27, 10.15) | 67.24 | 28.09 |
|        | FINE\textsc{TUNE} | 46.53 (49.98, 43.08) | 66.39 | 68.97 | 20.52 (26.06, 14.97) | 66.74 | 29.13 |
|        | JOINT | 51.39 (55.18, 47.59) | 68.66 | 73.81 | 24.32 (31.51, 17.13) | 69.11 | 33.28 |
|        | WGAN | 52.49 (55.44, 49.54) | 69.31 | 74.29 | 24.88 (31.19, 18.56) | 68.16 | 33.75 |
| Avg.   | CHANCE | 2.30 | 4.59 | 50.00 | 0.46 | 4.59 | 10.00 |
|        | TF-IDF | 38.32 | 60.29 | 64.25 | 13.99 | 60.29 | 23.84 |
|        | ENONLY | 46.77 | 67.62 | 67.90 | 19.88 | 65.86 | 27.83 |
|        | FINE\textsc{TUNE} | 50.98 | 68.79 | 72.60 | 24.30 | 68.89 | 32.96 |
|        | JOINT | 53.37 | 69.75 | 74.94 | 26.60 | 69.75 | 35.59 |
|        | WGAN | 54.14 | 70.07 | 75.63 | 27.23 | 69.76 | 36.11 |

Table 7: Results for two-language adaptation. Each number is macro average of the accuracies over all the languages. Each of the parenthesized numbers in the ADR-RES column is ADR-RES accuracy for each language.

| Target | Method | $|\mathcal{R}| = 2$ | $|\mathcal{R}| = 10$ |
|--------|--------|----------------|----------------|
|        |        | ADR-RES | ADR | RES | ADR-RES | ADR | RES |
| En, It | TF-IDF | 39.04 (37.13, 43.89, 35.63, 36.38, 42.15) | 63.10 | 62.06 | 13.12 | 63.10 | 20.64 |
|        | ENONLY | 41.55 (55.47, 44.54, 34.06, 36.56, 37.13) | 66.48 | 61.75 | 19.88 | 65.86 | 27.83 |
|        | JOINT | 50.69 | 69.00 | 72.18 | 22.80 | 69.18 | 31.11 |
|        | WGAN | 52.11 (53.88, 63.18, 44.19, 52.02, 47.28) | 69.74 | 73.34 | 23.39 | 69.35 | 31.88 |

Table 8: Results for five-language adaptation. Each number is macro average of the accuracies over all the languages. Each of the parenthesized numbers in the ADR-RES column is ADR-RES accuracy for each language.