Robust parameter estimation of regression model with weaker moment
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Abstract

This paper provides some extended results on estimating the parameter matrix of high-dimensional regression model when the covariate or response possess weaker moment condition. We investigate the $M$-estimator of Fan et al. (Ann Stat 49(3):1239–1266, 2021) for matrix completion model with $(1 + \epsilon)$-th moments. The corresponding phase transition phenomenon is observed. When $\epsilon \geq 1$, the robust estimator possesses the same convergence rate as previous literature. While $1 > \epsilon > 0$, the rate will be slower. For high dimensional multiple index coefficient model, we also apply the element-wise truncation method to construct a robust estimator which handle missing and heavy-tailed data with finite fourth moment.
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1 Introduction

Under the traditional settings, sub-Gaussian assumption is often required for noises and designs, regardless of whether the regression model is linear or nonlinear-type. Due to the heavy-tailed phenomena of real-world data, in recent years, there has been a growing body of literature on the robust regression estimation when the design and response are heavy-tailed. For robust parameter estimation of linear-type model, Fan et al. (2017)\cite{11} applied the robust approximate quadratic loss to the sparse linear model and showed that under \((2 + \epsilon)\)-th moment assumption on the noise, the proposed estimator exhibits the same statistical error rate as that of the light-tail noise case. Further, Sun et al. (2020)\cite{32} proposed the adaptive Huber regression and extended the results of Fan et al. (2017)\cite{11} to the case of \((1 + \epsilon)\)-th moment condition on the noise. A tight phase transition for the estimation error of the robust regression parameter estimator was established which paralleled those first discovered by Bubeck et al. (2013)\cite{3} and Devroye et al. (2016)\cite{8} for robust mean estimation without finite variance. Motivated by Sun et al. (2020)\cite{32}, Tan et al. (2018)\cite{33} established the similar phase transition results on sparse reduced rank regression. Fan et al. (2021)\cite{10} focused on robust estimation for the trace regression and their \(M\)-estimator achieves the minimax statistical error rate under only bounded \((2 + \epsilon)\)-th moment response or both bounded fourth moment response and design. Zhu and Zhou (2020)\cite{39} studied the corrupted general linear model with heavy-tailed data under finite fourth moment assumption.

For robust estimation of sparse nonlinear-type regression problem, Yang et al. (2017)\cite{36} and Yang et al. (2017)\cite{37} considered robust estimators of a high-dimensional single index model (SIM) when the covariate and response only have the bounded fourth moment. The proposed estimator achieves the optimal error bound via the truncation method for the design and response. Furthermore, Goldstein et al. (2018)\cite{13} analyzed high-dimensional SIM with elliptical distribution. Fan et al. (2020)\cite{9} studied implicit regularization in SIM with heavy-tailed data. As a generalization of SIM and trace regression model, Na et al. (2019)\cite{26} considered high dimensional varying coefficient index model introduced by Ma and Song (2015)\cite{22} and applied to economics and medical science by Fan and Zhang (2008)\cite{12}. For estimating sparse parameter matrix, they required the existence of bounded 6-th moment of the covariate and response in order to obtain the optimal rate,
but whether the moment constraint can be further relaxed is unknown. Meanwhile, it is worth noting that Fan et al. (2021)[10] tested the superiority of their estimator for trace regression via selecting the scaled Cauchy noise, beyond the corresponding theoretical condition. Motivated by those, a natural question arises:

*Can we further generalize their results and obtain the optimal estimation rate?*

To address this problem, on the basis of Fan et al. (2021)[10]’s work, we further study matrix completion model in which the noise distribution has no finite variance. The applicable condition of their $M$-estimator is promoted. Simultaneously, the sharp phase transition of the convergence rate is observed. As a generalization of matrix completion model, we consider robust parameter estimation of high-dimensional varying index coefficient model with missing observations. To handle missing and heavy-tailed data with only finite fourth moment together, we propose a robust element-wise truncated estimator (see (6)) with the help of Theorem 1 and derive its convergence rate. It turns out that under finite fourth moment assumption, our method shows the robustness against the low order moments such that our estimator can achieve the same statistical error rate as that of Na et al. (2019)[26] with complete observations.

For complete observations, there is a body of literature on robust covariance estimation with heavy-tailed data. Catoni (2012)[6] proposed a robust mean estimator for heavy-tailed sample via an innovative way. Minsker (2018)[23] generalized Catoni’s idea to the multivariate self-adjoint random matrix case. Furthermore, Minsker and Wei (2017)[24], Ke et al.(2019)[15], Minsker and Wei (2020)[25] and Fan et al. (2021)[10] respectively constructed different robust covariance estimators when the samples have bounded fourth moment. Avella-Medina et al. (2018)[1] applied Huber (1964)[14]’s loss to construct robust covariance and precision matrix estimators without finite kurtosis of the samples. Afterwards, Zhang (2021)[38] investigated Huber estimators for high-dimensional time series.

Another line of research considered covariance estimation with missing observations where the missingness is independent with the data. In order to construct unbiased estimators of covariance matrices, most of the recent literature assumed sub-Gaussian distribution for samples. For example, Lounici (2014)[21], Loh and Wainwright (2012)[20], Kolar and Xing (2012)[16] and Cai and Zhang (2016)[5] all put forward procedures for estimating high dimensional near low-rank covariance and sparse precision matrices under sub-Gaussian assumption. Park, S. and Lim, J. (2019)[29] and Park et al. (2021)[30] generalized the
result of Lounici (2014) [21] via inverse probability weighting. In particular, Pavez and Ortega (2019) [28] further considered that the missing observation distribution depends on original data. Although there are some work on non-Gaussian distribution such as Wang et al. (2014) [35], Cui et al. (2017) [7] for non-paranormal distribution and Little (1988) [18], Liu and Palomar (2019) [19] for multivariate t distribution, few research on generic heavy-tailed data with missing observations has been reported. To this end, in this paper, we construct a plug-in estimator for generic heavy-tailed and missing data under the missing completely at random mechanism, and establish its nonasymptotic deviation bound in terms of the max norm (Theorem 1). When samples have finite kurtosis, maintain the same convergence rate with that of sub-Gaussian tail in Park et al. (2021) [30].

The remainder of our paper is organized as follows. In Section 2, we propose a plug-in covariance matrix estimator for missing and heavy-tailed data to lay the groundwork for Section 3. In Section 3, we analyze two specific linear and nonlinear-type models, and derive the statistical error rates of the corresponding M-estimators under weaker moment assumptions. All the proofs are presented in the Appendix A.

Notations

For any positive integer \( n \), we denote the set \( \{1, 2, \ldots, n\} \) by \([n]\). For two vectors \( X, Y \in \mathbb{R}^n \), we write \( \langle X, Y \rangle = \sum_{i=1}^{n} x_i y_i \) to be the inner product and if \( X, Y \in \mathbb{R}^{d_1 \times d_2} \), \( \langle X, Y \rangle := \text{tr}(X^T Y) \) and \( X \odot Y \) denotes element-wise (Hadamard) division. Given a subset \( S \) of index set \([d]\), the projection \( V_S \) is defined by \( (V_S)_i = 0 \), if \( i \notin S \) and \( (V_S)_i = (V)_i \), if \( i \in S \). For a matrix \( A = (a_{ij}) \in \mathbb{R}^{d_1 \times d_2} \), the max norm and operator norm of \( A \) are defined as \( \|A\|_{\text{max}} = \max_{i \in [d_1], j \in [d_2]} |a_{i,j}| \) and \( \|A\|_F = \sqrt{\sum_{i \in [d_1], j \in [d_2]} a_{i,j}^2} \) respectively. \( \|A\|_* = \text{tr} \left( \sqrt{AA^T} \right) \), \( \|A\|_{1,1} = \sum_{i \in [d_1]} \sum_{j \in [d_2]} |a_{i,j}| \), \( \|A\|_{\infty} = \max_{i \in [d_1]} \sum_{j \in [d_2]} |a_{i,j}| \) and \( \|A\|_{L_1} = \max_{j \in [d_2]} \sum_{i \in [d_1]} |a_{i,j}| \). Given two sequences \( \{a_n\}_{n=1}^{\infty} \) and \( \{b_n\}_{n=1}^{\infty} \), we use the notation \( a_n \asymp b_n \) or \( a_n = O(b_n) \), if there exist two positive constants \( C_1 \) and \( C_2 \) such that \( C_1 b_n \leq a_n \leq C_2 b_n \) for all \( n \).
2 Plug-in estimator for missing and heavy-tailed data

Suppose that \( X = (x_1, \ldots, x_d)^T \) is a random vector from a \( d \)-dimensional distribution with zero mean and \( \mathbb{E}[XX^T] = \Sigma \). We say \( Y = (y_1, \ldots, y_d)^T \) is missing completely at random which comes from \( X \), if

\[
y_i = \xi_i x_i \quad \text{for } \forall i \in [d]
\]

where \( \xi_i \) is independent with \( X_i \) and follows Bernoulli distribution with success probability \( \rho_i \in (0, 1] \) and \( \rho_{i,j} := \mathbb{P}(\xi_i = \xi_j = 1) \). Note that \( \Sigma \) can be written as

\[
\Sigma = \Sigma^\rho \otimes \Xi = \text{diag}(\Sigma^\rho)\text{diag}(\Xi)^{-1} + (\Sigma^\rho - \text{diag}(\Sigma^\rho)) \otimes \Xi
\]

where \( \Sigma^\rho = \mathbb{E}[Y_1 Y_1^T] \) and \( (\Xi)_{j,k} = \rho_{j,k} \). Therefore, when \( \{\xi_i\}_{i=1}^d \) are i.i.d. with the known parameter \( \rho \), and \( X \) is sub-Gaussian, Lounici (2014) \[21\] proposed the following unbiased estimator of \( \Sigma \) based on the sample covariance matrix of the missing data \( \{Y_i\}_{i=1}^n \):

\[
\widehat{\Sigma}_n = \rho^{-1}\text{diag}(\widehat{\Sigma}_n^\rho) + \rho^{-2}(\widehat{\Sigma}_n^\rho - \text{diag}(\widehat{\Sigma}_n^\rho))
\]

where \( \widehat{\Sigma}_n^\rho = \frac{1}{n} \sum_{i=1}^n Y_i Y_i^T \). Nevertheless, the above three strong assumptions: the known parameter \( \rho \), i.i.d. \( \{\xi_i\}_{i=1}^d \) and sub-Gaussian sample are very restrictive in practice. Therefore, we construct the following plug-in estimator of \( \Sigma \) when the data have heavy-tails and missing values with unknown parameters \( \{\rho_i\}_{i=1}^d \).

\[
\widehat{\Sigma}_{n,\text{plug}} = \text{diag}(\widehat{\Sigma}_n^\rho)\text{diag}(\widehat{\Xi})^{-1} + (\widehat{\Sigma}_n^\rho - \text{diag}(\widehat{\Sigma}_n^\rho)) \otimes \widehat{\Xi}
\]

where \( (\widehat{\Sigma}_n^\rho)_{j,k} = \frac{1}{n} \sum_{i=1}^n \psi_{\tau_{j,k}}(y_j^{(i)} y_k^{(i)}) \) and\( (\widehat{\Xi})_{j,k} = \frac{1}{n} \sum_{i=1}^n \mathbb{1}_{\{y_j^{(i)} y_k^{(i)} \neq 0\}} \). The truncation parameters \( \{\tau_{j,k}\}_{j,k \in [d]} \) strike a balance between the induced bias and tail robustness.

The following lemma gives the convergence rate of the proposed robust estimator \( \widehat{\Sigma}_{n,\text{plug}} \) under max norm.

**Theorem 1.** Let \( Y_1, \ldots, Y_n \in \mathbb{R}^d \) be \( n \) i.i.d. random vectors drawn from \([1]\) with unknown parameters \( \{\rho_j\}_{j \in [d]} \) and \( M_\alpha := \max_{k,s \in [d]} (\mathbb{E} |X_{i(k)} X_{i(s)}|^{\alpha})^{\frac{1}{\alpha}} < \infty \) for some \( \alpha > 1 \). Then there exists a universal constant \( C > 0 \) such that as long as

\[
2 \log d + \log \delta^{-1} \leq \min \left\{ \left( \frac{3}{2} - \sqrt{2} \right) \min_{j \neq k} \rho_{j,k}, \frac{\rho_{\min}^2}{4} \right\} n,
\]

\[1\]In this paper, we only consider continuous distributions with \( \mathbb{P}(X = 0_{d \times 1}) = 0 \).
we have with probability at least $1 - \left( \frac{3}{2} + \frac{5}{2d} \right) \delta$,

$$
\| \tilde{\Sigma}_n^{\text{plug}} - \Sigma \|_{\text{max}} \leq CM_{\alpha} \left( \max_{j \neq k} \frac{\rho_{j,k}^{\text{max}}\left( \frac{1}{\alpha + \frac{1}{2}} \right)}{\min_{j \neq k} \rho_{j,k}} + \rho_{\text{max}}^{\frac{1}{\alpha + \frac{1}{2}}} / \rho_{\text{min}} \right) \left( \frac{2 \log d + \log \delta - 1}{n} \right)^{\min\left\{ \frac{\alpha}{2}, \frac{1}{2} \right\}} + C \left( \frac{\max_{j \in [d]} (\rho_{j,j} \sigma_{j,j})}{\rho_{\text{min}}^2} + \frac{\max_{j \neq k} (\rho_{j,k} \sigma_{j,k})}{\min_{j \neq k} (\rho_{j,k})^{\frac{1}{2}}} \right) \sqrt{\frac{2 \log d + \log \delta - 1}{n}}
$$

where $\tau_{k,s} = M_{\alpha} (\rho_{j,k} / (2 \log d - \log \delta))^{\max\left( \frac{1}{\alpha}, \frac{1}{2} \right)}$, $\rho_{\text{max}} := \max_{j \in [d]} \rho_j$ and $\rho_{\text{min}} := \min_{j \in [d]} \rho_j$.

Remark 1. If $\{ \xi_i \}_{i \in [d]}$ are i.i.d. and $\rho_1 := \rho$, Theorem 1 reveals that $\| \Sigma_n^{\text{plug}} - \Sigma \|_{\text{max}} \asymp M_{\alpha} \left( \frac{\log d}{\rho_{\text{min}}^2} \right)^{\min\left\{ \frac{\alpha}{2}, \frac{1}{2} \right\}}$ with high probability, if the scaling condition (2) is satisfied. When $\alpha \geq 2$, our proposed estimator achieves the same statistical rate of convergence with those of Park et al. (2021) [30] for sub-Gaussian distribution and Wang et al. (2014) [35] for non-paranormal distribution.

The following corollary is of avail for subsection 3.2 and can be easily obtained by Theorem 1. The corresponding proof is omitted.

When $\Omega^* := \Sigma^{-1}$ belongs to the following family of precision matrices $U(\varpi, q, s_0(d)) := \left\{ \Omega : \Omega \succ 0, \| \Omega \|_{L_1} \leq \varpi, \max_{1 \leq i \leq d} \sum_{j=1}^{d} |(\Omega)_{i,j}|^q \leq s_0(d) \right\}$ for $q \in [0, 1)$, we plug $\tilde{\Sigma}_n^{\text{plug}}$ into the following Cai et al. (2011) [4]'s CLIME procedure:

$$
\widehat{\Omega} = \arg\min \| \Omega \|_{L_1, r} \text{ s.t. } \| \tilde{\Sigma}_n^{\text{plug}} \Omega - I_d \|_{\text{max}} \leq \gamma.
$$

Corollary 1. Under the condition of Theorem 1, choosing the RHS of (3) as $\gamma$, we have $\| \widehat{\Omega} - \Omega^* \|_{\text{max}} \leq 4 \varpi \gamma$.

3 Parameter matrix estimation of linear and nonlinear-type models

In this section, we analyze the following two type of regression models and present the optimal statistical rates of the corresponding regularized estimators.

3.1 Matrix completion model with weaker moment

We first consider the following matrix completion model:

$$
y = \langle X, \Theta^* \rangle + \varepsilon
$$
where $X$ is uniformly sampled from $\{\sqrt{d_1 d_2} \cdot e_j e_k^T \}_{j \in [d_1], k \in [d_2]}$ and $\mathbb{E}(\varepsilon | X) = 0$. To recover the coefficient matrix $\Theta^*$ under near low-rank assumption, Fan et al. (2021) studied the following $M$-estimator of $\Theta^*$:

$$\hat{\Theta} \in \arg\min_{\|\Theta\|_{\text{max}} \leq R/\sqrt{d_1 d_2}} \left\{ \text{vec}(\Theta)^T \hat{\Sigma}_{XX} \text{vec}(\Theta) - 2 \left\langle \hat{\Sigma}_{yX}, \Theta \right\rangle + \lambda \|\Theta\|_* \right\}$$

where $\hat{\Sigma}_{XX} = \frac{1}{n} \sum_{i=1}^n \text{vec}(X_i) \text{vec}(X_i)^T$ and $\hat{\Sigma}_{yX} = \frac{1}{n} \sum_{i=1}^n \text{sign}(y_i) (|y_i| \wedge \tau) X_i$ with a truncation parameter $\tau$. Under finite $(2 + \epsilon)$-th moment condition on the response, their robust estimator has the same statistical error rate as that of Negahban and Wainwright (2012) for sub-exponential noise. In order to fill the gap for the robust estimator’s scope of use, the following theorem further relaxes the distributional conditions from the bounded $(2 + \epsilon)$-th moment to the $(1 + \epsilon)$-th moment assumption.

**Theorem 2.** Suppose the following conditions hold:

1. $\|\Theta\|_F \leq 1$, $\|\Theta\|_{\text{max}} \leq R/\sqrt{d_1 d_2}$, $\|\Theta^*\|_{\text{max}} / \|\Theta^*\|_F \leq R/\sqrt{d_1 d_2}$ and $\text{rank}(\Theta^*) \leq r$;
2. $\{X_i\}_{i=1}^n$ are i.i.d. uniformly sampled from $\{\sqrt{d_1 d_2} \cdot e_j e_k^T \}_{j \in [d_1], k \in [d_2]}$ and $\mathbb{E}(\epsilon_i^a | X_i) \leq M < \infty$ a.s. for some $a \in (1, 2]$.

Then for any $\delta > 1$, choose $\tau = \left(\frac{\ln}{(d_1 \lor d_2) \log(d_1 + d_2)}\right)^{\frac{1}{\delta}}$ and for some constant $C > 0$,

$$\lambda = 4C \left(\frac{(d_1 \lor d_2) \log(d_1 + d_2)}{n}\right)^{\frac{\alpha - 1}{\alpha}} \left( L^\frac{\alpha}{\alpha \delta} \delta^{\frac{\alpha - 1}{\alpha}} + R \sqrt{\delta} + L^\frac{1}{\alpha}\right).$$

There exist constants $\{C_i\}_{i=1}^4$ such that as long as $n \geq (d_1 \lor d_2) \log(d_1 + d_2)$, we have with the probability at least $1 - (d_1 + d_2)^{1-\delta} - (d_1 + d_2)^{1-\frac{\alpha - 2}{\alpha}} - C_1 \exp(-C_2(d_1 + d_2))$,

$$\left\| \hat{\Theta} - \Theta^* \right\|_F \leq C_3 \max \left\{ \sqrt{r} \left(\frac{(d_1 \lor d_2) \log(d_1 + d_2)}{n}\right)^{\frac{\alpha - 1}{\alpha}} \left( L^\frac{\alpha}{\alpha \delta} \delta^{\frac{\alpha - 1}{\alpha}} + R \sqrt{\delta} + L^\frac{1}{\alpha}\right), \frac{R}{\sqrt{n}} \right\},$$

$$\left\| \hat{\Theta} - \Theta^* \right\|_* \leq C_4 \max \left\{ r \left(\frac{(d_1 \lor d_2) \log(d_1 + d_2)}{n}\right)^{\frac{\alpha - 1}{\alpha}} \left( L^\frac{\alpha}{\alpha \delta} \delta^{\frac{\alpha - 1}{\alpha}} + R \sqrt{\delta} + L^\frac{1}{\alpha}\right), R \sqrt{\frac{r}{n}} \right\},$$

where $L = 2^{\alpha - 1}(R^\alpha + M)$.

**Remark 2.** According to Theorem 2, we obtain that

$$\left\| \hat{\Theta} - \Theta^* \right\|_F \asymp \sqrt{r} L^\frac{1}{\alpha} \left(\frac{(d_1 \lor d_2) \log(d_1 + d_2)}{n}\right)^{\min\left(\frac{\alpha - 1}{\alpha}, \frac{1}{2}\right)},$$

with high probability.

Compared with the result of Fan et al. (2021), when $\alpha < 2$, there exists a tight phase transition phenomenon for the statistical error rate and the truncation parameter $\tau$ should
adapt to the moment of the noise which is in line with Theorem 1 as well as those of linear regression in Sun et al. (2020)\[32\] and mean estimation in Bubeck et al. (2013)\[3\]. However, this transition is observed in the low-rank matrix completion model via the shrinkage technique, which is a visible difference with previous literature.

Although Theorem 2 still doesn’t account for the case of the scaled Cauchy noise in the simulation of Fan et al. (2021)\[10\], it widens the applying condition for all noise distributions with finite mean.

3.2 High-dimensional varying index coefficient model with missing data

As a generalization of model (5), in this subsection, we concentrate on robustly estimating the direction of parameters estimation of the following varying index coefficient model with missing observations:

\[ y = \sum_{i=1}^{d_2} z_i \cdot f_i ((X, \theta_i^*)) + \varepsilon \]

where \( X \in \mathbb{R}^{d_1} \) and \( Z = (z_1, z_2, \ldots, z_{d_2})^T \in \mathbb{R}^{d_2} \) are independent covariates, and \( \varepsilon \) is the stochastic error with \( \mathbb{E}[\varepsilon \mid X, Z] = 0 \). We assume that \( \|\theta_i^*\|_2 = 1 \) for model identifiability and \( X \) has the known probability density function \( p(X) \).

Based on the following two assumptions and first-order Stein’s identity (Stein et al. (2004)\[31\]), a feasible method to robustly estimate the direction of \( \{\theta_i^*\}_{i=1}^{d_1} \) without the knowledge of the link functions \( \{f_i(\cdot)\}_{i \in [d_2]} \) is pointed out.

**Assumption 1.** Assume that the covariate \( X \) has the differentiable density function \( p(X) : \mathbb{R}^{d_1} \to \mathbb{R} \) and the link functions \( \{f_i(\cdot) \mid i \in [d_2]\} \) are differentiable such that \( \mu_i^* := \mathbb{E}[f_i'((X, \theta_i^*))] \neq 0 \) for \( \forall i \in [d_2] \), and \( \mathbb{E}[Z] = 0_{d_2 \times 1} \). Denote \( \Sigma^* := \mathbb{E}[ZZ^T] \) and \( \Omega^* := (\Sigma^*)^{-1} \). For some \( \varpi \) and \( q \in [0, 1) \), we assume \( \Omega^* \in \mathcal{U}(\varpi, q, s_0(d_2)) \).

**Assumption 2.** there exists an absolute constant \( M > 0 \) such that

\[ \mathbb{E}[y^4] \vee \mathbb{E}[(S(X)]^4 \vee \mathbb{E}[z_k^4] \leq M, \quad \forall j \in [d_1], k \in [d_2] \]

where the first-order score function \( S : \mathbb{R}^{d_1} \to \mathbb{R}^{d_1} \) is defined as \( S(X) := -\nabla p(X)/p(X) \).

Given \( n \) i.i.d. samples \( \{y_i, X_i, Z_i\}_{i=1}^{n} \) satisfying Assumption 1 and 2, we now consider that the entries of the coefficient vector \( Z_i \) are missing at random. Denote \( \tilde{Z}_i := \ldots \).
\((z_1^{(i)}, z_2^{(i)}, \ldots, z_d_z^{(i)})^T = (\xi_1^{(i)} z_1^{(i)}, \xi_2^{(i)} z_2^{(i)}, \ldots, \xi_d_z^{(i)} z_d_z^{(i)})^T\) as a missing observation defined in (1) from \(Z_i\). Therefore, by first-order Stein’s identity,

\[\mathbb{E}[y \cdot S(X) \bar{Z}^T] \Omega^* = \sum_{j=1}^{d_z} \mathbb{E} [f_j \langle \theta_j^*, X \rangle] S(X) \mathbb{E}[z_j \cdot \bar{Z}^T] \Omega^* = \sum_{j=1}^{d_z} \rho_j \mu_j^* \theta_j^* e_j^T \Sigma^* \Omega^* := (\tilde{\theta}_1, \ldots, \tilde{\theta}_{d_z}) = \tilde{\Theta}.\]

For further relaxing the moment condition of the covariates and response, instead of separately truncating the data \(\{y_i, S(X_i), Z_i\}_{i=1}^n\) via the truncation function \(\hat{x} = x 1_{\{|x| \leq \rho\}}\) proposed by Na et al. (2019) [20], we consider \(y_i S(X_i) Z_i^T\) as a matrix-valued data and then use \(\hat{x} := \psi_\tau(x) = (|x| \wedge \tau) \text{sign}(x)\) to truncate the \((j, k)\)-th entry of the matrix-variate data. Specifically, the robust element-wise truncated matrix estimator is defined as

\[
\hat{\Theta} := \arg\min_{\Theta \in \mathbb{R}^{d_1 \times d_2}} \left\{ \|\Theta\|_F^2 - 2 \left( \frac{1}{n} \sum_{i=1}^n \psi_{T_1} \left( y_i S(X_i) Z_i^T \hat{\Theta}, \Theta \right) \right) + \lambda \|\Theta\|_{1,1} \right\}
\]

where \(\Gamma_1 = \left( \tau_{j,k}^{(1)} \right)_{j \in [d_1], k \in [d_2]}\) is a truncation parameter matrix and \(\hat{\Omega}\) is defined by (4). The following theorem gives the statistical error rate of the robust estimator above.

**Theorem 3.** Consider that \(\{\xi_i\}_{i=1}^{d_z}\) are dependent with unknown parameters \(\{\rho_i\}_{i=1}^{d_z}\). Suppose Assumption 4 and 2 hold with \(\|\theta_j^*\|_0 = s\) for all \(j \in [d_z]\). For \(k, s \in [d_2]\), choose \(\tau_{j,k}^{(1)} \asymp (\rho_k M^3)^{\frac{1}{2}} \sqrt{n \log(d_1 d_2)}, \tau_{k,s}^{(2)} \asymp M^{\frac{1}{2}} \sqrt{\frac{n \rho_k s}{\log d_2}}, \gamma \asymp M^{\frac{1}{2}} \sqrt{\frac{\log d_2}{n}}\) and

\[\lambda \asymp (\rho_{\max} M^3)^{\frac{1}{2}} \|\Omega^*\|_{1,1} \sqrt{\frac{3 \log(d_1 d_2)}{n}} + \max_{j \in [d_2]} \|\Theta^* \Sigma^*\|_{\infty} M^{\frac{1}{2}} \sqrt{\frac{3 \log d_2}{n}}.\]

Then as long as \(\min \left\{ \left( \frac{3}{2} - \sqrt{2} \right) \min_{j \neq k} (\rho_{j,k}), \frac{\rho_{\min}}{4} \right\} n \geq 3 \log d_2\), we have with the probability at least \(1 - \frac{2}{(d_1 d_2)^2} - \frac{3}{2d_2} - \frac{5}{2d_2}\),

\[\|\hat{\Theta} - \Theta\|_F \leq 2\lambda \sqrt{s d_2} \text{ and } \|\hat{\Theta} - \Theta\|_{1,1} \leq 8\lambda s d_2\]

where \(\kappa = C \left( \frac{\rho_{\max}^2}{\rho_{\min}^2} \frac{\max_{j \neq k} \rho_{j,k}}{\min_{j \neq k} \rho_{j,k}} + \sqrt{\frac{\rho_{\max}}{\rho_{\min}}} + \frac{\max_{j \neq k} \rho_{j,k}}{\min_{j \neq k} \rho_{j,k}} \right).

**Remark 3.** When \(\rho_{\min} = \rho_{\max} = 1\), we have with high probability,

\[\|\hat{\Theta} - \Theta\|_F \asymp \sqrt{s d_2 \left( \frac{\log(d_1 d_2)}{n} \right)^{\frac{1}{2}}} \text{ and } \|\hat{\Theta} - \Theta\|_{1,1} \asymp s d_2 \left( \frac{\log(d_1 d_2)}{n} \right)^{\frac{1}{4}}\]

which shows that the proposed estimator possesses the same statistical error rate as that of Na et al. (2019) [20] with bounded 6-th moment assumption.
A Appendix

A.1 Proof of Theorem 1

Proof. Denote $\hat{\Sigma} = \text{diag}(\Sigma^\rho) \text{diag}(\hat{\Xi})^{-1} + (\Sigma^\rho - \text{diag}(\Sigma^\rho)) \otimes \hat{\Xi}$. Then, we have

$$
\|\hat{\Sigma}^\text{plug} - \Sigma\|_{\text{max}} \leq \|\hat{\Sigma}^\text{plug} - \hat{\Sigma}\|_{\text{max}} + \|\hat{\Sigma} - \Sigma\|_{\text{max}} \\
\leq \|\left(\hat{\Sigma}^\rho_n - \Sigma^\rho + \text{diag}(\Sigma^\rho - \hat{\Sigma}^\rho_n)\right) \otimes \hat{\Xi}\|_{\text{max}} + \|\text{diag}(\hat{\Sigma}^\rho_n - \Sigma^\rho)\text{diag}(\hat{\Xi})^{-1}\|_{\text{max}} \\
+ \|\text{diag}(\Sigma^\rho)\text{diag}(\hat{\Xi})^{-1} - \text{diag}(\Xi)^{-1}\|_{\text{max}} + \|\left(\Sigma^\rho - \text{diag}(\Sigma^\rho)\right) \otimes \hat{\Xi} - (\Sigma^\rho - \text{diag}(\Sigma^\rho)) \otimes \Xi\|_{\text{max}} \\
\leq \max_{j \neq k} \|\hat{\Xi}^{-1}_{j,k}\| \|\hat{\Sigma}^\rho_n - \Sigma^\rho + \text{diag}(\Sigma^\rho - \hat{\Sigma}^\rho_n)\|_{\text{max}} + \max_{j \in [d]} \|\hat{\Xi}_{j,j}^{-1}\| \|\text{diag}(\hat{\Sigma}^\rho_n - \Sigma^\rho)\|_{\text{max}} \\
+ \max_{j \in [d]} (\rho_j \sigma_{j,j}) \|\text{diag}(\hat{\Xi})^{-1} - \text{diag}(\Xi)^{-1}\|_{\text{max}} + \max_{j \neq k} (\rho_j \sigma_{j,j}) \cdot \max_{j \neq k} \|\hat{\Xi}_{j,j}^{-1} - (\Xi)_{j,j}^{-1}\|.
$$

By Theorem 1 of Li et al. (2021)[17], we get that

$$
P_1 \left( \frac{\|\hat{\Sigma}^\rho_n - \Sigma^\rho + \text{diag}(\Sigma^\rho - \hat{\Sigma}^\rho_n)\|_{\text{max}}}{\max \left\{ \min \left\{ \frac{\alpha \cdot \rho_j}{\alpha - \frac{1}{2}} \right\} \right\}} \leq 2M_1 \left( \frac{2 \log d + \log \delta^{-1}}{n} \right) \geq 1 - \left(1 - d^{-1}\right)\delta,
$$

$$
P_2 \left( \frac{\|\text{diag}(\hat{\Sigma}^\rho_n) - \text{diag}(\Sigma^\rho)\|_{\text{max}}}{\max \left\{ \min \left\{ \frac{\alpha \cdot \rho_j}{\alpha - \frac{1}{2}} \right\} \right\}} \leq 2M_2 \left( \frac{2 \log d + \log \delta^{-1}}{n} \right) \geq 1 - \frac{2\delta}{d}.
$$

where $M_1 = M_{\alpha} \max_{j \neq k} \rho_j \sigma_{j,j} \left( \frac{1}{\alpha - \frac{1}{2}} \right)$ and $M_2 = M_{\alpha} \max_{j \in [d]} \rho_j \left( \frac{1}{\alpha - \frac{1}{2}} \right)$.

By Hoeffding inequality, we have $P \left( \left( \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{y_i^{(i)} \neq 0\}} - \rho_j \right) \right) \leq \sqrt{\frac{\log d + \log \delta^{-1}}{2n}} \geq 1 - \frac{2\delta}{d}$.

Based on the above event, it yields that $\mathbb{E} \left[ \left( \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{y_i^{(i)} \neq 0\}} - \rho_j \right) \right] \leq \sqrt{\frac{\log d + \log \delta^{-1}}{2n}}$. Therefore, when $\sqrt{\frac{2 \log d + \log \delta^{-1}}{2n}} < \frac{1}{2} \rho_{\text{min}}$, we obtain that

$$
\left( \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{y_i^{(i)} \neq 0\}} \right)^{-1} \leq \left( \rho_j - \sqrt{\frac{2 \log d + \log \delta^{-1}}{2n}} \right)^{-1} \leq \frac{2}{\rho_j}.
$$

Since $\|\text{diag}(\hat{\Xi})^{-1} - \text{diag}(\Xi)^{-1}\|_{\text{max}} = \max_{j \in [d]} \left( \left( \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{y_i^{(i)} \neq 0\}} - \rho_j \right) \cdot \left( \frac{\rho_j}{\nu} \sum_{i=1}^{n} \mathbb{1}_{\{y_i^{(i)} \neq 0\}} \right)^{-1} \right)^{-1}$, by union bound,

$$
P \left( \frac{\|\text{diag}(\hat{\Xi})^{-1} - \text{diag}(\Xi)^{-1}\|_{\text{max}}}{\rho_{\text{min}}} \leq \frac{2}{\rho_{\text{min}}} \sqrt{\frac{2 \log d + \log \delta^{-1}}{2n}} \right) \geq 1 - \frac{2\delta}{d}.
$$

Since $\mathbb{E} \left[ \mathbb{1}_{\{y_j^{(i)} \neq 0\}} \right]^2 = P(\xi_j = \xi_k = 1) = \rho_{j,k}$, according to Bernstein’s inequality in
Boucheron et al. (2013)\cite{2}, we have for \(j \neq k\),
\[
P\left( \frac{1}{n} \sum_{i=1}^{n} 1\{y_{j}^{(i)}-y_{k}^{(i)} \neq 0 \} - \rho_{j,k} \right) \leq \sqrt{2 \rho_{j,k} (2 \log d + \log \delta^{-1} / n) + \frac{2 \log d + \log \delta^{-1}}{n}} \geq 1 - \frac{1}{d^2}.
\]
Thus, when \(s_{j,k} := \sqrt{2 \rho_{j,k} (2 \log d + \log \delta^{-1} / n) + \frac{2 \log d + \log \delta^{-1}}{n}} < \frac{1}{2} \rho_{j,k}\) for \(\forall j \neq k\) (i.e. \(\frac{2 \log d + \log \delta^{-1}}{n} \leq \frac{3-2\sqrt{2}}{2} \min_{j \neq k} \rho_{j,k}\)), we have
\[
\bar{\varepsilon}_{j,k}^{-1} \leq (\rho_{j,k} - s_{j,k})^{-1} \leq 2 / \rho_{j,k}, \tag{11}
\]
\[
\left| \bar{\varepsilon}_{j,k}^{-1} - (\Xi)^{-1}_{j,k} \right| \leq \left| \frac{1}{n} \sum_{i=1}^{n} 1\{y_{j}^{(i)}-y_{k}^{(i)} \neq 0 \} - \rho_{j,k} \right| \cdot \frac{\rho_{j,k}}{n} \sum_{i=1}^{n} 1\{y_{j}^{(i)}-y_{k}^{(i)} \neq 0 \}^{-1} \leq \frac{2 s_{j,k}}{\rho_{j,k}}.
\]
Since \(\frac{2 \log d + \log \delta^{-1}}{n} \leq (\frac{3}{2} - \sqrt{2}) \min_{j \neq k} \rho_{j,k} \leq 2 \min_{j \neq k} \rho_{j,k}\), we have \(\frac{2 \log d + \log \delta^{-1}}{n} \leq \sqrt{2 \rho_{j,k} (2 \log d + \log \delta^{-1} / n)}\). By union bound,
\[
P\left( \max_{j \neq k} \left| \bar{\varepsilon}_{j,k}^{-1} - (\Xi)^{-1}_{j,k} \right| \leq \frac{2 \rho_{j,k}}{\min_{j \neq k} (\rho_{j,k})^{2}} \sqrt{\frac{2(2 \log d + \log \delta^{-1})}{n}} \right) \geq 1 - \left( 1 - \frac{1}{2} - \frac{1}{2 d} \right) \delta. \tag{12}
\]
Combining (11)-(12), there exists a constant \(C > 0\) such that the conclusion holds. \(\square\)

### A.2 Proof of Theorem 2

**Proof.** The proof follows the lines of Lemma 4 in Fan et al. (2021)\cite{10}. The difference is that we bound the first two terms more carefully such that the corresponding convergence rate is tight for \(\alpha\)-th moment of the stochastic error \(\varepsilon\). By the triangle inequality, we have

\[
\left\| \Sigma_{yX} - \text{mat} \left( \Sigma_{XX} \text{vec} (\Theta^{*}) \right) \right\|_{2} \leq \left\| \Sigma_{yX} - E[\hat{\Sigma}_{yX}] \right\|_{2} + \left\| E[\hat{\Sigma}_{yX}] - \Sigma_{yX} \right\|_{2}.
\]

For the first term, since
\[
\left\| E[\psi_{\tau}(y_{i})^{2}X_{i}^{T}X_{i}] \right\|_{2} = d_{1}d_{2} \left\| E[\psi_{\tau}(y_{i})^{2}e_{k_{(i)}}e_{k_{(i)}}^{T}] \right\|_{2} \leq d_{1}d_{2} \tau^{2-\alpha} \left\| E[|y_{i}|^{\alpha}X_{i}^{T}]e_{k_{(i)}}e_{k_{(i)}}^{T} \right\|_{2}
\]
\[
\leq 2^{\alpha+1}d_{1}d_{2} \tau^{2-\alpha} \left\| E[|y_{i}|^{\alpha}X_{i}^{T}]e_{k_{(i)}}e_{k_{(i)}}^{T} \right\|_{2}
\]
\[
\leq 2^{\alpha+1}d_{1}d_{2} \tau^{2-\alpha}(R^{\alpha} + M) \left\| E[e_{k_{(i)}}e_{k_{(i)}}^{T}] \right\|_{2}
\]
\[
= 2^{\alpha+1}d_{1} \tau^{2-\alpha}(R^{\alpha} + M) \left\| \sum_{k_{0}=1}^{d_{2}} e_{k_{0}}e_{k_{0}}^{T} \right\|_{2} = 2^{\alpha+1}d_{1} \tau^{2-\alpha}(R^{\alpha} + M)
\]
and \( \|E[y_i^2 X_i X_i^T]\|_2 \leq 2^{\alpha-1} d_2 \tau^{2-\alpha}(R^\alpha + M) \), we have

\[
\max \{ \|E[\psi_r(y_i)^2 X_i X_i^T]\|_2, \|E[\psi_r(y_i)^2 X_i X_i^T]\|_2 \} \leq 2^{\alpha-1} (d_1 \lor d_2) \tau^{2-\alpha}(R^\alpha + M).
\]

Moreover, \( \|\psi_r(y_i) X_i - E[\psi_r(y_i) X_i]\|_2 \leq \|\psi_r(y_i) X_i\|_2 + E \|\psi_r(y_i) X_i\|_2 \leq 2\sqrt{d_1 d_2} \tau \). By the Matrix Bernstein inequality in Tropp (2015)[34], we obtain that

\[
P\left( \left\| \bar{\Sigma}_{yX} - E[\bar{\Sigma}_{yX}] \right\|_2 \geq t \right) \leq (d_1 + d_2) \exp \left( \frac{-nt^2/2}{L(d_1 \lor d_2) \tau^{2-\alpha} + 2\sqrt{d_1 d_2} \tau t/3} \right)
\]

By choosing \( \tau = \left( \frac{L\alpha}{(d_1 \lor d_2) \log(d_1 + d_2)} \right)^{\frac{1}{2}} \) and \( t = L^{\frac{1}{2}} \left( \frac{(d_1 \lor d_2) \log(d_1 + d_2)}{n} \right)^{\frac{\alpha-1}{\alpha}} \), we have for a constant \( C > 0 \), with the probability at least \( 1 - (d_1 + d_2)^{-\delta} \frac{2n^{2-n}}{n} \),

\[
\left\| \bar{\Sigma}_{yX} - E[\bar{\Sigma}_{yX}] \right\|_2 \leq CL \left( \frac{(d_1 \lor d_2) \log(d_1 + d_2)}{n} \right)^{\frac{\alpha-1}{\alpha}}.
\]

For the second term, denote \( Z_i := u^T X_i v \) where \( u \in S^{d_1-1} \) and \( v \in S^{d_2-1} \). By Hölder inequality,

\[
\left\| E[\psi_r(y_i) Z_i] - E[y_i Z_i] \right\| = \sqrt{d_1 d_2} \left\| E[y_i 1\{|y_i| \geq \tau\} u_{j(i)} v_{k(i)}] \right\|
\]

\[
= \frac{1}{\sqrt{d_1 d_2}} \left\| \sum_{j_0=1}^{d_1} \sum_{k_0=1}^{d_2} E[y_i 1\{|y_i| \geq \tau\} | j(i) = j_0, k(i) = k_0] u_{j_0} v_{k_0} \right\|
\]

\[
\leq \frac{1}{\sqrt{d_1 d_2}} \left\| \sum_{j_0=1}^{d_1} \sum_{k_0=1}^{d_2} (E[y_i^\alpha]^{\frac{1}{\alpha}} (P(|y_i| \geq \tau))^{1-\frac{1}{\alpha}} u_{j_0} v_{k_0} \right\|
\]

\[
\leq (L)^{\frac{1}{\alpha}} (L/\tau^\alpha)^{1-\frac{1}{\alpha}} \frac{1}{\sqrt{d_1 d_2}} \sum_{j_0=1}^{d_1} \sum_{k_0=1}^{d_2} |u_{j_0} v_{k_0}| \leq L \tau^{1-\alpha}
\]

\[
\leq L^{\frac{1}{\alpha}} \left( \frac{(d_1 \lor d_2) \log(d_1 + d_2)}{n} \right)^{\frac{\alpha-1}{\alpha}}.
\]

The treatment of the last term is the same as that of Fan et al. (2021)[10]. Therefore, with the probability at least \( 1 - (d_1 + d_2)^{-\delta} \),

\[
\left\| \Sigma_{yX} - \text{mat} \left( \bar{\Sigma}_{X X} \text{vec}(\Theta^*) \right) \right\|_2 \leq R \sqrt{\frac{(d_1 \lor d_2) \log(d_1 + d_2)}{n} \delta}.
\]

Furthermore, when \( (d_1 \lor d_2) \log(d_1 + d_2) \leq n \), we obtain that

\[
\left\| \Sigma_{yX} - \text{mat} \left( \bar{\Sigma}_{X X} \text{vec}(\Theta^*) \right) \right\|_2 \leq R \left( \frac{(d_1 \lor d_2) \log(d_1 + d_2)}{n} \right)^{\frac{\alpha-1}{\alpha}} \sqrt{\delta}.
\]
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By union bound, with the probability at least \(1 - (d_1 + d_2)^{1-\delta} - (d_1 + d_2)^{1-\delta} \frac{2\alpha - 2}{n}\),
\[
\left\| \hat{\Sigma}_{yX} - \text{mat} \left( \hat{\Sigma}_{XX} \text{vec} (\Theta^*) \right) \right\|_2 \leq C \left( \frac{(d_1 \vee d_2) \log (d_1 + d_2)}{n} \right)^{\frac{\alpha-1}{\alpha}} \left( L \frac{1}{\delta} \frac{\alpha-1}{\alpha} + R \sqrt{\delta} + L \frac{1}{\alpha} \right). 
\]

\[ \Box \]

### A.3 Proof of Theorem 3

**Proof.** Denote \( \hat{L}(\Theta) = \| \Theta \|_F^2 - \frac{2}{n} \sum_{i=1}^{n} \left\langle \psi_{T_1} \left( y_i S(X_i) \tilde{Z}_{iT} \right), \hat{\Omega} \right\rangle \). Then we have
\[
\nabla \hat{L}(\Theta) = 2 \hat{\Theta} - \frac{2}{n} \sum_{i=1}^{n} \psi_{T_1} \left( y_i S(X_i) \tilde{Z}_{iT} \right) \hat{\Omega} = 2 \mathbb{E} \left[ y \cdot S(X) \tilde{Z}^T \right] \Omega^* - \frac{2}{n} \sum_{i=1}^{n} \psi_{T_1} \left( y_i S(X_i) \tilde{Z}_{iT} \right) \hat{\Omega} 
\]
\[
= 2 \mathbb{E} \left[ y \cdot S(X) \tilde{Z}^T \right] \left( \Omega^* - \hat{\Omega} \right) + 2 \left( \mathbb{E} \left[ y \cdot S(X) \tilde{Z}^T \right] - \frac{1}{n} \sum_{i=1}^{n} \psi_{T_1} \left( y_i S(X_i) \tilde{Z}_{iT} \right) \right) \left( \hat{\Omega} - \Omega^* \right) 
\]
\[
+ 2 \left( \mathbb{E} \left[ y \cdot S(X) \tilde{Z}^T \right] - \frac{1}{n} \sum_{i=1}^{n} \psi_{T_1} \left( y_i S(X_i) \tilde{Z}_{iT} \right) \right) \Omega^*.
\]
Let \( T := \frac{1}{n} \sum_{i=1}^{n} \psi_{T_1} \left( y_i S(X_i) \tilde{Z}_{iT} \right) - \mathbb{E} \left[ y \cdot S(X) \tilde{Z}^T \right] \). Applying the similar treatment of Theorem 1 of Li et al. (2021) [17] with \( \alpha = 2 \) to \( T \) yields that
\[
P \left( \| T \|_{\text{max}} \leq 2 \max_{j \in [d_2], k \in [d_2]} \sqrt{\mathbb{E} \left( y \cdot [S(X)]_j \cdot \tilde{z}_k \right)^2} \sqrt{\frac{3 \log(d_1 d_2)}{n}} \right) \geq 1 - \frac{2}{(d_1 d_2)^2} \tag{13}\]
where \( r_{j,k}^{(1)} = \sqrt{\mathbb{E} \left( y \cdot [S(X)]_j \cdot \tilde{z}_k \right)^2 \sqrt{\frac{n}{3 \log(d_1 d_2)}}} \). By Cauchy-Schwarz inequality, \( \mathbb{E} \left( y \cdot [S(X)]_j \cdot \tilde{z}_k \right)^2 \leq \sqrt{\mathbb{E}[y^2] \cdot \mathbb{E}([S(X)]_j \cdot \tilde{z}_k)^2} \leq \sqrt{\rho_k M^2} < \infty \). Because \( \hat{\Omega} \) is obtained by \( \text{(4)} \), according to Corollary \( \text{(4)} \) we obtain
\[
P \left( \left\| \hat{\Omega} - \Omega^* \right\|_{\text{max}} \leq M^{\frac{1}{2}} \delta \kappa \sqrt{\frac{3 \log d_2}{n}} \right) \geq 1 - \frac{3}{2d_2} - \frac{5}{2d_2^2},
\]
where \( \gamma \geq M^{\frac{1}{2}} \kappa \sqrt{\frac{3 \log d_2}{n}} \). Since
\[
\left\| \nabla \hat{L}(\Theta) \right\|_{\text{max}} \leq 2 \| T \|_{\text{max}} \left\| \Omega^* - \hat{\Omega} \right\|_{1,1} + 2 \| T \|_{\text{max}} \left\| \Omega^* \right\|_{1,1} + 2 \left\| \Omega^* - \hat{\Omega} \right\|_{\text{max}} \mathbb{E} \left[ y \cdot S(X) \tilde{Z}^T \right] \| \Omega^* \|_{\text{max}} \| \Theta^* \|_{\text{max}} \| \Sigma^* \|_{\text{max}},
\]
we have with probability at least \(1 - \frac{2}{(d_1 d_2)^2} - \frac{3}{2d_2} - \frac{5}{2d_2^2}\),
\[
\left\| \nabla \hat{L}(\Theta) \right\|_{\text{max}} \leq 8 \left( \rho_{\text{max}} M^3 \right)^{\frac{1}{2}} \left\| \Omega^* \right\|_{1,1} \sqrt{\frac{3 \log(d_1 d_2)}{n}} + 8 \max_{j \in [d_2]} \| \mu^*_j \rho_j \| \cdot \left\| \Theta^* \Sigma^* \right\|_{\text{max}} M^{\frac{1}{2}} \delta \kappa \sqrt{\frac{3 \log d_2}{n}}. \tag{14}\]
By the optimality of $\hat{\Theta}$, we have $\hat{L}(\hat{\Theta}) + \lambda \|\hat{\Theta}\|_{1,1} \leq \tilde{L}(\hat{\Theta}) + \lambda \|\hat{\Theta}\|_{1,1}$. Since

$$\|\hat{\Theta}\|_{1,1} = \|\hat{\Theta} + (\hat{\Theta} - \hat{\Theta})_{sc} + (\hat{\Theta} - \hat{\Theta})_{s}\|_{1,1}$$

$$\geq \|\hat{\Theta} + (\hat{\Theta} - \hat{\Theta})_{sc}\|_{1,1} - \|((\hat{\Theta} - \hat{\Theta})_{s})\|_{1,1}$$

$$= \|((\hat{\Theta} - \hat{\Theta})_{sc} - (\hat{\Theta} - \hat{\Theta})_{s})\|_{1,1} + \|\hat{\Theta}\|_{1,1}$$

and $\hat{L}(\hat{\Theta}) - \tilde{L}(\hat{\Theta}) = \langle \nabla \hat{L}(\hat{\Theta}), \hat{\Theta} - \hat{\Theta}\rangle + \|\hat{\Theta} - \hat{\Theta}\|_{F}^2$, thus, we have

$$\|\hat{\Theta} - \hat{\Theta}\|_{F}^2 \leq - \langle \nabla \hat{L}(\hat{\Theta}), \hat{\Theta} - \hat{\Theta}\rangle + \lambda \|\hat{\Theta}\|_{1,1} - \lambda \|\hat{\Theta}\|_{1,1}$$

$$\leq \|\nabla \hat{L}(\hat{\Theta})\|_{\max} \|\hat{\Theta} - \hat{\Theta}\|_{1,1} - \lambda \|((\hat{\Theta} - \hat{\Theta})_{sc}\|_{1,1} + \lambda \|((\hat{\Theta} - \hat{\Theta})_{s}\|_{1,1}$$

Choosing the RHS of (14) as $\lambda$, we have with probability at least $1 - \frac{2}{s_1^2 s_2^2} - \frac{1}{2s_2} - \frac{1}{2s_2}$,

$$\|\hat{\Theta} - \hat{\Theta}\|_{F}^2 \leq 2\lambda \|((\hat{\Theta} - \hat{\Theta})_{s}\|_{1,1} \leq 2\lambda \sqrt{s d_2} \|\hat{\Theta} - \hat{\Theta}\|_{F}$$

(15)

Similarly, we can obtain that $\|\hat{\Theta} - \hat{\Theta}\|_{1,1} \leq 8\lambda s d_2$. \hfill \Box
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