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ABSTRACT Solving Mathematics Word Problem (MWP) is a basic ability of humanity, which can be mastered by most students at a young age. The existing artificial intelligence system is not good enough in numerical questions, like MWP. The hard part of this problem is translating natural language sentences in MWP into mathematical expressions or equations. In recent researches, the Transformer network, which proved a great success in machine translation, is applied to automatic mathematic word problem-solving. While previous works have only shown the ability of Transformer model in MWP, how multiple factors such as encoding, decoding, and pre-training affect the performance of Transformer model has not received enough attention. The study is the first to examine the role of these factors experimentally. This paper proposes several methods to improve Transformer network performance in MWP under the basis of previous studies, achieves higher accuracy compared to the previous state of the art. Pre-training on target tasks dataset improves the translation quality of the Transformer model greatly. Different token encoding and search algorithms also benefit prediction accuracy at the expense of more training and testing time.

INDEX TERMS Machine translation, mathematics word problem, Seq2Seq model, transformer.

I. INTRODUCTION

In recent years, lots of machine reading comprehension (MRC) models [1], [2], [3] have been proposed, and achieved remarkable results in various public benchmarks such as SQuAD [4] and RACE [5]. However, numerical reasoning remains a challenge for most of existing systems. Especially, their exact match accuracy drops dramatically when it comes to numerical questions containing addition (+), subtraction (−), multiplication (∗), and division (∗) over numbers [6]. An artificial intelligent agent or system should be able to master such problems i.e. mathematics word problem (MWP) that most students can solve at a young age [42].

Mathematics word problems commonly describe a real-world state and pose questions about it. Table 1 shows one such problem. People have been asking to answer how many groups they could make according to the text. An MWP auto-solver needs to complete three steps: 1, Identifying operands (26, 46 and 9); 2, Identifying operators (+, /), and arranging these elements’ order correctly to give the math expression; 3, Evaluating the expression for a result as an answer. The 2nd step is the most challenging thing for an artificial intelligence system. This paper focuses on the 2nd step.

Automatically solving MWP has attracted a lot of research attention and has been considering as a way of evaluating machines’ ability. Previous work on automatic mathematics word problem solving can be roughly dividing into three categories: symbolic approaches, statistical learning approaches, and sequence to sequence(seq2seq) modeling approaches.
Early proposals can be dated back to the 1960s. Bobrow [7] describes a computer program called STUDENT to handle English algebraic problems. Charniak [8] proposes a similar program based on STUDENT. Both of them use pattern matching to give mathematical expressions based on a set of transformation patterns and rules. These are early typical representatives of symbolic approaches. Another symbolic approach, called semantic parsing techniques, which is at the heart of natural language understanding, has been used for mathematical word problems. Liguda and Pfeiffer [9] propose modeling MWP with augmented semantic networks. Shi et al. [10] implement a semantic parser based on lots of grammar rules to solve MWP, which is very effective for the specific type of math problems. Early application of semantic parsing techniques has mainly been in compositional question answering [11]. These models have achieved high performance nearing human performance [12], [13], yet failed to symbolic discrete reasoning, including arithmetic, counting, and sorting. Some more challenging datasets and models have been proposed [6], [14], and it is quite natural for researchers to apply semantic parsing techniques to these numerical reasoning problems over numbers [15], [16], [17].

Statistical machine learning methods have been used to solve MWP since 2014. Hosseini et al. [18] solve addition and subtraction problems by learning verb categories from the training data. Kushman et al. [19] extract templates of math expressions from the training data, train models to select templates, and then map quantities in the problem to the slots in the template. Similarly, Zhou et al. [20] generalized equations attached to problems with variable slots and number slots, and learning a probabilistic model for finding the best solution equation. Roy and Roth [21] solve arithmetic problems with multiple steps and operations by mapping quantities and words to candidate equation trees and selecting the highest probability tree. By using Tree-RNN (tree-based Recursive Neural Networks), Zaporojets et al. [41] score a list of potential candidate equations which are generated by Integer Linear Programming optimization algorithm. The equation with the highest score is chosen as the solution. These methods can achieve high accuracy in limited math problem categories and requirements to design manually different features, templates, or rules.

Seq2seq modeling approaches transform natural language sentences in MWP to mathematical expressions or equations. Wang et al. use an RNN to encode the word problem to a context vector and another RNN to decode the context vector to an equation template [22]. Huang et al. [23] use a deep reinforcement learning model to achieve character placement in both seen and novel equation templates. Xie and Sun [24] design to generate expression trees by explicitly modeling the tree-structured relationship between quantities, which mimic the goal-driven mechanism in human problem-solving. Griffith et al. [25] recognize MWP as a machine translation task and use Transformer networks to translate mathematics word problems to equivalent arithmetic expressions in three notations (i.e. prefix, postfix, and infix). Liu et al. [39] use the double-checking mechanism and combine reverse operation based data augmentation with seq2seq models to learn the reasoning logic. Liang and Zhang [40] design a teacher module to make MWP encoding vector more closely match the correct solution. Their method can separate those representations of MWP with different solutions but similar expression. An advantage of these end-to-end approaches exists in that they do not rely on hand-crafted features.

This paper belongs to the end-to-end category. Our approach is strongly getting tied with the work of Griffith et al. [25]. We reproduce their work based on the code that can be found at https://github.com/kadengriffith/MWP-Automatic-Solver, and improve it with our ideas. Our contributions are summarized here:

1) A novel pre-training step is proposed for solving MWP. The experiment result shows that it can affect remarkably translation quality.
2) Different encoder is verified and compared. The sub-word encoding commonly used in natural language processing (NLP), is discovered to be less effective than token encoding.
3) Our model use top-k beam search strategy other than greedy search in prediction decoding stage and result are reported.
4) We ran the whole computer program and achieved similar accuracy on the same datasets. However, by going carefully through the error cases in the test result, we found some defects in the code. The model performance is increased with those corrected and significantly outperforms state-of-the-art models on several open datasets for MWP.

The remaining content of this paper is presented as follows. In Section II, we describe the methods of our proposed MWP automatic solver and the datasets used as a benchmark test. The experiment setting and ablation results are reported in Section III. Section IV offers a conclusion about our works. We discuss future work in Section V.

II. DATASETS AND METHODS

We view the transition from a mathematics word problem to arithmetic expression as a sequence-to-sequence translation problem. The Transformer-based machine translation model is still the most popular nowadays. Transformer network was introduced by Vaswani et al. [26], which composes of encoder and decoder modules. Models based on Transformer have achieved state-of-the-art performance in many NLP tasks. We employ the same Transformer architecture for language processing to handle MWP. Our works focus on pre-training and testing stages to make the Transformer network perform relatively better. The next subsections describe the datasets and methods used in this paper.
TABLE 2. MWP datasets and the number of steps with relevant operations.

| Datasets | Problems | Relevant operations | Steps |
|----------|----------|---------------------|-------|
| AI2      | 391      | +, −                | 1 or 2|
| CC       | 600      | +, −, ×, ÷         | 2     |
| IL       | 562      | +, −, ×, ÷         | 1     |
| MAWPS    | 2373     | +, −, ×, ÷         | 2     |
| Dophin18K| 3567     | +, −, ×, ÷         | NaN   |

A. DATASETS

We train and evaluate our method on four individual datasets. All of them contain word problems that involve +, −, ×, ÷ four arithmetical operations. A summary of the datasets is presented in Table 2.

AI2 dataset was produced by Allen Institute for AI and Hannaneh Hajishirzi [27]. The focus is on high school level questions. CC (Common Core) dataset was gathered by the Cognitive Computation Group at the University of Pennsylvania [21]. IL dataset contain elementary math word problems with 1-step calculation [28]. Koncel-Kedziorski et al. [29] amassed 3320 problems, built an online repository, called MAWPS, which allows for the automatic construction of datasets with particular characteristics. We select a subset of the data excluding some more complex problems that generate system equations. Huang et al. [23] introduced a relatively large collection, Dophin18K, which contains over 18,000 annotated math word problems, and is constructed by semi-automatically obtained from community question-answering web pages. We use Dophin18K as a pre-training dataset, instead of a test set, that the intent here is to learn more knowledge about the target task, so we do not count of the steps for it, marked as NaN in Table 2. Thanks to Griffith et al. [25], all of these datasets can be centrally download from Github (https://github.com/kadengriffith/MWP-Automatic-Solver).

B. METHODS

A complete process is shown in Fig. 1. Several of these modules are described in the following subsections in detail.

Complete pre-processing, training and prediction process

The Transformer model has been shown to work well for a myriad of applications, including reading comprehension, machine translation, text classification, etc. It is designed based on the attention mechanism, especially its unique multi-head self-attention mechanism. As shown in the Fig. 1, Transformer is a seq2seq model including encoder and decoder. The input of its encoder part is a sequence of word embedding vectors containing both symbolic and positional embedding. The encoder part consists of several modules, each of which contains a multi-head self-attention layer and a feed-forward neural network, and makes it possible to build deeper neural networks by adding residual couplings. The output of the encoder will be saved as the initial input of the decoder. The output of the decoder will be passed through linear and softmax layers to obtain a probability distribution to predict the output symbols. The decoder part also consists of several decoder modules. The structure of Transformer eliminates the time dependence in processing sequences which makes it possible to build large-scale parallel and deeper neural networks.

C. REPRESENTATION CONVERSION

All examples in the datasets are extracted out into two parts: questions and equations, omitting everything not pertinent to the translation. Following Griffith et al. [25], we process the examples in the next two steps:

1) Converting all equations to prefix expressions. An issue is that the Seq2Seq-based models may generate invalid expressions for a reason not to be able to match up left and right parentheses, such as (16 + 39) × 5. This issue can be solved by using the post-order traversal of expression tree as target sequence ([30]), did pre-order traversal as well. Instead of postfix expressions, we choose prefix expressions because this representation performs best according to the report of Griffith et al. [25].

2) Replacing each numeric value in questions with a corresponding tag (e.g., x, y, z, etc.). Numbers in the datasets are unique and rare and affect the network generalization. A mapping relation is built and remembered between the numbers and tags. Transformer network learned an arithmetic expression like × x + y z. The corresponding numbers are switched back before comparing with the correct answer.

D. SUBWORDENCODER VS. TOKENTEXTENCODER

We investigate two example encoders, SubwordTextEncoder and TokenTextEncoder in the TensorFlow Datasets package. SubwordTextEncoder has an advantage over TokenTextEncoder in addressing the following problems: 1, OOV (out of vocabulary) problem. Tokens are simply replaced by a special <unk> token in TokenTextEncoder. 2, TokenTextEncoder
lost information regarding word structure, such as old, older, and oldest, but SubWordTextEncoder is able to produce an appropriate granularity between character and word, and is an effective way to alleviate the open vocabulary problems in a variety of NLP tasks, such as neural machine translation. However, according to our studies, we found that the two questions mentioned above do not exist in MWPs. Firstly, the vocabulary is small, especially for mathematic expression language. OOV problem has little influence on the results. Secondly, words structure information does not have a significant effect on model performance. Our experiment results also proved that the model with TextTokenEncoder performs better than with SubWordTextEncoder, however, has slower convergence. Sparse categorical cross-entropy is used as an objective function. The model’s loss is adjusted according to the mean of the translation accuracy after predicting every determined subword or token in a translation. The loss function is given by

$$\sum_{i=1}^{N} \frac{1}{J} \sum_{j=1}^{J} \left( - \sum_{t=1}^{T} \text{target}_{j,t} \times \log P(j \in t) \right)$$

(1)

where \(N\) is the number of examples, \(J\) is the length of produced express, and \(T\) is the number of all vocabulary tokens.

E. PRE-TRAINING: GENERAL-DOMAIN CORPUS VS. TARGET TASK DATA

Transfer learning has had a large impact on computer vision (CV). A general inductive transfer learning setting for NLP [31] is: Given a source task \(T_s\) and any target \(T_t\) with \(T_s \neq T_t\), we would like to improve performance on \(T_t\). Generally, language modeling (LM) can be seen as the ideal source task. A pre-trained LM can be easily adapted to the idiosyncrasies of a target task. Not so in the work of Griffith et al. [25], however, they pre-trained the same Transformer models on IMDB Movie Reviews dataset [32]. The average BLEU-2 scores of pre-trained models is 91.06, compared to 91.96 of non-pre-trained models.

Different from a general-domain corpus, we pre-train our model on target task data. Fine-tuning language model on the data of the target task converges faster as it only needs to adapt to the idiosyncrasies of the target data, and allows us to train a robust LM even for small datasets according to ULMFiT [34]. We select Dophin18K dataset because it requires a wider variety of arithmetic operators, consisting of web-answered questions from Yahoo! Answers. To make this a fair comparison, we evaluate the average BLEU-2 score in web-answered questions from Yahoo! Answers. To make this requires a wider variety of arithmetic operators, consisting of

$$\text{score}(y_1, \ldots, y_t) = \log P(y_1, \ldots, y_t | x) = \sum_{i=1}^{t} \log P(y_i | y_1, \ldots, y_{i-1}, x)$$

(3)

where scores are all negative and higher score is better.

F. DECODING: GREEDY VS. TOP-K BEAM SEARCH

In the prediction stage, the Transformer model uses greedy or top-k beam search. Many sophisticated algorithms can be used to generate (or “decode”) the target sentence. For example, top-k random sampling scheme [35] is found more effective than top-k beam search, because sentences produced by beam search tend to be short and generic. However, for the particularity of the MWPs, i.e. arithmetic expression usually is short, we speculate that top-k beam search might be more suitable for the MWPs. We compare greedy search and top-k beam search in our experiments. Formally, we describe top-k beam search below (where \(k\) is the beam size, and 2 in our experiments):

1) On each step of the decoder, keep track of the \(k\) most probable translations (called hypotheses).

2) A hypothesis \(y_1, \ldots, y_t\) has a score which is its log probability

$$\text{score}(y_1, \ldots, y_t) = \log P(y_1, \ldots, y_t | x) = \sum_{i=1}^{t} \log P(y_i | y_1, \ldots, y_{i-1}, x)$$

(3)

where scores are all negative and higher score is better.

3) We search for high-scoring hypotheses, tracking top \(k\) on each step until reach the end token. The top-2 beam search of model prediction is illustrated as Fig. 2. At each step, only \(k = 2\) nodes are retained to continue the search. Finally, the path corresponding to “9 4 - 11 7” has the highest score (as shown in blue in the figure), and backtrack to obtain the expression with the highest probability.
TABLE 3. Exact match results claimed on four datasets.

| Model                  | A12 | CC  | IL  | MAWPS |
|------------------------|-----|-----|-----|--------|
| Hosseini, et al.[18]   | 77.7| NaN | NaN | NaN    |
| Kushman, et al.[19]    | 64.0| 73.7| 2.3 | NaN    |
| Roy, et al. [28]       | NaN | NaN | 52.7| NaN    |
| Robai, et al.[36]      | NaN | NaN | NaN | 62.8   |
| Wang, et al.[37]       | 78.5| 75.5| 73.3| NaN    |
| Griffith, et al.[25]   | 77.2| 94.4| 96.4| 84.7   |
| Our model              | 80.65| 97.92| 86.36| 83.65  |
| - pre-training         | 78.82| 96.13| 85.24| 82.4   |
| - pre-training, top-k beam search | 78.3 | 95.95 | 85.1 | 82.8 |

TABLE 4. Average accuracy with different encoding methods.

| Encoding Method       | A12  | CC  | IL  | MAWPS  |
|-----------------------|------|-----|-----|--------|
| SubwordTextEncoder    | 83.23%| 97.92%| 87.88%| 91.03% |
| TokenTextEncoder      | 84.52%| 97.92%| 90.53%| 91.16% |

III. RESULTS

We evaluate our methods on four open datasets mentioned previously. Two metrics including Exact Match(EM) and BLEU-2 are adopted to evaluate our model following Griffith et al. [25]. EM means that the generated equation is consistent with the standard answer in terms of both characters and order. BLEU-2 a method of automatic machine translation evaluation for 2-gram, and according to Papineni, K. et al. [33], is computed as:

\[
\sum_{C \in \text{answers}} \sum_{2-gram \in C} \frac{\text{Count}(2-gram)}{\text{Count}(2-gram')}
\]

where \(\text{answers}\) is the produced express, and \(\text{Count}_{\text{clip}}(2-gram) = \min(\text{count}, \max\text{AnswerCounts})\) which clips the total count of each produced 2-gram by its maximum true answer count.

A. BASELINES AND ABLATION STUDY

For comparison, we select several public models that claimed their results on the aforementioned datasets. Table 3 provides detailed results where the number are absolute accuracies, i.e., the arithmetic express generated is exactly match the correct numeric answer. We keep only the best result regardless of what configuration is taken. Our best result is better than state-of-the-art on two datasets, is close to or worse than the best score on MAWPS, and IL, respectively.

We perform an ablation study and report the results in Table 3. “- pre-training” means removing the processing of pre-training on target task data. “- pre-training, top-k beam search” means removing both pre-training and top-k beam search. Both pre-training and top-k beam search contribute to the final performance, and relatively, pre-training on target task data is more effective.

B. EXPERIMENTAL SETTING

We use Transformer architecture to produce character sequences that are arithmetic expressions. The most common Transformer network is used, instead of the latest variant. Our model uses 2 Transformer layers. The layers utilize 8 attention heads with a depth of 256 and a feed-forward depth of 1024. We use the Adam optimizer [38] with \(\beta_1 = 0.95, \beta_2 = 0.99, \epsilon = 1 \times e^{-9}\). The model respects a 10% dropout rate throughout the training. A schedule learning rate is used with warmup steps=4000. We employ a batch size of 128 for all training. The model is trained on the datasets for 300 epochs before testing. Questions are trimmed to 60 tokens during training and prediction. Equations are turned into pre-fix arithmetic expressions.

C. EFFECT OF TOKENTEXTENCODER

In this part, we investigate the effect of different text encoding methods on the MWPs test set. The results are shown in Table 4. Networks, with the same architecture and same hyperparameters, are trained and tested three times on every test set. No pre-training on any dataset is used. Formally, the result is computed as:

\[
\text{accuracy} = \frac{1}{M} \sum_{n=1}^{M} \frac{C}{P}
\]

where \(M\) is the number of test repetitions, which is 3; \(P\) is the number of MWPs in the dataset, and \(C\) is the number of correct expression translations.

As shown in Table 4, the model with TokenTextEncoder significantly improves the average accuracies on all datasets except one having the same accuracy.

However, we also found that the subword encoding method results in more quickly loss falling. The network converges to a stable level faster. Fig. 3 shows the loss comparison of two encoding methods on training data.

D. EFFECT OF PRE-TRAINING ON TARGET TASK DATA

Inspired by ULMFiT [34] and Griffith, et.al. [25], We examined the effect of pre-training on target task data on the improvement of translation quality. We re-implement the network of Griffith, et.al. [25], and fixes some BUGs in code. Our network performed better on three out of four
test datasets, as shown in Table 5. After pre-trained on the Dolphin18K dataset, the scores are increased further on three datasets except on MAWPS being close to the non-pre-trained network. To make this a fair comparison, we used the same SubwordTextEncoder method as Griffith, et.al. [25] in Table 5.

We used TokenTextEncoder to compare the translation effect again, and the results are shown in TABLE 6 below. On the CC dataset, the pre-trained model performs as well as the non-pre-trained model. However, the pre-training effect is seen in the three others.

### E. EFFECT OF TOP-K BEAM SEARCH

Generally, the top-k beam search algorithm is considered to perform well than a greedy search. To test this idea further, the performance of greedy search and top-k beam search are compared on the strongest performing model with TokenTextEncoder. From TABLE 7, we could observe that top-k search algorithm indeed improves the average accuracy a bit in the prediction stage, but, the effect seems to be limited, and at the expense of more testing time.

### F. CASE STUDY

In this part, we investigate further some cases which are marked as errors by the model. The question texts are normalized, and the arithmetic expressions are converted to prefix representation. These cases can be divided into four classes as follows:

1) Mis-prediction cases. This class accounted for 56% of the total error cases. The model predicted the wrong operator or produced numbers in the wrong order (or both). Table 8 shows 3 typical examples. We think that these errors could be fixed through adequate training on more data.

2) Insufficient capacity of the model. Table 9 shows two such examples. There is only one number 45 in the second question text explicitly. The model needs to infer another operand (number 3) through a count nose. We think that the errors occur because the model did not understand the real meaning in the question text. It is also the hardest issue of all to grapple with and may be helpful to make a semantic analysis.

3) Text manipulation mistakes. The first example in Table 10 is considered as an error because an additional
V. FUTURE WORK

Although subword encoding has become a mainstream method in the NLP research, we demonstrate that TokenTextEncoder offers equal and often better performance for MWPs. This finding is nontrivial because many languages in the world are logographic writing systems, instead of alphabetic writing systems like English. For example, Chinese characters contain rich syntactic and semantic information. TokenTextEncoder may better suit for Chinese text tokenization. We would like to try to solve Chinese MWPs automatically in our next work.

MWPs can be simple (the single 2 or 3 step expression), or more complex (requiring to solve 2 or more equations, like Dolphin18K and Math23K. As one of the future works, we plan to expand our methods to more complex MWPs.

Furthermore, MWPs is merely a special case of symbolic reasoning. How to solve more sophisticated symbolic reasoning automatically is also a valuable future direction.
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