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Abstract

The subject of this thesis is the rigorous construction of quantum field theoretic models with nontrivial interaction. For this task techniques available in the framework of Algebraic Quantum Field Theory are applied and two different approaches are discussed. On the one hand, an inverse scattering problem is considered. A given scattering matrix is thereby taken as the starting point of the construction. In two spacetime dimensions one may work with factorizing scattering matrices which exhibit a simple structure. The particle spectrum taken into account involves an arbitrary number of massive particle species which transform under some global gauge group. It is a known fact that auxiliary fields with weakened localization, namely in wedges, can be constructed. In the main part of this thesis the more involved transition to local theories is shown by means of operator algebraic methods. Concretely, we make use of the so-called modular nuclearity condition. To this end, we investigate certain maps from the wedge algebras, generated by the auxiliary fields, to the considered Hilbert space. Under a very plausible conjecture it is shown that these maps are nuclear, which implies the nontriviality of algebras associated with bounded regions in the sense that the Reeh-Schlieder property holds. This construction method yields a large class of integrable models with factorizing $S$-matrices in two spacetime dimensions, complying with localization in bounded regions above a minimal size. The constructed family contains, for example, the multifaceted $O(N)$-invariant nonlinear $\sigma$-models.

On the other hand, deformation techniques constitute a method of construction which may be applied in arbitrary spacetime dimensions. This approach starts from a known quantum field theoretic model which is subjected to a certain modification. Here, concretely, the model of a scalar massive Fermion was deformed. It is shown that the correspondingly emerging models are based on fields with weakened localization properties again with regard to wedges. Due to this remnant of locality scattering theory can be applied and the two-particle $S$-matrix can be computed. The resulting scattering matrix depends on the deformation and has a very simple structure, not allowing for particle production nor momentum transfer in scattering processes. However, it differs from the $S$-matrix of the initial model. By restricting the spacetime dimension to two, it is shown that the considered deformation method yields a large class of integrable models with factorizing $S$-matrices which, moreover, comply with localization in bounded regions above a minimal size. Among the integrable models arising by deformation is the famous Sinh-Gordon model.
Zusammenfassung

Gegenstand dieser Arbeit ist die rigorose Konstruktion von quantenfeldtheoretischen Modellen mit nicht-trivialer Wechselwirkung. Dazu werden Techniken aus dem Rahmen der Algebraischen Quantenfeldtheorie angewandt und zwei verschiedene Verfahren diskutiert.

Zum einen wird ein inverses Streuproblem betrachtet. Dabei ist eine vorgegebene Streumatrix der Ausgangspunkt der Konstruktion. In zwei Raum-Zeit-Dimensionen kann dazu mit faktorisierenden Streumatrizen, welche eine einfache Struktur aufweisen, gearbeitet werden. Das betrachtete Teilchenspektrum schließt eine beliebige Zahl an massiven Teilchensorten ein, welche sich unter einer beliebigen globalen Eichgruppe transformieren. Wie bekannt, können Hilfsfelder mit abgeschwächter Lokalisierung, und zwar in Keilgebieten, konstruiert werden. Im Hauptteil dieser Arbeit wird der weitaus aufwendigere Übergang zu lokalen Theorien unter Verwendung von operatoralgebraischen Methoden gezeigt. Konkret wird die sogenannte modulare Nuklearitätsbedingung herangezogen. Dazu werden gewisse Abbildungen von der aus den Hilfsfeldern generierten Keilalgebra in den betrachteten Hilbertraum untersucht. Es wird unter einer sehr plausiblen Vermutung gezeigt, dass diese Abbildungen nuklear sind. Dieser Sachverhalt wiederum impliziert die Nichttrivialität von Algebren, welche mit beschränkten Gebieten assoziiert werden, in dem Sinne, dass die Reeh-Schlieder Eigenschaft gilt. Dieses Konstruktionsverfahren führt zu einer großen Klasse von integrierbaren Modellen mit faktorisierenden S-Matrizen in zwei Raumzeit-Dimensionen, welche mit Lokalisierung in beschränkten Gebieten oberhalb einer Mindestgröße kompatibel sind. In die konstruierte Klasse fallen beispielsweise die facettenreichen $O(N)$-invarianten nicht-linearen $\sigma$-Modelle.

Zum anderen stellen Deformationsverfahren eine Konstruktionsmethode dar, welche in beliebigen Raumzeit-Dimensionen anwendbar ist. In diesem Zugang wird ein bekanntes quantenfeldtheoretisches Modell als Ausgangspunkt betrachtet, welches einer gewissen Modifikation unterzogen wird. Konkret wurde hier das Modell eines skalaren massiven Fermions deformiert. Es wird gezeigt, dass die entsprechend hervorgehenden Modelle auf Feldern mit abgeschwächten Lokalisierungseigenschaften, wiederum in Bezug auf Keile, basieren. Aufgrund dieser Restlokalität kann Streutheorie angewendet und die Zwei-Teilchen-S-Matrix bestimmt werden. Die resultierende Streumatrix ist abhängig von der Deformation und hat eine sehr einfache Struktur, welche keine Teilchenerzeugung oder Impulsübertrag in Stoßprozessen zulässt. Sie unterscheidet sich jedoch von jener des Ausgangsmodells. In Einschränkung auf zwei Raumzeit-Dimensionen wird gezeigt, dass die betrachtete Deformationsmethode zu einer großen Klasse von integrierbaren Modellen mit faktorisierenden S-Matrizen führt, welche darüber hinaus im Einklang mit Lokalisierung in beschränkten Gebieten oberhalb einer Mindestgröße sind. Zu den aus der Deformation hervorgehenden integrierbaren Modellen zählt beispielsweise das renommierte Sinh-Gordon Modell.
Chapter 1

Introduction

The quest for a consistent description of high energy particle physics led to the development of quantum field theory. From its beginnings in the first half of the 20th century to the present day quantum field theory as the unification of quantum mechanics and special relativity has asserted itself as the most successful theory for explaining the observed microscopic phenomena. In the scope of perturbative calculations, numerical predictions of the theory are in excellent agreement with the experiments. Nevertheless, one is faced with serious difficulties when seeking for a mathematically rigorous construction of an interacting quantum field theory model compatible with relativistic covariance, positivity of the energy and causality, i.e. locality. This problem has been attacked by theoretical physicists from various directions. For instance, in the framework of constructive quantum field theory [72, 86] nontrivial models complying with the axiomatic approaches to quantum field theory, formulated by Wightman [139, 89] and Haag and Kastler [5, 78] respectively, were constructed in two and three spacetime dimensions. Thereby, Hamiltonian strategies, given by Jaffe [85] and Lanford [94] respectively, and a functional integral approach, developed by Symanzik [140], proved successful in renormalizing certain models defined in terms of a Lagrangian in a rigorous way. Despite these achievements, results in four spacetime dimensions are still missing.

Many interesting models with polynomial self-interaction in two spacetime dimensions constructed earlier by methods of constructive quantum field theory arose in a very recent approach developed by Barata, Jäkel and Mund [14]. It is based on Tomita-Takesaki theory [142, 143] and, hence, does not rely on any Lagrangian formulation.

Other methods that have proven to be useful in the construction of particularly two-dimensional quantum field theories without recourse to Lagrangians or perturbation theory are due to inverse scattering techniques. In the so-called bootstrap form-factor program models are defined in terms of a given scattering matrix. To this end, particularly factorizing collision operators are taken into account due to their simple structure and since they can be specified explicitly. Such S-matrices are known to appear in the context of integrable models like the Sinh-Gordon or the $O(N)$-invariant sigma models [1].

In the form factor program one aims at calculating the Wightman $n$-point functions of a theory associated with a given factorizing S-matrix. For this task, matrix elements of local field operators in scattering states, called form factors, are investigated. The
special form of the considered scattering operator as well as the assumed properties of the local fields such as locality or covariance yield a number of constraints on the form factors. Their explicit computation can be achieved by solving these conditions, which was, indeed, established for many models \[8\].

The Wightman \(n\)-point functions of local fields are then given by infinite series of integrals over form factors. The difficulty, thereby, is to control the convergence of these sums. Although this is possible in a few special cases \[7\], this problem remains open to a large extent.

More recent inverse scattering techniques yield a large class of integrable models in two spacetime dimensions \[100\]. This approach takes place in the algebraic framework of quantum field theory \[78\]. It is based on the possibility of explicitly constructing quantum fields with weakened localization properties by exploiting the crossing symmetry of the scattering matrix \[132\], again considered to be of factorizing type. These auxiliary objects are localized in Minkowski space in wedge shaped regions and are referred to as polarization-free generators due to their simple momentum-space properties. Starting from the construction of these wedge-local operators, one can prove the existence of local fields by making use of certain operator-algebraic techniques \[40\]. This procedure has been carried out in the case of a particle spectrum consisting only of a single species of neutral massive particles by Lechner in \[100, 95\]. The constructed models are integrable and asymptotically complete, hence solve the inverse scattering problem. Among them are the Sinh-Gordon model and the scaling Ising model, which are usually realized in terms of a Lagrangian. More interestingly, however, this nonperturbative construction yields a large class of integrable models to which a Lagrangian formulation is not known.

On the other hand, interesting models such as the \(O(N)\)-invariant nonlinear sigma models, which describe a single species of neutral massive particles with an internal degree of freedom and are accessible by perturbative renormalization in \(1 + 1\) dimensions \[1\], do not fit into the framework of the latter approach. This is due to the simple particle spectrum considered, consisting of just one species of neutral massive particles without any internal degree of freedom. In view of the achievements of \[100, 95\] for this special situation, it is, therefore, natural to raise the question whether the employed methods can be generalized to the case of more general particle spectra, opening up the possibility to construct, for instance, the \(O(N)\) nonlinear \(\sigma\)-models in a rigorous way for the first time. In this thesis we look into this important issue. We take, in particular, a particle spectrum into account which involves an arbitrary number of massive particle species which transform under some global gauge group. The starting point of the construction of local theories is a scattering matrix which factorizes into a product of a number of two-particle S-matrices, i.e. which is of factorizing type. In a paper by Lechner and Schützenhofer \[102\] the first intermediate step of constructing wedge-local field algebras by means of auxiliary quantum fields was shown to be feasible for the considered setting. The second more involved step, the transition to local algebras associated with bounded regions in Minkowski space, such as double cones, on the other hand, shall be discussed in this thesis.

Since in \(1 + 1\) dimensions double cones are intersections of two opposite wedges, it can be inferred that the local algebras are obtained by intersecting wedge algebras.
However, it is not straightforward to decide whether or not these intersections are trivial. Fortunately, there are powerful tools available in the operator-algebraic framework of quantum field theory which allow for the clarification of this problem. We shall argue that the so-called *modular nuclearity condition*, requiring the nuclearity of certain maps, is best suited for our purposes. Its verification implies the cyclicity of the vacuum for the local algebras, and, hence, their nontriviality. To establish this result, we shall proceed similarly as in the special case considered in [100] where the modular nuclearity condition also played a crucial role. Unfortunately, we discovered in the last stages of this thesis a mistake in the proof of [100, Proposition 4.4]. As a consequence the main results of [100], namely Theorems 5.6 and 5.8, do not hold true by the applied arguments. However, there has been progress in reestablishing the claimed verification of the modular nuclearity condition. In fact as shown in [95], Theorem 5.8 can presently be proven in a *weaker* sense, namely such that the arising models comply with localization in bounded regions above a minimal size$^1$. The techniques leading to this great result can, nevertheless, be applied only to a certain class of models with factorizing $S$-matrices. A much larger family of models was, originally, covered by Theorem 5.6 which so far could not be repaired.

These problems also reflect in the more general situation of a richer particle spectrum considered here. For the proof of the modular nuclearity condition we shall, namely, rely on the existence of a certain map for which we have plausible arguments but have no complete proof yet. However, we emphasize that due to the results obtained so far with regard to this mapping there is strong indication for the establishment of a complete proof in the near future, in particular, in connection with the $O(N)$-invariant nonlinear $\sigma$-models.

The rigorous construction methods presented by the previous discussion do not give any results in spacetime dimensions greater than three. In the context of recently developed deformation procedures [74, 41], however, generalizations of the latter inverse scattering approach to higher dimensions are, indeed, possible as the analysis of [101] shows. The strategy, thereby, is to start from a well-known model and modify it in a suitable way such that the basic properties of quantum field theory like locality or covariance are preserved. The deformation techniques allow for the nonperturbative construction of new quantum field theoretic models with nontrivial interaction. The corresponding field operators are not localized in bounded regions but are wedge-local. Due to this remnant of locality, scattering theory can be applied and the two-particle scattering matrix can consistently be determined [23]. The structure of the resulting scattering operator is very simple. It does not allow for particle creation or momentum transfer in collision processes of particles. However, the great achievement of this approach is that a deformation of a trivial, i.e. interaction-free, theory on $d \geq 2$-dimensional spacetime gives rise to a theory which admits nontrivial scattering as already first examples show [74, 43].

---

$^1$In the original version of the corresponding theorem the localization regions were of arbitrary size.
Building on these achievements, in the second part of this thesis we are concerned with the construction of new nontrivial models in higher spacetime dimensions by means of deformations schemes.

Thus, in this thesis we are, on the one hand, concerned with the rigorous construction of local theories on two-dimensional Minkowski space, by applying inverse scattering methods. On the other hand, we are interested in constructing models in higher dimensions by means of deformation procedures.

This thesis is organized as follows. In the next chapter we introduce the general framework. This enables us simultaneously to present the notation used throughout the thesis and to recall the basic concepts of Algebraic Quantum Field Theory necessary for our purposes.

In Chapter 3 we are concerned with the rigorous construction of nontrivial quantum field theoretical models in two spacetime dimensions by means of inverse scattering techniques. We start by clarifying the considered particle spectra which involve several massive particle species carrying arbitrary charges and collect further notation. Moreover, we specify the properties of a factorizing S-matrix, which is the starting point of our construction, and introduce a convenient Hilbert space. The subsequent section in that chapter deals with the construction of local quantum field theoretic models. To this end, we first review the results on the wedge-local auxiliary fields obtained in [102] and the wedge-local algebras they generate. Next, we prove that the Bisognano-Wichmann property holds true in our setting, constituting an important step with regard to the verification of the modular nuclearity condition. Having established this result, we discuss the transition from wedge-local to local algebras. We further introduce the modular nuclearity condition and clarify its significance for our approach. The main part of Chapter 3 is concerned with the verification of this condition, which can be established under a very plausible conjecture, implying the existence of local fields in the constructed models. In the last sections to that chapter the physical properties including asymptotic completeness, already shown to hold true in [102], of the constructed models are discussed, and concrete examples are illustrated. The most prominent models fitting in this inverse scattering approach are the $O(N)$-invariant nonlinear $\sigma$-models to which we devote Chapter 4.

In Chapter 5, on the other hand, we construct nontrivial models via deformation methods in $d \geq 2$ spacetime dimensions. To this end, we first introduce this approach by reviewing its development. This presentation is followed by specifying the particular model, namely that of a scalar massive Fermion, which constitutes the starting point of our construction. Its deformation is carried out and the properties of the emerging models are discussed. The construction gives rise to theories based on wedge-local fields which constitute examples of so-called tempered polarization-free generators. This property allows for the consistent computation of the two-particle scattering matrix which is shown to differ from the one of the initial, undeformed model in a nontrivial way and depends, furthermore, on the deformation. Due to its simple form the effects of the deformation can only be uncovered in special arrangements such as time delay experiments, however, effects like momentum transfer or particle production cannot be expected to be found in the deformed models.
In Chapter 6 we investigate the deformed models in the special case of two spacetime dimensions. We shall show that under this restriction the deformation of a scalar massive Fermion does not only give rise to a wedge-local model but also to certain local theories, complying with localization in bounded regions above a minimal size, constructed previously by inverse scattering methods. This result establishes, thereby, a connection between the two construction approaches presented in this thesis.

The family of integrable models with factorizing S-matrices emerging by the applied deformation procedures contains, in particular, the famous Sinh-Gordon model.

Finally, we shall discuss our findings and open questions in Chapter 7, including an outlook. This completes the main text.

Appendix A collects auxiliary results needed, in particular, in Chapter 3. Appendix B, on the other hand, covers some mathematical background material.

Most of the content of Chapters 5 and 6 has been published in [3].
Chapter 2

Preliminaries

In this thesis we use the system of units in which the speed of light $c$ as well as Planck’s constant $\hbar$ are set to be equal to one.

2.1 Minkowski Spacetime

To set the stage, in this section we collect the basic notations and conventions regarding geometrical aspects that shall be used throughout this thesis.

The considered spacetime is the Minkowskian of $d \geq 2$ dimensions with coordinates $x = (x^0, \bar{x}) \in \mathbb{R} \times \mathbb{R}^{d-1}$, equipped with the metric

$$x \cdot y = x^0 y^0 - \bar{x} \bar{y} = x^0 y^0 - \sum_{i=1}^{d-1} x^i y^i, \quad \forall x, y \in \mathbb{R}^d. \quad (2.1)$$

Minkowski spacetime is divided into subregions called spacelike, timelike and lightlike according to $x \cdot x < 0$, $x \cdot x > 0$, and $x \cdot x = 0$ respectively. The group of isometries is given by the Poincaré group $\mathcal{P}$. It is the semidirect product $\mathbb{R}^d \rtimes \mathcal{L}$ with $\mathbb{R}^d$ corresponding to the spacetime translations and $\mathcal{L}$ the full homogeneous Lorentz group. Respectively,

$$(a, \Lambda) \cdot (a', \Lambda') = (a + \Lambda a', \Lambda \Lambda'), \quad a, a' \in \mathbb{R}^d, \Lambda, \Lambda' \in \mathcal{L}. \quad (2.2)$$

Moreover, $\mathcal{P}$ is simply connected and admits a splitting into connected components

$$\mathcal{P} = \mathcal{P}_+^+ \cup \mathcal{P}_+^- \cup \mathcal{P}_-^+ \cup \mathcal{P}_-^-, \quad (2.3)$$

where $\mathcal{P}_+^+$ denotes the proper orthochronous part, consisting of elements $g$ which preserve time orientation, symbolized by $\uparrow$, and for which $\det g = +1$, represented by the sign $\uparrow$. Correspondingly, $\downarrow$ stands for group elements changing time orientation and the sign $-$ for those with determinant $-1$. For the following purposes the proper part $\mathcal{P}_+ = \mathcal{P}_+^+ \cup \mathcal{P}_+^-$ shall be of main concern.
2.1.1 Wedges and Double Cones

In this thesis certain regions in $\mathbb{R}^d$ are of special interest and are introduced in this section. We agree upon the convention to work with open regions only. Denoting by $\mathcal{R}'$ the spacelike (causal) complement of $\mathcal{R} \subset \mathbb{R}^d$, defined as the interior of the set $\{x \in \mathbb{R}^d : (x-y)^2 < 0, \forall y \in \mathcal{R}\}$, then $\mathcal{R}$ is said to be causally complete if and only if $\mathcal{R} = \mathcal{R}''$. Of great importance is a particular class of causally complete subregions of Minkowski space, namely so-called *wedges*. Each wedge is a Poincaré transform of

$$W_R := \{x \in \mathbb{R}^d : x_1 > |x_0|\},$$

referred to as the *right* wedge with causal complement $W'_R = -W_R =: W_L$, also called the *left* wedge. The set of all wedges is denoted by $\mathcal{W} = \mathcal{P}W_R$. Note that the boost

$$\Lambda_{W_R} : \mathbb{R} \ni t \to \Lambda_{W_R}(t) := \begin{pmatrix} \cosh(2\pi t) & \sinh(2\pi t) & 0 & \ldots & 0 \\ \sinh(2\pi t) & \cosh(2\pi t) & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 1 \end{pmatrix} \in \mathcal{L}_+^\uparrow$$

preserves the wedge $W_R$. Moreover, the reflection across the edge of $W_R$, denoted by $j_{W_R} \in \mathcal{P}_+$, acts according to

$$j_{W_R}(x_0, x_1, \ldots, x_{d-1}) = (-x_0, -x_1, \ldots, x_{d-1}).$$

Of further interest are certain bounded regions in $\mathbb{R}^d$, namely open *double cones* $\mathcal{O}$. A double cone is defined to be the intersection of the causal future of a point $x$ with the causal past of a point $y$ to the future of $x$. In other words, a double cone is a non-empty intersection of a forward lightcone $V_x^+$ with a backward lightcone $V_y^-$, i.e. $V_x^+ \cap V_y^-$ with $y \in V_x^+$. On the other hand, double cones arise also from a suitable intersection of wedges, namely

$$\mathcal{O} = \bigcap_{W \supset \mathcal{O}} W, \quad W \in \mathcal{W}.$$
Moreover, the set $W$ is causally separating for double cones. That is, for every pair of spacelike separated double cones $O_1$ and $O_2$ there exists a $W \in \mathcal{W}$, such that

$$O_1 \subset W \subset O_2'.$$  \hspace{1cm} (2.8)

For further purposes, we shall denote the set of all double cones by $\mathcal{O}$.

### 2.1.2 1 + 1 Dimensions

At several places we shall restrict our attention to two spacetime dimensions. To this end, we may specialize the notions just introduced to this setting.

In case $d = 2$ the set $W$ consists of translates of either $W_R$ or $W_L$, that is,

$$W = \{W_L + x : x \in \mathbb{R}^2\} \cup \{W_R + x : x \in \mathbb{R}^2\}. \hspace{1cm} (2.9)$$

Note that both $W_R$ and $W_L$ are invariant under the action of the boosts (2.5).

![Figure 2.2: The left and the right wedge.](image)

The definition of double cones, stated above for $d \geq 2$, is in two spacetime dimensions equivalently formulated as the non-empty intersection of a right wedge with a left wedge. More precisely,

$$O_{x,y} := (W_R + x) \cap (W_L + y), \quad y - x \in W_R. \hspace{1cm} (2.10)$$

### 2.2 Algebraic Approach to Quantum Field Theory

Algebraic Quantum Field Theory [5, 78, 80, 82], synonymously Local Quantum Physics, was originally proposed by Rudolf Haag [76, 77] in the mid 1950's as a concept by which scattering of particles can be understood as a consequence of the principle of locality, an expression of Einstein causality in relativistic quantum theory. Later on, a mathematically precise description was established by Araki, Haag and Kastler. The main mathematical methods underlying local quantum physics arise from the theory of operator algebras which are at the basis of this approach. Specifically, a net of operator algebras, i.e. a family of operator algebras labeled by regions of spacetime, is of central significance. For our purposes the focus is on Minkowski space $\mathbb{R}^d$, $d \geq 2$. However,
the formalism of Algebraic Quantum Field Theory can also be applied to many other spacetimes.

We refrain from giving a detailed introduction to this topic and rather limit ourselves to notions and concepts necessary for our purposes. The references cited above provide a thorough overview for further reading.

A model in local quantum physics is characterized by a family of algebras $\mathcal{F}(\mathcal{O})$, generated by operators which are localized in the spacetime region $\mathcal{O} \subset \mathbb{R}^d$ and act on a separable Hilbert space $\mathcal{H}$. The algebras $\mathcal{F}(\mathcal{O}) \subset \mathcal{B}(\mathcal{H})$ are taken to be $\ast$-algebras that are closed in the weak operator topology, that is, they are von Neumann algebras. The correspondence

$$\mathbb{R}^d \ni \mathcal{O} \mapsto \mathcal{F}(\mathcal{O}) \subset \mathcal{B}(\mathcal{H}), \quad (2.11)$$

together with the requirement of

1) **Isotony:** $\mathcal{F}(\mathcal{O}_1) \subset \mathcal{F}(\mathcal{O}_2)$ if $\mathcal{O}_1 \subset \mathcal{O}_2$,

constitutes a **field net**. The $C^\ast$-inductive limit for $\mathcal{O} \to \mathbb{R}^d$ of this directed system of von Neumann algebras is called the **quasilocal field algebra** $\mathcal{F}$, [90].

Besides the von Neumann algebras $\mathcal{F}(\mathcal{O})$, we have a unitary, strongly continuous representation $U$ of the identity component of the Poincaré group $P_\uparrow^+$ acting on $\mathcal{H}$, which satisfies the

2) **Spectrum condition:** The joint spectrum of the energy-momentum operators $P = (P^0, \vec{P})$, the generators of the translations $U(a, \lambda) := U(a) = e^{iP^0 a}$, is restricted to the closed forward light cone $\mathcal{V}_+ = \{ p \in \mathbb{R}^d : p^0 \geq |\vec{p}| \}$.

The action of the relativistic symmetries on the net $\{ \mathcal{F}(\mathcal{O}) \}_{\mathcal{O} \in \mathbb{R}^d}$ is further required to incorporate

3) **Covariance:** $\sigma_{(a, \lambda)}(\mathcal{F}(\mathcal{O})) = U(a, \lambda) \mathcal{F}(\mathcal{O}) U(a, \lambda)^{-1} = \mathcal{F}(\Lambda \mathcal{O} + a)$, $(a, \lambda) \in P_\uparrow^+$, where $\Lambda \mathcal{O} + a = \{ \Lambda x + a : x \in \mathcal{O} \}$ and $\sigma_{(a, \lambda)}$ denotes the automorphisms of $\mathcal{F}$ induced by $U$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure_2_3}
\caption{A double cone as the intersection of wedges in two spacetime dimensions.}
\end{figure}
Additionally, we assume the existence of a compact Lie group $G$ (the gauge group) and a faithful, strongly continuous unitary representation $V$ of it which induces automorphisms $\alpha_g, g \in G$, of $\mathcal{F}$

$$V(g)A V(g)^{-1} = \alpha_g(A), \quad A \in \mathcal{F}. \quad (2.12)$$

The representations $U$ and $V$ commute and the $\alpha_g$ are assumed to respect the local structure, that is

iv) **Inner symmetry**: The automorphisms $\alpha_g$ leave each $\mathcal{F}(\mathcal{O})$ globally fixed, i.e.

$$\alpha_g(\mathcal{F}(\mathcal{O})) = \mathcal{F}(\mathcal{O}), \quad \forall g \in G. \quad (2.13)$$

In the center of $G$ a Bose-Fermi operator $k$ of order 2 is assumed to exist, giving rise to a decomposition of $A \in \mathcal{F}(\mathcal{O})$ into a bosonic (+) and a fermionic (−) part, i.e. $A = A_+ + A_-$, where

$$A_{\pm} := \frac{1}{2} (A \pm \alpha_k(A)). \quad (2.14)$$

Thereby $A_+$ is even whereas $A_-$ is odd under the adjoint action of the unitary operator $V(k)$ which further fulfills $V(k) = V(k)^* = V(k)^{-1}$.

The principle of causality, the relativistic prohibition of the existence of superluminal signals, is implemented in the framework by demanding for $A \in \mathcal{F}(\mathcal{O}_1)$ and $B \in \mathcal{F}(\mathcal{O}_2)$

$$[A_+, B_+] = [A_+, B_-] = [A_-, B_+] = \{A_-, B_-\} = 0, \quad \text{if} \quad \mathcal{O}_1 \subset \mathcal{O}_2'. \quad (2.15)$$

Introducing the twist operation

$$\mathcal{F}(\mathcal{O})^t := Z \mathcal{F}(\mathcal{O}) Z^*, \quad (2.16)$$

with

$$Z := \frac{1 + iV(k)}{1 + i}, \quad (2.17)$$

then the locality postulate (2.15) can equivalently be formulated in the following way.

v) **Twisted locality**:

$$\mathcal{F}(\mathcal{O}_1)^t \subset \mathcal{F}(\mathcal{O}_2)', \quad \text{if} \quad \mathcal{O}_1 \subset \mathcal{O}_2', \quad (2.18)$$

where $\mathcal{F}(\mathcal{O})'$ denotes the commutant of $\mathcal{F}(\mathcal{O})$, i.e.

$$\mathcal{F}(\mathcal{O})' := \{B \in \mathcal{B}(\mathcal{H}) : [A, B] = 0, \ \forall A \in \mathcal{F}(\mathcal{O})\}. \quad (2.19)$$

As can be easily verified, see also [71], we have

$$\mathcal{F}(\mathcal{O})^{tt} = \mathcal{F}(\mathcal{O}), \quad (2.20)$$

since $Z^2 = V(k)$, and, moreover,

$$\mathcal{F}(\mathcal{O})^{tt'} = \mathcal{F}(\mathcal{O})^{tt}, \quad (2.21)$$
as a consequence of the unitarity of $Z$. A sharpened version of the locality condition is that of twisted Haag duality
\[
\mathcal{F}(O) \cap V(G)' = \mathcal{F}(O')',
\] (2.22)
which is particularly known to hold [19] if the region $O$ in (2.22) is a wedge and the net is generated by finite-component Wightman fields [139]. In general, however, this is not the case for bounded regions.

The field net $\{\mathcal{F}(O)\}_{O \in \mathbb{R}^d}$ contains, in particular, a subnet $\{\mathcal{A}(O)\}_{O \in \mathbb{R}^d}$ of local observables. Each $\mathcal{A}(O)$ is defined as the set of fixed points under the action of the global gauge group $G$, that is,
\[
\mathcal{A}(O) = \mathcal{F}(O) \cap V(G)'
= \{ B \in \mathcal{F}(O) : \alpha_g(B) = B, \forall g \in G \}.
\] (2.23)
Hence the observable algebra fulfills (untwisted) locality. Moreover, the self-adjoint elements of $\mathcal{A}(O)$ are local relative to the fields, that is, $\mathcal{A}(O_1)$ and $\mathcal{F}(O_2)$ commute element-wise if $O_1 \subset O_2'$. They further correspond to physical properties of the system which may be measured in $O$. Note that in the theory of superselection sectors [55, 56, 58] the initial point is the net of observables whereas the gauge group and the field net are derived objects.

Furthermore, there exists a $U$- and $V$-invariant, normalized vector $\Omega \in \mathcal{H}$, the physical vacuum state which is unique up to a phase factor. One demands
\begin{itemize}
  \item[vi] Cyclicality of the vacuum: $\bigcup_{O} \mathcal{F}(O) \Omega$ is dense in $\mathcal{H}$.
\end{itemize}

If the field net $\{\mathcal{F}(O)\}_{O \in \mathbb{R}^d}$ is generated by Wightman fields then $\Omega$ is a cyclic vector for every single field algebra $\mathcal{F}(O)$ with $O \subset \mathbb{R}^d$ being open (Reeh-Schlieder Theorem). This, however, cannot always be expected for nets that are defined without association to Wightman fields. In general, the generation of the algebras $\mathcal{F}(O)$ from quantum field operators is a nontrivial problem, cf. e.g. [61, 26]. Nevertheless, under the additional assumption of weak additivity, that is
\[
\left( \bigcup_{x \in \mathbb{R}^d} \mathcal{F}(O_0 + x) \right)'' = \left( \bigcup_{O \subset \mathbb{R}^d} \mathcal{F}(O) \right)''
\]
for every fixed open set $O_0$, which particularly is fulfilled if the net $\{\mathcal{F}(O)\}_{O \in \mathbb{R}^d}$ emerges from Wightman fields, the Reeh-Schlieder Theorem can be proven to hold also in a more general context, see e.g. [5, 148]. That is, under the assumption of weak additivity, we have
\[
\mathcal{F}(O) \Omega = \mathcal{H}, \quad O \subset \mathbb{R}^d \text{ open}.
\] (2.24)
For regions $O$ with non-empty causal complement $O'$, it then follows from the Reeh-Schlieder property that the vacuum $\Omega$ is a separating vector of $\mathcal{F}(O)$ for every $O$, i.e. $A\Omega = 0$ for $A \in \mathcal{F}(O)$ implies $A = 0$. 
The factorial decomposition of the representation $V$ of the gauge group $G$ splits the Hilbert space $\mathcal{H}$ into a direct sum of orthogonal subspaces $\mathcal{H}_\xi$. The reduced unitary representation $V_\xi$ of $G$ on $\mathcal{H}_\xi$ is for each $\xi$ factorial, that is, the von Neumann algebra generated by the operators $\{V(g)|_{\mathcal{H}_\xi} : g \in G\}$ is a factor. $V_\xi$ decomposes further (in general non-uniquely) into a direct sum of unitarily equivalent irreducible representations of $G$. The character $\xi$ hence corresponds to a unitary equivalence class of irreducible representations contained in $V$ and is in one-to-one correspondence with the charge quantum numbers. The subspace $\mathcal{H}_\xi$, also referred to as (charge) sector, is generated by those vectors in $\mathcal{H}$ which transform according to this equivalence class $\xi$. So, the factorial decomposition of $V$ is given by

$$\mathcal{H} = \bigoplus_{\xi \in \Sigma} \mathcal{H}_\xi,$$

with $\Sigma$ the set of equivalence classes of irreducible unitary representations contained in $V$.

From a physical point of view the above assumed structure, regarding gauge invariance of the first kind, does not capture all superselection sectors if long-range forces are present. In Quantum Electrodynamics, for instance, we may have to take a finer decomposition labeled by “infrared clouds” [34] into account. Our assumptions are, however, consistent and sufficient in a theory with only short-range interaction.

The remarkable feature of the present approach is that the full physical interpretation of a theory is encoded in the corresponding net $\mathcal{O} \mapsto \mathcal{F}(\mathcal{O})$ of algebras, complying with the above conditions. In order to analyze e.g. the particle spectrum or collision cross sections, no further specification of operators in $\mathcal{F}(\mathcal{O})$ is necessary aside from their localization.

Throughout this thesis we shall refer to a net $\mathcal{O} \mapsto \mathcal{F}(\mathcal{O})$ satisfying the properties i), iii), iv), v) and vi) as local field net on $\mathbb{R}^d$. With regard to measurements, localization regions are preferably bounded. Hence, in the following we shall be particularly interested in algebras associated with compact regions, such as double cones, and refer to them as local algebras. Correspondingly, their elements shall be called local operators.
Chapter 3

Inverse Scattering Approach

In this chapter we are concerned with the explicit construction of nontrivial quantum field theoretic models with particle spectra that contain several massive particle species carrying arbitrary charges. The construction takes place within the framework of Local Quantum Physics and is formulated as an inverse scattering problem. The starting point is, therefore, a prescribed S-matrix which in general can be a rather complicated object. In spacetime dimensions greater than two no-go theorems [2, 46] imply that simplifications such as the exclusion of particle production from scattering processes result in the triviality of the S-matrix. In two spacetime dimensions, however, there do exist “manageable” S-matrices describing nontrivial interaction, namely those of factorizing type. The factorization of the multi-particle S-matrix into the product of a number of two-particle ones provides a drastic simplification we shall take advantage of. In this chapter the spacetime dimension is, therefore, restricted to two.

Considering a factorizing S-matrix as given, the first step is to construct wedge-local field algebras by means of auxiliary quantum fields. This task was already carried out in [102] and shall be reviewed in the following. In a second, more involved step we discuss the possibility of proceeding from these algebras, corresponding to infinitely expanded regions, to a net of local field algebras that are associated with bounded regions in Minkowski spacetime.

The techniques applied in that procedure result from an analysis that benefits, first of all, from the fact that wedge algebras are thoroughly studied objects in Algebraic Quantum Field Theory. This is, in particular, due to the interpretation of their modular operators as unitary representations of specific Poincaré transformations [18, 19, 25, 38]. Based upon this geometric action, families of wedge algebras can be constructed in an algebraic framework [32, 115]. It was, however, Bert Schroer’s fundamental insight [131, 132] that wedge algebras, complying with the principle of locality, also arise in a setting were a factorizing S-matrix in two spacetime dimensions is taken as the starting point of the construction, initiating thereby an interesting development. A complete construction of these algebras for a simple class of S-matrices was established in [96]. The transition from field operators localized in wedges to such localized in compact spacetime regions, e.g. double cones, is a rather complicated task. Since any double cone in two dimensions can be obtained by a suitable intersection of wedges, the desired local operators are necessarily elements of the intersection of wedge algebras. The difficulty
now is to prove the non triviality of these intersections. Buchholz and Lechner derived in [40] a simple condition, referred to as the modular nuclearity condition, by means of which the non triviality of the double cone algebras can be inferred. At the basis of their investigation is the analysis of spectral properties of the modular operators, which replaces the algebraic problem of checking locality by computing relative commutants [133]. Their arguments are closely linked to the so called split property of wedge algebras. In fact, the modular nuclearity condition implies the split property for wedges which in turn yields the cyclicity of the vacuum for the local algebras, i.e. the non triviality of the intersections mentioned above. Thus, in order to prove that the inverse scattering point of view we pursue here gives rise to non trivial local theories, we shall make use of this powerful condition by verifying it for the models at hand. This task does, however, rely on a certain conjecture which at the moment has only been shown to hold true in model theories with certain scalar valued S-matrices [100, 95].

This chapter is organized as follows. In the first section we specify the particle spectrum of the models to be constructed and collect some notation. Then the properties of a factorizing S-matrix, which is taken as an input for our construction, are specified. We continue our preparations by constructing a convenient Hilbert space. The subsequent section is concerned with the construction of local quantum field theoretic models by verifying the modular nuclearity condition under a certain conjecture. That section is followed by a discussion of the physical properties of the constructed models and concrete examples are illustrated. The most prominent models fitting in this inverse scattering approach are the \( O(N) \)-invariant nonlinear \( \sigma \)-models to which we devote Chapter 4.

### 3.1 Framework

The starting point of our construction is the specification of a certain particle spectrum. This task benefits from Wigner’s pioneering analysis of relativistic symmetries in quantum theory [147], which was undertaken in 1939. Accordingly, any relativistic formulation of quantum theory should at least involve a Hilbert space \( \mathcal{H} \) of state vectors and a unitary representation \( U \) of the proper, orthochronous Poincaré group \( P^\uparrow + \) on \( \mathcal{H} \). Irreducible positive energy representations were thereby identified by Wigner with relativistic particle states corresponding to a certain mass and spin. Recall that a positive energy representation is one that complies with the stability requirement of positive energy in all Lorentz frames, implying that the joint spectrum of the generators \( P = (P^0, P^1) \) of the representation \( U(a, 1) = e^{iP^a} \) of the translations is contained in the closed forward light cone \( \mathcal{V}^+ = \{ p \in \mathbb{R}^2 : p^0 \geq |p^1| \} \). The observables \( P^0 \), the energy, and \( P^1 \), the momentum, give rise to the mass operator \( M = [(P^0)^2 - (P^1)^2]^{1/2} \) which in a specific irreducible positive energy representation of \( P^\uparrow + \) has a sharp eigenvalue. Fixing the mass spectrum of the theory, therefore, amounts to choosing a certain unitary equivalence class of the representation \( U \). The choice of the representation space \( \mathcal{H} \), on the other hand, is to a large extent solely a matter of convenience.

By using this usual description of particles, we exclude theories in which long range forces are present. For those theories allow for particles whose mass fluctuates due to the presence of other excitations and therefore cannot be described by eigenstates of the mass
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A particular example for such a theory constitutes quantum electrodynamics where charged particles are inevitably accompanied by soft photons [130].

Concretely, we specify the single particle mass and charge spectra of the models to be constructed as follows. First of all, we consider a compact Lie group as the global gauge group $G$. Equivalence classes $q$ of unitary irreducible representations of $G$ are in one-to-one correspondence with the charge quantum numbers. We shall here be concerned with a finite subset $Q$ of such quantum numbers. For the sake of concreteness, the analysis is restricted to massive stable theories, which is the case if the restriction of the mass operator to each sector has positive isolated eigenvalues. For simplicity, we limit the number of isolated mass shells in each sector to one, that is, to each charge $q$ there is exactly one mass $m(q) > 0$. Our results, however, can be shown to hold also if finitely many isolated mass values are considered in each sector. The mass gap of the theory, i.e. $\min\{m(q) > 0 : q \in Q\}$, shall be denoted by $m_o$.

Since we are working on two-dimensional Minkowski space, we may parameterize the upper mass shell $H^+_m(q) = \{(p^2 + m(q)^2)^{1/2}, p : p \in \mathbb{R}\}$ by the rapidity $\theta$, that is

$$p_{m(q)}(\theta) := m(q) \begin{pmatrix} \cosh \theta \\ \sinh \theta \end{pmatrix}, \quad \theta \in \mathbb{R}. \quad (3.1)$$

The one-particle Hilbert space $H_1$ can, therefore, be identified with $L^2(\mathbb{R}, d\theta) \otimes K$, where $K$ is a $D$-dimensional Hilbert space with $D < \infty$. In particular, $H_1$ decomposes into subspaces of fixed charge $q \in Q$ and mass $m(q)$, namely

$$H_1 = \bigoplus_{q \in Q} L^2(\mathbb{R}, d\theta) \otimes K_q. \quad (3.2)$$

The spacetime symmetries, i.e. the proper orthochronous Poincaré group $P_+^+$, act on $H_1$ by means of the unitary, strongly continuous representation

$$U_1(a, t) := \bigoplus_{q \in Q} (U_{1,m(q)}(a, t) \otimes id_{K_q}), \quad (a, t) \in P_+^+, \quad (3.3)$$

which satisfies the relativistic spectrum condition. In particular, $U_{1,m(q)}(a, t)$ is irreducible and we have

$$\left(U_{1,m(q)}(a, t)\psi(\theta)\right)(\theta) := e^{ip_{m(q)}(\theta)a} \psi(\theta - 2\pi t), \quad \psi \in L^2(\mathbb{R}, d\theta) \otimes K_q. \quad (3.4)$$

Recall that in two spacetime dimensions it is convenient to consider pairs $(a, t) \in P_+^+$ consisting of a translation $a \in \mathbb{R}^2$ and a boost $\Lambda(t)$ with rapidity $t \in \mathbb{R}$, i.e.

$$\Lambda(t) := \begin{pmatrix} \cosh(2\pi t) & \sinh(2\pi t) \\ \sinh(2\pi t) & \cosh(2\pi t) \end{pmatrix}. \quad (3.5)$$

The global gauge group $G$, on the other hand, is represented on $H_1$ by unitaries

$$V_1(g) := \bigoplus_{q \in Q} (id_{L^2(\mathbb{R},d\theta)} \otimes V_{1,q}(g)), \quad g \in G, \quad (3.6)$$
and acts on \(\mathcal{K}_q\) via the irreducible representation \(V_{1,q}\). It is further obvious that \(V_1\) commutes with \(U_1\).

It will be useful to consider an orthonormal basis for each \(\mathcal{K}_q\). Then their direct sum, denoted by \(\{\mathbf{e}^\alpha : \alpha = 1, \ldots, D\}\), constitutes an orthonormal basis in \(\mathcal{K}\). Each index \(\alpha\) thus corresponds to a certain charge \(q_{[\alpha]}\) and mass \(m_{[\alpha]} := m(q_{[\alpha]})\), and \(\theta \mapsto \psi^\alpha(\theta)\) denotes the respective component of a vector \(\psi \in \mathcal{H}_1\). With regard to charge conjugation, the involution \(\alpha \mapsto \bar{\alpha}\), corresponding to a permutation of \(\{1, \ldots, D\}\), such that \(q_{[\alpha]} = q_{[\bar{\alpha}]}\) does the job.

Furthermore, let \((\cdot, \cdot)\) denote the scalar product in \(\mathcal{K}\). We define for vectors \(v \in \mathcal{K} \otimes^n\) and tensors \(M : \mathcal{K} \otimes^m \to \mathcal{K} \otimes^n\), \(m, n \in \mathbb{N}\),

\[
\begin{align*}
\psi^\alpha_1 \cdots \alpha_n &:= (e^{\alpha_1} \otimes \cdots \otimes e^{\alpha_n}, v) \\
M^{\alpha_1 \cdots \alpha_n}_{\beta_1 \cdots \beta_m} &:= (e^{\alpha_1} \otimes \cdots \otimes e^{\alpha_n}, M_{\beta_1}^{\beta_1} \otimes \cdots \otimes e^{\beta_m}) \quad (3.7) \\
M_{\beta_1}^{\beta_1} &:= 1 \\
M_{\beta_1}^{\beta_1} \otimes \cdots \otimes e^{\beta_m} &:= 1
\end{align*}
\]

Then, for \(M : \mathcal{K} \otimes^m \to \mathcal{K} \otimes^n\) and \(N : \mathcal{K} \otimes^l \to \mathcal{K} \otimes^m\), \(l \in \mathbb{N}\),

\[
(M : N)^{\alpha_1 \cdots \alpha_n}_{\beta_1 \cdots \beta_l} = \sum_{\gamma_1 \cdots \gamma_m} M^{\alpha_1 \cdots \alpha_n}_{\beta_1 \cdots \beta_m} N^{\gamma_1 \cdots \gamma_m}_{\beta_1 \cdots \beta_l} \quad (3.9)
\]

Moreover, for \(M \in \mathcal{B}(\mathcal{K} \otimes^2)\) and \(n \geq 2\) a useful notation will be

\[
M_{n,k} := 1_{k-1} \otimes M \otimes 1_{n-k-1}, \quad k = 1, \ldots, n-1, \quad \quad (3.10)
\]

where \(1_j\) denotes the identity on \(\mathcal{K} \otimes^j\) and \(M_{n,k} \in \mathcal{B}(\mathcal{K} \otimes^n)\). We, further, represent a tensor \(M \in \mathcal{B}(\mathcal{K} \otimes^m, \mathcal{K} \otimes^n)\) by means of the basis tensors \(e^{\alpha_1} \otimes \cdots \otimes e^{\alpha_n} \otimes e^{\beta_1}_* \otimes \cdots \otimes e^{\beta_m}_*\), namely

\[
M = \sum_{\alpha, \beta} M^{\alpha_1 \cdots \alpha_n}_{\beta_1 \cdots \beta_m} e^{\alpha_1} \otimes \cdots \otimes e^{\alpha_n} \otimes e^{\beta_1}_* \otimes \cdots \otimes e^{\beta_m}_*, \quad \quad (3.11)
\]

where \(\{e^*_\beta : \beta = 1, \ldots, D\}\) is the dual basis of \(\{e^\beta : \beta = 1, \ldots, D\}\) and \(\alpha := (\alpha_1, \ldots, \alpha_n)\). Using this notation we introduce for \(1 \leq k, l \leq m\) the following operation

\[
\begin{align*}
\text{Tr}^k l : \mathcal{B}(\mathcal{K} \otimes^m, \mathcal{K} \otimes^n) &\to \mathcal{B}(\mathcal{K} \otimes^{m-2}, \mathcal{K} \otimes^n), \\
M &\mapsto \sum_{\alpha, \beta} \delta^{\beta_k \beta_{m-l+1}} M^{\alpha_1 \cdots \alpha_n}_{\beta_1 \cdots \beta_k \cdots \beta_{m-l+1} \cdots \beta_m} \\
&\quad \times e^{\alpha_1} \otimes \cdots \otimes e^{\alpha_n} \otimes e^{\beta_1}_* \otimes \cdots \otimes e^{\beta_k}_* \otimes \cdots \otimes e^{\beta_{m-l+1}}_* \otimes \cdots \otimes e^{\beta_m}_*, \quad \quad (3.12)
\end{align*}
\]

where the hat indicates omission of the corresponding factors. The symbol \(\text{Tr}^k l\) shall not be confused with the conventional trace, denoted by \(\text{Tr}\), of a tensor which yields a scalar quantity. The presence of the indices \(k\) and \(l\) stresses this fact. We further define

\[
\text{Tr}^{k_1,\ldots,k_l}_{l_1,\ldots,l_i}(M) := \text{Tr}^{k_1}_{l_1} \left(\text{Tr}^{k_2}_{l_2} \left(\ldots \left(\text{Tr}^{k_i}_{l_i}(M)\right)\ldots\right)\right) \quad (3.13)
\]

for suitable \(k_i, l_i\) and \(M\).
For later purposes, we agree upon the following convention. Namely, considering some sequence \( \{b_k\}_{1 \leq k \leq n}, n \in \mathbb{N} \), of arbitrary algebraic objects \( b_k \) not necessarily commuting, then
\[
\prod_{k=1}^{n} b_k := b_1 \cdot b_2 \cdots b_{n-1} \cdot b_n.
\] (3.14)
We shall use this convention of ordered products throughout this thesis without further mentioning.

By second quantization, we have natural representations \( \hat{U} := \bigoplus_{n=0}^{\infty} U_1^\otimes n \) of \( P_+ \) and \( \hat{V} := \bigoplus_{n=0}^{\infty} V_1^\otimes n \) of \( G \) on the unsymmetrized Fock space \( \hat{H} := \bigoplus_{n=0}^{\infty} H_1^\otimes n \) over the single particle space \( H_1 \). In particular, we have for \( \Psi \in \hat{H} \)
\[
\left( \hat{U}(a,t)\Psi \right)^\alpha_n(\theta) = e^{i \sum_{k=1}^{n} p_m(\theta_k) a_k} \Psi^\alpha_n(\theta_1 - 2\pi t, \ldots, \theta_n - 2\pi t), \quad (a,t) \in P_+^1. \] (3.16)
As \( \hat{H} \) is quite a large space, one, usually, chooses to work on an appropriate subspace of it. Standard, well-known examples of subspaces are the totally symmetric Bose Fock space \( H_+ = \bigoplus_{n=0}^{\infty} (L^2(\mathbb{R}^n, d^n \theta) \otimes K_+) \) or the totally antisymmetric Fermi Fock space \( H_- = \bigoplus_{n=0}^{\infty} (L^2(\mathbb{R}^n, d^n \theta) \otimes K^-) \), where the + denotes total symmetrization and - total antisymmetrization respectively. The analysis of [98, 100], however, suggests that for our purposes a more convenient choice is a subspace with a symmetrization which is obtained by means of a factorizing S-matrix, an essential input to our construction.

### 3.2 Factorizing S-Matrices in Two Dimensions

To begin with, we first recall the basic formalism of the S-matrix theory, see e.g. [83, 5].

Considering a particle spectrum as described in the previous section, Haag-Ruelle-Hepp scattering theory [5, 81] reconciled with the charge structure being present [56] can be applied and multiparticle collision states can be computed\(^1\). Assuming for the sake of clarity for the moment that the theory under consideration is purely bosonic, then, there are isometries \( W_\text{in} \) and \( W_\text{out} \), the generalized Møller operators, which map the Bose Fock space \( \mathcal{H}_+ = \bigoplus_{n=0}^{\infty} (L^2(\mathbb{R}^n, d^n \theta) \otimes K_+) \) onto certain subspaces \( \mathcal{H}_{\text{in/out}} \) of the full Hilbert space \( \mathcal{H} \) of the theory. The spaces \( \mathcal{H}_{\text{in}} \) and \( \mathcal{H}_{\text{out}} \) are generated by vectors which can be interpreted as in-, respectively, outgoing configurations of noninteracting particles. The S-matrix \( \hat{S} \) is now introduced as the operator \( \hat{S} := W_\text{in} W_\text{out}^* : \mathcal{H}_{\text{out}} \to \mathcal{H}_{\text{in}} \) that maps outgoing into incoming scattering states. It is often, however, convenient to define the S-matrix as an

\(^1\)Note that the assumption of isolated mass shells in each sector is not necessary for this task, for there are methods [62] by means of which scattering states can be calculated also for more general mass spectra.
operator on $\mathcal{H}^+$, that is, to consider
\[
S := W_{\text{out}}^* W_{\text{in}} : \mathcal{H}^+ \to \mathcal{H}^+.
\]  
(3.17)

Note that we have $S = W_{\text{out}}^* W_{\text{in}} = W_{\text{in}}^* \tilde{S} W_{\text{in}} = W_{\text{out}}^* \tilde{S} W_{\text{out}}$.

If all states in the physical Hilbert space $\mathcal{H}$ can be interpreted as configurations of particles, i.e. $\mathcal{H}_{\text{in}} = \mathcal{H}_{\text{out}} = \mathcal{H}$, the theory has the property of asymptotic completeness. In this case the operator $S$ is unitary on $\mathcal{H}^+$ and $\tilde{S}$ is on $\mathcal{H}$ respectively.

The problem of a complete particle interpretation in relativistic quantum field theory is a matter of active research, see e.g. [65, 64, 63]. Due to several conceptual and technical difficulties, the only non-trivial class of models known to be asymptotically complete are two-dimensional theories with factorizing S-matrices [100, 144]. In fact, as is shown in [102] under a certain assumption, see also Section 3.5, the models to be constructed here do also belong to this class if a certain conjecture, to be specified later on, holds true.

Considering $\mathcal{H}^+ = \bigoplus_{n=0}^{\infty} (L^2(\mathbb{R}^n, d^n \theta) \otimes \mathcal{K}^{\otimes n})^+$ as above, we find for the S-matrix elements
\[
\langle \Psi, S \Phi \rangle = \sum_{n,m=0}^{\infty} \int d^n \theta \int d^m \theta' \left( \Psi_{n}(\theta), S_{n,m}(\theta; \theta') \cdot \Phi_{m}(\theta') \right)_{\mathcal{K}^{\otimes n}}
\]  
(3.18)

where $\theta := (\theta_1, \ldots, \theta_n)$, and $\Psi_n \in \mathcal{H}_{n}^+$ and $\Phi_m \in \mathcal{H}_{m}^+$ are the wavefunctions of the respective asymptotic states. The kernels $S_{n,m}$ are tempered distributions on $\mathcal{S}(\mathbb{R}^{n+m}) \otimes \mathcal{K}^{\otimes (n+m)}$. Their form is determined by constraints such as energy-momentum conservation or covariance. Further properties like crossing symmetry and hermitian analyticity, which are related to the analytic features of the collision operator [66, 84], restrict, in particular, the structure of the two-particle S-matrix elements $S_{2,2}$. In fact, these two-particle kernels are thoroughly studied objects in the literature, see e.g. [59, 66, 84]. On the other hand, due to their general complexity less is known about the higher S-matrix elements $S_{n,m}$, $n, m > 2$. As already mentioned in the introduction to this chapter, imposing certain simplifications on the S-matrix necessarily leads to its triviality at least in spacetime dimensions greater than two. This follows from several no-go theorems. For instance, if only elastic scattering is required, i.e. $S_{n,m} = 0$ for $n \neq m$, then it can be proven that in such a theory there is no interaction at all [2]. As shown by Coleman and Mandula in 1967 [46], the S-matrix has also to be trivial if there are conserved quantities in scattering processes which transform as higher Lorentz tensors. These triviality theorems, however, do not apply in 1+1 dimensions where “simple” but nontrivial S-matrices exist. Collision operators of this type have first been discovered in a nonrelativistic setting where the scattering of particles, interacting through a $\delta$-potential, was considered [16, 108]. They further were found to appear in quantized versions of completely integrable classical field theories such as the $O(N)$-invariant nonlinear $\sigma$-models [149, 150]. Since completely integrable models admit an infinite number of conservation laws, the dynamics is severely restricted. The particle number is, in particular, a conserved quantity in scattering processes, even though the dynamics is fully relativistic. The structure of the collision operator of such a theory is, clearly, limited to a large extent. In fact, the S-matrix has to be consistent with [59]
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- no particle production, i.e. $S_{n,m} = 0$ for $n \neq m$,
- factorization of the kernels $S_{n,n}$ into a product of $S_{2,2}$ kernels,
- equality of the sets of incoming and outgoing rapidities, i.e. $S_{n,n}(\theta_1, \ldots, \theta_n; \theta'_1, \ldots, \theta'_n) = 0$ unless $\{\theta_1, \ldots, \theta_n\} = \{\theta'_1, \ldots, \theta'_n\}$,
- no interaction of particles with different masses.

Due to the second property, scattering operators complying with these special properties are called factorizing S-matrices. It is, then, natural to focus the attention on the two-particle collision operator. The energy-momentum conservation law for scattering process of two incoming particles of types $\alpha, \beta$ with rapidities $\theta_1, \theta_2$ and two outgoing particles $\gamma, \delta$ with rapidities $\theta'_1, \theta'_2$ yields the appearance of the following delta distributions in

$$S_{2,2}(\theta_1, \theta_2)^{\alpha\beta}_{\gamma\delta}(\theta_1', \theta_2') = \frac{1}{2} \left( \delta(\theta_1 - \theta'_1)\delta(\theta_2 - \theta'_2) + \delta(\theta_1 - \theta'_2)\delta(\theta_2 - \theta'_1) \right) S_2(\theta_1, \theta_2)^{\alpha\beta}_{\gamma\delta},$$

$$S_2(\theta_1, \theta_2)^{\alpha\beta}_{\gamma\delta} = \begin{cases} S^{\beta\gamma}_{\delta\gamma}(\theta_1 - \theta_2), & \theta_1 > \theta_2 \\ S^{\alpha\beta}_{\gamma\delta}(\theta_2 - \theta_1), & \theta_2 \geq \theta_1. \end{cases}$$

By Lorentz invariance, the scattering amplitude $S(\theta)$ depends only on the difference of rapidities $\theta = \theta_1 - \theta_2$. Furthermore, standard S-matrix features, such as unitarity, covariance or the Yang-Baxter equation restrict the structure of $S$. We shall in the following be mainly concerned with this quantity. It is, therefore, convenient to refer to it as S-matrix for short. With regard to the position of the indices of $S$, different conventions appear throughout the literature. Our choice is the same as in [102].

The particular set $S$ of S-matrices which are at the basis of the present construction of nontrivial models is specified in the subsequent definition.

**Definition 3.1.** A continuous bounded function $S : \{\zeta \in \mathbb{C} : 0 \leq \text{Im} \zeta \leq \pi\} \rightarrow B(K \otimes K)$, analytic in $\{\zeta \in \mathbb{C} : 0 < \text{Im} \zeta < \pi\}$, is referred to as S-matrix if for $\theta, \theta' \in \mathbb{R}$ and $\alpha, \beta, \gamma, \delta \in \{1, \ldots, D\}$ the following properties are fulfilled:

1.) Unitarity:

$$S(\theta)^* = S(\theta)^{-1}. $$

2.) Hermitian analyticity:

$$S(\theta)^{-1} = S(-\theta).$$

3.) Yang-Baxter equation:

$$(S(\theta) \otimes 1_1)(1_1 \otimes S(\theta + \theta'))(S(\theta') \otimes 1_1) = (1_1 \otimes S(\theta'))(S(\theta + \theta') \otimes 1_1)(1_1 \otimes S(\theta)).$$

4.) Crossing symmetry:

$$S^{\alpha\beta}_{\gamma\delta}(i\pi - \theta) = S^{\gamma\alpha}_{\delta\beta}(\theta).$$

5.) PCT invariance:

$$S^{\alpha\beta}_{\gamma\delta}(\theta) = S^{\gamma\alpha}_{\delta\beta}(\theta).$$
6.) Translational invariance$^2$:

$$S_{\gamma \delta}^{\alpha \beta}(\theta) = 0 \quad \text{if} \quad m_{[\alpha]} \neq m_{[\beta]} \quad \text{or} \quad m_{[\beta]} \neq m_{[\gamma]}.$$  

7.) Gauge invariance:

$$[S(\theta), V_1(g) \otimes V_1(g)] = 0 \quad g \in G.$$  

The set $S$ has so far been explicitly determined only for a class of neutral particles with the same mass $m > 0$ [98]. In this case the Yang-Baxter equation, translational invariance and gauge invariance are trivially fulfilled. Apart from this scalar case, other special solutions for the set of constraints 3.1 were found for e.g. $O(N)$ $\sigma$-models [1, 149].

In conclusion, we may point out that, despite the severe limitations on the interaction in models governed by factorizing S-matrices, there do exist observable effects in scattering processes. In particular, the nonconstant nature of the phase shift of $S$ gives rise to the appearance of time delays.

### 3.3 S-Symmetric Fock Space

As indicated earlier, for our purposes it is practical to choose the Hilbert space of the theory to be S-symmetric. Such a Fock space is constructed by introducing an $S$-dependent action $D_n$ of the permutation group $\mathfrak{S}_n$ of $n$ elements on $\mathcal{H}_1^{\otimes n}$ [98]. That is, we put

$$(D_n(\tau_k)\Psi_n)(\theta_1, \ldots, \theta_n) := S(\theta_{k+1} - \theta_k)_{n,k}\Psi_n(\theta_1, \ldots, \theta_{k+1}, \theta_k, \ldots, \theta_n), \quad \Psi_n \in \mathcal{H}_1^{\otimes n},$$  

with $\tau_k \in \mathfrak{S}_n$, $k = 1, \ldots, n - 1$, being the transposition that exchanges $k$ and $k + 1$. Accordingly, for arbitrary permutations $\pi \in \mathfrak{S}_n$ there exists a unitary tensor $S^\pi_n : \mathbb{R}^n \rightarrow \mathcal{U}(K^{\otimes n})$ such that

$$(D_n(\pi)\Psi_n)(\theta) = S^\pi_n(\theta)\Psi_n(\theta_{\pi(1)}, \ldots, \theta_{\pi(n)}), \quad \Psi_n \in \mathcal{H}_1^{\otimes n}. \quad (3.21)$$

Obviously, $S^\tau_n(\theta) = S(\theta_{k+1} - \theta_k)_{n,k}$ holds. Due to the properties of the $S$-matrix, particularly due to the features 1.) to 3.) in Definition 3.1, we have

**Lemma 3.2** ([103]). $D_n$ is a unitary representation of the permutation group $\mathfrak{S}_n$ on $\mathcal{H}_1^{\otimes n}$.

Moreover, the mean over $D_n$,

$$P_n := \frac{1}{n!} \sum_{\pi \in \mathfrak{S}_n} D_n(\pi), \quad (3.22)$$

$^2$Although not obvious at first sight, this is, indeed, the right condition for translational invariance of $S$. It becomes obvious by taking the action of the translations, cf. (3.16), and (3.20) stated below into account.
is the orthogonal projection onto the $D_n$-invariant subspace of $\mathcal{H}_1^\otimes n$ \cite{98}. The S-symmetrized Fock space $\mathcal{H}$ over $\mathcal{H}_1$ is then defined by

$$\mathcal{H} := \mathbb{C} \oplus \bigoplus_{n=1}^{\infty} \mathcal{H}_n,$$

(3.23)

where $\mathbb{C}$ consists of multiples of the vacuum vector $\Omega$. Thus, vectors $\Psi_n \in \mathcal{H}_n$ satisfy

$$\Psi_\alpha^n(\theta) = S_{\beta_{k+1}\beta_k}^{\alpha_{k+1}\alpha_k}(\theta_{k+1} - \theta_k)\Psi_\alpha^{1...\alpha_{k-1}\beta_k\beta_{k+2}...\alpha_n}(\theta_1, ..., \theta_{k+1}, \theta_k, ..., \theta_n),$$

(3.24)

where $\alpha = (\alpha_1, ..., \alpha_n)$ and $\theta = (\theta_1, ..., \theta_n)$. Note that the summation convention is used in (3.24) and in the following. Moreover, for elements $\Psi = (\Psi_0, \Psi_1, ...)$ $\in \mathcal{H}$ we have $\|\Psi\|^2 = \sum_{n=0}^{\infty} \int d^n\theta \overline{\Psi_\alpha^n(\theta)}\Psi_\alpha^n(\theta) < \infty$.

For further purposes we introduce the particle number operator $N$ on $\mathcal{H}$ by

$$(N\Psi)_n := n\Psi_n,$$

(3.25)

for vectors with $\sum_n n^2\|\Psi_n\|^2 < \infty$, and refer to the dense subspace $\mathcal{D} \subset \mathcal{H}$, consisting of terminating sequences $(\Psi_0, \Psi_1, ..., \Psi_n, 0, ...)$, as the subspace of finite particle number.

We denote the restrictions of the representations $\hat{U} = \bigoplus_{n=0}^{\infty} U_1^\otimes n$ of $P_+^\uparrow$ and $\hat{V} = \bigoplus_{n=0}^{\infty} V_1^\otimes n$ of $G$ on the unsymmetrized Fock space $\tilde{\mathcal{H}}$, (3.15), to the subspace $\mathcal{H}$ by

$$U := \hat{U} \big|_{\mathcal{H}}, \quad V := \hat{V} \big|_{\mathcal{H}}.$$  

(3.26)

Clearly, $U$ is a strongly continuous positive energy representation of $P_+^\uparrow$, with up to a phase unique invariant unit vector $\Omega$, legitimizing thereby the interpretation of the latter as the physical vacuum state. The PCT operator $J$ on $\mathcal{H}$ is further defined by

$$(J\Psi)_\alpha^n(\theta) := \overline{\Psi_{\overline{n}...\overline{1}}(\theta_n, ..., \theta_1)}, \quad \Psi \in \mathcal{H}.$$  

(3.27)

It is the antunitary involution which extends $U$ to a representation of the proper Poincaré group $\mathcal{P}_+$ as stated in the following Lemma.

**Lemma 3.3.** \cite{134} The operator $J$ is an antunitary involution. Moreover, let $j(x) = -x$ be the space-time reflection defined in (2.6). Then, the assignment

$$U(j) := J$$

(3.28)

extends $U$ to a representation of the proper Poincaré group $\mathcal{P}_+$ on $\mathcal{H}$.

The PCT operator $J$ further commutes with the representation $V$ as shown in \cite[Lemma 2.3.]{102}. For our purposes it is not relevant to extend $U$ to the full Poincaré group $\mathcal{P}$. This is related to the fact that we shall not construct models with S-matrices being invariant under the symmetries of parity and time reflection separately.

**Lemma 3.4.** Let $n \in \mathbb{N}$, then PCT invariance and crossing symmetry of the S-matrix yield
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a)
\[
\prod_{k=a}^{b} S(\theta_{k})_{n,k}^{\alpha_1 \ldots \alpha_n} = \prod_{k=b}^{a} S(\theta_{k})_{n,n-k}^{\beta_1 \ldots \beta_n}, \quad 1 \leq a \leq b \leq n - 1, \tag{3.29}
\]

and
\[
\prod_{k=1}^{n} S(i\pi - \theta_{k})_{n+1,k}^{\alpha_1 \ldots \alpha_{n+1}} = \prod_{k=1}^{n} S(\theta_{k})_{n+1,n+1-k}^{\beta_1 \ldots \beta_{n+1}}, \tag{3.30}
\]

respectively.

Proof. Considering first part a), we proceed by induction in \(b\) with \(a\) fixed. Then, for the base case \(b = a\) the identity
\[
[S(\theta)_{n,a}^{\alpha_1 \ldots \alpha_n}]_{\beta_1 \ldots \beta_n} = [S(\theta)_{n,n-a}^{\beta_1 \ldots \beta_n}]_{\alpha_1 \ldots \alpha_n}
\]
holds, since
\[
(JD_n(\tau_{n-j})\Psi_n)^{\alpha_{j}}(\theta) = S_{\beta_n-j+1 \beta_n-j}^{\alpha_n-j+1 \alpha_n-j} \Psi_n^{\pi_n-j \pi_n-j} (\theta, \ldots, \theta_{n-j}, \theta_{n-j+1}, \ldots, \theta_1) = S_{\beta_{n-j+1} \beta_{n-j}}^{\alpha_n-j+1 \alpha_n-j} \Psi_n^{\pi_n-j \pi_n-j} (\theta, \ldots, \theta_{n-j}, \theta_{n-j+1}, \ldots, \theta_1) = (D_n(\tau_{n-j})J\Psi_n)^{\alpha}(\theta),
\]
with \(\Psi_n \in \mathcal{H}_n^{\otimes n}\), yields
\[
[S(\theta)_{n,j}^{\alpha_1 \ldots \alpha_n}]_{\beta_1 \ldots \beta_n} = [S(\theta)_{n,n-j}^{\beta_1 \ldots \beta_n}]_{\pi_n \ldots \pi_n}, \quad j = 1, \ldots, n - 1. \tag{3.31}
\]

Turning now to the inductive step \(b \rightarrow b + 1\), we compute
\[
\prod_{k=a}^{b+1} S(\theta_{k})_{n,k}^{\alpha_1 \ldots \alpha_n} = \prod_{k=a}^{b} S(\theta_{k})_{n,k}^{\alpha_1 \ldots \alpha_n} [S(\theta_{b+1})_{n,b+1}^{\xi_1 \ldots \xi_n}]_{\beta_1 \ldots \beta_n}.
\]
which by the inductive hypothesis and by (3.31) becomes

\[
\begin{align*}
\left[ \prod_{k=a}^{b+1} S(\theta_k)_{n,k} \right]_{\beta_1 \ldots \beta_n}^{a_1 \ldots a_n} & = \left[ \prod_{k=a}^{b} S(\theta_k)_{n,n-k} \right]_{\xi_n \ldots \xi_1}^{\frac{1}{\xi_n \ldots \xi_1}} \frac{1}{\xi_n \ldots \xi_1} \left[ S(\theta_{b+1})_{n,n-b-1} \right]_{\frac{1}{\xi_n \ldots \xi_1}}^{\frac{1}{\xi_n \ldots \xi_1}} \\
& = \left[ S(\theta_{b+1})_{n,n-b-1} \right]_{\frac{1}{\xi_n \ldots \xi_1}}^{\frac{1}{\xi_n \ldots \xi_1}} \left[ \prod_{k=b}^{a} S(\theta_k)_{n,n-k} \right]_{\xi_n \ldots \xi_1}^{\frac{1}{\xi_n \ldots \xi_1}} \\
& = \left[ \prod_{k=b+1}^{a} S(\theta_k)_{n,n-k} \right]_{\frac{1}{\xi_n \ldots \xi_1}}^{\frac{1}{\xi_n \ldots \xi_1}},
\end{align*}
\]

proving statement a). In order to show part b), we also proceed by induction, namely in \( n \). For \( n = 1 \) the claim follows directly from the crossing symmetry of the S-matrix. Letting \( n \to n+1 \), gives

\[
\begin{align*}
\left[ \prod_{k=1}^{n+1} S(i\pi - \theta_k)_{n+2,k} \right]_{\beta_1 \ldots \beta_{n+2}}^{a_1 \ldots a_{n+2}} & = \left[ \prod_{k=1}^{n} S(i\pi - \theta_k)_{n+2,k} \right]_{\beta_1 \ldots \beta_{n+2}}^{a_1 \ldots a_{n+2}} \left[ S(i\pi - \theta_{n+1})_{n+2,n+1+1} \right]_{\beta_1 \ldots \beta_{n+2}}^{a_1 \ldots a_{n+2}} \\
& = \left[ \prod_{k=1}^{n} S(i\pi - \theta_k)_{n+1,k} \right]_{\beta_1 \ldots \beta_{n+1}}^{a_1 \ldots a_{n+1}} \delta_{\alpha_{n+1}}^{n+1} \left[ S(i\pi - \theta_{n+1})_{n+2,n+1+1} \right]_{\beta_1 \ldots \beta_{n+2}}^{a_1 \ldots a_{n+2}} \\
& = \left[ \prod_{k=1}^{n} S(\theta_k)_{n+1,n+1-k} \right]_{\beta_{n+1} \ldots \beta_1}^{n+1} \left[ S(\theta_{n+1})_{n+2,n+1} \right]_{\beta_{n+2} \ldots \beta_1}^{n+1} \\
& = \left[ \prod_{k=1}^{n} S(\theta_k)_{n+2,n+2-k} \right]_{\beta_{n+2} \ldots \beta_1}^{n+2} \left[ S(\theta_{n+1})_{n+2,n+1} \right]_{\beta_{n+2} \ldots \beta_1}^{n+1} \\
& = \left[ \prod_{k=1}^{n+1} S(\theta_k)_{n+2,n+2-k} \right]_{\beta_{n+2} \ldots \beta_1}^{n+2} \left[ S(\theta_{n+1})_{n+2,n+1} \right]_{\beta_{n+2} \ldots \beta_1}^{n+1}.
\end{align*}
\]

On the dense subspace \( \mathcal{D} \subset \mathcal{H} \) of vectors with finite particle number we define creation and annihilation operators \( \hat{z}^\dagger(\theta), z(\theta) \) in the sense of operator-valued distributions. To this end, recall their unsymmetrized counterparts \( \hat{a}^\dagger(\varphi), \hat{a}(\varphi), \varphi \in \mathcal{H}_1 \), on \( \tilde{\mathcal{H}} \), subject to

\[
\hat{a}^\dagger(\varphi)\psi_1 \otimes \cdots \otimes \psi_n := \sqrt{n+1} \varphi \otimes \psi_1 \otimes \cdots \otimes \psi_n, \quad \psi_1, \ldots, \psi_n \in \mathcal{H}_1, \quad (3.32)
\]

\[
\hat{a}(\varphi)\psi_1 \otimes \cdots \otimes \psi_n := \sqrt{n} \langle \varphi, \psi_1 \rangle \psi_2 \otimes \cdots \otimes \psi_n, \quad \hat{a}(\varphi)\Omega := 0. \quad (3.33)
\]

Linear and continuous extension yields densely defined operators which on the subspace of finite particle number fulfill \( \hat{a}(\varphi)^* \supset \hat{a}^\dagger(\varphi) \). Their projections onto the S-symmetrized
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\[ H \] give rise to

\[ z^\dagger(\varphi) := P\hat{a}^\dagger(\varphi)P, \quad z(\varphi) := P\hat{a}(\varphi)P, \quad \varphi \in \mathcal{H}_1, \]  

(3.34)

by means of the orthogonal projection \( P : \mathcal{H} \to \mathcal{H} \). We relate to these operators the distributions \( z^\dagger_\alpha(\theta) \) and \( z_\alpha(\theta) \) by

\[ z^\dagger(\varphi) = \int d\theta \ z^\dagger_\alpha(\theta)\varphi^\alpha(\theta), \quad z(\varphi) = \int d\theta \ z_\alpha(\theta)\varphi^\alpha(\theta). \]  

(3.35)

**Proposition 3.5 ([102]).** Let \( \varphi \in \mathcal{H}_1 \) and \( \Psi \in \mathcal{D} \).

i) The operators \( z^\dagger(\varphi) \) and \( z(\varphi) \) act explicitly according to

\[ (z(\varphi)\Psi)^n(\theta) = \sqrt{n + 1} \int d\theta' \tilde{\varphi}^\alpha(\theta')\Psi^{\alpha n+1}(\theta', \theta), \]  

(3.36a)

\[ (z^\dagger(\varphi)\Psi)_n(\theta) = \frac{1}{\sqrt{n}} \sum_{k=1}^{n} S^\sigma_k(\theta) \left( \varphi(\theta_k) \otimes \Psi_{n-1}(\theta_1, \ldots, \hat{\theta_k}, \ldots, \theta_n) \right), \]  

(3.36b)

\[ z(\varphi)\Omega = 0, \quad \left( z^\dagger(\varphi)\Psi \right)_0 = 0, \]  

(3.36c)

where \( \sigma_k := \tau_{k-1}\tau_{k-2}\cdots\tau_1 \in \mathfrak{S}_n \) with \( \sigma_1 := id \) and \( \hat{\theta}_k \) denotes omission of the variable \( \theta_k \).

ii) \( z(\varphi)^* \supset z^\dagger(\varphi) \)  

(3.37)

iii) \( \|z(\varphi)\Psi\| \leq \|\varphi\|\|N^{1/2}\Psi\|, \quad \|z^\dagger(\varphi)\Psi\| \leq \|\varphi\|\|(N + 1)^{1/2}\Psi\|, \)  

(3.38)

with \( N \) the particle number operator (3.25).

iv) The distributional kernels \( z^\dagger_\alpha(\theta) \) and \( z_\alpha(\theta) \) satisfy

\[ z_\alpha(\theta)z_\beta(\theta') = S^{\alpha\gamma}_\delta(\theta - \theta')z_\gamma(\theta')z_\delta(\theta), \]  

(3.39a)

\[ z^\dagger_\alpha(\theta)z^\dagger_\beta(\theta') = S^{\alpha\gamma}_\delta(\theta - \theta')z^\dagger_\gamma(\theta')z^\dagger_\delta(\theta), \]  

(3.39b)

\[ z^\dagger_\alpha(\theta)z_\beta(\theta') = S^{\alpha\gamma}_\delta(\theta' - \theta)z^\dagger_\gamma(\theta')z_\delta(\theta) + \delta^{\alpha\beta}(\theta - \theta') \cdot 1. \]  

(3.39c)

Note that the operators \( z^\dagger(\varphi) \) and \( z(\varphi) \) are in general unbounded. Boundedness, however, follows in case of a constant S-matrix \( S^{\alpha\beta}_{\gamma\eta}(\theta) = -\delta^\alpha_\eta\delta^\beta_\gamma \). In fact, the exchange relations stated under item iv) in the previous proposition coincide for such an S-matrix with the canonical anticommutation relations (CAR). Similarly, one recovers the canonical commutation relations (CCR) if \( S^{\alpha\beta}_{\gamma\eta}(\theta) = +\delta^\alpha_\eta\delta^\beta_\gamma \). For generic S-matrices the operators \( z^\dagger(\varphi), z(\varphi) \) form a representation of the so-called Zamolodchikov-Faddeev algebra [150], commonly used in the context of integrable quantum field theories, see e.g. [136].
3.4 Construction of Models with Factorizing S-Matrices

3.4.1 Wedge-Local Fields

The preparations made in the previous sections allow for the explicit construction of wedge local fields as shown in [102]. These auxiliary operators play an important role in our analysis on the existence of local fields in the present approach. We shall, therefore, review in this section those results which are of particular interest for our purposes.

Motivated by the free theory with S-matrix $S_{\alpha\beta}(\theta) = +\delta_{\alpha}^{\alpha'} \delta_{\beta}^{\beta'}$, one introduces by means of the creation and annihilation operators $z^{\dagger}(\phi)$ and $z(\phi)$, defined in (3.34), for theories with a given $S \in \mathcal{S}$ a field on $\mathcal{D}$ via

$$\phi(f) := z^{\dagger}(f^+) + z(Jf^-), \quad f \in \mathcal{S}(\mathbb{R}^2) \otimes \mathcal{K},$$

(3.40)

where

$$f^{\pm,\alpha}(\theta) := \tilde{f}^{\alpha}(\pm p_{m|\alpha}(\theta)) = \frac{1}{2\pi} \int d^2x e^{\pm ip_{m|\alpha}(\theta) \cdot x} f^{\alpha}(x), \quad \theta \in \mathbb{R}.$$

(3.41)

Since, obviously, $f^{\pm,\alpha} \in L^2(\mathbb{R}, d\theta)$ for $f^{\alpha} \in \mathcal{S}(\mathbb{R}^2)$, the functions $f^\pm$ may be considered as vectors in $\mathcal{H}_1$. The operators (3.40) are related to the distributions

$$\phi_\alpha(x) = \int d\theta \left( z^{\dagger}_\alpha(\theta) e^{ip_{m|\alpha}(\theta) \cdot x} + z_\alpha(\theta) e^{-ip_{m|\alpha}(\theta) \cdot x} \right),$$

(3.42)

by

$$\phi(f) = \int d^2x \phi_\alpha(x) f^{\alpha}(x), \quad f \in \mathcal{S}(\mathbb{R}^2) \otimes \mathcal{K}.$$

(3.43)

It is, furthermore, useful to introduce a second auxiliary field, given by

$$\phi'(f) := Jz^{\dagger}(Jf^+)J + Jz(f^-)J, \quad f \in \mathcal{S}(\mathbb{R}^2) \otimes \mathcal{K}.$$

(3.44)

The following theorem establishes most of the well-known properties of Wightman fields for $\phi$ and $\phi'$. However, as stated below, these fields are in general nonlocal. Nevertheless, they can be interpreted as being localized in wedge regions $W \subset \mathbb{R}^2$, cf. Section 2.1.2. A mathematical motivation for this interpretation is the crossing symmetry of the S-matrix as it is reminiscent of the Kubo-Martin-Schwinger (KMS) condition for the vacuum state on an algebra of wedge-local observables with respect to the boost group. In fact, the relation stated under item $\text{viii}$ in the subsequent theorem depends severely on the crossing symmetry of the S-matrix.

**Theorem 3.6** ([102]). Let $f \in \mathcal{S}(\mathbb{R}^2) \otimes \mathcal{K}$ and $\Psi \in \mathcal{D}$.

i) The map $f \mapsto \phi(f)\Psi$ is linear and continuous.

ii) Define $(f^*)^\alpha(x) := \overline{f^{\alpha}(x)}$, then

$$\phi(f)^* \supset \phi(f^*).$$

(3.45)
iii) Each vector in \( \mathcal{D} \) is entire analytic for \( \phi(f) \). If \( f = f^* \), then \( \phi(f) \) is essentially self-adjoint on \( \mathcal{D} \).

iv) \( \phi(f) \) transforms covariantly under \( \mathcal{P}_{+}^\dagger \) and \( G \), that is,
\[
U(a,t)\phi(f)U(a,t)^{-1} = \phi(f_{(a,t)}), \quad f_{(a,t)}(x) := f(\Lambda(t)^{-1}(x-a)), \quad (a,t) \in \mathcal{P}_{+}^\dagger,
\]
\[
V(g)\phi(f)V(g^{-1}) = \phi(V_1(g)f), \quad (V_1(g)f)(x) := V_1(g)f(x), \quad g \in G.
\]
(3.46)

v) Let \( j(x) := -x \), then
\[
J\phi(f)J = \phi'(f_{(j)}), \quad f_{(j)}^\alpha(x) := f^\alpha(-x),
\]
\[
J\phi'(f)J = \phi(f_{(j)}),
\]
(3.47)

vi) For any open set \( \mathcal{O} \subset \mathbb{R}^2 \), the subspace
\[
\mathcal{D}_\mathcal{O} := \text{span}\{\phi(f_1)\cdots\phi(f_n)\Omega : f_1, \ldots, f_n \in \mathcal{S}(\mathcal{O}) \otimes \mathcal{K}, n \in \mathbb{N}_0\}
\]
(3.48)
is dense in \( \mathcal{H} \). That is, \( \Omega \) is cyclic for the field \( \phi \).

vii) The field \( \phi \) is local if and only if \( \mathcal{S}^{\alpha\beta}_{\gamma\eta}(\theta) = \delta^\alpha_\gamma \delta^\beta_\eta \).

Statements i) – iv) and vi), vii) hold also true if \( \phi \) is replaced by \( \phi' \). Let, moreover, \( f \in \mathcal{S}(W_R + a) \otimes \mathcal{K}, g \in \mathcal{S}(W_L + a) \otimes \mathcal{K} \) and \( a \in \mathbb{R}^2 \), then

viii)
\[
[\phi'(f), \phi(g)]\Psi = 0, \quad \Psi \in \mathcal{D},
\]
(3.49)

that is, the fields \( \phi \) and \( \phi' \), are relatively wedge-local.

The properties stated in the previous theorem allow for interpreting the auxiliary fields \( \phi \) and \( \phi' \) as being localized in wedges. One can, namely, assign \( \phi(g) \) to the localization region \( (W_L + \text{supp } g)'' \) and \( \phi'(f) \) to the localization region \( (W_R + \text{supp } f)'' \) in agreement with covariance and causality by properties iv) and viii) of Theorem 3.6. Thereby, \( (W_R + \text{supp } f)'' \) is the smallest right wedge that contains \( \text{supp } f \) which, on the other hand, is defined as the smallest subset of \( \mathbb{R}^2 \) containing \( \text{supp } f_a \) for all \( a \in \{1, \ldots, D\} \).

Building on these wedge-local fields \( \phi \) and \( \phi' \), we now aim at proving the existence of a local quantum field theory with S-matrix \( S \). To this end, it is advantageous to employ an operator-algebraic formulation of the already constructed models. This is due to certain techniques available in the algebraic framework which lead to a practical way for checking locality. In particular, the so-called modular nuclearity condition, as introduced later on, is of essential importance in the present analysis.

An algebraic description of the models at hand is obtained by considering the von Neumann algebras generated by \( \phi \) and \( \phi' \), i.e. with \( x \in \mathbb{R}^2 \)
\[
\mathcal{F}(W_L + x) := \{e^{i\phi(f)} : f = f^* \in \mathcal{S}(W_L + x) \otimes \mathcal{K}\}'', \quad (3.50a)
\]
\[
\mathcal{F}(W_R + x) := \{e^{i\phi'(f)} : f = f^* \in \mathcal{S}(W_R + x) \otimes \mathcal{K}\}''. \quad (3.50b)
\]
This definition and the properties of the fields $\phi$ and $\phi'$ yield

**Proposition 3.7** ([102]). Let $S \in \mathcal{S}$ and $\mathcal{F}(W)$, $W \in \mathcal{W}$, be defined as in (3.50). Then, $\{\mathcal{F}(W)\}_{W \in \mathcal{W}}$ is a local field net, cf. Section 2.2, of von Neumann algebras, transforming covariantly under the adjoint action of the extended representation $U$, cf. Lemma 3.3, of the proper Poincaré group $\mathcal{P}_+$. Furthermore, locality is fulfilled (without twisting) and the vacuum vector $\Omega$ is cyclic and separating for each $\mathcal{F}(W)$, $W \in \mathcal{W}$.

This result opens up the possibility to employ the powerful methods available in the context of Algebraic Quantum Field Theory as explained in the subsequent sections.

Note that, due to the fact that the net $\{\mathcal{F}(W)\}_{W \in \mathcal{W}}$ constructed by means of the auxiliary fields $\phi$ and $\phi'$ satisfies locality without twisting, we are dealing here with a purely bosonic theory. This is a particular consequence of the commutativity of the fields $\phi$ and $\phi'$ at spacelike distances. It is, in principle, possible to include Fermi fields in the framework by constructing anticommuting auxiliary objects. We do, however, not discuss this case here.

We remark further that $\phi$ and $\phi'$ constitute examples of so-called temperate polarization-free generators [132, 23]. This fact was shown in [134, Theorem 4.5.] and is due to the following properties. First, these fields generate only single particle states when applied to the vacuum $\Omega$. Second, they are localized in wedges. Last, $\phi$ and $\phi'$ admit a certain continuous and bounded behavior with regard to Poincaré transformations. We shall come back to this topic in Chapter 5 where such operators will be used to compute two-particle scattering amplitudes in Haag-Ruelle collision theory. For the present context such a calculation was done in [134].

### 3.4.2 The Bisognano-Wichmann Property

The cyclicity and separability of the vacuum $\Omega$ for $\mathcal{F}(W)$, $W \in \mathcal{W}$, established in Proposition 3.7, allows for the application of the Tomita-Takesaki theory [142, 143]. Considering, in particular, the pair $(\mathcal{F}(W_R), \Omega)$, we denote by $\Delta^t$, $t \in \mathbb{R}$, and $\tilde{J}$ the associated modular unitaries and modular conjugation respectively. Whereas the adjoint action of the modular group $\Delta^t$ leaves the algebra $\mathcal{F}(W_R)$ invariant, the antiunitary involution $\tilde{J}$ maps the algebra into its commutant $\mathcal{F}(W_R)'$. Bisognano and Wichmann showed that these operators have a geometric interpretation if the algebra $\mathcal{F}(W_R)$ is generated by Wightman fields [18, 19]. Namely, the modular group coincides with the representation of the Lorentz-boosts of the wedge and the modular conjugation is related to the PCT operator $J$. With regard to our intension to make use of the modular nuclearity condition which involves the maps (3.71) below and, in particular, the modular operator $\Delta$, it is desirable to prove these remarkable features also in the present context. As stated in the subsequent Proposition 3.8, it turns out that this is indeed the case.

Before presenting the corresponding results, we recall [18] that if $f \in \mathcal{A}(\mathbb{R}^2) \otimes \mathcal{K}$ has compact support in $W_R$ then $f^+ \in \mathcal{H}_1$ lies in the domain of the positive self-adjoint operator $U(0, \frac{1}{2})$ and

$$
(U(0, \frac{1}{2})f^+)(\theta) = f^+(\theta - i\pi) = f^-(\theta).
$$

(3.51)
Moreover, since \((f^*)^\alpha(x) = \overline{f^\alpha(x)}\), we have
\[
(J f^\pm)^\alpha(\theta) = (f^*)^\mp,\alpha(\theta). \tag{3.52}
\]
Thus, for compactly supported \(f \in \mathcal{S}(W_R) \otimes K\),
\[
JU(0, \frac{t}{2}) \phi'(f) \Omega = JU(0, \frac{t}{2}) f^+ = (f^*)^+ = \phi'(f)^* \Omega = S \phi'(f) \Omega, \tag{3.53}
\]
with \(S\) being the Tomita operator of the pair \((\mathcal{F}(W_R), \Omega)\), with polar decomposition \(S = \tilde{J} \Delta^{1/2}\). This calculation already suggests a one particle version of the Bisognano-Wichmann property which, as shown below, indeed holds true.

**Proposition 3.8.** Let \(\{\mathcal{F}(W)\}_{W \in \mathcal{W}}\) be the net of von Neumann algebras defined in (3.50). Then,

i) the Bisognano-Wichmann property holds, that is, the modular operator \(\Delta\) and modular conjugation \(\tilde{J}\) associated with the pair \((\mathcal{F}(W_R), \Omega)\) are given by
\[
\Delta_t = U(0, -t), \quad t \in \mathbb{R}, \tag{3.54}
\]
\[
\tilde{J} = J, \tag{3.55}
\]

ii) moreover, Haag-duality,
\[
\mathcal{F}(W)' = \mathcal{F}(W'), \quad W \in \mathcal{W}, \tag{3.56}
\]
holds.

**Proof.** We start the proof by showing that the operator \(A := \overline{\phi'(f)}\), with \(f \in \mathcal{S}(W_R) \otimes K\) of compact support, is affiliated with \(\mathcal{F}(W_R)\). To this end, consider \(\Psi_0 \in \mathcal{D}, \Psi \in \text{dom} A\) and \(g \in \mathcal{S}(W_R') \otimes K\) with \(g = g^*\). Using the property that any vector in \(\mathcal{D}\) is an analytic vector for \(\phi'(f)\) and \(\phi(g)\) \cite{[102]} it follows that \(\Psi_0\) and \(A^* \Psi_0\) are analytic vectors for \(B := \overline{\phi'(g)}\) because the particle number is only finitely changed by \(A^*\). Moreover, we have \cite{[102]}
\[
[A^*, B^p]|_\mathcal{D} = 0, \quad \forall p \in \mathbb{N}_0. \tag{3.57}
\]
Therefore,
\[
\langle \Psi_0, e^{iB} A \Psi \rangle = \sum_{p=0}^{\infty} \frac{i^p}{p!} \langle A^* B^p \Psi_0, \Psi \rangle = \sum_{p=0}^{\infty} \frac{i^p}{p!} \langle B^p A^* \Psi_0, \Psi \rangle = \langle \Psi_0, A e^{iB} \Psi \rangle, \tag{3.58}
\]
which implies \(e^{iB} A \Psi = A e^{iB} \Psi\) since \(\mathcal{D} \subset \mathcal{H}\) is dense. This relation still holds if one replaces \(e^{iB}\) by any element in the \(\ast\)-algebra \(A\) generated by \(e^{i\phi'(g)}\) with \(g \in \mathcal{S}(W_R') \otimes K\) and \(g = g^*\). However, any \(D' \in \mathcal{F}(W_R)'\) is a weak limit of a sequence \(D'_n \in A\) and the identity \(D'_n A \Psi = AD'_n \Psi\) is preserved under weak limits. Thus, \(A\) is affiliated with \(\mathcal{F}(W_R)\).

Since \(A\) is a closed, densely defined unbounded operator between Hilbert spaces, it has a unique polar decomposition \(A = Y \bar{A}\). Due to the affiliation of \(A\) with \(\mathcal{F}(W_R)\),
we have \( Y, E_n |A| \in \mathcal{F}(W_R), \ n \in \mathbb{N} \), where \( E_n \) are the spectral projections of \(|A|\) onto the spectrum in the interval \([0, n]\). Consider further the Tomita operator \( S \) of the pair \((\mathcal{F}(W_R), \Omega)\). Then it follows from \( SYE_n |A| \Omega = |A|E_n Y^* \Omega \), the strong convergence \( E_n \to 1 \) as \( n \to \infty \) and the closedness of \( S \) that \( A \Omega \) is in the domain of \( S \) and \( SA \Omega = A^* \Omega \). As \( \text{dom} \Delta^{1/2} = \text{dom} S, A \Omega \) is also in the domain of \( \Delta^{1/2} \). By the same arguments also \( A F \Omega \) with any \( F \in \mathcal{F}(W_R) \) is in the domain of \( S \) and \( \Delta^{1/2} \) respectively.

By modular theory, the Tomita operator of the pair \((\mathcal{F}(W_R)', \Omega)\) is \( S^* \). Using the same arguments as above, one can show that the operator \( \phi(f)' \), with \( f' \in \mathcal{F}(W_R') \otimes \mathcal{K} \) of compact support, is affiliated with \( \mathcal{F}(W_R)' \) and \( S^* \phi(f)' \Omega = \phi(f')^* \Omega \).

Next, we prove the statement on the modular operator. It follows from Equation (3.53) that
\[
S_{\text{geo}}^1 \subset SE^{(1)}, \tag{3.59}
\]
where \( S_{\text{geo}}^1 := J U(0, \frac{i}{2}) E^{(1)} \) and \( E^{(1)} \) is the projection onto \( \mathcal{K} \). To prove (3.59), define \( \mathcal{D}_0 := \{ \Psi \in \mathcal{K} : \Psi = \phi'(f) \Omega, \ supp f \in W_R \ \text{compact} \} \) which is dense in \( \mathcal{K} \). In \([32]\) it is shown that \( S_{\text{geo}}^1 \) is a closed operator which is densely defined on \( \mathcal{K} \). Moreover, \( \text{dom} S_{\text{geo}}^1 = \text{dom} U(0, \frac{i}{2}) = K + iK, \) where \( K \) is a real subspace of \( \mathcal{K} \). Clearly, we have \( \mathcal{D}_0 \subset \text{dom} S_{\text{geo}}^1 \). Therefore, there exist sequences \( \{ h_n \}_{n \geq 1} \) and \( \{ k_n \}_{n \geq 1} \) with \( h_n, k_n \in \mathcal{D}_0 \) corresponding to real functions \( f = f^* \), which converge to \( h, k \in K \) such that \( h_n + ik_n \to h + ik \in \text{dom} S_{\text{geo}}^1 \). In particular, \( S_{\text{geo}}^1 (h_n + ik_n) = h_n - ik_n \to h - ik \), which by the closedness of \( S_{\text{geo}}^1 \) gives \( S_{\text{geo}}^1 (h + ik) \). Thus, from (3.53), the closedness of \( S \) and the fact that \( S f^+ = f^+ \) for \( f^* = f \) it follows that \( S_{\text{geo}}^1 (h + ik) = S(h + ik) \), for all \( h + ik \in \text{dom} S_{\text{geo}}^1 \), proving (3.59).

To show the opposite inclusion, namely \( SE^{(1)} \subset S_{\text{geo}}^1 \), note that \( E^{(1)} = \sum_{q \in Q} E_{mq} \), where the \( E_{mq} \), \( q \in Q \), are spectral projections of the mass operator \( \sqrt{P^2} \). By a theorem of Borchers \([24]\) the modular group \( \Delta^{it} \) and modular conjugation \( \tilde{J} \) have geometrically the correct commutation relations with the translations, which is a crucial step towards the Bisognano-Wichmann property. In particular, the exchange relations of \( \Delta^{it} \) and \( \tilde{J} \) with the mass operator \( \sqrt{P^2} \) imply that \( S \) commutes with \( \sqrt{P^2} \) and consequently with \( E^{(1)} \) \([115]\). We proceed by defining \( S(W_R') := JSJ \) and \( S_{\text{geo}}^1(W_R') := JS_{\text{geo}}^1J \) respectively. Then, it follows from locality\(^4\) and modular theory\(^5\) that \( S \subset S(W_R') \). Since \( S(W_R') \) commutes with \( E^{(1)} \) we have together with Equation (3.59)
\[
SE^{(1)} \subset (S(W_R')E^{(1)})^* \subset S_{\text{geo}}^1(W_R')^* = S_{\text{geo}}^1, \tag{3.60}
\]
where the last equality follows from \( J U(0, \frac{i}{2}) = U(0, -\frac{i}{2}) J \) by the anti-unitarity of \( J \). Thus, we have shown
\[
SE^{(1)} = J U(0, \frac{i}{2}) E^{(1)}, \tag{3.61}
\]
As the polar decomposition of a closed operator is unique and \( S \) is closed, we obtain from (3.61) a one particle version of the Bisognano-Wichmann theorem, namely \( \Delta^{1/2} E^{(1)} = \)

---

\(^3\)Since \( E^{(1)} : \text{dom} S \to \text{dom} S, E^{(1)} \) and \( S \) commute strongly on vectors in \( \text{dom} S \).

\(^4\)\( F(W_R) \subset F(W_R') \).

\(^5\)If \( S_0 \) is the Tomita operator of the pair \((F(W), \Omega)\), then \( S_0^* \) is the Tomita operator corresponding to \((F(W)', \Omega)\).
$U(0, t)E^{(1)}$ and $\tilde{J}E^{(1)} = JE^{(1)}$. In particular, we have

$$\Delta^{it}E^{(1)} = U(0, -t)E^{(1)}, \quad \tilde{J}E^{(1)} = JE^{(1)}.$$  \hfill (3.62)

This result can now be used to prove the equality of the modular operator $\Delta^{it}$ with $U(0, -t)$. To this end, define $L(t) := U(0, -t)\Delta^{-it}, t \in \mathbb{R}$, and $\phi_{i}(t) := L(t)\phi'(f)L(t)^{-1}$ with $f \in \mathcal{S}(W_{R}) \otimes \mathcal{K}$ of compact support. Since $L(t)\mathcal{F}(W_{R})L(t)^{-1} \subset \mathcal{F}(W_{R})$, $\phi_{i}(t)$ is affiliated with $\mathcal{F}(W_{R})$ because $A = \phi'(f)$ is. Hence, $\phi_{i}(t)$ commutes with elements in $\mathcal{F}(W_{R})'$. Making use of the preceding result (3.62) and $L(t)^{-1}\Omega = \Omega$ we have with $A' \in \mathcal{F}(W_{R})'$

$$\phi_{i}'(f)A'\Omega = A'\phi_{i}(f)\Omega = A'L(t)\phi'(f)\Omega = A'L(t)E^{(1)}\phi'(f)\Omega = A'\phi'(f)\Omega = \phi'(f)A'\Omega,$$

since $\phi'(f)\Omega \in \mathcal{H}_{1}$. That is,

$$(\phi_{i}'(f) - \phi'(f))A'\Omega = 0, \quad A' \in \mathcal{F}(W_{R})',$$  \hfill (3.63)

for any $f$ as above. We will show below that $\mathcal{F}(W_{R})'\Omega$ is a core for $\phi'(f)$ and $\phi_{i}'(f)$, giving the result $\phi'(f) = \phi_{i}'(f)$. Hence $U(0, -t)\Delta^{-it}$ acts trivially on $\mathcal{F}(W_{R})$ and since $\Omega$ is cyclic for $\mathcal{F}(W_{R})$, it follows that $U(0, -t)\Delta^{-it} = 1, t \in \mathbb{R}$.

Similarly, one proves the equality of the modular conjugation $\tilde{J}$ with the TCP operator $J$. Firstly, we have $\tilde{J}\mathcal{F}(W_{R})J = \mathcal{F}(W_{L})'$ by modular theory and secondly $J\mathcal{F}(W_{R})J = \mathcal{F}(W_{L})$ by definition. Moreover, for an arbitrary wedge $W$ we have $\mathcal{F}(W') \subset \mathcal{F}(W_{L})'$ \cite{102}. Therefore, it is obvious that $\tilde{J}J\mathcal{F}(W_{R})(\tilde{J}J)^{-1} \subset \mathcal{F}(W_{R})$. Hence, the operator $\phi_{i}'(f) := I\phi'(f)I^{-1}$ with $I := \tilde{J}J$ and $f \in \mathcal{S}(W_{R}) \otimes \mathcal{K}$ is affiliated with $\mathcal{F}(W_{R})$. By the same arguments as above we find

$$(\phi_{i}'(f) - \phi'(f))A'\Omega = 0, \quad A' \in \mathcal{F}(W_{R})'.$$  \hfill (3.64)

We will show below that $\mathcal{F}(W_{R})'\Omega$ is also a core for $\phi_{i}'(f)$, which implies $\phi_{i}'(f) = \phi'(f)$ and consequently $I = 1$. Haag-duality, statement $ii$), then follows easily from $\mathcal{F}(W_{R})' = \tilde{J}\mathcal{F}(W_{R})J = \mathcal{F}(W_{L})$ and covariance.

In order to prove that $\mathcal{F}(W_{L})\Omega$ is a core for the operators $\phi'(f), \phi_{i}'(f)$, and $\phi_{i}'(f)$ we use the particle number bounds (3.38) and consider $P_{0}$, the positive generator of time translations, i.e. we have the following inequalities

$$\|\phi'(f)\Psi\| \leq (\|f^{+}\| + \|f^{-}\|) \|(N + 1)^{1/2}\Psi\|, \quad \Psi \in \mathcal{D}$$  \hfill (3.65)

$$m_{o}(N + 1) \leq P_{0} + m_{o}1,$$  \hfill (3.66)

with $m_{o} > 0$ the mass gap of the theory. Therefore, for $\Psi \in \mathcal{D} \cap \mathcal{D}_{P_{0}}$, where $\mathcal{D}_{P_{0}}$ is the domain of $P_{0}$, we have

$$\|\phi'(f)\Psi\| \leq m_{o}^{-1/2}(\|f^{+}\| + \|f^{-}\|)\|(P_{0} + m_{o}1)^{1/2}\Psi\|.$$  \hfill (3.67)

Using standard arguments it follows from this estimate that any core for $P_{0}$ is also a core for $\phi'(f)$. Since $I$ and $L$ also commute with all translations and therefore in particular
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with the time translations, this property is also true for \( \phi'_t(f) \) and \( \phi'_s(f) \). The remaining part is to show that \( \mathcal{F}(W_L)\Omega \cap \mathcal{D}_{P_0} \) is a core for \( P_0 \). To this end, note that \( \mathcal{F}(W_L)\Omega \) is mapped into itself by all translations \( U(y) \) with \( y \in W_L \). Moreover, let \( h \) be some test function such that \( \text{supp} \ h \subset W_L \) then, since \( \Omega \) is invariant under translations, we have \( \tilde{h}(P)\mathcal{F}(W_L)\Omega \subset \mathcal{F}(W_L)\Omega \cap \mathcal{D}_{P_0} \) with \( \tilde{h}(P) = \int dy \ h(y)U(y) \). However, there exist test functions \( h \) such that \( \tilde{h}(P) \) is invertible, i.e. \( \text{Ker}(\tilde{h}(P)) = \{0\} \), and hence \( \mathcal{F}(W_L)\Omega \cap \mathcal{D}_{P_0} \) is not empty. Therefore, we have \( (P_0 \pm i)\tilde{h}(P)\mathcal{F}(W_L)\Omega \subset (P_0 \pm i)(\mathcal{F}(W_L)\Omega \cap \mathcal{D}_{P_0}) \) and as \( \mathcal{F}(W_L)\Omega \) is dense in \( \mathcal{H} \) also the intersection \( \mathcal{F}(W_L)\Omega \cap \mathcal{D}_{P_0} \) is dense. This proves that \( P_0 \) is essentially self-adjoint on \( \mathcal{F}(W_L)\Omega \cap \mathcal{D}_{P_0} \) \cite[Cor. to Thm. VIII.3]{125} which therefore is a core for \( P_0 \). This finishes the proof. \( \square \)

Note that in case \( \dim \mathcal{K} = 1 \), the Poincaré group acts irreducibly on \( \mathcal{H}_1 \) and, therefore, the Bisognano-Wichmann property can be verified without establishing first a single particle version \cite{40}. It is, however, an important intermediate step in the situation of a richer particle spectrum, with \( \dim \mathcal{K} > 1 \), where this irreducibility feature is no longer present.

3.4.3 From Wedge-Local to Local Algebras - The Modular Nuclearity Condition

In the previous discussion we introduced certain models in terms of wedge-local quantum fields \( \phi, \phi' \) and proceeded to the corresponding von Neumann algebras \( \mathcal{F}(W), W \in \mathcal{W}, \)

(3.50) they generate. In local quantum physics, however, we are interested in local field algebras \( \mathcal{F}(\mathcal{O}) \), associated with bounded regions \( \mathcal{O} \subset \mathbb{R}^2 \). In order to proceed from the wedge algebras to a net of local algebras, we first notice that the causal complement of a double cone

\[
\mathcal{O}_{x,y} = (W_R + x) \cap (W_L + y), \quad y - x \in W_R,
\]

(3.68)

consists of the two disconnected components \( W_L + x \) and \( W_R + y \), cf. Figure 2.3. Considering an operator \( A \in \mathcal{B}(\mathcal{H}) \) associated to the region \( \mathcal{O}_{x,y} \), then causality requires that operations in \( \mathcal{O}_{x,y} = (W_L + x) \cup (W_R + y) \) do not influence \( A \) and, therefore, it has to commute with all operators in \( \mathcal{F}(W_L + x) \) and \( \mathcal{F}(W_R + y) \). Consequently, \( A \) belongs to the von Neumann algebra

\[
\mathcal{F}(\mathcal{O}_{x,y}) := (\mathcal{F}(W_L + x) \vee \mathcal{F}(W_R + y))' = \mathcal{F}(W_L + x)' \cap (\mathcal{F}(W_R + y))',
\]

(3.69)

which, with regard to compatibility with locality, actually is the maximal possible choice. Recall that \( \mathcal{F}(W_L + x) \vee \mathcal{F}(W_R + y) := (\mathcal{F}(W_L + x) \cup \mathcal{F}(W_R + y))'' \) denotes the smallest von Neumann algebra containing both \( \mathcal{F}(W_L + x) \) and \( \mathcal{F}(W_R + y) \). Definition (3.69) extends to arbitrary bounded open regions \( \mathfrak{A} \subset \mathbb{R}^2 \) by additivity, that is,

\[
\mathcal{F}(\mathfrak{A}) := \bigvee_{\mathcal{O} \supset \mathfrak{A} \in \mathcal{O}} \mathcal{F}(\mathcal{O}),
\]

(3.70)
where $\mathcal{O} := \{O_{x,y} : y - x \in W_R\}$ denotes the set of all double cones in $\mathbb{R}^2$. This construction indeed yields a local net $\{\mathcal{F}(\mathcal{O})\}_{\mathcal{O} \subset \mathbb{R}^2}$ which inherits its basic properties from those of the wedge algebras (3.50). More precisely, the following results hold true.

**Proposition 3.9.** Consider the algebras $\mathcal{F}(\mathcal{O})$ defined in (3.69, 3.70). Then, for bounded open $\mathcal{O}_1, \mathcal{O}_2 \subset \mathbb{R}^2$ we have

- **isotony:** $\mathcal{F}(\mathcal{O}_1) \subset \mathcal{F}(\mathcal{O}_2)$ for $\mathcal{O}_1 \subset \mathcal{O}_2$,

- **covariance:** $U(a,t)\mathcal{F}(\mathcal{O})U(a,t)^{-1} = \mathcal{F}(\Lambda(t)\mathcal{O} + a)$, $(a,t) \in \mathcal{P}_+$,

- **gauge symmetry:** $V(g)\mathcal{F}(\mathcal{O})V(g)^{-1} = \mathcal{F}(\mathcal{O})$, $g \in G$,

- **locality:** $\mathcal{F}(\mathcal{O}_1) \subset \mathcal{F}(\mathcal{O}_2)'$ for $\mathcal{O}_1 \subset \mathcal{O}_2'$,

that is, $\{\mathcal{F}(\mathcal{O})\}_{\mathcal{O} \subset \mathbb{R}^2}$ is a local net of von Neumann algebras.

A similar result was proven for the special case of a particle spectrum with only one type of neutral massive particles, i.e. in case the dimension of $\mathcal{K}$ is restricted to one. The proof of Proposition 3.9 requires, in fact, only trivial adjustments. For the convenience of the reader we, nevertheless, give a complete proof.

**Proof.** Let $O_{x_1,y_1} \subset O_{x_2,y_2}$ be an inclusion of double cones. Then, we have $W_R + y_2 \subset W_R + y_1$ and $W_L + x_2 \subset W_L + x_1$. Hence,

$$\mathcal{F}(\mathcal{O}_{x_1,y_1}) = \mathcal{F}(W_L + x_1)' \cap \mathcal{F}(W_R + y_1)' \subset \mathcal{F}(W_L + x_2)' \cap \mathcal{F}(W_R + y_2)' = \mathcal{F}(\mathcal{O}_{x_2,y_2})$$

implying together with Definition (3.70) isotony, i.e. the map $\mathcal{O} \mapsto \mathcal{F}(\mathcal{O})$ is a net of von Neumann algebras.

With regard to the covariance claim, let $O_{x,y} \in \mathcal{O}$ and $g \in \mathcal{P}_+$. Then,

$$U(g)\mathcal{F}(O_{x,y})U(g)^{-1} = U(g)\mathcal{F}(W_L + x)'U(g)^{-1} \cap U(g)\mathcal{F}(W_R + y)'U(g)^{-1} = \mathcal{F}(g(W_L + x))' \cap \mathcal{F}(g(W_R + y))' = \mathcal{F}(g\mathcal{O}).$$

Taking again Definition (3.70) into account, the covariance property follows. In an analogous manner, the transformation behavior under inner symmetries $g \in G$ follows directly from definition.

It remains to show locality. To this end, we consider two spacelike separated double cones $O_{x_1,y_1} \subset O'_{x_2,y_2}$. In this case, we have either $O_{x_1,y_1} \subset W_R + y_2$ and $\mathcal{F}(O_{x_1,y_1}) \subset \mathcal{F}(W_R + y_2)$, or $O_{x_1,y_1} \subset W_L + x_2$ and $\mathcal{F}(O_{x_1,y_1}) \subset \mathcal{F}(W_L + x_2)$. Since $\mathcal{F}(O_{x_2,y_2}) = (\mathcal{F}(W_L + x_2) \lor \mathcal{F}(W_R + y_2))'$, we have $\mathcal{F}(O_{x_1,y_1}) \subset \mathcal{F}(O_{x_2,y_2})'$. By the same argument, the locality property carries over to arbitrary spacelike separated bounded regions $\mathcal{R}_1 \subset \mathcal{R}_2$. \qed

The constructed net of local field algebras $\mathcal{F}(\mathcal{O})$ characterizes the model theory associated to the S-matrix $S$, initially taken into account. Thereby, the problem of finding explicit expressions for local quantum fields underlying the model is circumvented. In
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In the present approach these operators are, namely, rather defined in an indirect manner as elements of the intersections (3.69). The interesting question on the concrete form of the local fields was looked into by Bostelmann and Cadamuro [45, 27, 28, 29]. Their analysis, however, is restricted to the scalar case, i.e. to a particle spectrum consisting of only a single type of neutral massive particles. It is based on a certain series expansion which is a generalization of Araki’s expansion of bounded operators on Fock space in case of the free field theory [4] to integrable models in $1 + 1$ dimensions. Localization properties of these operators, represented by a series, then reflect in analyticity features of certain expansion coefficients. The characterization of the local observables in terms of the latter was carried out in [28]. An explicit construction of local operators within this approach was thereby given for a model with scalar S-matrix $S = -1$ [45].

In this thesis we are concerned with showing the existence of local quantum fields in a model with scattering operator determined by $S \in S$. This is the case if the local algebras $F(O)$ do not consist only of multiples of the identity, that is, if the intersections of wedge algebras (3.69) are nontrivial, and if further the Reeh-Schlieder property holds. Namely, in case the local algebras $F(O)$, corresponding to these intersections, have the vacuum $\Omega$ as a cyclic vector, their nontriviality and, in particular, the existence of a local field theory is implied.

In order to check the validity of the Reeh-Schlieder property for bounded regions, we benefit from a model-independent analysis carried out in [40] and [100] respectively where the maps

$$\Xi(x) : F(W_R) \to \mathcal{H}, \quad \Xi(x)A := \Delta^{1/4}U(x)A\Omega, \quad x \in W_R, \quad (3.71)$$

are of central significance. Building on an earlier result by Buchholz, d’Antoni and Longo [36] for an inclusion of von Neumann factors on a Hilbert space, the nuclearity of the maps (3.71) for any $x \in W_R$ can be shown to imply that the net $F$ (3.50) satisfies the (distal) split property for wedges [40], a powerful feature as shall be explained in more detail in the sequel. Recall first from [113] that a local field net $F$ is said to have the split property for wedges if the inclusion $F(W_1) \subset F(W_2)$, $W_1, W_2 \in \mathcal{W}$, is split whenever the closure of $W_1$ is contained in the interior of $W_2$ (in symbols $W_1 \subset \subset W_2$). The notion “distal” refers to split inclusions for pairs of regions $W_1$ and $W_2$ with a sufficiently large inner distance. The split property [57] of the inclusion $F(W_1) \subset F(W_2)$ thereby means that there exists a type I factor $\mathcal{N}$ such that

$$F(W_1) \subset \mathcal{N} \subset F(W_2).$$

It further corresponds to a form of statistical independence between $F(W_1)$ and $F(W_2)$. In particular, if $F(W_1)$ and $F(W_2)$ are factors and if there exists a cyclic and separating vector for $F(W_1)$, $F(W_2)$ and the relative commutant $F(W_1)' \cap F(W_2)$ then [49, 57] the split property of the inclusion $F(W_1) \subset F(W_2)$ for $W_1 \subset \subset W_2$ is equivalent to the existence of a unitary $T : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$ implementing an isomorphism between

---

6 In local theories with gauge charges [39] the observable, gauge invariant subalgebras $A(O)$ of $F(O)$ would have $\Omega$ as a cyclic vector on the charge zero subspace.

7 Appendix B provides supporting material with regard to nuclear maps.
the maps \( \Xi(x) \) take a concrete form by the Bisognano-Wichmann theorem, constituting an advantage in the investigation of their properties. In addition, by taking the modular nuclearity condition into account, we do not have to be concerned with the construction of interpolation type I factors, as is the case in a direct verification of the split property. A strong indication for choosing the modular nuclearity condition as the best suited method for our purposes provides the scalar case, discussed in [100, 95], where this condition was successfully verified\(^8\). Due to these considerations, in Section 3.4.4 we aim at verifying the nuclearity of the maps \( \Xi(x) \) for the models at hand. The implications we shall draw from the fulfillment of this property are summarized in the following theorem.

**Theorem 3.10** ([40, 100]). Let the modular nuclearity condition be satisfied, i.e. assume the maps \( \Xi(x) \) (3.71) are nuclear for \( x \in W_R \). Then, the inclusion \( F(W_R + x) \subset F(W_R) \) is (distal) split. Moreover, for \( O_{0,x} \in \mathcal{O} \),

\begin{itemize}
  \item \( F(O_{0,x}) \) is isomorphic to the hyperfinite type \( III_1 \) factor;
  \item \( F(O_{0,x}) \) has the vacuum \( \Omega \) as a cyclic vector.
\end{itemize}

Clearly, since any double cone \( O_{a,b}, b-a \in W_R \), can be transformed to \( O_{0,x} \) by a boost and a translation, the above stated results corresponding to \( O_{0,x} \) also hold for \( F(O_{a,b}) \) by covariance. By analogous arguments it also follows that the net \( F \) has the (distal) split property for wedges. In addition, further features such as Haag duality for double cones

\(^8\)As we noticed in the last stages of this thesis, the construction carried out in [100] is, in fact, incomplete. Fortunately by Erratum [95], the arguments can partially, however presently not to the full extent, be repaired. The reestablishment of the previously claimed results is currently being investigated.
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or weak additivity [100, 113] may be inferred from the modular nuclearity condition. Since we are mainly interested in the Reeh-Schlieder property we do not discuss these consequences in more detail. However, we note that the modular nuclearity condition, and hence the split property, implies the compactness of the global gauge group $G$ [57, Theorem 3.1].

3.4.4 Verifying The Modular Nuclearity Condition

In the previous section we discussed powerful techniques available in the literature by means of which the existence of local interacting models with prescribed S-matrix $S \in \mathcal{S}$ may be proven. As explained above the verification of the nuclearity of the maps $\Xi(x)$ (3.71) is thereby of central significance. The strategy followed here for this task is motivated by a similar construction carried out for the case of a particle spectrum consisting of only a single species of neutral massive particles [98, 100]. However, the results obtained in this special case, dealing, in particular, only with scalar-valued S-matrices, do not generalize readily to the present setting of a richer particle spectrum. Nevertheless, our analysis shall show that the methods of the scalar case turn out to be effective also in the situation at hand, at least to a great extent.

We start our investigation of the maps $\Xi(x)$ (3.71) by decomposing them into a series

$$\Xi(x) = \sum_{n=0}^{\infty} \Xi_n(x), \quad (3.72)$$

where, since $\Delta^{1/4}$ and $U(x)$ commute with the particle number operator $N$,

$$\Xi_n(x) : \mathcal{F}(W_R) \to \mathcal{H}_n, \quad \Xi_n(x)A := P_n \Xi(x)A = \Delta^{1/4} U(x)(A\Omega)_n, \quad x \in W_R, \quad (3.73)$$

with $(A\Omega)_n := P_n A\Omega \in \mathcal{H}_n$, $n \in \mathbb{N}_0$. For $\Xi(x)$ to be nuclear we have to prove that all $\Xi_n(x)$ are nuclear with summable nuclear norms

$$\sum_{n=0}^{\infty} \|\Xi_n(x)\|_1 < \infty. \quad (3.74)$$

Namely, in that case (3.72) converges in nuclear norm, which, therefore, yields that $\Xi(x)$ is in the Banach space $(\mathcal{N}(\mathcal{F}(W_R), \mathcal{H}), \| \cdot \|_1)$ of nuclear maps.

A great facilitation in the analysis of the nuclearity of the maps $\Xi(x)$ is provided by the Bisognano-Wichmann property. For it allows for a concrete formulation of the rather abstract modular nuclearity condition. In particular, it follows from Proposition 3.8 that the functions $\Xi_n(x)A$ have in terms of analytic continuation the concrete form

$$(\Xi_n(x)A)^\alpha(\theta) = \prod_{k=1}^{n} e^{m_{\alpha e}(x_0 \sinh \theta_k - x_1 \cosh \theta_k)} \cdot (A\Omega)_n^\alpha(\theta_1 - \frac{i\pi}{2}, \ldots, \theta_n - \frac{i\pi}{2}). \quad (3.75)$$
A further simplification is obtained by the obvious fact that for \( y \in W_R \) there exists a \( t \in \mathbb{R} \) such that
\[
\begin{pmatrix}
\cosh t & \sinh t \\
\sinh t & \cosh t
\end{pmatrix}
\begin{pmatrix}
y^0 \\
y^1
\end{pmatrix}
= \begin{pmatrix}
0 \\
y^1
\end{pmatrix}, \quad s > 0.
\]

Since the modular operator \( \Delta \) of \((\mathcal{F}(W_R), \Omega)\) commutes with the boosts \( U(0, t) \) and in view of the invariance of \( \Omega \) as well as \( \mathcal{F}(W_R) \) under these unitaries, nuclearity of \( \Xi(0, s) \) would imply that \( \Xi(y) \) was also a nuclear map with the same nuclear norm. Thus, without loss of generality, we shall from now on consider \( \Xi(x) = \Xi(0, s) := \Xi(s) \) with \( s > 0 \), giving
\[
(\Xi_n(s)A)^\alpha(\theta) = \prod_{k=1}^{n} e^{-m_{[\alpha_k]}s \cosh \theta_k} \cdot (A\Omega)^\alpha_n(\theta_1 - \frac{i\pi}{2}, \ldots, \theta_n - \frac{i\pi}{2}). \tag{3.76}
\]

As indicated above this concrete form suggests that the properties of the maps \( \Xi(s) \) may be deduced from analytic features of the functions \((A\Omega)^\alpha_n, A \in \mathcal{F}(W_R)\). In order to derive information about their analytic structure, we may make use of their localization. To this end, we consider the time zero fields of \( \phi \), namely
\[
\varphi_\alpha(x_1) := \sqrt{2\pi} \phi_\alpha(0, x_1), \quad \pi_\alpha(x_1) := \sqrt{2\pi} (\partial_0 \phi)_\alpha(0, x_1), \quad x_1 \in \mathbb{R}, \tag{3.77}
\]
understood in the sense of operator-valued distributions. For test functions \( f \in \mathcal{S}(\mathbb{R}) \otimes \mathcal{K} \), we have with regard to the Definition \((3.40)\) of \( \phi \)
\[
\varphi(f) = z^\dagger(\hat{f}) + z(\hat{J} \hat{f}_-), \tag{3.78}
\]
\[
\pi(f) = i \left( z^\dagger(\omega \hat{f}) - z(\omega \hat{J} \hat{f}_-) \right), \tag{3.79}
\]
where \( \hat{f}_\alpha(\theta) := \tilde{f}_\alpha(m_{[\alpha]} \sinh \theta), \hat{f}_\alpha(\theta) := \tilde{f}_\alpha(-m_{[\alpha]} \sinh \theta) \), and
\[
(\omega \Phi^\dagger_1)^\alpha(\theta) := \omega_{[\alpha]}(\theta) \Phi^\dagger_1(\theta), \quad \omega_{[\alpha]}(\theta) := m_{[\alpha]} \cosh \theta, \quad \Phi \in \mathcal{D}_\omega \subset \mathcal{H}. \tag{3.80}
\]
The operators \( \varphi(f) \) and \( \pi(f) \) are well-defined on \( \mathcal{D} \subset \mathcal{H} \), the subspace of finite particle number. Moreover, \( \varphi(f^*) \subset \varphi(f)^* \), \( \pi(f^*) \subset \pi(f)^* \) and by analogous arguments to those yielding \((3.49)\) one can prove that for \( A \in \mathcal{F}(W_R) \) and supp \( f \subset \mathbb{R}_- \)
\[
[\varphi(f), A] \Psi = 0, \quad [\pi(f), A] \Psi = 0, \quad \Psi \in \mathcal{D}. \tag{3.81}
\]

By means of the locality properties of \( A \in \mathcal{F}(W_R) \), a certain Hardy space structure can be established, as shown below. That is, we may come across analytic functions \( h^\alpha : T_\mathcal{C} \to \mathcal{C} \) in a Hardy space \( H^2(T_\mathcal{C}) \), where \( T_\mathcal{C} := \mathbb{R}^n + i\mathcal{C} \subset \mathbb{C}^n \) is a tube based on an open convex domain \( \mathcal{C} \subset \mathbb{R}^n \). For each \( \lambda \in \mathcal{C} \) the maps \( h^\lambda : \theta \mapsto h(\theta + i\lambda) \) are elements of \( L^2(\mathbb{R}^n) \otimes \mathcal{K}^\otimes n \) with finite norms denoted by \( \| \cdot \|_2 \). Correspondingly, their finite Hardy
norms are given by
\[
\|h\| := \sup_{\lambda \in \mathbb{C}} \|h\|_2 = \sup_{\lambda \in \mathbb{C}} \left( \sum_{\alpha} \int_{\mathbb{S}} d^\alpha \theta |h^{\alpha}(\theta + i\lambda)|^2 \right)^{1/2} < \infty.
\] (3.82)

In Appendix B.2 some useful properties concerning Hardy spaces on tube domains are collected.

For further purposes, let \( S(a, b) \) denote a certain open strip region in the complex plane, namely
\[
S(a, b) := \{ \zeta \in \mathbb{C} : a < \text{Im} \zeta < b \}.
\] (3.83)

Based on the localization of \( A \) in the right wedge, we obtain the following generalization of a result established in the scalar case \([100]\).

**Lemma 3.11.** Consider for \( A \in \mathcal{F}(W_R) \), \( n_1, n_2 \in \mathbb{N}_0 \), and \( \Psi_i \in \mathcal{H}_{n_i}, i = 1, 2 \), the functionals \( K, K^\dagger : \mathcal{S}(\mathbb{R}) \otimes \mathcal{K} \to \mathcal{C} \)
\[
K(\hat{f}) := \langle \Psi_1, [z(\hat{f}), A]\Psi_2 \rangle, \quad K^\dagger(\hat{f}) := \langle \Psi_1, [z^\dagger(\hat{f}), A]\Psi_2 \rangle,
\] (3.84)
with \( \hat{f}^{\alpha}(\theta) := \tilde{f}^{\alpha}(m_\alpha \sin \theta) \). Then, there exists a function \( \hat{K} \in H^2(S(-\pi, 0)) \otimes \mathcal{K} \) whose boundary values satisfy
\[
K(\hat{f}) = \sum_{\alpha} \int d\theta \hat{K}_\alpha(\theta) \hat{f}^{\alpha}(\theta), \quad K^\dagger(\hat{f}) = -\sum_{\alpha} \int d\theta \hat{K}_{\pi}(\theta - i\pi) \hat{f}^{\alpha}(\theta),
\] (3.85)
and whose Hardy norm is bounded by
\[
\|\hat{K}\| \leq \left( (n_1 + 1)^{1/2} + (n_2 + 1)^{1/2} \right) \|\Psi_1\| \|\Psi_2\| \|A\|.
\] (3.86)

**Proof.** Firstly, with regard to the particle number bounds (3.38) and the Cauchy-Schwarz inequality, we have
\[
\begin{align*}
|K(\hat{f})| &\leq \|z^\dagger(\hat{f})\Psi_1\| \|A\Psi_2\| + \|A^*\Psi_1\| \|z(\hat{f})\Psi_2\| \\
&\leq (\sqrt{n_1 + 1} + \sqrt{n_2}) \|\Psi_1\| \|\Psi_2\| \|A\| \|\hat{f}\|,
\end{align*}
\]
\[
\begin{align*}
|K^\dagger(\hat{f})| &\leq (\sqrt{n_1 + 1} + \sqrt{n_2 + 1}) \|\Psi_1\| \|\Psi_2\| \|A\| \|\hat{f}\|.
\end{align*}
\]
That is, by application of Riesz’ Lemma \([125, \text{Theorem II.4}]\), it follows that the distributions \( K \) and \( K^\dagger \) are given by integration against functions in \( \mathcal{H}_1 = L^2(\mathbb{R}) \otimes \mathcal{K} \) denoted by \( \hat{K}^\# \in \{ \hat{K}, \hat{K}^\dagger \} \). Their norms are bounded by
\[
\|\hat{K}^\#\|_2 \leq (\sqrt{n_1 + 1} + \sqrt{n_2 + 1}) \|\Psi_1\| \|\Psi_2\| \|A\|.
\] (3.87)

Next, we show by means of the time zero fields (3.78) the claimed analytic structure. To this end, consider the functionals \( K_\pm : \mathcal{S}(\mathbb{R}) \otimes \mathcal{K} \to \mathcal{C} \),
\[
K_-(\hat{f}) := \langle \Psi_1, [\varphi(\hat{f}), A]\Psi_2 \rangle, \quad K_+(\hat{f}) := \langle \Psi_1, [\pi(\hat{f}), A]\Psi_2 \rangle,
\] (3.88)
which are related to $K^\#$ via
\[
  z(\hat{f}) = \frac{1}{2} \left( \varphi(f^*) + i\pi(\omega^{-1} f^*) \right), \quad (3.89)
\]
\[
  z^\dagger(\hat{f}) = \frac{1}{2} \left( \varphi(f) - i\pi(\omega^{-1} f) \right). \quad (3.90)
\]

Note that $\hat{f}^{s\alpha}(\theta) = (J \hat{f})^{\alpha}(\theta)$. Moreover, since $K_{\pm}$ vanishes for supp $f \subset \mathbb{R}_-$ it follows that supp $K_{\pm} \subset \mathbb{R}_+$. Thus, there exist functions $p \mapsto \tilde{K}_+(p)$ which are analytic in the lower half plane and have polynomial bounds at the real boundary and at infinity such that the Fourier transforms of $K_{\pm}$ are their distributional boundary values [124, Thm. IX.16]. Taking into account that sinh maps the strip $S(-\pi, 0)$ to the lower half plane, we have that
\[
  \tilde{K}_{+\alpha}(\theta) := \tilde{K}_{+\alpha}(m_{[\alpha]} \sinh \theta), \quad \tilde{K}_{-\alpha}(\theta) := m_{[\alpha]} \cosh \theta \tilde{K}_{-\alpha}(m_{[\alpha]} \sinh \theta), \quad (3.91)
\]
are analytic in this strip. Hence, it follows that
\[
  K(\hat{f}) = \frac{1}{2} \left( K_{-}(f^*) + iK_{+}(\omega^{-1} f^*) \right) = \frac{1}{2} \int dp \left( \tilde{K}_{-\alpha}(p) + i\omega(p)^{-1} \tilde{K}_{+\alpha}(p) \right) \hat{f}^{s\alpha}(p) = \frac{1}{2} \int d\theta \left( \tilde{K}_{-\pi}(\theta) + i\tilde{K}_{+\pi}(\theta) \right) \hat{f}^{\alpha}(\theta),
\]
and
\[
  K^\dagger(\hat{f}) = \frac{1}{2} \left( K_{-}(f) - iK_{+}(\omega^{-1} f) \right) = \frac{1}{2} \int d\theta \left( \tilde{K}_{-\alpha}(-\theta) - i\tilde{K}_{+\alpha}(-\theta) \right) \hat{f}^{\alpha}(\theta) = \int d\theta \tilde{K}_{\alpha}^\dagger(\theta) \hat{f}^{\alpha}(\theta),
\]
respectively. These equations, moreover, yield
\[
  \tilde{K}_{\pi}(\theta) = \frac{1}{2} \left( \tilde{K}_{-\alpha}(\theta) + i\tilde{K}_{+\alpha}(\theta) \right), \quad \tilde{K}_{\alpha}^\dagger(\theta) = \frac{1}{2} \left( \tilde{K}_{-\alpha}(-\theta) - i\tilde{K}_{+\alpha}(-\theta) \right), \quad (3.92)
\]
and, thus, the analyticity of $\theta \mapsto K_{\alpha}(\theta)$ in the strip $S(-\pi, 0)$. Furthermore, it follows that the boundary values of $\tilde{K}_{\pm\alpha}$ also exist as functions in $L^2(\mathbb{R}) \otimes \mathcal{K}$. Since $\tilde{K}_{\pm\alpha}(\theta - i\pi) = \pm K_{\pm\alpha}(\theta)$ for $\theta \in \mathbb{R}$ by (3.91), we have $\tilde{K}_{\alpha}^\dagger(\theta) = -\tilde{K}_{\alpha}(\theta - i\pi)$.

It, therefore, remains to prove that the function $\tilde{K}$ is an element of the Hardy space $H^2(S(-\pi, 0)) \otimes \mathcal{K}$. For that purpose, we consider $\tilde{K}_{\alpha}^{(s)}(\zeta) := e^{-im_{[\alpha]}s \sinh \zeta} K_{\alpha}(\zeta)$, with $s > 0$, which clearly is analytic in the strip $S(-\pi, 0)$. The identity
\[
  \left| \tilde{K}_{-\lambda\alpha}(\theta) \right| = \frac{1}{2} e^{-m_{[\alpha]}s \sin \lambda \cosh \theta} \left| \tilde{K}_{-\pi}(\theta - i\lambda) + i\tilde{K}_{+\pi}(\theta - i\lambda) \right| \quad (3.93)
\]
yields that $\tilde{K}_{-\lambda\alpha}^{(s)} \in L^2(\mathbb{R})$ for all $\lambda \in [0, \pi]$ and $s > 0$, since $\theta \mapsto \tilde{K}_{\pm\alpha}(\theta - i\lambda)$ is bounded by polynomials in $\cosh \theta$ for $\theta \to \infty$ and $0 < \lambda < \pi$. Noting that $\|\tilde{K}_{0/\lambda/\pi}(\theta)\|_2 = \|\tilde{K}_{0/\lambda/\pi}^{(s)}\|_2$ and with regard to (3.87), the three lines theorem may be applied and we arrive at
\[
  \|\tilde{K}_{-\lambda}^{(s)}\|_2 \leq (\sqrt{n_1 + 1} + \sqrt{n_2 + 1}) \|\Psi_1\|\|\Psi_2\|\|A\|, \quad 0 \leq \lambda \leq \pi. \quad (3.94)
\]
Since (3.93) is monotonically increasing for $s \to 0$, it follows that the uniform bound (3.94) holds also for $\hat{K}-\lambda = \hat{K}^{(0)}-\lambda$, with $0 \leq \lambda \leq \pi$. Thus,

$$\hat{K} \in H^2(S(-\pi, 0)) \otimes K, \quad \|\hat{K}\| \leq \left( (n_1 + 1)^{1/2} + (n_2 + 1)^{1/2} \right) \|\Psi_1\| \|\Psi_2\| \|A\|.$$ 

Putting $\Psi_1 = \Psi_2 = \Omega$ in (3.84), we have

$$\int d\theta \hat{f}_a(\theta) \hat{K}_a(\theta) = \langle \Omega, z(\hat{f}) A \Omega \rangle = \langle \hat{f}, A \Omega \rangle = \int d\theta \hat{f}_a(\theta) (A \Omega)_{\alpha}^{(\lambda)}(\theta),$$

which implies that the single particle functions corresponding to operators localized in $W_R$ are boundary values of functions in $H^2(S(-\pi, 0)) \otimes K$ with norms $\| (A \Omega)_{1} \| \leq 2 \|A\|$. In this special case, however, it is obvious that the bound can actually be improved to $\| (A \Omega)_{1} \| \leq \|A\|$.

From this observation one can infer that the map $\Xi_1(s)$ is nuclear. Namely, it is possible to consider $\Xi_1(s)$ as the composition of two maps denoted by $\Upsilon_1$ and $X_1(s)$ as the following diagram explains.

The map $\Upsilon_1$ from $\mathcal{F}(W_R)$ to $H^2(S(-\pi, 0)) \otimes K$ acts according to $\Upsilon_1 A := (A \Omega)_1$, whereas $X_1(s) : H^2(S(-\pi, 0)) \otimes K \rightarrow \mathcal{H}_1$ according to $(A \Omega)_1 \mapsto \Xi_1(s) A$. We have already shown that $\Upsilon_1$ is bounded as a linear map between the Banach spaces $(\mathcal{F}(W_R), \| \cdot \|_{\mathcal{B}(\mathcal{K})})$ and $(H^2(S(-\pi, 0)) \otimes K, \| \cdot \|)$. Comparing with Equation (3.76) we find for $X_1(s)$ the following explicit action

$$(X_1(s) h^\alpha(\theta)) := e^{-s \sin[\alpha]} \cosh \theta h^\alpha(\theta - \frac{i \pi}{2}).$$

Since any $h^\alpha \in H^2(S(-\pi, 0))$ is an analytic function which, moreover, has the property that $h_\lambda(\theta) \to 0$ uniform in $\lambda$ for $|\theta| \to \infty$ if $-\pi \leq \lambda \leq 0$, and that $h_\lambda$ converges in the norm topology of $L^2(\mathbb{R})$ as $\lambda$ approaches the boundary of $S(-\pi, 0)$, cf. Appendix B.2, we may consider its Cauchy integral over a closed curve $\gamma$ around the point $\theta - \frac{i \pi}{2}$ and then deform $\gamma$ to the boundary of the strip $S(-\pi, 0)$. This gives the identity

$$h^\alpha(\theta - \frac{i \pi}{2}) = \frac{1}{2 \pi i} \oint_{\gamma} d\zeta' \frac{h^\alpha(\zeta')}{\zeta' - (\theta - \frac{i \pi}{2})} = \frac{1}{2 \pi i} \int_{\mathbb{R}} d\theta' \left( h^\alpha(\theta' - i \pi) \theta' - \theta - \frac{i \pi}{2} - h^\alpha(\theta') \theta' - \theta + \frac{i \pi}{2} \right).$$

Introducing integral operators $T_{s, \pm}$ on $L^2(\mathbb{R}) \otimes K$ defined by the kernels

$$T_{s, \pm}^{[\alpha]}(\theta, \theta') := \frac{1}{\pi i} \frac{e^{-s \sin[\alpha]} \cosh \theta}{\theta' - \theta \pm \frac{i \pi}{2}},$$
we obtain
\[(X_1(s)h)\alpha(\theta) = \frac{1}{2} (T_{s,-} h_{-\pi} - T_{s,+} h_0)\alpha(\theta). \quad (3.99)\]

It can be shown [98, Appendix B.2] that \(T_{s,\pm}\) are trace class operators on \(L^2(\mathbb{R}) \otimes \mathcal{K}\) for any \(s > 0\), with trace norms \(\|T_{s,\pm}\|_1 \leq D\|T_{s,\pm}^{[\alpha_0]}\|_1 \leq c(s, m_{[\alpha_0]} := m_\alpha) < \infty\), cf. (B.6).

The boundedness of the maps \(h_\alpha \mapsto h_{0,\alpha}\) and \(h_\alpha \mapsto h_{-\pi,\alpha}\) from \(H^2(S(-\pi, 0))\) to \(L^2(\mathbb{R})\), with norms not exceeding one, implies that

\[\|X_1(s)\|_1 \leq c(s, m_\alpha), \quad (3.100)\]

resulting in the nuclearity of \(\Xi_1(s)\), cf. Lemma B.2.

**Lemma 3.12.** In a model with \(S\)-matrix \(S \in \mathcal{S}\) the map \(\Xi_1(s) : F(W_R) \to \mathcal{H}_1, A \mapsto \Delta^{1/4} U(\xi)(A_\Omega)_{1}, \xi := (0, s)\), is nuclear for any \(s > 0\).

In order to prove nuclearity of the maps \(\Xi_n(s)\) with \(n > 1\), we may proceed in the same manner as in the case \(n = 1\). Therefore, we start with the investigation of analytic and boundedness properties of \((A_\Omega)_{\alpha}^{\alpha}, n > 1\), by means of Lemma 3.11. Since

\[\sqrt{n!} (A_\Omega)^{\alpha}_{\alpha}(\theta) = \langle z_{\alpha_1}^{\dagger}(\theta_1) \cdots z_{\alpha_n}^{\dagger}(\theta_n) \Omega, A \Omega \rangle = \langle z_{\alpha_2}^{\dagger}(\theta_2) \cdots z_{\alpha_n}^{\dagger}(\theta_n) \Omega, [z_{\alpha_1}(\theta_1), A] \Omega \rangle\]

Lemma 3.11 yields for \(A \in F(W_R)\) analyticity of the expression above in the variable \(\theta_1\) in the strip \(S(-\pi, 0)\), with boundary value at \(\text{Im}(\theta_1) = -\pi\) given by

\[\langle z_{\alpha_1}^{\dagger}(\theta_2) \cdots z_{\alpha_n}^{\dagger}(\theta_n) \Omega, [A, z_{\alpha_1}^{\dagger}(\theta_1)] \Omega \rangle = \langle z_{\alpha_2}^{\dagger}(\theta_2) \cdots z_{\alpha_n}^{\dagger}(\theta_n) \Omega, A z_{\alpha_1}^{\dagger}(\theta_1) \Omega \rangle - \langle z_{\alpha_1}(\theta_1) z_{\alpha_2}^{\dagger}(\theta_2) \cdots z_{\alpha_n}^{\dagger}(\theta_n) \Omega, A \Omega \rangle. \quad (3.101)\]

This calculation suggests the general analysis of matrix elements of the form

\[\langle z_{\alpha_{k+1}}^{\dagger}(\theta_{k+1}) \cdots z_{\alpha_n}^{\dagger}(\theta_n) \Omega, A z_{\alpha_{l_1}}^{\dagger}(\theta_{l_1}) \cdots z_{\alpha_{l_{|C|}}}^{\dagger}(\theta_{l_{|C|}}) \Omega \rangle, \quad A \in F(W_R),\]

and, in particular, the investigation of “contracted” matrix elements, corresponding to the second term in Equation (3.101). These contractions between the variables \(\theta_{k+1}, \ldots, \theta_n\) and \(\theta_k, \ldots, \theta_1\) on the respective sides of the scalar product result from repeated application of the exchange relations (3.39).

For the description of such contracted matrix elements we adopt the notation introduced in [98], as follows. The set of contractions \(\mathcal{C}_{n,k}\) is defined to be the power set of \(\{k + 1, \ldots, n\} \times \{1, \ldots, k\}\), with integers \(0 \leq k \leq n\), hence \(\mathcal{C}_{n,0} = \mathcal{C}_{n,n} = \emptyset\). Furthermore, a contraction \(C \in \mathcal{C}_{n,k}\) is parametrized by

- an ordered set of “right” indices \(1 \leq r_1 < \cdots < r_{|C|} \leq k\),
- an unordered set of pairwise different “left” indices \(k + 1 \leq l_1, \ldots, l_{|C|} \leq n\), and
- a permutation of \(\{l_1, \ldots, l_{|C|}\}\),

giving pairs \((l_i, r_i) \in C\). The index \(|C| \leq \min\{k, n - k\}\) denotes the length of the contraction, i.e. the number of pairs.
With these notations we define for a $C \in \mathcal{C}_{n,k}$ the corresponding contracted matrix element as follows

$$
\langle A \rangle_C^{\alpha_{k+1}, \ldots, \alpha_1, \alpha_k} (\theta_1, \ldots, \hat{\theta}, \theta_k, \theta_{k+1}, \ldots, \theta_n)
:= \langle z^{\alpha_{k+1}}_{\theta_{k+1}} \cdot \ldots \cdot z^{\alpha_1}_{\theta_1} \Omega, A z^{\alpha_k}_{\theta_k} (\theta_k) \cdot \ldots \cdot z^1_{\theta_1} (\theta_1) \Omega \rangle,
$$

(3.102)

where the symbols $\hat{\theta}$ and $\hat{\alpha}$ indicate the omission of $z^1(\theta_1)$, $z^i(\theta_i)$, $\alpha_{r_i/l_i}$ and $\theta_{r_i/l_i}$ with $i = 1, \ldots, |C|$. Note, in particular, the order of the indices. Having regard to the particle number bounds (3.38) and $A$ being a bounded operator, the contracted matrix elements (3.102) are well-defined tempered distributions on $\mathcal{S}((\mathbb{R}^{n-|C|}) \otimes \mathcal{K}^\otimes (n-|C|))$. In particular, for functions $F \in L^2((\mathbb{R}^{n-|C|}) \otimes \mathcal{K}^\otimes (n-|C|))$ and $G \in L^2((\mathbb{R}^{k-|C|}) \otimes \mathcal{K}^\otimes (k-|C|))$ we find by means of the Cauchy-Schwarz inequality the bounds

$$
|\langle A \rangle_C (F \otimes G)| = |\int d^{n-|C|} \theta (\langle F \otimes G \rangle (\theta), \langle A \rangle_C (\theta))| \leq \sqrt{(n-k-|C|)!} \sqrt{(k-|C|)!} ||F|| ||G|| ||A||.
$$

(3.103)

Note that $\theta$ and $\alpha$ are $(n-2|C|)$-tuples.

Returning now to our example (3.101) we have, in particular,

$$
\langle z^{\alpha_2}_{\theta_2} \cdot \ldots \cdot z^{\alpha_n}_{\theta_n} (\theta_n) \Omega, [A, z^{\alpha_1}_{\theta_1} (\theta_1)] \Omega \rangle
= \langle z^{\alpha_2}_{\theta_2} (\theta_2) \cdot \ldots \cdot z^{\alpha_n}_{\theta_n} (\theta_n) \Omega, A z^{\alpha_1}_{\theta_1} (\theta_1) \Omega \rangle - \sum_{l=2}^n \delta(\theta_l - \theta_1) \delta_{\alpha_l} \delta^{\alpha_{l-1}} \delta^{\alpha_{l-2}} \ldots \delta^{\alpha_1} \prod_{m=2}^{l-1} S_{\theta_{m-1} \theta_m}^{\alpha_{m+1} \alpha_m} (\theta_1 - \theta_m)
\times \langle z^{\alpha_2}_{\theta_2} (\theta_2) \cdot \ldots \cdot z^{\alpha_{l-1}}_{\theta_{l-1}} (\theta_{l-1}) \cdot z^{\alpha_{l+1}}_{\theta_{l+1}} (\theta_{l+1}) \cdot \ldots \cdot z^{\alpha_n}_{\theta_n} (\theta_n) \Omega, A \Omega \rangle
= \sum_{C \subseteq \mathcal{C}_{n,1}} (-1)^{|C|} \delta_C^{\alpha'} (\theta) \delta_C^{\beta'} (\theta) \langle A \rangle_C^{\alpha'} (\theta),
$$

(3.104)

where the exchange relations (3.39) were used and the factors $\delta_C^{\alpha'}$ and $\delta_C^{\beta'}$ are shorthand for the product of the delta distribution with the Kronecker deltas and the product of S-matrices respectively. We shall in the following refer to such kernels as completely contracted matrix elements and denote them by $\langle A \rangle^{\text{contracted}}_n$ for the case $k=1$. Since we are interested in investigating analytic and boundedness properties of $\langle A \rangle^{\text{contracted}}_n$, $n > 1$, we have to consider general $0 \leq k \leq n$. From the computation performed above it is obvious that, in contrast to the single particle case, the underlying S-matrix has an important impact on the analytic structure, and hence on the nuclearity properties of the maps $\Xi_n(s)$. It turns out that it is necessary to restrict to a certain subclass $\mathcal{S}_0 \subset \mathcal{S}$ of S-matrices, in order to establish the desired result\(^9\). We define the subfamily $\mathcal{S}_0$ as follows.

\(^9\)This intermediate step was also necessary in the special case of scalar field theories [100].
Definition 3.13. The subset \( S_0 \subset S \) consists of those S-matrices which extend to bounded and analytic functions on enlarged strips \( S(-\kappa, \pi + \kappa) \), with \( 0 < \kappa \leq \kappa(S) \) and
\[
\kappa(S) := \max\{ \Im \theta : \theta \in S(0, \frac{\pi}{2}), \ \det S(\theta) \neq 0 \}.
\] (3.105)
Furthermore, these S-matrices satisfy
\[
\|S\|_\kappa := \sup\{ \|S(\zeta)\| : \zeta \in S(-\kappa, \pi + \kappa) \} < \infty, \quad 0 < \kappa \leq \kappa(S).
\] (3.106)
The family \( S_0 \) is referred to as the set of regular S-matrices.

Note that regular S-matrices are smooth on the real line and \( \|\partial^n S(\theta)\| \leq c_n \) for all \( \theta \in \mathbb{R} \), \( n \in \mathbb{N}_0 \) and constants \( c_n \), depending on \( S \), as can be derived by application of Cauchy’s integral formula.

As the concrete calculation (3.104) already illustrates, certain products of S-matrices arise. Depending on the contraction \( C \), they can become rather complex. Even though it is possible to find an explicit formula for these products of S-matrices\(^{10}\), it is more convenient to take the underlying action of the permutation group into account. Therefore, using the notation introduced above, we associate to a contraction \( C \in \mathcal{C}_{n,k} \) the permutations
\[
\pi_\rho := \prod_{i=1}^{\lfloor C \rfloor} \tau_{r_i - i + 1} \cdot \tau_{r_i - i + 2} \cdots \tau_{k - i}, \quad \pi_\lambda := \prod_{i=1}^{\lfloor C \rfloor} \tau_{l_i + u_i - 1} \cdot \tau_{l_i + u_i - 2} \cdots \tau_{k + i},
\] (3.107)
with \( \pi_\rho, \lambda \in \mathfrak{S}_n \) and where \( 0 \leq u_i \leq \lfloor C \rfloor - 1 \) is defined by
\[
u_i := \text{card}\{ l_j \in \{l_1, \ldots, \lfloor C \rfloor\} : l_j > l_i, \ j < i \}.
\]
It should be noted that the products representing \( \pi_\rho \) and \( \pi_\lambda \) respectively are understood as ordered ones, namely in the sense of (3.14). Alternatively, we may use Cauchy’s two line notation to represent these permutations, that is,
\[
\pi_\rho = \begin{pmatrix} 1 & \cdots & k & k + 1 & \cdots & n \\ 1 & \cdots & \hat{r} & k & r_1 & \cdots & n \end{pmatrix}, \quad \pi_\lambda = \begin{pmatrix} 1 & \cdots & k & k + 1 & \cdots & n \\ 1 & \cdots & k & l_1 & \cdots & \hat{l} \end{pmatrix},
\] (3.108)
where \( \hat{r} \) and \( \hat{l} \) indicate the omission of the elements \( r_i \) and \( l_i, i = 1, \ldots, \lfloor C \rfloor \), respectively. We further put
\[
\pi_C := \pi_\rho \cdot \pi_\lambda.
\] (3.109)
\(^{10}\) Unpublished notes by the author.
Let, moreover, \( \pi_a^b \in S_n \) be the permutation moving the element \( a, 1 \leq a \leq n \), to \( b, 1 \leq b \leq n \), defined by
\[
\pi_a^b := \prod_{j=a}^{b-1} \tau_j, \quad a < b,
\]
\[
\pi_a^b := \prod_{j=a-1}^{b} \tau_j, \quad a > b.
\]
In terms of the two line notation we have
\[
\pi_a^b = \begin{cases} 
1 \ldots a \ldots b \ldots n, & a < b, \\
1 \ldots a-1 \ a+1 \ldots b \ a \ b+1 \ldots n, & a > b.
\end{cases}
\]
(3.111)
Then, the permutations (3.107) may be expressed by means of (3.110) as follows
\[
\pi_\rho = \prod_{i=1}^{C} \pi_{k_i+i+1}, \quad \pi_\lambda = \prod_{i=1}^{C} \pi_{l_i+u_i},
\]
(3.112)
with \( u_i \) as above.

**Lemma 3.14.** The permutations \( \pi_\rho \) and \( \pi_\lambda \), defined in (3.107), commute.

**Proof.** The statement can be read off directly from (3.108). Alternatively, with regard to the explicit expressions (3.107), we note that for transpositions \( \tau_i, \tau_j \in S_n, i, j = 1, \ldots, n-1 \), we have \( \tau_i \cdot \tau_j = \tau_j \cdot \tau_i \) in case \( |i-j| > 1 \), likewise yielding
\[
\pi_\rho \cdot \pi_\lambda = \pi_\lambda \cdot \pi_\rho.
\]
\[\square\]
In the following, we shall consider certain relations between contractions. Of particular interest in this context is the differentiation between contractions \( C \in \mathcal{C}_{n,k} \) which do not contract \( k+1 \), that is, satisfy \( k+1 \notin \{l_1, \ldots, l_{|C|}\} \), and those which do, i.e. fulfill \( k+1 \in \{l_1, \ldots, l_{|C|}\} \). The sets corresponding to this distinction of cases are denoted by \( \hat{\mathcal{C}}_{n,k} \) and \( \check{\mathcal{C}}_{n,k} \) respectively. Their disjoint union \( \hat{\mathcal{C}}_{n,k} \cup \check{\mathcal{C}}_{n,k} \) is the set of all contractions, namely \( \mathcal{C}_{n,k} \). Moreover, a contraction \( C' \in \hat{\mathcal{C}}_{n,k} \) is always given by \( C' = C \cup \{k+1, r\} \), where \( C \in \mathcal{C}_{n,k} \) and \( r \notin \{r_1, \ldots, r_{|C|}\} \), and hence \( |C'| = |C| + 1 \).
In a similar fashion, contractions \( C'' \in \check{\mathcal{C}}_{n,k+1} \), contracting \( k+1 \) as a “right” index, are unions of the form \( C'' = \{l, k+1\} \cup \check{C} \), with \( \check{C} \in \check{\mathcal{C}}_{n,k+1} \), not contracting \( k+1 \) as a right index, and \( l \notin \{l_1, \ldots, l_{|C|}\} \).
Correspondingly, we denote the above defined permutations associated with e.g. \( C' \) by \( \pi_{\rho'} \), \( \pi_{\lambda'} \) and \( \pi_{C'} \) respectively, and use analogous notation in case of \( C'' \) and \( \check{C} \).

**Lemma 3.15.** Let \( C \in \hat{\mathcal{C}}_{n,k} \), where \( \hat{\mathcal{C}}_{n,k} \subset \mathcal{C}_{n,k} \) denotes the set of contractions \( C \in \mathcal{C}_{n,k} \) for which \( k+1 \notin \{l_1, \ldots, l_{|C|}\} \), and let \( C' \in \hat{\mathcal{C}}_{n,k} \), with \( \hat{\mathcal{C}}_{n,k} \subset \mathcal{C}_{n,k} \) the set of
contractions $C' \in \mathcal{C}_{n,k}$ for which $k + 1 \in \{l'_1, \ldots, l'_{|C'|}\}$, such that $C' = C \cup \{(k + 1, r)\}$ with $r \notin \{r_1, \ldots, r_{|C|}\}$, then we have
\[
\begin{align*}
\pi_{\rho'} &= \pi_{\rho} \cdot \pi_{r^{-v_r}}, \\
\pi_{\lambda'} &= \pi_{\lambda} \cdot \pi_{k+1+v_r}.
\end{align*}
\]
(3.113)
(3.114)
hence,
\[
\pi_{C'} = \pi_{C} \cdot \pi_{r^{-v_r}} \cdot \pi_{k+1+v_r},
\]
(3.115)
with $v_r := \text{card}\{r_i \in \{r_1, \ldots, r_{|C|}\} : r_i < r\}$.

Proof. We present two alternatives to prove this statement. For both cases we first note that $|C'| = |C| + 1$, $\{r'_1, \ldots, r'_{|C'|}\} = \{r_1, \ldots, r_{v_r}, r, r_{v+1}, \ldots, r_{|C|}\}$ and $\{l'_1, \ldots, l'_{|C'|}\} = \{l_1, \ldots, l_{v_r}, k + 1, l_{v+1}, \ldots, l_{|C|}\}$, with $0 \leq v_r \leq |C|$.

Putting $r^\# = (r'_1, \ldots, r'_{|C'|})$, $r^\#_i \in \{r_i, r'_i\}$, then, one may simply read off
\[
\pi_{\rho'} = \begin{pmatrix}
1 & \ldots & k & k+1 & \ldots & n \\
1 & \ldots & \widehat{r'} & \ldots & r'_{|C'|} & \ldots & r'_1 & k+1 & \ldots & n \\
1 & \ldots & \widehat{r} & \ldots & r_{|C|} & \ldots & r_{v+1} & r & r_v & \ldots & r_1 & k+1 & \ldots & n
\end{pmatrix}
\]
that $\pi_{\rho'} = \pi_{\rho} \cdot \pi_{r^{-v_r}}$. Similar arguments apply to $\pi_{\lambda'}$, already proving the claim.

As in the proof of Lemma 3.14 we also want to make this statement plausible with regard to the explicit expressions of $\pi_{\rho'}$ and $\pi_{\lambda'}$ in terms of transpositions, cf. (3.107). Since this is a rather lengthy task, the corresponding calculations can be found in Appendix A.2.□

Lemma 3.16. Let $\tilde{C} \in \tilde{\mathcal{C}}_{n,k+1}$, where $\tilde{\mathcal{C}}_{n,k+1} \subset \mathcal{C}_{n,k+1}$ denotes the set of contractions $\tilde{C} \in \mathcal{C}_{n,k+1}$ for which $k + 1 \notin \{\tilde{r}_1, \ldots, \tilde{r}_{|\tilde{C}|}\}$, and let $C'' = \{l'_1, \ldots, l'_{|C'|}\}$, and let $C'' \in \tilde{\mathcal{C}}_{n,k+1}$, with $\tilde{\mathcal{C}}_{n,k+1} \subset \mathcal{C}_{n,k+1}$ the set of contractions $C'' \in \mathcal{C}_{n,k+1}$ for which $k + 1 \in \{l''_1, \ldots, l''_{|C'|}\}$, such that $C'' = \{(l, k + 1)\} \cup \tilde{C}$ with $l \notin \{\tilde{l}_1, \ldots, \tilde{l}_{|C|}\}$, then we have
\[
\pi_{C''} = \pi_{\tilde{C}} \cdot \pi_{l+u_l},
\]
(3.116)
with $0 \leq u_l \leq |\tilde{C}|$, defined by $u_l := \text{card}\{l_i \in \{\tilde{l}_1, \ldots, \tilde{l}_{|\tilde{C}|}\} : \tilde{l}_i > l\}$.

Proof. The contractions $\tilde{C}$ and $C''$ are first of all linked to each other by the relations $|C'| = |\tilde{C}| + 1$, $\{r'_1, \ldots, r'_{|C'|}\} = \{\tilde{r}_1, \ldots, \tilde{r}_{|\tilde{C}|}, k + 1\}$ and $\{l'_1, \ldots, l'_{|C'|}\} = \{\tilde{l}_1, \ldots, \tilde{l}_{|\tilde{C}|}, l\}$. Therefore, it is straightforward to check that $\pi_{\rho''} = \pi_{\tilde{C}}$. Moreover, we have
\[
\pi_{\lambda''} = \pi_{\lambda} \cdot (\tau_{l+u_l-1} \cdots \tau_{k+2+|\tilde{C}|}) = \pi_{\lambda} \cdot \pi_{l+u_l},
\]
yielding what is claimed.□

Having discussed certain properties of permutations associated to contractions, we proceed now to their representations on $\mathcal{H}_1^{\otimes n}$. According to (3.21) we, therefore, have
for $C \in \mathcal{C}_{n,k}$ and $\psi_n \in \mathcal{H}_1^{\otimes n}$

\[(D_n (\pi_C) \psi_n) (\theta) \quad = \quad S_n^{\pi_C} (\theta) \psi_n (\theta^{\pi_C}) \quad = \quad S_n^{\pi_C} (\theta) \psi_n (\theta_1, \tilde{\theta}_i, \ldots, \theta_k, \theta_{r|C|}, \ldots, \theta_{r_1}, \theta_{l_1}, \ldots, \theta_{l|C|}, \theta_{k+1}, \ldots, \theta_n) \quad = \quad S_n^{\pi_\rho} (0,1, \ldots, \theta_k) \cdot S_n^{\pi_\lambda} (\theta_{k+1}, \ldots, \theta_n) \psi_n (\theta^{\pi_C}), \quad (3.117)\]

where $\tilde{\theta}_{r,l}$ stands for the omission of the variables $\theta_r$ and $\theta_{l_i}$, $i = 1, \ldots, |C|$, respectively. The last line, on the other hand, holds true since the permutations $\pi_\rho$ and $\pi_\lambda$ act on separate sets. Depending on the contraction $C$ at hand, the matrices $S_n^{\pi_\rho/\lambda} (\theta) \in \mathcal{U}(K^{\otimes n})$ are besides S-matrices composed of Kronecker deltas as well. Extracting this particular structure, we may express these tensors in the following form

\[
S_n^{\pi_\rho} (\theta) \quad = \quad 1_{n-1} \otimes S^\rho (\theta_1, \ldots, \theta_k) \otimes 1_{n-k}, \quad (3.118)
\]

\[
S_n^{\pi_\lambda} (\theta) \quad = \quad 1_k \otimes S^\lambda (\theta_{k+1}, \ldots, \theta_{l_{\text{max}}}) \otimes 1_{n-l_{\text{max}}}, \quad (3.119)
\]

\[
l_{\text{max}} := \max \{ l_i : i = 1, \ldots, |C| \}, \quad (3.120)
\]

where $S^\rho (\theta_1, \ldots, \theta_k) \in \mathcal{U}(K^{\otimes k-r_1+1})$ and $S^\lambda (\theta_{k+1}, \ldots, \theta_{l_{\text{max}}}) \in \mathcal{U}(K^{\otimes l_{\text{max}}-k})$ consist of certain products of S-matrices which appear for the permutations $\pi_\rho$ and $\pi_\lambda$ respectively. By means of these objects we define the unitaries

\[
S^R (\theta) := 1_{n-k+r_1-1} \otimes S^\rho (\theta_1, \ldots, \theta_k), \quad (3.121)
\]

\[
S^L (\theta) := S^\lambda (\theta_{k+1}, \ldots, \theta_{l_{\text{max}}}) \otimes 1_{n-l_{\text{max}}+k}, \quad (3.122)
\]

which clearly commute. For further purposes we state the following shorthand notation

\[
\delta_{a,b} := \delta (\theta_a - \theta_b), \quad (3.123)
\]

and define, in addition,

\[
\delta_C := \prod_{i=1}^{|C|} \delta (\theta_{l_i} - \theta_{r_i}) = \prod_{i=1}^{|C|} \delta_{l_i,r_i}. \quad (3.124)
\]

Finally, we introduce entirely contracted matrix elements of $A \in \mathcal{F}(W_R)$ by

\[
\langle A \rangle_{n,k}^{\text{con}} := \sum_{C \in \mathcal{C}_{n,k}} (-1)^{|C|} \delta_C \text{Tr}^{1_{|C|}} \left[ S^L \cdot S^R \cdot (1_{|C|} \otimes \langle A \rangle_C \otimes 1_{|C|}) \right], \quad (3.125)
\]

understood in the sense of distributions. Here and the following a dot between tensors is always understood in the sense of (3.9). For the sake of clarity, we omitted the $\theta$-dependence in (3.125) and we shall do so in the following as well, as long as no confusion arises. For $S \in \mathcal{S}_0$ the entirely contracted matrix elements (3.125) exist as tempered distributions on $\mathcal{S} (\mathbb{R}^n) \otimes K^{\otimes n}$. Namely, since the distributions $\delta_C$ and $\langle A \rangle_C$ act on different variables, their product is well-defined. Moreover, $S \in \mathcal{S}_0$ is smooth and has bounded derivatives on the real line. Hence, $\langle A \rangle_{n,k}^{\text{con}}$ is well-defined.

The entirely contracted matrix elements turn out to have useful analytic properties as stated in Lemma 3.20. These properties are based on the following observations.
Lemma 3.17. Let \( C \in \mathcal{C}_{n,k} \), i.e. satisfying \( k + 1 \notin \{l_1, \ldots, l_{|C|}\} \) and \( C' \in \mathcal{C}_{n,k} \), fulfilling \( k + 1 \in \{l_1', \ldots, l_{|C'|}\} \), such that \( C' = C \cup \{(k + 1, r)\} \) with \( r \notin \{r_1, \ldots, r_{|C|}\} \), then we have

\[
\delta_{C'} \text{ Tr}_{1_{|C|}}^{1_{|C'|}} \left[ S_L' \cdot S_R' \cdot (1_{|C'|} \otimes (A)_{C'} \otimes 1_{|C'|}) \right] = \delta_C \delta_{r,k+1} \text{ Tr}_{1_{|C|}}^{1_{|C'|}+1} \left[ S_L' \cdot S_R' \cdot (1_{|C'|+1} \otimes (A)_{C' \cup \{(k+1,r)\}} \otimes 1_{|C'|+1}) \right],
\]

(3.126)

where \( S'(\theta) := 1_{n-k+r-v_r-1} \otimes S_r(\theta) \otimes 1_{|C|} \) with \( S_r \in \mathcal{U}(\mathbb{K}^{\otimes (k-1-r+v_r+1)}) \) is defined via

\[
\left( D_n(\pi) D_n \left( \pi^{k-|C'|}_{n-r-v_r} \right) \psi_n \right)(\theta) = S_n^{\pi_{r'}}(\theta) \cdot (1_{r-v_r-1} \otimes S_r(\theta) \otimes 1_{|C|+n-k}) \times \psi_n(\theta_1, \ldots, \theta_{r-1}, \theta_r, \theta_{r|C|}, \ldots, \theta_{r_1}, \theta_{r_k}, \ldots, \theta_n),
\]

(3.127)

with \( \psi_n \in \mathcal{H}_{1}^{\otimes n} \) and \( v_r := \text{card}\{r_i \in \{r_1, \ldots, r_{|C|}\} : r_i < r\} \).

Proof. Note first that \( |C'| = |C| + 1 \) and \( \delta_{C'} = \delta_C \delta_{r,k+1} \) is an immediate consequence of Definition (3.124). Moreover, it follows from Lemma 3.15 that

\[
\pi_{r'} = \pi_r \cdot \pi_{k-v_r} \cdot \pi_{r-v_r} \cdot \pi_{k-|C'|}, \quad \pi_{r'} = \pi_r \cdot \pi_{k+1+v_r} \cdot \pi_{k-|C'|}.
\]

Corresponding to these permutations, we have the commuting tensors

\[
S'R = (1_{n-k+r_1-1} \otimes S^\rho) \cdot (1_{n-k+r-v_r-1} \otimes S_r \otimes 1_{|C|}) \cdot (1_{n-|C|-1} \otimes S'_r \otimes 1_{|C'|}),
\]

\[
S'L' = \left( S^\lambda \otimes 1_{n-\ell_{\text{max}}+k} \right) \cdot (1_{v_r} \otimes S'_l \otimes 1_{n-|C|-1}),
\]

(3.128)

with \( S'_l, S'_r \in \mathcal{U}(\mathbb{K}^{\otimes (|C|+1-v_r)}) \). Taking a closer look at the expression

\[
\mathcal{E}_{C'} := \delta_{C'} \text{ Tr}_{1_{|C|}}^{1_{|C'|}} \left[ S_L' \cdot S_R' \cdot (1_{|C'|} \otimes (A)_{C'} \otimes 1_{|C'|}) \right],
\]

one finds after execution of the trace operation that

\[
\mathcal{E}_{C'}^{\alpha_1, \ldots, \alpha_n} = \delta_{C'} \delta_{r,k+1} \left( S_L' \cdot S_R' \right)^{\alpha_1, \ldots, \alpha_n}_{\gamma_1, \ldots, \gamma_{|C'|}, \beta_1, \ldots, \beta_{n-2}, \gamma_{|C'|}, \ldots, \gamma_1} (A)^{\beta_1, \ldots, \beta_{n-2}, |C'|}. \]

Inserting (3.128) into

\[
\left( S_L' \cdot S_R' \right)^{\alpha_1, \ldots, \alpha_n}_{\gamma_1, \ldots, \gamma_{|C'|}, \beta_1, \ldots, \beta_{n-2}, \gamma_{|C'|}, \ldots, \gamma_1},
\]

one comes, in particular, across the factors

\[
\left( S'_l \right)^{\eta_{v_r+1, \ldots, v_{|C'|}}}_{\gamma_{v_r+1, \ldots, \gamma_{|C'|}}}, \quad \left( S'_r \right)^{\eta_{1, \ldots, \eta_{|C'|}}}_{\gamma_{1, \ldots, \gamma_{|C'|}}},
\]
Since $S'_l$ is obtained from
\[
(D_n(\pi\gamma)\psi_n)(\theta) = S'^n_{n}(\theta)\cdot(D_n(s^{k+1+v}_{k+1+|C|})\psi_n)(\theta_1, \ldots, \theta_k, \theta_{l+1}, \ldots, \theta_{|C|}, \theta_{k+1}, \ldots, \theta_n),
\]
we have, using the notation introduced in (3.10), that
\[
(S'_l(\theta))^{\delta_{\gamma_{v+1}}\cdots\delta_{\gamma_{C'}}}_{\gamma_{v+1}\cdots\gamma_{C'}} = \prod_{i=1}^{C' - v_r} S(\theta_{k+1} - \theta_l)_{|C|+1-v_r,|C|+1-v_r-i}^{\delta_{\gamma_{v+1}}\cdots\delta_{\gamma_{C'}}}_{\gamma_{v+1}\cdots\gamma_{C'}}.
\]
Analogously, one finds
\[
(S'_l(\theta))^{\eta_{v+1}\cdots\eta_{C'}}_{\gamma_{v+1}\cdots\gamma_{C'}} = \prod_{i=1}^{C' - v_r} S(\theta_{r_{v+1}} - \theta_r)_{|C|+1-v_r,i}^{\eta_{v+1}\cdots\eta_{C'}}_{\gamma_{v+1}\cdots\gamma_{C'}}
\]
where in the last line the property (3.29) was used. Hence
\[
\begin{align*}
\delta_{C'} (S'_l(\theta))^{\delta_{\gamma_{v+1}}\cdots\delta_{\gamma_{C'}}}_{\gamma_{v+1}\cdots\gamma_{C'}} (S'_l(\theta))^{\eta_{v+1}\cdots\eta_{C'}}_{\gamma_{v+1}\cdots\gamma_{C'}} = \delta_{C'} (1|C'| - v_r)_{\eta_{v+1}\cdots\eta_{C'}}^{\delta_{\gamma_{v+1}}\cdots\delta_{\gamma_{C'}}}_{\gamma_{v+1}\cdots\gamma_{C'}}
\end{align*}
\]
which yields
\[
\begin{align*}
\mathcal{E}_{\gamma_{v}^{\alpha_1} \cdots \alpha_n}^{\alpha_1 \cdots \alpha_n} = \delta_{C'} (S^L \cdot S^R)_{\gamma_{v}^{\alpha_1} \cdots \alpha_n}^{\alpha_1 \cdots \alpha_n} (A)_{C'}^{\beta_1 \cdots \beta_{n-2} (\gamma_{C'})} = \\
= \delta_{C'} (S^L \cdot S^R)_{\gamma_{v}^{\alpha_1} \cdots \alpha_n}^{\alpha_1 \cdots \alpha_n} (A)_{C'}^{\beta_1 \cdots \beta_{n-2} (\gamma_{C'})} \cdot (A)_{C'}^{\beta_{n-2} (\gamma_{C'})} \cdot \prod_{i=1}^{C'} \gamma_{v+1} \cdots \gamma_{v_r}.
\end{align*}
\]
An immediate consequence of Lemma 3.16 is the following
\begin{corollary}
Let $\tilde{C} \in \tilde{\Phi}_{n,k+1}^*$, i.e. satisfying $k + 1 \notin \{r_1, \ldots, r_{|\tilde{C}|}\}$ and $C'' \in \tilde{\Phi}_{n,k+1}^*$, fulfilling $k + 1 \notin \{r_1', \ldots, r_{|C''|}'\}$, such that $C'' = \{l, k + 1\} \cup \tilde{C}$ with $l \notin \{\tilde{l}_1, \ldots, \tilde{l}_{|\tilde{C}|}\}$, then we have
\[
\begin{align*}
\sum_{C''} Tr_{1,\cdots,|\tilde{C}|,1,\cdots,|C''|}^{1,\cdots,|\tilde{C}|,1,\cdots,|C''|} (S^L, S^R, (1|C''| \otimes (A)_{C''} \otimes 1|C'|)) = \\
= \sum_{C'} \delta_{C'} (S^L \cdot S^L)_{1,\cdots,|\tilde{C}|+1}^{1,\cdots,|\tilde{C}|+1} (1|\tilde{C}|+1, l) \otimes (A)_{C'' \cup \{l, k + 1\}} \otimes 1|\tilde{C}|+1, (3.129)
\end{align*}
\]
\end{corollary}
Lemma 3.19. 

where \( S_l(\theta) := \left( 1_{|\tilde{C}|} \otimes S_l(\theta) \otimes 1_{n-l+k+1-u_l} \right) \) with \( S_l \in \mathcal{U}(\mathbb{K}^{2l-k-1+u_l-|\tilde{C}|}) \) is defined via

\[
\left( D_n(\pi_\lambda) D_n(\pi_{l+u_l}^{k+2+|\tilde{C}|}) \psi_n \right)(\theta) = S_n^{\tau_k}(\theta) \cdot \left( 1_{k+1+|\tilde{C}|} \otimes S_l(\theta) \otimes 1_{n-l-u_l} \right) \times \psi_n(\theta_1, \ldots, \theta_{k+1}, \theta_{l+1}, \ldots, \theta_{l+|\tilde{C}|}, \theta_1, \theta_{k+2}, \ldots, \theta_{l+|\tilde{C}|}, \theta_{n}) ,
\]

with \( u_l := \text{card}\{ \tilde{l}_2 \in \{ \tilde{l}_1, \ldots, \tilde{l}_{|\tilde{C}|} \} : \tilde{l}_i > l \} \).

Proof. Since by Lemma 3.16 we have \( \pi_{\rho'} = \pi_{\rho} \) and \( \pi_{\lambda''} = \pi_{\lambda} \cdot \pi_{l+u_l}^{k+2+|\tilde{C}|} \), the statement follows directly.

In order to prove certain analytic properties of the entirely contracted matrix elements \( (A)_{n,k}^{\text{con}} \), we want to proceed as in the single particle case and apply, in particular, Lemma 3.11. Fortunately, as shown in Lemma 3.19, \( (A)_{n,k}^{\text{con}} \) can be rewritten in a form which is best suited for this discussion. To this end, using similar notation as in (3.102), we introduce the following contracted matrix elements, namely

\[
\langle [z_{k+1}, A] \rangle_C^{\alpha_{k+1} \cdot \tau_{\rho} \cdot \alpha_{k}}(\theta) := \langle z_{\alpha_{k+2}}^{\dagger} \cdots z_{\alpha_{n}}^{\dagger}(\theta_{n}) \Omega, [z_{\alpha_{k+1}}^{\dagger}(\theta_{k+1}), A] z_{\alpha_{k}}^{\dagger}(\theta_{k}) \cdots z_{\alpha_{1}}^{\dagger}(\theta_{1}) \Omega \rangle,
\]

and

\[
\langle [A, z_{k+1}^{\dagger}] \rangle_C^{\alpha_{k+2} \cdot \tau_{\rho} \cdot \alpha_{k+1}}(\theta) := \langle z_{\alpha_{k+2}}^{\dagger} \cdots z_{\alpha_{n}}^{\dagger}(\theta_{n}) \Omega, [A, z_{\alpha_{k+1}}^{\dagger}(\theta_{k+1})] z_{\alpha_{k}}^{\dagger}(\theta_{k}) \cdots z_{\alpha_{1}}^{\dagger}(\theta_{1}) \Omega \rangle,
\]

with \( C \in \mathcal{C}_{n,k} \) and \( \tilde{C} \in \mathcal{C}_{n,k+1} \) as before.

Lemma 3.19. Consider \( \mathcal{C}_{n,k} \subset \mathcal{C}_{n,k} \) and \( \mathcal{C}_{n,k+1} \subset \mathcal{C}_{n,k+1} \) as above. Then,

\[
\langle A \rangle_{n,k}^{\text{con}} = \sum_{C \in \mathcal{C}_{n,k}} (-1)^{|C|} \delta_{C} \mathcal{T}_{1, \ldots, |C|}^{|C|}[S^L \cdot S^R \cdot (1_{|C|} \otimes \langle [z_{k+1}, A] \rangle_C \otimes 1_{|C|})],
\]

\[
\langle A \rangle_{n,k+1}^{\text{con}} = \sum_{\tilde{C} \in \mathcal{C}_{n,k+1}} (-1)^{|\tilde{C}|} \delta_{\tilde{C}} \mathcal{T}_{1, \ldots, |\tilde{C}|}^{|\tilde{C}|}[S^L \cdot S^R \cdot (1_{|\tilde{C}|} \otimes \langle [A, z_{k+1}^{\dagger}] \rangle_{\tilde{C}} \otimes 1_{|\tilde{C}|})].
\]
Proof. Since $\mathcal{E}_{n,k} = \mathcal{E}_{n,k} \sqcup \mathcal{E}_{n,k}$, where $C' \in \mathcal{E}_{n,k}$ contracts $k+1$, we have

$$
(A)_{n,k}^{C} = \sum_{C \in \mathcal{E}_{n,k}} (-1)^{|C|} \delta_C \Tr_{1,\ldots,|C|} \left[ S^L \cdot S^R \cdot \left( 1_{|C|} \otimes (A)_{C} \otimes 1_{|C|} \right) \right] 
$$

$$
+ \sum_{C' \in \mathcal{E}_{n,k}} (-1)^{|C'|} \delta_{C'} \Tr_{1,\ldots,|C'|} \left[ S^L' \cdot S^R' \cdot \left( 1_{|C'|} \otimes (A)_{C'} \otimes 1_{|C'|} \right) \right],
$$

$$
= \sum_{C \in \mathcal{E}_{n,k}} (-1)^{|C|} \delta_C \Tr_{1,\ldots,|C|} \left[ S^L \cdot S^R \cdot \left( 1_{|C|} \otimes (A)_{C} \otimes 1_{|C|} \right) \right]
$$

$$
- \sum_{C \in \mathcal{E}_{n,k}} \sum_{r=1}^{k} (-1)^{|C|} \delta_r \delta_{r,k+1}
$$

$$
\times \Tr_{1,\ldots,|C|+1} \left[ S^L \cdot S^R \cdot \left( 1_{|C|+1} \otimes (A)_{C \cup \{(k+1,r)\}} \otimes 1_{|C|+1} \right) \right],
$$

where the last equality is due to Lemma 3.17 and $r_j \in \{r_1, \ldots, r_{|C|}\}$. Moreover, since a contraction $C' \in \mathcal{E}_{n,k}$ is related to a $C \in \mathcal{E}_{n,k}$ by the union $C' = C \cup \{(k+1, r)\}$ with $r \neq r_j$, we have $\sum_{C \in \mathcal{E}_{n,k}} \sum_{r=1, r \neq r_j}^{k} = \sum_{C \in \mathcal{E}_{n,k}}$ and $|C'| = |C| + 1$. On the other hand, one checks that by repeated application of the exchange relations (3.39) the following identity holds for $C \in \mathcal{E}_{n,k}$, namely

$$
\langle [z_{k+1}, A] \rangle_{C}^\alpha 
$$

$$
= \langle A \rangle_{C}^\alpha - \sum_{r=1}^{k} \delta_{k+1,r} \left\{ \Tr_{1} \left[ 1_{|C|} - k + r - v_i - 1 \otimes \prod_{i=r+1}^{k} S(\theta_i - \theta_{k+1})_{k-|C|+r+1,i-r-w_i} \right. \right.
$$

$$
\times \left. \left. (1_1 \otimes (A)_{C \cup \{(k+1,r)\}} \otimes 1_1) \right] \right\}^\alpha,
$$

where $w_i := \text{card}\{r_j \in \{r_1, \ldots, r_{|C|}\} : r + 1 \leq r_j < i\}$. For the sake of clarity, we only stated the $\theta$-dependence for the occurring S-matrices. Recall further that $\alpha := (\alpha_1, \ldots, \alpha_{n-2|C|})$. With regard to (3.127), the definition of $S_r(\theta)$, it follows immediately that

$$
S_r(\theta) = \prod_{i=r+1}^{k} S(\theta_i - \theta_r)_{k-|C|+r+1,i-r-w_i}.
$$

Hence

$$
\langle A \rangle_{C}^\alpha = \langle [z_{k+1}, A] \rangle_{C}^\alpha 
$$

$$
+ \sum_{r=1}^{k} \delta_{k+1,r} \left\{ \Tr_{1} \left[ (1_{|C|} - k + r - v_i - 1 \otimes S_r) \cdot (1_1 \otimes (A)_{C \cup \{(k+1,r)\}} \otimes 1_1) \right] \right\}^\alpha,
$$
which inserted into (3.135) yields (3.133), since for \( M \in \mathcal{B}(\mathcal{K}^\otimes n, \mathcal{K}^\otimes t) \) and \((1_a \otimes N \otimes 1_b) \in \mathcal{B}(\mathcal{K}^\otimes m, \mathcal{K}^\otimes n)\), \( a, b, m, n, t \in \mathbb{N} \),

\[
M \cdot \left[ 1_a \otimes \text{Tr}^k (N) \otimes 1_b \right] = M \cdot \left[ \text{Tr}^{k+a} (1_a \otimes N \otimes 1_b) \right] = \text{Tr}^{k+a} (M \cdot (1_a \otimes N \otimes 1_b)), \quad 1 \leq k, l \leq m.
\]

(3.136)

In order to show (3.134), we proceed similarly and find due to \( \mathcal{C}_{n,k+1} = \hat{\mathcal{C}}_{n,k+1} \cup \bar{\mathcal{C}}_{n,k+1} \), where \( C'' \in \hat{\mathcal{C}}_{n,k+1} \) contracts \( k + 1 \), that

\[
\langle A \rangle_{n,k+1}^{\text{con}} = \sum_{\overline{C} \in \bar{\mathcal{C}}_{n,k+1}} (-1)^{\overline{C}} \delta_{\overline{C}} \text{Tr}^{1, \ldots, |\overline{C}|} \left[ S^{\overline{L}} \cdot S^{\overline{R}} \cdot \left( 1_{|\overline{C}|} \otimes (A)_{\overline{C}} \otimes 1_{|\overline{C}|} \right) \right]
+ \sum_{C'' \in \hat{\mathcal{C}}_{n,k+1}} (-1)^{|C''|} \delta_{C''} \text{Tr}^{1, \ldots, |C''|} \left[ S^{L''} \cdot S^{R''} \cdot \left( 1_{|C''|} \otimes (A)_{C''} \otimes 1_{|C''|} \right) \right],
\]

\[
= \sum_{\overline{C} \in \bar{\mathcal{C}}_{n,k+1}} (-1)^{\overline{C}} \delta_{\overline{C}} \text{Tr}^{1, \ldots, |\overline{C}|+1} \left[ S^{\overline{L}} \cdot S^{\overline{R}} \cdot \left( 1_{|\overline{C}|+1} \otimes (A)_{\overline{C}} \otimes 1_{|\overline{C}|+1} \right) \right],
\]

(3.137)

where the last equality follows from Corollary 3.18 and \( \tilde{I}_j \in \{ \tilde{I}_1, \ldots, \tilde{I}_{|\overline{C}|} \} \). Moreover, since a contraction \( C'' \in \hat{\mathcal{C}}_{n,k+1} \) is related to a \( \overline{C} \in \bar{\mathcal{C}}_{n,k+1} \) by the union \( C'' = \{ (l, k + 1) \} \cup \overline{C} \) with \( l \neq \tilde{I}_j \), we have \( \sum_{\overline{C} \in \bar{\mathcal{C}}_{n,k+1}} \sum_{l=k+2, l \neq \tilde{I}_j} n = \sum_{C'' \in \hat{\mathcal{C}}_{n,k+1}} \) and \( |C''| = |\overline{C}| + 1 \). Again, by repeated application of the exchange relations (3.39), we obtain

\[
\langle [A, z_{k+1}] \rangle_{\overline{C}}^{\text{a}} = \langle A \rangle_{\overline{C}}^{\text{a}} - \sum_{l=k+2}^n \delta_{l,k+1} \left\{ \text{Tr}^{1, \ldots, k+2} \left[ \prod_{i=1, i \neq \tilde{I}_j}^{l} S(\theta_l - \theta_i)_{l-k-1+u_t - |\overline{C}|, i-k-1+u_t - |\overline{C}|+t_i} \otimes 1_{n-l-u_t+k+1-|\overline{C}|} \right] \right. \]
\[
\times \left. \left( 1_1 \otimes (A)_{\overline{C} \cup \{ (l,k+1) \}} \otimes 1_1 \right) \right\}^{\text{a}},
\]

where \( t_i := \text{card}\{ \tilde{I}_j \in \{ \tilde{I}_1, \ldots, \tilde{I}_{|\overline{C}|} \} : i < \tilde{I}_j \leq l - 1 \} \). With regard to (3.130), the definition of \( S_l(\theta) \), we arrive at

\[
S_l(\theta) = \prod_{i=1, i \neq \tilde{I}_j}^{k+2} S(\theta_l - \theta_i)_{l-k-1+u_t - |\overline{C}|, i-k-1+u_t - |\overline{C}|+t_i}.
\]
Hence

\[
(A)^n_{C} = \langle [A, z^{\dagger}_{k+1}] \rangle^n_{C} \\
+ \sum_{i=k+2}^{n} \delta_{k+1,i} \left\{ \text{Tr}^{1} \left[ S_{i} \otimes 1_{n-i-w+k+1-i} \cdot \left( 1_{1} \otimes \langle A \rangle_{C, \{l(k+1)\} \otimes 1_{1}} \right) \right] \right\}^{n},
\]

implying (3.134).

Using this result, we now state a certain analyticity property of the completely contracted matrix elements.

**Lemma 3.20.** Let \(0 \leq k < n\), \(S \in \mathcal{S}_0\) and \(A \in \mathcal{F}(W_R)\), then \((A)^{\text{con}}_{n,k}(\theta_1, \ldots, \theta_n)\) has an analytic continuation in the variable \(\theta_{k+1}\) to the strip \(S(-\pi, 0)\). Moreover, at \(\text{Im} \theta_{k+1} = -\pi \) one finds the boundary value

\[
(\langle A \rangle^{\text{con}}_{n,k})^{\alpha}(\theta_1, \ldots, \theta_{k+1} - i\pi, \ldots, \theta_n) = (\langle A \rangle^{\text{con}}_{n,k+1})^{\alpha_2 \cdots \alpha_n \alpha_1}(\theta_1, \ldots, \theta_{k+1}, \ldots, \theta_n). \tag{3.138}
\]

**Proof.** By Lemma 3.19 we have

\[
(A)^{\text{con}}_{n,k} = \sum_{C \in \mathcal{C}_{n,k}} (-1)^{|C|} \delta_{C} \text{Tr}^{1, \ldots, |C|} \left[ S^{L} \cdot S^{R} \cdot (1_{|C|} \otimes \langle [z_{k+1}, A] \rangle_{C} \otimes 1_{|C|}) \right],
\]

with \(\mathcal{C}_{n,k} \subset \mathcal{C}_{n,k}\) the set of all contractions \(C \in \mathcal{C}_{n,k}\) for which \(k + 1 \notin \{l_{1}, \ldots, l_{|C|}\}\). Considering a single term in this formula, which corresponds to a contraction \(C \in \mathcal{C}_{n,k}\), it is obvious that the delta distributions appearing in \(\delta_{C}\) do not depend on \(\theta_{k+1}\) since \(C\) does not contract \(k + 1\). Due to Lemma 3.11 the matrix element \(\langle [z_{k+1}, A] \rangle_{C}^{\delta}\) has analytic continuation in \(\theta_{k+1}\) to \(S(-\pi, 0)\). Its boundary value at \(\text{Im} \theta_{k+1} = -\pi\) is obtained by replacing the commutator \([z_{\beta_{1}}(\theta_{k+1}), A]\) by \([A, z^{\dagger}_{\beta_{1}}(\theta_{k+1})]\), yielding \(\langle [A, z^{\dagger}_{k+1}] \rangle_{C}^{\beta_{2} \cdots \beta_{n-2} |C| \beta_{1}}\).

The variable \(\theta_{k+1}\) does further only appear in the product \(S^{L}(\theta)\) of S-matrices. With regard to Definition (3.117) this product contains factors of the form \(S^{\alpha_{\beta}}_{\gamma\delta}(\theta_{i} - \theta_{k+1})\) which can be analytically continued in \(\theta_{k+1}\) into the strip \(S(-\pi, 0)\). Due to crossing symmetry their boundary values are given by \(S^{\alpha_{\beta}}_{\gamma\delta}(\theta_{k+1} - \theta_{i})\). In particular, one may decompose \(\pi_{\lambda}(3.107)\) according to

\[
\pi_{\lambda} = \prod_{i=1}^{|C|} \pi_{l_{i} + u_{i}} = \prod_{i=1}^{|C|} \pi_{l_{i} + u_{i}} \cdot \prod_{j=1}^{|C|} \pi_{k+j} = \prod_{i=1}^{|C|} \pi_{l_{i} + u_{i}} \cdot \pi_{k+1}^{|C|}.
\]

Correspondingly, one has

\[
S^{L}(\theta) = \left( 1_{1} \otimes S^{\lambda \setminus \{k+1\}}(\theta_{k+2}, \ldots, \theta_{l_{\text{max}}}) \otimes 1_{n-l_{\text{max}}+k} \right) \cdot \left( \prod_{j=1}^{|C|} S(\theta_{l_{j}} - \theta_{k+1})_{n,j} \right), \tag{3.139}
\]
with \( S^{\lambda \setminus \{k+1\}} \in \mathcal{U}(\mathcal{K} \otimes \mathcal{C}_{\text{max}}^{\gamma - (k+1)}) \). Taking a closer look at the \( \theta_{k+1} \)-dependent factor in \( S^L(\theta) \), we have

\[
\prod_{j=1}^{|C|} S(\theta_j - \theta_{k+1})_{n,j} = \left( \prod_{j=1}^{|C|} S(\theta_j - \theta_{k+1})_{|C|+1,j} \right) \otimes 1_{n-|C|-1}.
\]

Hence, proceeding similarly as in the proof of Lemma 3.17, it follows from

\[
\mathcal{E}_{\tilde{C}}^{\alpha_1 \ldots \alpha_n}(\theta) = \delta_C \left( S^L(\theta) \cdot S^R(\theta) \right)^{\alpha_1 \ldots \alpha_n}_{\gamma_1 \ldots \gamma_{|C|} \beta_1 \ldots \beta_{n-2|C|} \gamma_{|C|} \ldots \gamma_1} \langle [z_{k+1}, A] \rangle_C^{\beta_1 \ldots \beta_{n-2|C|}}(\theta),
\]

that

\[
(S^L \cdot S^R)^{\alpha_1 \ldots \alpha_n}_{\gamma_1 \ldots \gamma_{|C|} \beta_1 \ldots \beta_{n-2|C|} \gamma_{|C|} \ldots \gamma_1}
\]

contains, in particular, the factors

\[
\delta^{\alpha_1}_{\xi_1} \prod_{j=1}^{C} S(\theta_j - \theta_{k+1})_{|C|+1,j}^{\xi_1 \ldots \xi_{|C|+1}} \left[ S^\rho(\theta_{r_1}, \ldots, \theta_{k})_{\beta_1 \ldots \beta_{n-2|C|} \gamma_{|C|} \ldots \gamma_1} \right]_{\gamma_1 \ldots \gamma_{|C|} \beta_1}^{\alpha_n \ldots \alpha_{n-k+r+1} \ldots \alpha_n}
\]

Then, analytic continuation yields at \( \theta_{k+1} - i\pi \)

\[
\delta^{\alpha_1}_{\xi_1} \delta_C \prod_{j=1}^{C} S(\theta_j - \theta_{k+1} + i\pi)_{|C|+1,j}^{\xi_1 \ldots \xi_{|C|+1}} \left[ S^\rho(\theta_{r_1}, \ldots, \theta_{k})_{\beta_1 \ldots \beta_{n-2|C|} \gamma_{|C|} \ldots \gamma_1} \right]_{\gamma_1 \ldots \gamma_{|C|} \beta_1}^{\alpha_n \ldots \alpha_{n-k+r+1} \ldots \alpha_n}
\]

\[
= \delta^{\alpha_1}_{\xi_1} \delta_C \left[ S^\rho(\theta_{r_1}, \ldots, \theta_{k})_{\beta_1 \ldots \beta_{n-2|C|} \gamma_{|C|} \ldots \gamma_1} \right]_{\gamma_1 \ldots \gamma_{|C|} \beta_1}^{\alpha_n \ldots \alpha_{n-k+r+1} \ldots \alpha_n} \prod_{j=1}^{C} \left[ S(\theta_{k+1} - \theta_{r_j})_{|C|+1,j} \right]_{\gamma_1 \ldots \gamma_{|C|} \beta_1}^{\alpha_n \ldots \alpha_{n-k+r+1} \ldots \alpha_n}
\]

\[
= \delta_C \left[ S^\rho(\theta_{r_1}, \ldots, \theta_{k}) \otimes 1_{\xi_1 \ldots \xi_{k-r_1+2}} \right]_{\beta_1 \ldots \beta_{n-2|C|} \gamma_{|C|} \ldots \gamma_1}^{\alpha_n \ldots \alpha_{n-k+r+1} \ldots \alpha_n}
\times \prod_{j=1}^{k-r_1-|C|+1} \prod_{j=1}^{C} \left[ S(\theta_{k+1} - \theta_{r_j})_{|C|+1,j} \right]_{\gamma_1 \ldots \gamma_{|C|} \beta_1 \ldots \beta_{n-2|C|} \gamma_{|C|} \ldots \gamma_1}^{\alpha_n \ldots \alpha_{n-k+r+1} \ldots \alpha_n}
\]

due to (3.30). The last line, however, resembles \( S^\rho \), the tensor which results from a permutation \( \pi_\rho \) associated to a contraction \( \tilde{C} \in \mathcal{C}_{n,k+1} \), i.e. where \( k+1 \) appears as a noncontracted “right” index. More precisely, it follows from (3.107) that \( \pi_\rho \) associated to \( \tilde{C} \in \mathcal{C}_{n,k+1} \) is given by

\[
\pi_\rho = \prod_{i=1}^{\tilde{C}} r_{-i+1} \cdots r_{k+1-i} = \prod_{i=1}^{\tilde{C}} \pi_{k-i+1}^{r_{-i+1}} \cdot \pi_{k+1}^{r_{k+1}}.
\]

However, since \( C \in \mathcal{C}_{n,k} \) does not contract \( k+1 \), it can be regarded as an element of \( \mathcal{C}_{n,k+1} \) too. In particular, we have \( \delta_C = \delta_{\tilde{C}}, |\tilde{C}| = |C|, r_j = \tilde{r}_j \) and \( l_j = \tilde{l}_j, j = 1, \ldots, |C| \).
3.4. Construction of Models with Factorizing S-Matrices

Moreover, with regard to (3.139), it is obvious that $S^{\lambda \setminus \{k+1\}} = S^{\tilde{\lambda}}$. Thus, we arrive at

$$
E^{(\alpha_1 \ldots \alpha_n)}_{C}(\theta_1, \ldots, \theta_{k+1} - i\pi, \ldots, \theta_n) \\
= \delta_{C} \left( S^{\bar{L}}(\theta) : S^{\bar{R}}(\theta) \right)^{\alpha_2 \ldots \alpha_n^{\alpha_1}} \xi_{2 \ldots C_{i+1}}^{\beta_2 \ldots \beta_{n-2}^{\beta_1}} \langle [A, z_{k+1}^{\dagger}] \rangle_{C}^{\tilde{C}^{\beta_1} \cdots \tilde{C}^{\beta_1}} (\theta),
$$

with $\langle [A, z_{k+1}^{\dagger}] \rangle_{C}$ given by (3.132). Hence

$$
(\langle A \rangle_{n,k}^{\text{con}})^{\alpha}(\theta_1, \ldots, \theta_{k+1} - i\pi, \ldots, \theta_n) \\
= \sum_{C \in \mathcal{E}_{n,k+1}} (-1)^{|C|} \delta_{C} \left\{ \text{Tr} \left[ 1_{\ldots |C|}^{\dagger} \left( S^{\bar{L}}(\theta) : S^{\bar{R}}(\theta) \cdot \left( 1_{|C|} \otimes \langle [A, z_{k+1}^{\dagger}] \rangle_{C} \right) \otimes 1_{|C|} \right) \right] \right\}^{\alpha_2 \ldots \alpha_n^{\alpha_1}} \\
= (\langle A \rangle_{n,k+1}^{\text{con}})^{\alpha_2 \ldots \alpha_n^{\alpha_1}} (\theta_1, \ldots, \theta_{k+1}, \ldots, \theta_n),
$$
due to Lemma 3.19.

Another important property of completely contracted matrix elements (3.125) is the following.

**Lemma 3.21.** Let $f_1, \ldots, f_n \in \mathcal{S}(\mathbb{R}) \otimes \mathcal{K}$ and $0 \leq \lambda \leq \pi$, then

$$
\left| \int d^{n}\theta \left( \prod_{j=1}^{n} f_{j}(\theta_{j}) \cdot \langle A \rangle_{n,k}^{\text{con}}(\theta_1, \ldots, \theta_{k+1} - i\lambda, \ldots, \theta_n) \right) \right| \leq 2^{n} \sqrt{n!} \|A\| \cdot \prod_{j=1}^{n} \|f_{j}\|_{2}.
$$

**(3.140)**

**Proof.** We start by estimating $|\langle A \rangle_{n,k}^{\text{con}}(f_1 \otimes \cdots \otimes f_n)|$ first. So we have

$$
|\langle A \rangle_{n,k}^{\text{con}}(f_1 \otimes \cdots \otimes f_n)| \\
= \left| \sum_{C \in \mathcal{E}_{n,k}} (-1)^{|C|} \int d^{n}\theta \delta_{C} \\
\times \left\{ \text{Tr} \left[ 1_{\ldots |C|}^{\dagger} \left( S^{\bar{L}}(\theta) : S^{\bar{R}}(\theta) \cdot \left( 1_{|C|} \otimes \langle A \rangle_{C} \right) \otimes 1_{|C|} \right) \right] \right\}^{\alpha_{k+1} \ldots \alpha_{n}^{\alpha_{1}} \ldots \alpha_{k}} \\
\times \prod_{i=1}^{k} f_{i}^{a_{i}}(\theta_{i}) \prod_{j=k+1}^{n} f_{j}^{a_{j}}(\theta_{j}) \right|.
$$

Taking the notational convention of Definition (3.102) into account, it follows

$$
|\langle A \rangle_{n,k}^{\text{con}}(f_1 \otimes \cdots \otimes f_n)| \\
= \left| \sum_{C \in \mathcal{E}_{n,k}} (-1)^{|C|} \int d^{n}\theta \delta_{C} \\
\times \left\{ \prod_{j=k+1}^{n} f_{j}^{a_{j}}(\theta_{j}) \left( S^{\bar{L}}(\theta_{\lambda}) \otimes 1_{n-\text{max}_{\gamma}} \right)^{\alpha_{k+1} \ldots \alpha_{n}} \right. \\
\times \left. z_{\gamma_{1} \ldots \gamma_{|C|}}^{\beta_{1} \ldots \beta_{|C|-|C|}} \cdot z_{\beta_{1} \ldots \beta_{|C|-|C|}}^{\tilde{1}_{k+1} \cdots \tilde{1}_{|C|-|C|}} \right|.
$$

$$
\times \left| A \prod_{i=1}^{k} f_{i}^{a_{i}}(\theta_{i}) \left( 1_{r_{1} - 1} \otimes S^{\bar{R}}(\theta_{\rho}) \right)^{\alpha_{1} \ldots \alpha_{k}} \right. \\
\times \left. z_{\gamma_{1} \ldots \gamma_{|C|}}^{\beta_{1} \ldots \beta_{|C|-|C|}} \cdot z_{\beta_{1} \ldots \beta_{|C|-|C|}}^{\tilde{1}_{k+1} \cdots \tilde{1}_{|C|-|C|}} \right|.
$$
where \( \theta_{\lambda} := (\theta_{k+1, \ldots, \theta_{l_{\text{max}}}}) \) and \( \theta_{\rho} := (\theta_{r_1, \ldots, \theta_k}) \). The symbols \( \hat{\theta} \) and \( \hat{r} \) indicate the omission of \( z_i'(\theta_i) \) and \( z_\hat{i}'(\theta_\hat{i}) \) respectively with \( i = 1, \ldots, |C| \). Let, moreover, \( \theta_{\hat{\lambda}} := (\theta_{k+1, \ldots, \theta_{l_{\text{max}}}}, \theta_n), \theta_{\hat{r}} := (\theta_{r_1, \ldots, \theta_{|C|}}, \theta_k) \) and \( \theta_r := (\theta_{r_1, \ldots, \theta_{|C|}}) \). Then, after integration over the delta distributions and by means of (3.29), we obtain

\[
\left| (A)_{n,k}^{\text{con}} (f_1 \otimes \cdots \otimes f_n) \right| \\
\leq \sum_{C \in \mathcal{C}_{n,k}} \left| \int d^{|C|} \theta_r \right| \\
\times \left( \left| \int d^{n-|C|} \theta_{\hat{\lambda}} \left( T_{\hat{\lambda}}(\theta_{\hat{\lambda}}, \theta_r) \right) \right| \right) \\
\times \left| A \int d^{n-|C|} \theta_r \left( T_r(\theta_r, \theta_r) \right)^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|} - 1} \sum_{\gamma_1} \sum_{\gamma_2} \cdots \sum_{\gamma_{|C|}} \right|,
\]

where

\[
(T_{\hat{\lambda}}(\theta_{\hat{\lambda}}, \theta_r))^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|}} := \prod_{j=k+1}^{n} f_{\lambda_j} \left( \theta_j \right) \left( S^\lambda(\theta_{\hat{\lambda}}, \theta_r) \otimes 1_{n-|C|_{\text{max}}} \right)^{\alpha_{k+1} \ldots \alpha_n} \gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|},
\]

and

\[
(T_r(\theta_r, \theta_r))^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|}} := \prod_{i=1}^{k} f_{\lambda_i} \left( \theta_i \right) \left( S^\rho(\theta_r) \otimes 1_{r_1 - 1} \right)^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|}}.
\]

The tensor \( \tilde{S}^\rho \) denotes the PCT transformed version of \( S^\rho \), in accordance with (3.29).

Due to the particle number bounds (3.38) we further find

\[
\left| (A)_{n,k}^{\text{con}} (f_1 \otimes \cdots \otimes f_n) \right| \\
\leq \sum_{C \in \mathcal{C}_{n,k}} \left| A \right| \sqrt{(n-k-|C|)!} \sqrt{(k-|C|)!} \\
\times \sum_{\gamma_1, \ldots, \gamma_{|C|}} \left| \theta_r \right| \left( T_{\hat{\lambda}}(\theta_{\hat{\lambda}}, \theta_r) \right)^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|} - 1} \sum_{\gamma_1} \sum_{\gamma_2} \cdots \sum_{\gamma_{|C|}} \\
\times \left( \left| \theta_r \right| \left( T_r(\theta_r, \theta_r) \right)^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|}} \right) \left( \theta_r \right)^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|}} \left( \theta_r \right)^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|}} \left( \theta_r \right)^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|}} \\
\leq \left| A \right| \prod_{i=1}^{n} \left| f_i \right| \sum_{C \in \mathcal{C}_{n,k}} \sqrt{(n-k-|C|)!} \sqrt{(k-|C|)!},
\]

respectively with the omission of \( z_i'(\theta_i) \) and \( z_\hat{i}'(\theta_\hat{i}) \) respectively.
where the last relation follows from the Cauchy-Schwarz inequality and the unitary of the S-matrix, namely
\[
\left[ \sum_{\gamma_1, \ldots, \gamma_{|C|}} \int d^{|C|} \theta_r \left| (\theta_r, \beta_1, \ldots, \beta_{k-|C|}) \mapsto (T_r(\theta_r, \theta_r))^{\gamma_1 \ldots \gamma_{|C|} \bar{\beta}_{k-|C|} \ldots \bar{\beta}_1} \right|^2 \right]^{1/2} \leq \left[ \sum_{\gamma_1, \ldots, \gamma_{|C|}} \int d^{|C|} \theta_r \left( \int d^{k-|C|} \theta_r \sum_{\gamma_1, \ldots, \gamma_{|C|} \beta_1, \ldots, \bar{\beta}_{k-|C|}} \left| (T_r(\theta_r, \theta_r))^{\gamma_1 \ldots \gamma_{|C|} \bar{\beta}_{k-|C|} \ldots \bar{\beta}_1} \right|^2 \right) \right]^{1/2}
\]

and, in the same manner,
\[
\left[ \sum_{\gamma_1, \ldots, \gamma_{|C|}} \int d^{|C|} \theta_r \left| (\theta_r, \beta_{k+1}, \ldots, \beta_{n-|C|}) \mapsto (T_l(\theta_l, \theta_r))^{\gamma_1 \ldots \gamma_{|C|} \beta_{k+1} \ldots \beta_{n-|C|}} \right|^2 \right]^{1/2} = \prod_{i=k+1}^n \| f_i \|_2.
\]

The remaining part is to estimate the sum over all contractions. This was already done in [98]. For the convenience of the reader, we carry out a detailed derivation. To this end, consider first contractions $C \in \mathcal{C}_{n,k}$ with length $|C|$. Due to the fact that to each such $C$ one associates the $|C|$-element sets $\{\gamma_1, \ldots, \gamma_{|C|}\} \subset \{1, \ldots, k\}$ and $\{l_1, \ldots, l_{|C|}\} \subset \{k+1, \ldots, n\}$, and a permutation of $\{1, \ldots, |C|\}$, there are $|C|! \binom{k}{|C|} \binom{n-k}{|C|}$ contractions with this length. Furthermore, since $|C| \leq \min\{k, n-k\}$ and $u! v! \leq (u+v)!$ for $u, v \in \mathbb{N}$, we have
\[
\sum_{C \in \mathcal{C}_{n,k}} \sqrt{(n-k-|C|)!((k-|C|)!} = \sum_{|C|=0}^{\min\{k,n-k\}} \sqrt{(n-k-|C|)!((k-|C|)!} \binom{k}{|C|} \binom{n-k}{|C|} \leq \sqrt{n!} \sum_{|C|=0}^{\min\{k,n-k\}} \binom{k}{|C|} \binom{n-k}{|C|} \leq \sqrt{n!} 2^k \cdot 2^{n-k} = \sqrt{n!} \cdot 2^n.
\]

Hence, we arrive at
\[
|\langle A \rangle^{con}_{n,k}(f_1 \otimes \cdots \otimes f_n)| \leq 2^n \sqrt{n!} \| A \| \prod_{i=1}^n \| f_i \|_2. \quad (3.141)
\]
The bound (3.141) implies, in particular, that

$$h^{\alpha k+1}(\theta_{k+1}) := \int \left( (A)_{n,k}^{\text{con}} \right)^{\alpha} (\theta) \prod_{j=1}^{n} f^{\alpha_j}(\theta_j) d\theta_j$$

is square-integrable. On the other hand, in view of (3.133), the boundedness of $S$ on $S(0, \pi)$ and the bounds found in Lemma 3.11, also $\theta_{k+1} \mapsto h^{\alpha k+1}(\theta_{k+1}) = h^{\alpha k+1}(\theta_{k+1} - i\lambda)$ is in $L^2(\mathbb{R})$ for any $0 \leq \lambda \leq \pi$ and, due to Lemma 3.20, even analytic on $S(-\pi, 0)$. By application of the three lines theorem, it follows that the bound (3.141) also holds for $|\int h^{\alpha k+1}(\theta_{k+1} - i\lambda) f^{\alpha_{k+1}}(\theta_{k+1}) d\theta_{k+1}|$.

Lemmata 3.20 and 3.21 yield important properties of the actual objects of interest, namely the functions $(A\Omega)^{\alpha}_n$. They are connected to contracted matrix elements by

$$((A)_{n,0}^{\text{con}})^{\alpha}_n(\theta) = \langle z_{\alpha_1}^{*} (\theta_1) \cdots z_{\alpha_n}^{*} (\theta_n) \Omega, A\Omega \rangle = \sqrt{n!} (A\Omega)^{\alpha}_n(\theta),$$

$$((A)_{n,n}^{\text{con}})^{\alpha}_n(\theta) = \langle \Omega, AZ_{\alpha_1} (\theta_1) \cdots Z_{\alpha_n} (\theta_n) \Omega \rangle = \sqrt{n!} (A^\ast \Omega)^{\alpha}_n(\theta),$$

since $\mathcal{C}_{n,0} = \mathcal{C}_{n,n} = \emptyset$. Obviously by reapplication of Lemma 3.20, $(JA^\ast \Omega)^{\alpha}_n(\theta) = (\Delta^{1/2} A\Omega)^{\alpha}_n(\theta)$ is the boundary value which results from analytic continuation of $(A\Omega)^{\alpha}_n(\theta)$ from $\mathbb{R}^n$ to $\mathbb{R}^n - i(\pi, \ldots, \pi)$ along a certain path. Moreover, this boundary value is in agreement with modular theory which in fact implies analyticity of $(A\Omega)^{\alpha}_n$ in the center of rapidity $(\theta_1 + \cdots + \theta_n)/n$ in the strip $S(-\pi, 0)$ due to the strong analyticity $\zeta \mapsto \Delta^{1/2} A\Omega$ in $S(-\frac{1}{2}, 0)$. However, it is possible to go beyond this analyticity property. Namely, by means of Lemma 3.20 one shows, as stated in Corollary 3.22, that $(A\Omega)^{\alpha}_n(\theta)$ has even an analytic continuation into a certain tube domain, defined by

$$\mathcal{T}_n := \mathbb{R}^n - i\mathcal{G}_n, \quad \mathcal{G}_n := \{ \lambda \in \mathbb{R}^n : \pi > \lambda_1 > \lambda_2 > \cdots > \lambda_n > 0 \}.$$

To simplify the notation, we shall denote both the distribution $(A\Omega)^{\alpha}_n$ and the corresponding holomorphically continued function by the same symbol.

**Corollary 3.22.** Consider $A \in \mathcal{F}(W_R)$, then $(A\Omega)^{\alpha}_n(\theta)$ can be analytically continued into the tube $\mathcal{T}_n$. Further, the distributional boundary value of this analytic function, found in the limit $\lambda \to 0$ in $\mathcal{G}_n$, coincides with $(A\Omega)^{\alpha}_n(\theta)$.

**Proof.** Application of Lemma A.1 proves the claim.

Lemma 3.21, on the other hand, leads to the following result.

**Corollary 3.23.** For $\theta \in \mathbb{R}^n$ and $\lambda \in \mathcal{G}_n$ we have

$$|(A\Omega)^{\alpha}_n(\theta - i\lambda)| \leq \left( \frac{4}{\pi d(\lambda)} \right)^{n/2} \cdot ||A||,$$

with

$$d(\lambda) := \min\{ \pi - \lambda_1, \frac{1}{2}(\lambda_1 - \lambda_2), \ldots, \frac{1}{2}(\lambda_{n-1} - \lambda_n), \lambda_n \}.$$
3.4. Construction of Models with Factorizing S-Matrices

Proof. This assertion can be proven along the same lines as in the scalar case [98, Corollary 5.2.6 b)]. Only minor changes are necessary. For the convenience of the reader we give a full proof.

Consider \( f := f_1 \otimes \cdots \otimes f_n \) with \( f_i \in \mathcal{H}(\mathbb{R}) \otimes K_i \), \( i = 1, \ldots, n \), then Lemma 3.21 implies that at points \( \theta - i\lambda \in \mathcal{T}_n \) with \( \lambda = (\pi, \ldots, \pi, \lambda_{k+1}, 0, \ldots, 0) \), \( 0 \leq \lambda_{k+1} \leq \pi \), we have the following bound

\[
\left| \sum_{\alpha} ((A\Omega)_n^\alpha * f^\alpha) (\theta - i\lambda) \right| \leq 2^n \|A\| \prod_{j=1}^{n} \|f_j\|_2. \tag{3.146}
\]

It can be shown that this bound holds for arbitrary \( \lambda \in \mathcal{T}_n \) [99] and extends to \( f_i \in \mathcal{L}^2(\mathbb{R}) \otimes K_i \) by continuity.

In order to proceed from (3.146) to pointwise bounds, we observe that the polydisc \( D(z_1, r) \times \cdots \times D(z_n, r) \), with center \( \zeta = \theta - i\lambda \in \mathbb{C}^n \) and polyradius \( r = (r_1, \ldots, r_n) \), is contained in the tube \( \mathcal{T}_n \) if

\[
\pi > \lambda_1 + r, \quad \lambda_n - r > 0, \quad \lambda_k - r > \lambda_{k+1} + r, \quad k = 1, \ldots, n - 1.
\]

Hence, \( r < d(\lambda) \) (3.145) has to be chosen. By a variation on the mean value property of analytic functions we then have

\[
(A\Omega)_n^\alpha(\zeta) = \frac{1}{(\pi r^2)^n} \int_{D(\zeta, r)} d\theta_1' d\lambda_1' \cdots \int_{D(\zeta, r)} d\theta_n' d\lambda_n' (A\Omega)_n^\alpha(\theta' + i\lambda')
\]

\[
= \frac{1}{(\pi r^2)^n} \prod_{k=1}^{n} \int_{-r(\lambda_k')}^r d\lambda_k' \int_{-r(\lambda_k')}^r d\theta_k' (A\Omega)_n^\alpha(\theta' + \theta + i\lambda' - i\lambda)
\]

\[
= \frac{1}{(\pi r^2)^n} \int_{[-r, r]^n} d^n \lambda' \left( (A\Omega)_n^\alpha \ast (\chi_{r}(\lambda_1') \otimes \cdots \otimes \chi_{r}(\lambda_n')) \right) (\theta - i\lambda + i\lambda'),
\]

with \( r(\lambda_k') := \sqrt{r^2 - (\lambda_k')^2} \) and where \( \chi_{r}(\lambda_k') \) is the characteristic function of \([-r(\lambda_k'), r(\lambda_k')]\).

Define now \( \chi \in \mathcal{L}^2(\mathbb{R}^n) \otimes K^\otimes n \) such that \( \mathcal{L}^2(\mathbb{R}^n) \supseteq \chi^\alpha := \delta_{\alpha_1}^{\alpha_1} \cdots \delta_{\alpha_n}^{\alpha_n} \chi^\beta \) (no summation), that is, only one component, namely \( \chi^\alpha := \chi_{r(\lambda_1') \otimes \cdots \otimes r(\lambda_n')} \), is different from zero. Hence, (3.147) becomes

\[
(A\Omega)_n^\alpha(\theta - i\lambda) = \frac{1}{(\pi r^2)^n} \int_{[-r, r]^n} d^n \lambda' \sum_{\alpha} \left( (A\Omega)_n^\alpha \ast \chi^\alpha \right) (\theta - i\lambda + i\lambda).
\tag{3.148}
\]

Then, with regard to (3.146), we obtain

\[
|(A\Omega)_n^\alpha(\theta - i\lambda)| \leq \frac{(2r)^n}{(\pi r^2)^n} 2^n \|A\| \prod_{j=1}^{n} \sup_{r(\lambda_j') \leq r} \|\chi_{r(\lambda_j')}\|_{\mathcal{L}^2(\mathbb{R})} = \left( \frac{32}{\pi^2 r} \right)^{n/2} \|A\|. \tag{3.149}
\]

By means of Cauchy’s integral formula this bound can be slightly improved. Due to the boundedness of \( (A\Omega)_n^\alpha(\theta - i\lambda) \) in \( \theta \in \mathbb{R}^n \) for fixed \( \lambda \in \mathcal{G}_n \) by (3.149), namely, the
corresponding integration contour $\partial D(z_1, r) \times \cdots \times \partial D(z_k, r) \times \cdots \times \partial D(z_n, r)$ can be deformed to $\cdots \times ((\mathbb{R} - i\lambda_k - r) \cup (\mathbb{R} - i\lambda_k + r)) \times \cdots$. Hence, we have

$$
(A\Omega)^\alpha_n(\theta - i\lambda) = \frac{1}{(2\pi i)^n} \sum_{\varepsilon_1 \cdots \varepsilon_n} \int_{\mathbb{C}^n} d^n\theta' (A\Omega)^\alpha_n(\theta' - i\lambda - ir\varepsilon) \prod_{k=1}^n (\theta'_k - \theta_k - ir\varepsilon_k),
$$

(3.150)

where the sum runs over $\varepsilon_k = \pm 1$. By the same methods used in the derivation of (3.148) and with regard to (3.146), we arrive at

$$
| (A\Omega)^\alpha_n(\theta - i\lambda) | \leq \frac{2^n}{(\pi r)^{n/2}} \| A \|,
$$

(3.151)

which yields the claimed bound for $r \to d(\lambda)$.

So far we have shown that $(A\Omega)^\alpha_n$ extends to a bounded and analytic function on the tube $T_n$. Recalling the concrete action of the maps $\Xi_n(s)$ (3.76), it is obvious that the points $\theta - i(\frac{\pi}{2}, \ldots, \frac{\pi}{2})$, $\theta \in \mathbb{R}^n$, are of particular interest. Unfortunately, the previous investigation does not yield the necessary information about the analyticity nor the boundedness of $(A\Omega)^\alpha_n$ at these points, in order to prove the modular nuclearity condition analogously to the one particle case, see Lemma 3.12. This is due to the fact that these points are only contained in the boundary of $T_n$. Therefore, an enlargement of this domain of analyticity to one involving $\theta - i(\frac{\pi}{2}, \ldots, \frac{\pi}{2})$ is desirable. Indeed, this can be accomplished by taking into account that the S-matrix $S \in S_0$ under consideration admits a continuation to the enlarged strip $S(-\kappa(S), \pi + \kappa(S))$, with $\kappa(S) > 0$ as in Definition 3.13. The corresponding result on the extension of the analyticity domain is stated below in Proposition 3.24. The expanded regions are defined by means of the following sets. Namely, for $a > 0$ we introduce

$$
B_n(a) := \{ \lambda \in \mathbb{R}^n : 0 < \lambda_1, \ldots, \lambda_n < \pi, -a < \lambda_k - \lambda_l < a, 1 \leq l < k \leq n \},
$$

(3.152)

as well as the cube $C_n(a) + \lambda_{\pi/2} \subset -B_n(a)$,

$$
\lambda_{\pi/2} := (-\frac{\pi}{2}, \ldots, -\frac{\pi}{2}), \quad C_n(a) := (-\frac{a}{2}, \frac{a}{2})^\times n,
$$

(3.153)

and denote the tube based on this cube by

$$
T_n(a) := \mathbb{R}^n + i(\lambda_{\pi/2} + C_n(a)).
$$

(3.154)

**Proposition 3.24.** Let $S \in S_0$ and $A \in \mathcal{F}(W_R)$, then $(A\Omega)^\alpha_n$ is analytic in the tube $\mathbb{R}^n - iB_n(\kappa(S))$.

**Proof.** We follow the proof of the scalar case [98, Proof of Prop. 5.2.7. a)]. To this end, let $\sigma \in \mathbb{S}_n$. Then due to Corollary 3.22,

$$
(A\Omega)^\alpha_n(\theta^\sigma) := (A\Omega)^\alpha_n(\theta_{\sigma(1)}, \ldots, \theta_{\sigma(n)})
$$
is analytic in the permuted tubes $\mathbb{R}^n - iG_n\sigma$, where
\[
G_n\sigma := \sigma G_n = \{\lambda \in \mathbb{R}^n : \pi > \lambda_{(1)} > \cdots > \lambda_{(n)} > 0\}.
\]

Since $(A\Omega)_n \in \mathcal{H}_n$, this vector is invariant under the representation $D_n$ of $\mathfrak{S}_n$ (3.20). Hence, we have
\[
(A\Omega)_n(\theta) = (D_n(\sigma)(A\Omega)_n)(\theta) = S_n^\sigma(\theta) \cdot (A\Omega)_n(\theta^\sigma). \tag{3.155}
\]
The tensor $S_n^\sigma(\theta)$ consists (up to trivial tensor factors 1) of factors of the form $S(\theta_k - \theta_l) \in S_0$, $1 \leq k, l \leq n$, which are analytic in the strip $S(-\kappa(S), \pi + \kappa(S))$. Thus, all $S_n^\sigma(\theta)$, $\sigma \in \mathfrak{S}_n$, are analytic in the tube $\mathbb{R}^n + iB_n'(\kappa(S))$ with
\[
B_n'(\kappa(S)) := \{\lambda \in \mathbb{R}^n : -\kappa(S) < \lambda_k - \lambda_l < \kappa(S), \ 1 \leq l < k \leq n\}.
\]
Therefore, both sides of Equation (3.155) admit an analytic continuation. The left hand side to $\mathcal{T}_n = \mathbb{R}^n - iG_n$ as before and the right hand side to the tube based on $B_n'(\kappa(S)) \cap (-G_n\sigma)$. Since convergence to the boundary in the sense of distributions gives the same value on $\mathbb{R}^n$, Epstein’s generalization of the Edge of the Wedge Theorem [68] can be applied, yielding that $(A\Omega)_n$ can be analytically continued to the tube based on the convex closure of
\[
\bigcup_{\sigma \in \mathfrak{S}_n} B_n'(\kappa(S)) \cap (-G_n\sigma).
\]
As the convex closure of $\bigcup_{\sigma \in \mathfrak{S}_n} (-G_n\sigma)$ is the cube $(-\pi, 0)^n$, $(A\Omega)_n$ is analytic in the tube based on $B_n'(\kappa(S)) \cap (-\pi, 0)^n = -B_n(\kappa(S))$, cf. Figure 3.2, proving the claim. \qed

Since $S_n^\sigma(\theta)$ is a very complicated object, it is not straightforward to derive a formula for this tensor. For the scalar case, i.e. if $\dim \mathcal{K} = 1$, however, the corresponding product of S-matrices is explicitly known [100]. This formula implies, in particular, that the domain of analyticity may be extended even further, namely to a tube with base $-\widetilde{B}_n(a)$, where
\[
\widetilde{B}_n(a) := \{\lambda \in \mathbb{R}^n : 0 < \lambda_1, \ldots, \lambda_n, \lambda_k - \lambda_l < a, \ 1 \leq l < k \leq n\}.
\]
Hence, by application of Lemma 3.11 it follows that

\[
\text{Proposition 3.25. Let } \Upsilon \text{ the boundedness properties of } \|A\| \text{ of the correspondence (3.142), that is,}
\]

An adequate choice for \(H\) then

\[
(\text{of } \dim K > 1, \text{ a larger domain of holomorphy is not relevant for the verification of the nuclearity of the maps } \Xi(s), \text{ since the main points of interest } \theta + i\lambda_{\pi/2}, \theta \in \mathbb{R}^n, \text{ are contained in } \mathbb{R}^n - iB_n(\kappa(S)).
\]

With regard to the one particle case, cf. Lemma 3.12, it, therefore, remains to discuss the boundedness properties of \((A\Omega)^n\), in order to derive bounds on the nuclear norms of \(\Xi_n(s), n > 1\). The results established so far yield, in fact, the existence of a map \(\Upsilon_n(s, \kappa(S))\) from \(\mathcal{F}(W_R)\) into a Hardy space, as the following proposition implies.

\[
\text{Proposition 3.25. Let } S \in \mathcal{S}_0, A \in \mathcal{F}(W_R), 0 < \kappa(S) < \frac{\pi}{2} \text{ and } g := (0, s), s > 0, \text{ then } (A(s)\Omega)^n := (U(g)AU(g)\Omega)^n \text{ restricted to the tube } T_n(\kappa(S)/n) \text{ is in the Hardy space } H^2(T_n(\kappa(S)/n)) \otimes K^{\otimes n} \text{ with Hardy norms bounded by}
\]

\[
\|(A(s)\Omega)^n\| \leq v(s, \kappa(S))^n \|A\|. \quad (3.156)
\]

An adequate choice for \(v(s, \kappa(S))\) is given by

\[
v(s, \kappa(S)) := \|S\| \kappa(S)^{1/2} \text{ max } \left\{ 1, \frac{\sqrt{2e^{-s\eta_0 \sin \kappa(S)}}}{\sqrt{\kappa(S)} \cdot (\pi s \eta_0 \sin \kappa(S))^{1/4}} \right\} > 0. \quad (3.157)
\]

\textit{Proof.} Similarly as in the proof of Lemma E.1 in [95] we first show the validity of the bound (3.156) in the tube based on the cube \(C_n^0 := (-\kappa(S)/n, 0)^{\times n}\). To this end, recall the correspondence (3.142), that is, \((A\Omega)^n(\theta) = \frac{1}{\sqrt{n!}} (z_{\alpha_1}(\theta_2) \cdots z_{\alpha_n}(\theta_n)\Omega, [z_{\alpha_1}(\theta_1), A]\Omega).\)

Hence, by application of Lemma 3.11 it follows that

\[
h_{\lambda}^{\alpha_1} : \theta_1 \mapsto \int d\theta_2 \cdots d\theta_n (A\Omega)^{\alpha_1\alpha_2 \cdots \alpha_n}(\theta_1 - i\lambda, \theta_2, \ldots, \theta_n) f^{\alpha_2 \cdots \alpha_n}(\theta_2, \ldots, \theta_n)
\]

is in \(L^2(\mathbb{R}, d\theta)\) for any \(f \in L^2(\mathbb{R}^{n-1}) \otimes K^{\otimes n-1}\) and any \(0 \leq \lambda \leq \pi\). Moreover, we have \(\|h_{\lambda}\|_2 \leq \|f\|_2 \|A\|\). By the mean value property

\[
h^{\alpha_1}(\zeta) = \frac{1}{\pi r^2} \int d\theta d\lambda h^{\alpha_1}(\theta + i\lambda),
\]

Although we conjecture that a similar formula can be found in the more general case of \(\dim K > 1\), a larger domain of holomorphy is not relevant for the verification of the nuclearity of the maps \(\Xi(s)\), since the main points of interest \(\theta + i\lambda_{\pi/2}, \theta \in \mathbb{R}^n\), are contained in \(\mathbb{R}^n - iB_n(\kappa(S))\).

\begin{figure}[h]
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\caption{Regions appearing in the proof of Proposition 3.24 for the case \(n = 2\).}
\end{figure}
with \( D(\zeta, r) \subset \mathbb{R} - i[0, \pi] \) a disc of radius \( r \) and center \( \zeta \). Hence,

\[
|h^{a_1}(\zeta)|^2 \leq \frac{1}{\pi r^2} \int_{D(\zeta, r)} d\theta d\lambda |h^{a_1}(\theta + i\lambda)|^2 \\
\leq \frac{1}{\pi r^2} \int_{\mathbb{R} + \zeta + i[-r, r]} d\theta d\lambda |h^{a_1}(\theta + i\lambda)|^2 \\
\leq \frac{2r}{\pi r^2} \|f\|^2 \|A\|^2,
\]

yielding \( |h^{a_1}(\theta_1 - i\lambda)| \leq \left( \frac{2}{\pi \min(\lambda, \pi - \lambda)} \right)^{1/2} \|f\|^2 \|A\|, \quad \theta_1 \in \mathbb{R} \). It, therefore, follows that for \( \theta_1 \) and \( \lambda \) fixed the function \((\theta_2, \ldots, \theta_n) \mapsto (A\Omega)^{\alpha}_{\alpha_n}(\theta_1 - i\lambda, \theta_2, \ldots, \theta_n)\) is in \( L^2(\mathbb{R}^{n-1}) \) with norm bounded by \( \left( \frac{2}{\pi \min(\lambda, \pi - \lambda)} \right)^{1/2} \|A\| \). As a next step we may pass by means of the entire function \( u_{\alpha, s}^{\alpha}(\xi) := \prod_{k=1}^{n} e^{-i sm_{\alpha_k} \sin \xi_k} \) to the “shifted” function \((A(s)\Omega)^{\alpha}_{\alpha_n}(\xi) = u_{\alpha, s}^{\alpha}(\xi) \cdot (A\Omega)^{\alpha}_{\alpha_n}(\xi)\) with \( s > 0 \). Then, in view of \( \sinh(a + ib) = \sinh a \cdot \cos b + i \cosh a \cdot \sin b, a, b \in \mathbb{R} \) we find with \( e_1 = (1, 0, \ldots, 0) \)

\[
\sum_{\alpha} \int d^n \theta |(A(s)\Omega)^{\alpha}_{\alpha_n}(\theta - i\lambda e_1)|^2 = \sum_{\alpha} \int d\theta_1 e^{-2s_{\alpha_1} \sin \lambda \cosh \theta_1} \int d\theta_2 \cdots d\theta_n |(A\Omega)^{\alpha}_{\alpha_n}(\theta_1 - i\lambda, \theta_2, \ldots, \theta_n)|^2 \\
\leq \frac{2}{\pi \min(\lambda, \pi - \lambda)} \|A\|^2 \sum_{\alpha} \int d\theta_1 e^{-2s_{\alpha_1} \sin \lambda \cosh \theta_1} = \frac{2D^n}{\pi \min(\lambda, \pi - \lambda)} \|A\|^2 \sum_{\alpha} \int d\theta_1 e^{-2s_{\alpha_1} \sin \lambda \cosh \theta_1} \\
\leq \frac{2D^n}{\pi \min(\lambda, \pi - \lambda)} \|A\|^2 \frac{e^{-2s_{\alpha_1} \sin \lambda \cosh \theta_1}}{\sqrt{\pi}} \int d\theta_1 e^{-s_{\alpha_1} \sin \lambda \cosh \theta_1} \\
= \frac{2D^n}{\pi \min(\lambda, \pi - \lambda)} \|A\|^2 e^{-2s_{\alpha_1} \sin \lambda \cosh \theta_1} =: a(s, \lambda) D^n \|A\|^2,
\]

where we made use of \( \cosh(\theta_1) \geq 1 + \frac{1}{2} \theta_1^2 \). For \( 0 < \lambda < \pi \) we, therefore, arrive at \( (A(s)\Omega)_{n, -\lambda e_1} \in L^2(\mathbb{R}^n) \otimes K^{\otimes n} \). With regard to analytic continuation in the directions of the other standard basis vectors \( e_2, \ldots, e_n \) of \( \mathbb{R}^n \) we take the S-symmetry of \( (A(s)\Omega)_n \) into account. To this end, recall that for \( 0 < \lambda \leq \kappa(S) \)

\[
\sup_{\theta \in \mathbb{R}} \|S(\theta)\| = 1, \quad \sup_{\theta \in \mathbb{R}} \|S(\theta + i\lambda)\| \leq 1, \quad \sup_{\theta \in \mathbb{R}} \|S(\theta - i\lambda)\| \leq \|S\|_{\kappa(S)}.
\]

Moreover, we consider the function

\[
\zeta_k \mapsto S^n_{\alpha_n}(\theta_1, \ldots, \theta_{k-1}, \zeta_k, \theta_{k+1}, \ldots, \theta_n), \quad \theta_k \in \mathbb{R}, \quad k = 1, \ldots, n,
\]

which, clearly, is analytic in the strip \(-\kappa(S) < \text{Im} \zeta_k < \kappa(S)\). An estimate on this function is obtained by determining the number of \( \zeta_k \)-dependent factors \( S \) in the above tensor. To this end, recall the fact that any \( \sigma \in \mathfrak{S}_n \) can be decomposed (non-uniquely) into a product of inv(\( \sigma \)) transpositions \( \tau_j \in \mathfrak{S}_n \), where inv(\( \sigma \)) is the number of pairs \((i, j)\),
$i, j = 1, \ldots, n,$ with $i < j$ and $\sigma(i) > \sigma(j)$. Therefore, we count that the maximal possible number of transpositions which involve the element $k$ is $n - 1$. Hence, the representing tensor $S_n^k(\theta_1, \ldots, \theta_{k-1}, \zeta_k, \theta_{k+1}, \ldots, \theta_n)$ contains at most $n - 1$ factors depending on the variable $\zeta_k$. Moreover, each of those factors is bounded by $\|S\|_{k(S)}$. All the others are bounded by 1. Hence, it follows for $j = 2, \ldots, n$ and $0 < \lambda \leq \kappa(S)$ that

$$
\int d^n \theta \| (A(s) \Omega)_n (\theta - i \lambda e_j) \|^2_{K^\otimes n} \leq \| S \|^2_{k(S)} \int d^n \theta \| (A(s) \Omega)_n (\theta - i \lambda e_1) \|^2_{K^\otimes n}
\leq \| S \|^2_{k(S)} a(s, \lambda)^2 D^n \| A \|^2.
$$

That is, we have, in particular, $\|(A(s) \Omega)_{n,-\kappa(S)e_j}\|_2 \leq \| S \|^n_{k(S)} a(s, \kappa(S)) D^{n/2} \| A \|$, with $j = 1, \ldots, n$. On the other hand, $(A(s) \Omega)_n \in L^2(\mathbb{R}^n) \otimes K^\otimes n$ with norm bounded by $\| A \|$.

Since, moreover, the latter function is obtained from its analytic continuation as a strong limit for imaginary part $\lambda \to 0$, we conclude that for all $\lambda$ in the convex closure of the points $0, -\kappa(S)e_1, \ldots, -\kappa(S)e_n$, we have the following bound

$$
\|(A(s) \Omega)_{n,\lambda}\|_2 \leq v(s, \kappa(S))^n \| A \|, \quad v(s, \kappa(S)) := \| S \|^1_{k(S)} D^{1/2} \max\{1, a(s, \kappa(S))\}.
$$

As $C_n^0$ is contained in the convex closure of $(0, -\kappa(S)e_1, \ldots, -\kappa(S)e_n)$, the bound (3.158) holds, clearly, for all $\lambda \in C_n^0$, establishing the claim for the tube based on $C_n^0$.

We proceed by considering the tube based on $C_n^{-\pi} := (-\pi, \ldots, -\pi) + (0, \frac{\kappa(S)}{n})^\times n$. Since $(A(s) \Omega)^\alpha_{n,(-\pi,\ldots,-\pi)} = (JA^* (A(s) \Omega)_{n,\alpha}^\alpha$, cf. (3.142), it follows, due to $\|A^*\| = \| A \|$, immediately that the bound (3.158) also holds for $\lambda \in C_n^{-\pi}$.

It remains to show the validity of (3.158) in the tube $T_n(\frac{\kappa(S)}{n})$. To this end, note that the cubes $C_n^0$ and $C_n^{-\pi}$ (both contained in the analyticity domain of $(A(s) \Omega)_n^\alpha$) are connected by the line segment $l$ from the point $(0, \ldots, 0)$ to $(-\pi, \ldots, -\pi)$, cf. Figure 3.3. By modular theory we have that $\|(A(s) \Omega)_{n,\lambda}\|_2 \leq \| A \|$ for all $\lambda \in l$. Consequently, the bound (3.158) also holds for $\lambda$ in the convex closure of $C_n^0 \cup C_n^{-\pi} \cup l$. But the cube $\lambda_{\pi/2} + C_n(\frac{\kappa(S)}{n})^\times n$ is contained in this region, yielding what is claimed.

![Figure 3.3: Cubes appearing in the proof of Proposition 3.25 for the case $n = 2$.](image-url)
3.4. Construction of Models with Factorizing S-Matrices

The preceding proposition establishes a generalization of the Hardy space structure found in the case \( n = 1 \). In particular, define

\[
\Upsilon_n(s, \kappa(S)) : F(W_R) \to H^2(\mathcal{T}_n(\frac{\kappa(S)}{n})) \otimes \mathcal{K} \otimes \mathcal{N}, \quad \Upsilon_n(s, \kappa) A := (A(\frac{s}{2})\Omega)_n,
\]

then, an immediate consequence of Proposition 3.25 is the following.

**Corollary 3.26.** Let \( s > 0 \), then, the map \( \Upsilon_n(s, \kappa(S)) \), as defined in (3.159), is a bounded operator between the Banach spaces \( (F(W_R), \| \cdot \|_{\mathcal{B}(W)}) \) and \( (H^2(\mathcal{T}_n(\frac{\kappa(S)}{n})) \otimes \mathcal{K} \otimes \mathcal{N}, \| \cdot \|) \), with operator norm complying with

\[
\| \Upsilon_n(s, \kappa(S)) \| \leq \psi(s, \kappa(S))^n,
\]

where \( \psi(s, \kappa(S)) \) is given by (3.157).

**Proof.** The bound (3.160) on the operator norm of the map \( \Upsilon_n(s, \kappa(S)) \) is a direct consequence of (3.156).

Since we aim at proceeding as in the case \( n = 1 \), we consider the maps \( \Xi_n(s) \), \( n > 1 \), as the concatenation of \( \Upsilon_n(s, \kappa(S)) \) and maps \( X_n(s, \kappa(S)) \), as illustrated by the following commutative diagram.

The map \( X_n(s, \kappa(S)) : H^2(\mathcal{T}_n(\frac{\kappa(S)}{n})) \otimes \mathcal{K} \otimes \mathcal{N} \to \mathcal{H}_n \) is defined by

\[
(X_n(s, \kappa(S)) h)^{\alpha} (\theta) := \prod_{k=1}^n e^{-s \mu(\alpha_k)} \cosh \theta_k \cdot h^{\alpha} (\theta + i\lambda_k/2),
\]

which, with regard to (3.76), justifies

\[
\Xi_n(s) A = (X_n(s, \kappa(S)) \circ \Upsilon_n(s, \kappa(S))) A, \quad A \in F(W_R).
\]

It, thus, remains to investigate the properties of the maps \( X_n(s, \kappa(S)) \), \( n > 1 \). Since \( \Upsilon_n(s, \kappa(S)) \) is a bounded map, nuclearity of \( \Xi_n(s) \) would be proven if \( X_n(s, \kappa(S)) \) was nuclear, cf. Lemma B.2. Indeed, nuclearity holds for \( X_n(s, \kappa(S)) \) as stated in the subsequent lemma.

**Lemma 3.27.** For \( s > 0 \) and \( 0 < \kappa(S) < \frac{\pi}{2} \) the map \( X_n(s, \kappa(S)) \), as defined in (3.161), is a nuclear mapping between the Banach spaces \( (H^2(\mathcal{T}_n(\frac{\kappa(S)}{n})) \otimes \mathcal{K} \otimes \mathcal{N}, \| \cdot \|) \) and \( (\mathcal{H}_n, \| \cdot \|) \).

Its nuclear norm is bounded by

\[
\| X_n(s, \kappa(S)) \|_1 \leq \chi(s, \kappa(S))^n \cdot n^n,
\]

where

\[
\chi(s, \kappa(S)) = e^{-\frac{s}{2} \mu(\alpha_k)} \cosh \theta_k \cdot h^{\alpha} (\theta + i\lambda_k/2).
\]
where $x(s, \kappa(S)) > 0$ is monotonously decreasing function of $s$ for fixed $\kappa(S)$, with limits $x(s, \kappa(S)) \to 0$ for $s \to \infty$ and $x(s, \kappa(S)) \to \infty$ for $s \to 0$.

**Proof.** Consider a closed polydisc $D_n(\theta + i\lambda_{n/2}) \subset T_n(\kappa(S)/n)$ with center $\theta + i\lambda_{n/2}, \theta \in \mathbb{R}^n$. For $h \in \mathcal{H}^2(T_n(\kappa(S)/n)) \otimes \mathcal{K}^{\otimes n}$ we then have by Cauchy’s integral formula

$$h^\alpha(\theta + i\lambda_{n/2}) = \frac{1}{(2\pi i)^n} \int_{T_n(\theta + i\lambda_{n/2})} \frac{h^\alpha(\zeta')}{\prod_{k=1}^n (\zeta'_k - \theta_k - i\frac{\kappa(S)}{2n} \varepsilon_k)} d^n\zeta',$$

where $T_n(\theta + i\lambda_{n/2})$ denotes the distinguished boundary of $D_n(\theta + i\lambda_{n/2})$. Since $C_n(\kappa(S)/n)$ is a polyhedron, the last two properties listed in Proposition B.5 can be applied and, thus, the contour of integration may be deformed to the boundary of $T_n(\kappa(S)/n)$. Hence, we have

$$h^\alpha(\theta + i\lambda_{n/2}) = \frac{1}{(2\pi i)^n} \sum_{\varepsilon} \int_{\mathbb{R}^n} d^n\theta' \left( \prod_{k=1}^n \frac{\varepsilon_k}{\theta_k' - \theta_k - i\frac{\kappa(S)}{2n} \varepsilon_k} \right) h^\alpha(\theta' + i(\lambda_{n/2} - \frac{\kappa(S)}{2n} \varepsilon)),$$

where $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)$, with $\varepsilon_k = \pm 1, k = 1, \ldots, n$.

Writing

$$(X_n(s, \kappa(S))h^\alpha) = \tilde{u}_{n,s/4,u}^n(\alpha) \cdot (h^\alpha)(\theta + i\lambda_{n/2}),$$

where $u_{n,s}(\alpha) := \prod_{k=1}^n e^{-i s m_{\alpha} \varepsilon_k} \sinh \varepsilon_k$ and $\tilde{u}_{n,s}(\alpha) := u_{n,s}(\alpha) = u_{n,s}(\theta + i\lambda_{n/2})$, we have

$$(X_n(s, \kappa(S))h^\alpha(\theta)) = \frac{\tilde{u}_{n,s/4,u}^n(\alpha)}{(2\pi i)^n} \sum_{\varepsilon} \int_{\mathbb{R}^n} d^n\theta' \left( \prod_{k=1}^n \frac{\varepsilon_k}{\theta_k' - \theta_k - i\frac{\kappa(S)}{2n} \varepsilon_k} \right) (u_{n,s/4,u}^n \cdot h^\alpha)(\theta' + i(\lambda_{n/2} - \frac{\kappa(S)}{2n} \varepsilon))$$

$$\times h^\alpha(\theta' + i(\lambda_{n/2} - \frac{\kappa(S)}{2n} \varepsilon)),$$

with $u_{n,s}(\varepsilon) := u_{n,s}(\varepsilon_1, \ldots, \varepsilon_n, \theta)$. Putting $g(\alpha)(\theta) := \exp[-\frac{i}{4} \sum_{\alpha} \cos \frac{\kappa(S)}{2n} \cos \theta]$ in $L^2(\mathbb{R})$ and considering an integral operator $R_{g,b} = \bigoplus_{\alpha=1}^D R_{g,\alpha}^{D,b}$ on $L^2(\mathbb{R}) \otimes \mathcal{K}$, defined by the kernels

$$R_{g,b}^{\alpha}(\theta, \theta') = \frac{-\text{sign}(b)}{2\pi i} g^{\alpha}(\theta) g^{\alpha}(\theta'), \quad b \in \mathbb{R}\setminus\{0\},$$

we arrive at

$$X_n(s, \kappa(S)) = \tilde{u}_{n,s/4[1-\cos(\kappa(S)/(2n))]\sum_{\varepsilon} \left( R_{g,\varepsilon_1\varepsilon(\kappa(S)/(2n))} \cdots \otimes R_{g,\varepsilon_n\varepsilon(\kappa(S)/(2n))} \right) \times u_{n,-s/4\sin(\kappa(S)/(2n))}\varepsilon, \quad \varepsilon \in \mathbb{R}\setminus\{0\}.$$ (3.164)
with \( \hat{u}_{n,s} h^{\alpha} (\zeta) := \hat{u}_{n,s} (\zeta) h^{\alpha}(\zeta) \) and analogously \( (u_{n,s,e}) h^{\alpha}(\zeta) := u_{n,s,e}^{\alpha}(\zeta) h^{\alpha}(\zeta) \). The operator norms of the maps \( E_{\gamma/2 - \frac{\kappa(S) \xi}{2\pi}} : h \mapsto h_{\gamma/2 - \frac{\kappa(S) \xi}{2\pi}} \) from \( L^2(\mathbb{R}^n) \otimes \mathcal{K}^{\otimes n} \) to \( L^2(\mathbb{R}^n) \otimes \mathcal{K}^{\otimes n} \) are bounded for any \( \varepsilon \) by one, as follows directly from \( \| h_{\gamma/2 - \frac{\kappa(S) \xi}{2\pi}} \| \leq \| h \| \).

It is, moreover, obvious that the operator norms of the multiplication operators \( u_{n,s} \) and \( \hat{u}_{n,s,e} \) appearing in (3.164) are also bounded by one. Since \( R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}} \) are trace class operators on \( L^2(\mathbb{R}) \otimes \mathcal{K} \), cf. Lemma A.2, we have that \( R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}} \otimes \cdots \otimes R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}} \) are of trace class on \( L^2(\mathbb{R}^n) \otimes \mathcal{K}^{\otimes n} \) for any \( \varepsilon_1, \ldots, \varepsilon_n = \pm 1 \). Thus, the nuclearity of \( X_n(s, \kappa(S)) \) follows.

In order to prove the statement on the nuclear norm, note that \( R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}} = \hat{U} R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}} \hat{U} \), with unitary \( (\hat{U} f)(\theta) := i \cdot f(-\theta), f \in L^2(\mathbb{R}) \otimes \mathcal{K} \), and \( g_{\pm \frac{\kappa(S) \xi}{2\pi}} = g_{\pm \frac{\kappa(S) \xi}{2\pi}}(\theta) \). Hence, we have

\[
\| R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}} \otimes \cdots \otimes R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}} \|_1 = \| R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}} \|^n.
\]

Taking into account that the sum \( \sum_{\varepsilon} \) runs over \( 2^n \) terms, it follows with regard to (A.5) that

\[
\| X_n(s, \kappa(S)) \|_1 \leq 2^n \| R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}} \|^n \leq 2^n D^n \left( \frac{2n}{2\pi \kappa(S)} \int d\theta e^{-\frac{sm_{0}}{2} \cosh \frac{\kappa(S)}{2} \cos \theta} \right)^n \leq 2^n D^n \left( \frac{2n}{2\pi \kappa(S)} \int d\theta e^{-\frac{sm_{0}}{2} \cosh \theta} \right)^n \leq n^n \left( \frac{2D}{\pi \kappa(S)} \right)^n e^{-\frac{sm_{0}}{2}} \left( \frac{4\pi}{sm_{0}} \right)^{n/2},
\]

where we made use of \( \cosh \theta \geq 1 + \theta^2/2 \). Hence, the bound on \( \| X_n(s, \kappa(S)) \|_1 \) is of the form (3.163).

The results established by the preceding Lemmata, therefore, yield that \( \Xi_n(s) : \mathcal{F}(W_R) \to \mathcal{H}_n \) given by (3.162) is nuclear. The nuclearity of \( \Xi(s) = \sum_{n=0}^\infty \Xi_n(s) \), (3.72), on the other hand, does not yet follow since \( \| \Xi_n(s) \|_1 \leq n^n x(s, \kappa(S))^{n} v(R_{g_{\pm \frac{\kappa(S) \xi}{2\pi}}})^n \) is not summable over \( n \). However, in the special case of dim \( \mathcal{K} = 1 \), discussed in [100, 95], the nuclearity of \( \Xi(s) \) can be established for a certain class of S-matrices and for values of \( s \) above a certain minimal threshold \( s_{\text{min}} \). This finding relies on a mapping \( I : \mathcal{H} \to \mathcal{H}^\perp \) from the S-symmetric Fock space to the totally antisymmetric Fermi Fock space. In case the S-matrices are scalar valued such a map can be found quite easily. In fact, one has

**Lemma 3.28 ([100]).** Let dim \( \mathcal{K} = 1 \) and \( S \in \mathcal{S}_0^\perp := \{ S \in \mathcal{S}_0 : S(0) = -1 \} \). Then, there exists an analytic function \( \delta : S(-\kappa(S), \kappa(S)) \to \mathbb{C} \) (the phase shift) such that \( S(\zeta) = S(0) e^{2i\delta(\zeta)}, \zeta \in S(-\kappa(S), \kappa(S)) \), fixed uniquely by \( \delta(0) = 0 \). Then, the multiplication operators corresponding to the functions

\[
I_0 := 1, \quad I_1(\zeta) := 1, \quad I_n(\zeta) := \prod_{1 \leq k < \ell \leq n} \left( -e^{i\delta(\zeta_k - \zeta_\ell)} \right), \quad n \geq 2, \quad (3.165)
\]

denoted by the same symbols \( I_n \), fulfill the following.
a) Viewed as an operator on $H^2(T_n(\frac{\pi(S)}{n}))$, $I_n$ is a bounded map with operator norm $\|I_n\| \leq \|S\|_{n(S)}^{n/2}$.

b) Viewed as an operator on $L^2(\mathbb{R}^n)$, $I_n$ is a unitary intertwining the representations $D_n$ and $D_n^-$ (corresponding to $S(\theta) = -1$, for all $\theta \in \mathbb{R}$) of $\mathfrak{S}_n$. Hence, it maps the $S$-symmetric subspace $\mathcal{H}_n \subset L^2(\mathbb{R}^n)$ onto the totally antisymmetric subspace $\mathcal{H}_n^- \subset L^2(\mathbb{R}^n)$.

In the more general situation considered here the derivation of such intertwiners is a more complicated task, in particular, due to the general noncommutativity of matrices. Nevertheless, we conjecture that a similar mapping can be obtained in case $\dim \mathcal{K} > 1$. If, namely, $0 \leq n \leq 2$ a direct generalization of the above lemma can be stated for $S$-matrices of a certain type. More precisely, let $F$ denote the flip operator, i.e.

$$F : \mathcal{K} \otimes \mathcal{K} \rightarrow \mathcal{K} \otimes \mathcal{K}, \quad F(u \otimes v) := v \otimes u,$$

and consider $S \in S_0^- := \{S \in S_0 : S(0) = -F\}$ which are of the form

$$S(\zeta) = \sum_{j=1}^{k} h_j(\zeta)M_j, \quad k \in \mathbb{N},$$

with analytic functions $h_j : S(-\kappa(S),\kappa(S)) \rightarrow \mathbb{C}$ and constant, pairwise commuting matrices $M_j$ on $\mathcal{K} \otimes \mathcal{K}$, appropriately chosen such that $S \in S_0^-$. In particular, we have $[S(\zeta_1),S(\zeta_2)] = 0$ for $S(\zeta_i)$ of the form (3.167). Then, the following can be shown.

**Lemma 3.29.** Let $\dim \mathcal{K} \geq 1$ and $S \in S_0^-$, being of the form (3.167). Then, there exists an analytic function $\rho : S(-\kappa(S),\kappa(S)) \rightarrow \mathcal{L}(\mathcal{K} \otimes \mathcal{K})$ (the phase shift matrix) such that $S(\zeta) = -F \cdot e^{2i\rho(\zeta)}$, $\zeta \in S(-\kappa(S),\kappa(S))$, which we fix uniquely by $\rho(0) = 0$. Moreover, the multiplication operators corresponding to the functions

$$I_0 := 1, \quad I_1(\zeta) := 1, \quad I_2(\zeta_1,\zeta_2) := -e^{i\rho(\zeta_1-\zeta_2)},$$

denoted by the same symbols $I_n$, $n = 0,1,2$, fulfill the following.

a) Viewed as an operator on $H^2(T_n(\frac{\pi(S)}{n})) \otimes \mathcal{K} \otimes \mathcal{K}$, $I_n$, $n = 0,1,2$, is a bounded map with operator norm $\|I_n\| \leq \|S\|_{n(S)}^{n/2}$.

b) Viewed as an operator on $L^2(\mathbb{R}^n) \otimes \mathcal{K} \otimes \mathcal{K}$, $I_n$, $n = 0,1,2$, is a unitary intertwining the representations $D_n$ and $D_n^-$ (corresponding to $S(\theta) = -F$, for all $\theta \in \mathbb{R}$) of $\mathfrak{S}_2$. Hence, it maps the $S$-symmetric subspace $\mathcal{H}_n \subset L^2(\mathbb{R}^n) \otimes \mathcal{K} \otimes \mathcal{K}$ onto the totally antisymmetric subspace $\mathcal{H}_n^- \subset L^2(\mathbb{R}^n) \otimes \mathcal{K} \otimes \mathcal{K}$.

**Proof.** We first prove the statement on the analyticity of $\rho$. Due to the assumed form of the $S$-matrices, this can be done by means of an argument stated for scalar valued

---

11This is, indeed, the correct bound with regard to the tube $T_n(\frac{\lambda(S)}{n})$ based on the “shrinking” cube $\lambda_{n/2} + C_n(\frac{\pi(S)}{n})$, as can be shown in a straightforward manner by means of the Malgrange Zerner theorem [69]. It does, however, not apply when considering the tube based on $\lambda_{n/2} + C_n(\kappa(S))$, as claimed in [100].

12Linear operators on $\mathcal{K} \otimes \mathcal{K}$. 

functions [48, Corollary 6.17]. Namely, since \( S \in \mathcal{S}_0^\circ \) is analytic and invertible in the strip \( S(-\kappa(S), \kappa(S)) \), also \( S^{-1} \cdot S' \) is analytic on this strip. Hence, it has a primitive on \( S(-\kappa(S), \kappa(S)) \) which we denote by \( \rho_1 \). To prove this, one may proceed exactly as in the proof of [48, Corollary 6.16] formulated for scalar valued functions. The main ingredient thereby is Cauchy’s theorem which implies that \( \rho_1(\zeta) := \int_\gamma (S^{-1} \cdot S') \), where \( \gamma \) is a rectifiable curve from some fixed point \( a \in S(-\kappa(S), \kappa(S)) \) to \( \zeta \in S(-\kappa(S), \kappa(S)) \), is a well-defined function from \( S(-\kappa(S), \kappa(S)) \) to \( \mathcal{L}(\mathcal{K} \otimes \mathcal{K}) \). The fact that \( \rho_1 \) is a primitive of \( S^{-1} \cdot S' \) follows then simply by determining \( \rho_1' \).

Defining, next, \( H(\zeta) := \exp \rho_1(\zeta) \), then \( H \) is analytic and invertible. Therefore, \( S \cdot H^{-1} \) is analytic and has the following derivative \( S' \cdot H^{-1} + S \cdot (H^{-1})' \). But in view of the special choice (3.167), \( (H^{-1})' = -S^{-1} \cdot S' \cdot H^{-1} \), yielding that \( S \cdot H^{-1} \) is a constant matrix \( c \) for all \( \zeta \in S(-\kappa(S), \kappa(S)) \). That is, \( S(\zeta) = c \cdot \exp \rho_1(\zeta) \). By letting \( 2i\rho(\zeta) = \rho_1(\zeta) + c' \) with some suitable \( c' \), we may choose \( \rho(0) = 0 \), yielding the first claim.

Item a) is a direct consequence of the analyticity of \( \rho \) and the definition of \( \mathcal{I}_n \), \( n = 0, 1, 2 \), (3.168).

To show b), we first prove the unitarity feature. Hence, we have to show that \( \rho(\theta)^* = \rho(\theta) \). To this end, note that from the properties of the S-matrix \( S(\theta) = -F \cdot e^{2i\rho(\theta)} \) we obtain \( \rho(\theta)^* = \rho(\theta) + \pi k 1_2, k \in \mathbb{Z} \). But \( \rho(0)^* = \rho(0) = 0 \) and both \( \rho^* \) and \( \rho \) are analytic. Hence, their difference is also an analytic function, implying \( k = 0 \).

To see the intertwining property, we consider \( \Psi_2 \in L^2(\mathbb{R}^2) \otimes \mathcal{K}^\otimes 2 \) and compute
\[
(\mathcal{I}_2 D_2(\tau_1) \Psi_2)(\theta_1, \theta_2) = -e^{i\rho(\theta_1-\theta_2) \cdot S(\theta_2-\theta_1) \cdot \Psi_2(\theta_2, \theta_1)} = e^{i\rho(\theta_1-\theta_2) \cdot F \cdot e^{2i\rho(\theta_2-\theta_1)}} \cdot \Psi_2(\theta_2, \theta_1).
\]

With regard to the properties of \( S \), we have \( \rho(-\theta) = -\rho(\theta) \). Moreover, \( [F, \rho(\theta)^k] = 0 \) for all \( k \geq 0 \) due to the special form (3.167) of \( S(\theta) = -F e^{2i\rho(\theta)} \). Hence,
\[
(\mathcal{I}_2 D_2(\tau_1) \Psi_2)(\theta_1, \theta_2) = e^{i\rho(\theta_1-\theta_2) \cdot F \cdot e^{2i\rho(\theta_2-\theta_1)}} \cdot \Psi_2(\theta_2, \theta_1) = (-F) \cdot (e^{i\rho(\theta_2-\theta_1)}) \cdot \Psi_2(\theta_2, \theta_1) = (D_2(\tau_1) \mathcal{I}_2 \Psi_2)(\theta_1, \theta_2),
\]
proving the intertwining property, and \( \mathcal{I}_2 : \mathcal{H}^2 \rightarrow \mathcal{H}^2 \).

Although this result can at the moment be verified only for \( 0 \leq n \leq 2 \) there is evidence that Lemma 3.29 can be generalized to \( n \in N_0 \). Considering, namely, the simplices
\[
\Sigma_n := \{ \theta \in \mathbb{R}^n : \theta_{\pi(1)} \leq \cdots \leq \theta_{\pi(n)} \}, \quad \pi \in \mathfrak{S}_n,
\]
then, the multiplication operators corresponding to the functions
\[(\tilde{n}_n(\theta) := (-1)^{\text{sign}(\pi)} F^n_\pi \cdot S^n_\pi(\theta)^{-1}, \quad \theta \in \Sigma_n, \quad (3.169)\]
are easily seen to be unitaries intertwining the representations \( D_n \) and \( D^-_n \) of \( \mathfrak{S}_n \) on \( \bigcup_\pi \Sigma_\pi \) by taking into account \( \theta \in \Sigma_n \) if and only if \( \theta^\pi \in \Sigma_{n \pi} \). Here the tensors \( F^n_\pi \) have
the components \((F_n)_{\alpha}^\beta = \delta_{\beta(s(1))}^{\alpha_1} \cdots \delta_{\beta(s(n))}^{\alpha_n}\). These intertwiners are, however, not suited for our purposes since they are in general not continuous. Nevertheless, due the possibility to construct such objects and with regard to Lemma 3.29 there is strong indication for the validity of the following conjecture which restricts to the minimal assumptions necessary with regard to the nuclearity of the map \(\Xi(s)\), (3.72).

**Conjecture 1.** Let \(S \in \mathcal{S}^-\). Then, there exist multiplication operators \(\mathcal{I}_n\), \(n \in \mathbb{N}_0\), which intertwine the representations \(D_n\) and \(D_n^-\) of \(\mathfrak{G}_n\), and, moreover, have the following properties.

1. \(\mathcal{I}_n\) is a bounded operator on \(H^2(\mathcal{I}_n(\kappa(S)_n)) \otimes K^{\otimes n}\). For the operator norm we further have \(\|\mathcal{I}_n\| \leq \gamma^n\) with some constant \(\gamma > 0\) not depending on \(n\).

2. \((\mathcal{I}_n)^{-1} : \mathcal{H}_n^- \ni f_{\lambda_{n/2}} \mapsto (\mathcal{I}_n)^{-1}f_{\lambda_{n/2}} \in \mathcal{H}\) is bounded with operator norm \(\|(\mathcal{I}_n)^{-1}\| \leq \gamma^n\), where the constant \(\gamma' > 0\) does not depend on \(n\).

In spite of the strong indications speaking for the validity of Conjecture 1, there is still the possibility to circumvent this assumption by improving the nuclearity estimates on the maps \(\Xi_n(s)\). For instance, in case one can show that there exists a bounded operator from the wedge algebras into a Hardy space based on a cube with fixed side length independent of \(n\) (in contrast to the present situation where we are dealing with cubes shrinking like \(1/2^n\)) with operator norm growing at most exponentially in \(n\), then the verification of the modular nuclearity condition would be possible by the applied techniques even for the whole class \(\mathcal{S}_0\) of regular S-matrices. Other improvements may be achieved by taking the underlying S-symmetry of the functions in the Hilbert space \(\mathcal{H}\) into account. The nuclearity estimates are in principle, namely, derived on the unsymmetrized Fock space \(\mathcal{H}\).

Note, moreover, that the above discussion resulting in Conjecture 1 applies analogously to S-matrices \(S \in \mathcal{S}^+ := \{S \in \mathcal{S}_0 : S(0) = +F\}\), hence, corresponding to maps \(\mathcal{I}^+ : \mathcal{H} \to \mathcal{H}^+\). Since in Lagrangian field theory no interacting model is known to fall into this class and since we do not yet have an argument for verifying the modular nuclearity condition in this case (not even for \(\dim \mathcal{K} = 1\)), we specialized to the family \(\mathcal{S}_0^-\). In particular, the \(O(N)\)-invariant nonlinear sigma-models fall into that class, cf. Chapter 4.

**Theorem 3.30.** Consider a model theory associated with a regular S-matrix \(S \in \mathcal{S}^-\). Suppose further Conjecture 1 holds true. Then, there exists a value \(s_{\text{min}} < \infty\) such that \(\Xi(s) : F(R) \to \mathcal{H}\) is nuclear for all \(s > s_{\text{min}}\). Thus, in these models the corresponding local algebras \(F(O_{x,y}) = F(W_R + x) \cap F(W_L + y)\) have \(\Omega\) as a cyclic vector, for each double cone \(O_{x,y} = (W_R + x) \cap (W_L + y)\) with \(y - x \in W_R\) and \(-(y - x)^2 > s_{\text{min}}^2\).

**Proof.** Since \(\Xi_n(s) = X_n(s, \kappa(S)) \circ \Upsilon_n(s, \kappa(S))\), with \(0 < \kappa(S) < \frac{\pi}{2}\), we have that \(\Xi_n(s)\) is nuclear with norm bounded by

\[
\|\Xi_n(s)\|_1 \leq \|\Upsilon_n(s, \kappa(S))\| \cdot \|X_n(s, \kappa(S))\|_1 \leq n^n v(x, \kappa(S))^n s(s, \kappa(S))^n. \tag{3.170}
\]

\(^{13}\) Presently, we can prove the existence of such an operator with operator norm bounded by \(\alpha^n\) for some constant \(\alpha > 1\).
To show nuclearity of $\Xi(s) = \sum_{n=0}^{\infty} \Xi_n(s)$, we make use of the map $\mathcal{I} := \bigoplus_{n=0}^{\infty} \mathcal{I}_n : \mathcal{H} \rightarrow \mathcal{H}^*$ and consider $\Xi_n(s)$ as the concatenation

$$
\mathcal{F}(W_R) \frac{T_n(s,\kappa(S))}{H^2(T_n(\kappa(s)))} \otimes \mathcal{K}^\otimes n \rightarrow H^2(T_n(\kappa(s))) \otimes \mathcal{K}^\otimes n \rightarrow \mathcal{H}_n \rightarrow \mathcal{H}^* \rightarrow \mathcal{H}^*,
$$

where $X_n(s,\kappa(S))$ acts in the same way as $X_n(s,\kappa(S))$. It further can be expressed as $X_n(s,\kappa(S))$ in (3.164) and is thus, nuclear too. Hence, we have with $h^- \in H^2(T_n(\kappa(s))) \otimes \mathcal{K}^\otimes n$ and the notation used in the proof of Lemma 3.27

$$
X_n^- (s,\kappa(S))h^- = \hat{u}_{n,s/\pi}[1-\cos(\kappa(s)/(2n))] \sum_{\varepsilon} \left( R_{g,-\varepsilon}\nu_{\frac{1}{2n}} \otimes \cdots \otimes R_{g,-\varepsilon}\nu_{\frac{1}{2n}} \right)
$$

$$
\times \hat{u}_{n,-s/\pi}[1-\cos(\kappa(s)/(2n))] \hat{h}_n^{-\nu_{\frac{1}{2n}}} \left( \lambda_n/2 - \nu_{\frac{1}{2n}} \varepsilon \right)
$$

$$
= \sum_{\varepsilon} \left( \hat{u}_{n,s/\pi}[1-\cos(\kappa(s)/(2n))] \right)
$$

where

$$
Z_{g,-\varepsilon}\nu_{\frac{1}{2n}} := \hat{u}_{n,s/\pi}[1-\cos(\kappa(s)/(2n))] \cdot \sum_{\varepsilon} \theta_{n,s/\pi}[1-\cos(\kappa(s)/(2n))] \cdot \sum_{\varepsilon} \left( R_{g,-\varepsilon}\nu_{\frac{1}{2n}} \otimes \cdots \otimes R_{g,-\varepsilon}\nu_{\frac{1}{2n}} \right)
$$

Here $\hat{u}_{n,s}$ and $u_{n,s,\varepsilon}^{(1)}$ are the multiplication operators $\hat{u}_{n,s}$, respectively, $u_{n,s,\varepsilon}$ restricted to $L^2(\mathbb{R}) \otimes \mathcal{K}$. For the nuclear norm of $X_n^- (s,\kappa(S))$, on the other hand, we find a sharper bound, due to the Pauli principle. Namely, consider the positive trace class operator

$$
\hat{Z}_{g,b} := \left( Z_{g,b}Z_{g,b}^* + Z_{g,-b}Z_{g,-b}^* \right)^{1/2},
$$

with $||\hat{Z}_{g,b}|| \leq 2||Z_{g,b}|| \leq 2||Z_{g,-b}|| [93]$, for $g$ as above, and choose an orthonormal basis $\{\psi_k\}$ of $L^2(\mathbb{R}) \otimes \mathcal{K}$ which consists of eigenvectors $\psi_k$ of $\hat{Z}_{g,b}$. Denoting the corresponding eigenvalues by $\lambda_k \geq 0$, we have $\hat{Z}_{g,b}f = \sum_{k=1}^{\infty} \lambda_k(\psi_k, f)\psi_k, f \in L^2(\mathbb{R}) \otimes \mathcal{K}$, and $||\hat{Z}_{g,b}|| = \sum_{k=1}^{\infty} \lambda_k < \infty$. On $\mathcal{H}_n^-$, the vectors

$$
\Psi_k := \frac{1}{\sqrt{n!}} \sum_{\sigma \in \mathcal{S}_n} (-1)^{\mathrm{sign}(\sigma)} \psi_{\sigma(k_1)} \otimes \cdots \otimes \psi_{\sigma(k_n)}
$$

form an orthonormal basis if $k_1 < k_2 < \cdots < k_n, k_1, \ldots, k_n \in \mathbb{N}$. Hence, it follows

$$
X_n^- (s,\kappa(S))h^- = \sum_{\varepsilon} \left( Z_{g,-\varepsilon}\nu_{\frac{1}{2n}} \otimes \cdots \otimes Z_{g,-\varepsilon}\nu_{\frac{1}{2n}} \right)
$$

$$
\times \left( \lambda_n/2 - \varepsilon - \frac{\kappa(s)}{2n} \right)
$$

$$
= \sum_{\varepsilon} \sum_{k_1 < \cdots < k_n} \left( Z_{g,-\varepsilon}\nu_{\frac{1}{2n}} \otimes \cdots \otimes Z_{g,-\varepsilon}\nu_{\frac{1}{2n}} \right) \left( \Psi_k, h^- \right) \left( \lambda_n/2 - \varepsilon - \frac{\kappa(s)}{2n} \right) \left( \Psi_k \right)
$$

For the nuclear norm of $X_n^- (s,\kappa(S))$ we, therefore, find with $||h^- \left( \lambda_n/2 - \varepsilon - \frac{\kappa(s)}{2n} \right) || \leq ||h^-||$

$$
||X_n^- (s,\kappa(S))|| \leq \sum_{\varepsilon} \sum_{k_1 < \cdots < k_n} \left( Z_{g,-\varepsilon}\nu_{\frac{1}{2n}} \otimes \cdots \otimes Z_{g,-\varepsilon}\nu_{\frac{1}{2n}} \Psi_k \right) \left( \lambda_n/2 - \varepsilon - \frac{\kappa(s)}{2n} \right) \left( \Psi_k \right).
$$
Taking into account that

$$
\|Z_{g,\frac{\nu(S)}{2m}}^* \otimes \cdots \otimes Z_{g,\frac{\nu(S)}{2m}}^* \Psi_k\|^2
= \langle \Psi_k, Z_{g,\frac{\nu(S)}{2m}}^* \otimes \cdots \otimes Z_{g,\frac{\nu(S)}{2m}}^* \otimes Z_{g,\frac{\nu(S)}{2m}}^* \Psi_k\rangle
\leq \langle \Psi_k, \hat{Z}_{g,\frac{\nu(S)}{2m}}^2 \otimes \cdots \otimes \hat{Z}_{g,\frac{\nu(S)}{2m}}^2 \Psi_k\rangle
= \|\hat{Z}_{g,\frac{\nu(S)}{2m}}^n \Psi_k\|^2,
$$

we arrive at

$$
\|X_n(s,\kappa(S))\|_1 \leq 2^n \sum_{k_1<\cdots<k_n} \lambda_{k_1} \cdots \lambda_{k_n} \leq \frac{2^n}{n!} \sum_{k_1<\cdots<k_n} \lambda_{k_1} \cdots \lambda_{k_n}
= \frac{2^n}{n!} \|\hat{Z}_{g,\frac{\nu(S)}{2m}}\|^n \leq \frac{4^n}{n!} \|R_{g,\frac{\nu(S)}{2m}}\|^n.
$$

With regard to (3.171) and the assumptions stated in Conjecture 1, therefore, the following sharper bound compared to (3.170) holds true

$$
\|\Xi_n(s)\|_1 \leq \frac{n^n}{n!} \left(2 e^\gamma \gamma' v(\frac{s}{2},\kappa(S)) x(s,\kappa(S))\right)^n \leq \frac{1}{\sqrt{2\pi n}} \left(2 e^\gamma \gamma' v(\frac{s}{2},\kappa(S)) x(s,\kappa(S))\right)^n.
$$

(3.172)

where we made use of Stirling’s formula, i.e. \(n! \geq \sqrt{2\pi n} n^ne^{-n}\). Due to the monotonous convergence of \(v(\frac{s}{2},\kappa(S)) \cdot x(s,\kappa(S))\) to zero as \(s \to \infty\), there exists a value \(s_{\text{min}} < \infty\) such that

$$
\sum_{n=0}^{\infty} \|\Xi_n(s)\|_1 \leq \sum_{n=0}^{\infty} \frac{1}{\sqrt{2\pi n}} \left(2 e^\gamma \gamma' v(\frac{s}{2},\kappa(S)) x(s,\kappa(S))\right)^n < \infty,
$$

(3.173)

for all \(s > s_{\text{min}}\). Therefore, the series \(\sum_{n=0}^{\infty} \Xi_n(s)\) converges in nuclear norm to \(\Xi(s)\), implying the nuclearity of the map \(\Xi(s)\), since \((\mathcal{N}(\mathcal{F}(W_R),\mathcal{H}),\|\cdot\|_1)\) is a Banach space. Correspondingly, it follows from Theorem 3.10 that the algebras \(\mathcal{F}(\mathcal{O}_{0,s}), \kappa := (0,s), s > s_{\text{min}}\), have \(\Omega\) as a cyclic vector, i.e. the Reeh-Schlieder property holds. The respective statement for double cones \(\mathcal{O}_{x,y}\), with \(y-x \in W_R\) and \(-(y-x)^2 > s_{\text{min}}^2\), is obtained by covariance.

Starting from a certain family of factorizing S-matrices, the corresponding model theories were constructed. Theorem 3.30 states the existence of local quantum fields in these models under a very plausible conjecture. The fields are localized in bounded regions which, however, cannot be chosen arbitrarily small but have of a minimal “relativistic size”. This minimal diameter depends on the S-matrix at hand as well as the mass gap \(m_0\) of the theory, and manifests itself through the length \(s_{\text{min}}\). There is reason to believe that a minimal localization length, namely the Planck length \(l_P \approx 10^{-35}\) m, exists in theories combining general relativity and quantum theory. However, the occurrence of the length \(s_{\text{min}}\) in our approach has no physical motivation and is assumed to be a by-product of the various estimates. Indeed, considering as an instructive example the well-studied model of the scalar free Bose field with constant S-matrix \(S = +1\), cf.
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[89, 4], with regard to the modular nuclearity condition, then this requirement can be verified by an alternative argument for arbitrary \( s > 0 \) as shown in [40]. The alternative strategy yielding this result relies to a large extent on the analysis of nuclear maps on the Bose Fock space developed by Buchholz and Wichmann [44] and can, unfortunately, not be carried over to more general situations.

Nevertheless, the result established in Theorem 3.30, namely the existence of compactly localized quantum fields\(^{14}\) complying with the Reeh-Schlieder property, is already sufficient to investigate collision states. The fact that the localization regions cannot be chosen arbitrarily small but above a minimal diameter does not give rise to any complications, since double cones of any size can be spacelike separated simply by translation. Thus, Haag-Ruelle-Hepp scattering theory can be applied \([5, 81]\) and one may prove that the models constructed by the methods presented in this chapter solve the inverse scattering problem. Indeed as shown in \([102]\) under the assumption that the maps \( \Xi(s) \) are nuclear, the S-matrices of the constructed theories coincide with those initially considered as starting point, and, moreover, asymptotic completeness can be proven to hold. We discuss these results, established in \([102]\), in the next section.

3.5 Scattering Operator and Asymptotic Completeness

In this section we summarize the results found in \([102, \text{Section 5}]\), concerning the physical properties of the models previously constructed. So far we showed\(^ {15}\) that our construction gives rise to a large class of models which comply with all fundamental concepts of quantum field theory if \( S \in \mathcal{S}_0^- \). Beyond that one is particularly interested in the interaction taking place in these models. At the moment it is by no means clear how the S-matrix \( S \), which served as the starting point in our approach, is related to the scattering operator of the respective model. It is, therefore, necessary to derive explicit formulae for scattering states in order to compute the scattering matrix of the theory at hand. It will turn out, though, that this operator, which maps outgoing into incoming scattering states, coincides with the tensor corresponding to \( S \). That is, the construction solves the inverse scattering problem. Furthermore, the emerging models are asymptotically complete.

Note that in Section 3.2 we agreed to refer to the scattering amplitude \( S \) as S-matrix for short. Therefore, the operator \( S : \mathcal{H}^+ \to \mathcal{H}^+ \) defined in (3.17) and usually declared as S-matrix shall be referred to as scattering operator.

Since double cones of any size can be spacelike separated by translation, cyclicity of the vacuum vector \( \Omega \) for the field algebra \( \mathcal{F}(\mathcal{O}) \), with \( \mathcal{O} \) above a minimal diameter, cf. Theorem 3.30, is sufficient in order to compute \( n \)-particle scattering states. Lechner and Schützenhofer, however, assume in their analysis \([102, \text{Section 5}]\) the nuclearity of the maps \( \Xi(s) \) for arbitrary \( s > 0 \). This is clearly an unnecessarily strong requirement.

\(^{14}\)Recall that these operators are not constructed explicitly but are characterized indirectly as elements of the local field algebras \( \mathcal{F}(\mathcal{O}) \).

\(^{15}\)Under Conjecture 1.
Nevertheless, keeping in mind that spacelike separation can be achieved in any case, their results still hold true in this slightly different situation involving the minimal length \( s_{\text{min}} \).

For the task of calculating collision states one uses the methods of Haag-Ruelle-Hepp scattering theory \([5, 81]\) reconciled with the wedge-locality of the fields \( \phi \) \([23]\) and the charge structure being present \([56]\). Let us recall the basic ingredients. First at all, one usually considers quasi-local operators of the form

\[
A_q(g_{t,m(q)}) = \int d^2x \ g_{t,m(q)}(x)U(x)A_qU(x)^{-1},
\]

where \( A_q \in \mathcal{F}(\mathcal{O}) \) is a field operator of definite charge \( q \in \mathcal{Q} \) and \( g_{t,m(q)} \in \mathcal{S}(\mathbb{R}^2), \ t \in \mathbb{R}, \) is defined in terms of \( \tilde{g} \in \mathcal{S}(\mathbb{R}^2) \) by

\[
g_{t,m(q)}(x) := \frac{1}{2\pi} \int d^2p \ \tilde{g}(p) e^{it[p_0-(p_1^2+m(q)^2)^{1/2}]} e^{-ip \cdot x}.
\]

If \( \tilde{g} \) has support in a sufficiently small neighborhood of some point on the mass shell \( H^+_{m(q)} \) in the sector \( q \), \( A_q(g_{t,m(q)})\Omega \) is an element of \( L^2(\mathbb{R}, d\theta) \otimes K_q \), not depending on \( t \). That is, in this case \( A_q(g_{t,m(q)}) \) creates one particle states of charge \( q \) from the vacuum. Moreover,

\[
\lim_{t \to \pm} A_q(g_{t,m(q)})\Psi = A_q(g)_{\text{out}}\Psi, \quad \lim_{t \to \pm} A_q(g_{t,m(q)})^*\Psi = A_q(g)_{\text{in}}^*\Psi,
\]

where \( A_q(g)_{\text{in}} \) and \( A_q(g)_{\text{out}} \) are the asymptotic creation operators of an incoming, respectively outgoing particle of charge \( q \), being in the state \( A_q(g)\Omega \). The corresponding annihilation operators are their adjoints \( A_q(g)_{\text{in}}^* \) and \( A_q(g)_{\text{out}}^* \). These asymptotic relations hold for a certain dense set of scattering states \( \Psi \) \([5, 81]\). However, they can be extended to all states \( \Psi \) with compact energy momentum support due to a result by Buchholz \([35]\).

In order to compute collision states, one further considers the velocity support of mass \( m \) of \( g \in \mathcal{S}(\mathbb{R}^2) \) defined as follows

\[
\mathcal{V}_m(g) := \left\{ 1, \frac{p_1}{(p_1^2 + m^2)^{1/2}} : (p_0, p_1) \in \text{supp} \tilde{g} \right\}.
\]

In an analogous manner the velocity support of a vector \( \Psi_{1,q} \in L^2(\mathbb{R}, d\theta) \otimes K_q \) is given by

\[
\mathcal{V}(\Psi_{1,q}) := \left\{ 1, \frac{p_1}{(p_1^2 + m(q)^2)^{1/2}} : (p_0, p_1) \in \text{supp} \Psi_{1,q} \right\},
\]

where \( \text{supp} \Psi_{1,q} \) is the spectral support of \( \Psi_{1,q} \). Considering such a single particle vector \( \Psi_{1,q} \) of charge \( q \) as given, then there is always a \( A \in \mathcal{F}(\mathcal{O}) \) and a test function \( q \in \mathcal{S}(\mathbb{R}^2) \), whose velocity support is contained in an arbitrary small neighborhood of \( \mathcal{V}(\Psi_{1,q}) \), such that \( \| A_q(g)\Omega - \Psi_{1,q} \| < \varepsilon \) for some \( \varepsilon > 0 \). This is due to the cyclicity of the vacuum \( \Omega \) for \( \mathcal{F}(\mathcal{O}) \), with \( \mathcal{O} \) above a minimal size, implying that there are sufficiently many quasi local creation operators.
Recall further that the support of a function $g_{t,m} \in \mathcal{S}({\mathbb{R}^2})$, cf. (3.175), is essentially contained in $t\mathcal{V}_m(g)$ for asymptotic times, i.e. for $t \to \pm \infty$, [81]. Namely, let $\chi_m$ be a smooth function which is equal to 1 on $\mathcal{V}_m(g)$ and vanishes in the complement of an $\varepsilon$-neighborhood $\mathcal{V}^\varepsilon_m(g)$ of $\mathcal{V}_m(g)$. Then, $\tilde{g}_{t,m}(x) := \chi_m(x/t)g_{t,m}(x)$ is the asymptotically dominant part of $g_{t,m}$ with support in $t\mathcal{V}^\varepsilon_m(g)$. That is, for any $N \in \mathbb{N}$, we have $|t|^N (g_{t,m} - \tilde{g}_{t,m}) \to 0$ in the topology of $\mathcal{S}({\mathbb{R}^2})$ as $t \to \pm \infty$.

Having recalled the basic ingredients and facts about scattering theory, we may come now to the main result of Haag-Ruelle-Hepp collision theory adjusted to our setting [5, 56, 81]. Namely, let field operators $A_1, \ldots, A_n \in \mathcal{F}(O)$, charges $q_1, \ldots, q_n \in Q$ and test functions $g_1, \ldots, g_n \in \mathcal{S}({\mathbb{R}^2})$, having disjoint velocity supports $\mathcal{V}_{m(q_j)}(g_j)$, i.e. $\text{supp} \tilde{g}_j \cap \text{supp} \tilde{g}_k = \emptyset$ for $j \neq k$, be given, then

$$
\lim_{t \to \pm} A_{1,q_1}(g_{1,t,m(q_1)}) \cdots A_{n,q_n}(g_{n,t,m(q_n)})\Omega =: (\psi_1 \times \cdots \times \psi_\nu)_{\text{out}}(\nu = n)
$$

exists and, moreover, depends only on $\psi_j := A_{j,q_j}(g_j)\Omega \in L^2(\mathbb{R}, d\theta) \otimes K_{q_j}$ in a linear and continuous manner. In (3.179) we have used the standard notation for collision states.

To derive explicit formulae for these scattering states, the auxiliary field $\phi$ may be taken into account. With regard to its wedge-locality and its affiliation with $\mathcal{F}(W_L)$, one may follow the analysis of [23]. To this end, we introduce the notion of ordered velocity supports of say $g, g' \in \mathcal{S}({\mathbb{R}^2})$. Namely, $\mathcal{V}_m(g)$ is called a precursor of $\mathcal{V}_m(g')$, $g \prec_m g'$ in symbols, if the set of all difference vectors $\mathcal{V}_m(g') - \mathcal{V}_m(g)$ is contained in $\{0\} \times \mathbb{R}_+$. The notations collected so far generalize to test functions $f \in \mathcal{S}({\mathbb{R}^2}) \otimes \mathcal{K} = \bigoplus_{q \in Q} \mathcal{S}({\mathbb{R}^2}) \otimes K_q$ in a straightforward manner by the decomposition $f = \bigoplus_{q \in Q} f_q$. In particular, the velocity support $\mathcal{V}(f_q)$ is understood as the union over the velocity supports of mass $m(q)$ of all the components of $f_q$.

These additional ingredients allow for the statement of the following results which were established in [102]. For a proof we, therefore, refer the reader to this particular reference.

**Proposition 3.31 ([102])**. Let $f_1, \ldots, f_n \in \mathcal{S}({\mathbb{R}^2}) \otimes \mathcal{K}$ be test functions whose Fourier transforms $\hat{f}_j$ are supported in the forward light cone, and whose velocity supports are ordered, i.e. $f_1 \prec \cdots \prec f_n$. Then,

$$
\begin{align*}
(f_1^+ \times \cdots \times f_n^+)_{\text{out}} &= \phi(f_1) \cdots \phi(f_n)\Omega = \sqrt{n!} P_n (f_1^+ \otimes \cdots \otimes f_n^+),
\end{align*}
$$

Moreover, the sets of incoming and outgoing $n$-particle scattering states are total in $\mathcal{H}_n$. That is, asymptotic completeness holds.

By means of these explicit formulae for the collision states, the scattering matrix $S$ can be computed. It is defined as the product of the Møller operators $W_{\text{in/out}}$ which map the totally symmetrized Bose Fock space $\mathcal{H}^+ = \bigoplus_{n=0}^\infty \mathcal{H}_n^+$ over $\mathcal{H}_1$, spanned by the asymptotic scattering states, to $\mathcal{H}$. According to (3.180), these operators are given by

$$
\begin{align*}
W_{\text{out}} P_n^+ (f_1^+ \otimes \cdots \otimes f_n^+) &= P_n (f_1^+ \otimes \cdots \otimes f_n^+), \\
W_{\text{in}} P_n^+ (f_n^+ \otimes \cdots \otimes f_1^+) &= P_n (f_n^+ \otimes \cdots \otimes f_1^+),
\end{align*}
$$

(3.181)
where $P_n^+$ is the orthogonal projection onto $\mathcal{H}_n^+$ and $f_1 \prec \cdots \prec f_n$. $W_{\text{out}}$ and $W_{\text{in}}$ are obviously well-defined linear operators with dense domains and ranges. Moreover, they extend to unitaries because

$$\|P_n^+ (f_1^+ \otimes \cdots \otimes f_n^+)\| = \|P_n (f_1^+ \otimes \cdots \otimes f_n^+)\| = \frac{1}{\sqrt{n!}} \|f_1^+\| \cdots \|f_n^+\|,$$

due to the ordering of the supports of the $f_j^+$. The product of these Møller operators gives the S-Matrix

$$S := W_{\text{out}}^* W_{\text{in}} : \mathcal{H}^+ \to \mathcal{H}^+,$$

considered as an operator on the Bose Fock space.

**Theorem 3.32 ([102]).** The model with S-Matrix $S \in S_0^-$, defined in Section 3.4.3, solves the inverse scattering problem. That is, the scattering operator $S$ of the model coincides with the tensor corresponding to $S$.

This theorem was proven in [102] under the assumption of cyclicity of $\Omega$ for $\mathcal{F}(\mathcal{O})$. We do not repeat the proof here. However, we emphasize that both this result and the previous Proposition 3.31 essentially rely on the conclusions which can be drawn from, respectively are stated in Theorem 3.30 of the previous section.

Theorem 3.32 does not only assure that the above construction solves the inverse scattering problem but also justifies the heuristic approach to Zamolodchikov’s algebra in a rigorous way. Namely, by starting from the wedge-local field $\phi$, in terms of which the Zamolodchikov operators $\zeta^\#(\theta)$ obtain a spacetime interpretation, a family of asymptotically complete models emerged, complying with the concept of factorized scattering as proven by Haag-Ruelle-Hepp scattering theory.

### 3.6 Examples

To conclude this chapter, we want to give concrete examples of S-matrices $S$ contained in the set $S_0^-$. The results obtained above do not rely on an explicit form of $S$. However, in order to relate our approach of constructing models within the framework of Algebraic Quantum Field Theory to the more traditional Lagrangian one, concrete examples are of particular interest. Of course, the construction presented here gives rise to a large class of models to which a Lagrangian description or a classical counterpart is not known. On the other hand, there are indeed important integrable models to which an exact S-matrix is available also in the Lagrangian setting. These S-matrices are then obtained by exploiting conservation laws, by taking symmetries of the quantized theory and analyticity assumptions into account and by comparing with perturbative results [1, 59, 116].

The first class of examples we want to discuss is the simplest one, namely that of scalar-valued S-matrices, also referred to as scattering functions. In this case $\dim K = 1$ and the mass spectrum consists of a single mass $m > 0$ only. That is, we are dealing with theories which describe a single species of neutral massive particles. For this specific setting some of the constraints on $S \in S_0$ are trivially fulfilled. These are conditions 3.),
5), 6) and 7) appearing in Definition 3.1. In particular, the non-appearance of the Yang-Baxter equation simplifies the structure of $S$ significantly. In fact, its general form can be worked out. Having, first of all, regard to the family $S$ of S-matrices as defined in 3.1, then we have [98, Proposition 3.2.2]

$$S = \{ \zeta \mapsto \varepsilon \cdot e^{ia\sinh \zeta} \prod_j \frac{\sinh \beta_j - \sinh \zeta}{\sinh \beta_j + \sinh \zeta} : \varepsilon = \pm 1, a \geq 0, \{ \beta_j \} \in \mathcal{B} \},$$

(3.182)

where the set $\mathcal{B}$ consists of finite or infinite sequences $\{ \beta_j \} \subset \mathbb{C}$ which satisfy

1.) $0 < \text{Im} \beta_j \leq \frac{\pi}{2}$,

2.) $\beta_j$ and $-\beta_j$ appear the same (finite) number of times in the sequence $\{ \beta_j \}$,

3.) no subsequence of $\{ \beta_j \}$ has a finite limit,

4.) $\sum_k \frac{1}{\sinh \beta_j} < \infty$.

In case of $a = 0$ and $\{ \beta_j \}$ being a finite sequence, we obtain the subfamily of regular scattering functions $S_0$ and by choosing the correct sign at zero rapidity we arrive at $S_0^-$. A prominent element in the latter set is the scattering function of the Sinh-Gordon model which is the integrable model defined by the Lagrangian

$$\mathcal{L}_{\text{ShG}} = \frac{1}{2} \partial_\mu \phi(x) \partial^\mu \phi(x) - \frac{m^2}{g^2} \cosh (g\phi(x)), (3.183)$$

where $g \in \mathbb{R}$ is the coupling constant. Due to results obtained within perturbation theory, the scattering function of this model is expected to be [6, 30]

$$S_{\text{ShG}}(\theta) = \frac{\sinh \theta - i \sin \frac{\pi g^2}{4\pi + g^2}}{\sinh \theta + i \sin \frac{\pi g^2}{4\pi + g^2}}. (3.184)$$

Proceeding to the matrix-valued case, i.e. $\dim K > 1$, another class of examples is of particular interest, namely that of so-called diagonal solutions\footnote{See [88] for similar solutions emerging in the context of Toda systems.} also regarded in e.g. [104]. In the corresponding models a spectrum of $N \in \mathbb{N}$ neutral particles of the same mass is considered. More precisely, we have $K = \mathbb{C}^N$, $\alpha = \alpha$ and $m_{[\alpha]} = m$, $\alpha = 1, \ldots, N$. Introducing continuous bounded functions $\omega_{\alpha\beta} : S(0, \pi) \to \mathbb{C}$ which are analytic in $S(0, \pi)$ and satisfy

$$\overline{\omega_{\alpha\beta}(\theta)} = \omega_{\alpha\beta}(\theta)^{-1} = \omega_{\beta\alpha}(-\theta) = \omega_{\beta\alpha}(i\pi + \theta), (3.185)$$

the S-matrix defined by

$$S_D(\theta)^{\alpha\beta}_{\gamma\eta} := \omega_{\alpha\beta}(\theta)\delta_{\alpha\gamma}^\eta\delta_{\beta\eta}^\gamma; \quad \text{(no summation over } \alpha, \beta), (3.186)$$
meets all the requirements of Definition 3.1 and belongs to the set $S_0$. This follows, on the one hand, from the constraints on the functions $\omega_{\alpha\beta}$, which ensure the analytic properties as well as those of unitarity, hermitian analyticity and crossing symmetry. Due to its special form (3.186), on the other hand, $S$ is a solution of the Yang-Baxter equation and complies with the conditions of translational-, PCT- and gauge invariance. Choosing, additionally, $\omega_{\alpha\beta}(0) = -1$, we have $S_D \in S_0^-$. 

Finally, note that the scattering functions, i.e. the scalar-valued S-matrices, discussed above constitute explicit examples for the functions $\omega_{\alpha\beta}$ if we put $\omega_{\alpha\beta} = \omega_{\beta\alpha}$.

The most prominent matrix-valued S-matrices, belonging to the family $S_0^-$ of regular S-matrices satisfying $S(0) = -F$, are those corresponding to the $O(N)$-invariant nonlinear sigma-models in two spacetime dimensions. The above construction which takes place within the framework of Algebraic Quantum Field Theory is, in fact, the first rigorous one yielding these interesting and multifaceted models up to a very plausible conjecture. Due to their great importance, particularly in connection with four-dimensional non-Abelian gauge theories, we want to stress their accessibility within our approach by devoting to them the next chapter.
Chapter 4

\(O(N)\)-Invariant Nonlinear \(\sigma\)-Models

In the previous chapter we introduced a method to construct a large class of integrable quantum field theories on two-dimensional Minkowski space by means of operator-algebraic techniques. The main input into the construction is a factorizing S-matrix. Concrete models arising within this inverse scattering approach are \(O(N)\)-invariant nonlinear \(\sigma\)-models to which we devote this chapter.

4.1 General Overview

\(O(N)\)-invariant nonlinear sigma-models in two dimensions can be viewed as theoretical laboratories for studying more realistic theories. They have extensive applications in experimentally-realizable condensed matter systems due to their integrability, and they share many common features with four-dimensional non-Abelian gauge theories, such as (conjectured) asymptotic freedom, instanton solutions or renormalizability. Therefore, there has been a lot of interest in these models and they have been analyzed from various points of view.

Classically, the models describe the interaction of (spin) fields \(\phi = (\phi_1, \ldots, \phi_N)\) which take values in the \((N - 1)\)-dimensional unit sphere \(S^{N-1}\), i.e. \(\phi \cdot \phi = 1\). The dynamics is governed by the action

\[
\hat{S} = \frac{1}{2g^2} \int d^2 x \partial_\mu \phi \cdot \partial_\mu \phi,
\]

where \(g\) is a dimensionless coupling constant. Indeed, the Lagrangian is that of the free field, but the mere presence of the constraint \(\phi \cdot \phi = 1\) implies interaction. A remarkable property of these models is that an infinite number of local and nonlocal classical conservation laws survive quantization. The existence of such conserved charges in the quantum theory imply the absence of particle production in scattering processes. Moreover, under the assumption that the theory has a mass gap and the spectrum consists of one stable \(O(N)\)-vector multiplet it is shown in [107] that the two-particle scattering matrix is (up to CDD ambiguities) the one previously proposed by the Zamolodchikov brothers [149] for general \(N \geq 3\). The postulate of a mass gap, however, is supported by the well-known fact that, in contrast to the \(O(N)\)-symmetry, the scale invariance of the classical theory is broken after quantization by the conformal anomaly. The expressions for the factorizing S-matrix have also been verified to \(O(1/N^2)\) in the
1/N-expansion [17]. In the special case of the $O(3)$-model numerical simulations exist [106], confirming Zamolodchikov’s result for low energies. In particular, the data was in accordance with the nonperturbative property that at zero energy the S-matrix is repulsive, i.e. $S(0) = -F$. Furthermore, the absence of bound states, assumed in the construction of the S-matrix, was shown to hold again by means of the 1/N-expansion [15] and also in a semi-classical approach [13].

In 1976 Brézin, Zinn-Justin and Le Guillou proved in the framework of dimensional regularization that the $O(N)$ sigma-models are perturbatively renormalizable [31]. However, this result relies on the introduction of a symmetry breaking term which makes the theory infrared finite. Nevertheless, Elitzur's conjecture [67], that $O(N)$-invariant correlation functions are infrared finite order by order in perturbation theory, was proven later on by David [51].

Regarding $O(N)$-invariant $\sigma$-models as toy analogues of QCD, one is interested in the property of asymptotic freedom. Again perturbative results [122] state that the models under consideration indeed exhibit this feature. However, these perturbative findings have faced serious objections in the last decades. The existence of superinstanton solutions in these models were shown to be closely related to the failure of perturbation theory to produce unique results [118]. This is, of course, only one point of criticism. In fact, since no rigorous proof for or against asymptotic freedom exists, there is an on-going controversy concerning this topic and we refer to [135] for an overview about this discussion.

The obvious necessity of a nonperturbative approach to the $O(N)$ sigma-models led to the attempt to compute quantities, such as 2-point functions of local operators, within the form factor program [136, 92]. There one starts from the knowledge of the stable particle spectrum and their S-matrix. This inverse scattering point of view is indeed a more convenient concept as it bypasses all the problems related to the quantization of the classical Lagrangian, perturbation theory and renormalization. For the case $N = 3$ several form factors are explicitly known [10]. However, the $n$-point functions are given as an infinite series of integrals over form factors and one has to investigate its convergence. Presently, only extrapolating results, based on the explicitly known form factors, suggest the convergence of this series.

Despite the extensive analysis performed for these QCD toy models, no mathematically sound description can be found in the literature. However, the Zamolodchikov S-matrix can be shown to comply with the requirements of Definition 3.1. Hence, a rigorous construction of $O(N \geq 3)$-invariant nonlinear $\sigma$-models on two-dimensional Minkowski space can be achieved by means of operator-algebraic techniques.

### 4.2 Construction in AQFT

In order to make contact with the construction of models carried out in Chapter 3, we first clarify the particle spectrum of the $O(N)$ nonlinear $\sigma$-models. To this end, we shall use the notation introduced previously.

The theory describes a single species of neutral massive particles with an internal degree of freedom. The global gauge group $G = O(N)$ acts on $K = \mathbb{C}^N$, $N \geq 3$, via its
defining self-conjugate irreducible representation. Hence, we have, in particular, $\bar{\alpha} = \alpha$ and, moreover, $m_{[\alpha]} = m$, $\alpha = 1, \ldots, N$.

The derivation of the $O(N)$ nonlinear $\sigma$-model S-matrix relies on the existence of a stable $O(N)$-vector multiplet of massive particles with equal masses $m$. As shown by the Zamolodchikov brothers [149], by exploiting the $O(N)$-symmetry, the corresponding S-matrices can be determined up to CDD ambiguities and the maximal analytic solutions are of the form

$$S_N(\theta)_{\gamma\eta}^{\alpha\beta} = \sigma_1(\theta)\delta_{\gamma\eta}^{\alpha\beta} + \sigma_2(\theta)\delta_{\gamma}^{\alpha}\delta_{\eta}^{\beta} + \sigma_3(\theta)\delta_{\gamma}^{\alpha}\delta_{\eta}^{\beta},$$

with functions $\sigma_k : \mathbb{R} \to \mathbb{C}$, $k = 1, 2, 3$, given by

$$\sigma_2(\theta) = \frac{\Gamma\left(\frac{1}{N-2} - i\frac{\theta}{2\pi}\right)\Gamma\left(\frac{1}{2} - i\frac{\theta}{2\pi}\right)\Gamma\left(\frac{1}{2} + i\frac{\theta}{2\pi}\right)\Gamma\left(1 + i\frac{\theta}{2\pi}\right)}{\Gamma\left(\frac{1}{2} + i\frac{\theta}{2\pi}\right)\Gamma\left(-i\frac{\theta}{2\pi}\right)\Gamma\left(1 + i\frac{\theta}{2\pi}\right)\Gamma\left(\frac{1}{2} + i\frac{\theta}{2\pi}\right)},$$

$$\sigma_1(\theta) = -\frac{2\pi i}{N-2} \cdot \frac{\sigma_2(\theta)}{i\pi - \theta},$$

$$\sigma_3(\theta) = \sigma_1(i\pi - \theta).$$

The operator $P$ is a projection on the one-dimensional $O(N)$-invariant space $(\mathbb{C}^N \otimes \mathbb{C}^N)^{O(N)}$ given by

$$P : \mathbb{C}^N \otimes \mathbb{C}^N \to \mathbb{C}^N \otimes \mathbb{C}^N, \quad P(u \otimes v) := \frac{1}{N} \langle u, v \rangle \sum_{k=1}^{N} e_k \otimes e_k,$$

where $\{e_k\}_{k=1,\ldots,N}$ is some orthonormal basis of $\mathbb{C}^N$. The operator $F$, on the other hand, is the flip operator introduced earlier in Chapter 3, i.e.

$$F : \mathbb{C}^N \otimes \mathbb{C}^N \to \mathbb{C}^N \otimes \mathbb{C}^N, \quad F(u \otimes v) := v \otimes u.$$  

It is straightforward to verify that the operators $P, F$ and $1_2$ commute and are linearly independent. In fact, by Theorem 10.1.6 in [73] these operators span the endomorphism algebra $\text{End}_{O(N)}(\mathbb{C}^N \otimes \mathbb{C}^N)$, consisting of linear transformations on $\mathbb{C}^N \otimes \mathbb{C}^N$ which commute with the group action.

Besides this gauge symmetry the S-matrix (4.2) does further comply with the properties of unitarity, hermitian analyticity, crossing symmetry, translational-, TCP-invariance and is a solution of the Yang-Baxter equation. Moreover, it extends to a bounded and analytic function on the strip $\{\zeta \in \mathbb{C} : -\kappa < \text{Im}\zeta < \pi + \kappa\}$, where $\kappa = \frac{2\pi}{N-2} - \varepsilon$ with $\varepsilon > 0$. That is, we have

**Proposition 4.1** ([102]). *The S-matrix $S_N$ defined in (4.2) is an S-matrix in the sense of Definition 3.1 for the particle spectrum given by $G = O(N), V_1 = \text{id}$ and $m > 0$. It further belongs to the class $S_0$ of regular S-matrices, satisfying $S_N(0) = -F$.***

The significance of the previous proposition lies in the fact that the results of Theorem 3.30 apply also to the very interesting and multifaceted models considered in this chapter.
In addition, since $S_N$ (4.2) is of the form (3.167), Lemma 3.29 holds, in particular, for the models at hand. Thus, in view of the special structure of the S-matrix $S_N$ there is strong indication for the validity of Conjecture 1 in the present setting. We further expect that by exploiting the underlying $O(N)$-symmetry not only Conjecture 1 may be shown to hold true but also a suitable generalization of Lemma 3.29 to $n > 2$, involving unitary intertwiners, is possible.

Concretely, one ansatz for constructing intertwiners is given by reducing the $O(N)$-action. This can be done in a straightforward manner. However, already $\mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3$ is not multiplicity free, complicating the diagonalization process of the tensors $S_n^\pi$, cf. (3.21), $n \geq 3$.

On the other hand, one can take advantage of the well studied structure of the endomorphism algebra $\text{End}_{O(N)}((\mathbb{C}^N)^{\otimes n})$ [73] and look for multiplicative intertwiners which are elements of this algebra. More precisely, for the corresponding functions one could put

$$I_n(\theta) := \sum_{i=1}^{d} \alpha_i(\theta) B_i, \quad \theta \in \mathbb{R}^n,$$

(4.6)

with scalar-valued $\alpha_i$, $i = 1, \ldots, d = \frac{(2n)!}{(2n)^n n!}$ which have to be determined. The operators $B_i$ span $\text{End}_{O(N)}((\mathbb{C}^N)^{\otimes n})$ and are explicitly known by Theorem 10.1.6 in [73]. Since $S_N$ is invariant under the action of the group $O(N)$, the tensors $S_n^\pi$ are also of the form (4.6) with appropriate coefficient functions. Moreover, $F_n^\pi$ is an element of $\{B_1, \ldots, B_d\}$. Hence, one can easily write down a set of conditions on the functions $\alpha_i$ to ensure the intertwining property

$$I_n(\theta) S_n^\pi(\theta) = (-1)^{\text{sign}(\pi)} F_n^\pi I_n(\theta^\pi)$$

and additional features such as, for instance, unitarity. In view of (3.169) nontrivial solutions to these requirements exist. What remains open is to show the existence of an analytic solution which is not clear from the outset. Nevertheless, we expect that this result can be achieved as we have reduced the problem of investigating matrix-valued functions to one analyzing scalar-valued functions. In particular, in the case $n = 2$ the functions defined by (3.168) can be realized as in (4.6) since the matrix $\rho$, related to the S-matrix by $S_N(\theta) = -F \cdot e^{2i\rho(\theta)}$, is invariant under the action of $O(N)$. Hence, for $n = 2$ there do exist analytic coefficient functions $\alpha_i$ in agreement with Lemma 3.29.

In conclusion, due to the underlying $O(N)$-symmetry there are concrete options to verify Conjecture 1, which are expected to be effective. Hence, up to this very plausible assumption, our analysis gives rise to the $O(N)$-invariant nonlinear $\sigma$-models in a rigorous way apart from perturbation theory and renormalization. It, moreover, demonstrates the great potential behind the algebraic approach to quantum field theory.
Chapter 5

Deformations of Quantum Field Theories

In Chapter 3 we discussed the construction of quantum field theoretic models from an inverse scattering point of view. Thereby, we restricted our attention to two spacetime dimensions. The main intention behind this limitation was the possibility to work with a rather simple class of initial S-matrices, namely those of factorizing type, cf. Section 3.2. The properties of the S-matrix, in particular, the crossing symmetry, readily yield wedge-local auxiliary fields and one may pass to the von Neumann algebras they generate. Moreover, these fields are examples of temperate polarization-free generators [132, 23] and, hence, can be used to calculate two-particle scattering amplitudes in Haag-Ruelle collision theory. One may ask at this point the natural question how to generalize the described procedure to higher spacetime dimensions. Taking a closer look at the construction of the wedge-local objects, one notices that the key ingredient giving rise to the nontrivial models reflects in a “deformed” algebraic structure when compared with the free field case. This suggests that a potential generalization to \( d > 2 \) is achieved by a certain modification of the free field theory. These considerations benefit from recently developed construction procedures [74, 43, 41], relying on deformation techniques. Thereby, one starts from a well-known model which is subjected to a certain modification. Building on these first examples of deformations as to be understood here, it was shown in [101, 3] that the above considerations can, indeed, be implemented. The applied deformation techniques allow for the nonperturbative construction of new quantum field theoretic models with nontrivial scattering in \( d \geq 2 \) spacetime dimensions. The corresponding field operators are not localized in bounded regions but are wedge-local. Due to this remaining localization property, scattering theory can be applied and the two-particle scattering matrix can be determined [23]. The form of the resulting scattering operator is very simple. It does not allow for particle creation or momentum transfer in collision processes of particles. Due to the weakened locality requirements this simple structure of the scattering operator does not contradict the no-go theorems [2, 46] discussed in Section 3.2, which are stated for local theories.

The fact that deformation procedures give rise to wedge-local, nontrivial models in a nonperturbative way attracted attention. After their first appearance in the framework
of quantum field theories on noncommutative Minkowski space [74], generalizations to an operator-algebraic setting [43] were developed and go under the name of warped convolutions. These particular deformations were considered with regard to Wightman field theories and related to a modification of the tensor product on the underlying Borchers-Uhlmann algebra [75]. Further, their connection to Rieffel’s deformation quantization [127] was investigated in [41]. Deformations by warped convolutions were also applied to conformal field theories [65] and, moreover, to quantum field theories on curved spacetimes [50]. At their basis is the action of the translation group. However, the method of warped convolutions can be extended to actions of the special conformal group as was shown in [110] and can also be applied in a nonrelativistic setting [111].

Deformations of a more general nature were later on developed in [101], providing a generalization of the inverse scattering approach discussed in Chapter 3 to higher space-time dimensions. The considered techniques give rise to nontrivial wedge-local theories with particle spectra consisting of only a single species of massive neutral particles. In two spacetime dimensions the two-particle scattering operators of the models obtained by these methods fall into a certain subclass of possible S-matrices $S \in \mathcal{S}$ satisfying the properties 3.1 required for the inverse scattering approach. This subclass involves only scattering functions $S$ with value $+1$ at zero rapidity parameter, i.e. $S(0) = 1$. We shall show in this and the subsequent chapter that the more interesting class of models, corresponding to S-matrices with $S(0) = -1$ and not fitting into the deformation scheme of [101], can be included into the deformation context. Our construction gives, for instance, rise to the Sinh-Gordon model. The respective results were published in [3].

Similar deformation methods were considered in [121] for constructing wedge-local fields with anyonic statistics. Further contributions being concerned with deformation procedures in different contexts are [27, 137, 112].

In this chapter, we shall be concerned with the deformation of the model of a scalar massive Fermion. Our investigation complements the results of [101] as explained above. In contrast to the situation existent in [101], the starting point of our analysis, the undeformed model, is, except in two spacetime dimensions, nonlocal from the outset. However, remnants of locality can be found as shown in [42].

Moreover, we also comment on the bosonic case. In particular, we point out that the analysis in [101] relies on unnecessarily restrictive assumptions and that a slightly more general result can be obtained (see Lemma 5.8 below).

This chapter is organized as follows. We start by reviewing the first examples of deformations as to be understood here. Then, the model of a scalar massive Fermion is introduced and its main features are collected. The deformation process is carried out in Section 5.3, including an analysis of the properties of the deformed model. In particular, we show that it exhibits nontrivial scattering by computing the two-particle collision states.

We postpone the discussion of the two-dimensional case to the subsequent Chapter 6 where we associate the deformed model with integrable models and establish a connection with the construction carried out in Chapter 3.
5.1 Development and First Examples

In this section we introduce the method of deforming quantum field theoretic models as an approach to construct new nontrivial models in a nonperturbative way and review its development.

This recent concept is motivated by the study of quantum field theories on noncommutative Minkowski space \([53, 141]\), where the coordinate operators \(X_0, \ldots, X_{d-1}, d \geq 2\), satisfy commutation relations of the form

\[
[X_\mu, X_\nu] = iQ_{\mu\nu} \cdot 1, \quad \mu, \nu = 0, \ldots, d - 1,
\]

with \(Q\) being a numerical, skew-symmetric \((d \times d)\)-matrix. The possibility of transferring a scalar free field \(\phi_0\) from ordinary Minkowski space to this noncommutative space, as noticed by Grosse and Lechner \([74]\), constitutes the first example of a deformation as to be understood in this thesis. The new quantum field \(\phi_Q\) arises from a deformation of the creation and annihilation operators representing the canonical commutation relations on Fock space. This procedure is \(Q\)-dependent and changes the underlying algebraic structure in a nontrivial way. More precisely, in case of the deformed creation operators \(a_Q^*(p)\), for instance, we have the following exchange relations

\[
a_Q^*(p)a_Q^*(q) = e^{-ipQq}a_Q^*(q)a_Q^*(p).
\]

The fields \(\phi_Q\) are a priori neither local nor covariant. However, as shown by Grosse and Lechner in \([74]\), under certain requirements on the matrix \(Q\) there does exist a family of fields \(\phi_Q\) being fully Poincaré covariant and fulfilling locality in a weakened form. The localization regions are in that case wedges, cf. Section 2.1.1. Due to this remnant of locality scattering theory can be applied and the two-particle S-matrix can consistently be computed \([23]\). Explicitly, for the model corresponding to the field \(\phi_Q\) one finds a nontrivial, \(Q\)-dependent scattering matrix of the simple form \(e^{ip\cdot x}T(Qp)\) \([74]\).

Thus, the models emerging from deformation of the scalar free field can be interpreted as wedge-local, nontrivial quantum field theories on ordinary \(d \geq 2\)-dimensional Minkowski space.

These compelling results attracted the attention of Buchholz and Summers who generalized the deformation concept to that effect that a deformation scheme was developed which can be applied to any quantum field theory in its vacuum representation \([43]\). Their approach by so-called “warped convolutions” gives rise to a covariant, wedge-local quantum field theory whose two-particle S-matrix differs likewise from the initial one by phase factors. Despite the analogue results to \([74]\) the deformation method by warped convolutions does not originate from noncommutative spacetime. The starting point of the analysis is rather constituted by warped convolution integrals of the form

\[
A_Q := \int T(Qp)A_0T(Qp)^{-1}dE(p) = (2\pi)^{-d} \int \int dpdx e^{-ip\cdot x}T(Qp)AT(Qp)^{-1}T(x).
\]

The definition of this oscillatory integral is nontrivial and demands certain regularity properties of the operators \(A_0\) acting on a Hilbert space. On the latter there is a unitary
strongly continuous representation $T$ of the translation group $(\mathbb{R}^d, +)$. $dE$ denotes the corresponding spectral measure and $Q$ again a skew-symmetric $(d \times d)$-matrix which takes the role of the deformation parameter.

In [75], in a concrete Wightman setting this generalized deformation procedure was shown to be related to a twisted tensor product on the underlying Borchers-Uhlmann algebra $\mathcal{L}$ of test functions [21, 146]. Introducing, namely, a new product on this algebra is equivalent to modifying the representing field operators, i.e. deforming $\phi_0 \rightarrow \phi_Q$.

Shortly after these insights it was shown in [41] that deformations by warped convolutions always constitute a representation of Rieffel’s deformed algebra. Thereby, Rieffel deformations are certain alterations of the product in a $C^*$-algebra with a strongly continuous automorphic action of the translations [127].

Further progress in the direction of more general deformation procedures beyond warped convolutions and Rieffel-deformations respectively was made by Lechner in [101]. The considered starting point there is the Borchers-Uhlmann algebra $\mathcal{L}$ which is subjected to a deformation. The latter is based on linear homeomorphisms $\rho : \mathcal{L} \rightarrow \mathcal{L}$ with $\rho(1) = 1$ and $\rho(f^*) = \rho(f^*)$, $f \in \mathcal{L}$, which endow $\mathcal{L}$ with a family of new products $\otimes_\rho$ via

$$f \otimes_\rho g := \rho^{-1}(\rho(f) \otimes \rho(g)),$$

where $f,g \in \mathcal{L}$.

Requiring a certain compatibility between $\rho$ and a state $\omega$ on $\mathcal{L}$, namely

$$\omega(f \otimes_\rho g) = \omega(f \otimes g), \quad f,g \in \mathcal{L},$$

the representation spaces arising from GNS construction are identical for the deformed and undeformed case, simplifying the analysis. Moreover, assuming that the deformation maps $\rho$ act multiplicatively in momentum space, i.e.

$$\tilde{\rho}(f)_n(p_1, \ldots, p_n) := \rho_n(p_1, \ldots, p_n) \cdot f_n(p_1, \ldots, p_n),$$

the compatibility requirement (5.1) for quasi-free, translationally invariant states $\omega$ yields explicit conditions on the functions $\rho_n \in C^\infty(\mathbb{R}^{nd})$, $n \in \mathbb{N}_0$. The representing operators arising from GNS construction are in the deformed case again wedge-local and covariant. The deformed model admits a particle spectrum consisting of only a single species of massive neutral particles. Moreover, there is nontrivial interaction with two-particle S-matrix also being of a simple form and not allowing for particle production or momentum transfer in collision processes. Hence, the constructed models are not physically realistic in higher spacetime dimensions. However, in case $d = 2$ this deformation method gives rise to a large class of wedge-local models discussed in Chapter 3. In fact, if the construction carried out in [100] can fully be repaired, see also footnote 8, then the described deformation procedure would yield local integrable quantum field theories with scalar-valued S-matrices fulfilling the properties of Definition 3.1 and 3.13, [101, Theorem 6.1]. However, one arrives only at a certain subclass, namely $\mathcal{S}_0^+ = \{S \in \mathcal{S}_0 : S(0) = +1\}$, of the explicitly known set $\mathcal{S}_0 \subset \mathcal{S}$ (3.182).

By combining the presented techniques, in particular, those of [74] and [101], we shall show in this and the following chapter that the more interesting class of models,
corresponding to S-matrices in the family $S^-_0 = \{S \in S_0 : S(0) = -1\}$, can also be obtained by deformation methods.

5.2 The Model of a Scalar Massive Fermion

5.2.1 The Model

This section is devoted to the specification of the model which describes a scalar massive Fermion. The model at least goes back to the 1960’s and can be found in R. Jost’s book [89, p. 103] in connection with weak local commutativity of field operators.

In [42], D. Buchholz and S. Summers studied this model in more detail. In particular, they were interested in the degree of nonlocality of the model and investigated if there are any remnants of locality which have physical significance. We recall those findings which are of particular interest for our purposes.

To set the stage, let $\mathcal{H}^-$ denote the antisymmetric Fock space over the one-particle space $\mathcal{H}_1$ of a scalar particle of mass $m > 0$,

$$\mathcal{H}^- = \bigoplus_{n=0}^{\infty} \mathcal{H}_n^-, \quad \mathcal{H}_n^- = \mathcal{H}_1 \wedge \cdots \wedge \mathcal{H}_1,$$

and $\mathcal{H}_0 = \mathbb{C}$ consisting of multiples of the vacuum state $\Omega$. Here, we use the following convention

$$\varphi_1 \wedge \cdots \wedge \varphi_n := \frac{1}{n!} \sum_{\pi \in \mathfrak{S}_n} \sigma(\pi) \varphi_{\pi(1)} \otimes \cdots \otimes \varphi_{\pi(n)}, \quad \varphi_i \in \mathcal{H}_1,$$

where $\sigma(\pi)$ is +1 if the permutation $\pi \in \mathfrak{S}_n$ is even and −1 if $\pi$ is odd. Furthermore, we use the notation

$$\Psi_n(\varphi_1, \ldots, \varphi_n) = \sqrt{n!} \varphi_1 \wedge \cdots \wedge \varphi_n, \quad \varphi_i \in \mathcal{H}_1.$$

As usual, we introduce creation and annihilation operators $a^{\#}(\varphi)$ representing the CAR algebra on the Fock space $\mathcal{H}^-$, i.e. for $\varphi, \psi \in \mathcal{H}_1$ we have

$$\{a^*(\varphi), a^*(\psi)\} = 0$$
$$\{a(\varphi), a(\psi)\} = 0$$
$$\{a(\varphi), a^*(\psi)\} = \langle \varphi, \psi \rangle \cdot 1.$$

In the following, we shall identify the one-particle space $\mathcal{H}_1$ with $L^2(\mathbb{R}^d, d\mu(p))$ where $d \geq 2$ and

$$d\mu(p) := \omega(p)^{-1} \delta(p^0 - \omega(p)) dp, \quad \omega(p) = \sqrt{p^2 + m^2}, \quad m > 0, \quad p = (p^0, \vec{p}) \in \mathbb{R}^d.$$

In this setting, the Fourier transform $\tilde{f}$ of a function $f \in \mathcal{S}(\mathbb{R}^d)$,

$$\tilde{f}(p) := \frac{1}{(2\pi)^{d/2}} \int d^d x f(x) e^{i p \cdot x},$$
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restricted to the positive mass shell $H_m^+ = \{ p = (p^0, \vec{p}) \in \mathbb{R}^d : p^0 = \omega(\vec{p}) \}$ is an element of $\mathcal{H}_1$, i.e. $\tilde{f}|_{H_m^+} \in \mathcal{H}_1$. We shall, further, use the notation

$$f^\pm(p) := \int \frac{d^d x f(x) e^{\pm ip \cdot x}}{(2\pi)^{d/2}}, \quad p \in H_m^+.$$ 

The scalar product in $\mathcal{H}^-$ is given by

$$\langle \varphi_n | \psi_n \rangle = \int d\mu(p_1) \cdots d\mu(p_n) \bar{\varphi}_n(p_1, \ldots, p_n) \psi_n(p_1, \ldots, p_n).$$

The action of the annihilation and creation operators is defined by

$$(a(\varphi) \Psi)_n(p_1, \ldots, p_n) := \sqrt{n+1} \int d\mu(p) \bar{\varphi}(p) \Psi_{n+1}(p, p_1, \ldots, p_n),$$

$$(a^*(\varphi) \Psi)_n(p_1, \ldots, p_n) := \frac{1}{\sqrt{n}} \sum_{k=1}^n (-1)^{k+1} \omega(\vec{p}_k) \delta(\vec{p} - \vec{p}_k) \Psi_{n-1}(p_1, \ldots, \hat{p}_k, \ldots, p_n),$$

$$a^*(\varphi) \Omega := \varphi, \quad a(\varphi) \Omega := 0,$$

where $\varphi \in \mathcal{H}_1$, $\Psi \in \mathcal{H}^-$ and $\hat{p}_k$ denotes the omission of the variable $p_k$. For further purposes we introduce the operator-valued distributions $a^\#(p)$ such that

$$(a(\varphi) \Psi)_n(p_1, \ldots, p_n) = \sqrt{n+1} \Psi_{n+1}(p, p_1, \ldots, p_n),$$

$$(a^*\varphi) \Psi_n(p_1, \ldots, p_n) = \frac{1}{\sqrt{n}} \sum_{k=1}^n (-1)^{k+1} \omega(\vec{p}_k) \Psi_{n-1}(p_1, \ldots, \hat{p}_k, \ldots, p_n).$$

The Poincaré group $\mathcal{P}_\uparrow^+$ is represented on $\mathcal{H}^-$ in the usual manner by the second quantized continuous unitary representation $U^-$ which leaves $\Omega$ invariant and acts according to

$$(U^-(a, \Lambda) \Psi)_n(p_1, \ldots, p_n) = e^{i \sum_{k=1}^n \Lambda^{-1} p_k} \Psi_{n}(\Lambda^{-1} p_1, \ldots, \Lambda^{-1} p_n), \quad (a, \Lambda) \in \mathcal{P}_\uparrow^+. \quad (5.3)$$

The joint spectrum of the generators of the translation group $U^-(a, 1)$ is a subset of the forward light cone $\mathbb{V}_+$, i.e. the translation group satisfies the spectral condition. In the sequel we shall for simplicity omit the index "$^-$" and write $U$ instead.

Proceeding in a standard way, we introduce an operator-valued distribution $\underline{\phi} : \mathcal{S}(\mathbb{R}^d) \to \mathcal{B}(\mathcal{H}^-)$ which is defined by

$$\underline{\phi}(f) := a^*(f^+) + a(f^-). \quad (5.4)$$
This field operator obviously satisfies canonical anticommutation relations, in particular,
\[ \{ \hat{\phi}(f), \hat{\phi}(g) \} = \left( \langle (\mathcal{F})^+ | g^+ \rangle + \langle g | f^+ \rangle \right) \cdot 1. \]
Furthermore, \( \hat{\phi} \) is a weak solution of the Klein-Gordon equation, \( \hat{\phi}(f)^* \supset \hat{\phi}(\mathcal{F}) \) and it transforms covariantly under the adjoint action of the unitary representation \( U \) of the Poincaré group, i.e.
\[ U(a, \Lambda) \hat{\phi}(f) U(a, \Lambda)^{-1} = \hat{\phi}(f(a, \Lambda)), \quad (a, \Lambda) \in \mathcal{P}_+^\dagger, \]
where \( f(a, \Lambda)(x) = f \left( \Lambda^{-1}(x - a) \right) \). Note that neither the anticommutator nor the commutator of two field operators \( \hat{\phi}(f) \) and \( \hat{\phi}(g) \) vanishes for spacelike separated supports of \( f \) and \( g \). This circumstance is consistent with the spin-statistics theorem [89, 139] and expresses the nonlocality of the field \( \hat{\phi} \). In fact, considering the corresponding net of von Neumann algebras \( \{ \mathcal{R}(O) \} \) \( O \subset \mathbb{R}^d \), with \( O \) being nonempty and open, and where \( \mathcal{R}(O) \) is generated by the set of operators
\[ \{ \hat{\phi}(f) : f \in \mathcal{S}(\mathbb{R}^d), \text{supp} f \subset O \}, \]
we have
\[ \mathcal{R}(W)' \cap \mathcal{R}(W') = \mathbb{C} \cdot 1, \quad W \in \mathcal{W}, \]
by [42, Proposition 3.5]. That is, the model at hand is nonlocal in a strong sense.

We now introduce an auxiliary field \( \hat{\phi} : \mathcal{S}(\mathbb{R}^d) \to \mathcal{B}(\mathcal{H}^-) \)
\[ \hat{\phi}(f) := (-1)^{N(N-1)/2} \hat{\phi}(f) (-1)^{N(N-1)/2} = (a^* (f^+) - a(\mathcal{F})) (-1)^N, \tag{5.5} \]
where \( N \) is the particle number operator acting on \( \mathcal{H}^- \) according to \( N|\mathcal{H}^-_n = n \cdot 1 \). The field \( \hat{\phi} \) has the same properties as \( \hat{\phi} \), in particular, it is also nonlocal. It turns out, however, that the fields \( \phi \) and \( \hat{\phi} \) are relatively local, i.e. the commutator
\[ [\hat{\phi}(f), \hat{\phi}(g)] = \left( \langle (\mathcal{F})^+ | g^+ \rangle - \langle g | f^+ \rangle \right) (-1)^N, \tag{5.6} \]
vanishes for spacelike separated supports of the test functions \( f \) and \( g \) [42]. More precisely, \( \langle (\mathcal{F})^+ | g^+ \rangle - \langle g | f^+ \rangle \) equals zero for spacelike separation of the supports of \( f \) and \( g \).

Moreover, we denote by \( \hat{\mathcal{R}} : \mathcal{O} \to \hat{\mathcal{R}}(O), \quad O \subset \mathbb{R}^d \), the net generated by the field \( \hat{\phi} \). In view of the properties of the operators \( \hat{\phi} \) and \( \hat{\phi} \), we have

**Lemma 5.1** ([42]). The nets \( \{ \mathcal{R}(O) \} \) \( O \subset \mathbb{R}^d \) and \( \{ \hat{\mathcal{R}}(O) \} \) \( O \subset \mathbb{R}^d \) are \( \mathcal{P}_+^\dagger \)-covariant, nonlocal nets which are relatively local in the sense that
\[ \mathcal{R}(O) \subset \hat{\mathcal{R}}(O)' = (-1)^{N(N-1)/2} \mathcal{R}(O)' (-1)^{N(N-1)/2}, \]
for any open \( O \subset \mathbb{R}^d \).
5.2.2 Modular Structure

The analysis in [42] revealed that the vacuum vector $\Omega$ is cyclic and separating for the algebras $\mathcal{R}(W)$ and $\hat{\mathcal{R}}(W)$, where $W$ is any wedge region. Thus, it is possible to determine the modular objects associated with the pairs $(\mathcal{R}(W), \Omega)$ and $(\hat{\mathcal{R}}(W), \Omega)$, $W \in \mathcal{W}$. It turns out that the modular objects corresponding to $(\mathcal{R}(W), \Omega)$ and those corresponding to $(\hat{\mathcal{R}}(W), \Omega)$ coincide. The modular operator and conjugation are given by

$$\Delta_W = U(\Lambda_W(i)) \quad \text{and} \quad J_W = U(j_W)$$

(5.7)

respectively, where $\Lambda_W(t)$, $t \in \mathbb{R}$, is the one-parameter group of Lorentz boosts which leave the wedge $W$ invariant and $j_W$ is the reflection across the edge of the wedge $W$. The operator $U(j_W)$ acts according to

$$(U(j_W)\Psi)_n(p_1, \ldots, p_n) := \Psi_n(-j_W p_n, \ldots, -j_W p_1)$$

(5.8)

and extends the representation $U$ of $\mathcal{P}^\uparrow_+$ to a representation of $\mathcal{P}_+$. Moreover, we have $\mathcal{R}(W)\,' = \hat{\mathcal{R}}(W\,')$.

In this setting the modular groups act geometrically correctly as expected from the Bisognano-Wichmann theorem, but as the model is not local the condition of geometric modular action [38] is not satisfied, i.e. the modular conjugations do not act geometrically correctly.

5.2.3 The 2-Dimensional Case

As discussed in Section 3.4.3 there are powerful tools available in Algebraic Quantum Field Theory which allow for analyzing the content of compactly localized operators in a model under consideration. The split property of wedge algebras is, thereof, of central significance and of crucial importance with regard to the modular nuclearity condition. However, this property cannot hold in more than two spacetime dimensions as can be inferred from an argument by Araki, cf. [33, Section 2]. Checking locality properties in a similar manner by means of spectral features of the corresponding modular operators without having to rely on the split property for wedges is desirable, but such a method has not been found yet.

By restricting the spacetime dimension to two, it is possible to show that for the model at hand the modular nuclearity condition can be verified [97]. To this end, first note that in $d = 2$ wedge-locality can be implemented by defining

$$\tilde{\mathcal{R}}(W_R + x) := \{ \phi(f) : f \in \mathcal{S}(W_R + x) \}'',$$

(5.9a)

$$\tilde{\mathcal{R}}(W_R' + x) := \{ \tilde{\phi}(f) : f \in \mathcal{S}(W_R' + x) \}'$$

(5.9b)

where $x \in \mathbb{R}^2$. Due to the properties of the fields $\phi$ and $\tilde{\phi}$ it is clear from this definition that the resulting net $\{ \tilde{\mathcal{R}}(W) \}_{W \in \mathcal{W}}$ is wedge-local and transforms covariantly under Poincaré transformations. In more than two dimensions, however, this approach is not meaningful because one could rotate $W_R$ into $W_R'$ and obtain by covariance an algebra $\tilde{\mathcal{R}}(W_R')$ generated by the field $\tilde{\phi}$. But as already discussed above $[\tilde{\phi}(f), \tilde{\phi}(g)]$ does not
vanish at spacelike distances. The 2-dimensional case is special because there are no rotations mapping \( W_R \) to \( W'_R \).

In fact, within the 2-dimensional setting induced by Definition (5.9) both the modular groups and the modular conjugation \( J \) act geometrically correctly. Moreover, Haag duality holds, i.e. \( \tilde{\mathcal{R}}(W) = \mathcal{R}(W') \), \( W \in \mathcal{W} \), [40, 98].

As already mentioned above, it can be shown that the local algebras \( A(O) = \tilde{\mathcal{R}}(W) \cap \mathcal{R}(W + x) \), \( O = W' \cap (W + x) \), \( x \in W' \), are nontrivial and have the vacuum \( \Omega \) as a cyclic vector [97]. Moreover, by application of Haag-Ruelle-Hepp scattering theory it turns out that the covariant and local net \( A \) describes a Boson with nontrivial scattering operator \( S = (-1)^{N(N-1)/2} \). In particular, \( S \) is factorizing and corresponds to the two-particle scattering function \( S = -1 \) [98, 100].

### 5.3 The Deformed Fermionic Model

#### 5.3.1 The Deformation Procedure

We shall work within the framework introduced in Section 5.2.1 and shall consider any spacetime dimension \( d \geq 2 \). Motivated by the deformation methods presented in [74] and [101, Chap. 4], our deformation approach involves first of all an operator-valued function \( T_R : \mathbb{R}^d \to \mathcal{B}(\mathcal{H}^-) \) which is defined by

\[
(T_R(x)\Psi)_n(p_1, \ldots, p_n) := \prod_{k=1}^n R(x \cdot p_k)\Psi_n(p_1, \ldots, p_n),
\]

(5.10)

with \( \Psi \in \mathcal{H}^- \). The function \( R \), hereinafter referred to as the deformation function, should satisfy the following conditions

**Definition 5.2.** A deformation function is a continuous function \( R : \mathbb{R} \to \mathbb{C} \) such that the following properties hold:

i) \( R(a)^{-1} = \overline{R(a)} \)

ii) The Fourier transform \( \tilde{R} \) of \( R \) is a tempered distribution, i.e. \( \tilde{R} \in \mathcal{S}' \), and has support in \( \mathbb{R}_+ \), implying that \( R \) extends to an analytic function on the upper half plane.

iii) The extension of \( R \) to an analytic function on the upper half plane is continuous on the closure of the latter.

Note that the first property in Definition 5.2 yields that \( R(a) \) is a phase factor, that is, \( |R(a)| = 1 \). Therefore, \( T_R(x) \) is a unitary operator, i.e. \( T_R(x)^* = T_R(x)^{-1} \), since by Definition (5.10) we have

\[
T_R(x)^* = T_R(x), \quad T_R(x)^{-1} = T_R^{-1}(x).
\]

The requirements ii) on the Fourier transform \( \tilde{R} \) of \( R \) in Definition 5.2 imply that \( R \) extends to an analytic function on the upper half plane due to Theorem IX.16 in [124].
In particular, it follows from condition ii) that $R$ is the boundary value in the sense of $\mathcal{S}'$ of a function which is holomorphic in the upper half plane and satisfies polynomial bounds at infinity and at the real boundary. Condition iii) requires that the boundary value is even obtained in the sense of continuous functions.

Definition (5.10) further leads to the conclusion that for arbitrary deformation functions $R$ and $R'$ we have

$$T_R(x)T_{R'}(x) = T_{RR'}(x).$$  

(5.11)

In addition, we introduce a $(d \times d)$-matrix $Q$ which is skew-symmetric with respect to the Minkowski inner product on $\mathbb{R}^d$ and satisfies

$$\Lambda Q \Lambda^{-1} = \begin{cases} Q & \text{for } \Lambda \in L^+_+ \text{ with } \Lambda W_R = W_R' \\ -Q & \text{for } \Lambda \in L^+_+ \text{ with } \Lambda W_R = W_R. \end{cases}$$  

(5.12)

The most general $Q$ satisfying (5.12) is known to be of the form [74]

$$Q = \begin{pmatrix} 0 & \kappa & 0 & 0 \\ \kappa & 0 & 0 & 0 \\ 0 & 0 & 0 & \kappa' \\ 0 & 0 & -\kappa' & 0 \end{pmatrix}, \quad Q = \begin{pmatrix} 0 & \kappa & 0 & \cdots & 0 \\ \kappa & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 0 \end{pmatrix},$$  

(5.13)

for $d = 4$ and $d \neq 4$ respectively and with $\kappa, \kappa' \in \mathbb{R}$. Moreover, we have

$$\Lambda Q \Lambda^{-1} = \begin{cases} -Q & \text{for } \Lambda \in L^+_+ \text{ with } \Lambda W_R = W_R' \\ Q & \text{for } \Lambda \in L^+_+ \text{ with } \Lambda W_R = W_R. \end{cases}$$  

(5.14)

Having introduced the necessary notation, we may now define deformed versions of the operator-valued distributions $a^\#(p)$ by

$$a^*_{R,Q}(p) := a^*(p)T_R(Qp)^*, \quad a_{R,Q}(p) := a^*_{R,Q}(p)^*.$$  

(5.15)

We shall need the commutation relations of $a^\#(p)$ and $T_R(x)$, which can be computed very easily. First,

$$a(p)T_R(x) = R(x \cdot p)T_R(x)a(p),$$  

(5.16)

which for $x = Qp$ yields that $a(p)T_R(Qp) = R(0)T_R(Qp)a(p)$ due to the antisymmetry of the matrix $Q$. Taking adjoints, we find from equation (5.16)

$$a^*(p)T_R(x)^* = R(x \cdot p)^{-1}T_R(x)^*a^*(p),$$  

respectively

$$a^*(p)T_R(x) = R(x \cdot p)^{-1}T_R(x)a^*(p).$$  

(5.17)
The deformed creation and annihilation operators, therefore, satisfy the following exchange relations for arbitrary \( Q \) and \( Q' \)

\[
a_{R,Q}(p)a_{R,Q'}^*(q) = -\frac{R(Q'q \cdot p)}{R(Qp \cdot q)}a_{R,Q'}^*(q)a_{R,Q}(p), \quad (5.18a)
\]

\[
a_{R,Q}(p)a_{R,Q'}(q) = -\frac{R(Q'q \cdot p)}{R(Qp \cdot q)}a_{R,Q'}^*(q)a_{R,Q}(p), \quad (5.18b)
\]

\[
a_{R,Q}(p)a_{R,Q'}^*(q) = \omega(\vec{p})\delta(\vec{p} - \vec{q})T_{R}(Qp)T_{R}(Q'p)^* - \frac{R(Qp \cdot q)}{R(Q'q \cdot p)}a_{R,Q'}(q)a_{R,Q}(p). \quad (5.18c)
\]

Thus, as expected, the deformation has changed the underlying algebraic structure.

We may now introduce as usual corresponding field operators using the deformed creation and annihilation operators. These deformed field operators \( \phi_{R,Q}(f) \) are defined by

\[
\phi_{R,Q}(f) := a_{R,Q}^*(f^+) + a_{R,Q}(\overline{f}^-), \quad f \in \mathcal{S}(R^d),
\]

where for \( \varphi \in \mathcal{H}_1 \)

\[
a_{R,Q}(\varphi) = \int d\mu(p)\overline{\varphi(p)}a_{R,Q}(p), \quad a_{R,Q}^*(\varphi) = \int d\mu(p)\varphi(p)a_{R,Q}^*(p).
\]

Note that if we set the deformation function \( R(a) = -1 \) for all \( a \in \mathbb{R} \), the correspondingly deformed field operators are equal to the auxiliary fields given by Equation (5.5), i.e.

\[
\phi_{-1}(f) = \hat{\phi}(f). \quad (5.20)
\]

For \( R(a) = 1 \) for all \( a \in \mathbb{R} \), one recovers the undeformed field \( \hat{\varphi} \) given by (5.4), i.e. \( \phi_1(f) = \hat{\varphi}(f) \).

In the same way as in the undeformed case, see Equation (5.5), we may also consider the auxiliary fields

\[
\hat{\phi}_{R,Q}(f) := (-1)^{N(N-1)/2}\phi_{R,Q}(f)(-1)^{N(N-1)/2}. \quad (5.21)
\]

Due to (5.11) and (5.20), however, we have

\[
\hat{\phi}_{R,Q}(f) = \phi_{-R,Q}(f). \quad (5.22)
\]

In particular, in analogy to (5.20) it follows

\[
\hat{\varphi}_{-1}(f) = \phi_1(f) = \hat{\varphi}(f). \quad (5.23)
\]

Due to the unitary equivalence

\[
a_{-1}^\#(\varphi) = (-1)^{N(N-1)/2}a^\#(\varphi)(-1)^{N(N-1)/2}, \quad \varphi \in \mathcal{H}_1,
\]
the operator-valued distributions \( a_{-1}(p) \) also satisfy canonical anticommutation relations. Furthermore, it is straightforward to check that

\[
[a(p), a_{-1}(q)] = 0, \quad [a^*(p), a_{-1}^*(q)] = 0 \quad (5.24a)
\]

\[
[a(p), a_{-1}^*(q)] = \{a(p), a^*(q)\} (-1)^N. \quad (5.24b)
\]

### 5.3.2 Properties of the Deformed Model in \( d \geq 2 \)

In the following discussion we are interested in the features of the deformed field operators \( \phi_{R,Q}(f) \). To begin with, we investigate domain and hermiticity properties, the Reeh-Schlieder property and the Klein-Gordon equation. Our results are stated in the following proposition.

**Proposition 5.3.** Let \( R \) be a deformation function in the sense of Definition 5.2 and let \( Q \) be a \((d \times d)\)-matrix which is antisymmetric w.r.t. the Minkowski inner product on \( \mathbb{R}^d \) and satisfies (5.12) and (5.14). Then the deformed field operators \( \phi_{R,Q}(f), f \in \mathcal{S} (\mathbb{R}^d) \), have the following properties:

\(\text{a)}\) The dense subspace \( D^- \subset \mathcal{H}^- \) of vectors of finite particle number is contained in the domain \( \mathcal{D}_\phi \) of any \( \phi_{R,Q}(f) \). Moreover, \( \phi_{R,Q}(f)D^- \subset D^- \) and \( \phi_{R,Q}(f)\Omega = \phi(f)\Omega \).

\(\text{b)}\) For \( \Psi \in D^- \) we have

\[
\phi_{R,Q}(f)^*\Psi = \phi_{R,Q}(\overline{f})\Psi,
\]

and \( \phi_{R,Q}(f) \) is essentially selfadjoint on \( D^- \) for real \( f \in \mathcal{S} (\mathbb{R}^d) \).

\(\text{c)}\) \( \phi_{R,Q} \) is a weak solution of the Klein-Gordon equation, i.e.

\[
\phi_{R,Q} \left( (\Box + m^2) f \right) = 0. \quad (5.26)
\]

\(\text{d)}\) The Reeh-Schlieder property holds: For any nonempty open \( O \subset \mathbb{R}^d \) the set

\[
D_{R,Q}(O) := \text{span}\{ \phi_{R,Q}(f_1) \cdots \phi_{R,Q}(f_n)\Omega : n \in \mathbb{N}_0, f_1, \ldots, f_n \in \mathcal{S}(O) \} \quad (5.27)
\]

is dense in \( \mathcal{H}^- \).

**Proof.** a) These statements are a direct consequence of the definition of \( \phi_{R,Q} \) (5.19).

b) Since \( (\overline{f})^\pm = \overline{f^\pm} \) we have \( \phi_{R,Q}(f)^*\Psi = \phi_{R,Q}(\overline{f})\Psi, \Psi \in D^- \). Along the same lines as [128, Prop. 5.2.3] one can show the essential selfadjointness for real \( f \). In particular, due to \( R \) being a phase factor, we find for \( \Psi_n \in \mathcal{H}^- \) the estimate

\[
\| \phi_{R,Q}(f)\Psi_n \| \leq \left( \| f^+ \| + \| f^- \| \right) \|(N + 1)^{1/2}\Psi_n\|. \quad (5.28)
\]

Therefore, for \( k \in \mathbb{N} \)

\[
\| \phi_{R,Q}(f)^k\Psi_n \| \leq (n + k)^{1/2} \left( \| f^+ \| + \| f^- \| \right) \| \phi_{R,Q}(f)^{k-1}\Psi_n \| \leq (n + k)^{1/2} \cdots (n + 1)^{1/2} \left( \| f^+ \| + \| f^- \| \right)^k \| \Psi_n \|.
\]
This yields for arbitrary \( t \in \mathbb{C} \) that
\[
\sum_{k=0}^{\infty} |t|^k \frac{\|\phi_{R,Q}(f)k\Psi_n\|}{k!} \leq \sum_{k=0}^{\infty} \left( \frac{(n+k)!}{n!} \right)^{1/2} \frac{|t|^k}{k!} \left( \|f^+\| + \|f^-\| \right)^k \|\Psi_n\| < \infty,
\]
implying that every \( \Psi \in \mathcal{D}^- \) is an analytic vector for \( \phi_{R,Q}(f) \). Since \( \mathcal{D}^- \) is dense in \( \mathcal{H}^- \) and \( \phi_{R,Q}(f) \) is hermitian for real \( f \) one can apply Nelson’s theorem \cite[Thm. X.39]{124} and conclude that for real \( f \), \( \phi_{R,Q}(f) \) is essentially selfadjoint on \( \mathcal{D}^- \).

c) This follows directly from \((\Box + m^2)f)^\pm = 0\).

d) In order to prove this statement we want to make use of the spectrum condition \cite{139} that \( \mathcal{D}_{R,Q}(\mathcal{O}) \) is dense in \( \mathcal{H}^- \) if and only if \( \mathcal{D}_{R,Q}(\mathbb{R}^d) \subset \mathcal{H}^- \) is dense. Thus, let \( f_i \in \mathcal{I}(\mathbb{R}^d), i = 1, \ldots, n \), with \( \text{supp} f_i \subset V_+ \), then \( \mathcal{D}_{R,Q}(\mathbb{R}^d) \) contains
\[
\phi_{R,Q}(f_1) \cdots \phi_{R,Q}(f_n)\Omega = a_{R,Q}^+(f_1^+) \cdots a_{R,Q}^+(f_n^+)\Omega = \sqrt{n!} P_n^-(D_{n,R}(f_1^+ \otimes \cdots \otimes f_n^+)),
\]
where \( P_n^- \) is the orthogonal projection from the unsymmetrized \( \mathcal{H}_1^\otimes n \) onto its totally antisymmetric subspace \( \mathcal{H}_n^- \), and \( D_{n,R} \in \mathcal{B}(\mathcal{H}_1^\otimes n) \) is the unitary operator multiplying with
\[
D_{n,R}(p_1, \ldots, p_n) = \prod_{1 \leq k < l \leq n} R(Qp_k, Qp_l)^{-1}.
\]
By varying the test functions \( f_i \in \mathcal{I}(\mathbb{R}^d) \) within this setting we obtain dense sets of \( f_i^+ \)
in \( \mathcal{H}_1 \). Moreover, due to the unitary of \( D_{n,R} \) this also leads to a total set of vectors \( D_{n,R}(f_1^+ \otimes \cdots \otimes f_n^+) \) in \( \mathcal{H}_1^\otimes n \), implying that under the projection \( P_n^- \) this set is total in \( \mathcal{H}_n^- \). Hence it follows that \( \mathcal{D}_{R,Q}(\mathbb{R}^d) \) is dense in \( \mathcal{H}^- \). Application of the standard Reeh-Schlieder argument, which makes use of the spectrum condition \cite{139}, finishes the proof.

Furthermore, we are interested in the transformation behavior of the deformed fields \( \phi_{R,Q} \) under the adjoint action of the representation \( U \) of the Poincaré group \( \mathcal{P}_+ \). We find the following results.

**Lemma 5.4.** The operator-valued function \( T_R(Qp) \) defined by \((5.10)\) transforms under the adjoint action of the representation \( U \) of \( \mathcal{P}_+ \) \((5.3), (5.8)\) according to
\[
U(a, \Lambda)T_R(Qp)U(a, \Lambda)^{-1} = T_R\left( (\Lambda Q A^{-1}) \Lambda p \right), \quad (a, \Lambda) \in \mathcal{P}_+^\dagger, \quad (5.29a)
\]
\[
U(a, \Lambda)T_R(Qp)U(a, \Lambda)^{-1} = T_R\left( -(\Lambda Q A^{-1}) \Lambda p \right)^*, \quad (a, \Lambda) \in \mathcal{P}_+^\dagger, \quad (5.29b)
\]
where \( Q \) is a \((d \times d)\)-matrix which is antisymmetric w.r.t. the Minkowski inner product on \( \mathbb{R}^d \), satisfying \((5.12)\) and \((5.14)\). Correspondingly, the operator-valued distributions \( a_{R,Q}^+(p) \) transform as follows
\[
U(a, \Lambda)a_{R,Q}^+(p)U(a, \Lambda)^{-1} = e^{i\Lambda p \cdot a_{R,QA^{-1}}(\Lambda p)}, \quad (a, \Lambda) \in \mathcal{P}_+^\dagger, \quad (5.30a)
\]
\[
U(a, \Lambda)a_{R,Q}^+(p)U(a, \Lambda)^{-1} = e^{-i\Lambda p \cdot a_{-QA^{-1}}(\Lambda p)}, \quad (a, \Lambda) \in \mathcal{P}_+^\dagger, \quad (5.30b)
\]
Proof. If \( \phi \) is a field, the polynomial algebra of fields generated by all \( \phi \) is a direct consequence of Equations (5.30) and (5.31).

Hence, with \( (a, \Lambda) \in \mathcal{P}_+^{\dagger} \), one may use Equations (5.30) and (5.31) to prove the first statement. Since \( (a, \Lambda) \in \mathcal{P}_+^{\dagger} \), then

\[
(U(a, \Lambda)T_R(Qp)U(a, \Lambda)^{-1}\Psi)_n(p_1, \ldots, p_n) = \prod_{k=1}^{n} R(Qp \cdot \Lambda^{-1}p_k)\Psi_n(p_1, \ldots, p_n)
\]

proving the first statement. Since \( U(a, \Lambda)a(p)U(a, \Lambda)^{-1} = e^{-i\Lambda p \cdot a(\Lambda p)} \), it follows for \( a_{R,Q}(p) \)

\[
U(a, \Lambda)a_{R,Q}(p)U(a, \Lambda)^{-1} = e^{-i\Lambda p \cdot a(\Lambda p)} T_R(\Lambda Q^{-1}p) a(\Lambda p)
\]

Analogously, one shows the corresponding statement for \( a_{R,Q}^*(p) \). For \( (a, \Lambda) \in \mathcal{P}_+^{\dagger} \) one finds

\[
(U(a, \Lambda)T_R(Qp)U(a, \Lambda)^{-1}\Psi)_n(p_1, \ldots, p_n) = \prod_{k=1}^{n} R(-Qp \cdot \Lambda^{-1}p_k)\Psi_n(p_1, \ldots, p_n)
\]

Hence, with \( (a, \Lambda) \in \mathcal{P}_+^{\dagger} \), one may use Equations (5.30) and (5.31) to prove the first statement. Since \( (a, \Lambda) \in \mathcal{P}_+^{\dagger} \), then

\[
U(a, \Lambda)a_{R,Q}(p)U(a, \Lambda)^{-1} = e^{i\Lambda p \cdot a_{-1}(\Lambda p)} T_R(-\Lambda Q^{-1}p) a_{-1}(\Lambda p)
\]

For \( a_{R,Q}^*(p) \) one proceeds in the same way. The transformation behavior (5.32) of the field \( \phi_{R,Q} \) is a direct consequence of Equations (5.30) and (5.31). \( \square \)

The previous lemma shows that in the deformed model \( \mathcal{P}_+^{\dagger} \)-covariance is violated. The property of \( \mathcal{P}_+^{\dagger} \)-covariance is, however, preserved. To this end, let \( \mathcal{P}_R(W_R) \) denote the polynomial algebra of fields generated by all \( \phi_{R,Q}(f) \) with \( f \in \mathcal{S}(W_R) \). It follows
from the transformation behavior (5.32) that the algebra
\[
\mathcal{P}_R(\Lambda W_R + a) := U(a, \Lambda)\mathcal{P}_R(W_R)U(a, \Lambda)^{-1}, \quad (a, \Lambda) \in \mathcal{P}_+^R
\]  
(5.33)
is generated by the fields \( \phi_{R,\Lambda QA^{-1}}(f) \) with \( f \in \mathcal{S}(\Lambda W_R + a) \). Moreover, the map \( W \mapsto \mathcal{P}_R(W) \), \( W \in \mathcal{W} \), is clearly inclusion preserving and hence defines a net which, in addition, is \( \mathcal{P}_+^R \)-covariant. Note, moreover, that each \( \mathcal{P}_R(W) \) is a \(*\)-algebra by property b) in Proposition 5.3.

In two spacetime dimensions the deformed theory admits a \( \mathcal{P}_+\)-covariant net if an additional condition is imposed on the deformation function \( R \), see Section 6.1.

Note that there is a connection between the set of wedges \( \mathcal{W} \) and the orbit \( \mathcal{Q} := \{ \Lambda QA^{-1} : \Lambda \in \mathcal{L}_+ \} \). Namely, \( \mathcal{Q} \) is in one-to-one correspondence with wedges whose edges contain the origin [74]. The deformation function \( R \), on the other hand, specifies the kind of deformation that is used.

It is clear that, in general, the properties of the deformed field \( \phi_{R,Q} \) differ from those of the undeformed field \( \phi \). In particular, \( \phi \) is a bounded operator, whereas \( \phi_{R,Q} \) is in general not as the exchange relations (5.18) imply. \( \phi \) and \( \phi_{R,Q} \), however, have in common that they are both nonlocal fields. The nonlocality of \( \phi_{R,Q} \) can be explicitly seen by computing the two-particle contribution of the field commutator \([\phi_{R,Q}(f), \phi_{R,Q}(g)]\) applied to the vacuum \( \Omega \), which yields
\[
\int d\mu(p)d\mu(q)f^+(p)g^+(q) \left( R(q \cdot Qp)a^*(p)a^*(q) + R(p \cdot Qq)a^*(p)a^*(q) \right) \Omega. \tag{5.34}
\]
This expression, however, only vanishes if \( R(a) = -R(-a), \forall a \in \mathbb{R} \). This requirement may be true for a function that fulfills \( R(0) = 0 \), but with regard to Definition 5.2 that requires \( |R(a)| = 1 \) such a deformation function is inadmissible.

Note that in contrast to the deformation of a bosonic model [74, 101], where \( \phi_{CR,Q}^{CCR}(f) \) is relatively local to \( \phi_{CR,Q}^{CCR}(g) \), i.e. \([\phi_{CR,Q}^{CCR}(f), \phi_{CR,Q}^{CCR}(g)] = 0 \) for \( supp f \subset W_R \) and \( supp g \subset W'_R \), \( \phi_{R,Q}(f) \) is not relatively local to \( \phi_{R,-Q}(g) \) for \( supp f \subset W_R \) and \( supp g \subset W'_R \). In particular, the two-particle contribution of \([\phi_{R,Q}(f), \phi_{R,-Q}(g)]\) applied to the vacuum reads
\[
2 \int d\mu(p)d\mu(q)f^+(p)g^+(q)R(q \cdot Qp)a^*(p)a^*(q)\Omega
\]
which because of Definition 5.2 does not vanish.

Along the lines of the undeformed case, see Equation (5.6), we may consider the field commutator \([\phi_{R,Q}(f), \hat{\phi}_{R,-Q}(g)]\) for \( f \subset W_R \) and \( supp g \subset W'_R \). For the investigation of this commutator it is necessary to compute the corresponding commutation relations of the operators \( a^{#}_{R,Q} \) with \( a^{#}_{R,-Q} \). A simple calculation shows that
\[
[a_{R,Q}(p), a_{R,-Q}(q)] = 0, \quad [a_{R,Q}^*(p), a_{R,-Q}^*(q)] = 0, \tag{5.35a}
\]
\[
[a_{R,Q}(p), a_{R,-Q}^*(q)] = \omega(\vec{p})\delta(\vec{p} - \vec{q})(-1)^N T_R(Qp)T_R(-Qp)^*, \tag{5.35b}
\]
\[ [a^*_R, Q(p), a_{-R}, -Q(q)] = \omega(p)\delta(p - q)(-1)^{N+1}T_R(Qp)^*T_R(-Qp). \] (5.35c)

**Proposition 5.5.** Let \( R \) be a deformation function in the sense of Definition 5.2 and \( Q \) a \((d \times d)\)-matrix which is antisymmetric w.r.t. the Minkowski inner product on \( \mathbb{R}^d \), satisfying (5.12) and (5.14). If \( \kappa \geq 0 \) in (5.13), then the field operators \( \phi_{R, Q}(f) \) (5.19) and \( \phi_{-R, -Q}(g) \) are relatively wedge-local to each other, i.e. for \( f \in \mathcal{S}(W_R), g \in \mathcal{S}(W'_R) \)

\[ [\phi_{R, Q}(f), \phi_{-R, -Q}(g)]\Psi = 0, \quad \Psi \in \mathcal{D}^-, \] (5.36)

holds.

**Proof.** Since \( (\Phi, [\phi_{R, Q}(f), \phi_{-R, -Q}(g)]\Psi), \Phi, \Psi \in \mathcal{D}^-, \) is a tempered distribution in \( f \) and \( g \), vanishing on \( C^\infty_0(W_R) \times C^\infty_0(W'_R) \) implies vanishing on \( \mathcal{S}(W_R) \times \mathcal{S}(W'_R) \). Making use of that property it thus suffices to prove (5.36) for \( f, g \in C^\infty_0(W_R) \times C^\infty_0(W'_R) \).

Due to the commutation relations (5.35) we have

\[ [\phi_{R, Q}(f), \phi_{-R, -Q}(g)]\Psi = \left( [a_{R, Q}(f^-), a_{-R, -Q}(g^+)] + [a^*_{R, Q}(f^+), a_{-R, -Q}(g^-)] \right) \Psi, \]

which together with Definition 5.2 yields the following n-particle contribution of this vector

\[ ([\phi_{R, Q}(f), \phi_{-R, -Q}(g)]\Psi)_n(p_1, \ldots, p_n) = (-1)^n \int d\mu(p) \left( f^-(p)g^+(p) \prod_{k=1}^n R(pk \cdot Qp) - f^+(p)g^-(p) \prod_{k=1}^n R(-pk \cdot Qp) \right) \times \Psi_n(p_1, \ldots, p_n). \] (5.37)

Our task is now to show that this expression vanishes for all \( p_k, k = 1, \ldots, n \). Following the proof of Proposition 3.4 in [74] we may introduce new coordinates:

\[ m_\perp := \sqrt{m^2 + p^2_\perp}, \quad p_\perp := (p_2, \ldots, p_{d-1}), \quad \vartheta := \text{Arsinh} \frac{p_1}{m_\perp}. \]

Thus, in the coordinates \((\vartheta, p_\perp)\) we have

\[ d\mu(p) = \frac{d^{d-1}p}{\omega(p)} = d\vartheta d^{d-2}p_\perp, \quad p = p(\vartheta) := \begin{pmatrix} m_\perp \cosh \vartheta \\ m_\perp \sinh \vartheta \\ p_\perp \end{pmatrix}. \]

Correspondingly, we use the following notation

\[ f^\pm(\vartheta, p_\perp) := \tilde{f}(\pm p(\vartheta)). \]

According to [74], \( f^-(\vartheta + i\lambda, p_\perp) \) is bounded on the strip \( 0 \leq \lambda \leq \pi, \vartheta \in \mathbb{R} \), due to \( \text{supp} f \subset W_R \) and analyticity properties of \( \tilde{f}, f \in C^\infty_0(W_R) \). In particular, \( \tilde{f} \) is an entire analytic function because \( f \) has compact support. Moreover, also \( g^+(\vartheta + i\lambda, p_\perp) \), \( \text{supp} g \subset W'_R = -W_R \), is bounded on the strip \( 0 \leq \lambda \leq \pi, \vartheta \in \mathbb{R} \), and the boundary
values at $\lambda = \pi$ are given by
\[
f^-(\vartheta + i\pi, p_\perp) = f^+(\vartheta, -p_\perp), \quad g^+(\vartheta + i\pi, p_\perp) = g^-(\vartheta, -p_\perp). \tag{5.38}
\]
It remains to study the properties of the functions $\vartheta \mapsto R(Qp(\vartheta) \cdot p_k)R(-Qp(\vartheta) \cdot p_k)$, $k = 1, \ldots, n$, which appear in (5.37). It follows for $0 \leq \lambda \leq \pi$ that
\[\text{Im} \left( p(\vartheta + i\lambda)Q \cdot p_k \right) = \kappa m_\perp \sin \lambda \left( \begin{array}{c} \cosh \vartheta \\ \sinh \vartheta \end{array} \right) \cdot \left( \begin{array}{c} p^0_k \\ p^1_k \end{array} \right) \geq 0\]
because $\kappa \geq 0$ and both $(\cosh \vartheta, \sinh \vartheta)$ and $(p^0_k, p^1_k)$ are in the two-dimensional forward lightcone. Due to Definition 5.2, this implies that the functions
\[
z \mapsto R(Qp(z) \cdot p_k)R(-Qp(z) \cdot p_k), \quad k = 1, \ldots, n,
\]
are analytic on the strip $S(0, \pi) = \{ z = \vartheta + i\lambda \in \mathbb{C} : 0 < \lambda < \pi \}$. In addition, it also follows from Definition 5.2 that these functions are continuous on the closure $\overline{S(0, \pi)}$ of $S(0, \pi)$, implying that $|R(Qp(z) \cdot p_k)R(-Qp(z) \cdot p_k)| \leq 1$ for $z \in \overline{S(0, \pi)}$ [129, Thm. 12.9]. Hence, together with the previous discussion it is possible to shift the $\vartheta$-integration in (5.37) from $\mathbb{R}$ to $\mathbb{R} + i\pi$. Making use of (5.38), we have
\[
\int d\mu(p) f^-(p)g^+(p) \prod_{k=1}^n \frac{R(p_k \cdot Qp)}{R(-p_k \cdot Qp)} = \int d^{d-2}p_\perp \int d\vartheta f^-(\vartheta, p_\perp)g^+(\vartheta, p_\perp) \prod_{k=1}^n \frac{R(p_k \cdot Qp(\vartheta))}{R(-p_k \cdot Qp(\vartheta))} = \int d^{d-2}p_\perp \int d\vartheta f^+(\vartheta, -p_\perp)g^-(\vartheta, -p_\perp) \prod_{k=1}^n \frac{R(p_k \cdot Qp(\vartheta + i\pi))}{R(-p_k \cdot Qp(\vartheta + i\pi))} = \int d\mu(p) f^+(p)g^-(p) \prod_{k=1}^n \frac{R(-p_k \cdot Qp)}{R(p_k \cdot Qp)}.
\]
Thus,
\[
(|\phi_{R,Q}(f), \phi_{-R,-Q}(g)|\Psi)_n (p_1, \ldots, p_n) = 0
\]
for $\text{supp } f \subset W_R$ and $\text{supp } g \subset W_R'$.

**Corollary 5.6.** Let $R$ be a deformation function in the sense of Definition 5.2 and $Q$ a $(d \times d)$-matrix which is antisymmetric w.r.t. the Minkowski inner product on $\mathbb{R}^d$, satisfying (5.12) and (5.14). If $\kappa < 0$ in (5.13), then the field operators $\phi_{R,-Q}(f)$ (5.19) and $\phi_{-R,Q}(g)$ are relatively wedge-local to each other, i.e. for $f \in \mathcal{S}(W_R)$, $g \in \mathcal{S}(W_R')$
\[
[\phi_{R,-Q}(f), \phi_{-R,Q}(g)]\Psi = 0, \quad \Psi \in \mathcal{D}^- \tag{5.39}
\]
holds.

The proof of this statement is analogous to the one of Proposition 5.5.
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Thus, due to the previous results, the properties of the deformed fields $\phi_{R,Q}$ listed in Proposition 5.3, particularly feature d), and their transformation behavior, Lemma 5.4, we have established the following result.

**Proposition 5.7.** Let $R$ be a deformation function and $Q$ an admissible matrix of the form (5.13) with $\kappa \geq 0$. Then, the nets $W \mapsto \mathcal{P}_R(W)$ and $W \mapsto \mathcal{P}_{-R}(W)$, $W \in \mathcal{W}$, defined by (5.33), are $\mathcal{P}_\pm^\dagger$-covariant, nonlocal nets which are relatively wedge-local in the sense that

$$\mathcal{P}_R(W) \subset \mathcal{P}_{-R}(W^\dagger)'$$

$W \in \mathcal{W}$. (5.40)

Moreover, the vacuum vector $\Omega$ is cyclic and separating for each $\mathcal{P}_{\pm R}(W)$, $W \in \mathcal{W}$.

**Proof.** All statements are obvious by the above remarks except for the separability of the vacuum which is implied by its cyclicity and (5.40). \qed

Note that in contrast to the results in [101] where the deformation of a bosonic model is investigated, we did not require that the deformation function $R$ satisfies $R(a)^{-1} = R(-a)$ and $R(0) = 1$. In particular, the condition $R(0) = 1$ in [101] results from the deformation of the underlying Borchers-Uhlmann algebra $\mathcal{L}$. More precisely, recall from Section 5.1 that in [101] the deformation is based on linear homeomorphisms $\rho : \mathcal{L} \to \mathcal{L}$ which act multiplicatively in momentum space, i.e.

$$\rho(f)_n(p_1, \ldots, p_n) := \rho_n(p_1, \ldots, p_n) \cdot \tilde{f}_n(p_1, \ldots, p_n).$$

Explicit conditions on the functions $\rho_n \in C^\infty(\mathbb{R}^{nd})$, $n \in \mathbb{N}_0$ arise from the compatibility requirement (5.1) for quasi-free, translationally invariant states $\omega$. In particular, it turns out that the functions $\rho_n$ are determined by the functions $\rho_2$. The connection to our deformation approach is then given by setting

$$\rho_2(p, q) := R(-p \cdot Qq).$$

The requirements on $\rho_2$ yield, inter alia, $R(a)^{-1} = R(-a)$ and $R(0) = 1$.

In the approach taken in [101] the fulfillment of the property $R(a)^{-1} = R(-a)$ is necessary for obtaining wedge-locality and covariance. In contrast to this, we do not obtain the same result for our deformed fermionic model by imposing this relation, except in two spacetime dimensions, see Section 6.1. Nevertheless, the requirement $R(0) = 1$ is redundant for establishing wedge-locality and covariance properties for the deformed model in both the deformed bosonic and the deformed fermionic case. In particular, one can perform a deformation as presented in Section 5.3.1 of a bosonic model involving field operators $\phi^{CCR}$ and arrive at a covariant and wedge-local deformed model involving deformed field operators $\phi_{R,Q}^{CCR}$ with deformation functions $R$ not necessarily satisfying $R(0) = 1$ as is the case in [101].

In fact, considering a deformation function $R$, the correspondingly deformed net $\mathcal{P}_R$ is unitarily equivalent to the net $\mathcal{P}_{-R}$, implying that deformations involving $R$ and those involving $-R$ are equivalent. In other words, a model resulting from deformation associated with $R$ is physically indistinguishable from a model arising from deformation with $-R$. We summarize this result in the following lemma.
Lemma 5.8. The net $\mathcal{P}_R$ is unitarily equivalent to the net $\mathcal{P}_{-R}$. The unitary $Z$ relating these two nets is given by

$$Z := (-1)^{N(N-1)/2},$$

where $N$ is the particle number operator, i.e. $N|_{\mathcal{H}_n} = n \cdot 1$.

Proof. Since the unitary $Z$ commutes with all Poincaré transformations, i.e.

$$[Z, U(g)] = 0, \quad \forall g \in \mathcal{P}_+,$$

and satisfies $Z\Omega = \Omega$, the unitary equivalence $Z\mathcal{P}_R Z^{-1} = \mathcal{P}_{-R}$ follows. □

5.3.3 Two-Particle Scattering Operator

In this section we show that the models arising by the deformation procedure presented in this chapter do indeed differ from the initial one. This circumstance becomes apparent by analyzing the two-particle scattering processes of the deformed models. To this end, we shall employ similar techniques to those discussed in Section 3.5. We rely, in particular, on the model-independent analysis of [23] which adapts Haag-Ruelle-Hepp scattering theory to certain wedge-localized operators, so-called temperate polarization-free generators.

Lemma 5.9. Let $R$ be a deformation function and $Q$ an admissible matrix (5.13) with $\kappa \geq 0$. Then, the fields $\phi_{R,Q}(f)$ and $\phi_{-R,-Q}(f)$, $f \in \mathcal{S}(\mathbb{R}^d)$, are temperate polarization-free generators, that is,

i) $\phi_{\pm R,\pm Q}(f)$ are closable and $\Omega$ is contained in the domains of $\phi_{\pm R,\pm Q}(f)$ and $\phi_{\pm R,\pm Q}(f)^*$,

ii) $\phi_{\pm R,\pm Q}(f)\Omega$ and $\phi_{\pm R,\pm Q}(f)^*\Omega$ are elements of $\mathcal{H}_1$,

iii) $\phi_{R,Q}(f)$ is localized in the wedge $(W_R + \text{supp } f)^\wedge$ and $\phi_{-R,-Q}(f)$ is localized in the wedge $(W_L + \text{supp } f)^\wedge$

iv) $\phi_{\pm R,\pm Q}(f)$ are temperate in the sense that the functions $x \mapsto \phi_{\pm R,\pm Q}(f)^\# U(x)\Psi$, $\Psi \in \mathcal{D}^-$, are strongly continuous and bounded in norm for large $x$, where e.g. $\phi_{R,Q}(f)^\# \in \{\phi_{R,Q}(f), \phi_{R,Q}(f)^*\}$.

Proof. Statements i) – iii) are direct consequences of the definition of the deformed field operators $\phi_{\pm R,\pm Q}(f)$, Propositions 5.3 and 5.5. The temperedness property iv) follows, since $||\phi_{\pm R,\pm Q}(f)(U(x)\Psi - \Psi)|| \leq (||f^+|| + ||f^-||)|(N + 1)^{1/2}(U(x)\Psi - \Psi)| \to 0$ for $x \to 0$ with regard to the bound (5.28) and with $\Psi \in \mathcal{D}^-$. Analogously, one proceeds for the case of the adjoints. □

Due to these properties of the fields $\phi_{R,Q}(f)$ and $\phi_{-R,-Q}(f)$ we are in a position to construct two-particle scattering states. Let us recall how this can be done in the present situation.
As in Section 3.5 we introduce for \( t \in \mathbb{R} \) and \( f, g \in \mathcal{S} (\mathbb{R}^d) \) the functions
\[
f_t(x) := \frac{1}{(2\pi)^{d/2}} \int d^d p \tilde{f}(p) e^{it[\xi_0 - \omega(p)]} e^{-ip \cdot x}.
\]
(5.41)

The support of \( f_t \) is essentially contained in \( t \mathcal{V}(f) \) for \( t \to \pm \infty \) [81]. The set
\[
\mathcal{V}(f) := \{(1, \tilde{p}/\omega(\tilde{p})) : p \in \text{supp} \tilde{f}\}
\]
is the velocity support of \( f \). Furthermore, we choose such test functions \( f, g \in \mathcal{S} (\mathbb{R}^d) \) whose Fourier transforms have compact supports concentrated around points on \( H^+_{\text{in}} \). Analogously as in Section 3.5, shall write \( f \prec g \) whenever \( \mathcal{V}(g) - \mathcal{V}(f) \) is contained in the interior of \( W_R \). If \( f \prec g \), respectively \( g \prec f \), then the regions \( W_R + t \mathcal{V}(g) \) and \( W'_R + t \mathcal{V}(f) \) are spacelike separated for \( t > 0 \), respectively \( t < 0 \).

For asymptotic times the operators \( \phi_{R,Q}(g_t) \) and \( \phi_{-R,-Q}(f_t) \) are essentially localized in \( W_R + t \mathcal{V}(g) \) and \( W'_R + t \mathcal{V}(f) \) respectively. In view of the analysis of [23] the following strong limits, stated in (5.43), exist and constitute asymptotic two-particle collision states. More precisely, with regard to \( \phi_{\pm R,\pm Q}(f) \Omega = f^+ \), we have
\[
\lim_{t \to \infty} \phi_{R,Q}(g_t)\phi_{-R,-Q}(f) \Omega =: (g^+ \times_R f^+)_{\text{out}}, \quad \text{for} \quad f \prec g,
\]
(5.43)
\[
\lim_{t \to -\infty} \phi_{R,Q}(g_t)\phi_{-R,-Q}(f) \Omega =: (g^+ \times_R f^+)_{\text{in}}, \quad \text{for} \quad g \prec f.
\]
(5.44)

Due to the commutativity of the operators \( \phi_{R,Q}(g_t) \) and \( \phi_{-R,-Q}(f_t) \) for asymptotic times the scattering states are symmetric, \( (g^+ \times_R f^+)_{\text{in/\text{out}}}(5.45) \) as is the case for a Boson.

In the present setting it is straightforward to compute the above limits. It follows, namely, from the support properties of \( \tilde{f} \) and \( \tilde{g} \) that \( f^+_t = f^+ \), \( g^+_t = g^+ \) and \( f^-_t = 0 \), \( g^-_t = 0 \). Hence, we arrive at
\[
(g^+ \times_R f^+)_{\text{out}} = a^{\ast}_{R,Q}(g^+) a^{\ast}(f^+) \Omega, \quad \text{for} \quad f \prec g,
\]
(5.45)
\[
(g^+ \times_R f^+)_{\text{in}} = a^{\ast}_{R,Q}(g^+) a^{\ast}(f^+) \Omega, \quad \text{for} \quad g \prec f.
\]
(5.46)

Note the dependence on the ordering of the test functions. Considering explicitly \( f \prec g \), then we have
\[
(g^+ \times_R f^+)_{\text{out}} = \int d\mu(p) \int d\mu(q) g^+(p) f^+(q) R(Qp \cdot q) a^{\ast}(p) a^{\ast}(q) \Omega,
\]
(5.47)
\[
(g^+ \times_R f^+)_{\text{in}} = \int d\mu(p) \int d\mu(q) g^+(p) f^+(q) \left( -R(-Qp \cdot q) \right) a^{\ast}(p) a^{\ast}(q) \Omega.
\]

In order to obtain the S-matrix elements, we consider additional test functions \( h, k \in \mathcal{S} (\mathbb{R}^d) \) with the same properties as \( f \) and \( g \), in particular, \( f \prec g \) and \( h \prec k \), which yields
\[
\langle (g^+ \times_R f^+)_{\text{out}}, (h^+ \times_R k^+)_{\text{in}} \rangle = \]
\[
- \langle (h^+ \times_R k^+)_{\text{in}}, (g^+ \times_R f^+)_{\text{out}} \rangle = \]
\[
- \int d\mu(p) \int d\mu(q) R(Qp \cdot q) R(-Qp \cdot q) g^+(p) f^+(q) h^+(p) k^+(q).
\]
(5.48)
Hence, the two-particle S-matrix elements of the deformed model differ from the undeformed theory, corresponding to $R(a) = 1$ for all $a \in \mathbb{R}$, in a nontrivial way. They depend, moreover, on the deformation. We, therefore, conclude that the deformation procedure carried out in this chapter gives rise to models which are inequivalent from the initial, undeformed theory. However, since the deformation function $R$ is merely a phase factor, effects like momentum transfer or particle production in scattering processes cannot be expected for the present model. On the other hand, specific arrangements such as time delay experiments can uncover the effects of the deformation. Similar results have, for instance, been found in the construction approaches by warped convolutions [43, 75] and the more general one pursued in [101].

Due to the $Q$-dependence of the two-particle S-matrix elements, cf. (5.48), they are not fully Lorentz invariant in spacetime dimensions $d > 2$. This is a consequence of the properties of the matrix $Q$ which is only invariant under boosts that preserve the wedge $W_R$, cf. (5.12) and (5.14). This indicates that when passing on to algebras corresponding to bounded regions the Reeh-Schlieder property cannot be expected to hold.

The situation is, however, different in $d = 1 + 1$ dimensions where the restricted Lorentz group $\mathcal{L}_+^\uparrow$ leaves $W_R$ invariant. As a consequence the deformed S-matrix does not break the Lorentz symmetry. Since many more interesting features can be observed for the model at hand in two spacetime dimensions, we devote the next chapter to their discussion.
Chapter 6

Deformations and Integrable Models

So far we have presented two different methods of constructing nontrivial quantum field theoretical models. In Chapter 3 we proceeded from an inverse scattering point of view where a factorizing S-matrix constituted the starting point of our journey. Due to the simple nature of these scattering matrices we had to restrict the spacetime dimension to two. In Chapter 5, on the other hand, the deformation procedure served as a useful tool in constructing nontrivial models in any spacetime dimension $d \geq 2$.

In the following sections we associate the models arising in Chapter 5 from deformation of the model of a scalar massive Fermion with integrable model theories in $d = 1+1$ dimensions. To this end, we first specialize the framework of the previous chapter to this special case and establish afterwards a connection with the models constructed in Chapter 3.

6.1 Deformed Models in $1+1$ Dimensions

In this section we formulate the deformed model of Section 5.3 on two-dimensional Minkowski space. For that purpose, recall from Section 2.1.2 that in $d = 2$ the set of wedges $\mathcal{W}$ consists of two disjoint subsets, namely the translates of $W_R$ (2.4) and the translates of $W_R = -W_R = W_L$. The matrix $Q$ is, moreover, of the form

$$Q = \lambda \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \lambda \in \mathbb{R}.$$  (6.1)

In analogy to the undeformed case (5.9) we may define for a fixed deformation function $R$ given by Definition 5.2 and an admissible and fixed matrix $Q$ (6.1) the von Neumann algebras generated by $\phi_{R,Q}$ and $\phi_{-R,Q}$, i.e. with $x \in \mathbb{R}^2$

$$\mathcal{M}(W_R + x) := \{ e^{i\phi_{R,Q}(f)} : f = f \in \mathcal{S}(W_R + x) \},$$  (6.2a)

$$\mathcal{M}(W_L + x) := \{ e^{i\phi_{-R,Q}(f)} : f = f \in \mathcal{S}(W_L + x) \}.$$  (6.2b)
This definition, however, only produces a wedge-local and covariant net $W \mapsto \mathcal{M}(W)$, $W \in \mathcal{W}$, if the deformation function $R$ additionally fulfills the property
\[
\overline{R(a)} = R(-a), \quad \forall a \in \mathbb{R}.
\] (6.3)

If, namely, this property holds, the fields $\phi_{-R,Q}(f)$ are equal to $\phi_{-R,-Q}(f)$ and wedge-locality can be inferred from Proposition 5.5. We shall, therefore, assume this relation in what follows. Due to Lemma 5.4 the net $W \mapsto \mathcal{M}(W)$, $W \in \mathcal{W}$, also transforms covariantly under the adjoint action of the representation $U$ of the proper Poincaré group $\mathcal{P}_+$. In fact, we have

**Proposition 6.1.** Let $R$ be a deformation function, $Q$ an admissible matrix (6.1) with $\lambda \geq 0$ and $\mathcal{M}(W)$, $W \in \mathcal{W}$, be defined as in (6.2). Then, $\{\mathcal{M}(W)\}_{W \in \mathcal{W}}$ is a local net, cf. Section 2.2, of von Neumann algebras, transforming covariantly under the adjoint action of the representation $U$ of the proper Poincaré group $\mathcal{P}_+$. Furthermore, locality is fulfilled (without twisting) and the vacuum vector $\Omega$ is cyclic and separating for each $\mathcal{M}(W)$, $W \in \mathcal{W}$.

**Proof.** The properties of isotony and covariance are obvious by the above remarks. With regard to locality, we only have to prove that the commutation relation of Proposition 5.5 holds in the stronger sense that also the unitaries $e^{i\phi_{R,Q}(f)}$ and $e^{i\phi_{-R,-Q}(g)}$, for real $f \in \mathcal{A}(W_R)$ and $g \in \mathcal{A}(W_L)$, commute. To this end, one shows in an analogous manner as in the proof of Proposition 5.3 part b) that $e^{i\phi_{-R,Q}(g)}\Psi, \Psi \in \mathcal{D}^-$, is an analytic vector for $\overline{\phi_{R,Q}(f)}$. Thus, for $\Psi \in \mathcal{D}^-$ we can compute the commutator of the unitaries as follows
\[
\left[ e^{i\phi_{R,Q}(f)}, e^{i\phi_{-R,Q}(g)} \right] \Psi = \sum_{j,k=0}^{\infty} \frac{i^{j+k}}{j!k!} \left[ \phi_{R,Q}(f)^j, \phi_{-R,Q}(g)^k \right] \Psi,
\]
which due to $\phi_{-R,Q}(g) = \phi_{-R,-Q}(g)$, Proposition 5.5 and covariance yields the locality claim.

The cyclicity of the vacuum vector $\Omega$ for the wedge algebras can be shown by the following standard argument. Namely, consider real $f_1, \ldots, f_n \in \mathcal{A}(W_R)$ and denote by $E_j(t)$ the spectral projection of the selfadjoint operator $\overline{\phi_{R,Q}(f_j)}$, which corresponds to spectral values in $[-t,t]$. Then, $G_j(t) := E_j(t)\overline{\phi_{R,Q}(f_j)} \in \mathcal{M}(W_R)$ for all $t \in \mathbb{R}$. Moreover, $G_j(t)$ converges strongly to $\phi_{R,Q}(f_j)$ on $\mathcal{D}^-$ as $t \to \infty$. Consequently, $G_1(t) \cdots G_n(t)\Omega \to \phi_{R,Q}(f_1) \cdots \phi_{R,Q}(f_n)\Omega$ for $t \to \infty$. Hence, the cyclicity of $\Omega$ for $\mathcal{M}(W_R)$ can be inferred from Proposition 5.3 d). By an analogous argument involving the field $\phi_{-R,Q}$ the cyclicity of $\Omega$ for $\mathcal{M}(W_L)$ follows. Due to the commutativity of these algebras $\Omega$ is also separating for them. The statement is then proven by covariance. \[\square\]

### 6.2 Integrable Models from Deformation Theory

The properties of the net $W \mapsto \mathcal{M}(W)$, $W \in \mathcal{W}$, stated in Proposition 6.1 together with the simple structure of the underlying scattering operator uncovered in Section 5.3.3 suggests that there is a close connection of the models at hand with the model theories constructed in Chapter 3. In order to analyze this relation, we recall the possibility of
parameterizing $H^+_m$ with the help of the rapidity $\theta \in \mathbb{R}$, i.e. $p(\theta) = m(\cosh \theta, \sinh \theta)$, in case $d = 2$. Making use of this notation and (6.1), we have

$$-p(\theta_1) \cdot Q p(\theta_2) = \lambda m^2 \sinh(\theta_1 - \theta_2), \quad \theta_1, \theta_2 \in \mathbb{R}.$$ 

We further define

$$S_\lambda : \mathbb{R} \to \mathbb{C}, \quad S_\lambda(\theta) := -R(\lambda m^2 \sinh^2). \quad (6.4)$$

Since the entire analytic function $\sinh$ maps the strip $S(0, \pi) := \{z \in \mathbb{C} : 0 < \text{Im} z < \pi\}$ onto the upper half plane and since by Definition 5.2 $R$ has an analytic continuation to the upper half plane, the function $S_\lambda$, $\lambda \geq 0$, extends to an analytic function on the strip $S(0, \pi)$. Moreover, it follows from the requirements on the function $R$ by Definition 5.2 and the properties of $\sinh$ that

$$S_\lambda(0) = -1, \quad S_\lambda(\theta) = S_\lambda(-\theta) = S_\lambda(\theta)^{-1} = S_\lambda(\theta + i\pi), \quad \lambda, \theta \in \mathbb{R}.$$ 

These properties of the function $S_\lambda$ are familiar from the context of factorizing S-matrices, cf. Section 3.2, and express the unitarity, hermitian analyticity and crossing symmetry of the scattering operator $\mathbf{S}$ associated with $S_\lambda$ [84, 136]. In addition, the Yang-Baxter equation is trivially fulfilled because we are considering here only a single species of particles. Due to these properties the scattering operator $\mathbf{S}$ associated with $S_\lambda$ agrees with an S-matrix of a completely integrable relativistic quantum field theory [136]. In particular, we conclude

**Lemma 6.2.** *The function $S_\lambda$ defined in (6.4) constitutes an S-matrix in the sense of Definition 3.1 for the particle spectrum given by $G = \{e\}$ and $m > 0$.*

The connection of the model theories constructed in Chapter 3 to the deformation procedure carried out in Section 5.3.1 and, therefore, to the net $\{\mathcal{M}(W)\}_{W \in \mathcal{W}}$ may be clarified by introducing

$$z_\lambda(\theta) := a_{R,Q}(p(\theta)), \quad z^\dagger_\lambda(\theta) := a^*_{R,Q}(p(\theta)).$$

The exchange relations (5.18) for $Q = Q'$ and $Q$ given by (6.1) then read

$$z^\dagger_\lambda(\theta_1)z_\lambda(\theta_2) = S_\lambda(\theta_2 - \theta_1)z_\lambda(\theta_2)z^\dagger_\lambda(\theta_1)$$

$$z^\dagger_\lambda(\theta_1)z^\dagger_\lambda(\theta_2) = S_\lambda(\theta_2 - \theta_1)z^\dagger_\lambda(\theta_2)z^\dagger_\lambda(\theta_1)$$

$$z^\dagger_\lambda(\theta_1)z^\dagger_\lambda(\theta_2) = S_\lambda(\theta_1 - \theta_2)z^\dagger_\lambda(\theta_2)z_\lambda(\theta_1) + \delta(\theta_1 - \theta_2) \cdot 1.$$ 

That is, $z_\lambda(\theta)$ and $z^\dagger_\lambda(\theta)$ form a representation of the Zamolodchikov-Faddeev algebra [70, 150] with scattering function $S_\lambda(\theta)$. But this algebraic structure was the starting point for the construction of models with factorizing S-matrices in Section 3.4. Thereby, the auxiliary fields $\phi_\lambda(x) := \int d\theta e^{ip(\theta) \cdot x} z^\dagger_\lambda(\theta) + e^{-ip(\theta) \cdot x} z_\lambda(\theta))$ associated with $z^\#_\lambda(\theta)$, which are wedge-local polarization-free generators, cf. Section 3.4.1, are at the basis of the approach. The interesting point here is that these fields appear in the present setting as a consequence of the deformation of the model given in Section 5.2.1. More precisely, the fields $\phi_\lambda$ coincide with the deformed fields $\phi_{R,Q}$. 
For the case of $S_\lambda$ being a regular scattering function in the sense of Definition 3.13, it was shown in [100, 95] that Theorem 3.30 holds in the present setting without reference to any conjecture. Hence, the quantum field theory arising from $\phi_{\lambda}$ contains nontrivial observables localized in bounded open regions $\mathcal{O} \subset \mathbb{R}^2$ above a minimal size. Moreover, besides other standard properties of quantum field theory also the Reeh-Schlieder property holds. In addition, the S-matrix of the model is found to be the one determined by the two-particle scattering function $S_\lambda$ [100]. The following theorem demonstrates the connection of the deformation of a scalar massive Fermion to integrable models.

**Theorem 6.3.** Every integrable quantum field theory on two-dimensional Minkowski space with scattering function $S_\lambda$ of the form (6.4) can be obtained by deformation of a scalar massive Fermion in the sense of Section 5.3.1. If further $S_\lambda$ is regular, then in the deformed theory there exist observables localized in double cones above a minimal diameter, and the Reeh-Schlieder property holds [100, Theorem E.4].

Note that, since the deformation function $R$ appears quadratically in the definition of the scattering function $S_\lambda$ (6.4), $S_\lambda$ does not depend on the sign of $R$. This circumstance implies physical indistinguishability of correspondingly deformed models, i.e. models arising from deformation with $R$ and $-R$, which is in agreement with Lemma 5.8. Concrete examples of deformation functions $R$ for which Theorem 6.3 applies constitute the following

$$R(a) = \pm \prod_{k=1}^{n} \frac{\zeta_k - a}{\zeta_k + a}, \quad \text{Im} \zeta_k > 0,$$

where for each $\zeta_k$ also $-\zeta_k$ is contained in the set of zeros $\{\zeta_1, \ldots, \zeta_n\}$.

In conclusion, we summarize that, when specializing to two spacetime dimensions, the construction approach by deformation of a scalar massive Fermion gives rise to the model theories constructed by inverse scattering methods in Chapter 3. The particle spectrum consists thereby only of a single species of neutral massive particles. Our analysis includes further the class of integrable models with scattering functions satisfying $S_\lambda(0) = -1$ into the deformation framework. A prominent model arising in this context is the Sinh-Gordon model, cf. Section 3.6.
Chapter 7

Conclusions and Outlook

The present thesis establishes the construction of nontrivial quantum field theoretical models in $d \geq 2$-dimensional Minkowski space within the framework of Local Quantum Physics.

Two different approaches are introduced. On the one hand, inverse scattering methods are applied which give rise to interacting theories in $d = 2$ spacetime dimensions. On the other hand, deformation procedures which can be viewed as generalizations of the latter technique yield nontrivial models in higher, i.e. $d \geq 2$, dimensions. In both cases the simple nature of the underlying scattering operator does not allow for particle production or momentum transfer in collision processes of particles, however, effects like time delays can appear.

In the case of the inverse scattering approach we started from a prescribed factorizing, i.e. purely elastic, collision operator which is determined by its two-particle scattering amplitude $S$, called S-matrix for short. The considered particle spectrum involves an arbitrary finite number of massive particle species which transform under some global gauge group. Building on recent results concerning the successful construction of a covariant field net of wedge algebras in this setting, we investigated appropriate intersections of such wedge algebras. Our main interest was to show that the emerging local algebras, associated with bounded regions in Minkowski space, comply with all basic assumptions of relativistic quantum physics. For this purpose we looked into the important question whether certain methods, applied earlier for the construction of models with scalar-valued S-matrices, can be generalized effectively to the more involved framework at hand. By verifying the modular nuclearity condition we not only succeeded in proving the existence of a meaningful local theory related to an initial S-matrix $S$ in a certain family $S^\gamma$ of regular S-matrices, but also answered the above question in a positive way. The small gap, which however remains in our construction, arises from problems discovered very recently for the scalar case. In view of plausible arguments presented here, we are certain that a bridge can be built, giving, in particular, rise to the $O(N)$-invariant nonlinear $\sigma$-models in a rigorous way, independent of perturbation theory and renormalization, for the first time. Moreover, by our analysis a large class of integrable models emerges to which no Lagrangian formulation is known.

These results open up the possibility to generalize the applied methods further to a larger family of initial S-matrices. For instance, it would be particularly interesting...
to include factorizing S-matrices with poles in the physical sheet in the framework. A famous representative corresponding to such an S-matrix is the Sine-Gordon model. In fact, there is an ongoing project by Y. Tanimoto and D. Cadamuro in that direction and preliminary results concerning the construction of wedge-local fields do already exist. However, there are still many open questions with regard to the verification of the modular nuclearity condition.

Generalizations of the inverse scattering techniques to \(d \geq 2\) spacetime dimensions can be achieved by deformation procedures. We concretely investigated the deformation a scalar massive Fermion. The emerging models were shown to be based on wedge-local temperate polarization-free generators which admit the consistent computation of the two-particle S-matrix. The latter is shown to depend on the deformation and to differ from the two-particle scattering operator of the undeformed theory in a nontrivial way. This implies that the deformed theory is not equivalent to the initial, undeformed one.

Our analysis thereby includes a certain class of integrable quantum field theory models into the deformation framework in two-dimensional Minkowski space. Namely, those integrable models whose factorizing S-matrices are completely determined by scattering functions \(S\) satisfying \(S(0) = -1\). For example, the scattering function of the Sinh-Gordon model belongs to this class.

The establishment of locality properties of the deformed model turns out to be a difficult task as the undeformed model is already nonlocal. In two dimensions, however, it is possible to achieve wedge-locality by imposing an additional condition on the deformation function \(R\). Moreover, we show with reference to the inverse scattering approach that the deformed theory also admits local observables in \(d = 2\) which comply with localization in bounded regions above a minimal size. Analogous results for higher dimensions have not been achieved up to now. This problem emerges from the fact that the split property for wedges enters the stage and is of crucial importance with regard to the modular nuclearity condition. This property does, however, not hold in more than two spacetime dimensions and a direct generalization of the applied methods to higher dimensions is not possible.

On the other hand, relative commutants of wedge algebras are not necessarily trivial if the split property for wedges does not hold. In fact, this condition is rather strong with regard to a mere interest in the existence of local fields.

One can also ask if some of the conditions on the deformation function \(R\) can be relaxed. As part of our analysis it turned out that from the physical point of view the deformed theory does not depend on the sign of the function \(R\). In particular, two nets arising from deformation with deformation functions \(R\) and \(-R\) respectively are unitarily equivalent. This result generalizes the deformation procedure of [101] since in that work one requires that the function \(R\) satisfies the condition \(R(0) = 1\) which by our result is redundant. Since the latter condition is a consequence of the deformation of the underlying Borchers-Uhlmann algebra [101], the deformation approach presented here extends the possibilities for obtaining new models by deformation techniques.

Due to the simple form of the deformation the encountered interaction in the deformed theory does not involve momentum transfer or particle production. In order to realize these interactions, a generalization of the deformation techniques themselves is desirable.
Concrete realizations of this task constitute suitable integral operators which can be considered in replacement of the multiplication operators $T_R$ used to deform the model of a scalar massive Fermion. Such operators are, however, much more difficult to cope with. Thus, there are no satisfactory results available so far.

A successful establishment of such a deformation procedure or the discovery of a suitable generalization of the modular nuclearity condition to four spacetime dimensions would finally solve the long-standing problem of rigorously constructing interacting quantum field theories in physical spacetime.
Appendix A

Auxiliary Results

In this appendix we state some general results which have concrete applications, in particular, in Chapter 3.

A.1 General Results

Lemma A.1. Let a sequence \( \{h_k\}_{0 \leq k \leq n-1} \) of tempered distributions on \( \mathcal{S}(\mathbb{R}^n) \otimes K_{\otimes n} \) be given. Moreover, let \( h_k \) have an analytic continuation in the variable \( x_{k+1} \) to the strip \( S(0,a) \), \( a \in \mathbb{R}^+ \), in the sense that

\[
\lim_{\lambda \to 0} \int d^n x \ h^\alpha_k(x_{1}, \ldots, x_{k+1} + i\lambda, \ldots, x_n) g^\alpha(x) = h_k(g), \quad g \in \mathcal{S}(\mathbb{R}^n) \otimes K_{\otimes n}, \quad (A.1)
\]

with \( 0 < \lambda < a \). Further, its boundary value at \( \text{Im}(x_{k+1}) = a \) is given by

\[
h^\alpha_{k+1} \cdots \alpha_n(x_{1}, \ldots, x_{k+1} + ia, \ldots, x_n) = h^\alpha_{k+1} \cdots \alpha_n(x_{1}, \ldots, x_{k+1}, \ldots, x_n), \quad (A.2)
\]

in the sense of distributions. Then, \( h_0 \) is the distributional boundary value of a function analytic in the tube

\[
\mathfrak{T}_n := \mathbb{R}^n + i\{y \in \mathbb{R}^n : 0 < y_n < \cdots < y_2 < y_1 < a\}. \quad (A.3)
\]

Proof. We start by considering \( f \in \mathcal{S}(\mathbb{R}^n) \). Proceeding by induction in \( k \in \{1, \ldots, n\} \), we next prove that \( h^\alpha_0 \ast f \), regarded as a function of \( x_1, \ldots, x_k \) and \( x_{k+1}, \ldots, x_n \in \mathbb{R} \) held fixed, is analytic in the tube \( \mathfrak{T}_k \). Since \( \mathfrak{T}_1 = S(0,a) \), the assertion for \( k = 1 \) follows directly from the assumptions of the Lemma. For the inductive step \( k \to k + 1 \) note first that the boundary value of \( (x_{1}, \ldots, x_{k}) \mapsto (h^\alpha_0 \ast f)(x_{1}, \ldots, x_{n}) \) at \( \text{Im}(x_{k}) = \cdots = \text{Im}(x_{k+1}) = a \) is given by \( h^\alpha_{k+1} \cdots \alpha_n(x_{1}, \ldots, x_{k+1}, \ldots, x_n) \) which again has an analytic continuation in \( x_{k+1} \) to \( S(0,a) \). Thus, we may apply the Malgrange Zerner theorem [69] and conclude that \( (x_{1}, \ldots, x_{k+1}) \mapsto (h^\alpha_0 \ast f)(x_{1}, \ldots, x_{n}) \), can be analytically continued to the convex closure of

\[
\mathbb{R}^{k+1} + i\{(y_1, \ldots, y_k, 0) : 0 < y_k < \cdots < y_1 < a\} \cup \{(a, \ldots, a, y_{k+1}) : 0 < y_{k+1} < a\},
\]
which agrees with \( \Sigma_{k+1} \). Therefore, it follows that \( h_0^a \ast f \) is analytic in \( \Sigma_n \) and, since \( f \) is arbitrary, \( h_0 \) is the distributional boundary value of a function analytic in \( \Sigma_n \) and denoted by the same symbol.

\[ \square \]

**Lemma A.2.** Let \( R_{g,b} = \bigoplus_{a=1}^D R_{g,b}^{[a]} \) be an integral operator on \( L^2(\mathbb{R}) \otimes \mathcal{K} \), \( \dim \mathcal{K} = D < \infty \), which is defined by the kernels

\[
R_{g,b}^{[a]}(\theta,\theta') = \frac{-\text{sign}(b)}{2\pi i} \frac{g(\theta')g(\theta')}{\theta' - \theta + i b}, \quad g \in L^2(\mathbb{R}), \ b \in \mathbb{R} \setminus \{0\}.
\]

(\text{A.4})

Then, \( R_{g,b} \) is a positive trace class operator with trace norm bounded by

\[
\|R_{g,b}\|_1 \leq D\|R_{g,b}^{[a]}\|_1 = D \frac{\|g\|_2^2}{2\pi|b|}.
\]

(\text{A.5})

**Proof.** The assertion can be proven along the same lines as in the scalar case [95, Lemma E.2]. For the convenience of the reader, and since reference [95] has not been published yet, we give a full proof.

Note first that \( R_{g,b} = \hat{U} R_{g,-b} \hat{U}^* \), with unitary \( \hat{U}f(\theta) := i \cdot f(-\theta), f \in L^2(\mathbb{R}) \otimes \mathcal{K} \), and \( g_-(\theta) := g(-\theta) \). Due to this unitary equivalence it suffices to consider \( b > 0 \).

To show that \( R_{g,b} \) is positive, define \( K_b(\theta) := -(2\pi i)^{-1}(\theta + ib)^{-1} \) which has positive Fourier transform \( \tilde{K}_b(\eta) = \Theta(\eta)e^{-b\eta} \). Then, we have with \( f \in L^2(\mathbb{R}) \otimes \mathcal{K} \)

\[
\langle f, R_{g,b} f \rangle = \sum_{a=1}^D \langle (g \cdot f^a), (g \cdot f^a) \rangle_{L^2(\mathbb{R})} = \sqrt{2\pi} \sum_{a=1}^D \langle \hat{g} \cdot \hat{f}^a, \hat{K}_b \cdot (\hat{g} \cdot \hat{f}^a) \rangle_{L^2(\mathbb{R})} \geq 0,
\]

yielding positivity. Since

\[
- \frac{1}{2\pi i} \int d\theta \frac{g(\theta')g(\theta)}{\theta' - \theta + i b} = \frac{\|g\|_2^2}{2\pi |b|},
\]

it follows by [126, Lemma on p.65] that \( R_{g,b}^{[a]} \) is trace class with trace \( \frac{\|g\|_2^2}{2\pi |b|} \), proving the claim.

\[ \square \]

### A.2 An Alternative Proof of Lemma 3.15

We want to present an alternative proof of Lemma 3.15 with regard to the explicit realization of permutations in terms of transpositions. For the convenience of the reader we restate the Lemma.

**Lemma.** Let \( C \in \mathcal{C}_{n,k} \), where \( \mathcal{C}_{n,k} \subset \mathcal{C}_{n,k} \) denotes the set of contractions \( C \in \mathcal{C}_{n,k} \) for which \( k + 1 \notin \{l_1, \ldots, l_{|C|}\} \), and let \( C' \in \mathcal{C}_{n,k} \), with \( \mathcal{C}_{n,k} \subset \mathcal{C}_{n,k} \) the set of contractions \( C' \in \mathcal{C}_{n,k} \) for which \( k + 1 \in \{l'_1, \ldots, l'_{|C'|}\} \) such that \( C' = C \cup \{(k + 1, r)\} \) with \( r \notin \{r_1, \ldots, r_{|C|}\} \), then we have

\[
\pi_{\rho'} = \pi_{\rho} \cdot \pi_{r-v_r},
\]

\[
\pi_{\lambda'} = \pi_{\lambda} \cdot \pi_{k+1+v_r}.
\]
A.2. An Alternative Proof of Lemma 3.15



\[ \pi_{C'} = \pi_C \cdot \pi_T^{v_r} \cdot \pi_{k+1-v_r}^{k} \]

with \( v_r := \text{card} \{ r_i \in \{ r_1, \ldots, r_{|C|} \} : r_i < r \} \).

**Proof.** Note first that \( |C'| = |C| + 1, \{ r'_1, \ldots, r'_{|C'|} \} = \{ r_1, \ldots, r_{v_r}, r, r_{v_r+1}, \ldots, r_{|C|} \} \) and \( \{ l'_1, \ldots, l'_{|C'|} \} = \{ l_1, \ldots, l_{v_r}, k + 1, l_{v_r+1}, \ldots, l_{|C|} \} \), with \( 0 \leq v_r \leq |C| \). Using these relations, we find, with \( \pi_{C'} = \pi_{\rho'} \cdot \pi_{\lambda'} \),

\[
\pi_{\rho'} = \left( \prod_{i=1}^{v_r} \tau_{r_i-i+1} \cdots \tau_{k-i} \right) \cdot \left( \tau_{r-v_r} \cdots \tau_{k-1-v_r} \right) \cdot \left( \prod_{j=v_r+1}^{|C|} \tau_{r_j-j} \cdots \tau_{k-1-j} \right).
\]

\[
\pi_{\lambda'} = \left( \prod_{s=1}^{v_r} \tau_{s+u_s-1} \cdots \tau_{k+s} \right) \cdot \left( \prod_{t=v_r+1}^{|C|} \tau_{t+u_t-1} \cdots \tau_{k+t} \right).
\]

In order to prove what is claimed, we make use of the following properties. Namely, for \( \tau_i \in \mathfrak{S}_n, i = 1, \ldots, n-1 \), we have

\[
t_{i}^2 = id,
\]

\[
\tau_i \cdot \tau_j = \tau_j \cdot \tau_i, \quad \text{for} \quad |i-j| > 1, \quad (A.6)
\]

\[
\tau_i \cdot \tau_{i+1} \cdot \tau_i = \tau_{i+1} \cdot \tau_i \cdot \tau_{i+1}, \quad i = 1, \ldots, n-2.
\]

Employing these relations, in particular the last two ones, and due to the fact that \( r < r_{v_r+1} \), we reformulate the following partial product appearing for \( \pi_{\rho'} \)

\[
\left( \tau_{r-v_r} \cdots \tau_{k-1-v_r} \right) \cdot \left( \tau_{r_{v_r+1}-(v_r+1)} \cdots \tau_{k-1-(v_r+1)} \right)
\]

\[
= \left( \tau_{r-v_r} \cdots \tau_{r_{v_r+1}-v_r-2} \cdot \tau_{r_{v_r+1}-v_r-1} \cdot \tau_{r_{v_r+1}-v_r} \cdot \tau_{r_{v_r+1}-v_r+1} \cdots \tau_{k-1-v_r} \right)
\]

\[
\times \left( \tau_{v_r+1-v_r} \cdot \tau_{v_r+1-v_r-1} \cdots \tau_{k-2-v_r} \right)
\]

\[
= \tau_{v_r+1-v_r} \cdot \left( \tau_{r-v_r} \cdots \tau_{r_{v_r+1}-v_r-2} \right) \cdot \left( \tau_{r_{v_r+1}-v_r-1} \cdot \tau_{r_{v_r+1}-v_r} \cdot \tau_{r_{v_r+1}-v_r+1} \cdots \tau_{k-2-v_r} \right)
\]

\[
\times \left( \tau_{v_r+1-v_r} \cdot \tau_{v_r+1-v_r+1} \cdots \tau_{k-1-v_r} \right)
\]

\[
\times \left( \tau_{v_r+1-v_r} \cdot \tau_{v_r+1-v_r+2} \cdots \tau_{k-1-v_r} \right) \cdot \left( \tau_{v_r+1-v_r+1} \cdots \tau_{k-2-v_r} \right)
\]

\[
= \cdots
\]

\[
= \left( \tau_{v_r+1-(v_r+1)+1} \cdots \tau_{k-(v_r+1)} \right) \cdot \left( \tau_{r-v_r} \cdots \tau_{k-1-v_r} \right),
\]

where to the blue highlighted transpositions the third relation listed in \((A.6)\) was applied. Proceeding in this way, we arrive at

\[
\pi_{\rho'} = \left( \prod_{i=1}^{v_r} \tau_{r_i-i+1} \cdots \tau_{k-i} \right) \cdot \left( \prod_{j=v_r+1}^{|C|} \tau_{r_j-j+1} \cdots \tau_{k-j} \right) \cdot \left( \tau_{r-v_r} \cdots \tau_{k-1-v_r} \right)
\]

\[
= \pi_{\rho} \cdot \prod_{i=r}^{k-1} \tau_{i-v_r}.
\]
It remains to establish the corresponding result for $\pi_{\lambda'}$. To this end, we take a closer look at the second factor appearing in $\pi_{\lambda'}$, namely

$$
\prod_{i=v_r+1}^{\lvert C \rvert} \tau_{l_i+u_i-1} \cdots \tau_{k+1+i}
= (\tau_{v_r+1+u_{v_r+1}-1} \cdots \tau_{k+2+v_r}) \cdot (\tau_{k+1+v_r} \cdot \tau_{k+1+v_r}) \\
\times (\tau_{v_r+2+u_{v_r+2}-1} \cdots \tau_{k+3+v_r}) \cdot (\tau_{k+2+v_r} \cdot \tau_{k+2+v_r}) \cdots (\tau_{\lvert C \rvert + u_{\lvert C \rvert} - 1} \cdots \tau_{\lvert C \rvert + 1+\lvert C \rvert})
\times (\tau_{k+\lvert C \rvert} \cdot \tau_{k+\lvert C \rvert})
= \left( \prod_{i=v_r+1}^{\lvert C \rvert} \tau_{l_i+u_i-1} \cdots \tau_{k+i} \right) \cdot \left( \prod_{j=1}^{\lvert C \rvert - v_r} \tau_{k+1+\lvert C \rvert - j} \right),
$$

where we made use of the fact that $\tau^2_i = id$. Hence, we have

$$
\pi_{\lambda'} = \pi_\lambda \cdot \left( \prod_{j=1}^{\lvert C \rvert - v_r} \tau_{k+1+\lvert C \rvert - j} \right),
$$

and

$$
\pi_{C'} = \pi_{\rho'} \cdot \left( \prod_{i=r}^{k-1} \tau_{i-\rho} \right) \cdot \pi_\lambda \cdot \left( \prod_{j=1}^{\lvert C \rvert - v_r} \tau_{k+1+\lvert C \rvert - j} \right)
= \pi_{\rho'} \cdot \pi_\lambda \cdot \left( \prod_{i=r}^{k-1} \tau_{i-\rho} \right) \cdot \left( \prod_{j=1}^{\lvert C \rvert - v_r} \tau_{k+1+\lvert C \rvert - j} \right) = \pi_{C'} \cdot \pi_{r-v_r}^{k-v_r} \cdot \pi_{k+1+v_r}^{k+1+\lvert C \rvert},
$$
due to the commutativity of $\pi_{\rho'}$ with $\pi_{\lambda'}$ and by means of (3.110). \qed
Appendix B

Background Material

This appendix serves as a glossary for several mathematical topics, relied on in the main text. We shall refrain from giving proofs, however refer to the respective literature.

B.1 Nuclear Maps

This section provides results concerning nuclear maps which are of crucial importance in Chapter 3. Complementary material and proofs to the following statements can be found in e.g. [87, 120].

**Definition B.1.** Let $E$ and $F$ be Banach spaces. A mapping $T \in \mathcal{L}(E, F)$ is called nuclear if there is a sequence of linear functionals $\{a_n\}_{n \in \mathbb{N}} \subset E^*$ and a sequence of vectors $\{y_n\}_{n \in \mathbb{N}} \subset F$ with

$$\sum_{n=1}^{\infty} \|a_n\|_{E^*} \|y_n\|_F < \infty,$$

such that

$$T(x) = \sum_{n=1}^{\infty} a_n(x) y_n, \quad x \in E.$$  \hfill (B.2)

The nuclear norm of such a linear map is defined by

$$\|T\|_1 := \inf \sum_{n=1}^{\infty} \|a_n\|_{E^*} \|y_n\|_F,$$  \hfill (B.3)

where the infimum is taken over all possible representations (B.2) of $T$.

The sets of nuclear, compact and bounded maps between two Banach spaces $E$ and $F$ are, further, denoted by $\mathcal{N}(E, F)$, $\mathcal{K}(E, F)$ and $\mathcal{B}(E, F)$ respectively. The properties collected in Lemma B.2 are frequently used in Section 3.4.4.

**Lemma B.2.** Let $E, F, G, H$ be Banach spaces. Then, we have

i) $\|T\| \leq \|T\|_1$ with $T \in \mathcal{N}(E, F)$,

ii) $\mathcal{N}(E, F) \subset \mathcal{K}(E, F)$,
iii) \((\mathcal{N}(E,F), \| \cdot \|_1)\) is a Banach space,

iv) for \(T \in \mathcal{N}(E,F)\), \(B_1 \in \mathcal{B}(F,G)\) and \(B_2 \in \mathcal{B}(H,E)\) that \(B_1TB_2 \in \mathcal{N}(H,G)\) and

\[
\|B_1TB_2\|_1 \leq \|B_1\| \|T\|_1 \|B_2\|.
\]

Moreover, let \(\mathcal{H}\) be a separable Hilbert space. Then,

v) \(\mathcal{N}(\mathcal{H},\mathcal{H})\) agrees with the set of trace class operators on \(\mathcal{H}\), and further

\[
\|T\|_1 = \text{Tr} |T|, \quad T \in \mathcal{N}(\mathcal{H},\mathcal{H}).
\]

By means of a standard argument [126, Theorem XI.21], the following statement can be proven.

**Lemma B.3.** Let \(T_{a,b} = \bigoplus_{\alpha=1}^{D} T_{a,b}^{[\alpha]}\) be an integral operator on \(L^2(\mathbb{R}) \otimes \mathcal{K}\), \(\dim \mathcal{K} = D < \infty\), which is defined by the kernels

\[
T_{a,b}^{[\alpha]}(\theta, \theta') = \frac{e^{-a \cosh \theta}}{\theta' - \theta + ib}, \quad a > 0, \ b \in \mathbb{R}\setminus\{0\}.
\]

Then, \(T_{a,b}\) is of trace class for any \(a > 0\) and \(b \in \mathbb{R}\setminus\{0\}\) with trace norm bounded by

\[
\|T_{a,b}\|_1 \leq D \|T_{a,b}^{[\alpha]}\|_1 \leq D \cdot 2^{1/4} \cdot \pi^{5/4} \cdot \frac{e^{-a}}{a^{1/4}} \cdot \left[\left(\frac{\pi}{2} + \frac{1}{4a}\right) \cdot \frac{b^4 + 4b^2 + 24}{|b|^5}\right]^{1/2}.
\]

This assertion can be proven along the same lines as in the case \(D = 1\) which was carried out in [98, Appendix B.2]. We only mention that the estimate on the trace norm of \(T_{a,b}\) is a direct consequence of the fact that this integral operator may be expressed as the direct sum \(\bigoplus_{\alpha=1}^{D} T_{a,b}^{[\alpha]}\), where \(T_{a,b}^{[\alpha]}\) acts on \(L^2(\mathbb{R})\) and is of the form (B.5).

**B.2 The Hardy Space \(H^2(\mathcal{T}_C, \mathcal{K}^\otimes n)\)**

In this section we collect general results on the Hardy space \(H^2\) of analytic functions on tube domains \(\mathcal{T}_C\) with values in a finite dimensional Hilbert space \(\mathcal{K}^\otimes n\) as considered in Chapter 3. In the literature mainly the case \(\dim \mathcal{K} = 1\) is treated. However, the properties we are interested in generalize directly to vector-valued functions. We, thus, refer the reader to [138] for a thorough discussion of this topic and further to [98, Appendix C] for a similar compilation including proofs.

**Definition B.4.** Consider the tube

\[
\mathcal{T}_C := \mathbb{R}^n + i\mathcal{C},
\]

with base \(\mathcal{C} \subset \mathbb{R}^n\) being open and convex. Further, let \(\mathcal{K}^\otimes n\) be a finite dimensional Hilbert space. Then, we denote by \(H^2(\mathcal{T}_C, \mathcal{K}^\otimes n)\) the Hardy space consisting of functions
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$h : \mathcal{T}_C \to \mathcal{K}^\otimes n$ which are analytic in $\mathcal{T}_C$ and, moreover, satisfy

$$h_\lambda \in L^2(\mathbb{R}^n, d^n\theta; \mathcal{K}^\otimes n), \quad h_\lambda : \theta \mapsto h(\theta + i\lambda), \quad \lambda \in \mathcal{C}, \quad (B.8)$$

as well as

$$\|h\| := \sup_{\lambda \in \mathcal{C}} \left( \int_{\mathbb{R}^n} d^n\theta \|h(\theta + i\lambda)\|_{\mathcal{K}^\otimes n}^2 \right)^{1/2} < \infty. \quad (B.9)$$

Noting that $H^2(\mathcal{T}_C, \mathcal{K}^\otimes n) \simeq H^2(\mathcal{T}_C) \otimes \mathcal{K}^\otimes n$ and considering an orthonormal basis

$\{e_\alpha : \alpha = 1, \ldots, D = \dim \mathcal{K}\}$

in $\mathcal{K}$ we state the following results.

**Proposition B.5.**

i) $(H^2(\mathcal{T}_C, \mathcal{K}^\otimes n), \| \cdot \|)$ is a Banach space.

ii) Let $h \in H^2(\mathcal{T}_C) \otimes \mathcal{K}^\otimes n$, $K \subset \mathcal{C}$ compact and $k = 1, \ldots, n$, then

$$\lim_{|\theta_k| \to \infty} \sup_{\lambda \in K} |h^\alpha(\theta + i\lambda)| = 0, \quad (B.10)$$

with $\theta_1, \ldots, \theta_{k-1}, \theta_{k+1}, \ldots, \theta_n \in \mathbb{R}$.

iii) Let $h \in H^2(\mathcal{T}_P, \mathcal{K}^\otimes n)$ and $\mathcal{P}$ be an open polyhedron, that is, the interior of the convex hull of a finite subset of $\mathbb{R}^n$. Then, $h$ can be extended to $\mathcal{T}_P$ such that the mapping $\mathcal{P} \ni \lambda \mapsto h_\lambda \in L^2(\mathbb{R}^n, \mathcal{K}^\otimes n)$ is continuous.
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