Abstract—In this work, a new low complexity iterative algorithm for decoding data transmitted over strong phase noise channels is presented. The algorithm is based on the Sum & Product Algorithm (SPA) with phase noise messages modeled as Tikhonov mixtures. Since mixture based Bayesian inference such as SPA, creates an exponential increase in mixture order for consecutive messages, mixture reduction is necessary. We propose a low complexity mixture reduction algorithm which finds a reduced order mixture whose dissimilarity metric is mathematically proven to be upper bounded by a given threshold. As part of the mixture reduction, a new method for optimal clustering provides the closest circular distribution, in Kullback-Leibler sense, to any circular mixture. We further show a method for limiting the number of tracked components and further complexity reduction approaches. We show simulation results and complexity analysis for the proposed algorithm and show better performance than other state of the art low complexity algorithms. We show that the Tikhonov mixture approximation of SPA messages is equivalent to the tracking of multiple phase trajectories, or also can be looked as smart multiple phase locked loops (PLL). When the number of components is limited to one the result is similar to a smart PLL.
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I. INTRODUCTION

Many high frequency communication systems operating today employ low cost upconverters or downconverters which create phase noise. Phase noise can severely limit the information rate of a communications system and pose a serious challenge for the detection systems. Moreover, simple solutions for phase noise tracking such as PLL either require low phase noise or otherwise require many pilot symbols which reduce the effective data rate.

In the last decade we have witnessed a significant amount of research done on joint estimation and decoding of phase noise and coded information. For example, [2] and [1] which are based on the factor graph representation of the joint posterior, proposed in [12] and allows the design of efficient message passing algorithms which incorporate both the code graph and the channel graph. The use of LDPC or Turbo decoders, as part of iterative message passing schemes, allows the receiver to operate in low SNR regions while requiring less pilot symbols.

In order to perform MAP decoding of the code symbols, the SPA is applied to the factor graph. The SP algorithm is a message passing algorithm which computes the exact marginal for each code symbol, provided there are no cycles in the factor graph. In the case of phase noise channels, the messages related to the phase are continuous, thus recursive computation of messages requires computation of integrals which have no analytical solution and the direct application of this algorithm is not feasible. A possible approximation of MAP detection is to quantize the phase noise and perform an approximated SP. The channel phase takes only a finite number of values L, thus creating a trellis diagram representing the random walk. If we suppose a forward - backward scheduling, the SPA reduces to a BCJR run on this trellis following LDPC decoding. This algorithm (called DP - discrete phase in this paper) requires large computational resources (large L) to reach high accuracy, rendering it not practical for some real world applications.

In order to circumvent the problem of continuous messages, many algorithms have resorted to approximations. In [1], the algorithm uses channel memory truncation rather than an explicit representation of the channel parameters. In [2] section B., an algorithm which efficiently balances the tradeoff between accuracy and complexity was proposed (called BARB in this paper). BARB uses Tikhonov distribution parameterizations (canonical model) for all the SPA messages concerning a phase node. However, the approximation as defined in [2], is only good when the information from the LDPC decoder is good (high reliability). In the first iteration the approximation is poor, and in fact exists only for pilot symbols. The LLR messages related to the received symbols which are not pilots are essentially zero (no information). This inability to accurately approximate the messages in the first iterations causes many errors and can create an error floor. This problem is intensified when using either low code rate or high code rate. In the first case, it is since the pilots are less significant, since their energy is reduced. In the second case, the poor estimation of the symbols far away from the pilots cannot be overcome by the error correcting capacity of the code. In order to overcome this limitation, BARB relies on the insertion of frequent pilots to the transmitted block causing a reduction of the information rate.

In this paper, a new approach for approximating the phase noise forward and backward messages using Tikhonov mixtures is proposed. Since SP recursion equations create an exponential increase in the number of mixture components, a mixture reduction algorithm is needed at each phase message calculation to keep the mixture order small. We have tested few state of the art clustering algorithms, and those algorithms failed for this task, and cannot provide proven accuracy. Therefore we have derived a new clustering algorithm. A distinct property of the new algorithm is its ability to provide adaptive mixture order, while keeping specified accuracy constraint,
where the accuracy is the Kullback Leibler (KL) divergence between the original and the clustered pdfs. A proof for the accuracy of this mixture reduction algorithm is also presented in this paper. We show that the process of hypothesis expansion followed by clustering is equivalent to a sophisticated tracker which can track most of the multiple hypotheses of possible phase trajectories. Occasionally, the number of hypotheses grows, and more options for phase trajectories emerge. Each such event causes the tracker to create another tracking loop. In other occasions, two trajectories are merged into one. We show, as an approximation, the tracking of each isolated phase trajectory is equivalent to a PLL and a split event is equivalent to a point in time when a phase slip may happen.

In the second part, we use a limited order Tikhonov mixture. This limitation may cause the tracking algorithm to lose tracking of the correct phase trajectory, and is analogous to a cycle slip in PLL. We propose a method to combat these slips with only a slight increase in complexity. The principle operation of the method is that each time some hypothesis is abandoned, we can calculate the probability of being in the correct trajectory and we can use this information wisely in the calculation of the messages. We provide further complexity reduction approaches. One of these approaches is to abandon the clustering altogether, and replace it by component selection algorithm, which maintains the specified accuracy but requires more components in return. Now the complexity of clustering is traded against the complexity of other tasks. Finally, we show simulations results which demonstrate that the proposed scheme’s Packet Error Rate (PER) are comparable to the DP algorithm and that the resulting computational complexity is much lower than DP and in fact is comparable to the algorithm proposed in [2].

The reminder of this paper is organized as follows. Section II introduces the channel model and presents the derivation of the exact SPA from [2]. In Section III, we introduce the reader to the directional statistics framework, and some helpful results on the KL divergence. Section IV presents the mixture order canonical model and provides a review on mixture reduction algorithms. Section V presents two mixture reduction algorithms for approximating the SP messages. Section VI presents the computation of LLRs. A complexity comparison is carried out in Section VII. Finally, in Section VIII we present some numerical results and in Section IX, we discuss the results and point out some interesting claims.

II. SYSTEM MODEL

In this section we present the system model used throughout this paper. We assume a sequence of data bits is encoded using an LDPC code and then mapped to a complex signal constellation \( \mathcal{A} \) of size \( M \), resulting in a sequence of complex modulation symbols \( \mathbf{c} = (c_0, c_1, ..., c_{K-1}) \). This sequence is transmitted over an AWGN channel affected by carrier phase noise. Since we use a long LDPC code, we can assume the symbols are drawn independency from the constellation. The discrete-time baseband complex equivalent channel model at the receiver is given by:

\[
 r_k = c_k e^{j\theta_k} + n_k \quad k = 0, 1, ..., K - 1. \tag{1}
\]

where \( K \) is the length of the transmitted sequence of complex symbols. The phase noise stochastic model is a Wiener process

\[
 \theta_k = \theta_{k-1} + \Delta_k \tag{2}
\]

where \( \Delta_k \) is a real, i.i.d gaussian sequence with \( \Delta_k \sim \mathcal{N}(0, \sigma_\Delta^2) \) and \( \theta_0 \sim \mathcal{U}[0, 2\pi) \). For the sake of clarify we define pilots as transmitted symbols which are known to both the transmitter and receiver and are repeated in the transmitted block every known number of data symbols. We also define a preamble as a sequence of pilots in the beginning of a transmitted block. We assume that the transmitted sequence is padded with pilot symbols in order to bootstrap the algorithms and maintain the tracking.

A. Factor Graphs and the Sum Product Algorithm

Since we are interested in optimal MAP detection, we will use the framework defined in [12], compute the SPA equations and thus perform approximate MAP detection. The factor graph representation of the joint posterior distribution was given in [2] and is shown in Fig. 1. The resulting Sum & Product messages are computed by

\[
 p_f(\theta_k) = \int_0^{2\pi} p_f(\theta_{k-1}) p_d(\theta_{k-1}) p(\theta_k - \theta_{k-1}) d\theta_{k-1} \tag{3}
\]

\[
 p_b(\theta_k) = \int_0^{2\pi} p_b(\theta_{k+1}) p_d(\theta_{k+1}) p(\theta_{k+1} - \theta_k) d\theta_{k+1} \tag{4}
\]

\[
 p_d(\theta_k) = \sum_{x \in \mathcal{A}} P_d(c_k = x) c_k(c_k, \theta_k) \tag{5}
\]

\[
 P_d(c_k) = \int_0^{2\pi} p_f(\theta_k) p_b(\theta_k) c_k(c_k, \theta_k) d\theta_k \tag{6}
\]

\[
 e_k(c_k, \theta_k) \propto \exp\left\{ -\frac{|r_k - c_k e^{j\theta_k}|^2}{2\sigma^2} \right\} \tag{7}
\]

\[
 p(\theta_k) = \sum_{l=-\infty}^{\infty} g(0, \sigma_\Delta^2, \theta_k - l2\pi) \tag{8}
\]

where \( r_k, P_d, \sigma^2 \) and \( g(0, \sigma_\Delta^2, \theta) \) are the received base band signal, symbol soft information from LDPC decoder, AWGN

![Fig. 1. Factor graph representation of the joint posterior distribution](image-url)
variance and Gaussian distribution, respectively. The messages $p_f(\theta_k)$ and $p_b(\theta_k)$ are called in this paper the forward and backward phase noise SP messages, respectively.

The detection process starts with the channel section providing the first LLRs ($P_n(c_{k_l})$) to the LDPC decoder, and so on. A different scheduling could be applied on a general setting, but this will not be possible with the algorithms in this paper. Due to the fact that the phase symbols are continuous random variables, a direct implementation of these equations is not possible and approximations are unavoidable. Assuming enough quantization levels, the DP algorithm can approximate the above equations as close as we wish. However, this algorithm requires large computational resources to reach high accuracy, rendering it not practical for some real world applications. In [9],[11] and [10], modified Tikhonov approximations were used for the messages in the SPA which lead to a very simple and fast algorithm. In this paper, an approximate inference algorithm is proposed which better balances the tradeoff between accuracy and complexity for strong phase noise channels.

III. Preliminaries

A. Directional Statistics

Directional statistics is a branch of mathematics which studies random variables defined on circles and spheres. For example, the probability of the wind to blow at a certain direction. The circular mean and variance of a circular random variable $\theta$, are defined in [7], as

\[ \mu_C = \mathbb{E}(e^{i\theta}) \]

(9)

\[ \sigma^2_C = \mathbb{E}(1 - \cos(\theta - \mu_C)) \]

(10)

One can see that for small angle variations around the circular mean, the definition of the circular variance coincides with the standard definition of the variance of a random variable defined on the real axis, since $1 - \cos(\theta - \mu_C) \approx (\theta - \mu_C)^2$. One of the most commonly used circular distributions is the Tikhonov distribution and is defined as,

\[ g(\theta) = \frac{\text{Re}[\kappa_\sigma e^{-j(\theta - \mu_\sigma)}]}{2\pi I_0(\kappa_\sigma)} \]

(11)

According to [9] and [10], the circular mean and circular variance of a Tikhonov distribution are,

\[ \mu_C = \mu_\sigma \]

(12)

\[ \sigma^2_C = 1 - \frac{I_1(\kappa_\sigma)}{I_0(\kappa_\sigma)} \]

(13)

where $I_0(x)$ and $I_1(x)$ are the modified Bessel function of the first kind of the zero and first order, respectively. An alternative formulation for the Tikhonov pdf uses a single complex parameter $z = \kappa_\sigma e^{j\mu_\sigma}$ residual phase noise in a first order PLL when the input phase noise is constant is the tikhonov distribution

B. Circular Mean & Variance Matching

In this section we will present a new theorem in directional statistics. The theorem states that the nearest Tikhonov distribution, $g(\theta)$, to any circular distribution $f(\theta)$ (in a Kullback Liebler (KL) sense), has its circular mean and variance matched to those of the circular distribution. The Kullback Liebler (KL) divergence is a common information theoretic measure of similarity between probability distributions, and is defined as [6],

\[ D(f||g) = \int_0^{2\pi} f(\theta) \log \frac{f(\theta)}{g(\theta)} d\theta \]

(14)

Definition 1: We define the operator $g(\theta) = \text{CMVM}[f(\theta)]$ (Circular Mean and Variance Matching), to take a circular pdf $f(\theta)$ and create a Tikhonov pdf $g(\theta)$ with the same circular mean and variance.

Theorem 3.1: (CMVM): Let $f(\theta)$ be a circular distribution, then the Tikhonov distribution $g(\theta)$ which minimizes $D(f||g)$ is,

\[ g(\theta) = \text{CMVM}[f(\theta)] \]

(15)

The proof can be found in appendix A.

C. Helpful Results for KL Divergence

We introduce the reader to three results related to the Kullback-Leibler Divergence which will prove helpful in the next sections.

Lemma 3.2: Suppose we have two mixtures, $f(\theta)$ and $g(\theta)$,

\[ f(\theta) = \sum_{i=1}^{M} \alpha_i f_i(\theta) \]

\[ g(\theta) = \sum_{i=1}^{M} \alpha_i g_i(\theta) \]

(16)

\[ D_{KL}(\sum_{i=1}^{M} \alpha_i f_i(\theta)||g(\theta)) \leq \sum_{i=1}^{M} \alpha_i D_{KL}(f_i(\theta)||g(\theta)) \]

(17)

The proof of this bound can be found in [8] and is based on the Jensen inequality.

Lemma 3.3: Suppose we have three distributions, $f(\theta), g(\theta)$ and $h(\theta)$. We define the following mixtures,

\[ f_1(\theta) = \alpha f(\theta) + (1 - \alpha) g(\theta) \]

\[ f_2(\theta) = \alpha f(\theta) + (1 - \alpha) h(\theta) \]

(18)

for $0 \leq \alpha \leq 1$

Then,

\[ D_{KL}(f_1(\theta)||f_2(\theta)) \leq (1 - \alpha) D_{KL}(g(\theta)||h(\theta)) \]

(19)

The proof for this identity can also be found in [8].

Lemma 3.4: Suppose we have two mixtures, $f(\theta)$ and $g(\theta)$, of the same order $M$,

\[ f(\theta) = \sum_{i=1}^{M} \alpha_i f_i(\theta) \]

(20)
and
\[ g(\theta) = \sum_{j=1}^{M} \beta_j g_j(\theta) \]

Then the KL divergence between them can be upper bounded by,
\[ D_{KL}(f(\theta)||g(\theta)) \leq D_{KL}(\alpha||\beta) + \sum_{i=1}^{M} \alpha_i D_{KL}(f_i(\theta)||g_i(\theta)) \] (20)

where \( D_{KL}(\alpha||\beta) \) is the KL divergence between the probability mass functions defined by all the coefficients \( \alpha_i \) and \( \beta_i \). The proof of this bound uses the sum log inequality and can be found in [4].

IV. TIKHONOV MIXTURE CANONICAL MODEL

In this section we will present the Tikhonov mixture canonical model for approximating the forward and backward phase noise SP messages. Firstly, we will give insight to the motivation of using a mixture model for \( p_f(\theta_k) \) and \( p_b(\theta_k) \). The message, \( p_f(\theta_k) \), is the posterior phase distribution given the causal information \((r_0, ..., r_{k-1})\). If we look at the (local) maximum over time we observe a phase trajectory. A phase trajectory is an hypothesis about the phase noise process given the data. In case of zero a priori information, there will be a \( \frac{2\pi}{M} \) ambiguity in the phase trajectory, i.e. there will be \( M \) parallel phase trajectories with \( \frac{2\pi}{M} \) separation between them.

Having a priori information on the data, such as preamble or pilots, can strengthen the correct hypothesis and gradually remove wrong trajectories. However, as we get far away from the known data, more hypotheses emerge. This dynamics is illustrated in Fig. 2 where we have plotted in three dimensions the forward phase noise messages (\( p_f(\theta_k) \)) of the DP algorithm. The DP algorithm computes the phase forward messages (3) on a quantized phase space. The axes represent the time sample index, the quantized phase for each symbol and the Z-axis is the posterior probability. In this figure there is only a small preamble in the beginning and the end of the block and thus the first forward messages are single mode Tikhonov distributions, which form a single trajectory in the beginning of the figure and converges to a single trajectory in the end. After the preamble, due to additive noise and phase noise, occasionally the algorithm cannot decide which is the correct phase trajectory due to ambiguity in the symbols, thus it suggests to continue with two trajectories each with its relative probability of occurring. This point is a split in the phase trajectories and is analogous to a cycle slip in a PLL. If we approximate the messages at each point in time as a a Tikhonov mixture with varying order, then each time we have a split, more components are added to the mixture, and each time there is a merge, the number of components decreases. This understanding of the underlying structure of the phase messages is one of the most important contributions of this paper and is the basis of the mixture model approach.

The advantage of using mixtures is in the ability to track several phase trajectories simultaneously and provide better extrinsic information to the LDPC decoder, which in turn will provide better information on the code symbols to the phase estimator. In this way the joint detection and estimation will converge quickly and avoid error floors. However, as will be shown in a later section, the approximation of SP messages using mixtures is a very difficult task since the mixture order increases exponentially as we progress the phase tracking along the received block. Therefore, there is a need for an efficient dimension reduction algorithm. In the following sections we will propose a mixture reduction algorithm for the adaptive mixture model. But first we will formulate the mixture reduction task mathematically and describe algorithms which attempt to accomplish this task.

A. Mixture Reduction - Problem Formulation

As proposed above, the forward and backward messages are approximated using Tikhonov mixtures,

\[ p_f(\theta_k) = \sum_{i=1}^{N_f} \alpha_i^{k,f} t_i^{k,f}(\theta_k) \] (21)

\[ p_b(\theta_k) = \sum_{i=1}^{N_b} \alpha_i^{k,b} t_i^{k,b}(\theta_k) \] (22)

where:

\[ t_i^{k,f}(\theta_k) = \frac{e^{Re[|z_i^{k,f}|^2]}}{2\pi I_0(|z_i^{k,f}|)} \] (23)

\[ t_i^{k,b}(\theta_k) = \frac{e^{Re[|z_i^{k,b}|^2]}}{2\pi I_0(|z_i^{k,b}|)} \] (24)

and, \( \alpha_i^{k,f}, \alpha_i^{k,b}, z_i^{k,f}, z_i^{k,b} \) are the mixture coefficients and Tikhonov parameters of the forward and backward messages of the phase sample. If we insert approximations (21) and (22) into the forward and backward recursion equations (3) and (4) respectively, we get,

\[ \hat{p}_f(\theta_k) = \sum_{i=1}^{N_f-1} \int_0^{2\pi} \alpha_i^{k-1,f} t_i^{k-1,f}(\theta_{k-1}) p_d(\theta_{k-1}) p_\Delta(\theta_k - \theta_{k-1}) d\theta_{k-1} \] (25)
It is shown in [2] that the convolution of a Tikhonov and a Gaussian distribution is a Tikhonov distribution,

\[ \tilde{p}_f(\theta_k) = \sum_{i=1}^{N^{k-1}} \sum_{x \in \Lambda} \alpha_i^{k-1} f^{\lambda_{i,x}^{k-1}} e^{\frac{1}{2} \pi I_0(\|\gamma_{\sigma, \tilde{Z}_{i,x}^{k-1}, f} - j\theta_k\|)} + \frac{r^{k-1} x^*}{\sigma^2} \]

where,

\[ \gamma_{\sigma, Z} = \frac{Z}{1 + |Z|^2} \]

where \( A \) and \( B \) are normalization constants.

Therefore, equations (27) and (28) are Tikhonov mixtures of order \( N^k f \) and \( N^k B \). Since we do not want to increase the mixture order every symbol, a mixture dimension reduction algorithm must be derived which captures "most" of the information in the mixtures \( \tilde{p}_f(\theta_k) \) and \( \tilde{p}_b(\theta_k) \), while keeping the computational complexity low. From now on, we will present only the forward approximations, but the same applies for the backward.

There are many metrics used for mixture reduction. The two most commonly used are the Integral Squared Error (ISE) and the KL. The ISE metric is defined for mixtures \( f(\theta) \) and \( g(\theta) \) as follows,

\[ D_{ISE}(f(\theta)||g(\theta)) = \int_0^{2\pi} (f(\theta) - g(\theta))^2 d\theta \]

We chose the KL divergence for the cost function between the reduced mixture and the original mixture rather than ISE, since the former is expected to get better results. For example, assume a scenario where there is a low probability isolated cluster of components, then if the reduction algorithm would prune that cluster the ISE based cost will not be affected. However, the KL based reduction will have to assign a cluster since the cost of not approximating it, is very high.

In general, the KL divergence does not take in to account the probability of the components while the ISE does. This feature of KL is useful since we wish to track all the significant phase trajectories regardless of their probability. We define the following mixture reduction task using the Kullback Leibler divergence - Given a Tikhonov mixture \( f(\theta) \) of order \( L \), find a Tikhonov mixture \( g(\theta) \) of order \( N \) \((L > N)\), which minimizes,

\[ D_{KL}(f(\theta)||g(\theta)) \]

where,

\[ f(\theta) = \sum_{i=1}^{L} \alpha_i f_i(\theta) \]

\[ g(\theta) = \sum_{j=1}^{N} \beta_j g_j(\theta) \]

where \( f(\theta) \) is the mixture \( \tilde{p}_f(\theta_k) \) and the reduced order mixture \( g(\theta) \) will be the next forward message, \( p_f(\theta_k) \). We would like to provide an additional insight to choosing KL. The information theoretic meaning of KL divergence is that we wish that the loss in bits when compressing a source of probability \( f(\theta) \), with a code matched to the probability \( g(\theta) \) will be not larger than \( \epsilon \). Thus, we wish to find a lower order mixture \( f(\theta) \) which is a compressed version of \( f(\theta) \).

B. Mixture Reduction algorithms - Review

There is no analytical solution for [35], but there are many mixture reduction algorithms which provide a suboptimal solution for it. They can be generally classified in to two groups, local and global algorithms. The global algorithms attempt to solve (35) by gradient descent type solutions which are very computationally demanding. The local algorithms usually start from a large mixture and prune out components/merge similar components, according to some rule, until a target mixture order is reached. A very good summary of many of these algorithms can be found in [33]. The global algorithms do not deal with KL divergence and thus are not suited for our problem. We will review two local algorithms in the following section which provide the best performance in the sense of best balancing the tradeoff between complexity and accuracy, and show why they fail for our case. The first algorithm is the one proposed in [8]. This algorithm minimizes a local problem, which sometimes provides a good approximation for [35].

Given [36], the algorithm finds a pair of mixture components, \( f_i^* \) and \( f_k^* \) which satisfy,

\[ [i^*, k^*] = \arg \min_{i,k} D_{KL}(\alpha f_i + (1 - \alpha) f_k || g_j(\theta)) \]

where,

\[ g_j(\theta) = CMVM(\alpha f_i + (1 - \alpha) f_k) \]

and \( \alpha \) is normalized probability of \( f_i \) after dividing by the sum of the probabilities of \( f_i \) and \( f_k \). The algorithm merges the two components to \( g_j(\theta) \), thus the order of [36] has now decreased by one. This procedure is now repeated on the new mixture iteratively to find another optimal pair until the target mixture order is reached. It should be noted that the component’s probability influences the metric (38). Suppose we have two very different components, one with high probability and another with very low probability, which
is the correct hypothesis. Then the algorithm may choose to cluster them, and the low probability component will be lost which may be the correct trajectory. Another algorithm is the one proposed in [5], which also does not directly solve (35), but defines another metric which is much easier to handle mathematically. The algorithm’s operation is very similar to the K-means algorithm. It first chooses an initial reduced mixture $g(\theta)$ and then iteratively performs the following.

1) Select the clusters - Map all $f_i$ to the $g_j$ which minimizes $D_{KL}(f_i||g_j)$  
2) Regroup - For all $j$, optimally cluster the elements $f_i$ which were mapped to each $g_j$ to create the new $g(\theta)$

This algorithm is dependent on initial conditions in order to converge to the lowest mixture. Also, the iterative process increases the computational complexity significantly. In [3] and [8], the Gaussian case was considered, thus the clustering was performed using Gaussian moment matching. For our setting, we have taken the liberty to change the moment matching to CMVM, since we have Tikhonov distributions and not Gaussian. Note that in both algorithms, the target order must be defined before operation, since they have to know when to stop. Selecting the proper target mixture order is a difficult task. On one hand, if we choose a large target order, then the complexity will be too high. On the other hand, if we choose the order to be low then the algorithm may cluster components which clearly need not be merged but since they provide the minimal KL divergence, they are clustered. Therefore, in order to maintain a good level of accuracy, the task should be to guarantee an upper bound on the KL divergence and not try to unsuccessfully minimize it. Moreover, it should be noted that in our setting the mixture reduction task (35), is performed many times and not once. Therefore, there may not be a need to have the same reduced mixture order for each symbol. These ideas will lead us to the approach presented in the next section of the adaptive mixture canonical model.

V. A NEW APPROACH TO MIXTURE REDUCTION

We have seen that the current state of the art low complexity mixture reduction algorithms based on a fixed target mixture order do not provide good enough approximations to (35). Moreover, the choice of the mixture order plays a crucial part in the clustering task. On one hand, a small mixture will provide poor SP message approximation which will propagate over the factor graph and cause a degradation in performance. On the other hand, a large mixture order will demand too many computational resources. Instead of reducing (27) and (28) to a fixed order, we propose a new approach which has better accuracy while keeping low complexity. Since we are performing Bayesian inference on a large data block, we have many mixture reductions to perform rather than just a single reduction. Therefore, in terms of computational complexity, it is useful to use different mixture orders for different symbols and look at the average number of components as a measure of complexity. This new observation is critical in achieving high accuracy and low PER while keeping computational complexity low. We define the new mixture reduction task -

Given a Tikhonov mixture $f(\theta)$,

$$f(\theta) = \sum_{i=1}^{L} \alpha_i f_i(\theta)$$  \hspace{1cm} (40)

Find the Tikhonov mixture $g(\theta)$ with the minimum number of components $N$

$$g(\theta) = \sum_{j=1}^{N} \beta_j g_j(\theta)$$  \hspace{1cm} (41)

which satisfy,

$$D_{KL}(f(\theta)||g(\theta)) \leq \epsilon$$  \hspace{1cm} (42)

Solving this new task will guarantee that the accuracy of the approximation is upper bounded so we can keep the PER levels low. Moreover, simulations show that the resulting mixtures are of very small sizes. In the following section, we will show a low complexity algorithm which finds a mixture $g(\theta)$ whose average number of mixture components is low.

A. Mixture Reduction Algorithm

In this section, a mixture reduction algorithm is proposed which is suboptimal in the sense that it does not have the minimal number of components, but finds a low order mixture which satisfies (42), for any $\epsilon$. The algorithm, whose details are given in pseudo-code in Algorithm 1, uses the CMVM approach, for optimally merging a Tikhonov mixture to a single Tikhonov distribution.

**Algorithm 1 Mixture Reduction Algorithm**

```plaintext
j \leftarrow 1
while |f(\theta)| > 0 do
    lead \leftarrow \text{argmax}\{\alpha_i\}
    for i = 1 \rightarrow |f(\theta)| do
        if $D_{KL}(f_i(\theta)||f_{\text{lead}}(\theta)) \leq \epsilon$ then
            idx \leftarrow [idx, i]
        end if
    end for
    $\beta_j \leftarrow \sum_{i \in idx} \alpha_i$
    $g_j(\theta) \leftarrow \text{CMVM}(\sum_{i \in idx} \alpha_i f_i(\theta))$
    $f(\theta) \leftarrow f(\theta) - \sum_{i \in idx} \alpha_i f_i(\theta)$
    Normalize $f(\theta)$
    j \leftarrow j + 1
end while
```

The input to this algorithm, $f(\theta)$, is the Tikhonov mixture (27) and the output Tikhonov mixture $g(\theta)$ is a reduced version of $f(\theta)$ and approximates the next forward or backward messages. Note that the function $|f(\theta)|$ outputs the number of Tikhonov components in the Tikhonov mixture $f(\theta)$. The computations of $D_{KL}(f_i(\theta)||f_{\text{lead}}(\theta))$ and $\text{CMVM}(\sum_{i \in idx} \alpha_i f_i(\theta))$ are detailed in appendices C and B. In the beginning of each iteration, the algorithm selects the highest probability mixture component and clusters it with all the components which are similar to it (KL sense). It then finds the next highest probability component and performs the
same until there are no components left to cluster. We will now show that for any $\epsilon$, the algorithm satisfies (42).

**Theorem 5.1: (Mixture Reduction Accuracy):** Let $f(\theta)$ be a Tikhonov mixture of order $L$ and $\epsilon$ be a real positive number. Then, applying the Mixture Reduction Algorithm 1 to $f(\theta)$ using $\epsilon$, produces a Tikhonov mixture $g(\theta)$, of order $N$ which satisfies,

$$D_{KL}(f(\theta) || g(\theta)) \leq \epsilon$$ \hfill (43)

**Proof:** In the first iteration, the algorithm selects the highest probability mixture component of (40) and denotes it as $f_{lead}(\theta)$. Let $M_0$, be the set of mixture components $f_i(\theta)$ selected for clustering,

$$M_0 = \{ f_i(\theta) | D_{KL}(f_i(\theta)||f_{lead}(\theta)) \leq \epsilon \}$$ \hfill (44)

and $M_1$ be the set of mixture components which were not selected,

$$M_1 = \{ f_i(\theta) | D_{KL}(f_i(\theta)||f_{lead}(\theta)) > \epsilon \}$$ \hfill (45)

Thus,

$$\sum_{i \in M_0} \frac{\alpha_i}{\beta_1} D_{KL}(f_i(\theta)||f_{lead}(\theta)) \leq \epsilon$$ \hfill (46)

where,

$$\beta_1 = \sum_{i \in M_0} \alpha_i$$ \hfill (47)

Using Lemma (3.2),

$$D_{KL}\left(\sum_{i \in M_0} \frac{\alpha_i}{\beta_1} f_i(\theta) || f_{lead}(\theta)\right) \leq \epsilon$$ \hfill (48)

The algorithm then clusters all the distributions in $M_0$ using CMVM,

$$g_1(\theta) = CMVM\left(\sum_{i \in M_0} \frac{\alpha_i}{\beta_1} f_i(\theta)\right)$$ \hfill (49)

then, using Theorem (3.1),

$$D_{KL}\left(\sum_{i \in M_0} \frac{\alpha_i}{\beta_1} f_i(\theta) || g_1(\theta)\right) \leq$$ \hfill (50)

$$D_{KL}\left(\sum_{i \in M_0} \frac{\alpha_i}{\beta_1} f_i(\theta) || f_{lead}(\theta)\right)$$ \hfill (51)

which means that,

$$D_{KL}\left(\sum_{i \in M_0} \frac{\alpha_i}{\beta_1} f_i(\theta) || g_1(\theta)\right) \leq \epsilon$$ \hfill (52)

We can rewrite the mixtures $f(\theta)$ and $g(\theta)$ in the following way,

$$f(\theta) = \alpha_{M_0} f_{M_0}(\theta) + \alpha_{M_1} f_{M_1}(\theta)$$ \hfill (53)

$$g(\theta) = \beta_1 g_1(\theta) + (1 - \beta_1) h(\theta)$$ \hfill (54)

where,

$$\alpha_{M_0} = \sum_{i \in M_0} \alpha_i$$ \hfill (55)

$$\alpha_{M_1} = \sum_{i \in M_1} \alpha_i$$ \hfill (56)

Using (47),

$$\alpha_{M_1} = \beta_i$$ \hfill (57)

Therefore (52) and (53) are two mixtures of the same size and have exactly the same coefficients, thus the KL of the probability mass functions induced by the coefficients of both mixtures is zero. Using Lemma (3.3),

$$D_{KL}(f(\theta) || g(\theta)) \leq \beta_1 D_{KL}(f_{M_0}(\theta) || g_1(\theta)) + (1 - \beta_1) D_{KL}(f_{M_1}(\theta) || h(\theta))$$ \hfill (58)

using (50) we get,

$$D_{KL}(f(\theta) || g(\theta)) \leq \beta_1 \epsilon + (1 - \beta_1) D_{KL}(f_{M_1}(\theta) || h(\theta))$$ \hfill (59)

If we find a Tikhonov mixture $h(\theta)$, which satisfies,

$$D_{KL}(f_{M_1}(\theta) || h(\theta)) \leq \epsilon$$ \hfill (60)

then we will prove the theorem. But (60) is exactly the same as the original problem, thus applying the same clustering steps as described earlier on the new mixture $f_{M_1}(\theta)$ will ultimately satisfy,

$$D_{KL}(f(\theta) || g(\theta)) \leq \epsilon$$ \hfill (61)

\[ \square \]

**B. Mixture Reduction As Phase Noise Tracking**

Recall in Fig. 2 that the phase noise messages can be viewed as multiple separate phase trajectories, then the mixture reduction algorithm can be viewed as a scheme to map the different mixture components to different phase trajectories. The mixture reduction algorithm receives a mixture describing the next step of all the trajectories and assigns it to a specific trajectory, thus we are able to accurately track all the hypotheses for all the phase trajectories. Assuming slowly varying phase noise and high SNR, the mixture reduction tracking loop $i$, $\hat{\theta}_k^i$ for each trajectory can be computed in the following manner,

$$\hat{\theta}_k^i = \hat{\theta}^i_{k-1} + \frac{|r_{k-1}^i| c_t}{G_{k-1} \sigma^2} (\xi_{r_{k-1}^i} + \xi_{c_t} - \hat{\theta}^i_{k-1})$$ \hfill (62)

where, $c_t$ and $G_{k-1}$ are a soft decision of the constellation symbol and the inverse conditional MSE for $\hat{\theta}_{k-1}$, respectively. The proof for this claim is provided in appendix D. Thus the mixture reduction is equivalent to multiple soft decision first order PLLs with adaptive loop gains. Whenever the mixture components of the SPA message become too far apart, a split occurs and automatically the number of tracking loops increases in order to track the new trajectories.
C. Limited Order Adaptive Mixture

In the previous section, we have presented an algorithm which adaptively changes the canonical model’s mixture order, with no upper bound. This enabled us to track all the significant phase trajectories in the SP messages. However, there may be scenarios with limited complexity, in which we are forced to have a limited number of mixture components, thus we can track only a limited number of phase trajectories. If the number of significant phase trajectories is larger than the maximum number of mixture components allowed, then we might miss the correct trajectory. For example, if we limit the number of tracked trajectories to one, we get an algorithm very close to a PLL. In this case whenever a split event occurs, we have to choose one of the trajectories and abandon the other and in case we chose the wrong one, we experience a cycle slip. Analogously we can call cycle slip the event of missing the right trajectory even when more than one trajectory is available. In this section, assuming pilots are present, we propose an improvement to Algorithm 1, which provides a solution to the missed trajectories problem. The improved algorithm still uses a mixture canonical model for the approximation of messages in the SPA but with an additional variable \( \phi_k^f \) (for backward recursions \( \phi_k^b \)), which approximates, online, the probability that the tracked trajectories include the correct one. This approach enables us to track phase trajectories while maintaining a level of their confidence. We apply the previously used clustering based on the KL divergence in order to select which of the components of the mixture are going to be approximated by a Tikhonov mixture, while the rest of the components will be ignored, but their total probabilities will be accumulated. We then use pilot symbols and \( \phi_k^f \) in order to regain tracking if a cycle slip has occurred. This approach proves to be robust to phase slips and provides a high level of accuracy while keeping a low computational load. The resulting algorithm was shown, in simulations, to provide very good performance in high phase noise level and very close to the performance of the optimal algorithm even for mixtures of order 1,2 and 3.

1) Modified Reduction Algorithm: We denote the modification of Algorithm 1 for limited complexity, as Algorithm 2. This algorithm selects some components from a Tikhonov mixture, \( f(\theta) \) and clusters them to an output Tikhonov mixture \( g(\theta) \) of maximum order \( L \). We initialize \( \phi_0^f = 1 \), which means that in the first received sample, for the forward recursion, there is no cycle slip. Note that Algorithm 2, is identical to Algorithm 1 apart for the computation of \( \phi_k^f \). For each iteration, Algorithm 2, selects the most probable component in \( \{ 27 \} \) and clusters all the mixture components similar to it. The algorithm then removes this cluster and finds another cluster similarly. When there are no more components in \( f(\theta) \) or the maximum allowed mixture order is reached, the algorithm computes \( \phi_k^f \). As discussed earlier, this variable represents the probability that a cycle slip has not occurred. The algorithm sums up the probabilities of the clustered components in \( f(\theta) \) and multiplies that with \( \phi_{k-1}^f \) to get \( \phi_k^f \). Suppose we have clustered all the components in \( f(\theta) \), then \( \phi_{k-1}^f \) will be equal to \( \phi_k^f \). That suggests that the probability that a cycle slip has occurred before sample \( k-1 \) is the same as for sample \( k \). This is in agreement with the fact that no trajectories were ignored at the reduction from \( k-1 \) to \( k \). For low enough \( \epsilon \), \( \phi_k^f \) is a good approximation of that probability.

2) Recovering From Cycle Slips: In this section, we propose to use \( \phi_{k-1}^f \), the probability that a cycle has not occurred, and the information conveyed by pilots in order to combat cycle slips. In case of a cycle slip, the phase message estimator based on the tracked trajectories is useless and we need to find a better estimation of the phase message. We propose to estimate the message using only the pilot symbol, \( p_d(\theta_{k-1}) \). However, if a cycle slip has not occurred, then estimating the phase message based only on the pilot symbol might damage our tracking. Therefore, once a pilot symbol arrives, we will average the two proposed estimators according to \( \phi_{k-1}^f \).

\[
q_f(\theta_{k-1}) = \phi_{k-1}^f p_f(\theta_{k-1}) + (1 - \phi_{k-1}^f) \frac{1}{2\pi} \tag{63}
\]

If a cycle slip has occurred and \( \phi_{k-1}^f \) is low, then the pilot will, in high probability, correct the tracking. We present the proposed approach in pseudo-code in Algorithm (3).

| Algorithm 2 Modified Mixture Reduction Algorithm |
|--------------------------------------------------|
| \( j \leftarrow 1 \) |
| while \( j \leq L \) or \( |f(\theta)| > 0 \) do |
| lead \leftarrow \text{argmax}\{\theta_i\} |
| for \( i = 1 \rightarrow |f(\theta)| \) do |
| if \( D_{KL}(f_i(\theta)||f_{lead}(\theta)) \leq \epsilon \) then |
| \( idx \leftarrow [idx,i] \) |
| end if |
| end for |
| \( \beta_j \leftarrow \sum_{i \in idx} \alpha_i \) |
| \( g_j(\theta) \leftarrow \text{CMVM}(\sum_{i \in idx} \alpha_i f_i(\theta)) \) |
| \( f(\theta) \leftarrow f(\theta) - \sum_{i \in idx} \alpha_i f_i(\theta) \) |
| Normalize \( f(\theta) \) |
| \( j \leftarrow j + 1 \) |
| end while |
| \( \phi_k^f \leftarrow (\sum_j \beta_j) \phi_{k-1}^f \) |

VI. Computation of \( P_n(c_k) \)

As discussed in section 1, after computing the forward and backward messages, the next step of the SP algorithm is to compute \( P_n(c_k) \). These messages describe the LLR of a code symbol based on the channel part of the factor graph. These messages are sent to the LDPC decoder and the correct approximation of these messages is crucial for the decoding of the LDPC. When using Algorithm 1 for the computation of the forward and backward messages, we use the reduced mixtures with \( 27 \) and analytically compute the message. However, when using a limited order mixture and Algorithm 2 with the cycle slip recovery method in Algorithm 3, we use \( \phi_k^f \) and \( \phi_k^b \) in order to better the estimation of the messages. Thus \( P_n(c_k) \) is a weighted summation of four components which can be interpreted as conditioning on the probability that a phase slip
has occurred for each recursion (forward and backward). This will ensure that the computation of \( P_u(c_k) \) is based on the most reliable phase posterior estimations, even if a phase slip has occurred in a single recursion (forward or backward). We insert the mixture (63) into (6),

\[
P_u(c_k) \propto \int_{0}^{2\pi} q_f(\theta_k)q_b(\theta_k)c_k(\theta_k)d\theta_k
\]

where \( q_f(\theta_k) \) and \( q_b(\theta_k) \) are defined in Algorithm 3. We decompose the computation to a summation of four components,

\[
P_u(c_k) \propto A + B + C + D
\]

where

\[
A = \phi_k^f \phi_k^b \int_{0}^{2\pi} p_f(\theta_k)p_s(\theta_k)c_k(\theta_k)d\theta_k
\]

\[
B = \phi_k^f (1 - \phi_k^b) \int_{0}^{2\pi} p_f(\theta_k) \frac{1}{2\pi} c_k(\theta_k)d\theta_k
\]

\[
C = (1 - \phi_k^f) \phi_k^b \int_{0}^{2\pi} \frac{1}{2\pi} p_b(\theta_k)c_k(\theta_k)d\theta_k
\]

\[
D = (1 - \phi_k^f)(1 - \phi_k^b) \int_{0}^{2\pi} \frac{1}{2\pi} \frac{1}{2\pi} c_k(\theta_k)d\theta_k
\]

We will detail the computation of \( A \), but the same applies to the other components of (65). We use the mixture form defined in (21) and (22).

We define the following,

\[
Z_{\psi} = z_i^{k,f} + z_j^{k,b} + \frac{t_kc_k^*}{\sigma^2}
\]

and get,

\[
A = \sum_{i=1}^{N_f} \sum_{j=1}^{N_b} \alpha_i^{k,f} \alpha_j^{k,b} \frac{I_0(|Z_{\psi}|)}{2\pi I_0(|Z_{\psi}^{k,f}|)I_0(|Z_{\psi}^{k,b}|)}
\]

When implementing the algorithm in log domain, we can simplify (71), by using (91),

\[
\log \left( \frac{I_0(|Z_{\psi}|)}{2\pi I_0(|Z_{\psi}^{k,f}|)I_0(|Z_{\psi}^{k,b}|)} \right) \approx |Z_{\psi}| - |z_i^{k,f}| - |z_j^{k,b}|
\]

and for large enough \( |z_i^{k,f}| \) and \( |z_j^{k,b}| \)

\[
\log \left( \frac{I_0(|Z_{\psi}|)}{2\pi I_0(|Z_{\psi}^{k,f}|)I_0(|Z_{\psi}^{k,b}|)} \right) \approx |Z_{\psi}| - |z_i^{k,f}| - |z_j^{k,b}|
\]

VII. COMPLEXITY

In this section we will detail the computational complexity of the proposed algorithms and compare the complexity to the DP and BARB algorithms. Since the mixture order changes between symbols and LDPC iterations, we can not give an exact expression for the computational complexity. Therefore, in order to assess the complexity of the algorithms, we denote the average number of components in the canonical model per sample, as \( \gamma(i) \), where \( i \) is the index of the LDPC iteration. \( \gamma(i) \), decreases in consecutive LDPC iterations due to the fact that the LDPC decoder provides better soft information on the symbols thus resolving ambiguities and decreasing the required number of components in the mixture. This value, \( \gamma(i) \), depends mainly on the number of ambiguities that the phase estimation algorithm suffers. These ambiguities are a function of the SNR, phase noise variance and algorithmic design parameters such as the number of LDPC iteration, KL threshold - \( \epsilon \) and the pilot pattern.

The significant difference in computational complexity between the DP and the mixture based algorithms stems from the fact that multi modal SPA messages are not well characterized by a single Tikhonov and the DP algorithm must use many quantization levels to accurately describe them. However, the mixture algorithm is successful in characterizing these messages using few mixture parameters and this difference is very significant as the modulation order increases. The mixture algorithm starts out by approximating the forward and backward messages using Tikhonov mixtures. These mixtures are then inserted into (3) and (4) to produce larger mixtures (27) and (28). Next, the mixture reduction scheme produces a reduced mixture which is used to compute \( P_u(c_k) \). On average, for a given LDPC iteration \( i \), the forward message, \( p_f(\theta_k) \), is a Tikhonov mixture of order \( \gamma(i) \). After applying (3), the mixture increases to order \( M\gamma(i) \) and is sent to the mixture reduction algorithm. Also on average, the clustering algorithm performs \( \gamma(i) \) clustering operations on \( M \) components. The clustered mixtures are then used to compute \( P_u(c_k) \) which is a multiplication of the forward and backward mixtures. In appendices (B) and (C), we have described the computation of KL divergence, \( D_{KL}(f_i(\theta)||f_{LDPC}(\theta)) \) and the application of the CMVM operator on the clustered components - \( g_j(\theta) \leftarrow CMVM_{M} \left( \sum_{i} z_{i}^{k,f}f_i(\theta) \right) \). In order to further reduce the complexity of the proposed algorithm, the variables representing probabilities are stored in log domain and summation.
of these variables is approximated using the \( \max \) operation. We also use the fact that for large \( x \), \( \log(I_0(x)) \approx x \) and approximate the KL divergence in (104) as,

\[
D_{KL} \approx |z_2|(1 - \cos(\angle z_1 - \angle z_2))
\]  

(74)

There is an option to abandon the clustering altogether, and replace it by a component selection algorithm, which maintains the specified accuracy but requires more components in return. Now the complexity of clustering is traded against the complexity of other tasks. The selection algorithm is a simple modification in the algorithm. Instead of using CMVM to cluster several close components, we simply choose \( f_{lead}(\theta) \) as the result of the clustering. Recalling (50), we note that \( f_{lead}(\theta) \) satisfies the accuracy condition and Theorem 5.1 still holds. Thus we will not suffer degradation in maximum error if we use this approximation and not CMVM. However, the mean number of mixture components will increase since we do not perform any clustering. The CMVM operator actually reduces the KL divergence between the original mixture and the reduced mixture to much less than \( \epsilon \). Therefore, when using CMVM, the reduced mixture is much smaller than needed to satisfy the accuracy condition. In order to get the same performance with the reduced algorithm, we need to decrease \( \epsilon \) and use more components. The reduced complexity is summarized in Table I and compared to DP and BARB. \( Q \) is the number of quantization levels per constellation symbol in the DP algorithm. We only count multiplication and LUT operations since they are more costly than additions. We assume that the cosine operation is implemented using a look up table.

VIII. NUMERICAL RESULTS

In this section, we analyze the performance of the algorithms proposed in this paper. The performance metrics of a decoding scheme is comprised of two parameters - the Packet/Bit Error Rate (PER/BER) and the computational complexity. We use the DP algorithm as a benchmark for the lowest achievable PER and the algorithm proposed in [2], denoted before as BARB as a benchmark for a state of the art low complexity scheme. The phase noise model used in all the simulations is a Wiener process and the DP algorithm was simulated using 16 quantization levels between two constellation points. Also, note that the simulation results presented in this paper use an MPSK constellation but the algorithm can also be applied, with small changes, to QAM or any other constellation.

In Fig. 3 and 4 we show the BER and PER results for an 8PSK constellation with an LDPC code of length 4608 with code rate 0.89. We chose \( \sigma_\Delta = 0.05[\text{rads/symbol}] \) and a single pilot was inserted every 20 symbols.

The algorithms simulated were the unlimited order algorithm, the limited order algorithm with varying mixture orders (1, 2, and 3) and the reduced complexity algorithm of Order 3 (denoted Reduced Complexity Size 3). We can see that the unlimited mixture, the limited order mixtures of order 2 and 3 and the reduced complexity algorithm provide almost identical results, which are close to the performance of the DP algorithm. On the other hand, the BARB algorithm has significant degradation with respect to all the algorithms. We note that a mixture with only one component can not describe the phase trajectory well enough to have PER levels like DP, but this algorithm is still better than BARB.

In Figs. 5 and 6 we show the PER results for a BPSK, QPSK and 32PSK constellations respectively with the same code used earlier. For the BPSK and QPSK scenarios we simulated the phase noise using \( \sigma_\Delta = 0.1[\text{rads/symbol}] \) and for 32PSK we used \( \sigma_\Delta = 0.01[\text{rads/symbol}] \). A single pilot was inserted according to the pilot frequency detailed in each figure’s caption.

We can see that the mixture of order 2 is close to the performance of the optimal algorithm, even when very few pilots are present and the code rate and constellation order are high. One should also observe that for the 32PSK scenario, the BARB algorithm demonstrates a high error floor. This is because of the large phase noise variance and large spacing between pilots which causes the SPA messages to become uniform and thus do not provide information for the LDPC.
TABLE I
COMPUTATIONAL LOAD PER CODE SYMBOL PER ITERATION FOR M-PSK CONSTELLATION

|                | DP                          | BARB                        | Limited Order                        |
|----------------|-----------------------------|-----------------------------|--------------------------------------|
| MULS           | $4Q^2M^2 + 2M^2Q + 6MQ + M$ | $7M + 5$                    | $4M\gamma(i)^2 + 2M(\gamma(i) + 1)$ |
| LUT            | $QM$                        | $3M$                        | $3M\gamma(i)^2 - \gamma(i)(2M - 1)$ |

decoder. The high code rate amplifies this problem. However, the limited algorithm with only one Tikhonov component performs almost as well as the DP algorithm. This is due to the cycle slip recovery procedure we have presented earlier which enables the limited algorithm to regain tracking even after missing the correct trajectory.

In Fig. 5 we present the average number of mixture components, for different SNR and LDPC iterations for $\epsilon = 4$. It can be seen that for the first iteration, many components are needed since there is a high level of phase ambiguity. As the iterations progress the LDPC decoder sends better soft information for the code symbols, resolving these ambiguities. Therefore, the average number of mixture components becomes closer to 1.

In Fig. 7 we present the average number of mixture components for the reduced complexity algorithm, for different SNR and LDPC iterations for $\epsilon = 1$. We chose $\epsilon$ to be lower since we do not use the CMVM operator as described earlier. As shown in this figure, the mean number of components is larger than for $\epsilon = 4$ but the overall complexity is still manageable. In Table (II), the computational complexity of the reduced complexity algorithm is compared to the DP and BARB algorithms. We use the mean mixture in Fig. 9 as $\gamma$. We can see that the algorithms proposed in this contribution, have extremely less computational complexity than DP, while having comparable PER levels to it.
TABLE II
SIMULATION RESULTS - COMPUTATIONAL LOAD PER CODE SYMBOL FOR 8PSK CONSTELLATION AT $\frac{E_b}{N_0} = 8dB$

| Algorithm | DP | BARB | Reduced Complexity, Order 3 |
|-----------|----|------|-----------------------------|
| Iteration | Constant for all iterations | Constant | 1 2 3 4 |
| MULS      | 68360 | 61 | 312 292 273 238 |
| LUT       | 128 | 24 | 147 134 123 102 |

It should be noted, that the PER performance of the Unlimited algorithm, for small enough $\epsilon$, is as good as the PER performance of the DP algorithm because the mixture algorithm tracks all the significant trajectories with no limit on the mixture order. The choice of the threshold $\epsilon$ in the algorithm is according to the level of distortion allowed for the reduced mixture with respect to the original mixture. If $\epsilon$ is very close to zero, then there will not be any components close enough and the mixture will not be reduced. Therefore, there is a tradeoff between complexity and accuracy in the selection of this parameter. This tradeoff is illustrated in Fig. [10], where we have plotted the mean mixture order for the unlimited algorithm using $\epsilon = 1$ and $\epsilon = 4$. It should be noted that for these values and chosen SNRs, the unlimited algorithm has the same PER levels for both $\epsilon$. However, choosing $\epsilon = 15$ with the same algorithm will increase the PER. Therefore, choosing the threshold too low might increase the mixture order with no actual need.

IX. DISCUSSION

In this paper we have presented a new approach for joint decoding and estimation of LDPC coded communications in phase noise channels. The proposed algorithms are based on the approximation of SPA messages using Tikhonov mixture canonical models. We have presented an innovative approach for mixture dimension reduction which keeps accuracy levels high and is low complexity. The decoding scheme proposed in this contribution is shown via simulations to significantly reduce the computational complexity of the best known decoding algorithms, while keeping PER levels very close to the optimal algorithm (DP). Moreover, we have presented a new insight to the underlying dynamics of phase noise estimation using Bayesian methods. We have shown that the estimation algorithm can be viewed as trajectory tracking, thus enabling the development of the mixture reduction and clustering algorithms which can be viewed as PLLs.

APPENDIX A
PROOF OF THE CMVVM THEOREM

Let $f(\theta)$ be any circular distribution defined on $[0, 2\pi)$ and $g(\theta)$ a Tikhonov distribution.

$$g(\theta) = \frac{e^{Re[\kappa e^{-j(\theta - \mu)}]}}{2\pi I_0(\kappa)}$$  \hspace{1cm} (75)

We wish to find,

$$[\mu^*, \kappa^*] = \arg\min_{\mu, \kappa} D_{KL}(f||g)$$  \hspace{1cm} (76)

According to the definition of the KL divergence,

$$D_{KL}(f||g) = -h(f) - \int_{0}^{2\pi} f(\theta) \log g(\theta)d\theta$$  \hspace{1cm} (77)

where the differential entropy of the circular distribution $f(\theta)$, $h(f)$ does not affect the optimization,

$$[\mu^*, \kappa^*] = \arg\min_{\mu, \kappa} \int_{0}^{2\pi} f(\theta) \log g(\theta)d\theta$$  \hspace{1cm} (78)

After the insertion of the Tikhonov form into (78), we get

$$[\mu^*, \kappa^*] = \arg\max_{\mu, \kappa} \int_{0}^{2\pi} f(\theta) Re[\kappa e^{-j(\theta - \mu)}]d\theta - \log 2\pi I_0(\kappa)$$  \hspace{1cm} (79)
Rewriting (79) as an expectation and maximizing over \( \mu \) only,
\[
\mu^* = \arg \max_{\mu} \kappa \mathbb{E}(\text{Re}(e^{-j(\theta - \mu)}))
\]  
(80)

Using the linearity of the expectation and real operators,
\[
\mu^* = \arg \max_{\mu} \kappa \text{Re}[\mathbb{E}(e^{j(\theta - \mu)})]
\]  
(81)

We can view (81) as an inner product operation and therefore, the maximal value of Schwartz inequality, for
\[
\mu^* = \arg \max_{\mu} \kappa \mathbb{E}(e^{j(\theta - \mu)})
\]  
(82)

Now we move on to finding the optimal \( \kappa \), using the fact that we found the optimal \( \mu \). For \( \mu^* \), the optimal \( g(\theta) \) needs to satisfy
\[
\frac{\partial D(f||g)}{\partial \kappa} = 0
\]  
(83)

After applying the partial derivative to (79), and using
\[
\frac{dI_0(\kappa)}{d\kappa} = \frac{I_1(\kappa)}{I_0(\kappa)}
\]  
(84)

We get,
\[
\mathbb{E}(\text{Re}(e^{-j(\theta - \mu^*)})) = \frac{I_1(\kappa^*)}{I_0(\kappa^*)}
\]  
(85)

Recalling (9) and (10), we get that the optimal Tikhonov distribution \( g(\theta) \) is given by matching its circular mean and variance to the circular mean and circular variance of the distribution \( f(\theta) \).

\[\blacksquare\]

**APPENDIX B**

**USING THE CMVM OPERATOR TO CLUSTER TIKHONOV MIXTURE COMPONENTS**

In algorithms 1 & 2, at each clustering iteration, a set \( J \) of mixture components indices of the input Tikhonov mixture (40) is selected. The corresponding mixture components are clustered using the CMVM operator. In this appendix we will explicitly compute the application of the CMVM operator and introduce several approximations to speed up the computational complexity. For simplicity, assume that the mixture components in the set \( J \) are,
\[
f^J(\theta_k) = \sum_{l \in J} \alpha_l e^{\text{Re}(Z_l e^{-j\theta_k})} / 2\pi I_0(|Z_l|)
\]  
(86)

Using Theorem (5.1) and skipping the algebraic details, the CMVM operator for (86), is:
\[
\text{CMVM}(f^J(\theta_k)) = \frac{e^{\text{Re}(Z_k e^{-j\hat{\theta}_k})}}{2\pi I_0(|Z_k|)}
\]  
(87)

where
\[
Z_k' = \hat{k} e^{j\hat{\theta}}
\]  
(88)

and
\[
\hat{\theta} = \arg \sum_{l \in J} \alpha_l \frac{I_1(|Z_l|)}{I_0(|Z_l|)} e^{j\text{arg}(Z_l)}
\]  
(89)

Since implementing a modified bessel function is computationally prohibitive, we present the following approximation,
\[
\log(I_0(k)) \approx k - \frac{1}{2} \log(k) - \frac{1}{2} \log(2\pi)
\]  
(91)

which holds for \( k > 2 \), i.e. reasonably narrow distributions.

Using the following relation,
\[
I_1(x) = \frac{dI_0(x)}{dx}
\]  
(92)

We find that,
\[
\frac{I_1(k)}{I_0(k)} \approx 1 - \frac{1}{2k}
\]  
(93)

Therefore
\[
\frac{I_1(k)}{I_0(k)} \approx 1 - \sum_{l \in J} \alpha_l \frac{1}{2|Z_l|} \cos(\hat{\mu} - \text{arg}(Z_l))
\]  
(96)

We also use the approximation for the modified bessel function in the computation of \( \alpha_l \). For a small enough \( \epsilon \), \( \cos(\hat{\mu} - \text{arg}(Z_l)) \approx 1 \), thus one can further reduce the complexity of (96)
\[
\frac{1}{k} = \sum_{l \in J} \alpha_l \frac{1}{|Z_l|}
\]  
(97)

which coincides with the computation of a variance of a Gaussian mixture.

**APPENDIX C**

**COMPUTATION OF THE KL DIVERGENCE BETWEEN TWO TIKHONOV DISTRIBUTIONS**

In this section we will provide the computation of the KL divergence between two Tikhonov distributions, which is a major part of both mixture reduction algorithms. We will also provide approximations used to better the computational complexity of this computation. Suppose two Tikhonov distributions \( g_1(\theta) \) and \( g_2(\theta) \), where
\[
g_1(\theta) = \frac{e^{\text{Re}(Z_1 e^{-j\theta})}}{2\pi I_0(|Z_1|)}
\]  
(98)

\[
g_2(\theta) = \frac{e^{\text{Re}(Z_2 e^{-j\theta})}}{2\pi I_0(|Z_2|)}
\]  
(99)

We wish to compute the following KL divergence,
\[
D_{KL}(g_1(\theta)||g_2(\theta))
\]  
(100)
which is,
\[ D_{KL} = \int_0^{2\pi} g_1(\theta) \log \left( \frac{e^{Re[z_1e^{-j\theta}]} I_0(|z_1|)}{e^{Re[z_1e^{-j\theta}]} I_0(|z_1|)} \right) d\theta \] (101)

Thus,
\[ D_{KL} = \log \left( \frac{I_0(|z_2|)}{I_0(|z_1|)} \right) + \int_0^{2\pi} g_1(\theta) Re[z_1 - z_2e^{-j\theta}] d\theta \] (102)

After some algebraic manipulations, we get
\[ D_{KL} = \log \left( \frac{I_0(|z_2|)}{I_0(|z_1|)} \right) + \frac{I_1(|z_1|)}{I_0(|z_1|)} (|z_1| - |z_2| \cos(\angle z_1 - \angle z_2)) \] (103)

Using (94) and (91) we get
\[ D_{KL} \approx |z_2|(1 - \cos(\angle z_1 - \angle z_2)) - \frac{1}{2} \log (\frac{|z_2|}{|z_1|} + \frac{|z_2|}{|z_1|} \cos(\angle z_1 - \angle z_2)) \] (104)

**APPENDIX D**

**PROOF OF MIXTURE REDUCTION AS MULTIPLE PLLS**

In this section we will prove the claim presented in section VIB that under certain channel conditions, the mixture reduction algorithms can be viewed as multiple PLLs tracking the different phase trajectories. For reasons of simplicity, will only show the case where the mixture reduction algorithm converges to a single PLL (the generalization for more than one PLL is trivial, as long as there are no splits). As described earlier, we model the forward messages as Tikhonov mixtures. Suppose the \(m\)th component is,
\[ p_{j}^{m}(\theta_{k-1}) = \frac{e^{Re[z_{m}^{k-1,f}e^{-j\theta_{k-1}}]}}{2\pi I_0(|z_{m}^{k-1,f}|)} \] (105)

then using (5), we get a Tikhonov mixture \(f(\theta_k)\),
\[ f(\theta_k) = \sum_{i=1}^{M} \alpha_i f_i(\theta_k) \] (106)

where,
\[ f_i(\theta_k) = \frac{e^{Re[z_{m,i}^{k-1,f}e^{-j\theta_k}]}}{2\pi I_0(|z_{m,i}^{k-1,f}|)} \] (107)

\[ z_{m,i}^{k-1,f} = \frac{(z_{m}^{k-1,f} + \frac{r_k-x_i^*}{\sigma_x^2})}{1 + \frac{(z_{m}^{k-1,f} + \frac{r_k-x_i^*}{\sigma_x^2})}{\sigma_y^2}} \] (108)

and \(x_i\) is the \(i\)th constellation symbol. We insert (106) into the mixture reduction algorithms. Assuming slowly varying phase noise and high SNR, such that the mixture reduction will cluster all the mixture components, with non negligible probability, to one Tikhonov distribution. Then, the circular mean, \(\hat{\theta}_k\), of the clustered Tikhonov distribution is computed according to,
\[ \hat{\theta}_k = \mathbb{E}(e^{j\theta_k}) \] (109)

where the expectation is over the distribution \(f(\theta_k)\). We note that for every complex valued scalar \(f(\theta_k)\), we have
\[ \hat{\theta}_k = \mathbb{E}(\log(\Re z)) \] (110)

where \(\Re\) denotes the imaginary part of a complex scalar. If we apply (110) to (109) we get,
\[ \hat{\theta}_k = \Re \left( \sum_{i=1}^{M} \alpha_i \left( 1 + \frac{r_k - x_i^*}{\sigma_x^2} \right) \right) \] (111)

which can be rewritten as,
\[ \hat{\theta}_k = \Re \left( \sum_{i=1}^{M} \alpha_i \left( 1 + \frac{r_k - x_i^*}{\sigma_x^2} \right) \right) \] (112)

we denote,
\[ G_{k-1} = |z_{m}^{k-1,f} + \frac{r_k-x_i^*}{\sigma_x^2}| \] (113)

and assume that \(G_{k-1}\), the conditional causal MSE of the phase estimation under mixture component \(f_i(\theta_k)\), is constant for all significant components. Then,
\[ \hat{\theta}_k \approx \hat{\theta}_{k-1} + \Re \left( \sum_{i=1}^{M} \alpha_i \left( 1 + \frac{r_k - x_i^*}{\sigma_x^2} \right) \right) \] (114)

where,
\[ \hat{\theta}_{k-1} = \Re (z_{m}^{k-1,f}) \] (115)

\[ \hat{\theta}_k \approx \hat{\theta}_{k-1} + \Re \left( \sum_{i=1}^{M} \alpha_i x_i \right) \] (116)

We will define \(c_{soft}\) as the soft decision symbol using the significant components,
\[ c_{soft} = \sum_{i=1}^{M} \alpha_i x_i \] (117)

Since we assume high SNR and small phase noise variance, then the tracking conditional MSE will be low, i.e \(|z_{1}^{k,f}|\) will be high. Using the fact that for small angles \(\phi\),
\[ \Re (1 + \phi) \approx \Re (\phi) \] (118)

Therefore,
\[ \hat{\theta}_k \approx \hat{\theta}_{k-1} + \Re \left( \frac{r_k - c_{soft}}{G_{k-1} z_{m}^{k-1,f} \sigma_x^2} \right) \] (119)

Which, again for small angles \(x, \sin(x) \approx x\),
\[ \hat{\theta}_k \approx \hat{\theta}_{k-1} + \Re \left( \frac{r_k - c_{soft}}{G_{k-1} z_{m}^{k-1,f} \sigma_x^2} \right) \] (120)
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