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Abstract—Numerous researchers have conducted studies to achieve fast and robust ground-optimized LiDAR odometry methods for terrestrial mobile platforms. In particular, ground-optimized LiDAR odometry usually employs ground segmentation as a preprocessing method. This is because most of the points in a 3D point cloud captured by a 3D LiDAR sensor on a terrestrial platform are from the ground. However, the effect of the performance of ground segmentation on LiDAR odometry is still not closely examined. In this paper, a robust ground-optimized LiDAR odometry framework is proposed to facilitate the study to check the effect of ground segmentation on LiDAR SLAM based on the state-of-the-art (SOTA) method. By using our proposed odometry framework, it is easy and straightforward to test whether ground segmentation algorithms help extract well-described features and thus improve SLAM performance. In addition, by leveraging the SOTA ground segmentation method called Patchwork, which shows robust ground segmentation even in complex and uneven urban environments with little performance perturbation, a novel ground-optimized LiDAR odometry is proposed, called PaGO-LOAM. The methods were tested using the KITTI odometry dataset. PaGO-LOAM shows robust and accurate performance compared with the baseline method. Our code is available at https://github.com/url-kaist/AlterGround-LeGO-LOAM.

I. INTRODUCTION

In recent years, Simultaneous Localization and Mapping (SLAM) has been studied due to its numerous applications on various mobile platforms such as autonomous driving [1]–[4], unmanned aerial vehicles (UAVs) [5], unmanned ground vehicles (UGVs) [6], mobile phones [7], and so forth. Of course, SLAM can be performed by using various sensors, e.g. RGB or RGB-D cameras [8], radar sensors, ultrasonic sensors. Some researchers have employed a 3D light detection and ranging (LiDAR) sensor to achieve a precise 3D point cloud map [9], [10]. 3D LiDAR sensors are relatively expensive compared with other sensors but they can acquire long-range measurements, as well as provide centimeter-level accuracy. These advantages allow LiDAR sensors to be used for various tasks, for instance, localization [11], point cloud registration [12]–[14], mapping [15], [16], and so forth.

In this paper, we specifically focus on LiDAR odometry frameworks for terrestrial platforms, and there are many odometry frameworks using a 3D LiDAR sensor [17]–[20], which show outstanding pose accuracy and scalability. In particular, some LiDAR odometry frameworks leverage the fact that terrestrial mobile platforms come into contact with ground [21], so ground-aided odometry methods also have been proposed [1], [22], [23].

In the meanwhile, numerous researchers have conducted studies to achieve a fast and robust ground segmentation [24]–[27]. Ground segmentation can be utilized as a preprocessing method because most of the points in a 3D point cloud captured by a 3D LiDAR on a terrestrial platform are from the ground in outdoor environments. In addition, ground are usually flat, so ground segmentation also helps extract planar features in surroundings roughly. For this reason, ground segmentation is already implemented in LeGO-LOAM [1]. However, the effect of the performance of ground segmentation on LiDAR odometry is still not closely examined. In other words, in [1], the performance with and without the application of ground constraints was not studied.

Therefore, a robust ground-optimized LiDAR odometry framework is proposed to facilitate the study to check the effect of ground segmentation on LiDAR odometry based on the state-of-the-art (SOTA) method [1], as shown in Fig. 1. By using our odometry framework, it is easy and simple to test whether ground segmentation algorithms help extract well-described features and thus improve SLAM performance. In addition, by leveraging the SOTA ground segmentation method called Patchwork [24], which shows robust ground segmentation even in complex, uneven urban environments with little performance perturbation, a novel ground-optimized LiDAR odometry is proposed, called PaGO-LOAM.

In summary, the contribution of this paper is threefold:

- To the best of our knowledge, it is the first open...
source to analyze the impact of the ground segmentation method on LiDAR odometry easily in complex urban environments.

- In addition, a robust ground-optimized LiDAR odometry framework is also proposed by using our previous work [24].
- Our proposed method shows a promising performance compared with the baseline method [1] in both with and without the loop-closure. In particular, our method shows significant pose accuracy in rural environments where ground is more uneven and bumpy.

II. RELATED WORKS

A. Ground Segmentation

Several researchers have studied ground segmentation methods [24], [28]–[33]. Ground segmentation is typically utilized for two purposes. One is to find the traversable area [28], [29] in navigation, and the other is to segment a point cloud to achieve object tracking or recognition [24], [31], [32]. In particular, the latter case is based on the fact that terrestrial objects, such as vehicles or humans, come into contact with the ground [21]. Accordingly, once the ground is removed successfully given a 3D point cloud, objects can be classified by simple clustering methods, such as Euclidean clustering. Furthermore, because many point clouds belong to the ground, once ground segmentation is performed as preprocessing, computational cost can be greatly reduced when detecting the objects [33].

B. Point Cloud Registration

In order to obtain odometry from dense point clouds, 3D point cloud registration, which estimates a relative pose through the most appropriate matching between points, was proposed. Accordingly, when sequential point clouds come in, odometry could be calculated by accumulating relative poses according to time sequence. A representative one is Iterative Closest Point (ICP) [34], and it has made an impact on subsequent studies. Unfortunately, the ICP-variants set point pairs by using a greedy, exhaustive nearest neighbor (NN) search for every iteration, so they are only applicable when two point clouds are close enough or nearly overlapped [35]. Otherwise, the correspondences are likely to become invalid. Under the circumstance, the result of the registration may get caught in the local minima [13], [36]. In addition, using all the points as correspondences requires a lot of computational costs; thus, this necessarily leads to the appearance of fast and lightweight relative pose estimation methods, i.e., feature-based methods.

C. LiDAR Odometry Framework

Odometry framework usually requires to work in real-time, so the feature-based method has been proposed [1], [17], [37]. One of renowned methods is LOAM [17]. In LOAM, edge features and planar features are extracted respectively to estimate relative motion between two consecutive frames. However, LOAM does not discern ground points, which make up the majority within a point cloud, and non-ground points that potentially results in increase of computational cost. In LeGO-LOAM [1], an advanced method of LOAM [17], ground segmentation is introduced to get more granular features. By creating and utilizing the two range images, one for upcoming point cloud and the other for the ground, edge and planar features were extracted. Unfortunately, their ground segmentation method is a line-based method, so it is sensitive to some noises atypical objects such as lawns or bushes. In [37], LIO-SAM was proposed whose pose estimation accuracy was improved by using preintegration of an inertial measurement unit sensor. Nevertheless, directly processing the edges and planar features without ground might also be a similar disadvantage as [17]. In [18], various features (line, edge, surface, etc.) are extracted, and matching correspondences between them are used for the estimation. Since [18] uses the ground as a feature different from the surface, there is also a possibility to be improved by changing the ground extraction method. Nevertheless, as [1] has better usability to separate the module for evaluating the improvement of changing the ground segmentation method, we end up selecting [1] as the baseline code for creating the ground module.

D. Ground-Constrained LiDAR Odometry

As an extension of LeGO-LOAM [1], there are some approaches to employ ground segmentation in their odometry frameworks. For instance, Ground SLAM [23] uses ground submap as a constraint to reduce pose error in terms of roll, pitch, and z error. The ground is extracted based on weighted least-square methods. Then, correspondences between ground at the moment and ground submap are used for pose graph optimization. Accordingly, pose drift caused by LiDAR measurement bias can be reduced, by minimization of the residual errors from ground constraints. Similar to [1], Guo et al. [38] proposed ground-optimized method, yet they employed RANSAC [39] for ground plane fitting, which sometimes converge to local minima in urban environments.

III. PAGO-LOAM: GROUND-OPTIMIZED LiDAR ODOMETRY

A. Overview of Proposed Framework

The process of the system is based on that of LeGO-LOAM [1], and it is divided into five steps as follows: 1) Project a point cloud at the moment into the range image, which is followed by ground segmentation based on [31]. 2) Extract edge features and planar features based on the smoothness [1] in the range image. 3) Estimate the odometry by obtaining the transformation matrix between consecutive scans using the correspondence of the features. 4) Map the features into the global point cloud map. 5) Accumulate a global point cloud map by using the resultant LiDAR odometry.

In this paper, we enable switching ground segmentation module on the step 1. The following paragraphs highlight the brief introduction of the modified process of ground-optimized LiDAR odometry.
B. Input and Output of Ground Segmentation

First, the input and output of ground segmentation are briefly introduced. By denoting \( z \) as a 3D point cloud captured by a 3D LiDAR sensor at the moment where \( z \) consists of \( N \) points. Then ground segmentation module takes \( z \) and outputs partial cloud points, \( \hat{G} \), where, among \( \hat{G} \in z \). Accordingly, the \( z \) is divided into two parts: estimated ground points, \( \hat{G} \), and non-ground points, \( \hat{G}^c \). That can be expressed as follows:

\[
z = \hat{G} \cup \hat{G}^c.
\] (1)

Next, \( z \) and \( \hat{G} \) are projected into the range image and ground image, respectively, which is shown in Fig. 2. In LeGO-LOAM pipeline [1], projection images are required to perform feature extraction. To be more specific, a range image is for feature extraction by calculating smoothness for each pixel in the range image and a ground image is employed as a mask of the image plane to discern planar features from the ground and non-ground objects. Consequently, these features are used for optimization to estimate the relative pose between two consecutive frames.

C. Potential Limitations of Existing Ground Segmentation

Originally, LeGO-LOAM uses the angle difference between two points which are located in the same column on the image plane, i.e. a point that corresponds to the \( (u, v) \) on the image plane and the other point on the \( (u, v - 1) \) when extracting the ground. \( u \) and \( v \) denote two orthogonal coordinate on the image plane. In other words, if the angle difference is less than \( \tau_\theta \), two corresponding points are assigned as ground and are not used for edge feature detection (empirically, \( \tau_\theta \) is set to 10°).

For these reasons, it tends to be sensitive against some noises because the ground segmentation method only estimates ground points solely based on the geometrical relation of two points. However, in urban environments, the ground can be bumpy as well. Even, some objects such as lawns or bushes can impede the ground segmentation from labeling ground points because their gradients of shape are arbitrary. Accordingly, the ground mask can be mislabeled and these mislabeled parts potentially result in wrong feature correspondence. In the end, it may give rise to imprecise pose estimation.

D. Robust Ground-Optimized LiDAR Odometry

We substitute the ground segmentation module with other ground segmentation modules to test the effect of ground segmentation on pose estimation. As shown in Fig. 2, the detailed process of the odometry framework is presented. A 3D point cloud captured by a 3D LiDAR sensor is taken as input into the ground segmentation module, e.g. Patchwork [24], and LiDAR odometry framework. Once the ground points are segmented, our method projects a raw point cloud and a ground cloud into two images, respectively. After that, planar and edge feature extraction is performed for the pixel which is not labeled as ground by the ground image. Then, the previously planar features are also extracted in the ground image, followed by the integration of planar features from the ground and non-ground objects. Finally, odometry is estimated by two-stage optimization [1].

In summary, robust ground segmentation help perform precise feature extraction. Empirically, our PaGO-LOAM shows better odometry performance compared with baseline method (see Section V.C), which supports that more precise feature extraction leads to accurate ground-optimized odometry.

IV. EXPERIMENTS

A. Dataset

We experimented in the outdoor environments by using SemanticKITTI dataset [3], [40]. In particular, Seq. 00,
Seq. 02, and Seq. 05 are used, which consists of 4,531, 4,661, and 2,761 frames, respectively. Note that Seq. 00 and Seq. 05 are urban scenes, whereas Seq. 02 is relatively rural scene [18].

B. Error Metrics

The experiments are evaluated in terms of 1) ground segmentation and 2) LiDAR odometry by using following metrics.

1) For Ground Segmentation: To evaluate ground segmentation methods quantitatively, Precision and Recall are employed. Let $N_{TP}$, $N_{TN}$, $N_{FP}$, and $N_{FN}$ be the number of points in TP, TN, FP, and FN, respectively; then, precision and recalls are defined as follows:

- Precision: $\frac{N_{TP}}{N_{TP} + N_{FP}}$
- Recall: $\frac{N_{TP}}{N_{TP} + N_{FN}}$

2) For LiDAR Odometry: On the other hand, to evaluate performance of odometry, the relative odometry errors, $t_{rel}$ for relative translation error and $r_{rel}$ for relative rotation error, are used as quantitative metrics. In addition, absolute trajectory error (ATE) is also used to compare total errors of trajectories. The three metrics are calculated by [41].

V. RESULTS AND DISCUSSION

A. Qualitative Analysis of Ground Segmentation

First of all, a qualitative comparison between the ground segmentation module in LeGO-LOAM [1] and Patchwork [24] was conducted. As shown in Fig. 3, the ground segmentation within LeGO-LOAM showed detailed ground estimations. However, it struggles with nonflat areas, including a steep slope, a complex intersection, and a region where many curbs exist. In particular, the module is likely to be sensitive when encountering undulated terrains or bushy regions, which is the potential limitation of line-based ground segmentation [32]. For these reasons, it gives rise to under-segmentation, which is represented as red lines in the ground. In contrast, Patchwork [24], which is the SOTA ground segmentation method, shows relatively smooth and continuous ground segmentation performance with a few false negatives. Unlike the ground segmentation module in LeGO-LOAM, Patchwork estimates ground based on the plane fitting for each unit space called bin. Consequently, thus it is more robust in uneven environments.

In particular, Patchwork [24] is based on the premise that ground points are located in the lowest parts along the Z direction within a bin. It is remarkable that it outputs few false positives. In contrast, the ground segmentation within LeGO-LOAM sometimes considers upper parts of bushes or cars as ground points. This phenomenon may lead to imprecise feature matching in odometry frameworks.

B. Quantitative Analysis of Ground Segmentation

Next, quantitative analysis was conducted to compare the SOTA ground segmentation methods, namely, R-GPF [21], Patchwork [24], Line-Fit [31], RANSAC [39], GPF [30], CascadedSeg [32]. Note that performance of ground segmentation should not be fluctuated because LiDAR odometry takes sequential data as input. In other words, ground segmentation should guarantee consistency for stable feature extraction and matching. Thus, the less fluctuating the performance, the better.

In this sense, Patchwork shows a promising performance, as shown in Fig. 4. In particular, Patchwork estimates the ground with little variance of recall relative to other methods. This confirms that our method tackle the under-segmentation problem, while estimating ground segmentation consistently.

On the other hand, it was shown that other methods sometimes fail to estimate ground segmentation, as presented in Fig. 4. This indicates that other methods sometimes converge to a local minimum. For instance, RANSAC shows both low
Fig. 4: Precision and recall on Seq. 00 in the SemanticKITTI dataset [4]. A ground segmentation method should guarantee consistency for stable feature extraction and matching in LiDAR odometry. Thus, the less fluctuating the performance, the better. In this sense, Patchwork [24] shows a promising performance, with little variance of recall relative to other methods.

precison and low recall once in a while because there exist dominant planes compared with the ground in urban environments, such as walls. On the other hand, GPF [30] and CascadedSeg [32] are region-wise methods like Patchwork, but the way to divide regions is somewhat naïve so the size of bins are too big; thus, it is not safe to assume that the ground is planar within the bin. Consequently, the assumption does not hold, resulting in under segmentation.

Therefore, both qualitative and quantitative analyses address that Patchwork is the most proper ground segmentation method as preprocessing in complex urban environments.

C. Effect of Ground Segmentation on LiDAR Odometry

Finally, the effect of ground segmentation on odometry is checked. We compare LeGO-LOAM [1] and the LiDAR odometry whose ground segmentation module is replaced with Patchwork, called PuGO-LOAM. The methods are evaluated for comparison in a) no-loop-closing situations and b) loop-closing situations, respectively.

As a result, our proposed LiDAR odometry shows a better performance compared with that of LeGO-LOAM as summarized in Table I and Table II. In particular, as also shown in Fig. 5 there are remarkable differences in Seq. 02. As mentioned in Section IV.A, Seq. 02 is a rural scene, so the ground is more uneven and has a steep slope. For this
Fig. 5: Comparison between our proposed method and LeGO-LOAM \cite{1}. (T-B): Trajectories on Seq. 02 and Seq. 05 in the KITTI dataset \cite{3}. The dashed line denotes estimated trajectory and the solid line denotes the ground truth.

### TABLE I: Comparison of relative pose error (RPE) for our proposed method with LeGO-LOAM on Seq. 00, Seq. 02, and Seq. 05 of the KITTI dataset \cite{3}. LC is an abbreviation for loop closing. All the metrics are the less, the better ($t_{rel}$: \% $r_{rel}$: deg/100m).

| Method            | 00   | 02   | 05   |
|-------------------|------|------|------|
|                   | $t_{rel}$ | $r_{rel}$ | $t_{rel}$ | $r_{rel}$ | $t_{rel}$ | $r_{rel}$ |
| W/o LC LeGO-LOAM \cite{1} | 0.90 | 0.30 | 2.71 | 0.72 | 0.79 | 0.31 |
| PaGO-LOAM (Ours)  | 0.87 | 0.30 | 1.34 | 0.35 | 0.76 | 0.32 |
| W/ LC LeGO-LOAM \cite{1} | 0.86 | 0.24 | 2.97 | 0.73 | 0.82 | 0.34 |
| PaGO-LOAM (Ours)  | 0.85 | 0.24 | 1.33 | 0.38 | 0.84 | 0.33 |

### TABLE II: Comparison between our algorithm and LeGO-LOAM in terms of Absolute Trajectory Error (ATE) on Seq. 00, Seq. 02, and Seq. 05 of the KITTI dataset \cite{3}. LC is an abbreviation for loop closing. The less, the better (unit: m).

| Method            | 00   | 02   | 05   |
|-------------------|------|------|------|
|                   |      |      |      |
| W/o LC LeGO-LOAM \cite{1} | 6.01 | 57.24 | 2.22 |
| PaGO-LOAM (Ours)  | 5.03 | 13.45 | 1.55 |
| W/ LC LeGO-LOAM \cite{1} | 2.31 | 12.95 | 1.60 |
| PaGO-LOAM (Ours)  | 2.38 | 12.95 | 1.60 |

Therefore, we conclude that precise and robust ground segmentation could increase the performance of the LiDAR odometry, particularly in rural scenes where the ground becomes uneven and has steep slopes.

### VI. CONCLUSION

In this study, a robust ground-optimized LiDAR odometry framework has been proposed. In particular, PaGO-LOAM...
has been proposed by leveraging the SOTA ground segmentation method called Patchwork [24]. Our framework allows easy accessibility to check the effect of ground segmentation on the odometry performance. In future works, we plan to propose more robust ground-optimized odometry method, as well as conduct close quantitative evaluations.
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