A Practical Approach for Predicting Power in a Small-Scale Off-Grid Photovoltaic System using Machine Learning Algorithms
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1. Introduction

Renewable or nonconventional sources of energy are something that replenishes itself at the speed of its consumption. Some examples of renewable energy are solar, wind, tidal, waves, and geothermal. Renewable energy ventures are being undertaken in developed as well as developing countries. The majority of the nonconventional energy is harnessed to get electricity, which is more efficient, clean, does not pollute the environment, and is costeffective in the long run. Among all the nonconventional forms of available resources, solar energy is most abundantly found and the amount of
solar energy that hits the surface of the earth in an hour is enough to fulfill global needs for an entire year. This power from the Sun is used in a variety of ways, such as solar heating, solar thermal energy, photovoltaic, and photosynthesis. For large scale utility solar installations, solar thermal is employed.

SAPV system or off-grid system is one that is not connected to any electricity distribution system. They are classified into two types: direct-coupled system and stand-alone system. A direct-coupled system does not have a battery to store energy and can be used only when there is enough sunlight available. Stand-alone systems, on the other hand, employ battery backups to be used at any time of the day. They may also be equipped with a sensor and datalogger to sense and record the different parameters that need to be observed, respectively, such as pyranometer, anemometer, temperature sensor, humidity sensor, and system current and voltages. For further analysis of the obtained data, ML tools could be used.

Data collection to digitize the industry and society has become a priority nowadays. A summary of the up-to-date ML with its practical applicability is discussed in [1, 2]. The demand for new research concerned with AutoML (automated machine learning) is discussed in [3] so that dependency on domain experts and time-consuming data manipulation is reduced. To estimate the power production of an established PV plant, a comparative analysis of three different methods is performed in [4] between a Sandia National Laboratories model, a multilayer perceptron neural network, and a regression approach. Statistical ML approaches demonstrated more accurate power predictions. Authors in [5] propose a new feature selection-based distributed ML approach to sense the active signatures of diverse power system events. The methodology presented in [5] is demonstrated in an interrelated two-area-based microgrid with numerous kinds of energy generation arrangements. Residential energy management system is proposed in [6] such that possible loads are effectively switched on to local energy storage based on its charge-discharge cycles and grid availability. The automation of switchover is achieved using artificial neural networks and support vector machine, machine learning algorithms. The work presented in [7] gives a summary of predicting means of solar irradiation using ML styles. In [8], the application of deep learning artificial intelligence procedures is reported to predict the energy ingestion and power generation combined with the weather forecasting mathematical simulation. Ensemble-based models are proposed in [9] to fulfill a long-term forecasting for territorial PV generation. Various predictive models based on ML style are trained and confirmed in [10] to estimate the real PV output power in orientation with a satisfactory time period accurately. In [11], an in-depth analysis of the current methods used in the prediction of solar irradiance is presented to enable the selection of a suitable forecast method for the proposed system.

Authors in [12, 13] elaborated the design of an economic datalogger capable of measuring electrical and meteorological data, which also meets the IEC requirements for SAPV systems to operate in remote areas. The data from the logger is collected via a SD card since telecommunications is a concern. All the required parameters are monitored with high accuracy and low power consumption. The datalogger consists of Arduino Mega 2560 board with ATmega2560 chip and DS1307 real-time clock chip for date stamping in the SD card every time data is logged. The results and findings are recorded and compared with the data that was taken by one commercial datalogger DataTaker DT80 during the testing stage in [14]. In [15], a datalogger, to monitor isolated PV systems in developing nations, was developed using Arduino. The system met all the relevant requirements of the IEC standard. It is tested in harsh weather conditions and exhibited comparable performance to commercial systems, hence is found to be reliable. The microcontroller-based data acquisition systems are designed and developed for feasible operation in [16–20]. In [21], the author developed a wireless data acquisition system for weather station monitoring consisting of sensors to measure various atmospheric parameters, whose data is collected and conditioned using precision electronic circuits and interfaced to a PC using RS232 linking via a wireless unit. The processing and display of the collected data are done using the LabVIEW program. Also, the data is available over the internet to any user. The key task of observing temperature and humidity along with the transmission of this data in the short message service form to users’ cellular phone is done by the system which also offers a data-logging facility. For further analysis by [22], the logged data can be transferred to a PC having a graphical user interface program.

[23] discuss a software program that could be used to acquire any Unidalog (universal datalogger) remotely as remote terminal unit by using the GSM network as an intermediate for data communication. Processing software program design models using transformative development models to get the system iteratively to make segments are part of the telemetry monitoring. Further, in [24, 25], a lossless algorithm is presented based on the statistical information with a compression ratio of up to 14: 1 to significantly reduce the storage and telecommunication costs of large volumes of measured data. The development of an economical field datalogger model using Raspberry Pi and industrial sensors is described, and an online rain flow count algorithm is implemented in [26]. The software and hardware style for constructing a wireless datalogger for a thermal authentication system to measure and operate in a stated temperature range and also agreeing with International and European protocols for validation of pharmaceutical, biotechnology, and the medical device is described in [27], where the temperature ranges from -60°C to 150°C with total system measurement accuracy of 0.1°C. CBR algorithm is employed to discover the past cases which are the most identical to the present case in [28]. The exactness of the model is confirmed using past 10 years data.

Few features of photovoltaics, such as loss of load probability and peak solar hour, were demonstrated and simulated by authors in [29, 30]. Better battery management systems are proposed in [31–34] to extend the life cycle of the batteries and smooth transition between charging and discharging cycles. Several methodologies are studied in
[35–38] to minimize the cost and size of the SAPV system with DC-DC converters. The parallel connection of the MPPT system decreases the undesirable effect of power converter losses in the total efficiency since only a portion of the generated power is processed by the MPPT system as studied in [39]. For this MPPT to operate with functions of the step-up converter and battery charger, a simple bidirectional DC-DC power converter is proposed. The operational characteristics of the proposed circuit are being investigated with the implementation of a model in a real-time application. In [40], authors discussed the scheme that comprises three DC-DC converters and that operate in accordance with the main bus load demand and the PV panel power. Execution of control elements through the usage of One-Cycle Control permits great accurateness of convergence, fast response to transient conditions, and low-cost analogue application. Simulations of transition conditions are achieved through actual states such as the absence of sunshine, cloud-edge effects, sluggishly passing clouds. The design and the factors that affect the performance of the SAPV consist of PV sizing, the consequence of shadowing, temperature, and dust, leading to reduced SAPV output power and progressive degradation of the PV generator and cells permanently. Special attention is drawn by authors in [41] to the need for remote monitoring and examination and standardized upkeep measures, and a cautious design segment is encouraged for SAPV systems to remain a favored power substitute for telecommunication applications. An appropriate and rational technique for selecting the optimum constraints of the particle swarm optimization algorithm takes into account the topology, constraints of the DC-DC converter, and the configuration of solar panels. The ideal value of the sampling period for the digital MPP controllers delivering their peak performance is determined in [42] based on an innovative method.

Compared to the direct duty cycle method, the voltage reference control method has the attraction of fast convergence and minor oscillations in steady state, also analytical calculations of controller gains are possible in [43]. In [44], the design and cost estimation of SAPV along with MPPT, inverter, charge controller, and lead-acid batteries are studied. The sizing of SAPV is achieved by taking into account the radiation and electrical data for a typical household in remote areas or villages using MATLAB/Simulink. The Life Cycle Cost analysis is used to evaluate the economic feasibility of the system. The results are encouraging, in the sense that, Yemeni remote areas could be electrified. The errors made during designing, costing, sizing, installing, and maintenance of solar PV system are discussed in [45]. The design was done in 2 dissimilar ways. The total price came out to be between US$422.5 and US$107.5. An alternative method to MPPT was discussed in [46] grounded on the transformation of the energy parameters into new charge-related parameters specified by the Joint Research Center and the IEC Standard 61724. In [47], authors proposed a scheme which when compared with traditional schemes needs a reduced number of switching elements in the battery path, hence significantly reducing the cost and size of inductors involved with battery charging circuits by employing simple power management topology. The efficiency of the power conversion stage varies with levels of irradiance. Hence, to maximize the system efficiency over a broader array of real-time working environments, a novel adaptive control scheme was proposed in [48].

For the fitted electrical devices in an independent house, the battery storage necessities are to address on the kind, size, and functioning sequence. The relation between the accessible stored energy and the size/operational order of the house’s electrical equipment are highlighted in [49]. The rules for the selection of a suitable site/location together with the technique for the assessment of solar energy supply at the preferred site are provided in [50]. Sizing of various solar system components such as panels, batteries, inverter, charge controllers, and other accessories with daily load energy demand considerations was studied in [50] to design and install a solar PV system. The energy management of a SAPV structure is designed taking into consideration the drastic changes in weather conditions and rapid changes in the energy necessities of the client. A storage unit such as a super-capacitor is used to bring under control the mismatch of energy among the load and the SAPV system. The effectiveness and performance of the system in [51] is evaluated using MATLAB/Simulink software. The case studies of several SAPV systems in various parts of the world from [52–55] present information on guidelines, components required, the energy demand and consumed portfolio, and the process of calculation.

IoT-based solutions are proposed by researchers in [56–58] to make available appropriate and suitable source management, load shedding, data acquisition, and control of the SAPV systems and monitor and evaluate the electrification projects. [59] show that IoT provides the capability to bring into use the MATLAB, ThingSpeak, and other tools/functions by granting the authority to one person to operate the forecasting system. Overall, the entire effort lessens. MAPE does not depend on the scale, there is possibility of intuitive interpretation and it is also easy to compute is presented in [60]. The authors in [61–63] discussed that the simulation and design of a hybrid system in an islanded location is actually feasible ecologically and economically.

There is a drop in emission of CO$_2$, lesser energy, and net cost. The work done in [64–68] evaluates the numerous strategies of load dispatch of islanded microgrid systems. The outcome attained gives a proper parameter to compare and approximate sizes of modules and its related costs.

This paper was aimed at developing a novel scaled-down prototype of an IoT-enabled datalogger for PV panels that are installed in a remote location where human intervention is not possible due to harsh weather conditions or other circumstances. An IoT platform is used to store and visualize the captured data. The collected data from the datalogger is used as a training set for ML algorithms. The estimation of power generation is done by a LR algorithm. Further, a website is developed wherein the user can input the date and time. The output of that transaction is predicted temperature, humidity, and forecasted power generation of the specific standalone PV system. Hence, the proposed IoT-enabled datalogger extensively contributes in realizing a
self-sufficient small-scale off-grid photovoltaic system since it does not require involvement of any individual in providing and predicting power. The proposed small-scale off-grid photovoltaic system has applications in electrification of secluded, rural, isolated, and remote areas/homes. It can also be utilized by regions facing frequent power cuts. This system is also capable of supplying electricity under natural disaster circumstances.

The organization of the article is as follows: Section 2 explains the methodology to be followed for realizing the IoT-enabled datalogger for SAPV networks. It also discusses how ML algorithms are employed to forecast power generation. The purpose of creating the website is also discussed in this section. Section 3 discusses the system designing in detail for the hardware prototype of the proposed datalogger. It also explains how the logged data serves as the training data to the ML algorithms. The output of the algorithm is the forecasted power generation. Section 4 elaborates how the datalogger is implemented on the 40 W PV panel and also how the data is logged. LR algorithm is effectively used on the training data to predict the power generation in the website as well. Section 5 concludes working model of the datalogger for SAPV networks.

2. Methodology

2.1. Datalogger for SAPV Network. The main objective of this work is to develop a low-cost IoT-enabled datalogger for a remotely deployed standalone solar PV system. The datalogger contains calibrated digital sensors and a microcontroller. The sensors monitor and logs performance parameters of the PV system and the microcontroller which has a connection to an IoT server through a Wi-Fi connection send the measured data to the server. While collecting data, the sensors may tend to log erroneous values or miss logging a few values. To avoid the above-mentioned scenarios, two
data predicting algorithms are employed. The performance of the two algorithms is compared, and based on the application, one of the algorithms is deployed. On the server-side, users can view live generation performance and can export data to an excel sheet for further data analysis.

A datalogger is designed for the PV system as demonstrated in Figure 1. The datalogger consists of a sensor to measure photovoltaic parameters such as voltage and current and a microcontroller that is connected to an IoT server. The sensors collect information and transmit it to the computer via direct serial connection or directly being sent to an IoT server, where it is further viewed and analyzed. Appropriate software and weather data providing platforms are used to store, display, and process the collected data. The collected data then proceeds to the ML algorithm for estimating power generation for the next 30 days.

2.2. Machine Learning-based Prediction Algorithms. The machine learning stages are shown in Figure 2. The datalogger initially collects performance parameters of PV panel, voltage, and current and sends it to the ThingSpeak server. This server provides storing and graphical representation facility. The collected data from the datalogger is used as a training set for the ML program where the algorithm analyzes the collected data and attempts to relate measured data with weather parameters such as temperature and relative humidity.

The algorithms employed here are the following:

2.2.1. Linear Regression. LR is a mathematical approach to derive a linear relationship between two variables. It does so by finding a linear line that best fits the data points. The equation of a line is used to predict output values that are not present in the data set. LR is fast and used extensively in analyzing and predicting data sets. Upon executing the calculation of LR, it creates a LR line equation. The equation has two variables: temperature and relative humidity, and the substitution of these two values will predict the power generation. This process also minimizes errors.

2.2.2. Polynomial Regression. PR has an independent variable \( x \) and a dependent variable \( y \). The relationship between the variables is a polynomial of nth degree. Hence, the plot forms a curve. This algorithm can adjust to multiple variety of curves but requires additional effort to realize the appropriate fit and interprets the role of its independent variables.

2.3. GUI for Viewing Forecasted Power. A webpage, which is created, acts as the GUI to view the generated parameters. The user needs to feed the date and time so that the webpage fetches its corresponding temperature and relative humidity from weather forecasting servers to display generated wattage. The constant record of performance and failure data is enabled by IoT so that it can be used for analytics of predicting and forecasting the impending power generation potentials, revenue generation, etc. Photovoltaic systems fitted at isolated or faraway places from the control center can be accessed using IoT which also helps in improving the efficiency of the system, reducing human involvement and supervision time, and facilitating network management.

![Figure 3: The methodology of proposed machine learning-based power forecasting in SAPV networks.](image-url)
Table 1: Specifications of voltage sensing device.

| Component       | Model no. | Detection range | Accuracy | Analog resolution |
|-----------------|-----------|-----------------|----------|-------------------|
| Voltage sensor  | LV25      | 0.02445 V to 25 V | ±0.01 V  | 0.00489 V         |

3. System Designing

Figure 3 gives a detailed overview of the methodology incorporated in this article. The design is categorized into two parts: hardware and software. The hardware platform involves realizing a low-cost data monitoring system that gathers data and stores them in the IoT server. To predict power generation, the machine learning algorithm requires at least 4 months of performance data of PV panel for best results. Due to time constraints, the collection of so much data was implausible. Hence, appropriate approximate values were used for training sets. The software part consists of MATLAB for ML algorithm, an IDE for Arduino, and a webpage for viewing the real-time performance of solar PV panel and estimation of generation. ThingSpeak platform is programmed to show the voltage and current of a standalone PV panel.

3.1. IoT Based Datalogger

3.1.1. Selection of Microprocessor. The selection of suitable hardware was based on the use of open-source software and hardware that will allow us to attain the economical objective of the final system. Among the plentiful microprocessors based upon open-source hardware available in the market, Arduino Uno is chosen for its low-cost, flexibility, and widespread popular developer community. The Arduino DIY board is based on the ATmega328 microcontroller and has 14 digital I/O pins, 6 analogue inputs, a power jack, USB connection, and a reset button. The board comprises of everything essential to support the microcontroller and it can work using an external supply or any standard USB port using USB type A to USB type B connector cable.

It offers advantages over other development kits such as the following:

(i) Easy programming tool: Arduino programming is done by its free IDE software being beginner-friendly yet flexible enough for advanced users. Arduino IDE is a very small, lightweight program that requires very basic system requirements:

(a) Microsoft Windows XP with SP2, Windows 7, Windows 8/8.1, and Windows 10 operating system
(b) Microsoft .NET Framework 3.5 or higher
(c) Intel Pentium/AMD Athlon processor or equivalent running at 1 GHz or more
(d) 512 MB RAM (1 GB RAM recommended)
(e) 10 MB free hard drive space or more (only for PROGRAMINO IDE for Arduino)

(f) It can run on any modern low-end PC, and unlike Raspberry Pi, it does not require any external development environment or secondary operating system to work with

(g) It uses a modified version of basic C/C++ programming language and has a built-in compiler with an error notifier

(ii) Low-cost: Arduino board especially Nano and Uno variants are relatively cheaper than their counterparts by a high margin. The least expensive Arduino Uno board costs around ₹250, and it can even be assembled by hand which will reduce its costs even further. Compatible sensors are also cheap and easily available in the market

(iii) Cross-platform: Arduino IDE is available on most of the commonly used operating systems. Whereas its rivals like Raspberry Pi require their own OS and are difficult to set up especially in Macbooks. Most of the DIY development board does not support Linux and ChromeOS but Arduino does

(iv) Expandable software: The Arduino IDE supports C/C++ language, and it receives OTA update over time. It also has a board manager to download and installs an external development board. It also has a library manager which lists available external library from its GitHub page. Many extensions are also available for the Arduino IDE

(v) Expandable Hardware: Arduino supports UART, I2C, and SPI protocol through which it can connect to a plethora of modems. Arduino is an open-source project, so an experienced circuit designer can add more features to it and publish it for others to use. There are many modified versions of Arduino board available to choose from as per one’s need and requirement

3.1.2. Selection of Sensors and Internet Module. The sensors used to collect the data required to carry out this work are described in the following subsections.

(i) Voltage sensor. The voltage is measured and recorded by the new low-cost voltage sensor LV25, which works on the principle of resistive voltage divider design. The voltage detection sensor is very cheap and easily available in the market. Its interfacing with Arduino Uno board is also very simple. It uses a potential divider to decrease any input voltage by a factor of 5 permitting the user to use the analog pin of a microcontroller to monitor voltage greater than its capacity. The specifications of the voltage-sensing device are given in Table 1. Some of the features of LV25 are as follows:

(a) Easy programming tool: Arduino programming is done by its free IDE software being beginner-friendly yet flexible enough for advanced users. Arduino IDE is a very small, lightweight program that requires very basic system requirements:

(i) Small in size and compact
(ii) High personnel safety
(iii) High-degree of accuracy
(iv) Nonsaturable
(v) Wide dynamic range
(vi) No external components required
(vii) Easy to use with microcontrollers

(2) Current sensor. The PV current is measured by ACS712 hall-effect sensor. It is a low-cost sensor and is compatible with Arduino Uno. The device consists of a precise, low-offset, and linear hall sensor circuit with a copper conduction path located near the surface of the die. The hall-effect sensor detects current by magnetic field generation. Upon detection, a proportional voltage is generated which becomes the raw data measurement for the microcontroller. Arduino Uno uses this raw data to calculate proportional current for the corresponding voltage. The specifications of the current sensing device are given in Table 2. Some of the features of ACS712 are as follows:

(i) Better accuracy
(ii) Minimum power loss
(iii) Low-noise analogue signal path
(iv) Device bandwidth is set via the new filter pin
(v) Stable output offset voltage
(vi) Near zero magnetic hysteresis

(3) Wi-Fi module. The Arduino Uno board cannot connect to the internet on its own. Hence, a small and cost-efficient Wi-Fi module ESP8266 is being employed here. It provides internet access using a built-in micro-Wi-Fi modem and

---

**Table 2: Specifications of current sensing device.**

| Component       | Model no. | Range       | Internal conductor resistance | Output error            | Bandwidth | Output sensitivity |
|-----------------|-----------|-------------|--------------------------------|-------------------------|-----------|-------------------|
| Current sensor  | ACS712    | 0 – 5 A     | 1.2 mΩ                         | 1.5% at TA = 25°C       | 80 kHz    | 66 to 185 mV/A    |

**Table 3: Specifications of Wi-Fi module.**

| Component      | Manufacturer | Model no. | Operating values | Recommended values |
|----------------|--------------|-----------|------------------|--------------------|
| Wi-Fi module   | Espressif systems | ESP8266 | Voltage Current  | Voltage Current     |
|                |              |           | 3.3 V 400 mA     | 3.3 V 300 – 800 mA |

**Figure 4: Prediction process of erroneous/missing data.**
supports Wi-Fi 802.11 b/g/n protocol offering a complete and self-contained Wi-Fi networking solution. It allows to either host the application or offload all Wi-Fi networking functions from another application processor.

ESP8266 can boot up directly from an external flash drive. It has its memory and integrated cache storage. It remembers data like previously connected Wi-Fi SSID (service set identifier) and password and automatically gets connected to the remembered Wi-Fi network if it is available. It can provide internet accessibility basically to any device which supports a UART connection. The specifications of the Wi-Fi module are given in Table 3. Some features of ESP8266 are as follows:

(i) Low-cost: ESP8266 is very cheap and can be found in the market for less than ₹400. It is fast and easy to use and compatible with most of the development boards

(ii) Plug and play: It requires very basic wiring with the Arduino. It has two inbuilt LED (light-emitting diode) for showing transmission and receiving operation

(iii) Integrated Circuit: ESP8266 does not require any external resistor or capacitor, it has an integrated TR switch, balun, low-noise amplifier, power amplifier and matching network; integrated PLL (phase-locked loop), regulators, power management units,
and +19.5 dBm output power in 802.11b mode; integrated temperature sensor; and integrated MIMO antenna

(iv) Fast boot and recovery: ESP8266’s latest firmware allows it to boot up quickly and recover cache memory in no time. It wakes up and transmits packets in less than 2 ms and has very low power consumption.

3.2. Forecasting Based on Linear and Polynomial Regression Algorithm. The collected data from the datalogger is used as a training set for the machine learning program, whereas the machine learning algorithm analyzes the collected data and attempts to relate measured data with weather parameters such as temperature and relative humidity. Linear and PRs are a mathematical approach to derive a linear relationship between two variables. It does so by finding a linear line that best fits the data points. The equation of a line is used to predict output values that are not present in the data set. LR is fast and is used extensively in analysing and predicting data sets. The prediction process of erroneous/missing data is shown in Figure 4.

The estimation of power generation is executed by linear and PR algorithms between generated wattage and temperature, humidity for estimating power generation. Irradiance, wind direction, wind speed, and dew point are also the key elements that affect PV panels. Irradiance measurement instrument (pyranometer) is an expensive tool, and in monitoring wind direction, wind speed is also an arduous thing to do. But if the cost is not a concern, then one can further enhance the prediction by adding these factors too.

3.3. Challenges. During the development of the prototype, there were many issues for which alternative solutions were brainstormed and implemented. The first constraint faced was the implementation of ESP8266 in the circuit since programming it as per need was a challenge. The initial plan was to use a GSM module, but it was expensive and can only send a text message to a GSM number, and the proposed work required something which could store data in the cloud.

Secondly, IoT is often thought to be the future of the internet. Ever since the world has got fast personal internet, people are working towards an interconnected world where
Figure 9: Monitoring power generation of Solar PV emulator.

Figure 10: Setting up datalogger with rooftop panel to monitor performance data.

Figure 11: Power generation of 40 W PV panel.
every machine, be it small or huge, communicates with each other and makes life easier than it already is. The internet covers almost the entire world, and the world has both good and bad sides. On the bright side, we have IoT as an emerging technology that aims to play a crucial role in saving money, conserving energy, better monitoring, and power management, and now we are on the verge of the upcoming superfast fifth generation of internet, the 5G. On the other hand, it also raises questions regarding privacy, data breach, social, and technical challenges. Some researchers have found that making life this much easier may make humankind lazy and inactive.

3.4. Forecasting Based on CBR. The CBR is an artificial intelligence technique that solves new problems by comparing it to the old cases or by fetching solution to the new problems from its past experiences. This algorithm is predominantly applied when the available data is incomplete, erroneous, missing,

| Cloud service | Visual-crossing | ThingSpeak |
|---------------|-----------------|------------|
| Description   | Weather data acquisition platform | IoT cloud server to save measured data |

Figure 12: PR between power and temperature.

Figure 13: LR between power and temperature.

Table 6: Essential cloud services.
| Ref. | Paper title | Type of meteorological data | Method | Inference |
|------|-------------|-----------------------------|--------|-----------|
| [28] | Transformer failure diagnosis using fuzzy association rule mining combined with case based reasoning | — | Hybrid | CBR algorithm is employed to discover the past cases which are the most identical to the present case. The exactness of the model is confirmed using past 10 years data. |
| [69] | A hybrid algorithm for short-term solar power prediction - sunshine state case study | Hourly | Hybrid | Results obtained from the hybrid algorithm are more accurate with fast convergence compared to the classic algorithm. |
| [70] | A hybrid ensemble model for interval prediction of solar power output in ship onboard power systems | Hourly | Hybrid | The hybrid algorithm gives outcomes with high efficiency considering the meteorological data along with the ship's swinging as the input parameters. |
| [71] | A lightweight short-term photovoltaic power prediction for edge computing | Data sampled every 30 minutes | Hybrid | Compared to other standard ML algorithms, the technique employed here is remarkable and is capable of making short-term power predictions. |
| [72] | A local training strategy-based artificial neural network for predicting the power production of solar photovoltaic systems | Hourly | Intuitive | Various tests were conducted that showed the superiority of the proposed ANN over the benchmark ANN training strategies. |
| [73] | A practicable copula-based approach for power forecasting of small-scale photovoltaic systems | Daily | Numerical | From the results, it is clear that the mathematical model used here gives satisfactory prediction for cloudy days. |
| [74] | A solar time based analog ensemble method for regional solar power forecasting | Hourly | Hybrid | The proposed model adapts easily to the changing weather conditions irrespective of the location with high forecasting accuracy, few parameter requirements, data management, etc., accurate day-ahead power prediction is obtained and is verified against a real case study. The number of hidden neurons in the hidden layer of ANN is optimized using trial and error method of the proposed model. |
| [75] | Ensemble approach of optimized artificial neural networks for solar photovoltaic power prediction | Daily | Intuitive | The proposed hybrid method is compared with three other benchmark methods and is shown to have very small prediction errors. |
| [76] | Photovoltaic power forecasting with a hybrid deep learning approach | Daily | Hybrid | The duration for which data samples are incomplete or missing can be predicted by using the proposed method. |
| [77] | Power generation forecast of hybrid PV-wind system | 4 hours daily | Numerical | Temperature and irradiance were found to be the key parameters. Back propagation neural network predicted accurate results, but general regression technique was more appropriate for big data sets. |
| [78] | Prediction of photovoltaic power generation based on general regression and Back propagation neural network | Daily | Numerical | The technique employed here exhibits very high computational efficiency and proves to be remarkably effective. |
| [79] | Probabilistic forecasting of photovoltaic generation: An efficient statistical approach | Daily | Probabilistic | A way to detect and replace anomalies/corrupted data is proposed here whose performance surpasses state-of-the-art methods. |
| [80] | Real-time anomaly detection for very short-term load forecasting | Daily | Numerical | A simple linear regression is adopted here for of accurate prediction improvement. |
| [81] | Day-ahead hierarchical probabilistic load forecasting with linear quantile regression and empirical copulas | Daily | Hybrid | The proposed linear programming gives a simple solution with high computational efficiency and flexible framework. |
| [82] | Direct quantile regression for nonparametric probabilistic forecasting of wind power generation | Hourly | Probabilistic | The forecasting result was satisfactory using linear regression. |
| [83] | Solar power probabilistic forecasting by using multiple linear regression analysis | Hourly | Numerical | The forecasting result was satisfactory using linear regression. |
Table 7: Continued.

| Ref. | Paper title                                                                 | Type of meteorological data | Method        | Inference                                                                 |
|------|-----------------------------------------------------------------------------|----------------------------|---------------|---------------------------------------------------------------------------|
| [84] | IOT based online load forecasting using machine learning                    | Hourly                     | Numerical     | Compared to all the ML algorithms, LR ML algorithm is found to be better as per the parameters is considered in this paper. Forecasting consumption of power for the next-hour is done using the online IoT platform. |

![Figure 14: Number of research work based on method of analysis.](image1)

![Figure 15: Comparison of measured and predicted results.](image2)

![Figure 16: Testing predicted wattage with measured wattage.](image3)
Figure 17: Comparison chart showing actual power and predicted power with only temperature.

Figure 18: Comparison chart showing actual power and predicted power with humidity correction.

Figure 19: Comparison chart showing % accuracy obtained using CBR and LR.
and corrupted, and the rule-based reasoning does not give satisfactory solution. The implementation of CBR algorithm is depicted in Figure 5.

3.5. Other Component Specifications. The specifications of various components and the essential cloud services used to develop the proposed work are tabulated. Table 4 shows the specifications of Arduino Uno. The ratings of the PV panel used are given in Table 5, and Table 6 lists the essential cloud services used.

4. Experimental Results and Discussion

The proposed model of forecasting of generated power is built and verified under different scenarios to assess its superiority and performance. The assessment and obtained results of the proposed model is discussed in the following subsections.

4.1. Datalogger Realization. The voltage and current sensor are connected to the pins of Arduino Uno which is programmed using an Arduino IDE. ESP8266 Wi-Fi modem is paired with the Arduino Uno to enable wireless capability on the Arduino Uno development board. ESP8266 is flashed with custom firmware to be able to receive and transmit data over the internet. The sensor is manually calibrated and tested with a high precision multimeter. The sensors collect data in real-time and transfer it to the Arduino Uno development board using its analog pins. Upon receiving raw data from the sensors, Arduino Uno is programmed to calculate the performance parameters. This data is sent to be stored in the cloud via the Wi-Fi module.

The voltage and current sensors are connected to digital I/O pins of Arduino, whereas ESP8266 Wi-Fi modem is connected to digital pin 2 and 3 which are acting as TX and RX as shown in Figure 6. The reason behind not using the default TX and RX pin is that Arduino board resets itself each time it starts an operation, and while resetting, there should not be any connection on the default TX and RX pin otherwise it will come with an error code and will not initialize. The Wi-Fi modem has an inbuilt antenna and it works as either a Wi-Fi hotspot or Wi-Fi receiver with
inbuilt microprocessor and memory. It does not come with any firmware installed in its memory. The users have to flash the latest firmware by themselves which is provided by the manufacturer. In this project, the latest Non-Os AT firmware version, 1.6.2 is being used. The ESP8266 modem serves as a communicator between the datalogger and IoT server.

IoT capability is incorporated by the ThingSpeak IoT server. It is a free and open-source platform to store and retrieve data. It is one-of-a-kind, easy, and simple authentication system that makes it the most popular IoT server for research and project purposes. ThingSpeak provides reading and writing capabilities to its channels by giving a unique API key for each channel.

An IoT-based datalogger for a standalone PV panel is developed with generation estimation capability. A hardware prototype is realized for a scaled-down version of the datalogger circuit. IoT is incorporated by Arduino Uno and ESP8266 Wi-Fi module to collect the performance parameter of solar PV panels such as current and voltage and to store and visualize these on the ThingSpeak server. The temperature and relative humidity are obtained by VisualCrossing weather API. Visual-Crossing is a free weather forecasting service. It provides hourly or daily based weather data for any given date and location. First up, a datalogger circuit was assembled to monitor the data of the solar panel. The developed datalogger circuit was tested with a solar PV emulator as shown in Figure 7.

The solar PV emulator emulates power generation through the photovoltaic panels in a closed box. A bright electric bulb emulates solar irradiance, and two small sets of PV arrays work as a PV panel. These PV panels are connected to an inbuilt measurement instrument that displays voltage and current reading in an LCD mounted in front of the emulator system as displayed in Figure 8. The solar PV emulator has two knobs through which temperature or voltage and current generation can be adjusted. It has a switch that switches between external or internal measurement instruments. It has a power outlet pin to attach external measurement monitoring instruments. The datalogger system is attached and tested, and sensors were calibrated.

4.2. Data Collection. The output of the datalogger is monitored in the serial monitor window of Arduino IDE. A screenshot of the same is attached in Figure 9. The PV panel performance data for the next ten days is collected from a 40 W PV panel. Interfacing the datalogger to the PV panel is demonstrated in Figure 10. The power generated is measured and is shown in Figure 11 along with its respective date and time stamp. The monitored data is analyzed and stored on a local computer.

4.3. Forecasting Based on Linear and Polynomial Regression Algorithms. In this section, linear and polynomial regression algorithms are employed to forecast the missing/erroneous values of voltage and current obtained from the datalogger.

4.3.1. Polynomial Regression Algorithm. The data is used as a training set to train the ML algorithm namely PR. The output is a curve. It is considered to be better than LR if the variables in the data set have little to no linear relations between them. The degree of the polynomial equation can also be adjusted for best fitting. Figure 12 shows the PR between power and temperature. The red dots are the measured points and the blue curve is its linearity.
4.3.2. Linear Regression Algorithm. The captured data as in Figure 11 is also used to train another ML algorithm such as LR, and its output is a straight line. Figure 13 shows the LR between power and temperature. The blue dots are the measured points, and the red line is its linearity. Table 7 summarizes the methods of analysing meteorological data for power prediction. From the research papers studied, we find that regression method is simpler to implement. There are better algorithms available for power forecasting, but due to limited data availability and usage of few parametric variables, the regression technique is more suitable. Hence, the proposed algorithm for power forecasting in SAPV systems for the hourly data accessible is LR. Figure 14 shows the number of research articles deliberate based on method of analysis.

4.4. Comparison Summary of Linear and Polynomial Regression Algorithms. The results of both the algorithms are compared. PR does the same thing as LR but by fitting a polynomial equation to the given data sets. Hence, the result is a curve instead of a straight line. While doing internal testing, the results of PR, Figure 12, were not satisfactory when compared to LR as displayed in Figure 13. It is evident that LR fits more accurately than PR. Also, the prediction error and error percentage are noticeably high with the latter. And going higher than 6 degrees of PR resulted in even more inferior curve fitting. Also, going lower than 6 degrees was not satisfactory for the considered system. Hence, LR is chosen as the ML algorithm for the analysis of data from the datalogger of the SAPV network.

4.5. Data Analysis. The ML algorithm namely LR fetched the weather data (temperature and relative humidity) from an API namely Visual-Crossing. Using the fetched data, the ML algorithm is able to estimate the power generation of the PV panel for the next 30 days. Figures 15 and 16 show the comparison between measured and estimated power generation. As seen in Figure 15, column E contains the measured power of the PV panel and column F and G are the estimated values. Column F lists estimated power generation when only the temperature is being considered in the algorithm whereas column G lists estimated power generation when both temperature and relative humidity are being used for estimation. From Figure 15, it is evident that the obtained wattage with only temperature has an accuracy of 94%, and similarly, the obtained wattage with both temperature and humidity correction is 98.955%. The estimated power is found to be more accurate while taking both the parameters, temperature, and relative humidity into account as in Figure 16.

The data recorded in Figure 16 is assessed, and the corresponding results are depicted. Figure 17 compares the wattage with the predicted wattage obtained using both LR and CBR algorithms when only temperature is considered. Figure 18 compares the wattage with the predicted wattage obtained using both LR and CBR algorithms when humidity correction is considered. MAPE is the measure of the forecasting system accuracy. The lower the error, the better will be the prediction. Figures 19 and 20 illustrate the % accuracy and % MAPE attained using CBR and LR algorithms, hence proving that LR is a better power prediction option than CBR. Figure 19 shows that there is a 3.51% increase in the percentage accuracy of predicting wattage with only temperature using the proposed LR method than the CBR method. Also, there is a 1.24% increase in the prediction of wattage with humidity correction between the two methods. Figure 20 depicts the comparison of percentage MAPE between LR and CBR methods. The % MAPE is 2.958 and 3.978 for LR and CBR methods, respectively, for predicted wattage with only temperature. For the prediction of wattage with humidity correction, the % MAPE is 1.321 and 2.374 for LR and CBR methods, respectively. On comparing both the set of values, it is obvious that LR method has lower % MAPE than CBR method.

The measured performance data of the PV panel is sent to the ThingSpeak IoT server by the microcontroller. ThingSpeak provides an easy and hassle-free setup to import data from various IoT-enabled sensors. The developed webpage is shown in Figure 21 containing a graphical representation of current and voltage in real-time. It also has a drop-down menu bar to select date and time, and clicking on Get Information navigates the page to the next page where it shows the estimated power generated for the entered date and time as seen in Figure 22. ThingSpeak then plots a graphical visualization of received data concerning time for each set of parameters individually. These graphs are updated in real-time and can be used to attach anywhere on the web through an embedded link. The website also has a back-end connection to the MATLAB server for the estimation of power generation. MATLAB server is programmed in such a way that upon entering date and time, it obtains weather information such as relative humidity and temperature from Visual-Crossing API for the entered date and time and substitutes these two in the LR algorithm. The algorithm calculates estimated power generation and displays it on the website as can be seen in Figure 22. Figure 23 shows the linear relation between generated power and relative humidity. The blue dots are the measured points and the red line demonstrates their linearity.

5. Conclusion

In this paper, a new low-cost portable datalogger to monitor PV systems is designed, tested, and analyzed. The system design attributed easy-to-obtain hardware and free software, making it available to any investigator or user for the progress of schemes of their design and usage. This adjustability and adaptability makes the system more appropriate for intended applications like monitoring of PV plants and the collection of data from PV panels at isolated sites in developing nations.

LR machine learning algorithm is successfully used. The data from the datalogger serves as the training data set for the algorithm. The forecasted power generation is the output of the machine learning algorithm, which is tested with real-time data and found out to be accurate with less than 10% error. To store the measured data of voltage and current, sensor two channels of ThingSpeak are used. Once date
and time are keyed in, forecasted power generation for the entered date and time is computed. The website also has a back-end connection to the MATLAB server for the estimation of power generation.

The price of the proposed system is significantly less than commercially available devices, with little loss of accuracy and precision. Essential data for energy management systems are provided by the power generation estimation system. For use by researchers and in developing nations, this datalogger permits additional study. The subsequent phases include achieving lower power consumption, develop a small SAPV system realized with Arduino, using wireless technologies for communication aspects, scrutinizing the pricing meticulously. The proposed work has a very wide scope and can be conveniently used for standalone PV plants which are usually installed in a remote location where human intervention is not possible due to harsh weather or other circumstances.
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- **AC:** Alternating current
- **Amp:** Current at maximum power
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**USB:** Universal serial bus

**V:** Voltage

**Vmp:** Voltage at maximum power

**W:** Watt

**Wi-Fi:** Wireless fidelity.

**Data Availability**

The data used to support the findings of this study are included in the article.

**Conflicts of Interest**

The authors declare that there is no conflict of interest regarding the publication of this article.

**References**

[1] L. Tuggener, M. Amirian, K. Rombach et al., “Automated machine learning in practice: state of the art and recent results,” in *2019 6th Swiss Conference on Data Science (SDS)*, pp. 31–36, Bern, Switzerland, 2019.

[2] Y. Roh, G. Heo, and S. E. Whang, “A survey on data collection for machine learning: a big data - AI integration perspective,” *IEEE Transactions on Knowledge and Data Engineering*, vol. 33, p. 1, 2021.

[3] K. Chauhan, S. Jani, D. Thakkar et al., “Automated machine learning: the new wave of machine learning,” in *2020 2nd International Conference on Innovative Mechanisms for Industry Applications (ICIMIA)*, pp. 205–212, Bangalore, India, 2020.

[4] G. Graditi, S. Ferlito, and G. Adinolfi, “Comparison of photovoltaic plant power production prediction methods using a large measured dataset,” *Renewable Energy*, vol. 90, pp. 513–519, 2016.

[5] M. Al Karim, J. Currie, and T. Lie, “Dynamic event detection using a distributed feature selection based machine learning approach in a self-healing microgrid,” *IEEE Transactions on Power Systems*, vol. 33, no. 5, pp. 4706–4718, 2018.

[6] N. Krishna Prakash and D. Prasanna Vadana, “Machine learning based residential energy management system,” in *2017 IEEE International Conference on Computational Intelligence and Computing Research (ICCCIR)*, pp. 1–4, Coimbatore, India, 2017.

[7] C. Voyant, G. Notton, S. Kalogirou et al., “Machine learning methods for solar radiation forecasting: a review,” *Renewable Energy*, vol. 105, pp. 569–582, 2017.

[8] T. Sogabe, H. Ichikawa, K. Sakamoto et al., “Optimization of decentralized renewable energy system by weather forecasting and deep machine learning techniques,” in *2016 IEEE Innovative Smart Grid Technologies - Asia (ISGT-Asia)*, pp. 1014–1018, Melbourne, VIC, Australia, 2016.
[9] H. Eom, Y. Son, and S. Choi, "Feature-Selective ensemble learning-based long-term regional PV generation forecasting," IEEE Access, vol. 8, pp. 54620–54630, 2020.

[10] K. Benhmed, F. Touati, M. Al-Hitmi et al., "PV power prediction in Qatar based on machine learning approach," in 2018 6th International Renewable and Sustainable Energy Conference (IRSEC), pp. 1–4, Rabat, Morocco, 2018.

[11] M. Diagne, M. David, P. Lauret, J. Boland, and N. Schmutz, "Review of solar irradiance forecasting methods and a proposition for small- scale insular grids," Renewable and Sustainable Energy Reviews, vol. 27, pp. 65–76, 2013.

[12] A. López-Vargas, M. Fuentes, M. V. García, and F. J. Muñoz-Rodríguez, "Low-Cost datalogger intended for remote monitoring of solar photovoltaic standalone systems based on Arduino™," IEEE Sensors Journal, vol. 19, no. 11, pp. 4308–4320, 2019.

[13] A. López-Vargas, M. Fuentes, and M. Vivar, "Evaluation of long-term performance of a solar home system (SHS) monitoring system on harsh environments," Sensors, vol. 19, no. 24, p. 5462, 2019.

[14] N. Mahzan, A. Omar, L. Rimon, S. M. Noor, and M. Z. Rosselan, "Design and Development of an Arduino based data logger for photovoltaic monitoring system," International Journal of Simulation: Systems, Science and Technology, vol. 17, pp. 15.1–15.5, 2017.

[15] M. Fuentes, M. Vivar, J. M. Burgos, J. Aguilera, and J. A. Vacas, "Design of an accurate, low-cost autonomous data logger for PV system monitoring using Arduino™ that complies with IEC standards," Solar Energy Materials and Solar Cells, vol. 130, pp. 529–543, 2014.

[16] A. Mahjoubi, R. Mechlouch, and A. Brahim, "A low cost wireless data acquisition system for a remote photovoltaic (PV) water pumping system," Energies, vol. 4, no. 1, pp. 68–89, 2011.

[17] T. A. Jesha and M. T. Iqbal, "Data logging and energy consumption analysis of two houses in St. John’s, Newfoundland," in 8th International Conference on Electrical and Computer Engineering, pp. 816–819, Dhaka, Bangladesh, 2014.

[18] B. Nkom and H. Musa, "Development of a novel microcontroller-based data logger," in 2009 2nd International Conference on Adaptive Science & Technology (ICAST), pp. 314–324, Accra, Ghana, 2009.

[19] A. Suzdalenko, "Guidelines for autonomous data logger design," in 2011 IEEE International Symposium on Industrial Electronics, pp. 1426–1429, Gdansk, Poland, 2011.

[20] M. Engin, "Open source embedded data logger design for PV system monitoring," in 2017 6th Mediterranean Conference on Embedded Computing (MECO), pp. 1–5, Bar, Montenegro, 2017.

[21] M. Benghanem, "Measurement of meteorological data based on wireless data acquisition system monitoring," Applied Energy, vol. 86, no. 12, pp. 2651–2660, 2009.

[22] G. Nhivekar and R. Mudholkar, "Data logger and remote monitoring system for multiple parameter measurement applications," Journal of Electrical and Electronics Engineering, vol. 4, 2011.

[23] D. Munandar and D. Syamisi, "Data logger management software design for maintenance and utility in remote," in 2014 The 1st International Conference on Information Technology, Computer, and Electrical Engineering, pp. 74–78, Semarang, Indonesia, 2014.

[24] S. Badhiye, B. Chatur, and B. V. Wakode, "Data Logger System: A Survey," International Journal of Computer Technology and Electronics Engineering (IJCTEE), pp. 24–26, 2011.

[25] M. Kovac, "Efficient data compression algorithm for data loggers, measurement equipment and remote data analysis applications," in Proceedings IEEE Southeastcon ‘98 Engineering for a New Era’, pp. 47–48, Orlando, FL, USA, 1998.

[26] S. Chaudhary, P. Ghimire, P. B. Thogersen, and P. De Place Rimmen, "Field data logger prototype for power converters," in 2014 IEEE International Conference on Power Electronics, Drives and Energy Systems (PEDES), pp. 1–4, Mumbai, India, 2014.

[27] C. M. Vencea and L. Viman, "Wireless data logger for thermal validation systems," 2011 IEEE 17th International Symposium for Design and Technology in Electronic Packaging (SITME), pp. 295–298, Timisoara, Romania, 2011.

[28] C. Guo, B. Wang, Z. Wu et al., “Transformer failure diagnosis using fuzzy association rule mining combined with case-based reasoning,” IET Generation, Transmission and Distribution, vol. 14, no. 11, pp. 2202–2208, 2020.

[29] R. Uthirarasy, V. K. Chinnaiyan, S. Vishnukumar et al., "Design of boosted multilevel DC-DC converter for solar photovoltaic system," International Journal of Photoenergy, vol. 2022, Article ID 1648474, 23 pages, 2022.

[30] S. Kaliappan, R. Saravanakumar, A. Karthick et al., "Hourly and day ahead power prediction of building integrated semi-transparent photovoltaic system," International Journal of Photoenergy, vol. 2021, Article ID 7894849, 8 pages, 2021.

[31] A. K. Podder, A. K. Das, E. Hossain et al., "Integrated modeling and feasibility analysis of a rooftop photovoltaic systems for an academic building in Bangladesh," International Journal of Low Carbon Technologies, vol. 16, no. 4, pp. 1317–1327, 2021.

[32] U. Subramaniam, M. M. Subashini, D. Almakhles, A. Karthick, and S. Manoharan, "An expert system for COVID-19 infection tracking in lungs using image processing and deep learning techniques," BioMed Research International, vol. 2021, Article ID 1896762, 17 pages, 2021.

[33] S. S. Ganesh, G. Kannayeram, A. Karthick, and M. Muhibbullah, "A novel context aware joint segmentation and classification framework for glaucoma detection," Computational and Mathematical Methods in Medicine, vol. 2021, Article ID 2921737, 19 pages, 2021.

[34] A. Hmidet, U. Subramaniam, R. M. Elavarasan et al., "Design of efficient off-grid solar photovoltaic water pumping system based on improved fractional open circuit voltage MPPT technique," International Journal of Photoenergy, vol. 2021, Article ID 4925433, 18 pages, 2021.

[35] P. M. Kumar, R. Saravanakumar, A. Karthick, and V. Mohanavel, "Artificial neural network-based output power prediction of grid-connected semitransparent photovoltaic system," Environmental Science and Pollution Research, vol. 29, pp. 10173–10182, 2022.

[36] D. Singh, R. Chaudhary, and A. Karthick, "Review on the progress of building-applied/integrated photovoltaic system," Environmental Science and Pollution Research, vol. 28, no. 35, pp. 47689–47724, 2021.

[37] N. M. Kumar, M. Samykano, and A. Karthick, "Energy loss analysis of a large scale BIPV system for university buildings in tropical weather conditions: a partial and cumulative performance ratio approach," Case Studies in Thermal Engineering, vol. 25, p. 100916, 2021.
[38] A. R. Prasad, R. Shankar, C. K. Patil, A. Karthick, A. Kumar, and R. Rahim, “Performance enhancement of solar photovoltaic system for roof top garden,” *Environmental Science and Pollution Research*, vol. 28, no. 36, pp. 50017–50027, 2021.

[39] V. Chandran, M. G. Sumithra, A. Karthick et al., “Diagnosis of cervical cancer based on ensemble deep learning network using colposcopy images,” *BioMed Research International*, vol. 2021, Article ID 5584004, 15 pages, 2021.

[40] R. Kablan, V. Chandran, J. Yogapriya et al., “Short-term power prediction of building integrated photovoltaic (BIPV) system based on machine learning algorithms,” *International Journal of Photoenergy*, vol. 2021, Article ID 5582418, 11 pages, 2021.

[41] N. Y. Jayalakshmi, R. Shankar, U. Subramaniam et al., “Novel multi-time scale deep learning algorithm for solar irradiance forecasting,” *Energies*, vol. 14, no. 9, p. 2404, 2021.

[42] S. Obukhov, A. Ibrahim, A. A. Z. Diab, A. S. Al-Sumaiti, and R. Aboelsaad, “Optimal performance of dynamic particle swarm optimization based maximum power trackers for stand-alone PV system under partial shading conditions,” *IEEE Access*, vol. 8, pp. 20770–20785, 2020.

[43] M. Killi and S. Samanta, “Voltage-sensor-based MPPT for stand-alone PV systems through voltage reference control,” *IEEE Journal of Emerging and Selected Topics in Power Electronics*, vol. 7, no. 2, pp. 1399–1407, 2019.

[44] A. Al-Sheetwi, M. Sujod, A. Tarabshieh, and I. Altawaili, “Design and economic evaluation of electrification of small villages in rural area in Yemen using stand-alone PV system,” *International Journal of Renewable Energy Research (IJRER)*, vol. 6, pp. 289–298, 2016.

[45] T. Kulworawanichpongpai and J. Mwambeleko, “Design and costing of a stand-alone solar photovoltaic system for a Tanzanian rural household,” *Sustainable Energy Technologies and Assessments*, vol. 12, pp. 53–59, 2015.

[46] F. J. Muñoz, G. Almonacid, G. Nofuentes, and F. Almonacid, “A new method based on charge parameters to analyse the performance of stand-alone photovoltaic systems,” *Solar Energy Materials and Solar Cells*, vol. 90, no. 12, pp. 1750–1763, 2006.

[47] S. Parsek and K. Chatterjee, “A novel strategy for battery placement in standalone solar photovoltaic converter system,” in *2014 IEEE 40th Photovoltaic Specialist Conference (PVSC)*, pp. 2751–2756, Denver, CO, USA, 2014.

[48] S. Babaa, M. Armstrong, and V. Pickert, “High efficiency standalone photovoltaic system using adaptive switching of an interleaved boost converter,” in *6th IET International Conference on Power Electronics, Machines and Drives (PEMD 2012)*, pp. 1–7, Bristol, UK, 2012.

[49] M. Nassreddine, J. Rizk, M. Nagrial, and A. Hellany, “Battery sustainable PV solar house: storage consideration for off grid,” in *2018 Third International Conference on Electrical and Biomedical Engineering, Clean Energy and Green Computing (EBECEGC)*, pp. 34–38, Beirut, Lebanon, 2018.

[50] W. Ali, H. Farooq, A. U. Rehman, Q. Awaits, M. Jamil, and A. Noman, “Design considerations of stand-alone solar photovoltaic systems,” in *2018 International Conference on Computing, Electronic and Electrical Engineering (ICE Cube)*, pp. 1–6, Quetta, Pakistan, 2018.

[51] K. Sehil and M. Darwish, “Effective power management in a stand-alone PV system,” in *2018 53rd International Universities Power Engineering Conference (UPEC)*, pp. 1–5, Glasgow, UK, 2018.

[52] C. Egbon, A. Oyekola, and T. Lie, “Design of stand alone photovoltaic system in developing countries: a case study of Kano, Nigeria,” in *2018 Australasian Universities Power Engineering Conference (AUPEC)*, pp. 1–6, Auckland, New Zealand, 2018.

[53] S. R. Spea and H. A. Khattab, “Design sizing and performance analysis of stand-alone PV system using PVStySt software for a location in Egypt,” in *2019 21st International Middle East Power Systems Conference (MEPCON)*, pp. 927–932, Cairo, Egypt, 2019.

[54] G. Yang and M. Chen, “Methodology for precisely estimating the generation of standalone photovoltaic system,” in *2009 International Conference on Environmental Science and Information Application Technology*, vol. 1, pp. 48–51, Wuhan, China, 2009.

[55] L. Fara and D. Craciunescu, “Output analysis of stand-alone PV systems: modeling, simulation and control,” *Energy Procedia*, vol. 112, pp. 595–605, 2017.

[56] O. V. G. Swathika and K. T. M. U. Hemapala, “IOT based energy management system for standalone PV systems,” *Journal of Electrical Engineering and Technology*, vol. 14, no. 5, pp. 1811–1821, 2019.

[57] M. S. Shaik, D. Shah, R. Chetty, and R. R. Marathe, “A LoRaWAN based open source IOT solution for monitoring rural electrification policy,” in *2020 International Conference on COMmunication Systems & NETworkS (COMSNETS)*, pp. 888–890, Bengaluru, India, 2020.

[58] A. López-Vargas, M. Fuentes, and M. Vivar, “IoT application for real-time monitoring of solar home systems based on Arduino™ with 3G connectivity,” *IEEE Sensors Journal*, vol. 19, no. 2, pp. 679–691, 2019.

[59] J. R. K. K. Dabbakuti, A. Jacob, V. R. Veeravalli, and R. K. Kalakunta, “Implementation of IoT analytics ionospheric forecasting system based on machine learning and ThingSpeak,” *IET Radar, Sonar and Navigation*, vol. 14, no. 2, pp. 341–347, 2020.

[60] S. Kim and H. Kim, “A new metric of absolute percentage error for intermittent demand forecasts,” *International Journal of Forecasting*, vol. 32, no. 3, pp. 669–679, 2016.

[61] S. S. Arefin, “Optimization techniques of islanded hybrid microgrid system,” in *Renevable Energy - Resources, Challenges and Applications*, p. Ch. 23, IntechOpen, 2020.

[62] S. K. S. Arefin, “Optimization of islanded microgrid considering system stability and reliability according to the dispatch strategies,” 2021, https://researchrepository.rmit.edu.au/delivery/61RMIT_INST:RMITU/122726914000001341.

[63] S. K. A. Shezan and C. Y. Lai, “Optimization of hybrid wind-diesel-battery energy system for remote areas of Malaysia,” in *2017 Australasian Universities Power Engineering Conference (AUPEC)*, pp. 1–6, Melbourne, VIC, Australia, 2017.

[64] M. F. Israeque, S. A. Shezan, M. M. Rashid et al., “Techno-economic and power system optimization of a renewable rich islanded microgrid considering different dispatch strategies,” *IEEE Access*, vol. 9, pp. 77325–77340, 2021.

[65] M. Fatin Israeque, S. A. Shezan, M. M. Ali, and M. M. Rashid, “Optimization of load dispatch strategies for an islanded microgrid connected with renewable energy sources,” *Applied Energy*, vol. 292, p. 116879, 2021.

[66] S. K. A. Shezan, “Feasibility analysis of an islanded hybrid wind-diesel-battery microgrid with voltage and power.
response for offshore Islands," Journal of Cleaner Production, vol. 288, p. 125568, 2021.

[67] S. A. Shezan, K. N. Hasan, A. Rahman, M. Datta, and U. Datta, "Selection of appropriate dispatch strategies for effective planning and operation of a microgrid," Energies, vol. 14, no. 21, p. 7217, 2021.

[68] S. A. Shezan, A. S. S. Rawdah, and Z. Rahman, "Design and implementation of an islanded hybrid microgrid system for a large resort center for Penang Island with the proper application of excess energy," Environmental Progress & Sustainable Energy, vol. 40, no. 4, pp. 1–15, 2021.

[69] A. Asrari, T. X. Wu, and B. Ramos, "A hybrid algorithm for short-term solar power prediction—sunshine state case study," IEEE Transactions on Sustainable Energy, vol. 8, no. 2, pp. 582–591, 2017.

[70] S. Wen, C. Zhang, H. Lan, Y. Xu, Y. Tang, and Y. Huang, "A hybrid ensemble model for interval prediction of solar power output in ship onboard power systems," IEEE Transactions on Sustainable Energy, vol. 12, no. 1, pp. 14–24, 2021.

[71] X. Chang, W. Li, and A. Y. Zomaya, "A lightweight short-term photovoltaic power prediction for edge computing," IEEE Transactions on Green Communications and Networking, vol. 4, no. 4, pp. 946–955, 2020.

[72] S. Al-Dahidi, M. Louazani, and N. Omran, "A local training strategy-based artificial neural network for predicting the power production of solar photovoltaic systems," IEEE Access, vol. 8, pp. 150262–150281, 2020.

[73] S. Rajabalizadeh and S. M. M. Tafreshi, "A practicable copula-based approach for power forecasting of small-scale photovoltaic systems," IEEE Systems Journal, vol. 14, no. 4, pp. 4911–4918, 2020.

[74] X. Zhang, Y. Li, S. Lu, H. F. Hamann, B. Hodge, and B. Lehman, "A solar time based analog ensemble method for regional solar power forecasting," IEEE Transactions on Sustainable Energy, vol. 10, no. 1, pp. 268–279, 2019.

[75] S. Al-Dahidi, O. Ayadi, M. Alrbai, and J. Adeeb, "Ensemble approach of optimized artificial neural networks for solar photovoltaic power prediction," IEEE Access, vol. 7, pp. 81741–81758, 2019.

[76] G. Li, S. Xie, B. Wang, J. Xin, Y. Li, and S. Du, "Photovoltaic power forecasting with a hybrid deep learning approach," IEEE Access, vol. 8, pp. 175871–175880, 2020.

[77] M. J. Sanjari, H. B. Gooi, and N. C. Nair, "Power generation forecast of hybrid PV–wind system," IEEE Transactions on Sustainable Energy, vol. 11, no. 2, pp. 703–712, 2020.

[78] J. Zhong, L. Liu, Q. Sun, and X. Wang, "Prediction of photovoltaic power generation based on general regression and back propagation neural network," Energy Procedia, vol. 152, pp. 1224–1229, 2018.

[79] C. Wan, J. Lin, Y. Song, Z. Xu, and G. Yang, "Probabilistic forecasting of photovoltaic generation: an efficient statistical approach," IEEE Transactions on Power Systems, vol. 32, no. 3, pp. 2471–2472, 2017.

[80] J. Luo, T. Hong, and M. Yue, "Real-time anomaly detection for very short-term load forecasting," Journal of Modern Power Systems and Clean Energy, vol. 6, no. 2, pp. 235–243, 2018.

[81] T. Zhao, J. Wang, and Y. Zhang, "Day-ahead hierarchical probabilistic load forecasting with linear quantile regression and empirical copulas," IEEE Access, vol. 7, pp. 80969–80979, 2019.

[82] C. Wan, J. Lin, J. Wang, Y. Song, and Z. Y. Dong, "Direct quantile regression for nonparametric probabilistic forecasting of wind power generation," IEEE Transactions on Power Systems, vol. 32, no. 4, pp. 2767–2778, 2017.

[83] M. Abuella and B. Chowdhury, "Solar power probabilistic forecasting by using multiple linear regression analysis," in SoutheastCon 2015, pp. 1–5, Lauderdale, FL, USA, 2015.

[84] M. P. Raju and A. J. Laxmi, "IOT based online load forecasting using machine learning algorithms," Procedia Computer Science, vol. 171, pp. 551–560, 2020.