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The kinetic theory of gases has suggested the idea of viscosity to model the effect of thermal fluctuations on the resolved flow. Supported by the assumed analogy between molecules and the eddies in a turbulent flows, the idea of an eddy viscosity has been put forward in the pioneering work by Lord Kelvin and Osborne Reynolds. In over hundred years of turbulence modeling, the numerical schemes adopted to simulate turbulent flow - with the exception of the Lattice Boltzmann methods - have never exploited this analogy in any other way. In this work, a gas-kinetic scheme is modified to simulate turbulent flow; the turbulent relaxation time is deduced from assumed turbulent quantities. The new scheme does not adopt an eddy viscosity, yet it relies even more strongly on the analogy between thermal and turbulent fluctuations, as turbulence dynamics is mathematically modeled by the Boltzmann equation. In the gas-kinetic scheme, a measure of the degree of rarefaction is introduced, as the ratio between unresolved and resolved time scales of motion. At low rarefaction, the turbulent gas-kinetic scheme deviates negligibly from a conventional Navier-Stokes scheme. However, as the degree of rarefaction increases, the kinetic effects become evident. This phenomenon is evident in the mathematical description of the turbulent stress tensor and also in numerical experiments. This study does not propose an innovative turbulence model or technique. It addresses the fact that the traditional coupling numerical scheme and turbulence modeling might improve the physical consistency of numerical simulations. In the proposed gas-kinetic scheme, the turbulent stress tensor is no longer modeled as a self-contained stress tensor, but originates from the complex, yet physically consistent, handling of dissipation from the underlying gas-kinetic theory. In order to gain experimental evidence for these arguments, a few flow cases have been selected among those which are particularly challenging for conventional schemes. The results of the simulations carried out with the turbulent gas-kinetic scheme are very encouraging.
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I. INTRODUCTION

It is well accepted that describing mathematically the effects of unresolved turbulent fluctuations on the resolved flow may still represent a challenging task, despite the progresses achieved by turbulence modeling over the last century and in particular by unsteady methods (Large Eddy Simulation and derivatives) over the last twenty years.

Turbulent flow is almost invariably simulated on the basis of the Navier-Stokes equations. Yet most turbulence models adopt the concept of eddy viscosity to generate the turbulent stress tensor, or at least its linear component. The association between Newtonian hydrodynamics and eddy viscosity may have an inherent contradiction: in turbulent flow the degree of rarefaction – measured as the ratio of unresolved time or space scales to the resolved ones – may raise well above the normally accepted limits of the continuum regime, and therefore of the limits of validity of the Navier-Stokes equations. As is well known, these limits are due to the decoupled evaluation of advective and dissipative fluxes. Borrowing rarefied gas dynamics terminology, Navier-Stokes fluid mechanics lacks the effects of particle collisions on the transport properties of the flow.

The relevance of kinetic effects issue has been the subject of discussions over the last decade in regard to the simulation of turbulent flow with the Lattice Boltzmann method in a number of papers by Chen and Succi et al.\cite{1-3} in which the merits of the kinetic theory of gases in modeling a distribution of eddies are identified. The motivation behind this paper stems from the fact that gas-kinetic schemes, a class of numerical methods derived from the kinetic theory, may also be used to model the mechanics of fluids, including turbulence.

A number of gas-kinetic schemes were developed over the past twenty years\cite{4-8} mainly to improve shock-capturing in laminar flow. The scheme developed by Xu in 2001\cite{4} has achieved a significant level of validation; it has been tested in a number of laminar flow cases in the continuum regime, ranging from low-Reynolds subsonic to hypersonics\cite{5,9-11}. This scheme was also the starting platform for the development of schemes for the transitional regime by Liao et al.\cite{12} and the rarefied regime by Xu et al.\cite{13}. In this work, the basic gas-kinetic scheme has been adopted to simulate turbulent flow.

Gas-kinetic schemes model the non-equilibrium thermal fluctuations in laminar flow as a relaxation process, where the relaxation time is related to viscosity and heat conduction coefficient of the gas. Non-equilibrium effects in turbulent flow include the interaction between
eddies, which unlike molecular dynamics, involve a variety of time and space scales. These effects are modeled with a turbulent relaxation time, which can be derived from eddy viscosity or independently from turbulent quantities like turbulent kinetic energy and dissipation rate, as is discussed by Chen et al.\textsuperscript{12} and Succi et al.\textsuperscript{3} and references therein.

The consideration of kinetic effects is essential in rarefied flow when the degree of rarefaction reaches a given threshold. In turbulent flow, kinetic effects become important when the interactions between eddies (also) involve large scales of motion; for instance in the presence of an interactions between a shock wave and a turbulent boundary layer; in a shock layer the mean flow scale of motion is very small and definitely comparable to the scale of turbulent fluctuations.

The analysis of the turbulent gas-kinetic scheme as well as the numerical experiments presented in this paper suggest that the turbulent gas-kinetic scheme deviates from conventional schemes whenever the degree of rarefaction reaches a threshold of indicatively one thousandth. Navier-Stokes schemes correctly identify and capture the shock wave as a discontinuity in the solution but do so on the basis of a numerical and not a physical process. The gas-kinetic scheme may remain physically consistent also in shock layers.

This paper is structured as follows: the derivation and analysis of Xu’s gas-kinetic scheme is presented in section II, the turbulent gas-kinetic scheme is analysed in section III, its implementation is described in section IV, the numerical experiments are presented in section V, conclusions are exposed in section VI.

II. GAS-KINETIC SCHEMES FOR COMPRESSIBLE FLOW

The kernel of a gas-kinetic scheme consists in modeling the fluxes of the conservative variables across computational cells according to the Boltzmann equation, instead of relying on the Navier-Stokes equations. The fluxes are calculated from the moments of a distribution function \( f(x, v, t) \) defined in the phase space. At each interface, at the beginning of a time step, a function \( f \) is introduced as a solution to the Boltzmann equation, with initial conditions consistent with the gas states at both sides of the interface. In practical calculations, the collision operator in the Boltzmann equation is linearized, normally consistently with the BGK model\textsuperscript{14}, which states:
\[ Df = \frac{f^{eq} - f}{\tau}. \]  

In Eq. 1 the following notation and symbols are used:

- \( Df = \frac{\partial f}{\partial t} + u_i \frac{\partial f}{\partial x_i} \), where summation convention holds,

- \( f^{eq} \) is a Maxwellian distribution function, related to a gas in thermodynamic equilibrium:

\[ f^{eq} = \rho \left( \frac{\lambda}{\pi} \right) \frac{N+2}{N} \exp \left[ -\lambda \left( (u_i - v_i)^2 + \xi^2 \right) \right], \]  

where summation convention holds, \( \lambda = m / (2kT) = \rho / 2p \), \( m \) is the molecular mass, \( k \) is the Boltzmann constant, and \( T \) is temperature. \( \rho \), \( v \) indicate density, and velocity. \( \xi \) indicates the \( N \) effective degrees of freedom of the gas molecules, given by: \( N = (5 - 3\gamma) / (\gamma - 1) + 1 \), where \( \gamma \) is the specific heat ratio. The total energy is \( E = 1/2 (u_i^2 + \xi^2) \).

- The conservative variables \( w = [\rho \ v_i \ \rho E]^T \) can be recovered by taking moments of the distribution function:

\[ w = \int \psi f d\Xi, \]  

where the infinitesimal volume in phase space is \( d\Xi = du_1 du_2 du_3 d\xi \) (in three dimensions) and \( \psi \) is:

\[ \psi = \left[ 1 \ u_i \ \frac{1}{2} (u_i^2 + \xi^2) \right]^T. \]  

- \( \tau \) is a relaxation time which characterize the return to equilibrium and is related to viscosity and heat conduction coefficients in a gas in the continuum regime.

It is well known that the Euler and Navier-Stokes equations can be derived from the Boltzmann equation and also from the BGK model Eq. 1. The complete derivation is beyond the scope of this paper; such a derivation has been proposed by Cercignani\( ^{15} \) for a monoatomic gas and by Xu\( ^{16} \) for a diatomic gas. However, to the purpose of the analysis of the gas-kinetic scheme, it is useful to remind that such derivation may be obtained by means
of the Chapman-Enskog method by introducing the non-dimensional quantity $\epsilon = \tau/\hat{\tau}$, where $\hat{\tau}$ is a reference time in the flow, Eq. 1 is re-expressed in the form:

$$f = f^{eq} - \epsilon \hat{\tau} D f. \quad (5)$$

By substituting Eq. 5 into the right hand side of the same equation, one obtains:

$$f = f^{eq} - \epsilon \hat{\tau} D f^{eq} + \epsilon^2 \hat{\tau} D (\hat{\tau} D f^{eq}) + \ldots. \quad (6)$$

The link to the Euler and Navier-Stokes equations is obtained by taking moments of Eq. 6 one obtains:

$$\int f d\Xi = \int (f^{eq} - \epsilon \hat{\tau} D f^{eq} + \epsilon^2 \hat{\tau} D (\hat{\tau} D f^{eq}) + \ldots) d\Xi. \quad (7)$$

The expression in Eq. 6 provides the Euler equations if the terms $O(\epsilon)$ are dropped, and the Navier-Stokes equations if the terms $O(\epsilon^2)$ are dropped, as can be found in the complete derivations. It is interesting to note that for a diatomic gas the conditions to recover the Navier-Stokes equations are $\mu = \tau/p$ (bulk viscosity is $2N/(3K + 9)\mu$) and $Pr = \mu C_p/\kappa = 1$, the latter being a known drawback of the BGK model.

Moreover, it is also interesting to point out that the expansion in Eq. 6 truncated at the first order - i.e. neglecting $O(\epsilon)$ terms - provides a distribution function at Euler level:

$$f_{Euler} = f^{eq}, \quad (8)$$

whereas the expansion truncated at the second order - i.e. neglecting $O(\epsilon^2)$ terms - provides a distribution function at Navier-Stokes level:

$$f_{NS} = f^{eq} - \epsilon \hat{\tau} D f^{eq}. \quad (9)$$

A closed-form solution of the BGK equation in a time interval $[0, t]$ is given by the integral form presented by Kogan:

$$f(x, y, z, t, u, v, w, \xi) = \frac{1}{\tau} \int_0^t f^{eq}(x', y', z', t, u, v, w, \xi) e^{-(t-t')/\tau} dt' + e^{-t/\tau} f_0(x - ut, y - vt, z - wt), \quad (10)$$

where $x' = x - u(t - t'), \ y' = y - v(t - t'), \ z' = z - w(t - t').$
For the sake of clarity, in the following equations the interface is assumed to be perpendicular to \( x_1 \) which is indicated as \( x \) to reduce the number of indexes, the microscopic velocity \( u_1 \) is indicated with \( u \). The left and right states of the gas are indicated with the suffix \((l)\) and \((r)\). A third, fictitious gas state representing the gas at the interface is indicated with the suffix \((i)\). The left and right values of the conservative variables \( w_{(l)} \), \( w_{(r)} \) and their gradients \( w_{(l)}/x \), \( w_{(r)}/x \) are obtained from a standard reconstruction scheme (e.g. MUSCL/TVD, ENO, WENO). On both sides a Maxwellian is defined, from \( w_{(l)} \) and \( w_{(r)} \):

\[
f^{eq}_{(l)} = \rho_{(l)} \left( \frac{\lambda_{(l)}}{\pi} \right)^{N+2} \frac{N+2}{\pi^2} \exp \left[ -\lambda_{(l)} \left( (u_i - v_{(l)} i)^2 + \xi^2 \right) \right], \tag{11}
\]

\[
f^{eq}_{(r)} = \rho_{(r)} \left( \frac{\lambda_{(r)}}{\pi} \right)^{N+2} \frac{N+2}{\pi^2} \exp \left[ -\lambda_{(r)} \left( (u_i - v_{(r)} i)^2 + \xi^2 \right) \right]. \tag{12}
\]

The intermediate state is reconstructed from the left and right states:

\[
w_{(i)} = \int_{u < 0} h^l f^{eq}_{(l)} \psi d\Xi + \int_{u > 0} h^r f^{eq}_{(r)} \psi d\Xi, \tag{13}
\]

where \( H \) is the Heaviside function, \( h^l = H(U) \), \( h^r = 1 - H(u) \).

The distribution functions \( f_0 \) and \( f^{eq} \) in Eq. \[10\] can be defined on the basis of these three states. The initial condition \( f(x, v, 0) = f_0 \) is defined as a solution to the BGK model \[1\] at Navier-Stokes level. \( f_0 \) is obtained from Eq. \[9\] imposing a discontinuity between left and right states and linearizing the operator \( Df \):

\[
f_0 = \begin{cases} 
  f^{eq}_{(l)} \left( (1 + a_{(l)} x) - \tau \left( a_{(l)} u + A_{(l)} \right) \right), & x_1 \leq 0, \\
  f^{eq}_{(r)} \left( (1 + a_{(r)} x) - \tau \left( a_{(r)} u + A_{(r)} \right) \right), & x_1 > 0,
\end{cases} \tag{14}
\]

where \( a_{(l)} \) and \( a_{(r)} \) are the coefficients of spatial expansion in the phase space, \( A_{(l)} \) and \( A_{(r)} \) are the first order coefficient of the temporal expansions. The coefficients \( a_{(l)} \) and \( a_{(r)} \) may be calculated from the gradients of the conservative variables. In practice, a multi-dimensional approach may be preferred, where the distribution function may be expanded along all axes and not simply along \( x \). Although it is not shown here, \( a_{(l)} \) and \( a_{(r)} \) are not constant values but approximated as linear functions of all degrees of freedom of the gas (microscopic velocities \( u_i \) and internal effective degrees of freedom \( \xi \)). The coefficients \( A_{(l)} \) and \( A_{(r)} \) are not calculated from the past history of the flow, but from the compatibility condition \( \int (f^{eq} - f) \psi d\Xi = 0 \) at \( t = 0 \).
The equilibrium distribution approach by $f$ in Eq. 10 is expressed as:

$$f^{eq} = \begin{cases} 
  f^{eq}_{(i)} (1 + \overline{a(l)} x - \overline{At}) , & x_1 \leq 0, \\
  f^{eq}_{(r)} (1 + \overline{a(r)} x - \overline{At}) , & x_1 > 0,
\end{cases}$$

(15)

where the coefficient $\overline{a(l)}$ and $\overline{a(r)}$ are obtained from fictitious gradients from the linear interpolation between $w(l)$, $w(i)$ and $w(r)$. $\overline{A}$ are obtained from the compatibility condition integrated in a time interval.

The substitution of Eqq. 14 and 15 into Eq. 10 finally provides the solution to the BGK equation $f$:

$$f = \left[ (1 - e^{-t/\tau}) + u (-\tau + \tau e^{-t/\tau} + te^{-t/\tau}) \left( h(l) \overline{a(l)} + h(r) \overline{a(r)} \right) + \left( t - \tau + \tau e^{-t/\tau} \right) \overline{A} \right] f^{eq}_{(i)}$$

$$+ e^{-t/\tau} \left[ h(l) f^{eq}_{(l)} + h(r) f^{eq}_{(r)} - u (t + \tau) \left( a(l) h(l) f^{eq}_{(l)} + a(r) h(r) f^{eq}_{(r)} \right) \right]$$

$$- \tau e^{-t/\tau} \left( A(l) h(r) f^{eq}_{(l)} + A(r) h(r) f^{eq}_{(r)} \right).$$

(16)

In order to obtain a more compact formulation, the following distribution functions at Navier-Stokes level are introduced:

$$f(c) = f^{eq}_{(i)} \left( 1 - \tau \left( h(l) \overline{a(l)} u + h(r) \overline{a(r)} u + \overline{A} \right) \right),$$

(17)

$$f(u) = h(l) f^{eq}_{(l)} \left[ 1 - \tau \left( a(l) u + A(l) \right) \right] + h(r) f^{eq}_{(r)} \left[ 1 - \tau \left( a(r) u + A(r) \right) \right].$$

(18)

$f(c)$ is built from the fictitious state introduced with Eq. 13 and, by analogy with the terminology used for numerical schemes, may be considered central. $f(u)$ keeps into account the left and right reconstructed variables, and may be related to the idea of upwind. The use of the terms central and upwind only refers to the way the distribution function is defined. No analogy is implied with conventional schemes involving a discontinuous reconstruction and solution of a Riemann problem.

When combined with Eqq. 17 and 18 Eq. 16 can be re-expressed:

$$f = f(c)(1 + \overline{At}) + e^{-t/\tau} (f(u) - f(c)) + te^{-t/\tau} \left( \tilde{f}(u) - \tilde{f}(c) \right),$$

(19)

where $\tilde{f}(c)$ and $\tilde{f}(u)$ only retain the spatial expansion coefficients:
\[ \tilde{f}_c = f_{eq\,(c)} \left(1 - \tau \left(h_{(l)} u + h_{(r)} u\right)\right), \]  
\[ \tilde{f}_u = h_{(l)} f_{eq\,(l)} \left[1 - \tau \left(a_{(l)} u\right)\right] + h_{(r)} f_{eq\,(r)} \left[1 - \tau \left(a_{(r)} u\right)\right]. \]  

Eq. 19 reveals a combination of central and upwind distribution functions, whose coefficients depend on collision rate \(\tau\) and time.

The numerical fluxes are then obtained by integration over the duration \(\Delta t\) of the time step:

\[ F = \int_{0}^{\Delta t} \int f \psi u d\Xi \, dt = \int_{0}^{\Delta t} \int f \psi u \, dt \, d\Xi \]  

(22)

An average value of \(f\), \(\tilde{f}\), can be introduced:

\[ \tilde{f} = \frac{1}{\Delta t} \int_{0}^{\Delta t} f \, dt, \]  

(23)

so that Eq. 22 can be re-expressed:

\[ F = \Delta t \int \tilde{f} \psi u \, d\Xi. \]  

(24)

The substitution of Eq. 19 in Eq. 23 results in:

\[ \tilde{f} = f_{(c)} (1 + 1/2\tilde{A}\Delta t) + \frac{\tau}{\Delta t} \left(1 - e^{-\Delta t/\tau}\right) \left(f_{(u)} - f_{(c)}\right) \]

\[ + \left[\frac{\tau}{\Delta t} \left(1 - e^{-\Delta t/\tau}\right) - \frac{\tau}{\Delta t} e^{-\Delta t/\tau}\right] \left(\tilde{f}_{(u)} - \tilde{f}_{(c)}\right). \]  

(25)

The time integration introduces in the expression of \(\tilde{f}\) and in the numerical fluxes through Eq. 24 the timescale \(\Delta t\), which is representative of the resolved flow dynamics. Introducing now the dimensionless quantity \(\epsilon = \tau / \Delta t\), and the functions \(\alpha(\epsilon) = \epsilon \left(1 - e^{-1/\epsilon}\right)\) and \(\beta(\epsilon) = \epsilon e^{-1/\epsilon}\), Eq. 25 can finally be re-arranged into the compact form:

\[ \tilde{f} = f_{(c)} (1 + 1/2\tilde{A}\Delta t) + \alpha \left(f_{(u)} - f_{(c)}\right) + (\alpha - \beta) \left(\tilde{f}_{(u)} - \tilde{f}_{(c)}\right). \]  

(26)

The dimensionless quantity \(\epsilon\) is the ratio of unresolved time scales (thermal fluctuations) to the ones of the resolved flow. It is a measure of the degree of rarefaction, although \(\epsilon\) is a hybrid indicator, as it compares a physical quantity to a numerical one. The presence of
\( \Delta t \) in Eq. 25 is a consequence of the fact that the gas-kinetic scheme is also time-accurate. This property is absent in conventional schemes. An significant observation concerns the limit of Eq. 26 for a vanishing \( \epsilon \) (or hydrodynamic limit):

\[
\lim_{\epsilon \to 0} \hat{f} = f(c)(1 + 1/2 \Delta t).
\]  

Eq. 26 and 27 suggest that the gas-kinetic scheme generates time-accurate Navier-Stokes fluxes through \( f(c) \) as well as corrections depending on reconstruction values and degree of rarefaction \( \epsilon \). This implies the capability to generate a physically consistent dissipation as a reaction to a discontinuity in the reconstruction.

### III. GAS-KINETIC SCHEMES FOR COMPRESSIBLE TURBULENT FLOW

A gas-kinetic scheme for turbulent flow is trivially obtained from the laminar scheme, Eq. 26, by replacing the relaxation time \( \tau \) with another one, \( \tau_t \), taking the dynamics of turbulence into account. A turbulent relaxation time can be derived from an assumed eddy viscosity \( \mu_t \) by setting merely

\[
\tau_t = \mu_t / p,
\]

by analogy with the relation \( \tau = \mu / p \) used for laminar flow. However, unlike conventional turbulence modeling, the effect of unresolved turbulence is expressed by a turbulent relaxation time and not by an eddy viscosity; \( \tau_t \) can also be obtained in a more sophisticated and physically more meaningful way directly from assumed turbulent quantities like the turbulent kinetic energy \( k \) and the turbulent dissipation rate \( \varepsilon \). On the basis of a \( k-\varepsilon \) RANS turbulence model and a systematic renormalization group procedure, Chen \textit{et al.}[1] and Succi \textit{et al.}[3] proposed:

\[
\tau^{ke}_t = \tau + C_\mu \frac{k^2 / \varepsilon}{T (1 + \eta^2)^{1/2}},
\]

where \( C_\mu \) is a numerical coefficient used in the \( k-\varepsilon \) model, normally around 0.09, \( k \) is turbulence kinetic energy, \( \varepsilon \) is turbulence dissipation rate and \( \eta = S k / \varepsilon, \) \( S \) is a measure of the local velocity gradient. The argument used by Chen is that \( \tau^{ke}_t \) in Eq. 29 should express the dependence of \( \tau_t \) from the variety of unresolved time scales.
As an example, the consequence of adopting a turbulent relaxation time instead of an eddy viscosity would appear significant in an hypothetical application to Large Eddy Simulation; the corresponding Smagorinsky subgrid model\textsuperscript{18} would be $\tau_{SGS} = C S \Delta t^2$, (where $C$ is a numerical factor and $S$ is the magnitude of strain rate). Eq. 28 applied to the conventional Smagorinsky model would instead provide $\tau_{sgs} = C S \Delta^2 / \rho$, where $\Delta$ is the filter width. This implies the use of a frequency instead of a wave length to characterize unresolved turbulence. A dynamic subgrid model (Germano et al.\textsuperscript{19}) would be comparing the biggest resolved frequencies instead of the smallest resolved scales of motion: the information obtained would not be equivalent in all circumstances.

A turbulent gas-kinetic scheme based on the $k$-$\varepsilon$ model is therefore represented by the following set of equations:

$$
\hat{f}_{k\varepsilon} = f^{(c)}(1 + 1/2\bar{A}\Delta t) + \alpha^{k\varepsilon} \left(f^{(u)} - f^{(c)}\right) + \left(\alpha^{k\varepsilon} - \beta^{k\varepsilon}\right) \left(\hat{f}^{(u)} - \hat{f}^{(c)}\right), \tag{30}
$$

$$
\alpha^{k\varepsilon} = \varepsilon^{k\varepsilon} \left(1 - e^{-1/\varepsilon^{k\varepsilon}}\right), \quad \beta^{k\varepsilon} = \varepsilon^{k\varepsilon} e^{-1/\varepsilon^{k\varepsilon}}, \tag{31}
$$

$$
\varepsilon^{k\varepsilon} = \frac{1}{\Delta t} \left(\tau + C_\mu \frac{k^2/\varepsilon}{T(1 + \eta^2)^{1/2}}\right). \tag{32}
$$

The hydrodynamic limit of the turbulent gas-kinetic scheme in Eqq. 30 - 32 is the conventional Navier-Stokes scheme (plus time expansion coefficient) with the $k$-$\varepsilon$ turbulence model.

$$
\lim_{\varepsilon \rightarrow 0} f^{k\varepsilon} = f^{(c)} = f^{k\varepsilon}_{(NS)}. \tag{33}
$$

The hydrodynamic limit of the scheme would change and differ form a Navier-Stokes scheme if the initial condition $f_0$ were based on a higher order expansion. A second-order expansion would provide a distribution function at the level of the Burnett equation (derivation for instance in Ohwada et al.\textsuperscript{20}):

$$
\hat{f}^{Burnett} = f^{eq} - \varepsilon \tilde{\tau} D f^{eq} + \varepsilon^2 \tilde{\tau} D (\tilde{\tau} D f^{eq}). \tag{34}
$$

The Burnett distribution function contains non-linear terms, which lead to a non-linear contributions to the turbulent stress tensor which are remarkably closer to the assumed terms in algebraic stress tensor, as pointed out by Chen et al.\textsuperscript{2}. This option remains out of the scope of this paper.
A difficulty with the scheme in Eqq. 30 - 32 emerges in practical simulations. The degree of rarefaction $\epsilon = \tau_t/\Delta t$ - albeit perfectly suitable for laminar flow - may assume higher values in turbulent flow on a stretched grid, cause the bad conditioning of the preconditioning operator and lead to grid-dependent results or instability. In this study, the degree of rarefaction has been calculated according to the following expression:

$$\epsilon = \tau_t/\tau,$$

where $\tau$ is a time scale representative of the mean, resolved flow. In practice, $\tau$ can be estimated on the basis of the gradients of the mean flow, e.g. density:

$$\tau = \rho/D\rho.$$

Eq. 32 is therefore replaced by:

$$\epsilon^{ke} = \frac{\tau^{ke}}{\tau} = \frac{\tau + C\rho \frac{k^2/\epsilon}{T(1+\eta^2)^{1/2}}}{\rho/D\rho}.$$

Eq. 37, unlike Eq. 32, expresses a degree of rarefaction and is grid-independent. $\epsilon^{ke}$, as defined in Eq. 37 can be seen as a "turbulent Knudsen number", based on the ratio of unresolved and resolved time scales. Like the laminar gas-kinetic scheme, the turbulent gas-kinetic scheme given by Eqq. 30 - 32 generates kinetic effects, by taking into account the effect of collisions (in this case, between eddies) on transport. In turbulent flow, $\epsilon$ assumes larger values, up to a few thousandths or a few hundredths in shocklayers at high Mach number, which would correspond to a flow in transitional regime. Despite the fact that gas-kinetic schemes are not developed for rarefied flow, they might be able to handle moderate rarefaction, provided the collisions are suitably modeled. A similar application has been done in laminar flow; Liao et al.12 have used the same gas-kinetic scheme with a variable relaxation time in order to model the collisions in the transitional regime.

IV. IMPLEMENTATION OF THE TURBULENT GAS-KINETIC SCHEME IN A FINITE-VOLUME SOLVER

In practical calculations, the relaxation time is modified with the addition of a contribution ($\tau_a$) which provides artificial dissipation in the proximity of discontinuities:
\[ \tau = \tau + \tau_t + \tau_a. \]  

(38)

The artificial dissipation time \( \tau_a \), following Xu\(^4\) is taken to be proportional to the pressure jump across the interface:

\[ \tau_a = C_a \frac{|p^r - p^l|}{|p^r + p^l|} \Delta t, \]  

(39)

where \( p^l \) and \( p^r \) are pressure values of the left and right states of the gas, \( C_a \) is a coefficient whose value varies from 0 to 1. in laminar flow, depending on grid and shock, and can be omitted in turbulent simulations without any significant impact on stability. Complying with the original formulation of the scheme by Xu\(^4\) the heat flux must be corrected to account for a realistic Prandtl number. Like in a few other implementations (refer for instance to Xu\(^4\) and May et al\(^5\)) the distribution function is expanded only in the direction of the fluxes. A multi-dimensional version was also developed; on reasonably good-quality grids it provides comparable results at a slightly higher computational cost.

In the numerical experiments carried out in this work, the gas-kinetic fluxes have been implemented in a 2D finite volume steady-state solver (Righi\(^11,21\)). Well-known acceleration techniques (4-level multigrid and LU-SGS preconditioning in the form proposed by Jameson and his coworkers\(^22,23\)) have provided convergence properties comparable to more traditional Navier-Stokes schemes. The reconstruction techniques include second and third order TVD/MUSCL schemes and fifth order WENO, although the results shown are only second-order. The minmod limiter has been used in all cases for both conservative variables and their gradients.

As a result of higher suitability with the chosen flow cases, the well-known \( k-\omega \) turbulence model by Wilcox\(^24\) has been chosen instead of the \( k-\varepsilon \) model. The turbulent relaxation time and the degree of rarefaction are calculated from Eq. \(^29\) re-expressed for the specific dissipation \( \omega \):

\[ \tau_{k\omega} = \tau + \tau_a + \frac{k/\omega}{T(1 + \eta^2)^{1/2}}, \]  

(40)

\[ \epsilon_{k\omega} = \frac{\tau_{k\omega}}{\tau}. \]  

(41)
TABLE I. Summary of flow cases presented

| Case                                | Reynolds      | Mach |
|-------------------------------------|---------------|------|
| V A RAE2822 Aerofoil Case 9²⁶      | $6.3 \times 10^6$ | 0.73 |
| V A RAE2822 Aerofoil Case 10²⁶     | $6.3 \times 10^6$ | 0.73 |
| V B NACA 0012 Aerofoil $\alpha = 2.26^{\circ}$ | $9.0 \times 10^6$ | 0.80 |
| V B NACA 0012 Aerofoil $\alpha = 4.86^{\circ}$ | $9.0 \times 10^6$ | 0.74 |
| V C Délyr bump channel (Case C)²⁷ | $1.0 \times 10^6$ | 0.67 |
| V D Supersonic compression corner $\alpha = 8^{\circ}$ | $Re_\theta = 23\,000$ | 2.85 |
| V D Supersonic compression corner $\alpha = 16^{\circ}$ | $Re_\theta = 23\,000$ | 2.85 |
| V D Supersonic compression corner $\alpha = 20^{\circ}$ | $Re_\theta = 23\,000$ | 2.85 |
| V D Supersonic compression corner $\alpha = 24^{\circ}$ | $Re_\theta = 23\,000$ | 2.85 |

\(a\) Position in text

\(b\) Freestream

\(c\) Based on bump height

\(d\) Simulations at lower and higher Reynolds number are also included

Eq. 40 also includes the artificial dissipation time $\tau_a$. Eqq. 40 and 41 are combined with Eqq. 30 and 31 to generate $\hat{f}^{k\omega}$. Two allied equations for the two turbulent quantities $k$ and $\omega$ are solved alongside the equations for the conservative variables.

No-slip wall boundary conditions have been used in all flow case; no changes with respect to conventional CFD have been implemented, as the “rarefaction” effects introduced in the previous sections are not expected to extend to solid walls.

V. NUMERICAL EXPERIMENTS

The flow cases presented are summarized in Table I. The size of the grids used in all flow cases are summarized in Table II.

For comparison, results obtained from the same solver but with a conventional Navier-Stokes scheme with Roe’s approximate Riemann solver. All flow cases have been computed on different grids and the results shown in the following sections are reasonably grid-independent. All computational meshes are stretched to improve shock and boundary layer resolution, the latter is guaranteed by the placement of the first layer of cells within the
A. Transonic flow around a RAE 2822 airfoil in supercritical conditions

With reference to the experimental campaign carried out by Cook around the RAE 2822 airfoil, two flow cases have been considered. In case 9 the flow at $M = 0.73$ and $3.19^\circ$ angle of attack, generates a strong normal shock at around 55 % of the airfoil chord without causing the separation of the boundary layer. In case 10, the flow at $M = 0.745$ and $3.19^\circ$ angle of attack, generates a stronger shock which causes an incipient separation, a more significant thickening of the boundary layer and a displacement upstream of the shock. The latter feature appears to be very challenging to capture for conventional schemes and linear two-equation models. Reynolds number is slightly above 6 million in both cases. In the experiments, the boundary layer has been tripped at 3% of the airfoil chord on the upper and lower sides; the calculation is fully turbulent downstream of this point.

As no special freestream conditions have been applied to keep into account the vorticity created, the domain has been extended to 50 chords and the angle of attack has been chosen in order to match the pressure distribution upstream the shock. In all cases the angle of attack has resulted to be slightly smaller than the measured value.

The distribution of pressure and skin friction coefficient obtained with the gas-kinetic scheme and a conventional Navier-Stokes scheme for case 9 and 10 are shown in Fig. 1 and 2, respectively. In case 9 both schemes provide results which are in agreement with one another and with the experimental data. In case 10 the results obtained with the two schemes are very similar to one another, except for the shock area. The velocity profiles
shown in Fig. 3 are reasonably close to each other and to experimental data. The results obtained from the gas-kinetic scheme are more in line with the experimental data, in terms of position and thickness of the shock, whereas the conventional scheme fails to capture the position of the shock correctly. The relatively poor prediction of separated flows by the $k$-$\omega$ model in Navier-Stokes schemes is well-known: the errors found in this study from the Navier-Stokes scheme are in line with literature (refer for instance to Wallin et al.\cite{wallin2005} and references therein). The predictions obtained from the gas-kinetic scheme show an accuracy comparable to the one provided by more sophisticated, higher-order turbulence models (refer for instance to Wallin et al.\cite{wallin2005}), although the concepts behind the modeling of the turbulent stress tensor are different.

Fig. 4 show the distribution of the degree of rarefaction calculated according to Eq. 40. In the shock region - where the gas-kinetic scheme works differently from the conventional scheme, the degree of rarefaction reaches values which are normally considered in the transitional regime.

FIG. 1. Wall pressure (a) and skin friction (b) coefficients for the RAE2822 airfoil (Case 9, $Re = 6.3 \times 10^6$, $M = 0.73$, angle of attack $\alpha = 3.19^\circ$). (——) Gas-kinetic scheme (GKS) on finest grid, (-----) GKS on medium grid, (------) GKS on coarsest grid, (---) Navier-Stokes (Roe’s approximate Riemann solver) on finest grid, (○): experimental data from Cook\cite{cook1970}. 
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FIG. 2. Wall pressure (a) and skin friction (b) coefficients for the RAE2822 airfoil (Case 10 $Re = 6.2 \times 10^6$, $M = 0.745$, angle of attack $\alpha = 3.19^\circ$). (——) Gas-kinetic scheme (GKS) on finest grid, (- - -) GKS on medium grid, (-----) GKS on coarsest grid, (— — —) Navier-Stokes (Roe’s approximate Riemann solver) on finest grid, ( o ): experimental data from Cook [25].

FIG. 3. Velocity profiles for the RAE2822 airfoil (Case 10 $Re = 6.2 \times 10^6$, $M = 0.745$, angle of attack $\alpha = 3.19^\circ$). (——) Gas-kinetic scheme (GKS) on finest grid, (— — —) Navier-Stokes (Roe’s approximate Riemann solver) on finest grid, ( o ): experimental data from Cook [25].
FIG. 4. Airfoil RAE2822, Case 10. Degree of rarefaction expressed in term of $\epsilon^k\omega$ expressed in Eq. \[40\] 20 static pressure isolines have been added for reference.

B. Transonic flow around a NACA 0012 airfoil in supercritical conditions

The NACA 0012 airfoil has been the object of several experimental investigations, including transonic and separated flow conditions. Two flow cases are included in the experimental investigation by Harris\[26\], in the first one the flow at Mach $M = 0.799$ and angle of attack $\alpha = 2.86^\circ$ causes an incipient separation of the boundary layer immediately downstream of the shock. In the second flow case, the flow at Mach $M = 0.74$ and angle of attack $\alpha = 4.86^\circ$ causes the boundary layer to separate downstream of the shock and generate a large separated region. Reynolds number is 9 million in both cases.

Two versions of each grid have been generated, with slightly different clustering around the expected shock wave position. As no special freestream conditions have been applied to keep into account the vorticity created, the domain has been extended to 50 chords and the angle of attack has been chosen in order to match the pressure distribution upstream the shock. In all cases the angle of attack has resulted to be slightly smaller than the measured value. In the experiments, the boundary layer has been tripped at 5% of the airfoil chord on the upper and lower sides; the calculation is fully turbulent downstream of this point.
Fig. 5 shows the pressure coefficient measured on the airfoil and calculated with the gas-kinetic scheme and a conventional scheme. In both cases, the gas-kinetic scheme’s predictions indicate a shock position more in line with the experimental data\textsuperscript{26} as the Navier-Stokes scheme delays separation and fails to position the shock accurately in both cases. The degree of rarefaction calculated according to Eq. 40 reaches values around 0.0025 in the vicinity of the shocklayer, similarly to what happens around the RAE2822 airfoil.

FIG. 5. Wall pressure and skin friction coefficients for the NACA 0012 airfoil; (a) $Re = 9.0 \times 10^6$, $M = 0.799$, angle of attack $\alpha = 2.86^\circ$; (b) $Re = 9.0 \times 10^6$, $M = 0.74$, angle of attack $\alpha = 4.86^\circ$.

\begin{itemize}
  \item (---) Gas-kinetic scheme (GKS) on finest grid,
  \item (- - - -) GKS on medium grid,
  \item (-----) GKS on coarsest grid,
  \item (-----) Navier-Stokes on finest grid,
  \item (o): experimental data from Harris\textsuperscript{26}.
\end{itemize}

C. Transonic flow in Délery bump channel

The experiment transonic bump flow (Case C), experimentally investigated by Délery\textsuperscript{27} was designed to produce a strong shock - boundary layer interaction leading to a large flow separation. The Mach 0.615 duct flow impacts a ramp-rectangular bump mounted on one side of the channel, reaching approximately Mach 1.45 before the shock. The shock - boundary layer interaction generates the typical $\lambda$ structure, with the separation starting at the foot of the first leg. It is well known that predicting the position of the separation point and the size of the separated area are challenging for standard, linear two-equation models as they tend to delay separation and underpredict the extension of the separation.
In order to match the experimental position of the shock, the outlet pressure is heuristically adjusted. The two solvers therefore use slightly different values of outlet pressure. The calculation is fully turbulent.

Fig. 6 shows static pressure and skin friction coefficient. The predicted extension of the separation region is in good agreement with experimental data for both schemes, but the behavior of static pressure downstream of the shock is more accurately predicted by the gas-kinetic scheme. As a matter of fact, the predicted shock structure is quite different between the two schemes. The different reconstruction of the shock system, generated by the gas-kinetic and the conventional scheme, can be observed in Fig. 7, whereas a detail view on the separation region is provided in Fig. 8. The different thickness of the oblique leg of the λ shock system is evident; yet is the level of eddy viscosity (not shown here) in the two cases comparable. The separation predicted by the gas-kinetic scheme is more extended and its positioning vis-à-vis the shocks is more similar to the textbook sketches (refer for instance to Déléry et al.\textsuperscript{30}). The degree of rarefaction is shown in Fig. 9. High values, in the same order as the ones observed in the airfoil flow cases, appear in the proximity of the shocks and might be at the origin of the different behavior of the two schemes.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{Pressure (a) and skin friction coefficient (b) for the Déléry bump channel flow. (---) Gas-kinetic scheme (GKS) on finest grid, (-----) GKS on medium grid, (------) GKS on coarsest grid, (-----) Navier-Stokes (Roe’s approximate Riemann solver) on finest grid, (○○○): experimental data from Déléry\textsuperscript{27}.}
\end{figure}
FIG. 7. Déhery bump channel flow. Gas-kinetic scheme: plot above, conventional scheme: plot below. 100 static pressure isolines.

FIG. 8. Déhery bump channel flow. Gas-kinetic scheme: left plot, conventional scheme: right plot. 100 static pressure isolines plus 22 streamlines.

D. Shock-separated supersonic turbulent boundary layer at a compression corner

The supersonic flow impinging a compression corner may separate at the shock foot and produce a large separate region, depending on Reynolds number and geometry. Settle[28,31]
FIG. 9. Délery bump channel flow. Degree of rarefaction expressed in term of $\epsilon^k \omega$ expressed in Eq. 40. 100 static pressure isolines have been added for reference.

has investigated a flow at $Re_\theta = 23,000$ (where $\theta$ is the momentum thickness of the incoming boundary layer) with a corner of $8^\circ, 16^\circ, 20^\circ$ and $24^\circ$. The $8^\circ$ corner does not separate the flow and the $16^\circ$ one generates only an incipient separation. The time-averaged separation at $20^\circ$ spans about $1\delta$ and the one at $24^\circ$ about $2\delta$ (where $\delta$ is the incoming boundary layer thickness).

Results from conventional Navier-Stokes schemes are easily found in the literature, e.g. in Golberg et al.\textsuperscript{32} and Menter et al.\textsuperscript{33}. In general, conventional scheme fail to predict the right shock position and separation length.

Figures 10 and 11 show the reasonably good agreement of predictions in all four cases in terms of wall pressure and skin friction coefficient. The shock system is shown in Fig. 12. A comparison with textbook sketches in\textsuperscript{30} and\textsuperscript{28} reveals though an inaccurate behavior in the re-attachment region and downstream, where the flow seems too slow in re-accelerating and reduce boundary layer thickness. Fig. 13 shows the distribution of the degree of rarefaction, which reaches in the proximity of the shocks a maximum of around 0.03, which is ten times higher than in the transonic flow cases.

A number of simulations at different Reynolds number have been conducted with the $24^\circ$ corner in order to assess the dependence of the separation length from the Reynolds number. Results are summarized in Table III; they are in good agreement with the empirical law derived by Settles\textsuperscript{30}:

$$L_0/\delta_0 = 0.9e^{0.23\alpha},$$

where $\delta_0$ is the thickness of the incoming boundary layer, and $L_0$ the total length of the
separation.

FIG. 10. Pressure calculated for four different compression corner flows, characterized by angles values of $8^\circ$, $16^\circ$, $20^\circ$ and $24^\circ$ (freestream conditions: $M = 2.85$, $Re = 7.0 \times 10^7$ per length unit, $\delta_0 = 0.023\, m$). (——) Gas-kinetic scheme (GKS) on finest grid, (-----) GKS on medium grid (only shown for $\alpha = 24^\circ$), (--------) GKS on coarsest grid (only shown for $\alpha = 24^\circ$), (○): experimental data from Settles.$^{28}$
FIG. 11. Skin friction coefficient calculated for four different compression corner flows, characterized by angles values of $8^\circ$, $16^\circ$, $20^\circ$ and $24^\circ$ (freestream conditions: $M = 2.85$, $Re = 7.0 \times 10^7$ per length unit, $\delta_0 = 0.023 m$). (-----) Gas-kinetic scheme (GKS) on finest grid, (-----) GKS on medium grid (only shown for $\alpha = 24^\circ$), (-----) GKS on coarsest grid (only shown for $\alpha = 24^\circ$), ( o ): experimental data from Settles.28
FIG. 12. Compression corner $M = 2.85$. Shock system represented with 20 static pressure isolines, sonic line (Mach=1 isoline) and 22 streamlines inside the boundary layer have been added.

FIG. 13. Compression corner $M = 2.85$. Degree of rarefaction expressed in term of $\epsilon^{k\omega}$ expressed in Eq. 40. 20 static pressure isolines have been added for reference.

| $Re_{\delta_0}$ | $L_0/\delta_0$ | $L_0/\delta_0$ | $Re_{\delta_0}^{1/3}$ | Error (%) |
|-----------------|----------------|----------------|-----------------------|------------|
| 740,000         | 2.38           | 216.74         | 3.53                  |
| 1,694,000       | 1.98           | 236.34         | 5.19                  |
| 2,120,000       | 1.70           | 218.15         | 2.90                  |
| 2,912,000       | 1.63           | 233.42         | 3.90                  |

TABLE III. Compression corner, $M = 2.85$, $\alpha = 24^\circ$. Summary of the interaction lengths obtained at different values of Reynolds number. These values are compared to the empirical correlation found by Settles $0.9e^{0.23\cdot[\delta_0]}$. 
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VI. CONCLUSIONS

The turbulent gas-kinetic scheme models the effects of unresolved scales through a turbulent relaxation time, generating dissipation and kinetic effects. Numerical experiments have so far provided encouraging results, showing that in the selected 2D flow cases, the turbulent gas-kinetic scheme systematically provides predictions in terms of pressure and viscous stresses distributions which are more in line with experiments than conventional schemes. Moreover, the shock structures predicted by the gas-kinetic scheme seem to be consistent with the sketches reconstructed from experimental results by Settles et al.\textsuperscript{28} and Délyery et al.\textsuperscript{27,30}. Additional validation is of course necessary to consolidate these findings, but it is significant that the gas-kinetic scheme does deviate from the conventional scheme even when using the same turbulence model.

This work is a first, exploratory step - limited to the steady RANS approach and 2D geometries, focusing mainly on the ability of a gas-kinetic scheme to exploit kinetic effects in turbulence. Additional investigations may concern a broader set of benchmark cases, and numerical approaches (Finite-Elements, spectral methods, different preconditioning), additional types of allied turbulence model (other two-equation models, algebraic stress models). Additionally, the truncation level in the Chapman-Enskog expansion for $f_0$, Eq. \ref{eq:14} can be raised to the second level as in Eq. \ref{eq:34} in order to add a non-linear component to the assumed turbulent stress tensor. Finally, the gas-kinetic scheme could be implemented in unsteady simulations, following the (U)RANS or LES approaches. The application to LES would even be more meaningful than in RANS, as the gas-kinetic scheme activates kinetic effects in a resolution-dependent way.

Gas-kinetic schemes still are computationally more expensive than conventional schemes, mainly because of the evaluation of the moments of distribution functions. Xuan et al.\textsuperscript{34} and Luo et al.\textsuperscript{35} have recently proposed a new approach resulting in a much higher computational efficiency which could be exploited in turbulent simulations as well. The size of the time step, hence the time-stepping technique, may have a strong influence on the way gas-kinetic scheme works; in this work, this issue has driven the replacement of $\tau/\Delta t$ with $\tau/\hat{\tau}$.

Finally, a gas-kinetic scheme could be developed in order to keep into account the dependence of $\tau_t$ on the microscopic degrees of freedom - in the spirit of the studies conducted by Succi et al.\textsuperscript{3}, which would provide \textit{multiscale} modeling with an infinite number of scales.
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