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1. Introduction

The currency exchange market, also referred to as the Foreign Exchange (FOREX) market was established in 1971, when floating exchange rate began to materialize. FOREX is the world's largest market with daily trading volume in excess of $3 trillion U.S Dollars. Foreign currencies are special financial assets and exchange rates are vital financial indicators in the financial market. The problem of forecasting the movement of foreign exchange rates attracts increasing attentions. The forecasting of FOREX poses substantial theoretical and experimental challenges given the abandonment of the field exchange rates. Foreign exchange rates are influenced by several correlated economic, political and psychological factors. These factors are highly linked and interconnected with one another in very complex fashion. This complexity makes predicting FOREX changes extremely difficult. Accurate prediction of foreign currency exchange rate is a necessary factor for the success of many businesses. Researchers and practitioners have been attempting for an explanation of the movement of FOREX rates. Thus, diverse kinds of forecasting methods have been developed by many researchers and experts. These techniques are distinguishable from each other by what they hold to be constant into the future. Generally, there are two types of forecasting methodologies are available in the literature. Fundamental and Technical analysis. These two methodologies are the basic forecasting methodologies which are in generally used in financial forecasting. Like
other economic time series, foreign exchange market has its own trend, season and irregularity. Thus to identify model, generalize and recombine these patterns and to give foreign exchange market forecasting is the major challenge task.

In the recent years, there has been a growing interest in using the state-of-art computer techniques to forecast foreign exchange rate change. One stream of these advanced techniques was Artificial Neural Networks (ANNs). The reason why ANN gains popularity in foreign exchange rate prediction is because ANN can approximate any continuous measurable function with desired accuracy. Neural networks are more noise tolerant and having the ability to learn complex systems with incomplete or corrupted data. Furthermore, they are more flexible. Philip et al.2 have designed a prediction model which is based on ANN. The proposed model used to predict the four major currencies. The model was tested using mean square error and standard deviation and network topology 1-3-1. Result show that the proposed artificial neural network foreign exchange rate forecasting model outperforms than Hidden Markov foreign exchange rate forecasting model. 3 have proposed an artificial neural network model to forecast the foreign exchange rate. The proposed model trained with different back propagation algorithm to predict foreign exchange rate between Australia dollar and Chinese yen. Simulation result shows that the LM based algorithm can predict accurately than other algorithms and also has smallest mean square error. Prediction of foreign exchange rate for US dollar, Pound, Euro and Japanese Yen against Indian rupee is introduced4. The authors have used daily and monthly data for forecasting. Results show that the hidden information in exchange rate could be extracted using ANN. Pacelli et al.5 have developed neural network based technique to forecast exchange rate. The developed model can predict three days ahead of last data available. By the analysis of the data it is possible that the artificial neural network model developed can largely predict the trend of three days of exchange rate.

Artificial neural network is a powerful data modeling tool that is able to capture complex input/output relationships. This paper explains the application of neural networks in foreign exchange rates forecasting among major currencies European Currency (EURO), Japanese Currency (JYEN), Pound Sterling (PS) and US Dollar (USD) against Indian Rupee (INR). One of the significant contributions of this paper is our ability to propose an Artificial Neural Networks model to forecast FOREX rates. The proposed technique also has suggested that the optimal topology of ANN for accurate prediction. The five-year data set has been downloaded from bank’s website. Multiple experiments were conducted by taking various network topologies of the feed forward network along with Levenberg-Marquardt (LM) algorithms. Experimental results are presented to demonstrate the performance of the error back propagation method for FOREX rate prediction.

The rest of the paper is organized as follows: Section 2 discusses the proposed method for forecasting foreign exchange rate. Empirical results of the proposed system have been discussed in section 3 and conclusion is presented in last section followed by relevant references.

2. Data and Model Building

Data of exchange rates of four currencies EURO, JYEN, PS and USD against INR from January 1, 2010 to May 31, 2015 were collected from Reserve Bank of India. Therefore, this series of exchange rates has 1335 observations. The following graph (Figure 1) shows the exchange rates of four currencies for this period of time. The first 80% of data are used for training while the second 20% of data are used for testing the model.

Figure 1. Exchange rates of EURO, JYEN, PS and USD against INR.

The neural networks built in this study were designed to produce the exchange rate. The input data is normalized before being input to the ANN. The input vectors of the training data are normalized with zero-mean and unit variance. The target values are also normalized between 0 and 1. The normalization for the input is done using Eq. (1)

\[ Y_i = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} (h_i - l_i) \]  

(1)
where, $X$ denotes the original value that should be normalized, $Y_n$ represents the normalized value of $X$, $X_{\text{min}}$ denotes minimum value of $X$, $X_{\text{max}}$ is maximum value of $X$, $h_l$—Upper bound of the normalizing interval (in our case 1) and $l_l$—lower bound of the normalizing interval (in our case 0). After normalization the data will be in the range of $[0, 1]$.

ANN is a promising computational technique that provides a new avenue for exploring dynamics of numerous economic and financial applications. It is an information process technique for modeling mathematical relationships between input variables and output variables. Neural networks are a class of generalized non-linear, on-parametric models inspired by studies of the brain and nerve system. Based on the construction of the human brain, a set of processing elements or neurons are interconnected and organized in layers. In the recent times, this technique is extensively used in financial markets, particularly to forecast stock price, interest rate, exchange rate, etc. The merit of ANN over more conventional econometric model is that they can model any complex pattern, possibly non-linear relationships without any assumptions about the underlying data generating process. ANN can be categorized into two types: (i) feed forward and (ii) feedback networks. Feed forward networks take inputs from the previous layer and send outputs to the next layer. The commonly used artificial neural network architecture is multilayer feed forward network. The present study uses back propagation (feed forward) neural technique for the forecasting exchange rate. In general, ANN can be thought of as a set of interconnected layers broadly divided into three layers. These three layers are input layer, hidden and output layer. Each layer has a certain number of processing elements named as neurons. Signals are passed between neurons over connection links. Each link has a weight and multiplied with the signal transmitted. Each neuron applies an activation function to its net input to determine its output signal. The neurons in the hidden layer are essentially hidden from view. Using additional number of neurons in hidden layer provides more flexibility and accurate processing. But, the flexibility comes at extra cost of complexity in the training algorithm. On the other hand, having less number of neurons in the hidden layer than required would cause reduced robustness of the system. Neural network performance is highly dependent on its structure. The interaction allowed between various nodes of the network is specified using the structure. The forecasting set up of ANN consists of followings steps: data preparation, network set up, evaluation and selection. An illustration of multilayer neural network is shown in Figure 2.

The multilayer neural network used in this study is trained with Levenberg-Marquardt to forecast the exchange rate. MATLAB software is used to train the net, test it and evaluate the performance. Table 1 shows the procedures have been used to do the same:

**Table 1. Algorithm for forecasting FOREX**

1. Initialize the weights to small random values
2. The minimum test error is initialized to the maximum real value
3. Introduce the training data set to the network more than once.
4. Perform back propagation using Mean Square Error (MSE) as the stopping criterion for learning, while exceeding the maximum number of epochs and time.
5. Test the net using testing data set and measure the performance of training and testing data set.
6. Evaluate testing set. In this study, the calculated values are saved in output file which contains the prediction value and error.
7. Compare the test error with minimum test error.
   - If the $\text{error} < \text{error}$
     - Save the weights
   - else
     - Train the net

End
3. Results and Discussion
In this study, Forecasting of foreign exchange rate in India is carried out based on ANN. In order to get best topology, multiple experiments were performed by taking different topologies of the feed forward network along with LM training algorithm. The ANN model is modeled for EURO, JYEN, PS and USD by using three inputs, one output and 2-5 hidden layers. In the algorithm, learning rates and momentum coefficients are set to 0.05 and 0.9 respectively. The summary of the results is presented in Table 2.

The forecasting performance of the proposed model is evaluated against widely used statistical metric namely, Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Forecasting error (FE). Suppose \((A_1, A_2, \ldots, A_n)\) are actual values and \((P_1, P_2, \ldots, P_n)\) are predicted values then RMSE and MAE can be calculated by using the Eq. (2) and (3).

1. RMSE: It is root mean squared errors between actual and predicted values and can be written as

\[
RMSE = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (A_k - P_k)^2}
\]  
(2)

2. MAE: MAE gives the average absolute error between actual and predicted values,

\[
MAE = \frac{1}{N} \sum_{k=1}^{N} |A_k - P_k|
\]  
(3)

Table 2 compares performance of the proposed model with different topology. In the table data in the first column 1-2-1, the first number 1 represents the number of input layer, second number 2 represents the varying values in the middle of the configuration are the number of hidden layers and 1 depicts the expected single output of the ANN.\(^9\),\(^10\). From the table, it is observed that the results were not satisfactory for networks with just two, three and five hidden layer. The RMSE of neural network with 1-4-1(output layer-4 hidden layer-output layer) structure is very much low and varies from 0.2 to 0.4. This consistency proves their accurate prediction power and absolutely true for daily data. The results are also supported by MAE and mean FE. Experiments suggested that neural network with 1-4-1 is the most suitable structure method for FOREX prediction. Next, the performance of the proposed model for varying the number of layers in the hidden layer is illustrated in Figure 3 and Figure 4 respectively.

For the implementation of the proposed technique, we experimented with the following different neural network model configurations 1-2-1, 1-3-1, 1-4-1 and 1-5-1 using the Matlab Neural Network Tools Box and the results are presented in Table 3.

| Network | Currency | Performance measures |
|---------|----------|----------------------|
| 1-2-1   | EURO     | 0.5924 0.0056 0.661  |
|         | JYEN     | 0.6398 0.0035 0.841  |
|         | PS       | 0.772   0.0205 0.686  |
|         | USD      | 0.3545 0.0056 0.478  |
| 1-3-1   | EURO     | 0.4838 0.0069 0.517  |
|         | JYEN     | 0.4981 0.0063 0.628  |
|         | PS       | 0.5196 0.0039 0.456  |
|         | USD      | 0.7118 0.0061 0.845  |
| 1-4-1   | EURO     | 0.3875 0.0005 0.389  |
|         | JYEN     | 0.3972 0.0038 0.499  |
|         | PS       | 0.4989 0.001   0.444  |
|         | USD      | 0.2873 0.0004 0.309  |
| 1-5-1   | EURO     | 0.4855 0.0007 0.526  |
|         | JYEN     | 1.1547 0.0222 1.397 |
|         | PS       | 0.683   0.0002 0.562  |
|         | USD      | 0.2333 0.0054 0.387  |

Figure 3. RMSE comparison for varying hidden layers.

Figure 4. MAE comparison for varying hidden layers.
4. Conclusion and Future Enhancement

The paper investigates the FOREX prediction using feed forward neural network. To determine the performance of the proposed technique, empirical study was carried out with the published past data obtained from the Internet. Simulations were done by doing variations in the hidden layers to find the best topology for prediction. After several experiments with different network topology, the network predictive model that gave the most accurate prediction was 1-4-1 in terms of RMSE and MAE. The empirical findings suggest that neural networks are an effective tool for FOREX prediction with proper architecture and can be used on real datasets. We would like to expand our by adding some more parameters for accurate prediction and minimize the processing time.
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