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Abstract

This paper concerns the numerical solution of the finite-horizon Optimal Investment problem with transaction costs under Potential Utility. The problem is initially posed in terms of an evolutive HJB equation with gradient constraints. In [12], the problem is reformulated as a non-linear parabolic double obstacle problem posed in one spatial variable and defined in an unbounded domain where several explicit properties and formulas are obtained. The restatement of the problem in polar coordinates allows to pose the problem in one spatial variable in a finite domain, avoiding some of the technical difficulties of the numerical solution of the previous statement of the problem. If high precision is required, the spectral numerical method proposed becomes more efficient than simpler methods as finite differences for example.
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1 Introduction

This paper concerns with the numerical solution of the finite horizon optimal investment problem with transaction costs under Potential Utility.

---
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Let us consider an investor whose wealth can be invested in a risky stock and in a riskless bank account. We suppose that the investor is risk averse with constant relative risk aversion (CRRA). In [19], Merton showed that, in absence of transaction costs, the problem can be explicitly solved. The optimal strategy consists in keeping a fixed proportion between the money invested in the risky asset and the bank account. When transaction cost are considered, the Merton strategy is unfeasible because it requires a continuous portfolio rebalancing with unbounded costs.

Proportional transaction costs were first introduced in [18]. More recently, in [12], the problem was reformulated as a non-linear parabolic double obstacle problem posed in one spatial variable, defined in an unbounded domain. Several explicit properties and formulae were obtained in [12], although explicit formulae for the solution are not available. The problem was numerically solved in [2], where the authors employ a characteristics method with a projected relaxation scheme. The scheme proportionates satisfactory results with good agreement with the results in [12].

When we want to solve financial problems, like finding investment strategies or pricing derivative contracts, in general, there is no known closed form solution of the different problems and several numerical methods have been employed. Without the aim to be exhaustive, Monte-Carlo based methods ([14], [23]), Piecewise linear interpolations ([3]), Lattice methods ([17], [21]), Finite Elements ([1]) or Spectral methods ([15]) are some of them. A general review of financial problems or models, numerical techniques and software tools can be found in [13].

The objective of this paper is to construct a spectral method specifically adapted to the Optimal Investment problem with Potential Utility when proportional transaction costs are present. As it is well known, spectral methods [6] are a class of spatial discretizations for partial differential equations which offer fast convergence in the case of smooth solutions. They are not widely used yet in numerical finances because it is usually believed that the lack of smoothness present in most interesting problems makes spectral methods uncompetitive. However, several papers have used spectral methods for problems in Finance with good results. For instance, in [8] a Fourier-Hermite procedure to the valuation of american options has been presented. In [15] a spectral method based on Laguerre polynomials has been employed to numerical valuation of bonds with embedded options. A Fourier spectral method to compute fast and accurate prices of american options written on asset following GARCH models has been presented in [1]. In [5] the authors use an adaptive method with Chebyshev polynomials coupled with a dynamic programming procedure for contracts with early exercise features. In
a very efficient procedure for Asian options defined on arithmetic averages has been proposed. In all cases, the spectral-based methods have been proved to be competitive with other alternatives in terms of precision versus computing time needed to compute the numerical solution.

In the present paper, we restate the problem using polar coordinates. This allows to consider a double parabolic obstacle problem in one spatial-like variable defined in a bounded domain. Furthermore, this formulation avoids the emergence of nonlinear terms simplifying the numerical treatment. We present a Chebyshev spectral approach based on adaptive meshes to locate the optimal frontiers. Although some of the numerical difficulties that appear with the parabolic double obstacle problem are avoided with our approach, we still have to deal with the so-called Gibbs effect, which comes from the fact that the objective function is continuous but not differentiable at maturity. We show that this issue can be circumvented by using a time-adapted spatial mesh. We show that our approach is efficient by comparing it with a standard finite difference scheme.

The outline of the paper is as follows. In Section 2 a description of the Optimal Investment problem as it can be found in [10] or [22] is presented. In Section 3 the problem is reformulated as a parabolic double obstacle problem as it was done in [12]. Afterwards, we propose an equivalent formulation of the problem employing polar coordinates. Section 4 is devoted to a mesh-adapted Chebyshev-collocation method which solves the problem of Section 3. In Section 5 we perform the numerical analysis of the method. Section 6 presents some conclusions and future research.

2 The Optimal Investment Problem

We consider an optimal investment problem with transaction costs, [10], [22]. Let \((\Omega, \mathscr{F}, P)\) be a filtered probability space. Let us consider an investor who holds amounts \(X(t)\) and \(Y(t)\) in a bank and a stock account respectively. The dynamics of the processes is

\[
\begin{align*}
    dX(t) &= rX(t)dt - (1 + \lambda)dL(t) + (1 - \mu)dM(t), \quad X(t_0) = x, \\
    dY(t) &= \alpha Y(t)dt + \sigma Y(t)dz_t + dL(t) - dM(t), \quad Y(t_0) = y,
\end{align*}
\]

where \(r\) denotes the constant risk-free rate, \(\alpha\) is the constant expected rate of return of the stock, \(\sigma > 0\) is the constant volatility of the stock and \(z_t\) is a standard Brownian motion such that \(\mathscr{F}_t^z \subseteq \mathscr{F}\) where \(\mathscr{F}_t^z\) is the natural filtration induced by \(z_t\). We suppose that \(L(t)\) and \(M(t)\) are adapted, right-continuous, nonnegative and nondecreasing processes representing the
cumulative monetary values of the stock purchased or sold respectively and \( \lambda \geq 0 \) and \( 0 \leq \mu < 1 \), represent the constant proportional transaction costs incurred on the purchase or sale of the stock. In this paper we assume that \( \lambda + \mu > 0 \).

The finance meaning of equation (1) is natural. Along time, the rate of change of the amount of money invested in the risky asset, represented by the stochastic process \( Y(t) \), evolves according to a standard geometric brownian motion modified by the difference between the amount of money invested in buying stock, \( dL(t) \), and the amount of money obtained selling stock, \( dM(t) \). At the same time, the value of the bank account, \( X(t) \), is instantaneously increased by the difference \(- (1 + \lambda) dL(t) + (1 - \mu) dM(t)\), that represents the net flow of money resulting from stock negotiations, including the transaction costs. Processes \( L(t) \) and \( M(t) \) can be financially understood as an historical record of the total purchases and sales of stock of the investor.

The net wealth is the money the investor would have if he closes his positions. It can be written as

\[
W(t) = X(t) + (1 - \mu) Y(t), \quad \text{if} \ Y(t) \geq 0,
\]

if the investor is long in the stock or

\[
W(t) = X(t) + (1 + \lambda) Y(t), \quad \text{if} \ Y(t) < 0,
\]

in case the investor is short in the stock.

Let \( U(w) \) be a utility function, that is, a continuous, strictly increasing, concave function. The optimal value function is given by:

\[
\varphi(x, y, t) = \sup_{(L, M) \in A_t(x, y)} E\left[U(W(T)) \mid (X(t), Y(t)) = (x, y)\right],
\]

for all \((x, y, t) \in \mathbb{S} \times [0, T]\), where \( A_t(x, y) \) is the set of admissible strategies, defined as the set of processes \((L, M)\) such that if \((X(t), Y(t)) = (x, y) \in \mathbb{S}\) then \((X(\tau), Y(\tau)) \in \mathbb{S}\) for \( t \leq \tau \leq T\) and where \( \mathbb{S} \) is the Solvency Region,

\[
\mathbb{S} = \{(x, y) \in \mathbb{R}^2 \mid x + (1 + \lambda) y > 0, x + (1 - \mu) y > 0\}.
\]

In this paper, we assume that \( U(w) \) is a potential function (constant relative risk aversion utility function) of the form

\[
U(w) = \frac{w^\gamma}{\gamma},
\]

for some constant \( \gamma, 0 < \gamma < 1 \).
The optimal value function \cite{1}, see \cite{22}, is the viscosity solution in $S \times [0, T]$ of

\[
\min \{-\varphi_t - \mathcal{L}\varphi, -(1 - \mu)\varphi_x + \varphi_y, (1 + \lambda)\varphi_x - \varphi_y\} = 0,
\]

subject to:

\[
\varphi(x, y, T) = \begin{cases} 
U(x + (1 - \mu)y), & \text{if } y > 0, \\
U(x + (1 + \lambda)y), & \text{if } y \leq 0,
\end{cases}
\]

where

\[
\mathcal{L}\varphi = \frac{1}{2} \sigma^2 y^2 \varphi_{yy} + \alpha y \varphi_y + rx \varphi_x.
\]

The existence and uniqueness of a viscosity solution of (6)-(7) has been proved in \cite{10}. There, it is proved that at any time $t$, the spatial domain is divided in three regions, namely, in financial terms, the Buying Region $BR(t) = \{(x, y) | (1 + \lambda)\varphi_x - \varphi_y = 0\}$, the Selling Region $SR(t) = \{(x, y) | -(1 - \mu)\varphi_x + \varphi_y = 0\}$ and the No Transactions Region $NT(t) = \{(x, y) | -\varphi_t - \mathcal{L}\varphi = 0\}$. The Selling and Buying Regions do not intersect.

For simplicity in the exposition, we suppose that $\alpha > r$. With this hypothesis, short-selling is always a suboptimal strategy \cite{9}, \cite{19}, \cite{22}. This means that the optimal trading strategy is always to have a nonnegative amount of money invested in the stock.

### 3 Reformulation of the problem.

As remarked in \cite{10}, the choice of the Potential Utility function is interesting since it leads to the homothetic property in the optimal value function,

\[
\varphi(\rho x, \rho y, t) = \rho^\gamma \varphi(x, y, t), \quad \rho > 0.
\]

This property is used in \cite{12} to reduce the dimensionality of the problem. Setting $z = \frac{x}{y}$, $z \in \Omega = (-1 - \mu, \infty)$, a new function $G(x, t) = \varphi(x, 1, t)$ is introduced in \cite{12}, so that:

\[
\varphi(x, y, t) = y^\gamma G(z, t), \quad w = \frac{1}{\gamma} \log(\gamma G), \quad v(z, t) = w_z(z, t).
\]

In \cite{12}, the authors prove that $v(z, t)$ is the solution of an one dimensional parabolic double obstacle problem with two free boundaries equivalent to (6).

Furthermore, it is also proved in \cite{12}, that there exist two continuous monotonically increasing functions

\[
BR^c_F, SR^c_F : [0, T] \to (-1 - \mu, +\infty],
\]
such that $BR^c_F(t) > SR^c_F(t), \ \forall t \geq 0$. The Buying and Selling Regions are characterized by

$$SR = \{(z, t) \in \Omega \times [0, T] \mid z \leq SR^c_F(t), t \in [0, T]\},$$
$$BR = \{(z, t) \in \Omega \times [0, T] \mid z \geq BR^c_F(t), t \in [0, T]\}.$$

Although other properties and explicit formulas are obtained in [12], a complete analytical solution is still missing and numerical procedures have to be used, see, for example, [2].

Here, inspired by [12], we take advantage of (9) by working in polar coordinates $x = b \cos(\theta), y = b \sin(\theta)$. It is not difficult to show that (6)-(8) are equivalent to

$$\min \{-\varphi_t - L\varphi, -(1 - \mu)L_1\varphi + L_2\varphi, (1 + \lambda)L_1\varphi - L_2\varphi\} = 0, \quad (12)$$
subject to:

$$\varphi(b, \theta, T) = \begin{cases} U(b \cos(\theta) + (1 - \mu)b \sin(\theta)), & \text{if } \theta > 0, \\ U(b \cos(\theta) + (1 + \lambda)b \sin(\theta)), & \text{if } \theta \leq 0, \end{cases} \quad (13)$$

where

$$L_1\varphi = \cos(\theta)\varphi_b - \frac{\sin(\theta)}{b}\varphi_\theta, \quad L_2\varphi = \sin(\theta)\varphi_b + \frac{\cos(\theta)}{b}\varphi_\theta$$

and

$$L\varphi = \frac{1}{2}\sigma^2(b \sin(\theta))^2(\sin^2(\theta)\varphi_{bb} + \frac{2\sin(\theta)\cos(\theta)}{b}\varphi_{b\theta} + \frac{\cos^2(\theta)}{b^2}\varphi_{\theta\theta} + \frac{2\sin(\theta)\cos(\theta)}{b^2}\varphi_\theta - \frac{2\sin(\theta)\cos(\theta)}{b^2}\varphi_\theta - \frac{\alpha\sin(\theta)(\sin(\theta)\varphi_b + \frac{\cos(\theta)}{b}\varphi_\theta) + rb\cos(\theta)(\cos(\theta)\varphi_b - \frac{\sin(\theta)}{b}\varphi_\theta)}{b}$$

Based on (9), we conjecture a solution to (12) of the form:

$$\varphi(b, \theta, t) = b^\gamma V(\theta, t).$$

Taking into account that

$$\varphi_b = \gamma b^{\gamma-1} V, \quad \varphi_{bb} = \gamma(\gamma - 1)b^{\gamma-2} V, \quad \varphi_{b\theta} = \gamma b^{\gamma-1} V_\theta, \quad \varphi_\theta = b^\gamma V_\theta, \quad \varphi_{\theta\theta} = b^\gamma V_{\theta\theta}, \quad \varphi_t = b^\gamma V_t,$$
and substituting in (12), (13), we see that \( V(\theta, t) \) satisfies,

\[
\min \left\{ -V_t - g_2(\theta)V_{\theta\theta} - g_1(\theta)V_{\theta} - g_0(\theta)V, -V_{\theta} + \gamma \frac{(1 + \lambda) \cos(\theta) - \sin(\theta)}{(1 + \lambda) \sin(\theta) + \cos(\theta)} V, \right. \\
V_{\theta} - \gamma \frac{(1 - \mu) \cos(\theta) - \sin(\theta)}{(1 - \mu) \sin(\theta) + \cos(\theta)} V \right\} = 0, \quad \theta \in (\beta_1, \beta_2), \quad t \in [0, T].
\]

subject to:

\[
V(\theta, T) = \begin{cases} \\
\frac{1}{2} (\cos(\theta) + (1 - \mu) \sin(\theta))^\gamma, & \text{if } \theta > 0, \\
\frac{1}{2} (\cos(\theta) + (1 + \lambda) \sin(\theta))^\gamma, & \text{if } \theta \leq 0.
\end{cases}
\]

The functions \( g_i, i = 0, 1, 2 \), are given by

\[
g_0(\theta) = \gamma \left( \frac{1}{2} \sigma^2 \sin^2(\theta)(\gamma - 1) \sin^2(\theta) + \cos^2(\theta) \right) + \alpha \sin^2(\theta) + r \cos^2(\theta),
\]

\[
g_1(\theta) = (\gamma - 1) \sigma^2 \cos(\theta) \sin^3(\theta) + (\alpha - r) \sin(\theta) \cos(\theta),
\]

\[
g_2(\theta) = \frac{1}{2} \sigma^2 \sin^2(\theta) \cos^2(\theta).
\]

The Solvency Region in the new coordinates is given by:

\[
b \in [0, \infty), \quad \theta \in (\beta_1, \beta_2)
\]

where

\[
\beta_1 = \arctan \left( \frac{-1}{1 + \lambda} \right), \quad \beta_2 = \arctan \left( \frac{-1}{1 - \mu} \right) + \pi.
\]

This formulation has several advantages over the formulation of [12]. As in [12], the problem is one dimensional ((14)-(15) do not depend of \( b \)), but in our case the domain is bounded (\( \theta \in (\beta_1, \beta_2) \)). Furthermore, the operators involved in (14) are linear in \( V \), whereas in [12], the equations contains a nonlinear term.

Next, we characterize the buying and selling regions in terms of the polar coordinates. First, let us observe that

\[
v(z, t) = - \left( \frac{V_{\theta}(\theta, t) \sin^2(\theta) - \gamma \sin(\theta) \cos(\theta) V(\theta, t)}{\gamma V(\theta, t)} \right),
\]

\[
z = \cot(\theta),
\]

where \( v(z, t) \) is the function defined in (10).

Let us define the functions \( \text{BR}_F \) and \( \text{SR}_F \) by

\[
\text{BR}_F(t) = \cot(\text{BR}_F(t)), \quad \text{SR}_F(t) = \cot(\text{SR}_F(t)), \quad t \in [0, T],
\]
where $BR_F^c$ and $SR_F^c$ are the boundaries of the buying and selling regions in cartesian coordinates defined in [11]. The following proposition is an immediate consequence of the results in [12].

**Proposition 3.1.** Functions $SR_F, BR_F$ are monotonically decreasing functions.

It holds that $BR_F(t) < SR_F(t)$ and that

$$BR_F(t) = 0, \quad t \in [\hat{t}_0, T], \quad \hat{t}_0 = T - \frac{1}{\alpha - r} \log \frac{1 + \lambda}{1 - \mu}.$$  

If $\alpha - r - (1 - \gamma)\sigma^2 > 0$, then $BR_F(\hat{t}_1) = \frac{\pi}{2}$, with

$$\hat{t}_1 = T - \frac{1}{\alpha - r - (1 - \gamma)\sigma^2} \log \frac{1 + \lambda}{1 - \mu}.$$  

It holds that $\lim_{t \to T} \cot (SR_F(t)) = (1 - \mu)x_M$, where

$$x_M = -\frac{\alpha - r - (1 - \gamma)\sigma^2}{\alpha - r}$$

is the Merton line.

If $T \to \infty$, there exist two values $BR_s, SR_s \in (\beta_1, \beta_2)$, such that

$$\lim_{t \to 0^+} BR_F(t) = BR_s, \quad \lim_{t \to 0^+} SR_F(t) = SR_s.$$  

The limit values $BR_s$ and $SR_s$ are defined by

$$\cot(BR_s) = -\frac{a}{a + k^2}(1 + \lambda), \quad \cot(SR_s) = -\frac{a}{a + k}(1 - \mu),$$

where $a$ and $k$ are the constants defined in [12, Theorem 6.1].

The functions $SR_F, BR_F$ satisfy (see also [10, Proposition 3.4.2]),

$$\beta_1 < 0 \leq BR(t) \leq SR(t) \leq SR_s < \beta_2, \quad t \in [0, T].$$

It is now easy to see that, for $t \in [0, T]$, the buying, selling and no transaction region can be described by as follows:

1. The buying region is defined by $BR = (\beta_1, BR_F(t))$. In BR the value function satisfies

$$V_\theta = \gamma \frac{(1 + \lambda)\cos(\theta) - \sin(\theta)}{(1 + \lambda)\sin(\theta) + \cos(\theta)} V,$$  

(19)
2. The Selling region is defined by \( SR = [SR_F(t), \beta_2] \). In SR the value function satisfies
\[
V_\theta = \gamma \frac{(1 - \mu) \cos(\theta) - \sin(\theta)}{(1 - \mu) \sin(\theta) + \cos(\theta)} V.
\] (20)

3. The No Transaction Region is defined by \( NT = (BR_F(t), SR_F(t)) \). In NT, \( V \) satisfies of the following partial differential equations
\[
V_t + g_2(\theta)V_{\theta\theta} + g_1(\theta)V_\theta + g_0(\theta)V = 0.
\] (21)

We remark that if the buying \((BR_F(t))\) and Selling \((SR_F(t))\) frontiers are known, we can compute the value function \( V(\theta, t) \) in BR and SR explicitly by a simple integration of equations [19] and [20] respectively. For \( \beta_1 < \theta < BR_F(t) \), we have
\[
V(\theta, t) = V(BR_F(t), t) \left( \frac{(1 + \lambda) \sin(\theta) + \cos(\theta)}{(1 + \lambda) \sin(BR_F(t)) + \cos(BR_F(t))} \right)^\gamma,
\] (22)
and for \( SR_F(t) < \theta < \beta_2 \),
\[
V(\theta, t) = V(SR_F(t), t) \left( \frac{(1 - \mu) \sin(\theta) + \cos(\theta)}{(1 - \mu) \sin(SR_F(t)) + \cos(SR_F(t))} \right)^\gamma.
\] (23)

Figure 1: Value function (numerical solution) for \((\theta, t) \in [\beta_1, \beta_2] \times [0, 30]\). The colour code is blue if \((\theta, t)\) is in the buying region, green in the no transactions region and red in the selling region.

Figure 1 represents the value function in perspective (left) and from above (right) in \([\beta_1, \beta_2]\), for a maturity of \( T = 30 \) years. The Figure shows the numerical values obtained for the function \( V(\theta, t) \) with the method described
in Section 4. We have coloured the function depending on whether \((\theta, t)\) is in the Buying, Selling or No Transactions region. We can visually check the expected monotonicity of the Buying and Selling frontiers studying from above (right) the two curves which divide the different colours (red-green and green-blue). The Buying frontier remains constant \((\text{BR}_F(t) = 0)\) for a certain period near maturity and the stationarity value of both frontiers as we move away from maturity is also observable.

4 Numerical Method

The numerical method described in this section is constructed upon the following strategy.

Let \(\pi \in A_0(x, y)\) denote an admissible trading strategy where \(x\) and \(y\) are the amount of money in the bank and stock accounts at \(t = 0\). Let \(\alpha_1 \in (\beta_1, \text{BR})\) and \(\alpha_2 \in (\text{SR}, \beta_2)\) and define

\[
A^{\alpha_1, \alpha_2}_0(x, y) = \{ \pi \in A_0(x, y) \mid \arccot (x^\pi/y^\pi) \in (\alpha_1, \alpha_2) \}
\]  

where \(x^\pi, y^\pi\) are the amounts in the bank and stock accounts if strategy \(\pi\) is followed.

Proposition 3.1 implies that \(\pi^o \in A^{\alpha_1, \alpha_2}_0(x, y)\) where \(\pi^o\) denotes the optimal trading strategy solving (4). Therefore, the optimal value function can be computed as the solution of (14)-(15) in \((\alpha_1, \alpha_2) \times [0, T]\) subject to the boundary conditions:

\[
\begin{align*}
V_{\theta} (\alpha_1, t) &= V(\alpha_1, t) \gamma \frac{(1 + \lambda) \cos(\alpha_1) - \sin(\alpha_1)}{(1 + \lambda) \sin(\alpha_1) + \cos(\alpha_1)}, \\
V_{\theta} (\alpha_2, t) &= V(\alpha_2, t) \gamma \frac{(1 - \mu) \cos(\alpha_2) - \sin(\alpha_2)}{(1 - \mu) \sin(\alpha_2) + \cos(\alpha_2)}.
\end{align*}
\]

These conditions are equivalent to a mandatory buying or selling the stock if \(\theta\) reaches \(\alpha_1\) or \(\alpha_2\) respectively (see formulas (19)-(20)).

The solution can be extended to \((\beta_1, \beta_2) \times [0, T]\) taking into account that for \(t \in [0, T]\): \((\beta_1, \alpha_1) \subset \text{BR}\) and \((\alpha_2, \beta_2) \subset \text{SR}\), so that we can compute \(V(\theta, t)\) with (22) in BR and (23) in SR.

4.1 The adaptive mesh

Let \(N_t\) be a nonnegative integer and let us define the time mesh \(\{t_l\}_{l=0}^{N_t}\) by

\[
t_l = l \Delta t, \quad l = 0, 1, ..., N_t, \quad \Delta t = \frac{T}{N_t}.
\]
The spatial mesh will depend on the time step. The main idea is to adapt the mesh in such a way that it evolves through time following the approximate location of the buying and selling frontiers (i.e. evolving as the green zone in Figure 1). To this end, let \( \delta \in (0, 1/2) \) be a control parameter. We define

\[
\begin{align*}
    k_1 &= \frac{\beta_2 - S R_s}{\beta_2 - B R_F(T)}, \\
    K &= \min\{\delta, k_1, \ B R_F(T) - \beta_1\},
\end{align*}
\]

where \( S R_s = \arccot (S R_c^s) \in [\beta_1, \beta_2] \) is the stationary state of the Selling frontier (see Proposition 3.1).

For \( N \in \mathbb{N} \), let us consider the \( N + 1 \) Chebyshev nodes in \([-1, 1]\),

\[
\tilde{\theta}_j = \cos \left( \frac{\pi j}{N} \right), \quad j = 0, 1, ..., N.
\]

We define the integer \( j_K \in \{0, 1, 2, ..., N\} \) as the unique integer such that

\[
\left| \tilde{\theta}_{N-j_K} - \tilde{\theta}_N \right| \leq 2K < \left| \tilde{\theta}_{N-(j_K+1)} - \tilde{\theta}_N \right|.
\]

Note that \( j_K \) is well defined because \( 0 < K \leq \delta < 1/2 \). From the definition of the Chebyshev nodes, it is easy to check that it exists \( N_0 \) such that for all \( N \geq N_0 \), \( j_K \geq 1 \).

Let us suppose that at time \( t = t_l \), we know the locations of the buying and selling frontiers, \( B R_F(t_l) \) and \( S R_F(t_l) \). Given \( N_\theta \in \mathbb{N} \), \( N_\theta > N_0 \) we define an interval \( I(t_l) \) by:

\[
I(t_l) = \left[ 0, \frac{2}{\tilde{\theta}_{j_K} - \tilde{\theta}_{N_\theta}} S R_F(t_l) \right],
\]

if \( B R_F(t_l) = 0 \), or, in case \( B R_F(t_l) > 0 \),

\[
I(t_l) = \left[ B R_F(t_l) - M \frac{\tilde{\theta}_{N_\theta} - \tilde{\theta}_{N_\theta}}{\tilde{\theta}_{j_K} - \tilde{\theta}_{N_\theta} - j_K}, \ S R_F(t_l) + M \frac{\tilde{\theta}_{0} - \tilde{\theta}_{j_K}}{\tilde{\theta}_{j_K} - \tilde{\theta}_{N_\theta} - j_K} \right].
\]

Here \( M = S R_F(t_l) - B R_F(t_l) \). We remark that, with this definition, the interval \( I(t_l) \) always contains the no transaction region \([B R_F(t_l), S R_F(t_l)]\) and it is contained in the solvency region \([\beta_1, \beta_2]\). Furthermore, \( B R_F(t_l) \) and \( S R_F(t_l) \) are always one of the \( N_\theta + 1 \) Chebyshev nodes in the interval \( I(t_l) \), while restriction \( N_\theta > N_0 \) implies that \( S R_F(t_l) \) is an interior point of \( I(t_l) \). The control parameter \( \delta \) guaranties that a maximum of 100\% of interval
4.2 Chebyshev collocation Method.

$I(t_l)$ is contained in the Selling Region, another maximum of $100\delta\%$ of $I(t_l)$ in the Buying Region, whereas a minimum $100(1-2\delta)\%$ of $I(t_l)$ is contained in the No Transactions Region.

Note also that for $t_{N_l} = T$, the values $BR_F(T) = 0$ and $SR_F(T)$ are, of course, known data (see Proposition 3.1), whereas for $t_l < T$, we have to substitute $BR_F(t_l)$ and $SR_F(t_l)$ by some approximation that we will denote $BR_F^N(t_l)$ and $SR_F^N(t_l)$ where $N = (N_0, N_l)$. We will describe in Subsection 4.2 how to compute them prior to the construction of the interval $I(t_l)$.

Next proposition proves that, for $N_l$ big enough, $BR_F(t_{l-1}), SR_F(t_{l-1}) \in I(t_l)$, so that we can compute recursively the intervals $I(t_j)$ for $j = N_l, N_l - 1, \ldots, 0$.

**Proposition 4.1.** Let $NT(t) = [BR_F(t), SR_F(t)]$ where $BR_F(t)$ and $SR_F(t)$ are the exact location of the Buying and Selling frontiers.

For any $N_0 > N_l$, where $N_0$ is the restriction which guarantees that $SR_F(t)$ will be in the interior of $I(t)$, compute $I(t)$ with (30) or (31).

It exists $N_1 > 0$ such that for any time mesh $\{t_l\}_{l=0}^{N_l}$, $N_l > N_1$ given by (30), it holds

$$NT(t_{l_0-1}), NT(t_{l_0}) \subset I(t_{l_0}).$$

for any $t_{l_0} \in \{t_l\}_{l=0}^{N_l}$.

**Proof.** From [12], we know that $SR_F^c(t) \in \mathcal{C}\infty[0, T)$. Therefore, $SR_F(t) = \arccot (SR_F^c(t)) \in (\beta_1, \beta_2)$ is $\mathcal{C}\infty[0, T)$.

Let $k$ from [27] be fixed. Since $SR_F(t)$ is in the interior of $I(t)$, it will exist $\Delta t_k$ such that for all $\Delta t < \Delta t_k$:

$$SR_F(t - \Delta t) \in I(t), \quad t \in [0, T).$$

This guarantees that for any equally spaced time mesh $\{t_l\}_{l=0}^{N_l}$, with $N_l > 1/\Delta t_k$, $SR_F(t_{l-1}) \in I(t_l)$.

To finish the proof, note that from Proposition 3.1 $BR_F(t_l) \leq BR_F(t_{l-1})$ and that $BR_F(t_{l-1}) \leq SR_F(t_{l-1})$, so the result follows directly from the definition of $I(t_l)$. □

4.2 Chebyshev collocation Method.

Let us suppose that we know an approximation of the function value $V^N(\theta, t_l)$, $\theta \in (\beta_1, \beta_2)$ and approximate values of $BR_F^N(t_l)$ and $SR_F^N(t_l)$ at time $t = t_l$. For $N_0$ big enough (Proposition 4.1), we can compute $I(t_l) = [\alpha_{l_1}^{t_l}, \alpha_{l_2}^{t_l}]$ defined as in (30) if $BR_F^N(t_l) = 0$, or with (31) otherwise.
For \( t \in [t_{l-1}, t_l] \), we define the function \( \hat{V} \) as the function value which gives the expected terminal value when the trading strategy is to perform no transactions if \( \theta \in (\alpha_{1}^{t_l}, \alpha_{2}^{t_l}) \), to buy the stock if \( \theta = \alpha_{1}^{t_l} \) and to sell the stock if \( \theta = \alpha_{2}^{t_l} \), subject to \( \hat{V}(\theta, t_l) = V_{\alpha}^{N}(\theta, t_l) \).

Therefore, \( \hat{V} \) is the solution of the equation

\[
- \hat{V}_t + g_2(\theta)\hat{V}_{\theta\theta} + g_1(\theta)\hat{V}_\theta + g_0(\theta)\hat{V} = 0, \quad (34)
\]

subject to

\[
\hat{V}_\theta \left( \alpha_{1}^{t_l}, t \right) = \hat{V} \left( \alpha_{1}^{t_l}, t \right) \gamma \frac{(1 + \lambda) \cos(\alpha_{1}^{t_l}) - \sin(\alpha_{1}^{t_l})}{(1 + \lambda) \sin(\alpha_{1}^{t_l}) + \cos(\alpha_{1}^{t_l})},
\]

\[
\hat{V}_\theta \left( \alpha_{2}^{t_l}, t \right) = \hat{V} \left( \alpha_{2}^{t_l}, t \right) \gamma \frac{(1 - \mu) \cos(\alpha_{2}^{t_l}) - \sin(\alpha_{2}^{t_l})}{(1 - \mu) \sin(\alpha_{2}^{t_l}) + \cos(\alpha_{2}^{t_l})}, \quad (35)
\]

\[
\hat{V}(\theta, t_l) = V_{\alpha}^{N}(\theta, t_l).
\]

Let us consider the \( N_\theta + 1 \) Chebyshev nodes in \( I(t_l) \)

\[
\theta_j = \frac{\alpha_{2}^{t_l} - \alpha_{1}^{t_l}}{2} \tilde{\theta}_j + \frac{\alpha_{2}^{t_l} + \alpha_{1}^{t_l}}{2}, \quad j = 0, 1, ..., N_\theta, \quad (36)
\]

where \( \tilde{\theta}_j \) are the Chebyshev points \([28]\).

The numerical approximation \( \hat{V}_{\alpha}^{N}(\theta, t_{l-1}) \), \( \theta \in (\theta_{N_\theta}, \theta_0) \) to the function \( \hat{V} \) is the collocation polynomial \([44]\) of degree \( N_\theta \) defined for \( j = 1, ..., N_\theta - 1 \) by:

\[
\frac{\hat{V}_{\alpha}^{N}(\theta_j, t_{l-1}) - \hat{V}_{\alpha}^{N}(\theta_j, t_l)}{\Delta t} = L \left( \frac{\hat{V}_{\alpha}^{N}(\theta_j, t_{l-1}) + \hat{V}_{\alpha}^{N}(\theta_j, t_l)}{2} \right), \quad (37)
\]

subject to

\[
\hat{V}_{\alpha}^{N}(\theta_j, t_l) = V_{\alpha}^{N}(\theta_j, t_l), \quad j = 1, 2, ..., N_\theta - 1, \quad (38)
\]

with (Neumann) boundary conditions

\[
\hat{V}_{\alpha}^{N}(\theta_{N_\theta}, t_{l-1}) = V_{\alpha}^{N}(\theta_{N_\theta}, t_l) \gamma \frac{(1 + \lambda) \cos(\theta_{N_\theta}) - \sin(\theta_{N_\theta})}{(1 + \lambda) \sin(\theta_{N_\theta}) + \cos(\theta_{N_\theta})},
\]

\[
\hat{V}_{\alpha}^{N}(\theta_0, t_{l-1}) = V_{\alpha}^{N}(\theta_0, t_l) \gamma \frac{(1 - \mu) \cos(\theta_0) - \sin(\theta_0)}{(1 - \mu) \sin(\theta_0) + \cos(\theta_0)}, \quad (39)
\]

where

\[
L(\hat{V}_{\alpha}^{N}(\theta)) = g_2(\theta) \frac{\partial^2 \hat{V}_{\alpha}^{N}}{\partial \theta^2} + g_1(\theta) \frac{\partial \hat{V}_{\alpha}^{N}}{\partial \theta} + g_0(\theta) \hat{V}_{\alpha}^{N}. \quad (40)
\]
The equations (37)-(39) define a dense system of linear equations to find the values of \( \hat{V}_{N\theta}^{j}, \ j = 0, \ldots, N_{\theta} \). However, the fact that, with relative few nodes for the spatial mesh we can achieve a very good precision, makes this method competitive with respect to a finite differences method, see Section 5.

Let us define
\[
P_{1}^{(N,l-1)}(\theta) = \hat{V}_{\theta}^{N}(\theta, t_{l-1}) - \hat{V}_{\theta}^{N}(\theta, t_{l-1}) \cdot \gamma \frac{(1 + \lambda) \cos(\theta) - \sin(\theta)}{(1 + \lambda) \sin(\theta) + \cos(\theta)},
\]
\[
P_{2}^{(N,l-1)}(\theta) = \hat{V}_{\theta}^{N}(\theta, t_{l-1}) - \hat{V}_{\theta}^{N}(\theta, t_{l}) \cdot \gamma \frac{(1 - \mu) \cos(\theta) - \sin(\theta)}{(1 - \mu) \sin(\theta) + \cos(\theta)},
\]
which are explicit functions because \( \hat{V}^{N} \) is a known polynomial in \( \theta \). In (41), we compare (see \[16, Subsection 3.5.3\]) whether it is better to not perform transactions or to buy the stock (resp. sell the stock). If polynomial \( P_{1}^{(N,l-1)} > 0 \) (resp. \( P_{2}^{(N,l-1)} > 0 \)) it is better to not perform transactions rather than buy (resp. sell) the stock.

The numerical approximation to the Buying and Selling frontiers is given by:
\[
BR_{N}^{F}(t_{l-1}) = \min \left\{ \beta : P_{1}^{(N,l-1)}(\theta) \geq 0, \theta \in [\beta, \alpha_{1}^{l}] \right\},
\]
\[
SR_{N}^{F}(t_{l-1}) = \max \left\{ \beta : P_{2}^{(N,l-1)}(\theta) \geq 0, \theta \in (\alpha_{1}^{l}, \beta] \right\},
\]

(42)

Once we know the location of the frontiers and the function value in those points, we can compute the approximate function value through the following explicit formulas where we have used the notation \( B_{l} = BR_{N}^{F}(t_{l}) \), \( S_{l} = SR_{N}^{F}(t_{l}) \)
\[
V^{N}(\theta_{j}^{t_{l-1}}, t_{l-1}) = \hat{V}_{N}(B_{l-1}, t_{l-1}) \left[ \gamma \frac{(1 + \lambda) \sin(\theta_{j}^{t_{l-1}}) + \cos(\theta_{j}^{t_{l-1}})}{(1 + \lambda) \sin(B_{l-1}) + \cos(B_{l-1})} \right]^{\gamma},
\]
if \( \theta_{j}^{t_{l-1}} < B_{l-1} \),
\[
V^{N}(\theta_{j}^{t_{l-1}}, t_{l}) = \hat{V}_{N}(B_{l-1}, t_{l-1}), \ \ B_{l-1} \leq \theta_{j}^{t_{l-1}} \leq S_{l-1},
\]
\[
V^{N}(\theta_{j}^{t_{l-1}}, t_{l-1}) = \hat{V}_{N}(S_{l-1}, t_{l-1}) \left[ \gamma \frac{(1 - \mu) \sin(\theta_{j}^{t_{l-1}}) + \cos(\theta_{j}^{t_{l-1}})}{(1 - \mu) \sin(S_{l-1}) + \cos(S_{l-1})} \right]^{\gamma},
\]
if \( \theta_{j}^{t_{l-1}} > S_{l-1} \).

Then the complete algorithm reads as follows:
**Step 0** Fix a number $N_t$ and a number $N_\theta$ big enough such that Proposition 4.1 holds.

Compute $\Delta t = \frac{T}{N_t}$ and $\{t_l\}_{l=0}^{N_t}$ as in (26). Define $N = (N_\theta, N_t)$.

Set $l = N_t$ and compute $I(t_{N_t})$ with formula (30).

Compute $V^N(\theta, T)$, $\theta \in I(t_{N_t})$, as the Chebyshev interpolation polynomial in $\{\theta_j^T\}_{j=0}^{N_\theta}$ of function $V(\theta, T)$, given by (15), where $\{\theta_j^T\}_{j=0}^{N_\theta}$ denote the Chebyshev nodes in $I(t_{N_t})$.

**Step 1** Compute the polynomial $\hat{V}^N(\theta, t_{l-1})$ solving the collocation equations (37) with final condition (38) and boundary conditions (39).

**Step 2** Locate the buying and selling frontiers $BR^N_F(t_{l-1})$ and $SR^N_F(t_{l-1})$ using (42).

**Step 3** Compute the interval $I(t_{l-1})$ with (30) if $BR^N_F(t_{l-1}) = 0$ or with (31) otherwise.

Compute the numerical approximation $V^N$ at time $t_{l-1}$ with formulae (43), (44) and (45).

**Step 4** Set $l = l - 1$ and stop if $l = 0$ or, otherwise, proceed to **Step 1**.

**Remark 4.1.** In the algorithm we propose there is an error related to the imposition of Neumann boundary conditions in (39) instead of the Robin type correct ones. This error can be controlled by the size of the discretization parameters $N_t$ and $N_\theta$ because, by definition of the adaptive interval, $\theta_0$ is always inside the Selling Region and $\theta_{N_\theta}$ is inside the Buying Region or it is the Buying Frontier. We point that for $t \in [\hat{t}_0, T]$, the lower limit of the interval $I(t)$ is $\alpha_1(t) = 0$, which is the Buying Frontier, so that, it is not inside the Buying Region. Nevertheless, note that when we compute function $\hat{V}$, the boundary condition at $\alpha_1(t) = 0$, $t \in [\hat{t}_0, T]$ must be mandatorily to buy the stock, so that

$$V_{\theta}(0, t) = \lim_{\theta \to 0^-} V_{\theta}(\theta, t) = V(0, t) \gamma \frac{(1 + \lambda) \cos(0) - \sin(0)}{(1 + \lambda) \sin(0) + \cos(0)}$$

**5 Numerical Results**

We consider the parameter values as in the first experiment in [2]. For $t \in [0, 4]$ let:

$$\sigma = 0.25, \ r = 0.03, \ \alpha = 0.10, \ \gamma = 0.5, \ \lambda = 0.08, \ \mu = 0.02,$$
The following figure shows the numerical solution $V^N(\theta, t)$.

We have colored the function depending in whether $(\theta, t)$ is in the Buying, Selling or No Transactions region. As in Figure 1, we can visually check the properties from Proposition 3.1.

First, we establish the criteria employed in the experiments to build the spatial mesh. We have fixed the control parameter $\delta = 0.1$, so that, at least 80% of the interval corresponds to the No Transactions Region. The particular choice of $\delta$ does not affect the rate of convergence of the error.

In order to compare the performance of the spectral method with other numerical methods, we have also implemented a Central Differences (CD) based method in order to solve the PDE in Step 2 (see Subsection 4.2). The formal study of the error will be conducted for the cases where explicit formulas are available, comparing the results of the Central differences and Chebyshev methods. The rest of the properties given in [12], although not included, were also checked.

5.1 Value of the function in $v(0, t)$

We consider $v(z, t)$ defined in [10]. For $z = 0$, we can explicitly compute $v(0, t)$ with [12] (3.9). In Figure 3 we plot the value of $v(0, t)$ for $t \in [0, 4]$.

The value $z = 0$ corresponds in polar coordinates to $\theta = \frac{\pi}{2}$. A numerical solution $v^N(0, t_i)$ can be computed explicitly using $V^N\left(\frac{\pi}{2}, t_i\right)$ and formula (18), which relates the function in polar coordinates and in the original
variables.

\[ v^N(z, t) = - \left( \frac{V^N_\theta(t, t) \sin^2(\theta) - \gamma \sin(\theta) \cos(\theta)V^N(\theta, t)}{\gamma V^N(\theta, t)} \right), \]

\[ z = \cot(\theta). \]

The following Figure compares the difference between the analytical solution \( v(0, t), t \in [0, 4] \) and the numerical solution obtained with the Chebyshev method for \( N_\theta = 256 \) (left) and \( N_\theta = 2048 \) (right). Both pictures are in the same scale and we can observe that the error reduces for increasing value of \( N_\theta \).

Figure 4: Value \( v(0, t) - v^N(0, t), t \in [0, 4] \) where \( v^N \) was computed with the Chebyshev method with \( N_\theta = 256 \) (left) and \( N_\theta = 2048 \) (right).
In both pictures of Figure 4 we can observe an error discontinuity at time \( \hat{t}_1 \). From [12, (3.9)], we know that the function \( v(0, t) \) is not derivable (respect time) at instant \( \hat{t}_1 \). The same phenomena can be observed in the numerical experiments in [2]. We can also see that some oscillations appear at time \( \hat{t}_0 \) where we change the kind of adaptive mesh \( I(t_i) \) (see Subsection 4.1).

We proceed to check the rate of error convergence. We define the Root of the Mean Square Error as

\[
\text{RMSE}_{\{N_\theta, N_t\}}(v^N) = \sqrt{\frac{1}{N_t+1} \sum_{l=0}^{N_t} (v^N(0, t_l) - v(0, t_l))^2}.
\] (46)

Figure 5 shows the convergence of spatial error (left) for \( \Delta t = 3.9 \cdot 10^{-4} \) and different number of spatial nodes \( N_\theta \). The right side shows the convergence of temporal error for \( N_\theta \) fixed and different values of \( N_t \).

In the left side of Figure 5 we have plotted, in logarithmic scale, the number \( N_\theta \) of spatial nodes versus the value \( \text{RMSE}_{\{N_\theta, N_t\}}(v^N) \). The slope of the regression line of the CD method (plotted in blue) is \(-1.80\) and of the Chebyshev method (plotted in red) is \(-1.85\). The spectral convergence that we could expect in the Chebyshev method does not occur due to the regularity of the problem.

In the right hand side of Figure 5 we have plotted, in logarithmic scale, the number \( N_t \) of time steps versus the value \( \text{RMSE}_{\{N_\theta, N_t\}}(v^N) \). The slope
of the regression line of the CD method (solid-blue) is $-2.31$ as it could be expected from an order 2 method. The slope of the Chebyshev method (solid-red) is $-1.4$. We note that for large values of $N_t$ we reach very soon the error limit marked by the size of $N_\theta$.

We carry out a second experiment doubling the value of $N_\theta$ (right-dashed-blue/red) to check that the lowest value reached by the temporal error was given by the size of the spatial mesh.

Depending on the error tolerance, we might need a big value for $N_\theta$ in the CD method but much smaller in the Chebyshev method. This makes that, depending on the required precision, Chebyshev performs better in computational cost than CD. This will be studied below.

### 5.2 Location of the Buying Region frontier at time $\hat{t}_1$

From Proposition 3.1 we know that in polar coordinates $\text{BR}_F(\hat{t}_1) = \frac{\pi}{2}$. Given a number of time steps $N_t$, we look for $t_{l_1} \in \{t_{l_i}\}_{i=0}^{N_t}$ which is nearest to $\hat{t}_1$ and define the Absolute Error (just for this experiment) as:

$$\text{Absolute Error}_{N}(\hat{t}_1) = \left| \text{BR}_F^N(t_{l_1}) - \frac{\pi}{2} \right|.$$

The next figure shows the convergence of spatial error (left) for $\Delta t = 3.9 \times 10^{-4}$ and different number of spatial nodes $N_\theta$. The right side shows the convergence of temporal error for $N_\theta = 2048$ (Chebyshev) and 4960 (CD) and different values of $N_t$.

![Figure 6: Spatial (left) and Temporal (right) Error (semilogarithmic scale) of instant when $\text{BR}_F = \frac{\pi}{2}$ with the CD (blue) and Chebyshev (red) methods.](image-url)
The spatial error (left) reduces as we increase the value of $N_\theta$. At equal number of nodes, the Chebyshev method gives much smaller errors than the CD method.

Concerning the temporal error, the results are step shaped because of the definition of Absolute Error and the time partition when $\Delta t$ is halved. Each time partition is included in the following one and $t_i$, sometimes changes and sometimes not. The temporal error reduces as we increase the value of $N_t$. As in the spatial error, the Chebyshev method outperforms the CD method.

5.3 First instant when is optimal to have a positive amount of the stock.

From Proposition 3.1 we know that $BR_F(t) = 0$, $t \geq \hat{t}_0$ where $\hat{t}_0$ is explicitly computable.

Given a number of time steps $N_t$, we look for $t_{l_0} \in \{t_l\}^{N_t}_{l=0}$ such that

$$t_{l_0} \geq \hat{t}_0 > t_{l_0+1}$$

For the Chebyshev method, the $BR^N_F$ may be bigger than 0 a few time steps prior to $l_0$. We note that in the Chebyshev method, the lower limit of $I(t_l), t_l \in [\hat{t}_0, T]$ is the Buying frontier.

In left picture of Figure 7 we have plotted the numerical estimation of the Buying Frontier with the Chebyshev method for, $N_\theta = 256$ (blue), $N_\theta = 512$ (red), $N_\theta = 1024$ (green) $N_\theta = 2048$ (black). In the right picture we zoom around $\hat{t}_0$.

Figure 7: Numerically computed Buying Frontier with the Chebyshev method for $t \in [0, 4]$ (left) and zoom around $\hat{t}_0$ (right).
Let $k \geq 0$ be the biggest value such that
\[ \text{BR}_F^N(t_{l_0+k}) > 0. \]

If $k > 0$, the location of the Buying Frontier oscillates around 0 for $t_l \in \{t_{l_0+k}, \ldots, t_{l_0+1}\}$ and for $t_l < t_{l_0}$ when it behaves as we could expect from Proposition 3.1.

Numerical experiments show that it is better to let $\text{BR}_F^N(t_l)$ oscillate around 0 rather than imposing $\text{BR}_F^N(t_l) = \max\{\text{BR}_F^N(t_l), 0\}$.

The oscillations observed in Figure 7 are generated by the imposition of the Neumann conditions. The boundary error is controlled by $N_t$ and $N_\theta$, but the spatial error is dominant in this experiment. The instant when the numerical solution begins to oscillate is always very close to $t_0$ ($|t_{l_0-k} - t_0| \leq 1.5 \cdot 10^{-3}$) and the size of the oscillations reduces as $N_\theta$ increases.

These oscillations are the error that we are going to study. They include all the negative values (since the Buying Frontier must be always positive) and any positive value for discrete times larger than $t_0$. Thus, we define, for this method and experiment, the absolute error (AE) as
\[
\text{AE}^{Ch} = \max \left\{ \left| \min_{l=0,1,\ldots,N_t} \left\{ \text{BR}_F^N(t_l) \right\} \right|, \left| \max_{l=l_0+1, l=l_0+2, \ldots, N_t} \left\{ \text{BR}_F^N(t_l) \right\} \right| \right\}.
\]

We fix $\Delta t = 3.9 \cdot 10^{-4}$ and compute the absolute error for several values for $N_\theta$). In Figure 8 we plot, in logarithmic scale, the value of $N_\theta$ versus the absolute error. As we can see the error is rapidly reduced by increasing $N_\theta$.

![Figure 8: Spatial error convergence of the first instant when it is optimal to have a positive amount of stock (Chebyshev method).](image-url)
5.4 Stationary state

$BR_F$ and $SR_F$ tend to a stationary state as $T \to \infty$ that can also be computed explicitly (see Proposition 3.1). Computed with the same model parameters as before but for $T = 30$ years (see Figure 1), frontiers have stabilized a few years before reaching $t = 0$ at:

Buying Frontier: 1.8626 (1.8622 exact value)
Selling Frontier: 2.1559 (2.1561 exact value)

computed with the Chebyshev method ($\Delta t = 10^{-4}$, $N_\theta = 512$).

We define the absolute error (for this experiment) as

$$\text{Absolute Error} = \left| BR_F^N(0) - BR_s \right|$$

We study the spatial ($\Delta t = 10^{-3}$ and several values for $N_\theta$) and temporal ($N_\theta = 4960$ for the CD, $N_\theta = 512$ for the Chebyshev method, and several values for $N_t$) error convergence. In Figure 9, we plot, in logarithmic scale, the value of $N_\theta$ (left) versus the absolute value of the error and the value of $N_t$ (right) versus the absolute value of the error for both methods.

Figure 9: Spatial (left) and Temporal (right) error convergence, in logarithmic scale, of the Stationary State of the Buying Frontier for the CD (blue) and Chebyshev (red) methods.

In this experiment, temporal error is dominant compared with respect to the spatial error in the Chebyshev method. In the case of the CD method,
the error depends more in both the spatial and temporal discretizations. On the left side picture, we can see that the Chebyshev method reaches the error marked by the time discretization with the smallest number of nodes. Therefore, if a high precision is required, Chebyshev will perform better than the Central Differences method.

The error behaviour of the Selling Frontier is similar to the one of the Buying Frontier.

5.5 Performance Analysis

In this section we compare the relative performance of the pseudospectral and finite difference methods. First of all, we fix several time and spatial discretization parameters:

(i) $\Delta t \in [0.02, 3.9^{-4}]$

(ii) $N_\theta \in [141, 1024]$ (Chebyshev)

(iii) $N_\theta \in [300, 6000]$ (Central Differences)

and solve the problem with all the combinations of the different discretizations for both methods.

The lower and upper bounds of $N_\theta$ in the Central Differences method can be taken smaller or bigger. The criteria that we have employed is such that the numerical error varies between $10^{-4}$ and $10^{-8}$. The same reads for the upper bound of $N_\theta$ in the Chebyshev method.

We point that during the implementation of the method, we observed that if $N_\theta$ was not big enough, the location of the frontiers may oscillate (due to the Gibbs effect or to the fact that the polynomials are not accurate enough), complicating the location of $BR_F^N$ and $SR_F^N$ in (42). The Chebyshev spectral method is effective once enough resolution has been reached. This behaviour is typical of high order methods, see [15]. The employment of the adaptive interval $I(t_1)$ and an enough amount of interpolation nodes avoids the oscillations and allows to obtain just one numerical approximation of $BR_F^N$ and $SR_F^N$ in (42). The oscillations may appear if the following (empirical) bounds are violated

$$\Delta t > 0.1, \quad \Delta t < \frac{C}{N_\theta^{C_1}},$$

where $C_1 \geq 1$ and numerical experiments suggest that $C_1$ might be a growing function of $N_\theta$. 

23
The lowest value of $N_{\theta}$ in the Chebyshev method was chosen so that no oscillations appear. If a smaller number of interpolation nodes is chosen, the solution oscillates and the error worsens.

We plot the value of \( \text{RMSE}_{\{N_{\theta}, N_{t}\}} \left( v^{N}(0, t) \right) \) versus the computational time employed in computing $v^{N}$ for each different spatial and temporal meshes in logarithmic scale.

![Performance comparison of the Error at $v^{N}(0, t)$.](image)

Figure 10: Performance comparison of the Error at $v^{N}(0, t)$. In logarithmic scale, we plot (left), the value of RMSE versus the total computational costs of CD (blue) and Chebyshev (red) methods and their respective lower enveloping curves (right).

The left-side picture of Figure 10 represents the cloud of results for the different discretizations of each method. The right-side, which is more visual, represents the lower convex enveloping curve.

With the right-side picture, we can obtain an approximate behaviour of the evolution of the error versus the required computational time to reach that precision. We fix the error tolerance that we require for our problem and find which method and spatial and time discretization reaches it first.

As we can see, the CD method (blue in Figure 10) performs better if we do not require a high precision. If a higher precision is required, Chebyshev (red in Figure 10) performs better than CD.

A similar behaviour can be observed if we compare the errors of the rest of cases where we have explicit formulas.
6 Conclusions

The homothetic property of the Potential Utility function has been used to restate the investment problem in polar coordinates. This has allowed us to give an equivalent formulation of the problem in a bounded spatial domain.

Although some of the numerical difficulties that appear with the parabolic double obstacle problem are avoided, other problems may appear if we employ spectral methods. The Gibbs effect, which comes from the fact that the objective function is continuous but not differentiable at maturity, can complicate the location of the frontiers, but this issue can be circumvented by the employment of a time-adapted spatial mesh (Subsection 4.1).

Simpler methods, as Central Differences, are not affected by the Gibbs effect and they are easier to implement. Nevertheless, they require more computational work if high precisions are needed.

Further work may include the extension of the model including a consumption term or the design of spectral methods to optimal investment problems with other Utility functions, like the Exponential Utility. Furthermore, through the Indifference Pricing technique (see [7] and [11]), these kind of models can be applied to option valuation.
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