Predicting the black hole mass and correlations in X-ray reverberating AGN using neural networks
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ABSTRACT

We develop neural network models to predict the black hole mass using 22 reverberating AGN samples in the XMM-Newton archive. The model features include the fractional excess variance ($F_{\text{var}}$) in 2–10 keV band, Fe-K lag amplitude, 2–10 keV photon counts and redshift. We find that the prediction accuracy of the neural network model is significantly higher than what is obtained from the traditional linear regression method. Our predicted mass can be confined within $\pm (2\text{–}5)$ per cent of the true value, suggesting that the neural network technique is a promising and independent way to constrain the black hole mass. We also apply the model to 21 non-reverberating AGN to rule out their possibility to exhibit the lags (some have too small mass and $F_{\text{var}}$, while some have too large mass and $F_{\text{var}}$ that contradict the $F_{\text{var}}$–lag–mass relation in reverberating AGN). We also simulate 3200 reverberating AGN samples using the multi-feature parameter space from the neural network model to investigate the global relations if the number of reverberating AGN increases. We find that the $F_{\text{var}}$–mass anti-correlation is likely stronger with increasing number of newly-discovered reverberating AGN. Contrarily, to maintain the lag–mass scaling relation, the tight anti-correlation between the lag and $F_{\text{var}}$ must preserve. In an extreme case, the lag–mass correlation coefficient can significantly decrease and, if observed, may suggest the extended corona framework where their observed lags are more driven by the coronal property rather than geometry.
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1 INTRODUCTION

The X-ray variability has become a powerful tool to probe the inner accretion flow around the central black holes in both active galactic nuclei (AGN) and X-ray binaries. The X-ray reverberation mapping is one of the timing analysis techniques that measures the time delays associated with the light-travel time between the X-ray photons from the direct coronal emission and back-scattered photons from the accretion disc (see Uttley et al. 2014; Cackett, Bentz, & Kara 2021, for a review). Due to a longer distance travelled by the reflected photons, the reflection-dominated bands (the soft excess, Fe-K and Compton hump bands) lag behind the continuum-dominated bands (e.g. Fabian et al. 2009; Kara et al. 2013a,c, 2014; Zoghbi et al. 2014; Kara et al. 2019; Alston et al. 2020; Vincentelli et al. 2020). The amplitude of the lag depends on the geometry of the source, so providing us a tool to constrain the disc-corona geometry.

De Marco et al. (2013) performed a systematic look at the frequency-dependent time lags between the soft ($\sim 0.3$–$1$ keV) and hard ($\sim 1$–$4$ keV) bands in AGN and found that the amplitude of the soft lag scales with the black hole mass. Kara et al. (2016a) performed a systematic study of the X-ray reverberation lags of all Seyfert galaxies available in the XMM–Newton archive and reported a number of sources that exhibited Fe-K reverberation lags. They confirmed the lag–mass scaling relation and found the correlation between the height of the corona and the mass accretion rate of these reverberating AGN. King, Lohfink, & Kara (2017) found that the radio Eddington luminosity inversely correlates with the X-ray reflection fraction, and positively scales with the path length between the X-ray source and the accretion disc. Modelling the X-ray reverberation lags to map the extreme region near a supermassive black hole has been carried out intensively using both lamppost geometry (Wilkins & Fabian 2013; Cackett et al. 2014; Emmanoulopoulos et al. 2014; Chainakun & Young 2015; Chainakun, Young, & Kara 2016; Epitropakis et al. 2016; Caballero-García et al. 2018; Ingram et al. 2019) and extended corona model (Wilkins et al. 2016; Chainakun & Young 2017; Chainakun et al. 2019). The X-ray reverberation technique has already been applied to various scenarios such as the photon reflection off the accretion flow in the tidal disruption event (Kara et al. 2016b), the reflection from different hot-flow zones in X-ray binaries (Mahmoud, Done, ...
& De Marco 2019; Chainakun et al. 2021b; Kawamura et al. 2021) and the multiple scattering from the disc wind in ultraluminous X-ray sources (Luangtip et al. 2021).

Furthermore, Alston et al. (2020) suggested that the height of the X-ray corona in IRAS13224–3809 increased with the source luminosity. This is also supported by Caballero-García et al. (2020) who found significant variations in the X-ray source height from \( \sim 3 - 5r_g \) when the X-ray luminosity is \( \sim 1.5 - 3 \) per cent of the Eddington limit, to \( \sim 10r_g \) when the luminosity doubles. Recently, Hancock et al. (in prep) investigated the time-average and lag-frequency spectra of 20 AGN covering 121 XMM-Newton observations and separated them into 3–4 groups of similarly observed spectral states. The reflection fraction was found to be strongly correlated to the power-law photon index that suggested dynamics of the emitting region.

The X-ray reverberation features can be imprinted in the profiles of the power spectral density (PSD) that describes the variability power on different timescales. The oscillatory structures seen in the PSD of AGN can be interpreted as the reverberation signatures that relate to the geometry of the system such as the coronal height and the inclination (Papadakis et al. 2016; Emmanoulopoulos et al. 2016; Chainakun 2019). In Chainakun et al. (2021a), we developed machine learning (ML) models, based on dictionary learning and support vector machine algorithms, to extract the X-ray reverberation signatures on the PSD profiles of AGN, and used them to predict the coronal height. The variability amplitude in light curves can be estimated using the fractional excess variance (\( F_{\text{var}} \)), which can be constructed by integrating the PSD between two frequencies, or from the mean and the rms amplitude of the light curve (e.g. Vaughan, Fabian, & Nandra 2003). Recently, the \( F_{\text{var}} \) spectra have been used to probe the intrinsic and environmental absorption origins for the X-ray variability in AGN (Parker et al. 2021).

The potential use of the ML techniques in the X-ray reverberation analysis has been elaborated and discussed in Chainakun et al. (2021a). Here, we employ the key information of the X-ray reverberating AGN to develop a neural network model in order to predict the black hole mass. We consider the fundamental parameters that can be derived from the X-ray observations. These parameters include the Fe-K lag amplitude, the \( F_{\text{var}} \), the photon counts (\( C \)), the bolometric luminosity (\( L_{\text{bol}} \)) and the redshift (\( z \)). The source height and the reflection fraction are not considered because their values are dependent on the assumed geometry and the choice of the reflection models.

The ultimate goal is to test how well the neural network model, trained using only fundamental X-ray observational parameters, can predict the central mass. The prediction accuracy obtained from the neural network model is reported and compared to what is obtained from the standard linear regression model. After that, we plot the mass distribution against the model features such as the \( F_{\text{var}} \) and the lag amplitude to investigate the global relations between them all simultaneously. From the parameter space constrained by the model, we can simulate more samples of reverberating AGN and investigate the correlations between their parameters. It provides hints of how the known-existing correlations will change if more reverberating AGN are discovered. The AGN data used for training the machine are presented in Section 2. The neural network algorithm and the development of the ML models to predict the black hole mass are explained in Section 3. We evaluate the models and present the results in Section 4. We discuss the optimization results and the obtained correlations in Section 5, while the conclusion is provided in Section 6.

2 AGN DATA

We use the XMM-Newton data previously reported and analyzed by Kara et al. (2016a) where the selected samples have \( \gtrsim 40 \) ks exposure time and show some variability. However, we select only the data that display the Fe-K reverberation features in the lag spectra whose lower and upper bounds of the lags can be constrained. Based on these criteria, there are 22 AGN sources in total. These AGN samples and their parameter values are listed in Table 1. The Fe-K lag amplitude, \( F_{\text{var}} \), log(\( L_{\text{bol}} \)) and log(\( C \)) of each AGN are average values from those of all available observations that fit the criteria. \( F_{\text{var}} = \sigma_{\text{rms}}/\bar{x} \) is the fractional excess variance of the data in 2–10 keV band where \( \sigma_{\text{rms}} \) is the rms amplitude and \( \bar{x} \) is the mean count rates (Vaughan, Fabian, & Nandra 2003). \( C \) is the photon counts in the 2–10 keV band. \( L_{\text{bol}} \) is the mean bolometric luminosities calculated from the SEDs (Wang, Watarai, & Mineshige 2004; Vasudevan & Fabian 2007, 2009; Vasudevan et al. 2010). The masses that are estimated by the optical reverberation techniques are from the public web data base (Bentz & Katz 2015) using the \( < f > = 4.3 \) (Grier et al. 2013), similar to Kara et al. (2016a).

There are also \( \sim 21 \) AGN samples left, that have \( \gtrsim 40 \) ks exposure time, show some variability but do not exhibit Fe-K reverberation features on the lag spectra. We spare them in a new data set (Table 4) for further analysis once the neural network model is obtained. In other words, while the reverberating AGN data in Table 1 are used during the training phase, the non-reverberating AGN data in Table 4 are kept unseen, completely new to the machine and are used only for the final evaluation of the model. Note that there are some inconsistencies in the report of the Fe-K response among previous literature. For example, Wilkins et al. (2021) recently found that there was a Fe-K reverberation lag caused by a flare in I Zw1, while this source is still included in the non-reverberating sample here (Table 4). We, however, select to follow the standard analysis of Kara et al. (2016a) and discuss these inconsistencies later in the Discussion section.

3 METHODS

We train the machine using the neural network technique so that it can make an accurate prediction of the black hole mass. The flowchart illustrating the training and testing process is presented in Fig. 1. The following subsections outline step-by-step the methodology used to explore the nature of the data as well as to develop and evaluate our neural network models.

3.1 Pre-processing the data

The data set used during the training and testing phase contains 22 AGN sources in total, each of which consists of five features which are the lag amplitude, \( F_{\text{var}} \), log(\( L_{\text{bol}} \)), log(\( C \)), log(\( L_{\text{bol}} \)).
Table 1. Observed reverberating AGN data used for training and testing the neural network model. The table includes the AGN name, black hole mass, 2-10 keV fractional excess variance, Fe-K lag amplitude, bolometric luminosities, total 2-10 keV counts and redshift. These AGN are all Fe-K reverberating AGN probed by XMM-Newton and were previously analyzed by Kara et al. (2016a). The numbers in brackets denote the references where: (1) Bian & Zhao (2003); (2) Ponti et al. (2012); (3) Agis-González et al. (2014); (4) González-Martín & Vaughan (2012); (5) Alston et al. (2015); (6) Schulz, Knake, & Schmidt-Kaler (1994); (7) Marconi et al. (2008); (8) Alston et al. (2014); (9) Malizia et al. (2008); (10) Kara et al. (2013a); (11) Kara et al. (2013c); (12) Kara et al. (2013b); (13) Zoghbi et al. (2013); (14) Kara et al. (2015); (15) Zoghbi et al. (2012); (16) Kara et al. (2014); (17) Marinucci et al. (2014). (R) indicates the optical reverberation measurements, so that the model becomes as simple as possible. Since the amount of reverberating AGN sources is small, we split them randomly with the sample ratio of 90/10 per cent. This can be done using sklearn.model_selection.train_test_split() available in scikit-learn1 (Pedregosa et al. 2012).

We also carry out the test when the data for each feature are scaled to be between 0 and 1. This aims to inspect how much the scaling factor affects the performance of the model.

3.2 Correlations of the data

We analyze the Pearson and Spearman’s rank correlation coefficient ($r_p$ and $r_s$, respectively) between each model feature and the black hole mass. $r_p$ measures the linear correlation between two features resulting in a value between −1 and 1. $r_p = 1$ and −1 mean perfect linear correlation and anti-correlation, respectively. On the other hand, $r_s$ assesses the strength and direction of monotonic relationships between two features. Also, $r_s$ can be between 1 and −1 (between perfect monotonic correlation and anti-correlation, respectively). The features with a very weak correlation with mass are discarded in order to save the computational time during the training phase. Due to a small amount of data, it is also better to keep the number of important features to be as small as possible to avoid data overfitting.

Throughout the paper, the trend of correlations is illustrated using the Sieve diagram that represents the relationship between the categorical variables using observed and expected frequencies under independence. It displays the structure of the data and the model (i.e. the pattern of association) that helps us visualise the relationship between the observed and expected frequencies between two variables. The data analysis and visualization is carried out using the Orange platform which is the data mining toolbox in Python (Demsar et al. 2013).

---

1. https://scikit-learn.org/
3.3 Neural network algorithm

The neural network algorithm which is employed here is `sklearn.neural_network.MLPRegressor()` available in scikit-learn (Pedregosa et al. 2012). The MLPRegressor() is the Multi-layer Perceptron (MLP) regressor that can optimize, iteratively, the partial derivatives of the loss function at each time step based on the choice of the activation function and solver. The MLP architecture contains a series of layers that consists of neurons and their connections, building up a neural network. The basic unit of a neural network is a neuron that takes inputs, re-processes them and produces one output. The data with n features (i.e. n inputs) can be written as \( \mathbf{x} = [x_1, x_2, x_3, \ldots, x_n] \). Within a neuron, each input is multiplied by a weight \( \mathbf{w} = [w_1, w_2, w_3, \ldots, w_n] \). Then, weighted inputs are added together with one bias \( b \) and are passed through an activation function \( f \) to obtain one output \( y \):

\[
y = f(\mathbf{x} \cdot \mathbf{w} + b)
\]

The choice of the activation functions depends on the nature of the data. An example function commonly used is the sigmoid function that outputs only numbers between \((0, 1)\).

A neural network is produced by combining many neurons. It can have any number of layers with any number of neurons in those layers. Any layers between the input (first) layer and output (last) layer are referred to as the hidden layer. The appropriate hidden layer size and number of neurons in each layer can be fine-tuned during the training phase.

Performance of the neural network model can be evaluated using either the mean absolute error (MAE) or the mean squared error (MSE):

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |y_{i,\text{true}} - y_{i,\text{pred}}|,
\]

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (y_{i,\text{true}} - y_{i,\text{pred}})^2,
\]

where \( N \) is the number of AGN samples. \( y_{i,\text{true}} \) and \( y_{i,\text{pred}} \) are the true and predicted values of the black hole mass, respectively. During the training and testing phase, the error loss is estimated in the form of the loss function, \( L \), by taking the average overall obtained error. \( L \) can then be written as a multivariable function of \( L(w_1, w_2, w_3, \ldots, b_1, b_2, b_3, \ldots) \). The change of loss when changing one of these variables (e.g. \( \frac{\partial L}{\partial w_1} \)) can be calculated. Therefore, the goal of training a neural network is to minimize its loss in predicting the black hole mass by finding appropriate weights and biases.

3.4 Hyperparameter optimization

Hyperparameters are the parameters that cannot be directly learned by the machine. Fine-tuning them is one of the important processes to improve the performance of the ML model. There are two key hyperparameters for the neural network algorithm which are the hidden layer size and the number of neurons in each layer. Since the number of our inputs is quite small, we begin by setting the number of hidden layers to be 1 and allow the number of neurons to be varied between 1 and 250 neurons. We increase the number of hidden layers only if the prediction accuracy using 1 layer is low. The learning rate is also a tuning parameter in an optimization algorithm that determines the step size at each iteration while moving toward a minimum of a loss function. An adaptive learning rate algorithm is used by starting from an initial value of 0.001.

Moreover, we investigate three solvers including the standard Stochastic Gradient Descent (SGD), Adam and L-BFGS-B algorithms. Adam is an adaptive algorithm for the first-order gradient-based optimization, which is an extension to SGD. L-BFGS-B is an extension of the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm which is a type of second-order optimization algorithm that uses a limited amount of computer memory and can handle bound constraints on variables. These different solvers can provide different optimization results.

We investigate four activation functions including the identity (linear), logistic (sigmoid), hyperbolic tangent (tanh) and Rectified Linear Unit (ReLU) functions. The activation function helps the network learn complex data so the model can provide accurate predictions. It is clear from eq. 1 that a neural network without an activation function, \( f \), reduces to a linear regression model. A neural network with the identity activation function is also consistent with the linear regression model. If the neural network model prefers the identity activation function, it means that the model behaves like a single layer network even when we increase the number of layers to our network. This is because summing up the additional layers will still output another linear function which does not further improve the model.

4 RESULTS AND ANALYSIS

4.1 Current observed AGN data

First of all, we discretize the data into two groups which are reverberating and non-reverberating AGN samples and explore their distribution in the parameter space. Note that the non-reverberating AGN referred to the sources that the Fe-K reverberation lags cannot be robustly detected with XMM-Newton despite that they show some variability. The inconsistency in detecting the Fe-K reverberation in some sources as reported in previous literature is discussed in the Discussion section. Fig. 2 shows the Sieve diagram of the frequencies in discovering these reverberating and non-reverberating AGN regarding to their masses. The Sieve diagram compares the observed frequencies to expected frequencies under the assumption of independence. The expected frequency is proportional to the size of each rectangle (or cell), where the number of squares in each cell represents the observed frequency. Cells whose observed frequency is greater (smaller) than the expected frequency are shown in blue (red), appearing more (less) intense for more (less) deviation. The result suggests a high probability of finding the reverberating AGN if the central mass is in the range of \( \sim 10^{6.5} - 10^8 M_\odot \) (blue shade in the upper row). On the other hand, the samples are dominated by non-reverberating AGN if the central mass is beyond the lower and upper bounds of that range. Especially when the mass is \( \geq 10^8 M_\odot \), there is a small probability of finding AGN displaying reverberation lags.

Now let us focus on the reverberating AGN (22 samples in Table 1). The Sieve diagrams representing the chance in finding the Fe-K reverberating AGN having mass, \( F_{\text{var}} \) and lag...
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Figure 2. Sieve diagram visualizing frequencies in discovering reverberating AGN (Table 1) and non-reverberating AGN (Table 4) across all masses. The area of each rectangular and the number of squares inside are proportional to the expected frequency under independence and the observed frequency, respectively. The density of shading shows the differences between the observed and expected frequency, appearing as blue and red for the positive and negative deviation, respectively. The observed frequencies are shown as percentages while the values in square brackets indicate the per cent of the expected frequencies.

amplitude in a specific range of model parameters are shown in Fig. 3. The pattern of association is clearly revealed. The number of actual, observed data respondents with the AGN exhibiting larger $F_{\text{var}}$ while having smaller mass becomes more than what is expected under the assumption of independence. The known lag-mass scaling relation (De Marco et al. 2013; Kara et al. 2016a) is also suggested. To investigate more on the nature of mass distribution among these reverberating AGN, we discretize the samples into 5 groups based on their $F_{\text{var}}$, lags and mass. The result is shown in Fig. 4. The sources are clumped around the bottom-left portion of the lag-$F_{\text{var}}$ parameter space. We can see the trend of decreasing mass with increasing $F_{\text{var}}$, and decreasing lag with increasing $F_{\text{var}}$. The yellow clump (highest average-mass group) lies in the range of 407–764 s time lags and $F_{\text{var}} < 0.14$, which is driven by the AGN IC 4329A in particular.

Correlation coefficients between the black hole mass and each model feature are summarized in Table 2. Undoubtedly, $F_{\text{var}}$ shows a strong anti-correlation with the black hole mass in both interval and ordinal scales ($r_p = -0.636$ and $r_s = -0.718$). The lag amplitude also scales with the black hole mass with $r_s = 0.589$, as expected. Contrarily, log($L_{\text{bol}}$) shows a very weak correlation with the mass ($r_s = 0.023$). The very weak correlation between log($L_{\text{bol}}$) and mass is possibly due to the measurement of $L_{\text{bol}}$ itself which is likely model dependent and is easily either overestimated or underestimated based on the inferred bolometric correction factors. We omit this feature to reduce time consumption during the machine training processes. This also helps prevent the model becoming too complex and too specific to the training data.

Therefore, there are four features left in our consideration for developing ML models, which are $F_{\text{var}}$, lag amplitude, log($C$) and $z$.

4.2 Mass prediction by the model

The best neural network models obtained with different combinations of the features are presented in Table 3. Predictions made by the neural networks are much more accurate than what is obtained traditionally from the linear regression method. Note that we fix the number of hidden layers to be 1 and fine-tune the number of neurons with different solvers and activation functions. More features require more neurons because the data are more complex. We find that the best models in all cases prefer the L-BFGS-B solver. The best activation function associated with our data is tanh, except when only the $F_{\text{var}}$ is the model feature. The models
and lag amplitude are used as the features (respectively. The accuracy significantly increases if both archive.

Figure 4. Plot of the mass distribution dependent on the $F_{\text{var}}$ and Fe-K lag amplitude of all reverberating AGN in Table 1. The data are discretized into 5 groups based on their $F_{\text{var}}$, lag amplitude and central mass. Each dot represents the clump of data falling into that particular range of parameters. Different colours represent different corresponding masses as specified in the figure.

Table 2. Pearson correlation coefficient, $r_p$, and Spearman’s rank correlation coefficient, $r_s$, between $\log(M/M_\odot)$ and each model feature for 22 reverberating AGN samples in the $XMM$-Newton archive.

| Features | $r_p$  | $r_s$  |
|----------|--------|--------|
| $F_{\text{var}}$ | -0.636 | -0.718 |
| Lag amplitude | +0.408 | +0.589 |
| $\log(L_{\text{bol}})$ | +0.172 | +0.023 |
| $\log(C)$ | +0.295 | +0.260 |
| $z$ | -0.237 | -0.233 |

can make a good prediction of the mass using the $F_{\text{var}}$ and the lag amplitude alone, with the $R^2$ of 0.6459 and 0.7302, respectively. The accuracy significantly increases if both $F_{\text{var}}$ and lag amplitude are used as the features ($R^2 = 0.9124$).

Fig. 5 shows the scatter plots of the actual values of the black hole mass and those predicted by the neural network models presented in Table 3. For comparison, we also plot the results obtained when using the linear regression model. The linear regression model seems to overestimate the mass when $M \lesssim 10^7 M_\odot$, but underestimate the mass when $M \gtrsim 10^7 M_\odot$ (red data points in Fig. 5). Increasing the number of features does not improve the accuracy of the linear regression model. On the other hand, the predicted masses from the neural network model scatter around the true values with smaller errors when more features are included (blue data points in Fig. 5). We also draw the lines representing the region in the parameter space that covers 2 and 5 per cent of the mass deviation from the true values. It can be seen that the predicted mass using the combined features of the $F_{\text{var}}$ and the lag amplitude can be constrained approximately within ±2 per cent of the true values. Using all features, we can place a constraint on the predicted mass to be ±2 per cent of the true mass.

All combined-feature models show $R^2 > 0.9$ even with 1 layer, so we do not increase the number of layers since it may result in unnecessary extreme time consuming while their accuracy cannot be significantly improved. We also investigate the case when the data of each feature are scaled to be between 0 and 1. The results are not much different to the cases when we do not scale them. The scaling factor then has a negligible effect on the efficiency of the model.

4.3 Lag and no-lag in reverberating and non-reverberating AGN

Furthermore, the $F_{\text{var}}$–lag–mass model inferred from the neural network can be extrapolated to reveal the parameter space beyond what is occupied by the already-known reverberating AGN. We then plot the parameter distribution predicted by the model that includes both $F_{\text{var}}$ and lag as the features in Fig. 6, with the scattered red dots representing the current data of the observed reverberating AGN. It is clear that the AGN displaying a large $F_{\text{var}}$ of $\sim 0.4$ to $0.8$ while showing the lags of $\gtrsim 1000$ are not yet observed (i.e. top-right region of Fig. 6). Our model predicts that the reverberating AGN belonging to this region, if exist, will have a small mass of $\lesssim 10^6.5 M_\odot$, and the lag-mass scaling relationship may be weaker. There is, however, no simple explanation of how a small mass can induce such a large amplitude of the lag while still maintaining large $F_{\text{var}}$. Perhaps, it is unphysical and that we still observe none of these reverberating AGN.

Then, we apply the model to the AGN listed in Table 4. These AGN are completely new to the machine (i.e. kept unseen all the time during the training phase). They are non-reverberating AGN, however, so we use their mass and $F_{\text{var}}$ to trace back to the lags that probably exist. We find that the model strongly suggests no observed lags for most of these sources, in agreement with the observations. The mass distribution of the non-reverberating AGN in the model parameter space is also illustrated as an example in Fig. 7. It is clear that some have too small mass and $F_{\text{var}}$ (e.g. ESO 113–G010, IRAS 18325–5926, MCG–6–30–15, NGC 4395, NGC 4593 and NGC 4748) that cannot fit into the constrained parameter space for the X-ray reverberating AGN. Some do not exhibit the lags because the central mass is large and the $F_{\text{var}}$ is too large, against the strong anti-correlation of the mass and $F_{\text{var}}$ predicted by the model (e.g. IRAS 13349+2438, Mrk 586, Mrk 704, PKS 0558–504 and RXJ 0136.9–3510).

Since the number of the reverberating AGN discovered so far is quite small, the ML prediction against the non-reverberating AGN samples can provide an indirect way to test the efficiency of the model. Regarding the high $R^2$ above 0.9 and the fact that the ML model can rule out the possibility to exhibit the lags in the majority of these non-reverberating AGN which are kept unseen during the training phase, we can ensure that the constrained $F_{\text{var}}$–lag–mass relation (e.g. Fig. 6) is reliable and that the model does not overfit the data.

4.4 Simulated new reverberating samples and parameter correlations

Based on the $F_{\text{var}}$–lag–mass parameter space constrained by the neural network model, we simulate 3200 new reverberating AGN samples to evaluate the obtained correlations. We investigate two possible cases: 1) when newly-discovered reverberating AGN samples are uniformly distributed into the
Table 3. The best neural network models for different combinations of the model features. The best solver, activation function, number of hidden layers (fixed at 1) and number of neurons in each layer are presented in the second, third, fourth and fifth columns, respectively. The corresponding $R^2$ values and the MAE are shown in the sixth and seventh columns. The values in square brackets indicate the corresponding errors obtained from the linear regression model.

| Features               | Solver     | Activation function | Number of layers | Number of neurons | $R^2$      | MAE       |
|------------------------|------------|---------------------|------------------|-------------------|------------|-----------|
| $F_{\text{var}}$       | L-BFGS-B   | ReLU                | 1                | 91                | 0.6459     | [0.3558]  |
| Lag amplitude          | L-BFGS-B   | tanh                | 1                | 128               | 0.7302     | [0.4529]  |
| $F_{\text{var}} \oplus$ Lag amplitude | L-BFGS-B | tanh                | 1                | 168               | 0.9124     | [0.3512]  |
| $F_{\text{var}} \oplus$ Lag amplitude $\oplus$ z | L-BFGS-B | tanh                | 1                | 164               | 0.9637     | [0.3518]  |
| $F_{\text{var}} \oplus$ Lag amplitude $\oplus$ z $\oplus$ $\log(C)$ | L-BFGS-B | tanh                | 1                | 249               | 0.9993     | [0.3541]  |

Figure 5. Scatter plots of the true versus predicted values of the black hole mass. The blue-cross and red-circle data points represent the results obtained from the neural network and the linear regression model, respectively (Table 3). The accuracy of the neural network model is significantly higher when using both the lag amplitude and $F_{\text{var}}$ as the features of the model, and when compared with those of the linear regression model. The green solid lines show the perfect prediction lines. The region between two dashed lines and two dotted lines represents the parameter space where the deviations of the predicted black hole mass are still within 2 and 5 per cent from the true values, respectively. See text for more details.
A neural network model that employs both column, where ‘–’ indicates no lags that is because either the mass is too low (‘LM’) or too high (‘HM’) that contradicts the constrained reverberation mass estimate. The predicted properties of their time lags using the neural network model are presented in the final al. (2012); (2) González-Martín & Vaughan (2012); (3) Iwasawa et al. (2016); (4) Papadakis et al. (2010). (R) indicates the optical reverberation lags while showing variability that fits the criteria. The numbers in brackets denote the references where: (1) Ponti et

Table 4. Observed AGN data for final evaluation of the model. These are non-reverberating AGN that do not present clear Fe-K reverberation lags while showing variability that fits the criteria. The numbers in brackets denote the references where: (1) Ponti et al. (2012); (2) González-Martín & Vaughan (2012); (3) Iwasawa et al. (2016); (4) Papadakis et al. (2010). (R) indicates the optical reverberation lags while showing variability that fits the criteria. The numbers in brackets denote the references where: (1) Ponti et

| AGN name          | true log(M/M⊙) | Fvar | Predicted lag properties |
|-------------------|----------------|------|--------------------------|
| ESO 113-G010      | 6.74 (1)       | 0.159| –, LM                    |
| ESO 511-G030      | 8.66 (1)       | 0.050| –, HM                    |
| IRAS 05078+1626   | 7.55 (1)       | 0.063| ≲1,300 s                 |
| IRAS 13349+2438   | 7.7 (2)        | 0.211| –, HM                    |
| IRAS 18325–5926   | 6.4 (3)        | 0.215| –, LM                    |
| IZw1              | 7.4 (2)        | 0.150| ≲600 s                   |
| MCG–02–14–009     | 7.13 (1)       | 0.126| ≲500 s                   |
| MCG–6–30–15       | 6.3 (1)        | 0.212| –, LM                    |
| Mrk 1040          | 7.6 (2)        | 0.093| ≲1,300 s                 |
| Mrk 205           | 8.32 (1)       | 0.075| –, HM                    |
| Mrk 586           | 7.6 (2)        | 0.248| –, HM                    |
| Mrk 704           | 8.11 (1)       | 0.248| –, HM                    |
| Mrk 766           | 6.822 (R)      | 0.228| –, LM                    |
| Mrk 841           | 8.52 (1)       | 0.142| –, HM                    |
| NGC 3227          | 6.775 (R)      | 0.096| –, LM                    |
| NGC 3516          | 7.395 (R)      | 0.088| ≲300 s                   |
| NGC 4395          | 5.449 (R)      | 0.392| –, LM                    |
| NGC 4593          | 6.882 (R)      | 0.172| –, HM                    |
| NGC 4714          | 6.407 (R)      | 0.161| –, LM                    |
| PKS 0558–504      | 7.8 (4)        | 0.154| –, HM                    |
| RXJ 0336.9–3510   | 7.9 (2)        | 0.315| –, HM                    |

Figure 6. Black hole masses plotted in the parameter space of our neural network model that employs both Fvar and lag as the features. The observed reverberating AGN data are presented using red dots in this parameter space. Clearly, they occupy only the regime that implies the anti-correlation between the Fvar and the lag. The Spearman’s rank correlation coefficients between the Fvar and the lag of these observed reverberating AGN so far is r_s = −0.46.

constrained parameter space and 2) when newly-discovered reverberating AGN follow the current trend of the observed Fvar–lag anti-correlation.

Fig. 8 represents the Sieve diagrams for the black hole mass of the simulated 3200 reverberating AGN samples covering entire regime of the Fvar–lag parameter space. The model grids of Fvar and lags with equal step sizes of 0.02 and 0.25 s, respectively, are used to produce a discrete uniform distri-

bution of the samples. If the newly-discovered reverberating AGN lie uniformly in the constrained parameter regime, the Fvar attribute associated with mass reveals a similar pattern as in Fig. 3, but with a higher correlation coefficient of r_s = −0.883. In the case of the lag, when associating it with mass, the lag–mass scaling relationship cannot be recovered. Intense blue rectangular at the lags of ≳1000 s and M < 10^6 M⊙ means the number of actual data respondents to the AGN that has small mass with large lag becomes significantly more than what is expected. Interestingly, these results suggest that the Fvar–mass anti-correlation is always conserved and probably stronger with additional samples. The lag–mass relation, on the other hand, may be weaker if the observed Fvar and lags become more independent with an increasing number of newly-discovered AGN.

We then investigate the case when newly-discovered reverberating AGN follow the current observed Fvar–lag anti-correlation (r_s = −0.46). A probability density function is employed to generate random values of the lags and Fvar by allowing small deviations (2, 5, 10 and 15 per cent) from the current trend of Fvar–lag anti-correlation. Once the lags and Fvar are drawn, the associating mass predicted by the neural network model can be assigned. We produce 3200 AGN sources and find that the lag–mass correlation coefficient in this case varies between 0.45 ≲ r_s ≲ 0.59, which can be smaller or slightly larger than the correlation coefficient for only 22 observed reverberating AGN samples. Meanwhile, the Fvar–mass anti-correlation for these 3200 sources varies between −0.82 ≲ r_s ≲ −0.71, which is comparable or stronger than that of the reverberation samples so far.

Fig. 9 represents, as an example, the Sieve diagrams for the black hole mass of 3200 simulated AGN following the current trend of Fvar–lag relations, with ±2 per cent deviations al-
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Figure 7. Parameter distribution predicted by the model, as in Fig. 6, over-plotted by the data of non-reverberating AGN. Their central mass and Fvar are too small (top panel) and too large (bottom panel) that cannot fit into the constrained parameter space for the reverberating AGN, suggesting no observed Fe-K lag.

Figure 8. Sieve diagrams of the mass and Fvar (top panel) and the mass and lags (bottom panels) of the 3200 simulated reverberating AGN assuming a uniform distribution of the samples. The samples are drawn from the equally model-grid spacing of 0.02 for the Fvar and 25 s for the lags (i.e. reverberating AGN has no preferable values of Fvar and lags). Note that the expected frequency under independence and the observed frequency are proportional to the area of the rectangular and the corresponding number of inside squares, respectively. The differences between the observed and expected frequency are shown by the shading density. Blue (red) means the observed frequency is more (less) than the expected frequency. Under this assumption, Fvar–mass anti-correlation is stronger (rs = −0.88) while the lag–mass correlation is drastically weaker (rs < 0.1), compared to Fig. 3. See text for more details.

5 DISCUSSION

According to our results, the developed ML models can make higher accurate predictions of the black hole mass than the linear regression model. The combination of the solver and activation function is dependent on the characteristics of the data. All neural network models here require L-BFGS-
Figure 9. Sieve diagrams of the mass and $F_{\text{var}}$ (top panel) and the mass and lags (bottom panels) of 3200 reverberating AGN sources simulated under the constraint of the observed $F_{\text{var}}$–lag relation ($r_s = -0.46$). In this illustration, the deviation of the $F_{\text{var}}$–lag relation is $\sim 2$ per cent of the current trend. We find $r_s = 0.59$ for the lag and the mass, and $r_s = -0.77$ for the $F_{\text{var}}$ and the mass. These correlation coefficients are comparable to those of the observed 22 reverberating AGN (Fig. 3). Therefore, the lag–mass scaling relation is maintained through the tight anti-correlation between the lag and $F_{\text{var}}$, and can be weaker if newly-discovered AGN samples are more uniformly distributed (Fig. 8).

Figure 10. Venn diagram showing the overlap of data instances from a collection of 3200 reverberating AGN sources, as in Fig. 9, when the $\pm 2$ per cent deviation of the $F_{\text{var}}$–lag relations from the current trend is allowed. The number of samples corresponding to each criterion is presented. Since the $\pm 2$ per cent deviation is small, we see no simulated sample that shows $F_{\text{var}} \geq 0.5$ with the lags $\geq 1000$ s and $M \geq 10^6$ $M_\odot$ (i.e. the top-right portion of the plot in Fig. 6). Majority of the simulated samples shows $F_{\text{var}} < 0.5$ with the lags $< 1000$ s and $M > 10^6$ $M_\odot$, which is close to the trend of the observed reverberating AGN so far.

B solver. Generally, L-BFGS-B solver is a suitable second-order optimization method and is fastest for small convex problems or small data size, appropriate for our data set. It employs the full training set to obtain the later update to parameters at every iteration (Le et al. 2011). If the size of the dataset is large, L-BFGS-B computing time can be very long on a single machine, so it is hard to incorporate new data in an online environment. On the other hand, tanh is found to be the best activation function that provides high accuracy for generalized MLP architectures of neural network works (Karlik & Olgac 2011; Montavon, Orr, & Müller 2012). If the $F_{\text{var}}$ is only a single feature, the correlation between $F_{\text{var}}$ and $\log(M/M_\odot)$ is linearly dependent. This is why the ReLu which is rectified linear unit activation functions is better than tanh (full non-linearity unit). All combined-feature models ($R^2 \geq 0.9$) developed here require the L-BFGS-B solver and tanh activation function, which agree with other works that use multi-feature/variable regression in MLP neural networks (e.g. Gheorghe & Badea 2014; Artrith, Urban, & Ceder 2017).

Kara et al. (2016a) found that the correlation coefficient of the frequency–mass relation ($r_s = -0.68$) is stronger than that of the lag–mass relation ($r_s = 0.60$). They suggested using the frequency–mass relation for determining the black hole mass instead of the lag–mass relation. This argument,
However, may be specific to the averaging scheme applied to the observational data (Hancock et al., in prep.). Here, we find the correlation between the Fe-K lag amplitude and the mass for AGN sources to be $r_s = 0.589$, confirming what was reported by Kara et al. (2016a). Even though both $F_{\text{var}}$ and $\log(C)$ are produced from the lightcurves extracted in the same energy band of 2–10 keV, it is clear that the black hole mass shows a significantly stronger correlation with $F_{\text{var}}$ than $\log(C)$. Also, both $\log(L_{\text{bol}})$ and $\log(C)$ show a relatively weak correlation with the black hole mass. This suggests that the X-ray timing data may be more useful for predicting the black hole mass than the time-average X-ray data.

Hancock et al. (in prep.) studied the correlations between the central mass and the lags, but using the lags measured between the soft excess 0.3–0.8 keV and continuum-dominated 1–4 keV bands. The correlation coefficient was found to be $r_s = 0.72$. This may suggest that the lags in the soft band are stronger correlated to the mass than the lags in Fe-K band. Although the Fe-K band is sometimes contaminated by the neutral distant reflection, the distant reflection varies on different timescales from the timescales of the inner-disc reflection. Therefore, unlike the soft excess lags whose origin is ambiguous, the Fe-K lags are likely to be a clean signature of X-ray reverberation. The Fe-K band then may provide a more accurate reflection of how much the signals produced via X-ray reverberation correlate with the black hole mass.

We also analyze the correlation between the black hole mass and other features of the ML model. Interestingly, we find that the correlation between the mass and the $F_{\text{var}}$ is $r_s = -0.718$, which is stronger than the lag–mass relation and even stronger than the frequency–mass relation reported by Kara et al. (2016a). However, the prediction accuracy is higher when using the lags alone than when using the $F_{\text{var}}$ alone. Nevertheless, for a specific source, different individual or combined observations into, e.g., high flux and low flux states result in different time lag estimates for a single mass. Therefore, only one parameter cannot be a good predictor for the mass since its value changes with how the data of each AGN are selected and combined while the mass remains constant. It is then better to use both $F_{\text{var}}$ and lag amplitude as the mass predictors that, evidently, can also improve the model accuracy ($R^2 = 0.9124$).

Based on the $F_{\text{var}}$–lag–mass relation predicted by the ML model, the reverberating AGN with a specific black hole mass can exhibit $F_{\text{var}}$ and lags within a limited regime. The model can rule out the possibility for the majority of the non-reverberating AGN to display the lags (Table 4 and Fig. 7), revealing its potential to make accurate predictions for new data. Since the model can be successfully applied to both reverberating and non-reverberating AGN, it suggests the common origins of main variability that contributes to $F_{\text{var}}$ for both AGN groups. This suits the framework of the X-ray variability driven by, e.g., the disc propagating-fluctuations that can operate in both reverberating and non-reverberating AGN.

Note that the model still predicts the presence of the Fe-K lags for some sources included in the non-reverberation group (Table 4). For example, the Fe-K lags of IZw1 are predicted to be $\lesssim 600$ s. In fact, this is in agreement with Wilkins et al. (2021) who reported observations of X-ray flares around the central black hole in IZw1 and detected the Fe-K reverberation lags of $\sim 746 \pm 157$ s by using a different method to the standard Fourier analysis. Moreover, based on the XMM-Newton observations, Zoghbi et al. (2013) reported the Fe-K reverberation lags in MCG–5–23–16 and Swift J2127.4+5654, but new analysis using NuSTAR data suggested no strong evidence for relativistic reverberation in both AGN (Zoghbi, Miller, & Cackett 2021). It is not straightforward to determine if these AGN exhibit no intrinsic reverberation lags or if the inconsistencies arise due to different methods and model assumptions used to quantify the significance of the lag. Nevertheless, we try moving these samples to the non-reverberating AGN group, and find only a slight change in the lag–mass correlations inferred (e.g., lag–mass correlation coefficient $r_s$ changes less than $\sim 4$ per cent). This is because these inconsistencies are found only in the minority of the samples. Therefore, moving them across different groups (reverberation and non-reverberation) does not change the trend of the key results here.

The X-ray reverberation produces the dip in the PSD profiles so it dilutes the $F_{\text{var}}$ in a particular timescale where reverberation dominates (Papadakis et al. 2016; Chainakun 2019). The amplitude of the dip increases with increasing the reflection fraction, resulting in a decrease in $F_{\text{var}}$ on a particular reverberation timescales. The mass, on the other hand, scales up the intrinsic lags. However, $F_{\text{var}}$ here represents the fractional excess variance contributed by all mechanisms that affect the X-ray variability in 2–10 keV band, not only by the reverberation. For example, the $F_{\text{var}}$ can be affected by the constant or less-variable emission component, e.g. from outflowing gas, that is varied among different AGN (Parker et al. 2021). The constant emission component raises the mean but does not affect the standard deviation of the data, so the $F_{\text{var}}$ decreases. On the other hand, the constant absorption lowers both mean and standard deviation of the data proportionally, hence its presence has small effects on the $F_{\text{var}}$. The deviation of the $F_{\text{var}}$–lag relation then may be induced by, e.g., the presence of the constant or less-variable emission
component, resulting in the change of the lag–mass scaling correlation coefficient.

Our results suggest that to maintain the lag–mass scaling relation, the anti-correlation between the lag and $F_{\text{var}}$ must preserve. Contrarily, the $F_{\text{var}}$–mass anti-correlation seems to be stronger even if new reverberating AGN show more independence of their lags on $F_{\text{var}}$. Moreover, the model suggests the regime of $F_{\text{var}} \gtrsim 0.5$, lags $\gtrsim 1000$ s and $M \lesssim 10^{6.5}M_\odot$ where the reverberating AGN are not yet observed (top-right portion of Fig. 6). It possibly represents a forbidden regime that is unphysical, which is why there is still no reverberating AGN sample fitting into. Although the AGN with constant emission component can introduce the deviation of the $F_{\text{var}}$–lag correlation coefficient, they may not fit into this ambiguous regime. This regime corresponds to the samples with high $F_{\text{var}}$, while constant emission produces negative effects on $F_{\text{var}}$.

Furthermore, the observed flux in a particular energy band always contains both continuum and reflection flux. This introduces dilution effects to the lags so that the observed lags are smaller than the intrinsic lags (e.g. Wilkins & Fabian 2013; Chainakun & Young 2015). Chainakun et al. (2019) studied the lags produced by an extended corona under the inverse-Compton scattering scenario and found that, with a fixed coronal size and geometry, the coronal temperature and optical depth can affect the lags. The more the complex model is, the less the measured reverberation lags can straightforwardly relate to the true light-travel distance. In fact, Hinkle & Mushotzky (2021) investigated the fundamental X-ray corona properties of 33 AGN observed under the 105-month Swift/BAT campaign together with the archival XMM-Newton and NuSTAR data. They found no strong correlations between the black hole mass, coronal compactness and coronal temperature. Therefore, if the lags significantly depend on the coronal compactness or temperature, the lags may not strongly correlate with the mass. The less correlation between the lags and the mass, if observed, then may suggest the extended corona framework where the lag amplitudes of the majority of the sources are more strongly affected by the properties of the coronal extent rather than the geometry.

According to our results, the $F_{\text{var}}$ and lag amplitude are the key parameters of the X-ray variability data to predict the black hole mass. The clear trend of how the mass varies with log($C$) and $z$ is not clearly seen. Based on the current XMM-Newton observations, we find $z$ is correlated with $L_{\text{bol}}$ ($r = 0.796$), but there is no clear pattern of associations between $z$ and other parameters (time lags, mass, and $F_{\text{var}}$). Perhaps, this is because the samples probed by XMM-Newton are only those relatively nearby and are not distributed widely enough across a broad range of redshift. Fig. 12 represents the distribution of our reverberating AGN samples into the parameter space when the redshift $z$ is discretized into 2 groups: $z < 0.015$ (low redshift) and $z \geq 0.015$ (high redshift). The results show that we tend to observe the high-redshift sources when they exhibit relatively large $L_{\text{bol}}$. The pattern of associations between $z$ and other parameters cannot be easily revealed, however, even though the samples are just grouped into low and high redshifts. This is why we still cannot obtain a meaningful interpretation for the redshift associated with the lag and the mass. Note that these results do not imply that there is no effect of redshift at all, they instead suggest that the amount of current samples is not enough for the model to gain useful information relating to $z$. In the Athena era, the model should be able to provide more insights into not only the trend of scaling relations, but also the redshift dependence, when we can probe more reverberating sources at higher redshift.

It is also possible to calculate $F_{\text{var}}$ in the frequency domain by integrating the corresponding power spectrum between two frequencies, so that the obtained $F_{\text{var}}$ is specific to a particular range of timescales, which will be investigated in the future work. Finally, there were also reports on the correlation between the central black hole mass and the host galaxy total stellar mass (e.g. Reines & Volonteri 2015). Investigating the relationship between the AGN and host-galaxy parameters using machine learning techniques is also planned for the future.

6 CONCLUSION

We investigate several scenarios of applying the neural network to predict the black hole mass and correlations in AGN. The model does not require the assumed source geometry in advance, but this does not mean that the inferred correlations are independent of source geometry. The predictions by the neural network models are much more accurate than those from the standard linear regression in all cases, providing an independent way to predict the AGN mass. The best model that uses either $F_{\text{var}}$ or the lag alone contains $\sim 90$–130 neurons ($R^2 \sim 0.6$–0.7 and MAE $\sim 0.2–0.3$). It is, however, better to use both $F_{\text{var}}$ and the lag amplitude to predict the central mass ($R^2 = 0.9124$ and MAE $= 0.1077$), which requires 168 neurons. The mass distribution predicted by the model satisfies the lag–mass scaling relation regarding to the observed reverberating AGN samples. Despite of the limited number of available samples for training the machine, we illustrate that the model can potentially be used to exclude and identify the AGN samples that do not exhibit the lags. This, in turn, suggests the common origins of the variability, e.g. disc propagating-fluctuations, that drives $F_{\text{var}}$ in both reverberating and non-reverberating AGN.

The $F_{\text{var}}$–mass anti-correlation is always true and probably stronger with an increasing number of sources. The model reveals the regime in the parameter space where there is still no reverberating AGN samples lying into ($F_{\text{var}} \gtrsim 0.5$ with the lags $\gtrsim 1000$ s and $M \lesssim 10^{6.5}M_\odot$). In fact, there is no straightforward mechanism for the AGN to operate high $F_{\text{var}}$ and large lags with such a small mass. Perhaps, this is the reason why we do not observe reverberating AGN in this regime. The model shows that the less correlation between the lag and the mass is possible with increasing number of the newly-discovered reverberating AGN. The AGN inducing this may require an extended corona whose property (e.g. temperature and compactness) rather than geometry is more dominant to the measured time lags. The hints of their presence then may be a noticeable decrease in the lag–mass correlation coefficient.

The more accurate mass can be retrieved using all features investigated here ($R^2 = 0.9993$ and MAE $= 0.0100$). The neural network in this case contains 249 neurons. The model with all features coupled together is probably too complex, so the clear pattern of association to the relation between $z$ and log($C$) is not observed. The obtained neural network mod-
Figure 12. Pairwise relationships between the variables of current reverberating AGN samples when the redshift $z$ is discretized into 2 groups: $z < 0.015$ (low redshift) and $z \geq 0.015$ (high redshift). The diagonal plots represent a univariate marginal distribution of the data in each column, derived from a layered kernel density estimate (KDE). We can see the high redshift samples occupy the parameter space associated with high $L_{\text{bol}}$. However, the clear separation between low and high $z$ samples cannot be clearly seen when the data are plotted in the lag, mass and $F_{\text{var}}$ parameter space. The amount of current XMM-Newton samples is not enough for the ML model to gain useful information of the lag, mass and $F_{\text{var}}$ correlating with $z$.

AGN can be simulated. More number of newly-discovered reverberating AGN will help place robust constraint on the extrapolating results predicted by the models.
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