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Abstract
I present a general framework allowing to carry out explicit calculation of the moment generating function of random matrix products \( \prod_n = M_n M_{n-1} \ldots M_1 \), where \( M_i \)'s are i.i.d. Following Tutubalin (Theor Probab Appl 10(1):15–27, 1965), the calculation of the generating function is reduced to finding the largest eigenvalue of a certain transfer operator associated with a family of representations of the group. The formalism is illustrated by considering products of random matrices from the group \( \text{SL}(2, \mathbb{R}) \) where explicit calculations are possible. For concreteness, I study in detail transfer matrix products for the one-dimensional Schrödinger equation where the random potential is a Lévy noise (derivative of a Lévy process). In this case, I obtain a general formula for the variance of \( \ln |\prod_n| \) and for the variance of \( \ln |\psi(x)| \), where \( \psi(x) \) is the wavefunction, in terms of a single integral involving the Fourier transform of the invariant density of the matrix product. Finally I discuss the continuum limit of random matrix products (matrices close to the identity). In particular, I investigate a simple case where the spectral problem providing the generalized Lyapunov exponent can be solved exactly.
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1 Introduction
The study of random matrix products was initiated by Bellman in 1954 [13] and was later developed by Furstenberg and Kesten [50,51], Guivarc’h and Raugi [60], Le Page [68] and others [84] (see the monograph [22] or the recent one [14]). Among the vast mathematical literature on this topic, one of the key problems is the derivation of sufficient conditions for the central limit theorem to hold. In most of these works, the emphasis is not placed on concrete calculations of the moments of the distribution of the random matrix product. Exception is Ref. [89], where a method for the calculation of the largest Lyapunov exponent...
is proposed. Some analytic results can also be obtained by making further assumptions on the matrices. In Ref. [82], Newman has derived the spectrum of Lyapunov exponents for real Ginibre random matrices (strictly speaking, this paper has considered a $N$-dimensional stochastic linear dynamical system, corresponding to the continuum limit of random matrix products). In the Physics literature, transport properties of disordered waveguides have been studied within transfer matrix approach. Some analytical results were obtained by making some isotropy assumption, i.e. studying phenomenological rather than microscopic models [44,78,79] (see the review [12]). In this spirit, a classification of the possible Lyapunov spectra for the various symmetry classes of disordered systems can be found in Ref. [73]. In the context of disordered waveguides, fluctuations of the random matrix product is related to the question of the distribution of the transmission probability. The few analytical results are based on similar isotropic assumptions (see [7,55] for the one-dimensional case and the review [12] for the multichannel case). Other cases of product of random matrices belonging to invariant ensembles were analysed in Refs. [4,47] where both the Lyapunov spectra and related variances were derived (see Ref. [3] for a review).

The main purpose of the present article is to derive explicit formulae for the variance of the logarithm of random matrix product when the matrices are $2 \times 2$ and real, drawn from an arbitrary distribution. Consider a set of independent and identically distributed (i.i.d.) random matrices $M_1, \ldots, M_n$ belonging to a group $G$, we denote their product

$$\Pi_n = M_n M_{n-1} \ldots M_1. \quad (1.1)$$

Given a probability measure $\mu(dM)$ over the group, one important question, which has been largely addressed both in the mathematical and the physical literature, is the determination of the (largest) Lyapunov exponent

$$\lambda_1 = \lim_{n \to \infty} \frac{\langle \ln ||\Pi_n x_0|| \rangle}{n} \quad \text{where } ||x_0|| = 1, \quad (1.2)$$

controlling the growth rate of the matrix product. $x_0$ is an initial vector on which the sequence of matrices acts and $||x_0||$ its norm. Strictly speaking, the averaging $\langle \cdots \rangle$ with respect to $\mu(dM)$ is not needed as the logarithm is self averaging, however it is useful to keep it for comparison with the generalized Lyapunov exponent (below). In earlier work, we have discussed several solvable cases involving matrices from the group $\text{SL}(2, \mathbb{R})$ [32,35]. Furthermore, when matrices are close to the identity matrix (i.e. in the “continuum limit”), a general classification of solutions for the Lyapunov exponent was obtained in Ref. [34]. The case of larger matrices remains a difficult problem in general, out of the scope of the methods developed in these papers. Apart from the question of the average growth rate of the matrix product, one can also consider the fluctuations of random matrix products, which can be characterised by considering the generalized Lyapunov exponent (GLE)

$$\widetilde{\Lambda}(q) \overset{\text{def}}{=} \lim_{n \to \infty} \frac{\ln \langle ||\Pi_n x_0||^q \rangle}{n}. \quad (1.3)$$

It corresponds to the cumulant generating function of $\ln ||\Pi_n x_0||$. We will determine the GLE under the form of an expansion in powers of $q$, written for later convenience as

$$e^{-\widetilde{\Lambda}(q)} = \lambda(q) = \sum_{n=0}^{\infty} \lambda_n \frac{(-q)^n}{n!} \quad \text{with } \lambda_0 = 1. \quad (1.4)$$

It seems that the terminology “generalized Lyapunov exponent” has been introduced in the review of Paladin and Vulpiani [86] (these authors refer to the two articles [15,49], however
the concept appeared earlier in the mathematical literature [106], and is used in many works in order to prove generalized central limit theorems; see also [22]). Note that the study of "finite time Lyapunov exponent" corresponds to study the statistical properties of \((1/n) \ln ||\Pi_n x_0||\), i.e. to the same problem (this terminology is used in Refs. [56,92] for example; see also references therein).

Let us mention few motivations from Physics for studying the GLE. The concept of random matrix is relevant in dynamical systems, turbulence, statistical physics, propagation of waves in random media, etc (see the monographs [37,70]). In dynamical systems, the study of fluctuations has been addressed by several authors [15,49,76,92,112], in connection with the multifractal analysis [86] (multifractality was also investigated in the Anderson model in Ref. [85]). Spin chain models can be studied with transfer matrix method: this provides a convenient framework to analyse the effect of disorder and lead to consider random matrix products. In this case \(\ln ||\Pi_n x||\) is related to the free energy [37–39,46,71,113], which naturally raises the question of its fluctuations (cf. chapter 4 of [37]). Products of \(2 \times 2\) random matrices are also relevant for two-dimensional Ising spins with columnar disorder [29,54,77].

The theory of random matrix products provides a suitable framework for quantum localisation in one-dimension [22,37,63,70,88] (see also the review article [35]), which has raised many different questions. Although the localisation properties were mostly discussed by studying the Lyapunov exponent, i.e. the mean value of the logarithm of the wave function, the question of the fluctuations was also considered in several works, mainly from the perspective of the reflection [7,55,69] or transmission [2,80,96] statistics. The scaling approach has raised the question of the number of the relevant parameters (one or two) [6,27] (this question was rediscussed more recently [40–42,90,93,105]). Analysis of the wave function statistics has allowed to characterize local density of states [5] or Wigner time delay statistics [102].1 As emphasized in Refs. [100,104], the characterization of the fluctuations becomes essential when the Lyapunov exponent vanishes, which can occur for the Dirac equation with random mass; the question was later studied in [90].2 Anomalous localisation (super- or sub-localisation) also requires some detailed study of fluctuations [17,18]. More recently, the concept of GLE has allowed to unveil a connection between Anderson localisation and the problem of counting equilibria of a directed polymer in a random medium [52]. The relation between random matrix products of \(\text{SL}(2, \mathbb{R})\) and the Schrödinger equation with generalized point-like scatterers was discussed in Refs. [32,35]. In the present paper, although this will not be the only case considered, some emphasis will be put on matrices of the form

\[
M_n = \begin{pmatrix} \cos \theta_n - \sin \theta_n \\ \sin \theta_n \cos \theta_n \end{pmatrix} \begin{pmatrix} 1 & u_n \\ 0 & 1 \end{pmatrix}
\]

(1.5)

and

\[
M_n = \begin{pmatrix} \cosh \theta_n \sinh \theta_n \\ \sinh \theta_n \cosh \theta_n \end{pmatrix} \begin{pmatrix} 1 & u_n \\ 0 & 1 \end{pmatrix},
\]

(1.6)

known as transfer matrices for the Schrödinger equation with \(\delta\)-potentials

\[- \psi''(x) + V(x) \psi(x) = E \psi(x) \quad \text{where} \quad V(x) = \sum_n v_n \delta(x - x_n) \]

(1.7)

The impurity positions are ordered, \(x_1 < x_2 < \cdots < x_n < \cdots\). The mapping between the quantum model and the problem of matrix product can be understood as follows: consider

---

1 For a broader perspective on eigenfunction statistics, beyond 1D, cf. [45,81].

2 The vanishing of Lyapunov exponents can also occur in multichannel models [23,57].
the vector \((\psi'(x), k \psi(x))\), where \(\psi(x)\) solves (1.3) for \(E = +k^2\). In the free interval \([x_n, x_{n+1}]\), the phase of the wave function performs a rotation of angle \(\theta_n = k\ell_n > 0\), where \(\ell_n = x_{n+1} - x_n\). The matching of the wave function around the impurity \(n\) reads \(\psi'(x^-_n) - \psi'(x^-_n) = v_n \psi(x_n)\). Gathering the two observations, we conclude that the evolution of the vector \((\psi(x), k \psi(x))\) in the interval \([x_n, x_{n+1}]\) is described by the transfer matrix (1.5) for \(\theta_n = k\ell_n\) and \(u_n = v_n/k\) \([35, 48, 70]\). For negative energy, \(E = -k^2\), the transfer matrices take the form (1.6). Randomness can be introduced in different manners: either in the weights \(v_n\)’s or in the positions \(x_n\)’s, or both \([69]\). The first case, considered in Sect. 7.2, corresponds to the generalized Kronig-Penney model (or “random alloy” model) describing a regular lattice of impurities with random weights \([41, 63, 91]\). Finally, both sets of variables can be taken at random (“liquid alloy” model) \([19, 20, 52, 87, 88, 111]\). The present article aims to elaborate on several ideas introduced by Tutubalin \([106]\): making use of the theory of group representation, Tutubalin has reformulated the determination of the GLE in terms of a spectral problem defined from an averaged representation. Here, we apply these general ideas to the case of the group SL(2, \(\mathbb{R}\)). Previous analysis of the variance were limited to specific cases in \([29, 90, 92]\), corresponding all to the continuum limit of random matrix products. In contrast, we develop here a general method which can be applied to an arbitrary product of random matrices belonging to SL(2, \(\mathbb{R}\)). As a result we obtain some explicit expressions for the variance \(\tilde{A}''(0)\) or \(A''(0)\) in several cases.

In order to understand the origin of the spectral problem, let us underline at this step some analogy with the study of functionals of continuous stochastic processes, for which some general results are available in the mathematical literature \([16]\) (few general references from Physics literature are \([31, 74, 75]\)). Consider a stationary stochastic process \(z(x)\), with
infinitesimal generator $\mathcal{G}_z$. The study of the statistical properties of the functional $A[z(t)] = \int_0^\infty dt \, \phi(z(t))$ can be achieved by introducing the moment generating function

$$Q_x(z_0; q) = \{ \exp \{ q \int_0^X dt \, \phi(z(t)) \} \mid z(0) = z_0 \}, \quad (1.10)$$

which obeys the backward equation $\partial_x Q_x(z; q) = [\mathcal{G}_z + q \, \phi(z)] Q_x(z; q)$. Stationarity and short range correlations imply $Q_x(z_0; q) \sim \exp \{ x \Lambda(q) \}$ for $x \to \infty$, where $\Lambda(q)$ is the largest eigenvalue of the operator $\mathcal{G}_z + q \, \phi(z)$. $\Lambda(q)$ is the generating function for the cumulants of the functional, $\Lambda(q) = \gamma_1 q + \gamma_2 q^2/2 + \mathcal{O}(q^3)$. We can solve the eigenvalue problem $[\mathcal{G}_z + q \, \phi(z)] \Phi^{\dagger}_q(z) = \Lambda(q) \Phi_q(z)$ by a perturbative method in $q$. Expanding the eigenfunction as $\Phi_q(z) = 1 + q \, L_1(z) + q^2 \, L_2(z) + \cdots$, we obtain

$$\gamma_1 = \int dz \, \phi(z) \, f(z) \quad \text{with} \quad \mathcal{G}_z L_1(z) = \gamma_1 - \phi(z), \quad (1.11)$$

at order $q^1$, where $f(z)$ is the stationary distribution, solving $\mathcal{G}_z f(z) = 0$. At order $q^2$, we get the following formula for the variance of the functional [16]

$$\gamma_2 = 2 \int dz \, L_1(z) \, \phi(z) \, f(z) \quad \text{with} \quad \mathcal{G}_z L_1(z) = \gamma_1 - \phi(z), \quad (1.12)$$

where $L_1(z)$ fulfills the condition $\int dz \, L_1(z) \, f(z) = 0$. For concreteness, let us give a simple illustration: we consider the functional $A[z(t)] = \int_0^\infty dt \, z(t)^2$ where $z(t)$ is the Ornstein-Uhlenbeck process, $\partial_t z(t) = -2\kappa z(t) + \sqrt{2} \, \eta(t)$, and $\eta(t)$ a normalised Gaussian white noise. The generator is $\mathcal{G}_z = \partial^2_z - 2\kappa \, z \, \partial_z$, thus $f(z) = \sqrt{\kappa/\pi} \exp\{-\kappa \, z^2\}$ and $\gamma_1 = 1/(2\kappa)$. It is easy to get $L_1(z) = z^2/(4\kappa) - 1/(8\kappa^2)$ and thus $\gamma_2 = 1/(4\kappa^3)$. Here, it is also possible to obtain the GLE $\Lambda(q) = \kappa - \sqrt{\kappa^2 - q}$ for $q < \kappa^2$, and the large deviation function $\Phi$ controlling the distribution of the functional $\mathcal{P}(A) \sim \exp \{ -x \, \Phi(A/x) \}$ for $x \to \infty$. We get $\Phi(y) = \min_q \{ q \, y - \Lambda(q) \} = (\kappa^2/2)[y - 1/(2\kappa)]^2$.

The determination of the variance $\tilde{\Lambda}'(0)$ of $\ln ||\Pi_n x_0||$ follows the same strategy. However, one has to identify the appropriate random process and the suitable functional, which requires to introduce more sophisticated tools.

### 1.1 Main Results

In this article, most of the discussion is based on the Iwasawa decomposition of the group $\text{SL}(2, \mathbb{R})$, corresponding to decompose each matrix as

$$M = K(\theta) \, A(w) \, N(u) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} e^w & 0 \\ 0 & e^{-w} \end{pmatrix} \begin{pmatrix} 1 & u \\ 0 & 1 \end{pmatrix} \quad (1.13)$$

The calculation of the generalized Lyapunov exponent (GLE) is formulated in terms of a spectral problem based on a family of representations of the group acting on functions defined on the projective space and parametrised by a number $q$. In this representation, an element of the group takes the form

$$\mathcal{M}(q) = e^{\theta \, \mathcal{G}_K(q)} \, e^w \, \mathcal{G}_A(q) \, e^u \, \mathcal{G}_N(q),$$
where $\mathcal{D}_i(q)$’s are differential operators which form a representation of the Lie algebra. The GLE $\Lambda(q) = -\ln \lambda(q)$ is given by solving a spectral problem

$$\left[ \mathcal{T}(q) \phi^R \right](z) = \frac{1}{\lambda(q)} \phi^R(z), \quad \text{where } \mathcal{T}(q) \overset{\text{def}}{=} \langle \mathcal{T}_M(q) \rangle_M \quad (1.14)$$

is the averaged transfer operator, $\langle \cdots \rangle_M$ denoting averaging over the group, i.e. over the set of parameters $(\theta, w, u)$. Here, $1/\lambda(q)$ is the largest eigenvalue of the operator $\mathcal{T}(q)$ and $\phi^R(z)$ the corresponding right eigenvector. The spectral problem (1.14) is precisely defined by some boundary conditions that will be discussed in Sect. 3.4. The study of this spectral problem will be illustrated with several specific cases. We use a perturbative approach to solve the spectral problem and get the first coefficients of the expansion (1.4).

We first consider matrices of the form (1.5) or (1.6) when angles are exponentially distributed, $\text{Prob}[\theta_n > \theta] = e^{-(\rho/k}\theta$, and with arbitrary distribution $p(v)$ for the weights $v_n = k u_n$. Introducing the Lévy exponent $\mathcal{L}(s) = \rho \left[ 1 - \hat{p}(s) \right]$, where $\hat{p}(s)$ is the Fourier transform of the weight distribution, we show that the coefficients $\lambda_n$’s of the expansion (1.4) can be expressed in terms of the recursive solution of the differential equation (for $s \geq 0$)

$$-\hat{f}''(s) + \left[ E - \frac{\mathcal{L}(s)}{ls} \right] \hat{f}(s) = 0, \quad \text{with } \hat{f}(0) = 1 \quad \text{and } \hat{f}(s) \xrightarrow{s \to +\infty} 0.$$ 

We set $E = +k^2$ for matrices (1.5) and $E = -k^2$ for matrices (1.6). We recover a known expression of the Lyapunov exponent $\lambda_1 = -\lambda'(0) = -\rho^{-1} \text{Im}[\hat{f}'(0^+)]$ and derive an integral representation for

$$\lambda_2 = -\int_0^{\infty} \frac{ds}{s} \text{Re} \left[ \left( 2\lambda_1 \hat{p}(s) - i \frac{d}{ds} \right) \hat{f}(s)^2 \right].$$

$\lambda_2$ characterizes the fluctuations of the wave function at the $n$-th impurity

$$\widetilde{\Lambda}''(0) = \lim_{n \to \infty} \frac{\text{Var}(\ln |\Pi_n x_0|)}{n} = \lim_{n \to \infty} \frac{\text{Var}(\ln |\psi(x_n^-)|)}{n} = \lambda_1^2 - \lambda_2.$$ 

We also study the GLE (1.9) for the same model. The variance of $\ln |\psi(x)|$,

$$\Lambda''(0) = \lim_{x \to \infty} \frac{\text{Var}(\ln |\psi(x)|)}{x} = \gamma_2,$$

is given by the integral

$$\gamma_2 = \int_0^{\infty} \frac{ds}{s} \text{Re} \left[ \left( 2\gamma_1 - i \frac{d}{ds} \right) \hat{f}(s)^2 \right].$$

Although $\Lambda(q) \neq \rho \widetilde{\Lambda}(q)$, the first derivatives coincide, $\gamma_1 = \Lambda'(0) = \rho \widetilde{\Lambda}'(0) = \rho \lambda_1$. Lévy exponent of the form $\mathcal{L}(s) = \rho \left[ 1 - \hat{p}(s) \right]$ corresponds to the case where $\int_0^x dt V(t)$ is a compound Poisson process. Because any Lévy process can be obtained by taking some appropriate limit of compound Poisson processes, these formulae apply to the case where $\int_0^x dt V(t)$ is any Lévy process.

A by-product of this compact formula allows us to rejustify the criterion for “single parameter scaling” (SPS) proposed by Deych et al. [40,41]. We show that the Frisch–Lloyd model offers a counter-example where Deych et al.’s criterion fails to identify the boundary of the SPS regime.

Finally we analyze the continuum limit of random matrix products, i.e. when the matrices are close to the identity matrix $M \to I_2$. This corresponds to study the random walk over the group on large scales so that it can be described as a Brownian motion in the group. The study
of the continuum limit of matrix products has attracted the interest both in Physics [34] and Mathematics [29,54,107] literature. For the Iwasawa decomposition, matrices are labelled by three parameters \((\theta, w, u)\). Denoting by \(\mu = (\overline{\theta}, \overline{w}, \overline{u})\) the vector of mean values and by \(\sigma^2\) the covariance matrix of the three parameters, the continuum limit is achieved by taking the limit where the nine parameters go to zero, all scaling in the same way (as well as the GLE). The spectral problem (1.14) then involves a differential operator

\[
\left\{ \frac{1}{2} \mathcal{D}(q) \cdot \sigma^2 \cdot \mathcal{D}(q) + \frac{1}{2} c \cdot (\mathcal{D}(q) \times \mathcal{D}(q)) + \mu \cdot \mathcal{D}(q) \right\} \Phi_R(z) = \tilde{\Lambda}(q) \Phi_R(z).
\]

The vector \(\mathcal{D}(q) = (\mathcal{D}_K(q), \mathcal{D}_A(q), \mathcal{D}_N(q))\) collects the three infinitesimal generators introduced above and the vector \(c\) is built from the correlations of the three parameters. This will be illustrated on few examples. One of these cases corresponds to matrices in a two-parameter subgroup of SL(2, \(\mathbb{R}\)), for which the spectral problem can be solved exactly.

### 1.2 Outline

In Sect. 2, we introduce several useful representations of the group SL(2, \(\mathbb{R}\)). Using these ideas, we show in Sect. 3 that the determination of the generalized Lyapunov exponent (GLE) amounts to solving a spectral problem. In Sect. 4, we show how integral transforms can simplify the resolution of the spectral problem. Section 5 presents a perturbative approach for the first terms of the GLE’s Taylor expansion in powers of \(q\). In Sect. 6, we describe a modified version of the problem, when the number of matrices is also a fluctuating quantity, which is more appropriate for quantum localisation problems. Finally, we discuss the continuum limit of random matrix products in Sect. 7. The paper is closed by concluding remarks in Sect. 8.

### 2 Several Representations of the Group SL(2, \(\mathbb{R}\))

#### 2.1 Matrix Representation

The elements of the group SL(2, \(\mathbb{R}\)) are represented by \(2 \times 2\) real matrices

\[
M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \quad \text{with} \quad ad - bc = 1.
\]

(2.1)

Each element can be parametrised by three real parameters, depending on a choice of decomposition. In [32,34,35], we have emphasized the role of the Iwasawa decomposition (1.13), where the three matrices \(K(\theta)\), \(A(w)\) and \(N(u)\) belong to the compact, Abelian and nilpotent subgroups, denoted K, A and N, respectively. For each subgroup, we introduce an infinitesimal generator. For the rotations, we have

\[
\Gamma_K \overset{\text{def}}{=} \lim_{\theta \to 0} \frac{K(\theta) - K(0)}{\theta} \quad \text{i.e.} \quad K(\theta) = e^{\theta \Gamma_K},
\]

(2.2)

and similar relations for the two other subgroups. Hence, the three generators related to the Iwasawa decomposition are

\[
\Gamma_K = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \Gamma_A = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \Gamma_N = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

(2.3)
and the Lie algebra takes the form

\[
[\Gamma_K, \Gamma_A] = 2\Gamma_K + 4\Gamma_N, \quad [\Gamma_A, \Gamma_N] = 2\Gamma_N, \quad \text{and} \quad [\Gamma_N, \Gamma_K] = \Gamma_A. \tag{2.4}
\]

It follows that the only two-parameter subgroup is generated by \(\Gamma_A\) and \(\Gamma_N\).

For concreteness, we mostly focus on the Iwasawa decomposition in the article, although the ideas are general and apply to any other choice. In general, we write the Lie algebra

\[
[\Gamma_i, \Gamma_j] = \sum_{k=1}^{3} c_{ijk} \Gamma_k \tag{2.5}
\]

in terms of the structure constants \(c_{ijk} = -c_{jik}\) of the group. For the Iwasawa decomposition, we see from (2.4) that \(c_{121} = -c_{211} = 2, c_{123} = -c_{213} = 4, c_{233} = -c_{323} = 2\) and \(c_{312} = -c_{132} = 1\) and all other coefficients equal to zero.

**Another decomposition used in the paper.**— As we have seen in Sect. 1, the subgroup \(\widetilde{K}o\)matrices

\[
\widetilde{K}(\theta) = \begin{pmatrix} \cosh \theta & \sinh \theta \\ \sinh \theta & \cosh \theta \end{pmatrix}
\]

plays a role for the quantum models. The subgroup is characterised by the infinitesimal generator

\[
\Gamma_{\widetilde{K}} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \tag{2.6}
\]

An alternative useful decomposition replacing (1.13) is

\[
M = \widetilde{K}(\theta) A(w) N(u), \tag{2.8}
\]

where the Lie algebra of \(\text{SL}(2, \mathbb{R})\) now takes a different form:

\[
[\Gamma_{\widetilde{K}}, \Gamma_A] = 2\Gamma_{\widetilde{K}} - 4\Gamma_N, \quad [\Gamma_A, \Gamma_N] = 2\Gamma_N, \quad \text{and} \quad [\Gamma_N, \Gamma_{\widetilde{K}}] = \Gamma_A. \tag{2.9}
\]

### 2.2 Group Action on \(\mathbb{R}^2\): Möbius Transformations

Our analysis of the random matrix products involves several representations, or more precisely **group actions**, introduced in the remaining part of the section. Let us first recall the definition of a group action: given a group \(G\) and a space \(\mathcal{X}\), a group action over \(\mathcal{X}\) is a map \((G, \mathcal{X}) \xrightarrow{\mathcal{F}} \mathcal{X}\) such that, for \(x \in \mathcal{X}\) and \(M \in G\), the map \((M, x) \mapsto \mathcal{F}_M(x)\) satisfies

\[
\mathcal{F}_1(x) = x \quad \text{and} \quad \mathcal{F}_{M_1}(\mathcal{F}_{M_2}(x)) = \mathcal{F}_{M_1M_2}(x), \tag{2.10}
\]

where \(1\) is the identity and \(M_1, M_2\) are two elements of \(G\).

The first useful group action involves Möbius transformations, and arises as follows. The matrix product \(\Pi_n = M_n \cdots M_2 M_1\) can be thought of as a random walk in the group, or a random walk in the vector space on which the matrices act, if one considers the sequence of vectors

\[
\{x_0, x_1, \ldots, x_n, \ldots\} \quad \text{with} \quad x_n = M_n x_{n-1}. \tag{2.11}
\]

We can also map this sequence onto a random walk in the projective space. For \(2 \times 2\) matrices acting on \(x = (x, y) \in \mathbb{R}^2\), the projective space is the space of directions, \(z =
The projective line \( \mathbb{R} \) plays the role of the space \( \mathcal{X} \) and each matrix (2.1) is represented by a Möbius transformation:

\[
z \mapsto z' = \mathcal{M}(z) = \frac{az + b}{cz + d}.
\] (2.12)

The analysis of the random sequence of vectors is replaced by that of the Markov chain

\[
\{z_0, z_1, \ldots, z_n, \ldots\} \quad \text{with} \quad z_n = \mathcal{M}_n(z_{n-1}).
\] (2.13)

The infinitesimal generators and the Lie algebra.— Accordingly, we can introduce new expressions of the infinitesimal generators. Consider a subgroup \( \{\mathcal{M}(\alpha)\} \) (for example K, A or N), related to the set of Möbius transformations \( \{\mathcal{M}_\alpha\} \). We define the generator as

\[
g(z) \overset{\text{def}}{=} -\lim_{\alpha \to 0} \frac{\mathcal{M}_\alpha(z) - \mathcal{M}_0(z)}{\alpha}, \quad \text{i.e.} \quad \mathcal{M}_\alpha(z) \simeq_{\alpha \to 0} z - \alpha g(z).
\] (2.14)

For example, consider \( K(\theta) \in K \):

\[
K_\theta(z) = \frac{z \cos \theta - \sin \theta}{z \sin \theta + \cos \theta} \simeq_{\theta \to 0} z - \theta (1 + z^2)
\] (2.15)

hence \( g_K(z) = 1 + z^2 \). Similarly, for the subgroups A and N, we deduce

\[
g_K(z) = 1 + z^2, \quad g_A(z) = -2z, \quad g_N(z) = -1
\] (2.16)

(cf. Table 1).

Combining two Möbius transformations close to the identity, here \( \theta \to 0 \) and \( w \to 0 \), we have \( K_\theta(A_w(z)) - A_w(K_\theta(z)) \simeq -\theta w \mathcal{W}[g_K, g_A] \), where \( \mathcal{W}[f, g] \overset{\text{def}}{=} fg' - f'g \) denotes the Wronskian of two functions. This shows that the Lie algebra (2.4) is realized as follows

\[
\mathcal{W}[g_K, g_A] = 2g_K(z) + 4g_N(z), \quad \mathcal{W}[g_A, g_N] = 2g_N(z) \text{ and } \mathcal{W}[g_N, g_K] = g_A(z).
\] (2.17)

More generally, the relations can be written in terms of the structure constants \( c_{ijk} \), defined in Eq. (2.5), as

\[
\mathcal{W}[g_i(z), g_j(z)] = \sum_{k=1}^{3} c_{ijk} g_k(z).
\] (2.18)

2.3 Group Action on Functions Defined on the Projective Line

The study of the Lyapunov exponent in Ref. [34] has led us to introduce a second representation (group action). In this case the space \( \mathcal{X} \) is identified with the space of functions defined on the projective line \( \overline{\mathbb{R}} \). For each \( \mathcal{M} \in \text{SL}(2, \mathbb{R}) \) and for a function \( f(z) \), we define

\[
[\mathcal{P}_M f](z) \overset{\text{def}}{=} \frac{d\mathcal{M}^{-1}(z)}{dz} f\left(\mathcal{M}^{-1}(z)\right)
\] (2.19)

where

\[
\mathcal{M}^{-1}(z) = \frac{dz - b}{-cz + a}
\] (2.20)
is the inverse transformation. Strictly speaking, according to the discussion of the next sub-
section, this representation involves the multiplier
\[
\frac{dM^{-1}(z)}{dz} = \frac{1}{(-cz + a)^2}.
\] (2.21)

We can associate to the random sequence (2.13) a sequence of probability distribution
functions \(f_n(z) = \langle \delta(z - z_n) \rangle\). The operator (2.19) allows to characterize the evolution of the density due to the action of the random Möbius transformation at each step:
\[
f_n(z) = \langle [T_{Mf_{n-1}}](z) \rangle_M,
\] (2.22)
where \(\langle \cdots \rangle_M\) is an average over the group. In the limit \(n \to \infty\), the distribution is expected to reach a limit law \(f(z)\) [22,50], in the distributional sense, solution of the Furstenberg integral equation
\[
f(z) = \langle [T_Mf](z) \rangle_M.
\] (2.23)

In Physics literature, (2.23) is known as the Dyson–Schmidt equation [69,70].

Let us now derive the infinitesimal generators associated with the representation (2.19).

For one of the three one-parameter subgroups (K, A or N for instance), we write an element
\(M(\alpha) = e^{\alpha \Gamma} = 1 + \alpha \Gamma + O(\alpha^2)\), associated with the Möbius transform \(M_\alpha(z) = 1 - \alpha g(z) + O(\alpha^2)\) for \(\alpha \to 0\). We expand
\[
[T_{M(\alpha)}f](z) = \frac{d}{dz} \int M^{-1}(z) dt \ f(t) = \frac{d}{dz} \left(1 + \alpha g(z) \frac{d}{dz} + O(\alpha^2)\right) \int f dt \ f(t)
\]
\[= f(z) + \alpha \frac{d}{dz} [g(z) f(z)] + O(\alpha^2)
\] (2.24)

Identification with the form
\[\left[T_Mf\right](z) = f(z) + (\theta D_K + w D_A + u D_N) f(z) + \cdots\]
finally gives
\[D_i = \frac{d}{dz} g_i(z) \text{ for } i \in \{K, A, N\}.
\] (2.26)

The notation must be understood as \(D_i f(z) = \frac{d}{dz} [g_i(z) f(z)]\).

2.3.1 The Invariant Measure for a One-Parameter Subgroup

Consider a subgroup \(\{M(\alpha)\}\) (K, A or N, for instance), characterised by the generator \(g(z)\) (in the projective space \(\mathbb{R}\)). The measure invariant under the action of the elements of the subgroup is
\[
\rho(z) \ dz = \frac{dz}{g(z)}.
\] (2.27)

Using the representation \(T_M(\alpha) = \exp \{\alpha \frac{d}{dz} g(z)\}\), it is pretty obvious that the density \(\rho(z) = 1/g(z)\) is invariant under such transformations:
\[
\left[T_M(\alpha)\rho\right](z) = \rho(z) \quad \forall \alpha.
\] (2.28)

Apart this simple case of one-parameter subgroup, the determination of the invariant measure, solution of the Furstenberg equation (2.23), in the general case is an extremely difficult problem.
2.4 Jacobians

Jacobians turn out to be central in order to introduce a group action useful for the determination of the GLE. Given a certain measure $\rho(z) \, dz$ on the projective space, for each element $M \in \text{SL}(2, \mathbb{R})$ and its associated Möbius transform $\mathcal{M}$, we define the Jacobian by

$$J(M, z) = \frac{\rho(z') \, dz'}{\rho(z) \, dz} \quad \text{for} \quad z' = \mathcal{M}(z), \quad (2.29)$$

characterizing the transformation of the measure $\rho(z) \, dz$ under the Möbius transform (a geometrical interpretation is discussed in [36]). It satisfies the two following properties:

(i) $J(e, z) = 1$ where $e$ is the identity of the group.

(ii) The chain property: $J(M_2 M_1, z) = J(M_2, \mathcal{M}_1(z)) \, J(M_1, z)$.

We also introduce the additive cocycle [22,51,106]

$$\sigma(M, z) = \ln J(M, z). \quad (2.30)$$

2.4.1 Three Specific Cases

Let us introduce three natural choices of Jacobian to which we will refer later.

1. For the flat measure $\rho_N(z) \, dz = dz/|g_N(z)| = dz$, i.e. the measure invariant under the action of the subgroup $N$. The Jacobian related to the matrix (2.1) takes the form

$$J_N(M, z) = \frac{d\mathcal{M}(z)}{dz} = \frac{1}{(cz + d)^2}. \quad (2.31)$$

where $\mathcal{M}(z)$ is the Möbius transformation (2.12) related to (2.1).

2. We now consider the measure $\rho_A(z) \, dz = dz/|g_A(z)| = dz/|2z|$ invariant under the Abelian subgroup $A$. We have

$$J_A(M, z) = \frac{\rho_A(\mathcal{M}(z))}{\rho_A(z)} \, J_N(M, z) = \frac{z}{(az + b)(cz + d)}. \quad (2.32)$$

3. Finally we consider the measure $\rho_K(z) \, dz = dz/g_K(z) = dz/(1 + z^2)$ invariant under the action of the compact subgroup $K$. Thus

$$J_K(M, z) = \frac{\rho_K(\mathcal{M}(z))}{\rho_K(z)} \, J_N(M, z) = \frac{1 + z^2}{(az + b)^2 + (cz + d)^2}. \quad (2.33)$$

Because $\rho_N(z) \, dz$ is the measure invariant under the action of $N(u) \in N$, we have

$$J_N(N(u), z) = 1 \quad \text{and similarly} \quad J_A(A(w), z) = 1, \quad J_K(K(\theta), z) = 1 \quad (2.34)$$

for $A(u) \in A$ and $K(\theta) \in K$. This will be used below in order to simplify the calculations.

A key observation for the following is that, given the vector

$$x = \begin{pmatrix} 1 \\ \sqrt{1 + z^2} \end{pmatrix} \quad (2.35)$$

we have

$$||Mx|| = \frac{(az + b)^2 + (cz + d)^2}{\sqrt{1 + z^2}} = J_K^{-1/2}(M, z). \quad (2.36)$$

This remark will be central in order to express the norm $||\Pi_N x||$ involved in the definition of the GLE, Eq. (1.3).
2.4.2 A Simple Application: A Formula for the Lyapunov Exponent

As a simple application of the concept of Jacobian and additive cocycle, we deduce a formula for the Lyapunov exponent $\lambda_1$ of the RMP. We start from the Furstenberg formula \[ 22,50 \]

$$\lambda_1 = \int dz \, f(z) \langle \ln \left| \frac{M(z)}{z} \right| \rangle_M = -\frac{1}{2} \int dz \, f(z) \langle \ln J_K(M, z) \rangle_M$$

(2.37)

where the average is taken over the matrix $M$. As a result we can rewrite the Lyapunov exponent as an average of the cocycle (2.30)

$$\lambda_1 = -\frac{1}{2} \int dz \, f(z) \langle \sigma(M, z) \rangle_M.$$ 

(2.38)

We stress that this formula is not restricted to choosing $J_K$, but is valid for any choice of Jacobian, as

$$\int dz \, f(z) \langle \ln J(M, z) \rangle_M = \int dz \, f(z) \left\langle \ln \left[ \frac{\rho(M(z))}{\rho(z)} J_N(M, z) \right] \right\rangle_M$$

$$= \int dz \, f(z) \langle \ln J_N(M, z) \rangle_M,$$

(2.39)

where the last equality follows from the Furstenberg equation (2.23). This leads to

$$\int dz \, f(z) \langle \ln \rho(M(z)) \rangle_M = \int dz \, f(z) \ln \rho(z).$$

In particular for $J = J_N$, the expression of the cocycle is simple, cf. (2.31):

$$\lambda_1 = \int dz \, f(z) \langle \ln |cz + d| \rangle_M = \int dz \, f(z) \left\langle \ln \left| (z + u)e^{w \sin \theta} + e^{-w \cos \theta} \right| \right\rangle_M.$$

(2.40)

2.5 A Family of Representations with Multipliers

Our aim is to study the generalized Lyapunov exponent (1.3). For this purpose, the remark (2.36) suggests to weight the transfer operator (2.19) by the Jacobian to the power $q$. This leads to introduce a family of representations (or more precisely of “group actions”) parametrised by $q$:

$$\mathcal{T}_M^{(\rho)}(q) f \left[ (z) \right] \overset{\text{def}}{=} J^{q/2}(M^{-1}, z) \frac{dM^{-1}(z)}{dz} f(M^{-1}(z))$$

(2.41)

The operator depends on the Jacobian (2.29), i.e. on the related density $\rho(z)$, what we have made explicit in the notation [in the following sections, we will simplify the notation as $\mathcal{T}_M^{(\rho)}(q) \rightarrow \mathcal{T}_M(q)$]. In the paper, we will choose $q \in \mathbb{R}$. The operator (2.41) for $q = 0$ coincides with (2.19). We remark that this new representation involves two different types of Jacobians:

$$\mathcal{T}_M^{(\rho)}(q) f \left[ (z) \right] = J^{q/2}(M^{-1}, z) J_N(M^{-1}, z) f(M^{-1}(z)).$$

(2.42)

In Appendix A, the relation with another choice of representation is discussed: Eq. (A.5) involves only one type of Jacobian, however we have found it less convenient for the subsequent analysis. We will show in the next section why (2.41) is useful in order to determine the
GLE. Let us first discuss in detail some properties of this family of representations indexed by $q$.

### 2.5.1 Infinitesimal Generators

The new representation defines a set of $q$-dependent infinitesimal generators $D^{(q)}_i$. We proceed in a similar way as above: for $M \to 1_2$, i.e. $\theta \to 0$, $w \to 0$ and $u \to 0$ in the Iwasawa representation, we define three functions $h^{(q)}_K$, $h^{(q)}_A$ and $h^{(q)}_N$ by

$$J(M, z) = 1 - 2\theta h^{(q)}_K(z) - 2w h^{(q)}_A(z) - 2u h^{(q)}_N(z) + \cdots .$$

(2.43)

The functions $h^{(q)}_i(z)$’s carry the dependence in $\rho$ [i.e. on the choice of Jacobian $J$ in Eq. (2.41)] of the infinitesimal generator. With these functions, we deduce the expressions of the infinitesimal generators for the representation (2.41), defined by

$$T^{(q)}_i = e^{\theta D^{(q)}_K} e^{w D^{(q)}_A} e^{u D^{(q)}_N}.$$

(2.44)

Writing

$$\left[ T^{(q)}_i(z) f \right](z) = f(z) + \theta D^{(q)}_K f(z) + w D^{(q)}_A f(z) + u D^{(q)}_N f(z) + \cdots .$$

(2.45) expansion of (2.41) for $\theta \to 0$, $w \to 0$ and $u \to 0$ gives

$$D^{(q)}_i = \frac{d}{dz} g_i(z) + q h^{(q)}_i(z)$$

for $i \in \{K, A, N\}$. (2.46)

Choosing the Jacobian $J_N$ : A specific choice which will play an important role is $J = J_N$. We denote by $\{M(\alpha)\}$ the elements of a one parameter subgroup with $M(\alpha) \simeq z - \alpha g(z)$ for $\alpha \to 0$, where $g(z)$ represents the associated generator. We have

$$J_N(M(\alpha), z) = \frac{dM(\alpha)}{dz} \simeq 1 - \alpha g'(z).$$

(2.47)

Thus, comparison with (2.43) gives

$$h^{(q_N)}_i(z) = \frac{1}{2} g_i'(z)$$

for $i \in \{K, A, N\}$ (2.48)

(cf. Table 1). The corresponding infinitesimal generators can be written as

$$D^{(q_N)}_i = \frac{d}{dz} g_i(z) + \frac{q}{2} g'_i(z).$$

(2.49)

Choosing an arbitrary Jacobian $J$ : Instead of considering the flat measure $\rho_N(z) dz = dz$ associated with $J_N$, consider the measure $\rho(z) dz$ and

$$J(M, z) = J_N(M(z) \frac{\rho(M(z))}{\rho(z)}.$$ 

(2.50)

Inserting $M^{-1}(z) \simeq z + \alpha g(z)$ for $\alpha \to 0$, we find

$$J(M(\alpha)^{-1}, z) \simeq 1 + \alpha \left( g'(z) + g(z) \frac{\rho'(z)}{\rho(z)} \right).$$

(2.51)
Table 1 The functions \( g_1(z) \) and \( h_1(z) \) involved in the infinitesimal generators (2.46) of the family of representations introduced in Sect. 2.5

| Subgroup | Generator | Choice of measure \( \rho(z) \, dz \) & Jacobian \( J \) |
|----------|-----------|------------------------------------------|
| \( \bar{K} \) | \( g_{\bar{K}}(z) = -1 + z^2 \) | \( h_{\bar{K}}(z): \) \( z \) \quad \frac{z^2 + 1}{2z} \quad \frac{2z}{z^2 + 1} \quad 0 \quad \frac{1}{z} \) |
| \( K \)     | \( g_K(z) = 1 + z^2 \) | \( h_K(z): \) \( z \) \quad \frac{z^2 - 1}{2z} \quad 0 \quad 2z \quad \frac{1}{z^2} \) |
| \( A \)     | \( g_A(z) = -2z \) | \( h_A(z): \) \( -1 \) \quad 0 \quad \frac{2}{z^2} \quad \frac{z^2 + 1}{z^2 - 1} \quad 1 \) |
| \( N \)     | \( g_N(z) = -1 \) | \( h_N(z): \) \( 0 \) \quad \frac{1}{2z} \quad \frac{2}{z^2} \quad \frac{z^2 + 1}{z^2 - 1} \quad \frac{1}{z} \) |
| \( N_0 \)   | \( g_{N_0}(z) = z^2 \) | \( h_{N_0}(z): \) \( z \) \quad \frac{z}{2} \quad \frac{2}{z^2} \quad \frac{z^2 + 1}{z^2 - 1} \quad 0 \) |

The last line corresponds to the subgroup of matrices of the form \( N_0(a, u) = N(a)^T \) also considered in Refs. [32,36]

Thus, going from the flat measure \( \rho_N(z) \, dz = dz \) to an arbitrary measure \( \rho(z) \, dz \), the functions \( h_i^{(\rho)}(z) \)'s controlling the infinitesimal generators are transformed as

\[
h_i^{(\rho)}(z) = h_i^{(\rho_N)}(z) + \frac{1}{2} g_i(z) \frac{\rho'(z)}{\rho(z)}
\]  

or more explicitly

\[
h_i^{(\rho)}(z) = \frac{1}{2} \left( g_i'(z) + g_i(z) \frac{d \ln \rho(z)}{dz} \right) = \frac{1}{2\rho(z)} \left( g_i(z) \rho(z) \right)'
\]

The corresponding transformation of the generators can be written as

\[
\mathcal{D}_i^{(\rho)}(q) = \rho(z)^{-q/2} \mathcal{D}_i^{(\rho_N)}(q) \rho(z)^{q/2}.
\]

and accordingly, the transfer operators as

\[
\mathcal{T}_M^{(\rho)}(q) = \rho(z)^{-q/2} \mathcal{T}_M^{(\rho_N)}(q) \rho(z)^{q/2}
\]

This is an equivalence relation connecting different realizations of the same representation.

The transformation (2.52) is convenient to construct the different sets of functions involved in the infinitesimal generators. For example, we have \( h_K^{(\rho_N)}(z) = z \) and \( h_A^{(\rho_N)}(z) = -1 \). Hence \( h_K^{(\rho_A)} = z - \frac{1}{2} (1 + z^2)/z = (z^2 - 1)/(2z) \) and \( h_A^{(\rho_A)} = -1 + \frac{1}{2} 2z/z = 0 \), etc. Table 1 summarizes all possible functions in relation with the cases discussed in the paper.

One can see on the table that we have the property

\[
h_i^{(\rho)}(z) = 0 \quad \text{for} \quad i \in \{K, A, N\}.
\]

This obviously originates from Eq. (2.34). We will make use of this remark in order to simplify the analysis below.

**Representation of the Lie algebra:** As an interesting exercise we can check that the operators (2.46) provide a representation of the Lie algebra (2.4,2.5). For this purpose we remark that the commutator can be expressed as

\[
\left[ \mathcal{D}_i^{(\rho)}(q), \mathcal{D}_j^{(\rho)}(q) \right] = \frac{d}{dz} \mathcal{W}[g_i(z), g_j(z)] + q \left( g_i(z)h_j'(z) - h_i'(z)g_j(z) \right),
\]

\( \mathcal{W} \) Springer
where we have dropped the label \((\rho)\) in functions \(h_i\) for clarity. From (2.53), we get
\[
g_i(z)h_j'(z) - h_i'(z)g_j(z) = \frac{1}{2} \left( \frac{d}{dz} \mathcal{W}[g_i, g_j] + \mathcal{W}[g_i, g_j] \frac{d \ln \rho(z)}{dz} \right) = \sum_k c_{ijk} h_k(z)
\]
(2.58)

where we have used (2.18) (the structure constants \(c_{ijk}\) were introduced in (2.5) above). We have thus recovered the Lie algebra
\[
[\mathcal{D}(\rho) i(q), \mathcal{D}(\rho) j(q)] = \sum_k c_{ijk} \mathcal{D}(\rho) k(q),
\]
(2.59)

which is equivalent to say that (2.41) is a representation of the group.

In the rest of the paper, we will drop the label \((\rho)\) in the operators, in order to lighten the notations.

2.5.2 Adjoint Operator

For \(q \in \mathbb{R}\), the adjoint of (2.41)
\[
[\mathcal{T}_M^\dagger(q,f)(z) = J^{-q/2}(M, z) f(M(z))]
\]
is defined with respect to the following inner product
\[
\langle \psi \mid f \rangle \overset{\text{def}}{=} \int \mathrm{d}z \, \psi^*(z) \, f(z).
\]
(2.61)

Let us verify the relation between the two operators (2.41,2.60):
\[
\langle \psi \mid \mathcal{T}_M(q)f \rangle = \int \mathrm{d}z \, \psi^*(z) \, J^{q/2}(M^{-1}, z) \frac{dM^{-1}(z)}{dz} f(M^{-1}(z))
\]
(2.62)

Performing the change of variable \(z = M(y)\) we obtain
\[
\int \mathrm{d}y \, \psi(M(y))^* \, J^{q/2}(M^{-1}, M(y)) f(y) = \int \mathrm{d}z \, J^{-q/2}(M, z) \psi(M(z))^* \, f(z)
\]
\[
= \langle \mathcal{T}_M^\dagger(q) \psi \mid f \rangle
\]
(2.63)

The last step makes use of \(J(M^{-1}, M(z)) \, J(M, z) = J(M^{-1}M, z) = 1\), i.e.
\[
J(M^{-1}, M(z)) = 1/J(M, z).
\]
(2.64)

We point out a relation between the transfer operator (2.41) and its adjoint (2.60), that will be useful below. Discussion is more simple for \(J = J_N\), then
\[
[\mathcal{T}_M(q)f](z) = J_N^{1+q/2}(M^{-1}, z) f(M^{-1}(z))
\]
(2.65)

\[
[\mathcal{T}_M^\dagger(q)f](z) = J_N^{-q/2}(M, z) f(M(z)).
\]
(2.66)

Thus
\[
\mathcal{T}_M^{-1}(-q - 2) = \mathcal{T}_M^\dagger(q).
\]
(2.67)

The adjoint operator can be expressed in terms of adjoints of the infinitesimal generators
\[
\mathcal{T}_M^\dagger(q) = e^u \mathcal{T}_N^\dagger(q) e^v \mathcal{T}_A^\dagger(q) e^{\theta} \mathcal{T}_K^\dagger(q),
\]
(2.68)
by expanding (2.60) as $D_M(q)$, we get the expressions of the adjoints of the generators (2.46)

$$D_i^\dagger(q) = -g_i(z) \frac{d}{dz} + q h_i(z) \quad \text{for} \ i \in \{K, A, N\}. \quad (2.69)$$

It is also straightforward to check that

$$\langle \psi | D_i(q) f \rangle = \langle D_i^\dagger(q) \psi | f \rangle.$$ 

We stress that the operators (2.69) do not provide a representation of the group since

$$T^\dagger M_1(q) T^\dagger M_2(q) = T^\dagger M_2 M_1(q).$$

3 The Generating Function and the Spectral Problem

Having all the tools in place, we can tackle the main problem. Our aim is to analyse the moment generating function for the product of random matrices (1.1)

$$Q_n(z_0; q) \overset{\text{def}}{=} \langle ||\Pi_n x_0||^q \rangle_{M_1, \ldots, M_n} \quad \text{where} \quad x_0 = \frac{1}{\sqrt{1 + z_0^2}} \left( \frac{z_0}{1} \right), \quad (3.1)$$

$\langle \cdots \rangle_M$ denoting the average over the group. We now show that its large $n$ behaviour is controlled by the largest eigenvalue of a certain linear operator.

3.1 The Moment Generating Function

Using the relation (2.36) and the chain rule, we can rewrite the norm of the product as

$$||\Pi_n x_0|| = J_{K}^{1/2}(\Pi_n, z_0) = \prod_{i=1}^{n} J_{K}^{1/2}(M_i, z_{i-1}) \quad \text{where} \ z_i = M_i(z_{i-1}). \quad (3.2)$$

Thus

$$Q_n(z_0; q) = \left\{ \prod_{i=1}^{n} J_{K}^{-q/2}(M_i, z_{i-1}) \right\}_{M_1, \ldots, M_n}. \quad (3.3)$$

For convenience, we prefer to express the product in terms of the Jacobian $J_N$. We use

$$J_K(M, z) = \frac{\rho_K(M(z))}{\rho_K(z)} J_N(M, z) \quad (3.4)$$

where $\rho_K(z) dz = dz/(1 + z^2)$ is the measure introduced above. We end with the convenient form

$$Q_n(z_0; q) = \rho_K(z_0)^{q/2} \left\{ \rho_K(z_n)^{-q/2} \prod_{i=1}^{n} J_{N}^{-q/2}(M_i, z_{i-1}) \right\}_{M_1, \ldots, M_n}. \quad (3.5)$$

3.2 Forward Evolution

We introduce the “propagator”

$$P_n(z|z_0; q) \overset{\text{def}}{=} \left\{ \delta(z - z_n) \prod_{i=1}^{n} J_{N}^{-q/2}(M_i, z_{i-1}) \right\}_{M_1, \ldots, M_n}. \quad (3.6)$$
which is related to the generating function (3.5) by
\[
Q_n(z_0; q) = \rho_K(z_0)^{q/2} \int dz \rho_K(z)^{-q/2} P_n(z|z_0; q).
\] (3.7)

We now derive a recursion for the propagator. We split the product as
\[
\prod_{i=1}^{n} J^{-q/2}(M_i, z_{i-1}) = J^{-q/2}(M_n, z_{n-1}) \prod_{i=1}^{n-1} J^{-q/2}(M_i, z_{i-1})
\] (3.8)
and use
\[
\delta(z - z_n) = \delta(z - \mathcal{M}_n(z_{n-1})) = \frac{d\mathcal{M}_n^{-1}(z)}{dz} \delta(z_{n-1} - \mathcal{M}_n^{-1}(z)).
\] (3.9)
Thus
\[
\left\langle \delta(z - z_n) \prod_{i=1}^{n} J^{-q/2}(M_i, z_{i-1}) \right\rangle_{\mathcal{M}_1, \ldots, \mathcal{M}_n} = \left\langle \frac{d\mathcal{M}_n^{-1}(z)}{dz} \delta(z_{n-1} - \mathcal{M}_n^{-1}(z)) J^{-q/2}(M_n, \mathcal{M}_n^{-1}(z)) \prod_{i=1}^{n-1} J^{-q/2}(M_i, z_{i-1}) \right\rangle_{\mathcal{M}_1, \ldots, \mathcal{M}_n}.
\] (3.10)

Now inserting (2.64) in (3.10), we obtain
\[
P_n(z|z_0; q) = \left\langle J^{q/2}_N(M^{-1}, z) \frac{d\mathcal{M}_n^{-1}(z)}{dz} P_{n-1}((\mathcal{M}^{-1}(z)|z_0; q) \right\rangle_M = \left\langle J^{1+q/2}_N(M^{-1}, z) P_{n-1}((\mathcal{M}^{-1}(z)|z_0; q) \right\rangle_M.
\] (3.11)
(3.12)

We recognize the action of the operator $\mathcal{P}_M(q)$ introduced in Eq. (2.41) or (2.65), for $J = J_N$. For $q = 0$, the propagator
\[
P_n(z|z_0; 0) = \langle \delta(z - z_n) \rangle = f_n(z)
\] (3.13)
coincides with the distribution of $z_n$, and thus we recover (2.22), as it should.

### 3.3 Backward Evolution

In the study of functionals of stochastic processes, the use of backward equations is often more convenient, see for instance Ref. [74] (the study of Brownian functionals is usually performed with the backward equations in the mathematical literature [28,95]). Let us follow here also the same strategy and define a backward evolution for $Q_n(z_0; q)$.

The backward evolution can be used to generate the product of Jacobians. We apply the adjoint operator (2.60) on the flat function $1(z) \equiv 1$:
\[
\left[ \mathcal{P}^\dagger_{M_n}(q) \right]_n(z_{n-1}) = J^{-q/2}(M_n, z_{n-1})
\] (3.14)
\[
\left[ \mathcal{P}^\dagger_{M_{n-1}}(q) \mathcal{P}^\dagger_{M_n}(q) \right]_n(z_{n-2}) = J^{-q/2}(M_{n-1}, z_{n-2}) J^{-q/2}(M_n, \mathcal{M}_{n-1}(z_{n-2}))
\]
\[\equiv z_{n-1}\]
\[
\vdots
\]
\[
\left[ \mathcal{P}^\dagger_{M_1}(q) \cdots \mathcal{P}^\dagger_{M_{n-1}}(q) \mathcal{P}^\dagger_{M_n}(q) \right]_n(z_0) = \prod_{i=1}^{n} J^{-q/2}(M_i, z_{i-1}).
\] (3.15)
This allows to write the generating function in the convenient form
\[ Q_n(z_0; q) = \left( [\mathcal{T}_{M_1}^+(q) \cdots \mathcal{T}_{M_{n-1}}^+(q) \mathcal{T}_{M_n}^+(q) 1](z_0) \right) \quad \text{for } J = J_K. \] (3.16)

This avoids the introduction of the propagator.

### 3.4 The Averaged Representation and the Spectral Problem

The forward evolution (3.11) can be rewritten more formally and iterated
\[ P_n(z|z_0; q) = \left( [\mathcal{T}_{M_n}(q) P_{n-1}(z|z_0; q)]_{M_n} \right)_{M_n} \]
\[ = \left( [\mathcal{T}_{M_n}(q) \cdots \mathcal{T}_{M_1}(q) P_0(z|z_0; q)]_{M_1, \ldots, M_n} \right)_{M_n} \] (3.17) for \( J = J_N \). Making use of the statistical independence of the matrices we have
\[ \langle \mathcal{T}_{M_n}(q) \cdots \mathcal{T}_{M_1}(q) \rangle_{M_1, \ldots, M_n} = [\mathcal{T}(q)]^n \quad \text{where } \mathcal{T}(q) \overset{\text{def}}{=} (\mathcal{T}_M(q))_M. \] (3.19)

At this stage it is useful to rewrite the propagator with notations similar to those of quantum mechanics:
\[ P_n(z|z_0; q) = \langle z | \mathcal{T}(q)^n | z_0 \rangle \quad \text{for } J = J_N, \] (3.20)

which makes clear that the large \( n \) behaviour of the propagator is controlled by the largest eigenvalue of the average operator \( \overline{T}(q) \), denoted for later convenience \( 1/\lambda(q) \).

On the other hand, (3.16) leads us to introduce the average of the adjoint operator
\[ \overline{T}^+(q) \overset{\text{def}}{=} \langle \mathcal{T}_M^+(q) \rangle_M, \] (3.21)

hence
\[ Q_n(z_0; q) = \left[ \overline{T}^+(q)^n 1 \right](z_0) \quad \text{for } J = J_K. \] (3.22)

The fact that the generating function involves different realizations for two choices of Jacobian \( J_N \) or \( J_K \) can be understood from the relation (2.55). Averaging of this latter equation gives, reintroducing the label \( (\rho) \) for a moment,
\[ \overline{T}^{(\rho)}(q) = \rho(z)^{-q/2} \overline{T}^{(\rho N)}(q) \rho(z)^{q/2} \] (3.23)

and shows that the spectrum of eigenvalues of the transfer operator is independent of the choice of Jacobian \( J \). This is a crucial observation, which will be used below in order to simplify the spectral problem. We consider the spectral problem for arbitrary choice of Jacobian \( J \):

\[ \left[ \overline{T}(q) \Phi_R^q(z) \right] = \frac{1}{\lambda(q)} \Phi_R^q(z) \quad \text{and} \quad \left[ \overline{T}^+(q) \Phi_L^q(z) \right] = \frac{1}{\lambda(q)} \Phi_L^q(z) \] (3.24)

where \( \Phi_R^q(z) \) and \( \Phi_L^q(z) \) are the two related right and left eigenvectors satisfying \( \int dz \Phi_L^q(z) \Phi_R^q(z) = 1 \). In (3.24), \( 1/\lambda(q) \) is the largest eigenvalue of the operator \( \overline{T}(q) \). As shown in Refs. [22, 106] this eigenvalue is isolated, which is a crucial remark here: provided \( q \) is sufficiently close to zero, the transfer operator takes the form \( \overline{T}(q) = \lambda(q)^{-1} \mathcal{N}(q) + \mathcal{D}(q) \) where \( \mathcal{N}(q) \) is a rank-one projection such that \( \mathcal{N}(q) \mathcal{D}(q) = \mathcal{D}(q) \mathcal{N}(q) = 0 \) and the spectral radius of \( \mathcal{D}(q) \) is smaller than \( \lambda(q)^{-1} \) (see chapter 5 of [22] for a detailed discussion of this question for the linear group GL(\( n \), \( \mathbb{R} \)), or [24] for a summary of the required conditions).
The spectral problem (3.24) is precisely defined by some boundary conditions. Using basic properties of representation theory [53], it is possible to show (Appendix B) that the invariant subspaces of functions defined on the projective line consist of functions such that the two limits

$$\lim_{z \to -\infty} (-z)^n \Phi^R(z) \quad \text{and} \quad \lim_{z \to +\infty} z^n \Phi^R(z) \quad \text{exist and are equal} \quad (3.25)$$

The exponent \( \eta \), called the “degree” of the representation, depends on \( q \) and on the choice of Jacobian \( J \). In particular, we show in Appendix B that \( \eta = 2 + q \) for \( J = J_N \). The statement (3.25) is equivalent to say that the eigenvector behaves as \( \Phi^R_q(z) \sim A_q |z|^{-\eta} \) at infinity, the crucial point being that the power law decays at \( z \to +\infty \) and \( z \to -\infty \) are controlled by the same coefficient \( A_q \) (which may vanish). For \( J \neq J_N \), this observation further relies on the assumption that the density \( \rho(z) \) entering the definition of the Jacobian \( J \) is a symmetric function. Note that the left eigenvector presents the asymptotic behaviour \( \Phi^L_q(z) \sim |z|^{\eta-2} \).

For more details, cf. the discussion in Appendix B where the exponent \( \eta \) is related to the properties of the representation.

Because the largest eigenvalue of the transfer operator is isolated, it dominates the large \( n \) limit of the propagator, hence we can write

$$P_n(z|z_0; q) \sim \frac{\lambda(q)^{-n}}{n \to \infty} \Phi^R_q(z) \Phi^L_q(z_0) \quad (3.26)$$

where \( \Phi^R_q(z) \) and \( \Phi^L_q(z) \) solve the spectral problem for \( J = J_N \). Thus, the \( n \)-dependence of the generating function is

$$Q_n(z_0; q) \sim \frac{\lambda(q)^{-n}}{n \to \infty} \quad (3.27)$$

and the GLE (1.3) is deduced from the solution of the spectral problem (3.24):

$$\bar{\Lambda}(q) = -\ln \lambda(q) \quad (3.28)$$

One has thus to determine the largest eigenvalue \( 1/\lambda(q) \) of the operator \( \bar{T}(q) \).

### 3.5 Illustration 1: Products of Matrices \( KN \) (Frisch–Lloyd Model)

We make explicit the spectral problem (3.24) by considering the case of matrices of the form (1.5). The connection with the quantum localisation problem requires to consider either fixed or exponentially distributed angles \( \theta_n \)'s. We make the second choice: \( \text{Prob} \{ \theta_n > \theta \} = e^{-\rho \theta} \).

We consider an arbitrary distribution \( p(u) \) for the \( u_n \)'s. For simplicity we first set \( k = 1 \), and reintroduce it afterwards. The averaged operator is

$$\bar{T}(q) = \left\langle e^{\theta \mathcal{D}_K(q)} e^{u \mathcal{D}_N(q)} \right\rangle = \left\langle e^{\theta \mathcal{D}_K(q)} \right\rangle \left\langle e^{u \mathcal{D}_N(q)} \right\rangle \quad (3.29)$$

At this point, we can use the freedom on the choice of measure (i.e. Jacobian) to simplify the calculations. The distribution of the angles being exponential, i.e. \( \langle e^{-r \theta} \rangle_\theta = 1/(1 + r/\rho) \), the part \( \langle e^{\theta \mathcal{D}_K(q)} \rangle_\theta \) takes a simple form. Thus it is more advantageous to simplify \( \mathcal{D}_N(q) \) by choosing \( J = J_N \) with \( h_N = 0 \) (cf. Table 1). Then

$$\mathcal{D}_K(q) = \frac{d}{dz} (1 + z^2) + q z \quad \text{and} \quad \mathcal{D}_N(q) = \mathcal{D}_N = -\frac{d}{dz} \quad (3.30)$$
and we have

\[ T_q = \frac{1}{1 - \rho^{-1} \mathcal{D}_K(q)} \left( e^{u \mathcal{D}_N} \right)_u \]  

(3.31)

Note that \( \mathcal{D}_N \) generates translations on the infinite line and has a purely imaginary spectrum, hence \( \left( e^{u \mathcal{D}_N} \right)_u \) is well defined. Similarly, we show in Appendix B.1 that \( \mathcal{D}_K \) and \( \mathcal{D}_K(q) \) are of the same nature and have the same purely imaginary (discrete) spectrum of eigenvalues. Thus \( 1 - \rho^{-1} \mathcal{D}_K(q) \) is invertible. With (3.29), we can rewrite Eq. (3.24) under the form

\[ \left[ 1 - \rho^{-1} \mathcal{D}_K(q) \right] \Phi^R_q(z) = \lambda(q) \left( e^{u \mathcal{D}_N} \right)_u \Phi^R_q(z). \]  

(3.32)

Using that \( e^{u \mathcal{D}_N} = e^{-u \frac{d}{dz}} \) is the translation operator, elementary manipulations lead to

\[ \frac{d}{dz} (k^2 + z^2) + qz \right] \Phi^R_q(z) + \rho \left[ \lambda(q) \left( \Phi^R_q(z - \nu) \right)_v - \Phi^R_q(z) \right] = 0. \]  

(3.33)

For convenience for the following discussions, we have reintroduced the parameter \( k \), defined in Sect. 1 after Eq. (1.7) (so that \( \langle \cdots \rangle_u \to \langle \cdots \rangle_v \), as \( u_n = v_n/k \)). We postpone to a later section the resolution of this equation.

We discuss the asymptotic behaviour of the solution. The \( z \to \infty \) limit of Eq. (3.33) gives

\[ \frac{d}{dz} z^2 + qz \right] \Phi^R_q(z) \simeq 0. \]  

(3.34)

Combined with the general property (3.25) we conclude that

\[ \Phi^R_q(z) \simeq \frac{A_q}{|z|^2 + q} \quad \text{for} \quad z \to \pm \infty. \]  

(3.35)

This condition was conjectured and verified numerically in Ref. [52]. In particular, for \( q = 0 \), the eigenvector coincides with the invariant density \( \Phi^R_0(z) = f(z) \) and the relation corresponds to the well-known Rice formula [66]

\[ \lim_{z \to -\infty} z^2 f(z) = \lim_{z \to +\infty} z^2 f(z) = \mathcal{N} \]  

(3.36)

expressing that \( f(z) \) is a stationary distribution with constant current \(-\mathcal{N}\), where \( \mathcal{N} \) coincides with the integrated density of states (IDoS) per unit length of the quantum model (1.7) [32].

### 3.6 Illustration 2: Products of Matrices \( \tilde{K}A \) (Dirac or Supersymmetric Case)

Another type of random matrices considered in the literature are

\[ Mn = \begin{pmatrix} \cosh \theta_n & \sinh \theta_n \\ \sinh \theta_n & \cosh \theta_n \end{pmatrix} \begin{pmatrix} e^{w_n} & 0 \\ 0 & e^{-w_n} \end{pmatrix}. \]  

(3.37)

Setting \( \theta_n = k \ell_n \), one can show that they are transfer matrices for the Dirac equation with a mass made of \( \delta \)-peaks [90]

\[ [i \sigma_2 \partial_x + \sigma_1 m(x)] \Psi(x) = \epsilon \Psi(x) \quad \text{where} \quad m(x) = \sum_n w_n \delta(x - x_n), \]  

(3.38)

---

3 The parameter \( k \) can be reintroduced by performing the substitutions \( z \to z/k, \rho \to \rho/k \) and \( u \to v/k \).
for imaginary energy $\epsilon = i k \in \mathbb{R}$. Here, $\Psi(x)$ is a bi-spinor and $\sigma_i$ the Pauli matrices. Equivalently these matrices are transfer matrices for the so-called supersymmetric Schrödinger equation [32] (for a review on supersymmetric quantum mechanics with disorder, see Ref. [31]). The matrices (3.37) are also known as transfer matrices for Ising spin chain in random field [38], a problem which has attracted a lot of attention (we will come back to this point in Sect. 7.3).

We now discuss the form taken by the spectral problem (3.24) in case of matrices (3.37), with exponentially distributed angles $\theta_n$’s and with arbitrary weight distribution $p(w)$. The choice $J = J_A$ simplifies the operator $\langle e^{w D_A(q)} \rangle_w = \langle e^{w D_A} \rangle_w$ (cf. Table 1), and thus makes the calculations more simple. Infinitesimal generators are then

$$D_k(q) = \frac{d}{dz}(-1 + z^2) + \frac{q}{2} \left( z + \frac{1}{z} \right) \quad \text{and} \quad D_A(q) = -2 \frac{d}{dz} z$$

and the spectral problem now takes the form

$$\left[ 1 - \rho^{-1} D_k(q) \right] \Phi_R^q(z) = \lambda(q) \left( e^{w D_A} \right)_w \Phi_R^q(z). \quad (3.40)$$

The operator is a dilatation. Thus, we can rewrite (3.40) as

$$\left[ \frac{d}{dz} \left( -k^2 + z^2 \right) + \frac{q}{2} \left( z + \frac{k^2}{z} \right) \right] \Phi_R^q(z) + \rho \left[ \lambda(q) \left( e^{-2w} \Phi_R^q(z e^{-2w}) \right)_w - \Phi_R^q(z) \right] = 0$$

where $k$ was reintroduced. For $q = 0$, we check that we recover the equation for the invariant measure given in [17]. We will see below how to simplify the analysis by making use of an appropriate integral transform.

The spectral problem (3.42) is supplemented by the boundary condition

$$\Phi_R^q(z) \simeq \frac{A_q}{|z|^{2 + q/2}} \quad \text{for} \quad z \to \pm \infty. \quad (3.43)$$

The exponent is obtained by large $z$ analysis of (3.42). The coefficient $A_q$ might vanish.

### 4 Integral Transforms

The role of integral transforms (Fourier, Mellin or Hilbert) for the calculation of the Lyapunov exponent was emphasized in Refs. [33,34,58,72]. Group theoretical methods provide a unified approach to the study of special functions and integral transforms [109]. Fourier, Laplace and Mellin transforms are connected with certain group representations. The representation

---

4 The case of matrices $KA$, i.e. when the first matrix in (3.37) is replaced by a rotation, corresponds to a real energy [90].

5 Eq. (3.41) is proven by using Mellin transform, defined by (4.8). First we remark that $-\frac{d}{dz} \left[ z \varphi(z) \right]$ is transformed into $s \hat{\varphi}(s)$, thus $e^{-2w} \frac{d}{dz} \varphi(z) \rightarrow e^{2w s} \hat{\varphi}(s)$. Second we use that the dilatation $\lambda \varphi(\lambda z)$ takes the form $\lambda^{-s} \hat{\varphi}(s)$ and choose $\lambda = e^{-2w}$. Qed.

6 The parameter $k$ is reintroduced thanks to $z \rightarrow z/k$ and $\rho \rightarrow \rho/k$.
space is constructed from a basis of vectors which diagonalizes a generator of a subgroup. We will use a similar idea in our study of the transfer operator.

4.1 Matrices $KN$ or $\tilde{KN}$ (Frisch & Lloyd Case): Fourier Transform

We now simplify the spectral problem (3.33). Because the disorder is on the weights $v_n = k u_n$, we have seen that the choice of Jacobian $J = J_N$ simplifies the action of the operator $D_N(q)$ as $h_N = 0$. Furthermore, the operator $D_N(q) = \mathcal{D}_N$ can be diagonalized by performing a Fourier transform

$$\hat{\varphi}(s) = \int_{-\infty}^{+\infty} dz \varphi(z) e^{-isz}. \quad (4.1)$$

4.1.1 Preliminary: Lévy Exponent

Following Sect. 3.5, we consider the case where angles $\theta_n$ have an exponential distribution. This is related to the disordered model (1.7) for impurities at random and independent positions for a uniform mean density $\rho$. It is convenient to introduce the process $Y(x) = \int_0^x dt V(t)$ related to the random potential $V(x) = \sum_n v_n \delta(x - x_n)$, where the impurity positions are now ordered, $x_1 < x_2 < \cdots$, with distance $\ell_n = x_{n+1} - x_n$ exponentially distributed. The process thus exhibits random jumps $Y(x_+^n) = Y(x_-^n) + v_n$ at random “times”, occurring with the “rate” $\rho$, and is thus Markovian. It can be characterized by the Lévy exponent $L(s)$, defined by

$$\left\langle e^{-i s Y(x)} \right\rangle = e^{-x L(s)}. \quad (4.2)$$

Denoting by $p(v)$ the distribution of the weights $v_n$’s, it is expressed as

$$L(s) = \rho \left[ 1 - \hat{p}(s) \right], \quad \text{where} \quad \hat{p}(s) = \int dv \ p(v) e^{-isv} \quad (4.3)$$

is the Fourier transform of the weight distribution $p(v)$. The process $Y(x)$ is known as a “compound Poisson process” (see [33,58]). Such process corresponds to a subclass of Lévy processes [8]. However, because more general Lévy processes can be obtained by considering appropriate limits of compound Poisson processes, we conclude that the results of the Sects. 4.1, 5.1 and 6 apply to the case where $Y(x) = \int_0^x dt V(t)$ is any Lévy process (see [33,58] for other examples of Lévy processes, or the monograph [8]). Another simple case is the Gaussian white noise $L(s) = \frac{\sigma^2}{2} s^2$, discussed below as a certain continuum limit of the compound Poisson process.

4.1.2 New form of the Spectral Problem

Action of the infinitesimal generators on the Fourier transform is

$$\widehat{\mathcal{D}}_j(q) = is \ g_j \left( i \frac{d}{ds} \right) + q \ h_j \left( i \frac{d}{ds} \right) \quad \text{for} \ j \in \{ K, A, N \}, \quad (4.4)$$

or explicitly

$$\widehat{\mathcal{D}}_K(q) = is \left( 1 - \frac{d^2}{ds^2} \right) + i \ q \ \frac{d}{ds}, \quad \widehat{\mathcal{D}}_A(q) = 2s \ \frac{d}{ds} - q, \quad \widehat{\mathcal{D}}_N(q) = -is. \quad (4.5)$$
The Fourier transformation has allowed to diagonalize the operator \( \{ e^{w \mathcal{D}_N} \}_w \) involved in (3.32), whose action simply becomes the multiplication by the Fourier transform of the weight distribution \( \tilde{p}(s) = \left( e^{-isx} \right)_w \). Reintroducing the parameter \( k \) in Eq. (3.32), or Fourier transforming Eq. (3.33), the spectral problem takes the form

\[
\left[ -\frac{d^2}{ds^2} + k^2 - \frac{\mathcal{L}(s)}{is} \right] \tilde{\Phi}_q^R(s) = \left[ \rho \tilde{p}(s) [1 - \lambda(q)] - iq \frac{d}{ds} \right] \tilde{\Phi}_q^R(s) \tag{4.6}
\]

where the Lévy exponent (4.3) characterizes the disorder potential. The boundary conditions (3.35) imply the behaviour

\[
\tilde{\Phi}_q^R(s) \simeq \tilde{\Phi}_q^R(0) + \omega_q |s|^{q+1} + \text{regular (analytic) terms} \quad \text{for } s \to 0 \tag{4.7}
\]

(see the Sect. 1 of Appendix C). The coefficient \( \omega_q \) is proportional to \( A_q \), i.e. must be real; in Ref. [101], the spectral problem is studied in the high energy limit. This study shows that imposing that \( \omega_q \) is real provides the secular equation allowing to determine the eigenvalue \( 1/\lambda(q) \).

Equation (4.6) will be analysed below by a perturbative approach by expanding \( \lambda(q) \) in powers of \( q \).

### 4.2 Matrices \( \tilde{K}A \) (Supersymmetric Case): Mellin Transform

We now reformulate the spectral problem (3.42). Following the same logic as in the previous subsection, we now aim to diagonalize the operator \( \{ e^{w \mathcal{D}_A} \}_w \). The appropriate transform is now the Mellin transform

\[
\tilde{\varphi}(s) = \int_0^\infty dz z^s \varphi(z), \tag{4.8}
\]

as already pointed out in [33]. In this case the stationary distribution \( f(z) = \Phi_0^R(z) \) has its support on \( \mathbb{R}_+ \) [33].\(^7\) Hence the definition (4.8) (for matrices \( KA \), the support of \( f \) is \( \mathbb{R} \) and one has to introduce a pair of Mellin transforms [36]). The action of the infinitesimal generators are now

\[
\tilde{\mathcal{K}}_q^R(\varphi)(s) = \left( s + \frac{q}{2} \right) \tilde{\varphi}(s - 1) + \left( -s + \frac{q}{2} \right) \tilde{\varphi}(s + 1), \quad \tilde{\mathcal{K}}_A^R(\varphi)(s) = 2s \tilde{\varphi}(s) \quad \text{and} \quad \tilde{\mathcal{N}}^R(q)(\varphi)(s) = \left( s + \frac{q}{2} \right) \tilde{\varphi}(s - 1). \tag{4.9}
\]

The operator \( \{ e^{w \mathcal{D}_A} \}_w \) is thus replaced by the multiplication by \( \tilde{p}(-2s) \), the Laplace transform of the weight distribution

\[
\tilde{p}(r) = \int dw p(w) e^{-rw} = \hat{p}(-ir), \tag{4.11}
\]

where \( \hat{p}(s) \) is the Fourier transform defined above.

\(^7\) The fact that \( f(z) \) has support in \( \mathbb{R}_+ \) can be understood as follows: the action of matrices (3.37) in the projective line can be analysed by considering the (Riccati) stochastic process \( z(x) \) corresponding to the diffusion operator \( \{ e^{w \mathcal{D}_A} \}_w \). The action of the matrix \( A(w_n) \) corresponds to \( z(x_n^+) = z(x_n^-) e^{2w_n} \) while the action of \( \tilde{K}(\theta_n) \) to the evolution \( \frac{d}{dx} z(x) = k^2 - z(x)^2 \) for \( x \in ]x_n, x_{n+1}[ \), with \( \theta_n = k(x_{n+1} - x_n) \). \( z = k \) is a fixed point of the free evolution, hence \( z(x) \in [k, \infty[ \) when \( w_n > 0 \), and \( z(x) \in [0, k] \) when \( w_n < 0 \) (see § 4.3.2 of [32]). If \( w_n \)'s have random signs, the random process belongs to \( \mathbb{R}_+ \), which is thus the support of the distribution \( f \).
Hence (3.42) is now replaced by the finite difference equation

\[
\left[ -\frac{\partial G_R}{\partial s} (s + 1) + k^2 \frac{\partial G_R}{\partial s} (s - 1) - \frac{L(2is)}{s} \frac{\partial G_R}{\partial s} (s) \right] = \rho \hat{p}(2is) [1 - \lambda(q)] \frac{\partial G_R}{\partial s} (s) - \frac{q}{2} \left[ \frac{\partial G_R}{\partial s} (s + 1) + k^2 \frac{\partial G_R}{\partial s} (s - 1) \right], \tag{4.12}
\]

where \( k \) was reintroduced. The distribution of the weights \( w_n \) must be chosen in such a way that \( \langle e^{2s w_n} \rangle \) exists (if not, the phenomenon of “superlocalisation” occurs, cf. [17] and references therein). The equation is written in a form appropriate for perturbative expansion in \( q \), similarly to Eq. (4.6).

The equation will be further discussed in the next section.

5 Perturbative Approach and a Formula for the Variance \( \tilde{\Lambda}''(0) \)

Making use of the simplifications introduced in Sect. 4, our aim is now to solve the central spectral problem (3.24). We will use a perturbative approach, providing a systematic method for the calculation of the moments of the logarithm of the matrix product. The method is similar to the perturbative method used in Ref. [92], which has considered a stochastic problem related to the continuum limit of random matrix products of type \( K N \). Here, the perturbative approach is not restricted to the continuum limit. We will mostly focus on the case of matrices of type \( K N \) or \( \tilde{K} N \), i.e. analyse Eq. (4.6), although the method can be applied to other types of matrices in principle (we will also briefly discuss the case of matrices of type \( \tilde{K} A \), i.e. Eq. (4.12)).

5.1 Products of Matrices \( K N \) and \( \tilde{K} N \) (Frisch–Lloyd Model)

Our starting point is the Eq. (4.6), which we solve recursively by a perturbative method in the parameter \( q \). We expand the eigenvalue (moment generating function) as

\[
\lambda(q) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \lambda_n q^n = 1 - \lambda_1 q + \frac{1}{2} \lambda_2 q^2 + \cdots, \tag{5.1}
\]

where \( \lambda_1 \) is the Lyapunov exponent, and the corresponding eigenvector

\[
\hat{\Phi}_R(s) = \hat{R}_0(s) + q \hat{R}_1(s) + q^2 \hat{R}_2(s) + \cdots \tag{5.2}
\]

We now discuss the equations corresponding to each order. Perturbative expansions for the spectrum of Hermitian and non Hermitian operators have been discussed in Ref. [110]. Here we assume that such an expansion exists for sufficiently small \( q \).

5.1.1 Order \( q^0 \): Green’s Function and Invariant Density

Order \( q^0 \) term of (4.6) is

\[
is \left[ \frac{d^2}{ds^2} + k^2 - \frac{L(s)}{is} \right] \hat{R}_0(s) = 0 \Rightarrow \left[ \frac{d^2}{ds^2} + k^2 - \frac{L(s)}{is} \right] \hat{R}_0(s) = c_0 \delta(s) \tag{5.3}
\]
where \( c_0 \) is some constant to be determined. Let us introduce the recessive solution \( \varphi(s) \) of the homogeneous equation (i.e. \( \varphi(s) \to 0 \) for \( s \to +\infty \))

\[
\left[ -\frac{d^2}{ds^2} + E - \frac{\mathcal{L}(s)}{is} \right] \varphi(s) = 0
\]

(5.4)

where \( E = k^2 \). Because \( \mathcal{L}(-s)^* = \mathcal{L}(s) \), the function \( \varphi(-s)^* \) is also solution of the differential equation. If it differs from \( \varphi(s) \), it is the independent solution vanishing at \( -\infty \).

Two examples discussed in the paper are:

- The compound Poisson process \((4.3)\) with exponentially distributed weights, \( \mathcal{L}(s) = i\rho \overline{v}s/(1 + is\overline{v}) \) where \( \langle v_n \rangle = \overline{v} \). For \( E = +k^2 \), the solution of Eq. (5.4) is [32, 58]

\[
\varphi(s) = W_{-\frac{i\rho}{2\overline{v}}\frac{i}{2}}(2k(s - i/\overline{v})) \tag{5.5}
\]

where \( W_{\lambda,\mu}(z) \) is the Whittaker function [59]. Here \( \varphi(-s)^* \) is an independent solution of the differential equation.

For \( E = -k^2 \), we have

\[
\varphi(s) = W_{-\frac{i\rho}{2\overline{v}}\frac{i}{2}}(2k(is + 1/\overline{v})). \tag{5.6}
\]

In this case we have \( \varphi(-s)^* = \varphi(s) \). The second independent solution involves the Whittaker function \( M_{\lambda,\mu}(z) \).

- The Gaussian white noise \( \mathcal{L}(s) = \frac{\sigma}{2}s^2 \). The solution of Eq. (5.4) is then

\[
\varphi(s) = \text{Ai}(-E - i\sigma s/2) - i \text{Bi}(-E - i\sigma s/2). \tag{5.7}
\]

The Gaussian white noise is rather special as it can be achieved for \( \rho \to \infty \) with vanishing weights, leading to a Lévy exponent growing at infinity. In general, for finite \( \rho \), we have \( \mathcal{L}(s) \simeq \rho \) for \( s \to \pm \infty \). As a result, considering positive energy \( E = +k^2 \), the solutions of (5.4) display the asymptotic behaviours \( s^{\pm i\rho/(2k)}e^{\pm ks} \). The recessive solution thus behaves as \( \varphi(s) \sim s^{-i\rho/(2k)}e^{-ks} \), and differs from \( \varphi(-s)^* \) which vanishes for \( s \to -\infty \). We conclude that \( \varphi(s) \) blows up for \( s \to -\infty \). The Wronskian of the two solutions

\[
\mathcal{W} \equiv \mathcal{W}[\varphi(s), \varphi(-s)^*] = -2\text{Re}[\varphi(0)\varphi'(0)^*] \tag{5.8}
\]

is constant due to the absence of a first derivative in (5.4). We will see below that the situation is different for \( E = -k^2 \). There are in fact two regimes of solution for Eq. (5.4).

**First regime: the Wronskian is \( \mathcal{W} \neq 0 \).**—With the two independent solutions, we can construct the Green’s function, solution of

\[
\left[ -\frac{d^2}{ds^2} + E - \frac{\mathcal{L}(s)}{is} \right] G(s, s') = \delta(s - s'). \tag{5.9}
\]

We have

\[
G(s, s') = \frac{1}{\mathcal{W}} \varphi(s_>)\varphi(-s_<)^* \tag{5.10}
\]

where \( s_> = \max(s, s') \) and \( s_< = \min(s, s') \).

Note the useful properties:

(i) \( G(s, s') = G(s', s) \).

(ii) \( G(-s, -s') = G(s, s')^* \).
The invariant density \( f(z) \) is the stationary distribution of the Riccati variable. It solves (3.33) for \( q = 0 \), hence we have \( \hat{R}_0(s) = \hat{f}(s) \), where

\[
\hat{f}(s) = 2\pi N \left( G(s, 0) = \begin{cases} \frac{\varphi(s)}{\varphi(0)} & \text{for } s > 0 \\ \frac{\varphi(-s)^*}{\varphi(0)^*} & \text{for } s < 0 \end{cases} \right)
\]

(5.11)

The prefactor corresponds to the constant introduced in (5.3): it is determined from the Rice formula (3.36), leading to

\[
c_0 = -\hat{f}'(0^+) + \hat{f}'(0^-) = 2\pi N,
\]

where

\[
N = -\frac{1}{\pi} \text{Re} \left[ \varphi(0) \varphi'(0)^* \right] = \frac{\mathcal{W}}{2\pi |\varphi(0)|^2}
\]

(5.12)

has a physical interpretation: it corresponds with the IDoS per unit length of the disordered model (cf. [58] for instance or [66]).

The Green's function is used in Sects. 5.1.2 and 5.1.3.

Second regime: the Wronskian is \( \mathcal{W} = 0 \).—This hence corresponds to the case where the IDoS \( \mathcal{N} \) of the disordered model vanishes. \( \varphi(-s)^* \) is not the second independent solution of the differential equation (5.4), which has still to be identify. The Sect. 5.1.4 at the end of the section will be devoted to the case \( \mathcal{W} = 0 \) (i.e. \( \mathcal{N} = 0 \)).

### 5.1.2 Order \( q = 1 \)—The Lyapunov Exponent

Order \( q^1 \) terms of equation (4.6) read

\[
is \left\{ -\frac{d^2}{ds^2} + E - \frac{L(s)}{is} \right\} \tilde{\hat{R}}_1(s) = \left( \rho \lambda_1 \hat{p}(s) - \frac{i}{is} \hat{f}'(s) \right).
\]

(5.13)

A first step is to obtain a formula for the Lyapunov exponent \( \lambda_1 \). In Appendix C we show that \( \text{Re} \left[ is \tilde{\hat{R}}_1'(s) \right] \to 0 \) as \( s \to 0^+ \) (while \( \text{Im} \left[ is \tilde{\hat{R}}_1'(s) \right] \) reaches a finite value). Thus, keeping the real part of Eq. (5.13) and taking the limit \( s \to 0 \) leads to

\[
\rho \lambda_1 = -\text{Im} \left[ \hat{f}'(0^+) \right] = \frac{\text{Im} \left[ \varphi(0) \varphi'(0)^* \right]}{|\varphi(0)|^2}.
\]

(5.14)

This is nothing but the counterpart of the well known formula \( \rho \lambda_1 = \int dz \; f(z) [69] \) (see also [32,34] for a discussion in relation with random \( 2 \times 2 \) matrix products). We also recall the useful relation [32,33,58]

\[
\hat{f}'(0^+) = \mp \pi \mathcal{N} - i \rho \lambda_1.
\]

(5.15)

We now solve (5.13), i.e.

\[
is \left\{ -\frac{d^2}{ds^2} + E - \frac{L(s)}{is} \right\} \hat{R}_1(s) = \tilde{c} \delta(s) + \frac{\rho \lambda_1 \hat{p}(s) \hat{f}(s) - i \hat{f}'(s)}{is}.
\]

(5.16)

where the constant \( \tilde{c} \) is related to the normalisation condition \( \int dz \; R_1(z) \). A difficulty comes from the singular behaviour of the right hand side

\[
\frac{\rho \lambda_1 \hat{p}(s) \hat{f}(s) - i \hat{f}'(s)}{is} \sim \frac{\pi \mathcal{N}}{|s|} \text{ for } s \to 0.
\]

(5.17)
This shows that \( -\hat{R}_1''(s) \approx \pi N/|s| \) for \( s \to 0 \), leading to the behaviour \( \hat{R}_1(s) \approx \hat{R}_1(0) - \pi N|s|(|s| - 1) \) (see Appendix C). The solution of (5.16) is
\[
\hat{R}_1(s) = \tilde{c}_1 \hat{f}(s) + \int_{-\infty}^{+\infty} dt \ G(s, t) \ Pf \left( \frac{\rho \lambda_1 \hat{p}(t) \hat{f}(t) - i \hat{f}'(t)}{it} \right), \tag{5.18}
\]
where Pf denotes the finite part (cf. Appendix D). The finite part is required in order to make the integral meaningful. More explicitly, the integral rewrites
\[
\hat{R}_1(s) = \tilde{c}_1 \hat{f}(s) + \lim_{\epsilon \to 0^+} \left[ \left( \int_{-\infty}^{-\epsilon} + \int_{\epsilon}^{\infty} \right) dt \ G(s, t) \ \frac{\rho \lambda_1 \hat{p}(t) \hat{f}(t) - i \hat{f}'(t)}{it} + 2\pi N G(s, 0) \ ln\epsilon \right], \tag{5.19}
\]
where \( \epsilon \) is a regulator. We see that the last term is simply \( \hat{f}(s) \ ln\epsilon \), hence the \( \ln\epsilon \) could be absorbed in \( \tilde{c}_1 \).

### 5.1.3 Order \( q^2 \)—Fluctuations

We identify the order \( q^2 \) terms of Equation (4.6):
\[
\int s \left\{-\frac{d^2}{ds^2} + E - \frac{L(s)}{is} \right\} \hat{R}_2(s) = \left( \rho \lambda_1 \hat{p}(s) - i \frac{d}{ds} \right) \hat{R}_1(s) - \frac{1}{2} \rho \lambda_2 \hat{p}(s) \hat{f}(s). \tag{5.20}
\]
In Appendix C we show that \( \text{Re} \left[ \int s \hat{R}_2'(s) \right] \to 0 \) as \( s \to 0 \) (while the imaginary part diverges logarithmically). Keeping the real part of Eq. (5.20) and taking the limit \( s \to 0 \), we get
\[
\rho \lambda_2 = 2 \left( \rho \lambda_1 \hat{R}_1(0) + \text{Im} \left[ \hat{R}_1'(s) \right]_{s=0} \right) \tag{5.21}
\]
(in Ref. [36], the choice of normalisation \( \hat{R}_n(0) = \delta_{n,0} \) was made, which simplifies the relation). We have now to introduce (5.19) in that expression. An important remark is that the term \( \tilde{c}_1 \hat{f}(s) \) does not contribute to \( \lambda_2 \) by virtue of (5.14), hence we will simply drop it below for simplicity. Similarly, the term \( \sim \ln\epsilon \) in (5.19) will not contribute to \( \lambda_2 \).

Let us first consider \( \hat{R}_1(0) \). Making use of the symmetries of \( \hat{f}(s) \) and \( G(s, t) \), we get
\[
\hat{R}_1(0) = 2 \frac{|\psi(0)|^2}{\mathcal{W}} \int_{\epsilon}^{\infty} ds \ \text{Re} \left[ \hat{f}(s) \ \frac{\rho \lambda_1 \hat{p}(s) \hat{f}(s) - i \hat{f}'(s)}{is} \right] + \ln\epsilon, \tag{5.22}
\]
where we have omitted \( \lim_{\epsilon \to 0^+} \) for clarity. Similarly, we consider the imaginary part of the derivative: we get
\[
\text{Im} \left[ \hat{R}_1'(s) \right]_{s=0} = -2\text{Im} \left[ \frac{\psi(0)\psi'(0)^*}{\mathcal{W}} \int_{\epsilon}^{\infty} ds \ \hat{f}(s) \ \frac{\rho \lambda_1 \hat{p}(s) \hat{f}(s) - i \hat{f}'(s)}{is} \right] - \rho \lambda_1 \ln\epsilon. \tag{5.23}
\]
We easily check that the two expressions (5.22,5.23) are finite in the limit \( \epsilon \to 0^+ \) (note however that the real part of \( \hat{R}_1'(s) \) is logarithmically divergent for \( s \to 0 \)).

Combining the two equations and using (5.8,5.14), we can now send the regulator \( \epsilon \) to zero. We finally obtain
\[
\rho \lambda_2 = -\int_0^{\infty} \frac{ds}{s} \ \text{Re} \left[ \left( 2\rho \lambda_1 \hat{p}(s) - i \frac{d}{ds} \right) \hat{f}(s)^2 \right], \tag{5.24}
\]
which is a central result. Be aware that real part and integral cannot be reversed. It applies to any random Schrödinger operator (1.7) provided that \( \int_0^x dt V(t) \) is a Lévy process, i.e. the disorder \( V(x) \) has purely local correlations (cf. Appendix 1 of Ref. [58]). In terms of the localisation model (1.7), it characterizes the fluctuations of the wave function at the \( n \)-th impurity

\[
\tilde{\Lambda}''(0) = \lambda_1^2 - \lambda_2 = \lim_{n \to \infty} \frac{\text{Var}(\ln |\psi_n(x)|)}{n}.
\] (5.25)

The integral representation can be used to analyse the limit \( k \to \infty \) of physical interest: in this weak disorder limit, one gets \( \lambda_2 \simeq -\lambda_1 \), i.e.

\[
\tilde{\Lambda}''(0) \simeq \tilde{\Lambda}'(0) \quad \text{for } k \to \infty.
\] (5.26)

This limit will be rediscussed in more detail in Sect. 6 (we will explain its relation with the so-called “single scaling parameter” property). The variance is plotted in Fig. 1.

5.1.4 The Case \( \mathcal{N} = 0 \): Case \( E = -k^2 \) (matrices \( \tilde{K}N \)) with \( v_n > 0 \)

The recessive solution \( \varphi(s) \) of the homogeneous equation (5.4) plays a central role. The Green’s function has been constructed from the two independent solutions \( \varphi(s) \) and \( \varphi(-s)^* \). However, when the Wronskian \( \mathcal{W} \) (i.e. the IDoS \( \mathcal{N} \)) vanishes, the two solutions are not independent, as it is clear from (5.12). Hence the solution of (5.16) cannot be constructed in this way. This is for instance the case for a potential with positive weights \( v_n \geq 0 \) in the region \( E = -k^2 < 0 \).

We first analyse the asymptotic behaviour of \( \varphi(s) = \varphi(-s)^* \). For \( s \to \pm \infty \) we have \( \mathcal{L}(s) \to \rho \), hence the differential equation takes the form

\[
\left[ -\frac{d^2}{ds^2} - k^2 - \frac{\rho}{is} \right] \varphi(s) \simeq 0 \quad \text{for } s \to \pm \infty.
\] (5.27)

The recessive solution displays the behaviour

\[
\varphi(s) \sim (is)^{-\rho/(2k)} e^{-iks} \quad \text{for } s \to \pm \infty.
\] (5.28)

and thus vanishes for both \( s \to +\infty \) and \( s \to -\infty \) (this is not the case for \( E = k^2 \) for which the recessive solution \( \varphi(s) \) blows up for \( s \to -\infty \)). There exists a second solution which thus grows at infinity

\[
\chi(s) \sim (is)^{+\rho/(2k)} e^{iks} \quad \text{for } s \to \pm \infty.
\] (5.29)

We introduce the Wronskian

\[
\mathcal{W}_- = \mathcal{W}[\varphi, \chi].
\] (5.30)

We can now express the solution of (5.16) with the help of these two independent solutions

\[
\hat{R}_1(s) = \varphi(s) \int_0^s \frac{dt}{\mathcal{W}_-} \sigma(t) \chi(t) - \chi(s) \int_0^s \frac{dt}{\mathcal{W}_-} \sigma(t) \varphi(t) + \hat{c}_1 \varphi(s) + \hat{d}_1 \chi(s),
\] (5.31)

where we have introduced the notation

\[
\sigma(s) = \frac{\rho \lambda_1 \hat{p}(s) \hat{f}(s) - i \hat{f}'(s)}{is}
\] (5.32)
for the source term of (5.16). From the previous remarks, we deduce the asymptotic behaviour

$$\sigma(s) \chi(s) \sim 1/s \quad \text{for} \ s \to \pm \infty,$$

(5.33)

so that the first term of (5.31) behaves as $s^{-\rho/(2k)} e^{-iks \ln |s|}$ at large $s$, i.e. vanishes for $s \to \pm \infty$. The combination $\sigma(s) \varphi(s) \sim s^{-1-\rho/k} e^{-2iks}$ decays faster, hence the second term of (5.31) diverges in the same way as $\chi(s)$ for $s \to \pm \infty$. Being the Fourier transform of a normalisable function, $F^R_q(s)$ vanishes at infinity and so does $\hat{R}_1(s)$. The condition that (5.31) vanishes for $s \to +\infty$ gives

$$\tilde{d}_1 = \int_0^\infty \frac{dt}{\tilde{W}} \sigma(t) \varphi(t),$$

(5.34)

i.e.

$$\hat{R}_1(s) = \varphi(s) \int_s^\infty \frac{dt}{\tilde{W}} \sigma(t) \chi(t) + \chi(s) \int_s^{+\infty} \frac{dt}{\tilde{W}} \sigma(t) \varphi(t) + \tilde{c}_1 \varphi(s).$$

(5.35)

The value of $\tilde{c}_1$ is not important as the last term does not contribute to $\lambda_2$.

We get the expression of $\lambda_2$ by sending $s \to 0$ in (5.20) (when $N = 0$, $s \hat{R}_2''(s)$ vanishes for $s \to 0$). Finally, we obtain

$$\rho \lambda_2 = 2 \rho \lambda_1 \hat{R}_1(0) - i \hat{R}_1'(0) = 2 \left( \rho \lambda_1 \chi(0) - i \chi'(0) \right) \tilde{d}_1$$

(5.36)

$$= 2 \left( \frac{i \varphi'(0)}{\varphi(0)} \chi(0) - i \chi'(0) \right) \int_0^\infty \frac{ds}{\tilde{W}} \sigma(s) \varphi(s) = -2i \int_0^\infty ds \sigma(s) \hat{f}(s).$$

(5.37)

By using Laplace transforms instead of Fourier transform, we prove below that the expression is real. With this remark in mind, we conclude that (5.37) coincides with (5.24). We have thus extended the validity of Eq. (5.24) to the case $N = 0$, and have provided an alternative derivation of this formula.

For the case of positive weights $\nu_n$, it can be advantageous to deal with the Laplace transforms of the invariant density

$$\tilde{f}(r) = \tilde{f}(-ir) = \int dz f(z) e^{-rz}$$

(5.38)

and the weight distribution $\tilde{p}(r) = \tilde{p}(-ir)$, which are real functions. The differential equation for the Laplace transform,

$$\left[ \frac{d^2}{dr^2} - k^2 - \frac{1}{r} \mathcal{L}(-ir) \right] \tilde{f}(r) = 0,$$

(5.39)

for $r > 0$, now involves real functions since $\mathcal{L}(-ir) = \rho \left[ 1 - \tilde{p}(r) \right]$. The solution presents the asymptotic behaviour $\tilde{f}(r) \sim r^{-\rho/(2k)} e^{-kr}$. Eventually, we obtain

$$\rho \lambda_2 = 2 \int_0^\infty \frac{dr}{r} \left[ \tilde{p}(r) \tilde{f}'(0) \tilde{f}(r) - \tilde{f}'(r) \tilde{f}(r) \right] \tilde{f}(r),$$

(5.40)

where we have used $\rho \lambda_1 = -\tilde{f}'(0)$. The form (5.40) now involves an integral which converges much better than (5.24).

Illustration 1: the subgroup $\tilde{K}$.— We first consider a trivial case, although instructive for the following: when the Lévy exponent vanishes, $\mathcal{L}(s) = 0$, which corresponds to consider products of matrices of the one-parameter subgroup of matrices $\{ \tilde{K}(\theta) \}$. We have obviously $\tilde{f}(r) = e^{-kr}$ with $r > 0$. We find $\rho \lambda_1 = -\tilde{f}'(0) = k$ and (5.40) gives $\lambda_2 = 0$, thus

$$\lambda(q) = 1 - qk/\rho$$

(5.41)
Fig. 1 The Lyapunov exponent $\lambda_1$ (dashed orange line) and the variance $\lambda_2^2 - \lambda_2$ (blue line) of the random matrix product $(1.5,1.6)$ matrices) for exponentially distributed angles $\text{Proba}(\theta_n > k \ell) = e^{-\rho \ell}$ and exponentially distributed weights $\text{Proba}\{u_b > y/k\} = e^{-\rho x}$. We choose $\rho = 1$ with exponentially distributed weights $v_n = 0.01$. For $E = +k^2$, we use Eqs. (5.5,5.14,5.24) and, for $E = -k^2$, Eqs. (5.6,5.24) or equivalently Eqs. (5.40,5.44). The green dot-dashed line is $\Lambda''(0)$ for $v_n = 0$. The dotted vertical line indicates the value of $\rho v$. The inset shows $\lambda_1$ on a larger scale (Color figure online).

for $q < \rho/k$. As a result, the GLE is

$$\tilde{\Lambda}(q) = -\ln(1 - qk/\rho) \quad \text{for} \quad q < \rho/k. \quad (5.42)$$

We recognize the generating function for the Poisson distribution.

The result (5.42) can be recovered easily by noticing that $\Pi_n = \prod_{i=1}^n \tilde{K}(\theta_i) = \tilde{K}(\sum_i \theta_i)$, hence $\ln||\Pi_n x_0|| \simeq \sum_{i=1}^n \theta_i$, which is indeed characterised by the mean $\tilde{\Lambda}'(0) = k/\rho$ and the variance $\tilde{\Lambda}''(0) = (k/\rho)^2$.

Illustration 2: We consider the case of exponentially distributed weights, where $\varphi(s)$ is given by (5.6). We first check the asymptotic behaviour of $\varphi(s)$: (5.6) behaves as

$$\varphi(s) \simeq (2ik s)^{-\rho/(2k)} e^{-iks - k/\varpi} \quad \text{for} \quad s \to \pm \infty.$$ 

The second independent solution introduced above is obviously the second Whittaker function

$$\chi(s) = M_{-\rho/2k, \frac{1}{2}}(2k(s + 1/\varpi)) \simeq \frac{(2ik s)^{\rho/(2k)}}{\Gamma(1 + \rho/(2k))} e^{iks+k/\varpi} \quad \text{for} \quad s \to \pm \infty. \quad (5.43)$$

The Wronskian of the two solutions is explicitly $W_\varrho = 2ik/\Gamma(1 + \rho/(2k))$.

Finally, we remark that the integral representation (5.40) is convenient as the Laplace transform of the invariant density

$$\tilde{f}(r) = \frac{W_{-\rho/2k, \frac{1}{2}}(2k(r + 1/\varpi))}{W_{-\rho/2k, \frac{1}{2}}(2k/\varpi)} \quad (5.44)$$

decays exponentially, which makes the integral absolutely convergent; we use $\tilde{p}(r) = \langle e^{-r v_n} \rangle = 1/(1 + \varpi r)$. The result of the integration is plotted in Fig. 1. Note that the variance presents the same growth $\tilde{\Lambda}''(0) \simeq (k/\rho)^2$ for large $k$ as for the subgroup $\tilde{K}$, which is explained by the fact that matrices $\tilde{K}(\theta)$ become prominent in this limit.
5.2 Products of Matrices $\tilde{KA}$ (Dirac or Supersymmetric Case)

We now show that (4.12) can be analysed with the same type of perturbative approach as in the previous section. We expand the Mellin transform in powers of $q$:

$$\tilde{\Phi}^R_q(s) = \tilde{R}_0(s) + q \tilde{R}_1(s) + q^2 \tilde{R}_2(s) + \cdots$$

(5.45)

At order $q^0$ we recover the equation for the Mellin transform of the invariant density $\tilde{R}_0(s) = \tilde{f}(s)$, obtained in Ref. [33]:

$$- \tilde{f}(s + 1) - \frac{L(2is)}{s} \tilde{f}(s) + k^2 \tilde{f}(s - 1) = 0.$$  

(5.46)

We now identify the order $q^1$ terms of (4.12):

$$s \left[ -\tilde{R}_1(s + 1) - \frac{L(2is)}{s} \tilde{R}_1(s) + k^2 \tilde{R}_1(s - 1) \right]$$

$$= \rho \lambda_1 \tilde{R}(2is) \tilde{f}(s) - \frac{1}{2} \left[ \tilde{f}(s + 1) + k^2 \tilde{f}(s - 1) \right]$$  

(5.47)

Considering the limit $s \to 0$ we get a formula for the Lyapunov exponent [33]

$$\rho \lambda_1 = \frac{1}{2} \left[ \tilde{f}(1) + k^2 \tilde{f}(-1) \right].$$  

(5.48)

Identifying the $q^2$ terms of (4.12) gives

$$s \left[ -\tilde{R}_2(s + 1) - \frac{L(2is)}{s} \tilde{R}_2(s) + k^2 \tilde{R}_2(s - 1) \right]$$

$$= -\frac{1}{2} \rho \lambda_2 \tilde{R}(2is) \tilde{f}(s) + \rho \lambda_1 \tilde{R}(2is) \tilde{R}_1(s) - \frac{1}{2} \left[ \tilde{R}_1(s + 1) + k^2 \tilde{R}_1(s - 1) \right],$$  

(5.49)

whose $s \to 0$ limit provides the expression

$$\rho \lambda_2 = 2 \rho \lambda_1 \tilde{R}_1(0) - \tilde{R}_1(1) - k^2 \tilde{R}_1(-1).$$  

(5.50)

The next step requires to find $\tilde{R}_1(s)$, i.e. solve a difference equation with a source term. Note that we only need the solution for $s \in \mathbb{Z}$. One can introduce a Green’s function, solving

$$- \tilde{G}_{s+1,s'} - \frac{L(2is)}{s} \tilde{G}_{s,s'} + k^2 \tilde{G}_{s-1,s'} = \delta_{s,s'}$$  

(5.51)

and write the solution of (5.47) as

$$\tilde{R}_1(s) = \tilde{c}_1 \tilde{f}(s) + \sum_{s' \neq 0} \tilde{G}_{s,s'}(2\rho \lambda_1 \tilde{R}(2is') \tilde{f}(s') - \tilde{f}(s' + 1) - k^2 \tilde{f}(s' - 1)).$$  

(5.52)

We will not pursue further this analysis here.

6 Application for Localisation Theory: the variance $\Lambda''(0) = \gamma_2$

The correspondence between the random matrix problem and the quantum localisation model (1.7) relies on the fact that the matrices $M_n = K(\theta_n)N(u_n)$ are transfer matrices for the Schrödinger equation. As discussed in Sect. 1, the GLE (1.3) characterizes the fluctuations of the wave function at the $n$-th impurity, cf. Eq. (1.8). On the other hand, in the context of
localisation theory, it is more natural to define the GLE as (1.9). Hence, we have to distinguish two cases:

(i) **Fixed angles (lattice of impurities):** The case of fixed angles $\theta_n = \bar{\theta} = k/\rho \forall n$ describes a regular lattice of impurities with lattice spacing $\ell_n = 1/\rho$. Thus we have

$$\Lambda(q) = \rho \tilde{\Lambda}(q).$$

(6.1)

Inserting the expansions (5.1) and (1.9) in that relation, we can express the cumulants of $\ln |\psi(x)|$ in terms of the coefficients $\lambda_n$'s studied in the previous Section:

$$\gamma_1 = \rho \lambda_1, \quad \gamma_2 = \rho (\lambda_1^2 - \lambda_2), \quad \text{etc.}$$

(6.2)

$\lambda_n$ can be determined by solving (3.24) for $T(q) = e^{\theta D K_q} \langle e^{w D A(q) e^{u D N(q)}} \rangle_{w,u}$. The continuum limit of this problem will be discussed in Sect. 7.

(ii) **Exponentially distributed angles (impurities with random positions):** The case discussed in the previous sections corresponds to exponentially distributed angles. This case is interesting as it describes uncorrelated impurities with random positions for a uniform mean density $\rho$. In the definition (1.8), the fact that the position of the $n$-th impurity presents fluctuations of order $\sim \sqrt{n} \sim \sqrt{\rho x}$ contributes to the fluctuations of $\ln |\psi(x_n)|$. As we mentioned, for the localisation problem, it is more natural to quantify the fluctuations at a fixed distance $x$ and define the GLE according to (1.9), with this time

$$\Lambda(q) \neq \rho \tilde{\Lambda}(q).$$

(6.3)

In order to stress the difference between the two definitions, we rewrite (1.9) as

$$\Lambda(q) = \lim_{x \to \infty} \frac{\ln \langle |\Pi_{\gamma(x)} x_0 |^q \rangle}{x} = \lim_{x \to \infty} \frac{\ln \langle |\psi(x_{\gamma(x)})|^q \rangle}{x}$$

(6.4)

where averaging is taken both over the matrices and the Poisson process $\gamma(x)$. We recall that a Poisson process of intensity $\rho$, the number of impurities in the interval $[0, x]$, has probability distribution

$$\text{Proba}\{\gamma(x) = n\} = \frac{(\rho x)^n}{n!} e^{-\rho x}.$$ 

(6.5)

In the rest of the Section, we focus on the second situation.

### 6.1 Another Spectral Problem

The formulation of the spectral problem takes a different form than in Sect. 3, although it involves the same tools. Random matrices have the form $M_n = K(\theta_n)A(w_n)N(u_n) = K(\theta_n)B_n$. When the lengths $\ell_n = \theta_n/k$ are exponentially distributed, we can introduce a Markovian process $z(x)$. Action of the rotation corresponds to the evolution

$$z'(x) = -k^2 - z(x)^2$$

(6.6)

while the “impurity” corresponds to the jump

$$z(x_n^+) = B_n(z(x_n^-))$$

(6.7)

---

8 The Riccati variable is related to the wave function solution of (1.7) by $z(x) = \psi'(x)/\psi(x)$ [32].
occuring with probability rate $\rho$ [32]. For matrices $M_n = \tilde{K}(\theta_n)B_n$, the evolution (6.6) is replaced by $z'(x) = +k^2 - z(x)$. Instead of (3.6), we introduce
\[
P_x(z|z_0; q) \equiv \left\langle \delta(z - z(x)) \prod_{i=1}^{N}(x) J_{N}^{-q/2}(M_i, z(x_{i-1})) \right\rangle.
\]
controlling the moment generating function
\[
Q_x(z_0; q) = \left\langle |\psi(x)|^q \right\rangle = \left\langle |\Pi x_0| |q| \right\rangle = \left\langle \prod_{i=1}^{N} J_{K}^{-q/2}(M_i, z(x_{i-1})) \right\rangle
\]
If we consider the evolution of the propagator in the interval $[x, x + \delta x]$, we have to take into account two types of events: (i) with probability $1 - \rho \delta x$, the interval is free of impurity and the process is governed by the free evolution (6.6), i.e. $z(x + \delta x) \sim z(x) - g_K(z(x)) \delta x$, corresponding to a rotation of angle $\delta \theta = \delta x$ (we set $k = 1$ for simplicity). (ii) The interval contains an impurity with probability $\rho \delta x$, inducing the jump (6.7). Correspondingly,
\[
P_{x+\delta x}(z|z_0; q) \sim (1 - \rho \delta x) (1 + q h_K(z) \delta x) P_x(z + g_K(z) \delta x|z_0; q) \left(1 + g'(z) \delta x\right)
\]
Using the notation introduced above $P_B(q) = e^{u D_A(q)}e^{u D_N(q)}$ and sending $\delta x \to 0$, we get
\[
\frac{\partial}{\partial x} P_x(z|z_0; q) = \left[\mathcal{D}_K(q) + \rho \left((e^{u D_A(q)}e^{u D_N(q)}) - 1\right)\right] P_x(z|z_0; q).
\]
As a check, for $q = 0$, we recover the equations controlling the distribution of the process $z(x)$ given either for $w = 0$ or for $u = 0$ in Ref. [17]. Writing
\[
Q_x(z_0; q) = \rho_K(z_0)^{q/2} \int dz \rho_K(z)^{-q/2} P_x(z|z_0; q) \sim e^{x \Lambda(q)}
\]
we deduce that the GLE is the largest eigenvalue of the operator involved in (6.11), i.e. we now have to solve the spectral problem
\[
\left[\mathcal{D}_K(q) + \rho \left((e^{u D_A(q)}e^{u D_N(q)}) - 1\right)\right] \Phi^R_q(z) = \Lambda(q) \Phi^R_q(z)
\]
This equation replaces (3.24). Boundary conditions are also given by (3.25). As in Sect. 3, we stress that making different choices of Jacobian $J$ (in the infinitesimal generators) corresponds to different realizations of the same spectral problem. Equation (6.13) can be rewritten as
\[
[1 - \rho^{-1} \mathcal{D}_K(q)] \Phi^R_q(z) = \left[(e^{w D_A(q)}e^{u D_N(q)}) - \rho^{-1} \Lambda(q)\right] \Phi^R_q(z),
\]
which is a form closer to (3.32). We can give more explicit forms:
- **Matrices $KN$** : setting $w_n = 0$ and choosing the measure $J = J_N$, Eq. (6.13) reads
\[
\left[\frac{d}{dz}(k^2 + z^2) + q z\right] \Phi^R_q(z) + \rho \left[\Phi^R_q(z - v) - \Phi^R_q(z)\right] = \Lambda(q) \Phi^R_q(z).
\]
which replaces (3.33), with boundary conditions (3.35).

- **Matrices $$\tilde{K}A$$**: Setting $$u_n = 0$$ and choosing $$J = J_A$$, we get

$$
\left[ \frac{d}{dz}(-k^2 + z^2) + \frac{q}{2} \left( z + \frac{k^2}{z} \right) \right] \Phi_q^R(z) \\
+ \rho \left[ \left( e^{-2w} \Phi_q^R(ze^{-2w}) \right)_w - \Phi_q^R(z) \right] = \Lambda(q) \Phi_q^R(z),
$$

replacing (3.42).

### 6.2 Application: The Schrödinger Operator with a Random Potential (Matrices $$KN$$ or $$\tilde{KN}$$)

As we have discussed at length, the resolution of the spectral problem can be simplified by using appropriate transforms. In this paragraph, let us illustrate the problem by considering the case of random matrices (1.5) or (1.6). After Fourier transform of (6.15) we get

$$
is \left[ -\frac{d^2}{ds^2} + E - \frac{\mathcal{L}(s)}{is} \right] \hat{\Phi}_q^R(s) = \left[ \Lambda(q) - iq \frac{d}{ds} \right] \hat{\Phi}_q^R(s)
$$

(6.17)

which presents a similar structure than (4.6). Boundary conditions for this spectral problem are also given by (4.7) with $$\omega_q \in \mathbb{R}$$; see Sect. 1 for a detailed discussion. The resolution follows the same steps as in Sect. 5.1, simply taking into account of the change in the right hand side of (4.6). We inject (5.2) and

$$
\Lambda(q) = \sum_{n=1}^{\infty} \frac{\gamma_n}{n!} q^n
$$

(6.18)

in (6.17). Eventually, we get the Lyapunov exponent

$$
\gamma_1 = -\text{Im} \left[ \hat{f}'(0^\pm) \right] \equiv \rho \lambda_1
$$

(6.19)

and also

$$
\hat{f}'(0^\pm) = \pm \pi \mathcal{N} - i \gamma_1,
$$

(6.20)

where $$\mathcal{N}$$ is the IDoS of the quantum model. The variance is given by

$$
\gamma_2 = -2 \left( \gamma_1 \hat{R}_1(0) + \text{Im} \left[ \hat{R}_1(s) \right]_{s=0} \right)
$$

(6.21)

where

$$
\hat{R}_1(s) = \hat{c}_1 \hat{f}(s) + \int_{-\infty}^{+\infty} dt \ G(s, t) \text{Pf} \left( \frac{\gamma_1 \hat{f}(t) - i \hat{f}'(t)}{i t} \right),
$$

(6.22)

where Pf is the finite part (cf. Appendix D). Some algebra similar to that of Sect. 5.1 eventually leads to

$$
\gamma_2 = \int_{0}^{\infty} \frac{dx}{s} \text{Re} \left[ \left( 2\gamma_1 - i \frac{d}{ds} \right) \hat{f}(s)^2 \right]
$$

(6.23)
High energy limit and single parameter scaling.— The high energy limit
analysed by performing a perturbative analysis of the solution \( \tilde{\psi} \) can be derived along the lines of Sect. 5.1.4).

\[ \gamma \] no simple relation between close, corresponding to "single parameter scaling".

with Eqs. (7.18,7.19) can be made by shifting the energy by allows to make comparison with simple limiting behaviours. A more accurate comparison Frisch–Lloyd model coincides with the Halperin model discussed in Subsec. 7.2 and in Appendix E. Indeed, we check that Fig. 2 shows the same behaviours as Fig. 5. This remark cumbersome analysis of (6.23) leads to

\[ s \rightarrow \lambda \]

order to make an explicit calculation of \( \gamma \) assim \( \rho \) =

Assuming a regular expansion for the Lévy exponent, \( \mathcal{L}(s) \) \( \rho(is \langle v_n \rangle + (s^2/2)\langle v_n^2 \rangle) \) for \( s \rightarrow 0 \), we recover the well-known behaviour \cite{7,69} \( \gamma_1 \approx \rho \langle v_n^2 \rangle / (8E) \). A similar, but more cumbersome analysis of (6.23) leads to

\[ \gamma_1 \approx \gamma_2 \quad \text{for } E \rightarrow +\infty. \]  

This relation is known as “single parameter scaling”, and has played an important role in localisation theory \cite{1,6,27}. Details on the high energy analysis of \( \gamma_2 \) and a broader perspective can be found in Ref. \cite{101}. This paper also provides a generalization of (6.26), to more general disorder models.

6.3 Illustration: Exponentially Distributed Weights

We now inject the solution (5.5) for \( E = +k^2 \) (or (5.6) for \( E = -k^2 \)) in Eq. (6.23) in order to make an explicit calculation of \( \gamma_2 \). The integral is computed numerically. We set \( \rho = 1 \). Comparing Figs. 1 and 2 shows the difference, at the level of the variance, of the two problems encoded in the different definitions (1.3,1.8) and (1.9).

High density of impurity.— First, we consider \( \langle v_n \rangle = 0.01 \) and plot \( \gamma_1 \) and \( \gamma_2 \) in Fig. 2. We see that, increasing the energy above \( \rho \langle v_n \rangle \), the curves for \( \gamma_1 \) and \( \gamma_2 \) become rapidly very close, corresponding to “single parameter scaling”.

The high density regime corresponds to the continuum limit: in the limit \( \rho \rightarrow \infty \), the Frisch–Lloyd model coincides with the Halperin model discussed in Subsec. 7.2 and in Appendix E. Indeed, we check that Fig. 2 shows the same behaviours as Fig. 5. This remark allows to make comparison with simple limiting behaviours. A more accurate comparison with Eqs. (7.18,7.19) can be made by shifting the energy by \( \rho \langle v_n \rangle \) and writing the perturbative result \( \gamma_1 \approx \gamma_2 \approx \rho \langle v_n^2 \rangle / [8(E - \rho \langle v_n \rangle)] \) (dotted green line). For a large negative energy, we observe a convergence towards the behaviour \( \gamma_2 \approx \rho \langle v_n^2 \rangle / [4(\rho \langle v_n \rangle - E)] \) (dotted red line) found in \cite{90} (cf. Eq. (7.19) below and also Appendix F).

A similar form was obtained in chapter 9 of \cite{64} by using the replica trick, for the specific case of the Halperin model (continuum limit of matrix products of type KN). The relation with the variance \( \gamma_2 \) was however not established and the divergence of the integral in the absence of the \( \text{Re}[\cdots] \) was not discussed.

© Springer
Low density of impurity.—Next we consider the low density regime by setting $v = \langle v_n \rangle = 100$ (Fig. 3). We also see a tendency for the two curves to converge at high energy, although this occurs on a larger scale, not visible on the figure (see Fig. 4). More interestingly, we have compared $\gamma_2$ obtained from (6.23) (and also $\gamma_1$) with the approximate expressions (dotted lines) obtained with a different approach in Appendix F

$$
\begin{align*}
\gamma_1 &\approx \rho \ln\left(\frac{v - C}{2k}\right) \\
\gamma_2 &\approx \rho \left(\frac{\pi^2}{4} + \rho \ln^2\left(\frac{v - C}{2k}\right)\right)
\end{align*}
$$

for $\rho \ll k = \sqrt{E} \ll v$, (6.27)

where $C \approx 0.577$ is the Euler-Mascheroni constant. The agreement is excellent. For $k \ll \rho$, by continuity, we expect that $\gamma_1$ and $\gamma_2$ saturate to values given by replacing $k$ by $\rho$ in (6.27): $\gamma_1 \sim \rho \ln (v/\rho)$ and $\gamma_2 \sim \rho \ln^2 (v/\rho)$ (see [58] for a discussion of the saturation value of $\gamma_1$).

6.4 A Critical Remark on Deych et al.’s Criterion for SPS

The limits of validity of single parameter scaling (SPS) have been the subject of intensive discussions which have motivated the search of a precise analytical criterion. In a series of papers, Deych, Lisyansky, Altshuler and others [40,41,43] have strongly criticized the role played by phase randomization [6,27,97] in the emergence of SPS (i.e. the requirement of a flat distribution of the phase). Instead, they have proposed a “universal criterion” based on

\footnote{A more precise study of phase randomization for the 1D Anderson model was provided in Ref. [11].}
Fig. 4 The ratio $\gamma_2/\gamma_1$ as a function of Deych et al.’s parameter $\xi/l_s$ for high (left) and low impurity density (right). We observe that $\xi/l_s \sim 1$ does not correspond to the boundary of the SPS regime in general.

The comparison of the localisation length $\xi = 1/\gamma_1$ and a characteristic scale $l_s = 1/(\pi \mathcal{N})$, where $\mathcal{N}$ is the integrated density of states per unit length: they have stated that SPS holds for $\xi \gg l_s$, i.e. $\gamma_1 \ll \mathcal{N}$ [40,41].

The Frisch & Lloyd model studied here offers a suitable ground to test Deych et al.’s statement.

In the high density regime, corresponding to the Halperin model, the model has only one relevant characteristic energy scale $\sigma^2/3 = (\rho \langle v_n^2 \rangle)^{2/3}$. Thus all transitions (strong/weak disorder, peaked/broad phase distribution, etc) occur at this energy scale, in particular the transition from non-SPS to SPS regime: cf. left part of Fig. 3 (this is made clear by plotting in left part of Fig. 4 the ratio $\gamma_2/\gamma_1$ as a function of Deych et al.’s scaling parameter $\xi/l_s$): we observe that $\gamma_2/\gamma_1 \sim 1$ for $\xi/l_s \gtrsim 1$ in this case.

The weak density regime $\rho \ll \sqrt{\tau}$ is more interesting as the problem is now controlled by two energy scales, thus we have two transitions at the characteristic energies $\rho^2$ and $\tau^2$. The transition at $k \sim \rho$ corresponds to phase randomization (see Chapter 4 of [99] and Appendix F), however the perturbative regime is expected only for $k \gtrsim \tau$. In particular, we see in Fig. 3 that, in the intermediate regime $\rho \ll k \ll \sqrt{\tau}$ such that $\gamma_1 \sim \rho \ll \sqrt{\mathcal{N}} \sim k$, SPS does not hold as the two cumulants involve two different scales $\gamma_1 \sim \rho \ln (\tau/\rho)$ and $\gamma_2 \sim \rho \ln^2 (\tau/\rho)$. In order to emphasize this point, we have plotted in Fig. 4 the ratio $\gamma_2/\gamma_1$ as a function of Deych et al.’s parameter $\xi/l_s = \pi \mathcal{N}/\gamma_1$. In this case, the crossover between SPS and non-SPS regime takes place for $\xi/l_s$ much larger than one. We conclude that $\xi/l_s \gtrsim 1$ is not a sufficient condition for SPS.

This discussion thus corroborates the analysis of Schrader, Schulz-Baldes and Sedrakyan [94]: SPS only holds to lowest order perturbation theory in the disorder (see Appendix F and chapter 4 of Ref. [99]).

7 Continuum Limit

By considering the continuum limit of random matrix products, i.e. matrices $M_n \in \text{SL}(2, \mathbb{R})$ close to the identity matrix, it was shown in Ref. [34] that a systematic calculation of the Lyapunov exponent is possible, leading to a full classification of solutions. In the Mathematics literature, the stochastic differential equation limits of certain matrix products were also established in several papers [29,54,107]. In this section, we follow the same strategy as in
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Ref. [34], but for the GLE, although the general resolution of the spectral problem remains out of the scope of the present paper.

At first, we do not assume a specific choice of decomposition. The group \( \text{SL}(2, \mathbb{R}) \) is a three parameter group, characterised by infinitesimal generators \( \Gamma_i \). The index \( i \) can label the generators of the Iwasawa decomposition or those of any other decomposition. The matrices are decomposed as

\[
M = M_1(t_1)M_2(t_2)M_3(t_3) \simeq 1 + \sum_{i=1}^{3} t_i \Gamma_i,
\]

(7.1)

where \( t_1, t_2, t_3 \to 0 \) parametrize the elements. We now reformulate the spectral problem (3.24).

### 7.1 The Spectral Problem in the Continuum Limit

The starting point is to expand the transfer operator (2.44) up to second order in the parameters

\[
\mathcal{F}_M(q) \simeq 1 + \sum_{i=1}^{3} t_i \mathcal{D}_i(q) + \frac{1}{2} \sum_{i=1}^{3} t_i^2 \mathcal{D}_i(q)^2 + \sum_{i<j} t_i t_j \mathcal{D}_i(q) \mathcal{D}_j(q) + \text{O}(\epsilon^3/2). \tag{7.2}
\]

Writing \( 2 \mathcal{D}_i(q) \mathcal{D}_j(q) = \{ \mathcal{D}_i(q), \mathcal{D}_j(q) \} + [\mathcal{D}_i(q), \mathcal{D}_j(q)] \) (sum of the anticommutator and the commutator), we finally get the useful representation

\[
\mathcal{F}_M(q) \simeq 1 + \sum_{i=1}^{3} t_i \mathcal{D}_i(q) + \frac{1}{2} \sum_{i,j} t_i t_j \mathcal{D}_i(q) \mathcal{D}_j(q) + \frac{1}{2} \sum_{i<j} \sum_{k} t_i t_j \mathcal{D}_i(q) \mathcal{D}_j(q) + \text{O}(\epsilon^3/2), \tag{7.3}
\]

where \( c_{ijk} \) are the structure constants of the group, defined by (2.5).

The continuum limit corresponds to let the parameters \( t_i \)'s go to zero, assuming that their mean values and covariances all scale in the same way [34], while properly rescaling the GLE. This assumption can be rewritten by introducing a small parameter \( \epsilon \) and by splitting each parameter as

\[
t_i = \epsilon \tilde{\mu}_i + \sqrt{\epsilon} \tau_i,
\]

(7.4)

where \( \tilde{\mu}_i = \langle t_i \rangle = \epsilon \bar{\mu}_i \) corresponds to the mean value, and \( \tau_i \) corresponds to the rescaled fluctuating part, with \( \bar{\mu}_i \sim \mathcal{O}(1) \) and \( \tau_i \sim \mathcal{O}(1) \). Accordingly, it will become clear that the proper rescaling of the GLE corresponds to

\[
\lambda(q) = e^{-\epsilon \ell(q) + \mathcal{O}(\epsilon^{3/2})} \quad \text{i.e.} \quad \tilde{\lambda}(q) = \epsilon \ell(q) + \mathcal{O}(\epsilon^{3/2}). \tag{7.5}
\]

Rewriting (3.24), we get the differential equation

\[
\left\{ \epsilon \tilde{\mu} \cdot \mathcal{D}(q) + \frac{\epsilon}{2} \mathcal{D}(q) \cdot \mathbf{\tilde{s}}^2 \cdot \mathcal{D}(q) + \frac{\epsilon}{2} \sum_{i<j} \sum_{k} D_{ij} c_{ijk} \mathcal{D}_k(q) + \mathcal{O}(\epsilon^{3/2}) \right\} \Phi_q^R(z) = \left[ \epsilon \ell(q) + \mathcal{O}(\epsilon^{3/2}) \right] \Phi_q^R(z) \tag{7.6}
\]
In a more explicit form, Eq. (7.10) reads:

\[ \tilde{\mu} = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( \frac{t_1}{t_2} \frac{t_3}{t_1} \right) \quad \text{and} \quad \tilde{\mathcal{D}}(q) = \begin{pmatrix} \mathcal{D}_1(q) \\ \mathcal{D}_2(q) \\ \mathcal{D}_3(q) \end{pmatrix} = \frac{d}{dz} g(z) + q \, h(z) \quad (7.7) \]

and the covariance matrix with elements \((\tilde{\sigma}^2)_{ij} = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \text{Cov}(t_i, t_j)\). In the limit \(\epsilon \to 0\), we get

\[ \left\{ \frac{1}{2} \mathcal{D}(q) \cdot \tilde{\sigma}^2 \cdot \mathcal{D}(q) + \frac{1}{2} \tilde{c} \cdot \left( \mathcal{D}(q) \times \mathcal{D}(q) \right) + \tilde{\mu} \cdot \mathcal{D}(q) \right\} \phi_q^R(z) = \ell(q) \, \phi_q^R(z) \quad (7.8) \]

where \(\tilde{c} = (\tilde{\sigma}^2)_{23}, -(\tilde{\sigma}^2)_{13}, (\tilde{\sigma}^2)_{12}\). Taking the limit \(\epsilon \to 0\), the information on higher cumulants of the three parameters \(t_i\)’s have disappeared, as we are considering the Brownian motion limit of the random walk in the group.

The existence of a non-trivial continuum limit means that the rescaled GLE \(\ell(q)\) can be expressed in terms of a scaling function \(G_q\) of nine arguments, the three mean values and the six elements of the covariance matrix. Thus

\[ \tilde{\Lambda}(q) \biggr\vert_{\epsilon \to 0} \approx \epsilon \, \ell(q) = \epsilon \, G_q \left( \frac{t_1}{\epsilon}, \ldots, \frac{t_3}{\epsilon}, \frac{t_1^2}{\epsilon}, (t_1 t_2) \frac{t_1}{\epsilon}, \ldots, \frac{t_3^2}{\epsilon} \right). \quad (7.9) \]

The function \(G_q\) characterizes the limiting process obtained in the continuum limit. Furthermore, one can reduce the number of arguments by one, since one can always choose \(\epsilon\) equal to one of the nine parameters, e.g. \(\epsilon = \frac{t_1}{\epsilon}\).

Below, we prefer to use the simplest notations of Ref. [34] and deal with the (non rescaled) small parameters \(\mu_i = t_i\) and \((\sigma^2)_{i,j} = \text{Cov}(t_i, t_j)\), so that we can simply write the spectral problem

\[ \left\{ \frac{1}{2} \mathcal{D}(q) \cdot \sigma^2 \cdot \mathcal{D}(q) + \frac{1}{2} c \cdot \left( \mathcal{D}(q) \times \mathcal{D}(q) \right) + \mu \cdot \mathcal{D}(q) \right\} \phi_q^R(z) \biggr\vert_{\epsilon \to 0} \approx \tilde{\Lambda}(q) \, \phi_q^R(z) \quad (7.10) \]

where

\[ c = \begin{pmatrix} (\sigma^2)_{23} \\ -(\sigma^2)_{13} \\ (\sigma^2)_{12} \end{pmatrix}. \quad (7.11) \]

In a more explicit form, Eq. (7.10) reads:

\[ \frac{d}{dz} \left[ \frac{1}{2} g(z) \cdot \sigma^2 \cdot \frac{d}{dz} g(z) + \frac{1}{2} c \cdot \left( g(z) \times g'(z) \right) + \mu \cdot g(z) \right] \phi_q^R(z) = \left( \tilde{\Lambda}(q) \right) 
- q \left( h(z) \cdot \sigma^2 \cdot \frac{d}{dz} g(z) + \frac{1}{2} h'(z) \cdot \sigma^2 \cdot g(z) + \frac{1}{2} c \cdot \left( g(z) \times h'(z) \right) + \mu \cdot h(z) \right) 
- \frac{q^2}{2} h(z) \cdot \sigma^2 \cdot h(z) \right) \phi_q^R(z) \quad (7.12) \]
Setting $q = 0$, we recover Eq. 1.34 of Ref. [34] for the invariant density $\Phi_0^R = f$.

If we consider the Iwasawa decomposition, the vectors collecting the three infinitesimal generators are $g(z) = (g_K, g_A, g_N)$ and $h(z) = (h_K, h_A, h_N)$, where the functions are given in Table 1.

### 7.2 Illustration 1: The Halperin Model (Matrices $KN$ and $\tilde{KN}$)

We first consider the spectral problem (7.12) for fixed angles $\theta_n = \bar{\theta}$ with disorder on $u_n$'s only:

$$
\mu = \begin{pmatrix} \bar{\theta} \\ 0 \\ 0 \end{pmatrix} \quad \text{and} \quad \sigma^2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & D_{uu} \end{pmatrix}.
$$

(7.14)

This corresponds to transfer matrices for the Schrödinger equation with $\delta$-impurities with random weights on a lattice. The continuum limit corresponds to send the lattice spacing $\propto \bar{\theta}$ to zero, while scaling the disorder $D_{uu}$ to zero in the same way.

Choosing the measure $J = J_N$, we see that the components of the two vectors $g(z)$ and $h(z)$ are polynomials, which allows to take the Fourier transform of Eq. (7.12), $z \to i\sigma_z$ and $\partial_z \to i$, leading to

$$
\text{is} \left[ \frac{i}{2} D_{uu} s + \bar{\theta} \left( 1 - \frac{d^2}{ds^2} \right) \right] \hat{\Phi}^R_q(s) = \left[ \tilde{\Lambda}(q) - i q \bar{\theta} \frac{d}{ds} \right] \hat{\Phi}^R_q(s).
$$

(7.15)

We introduce the notations

$$
\frac{D_{uu}}{\bar{\theta}} = \frac{\sigma}{k^3} \quad \text{and} \quad \frac{\tilde{\Lambda}(q)}{\bar{\theta}} = \frac{\Lambda(q)}{k}
$$

(7.16)

which now allow to take the limit $\bar{\theta} \to 0$ and $D_{uu} \to 0$. Rescaling $s$ as $s \to k s$, we get

$$
\text{is} \left[ -\frac{d^2}{ds^2} + E + i \frac{\sigma}{2} s \right] \hat{\Phi}^R_q(s) = \left[ \Lambda(q) - i q \frac{d}{ds} \right] \hat{\Phi}^R_q(s),
$$

(7.17)

where $E = +k^2$ (the case $E = -k^2$ corresponds to matrices $\tilde{K}N$). We have precisely recovered the equation (6.17) for the Halperin model corresponding to the Schrödinger equation (1.7) for a Gaussian white noise potential $\langle V(x) V(x') \rangle = \sigma \delta(x-x')$, corresponding to the Lévy exponent $\mathcal{L}(s) = \sigma s^2/2$. This was expected since $\bar{\theta} \to 0$ corresponds to take the limit of high density of impurities (see also Appendix E).

**The variance.---** As it corresponds to (6.17) for $\mathcal{L}(s) = \sigma s^2/2$, Eq. (7.17) is solved along the lines of Sect. 5. we get (6.23) where $\hat{f}(s)$ is now expressed in terms of Airy functions (5.7).12

---

11 In Ref. [34], a general formula for the Lyapunov exponent was used:

$$
\lambda_1 = -\bar{\omega} + \int dz \left[ \bar{\omega} + \frac{d}{dz} \left( \frac{D_{\theta\theta}}{2} (1 + z^2) - 2D_{\theta w} z - D_{\theta u} \right) \right] f(z)
$$

(7.13)

which is the limit of (2.40) for small parameters. In Eq. 2.46 of Ref. [34], the integral was (incorrectly) splitted, which is not always possible. A simple example where it cannot be splitted is the case with disorder on angles, $D_{\theta\theta} \neq 0$ with finite mean values $\bar{\theta}$, $\bar{\omega}$ and $\bar{\rho}$; the invariant density $f$ is easy to find and one can see that when splitted, the integrals do not converge, even in principal part, while (7.13) is convergent.

12 Equivalently we can obtain the variance from (5.24) by taking the continuum limit, $\gamma_2 = -\lim_{\rho \to \infty} \rho \lambda_2$ (with $\langle v_n \rangle = 0$ and $\rho \langle v_n^2 \rangle = \sigma$ fixed, cf. Appendix E).
Therefore, here we have obtained an explicit form of the variance in terms a *single* integral, instead of the multiple integrals of Refs. [90,92]. The result is plotted in Fig. 5 and perfectly agrees with these papers. We also remark that the curves are similar to the one obtained for the Frisch–Lloyd model for a high density of impurities, $\rho \gg v$ (cf. Fig. 2).

We recall the limiting behaviours. In the perturbative regime one gets [7,90,99]

$$\gamma_1 \simeq \gamma_2 \simeq \frac{\sigma}{8E} \quad \text{for } E \to +\infty$$  \hspace{1cm} (7.18)

(this property expresses to “single parameter scaling”, discussed in Subsec. 6.2). Furthermore, by analyzing the first few cumulants, Schomerus and Titov [92] also showed that the GLE is quadratic in this limit, $\Lambda(q) \simeq \gamma_1 \left[ q + \frac{1}{2}q^2 \right]$, i.e. that higher cumulants decay faster with $E$. The same conclusion was reached in [101] by a direct analysis of the GLE. In the other limit, one has [52,90]

$$\gamma_1 \simeq \frac{\sigma}{\sqrt{-E}} \quad \text{for } E \to -\infty \quad \text{and} \quad \gamma_2 \simeq \frac{\sigma}{4(-E)} \quad \text{for } E \to +\infty.$$  \hspace{1cm} (7.19)

**Remark on analyticity:** Analytic properties are known to be central for the analysis of the Lyapunov exponent $\gamma_1$: see the general discussion of the book [70] or the specific discussions in [34,35]. More precisely, analyticity arises from the fact that the Lyapunov exponent $\gamma_1$ and the integrated density of states $N$ are real and imaginary parts of a single analytic function of the energy, respectively. In particular, the limiting behaviours $\gamma_1 \simeq \sqrt{-E}$ for $E \to -\infty$ and $\pi N \simeq \sqrt{E}$ for $E \to +\infty$ mentioned above have the same origin.

One could ask whether a similar property holds for the variance $\gamma_2$. The results obtained for the Halperin case suggests that the answer is negative. Indeed, the inspection of the limiting behaviours $\gamma_2 \simeq \sigma/(-4E)$ for $E \to -\infty$ and $\gamma_2 \simeq \sigma/(8E)$ for $E \to +\infty$ shows that $\gamma_2$ cannot be the real part of an analytic function of $E$.

**Large deviations:** the large deviations, i.e. the large $q$ behaviour of the GLE $\Lambda(q)$ was considered in [52] (and earlier for even $q$ by the replica trick in [20]), where it was shown that $\Lambda(q) \simeq \frac{3}{4}(\sigma/2)^{1/3} |q|^{4/3}$ for $q \to +\infty$ (replica trick was also applied to RMP in [19]). Using the symmetry (8.5) discussed in the conclusion, we conclude that this is also the behaviour for $q \to -\infty$. Accordingly, the distribution of the wave function $\Upsilon(x) = \ln |\psi(x)|$ takes the form $\mathcal{P}_x(\Upsilon) \sim \exp \{-\Upsilon^4/(2\sigma x^3)\}$ for $x \to -\infty$ and $\Upsilon \to \pm \infty$ (note that this characterizes the solution $\psi(x)$ of the Cauchy initial value problem and not the normalised wave function).

\[ \text{Note that the exponent } 4/3 \text{ is compatible with the numerics of Ref. [112].} \]
7.3 Illustration 2: The Dirac/Supersymmetric Case (Matrices $\tilde{K}A$)

The case of matrices of type $\tilde{K}A$ in the continuum limit has been considered in the literature: choosing

$$\mu = \begin{pmatrix} \bar{\theta} \\ \bar{w} \\ 0 \end{pmatrix} \quad \text{and} \quad \sigma^2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & D_{ww} & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

(7.20)

corresponds to the Dirac equation (3.38) when the mass is a Gaussian white noise or equivalently the supersymmetric Schrödinger equation. The Lyapunov exponent was first derived in [21] (see also [33,34,58]). The variance $\gamma_2$ was computed in [90]. This case is also related to a model of random matrix products introduced by Derrida and Hilhorst [38] which has attracted a lot of attention (see for example [46,54,71]). Note however that the matrices $T_n$ considered by Derrida and Hilhorst do not have a unit determinant: we can write

$$\{21\}$$

(see also [33,34,58]). The variance $\gamma_2$ was computed in [90]. This case is also related to a model of random matrix products introduced by Derrida and Hilhorst [38] which has attracted a lot of attention (see for example [46,54,71]). Note however that the matrices $T_n$ considered by Derrida and Hilhorst do not have a unit determinant: we can write $T_n = M_n \sqrt{\det T_n}$ where $M_n = \tilde{K}A_n$. Hence, the Lyapunov exponents for matrices $T_n$ and $M_n$ only differ by a trivial constant, however the difference between the variances of $\ln \left| \left( \prod_n T_n \right)x_0 \right|$ studied in [29], and $\ln \left| \left( \prod_n M_n \right)x_0 \right|$, studied in [90] and here, involves the correlation between $\ln \left| \left( \prod_n M_n \right)x_0 \right|$ and $\sum_n \ln \det T_n$.

Here we simply write the main equation (7.12)

$$\frac{d}{dz} \left\{2D_{ww} z \frac{dz}{dz} + \bar{\theta} \left( -1 + z^2 \right) - 2 \bar{w} z \right\} \Phi_R^q(z)$$

$$= \left\{ \tilde{\Lambda}(q) + q \left( D_{ww} \left( 2 h_A(z) \frac{dz}{dz} + h'_A(z) z \right) - \bar{\theta} h_{\tilde{K}}(z) - \bar{w} h_A(z) \right) \right\} - q^2 \frac{D_{ww}}{2} h_A(z)^2 \right\} \Phi_R^q(z).$$

(7.21)

Inspection of Table 1 makes clear that the choice $J = J_A$ greatly simplifies the problem since $h_A = 0$. In order to make contact with the notations of Refs. [33,58,90], we reintroduce $k$ in (7.21) by performing the following substitutions: $\bar{w}/\bar{\theta} = -\mu g/k$, $D_{ww}/\bar{\theta} = g/k$, $\tilde{\Lambda}(q)/\bar{\theta} = \Lambda(q)/k$ and $z \to z/k$. We get

$$\frac{d}{dz} \left\{2g z \frac{dz}{dz} - k^2 + z^2 + 2\mu g z \right\} \Phi_R^q(z) = \left\{ \Lambda(q) - \frac{q}{2} \left( z + \frac{k^2}{z} \right) \right\} \Phi_R^q(z).$$

(7.22)

To proceed with the perturbative approach we consider the adjoint problem $\mathcal{G}_z \Phi^L_q(z) = \left\{ \Lambda(q) - \frac{q}{2} \left( z + \frac{k^2}{z} \right) \right\} \Phi^L_q(z)$. This corresponds to follow the little discussion at the end of Sect. 1. We recover some of the formulæ of Ref. [90]: $\gamma_1 = \frac{1}{2} \int dz \left( z + k^2/z^2 \right) f(z)$ and $\gamma_2 = \int dz \left( z + k^2/z^2 \right) f(z)$ where $\mathcal{G}_z L_1(z) = \gamma_1 - \frac{1}{2} \left( z + \frac{k^2}{z} \right)$ with the condition $\int dz L_1(z) f(z) = 0$. It is interesting to point that, while the combination $z + k^2/z$ has resulted from a trick in Ref. [90], the new presentation gives a group theoretical interpretation of this trick.

Another convenient way to study the differential equation (7.22) is to use Mellin transform, leading to the continuum limit of (4.12).

7.4 Illustration 3: A Two Parameter Subgroup (matrices $AN$)

Finally, we consider matrices of the form $M_n = A(w_n)N(u_n)$. Contrary to the previous examples (matrices $KN$ or $\tilde{K}A$), such matrices form a two parameter subgroup of $\text{SL}(2, \mathbb{R})$. 
In the continuum limit, the problem is characterised by five parameters:

$$\mu = \begin{pmatrix} 0 \\ \overline{w} \\ \overline{u} \end{pmatrix} \quad \text{and} \quad \sigma^2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & D_{ww} & D_{wu} \\ 0 & D_{wu} & D_{uu} \end{pmatrix}. \quad (7.23)$$

Two natural choices for the measure which lead to simplifications are $J = JA$ or $J = JN$. Inspection of Table 1 shows that the second choice, with $h_A = -1$ and $h_N = 0$, further simplifies the analysis as it leads to a differential equation of hypergeometric type (which is \textit{a priori} not the case for $J = JA$). Some algebra shows that (7.12) takes the form

$$\left\{ \frac{d^2}{dz^2} + \left( 2 \left( D_{ww} z^2 + 2D_{wu} z + \frac{1}{2} D_{uu} \right) \right) \frac{d^2}{dz^2} \ight.$$\n\left. + \left( 2 \left( (2q + 1)D_{ww} - \overline{w} \right) z + (2 + q)D_{wu} - \overline{u} \right) \frac{d}{dz} \right.$$\n\left. + D_{ww} \left( 2 + 2q + \frac{1}{2} q^2 \right) - (q + 2) \overline{w} - \overline{\Lambda}(q) \right\} \Phi_R^q(z) = 0, \quad (7.24)$$

which is of the hypergeometric form

$$x (1 - x) y''(x) + \left[ c - (a + b + 1) x \right] y'(x) - ab y(x) = 0. \quad (7.25)$$

The two roots of the polynomial $4D_{ww} z^2 + 4D_{wu} z + D_{uu}$ are $\omega$ and $\omega^*$ with

$$\omega = \frac{i \sqrt{D_{ww} D_{uu} - D_{wu}^2}}{2D_{ww}}. \quad (7.26)$$

Two independent solutions of (7.24) are for instance

$$2F_1 \left( a, b; c; \frac{z - \omega^*}{\omega - \omega^*} \right) \quad \text{and} \quad 2F_1 \left( a, b; c; \frac{z - \omega}{\omega^* - \omega} \right). \quad (7.27)$$

If we set $\overline{u} = 0$ and $D_{wu} = 0$, the expression simplifies and we get

$$2F_1 \left( a, b; c; \frac{1}{2} - i \sqrt{\frac{D_{ww}}{D_{uu}}} z \right) \quad \text{with} \quad \begin{cases} \begin{align*} ab & = 1 + q + \frac{q^2}{4} - \left( 1 + \frac{q}{2} \right) \frac{\overline{w}}{D_{ww}} - \frac{\overline{\Lambda}(q)}{2D_{ww}} \\ a + b & = 2 + q - \frac{\overline{w}}{D_{ww}} \\ c & = \frac{1}{2} \left( 3 + q - \frac{\overline{w}}{D_{ww}} \right) \end{align*} \end{cases} \quad (7.28)$$

In order to solve the spectral problem (7.24), the next step is to express $\Phi_R^q(z)$ as a linear combination of two such solutions. The condition that it vanishes both at $+\infty$ and $-\infty$ provides the GLE.

### 7.4.1 A Simple Case

We further simplify the analysis by setting $D_{uu} = 4D_{ww} = 1$ and $D_{wu} = 0$, with $\overline{w} < 0$. This case is related to the diffusion studied in [9] (see also Sect. 8 of [34]). Eq. (7.24) gives

$$\left[ \frac{1}{2} \left( \frac{d}{dz} z + \frac{q}{2} \right)^2 + \frac{1}{2} \frac{d^2}{dz^2} - 2\overline{w} \left( \frac{d}{dz} z + \frac{q}{2} \right) - \overline{u} \frac{d}{dz} \right] \Phi_R^q(z) = \overline{\Lambda}(q) \Phi_R^q(z). \quad (7.29)$$
As we have already seen above, it is useful to analyse first the asymptotic behaviours of the solution. Keeping the terms dominant at infinity we have
\[
\left[ \left( \frac{d}{dz} \right)^2 + q \frac{d}{dz} + \frac{q^2}{4} - 4\overline{w} \frac{d}{dz} - 2\overline{w} q - 2\tilde{\Lambda}(q) \right] \Phi^R_q(z) \simeq 0 \tag{7.30}
\]
leading to
\[
\Phi^R_q(z) \sim |z|^{-1 - \frac{q}{2} + 2\overline{w} - \sqrt{4\overline{w}^2 + 2\tilde{\Lambda}(q)}} \quad \text{for } z \to \pm \infty. \tag{7.31}
\]
With this observation in mind, we now apply the perturbative approach to (7.29).

Order \( q^0 \). At order \( q = 0 \), we get the differential equation for the invariant density \( \Phi^R_0(z) = f(z) \):
\[
\left[ (1 + z^2) \frac{d}{dz} + (1 - 4\overline{w}) z - 2\overline{w} \right] f(z) = 0 \tag{7.32}
\]
where we have assumed a vanishing diffusion current (this is imposed by normalisability). We deduce
\[
f(z) = A_0 \frac{1}{(1 + z^2)^{\frac{1}{2} - 2\overline{w}}} \exp \{ 2\overline{w} \arctan z \}, \tag{7.33}
\]
where \( A_0 \) is a normalisation constant. This is precisely the hitting distribution obtained in [9]. The solution is normalisable only for \( \overline{w} < 0 \).

Order \( q^1 \). We now identify the order \( q^1 \) terms of (7.29):
\[
\frac{d}{dz} \left[ (1 + z^2) \frac{d}{dz} + (1 - 4\overline{w}) z - 2\overline{w} \right] R_1(z) = 2 \left( \gamma_1 + \overline{w} - \frac{1}{2} \frac{d}{dz} z \right) f(z). \tag{7.34}
\]
Asymptotic behaviour (7.31) shows that the dominant term of the \( q^n \) term is \( R_n(z) \sim |z|^{-1 + \frac{q}{2} + 2\overline{w} \ln n} |z| \) so that \( z^2 R'_1(z) \) vanishes at infinity for \( \overline{w} < 0 \). Hence, integration of (7.34) simply gives
\[
\gamma_1 = -\overline{w} > 0. \tag{7.35}
\]

Order \( q^2 \). We get from (7.29):
\[
\frac{d}{dz} \left[ (1 + z^2) \frac{d}{dz} + (1 - 4\overline{w}) z - 2\overline{w} \right] R_2(z)
= \left( \gamma_2 - \frac{1}{4} \right) f(z) + 2 \left( \gamma_1 + \overline{w} - \frac{1}{2} \frac{d}{dz} z \right) R_1(z). \tag{7.36}
\]
Once again, after integration we get rid of boundary terms which all vanish at infinity, leading to \( \gamma_2 - \frac{1}{4} + 2 (\gamma_1 + \overline{w}) = 0 \), thus
\[
\gamma_2 = \frac{1}{4}. \tag{7.37}
\]
We see that the parameter \( \overline{w} \) plays no role.

Exact solution of the spectral problem. We now show that it is possible to solve exactly the spectral problem (7.29). Since \( \overline{w} \) has played no role in the above analysis, we set \( \overline{w} = 0 \).
and introduce the notation $\epsilon = -2\bar{w} > 0$ for convenience. Equations (7.28) have solution

$$
\begin{aligned}
a &= 1 + \epsilon + \frac{q}{2} + \sqrt{\epsilon^2 + 2\Lambda} \\
b &= 1 + \epsilon + \frac{q}{2} - \sqrt{\epsilon^2 + 2\Lambda} \\
c &= \frac{3+q}{2} + \epsilon
\end{aligned} (7.38)
$$

Seeking a solution vanishing at infinity, it is convenient to use the solution of (7.25)

$$
x^{-a} \, _2F_1(a, a - c + 1; a - b + 1; 1/x) \quad \text{with} \quad x = \frac{1 - iz}{2}. \quad (7.39)
$$

Setting $2\tilde{\Lambda} = \epsilon q + q^2/4$, we get

$$
a = 2(a - c + 1) = a - b + 1 = 1 + q + 2\epsilon. \quad (7.40)
$$

We recognize the function $\Phi^R_q(z) \propto x^{-a} (1 - 1/x)^{-a/2}$. Thus, $\Phi^R_q(z) \propto x^{-a} (1 - 1/x)^{-a/2} \propto (1 + z^2)^{-a/2}$ vanishes for $z \to \pm \infty$. We conclude that the exact solution of the spectral problem (7.29) (for $\bar{w} = 0$) is

$$
\Phi^R_q(z) = A_q \left(1 + \frac{1}{2}\frac{q^2}{\epsilon} - \frac{q^2}{2}\right) \propto A_q \left(1 + z^2\right)^{-\frac{1}{2} + 2\bar{w} - \frac{q^2}{2}} \quad (7.41)
$$

with

$$
\tilde{\Lambda}(q) = \frac{1}{2} \left(q\epsilon + \frac{q^2}{4}\right) = -q \bar{w} + \frac{q^2}{8}. \quad (7.42)
$$

(this result coincides with Eq. 8.25 of [34], which was obtained by a direct study of the diffusion in the hyperbolic plane). The constant $A_q$ is a normalisation (for $q = 0$, we have $\int \Phi^R_0 = \int f = 1$ and thus $A_0 = B(1/2, \epsilon)^{-1}$, where $B(x, y)$ is the Euler beta function). The GLE is quadratic and we have simply recovered the two leading terms given by the perturbative approach. Thus, we have found that, for products of matrices of the form $M_n = A_n N_n$, in the continuum limit the distribution of $\ln ||\Pi_n x_0||$ is exactly Gaussian: this is a rather unusual feature and large deviations are in general non-Gaussian (see for example the discussion of large deviations for the Halperin model in Ref. [52], or Sect. 7.2).

**Remark:** Equation (7.42) is a particular instance of the general formula for the GLE of matrices $M_n = A(w_n)N(w_n)$:

$$
\tilde{\Lambda}(q) = \ln \{e^{\pm q w_n}\} \quad \text{where} \quad \pm = \text{sign}(\bar{w}), \quad (7.43)
$$

valid beyond the continuum limit for $\bar{w} \neq 0$. This formula can be proven by making use of the upper triangular form of the matrices.\(^{14}\) In this case, the GLE is independent of the randomness on the $N$ part.

### 8 Conclusion

In this article we have studied the cumulant generating function for the logarithm of products of random matrices of the group $\text{SL}(2, \mathbb{R})$:

$$
Q_n(z_0; q) = ||\Pi_n x_0||^q = \left\{e^{-\frac{q}{2} \sum_{i=1}^n \sigma(M_i, z_{i-1})}\right\}, \quad (8.1)
$$

\(^{14}\)Note that for $\bar{w} > 0$, the invariant density is trivial as the inverse of the Riccati variable is distributed according to a delta function. For $\bar{w} < 0$, the invariant density is a non-trivial distribution, as we have seen above in the continuum limit, Eq. (7.33).
Fluctuations of the Product of Random Matrices…

Table 2  Summary of the different cases studied with the appropriate transformations

| Matrices            | Distribution                  | Jacobian | Transform | Sections |
|---------------------|-------------------------------|----------|-----------|----------|
| $K(\theta)N(u)$     | $\theta$: exponential & $u$: arbitrary | $J = J_N$ | Fourier   | 3.5, 4.1, 5.1 |
|                     | $\theta, u: \ll 1, $ Gaussian | $J = J_N$ | No        | 7.2      |
| $\tilde{K}(\theta)N(u)$ | $\theta$: exponential & $u$: arbitrary | $J = J_N$ | Fourier   | 4.1, 5.1.4 |
|                     | $\theta, u: \ll 1, $ Gaussian | $J = J_N$ | No        | 7.2      |
| $\tilde{K}(\theta)A(w)$ | $\theta$: exponential & $w$: arbitrary | $J = J_A$ | Mellin    | 3.6, 4.2, 5.2 |
|                     | $\theta, w: \ll 1, $ Gaussian | $J = J_A$ | No        | 7.3      |
| $K(\theta)A(w)N(u)$ | $\theta, w, u: \ll 1, $ Gaussian | $J = J_N$ | No        | 7.1      |
| $A(w)N(u)$          | $w, u: \ll 1, $ Gaussian      | $J = J_N$ | No        | 7.4      |

The case of small parameters ($\theta, w, u: \ll 1$) corresponds to the continuum limit

where $\sigma(M, z)$ is the additive cocycle (2.30) and $\{z_i\}$ the random sequence (2.13). Following Tutubalin [106], we have shown how ideas from group theory can be used to complete this program, which has led us to introduce a family of representations of the group with multipliers, each family being labeled by the parameter $q$

$$ [\mathcal{F}_M(q) f](z) = e^{\frac{q}{2} \sigma(M^{-1}, z)} \frac{dM^{-1}(z)}{dz} f(M^{-1}(z)). \quad (8.2) $$

The average $\langle \mathcal{F}_M(q) \rangle_M = \mathcal{F}(q)$ plays the same role as the exponential of the differential operator $\mathcal{G}_z + q \phi(z)$ in the example at the end of Sect. 1. As a result, the generalized Lyapunov exponent (GLE) $\tilde{\Lambda}(q)$ of the random matrix product can be obtained by solving the spectral problem (3.24). We have emphasized that the spectral problem is independent of the choice of Jacobian (multiplier), which corresponds to choose different realizations, for the same representation (same $q$). This can be used to simplify the spectral problem through the transformation (3.23), by an appropriate choice. We have illustrated the concepts and methods on specific cases of random matrices motivated by the theory of Anderson localisation. Furthermore, we have concentrated ourselves on products of random transfer matrices for the Schrödinger equation with a random potential. In this context, we have derived new formulae for the variance of the logarithm of the random matrix product (RMP), Eqs. (5.24) and (6.23). We have also discussed the continuum limit of random matrix products: then the spectral problem involves a differential operator, Eq. (7.10) or (7.12), which has allowed us to make some progresses.

Table 2 gives an overview of the different cases discussed.

This study opens several challenging problems.

(i) The perturbative approach has been successfully applied to the spectral problem (1.14) for matrices of type $KN$ or $\tilde{K}N$ in Sects. 5.1, 6 and 7.2. This has led to a general formula for the variance, Eq. (5.24) or Eq. (6.23) (the latter simplifies the multiple integrals representations of Refs. [90,92]). An interesting question would be to extend such formulae to other types of matrices; of specific interest is the case of matrices of type $KA$ or $\tilde{K}A$ which have been widely studied and for which formulae involving multiple integrals have been obtained in Ref. [90] in the continuum limit. The goal would be to derive an alternative (more simple and more general) formula, as we did here for matrices $KN$.

(ii) The search for compact formulae for the variance of the logarithm of the RMP also suggests to investigate other models: in particular, group theoretical considerations could
help identifying new interesting solvable cases, which is always of great interest given
the relative scarcity of solvable disordered models. We stress that, here, we have only
considered models involving pairs of matrices of the Iwasawa decomposition: $KN$, $KA$, or $AN$ (note that only the third case corresponds to a two-parameter subgroup). Identifying a solvable case involving the three matrices together still seems extremely challenging (the mixed models studied in [58,61,103] could be good candidates).

Another possibility could be to consider the case where the three parameters have exponential distributions: then the spectral problem (3.24) takes the form of a third order differential equation

$$
[1 - \bar{u} \mathcal{D}_N(q)] [1 - \bar{w} \mathcal{D}_A(q)] [1 - \bar{\theta} \mathcal{D}_K(q)] \Phi^R_q(z) = \lambda(q) \Phi^R_q(z)
$$

(note that one $q$-dependence among the three generators might be removed by appropriate choice of the Jacobian $J$).

(iii) In Ref. [34], a classification of the possible solutions for the Lyapunov exponent for RMP in the continuum limit was possible through a Hilbert transform. An open question is to provide such a general analysis of Eq. (7.10) or Eq. (7.12).

(iv) The perturbative approach was carried out up to second order and has led to the two first cumulants of the logarithm of the RMP. Only very few analytical results are available for higher cumulants: the third and fourth cumulants for the Schrödinger equation [92], the third cumulant for the lattice model with Cauchy disorder [105] and the high energy behaviour of all cumulants for power law disorder [101]. The study of higher cumulants would certainly be of interest.

(v) In Sect. 7.4, we have studied products of random matrices of type $AN$, for which the spectral problem is exactly solvable. It would be interesting to clarify whether the fact that $AN$ forms a two-parameter subgroup is related to the existence of simple solutions in terms of hypergeometric functions, or not. Our analysis has led to a quadratic GLE, i.e. purely Gaussian fluctuations, a rather unusual feature [this comes from the fact that the GLE is somehow trivial in this case, cf. Eq. (7.43)]. Identifying another model leading to some analytic expression of the GLE, with non-Gaussian large deviations, seems extremely challenging.

(vi) In the paper, the emphasis was put on the $q \to 0$ expansion of the GLE $\tilde{\Lambda}(q)$ and $\Lambda(q)$, with the main motivation being in the characterization of the variance of the logarithm of the RMP, i.e. in typical fluctuations. Besides the intrinsic interest for atypical fluctuations, the GLE of the Schrödinger equation with Gaussian white noise potential (related to products of matrices $KN$ or $\tilde{K}N$ in the continuum limit) was recently shown to control the number of equilibria of a polymer in a random medium [52]. In this study, the relevant quantity is $\Lambda(1)$. In Ref. [52], the analysis of the spectral problem has revealed some remarkable features, which has played a crucial role: the vanishing of all perturbative contributions (in the disorder) for $q = 1$, whereas it was demonstrated that $\Lambda(2n)$ is purely analytic in the disorder strength. This observation seems to be related to the resurgent expansions discussed in Ref. [65] for a similar spectral problem (see Ref. [67] for more references on resurgent series). This point requires a better understanding and to clarify whether these features are accidental, related to the specific model, or more generic within the study of GLE, and unveil their group theory interpretation.

(vii) A symmetry of the GLE: Finally, let us raise some questions in relation with a remarkable symmetry relation for the GLE [108], which relies on the symplectic nature of the
A group of $2m \times 2m$ real matrices is symplectic if matrices satisfy $M^T J M = J$ where $J = i \sigma_2 \otimes I_m$. It follows that the $2m$ eigenvalues come by pairs $\text{Spec}(M) = \{\lambda_1, \ldots, \lambda_m, \lambda_1^{-1}, \ldots, \lambda_m^{-1}\}$.

For $2m \times 2m$ symplectic real matrices, Vanneste has obtained [108] $\widetilde{\Lambda}(q) = \widetilde{\Lambda}(-2m - q)$.
Fig. 6 Action of matrices $M = N(\theta)^T N(u)$ on an initial unit vector. Parameters are exponentially distributed with $\bar{\theta} = \bar{u} = 0.1$ (left). The figure on the right corresponds to $\theta = -u = -0.1$, which is equivalent to consider $[N(\theta)^T]^{-1} N(u)^{-1}$ for positive coefficients.

Fig. 7 Action of matrices $M = N(\theta)^T N(u)$ for weights with Gaussian distribution for variances $D_{\theta \theta} = D_{uu} = 0.1$ and means $\bar{\theta} = -\bar{u} = 0.1$ (left). The figure on the right shows the action of the inverse matrices. By changing the sign of the means, one has reversed the current around the origin.

i.e. relates the asymptotic behaviours of the distribution of the norm of the matrix product for $||\Pi_N|| \to 0$ and $||\Pi_N|| \to \infty$. To close the discussion, one can make few remarks on the case of matrices $M = N(\theta)^T N(u)$: depending on the choice for the distribution of parameters, the symmetry holds or not. We first consider the case where the two random parameters are positive (this is equivalent to the case considered by Sturman and Thiffeault [98]) and compare the action of a sequence of random matrices $M = N(\theta)^T N(u)$ and $M^{-1} = N(-u) N(-\theta)^T$ on an initial unit vector: the results are represented on the two plots of Fig 6. The fact that the parameters have a fixed sign generates a drift and the vector can never come back in the vicinity of the origin. The comparison of the two figures also shows that the support of the distribution $f(z)$ of the Riccati variable $z = x/y$ is not the same in the two cases (the support is in $\mathbb{R}^+$ for
\( \bar{\theta} = \bar{\mu} > 0 \), while it is in \( \mathbb{R}^- \) for \( \bar{\theta} = \bar{\mu} < 0 \). This suggests that the eigenvectors of the two operators \( \langle T_M(q) \rangle \) and \( \langle T_M^{-1}(q) \rangle \) belong to different functional spaces. On the contrary, considering \( \theta \) and \( u \) with random signs (corresponding to the case studied by Vanneste [108]) allows for a better exploration of the plane under the action of sequences of matrices \( M \) or \( M^{-1} \) (see Fig. 7). In this case, the support of the distribution \( f(z) \) is \( \mathbb{R} \), both for matrices \( M \) or \( M^{-1} \).

Further investigations for the conditions of validity of the relation (8.5) are however required.

(viii) Finally, the most challenging issue is the study of the GLE for other groups of matrices. Here, the one dimensional nature of the projective space has been used early in the exposition. The article [36] gives some hint on how some of the ideas presented here can be extended to study the more general case.
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**A Representation with Multipliers: Another Convention**

In this appendix, the connection is made with the convention of Ref. [36] for the construction of the representation with multipliers. This second convention, used in the mathematical literature, is probably more appropriate for generalization to groups of matrices of larger dimensions.

The starting point is to introduce the adjoint of the transfer operator, with same definition as in the paper,

\[
\left[ \mathcal{T}_M^\dagger(q) \psi \right](z) \overset{\text{def}}{=} J^{-q/2}(M, z) \psi(M(z)).
\]  

(A.1)

We now define the scalar product as

\[
\left( \psi | \bar{f} \right) \overset{\text{def}}{=} \int dz \rho(z) \psi(z)^* \bar{f}(z).
\]  

(A.2)

The relation with the scalar product (2.61) can be simply established by writing

\[
\left( \psi | \bar{f} \right) = \left( \psi | f \right) \quad \text{with} \quad f(z) = \rho(z) \bar{f}(z).
\]  

(A.3)

With this new scalar product in hand, we can obtain the new transfer operator as follows

\[
\left( \mathcal{T}_M^\dagger(q) \psi | \bar{f} \right) = \int dy \rho(y) J^{-q/2}(M, y) \psi(M(y))^* \bar{f}(y)
\]

\[
= \int dz \rho(M^{-1}(z)) \frac{dM^{-1}(z)}{dz} J^{-q/2}(M, M^{-1}(z)) \psi(z)^* \bar{f}(M^{-1}(z))
\]

\[
= \left( \psi | \mathcal{T}_M(q) \bar{f} \right)
\]  

(A.4)
with
\[
\left[ \tilde{T}_M(q) f \right](z) = J^{1+q/2}(M^{-1}, z) f(M^{-1}(z)).
\]
(A.5)

From (A.3), we see that the two representations (2.41,A.5) are related by
\[
\frac{1}{\rho(z)} \mathcal{T}_M(q) \rho(z) = \tilde{T}_M(q).
\]
(A.6)

Contrary to \( \mathcal{T}_M = \mathcal{T}_M(q = 0) \), which preserves the norm \( \int dz f(z) \), the operator \( \tilde{T}_M(q = 0) \) conserves \( \int dz \rho(z) \tilde{f}(z) \): \( \int dz \rho(z) \left[ \tilde{T}_M(0) \tilde{f} \right](z) = \int dz \rho(z) \tilde{f}(z) \). This is one of the reasons why we have preferred the representation (2.41) in the paper.

Finally, note that the transfer operators (A.5) are related to infinitesimal generators of the form
\[
\tilde{D}_i(q) = \frac{1}{\rho(z)} D_i(q) \rho(z) = g_i(z) \frac{d}{dz} + (q + 2) h_i(z) \quad \text{for } i \in \{K, A, N\}.
\]
(A.7)

It is also easy to check that they realise the Lie algebra of \( \text{SL}(2, \mathbb{R}) \) and that they are adjoint to the infinitesimal generators (2.69), with respect with the scalar product (A.2).

## B Irreducible Representations of \( \text{SL}(2, \mathbb{R}) \)

We recall basic properties of the representation theory of real unimodular matrices, taken from the monograph [53]. For \( M \in \text{SL}(2, \mathbb{R}) \), let us start with the group action in the space \( \mathcal{F}(\mathbb{R}^2) \) of infinitely differentiable functions defined in the plane
\[
(T_M F)(x) \overset{\text{def}}{=} F(M^{-1} \cdot x)
\]
(B.1)

Classification of the irreducible representations of the group requires to identify the smallest proper invariant subspaces of functions. For this purpose, homogeneous functions play an important role. A function satisfying the property
\[
F(\lambda x) = (\text{sign}(\lambda))^{1-\epsilon} |\lambda|^{-\eta} F(x) \quad \forall \lambda \in \mathbb{R}
\]
(B.2)
is called a homogeneous function of degree \( \eta \in \mathbb{C} \), where \( \epsilon \in \{+1, -1\} \) defines even and odd sectors. We denote by \( \mathcal{E}_\eta^+ \) the space of homogeneous functions of degree \( \eta \) with even parity, and \( \mathcal{E}_\eta^- \) with odd parity. Clearly, the property (B.2) is preserved by the transformation (B.1), hence we have identified subspaces of \( \mathcal{F}(\mathbb{R}^2) \) invariant under the action of the group. The space \( \mathcal{E}_\eta^\pm \) for noninteger \( \eta \) is known to generate an irreducible representation of \( \text{SL}(2, \mathbb{R}) \) [53].

A key observation is that each homogeneous function of given parity is uniquely determined by its value on the projective line: for any \( F \in \mathcal{E}_\eta^+ \), we have \( F(x, y) = |y|^{-\eta} F(x/y, 1) = |x|^{-\eta} F(1, y/x) \), hence each homogeneous function of degree \( \eta \) can be represented by an infinitely differentiable function defined on the projective line
\[
f(z) = F(z, 1) = |z|^{-\eta} F(1, 1/z).
\]
(B.3)

This shows that, on the projective line, the elements of \( \mathcal{E}_\eta^+ \) are represented by functions such that the two limits
\[
\lim_{z \to -\infty} (-z)^\eta f(z) \quad \text{and} \quad \lim_{z \to +\infty} z^\eta f(z)
\]
exist and are equal.
(B.4)
In order to apply these considerations to our case we must relate the degree of the representation to the parameter $q$. Given a matrix (2.1), we consider the transformation $	ilde{f} = \mathcal{T}_M(q)f$ defined by (2.41). It is straightforward to get the asymptotic behaviour

$$
\tilde{f}(z) \sim \begin{cases} 
\left(\frac{\sqrt{\rho(-d/c)}}{|c|}\right)^q \frac{f(-d/c)}{c^2} \frac{1}{z^2|z|\sqrt{\rho(z)}|q|} & \text{for } c \neq 0 \\
|a|^{-2-q} \left(\frac{\rho(z/a^2)}{\rho(z)}\right)^{q/2} f(z/a^2) & \text{for } c = 0
\end{cases}
(B.5)
$$

In the paper, we have considered Jacobians involving symmetric densities $\rho(z) = \rho(-z)$ with power law tail $\rho(z) \sim |z|^{-2\omega}$ where

$$
\begin{cases} 
\omega = 0 & \text{for } \rho_N \\
\omega = 1/2 & \text{for } \rho_A \\
\omega = 1 & \text{for } \rho_K
\end{cases}
(B.6)
$$

It is now clear from (B.5) that the operators $\mathcal{T}_M(q)$ preserve the property (B.4), hence these operators form an irreducible representation of the unimodular group of degree

$$
\eta = 2 + (1 - \omega)q.
(B.7)
$$

For example, for the choice of Jacobian $J = J_N$, we have simply $\eta = 2 + q$ (Sect. 3.5). For $J = J_A$, we have $\eta = 2 + q/2$ (Sect. 3.6).

A remark:

- the case $c = 0$ corresponds to the subgroup of matrices $AN$. As it is clear from (B.5), the exponent $\eta$ cannot be related to $q$ in this case.

### B.1 Eigenvectors of the Casimir Operator and $\mathcal{D}_K(q)$

Irreducible representations of SL(2, $\mathbb{R}$) can also be analysed by the algebraic method, as it well known for SU(2). For this purpose, we find more convenient to consider the decomposition of the group in terms of matrices of the subgroups $K$, $\overline{K}$ and $A$, i.e. as $M = K(\theta)\overline{K}(\varphi)A(w)$, according to the notations of Sect. 2. With this choice, the three infinitesimal generators obey the algebra

$$
[\Gamma_K, \Gamma_K] = 2\Gamma_A, \quad [\Gamma_K, \Gamma_A] = -2\Gamma_K, \quad [\Gamma_K, \Gamma_A] = -2\Gamma_K,
(B.8)
$$

which is the usual form for the Lie algebra of SO(2, 1), the Lorentz group in 2 + 1 dimensions, studied by Bargmann [10] (this is also the Lie algebra for SU(1, 1) as expected, cf. [32]).

The connection to the Lorentz group makes easy to identify the Casimir operator as

$$
\mathcal{C} = -\mathcal{D}_K(q)^2 + \mathcal{D}_{\overline{K}}(q)^2 + \mathcal{D}_A(q)^2 = q(q + 2),
(B.9)
$$

where we have used the expressions (2.46) derived in Sect. 2.5.1. This makes clear that irreducible representations are classified by the index $q$ (this is similar to the Bargmann index). This explains the origin of the symmetry $q \leftrightarrow -q - 2$ discussed in Sect. 8.

Note that Bargmann has considered irreducible unitary representations, while the representations of interest here are non-unitary.
Irreducible representations can be further characterised by diagonalization of one of the generator. We consider the operator \( \mathcal{D}_K(q) = \frac{d}{dz}(1 + z^2) + q \cotan \theta \), acting on functions \( \phi(z) \) defined on the projective line. We have chosen here the measure \( \rho = \rho_N \).

In a first step, it is more clear to map the projective line on the half circle, \( z = \cotan \theta \). Correspondingly, we introduce the transformed operator

\[
\mathcal{B}_K(q) = \frac{dz}{d\theta} \mathcal{D}_K(q) \frac{d\theta}{dz} = -\frac{d}{d\theta} + q \cotan \theta
\]  

acting on periodic functions \( \psi(\theta) = \psi(\theta + \pi) \) (the projective space is the space of directions, hence the period \( \pi \)). Here, \( \phi(z) \) and \( \psi(\theta) \) play the same role as densities, related by \( \phi(z) \, dz = \psi(\theta) \, d\theta \). It is now straightforward to get the eigenvector of \( \mathcal{B}_K(q) \):

\[
\psi_n^R(\theta) = \frac{1}{\sqrt{\pi}} e^{2in\theta} (\sin \theta)^q \quad \text{for eigenvalue} \quad \lambda_n = -2in, \quad \text{with} \quad n \in \mathbb{Z}.
\]  

Similarly, it is instructive to derive the eigenvector of the adjoint operator \( \mathcal{B}_K^*(q) = \frac{d}{d\theta} + q^* \cotan \theta \) (we consider \( q \in \mathbb{C} \) in this paragraph):

\[
\psi_n^L(\theta) = \frac{1}{\sqrt{\pi}} e^{2in\theta} (\sin \theta)^{-q^*}.
\]  

The orthonormalisation reads \( \int_0^\pi d\theta \, \psi_n^L(\theta)^* \psi_m^R(\theta) = \delta_{n,m} \).

We now come back on the projective line. The right and left eigenvectors of \( \mathcal{D}_K(q) \) are \( \phi_n^R(z) = \psi_n^R(\theta) \frac{dz}{d\theta} \) and \( \phi_n^L(z) = \psi_n^L(\theta) \):

\[
\phi_n^R(z) = \frac{1}{\sqrt{\pi}} \left( \frac{z+i}{z-i} \right)^n (1 + z^2)^{-1-q/2} \quad \text{and} \quad \phi_n^L(z) = \frac{1}{\sqrt{\pi}} \left( \frac{z+i}{z-i} \right)^n (1 + z^2)^{q^*/2}
\]  

for eigenvalue \( \lambda_n = -2in \). They satisfy the orthonormalisation condition

\[
\int_{\mathbb{R}} dz \, \phi_n^L(z)^* \phi_m^R(z) = \delta_{n,m}.
\]  

The vectors \( \phi_n^R(z) \), which are labelled by the two numbers \( (q, n) \), play the same role as spherical harmonics for the group SO(3).

To complete the analysis we introduce the ladder operators

\[
\mathcal{D}_\pm(q) = \mathcal{D}_K(q) \pm i \mathcal{D}_A(q) = \pm i \left( \frac{d}{dz}(z \pm i)^2 + q (z \pm i) \right).
\]  

In summary we have

\[
\mathcal{D}_K(q) \phi_n^R(z) = -2in \phi_n^R(z) \quad \text{(B.16)}
\]

\[
\mathcal{D}_\pm(q) \phi_n^R(z) = -2 \left( n \pm \frac{q + 2}{2} \right) \phi_{n \pm 1}^R(z). \quad \text{(B.17)}
\]

Starting from the vector \( \phi_n^R(z) \), the ladder operators allow to construct an infinite number of eigenvectors of \( \mathcal{D}_K(q) \), hence the irreducible representation has an infinite dimension, unless \( (q + 2)/2 = -N \) is a negative integer, leading to only \( 2N + 1 \) vectors, i.e. irreducible representation of finite dimension.

More can be found about group theoretical aspects of the problem in Ref. [36].
C Boundary Conditions for the Spectral Problems (3.33) and (6.17): Frisch–Lloyd Case (Matrices $KN$ or $\tilde{KN}$)

C.1 Behaviour of $\hat{\Phi}_q^R(s)$ for $s \to 0$

Let us discuss the $s \to 0^+$ behaviour of the solution of Eq. (6.17) (the analysis for Eq. (3.33) is similar). We expect that the solution presents analytic terms in $s$ and also non analytic terms. Assume that the first terms of the $s \to 0$ expansion are $\hat{\Phi}_q^R(s) \simeq 1 + c s + \omega s^{a+1}$. Injecting this expansion in (6.17) and assuming $L(s) \sim s$ for $s \to 0$ (i.e. finite first moment of the weight $\nu_n$), we obtain $-i \omega a (a + 1) s^a + O(s) = \Lambda(q) - i q (c + \omega (a + 1) s^a) + O(s)$, thus $c = -i \Lambda(q)/q$ and $a = q$. Hence we conclude that

$$\hat{\Phi}_q^R(s) \simeq 1 - \frac{i \Lambda(q)}{q} s + \omega q |s|^{q+1} + O(s^2) \quad \text{(C.1)}$$

(these are the first terms when $0 \leq q < 1$). The crucial point is that $\omega q$ is real as we now discuss. The $s \to 0$ behaviour of the Fourier transform selects the asymptotic behaviour (3.35): writing

$$\hat{\Phi}_q^R(s) = \int \mathrm{d}z \Phi_q^R(z) - \int \mathrm{d}z \Phi_q^R(z) \left(1 - e^{-iz} \right) \quad \text{(C.2)}$$

$$\simeq_{s \to 0} \int \mathrm{d}z \Phi_q^R(z) - 2A_q \Gamma(-1 - q) \sin \left(\frac{\pi q}{2}\right) |s|^{q+1} + \text{regular terms.} \quad \text{(C.3)}$$

The coefficient controlling the power law tail (3.35), is proportional to $\omega q$ controlling the non analytic behaviour in (C.1): $\omega_q = -2 \Gamma(-1 - q) \sin \left(\frac{\pi q}{2}\right) A_q$. Hence $\omega q$ is real.

For $q \to 0$, we get $\omega_0 = -\pi A_0 = -\pi N$, where $N$ is the integrated DoS of the disordered model. Thus (3.35) corresponds with the well-known expansion of the Fourier transform of the invariant density (see [58] and references therein) $\hat{f}(s) = \hat{\Phi}_0^R(s) = 1 - \pi N |s| - i \gamma_1 s + O(s^2)$, as it should.

C.2 Expansion in Powers of $q$

Let us discuss the consequences for the $s \to 0$ behaviour of the functions in the expansion (5.2). The term $O(q^n)$ of (C.1) has the form

$$\hat{R}_n(s) \simeq_{s \to 0} |s| \sum_{m=0}^n \beta_{n,m} \ln^m |s| + \text{regular terms.} \quad \text{(C.4)}$$

The coefficients $\beta_{n,m}$ are real since $\omega_q$ is real. In particular, since $\omega_0 = -\pi N$, we find $\beta_{n,n} = -\pi N/n!$. Let us apply these considerations to $\hat{R}_1(s)$ and $\hat{R}_2(s)$. We find

$$\hat{R}_1'(s) \simeq_{s \to 0} -\frac{\beta_{1,1}}{|s|} + 2 \beta_{1,0} \delta(s) + \text{regular terms} \quad \text{(C.5)}$$

so that $\hat{R}_1'(s) \simeq i \beta_{1,1} \text{sign}(s)$ for $s \to 0$; this shows that $\text{Re}[i s \hat{R}_1'(s)] \to 0$ in this limit.

We have also

$$\hat{R}_2'(s) \simeq_{s \to 0} 2 \beta_{2,2} \frac{\ln |s| + 1}{|s|} + \frac{\beta_{2,1}}{|s|} + 2 \beta_{2,0} \delta(s) + \text{regular terms} \quad \text{(C.6)}$$
As a result, is \( \hat{R}_2''(s) \) is logarithmically divergent for \( s \to 0 \), however \( \text{Re}[i s \hat{R}_2''(s)] \to 0 \). These remarks were used in Sects. 5.1 and 6.

D The Distribution Pf(1/|x|)

Consider a regular function \( \psi(x) \), decaying at infinity. We define the distribution Pf(1/|x|) as

\[
\int_{-\infty}^{+\infty} \frac{dx}{|x|} \psi(x) \overset{\text{def}}{=} \lim_{\epsilon \to 0^+} \left[ \left( \int_{-\infty}^{-\epsilon} + \int_{+\epsilon}^{+\infty} \right) \frac{\psi(x)}{|x|} + 2 \psi(0) \ln \epsilon \right],
\]

in the same spirit as Hadamard’s regularization of the integral \( \int dx \frac{\psi(x)}{x^2} \). Equivalently, using \( \left( \int_{-1}^{-\epsilon} + \int_{\epsilon}^{1} \right) dx/|x| = -2 \ln \epsilon \), we can avoid the regulator and define the distribution as

\[
\int_{-\infty}^{+\infty} \frac{dx}{|x|} \psi(x) \overset{\text{def}}{=} \left( \int_{-\infty}^{-1} + \int_{1}^{+\infty} \right) \frac{\psi(x)}{|x|} + \int_{-1}^{1} dx \frac{\psi(x) - \psi(0)}{|x|}. \tag{D.2}
\]

We can check two useful properties:

\[
[\text{sign}(x) \ln |x|]' = \text{Pf} \frac{1}{|x|} \quad \text{and} \quad [\ln |x| - 1]' = \text{Pf} \frac{1}{|x|}. \tag{D.3}
\]

where derivation is understood here in the distributional sense.

Application: The distribution can be used in order to write the solution of the equation

\[
\left( -\frac{d^2}{dx^2} + k^2 \right) \varphi(x) = \frac{1}{|x|}, \tag{D.4}
\]

which is a simplified version of Eq. (5.16). The solution is expected to be continuous at \( x = 0 \), but non differentiable as \( \varphi(x) \simeq \varphi(0) - |x| (\ln |x| - 1) \) for \( x \to 0 \). The finite part allows to write the solution under the integral form

\[
\varphi(x) = \int_{-\infty}^{+\infty} dy \ G(x - y) \text{Pf} \frac{1}{|y|} \quad \text{for} \ x \neq 0, \tag{D.5}
\]

where \( G(x) = (2k)^{-1} e^{-k|x|} \) is the Green’s function. The integral is well defined thanks to the finite part.

E Continuum Limit of the Frisch–Lloyd Model: The Halperin Model

The disordered model (1.7) for a Gaussian white noise potential \( \langle V(x)V(x') \rangle = \sigma \delta(x-x') \) corresponds to the so-called Halperin model [62,69]. It can be recovered from the impurity models in two different manners. As discussed in Sect. 7.2, the continuum limit for fixed angles (regular lattice of impurities) leads to the Halperin model. The high impurity density limit of the Frisch–Lloyd model, \( \rho \to \infty \), with \( \nu_n \to 0 \), also leads to the Halperin model (this limit was already studied by Frisch and Lloyd in [48]). The Halperin model has been extensively studied in the literature. In particular the fluctuations have been analysed in [90,92] and the generalized Lyapunov exponent in [52]. Hence it is a good case to benchmark the method of the present article. In this appendix, we establish the correspondence.
with the equations studied in these papers. Considering the limit \( \rho \to \infty \) and \( \nu_n \to 0 \) in Eqs. (3.33,6.15), keeping \( \rho \langle \nu_n \rangle = 0 \) and \( \rho \langle \nu_n^2 \rangle = \sigma \) fixed, leads to

\[
\left[ \mathcal{G}^\dagger + q \, z \right] \Phi_0^R(z) = \Lambda(q) \, \Phi_0^R(z) \quad \text{where} \quad \mathcal{G}^\dagger = \frac{\sigma}{2} \frac{d^2}{dz^2} + \frac{d}{dz} (E + z^2)
\]  

(E.1)

is the (forward) generator of the diffusion for the Riccati variable \( z(x) \). In the paper, we have considered the spectral problem (3.24) for \( \Phi \).

We expand the vector as

\[
\Phi_0^R(z) = \sum_{m=2}^{\infty} \frac{\gamma_m}{m!} R_{n-m}(z).
\]

(E.2)

In order to get \( \gamma_1 \), one can integrate the perturbation equation at order \( q^1 \):

\[
\lim_{x \to \infty} \int_{-x}^{+x} dz \left[ \mathcal{G}^\dagger R_1(z) + (z - \gamma_1) R_0(z) \right] = 0
\]

(E.3)

thus, using the normalisation \( \int R_0 = \int f = 1 \),

\[
\gamma_1 = \int dz \, z \, R_0(z) = \frac{\int dz \, \left( R_0(z) - R_0(-z) \right)}{2} = i \frac{\hat{R}_0(0^+) + \hat{R}_0(0^-)}{2}
\]

(E.4)

where the principal part is important as \( \mathcal{G}^\dagger R_1(z) \sim z \, R_0(z) \sim \mathcal{N}/z \) at infinity. This corresponds to (6.19). Similarly, starting from the equation at order \( q^2 \), \( \mathcal{G}^\dagger R_2(z) = (\gamma_1 - z) R_1(z) + (1/2) \gamma_2 f(z) \), we integrate and get \( 0 = \int dz \, (\gamma_1 - z) \, R_1(z) + \gamma_2/2 \) (note that \( R_2(z) \sim \ln^2 |z|/z^2 \) for \( z \to \infty \), cf. Appendix C, hence the importance of the principal part). This leads to

\[
\gamma_2 = \lim_{s \to 0} i \left[ \hat{R}_1'(s) + \hat{R}_1'(-s) \right] - 2 \gamma_1 \hat{R}_1(0)
\]

(E.5)

or more conveniently (6.21). The final result is given in the text, Eq. (6.23) where \( \hat{f}(s) = \varphi(s)/\varphi(0) \) is given by (5.7).

The adjoint spectral problem.— In the paper, we have considered the spectral problem (3.24) for \( \Phi_0^R(z) \). We can equivalently work with the adjoint problem, which here takes the form

\[
[\mathcal{G} + q \, z] \Phi_0^L(z) = \Lambda(q) \, \Phi_0^L(z) \quad \text{where} \quad \mathcal{G} = \frac{\sigma}{2} \frac{d^2}{dz^2} - (E + z^2) \frac{d}{dz}.
\]

(E.6)

We expand the vector as \( \Phi_0^L(z) = \sum_{n=0}^{\infty} q^n L_n(z) \) with \( L_0(z) = 1 \). In particular, at order \( q^1 \) we get

\[
\mathcal{G} L_1(z) = \gamma_1 - z.
\]

(E.7)

Multiplication by \( f(z) \) and integration gives \( \gamma_1 = \int dz \, f(z) \, z \) (using \( \int dz \, f(z) \, [\mathcal{G} L_1(z)] = \int dz \, [\mathcal{G}^\dagger f(z)] L_1(z) = 0 \)). Similarly, imposing the condition \( \int dz \, L_1(z) \, f(z) = 0 \), we get \( \gamma_2 = \int dz \, L_1(z) \, f(z) \). This is analogous to the general discussion for functionals of stochastic processes provided in Sect. 1.
F Phase Formalism for the Frisch–Lloyd Model

The Frisch–Lloyd model for impurities at random positions can be conveniently studied with the phase formalism of Refs. [7,69]. This allows to derive some simple asymptotic behaviours. Furthermore, we can obtain approximate formulae beyond the perturbative regime.

F.1 Phase Formalism

The starting point is to parametrize the wave function as
\[ \psi(x) = e^{\xi(x)} \sin \theta(x) \]
and
\[ \psi'(x) = k e^{\xi(x)} \cos \theta(x) \]
for \( E = +k^2 \). The two variables obey the differential equations
\[ \theta'(x) = k - \frac{V(x)/k}{2} \sin^2 \theta \]
and
\[ \xi'(x) = \frac{V(x)/(2k)}{2} \sin 2\theta \]. The Lyapunov exponent and the variance can be obtained by studying the drift and the diffusion constant of the process \( \xi(x) \), corresponding roughly to \( \ln |\psi(x)| \) (cf. remark in [32, p. 442]). This process is constant between two impurities, and make a jump of \[ \Delta \xi_n = \xi(x_n^+) - \xi(x_n^-) = \frac{1}{2} \ln \left( 1 + \frac{v_n}{k} \sin 2\theta_n - \frac{v_n^2}{k^2} \sin^2 \theta_n \right) \] through the impurity \( n \). In the \( k \gg \rho \) limit, we can assume that the phase \( \theta_n^- = \theta(x_n^-) = k\ell_n + \theta(x_n^+) \) modulo \( \pi \) is uniformly distributed over \([0, \pi]\). As a consequence, the increments (F.1) are independent and one can easily compute their moments. Using the independence assumption, we conclude that \( \xi(x) \) is a compound Poisson process
\[ \xi(x) = \sum_{n=1}^{N(x)} \Delta \xi_n, \] (F.2)
where \( N(x) \) is a Poisson process of intensity \( \rho \). The drift and the diffusion constant are
\[ \gamma_1 = \lim_{x \to \infty} \frac{\langle \xi(x) \rangle}{x} \approx \rho \langle \Delta \xi_n \rangle \quad \text{and} \quad \gamma_2 = \lim_{x \to \infty} \frac{\text{Var}(\xi(x))}{x} \approx \rho \langle \Delta \xi_n^2 \rangle \] (F.3)
(note that the diffusion constant involves the second moment of the increment due to the fact that the number of impurities fluctuates in a fixed interval \([0, x]\); if the number of impurities would be constant in the interval, \( \gamma_2 \) would involve the variance of \( \Delta \xi_n \)).

F.2 Universal (Perturbative) Regime

We first consider the high energy regime \( \rho, v_n \ll k = \sqrt{E} \). In this case we can expand the logarithm in (F.1), and eventually average over the phase. We see that the two moments are equal:
\[ \gamma_1 \approx \gamma_2 \approx \frac{\rho \langle v_n^2 \rangle}{8E} \quad \text{for} \ E \to +\infty, \]
which is the single parameter scaling property (as noticed in [99], this is only true for the leading order term; see also [94]).

F.3 Intermediate Regime for Weak Density

For weak density, in the intermediate (non perturbative) regime \( \rho \ll k \ll v_n \), the phase increment between impurities is \( k\ell_n \gg 1 \), hence we can use that the phase \( \theta_n^- \) is uniformly dis-
tributed (phase randomization). We can also simplify the logarithm as \( \Delta \xi_n \simeq \ln \left| \frac{\gamma}{2k} \sin \frac{\theta_n}{2} \right| \).

Using that \( \int_0^\pi \frac{d\theta}{\pi} \ln \sin \theta = -\ln 2 \) and \( \int_0^\pi \frac{d\theta}{\pi} \ln^2 \sin \theta = \frac{\pi^2}{12} + \ln^2 2 \) we deduce

\[
\gamma_1 \simeq \rho \left( \ln \frac{v_n}{2k} \right) \quad \text{and} \quad \gamma_2 \simeq \rho \left( \frac{\pi^2}{12} + \rho \left( \ln^2 \frac{v_n}{2k} \right) \right),
\]

(F.5)

thus we expect \( \gamma_2 \gg \gamma_1 \). For an exponential distribution of weights \( \text{Prob}(v_n > x) = e^{-x/v} \) we use \( \int_0^\infty \frac{d\theta}{\pi} \ln x e^{-\theta} = -C \) and \( \int_0^\infty d\theta \ln^2 x e^{-\theta} = \frac{\pi^2}{6} + C^2 \), where \( C \simeq 0.577 \) is the Euler-Mascheroni constant. Eventually we deduce (6.27).

**F.4 Large Negative Energy**

For \( E = -k^2 \), the process \( \xi(x) \) is not constant between the impurities, but grows as

\[
\xi(x_{n+1}^-) - \xi(x_n^+) = k \ell_n + \frac{1}{2} \ln \left( \frac{\tan^2(\theta_n^+ + \pi/4) + e^{-4k \ell_n}}{\tan^2(\theta_n^+ + \pi/4) + 1} \right),
\]

(F.6)

where \( \theta_n^+ = \theta(x_n^+) \). One must add this contribution to (F.1). Using that the phase is locked \( \theta_n^- \to \pi/4 \) for \( E \to -\infty \), we can expand the total increment \( \Delta \xi_n = \xi(x_{n+1}^-) - \xi(x_n^-) \) as

\[
\Delta \xi_n = k \ell_n + \frac{v_n}{2k} + O\left( \frac{v_n^2}{k^2} \right) + O\left( e^{-4k \ell_n} \right) \quad \text{(F.7)}
\]

As a result

\[
\gamma_1 \simeq k + \frac{\rho \langle v_n \rangle}{2k} \simeq \sqrt{-E + \rho \langle v_n \rangle} \quad \text{and} \quad \gamma_2 \simeq \frac{\rho \langle v_n^2 \rangle}{4k^2} \quad \text{(F.8)}
\]

Interestingly, one has recovered the same property as for the Halperin model [90]

\[
\gamma_2 \bigg|_{E = -k^2} \simeq 2 \gamma_2 \bigg|_{E = +k^2} \quad \text{for } k \to \infty. \quad \text{(F.9)}
\]

**References**

1. Abrahams, E., Anderson, P.W., Licciardello, D.C., Ramakrishnan, T.V.: Scaling theory of localization: absence of quantum diffusion in two dimensions. Phys. Rev. Lett. 42(10), 673 (1979)
2. Abrikosov, A.A.: The paradox with the static conductivity of a one-dimensional metal. Solid State Commun. 37(12), 997–1000 (1981)
3. Akemann, G., Ipsen, J.R.: Recent exact and asymptotic results for products of independent random matrices. Acta Phys. Pol. B 46(9), 1747–1784 (2015)
4. Akemann, G., Burda, Z., Kieburg, M.: Universal distribution of Lyapunov exponents for products of Ginibre matrices. J. Phys. A 47, 395202 (2014)
5. Altshuler, B.L., Prigodin, V.N.: Distribution of local density of states and NMR line shape in a one-dimensional disordered conductor. Sov. Phys. JETP 68(1), 198–209 (1989)
6. Anderson, P.W., Thouless, D.J., Abrahams, E., Fisher, D.S.: New method for a scaling theory of localization. Phys. Rev. B 22(8), 3519–3526 (1980)
7. Antsygina, T.N., Pastur, L.A., Slyusarev, V.A.: Localization of states and kinetic properties of one-dimensional disordered systems. Sov. J. Low Temp. Phys. 7(1), 1–21 (1981)
8. Applebaum, D.: Lévy Processes and Stochastic Calculus. Cambridge University Press, Cambridge (2004)
9. Baldi, P., Tarabusi, C., Figà-Talamanca, A., Yor, M.: Non-symmetric hitting distributions on the hyperbolic half-plane and subordinated perpetuities. Rev. Mater. Iberoam. 17(3), 587–605 (2001)
10. Bargmann, V.: Irreducible Unitary Representations of the Lorentz Group. Ann. Math. Second Ser. 48(3), 568–640 (1947)
11. Barnes, C., Luck, J.-M.: The distribution of the reflection phase of disordered conductors. J. Phys. A 23, 1717 (1990)
12. Beenakker, C.W.J.: Random-matrix theory of quantum transport. Rev. Mod. Phys. 69(3), 731–808 (1997)
13. Bellman, R.: Limit theorems for non-commutative operations. I. Duke Math. J. 21(3), 491–500 (1954)
14. Benoist, Y., Quint, J.-F.: Random Walks on Reductive Groups. A Series of Modern Surveys in Mathe-
matics, vol. 62. Springer, New York (2016)
15. Benzi, R., Paladin, G., Parisi, G., Vulpiani, A.: Characterisation of intermittency in chaotic systems. J.
Phys. A 18(12), 2157–2166 (1985)
16. Bhattacharya, R.N.: On the functional central limit theorem and the law of the iterated logarithm for
Markov processes. Z. Wahrscheinlichkeitstheorie verw. Gebiete 60(2), 185–201 (1982)
17. Bienaimé, T., Texier, C.: Random Walks on Reductive Groups. A Series of Modern Surveys in Mathe-
matics, vol. 62. Springer, New York (2016)
18. Benoist, Y., Quint, J.-F.: Random Walks on Reductive Groups. A Series of Modern Surveys in Mathe-
matics, vol. 62. Springer, New York (2016)
19. Bellman, R.: Limit theorems for non-commutative operations. I. Duke Math. J. 21(3), 491–500 (1954)
20. Bellman, R.: Limit theorems for non-commutative operations. I. Duke Math. J. 21(3), 491–500 (1954)
21. Benoist, Y., Quint, J.-F.: Random Walks on Reductive Groups. A Series of Modern Surveys in Mathe-
matics, vol. 62. Springer, New York (2016)
22. Benoist, Y., Quint, J.-F.: Random Walks on Reductive Groups. A Series of Modern Surveys in Mathe-
matics, vol. 62. Springer, New York (2016)
42. Deych, L.I., Erementchouk, M.V., Lisiansky, A.A.: Scaling properties of the one-dimensional Anderson model with correlated diagonal disorder. Phys. Rev. B 67, 024205 (2003)
43. Deych, L.I., Erementchouk, M.V., Lisiansky, A.A., Alishuler, B.L.: Scaling and the center-of-band anomaly in a one-dimensional Anderson model with diagonal disorder. Phys. Rev. Lett. 91, 096601 (2003)
44. Dorokhov, O.N.: Electron localization in a multichannel conductor. Sov. Phys. JETP 58(3), 606–615 (1983)
45. Evers, F., Mirlin, A.D.: Anderson transitions. Rev. Mod. Phys. 80(4), 1355–1417 (2008)
46. Figge, M.T., Mostovoy, M.V., Knoester, J.: Critical temperature and density of spin flips in the anisotropic random-field Ising model. Phys. Rev. B 58, 2626–2634 (1998)
47. Forrester, P.J.: Asymptotics of finite system Lyapunov exponents for some random matrix ensembles. J. Phys. A 48, 215205 (2015)
48. Frisch, H.L., Lloyd, S.P.: Electron levels in a one-dimensional random lattice. Phys. Rev. 120(4), 1175–1189 (1960)
49. Fujisaka, H.: Statistical dynamics generated by fluctuations of local Lyapunov exponents. Prog. Theor. Phys. 70(5), 1264–1275 (1983)
50. Furstenberg, H.: Noncommuting random products. Trans. Am. Math. Soc. 108, 377–428 (1963)
51. Furstenberg, H., Kesten, H.: Products of random matrices. Ann. Math. Stat. 31(2), 457–469 (1960)
52. Genovese, G., Giacomin, G., Greenblatt, R.L.: Singular behavior of the leading Lyapunov exponent of a product of random matrices. Commun. Math. Phys. 351(3), 923–958 (2017)
53. Gertsenshtein, M.E., Vasil’ev, V.B.: Waveguides with random inhomogeneities and Brownian motion in the Lobachevsky plane. Theory Probab. Appl. 4(4), 391–398 (1959)
54. Giardina, C., Kurchan, J., Lecomte, V., Tailleur, J.: Simulating rare events in dynamical processes. J. Stat. Phys. 145(4), 787–811 (2011)
55. Grabasch, A., Texier, C.: Topological phase transitions in the 1D multichannel Dirac equation with random mass and a random matrix model. Europhys. Lett. 116, 17004 (2016)
56. Grabsch, A., Texier, C., Tourigny, Y.: One-dimensional disordered quantum mechanics and Sinai diffusion with random absorbers. J. Stat. Phys. 155(2), 237–276 (2014)
57. Guadagnini, A., Raugi, A.: Frontière de Furstenberg, propriétés de contraction et théorèmes de convergence. Z. Wahrscheinlichkeitstheorie verw. Gebiete 69(2), 187–242 (1985)
58. Halperin, B.I.: Green’s functions for a particle in a one-dimensional random potential. Phys. Rev. 139(A1), A104–A117 (1965)
59. Ishii, K.: Localization of eigenstates and transport phenomena in the one dimensional disordered system. Prog. Theor. Phys. (Suppl.) 53, 77–138 (1973)
60. Itzykson, C., Drouffe, J.-M.: Théorie statistique des champs, Interéditions–CNRS, Paris, Tome 1 et 2 (1989)
61. Jentschura, U.D., Zinn-Justin, J.: Instantons in quantum mechanics and resurgent expansions. Phys. Lett. B 596(1), 138–144 (2004)
62. Kotani, S.: On asymptotic behaviour of the spectra of a one-dimensional Hamiltonian with a certain random coefficient. Publ. RIMS Kyoto Univ. 12, 447–492 (1976)
63. Kozçaz, C., Sulejmanpasic, T., Tanizaki, Y., Ünsal, M.: Cheshire cat resurgence, self-resurgence and quasi-exact solvable systems. Commun. Math. Phys. 364(3), 835–878 (2018)
64. Le Page, E.: Théorèmes limites pour les produits de matrices aléatoires. Lecture notes in Mathematics 928, pp. 258–303. Springer, New York (1983)
65. Lifshits, I.M., Gredekuel, S.A., Pastur, L.A.: Introduction to the Theory of Disordered Systems. Wiley, New York (1988)
66. Luck, J.-M.: Systèmes désordonnés unidimensionnels, CEA, collection Aléa Saclay, Saclay (1992)
67. Luck, J.M.: Critical behavior of the aperiodic quantum Ising chain in a transverse magnetic field. J. Stat. Phys. 72(3), 417–458 (1993)
68. Ludwig, A.W.W., Schulz-Baldes, H., Stolz, M.: Lyapunov spectra for all ten symmetry classes of quasi-one-dimensional disordered systems of non-interacting fermions. J. Phys. A 37, 259–271 (2004)
74. Majumdar, S.N.: Brownian functionals in physics and computer science. Curr. Sci. 89, 2076–2092 (2005)
75. Majumdar, S.N., Bray, A.J.: Large-deviation functions for nonlinear functionals of a Gaussian stationary
Markov process. Phys. Rev. E 65, 051112 (2002)
76. Mallick, K., Marcq, P.: Anomalous diffusion in nonlinear oscillators with multiplicative noise. Phys.
Rev. E 66, 041113 (2002)
77. McCoy, B.M., Wu, T.T.: Theory of a two-dimensional ising model with random impurities. I. Thermo-
dynamics. Phys. Rev. 176, 631–643 (1968)
78. Mello, P.A.: Central limit theorems on groups. J. Math. Phys. 27, 2876–2891 (1986)
79. Mello, P.A., Pereyra, P., Kumar, N.: Macroscopic approach to multichannel disordered conductors.
Ann. Phys. (N.Y.) 181, 290–317 (1988)
80. Mel’nikov, V.I.: Distribution of resistivity probabilities of a finite, disordered system. JETP Lett. 32(3),
225–228 (1980)
81. Mirlin, A.D.: Statistics of energy levels and eigenfunctions in disordered systems. Phys. Rep. 326(5–6),
259–382 (2000)
82. Newman, C.M.: The distribution of Lyapunov exponents: exact results for random matrices. Commun.
Math. Phys. 103, 121–126 (1986)
83. Nieuwenhuizen, T.M.: Exact electronic spectra and inverse localization lengths in one-dimensional
random systems. Physica A 120, 468–514 (1983)
84. O’Connor, A.J.: A central limit theorem for the disordered harmonic chain. Commun. Math. Phys. 45(1),
63–77 (1975)
85. Paladin, G., Vulpiani, A.: Anomalous scaling and generalized Lyapunov exponents of the one-
dimensional Anderson model. Phys. Rev. B 35, 2015–2020 (1987)
86. Paladin, G., Vulpiani, A.: Anomalous scaling in multifractal objects. Phys. Rep. 156(4), 147–225 (1987)
87. Pendry, J.B.: 1D localisation and the symmetric group. J. Phys. C 15(23), 4821–4834 (1982)
88. Pendry, J.B.: Symmetry and transport of waves in one-dimensional disordered systems. Adv. Phys. 43(4),
461–542 (1994)
89. Pollicott, M.: Maximal Lyapunov exponents for random matrix products. Inven. Math. 181(1), 209–226
(2010)
90. Ramola, K., Texier, C.: Fluctuations of random matrix products and 1D Dirac equation with random
mass. J. Stat. Phys. 157(3), 497–514 (2014)
91. Schmidt, H.: Disordered one-dimensional crystals. Phys. Rev. 105(2), 425–441 (1957)
92. Schomerus, H., Titov, M.: Statistics of finite-time Lyapunov exponents in a random time-dependent
potential. Phys. Rev. E 66, 066207 (2002)
93. Schomerus, H., Titov, M.: Band-center anomaly of the conductance distribution in one-dimensional
Anderson localization. Phys. Rev. B 67, 100201 (2003)
94. Schrader, R., Schulz-Baldes, H., Sedrakyan, A.: Perturbative test of single parameter scaling for 1D
random media. Ann. Henri Poincaré 5(6), 1159–1180 (2004)
95. Schuss, Z.: Theory and Applications of Stochastic Processes. Springer, New York (2010)
96. Steiner, M., Chen, Y., Fabricio, M., Gogolin, A.O.: Statistical properties of localization-delocalization
transition in one dimension. Phys. Rev. B 59(23), 14848–14851 (1999)
97. Stone, A.D., Allan, D.C., Joannopoulos, J.D.: Phase randomness in the one-dimensional Anderson
model. Phys. Rev. B 27, 836–843 (1983)
98. Sturman, R., Thiffeault, J.-L.: Lyapunov exponents for the random product of two shears. J. Nonlinear
Sci. 29(2), 593–620 (2019)
99. Texier, C.: Quelques aspects du transport quantique dans les systèmes désordonnés de basse dimension,
Ph.D. thesis, Université Paris 6 (1999). http://lptms.u-psud.fr/christophe_texier/ or http://tel.archives-
ouvertes.fr/tel-01088853
100. Texier, C.: Individual energy level distributions for one-dimensional diagonal and off-diagonal disorder.
J. Phys. A 33, 6095–6128 (2000)
101. Texier, C.: Generalized Lyapunov exponent of random matrices and universality classes for SPS in 1D
Anderson localisation. Europhys. Lett. 131, 17002 (2020)
102. Texier, C., Comtet, A.: Universality of the Wigner time delay distribution for one-dimensional random
potentials. Phys. Rev. Lett. 82(21), 4220–4223 (1999)
103. Texier, C., Hagendorf, C.: One-dimensional classical diffusion in a random force field with weakly
concentrated absorbers. Europhys. Lett. 86, 37011 (2009)
104. Texier, C., Hagendorf, C.: The effect of boundaries on the spectrum of a one-dimensional random mass
Dirac Hamiltonian. J. Phys. A 43, 025002 (2010)
105. Titov, M., Schomerus, H.: Anomalous wave function statistics on a one-dimensional lattice with power-
law disorder. Phys. Rev. Lett. 91, 176601 (2003)
106. Tutubalin, V.N.: On limit theorems for the product of random matrices. Theor. Probab. Appl. 10(1), 15–27 (1965)

107. Valkó, B., Virág, B.: Random Schrödinger operators on long boxes, noise explosion and the GOE. Trans. Am. Math. Soc. 366(7), 3709–3728 (2014)

108. Vanneste, J.: Estimating generalized Lyapunov exponents for products of random matrices. Phys. Rev. E 81, 036701 (2010)

109. Vilenkin, N.J.: Special functions and the theory of group representations, vol. 22. American Mathematical Society, Providence, RI (1978)

110. Vishik, M.I., Lyusternik, L.A.: The solution of some perturbation problems for matrices and selfadjoint or non-selfadjoint differential equations I. Russ. Math. Surv. 15, 1–73 (1960)

111. Weigt, M., Monasson, R.: Replica structure of one-dimensional disordered Ising models. Europhys. Lett. 36(3), 209–214 (1996)

112. Zillmer, R., Pikovsky, A.: Multiscaling of noise-induced parametric instability. Phys. Rev. E 67, 061117 (2003)

113. Zillmer, R., Pikovsky, A.: Continuous approach for the random-field Ising chain. Phys. Rev. E 72, 056108 (2005)

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.