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Abstract

Natural language processing (NLP) is the field of computer science that attempts to make human language accessible to computers, and it relies on developing a mathematical model to express the meaning of symbolic language. One such model, referred to as DisCoCat, defines how to express both the meaning of individual words as well as the compositional nature of the sentence specified by grammar. This category-theoretic model is costly to implement on a classical computer but has an equivalent quantum mechanical formulation, which has lead to its implementation on quantum computers and the creation of the field quantum NLP (QNLP). This recent experimental work used quantum machine learning techniques to learn a mapping from text to class label using the expectation value of the quantum encoded sentence. Some theoretical work has been done on computing the similarity of sentences using this quantum model but they rely on an unrealized quantum memory store. The main goal of this thesis is to leverage the DisCoCat model to design a quantum-based kernel function that can be used by a support vector machine (SVM) for NLP tasks. The kernel function must compute the similarity of two given sentences with high accuracy, efficiency, and resilience to noise. Two similarity measures were studied: (i) the transition amplitude approach and (ii) the SWAP test. A simple NLP meaning classification task from previous work was used to train the word embeddings and evaluate the performance of both models. The Python module lambeq and its related software stack was used for implementation. The explicit model from previous work was used to train word embeddings and achieved a testing accuracy of 93.09 ± 0.01%. It was shown that both the SVM variants achieved a higher testing accuracy of 95.72 ± 0.01% for approach (i) and 97.14 ± 0.01% for (ii). The SWAP test achieved a slightly higher accuracy and yielded a more appropriate similarity matrix. The SWAP test was then simulated under a noise model defined by the real quantum device, ibmq_guadalupe. The explicit model achieved an accuracy of 91.94 ± 0.01% while the SWAP test SVM achieved 96.7% on the testing dataset, suggesting that the kernelized classifiers are resilient to noise. These are encouraging results and motivate further investigations of our proposed kernelized QNLP paradigm.
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1 Introduction and Motivation

Machine learning (ML) has applications in almost all computational tasks and one field under active research is natural language processing (NLP), which attempts to make human language accessible to computers \[1\]. NLP research is motivated in part by the prevalence of natural language data in the form of emails, tweets, books, and more – effectively leveraging this data would be incredibly valuable. Applications of NLP include behavioural analysis, spam filtering, virtual assistants, and more. To understand natural language, one must understand the ambiguities, context, and the large set of complex linguistic rules that define the meaning of language. Consequently, developing a mathematical model for language that computers can efficiently implement is a difficult problem and is at the core of NLP research. Most common approaches to NLP are limited to analyzing either the meaning of the individual words and phrases based on context or feeding the text into large black-box neural networks. Alternatively, some approaches leverage the grammatical structure of the text. Unifying these two approaches is an active area of research \[2\] and is the focus of this project as it often leads to an exponential increase in the size of the vector space required to describe a given sentence \[3\]. The tensor network structure, (more precisely, the category-theoretic nature \[4\]) of some of these grammar models, namely *DisCoCat*, has motivated the recent application of quantum computing to NLP \[3\], \[5\]–\[7\], creating a field dubbed *quantum natural language processing* (QNPL).

Quantum information science (QIS) has become a rich and vibrant area of research because of the fundamental challenges quantum information theory poses to the classical computational paradigm, together with experimentally realizable systems \[8\]. The interest in quantum computing is motivated by the proven exponential algorithmic complexity speed-ups in addition to the high-dimensional computational vector spaces that these computers can access. This has lead to the application of quantum computing to areas like cryptography, chemistry, machine learning, and NLP.

Quantum hardware today is in the so-called noisy intermediate-scale quantum (NISQ) device era. As a result, many of the famed quantum algorithms that promise exponential
speed-ups are not attainable at large scales yet, which has lead to creation of a class of hybrid classical-quantum algorithms that reduce the size of the quantum circuits. This is the field of quantum machine learning. These algorithms have been shown to be equivalent to kernel methods [9], [10], which have two distinct manifestations: explicit and implicit models [11]. Explicit models use a variational circuit to learn how to classify the data while implicit models compute the similarity of two data points for use by a kernel-ized classifier such as a support vector machine (SVM). Thus far, QNLP work has been restricted to building explicit models with the exception of some theoretical work using nearest neighbour classifiers but this is outdated and can be inefficient.

The goal of this thesis is to design a high accuracy, robust implicit quantum machine learning model that leverages the DisCoCat grammar model to encode natural language data. This will require the design and analysis of different algorithms to measure the fidelity of these quantum states to determine the similarity of two sentences.

2 Background Theory

2.1 Grammatical Model of Meaning: DisCoCat

One of the main complexities that the field of NLP continues to deal with is building a mathematical representation of natural language. Historically, the approach to this representation has been based on the paradigm famously summarized by Firth that, “you shall know a word by the company it keeps” [12]. This states that the meaning of words can be learned by examining their context in a corpus, which is a distributional approach to NLP most commonly employed by bag-of-words models [2], [13]. Modern ML approaches have moved away from this paradigm but still are limited in their ability to incorporate the grammatical and linguistic structure of sentences [2] – this is what DisCoCat aims to solve. DisCoCat is a grammar model that expresses both the meaning of words (distributional) and how words interact (compositional) to form a sentence, and is based on a category-theoretic model. For a deeper examination of the sophisticated mathemat-
Figure 1: The two subfigures above show the diagrammatic representation of two sentences using DisCoCat. Mathematically, the boxes (like Alice) are tensors and the strings connecting the boxes are reduction operations that are derived from the grammatical structure of the sentence. We will see shortly that in QNLP, the boxes are quantum states and the wires are quantum operations that typically involve entangling.

ics underpinning this model, we refer the reader to the topics of applied category theory, categorical quantum mechanics, and ZX-calculus [3], [14], [15].

Words in DisCoCat are categorized as types specified by a pregroup grammar [16], which defines the order of tensor used to represent them and the reduction rules for combining them [7]. The pregroups used here are nouns, \( n \), and sentences, \( s \). Together, the tensors and reduction rules have the effect of modelling the flow of meaning through the sentence [3]. This model has a natural diagrammatic representation as shown in Fig. 1. To combine multiple words, we must combine the individual vector spaces of each word using tensor products.

### 2.2 Quantum Computing

Quantum computing is a branch of QIS that leverages the phenomena of superposition and entanglement to perform computation. The basic unit of information is a quantum bit or qubit, which can be represented as an abstract mathematical object that lives in a two-dimensional complex Hilbert space [8]. We assign this two-level quantum system the orthonormal basis vectors \( |0\rangle \) and \( |1\rangle \), which correspond to the measurement outcomes “0”
and “1”, respectively. One can represent the state of the system as a linear combination of these basis vectors as,

$$ |\psi\rangle = \alpha |0\rangle + \beta |1\rangle , $$

(1)

where $\alpha$ and $\beta$ are complex coefficients that satisfy $|\alpha|^2 + |\beta|^2 = 1$. The linear combination of states is referred to as superposition and is one of the oddities of quantum theory because the system (the qubit in our case) can exist in all possible states at once. This leads to the probabilistic nature of quantum mechanics that arises from measuring states in superposition but only observing one of the outcomes 0 or 1. The Born rule is the postulate of quantum mechanics that specifies that the probability of measuring some outcome, $i$ (where $i = 0, 1$ for a qubit), is given by the projection of the system’s state onto the subspace spanned by the eigenvectors with eigenvalues $i$: $P[i] = |\langle i|\psi\rangle|^2$. It can then be seen that the probabilities associated with the outcomes specified by the general qubit state in Eq. (1) are $P[0] = |\alpha|^2$ and $P[1] = |\beta|^2$. The state of a system is evolved by the operation of a unitary transformation, $\hat{U}$, which is represented as $|\psi_1\rangle = \hat{U} |\psi_0\rangle$.

To represent the composite space of multiple qubits, one must use tensor products to combine the individual Hilbert spaces. That is, the joint state of two uncorrelated qubits is represented as $|\psi\rangle = |\psi_1\rangle \otimes |\psi_2\rangle$. Thus, an $n$-qubit system has a dimension of $2^n$. Representing a general state vector in this system on a classical computer requires an exponential amount of memory, which quickly becomes intractable. One represents a quantum circuit by combining $n$ qubits and applying single- or multi-qubit operations (gates) to the system.

For a more exhaustive and in-depth introduction to the field of QIS, we refer the reader to Ref. [8].

### 2.3 Quantum Machine Learning

While some near-term quantum devices have shown increasingly promising results, they are not fault-tolerant and suffer from decoherence due to noise. Therefore, so-called vari-
utional quantum algorithms have become a vibrant area of research because they use a hybrid quantum-classical approach wherein parameterized quantum circuits are executed on quantum computers and the parameters are optimized using classical optimization techniques. This keeps the classically intractable portion of the computation task on the quantum computer while reducing the depth of the circuit. This class of hybrid quantum-classical algorithms is closely related to the field of quantum machine learning (QML) since many techniques of classical machine learning are applied here and the quantum circuit is, in essence, learning a function. QML algorithms can have three main components shown in Fig. 2: (i) the data encoding/embedding layer, (ii) the processing layer, and (iii) the measurement. The encoding layer ingests the data and converts it to a quantum state representation through a feature map. The processing layer is a parameterized operation typically composed of rotating and entangling gates and is subject to training. The measurement specifies which qubits to measure and in what basis, and the outcome of which is interpreted as the prediction. This type of architecture will be referred to as an explicit QML model [11] as the circuit directly learns how to transform and separate data.

Figure 2: Parameterized quantum circuit architecture for a data point, \( x \), and set of parameters, \( \theta \). Encoding uses a feature map to transform classical data into a quantum state and the parameterized “processing” operations can be optimized to learn a desired mapping – this is an explicit model. One can see the similarity between such a circuit and a classical machine learning model. Taken from [10].

A recent argument showed that QML algorithms can be equivalently described as kernel methods [10], [11], which are pervasive in ML. Many classical ML algorithms use a (classical) feature map to transform data to a more rich feature space in which the solution is easier to learn. Kernel methods are a different class of algorithms that use a specified kernel function to compute the similarity of a pair of data points. Kernel
functions are desirable as they can implicitly map data to the rich feature space without explicitly representing the vectors in this space, allowing for the algorithms to compute similarity in, say, infinite-dimensional feature spaces [17]. Similarly, quantum kernels use quantum feature maps to transform data to quantum states and compute similarity by estimating the inner-product, $|\langle \psi | \phi \rangle|^2$. The use of such kernels is motivated by their ability to efficiently compute inner-products in exponentially high dimensional Hilbert spaces. For example, consider a pair of data points $\vec{x}_1$ and $\vec{x}_2$, and a classical feature map $\vec{\phi}(\vec{x})$. Classically, the kernel could be given by,

$$k(\vec{x}_1, \vec{x}_2) = \vec{\phi}(\vec{x}_2)^T \vec{\phi}(\vec{x}_1).$$  \hspace{1cm} (2)

In the quantum realm, the feature map uses an operator parameterized by a given data point: $\hat{U}_{\phi(\vec{x})}|0^n\rangle = |\phi(\vec{x})\rangle$, and the kernel computes the inner-product of the resulting states,

$$k(\vec{x}_1, \vec{x}_2) = |\langle \phi(\vec{x}_2)|\phi(\vec{x}_1)\rangle|^2.$$

With this kernel function one can the build a classification model using, such as a support vector machine (SVM), which is trained on the Gram matrix of the dataset, $K_{i,j} = k(\vec{x}_i, \vec{x}_j)$. This type of QML model is an implicit model since the quantum computer does not map directly to the model output [11]. An SVM is a sparse maximum-margin machine learning model that finds a hyper-plane defined by a subset of data points, called support vectors, to separate training data [17]. An SVM is sparse because it only requires the support vectors for prediction as they alone define the decision boundary. The model is referred to as maximum-margin because the objective of training is to find the hyper-plane that maximizes the distance between the decision boundary and the training data points that are closest to it. Since dot products (more generally, vector similarities) are fundamental to SVMs, kernels are often used to implicitly enhance data and have become a promising framework for QML [9], [18]. In quantum SVMs, the quantum computer is
responsible for only the similarity computation which is used by the classical computer to determine the model output.

\[ |\langle \phi(x_j)|\phi(x_i) \rangle |^2 = | \langle 0^\otimes n|\hat{U}_{\phi(x_j)}^\dagger \hat{U}_{\phi(x_i)}|0^\otimes n \rangle |^2, \]  

(4)

which resembles the familiar quantum mechanical transition amplitude of the operator. The quantum circuit diagram for such a circuit is given in Fig. 3.

To implement a quantum kernel, there are two main approaches we discuss for estimating the fidelity of two quantum states. One could use the transition amplitude approach wherein the quantum feature map, \( \hat{U}_{\phi(x_i)} \), encoding \( x_i \) is applied to the \( |0^\otimes n\rangle \) state, followed by the adjoint of the operator, \( \hat{U}_{\phi(x_j)}^\dagger \), for data point \( x_j \). This circuit is then executed for many “shots” to estimate the probability of measuring \( |0^\otimes n\rangle \), which estimates,

\[ | \langle \phi(x_j)|\phi(x_i) \rangle |^2 = | \langle 0^\otimes n|\hat{U}_{\phi(x_j)}^\dagger \hat{U}_{\phi(x_i)}|0^\otimes n \rangle |^2, \]  

(4)

which resembles the familiar quantum mechanical transition amplitude of the operator. The quantum circuit diagram for such a circuit is given in Fig. 3.

For a geometric argument of this approach, one must recall that quantum gates can be represented as rotations of the system’s state along the surface of the Bloch sphere [8]. So one can think of \( \hat{U}_{\phi(x_i)} \) as a rotation by an amount specified by \( x_i \) and, conversely, \( \hat{U}_{\phi(x_j)}^\dagger \) is a rotation in the opposite direction by \( x_j \). Thus, the similarity function defined in Eq. (4) is measuring how close the system is to its initial state after being rotated in the forward direction by \( x_i \) and then rotated in the reverse direction by \( x_j \).

Alternatively, one could use the SWAP test as shown in Fig. 4 to estimate the fidelity.
Figure 4: Circuit diagram for a SWAP test similarity measure. The $H$ refers to the Hadamard gate and the multi-qubit gate is the controlled-SWAP gate. The top qubit is the “ancillary” qubit and the other qubits are prepared in the states corresponding to two data points. The similarity of the two arbitrary states is estimated with this circuit using Eq. (6). The state of $\Psi$ is given in Eq. (5).

of the quantum states using an extra “ancillary” qubit [9], [19]. The SWAP test uses a controlled-SWAP gate exchange two states (i.e., $|\phi\rangle|\psi\rangle \rightarrow |\psi\rangle|\phi\rangle$) controlled on the ancillary qubit, which is put in and then taken out of superposition using the Hadamard gate. Here, we use the quantum encoded data points as the two states.

Before measurement, the final state of the circuit shown in Fig. 4 is given by [19],

$$|\Psi\rangle = \frac{1}{2} |0\rangle (|\phi(\vec{x}_i)\rangle |\phi(\vec{x}_j)\rangle + |\phi(\vec{x}_j)\rangle |\phi(\vec{x}_i)\rangle) + \frac{1}{2} |1\rangle (|\phi(\vec{x}_i)\rangle |\phi(\vec{x}_j)\rangle - |\phi(\vec{x}_j)\rangle |\phi(\vec{x}_i)\rangle).$$  \hspace{1cm} (5)

It can then be seen (using the Born rule) that measuring 0 for the ancillary qubit has the probability $Pr[0] = \frac{1}{2} + \frac{1}{2} |\langle \phi(\vec{x}_j)|\phi(\vec{x}_i)\rangle|^2$. Thus, repeating this experiment many times allows us to obtain an estimate for $Pr[0]$, which can then be used to compute the similarity of the data points via,

$$|\langle \phi(\vec{x}_j)|\phi(\vec{x}_i)\rangle|^2 = 2Pr[0] - 1.$$  \hspace{1cm} (6)

Since the Hadamard gate, $H$, is its own inverse (i.e., $\hat{H}\hat{H} = \hat{I}$), if there was no controlled-SWAP gate then the ancillary qubit would always be 0. Intuitively, one can imagine that the similarity of the two states in the circuit above is measured based on the amount of disturbance that swapping the two states has on the ancillary qubit’s superposition. This can easily be generalized to multi-qubit states using additional ancillary
qubits or just additional controlled-SWAP gates targeted on different qubit pairs.

2.4 Quantum Natural Language Processing

The tensor network nature of DisCoCat (as described in Section 2.1) means that it requires an intractable amount of resources to model modest sized NLP problems on a classical computer; however, it is naturally and efficiently realizable on a quantum computer. In fact, the model’s origin has roots in both linguistics and categorical quantum mechanics [4], [14]. In this formulation, the “boxes” that represent word tensors are quantum states of qubits and the “strings” connecting boxes are implemented as quantum entangling operations as seen in Fig. 5. This has lead to the creation of a new field named quantum natural language processing (QNLP).

![DisCoCat string diagram representation](image)

(a) DisCoCat string diagram representation of a sentence with pregroup type labelled.

![Quantum circuit representation](image)

(b) Quantum circuit representation of the sentence in (a). Boxes (iii), (i), (ii), (v) correspond to “person”, “prepares”, “tasty”, “dinner”, respectively. (iv) is the quantum operation (Bell measurement) that corresponds to the “cup” (reduction operation, ∪) joining “prepares” and “tasty”. The triangles with 0 at the bottom of the circuit indicate post-selecting for 0 measurements.

Figure 5: Both figures taken from [7], exemplify how a sentence is converted from DisCoCat string diagram (a) to a quantum circuit (b). Note that $q_n = 1 = q_s$.

Existing experimental QNLP work [6], [7] use DisCoCat to represent sentences as parameterized quantum circuits. This allows the practitioner to define how words are
represented by specifying the number of qubits per \( n \) and \( s \) pregroups (\( q_n \) and \( q_s \), respectively) and the circuit structure used to encode meaning (i.e., the ansatz). These circuits are trained on a dataset to learn the quantum state representation of each word (i.e., the word embeddings) using a hybrid quantum-classical optimization approach. Model prediction is done using the explicit approach of measuring the output qubit(s) of a given circuit. These qubits correspond to the quantum representation of the sentences (see the free thick black wires at the bottom of Fig. 1 or the \( s \) string in Fig. 5). This variational quantum encoding requires post-selection (shown in Fig. 5(b)) wherein only the circuit execution results that yield 0 for certain qubits are valid representations of the state. Other theoretical work [5], [20] propose computing the similarity of sentences by evaluating the inner-product of two quantum-encoded sentences. Diagrammatically, this can be seen in Fig. 6. This work relies on the use of a quantum random access memory (qRAM) [21] that is not physically realizable yet and is applied to a nearest-neighbour classifier, which is inefficient for prediction.

![Diagram](image)

Figure 6: Diagrammatic bra-ket inner-product of two sentences using DisCoCat string diagrams. The noun pregroup type corresponds to thin strings and the bold strings correspond to the sentence group. Also note that some simplifications were made by removing the words “does” and “not” for efficiency.

### 3 Problem Definition

Linguistic structure is a critical aspect of language comprehension but is often overlooked in classical NLP techniques. Recent experimental work in QNLP is limited to explicit quantum algorithms that compute single-sentence expectation values to obtain a binary
label [6], [7]. Other theoretical models propose leveraging sentence similarity in a nearest neighbour classifier, but this can be inefficient because prediction requires that the similarity between a given data point and all training data samples be computed [5], [20]. Further, the design of an executable algorithm and experimental analysis of such a model has not been done.

This thesis project aims to design an algorithm that extends the predominant QNLP grammar model, DisCoCat, by designing a kernel function that leverages the model to allow for more robust and efficient classification algorithms, e.g., SVMs. The main measure that will be used to validate the results of this project is accuracy on a given NLP classification task compared to existing algorithms. The design is constrained primarily by the level of noise in current quantum devices as well as the number of qubits such devices have (say <50) so the number of gates (depth) and qubits (width) are the main technical constraints for real world application.

4 Methodology

When considering the software tools available today for designing quantum algorithms, there are many different options but the two classes of tool kits discussed here are general-purpose established libraries like IBM’s qiskit\(^1\) and the niche software stack designed specifically for QNLP, namely lambeq [22]. lambeq is a Python library (released in October 2021) built for QLNP experiments and is the first of its kind. As such, this option requires a significant time investment in learning about the packages from source code, accepting the risk of running into some bugs, and a relatively limited number of features compared to qiskit. The alternative option would be to build custom tools from scratch using qiskit. This alternative would allow for maximal control over the design but it would require a significant amount of additional work in building the tools already provided by lambeq and other libraries (e.g., discopy [23]). Moreover, lambeq is naturally integrated with tket

\(^1\)https://qiskit.org/
[24], a tool used for cross-platform quantum circuit compilation and optimization so the quantum circuits built with lambeq can be directly executed on IBM simulators/hardware or converted to qiskit objects for further modification. Therefore, we decided to use lambeq so that initial design and experimentation could be done immediately rather than spending significant time on replication.

To build a quantum kernel, we must define an algorithm to compute the fidelity of two quantum states. The two similarity measures considered in this project are the transition amplitude (Fig. 3 and Eq. (4)) and SWAP test (Fig. 4 and Eq. (6)) approaches. The design that is canonically optimal with respect to noise and accuracy is not immediately clear. One might opt for the transition amplitude approach because the states are not arbitrary so the similarity can be estimated directly from the feature maps of each data point, according to Eq. (4). Further, this approach requires at least two less qubits to implement (one for the ancillary qubit and one for the shared s qubit(s)), meaning that it minimizes the width of the circuit. Since this approach requires an inversion and composition of the two given circuits it has an added technical challenge of processing the results and determining how to compose the circuits when there are multiple qubits per pregroup type, $q_s > 1$. This trade-off between the two fidelity measures in the context of QNLP is investigated further in this work, but since the transition amplitude approach minimizes width and it computes the overlap in a more direct manner, it will be initially preferred.

5 Models and Simulation

5.1 Initial Training

We must first determine how to load sentences into their appropriate quantum state. Past work [5], [20] has relied on qRAM, but since this is infeasible at the moment we adopt the paradigm that uses the DisCoCat model as an envelope to encode our sentences using QML techniques as demonstrated in recent work [6], [7]. This is analogous to the classical ML technique of learning word embeddings but now has the advantage of
incorporating linguistic knowledge as conveyed by DisCoCat. This was done by replicating
the meaning classification experiments done in Ref. [7]. We used their same dataset
and model to learn the quantum word embeddings and benchmark our proposed models.
The classification task consists of determining if a given sentence’s topic is “food” or
“technology” related. The dataset is built from a vocabulary of size 17 and has 100
sentences which split according to a 70/30 train/test split. Some data points include:

“skillful man prepares tasty meal”,
“skillful person debugs program”,
“woman prepares useful application”,

and other grammatically correct combinations of the vocabulary. While this task is small
and relatively simple compared to state-of-the-art NLP work, it is nontrivial since some
words are shared between the classes, making it an illustrative task for this proof-of-concept
design. Following the work in Ref. [7], we use an Instantaneous Quantum Polynomial
(IQP) ansatz for the quantum circuit with one layer and one qubit to express the sentence,
s, and noun, n, grammar types – that is \( q_s = 1 = q_n \). An example of this ansatz is given
in Fig. 5. We then trained the model using appropriate post-selection and the expectation
value of the sentence qubit as the label. This explicit model achieved a training accuracy
of 95.31 ± 0.01% and testing accuracy of 93.09 ± 0.01%, estimated over seven trials. The
training progress is given in Fig. 7.

It should be noted that due to the inherent probabilistic nature of these models in
addition to the limited size of the dataset, the accuracies are subject to fluctuations.
We attempted to correct for this by executing circuits for 8192 shots and estimating our
accuracies over seven trials using different random number seeds to report both the mean
accuracy and its standard error.

5.2 Transition Amplitude

Armed with a classification task and appropriate word embedding parameters, we could
experiment with the various state fidelity measures available. As mentioned in Section 4,
the transition amplitude approach uses less qubits and allows us to directly implement
Figure 7: Training convergence for cross-entropy loss (left) and accuracy (right) of the explicit model used to learn word embeddings over 100 epochs. A one layer IQP ansatz with one qubit per sentence and noun types ($q_s = 1 = q_n$) was used. Circuit was executed on IBM’s Aer quantum simulator with no noise for 8192 shots.

$|\langle \phi(\vec{x}_j)|\phi(\vec{x}_i) \rangle|^2$ using the quantum feature map, $\hat{U}_{\phi(\vec{x}_i)}$, and its adjoint. This suggests that this approach may be more suitable for this task. To implement this, we initially tried the simplistic approach of taking the adjoint of the second data point, composing the two quantum circuits, and executing with post-selecting for 0 on all qubits. However, this performed very poorly, resulting in roughly a 50% accuracy. Even the similarity of a point with itself was not near a value of one as we would expect.

The flaw with this design is that it is in effect finding the transition amplitude of the entire circuit, but we only want the transition amplitude of the $s$ qubit(s) (i.e., the bold string in Fig. 6). This requires removing post-selection from the $s$ qubit(s) and then finding the probability the this reduced state is 0 after post-selecting the other qubits. This is a more technically challenging post-processing task, especially since it is difficult to keep track of the desired $s$ qubit(s) with the chosen software stack. Thus, this kernel function was only implemented for the case where a single qubit expresses a sentence type, $q_s = 1$. Re-normalizing the probabilities after post-selection, we obtain a value between 0 and 1, which directly corresponds to similarity.

This kernel function was used to create the Gram matrices, $K_{i,j} = |\langle \phi(\vec{x}_j)|\phi(\vec{x}_i) \rangle|^2$, 

14
Figure 8: Gram matrices of the transition amplitude approach for training and testing. These matrices hold elements, $K_{i,j} = |\langle \phi(x_j)|\phi(x_i) \rangle|^2$, which were computed using the approach in Eq. (4). An SVM fit to these matrices achieves a training accuracy of 91.4% and testing accuracy of 96.7%. Data points are ordered by class label for visualization.

Table 1: Summary of similarity values obtained from the transition amplitude approach for different regions of the Gram matrix. This table reports the mean and standard deviation, $\sigma$. The regions studied are the corners in Fig. 8 that correspond to data from Class 0 compared with data from Class 0, similarly for Class 1, and then Class 0 data being compared to Class 1 data (mixed).

| Region | Mean Similarity | Similarity $\sigma$ |
|--------|-----------------|---------------------|
| Class 0| 0.86            | 0.15                |
| Class 1| 0.49            | 0.29                |
| Mixed  | 0.22            | 0.21                |

for both training and testing data, shown in Fig. 8 and numerically summarized in Tab. 1. Note the symmetry of the kernel function, i.e., $K_{i,j} = K_{j,i}$, allows us to reduce the number of circuit executions for training. A SVM classifier from scipy\(^2\) was then fit and tested on these precomputed matrices. This resulted in a training accuracy of 89.59 ± 0.01% and testing accuracy of 95.72 ± 0.01%, which is an increase in accuracy compared to the explicit model that was used to train the word embeddings in Section 5.1.

While accuracy was high, the similarity matrices in Fig. 8 are not as we expected. The data points are ordered by class so one would expect to see a four tile chess board plot. Interestingly, the upper left corner (class 0 compared to class 0) of the matrices are more

\(^2\text{https://scipy.org/}\)
uniformly dark, which indicates high similarity throughout while the bottom right corner (class 1 compared to class 1) is less solid and dark. This is quantified in Tab. 1 where we can see that class 0 has a high mean similarity and low variance compared to class 1. We suspect that the reason for this imbalance is that adjoint of the sentence feature map circuit is not as “powerful” of a reversing operation as we expected. That is, class 0 data points were trained to map the $s$ qubit to $|0\rangle$ so these states coming into the adjoint feature map are already close to $|0\rangle$ but the opposite is true for the class 1 data – the states are close to $|1\rangle$ so the adjoint has to do a more difficult task to rotate the state back to $|0\rangle$. This creates a larger chance of error for class 1 data. Further (and most concerning), the diagonal of the training Gram matrix is not all ones as would be expected for the similarity of a point with itself. This suggests that there is a flaw with the approach but this was not investigated further because of time constraints and the encouraging accuracy.

Achieving an acceptable accuracy on a flawed set of Gram matrices, suggests a certain degree of robustness in the kernelized model paradigm. As a result, we decided not to spend additional time trying to generalize the algorithm to handle higher dimensional sentence tensors but rather experiment with an alternative similarity measure that may be more reliable. This single qubit simulation serves as a valid proof-of-concept test for the approach and increasing $q_s$ would only expand the dimension of the space. This is not likely to address the core problem that we suspect lies in the inversion of the circuit but would raise more theoretical consideration regarding the order to compose circuits.

### 5.3 SWAP Test

The SWAP test similarity measure requires more qubits to implement (specifically, $1 + q_s$ additional qubits) then the transition amplitude approach but has the advantage of being able to measure the fidelity of two arbitrary quantum states. The implementation of this approach is less complicated and can easily be generalized to higher dimensional sentence tensors by either performing multiple controlled-SWAP gates on the single ancillary qubit or creating additional ancillary qubits, each with their own test. The question still remains
of what qubit pairs we target for the similarity with $q_s > 1$ though.

Implementation was done by preparing the two given data points’ quantum circuits in parallel, applying a SWAP test (see Fig. 4), and post-selecting the appropriate encoding qubits to get the probability distribution of ancillary qubit. Since lambeq does not have a supported controlled-SWAP gate, we converted to tket objects once the individual circuits were constructed. Using Eq. (6), we can then estimate $|\langle \phi(\vec{x}_j) | \phi(\vec{x}_i) \rangle|^2$ and build a quantum kernel function.

![Training Gram matrix vs. Testing Gram matrix](image)

Figure 9: Gram matrices of the SWAP test similarity measure. These matrices hold elements, $K_{i,j} = |\langle \phi(\vec{x}_j) | \phi(\vec{x}_i) \rangle|^2$, which were computed using the approach in Eq. (6). An SVM fit to these matrices achieves a training accuracy of 98.6% and testing accuracy of 100%. Data points are ordered by class label.

| Region   | Mean Similarity | Similarity $\sigma$ |
|----------|-----------------|---------------------|
| Class 0  | 0.89            | 0.12                |
| Class 1  | 0.68            | 0.27                |
| Mixed    | 0.24            | 0.25                |

This kernel function was used to compute the Gram matrices shown in Fig. 9 and numerically summarized in Tab. 2. The SVM classifier was then fit and tested on these precomputed matrices. This resulted in a training accuracy of $96.32 \pm 0.01\%$ and a testing...
accuracy of $97.14 \pm 0.01\%$. This outperformed both the explicit model as well as the implicit model built with the transition amplitude approach.

The Gram matrices in Fig. 9 are closer to what we expect for this task: a more uniform four tile chess board plot with a dark line of all ones along the diagonal. Interestingly, this plot also shows different values of similarity between the two classes, with class 1 again having a slightly lower mean similarity score within itself, relative class 0. This is likely due to the imbalance of the dataset or that the qubits start in $|0\rangle$ but the class 1 mean similarity for the SWAP test is significantly larger than the other approach, scoring 0.68 compared to the transition amplitude’s mean score of 0.49.

5.4 Noise Simulation

Thus far, we have simulated these quantum similarity measures on an ideal backend from qiskit. Since current quantum hardware is in the NISQ era and it is not clear when there will be fault-tolerant quantum computers, noise tolerance is a critical factor to consider when dealing with real world applications. Therefore, we simulated our proposed algorithm in the presence of noise to understand the algorithm’s robustness. Recall that the goal of this thesis is the proof-of-concept design of the algorithm so fully dealing with the complexities of decoherence and error was deemed out of the scope of this work.

Using the mock module of qiskit we could access simulators of real IBM Quantum hardware. We decided to simulate the ibmq_guadalupe device because it has the least number of qubits required for our task and it has the same basis gates our ansatz was designed for [7]. The explicit model achieved training and testing accuracies of $92.86 \pm 0.01\%$ and $91.94 \pm 0.01\%$ under the noise simulation. This model performs well in the presence of noise with only a few percentage point drop in accuracy.

The resulting Gram matrices for the SWAP test simulated under these conditions are shown in Fig. 10 and summarized in Tab. 3. This gave accuracies of 80% and 96.7% on training and testing data. Note that this simulation was only run once because of its high computational demand so we have no estimate of the error on this accuracy. However,
Figure 10: Gram matrices of the SWAP test similarity measure simulated under noise. The noise model was based on the ibmq_guadalupe device. Similarity values were computed using Eq. (6). An SVM fit to these matrices achieves a training accuracy of 80% and testing accuracy of 96%.

Table 3: Summary of similarity values for different regions of the Gram matrix obtained from the SWAP test approach under the presence of noise. This table reports the mean and standard deviation, $\sigma$. The regions studied are the corners in Fig. 10 that correspond to data from Class 0 comparing with data from Class 0, same for Class 1, and then Class 0 data being compared to Class 1 data (mixed).

| Region  | Mean Similarity | Similarity $\sigma$ |
|---------|-----------------|---------------------|
| Class 0 | 0.71            | 0.09                |
| Class 1 | 0.55            | 0.16                |
| Mixed   | 0.36            | 0.16                |

seeding the noiseless simulator with the same value yields respective accuracies of 98.6% and 100% and the the similarity matrices in Fig. 9 for comparison. The mean similarity scores in each region of the Gram matrices approached a more central value near 0.5 in the presence of noise, which is to be expected. Still, the SVM is able to find the optimal support vectors and classify the testing data with high accuracy.

Unfortunately, the transition amplitude approach could not be tested on the noise simulator. It has not been determined why this is but simulation kills the Python kernel almost immediately so it is likely a memory issue.
The goal of this thesis was to design an implicit quantum kernelized classifier, namely the SVM, that leverages the DisCoCat grammar model. This required designing a function that can measure the similarity of the quantum states of two sentences after the required quantum circuit encoding. We explored two common similarity measures: the transition amplitude approach and the the SWAP test. The implementation and testing of these techniques were done using Python libraries like `lambeq` [22], `tket` [24], and `dicopy` [23] aided by a `qiskit` quantum simulator backend. It was shown that the SVM models consistently performed better on the testing dataset than the explicit model that was used to train the embeddings. Between the two similarity measures proposed, the SWAP test approach performed slightly better on both training and testing data, achieving respective accuracies of $96.32 \pm 0.01\%$ and $97.14 \pm 0.01\%$ compared to the $89.59 \pm 0.01\%$ and $95.72 \pm 0.01\%$ achieved by the transition amplitude approach. Further, the transition amplitude approach yields a flawed Gram matrix but has the benefit of using less qubits. However, we can consider the additional qubits required by the SWAP test a negligible overhead cost because (i) the number of qubits on real hardware has been steadily growing with no sign of stopping, (ii) the number of qubits required for QNLP tasks is bounded by the effective upper limit on sentence length, and (iii) the additional qubits required by the SWAP test scales as a constant additive factor. Moreover, the SWAP test requires a smaller percentage of post-selection because of the additional qubits but since this will likely introduce additional noise in real experiments this is not a compelling advantage of the SWAP test but is worth noting. The SWAP test was also shown to be robust to noise, achieving a comparable testing accuracy of $96.7\%$ when simulated under noise, as specified by the `ibmq_guadalupe` device. Therefore, the increased reliability and performance of the SWAP test and its comparable efficiency, we recommend the SWAP test over the transition amplitude for most applications.

Moving forward, the obvious next step in the analysis would be executing the kernel function on real quantum hardware (ideally a variety of different hardware types) but this
requires special access. We also recommend experimenting with more qubits assigned to both noun and sentence grammar types. This will encode the sentence’s state over multiple qubits so the correct method for computing similarity between two general sentences is not immediately obvious (i.e., which qubit is compared to which). It will depend on the method used to train the word embeddings, opening up an interesting avenue for further research. Further work could be done to improve the word embedding scheme. The technique used here is in some sense a variational qRAM that must be trained for each task, vocabulary, and ansatz definition. Finally, an interesting extension to this work would be incorporating the kernel function with the extended model, DisCoCirc [25], that expresses meaning of an entire text.
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A Statement of work and contributions

I was aware of the QNLP field before September 2021 and wanted to design my thesis around the topic so I familiarized myself with the relevant literature in the days leading up to the start of the academic year. Beyond this preliminary reading and ideation, I completed no work relating to this project before the school year. The first semester was spent defining the specific project goal, conducting literature review, and replicating existing results as presented in Section 5.1. The second semester was dedicated to implementation and analysis of the proposed design. All code is available on this project’s GitHub: https://github.com/mattwright99/thesis