Exact non-symmetric closed line vacuum magnetic fields in a topological torus
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Non-symmetric vacuum magnetic fields with closed magnetic field lines are of interest in the construction of stellarator equilibria. Beyond the result of D.Lortz (ZAMP 21, 196 (1970)), few results are available. This work presents a closed-form expression for a class of vacuum magnetic fields in a topological torus with closed field lines. We explicitly obtain the invariants of such a field. We finally show that a three-dimensional low beta magnetohydrodynamic (MHD) equilibrium may be constructed in a topological torus starting with these closed line vacuum magnetic fields.
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I. INTRODUCTION

The existence of magnetic fields with nested flux surfaces or exclusively closed field lines for non-dissipative plasma models in a multiply connected domain remains an incompletely understood topic. While the existence of magnetic surfaces is easily demonstrated in domains with a continuous symmetry such as toroidal, cylindrical, helical or translational, it is well understood that such surfaces are easily destroyed by small perturbations which destroy the original symmetry. The possibility of such surfaces are easily destroyed by small perturbations with a continuous symmetry such as toroidal, cylindrical or translational, it is well understood that the existence of magnetic surfaces to all orders. The properties that \( \Phi(x,y,z) \) contains the plane \( x = 0 \), every magnetic field line is closed. We comment on a few properties of such fields. The representation of \( \Phi \) allows either finite or infinite series representations. We omit the restrictions necessary in the latter case. We treat one particularly simple representation of a closed line system in greater detail. We show that the Lortz analysis allows this special vacuum field to be the starting point for the expansion in power series of plasma beta \( \beta \equiv p/B^2 \). We require only a minimal result from the earlier work.

II. CONSTRUCTION OF A VACUUM MAGNETIC FIELD WITH CLOSED FIELD LINES

Since \( B \) is a vacuum magnetic field, we introduce a scalar potential \( \Phi(x,y,z) \), such that

\[ B = \nabla \Phi. \tag{1} \]

We assume that \( \Phi \) is an even function of \( x \) and that on the plane \( x = 0 \),

\[ \Phi(0,y,z) = \mu(y) + \mu(z). \tag{2} \]

Here \( \mu(w) \) is an odd function of \( w \) of the form

\[ \mu(w) = w + \epsilon \tilde{\mu}(w), \tag{3} \]

where \( \tilde{\mu}(w) \) is periodic of period \( 2\pi \) in \( w \). We found[2] for such fields that one could find magnetic surfaces to all orders. The properties that \( \Phi(x,y,z) \) be even in \( x \), a solution of Laplace’s equation and the form[2] completely characterizes \( \Phi \) and we obtain

\[ \Phi(x,y,z) = \frac{1}{2} [\mu(y + ix) + \mu(y - ix)] + \mu(z + ix) + \mu(z - ix)]. \tag{4} \]

If we then use the structure and parity of \( \mu \) we conclude that

\[ \Phi(x,y,z) = (y + z) + \frac{1}{2} \sum_{m=1}^{\infty} \frac{a_m}{m} \left( \sin m(y + ix) + \sin m(y - ix) \right. \]

\[ \left. + \sin m(z + ix) + \sin m(z - ix) \right), \]

\[ a_m \left( \sin m(y + ix) + \sin m(y - ix) \right. \]

\[ \left. + \sin m(z + ix) + \sin m(z - ix) \right), \]
or,
\[ \Phi = (y + z) + \epsilon \sum_{m=1}^{\infty} \frac{a_m}{m} (\sin my + \sin mz) \cosh mx. \] (5)

We conclude immediately from the form \((5)\) that the coefficients \(a_m\) must be severely constrained so that the series represents an analytic function of \(x\) in some domain \(|x| < x_{\text{max}}\). Such conditions are lost in the formal series analysis used previously. For simplicity we assume here that at most a finite number of coefficients \(a_m\) are non-zero and that the parameter \(\epsilon\) is small enough such that
\[ 1 \geq L > \sum_{m=1}^{\infty} |a_m| \] (6)

We could extend the analysis to allow infinitely non-zero values of \(a_m\), provided more stringent inequalities of the form \((\ref{sum})\) were imposed. With \(\Phi\) as given by \((\ref{form})\) satisfying \((\ref{region})\), we now show that every magnetic field line in some region is closed.

We observe that a magnetic field line satisfies the equation
\[ \frac{dx}{dt} = B = \nabla \Phi \] (7)

It is convenient to change the independent coordinates from \((x, y, z)\) to \((X, Y, Z)\) where
\[ x = \sqrt{2}X, \] (8a)
\[ y = \sqrt{2} \frac{1}{\sqrt{2}} (Y + Z) \] (8b)
\[ z = \sqrt{2} \frac{1}{\sqrt{2}} (Z - Y). \] (8c)

The transformation \((8)\) is a rotation of \((\pi/4)\) about the \(x\) axis followed by a stretching of all coordinates by a factor \(\sqrt{2}\). Clearly, we may follow magnetic field lines in either coordinates to demonstrate closure, as the relation \((8)\) is only modified by a coordinate stretching. We find easily that
\[ \Phi/2 = Y + \epsilon \sum_{m=1}^{\infty} \frac{a_m}{m} \sin mY \cos mZ \cosh (\sqrt{2}mX). \] (9)

Thus, the equations for a magnetic field line are
\[ \frac{dX}{dt} = \sqrt{2} \epsilon \sum_{m=1}^{\infty} a_m \sin mY \cos mZ \sinh (\sqrt{2}mX) \] (10a)
\[ \frac{dY}{dt} = 1 + \epsilon \sum_{m=1}^{\infty} a_m \cos mY \cos mZ \cosh (\sqrt{2}mX) \] (10b)
\[ \frac{dZ}{dt} = - \epsilon \sum_{m=1}^{\infty} a_m \sin mY \sin mZ \cosh (\sqrt{2}mX). \] (10c)

We note that there is a unique magnetic field through any given point \((X_0, Y_0, Z_0)\). Further, the field line is an analytic function of the initial values, so that in any bounded domain the field is a uniformly continuous function of the initial data. Next we observe that any field line through \(X_0 = 0\) remains in the \(X = 0\) plane. Equally, every field line through the \(Z = M\pi\) plane, remains in that plane for every integer \(M\). Finally, we conclude that there is an open set containing the section of the plane \(X_0 = 0\) with \(|X| < X_{\text{max}}, |Y| < 3\pi, |Z| < 3\pi\) such that
\[ 1 > \epsilon \sum_{m=1}^{\infty} |a_m| \sinh \sqrt{2}mX_{\text{max}}, \] (11)

and every field line remains in that domain. In view of \((\ref{domain})\), \(Y(\ell)\) is a monotonic increasing function of \(\ell\). We may therefore write the equations in the form
\[ \frac{dX}{dY} = \sqrt{2} \epsilon \frac{\sin Y}{D} \sum_{m=1}^{\infty} a_m \frac{\sin mY}{\sin Y} \cos mZ \sinh (\sqrt{2}mX) \] (12a)
\[ \frac{dZ}{dY} = - \epsilon \frac{\sin Y}{D} \sum_{m=1}^{\infty} a_m \frac{\sin mY}{\sin Y} \sin mZ \sinh (\sqrt{2}mX) \] (12b)
\[ D = 1 + \epsilon \sum_{m=1}^{\infty} a_m \cos mY \cos mZ \cosh (\sqrt{2}mX). \] (12c)

If we change the independent variables from \(Y\) to \(\mu = \cos Y\), then as \(Y\) ranges from 0 to \(2\pi\), \(\mu\) ranges from 1 to -1 and back to 1. Since, \(X(0) = X(2\pi)\) and \(Z(0) = Z(2\pi)\), the field line is closed.

The closure of the field lines found here for the field with scalar potential \(\Phi\) depends on the reflection symmetry that \(\Phi\) be even in \(X\) and odd in \(Y\), essentially the same discrete symmetry used by Lortz. We append a standard but rarely discussed result for our system: that the rotational transform of a closed line magnetic field is not well defined. We start from the field as given by \((\ref{trans})\). We may generalize the transformation \((\ref{trans})\) to
\[ X' = \sqrt{M^2 + N^2} X, \] (13a)
\[ Y' = (MY + NZ), \] (13b)
\[ Z' = (MZ - NY), \] (13c)

where, \(M, N\) are relatively prime. Again, \((\ref{rotation})\) is a rotation about the \(X\) axis by an angle of \(\arctan (M/N)\) followed by a stretch. Thus, again, the field lines are periodic of period \(2\pi\) in \(Y\). The field line starting at \(Y = 0, Z = z_0\) after one period \(Y = 2\pi\) has \(Z = z_0\). Correspondingly, the two points are \((Y', Z') = (0, Nz_0)\) and \((2\pi M, -2\pi N + Mz_0)\). Hence, the field lines will have a twist of \(M/N\) or \(N/M\). Usually, one identifies the twist with the rotational transform, but clearly, the identification here is spurious. Thus, the concept of a rotation transform, in this case, is ill-defined.

Finally, we note that while periodicity in the expression for \(\Phi\) in the variable \(Z\) is essential, the specific form for \(\Phi\) as a function of \(Z\) is not. Thus, each term \(\cos(mZ)\) might be replaced by \(\cos(mZ + \delta_m)\) and the subsequent analysis would be possible with only minor modifications at each step. These modifications allow a wider range of vacuum fields and of equilibria than are shown explicitly.
III. CLEBSCH REPRESENTATION FOR THE VACUUM MAGNETIC FIELD

It is useful to explore a simple, explicit version of these results. To that end we set $a_1 = \epsilon, a_m = 0$ for all $m > 1$ and

$$\varphi = Y + \epsilon \sin Y \cos Z \sinh(\sqrt{2}X).$$

(14)

where $\varphi = \Phi/2$. We shall now construct $\psi, \alpha$ explicitly such that

$$\nabla \varphi = \nabla \psi \times \nabla \alpha,$$

(15)

using method of characteristics. We solve

$$dX \over B_x = dY \over B_y = dZ \over B_z$$

$$dX \over \epsilon \sqrt{2} \sinh(\sqrt{2}X) \cos Z \sin Y = -dY \over \epsilon \cosh(\sqrt{2}X) \sin Z \sin Y$$

$$dY \over 1 + \epsilon \cosh(\sqrt{2}X) \cos Z \cos Y.$$

We observe that the equations are invariant under

$$X \rightarrow -X, \ Y \rightarrow -Y, \ Z \rightarrow -Z.$$  

(17)

Hence, the invariants must be even functions of all the coordinates. Since $B_x$ and $B_z$ vanish at $X = 0$ and $Z = 0$ respectively, the characteristics have to be calculated separately on the $X = 0$ and $Z = 0$ planes and for $X \neq 0, Z \neq 0$ regions. We now discuss each of these regions separately.

1. Invariants on the $X = 0$ plane

Substituting $X = 0$ in (16) we obtain

$$dZ \over -\epsilon \sin Z \sin Y = dY \over 1 + \epsilon \cos Z \cos Y.$$  

(18)

Since $B_z$ vanishes at $Z = 0$, field lines do not cross the $Z = 0$ plane. Therefore, we treat $Z > 0$ and $Z \leq 0$ regions separately. For $Z \neq 0$, we can easily integrate [18] subject to parity condition [17] and obtain

$$\mathcal{I}_x \sin |Z| - \cos Z = \epsilon \cos Y,$$

(19)

where, $\mathcal{I}_x$ is a constant along the field lines. Thus, $X = 0$ and $\mathcal{I}_x = \epsilon \cos Z$ are the two invariants in this case. We note that for small $\epsilon$, $\mathcal{I}_x \approx \cot |Z|$ and that (19) shows $\mathcal{I}_x$ is singular at $Z = 0, \pm \pi$.

2. Invariants on the $Z = 0$ plane

For $Z = 0$, (16) simplifies to

$$dX \over \epsilon \sqrt{2} \sinh(\sqrt{2}X) \sin Y = dY \over 1 + \epsilon \cosh(\sqrt{2}X) \cos Y.$$  

(20)

Using the parity condition [17] we integrate [20] and get

$$\mathcal{I}_Z = \epsilon \sqrt{\sinh(\sqrt{2}|X|)} \cos Y + \int_0^{|X|} \frac{dX'}{\sqrt{2} \sinh(\sqrt{2}X')}$$

(21)

with $\mathcal{I}_Z$ being the invariant along with $Z = 0$. For small values of $\epsilon$, $\mathcal{I}_Z$ is given by the second term.

3. Invariants when $X \neq 0, Z \neq 0$

Finally, when $X \neq 0, Z \neq 0$, it is easily verified that the following two functions are constants along any magnetic field satisfying (16) together with (17):

$$\psi(X, Y, Z) = \sqrt{2} \sinh(\sqrt{2}|X|) \sin |Z|$$

(22a)

$$\alpha(X, Y, Z) = \epsilon \sqrt{\sinh(\sqrt{2}|X|)} \cos Y$$

(22b)

$$+ \sigma_z \int_{|X_0|}^{|X|} \frac{dX'}{\sqrt{2} \sinh(\sqrt{2}X') - \psi^2},$$

where,

$$\sigma_z = \text{sign(cos Z)}, \ X_0 = \frac{1}{\sqrt{2}} \sin^{-1}\left(\frac{\psi^2}{2}\right).$$

(23)

In obtaining the above we have made use of the identity

$$\sqrt{2} \sinh(\sqrt{2}|X|) \cos Z = \sigma_z \sqrt{2} \sinh(\sqrt{2}|X|) - \psi^2,$$

(24)

which follows from the form of the invariant $\psi$. We note several important features of the functions $\psi$ and $\alpha$. The functions satisfy the parity condition (17) but are not analytic everywhere. The function $\psi$ is not analytic near $X = 0, Z = 0, \pm \pi$ while $\alpha$ is not analytic near $X = 0$ and $Z = \pm \pi/2$. The lower limit $X_0$ on the integral ensures that $\alpha$ is continuous across $Z = \pm \pi/2$ where $\sigma_z$ is discontinuous. It can be easily verified that (15) is satisfied when $X \neq 0, Z \neq 0$. The integrals appearing in (21) can be evaluated explicitly in terms of incomplete elliptic integral of the first kind.

The contours of constant $\psi$, as shown in figure (1(a)) and (2), forms nested surfaces separated by the $X = 0$ and $Z = 0$ planes and has a X-point at $X = Z = 0$. Remarkably, $\psi$ is independent of both the $y$ coordinate and the aspect ratio parameter $\epsilon$ for this class of fields. The other Clebsch variable, $\alpha$, is manifestly three-dimensional, as shown in figure 3.

Near the $X = 0$ plane and arbitrary $Y$ and $Z$,

$$\psi \approx \sqrt{2} \sqrt{2} \sinh(\sqrt{2}|X|),$$

(25)

$$\alpha \approx \psi \sqrt{2} \mathcal{I}_x = \sqrt{2} \sqrt{2} \sinh(\epsilon \cos Y + \cos Z).$$

Both $\psi$ and $\alpha$ approach zero as $X$ approaches zero but the magnetic field given by $\nabla \psi \times \nabla \alpha \approx \nabla (\psi^2/(2\sqrt{2})) \times \nabla \mathcal{I}_x$.
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FIG. 1. Contours of the Clebsch variables (Eqns(14),(15)).

FIG. 2. Nested flux surfaces around the X-point at the origin

is nonzero. On the other hand when we approach the

Z = 0 plane, and X and Y are arbitrary,

$$\psi \approx |Z| \sqrt{2 \sinh \sqrt{2}|X|}, \quad \alpha \approx I_Z. \quad (26)$$

Near the X-point where both X and Z approach zero

$$\psi \approx |Z| \sqrt{2 \sqrt{2}|X|}, \quad \alpha \approx \sqrt{2 \sqrt{2}|X|/(1 + \epsilon \cos Y)}. \quad (27)$$

In addition to the possible value of explicit examples of
doubly periodic vacuum magnetic fields with closed field
lines, the results also provide an indirect validation of the
formal expansion for vacuum magnetic field flux surface.

We next apply the Lortz construction of an ideal MHD
toroidal equilibrium as a convergent power series expansion
in the parameter beta, starting from a given closed
line vacuum magnetic field. Magnetic field line closure is
guaranteed order by order in the expansion by the con-
tion that the magnetic fields have reflection symmetry
in a given plane. In the present case, the torus is de-

defined by the two “angles” Y and Z, and the system

is 2π periodic in each of the angles. The system will be de-
designed to be symmetric on reflection in the plane

Y = 0, so B_Y(x = \sqrt{2}X, Y, Z) is an even function of Y, and

the other two components are odd in Y. The domain is
defined by the relation

$$x_{-}(Y, Z) < x < x_{+}(Y, Z). \quad (28)$$

We discuss the nature of x_{-}(y, z) and x_{+}(y, z) after fur-
der elaboration. We finally obtain equilibrium with

boundaries, which are also constant pressure surfaces

and with interior pressure maximum or a unique pres-

sure maximum. Neither of these properties holds for the

original Lortz analysis. We choose the vacuum field with

$$a_1 = \epsilon > 0, a_n = 0, n > 1. \quad (29a)$$

The Lortz analysis is based on the equilibrium represen-
tation

$$\nabla \cdot B = 0 \quad (29b)$$

$$\nabla \times B = J = \nabla \tau \times \nabla \nabla p \quad (29c)$$

where,

$$\tau = \int_{0}^{t} \frac{d\tau}{\beta}, \quad q = \int \frac{d\ell}{\beta}, \quad \nabla p = p(q). \quad (29d)$$

The integral for \tau is along a field line starting on some

fixed plane in the domain of interest. We follow the Lortz
notation and note that \( q \) is not the standard tokamak safety factor. We recall that we start with a given closed line magnetic field, evaluate \( J, q, p \) and then determine a new closed line magnetic field and then iterate. Provided \( p \) is sufficiently small and provided each iterate has reflection symmetry in the plane \( Y = 0 \) the process converges. The periods in \( Y \) and \( Z \) are fixed.

A. Calculation of \( q \)

It is clear from the preceding discussion that the properties of \( \tau \) and especially of \( q \) for the initial vacuum field are critical to start the analysis and we explore the properties of \( q \) for our chosen vacuum field. A magnetic field line is given by the solution of the equations

\[
\frac{dx}{dY} = \frac{2e}{\mathcal{D}} \sin Y \cos Z \sinh x \tag{30a}
\]

\[
\frac{dZ}{dY} = -\frac{e}{\mathcal{D}} \sin Y \sin Z \cosh x \tag{30b}
\]

where, \( \mathcal{D} = 1 + \epsilon \cos Y \cos Z \cosh x \tag{30c} \)

and

\[
x = \sqrt{2X}, \quad q = \int_{-\pi}^{\pi} \frac{dY}{\mathcal{D}}. \tag{31}
\]

It is convenient to re-express \((30)\) in terms of \( \mu = \cos Y \). We note that in the range \(-\pi < Y < 0\), \( \mu \) covers the values from -1 to +1 with \( \mu \) increasing with \( \sin Y \) negative, while in the range \( 0 < Y < \pi \), \( \mu \) is decreasing with \( \sin Y \) positive. Thus, we find

\[
q = \int_{-\pi}^{\pi} \mu \left( \frac{1}{\mathcal{D}(-\mu)} + \frac{1}{\mathcal{D}(\mu)} \right) \mu \frac{d\mu}{1 - \mu^2} \left( 1 - \epsilon^2 \mu^2 \cos^2 Z \cosh^2 x \right). \tag{32}
\]

In the form \((32)\) and using \((30)\), it is relatively straightforward to obtain the needed properties of \( q \).

We study the system \((30,31)\) for small \( \epsilon \) and we see that

\[
x = x_0 + 2\mu \epsilon \cos Z_0 \sinh x_0 + (\mu \epsilon)^2 \frac{1}{2} \sinh (2x_0) + O(\epsilon^3) \tag{33a}
\]

\[
Z = Z_0 - \epsilon \mu \sin Z_0 \cosh x_0 + (\mu \epsilon)^2 \frac{1}{2} \sin (2Z_0) + O(\epsilon^3) \tag{33b}
\]

We obtain readily

\[
\frac{q}{2\pi} = 1 + \frac{1}{2} \epsilon^2 \cos^2 Z_0 \cosh^2 x_0 + O(\epsilon^4). \tag{34}
\]

The critical points of the function \( q(x_0, Z_0) \) that occur at \( x_0 = 0, Z_0 = 0, \pm \pi \) are saddle points. To analyze the behavior of \( q \) near \( Z_0 = \pm \pi/2 \) and arbitrary \( x_0 \), we must expand further. We set \( Z_0 = \pm \pi/2 + \epsilon (\delta Z_0) \) and find

\[
\frac{q}{2\pi} = 1 + \epsilon^2 \cosh^2 x_0 \left( \frac{3}{8} \cosh^2 x_0 + \frac{1}{2} (\delta Z_0)^2 \right) + O(\epsilon^6) \tag{35}
\]

approximate the separatrix joining the saddle point to \( O(\epsilon^2) \).

We observe that for large \( |x| \), the contours bunch around a boundary, which is shown in the appendix to be the curve \( D(\mu = \pm 1) = 0 \). From the definition of \( q \) \((32)\), we see that the perturbation theory can fail for large \( x \) as \( D(\mu) \) approaches zero. Physically, the magnetic field has a turning point near this boundary, and therefore, \( q = \oint dl/B \) can become singular. We present a detailed description of the behavior of \( q \) near this boundary in the appendix. We show that, in general, has a logarithmic divergence near the boundary \( B_Y = 0 \). As a concrete demonstration of the logarithmic behavior near the boundary, we calculate analytically the value of \( q(Z = 0) \).
for large \( x \) without the \( \epsilon \) expansion. Figure 5 compares the exact expression for \( q(Z = 0) \) for large \( x \) (A.16) to the result obtained using the \( \epsilon \) expansion. As seen from the figure, near the boundary \( \kappa = 1 \), which occurs when \( I_Z = -2\sqrt{\epsilon} \), \( q \) diverges logarithmically. The \( \kappa = 1 \) curve is indeed the boundary on which \( B_Y \) vanishes.

Finally, we observe that any sufficiently small and sufficiently smooth perturbation of \( q \) cannot change the character of \( q \). There remain centers in the neighborhood of \( (Z_0 = \pm \pi/2, x_0 = 0) \). Thus, one might add additional sufficiently small terms from the series (9). Hence, the behavior of \( q \) presented here is expected to be modified only slightly when plasma \( \beta \) is introduced as a small perturbation to the vacuum magnetic field system in the Lortz iteration scheme.

**B. Lortz iteration**

We now restate the critical elements of the Lortz iteration. We solve iteratively Eq. (29). The solution of the system is to have reflection symmetry in some plane. That symmetry may be translated into even and odd conditions in the components of \( B \) at the given plane. If the domain is multiply connected, then appropriate periods must be given. Provided the domain boundary and the function \( p(q) \) is sufficiently smooth, and provided there is a vacuum field satisfying all the periodicity, periods and symmetry conditions, then for \( p(q) \) sufficiently small, a solution of system (29) exists with appropriate smoothness properties. The iteration starts with \( J = 0 \), and from the vacuum, \( B \) one calculates \( \tau, q, p(q) \) and proceeds.

We choose the vacuum field discussed in section III and we consider the plot for \( q \) in the \( x, Z \) plane. We shall now describe two different equilibrium construction. In the first case, we identify right and left boundaries of the domain: each boundary curve runs from \( Z = -\pi \) to \( Z = +\pi \) and lies outside curves connecting the \( X \) points. Each point on the bounding curve corresponds to a magnetic field line, and the totality of these field lines generates the bounding surfaces. Each surface consists of magnetic field lines with the same values of \( q \). The field lines are symmetric in \( Y \) and about \( Y = 0 \), and thus the domain has the symmetry. We may choose the plane of this curve to correspond to \( Y = 0 \). We may then give \( p = p(q) \) for some fixed form of \( p(q) \) and carry out the iteration process. The iteration involves small changes in \( B \) or order \( \beta \), and thus, the structure of the modified \( q \) constant curves involves at most small variations of the structure of the \( q \) surfaces. Therefore, the limit of the Lortz iteration will have a similar \( q \) constant surfaces.

We solve in the fixed domain whose boundary is composed of magnetic field lines, but we cannot guarantee the \( q \) constant on the boundary. However, there will be an adjacent surface inside the domain on which \( q \) is constant. Thus, we can construct an equilibrium whose boundaries are pressure surfaces. By an appropriate multiple values choice of \( p(q) \) we may ensure that there is a unique pressure maximum. We may lose the properties that the solution is even in \( x \) and/or in \( Z \). We preserve, however, the periodicity in \( Y \) and \( Z \).

In the second case, we shall relax the symmetry condition in \( Z \). We identify a section of that plane containing the \( O \) point and in which field lines through \( (x, Y, Z) \) where \( (x, Z) \) lies in the plane, can extend from \(-\infty \) to \( +\infty \) in \( x \). Clearly, such domains exist close to \( Z = \pm \pi/2 \). The bounding curve of the domain is to have many derivatives, and may or may not be a curve of constant \( q \). If the three-dimensional domain is to have surfaces of different pressures extending to the boundary, then the chosen curve must be one with constant \( q \). We identify the region in the \( (x, Z) \) plane with a value \( Y_0, -\pi \leq Y_0 \leq \pi \), and we draw field lines through the points \( (x, Y_0, Z_0) \). We choose this surface as our boundary of the domain in which to carry out the iteration. Clearly, the domain and the initial vacuum field satisfy the symmetry, periodicity, and period conditions. Thus, we have constructed an equilibrium. We note that although the initial vacuum field had symmetry properties in \( Z \), they are lost in this construction. Further, if we wish to have the boundary be a pressure surface for the equilibrium, then we must require that \( p(q) \) be constant for \( q \) in some open interval containing the values of \( q \) on the initial boundary surface. The Lortz construction
cannot guarantee that every field line on the boundary will have the same value of \( q \), even if the initial field has the property. Our construction here produces a confined plasma, with either a vacuum region outside of the plasma or equilibrium with \( p = \text{constant} \) on a boundary surface in the neighborhood of the initial surface chosen. We note in passing that the work of Lortz, on which this material is based, did not address the issue of whether or not the construction produced a confined plasma with a given bounding pressure surface.

We observe from the given vacuum magnetic field that there are many different possible equilibria with the same \( p(q) \) but with different boundaries. Our argument of an equilibrium construction applies equally well for vacuum fields of the more general form \([9]\) provided only that the vacuum magnetic field possesses a center in the plot of \( q \). As noted, for fields sufficiently close to the one studied in detail, this property holds.

The Lortz analysis does not require that the given data the boundary of the function \( p(q) \) be analytic. While his analysis requires typically \( B \) have Holder continuous second derivatives in all variables, one might extend the work to analytic data in \( x \) for which the solutions would also be analytic in \( x \), if such exist. The formal expansion of a solution in a power series in \( x \) with corresponding data on \( x = 0 \) should converge to this solution. The convergence of the series for other classes of initial data is not credible.

We conclude with an observation concerning another equilibrium representation, which also lends itself to the construction of an iteration scheme:

\[
B = \nabla \Phi + \tau \nabla p, \quad \nabla \cdot B = 0 \tag{37}
\]

where \( \tau, p \) and \( q \) are again given by \([29c]\). Suppose \( B \) have \( N \) Holder continuous derivatives. Then \( \tau \) and thus \( p(q) \) would have in general \( N - 1 \) Holder continuous derivatives. Hence \([37]\) would require that \( \Phi \) has \( N - 1 \) Holder continuous derivatives but the sum on the right-hand side of \([37]\) would require \( N \) such derivatives. Such a structure is possible but highly peculiar. Perhaps the iteration based on \([37]\) can recover only analytic solutions.

V. CONCLUSION

In this work, we have constructed vacuum magnetic fields in a topological torus where all the magnetic field lines close on themselves. We have shown that for a class of these vacuum fields, the Clebsch coordinates \( \psi \) and \( \alpha \) can be constructed explicitly. Analysis of the \( \psi \) surfaces shows the existence of an X-point. The exact solutions obtained in this work, therefore, might be of interest in studying charged particle motion near an X-point or the separatrix.

We have discussed an extension of Lortz’s iterative construction of ideal MHD equilibrium starting with a vacuum field with zero rotation transform and adding plasma beta as a perturbation in a topological torus. Our construction allows the rotation transform to be any arbitrary rational number. We have provided analytical expressions for the various quantities involved in the Lortz construction, e.g., the Clebsch variables and the quantity \( q = \oint dl/B \). In the future, we shall investigate the possibility of constructing low magnetic shear ideal MHD equilibrium through a Lortz like iterative scheme in a topological torus, starting with the closed line vacuum magnetic and adding both the plasma beta and the magnetic shear are treated as perturbations.
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Appendix: Details of the calculation of \( q \)

We present here some details of the calculation of \( q \). We shall obtain asymptotic expressions of \( q \) for various regions of interest.

1. Evaluation of \( q \) at \( x = 0 \)

The function \( q(x = 0) \) can be evaluated exactly from \([32]\) with the help of \([19]\). However, the analytical expression without the small \( \epsilon \) expansion is rather cumbersome. We present here only the \( \epsilon \) expansion result. When \( x = 0 \), using \([19]\) and \([32]\) we obtain

\[
q(x = 0) = 2 \int_{-1}^{1+} \frac{d\mu}{\sqrt{1 - \mu^2}} \frac{1}{(1 - \epsilon^2 \mu^2 \cos^2 Z)} \tag{A.1}
\]

where \( Z = \cot^{-1}(I_x) + \sin^{-1}\left(\frac{\epsilon \mu}{\sqrt{1 + I_x^2}}\right) \).

Expanding in \( \epsilon \), we get

\[
q(x = 0) - 1 = \frac{I_x^2 \epsilon^2}{2 (I_x^2 + 1)} + \frac{3 (I_x^4 - I_x^2 + 1) \epsilon^4}{8 (I_x^2 + 1)^2} \tag{A.2}
\]

\[
Z = Z_0 + \epsilon \mu \sin(Z_0) + \frac{1}{6} (\epsilon \mu \sin(Z_0))^3 + O(\epsilon^5) \tag{A.3}
\]

where \( Z_0 = \cot^{-1}(I_x) \).

2. Evaluation of \( q \) using the \( \epsilon \) expansion

We note that only second order corrections are needed from \( x \) and \( Z \) to calculate \( q \) to \( O(\epsilon^4) \). Using straightforward \( \epsilon \) expansion, we obtain

\[
q = \frac{1}{2} \cos^2 Z_0 \epsilon^2 \cos^2 x_0 + \frac{3}{512} (15 - 36 \cosh(2x_0) + \cos(4Z_0)(33 + 4 \cosh(2x_0) + 3 \cosh(4x_0)) + 32 \cos(2Z_0)(1 + 5 \cosh(2x_0)) \sin^2 x_0) \epsilon^4 + 45 \cosh(4x_0) + O(\epsilon^6). \tag{A.4}
\]

3. Beyond the \( \epsilon \) expansion: behavior of \( q \) near \( B_Y = 0 \)

We have noted earlier that the domain of interest is in a region where \( B_Y \) has no turning points. However, for
sufficiently large \(x\), \(B_Y\) can approach zero when \(D(\mu) \approx 0\), which occurs near the curve

\[
\cos Z \cosh x \approx -\frac{1}{\epsilon \mu}. \tag{A.5}
\]

Since, both \(\mu\) and \(\cos Z\) are \(O(1)\) quantities, \(\epsilon \mu \ll 1\) implies \(\cosh x \gg 1\). It is convenient to recast (30) in the form

\[
-\frac{1}{2} \frac{d \log \sinh x}{d \log \epsilon \mu} = \epsilon \mu \cos Z \cosh x, \tag{A.6}
\]

Using

\[
\epsilon \mu \cos Z \cosh x = 1 - \frac{1}{D},
\]

we obtain the exact result

\[
\frac{dD}{d \log \epsilon \mu} = (D - 1) \left(1 - (\tan^2 Z + 2 \tanh^2 x) \left(\frac{D - 1}{D}\right)\right). \tag{A.8}
\]

Near \(D \approx 0\), \(x \gg 1\), we have \(\tan h x \approx 1\) and therefore,

\[
\psi^2 = 2 \sinh x \sin^2 Z \approx 2 \cosh x \sin^2 Z = \frac{(D - 1)}{\epsilon \mu} \frac{\tan^2 Z}{1 + \tan^2 Z}. \tag{A.9}
\]

Since the \(q\) integral treats \(\psi\) and \(\alpha\) as constants, (A.9) allows us to solve for \(Z\) in terms of \(\psi\). Simplifying (A.8) near \(D \approx 0\) and using (A.9) we get

\[
P \frac{d^2 D}{dP^2} = \left(2 + P(P + \sqrt{P^2 + 1})\right), \tag{A.10}
\]

where \(P = \frac{\epsilon \mu \psi^2}{4}\).

Equation (A.10) can be readily integrated and we get

\[
D(P) = \sqrt{D_0^2 - P(P + \sqrt{P^2 + 1}) - \sin^{-1} P - 4 \log |P|}, \tag{A.11}
\]

where, \(D_0\) is an integration constant. Figure 7 shows the phase diagram of (A.10) near \(D(P) \approx 0\). In thick red we show a typical solution (A.11), and in dashed blue we show a typical approximate solution (A.12).

Figure 7 shows that the approximation captures the \(D(P) \approx 0\) behavior quite well. A slightly more sophisticated analysis involving the logarithmic term can be done, but essentially, the roots of \(D(P)\) are determined mostly by the quadratic powers of \(P\) in \(D(P)\). Therefore,

\[
q = \int_{-1}^{+1} \frac{d\mu}{\sqrt{1 - \mu^2}} \left(\frac{1}{D(-\mu)} + \frac{1}{D(\mu)}\right) \approx 2 \int_{-1}^{+1} \frac{d\mu}{\sqrt{1 - \mu^2 \sqrt{c^2 - \mu^2}}} = \frac{2}{c} K(1/c^2), \tag{A.13}
\]

where \(c^2 = (D_0^2/2)/(\epsilon \mu^2/4)\) and \(K\) is the complete elliptic integral of the first kind. The above analysis shows that \(q\) is well-defined except at \(c = 1\), where it has a logarithmic singularity. The point \(c = 1\) corresponds to \(D(\mu) = 0\) at \(\mu = \pm 1\).

We show the curves of \(D(\pm 1) = 0\) along with the result from the \(\epsilon\) expansion in figure 8. The curves \(D(\pm 1) = 0\) extend to \(x = \pm \infty\) at \(Z = \pm \pi/2\). Although the \(\epsilon\) expansion fails near the \(D(\pm 1) = 0\) boundary, it correctly predicts that \(q\) should increase as we approach the boundary, as can be seen from the bunching of the contours near the boundary.

4. Evaluation of \(q\) at \(Z = 0\)

Independent verification of the logarithmic behavior can be obtained by calculating \(q\) for \(Z = 0\). We restrict ourselves only to relatively large values of \(x\) so that \(\sinh x \approx (1/2) x^2\). We then find from (21) that

\[
\epsilon \mu = 2 \lambda \left(\frac{1}{\sqrt{2}} + \frac{Z}{\sqrt{2}}\right) \text{ where, } \lambda = e^{-x/2}. \tag{A.14}
\]
FIG. 8. Contours of $(2\pi)^{-1} q(x_0, Z_0) - 1$ (Eq. (A.4)) for $\epsilon = 0.15$ is shown along with the approximate separatrix (dashed black lines). The boundary $D(\pm1) = 0$ is shown by thick dashed red lines.

Since $\lambda \geq 0$, and $-1 \leq \mu \leq 1$, $I_Z$ must be negative. In terms of $\lambda$, $q$ is given by

$$q = -\frac{4\sqrt{2}}{\epsilon I_Z} \int_{\lambda_-}^{\lambda_+} \frac{\lambda^2 d\lambda}{\sqrt{1 - \frac{4\lambda^2}{\epsilon}}}$$  \hspace{1cm} (A.15)

where, $\lambda_{\pm} = -(I_Z + \sqrt{I_Z^2 \pm 4\epsilon})/\sqrt{8}$.

The integral can be calculated exactly and we get

$$q(Z = 0) = 2\pi - \frac{\sqrt{2}\Lambda^+}{I_Z} ((I_Z^2 - a^- a^+)E(\phi, \kappa) + (a^- a^+ - 2I_Z a^- + I_Z^2)F(\phi, \kappa) + 4I_Z a^- I(\Lambda^+, \phi, \kappa))$$  \hspace{1cm} (A.16)

where, $a^\pm = \sqrt{I_Z^2 \pm 4\epsilon}$, $\Lambda^\pm = \frac{1}{4\epsilon} \sqrt{I_Z^2 \pm a^- a^+}$

$$\phi = \sin^{-1} \left( \frac{\Lambda^-}{\Lambda^+} \right), \quad \kappa = \frac{2\epsilon \Lambda^+}{(a^+ - a^-)^2}.$$

(E, F and II are standard elliptic integrals. Near $\kappa = 1$ or equivalently, $I_Z = -2\sqrt{\epsilon}$, $q$ diverges since the elliptic integrals have logarithmic singularities.

To make connections with the $\epsilon$ expansion, we observe from (21) that to lowest order in $\epsilon$,

$$x_0 \approx -2\ln \left( \frac{-I_Z}{\sqrt{2}} \right).$$  \hspace{1cm} (A.18)

It is clear that the perturbation expansion is a suspect near $x_0 \approx \ln (2\epsilon)$. For $Z = 0$ and large $x$,

$$D(\mu) \approx 1 + 2\epsilon \mu e^x.$$  \hspace{1cm} (A.19)

Hence, the logarithmic singularity appear precisely at the $D = 0$ boundary.
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