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Abstract.

We present a novel nonlinear model predictive control (MPC) scheme with relaxed stability criteria, based on the idea of generalized discrete-time control Lyapunov functions. These functions need to satisfy an average descent over a finite window of time, rather than a descent at every time step. One feature of this scheme is that it allows for implementing a flexible number of control inputs in each iteration, in a computationally attractive manner, while guaranteeing recursive feasibility and stability. The benefits of our flexible-step implementation are also demonstrated in an application to nonholonomic systems, where the one-step standard implementation may suffer from lack of asymptotic convergence.

1. Introduction

Model predictive control (MPC) is a method to approximate the solution of an infinite-horizon optimal control problem by considering a sequence of finite-horizon optimal control problems implemented in a receding horizon fashion. In the standard discrete-time MPC scheme, the finite-horizon optimal control problem is solved at each time step with the current state as the initial state, and the first element of the derived optimal control sequence is implemented.

Since stability of MPC schemes does not follow from the associated infinite-horizon optimal control problem, several approaches have been proposed to guarantee stability [20, 19, 28, 12]. In the standard MPC scheme, a terminal cost and a terminal constraint are added to the optimal control problem. By considering the optimal value function as the Lyapunov function, a strictly decreasing sequence of Lyapunov function values is obtained, which implies convergence of the state to zero. In this paper, we replace the strict descent of the Lyapunov function values with an average descent while preserving stability. We propose a new MPC scheme which enables the implementation of a flexible number of elements of the optimal input sequence. Here, with flexible number we mean that in each iteration the number of implemented elements of the corresponding optimal input sequence is not constant (e.g. one) but instead flexible (variable). The flexible-step implementation is enabled by the novel notion of generalized discrete-time control Lyapunov functions (g-dclf), which depend on the state and the control. The existence of such a g-dclf for a control system makes it possible to add a feasible average decrease constraint on the Lyapunov function values to the finite-horizon optimal control problem of our MPC scheme. The average descent in turn guarantees that at least one predicted Lyapunov function value along the trajectory of the system is less than the Lyapunov function value at the beginning of the prediction. In the proposed MPC scheme, we implement the optimal input sequence until a descent occurs. Consequently, this part of our scheme gives rise to a flexible-step implementation.

1.1. Related Work

An important objective in many MPC schemes is stability; the three most common approaches can be described as follows. First, there are schemes that rely on terminal constraints and/or costs, e.g. standard MPC [20, 19, 28, 12]. One issue that this approach faces is that with the typical choice of a quadratic cost function.
function, MPC might not be stabilizing [25]. This can be resolved by designing a non-quadratic cost function based on homogeneous approximation [7]. Second, terminal ingredients are avoided altogether through a sufficiently long prediction horizon [3, 15, 12]. Finally, there are schemes that directly incorporate a Lyapunov function decay constraint in the optimization problem, often referred to as Lyapunov-based [21].

There are several MPC approaches that aim to relax the one-step standard implementation, one being the so-called “finite-step” approaches [26, 17, 14] the standard MPC assumptions are relaxed. In [14], a stabilizing tube-based MPC for linear parameter-varying systems is presented. The usual invariant set used in standard MPC is replaced by finite-step contractive sets, which are easier to compute. In the latter sets, the state of a control system is allowed to leave the set as long as it returns after a finite number of time steps. Based on [8], the work in [26] generalizes control Lyapunov functions by finite-step control Lyapunov functions. Such functions are allowed to increase along the trajectory of a system as long as at the end of the prediction horizon (after a finite number of steps) they decay compared to the beginning of the prediction. In the finite-step control Lyapunov function-based MPC scheme, the considered finite-step control Lyapunov function is the objective function and is incorporated as a constraint. The exact same finite number of steps (greater than one) is implemented in each iteration of the scheme. In [17], finite-step control Lyapunov functions are used alongside finite-step contractive sets. More precisely, the finite-step Lyapunov functions are used in the terminal cost of the MPC optimization problem. As in [26], the Lyapunov function only depends on the state.

Our work, however, belongs to the category of so-called “flexible-step” approaches [2, 32, 31], where a flexible number of elements of the optimal input sequence is implemented in the MPC scheme. A variable prediction horizon [23, 22] is employed in contractive MPC [32]. In the optimal control problem of this setting, the prediction horizon is a decision variable. Hence, solving the MPC scheme yields the optimal control sequence and the optimal prediction horizon. In each iteration, the optimal control sequence is then implemented over the whole optimal prediction horizon. In the discrete-time setting, optimizing over the prediction horizon results in an undesirable integer decision variable. In [2], a contraction-based MPC scheme is proposed, which avoids the integer optimization for the price of solving two optimization problems in each iteration. Based on a finite-step Lyapunov inequality, a flexible-step implementation is accomplished in [31] to reduce the computational burden of the proposed MPC scheme. Although it serves a different purpose, we want to mention event-triggered MPC [9] as a way of achieving a flexible-step implementation.

1.2. Contribution

In contrast to the former MPC schemes, the proposed scheme in this work achieves stability, while allowing the implementation of a flexible number of steps, thanks to the average decrease constraint, without the above-mentioned computational drawbacks.

One main technical contribution of this paper is the introduction of generalized discrete-time control Lyapunov functions, which cover classical Lyapunov functions but also the control-dependent objective function. Notably, the therewith proposed flexible-step approach includes many known MPC schemes, such as terminal ingredient-based MPC and contraction-based MPC [20, 19]. Furthermore, we derive theoretical results about recursive feasibility and stability for our proposed scheme. We demonstrate the functionality of our method by utilizing it to study the stabilization of nonholonomic systems, which are typically a bottleneck for standard MPC schemes. Several simulation studies confirm the anticipated benefits of the flexibility coming from the g-dclfs.

1.3. Organization

The paper is organized as follows. We explain our notation in Section 1.4. In Section 2, we present the main results of this paper, from which we derive a novel implementation scheme for MPC. The proofs of the main results can be found in Section 3. In Section 4, we apply the derived scheme to nonholonomic systems. We present the numerical results and analyze these in detail. Finally, we draw our conclusions and discuss some future directions in Section 5.
1.4. Notation

We denote the set of non-negative (positive) integers by \( N \) \((N_{\geq 0})\), the set of (non-negative) reals by \( \mathbb{R} \) \((\mathbb{R}_{\geq 0})\), and the interior of a subset \( S \subseteq \mathbb{R}^n \) by \( \text{int}(S) \). The set of real matrices of the size \( p \times q \) is denoted by \( \mathbb{R}^{p \times q} \). We make use of boldface when considering a finite sequence of vectors, e.g. \( \mathbf{u} = [u_0, \ldots, u_{N-1}] \in \mathbb{R}^{p \times N} \), we refer to \( j \)th component by \( u_j \) and to the subsequence going from component \( i \) to \( j \) by \( \mathbf{u}_{i:j} \). Similarly, \( \mathbf{U}_{[0,N-1]} \subseteq \mathbb{R}^{p \times N} \) denotes a set of (ordered) sequences of vectors with components zero to \( N - 1 \). When such a set depends on the initial state \( x \), it is expressed by \( \mathbf{U}_{[0,N-1]}(x) \). As usual, \( \mathbf{u}^* \) denotes the solution to the optimal control problem solved in the iteration of an MPC scheme, the symbol \( \mathbf{u}^{\text{opt}} \) denotes the optimal control sequence of the previous iteration. For later use, we recall that a function \( V : \mathbb{R}^n \times \mathbb{R}^{p \times q} \rightarrow \mathbb{R} \) is called positive definite if \( V(x, \mathbf{u}) = 0 \) is equivalent to \((x, \mathbf{u}) = (0, \mathbf{0})\) and \( V(x, \mathbf{u}) > 0 \) for all \((x, \mathbf{u}) \in \mathbb{R}^n \times \mathbb{R}^{p \times q} \setminus \{(0, \mathbf{0})\} \). Furthermore, a function \( \alpha : \mathbb{R}^n \times \mathbb{R}^{p \times q} \rightarrow \mathbb{R} \) is called radially unbounded if \( \| (x, \mathbf{u}) \| \rightarrow \infty \) implies \( \alpha(x, \mathbf{u}) \rightarrow \infty \), where \( \| \cdot \| \) is the Euclidean norm. Note that \( x \) is a vector and \( \mathbf{u} \) is a matrix here, so with \( \| (x, \mathbf{u}) \| \) we implicitly refer to the norm of \((x^T, \text{vec(} \mathbf{u})^T)\), where \( \text{vec(} \mathbf{u}) \) is the usual vectorization of a matrix into a column vector.

In the setting of MPC, it is important to distinguish between predictions and the actual implementations at a given time index \( k \in \mathbb{N} \). In particular, we use \( x^k, u^k \) to refer to predictions, whereas we use \( x(k), u(k) \) to refer to the actual states and implemented inputs, respectively.

2. Main results

Our main objective in this work is to propose a new implementation scheme with some key advantages that we discuss shortly. In order to introduce this scheme, we require a few notions related to stability of control systems. Throughout this paper, we consider nonlinear discrete-time control systems of the form

\[
x^{k+1} = f(x^k, u^k),
\]

where \( k \in \mathbb{N} \) denotes the time index, \( x^k \in X \subseteq \mathbb{R}^n \) is the state with the initial state \( x^0 \in X \) and \( u^k \in U \subseteq \mathbb{R}^p \) is an input. The state and input constraints satisfy \( 0 \in \text{int}(X) \), \( 0 \in \text{int}(U) \) and \( f : X \times U \rightarrow \mathbb{R}^n \) is continuous with \( f(0,0) = 0 \). No modeling uncertainties or disturbances are considered in this work. For later use, we recall the asymptotic stability of a time-varying system \([13, 24]\). Let \( k_0 \in \mathbb{N} \) and consider

\[
x^{k+1} = F(k, x^k), \quad k \geq k_0,
\]

where \( F : [k_0, \infty) \cap \mathbb{N} \times X \rightarrow \mathbb{R}^n \) and \( F(k,0) = 0 \) for all \( k \geq k_0 \). The origin is an asymptotically stable equilibrium of (2.2) (with region of attraction \( X \)) if

(i) for all \( \varepsilon > 0 \) and any \( k_0 \in \mathbb{N} \), there exists \( \delta = \delta(\varepsilon, k_0) > 0 \) such that \( x^{k_0} \in X \) with \( 0 < \| x^{k_0} \| < \delta \) implies \( \| x^k \| < \varepsilon \) for all \( k \geq k_0 \);

(ii) for any \( k_0 \in \mathbb{N} \) and \( x^{k_0} \in X \), it holds \( \lim_{k \to \infty} x^k = 0 \).

2.1. Generalized control Lyapunov function

We now introduce \( g \)-dclfs that are core to our proposed MPC scheme. We present our stability results, which are the building blocks of our proposed scheme, postponing the proofs to Section 3.

The classical condition for a Lyapunov function \( V \) is \( V(x^{k+1}) < V(x^k) \). It requires that \( V \) strictly decreases along the trajectories of a control system and results in asymptotic stability of the origin. Higher-order Lyapunov functions (continuous time) were originally introduced in [6] and therewith replaced the classical Lyapunov condition. In [1] the classical condition was relaxed by introducing so-called non-monotonic Lyapunov functions, which are characterized by the following condition in discrete-time

\[
\tau (V(x^{k+2}) - V(x^{k+1})) + (V(x^{k+1}) - V(x^k)) < 0,
\]

for \( \tau \geq 0 \). Note that for \( \tau = 1 \), (2.3) imposes that the average of the next two future values of the Lyapunov function should be less than the current value of the Lyapunov function. We now generalize these ideas.
Definition 2.1 (Set of Feasible Controls). For \( x \in X \), we define a set of feasible controls of length \( N \in \mathbb{N}_{>0} \) as
\[
U_{[0,N-1]}(x) := \{ u_{[0,N-1]} \in \mathbb{R}^{p,q} : \text{ with } x^0 = x, u_j \in U, x^{j+1} = f(x^j, u_j) \in X, \quad j = 0, \ldots, N-1 \}.
\]
An infinite sequence of control inputs is called feasible when equation (2.4) is fulfilled for all times \( j \in \mathbb{N} \).

Definition 2.2 (g-dclf). Consider the control system (2.1). Let \( m \in \mathbb{N}_{>0} \) and \( q \in \mathbb{N} \). We call \( V : \mathbb{R}^n \times \mathbb{R}^{p,q} \rightarrow \mathbb{R} \) a generalized discrete-time control Lyapunov function of order \( m \) (g-dclf) for system (2.1) if \( V \) is continuous, positive definite and additionally:

If \( q = 0 \):

i) there exists a continuous, radially unbounded and positive definite function \( \alpha : \mathbb{R}^n \rightarrow \mathbb{R} \) such that for any \( x^0 \in \mathbb{R}^n \) we have
\[
V(x^0) - \alpha(x^0) \geq 0;
\]

ii) for any \( x^0 \in \mathbb{R}^n \) there exists \( \nu_{[0,m-1]} \in U_{[0,m-1]}(x^0) \), which steers \( x^0 \) to some \( x^m \), such that
\[
\frac{\sigma_m V(x^m) + \cdots + \sigma_1 V(x^1)}{m} - V(x^0) \leq -\alpha(x^0),
\]
where \( \sigma_m, \ldots, \sigma_1 \in \mathbb{R}_{\geq 0} \) and
\[
\frac{\sigma_m + \sigma_{m-1} + \cdots + \sigma_1}{m} - 1 \geq 0.
\]

If \( q \neq 0 \):

i') there exists a continuous, radially unbounded and positive definite function \( \alpha : \mathbb{R}^n \times \mathbb{R}^{p,q} \rightarrow \mathbb{R} \) such that for any \( (x^0, u_{[0,q-1]}) \in \mathbb{R}^n \times U_{[0,q-1]}(x^0) \) we have
\[
V(x^0, u_{[0,q-1]}) - \alpha(x^0, u_{[0,q-1]}) \geq 0;
\]

ii') for any \( (x^0, u_{[0,q-1]}) \in \mathbb{R}^n \times U_{[0,q-1]}(x^0) \) there exists \( \nu_{[0,q+m-1]} \in \mathbb{R}^{p,q+m} \) with \( \nu_{[1,q+l-1]} \in U_{[0,q-l]}(x^l) \) for every \( l \in \{0,1,\ldots,m\} \), which steers \( x^0 \) to some \( x^m \), such that
\[
\frac{\sigma_m V(x^m, \nu_{[m,q+m-1]}) + \cdots + \sigma_1 V(x^1, \nu_{[1,q]})}{m} - V(x^0, u_{[0,q-1]}) \leq -\alpha(x^0, u_{[0,q-1]}),
\]
where \( \sigma_m, \ldots, \sigma_1 \in \mathbb{R}_{\geq 0} \) satisfy (2.6).

In contrast to the standard case, the interpretation of Definition 2.2 is that the sequence of Lyapunov function values decreases not necessarily at every step, but on average every \( m \) steps (compare with condition (2.8)). Condition (2.8) will provide a mean for relaxing the assumptions on the terminal conditions that are frequently imposed in standard MPC schemes.

Definition 2.2 allows for a g-dclf \( V \) to depend on a control sequence \( u_{[0,q-1]} \). The variable \( q \) determines how many components of the control sequence are considered. If \( q = 0 \), the Lyapunov function only explicitly depends on the state. If \( q = 1 \), the running cost of the optimal control problem could be taken as the Lyapunov function, e.g. \( V(x, u_{[0,1]}) = V(x, u) = |x|^2 + |u|^2 \). If \( q = N_p \), then the objective function of the optimal control problem could be taken as the Lyapunov function.

In the context of control Lyapunov functions, the so-called small control property [29] is often used. A generalization suitable for our framework is given below.

Assumption 2.3 (Small Control Property). Consider system (2.1) and let \( V : \mathbb{R}^n \times \mathbb{R}^{p,q} \rightarrow \mathbb{R} \) be a g-dclf of order \( m \). We say that the small control property holds if for all \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that the following conditions hold.
i) for all \( 0 < \|x^0\| < \delta \), there exist \( u_{[0,q-1]} \in U_{[0,q-1]}(x^0) \) and \( v_{[0,q+m-1]} \) with \( v_{[1,q+l-1]} \in U_{[0,q-1]}(x^l) \) for every \( l \in \{0, 1, \ldots, m\}; \\
iim the controls \( u_{[0,q-1]} \) and \( v_{[0,q+m-1]} \) satisfy \( \max\{\|u_{[0,q-1]}\|, \|v_{[0,q+m-1]}\|\} < \varepsilon \); \\
iii) the inequalities (2.7) and (2.8) hold with \( u_{[0,q-1]} \) and \( v_{[0,q+m-1]} \).

The following results demonstrate how a Lyapunov function in the sense of Definition 2.2 leads to stability.

**Theorem 2.4.** If there exists a g-dclf of order \( m \) for the control system (2.1) and Assumption 2.3 holds, then for any initial state \( x^{0} \in X \), there exists a feasible control sequence such that \( \lim_{k \to \infty} x^{k} = 0 \).

**Theorem 2.5.** Let \( V: \mathbb{R}^{n} \times \mathbb{R}^{p,q} \to \mathbb{R} \) be a g-dclf of order \( m \) for the control system (2.1) with positive weights \( \sigma \), and suppose that Assumption 2.3 holds. Then there exists a control strategy which renders the origin asymptotically stable.

The proof of both results can be found in Section 3. It is worth connecting the above results to the existing literature. In particular, a corollary of Theorem 2.4 is obtained regarding so-called finite-step control Lyapunov functions, recently introduced in [26]. By definition, finite-step control Lyapunov functions decrease after finitely many, e.g. \( m \), steps. This means they satisfy (2.5) with \( \sigma_{m-1}, \ldots, \sigma_{1} = 0 \).

**Corollary 2.6.** If there exists a finite-step control Lyapunov function for the control system (2.1) and Assumption 2.3 holds, then for any initial state \( x^{0} \in X \), there exists a feasible control sequence such that \( \lim_{k \to \infty} x^{k} = 0 \).

The proof of this corollary follows immediately, since the definition of g-dclfs includes finite-step control Lyapunov functions. With these results at hand, we are ready to introduce our novel MPC scheme.

### 2.2. Flexible-step MPC scheme

The concept of g-dclfs is now utilized to present our MPC scheme. Recall that Definition 2.2 only guarantees the existence of a \((q + m)\)-long sequence \( v_{[0,q+m-1]} \) satisfying (2.8). These controls need to be found through an optimization problem. More precisely, the flexible-step MPC scheme is based on the optimal control problem defined in Problem 2.7 below where the condition (2.8) has been added as a constraint. Since the fraction in (2.8) represents a weighted average, we will refer to this constraint as the average decrease constraint (adc).

The adc constraint guarantees that there exists an index of descent \( \ell_{\text{dec}} \), \( 1 \leq \ell_{\text{dec}} \leq m \), at which a descent of the g-dclf is achieved, that is \( V(x^{\hat{u}_{\ell_{\text{dec}},q+\ell_{\text{dec}}-1}}, u_{[\ell_{\text{dec}},q+\ell_{\text{dec}}-1]}) - V(x^{u_{[0,q-1]}}) \leq -\alpha(x, u_{[0,q-1]}) \). Here, \( u_{[0,q-1]}^{\hat{u}} \) denotes the \( q \)-long control strategy of the previous iteration or more precisely, \( u_{[0,q-1]}^{\hat{u}} := u_{[\ell_{\text{dec}},q+\ell_{\text{dec}}-1]} \), where \( u_{[\ell_{\text{dec}},q+\ell_{\text{dec}}-1]} \) was the optimal control strategy with the index of descent \( \ell_{\text{dec}} \) of the g-dclf in that previous iteration.

\[
\min_{j=0}^{N_{p}-1} f_{0}(x^{j}, u^{j}) + \phi(x^{N_{p}})
\]

s.t. \( x^{j+1} = f(x^{j}, u^{j}), \quad x^{0} = x, \quad u^{j} \in U, \quad x^{j} \in X, \quad X^{N_{p}} \subseteq X^{N_{p}}, \)
\[
[u^{l}, \ldots, u^{l+q-1}] \in U_{[0,q-1]}(x^{l}) \quad \text{for} \quad l = 0, 1, \ldots, m
\]
\[
\frac{1}{m} \left( \sigma_{m} V(x^{m}, [u^{m}, \ldots, u^{m+q-1}]) + \sigma_{m-1} V(x^{m-1}, [u^{m-1}, \ldots, u^{m+q}]) + \ldots + \sigma_{1} V(x^{1}, [u^{1}, \ldots, u^{q}]) \right)
\]
\[
- V(x^{0}, u_{[0,q-1]}^{\hat{u}}) \leq -\alpha(x^{0}, u_{[0,q-1]}^{\hat{u}})
\]

**Problem 2.7.** Choose the following parameters a-priori: \( N_{p} \in \mathbb{N}, q \leq N_{p} \) with \( q \in \mathbb{N}, m \leq N_{p} \) with \( m \in \mathbb{N}_{>0}, X^{N_{p}} \subseteq X \subseteq \mathbb{R}^{n} \) with \( 0 \in \text{int}(X^{N_{p}}), \sigma_{m}, \ldots, \sigma_{1} \in \mathbb{R}_{>0} \) satisfying (2.6), a positive semi-definite function \( \phi: \mathbb{R}^{n} \to \mathbb{R} \) and a g-dclf \( V: \mathbb{R}^{n} \times \mathbb{R}^{p,q} \to \mathbb{R} \) of order \( m \). Solve the finite-horizon optimal control problem (2.9), where \( f_{0}: \mathbb{R}^{n} \times \mathbb{R}^{p} \to \mathbb{R} \) is positive definite and \( 0 \in \text{int}(U), U \subseteq \mathbb{R}^{p} \). Here \( x = x(k) \) is the current state and
\( u_{[0,q-1]}^* \) is the previous control strategy. The optimization is done over the \( N = \max\{q + m, N_p\} \) control inputs \([u^0, u^1, \ldots, u^{N-1}]\).

Similar to prior literature and for the sake of simplicity, we will assume from now on that a bounded solution to Problem 2.7 exists, this should not be confused with recursive feasibility for which we provide results later on. Problem 2.7 is written for the case \( q \neq 0 \); like in Definition 2.2, this can be adjusted for the case \( q = 0 \). To be precise, in equation (2.9) the constraint involving the feasible set of controls needs to read \([u^0, \ldots, u^m-1] \in U_{[0,m-1]}(x^0)\). This constraint is already covered by \( x^r \in X \) and \( u^j \in U \) and hence does not have to be included in the case of \( q = 0 \). The \( \text{adc} \) constraint becomes \( \frac{1}{m}(\sum_{j=1}^m V(x^j)) - V(x^0) \leq -\alpha(x^0) \). From now on, we leave it to the reader to make the necessary adjustments for the case \( q = 0 \).

The flexible-step MPC scheme is given in Algorithm 1. Note that Problem 2.7 needs to be solved as part of this algorithm. Like in any MPC scheme, any suitable solver for this nonlinear constrained optimization problem can be used.

**Algorithm 1** Flexible-step MPC scheme

1. set \( k = k_0 \), measure the initial state \( x(k_0) \) and choose an arbitrary \( u_{[0,q-1]}^* \in U_{[0,q-1]}(x(k_0)) \)
2. measure the current state \( x(k) \) of (2.1)
3. solve Problem 2.7 with \( x = x(k) \) and obtain the optimal input \( u_{[0,N-1]}^* \), where \( N = \max\{q + m, N_p\} \)
4. choose an index \( 1 \leq \ell_{\text{decr}} \leq m \) for which \( V(x_{\ell_{\text{decr}}}) = \min(V(x_{\ell_{\text{decr}}})) V(x_{[0,\ell_{\text{decr}}-1]}) - V(x, u_{[0,q-1]}^*) \leq -\alpha(x, u_{[0,q-1]}^*) \)
5. implement \( u_{[0,\ell_{\text{decr}}-1]}^* = [u_{\ell_{\text{decr}}}^*, \ldots, u_{\ell_{\text{decr}}-1}^*] \) and redefine \( u_{[0,q-1]}^* = u_{[\ell_{\text{decr}},q]}^* \)
6. increase \( k := k + \ell_{\text{decr}} \) and go to 2

We find it useful to explain the idea behind our implementation with an example, illustrated in Figure 1. Consider Problem 2.7 with \( m = 4 \) and a g-dclf \( V \) with \( q = 0 \). Let \( x^0 = x(0) \) be the initial state. After solving Problem 2.7, we obtain a trajectory of states \((x^0, x^1, x^2, x^3, x^4)\). The corresponding Lyapunov function values are shown in Figure 1A in dark blue. By definition of \( \text{adc} \), we know that at least one of the four future Lyapunov function values will be strictly less than \( V(x^0) \) (see Proposition 3.1). In order to ultimately reach convergence of the state to zero, we need to implement the optimal control sequence until a descent of the Lyapunov function value occurs. In this example, we choose to implement until the greatest descent occurs. In Figure 1A, this is achieved at state \( x^2 \), thus, we implement the optimal control sequence for two time steps and declare the actual states \( x(1) = x^1, x(2) = x^2 \). It is worthwhile to mention that in Figure 1A, the predicted Lyapunov function value after the fixed amount of four steps is strictly greater than the Lyapunov function value at the beginning of the prediction, i.e. \( V(x^4) > V(x^0) \). This would not be feasible in an MPC scheme based on a finite-step Lyapunov decay condition. Now the new initial state for the finite-horizon optimal control problem becomes \( x(2) \), highlighted in light green. We repeat this process, as demonstrated in Figure 1B. The greatest descent is achieved after one time step. Thus, we only implement the optimal control sequence for one step, \( x(3) = x^1 \). We define the new initial state and proceed as before. This time, the greatest descent is achieved after four time steps, see Figure 1C. The yellow trajectory in Figure 1D shows the Lyapunov function values along the actual states of our example after three iterations of Algorithm 1.

At this point, we would like to clarify steps four and five of Algorithm 1. By Proposition 3.1, \( \text{adc} \) guarantees a descent of the Lyapunov function value, step four captures where it occurs through the index \( \ell_{\text{decr}} \) and in step five the control sequence is implemented until the descent. The term flexible-step MPC is chosen to emphasize that steps four and five lead to implementation of possibly different number of steps in each iteration. Hence, we have arrived at a flexible-step implementation without adding an integer decision variable to Problem 2.7. Adding instead the constraint \( \text{adc} \), has enabled us to easily determine the index of descent after the optimization, as it is stated in Algorithm 1.

**Remark 2.8.** Algorithm 1 generates a feedback law \( c_{\ell_{\text{decr}}}^*(x(k)), u_{[\ell_{\text{decr}},q]}^* \) by concatenating a flexible amount of components of the optimal solution \( u^* \) to Problem 2.7. This feedback law is time and state dependent,
The novel implementation in Algorithm 1 naturally leads to a time-varying feedback law, and hence system, since both components will converge to zero if follows because the actual states generated by the flexible-step MPC scheme evolve according to the dynamics $u(k)$ for $k$.

Since there are multiple time indices for which the Lyapunov function decreases, we choose $\ell_{\text{decr}}$ as the index where the greatest descent occurs. We implement $\ell_{\text{decr}} = 2$ components of the control sequence and, consequently, declare $x^{2}$ as the new initial state for the finite-horizon optimal control problem at time $k = 2$. This problem is solved in (B) and we obtain again four states and their corresponding Lyapunov function values $(V(x^{0}), V(x^{1}), V(x^{2}), V(x^{4}))$. We repeat the scheme and after solving Problem 2.7 three times, we obtain the trajectory of the closed-loop states and their Lyapunov function values shown in (D).

common in continuous-time sampled-data MPC [11, 10]. Here, $\pi(k)$ is the time step of the most recent state measurement, i.e. the beginning of each optimization instance of Problem 2.7 (step three in Algorithm 1) and $u^{*}(-\pi(k))$ is part of the control strategy of the previous iteration (assigned in step five of the algorithm). The novel implementation in Algorithm 1 naturally leads to a time-varying feedback law, and hence system, because the actual states generated by the flexible-step MPC scheme evolve according to the dynamics

$$x(k + 1) = f(x(k), c_{\text{mpc}}^{k}(\pi(k))),$$

for $k \geq k_{0}$. Alternatively, we can extend system (2.10) by an augmented variable $y(k) \in \mathbb{R}^{n \times R^{p-q}}$, which captures the state and $u^{*}$ at the optimization instances, and allows us to write the closed-loop dynamics as follows

$$x(k + 1) = \begin{cases} f(x(k), c_{\text{mpc}}^{k}(y(k))), & \text{if optimization instance occurs at } k + 1 \\ y(k), & \text{otherwise} \end{cases}$$

with $y(k_{0}) = (x(k_{0}), u^{*}(-k_{0}))$. In the previous example, illustrated in Figure 1, the optimization instances occur at $k = 0, 2, 3, 7$, thus,

$[y(0), y(1), \ldots, y(7)] = [(x(0), u^{*}(-0)), (x(0), u^{*}(-0)), (x(2), u^{*}(-2)), (x(3), u^{*}(-3)), (x(3), u^{*}(-3)), (x(3), u^{*}(-3)), (x(3), u^{*}(-3)), (x(7), u^{*}(-7))].$

The first component of $y(k)$ is determined by $x(k)$ through (2.11) and the second component captures $u^{*}$. Since both components will converge to zero if $x(k)$ converges to zero (the zero control is a feasible control with
minimal cost for Problem 2.7) and since the state extension leads to a cumbersome formulation, we consider only the state variable \(x(k)\) in the following.

**Remark 2.9.** The way we assign \(u^*(\pi(k))\) in Algorithm 1 allows us to guarantee a chain of inequalities, similar to (3.3), needed for the stability proof. It is possible to change this assignment while still guaranteeing the chain of inequalities. In fact, if we change step five in Algorithm 1 to: implement \(u^*_{[0:t_{\text{decr}}-1]} = [c^k_{\text{mpc}}, \ldots, c^k_{t_{\text{decr}}-1}]\), find \(u_{[0:q-1]} \in U_{[0:q-1]}(x^{\#_{\text{decr}}})\) such that

\[ V(x^{\#_{\text{decr}}}, u_{[0:q-1]}) - V(x, u^*_{[0:q-1]}) \leq -\alpha(x, u^*_{[0:q-1]}) \]

and redefine \(u^*_{[0:q-1]} := u_{[0:q-1]}\), then the argument of the stability proof still applies.

We next state a sequence of results related to Algorithm 1. We start with the following assumption. It is a generalization of the usual assumption made in standard MPC, i.e., the existence of a feasible controller which renders the set \(X_{\text{Np}}\) invariant and achieves a descent [20, 28].

**Assumption 2.10.** Consider the sets \(U \subseteq \mathbb{R}^n, X_{\text{Np}} \subseteq X \subseteq \mathbb{R}^n\) with \(0 \in \text{int}(U)\) and \(0 \in \text{int}(X_{\text{Np}})\). Let \(V : \mathbb{R}^n \times \mathbb{R}^p \rightarrow \mathbb{R}\) be a g-dclf of order \(m\) for system (2.1). Assume that for any \((x^0, u_{[0:N_{\text{p}}-1]}(x^0)) \in X \times U_{[0:N_{\text{p}}-1]}(x^0)\) there exists a feedback \(c : X_{\text{Np}} \rightarrow \mathbb{R}^m, x \mapsto c(\hat{x})\) such that for all \(\hat{x} \in X_{\text{Np}}\)

1. the \(m\) components of \(c(\hat{x})\) satisfy \(c_0(\hat{x}), c_1(\hat{x}), \ldots, c_{m-1}(\hat{x}) \in U\);  
2. with \(x^0 = \hat{x}\), we have \(x^{j+1} = f(x^j, c_j(\hat{x})) \in X_{\text{Np}}\) for all \(j = 0, \ldots, m-1\);  
3. \([u_{[0:N_{\text{p}}-1]}(x^0), c(\hat{x})]\) satisfies adc (2.8), i.e. the control sequence \([u_{[0:N_{\text{p}}-1]}, c(\hat{x})]\) steers \(x^0\) to some \(x^m\) such that

\[ \frac{1}{m} \left( \sigma_m V(x^m, [u_{[m:N_{\text{p}}-1]}, c(\hat{x})]) + \cdots + \sigma_1 V(x^1, [u_{[1:N_{\text{p}}-1]}, c_0(\hat{x})]) \right) - V(x^0, u_{[0:N_{\text{p}}-1]}) \]

\[ \leq -\alpha(x^0, u_{[0:N_{\text{p}}-1]}). \]

The following theorem guarantees recursive feasibility as defined in e.g. [19].

**Theorem 2.11.** Let \(V : \mathbb{R}^n \times \mathbb{R}^p \rightarrow \mathbb{R}\) be a g-dclf of order \(m\) for system (2.1). Suppose that Assumption 2.10 is satisfied and that Problem 2.7 with \(x = x(k_0)\) is feasible. Then the MPC scheme given in Algorithm 1 is recursively feasible.

**Proof.** To prove recursive feasibility, we make use of the terminal set \(X_{\text{Np}}\). As a first step, we add the terminal constraint of Problem 2.7 to the sets \(U_{[0:N_{\text{p}}-1]}(x^l)\) with \(x^l \in X\) for \(l = 0, 1, \ldots, m\)

\[ U_{[0:N_{\text{p}}-1]}(x^l) = \{ u_{[0:N_{\text{p}}-1]} : \text{ initial state } x^l, u_j \in U, x^{j+1} = f(x^j, u_j) \in X, \]

\[ j = 0, \ldots, N_{\text{p}} - 1, x_{N_{\text{p}}} \in X_{\text{Np}} \}. \]

Consider now Algorithm 1 starting at some non-negative integer \(k\), and suppose that Problem 2.7 was feasible in the previous iteration. We show that Problem 2.7 stays feasible after executing Algorithm 1. To that end, suppose we arrived at the state \(x(k) \in X\) and that the previous control strategy is given by \(u^*_{[0:N_{\text{p}}-1]}\). Thus, we define the initial state of Problem 2.7 as \(x^0 = x(k)\). Since \(u^*_{[0:N_{\text{p}}-1]} \in U_{[0:N_{\text{p}}-1]}(x(k))\), the states steered by \(u^*_{[0:N_{\text{p}}-1]}\) satisfy

\[ x^1, \ldots, x_{N_{\text{p}}-1} \in X, \quad x_{N_{\text{p}}} \in X_{\text{Np}}. \]

Additionally, all components of \(u^*_{[0:N_{\text{p}}-1]}\) are elements of \(U\). By considering \(\hat{x} = x_{\text{Np}} \in X_{\text{Np}}\) in Assumption 2.10, the control sequence \([u^*_{[0:N_{\text{p}}-1]}, c(x_{\text{Np}})]\) and the corresponding states satisfy adc. Moreover, the controller renders \(X_{\text{Np}}\) invariant. Therefore, we have \(x_{\text{Np}}+1, \ldots, x_{\text{Np}}+m \in X_{\text{Np}} \subseteq X\). Hence, the choice of \([u^*_{[0:N_{\text{p}}-1]}, c(x_{\text{Np}})]\) yields a feasible controller. \(\square\)
Theorem 2.12. Assume that Problem 2.7 is initially feasible with $x = x(k_0)$, $k_0 \in \mathbb{N}$ and Algorithm 1 generates a control sequence which satisfies the conditions in Assumption 2.3. Then under Algorithm 1, we have that $x(k)$ converges to zero as $k$ goes to infinity.

Theorem 2.13. Assume that Problem 2.7 is initially feasible with $x = x(k_0)$, $k_0 \in \mathbb{N}$ and Algorithm 1 generates a control sequence which satisfies the conditions in Assumption 2.3. Then under Algorithm 1, we have that $x(k)$ converges to zero as $k$ goes to infinity. Moreover, if all the weights $\sigma_i$ in $\text{adc}$ are positive, then the origin is rendered asymptotically stable by Algorithm 1.

The proofs of Theorem 2.12 and 2.13 are a consequence of Theorem 2.4 and 2.5 and are presented in Appendix A for the sake of completeness. Now that we have established the properties of the flexible-step MPC scheme, some remarks are in order.

Remark 2.14. To recover the standard MPC scheme from our framework, we consider the case of $q = N_p$, $m = 1$ and $\sigma_1 = 1$. An appropriate terminal cost $\phi(x^{N_p})$, i.e. an (ordinary) control Lyapunov function on $X^{N_p}$, ultimately makes the objective function a suitable choice for the g-dclf $V$. Since $m = 1$, $\text{adc}$ reads

$$V(x^i, [u^1, \ldots, u^{N_p}]) - V(x^0, u^\ast_{[0:N_p-1]}) \leq -\alpha(x^0, u^\ast_{[0:N_p-1]}), \quad (2.12)$$

where $u^\ast_{[0:N_p-1]}$ is the previous control strategy. Theorem 2.11 guarantees that there exists a feasible $u^{N_p}$, such that the resulting controller $[u^\ast_{[0:N_p-1]}, u^{N_p}]$ will satisfy $\text{adc}$. This implies that with the standard MPC assumption, which was generalized by Assumption 2.10, constraint (2.12) is always satisfied, meaning that it does not further restrict the feasible controls. Here, the constraint $\text{adc}$ demands a strict descent of the objective function $V$ after one time step; this corresponds exactly to the standard MPC setting.

Remark 2.15. In the standard MPC setting, as discussed in Remark 2.14, the Lyapunov function is chosen to be the objective function. In Problem 2.7 the Lyapunov function can generally be a different function. Ultimately, both, the optimization and the stabilization, seek zero state and control, nevertheless, focussing solely on one may hurt the overall objective. It has already been shown in the past [27, 4, 30, 21] that it can be beneficial to choose a different Lyapunov function than the objective function to guarantee stability. However, the consideration of g-dclfs is novel, as they do not only depend on the state but also on the control input. Moreover, note that if $m = N_p$ and $q$ is greater than zero, the last function value that is considered in $\text{adc}$ in Problem 2.7 is $V(x^{N_p}, [u^{N_p}, \ldots, u^{N_p+q-1}])$. In other words, we will consider control inputs which go beyond the prediction horizon and help us decrease $V$ on average. This occurs in general if $m + q > N_p$.

Remark 2.16. As mentioned in the previous remark, the proposed flexible-step MPC does not rely on the objective function as the Lyapunov function. Instead, the proofs of Theorem 2.12 and 2.13 utilize the properties of a g-dclf and not the positive definiteness of the cost function $f_0$. Assuming positive definiteness allows us, however, to recover standard MPC from flexible-step MPC (Remark 2.14).

3. Stability proofs

In this section, we provide the proofs of the stability results of Section 2.1. To obtain a better intuition about Algorithm 1, the reader can skip this section in the first read and instead visit Section 4 for case studies.

To prove the first result, we need the following proposition.

Proposition 3.1. If there exists a g-dclf of order $m$ for the control system (2.1), then for any $(x^0, u^{[0:q-1]}) \in \mathbb{R}^n \times U_{[0,q-1]}(x^0)$ there exists $u^{[0,q+m-1]}$ such that

$$V(x', \nu^{[l+q-1]}) - V(x^0, \nu^{[0:q-1]}) \leq -\alpha(x^0, \nu^{[0:q-1]})$$

holds for some $l \in \{1, \ldots, m\}$ with $\nu^{[l+q-1]} \in U_{[0,q-1]}(x')$. 

Proof. To ease notation, we present this proof for the case \( m = 2 \); the general case follows similarly. Let \( x^0 \in \mathbb{R}^n \) be some arbitrary state and let \( u_{[0,q-1]} \) be an arbitrary \( q \) long control sequence belonging to the set \( U_{[0,q-1]}(x^0) \). We claim that condition (2.8) and (2.6) imply that there exists a control sequence \( \nu_{[0,q+1]} \), which steers \( x^0 \) to some \( x^2 \), such that either
\[
V(x^1, \nu_{[1,q]}) - V(x^0, u_{[0,q-1]}) \leq -\alpha(x^0, u_{[0,q-1]})
\]
or
\[
V(x^2, \nu_{[2,q+1]}) - V(x^0, u_{[0,q-1]}) \leq -\alpha(x^0, u_{[0,q-1]})
\]
holds, meaning that either \( V(x^1, \nu_{[1,q]}) \) or \( V(x^2, \nu_{[2,q+1]}) \) is strictly less than \( V(x^0, u_{[0,q-1]}) \), as \( \alpha \) is positive definite. Suppose otherwise. Then
\[
\frac{\sigma_2 V(x^2, \nu_{[2,q+1]}) + \sigma_1 V(x^1, \nu_{[1,q]})}{2} - V(x^0, u_{[0,q-1]}) + \alpha(x^0, u_{[0,q-1]})
\]
\[
> \frac{\sigma_2 (V(x^0, u_{[0,q-1]}) - \alpha(x^0, u_{[0,q-1]}))}{2} + \frac{\sigma_1 (V(x^0, u_{[0,q-1]}) - \alpha(x^0, u_{[0,q-1]}))}{2}
\]
\[
= \left( \frac{\sigma_2 + \sigma_1}{2} - 1 \right) (V(x^0, u_{[0,q-1]}) - \alpha(x^0, u_{[0,q-1]})) > 0
\]
for all control sequences \( \nu_{[0,q+1]} \), where the last inequality follows by the virtue of (2.7) and (2.6). The derived inequality contradicts (2.8), finishing the proof. \( \square \)

Proposition 3.1 is important in what follows as it proves the existence of an index \( l \in \{1, \ldots, m\} \) where we have a decay of the generalized discrete-time control Lyapunov function. Using Proposition 3.1, we now prove Theorem 2.4: the proof is a modification of a standard Lyapunov argument, see for instance [16].

Proof of Theorem 2.4. Fix \( k_0 \in \mathbb{N} \) and \( x^{k_0} \in X \). If the state \( x^{k_0} \) is zero, there is nothing to show. So we may assume \( x^{k_0} \neq 0 \). Suppose, by contradiction, that there does not exist a feasible control sequence which steers \( x^k \) to zero as \( k \) goes to infinity. Note that this implies that \( x^k \) can neither be equal to nor get arbitrarily close to zero for some \( k \geq k_0 \) as we elaborate at the end of this proof. Our goal is to define a subsequence
\[
\{(x^n, u^n_{[0,q-1]})\}_{n=0}^{\infty}
\]
with the help of Proposition 3.1, so that the Lyapunov function values evaluated at these states and controls strictly decrease. To this end, let \( u_{[0,q-1]} \in U_{[0,q-1]}(x^{k_0}) \) be a fixed, but arbitrary, control sequence. By Proposition 3.1, there exists \( \nu_{[0,q+m-1]} \) which steers \( x^{k_0} \) to \( x^{k_0+m} \) along (2.1), such that for some \( l \in \{1, \ldots, m\} \)
\[
V(x^{k_0+l}, \nu^{k_0}_{[l+q+l-1]}) < V(x^{k_0}, u_{[0,q-1]}), \tag{3.2}
\]
where \( \nu^{k_0}_{[l+q+l-1]} \in U_{[0,q-1]}(x^{k_0+l}) \). As a result, we can define the first two members of our subsequence:
\[
\omega^{k_0} := (x^{k_0}, u_{[0,q-1]})
\]
\[
\omega^{k_1} := (x^{k_0+l+k_1}, \nu^{k_0}_{[l+q+1]}),
\]
where
\[
l^{k_0} = \arg \min_{l=1, \ldots, m} V(x^{k_0+l}, \nu^{k_0}_{[l+q+l-1]}) - V(x^{k_0}).
\]
We define \( \omega^{k_1} \) in this fashion because there might be multiple pairs of states and controls that achieve a strict descent; in this proof we choose the pair with the greatest descent as \( \omega^{k_1} \). Other choices are possible, as long as equation (3.2) is satisfied. To define the rest of the subsequence, we proceed as follows. Suppose \( \omega^{k_n} \) has
been defined. By Proposition 3.1, there exists again $v^{k_n}_{[0, q + m - 1]}$ such that for some \( l \in \{1, \ldots, m\} \) the Lyapunov function value is strictly below $V(\omega^{k_n})$ and $V^{k_n}_{(l|q+l-1]} \in U_{[0, q-1]}(x^{k_n+l})$. We can define $\omega^{k_n+1}$ accordingly

$$
\omega^{k_n+1} := (x^{k_n+l}, v^{k_n}_{[l|q+l-1]}),
$$

where

$$
l^{k_n} = \arg \min_{l=1, \ldots, m} V(x^{k_n+1}, v^{k_n}_{[l|q+l-1]}),
$$

Along the subsequence \( \{\omega^{k_n}\}_{n=0}^\infty \), we obtain the following inequalities

$$
V(\omega^{k_n}) > V(\omega^{k_1}) > \cdots > V(\omega^{k_n}) > \cdots \geq 0. \tag{3.3}
$$

The last inequality follows from the non-negativity of the $g$-dclf $V$. Hence, the sequence \( \{V(\omega^{k_n})\}_{n=0}^\infty \) converges to some $\delta \in \mathbb{R}$ as $n \to \infty$. Since $x^{k_n} \neq 0$ for all $n \in \mathbb{N}$ and $x^{k_n}$ also cannot get arbitrarily close to zero for some $n \in \mathbb{N}$, it follows that $\delta > 0$ and that

$$
\delta \leq V(\omega^{k_n}) \leq V(\omega^0) \quad \forall n \in \mathbb{N}. \tag{3.4}
$$

Next, we define

$$
C := \{(z^0, \xi) \in \mathbb{R}^n \times U_{[0, q-1]}(z^0) : \delta \leq V(z^0, \xi) \leq V(\omega^0)\}.
$$

Since $V$ is continuous and by (2.7) radially unbounded, $C$ is closed and bounded, and hence a compact subset of $\mathbb{R}^n \times \mathbb{R}^p$. Since there exist states and controls such that (3.4) follows, it holds $\omega^{k_n} \in C$ for all $n \in \mathbb{N}$. For $(z^0, \xi_{[0, q-1]}) \in C$, Proposition 3.1 lets us conclude that there exists a control sequence $\xi_{[0, q+m-1]}$ and $n$ of $x^{k_n}$ for which $V(z^l, \xi_{[l|q+l-1]}) - V(z^0, \xi_{[0, q-1]}) = -\alpha(z^0, \xi_{[0, q-1]})$ and $\xi_{[l|q+l-1]} \in U_{[0, q-1]}(z^l)$. Therefore,

$$
\min_{l=1, \ldots, m} V(z^l, \xi_{[l|q+l-1]}) - V(z^0, \xi_{[0, q-1]}) \\
\leq -\alpha(z^0, \xi_{[0, q-1]}), \quad \forall (z^0, \xi_{[0, q-1]}) \in C
$$

and consequently,

$$
\sup_{(z^0, \xi) \in C} \left[ \min_{l=1, \ldots, m} V(z^l, \xi_{[l|q+l-1]}) - V(z^0, \xi_{[0, q-1]}) \right] \\
\leq \sup_{(z^0, \xi) \in C} -\alpha(z^0, \xi_{[0, q-1]}) \\
= \max_{(z^0, \xi) \in C} -\alpha(z^0, \xi_{[0, q-1]}) =: -S < 0.
$$

The above supremum is attained for some $(z^0, \xi_{[0, q-1]}) \in C$ because $C$ is compact and $\alpha$ is continuous. For any $(z^{s_i}, \xi_{[0, q-1]}) \in C$ we have $V(z^{s_i}, \xi_{[0, q-1]}) \geq \delta > 0$. The positive definiteness of $V$, following from condition (2.7) in Definition 2.2, implies that $(z^0, \xi_{[0, q-1]})$ is non-zero and thus the positive definiteness of $\alpha$ implies that the above maximum is strictly less than zero. Since $\omega^{k_n} \in C$ for all $n \in \mathbb{N}$, we have that

$$
V(\omega^{k_{n+1}}) - V(\omega^{k_n}) \leq \sup_{(z^0, \xi_{[0, q-1]}) \in C} \left[ \min_{l=1, \ldots, m} V(z^l, \xi_{[l|q+l-1]}) - V(z^0, \xi_{[0, q-1]}) \right] \\
\leq -S \quad \forall n \in \mathbb{N}. \tag{3.5}
$$

To come to a contradiction, we now observe that

$$
V(\omega^{k_n}) = V(\omega^0) + \sum_{n=0}^{N-1} V(\omega^{k_{n+1}}) - V(\omega^{k_n}) \\
\leq V(\omega^0) - N \cdot S, \tag{3.6}
$$
where the last inequality follows from equation (3.5). If \( N > V(\omega^{k_0})/S \), then the inequality (3.6) implies \( V(\omega^{k_N}) < 0 \). This contradicts the positive definiteness of \( V \). Hence, our assumption must have been incorrect and there exists a feasible control sequence, which achieves \( \lim_{k \to \infty} x^k = 0 \).

We now elaborate why under the hypothesis that there does not exist a feasible control sequence which steers \( x^k \) to zero as \( k \) goes to infinity, \( x^k \) can neither be equal to nor get arbitrarily close to zero for some \( k \geq k_0 \), i.e. it cannot occur that for any \( \varepsilon > 0 \), there exists \( k \geq k_0 \) with \( |x^k| < \varepsilon \). If \( x^k \) were zero for some \( k \geq k_0 \), then the feasible zero control would keep the state at zero forever, which would not be in line with the hypothesis. If \( x^k \) would get arbitrarily close to zero for some \( k \geq k_0 \), then there also exists a sequence of feasible controls \( \{u^k_{[0:k-1]}\} \) steering \( x^k \) to zero thanks to Assumption 2.3 (Small Control Property): Let \( \varepsilon > 0 \), we show that there exists a feasible control strategy and \( K \geq k_0 \) such that \( \|V(x^k, u^k_{[0:k-1]})\| < \varepsilon \) for all \( k \geq K \). This would imply that \( \lim_{k \to \infty} V(x^k, u^k_{[0:k-1]}) = 0 \). Hence, with the continuity and the positive definiteness of \( V \), we would have \( \lim_{k \to \infty} x^k = 0 \), which again would not be in line with the hypothesis. For ease of notation, we make this argument for \( m = 2 \) and consider the interesting case, where some Lyapunov function values do not contribute to the average descent because their weights are zero, e.g. \( \sigma_1 = 0 \) and \( \sigma_2 \geq 2 \). Without loss of generality, we may assume that the descent of the Lyapunov function in \( \text{adc} \) always occurs after two time steps. By the continuity of \( V \) at the origin, we know that for \( \varepsilon_0 < \varepsilon \), there exists \( \delta_0 > 0 \) such that

\[
\|x^k, u^k_{[0:k-1]}\| < \delta_0 \Rightarrow \|V(x^k, u^k_{[0:k-1]})\| < \varepsilon_0.
\]

More general, we know that due to the continuity of \( V \) for \( \varepsilon - \varepsilon_0 > 0 \), there exists \( \delta > 0 \) such that

\[
\|(x^k, u^k_{[0:k-1]} - (x^{k+1}, \nu^k_{[1:k]})\| < \delta \Rightarrow \|V(x^k, u^k_{[0:k-1]} - V(x^{k+1}, \nu^k_{[1:k]})\| < \varepsilon - \varepsilon_0.
\]

In other words, if

\[
\|x^k, u^k_{[0:k-1]}\| < \delta_0 \quad (3.7)
\]

and

\[
\|(x^k, u^k_{[0:k-1]} - (x^{k+1}, \nu^k_{[1:k]})\| < \delta \quad (3.8)
\]

we can conclude that

\[
\|V(x^{k+1}, \nu^k_{[1:k]}\| \leq \|V(x^k, u^k_{[0:k-1]}\| + \|V(x^{k+1}, \nu^k_{[1:k]}\) - V(x^k, u^k_{[0:k-1]}\| < \varepsilon_0 + \varepsilon - \varepsilon_0 = \varepsilon.
\]

To guarantee that we can find \( x^k, u^k_{[0:k-1]}, \nu^k_{[0:k+1]} \) that satisfy (3.7) and (3.8), we will use Assumption 2.3 and the continuity of \( f \). First, choose some \( 0 < \varepsilon_f < \delta \). Then by the continuity of \( f \), there exists \( \delta_f > 0 \) such that \( \|x^k, \nu_0\| < \delta_f \) implies \( \|f(x^k, \nu_0)\| < \varepsilon_f \). As the name of Assumption 2.3 suggests, we know that for \( \varepsilon_c > 0 \), there exists \( \delta_c > 0 \) such that for all \( \|x^k\| < \delta_c \) there exist feasible controls \( u^k_{[0:k-1]} \) and \( \nu^k_{[0:k+1]} \) satisfying \( \text{adc} \) and \( \max\{\|u^k_{[0:k-1]}\|, \|\nu^k_{[0:k+1]}\| \} < \varepsilon_c \). We can now choose \( \varepsilon_c \) small enough, so that \( \delta_c + \varepsilon_c + \varepsilon_f + \varepsilon_c < \delta \) and \( \delta_c + \varepsilon_c < \min\{\delta_0, \delta_f\} \). Since we can steer the state until \( |x^k| < \delta_c \) for some \( k \geq k_0 \), it follows

\[
\|x^k, u^k_{[0:k-1]}\| \leq \|x^k\| + \|u^k_{[0:k-1]}\| < \delta_c + \varepsilon_c < \min\{\delta_0, \delta_f\}
\]

and

\[
\|(x^k, u^k_{[0:k-1]} - (x^{k+1}, \nu^k_{[1:k]})\| \leq \|x^k\| + \|u^k_{[0:k-1]}\| + \|x^{k+1}\| + \|\nu^k_{[0:k+1]}\| = \|x^k\| + \|u^k_{[0:k-1]}\| + \|f(x^k, \nu_0)\| + \|\nu^k_{[0:k+1]}\| < \delta_c + \varepsilon_c + \varepsilon_f + \varepsilon_c < \delta.
\]
this argument and using the continuity of $V$ and $f$, as well as Assumption 2.3 over and over again, we can ultimately show that $V(x^k, u^k_{[0,q-1]}) < \varepsilon$ for all $k \geq K$, which finishes the proof.

The above proof is constructive; it provides us with a control sequence which steers the state to zero. This is summarized in the following proposition.

**Proposition 3.2.** For any $n \in \mathbb{N}$ consider $V(x^{k_n}, u^{k_n}_{[0,q-1]})$, where $k_n$ is the index of the subsequence (3.1), and let $u^{k_n}_{[0,q+m-1]}$ be a control sequence that can be found for $(x^{k_n}, u^{k_n}_{[0,q-1]})$ to satisfy equation (2.8). Furthermore, let $k_n \in \{1, \ldots, m\}$ be the index of the state and control pair which achieves the descent of the $g$-dclf $V$ and thus defines $(x^{k_n+1}, u^{k_n+1}_{[0,q-1]}).$ Then the control sequence

$$[u^{k_1}_{[0,\bar{t}+1-1]}, \ldots, u^{k_n}_{[0,\bar{t}+n-1]}]$$

is feasible and steers the state to zero. Each $u^{k_n}_{[0,\bar{t}+n-1]}$ has $\bar{t}n$ elements and steers the system to the next state $x^{k_n+1}$.

The way the above control sequence was constructed and is used to steer the state gives rise to its time and state dependency. Thus, considering control system (2.1) with the control strategy (3.9) results in a time-varying system, explaining the used stability notion. It remains to prove Theorem 2.5.

**Proof of Theorem 2.5.** This proof is along the lines of classical Lyapunov theory [16]. To ease notation, we will present it again for the case $m = 2$; the general case follows similarly. Theorem 2.4 already guarantees that any state $x^{k_0}$ can be steered to zero. To obtain asymptotic stability, we still need to show that for all $\varepsilon > 0$ and any $k_0 \in \mathbb{N}$, there exists $\delta > 0$ such that for any state $x^{k_0} \in X$ with $0 < \|x^{k_0}\| < \delta$, there exists a feasible control strategy which yields $\|x^k\| < \varepsilon$, for all $k \geq k_0$. To this end, fix $\varepsilon > 0$ and $k_0 \in \mathbb{N}$. Due to the radial unboundedness of $V$ by (2.7), we can choose $0 \neq p \in \mathbb{R}^n \times \mathbb{R}^{p,q}$ such that there exists $r \in (0, \varepsilon)$, where $\|(x,u)\| > r$ implies $V(x,u) > V(p)$, or equivalently,

$$V(x,u) \leq V(p) \Rightarrow \|(x,u)\| \leq r. \quad (3.10)$$

Now define

$$B_r := \{(x,u) \in \mathbb{R}^n \times \mathbb{R}^{p,q} : \|(x,u)\| \leq r\}, \quad \beta := V(p) > 0 \quad \text{and} \quad \Omega_\beta := \{(x,u) \in B_r : V(x,u) \leq \beta\}.$$ 

It follows $\Omega_\beta \subseteq B_r$. Suppose for now we have

$$V(x^{k_0}, u^{k_0}_{[0,q-1]}) < \min\{0.5\beta\sigma_1, 0.5\beta\sigma_2, \beta\} \quad (3.11)$$

for some $x^{k_0} \in X \setminus \{0\}$ and $u^{k_0}_{[0,q-1]} \in U_{[0,q-1]}(x^{k_0})$. Then we claim that there exists a control strategy such that $V(x^{k_0}, u^{k_0}_{[0,q-1]}) \leq \beta$ for all $k \geq k_0$. Together with equation (3.10), this would imply that $(x^{k_0}, u^{k_0}_{[0,q-1]})$ stays in $\Omega_\beta$ for $k \geq k_0$. To prove the claim, let us first consider the case $\sigma_1 \leq \sigma_2$. Clearly, $V(x^{k_0}, u^{k_0}_{[0,q-1]}) < 0.5\beta\sigma_1$. Since $V$ is a $g$-dclf there exists a control strategy $u_{[0,q-1]}$ such that

$$\sigma_2 V(x^{k_0+\ell}, u_{[2,q+1]}) + \sigma_1 V(x^{k_0+1}, u_{[1,q]}) < 2V(x^{k_0}, u^{k_0}_{[0,q-1]}) - 2\frac{\beta\sigma_1}{2} = \beta\sigma_1.$$ 

Hence, $V(x^{k_0+1}, u_{[1,q]}) < \beta$. Similarly, $V(x^{k_0+2}, u_{[2,q+1]}) < \beta$. The case $\sigma_1 > \sigma_2$ follows likewise. By Proposition 3.1, either $V(x^{k_0+\ell}, u_{[1,q]})$ or $V(x^{k_0+\ell}, u_{[2,q+1]})$ is less than $V(x^{k_0}, u^{k_0}_{[0,q-1]})$ and determines the index of the descent $\ell \in \{1, 2\}$ (compare with proof of Theorem 2.4). If $\ell = 1$, we have found $x^{k_0+1}$ and $u^{k_0+1}_{[0,q-1]} := u_{[1,q]}$, if $\ell = 2$, we have also found $x^{k_0+2}$ and $u^{k_0+2}_{[0,q-1]} := u_{[2,q+1]}$. The above argument can be repeated with the new state control pair $(x^{k_0+\ell}, u^{k_0+\ell}_{[0,q-1]})$. Repeating this argument proves the claim. We hence conclude that

$$(x^k, u^k_{[0,q-1]}) \in \Omega_\beta \Rightarrow (x^k, u^k_{[0,q-1]}) \in B_r \quad \forall k \geq k_0.$$
Thus, we obtain $\|x^k\| \leq \|(x^k, u^k_{[0,q-1]})\| \leq r < \epsilon$ for all $k \geq k_0$. It remains to guarantee that we can find $x^{k_0} \in X \setminus \{0\}$ and $u^{k_0}_{[0,q-1]} \in U_{[0,q-1]}(x^{k_0})$ with

$$V(x^{k_0}, u^{k_0}_{[0,q-1]}) < \min\{0.5\beta\sigma_1, 0.5\beta\sigma_2, \beta\}.$$ 

Due to the fact that $V$ is continuous and $V(0,0) = 0$, there exists $\delta > 0$ such that $\|(x, u_{[0,q-1]})\| < \delta$ implies

$$V(x, u_{[0,q-1]}) < \min\{0.5\beta\sigma_1, 0.5\beta\sigma_2, \beta\}.$$ 

If $q = 0$, then the continuity of $V$ is enough, for $q \neq 0$ we need to evoke Assumption 2.3. It guarantees that for all $\varepsilon > 0$, there exists $\delta > 0$ such that for all $0 < \|x^{k_0}\| < \delta$ there exists $u^{k_0}_{[0,q-1]} \in U_{[0,q-1]}(x^{k_0})$ with $\|u^{k_0}_{[0,q-1]}\| < \varepsilon$ satisfying the inequalities (2.7) and (2.8). Thus, for small enough $\varepsilon$ we have $\varepsilon + \delta < \delta$ and obtain that for any $x^{k_0} \in X$ with $0 < \|x^{k_0}\| < \delta$ there exists $u^{k_0}_{[0,q-1]} \in U_{[0,q-1]}(x^{k_0})$ such that

$$\|(x^{k_0}, u^{k_0}_{[0,q-1]})\| \leq \|x^{k_0}\| + \|u^{k_0}_{[0,q-1]}\| < \delta + \varepsilon < \delta.$$ 

We can deduce that the Lyapunov function value of $(x^{k_0}, u^{k_0}_{[0,q-1]})$ satisfies the desired bound (3.11). In summary, if $x^{k_0} \in X$ satisfies $0 < \|x^{k_0}\| < \delta$, then $\|x^k\| < \epsilon$ for all $k \geq k_0$. This completes the proof. 

The proofs of Theorem 2.12 and 2.13 can be found in Appendix A.

4. Applications to nonholonomic systems

In this section, we demonstrate the performance of our algorithm for a nonholonomic system. In particular, we consider a variation of the classical Brockett integrator [5] in discrete-time. Let $x^0 \in \mathbb{R}^4$ be the initial state, $h = 0.1$ the sampling time and $u^j = [u^j_1 \ u^j_2]^T \in \mathbb{R}^2$ the control input at time step $j$. The dynamics of the state $x^{j+1} = [x^{j+1}_1 \ x^{j+1}_2 \ x^{j+1}_3 \ x^{j+1}_4]^T \in \mathbb{R}^4$ at time step $j + 1$ are given by

$$x^{j+1} = x^j + h \begin{bmatrix} 1 & 0 \\ 0 & -x^j_2 \\ 0 & x^j_3 \\ 0 & x^j_4 \end{bmatrix} u^j_1 + h \begin{bmatrix} 0 \\ 1 \\ x^j_1 \\ x^j_2 \end{bmatrix} u^j_2 + h \begin{bmatrix} 0 \\ 0 \end{bmatrix}.$$

(4.1)

It is worth pointing out that in (4.1) we have added the last term to “break the symmetry”, inducing the need for a richer class of control inputs. This system is difficult to stabilize because it does not satisfy Brockett’s necessary condition as stated in the next proposition. Therefore, there does not exist a smooth state feedback control law which renders $(0,0)$ locally asymptotically stable.

**Proposition 4.1.** The control system (4.1) does not satisfy Brockett’s necessary condition.

The proof of this result can be found in Appendix B. The difficulty in stabilizing the above system makes it suitable for our scheme. In particular, standard MPC schemes with quadratic costs are known to encounter issues in such settings [25]. Before we look at the simulation results, we will first propose a g-dclf for system (4.1) in the next section.

4.1. Choice of generalized control Lyapunov function

We take the function $V : \mathbb{R}^n \rightarrow \mathbb{R}, x \rightarrow \|x\|^2$ as a g-dclf candidate, corresponding to the case $q = 0$. Although system (4.1) does not satisfy Brockett’s necessary condition, we are able to decrease the state in multiple steps with respect to $\|\cdot\|^2$. The multiplicity of steps is the key feature that enables the descent. In particular, let $e_i \in \mathbb{R}^4$ be the unit vector with the $i$th entry of one. Suppose that initially $x^0 = e_4$. Hence, we wish to decrease
Figure 2. The function value of $\|x\|^2$ along trajectories of system (4.1). The function value of five initial states, which were chosen randomly from a normal distribution, was successfully decreased in ten steps.

the fourth component of the state. According to our dynamics, one way to do so is to set $u_1^0 = 0$ and to choose $u_2^0 = 5$ so that we increase $x_2^1$:

$$x^1 = e_4 + 0e_1 + 0.5e_2 + 0.1e_4 = [0 \ 0.5 \ 0 \ 1.1]^T.$$ 

This increases the squared norm of the state after one step, but in the second step we are able to reduce $x_2^2$ through $x_2^1$. By choosing $u_1^1 = 0$ and $u_2^1 = -u_2^0$, we reverse the previous increase of the second component of the state:

$$x^2 = [0 \ 0.5 \ 0 \ 1.1]^T + 0[1 \ 0 \ -0.5 \ 0]^T - 0.5[0 \ 1 \ 0 \ 0.5]^T + 0.11e_4 = 0.96e_4.$$ 

Note that $\|x^0\|^2 = 1$, $\|x^1\|^2 = 1.46$ and $\|x^2\|^2 = 0.9216$, demonstrating a descent in two steps. The above control strategy obviously strongly depends on the initial state. These computations motivate the approach of using multiple steps to decrease a Lyapunov function value. Our analytical computations match Figure 2, where a control strategy found by simulations decreases the squared norm of the states in ten steps.

In summary, the above observations demonstrate that the function value of $\| \cdot \|^2$ can be decreased in multiple steps along trajectories of system (4.1). Therefore, we choose $V(x) = \|x\|^2$ as the g-dclf for system (4.1).

4.2. Simulation results

Let us investigate Algorithm 1, when applied to the following optimal control problem.

**Problem 4.2.**

$$\min \sum_{j=0}^{N_p-1} \|x^j\|^2 + 5 \|u^j\|^2$$

s.t. (4.1) holds with $x^0 = x$

$$\frac{5.5}{10}\left(\|x^0\|^2 + \|x^5\|^2 + \|x^4\|^2 + \|x^3\|^2\right) - \|x^0\|^2 \leq -\varepsilon \|x^0\|^4$$

We take the prediction horizon to be $N_p = 10$. The initial state is set to be $[1 \ 2 \ 3 \ 5]^T$ and we use

$$\begin{bmatrix} 1 & 1 & \ldots & 1 \\ 1 & 1 & \ldots & 1 \end{bmatrix} \in \mathbb{R}^{2 \times 10}$$
as the initial control. As discussed, we choose $V(x) = |x|^2$ as the g-dclf. In step four of Algorithm 1, we find an index $\ell_{\text{decr}} \in \{1, \ldots, m\}$ which achieves a descent for this g-dclf. We do so by choosing the index $\ell_{\text{decr}}$ that corresponds to the minimal predicted Lyapunov function value $V(x^{\ell_{\text{decr}}})$. To achieve a descent, we choose $\alpha(x) = \varepsilon |x|^4$, where $\varepsilon = 10^{-5}$. Although only the weights of the sixth, fifth, fourth and third Lyapunov function value are non-zero, we choose $m = N_p = 10$ for $\text{adc}$. This means, in every iteration of Algorithm 1 we can implement up to ten steps. In our implementation $\text{fmincon}$ from MATLAB is used to solve Problem 4.2.

The solution to Problem 4.2 computed by flexible-step MPC is shown in Figure 3. The resulting trajectories of the states are shown in Figure 5. We observe that after a transient phase, the states successfully converge to zero. In Figure 4, we can see the Lyapunov function values for two selected periods; the outcome of $\text{adc}$ can be clearly recognized in this figure. The Lyapunov function value of the initial state of the current iteration is circled in black. The red star indicates the minimum of the Lyapunov function values in every iteration. The
Lyapunov function values following the minimum are gray because they will be discarded in our implementation. Instead, the controls will be implemented until the minimum occurs and the resulting state will be the new initial state. Displaying the Lyapunov function values over the whole prediction horizon in each optimization instance results in an unconventional time axis. For example, in Figure 4A the minimal Lyapunov function value of the first optimization instance of Problem 2.7 occurs at time step six and the time does not continue until after the next black circle which indicates the Lyapunov function value of the new initial state. Altogether, we can see in Figure 4 how the Lyapunov function values evolve and how various optimization instances present a different minimal index. A summary of the implemented steps at each optimization instance of Problem 4.2 is given in Figure 6. This figure can be interpreted as follows: The solution of the first optimization instance of Problem 4.2 results in the implementation of six steps. The second optimization, which starts at $k = 6$, yields the implementation of nine steps and so on. Note that the algorithm is truly making use of the flexible steps in the transient phase of the state trajectory (optimization instances one to thirteen).

We will compare our solution of Problem 4.2 to standard MPC with a terminal cost, weighted by $\gamma > 0$, and the prediction horizon $N_p = 10$, see Problem 4.3, where a fixed number of ten steps is always implemented.
Problem 4.3.

\[
\min_{j=0}^{N_0-1} \|x^j\|^2 + 5 \|u^j\|^2 + \gamma \|x^{10}\|^2
\]

s.t. (4.1) holds with \(x^0 = x\)

We have verified through simulations that the following observations remain qualitatively the same with other numbers of implemented steps. As a first choice for the weight of the terminal cost, we take \(\gamma = 22\). The state trajectories resulting from the solution to Problem 4.3 computed by standard MPC with \(\gamma = 22\) are depicted in Figure 7, where we do not observe convergence to zero. This is why we increased the weight of the terminal cost, while keeping the same Lyapunov function \(V(x) = \|x\|^2\). Increasing the weight does help, as seen in Figure 8, but \(x_2\) and \(x_4\) keep oscillating. We can increase the weight even further, see Figure 8, but the oscillations remain. Even with very high weights in the terminal cost, as in Figure 9, we never reach convergence of the states to zero. The weight of the terminal cost only damps the oscillations of \(x_2\) and \(x_4\). In summary, the desired stability behavior was not achieved by increasing the weight of the terminal cost. Apparently, the standard approach involves more challenges in terms of terminal ingredients than our approach to obtain convergence of the state to zero, even though the same g-dclf of \(\cdot \cdot \cdot \| \cdot \|^2\) was used. Finally, we compare the total function value of the standard MPC scheme to our approach in Figure 10. The total function value is
Figure 9. State trajectories according to the solution of Problem 4.3 with $\gamma = 1920$

Figure 10. The total function value, i.e. $\sum_{j=0}^{k-1} |x(j)|^2 + 5\|u(j)\|^2$, where $k$ is the current time step, is displayed. The total function values according to the solution of Problem 4.2 by flexible-step MPC and the solution of Problem 4.3 with different weights $\gamma$ by standard MPC are compared.

The value of $\sum_{j=0}^{k-1} |x(j)|^2 + 5\|u(j)\|^2$, where $k$ is the current time step. The oscillations also have consequences here: The total function value always slightly increases because the states have not converged to zero.

5. Conclusion

We generalized the idea of higher-order and non-monotonic Lyapunov functions by introducing g-dclfs. Through the idea of adding the crucial condition (2.8) from the definition of g-dclfs as a constraint, we obtained a novel MPC scheme. This constraint alone facilitated the flexibility in the number of implemented steps in each iteration of our proposed scheme. We demonstrated the benefits of this flexibility through an application example.

There are several theoretical aspects of our work, where we would like to make further advancement in the future. One goal is to prove recursive feasibility for $q \neq N_p$, i.e. we would like to extend the result of Theorem 2.11. Another goal is to provide a computationally efficient way for computing the terminal set $X^{N_p}$ of Problem 2.7.

We would also like to find a way to bypass Assumption 2.3 (Small Control Property). The current choice of $u_{[0,q-1]}^{-}$ in Algorithm 1 guarantees a chain of inequalities, similar to (3.3). We believe that there are other
possible choices (see Remark 2.9), which we would like to investigate. Furthermore, we would like to explore the idea of using \( g\)-dcdfs in the terminal cost, as opposed to incorporating them in a constraint, as well as connecting \( g\)-dcdfs to classical Lyapunov functions.

Our simulations showed that variations of the classical Brockett integrator provide an area of application for this novel implementation. In that sense, it would be interesting to study the performance of our scheme for applications like mobile robots, where the underlying dynamics are nonholonomic, in the future. Moreover, it would be interesting to apply our flexible-step implementation to large scale systems, where implementing more than one step could make a significant difference for the running time.

Other promising directions are reference tracking and generalizing our framework to systems subject to disturbances or to systems with an unknown model. It is especially attractive for the latter case; the relaxed stability requirement of \( \text{adc} \) enables more exploration compared to the classical one. Lastly, we would like to rigorously study the performance of our novel implementation.
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**Appendix A. Proofs of Theorem 2.12 and 2.13**

For the sake of completeness, we present the proofs of Theorem 2.12 and 2.13. Recall that we are considering system (2.1) with the time-varying MPC controller $c^k_{mpc}$ resulting in the time-varying system (2.10). This in turn has to be studied with the appropriate stability notion.

**Proof of Theorem 2.12.** Fix $k_0 \in \mathbb{N}$ and $x(k_0) \in X$. We may assume again that $x(k_0)$ is unequal to zero. Suppose, by contradiction, that the control law generated by Algorithm 1 does not steer $x(k)$ to zero as $k$ goes to infinity. This implies that $x(k)$ can neither be equal to nor get arbitrarily close to zero for some $k \geq k_0$, see proof of Theorem 2.4. As before, our goal is to define a subsequence $\{(x(k_n), \mathbf{u}^k_{[0,q-1]})\}_{n=0}^{\infty}$, where the Lyapunov function values evaluated at these states and controls strictly decrease. To this end, consider $x(k_0)$ as the current state of the flexible-step MPC scheme, which defines the initial state of Problem 2.7, $x^0 = x(k_0)$, and let $\mathbf{u}^*_{[0,q-1]} \in U_{[0,q-1]}(x(k_0))$ be a fixed, but arbitrary, control sequence. Let $\mathbf{u}^*(x(k_0))_{[0,N-1]}$ be the control sequence generated by Algorithm 1 in step three, where $N = \max\{q + m, N_p\}$. Since $\text{adc}$ is satisfied, Algorithm 1 can find an index $1 \leq \ell_{\text{dec}} \leq m$ in step four for which

\[ V(x^{*\ell_{\text{dec}}}, u^*(x(k_0))_{[\ell_{\text{dec}}+q+\ell_{\text{dec}}-1]}) < V(x(k_0), u^*_{[0,q-1]}), \]

where $u^*(x(k_0))_{[\ell_{\text{dec}}+q+\ell_{\text{dec}}-1]} \in U_{[0,q-1]}(x^{*\ell_{\text{dec}}})$ (compare with Proposition 3.1). In this proof, we choose the index with the greatest descent in the above inequality as $\ell_{\text{dec}}$. Following the flexible-step MPC scheme, the control sequence $u^*(x(k_0))_{[0,\ell_{\text{dec}}-1]}$ is implemented and as a result, we can define the first two members of our subsequence:

\[ \omega^k_0 := (x(k_0), \mathbf{u}^*_{[0,q-1]}) \]

\[ \omega^k_1 := (x(k_0 + \ell_{\text{dec}}), u^*(x(k_0))_{[\ell_{\text{dec}}+q+\ell_{\text{dec}}-1]}). \]

To define the rest of the subsequence, we proceed as follows. Suppose $\omega^k_n$ has been defined. Then Algorithm 1 with the current state $x(k_n)$ produces again a control sequence $u^*(x(k_n))_{[0,N-1]}$ such that for some $1 \leq \ell_{\text{dec}} \leq m$ the Lyapunov function value is strictly below $V(\omega^k_n)$ and $u^*(x(k_n))_{[\ell_{\text{dec}}+q+\ell_{\text{dec}}-1]} \in U_{[0,q-1]}(x^{*\ell_{\text{dec}}})$. We can define $\omega^{k_{n+1}}$ accordingly

\[ \omega^{k_{n+1}} := (x(k_n + \ell_{\text{dec}}), u^*(x(k_n))_{[\ell_{\text{dec}}+q+\ell_{\text{dec}}-1]}). \]

Along the subsequence $\{\omega^k_n\}_{n=0}^{\infty}$, we obtain the following inequalities

\[ V(\omega^k_0) > V(\omega^k_1) > \cdots > V(\omega^k_n) > \cdots \geq 0. \]
Like in the proof of Theorem 2.4, the sequence \(\{V(\omega^k)\}_{k=0}^{\infty}\) converges to some \(\delta > 0\) as \(n \to \infty\), which allows us to define the set \(C\) once more. Similarly, we conclude that
\[
\sup_{(z^0,\xi) \in C} \left[ \min_{t=1,\ldots,m} V(z^t, \xi_{[t,q+t-1]}) - V(z^0, \xi_{[0,q-1]}) \right] = \max_{(z^0,\xi) \in C} -\alpha(z^0, \xi_{[0,q-1]}) =: -S < 0
\]
and
\[
V(\omega^{k+1}) - V(\omega^k) \leq -S \quad \forall n \in \mathbb{N},
\]
where \(\{\omega^k\}_{k=0}^{\infty}\) are produced by Algorithm 1, as described above. We obtain the same contradiction as before by observing
\[
V(\omega^k) = V(\omega^0) + \sum_{n=0}^{N-1} V(\omega^{k+n+1}) - V(\omega^k) \leq V(\omega^0) - N \cdot S. \tag{A.2}
\]
Recall that \(V\) is positive definite by assumption due to condition (2.7) in Definition 2.2. If \(N > V(\omega^0)/S\), then the inequality (A.2) implies \(V(\omega^k) < 0\), contradicting the positive definiteness of \(V\). Hence, Algorithm 1 generates a control sequence which steers \(x(k)\) to zero as \(k\) goes to infinity.

\[\square\]

Remark A.1. The sequence \(\{(x(k_n), u^{k_n}_{[0,q-1]})\}_{n=0}^{\infty}\) is related to \(y(k)\), which was introduced earlier to extend (2.10): The augmented variable \(y(k)\) is basically equal to \(\{x(k_n), u^{k_n}_{[0,q-1]}\}\), except that the elements between the \(k_{n+1}\)-th and \(k_n\)-th element are filled up with the constant \(\{x(k_n), u^{k_n}_{[0,q-1]}\}\) for all \(n \in \mathbb{N}\), i.e.,
\[
[y(k_0), \ldots, y(k_1-1), y(k_1), \ldots, y(k_2-1), y(k_2), \ldots] =
\]
\[\overbrace{\ell_{\text{decr}}^0 \text{ elements}}^{\ell_{\text{decr}}^0 \text{ elements}} \quad \overbrace{[x(k_0), u^{k_0}_{[0,q-1]}], \ldots, (x(k_0), u^{k_0}_{[0,q-1]}), (x(k_1), u^{k_1}_{[0,q-1]}), \ldots, (x(k_1), u^{k_1}_{[0,q-1]}), (x(k_2), u^{k_2}_{[0,q-1]}), \ldots,}^{\ell_{\text{decr}}^1 \text{ elements}}
\]
\[\ell_{\text{decr}}^0 \text{ times} \quad \ell_{\text{decr}}^1 \text{ times}
\]
where \(\ell_{\text{decr}}^0\) is the index \(\ell_{\text{decr}}\) found in Algorithm 1 through the first optimization instance, occurring at \(k_0\), \(\ell_{\text{decr}}^1\) is found through the next optimization instance, occurring at \(k_1\), and so on.

\[\bullet\]

Proof of Theorem 2.13. By solving Problem 2.7 repeatedly using Algorithm 1, we generate a control sequence which, by Theorem 2.12, steers any state \(x(k_0)\) in the set \(X\) to zero. This proves the first statement. For the second statement we show that for all \(\varepsilon > 0\) and any \(k_0 \in \mathbb{N}\), there exists \(\delta > 0\) such that for any state \(x(k_0) \in X\) with \(0 < \|x(k_0)\| < \delta\), the state governed by (2.10) satisfies \(\|x(k)\| < \varepsilon\), for all \(k \geq k_0\). To this end, fix \(\varepsilon > 0\) and \(k_0 \in \mathbb{N}\). As before, we choose \(p \in \mathbb{R}^p \times \mathbb{R}^q\) such that there exists \(r \in (0, \varepsilon)\) satisfying equation (3.10) and define \(B_\varepsilon, \beta\) and \(\Omega_\beta\) accordingly. By using again the continuity of \(V\) and Assumption 2.3, we deduce that there exists \(\delta > 0\) such that for any \(x(k_0) \in X\) with \(0 < \|x(k_0)\| < \delta\), there exists \(u^{k_0}_{[0,q-1]} \in U_{[0,q-1]}(x(k_0))\) with which (3.11) holds, i.e.,
\[
V(x(k_0), u^{k_0}_{[0,q-1]}) < \min\{0.5\beta\sigma_1, 0.5\beta\sigma_2, \beta\}.
\]
We claim that with the bound (3.11) at hand, Algorithm 1 produces control inputs such that \(V(x(k), u^k_{[0,q-1]}) \leq \beta\) for all \(k \geq k_0\). Together with equation (3.10), this would imply that \(x(k), u^k_{[0,q-1]}\) stays in \(\Omega_\beta\) for \(k \geq k_0\). We first consider the case \(\sigma_1 \leq \sigma_2\) to prove the claim. Clearly, \(V(x(k_0), u^{k_0}_{[0,q-1]}) < 0.5\beta\sigma_1\). Consider \(x(k_0)\) as the current state in the flexible-step MPC scheme, which defines the initial state of Problem 2.7, \(x^0 = x(k_0)\),
and let \( u^*_{(0,N-1)}(x(k_0)) \) with \( N = \max \{ q + m, N_P \} \) be the optimal input that is obtained in step three of Algorithm 1. Using the constraint \( \text{ac} \) of Problem 2.7, we have

\[
\sigma_2 V(x^2, u^*_{[2,q]}(x(k_0))) + \sigma_1 V(x^1, u^*_{[1,q]}(x(k_0))) < 2V(x(k_0), u^*_{[0,q-1]}) \leq 2\frac{\beta\sigma_1}{2} = \beta\sigma_1,
\]

and therefore, \( V(x^1, u^*_{[1,q]}(x(k_0))) < \beta \) and in an analogous manner \( V(x^2, u^*_{[2,q]}(x(k_0))) < \beta \). The case \( \sigma_1 > \sigma_2 \) follows similarly. By Proposition 3.1, either \( V(x^1, u^*_{[1,q]}(x(k_0))) \) or \( V(x^2, u^*_{[2,q]}(x(k_0))) \) is less than \( V(x^0, u^*_{[0,q-1]}) \) and determines \( \ell_{\text{decr}} \in \{ 1, 2 \} \). If \( \ell_{\text{decr}} = 1 \), Algorithm 1 has found \( x(k_0 + 1) := x^1 \) and \( u^*_{[0,q-1]} := u^*_{[1,q]}(x(k_0)) \), if \( \ell_{\text{decr}} = 2 \) the algorithm has also found \( x(k_0 + 2) := x^2 \) and \( u^*_{[0,q-1]} := u^*_{[2,q-1]}(x(k_0)) \). The control input \( u^*_{[0,(\ell_{\text{decr}}-1)]}(x(k_0)) \) is implemented and the above argument can be repeated with the new state control pair \( (x(k_0 + \ell_{\text{decr}}), u^*_{[0,q-1]}) \). The repetition of this process ultimately proves the claim. Therefore,

\[
(x(k), u^*_{[0,q-1]}) \in \Omega_\beta \Rightarrow (x(k), u^*_{[0,q-1]}) \in B_r \quad \forall k \geq k_0,
\]

and hence, we obtain \( \|x(k)\| \leq \|x(k), u^*_{[0,q-1]}\| \leq r < \varepsilon \) for all \( k \geq k_0 \). As a result, if \( x(k_0) \in X \) satisfies \( 0 < \|x(k_0)\| < \delta \), then \( \|x(k)\| < \varepsilon \) for all \( k \geq k_0 \).

\[\square\]

**Appendix B. Proof of Proposition 4.1**

In this appendix, we prove Proposition 4.1. Let us first recall Brockett’s necessary condition for the discrete-time case [18].

**Theorem B.1.** Consider a discrete-time nonlinear control system governed by

\[ x^{k+1} = f(x^k, u^k), \]

with \( f(0,0) = 0 \) and \( f \) being smooth in a neighborhood of \((0,0)\). A necessary condition for the existence of a smooth state feedback control law \( u^k = u(x^k) \) which renders \((0,0)\) locally asymptotically stable is that for the mapping

\[ \varphi : (x, u) \mapsto f(x, u) - x \]

the equation

\[ \varphi(x, u) = y \]  \hspace{1cm} (B.1)

shall be solvable for all sufficiently small \( y \).

In other words, if we can find a sufficiently small \( y \) such that (B.1) is not solvable, then Brockett’s necessary condition is violated. This is precisely what we will do in the next proof.

**Proof of Proposition 4.1.** To show this result, we will apply Theorem B.1 to system (4.1):

\[ \varphi(x, u) = x + h \begin{bmatrix} 1 \\ 0 \\ -x_2 \\ x_3 \end{bmatrix} u_1 + h \begin{bmatrix} 0 \\ 1 \\ x_1 \\ x_2 \end{bmatrix} u_2 + h \begin{bmatrix} 0 \\ 0 \\ -x_2 \\ x_3 \end{bmatrix} - x = h \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 1 \\ x_1 \\ x_2 \end{bmatrix} u_1 + h \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \\ 0 \\ 0 \\ x_4 \end{bmatrix} u_2 + h \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}. \]

For all \( \varepsilon > 0 \) the equation \( \varphi(x, u) = [0 \ 0 \ 0 \ -y_4]^T \) has no solution for any \( 0 < y_4 < \varepsilon \). To see this, let us write out the above equation

\[
\begin{bmatrix}
0 \\
0 \\
y_4
\end{bmatrix} = h \begin{bmatrix}
1 \\
0 \\
0 \\
0 \\
0 \\
x_1 \\
x_2 \\
x_3
\end{bmatrix} u_1 + h \begin{bmatrix}
0 \\
1 \\
0 \\
0 \\
0 \\
x_1 \\
x_2 \\
x_3
\end{bmatrix} u_2 + h \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
x_4
\end{bmatrix}
\]

\[
= h \begin{bmatrix}
u_1 \\
u_2 \\
-x_2 u_1 + x_1 u_2 \\
x_3 u_1 + x_2 u_2 + x_4
\end{bmatrix}.
\]
The first and second component of the equation imply that the controls need to be zero. If the controls are zero, the right-hand side of the fourth component becomes
\[ h(x_3u_1 + x_2u_2 + |x_4|) = h(0 + 0 + |x_4|). \]
Now this shall be equal to the left-hand side of the fourth component, i.e. \(-y_4 = h|x_4|\). This equation demands that \(-y_4\), which is negative, shall equal \(h|x_4|\), which is non-negative, thus it is not solvable. Brockett’s necessary condition is not satisfied for the system (4.1). □