Gravitational and Electromagnetic Radiations from Binary Black Holes with Electric and Magnetic Charges: I. Circular Orbits on a Poincaré Cone
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We derive the effective one-body motion of the dyonic binary and explore features of the static orbit including the chaotic behavior. By using the post-Newtonian method, we calculate the total emission rate of energy and angular momentum due to gravitational radiation and electromagnetic radiation for circular orbits on a Poincaré Cone. Moreover, we get the evolution of the orbit and calculate the merger time of the dyonic binary. We find the electric and magnetic charges could significantly suppress the merger time of the dyonic binary. The results of this paper provide rich information on the dyonic binary and can be used to test black holes with magnetic charges.

I. INTRODUCTION

The first direct detection of gravitational waves (GWs) from a binary black hole coalescence [1] has opened a new window of physics and astronomy. Ten merger events of binary black holes have been reported by LIGO/Virgo during the O1 and O2 observing runs over the past few years [1–7]. The progenitors of these binaries are under intensive investigation and still unknown [8–12]. These LIGO/Virgo black holes show a much heavier mass distribution than the mass distribution inferred from X-ray observations [13–15], which would present a gigantic challenge to the formation and evolution mechanisms of astrophysical black holes. One possible explanation for LIGO/Virgo black holes is the primordial black holes (PBHs) [8, 9, 11, 16–19] formed in the radiation-dominated era of the early universe due to the collapse of large energy density fluctuations [20, 21]. Beside being the sources of LIGO/Virgo detection, PBHs can also be a candidate of dark matter or the seeds for galaxy formation [22–24].

Dirac introduced magnetic monopoles to explain the quantization of charges and to make the Maxwell equations symmetric under the duality of electric and magnetic fields. Schwinger studied quantum field theory for particles with electric and magnetic charges, the so-called dyons [25]. The Einstein-Maxwell theory has spherically symmetric black holes with electric and magnetic charges and rotating dyonic black holes [26]. Magnetic black holes could be regular in a nonlinear electrodynamics theory [27].

The standard model of particle physics predicts ’t Hooft-Polyakov monopoles from Yang-Mills theory (for review and references, see Ref. [28]). Though no evidence of magnetic monopoles has been found yet at laboratories [29, 30], primordial magnetic monopoles would have been produced [31] and formed magnetically charged black holes [32, 33] if the standard model is the correct theory in the early universe. Recently, the electroweak phase transition has been studied in magnetic black holes [34].

Black holes can have additional hairs of electric and magnetic charges as well as the mass and angular momentum. This provides charged black holes with a rich structure than those without charges. The binary of charged black holes with electric charges emits not only GWs but also electromagnetic waves. In the Post-Newtonian method for a binary of charged black holes, the Coulomb force gives an additional central force to the gravitational force and thus modifies the Keplerian orbit by the relative ratio of the Coulomb force to the gravitational force [35]. This ratio affects the power distribution of GWs and leads to a different power-law of the merger rate.

In this paper we investigate the binary of black holes with electric and magnetic charges in the Einstein-Maxwell theory. The nonrotating black hole with an electric charge $q$ and a magnetic charge $g$, the so-called dyonic black hole, has the same metric as the Reissner-Nordström black hole with $q^2$ replaced by $q^2 + g^2$, and the rotating dyonic black hole has a similar structure [26]. In the post-Newtonian method, the magnetic charge of dyonic black hole gives rise to an angular momentum-dependent, noncentral force to the central force of the electric and gravitational forces, and drastically changes the orbit of a binary of black holes with electric and magnetic charges. The extremal dyonic black holes can remain stable against the Hawking radiation and Schwinger emission of electric charges [36] provided that the magnetic charges dominate the electric charges and suppress...
The point dyon generates the electric and magnetic fields \( q \) and a magnetic charge \( \rho \). The Lorentz force on a dyon with an electric and magnetic charges (\( \rho \) and \( \mu \)) is given by the nonrelativistic interaction of two dyons was studied in classical theory in Ref. [38] and in a quantum theory [39]. We will study the bounded motion of two dyonic black holes as a binary system. The Keplerian motions with or without a force term of angular momentum are classified [37].

For a binary of dyonic black holes, we can choose the center of mass system at the origin

\[
r_1 = -\frac{m_2}{M} R^i, \quad r_2 = \frac{m_1}{M} R^i,
\]

where

\[
R^i = r_2^i - r_1^i, \quad M = m_1 + m_2.
\]

Considering the Lorentz force and gravitational force, the equation of motion is given by

\[
m_2 \ddot{r}_2^i = \mu \dot{R}^i = C \frac{R^i}{R^3} - D \epsilon_{jkl} \frac{R^j}{R^3} R^k, \quad \mu = \frac{m_1 m_2}{M}, \quad v^i = \dot{R}^i,
\]

\[
C = (-\mu M + q_1 q_2 + g_1 g_2), \quad D = (q_2 g_1 - q_1 g_2).
\]

Note that \( D = 0 \), which corresponds to purely electric or magnetic charges or \( q_2/g_1 = g_2/g_1 \) of balancing out the velocity-dependent Lorentz forces, yields the same orbital motion as purely electric charges. Here, we rewrite Eq. (8) as

\[
\mu \dot{R} = C \frac{R^i}{R^3} - D \frac{R^i}{R^3} \times v,
\]

and cross the left hand side with \( \mathbf{R} \). Then we get

\[
\mu \epsilon_{jkl} R^j \dot{R}^k = \frac{d}{dt} \left( \mu \epsilon_{jkl} R^j \dot{R}^k \right) = \frac{d}{dt} \dot{\mathbf{L}}^i,
\]

where \( \dot{\mathbf{L}} \equiv \mu \mathbf{R} \times v \) is the real angular momentum of the binary system. Writing the right hand side as

\[
\dot{\mathbf{L}}^i = -D \epsilon_{jkl} R_j \epsilon_{kml} R^l \dot{R}^m
\]

and using the relation

\[
\dot{\mathbf{R}} = \frac{d}{dt} \left( \frac{R^i}{R} \right) \mathbf{x}_i = \frac{1}{R} \left( \dot{\mathbf{R}}^i - R^i \dot{R}/R \right) \mathbf{x}_i,
\]

we have

\[
\dot{\mathbf{R}} = \frac{d}{dt} \left( \frac{R^i}{R} \right) \mathbf{x}_i + \frac{1}{R} \left( \dot{R^i} - R^i \dot{R}/R \right) \mathbf{x}_i,
\]

and

\[
\dot{R} = \frac{d}{dt} \left( \frac{R}{R^3} \right) \mathbf{x}_i = \frac{1}{R} \left( \dot{R^i} - R^i \dot{R}/R \right) \mathbf{x}_i,
\]

and

\[
\dot{R}^i = \frac{d}{dt} \left( \frac{R^i}{R} \right) \mathbf{x}_i = \frac{1}{R} \left( \dot{R^i} - R^i \dot{R}/R \right) \mathbf{x}_i,
\]

and

\[
\dot{R}^i = \frac{d}{dt} \left( \frac{R^i}{R} \right) \mathbf{x}_i = \frac{1}{R} \left( \dot{R^i} - R^i \dot{R}/R \right) \mathbf{x}_i,
\]
where \( \hat{r} \) is the unit vector along \( \vec{R} \) and \( \hat{x}_i \) is the unit vector along \( x_i \) axis, we find a conserved quantity

\[
\dot{L} = 0, \quad L \equiv \vec{L} - D \hat{r}.
\]  

(15)

Note that \( L \) is a Laplace-Runge-Lenz vector [37] and has a meaning of the generalized angular momentum of the binary system. From the definition (15) and the fact that \( \vec{L} \) is perpendicular to \( \hat{r} \), we can obtain

\[
(L)^2 = (\hat{L})^2 + D^2.
\]  

(16)

Since \( L \) is conserved and \( D \) is a constant, we arrive at the fact that the magnitude of the real angular momentum \( \hat{L} \) is conserved even though the direction of \( \vec{L} \) changes. Notice that the definitions of \( L \) and \( \hat{L} \) lead to the result

\[
\hat{L} \cdot \hat{r} = (\mu \vec{R} \times \vec{v} - D \hat{r}) \cdot \hat{r} = -D,
\]  

(17)

where we have used the fact that \( \vec{L} \times \vec{v} - \hat{r} = 0 \). By interpreting \( \hat{L} \cdot \hat{r} \) as the projection of \( \hat{r} \), we define the angle \( \Omega \) for a Poincaré cone as

\[
\cos \Omega = \frac{\hat{L} \cdot \hat{r}}{L},
\]  

which, as seen from Eq. (17), is constant, with a value

\[
\Omega = \arccos(-\frac{D}{L}).
\]  

(19)

The special case of \( D = 0 \) gives an orbit on the equatorial plane. Thus, the orbit equation is given by

\[
R = R\left(\sin \theta \cos \phi \begin{array}{c}
\sin \theta \\
\cos \theta
\end{array}\right).
\]  

(23)

For the energy, we have

\[
E = \frac{1}{2} \mu v^2 + \frac{C}{R} = \frac{1}{2} \mu (v_\perp^2 + v_\parallel^2) + \frac{C}{R}
\]  

\[
= \frac{1}{2} \mu \dot{R}^2 + \frac{\hat{L}^2}{2 \mu R^2} + \frac{C}{R},
\]  

(24)

where \( v_\parallel \equiv \vec{R} \hat{r} \) is the velocity along \( \vec{R} \) and

\[
v_\perp \equiv \vec{R} \hat{\phi} \sin \theta \hat{\phi} + \vec{R} \hat{\theta} \hat{\theta} = \vec{R} \hat{\phi} \sin \theta \hat{\phi}
\]  

(25)

is the velocity which is perpendicular to \( \vec{R} \). To start with, we can solve Eq. (24) for \( \dot{R} \) and obtain

\[
\dot{R} = \sqrt{\frac{2}{\mu}} \sqrt{E - \frac{\dot{L}^2}{2 \mu R^2} - \frac{C}{R}}.
\]  

(26)

From the definition, the conserved module of the real angular momentum can be expressed by

\[
\hat{L} \equiv \mu |\vec{R} \times \vec{v}| = \mu \vec{R} v_\perp = \mu R^2 \sin \Omega \vec{r}.
\]  

(27)

while the conserved module of the generalized angular momentum is given by

\[
\hat{L} = \frac{\hat{L}}{\sin \theta} = \mu R^2 \hat{\phi}.
\]  

(28)

For the equation of the orbit, we need the relationship of \( R \) and \( \phi \) by eliminating the parameter \( t \). By using the substitution of Eqs. (26) and (28), we get

\[
\frac{d \phi}{dR} = \left( \frac{2 \mu E R^4 - 2 \mu C R^2 \sin^2 \theta R^2}{L^2 (R^2 - \frac{L^2}{2 \mu C}) - \sin^2 \theta R^2} \right)^{-\frac{1}{2}}.
\]  

(29)

Now, we derive the equation of the orbits. To proceed further, we may do a trick. Because \( L \) is conserved, we can pick our coordinate system to have it point along the z-axis: choose \( L \) coincides with the polar axis. Using \( \vec{z} = \hat{r} \cos \theta - \hat{\theta} \sin \theta \), in spherical coordinates \( (r, \phi, \theta) \), we have

\[
L = L \vec{z} = L \begin{pmatrix}
\cos \theta \\
0 \\
- \sin \theta
\end{pmatrix} = \vec{L} - D \hat{r} = \begin{pmatrix}
0 \\
\hat{L} \phi \\
\hat{L} \theta
\end{pmatrix} - D \begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix},
\]  

which means

\[
\cos \theta = -D/L = \cos \Omega,
\]  

and

\[
\theta = \Omega.
\]  

(22)

while the conserved energy and the magnitude of angular momentum

\[
E = \frac{C}{2a},
\]  

(31)

\[
L^2 = \mu |C| (1 - e^2).
\]  

(32)
Note that we have recognized the equational form for the radius of a conic section and replaced the quantities in the denominator and numerator by the conic section parameters \((a, e)\) so that we can express it in the standard Keplerian form. For the bounded motion of our binary system, \(E < 0\), which means \(C < 0\). From Eqs. (27) and (32), we obtain the rate of the azimuthal angle
\[
\dot{\phi} = \frac{(-C)^{\frac{3}{2}} \csc(\theta)(e \cos(\phi \sin(\theta)) + 1)^2}{a^3 \left(1 - e^2\right)^{\frac{5}{2}} \mu^\varphi}.
\] (33)

Further, by choosing \(z\)-axis along \(L\), the orbit is explicitly given by
\[
R = \frac{a \left(1 - e^2\right)}{1 + e \cos(\phi \sin \theta)} \begin{pmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta \end{pmatrix}.
\] (34)

Noting that \(\theta = \Omega\) is a constant, we are able to interpret Eq. (34) as a conic-shaped orbit of the black hole which is confined to the surface of the Poincaré cone, as shown in Fig. 2. In Fig. 2, we plot the orbit by choosing \(a = 1, \theta = \pi/2 \times 0.6\) and \(e = 0.5\). We will explore features of the orbit in the next section.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2}
\caption{A conic-shaped orbit of the black hole which is confined to the surface of the Poincaré cone by choosing \(\phi\) from 0 to \(40\pi/\sin \theta\), \(a = 1, e = 0.5, \theta = \pi/2 \times 0.6\) while \(\sin(3\pi/10) = (1 + \sqrt{5})/4\), according to (34). Though the orbit is bounded, it is not closed and has an infinite period in three dimensions since \(\sin(3\pi/10) = (1 + \sqrt{5})/4\) is an irrational number.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{A circle-shaped orbit of the black hole which is confined to the surface of the Poincaré cone by choosing \(a = 1, \theta = \pi/2 \times 0.6, e = 0\), according to Eq. (35). Though \(\sin(3\pi/10) = (1 + \sqrt{5})/4\) is an irrational number, the orbit is closed and has a Keplerian form while it has a finite period in three dimensions.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4}
\caption{Different orbits of the black hole with different \(\theta\) by choosing \(a = 1, e = 0.5\): \(\sin \theta = 4/5\) (top left), \(\sin \theta = 3/4\) (top right), \(\sin \theta = 1/3\) (bottom left) and \(\sin \theta = 2/3\) (bottom left).}
\end{figure}

\section{III. Binary as a Conserved Autonomous System}

First, let us consider the case \(e = 0\) for our binary system. From Eqs. (33) and (34), the three-dimensional trajectory
\[
R = a \begin{pmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta \end{pmatrix},
\] (35)
is effectively a two-dimensional circular orbit with \( z = \cos \theta \), and the orbital rate
\[
\dot{\phi} = \frac{(-C)^{\frac{1}{2}}}{\mu^{\frac{1}{2}} a^{\frac{3}{2}} \sin \theta}, \quad (36)
\]
has a finite period
\[
T_1 = \int_0^{2\pi} d\phi \dot{\phi}^{-1} = 2\pi a^{3/2} \sqrt{-\mu/C} \sin \theta, \quad (37)
\]
as illustrated in Fig. 3.

Next, we consider a conical elliptical orbit of \( e \neq 0 \) for our binary system. To get a closed orbit, we need to analyze Eq. (34). If and only if \( \sin \theta \) is rational
\[
\sin \theta = \frac{l}{n} \quad (38)
\]
with \( l \) and \( n \) relatively positive prime numbers and \( l < n \), the orbit will be closed after \( n \) revolutions, have completed exactly one ellipse and return to the initial position. In such a case, one period is given by
\[
T_2 = \int_0^{2\pi/n} d\phi \dot{\phi}^{-1} = 2\pi a^{3/2} \sqrt{-\mu/C}, \quad (39)
\]
Moreover, the different numbers \( l \) and \( n \) will determine the different topology of the orbit, as shown in Fig. 4.

For \( e \neq 0 \), no matter how rational or irrational \( \sin \theta \) is, \( R \) is a periodic function of \( \phi(t) \) with the period
\[
T_3 = \int_0^{2\pi/\sin(\theta)} d\phi \dot{\phi}^{-1} = 2\pi a^{3/2} \sqrt{-\mu/C}, \quad (40)
\]
as shown in Fig. 5. When \( e \neq 0 \) and \( \sin \theta \) is irrational, the orbit is not closed and shows a chaotic behavior of a conserved autonomous system [40]. In Fig. 2, we plot the orbit of the black hole by choosing \( a = 1, \theta = \pi/2 \times 0.6 \) and \( e = 0.5 \).

![Figure 5](image)

**FIG. 5.** The plot of \( R \) as a function of \( \phi \) by choosing \( a = 1, \theta = \pi/2 \times 0.6 \) and \( e = 0.5 \), according to (34).

Now, we will explore chaotic motions of orbits by observing how two neighboring orbits deviate from each other during their evolutions. For this, we choose two neighboring orbits \( R(\phi) \) and \( R_1(\phi) \). At time \( t = 0 \) (here, we choose \( \phi = 0 \)), we set
\[
R_1(0) - R(0) = (dx, dy, dz). \quad (41)
\]
Notice that we just change the initial positions but the generalised angular momentum and the charges or \( D \) are fixed. Here we introduce a new parameter \( dl \) which corresponds to the distance of two Poincaré cones as shown in Fig. 6. The orbit of \( R_1(\phi) \) can be expressed as
\[
R_1 = \frac{a_1 (1 - e_1^2)}{1 + e_1 (\phi + \dot{\phi}) \sin \theta} \left( \frac{\sin \theta \cos(\phi + \dot{\phi})}{\sin \theta \sin(\phi + \dot{\phi})} \right) \cos \theta - dl \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad (42)
\]
where
\[
a_1 = a + da, \quad e_1 = e + de. \quad (43)
\]
From the conserved magnitude of the real angular momentum,
\[
\mathbf{L}^2 = \mu |C| a (1 - e^2) = \mu |C| a_1 (1 - e_1^2), \quad (44)
\]
we get
\[
de = \frac{(1 - e^2) da}{2ae}. \quad (45)
\]
To proceed further, we solve the vector equation
\[
\partial \mathbf{R} \bigg|_{\phi = 0} - \partial \mathbf{R} \bigg|_{\phi = 0} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} dx \\ dy \\ dz \end{pmatrix}, \quad (46)
\]
Solving Eq. (46), we have
\[
da = -\frac{2e \csc(\theta)}{(1 - e)^2} \quad dx, \quad (47)
\]
\[
d\phi = \frac{\csc(\theta)}{a (1 - e)} dy, \quad (48)
\]
\[
dl = dx \cot(\theta) - dz. \quad (49)
\]
Now, we introduce a new function \( \lambda(\phi) \) defined as
\[
\lambda(\phi) \equiv \frac{(R_1(\phi) - R(\phi))^2}{(R_1(0) - R(0))^2}, \quad (50)
\]
which describes the ratio of the evolution of the distance between two neighboring orbits \( R(\phi) \) and \( R_1(\phi) \).
When $k_y = 0, k_z = \cot(\theta)$, we have
\[
dl = d\phi = 0,
\]
\[
\lambda(\phi) = \frac{(e + 1)^4 \cos^2(\phi \sin(\theta))}{(e \cos(\phi \sin(\theta)) + 1)^2},
\]
which means two orbits are confined to the same cone and when $R_1 = R$, two orbits have intersection, $\lambda = 0$. By analyzing Eq. (52), we conclude that only when $k_y = 0, k_z = \cot(\theta)$, $\phi = \frac{(2 + 1)\pi}{\sin \theta}$, where $l$ is integer, we have $\lambda = 0$. For other cases, $\lambda > 0$. By using Eqs. (33) and (52), we plot $\lambda(\phi(t))$ as function of $t$ by choosing $\theta = \pi/2 \times 0.3$, $e = 0.5$ in Fig. 7. Dashed lines represent the case $dl = 0$ while solid lines represent the case $dl \neq 0$.

FIG. 6. Schematic illustration on two neighboring orbits $R(\phi)$ and $R_1(\phi)$.

For the case, $dx \neq 0$, we can set
\[
R_1(0) - R(0) = (dx, dy, dz) = (1, k_y, k_z) \frac{dr}{\sqrt{1 + k_y^2 + k_z^2}}.
\]

Using Eq. (42) and the definition (50), we obtain
\[
\lambda(\phi) = (k_y^2 + k_z^2 + 1)^{-1} [e \cos(\phi \sin(\theta)) + 1]^4
\times ((e + 1)^2 (k_y \cos(\phi \sin(\theta)) + 1)
\sin(\phi)((e + 1) \cos(\phi \sin(\theta)) + e k_y \sin(\theta) \sin(\phi \sin(\theta)))
+ (e + 1)^2 (k_y \cos(\phi \sin(\theta)) + 1)
- \cos(\phi)((e + 1) \cos(\phi \sin(\theta)) + e k_y \sin(\theta) \sin(\phi \sin(\theta)))
+ ((e + 1) \cot(\theta))(e + 1) \cos(\phi \sin(\theta))
+ e k_y \sin(\theta) \sin(\phi \sin(\theta)))
+ (k_z - \cot(\theta))(e \cos(\phi \sin(\theta)) + 1)^2),
\]
which is independent of $a$. $\lambda(\phi)$ is a periodic function with the same period $T_3$ as $R$, as shown in Fig. 7. The ratio of the distance to the initial one decreases and increases periodically for some ranges of $\phi$. For $dl \neq 0$, or $k_z \neq 0$, two orbits $R(\phi)$ and $R_1(\phi)$ are confined to different Poincaré cones. When $dl = 0$ which corresponds to two orbits $R(\phi)$ and $R_1(\phi)$ confined to the same Poincaré cone, $\lambda(\phi)$ is given by
\[
\lambda(\phi) = (k_y^2 + 1)^{-1} [e \cos(\phi \sin(\theta)) + 1]^4
\times ((e + 1)^2 (k_y \cos(\phi \sin(\theta)) + 1)
\sin(\phi)((e + 1) \cos(\phi \sin(\theta)) + e k_y \sin(\theta) \sin(\phi \sin(\theta)))
+ (e + 1)^2 (k_y \cos(\phi \sin(\theta)) + 1)
- \cos(\phi)((e + 1) \cos(\phi \sin(\theta)) + e k_y \sin(\theta) \sin(\phi \sin(\theta)))
+ ((e + 1) \cot(\theta))(e + 1) \cos(\phi \sin(\theta))
+ e k_y \sin(\theta) \sin(\phi \sin(\theta)))
+ (e + 1)^2 \cos^2(\theta)((e + 1) \cos(\phi \sin(\theta))
+ e k_y \sin(\theta) \sin(\phi \sin(\theta)))^2.
\]

For the case, $dx = 0$ and $dy \neq 0$, we can set
\[
R_1(0) - R(0) = (dx, dy, dz) = (0, 1, k_z) \frac{dr}{\sqrt{1 + k_z^2}}.
\]

By using Eq. (42), $\lambda$ can be expressed as
\[
\lambda(\phi) = (k_y^2 + 1)^{-1} [e \cos(\phi \sin(\theta)) + 1]^4
\times ((e + 1)^2 (e \sin(\phi \sin(\theta)) \sin(\phi \sin(\theta)))
+ e \cos(\phi \sin(\theta)) \cos(\phi \sin(\theta)) + \cos(\phi \sin(\theta)))^2
+ ((e + 1) \cot(\theta))(e \sin(\phi \sin(\theta))
+ e \cos(\phi \sin(\theta)) \sin(\phi \sin(\theta)))
- e \sin(\theta) \cos(\phi \sin(\theta)) \sin(\phi \sin(\theta))
+ e \sin(\phi \sin(\theta)) \sin(\phi \sin(\theta)))
+ k_z (e \cos(\phi \sin(\theta)) + 1)^2)^2).
\]
For the case, \( dx = 0, dy = 0, dz \neq 0 \), we have
\[
d a = d e = 0, \quad dl = -d z, \tag{58}
\]

\[
\mathbf{R}_1(\phi) - \mathbf{R}(\phi) = (0, 0, d z), \tag{59}
\]
which means \( \lambda(\phi) = 1 \) is a constant.

We have observed, as expected for the conserved autonomous systems, that the relative ratio of two neighboring orbits during their evolutions is periodic as a function of \( \phi \) and also as a function of time. For each period, there are exponential growths (decreases) in time, which imply the Lyapunov exponents. The Lyapunov exponents are not essential for the next sections, so are not computed. Physically, this means that nearby orbits exponentially separate and approach from each other.

Particularly when \( |D| \ll L \), we have

\[
\begin{align*}
\cos \theta &= |D|/L = \left(1 + \frac{|C|}{D^2} la (1 - e^2) \right)^{-1/2}, \tag{60} \\
\sin \theta &\approx 1, \tag{61}
\end{align*}
\]
and the orbit is given by

\[
\mathbf{R} \approx \frac{a (1 - e^2)}{1 + e \cos(\phi)} \left( \begin{array}{c} \cos \phi \\
\sin \phi \\
\left(1 + \frac{|C|}{D^2} la (1 - e^2) \right)^{-1/2} \end{array} \right). \tag{62}
\]

In the limiting case of \( D = 0 \), the orbit becomes the Keplerian on the equatorial plane (\( \theta = \pi/2 \)).

Now that we have a description for the effective one-body motion, we will calculate the emissions of energy and angular momentum for the \( e = 0 \) case in the next section.

### IV. ELECTROMAGNETIC RADIATION AND GRAVITATIONAL RADIATION

In this section, we only consider the case of \( e = 0 \), i.e the circular orbits and leave the case of \( e \neq 0 \) for future work. By using the quasi-static approximation\(^2\), we will calculate the total emission rate of energy and angular momentum due to gravitational radiation and electromagnetic radiation.

#### A. Electromagnetic radiation

We first calculate the emission of electromagnetic radiation from electric charges on the orbit (35), averaged over an orbital period. Then we consider the emission from magnetic charges in the same orbit and finally superimpose their fields. This derivation follows the same procedure as [35, 41].

Following [35, 41], the vector potential \( A \) at \( r (r \gg a) \) is given by

\[
A^i \simeq \frac{P^{ij} \dot{Q}^j}{\sqrt{4\pi r}}, \tag{63}
\]
where

\[
Q^i = q_1 x_1^i + q_2 x_2^i = \mu \Delta \sigma_q R^i, \tag{64}
\]
is the electric charge dipole, \( P^{ij} = \delta^{ij} - n^i n^j \) is the transverse projection, and

\[
\Delta \sigma_q = q_2/m_2 - q_1/m_1. \tag{65}
\]
The energy emission due to electric charges is given by

\[
P_e = \frac{2\mu^2 (\Delta \sigma_q)^2}{3} \dot{R}^i \dot{R}_i. \tag{66}
\]
The average energy loss over an orbital period \( T \) due to electric charges is given by

\[
\bar{P}_e = \frac{1}{T_1} \int_0^{2\pi} d\phi P_e \phi^{-1} = 2 C^2 (\Delta \sigma_q)^2 \frac{\csc^2(\theta)}{3a^4}, \tag{67}
\]
The angular momentum emission due to electric charges is given by

\[
\bar{J}_e^i = -\epsilon_{ijk}^{\prime} \frac{2}{3} \dot{Q}^j \dot{Q}^k = -\frac{2\mu^2 (\Delta \sigma_q)^2}{3} \epsilon_{ijk} \dot{R}^i \dot{R}_j. \tag{68}
\]
For the angular momentum loss due to electromagnetic radiation averaged one orbital period \( T \), we have

\[
\left\langle \frac{dJ_e^i}{dt} \right\rangle = \frac{1}{T_1} \int_0^{T_1} dt J_e^i. \tag{69}
\]
For \( e = 0 \), we can get

\[
J_e^{1,2} = \left\langle J_e^1 \right\rangle = \left\langle J_e^2 \right\rangle = 0, \tag{70}
\]
\[
\left\langle J_e^3 \right\rangle = j_e^3 = -\frac{2(-C)^{3/2} \sqrt{R (\Delta \sigma_q)^2} \csc(\theta)}{3a^{5/2}}. \tag{71}
\]
A great consequence of the enhanced symmetry due to the existence of magnetic monopoles is that Maxwell’s equations and thus the classical dynamics of all the fields and charges remain invariant under the dual transformation

\[
\begin{align*}
E' &= E \cos \alpha - B \sin \alpha, \\
B' &= E \sin \alpha + B \cos \alpha, \\
q' &= q \cos \alpha + g \sin \alpha, \\
g' &= g \cos \alpha - g \sin \alpha.
\end{align*} \tag{72}
\]

\(^2\) The quasi-static approximation is that the emission is approximated constant for the duration of one averaging period.
If we pick the transformation parameter \( \alpha = \pi/2 \), we can go from a situation containing only electric charges, to one containing only magnetic charges. This will allow us to immediately find the fields emanating from magnetic charges on the orbit from our results in this subsection. We can then superimpose them to find the total emission. For \( \alpha = \pi/2 \), we see

\[
E_2 = -\left( \frac{\Delta \sigma_g}{\Delta \sigma_e} \right) B_1, \quad B_2 = +\left( \frac{\Delta \sigma_g}{\Delta \sigma_e} \right) E_1,
\]

where \( \Delta \sigma_g \) determines the magnetic charge dipole:

\[
\Delta \sigma_g = g_2/m_2 - g_1/m_1.
\]

Here, we have used the connection between the electric and magnetic fields and the vector potential (63) to infer their proportionality with the charges.

In fact, we need not superimpose the fields - we may instead superimpose their emissions. This is not something we can do in general since the superposition principle of the Maxwell theory applies only to the fields, but we show in the following that it applies for this specific situation of adding together dual fields. A way to immediately, in the following that it applies for this specific situation the Maxwell theory applies only to the fields, but we show we can do in general since the superposition principle of 

\[
\begin{align*}
\mathbf{E}_2 & = -\left( \frac{\Delta \sigma_g}{\Delta \sigma_e} \right) \mathbf{B}_1, \\
\mathbf{B}_2 & = +\left( \frac{\Delta \sigma_g}{\Delta \sigma_e} \right) \mathbf{E}_1,
\end{align*}
\]

we have

\[
\bar{P}_{EM} = \left( 1 + \left( \frac{\Delta \sigma_g}{\Delta \sigma_e} \right)^2 \right) \bar{P}_1, \quad (79)
\]

\[
\bar{J}_{EM} = \left( 1 + \left( \frac{\Delta \sigma_g}{\Delta \sigma_e} \right)^2 \right) \bar{J}_1. \quad (80)
\]

This means that our final results for the energy- and angular momentum emissions from our binary system are

\[
\bar{P}_{EM} = \frac{2C^2((\Delta \sigma_q)^2 + (\Delta \sigma_g)^2) \csc^2(\theta)}{3a^4}, \quad (81)
\]

\[
\langle \bar{J}_{EM} \rangle = -\frac{2(-C)^{3/2} \sqrt{\mu}((\Delta \sigma_q)^2 + (\Delta \sigma_g)^2) \csc(\theta)}{3a^{5/2}}, \quad (82)
\]

Following [35], the gravitational field or electromagnetic field carries away a total angular momentum \( J \), which is made of an orbital angular momentum contribution and of a spin contribution. This total angular momentum is drained from the total angular momentum of the source, which, for our binary system or any macroscopic source, is a purely and totally orbital angular momentum. So, the loss rates of the energy and angular momentum in our binary system due to electromagnetic radiation are given by

\[
\left\langle \frac{dE_{EM}}{dt} \right\rangle = -\frac{2C^2((\Delta \sigma_q)^2 + (\Delta \sigma_g)^2) \csc^2(\theta)}{3a^4}, \quad (83)
\]

\[
\left\langle \frac{dL_{EM}}{dt} \right\rangle = -\frac{2(-C)^{3/2} \sqrt{\mu}((\Delta \sigma_q)^2 + (\Delta \sigma_g)^2) \csc(\theta)}{3a^{5/2}}, \quad (84)
\]

from which we find

\[
\left\langle \frac{dL_{EM}}{dt} \right\rangle = \sqrt{(-C)ma^3 \sin(\theta)} = (-C)ma^2/L. \quad (85)
\]

### B. Gravitational radiation

Now, we compute the total radiated power in GWs. In our reference frame where \( L \) is along \( z \) axis, the second mass moment can be written as

\[
M^{ij} = \mu R_iR_j. \quad (86)
\]

Following [42], the radiated power of GWs is expressed as

\[
P_{GW} = \frac{1}{5} \left\langle \dddot{M}_{ij}M_{ij} - \frac{1}{3} \left( \dddot{M}_{kk} \right)^2 \right\rangle \quad (87)
\]
Using Eqs. (36) and (86), one has
\[\dot{M}_{11} = 4\frac{(-C)^{3/2} \csc(\theta) \sin(2\phi)}{a^{5/2} \sqrt{\mu}},\]
\[\dot{M}_{12} = 4\frac{(-C)^{3/2} \csc(\theta) \cos(2\phi)}{a^{5/2} \sqrt{\mu}},\]
\[\dot{M}_{13} = \frac{(-C)^{3/2} \cot(\theta) \csc(\theta) \sin(\phi)}{a^{5/2} \sqrt{\mu}},\]
\[\dot{M}_{22} = \frac{8(-C)^{3/2} \csc(\theta) \sin(\phi) \cos(\phi)}{a^{5/2} \sqrt{\mu}},\]
\[\dot{M}_{23} = \frac{(-C)^{3/2} \cot(\theta) \csc(\theta) \cos(\phi)}{a^{5/2} \sqrt{\mu}},\]
\[\dot{M}_{33} = 0.\]

Therefore, we obtain
\[P_{GW} = -\frac{(-C)^{3}(15 \cos(2\theta) - 17) \csc^{4}(\theta)}{5a^{5/2} \mu},\]
which is independent of \(\phi\). The energy of GWs is only well-defined by taking an average over several periods. In our case, a well-defined quantity is the average of \(P_{GW}\) over one period \(T_1\). Thus we perform this time average to get the total radiated power
\[P_{GW} = \frac{1}{T_1} \int_0^{T_1} dt P_{GW} = P_{GW},\]
and the average energy loss over an orbital period \(T_1\), which is given by
\[\langle \frac{dE_{GW}}{dt} \rangle = -P_{GW} = \frac{(-C)^{3}(15 \cos(2\theta) - 17) \csc^{4}(\theta)}{5a^{5/2} \mu}.\]

Following [43], the rate of angular momentum emission due to GWs is given by
\[\frac{dL_{GW}^i}{dt} = -\frac{2}{5} \varepsilon^{ikl} \langle M_{ka} \dot{M}_{la} \rangle\]
For the angular momentum loss due to gravitational radiation averaged one orbital period \(T_1\), we have
\[\langle \frac{dL_{GW}^i}{dt} \rangle = \frac{1}{T_1} \int_0^{T_1} dt L_{GW}^i.\]
For the case of \(e = 0\), i.e. circular orbits, we get
\[\dot{L}_{GW}^1 = 12\frac{(-C)^{5/2} \cot(\theta) \csc(\theta) \cos(\phi)}{5a^{7/2} \sqrt{\mu}},\]
\[\dot{L}_{GW}^2 = 12\frac{(-C)^{5/2} \cot(\theta) \csc(\theta) \sin(\phi)}{5a^{7/2} \sqrt{\mu}},\]
from which follows
\[\langle \dot{L}_{GW}^1 \rangle = \langle \dot{L}_{GW}^2 \rangle = 0,\]
while we have the nonvanishing average
\[\langle \dot{L}_{GW}^3 \rangle = \dot{L}_{GW}^3 = \frac{(-C)^{5/2}(15 \cos(2\theta) - 17) \csc^{3}(\theta)}{5a^{7/2} \sqrt{\mu}}.\]

Because \(L\) is along \(z\) axis, we may conclude that the loss rates of the energy and angular momentum in our binary system due to gravitational radiation are
\[\langle \frac{dE_{GW}}{dt} \rangle = \frac{(-C)^{3}(15 \cos(2\theta) - 17) \csc^{4}(\theta)}{5a^{5/2} \mu},\]
\[\langle \frac{dL_{GW}^i}{dt} \rangle = \frac{(-C)^{5/2}(15 \cos(2\theta) - 17) \csc^{3}(\theta)}{5a^{7/2} \sqrt{\mu}},\]
and we may show the ratio
\[\frac{\langle \frac{dL_{GW}^i}{dt} \rangle}{\langle \frac{dE_{GW}}{dt} \rangle} = \sqrt{\frac{(-C)\mu a^7 \sin(\theta)}{(-C)\mu a^2 / L}}.\]
From the results for the electromagnetic and gravitational radiations, we can show that for any \(\theta\) and \(a\)
\[\langle \frac{dE_{EM}}{dt} \rangle = \langle \frac{dE_{GW}}{dt} \rangle.\]

C. Evolutions of \(a\) and \(\theta\)

For the static orbit, \(\theta\) and \(a\) are constants. However, when the emissions of energy and angular momentum due to the gravitational and electromagnetic radiations are included, \(\theta\) and \(a\) become functions of time \(t\). In this subsection, we will explore the evolutions of \(a\) and \(\theta\).

The total emission rates of energy and angular momentum due to gravitational and electromagnetic radiations are given, respectively, by
\[\langle \frac{dE}{dt} \rangle = \langle \frac{dE_{EM}}{dt} \rangle + \langle \frac{dE_{GW}}{dt} \rangle,\]
\[\langle \frac{dL^i}{dt} \rangle = \langle \frac{dL_{EM}^i}{dt} \rangle + \langle \frac{dL_{GW}^i}{dt} \rangle.\]
According to
\[E = \frac{C}{2a},\]
\[L = \frac{\sqrt{-\mu C a}}{\sin(\theta)},\]
we have the rates of the semimajor axis and the conic angle
\[\frac{da}{dt} = \frac{4C((\Delta \sigma_a)^2 + (\Delta \sigma_g)^2) \csc^2(\theta)}{3a^2}\]
\[+ \frac{2C^2(15 \cos(2\theta) - 17) \csc^4(\theta)}{5a^3 \mu},\]
\[
\frac{d\theta}{dt} = \frac{2C(\Delta \sigma_g)^2 + (\Delta \sigma_g)^2 \cot(\theta)}{3a^3} + \frac{C^2(15 \cos(2\theta) - 17) \cot(\theta) \csc^2(\theta)}{5a^4 \mu}.
\] (107)

Noting that the first part and the second part separately have the same form \( \frac{da}{d\theta} \), as will be shown below, and using the chain rule for differentiation, we may find
\[
\frac{da}{d\theta} = 2a \csc(\theta) \sec(\theta),
\] (108)

\[
a = c_0 \tan^2(\theta),
\] (109)

where \( c_0 \) is determined by the initial condition \( a = a_0 \) when \( \theta = \theta_0 \). From Eq. (105) and
\[
\cos(\theta) = |D|/L,
\] (110)

we have
\[
c_0 = \frac{D^2}{-\mu C}.
\] (111)

Now we get the evolution of the orbit and then calculate the merger time of the dyonic binary. For any \( \theta \) and \( a \), Eq. (101) is explicitly given by
\[
\frac{dE_{GW}}{dt} = \frac{dL_{GW}}{dt} = \frac{3C(15 \cos(2\theta) - 17) \csc^2(\theta)}{10a((\Delta \sigma_g)^2 + (\Delta \sigma_g)^2) \mu}.
\] (112)

The binary system spends most of the decay time in a state for which \( a \approx a_0 \). For a given \( a_0 \), the total rate of energy and angular momentum emission is dominated by gravitational radiation or electromagnetic radiation which depends on \( m_1, m_2, q_1, q_2, g_1 \) and \( g_2 \).

First, we consider the case where electromagnetic radiation dominates gravitational radiation at \( a \approx a_0 \). When \( D = 0 \) or \( \theta = \pi/2 \), we have
\[
\frac{da}{dt} = \frac{4C((\Delta \sigma_g)^2 + (\Delta \sigma_g)^2)}{3a^2},
\] (113)

\[
\frac{d\theta}{dt} = 0,
\] (114)

which gives the coalescence time
\[
\tau_{EM}(a_0, \theta = \pi/2) = \int_{a_0}^{a_0} da (\frac{da}{dt})^{-1} = \frac{-a_0^3}{4C((\Delta \sigma_g)^2 + (\Delta \sigma_g)^2)}.
\] (115)

On the other hand, when \( D \neq 0 \) or \( \theta \neq \pi/2 \), Eqs. (106) and (107) become
\[
\frac{da}{dt} = \frac{4C((\Delta \sigma_g)^2 + (\Delta \sigma_g)^2) \csc^2(\theta)}{3a^2},
\] (116)

\[
\frac{d\theta}{dt} = \frac{2C((\Delta \sigma_g)^2 + (\Delta \sigma_g)^2) \cot(\theta)}{3a^3}.
\] (117)

So, we have
\[
\frac{da}{d\theta} = 2a \csc(\theta) \sec(\theta),
\] (118)

\[
a = c_0 \tan^2(\theta).
\] (119)

Then we found
\[
(\frac{d\theta}{dt})^{-1} = \frac{3c_0^3 \tan^7(\theta)}{2C((\Delta \sigma_g)^2 + (\Delta \sigma_g)^2)}.
\] (120)

For the orbit, we can integrate Eq. (116) requiring \( a(t) = 0 \) at \( t = \tau_{EM}(a_0, \theta_0) \) or, equivalently, we can integrate Eq. (117) requiring \( \theta(t) = 0 \) at \( t = \tau_{EM}(a_0, \theta_0) \), since we have seen that at the coalescence \( \theta \) goes to zero. Since the analytic expression for \( a(\theta) \) is simpler than the form of the inverse function \( \theta(a) \), it is much better to use Eq. (118) and get
\[
\int_{\theta_0}^{0} d\theta (\frac{d\theta}{dt})^{-1} = \int_{a_0}^{0} da (\frac{da}{dt})^{-1},
\] (121)

\[
\tau_{EM}(a_0, \theta_0) = -\frac{a_0^3 F_1(\theta_0)}{4C((\Delta \sigma_g)^2 + (\Delta \sigma_g)^2)},
\] (122)

where
\[
F_1(\theta_0) = \frac{1}{2} \sec^6(\theta_0) (2 \sec^6(\theta_0) - 9 \sec^4(\theta_0) + 18 \sec^2(\theta_0) + 12 \log(\cos(\theta_0)) - 11),
\] (123)

\[
\tan(\theta_0) = \frac{\sqrt{-\mu Ca_0}}{|D|}.
\] (124)

We plot \( F_1(\theta_0) \) as a function of \( \theta_0 \) in Fig. 8. When \( \theta_0 \rightarrow 0 \), \( F_1(\theta_0) \rightarrow 0 \) while \( \theta_0 \rightarrow \pi/2 \), \( F_1(\theta_0) \rightarrow 1 \), which is consistent with Eq. (115) and [35].

Next, we consider the case where gravitational radiation dominates electromagnetic radiation at \( a \approx a_0 \). When \( D = 0 \) or \( \theta = \pi/2 \), we obtain
\[
\frac{da}{dt} = \frac{-64C^2}{5a^3 \mu},
\] (125)

\[
\frac{d\theta}{dt} = 0,
\] (126)

which gives the merger time
\[
\tau_{GM}(a_0, \theta = \pi/2) = \int_{a_0}^{0} da (\frac{da}{dt})^{-1} = \frac{5a^4 \mu}{256C^2}.
\] (127)

In the other case where \( D \neq 0 \) or \( \theta \neq \pi/2 \), Eqs. (106) and (107) become
\[
\frac{da}{dt} = \frac{2C^2(15 \cos(2\theta) - 17) \csc^4(\theta)}{5a^2 \mu},
\] (128)
The functional dependence of $d\theta/dt$ has the same form as Eq. (118). Similarly, the coalescence time for the gravitational-radiation dominated merger is given by

$$\tau_{GW}(a_0, \theta_0) = \frac{5a_0^2\mu F_2(\theta_0)}{256C^2}, \quad (130)$$

where

$$F_2(\theta_0) = \frac{1}{245760\tan^8(\theta_0)}(245760 \sec^8(\theta_0)$$

$$- 1331200 \sec^6(\theta_0) + 3043200 \sec^4(\theta_0)$$

$$- 4124400 \sec^2(\theta_0) - \log(15\sin^2(\theta_0) + 1)$$

$$- 2097150 \log(\cos(\theta_0)) + 2166640). \quad (131)$$

We plot $g_2(\theta_0)$ as a function of $\theta_0$ in Fig. 8. When $\theta_0 \to 0$, $F_2(\theta_0) \to 0$ while $\theta_0 \to \pi/2$, $F_2(\theta_0) \to 1$, which is consistent with Eq. (115) and (35). From Eqs. (123) and (131), when $\theta_0$ goes near zero, $F_1(\theta_0)$ and $F_2(\theta_0)$ can be much smaller than unit (e.g. $F_1(\pi/20) = 0.018$, $F_2(\pi/20) = 0.005$), which implies the electric and magnetic charges or $\theta_0$ could significantly suppress the merger time of the dyonic binary. As $\theta_0$ approaches zero, the binary coalesces immediately and $\tau_{EM}$ and $\tau_{GW}$ vanish, as expected. But this case corresponds to the general relativistic regime, which requires methods beyond the post-Newtonian method.

V. CONCLUSION

Dyonic black holes have attracted much attention not only in theoretical study but also in recent observations of GWs. In this paper, we have derived the effective one-body motion of the dyonic binary and explore features of the static orbit including the chaotic behavior. By using the post-Newtonian method, we have calculated the total emission rate of energy and angular momentum due to the gravitational radiation and electromagnetic radiation for circular orbits on a Poincaré Cone. Moreover, we have found the evolution of $a$, $\theta$ and calculated the merger time of the dyonic binary. It has been shown that the electric and magnetic charges can significantly suppress the merger time of the dyonic binary no matter what the gravitational radiation or the electromagnetic radiation dominates. The results of this paper provide rich information on the dyonic binary and may be used to test black holes with magnetic charges.
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