Zebrafish tracking using YOLOv2 and Kalman filter
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Fish show rapid movements in various behavioral activities or associated with the presence of food. However, in periods of rapid movement, the rate at which occlusion occurs among the fish is quite high, causing inconsistency in the detection and tracking of fish, hindering the fish's identity and behavioral trajectory over a long period of time. Although some algorithms have been proposed to solve these problems, most of their applications were made in groups of fish that swim in shallow water and calm behavior, with few sudden movements. To solve these problems, a convolutional network of object recognition, YOLOv2, was used to delimit the region of the fish heads to optimize individual fish detection. In the tracking phase, the Kalman filter was used to estimate the best state of the fish's head position in each frame and, subsequently, the trajectories of each fish were connected among the frames. The results of the algorithm show adequate performances in the trajectories of groups of zebrafish that exhibited rapid movements.

Social and collective influence is a major challenge for contemporary science, being important for advances in several fields, such as in the organization and in the exchange of information1. In groups of animals, behavior has been extensively studied to assess communication among members of the group and obtain a good performance of tasks together. In this sense, there is a growing interest among researchers to assess the collective behavior of animals in order to explain their cognitive evolution2. Given this perspective, many researches were based on animal behavior, as well as the creation of bioinspired algorithms for solving optimization problems3–4 and behavioral assessment systems1–4, employed in several areas of knowledge. Among the computer vision algorithms for assessing behavior, the methods for tracking objects are the most commonly used, as they allow a thorough assessment of the unexpected movements of different groups of animals, essential for the analysis of collective behavior9–17.

Zebrafish (Danio rerio) are widely adopted as a study model in biology9–11,17–20, their school of fish can represent different systems of communication and behavior. In addition, to study the individual behavior of fish in detail, tracking various objects is the most appropriate way. Most tracking systems are based on deep learning19, particle filters21, adaptive filters9,10 and others11–13,18,19,22. However, to be able to track the behavior of fish for a long time, with minimal loss of identity throughout the frames, it is necessary to implement more complex systems that demand higher computational cost. Recently, a tracking system, idtracker.ai, was implemented with two convolutional networks simultaneously to improve the efficiency of animal tracking: one network used to detect when animals touch or cross each other, making the necessary correction, and another one to identify each animal. Thus, groups of zebrafish of up to 100 fish were tracked with an accuracy greater than 99.95%, in an environment with little noise2.

Usually, the analysis is based on capturing frames in videos, processing the frame images for detection and tracking of the fish school. However, some technical problems are recurrent when the evaluation of the school of fish is done automatically, with a minimum of human interference. In this regard, many difficulties can be pointed out in data processing in the following steps: detection and tracking. In detection, it is common to have problems in the automatic identification of fish, and when the barycenter is used for detection, there may be limitations in detecting individuals completely; in addition, the failure to detect can exist in times of occlusion or when the visual structure of the fish changes with sudden movements in the tank. On the other hand, tracking, which is a detection-dependent step, can present difficulties over time, where tracking can be lost due to complex fish swimming, detection errors, trajectory fragmentation and, consequently, the loss of fish identity9,10.
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Several authors have proposed systems to solve these challenges, where they have created complex models of object identification, color tag detection systems, set of variables for unique identification, time complexity algorithms in contour identification and, detection by separating the head and body of the fish. However, these algorithms have a high complexity of analysis and processing, which requires greater amounts of frames per second when recording videos (about 60 to 100 frames per second) and sometimes they are semi-automatic, requiring manual intervention to reconnect lost tracking.

Therefore, it is important that new algorithms minimize several of the problems mentioned above. In this sense, here is proposed a method using YOLOv2 convolutional nets, for delimiting the region of the fish head for optimized individual fish detection and Kalman filter for tracking multiple fish in adverse situations, solving problems such as: detection and continuous identification of fish during periods of fast swimming, analysis in low image resolutions, occlusions and minimum number of frames per second, thus showing precision in the trajectory of different quantities of fish.

Materials and methods

Ethics statement. All experimental procedures with animals were in compliance and approved by the Ethics Committee on Animal Use (CEUA) of the Federal University of Maranhão (UFMA), campus of São Luís—MA, Brazil (Protocol no. 23115.006194/2018-01). And the procedures were carried out in a way to minimize the animals’ suffering.

Animals. Zebrafish (Danio rerio), adults, of both sexes (n = 13), were obtained from a local pet store (São Luiz—MA, Brazil) and housed in a 22.5 L, 55 cm × 25 cm × 20 cm (length × width × depth). The fish were kept in a closed system with filtered water for two weeks before filming. The water quality was monitored weekly, maintaining the temperature at 26 ± 1 °C and a pH control of approximately 7.2, with mechanical, biological and chemical filtration. The fish were fed four times a day with commercial foods (38% protein, 4% lipids, Nutricom Pet). The lighting was adjusted in a 12/12 h light/dark cycle.

Experimental apparatus. To assess the performance of the proposed tracking algorithm, several videos of varying lengths of different groups of fish were captured. The fish normally swam in the 45 cm × 25 cm × 20 cm (length × width × depth), another 10 cm was reserved for oxygenation, with water 10 cm deep, in a sandblasted glass tank on the external walls of the aquarium, avoiding the fish mirroring effect in the detection process in the tracking algorithm. The tank was placed horizontally above a flat light source of white LEDs (60 × 30 cm). The light source was placed at the bottom of the water tank because, this way, the camera is able to capture backlit images and, the object’s body (fish) being darker, without many texture resources, facilitates tracking. A full HD camera (C920 Logitech camera), up to 1920 × 1080 pixels, at 30 frames per second was mounted about 50 cm above the tank, the image plane being almost parallel to the water surface. The experiment setup is shown in Fig. 1.

Proposed system. Figure 2 describes the proposed system for tracking each fish in a group, consisting of three stages: delimiting of the fish head region; detection; and tracking of the individual fish to trace trajectories.

In the first step, a set of images with delimitations of the region of each fish head in each frame is used for the initial training of the YOLOv2 network, then the process of marking the other regions of the fish head is automated in the next frames. If the fish head region is correctly delimited, the database can be extended and used as a training base for the convolutional network, otherwise the correction of the delimitation is done in the
frames. In the second stage, new frames are given as an entrance to the convolutional network already trained in the previous stage. At this stage, the user enters the video into the system so that the fish detection and tracking process is fully automated, without the need for new markings on the fish head region, because with the trained network there is no need for new markings on the next entry videos. Thus, the boundaries of the fish head region in the new frames of the input video are defined by the YOLOv2 network trained in the first stage of the system, after which the output images are restored to the size of the input image. In this montage, parts of the images overlap, which results in duplications in the detection of fish, these duplications are eliminated, using grid intersection. From the boundaries of the fish head, the centroid of that region is calculated, being the position of the center of the fish head. In addition to the centroid, an ellipse is calculated by Moments, defined to determine the angle of the fish’s head, used in the next step.

Figure 2. Flowchart of the system proposed for zebrafish tracking. The proposed system is divided into three main stages: delimitation of the fish head, detection and tracking of the fish. The first stage delimits the region of the fish head, used in training the YOLOv2 network to find the next regions in all frames, creating an extended database with all the delimitations of each fish head in the frame. In the second stage, the user's input images or test data are applied to the trained network for automatic delimitation of the fish head region, then a correction is made to the regions found, if duplicated, and then the centroid is calculated to find the position of the fish in the frame. The head angle is also found at this stage to adjust the Kalman filter; and in the last step, the Kalman Filter is used to predict the fish's next state, adjusting the cost function. Trajectories are linked and corrected to generate a complete trajectory for each fish.
In the third stage, a Kalman filter is used to estimate the fish’s next state, using the head angle for direction. From the estimated values, a cost function is minimized, allowing the creation of trajectories for each fish. It is possible that in the estimation of the state of the fish, there are flaws and, consequently, the trajectory is lost, thus, the links of the trajectories are modeled to connect the fragmented paths, achieving a correct trajectory of the fish, that is, the reconnection of the lost path with the next started path, measured by the shortest distance. From these steps, it is possible to measure the behavioral levels of the fish individually, such as speed, distance covered and agitation of the school.

**YOLOv2 network.** The YOLOv2 convolutional network is the second version of YOLO\(^2\). This network is capable of detecting objects with higher performance than conventional detection methods. The YOLOv2 network can be executed in different sizes, employing a combination of various techniques and training at various scales\(^2,27\). In addition, it provides good accuracy and speed of execution in relation to other convolutional networks\(^2\). For the operation of the YOLOv2 algorithm, the image is divided into multiples grids that detect an object inside the grid, making the candidate's bounding boxes have the same density as the axes of the detected objects. Each grid contains initial bounding boxes with different parameters and a confidence index from a convolution. This index is the probability of the object falling into the bounded box. Then, YOLOv2 tries to eliminate, as much as possible, the bounding boxes that do not correspond to the class of the object, facilitating the learning of the network\(^2,28\).

After the delineations of the fish head regions are marked by the YOLOv2 network, a grid assembly process is established to form the complete image, using overlapping edges of the images. In this process, there may be objects located at the edges of the image and, consequently, the delimitations of the region of the fish head can be duplicated. To resolve this duplication, the minimum intersection method is used, calculated by,

\[
\text{Min} = \frac{\text{area}(AB)}{\text{min}(\text{area}(A), \text{area}(B))},
\]

where A and B represent the bounding boxes for object detection. The result is a defined score value that will pass a decision threshold, the choice, which will limit the detection of an object.

The YOLOv2 network is composed of layers of convolution: Max Pooling, ReLu, Batch Normalization and Anchor boxes. In the convolution layer, the backpropagation algorithm trains convolution core weights, shared by the entire image with the same parameters. Relu is a layer that uses an activation function to restrict the network output in a non-linear way from the decision function and the general network, in addition to increasing the speed of the network training. Max Pooling serves to discretize the image, performing non-linear sampling on the interlayer image, dividing it into sets of non-overlapping regions. Batch normalization serves to increase improvements in convergence, without the need for other improvement methods. Finally, in anchor boxes is used to predict the coordinates of the bounding boxes of the fish head region.

**Centroid detection.** The fish head region delimitation method is used to obtain information from the center of the fish head; right after the YOLOv2 network finds the correct regions, removing duplicates. Thus, the central position of a given region, corresponding to the centroid of the moving fish, found according to,

\[
\begin{align*}
M_{00} &= \sum_{i=0}^{w} \sum_{j=0}^{h} R(i,j) \\
M_{10} &= \sum_{i=0}^{w} \sum_{j=0}^{h} i x R(i,j) \\
M_{01} &= \sum_{i=0}^{w} \sum_{j=0}^{h} j x R(i,j),
\end{align*}
\]

where, \(M_{00}\) represents the zero order moment of the fish head region; \(M_{10}\) and \(M_{01}\) represent the moment of the first order; and \(R\) is a grayscale image of size \(w \times h\) and location bounded by the YOLOv2 detection of an image used as an input, where \(w\) is the length and \(h\) is the pixel width of the bounding box found in the detection of YOLOv2.

The coordinates of the centroid position \((c_{x_k}, c_{y_k})\) of the \(k\)-th detected fish head are shown in,

\[
\begin{align*}
c_{x_k} &= \frac{M_{10}}{M_{00}} \\
c_{y_k} &= \frac{M_{01}}{M_{00}}
\end{align*}
\]

**Motion direction detection.** The direction of the fish’s movement is related to the ellipse adjusted on the fish’s head. The direction of movement is \(c_{\theta_k}\), with a range of \([0, 2\pi]\). Equation (4) is used to find the fish movement orientation angle.

\[
c_{\theta_k} = \begin{cases} 
\arctan \frac{p_{y_k} - c_{y_k}}{p_{x_k} - c_{x_k}}, & p_{x_k} > c_{x_k} \\
\arctan \frac{p_{y_k} - c_{y_k}}{p_{x_k} - c_{x_k}} + \pi, & p_{x_k} < c_{x_k} \quad \text{and} \quad p_{y_k} \geq c_{y_k} \\
\arctan \frac{p_{y_k} - c_{y_k}}{p_{x_k} - c_{x_k}} - \pi, & p_{x_k} < c_{x_k} \quad \text{and} \quad p_{y_k} < c_{y_k} \\
\frac{\pi}{2}, & p_{x_k} = c_{x_k} \quad \text{and} \quad p_{y_k} > c_{y_k} \\
\frac{3\pi}{2}, & p_{x_k} = c_{x_k} \quad \text{and} \quad p_{y_k} < c_{y_k}
\end{cases}
\]
where, $p_{x_k}$ and $p_{y_k}$, respectively, represent the $x$ and $y$ position of the extremity of the k-th fish head detected (Fig. 3).

**Tracking method.** To accurately estimate the movement of the fish, the Kalman filter was used to perform the tracking task. Because the movement of the fish is considered to be a uniform linear motion from one frame to the other, the system can be approximated as a linear dynamic model\(^9\),\(^10\),\(^17\). The algorithm settings start with the status vector of the fish’s location and orientation. The coordinates of the k-th fish head detected in the frame $t$ are indicated as $(c_{x_k}, c_{y_k}, t)$, therefore, the state vector $x_t$ is defined as:

\[
\begin{bmatrix}
    c_{x_k} \\ c_{y_k} \\ c_{\theta_k} \\
\end{bmatrix}_t
\]

The state and observation equation in the Kalman filter can be described as:

\[
\begin{align}
    x_t &= F x_{t-1} + w_t \\
    z_t &= H x_t + v_t,
\end{align}
\]

where the $F$ e $H$ are the state transition and observation matrix of the target at $t$, respectively, $w_t$ and $v_t$ are noise. The first step of the Kalman filter is to predict the state vector at instant $t$. The estimate of the state vector $\hat{x}_t$ and its error covariance $\hat{P}_t$ at instant $t$ can be predicted by:

\[
\begin{align}
    \hat{x}_t &= F x_{t-1}, \\
    \hat{P}_t &= F P_{t-1} F^T + Q_t,
\end{align}
\]

where $Q_t$ is the noise state covariance matrix $v_t$, $P_{t-1}$ is the error covariance matrix in $t - 1$ and $dt$ is the time interval between two frames.

The second stage is the association of the predicted positions of each fish by the Kalman filter with the centroid of the fish, in order to form the trajectory of each fish in the pictures. Thus, the association centroid of the fish $(c_{x_k}, c_{y_k})$ must follow the one-to-one criterion, and a tracker must be linked to a maximum of one value, which will be associated with a maximum of one tracker.

When the data association ends, the state vector and the error covariance matrix are updated by,

\[
x_t = \hat{x}_t + K_t (\tilde{z}_t - H \hat{x}_t),
\]

**Figure 3.** The bounding box is represented by the yellow frame. The centroid position $(c_{x_k}, c_{y_k})$ is represented by the yellow dot. The end of the head position $(p_{x_k}, p_{y_k})$ is represented by the red dot. The direction of movement of the fish is represented by the green arrow that has an angle equal to $c_{\theta_k}$. 
\[ P_t = (I - K_t H) + \hat{P}_t, \]
where \( I \) is the identity matrix and \( K_t \) is the Kalman gain at instant \( t \), calculated as,
\[ K_t = \hat{P}_t H^T (H \hat{P}_t H^T - R)^{-1}, \]
\[ R = \begin{bmatrix} 24.1 & 0 & 0 \\ 0 & 24.8 & 0 \\ 0 & 0 & 22.7 \end{bmatrix}, \]
\[ H = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix}, \]
where \( R \) is the covariance matrix of the observation noise \( \nu_t \).

**Cost function.** The construction of the paths followed by the fish are developed through Muncres' implementation of the Hungarian algorithm. This algorithm makes a direct assignment of \( m \) sources to \( k \) targets through an \( m \times k \) matrix called a cost matrix. A matrix \( P_{m \times k} \), shown in Eq. (14), is created to save the cost of associating source objects \( S = \{s_1, s_2, \ldots, s_m\} \) to the target objects \( R = \{r_1, r_2, \ldots, r_k\} \) in the frame \( t \), where \( s_m \) is a coordinate of the state variable of the observation variable in frame \( t-1 \), \( m \) is the number of predicted coordinates, \( r_n \) is the coordinate variable of the observation, \( k \) is the number of detected coordinates.

\[ P(s_i, r_j) = \begin{bmatrix} f_{s_1, r_1} & f_{s_1, r_2} & \cdots & f_{s_1, r_n} \\ f_{s_2, r_1} & f_{s_2, r_2} & \cdots & f_{s_2, r_n} \\ \vdots & \vdots & \ddots & \vdots \\ f_{s_m, r_1} & f_{s_m, r_2} & \cdots & f_{s_m, r_n} \end{bmatrix}, \tag{14} \]

The element \( f_{s_i, r_j} \) in the matrix indicates the cost to connect the \( i \)-th predicted coordinate track \( s \) to the \( j \)-th detect coordinate \( r \). The value of \( P(s_i, r_j) \) is calculated according to Eq. (15)
\[ f_{s_i, r_j} = w_1 \left( \sqrt{(x_s - x_r)^2 + (y_s - y_r)^2} \right) + w_2 \left( \sqrt{(x_s - x_r)^2 + (y_s - y_r)^2} \right) \cdot \frac{|\rho_s - \rho_r|}{2\pi}, \tag{15} \]
where \( w_1 \) and \( w_2 \) are scalars used to weight each part of the function, \( s_x, s_y \) and \( s_r \) are, respectively, the coordinate values of the \( x, y \) axis and orientation \( \theta \) of the fish head detection, \( r_x, r_y \) and \( r_r \) are respectively the coordinate values of the \( x, y \) axis and orientation \( \theta \) of the estimated coordinate.

The path assigned for each fish, frame by frame, is performed using the Muncres implementation of the hungarian algorithm, which looks for unique assignments, that is, it assigns the object of the previous frame \( i \) to only one target object \( j \) in the current frame.

**Reconnection of the trajectory.** Some trajectories may be lost over time, due to occlusion of the fish and the corresponding interval between images, causing fragmentation of the trajectory. If the trajectory was incomplete compared to the initial trajectory, before a loss of identification occurred, a second calculation of the trajectory was proposed based on Qian et al., and Wu et al.\(^{16,30}\). If no coordinate was associated in \( \beta \) consequent frames, then the trajectory is interrupted. Position and time \((x_{\text{end}}, y_{\text{end}}, t_{\text{end}})\) trajectory \( \Gamma_i \) are stored in \( \tau_i \), where \( i \) is the trajectory number. If a new coordinate appears without any assignment, its position and time \((x_{\text{start}}, y_{\text{start}}, t_{\text{start}})\) trajectory \( \Gamma_j \) are stored in \( \rho_j \), where \( j \) is the trajectory number. Assuming \( \Gamma_i \) an interrupted trajectory and \( \Gamma_j \) a trajectory with an unassigned coordinate, the connection of one trajectory with the other can be performed using the condition of Eq. (16)
\[ \text{constrain distance:} \begin{cases} 1 & \text{Dist} (\tau_i, \rho_j) < d \\ 0 & \text{otherwise} \end{cases}, \tag{16} \]
\[ \text{Dist} (\tau_i, \rho_j) = \sqrt{(x_{\text{end}} - x_{\text{start}})^2 + (y_{\text{end}} - y_{\text{start}})^2}, \tag{17} \]

The condition in Eq. (16) indicates whether the distance between the start position of \( \rho_j \) and end \( \tau_i \) is less than \( d \), where \( d \) is a user-defined distance threshold value, if true trajectories are connected. If there is more than one interrupted trajectory, the condition of Eq. (16) is calculated following the order of the trajectory with the lowest value of \( t_{\text{end}} \) up to the highest \( t_{\text{end}} \). In cases where there is more than one path without attribution, the connection is made with the coordinate \( \rho_j \) that presents a smaller distance between the trajectory \( \tau_i \), given by Eq. (17). Figure 4 illustrates the process of connecting an interrupted trajectory with a new trajectory.

**Data ground truth.** To quantitatively evaluate the proposed algorithm, the tracking performance was compared with ground truth. The basic truth data was manually labeled according to the position of the zebrafish movements in each frame. Detection was done using the region of the fish head. For each video recorded, a unique ID was assigned to a fish. If the fish was not marked or there was an occlusion, the fish would be found.
manually in the evaluation of each frame. A total of 15,106 frames were analyzed individually, in order to guarantee the consistency of the database and a good evaluation for the algorithm.

**Detection evaluation metrics.** The detection performance evaluation was measured for all video sequences. A total of 15,106 frames were recorded manually to confirm the performance of the algorithm in the correct identification of the fish, mainly in cases of occlusion. Thus, precision and recovery rate methods were used to assess object detections. Defined in the Eqs. (18) and (19):

\[
\text{Precision} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalsePositive}} \quad (18)
\]

\[
\text{Recall} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalseNegative}} \quad (19)
\]

where the value of true positive is the total number of correct detections in all frames; false negative is the total number of detections lost and false positive is the total of regions detected incorrectly. That way, the metric \( F_{\text{measure}} \) is the weighted calculation of precision and recall (Eq. (20)).

\[
F_{\text{measure}} = \frac{2 \times (\text{Recall} \times \text{Precision})}{\text{Recall} + \text{Precision}} \quad (20)
\]

In addition, the Similarity Index (SI) was used, which measures the number of correctly detected objects, penalizing undetected objects, whether due to occlusion or detection error. That way, \( \text{Num}_{\text{missed}} \) is the number of undetected objects and \( \text{Num}_{\text{GroundTruth}} \) is the number of objects detected from the ground truth (Eq. (21)).

\[
\text{SimilarityIndex} = F_{\text{measure}} - \frac{\text{Num}_{\text{missed}}}{2 \times \text{Num}_{\text{GroundTruth}}} \quad (21)
\]

To evaluate the proposed method in case of occlusions, the metrics \( \text{OR} \) (occlusion ratio) and \( \text{ODR} \) (occlusion detection ratio) were used, presented in the Eqs. (22) and (23):

\[
\text{OR} = \frac{\text{TotalNumberOfOcclusions}}{\text{TotalNumberOfTargets}} \quad (22)
\]

\[
\text{ODR} = \frac{\text{SuccessfulNumberOfOcclusionsDetection}}{\text{TotalNumberOfOcclusions}} \quad (23)
\]

The evaluation of detection’s performance was based on the error rate of undetected fish (miss ratio) and the error rate of erroneous detection (error ratio), in which they are applied to evaluate the performance of the detection stage, calculated as the Eqs. (24) and (25),

\[
\text{MissRatio} = \frac{\text{TotalNumberOfUndetectedFishInAllFrames}}{\text{NumberOfFish} \times \text{NumberOfFrames}} \quad (24)
\]

\[
\text{ErrorRatio} = \frac{\text{TotalNumberOfWronglyDetectedFishInAllFrames}}{\text{NumberOfFish} \times \text{NumberOfFrames}} \quad (25)
\]
Tracking evaluation metrics. The tracking performance of the proposed system was assessed using the Correct Tracking Rate Index (CTR), which describes the percentage of frames correctly tracked for a single fish, such as Eq. 26:

\[
CTR = \frac{\sum (NumberOfCorrectFramesOfSingleFish)}{NumberOfFish \times NumberOfFrames}
\]  

(26)

And the correct identification reason (CIR) that represents the probability of correct identification of all fish after an occlusion, such as Eq. (27):

\[
CIR = \frac{TimesThatAllFishGetCorrectIdentityAfterOcclusion}{NumberOfOclusionsEvents}
\]  

(27)

Results

Video data set for analysis. To test the proposed system, we used benchmarks containing eight video sequences, six of which are video sequences related to our own experiment (D1–D6, see videos S1–S6), having a total of 8427 frames with 1920 × 1080 resolution; and two sequences of videos available from previous publications, being D7 and D8 (Romero-Ferrero et al.2; see videos S7 and S8) with a total of 6820 frames (3712 × 3712 resolution). All data sets were recorded at 30 frames. Tracking performance was compared to ground truth data. The videos had different durations and number of fish, ranging from 3 to 100 fish, and are described on Table 1. The experimental apparatus is shown in Fig. 1. The behavior of the fish was measured by the average speed, showing two conditions of movement: slow and fast (feeding period). The proposed tracking algorithm was developed using a personal computer (Intel Core i7 7700HQ CPU at 2800 8 GB RAM, Geforce gtx 1050 4 GB off-board graphics card) using Matlab R2019b software.

YOLOv2 network architecture. The architecture of the YOLOv2 network used in this article is shown in Fig. 5. In this architecture, there are 24 layers, seven layers of convolution, six layers of Relu, three layers of Max Pooling, six layers of Batch normalization and two layers of anchoring. The input layer corresponds to the network input, with the image size of 480 × 480 × 3. YOLO’s convolutional layers decrease the sample by a factor of 32, obtaining the delimitations of the region of the fish head, with the convolution filter size being a 3 × 3 block and the convolution step is 1. The Max Pooling layer has the size 2 × 2, with step 2 and filling 0. All main blocks have a Relu operation layer. At the end of the block, it has two layers of anchor boxes: one for transformation and one for output. The first anchor layer transforms the output of the raw convolutional network into a format necessary to produce object detections; and the second defines the parameters of the anchor box, implementing the loss function used to train the detector31. In this way, YOLOv2 will be able to make use of the lower and upper level information, increasing the precision of the detection and location of the region of the fish head in the image.

YOLOv2 network training. During the training, a set of 3200 image grids, 1100 image grids of videos from our experiment and 500 image grids from the database of Romero-Ferrero et al.2 (approximately 1600 original size images) were initially manually labeled with the region of the fish head, being fed into the YOLOv2 network.

After the initial training, the YOLOv2 network was used to label and create the boundaries on the fish heads in new images, forming an automatic labeling process. To validate the training, a test base was established to know the assertiveness of the labeling of fish from the initial base, in case of wrong or missing labels. To improve the result of the initial training, the training base was extended with new images labeled and marked from the automatic process, but with manual corrections in the event of any error. This process reduced the time to create a training base. When the training was able to create all the delimitations of the region of the fish head correctly, the training base used was sent to the YOLOv2 network for official training.

Because the YOLOv2 networks are trained and evaluated in small resolutions (228 × 228 in the case of resnet50) and the frame size of the proposed system is 1920 × 1080 pixels, the image when resized could lose

| Dataset | Fish | Frames | FPS | Resolution | Average speed per fish (cm/s) |
|---------|------|--------|-----|------------|-----------------------------|
| D1      | 3    | 904    | 30  | 1920 × 1080| 9.42                        |
| D2      | 6    | 1,269  | 30  | 1920 × 1080| 7.81                        |
| D3      | 8    | 789    | 30  | 1920 × 1080| 6.37                        |
| D4      | 10   | 1,366  | 30  | 1920 × 1080| 6.44                        |
| D5      | 13   | 2,422  | 30  | 1920 × 1080| 7.44                        |
| D6_food | 13   | 1,519  | 30  | 1920 × 1080| 10.22                       |
| D7      | 10   | 5,410  | 30  | 3712 × 3712| 8.14                        |
| D8      | 100  | 1,410  | 30  | 3712 × 3712| 7.49                        |

Table 1. List of videos used for zebrafish tracking. FPS: frames per second.
important features of the region of the fish head. The input images from the YOLOv2 network were cut by dividing the image in half. The reduction is made by creating two grids of 960 × 1080 pixels with an overlap of 30 pixels, totaling an image of 990 × 1080 pixels (Fig. 6). Then each grid is reduced to a dimension of 480 × 480 pixels which is used as input to the YOLOv2 network. After the creation of the delimitations of the region of the fish head in the images meshed by the net, the process of assembling the complete image is established, using the image overlay algorithm, and the correction of duplication of the region of the fish head located on the edges of the grids (Fig. 6c). If this result is greater than the 0.4 threshold, then the same detection will be considered
and, thus, a single delimitation of the region of the fish head will be assigned to the fish located on the edge of the image. This way, the detection of the delimitation of the region of the fish head can appear at the edge of the grids without loss of data, but with duplication corrected.

The YOLOv2 training protocol was based on MATLAB tools for convolutional networks, following the parameters of the convolution layers. The training process was carried out for 300 periods, using a learning rate of 0.001.

Detection evaluation. The results of the detection evaluation are presented in Table 2. The proposed method presented a superior performance of up to 0.99 of precision for all data sets in our experiment (D1–D6), thus showing that the proposed detection method based on YOLOv2 to create delimitations of the region of the fish head and assist in the calculation of the centroid, helps in the detection with different quantities of fish in the groups. Evaluating the detection in the videos, in which the fish presented slower movements (D1, D2 and D3, with an average speed of 9.42 cm/s, 7.81 cm/s and 6.44 cm/s, SI: 0.9963, 0.9883 and 0.9884, respectively), with groups of 3, 6, and 8 fish, the precision reached 1.00 and F-measure reached 0.99.

In faster movements (D6_food), during the feeding period, some losses in the detection were observed, but the algorithm was able to detect fish with good precision (0.9987), even with high occlusion frequency, a total of 715 occlusions (Table 2), and with high average speed per fish about 10.22 cm/s (Table 1). It was noticed that the occlusion is related to the fast and agglomerated swimming of the school, mainly in the feeding period (D6_food, OR: 0.0362, ODR: 0.6252, Miss ratio: 0.0337, Error ratio: 0.0013, F-measure: 0.9822, SI: 0.9653). Figure 7 shows some examples of detection and occlusions.

This method uses the fish head region to calculate the centroid and detect the fish in the images. On the other hand, in other previously published works, the authors used the fish’s body as a complement to the detection and identification. Thus, the proposed method was able to detect fish in several situations considered difficult for the detection to remain correct, being incapable only in times of occlusion, where the fish's head was totally occluded by another fish. In addition, there was little loss of detection when the environment was noisy and

| Dataset | Occlusions | Precision | Recall | OR | ODR | Miss ratio | Error ratio | F measure | SI |
|---------|------------|-----------|--------|----|-----|------------|-------------|-----------|----|
| D1      | 10         | 1.0000    | 0.9963 | 0.0037 | 0.8000 | 0.0037     | 0.0000     | 0.9982    | 0.9963 |
| D2      | 49         | 1.0000    | 0.9883 | 0.0064 | 1.0000 | 0.0117     | 0.0000     | 0.9941    | 0.9883 |
| D3      | 59         | 1.0000    | 0.9884 | 0.0093 | 1.0000 | 0.0116     | 0.0000     | 0.9942    | 0.9884 |
| D4      | 135        | 0.9999    | 0.9786 | 0.0099 | 0.6519 | 0.0214     | 0.0001     | 0.9891    | 0.9784 |
| D5      | 1065       | 0.9998    | 0.9677 | 0.0338 | 0.5925 | 0.0323     | 0.0002     | 0.9835    | 0.9673 |
| D6_food | 715        | 0.9987    | 0.9663 | 0.0362 | 0.6252 | 0.0337     | 0.0013     | 0.9822    | 0.9653 |
| D7 (idtracker.ai²) | 343 | 0.9998 | 0.9989 | 0.0063 | 0.7347 | 0.0011 | 0.0002 | 0.9994 | 0.9988 |
| D8 (idtracker.ai²) | 399 | 0.9999 | 0.9340 | 0.0028 | 0.7268 | 0.0060 | 0.0001 | 0.9658 | 0.9328 |

Table 2. Performance of the detection evaluation.

Figure 7. Fish detection. (a) Image of the complete detection of the fish head region for a group of 13 fish; (b) Examples of fish occlusion events, in some cases, there was a failure in detection.
Tracking evaluation. Table 3 shows the tracking result, using the CTR and CIR metrics. The tracking is calculated similarly to the detection of a fish, calculating the percentage of the frames correctly tracked for each fish and the correct probability of all fish. The CTR describes the percentage of frames correctly tracked for each fish and, in this method, the exchange of identifications is not evaluated, but only if the tracker can follow the fish head correctly. In this study, the correct tracking of the fish in the frame was defined by the distance from the actual position of the center of the fish head in relation to the center of the tracking at a distance of up to 15 pixels, a greater distance or the absence of a tracking in the frame is considered to be an incorrect tracking. The results show a good percentage of frames correctly tracked of a single fish during a video, reaching up to 100% in the tracking when the quantity of fish is reduced (D1, CIR: 1.00, CTR: 1.00; and D2, CIR: 1.00, CTR: 0.99). It was observed that the fish loses its identification for a short period of time (D3, CIR: 0.95, CTR: 0.99 and D4, CIR: 0.96, CTR: 0.99). It is noticed that larger quantities of fish increase the amount of exchanges or losses of identification. In addition, the probability of correct identification of all fish after an occlusion is compromised with larger quantities of fish in the dataset or even with faster swimming motions (D5, CIR: 0.91, CTR: 0.98 and D6_food: CIR: 0.83, CTR: 0.97).

In this sense, it was already expected that in the feeding period, the tracking of fish would be lost, as there were many occlusions and totally unexpected movement. The biggest tracking losses were in videos D5 and D6_food. The tracking of videos D7 and D8 performed well, obtaining a CTR value of up to 0.99 in tracking fish (D7, CIR: 0.9375, CTR: 0.9970 and D8, CIR: 0.9285 and CTR: 0.9983). It is observed that the algorithm was able to track fish from another dataset, where the videos were recorded with a higher resolution than our images (Table 1) and experimental environment different from that proposed here. In addition, it is notable that the spread of errors decreases as occlusions happen less frequently when the fish swim in the tank.

Figure 8 shows a visual example of tracking in three video sequences (D1, D2 and D6_food).

Discussion
The method proposed in this work combined two techniques to detect and track fish schools: the YOLOv2 network and the Kalman filter. Previous tracking methods showed applications of fish swimming in shallow waters and slow motions. Here, we test the proposed method in adverse situations such as the feeding period, which is widely used for training and conditioning fish. It was noticed that the quantity and agitation of the school of fish are important factors for the increase in occlusion, which makes detection difficult most of the time.

However, through this method, we showed that detection and tracking were obtained around 99% in low and high resolution images, with variation in the quantity of fish (up to 100 fish). High resolution images, such as the images available from idtracker.ai, proved to be favorable for successful screening. In addition, it was observed that the spread of errors decreases when the fish have little occlusion.

In some methods, the fish’s entire body segmentation is used to detect and identify the fish, however we created a delimitation of the region of the fish head to facilitate detection, this approach has been presented in other works, but using different techniques. The performance of the YOLOv2 network improves as training is increased, improving the result of the delimitation of the region of the fish head.

The fish was detected by calculating the centroid, based on the identification of the region of the fish head by YOLOv2. The Kalman filter was used to adjust the centroid, estimating the fish’s position between frames, when there was loss of detection. A fish changes from one position to another quickly, and a method for estimating
the position in the tank may fail to identify the fish's current position. An adjustment of the cost function has considerably improved the prediction of the state of the fish, making it possible to create trajectories. In order to establish the lost trajectories, the route was reconnected using the shortest distance. In this study, a much higher frame rate is not necessary, we used a frame rate considered low at 30 frames per second, and we were able to track the fish efficiently. Higher rates can compromise the algorithm's run time.

Although we were able to correctly identify fish at around 0.83 (CIR) in the feeding period, where fish can have rapid movements and many variations in the direction of movement, it is still a limitation when the number of occlusions between fish is high, as there may be an exchange of fish identification. In addition, long occlusions, which are greater than 15 frames, may have a greater chance of exchanging fish identification, due to the lack of an identification step.

Figure 8. Result of tracking different groups of fish. (a) Tracking of group D1 with 3 fish and (b) group D2 with 6 fish, both in a state of slow motions, (c) group D6_food with 13 fish are in the feeding period (fast motions). The fish swim with greater agitation and agglomeration in the center of the aquarium, a space where the food was concentrated.
Thus, the inclusion of an identification step, could improve the tracking of the fish in the entire route in the tank, especially after long occlusions, reducing the chances of propagating errors, compromising the performance of the method. The YOLOv2 network when trained with different classes can detect multiple objects from the same or different classes in the same image. When used as a unique identification method for several individuals of the same species in the same scene, a better performance is achieved in terms of speed and accuracy in carrying out the task. In idtracker.ai, a fish identification step is used, without the need for an additional method to associate the detection of objects between frames, generating greater accuracy in tracking, especially during fish occlusions. A new approach could be attributed to our work, which includes a fish identification step to further improve tracking.

Conclusion
In this paper, an effective method for detecting and tracking schools of fish swimming in calm and agitated behavior has been proposed. This method was satisfactory for detecting and tracking agglomerated and agitated fish during the feeding period. The method was based on the YOLOv2 network which delimits the region of the fish head so that the centroid can be calculated and, subsequently, the fish can be detected. The tracking was proposed by using the Kalman filter and adjusted by a cost function; in addition, the fragmentation of the trajectory has been reconnected to allow greater stability in the path of the fish. The method was evaluated in different schools and adverse situations, obtaining satisfactory results in all the metrics used for evaluation. However, including a fish identification step can further improve tracking in periods of many occlusions, preventing the spread of errors.

Received: 17 June 2020; Accepted: 13 January 2021
Published online: 05 February 2021

References
1. Miller, N., Garnier, S., Hartnett, A. T. & Couzin, I. D. Both information and social cohesion determine collective decisions in animal groups. Proc. Natl. Acad. Sci. 110, 5263–5268 (2013).
2. Romero-Ferrero, F., Bergomi, M. G., Hinz, R. C., Heras, F. J. H. & de Polavieja, G. G. Idtracker.Ai: Tracking all individuals in small or large collectives of unmarked animals. Nat. Methods 16, 179–182 (2019).
3. Dorigo, M. & Socha, K. Handbook of Approximation Algorithms and Metaheuristics. https://doi.org/10.1201/97814200100749 (Chapman and Hall/CRC, 2007).
4. Karaboga, D. & Akay, B. A comparative study of artificial bee colony algorithm. Appl. Math. Comput. 214, 108–132 (2009).
5. Sisson, M. & Gerlai, R. Associative learning in zebrafish (Danio rerio) in the plus maze. Behav. Brain Res. 207, 99–104 (2010).
6. Cervi, A. L., Poling, K. R. & Higgs, D. M. Behavioral measure of frequency detection and discrimination in the zebrafish, Danio rerio. Zebrafish 9, 1–7 (2012).
7. Avdesh, A. et al. Evaluation of color preference in zebrafish for learning and memory. J. Alzheimer’s Dis. 28, 459–469 (2012).
8. Manabe, K., Dooling, R. J. & Takaku, S. Differential reinforcement of an approach response in zebrafish (Danio rerio). Behav. Process. 98, 106–111 (2013).
9. Wang, S. H., Cheng, X. E., Qian, Z.-M., Liu, Y. & Chen, Y. Q. Automated planar tracking the swimming bodies of multiple zebrafish swimming in shallow water. PLoS ONE 11, e0154714 (2016).
10. Qian, Z.-M., Cheng, X. E. & Chen, Y. Q. Automatically detect and track multiple fish swimming in shallow water with frequent occlusion. PLoS ONE 9, e106506 (2014).
11. Bai, Y. X. et al. Automatic multiple zebrafish tracking based on improved HOG features. Sci. Rep. 8, 10884 (2018).
12. Mirat, O., Sternberg, J. R., Severi, K. E. & Wyart, C. ZebraZoom: An automated program for high-throughput behavioral analysis and categorization. Front. Neural Circuits 7 (2013).
13. Pérez-Escudero, A., Vicente-Page, J., Hinz, R. C. & de Polavieja, G. G. idTracker: Tracking individuals in a group by automatic identification of unmarked animals. Nat. Methods 11, 743–748 (2014).
14. Delcourt, J., Deneoil, M., Ylieff, M. & Poncin, P. Video multitracking of fish behaviour: A synthesis and future perspectives. Fish Fish. 14, 186–204 (2013).
15. Noldus, L. P. J. J., Spink, A. J. & Tegelenbosch, R. A. J. EthoVision: A versatile video tracking system for automation of behavioral experiments. Behav. Res. Methods Instrum. Comput. 33, 398–414 (2001).
16. Spink, A., Tegelenbosch, R. A., Buma, M. O. & Noldus, L. P. J. The EthoVision video tracking system—A tool for behavioral phenotyping of transgenic mice. Physiol. Behav. 73, 731–744 (2001).
17. Zhao, X., Yan, S. & Gao, Q. An algorithm for tracking multiple fish based on biological water quality monitoring. IEEE Access 7, 15018–15026 (2019).
18. Wang, X., Cheng, E., Burnett, I. S., Wilkinson, R. & Lech, M. Automatic tracking of multiple zebrafish larvae with resilience against segmentation errors. in 2018 IEEE 15th International Symposium on Biomedical Imaging (ISBI) 2018 1157–1160 (IEEE, 2018).
19. Xu, Z. & Cheng, X. E. Zebrafish tracking using convolutional neural networks. Sci. Rep. 7, 42815 (2017).
20. Fontaine, E. et al. Automated visual tracking for studying the ontogeny of zebrafish swimming. J. Exp. Biol. 211, 1305–1316 (2008).
21. Zhang, T., Xu, C. & Yang, M.-H. Multi-task correlation particle filter for robust object tracking. in 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR) 2017-Janua, 4824–4837 (IEEE, 2017).
22. Zhou, Y., Cattley, R. T., Cario, C. L., Bai, Q. & Burton, E. A. Quantification of larval zebrafish motor function in multiwell plates using open-source MATLAB applications. Nat. Protoc. 9, 1533–1548 (2014).
23. Delcourt, J., Ylieff, M., Bolliet, V., Poncin, P. & Bardonnet, A. Video tracking in the extreme: A new possibility for tracking nocturnal underwater transparent animals with fluorescent elastomer tags. Behav. Res. Methods 43, 590–600 (2011).
24. Branson, K. & Belongs, S. Tracking multiple mouse contours (without too many samples). in 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05) Vol. 1, 1039–1046 (IEEE, 2005).
25. Miller, N. & Gerlai, R. Quantification of shoaling behaviour in zebrafish (Danio rerio). Behav. Brain Res. 184, 157–166 (2007).
26. Redmon, J. & Farhadi, A. YOLO9000: Better, faster, stronger. in 2018 IEEE Conference on Computer Vision and Pattern Recognition (CVPR) 2017-Janua, 4824–4837 (IEEE, 2017).
27. Liu, Z., Chen, Z., Li, Z. & Hu, W. An efficient pedestrian detection method based on YOLOv2. Math. Probl. Eng. 2018, 1–10 (2018).
28. Ding, C. et al. SEQ-YOLO. in Proceedings of the 2019 ACM/SIGDA International Symposium on Field-Programmable Gate Arrays 33–42 https://doi.org/10.1145/3289602.3293904 (ACM, 2019).
29. Date, K. & Nagi, R. GPU-accelerated Hungarian algorithms for the linear assignment problem. Parallel Comput. 57, 52–72 (2016).
30. Wu, H. S., Zhao, Q., Zou, D. & Chen, Y. Q. Automated 3D trajectory measuring of large numbers of moving particles. Opt. Express 19, 7646 (2011).
31. MathWorks. Getting started with YOLO v2. MathWorks 1 (2020). https://ww2.mathworks.cn/help/vision/ug/getting-started-with-yolo-v2.html.
32. Feijó, G. de O., Sangalli, V. A., da Silva, I. N. L. & Pinho, M. S. An algorithm to track laboratory zebrafish shoals. Comput. Biol. Med. 96, 79–90 (2018).

Acknowledgements
We thank Professor PhD. Ridvan Nunes Fernandes (Centro de Ciências Exatas e Tecnologias - CCET of the Universidade Federal do Maranhão-UFMA) for supporting this work, which offered the space for the construction of the experimental room; and Felipe Gomes Barbosa for the support and planning of the experimental room. This work was supported by the Brazilian agencies: Coordenação de Aperfeiçoamento de Pessoal de Nível Superior—CAPES and Fundação de Amparo à Pesquisa e ao Desenvolvimento Científico e Tecnológico do Maranhão—FAPEMA.

Author contributions
M.O.B and S.R. designed the experiments. M.O.B. and L.C.O.S. conducted laboratory work. M.O.B., D.O.D. and L.C.O.S. contributed tracking algorithm. M.O.B. and D.O.D contributed to data extraction. M.O.B., A.K.B. and S.R. interpreted data. M.O.B. and D.O.D. conducted statistical analyses. M.O.B. wrote the article, with editing contributed from all authors.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-81997-9.

Correspondence and requests for materials should be addressed to M.d.B.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021