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ABSTRACT

Comprehensive understanding of key players and actions in multiplayer sports broadcast videos is a challenging problem. Unlike in news or finance videos, sports videos have limited text. While both action recognition for multiplayer sports and detection of players has seen robust research, understanding contextual text in video frames still remains one of the most impactful avenues of sports video understanding. In this work we study extremely accurate semantic text detection and recognition in sports clocks, and challenges therein. We observe unique properties of sports clocks, which makes it hard to utilize general-purpose pre-trained detectors and recognizers, so that text can be accurately understood to the degree of being used to align to external knowledge. We propose a novel distant supervision technique to automatically build sports clock datasets. Along with suitable data augmentations, combined with any state-of-the-art text detection and recognition model architectures, we extract extremely accurate semantic text. Finally, we share our computational architecture pipeline to scale this system in industrial setting and proposed a robust dataset for the same to validate our results.

CCS CONCEPTS

• Computing methodologies → Activity recognition and understanding; Visual content-based indexing and retrieval; Scene understanding; Object detection; Object recognition.
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1 INTRODUCTION

Browsing concise and personalized on-demand sports video highlights, after the game, is a key usage pattern among sports fans. Searching by favourite players, teams and the intent to watch key moments in these videos has been recognized widely. Enabling such searches or content-based recommendations requires deep indexing of videos at specific moments in time so that the user can be brought to watch the player or moment of intent, without necessarily starting from the beginning of a video. Typically that requires understanding actions happening in video segments and key players in them, apart from participating teams and the date of the game. In broadcast videos, key players can be identified either from zoomed-in views just post action (more commonly found in soccer videos, but also in indoor court games, such as basketball), or from the moment a shot is made (by methods like tracking the last human in contact with the ball). Detecting players through both face detection and jersey numbers have been widely studied in recent computer vision conferences. Understanding the context of a sports broadcast video can be achieved through the task of event or action recognition. Doing so accurately at a fine-grained level for multiplayer sports (e.g. professional leagues like NBA/Basketball, NFL/American football, NHL/ice hockey; Premier League/soccer) is a challenging task but often necessary in order to support deep video indexing use cases. In several prior research works on action recognition, such as in [2, 15], the authors discuss methods of generating automatic training data for action recognition by aligning time and quarter information (signifying point in time in a game) available in game clocks to match reports available on the web or in play-by-play records of the game. Our motivation is to extend such video frame to play-by-play alignment robustly to any freely available sports broadcast highlight video, such that it can directly be used as a method of content understanding at scale, rather than just
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being a method of gathering training data.}

Figure 1a and 1b show an example of a sample NBA game clock on a broadcast video highlight, and the different text segments in the clock pertaining to team abbreviations ("PHX", "GS"), quarter ("2nd"), and time ("17:3"). Slight misinterpretation of any of these text segments could lead to a potentially wrong play-by-play alignment, or miss a possible alignment altogether. The clock times and quarter transition occurs smoothly, while team names remain same during full game sports broadcast videos, which are usually used for training in the referred works. Hence, correct recognition towards the beginning and end of the game help align the rest of the play-by-plays to the entire game. However, in more abundantly available short form sports highlights (typically ranging from 5-15 minutes of video), broadcasters compile several notable plays across the span of the entire game or a season. So, expected semantic text like time, quarters and teams in clocks can vary quite frequently. Some videos are compilations from different networks over an entire week or season, so the clocks either within the same video or overlaid positions can be different. This makes accurate text detection (such that they can be reliably used for alignment to play-by-plays) a hard problem. Figure 1c shows clocks picked from adjacent video times (frames from 30 or 25 fps videos, which are approximately few frames apart) which experience sudden changes in formatting such as occlusion/blurring, sudden variation in quarter and time, as well as change in clock type in subsequent frames in short game highlights. Such accurate alignments, if done from commonly available short game highlights, can enable deep linking, search and browse use cases across different sports media products at scale in an industrial setting. Text detectors [28] and recognizers [23] which are trained on general purpose datasets tend to not generalize well on domain-specific text and character sequences, with occlusions, occasional blurring and transitions in the varied clock types from different sports. Instead of manually collecting training data for each sport’s specific clocks, their text region bounding boxes, and their corresponding texts, we utilize the property that such clock text come from a finite fixed set of possible strings (team name abbreviations), as well follow a certain surface form pattern (eg. time consists of digit strings followed by ";" and other digits) as shown in Figure 3a.

Using this property we develop distant supervision based in-domain text detection and recognition datasets, using which we transfer learn pre-trained detectors and recognizers to the in-domain data. While there has been much study in detecting jersey numbers in order to recognize players via jersey numbers, accurate detection of text in clocks to align them to play-by-play can lead to more fine grained sports video understanding. Thus, our contributions are the following: (1) we propose a distant supervision approach for in-domain specialized text detection and recognition training, (2) a data augmentation method to reduce biases in image sizes and aspect ratios which affect the precision of text detection and recognition across different sports clocks, without using any domain specific neural architecture, (3) we propose a diverse sports clock dataset and comparison with other text detection and recognition datasets to emphasize the nature of the problem and (4) this work showcases the practical challenges in making play-by-play alignment work in an industrial setting on highlight videos. Such multi-modal alignments form the basis for various upstream search and recommendation tasks like in-video search, efficient video scrubbing by deep linking of players and events at specific moments in videos, and content-based recommendation graphs.

## 2 RELATED WORK

### Identifying key players in the videos:

In [18] the authors discuss an end-to-end pipeline of separate player object detectors, text region detection and recognition models, for detecting jersey numbers for basketball and ice hockey. They also propose a dataset for the same. In [1] the authors proposed a dataset focused on recognizing jersey text for soccer and propose a dataset. [13] attempted to enrich a Faster RCNN’s region proposal with human body part keypoint cues to localize text regions in player jerseys. The authors also propose their own dataset. In [17] the authors approach jersey number localization, in running sports using domain knowledge.

### Broadcast footage text recognition:

In [25] authors describe a method of localizing broadcast text region using traditional vision data.
Techniques, while [11] authors showcase an architecture specific to the task of understanding clock text.

**Event detection for contextual information:** Recent works on detecting actions in basketball (NBA) [20], baseball (MLB) [19] and soccer [2] attempt to solve the problem at a coarse-grained level. In [27] the authors propose an approach to fine-grained captioning though not covering player identification or fine-grained shooting actions for basketball.

**Text detection and recognition:** Text detection model architectures in recent works have ranged from SSD [14] motivated, anchor box based TextBox++ [12], designed for horizontally aligned text. However, like in SSD, the anchor boxes have to be tuned outside regular training, based on the common image and text box sizes in the training dataset. Seglink [22] links neighbouring text segments based on spatial relations, helping identify long lines as in Latin. CTPN [24] used an anchor mechanism to predict the location and score of each fixed-width proposal simultaneously, and then connected the sequential proposals by a recurrent neural network. Finally in EAST [28], a fully convolutional network is applied to detect text regions directly without using the steps of candidate aggregation and word partition, and then NMS is used to detect word or line text. In [23], CNN-based image representations combines with a Bi-LSTM layer for text recognition.

## 3 Approach

Accurate semantic text detection and recognition (time left in clock or time elapsed, quarter or half of the game, abbreviation of team names) from sports clocks and matching them to an external knowledge of play-by-play records yields fine-grained player and action detection. For such alignment or linking to external knowledge bases, its critical that the limited pieces of semantic texts are properly understood in the clock. Instead of relying on fine grained image classification (to different teams, or times, as often done in case of jersey number identification of players) or any domain specific neural architecture, or any classical vision/geometric heuristic (for text localization as in [25]), we resort to accurate text region detection and text recognition methods (using well used model architectures for maintainability and ease of use in production environments), without getting large sets of humanly labelled sports clock domain training data. Domain-specific knowledge of correctness of detection and recognition can be utilized to mitigate requirement of hand labelled data. Parallely there has been related work on using domain knowledge to regularize model posteriors [3, 4]. We formalize domain knowledge of recognized team names, time, or half/quarter as first-order logical rules and refer to them as Knowledge Constraints (KC). Set of correctly recognized team names and game quarters/halves form a low cardinality set and time comes from a set of known surface forms. We innovate on distilling out correct training data from a pool of noisy instances using KC as a medium for distant supervision. Specifically, we run off the shelf pre-trained text detectors and recognizer on unlabelled cropped clock objects. Predictions from such general-purpose models tend to be inexact, which we correct or reject based on the knowledge constraints to gather high quality in-domain training data without manual labelling. We discuss on KCs in detail in section 3.1. Our end-to-end process of aligning sports clocks to play-by-play is broken down into the following steps (illustrated in Figure 1a and 1b).

**Extracting clock regions from full frames:** For this purpose we train a clock object detector by collecting training samples from different sports highlight videos both internal as well freely available on YouTube. We use semi-automatic methods (detailed in section 4) to gather bounding boxes for sports clocks of various sizes, shapes and colors across different sports. We train a single shot object detector [14] with a VGG16 backbone. The SSD bounding box loss consists of localization loss, $L_{loc}$ (a smooth L1 loss) which starts with positive samples and regresses the predictions closer to the matched ground-truth boxes and the confidence loss $L_{conf}$ (a soft-max loss), used for optimizing classification confidence of objects over multiple classes. In our case we resort to only two classes *clock* and *background*, and we increase the importance of the localization loss to 3 times the confidence loss, such as to obtain a tight bounding box around the clock, while not caring so much about the right class prediction.

**Semantic text area detection on clock objects:** Once we extract the clocks from the video frames, we get to the next stage of detecting text segments. Here we adapt the framework of EAST [28], primarily because of its lightweight layers. EAST is a fully convolutional network (FCN) based text detector, which eliminates intermediate steps of candidate proposal, text region formation and word partition. The backbone in EAST is a pre-trained ResNet-50.

**Adaptation of text detector to our domain:** We pass the cropped clocks to an in-domain trained (in section 3.1 we discuss how we generate in-domain text bounding ground truths) EAST model, to detect the different text areas (of team, time, quarter). To capture image representations of different resolutions four levels of feature maps, are extracted from the backbone, whose sizes are 1/32, 1/16, 1/8 and 1/4 of the input image, respectively [28]. Since the backbone’s most granular convolution feature covers 1/32 of the size of an image, and clock cropped images may not come as a multiple of 32, we resort to resizing before passing to the prediction stage. Usually an image is up-scaled or down-scaled to a multiple of 32, however we amalgamate both techniques for each dimension such that their distortion from their original values are the least, in turn providing less information loss along each axis as well as lesser aspect ratio distortion overall. In Figure 2, we compare relative aspect ratio distortions of just up-scaling or down-scaling with our amalgamation method in different size ranges and find it to achieve fewer distortion cases for our target image sizes of multi-domain sports clocks.

**Extracting text on detected semantic text areas:** Finally, we crop out text regions inside the clocks and pass them to an in-domain trained text recognizer. We fine tune a CRNN [23] model with our sports domain text. [23] combine CNN-based image representations with a Bi-LSTM layer to detect the character sequence
with a Connectionist Temporal Classification layer (CTC).

**Adaptation of text recognizer to our domain:** Since we have a good proportion of special characters in our dataset, we train a CRNN model [23] by combining Synth90k dataset [5, 6] with our in-domain data. While time and quarter texts have important punctuation (e.g., ":", ";") they also pose different character sequences for recognition, unavailable in synthesized text. Hence, we include in-domain clock text regions and appropriate strings as shown in Figure 1b in the training data. All words and characters are converted to lowercase to reduce the complexity of predictions. As for our domain, if the full strings predicted precisely match the knowledge base or the known surface form, we can uniquely identify team names, time or quarter (e.g., "23:21", "1st", "PHX").

**Aligning to play-by-play:** Play-by-play commentary can be visualized as text captions or structured data as shown in Figure 1a, which is a fine-grained description of the game state. If the team names, time, and quarter, as shown in Figure 1b, in the game clock signifying the game state, can be accurately recognized, then they can be used to uniquely align a group of consecutive video frames (assuming a video is typically more than 1fps) to the play-by-play caption. Such alignments yield a fine-grained understanding of sports broadcast video scenes as shown in Figure 1a.

### 3.1 Distant supervision using Knowledge Constraints (KC)

![Figure 3: Distant supervision through KC](image)

The KC can be broadly classified into the following:

**Semantic text surface form check (KC1):** Time text on the clocks can be easily recognized by their surface forms: \( n[1+]|n[1+] \) or \( n[1-]|n[1-]|n[1+] \) as shown in Figure 3a. In case of leagues like NBA, NFL, and NHL, time representing quarters have limited string combinations like "1st", "2nd", "3rd" or "4th", while in soccer, times in both play-by-play and the game clocks are continuous i.e. they do not reset as the game rolls on to the next half. To ensure that the right contextual object is cropped from the frame, we check for the existence of all semantic text classes in them. For example, in Figure 3b, shown cropped images are very likely to be confused for the contextual object (clock) by any object detection model. Whereas they have some semantic texts in each of them, and none has all semantic texts. Specifically, we select clocks with at least two team texts, one quarter text, and one time text surface form as potential training candidates. Incorrect clocks are used for hard negative mining to improve clock detection.

**Surface form consistencies with the other contextual objects (KC2):** Some leagues or sports require us to disambiguate further text recognition beyond surface form checks (as there could be multiple candidates), e.g., to disambiguate text representing quarter in NFL, there could be two strings "1st followed by 10:32 and 2nd followed by & 10 as illustrated in Figure 3c, former represents the quarter and time on the clock, and the latter represents players down, with yards remaining. We use the detection of a time surface form and the nearest qualifying quarter text as the right pick.

**Correct time text selection by prioritizing a surface form (KC3):** It is often observed that there exist multiple candidates for the same semantic text but with different surface forms. For example, as shown in Figure 3d, 4:38 and :17 are potential candidates for time text. We set up the priorities of time text surface forms based on the external knowledge we gathered about the clock.

**Temporal consistencies across video frames (KC4):** Finally, with the presence of surface form consistency and correct time text known, we validate the text recognition mistakes made by a general-purpose model by the continuity of corresponding text in the next frame. Specifically, we convert time text to their corresponding value in seconds or minutes and compare if they are monotonically increasing (in soccer) or decreasing (in NFL, NBA, and NHL) in group of three consecutive frames. The recognized clock sequence time text not following the monotonicity can either be discarded or corrected if predictions in previous and subsequent frames largely comply with monotonicity. An example of a soccer clock sequence is shown in Figure 3e.

### 3.2 Data augmentation for bias correction

We observe that the typical size of images and number of text regions (especially NFL versus other leagues/sports), and aspect ratios (especially NBA versus soccer) vary across sports domains. For generalizing models on all sports domains (e.g., soccer), we collect a wide range of different broadcaster/sport clocks across different seasons. We further analyze the size dimensions (height and width of the sports clocks) and styles of clocks by clustering them and find representative samples and cluster population sizes.

**Aspect ratio and size sensitive custom data augmentation** (as represented as custom data augmentation in algorithm 1 step 11): Post correction/filtering of the text string and bounding box labels using knowledge constraints mentioned in section 3.1, we calculate the possible range of height and width across different sports clocks (NBA/soccer/NFL/NHL). We found that most variations are present between NBA and soccer clocks (detailed in section 4). We break down both clock image dimension ranges, and sliced text box dimension ranges into buckets and measure population density in each of these buckets. We then re-scale each original-sized soccer or NBA clock image to randomly fall in a bucket of the fewest population such that the population densities across buckets normalize. As a result, we observe that a typical NBA clock resized between a min-max range of 0.4x-1.2x of its original size, while for a relatively small soccer clock, the range is 0.7x-1.2x. This fixed range of NBA and soccer clocks shows presence of label bias [21]. These data augmentations are carried out in addition to random resizing which is
a standard augmentation approach for text detector training.

**Labels correction for sport sub-domains:** Taking advantage of the bias present in training set for the text detector and recognizer model, we resize the unlabeled clock images from soccer to the typical sizes of NBA clocks and predict the labels from the NBA sub-domain trained text detector and recognizer. We then filter correct labels by applying knowledge constraints for the target sub-domain (soccer) and then scale back clock images and text box ground truths to original sizes. This is done before the data augmentation described above. Initially we train for the sub-domain of NBA by using AWS Rekognition as noisy pre-trained model. For other sports domains, we have a choice of AWS Rekognition or our NBA trained model as the pre-trained model. The choice of which pre-trained model to pick (in the wild AWS Rekognition or sub-domain trained NBA model) depends on how minimal the aspect ratio/size sensitive resizing is required such that the out-of-domain detector and recognizer perform well on the new sub-domain (e.g. new sport or league). In section 4, we discussed the individual properties of the sub-domain datasets (e.g. NBA, soccer).

**Algorithm 1:** Text detection and recognition models learning algorithm for all sports domains

| Input | Out-of-domain text detector and recognizer \(otdr\); knowledge constraints \(kc\) = \{KC1, KC2, KC3, KC4\}; sport domains \(sd\) = [NBA, soccer, NHL, NFL] |
| Output | Generalized text detection and recognition models for all \(sd\), \(itdr\); Clean text detection and recognition training dataset \(T\) |

1. \(itdr \leftarrow otdr\);
2. Clean text detection and recognition training dataset \(T \leftarrow\) None;
3. For \(sport \leftarrow\) NBA to NFL do
   4. \(videos \leftarrow\) set of videos from \(sport\);
   5. For \(i \leftarrow 1\) to number of videos do
   6. \(clocks \leftarrow\) (cropped clocks from \(videos[1]\), frame ids);
   7. clocks with noisy text boxes and noisy recognized text \(clocks_{no}\) \(\leftarrow itdr(clocks)\);
   8. clocks with clean text boxes and clean recognized text \(clocks_{kc}\) \(\leftarrow kc(clocks_{no})\);
   9. \(T \leftarrow T \cup clocks_{kc}\);
   10. Do custom data augmentation on \(T\);
   11. Do stratified sampling across different clock types on \(T\);
   12. \(itdr \leftarrow\) sub-domain adaptive learning update: Transfer learn text detection model on all text boxes from clocks in \(T\); Transfer learn text recognizer model on text regions pertaining to semantic classes (time, quarter, team names) mixed with Synth90k data;
4. Return \(itdr\) and \(T\);

**Figure 4:** Text box and image aspect ratio comparison

**Crawling and clock bounding box detection:** We crawled around 1,500 videos, which are short highlights (30 seconds - 2 min) of 720p resolution from nba.com\(^2\) or longer highlights videos averaging to 10 minutes in duration from official NBA and soccer league channels from Youtube\(^5\).\(^6\).\(^7\) We use CVAT \(^8\) tool to semi-automatically annotate clock object bounding boxes of around 40,000 frames of the above videos. CVAT’s object tracking feature reduces manual effort in annotating clocks which are relatively static in their spatial position across the span of the videos. Finally, using the in-domain trained SSD \(^9\) model as stated in section 3, we predict clock bounding boxes and crop nearly 80,049 clocks from the pool of downloaded videos.

**Text detection and recognition ground truth generation using knowledge constraints:** As mentioned in section 3.1, we resort to knowledge constraints to filter quality ground truth text bounding boxes and recognition semantic text strings from noisy predictions of pre-trained models. We use AWS Rekognition \(^9\) as our pre-trained models both for detection and recognition. Figure 7a shows detection and recognition errors made by the pre-trained model and results of the in-domain transfer learned model on training data corrected by knowledge constraints. We generate cropped clocks for other sports like soccer, American football (NFL), and ice hockey (NHL) in the same manner. We use the in-domain trained model on the NBA clocks as the pre-trained model for other sports since it generalizes better to other sports clocks than in-the-wild trained text detectors. But we still filter predictions using knowledge constraints for the target sports.

**Research dataset and origins:** We compare our dataset\(^10\) with the dataset properties of ICDAR challenges appearing from different domains. Born-digital, ICDAR 2015 [9, 10], the dataset contains low-resolution images with texts digitally created on them, taken from web content. Focused Scene Text dataset in ICDAR 2015 \(^9\) has captured images from majorly horizontally aligned scenes text

---

1. https://www.nba.com/sitemap_video_*.xml
2. https://www.nba.com/sitemap_index.xml
3. https://www.youtube.com/user/NBA
4. https://www.youtube.com/channel/UCqZQlzSHbVJrwrn5XvzrzcA
5. https://www.youtube.com/c/beinsportsusa/featured
6. https://github.com/openvino/opencv
7. https://github.com/openvino/opencv
8. https://aws.amazon.com/rekognition/
9. will be made available at https://webscope.sandbox.yahoo.com/
image resizing strategies discussed under data augmentations in section 3.2 performs well. As seen in Table 1a, our sports clock datasets from NBA and soccer contain texts which are richer in numbers and special characters (many being only numbers and special characters). Text in our dataset are not majorly blurred or are arbitrarily aligned (as in real scene images). Finally in Table 1b we report the dataset sizes for sports clocks. In the columns KC1 and KC4 we report number of noisy examples which are rejected, as we sequentially apply each knowledge constraint.

### 5 SYSTEM ARCHITECTURE AND RUNTIME PERFORMANCE

In this section, we describe the system architecture of our sports video understanding framework. Figure 6a outlines the high-level architecture overview of the system.

#### 5.1 System Overview

Both licensed and crawled sports videos (including YouTube) are processed through this computational architecture. Deep linked high recall player, action triples are extracted from these sports video multimedia content, apart from low recall triples obtained from text. The video metadata (video url, title, description, video creation time) per produced video is asynchronously added to video information extraction queue (as shown in Figure 6a, component 1). The queue is drained by a cluster of gpu enabled computational units which act as consumers. Each video event usually consists of a video of maximum length of 15 minutes. Longer full game videos are usually broken into smaller segments and playlist manifests are converted to messages, which can be parallely processed by different computational units in the cluster. Figure 6a shows the different components which are described below:

**Component 1, 2**: Downloads the video file/segment (mp4 or otherwise) using the video url to the local disk. In case of crawled videos (like YouTube) we need to extract the downloadable video url from the video player in the loaded html page. Multi-threaded ffmpeg (on cpu) decodes the video file to image sequences at a reduced frame rate (1/3rd) than the original (usually 25 or 30 fps), at a smaller resolution( 512 x 512 ) than the original (usually 720p or 1080p). The lower resolution, as well as the video chunk size (in case of long full game videos) is chosen such that for the given length of the video, they fit in gpu’s native memory in a single batch prediction call to the trained game clock object detection model (specifically we train a SSD512 model).

**Component 3**: Predictions of bounding box coordinates for each frame in input image sequence. Post prediction we drop the reduced image frame sequence from memory to keep the memory footprint low.

**Component 4**: Post detection of clock bounding boxes, we scale the bounding box coordinates to original image resolution in the videos so that we can crop out natural sized clock images (again using ffmpeg decode). Post decode, we hold on to the cropped clock image objects (in memory) for every frame (at the reduced frame rate of processing) and send them to the text detection model to predict the text bounding boxes within the clock (as in Figure 6a component 4).

**Component 5**: The text regions identified within a clock are then passed to the text recognition model to extract textual strings.
Components 6: In the post processing stage (as in Figure 6a component 6), the extracted textual information from clock regions (teams, clock time and the current quarter) for the video are checked for consistency (across frames before and after) and filtered based on the knowledge constraints as explained in section 3.1.

Components 7,8,9,10: The textual information from the post processing step is then aligned with the game play-by-play feed (as shown in Figure 1a). Start and end time of the events are determined per sport (minimum time for of completion of a event given sport). The extracted information are then added to a vertical search index and as well fused with a larger knowledge graph to power rich sports cards.

5.2 Runtime performance
Table 2 shows a snapshot of the different YouTube channels we experimented on with our end-to-end processing pipeline, along with our licensed videos. NBA has a largely the variety of small sized clocks (similar to soccer leagues Premier League, Champions’s league, La Liga, or NHL) than NFL. Figure 6b shows the comparison of processing times for different leagues. Since clock object detection is done on a standard reduced size of the video (mentioned in section 5.1), prediction times are comparable across different leagues, while for text detections it is a function of the size of the clock (NFL being the largest) as they are performed on natural sized clocks. Finally bigger clock imply more text regions, thus increasing prediction time( as seen in NFL). Table 3 shows the average run times of different components across different sports on Nvidia P100 and V100 gpus both with 16GB of memory. Parse video (which is largely ffmpeg decode, running on cpus) time differently as they have different cpus. Most of the gpu bound components perform similarly in both gpu types.

6 TRAINING RESULTS
(a) AWS Rekognition service vs our model trained on NBA clocks
(b) Text detection generalization issues across sub-domain and corrections post training

Text detector training: We fine tune EAST [28], pre-trained on Incidental Scene Text dataset [7] of ICDAR 13 and 15 (using Adam optimizer), for both semantic (time, quarter, teams) as well as other text regions (to avoid them being treated as hard negative samples) with a learning rate of 0.0001 and batch size of 12. Max and min text box sizes in training were 800px to 10px with minimum height/width ratio of 0.1 for 65 epochs on NBA data followed by 35 epochs on NBA_Soc_Augmented dataset.

Text recognizer training: We train a fresh CRNN [23] model with clock text regions pertaining to the semantic classes of time, quarter, teams (using SGD optimizer and a learning rate of 0.1/ dropout rate of 0.25) at a batch size of 256. Maximum label length is 23 with number of output timestamps set to 50. We trained CRNN [23] model with mix of NBA and Synth90k [5, 6] for 50 epochs, followed by fine tuning on NBA_Soc_Augmented (rich in special characters) for 32 epochs.

In Table 5a we report the performance of in-domain trained EAST (transfer learned from baseline) w.r.t baseline pre-trained EAST on Incidental Scene Text dataset [7] of ICDAR 13 and 15. Combining it
Table 4: End-to-end texts class recognition performance by our models trained on NBA domain and models generalized to other sports subdomains on some YouTube videos. Videos 1 - 6 are from soccer and rest videos are from NFL and NHL sports. Each video has different style of clock. Models are never trained on clock samples from NFL or NHL sports.

Table 5: Performance of our models trained on the NBA dataset against the baseline

(a) Comparison of precision and recall over semantic classes and all classes for EAST model trained on NBA clocks from pre-trained model as the baseline

(b) Comparison of accuracy over semantic classes and all classes for CRNN model trained on text from our NBA clock semantic classes and subset of synth90k jointly from clocks against baseline

(c) Comparison of precision and recall over semantic classes and all classes for e-to-e text detection and recognition system against baseline

Table 6: Performance of our models trained on the NBA_Soc_Augmented dataset

with tables 5b, 5c and 6 we compare end to end performance of training as we increase sports domains in our training datasets (namely NBA or NBA_Soc_Augmented). We do not train specifically on clocks obtained from american football (NFL) or ice-hockey (NHL) but find our model trained on the combined dataset (as described in section 3.2) to generalize well. $P_*$, $R_*$ denote precision and recall. Subscripts of $sc$, $scb$, $ac$, $acb$ signify only semantic classes, baseline model performance on semantic classes, all classes (i.e. text box of semantic text areas + other text) and baseline performance on all classes respectively. True positives (TP), false positives (FP), and false negatives (FN) are calculated based on intersection over union (IoU) between predicted and ground truth boxes, at different thresholds of [0.5, 0.6, 0.7, 0.8, 0.9]. We find that even at a threshold of 0.8 the in-domain EAST model’s precision and recall are very high. In Table 5b, we compare the performance of an in-domain trained CRNN coupling with a baseline EAST model vs in-domain trained EAST model. It would be unfair to compare an in-the-wild trained CRNN model with an in-domain trained CRNN model as it does not have the full list of required characters to predict the semantic text successfully. Thus in Table 5b, we test the robustness of an in-domain trained CRNN model’s capability, under varying degrees of noise in text box predictions (based on IoU thresholds) to predict the entire semantic text string (i.e. full team names, time, quarter) correctly. We treat any partially correct recognition as a false positive. $Acc_*$ signifies accuracy, while the subscripts have the same convention as mentioned above. Here also we see that under low IoU thresholds (0.5 in first row), the accuracy of in-domain trained CRNN model under supposedly noisy text box predictions, also is considerably high. In Table 5c, we measure the end to end performance of both EAST (pretrained baseline vs in-domain trained) and CRNN (in-domain trained), however accounting both systems in the precision and recall calculation. Across tables 5a, 5b, 5c we find that at an operating range of EAST’s predicted text box’s IoU=0.7, we find good performance of the end to end systems on semantic classes. Table 6 shows the component wise performance of both EAST and CRNN as well end to end on the augmented NBA_Soc_Augmented dataset as discussed in section 3.2 and analyzed in section 4. We find that an operating range of IoU=0.6 we get high precision and recall of the semantic texts. Table 4 shows end to end performance on fresh videos scrapped from YouTube across different sports and comparing accuracy for models trained only over NBA data, versus NBA_Soc_Augmented data. The performance of video 11 is unusually low, primarily because we encounter a totally new styled clock.

7 CONCLUSION AND FUTURE WORK

Figure 7a and 7b show how in-the-wild or not completely trained in domain detection and recognition models can impact precision and recall in a highly demanding multimodal alignment scenario. We present an end to end system which scales both in terms of training and runtime. Prior works use play-by-play alignment over full game videos as a mechanism of generating training data, but our work showcases the intricacies of using a similar technique on highlight videos in a production environment. Finally we gather a rich dataset of fine grained shooting actions by running this highlight videos in a production environment. Finally we gather a rich dataset of fine grained shooting actions by running this
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