Adversarial Training Makes Weight Loss Landscape Sharper in Logistic Regression
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Abstract

Adversarial training is actively studied for learning robust models against adversarial examples. A recent study finds that adversarially trained models degenerate generalization performance on adversarial examples when their weight loss landscape, which is loss changes with respect to weights, is sharp. Unfortunately, it has been experimentally shown that adversarial training sharpens the weight loss landscape, but this phenomenon has not been theoretically clarified. Therefore, we theoretically analyze this phenomenon in this paper. As a first step, this paper proves that adversarial training with the $L_2$ norm constraints sharpens the weight loss landscape in the linear logistic regression model. Our analysis reveals that the sharpness of the weight loss landscape is caused by the noise aligned in the direction of increasing the loss, which is used in adversarial training. We theoretically and experimentally confirm that the weight loss landscape becomes sharper as the magnitude of the noise of adversarial training increases in the linear logistic regression model. Moreover, we experimentally confirm the same phenomena in ResNet18 with softmax as a more general case.

1 Introduction

Deep neural networks (DNNs) has been successfully used in wide applications such as image [He et al., 2016], speech [Wang et al., 2017], and natural language processing [Devlin et al., 2019]. Though DNNs have high generalization performance, they are vulnerable to adversarial examples, which are imperceptibly perturbed data to make DNNs misclassify data [Szegedy et al., 2014]. For the real-world applications of deep learning, DNNs need to be made secure against this vulnerability.

Many methods to defend models against adversarial examples have been presented such as adversarial training [Goodfellow et al., 2015; Kurakin et al., 2017; Madry et al., 2018; Zhang et al., 2019; Wang et al., 2020], adversarial detection [Metzen et al., 2017; Huang et al., 2019; Hu et al., 2019; Liu et al., 2019], defensive distillation [Papernot et al., 2016], and random smoothing [Cohen et al., 2019; Yang et al., 2020; Salman et al., 2019]. Among them, adversarial training experimentally achieves high robustness [Madry et al., 2018; Zhang et al., 2019; Wang et al., 2020; Wu et al., 2020].

Adversarial training trains models with adversarial examples. Wu et al. [2020] experimentally shows that models obtain a high generalization performance in adversarial training when they have a flat weight loss landscape, which is the loss change with respect to the weight. However, Prabhu et al. [2019] experimentally finds that adversarial training sharpens the weight loss landscape more than standard training, which is training without adversarial noise. Thus, the following question is important to answer: Does Adversarial Training Always Sharpen the Weight Loss Landscape? If the answer is yes, adversarial training always has a larger generalization gap than standard training because the sharp weight loss landscape degrades the generalization performance.

In this paper, to answer this question theoretically, we focus on the logistic regression model with adversarial training as the first theoretical analysis step. First, we use the definition of sharpness of the weight loss landscape that uses the eigenvalues of the Hessian matrix [Keskar et al., 2017], Next, to simplify the analysis, we decompose the adversarial example into magnitude and direction. Finally, we show that the eigenvalues of the Hessian matrix in the weight loss landscape are proportional to the norm of the noise in the adversarial noise. As a result, we theoretically show that the weight loss landscape becomes sharper as the noise in the adversarial training becomes larger as shown in Theorem 1. We experimentally confirmed Theorem 1 on dataset MNIST2, which restricts MNIST to two classes. Moreover, we experimentally show that in multi-class classification with the nonlinear model (ResNet18) as a more general case, the weight loss landscape becomes sharper as the noise in the adversarial training becomes larger. Finally, to check whether the sharpness of the weight loss landscape is a problem specific to the adversarial example, we compare the weight loss landscapes of training on random noise with training on adversarially perturbed data in logistic regression. As a result,
we confirmed theoretically and experimentally that the adversarial noise much sharpens the weight loss landscape more than the random noise. This is caused by noise always being added to adversarial examples in the direction that makes the loss worse. We conclude that the sharpness of the weight loss landscape needs to be reduced for reducing the generalization gap in adversarial training because the weight loss landscape becomes sharp in adversarial training, and the generalization gap becomes large.

Our contributions are as follows:

- We show theoretically and experimentally that in logistic regression with the constrained $L_2$ norm, the weight loss landscape becomes sharper as the norm of the adversarial training noise increases.
- We show theoretically and experimentally that adversarial noise in the data space sharpens the weight loss landscape in logistic regression much more than random noise (random noise does not sharpen it extremely).
- We experimentally show that the larger norm of the noise of adversarial training makes the loss landscape sharper in the nonlinear model (ResNet18) with softmax. As a result, the generalization gap becomes larger as the norm of adversarial noise becomes large.

2 Preliminary

2.1 Logistic Regression

We consider a binary classification task with $x \equiv (x_1, \ldots, x_d) \in \mathbb{R}^d$ and $y \in \{-1, 1\}$. A data point is represented as $x^n$, where $n$ is the data index and its true label is $y^n$. A loss function of logistic regression is defined as

$$L(x, y, w) = \frac{1}{N} \sum_n \ell(x^n, y^n, w),$$

$$\ell(x^n, y^n, w) \equiv \log (1 + \exp (-y^n w \cdot x^n)), \quad (1)$$

where $N$ is the total number of data and $w \equiv (w_1, \ldots, w_d) \in \mathbb{R}^d$ is the training parameter of the model.

2.2 Adversarial Example

Adversarial example $(x')^n = x^n + \eta^n$ is defined as

$$\eta^n = \arg\max_{\eta^n \in \mathbb{B}_p (x^n, \varepsilon)} \ell(x^n + \eta^n, y^n, w), \quad (2)$$

where $\mathbb{B}_p (x^n, \varepsilon)$ is the region around $x^n$ where the $L_p$ norm is less than $\varepsilon$. Projected gradient decent (PGD) [Madry et al., 2018], which is a powerful adversarial attack, uses multi-step search as

$$x^n \leftarrow \Pi_{\varepsilon} \left( x^n + \lambda \text{sgn} \left( \frac{\partial}{\partial x^n} \ell(x^n, y^n, w) \right) \right), \quad (3)$$

where $\lambda$ is step size and $\Pi_{\varepsilon}$ is projection to constrained space. Recently, since PGD can be prevented by gradient obfuscation, auto attack [Croce and Hein, 2020], which tries various attacks, is used to more reliably evaluate robustness.

2.3 Adversarial Training

A promising way to defend the model against adversarial examples is adversarial training [Goodfellow et al., 2015; Kurakin et al., 2017; Madry et al., 2018]. Adversarial training learns the model with adversarial examples as

$$\min_w \frac{1}{N} \sum_n \max_{\eta^n \in \mathbb{B}_p (x^n, \varepsilon)} \ell(x^n + \eta^n, y^n, w). \quad (4)$$

Since the adversarial training uses the information of the adversarial example, the adversarial training can improve the robustness of the model against the adversarial attack used for learning. In this paper, we describe models trained in standard training and adversarial training as clean and robust models, respectively.

2.4 Visualizing Loss Landscape

Li et al. [2018] presented a filter normalization for visualizing the weight loss landscape. The filter normalization works for not only standard training but also for adversarial training [Wu et al., 2020]. The filter normalization with adversarial training visualizes the change of loss by adding noise to the weight as

$$g(\alpha) = \max_{\eta^n \in \mathbb{B}_p (x^n, \varepsilon)} \frac{1}{N} \sum_n \ell(x^n + \eta^n, y^n, w + \alpha h), \quad (5)$$

where $\alpha$ is the magnitude of noise and $h \in \mathbb{R}^d$ is the direction of noise. The $h$ is sampled from a Gaussian distribution and filter-wise normalized by

$$h^{(l,m)} \leftarrow \frac{h^{(l,m)}}{\|h^{(l,m)}\|_F} \left\|w^{(l,m)}\right\|_F, \quad (6)$$

where $h^{(l,m)}$ is the $m$-th filter at the $l$-th layer of $h$ and $\|\cdot\|_F$ is the Frobenius norm. We note that the Frobenius norm is equal to the $L_2$ norm in logistic regression because $w$ can be regarded as $w \in \mathbb{R}^{1 \times d}$. This normalization is used to remove the scaling freedom of weights for avoiding the fake loss landscape [Li et al., 2018]. For instance, Dinh et al. [2017] exploit this scaling freedom of weights to build pairs of equivalent networks that have different apparent sharpnesses. The filter normalization absorbs the scaling freedom of the weights and enables the loss landscape to be visualized. The sharpness of the weight loss landscape strongly correlates with the generalization gap when this normalization is used [Li et al., 2018]. Moreover, the sharpness of the weight loss landscape on adversarial training strongly correlates with a robust generalization gap when this normalization is used [Wu et al., 2020].

3 Theoretical Analysis

Since the robust model is trained by adding adversarial noise, the data loss landscape becomes flat. On the other hand, Wu et al. [2020] experimentally confirmed that the weight loss landscape becomes sharp and the generalization gap becomes large in adversarial training. In this section, we theoretically show that the weight loss landscape becomes sharp in adversarial training.
3.1 Definition of Weight Loss Landscape Sharpness

Several weight loss landscape sharpness平ness definitions have been presented in the study of generalization performance and loss landscape sharpness in deep learning [Hochreiter and Schmidhuber, 1997; Keskar et al., 2017; Chaudhari et al., 2017]. In this paper, we use the simple definition, which defines flatness as the eigenvalues of the Hessian matrix. This definition is presented in [Keskar et al., 2017] and also used in [Li et al., 2018]. For clarifying the relationship between the weight loss landscape and the generalization gap, we use filter normalization with weights. In other words, the definition of weight loss sharpness is the eigenvalue of $\frac{\partial^2 L}{\partial \omega_i \partial \omega_j}$ with the normalized weights. The larger the eigenvalue becomes, the sharper the weight loss landscape becomes.

3.2 Main Results

This section presents Theorem 1, which provides the relation between weight loss landscape and the norm of adversarial noise.

**Theorem 1** When the loss of the linear logistic regression model converges to the minimum for each data point ($\frac{\partial L}{\partial w_i}(x^n + \eta^n, w) = 0$), the weight loss landscape becomes sharper for robust models trained with a large norm of adversarial noise that is constrained in the $L_2$ norm.

Let us prove Theorem 1. For the simple but special case of logistic regression, Eq. (1) can be written with adversarial noise $\eta^n$ and angle $\theta^n$ as

$$L_\eta = \frac{1}{N} \sum_n \log(1 + \exp(-y^n w \cdot (x^n + \eta^n))) = \frac{1}{N} \sum_n \log(1 + \exp(-y^n w \cdot x^n + y^n \|w\| \|\eta^n\| \cos \theta^n)),$$

where $\|w\|$ and $\|\eta^n\|$ is the $L_2$ norm due to the inner product. Since an adversarial example must increase the loss, Lemma 1 shows $y^n \cos \theta^n = 1$.

**Lemma 1** $L_\eta$ is a monotonically increasing function of $\cos \theta^n$ when $y^n = 1$, while $L_\eta$ is a monotonically decreasing function when $y^n = -1$.

All the proofs of lemmas are provided in the supplementary material.

The gradient of loss with respect to weight $\frac{\partial L_\eta}{\partial w_i}$ is

$$\frac{\partial L_\eta}{\partial w_i} = \frac{1}{N} \sum_n \frac{-y^n x^n_i + \|w\| \|\eta^n\|}{1 + \exp(y^n w \cdot x^n - \|w\| \|\eta^n\|)} \exp(-y^n w \cdot x^n + y^n \|w\| \|\eta^n\|).$$

An optimal weight $w^*$ of $L_\eta$ for each point satisfies

$$\frac{\partial^2 L_\eta}{\partial w_i \partial w_j} \bigg|_{w = w^*} = \frac{1}{N} \sum_n \frac{\|\eta^n\|}{\|w^*\|^2} (\delta_{ij} - \frac{w^*_i w^*_j}{\|w^*\|^2}).$$

See the supplementary material for derivation. We consider the eigenvalues of the Hessian matrix. This matrix has a trivial eigenvector as

$$\sum_j \left( \delta_{ij} - \frac{w^*_i w^*_j}{\|w^*\|^2} \right) v_j = v_i,$$

$$\sum_j \left( \delta_{ij} - \frac{w^*_i w^*_j}{\|w^*\|^2} \right) w_j = 0,$$

where $v_j$ is the element of $v$ which is an arbitrary vector orthogonal to $w^*$. This matrix has eigenvalues 1 and 0. Since $\frac{1}{N} \sum_n \|\eta^n\| \|w^*\|$ determines the sharpness of the weight loss landscape, let $\|\eta_a\| \geq \|\eta_b\|$ be an adversarial example for perturbation strength $\varepsilon_a \geq \varepsilon_b$. The optimal weights in adversarial training with $\|\eta_a\|$ and $\|\eta_b\|$ are $w^*_a$ and $w^*_b$. The relation between the eigenvalues is as in

$$\frac{1}{2N} \sum_n \|\eta_a\| \|w^*_a\| \geq \frac{1}{2N} \sum_n \|\eta_b\| \|w^*_b\|,$$

since the filter normalization makes the scale of the weights the same $\|w^*_a\| = \|w^*_b\|$. (In particularly in the case of logistic regression, this is natural because $\|w\|_F = \|w\|$.) Therefore, Theorem 1 is proved from Eq. (12). Moreover, since the eigenvalues are non-negative, the results of adversarial training are always convex, which is a natural result.

**Random Noise** To clarify whether noise in data space sharpens the weight loss landscape is a phenomenon unique to adversarial training, we consider the weight loss landscape which trained on random noise. Let us assume a uniform distribution noise. We have the following theorem:

**Theorem 2** The logistic regression model trained with a uniform distribution noise, which is the constrained $L_\infty$ norm $\varepsilon$ as $\eta \sim U(-\varepsilon, \varepsilon)$. The eigenvalues of the Hessian matrix of this model converge to 0 as loss converges to minimum for each data point ($\frac{\partial L}{\partial w_i}(x^n + \eta^n, y^n, w) = 0$). Furthermore, when the loss deviates slightly from the minimum, the Hessian matrix’s eigenvalues become larger along with the norm of the random noise.

This theorem shows that the weight loss landscape of the model trained with random noise is not as sharp as the weight loss landscape of the adversarial training model.

Let us prove the Theorem 2. The derivative of the loss with arbitrary noise is

$$\frac{\partial L_\eta}{\partial w_i} = \frac{1}{N} \sum_n \frac{-y^n (g^n - 1) x^n_i}{g^n},$$

where $g^n \equiv 1 + \exp(-y^n w \cdot (x^n + \eta^n))$. The $(i, j)$-th element of the Hessian matrix is obtained as

$$\frac{\partial^2 L_\eta}{\partial w_i \partial w_j} = \frac{1}{N} \sum_n \frac{[g^n - 1]}{g^n} (x^n_i + \eta^n_i) (x^n_j + \eta^n_j).$$

We used $(y^n)^2 = 1$. Since the derivative of $\ell$ is zero on the optimal weight, the numerator of Eq. (13) becomes zero as
\( \kappa^n \equiv g^n - 1 \to 0 \). Thus, the eigenvalue of the Hessian matrix becomes 0 on \( g^n = 1 \). In other words, the weight loss landscape of the model trained with random noise converges closer to flat as the loss converges to the minimum. Let us consider the case where \( \kappa^n \) is sufficiently small but takes a finite value independent of \( \eta \). Since we assume the uniform distribution noise, \( \kappa \) and \( \eta \) are uncorrelated and the mean of \( \eta \) is zero \( \lim_{N \to \infty} \frac{1}{N} \sum_n \eta_i \eta_j = 0 \), and the variance of the noise is \( \lim_{N \to \infty} \frac{1}{N} \sum_n \eta_i^2 \eta_j^2 = \frac{\epsilon^2}{3} \delta_{ij} \). Thus, \( \lim_{\kappa \to 0} \frac{\delta^2 L_{\kappa}}{\partial \kappa / \partial \omega_i \partial \omega_j} \) in the large \( N \) can be written as

\[
\frac{1}{N} \sum_n \left( x_i^2 x_j^2 + \frac{\epsilon^2}{3} \delta_{ij} \right) \lim_{\kappa \to 0} \frac{\kappa^n}{(\kappa^n + 1)^2} = 0. \tag{15}
\]

Thus, when \( \kappa^n \) is sufficiently small but takes a finite value independent of \( \eta \), the weight loss landscape becomes sharp along with the norm of random noise. We note that since \( \delta_{ij} \) is an element of the unit matrix, it increases the eigenvalue of the Hessian matrix. Considering Theorem 1 and Theorem 2, the adversarial noise sharpens the weight loss landscape much more than the weight landscape on training with random noise. We have considered random noise constrained to the \( L_\infty \) norm, but this statement holds if the mean of the random noise is zero and the variance of the random noise increases as the random noise norm increases. For example, considering Gaussian noise \( \eta \sim N(0, \sigma I) \), the same conclusion holds when the noise is \( L_2 \) norm constrained.

4 Related Work

4.1 Weight Loss Landscape in Adversarial Training

Prabhu et al. [2019] and Wu et al. [2020] experimentally studied the weight loss landscape in adversarial training. Wu et al. [2020] demonstrated that the model with a flatter weight loss landscape has a smaller generalization gap and presented the Adversarial Weight Perturbation (AWP), which consequently achieves a more robust accuracy [Wu et al., 2020]. Prabhu et al. [2019] reported that the robust model has a sharper loss landscape than the clean model. However, these studies did not theoretically analyze the weight loss landscape. Recently, Liu et al. [2020] theoretically analyzed the loss landscapes in the robust model. The main topic of [Liu et al., 2020] is a discussion of Lipschitz smoothness in adversarial training, and their supplementary material contains a theoretical analysis of the weight loss landscape in logistic regression. The difference between the analysis of [Liu et al., 2020] and our analysis is that Liu et al. [2020] compared the weight loss landscape of different \( x \) positions in the single model (\( L(x, y, w) \) and \( L(x + \eta, y, w) \)), while we compare the weight loss landscape of the different models trained with different magnitudes of adversarial noise (\( L(x + \eta_a, y, w_a^*) \) and \( L(x + \eta_b, y, w_b^*) \), where \( w_a^* \) and \( w_b^* \) mean each optimal weights). Also, Liu et al. [2020] used an approximation of the loss function as \( L_\eta = \frac{1}{N} \sum_n \eta^3 \log (1 + \exp (-y^a w \cdot x^n + \eta^3)) \) to simplify the problem. In contrast, we do not use an approximation of the loss function as Eq. (7). Liu et al. [2020] derived that since the logistic loss is a monotonically decreasing convex function, adding noise in the direction of increasing the loss must increase the gradient, which leads to a sharp weight loss landscape.

4.2 Weight Loss Landscape in Standard Training

The relationship between weight loss landscape and generalization performance in deep learning has been theoretically and experimentally investigated [Foret et al., 2020; Jiang et al., 2020; Keskar et al., 2017; Dinh et al., 2017]. In a large experiment evaluating 40 complexity measures by [Jiang et al., 2020], measures based on the weight loss landscape had the highest correlation with the generalization error, and the generalization performance becomes better as the weight loss landscape becomes flatter. For improving the generalization performance by flattening the weight loss landscape, several methods have been presented, such as operating on diffused loss landscape [Mobahi, 2016], local entropy regularization [Chaudhari et al., 2017], and optimizer Sharpness-Aware Minimization (SAM) [Foret et al., 2020], which searches for a flat weight loss landscape. In particular, since a recently presented SAM [Foret et al., 2020] is an improvement of the optimizer, it can be adapted to various methods and achieved a strong experimental result that updated the state-of-the-art for many datasets including CIFAR10, CIFAR100, and ImageNet. Since the weight loss landscape becomes sharper, and the generalization gap becomes larger in adversarial training than in standard training, we believe that finding a flat solution is more important in adversarial training than in standard training.

5 Experiments

To verify the validity of Theorem 1, we visualize the sharpness of the weight loss landscape with various noise magnitudes in logistic regression in section 5.1. Next, to investigate whether the sharpness of the weight loss landscape is a problem peculiar to adversarial training, we compare the training on random noise with the training on adversarial noise in section 5.1. Finally, we visualize the weight loss landscape in a more general case (multi-class classification by softmax with deep learning) in section 5.2. We also show the relationship between the weight loss landscape and the generalization gap.

Experimental setup We provide details of the experimental conditions in the supplementary material. We used three datasets: MNIST2, CIFAR10 [Krizhevsky et al., 2009], and SVHN [Netzer et al., 2011]. MNIST2 is explained in the below subsection. We used PGD for adversarial training and robust generalization gap evaluation. For robustness evaluation, auto attack should be used. However, we did not use auto attack in our experiments since we are focusing on the generalization gap. For visualizing the weight loss landscape, we used filter normalization introduced in section 2.4. The hyper-parameter settings for PGD were based on [Madry et al., 2018] in MNIST2 and CIFAR10. Since there were no experiments using SVHN in [Madry et al., 2018], we used the hyper-parameter setting based on [Wu et al., 2020] for SVHN. The \( L_2 \) norm of the perturbation \( \epsilon \) was set to \( \epsilon = \{0, 0.2, 0.4, 0.6, 0.8, 1\} \) for
MNIST2. The $L_{\infty}$ norm of the perturbation $\epsilon$ was set to $\epsilon = \{0, 255, 51, 76.5\}$ for MNIST2 and $\epsilon = \{0, 4, 8, 12, 16, 25.5, 51, 76.5\}$ for CIFAR10 and SVHN. For PGD, we updated the perturbation for 40 iterations at training time and 100 iterations at evaluation time on MNIST2. A step size of $L_2$PGD is $0.15 \times \epsilon$, while a step size of $L_{\infty}$PGD is 0.01. For CIFAR10 and SVHN, we updated the perturbation for 7 iterations at training time and 20 iterations at evaluation time. A step size of $L_{\infty}$PGD is $\frac{2}{255}$ in CIFAR10, while a step size of $L_{\infty}$PGD is $\frac{1}{255}$ in SVHN. For random noise, we used uniformly distributed noise that is constrained in the $L_2$ or $L_{\infty}$ norm.

5.1 Binary Logistic Regression

We conducted experiments on image dataset MNIST [LeCun et al., 1998], which is well known for its adversarial example settings. Since the linear logistic regression model did not perform well in classifying the two-class CIFAR10, we evaluated on MNIST. To experiment with logistic regression for binary classification, we created a two-class dataset MNIST2 from MNIST. We made MNIST2 using only MNIST class 0 and class 1. Figures 1 and 2 show the weight loss landscape with various noise magnitudes of the $L_2$ and $L_{\infty}$ norm in logistic regression. We can confirm that the weight loss landscape becomes sharp as the noise magnitude increases. For the sake of clarity, we have excluded the ranges with large $\epsilon$ in $L_{\infty}$ from Fig. 2. The results for the large $\epsilon = \{0, 25.5, 51, 76.5\}$ in $L_{\infty}$ norm, which is often used in the 10-class classification of MNIST, are included in the supplementary material. The results are similar: the larger the noise magnitude, the sharper the weight loss landscape. Table 1 also shows that the absolute value of the generalization gap is larger in adversarial training than in standard training ($\epsilon = 0$). The test robust accuracy is larger than the training accuracy because of early stopping in the test robust accuracy [Rice et al., 2020], but we emphasize that the training accuracy and test accuracy diverge. In Table 3, the
relationship between the generalization gap and ε is difficult to understand because the experiment was designed with a small noise to achieve training loss becomes zero. However, where ε is a large range in Tab. 3, the absolute value of the generalization gap increases as ε increases in the experiment.

**Eigenvalue of Hessian matrix** We analyze the eigenvalue of the Hessian matrix for confirming Eq. (9). The results of the linear logistic regression model in MNIST2 are shown. Figure 3 shows the top three eigenvalues of the model trained with $L_2$ PGD and $L_{∞}$ PGD with different epsilons. These figures show that the eigenvalues are nearly linear with respect to epsilon, as in our theoretical analysis. We estimated the eigenvalues without filter normalization, but we checked that the norm of weight does not change significantly with each epsilon.

**Comparison with Random Noise** To clarify whether noise in data space sharpens the weight loss landscape is a phenomenon unique to adversarial training, we compare the weight loss landscape of learning with random noise and learning with adversarial noise (adversarial training with PGD). We used a logistic regression model in MNIST2, and random noise was generated with a uniform distribution constrained to the $L_2 = \{0, 0.2, 0.4, 0.8, 1\}$ and $L_{∞} = \{0, 0.2, 0.4, 0.8, 1\}$, and then constrained to fit in the range $[0, 1]$ of the normalized image along with the image. Figures 1 and 2 compare the weight loss landscape in adversarial noise with random noise in the $L_2$ and $L_{∞}$ norm, respectively. As seen in our theoretical analysis, these figures show that the adversarial noise sharpens the weight loss landscape much more than the weight landscape on training with random noise for both the $L_2$ and $L_{∞}$ norms. As a result, the generalization gap in random noise is smaller than that in the adversarial noise as shown in Tables 2 and 4.

### 5.2 Multi-class Classification

In the more general case as multi-class classification using softmax with residual network [He et al., 2016], we confirm that the weight loss landscape becomes sharper in adversarial training as well as logistic regression. We use ResNet18 [He et al., 2016] with softmax in CIFAR10 and SVHN. Figure 4 shows the weight loss landscape in ε = $\{0, 255, 4, 255, 8, 255, 12, 255, 16, 255\}$. We confirmed that the weight loss landscape becomes sharper as the noise magnitude of adversarial training becomes larger. Tables 5 and 6 also shows that the generalization gap becomes larger in most cases as the magnitude of noise becomes larger.

### 6 Conclusion and Future work

In this paper, we show theoretically and experimentally that the weight loss landscape becomes sharper when the noise in adversarial training is strong with the linear logistic regression model. In linear logistic regression, we also showed that not all data space noises make the landscape extremely sharp, but adversarial examples make the weight loss landscape extremely sharp, both theoretically and experimentally. The theoretical analysis in a more general nonlinear model (such as a residual network) with softmax is future work. To motivate future work, we experimentally showed that the weight

---

**Table 3: Robust accuracy against $L_∞$ PGD in MNIST2**

| ε     | train acc | test acc | gap  |
|-------|-----------|----------|------|
| 0/255 | 99.89     | 99.91    | -0.02|
| 4/255 | 99.79     | 99.95    | -0.16|
| 8/255 | 99.74     | 99.86    | -0.12|
| 12/255| 99.79     | 99.76    | 0.02 |
| 16/255| 99.72     | 99.76    | -0.05|
| 25.5/255| 99.46   | 99.67    | -0.21|
| 51/255| 97.84     | 98.53    | -0.70|
| 76.5/255| 95.40   | 96.64    | -1.24|

**Table 4: Robust accuracy against $L_∞$ RANDOM in MNIST2**

| ε     | train acc | test acc | gap  |
|-------|-----------|----------|------|
| 0/255 | 99.89     | 99.91    | -0.02|
| 4/255 | 99.89     | 99.91    | -0.02|
| 8/255 | 99.89     | 99.91    | -0.02|
| 12/255| 99.89     | 99.91    | -0.02|
| 16/255| 99.89     | 99.91    | -0.02|

**Table 5: Robust accuracy against $L_∞$ PGD in CIFAR10**

| ε     | train acc | test acc | gap  |
|-------|-----------|----------|------|
| 0/255 | 99.00     | 93.89    | 5.11 |
| 4/255 | 81.90     | 69.73    | 12.17|
| 8/255 | 63.81     | 50.98    | 12.83|
| 12/255| 50.83     | 36.69    | 14.14|
| 16/255| 47.56     | 25.61    | 21.95|

**Table 6: Robust accuracy against $L_∞$ PGD in SVHN**

| ε     | train acc | test acc | gap  |
|-------|-----------|----------|------|
| 0/255 | 100.00    | 96.13    | 3.87 |
| 4/255 | 83.53     | 73.51    | 10.01|
| 8/255 | 70.96     | 51.82    | 19.14|
| 12/255| 64.58     | 36.93    | 27.65|
| 16/255| 60.93     | 29.59    | 31.34|

---

Figure 4: Weight Loss Landscape against $L_∞$ PGD in ResNet18
loss landscape becomes sharper when the noise of adversarial training becomes larger. We conclude that the sharpness of the weight loss landscape needs to be reduced for reducing the generalization gap in adversarial training because the weight loss landscape becomes sharp in adversarial training, and the generalization gap becomes large.

A Proof of Lemma 1

We show that loss is monotonically increasing for $\cos \theta^n$ when $y^n = 1$ and monotonically decreasing when $y^n = -1$.

\[
\frac{\partial}{\partial (\cos \theta^n)} \log (1 + \exp (-y^n w \cdot x^n + y^n \|w\| \|\eta^n\| \cos \theta^n)) = \frac{n \frac{\partial}{\partial \theta^n} \left( \exp (-y^n w \cdot x^n + y^n \|w\| \|\eta^n\| \cos \theta^n) \right)}{1 + \exp (-y^n w \cdot x^n + y^n \|w\| \|\eta^n\| \cos \theta^n)}
\]

\[
y^n \|w\| \|\eta^n\| \left( \exp (-y^n w \cdot x^n + y^n \|w\| \|\eta^n\| \cos \theta^n) \right)
\]

Since the exponential function always has a positive value, Lemma 1 is proved.

B Hessian matrix on the optimal weight

Compute the Hessian of the adversarial training model of logistic regression. The loss function is

\[
L(x, y, w) = \frac{1}{N} \sum_n \ell(x^n, y^n, w),
\]

\[
\ell(x^n, y^n, w) \equiv \log (1 + \exp (-y^n w \cdot x^n)).
\]

The Hessian matrix of loss along weight $\frac{\partial^2 L_n}{\partial \omega_i \partial \omega_j}$ is

\[
\frac{1}{N} \sum_n \left( \frac{\partial}{\partial \omega_j} \left( -y^n x^n \eta^n - \|w\| \|\eta^n\| \right) \right)
\]

\[
\frac{1}{1 + \exp \left( \sum_n y^n w_i x_i^n - \|w\| \|\eta^n\| \right)}
\]

\[
\frac{\partial}{\partial \omega_j} \left( \frac{\partial}{\partial \omega_j} \left( -y^n x^n \eta^n - \|w\| \|\eta^n\| \right) \right)
\]

\[
= \frac{1}{N} \sum_n \left( \frac{\|\eta^n\|}{\|w\|} \delta_{ij} - \frac{\|\eta^n\|}{\|w\|} \right)
\]

\[
+ \left( -y^n x^n \eta^n + \frac{w_i}{\|w\|} \|\eta^n\| \right)
\]

\[
- \frac{\partial}{\partial \omega_j} \left( \exp \left( \sum_n y^n w_i x_i^n - \|w\| \|\eta^n\| \right) \right)
\]

\[
(1 + \exp \left( \sum_n y^n w_i x_i^n - \|w\| \|\eta^n\| \right))^2
\]

\[
= \frac{1}{N} \sum_n \left( \frac{\|\eta^n\|}{\|w\|} \delta_{ij} - \frac{\|\eta^n\|}{\|w\|} \right)
\]

\[
+ \left( -y^n x^n \eta^n + \frac{w_i}{\|w\|} \|\eta^n\| \right)
\]

\[
- \exp \left( \sum_n y^n w_i x_i^n - \|w\| \|\eta^n\| \right)
\]

\[
(1 + \exp \left( \sum_n y^n w_i x_i^n - \|w\| \|\eta^n\| \right))^2
\]

The optimal weight condition $\frac{w_i}{\|w\|} = \frac{\eta^n}{\|\eta^n\|}$ eliminate the second terms. The first term is

\[
\frac{\partial^2 L_n}{\partial \omega_i \partial \omega_j} |_{w = w^*}
\]

\[
= \frac{1}{N} \sum_n \left( \frac{\|\eta^n\|}{\|w\|} \left( \delta_{ij} - \frac{\|\eta^n\|}{\|w\|} \right) \right)
\]

\[
+ \left( -y^n x^n \eta^n + \frac{w_i}{\|w\|} \|\eta^n\| \right)
\]

\[
- \exp \left( \sum_n y^n w_i x_i^n - \|w\| \|\eta^n\| \right)
\]

\[
(1 + \exp \left( \sum_n y^n w_i x_i^n - \|w\| \|\eta^n\| \right))^2
\]

\[
= \frac{1}{N} \sum_n \left( \frac{\|\eta^n\|}{\|w\|} \left( \delta_{ij} - \frac{\|\eta^n\|}{\|w\|} \right) \right)
\]

\[
+ \left( -y^n x^n \eta^n + \frac{w_i}{\|w\|} \|\eta^n\| \right)
\]

\[
- \frac{\partial}{\partial \omega_j} \left( \exp \left( \sum_n y^n w_i x_i^n - \|w\| \|\eta^n\| \right) \right)
\]

\[
(1 + \exp \left( \sum_n y^n w_i x_i^n - \|w\| \|\eta^n\| \right))^2
\]

C Experimental Details

In this chapter we describe the experimental details. We use five image datasets: MNIST [LeCun et al., 1998], MNIST2, CIFAR10 [Krizhevsky et al., 2009], CIFAR2, and SVHN [Netzer et al., 2011]. MNIST2 and CIFAR2 are the original datasets for binary classification. We made MNIST2 using only MINIST class 0 and class 1, and CIFAR2 using only frog and ship classes in CIFAR10. We chose the frog and ship classes because they have the highest classification accuracy. In CIFAR10 and CIFAR2, model architecture, data standardization, and the parameters of the PGD attack were set the same as in [Madry et al., 2018]. In SVHN, model architecture, data standardization, and the parameters of the PGD attack were set the same as in [Wu et al., 2020].
D Additional Experiments

D.1 MNIST2 with the larger magnitude of noise

Figure 5: Weight Loss Landscape against $L_\infty$-PGD in MNIST2

Figure 5 shows the results of the experiment using the noise magnitude range $\varepsilon = \{0, \frac{25}{255}, \frac{51}{255}, \frac{76.5}{255}, \frac{125}{255}\}$, which is commonly used in MNIST for 10-class classification.
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