NON-UNIFORM BOUNDS IN LOCAL LIMIT THEOREMS
IN CASE OF FRACTIONAL MOMENTS

S. G. BOBKOV\textsuperscript{1,4}, G. P. CHISTYAKOV\textsuperscript{2,4}, AND F. GÖTZE\textsuperscript{3,4}

Abstract. Edgeworth-type expansions for convolutions of probability densities and powers of the characteristic functions with non-uniform error terms are established for i.i.d. random variables with finite (fractional) moments of order \(s \geq 2\), where \(s\) may be noninteger.

1. Introduction

Let \((X_n)_{n \geq 1}\) be independent and identically distributed random variables with \(EX_1 = 0\) and \(EX_1^2 = 1\).

If \(X_1\) has finite moments of all orders, and if the densities \(\rho_n\) of the normalized sums \(S_n = (X_1 + \cdots + X_n)/\sqrt{n}\) exist, they admit a formal Edgeworth-type expansion with respect to the powers of \(1/\sqrt{n}\)

\[
\rho_n(x) = \varphi(x) + \sum_{k=1}^{\infty} q_k(x) n^{-k/2}.
\]

Here, \(\varphi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}\) denotes the density of the standard normal law,

\[
q_k(x) = \varphi(x) \sum H_{k+2j}(x) \frac{1}{p_1! \cdots p_k!} \left( \frac{\gamma_3}{3!} \right)^{p_1} \cdots \left( \frac{\gamma_{k+2}}{(k+2)!} \right)^{p_k},
\]

where \(H_k(x)\) are the Chebyshev-Hermite polynomials, and

\[
\gamma_k = i^{-k} \frac{d^k}{dt^k} \log \mathbb{E} e^{itX_1} \bigg|_{t=0}
\]
denote the cumulants of the underlying distribution. The summation in (1.2) runs over all non-negative integer solutions \((p_1, \ldots, p_k)\) to the equation \(p_1 + 2p_2 + \cdots + k p_k = k\) with \(j = p_1 + \cdots + p_k\).

A precise asymptotic statement about the formal series (1.1) requires that some moment \(\mathbb{E}|X_1|^s\) of order \(s \geq 2\) is finite (while the moments of higher orders may be infinite). In this case, the \(k\)-th order cumulants are well-defined for the values \(k = 1, \ldots, m\), and respectively, the functions \(q_k\) are defined for \(k \leq m - 2\), where \(m = \lfloor s \rfloor\) is the integer part of \(s\). Therefore,
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one needs to evaluate the error of the approximation of $\rho_n$ by the following partial sums of the series (1.1),

$$\varphi_m(x) = \varphi(x) + \sum_{k=1}^{m-2} q_k(x) n^{-k/2}, \quad m = [s].$$

One of the aims of this paper is to prove the following:

**Theorem 1.1.** Assume that $\mathbf{E} |X_1|^s < +\infty$, for some $s \geq 2$. Suppose $S_{n_0}$ has a bounded density $\rho_{n_0}$ for some $n_0$. Then for all $n$ large enough, $S_n$ have continuous densities $\rho_n$ satisfying, as $n \to \infty$,

$$(1 + |x|^m) (\rho_n(x) - \varphi_m(x)) = o\left(n^{-\left(s-\frac{2}{2}\right)/2}\right)$$

uniformly for all $x$. Moreover,

$$(1 + |x|^s)(\rho_n(x) - \varphi_m(x)) = o\left(n^{-\left(s-\frac{2}{2}\right)/2}\right) + (1 + |x|^{s-m}) \left(O(n^{-\left(m-1\right)/2}) + o\left(n^{-\left(s-2\right)/2}\right)\right).$$

In fact, the implied sequence and constants in the error terms hold uniformly in the class of all densities with prescribed moment tail function $t \to \mathbf{E} |X_1|^s 1_{\{|X_1| > t\}}$, parameter $n_0$ and a bound on the density $\rho_{n_0}$.

For $|x|$ of order 1, or when $s = m$ is integer, both relations are equivalent. But for large values of $|x|$ and $s > m$, the assertion (1.4) gives an improvement over (1.3), which is essential in some applications.

If $2 \leq s < 3$, (1.4) becomes

$$(1 + |x|^s)(\rho_n(x) - \varphi(x)) = o\left(n^{-\left(s-\frac{2}{2}\right)/2}\right) + (1 + |x|^{s-2}) o\left(n^{-\left(s-2\right)/2}\right).$$

In particular, for the smallest value $s = 2$, this contains the Gnedenko local limit theorem $\sup_x |\rho_n(x) - \varphi(x)| \to 0$, as $n \to \infty$.

If $s = m$ is integer and $m \geq 3$, Theorem 1.1 is well-known; (1.3)-(1.4) then simplify to

$$(1 + |x|^m)(\rho_n(x) - \varphi_m(x)) = o\left(n^{-\left(m-2\right)/2}\right).$$

In this formulation the result is due to Petrov [Pe1] (cf. also Petrov [Pe2], p. 211, or Bhattacharya and Ranga Rao [B-RR], p. 192). Without the term $1 + |x|^m$, (1.5) can be found in the classical book [G-K]; this weaker variant goes back to the results by Gnedenko [G] and an earlier work by Cramer (who used, according to [G-K], additional assumptions on the underlying density).

Thus, Theorem 1.1 extends these well-known results to the case, where $s$ is not necessarily integer. The range $2 \leq s < 3$ is of interest, as well. Our interest in these somewhat technical extensions, especially (1.4), was motivated by open questions as to the actual rate of convergence in the so-called entropic central limit theorem. Here the relation (1.4) led to an unexpected behaviour of the error in the approximation of the entropy of sums of independent summands when $s$ increases from 2 to 4. (This error stabilizes at $s = 4$, in contrast with the usual Berry-Esseen-type theorem for distribution functions, where stabilization of errors starts at $s = 3$). In the entropic central limit theorem the classical non-uniform bound (1.5) is not precise enough to derive upper bounds for errors.
Note that the assumption of boundedness of $\rho_n$ in Theorem 1.1 (for some $n$ or, equivalently, for all large $n$) is necessary for conclusions such as (1.3)-(1.5). It is equivalent to the property that the characteristic function $v(t) = \mathbf{E} e^{itX_1}$ is integrable with some power $\nu \geq 1$, i.e.,

$$\int_{-\infty}^{+\infty} |v(t)|^\nu \, dt < +\infty.$$  \hfill (1.6)

In this case $\rho_n$ are bounded for all $n \geq 2\nu$. The condition (1.6) is sometimes called "smoothness"; it appears naturally in many problems of the asymptotic behaviour of the densities (see e.g. [S] for detailed discussion).

Nevertheless, this condition may be removed at all, if we require that (1.3)-(1.4) hold true for slightly modified densities, rather than for $\rho_n$.

**Theorem 1.2.** Let $\mathbf{E} |X_1|^s < +\infty$, for some $s \geq 2$. Let $c$ denote an arbitrary number with $0 < c < 1$. Suppose that for $n$ large enough $S_n$ have absolutely continuous distributions with densities $\rho_n$. Then, for some probability densities $\tilde{\rho}_n$,

a) The relations (1.3)-(1.4) hold true for $\tilde{\rho}_n$ in place of $\rho_n$;

b) $\int_{-\infty}^{+\infty} |\tilde{\rho}_n(x) - \rho_n(x)| \, dx < c^n$, for all $n$ large enough;

c) $\tilde{\rho}_n(x) = \rho_n(x)$ almost everywhere, if $\rho_n$ is bounded (a.e.)

It seems that Theorem 1.2 has not been stated in the literature, even when $s$ is integer. Here, the property c) is added to include Theorem 1.1 in Theorem 1.2 as a particular case.

It turns out that the statement of Theorem 1.2 is more appropriate for a number of applications. For example, it implies that $\rho_n - \varphi_m \to 0$ in the mean, i.e., there is convergence in total variation norm for the corresponding distributions with rate

$$\int_{-\infty}^{+\infty} |\rho_n(x) - \varphi_m(x)| \, dx = o(n^{-(s-2)/2}).$$  \hfill (1.7)

For $s = 2$ and $\varphi_2(x) = \varphi(x)$, this statement corresponds to a theorem of Prokhorov [Pr], while for $s = 3$ and $\varphi_3(x) = \varphi(x)(1 + \alpha_3 \frac{x^3 - 3x}{6\nu/n})$ – to the result of Sirazhdinov and Mamatov [S-M] (they also covered the case $2 < s < 3$ with $O$ in place of $o$ in (1.7)). If $s \geq 3$ is integer, (1.7) is mentioned in [Pe2] for a more general $L^p$-convergence – however, under the assumption that the densities $\rho_n$ are bounded.

Theorem 1.2 allows to study non-uniform convergence in (1.3)-(1.4) as well when excluding exceptional "small" sets (via additional assumptions of entropic type).

The proof of Theorems 1.1 and 1.2, which are formally based on the application of the inverse Fourier transforms, involves operators, namely, Liouville fractional integrals and derivatives. For this step, we analyse the decay of the Fourier transform for special classes of finite measures with finite fractional moments. (Apparently standard truncation methods are much to density-sensitive and do not provide the required asymptotics.) An essential part of the argument is devoted to the routine analysis of powers of the characteristic functions and more general Fourier transforms in Edgeworth-type expansions. For this step the requirement (1.6) is irrelevant.
In order to describe one of the main intermediate results, which is, as we believe, of an independent interest, let us start with a random variable \( X \), such that \( \mathbb{E}X = 0 \), \( \mathbb{E}X^2 = 1 \), and \( \mathbb{E}|X|^s < +\infty \), for some \( s \geq 2 \). Introduce the characteristic function \( \varphi(t) = \mathbb{E}e^{itX} \), \( t \in \mathbb{R} \).

If \( m = [s] \), the normalized powers \( v_n(t) = v(\frac{t}{\sqrt{n}})^n \), that is, the characteristic functions of \( S_n \), can be approximated by the functions

\[
u_m(t) = e^{-t^2/2} \left( 1 + \sum_{k=1}^{m-2} P_k(it) n^{-k/2} \right).
\]

Here we use the classical polynomials

\[
P_k(t) = \sum_{p_1 + 2p_2 + \cdots + kp_k = k} \frac{1}{p_1! \cdots p_k!} \left( \frac{\gamma_1}{3!} \right)^{p_1} \cdots \left( \frac{\gamma_k+2}{(k+2)!} \right)^{p_k} t^{k+2(p_1 + \cdots + p_k)}
\]

of degree \( 3k \), where the summation is performed as in (1.2). Another way to introduce these polynomials is to require that every \( q_k(x) \) has the Fourier transform \( e^{-t^2/2} P_k(it) \), so that \( u_m(t) \) appears as the Fourier transform of \( \varphi_m(x) \).

The following statement is standard: in the interval \(|t| \leq n^{1/6}\)

\[
|v_n(t) - u_m(t)| \leq \frac{\varepsilon_n}{n^{(m-2)/2}} \left( |t|m' + |t|m'' \right) e^{-t^2/2},
\]

where \( \varepsilon_n \) do not depend on \( t \) and satisfy \( \varepsilon_n \to 0 \), as \( n \to \infty \) (with certain powers \( m' \) and \( m'' \)). Similar bounds also hold for the derivatives of orders \( p = 1, \ldots, m \), namely

\[
\left| \frac{d^p}{dt^p} v_n(t) - \frac{d^p}{dt^p} u_m(t) \right| \leq \frac{\varepsilon_n}{n^{(m-2)/2}} \left( |t|m' + |t|m'' \right) e^{-t^2/2}.
\]

This bound is proved in Petrov [Pe1], cf. also [Pe2], pp. 209–211 (for \( m \geq 3 \) and \(|t| \leq n^{1/7}\)). We refine this result with general values of \( s \geq 2 \) by proving that

\[
\left| \frac{d^p}{dt^p} v_n(t) - \frac{d^p}{dt^p} u_m(t) \right| \leq \frac{\varepsilon_n}{n^{(m-2)/2}} \left( |t|m' + |t|m'' \right) e^{-t^2/2}.
\]

However, the error term in this approximation is still not sufficiently small for our applications, and we have to look for other related representations of \( v_n \). In analogue with \( u_m \), introduce

\[
\varepsilon_m(t) = e^{-t^2/2} \left( 1 + \sum_{k=1}^{m-2} P_k(it) \right).
\]

**Theorem 1.3.** Let \( \mathbb{E}|X|^s < +\infty \) \((s \geq 2)\). For all \( p = 0, 1, \ldots, m \), and all \(|t| \leq cn^{1/6}\),

\[
\frac{d^p}{dt^p} (v_n(t) - u_m(t)) = n \frac{d^p}{dt^p} \left[ \left( v(\frac{t}{\sqrt{n}}) - \varepsilon_m \left( \frac{t}{\sqrt{n}} \right) \right) e^{-t^2/2} \right] + r_n
\]

with

\[
|r_n| \leq (1 + |t|^{4m^2}) e^{-t^2/2} \left( \frac{C}{n^{(m-1)/2}} + \frac{\varepsilon_n}{n^{s-2}} \right).
\]

Here \( C, c \) and \( \varepsilon_n \) are positive constants, depending on \( s \) and the distribution of \( X \), such that \( \varepsilon_n \to 0 \), as \( n \to \infty \).
Thus, the closeness of $e_m$ to $v$ near zero determines the rate of approximation of $v_n$'s by the functions $u_m$'s (which have a different formal nature). This representation will be of use in the proof of Theorems 1.1-1.2, since, as we will see, the Liouville integrals may be applied to give a point-wise bound on the (inverse) Fourier transforms within the class of the functions of the form $\hat{V}(\sqrt{n})e^{-t^2/2}$, such as in (1.9).

Note that for $s \geq 3$ the expression in the last brackets of (1.10) is dominated by $Cn^{-(m-1)/2}$, while in the range $2 \leq s < 3$ the second summand $\varepsilon_n n^{-(s-2)}$ dominates the first one. In any case, with respect to the growing parameter $n$, the bound (1.9) is sharper than the one given in (1.8). This observation explains the improvement of (1.4) compared with the relation (1.3).

We also remark that Theorem 1.3 holds for a more general class of functions, including Fourier-Stieltjes transforms $v(t)$ of finite (signed) measures with finite $s$-th moment, such that $v(0) = 1$, $v'(0) = 0$, $v''(0) = -1$. For example, the approximating functions $u_m$ and $e_m$ are not positive definite, but belong to this class.

The exposition of this paper is based on chapters of auxiliary results, which are organized in accordance with the following table.
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2. Differentiability with Improved Remainder Terms

For our purposes, we use the following terminology.

**Definition 2.1.** Let a complex-valued function $y = y(t)$ be defined in some interval $a < t < b$, and let $s \geq 0$. We say that $y$ is $s$-times differentiable, if it has continuous derivatives up to order $m = [s]$ in $(a, b)$, and for any $t_0 \in (a, b)$, as $t \to t_0$,

$$y^{(m)}(t) = y^{(m)}(t_0) + o(|t - t_0|^{s-m}). \quad (2.1)$$

The case $s = 0$ corresponds to continuity, while the case of a positive integer $s = m$ – to the property of just having continuous derivatives up to order $m$. 
The following obvious characterization will be an important tool in the derivation of the Edgeworth-type expansions for characteristic functions. It is obtained from (2.1) by the repeated integration over the variable \( t \) near \( t_0 \).

**Proposition 2.2.** Let \( y \) have continuous derivatives of order up to \( m = [s] \) in \((a, b)\). The function \( y \) is \( s \)-times differentiable on \((a, b)\), if and only if, for any point \( t_0 \in (a, b) \) and all \( p = 0, \ldots, m \), as \( t \to t_0 \),

\[
\frac{d^p}{dt^p} y(t) = \frac{d^p}{dt^p} \sum_{k=0}^{m} \frac{y^{(k)}(t_0)}{k!} (t - t_0)^k + o(|t - t_0|^{s-p}). \tag{2.2}
\]

One can also provide quantitative estimates on the remainder term in (2.2), if we start with

\[
|y^{(m)}(t) - y^{(m)}(t_0)| \leq |t - t_0|^{s-m} \varepsilon(|t - t_0|),
\]

where \( \varepsilon = \varepsilon(w) \) is a non-decreasing function in \( w \geq 0 \), such that \( \varepsilon(w) \to 0 \), as \( w \to 0 \). Then

\[
\left| \frac{d^p}{dt^p} y(t) - \frac{d^p}{dt^p} \sum_{k=0}^{m} \frac{y^{(k)}(t_0)}{k!} (t - t_0)^k \right| \leq |t - t_0|^{s-p} \varepsilon(|t - t_0|),
\]

for any \( p = 0, \ldots, m \).

By the chain rule given below as Lemma 2.4, we have the following:

**Proposition 2.3.** If \( y \) is \( s \)-times differentiable on \((a, b)\), \( s \geq 0 \), and \( z = z(y) \) is analytic in some domain, containing all values \( y(t) \), then the superposition \( z(y(t)) \) is also \( s \)-times differentiable on \((a, b)\).

**Lemma 2.4.** Under the conditions of Proposition 2.3, \( z(y(t)) \) has derivatives up to order \( m = [s] \) on \((a, b)\), given by

\[
\frac{d^p}{dt^p} z(y(t)) = p! \sum \frac{d^{k_1+\cdots+k_p}}{dy^{k_1+\cdots+k_p}} z(y) \bigg|_{y=y(t)} \prod_{r=1}^{p} \frac{1}{k_r!} \left( \frac{1}{r!} \frac{d^r y(t)}{dt^r} \right)^{k_r}, \tag{2.3}
\]

for all \( p = 1, \ldots, m \), where the summation is performed over all non-negative integer solutions \((k_1, \ldots, k_p)\) to the equation \( k_1 + 2k_2 + \cdots + pk_p = p \).

**Proof of Proposition 2.3.** By the definition, for all \( t_0 \in (a, b) \) and \( r = 1, \ldots, m \),

\[
\frac{d^r y(t)}{dt^r} = c_r + o(|t - t_0|^{s-m}), \quad \text{as} \quad t \to t_0,
\]

where \( c_r = y^{(r)}(t_0) \). Raising these equalities to the \( k_r \)-powers and then multiplying them, we get a similar representation

\[
\prod_{r=1}^{m} \frac{1}{k_r!} \left( \frac{1}{r!} \frac{d^r y(t)}{dt^r} \right)^{k_r} = c_k + o(|t - t_0|^{s-m})
\]
with some constants $c_k$, depending on the $m$-tuples $k = (k_1, \ldots, k_m)$. In addition, putting $j = k_1 + \cdots + k_m$, we have
\[
z^{(j)}(y(t)) = z^{(j)}(y(t_0)) + O(|y(t) - y(t_0)|) = z^{(j)}(y(t_0)) + o(|t - t_0|^{s-m}).
\]
Inserting these relations in (2.3) with $p = j$, we obtain that $[z(y(t))]^{(m)} = c + o(|t - t_0|^{s-m})$ with some constant $c$.

In addition, the right-hand side of (2.3) represents a continuous function in $t$, so necessarily $c = [z(y)]^{(m)}(t_0)$. This means that (2.1) is fulfilled, and Proposition 2.3 is proved.

3. Differentiability of Fourier-Stieltjes Transforms

A large variety of examples of $s$-times differentiable functions appear as Fourier-Stieltjes transforms of finite measures on the real line with finite absolute $s$-th moment.

**Proposition 3.1.** Let $X$ be a random variable with characteristic function $v(t) = E e^{itX}$. If $E |X|^s < +\infty$, $s \geq 0$, then $v$ is $s$-times differentiable on the real line. Moreover, its $m = [s]$ derivatives are representable, as $t \to 0$, by
\[
v^{(p)}(t) = \sum_{k=0}^{m-p} E (iX)^{p+k} \frac{t^k}{k!} + o(|t|^{s-p}), \quad p = 0, \ldots, m. \tag{3.1}
\]

One can state a similar proposition for more general Fourier-Stieltjes transforms
\[
v(t) = \int_{-\infty}^{+\infty} e^{itx} dF(x),
\]
where $F$ is a function of bounded variation on the real line, such that $\int |x|^s d|F|(x) < +\infty$ (where $|F|$ denotes the variation of $F$, viewed as a positive finite measure). On the other hand, such a more general statement may be obtained from Proposition 3.1, as well. Indeed, one can always represent $F$ as a linear combination $c_1 F_1 - c_2 F_2$ of two orthogonal probability distributions (with $c_1, c_2 \geq 0$). Then $|F| = c_1 F_1 + c_2 F_2$, so $\int |x|^s dF_i(x) < +\infty$. Applying Proposition 3.1 to $F_i$, we obtain a similar statement for $F$.

**Proof of Proposition 3.1.** By the moment assumption, the characteristic function $v$ has $m$ continuous derivatives, described by
\[
v^{(p)}(t) = E (iX)^p = \int_{-\infty}^{+\infty} e^{itx} (ix)^p dF(x), \quad p = 0, 1, \ldots, m,
\]
where $F$ is the distribution function of $X$. In particular,
\[
v^{(m)}(t) = \int_{-\infty}^{+\infty} e^{itx} (ix)^m dF(x). \tag{3.2}
\]
Hence, the relation (3.1) would follow immediately from the formula (2.2) of Proposition 2.2, once it has been established that $v$ is $s$-times differentiable. Namely, we need to see that, for any $t_0 \in \mathbb{R}$, as $t \to t_0$,
\[
v^{(m)}(t) = v^{(m)}(t_0) + o(|t - t_0|^{s-m}). \tag{3.3}
\]
The formula (3.2) is telling us that \( v^{(m)} \) represents the Fourier-Stieltjes transform of the finite measure \( F_m(dx) = (ix)^m dF(x) \) with \( \int |x|^{s-m} d|F_m|(x) < +\infty \). Representing \( F_m = c_1G + c_2H \) with distribution functions \( G \) and \( H \), we can also represent \( v^{(m)} \) as a linear combination of the two Fourier-Stieltjes transforms with \( \int |x|^{s-m} dG(x) < +\infty \) and similarly for \( H \). Hence, in order to show that \( v \) is \( s \)-times differentiable, it is enough to consider in (3.3) the case \( m = 0 \) and \( 0 \leq s < 1 \), only.

Thus, Proposition 3.1 has been reduced to the case \( E |X|^s < +\infty, 0 \leq s < 1 \), when one needs to show that

\[
v(t) = v(t_0) + o(|t - t_0|^s).
\]

Moreover, without loss of generality, it suffices to consider the point \( t_0 = 0 \), only, in which case we need to show the relation \( v(t) = 1 + o(|t|^s) \). The case \( s = 0 \) is immediate, so let \( s > 0 \) and write

\[
1 - v(t) = \int_{-\infty}^{+\infty} (1 - e^{ix}) dF(x).
\]

For definiteness, let \( t > 0 \). Since in general \( |1 - e^{ix}| \leq \min\{2, |x|\} \), \( x \in \mathbb{R} \), we have

\[
|1 - v(t)| \leq 2 \int_{|x| \geq 2t} dF(x) + t \int_{|x| < 2t} |x| dF(x)
\]

\[
= 2 \int_{x \geq 2t} dG(x) + t \int_{x < 2t} x dG(x),
\]

where \( G \) is the distribution of \( |X| \). By the assumption,

\[
\psi(x) = E |X|^s 1_{\{|X| \geq x\}} = \int_{x}^{+\infty} y^s dG(y) \to 0, \quad \text{as} \quad x \to +\infty.
\]

We have \( \psi(x) \geq x^s \int_{x}^{+\infty} dG(y) \), so \( \int_{x}^{+\infty} dG(y) = o(x^{-s}) \), that is, \( \int_{x \geq 2t} dG(x) = o(t^s) \), as \( t \to 0 \). Finally, by integration by parts,

\[
\int_{x < 2/t} x dG(x) \leq \int_{0}^{2/t} (1 - G(x)) dx \leq \int_{0}^{2/t} \frac{\psi(x)}{x^s} dx = t^{s-1} \int_{0}^{2} \frac{\psi(y/t)}{y^s} dy.
\]

Hence,

\[
t \int_{x < 2/t} x dG(x) \leq t^s \int_{0}^{2} \frac{\psi(y/t)}{y^s} dy.
\]

But the last integral tends to zero, as \( t \to 0 \), by the Lebesgue dominated convergence theorem. Proposition 3.1 is proved.

4. Cumulants. The functions \( \psi_z(t) = \frac{1}{2} t^2 + \frac{1}{z} \log v(tz) \)

If a complex valued function \( v \) on the real line has \( m \) continuous derivatives and \( v(0) \neq 0 \), then \( v(t) \neq 0 \) in some interval \((-c, c)\). Moreover, the principal value of the logarithm \( \log v(t) \) is
Proposition 4.1 are fulfilled, as long as $E$ cumulants with $\gamma$ remainder term in (4.1) can be sharpened, and we have will be called the generalized cumulants or just cumulants, associated to variable (with $m$ continuous derivatives, then, by the usual Taylor’s theorem, the remainder term in (4.1) can be sharpened, and we have

$$
\gamma_k = \frac{d^k}{dt^k} \log v(t) \bigg|_{t=0}, \quad k = 0, 1, \ldots, m,
$$

will be called the generalized cumulants or just cumulants, associated to $v$.

This terminology is standard, when $v$ represents the characteristic function of a random variable (with $m$ finite absolute moments). However, we shall have more general classes of functions.

Applying Propositions 2.2-2.3, we arrive at:

**Proposition 4.1.** Let $v$ be $s$-times differentiable on the real line, $s \geq 0$, not vanishing in some interval $(-c, c)$. Then, $\log v$ is $s$-times differentiable in $(-c, c)$. In particular, as $t \to 0$,

$$
\frac{d^p}{dt^p} \log v(t) = \frac{d^p}{dt^p} \left( \sum_{k=0}^{m} \frac{\gamma_k}{k!} (it)^k + O(|t|^{s-p}) \right), \quad p = 0, 1, \ldots, m, \quad m = [s]. \quad (4.1)
$$

Note that if $v$ has $m + 1$ continuous derivatives, then, by the usual Taylor’s theorem, the remainder term in (4.1) can be sharpened, and we have

$$
\frac{d^p}{dt^p} \log v(t) = \frac{d^p}{dt^p} \left( \sum_{k=1}^{m} \frac{\gamma_k}{k!} (it)^k + O(|t|^{s-p}) \right), \quad p = 0, 1, \ldots, m. \quad (4.2)
$$

If $v(t) = E e^{itX}$ is the characteristic function of a random variable $X$, the assumptions of Proposition 4.1 are fulfilled, as long as $E |X|^s < +\infty$ (Propositions 3.1). Then $\gamma_k$ are usual cumulants with $\gamma_0 = 0$, so (4.1) should be written

$$
\frac{d^p}{dt^p} \log v(t) = \frac{d^p}{dt^p} \left( \sum_{k=1}^{m} \frac{\gamma_k}{k!} (it)^k + O(|t|^{s-p}) \right), \quad p = 0, 1, \ldots, m.
$$

In the particular case $p = 0$, the above equality becomes

$$
\log v(t) = \sum_{k=1}^{m} \frac{\gamma_k}{k!} (it)^k + O(|t|^{s}). \quad (4.3)
$$

However, the case $p \geq 1$ in (4.1) cannot be deduced directly from (4.3).

Let us recall how to relate the cumulants to the moments $\alpha_k = EX^k$. Applying Lemma 2.4 with $z(y) = \log y$, $y = v(t)$, and at the point $t = 0$, one obtains a well-known identity

$$
\gamma_p = p! \sum (-1)^{k_1 + \cdots + k_p} (k_1 + \cdots + k_p - 1)! \prod_{r=1}^{p} \frac{1}{k_r!} \left( \frac{\alpha_r}{r!} \right)^{k_r},
$$

where the summation extends over all non-negative integer solutions $(k_1, \ldots, k_p)$ to the equation $k_1 + 2k_2 + \cdots + pk_p = p$. Note that $\gamma_p$ depends on the first $p$ moments of $X$, only. For example,

$$
\gamma_1 = \alpha_1, \quad \gamma_3 = \alpha_3 - 3\alpha_1\alpha_2 + \alpha_1^3,
$$
$$
\gamma_2 = \alpha_2 - \alpha_1^2, \quad \gamma_4 = \alpha_4 - 3\alpha_2^2 - 4\alpha_1\alpha_3 + 12\alpha_1^2\alpha_2 - 6\alpha_1^4.
$$
Under standard moment assumptions, such as $\mathbb{E}X = 0$, $\mathbb{E}X^2 = 1$, we have $\gamma_1 = 0$, $\gamma_2 = 1$, $\gamma_3 = \alpha_3$, $\gamma_4 = \alpha_4 - 3$. For any normal random variable, $\gamma_k = 0$, for all $k \geq 3$.

Now, returning to the general setting as in Proposition 4.1, assume that $s \geq 2$, and $v(0) = 1$, $v'(0) = 0$, $v''(0) = -1$. Then $\gamma_0 = \gamma_1 = 0$, $\gamma_2 = 1$, so $\log v(t) = -\frac{t^2}{2} + o(|t|^2)$. Therefore, it is natural to center and normalize this function by introducing the family of the functions

$$
\psi_z(t) = \frac{1}{2} t^2 + \frac{1}{z^2} \log v(tz), \quad |tz| < c,
$$

where $z \neq 0$ is a given parameter. Clearly, $\psi_z$ is $s$-times differentiable in this $t$-interval, and

$$
\psi_z(0) = \psi_z'(0) = \psi_z''(0) = 0, \quad \psi_z^{(p)}(0) = \gamma_p v^p z^{p-2} \quad (p = 3, \ldots, m).
$$

Moreover, reformulating Proposition 4.1 in terms of the functions $t \to \frac{1}{2} \log v(tz)$ with fixed $z \neq 0$, we get:

**Corollary 4.2.** Let $v(t)$ be $s$-times differentiable on the real line, $s \geq 2$, not vanishing for $|t| \leq c$, and such that $v(t) = 1$, $v'(t) = 0$, $v''(t) = -1$. Given $z \neq 0$, in the interval $|tz| \leq c$, for all $p = 0, 1, \ldots, m, m = [s]$,

$$
\frac{d^p}{dt^p} \psi_z(t) = \frac{d^p}{dt^p} \sum_{k=3}^{m} \frac{\gamma_k}{k!} (it)^k z^{k-2} + |t|^{s-p} |z|^{s-2} \varepsilon(tz), \quad (4.4)
$$

where $\varepsilon = \varepsilon(t)$ is defined and continuous in $|t| \leq c$ and satisfies $\varepsilon(t) \to 0$, as $t \to 0$.

Also, as remarked after Proposition 4.1, cf. (4.2), when $v$ has $m + 1$ continuous remainder term holds,

$$
\frac{d^p}{dt^p} \psi_z(t) = \frac{d^p}{dt^p} \sum_{k=3}^{m} \frac{\gamma_k}{k!} (it)^k z^{k-2} + A |t|^{(m+1)-p} |z|^{m-1},
$$

where $A = A(t, z)$ is a bounded function in the region $|tz| \leq c$.

In the case of characteristic functions, Corollary 4.2 admits a slight refinement.

**Corollary 4.3.** Let $X$ be a random variable with the characteristic function $v$, and with $\mathbb{E}X = 0$, $\mathbb{E}X^2 = 1$, $\mathbb{E}|X|^s < +\infty$, $s \geq 2$. Then, given $z \neq 0$, the relation (4.4) holds in the interval $|tz| < \sqrt{s}$.

Indeed, by Taylor’s theorem, $|1 - v(t)| \leq \frac{1}{2} t^2$, for all $t \in \mathbb{R}$. Hence, one may choose in Corollary 4.2 any value $0 < c < \sqrt{s}$.

5. The Case of Moments of Order $2 \leq s < 3$

In case $2 \leq s < 3$, Corollary 4.2 is simplified, since then there are no terms in the sum (4.4). In particular, when $s = 2$, we have

$$
\psi_z(t) = t^2 \varepsilon_0(tz), \quad \psi_z'(t) = |t| \varepsilon_1(tz), \quad \psi_z''(t) = \varepsilon_2(tz) \quad (5.1)
$$
with some functions \( \varepsilon_i(z) \to 0 \), as \( z \to 0 \). This leads to the following observation which is classical in case of characteristic functions.

**Proposition 5.1.** Assume that \( v(t) \) has two continuous derivatives with \( v(0) = 1 \), \( v'(0) = 0 \) and \( v''(0) = -1 \). There is a function \( T_z \to +\infty \), for \( z \to 0 \) \((0 < |z| \leq 1)\), such that uniformly in the intervals \(|t| \leq T_z\)

\[
\left| \frac{d^p}{dt^p} v(tz)^{1/2} - \frac{d^p}{dt^p} e^{-t^2/2} \right| \leq e^{-t^2/2} \varepsilon(z), \quad p = 0, 1, 2, \tag{5.2}
\]

where \( \varepsilon(z) \to 0 \), as \( z \to 0 \).

**Proof.** For completeness we include a well-known argument. Let \(|t| \leq c\) be an interval where the function \( v(t) \) is not vanishing. Choose the function \( T = T_z \) as to satisfy \( T_z |z| \leq c \), whenever \( 0 < |z| \leq 1 \), and \( T_z |z| \to 0 \), for \( z \to 0 \). These conditions will be assumed from now on. Moreover, for any continuous function \( V(t) \), one can choose \( T_z \to +\infty \), for \( z \to 0 \), such that

\[
\sup_{|t| \leq T_z} |V(t)\psi_z(t)| \to 0, \quad \text{as} \quad z \to 0,
\]

and similarly for the first two derivatives of \( \psi_z \).

For the proof, it is enough to see that, whenever \( \varepsilon(z) \to 0 \) and \( W(t) \geq 0 \) is continuous and increasing in \( t \geq 0 \), one can choose \( T_z \to +\infty \), such that \( W(T_z) \sup_{|t| \leq T_z} |\varepsilon(tz)| \to 0 \), as \( z \to 0 \). Here, we may assume in the following that \( \varepsilon(z) \geq 0 \) is even and also increasing in \( z > 0 \). Then, the latter statement may be simplified to \( W(T_z) \varepsilon(T_z z) \to 0 \), which is obviously true with a sufficiently slowly growing \( T_z \).

In particular, in view of (5.1), with some \( T_z \to +\infty \), as \( z \to 0 \) \((0 < |z| \leq 1)\), we have

\[
\varepsilon(z) = \sup_{|t| \leq T_z} \left( |\psi_z(t)| + |\psi_z'(t)| + |\psi_z''(t)| \right) \to 0, \quad \text{as} \quad z \to 0. \tag{5.3}
\]

Now, write \( v(tz)^{1/2} = g(t)e^{\psi_z(t)} \), where \( g(t) = e^{-t^2/2} \). Applying (5.3), we get

\[
|v(tz)^{1/2} - g(t)| \leq g(t)|e^{\psi_z(t)} - 1| \leq C g(t)|\psi_z(t)|,
\]

for all \(|t| \leq T_z\) with some constant \( C \). Since also \( \psi_z(t) \to 0 \) uniformly in that interval, we arrive at the desired conclusion in case \( p = 0 \).

Writing \( (v(tz)^{1/2})' = g'(t)e^{\psi_z(t)} + g(t)\psi_z'(t)e^{\psi_z(t)} \) and using the previous step, we get

\[
|(v(tz)^{1/2})' - g'(t)| \leq C|t|g(t)|\psi_z(t)| + Cg(t)|\psi_z'(t)|.
\]

Since \( \psi_z'(t) \to 0 \) and \( t\psi_z(t) \to 0 \) uniformly in that interval with an appropriate choice of \( T_z \), we arrive at the conclusion in case \( p = 1 \). The case \( p = 2 \) is similar.

Now, let us turn to the range \( 2 < s < 3 \). In this case, we obtain up to polynomial factors in front of \( e^{-t^2/2} \) in (5.2) more information about the possible growth of \( T_z \).
Proposition 5.2. Let $v(t)$ be $s$-times differentiable, $2 < s < 3$, not vanishing for $|t| \leq c$ ($c > 0$), and such that $v(0) = 1$, $v'(0) = 0$, $v''(0) = -1$. Given $0 < |z| \leq 1$,

$$\left| \frac{d^p}{dt^p} v(tz)^{1/z^2} - \frac{d^p}{dt^p} e^{-t^2/2} \right| \leq (|t|^{s-2} + |t|^{s+2}) e^{-t^2/2} \varepsilon(z), \quad p = 0, 1, 2,$$

uniformly for $|t| \leq c |z|^{-(s-2)/s}$ with some function $\varepsilon(z) \to 0$, as $z \to 0$.

Proof. By Corollary 4.2, in the intervals $|t| \leq T_z = c |z|^{-(s-2)/s}$ with $0 < |z| \leq 1$

$$|\psi_z(t)| \leq |t|^s |z|^{s-2} \varepsilon(z),$$

$$|\psi_z'(t)| \leq |t|^{s-1} |z|^{s-2} \varepsilon(z),$$

$$|\psi_z''(t)| \leq |t|^{s-2} |z|^{s-2} \varepsilon(z)$$

with some bounded function $\varepsilon(z) \to 0$, as $z \to 0$. Indeed, the conditions $0 < |z| \leq 1$ and $|t| \leq T_z$ insure that $|tz| \leq c |z|^{2/s} \leq c$ and also $|tz| \to 0$, as $z \to 0$, uniformly in $|t| \leq T_z$.

Now, by the first inequality,

$$|\psi_z(t)| \leq |t|^s |z|^{s-2} \varepsilon(z) \leq C (|t| \leq T_z)$$

with some constant $C$. Hence, using the same notations and arguments as in the proof of Proposition 5.1, for all $|t| \leq T_z$,

$$|v(tz)^{1/z^2} - g(t)| \leq C' g(t) |\psi_z(t)| \leq C' g(t) \cdot |t|^s |z|^{s-2} \varepsilon(z).$$

Since also $|\psi_z'(t)| \leq |t|^{s-1} |z|^{s-2} \varepsilon(z)$, with some constants $C, C'$ we get

$$|(v(tz)^{1/z^2})' - g'(t)| \leq C |t| g(t) |\psi_z(t)| + C g(t) |\psi_z'(t)| \leq C' (|t|^{s+1} + |t|^{s-1}) g(t) \varepsilon(z).$$

Finally, writing

$$(v(tz)^{1/z^2})'' = g''(t) e^{\psi_z(t)} + 2 g'(t) \psi_z'(t) e^{\psi_z(t)} + 2 g(t) (\psi_z'' + \psi_z'(t)^2) e^{\psi_z(t)}$$

and using $|\psi_z''(t)| \leq |t|^{s-2} |z|^{s-2} \varepsilon(z)$, we get that up to some constants

$$|(v(tz)^{1/z^2})'' - g''(t)| \leq C t g(t) |\psi_z(t)| + C |t| g(t) |\psi_z'(t)| + C g(t) \left( |\psi_z''(t)| + |\psi_z'(t)|^2 \right) \leq C' \left( |t|^{s+2} + |t|^s + |t|^{s-2} + |t|^{2(s-1)} \right) g(t) |z|^{s-2} \varepsilon(z).$$

All powers of $|t|$ vary from $s - 2$ to $s + 2$, so Proposition 5.2 is proved.

6. Definition of the Expansion Polynomials $P_k$

The polynomials $P_k$ introduced in Section 1 appear not only in connection with characteristic functions, but in a more general setting as well.

Namely, let $v(t)$ be a complex-valued function on the real line, which is $s$-times differentiable ($s \geq 2$) and such that $v(0) = 1$, $v'(0) = 0$, $v''(0) = -1$. Then $v$ has cumulants $\gamma_k$, $k = 1, \ldots, m$, where $m = \lfloor s \rfloor$. Moreover, $\gamma_1 = 0$ and $\gamma_2 = 1$. 

Assume $v$ is not vanishing in the interval $|t| \leq c$, and let us return to the functions

$$
\psi_z(t) = \frac{1}{2} t^2 + \frac{1}{z^2} \log v(tz),
$$

where $z \neq 0$ is viewed as a (small) parameter and $|tz| \leq c$. Recall that, by Corollary 4.2,

$$
e^{t^2/2} v(tz)^{1/z^2} = e^{\psi_z(t)} = \exp \left\{ \sum_{k=1}^{m-2} \frac{\gamma_{k+2}}{(k+2)!} (it)^{k+2} z^k + |t|^s |z|^{s-2} \varepsilon(tz) \right\}, \tag{6.1}
$$

where $\varepsilon(t)$ is defined and continuous in $|t| \leq c$ and satisfies $\varepsilon(t) \to 0$, as $t \to 0$. Moreover, if $v$ has $m + 1$ derivatives, the remainder term here may be replaced with $A |t|^{(m+1)-p} |z|^{m-1}$, where $A = A(t, z)$ is bounded in the region $|tz| \leq c$.

The sum in (6.1) is vanishing in case $2 \leq s < 3$. To study this representation in the case $s \geq 3$, introduce the polynomials

$$
W_z(t) = \sum_{k=1}^{m-2} \frac{\gamma_{k+2}}{(k+2)!} (it)^{k+2} z^k.
$$

By a formal Taylor's representation with respect to the (complex) variable $z$, we have

$$
e^{W_z(t)} = 1 + \sum_{k=1}^{\infty} a_k(it) z^k \tag{6.2}
$$

with some coefficients $a_k(it)$. To justify this step and precisely determine the coefficients, write

$$
e^{W_z(t)} = \sum_{p=0}^{\infty} \frac{W_z(t)^p}{p!},
$$

which can further be expanded as

$$
\sum_{p=0}^{\infty} \sum_{p_1 + \cdots + p_{m-2} = p} \frac{\left( \frac{\gamma_1}{m!} \right)^{p_1} \cdots \left( \frac{\gamma_m}{m!} \right)^{p_{m-2}}}{p_1! \cdots p_{m-2}!} (it)^{3p_1 + 4p_2 + \cdots + mp_{m-2}} z^{p_1 + 2p_2 + \cdots + (m-2)p_{m-2}}. \tag{6.3}
$$

The whole double sum is absolutely summable for all complex numbers $t$ and $z$. Indeed, let $C = \sum_{k=3}^{m} \frac{|\gamma_k|}{k!}$. For any fixed integer $p \geq 0$, the finite sum of the absolute values of the terms in (6.3) is bounded by

$$
\frac{1}{p!} \left( \sum_{k=1}^{m-2} \frac{|\gamma_{k+2}|}{(k+2)!} |t|^{k+2} |z|^k \right)^p \leq \frac{1}{p!} C^p \left( \max_{1 \leq k \leq m-2} |t|^{k+2} |z|^k \right)^p.
$$

Assume without loss of generality (in order to get some quantitative bounds) that $|t^3| \leq 1$ and $|z| \leq 1$. Then,

$$
|t|^{k+2} |z|^k \leq |z|^{-(k+2)/3} |z|^k = |z|^{(2k-2)/3} \leq 1.
$$

Hence, the above sum is bounded by $C^p / p!$. Furthermore, note that $|W_z(t)| \leq C$.

Thus, the total sum of the absolute values is bounded by $e^C$, and one may freely choose the order of summation. Collecting the coefficients in (6.3) in front of $z^k$, we arrive at (6.2)
with
\[ a_k(it) = \sum_{p_1 + 2p_2 + \cdots + (m-2)p_{m-2} = k} \frac{1}{p_1! \cdots p_{m-2}!} \left( \frac{\gamma_3}{3!} \right)^{p_1} \cdots \left( \frac{\gamma_{m-2}}{m!} \right)^{p_{m-2}} (it)^{3p_1+4p_2+\cdots+mp_{m-2}}, \]
where the summation is extended over all non-negative integer solutions \((p_1, \ldots, p_{m-2})\) to the equation \(p_1 + 2p_2 + \cdots + (m-2)p_{m-2} = k\). Note that
\[ 3p_1 + 4p_2 + \cdots + mp_{m-2} = k + 2(p_1 + p_2 + \cdots + p_{m-2}). \]
Hence, replacing \(it\) with \(t\),
\[ a_k(t) = \sum_{p_1 + 2p_2 + \cdots + (m-2)p_{m-2} = k} \frac{1}{p_1! \cdots p_{m-2}!} \left( \frac{\gamma_3}{3!} \right)^{p_1} \cdots \left( \frac{\gamma_{m-2}}{m!} \right)^{p_{m-2}} t^{k+2(p_1 + \cdots + p_{m-2})}. \quad (6.4) \]

In addition, if \(k \leq m-2\), the condition \(p_1 + 2p_2 + \cdots + (m-2)p_{m-2} = k\) implies that \(p_{k+1} = \cdots = p_{m-2} = 0\). Therefore, in this case \(a_k\) depends on the first \(k\) cumulants \(\gamma_3, \ldots, \gamma_k+2\), only. More precisely,
\[ a_k(t) = \sum_{p_1 + 2p_2 + \cdots + kp_k = k} \frac{1}{p_1! \cdots p_k!} \left( \frac{\gamma_3}{3!} \right)^{p_1} \cdots \left( \frac{\gamma_{k+2}}{(k+2)!} \right)^{p_k} t^{k+2(p_1 + \cdots + p_k)}, \quad 1 \leq k \leq m - 2. \]
For example, if \(m = 3\), we have \(a_1(it) = \frac{\gamma_3}{6} (it)^3\). In case \(m = 4\), \(a_1(t) = \frac{\gamma_3}{6} t^3\) and
\[ a_2(t) = \frac{\gamma_3}{72} t^6 + \frac{\gamma_4}{24} t^4. \]

In general, subject to \(p_1 + 2p_2 + \cdots + kp_k = k\), the expression \(k + 2(p_1 + \cdots + p_k)\) does not exceed \(3k\) and reaches this value (when \(p_1 = k\), \(p_2 = \cdots = p_k = 0\)), so \(a_k\) represents a polynomial in \(t\) of degree exactly \(3k\).

**Definition 6.1.** Given an integer \(m \geq 3\) and complex numbers \(\gamma_3, \ldots, \gamma_m\), one defines \(P_k\) \((1 \leq k \leq m-2)\) as the polynomial \(a_k\) introduced above, namely,
\[ P_k(t) = \sum_{p_1 + 2p_2 + \cdots + kp_k = k} \frac{1}{p_1! \cdots p_k!} \left( \frac{\gamma_3}{3!} \right)^{p_1} \cdots \left( \frac{\gamma_{k+2}}{(k+2)!} \right)^{p_k} t^{k+2(p_1 + \cdots + p_k)}. \]

With this definition, the representation (6.2) may also be written as
\[ \exp \left\{ \sum_{k=3}^{m} \frac{\gamma_k}{k!} (it)^k z^{k-2} \right\} = 1 + \sum_{k=1}^{m-2} P_k(it) z^k + \sum_{k=m-1}^{\infty} a_k(it) z^k, \quad (6.5) \]
where \(a_k\)'s are described in (6.4).

### 7. Associated Projection Operators

Let us note first that every polynomial \(a_k\) in (6.4) contains terms involving powers of \(t\) not smaller than \(k + 2\) (since necessarily \(p_1 + \cdots + p_{m-2} \geq 1\)). This observation may be used to obtain an initial trivial bound for the last sum in (6.5) in case of small values of \(t\).
Lemma 7.1. Given complex numbers \( \gamma_3, \ldots, \gamma_m \), for all complex \( z \) and \( t \), \( |t| \leq 1 \),

\[
\sum_{k=m-1}^{\infty} |a_k(it)z^k| \leq (e^{C(z)} - 1) |t|^{m+1},
\]

where \( C(z) = \sum_{k=3}^{m} \frac{|\gamma_k|}{k!} |z|^{k-2} \).

Indeed, using (6.4) and \( |t| \leq 1 \), we see that each term in the sum of (7.1) is bounded by \( |t|^{m+1} \) up to the factor

\[
\frac{1}{p_1! \ldots p_{m-2}!} \left( \frac{|\gamma_3| |z|}{3!} \right)^{p_1} \ldots \left( \frac{|\gamma_m| |z|^{m-2}}{m!} \right)^{p_{m-2}}.
\]

Summation of these expressions over all \( k \geq 1 \) results in \( e^{C(z)} - 1 \).

The bound of Lemma 7.1 is needed in order to express the "cumulants" \( \gamma_k \) directly in terms of the associated polynomials \( P_j \).

Lemma 7.2. Given complex numbers \( \gamma_3, \ldots, \gamma_m \), for all complex \( z \) and \( k = 3, \ldots, m \),

\[
\frac{\gamma_k}{k!} z^{k-2} = \frac{d^k}{i^k dt^k} \log \left( 1 + \sum_{j=1}^{m-2} P_j(it)z^j \right) \bigg|_{t=0}.
\]

To see this, note that, by (6.5) and (7.1), we obtain that, as \( t \to 0 \),

\[
\sum_{k=3}^{m} \frac{\gamma_k}{k!} (it)^k z^{k-2} = \log \left( 1 + \sum_{j=1}^{m-2} P_j(it)z^j \right) + O(|t|^{m+1}).
\]

Since the right-hand side (without the remainder term) represents an analytic function near zero, comparison of coefficients powers of \( t \) immediately leads to (7.2).

The identity (6.5) suggests to consider special operators, defined on the space \( V_s \) of all \( s \)-times differentiable functions \( v : \mathbb{R} \to \mathbb{C} \), \( s \geq 2 \), such that \( v(0) = 1, v'(0) = 0, v''(0) = -1 \).

Definition 7.3. Given \( v \in V_s \), \( s \geq 2 \), and an integer \( 2 \leq m \leq s \), we put

\[
(T_m v)(t) = e^{-t^2/2} \left( 1 + \sum_{k=1}^{m-2} P_k(it) \right), \quad t \in \mathbb{R},
\]

where \( P_k \) are the polynomials from Definition 6.1 based on the cumulants

\[
\gamma_k = \frac{d^k}{i^k dt^k} \log v(t) \bigg|_{t=0}, \quad k = 3, \ldots, m-2.
\]

If \( m = 2 \), there are no cumulants and polynomials in the definition, so \( (T_2 v)(t) = e^{-t^2/2} \), for any \( v \in V_s \). If \( m = 3 \),

\[
(T_3 v)(t) = e^{-t^2/2} \left( 1 + \frac{\gamma_3}{6} (it)^3 \right),
\]
for any \( v \in V_s, s \geq 3 \) (where \( \gamma_3 \) may be an arbitrary complex number). If \( m = 4 \), then for any \( v \in V_s, s \geq 4 \),

\[
(T_4v)(t) = e^{-t^2/2} \left( 1 + \frac{7\gamma_3}{6} (it)^3 + \frac{7\gamma_4}{24} (it)^4 + \frac{\gamma_2}{72} (it)^6 \right).
\]

Clearly, every \( T_mv \) is an entire function and hence belongs to all \( V_s, s \geq m \). This defines an operator \( T_m : V_s \rightarrow V_s \) which turns out a projection operator

**Proposition 7.4.** We have \( T_m T_m v = T_m v \) for any \( v \in V_s, 2 \leq m \leq s \). Moreover, \( T_m v \) and \( v \) have identical derivatives at the origin up to order \( m \).

**Proof.** The statement is equivalent to the property that \( e^m = T_m v \) and \( v \) have equal cumulants. Let \( \tilde{\gamma}_k \) and \( \gamma_k \) denote the cumulants of \( e^m \) and \( v \), respectively (\( 3 \leq k \leq m \)). By Definition 7.3,

\[
\frac{\tilde{\gamma}_k}{k!} = \frac{d^k}{i^k dt^k} \log e^m(t) \bigg|_{t=0} = \frac{d^k}{i^k dt^k} \log \left( 1 + \sum_{j=1}^{m-2} P_j(it) \right) \bigg|_{t=0}.
\]

But the right-hand side equals \( \frac{\gamma_k}{k!} \), according to Lemma 7.2 applied with \( z = 1 \).

Thus Proposition 7.4 is proved.

Note that \( T_m v \) does not need to be a characteristic function, even if \( v \) is a characteristic function of some random variable. However, it always represents the Fourier-Stieltjes transform of a finite signed measure.

In the following we approximate \( v \) by its projections \( T_m v \). Combining Proposition 7.4 with Proposition 2.2, we get:

**Corollary 7.5.** Given \( v \in V_s, 2 \leq m \leq s \), as \( t \rightarrow 0 \),

\[
\frac{d^p}{dt^p} \left( v(t) - T_m v(t) \right) = o(|t|^{s-p}), \quad p = 0, 1, \ldots, m.
\]

Finally, let us formulate an asymptotic property of the projection operators \( T_m \) for growing parameter \( m \) (although this will not be needed in the sequel).

**Proposition 7.6.** Assume that \( v(t) \) admits an analytic extension to the disc \( |t| < \rho \), where it has no zeros, and \( v(0) = 1, v'(0) = 0, v''(0) = -1 \). Then \( T_m v(t) \rightarrow v(t) \), as \( m \rightarrow \infty \), i.e.,

\[
v(t) = e^{-t^2/2} \left( 1 + \sum_{k=1}^{\infty} P_k(it) \right), \quad |t| < \rho.
\]

Moreover, the series is convergent absolutely.

If \( v(t) = e^{itX} \) is the characteristic function of a random variable \( X \), the assumptions of Proposition 7.6 are fulfilled, provided that \( E X = 0, E X^2 = 1, E e^{\rho |X|} < +\infty \) (that is, an exponential moment of order \( \rho \) is finite) and \( v(t) \) does not vanish in the disc \( |t| < \rho \).
**Proof.** By the assumption, \( \log v(t) \) is analytic in the disc \(|t| < \rho\), so it is representable as the sum of the absolutely convergent power series

\[
\log v(t) = \sum_{k=3}^{\infty} \frac{\gamma_k}{k!} (it)^k, \quad |t| < \rho.
\]

(7.3)

Hence, starting with (6.5) with \( z = 1 \) and letting there \( m \to \infty \), it is sufficient to show that

\[
\sum_{k=m-1}^{\infty} |a_k(it)| \to 0 \quad \text{(note that \( a_k \)’s also depend on \( m \)).}
\]

Rewrite the representation (6.4) as

\[
a_k(t) = \sum_{p_1+2p_2+\cdots+(m-2)p_{m-2}=k} \frac{1}{p_1! \cdots p_{m-2}!} \left( \frac{\gamma_3 t^3}{3!} \right)^{p_1} \cdots \left( \frac{\gamma_m t^m}{m!} \right)^{p_{m-2}},
\]

which implies that

\[
|a_k(t)| \leq \sum_{p_1+2p_2+\cdots+(m-2)p_{m-2}=k} \frac{1}{p_1! \cdots p_{m-2}!} \left( \frac{|\gamma_3| |t|^3}{3!} \right)^{p_1} \cdots \left( \frac{|\gamma_m| |t|^m}{m!} \right)^{p_{m-2}}.
\]

Here the right-hand side may be bounded by the quantity

\[
b_k(t) = \sum_{p_1+2p_2+3p_3+\cdots=k} \prod_{r=1}^{\infty} \frac{1}{p_r!} \left( \frac{|\gamma_{r+2}||t|^{r+2}}{(r+2)!} \right)^{p_r},
\]

which does not depend on \( m \). After summation over all \( k \geq 1 \) (thus removing any constraint on \( p_r \)), we get \( \sum_{k=1}^{\infty} b_k(t) = e^{C(|t|)} - 1 \), where \( C(a) = \sum_{k=3}^{\infty} \frac{|\gamma_k|}{k!} a^k \). But \( C(|t|) < +\infty \) for all \( |t| < \rho \) in view of the absolute convergence of the series (7.3). Hence, in this case

\[
\sum_{k=m-1}^{\infty} |a_k(it)| \leq \sum_{k=m-1}^{\infty} b_k(t) \to 0, \quad \text{as } m \to \infty.
\]

With similar arguments, we also obtain that

\[
\sum_{k=1}^{\infty} |P_k(it)| < +\infty \quad \text{for } |t| < \rho,
\]

in view of Definition 6.1. Thus Proposition 7.6 is proved.

---

8. **Bounds of \( P_k \) and their Derivatives**

We will need a bound similar to the one in Lemma 7.1 which extends to large values of \( t \) and involving derivatives of the polynomials \( a_k \) and \( P_k \).

To this aim, we start with arbitrary complex numbers \( \gamma_3, \ldots, \gamma_m, \ m \geq 3 \) (which may be interpreted as cumulants of a given function \( v \)) and return to the representation (6.2),

\[
w_z(t) = e^{W_z(t)} = 1 + \sum_{k=1}^{\infty} a_k(it) z^k, \quad t, z \in \mathbb{C},
\]

(8.1)

where

\[
W_z(t) = \sum_{k=1}^{m-2} \frac{\gamma_{k+2}}{(k+2)!} (it)^{k+2} z^k,
\]

(8.2)
and where the polynomials \( a_k \) are described in (6.4). By the very definition, \( a_k = P_k \), as long as \( k \leq m - 2 \).

As we have already noticed, the sum in (8.1) is absolutely convergent and therefore represents an entire function with respect to \( z \), for any fixed \( t \). It is also clear that the series may be term wise differentiated, so that

\[
w_z^{(p)}(t) = \sum_{k=1}^{\infty} i^p a_k^{(p)}(it) z^k, \quad p \geq 1,
\]

which is absolutely convergent, as well.

In order to bound \( a_k \) and its derivatives, we use the quantity

\[
C = \sum_{k=3}^{m} |\gamma_k|.
\]

One natural approach (which is however different than the one in [Pe2]) is based on the application of Cauchy’s integral formula

\[
a_k(it) = \frac{1}{2\pi i} \int_{|z| = \rho} \frac{w_z(t)}{z^{k+1}} \, dz
\]

with a suitably chosen parameter \( \rho > 0 \). In view of (8.3), there is a more general identity, involving the derivatives,

\[
\int_{|z| = \rho} \frac{w_z^{(p)}(t)}{z^{k+1}} \, dz, \quad p = 0, 1, 2, \ldots
\]

Lemma 8.1. Let \( |tz| \leq 2 \) and \( |t^3 z| \leq 2 \), and let \( 0 \leq p \leq m \) be an integer. Then

\[
|W_z^{(p)}(t)| \leq 2^{m-2} C |t|^{-p} \min\{1, |t|^2\}.
\]

Indeed, by definition (8.2),

\[
W_z^{(p)}(t) = \sum_{q=\max(p,3)}^{m} \frac{\gamma_q i^q}{(q-p)!} t^{q-p} z^{q-2}.
\]

But \( |t^{q-p} z^{q-2}| = |tz|^{q-3} |t^3 z| |t|^{-p} \leq 2^{m-2} |t|^{-p} \), whenever \( 3 \leq q \leq m \). Hence, \( |W_z^{(p)}(t)| \leq 2^{m-2} C |t|^{-p} \). On the other hand, just using \( |z| \leq 2/|t| \), we get

\[
|t^{q-p} z^{q-2}| \leq |t|^{q-p} \frac{2 q-2}{|t|^{q-2}} = 2^{q-2} |t|^{2-p} \leq 2^{m-2} |t|^{2-p}.
\]

This gives an improvement over the previous estimate in case \( |t| \leq 1 \) and proves (8.5).

Lemma 8.2. For all integers \( k \geq 1 \), \( 0 \leq p \leq m \), and all complex \( t \),

\[
|a_k^{(p)}(it)| \leq C_{m,p} |t|^{-p} \min\{1, |t|^2\} \left( \frac{\max\{|t|, |t|^3\}}{2} \right)^k
\]

with constants \( C_{m,p} = (4^m (1 + C))^p \) \( e^{2mC} \).
Proof. Given $t \neq 0$, we choose in (8.4) the radius

$$\rho = \frac{2}{\max\{|t|, |t^3|\}}.$$ 

Hence, on the circle $|z| = \rho$, both $|tz| \leq 2$ and $|t^3z| \leq 2$ are fulfilled, thus the inequality (8.5) may be applied. In particular, $|W_z(t)| \leq 2^{m-2}C$, and from (8.4) with $p = 0$ we get the desired estimate

$$|a_k(it)| \leq \frac{1}{p^k} e^{2m-2}C.$$ 

Next, by the formula (2.3) of Lemma 2.4, for all $p \geq 1$,

$$w^{(p)}_z(t) = p! w_z(t) \sum_{r=1}^{p} \frac{1}{k_r!} \left( \frac{W^{(r)}_z(t)}{r!} \right)^{k_r},$$

where the summation is taken over all non-negative integer solutions $(k_1, \ldots, k_p)$ to the equation $k_1 + 2k_2 + \cdots + pk_p = p$. Hence, using (8.5), given that $|z| = \rho$, we arrive at

$$|w^{(p)}_z(t)| \leq e^{2m-2}C |t|^{-p} p! \sum_{r=1}^{p} \frac{1}{k_r!} \left( \frac{2^{m-2}C \min\{1, |t^2|\}}{r!} \right)^{k_r}.$$ 

Since necessarily $1 \leq k_1 + \cdots + pk_p \leq p$, the product may be bounded by the product of $\min\{1, |t^2|\}$ (in the first power) and $2^{m-2}C$ (replaced by $2^{m-2}(1 + C)$), and raised to power $p$. This leads to

$$|w^{(p)}_z(t)| \leq e^{2m-2}C (2^{m-2}(1 + C))^p |t|^{-p} \min\{1, |t^2|\} B_p,$$ 

where $B_p = p! \sum_{r=1}^{p} \frac{1}{k_r!} \left( \frac{1}{r!} \right)^{k_r}$. This constant can also be described by virtue of the same formula (2.3), applied with $z = e^y$ and $g(s) = e^s$, in which case it reads

$$\frac{d^p}{ds^p} e^{sy} = e^{sy} p! \sum_{r=1}^{p} \frac{1}{k_r!} \left( \frac{e^s}{r!} \right)^{k_r}.$$ 

One should apply this formula at $s = 0$, thus we consider the functions $b_p(s) = (e^{es})^{(p)}$, $s \geq 0$, and their values $b_p = b_p(0) = B_p/e$. The recursive identity $b_{p+1}(s) = (e^s e^{es})^{(p)} = e^s \sum_{r=0}^{p} C_p^r b_r(s)$ implies that the sequence $r \to b_r$ is non-decreasing and $b_{p+1} \leq 2^p b_p$. Therefore,

$$b_p \leq 2^{p-1} b_{p-1} \leq 2^{p-1} 2^{p-2} b_{p-2} \leq \cdots \leq 2^{p-1} 2^{p-2} \cdots 2^0 b_0 = 2^{p(p-1)/2} e.$$ 

Hence, $B_p \leq 2^{p(p-1)/2}$, and together with (8.6) this gives the estimate

$$|w^{(p)}_z(t)| \leq e^{2m-2}C (2^{(m-2)+(p-1)/2}(1 + C))^p |t|^{-p} \min\{1, |t^2|\}.$$ 

It remains to apply (8.4) and simplify the constant. Thus Lemma 8.2 is proved.
Now, fix an integer $p = 0, 1, \ldots, m$, and assume that $|z| \leq \frac{e}{2} = \frac{1}{\max\{|t|, |t^3z|\}}$, that is, $|tz| \leq 1$ and $|t^3z| \leq 1$. By Lemma 8.2,
\[
\sum_{k=m-1}^{\infty} |a_{k}^{(p)}(it) z^k| \leq C_{m,p} |t|^{-p} \min\{|1, |t|^2\} \sum_{k=m-1}^{\infty} \frac{|z|^k}{\rho^k} \\
\leq 2 C_{m,p} |t|^{-p} \min\{|1, |t|^2\} \frac{|z|^{m-1}}{\rho^{m-1}} \\
\leq C_{m,p} |t|^{-p} \min\{|1, |t|^2\} (\max\{|t|, |t^3z|\})^{m-1} |z|^{m-1}.
\]
To simplify the dependence in $t$, note that in case $|t| \leq 1$,
\[
|t|^{-p} \min\{|1, |t|^2\} (\max\{|t|, |t^3z|\})^{m-1} = |t|^{(m+1)-p},
\]
while the left expression is equal to $|t|^{3(m-1)-p}$ in case $|t| \geq 1$.

Also note that the condition $|tz| \leq 1$ is fulfilled automatically, as long as $|t^3z| \leq 1$ and $|z| \leq 1$. Therefore, recalling also that $P_k = a_k$ for $k \leq m - 2$, we obtain:

**Proposition 8.3.** If $0 < |z| \leq 1$ and $|t^3z| \leq 1$, then for all $p = 0, 1, \ldots, m$,
\[
\frac{d^p}{dt^p} e^{W_z(t)} = \frac{d^p}{dt^p} \left(1 + \sum_{k=1}^{m-2} P_k(it) z^k\right) + A \left(|t|^{m+1-p} + |t|^{3(m-1)-p}\right) |z|^{m-1},
\]
where $|A| \leq C_{m,p} = (4^m (1 + C))^p e^{2^m C}$.

### 9. Edgeworth-type expansion for the functions $v(tz)^{1/z^2}$

Assume that $v(t)$ is $s$-times differentiable, $s \geq 2$, and not vanishing for $|t| \leq c$ ($c > 0$), and such that $v(0) = 1$, $v'(0) = 0$, $v''(0) = -1$. For
\[
v_z(t) = v(tz)^{1/z^2}
\]
define the approximating functions
\[
u_m(t) = u_m(t, z) = e^{-t^2/2} \left(1 + \sum_{k=1}^{m-2} P_k(it) z^k\right), \quad m = [s],
\]
where the polynomials $P_k$ are based on the cumulants $\gamma_3, \ldots, \gamma_m$ of $v$. Put $m'(s) = s - p$,
\[
m''(s) = 3(m-2) + \max\{s+p, (s-1)p\}.
\]
In particular, $m'(s) = s$ and $m''(s) = s + 3(m-2)$ in case $p = 0$. Note that $m''(s) \leq 2m^2$ in all admissible cases.

In this section, the relation (1.8) is established in the following more general form.

**Proposition 9.1.** Let $s \geq 3$. Given $z$ real, $0 < |z| \leq 1$, in the interval $|t^3z| \leq c^3$, for all $p = 0, 1, \ldots, m$,
\[
|v_z^{(p)}(t) - u_m^{(p)}(t)| \leq (|t|^{m'} + |t|^{m''}) e^{-t^2/2} |z|^{s-2} \varepsilon(z), 
\]
(9.1)
where \( \varepsilon(z) \to 0 \), as \( z \to 0 \). Moreover, if \( s \geq 2 \) and \( v(t) \) has \((m + 1)\) continuous derivatives, then with some constant \( A \), and with \( m', m'' \), corresponding to \( s = m + 1 \),

\[
|v_z^{(p)}(t) - u_z^{(p)}(t)| \leq A \left| t^{m'} + |t|^{m''} \right| e^{-t^2/2} |z|^{m-1}.
\]  

(9.2)

We will refer to (9.1) and (9.2) as the scenarios 1 and 2, respectively. Note that in the second case, although \( r \) has cumulants up to order \( m + 1 \), we require that \( \gamma_{m+1} \) does not participate in the definition of the polynomials \( P_k \). In particular, the value \( m = 2 \) is covered in (9.2), and then \( u_m(t) = e^{-t^2/2} \) (that is, \( P_1 \) is not present).

**Proof.** Without loss of generality, assume \( c = 1 \). Write \( v_z(t) = e^{-t^2/2} w_z(t) e^{h_z(t)} \), where

\[
w_z(t) = e^{W_z(t)}, \quad W_z(t) = \sum_{k=3}^{m} \frac{\gamma_k}{k!} (it)^k z^{k-2},
\]

\[
\psi_z(t) = \frac{1}{2} t^2 + \frac{1}{2} z^2 \log v(tz) = \log (e^{t^2/2} v_z(t)), \quad h_z(t) = \psi_z(t) - W_z(t).
\]

By the definition of \( a_k \) and \( P_k \),

\[
w_z(t) = 1 + \sum_{k=1}^{m-2} P_k(it) z^k + R_z(t), \quad R_z(t) = \sum_{k=m-1}^{\infty} a_k(it) z^k.
\]

Therefore,

\[
v_z(t) = u_m(t) e^{h_z(t)} + R_z(t) g(t) e^{h_z(t)}, \quad g(t) = e^{-t^2/2}.
\]

Given \( p = 0, 1 \ldots, m \), we differentiate this representation according to the Leibnitz rule:

\[
v_z^{(p)}(t) - u_m^{(p)}(t) = I_1 + I_2 + I_3 = u_m^{(p)}(t) (e^{h_z(t)} - 1)
\]

\[
+ \sum_{k=1}^{p} C_p^k u_m^{(p-k)}(t) (e^{h_z(t)})^{(k)}
\]

\[
+ \sum_{k=0}^{p} C_p^k (R_z(t) g(t))^{(k)} (e^{h_z(t)})^{(p-k)}, \quad (9.3)
\]

where \( C_p^k = \frac{p!}{k!(p-k)!} \) are the combinatorial coefficients. Note that when \( p = 0 \), the second term \( I_2 \) is vanishing.

**Estimation of \( I_1 \).**

In Corollary 4.2 it is shown that, if \(|z| \leq 1 \) and \(|t^3 z| \leq 1 \), the functions \( h_z \) and their derivatives are uniformly bounded and admit the bounds

\[
|h_z^{(p)}(t)| \leq |t|^{s-p} |z|^{s-2} \varepsilon_p(z), \quad p = 0, 1 \ldots, m,
\]  

(9.4)

where each \( \varepsilon_p(z) \) is defined in \(|z| \leq 1 \) and satisfies \( \varepsilon_p(z) \to 0 \), as \( z \to 0 \). Moreover, if \( v \) has \( m + 1 \) continuous derivatives, then we have a sharper estimate

\[
|h_z^{(p)}(t)| \leq A_p |t|^{(m+1)-p} |z|^{m-1}
\]  

(9.5)

with some constants \( A_p \). In particular, when \( p = 0 \), these bounds correspondingly give

\[
|e^{h_z(t)} - 1| \leq |t|^{s} |z|^{s-2} \varepsilon(z), \quad |e^{h_z(t)} - 1| \leq A_0 |t|^{m+1} |z|^{m-1}, \quad (9.6)
\]
with some $\epsilon(z) \to 0$, as $z \to 0$, and a constant $A_0$.

On the other hand, since every $P_k$ has degree $3k \leq 3(m-2)$, and $|z| \leq 1$, for all $p = 0, 1, \ldots, m, m \geq 3$,
\[
\left| \frac{d^p}{dt^p} \left( 1 + \sum_{k=1}^{m-2} P_k(it) z^k \right) \right| \leq C \left( 1 + |t|^{3(m-2)-p} \right)
\]
with some constant $C$, depending on $m$, $p$ and the cumulants $\gamma_k$’s. Since also
\[
|g^{(p)}(t)| = \left| \frac{d^p}{dt^p} e^{-t^2/2} \right| \leq C_p \left( 1 + |t|^p \right) e^{-t^2/2},
\] (9.7)
we get, by the Leibniz rule,
\[
|u_m^{(p)}(t)| \leq C \left( 1 + |t|^{3(m-2)+p} \right) e^{-t^2/2},
\] (9.8)
where we allow the constants depend on $m$, $p$ and the cumulants $\gamma_3, \ldots, \gamma_m$. For $m = 2$, $u_m(t) = e^{-t^2/2}$, so (9.8) holds in this case as well ($p = 0, 1, 2$). Combining this with (9.6), we correspondingly arrive at
\[
|I_1| \leq \left( |t|^s + |t|^{s+p+3(m-2)} \right) e^{-t^2/2} |z|^{s-2} \epsilon(z),
\] (9.9)
\[
|I_1| \leq A \left( |t|^{m+1} + |t|^{p+(4m-5)} \right) e^{-t^2/2} |z|^{m-1}
\] (9.10)
with some constant $A$ and $\epsilon(z) \to 0$, as $z \to 0$. As a result, we obtain the desired bounds on the first term $I_1$ in (9.3) for both scenarios.

**Estimation of $I_2$.**

To treat the second term, more precisely – the products $u_m^{(p-k)}(t) \left( e^{h(z)(t)} \right)^{(k)}$, assume that $p \geq 1$. By formula (2.3), for any $k = 1, \ldots, p$,
\[
\left( e^{h_z(t)} \right)^{(k)} = e^{h_z(t)} k! \sum_{r=1}^{k} \frac{1}{p_r!} \left( h_z^{(r)}(t) \right)^{p_r}
\]
where the summation is performed over all non-negative integer solutions $(p_1, \ldots, p_k)$ to the equation $p_1 + 2p_2 + \cdots + kp_k = k$. From (9.4)-(9.5) we get for the two scenarios
\[
|h_z^{(r)}(t)|^{p_r} \leq |t|^{(s-r)p_r} |z|^{(s-2)p_r} \epsilon_r(z)^{p_r}, \quad |h_z^{(r)}(t)|^{p_r} \leq A_p^{p_r} |t|^{((m+1)-r)p_r} |z|^{(m-1)p_r}.
\]
After multiplication of these inequalities over all $r = 1, \ldots, k$ (separately in both scenarios), using $1 \leq p_1 + \cdots + p_k \leq k$ together with
\[
s - k \leq \sum_{r=1}^{k} (s-r)p_r \leq (s-1)k, \quad (m+1) - k \leq \sum_{r=1}^{k} ((m+1) - r)p_r \leq mk,
\]
we obtain that
\[
\left| \left( e^{h_z(t)} \right)^{(k)} \right| \leq \left| t|^{s-k} + |t|^{(s-1)k} \right| |z|^{s-2} \epsilon(z),
\] (9.11)
\[
\left| \left( e^{h_z(t)} \right)^{(k)} \right| \leq A \left| t|^{(m+1)-k} + |t|^{mk} \right| |z|^{m-1}
\] (9.12)
with some constant $A$ and $\epsilon(z) \to 0$, as $z \to 0$. One may combine these bounds with (9.8), which immediately yields
\[
|u_m^{(p-k)}(t) \left( e^{h_z(t)} \right)^{(k)}| \leq \left| t|^{s-k} + |t|^{(s-1)k+(p-k)+3(m-2)} \right| e^{-t^2/2} |z|^{s-2} \epsilon(z),
\]
\[ |u_m^{(p-k)}(t) (e^{h_z(t)}(t))^{(k)}| \leq A \left(|t|^{m+1-k} + |t|^{mk+(p-k)+3(m-2)}\right) e^{-t^2/2} |z|^{m-1}. \]

Since \( k \) varies from 1 to \( p \), the right-hand sides can be made independent of \( k \), and we arrive at the desired bounds on the second term \( I_2 \) in (9.3), needed for the values \( p \geq 1 \):

\[
|I_2| \leq \left(|t|^{s-p} + |t|^{(s-1)p+3(m-2)}\right) e^{-t^2/2} |z|^{s-2} \bar{\varepsilon}(z), \tag{9.13}
\]

\[
|I_2| \leq \left(|t|^{(m+1)-p} + |t|^{mp+3(m-2)}\right) e^{-t^2/2} |z|^{m-1}. \tag{9.14}
\]

**Estimation of \( I_3 \).**

Now, let us turn to the third term, i.e., to the products \((R_z(t) g(t))^{(k)} (e^{h_z(t)}(t))^{(p-k)}\). By Proposition 8.3, for all \( p = 0, 1, \ldots, m \),

\[
|\widetilde{R}_z^{(p)}(t)| \leq C \left(|t|^{(m+1)-p} + |t|^{3(m-1)-p}\right) |z|^{m-1}.
\]

Using (9.7) and the Leibnitz formula, the latter gives, for all \( k = 0, \ldots, p \),

\[
\left|(R_z(t) g(t))^{(k)}\right| \leq C \left(|t|^{(m+1)-k} + |t|^{3(m-1)+k}\right) e^{-t^2/2} |z|^{m-1}. \tag{9.15}
\]

**Case \( p = 0 \).** Then necessarily \( k = 0 \), and the above inequality yields

\[
|I_3| \leq C \left(|t|^{m+1} + |t|^{3(m-1)}\right) e^{-t^2/2} |z|^{m-1}. \tag{9.16}
\]

It has only to be compared with (9.9)-(9.10). In the second scenario, one clearly obtains from (9.10) and (9.16) that

\[
|v_z(t) - u_m(t)| \leq |I_1| + |I_3| \leq C \left(|t|^{m+1} + |t|^{5m-5}\right) e^{-t^2/2} |z|^{m-1}.
\]

This proves (9.2) in case \( p = 0 \).

In the first scenario, in (9.16) just write \( |z|^{m-1} = |z|^{s-2} \bar{\varepsilon}(z) \) with \( \bar{\varepsilon}(z) \to 0 \), as \( z \to 0 \).

Together with (9.9) this leads to a similar estimate

\[
|v_z(t) - u_m(t)| \leq |I_1| + |I_3| \leq C \left(|t|^{s} + |t|^{s+3(m-2)}\right) e^{-t^2/2} |z|^{s-2},
\]

proving (9.1) in case \( p = 0 \). Thus, Proposition 9.1 is proved in this case.

**Case \( 1 \leq p \leq m \).** If \( k = p \), the absolute value of the product

\[
(R_z(t) g(t))^{(k)} (e^{h_z(t)}(t))^{(p-k)} = (R_z(t) g(t))^{(p)} e^{h_z(t)}
\]

may be estimated according to (9.15) by

\[
C \left(|t|^{(m+1)-p} + |t|^{3(m-1)+p}\right) e^{-t^2/2} |z|^{m-1}. \tag{9.17}
\]

As in the previous step, \( |z|^{m-1} \) may be replaced here with \( |z|^{s-2} \bar{\varepsilon}(z) \).

If \( 0 \leq k \leq p - 1 \), by (9.11)-(9.12) for the two scenarios we have

\[
|e^{h_z(t)}(t)^{\langle p-k \rangle}| \leq \left(|t|^{s-(p-k)} + |t|^{(s-1)(p-k)}\right) |z|^{s-2} \bar{\varepsilon}(z), \tag{9.18}
\]

\[
|e^{h_z(t)}(t)^{\langle p-k \rangle}| \leq A \left(|t|^{m+1-p-k} + |t|^{m(p-k)}\right) |z|^{m-1}. \tag{9.19}
\]

It remains to multiply these inequalities by (9.15). In this step we consider the two scenarios separately.
Scenario 1 (The inequality (9.1)): When multiplying (9.15) by (9.18) and looking for the maximal power of \( |t| \), notice that
\[
(3(m-1)+k)+(s-1)(p-k)
\]
is maximized for \( k = 0 \), and for this value it is equal to \( 3(m-1)+(s-1)p \). Therefore,
\[
\left| \left( R_z(t) g(t) \right)^k \left( e^{h_z(t)}(p-k) \right) \right| \leq \left| (|t|^{m+1+(s-p)} + |t|^{3(m-1)+(s-1)p}) e^{-t^2/2} |z|^{(m-1)+(s-2)\varepsilon(z)} \right|
\]
Now, comparing with (9.9), (9.13) and (9.17), we see that the smallest power of \( |t| \) in these inequalities is \( m' = s - p \). Hence, we do not loose much by writing
\[
\left| \left( R_z(t) g(t) \right)^k \left( e^{h_z(t)}(p-k) \right) \right| \leq \left| (|t|^{m'} + |t|^{3(m-1)+(s-1)p}) e^{-t^2/2} |z|^{(m-1)+(s-2)\varepsilon(z)} \right|
\]
which holds for all \( k = 0, 1, \ldots, p \). To simplify, let us note that \( |t|^{3(m-1)}|z|^{(m-1)} \leq 1 \), which leads to
\[
\left| \left( R_z(t) g(t) \right)^k \left( e^{h_z(t)}(p-k) \right) \right| \leq \left| (|t|^{m'} + |t|^{(s-1)p}) e^{-t^2/2} |z|^{s-2\varepsilon(z)} \right|
\]
In addition, the largest power of \( |t| \) in (9.9), (9.13), (9.17) and (9.20) is
\[
m'' = 3(m-2) + \max\{s+p, (s-1)p\}.
\]
Hence, \( I_3 \leq \left( |t|^{m'} + |t|^{m''} \right) e^{-t^2/2} |z|^{s-2\varepsilon(z)} \) and similarly for \( I_1 \) and \( I_2 \). This proves (9.1).

Scenario 2 (The inequality (9.2)): This case can be dealt with along the lines of scenario 1 by letting \( s \rightarrow m + 1 \). Or, repeating the previous arguments, note that when multiplying (9.15) by (9.19), the expression \( 3(m-1)+k+m(p-k) \) is maximized for \( k = 0 \), and for this value it is equal to \( 3(m-1)+mp \). Therefore,
\[
\left| \left( R_z(t) g(t) \right)^k \left( e^{h_z(t)}(p-k) \right) \right| \leq A \left( |t|^{2(m+1)-p} + |t|^{3(m-1)+mp} \right) e^{-t^2/2} |z|^{2(m-1)}.
\]
In (9.10), (9.14) and (9.17) the smallest power of \( |t| \) is \( m' = (m+1)-p \). Hence,
\[
\left| \left( R_z(t) g(t) \right)^k \left( e^{h_z(t)}(p-k) \right) \right| \leq A \left( |t|^{m'} + |t|^{3(m-1)+mp} \right) e^{-t^2/2} |z|^{2(m-1)}.
\]
Again using \( |t|^{3(m-1)}|z|^{m-1} \leq 1 \), we get
\[
\left| \left( R_z(t) g(t) \right)^k \left( e^{h_z(t)}(p-k) \right) \right| \leq \left( |t|^{m'} + |t|^{mp} \right) e^{-t^2/2} |z|^{m-1}.
\]
In addition, the largest power of \( |t| \) in (9.10), (9.14), (9.17) and (9.21) is
\[
m'' = 3(m-2) + \max\{m+p+1, mp\}.
\]
Hence, \( I_3 \leq A \left( |t|^{m'} + |t|^{m''} \right) e^{-t^2/2} |z|^{m-1} \) and similarly for \( I_1 \) and \( I_2 \) in case \( p \geq 1 \). This proves (9.2) and Proposition 9.1.

One may unite Proposition 9.1 (first part) with Propositions 5.1-5.2 for the case \( 2 \leq s < 3 \), if we do not care about polynomial factors in front of \( e^{-t^2/2} \).

Corollary 9.2. There is a function \( T_z \rightarrow +\infty \), as \( z \rightarrow 0 \) \((0 \leq |z| \leq 1)\), such that in the interval \( |t| \leq T_z \), for all \( p = 0, 1, \ldots, m \), \( m = [s] \),
\[
|v_z^{(p)}(t) - u_m^{(p)}(t)| \leq \varepsilon(z)|z|^{s-2} e^{-t^2/4}
\]
with $\varepsilon(z) \to 0$. Moreover, up to some constant $c > 0$, one can choose $T_z = c |z|^{-1/3}$ in case $s \geq 3$ and $T_z = c |z|^{-(s-2)/s}$ in case $2 < s < 3$.

10. **Proof of Theorem 1.3**

Again, let $v(t)$ be $s$-times differentiable, $s \geq 2$, such that $v(0) = 1$, $v'(0) = 0$, $v''(0) = -1$. Note that $v$ is not vanishing in some interval, containing the origin.

Let us return to the family of the functions

$$u_m(t, z) = e^{-t^2/2} \left( 1 + \sum_{k=1}^{m-2} P_k(it) z^k \right),$$

where $m = \lfloor s \rfloor$, and the polynomials $P_k$ are based on the cumulants $\gamma_3, \ldots, \gamma_m$ of $v$. In order to approximate the powers $v_n(t) = v(t/\sqrt{n})^n$, one uses the values $z = 1/\sqrt{n}$, leading to the approximating functions

$$u_m(t) = u_m(t, n^{-1/2}) = e^{-t^2/2} \left( 1 + \sum_{k=1}^{m-2} P_k(it) n^{-k/2} \right).$$

On the other hand, when $z = 1$, we deal with the projection operators $T_m$, i.e., with the functions

$$e_m(t) = u_m(t, 1) = e^{-t^2/2} \left( 1 + \sum_{k=1}^{m-2} P_k(it) \right).$$

Theorem 1.3 is a particular case of the following more general proposition.

**Proposition 10.1.** For all $p = 0, 1, \ldots, m$, and all $|t| \leq cn^{1/6}$,

$$\frac{d^p}{dt^p} (v_n(t) - u_m(t)) = n^{p/2} \left[ \left( v\left( \frac{t}{\sqrt{n}} \right) - e_m\left( \frac{t}{\sqrt{n}} \right) \right) e^{-t^2/2} \right] + r_n \quad (10.1)$$

with

$$|r_n| \leq (1 + |t|^{4m^2}) e^{-t^2/2} \left( \frac{C}{n^{(m-1)/2}} + \frac{\varepsilon_n}{n^{s-2}} \right). \quad (10.2)$$

Here $C$, $c$ and $\varepsilon_n$ are some positive constants, such that $\varepsilon_n \to 0$, as $n \to \infty$.

It is worthwhile noting that Proposition 9.1 and thus relation (1.8) can be obtained on the basis of (10.1)-(10.2) as well, using the property that $v(t)$ and $e_m(t)$ have equal derivatives up to order $m$ and both are $s$-times differentiable. However, we have chosen a different road of proof and will derive Proposition 10.1 by virtue of Proposition 9.1 (its second part).
In order to show how it applies, apply the binomial formula to obtain that
\[
v_n(t) - u_m(t) = \sigma_{n1} + \sigma_{n2} + \sigma_{n3} = e_m(t)\frac{t}{\sqrt{n}}^n - u_m(t) \\
+ n \left[ v\left(\frac{t}{\sqrt{n}}\right) - e_m\left(\frac{t}{\sqrt{n}}\right) \right] e_m\left(\frac{t}{\sqrt{n}}\right)^{n-1} \\
+ \sum_{k=2}^{n} C_k^n \left[ v\left(\frac{t}{\sqrt{n}}\right) - e_m\left(\frac{t}{\sqrt{n}}\right) \right]^k e_m\left(\frac{t}{\sqrt{n}}\right)^{n-k}.
\]

Thus, $\sigma_{n2}$ is almost the term which appears on the right-hand side of (10.1), provided that $e_m(t)\frac{t}{\sqrt{n}}^{n-1}$ is replaced with the characteristic function of the standard normal law.

The first term $\sigma_{n1} = e_m(t)\frac{t}{\sqrt{n}}^n - u_m(t)$ is of the same nature as $v_n(t) - u_m(t)$, assuming that $e_m$ plays the role of $v$. At this point, let us recall that, by Proposition 7.4, $T_m e_m = e_m$, and moreover, that $e_m$ generates the same polynomials $P_k$ as $v$. Hence, Proposition 9.1, being applied to $e_m$ in place of $v$ with $z = 1/\sqrt{n}$, provides the bound on the derivatives of $e_m(t)\frac{t}{\sqrt{n}}^n - u_m(t)$. Since $e_m$ is analytic, the second assertion (9.2) of Proposition 9.1 is more accurate. Namely, if $e_m(t)$ is not vanishing in the interval $|t| \leq c$ (which is true with some constant $c > 0$, depending on the cumulants, only), it gives:

**Lemma 10.2.** For all $p = 0, 1, \ldots, m$ and all $|t| \leq cn^{1/6}$,
\[
|\sigma_{n1}^{(p)}(t)| \leq A (1 + |t|^{2m^2}) e^{-t^2/2} n^{-(m-1)/2},
\]
where $c$ and $A$ are some positive constants, depending on the cumulants $\gamma_3, \ldots, \gamma_m$.

Moreover, using a similar argument one may estimate the derivatives of the functions $e_m(t)^k$, which appear both in $\sigma_{n2}$ and $\sigma_{n3}$. Apply (9.2) with $v = e_m$ and $z = 1/\sqrt{k}$ to get
\[
\frac{d^p}{dt^p} e_m\left(\frac{t}{\sqrt{k}}\right)^k = \frac{d^p}{dt^p} e^{-t^2/2} \left( 1 + \sum_{j=1}^{m-2} \frac{P_j(it)}{k^{j/2}} \right) + A(1 + |t|^{2m^2}) e^{-t^2/2} k^{-(m-1)/2},
\]
where $A = A_k(t)$ is a bounded quantity in the interval $|t| \leq ck^{1/6}$. Putting $\alpha = \sqrt{\frac{k}{n}}$ and replacing the variable $t$ with $\alpha t$, we obtain
\[
\frac{d^p}{dt^p} e_m\left(\frac{t}{\sqrt{n}}\right)^k = \frac{d^p}{dt^p} e^{-|\alpha t|^2/2} \left( 1 + \sum_{j=1}^{m-2} \frac{P_j(it)}{k^{j/2}} \right) + B(1 + |t|^{2m^2}) e^{-\alpha^2 t^2/2},
\]
where now $B = B_k(t)$ is bounded in $|t| \leq cn^{1/6}$. Every $P_j$ is a polynomial of degree at most $3j \leq 3m$, so all its derivatives of order up to $m$ can be bounded by $C(1 + |t|)^{3m}$ on the whole real line. Hence, using $\alpha \leq 1$ and $k \geq 1$, the same is true for the polynomial in the large bracket of (10.5). Using the Leibnitz rule, it then follows from (10.5) that:

**Lemma 10.3.** For all $p = 0, 1, \ldots, m$, $k = 0, 1, \ldots, n$, in the interval $|t| \leq cn^{1/6}$
\[
\left| \frac{d^p}{dt^p} e_m\left(\frac{t}{\sqrt{n}}\right)^k \right| \leq C(1 + |t|^{2m^2}) e^{-\alpha^2 t^2/(2n)}
\]
with some positive constants $c$ and $C$.

The particular case $k = n - 1$ in (10.4) should be investigated in more detail by replacing (10.5) with a more accurate relation, namely

$$
\frac{d^p}{dt^p} e_m\left(\frac{t}{\sqrt{n}}\right)^{n-1} = \frac{d^p}{dt^p} e^{-\alpha^2 t^2/2} \left(1 + \frac{1}{\sqrt{n} - 1} \sum_{j=1}^{m-2} \frac{P_j(i\alpha t)}{(n-1)(j-1)!/2} \right) + \frac{B(1 + |t|^{2m})}{\sqrt{n} - 1} e^{-\alpha^2 t^2/2}
$$

(assuming $n \geq 2$). Repeating the same argument concerning the growth of the polynomials $P_j$ and its derivatives, and noting that, for $\alpha = \sqrt{n^{-1}}$, we have

$$
\left| \frac{d^p}{dt^p} e^{-\alpha^2 t^2/2} - \frac{d^p}{dt^p} e^{-t^2/2} \right| \leq \frac{C}{n} (1 + |t|^{p+2}) e^{-t^2/2}, \quad |t| \leq \sqrt{n},
$$

we arrive at the following bound (which also holds in the missing case $n = 1$):

**Lemma 10.4.** For all $p = 0, 1, \ldots, m$, in the interval $|t| \leq cn^{1/6}$

$$
\left| \frac{d^p}{dt^p} e_m\left(\frac{t}{\sqrt{n}}\right)^{n-1} - \frac{d^p}{dt^p} e^{-t^2/2} \right| \leq \frac{C}{\sqrt{n}} (1 + |t|^{2m}) e^{-t^2/2}
$$

with some positive constants $c$ and $C$.

Finally, let us bound the derivatives of $y(t) = v(t) - e_m(t)$ and of its powers, which appear both in $\sigma_{n2}$ and $\sigma_{n3}$ as well. To this aim, one may appeal to Corollary 7.5, giving, as $t \to 0$,

$$
y^{(r)}(t) = o(|t|^{s-r}), \quad \text{for any } r = 0, \ldots, m. \tag{10.6}
$$

In particular, $y(t)^k = o(|t|^{sk})$, for any $k \geq 1$. If $p \geq 1$, by the chain rule (cf. (2.3)), the $p$-th derivative of $y(t)^k$ represents a linear combination of the terms

$$
b(t) = y(t)^{k-(k_1+\cdots+k_p)} (y'(t))^{k_1} \cdots (y^{(p)}(t))^{k_p}
$$

over all integer tuples $(k_1, \ldots, k_p)$, such that $k_1 + 2k_2 + \cdots + pk_p = p$ and $k_1 + \cdots + k_p \leq k$ ($k_j \geq 0$). By (10.6), we have $b(t) = o(|t|^S)$, where

$$
S = s(k - (k_1 + \cdots + k_p)) + \sum_{r=1}^{p} (s - r)k_r = sk - p.
$$

Hence, $\frac{d^p}{dt^p} (v(t) - e_m(t))^k = o(|t|^{sk-p})$. Since $sk - p \leq sm$ for $1 \leq k \leq m$, we obtain:

**Lemma 10.5.** Let $0 < \alpha < \frac{1}{2}$ and $c > 0$ be given. For some $\varepsilon_n \to 0$, for all $p = 0, 1, \ldots, m$ and $k = 1, \ldots, m$, we have, uniformly in the interval $|t| \leq cn^\alpha$,

$$
\left| \frac{d^p}{dt^p} \left( v\left(\frac{t}{\sqrt{n}}\right) - e_m\left(\frac{t}{\sqrt{n}}\right) \right)^k \right| \leq \varepsilon_n (1 + |t|^{sm}) n^{-sk/2}.
$$
Proof of Proposition 10.1. Using Lemmas 10.4 and 10.5 (with \(k = 1\)), we see that in \(\sigma_{n2}\) one may replace the term \(e_m(t) n^{-1}\) with \(e^{-t^2/2}\) at the expense of an error, not exceeding
\[
n \cdot \varepsilon_n \left(1 + |t|^{s m} \right) n^{-s/2} \cdot \frac{C}{\sqrt{n}} \left(1 + |t|^{2 m^2} \right) e^{-t^2/2} \leq \frac{\varepsilon'_n}{n^{(s-1)/2}} \left(1 + |t|^{4 m^2} \right) e^{-t^2/2},
\]
where \(\varepsilon'_n \to 0\). The same is true for the first \(m\) derivatives of \(\sigma_{n2}\).

Now consider the products \(y_k(t) = \left((v(\frac{t}{\sqrt{n}}) - e_m(\frac{t}{\sqrt{n}}))^k \right) e_m(\frac{t}{\sqrt{n}}) n^{-k}\) appearing in \(\sigma_{n3}\) with \(2 \leq k \leq n\). Writing
\[
y_k^{(p)}(t) = \sum_{j=0}^{p} C_j^p \frac{d^j}{dt^j} \left(v(\frac{t}{\sqrt{n}}) - e_m(\frac{t}{\sqrt{n}})\right)^k \frac{d^{p-j}}{dt^{p-j}} e_m(\frac{t}{\sqrt{n}}) n^{-k}
\]
and combining Lemmas 10.3 and 10.5 (which give estimates that are independent of \(j\)), we get
\[
|y_k^{(p)}(t)| \leq 2^p \cdot \varepsilon_n \left(1 + |t|^{s m} \right) n^{-s k/2} \cdot C \left(1 + |t|^{2 m^2} \right) e^{-(n-k)t^2/(2n)} \leq \frac{\varepsilon''_n}{n^{sk/2}} \left(1 + |t|^{4 m^2} \right) e^{-(n-k)t^2/(2n)}.
\]
Therefore,
\[
|\sigma_{n3}^{(p)}(t)| \leq \sum_{k=2}^{n} C_k^n |y_k^{(p)}(t)| \leq \varepsilon''_n \left(1 + |t|^{4 m^2} \right) \sum_{k=2}^{n} C_k^n \frac{1}{n^{sk/2}} e^{-(n-k)t^2/(2n)} \leq \varepsilon''_n \left(1 + |t|^{4 m^2} \right) e^{-t^2/2} \left(1 + n^{-s/2} e^{t^2/2n}\right)^n - n^{-((s-2)/2)} e^{t^2/2n}. \tag{10.8}
\]
For \(s > 2\), we have \(\delta_n = n^{-s/2} e^{t^2/2n} = o(1/n)\) uniformly in the interval \(|t| \leq cn^{1/6}\). So,
\[
\left(1 + \delta_n\right)^n = e^{n \log(1+\delta_n)} = e^{n(\delta_n + O(\delta_n^2))} = 1 + n\delta_n + \frac{1}{2} (n\delta_n)^2 + nO(\delta_n^2).
\]
Hence, for all \(n\) large enough, the expression in the large bracket in (10.8) does not exceed
\[
\frac{1}{2} (n\delta_n)^2 + O(\delta_n^2) \leq \frac{1}{n^{s-2}} + O\left(\frac{1}{n^{s-1}}\right).
\]
It remains to compare this bound with (10.7) and (10.3), and then we arrive at (10.2).

Finally, in the case \(s = 2\), the expression in the large brackets in (10.8) is uniformly bounded in \(|t| \leq cn^{1/6}\). Thus Proposition 10.1 is proved.

11. Liouville Fractional Integrals and Derivatives

In this section we recall basic definitions and some results on Liouville fractional integrals and derivatives, and refer to [S-K-M], [K-S-T] for proofs and a more detailed exposition. At the end of the section we also formulate some special estimates for such operators. The proof of Proposition 11.3 below is rather routine and is therefore postponed to the next section.
Let \( \alpha \) denote a real number with \( 0 < \alpha < 1 \), and let \( y = y(t) \) denote a (measurable) function defined for \( t > 0 \). The Liouville left- and right-sided fractional integrals on the positive half-axis \( \mathbb{R}^+ = (0, +\infty) \) of order \( \alpha \) are defined by

\[
(I_{0+}^\alpha y)(x) = \frac{1}{\Gamma(\alpha)} \int_0^x \frac{y(t) \, dt}{(x-t)^{1-\alpha}}, \quad (I_{0-}^\alpha y)(x) = \frac{1}{\Gamma(\alpha)} \int_x^{+\infty} \frac{y(t) \, dt}{(t-x)^{1-\alpha}} \quad (x > 0).
\]

The equalities are understood in the usual way (as Lebesgue's integrals), if \( y \) is sufficiently "nice". According to a theorem by Hardy and Littlewood, \( I_{0+}^\alpha \) and \( I_{0-}^\alpha \) are extended and act as bounded linear operators from \( L^p(\mathbb{R}^+) \) to \( L^q(\mathbb{R}^+) \), where \( 1 \leq p, q \leq +\infty \), if and only if \( p < \frac{1}{\alpha} \) and \( q = \frac{p}{1-\alpha} \). They represent particular cases of the so-called Liouville (or Riemann-Liouville) fractional calculus operators.

The Liouville left- and right-sided fractional derivatives on the positive half-axis are defined by

\[
(D_{0+}^\alpha y)(x) = \frac{d}{dx} (I_{0+}^{1-\alpha} y)(x), \quad (D_{0-}^\alpha y)(x) = \frac{d}{dx} (I_{0-}^{1-\alpha} y)(x) \quad (x > 0).
\]

The equalities are valid for sufficiently "nice" functions, including the class \( C_0^\infty(\mathbb{R}^+) \) of all infinitely differentiable functions on \( \mathbb{R}^+ \) with a compact support (which can be used to approximate functions from larger spaces).

For example, for any complex number \( \lambda \), such that \( \text{Re}(\lambda) > 0 \),

\[
(I_{-\alpha}^\alpha e^{-\lambda t})(x) = \lambda^{-\alpha} e^{-\lambda x}, \quad (D_{-\alpha}^\alpha e^{-\lambda t})(x) = \lambda^\alpha e^{-\lambda x}, \quad (11.1)
\]

where the principal value of the power functions is used.

We cite two standard facts about these operators (see [K-S-T], p.75 and p.83).

**Proposition 11.1.** For all sufficiently "good" functions \( y \) on \( \mathbb{R}^+ \),

\[
(D_{0+}^\alpha I_{0+}^\alpha y)(x) = y(x), \quad (D_{0-}^\alpha I_{0-}^\alpha y)(x) = y(x).
\]

The equalities are extended to the space \( L^1(\mathbb{R}^+) \). Moreover, if additionally \( y(x) = o(x^\alpha) \) for \( x \to 0 \), then

\[
(I_{0+}^\alpha D_{0+}^\alpha y)(x) = y(x).
\]

Define the linear spaces \( I_{0+}^\alpha(L^p(\mathbb{R}^+)) \) and \( I_{0-}^\alpha(L^p(\mathbb{R}^+)) \) as the images of \( L^p(\mathbb{R}^+) \) under the operators \( I_{0+}^\alpha \) and \( I_{0-}^\alpha \), respectively.

**Proposition 11.2.** For all sufficiently "good" functions \( f \) and \( g \) on \( \mathbb{R}^+ \),

\[
\int_0^{+\infty} f(x) (D_{0+}^\alpha g)(x) \, dx = \int_0^{+\infty} g(x) (D_{0+}^\alpha f)(x) \, dx. \quad (11.2)
\]

The equality may be extended to all \( f \in I_{0+}^\alpha(L^p(\mathbb{R}^+)) \) and \( g \in I_{0+}^\alpha(L^q(\mathbb{R}^+)) \) with \( p, q > 1 \), such that \( \frac{1}{p} + \frac{1}{q} = 1 + \alpha \).

This is a formula for fractional integration by parts.
Now, let $V$ be a function of bounded variation on the real line, also viewed as a finite measure, and denote by $|V|$ its variation (as a measure). Define the Fourier-Stieltjes transform
\[ \hat{V}(x) = \int_{-\infty}^{+\infty} e^{itx} dV(t) \quad x \in \mathbb{R}. \]

For our purposes, the following proposition will play a crucial role in the study of the local limit theorem with fractional moments.

**Proposition 11.3.** Let $g(x) = \hat{V}(x) h(x)$, where $h(x)$ is a continuously differentiable function on the real line, such that, for a given integer $m \geq 0$ and $0 < \alpha < 1$, as $|x| \to \infty$, $|h(x)| + |h'(x)| = O(|x|^{-(2+m+\alpha)})$. If $\int_{-\infty}^{+\infty} |t|^{m+\alpha} |V|(t) < +\infty$ and $V^{(k)}(0) = 0$, for all $k = 0, \ldots, m$, then $(D^\alpha_{0+} g)(x)$ exists for all $x > 0$ and satisfies with some constant $C$, independent of $x$,
\[ |(D^\alpha_{0+} g)(x)| \leq \frac{C}{(1 + x)^\alpha} \int_{-\infty}^{+\infty} \min \{ |u|, |u|^{\alpha'} \} |u|^m |V|(du). \tag{11.3} \]
Here $\alpha' = \alpha$ in case $m = 0$, and $\alpha' = 0$ in case $m \geq 1$. In addition, for all $t$ real,
\[ \int_0^{+\infty} e^{itx} (D^\alpha_{0+} g)(x) \, dx = (-it)^\alpha \int_0^{+\infty} e^{itx} g(x) \, dx. \tag{11.4} \]

More precisely, the Gaussian function $h(x) = e^{-x^2/2}$ and its derivatives will only be needed in this proposition to obtain the desired decay for the inverse Fourier-Stieltjes transform.

**Proposition 11.4.** For all functions $V$ and $h$ as in Proposition 11.3, for all $t$ real,
\[ \left| \int_{-\infty}^{+\infty} e^{itx} \hat{V}(zx) h(x) \, dx \right| \leq \frac{|z|^{m+\alpha}}{(1 + |t|)^\alpha} \varepsilon(z), \tag{11.5} \]
where $\varepsilon(z)$ is bounded in $|z| \leq 1$ and satisfies $\varepsilon(z) \to 0$, as $z \to 0$.

**Proof.** Let $0 < z \leq 1$. We apply Proposition 11.3 with the function $V_z(u) = V(u/z)$ in place of $V$ in which case $\hat{V}_z(x) = \hat{V}(zx)$. Then, for the function $g_z(x) = \hat{V}(zx) h(x)$, the fractional derivative $(D^\alpha_{0+} g_z)(x)$ exists for all $x > 0$ and satisfies (11.3).

In order to unite both cases, use $|u|^\alpha' \leq |u|^\alpha$ for $|u| \geq 1$ and write (11.3) in a slightly weaker form
\[ |(D^\alpha_{0+} g_z)(x)| \leq \frac{C z^m}{(1 + x)^\alpha} \delta(z), \tag{11.6} \]
where
\[ \delta(z) = \int_{-\infty}^{+\infty} \min \{ |zu|, |zu|^{\alpha'} \} |u|^m |V|(du). \]
This integral is finite and behaves like $o(z^\alpha)$, as $z \to 0$. Indeed, split it into the two integrals in terms of the (finite positive) measure $W(du) = |u|^m |V|(du)$ as
\[ \delta(z) = z^\alpha I_0(z) + z^\alpha I_1(z) = z^\alpha \int_{|u| \leq 1/z} z^{1-\alpha}|u| \, dW(u) + z^\alpha \int_{|u| > 1/z} |u|^\alpha \, dW(u). \tag{11.7} \]
By the moment assumption on $V$, we have \( \int |u| \alpha \, dW(u) < +\infty \), so \( I_1(z) \to 0 \), as \( z \to 0 \). As for the first integral, note that \( z^{-\alpha} |u| \leq |u|^\alpha \) in the region \( |u| \leq 1/z \). Hence, the functions \( f_z(u) = z^{-\alpha} |u| \mathbb{1}_{\{|u| < 1/z\}} \) have an integrable majorant \( f(u) = |u|^\alpha \) with respect to \( W \). Since also \( f_z(u) \to 0 \), as \( z \to 0 \), one may apply the Lebesgue dominated convergence theorem, which gives \( I_0(z) = \int f_z \, dW \to 0 \). Thus, from (11.6)-(11.7),
\[
| (D_0^\alpha g_z)(x) | \leq \frac{C z^{m+\alpha}}{(1 + x)^\alpha} \varepsilon(z),
\]
where \( \varepsilon(z) = \delta(z) z^\alpha \to 0 \), as \( z \to 0 \), and \( \sup_{0 < z \leq 1} \varepsilon(z) < +\infty \).

Now, using the bound (11.8) in (11.4), we get
\[
| \int_0^{+\infty} e^{itx} g_z(x) \, dx | \leq \frac{\varepsilon(z)}{|t|^\alpha}.
\]
This estimate implies (11.5) in case of large values of \( |t| \), say, when \( |t| \geq 1 \). The remaining range \( |t| \leq 1 \) can be treated by straightforward arguments.

By the assumption on the decay of \( h \), its Fourier transform \( \hat{h}(t) = \int_{-\infty}^{+\infty} e^{itx} h(x) \, dx \) is well-defined, bounded, and has bounded continuous derivatives up to order \( m + 1 \). Introduce Taylor’s approximation for \( \hat{h} \) up to order \( m \) at a given point \( t \), i.e., the function
\[
(S_m \check{h})(t, u) = \sum_{k=0}^{m} \frac{\hat{h}^{(k)}(t)}{k!} u^k, \quad u \in \mathbb{R}.
\]
From Taylor’s theorem it follows that
\[
| \hat{h}(t + u) - (S_m \check{h})(t, u) | \leq M \min \{|u|^m, |u|^{m+1}\}
\]
with some constant \( M \) independent of \( t \). Now write
\[
\hat{g}_z(t) \equiv \int_{-\infty}^{+\infty} e^{itx} g_z(x) \, dx = \int_{-\infty}^{+\infty} e^{itx} \check{V}(zx) h(x) \, dx = \int_{-\infty}^{+\infty} \hat{h}(t + zu) \, dV(u).
\]
The assumption \( \check{V}(0) = \cdots = \check{V}^{(m)}(0) = 0 \) implies that \( \int_{-\infty}^{+\infty} (S_m \hat{h})(t, u) \, dV(u) = 0 \), for all \( t \). Therefore, using (11.9), we finally get
\[
| \hat{g}_z(t) | = \left| \int_{-\infty}^{+\infty} \left( \hat{h}(t + zu) - (S_m \hat{h})(t, zu) \right) \, dV(u) \right|
\leq M \int_{-\infty}^{+\infty} \min \{|zu|^m, |zu|^{m+1}\} \, d|V|(u) = o(z^{m+\alpha}).
\]
Note that the last relation has been already discussed in the previous step.

Thus Proposition 11.4 is proved.

**Remark 11.5.** The second part of the above proof also covers the limit case \( \alpha = 0 \) of the inequality (11.5), which may be written as
\[
\left| \int_{-\infty}^{+\infty} e^{itx} \check{V}(zx) h(x) \, dx \right| \leq |z|^m \varepsilon(z). \tag{11.10}
\]
More precisely, for this assertion we only need the assumptions \( \int_{-\infty}^{+\infty} |u|^m |V|(du) < +\infty \), \( \hat{V}(0) = \cdots = \hat{V}^{(m)}(0) = 0 \), and \( \int_{-\infty}^{+\infty} |x|^{m+1} |h(x)| \, dx < +\infty \). Proposition 11.3 is irrelevant in this case.

12. Fourier Transforms and Fractional Derivatives

In this section we give the proof of Proposition 11.3. By its very definition,

\[
\Gamma(\alpha) (D_{0+}^\alpha g)(x) = \frac{d}{dx} \int_0^x \frac{h(t)}{(x-t)^\alpha} \hat{V}(t) \, dt, \tag{12.1}
\]

provided that the derivative exists (where \( 0 < \alpha < 1 \)).

Given \( m \geq 0 \) integer, introduce the function of the real variable

\[
\eta_m(t) = e^{it} - \sum_{k=0}^m \frac{(it)^k}{k!}.
\]

The assumptions on \( V \) imply that the first \( m \) moments of the measure \( V \) are vanishing, i.e., \( \int_{-\infty}^{\infty} u^k \, dV(u) = 0 \), for \( k = 0, \ldots, m \). Hence,

\[
\hat{V}(t) = \int_{-\infty}^{\infty} \eta_m(tu) \, dV(u).
\]

Respectively, changing the variable in (12.1) and applying Fubini’s theorem, one may write

\[
\Gamma(\alpha) (D_{0+}^\alpha g)(x) = \frac{d}{dx} \int_{-\infty}^{+\infty} \left[ \int_0^x h(x-t) \eta_m((x-t)u) \frac{dt}{t^\alpha} \right] \, dV(u).
\]

We intend to move the differentiation inside the outer integral. To justify this step, consider the derivative with respect to the inner integral,

\[
I(x, u) = \frac{d}{dx} \int_0^x h(x-t) \eta_m((x-t)u) \frac{dt}{t^\alpha}.
\]

**Lemma 12.1.** Let \( h(x) \) denote a continuously differentiable function on the real line, such that \( |h(x)| + |h'(x)| = O(x^{-(2+m+\alpha)}) \), as \( |x| \to \infty \). Then, for all \( u \in \mathbb{R} \) and \( x > 0 \),

\[
|I(x, u)| \leq C(1+x)^{-(1+\alpha)} \min\{|u|, |u|^\alpha\} \quad (m = 0),
\]

\[
|I(x, u)| \leq C(1+x)^{-(1+\alpha)} \min\{|u|^m, |u|^{m+1}\} \quad (m \geq 1)
\]

with some constant \( C \), depending on \( h \) and \( \alpha \), only.

**Proof.** Put \( \xi_u(t) = h(t)\eta_m(ut) \), so that

\[
I(x, u) = \frac{d}{dx} \int_0^x \xi_u(x-t) \frac{dt}{t^\alpha}.
\]
In this case we may interchange differentiation and integration. Thus, using \( \frac{d}{dx} \xi_u(x - t) = -\frac{d}{dt} \xi_u(x - t) \) together with \( \eta_m(0) = 0 \), we can write
\[
I(x, u) = -\int_0^x \xi_u'(x - t) \frac{dt}{t^{1+\alpha}}.
\]
Assume that \( x \geq 1 \) and split the integration into the two regions such that
\[
I(x, u) = I_0(x, u) + I_1(x, u) = -\int_0^1 \xi_u'(x - t) \frac{dt}{t^{1+\alpha}} - \int_1^x \xi_u'(x - t) \frac{dt}{t^{1+\alpha}}.
\]

**The integral \( I_1 \).**

Integrating by parts, we have
\[
I_1(x, u) = \alpha \int_1^x \xi_u(x - t) \frac{dt}{t^{1+\alpha}} - \xi_u(x - 1).
\] (12.2)

To analyze this integral, we use the elementary bound
\[
|\eta_m(t)| \leq 4 \min \{ |t|^m, |t|^{m+1} \}, \quad t \in \mathbb{R}. \tag{12.3}
\]
Indeed, from Taylor’s formula it follows that \( |\eta_m(t)| \leq \frac{|t|^{m+1}}{(m+1)!} \). This settles (12.3) in case \( |t| \leq 1 \). In the other case \( |t| \geq 1 \), just write
\[
|\eta_m(t)| \leq 1 + \sum_{k=0}^m \frac{|t|^k}{k!} \leq |t|^m \left( 1 + \sum_{k=0}^m \frac{1}{k!} \right) < (1 + e) |t|^m,
\]
thus proving (12.3).

This bound implies that
\[
|\xi_u(x - t)| \leq 4 |h(x - t)| \min \{ |(x - t)u|^m, |(x - t)u|^{m+1} \}. \tag{12.4}
\]

By the assumption on \( h \), we have \( |h(x - 1)| \leq C x^{-(2+m+\alpha)} \), so, by (12.4),
\[
|\xi_u(x - 1)| \leq C x^{-(1+\alpha)} \min \{ |u|^m, |u|^{m+1} \} \tag{12.5}
\]
with some constant \( C \).

In the region \( 1 \leq t \leq x_1 = \frac{1+x}{2} \), we use the bound \( |h(x - t)| \leq C x^{-(2+m+\alpha)} \) with a constant independent of \( t \) and \( x \). Hence, by (12.4), in this region
\[
|\xi_u(x - t)| \leq C x^{-(1+\alpha)} \min \{ |u|^m, |u|^{m+1} \},
\]
and
\[
\int_1^{x_1} |\xi_u(x - t)| \frac{dt}{t^{1+\alpha}} \leq C x^{-(1+\alpha)} \min \{ |u|^m, |u|^{m+1} \}.
\]

In the second region \( x_1 \leq t \leq x \), just use \( \frac{1}{t^{1+\alpha}} \leq C x^{-(1+\alpha)} \). Then, by (12.4),
\[
\int_{x_1}^x |\xi_u(x - t)| \frac{dt}{t^{1+\alpha}} \leq 4 C x^{-(1+\alpha)} |u|^m \int_{x_1}^x |h(x - t)| (x - t)^m dt
\]
\[
= 4 C x^{-(1+\alpha)} |u|^m \int_0^{(x-1)/2} |h(t)| t^m dt \leq C' x^{-(1+\alpha)} |u|^m,
\]
since the last integral is uniformly bounded. Similarly, again by (12.4),
\[
\int_{\mathbb{R}} |\xi_u(x-t)| \frac{dt}{t^{1+\alpha}} \leq 4C x^{-(1+\alpha)} |u|^{m+1} \int_{\mathbb{R}} |h(x-t)| (x-t)^{m+1} dt
\]
\[
\leq C' x^{-(1+\alpha)} |u|^{m+1}.
\]
Collecting the bounds for the two regions, we get
\[
\int_{\mathbb{R}} |\xi_u(x-t)| \frac{dt}{t^{1+\alpha}} \leq C x^{-(1+\alpha)} \min\{ |u|^m, |u|^{m+1} \}
\]
with some constant $C$. Applying it together with (12.5) in (12.2), we arrive at
\[
I_1(x, u) \leq C x^{-(1+\alpha)} \min\{ |u|^m, |u|^{m+1} \}. \tag{12.6}
\]

The integral $I_0$.

Now, let us turn to the integral $I_0(x, u) = -\int_0^1 \xi_u(x-t) \frac{dt}{t^{1+\alpha}}$. After differentiation and using the identity $\eta_m = i\eta_{m-1}$ (with the convention that $\eta_{-1}(t) = e^{it}$), one may represent it as $I_0 = I_{0,1} + I_{0,2}$, where
\[
I_{0,1}(x, u) = -iu \int_0^1 \eta_{m-1}((x-t)u) h(x-t) \frac{dt}{t^{1+\alpha}},
\]
\[
I_{0,2}(x, u) = -\int_0^1 \eta_m((x-t)u) h'(x-t) \frac{dt}{t^{1+\alpha}}.
\]

By (12.3), since $x-t \leq x$,
\[
|I_{0,2}(x, u)| \leq 4 \int_0^1 |h'(x-t)| \min\{ |xu|^m, |xu|^{m+1} \} \frac{dt}{t^{1+\alpha}}.
\]
Using the assumption $h'(x) = O(x^{-(2+m+\alpha)})$, we get
\[
|I_{0,2}(x, u)| \leq C x^{-(1+\alpha)} \min\{ |u|^m, |u|^{m+1} \} \tag{12.7}
\]
with some constant $C$.

As for the integral $I_{0,1}$, first rewrite it as $I_{0,1}(x, u) = -iu \int_0^1 h(x-t) d\zeta_{m-1}(t)$, where
\[
\zeta_{m-1}(t) = \int_0^t \frac{\eta_{m-1}((x-w)u)}{w^{\alpha}} dw.
\]
Integrating by parts, one may represent it as $I_{0,1} = I_{0,1,1} + I_{0,1,2}$, where
\[
I_{0,1,1}(x, u) = -iu h(x-1) \zeta_{m-1}(1),
\]
\[
I_{0,1,2}(x, u) = -iu \int_0^1 h'(x-t) \zeta_{m-1}(t) dt.
\]

Claim. For all $x \geq 1$, $t \in [0, 1]$, we have $|\zeta_{-1}(t)| \leq C \min\{1, |u|^{\alpha-1}\}$ with some constant $C$, while in case $m \geq 1$,
\[
|\zeta_{m-1}(t)| \leq C x^m \min\{ |u|^{m-1}, |u|^m \}.
\]

Proof. If $m = 0$, whenever $u \neq 0$,
\[
|\zeta_{-1}(t)| = \left| \int_0^t e^{-iuw} \frac{dw}{w^\alpha} \right| \leq |u|^{\alpha-1} \left| \int_0^t e^{-iw} \frac{dw}{w^\alpha} \right| \leq C |u|^\alpha.
\]
On the other hand, \(|\xi_{-1}(t)| \leq \int_0^1 \frac{du}{w^2}\), so \(|\xi_{-1}(t)| \leq C \min\{1,|u|^{\alpha-1}\}.

If \(m \geq 1\), we just appeal to the estimate (12.4), which, for all \(w \in (0,1)\) and \(x \geq 1\), yields
\[
|\eta_{m-1}(x, w)| \leq 4 \min\{(x-w)^{m-1} |u|^{m-1}, (x-w)^{m} |u|^m\} \\
\leq 4x^m \min\{|u|^{m-1}, |u|^m\}.
\]

It immediately implies the desired estimate.

**Continuation of the proof of Lemma 12.1.** Now, by the assumption on \(h\), and using the claim in case \(m = 0\), we obtain
\[
|I_{0,1}(x,u)| \leq |I_{0,1,1}(x,u)| + |I_{0,1,2}(x,u)| \leq C x^{-(1+\alpha)} \min\{|u|, |u|^{\alpha}\}.
\]

Similarly, in case \(m \geq 1\),
\[
|I_{0,1,1}(x,u)| + |I_{0,1,2}(x,u)| \leq C |u| (|h(x-1)| + |h'(x-1)|) \cdot x^m \min\{|u|^{m-1}, |u|^m\} \\
\leq C x^{-(1+\alpha)} \min\{|u|^m, |u|^{m+1}\}.
\]

Thus,
\[
|I_{0,1}(x,u)| \leq C x^{-(1+\alpha)} \min\{|u|, |u|^{\alpha}\} \quad (m = 0), \\
|I_{0,1}(x,u)| \leq C x^{-(1+\alpha)} \min\{|u|^m, |u|^{m+1}\} \quad (m \geq 1).
\]

Taking into account (12.7) and (12.6), we arrive at similar bounds for \(I_0(x,u)\) and \(I(x,u)\), which are equivalent forms of the desired bounds in the lemma in case \(x \geq 1\).

Finally, let us only note that the case \(0 < x < 1\) may be treated in a similar manner (with simpler estimates). Thus Lemma 12.1 is proved.

**Proof of Proposition 11.3.** Finally, we are prepared to justify the differentiation step. Define
\[
\psi(x) = \int_{-\infty}^{\infty} \left[ \int_0^x \xi_u(x-t) \frac{dt}{t^\alpha} \right] dV(u),
\]
where, as before, \(\xi_u(t) = h(t)\eta_n(tu)\). Given \(x > 0\) and \(\varepsilon_n \to 0\) (with \(\varepsilon_n \neq 0, x + \varepsilon_n > 0\), write
\[
\frac{\psi(x + \varepsilon_n) - \psi(x)}{\varepsilon_n} = \int_{-\infty}^{\infty} \left[ \frac{1}{\varepsilon_n} \int_x^{x + \varepsilon_n} I(y, u) dy \right] dV(u).
\]

By Lemma 12.1 in case \(m = 0\), the expression in the square brackets is bounded in absolute value by
\[
C \min\{|u|, |u|^{\alpha}\} \left| \frac{1}{\varepsilon_n} \int_x^{x + \varepsilon_n} (1 + y)^{-(1+\alpha)} dy \right| \leq C \min\{|u|, |u|^{\alpha}\}.
\]

On the right-hand side the function is integrable with respect to the measure \(|V|\), according to the moment condition on the function \(V\). A similar conclusion holds in case \(m \geq 1\) (with appropriate modifications in the estimate). Therefore, one may apply the Lebesgue dominated convergence theorem, which gives
\[
\psi'(x) = \lim_{n \to \infty} \frac{\psi(x + \varepsilon_n) - \psi(x)}{\varepsilon_n} = \int_{-\infty}^{\infty} I(x, u) dV(u).
\]
Thus, the fractional derivative
\[ (D^\alpha_0 + g)(x) = 1/\Gamma(\alpha) \psi'(x) = 1/\Gamma(\alpha) \int_{-\infty}^{+\infty} I(x, u) dV(u) \]
is well-defined for all \( x > 0 \). Moreover, from Lemma 12.1 we also obtain that
\[ |(D^\alpha_0 + g)(x)| \leq C (1 + x)^{-(1+\alpha)} \int_{-\infty}^{+\infty} \min\{|u|^{m_1}, |u|^{m_2}\} dV(u), \]
where \( m_1 = 1, m_2 = \alpha \) in case \( m = 0 \), and \( m_1 = m, m_2 = m + 1 \) in case \( m \geq 1 \).

This proves the first assertion and the inequality (11.3) in Proposition 11.3. For the second assertion, apply Proposition 11.1 and the formula (11.2) for the fractional integration by parts with the functions \( f(x) = e^{-(\varepsilon-it)x} (\varepsilon > 0) \) and use the second formula in (11.1) with \( \lambda = \varepsilon-it \) for the fractional derivatives of \( f \). Then we obtain
\[ \int_{0}^{+\infty} e^{-(\varepsilon-it)x} (D^\alpha_0 + g)(x) dx = (\varepsilon-it)^\alpha \int_{0}^{+\infty} e^{-(\varepsilon-it)x} g(x) dx. \]
Letting \( \varepsilon \to 0 \) and using the integrability of both \( g \) and \( D^\alpha_0 + g \) (due to (11.3)), we arrive in the limit at the required equality (11.4). Thus Proposition 11.3 is proved.

13. Binomial Decomposition of Convolutions

We shall now the probability densities \( \tilde{\rho}_n \) in Theorem 1.2. The next procedure is known; a related approach has been used, e.g., in [S-M], [I-L] to study the central limit theorem with respect to the total variation distance.

Let \( 0 < c < 1 \) be a prescribed number, \( m = [s] \), and \( n \geq m + 2 \).

Without loss of generality, one may assume that \( n_0 = 1 \), that is, \( S_1 = X_1 \) has a density, say, \( \rho \) which may or may not be bounded. For definiteness, assume it is (essentially) unbounded, so that the integral
\[ b = \int_{\{\rho(x) > M\}} \rho(x) dx \]
is positive for all \( M > 0 \). We choose \( M \) to be sufficiently large to satisfy, e.g., \( 0 < b < \frac{c}{2} \) which implies \( 2n^{m+1} b^{n-m-1} < c^n \), for all \( n \geq n_1 \) large enough.

Consider the decomposition
\[ \rho(x) = ap(x) + bq(x), \]
where \( a = 1 - b \), and \( p(x), q(x) \) are the normalized restrictions of \( \rho \) to the sets \( \{\rho(x) \leq M\} \) and \( \{\rho(x) > M\} \), respectively. Hence, for the convolutions we have a binomial decomposition
\[ \rho^{*n} = \sum_{k=0}^{n} C_n^k a^k b^{n-k} p^{*k} * q^{*(n-k)}. \]
Then split the above sum into the two parts to get \( \rho^{*n}(x) = p_n(x) + q_n(x) \), where
\[ p_n = \sum_{k=m+2}^{n} C_n^k a^k b^{n-k} p^{*k} * q^{*(n-k)}, \quad q_n = \sum_{k=0}^{m+1} C_n^k a^k b^{n-k} p^{*k} * q^{*(n-k)}. \]
Note that
\[ \beta_n \equiv \int_{-\infty}^{+\infty} q_n(x) \, dx = \sum_{k=0}^{m+1} C_{\beta_n}^k a^k b^{n-k} \leq n^{m+1} b^{n-m-1} < \frac{c^2}{2} \quad (n \geq n_1). \]

Finally define
\[ \tilde{\rho}_n(x) = \frac{\sqrt{n}}{1 - \beta_n} p_n(x \sqrt{n}), \quad \tilde{v}_n(t) = \int_{-\infty}^{+\infty} e^{ixt} \tilde{\rho}_n(x) \, dx. \]

Let us recall that \( \rho_n(x) = \sqrt{n} \rho^n(x \sqrt{n}) \) has the characteristic function \( v_n(t) = v(\frac{t}{\sqrt{n}})^n \), where \( v \) is the characteristic function of \( X_1 \). By construction, the densities \( \tilde{\rho}_n \) are bounded and provide a strong approximation for \( \rho_n \). Namely, we immediately obtain:

**Lemma 13.1.** For all \( n \geq n_1, \int_{-\infty}^{+\infty} |\tilde{\rho}_n(x) - \rho_n(x)| \, dx < c^n. \) In particular, for all \( t \in \mathbb{R} \),
\[ |\tilde{v}_n(t) - v_n(t)| < c^n. \]

A similar inequality also holds for the first \( m \) derivatives of \( \tilde{v}_n \) and \( v_n \) with \( n \) large enough.

The last assertion of the lemma needs a more detailed explanation which we postpone to the end of the section.

We will also need some integrability properties for \( \tilde{v}_n \) and their first \( m \) derivatives that are due to the boundedness of the probability density \( p(x) \) and the finiteness of the \( m \)-th absolute moment of \( X_1 \).

**Lemma 13.2.** Let \( E |X_1|^m < +\infty, \quad m \geq 2 \). There exist positive constants \( A \) and \( \sigma \), depending on \( X_1 \) and \( m \), such that, for all \( 0 \leq T \leq \sqrt{n} \),
\[ \int_{\{t \geq T\}} |\tilde{v}_n(t)| \, dt < A e^{-\sigma^2 T^2}. \]

A similar bound is also true for the first \( m \) derivatives of \( \tilde{v}_n \) (with arbitrary \( n \geq m + 2 \)).

**Proof.** Let \( \hat{p}, \hat{q} \) denote the Fourier transforms of \( p \) and \( q \), respectively. Then
\[ \tilde{v}_n(t) = \frac{1}{1 - \beta_n} \sum_{k=m+2}^{n} C_{\beta_n}^k a^k b^{n-k} \cdot \hat{p}(\frac{t}{\sqrt{n}})^k \cdot \hat{q}(\frac{t}{\sqrt{n}})^{n-k}. \]

By the Riemann-Lebesgue theorem,
\[ \sup_{|t| \geq 1} |\hat{p}(t)| < \gamma, \quad \sup_{|t| \geq 1} |\hat{q}(t)| < \gamma \quad (0 \leq \gamma < 1). \]

Hence, from (13.2), for all \( |t| \geq \sqrt{n} \),
\[ |\tilde{v}_n(t)| \leq \frac{\gamma^{n-2}}{1 - \beta_n} |\hat{p}(\frac{t}{\sqrt{n}})|^2 \sum_{k=m+2}^{n} C_{\beta_n}^k a^k b^{n-k} \leq \gamma^{n-2} |\hat{p}(\frac{t}{\sqrt{n}})|^2. \]

In addition, by the Plancherel theorem, and using \( p(x) \leq M/a \), we have
\[ \int_{-\infty}^{+\infty} |\hat{p}(\frac{t}{\sqrt{n}})|^2 \, dt = 2\pi \sqrt{n} \int_{-\infty}^{+\infty} p(x)^2 \, dx \leq \frac{2\pi M}{a} \sqrt{n}. \]
Therefore, integrating the inequality (13.4), we get
\[
\int_{|t| \geq \sqrt{n}} |\tilde{v}_n(t)| \, dt < \frac{2\pi M}{a} \gamma^{n-2} \sqrt{n}.
\] (13.6)

On the other hand, since both \( p \) and \( q \) represent the densities of probability distributions with finite second moments, their characteristic functions near zero satisfy
\[
|\hat{p}(t)| \leq e^{-\sigma^2 t^2}, \quad |\hat{q}(t)| \leq e^{-\sigma^2 t^2} \quad (|t| \leq 1)
\] (13.7)
with some constant \( \sigma > 0 \). Hence, for \(|t| \leq \sqrt{n}\), (13.2) gives the estimate |\( \tilde{v}_n(t) \) | \( \leq e^{-\sigma^2 t^2} \) and
\[
\int_{\{|T| \leq |t| \leq \sqrt{n}\}} |\tilde{v}_n(t)| \, dt \leq \int_{|t| \leq \sqrt{n}} e^{-\sigma^2 t^2} \, dt < \frac{1}{\sigma} e^{-\sigma^2 T^2}.
\]
Together with (13.6) the latter yields
\[
\int_{\{|T| \geq T\}} |\tilde{v}_n(t)| \, dt < \frac{1}{\sigma} e^{-\sigma^2 T^2} + \frac{2\pi M}{a} \gamma^{n-2} \sqrt{n}.
\]

Finally, since for the values \( 0 \leq T \leq \sqrt{n} \) one always has \( \gamma^{n-2} \sqrt{n} \leq A_1 e^{-\sigma^2 T^2} \) with some constants \( A_1 \) and \( \sigma_1 > 0 \), the desired bound (13.1) easily follows.

As for the derivatives, a bound of this type can be proved by similar arguments, so let us restrict ourselves to the basic case of the \( m \)-th derivative (needed for the proof of Theorem 1.2).

The condition \( \mathbb{E}|X_1|^m = \int |x|^m \rho(x) \, dx < +\infty \) implies a similar property for the densities \( p(x) \) and \( q(x) \). Hence, \( \hat{p}(t) \) and \( \hat{q}(t) \) have continuous derivatives up to order \( m \), bounded in absolute value by some common constant.

In view of (13.2), \( \tilde{v}_n^{(m)}(t) \) represents a linear combination of the terms
\[
\frac{d^m}{dt^m} \left[ \hat{p} \left( \frac{t}{\sqrt{n}} \right)^k \hat{q} \left( \frac{t}{\sqrt{n}} \right)^{n-k} \right] = \sum_{r=0}^{m} C_m^r \frac{d^r}{dt^r} \left[ \hat{p} \left( \frac{t}{\sqrt{n}} \right)^k \right] \frac{d^{m-r}}{dt^{m-r}} \left[ \hat{q} \left( \frac{t}{\sqrt{n}} \right)^{n-k} \right]
\] (13.8)
with integers \( m + 2 \leq k \leq n \). Given \( 0 \leq r \leq m \), by the chain rule (2.3), the \( r \)-th derivative of the function \( \hat{p} \left( \frac{t}{\sqrt{n}} \right)^k \) represents a linear combination of the terms
\[
n^{-r/2} \hat{p} \left( \frac{t}{\sqrt{n}} \right)^{k-(k_1+\cdots+k_r)} \hat{p}' \left( \frac{t}{\sqrt{n}} \right)^{k_1} \cdots \hat{p}^{(r)} \left( \frac{t}{\sqrt{n}} \right)^{k_r}
\] (13.9)
over all integer tuples \( (k_1, \ldots, k_r) \), such that \( k_1 + 2k_2 + \cdots + rk_r = r \) and \( k_1 + \cdots + k_r \leq k \) \( (k_j \geq 0) \). Moreover, the coefficients in that linear combination do not depend on \( n \), and the total number of such terms is bounded by a quantity that depends on \( m \), only.

Using \( k_1 + \cdots + k_r \leq r \leq m \) and the boundedness of the derivatives, the absolute value of the expression (13.9), as well as the sum of all such terms is bounded by \( |\hat{p} \left( \frac{t}{\sqrt{n}} \right)|^{k-m} \) up to a constant factor.

Similarly, the \( (m-r) \)-th derivative of the function \( \hat{q} \left( \frac{t}{\sqrt{n}} \right)^{n-k} \) represents a linear combination of the terms
\[
n^{-(m-r)/2} \hat{q} \left( \frac{t}{\sqrt{n}} \right)^{(n-k)-(k_1+\cdots+k_{m-r})} \hat{q}' \left( \frac{t}{\sqrt{n}} \right)^{k_1} \cdots \hat{q}^{(m-r)} \left( \frac{t}{\sqrt{n}} \right)^{k_{m-r}}
\] (13.10)
over all integer tuples \( (k_1, \ldots, k_{m-r}) \), such that \( k_1 + 2k_2 + \cdots + (m-r)k_{m-r} = m - r \) and \( k_1 + \cdots + k_{m-r} \leq n - k \) \( (k_j \geq 0) \). Again, the coefficients in the linear combination do not
having a bounded density. There exist constants $A_k$ only. Since $\sqrt{n} \leq \min(n-k, m-r) \leq \min(n-k, m)$, the absolute value of the expression (13.10), and the sum of all such terms is bounded by $|\hat{q}(\frac{t}{\sqrt{n}})|^{(n-k)-\min(n-k,m)}$ up to a constant factor.

Thus, (13.8) is bounded in absolute value by

$$C |\hat{p}(\frac{t}{\sqrt{n}})|^{k-m} |\hat{q}(\frac{t}{\sqrt{n}})|^{(n-k)-\min(n-k,m)}$$

(13.11)

with some constant $C$, depending on $X_1$ and $m$, only. It then follows from (13.2) that

$$|\bar{v}_n^{(m)}(t)| \leq \frac{C}{1 - \beta_n} \sum_{k=m+2}^{n} C_n^k a^k b^{n-k} |\hat{p}(\frac{t}{\sqrt{n}})|^{k-m} |\hat{q}(\frac{t}{\sqrt{n}})|^{(n-k)-\min(n-k,m)}.$$  

(13.12)

Now, like in the previous step, using (13.3), for all $|t| \geq \sqrt{n}$, we get

$$|\bar{v}_n^{(m)}(t)| \leq \frac{C}{1 - \beta_n} |\hat{p}(\frac{t}{\sqrt{n}})|^2 \sum_{k=m+2}^{n} C_n^k a^k b^{n-k} \gamma^{(n-m-2)-\min(n-k,m)}$$

$$\leq C \gamma^{n-2m-2} |\hat{p}(\frac{t}{\sqrt{n}})|^2.$$  

Integrating this inequality with the help of (13.5), we obtain that

$$\int_{|t| \geq \sqrt{n}} |\bar{v}_n^{(m)}(t)| \, dt < \frac{2\pi MC}{a} \gamma^{n-2m-2} \sqrt{n}.$$  

(13.13)

In addition, using (13.7), for $|t| \leq \sqrt{n}$, the product (13.11) is bounded by $Ce^{-\sigma^2 t^2}$, where

$$d = \frac{1}{n} \left( (n-m) - \min(n-k, m) \right) \geq \frac{1}{n} \left( (n-m) - \min(n - m - 2, m) \right).$$

If $n \geq 2m + 2$, then $d' = \frac{n-2m}{n} \geq \frac{m+1}{n+1}$. In the other case $m + 2 \leq n < 2m + 2$, we also have $d' \geq \frac{m+1}{n+1}$. Hence, (13.11) is bounded by $Ce^{-\sigma^2 t^2/(m+1)}$, and we derive from (13.12)

$$|\bar{v}_n^{(m)}(t)| \leq \frac{C}{1 - \beta_n} \sum_{k=m+2}^{n} C_n^k a^k b^{n-k} e^{-\sigma^2 t^2/(m+1)} \leq C e^{-\sigma^2 t^2/(m+1)}.$$  

It remains to integrate this inequality to get

$$\int_{|t| \leq \sqrt{n}} |\bar{v}_n^{(m)}(t)| \, dt < C \int_{|t| \leq \sqrt{n}} e^{-\sigma^2 t^2/(m+1)} \, dt < \frac{C\sqrt{m+1}}{\sigma} e^{-\sigma^2 T^2/(m+1)}.$$  

Together with (13.13), it yields the desired estimate (13.1). Thus Lemma 13.2 is proved.

**Remark 13.3.** If the density $\rho$ is bounded, the decomposition procedure is not needed, and then Lemma 13.2 should read as follows. Let $E|X|^m < +\infty$, $m \geq 2$, for a random variable having a bounded density. There exist constants $A$ and $\sigma > 0$, such that for all $n \geq 2$,

$$\int_{|t| \geq T} |v(\frac{t}{\sqrt{n}})|^n \, dt < Ae^{-\sigma^2 T^2}, \quad 0 \leq T \leq \sqrt{n},$$  

(13.14)
where \( v \) is the characteristic function of \( X \). A similar bound holds as well for the first \( m \) derivatives of \( v(\frac{t}{\sqrt{n}})^n \) with arbitrary \( n \geq m + 2 \).

**Proof of Lemma 13.1.** By the construction, for all \( n \geq n_1 \),

\[
\int_{-\infty}^{+\infty} |\tilde{\rho}_n(x) - \rho_n(x)| \, dx \leq 2\beta_n < c^n,
\]

so \( |\tilde{v}_n(t) - v_n(t)| < c^n \), as well. In order to extend this inequality to the derivatives, recall the representation (13.2) to write

\[
\tilde{v}_n(t) - v_n(t) = \frac{\beta_n}{1 - \beta_n} \Sigma_1 - \Sigma_2,
\]

where

\[
\Sigma_1 = \sum_{k=m+2}^{n} C_n^k a^k b^{n-k} \hat{p}(\frac{t}{\sqrt{n}})^k \hat{q}(\frac{t}{\sqrt{n}})^{n-k},
\]

\[
\Sigma_2 = \sum_{k=0}^{m+1} C_n^k a^k b^{n-k} \hat{p}(\frac{t}{\sqrt{n}})^k \hat{q}(\frac{t}{\sqrt{n}})^{n-k}.
\]

As before, we will only consider the case of the \( m \)-th derivative.

It has been shown in the proof of Lemma 13.2 that, given \( m + 2 \leq k \leq m \), the function \( \hat{p}(\frac{t}{\sqrt{n}})^k \hat{q}(\frac{t}{\sqrt{n}})^{n-k} \) has the \( m \)-th derivative, bounded in absolute value by the expression (13.11). So, it is bounded by a constant \( C \), depending on \( X_1 \) and \( m \), only. In the general case, including the values \( 0 \leq k \leq m + 1 \), (13.11) should be replaced with

\[
C \left| \hat{p}(\frac{t}{\sqrt{n}})^{\max(k-m,0)} \hat{q}(\frac{t}{\sqrt{n}})^{(n-k)-\min(n-k,m)} \right|,
\]

which is also bounded by \( C \). Therefore, from (13.15),

\[
|\tilde{v}_n^{(m)}(t) - v_n^{(m)}(t)| \leq \frac{C\beta_n}{1 - \beta_n} \sum_{k=m+2}^{n} C_n^k a^k b^{n-k} + C \sum_{k=0}^{m+1} C_n^k a^k b^{n-k}
\]

\[
= 2C\beta_n < c^n,
\]

where the last inequality holds true for all \( n \) starting with a certain \( n_1 \).

Thus, Lemma 13.1 is proved.

14. **Proof of Theorems 1.1 and 1.2**

We are prepared to make the last step in the proof of Theorems 1.1 and 1.2. Recall that \( s \geq 2 \), \( m = \lfloor s \rfloor \), and put \( \alpha = s - m \).

Let \( v(t) \) be the characteristic function of \( X_1 \) and \( v_n(t) = v(\frac{t}{\sqrt{n}})^n \) be the characteristic function of \( S_n \). We will assume that all \( S_n \) have densities \( \rho_n \) (since only minor modifications have to be done in the more general case, where \( S_n \) have densities for all \( n \) large enough).
If \( \rho_{n_0} \) and therefore all \( \rho_n \) with \( n \geq n_0 \) are (essentially) bounded for some \( n_0 \), then there is no need to use the binomial decomposition of the previous section, and we put \( \tilde{\rho}_n = \rho_n \). This case corresponds to Theorem 1.1. Otherwise, if \( \rho_n \) are unbounded for all \( n \geq 1 \), then the binomial decomposition is applied to \( \rho = \rho_1 \), and we obtain the modified densities \( \tilde{\rho}_n \) together with the associated characteristic functions \( \tilde{\nu}_n \), which we considered in the previous section. Thus, the requirement c) in Theorem 1.2 is met.

**The inversion formula.**

The characteristic functions \( \tilde{\nu}_n \) have continuous, bounded derivatives up to order \( m \), that are integrable according to the inequality (13.1) of Lemma 13.2, or (13.14) of Remark 13.3. Hence, by the inversion formula,

\[
(ix)^p \, \tilde{\rho}_n(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-itx} \, \tilde{\nu}^{(p)}_n(t) \, dt, \quad p = 0, 1, \ldots, m.
\]

By the construction, the approximating functions \( \varphi_m(x) = \varphi(x) + \sum_{k=1}^{m-2} q_k(x) \, n^{-k/2} \), which appear in the relation (1.3), have the integrable Fourier transform

\[
u_m(t) = e^{-t^2/2} \left( 1 + \sum_{k=1}^{m-2} P_k(it) \, n^{-k/2} \right).
\]

Consequently, for all \( p = 0, 1, \ldots, m \),

\[
(ix)^p \left( \tilde{\rho}_n(x) - \varphi_m(x) \right) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-itx} \left( \tilde{\nu}_n^{(p)}(t) - u_m^{(p)}(t) \right) \, dt. \tag{14.1}
\]

Our task is thus to give proper upper bounds on the absolute value of these integrals in the particular cases \( p = 0 \) and \( p = m \).

What is rather standard, one should split the integration into two regions. Given \( T_n \to +\infty \), \( 0 \leq T_n \leq \sqrt{n} \) (to be specified later on), let

\[
I_{n,p} = \int_{|t| \leq T_n} e^{-itx} \left( \tilde{\nu}_n^{(p)}(t) - u_m^{(p)}(t) \right) \, dt, \quad J_{n,p} = \int_{|t| \geq T_n} e^{-itx} \left( \tilde{\nu}_n^{(p)}(t) - u_m^{(p)}(t) \right) \, dt.
\]

It should be clear that

\[
\left| \int_{|t| \geq T_n} u_m^{(p)}(t) \, dt \right| \leq A e^{-\sigma^2 T_n^2}
\]

with some positive constants \( A \) and \( \sigma \), depending on \( m \). By Lemma 13.2 and Remark 13.3, we have a similar bound for \( \tilde{\nu}_n^{(p)}(t) \), whenever \( n \geq m + 2 \), so

\[
|J_{n,p}| \leq A e^{-\sigma^2 T_n^2}. \tag{14.2}
\]

**The integral \( I_{n,p} \).**

To treat this integral, we subtract and add \( u_m^{(p)}(t) \) inside the integrand and apply Lemma 13.1 (the second part). Then it gives (using \( T_n \leq \sqrt{n} \))

\[
|I_{n,p}| \leq |I'_{n,p}| + c^n \, \sqrt{n},
\]

where \( 0 < c < 1 \) is the prescribed parameter in Theorem 1.2, and

\[
I'_{n,p} = \int_{|t| \leq T_n} e^{-itx} \left( \nu_n^{(p)}(t) - u_m^{(p)}(t) \right) \, dt.
\]
Using (14.1)-(14.2), we obtain that, for all $x$,

$$
|x|^p |\tilde{\rho}_n(x) - \varphi_m(x)| \leq \frac{1}{2\pi} |I_{n,p}'| + A e^{-\sigma^2 T_n^2} + c^n \sqrt{n},
$$

(14.3)

up some positive constants $A$ and $\sigma$.

**Proof of (1.4) in case $|x| \geq 1$.**

Note that for $|x| \leq 1$, the relation (1.4) follows from (1.3). As for the values $|x| \geq 1$, only the value $p = m$ is of interest in (14.3).

The integral $I_{n,p}'$ can be treated with the help of Theorem 1.3. It gives that in the interval $|t| \leq c_1 n^{1/6}$ with some constant $0 < c_1 \leq 1$ we have

$$
\nu_n^{(p)}(t) - u_n^{(p)}(t) = n \frac{d^p}{dt^p} \left[ \left( v\left( \frac{t}{\sqrt{n}} \right) - e_m\left( \frac{t}{\sqrt{n}} \right) \right) e^{-t^2/2} \right] + r_n,
$$

where the remainder satisfies

$$
|r_n| \leq e^{-t^2/4} \left( \frac{C}{n^{(m-1)/2}} + \frac{\varepsilon_n}{n^{s-2}} \right).
$$

Here $C$, $c$ and $\varepsilon_n$ are some positive constants, such that $\varepsilon_n \to 0$, as $n \to \infty$. Hence, assuming that $T_n \leq c_1 n^{1/6}$ and noting that $e^{\sqrt{n}}$ will be absorbed by other remainder terms, we get that

$$
|x|^p |\tilde{\rho}_n(x) - \varphi_m(x)| \leq \frac{n}{2\pi} |I_{n,p}''| + A e^{-\sigma^2 T_n^2} + \frac{C}{n^{(m-1)/2}} + \frac{\varepsilon_n}{n^{s-2}},
$$

(14.4)

where

$$
I_{n,p}'' = \int_{|t| \leq T_n} e^{-itx} \frac{d^p}{dt^p} \left[ \left( v\left( \frac{t}{\sqrt{n}} \right) - e_m\left( \frac{t}{\sqrt{n}} \right) \right) e^{-t^2/2} \right] dt.
$$

(14.5)

Now, one can differentiate inside the last integral, which will lead to the terms, containing $e^{-t^2/2}$ up to polynomial factors (due to the property that $v$ has $m$ bounded derivatives). Hence, integration in (14.5) may be extended to the whole real line at the expense of an error not exceeding $Ce^{-T_n^2/4}$. Hence, (14.4) may be replaced with

$$
|x|^p |\tilde{\rho}_n(x) - \varphi_m(x)| \leq \frac{n}{2\pi} |I_{n,p}''| + A e^{-\sigma^2 T_n^2} + \frac{C}{n^{(m-1)/2}} + \frac{\varepsilon_n}{n^{s-2}},
$$

(14.6)

where

$$
I_{n,p}'' = \int_{-\infty}^{+\infty} e^{-itx} \frac{d^p}{dt^p} \left[ \left( v\left( \frac{t}{\sqrt{n}} \right) - e_m\left( \frac{t}{\sqrt{n}} \right) \right) e^{-t^2/2} \right] dt.
$$

Letting $p = m$ and $w(t) = v(t) - e_m(t)$, and performing differentiation, rewrite the above integral as

$$
I_{n,m}'' = \sum_{k=0}^{m} \frac{C_m}{nk/2} \int_{-\infty}^{+\infty} e^{-itx} w^{(k)}\left( \frac{t}{\sqrt{n}} \right) h_{m-k}(t) dt,
$$

(14.7)

where $h_{m-k}(t) = (e^{-t^2/2})^{(m-k)} = (-1)^{m-k} H_{m-k}(t) e^{-t^2/2}$.

Recall that $w(t) = \hat{V}(t)$ represents the Fourier transform of a finite signed measure, $V$, such that $\int_{-\infty}^{+\infty} |w|^{m+\alpha} |V|(du) < +\infty$ (where $|V|$ denotes the variation of $V$, treated as a positive finite measure). In addition, the first $m$ derivatives of $w$ are vanishing (cf. Section 7 and Proposition 7.4). Hence, $w^{(k)}(t) = \hat{V}_k(t)$ represents the Fourier transform of a finite signed
measure $V_k$, such that \( \int_{-\infty}^{+\infty} |u|^{(m-k)+\alpha} |V_k|(du) < +\infty \), and also the first \( m-k \) derivatives of \( w_k \) are vanishing. Therefore, we are in position to apply Proposition 11.4 to the functions \( \tilde{V}_k(t) \) in place of \( V \), \( h_{m-k} \) in place of \( h \), and with \( m-k \) in place of the parameter \( m \). Choosing \( z = 1/\sqrt{n} \), the inequalities (11.5) and (11.10) (cf. Remark 11.5) give

\[
\left| \int_{-\infty}^{+\infty} e^{-itx} w^{(k)} \left( \frac{t}{\sqrt{n}} \right) h_{m-k}(t) \, dt \right| \leq \frac{\varepsilon_n}{n^{(m-k+\alpha)/2}} (1 + |x|)^{-\alpha}
\]

with some sequence \( \varepsilon_n \to 0 \), as \( n \to \infty \). Applying this bound in (14.7), we obtain

\[
|I''_{n,m}| \leq \frac{\varepsilon_n}{n^{s/2}} (1 + |x|)^{-\alpha},
\]

and then (14.6) with \( p = m \) yields

\[
|x|^s \left| \tilde{\rho}_n(x) - \varphi_n(x) \right| \leq \frac{\varepsilon_n}{n^{(s-2)/2}} + |x|^\alpha \left( A e^{-\sigma^2 T_n^2} + \frac{C}{n^{(m-1)/2}} + \frac{\varepsilon_n}{n^{s-2}} \right). \tag{14.8}
\]

It remains to involve information about the possible growth of \( T_n \). But, as we have seen, one could choose \( T_n \) to be of order \( n^{-1/6} \) regardless of \( s \). With this choice (14.8) leads to the announced inequality (1.4) of Theorem 1.2.

**Proof of (1.3).**

Let us return to (14.3). The integral \( I'_{n,p} \) can also be estimated by virtue of Proposition 9.1 and Propositions 5.1–5.2 (cf. Corollary (9.2)). Namely, they give that

\[
v^{(p)}_n(t) - u^{(p)}_m(t) = o(n^{-(s-2)/2}) e^{-t^2/4}, \quad p = 0, 1, \ldots, m, \tag{14.9}
\]

uniformly over all \( t \) in the intervals \( |t| \leq T_n \), where \( T_n \) are of order \( n^{-1/6} \) in case \( s \geq 3 \) and of order \( n^{-(s-2)/(2s)} \) in case \( 2 < s < 3 \). If \( s = 2 \), we may only have \( T_n \to +\infty \). Clearly, in all cases \( I'_{n,p} = o(n^{-(s-2)/2}) \), and (14.3) yields

\[
|x|^p \left| \tilde{\rho}_n(x) - \varphi_m(x) \right| \leq o(n^{-(s-2)/2}) + A e^{-\sigma^2 T_n^2} \tag{14.10}
\]

It remains to apply this inequality with \( p = 0 \) and \( p = m \).

Theorems 1.1-1.2 are thus proved.

**Remark.** If \( E|X_1|^{m+1} < +\infty \), \( m \geq 2 \), but \( \varphi_m \) are constructed with the help of the same cumulants \( \gamma_3, \ldots, \gamma_m \) (like in the case \( m \leq s < m+1 \)), the relation (1.3) for both Theorem 1.1 and Theorem 1.2 may be sharpened. Indeed, by Proposition 9.1 (second part), (14.9) should be replaced with a stronger relation

\[
v^{(p)}_n(t) - u^{(p)}_m(t) = O(n^{-(m-1)/2}) e^{-t^2/4}, \quad p = 0, 1, \ldots, m,
\]

which holds uniformly in the intervals \( |t| \leq c_1 n^{1/6} \). Respectively, it provides a stronger variant of (14.10), namely,

\[
(1 + |x|^m) \left| \tilde{\rho}_n(x) - \varphi_m(x) \right| = O\left(n^{-(m-1)/2}\right).
\]
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