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Abstract

Hybridization effects play a crucial role in determining the electronic properties of hybrid inorganic/organic interfaces. To gain insight into these important interactions, we perform a first-principles study based on hybrid density-functional theory including spin-orbit coupling, focusing on eight representative systems formed by two carbon-conjugated molecules – pyrene and perylene – physisorbed on the transition-metal dichalcogenide monolayers (TMDCs) MoS\textsubscript{2}, MoSe\textsubscript{2}, WS\textsubscript{2}, and WSe\textsubscript{2}. By means of band unfolding techniques, we analyze the band structures of the considered materials, identifying the contributions of the individual constituents as well as the signatures of their hybridization. Based on symmetry and energetic arguments, we derive general conditions for electronic hybridization between conjugated molecules and underlying TMDCs even when the former do not lie planar on the latter, thus providing the key to predict how their mutual arrangement affects their electronic interactions.
I. INTRODUCTION

Hybrid interfaces formed by organic semiconductors deposited on inorganic substrates have received considerable attention in the last couple of decades: Combining light-absorbing molecules with inorganic crystals characterized by enhanced charge-carrier mobility is particularly promising in view of novel opto-electronic applications [1–6]. Since the first attempts at the beginning of this century to decorate oxide surfaces with light-harvesting molecules [7–9], countless hybrid materials and interfaces have been explored in order to identify optimal combinations for the desired targets [10–17]. In parallel, the rise of low-dimensional materials [18–20] has opened new horizons in this field. Among others, the unique electronic and optical properties discovered for transition metal dichalcogenide (TMDC) monolayers [20–23] have unveiled new perspectives to realize novel hybrid materials with unprecedented opto-electronic performance [24–45].

The electronic coupling between their constituents represents one of the crucial aspects ruling the characteristics of inorganic/organic interfaces. When molecules are physisorbed onto inorganic semiconducting substrates, chemical interactions are typically weak, especially if they do not induce charge transfer in the ground state [46, 47]. However, even in this scenario, the band structure of the hybrid system is rarely the mere superposition of the features of its building blocks [27, 48–50]. Very often, hybridization effects are large enough to generate new electronic states that are unique of the new structure, and that are responsible for the peculiar types of excitations emerging at hybrid inorganic/organic interfaces [51–56].

Ab initio studies have played a decisive role in understanding electronic interactions [31, 40, 57–61] and spectroscopic signatures [33, 62, 63] of hybrid materials. In particular, many-body perturbation theory methods applied on top of density-functional theory (DFT) are capable of providing a quantitative description of the electronic and optical proprieties of hybrid materials in excellent agreement with experiments [6, 62]. Unfortunately, these calculations are extremely expensive when performed on systems approaching 100 atoms in their unit cells. Employing DFT with range-separated hybrid functionals represents a reliable and yet numerically sustainable strategy to obtain an accurate description of the electronic structure of hybrid materials [40, 58, 64]. However, even with the reduced computational costs provided by this approach, the use of large supercells that is needed to simulate such
complex systems represents a serious limitation for the interpretation of the results, as the computed electronic bands are folded with respect to those obtained in the unit cell of the inorganic substrate \[65, 66\]. This inhibits an immediate, visual identification of the electronic states of the constituents as well as of hybridization signatures.

A way to overcome these limitations is offered by band unfolding techniques, which enable mapping band structures computed within supercells in the Brillouin zone of the reference system simulated in its primitive cell \[67\-73\]. These schemes have been successfully employed on top of first-principles calculations to decipher the electronic structure of several complex materials \[74\-78\]. Adopting them in the context of hybrid inorganic/organic interfaces is not only useful to obtain a more accessible representation of the band structures of these systems. Most importantly, band unfolding methods can be used to identify and rationalize the signatures of electronic interactions between organic and inorganic constituents.

In this paper, we present a detailed first-principles study, based on hybrid DFT, of the electronic properties of hybrid inorganic/organic interfaces formed by two representative polycyclic aromatic hydrocarbons (PAHs) physisorbed on the four monolayer TMDCs, MoS\(_2\), MoSe\(_2\), WS\(_2\), and WSe\(_2\) (see figures 1a-b). The considered molecules, pyrene and perylene, are of particular interest in the context of hybrid materials. The former is frequently adopted as an luminescent probe on several inorganic substrates \[79, 80\]; the latter and its derivatives have been extensively used in hybrid interfaces \[81\-83\] as they absorb visible radiation. In order to achieve a rigorous description of the band structures of the considered systems, spin-orbit coupling (SOC) effects, which are known to be crucial in the above-mentioned TMDCs, are explicitly accounted for. By applying appropriate band unfolding techniques, developed in an in-house implemented post-processing script, we identify the electronic contributions of the individual constituents as well as the signatures of their hybridization. In this analysis, we discuss the role of the metal and of the chalcogen atoms in the electronic structure of the TMDCs, and highlight how the planar anisotropy of the physisorbed molecules affects their interactions with the substrate. We finally derive conditions for electronic hybridization between conjugated molecules and underlying TMDCs even when the former do not lie planar on the latter.
FIG. 1. Top view of a) pyrene adsorbed on WS$_2$ and b) perylene adsorbed on MoSe$_2$. W atoms are depicted in blue, Mo atoms in turquoise, S atoms in yellow, Se ones in orange, C atoms in grey, and H in white. c) Relationship between the reciprocal lattices of a 2D hexagonal Bravais lattice described in the primitive cell (r, black points) and in a 4×4 supercell (R, grey points). The arrows denote the primitive reciprocal lattice vectors of the primitive cell. d) Brillouin zone of the considered hexagonal systems with two inequivalent paths highlighted in color. Note that $Q$ and $Q^*$ are not high-symmetry points but are included in panel d) to mark the position of the local conduction band minimum in the band structures of the TMDCs. The dashed lines in panels a), b), and d) indicate the direction of the long molecular axis.

II. METHODOLOGY

A. Theoretical Background

The electronic properties of the systems considered in this work are calculated using DFT [84] in the Kohn-Sham (KS) scheme [85]. This implies self-consistently solving the KS equation,

$$\left(\frac{p^2}{2m} + V_{KS}\right) |n\mathbf{k}\rangle = E_n(\mathbf{k}) |n\mathbf{k}\rangle,$$

for Bloch states $|n\mathbf{k}\rangle$ with band index $n$, wave vector $\mathbf{k}$, and energy $E_n(\mathbf{k})$. In equation (1), $m$ is the electron mass, $p$ is the single-particle momentum operator, and $V_{KS} = V_{ext} + V_H + V_{xc}$ is the KS potential, which contains the nuclear (pseudo)potential ($V_{ext}$), the Hartree potential ($V_H$), and the exchange-correlation term ($V_{xc}$), the exact form of which is not known and thus requires approximations. The solution of equation (1) also gives us access to the total energy of the system, $E_{tot}$, which can be used to determine molecular adsorption energies, $E_{ads}$. In the context of the investigated hybrid interfaces constituted by a TMDC monolayer
and a PAH, this is achieved by computing

$$E_{ads} = E_{tot}^{(PAH+TMDC)} - E_{tot}^{(PAH)} - E_{tot}^{(TMDC)},$$  \hspace{1cm} (2)$$

where $E_{tot}^{(PAH+TMDC)}$ is evaluated for the hybrid system in its relaxed geometry, and $E_{tot}^{(PAH)}$ and $E_{tot}^{(TMDC)}$ are calculated in the same simulation cell as the hybrid system after the removal of the TMDC and of the PAH atoms, respectively, without performing any additional structural optimization.

The analysis of the electronic structure computed from DFT is conducted using unfolding techniques, i.e., by mapping Bloch-vector-dependent quantities defined in the supercell (SC) calculations into the primitive cell (PC). This transformation can be performed even if the PC translational invariance is broken in the SC, e.g., by a lattice impurity or an adsorbed molecule. Using the band energies $E = E_n(K)$, with band index $n$ and SC wave vector $K$, we define the spectral function as [73]

$$W(k, E) = \sum_n W_n(k) \delta(E - E_n(K))$$  \hspace{1cm} (3)$$

with

$$W_n(k) = W_n(K + G_0) = \sum_{\sigma=\uparrow,\downarrow} \sum_{g \in r} |c_{n\sigma,K}(G_0 + g)|^2,$$  \hspace{1cm} (4)$$

where $k$ is the wave vector in the Brillouin zone (BZ) of the PC, which is folded into $K$ by means the SC reciprocal lattice vector $G_0$, such that $k = K + G_0$. The sum over $g$ encompasses the PC reciprocal lattice ($r$), which is a subset of the SC one ($R$) (Fig. 1c). The coefficients being thus selectively summed originate from the plane-wave representation of the spinor $|nK\rangle$ associated with the band index $n$ and the SC $k$-point $K$:

$$|nK\rangle = \sum_{\sigma=\uparrow,\downarrow} \left( \sum_{G \in R} c_{n\sigma,K}(G)|K + G\rangle \right) \otimes |\sigma\rangle,$$  \hspace{1cm} (5)$$

where $\langle r|G\rangle = \Omega^{-3/2} e^{iG \cdot r}$ is the plane wave with wave vector $G$ normalized to the volume $\Omega$ of the SC, and $|\sigma\rangle = |\uparrow\rangle$ or $|\downarrow\rangle$ represent spin-up and spin-down channels, which are mixed through SOC.

For SCs without perturbations breaking the PC translation symmetry, $W_n(k) \in \{0, 1\}$, and $W(k, E)$ reduces to the band structure of the PC. In the presence of impurities breaking the PC lattice-translational invariance, $W_n(K)$ can assume values between 0 and 1, giving
an indication about the degree of Bloch character of the band. Values close to 1 show that the corresponding wave function has plane-wave character (modulo PC-periodic functions), whereas low values, thinly spread throughout the BZ, indicate that the state must be represented by a superposition of many plane waves. This could be for example the case of localized defect states, but not necessarily of molecular orbitals. Indeed, some of them can come quite close to plane waves, as we will see in the following. Although not relevant for the purpose of the present analysis, we note in passing the analogy between mapping the molecular orbitals in the Brillouin zone of the substrate and analyzing exciton contributions in reciprocal-space [48, 86].

The ionization potential of the building blocks of the hybrid system is of chief importance in the context of heterostructures, as it is a key factor determining the mutual level alignment of their components. While this is generally not an easily accessible quantity after imposing periodic boundary conditions, it can be estimated here as

$$\text{IP} = \lim_{z \to \infty} [V_{\text{ext}}(r) + V_{\text{H}}(r)] - E_{\text{VBM}}(k_{\text{VBM}}),$$  \hspace{1cm} (6)

since in all considered cases there is at least one dimension, marked as $z$ in equation [6], along which the system is non periodic. Inspection of the electrostatic potential ($V_{\text{ext}} + V_{\text{H}}$) along $z$ shows that it converges rapidly in the vacuum layer separating replicas, such that the vacuum level, which is the asymptotic value in equation (6), can be well approximated by the electrostatic potential assumed halfway between periodic replicas along $z$.

B. Computational Details

DFT calculations are performed with the Quantum Espresso suite [87, 88], version 6.7. The wave-function cutoff is set to 30 Ry and 40 Ry for Mo- and W-containing systems, respectively, while the cutoff for the density is four times as high. The \( c \) parameter of the hexagonal lattice is set to 20 \( \text{Å} \), providing a sufficient amount of vacuum to decouple periodic replicas along the $z$ direction. Geometries are optimized using the Perdew-Burke-Ernzerhof (PBE) approximation [89] for \( V_{\text{xc}} \), together with norm-conserving, scalar-relativistic SG15 pseudopotentials [90] for \( V_{\text{ext}} \); the pairwise Tkatschenko-Scheffler (TS) scheme [91] is applied to account for van der Waals interactions. Band structures are computed with the Heyd-Scuseria-Ernzerhof (HSE06) functional [92] in conjunction with fully-relativistic versions of
the SG15 pseudopotentials [93] including SOC. Band structures computed in the PC are interpolated with the Wannier90 code [94]; the character of the electronic states is determined by projection of the corresponding wave functions onto the Wannier functions [95] localized at the chalcogen atoms. In the SC, we instead add the \( \mathbf{k} \)-points along the desired path with zero weight to the mesh of the self-consistent calculation, thus gaining direct access to the plane-wave representations of the wave functions needed for unfolding. In the PC calculations, we use a \( 8 \times 8 \times 1 \) \( \mathbf{k} \)-mesh to sample the BZ and a \( 4 \times 4 \times 1 \) \( \mathbf{q} \)-mesh for the evaluation of the Fock exchange; in the SC ones, corresponding \( 2 \times 2 \times 1 \) and \( 1 \times 1 \times 1 \) grids are employed, respectively. For molecule-only calculations in the SC of the hybrid system, we use PBE employing a \( 8 \times 8 \times 1 \) \( \mathbf{k} \)-mesh in the non-self-consistent calculation, which allows us to map the orbitals to the whole BZ with satisfactory resolution. We deem PBE to be sufficient in this context, as we are mainly interested in the character of the orbitals, which is insensitive to the choice of the exchange-correlation potential.

III. RESULTS AND DISCUSSION

A. Structural properties of the hybrid systems

The initial geometry of the hybrid systems is constructed by expanding the optimized PC of the considered TMDC monolayers into a \( 4 \times 4 \) SC and placing the molecule above the transition-metal layer at a distance of 1.4 times the in-plane lattice constant of the TMDC. The long molecular axis is aligned with the long diagonal of the hexagonal SC, maximizing the distance between molecular replicas in neighboring cells (see figure 1a-b). This symmetric alignment is maintained throughout the structural optimization. Monolayer TMDCs have \( D_{3h} \) symmetry; neighboring high-symmetry points K and K′ as well as M and M′ along the boundary of the hexagonal Brillouin zone are inequivalent. However, as a consequence of the 3-fold rotation axis and time-reversal symmetry, the energy dispersion along the \( \Gamma-M-K-\Gamma \) and \( \Gamma-M'-K'-\Gamma \) paths is identical, although there are differences in the spin structure [96, 97]. For our purposes, we can neglect these details and represent the band structures of the TMDCs as if the systems had hexagonal \( D_{6h} \) symmetry in reciprocal space. However, belonging to the \( D_{2h} \) point group, the adsorbed molecule lowers this symmetry, giving rise to different energy dispersions along the directions of the long and short molecular
axis. We refer to corresponding $k$-paths as $\Gamma$-M-K-$\Gamma$ (along long axis) and $\Gamma$-M*-K*-K (along short axis, see figure 1d). We emphasize that K* and M* do not coincide with the previously mentioned K’ and M’. To gain a full understanding of the band structure of the hybrid system, both paths should be considered. In this work, we mainly focus on the dispersion along the $\Gamma$-M-K-$\Gamma$ path, but dedicate Section III E to exploring and rationalizing the differences emerging for the two paths in two selected systems.

TABLE I. Primitive-cell lattice constants $a$, transition metal-chalcogen bond length $l$, distance between the chalcogen layers ($2z$), TMDC-molecule separation $d$, and molecular adsorption energies $E_{ads}$, calculated at the PBE+TS theory level.

|            | MoS$_2$ | MoSe$_2$ | WS$_2$ | WSe$_2$ |
|------------|---------|----------|--------|---------|
| $a$ (Å)    | 3.18    | 3.32     | 3.19   | 3.32    |
| $l$ (Å)    | 2.42    | 2.55     | 2.41   | 2.54    |
| $2z$ (Å)   | 3.13    | 3.33     | 3.12   | 3.33    |
| $d^{(Py)}$ (Å) | 3.30 | 3.42     | 3.34   | 3.40    |
| $d^{(Pe)}$ (Å) | 3.36 | 3.48     | 3.33   | 3.52    |
| $E_{ads}^{(Py)}$ (eV) | -1.48  | -1.39    | -1.42  | -1.65   |
| $E_{ads}^{(Pe)}$ (eV) | -1.71  | -1.62    | -1.37  | -1.58   |

Among the four TMDCs, the diselenides have larger lattice constants than the disulfides, as known from previous experimental and $ab$ initio studies [98, 99], while the transition-metal species barely affect these values (see table I). The same is true for the bond lengths between the transition-metal and the chalcogen atoms, as well as for the distances between the chalcogen layers within the TMDC. The presence of adsorbed PAHs affects these values by less than 0.01 Å. The C-C bond lengths in the PAHs (1.40 ± 0.03 Å) are incompatible with those in the TMDC, making the conjugated network incommensurate with respect to the underlying TMDC lattice. For this reason, the adsorption configuration of the PAH is arbitrary. The distances between the absorbed molecules and the TMDCs range from 3.3 Å to 3.5 Å. These values are close to the interlayer separation of corresponding TMDC-graphene heterostructures [100, 101]. In general, such distances are larger for the Se-containing hybrid systems than for the S-based ones, due to the larger size of the Se atoms.

Inspecting the adsorption energies (table I), we find values between -1.4 eV and -1.7 eV,
but no clear correlation with the atomic masses of the TMDC-constituting elements nor with the size of the PAHs. This is the first hint at the presence of interface-specific and non-trivial interactions between the organic and inorganic components, going beyond the common picture of a system held together purely by van der Waals forces.

**B. Electronic properties**

In the next step of our analysis, we investigate the electronic properties of the hybrid systems described in Section III A. To set the stage, we first inspect the band structures of the isolated monolayer TMDCs computed in their unit cells (Section III B 1) and then move on considering the effects of pyrene (Section III B 2) and perylene adsorption (Section III B 3)

1. **Monolayer TMDCs**

We first review the electronic band structure of the four considered TMDC monolayers, focusing in particular on the character of the electronic states (see figure 2). Computed band gaps and band dispersions are in good agreement with previous results obtained at analogous level of theory [102–104]. In all systems, the fundamental gap is direct and located at the high-symmetry point K, with the corresponding values ranging from 1.6 eV to 2.1 eV, inversely related to the atomic masses of the involved species (see table II). The ionization potential is strongly influenced by the chalcogen species, with diselenides having values 0.75 eV smaller than their disulfide relatives. Thus, the bands of the former are shifted up in energy, such that heterojunctions between disulfides and diselenides tend to exhibit a staggered (type-II) level alignment [102]. This shift is somewhat smaller for the conduction bands than for the valence bands, resulting in smaller bandgaps for the diselenides.

Apart from these overall shifts, the chalcogen species affects also the energetic dispersion. This is evident upon comparison of the valence bands, but to lesser extent also in the conduction bands, which appear vertically compressed in the diselenide monolayers. This results in a smaller conduction bandwidth, which we define as the difference of the highest and the lowest energies within the first manifold of conduction bands. The opposite is true when replacing Mo with W, which instead increases this value. Furthermore, the transition-metal species affects the size of the indirect gap between K and Q, as the local
conduction band minimum at Q is subject to a stronger spin-orbit split in the W-containing monolayers compared to the Mo-based ones. We note that in WSe$_2$, the local conduction band minimum (CBm) at Q is almost degenerate with the global CBm at K. In fact, experimental results \cite{105, 106} as well as many-body perturbation theory studies \cite{104} suggest that WSe$_2$ actually has an indirect bandgap. Generally, however, the effects of SOC in the W monolayers are most evident around K, where corresponding fingerprints are easily identified in higher conduction bands upon comparison to the Mo-containing counterparts, while the CBm is always unaffected. The highest valence bands in the W-based monolayers are parted by up to 0.6 eV due to SOC and thus significantly more than in the Mo-containing TMDCs, which is the root of the smaller bandgaps of the W-based siblings.

TABLE II. Ionization potentials (IP), direct (K → K) and indirect (K → Q) energy gaps $E_g$, and the conduction bandwidth $\Delta E_c$, calculated at the HSE06+SOC theory level. All values are in eV.

|          | MoS$_2$ | MoSe$_2$ | WS$_2$ | WSe$_2$ |
|----------|---------|----------|--------|---------|
| IP       | 6.29    | 5.54     | 5.95   | 5.20    |
| $E_g^{(K\rightarrow K)}$ | 2.06    | 1.73     | 1.90   | 1.57    |
| $E_g^{(K\rightarrow Q)}$ | 2.39    | 1.96     | 2.17   | 1.71    |
| $\Delta E_c$ | 3.81    | 3.40     | 4.43   | 3.96    |

The character of the electronic bands is expected to play a key role in the interactions with adsorbed molecules, as it is correlated to the localization of the wave functions within the TMDC. Due to the structural characteristics of the monolayers, states dominated by atomic orbitals of the chalcogen species are situated on the two outer atomic layers of the TMDC, while those with transition-metal character lie inside and moreover are strongly confined to the nuclei, since they correspond to $d$ electrons. Hence, wave functions localized on the chalcogen atoms will more likely interact with the orbitals of the adsorbed molecule due to the enhanced overlap. This also implies that the interaction between the organic and inorganic parts are unlikely to be ruled by strong correlations typically associated with $d$ or $f$ electrons. We note in passing that, likewise, phenomena like surface reconstruction, which lead to reduced coordination at the surface, can be excluded from this discussion: in TMDCs, they appear at very high temperatures \cite{107} when, however, molecules would desorb from the substrate. Regarding the molecular part, only $\pi$ orbitals can be expected to
have significant overlap with TMDC wave functions. As shown in figure 2, the two highest valence bands of the TMDCs bear a predominant transition-metal $d$ character; only around the high-symmetry point M, some admixture of chalcogen $p$ states are visible. The valence states directly underneath, on the other hand, are mainly constituted by chalcogen $p$ states. The lowest conduction bands are dominated by transition-metal states around K; all eight lowest conduction bands are proportionally mixed at $\Gamma$.

FIG. 2. Band structure of the the four TDMCs in their unit cells, calculated with HSE06 and plotted with Wannier interpolation. The color code indicates the degree of chalcogen character of the bands, which is calculated by projection onto the Wannier functions centered on the corresponding atoms. Energies are expressed with respect to the vacuum level ($E_{\text{vac}}$), calculated from the electrostatic potential.
2. Pyrene.

We start the analysis of the electronic structure of the hybrid systems considering pyrene (Py) as an adsorbant. Physisorbed on MoS$_2$, this molecule gives rise to a heterostructure with type-II level alignment, with the highest-occupied molecular orbital (HOMO) being $\sim$0.5 eV above the valence band maximum (VBM) of the TMDC, and localized around the high-symmetry point K (see figure 3a). Conversely, the HOMO-1, found at approximately -1.7 eV, is evidently hybridized with the MoS$_2$ bands halfway between M and K. Considering even deeper molecular states, we find strong interactions with TMDC bands close to -3.8 eV in the vicinity of M, while the lowest, $\Gamma$-centered orbitals do not exhibit signatures of hybridization with the substrate. In the conduction region, we see that both the lowest unoccupied molecular orbital (LUMO) around +2.5 eV as well as the LUMO+1 at +3.4 eV couple with the TMDC bands at K and M, respectively.

When Py is adsorbed onto MoSe$_2$ (see figure 3b), the resulting hybrid system exhibits a type-I level alignment, which is a consequence of the decreased ionization potential in the MoSe$_2$ monolayer compared to its disulfide counterpart (table II). Although in this electronic configuration the HOMO of Py is found inside the valence region of the TMDC, there is no interaction with these states. This result can be understood considering the prevailing transition-metal character of the TMDC bands around K (see figure 2), as well as to the comparatively low spectral weight of the HOMO (figure 3b). The increased chalcogen contribution at M enables instead the hybridization between the HOMO-1 and the bands of MoSe$_2$ at -2 eV. Contrary to these differences regarding the valence region, the conduction bands of Py@MoSe$_2$ look remarkably similar to those of Py@MoS$_2$: In both cases, the LUMO interacts with TMDC conduction bands around K, and the LUMO+1 shows signs of hybridization in the vicinity of M. As mentioned before, the lower ionization potential in the diselenide corresponds to an upshift of the bands. However, this effect is compensated in the conduction band by the smaller bandgap and bandwidth, resulting in almost identical level alignments and hybridization effects in the conduction region of Py@MoS$_2$ and Py@MoSe$_2$.

Considering now Py adsorbed on the W-based TMDCs, differences arise mainly as a consequence of the stronger SOC in the substrate, as well as of the increased conduction bandwidth (see figure 3c-d). In Py@WS$_2$, the energetic distance between the HOMO and the VBM is reduced when compared to Py@MoS$_2$, which is a result of the larger VBM
FIG. 3. Unfolded band structures of pyrene adsorbed on a) MoS$_2$, b) MoSe$_2$, c) WS$_2$, and d) WSe$_2$, computed with HSE06 and spin-orbit coupling. The energy scales are shifted with respect to the calculated Fermi energy ($E_F$).

split in WS$_2$. Similar to Py@MoS$_2$, there is hybridization between the HOMO-1 of Py and the highest valence bands of WS$_2$ in the region between M and K. However, while in the former system both spin-split bands partake in these interactions, mainly the upper one in WS$_2$ is involved, since the lower one overlaps less with the orbital. The strong interaction with the upper band results in a smooth transition from the HOMO-1 of Py at M into the upper valence band towards K, possibly constituting an efficient pathway for charge carrier exchange between the TMDC and the PAH. Deeper in the valence region, the
picture is fairly similar to Py@MoS₂, as spin-orbit splits are less dramatic. The conduction bands, on the other hand, look quite different. Especially in the region between 2 eV and 3.5 eV, hybridization effects with the unoccupied orbitals of Py are no longer as salient as in the Mo-containing hybrid systems. The alignment of bands and orbitals is different due to the vertical stretch of the conduction bands in the W-featuring monolayer, reflected in its higher bandwidth (table II). Py@WSe₂ follows similar trends: The valence region is qualitatively similar to that of Py@MoSe₂, as the larger SOC in the former does not influence the level alignment; the conduction bands resemble those of Py@WS₂, as the lower ionization potential of WSe₂ is compensated by bandgap and bandwidth reductions.

3. Perylene.

The energy levels of the second considered adsorbant molecule, perylene (Pe), align quite differently with the TMDC ones when compared to those of Py. We find the HOMO of Pe much higher in the energy gap of MoS₂ (figure 4a), resulting in a clear type-II level alignment. No molecular levels unfold close to the VBM, but a mixture thereof appears around -2.5 eV. At this energy, signs of hybridization are evident in the vicinity of M, where the bands of MoS₂ carry notable chalcogen character (see figure 2). In the conduction region, only bands well above the CBm are affected. Moreover, no virtual molecular orbitals unfold close to TMDC states at the high-symmetry point K. An overall very similar picture is seen also in Pe@WS₂ (figure 4c).

Moving on to the hybrid systems with diselenide substrates, we find for Pe@MoSe₂ the only type-II alignment among the Se-featuring hybrid systems (figure 4b). Interactions between lower-lying states are present at -2.7 eV close to M, but they are fairly weak despite the high Se contribution to the TMDC band at that energy. This is likely a consequence of the significant slope of the band, such that the electronic states overlap only within a very limited k-region. In Pe@WSe₂, there are actually some interactions close to the VBM, in spite of the comparatively low chalcogen character of the TMDC band, giving rise to an avoided crossing. We explain the presence of these interactions in this system and their absence in the similarly aligned Py@MoSe₂ (see figure 3b) by the slightly higher chalcogen character at the VBM in WSe₂ compared to MoSe₂, as well as by the more concentrated spectral weight of the HOMO of Pe with respect to the one of Py.
FIG. 4. Unfolded band structure of perylene adsorbed on a) MoS$_2$, b) MoSe$_2$, c) WS$_2$, and d) WSe$_2$, computed with HSE06 and spin-orbit coupling. The energy scales are shifted with respect to the Fermi energy ($E_F$), placed mid-gap.

C. Patterns.

From the previous analysis, we can derive three conditions that have to be met for hybridization between molecular orbitals and TMDC bands to occur:

1. the energies of the PAH orbital and the TMDC wave function have to be similar;

2. the nodal structure of the PAH orbital has to be compatible with the plane-wave part of the TMDC wave function: this corresponds to their $k$-points matching in the...
unfolded band structure;

3. the TMDC wave function must have a significant chalcogen contribution, and the PAH orbital must have $\pi$ character with a locally high spectral weight.

Point (i) can be rationalized in terms of perturbation theory, which shows that the degree of mixture of states caused by their interaction is inversely proportional to their energy difference. Regarding points (ii) and (iii), we note that chemical interactions occur if there is wave function overlap \[ \int \psi_{\text{PAH}}^*(\mathbf{r})\psi_{\text{TMDC}}(\mathbf{r}), \] which, in turn, requires significant probability density overlap,

\[ \int |\psi_{\text{PAH}}(\mathbf{r})|^2 |\psi_{\text{TMDC}}(\mathbf{r})|^2, \]

as well as non-orthogonality between $\psi_{\text{PAH}}$ and $\psi_{\text{TMDC}}$. This implies an at least partial match in the phases of these wave functions, thus enabling constructive interference. These two requirements are met when points (iii) and (ii) are fulfilled, respectively.

As a consequence of the proposed conditions, no strong hybridization can be expected to occur at the VBM and at the CBm of the TMDC, as the corresponding bands bear mainly transition-metal character (see figure 2). Yet, the remaining chalcogen fraction might lead to weak mixing when the weight of the molecular orbital is strongly concentrated at K, as is the case for Pe@WSe$_2$ (see figure 4d). As far as we can extrapolate from the examined hybrid systems including Py and Pe, most of the interactions between the PAH orbitals and the highest valence bands of the TMDCs occur close to M, where the latter have pronounced chalcogen character and where many orbitals tend to unfold to. The chalcogen species in the TMDC controls the level alignment and thus the interactions with the physisorbed molecule in the valence region by setting the ionization potential of the inorganic monolayer; the conduction bands are less affected due to counteracting bandgap and bandwidth reductions. The opposite is true for the transition-metal type, which determines the conduction bandwidth and thus corresponding level alignments, but barely affects the valence bands. Overall, the varying size of SOC-related splits in both valence and conduction regions can in some cases give rise to slightly different interaction patterns in Mo- and W-based systems (e.g. hybridization in the highest valence band of Py@WS$_2$ compared to Py@MoS$_2$, see figure 3a and c).
The role of the Brillouin zone path

As mentioned above in Section III A, the considered hybrid systems are characterized by two \( k \)-paths with different energy dispersions. This anisotropy strongly depends on the nature of the orbital in question. A large difference can be observed in the case of the HOMO-1 of Py. As extensively discussed in Section III B 2, this orbital hybridizes with MoS\(_2\) bands between M and K (see left panel figure 5a). However, along the \( \Gamma-M^*-K^*-\Gamma \) path, the HOMO-1 is only faintly visible and the MoS\(_2\) bands are unaffected (right panel). Also the HOMO and HOMO-2 appear quite different along the two paths.

FIG. 5. Cuts of the unfolded band structures of a) pyrene@MoS\(_2\) and b) perylene@MoS\(_2\) along the \( \Gamma-M-K-\Gamma \) (blue inset) and \( \Gamma-M^*-K^*-\Gamma \) (red inset) paths. The dotted lines in the insets indicate the direction of the respective long molecular axis.

For Pe, such anisotropies seem less pronounced, as there is strong mixing along both paths (figure 5b). However, it is clear that there are substantial differences in the details: Along the \( \Gamma-M-K-\Gamma \) path, a molecular orbital induces a clean split of the highest valence band (left panel), whereas along the \( \Gamma-M^*-K^*-\Gamma \) path, the band structure is strongly distorted slightly higher in energy. In any case, the perturbing influence of the orbitals on the TMDC bands is remarkable. This is partly a consequence of the non-negligible chalcogen character of the highest valence band close to M. However, it also comes down to the specific electronic structure of the molecular orbitals at play, as analyzed in Section III F below.
F. Molecular orbitals

In order to rationalize how the character of the molecular orbitals affects their hybridization with TMDC bands, we map the orbitals of the isolated molecules into the TMDC unit cells. To do so, the molecule is placed in a hexagonal unit cell with a lattice constant that is a multiple of the lattice constant of the primitive cell of a TMDC. In the following, we consider Py and Pe in a $4 \times 4$ MoS$_2$ SC. The orbital energies do not change across the BZ as there are negligible interactions between the replicas. Thus, we can consider the state-specific $W_n(k)$ instead of the whole $W(k, E)$ (compare equations 3 and 4), with $n$ being the orbital index, and plot $W_n(k)$ as a function of $k_x$ and $k_y$ across the whole BZ.

![Molecular orbitals](image)

**FIG. 6.** Molecular orbitals of pyrene represented in real space (upper panels), and unfolded to the MoS$_2$ unit cell (lower panels). The spectral weights, indicated according to the color bar on the right, are multiplied by a factor of 2 to make them comparable to the unfolded band structures in Fig.s 3 to 5, where the presence of degenerate spin-up and spin-down orbitals doubles the values.

The spectral weight of all considered orbitals for Py, ranging from the HOMO-2 to the LUMO+2 (see figure 6), is localized at the zone edges. The orbitals can be grouped into two main classes. The first one, encompassing the HOMO-2, the LUMO, and the LUMO+2, is characterized by states that are fairly delocalized over the edge of the BZ, such that spectral weights are rather low (maximum $\sim$20%). This implies that either the orbitals lack any plane-wave character, or the orientation of the molecule prohibits a stronger $\mathbf{k}$-localization. The latter possibility will be addressed towards the end of this section. The other three orbitals, *i.e.*, the HOMO-1, the HOMO, and the LUMO+1, show instead distinct areas of weight accumulation. Among them, we highlight the HOMO-1 and LUMO+1, whose weights are concentrated at one single point in the BZ. These orbitals are characterized by
the absence of nodal planes along the short molecular axis. As such, they are most similar to actual Bloch states. Due to the high local values of $W_n$ (~50%), these orbitals are prone to interact with the TMDCs. Indeed, both the HOMO-1 and the LUMO+1 of Py show signs of hybridization with all four considered substrates (figure 3). However, interactions occur only along one direction, explaining the strong path dependence of the unfolded band structure (figure 5a).

In order to rationalize the coupling signatures seen in figure 5b), we focus on the five highest occupied molecular orbitals of Pe (figure 7). The HOMO is situated either right below the VBM (for WSe$_2$), or within the energy gap (for the other three TMDCs), and has spectral weight at K similar to the one of the HOMO of Py. Interactions with the valence bands of the monolayers occur mainly via the next four occupied non-frontier orbitals in the vicinity of the high-symmetry points M and M$^*$. The energies of these orbitals lie within a range of 200 meV. With the help of the BZ-mapped orbitals, we conclude that the split of the highest occupied TMDC band along the Γ-M-K-Γ path and the distortion of the bands in the hybrid system along Γ-M$^*$-K$^*$-Γ can be traced back to the HOMO-3 and HOMO-1, respectively, as they have strong weight accumulations at M (HOMO-3) and M$^*$ (HOMO-1).

FIG. 7. Highest occupied molecular orbitals of perylene: real-space representation (top) and Bloch transformation (bottom), according to the color scale for the spectral weights reported on the right. The line between the HOMO and the HOMO-1 emphasizes the energetic proximity of the four lower levels.

We note that the distribution of spectral weight in the BZ is not an intrinsic property of the orbital, but also depends on the underlying substrate through its lattice constant as well as via the orientation of the molecule with respect to it. Contrary to a normal, continuous
Fourier transform, $W_n(k)$ is periodic in reciprocal space; the former yields the momentum representation of the orbital, whereas the latter can be considered a crystal momentum distribution in a scenario in which the environment (the TMDC, in this case) dictates a certain periodicity. Orbital components having the unit-cell periodicity are effectively projected out as large-wave-vector features of the Fourier transform are folded back into the BZ. Since the BZ is not spherical in shape, a rotation of the molecule around the $z$ axis does not entail a corresponding rotation of the spectral weight distribution, which would be the case for a normal Fourier transform, and thus can result in a spectral redistribution. Thus, a change of orientation can transform $k$-delocalized orbitals into $k$-localized ones, and vice versa. To exemplify, we consider the HOMO-3 of Pe, which was shown to interact strongly with MoS$_2$ (figure 5b) and to have a concentration of spectral weight at M (figure 7). Upon rotation around the $z$ axis, the narrow feature first elongates, then splits (figure 8a); the spectral weight is shifted from M to all K, thus spreading the spectral weights more thinly and decreasing the orbital’s ability to hybridize. Conversely, it seems likely that the presence or absence of these interactions for different angles are a determining factor in the azimuthal orientation of the molecule.

![FIG. 8. Spectral weight distribution a) of the HOMO-3 of perylene rotating around the out-of-plane axis, and b) of its HOMO upon rotation around the long molecular axis, indicated by the white dashed line.](image)
While cofacial arrangements of planar molecules and TMDCs cover the most common and intuitive cases, some molecules and particularly organic crystalline thin films have been observed to be adsorbed on-edge or in a herringbone manner \[109\,\text{e}113\]. In order to get an idea to which extent the spectral weights are influenced by a variation of the polar angle, we consider the HOMO of perylene. When the molecule is rotated around its long axis, the orbital spectral weight is redistributed from K to M (figure 8b). A qualitatively similar observation has been made for the HOMO of acenes \[114\,\text{e}115\], which have a similar nodal structure, suggesting that this is a general feature of PAHs with \(D_{2h}\) symmetry. Although this particular orbital does not interact with the TMDC in either orientation, this weight localization shows that also the polar angle can determine which PAH and TMDC states interact with each other. In turn, this means that the distribution of spectral weights in \(k\)-space can be viewed as a determining factor for the polar orientation of the molecule with respect to the substrate. Other aspects to consider in this context include the interfacial area, which is responsible for the wave function overlap and decreases when departing from the cofacial arrangement, as well as competing intermolecular interactions in the cases of dense coverage or crystalline thin films.

IV. SUMMARY AND CONCLUSIONS

In summary, we have investigated the electronic properties of eight hybrid inorganic/organic interfaces formed by two representative PAHs (pyrene and perylene) physisorbed on four TMDC monolayers (MoS\(_2\), MoSe\(_2\), WS\(_2\), and WSe\(_2\)), focusing on the conditions that induce electronic hybridization between the constituents. To this end, we have employed a state-of-the-art first-principles methodology based on hybrid DFT explicitly accounting for spin-orbit coupling. The latter effects play a role especially in the presence of W-based TMDCs, where the induced splittings are as large as a few hundreds meV. To gain quantitative insight into the computed band structures, we developed and applied a band unfolding technique to map the results obtained for the hybrid interfaces into the unit cell of the TMDC monolayers. In this way, we could estimate the level alignment between the organic and inorganic components and identify interaction patterns between the electronic states within the hybrid systems. A staggered lineup is found in all the considered interfaces including the disulfide monolayers, while WSe\(_2\) forms a straddling heterostructure with both pyrene and perylene;
in the borderline case of MoSe$_2$, the valence band maximum is found slightly above (below) the HOMO of pyrene (perylene), giving rise to a type-I (type-II) level alignment. Although the relative energies of the electronic levels of the constituents naturally play a role in the electronic properties of the heterostructure, the hybridization conditions identified in the examined systems are general. Specifically, we found that hybridization occurs primarily close to M, involving the highest valence band of the former and non-frontier occupied orbitals of the latter. The derived conditions are general to this class of materials: they are based not only on symmetry arguments and on the energetic proximity between the involved states, but also on the spatial distribution of the TMDC bands and of the molecular orbitals in the unit cell of the substrate. By inspecting the distribution of the molecular orbitals across the Brillouin zone, we could explain the interaction mechanisms with the underlying TMDCs. We extended this analysis also to molecules which are rotated with respect to the equilibrium adsorption geometry, finding a sensitive dependence of the weights on both azimuthal and polar rotation angles.

By unraveling the microscopic mechanisms leading to hybridization in inorganic/organic interfaces, our study provides the keys to understand the electronic structure of these materials and to predict their optical response in the linear regime. In particular, the analysis of the $k$-projected molecular orbitals represents a computationally efficient and yet reliable tool to predict whether electronic hybridization is likely to occur with the sole knowledge of the molecular orbital wave function and the crystal structure of the substrate, thereby avoiding, at least for a first screening, costly simulations of the whole interface. As such, this approach is complementary to a recent development of an effective treatment of substrate-induced electrostatic interactions [116]. Possible case-studies for further investigations include functionalized counterparts of the considered PAHs, larger carbon-conjugated molecules absorbing visible light, as well as organic thin films.
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