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Abstract

Many applications require categorization of text documents using predefined categories. The main approach to performing text categorization is learning from labeled examples. For many tasks, it may be difficult to find examples in one language but easy in others. The problem of learning from examples in one or more languages and classifying (categorizing) in another is called cross-lingual learning. In this work, we present a novel approach that solves the general cross-lingual text categorization problem. Our method generates, for each training document, a set of language-independent features. Using these features for training yields a language-independent classifier. At the classification stage, we generate language-independent features for the unlabeled document, and apply the classifier on the new representation.

To build the feature generator, we utilize a hierarchical language-independent ontology, where each concept has a set of support documents for each language involved. In the preprocessing stage, we use the support documents to build a set of language-independent feature generators, one for each language. The collection of these generators is used to map any document into the language-independent feature space.

Our methodology works on the most general cross-lingual text categorization problems, being able to learn from any mix of languages and classify documents in any other language. We also present a method for exploiting the hierarchical structure of the ontology to create virtual supporting documents for languages that do not have them. We tested our method, using Wikipedia as our ontology, on the most commonly used test collections in cross-lingual text categorization, and found that it outperforms existing methods.

Introduction

Many applications require categorization of text documents using predefined categories. The main approach to performing text categorization is learning from labeled examples. Typically, our task is categorizing documents in a specific language, when the labeled examples are in the same language. We call such setups Single-Language Text Categorization (SLTC).

In today’s global world, the labeled documents and the documents to be categorized are written in multiple languages. Such a setup is called Cross-Lingual Text Categorization (CLTC). Solving CLTC problems is hard because mostly, the features used for learning and classifying are based on the words in these documents, and are, therefore, language-dependent; classifiers trained on one language cannot be applied to documents in another. Also, we cannot mix training documents written in multiple languages.

Most existing approaches for solving CLTC problems convert all the documents into one language, thus turning the CLTC task into an SLTC task. The conversion is performed either by using a black-box translator such as Google Translate (for example, (Wan 2009)), or by building conversion tools based on bilingual dictionaries (Stemmerger, Pouliquen, and Ignat 2006), bilingual thesauri (Ni et al. 2011) or parallel corpora (Mogadala and Rettinger 2016; Xu and Yang 2017).

There are several weaknesses to the translation-based approaches. First, translation is considered to be a much more difficult task than text categorization. Thus, using such methods means reducing a problem to one that is much harder. Achieving high-quality translation requires deep semantic understanding of the documents, which is still beyond the state of the art. It is true that some progress has been made recently in machine translation, by using deep neural networks, but the problem of translation is still far from solved. Second, some works use Google Translate as their translator. This is problematic given that it is a proprietary tool. Google Translate is used as a black box, without understanding of its inner mechanism. Also, translation is usually a rather computationally-intensive process.

In recent years, several works tackled CLTC problems using a different approach. An interim feature space is defined, and documents from all languages are mapped into this feature space (for example, (Ni et al. 2011; Blei, Ng, and Jordan 2003)). Most of these interim spaces are based on semantic concepts derived from various available semantic resources (Søgaard et al. 2015; Franco-Salvador, Rosso, andNavigli 2014; Gliozzo and Strapparava 2006).

In this work, we present a general framework for solving CLTC problems by generating language-independent features, thus projecting documents into an interim feature space. Using such features allows us to work with any mix of languages in our training and testing sets. We as-
sume a given (potentially hierarchical) ontology consisting of semantic concepts. These concepts will be used as the language-independent features.

We also assume that each concept has an associated descriptive text for each language involved in the CLTC task. Our algorithm uses these texts to build a single-language interpreter for each language, which enables mapping of documents in various languages into these semantic features.

During training, the set of examples is transformed into feature vectors using the generated language-independent features. We can then apply any learning algorithm to produce a classifier. Note that the classifier is language-independent as it uses only language-independent features. When a document is to be classified, we first map it into the language-independent feature space, and then apply the classifier on it. If we are given a hierarchy over these concepts, we can use its links to generate more abstract features.

In many cases, some concepts in the given ontology do not have supporting documents in some of the languages in the CLTC task. We introduce a novel algorithm that uses the hierarchy to generate a language-specific virtual support document for a concept, when the concept does not have such a support document for that language.

We implemented the methodology described above and evaluated it on various CLTC setups. We show the generality and flexibility of our framework by applying it to CLTC setups where documents of multiple languages are presented in both the training and testing sets. We also compare the performance of our algorithm to various existing baselines and show its superior performance.

### Problem Definition

In this section we define the problem of Cross-Lingual Text Classification (CLTC). First, let us define the general Text Classification (TC) problem. Let \( D \) be a set of documents in natural language text. Let \( K = \{ k_1, \ldots, k_r \} \) be a finite set of categories, and let us assume there exists an unknown function \( \varphi^* : D \rightarrow K \) that classifies each document in \( D \) as belonging to exactly one category in \( K \).

Assume we are given a subset of documents \( D^e \subseteq D \) for which the function \( \varphi^* \) is known, and a subset of documents \( D^o \subseteq D \setminus D^e \) for which \( \varphi^* \) is unknown. Our goal is to estimate \( \varphi^* \) for any document in \( D^o \).

An inductive algorithm \( A \) receives a training set \( E = \{ (d, \varphi^*(d)) : \forall d \in D^e \} \), and induces a classifier function \( \varphi : D \rightarrow K \) that estimates \( \varphi^* \). We can then use \( \varphi \) to classify any given document in \( D^o \).

In traditional TC, the documents in \( D^e \) and \( D^o \) are all in the same language. In CLTC problems, however, the language of the documents in each of the two sets can vary, leading to several interesting CLTC setups. Let \( \mathcal{L} = \{ l_1, \ldots, l_t \} \) be a set of natural languages. We define an operator \( l : D \rightarrow \mathcal{L} \) that identifies the language of each given document. We can now define an operator \( L \) that, given any set of documents \( D^l \), returns the set of their languages:

\[
L(D^l) = \{ l(d) : \forall d \in D^l \} \subseteq \mathcal{L}
\]

Given a CLTC task \( \langle D^e, D^o \rangle \), we denote the set of languages of the task as \( L_{D^e, D^o} = \{ L(D^e) \cup L(D^o) \} \). We can now list some of the CLTC setups:

1. **CLTC1**: The traditional TC setup, where all documents from \( D^e \) and \( D^o \) are in the same language:
   \[
   |L(D^e)| = 1 \quad \text{and} \quad L(D^e) = L(D^o)
   \]

2. **CLTC2**: The most common CLTC setup, where all the documents in \( D^e \) are in one language, and all of the documents in \( D^o \) are in another language:
   \[
   |L(D^e)| = 1 \quad \text{and} \quad L(D^e) \neq L(D^o)
   \]

3. **CLTC3**: \( D^e \) may be multilingual while the documents in \( D^o \) are all in a single language:
   \[
   |L(D^e)| > 1 \quad \text{and} \quad |L(D^o)| = 1 \quad \text{potentially} \quad L(D^e) \subseteq L(D^o)
   \]

4. **UCLTC**: The most general setup, where \( D^e \) and \( D^o \) are both multilingual, and can either intersect or not. We call this case the Unrestricted Cross-Lingual Text Categorization (UCLTC) setup:
   \[
   |L(D^e)| \geq 1 \quad \text{and} \quad |L(D^o)| \geq 1 \quad , \text{and potentially} \quad L(D^e) \cap L(D^o) \neq \emptyset
   \]

In this work we present a solution to the most general CLTC problem – UCLTC. Our algorithm can accept any mix of languages in the training set and can classify documents in any language.

### Generating Language-Independent Features

In this section, we present a general framework for solving unrestricted cross-language text classification problems. First, we present a general architecture for solving UCLTC tasks. Then we describe each component of our architecture and its associated algorithms. Finally, we show how we employ Wikipedia to instantiate our algorithm.

### Solution Components

Our methodology is based on transforming language-dependent text to language-independent features in a conceptual space. In this space, we are able to express conceptual ideas in a rich and deep form of representation, which is also suitable for learning algorithms.

Our solution comprises two principle components:

1. An ontology: A large set of language-independent concepts \( C = \{ c_1, \ldots, c_k \} \) that is wide and general enough to properly describe documents in \( D \). Each concept will serve as a Language-Independent Feature (LIF).

2. For each language \( l \in L_{D^e, D^o} \), a feature generator \( LIFG^l : D \rightarrow 2^C \) that generates, for each document \( d \) in language \( l \), a set of language-independent features \( C^d \subseteq C \).

### Solution Overview

We define a language-independent feature generator \( LIFG : D \rightarrow 2^C \) that generates for each document a set of language-independent features. It selects the correct language-specific generator and applies it to the document:

\[
LIFG(d) = LIFG^{l(d)}(d)
\]

We denote the set of all features generated for the set of training documents by \( \mathcal{G} \):

\[
\mathcal{G} = \bigcup_{d \in D^e} LIFG^{l(d)}(d)
\]
During training, each example is mapped into the feature space defined by $G$, yielding a training set represented by language-independent features. We then apply a learning algorithm on this training set to induce a language-independent classifier.

When a test document $d$ is given to the classifier, it first maps it into the feature space defined by $G$, using $LIFG^{l}(d)$, and then classifies it using these language-independent features.

**Building a Language-Independent Feature Generator**

Our solution requires an ontology and, for each language, a feature generator that maps documents in that language into the ontology. In the following subsections we describe our methodology for building these generators.

**Multilingual Knowledge Resource** To build a feature generator $LIFG^{l}$ for each language $l \in L_{D^{v}, D^{p}}$, we need a multilingual knowledge resource that satisfies the following requirements:

1. Has a set of basic concepts $C_{Basic}$ that will serve as our ontology.
2. For each concept $c \in C_{Basic}$, for each language $l \in L_{D^{v}, D^{p}}$, has a support set of documents. We denote the set of support documents for concept $c$ in language $l$ by $s(c, l)$.
3. Has, potentially, a set of meta-concepts, $C_{Meta}$, and an is-a hierarchy $H$ over $C_{Meta} \cup C_{Basic}$:

   $$H = \{(c, c') : c \in C_{Meta}, c' \in C_{Meta} \cup C_{Basic}\}$$

$H$ is assumed to be a Directed Acyclic Graph (DAG). We now extend the definition of supporting documents for $c \in C_{Meta} \cup C_{Basic}$ and language $l$ to be the multiset of all supporting documents in language $l$ of $c$ and all of its descendants:

$$S(c, l) = \left\{ \bigcup_{c' \in \text{Children}(c)} S(c', l) \right\} \text{ for } c \in C_{Meta} \cup C_{Basic}$$

Note that we use a multiset of documents rather than a set, which increases the weight of a document $d$. Document $d$ supports a concept $c'$, which has multiple paths to $c$ (indicating that $c'$ has multiple aspects in our ontology).

Although we can perform feature generation with a flat set of concepts, having a hierarchical ontology adds a powerful generality perspective to the representation of text.

**Constructing the Feature Generator** Our method for generating language-independent features for a document in a specific language $l$ is based on Explicit Semantic Analysis (ESA) (Gabrilovich and Markovitch 2009). ESA builds a single-language semantic interpreter $SI^{l}$ that maps text in $l$ to a vector of weighted concepts in $C_{Basic}$. For each $c \in C$, it first analyzes its set of supporting documents $S(c, l)$ to compute the TF.IDF value of each word appearing there. The analysis yields a matrix where each row stands for a concept, and each column stands for a word. Inverting this matrix yields the desired semantic representation of words: Each row is a vector of weights indicating the strength of association between the word and the concepts. Given a document $d$ in language $l$, $SI^{l}$ returns a vector that is the centroid of the vectors of the individual words within it.

Given $SI^{l}$, we can now define our single-language feature generator $LIFG^{l}$. Let $SI^{l}(d) = \{(c_{i}, w_{i})\}$ be the semantic interpretation of document $d$. $LIFG^{l}(d)$ returns the $k$ concepts $c_{i}$ with the highest weights $w_{i}$. To evaluate a generated feature $c_{i}$ on a given document, we first considered using its TF.IDF value, $w_{i}$. We found, however, that due to the different number of the terms each semantic interpreter holds for each language and the language characteristics, the TF.IDF ranges in the semantic interpretation vectors differ from language to language, causing range differences in the final weights. These differences distort the learning process and reduce performance. We, therefore, decided to use binary values, which improved performance. An added benefit of using binary representation is the reduced memory usage of binary vectors and their reduced computational cost.

Let $C^{k} \subseteq C_{Basic}$ be the $k$ basic features generated by $LIFG^{l}$ for document $d$. If our ontology is hierarchical, our feature generator enriches this set with more abstract concepts in $C_{Meta}$. Specifically, for each generated $c_{i} \in C^{k}$, it generates all its ancestors to $m$ (set to 3 in our experiments) levels above $c_{i}$. Using the hierarchy allows the learning algorithm to generalize, using multiple levels of abstraction.

As our feature generator can potentially produce a very large set of conceptual features, we employ traditional feature selection based on information gain to make the generated set of features more manageable. We also filter out meta-features that are not ancestors of at least two different $C_{Basic}$ features in $LIFG^{l}(d)$.

**Constructing Virtual Support Documents**

Our feature generation methodology requires a nonempty set of supporting documents $S(c, l) \neq \emptyset$ for each $c \in C_{Basic}$, for each $l \in L_{D^{v}, D^{p}}$. Constructing such a complete multilingual knowledge resource is, however, time consuming and requires native knowledge in all languages in $L_{D^{v}, D^{p}}$. It is also very difficult to maintain such a complete multilingual resource. It is, therefore, inevitable that the multilingual knowledge resource will lack supporting documents in some languages. For example, when using Wikipedia as a knowledge resource, we saw that there are (as of September 2017) about 5.5M articles in English, but only about 2 million in German and French, and 1.3 million in Spanish. Therefore, many concepts are likely to have support articles in English but not in other languages.

If $S(c, l) = \emptyset$ for some concept $c$ and language $l \in L(D^{v})$, the feature generator will not be able to generate $c$ for the training documents of language $l$, and will not be able to use $c$ for generalizations. If it is empty for $l \in L(D^{v})$, a classifier that uses $c$ will encounter a missing value. To avoid these problems, we devised a method for automatic construction of missing supporting documents. We refer to these constructed documents as virtual support documents.

Our method for construction of virtual supporting documents is based on the hierarchical structure of the ontology.
Usually, each $c \in C_{\text{Basic}}$ has multiple direct parents. We base our algorithm on the observation that multiple parents reflect multiple aspects of $c$, therefore, inheriting the dominant terms in the supporting documents of $\text{Parents}(c)$ is likely to be a good textual representation of the concept.

Let $c \in C_{\text{Basic}}$ be a concept with an empty set of support documents in language $l$. We define $\text{Ancestors}(c, i)$ to be the set of all ancestors of $c$ with distance of at most $i$ edges from $c$. Thus, $\text{Ancestors}(c, 1)$ are all the direct parents of $c$, and $\text{Ancestors}(c, 2)$ are all the grandparents of $c$ and so on. We go up the hierarchy until there is a sufficient number of support documents:

$$j = \min\{ i \mid \sum_{c' \in \text{Ancestors}(c, i)} S(c', l) \geq p \}$$

where $p$ is a system parameter.

We now select from each ancestor $c' \in \text{Ancestors}(c, j)$ the $t$ most prominent terms in the concatenation of $S(c', l)$, and use them to construct a count table representing the new virtual support document for $c$. The terms in this table are the prominent terms in all the ancestors.

This algorithm for constructing virtual support documents allows us to work with incomplete multilingual knowledge resources efficiently.

**Empirical Evaluation**

We implemented our new framework using Wikipedia as an external knowledge resource and evaluated its performance on various multilingual tasks.

**Implementation Details**

As the datasets used for the experiments include documents in four languages – English (E), German (G), French (F) and Spanish (S) (we did not use the Japanese and Italian documents) – we obtained the Wikipedia dumps form November 2015 for these languages. We retained only pure conceptual articles, filtering out extraneous articles such as disambiguation pages, redirection pages, and pages that catalog concepts such as lists, dates and years. We also removed articles that are too short, and articles of low importance, indicated by a small number of incoming and outgoing Wikipedia inner links. After the pruning, about 700K articles were left in the English collection, and about 500K articles in each of the other collections.

Given a UCLTC task $(D^c, D^e)$, we retain every concept that has an article in each of the languages in $L_{D^c, D^e} \subseteq \{ E, G, F, S \}$, allowing mapping from each document in the training and testing sets to the same set of conceptual (language-independent) features. We then build a language-independent feature generator for each language in $L_{D^c, D^e}$. The system parameter $k$, which specifies the number of concepts representing a term, was set to 5K. This concludes the preprocessing stage.

During training, we first use the $\text{LIFG}^i \mid$ constructed in the preprocessing stage to generate language-independent features for each training document. In addition to these features, we generate meta-features. One potential complication is inconsistency in the hierarchical structure between languages. To overcome such inconsistencies, we assign an edge between two concepts if such an edge exists in at least one language.

At this stage, we apply an inductive learning algorithm on the new representation and induce a language-independent classifier. When testing, we map the test documents into the same space which, therefore, enables us to use the learned classifier to classify them.

**Test Collections**

Multilingual datasets are hard to obtain. Here we use the two main collections used in previous works:

1. **Webis-CLS-10 (Pretenbofer and Stein 2011)**
   A collection of product reviews from the international Amazon shopping site. It contains documents in English, French, German and Japanese, where each document is assigned one of three categories – music, books and DVD. For each of the four languages, the dataset includes 6K training documents, and 6K testing documents. The distribution of categories in the training and testing sets is uniform. In addition to the training and testing sets, there is unlabeled data in each language that we did not use. There are also translations of all non-English documents into English that we did not use. Recall that the Japanese documents were not included in our experiments.

2. **Reuters RCV1/RCV2 Multilingual Text Categorization (Amini, Usunier, and Goutte 2009)**
   A multilingual categorization dataset based on the Reuters news collection. It is composed of news documents in English, French, German, Spanish and Italian divided into six categories. The number of documents in each category varies between languages. There are up to 5K samples from each category in each language. The collection also includes multiview translations of each document in all five languages, which we did not use in this paper. Recall that the Italian documents were not included in our experiments.

**Comparative Performance of Our Algorithm**

We compared our algorithm to six baselines. The baselines we chose use either one or both of the test collections described above. We compared our results with the results of the baselines reported in the cited papers. As there was a variation in the experimental setup used for the various baselines, we replicated these setups, including the induction algorithm used, for our own algorithm when comparing to each baseline. Note that, unlike some of the baselines, we used neither unlabeled data nor labeled target data for our experiment.

We compared our method with the following baselines: SHFR-ECOC, by Zhou et al. (2014), INVERTED, by Søgaard et al. (2015), DCI, by Fernández, Esuli, and Sebastiani (2016), SHFA, by Li et al. (2014), DMMC, by Zhou et al. (2016), and BRAVE, by Mogadala and Ketuenger (2016).

Table 1 shows the performance of our algorithm on the Webis-CLS-10 dataset compared to the baselines that used
Table 1: CLTC Results on the Webis-CLS-10C Dataset

| Baseline | Source | Target | Baseline Results | LIFG Results |
|----------|--------|--------|------------------|--------------|
| SHFR-ECOC | E     | F      | 62.09            | 90.00        |
|          | E     | G      | 65.22            | 91.29        |
| INVERTED | E     | G      | 49.00            | 91.00        |
| DCI      | E     | F      | 83.80            | 90.38        |
|          | E     | G      | 83.80            | 92.07        |

Table 2: CLTC Results on Reuters RCV1/RCV2 Dataset

| Baseline | Source | Target | Baseline Results | LIFG Results |
|----------|--------|--------|------------------|--------------|
| SHFR-ECOC | E     | S      | 72.79            | 85.70        |
|          | F     | S      | 73.82            | 85.95        |
|          | G     | S      | 74.15            | 87.16        |
| INVERTED | E     | G      | 55.00            | 89.00        |
| SHFA     | E     | S      | 76.40            | 85.70        |
|          | F     | S      | 76.80            | 85.95        |
|          | G     | S      | 77.10            | 87.16        |
| DMMC     | E     | F      | 65.52            | 88.63        |
|          | E     | G      | 58.23            | 89.44        |
|          | E     | S      | 62.64            | 85.70        |
| BRAVE    | E     | F      | 82.50            | 89.39        |
|          | E     | G      | 89.70            | 90.76        |
|          | E     | S      | 60.20            | 86.78        |
|          | F     | E      | 79.50            | 89.09        |
|          | G     | E      | 80.10            | 89.25        |
|          | S     | E      | 70.40            | 86.61        |

The Effect of Hierarchical Feature Generation

We now test the utility of the hierarchical feature generation, using SVM, on the Amazon Webis-CLS-10 test set. For each learning task, we ran 10 experiments. For each experiment, we randomly chose 150 training samples (50 from each category) for learning, and 6K documents for testing. Note that we use much smaller training sets in order to leave more space for improvement.

In Table 3 we show a comparison between our base approach without the hierarchical feature generation enhancement and with it. As can be seen, the result improvement is significant – about 10% on average. Clearly, abstract features significantly contribute to performance, and should, therefore, be used when available.

Table 3: The Effect of Hierarchical Feature Generation

| Source | Target | LIFG – w/o C_{meta} | LIFG – w/ C_{meta} |
|--------|--------|---------------------|---------------------|
| E      | F      | 52.63               | 62.03               |
| E      | G      | 55.19               | 63.34               |
| F      | E      | 50.87               | 60.49               |
| F      | G      | 49.32               | 60.88               |
| G      | E      | 51.06               | 59.61               |
| G      | F      | 50.01               | 61.84               |

Handling General UCLTC Setups

Here we demonstrate our framework’s capabilities in solving the four CLTC setups we presented. We experimented on Amazon Webis-CLS-10 using SVM. For each of the three languages, we randomly chose 150 training samples (50 from each category). We used all the 6K testing documents for testing. Here again, we use much smaller training sets so that we can analyze the differences in performance when using different UCLTC setups.

We tested all combinations of source and target languages for all the CLTC setups. The results are shown in Table 4.

Let us look, for example, at all the learning tasks where the target language is French. When training on French documents, the accuracy achieved is 65.7%. When training on documents in English, the accuracy is lower (62.0%) but not by much. Training on German documents yields a bit lower accuracy (59.6%). If, however, we enhance the French training documents with German training documents, the accuracy increases to 71.4%, which is better than French alone. Enhancing it with English documents yields an even better performance of 73.5%. Using the training documents of the three languages, yields the best performance – an accuracy of 77.9%. Using each of the other two languages as a target language results in similar patterns.

For the general setup, UCLTC, the results are shown at the bottom of Table 4. We can see similar patterns to those shown above. With every source language added to the training set, the performance of the testing set (now in two or three target languages) improves.

The Utility of Virtual Support Documents

We test the utility of the constructed virtual documents by simulating a situation of missing documents. The protocol of the experiment is:

1. We sort our set of concepts in decreasing order, by the length of their associated English supporting articles, assuming that the length indicates the importance of the concept.
2. We start with the set of the first 20K concepts in the sorted list. We perform a learning experiment and measure the accuracy of the classifier.
3. We add the next 1K concepts in the sorted list. For English, we use the original associated articles. For French, we construct articles for these 1K concepts. We then perform a learning experiment again.
4. We repeat this procedure 10 times.
5. For control, we repeat the experiment, but this time use the original French documents.

For these experiments we used the Webis-CLS-10 dataset, learning with 6K English training sampled using SVM, and testing on 6K French testing documents.
The results are presented in Figure 1. The plot with the square points shows the performance when using the constructed supporting articles. We can see that the constructed articles have positive utility, as the accuracy increases when adding them. For comparison, we show the performance when using the original French documents. We can see that the constructed virtual articles are of high quality as their accuracy is very close to that achieved when using the original articles. When the proportion of the virtual articles in the target language becomes large, the advantage of the control setup increases.

### Related Work

Most existing works on cross-lingual text classification assume the CLTC2 setup, where the training documents are written in a source language and the testing documents are written in a different target language. Learning in one language and classifying in another requires some method of transformation between these languages. Without loss of generality, we will describe all the works as if they receive training documents in one language and testing documents in another language. Some methods require, in addition to the source-language training documents, a (usually small) set of labeled target-language documents.

We will review related work, grouped by the method they use to overcome the gap between the different languages of the CLTC task: (a) representing all documents (training and testing) in the same feature space, or (b) transforming a model learned using the source language to one that can classify documents in the target language.

The most obvious approach for solving the CLTC problem is translating the documents so that all the training and testing documents are in the same language, then using common single-language text categorization tools.

Using this approach, however, transforms the problem into the very difficult task of machine translation. The translation is performed either on the entire documents (Wan 2009, Ling et al. 2008), or on the extracted BOW features (Montalvo et al. 2007, Shi, Mihalcea, and Tian 2010), during the learning or classification phase. When working with the BOW representation, simple translation tools such as bilingual dictionaries (Bel, Koster, and Villegas 2003, Xu et al. 2016), thesauri and nomenclatures (Steinberger, Pouliquen, and Ignat 2006) can be quite successful.
One problem in using simple bilingual dictionaries is handling polysemy and synonymy. This problem can be partially solved by building a context-aware bilingual dictionary from parallel corpora. Such parallel corpora, where texts in different languages aligned on a paragraph, sentence or word level, can be used for learning a probabilistic context-based dictionaries (Mogadala and Rettinger 2016), Olsson, Oard, and Haapu (2005), used such a dictionary while working with English and Czech documents, and experimented by once translating the English documents into Czech and once translating the Czech documents into English, then performing monolingual text categorization.

Some work circumvents the main problem of CLTC by using a black-box machine translation tool, such as Google Translate and others, to translate whole documents (Ling et al. 2008, Amini and Goutte 2010). The translated labeled documents are then used, perhaps with additional labeled documents that were originally in the target language, to learn a target-language classifier. Some works assume the availability of unlabeled target language documents, and use the tool to translate them into the source language (Wan 2009), thus transforming the problem into a semi-supervised learning task.

One important problem regarding the black-box translation approach is the closed nature of the main component of the solution. For example, the way that Google Translate operates is not public. We do not know what data resources and what computational resources were used for the translation. Thus, it is very difficult to evaluate and compare performance with such works.

An alternative approach is to map all documents into some Language-Independent Representation (LIR). All works that follow this approach must supply at least three components: a set of language-independent features, a mapping function from the source language to this space, and a similar mapping function from the target language.

The language-independent features are usually some kind of semantic concepts. Some works use Wikipedia concepts (Søgaard et al. 2015, Song et al. 2016, Ni et al. 2011, Franco-Salvador, Rosso, andNavigli 2014), others a set of given topics (Gliozzo and Strapparava 2006), or a set of matching informative features (one from each domain) (Fernández, Esuli, and Sebastiani 2016, Prettenhofer and Stein 2011) created a set of language-independent features by first identifying a relatively small set of informative source words in the training documents, and asking an oracle (Google Translate) for the matching words in the target language. The work introduced in this paper belongs to a family of works that use language-independent features. Our language-independent features are Wikipedia concepts associated with Wikipedia articles or with Wikipedia categories. We also learn the mapping functions from a comparable corpus (Wikipedia itself) using a method based on Explicit Semantic Analysis (Gabrilovich and Markovitch 2009). Unlike most of the works above, we do not apply SVD and retain the original explicit concepts. Also note that we do not need labeled (or unlabeled) documents from the target language and we can mix any combination of languages in the training and testing sets. Lastly, we overcome the issue of missing documents in the comparable corpus by generating virtual documents based on the ontology hierarchy.

What is common to all the above approaches is that they convert training or testing documents either into one of the languages or into a language-independent representation. An alternative approach is to learn a classifier based on the training documents in the source language, and convert the classifier into one that can process unlabeled documents in the target language. Zhou et al. (2014), for example, represented each BOW feature from the source language by a linear combination of features from the target language, and used this mapping to transform a well-trained classifier that uses source language features into one that uses target language features. Xu and Yang (2017) used a parallel corpus to map the classification model from the source domain into the target domain. They used a well-trained source-language classifier to label documents from the parallel corpus, thus obtaining a labeled training set in the target language. Then, they trained a target language classifier on this labeled set.

Conclusions

In this paper, we presented a general framework for generating language-independent features that allow any mixture of languages in the training and testing documents. Our language-independent features are concepts in a given ontology. We assume that each concept has associated text in each of the involved languages, and build a language-specific interpreter for each language. During training, we use these interpreters to generate language-independent features for each training document. We then train a classifier that is based on these language-independent features. Given a testing document, we generate features for it and apply the classifier on the language-independent representation.

Two unique components of our solution are related to the hierarchical structure of Wikipedia categories. First, we generate, in addition to the conceptual features, meta-features that are associated with Wikipedia categories. This allows the learning algorithm a further level of abstraction. Second, we exploit the hierarchy to generate virtual articles for languages that do not have them. We applied our methodology
to several multiple-language learning tasks and showed its superiority over the baselines.

One strength of the approach presented here is the fast rate at which our knowledge source, Wikipedia, is expanding. Wikipedia, in all languages, is constantly updated and expanded. New events are often reflected in Wikipedia almost instantaneously, which makes Wikipedia a very dynamic and reactive knowledge source.
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