Spatio-temporal dynamics of automatic processing of phonological information in visual words
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Sensory-specific cortices appear to be sensitive to information from another modality. Here we investigate whether the human brain automatically extracts the phonological information in visual words in early visual processing. We continuously presented native Chinese speakers peripherally with Chinese homophone characters in an oddball paradigm, while they performed a visual detection task presented in the centre of the visual field. We found the lexical tone phonology embedded in the characters is processed automatically by the brain of native speakers, as revealed by whole-head electrical recordings of the mismatch negativity (MMN). Source solution further revealed the MMN involved the neural activations from the visual cortex to the auditory cortex (130–460 ms). The spatial-temporal dynamics indicate a visual-auditory interaction in the early, automatic processing of phonological information in visual words.

It is interesting and counterintuitive that sensory-specific cortices appear to be sensitive to information from another modality. Audiovisual speech processing which involves multisensory integration sites including low level auditory and visual sensory regions is ecologically important in daily communications.

Empirical evidence from behavioural and neuroimaging studies demonstrated that in audiovisual speech processing, human auditory cortex responds to visual information and vice versa. A typical example of audiovisual speech processing is the integration of a written and a spoken language. Learning the correspondence between a spoken word and its written form is a prerequisite for the development of reading and writing skills. Behavioural studies of written word recognition demonstrated the role of auditory phonology in visual word processing. Some recent neuroimaging studies showed that phonological processing during visual word recognition is governed mainly by the left brain hemisphere including left lateralized supramarginal gyrus and left lateralized inferior frontal cortex, as well as bilateral superior temporal gyri. In event-related potential (ERP) studies of phonological processing in written words, the majority of research focused on N400 or even later stage components. A few other ERP studies pointed to relatively early phonological effects on the early components such as P2 and N2.

The issue of whether or not phonological information embedded in written words can be automatically extracted by the brain and rapidly stored in visual sensory memory has remained virtually unexplored. To address this issue, an effective approach to isolate the brain response component contributed by the cognitive processing at an early, preattentive stage with a high temporal resolution is essential. To this end, the mismatch negativity (MMN) can be a potential tool. MMN has been suggested an index of early, automatic encoding of the changes of regularities in both of the auditory and visual modality. In audition, MMN can be elicited by deviants differing in sound intensity, duration, frequency and abstract regularities in a sound stream. In vision, MMN is named visual MMN (vMMN), can be elicited by deviants differing in spatial frequency, colour, line orientation, shape and even abstract sequential regularities in a visual stimuli stream. It has been verified a memory-based change detection mechanism that underlies MMN in both the auditory and visual modalities, and MMN can be a potential tool to study the function of the auditory and visual sensory memory.

To use MMN as a tool to investigate the automatic extraction of auditory phonological information in a stream of written words, an important matter is to select visual words with the same phonological information to form the word stream. To this point, Chinese homophones can be ideal materials. In Mandarin Chinese, there are arbitrary mappings between the orthographic and phonological forms, homophones are broadly used, and one
spoken syllable usually associates to multiple written characters, and even vice versa. Furthermore, unlike alphabetic orthographies which always differ in the length of words (number of letters), the Chinese homophones are all single block characters, though they may differ in the number of strokes. These features make Chinese characters ideal materials to be used in a visual oddball paradigm. In our previous study, we presented subjects with Chinese characters in the centre of the visual field and found a rapid processing of phonological information, as revealed by the vMMN. As the visual characters were not presented perifoveally, the vMMN recorded in that study may not be fully automatic. The issue of whether or not phonological information in visual words is automatically processed by the brain needs to be further explored.

In the present study, participants were presented peripherally with visual stimuli of four Chinese homophone characters (Fig. 1 and 2). The four characters that made up a stimuli trial were randomly selected from a pool of Chinese homophones. Participants were required to focus on the central fixation cross and make a speeded button-press when the cross changed in the length of arms. We continuously presented advanced Mandarin Chinese speakers with stimuli trials in an oddball sequence. Each trial consisted of four Chinese homophones (with the same phonological information). The four characters appeared together on the upper-left, upper-right, lower-left and lower-right part of the monitor. The standard stimuli and deviant stimuli were comprised of four homophones picked randomly from separate homophone pools (Fig. 1) which differed in the lexical tone. The experimental paradigm was adapted from Stefanics’ recent studies of vMMN. We hypothesize that if the MMN-like response can be elicited in this oddball paradigm using homophones, then phonological information is extracted automatically by the brain of natives, indicating that the visual sensory memory has been already sensitive to phonological information at an early, preattentive processing stage.

**Results**

Behavioural response to the occasional changes in the fixation cross showed a high hit rate (>96% for all subjects). The reaction times for block 1 (standard_yi2, deviant_yi4), block 2 (standard_yi4, deviant_yi2), block 3 (standard_yi1, deviant_yi3) and block 4 (standard_yi3, deviant_yi1) were 443 ms, 436 ms, 445 ms and 441 ms respectively. The mean reaction time for all conditions was 441 ± 12.2 ms (s.e.m.).

---

**Figure 1 | Visual stimuli of Chinese characters.** Four homophone pools were constructed. A: The homophone pool [yi2] with the rising tone and pool [yi4] with the falling tone. Each contained 12 characters. B: The homophone pool [yi1] with the flat tone and pool [yi3] with the dipping tone. Each contained 6 characters.

**Figure 2 | Experimental design and a sample of the oddball block.** Participants’ task was a speeded button-press to the changes of the central fixation cross. Characters were presented peripherally. Both the standard and deviant stimuli consisted of four characters randomly picked from separate homophone pools.
A robust P1-N170-P2 complex was evoked by both standard and deviant stimuli at the parieto-occipital and fronto-central sites (Fig. 3 Left). The N170 response to the standard stimuli in the left occipital region was stronger than that in the right occipital region ($t(11) = -2.599, p = 0.025$, two tailed) by comparing the mean amplitude of PO3, PO5, O1 and PO7 electrodes in the left parieto-occipital region to that of PO4, PO6, O2 and PO8 electrodes in the right parieto-occipital region. However, there was no significant difference of N170 response between the left fronto-central region (mean amplitude of F3, F5, FC3 and FC5) and the right fronto-central region (mean amplitude of F4, F6, FC4 and FC6).

There was an obvious negative deflection in the deviant ERP compared to the standard ERP (Fig. 3 and Supplementary Fig. S2). Based on the visual inspection of the difference waveforms and the topographic maps, three time windows (130–190 ms, 190–390 ms and 390–460 ms) were defined to calculate the mean amplitude of ERP. Two representative electrodes in the parieto-occipital region (Pz and Oz) and two in the fronto-central region (Fz and FCz) were chosen to illustrate the ERP waveforms (Fig. 3 Left). To analyze the significance of the difference between the ERP in response to the standard stimuli and deviant stimuli, a three-way ANOVA (repeated measures) was conducted with stimuli condition (standard and deviant), site (fronto-central and parieto-occipital) and time window (130–190 ms, 190–390 ms and 390–460 ms) the factors. The results showed a three-way interaction ($F(2, 10) = 11.861, \varepsilon = 0.685, p = 0.002$) and an interaction between stimuli condition and time window ($F(2, 10) = 4.055, \varepsilon = 0.980, p = 0.033$), as well as a main effect of stimuli condition ($F(1, 11) = 7.065, \varepsilon = 1.000, p = 0.022$). We further conducted a two-way ANOVA (repeated measures) with stimuli condition and time window the factors at each level of the factor site, i.e., fronto-central and parieto-occipital. In the fronto-central sites, there was an interaction between stimuli condition and time window ($F(2, 10) = 6.253, \varepsilon = 0.782, p = 0.013$), and a main effect of stimuli condition ($F(1, 11) = 5.931, \varepsilon = 1.000, p = 0.033$). In

Figure 3 | Grand averaged event-related potential (ERP) responses to the standard and deviant stimuli. Left: Grand averaged ERPs for standard stimuli and deviant stimuli at fronto-central sites Fz and FCz (top), and parieto-occipital sites Pz and Oz (bottom). Right: Scalp topographic maps of the difference wave at peak latencies of the 130–190 ms, 190–390 ms and 390–460 ms time intervals.
the parieto-occipital sites, there was an interaction between stimuli condition and time window ($t(2,10) = 11.984, e = 0.641, p = 0.002$), and a main effect of stimuli condition ($F(1,11) = 7.811, e = 1.000, p = 0.017$). We further conducted a paired $t$-test of the mean amplitude of ERPs in response to the deviants and standards at Fz, FCz, Pz and Oz for each time window. In the 130–190 ms time window, Pz ($t(11) = -2.284, p = 0.043$), Oz ($t(11) = -3.227, p = 0.008$). In the 190–390 ms range, Pz ($t(11) = -2.545, p = 0.027$), Oz ($t(11) = -3.110, p = 0.01$), Fz ($t(11) = -2.323, p = 0.040$), FCz ($t(11) = -2.457, p = 0.032$). In the 390–460 ms window, Fz ($t(11) = -2.425, p = 0.034$), FCz ($t(11) = -2.332, p = 0.040$). Consistent findings can be found in Supplementary S2.

As the average word occurrence frequency of homophone pool [yi3] was much higher than that of the other three homophone pools (620 vs. 35, 46 and 44 per million), we also measured whether the word occurrence frequency had an effect on the MMN elicitation. Since the paradigm design was block 1 (standard_yi2, deviant_yi4), block 2 (standard_yi4, deviant_yi2), block 3 (standard_yi1, deviant_t_yi3) and block 4 (standard_yi3, deviant_t_yi1), we compared the MMN mean amplitude (standard vs. deviant) elicited in block 1 and 2 to that elicited in block 3 and 4. The results showed no significant differences between the MMN mean amplitude elicited in block (1 + 2) and that elicited in block (3 + 4). The waveforms and the statistics were shown in the supplementary section (see Supplementary Fig. S1 and Table S1b online).

The scalp topographic maps of MMN were also constructed with the three time ranges. At the 130–190 ms time window, the MMN topographic maps showed only the property of vMMN response (e.g., a parieto-occipital distribution). At the 190–390 ms time window, the MMN topographic maps showed properties of both the auditory MMN and vMMN (e.g., fronto-central as well as parieto-occipital activation). At the 390–460 ms time window, the MMN topographic maps showed only the property of auditory MMN (e.g., a fronto-central distribution) (Fig. 3 Right).

The distinct spatial distributions of MMN over temporal stages were further supported by a source solution using sLORETA method, which evaluated the intracranial source of the MMN elicited. We performed the sLORETA source analysis at each time window (Fig. 4 and Table 1). Results showed that at the 130–190 ms time window, the current source was most prominent in the occipital lobe (BA 19). At the 190–390 ms time window, the current sources were prominent in occipital, limbic, temporal, and frontal lobe (BA 19, 30, 21 and 10). At the 390–460 ms window, the current source was prominent in temporal and frontal lobe (BA 21, 6 and 9).

**Discussion**

We investigated the ERP correlates of automatic processing of lexical tone phonology in written characters outside the focus of participants' attention. We found that the lexical tone phonology embedded in Chinese characters was automatically extracted and rapidly stored in visual sensory memory, as revealed by the MMN. Furthermore, using a source solution of sLORETA, we found that the MMN in response to the contrast of the lexical tone phonology in written characters involved the neural activations from the visual cortex to the auditory cortex. The spatial-temporal dynamic patterns indicate a visual-auditory interaction in the early processing of phonological information in a visual word stream. We suggest that this visual-auditory interactive processing in the natures is due to the activation of long-term memory of the lexical tones embedded in the written characters.

To address the issue of automatic extraction of phonological information in visual words, vMMN, an index of early and automatic encoding of changes in the visual modality”, is an ideal tool. However, without proper written word materials, this issue can hardly be addressed. For instance, vMMN can be elicited if two visual words from an alphabetic language are presented in an oddball sequence, but the vMMN will contain the contributions of the contrasts in orthographies, meanings and phonologies. It is necessary to remove the contamination from orthographic or semantic contrasts, so as to investigate the phonological processing in written words exclusively. A potential solution is to use several different homophones as stimuli in an oddball sequence, in which some homophones are presented as standard stimuli and the other homophones are presented as deviant stimuli. The standard stimuli and deviant stimuli differ in some specific phonological features. The contrasts in orthographies or meanings will not be extracted because the visual words are constantly changing. To this end, Chinese homophone characters can be ideal materials. A Chinese character is the smallest unit of meaning. In the mapping between the orthographic and phonological representations, unlike most alphabetic languages in which there is an intimate correspondence between the written and phonological forms, there is no letter to sound correspondence in logographic Chinese. The mapping between visual and phonological forms is relatively arbitrary in Chinese: One spoken syllable is often associated with multiple written characters (even vice versa) and in Chinese, homophones are broadly used. This unique property of Chinese characters provides us an opportunity to explore the automatic extraction of phonological information in a changing stream of written words.

In the present study, we chose Chinese homophones to create four homophone pools: [yi1], [yi2], [yi3] and [yi4] (Fig. 1). Characters of the four homophone pools were matched for average stroke numbers. The average occurrence frequency of the characters of the homophone pools [yi1], [yi2] and [yi4] was also matched, except homophone pool [yi3] which had a higher average occurrence frequency. In this study, we did not find a frequency effect in the MMN results (see Supplementary Fig. S1 and Table S1b online). This is in line with some previous findings which showed that MMN response to auditory words was not sensitive to the occurrence frequency of the words46. For instance, in a study on the MMN elicited by Finnish auditory words, a word elicited larger MMN amplitude than an acoustically matched pseudo-word. When compared this MMN enhancement (MMN for word – MMN for pseudo-word) for a word with a higher occurrence frequency to that for a word with a lower occurrence frequency, there was no significant difference45. With respect to this issue, previous studies demonstrated more positive-going ERPs with higher word frequencies, which was observed for later ERP components with longer latencies, such as P300, N400 and P60040,46. However, there was also evidence showed that the word occurrence frequency modulated the amplitude of auditory MMN44. For the MMN response to visual words, to the best of our knowledge, there is no evidence that word occurrence frequency has an effect on the vMMN elicitation.

Our results verified the automatic extraction of phonological information in visual words. In our previous study, we presented Chinese homophones in the centre of the visual field and found a rapid processing of lexical tone phonology in Chinese characters30. In that study, participants were required to detect the characters with a different colour. Although the task was irrelevant to orthography, semantic or phonological processing, participants might still possible to have expectancy for the repetition of the homophone, and hence the vMMN we found in that study might not be fully automatic. In the present study, we used four-character stimuli and the four characters were presented on the periphery of the visual field. This paradigm excluded the possibility of subjects’ expectancy for the repetition of homophones and the elicitation of vMMN in the present study will further verify the automatic processing of phonological information embedded in written words. The vMMN we recorded spanned from a wide time range (130 to 460 ms), and we proposed that the automatic and preattentive processes might only happen in the earlier time range (e.g., 130–190 ms).

It is well known that N170 is a face-sensitive ERP component46. Visual stimuli of Chinese characters also evoked the N170 brain
In the present study, the visual stimuli evoked a robust N170 component, and it was stronger in the left occipital region than in the right, and this reflects the neural change resulting from extensive experience and expertise with a script. Our results are in line with current literature arguing that N170 response to written words is typically left lateralized in skilled readers.

Whilst having been correlated with neural automatic change detection in vision and short-term sensory memory, vMMN has rarely been investigated in the context of long-term neural representations, but see. Our results further verified the use of vMMN as a tool to explore the long-term memory of lexical tone phonology, which depends on the long-term learning and experience. In the auditory domain, numerous studies revealed the effects of long-term memory and experience on the early auditory processing of speech sounds. Our results indicate that this is also true in the visual domain. Besides, the MMN (Fig. 3 and 4) showed properties of both vMMN and auditory MMN. We suggest that the phonological processing in written words may not be executed and completed within a single modality, but rather involves the functional connections of both visual and auditory pathways. vMMN has been considered to be a potential tool for cognitive dysfunction and learning. In this sense, the experimental procedure deployed in the present study could be applied to test the effect of learning of the correspondences between spoken words and their written forms, which is a prerequisite for the development of reading and writing skills.

In summary, our results showed the automatic extraction of lexical tone phonology in visual characters as revealed by vMMN, suggesting that visual sensory memory is sensitive to phonological information at an early processing stage. Our results indicate the rapid and automatic activation of long-term memory of phonological information embedded in written characters, and will help to understand the neural mechanisms underlying our remarkable capacity of visual cortex in encoding of phonological information. Further research needs to be done to determine the corresponding cortico-cortical functional connections for this effect.

Methods

Subjects. Twenty-two subjects with no history of neurological or psychiatric impairment were recruited. All subjects were right-handed according to an assessment with the Edinburgh Handedness Inventory. They were advanced adult

Figure 4 | Intracranial active sources explaining the MMN according to the swLORETA analysis. The same intracranial activation area was shown in a sagittal and an axial view in the 130–190 ms, 190–390 ms and 390–460 ms time intervals.
Table 1 | Talairach coordinates (in mm) corresponding to intracranial generators explaining the scalp MMN recorded in response to deviance in the 130–190 ms, 190–390 ms and 390–460 ms time windows. Magnitude in (Am E-10); BA = Brodmann areas

| Magnitude | T-x | T-y | T-z | Hemisphere | Lobe | Gyrus | BA |
|-----------|-----|-----|-----|------------|------|-------|----|
|           |     |     |     | 130–190 ms |      |       |    |
| 40.33     | 40  | −73 | 25  | R          | O    | Superior Occipital Gyrus | 19 |
| 37.51     | −33 | −91 | 21  | L          | O    | Middle Occipital Gyrus   | 19 |
| 33.46     | −47 | −87 | −5  | L          | O    | Inferior Occipital Gyrus | 19 |
| 27.31     | 18  | 0   | 58  | R          | F    | Sub-Gyrual               | 6  |
| 25.40     | 23  | −44 | 32  | R          | Limbic | Cingulate Gyrus    | 31 |
| 23.65     | 23  | 46  | 5   | R          | F    | Superior Frontal Gyrus   | 10 |
| 14.81     | 27  | −79 | 31  | R          | F    | Precuneus                | 19 |
| 14.59     | 55  | −12 | −5  | R          | T    | Superior Temporal Gyrus  | 22 |
| 12.79     | −33 | −46 | 53  | L          | P    | Superior Parietal Lobule | 7  |
|           |     |     |     | 190–390 ms |      |       |    |
| 43.59     | 28  | −70 | 12  | R          | Limbic | Posterior Cingulate | 30 |
| 42.55     | 58  | −22 | −4  | R          | T    | Middle Temporal Gyrus    | 21 |
| 37.96     | 20  | 50  | 14  | R          | F    | Superior Frontal Gyrus   | 10 |
| 37.68     | −50 | −69 | −4  | L          | O    | Middle Occipital Gyrus   | 19 |
| 29.08     | 38  | −23 | 49  | R          | P    | Postcentral Gyrus         | 3  |
| 21.40     | −10 | −1  | 66  | L          | F    | Superior Frontal Gyrus   | 6  |
| 19.23     | 19  | 49  | −15 | R          | F    | Superior Frontal Gyrus   | 11 |
| 16.24     | 21  | −76 | 39  | R          | F    | Precuneus                | 7  |
|           |     |     |     | 390–460 ms |      |       |    |
| 15.05     | 60  | −22 | −5  | R          | T    | Middle Temporal Gyrus    | 21 |
| 11.32     | 50  | 2   | 43  | R          | F    | Precentral Gyrus          | 6  |
| 10.24     | 9   | −20 | 57  | R          | F    | Medial Frontal Gyrus      | 6  |
| 7.99      | −9  | 60  | 38  | L          | F    | Superior Frontal Gyrus   | 9  |

Stimuli and Procedure. Each stimulus trial used in this study consisted of four Chinese homophones differing in orthography and meaning. The characters were appearing together on the upper-left, upper-right, lower-left and lower-right positions on an LCD monitor. By virtue of the unique property of Chinese homophones, we created four homophone pools (Fig. 1), which differed in the lexical tones. The phonologies of the characters in the four pools were Chinese syllable [yi] with the flat tone, rising tone, dipping tone and falling tone, respectively (yi1, yi2, yi3 and yi4). The stimuli trials were presented in an oddball sequence: standard stimuli trials were presented in length, starting 100 ms before the onset of stimulus. Epochs obtained from continuous data were rejected when fluctuations in potential values exceeded ± 100 μV at any channel except the EOG channels. The ERPs evoked by standard and deviant stimuli were calculated by averaging individual trials (excluding standards that immediately followed a deviant and the ERP response to trials where the cross changed in the length of arms). MMN, a difference waveform, was derived by subtracting the ERP response to the stimuli presented as standards in one block from the ERP response to the same stimuli presented as deviants in another block. By this means, deviant and standard ERP responses to physically identical stimuli (characters from the same homophone pool) were compared (deviant_yi1 vs. standard_yi1, deviant_yi2 vs. standard_yi2, deviant_yi3 vs. standard_yi3 and deviant_yi4 vs. standard_yi4). The mean amplitudes of the ERPs were analyzed using a three-way ANOVA (repeated measures) with stimuli condition (standard and deviant), site (fronto-central and parieto-occipital) and time window (130–190 ms, 190–390 ms and 390–460 ms) as factors. Because the main goal of this study is to examine whether the difference between the ERPs in response to the standards and the deviants is significant, only the interactions and main effects concerning stimuli condition will be further analyzed. The Greenhouse-Geisser adjustment was applied, and corrected p values were reported along with uncorrected degrees of freedom.

In order to localize the source of the MMN in the brain, we performed the Low-Resolution Electromagnetic Tomography (LORETA) at a time window where the MMN response was most prominent. LORETA is a tomographic technique to the inverse EEG problem and helps find the solution consistent with the EEG/ERP scalp change in the length of its arms. The fixation cross became wider or longer randomly, with an average frequency of 12 changes in every 100 trials. Participants were told that the characters presented peripherally were irrelevant. The hit rate and reaction time were recorded.

Data recording and analysis. EEG was recorded (SynAmps amplifier, NeuroScan) with a cap carrying 64 Ag/AgCl electrodes placed at standard locations covering the whole scalp (the extended international 10–20 system). Signals were filtered on-line with a low-pass of 100 Hz and sampled at a rate of 500 Hz. The reference electrode was attached to the tip of the nose, and the ground electrode was placed on the forehead. Vertical electrooculography (EOG) was recorded using bipolar channel placed above and below the left eye, and horizontal EOG was recorded using bipolar channel placed lateral to the outer canthi of both eyes. Electrode impedances were kept < 5 k Ohm. The recording data were filtered off-line between 1 and 25 Hz (24 dB/octave) with a finite impulse response filter. Epochs were set at 800 ms in length, starting 100 ms before the onset of stimulus. Epochs obtained from continuous data were rejected when fluctuations in potential values exceeded ± 100 μV at any channel except the EOG channels. The ERPs evoked by standard and deviant stimuli were calculated by averaging individual trials (excluding standards that immediately followed a deviant and the ERP response to trials where the cross changed in the length of arms). MMN, a difference waveform, was derived by subtracting the ERP response to the stimuli presented as standards in one block from the ERP response to the same stimuli presented as deviants in another block. By this means, deviant and standard ERP responses to physically identical stimuli (characters from the same homophone pool) were compared (deviant_yi1 vs. standard_yi1, deviant_yi2 vs. standard_yi2, deviant_yi3 vs. standard_yi3 and deviant_yi4 vs. standard_yi4).

The mean amplitudes of the ERPs were analyzed using a three-way ANOVA (repeated measures) with stimuli condition (standard and deviant), site (fronto-central and parieto-occipital) and time window (130–190 ms, 190–390 ms and 390–460 ms) as factors. Because the main goal of this study is to examine whether the difference between the ERPs in response to the standards and the deviants is significant, only the interactions and main effects concerning stimuli condition will be further analyzed. The Greenhouse-Geisser adjustment was applied, and corrected p values were reported along with uncorrected degrees of freedom.

In order to localize the source of the MMN in the brain, we performed the Low-Resolution Electromagnetic Tomography (LORETA) at a time window where the MMN response was most prominent. LORETA is a tomographic technique to the inverse EEG problem and helps find the solution consistent with the EEG/ERP scalp.
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