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Abstract

In this paper we study flag codes of maximum distance. We characterize these codes in terms of, at most, two relevant constant dimension codes naturally associated to them. We do this first for general flag codes and then particularize to those arising as orbits under the action of arbitrary subgroups of the general linear group. We provide two different systematic orbital constructions of flag codes attaining both maximum distance and size. To this end, we use the action of Singer groups and take advantage of the good relation between these groups and Desarguesian spreads, as well as the fact that they act transitively on lines and hyperplanes.
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1 Introduction

Network Coding appeared in \cite{1} as a method for maximize the information rate of a network modelled as an acyclic directed multigraph with possibly several senders and receivers. Afterwards, Koetter and Kschischang stated in \cite{16} an algebraic approach for coding in non coherent networks (Random Network Coding). In this setting, subspace codes stand as the most appropriate codes for error correction. Given a finite field $\mathbb{F}_q$, a subspace code is just a set of subspaces of the $\mathbb{F}_q$-vector space $\mathbb{F}_q^n$, for a positive integer $n$. Since their definition in \cite{16}, research works on the structure, construction and decoding methods of this type of codes have proliferated considerably, e.g. in \cite{9, 10, 15, 21, 28}. In many of these articles, all the codewords are vector subspaces having the same dimension, in which case we speak about constant dimension codes. Among them, spread codes, that is, constant dimension codes which partition the ambient space, appear as a remarkable subfamily, since they have the best distance and the largest size for that distance. Besides, a particular way of constructing constant dimension codes is based on the natural and transitive action of the general linear group, $\text{GL}(n, q)$, on the Grassmannian $\mathcal{G}_q(k, n)$, which is the set of all $k$-dimensional vector subspaces of $\mathbb{F}_q^n$ over $\mathbb{F}_q$. In this context, an orbit code is a constant dimension code which is the orbit under the action of some subgroup of $\text{GL}(n, q)$ acting on $\mathcal{G}_q(k, n)$. When the acting group is cyclic, we call them cyclic orbit codes. First studied in \cite{27}, orbit codes have a rich mathematical structure due to the group action point of view. Concerning cyclic orbit codes, Singer groups, that is, cyclic subgroups of $\text{GL}(n, q)$ of order $q^n - 1$, play a very important role. The structure of these groups, as well as their multiple

\textsuperscript{1}Dpt. de Matemàtiques, Universitat d’Alacant, Sant Vicent del Raspeig, Ap. Correus 99, E – 03080 Alacant.
E-mail adresses: miguelangel.np@ua.es, xaro.soler@ua.es.
Flag codes of Maximum Distance and Constructions using Singer Groups

mathematical properties, have permitted to obtain relevant information about the orbit codes they generate (see [8, 13, 22, 24, 26], for instance).

Flag codes can be seen as a generalization of constant dimension codes. In this case, the codewords are flags on $\mathbb{F}_q^n$, that is, tuples of nested vector subspaces of prescribed dimensions. The use of these codes is particularly interesting when there are limitations on the size $q$ of the field or the length $n$ of the information packets to be transmitted [23]. The use of flags in the Network Coding setting began with the work [20] by Liebhold et al. and has continued with several articles that have extended and deepened this line of research [4, 5, 17]. The action of the general linear group on the Grassmannian can be easily extended to any variety of flags. Consequently, it also makes sense to study those flag codes arising as orbits of some relevant groups (see [2, 3, 20]). The paper at hand is also involved in this research.

Concretely, we deal with flag codes of maximum distance (optimum distance flag codes), with special emphasis on those having an orbital structure under the action of a suitable Singer group.

The paper is structured as follows. In Section 2 we give all the background we need on finite fields, constant dimension codes and Singer group actions. Section 3 is devoted to highlighting the well-known relationship between Desarguesian spreads and Singer groups, which will be very important for the subsequent derivation of our flag codes. In Section 4 we start with a summary of known results on flag codes, after which we delve into optimum distance flag codes. In Theorem 4.8 we characterize these flag codes in terms of at most two constant dimension codes, improving considerably on the, up to now, only known result in this respect (see [4]). Moreover, we give several characterizations of optimum distance flag codes when arising as orbits of the action of an arbitrary subgroup of the general linear group (Theorem 4.11). In Section 5, we use the action of appropriate Singer groups and the theoretical results previously obtained, in order to provide two systematic orbital constructions of optimum distance flag codes having the best cardinality. First, in Section 5.1, we give a construction starting from a Desarguesian spread of $\mathbb{F}_q^n$ and the results set out in Section 3. Since this kind of construction entails a restriction on the type vector of the flags (see [5]), we complete our research in Section 5.2, where we deal with the construction of orbit flag codes of full type having maximum distance and size.

2 Preliminaries

2.1 Finite fields

We begin this section by recalling some definitions and results that can be found in any textbook on finite fields (see [19], for instance).

Let $\mathbb{F}_q$ denote the finite field of $q$ elements, for a prime power $q$. Given a positive integer $k$, we put $\mathbb{F}_q^{k \times k}$ for the set of all $k \times k$ matrices with entries in $\mathbb{F}_q$ and $\text{GL}(k, q)$ for the general linear group of degree $k$ over $\mathbb{F}_q$, composed by all invertible matrices in $\mathbb{F}_q^{k \times k}$. A primitive element $\omega$ of the field $\mathbb{F}_q^*$ is just a generator of the cyclic group $\mathbb{F}_q^*$, which has order $q^k - 1$. Let $p(x) = x^k + \sum_{i=0}^{k-1} p_i x^i \in \mathbb{F}_q[x]$ be the minimal polynomial of $\omega$ over $\mathbb{F}_q$. It turns out that $p(x)$ is the characteristic polynomial of the matrix

$$M_k = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-p_0 & -p_1 & -p_2 & \cdots & -p_{k-1}
\end{pmatrix} \in \text{GL}(k, q),$$
which is called the companion matrix of \( p(x) \). In particular, \( M_k \) can be seen as a root of \( p(x) \) and the finite field \( \mathbb{F}_{q^k} \) can be realized as \( \mathbb{F}_{q^k} \cong \mathbb{F}_q[\omega] \cong \mathbb{F}_q[M_k] \), where the last field isomorphism is given by:

\[
\phi : \mathbb{F}_q[\omega] \xrightarrow{\sum_{i=0}^{k-1} a_i \omega^i} \mathbb{F}_q[M_k],
\]

Consequently, the multiplicative order of \( M_k \) is \( q^k - 1 \), that is, \( M_k \) generates a cyclic subgroup \( \langle M_k \rangle \) of order \( q^k - 1 \) in \( \text{GL}(k, q) \). Equivalently, \( M_k \) is a primitive element of the finite field \( \mathbb{F}_q[M_k] \subseteq \mathbb{F}_{q^{k \times k}} \).

For any positive integer \( n \) and \( i \in \{0, \ldots, n\} \), we denote by \( G_q(i, n) \) the set of all \( i \)-dimensional vector subspaces of \( \mathbb{F}_q^n \) over \( \mathbb{F}_q \), which is called the Grassmann variety (or simply the Grassmannian). For any positive integer \( s \geq 2 \), the field isomorphism \( \phi \) is useful to map vector subspaces of \( \mathbb{F}_q^{k \times s} \) into vector subspaces of \( \mathbb{F}_q^{k \times s} \). For \( m \in \{1, \ldots, s\} \), one has the following embedding map

\[
\varphi : \begin{cases} \mathcal{G}_q^k(m, s) & \longrightarrow \mathcal{G}_q(km, ks) \\ \text{rowsp} \begin{pmatrix} a_{11} & \cdots & a_{1s} \\ \vdots & \ddots & \vdots \\ a_{m1} & \cdots & a_{ms} \end{pmatrix} & \longrightarrow \text{rowsp} \begin{pmatrix} \varphi(a_{11}) & \cdots & \varphi(a_{1s}) \\ \vdots & \ddots & \vdots \\ \varphi(a_{m1}) & \cdots & \varphi(a_{ms}) \end{pmatrix} \end{cases},
\]

which is called a field reduction map. In particular, \( \varphi(U) \cap \varphi(V) = \varphi(U \cap V) \), for all \( U, V \in \mathcal{G}_q^k(m, s) \), since \( \varphi \) is an injective map.

Besides, we can also use \( \phi \) to obtain the following group monomorphism (see [29, Th. 2.4]):

\[
\psi : \begin{cases} \text{GL}(s, q^k) & \longrightarrow \text{GL}(ks, q) \\ \begin{pmatrix} a_{11} & \cdots & a_{1s} \\ \vdots & \ddots & \vdots \\ a_{s1} & \cdots & a_{ss} \end{pmatrix} & \longrightarrow \begin{pmatrix} \varphi(a_{11}) & \cdots & \varphi(a_{1s}) \\ \vdots & \ddots & \vdots \\ \varphi(a_{s1}) & \cdots & \varphi(a_{ss}) \end{pmatrix} \end{cases}.
\]

### 2.2 Subspace codes, orbit codes and Singer group actions

For any integers \( 1 \leq k < n \), the Grassmannian \( \mathcal{G}_q(k, n) \) can be seen as a metric space endowed with the following subspace distance (see [16]):

\[
d_S(U, V) = \dim(U + V) - \dim(U \cap V) = 2(k - \dim(U \cap V)),
\]

for all \( U, V \in \mathcal{G}_q(k, n) \). Using this metric, a constant dimension code is just a nonempty subset \( \mathcal{C} \) of \( \mathcal{G}_q(k, n) \) and its minimum distance is defined as

\[
d_S(\mathcal{C}) = \min\{ d_S(U, V) \mid U, V \in \mathcal{C}, U \neq V \} \leq \begin{cases} 2k & \text{if } 2k \leq n, \\ 2(n - k) & \text{if } 2k > n. \end{cases}
\]

In case that \( |\mathcal{C}| = 1 \), we put \( d_S(\mathcal{C}) = 0 \). In any other case, \( d_S(\mathcal{C}) \) is always a positive even integer. When the upper bound provided by (5) is attained we say that \( \mathcal{C} \) is a constant dimension code of maximum distance.

Notice that the distance \( d_S(\mathcal{C}) = 2k \) can only be attained if \( 2k \leq n \) and different subspaces in \( \mathcal{C} \) pairwise intersect trivially. This class of codes of maximum distance were introduced in [10] as partial spread codes since they generalize the class of spread codes, previously studied in [21]. A spread code is just a spread in the geometrical sense, that is, its elements pairwise intersect trivially and cover the whole space \( \mathbb{F}_q^n \) (see [12]). The size of a partial spread code of dimension \( k \) (or \( k \)-partial spread code) is always upper bounded by

\[
\frac{q^n - q^r}{q^k - 1},
\]
where \( r \) is the remainder obtained dividing \( n \) by \( k \) (see [10]). In turn, \( k \)-spreads exist if, and only if, \( k \) divides \( n \) and, in this case, they have cardinality \((q^n - 1)/(q^k - 1)\), which is the largest size among \( k \)-partial spreads of \( \mathbb{F}_q^n \).

On the other hand, if \( 2k \geq n \) and \( \mathcal{C} \subseteq \mathcal{G}_q(k,n) \), then the dual code of \( \mathcal{C} \) is the set \( \mathcal{C}^\perp = \{V^\perp \mid V \in \mathcal{C} \} \). It is a constant dimension code of dimension \( n - k \) with the same cardinality and distance than \( \mathcal{C} \) (see [16]). In particular, if \( d_S(\mathcal{C}) = 2(n-k) \), then \( \mathcal{C}^\perp \) is an \((n-k)\)-partial spread code and the size of \( \mathcal{C} \) can be also upper bounded in terms of (6).

Notice that any code \( \mathcal{C} \) included in the Grassmannian of lines \( \mathcal{G}_q(1,n) \) or in the Grassmannian of hyperplanes \( \mathcal{G}_q(n-1,n) \), with \( |\mathcal{C}| \geq 2 \), is a constant dimension code of maximum distance and its size is upper bounded by \((q^n - 1)/(q-1)\).

**Orbit codes** were introduced in [27] as constant dimension codes arising as orbits under the action of some subgroup of the general linear group. Given a subspace \( V \in \mathcal{G}_q(k,n) \) and a full-rank matrix \( V \in \mathbb{F}_q^{k \times n} \) generating \( V \), that is, \( V = \text{rowsp}(V) \), the map
\[
\mathcal{G}_q(k,n) \times \text{GL}(n,q) \rightarrow \mathcal{G}_q(k,n)
\]
\[
(V,A) \mapsto V \cdot A = \text{rowsp}(VA),
\]
is independent from the choice of \( V \) and it defines a group action on \( \mathcal{G}_q(k,n) \) (see [27]). For a subgroup \( H \) of \( \text{GL}(n,q) \), the orbit code \( \text{Orb}_H(V) \) is just:
\[
\text{Orb}_H(V) = \{V \cdot A \mid A \in H\} \subseteq \mathcal{G}_q(k,n).
\]

The size of an orbit code can be computed as \( |\text{Orb}_H(V)| = \frac{|H|}{|\text{Stab}_H(V)|} \), where \( \text{Stab}_H(V) = \{A \in H \mid V \cdot A = V\} \) is the stabilizer subgroup of the subspace \( V \) under the action of \( H \). If \( H = \text{Stab}_H(V) \), then \( \text{Orb}_H(V) = \{V\} \) and \( d_S(\text{Orb}_H(V)) = 0 \). In any other case, the minimum distance of the orbit code \( \text{Orb}_H(V) \) can be computed as (see [27]):
\[
d_S(\text{Orb}_H(V)) = \min \{d_S(V,V \cdot A) \mid A \in H \setminus \text{Stab}_H(V)\}.
\]

When the acting group is cyclic, the corresponding orbit codes are called **cyclic orbit codes**. These particular type of orbit codes have been deeply studied in several papers (see [8, 22, 24, 26] for instance).

In this paper we will use the action of **Singer cyclic subgroups** of \( \text{GL}(n,q) \), which are generated by the so called **Singer cycles** of \( \text{GL}(n,q) \). These are elements of \( \text{GL}(n,q) \) having order \( q^n - 1 \), which is the largest element order in \( \text{GL}(n,q) \). Although Singer cycles are not necessarily conjugate, the generated subgroups are always conjugate subgroups of \( \text{GL}(n,q) \) (see [11, 14] for more information on Singer groups).

The following seminal result about the action of a Singer group on the Grassmannian of lines and the Grassmannian of hyperplanes is due to Singer (1938) and will be used extensively throughout this article:

**Theorem 2.1.** [6, Th. 6.2] Any Singer cyclic subgroup \( S \) of \( \text{GL}(n,q) \) acts transitively on both \( \mathcal{G}_q(1,n) \) and \( \mathcal{G}_q(n-1,n) \). Moreover, for any \( l \in \mathcal{G}_q(1,n) \) and any \( h \in \mathcal{G}_q(n-1,n) \), it holds
\[
\text{Stab}_S(l) = \text{Stab}_S(h) = \{aI_n \mid a \in \mathbb{F}_q^*\},
\]
which is the unique cyclic subgroup of \( S \) of order \( q - 1 \).

### 3 Desarguesian spread codes and Singer groups

In this section we focus on the action of Singer groups in order to obtain certain \( k \)-spreads of \( \mathbb{F}_q^n \) as their orbits, for \( n = ks \) and \( s \geq 2 \). Later on, in Section 5.1, we
will use the results obtained here to construct orbit flag codes by considering Singer groups and their subgroups.

Consider the field reduction map \( \varphi \) defined in (2) which maps vector subspaces of \( \mathbb{F}_q^s \) into vector subspaces of \( \mathbb{F}_q^n \). Applying \( \varphi \) to a constant dimension code \( C \subseteq \mathcal{G}_q(m, s) \), we obtain another constant dimension code \( \varphi(C) \subseteq \mathcal{G}_q(km, n) \). Since \( \varphi \) is injective, it preserves intersections and therefore it follows that \( d_S(\varphi(C)) = kd_S(C) \).

In particular, if \( C \) attains the maximum possible distance, then \( \varphi(C) \) do it as well. Even more, if \( C \) is a \( m \)-spread code of \( \mathbb{F}_q^s \), then \( \varphi(C) \) is a \( km \)-spread code of \( \mathbb{F}_q^n \).

We will use two constant dimension codes of \( \mathbb{F}_q^n \) constructed in this way. First, from the spread of lines of \( \mathbb{F}_q^s \), we consider

\[
S = \varphi(\mathcal{G}_q(1, s)) \subseteq \mathcal{G}_q(k, n),
\]

which is a \( k \)-spread of \( \mathbb{F}_q^n \). Originally due to Segre (see [25]), in the network coding setting, this construction appears for the first time in [21]. Secondly, from the Grassmannian of hyperplanes of \( \mathbb{F}_q^s \), we obtain

\[
\mathcal{H} = \varphi(\mathcal{G}_q(s - 1, s)) \subseteq \mathcal{G}_q(n - k, n),
\]

which is a constant dimension code of \( \mathbb{F}_q^n \) with maximum distance.

Notice that the field reduction map \( \varphi \) together with the group monomorphism \( \psi \) defined in (3) make it possible to establish the following relation between the group action of \( \text{GL}(s, q^k) \) on \( \mathcal{G}_q(m, s) \) and the group action of \( \text{GL}(n, q) \) on \( \mathcal{G}_q(km, n) \):

\[
\varphi(V \cdot A) = \varphi(V) \cdot \psi(A),
\]

for all \( V \in \mathcal{G}_q(m, s) \) and \( A \in \text{GL}(s, q^k) \). In particular, we will use this equality to relate the respective actions of two Singer cyclic subgroups in which we are very interested.

Let \( \alpha \) be a primitive element of \( \mathbb{F}_q^n \). Recall that, given the minimal polynomial of \( \alpha \) over \( \mathbb{F}_q \) and its companion matrix, \( M_\alpha \in \text{GL}(s, q^k) \), then \( \mathbb{F}_q^n \cong \mathbb{F}_q[\alpha] \cong \mathbb{F}_q[M_\alpha] \). Therefore, the multiplicative order of \( M_\alpha \) is \( q^k - 1 \) and \( \mathbb{F}_q^n[M_\alpha] = \{0_{\times s}\} \cup \langle M_\alpha \rangle \subseteq \mathbb{F}_q^{s \times s} \). In particular, \( M_\alpha \) is a Singer cycle of \( \text{GL}(s, q^k) \), generating the Singer cyclic subgroup \( \langle M_\alpha \rangle \) of \( \text{GL}(s, q^k) \). Furthermore, \( \psi(\langle M_\alpha \rangle) = \langle \psi(M_\alpha) \rangle \) is a Singer cyclic subgroup of \( \text{GL}(n, q) \). These two Singer groups will be crucial in Section 5.1.

Coming back to the spread \( S = \varphi(\mathcal{G}_q(1, s)) \) defined in (7), let us denote \( \mathcal{G}_q(1, s) = \{l_1, l_2, \ldots, l_r\} \) and \( S = \{S_1, S_2, \ldots, S_r\} \), where \( r = \frac{q^s - 1}{s} \) and \( S_i = \varphi(l_i) \) for all \( i = 1, \ldots, r \). In accordance with (9) and Theorem 2.1, for every \( i \in \{1, \ldots, r\} \), we can write

\[
S = \varphi(\mathcal{G}_q(1, s)) = \varphi(\text{Orb}_{\langle M_\alpha \rangle}(l_i)) = \varphi(l_i \cdot A) \mid A \in \langle M_\alpha \rangle \}
\]

\[
= \{S_i \cdot \psi(A) \mid \psi(A) \in \langle \psi(M_\alpha) \rangle \} = \text{Orb}_{\langle \psi(M_\alpha) \rangle}(S_i).
\]

In an analogous way, we denote \( \mathcal{G}_q(s - 1, s) = \{h_1, h_2, \ldots, h_r\} \) and the code \( \mathcal{H} = \{\mathcal{H}_1, \mathcal{H}_2, \ldots, \mathcal{H}_r\} \), where \( \mathcal{H}_i = \varphi(h_i) \), for all \( i = 1, \ldots, r \). Then, for every \( h_i \in \mathcal{G}_q(s - 1, s) \), we obtain that

\[
\mathcal{H} = \varphi(\mathcal{G}_q(s - 1, s)) = \varphi(\text{Orb}_{\langle M_\alpha \rangle}(h_i)) = \text{Orb}_{\langle \psi(M_\alpha) \rangle}(\mathcal{H}_i).
\]

That is, the transitive action of \( \langle M_\alpha \rangle \) on the lines and hyperplanes of \( \mathbb{F}_q^s \) is translated to the transitive action of \( \langle \psi(M_\alpha) \rangle \) on the constant dimension codes of maximum distance \( S \) and \( \mathcal{H} \). Moreover, from Theorem 2.1 we also obtain that, for any \( S_i \in S \) and \( \mathcal{H}_i \in \mathcal{H} \) it holds
From that is, the $k$ such that Desarguesian is the unique $(F, D)$-equivalent to $S$, that is, if there exists $B \in \text{GL}(n, q)$ such that

$$D = S \cdot B = \{S_1, S_2, \ldots, S_r\} \cdot B = \{S_1 \cdot B, S_2 \cdot B, \ldots, S_r \cdot B\}.$$  

From [7, 29], we know that, given a Singer cyclic subgroup of $\text{GL}(n, q)$, there exists a unique $k$-spread of $F_q^n$ which appears as its orbit. Moreover this $k$-spread is Desarguesian. Consequently, $S$ is the unique $k$-spread of $F_q^n$ which arises as an orbit of the Singer cyclic subgroup $\langle \psi(M) \rangle$. Besides, given another Desarguesian $k$-spread $D$ of $F_q^n$ and $B \in \text{GL}(n, q)$ such that $S \cdot B = D$, it follows that

$$D = S \cdot B = \text{Orb}_{\langle \psi(M) \rangle}(S) \cdot B$$

that is, the $k$-spread $D$ appears as the orbit under the action of the Singer cyclic subgroup $\langle \psi(M) \rangle^B = B^{-1}\langle \psi(M) \rangle^B$. In Section 5.1, we will construct flag codes with maximum distance and an orbital structure. To do so, we will make use of the $k$-spread $S$ defined in (7) and its orbital structure under the action of the Singer group $\langle \psi(M) \rangle$. By virtue of (13), to work with any other Desarguesian $k$-spread $D$, it would be enough to consider the group $\langle \psi(M) \rangle^B$ instead of $\langle \psi(M) \rangle$.

### 4 On Flag codes

The present section is devoted to a theoretical study of flag codes. We start in Section 4.1 with a revision of some known results. Next, in Section 4.2 we focus on flag codes attaining the maximum possible distance and give a characterization of them that considerably improves the one obtained in [4]. We finish the section by studying how to construct these flag codes as orbits (or union of orbits) of arbitrary subgroups of the general linear group.

#### 4.1 Background of flag codes

Given integers $0 < t_1 < \cdots < t_r < n$, a flag $F = (F_1, \ldots, F_r)$ of type $(t_1, \ldots, t_r)$ on $F_q^n$ is a sequence of nested subspaces of $F_q^n$,

$$\{0\} \subsetneq F_1 \subsetneq \cdots \subsetneq F_r \subsetneq F_q^n,$$

with $F_i \in \mathcal{G}(t_i, n)$, for all $i = 1, \ldots, r$. We say that $F_i$ is the $i$-th subspace of the flag $F$ and when the type vector is $(1, 2, \ldots, n-1)$ we speak about full flags. The set of all flags of type $(t_1, \ldots, t_r)$ on $F_q^n$ is known as the flag variety of type $(t_1, \ldots, t_r)$ on $F_q^n$ and will be denoted here by $\mathcal{F}_q(t_1, \ldots, t_r, n)$. 

\[\text{Stab}_{\langle \psi(M) \rangle}(S) = \text{Stab}_{\langle \psi(M) \rangle}(H) = \psi \left( \text{Stab}_{\langle M \rangle}(I) \right) = \{\psi(aI) \mid a \in F_q^n\} \]

\[= \left\{ \begin{pmatrix} \phi(a) & \cdots & 0_{k \times k} \\ \vdots & \ddots & \vdots \\ 0_{k \times k} & \cdots & \phi(a) \end{pmatrix} \mid a \in F_q^n \right\}, \quad (12)\]

which has order $q^k - 1$ (see also [29, Lemma 3.5]).

**Remark 3.1.** Following [18] and [29, Cor. 3.8], we can say that a $k$-spread $D$ of $F_q^n$ is Desarguesian if it is $\text{GL}(n, q)$-equivalent to $S$, that is, if there exists $B \in \text{GL}(n, q)$ such that

\[D = S \cdot B = \{S_1, S_2, \ldots, S_r\} \cdot B = \{S_1 \cdot B, S_2 \cdot B, \ldots, S_r \cdot B\}.\]
The subspace distance defined in (4) for the Grassmann variety can be naturally extended to \(F_q((t_1, \ldots, t_r), n)\) as follows. Given \(F = (F_1, \ldots, F_r)\) and \(F' = (F'_1, \ldots, F'_r)\) two flags in \(F_q((t_1, \ldots, t_r), n)\), their flag distance is
\[
d_f(F, F') = \sum_{i=1}^{r} d_S(F_i, F'_i).
\]

The use of flags in the network coding setting appears for the first time in [20]. Since then, several papers on this subject have recently appeared (see, for instance, [2, 3, 4, 5, 17]). If \(\emptyset \neq C \subseteq F_q((t_1, \ldots, t_r), n)\), we say that \(C\) is a flag code of type \((t_1, \ldots, t_r)\) on \(\mathbb{F}_q^n\). The minimum distance of \(C\) is given by
\[
d_f(C) = \min\{d_f(F, F') \mid F, F' \in C, F \neq F'\}.
\]

As for subspace codes, if \(|C| = 1\), we put \(d_f(C) = 0\). Notice that \(d_f(C)\) is upper bounded by (see [4])
\[
d_f(C) \leq 2 \left(\sum_{2t_i \leq n} t_i + \sum_{2t_i > n} (n - t_i)\right).
\]

For any \(i \in \{1, \ldots, r\}\), the \(i\)-projected code \(C_i\) of \(C\) is defined in [4] as the constant dimension code
\[
C_i = \{F_i \mid (F_1, \ldots, F_i) \in C\} \subseteq G_q(t_i, n).
\]

Observe that \(|C_i| \leq |C|\), for every \(1 \leq i \leq r\). When we have the equalities \(|C| = |C_1| = \cdots = |C_r|\), the flag code \(C\) is said to be disjoint (see [4]). In the same paper, optimum distance flag codes (ODFCs, for short) are defined as flag codes attaining the upper bound given in (14). The close relationship between a flag code \(C\) and its projected codes can be used to characterize this class of flag codes by using the concept of disjointness.

**Theorem 4.1.** [4, Th. 3.11] Let \(C\) be a flag code of type \((t_1, \ldots, t_r)\). The following statements are equivalent:

(i) \(C\) is an ODFC.

(ii) \(C\) is a disjoint flag code and every projected code \(C_i\) is a constant dimension code of maximum distance.

As a result, the size of an ODFC can be upper bounded in terms of the upper bound given by (6) of Section 2.2.

**Theorem 4.2.** [4, Th. 3.12] Let \(k\) be a divisor of \(n\) and assume that \(C\) is an ODFC of type \((t_1, \ldots, t_r)\) on \(\mathbb{F}_q^n\). If \(k\) is a dimension in the type vector, say \(t_i = k\), then \(|C| \leq \frac{n^r}{q^i - 1}\). Equality holds if, and only if, the projected code \(C_i\) is a \(k\)-spread of \(\mathbb{F}_q^n\).

On the other hand, requiring an ODFC to have a \(k\)-spread as one of its projected codes leads to a condition on its type vector.

**Theorem 4.3.** [5, Th. 3.3] Let \(C\) be an ODFC of type \((t_1, \ldots, t_r)\) on \(\mathbb{F}_q^n\). Assume that some dimension \(t_i = k\) divides \(n\) and the associated projected code \(C_i\) is a \(k\)-spread. Then, for each \(j \in \{1, \ldots, r\}\), either \(t_j \leq k\) or \(t_j \geq n - k\) holds.

Consequently, when \(n = ks\) and \(s \geq 2\), the full admissible type vector for an ODFC having a \(k\)-spread as a projected code is \((1, \ldots, k, n - k, \ldots, n - 1)\). We will come back to this situation in Section 5.1. Besides, notice that for \(s = 2\) the full admissible type vector is just the full type vector. A construction of ODFCs with
the largest possible size in this particular case, together with a decoding algorithm, can be found in [4].

The action of the general linear group on the Grassmannian seen in Section 2 can be naturally extended to flags as follows. This approach already appears in [2, 3, 20]. Given a flag $F = (F_1, \ldots, F_r) \in F_q((t_1, \ldots, t_r), n)$ and a subgroup $H$ of $GL(n, q)$, the orbit flag code generated by $F$ under the action of $H$ is

$$\text{Orb}_H(F) = \{ F \cdot A | A \in H \} = \{(F_1 \cdot A, \ldots, F_r \cdot A) | A \in H \} \subseteq F_q((t_1, \ldots, t_r), n).$$

Its associated stabilizer subgroup is $\text{Stab}_H(F) = \{ A \in H | F \cdot A = F \}$ and it holds $|\text{Orb}_H(F)| = |\text{Stab}_H(F)|$. Moreover, the minimum distance of the orbit flag code can be obtained as

$$d_f(\text{Orb}_H(F)) = \min\{d_f(F, F \cdot A) | A \in H \setminus \text{Stab}_H(F)\}$$

and it holds $d_f(\text{Orb}_H(F)) = 0$ if, and only if, $\text{Stab}_H(F) = H$. The projected codes of an orbit flag code are orbit (subspace) codes. More precisely, for every $1 \leq i \leq r$, we have $\text{Orb}_H(F)_i = \text{Orb}_H(F_i) \subseteq G_q(t_i, n)$. Besides, the stabilizer subgroup of $F$ is closely related to the ones of its subspaces:

$$\text{Stab}_H(F) = \bigcap_{i=1}^r \text{Stab}_H(F_i).$$

Remark that, fixed an acting subgroup $H$ of $GL(n, q)$, the cardinality of the flag code $\text{Orb}_H(F)$ and their projected codes are determined by the orders of the corresponding stabilizer subgroups of $H$. The equality given in (15) allows to obtain disjoint flag codes, in the orbital scenario, involve an equality of subgroups and not only of cardinalities.

**Proposition 4.4.** [3, Prop. 3.5] Given a flag $F = (F_1, \ldots, F_r)$ of type $(t_1, \ldots, t_r)$ on $\mathbb{F}_q^n$ and a subgroup $H$ of $GL(n, q)$, the following statements are equivalent:

(i) $\text{Orb}_H(F)$ is a disjoint flag code.

(ii) $\text{Stab}_H(F) = \text{Stab}_H(F_1) = \cdots = \text{Stab}_H(F_r)$.

(iii) $\text{Stab}_H(F_1) = \cdots = \text{Stab}_H(F_r)$.

### 4.2 On Optimum Distance Flag Codes

Next, we will go deeper into the theoretical study of ODFCs, obtaining some important properties that will be useful for the subsequent orbital constructions (Section 5). In Theorem 4.1, ODFCs are characterized in terms of all their projected codes. In this section, we go one step further and present a new criterion to characterize them just regarding, at most, two of its projected codes. To achieve this result, we start studying how the fact of having a projected code with maximum distance gives us some information about the cardinality and distance of some other projected codes.

**Proposition 4.5.** Let $C$ be a flag code of type $(t_1, \ldots, t_r)$ on $\mathbb{F}_q^n$ having a projected code $C_i$ of maximum distance, for some $i \in \{1, \ldots, r\}$, and take flags $F, F' \in C$ such that $F_i \neq F'_i$.

(a) If $2t_i \leq n$, then $d_S(F_j, F'_j) = 2t_j$, for every $1 \leq j \leq i$. In particular, $|C_i| \leq |C_j|$, for $1 \leq j \leq i$.

(b) If $2t_i > n$, then $d_S(F_j, F'_j) = 2(n - t_j)$ for all $i \leq j \leq r$. As a consequence, $|C_i| \leq |C_j|$, for values $i \leq j \leq r$. 
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Proof. Assume that $C_i$ is a constant dimension code of maximum distance. In particular, $|C_i| > 1$ and we can consider flags $F, F' \in C$ such that $F_i \neq F'_i$. We distinguish two possibilities:

(a) If $2t_i \leq n$, then $d_S(F_i, F'_i) = d_S(C_i) = 2t_i$ or, equivalently, $F_i \cap F'_i = \emptyset$. Hence, for every $1 \leq j \leq i$, it holds that $F_j \cap F'_j = \emptyset$ and then $d_S(F_j, F'_j) = 2t_j$, which is the maximum possible distance between $t_j$-dimensional subspaces. In particular, $F_j \neq F'_j$ and we conclude that $|C_i| \leq |C_j|$, for all $1 \leq j \leq i$.

(b) If $2t_i > n$, then $d_S(F_i, F'_i) = d_S(C_i) = 2(n - t_i)$ or, equivalently, $F_i + F'_i = \mathbb{F}_q^n$. As a result, when we consider higher dimensions $t_j > t_i$ in the type vector, we obtain $F_j + F'_j = \mathbb{F}_q^n$ as well. Consequently, $d_S(F_j, F'_j) = 2(n - t_j)$, which is the maximum distance between $t_j$-dimensional subspaces of $\mathbb{F}_q^n$. Moreover, $F_j$ and $F'_j$ are different and we obtain $|C_i| \leq |C_j|$, for all $i \leq j \leq r$.

\[ \]

Remark 4.6. Notice that having a projected code attaining the maximum distance it is not enough to deduce that other projected codes satisfy the same property. The following example shows this situation.

Example 4.7. Consider the canonical basis $\{e_1, \ldots, e_6\}$ of $\mathbb{F}_q^6$ and let $C$ be the flag code of type $(2, 3)$ on $\mathbb{F}_q^6$ given by the flags

\[ F^1 = \langle (e_1, e_2), (e_1, e_2, e_3) \rangle, \]
\[ F^2 = \langle (e_1, e_3), (e_1, e_2, e_3) \rangle, \]
\[ F^3 = \langle (e_4, e_5), (e_4, e_5, e_6) \rangle. \]

Notice that $C_2 = \{\langle e_1, e_2, e_3 \rangle, \langle e_4, e_5, e_6 \rangle\}$ is a code of maximum distance, $d_S(C_2) = 6$. However, the first projected code $C_1 = \{\langle e_1, e_2 \rangle, \langle e_1, e_3 \rangle, \langle e_4, e_5 \rangle\}$ has distance $d_S(C_1) = d_S(F_1^1, F_1^2) = 2$, whereas the maximum distance for its dimension is 4.

We will use Proposition 4.5 in order to characterize ODFCs in terms of, at most, two of their projected codes. These constant dimension codes are the ones (if they exist) of closest dimensions to $\frac{n}{2}$ in the type vector, both at left and right. Let us make this idea precise. Given an arbitrary but fixed type vector $(t_1, \ldots, t_r)$ and an ambient space $\mathbb{F}_q^n$, we give special attention to two indices defined as

\[ a = \max \{i \in \{1, \ldots, r\} \mid 2t_i \leq n\} \quad \text{and} \quad b = \min \{i \in \{1, \ldots, r\} \mid 2t_i \geq n\}. \]

Note that the sets

\[ \{i \in \{1, \ldots, r\} \mid 2t_i \leq n\} \quad \text{and} \quad \{i \in \{1, \ldots, r\} \mid 2t_i \geq n\} \]

cover the family of indices $\{1, \ldots, r\}$. Hence, at least one of them must be nonempty.

Even more, the first set is empty if, and only if, $b = 1$ and every dimension in the type vector is lower bounded by $\frac{n}{2}$. Similarly, the second one does not contain any element if, and only if, $a = r$, i.e., if all the dimensions in the type vector are upper bounded by $\frac{n}{2}$. In any other situation, $a$ and $b$ are well-defined and $a \leq b$. The equality holds if, and only if, $n$ is even and the dimension $\frac{n}{2}$ appears in the type vector. In this case $t_a = t_b = \frac{n}{2}$. In any other situation, these two sets partition

\[ \{1, \ldots, r\} = \{1, \ldots, a\} \cup \{b, \ldots, r\}, \]

with $b = a + 1$.

For sake of simplicity, the following results are presented in terms of both indices $a$ and $b$. Despite the fact that these two indices do not need to exist simultaneously,
at least one of them is always well defined. In that way, for type vectors in which the index \( a \) (resp. \( b \)) does not exist, the next result still holds true and gives a characterization of ODFCs just in terms of the projected code of dimension \( t_a = t_1 \) (resp. \( t_a = t_r \)). In any case, it represents a significant improvement with respect to Theorem 4.1 (see [4, Th. 3.11]).

**Theorem 4.8.** Let \( C \) be a flag code of type \((t_1, \ldots, t_r)\) on \( \mathbb{F}_q^n \) and consider indices \( a \) and \( b \) as in (16). The following statements are equivalent:

(i) The flag code \( C \) is an ODFC.

(ii) \( C_a \) and \( C_b \) are constant dimensions codes of maximum distance with cardinality \(|C_a| = |C_b| = |C|\).

**Proof.** The implication \( (i) \Rightarrow (ii) \) follows straightforwardly from Theorem 4.1. To show \( (ii) \Rightarrow (i) \), notice that if \( C_a \) and \( C_b \) have the maximum possible distance, by means of Proposition 4.5, we have

\[
|C| = |C_a| \leq |C_i| \text{ for every } i \leq a \\
|C| = |C_b| \leq |C_j| \text{ for every } j \geq b.
\]

Since the cardinality of every projected code is upper bounded by \(|C|\), we conclude that \(|C| = |C_1| = \cdots = |C_r|\), i.e., the flag code \( C \) is disjoint. Now, in order to see that every projected code attains the maximum possible distance, we argue as follows. Take an index \( 1 \leq i \leq r \) and consider a pair of different subspaces \( F_i, F_i' \in C_i \). These subspaces come from different flags \( F, F' \in C \) and, since \( C \) is disjoint, we have \( F_j \neq F_j' \) for every \( 1 \leq j \leq r \). In particular, \( F_a \neq F_a' \) and \( F_b \neq F_b' \). Hence, by means of Proposition 4.5, in any case, the distance \( d_S(F_i, F_i') \) is the maximum possible one for dimension \( t_i \) and, as a result, every projected code \( C_i \) is a constant dimension code of maximum distance. Thus, by application of Theorem 4.1, the flag code \( C \) is an ODFC.

Here below we translate the previous results into the orbital scenario. As before, we express them in terms of both indices \( a \) and \( b \) defined in (16), but always having in mind that one of them might not exist. In such a case, the result is fulfilled by the remaining index.

The following proposition was already stated in [3] for \( n = 2k \) and flags of full type vector.

**Proposition 4.9.** Let \( F \) be a flag of type \((t_1, \ldots, t_r)\) on \( \mathbb{F}_q^n \) and \( H \) a subgroup of \( \text{GL}(n, q) \) such that \( \text{Orb}_H(F_a) \) and \( \text{Orb}_H(F_b) \) are subspace codes of maximum distance. Then

(i) \( \text{Stab}_H(F_i) \subseteq \text{Stab}_H(F_a) \) for all \( i \leq a \) and

(ii) \( \text{Stab}_H(F_i) \subseteq \text{Stab}_H(F_b) \) for all \( i \geq b \).

**Proof.**

(i) Consider a matrix \( A \in H \setminus \text{Stab}_H(F_a) \). Then \( F_a \neq F_a \cdot A \) and, by means of Proposition 4.5, for every \( i \leq a \), it holds \( d_S(F_i, F_i \cdot A) = 2t_i \). In particular, it is clear that \( A \notin \text{Stab}_H(F_i) \), whenever \( i \leq a \). Equivalently, we have that \( \text{Stab}_H(F_i) \subseteq \text{Stab}_H(F_a) \) for all \( i \leq a \).

(ii) If \( A \in H \setminus \text{Stab}_H(F_b) \), then \( F_b \neq F_b \cdot A \) and Proposition 4.5 leads to \( d_S(F_i, F_i \cdot A) = 2(n - t_i) \) for all \( i \geq b \). Consequently, \( A \notin \text{Stab}_H(F_i) \), for every \( i \geq b \), and the result holds.

**Remark 4.10.** Observe that Proposition 4.5 gives us some conditions on the cardinality of the projected codes. From that result, in the orbital scenario, if we assume
that $C_a$ and $C_b$ attain the maximum possible distance, it follows that the order of every $\text{Stab}_H(F_i)$ must be upper bounded either by $|\text{Stab}_H(F_a)|$ or $|\text{Stab}_H(F_b)|$. However, in Proposition 4.9, we obtain a stronger condition: a subgroup relationship.

Next we summarize several different characterizations for ODFCs arising as orbits of the action of an arbitrary subgroup of $\text{GL}(n,q)$.

**Theorem 4.11.** Consider a flag $F$ of type $(t_1, \ldots, t_r)$ on $\mathbb{F}_q^n$ and a subgroup $H$ of $\text{GL}(n,q)$. The following statements hold:

(i) The flag code $\text{Orb}_H(F)$ is an ODFC.

(ii) The subspace codes $\text{Orb}_H(F_a)$ and $\text{Orb}_H(F_b)$ are of maximum distance and $\text{Stab}_H(F_a) = \text{Stab}_H(F_b) \subseteq \text{Stab}_H(F_i)$, for every $1 \leq i \leq r$.

(iii) The subspace codes $\text{Orb}_H(F_a)$ and $\text{Orb}_H(F_b)$ are of maximum distance and $\text{Stab}_H(F_a) = \text{Stab}_H(F_b) \subseteq \text{Stab}_H(F_i)$.

(iv) The subspace codes $\text{Orb}_H(F_a)$ and $\text{Orb}_H(F_b)$ are of maximum distance and $|\text{Stab}_H(F_a)| = |\text{Stab}_H(F_b)| \leq |\text{Stab}_H(F)|$.

The cardinality of such a flag code is $|\text{Orb}_H(F)| = |\text{Orb}_H(F_a)| = |\text{Orb}_H(F_b)|$.

**Proof.** Observe that, by means of Theorem 4.1, together with Proposition 4.4, statement (i) clearly implies the other ones. On the other hand, by application of Proposition 4.9 and expression (15), all conditions (ii), (iii) and (iv) are equivalent and make the code $\text{Orb}_H(F)$ be disjoint by Proposition 4.4. In particular, it holds $|\text{Orb}_H(F)| = |\text{Orb}_H(F_a)| = |\text{Orb}_H(F_b)|$ with projected codes of dimensions $t_a$ and $t_b$ attaining the maximum possible distances. Theorem 4.8 finishes the proof. □

Recall that the cardinality of an orbit flag code is completely determined by the orders of the acting group and the stabilizer subgroup of the generating flag. Fixed the acting group, a natural way of obtaining codes with better cardinalities is to consider the union of different orbits. We finish this section by characterizing when the union of orbit flag codes is an ODFC. To this purpose, notice that every nonempty subset of an ODFC is either an ODFC too or a trivial code having just one element. In both cases, such a subset is a disjoint flag code. With the goal of obtaining better cardinalities in mind, we prove first the following lemma where we work with the union of two disjoint flag codes that are orbits of the same group.

**Lemma 4.12.** Let $F$ and $F'$ be flags of type $(t_1, \ldots, t_r)$ on $\mathbb{F}_q^n$ and take a subgroup $H$ of $\text{GL}(n,q)$ such that the orbits $\text{Orb}_H(F)$ and $\text{Orb}_H(F')$ are disjoint flag codes. The following statements hold:

(a) If $\text{Orb}_H(F_i)$ $\neq$ $\text{Orb}_H(F'_i)$, for some $i \in \{1, \ldots, r\}$, then $|\text{Orb}_H(F) \cup \text{Orb}_H(F')| = |\text{Orb}_H(F)| + |\text{Orb}_H(F')|$.

(b) If $\text{Orb}_H(F_i) = \text{Orb}_H(F'_i)$, for all $i = 1, \ldots, r$, then $\text{Orb}_H(F) \cup \text{Orb}_H(F')$ is a disjoint flag code.

(c) If $\text{Orb}_H(F_i) = \text{Orb}_H(F'_i)$, for some $i \in \{1, \ldots, r\}$, then $\text{Orb}_H(F) \cup \text{Orb}_H(F')$ is a disjoint flag code if, and only if, $\text{Orb}_H(F) = \text{Orb}_H(F')$.

**Proof.** (a) Since $\text{Orb}_H(F_i) \neq \text{Orb}_H(F'_i)$, their intersection is the empty set and, since $\text{Orb}_H(F)$ and $\text{Orb}_H(F')$ are disjoint flag codes, it follows that

\[
|\text{Orb}_H(F) \cup \text{Orb}_H(F')| \leq |\text{Orb}_H(F)| + |\text{Orb}_H(F')| = |\text{Orb}_H(F)| + |\text{Orb}_H(F'_i)| = |\text{Orb}_H(F) \cup \text{Orb}_H(F'_i)| = \max(|\text{Orb}_H(F) \cup \text{Orb}_H(F_i)|, |\text{Orb}_H(F) \cup \text{Orb}_H(F'_i)|).
\]

(17)
Therefore, \(|\text{Orb}_H(\mathcal{F}) \cup \text{Orb}_H(\mathcal{F}')| = |\text{Orb}_H(\mathcal{F})| + |\text{Orb}_H(\mathcal{F}')|\) and the statement holds.

(b) Follows directly from applying (17) for all \(i = 1, \ldots, r\).

(c) Assume that the union code \(\text{Orb}_H(\mathcal{F}) \cup \text{Orb}_H(\mathcal{F}')\) is a disjoint flag code. Given that \(\text{Orb}_H(\mathcal{F}_i) = \text{Orb}_H(\mathcal{F}'_i)\), there must exist a matrix \(A \in H\) such that \(\mathcal{F}_i = \mathcal{F}'_i \cdot A\). Hence, both flags \(\mathcal{F}\) and \(\mathcal{F}' \cdot A\) are in \(\text{Orb}_H(\mathcal{F}) \cup \text{Orb}_H(\mathcal{F}')\) and they share their \(i\)-th subspace. Thus, we conclude that \(\mathcal{F} = \mathcal{F}' \cdot A\) and therefore \(\text{Orb}_H(\mathcal{F}) = \text{Orb}_H(\mathcal{F}')\). The converse statement trivially holds. \(\blacksquare\)

Now, with the benefit of the above lemma and using Theorem 4.8, the next result states when the union of a family of disjoint flag codes, arising as orbits of the same group, provides ODFCs of larger cardinality. To do so, we consider indices \(a\) and \(b\) as in (16).

**Theorem 4.13.** Let \(\{\mathcal{F}^j = (\mathcal{F}_1^j, \ldots, \mathcal{F}_r^j)\}_{j=1}^m\) be a family of flags of type \((t_1, \ldots, t_r)\) on \(\mathbb{F}_q^n\) and consider a subgroup \(H\) of \(\text{GL}(n, q)\) such that every orbit \(\text{Orb}_H(\mathcal{F}^j)\) is a disjoint flag code, for \(1 \leq j \leq m\). If the subspaces \(\mathcal{F}_a^1, \ldots, \mathcal{F}^m_a\) and \(\mathcal{F}_b^1, \ldots, \mathcal{F}^m_b\) lie in different orbits under the action of \(H\), then

\[
|\bigcup_{j=1}^m \text{Orb}_H(\mathcal{F}^j)| = \sum_{j=1}^m |\text{Orb}_H(\mathcal{F}^j)|.
\]

Moreover, the following statements are equivalent:

(i) The union flag code \(\bigcup_{j=1}^m \text{Orb}_H(\mathcal{F}^j)\) is an ODFC.

(ii) The projected union codes \(\bigcup_{j=1}^m \text{Orb}_H(\mathcal{F}^j_a)\) and \(\bigcup_{j=1}^m \text{Orb}_H(\mathcal{F}^j_b)\) have the maximum possible distance.

**Proof.** Since every orbit \(\text{Orb}_H(\mathcal{F}^j)\) is a disjoint flag code, we can argue as in (17) of the previous lemma to obtain that

\[
|\bigcup_{j=1}^m \text{Orb}_H(\mathcal{F}^j)| = \sum_{j=1}^m |\text{Orb}_H(\mathcal{F}^j)| = \sum_{j=1}^m |\text{Orb}_H(\mathcal{F}^j)|,
\]

for \(i = a, b\). Hence, by means of Theorem 4.8, the union flag code is an ODFC if, and only if, its projected codes of dimensions \(t_a\) and \(t_b\) attain the maximum possible distance. \(\blacksquare\)

We will use these theoretical results in the following section in order to give specific constructions of orbit ODFCs having the maximum possible cardinalities for the corresponding type vectors.

## 5 ODFC From Singer Groups

This section is devoted to construct flag codes of maximum distance having an orbital structure. For this, we will use suitable Singer groups (or their subgroups) and their transitive action on lines and hyperplanes (Theorem 2.1). The goal of Section 5.1 is to obtain ODFCs on \(\mathbb{F}_q^n\) having a \(k\)-spread as a projected code, for \(k\) a divisor of \(n\). To do so, according to Theorem 4.3, we consider first flags of type \((1, \ldots, k, n-k, \ldots, n-1)\). Such a construction leads to full flag codes whenever \(n = 2k\) or \(k = 1\) and \(n = 3\). In Section 5.2, we build ODFCs of full type vector for the remaining cases.
5.1 Orbit ODFC from Desarguesian spreads

In this section we address the orbital construction of ODFCs on $\mathbb{F}_q^n$ with the $k$-spread $S$ defined in (7) as a projected code. To this end, write $n = ks$ for some $s \geq 2$. Recall that, by virtue of Theorem 4.2, such a code has also the largest possible size. Throughout the rest of this section, and for sake of simplicity, we will write $F = (F_1, \ldots, F_k, F_{n-k}, \ldots, F_{n-1})$ to denote an arbitrary flag of the full admissible type vector $(1, \ldots, k, n-k, \ldots, n-1)$. In these conditions, indices $a$ and $b$ of (16) are such that $t_a = k$ and $t_b = n-k$. Consider the Singer group $\langle \psi(M_s) \rangle$ of $\text{GL}(n,q)$ defined in Section 3. Recall that the constant dimension codes $S$ and $\mathcal{H}$ arise as their orbits (see (10) and (11)). Next, we use Theorem 4.11 in order to characterize those subgroups of $\langle \psi(M_s) \rangle$ that are appropriate to construct ODFCs.

**Theorem 5.1.** Let $F = (F_1, \ldots, F_k, F_{n-k}, \ldots, F_{n-1})$ be a flag of full admissible type vector such that $F_k \in S$ and $F_{n-k} \in \mathcal{H}$. For any positive integer $t$ dividing $q^n - 1$, consider the unique subgroup $T$ of $\langle \psi(M_s) \rangle$ of order $t$. Then:

(i) $|\text{Orb}_T(F)| = \frac{t}{\text{gcd}(t,q-1)}$.

(ii) $\text{Orb}_T(F)$ is an ODFC if, and only if, $\text{gcd}(t,q^k - 1) = \text{gcd}(t,q-1) \neq t$.

**Proof.** (i) By (15) and Theorem 2.1, it follows that

$$
\text{Stab}_{\langle \psi(M_s) \rangle}(F) = \text{Stab}_{\langle \psi(M_s) \rangle}(F_k) = \text{Stab}_{\langle \psi(M_s) \rangle}(F_{n-k}) = \{aI_n \mid a \in \mathbb{F}_q^s\},
$$

which has order $q-1$. As a result, $\text{Stab}_T(F) = T \cap \{aI_n \mid a \in \mathbb{F}_q^s\}$, is a group of order $\text{gcd}(t,q-1)$ and the statement holds. Notice that, in particular, $\text{Orb}_T(F) = \{F\}$ exactly when $t | q-1$.

(ii) By using (12), it follows that

$$
\text{Stab}_T(F_k) = T \cap \text{Stab}_{\langle \psi(M_s) \rangle}(F_k) = T \cap \{\psi(aI_s) \mid a \in \mathbb{F}_q^s\} = T \cap \text{Stab}_{\langle \psi(M_s) \rangle}(F_{n-k}) = \text{Stab}_T(F_{n-k}),
$$

which is a group of order $\text{gcd}(t,q^k-1)$. Since we are working with cyclic groups, we obtain that $\text{Stab}_T(F_k) = \text{Stab}_T(F_{n-k}) = \text{Stab}_T(F)$ if, and only if, $\text{gcd}(t,q^k-1) = \text{gcd}(t,q-1)$. On the other hand, since $\text{Orb}_T(F_k) \subseteq S$ and $\text{Orb}_T(F_{n-k}) \subseteq \mathcal{H}$, these projected codes of the flag code $\text{Orb}_T(F)$ will be constant dimension codes of maximum distance whenever they have at least 2 elements. As a result, the statement (ii) follows from Theorem 4.11 and (i). \hfill \Box

As stated in Theorem 4.2, the size of the $k$-spread $S$, that is, $\frac{q^{n-1}}{q^k-1}$, determines the maximum size of an ODFC having $S$ as a projected code. In order to achieve this optimal size, we will consider unions of orbits under the action of a suitable subgroup $T$ of $\langle \psi(M_s) \rangle$ and then apply Theorem 4.13 as follows.

**Theorem 5.2.** Let $T$ be a subgroup of order $t$ of $\langle \psi(M_s) \rangle$ such that $\text{gcd}(t,q^k-1) = \text{gcd}(t,q-1)$. For $m \geq 2$, let $F_j = (F_j^1, \ldots, F_j^k, F_j^{n-k}, \ldots, F_j^{n-1})_{j=1}^m$ be a family of flags of full admissible type such that $F_j^1, \ldots, F_j^k \in S$ and $F_j^{n-k}, \ldots, F_j^{n-1} \in \mathcal{H}$ lie in different orbits under the action of $T$. Then

(i) $\bigcup_{j=1}^m \text{Orb}_T(F_j)$ is an ODFC of size $\frac{mt}{\text{gcd}(t,q-1)}$.

(ii) If $m = \frac{(q^k-1)\text{gcd}(t,q-1)}{(q^n-1)t}$, then $\bigcup_{j=1}^m \text{Orb}_T(F_j)$ is an ODFC of the maximum size, that is, $\frac{q^n-1}{q^k-1}$. 
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Proof. (i) By Theorem 5.1 we know that $|\text{Orb}_T(\mathcal{F})| = \frac{t^i}{\gcd(t, q - 1)}$, for all $1 \leq j \leq m$. Moreover, since $\gcd(t, q^k - 1) = \gcd(t, q - 1)$, the same theorem ensures that either $\text{Orb}_T(\mathcal{F}) = \{\mathcal{F}\}$ or $\text{Orb}_T(\mathcal{F})$ is an ODFC, for all $1 \leq j \leq m$. In any case, one has that $\text{Orb}_T(\mathcal{F})$ is a disjoint flag code, for all $1 \leq j \leq m$. Thus, we have the hypotheses of Theorem 4.13 and following (18) we can write

$$|\cup_{j=1}^m \text{Orb}_T(\mathcal{F})| = \sum_{j=1}^m |\text{Orb}_T(\mathcal{F})| = \sum_{j=1}^m \frac{mt}{\gcd(t, q - 1)} \geq 2,$$

for $i = k, n - k$. In particular, the projected codes of dimensions $k$ and $n - k$ of the union flag code $\cup_{j=1}^m \text{Orb}_T(\mathcal{F})$ are subsets of $\mathcal{S}$ and $\mathcal{H}$, respectively, having at least two elements. Hence they are subspace codes of maximum distance and Theorem 4.13 states that $\cup_{j=1}^m \text{Orb}_T(\mathcal{F})$ is an ODFC.

Statement (ii) follows just by computing the number of orbits of the action of $\mathbb{T}$ on $\mathcal{S}$.

Remark 5.3. Theorem 5.1 states which subgroups of $\langle \psi(M_s) \rangle$ allow the construction of ODFCs as a single orbit of them. Notice that bigger subgroups not always will provide bigger orbit flag codes. In addition, it may eventually happen that some subgroup provides an orbit ODFC of the maximum possible size, $\frac{q^n - 1}{q^k - 1}$. Otherwise, Theorem 5.2 leads to an optimal construction consisting of the union of several orbits. Clearly, the larger the size of each orbit, the fewer orbits we need to join to reach the maximum size and vice versa. In particular, the degenerate case where an ODFC is constructed as a union of $\frac{q^n - 1}{q^k - 1}$ orbits with just one element is also contemplated in Theorem 5.2.

All these considerations are reflected in the following examples, in which we apply Theorems 5.1 and 5.2 for different values of the parameters.

Examples 5.4. With the notation of Theorem 5.1, we consider all the divisors $t$ of $q^n - 1$ such that $\gcd(t, q^k - 1) = \gcd(t, q - 1)$ and the corresponding subgroup $\mathbb{T}$ of $\langle \psi(M_s) \rangle$ of order $t$. Consider a flag $\mathcal{F}$ of the full admissible type $(1, \ldots, k, n - k, \ldots, n - 1)$ such that $\mathcal{F}_k \in \mathcal{S}$ and $\mathcal{F}_{n-k} \in \mathcal{H}$. Finally, denote by $m$ the number of required orbits of $\mathbb{T}$ to attain the maximum size $\frac{q^n - 1}{q^k - 1}$, for an ODFC with these parameters.

(1) Put $q = 3$, $k = 3$ and $n = 6$. Thus, $k = n - k$, $q^n - 1 = 728$, $q^k - 1 = 26$ and $\frac{q^n - 1}{q^k - 1} = 28$. Then

| $t$ | 1 | 2 | 4 | 7 | 8 | 14 | 28 | 56 |
|-----|---|---|---|---|---|----|----|----|
| $|\text{Orb}_T(\mathcal{F})|$ | 1 | 1 | 2 | 7 | 8 | 14 | 7 | 28 |
| $m$ | 28 | 28 | 14 | 4 | 7 | 4 | 2 | 1 |

Table 1: $q = 3$, $k = 3$ and $n = 6$.

Notice that, in this case, the subgroup of order $t = 56$ allows us to obtain ODFCs of full type vector and having the best possible size, i.e., 28, by using a single orbit. In this sense, for odd characteristic, Theorem 5.1 eventually improves the construction presented in [3, Prop. 4.15], where two orbits were always needed. Moreover, remark that the subgroup of order $t = 8$ gives an orbit ODFC of smaller size than the obtained with the subgroup of order $t = 7$.

(2) Put $q = 4$, $k = 3$ and $n = 9$. Thus, $n - k = 6$, $q^n - 1 = 262143$, $q^k - 1 = 63$ and $\frac{q^n - 1}{q^k - 1} = 4161$. Then
The largest orbit size is 1387 and it is obtained when the acting group has order either 1387 or 4161. On the other hand, the maximum possible size of an ODFC with these parameters is 4161. Hence, in order to achieve that cardinality, we must consider the union of, at least, 3 different orbits.

The orbital constructions of ODFC provided in this section present a restriction on the type vector, coming from the condition of having a spread as a projected code. However, there are two possible situations in which flag codes of full type can be given by using Theorems 5.1 and 5.2. First, for even values of $n$, taking the divisor $k = \frac{n}{2}$ leads to a construction of full type in which the values $k$ and $n - k$ coincide. This particular case was first studied in [3], where a construction using the action of a Singer subgroup of $\text{SL}(2k, q)$ is presented. On the other hand, for $n = 3$ and $k = 1$, the action of a Singer subgroup of $\text{GL}(3, q)$ on the Grassmannian of lines and hyperplanes gives us a construction of type $(1, 2)$, this construction is also known and the reader can find it in [17, Prop. 2.5], where the author shows that it is the one with the biggest cardinality among ODFC of full type when $n = 3$.

In the following section, we consider the remaining situations, that is, we address the construction of orbit ODFCs of full type vector on $\mathbb{F}_q^n$ for odd values of $n > 3$.

### 5.2 Orbit ODFC of full type vector

Throughout this section, we work with full flags on $\mathbb{F}_q^{2k+1}$, for some $k > 1$. In this case, by virtue of Theorem 4.8, the construction of ODFCs can be done by giving appropriate constant dimension codes for dimensions $k$ and $k + 1$ (see (16)). To this end, we present the next subgroup of $\text{GL}(2k + 1, q)$. Let $M_{k+1} \in \text{GL}(k+1, q)$ be the companion matrix of a primitive polynomial of degree $k + 1$ in $\mathbb{F}_q[x]$. Recall that, as pointed out in Section 2.2, $M_{k+1}$ is a Singer cycle of $\text{GL}(k + 1, q)$ and $\mathbb{F}_q[M_{k+1}] = \langle M_{k+1} \rangle \cup \{0_{(k+1)\times(k+1)}\}$ is a matrix representation of the finite field of $q^{k+1}$ elements. Let us write

$$g = \begin{pmatrix} I_k & 0_{k\times(k+1)} \\ 0_{(k+1)\times k} & M_{k+1} \end{pmatrix} \in \text{GL}(2k + 1, q)$$

and consider the cyclic group

$$\mathbf{G} = \langle g \rangle = \{g^i \mid 0 \leq i \leq q^{k+1} - 2\}.$$  \hspace{1cm} (19)

Clearly, $\mathbf{G}$ is a subgroup of order $q^{k+1} - 1$ of $\text{GL}(2k + 1, q)$, isomorphic to the Singer subgroup $\langle M_{k+1} \rangle$ of $\text{GL}(k + 1, q)$. In the rest of this section, the orbit codes considered will be always generated by the action of this particular group $\mathbf{G}$.

We start by characterizing the subspaces of dimensions $k$ and $k+1$ of $\mathbb{F}_q^{2k+1}$ whose orbits under the action of $\mathbf{G}$ are constant dimension codes of maximum distance. Given arbitrary subspaces $U = \text{rowsp}(U) \in \mathcal{G}_q(k, 2k + 1)$ and $V = \text{rowsp}(V) \in \mathcal{G}_q(k + 1, 2k + 1)$, the respective full-rank generator matrices $U \in \mathbb{F}_q^{k\times(2k+1)}$ and $V \in \mathbb{F}_q^{(k+1)\times(2k+1)}$ can split into two blocks as

$$U = (U_1 \mid U_2) \text{ and } V = (V_1 \mid V_2),$$  \hspace{1cm} (20)
where $U_1$ (resp. $V_1$) denotes the first $k$ columns of $U$ (resp. $V$). Therefore, $U_1 \in \mathbb{F}_q^{k \times k}$, $U_2 \in \mathbb{F}_q^{k \times (k+1)}$, $V_1 \in \mathbb{F}_q^{(k+1) \times k}$ and $V_2 \in \mathbb{F}_q^{(k+1) \times (k+1)}$. Using this notation, we can write

\[
\text{Orb}_G(\mathcal{U}) = \{ \mathcal{U} \cdot g^i \mid 0 \leq i \leq q^{k+1} - 2 \} \nonumber
\]

\[
= \{ \text{rowsp}(U_1 \mid U_2 M_{i+1}) \mid 0 \leq i \leq q^{k+1} - 2 \} \quad (21)
\]

and

\[
\text{Orb}_G(\mathcal{V}) = \{ \mathcal{V} \cdot g^i \mid 0 \leq i \leq q^{k+1} - 2 \} \nonumber
\]

\[
= \{ \text{rowsp}(V_1 \mid V_2 M_{i+1}) \mid 0 \leq i \leq q^{k+1} - 2 \}. \quad (22)
\]

With this notation, the following results hold. To make this section easier to read, their proofs, and all the ones concerning subspace codes, are included in the final Appendix of the article, so that only proofs concerning results on flag codes appear here.

**Proposition 5.5.** The orbit code $\text{Orb}_G(\mathcal{U})$ defined in (21) is a partial spread of dimension $k$ of $\mathbb{F}_q^{2k+1}$ if, and only if, $\text{rk}(U_1) = \text{rk}(U_2) = k$. Its cardinality is $|\text{Orb}_G(\mathcal{U})| = |G| = q^{k+1} - 1$.

**Proposition 5.6.** The orbit code $\text{Orb}_G(\mathcal{V})$ defined in (22) attains the maximum possible distance if, and only if, $\text{rk}(V_1) = k$ and $\text{rk}(V_2) = k + 1$. Its size is $|\text{Orb}_G(\mathcal{V})| = |G| = q^{k+1} - 1$.

Here below, we use the previous characterizations for constant dimension codes of maximum distance in order to provide orbit ODFCs of full type on $\mathbb{F}_q^{2k+1}$. To do so, we need to consider nested subspaces $\mathcal{U} \subseteq \mathcal{V}$ of dimensions $k$ and $k + 1$, respectively. Using the notation of (20), we can formulate the problem in a matrix approach: given a full-rank generator matrix $U = (U_1 \mid U_2) \in \mathbb{F}_q^{2k \times (2k+1)}$ of $\mathcal{U}$, we consider a subspace $\mathcal{V}$ spanned by the rows of a matrix $V = (V_1 \mid V_2) \in \mathbb{F}_q^{(k+1) \times (2k+1)}$, obtained by adding an appropriate row to $U$. In other words, we choose vectors $v_1 \in \mathbb{F}_q^k$ and $v_2 \in \mathbb{F}_q^{k+1}$ such that the matrix

\[
V = (V_1 \mid V_2) = \begin{pmatrix} U_1 & U_2 \\ v_1 & v_2 \end{pmatrix} \quad (23)
\]

has rank equal to $k + 1$. Using this notation, we present the next construction of ODFCs arising from the action of the group $G$ defined in (19).

**Theorem 5.7.** Let $\mathcal{F} = (\mathcal{F}_1, \ldots, \mathcal{F}_{2k})$ be a full flag on $\mathbb{F}_q^{2k+1}$ such that

\[
\mathcal{F}_k = \mathcal{U} = \text{rowsp}(U_1 \mid U_2) \text{ and } \mathcal{F}_{k+1} = \mathcal{V} = \text{rowsp}(V_1 \mid V_2),
\]

with generator matrix $(V_1 \mid V_2)$ as in (23) and consider the group $G$ defined in (19). The following statements are equivalent:

(i) the flag code $\text{Orb}_G(\mathcal{F})$ is an ODFC.

(ii) $U_1 \in \mathbb{F}_q^{k \times k}$ and $V_2 \in \mathbb{F}_q^{(k+1) \times (k+1)}$ are invertible matrices.

In this situation, $|\text{Orb}_G(\mathcal{F})| = |G| = q^{k+1} - 1$.

**Proof.** Assume that $\text{Orb}_G(\mathcal{F})$ is an ODFC. In particular, the projected codes $\text{Orb}(\mathcal{F}_k)$ and $\text{Orb}(\mathcal{F}_{k+1})$ must attain the maximum distance. By means of Propositions 5.5 and 5.6, it must hold $\text{rk}(U_1) = \text{rk}(U_2) = \text{rk}(V_1) = k$ and $\text{rk}(V_2) = k + 1$. Consequently, $U_1$ and $V_2$ are invertible matrices.
Conversely, assume now that \( \text{rk}(U_1) = k \) and \( \text{rk}(V_2) = k + 1 \). Since \( U_2 \) is composed by the first \( k \) rows of the invertible matrix \( V_2 \), we clearly obtain that \( \text{rk}(U_2) = k \). On the other hand, observe that \( V_1 \in \mathbb{F}_q^{(k+1) \times k} \) contains \( U_1 \) as a submatrix. Hence, its rank is \( k \) as well. Now, by using Propositions 5.5 and 5.6, we conclude that both \( \text{Orb}_G(\mathcal{F}_k) \) and \( \text{Orb}_G(\mathcal{F}_{k+1}) \) are constant dimension codes of minimum distance such that \( \text{Stab}_G(\mathcal{F}_k) = \text{Stab}_G(\mathcal{F}_{k+1}) = \{I_{2k+1}\} \subseteq \text{Stab}_G(\mathcal{F}_k) \), for every \( 1 \leq i \leq 2k \). Hence, by application of Theorem 4.11, the orbit flag code \( \text{Orb}_G(\mathcal{F}) \) is an ODFC of size \(|\text{Orb}_G(\mathcal{F})| = |G| = q^{k+1} - 1 \).

The ODFC constructed in Theorem 5.7 contains \( q^{k+1} - 1 \) flags. It is the largest size for orbits under the action of the group \( G \). On the other hand, as proved in [17, Prop. 2.4], the maximum possible cardinality for ODFCs of full type on \( \mathbb{F}_q^{2k+1} \) is exactly \( q^{k+1} + 1 \). Consequently, our orbital construction is only two flags away from reaching the mentioned bound.

We devote the rest of the section to complete the construction in Theorem 5.7 into an ODFC on \( \mathbb{F}_q^{2k+1} \) with the largest possible size, that is, \( q^{k+1} + 1 \). Notice that this value coincides with the largest size of a partial spread of \( \mathbb{F}_q^{2k+1} \) of dimension \( k \) or, equivalently, the largest size of a constant dimension code of dimension \( k + 1 \) of \( \mathbb{F}_q^{2k+1} \) having maximum distance. Therefore, by virtue of Theorem 4.8, the problem can be reduced to adding to \( \text{Orb}_G(\mathcal{F}_k) \) and \( \text{Orb}_G(\mathcal{F}_{k+1}) \) two appropriate respective subspaces such that the resulting subspace codes of dimensions \( k \) and \( k + 1 \) are still of maximum distance. We start tackling this problem for dimension \( k \). The following remark will help us in this research.

**Remark 5.8.** With the notation of (21), observe that, in the particular case where \( U_1 = I_k \) and \( U_2 = (I_{k+1}(k)) \), i.e., the matrix given by the last \( k \) rows of \( I_{k+1} \), we obtain

\[
\text{Orb}_G(\text{rowsp}(I_k \mid (I_{k+1}(k)))) = \{\text{rowsp}(I_k \mid (M^i_{k+1}(k))) \mid 0 \leq i \leq q^{k+1} - 2\},
\]

where \( (M^i_{k+1}(k)) \) is the matrix composed by the last \( k \) rows of \( M^i_{k+1}(k) \). Therefore, in this case, \( \text{Orb}_G(\text{rowsp}(I_k \mid (I_{k+1}(k)))) \) is a subset of the partial spread of \( \mathbb{F}_q^{2k+1} \) of dimension \( k \) given in [10, Th. 13], which attains the maximum possible size, that is, \( q^{k+1} + 1 \), and can be written as

\[
\text{Orb}_G(\text{rowsp}(I_k \mid (I_{k+1}(k)))) \cup \{\text{rowsp}(I_k \mid 0_{k \times (k+1)}), \text{rowsp}(0_{k \times k} \mid (I_{k+1}(k)))\}.
\]

Inspired by this fact, for any election of full-rank matrices \( U_1 \in \mathbb{F}_q^{k \times k} \) and \( U_2 \in \mathbb{F}_q^{k \times (k+1)} \), we suggest the subspaces

\[
\mathcal{U}' = \text{rowsp}(U_1 \mid 0_{k \times (k+1)}) \quad \text{and} \quad \mathcal{U}'' = \text{rowsp}(0_{k \times k} \mid U_2).
\]

as candidates to make \( \text{Orb}_G(\text{rowsp}(U_1 \mid U_2)) \cup \{\mathcal{U}', \mathcal{U}''\} \) be a partial spread of \( \mathbb{F}_q^{2k+1} \) of dimension \( k \). The proof of the following result appears in the final Appendix of this paper.

**Proposition 5.9.** Let \( U_1 \in \mathbb{F}_q^{k \times k} \) and \( U_2 \in \mathbb{F}_q^{k \times (k+1)} \) matrices such that \( \text{rk}(U_1) = \text{rk}(U_2) = k \) and form the \( k \)-dimensional subspaces \( \mathcal{U} = \text{rowsp}(U_1 \mid U_2) \) and \( \mathcal{U}', \mathcal{U}'' \) as in (24). Then the code \( \text{Orb}_G(\mathcal{U}) \cup \{\mathcal{U}', \mathcal{U}''\} \) is a partial spread of \( \mathbb{F}_q^{2k+1} \) of dimension \( k \) with cardinality \( q^{k+1} + 1 \).

Now we address the same problem for dimension \( k + 1 \). To do so, we consider full-rank matrices \( U_1 \in \mathbb{F}_q^{k \times k}, U_2 \in \mathbb{F}_q^{k \times (k+1)} \) and vectors \( \mathbf{v}_1 \in \mathbb{F}_q^k, \mathbf{v}_2 \in \mathbb{F}_q^{k+1} \) such that the matrix \( V = (V_1 \mid V_2) \) defined in (23) has \( \text{rk}(V) = \text{rk}(V_2) = k + 1 \) and put \( V = \text{rowsp}(V) \in \mathcal{G}_q(k+1, 2k+1) \). In these conditions, by Proposition 5.6, the code
Orb$_G(V)$ attains the maximum possible distance and has size $q^{k+1} - 1$. Hence, we wonder if it is possible to find two suitable subspaces $V'$ and $V''$ such that the code Orb$_G(V) \cup \{V', V''\}$ still has the maximum distance and achieve the best cardinality. Moreover, in order to use such a code, together with the one given in Proposition 5.10, to construct ODFCs of full type vector on $F_{q}^{2k+1}$, we also require the condition $U' \subset V'$ and $U'' \subset V''$. Taking into account the form of the matrix $V$ defined in (23), it seems quite natural to use subspaces $V'$ and $V''$, spanned by the rows of matrices

$$V' = \begin{pmatrix} U_1 & 0_{k \times (k+1)} \end{pmatrix} \quad \text{and} \quad V'' = \begin{pmatrix} 0_{k \times k} & U_2 \\ v_1 & v_2 \end{pmatrix},$$

(25)

respectively. Observe that the vector space spanned by the first $k$ rows of $V'$ (resp. $V''$) is precisely $U'$ (resp. $U''$). The next result states that this pair of subspaces works if, and only if, $v_1 = 0_k$. The corresponding proof is also postponed to the final Appendix of the paper.

**Proposition 5.10.** Let $V$ be the matrix defined in (23), taking $\text{rk}(U_1) = \text{rk}(U_2) = k$ and $v_2 \notin \text{rowsp}(U_2)$. Consider $V = \text{rowsp}(V)$ and subspaces $V'$ and $V''$ as in (25). Then the code $\text{Orb}_G(V) \cup \{V', V''\}$ has the maximum possible distance (i.e., $2k$) if, and only if, $v_1 = 0_k$. In such a case, the code attains the largest size, that is, $q^{k+1} + 1$.

Now, making use of Propositions 5.9 and 5.10, we are ready to present the next construction of ODFC of full type on $F_{q}^{2k+1}$ having the maximum size.

Take matrices $U_1 \in F_{q}^{k \times k}$, $U_2 \in F_{q}^{k \times (k+1)}$ such that $\text{rk}(U_1) = \text{rk}(U_2) = k$ and vectors $v_1 \in F_{q}^k$, $v_2 \in F_{q}^{k+1} \setminus \text{rowsp}(U_2)$ and form subspaces

$$U = \text{rowsp}(U_1 | U_2), \quad V = \text{rowsp} \begin{pmatrix} U_1 \\ v_1 \\ U_2 \\ v_2 \end{pmatrix},$$

$$U' = \text{rowsp}(U_1 | 0_{k \times (k+1)}), \quad V' = \text{rowsp} \begin{pmatrix} U_1 \\ v_1 \\ 0_{k \times (k+1)} \\ v_2 \end{pmatrix},$$

$$U'' = \text{rowsp}(0_{k \times k} | U_2), \quad V'' = \text{rowsp} \begin{pmatrix} 0_{k \times k} \\ v_1 \\ U_2 \\ v_2 \end{pmatrix}.$$  

(26)

With this notation, the next result holds.

**Theorem 5.11.** Let $F, F', F''$ be full flags on $F_{q}^{2k+1}$ such that

$$F_k = U, \quad F'_k = V, \quad F''_k = U'',$$

$$F_{k+1} = V', \quad F'_{k+1} = V', \quad F''_{k+1} = V''.$$

defined as in (26). Then the flag code $C = \text{Orb}_G(F) \cup \{F', F''\}$ is an ODFC with the maximum possible cardinality, i.e., $q^{k+1} + 1$, if, and only if, $v_1 = 0_k$.

**Proof.** By means of Theorem 4.8, we just need to check that the projected codes of dimensions $k$ and $k+1$ attain the maximum distance, which is $2k$ in both cases, and $|C| = |C_k| = |C_{k+1}|$. As proved in Propositions 5.5 and 5.6, the orbits Orb$_G(F_k)$ and Orb$_G(F'_{k+1})$ give us the maximum distance. Moreover, by using Proposition 5.9, we obtain that $C_k$ attains the maximum distance and size for every choice of $v_1$. On the other hand, for $C_{k+1}$ this happens if, and only if, $v_1 = 0_k$, by Proposition 5.10. In this case, it follows that

$$|C| = |C_k| = |C_{k+1}| = q^{k+1} + 1,$$

as stated.
6 Conclusions and open problems

In this paper we have addressed the study of flag codes having maximum distance (ODFCs). We have obtained a characterization of such codes in terms of, at most, two of their projected codes. We have done this first in a general context and then in an orbital scenario (Section 4.2). In particular, these results improve on those obtained in [4] in this respect. Next, we have focused on the construction of ODFCs with an orbital structure. To do this, we have used the action of suitable Singer groups. We have provided two different systematic constructions, both of them reaching the maximum possible cardinality. For the first one, we have exploited the good relationship between Singer groups and Desarguesian spreads to obtain ODFCs having a specific Desarguesian spread as a projected code (Section 5.1). For the second construction, we have used the transitive action of Singer groups on hyperplanes and worked with flags of full type vector, thus covering the cases that cannot be considered in the previous construction (Section 5.2).

Given that the theoretical results obtained in Section 4.2 do not in any case require working with Desarguesian spreads, a possible research to be done along these lines could include the specific construction of orbital ODFCs having a non-Desarguesian spread among their projected codes. In a wider context, it would be interesting to address the study of flag codes associated with a fixed distance, as well as to provide systematic constructions of them.

7 Appendix

Proof of Proposition 5.5: Assume that the code Orb_G(U) = \{U \cdot g^i \mid 0 \leq i \leq q^{k+1} - 2\} is a partial spread code of dimension k of \mathbb{F}_q^{2k+1}. In other words, d_S(Orb_G(U)) = 2k and Stab_G(U) is a proper subgroup of G. In particular, for every g^i \in G \setminus Stab_G(U), it holds that d_S(U \cap U \cdot g^i) = 2k or, equivalently, U \cap U \cdot g^i = \{0\}. Let us see that this necessarily implies that rk(U_1) = rk(U_2) = k. First, suppose that rk(U_2) < k. Then at least one of the rows of U_2 is a linear combination of the other ones. Hence, there must exist a nonzero vector a \in \mathbb{F}_q^k such that aU_2 = 0_{k+1}. Then, for every 0 \leq i \leq q^{k+1} - 2, one has that aU_2 M_{i+1}^k = 0_{k+1} and

\[ x = (aU_1 \mid 0_{k+1}) = (aU_1 \mid U_2) = a(U_1 \mid U_2 M_{i+1}^k) \in U \cap U \cdot g^i. \]

Moreover, since the k rows of U = (U_1 \mid U_2) are linearly independent and a \neq 0_k, it follows that x \neq 0_{2k+1}. That is a contradiction with U \cap U \cdot g^i = \{0\}, for those g^i \in G \setminus Stab_G(U). Hence, it must hold that rk(U_2) = k. Now, let us prove that U_1 has also rank k. If not, as before, there must exist a nonzero vector a \in \mathbb{F}_q^k such that aU_1 = 0_k. Denote x_2 = aU_2, which is a nonzero vector of U_2 = rowsp(U_2), since the rows of U_2 are linearly independent. Besides, notice that U_2 is a hyperplane of \mathbb{F}_q^{k+1}. Consider now, another hyperplane (different from U_2) containing x_2 too. Since the Singer subgroup \langle M_{k+1} \rangle acts transitively on \mathcal{G}_{q}(k, k + 1), we can write such a hyperplane as U_2 \cdot M_{j+1}^k, for some not scalar matrix M_{j+1}^k. In particular, we have 0 \neq M_{k+1}^j + I_{k+1} = M_{j+1}^k, for some j \in \{0, \ldots, q^{k+1} - 2\}. This, in turn, implies that M_{j+1}^k neither is a scalar matrix. Thus, by Theorem 2.1, necessarily U_2 \neq U_2 \cdot M_{j+1}^k. Since 0_{k+1} \neq x_2 \in U_2 \cdot M_{j+1}^k = rowsp(U_2 M_{j+1}^k), there must exist a nonzero vector b \in \mathbb{F}_q^k such that

\[ x_2 = bU_2 M_{j+1}^k + bU_2 (M_{j+1}^k + I_{k+1} - I_{k+1}) = bU_2 M_{j+1}^k - bU_2. \]

Now, consider the vector

\[ (a + b)(U_1 \mid U_2) = (aU_1 + bU_1 \mid aU_2 + bU_2) = (bU_1 \mid x_2 + bU_2 M_{j+1}^k - x_2) = b(U_1 \mid U_2 M_{j+1}^k). \]
Finally, since \( b \neq 0_k \) and the rows of \((U_1 \mid U_2M^i_{k+1})\) are linearly independent, we have found a nonzero vector lying on \( U \cap U \cdot g^i \). Moreover, since \( U_2 \neq U_2 \cdot M^i_{k+1} \), we have that \( U \neq U \cdot g^i \). This represents a contradiction with the fact that \( \text{Orb}_G(U) \) is a partial spread. As a result, we conclude that \( \text{rk}(U_1) = k \).

Conversely, assume that \( \text{rk}(U_1) = \text{rk}(U_2) = k \). Let us see that \( \text{Orb}_G(U) \) is a partial spread with \( g^{k+1} - 1 \) elements. To do so, given \( g^i \in G \setminus \{I_{2k+1}\} \), consider a vector \( x \) in \( U \cap U \cdot g^i \). Hence, we can find vectors \( a, b \in \mathbb{F}_q^k \) such that

\[
    x = a(U_1 \mid U_2) = b(U_1 \mid U_2M^i_{k+1}).
\]

In particular, it holds \( aU_1 = bU_1 \) or, equivalently, \( (a - b)U_1 = 0_k \). Since the matrix \( U_1 \) is invertible, we conclude that \( a = b \). In this case, we have that \( aU_1 = aU_2M^i_{k+1} \), i.e., \( aU_2(M^i_{k+1} - I_{k+1}) = 0_{k+1} \). Notice that, since \( g^i \neq I_{2k+1} \), the matrix \( M^i_{k+1} - I_{k+1} \) is invertible and then, it must hold \( aU_2 = 0_{k+1} \). Moreover, as the \( k \) rows of \( U_2 \) are linearly independent, it follows \( a = 0_k \). In other words, the intersection subspace \( U \cap U \cdot g^i \) is trivial and then \( d_S(U, U \cdot g^i) = 2k \); for every \( g^i \neq I_{2k+1} \). As a consequence \( \text{Stab}_G(U) = \{I_{2k+1}\} \) and \( \text{Orb}_G(U) \) is a partial spread of cardinality \( g^{k+1} - 1 \).

\[\square\]

**Proof of Proposition 5.6:** Assume that the code \( \text{Orb}_G(V) \) attains the maximum possible distance, i.e., \( 2k \). Hence, \( \text{Stab}_G(V) \) is a proper subgroup of \( G \) and, for every \( g^i \in G \setminus \text{Stab}_G(V) \), it holds \( \dim(V \cap V \cdot g^i) = 1 \).

Let us start proving that \( V_2 \) must be an invertible matrix. To do so, arguing by contradiction, we assume that \( \text{rk}(V_2) < k + 1 \). We proceed in two steps:

1. If \( \text{rk}(V_2) \leq k - 1 = (k + 1) - 2 \), then we can find, at least, two independent vectors \( a, b \in \mathbb{F}_q^{k+1} \) such that \( bV_2 = 0_{k+1} = aV_2 \). In this case, both vectors

\[
    x = a(V_1 \mid V_2) = a(V_1 \mid 0_{k+1}) = a(V_1 \mid V_2M^i_{k+1}) \quad \text{and} \quad y = b(V_1 \mid V_2) = b(V_1 \mid 0_{k+1}) = b(V_1 \mid V_2M^i_{k+1})
\]

lie on every subspace of \( \text{Orb}_G(V) \). In particular, \( x, y \in V \cap V \cdot g^i \), for every \( g^i \in G \setminus \text{Stab}_G(V) \). Since in this case we know that \( \dim(V \cap V \cdot g^i) = 1 \), there must happen that \( x = \lambda y \) for some \( \lambda \in \mathbb{F}_q \). Then, it holds

\[
    0_{k+1} = x - \lambda y = (a - \lambda b)(V_1 \mid V_2).
\]

Moreover, since the rows of \((V_1 \mid V_2)\) are linearly independent, we conclude that \( a = \lambda b \), which is a contradiction with the independence of \( a \) and \( b \). Hence, it must hold \( k \leq \text{rk}(V_2) \leq k + 1 \).

2. If \( \text{rk}(V_2) = k \), then the subspace \( V_2 = \text{rowsp}(V_2) \) is a hyperplane of \( \mathbb{F}_q^{k+1} \). On the other hand, since \( V_1 \in \mathbb{F}_q^{(k+1)\times k} \), there must exist a nonzero vector \( a \in \mathbb{F}_q^{k+1} \) such that \( aV_1 = 0_k \). Moreover, notice that the vector \( a(V_1 \mid V_2) \) is not zero since \( \text{rk}(V_1 \mid V_2) = k + 1 \). Hence, \( x_2 = aV_2 \) is a nonzero vector in the hyperplane \( V_2 \) of \( \mathbb{F}_q^{k+1} \). Let us consider a different hyperplane of \( \mathbb{F}_q^{k+1} \) containing \( x_2 \) as well. As the action of \( \langle M_{k+1} \rangle \) is transitive on \( G_{q}(k, k + 1) \), such a hyperplane is of the form \( V_2 \cdot M^j_{k+1} \), for some not scalar matrix \( M^j_{k+1} \). Then we can write \( x_2 = bV_2M^j_{k+1} \) for some vector \( b \in \mathbb{F}_q^{k+1} \). Observe that \( M^j_{k+1} + I_{k+1} \) is again a power of \( M_{k+1} \), say \( M^j_{k+1} + I_{k+1} = M^i_{k+1} \), which is not a scalar matrix too. Thus, by Theorem 2.1, \( V_2 \neq V_2 \cdot M^j_{k+1} \) and then \( V \neq V \cdot g^j \). Now, notice that \( x_2 = bV_2M^j_{k+1} - bV_2 = aV_2 \) and

\[
    x = (a + b)(V_1 \mid V_2) = b(V_1 \mid V_2M^j_{k+1}) \in V \cap V \cdot g^j
\]

Thus, we have found a nonzero vector lying on \( U \cap U \cdot g^j \). This represents a contradiction with the fact that \( \text{Orb}_G(U) \) is a partial spread. As a result, we conclude that \( \text{rk}(V_2) = k \).

\[\square\]
Moreover, since \( x_2 \neq 0_{k+1} \), it follows that \( bV_2 \neq 0_{k+1} \) and then \( bV_2 M_{k+1}^j \neq 0_{k+1} \). On the other hand, since \( r_k(V_2) = k \), there must exist a nonzero vector \( c \in F_q^{k+1} \) such that \( cV_2 = 0_{k+1} \). Observe that, given that \( r_k(V_1 \ | \ V_2) = k + 1 \), then \( cV_1 \neq 0_k \). Hence, the nonzero vector

\[
y = (cV_1 \ | \ V_2) = c(V_1 \ | \ V_2) = c(V_1 \ | \ V_2 M_{k+1}^j)
\]

lies as well on \( V \cap V \cdot g^j \). We conclude that, \( \dim(V \cap V \cdot g^j) \geq 2 \), which contradicts the hypothesis of \( Orb_G(V) \) attaining the maximum possible distance.

Hence, assuming that \( d_q(Orb_G(V)) = 2k \), then it must holds \( r_k(V_2) = k + 1 \). We will see now that \( V_1 \) needs to have rank equal to \( k \). To do so, we assume that \( r_k(V_1) \leq k - 1 \). First of all, notice that if \( V_1 = 0_{(k+1) \times k} \), since \( V_2 \) is an invertible matrix, one has that \( Orb_G(V) = \{ V \} \) and its distance is zero. Hence, we can assume that \( 1 \leq r_k(V_1) \leq k - 1 \). In this situation, there exist at least two independent vectors \( a, b \in F_q^{k+1} \) such that \( aV_1 = 0_k \). Now, since \( r_k(V_2) = k + 1 \), the rows of every matrix \( V_2 M_{k+1}^j \) span the whole space \( F_q^{k+1} \). Take \( M_{k+1}^j \neq -I_{k+1} \), then the matrix \( M_{k+1}^j + I_{k+1} \) is again a power of \( M_{k+1}^j \), say \( M_{k+1}^j + I_{k+1} = M_{k+1}^j \), for some \( 0 \leq j \leq q^{k+1} - 2 \). Now we express both (nonzero) vectors \( aV_2 \) and \( bV_2 \) as linear combinations of the rows of \( V_2 M_{k+1}^j \) and obtain the following equalities:

\[
aV_2 = cV_2 M_{k+1}^j = cV_2 (M_{k+1}^j + I_{k+1} - I_{k+1}) = cV_2 M_{k+1}^j - cV_2,
\]

\[
bV_2 = dV_2 M_{k+1}^j = dV_2 (M_{k+1}^j + I_{k+1} - I_{k+1}) = dV_2 M_{k+1}^j - dV_2,
\]

for some nonzero vectors \( c, d \in F_q^{k+1} \). Hence, both vectors

\[
x = (a + c)(V_1 \ | \ V_2) = (cV_1 \ | \ aV_2 + cV_2) = c(V_1 \ | \ V_2 M_{k+1}^j),
\]

\[
y = (b + d)(V_1 \ | \ V_2) = (dV_1 \ | \ bV_2 + dV_2) = d(V_1 \ | \ V_2 M_{k+1}^j),
\]

lie on \( V \cap V \cdot g^j \). Let us see that they are independent. Otherwise, \( x = \lambda y \), for some \( \lambda \in F_q \) and it must hold

\[
0_{k+1} = (c - \lambda d)V_2 M_{k+1}^j.
\]

Since \( V_2 M_{k+1}^j \) is invertible, we conclude that \( c = \lambda d \). As a result, by (27), we obtain

\[
aV_2 = cV_2 M_{k+1}^j = \lambda dV_2 M_{k+1}^j = \lambda bV_2
\]

and, given that \( r_k(V_2) = k + 1 \), it follows \( a = \lambda b \), which is not possible. Hence, \( \dim(V \cap V \cdot g^j) \geq 2 \). Moreover, let us see that \( V \neq V \cdot g^j \). Note that \( \dim(V \cap V \cdot g^j) \) is exactly the rank

\[
\text{rk} \left( \begin{array}{c|c} V_1 & V_2 \\ \hline V_1 & V_2 M_{k+1}^j \end{array} \right) = \text{rk} \left( \begin{array}{c|c} V_1 & V_2 \\ \hline V_1 & V_2 M_{k+1}^j \end{array} \right) \geq \text{rk}(V_1) + \text{rk}(V_2 M_{k+1}^j) \geq k + 2,
\]

which is greater than \( \dim(V) = \dim(V \cdot g^j) = k + 1 \). Hence, \( V \neq V \cdot g^j \) and we obtain a contradiction with \( d_q(Orb_G(V)) = 2k \). Then, it must happen \( r_k(V_1) = k \) and \( r_k(V_2) = k + 1 \).

Now, let us prove that the converse is also true. Assume that \( r_k(V_1) = k \) and \( r_k(V_2) = k + 1 \) and take \( g^j \in G \setminus \{ I_{2k+1} \} \). We show that \( \dim(V \cap V \cdot g^j) = 1 \). To do so, consider two arbitrary vectors \( x, y \in V \cap V \cdot g^j \) and write them as

\[
x = a(V_1 \ | \ V_2) = c(V_1 \ | \ V_2 M_{k+1}^j)
\]

\[
y = b(V_1 \ | \ V_2) = d(V_1 \ | \ V_2 M_{k+1}^j),
\]

for some vectors \( a, b, c, d \in F_q^{k+1} \). Observe that \( (a - c)V_1 = (b - d)V_1 = 0_k \). Since \( V_1 \in F_q^{(k+1) \times k} \) with \( r_k(V_1) = k \), it follows that \( a - c \) and \( b - d \) must be
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proportional vectors. Let us write \( (a - c) = \lambda (b - d) \), for some \( \lambda \in \mathbb{F}_q \). Equivalently, \( a - \lambda b = c - \lambda d \). Moreover, since \( aV_2 = cV_2M_{k+1}' \) and \( bV_2 = dV_2M_{k+1}' \), we obtain
\[
(a - \lambda b)V_2 = (c - \lambda d)V_2M_{k+1}' = (a - \lambda b)V_2M_{k+1}',
\]
or, equivalently, \( (a - \lambda b)V_2(M_{k+1}' - I_{k+1}) = 0_{k+1} \). Last, since \( g' \neq I_{2k+1} \), then \( V_2(M_{k+1}' - I_{k+1}) \) is an invertible matrix and it follows \( a = \lambda b \) and \( x = \lambda y \). As a result, for every \( g' \in G \setminus \{I_{2k+1}\} \), it occurs \( \dim(\mathcal{V} \cap \mathcal{V} \cdot g') = 1 \) or, equivalently, \( d_S(\mathcal{V}, \mathcal{V} \cdot g') = 2k \). Consequently, \( \text{Stab}_G(\mathcal{V}) = \{I_{2k+1}\} \) and \( \text{Orb}_G(\mathcal{V}) \) has maximum distance and cardinality \( q^{k+1} - 1 \).

**Proof of Proposition 5.9:** Since \( \text{rk}(U_1) = \text{rk}(U_2) = k \), Proposition 5.5 proves that the orbit \( \text{Orb}_G(\mathcal{U}) \) is a \( k \)-partial spread of \( \mathbb{F}_q^{2k+1} \). Hence, it suffices to see that adding the two subspaces \( \mathcal{U}' \) and \( \mathcal{U}'' \) defined in (24) does not decrease the distance. Observe that two \( k \)-dimensional subspaces in \( \mathbb{F}_q^{2k+1} \) attain the maximum possible distance if, and only if, they intersect trivially or, equivalently, if their sum subspace has dimension \( 2k \). It is clear that
\[
\dim(\mathcal{U} \cdot g^i + \mathcal{U}') = \text{rk} \left( \begin{pmatrix} U_1 & U_2M_{k+1}' \\ 0_k & 0_{k \times (k+1)} \end{pmatrix} \right) = \text{rk} \left( \begin{pmatrix} 0_{k \times k} & U_2M_{k+1}' \\ 0_{k \times (k+1)} & 0_{k \times (k+1)} \end{pmatrix} \right) = 2k,
\]
\[
2k \geq \dim(\mathcal{U} \cdot g^i + \mathcal{U}'') = \text{rk} \left( \begin{pmatrix} U_1 & U_2M_{k+1}' \\ 0_k & U_2 \end{pmatrix} \right) \geq \text{rk}(U_1) + \text{rk}(U_2) = 2k
\]
and
\[
\dim(\mathcal{U}' + \mathcal{U}'') = \text{rk} \left( \begin{pmatrix} U_1 & 0_k \\ 0_k & U_2 \end{pmatrix} \right) = \text{rk}(U_1) + \text{rk}(U_2) = 2k.
\]
As a result, in these three situations we obtain distance equal to \( 2k \) and we conclude that the code \( \text{Orb}_G(\mathcal{U}) \cup \{\mathcal{U}', \mathcal{U}'\} \) is a partial spread with \( q^{k+1} + 1 \) elements.

**Proof of Proposition 5.10:** Notice that, by virtue of Proposition 5.6, we have that \( d_S(\text{Orb}_G(\mathcal{V})) = 2k \). Hence, in order to give the minimum distance of the code \( \text{Orb}_G(\mathcal{V}) \cup \{\mathcal{V}', \mathcal{V}''\} \), we just need to compute distances between pairs of different subspaces not both in \( \text{Orb}_G(\mathcal{V}) \). Moreover, recall that two \( (k+1) \)-dimensional subspaces of \( \mathbb{F}_q^{2k+1} \) have the maximum possible distance if, and only if, their sum is the whole vector space \( \mathbb{F}_q^{2k+1} \).

Let us start proving that taking \( v_1 = 0_k \) leads to a construction of maximum distance. To do so, just notice that
\[
\dim(\mathcal{V} \cdot g^i + \mathcal{V}') = \text{rk} \left( \begin{pmatrix} U_1 & U_2M_{k+1}' \\ 0_k & v_2M_{k+1}' \\ 0_{k \times (k+1)} & v_2 \end{pmatrix} \right) = \text{rk} \left( \begin{pmatrix} 0_{k \times k} & U_2M_{k+1}' \\ 0_k & v_2M_{k+1}' \\ 0_{k \times (k+1)} & 0_k \end{pmatrix} \right) = \text{rk}(U_1) + \text{rk}(V_2M_{k+1}') = 2k + 1,
\]
\[
\dim(\mathcal{V} \cdot g^i + \mathcal{V}'') = \text{rk} \left( \begin{pmatrix} U_1 & 0_k \\ 0_k & v_2M_{k+1}' \\ 0_{k \times (k+1) \times k} & v_2 \end{pmatrix} \right) \geq \text{rk}(U_1) + \text{rk}(V_2) = 2k + 1
\]
and
\[
\dim(\mathcal{V}' + \mathcal{V}'') = \text{rk} \left( \begin{pmatrix} U_1 & 0_k \\ 0_k & v_2 \end{pmatrix} \right) = \text{rk}(U_1) = \text{rk}(V_2) = 2k + 1.
\]
Hence, we obtain that $V \cdot g^i + V' = V \cdot g^i + V'' = V' + V'' = F^q_{2k+1}$, for every $0 \leq i \leq q^{k+1} - 2$. Consequently, the distance of the code is the maximum possible one. In particular, $V'$ and $V''$ are different and they do not lie in the orbit of $V$. Thus, it follows $|\text{Orb}_{\mathbb{G}}(V) \cup \{V', V''\}| = q^{k+1} + 1$, i.e., the largest size for its distance.

Conversely, we show that taking $v_1 = 0_k$ is the only possibility for $\text{Orb}_{\mathbb{G}}(V) \cup \{V', V''\}$ to attain the maximum distance. To do so, assume that $v_1$ is a nonzero vector of $F^k_q$. Hence, since $\text{rk}(U_1) = k$, there exists a nonzero vector $a \in F^k_q$ such that $v_1 = aU_1$. We will exhibit a subspace $V \cdot g^j \in \text{Orb}_{\mathbb{G}}(V)$ such that $d_S(V \cdot g^j, V'') < 2k$.

Since $U_2 \notin F^q_{k \times (k+1)}$ has $\text{rk}(U_2) = k$, the subspace $U_2 = \text{rowsp}(U_2)$ is a hyperplane of $F^k_q$ and, as $\text{rk}(V_2) = k + 1$, it follows that $v_2 \notin U_2$. In particular, $v_2$ and $aU_2$ are linearly independent vectors and so they are $v_2$ and $v_2 - aU_2$. Consider a hyperplane of $F^k_q$ containing the vector $v_2 - aU_2$ but not $v_2$. Recall that, since the Singer subgroup generated by $M_{k+1}$ acts transitively on $G_q(k, k + 1)$ (see Theorem 2.1), such a hyperplane is of the form $U_2 \cdot M_{k+1}^{-i}$, for some $i \in \{0, \ldots, q^{k+1} - 2\}$. Observe that, for this choice of $i$, we have $v_2 - aU_2 \notin U_2 \cdot M_{k+1}^{-i}$ and $v_2 \notin U_2 \cdot M_{k+1}^{-i}$. Thus, at this point, we have that

$$\begin{align*}
(v_2 - aU_2)M_{k+1}^{-i} &\in U_2 \quad \text{and} \quad v_2, v_2M_{k+1}^{-i} \notin U_2.
\end{align*}$$

On the other hand, as $V_2 \in \text{GL}(k + 1, q)$, every vector in $F^k_q$ can be written as a linear combination of its rows, which are the ones of $U_2$ together with $v_2$. In particular, there must exist $\lambda \in F_q$ and $b \in F^k_q$ such that $v_2M_{k+1}^{-i} = \lambda v_2 + bU_2$. Moreover, since $v_2M_{k+1}^{-i} \notin U_2$, it follows $\lambda \neq 0$. Then the matrix $\lambda^{-1}M_{k+1}^{-i} \in F_q[M_{k+1}]$ is a power of $M_{k+1}$ and we can write $\lambda^{-1}M_{k+1}^{-i} = M_j^{k+1}$, for certain exponent $j \in \{0, \ldots, q^{k+1} - 2\}$. Observe that, for this matrix $M_j^{k+1}$, we have that $v_2M_j^{k+1} = v_2 \in U_2$ and also $(v_2 - aU_2)M_j^{k+1} \in U_2$. As a result, their difference, i.e., the vector $v_2 - aU_2M_j^{k+1} \in U_2$ as well. Now, consider the subspace $V \cdot g^j$. Let us see that $d_S(V \cdot g^j, V'')$ is not the maximum one or, equivalently, that $V \cdot g^j + V'' \notin F^q_{2k+1}$. Observe that

$$\begin{align*}
\dim(V \cdot g^j + V'') &= \text{rk} \begin{pmatrix}
U_1 & U_2M_{k+1}^j \\
0_{(k+1) \times k} & v_2M_{k+1}^j \\
v_1 & v_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & v_2 - aU_2M_{k+1}^j \\
v_1 & v_2 - aU_2M_{k+1}^j \\
U_1 & U_2 \\
0_{(k+1) \times k} & v_2 - aU_2M_{k+1}^j \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \\
U_1 & U_2 \\
0_{(k+1) \times k} & U_2 \end{pmatrix} = 2k.
\end{align*}$$

Since $k > 1$, it follows that $2k > k + 1$. Consequently, for this precise value of $j$, it holds that $V \cdot g^j + V''$ and $d_S(V \cdot g^j, V'') < 2k$. We conclude that $\text{Orb}_{\mathbb{G}}(V) \cup \{V', V''\}$ does not attain the maximum distance. \hfill \blacksquare
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