Training Multiple Support Vector Machines for Personalized Web Content Filtering

Dung Duc NGUYEN[^1], Maike ERDMANN[^1], Tomoya TAKEYOSHI[^1], Gen HATTORI[^1], Nonmembers, Kazunori MATSUMOTO[^1], Member, and Chihiro ONO[^1], Nonmember

SUMMARY The abundance of information published on the Internet makes filtering of hazardous Web pages a difficult yet important task. Supervised learning methods such as Support Vector Machines (SVMs) can be used to identify hazardous Web content. However, scalability is a big challenge, especially if we have to train multiple classifiers, since different policies exist on what kind of information is hazardous. We therefore propose two different strategies to train multiple SVMs for personalized Web content filters. The first strategy identifies common data clusters and then performs optimization on these clusters in order to obtain good initial solutions for individual problems. This initialization shortens the path to the optimal solutions and reduces the training time on individual training sets. The second approach is to train all SVMs simultaneously. We introduce an SMO-based kernel-biased heuristic that balances the reduction rate of individual objective functions and the computational cost of kernel matrix. The heuristic primarily relies on the optimality conditions of all optimization problems and secondly on the pre-calculated part of the whole kernel matrix. This strategy increases the amount of information sharing among learning tasks, thus reduces the number of kernel calculation and training time. In our experiments on inconsistently labeled training examples, both strategies were able to predict hazardous Web pages accurately (> 91%) with a training time of only 26% and 18% compared to that of the normal sequential training.
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1. Introduction

With the help of an Internet monitoring company, we have collected a set of 3.1 million documents with 12,000 features for automatically detecting hazardous Japanese Web pages. Our task is to build multiple filters using Support Vector Machines (SVMs) [1] to accurately identify hazardous content from normal Web pages [2]. However, the scalability is a big challenge due to the fact that SVM needs to solve a computationally expensive quadratic programming (QP) problem. Training the whole data set is expected to take at least one month on a normal computer. If we assume that the training process has to be conducted only once, such a long training time might be acceptable. However, we will certainly encounter different policies on what kind of information is hazardous, depending on which organization is requesting the Web content filter and for what purpose. For instance, parents might want a Web filter that protects their children from adult content such as gambling and drugs. A company might want to set up a filter that prevents employees from visiting Web sites that are not work related. Moreover, laws and ethical standards vary widely among countries.

Under the circumstances explained above, a training example might have to be labeled hazardous in one Web content filter and harmless in another, but the majority of instances is still labeled equally. We therefore introduce several methods to train multiple SVMs in an efficient way. The first one is called Hierarchical Training for Multiple SVMs (HTMSVM), which can identify common data among similar training sets and then train the common data sets in order to obtain good initial solutions. These initial solutions help in reducing the time for training the individual training sets, without influencing classification accuracy. The second approach is to train all SVMs simultaneously. We propose a kernel-biased selection heuristic that balances the kernel calculation cost and reduction rate of multiple objective functions. The heuristic primarily relies on the optimality conditions of all optimization problems and secondly on the pre-calculated part of the whole kernel matrix. Experimental results on our real data show that both the hierarchical (HTMSVM) and simultaneous (mSVM) training methods effectively reduce the cost for calculating the kernel matrix and the training time compared to that of the normal sequential training.

The rest of the paper is structured as follows. In Sect. 2, we introduce the Web content filtering problem and the use of SVMs as personalized filters. In Sect. 3, we describe different approaches to train multiple SVMs, including the normal sequential training and our two mentioned methods. We report and analyze our experiment results in Sect. 4. In Sect. 5, we discuss related works on training time reduction for SVM as well as on the learning of multiple similar tasks. Finally, we draw our conclusions and outline future work in Sect. 6.

2. Web Content Filtering and Support Vector Machines

2.1 Personalized Web Content Filtering

For detecting hazardous Japanese Web pages, we have collected a set of about 3.1 million training examples with
12,000 features. The data is categorized into 27 categories with 103 subcategories. Some examples of hazardous and harmless categories are shown in Table 1. Due to different policies in the filtering of hazardous Web pages, each filter is usually trained independently. Formally speaking, we have a collection of $M$ data sets $T^u, u = 1, \ldots, M$:

$$T^u = \{(x_i, y^u_i) \in \mathbb{R}^d \times \{-1, +1\} | i = 1, \ldots, l\},$$

and our task is to construct $M$ decision functions:

$$y^u = sgn(f^u(x)), u = 1, \ldots, M,$$

for classifying each document $x$ as hazardous or harmless. Our experience with different learning approaches indicates that nonlinear SVMs with RBF kernels $K(x_1, x_2) = \exp(-\gamma \|x_1 - x_2\|^2)$ satisfy our predictive performance requirement ($\geq 90\%$ accuracy). Unfortunately, training nonlinear SVMs takes much time, especially when the number of filters is very large.

### 2.2 Support Vector Machines

For the last decades, support vector machines [1],[3] have become a popular method in various classification applications. Given a set of training examples $x_i \in \mathbb{R}^d$ with labels $y_i \in \{-1, +1\}, i = 1, \ldots, l$, the training phase of SVMs solves the following QP optimization problem:

$$\min_{\alpha} L(\alpha) = \frac{1}{2} \sum_{i,j=1}^{l} y_i y_j \alpha_i \alpha_j K_{ij} - \sum_{i=1}^{l} \alpha_i,$$  \hspace{1cm} (3)

$$\text{s.t.} \sum_{i=1}^{l} y_i \alpha_i = 0,$$  \hspace{1cm} (4)

$$0 \leq \alpha_i \leq C, i = 1, \ldots, l.$$  \hspace{1cm} (5)

where $K_{ij} = K(x_i, x_j)$ is a kernel function calculating dot product between two vector $x_i$ and $x_j$ in some feature space; $C$ is a parameter penalizing each “noisy” training example in the given training data. The optimal coefficients $\{\alpha_i\}, i = 1, \ldots, l$ will form a decision function:

$$y = sgn \left( f(x) = \sum_{\alpha_i \neq 0} y_i \alpha_i K(x_i, x) + b \right).$$  \hspace{1cm} (6)

Despite the fact that training SVMs is very expensive [4]–[6], their performance is superior in many domain like text categorization [7], character recognition [8], [9], object detection in image [10]. The main difficulty in solving the above QP is the huge memory demand and expensive computational power for calculating and storing the kernel matrix $\{K_{ij}\}, i, j = 1, \ldots, l$. In the next section, we introduce how to train multiple SVMs in a more efficient way.

### 3. Training Multiple Personalized SVMs

#### 3.1 Sequential Training

A normal way to train multiple SVMs is to apply a state-of-the-art algorithm, e.g. the sequential minimal optimization (SMO) [11], and train the machines one by one. The SMO is a special case of the commonly used decomposition method for SVM training. The specialty of SMO lies in the fact that it iteratively selects only two vectors for optimization. Supposed that two vectors $x_i$ and $x_j$ are chosen, the best new values of the corresponding $\alpha_i$ and $\alpha_j$ in terms of reducing the objective function $L$ in (3) are (ignoring the box constraint (5)):

$$\alpha_i^{\text{new}} = \alpha_i^{\text{old}} + \frac{y_i(y_i - y_j)E_{old}}{K_{ij}},$$

$$\alpha_j^{\text{new}} = y_j(\text{const} - y_j \alpha_i^{\text{new}}),$$  \hspace{1cm} (7)

where $\text{const} = y_i \alpha_i^{\text{old}} + y_j \alpha_j^{\text{old}}, k_{ij} = K_{ii} + K_{jj} - 2K_{ij}$, and

$$E_i = \sum_{k=1}^{l} y_k \alpha_k K(x_i, x_k) - y_i.$$  \hspace{1cm} (8)

This updating scheme leads to a reduction of objective function $L$ an amount of

$$\Delta L_{ij} = -\frac{(-E_{old} + E_{old})^2}{2k_{ij}}.$$  \hspace{1cm} (9)

Based on this reduction rate, different selection strategies have been proposed, e.g. [12],[13]. The second order working set selection, one of the most efficient heuristics, is as follows:

$$i = \arg \max_{k \in l_{up}(\alpha)} \{-E_k\},$$

$$j = \arg \min_{k \in l_{low}(\alpha)} \{\Delta L_{ik} - E_i > -E_k\},$$  \hspace{1cm} (10)

where

$$l_{up}(\alpha) = \{k | \alpha_k < C, y_k = +1 \text{ or } \alpha_k > 0, y_k = -1\},$$

$$l_{low}(\alpha) = \{k | \alpha_k < C, y_k = -1 \text{ or } \alpha_k > 0, y_k = +1\}.$$  \hspace{1cm} (11)

The SMO algorithm, outlined in Table 2, has been widely implemented in various libraries and softwares for SVM training like LibSVM [14], LASVM [15], Core Vector Machines [16],[17], and Condensed SVMs [18]. However,
these existing methods and implementation are designed for solving single SVM. In the next section, we describe how to take advantages of the SMO algorithm for training multiple Web content filters.

3.2 Training a Hierarchy of SVMs

Based on the fact that the given \( M \) training data share a large number of commonly labeled documents, our first attempt is to train SVMs on the common data and then to use those solutions as initial solutions for training individual data sets.

In the first phase, we detect clusters of overlapping training data using a bottom-up hierarchical algorithm [19] (Step 1–10). Initially, one cluster is created for each training set (Step 1–3). The index set of each cluster \((c \rightarrow \text{Idx})\) has one element, which is the index of the data, and the two children \((c \rightarrow \text{Child})\) are set to zero. The \( \alpha \) parameter \((c \rightarrow \alpha)\) is initialized to be zero. In Step 4, \( \text{ClusterSet} \) is defined as the initial set of \( M \) clusters. In Steps 5–10, the bottom-up hierarchical clustering is applied to \( \text{ClusterSet} \). In each iteration, the two closest clusters \( c_i \) and \( c_j \) are selected (Step 6). They are then combined into a new cluster \( c_{ij} \) (Step 7). The two child clusters \( c_i \) and \( c_j \) are removed from \( \text{ClusterSet} \) (Step 8) and the newly created cluster \( c_{ij} \) is added instead (Step 9). The distance between the two clusters \( c_i \) and \( c_j \) is calculated from the total number of training examples without the number of common training examples in the two clusters:

\[
\text{dist}(c_i, c_j) = l - \left| \bigcap_{\mu \in \text{ClusterSet} \setminus \{c_i, c_j\}} \text{Idx} \right|,
\]

where \( c_{ij} \rightarrow \text{Idx} = c_i \rightarrow \text{Idx} \cup c_j \rightarrow \text{Idx} \), and \( c_{ij} \rightarrow \text{Child} = c_i \rightarrow \text{Child} \cup c_j \rightarrow \text{Child} \).

In Steps 11–12, the remaining cluster in \( \text{ClusterSet} \) becomes the root of the hierarchy. Its coefficient vector \( \alpha \) is initialized to be zero, and it is pushed into a FIFO structure (First-in-First-out).

In the second phase, the SVM training is performed in the order determined by the cluster hierarchy. In each iteration, one data cluster \( c \) is picked from \( \text{ClusterSet} \) in the FIFO structure (Step 14). The SVM training algorithm finds the optimal solution \( \alpha^\ast \) on that cluster. If \( c \) has two child

| Table 2 | The SMO algorithm. |
|-----------------|-------------------|
| **Input:** training data \( T = (x_k, y_k), k = 1, \ldots, l \) |
| 0. Initialize a feasible solution \( \alpha \) |
| 1. While StoppingCondition is not satisfied |
| 2. Select a pair of vectors \((i, j)\) using (10) |
| 3. Update \((\alpha_i, \alpha_j)\) using (7) |
| 4. Update optimality violation state \( E_k, k = 1, \ldots, l \), in (8) |
| 5. Endwhile |
| **Output:** optimal coefficients \( \alpha = [\alpha_k], k = 1, \ldots, l \) |

| Table 3 | Algorithm for training a hierarchy of SVMs. |
|-----------------|-------------------|
| **Input:** \( M \)-label training data \( T^u = \{(x_i, y^u_i) \in \mathbb{R}^d \times \{-1, +1\} \mid i = 1, \ldots, l\}, u = 1, \ldots, M \) |
| **Phase 1: label-based data clustering** |
| 1. For \( u = 1 \) to \( M \) do |
| 2. Define clusters \( c_u \rightarrow \text{Idx} = \{u\}, c_u \rightarrow \text{Child}_1 = c_u \rightarrow \text{Child}_2 = \text{NULL}, c_u \rightarrow \alpha = 0 \) |
| 3. Endfor |
| 4. Define \( \text{ClusterSet} = \{c_u\}, u = 1, \ldots, M \) |
| 5. While \(|\text{ClusterSet}| > 1\) |
| 6. \((c_i, c_j) = \text{arg min}_{c_i, c_j \in \text{ClusterSet}} \text{dist}(c_i, c_j)\) |
| 7. \( c_{ij} \rightarrow \text{Idx} = c_i \rightarrow \text{Idx} \cup c_j \rightarrow \text{Idx} \rightarrow \text{Child}_1 = c_i, c_{ij} \rightarrow \text{Child}_2 = c_j \) |
| 8. \( \text{ClusterSet} = \text{ClusterSet} \setminus \{c_i, c_j\} \) |
| 9. \( \text{ClusterSet} = \text{ClusterSet} \cup \{c_{ij}\} \) |
| 10. Endwhile |
| **Phase 2: training a hierarchy of SVMs** |
| 11. Call root is the remaining cluster in \( \text{ClusterSet} \), set \( \text{root} \rightarrow \alpha = 0 \) |
| 12. Push(root, FIFO) |
| 13. While FIFO is not empty |
| 14. \( c = \text{Pop}(\text{FIFO}) \) |
| 15. Solve the problem (3) on \( T^c = \bigcap_{u \in \text{ClusterSet} \setminus \{c\}} T^u \), call \( \alpha^\ast \) be the optimal solution |
| 16. If \( c \rightarrow \text{Child}_1 \neq \text{NULL} \) AND \( c \rightarrow \text{Child}_2 \neq \text{NULL} \) Then |
| 17. \( c \rightarrow \text{Child}_1 \rightarrow \alpha = \alpha^\ast \) |
| 18. \( c \rightarrow \text{Child}_2 \rightarrow \alpha = \alpha^\ast \) |
| 19. Push(c \rightarrow \text{Child}_1, FIFO) |
| 20. Push(c \rightarrow \text{Child}_2, FIFO) |
| 21. Endif |
| 22. Endwhile |
| **Output:** optimized solutions \( \alpha^u \) on \( T^u, u = 1, \ldots, M \) |
clusters, \( \alpha' \) will be used as an initial solution for training the child clusters. When all child clusters have been trained, the training process stops. The output of the training are the SVM for each child cluster.

Our experiments show that the training hierarchy of SVMs significantly improves training performance. However, for some individual data sets, an initialization from parent’s solution does not help much in reducing the total training time. We will discuss this problem in detail in Sect. 4.2.

3.3 Simultaneous Training of Multiple SVMs

Before introducing our algorithm for simultaneously training all \( M \) SVMs, lets review the SMO algorithm described in Sect. 3.1. We can see in Table 2 that the most expensive step is to update the optimal condition on each training example (Step 4). This step consists of calculating two successive step is to update the optimal condition on each train-

img. This strategy uses an heuristics to select a subset of the memory limitation, some columns must be freed and the newly selected columns are (re-)calculated. This problem wastes computational power and increase the training time, especially when the training size \( l \) and number of problems \( M \) are large.

In order to reduce the wasted kernel calculations, we used an heuristic called kernel biased selection as follows. Firstly, we select a problem \( U \) that violates the optimal conditions the most:

\[
U = \arg \max_u \{-E_{\text{max}}^u + E_{\text{min}}^u\}, \quad u = 1, \ldots, M,
\]

where

\[
E_{\text{max}}^u = \max \{-E_k^u | k \in I_{up}(\alpha^u)\},
\]

\[
E_{\text{min}}^u = \min \{-E_k^u | k \in I_{low}(\alpha^u)\}.
\]

We then select pairs of vectors

\[
i^U = \arg \max_k \{-E_k^U | k \in I_{up}(\alpha^U)\},
\]

\[
j^U = \arg \min_k \{\Delta E_{ik}^U | k \in I_{low}(\alpha^U), -E_i^U > -E_k^U\}.
\]

and for \( v \neq U \):

\[
i^v = \begin{cases} 
\arg \max_k \{-E_k^v | k \in I_{up}(\alpha^v)\} & \text{if } I_{up}^v \neq \emptyset, \\
-1 & \text{otherwise},
\end{cases}
\]

\[
j^v = \begin{cases} 
\arg \min_k \{\Delta E_{ik}^v | k \in I_{low}, -E_i^v > -E_k^v\} & \text{if } I_{low}^v \neq \emptyset, \\
-1 & \text{otherwise},
\end{cases}
\]

where

\[
I_{up}^U(\alpha^U) = I_{up}(\alpha^U) \cap \text{CacheIdx} \cup \{i^U, j^U\},
\]

\[
I_{low}^U(\alpha^U) = I_{low}(\alpha^U) \cap \text{CacheIdx} \cup \{i^U, j^U\},
\]

and CacheIdx is the set of indexes of pre-calculated kernel matrix columns. As \( I_{up}^U(\alpha^U) \) and \( I_{low}^U(\alpha^U) \) are subsets of \( I_{up}(\alpha^U) \) and \( I_{low}(\alpha^U) \), the selection heuristics (18)–(19) leads to a smaller total reduction rate of \( M \) objective functions \( L(\alpha^U) \). However, it requires calculation of at most two columns of the kernel matrix. We will show in the experiment section that this trade-off is effective and suitable for the Web content filtering problem. The outline of simultaneously training multiple SVMs is described in Table 4.

4. Experiment

4.1 Data Preparation and Experiment Setup

For the experiment, we used part of our corpus of about 3,1
Table 4 Algorithm for simultaneously training of multiple SVMs.

| Step | Description |
|------|-------------|
| 0.   | Initialize $M$ feasible solutions $a^u, u = 1, \ldots, M$. |
| 1.   | While all $M$ Stopping Conditions are not satisfied |
| 2.   | Select $M$ pairs of vectors $([x_i, y_i], [x_j, y_j])$ using (18)-(19) |
| 3.   | For all $([x_i, y_i], [x_j, y_j])$ |
| 4.   | If $p_i \geq 0$ and $p_j \geq 0$ Then |
| 5.   | Update $(a_i, a_j)$ using (7) |
| 6.   | Update optimality violation state $E_{iu}$ using (16) |
| 7.   | Endif |
| 8.   | Endfor |
| 9.   | Endwhile |

Output: $M$ sets of optimal coefficients $\alpha^u = (\alpha_i^u), u = 1, \ldots, M$.

4.2 Training Time

For the first hierarchical training strategy, the result of data clustering and training order is visualized in Fig. 1. The first training is conducted on $T_{1,2,3,4,5}$, i.e. the training data which is identical in all five sets (80% of the data). After that, the set $T_{1,4,5}$ is trained, which consists of the training data that is identical in three of the training sets (90% of the data). Subsequently, the sets $T_{1,4}$ and $T_{2,3}$ are trained, both containing 95% of the training examples. Finally, each training set is trained individually. Figure 2 details the training time of the HTMSVM and LibSVM for the 250,000 training examples. As the results show, the training time for the private training data is noticeably shorter for HTMSVM than for LibSVM. As a consequence, the overall training time of HTMSVM lies between 26% and 41% of that of LibSVM, even though the training time for the common data sets has to be added. In this experiment, we include the clustering time in the total training time of the HTMSVM. In fact, it takes only several seconds to create the hierarchy, because the calculation of Eq. (13) is based on a set of indexes, not a float function like Euclidean distance, and it can be calculated very efficiently.

If we look at the Fig. 2 more closely, we can see that the training times for individual data sets are different in the normal sequential training, e.g. training time for P2 is much longer than for P3. Normally, the more complex problem is, the more time it takes the SVM to converge. However, the HTMSVM takes nearly equal time for training private data sets. It means that the HTMSVM is more effective on the P3 and is less effective on the P2 data set, or the solution on a parent node might have different effect of reducing the training time on its children nodes (P2 and P3 share the same parents).

In Table 5, we report training time and number of kernel calculations (calls to the function $K(x_i, x_j)$) of all train-

Fig. 1 Data clusters and training order for the Web content filter using the HTMSVM algorithm.

million examples manually labeled as hazardous or harmless Web pages. The feature extraction is based on the dependency relations of hazardous keywords and their neighboring segments, thus the features are numerical. The extraction process consists of several steps, including generation of keywords using morphological analysis on the training data, generation of segment pairs and expansion the segment pair using a thesaurus [2]. We also conducted our experiments on an extended set of the previously reported data in [2], which contains nearly equal distribution of hazardous and harmless Web pages. From the corpus, we constructed five training sets representing five different data labeling policies ranging between conservative (e.g. parental control) Web filters to very liberal Web filters. For the first set, we used the original labels. In order to construct the other four sets, we changed the labels of selected categories and subcategories from harmless to hazardous or vice versa. As a result, 80% of the training examples were identical in all five sets, 10% were different in only one of the training sets and another 10% were different in two training sets. Although the training sets were created solely for the experiment, we made sure that they represented realistic Web filtering policies.

In our experiment, we compared the training time of HTMSVM and mSVM with those of sequential training using LibSVM [14] for different amounts of training data. The smallest set contained 50,000 training examples per training set whereas the largest contained 250,000 training examples. Due to the strict requirement on predictive accuracy of Web content filters, we select the RBF kernel for all training methods. The experiment was conducted on a server with 8 CPUs and 60GB of memory; 10GB was used for caching the kernel matrix. The stopping condition is the same for all three algorithms: the maximum of KKT violations, $(E_i + E_j)$ for LibSVM, HTMSVM and $(E_i + E_j)$, for mSVM is smaller than $\epsilon = 10^{-3}$. Actually, the stopping condition used by the mSVM is tighter than the other due to the fact that $(E_i + E_j) \leq (E_i + E_j) < \epsilon$ for all $u \neq U$, or $\epsilon$ is the threshold for the most of the most violation conditions of all $M$ training problems.
Fig. 2  Detailed training time of the HTMSVM on the largest experiment data.

Table 5  Number of kernel calculation and time of the sequential training (LibSVM), training a hierarchy of SVM (HTMSVM), and simultaneous training (mSVM) for the Web content filter.

| Training Size | LibSVM | HTMSVM | mSVM |
|---------------|--------|--------|------|
|               | #Kernel | Time   | #Kernel | Time   | #Kernel | Time   |
| 50,000        | 4.68E+09 | 2:11:58 | 1.42E+09 | 0:54:44 | 1.38E+09 | 0:40:01 |
| 100,000       | 2.74E+10 | 15:14:17 | 5.19E+09 | 3:58:56 | 5.15E+09 | 2:43:29 |
| 150,000       | 4.78E+10 | 25:38:48 | 1.11E+10 | 8:52:46 | 1.10E+10 | 5:46:46 |
| 200,000       | 1.04E+11 | 59:06:13 | 2.1E+10  | 16:58:05 | 1.92E+10 | 11:17:50 |
| 250,000       | 1.42E+11 | 83:10:33 | 4.6E+10  | 34:13:55 | 3.43E+10 | 18:34:18 |

Fig. 3  Comparison of training time (column) and number of kernel calculations (line) of three training strategies on the Web content filtering data.

Figure 3 shows the direct relationship between training time and number of kernel calculations. The HTMSVM and mSVM requires a much smaller number calculations than those of the normal training. As the result, the two methods significantly reduce the training time for our Web content filters. The HTMSVM prefers working on the kernel sub-matrix of the commonly labeled data, whereas the mSVM biases the optimization on the pre-calculated columns of the whole matrix.

4.3 Predictive Accuracy

After the training phase, we tested the classification accuracy of the individual filters. For each of the five training sets, we have a corresponding test set containing 50,000 samples. We predicted the classification accuracy for each of the test sets and then calculated the average accuracy of the five results. As shown in Table 6, the classification result of three training strategies is not identical, yet the difference in accuracy (< 0.04%) is negligible. Furthermore, the classification accuracy of the linear kernel was noticeably lower than that of the RBF kernel, which shows that saving training time by using the linear kernel is not an option.
For the classifier trained on 250,000 examples, a classification accuracy of about 91% was achieved. Since a minimum accuracy of 95% is required to ensure applicability of the classifier to real applications, we need to train the whole data set of 3.1 million training examples, which is expected to take more than one month. For that reason, we can expect that the reduction of training time using the presented methods will be substantial.

5. Discussion

Support Vector Machines have proved to be an effective tool for a wide range of classification problems including text categorization and, in particular, Web content filtering. Many attempts have been made to train SVMs efficiently on large-scale data, e.g. on-line and active learning [15], approximation [18], [22], parallelization [23]. However, most of the mentioned works focused on solving a single large optimization problem. Our attempt is to train multiple problems on the same data description but with different labeling policies.

In order to differentiate our contribution, we will introduce research on the training of similar tasks which focuses on improving classification accuracy and/or reducing training time.

Divide-and-conquer is one of the most widely used strategies for dealing with large scale problems, not only for the expensive SVM training but also for machine learning applications in general. In [24], [25] and [23], the authors proposed to divide the whole training data into clusters and then “expert” classifiers are learned from these clusters. The final decision function is formed based on the set of these experts. While the parallel mixture of SVMs [23] solves the large scale problems in terms of training examples, the CombNET framework [24] focuses on the problems with large number of classes like Chinese character recognition [24]. In our application of Web content filters, the HTMSVM and mSVM are proposed to train multiple SVMs on the same data description but different labeling policies. The HTMSVM uses the divide-and-conquer approach to find locally optimized solutions and then, as the result, individual classifiers could be trained more quickly.

In multi-task learning [26]–[29], related tasks are learned simultaneously or sequentially. The approach is often used when the number of training examples is insufficient for a single task and the learned model could be low in generalization performance. One typical example for multi-task learning is the simultaneous recognition of attributes such as age, sex and facial expression of a person in a photograph. Multi-task learning is a form of transfer learning, but transfer learning [30], [31] does not necessarily require the feature space of the related tasks to be identical. Transfer learning can be applied, for instance, if the knowledge obtained from training a classifier for customer reviews should be transferred to customer reviews on a different product. The previous knowledge can be transferred in form of e.g. reusing features or training examples that are present in both tasks. Several proposals have been made to apply transfer learning to the task of spam filtering, but based on the assumption that the personalization of the classifiers has to be undertaken using unlabeled data [32].

Our task is also not to be confused with multi-label classification, e.g. [33], in which more than one label can be assigned to each training example. Multi-label classification often occurs in e.g. text classification. For instance, a newspaper article might be assigned both the label “politics” and the label “economy”. In our classification problem, however, each training example is assigned only one label per training set.

Yet another related research area is incremental learning [34]–[36], which is suitable particularly for dynamic applications, where new training data is added or existing training data needs to be revised frequently. Thereby, a first classifier is built on the training data available at a given time, and a second classifier is built on the updated training set, i.e. new and modified examples, by reusing the results of the first training process. Incremental learning can also be used to train subsets of a training corpus in cases where training of the whole data at once would take too much time.

6. Conclusion

We have introduced two methods for training personalized Web content filters using SVMs: training a hierarchy of SVMs and simultaneously training multiples of SVMs using a kernel-bias selection heuristic. Both the two methods HTMSVM and mSVM aim at reducing the number of kernel calculations, thus reducing the training time. We tested our proposed method in an experiment in which we trained five personalized Web content filters from an identical training corpus. In the experiment, 20% of the training examples were labeled inconsistently, assuming that different policies exist on which Web pages should be labeled as hazardous. The filters using SVMs were able to predict hazardous Web pages with an accuracy of more than 91%, but they require only 26% (HTMSVM) and 18% (mSVM) of the training time of the sequential training using LibSVM.

The two proposed methods could be applied to other

| Method      | 50,000     | 100,000    | 150,000    | 200,000    | 250,000    |
|-------------|------------|------------|------------|------------|------------|
| LibSVM (linear) | 82.1988%  | 83.7752%  | 84.6660%  | 85.3120%  | 85.7216%  |
| LibSVM (RBF)  | 89.0704%  | 90.0500%  | 90.7504%  | 91.0444%  | 91.2540%  |
| HTMSVM (RBF) | 89.0696%  | 90.0500%  | 90.7528%  | 91.0432%  | 91.2208%  |
| mSVM (RBF)   | 89.0708%  | 90.0492%  | 90.7536%  | 91.0420%  | 91.2696%  |
kinds of transfer learning problems, where we have several classification tasks with overlapping training sets. For that reason, we also want to apply HTMSVM and mSVM to other applications, such as recommendation systems. In order to avoid negative transfer, i.e., causing an increase in training time, it is necessary to develop a method to estimate for which applications the proposed method is useful.

In the next step, we want to not only further reduce the training time but also increase the performance of the filters. One direction is to combine the two methods into one framework that could train a large number of filters. The second direction is to improve the predictive performance of individual filters using different transfer learning techniques. With a large number of carefully labeled data, we are going to build highly accurate filters for a large number of Web users.
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