Approximate Predictive Control Barrier Functions using Neural Networks: A Computationally Cheap and Permissive Safety Filter
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Abstract—A predictive control barrier function (PCBF) based safety filter is a modular framework to verify safety of a control input by predicting a future trajectory. The approach relies on the solution of two optimization problems, first computing the minimal state constraint violation given the current state in the form of slacks on the constraint, and then computing the minimal deviation from a proposed input given the previously computed minimal slacks. This paper presents an approximation procedure that uses a neural network to approximate the optimal value function of the first optimization problem, which defines a control barrier function (CBF). By including this explicit approximation in a CBF-based safety filter formulation, the online computation becomes independent of the prediction horizon. It is shown that this approximation guarantees convergence to a neighborhood of the feasible set of the PCBF safety filter problem with zero constraint violation. The convergence result relies on a novel class $\mathcal{K}$ lower bound on the PCBF decrease and depends on the approximation error of the neural network. Lastly, we demonstrate our approach in simulation for an autonomous driving example and show that the proposed approximation leads to a significant decrease in computation time compared to the original approach.

I. INTRODUCTION

A main limitation of learning-based control algorithms, which have demonstrated wide-spread success in various applications such as, e.g., reinforcement learning in [1] for highly dynamic locomotion of robotic systems, see [2], [3], is their lack of rigorous safety guarantees. As a result, there has been a growing interest in modular safety frameworks, which allow for verifying safety of control inputs.

One example of such a modular framework is the predictive safety filter [4], which is able to provide constraint satisfaction guarantees by solving an online optimization problem, whose constraints are based on a model predictive control (MPC) formulation, see [5] for an overview. At every time step, the closest safe input to the proposed control input is computed, such that an invariant terminal set can be reached by a model-based trajectory prediction, all while satisfying state and input constraints. While predictive safety filter methods can also be designed to fulfill constraints robustly for bounded uncertainties or with a certain probability in the stochastic case, see, e.g., [4] and [6], respectively, infeasible initial conditions or inaccurate uncertainty descriptions compromise their theoretical guarantees. To remedy these issues, slack variables can be introduced which allow for a relaxation of the state constraints, as done e.g., in [7] for a miniature race car example. However, the introduction of slack variables leads to a loss of rigorous safety guarantees. Recent results in [8] enable the use of soft state constraints, while guaranteeing that the system will return into the feasible set of the original safety filter problem. The idea is to move the computation of the minimal slacks into a separate optimization problem with increasingly tightened state constraints and a terminal safe set defined by a control barrier function (CBF), see, e.g., [9] for an overview. The optimal slacks are then used in the safety filter problem. The safety guarantees follow from showing that the optimal value function of the slack optimization problem is a CBF. While this scheme combines the beneficial properties of CBFs and predictive safety filters, it requires the solution of two optimization problems online, where in addition, long planning horizons can potentially be required to reduce conservativeness of the safety filter. The increased computational requirements can render the approach unsuitable for embedded systems with stringent limitations on the computation time.

Contributions: This paper proposes a safety filter based on the approximation of the optimal value function of the slack computation, denoted predictive control barrier function (PCBF), which was introduced in [8]. The approximation is based on a neural network (NN), whose explicit formulation is then used in a CBF-based safety filter formulation see, e.g., [9], rendering the online computation time independent of the planning horizon. We provide a novel, strictly increasing lower bound of a continuous PCBF decrease function as introduced in [8], which is a positive definite function with respect to the feasible set of the PCBF safety filter with zero constraint violation and which bounds the decrease of the PCBF at every time step. This bound enables showing that convergence to the feasible set of the original predictive safety filter problem is preserved for a sufficiently small NN approximation error. Furthermore, we demonstrate the proposed method in simulation for an autonomous driving example with different practical design choices.

Related Work: Numerous works approximate an MPC policy with a neural network, such as [10]–[13], while guaranteeing stability and robust constraint satisfaction, e.g., through robustness with respect to input disturbances. However, the policy of the PCBF-based safety filter is generally not continuous and therefore not suitable for a neural network approximation. Learning the optimal value function of an MPC controller is considered, e.g., in [14] and [15], to
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improve controller performance. In this work, the optimal value function of an MPC-based optimization problem, which fulfills the definition of a CBF, for discrete-time continuous systems is approximated offline and directly integrated in a safety filter formulation. An overview of methods for safety certificate learning with neural networks is provided primarily focusing on continuous-time systems in [16]. The techniques could be used for discrete-time continuous dynamics considered in this work as a means to obtain a terminal CBF, which can then be further enhanced with the proposed method. Methods which use learning specifically for CBFs are, e.g., considered in [17], where a support vector machine is used and in [18] where online sensor data is used to learn a CBF for Lipschitz continuous, continuous-time dynamics from expert demonstrations. In [19], the time derivative of a continuous-time CBF is learned to episodically decrease model uncertainty of a safety filter method. Another approach to construct a safety filter is based on Hamilton-Jacobi (HJ) reachability analysis, such as, e.g., [20], which establishes a link of HJ reachability analysis to CBFs for disturbed systems, and which can be solved in an approximate dynamic programming fashion using deep learning as done in [21].

II. PRELIMINARIES

We consider discrete-time dynamical systems described by a continuous function \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) such that

\[
x(k + 1) = f(x(k), u(k)) \quad \forall k \in \mathbb{N},
\]

where we denote the state at time step \( k \) as \( x(k) \in \mathbb{R}^n \) and the input applied to the system as \( u(k) \in \mathbb{R}^m \). The initial state is given by \( x(0) = x_0 \). At each time step \( k \in \mathbb{N} \), system (1) is subject to state constraints of the form \( x(k) \in X := \{ x \in \mathbb{R}^n \mid c_x(x) \leq 0 \} \) and input constraints \( u(k) \in U := \{ u \in \mathbb{R}^m \mid c_u(u) \leq 0 \} \), where \( c_x : \mathbb{R}^n \to \mathbb{R}^n \) and \( c_u : \mathbb{R}^m \to \mathbb{R}^m \) are continuous. Both the state as well as the input constraint sets \( X \) and \( U \) are assumed to be compact.

The aim is to apply inputs \( u_p(k) \in \mathbb{R}^m \) proposed by a task-specific controller, e.g., a policy learned via reinforcement learning or a human input, to system (1) while ensuring safety of the system. In order to guarantee safety at all time steps, inputs that lead to future constraint violations need to be detected and modified online. A set of states is therefore deemed safe if an input exists for which state and input constraint satisfaction can be guaranteed for all future time steps within this set.

**Definition 1 (Safe Set):** A set \( S \subseteq X \) is called a safe set, if \( \forall x \in S \) there exists an input \( u \in U \) such that \( f(x, u) \in S \).

In order to verify safety of inputs \( u_p(k) \), we consider predictive safety filters as first proposed in [4]. The predictive safety filter computes a system trajectory, fulfilling state and input constraints, to a terminal safe set in an online optimization problem and thereby approximates the maximal safe set. This formulation considered in this work includes relaxed state and terminal constraints, as proposed in [8], to account for potentially infeasible initial conditions or unexpected disturbances and is given by

\[
\begin{align*}
\{ u_{i|k}^* \} & = \arg \min_{u_{i|k}} \| u_p(k) - u_{0|k} \| \\
& \text{s.t. } \forall i = 0, \ldots, N - 1, \\
x_{i+1|k} & = f(x_{i|k}, u_{i|k}), \\
& u_{i|k} \in U, \\
x_{i|k} & \in X_i(\xi_{i|k}^*), \\
h_f(x_{N|k}) & \leq \xi_{N|k}^*,
\end{align*}
\]  

The i-step-ahead predicted state and input variables at time \( k \) are denoted as \( x_{i|k} \) and \( u_{i|k} \) and the planning horizon as \( N \), respectively. The predicted states are subject to relaxed state constraints via the minimal slacks \( \xi_{i|k}^* \geq 0 \), the exact definition of which is provided in the following in (5). The constraints in (6) are additionally subject to a progressive tightening, i.e., \( X_i(\xi) := \{ x \in \mathbb{R}^n \mid c_x(x) \leq -\Delta_i \xi + \xi \} \), where strictly increasing tightenings \( \Delta_i \in \mathbb{R}_{>0}, \Delta_i \leq \Delta_{i+1} \) are used with \( \Delta_0 = 0 \) and \( i \) denoting the vector of ones. The strictly increasing tightenings allow for establishing the main result in [8], which is provided in Theorem 1. Note that the input constraints \( U \) are not relaxed in (6) as they typically represent physical limitations of the actuators. The terminal constraint (7) is given with respect to a CBF \( h_f \), which fulfills the following definition in [8, Definition III.1].

**Definition 2 (Control barrier function):** A function \( h : D \to \mathbb{R} \) is a discrete-time control barrier function with safe set \( S = \{ x \in \mathbb{R}^n \mid h(x) \leq 0 \} \subset D \) if the following hold:

1. \( S, D \) are compact and non-empty sets,
2. \( h(x) \) is continuous on \( D \),
3. there exists a continuous decrease function \( \Delta h : D \to \mathbb{R} \), with \( \Delta h(x) > 0 \) for all \( x \in D \setminus S \) such that:

\[
\forall x \in D \setminus S : \inf_{u \in U} h(f(x, u)) - h(x) \leq -\Delta h(x),
\]

(3a)

\[
\forall x \in S : \inf_{u \in U} h(f(x, u)) \leq 0.
\]

(3b)

Given a CBF \( h \), an input \( u \) applied to system (1) at state \( x \) is said to be safe, if \( u \in U_{CBF}(x) \subseteq U \) with

\[
U_{CBF}(x) := \left\{ \begin{array}{ll}
U_1(x), & \text{if } x \in D \setminus S, \\
U_2(x), & \text{if } x \in S,
\end{array} \right.
\]

where \( U_1(x) := \{ u \in U \mid h(f(x, u)) \leq -\Delta h(x) \} \) and \( U_2(x) := \{ u \in U \mid h(f(x, u)) \leq 0 \} \).

The terminal constraint (7) therefore requires the predicted state \( x_{N|k} \) to lie inside the safe set defined as the sublevel set of the CBF \( h_f \), i.e., \( S_f := \{ x \in X \mid h_f(x) \leq 0 \} \), albeit relaxed with the terminal slack \( \xi_{N|k}^* \). The terminal safe set \( S_f \) is required to lie within the tightened state constraints \( S_f \subset \overline{X}_{N-1}(0) \) and the domain of \( h_f \) is defined as \( D_f := \{ x \in \mathbb{R}^n \mid h_f(x) \leq -\gamma_f \} \), where \( \gamma_f > 0 \). Details on how to design such a CBF are provided in [8, Section IV]. We note that formulation (2) reduces to a nominal predictive safety filter if \( \Delta_i = 0 \) and \( \xi_{i|k}^* = 0 \) and can be modified to ensure robustness properties similar to [4].

Finally, in order to derive the desired safety guarantees, the non-negative slack variables \( \xi_{i|k}^* \) that are used in (2) are
III. APPROXIMATE PCBF

In this section, we introduce the proposed method for approximating the PCBF-based safety filter algorithm. We first reformulate the predictive safety filter \( \mathcal{F} \) in terms of a decrease condition on the predictive barrier function over one time step. The resulting formulation is not directly implementable as an explicit formulation for the PCBF is generally not available. However, it provides the foundation for integrating an approximation \( \hat{h}_{\text{PCBF}} \), that is obtained by sampling the PCBF, into the approximate safety filter formulation by means of suitable choices for an implementable approximate decrease function. We further show that any CBF \( h \) on a compact domain \( D \), which fulfills the conditions in Definition 2 with a continuous decrease function \( \Delta h(x) \) on \( D \), admits a class \( \mathcal{K} \) decrease function. Such a class \( \mathcal{K} \) decrease enables a simplified convergence analysis compared to the positive continuous decrease \( \Delta h \).

A. One step predictive safety filter

It is shown in [8] that a continuous CBF decrease function \( \Delta h_{\text{PB}}(x) \) according to (3) exists for the optimal value function \( h_{\text{PB}}(x) \) of the slack computation (5) under application of the safety filter policy, which implies convergence of the system states to \( S_{\text{PB}} \) according to [8, Theorem III.4]. In order to make use of an approximation of the PCBF in Section III-C, we first consider the following one step safety filter policy, which is in standard CBF form as considered, e.g., in [9] for the continuous-time case:

\[
\pi(x,u_p) \in \arg \min_{u \in \mathcal{U}} \|u - u_p\| \quad (6a)
\]

\[
s.t. h_{\text{PB}}(f(x,u_p)) - h_{\text{PB}}(x) \leq -\Delta h_{\text{PB}}(x). \quad (6b)
\]

It follows from [8, Theorem III.4], that this safety filter formulation gives convergence guarantees similar to solving (3) and then (2) as at every time step, for any \( x(k) \in D_{\text{PB}} \), the safety filter policy \( \pi(x(k),u_p(k)) \in \mathcal{U}_{\text{CBF}}(x(k)) \). Compared to the two step formulation in [8], only a single, scalar constraint needs to be imposed in (6). While constraint (6b) is typically non-convex as \( h_{\text{PB}} \) is generally a non-convex function, (6b) is independent of the time horizon which significantly reduces the number of optimization variables, i.e., the optimization variables are \( u \in \mathcal{U} \subset \mathbb{R}^m \) compared to \( \{u_{ik}\} \in \mathcal{U}^N \subset \mathbb{R}^{Nm} \).

The challenge of using (6) is the requirement that both \( h_{\text{PB}} \) and \( \Delta h_{\text{PB}} \) are available in closed form, yet \( h_{\text{PB}} \) is the optimal value function of an optimization problem for which a closed form solution generally is not available. However, the exact value of \( h_{\text{PB}} \) can be sampled for any state \( x \in D_{\text{PB}} \) by solving (3). This motivates the use of learning-based methods to approximate \( h_{\text{PB}} \) and obtain an explicit formulation which can be used in (6). However, as the decrease function \( \Delta h_{\text{PB}} \) is not unique and cannot be easily sampled, a suitable substitute needs to be chosen.

In the following, we show that for any CBF \( h(x) \) which fulfills Definition 2 a class \( \mathcal{K} \) lower bound exists for any

\[\gamma(0) = 0.\]
In addition, it holds that
\[ p(x) \geq \min_{y \in \mathcal{D}} |y - x| \],
which is piecewise affine on successive intervals \( r \in (R_{k+1}, R_k) \), continuous, as \( \lim_{k \to \infty} \phi_k = 0 \), strictly increasing and is therefore a class \( K \) function. Furthermore, it holds that
\[ |\hat{p}(x)| \leq \Delta h(x) \forall x \in \mathcal{D} \] as desired.

We construct the function
\[ \gamma(r) = \begin{cases} 0, & r = 0, \\ \phi_{k+1} + \frac{\phi_k - \phi_{k+1}}{|R_k - R_{k+1}|} (r - R_{k+1}), & r \in (R_{k+1}, R_k), \end{cases} \]
which is piecewise affine on successive intervals \( r \in (R_{k+1}, R_k) \), continuous, as \( \lim_{k \to \infty} \phi_k = 0 \), strictly increasing and is therefore a class \( K \) function. Furthermore, it holds that
\[ |\gamma(r)| \leq p(r), \quad \gamma(x) \leq \Delta h(x) \forall x \in \mathcal{D} \] as desired.

The provided class \( K \) lower bound on the decrease implies that under the application of \( \pi(x(k), u(k)) \), at every time step and for all \( x(k) \in \mathcal{D}_{\text{PB}} \), the PCBF decrease is given by
\[ h_{PB}(f(x(k), u(k))) - h_{PB}(x(k)) \leq -\Delta h_{PB}(x(k)) \leq -\gamma(|x(k)|_{S_{PB}}) \], which implies convergence to \( S_{PB} \). Furthermore, this result enables showing convergence to a neighborhood of the safe set defined by the PCBF \( h_{PB} \) of the approximate safety filter scheme proposed in Section IV-C.

Remark 1: Note that the result from Proposition 1 can also be used to simplify the convergence proof in [8, Theorem III.4].

B. Learning the CBF

An approximation of \( h_{PB} \), denoted by \( \hat{h}_{PB} \), is obtained by training a regression model on a data-set \( \mathcal{D} = \{(x_i, h_{PB}(x_i))\}_{i=1}^{n_{\text{data}}} \), where \( n_{\text{data}} \) is the number of sampled points. The sampled state space \( \Omega \) is chosen to cover scenarios which are task specific and deemed physically realistic. One possible choice for the sample space is \( \Omega = \{x \in \mathbb{R}^n \mid h_{PB}(x) \leq H\} \) with \( 0 < H \leq \alpha \gamma_f \), where \( \gamma_f \) is a rejection sampler similar to [13] can be used to generate \( D \). Note that \( h_{PB} \) is always decreasing along individual trajectories in \( \Omega \subseteq \mathcal{D}_{PB} \) under the PCBF-based safety filter algorithm, which implies that the specified \( \Omega \) is an invariant set for inputs \( u \in \mathcal{U}_{\text{CBBF}} \). In this work, we focus on neural networks \( \hat{h}_{PB}(x) = \text{NN}(x; \theta) \) whose weights are denoted as \( \theta \). In principle, the proposed algorithm can be used with other regression techniques as long as they allow to be integrated in an optimization-based framework. We assume that \( \hat{h}_{PB} \) fulfills the following assumption.

Assumption 1: The approximation error is uniformly bounded for the trained regressor, i.e., it holds that \( |h_{PB}(x) - \hat{h}_{PB}(x)| \leq e_h(x) \leq e_h \) for all \( x \in \mathcal{D}_{PB} \). In other words, it holds that \( \hat{h}_{PB}(x) = h_{PB}(x) + e_h(x) \), where the error \( e_h(x) \) is bounded by \( |e_h(x)| \leq e_h \).

Since \( \hat{h}_{PB} \) is continuous and defined on a compact set \( \mathcal{D}_{PB} \subseteq \mathbb{R}^n \) (see, [8, Theorem III.6]), the universal approximation theorem in [23] guarantees the existence of a neural network, which can approximate \( h_{PB} \) with an arbitrary small approximation error. Note that if the chosen regression results in a continuous function \( h_{PB} \) on \( \mathcal{D}_{PB} \), then a bounded approximation error always exists on the compact domain \( \mathcal{D}_{PB} \). Furthermore, Assumption 1 can be validated, by extracting a statistical estimate obtained from a certain number of sampled points, as done, e.g., in [10].

C. Safety filter using PCBF approximation

The learned neural network approximation \( \hat{h}_{PB}(x) = \text{NN}(x; \theta) \) can be used in an approximate safety filter scheme
by inserting the approximation into (6), resulting in the approximate safety filter control law
\[
\hat{\pi}(x, u_p) \in \arg \min_{u \in \mathcal{U}} \|u_p - u\| \quad (8a)
\]
s.t. \( \dot{h}_{PB}(f(x, u)) - \hat{h}_{PB}(x) \leq -\Delta \dot{h}_{PB}(x), \quad (8b) \)

where \( \Delta \dot{h}_{PB} \) is a decrease function for the approximate CBF.

The resulting safety filter scheme is illustrated in Figure 3. In order to provide a safety filter formulation which guarantees feasibility, we consider the maximal approximate decrease, which is given by
\[
\Delta \dot{h}_{PB}(x(k)) := \max_{u \in \mathcal{U}} \dot{h}_{PB}(x(k)) - \dot{h}_{PB}(f(x(k), u)). \quad (9)
\]

Note that similar to the methods presented in [8], this choice of decrease function requires the solution to two optimization problems, which are however still independent of the prediction horizon. In Section IV we discuss how a decrease function can be designed, which requires only one optimization problem, however at the expense of recursive feasibility guarantees.

Fig. 3. Illustration of the proposed approximation of the PCBF. The optimization problem [2], which computes the optimal slacks is only solved offline to sample data points of \( h_{PB} \). Based on these samples, a neural network is trained so that an explicit formulation of the approximation \( \hat{h}_{PB} \) of \( h_{PB} \), can be used online in an approximate safety filter scheme.

**Theorem 2:** Let \( \hat{h}_{PB}(x) \) be an approximate CBF which fulfills Assumption 1. Then it holds that the approximate safety filter policy [8], where \( \Delta \dot{h}_{PB}(x) \) is given by the solution of (9), is feasible for \( x \in \mathcal{D}_{PB} \) and for a sufficiently small error bound \( \epsilon_h \geq 0 \), there exists an \( R \geq 0 \) such that the system (1) under the application of \( \hat{\pi}(x, u_p) \) converges to \( C := \{ x \in \mathbb{R}^n \mid |x|_{S_{PB}} \leq R \} \). Furthermore, if \( \epsilon_h = 0 \), the closed-loop system converges to \( S_{PB} \).

**Proof:** Feasibility of using (9) in (8) follows from
\[
\arg \max_{u \in \mathcal{U}} h_{PB}(x) - h_{PB}(f(x, u)) \quad (9)
\]
being a feasible solution in (8). Under Assumption 1 we have that for all \( x \in \mathcal{D}_{PB} \), the maximum decrease (9) is bounded as follows: \( \max_{u \in \mathcal{U}} h_{PB}(x) - h_{PB}(f(x, u)) = \max_{u \in \mathcal{U}} h_{PB}(x) - h_{PB}(f(x, u)) + \epsilon_h(x) - \epsilon_h(x) \leq \max_{u \in \mathcal{U}} h_{PB}(x) \) for \( x \in \mathcal{X}_{PB} \), where the last inequality follows from the existence of \( h_{PB} \) from Definition 2. It holds that \( h_{PB}(f(x, \hat{\pi}(x, u_p))) - h_{PB}(x) = h_{PB}(f(x, \hat{\pi}(x, u_p))) - h_{PB}(x) + \epsilon_h(x) - \epsilon_h(x) \leq -\Delta \dot{h}_{PB}(x) + 2\epsilon_h(x) \), which, using Proposition 1 and the previous maximum decrease bound, results in
\[
\dot{h}_{PB}(f(x, \hat{\pi}(x, u_p))) - h_{PB}(x) \leq -\gamma(|x|_{S_{PB}}) + 4\epsilon_h(x),
\]
which implies convergence to \( C \) for small enough \( \epsilon_h \). Furthermore, it follows directly that for \( \epsilon_h = 0 \), the closed-loop system converges to \( S_{PB} \).

While the approximate decrease in (9) benefits from strong theoretical guarantees, it substantially reduces the available input space for finding a safe input lying as close as possible to \( u_p(k) \), which potentially renders (8) conservative. This conservativeness is especially problematic in the presence of approximation errors, where \( h_{PB}(x) \neq 0 \) for some \( x \in \mathcal{D}_{PB} \), resulting in unnecessary safety filter interventions. To counteract this effect, the decrease constraint (9) can be relaxed by subtracting a small fixed tolerance parameter \( \delta_{tol} > 0 \), i.e., \( \Delta \dot{h}_{PB}(x) := \Delta \dot{h}_{PB}(x) - \delta_{tol} \), resulting in the following CBF decrease at every time step:
\[
\dot{h}_{PB}(f(x, \hat{\pi}(x, u_p))) - h_{PB}(x) \leq -\gamma(|x|_{S_{PB}}) + 4\epsilon_h + \delta_{tol}.
\]

Such a relaxation preserves recursive feasibility and convergence to a neighborhood of \( S_{PB} \), i.e., to a set \( \overline{C} \supset C \), however for \( \epsilon_h = 0 \) the system is no longer guaranteed to converge to \( S_{PB} \).

**Remark 2:** The choice of the tightening terms \( \Delta_i \) in the constraints \( \mathcal{T}_i(\xi) \) directly affects the size of \( S_{PB} \), since \( S_{PB} \subset \mathcal{X}_{feas} \). Consequently, choosing \( \Delta_i \) large enough and for small approximation errors, it holds that \( \overline{C} \subset \mathcal{X}_{feas} \). Additionally, instead of its use as an approximate CBF decrease, the optimization problem (9) can also be employed directly as a recovery strategy for system (1) whenever the unrelaxed and untightened problem (2) becomes infeasible.

**IV. NUMERICAL EXAMPLE**

In this section, we demonstrate the proposed method for a simple autonomous driving application, where we highlight its closed-loop behaviour and compare the solve time of our approach to the original PCBF-based algorithm in [8]. The numerical example is implemented using CasADi [24] and IPOPT [25]. The example is run on a machine equipped with an AMD Ryzen 7 5800X CPU with 8 cores.

**System:** We consider the same kinematic car model as used in [8], with the dynamics given by
\[
\begin{align*}
\dot{y}_{off} &= (v + v_s) \sin(\Psi), & \dot{\delta} &= u_1, \\
\dot{\Psi} &= \frac{v + v_s}{L} \tan(\delta), & \dot{v} &= u_2,
\end{align*}
\]
where \( y_{off} \) and \( \Psi \) are the lateral position of the vehicle and the relative angle with respect to the center line, respectively, \( \delta \) is the steering angle, and \( v \) the velocity of the vehicle defined relative to a target velocity \( v_s = 5 \text{ m/s} \). The wheelbase is set to \( L = 5 \text{ m} \). The system can be controlled using the steering input \( u_1 \) and the acceleration \( u_2 \). The state constraints on the system are given by
\[
|y_{off}| \leq 2, \quad |\Psi| \leq \pi/4, \quad |\delta| \leq \pi/9 \text{ and } -5 \leq v \leq 4.
\]
The input constraints are set to \( |u_1| \leq 1.4, -5 \leq u_2 \leq 2 \) and system (10) is discretized using Euler forward with sampling time \( T_s = 0.05 \).

In the following, we demonstrate the capability of the proposed approximate safety filter to recover from large constraint violations in \( y_{off} \). We use the linear controller
\[
u_p(k) = K_p x(k), \quad \text{where } K_p \in \mathbb{R}^{2 \times 4}
\]
is a matrix with all entries set to 10, i.e., the input is destabilizing and therefore not safe to apply. We use the design parameters \( \mu_x = \mu_u = \)
0.1, $\Delta_t = i \cdot 0.004$, $\alpha_f = 1000$, prediction horizon $N = 50$, and terminal control barrier function $h_f(x) = x^TPx$. 

Fig. 4. State trajectories for the closed-loop simulation of system (10) for multiple initial conditions using the PCBF-based safety filter in [8]. The shaded background represents the state constraints $\mathcal{X}$.

**Learning:** We sample from the state space using the approach outlined in Section III-B where we set $H = 100$ in conjunction with the rejection sampling scheme presented in [13]. In total, we generate 8.9 million data points using the rejection sampler and sample additional 2 million data points from a region corresponding to a scaled (by factor of 1.2) version of the state constraints to increase the diversity of the data set. The neural network is trained using a Huber loss to account for the fact that $h_{PB}$ can attain values over a wide range of magnitudes and we are generally more interested in a precise approximation close to the safe set, i.e., regions with small $h_{PB}$ values. We use a neural network with three hidden layers, each containing 64 neurons, with a training time of around 4 hours. In order to analyze how the number of parameters in the neural network affects the solve time of the closed-loop system, we double the number of parameters (factor of 2) in average solve time. In general, larger neural network architectures lead to a larger solve time. When we double the number of parameters (factor of 1.9, from 2 hidden layers to 3 hidden layers with 64 neurons per layer), the minimum solve time increases by 17% for the approximate safety filter using the class $K$ function decrease. As expected, the approximate safety filter using the maximum decrease shows the highest amplitude of interventions and the class $K$ decrease uses the lowest.

For the solve time measurements, we sample $10^4$ states inside $\mathcal{D}_{PB}$ and state the results in Table 1. We observe a 34-fold decrease in minimum solve time compared to the original PCBF-based algorithm and a 58-fold decrease in average solve time. In general, larger neural network architectures lead to a larger solve time. When we double the number of parameters (factor of 1.9, from 2 hidden layers to 3 hidden layers with 64 neurons), the minimum solve time increases by 17% for the approximate safety filter using the class $K$ function decrease. As expected, the approximate safety filter using the maximum decrease takes on average 45% longer to solve than the method with the class $K$ function decrease.

**TABLE I**

| Nonlinear System | Solve Time [ms] |
|------------------|-----------------|
|                  | Minimum | Average | Std. Dev. |
| $\Delta h_{PB}(x)$ (NN Architecture) |         |         |           |
| Maximum Decrease (2 × 64) | 2.551  | 4.571   | 1.234     |
| Maximum Decrease (3 × 64) | 2.920  | 5.257   | 1.458     |
| Class $K$ function (2 × 64) | 2.129  | 3.040   | 0.465     |
| Class $K$ function (3 × 64) | 2.491  | 3.495   | 0.580     |
| PCBF safety filter [8] | 72.51  | 176.5   | 197.3     |

---

2The approach in [8, Section IV] was used to calculate $P$ with trace instead of logdet, resulting in $\gamma_f=0.01$. 

---

the state constraints $\mathcal{X}$, whereas for a large approximation error, the closed-loop system no longer converges to the state constraints. The closed-loop safety filter interventions can be observed in Figure 8 for one initial condition and for 10000 randomly sampled states, where the approximate safety filter with maximum decrease shows the highest amplitude of interventions and the class $K$ decrease uses the lowest.
Fig. 7. Comparison of the closed-loop performance of the proposed safety filter when using the class $K$ decrease for NNs at different points in the training progress. The left plot shows the closed-loop trajectory of $y_{\text{off}}$ for a single initial condition, with shaded constraint set. The right plot shows the distance of states with respect to the constraints $X$ at time step $k = 2000$ for 1000 different initial states sampled from $\mathcal{D}_{\text{PB}}$, with respect to their $\ell_1$-loss over the training data set, denoted as $e_{\ell_1}$. The error bars represent the standard deviations, with mean distances marked in black.

Fig. 8. Comparison of the closed-loop performance of the proposed safety filter with maximum and hand-tuned class $K$ decrease with the PCBF-SF in [8]. The closed-loop position for one initial condition is shown at the top left and the amplitude of safety interventions for one time step for 10000 randomly sampled states is shown on the right.

V. CONCLUSION

This work presented an approximate predictive control barrier function (PCBF) scheme. The proposed approach relies on a neural network approximation of the predictive CBF presented in [8], reducing the problem to one optimization problem. We present convergence guarantees to a neighbourhood of the safe set defined by the exact PCBF method, which depends on the approximation error and relies on a novel class $K$ lower bound result on compact sets. We show in an example how the proposed method can be applied to recover an autonomous car outside the state constraints in simulation using different design methods and how the approximate method leads to a significant decrease in computation times.
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