Coded Computing for Master-Aided Distributed Computing Systems

Haoning Chen and Youlong Wu

Abstract

We consider a MapReduce-type task running in a distributed computing model which consists of \( K \) edge computing nodes distributed across the edge of the network and a Master node that assists the edge nodes to compute output functions. The Master node and the edge nodes, both equipped with some storage memories and computing capabilities, are connected through a multicast network. We define the communication time spent during the transmission for the sequential implementation (all nodes send symbols sequentially) and parallel implementation (the Master node can send symbols during the edge nodes’ transmission), respectively. We propose a mixed coded distributed computing scheme that divides the system into two subsystems where the coded distributed computing (CDC) strategy proposed by Songze Li et al. is applied into the first subsystem and a novel master-aided CDC strategy is applied into the second subsystem. We prove that this scheme is optimal, i.e., achieves the minimum communication time for both the sequential and parallel implementation, and establish an optimal information-theoretic tradeoff between the overall communication time, computation load, and the Master node’s storage capacity. It demonstrates that incorporating a Master node with storage and computing capabilities can further reduce the communication time. For the sequential implementation, we deduce the approximately optimal file allocation between the two subsystems, which shows that the Master node should map as many files as possible in order to achieve smaller communication time. For the parallel implementation, if the Master node’s storage and computing capabilities are sufficiently large (not necessary to store and map all files), then the proposed scheme requires at most \( 1/2 \) of the minimum communication time of system without the help of the Master node.
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I. INTRODUCTION

Mobile edge computing is a distributed network architecture that offloads the computing tasks from the center cloud server to the distributed edge nodes. We focus on a prevalent distributed
computing structure called MapReduce [1], where the data shuffling time (communication time) often becomes the bottleneck of many MapReduce applications.

Some previous works have put forward some distributed computing models and used coding strategies to reduce the communication time. In [2] Songze Li et al. proposed a scheme called coded distributed computation (CDC) based on the MapReduce framework, and established a fundamental tradeoff between the computation load and the communication load. In [3], it studied resource allocation problem such that the execution time of the MapReduce-type task is minimized. An asymmetric coded distributed coding (ACDC) was proposed where the servers are divided into solvers and helpers. The helpers map all the input files and multicast the message symbols, and the solvers map and decode the message symbols and then generate Reduce functions based on the self-generated and decoded messages. Based on a Erdős-Rényi random graph, a computing network was proposed that achieves an asymptotically inverse-linear tradeoff between the computation load and the average communication load [4]. A similar model allowing every two nodes to exchange data with a probability $p$ was investigated in [5]. Multiple computations were considered in [6], where combined packets are generated by combining several intermediate results for the single computation and are multicast to the network. In [7]–[13], the authors focused on the distributed computing systems with straggling servers.

Note that in many edge computation systems, such as the federate learning framework [14]–[17], the edge nodes are connected with a Master node which is equipped with some storage memories and computing capability and can help the edges nodes compute output functions. This master-aided distributed computing system has been studied in [18]. [19]. [18] proposed a coded computing architecture where the edge nodes upload the computation tasks to the central node, which is responsible for implementing the coded computations and sending the computation results back to the edge nodes. The proposed scheme can simultaneously minimize the amount of calculation and communication. [19] considered a MapReduce framework for wireless communication scenarios, in which multiple edge nodes are connected wirelessly by an access point. The framework performs redundant calculations on the side of edge nodes and utilizes coding techniques to reduce the communication time, thereby achieving a scalable design. However, [18] only considered the computing capabilities of the central node, while the edge nodes cannot store any file or do any computation. The central node in [19] is not responsible for any computing task, it only receives information symbols uploaded from the edge nodes and makes linear combinations of them, then sends the linear combinations back to the edge nodes.
In this paper, we consider a master-aided distributed computing systems where both the Master node and $K$ edge nodes have a certain storage and computing capabilities. The MapReduce-type task has $N$ input files and $Q$ output functions running in this master-aided distributed computing framework. We define communication time for the sequential implementation where all nodes send symbols sequentially and the parallel implementation where the Master node can send symbols during the edge nodes’ transmission, respectively. We then propose a mixed coded computing scheme that divides the system into two subsystems, where in the first subsystem, the CDC scheme is applied to send the required intermediate values generated based on files stored at edge nodes but not at the Master node, and in the second subsystem, a generalized ACDC, extending the original ACDC scheme from case $s = 1$ to $s \geq 1$, is applied to send the required intermediate values generated based on the files stored at the Master node. This scheme is proved to be optimal, i.e., achieve the minimum communication time spent during the shuffle phase. An optimal information-theoretic tradeoff between the overall communication time, computation load, and the Master’s nodes storage capacity is established. It demonstrates that incorporating a Master node with computing capabilities can further reduce the communication time. Furthermore, we show that for the parallel implementation, our scheme improves the communication time of CDC by at least a factor $\max\{\frac{1}{2}, 1 - \frac{M_0}{N}\}$ for the case $s = 1$.

II. PROBLEM FORMULATION

We consider a MapReduce-type task running in a distributed computing system, in which there are a Master node, $K$ edge nodes, $N$ input files $w_1, \ldots, w_N \in \mathbb{F}_2^B$, $Q$ output functions $u_q = \phi_q(w_1, \ldots, w_N) \in \mathbb{F}_2^B, q \in \{1, \ldots, Q\}$, for some integers $K, N, F, Q, B$ and $1 \leq K \leq N$. The $K$ edge nodes and the Master node are connected through a noiseless broadcast network. The $K$ edge nodes are responsible for computing the $Q$ output functions. In this paper, we consider the general case where each reduce function is computed by $s$ edge nodes for $s \in \{1, \ldots, K\}$ so that it can support general computation model with multiple rounds of map and reduce. The Master node, equipped with cache memories that are able to store $M_0 \in \mathbb{N}$ files, can assist the edge nodes to generate the output functions. We consider the nontrivial case $M_0 \leq N$, as the condition $M_0 = N$ is sufficient for the Master node to cache and map all input files.

The whole computation process is divided into three phases: Map, Shuffle and Reduce.

1) Map phase: For $n = \{1, \ldots, N\}$, the Map functions $g_n = (g_{1,n}, \ldots, g_{Q,n})$ map the input file $w_n$ into $Q$ length-$T$ intermediate values $v_{q,n} = g_{q,n}(w_n) \in \mathbb{F}_2^T$, for some $T \in \mathbb{N}$. We
denote the set of files that are mapped at edge node $k$ as $\mathcal{M}_k$, for some $k \in \{1, \ldots, K\}$ and $\mathcal{M}_k \subseteq \{w_1, \ldots, w_N\}$. For each file $w_n \in \mathcal{M}_k$, edge node $k$ computes $g_n(w_n) = (v_{1,n}, \ldots, v_{Q,n})$. Since the Master node has a cache size of $M_0$ files, it can map at most $M_0$ of the $N$ input files. We denote the set of files that are mapped at the Master node as $\mathcal{M}_0$, for some $\mathcal{M}_0 \subseteq \{w_1, \ldots, w_N\}$. For each file $w_n$ in $\mathcal{M}_0$, the Master node computes $g_n(w_n) = (v_{1,n}, \ldots, v_{Q,n})$.

**Definition 1.** (Computation Load): The computation load, denoted by $r$, for some $0 \leq r \leq K$, is defined as the ratio between the sum of the number of files mapped by the $K$ edge nodes and the total number of files $N$, i.e., $r \triangleq \frac{\sum_{k=1}^{K} |\mathcal{M}_k|}{N}$.

**Definition 2.** (Average Map Cost): The average map cost, denoted by $M_1$, is defined as the total number of mapped files across the $K$ edge nodes, normalized by $K$, i.e., $M_1 \triangleq \frac{\sum_{k=1}^{K} |\mathcal{M}_k|}{K}$. The average map cost $M_1$ can be interpreted as the average number of files that mapped by each edge node.

**Remark 1.** From Definition 1 and 2, we have $M_1 \leq N$ and $r = \frac{KM_1}{N}$. To guarantee that the whole distributed computation system is able to map all $N$ input files, we must have $KM_1 + M_0 \geq N$.

2) **Shuffle phase:** In the Shuffle phase, each edge node $k$, $k \in \{1, \ldots, K\}$, generates a message symbol $X_k = \psi_k(g_n : w_n \in \mathcal{M}_k)$, $X_k \in \mathbb{F}_{2^{l_k}}$, for some $l_k \in \mathbb{N}$, based on its local intermediate values generated in the Map phase and then sends it to the other edge nodes to meet their demands. Also, the Master node builds a message symbol $X_0 \in \mathbb{F}_{2^{l_0}}$, for some $l_0 \in \mathbb{N}$, based on its local intermediate values, and then multicasts it to all the edge nodes. By the end of the Shuffle phase, every edge node successfully receives $X_1, \ldots, X_K$ and $X_0$ free of error.

**Definition 3.** (Communication Load): The communication load is define as

$$L \triangleq \frac{l_1 + \cdots + l_K + l_0}{QNT}. \quad (1)$$

Here $L$ represents the (normalized) total number of bits communicated by the $K$ edge nodes and the Master node during the Shuffle phase.

In this work, we consider two kinds of implementations: the sequential implementation and the parallel implementation. For the sequential implementation, the Master node and the $K$ edge nodes send messages sequentially, while for the parallel implementation, $K$ edge nodes and the Master node are able to transmit message symbols simultaneously.
Definition 4. (Communication Time): Let $L_S$ and $L_P$ denote the communication time for the sequential and parallel implementations, respectively. We define

$$L_S \triangleq L = \frac{l_1 + \cdots + l_K + l_0}{QNT},$$

$$L_P \triangleq \max \left\{ \frac{l_1 + \cdots + l_K}{QNT}, \frac{l_0}{QNT} \right\}.$$  

Here $L_P$ represents the maximum between the (normalized) number of bits sent by the $K$ edge nodes and (normalized) number of bits multicast by the Master node during the Shuffle phase.

3) Reduce phase: We assume that $\frac{Q}{(K)} \in \mathbb{N}$, and assign reduce tasks symmetrically to $K$ edge nodes. More precisely, edge node $k$, $k \in \{1, \ldots, K\}$, wishes to compute $u_q$ if $q \in W_k$, where $W_k \subseteq \{1, \ldots, Q\}$ is a set including the indices of output function assigned to edge node $k$, satisfying: 1) $|W_1| = \cdots = |W_K| = \frac{Q}{(K)}$, 2) $(\cap_{j \in S_1} W_j) \cap (\cap_{k \in S_2} W_k) = \emptyset$ for all $S_1, S_2 \subseteq \{1, \ldots, K\}$ if $S_1 \neq S_2$.

In the Reduce phase, edge node $k \in \{1, \ldots, K\}$ decodes its needed intermediate values based on its local intermediate values and the messages $X_1, \ldots, X_K$ and $X_0$ received in the Shuffle phase, i.e., $(v_{q,1}, \ldots, v_{q,N}) = d^k_q(X_0, X_1, \ldots, X_K, \{g_n : w_n \in M_k\})$, where $d^k_q$ is a decoding function for edge node $k$ and Reduce function $q \in W_k$. Edge node $k$ then uses the intermediate values $(v_{q,1}, \ldots, v_{q,N})$ to compute the Reduce functions $u_q$.

A computation-communication tuple $(r, s, L_S)$ for the sequential implementation is feasible if for any positive $\epsilon$, and sufficiently large $N$, there exist $\{M_k\}_{k=0}^K$, $\{W_k\}_{k=1}^K$, a set of encoding functions $\{\psi_k\}_{k=1}^K$, and a set of decoding function $\{d^k_q\}_{k=1}^K$ to achieve the computation-communication tuple $(\tilde{r}, \tilde{s}, \tilde{L}_S)$ such that $|r - \tilde{r}| \leq \epsilon$, $|s - \tilde{s}| \leq \epsilon$, $|L_S - \tilde{L}_S| \leq \epsilon$, and Node $k \in \{1, \ldots, K\}$ can successfully compute all the output functions $(u_q : q \in W_k)$.

Definition 5. The computation-communication function for the distributed computing framework with $s \geq 1$ is define as

$$L^*_S(r, s, M_0) \triangleq \inf \{L_S : (r, s, M_0, L_S) \text{ is feasible}\}.$$

We simply use $L^*_S(r, M_0)$ to denote $L^*_S(r, s, M_0)$ when $s = 1$. For the parallel implementation, we define the computation-communication function $L^*_P(r, s, M_0)$ similar as before, but with the subscript S replaced by P.
III. MAIN RESULTS

Let

\[ L_1(r_1, s) \triangleq \min_{\ell = \max\{r_1 + 1, s\}} \sum_{\ell} \frac{K}{\binom{r_1}{\ell}} \frac{r_1^\ell}{\ell!} \frac{1}{(r_1 + s)^\ell}, \]  
\[ L_2(r_2, s) \triangleq \min_{\ell = \max\{r_2 + 1, s\}} \sum_{\ell} \frac{K}{\binom{r_2}{\ell}} \frac{r_2^\ell}{\ell!} \frac{1}{(r_2 + s)^\ell}, \]  

for any \( r_1, r_2 \in \{0, \ldots, K\} \). By letting \( s = 1 \) in (5), we have \( L_1(r_1, s) = L_1(r_1) \) and \( L_1(r_1, s) = L_1(r_1) \) where

\[ L_1(r_1) \triangleq \frac{1}{r_1\binom{K}{r_1}}, \]
\[ L_2(r_2) \triangleq \frac{1}{r_2 + 1\binom{K}{r_2}}. \]

**Theorem 1.** The computation-communication function of the overall distributed computing system for the sequential implementation with \( s \geq 1 \), \( \mathcal{L}^*_S(r_1, s, M_0) \), is given by

\[ \mathcal{L}^*_S(r_1, s, M_0) = \min_{(\alpha, r_1, r_2)} \alpha L_1^*(r_1, s) + (1 - \alpha) L_2^*(r_2, s), \]

for some \( r \in [0, K] \), where \( L_1^*(r_1, s) \) is the lower convex envelope of the points \( \{(r_1, L_1(r_1, s)) : r_1 \in \{0, \ldots, K\}\} \), and \( L_2^*(r_2, s) \) is the lower convex envelope of the points \( \{(r_2, L_2(r_2, s)) : r_2 \in \{0, \ldots, K\}\} \).

**Proof.** We divide the overall system into two subsystems. Subsystem 1 is responsible for mapping \( \alpha N \) input files, Subsystem 2 is responsible for mapping \( (1 - \alpha) N \) input files, for some \( (1 - \frac{M_0}{N}) \leq \alpha \leq 1 \). The computation load of Subsystem 1 is \( r_1 \), and the computation load of Subsystem 2 is \( r_2 \), for some \( 0 \leq r_1 \leq K \) and \( 0 \leq r_2 \leq K \). The communication time of Subsystem 1 is \( L_1(r_1, s) \), and the computation time of Subsystem 2 is \( L_2^*(r_2, s) \), for some \( 0 \leq L_1 \leq 1 \), \( 0 \leq L_2 \leq 1 \). See more details in Section [V]. The converse proof is given in Appendix [C].

**Remark 2.** When \( s = 1 \), the coding scheme for Subsystem 2 is essentially identical to the coded caching scheme introduced in [20], where a central server connects through a shared and error-free link to \( K \) edge nodes. In the placement phase, each of the \( K \) edge nodes with cache size \( M_1 \) prefetches some files, in the delivery phase, the central server broadcasts coded messages needed by the edge nodes through the shared link, thereby meeting all the edge nodes’ requests. When
the number of files $N$ and the number of edge nodes $K$ satisfy $N \geq K$, this scheme achieves a minimum rate (communication load) of $R_C(M_1) = K \cdot (1 - \frac{M_1}{N}) \cdot \frac{1}{1 + \frac{K}{N}}$. We let $r = \frac{KM_1}{N}$, and the normalized minimum rate (communication time) is $L = \frac{R_C(M_1)}{K} = \frac{1}{r+1} \cdot (1 - \frac{r}{K})$, which matches the minimum communication time of Subsystem 2.

Let $s = 1$ in (7), then we obtain the following corollary.

**Corollary 1.** The computation-communication function of the overall distributed computing system for the sequential implementation with $s = 1$, $L_5^*(r, M_0)$, is given by

$$L_5^*(r, M_0) = \min_{(\alpha, r_1, r_2) : \alpha r_1 + (1 - \alpha) r_2 = r, r_1, r_2 \in \{0, \ldots, K\}, \alpha \in [1 - \frac{M_0}{N}, 1]} \alpha L_1^*(r_1) + (1 - \alpha)L_2^*(r_2),$$

(8)

for some $r \in [0, K]$, where $L_1^*(r_1)$ is the lower convex envelope of the points $\{(r_1, L_1(r_1)) : r_1 \in \{0, \ldots, K\}\}$, and $L_2^*(r_2)$ is the lower convex envelope of the points $\{(r_2, L_2(r_2)) : r_2 \in \{0, \ldots, K\}\}$.

**Remark 3.** When ignoring the integrality constraints in (8), we prove in Appendix A that the optimal $\alpha$, $r_1$, and $r_2$ can be approximated as follows: $\alpha^* = (1 - \frac{M_0}{N})$, $r_1^* = \frac{-r+1-(\frac{1}{K+1})\cdot(1-\frac{M_0}{N})}{\sqrt{1+\frac{1}{K}-(\sqrt{1+\frac{1}{K}-1})\cdot(1-\frac{M_0}{N})}}$, $r_2^* = \frac{-\sqrt{1+\frac{1}{K}-(\sqrt{1+\frac{1}{K}-1})\cdot(1-\frac{M_0}{N})}}{\sqrt{1+\frac{1}{K}-(\sqrt{1+\frac{1}{K}-1})\cdot(1-\frac{M_0}{N})}}$. The choice of $\alpha^*$ reflects that the overall communication time for sequential implementation will be minimized if the Master node stores and maps as many files as possible. In particular when $M_0 = N$, i.e., the Master node is sufficiently large to store (map) all the files in the system, the optimal solutions are $\alpha^* = 0$, $r_1^* = 0$ and $r_2^* = r$.

**Theorem 2.** The computation-communication function of the overall distributed computing system for the parallel implementation when $s \geq 1$, $L_5^*(r, s, M_0)$, is given by

$$L_5^*(r, s, M_0) = \min_{(\alpha, r_1, r_2) : \alpha r_1 + (1 - \alpha) r_2 = r, r_1, r_2 \in \{0, \ldots, K\}, \alpha \in [1 - \frac{M_0}{N}, 1]} \max\{\alpha L_1^*(r_1, s), (1 - \alpha)L_2^*(r_2, s)\},$$

(9)

for some $r \in [0, K]$, where $L_1^*(r_1, s)$ is the lower convex envelope of the points $\{(r_1, L_1(r_1, s)) : r_1 \in \{0, \ldots, K\}\}$, and $L_2^*(r_2, s)$ is the lower convex envelope of the points $\{(r_2, L_2(r_2, s)) : r_2 \in \{0, \ldots, K\}\}$.
Proof. We divide the system into two subsystems in the same way as the scheme for Theorem 1, and then let the two subsystems send messages symbols simultaneously, leading to a computation-communication function in (9). See more details in Section V. The converse proof is given in Appendix C.

Let $s = 1$ in (9), then we obtain the following corollary.

Corollary 2. The computation-communication function of the overall distributed computing system for the parallel implementation with $s = 1$, $L^*_p(r)$, is given by

$$L^*_p(r, M_0) = \min_{(\alpha, r_1, r_2): \alpha r_1 + (1-\alpha) r_2 = r, r_1, r_2 \in \{0, \ldots, K\}, \alpha \in [1-M_0 N, 1]} \max \{\alpha L^*_1(r_1), (1-\alpha)L^*_2(r_2)\},$$

for some $r \in [0, K]$, where $L^*_1(r_1)$ is the lower convex envelope of the points $\{(r_1, L_1(r_1)) : r_1 \in \{0, \ldots, K\}\}$, and $L^*_2(r_2)$ is the lower convex envelope of the points $\{(r_2, L_2(r_2)) : r_2 \in \{0, \ldots, K\}\}$.

Corollary 3. For the parallel implementation with $s = 1$, the minimum communication time is upper bounded by

$$L^*_p(r, M_0) \leq \max \{\frac{1}{2}, 1 - \frac{M_0}{N}\} L_1(r).$$

If the Master node’s cache size $M_0$ is sufficiently large such that $M_0 \geq \frac{r+1}{2r+1} N$, we have

$$L^*_p(r, M_0) \leq \frac{L_1(r) L_2(r)}{L_1(r) + L_2(r)} = \frac{1}{2r + 1} \left(1 - \frac{r}{K}\right).$$

Proof. See proof in Appendix B.

Remark 4. The upper bound of $L^*_p(r, M_0)$ in (11) shows that the parallel scheme achieves at most $\max \{\frac{1}{2}, 1 - \frac{M_0}{N}\}$ of communication time of CDC for the case $s = 1$.

Fig. 1 depicts the relationship between the computation load and the minimum communication time for the uncoded scheme, CDC scheme, and our proposed schemes for both the sequential implementation and the parallel implementation. We can see that our schemes achieve smaller communication time than the CDC scheme under the same computation load.
Fig. 1. Illustration of the relationship between the computation load $r$ and the communication time $L$ for the uncoded scheme, the CDC scheme, and our proposed scheme with a Master node under the sequential implementation and the parallel implementation in a distributed computing system consisting of $K = 10$ edge nodes, $N = 2520$ files and $Q = 10$ output functions.

IV. ILLUSTRATIVE EXAMPLES

Consider a MapReduce-type task running in the distributed computing system consisting $N$ input files, $K = 3$ edge nodes and a Master node. The 3 edge nodes are responsible for computing $Q = 3$ output functions. Each output function here is only mapped by one edge node, i.e., $s = 1$.

Example 1 ($M_0 = N = 6$, $M_1 = 4$): In this case, the Master node can map all input files. As shown in Fig. 2(a), the three output functions are represented by the red circle, green square and blue triangle respectively. Edge node 1, 2, and 3 wish to compute Reduce functions represented by the red circle, the green square, and the blue triangle, respectively. Since $M_1 = 4$, the system has a computation load of $r = 2$ (i.e., each file is mapped by 2 different edge nodes). Each edge node makes full use of its cache memories to map 4 different input files. Meanwhile, the Master node maps all the 6 files in the system. After the Map phase, each file is transformed into 3 corresponding intermediate values, each of which is needed by an output function.

Since there are $N = 6$ files in total, the output function in each edge node needs 6 intermediate values to compute their reduce functions. After the Map phase, each edge node gets 4 intermediate values, and the remaining 2 intermediate values have to be obtained from the outside. For
example, edge node 1 knows the red circle in File 1, 2, 3, 4, and it requires red circle in File 5 and File 6 from the outside. Since the Master node maps all the files in the system, it knows all the intermediate values required by the edge nodes after the Map phase. Therefore, during the Shuffle phase, the Master node generates 2 bit-wise XORs, denoted by \( \oplus \), each of which is a combination of 3 intermediate values needed by the edge nodes, and then broadcasts them to all the 3 edge nodes. Each edge node has already obtained 2 of the 3 intermediate values in each bit-wise XOR after the Map phase, thus it can decode the rest one, which is necessary for its reduce computations. For example, given that edge node 1 knows the green square in File 1 and the blue triangle in File 3, it can decode the desired red circle in File 5 from the message symbol broadcast by the Master node. Thus, the communication time is \( \frac{2}{3 \times 6} = \frac{1}{9} \). Compared to the CDC scheme, which yields a communication time of \( \frac{1}{6} \), the proposed scheme improves the communication time by a factor of \( \frac{2}{3} \) with the help of the Master node.

**Example 2** \((N = 12, M_0 = 6, M_1 = 8)\): In this case, the Master node cannot map all input files. As is shown in Fig. 2(b), each edge node maps \( M_1 = 8 \) files, thus the system still has a computation load of \( r = 2 \). In Fig. 2(b), the Master node only maps file 1 to 6, while file 7 to 12 are mapped exclusively by the 3 edge nodes. Therefore, the locally mapped intermediate values and the messages symbols sent by the Master nodes are not sufficient for the edge nodes to produce the assigned reduce functions. These edge nodes have to exchange some of the needed intermediate values with each other. The transmitted message symbols are given in Fig. 2(b). After receiving the message symbols sent by the Master node and other edge nodes, it can be checked that every edge node can decode the desired intermediate values. For the sequential implementation where the Master node and the edge nodes send message symbols sequentially, the resulting communication time is \( \frac{2+3}{3 \times 12} = \frac{5}{36} \); for the parallel implementation where \( K \) edge nodes and the Master node transmit intermediate values simultaneously, the resulting communication time is \( \frac{\max(2,3)}{3 \times 12} = \frac{1}{12} \).

**V. General Achievable Scheme**

Divide the overall distributed computing system into two subsystems. Subsystem 1 is responsible for mapping \( N_1 = \alpha N \) input files, for some \((1 - \frac{M_0}{N}) \leq \alpha \leq 1\). Each edge node is responsible for mapping \( M'_1 \) of the \( N_1 \) input files in Subsystem 1, for some \( M'_1 \in \mathbb{N} \) with \( 0 \leq M'_1 \leq M_1 \). We denote the subset of files in Subsystem 1 that are mapped by edge node \( k \) as \( M^1_k \), for some \( k \in \{1, \ldots, K\} \), \( M^1_k \subseteq \{w_1, \ldots, w_{N_1}\} \) and \( |M^1_k| = M'_1 \). Subsystem 2 is responsible for
Fig. 2. Illustrations of a distributed computing system responsible for computing $Q = 3$ output functions from $N$ input files, using $K = 3$ edge nodes and a Master node. (a) $M_0 = N$ (when the Master node is large enough to map all the files). (b) $M_0 = \frac{N}{2}$ (when the Master node can only map half of the files).
mapping the remaining $N_2 \triangleq (1 - \alpha)N$ input files. Each edge node is responsible for mapping $M_1 - M'_1$ of the $N_2$ input files in Subsystem 2. We denote the subset of files in Subsystem 2 that are mapped by edge node $k$ as $M^2_k$, for some $k \in \{1, \ldots, K\}$, $M^2_k \subseteq \{w_{N_1+1}, \ldots, w_{N_1+N_2}\}$ and $|M^2_k| = M_1 - M'_1$. Moreover, the Master node maps all the $N_2$ input files in Subsystem 2. Specially, we let $M'_1 = 0$ if $\alpha = 0$ and $M'_1 = M_1$ if $\alpha = 1$.

We define the computation load and communication time of the two subsystems similar to Definition 1 and 4.

**Definition 6.** The computation load of Subsystem 1, denoted by $r_1$, for some $0 \leq r_1 \leq K$, is defined as the total number of files in Subsystem 1 mapped by the $K$ edge nodes normalized by the total number of files in Subsystem 1, i.e., $r_1 \triangleq \frac{\sum_{k=1}^{K} |M^1_k|}{N_1} = \frac{KM'_1}{N_1} = \frac{KM'_1}{\alpha N}$. If $\alpha = 0$, let $r_1 = 0$.

The computation load of Subsystem 2, denoted by $r_2$, for some $0 \leq r_2 \leq K$, is defined as the total number of files in Subsystem 2 mapped by the $K$ edge nodes normalized by the total number of files in Subsystem 2, i.e., $r_2 \triangleq \frac{\sum_{k=1}^{K} |M^2_k|}{N_2} = \frac{K(M_1 - M'_1)}{N_2} = \frac{K(M_1 - M'_1)}{(1-\alpha)N}$. If $\alpha = 1$, let $r_2 = 0$.

**Definition 7.** The communication load of Subsystem 1 and Subsystem 2, denoted by $L_1$ and $L_2$, respectively, are defined as

$$L_1 \triangleq \frac{\sum_{k=1}^{K} l_k}{QN_1T} = \frac{\sum_{k=1}^{K} l_k}{\alpha QNT},$$

$$L_2 \triangleq \frac{l_0}{QN_2T} = \frac{l_0}{(1-\alpha)QNT}.$$  \hspace{1cm} (13, 14)

From Definition 1 and 6, we know that the overall computation load $r$ is a convex combination of $r_1$ and $r_2$, the computation load of the two subsystems, i.e.,

$$r = \alpha r_1 + (1 - \alpha) r_2.$$  \hspace{1cm} (15)

We consider the case where $N$ is sufficiently large such that for any $\epsilon > 0$, we always have $|\alpha N - \lfloor \alpha N \rfloor| \leq \epsilon$, and $|(1 - \alpha)N - (\frac{K}{t})\eta_1| \leq \epsilon$ for any $\alpha \in [1 - \frac{M_0}{N}, 1]$, $t \in \{1, \ldots, K\}$ and some $\eta_1 \in \mathbb{N}$. Next, we present achievable schemes for the two subsystems respectively.

A. Subsystem 1

The MapReduce process of Subsystem 1 is identical to that in the Coded Distributed Computing (CDC) scheme introduced in [2]. Therefore, the communication time of this subsystem
is
\[ L_1(r_1, s) = \min\{r_1+s,K\} \sum_{\ell=\max\{r_1+1,s\}}^{\left\lfloor \frac{K}{r_1} \right\rfloor} \frac{(r_{r_1})((\ell-1))((r_1))}{(r_1)(s)} \cdot \frac{\ell}{\ell - 1}, \]
for any \( r_1 \in \{1, \ldots, K\} \).

**Remark 5.** By letting \( s = 1 \) in (16), i.e., each output function is only computed by a single edge node, the communication load of Subsystem 1 is \( \frac{1}{r_1} \cdot (1 - \frac{r_1}{K}) \), for any \( r_1 \in \{1, \ldots, K\} \).

**B. Subsystem 2**

We first discuss the case when \( r_2 \) is a positive integer, i.e., \( r_2 \in \{1, \ldots, K\} \), and then apply the result to a special case when \( r_2 = 0 \).

When \( r_2 = K \), each file in Subsystem 2 is mapped by all the \( K \) edge nodes and thus there is no need for the Master node to broadcast any message to the edge nodes, resulting in \( L_2^*(K, s) = 0 \) for all \( s \in \{1, \ldots, K\} \).

1) **Map phase:** The process in the Map phase is same as that in the CDC scheme, differing in that 1) here we have a dataset of \( N_2 = (1 - \alpha)N \) input files rather than the whole \( N \) input files; 2) there exists a Master node mapping all \( N_2 \) input files; 3) each file is mapped by \( r_2 \) edge nodes and the Master node.

Specifically, we divide the \( N_2 \) files evenly into \( \binom{K}{r_2} \) disjoint groups, each group contains \( \eta_1 \) files and corresponds to a subset \( T \) of size \( r_2 \):

\[ \{w_{N_1+1}, \ldots, w_{N_1+N_2}\} = \bigcup_{T \subset \{1, \ldots, K\}, |T| = r_2} \mathcal{B}_T, \tag{17} \]

where \( \mathcal{B}_T \) denotes the group of files mapped exclusively by the edge nodes in \( T \) and the Master node. Each edge node \( k \in \{1, \ldots, K\} \) maps all files in \( \mathcal{B}_T \) if \( k \in T \), and generates local intermediate values \( \{v_{q,n} : q \in \{1, \ldots, Q\}, w_n \in \mathcal{M}_k^2\} \) with \( |\mathcal{M}_k^2| = \binom{K-1}{r_2-1}\eta_1 = \frac{r_2 N_2}{K} \).

2) **Shuffle phase:** The process in the Shuffle phase is similar to that in the CDC scheme, mainly differing in that 1) in our scheme only the Master node generates and multicasts message symbols, while in CDC scheme it’s the edge nodes to send message symbols; 2) in CDC scheme each intermediate value is split into segments, which is not necessary in our scheme; 3) to achieve a larger multicast gain, our scheme generates each message symbol as a linear combination of \( n_1 \triangleq \binom{|S|}{r_2} \) elements, while the value of \( n_1 \) in CDC is smaller, equaling to \( \binom{|S|-1}{r_2-1} \).
Specifically, we divide $Q$ reduce functions evenly into $\binom{K}{s}$ disjoint groups, i.e., each group contains $n_2$ files and corresponds to a subset $\mathcal{P}$ of size $s$:
\[
\{1, \ldots, Q\} = \bigcup_{\mathcal{P} \subset \{1, \ldots, K\}, |\mathcal{P}| = s} \mathcal{D}_{\mathcal{P}},
\]
where $\mathcal{D}_{\mathcal{P}}$ denotes the group of reduce functions computed exclusively by the edge nodes in $\mathcal{P}$. Given the allocation above, for each edge node $k \in \{1, \ldots, K\}$, if $k \in \mathcal{P}$, it maps all the files in $\mathcal{D}_{\mathcal{P}}$. Each edge node is in $\binom{K-1}{s-1}$ subsets of size $s$, thus it is responsible for computing $|\mathcal{W}_k| = \binom{K-1}{s-1}n_2 = \frac{sQ}{K}$ Reduce functions, for all $k \in \{1, \ldots, K\}$.

For a subset $\mathcal{S} \subseteq \{1, \ldots, K\}$, and a subset $\mathcal{S}_1 \subseteq \mathcal{S} : |\mathcal{S}_1| = r_2$, denote the set of intermediate values required by all edge nodes in $\mathcal{S} \setminus \mathcal{S}_1$ while exclusively known by both the Master node and $r_2$ edge nodes in $\mathcal{S}_1$ as $V_{\mathcal{S}_1 \setminus \mathcal{S}_1}$, i.e.,
\[
V_{\mathcal{S}_1 \setminus \mathcal{S}_1} \triangleq \{v_{q,n} : q \in \bigcap_{k \in \mathcal{S}_1 \setminus \mathcal{S}_1} \mathcal{W}_k, q \notin \bigcup_{k \notin \mathcal{S}_1 \setminus \mathcal{S}_1} \mathcal{W}_k, \]
\[
w_n \in \bigcap_{k \in \mathcal{S}_1 \setminus \mathcal{S}_1} \mathcal{M}_k^2, w_n \notin \bigcup_{k \notin \mathcal{S}_1 \setminus \mathcal{S}_1} \mathcal{M}_k^2\}.
\]

Following the same analysis in [2], we know that $V_{\mathcal{S}_1 \setminus \mathcal{S}_1}$ contains $\binom{r_2}{|\mathcal{S}| - s}n_2\eta_1$ intermediate values for $\binom{s-r_2}{|\mathcal{S}_1| - r_2}\eta_2 = \binom{|\mathcal{S}_1| - s}{r_2}\eta_2$ output functions.

Create a symbol $U_{\mathcal{S}_1 \setminus \mathcal{S}_1}^{r_2} \in \mathbb{F}_{2^{r_2}}$ by concatenating all intermediate values in $V_{\mathcal{S}_1 \setminus \mathcal{S}_1}$. Given the set $\mathcal{S}$, there are in total $n_1 \triangleq \binom{|\mathcal{S}|}{r_2}$ subsets each with cardinality equaling to $r_2$. Index these $n_1$ set as $\mathcal{S}[1], \ldots, \mathcal{S}[n_1]$, and the corresponding message symbols are $U_{\mathcal{S}[1]}^{r_2}, U_{\mathcal{S}[2]}^{r_2}, \ldots, U_{\mathcal{S}[n_1]}^{r_2}$. After the Map phase, since the Master node knows all the intermediate values needed by the edge nodes, it multicasts $n_2 \triangleq \binom{|\mathcal{S}| - 1}{r_2 - 1}$ linear combinations of the $n_1$ message symbols to the edge nodes in $\mathcal{S}$, denoted by $X_0^\mathcal{S}[1], X_0^\mathcal{S}[2], \ldots, X_0^\mathcal{S}[n_2]$, for some coefficients $\alpha_1, \alpha_2, \ldots, \alpha_{n_1}$ distinct from one another and $\alpha_i \in \mathbb{F}_{2^{r_2}}$ for all $i = 1, \ldots, n_2$, i.e.,
\[
\begin{bmatrix}
X_0^\mathcal{S}[1] \\
X_0^\mathcal{S}[2] \\
\vdots \\
X_0^\mathcal{S}[n_2]
\end{bmatrix}
= \begin{bmatrix}
1 & 1 & \cdots & 1 \\
\alpha_1 & \alpha_2 & \cdots & n_1 \\
\vdots & \vdots & & \vdots \\
\alpha_{n_1}^{n_2-1} & \alpha_{n_1}^{n_2-1} & \cdots & \alpha_{n_1}^{n_2-1}
\end{bmatrix}
\begin{bmatrix}
U_{\mathcal{S}[1]}^{r_2} \\
U_{\mathcal{S}[2]}^{r_2} \\
\vdots \\
U_{\mathcal{S}[n_1]}^{r_2}
\end{bmatrix}.
\]

Since each edge node $k \in \mathcal{S}$ is in $\binom{|\mathcal{S}| - 1}{r_2 - 1}$ subsets of $\mathcal{S}$ with size $r_2$, it knows $\binom{|\mathcal{S}| - 1}{r_2 - 1}$ of the symbols $U_{\mathcal{S}[1]}^{r_2}, U_{\mathcal{S}[2]}^{r_2}, \ldots, U_{\mathcal{S}[n_1]}^{r_2}$, and given that $\alpha_1, \alpha_2, \ldots, \alpha_{n_1}$ are distinct from each other, it can decode the rest of $n_1 - \binom{|\mathcal{S}| - 1}{r_2 - 1} = \binom{|\mathcal{S}|}{r_2} - \binom{|\mathcal{S}| - 1}{r_2 - 1} = \binom{|\mathcal{S}| - 1}{r_2} = n_2$ message symbols.
Therefore, in the Shuffle phase, for each subset $S \subseteq \{1, \ldots, K\}$ of size $\max\{r_2 + 1, s\} \leq |S| \leq \min\{r_2 + s, K\}$, the Master node multicasts $n_2 = \binom{|S|-1}{r_2}$ message symbols to the edge nodes in $S$, each message symbol containing $(\frac{r_2}{|S|-s})\eta_1\eta_2 T$ bits. Therefore, the communication time of Subsystem 2 achieved by the above scheme is

$$L_2(r_2, s) = \sum_{\ell = \max\{r_2+1,s\}}^{\min\{r_2+s,K\}} \left(\frac{\binom{K}{\ell}\binom{\ell-1}{r_2}\binom{r_2}{\ell-s}}{\binom{K}{r_2}\binom{K}{s}} \right) \cdot \frac{\eta_1\eta_2 T}{QN_2 T}.$$

(21)

Remark 6. By letting $s = 1$ in (21), i.e., each output function is only computed by a single edge node, the communication load of Subsystem 2 is $\frac{1}{r_2+1}(1 - \frac{r_2}{K})$, for any $r_2 \in \{0, \ldots, K\}$.

When $r_2 = 0$, the $K$ edge nodes do not map any file in Subsystem 2. Therefore, in the Shuffle phase, the Master node simply unicasts needed intermediate values to edge nodes. Since the $K$ edge nodes require $QN_2 T$ intermediate values in total, this case yields a communication time of $L_2(0, s) = 1$.

C. Overall Communication Time

Therefore, for the sequential implementation, according to the definition of $L_S$, the overall communication time of the entire system is

$$L_S = \frac{QN_1 T \cdot L_1 + QN_2 T \cdot L_2}{QNT} = \frac{Q\alpha NT \cdot L_1 + Q(1 - \alpha)NT \cdot L_2}{QNT} = \alpha \cdot \sum_{\ell = \max\{r_1+1,s\}}^{\min\{r_1+s,K\}} \left(\frac{\binom{K}{\ell}\binom{\ell-1}{r_1}\binom{r_1}{\ell-s}}{\binom{K}{r_1}\binom{K}{s}} \right) \cdot \frac{\ell}{\ell - 1} + (1 - \alpha) \cdot \sum_{\ell = \max\{r_2+1,s\}}^{\min\{r_2+s,K\}} \left(\frac{\binom{K}{\ell}\binom{\ell-1}{r_2}\binom{r_2}{\ell-s}}{\binom{K}{r_2}\binom{K}{s}} \right),$$

(22)
for some \( r_1, r_2 \in \{0, \ldots, K\} \) and \( \alpha r_1 + (1 - \alpha)r_2 = r \). For the parallel implementation, according to the definition of \( L_P \), the overall communication time of the entire system is

\[
L_P = \max\left\{ \frac{QN_1 T \cdot L_1}{QNT}, \frac{QN_2 T \cdot L_2}{QNT} \right\}
= \max\left\{ \frac{Q\alpha NT \cdot L_1}{QNT}, \frac{Q(1 - \alpha) NT \cdot L_2}{QNT} \right\}
= \max\left\{ \alpha \cdot \sum_{\ell = \max\{r_1 + 1, s\}}^{\min\{r_1 + s, K\}} \frac{K_\ell}{K_{r_1}} \frac{(\ell - 1) r_1}{(\ell - s) s} \right\},
\]

for some \( r_1, r_2 \in \{0, \ldots, K\} \) and \( \alpha r_1 + (1 - \alpha)r_2 = r \).

**Remark 7.** When \( s = 1 \) (i.e., each output function is computed by one edge node), the overall communication time for the sequential implementation is \( \alpha \cdot \frac{1}{r_1} \cdot (1 - \frac{r_1}{K}) + (1 - \alpha) \cdot \frac{1}{r_2 + 1} \cdot (1 - \frac{r_2}{K}) \), and the overall communication time for parallel implementation is \( \max\{ \alpha \cdot \frac{1}{r_1} \cdot (1 - \frac{r_1}{K}), (1 - \alpha) \cdot \frac{1}{r_2 + 1} \cdot (1 - \frac{r_2}{K}) \} \).

VI. Conclusions and Future Direction

In this paper, we considered the Master-aided distributed computing systems where the Master node is capable of mapping files and sending symbols to help edge nodes compute the output functions. We proposed a mixed coded distributed computing scheme that achieves the minimum communication time, for both the sequential implementation and the parallel implementation. Compared with the coded distributed computing scheme without the help of the Master node, the proposed scheme can further reduce the communication time. For the sequential implementation, we deduce the approximate optimal file allocation between the two subsystems, which shows that the Master node should map as many files as possible in order to achieve smaller communication time. When the Master node’s storage and computing capabilities are sufficiently large, not necessary to store and map all files, the proposed parallel scheme achieves at most 1/2 of the minimum communication time of system without the help of the Master node.

**Appendix A**

**Choice of \((r_1, r_2, \alpha)\) for the Sequential Implementation with \( s = 1 \)**

We consider the the sequential implementation with \( s = 1 \) and derive the approximately optimal \( \alpha \) and \( M'_1 \) omitting the constraints that \( \alpha N, M'_1, r_1, r_2 \in \mathbb{N} \), denoted by \( \alpha^* \) and \( M'_1^* \).
Substituting $s = 1$ into (22), we have

$$L_S = \alpha \cdot \frac{1}{r_1} \cdot (1 - \frac{r_1}{K}) + (1 - \alpha) \cdot \frac{1}{r_2 + 1} \cdot (1 - \frac{r_2}{K})$$

$$= \alpha \cdot \frac{1}{r_1} + (1 - \alpha) \cdot \frac{1 + \frac{1}{K}}{r_2 + 1} - \frac{1}{K}. \quad (24)$$

Since $r_1 = \frac{K M_1'}{\alpha N}$ and $r_2 = \frac{K (M_1 - M_1')}{(1 - \alpha) N}$, (24) can be written as

$$L_S = \alpha \cdot \frac{1}{K M_1'} + \frac{(1 - \alpha)}{K (M_1 - M_1') + (1 - \alpha) N} - \frac{1}{K}. \quad (25)$$

According to (25), the first derivative of $L_S$ respect to $M_1'$ is

$$\frac{dL_S}{dM_1'} = -\frac{N \alpha^2}{K M_1'^2} + \frac{(K + 1) N (1 - \alpha)^2}{[K (M_1 - M_1') + (1 - \alpha) N]^2}. \quad (26)$$

Let $\frac{dL_S}{dM_1'} = 0$, then we have

$$M_1'^* = \frac{[K M_1 + (1 - \alpha) N] \alpha}{\sqrt{K} [\sqrt{K} \cdot \alpha + \sqrt{K + 1} \cdot (1 - \alpha)]}. \quad (27)$$

By (26), the second derivative of $L_S$ respect to $M_1'$ is

$$\frac{d^2L_S}{dM_1'^2} = \frac{2 N \alpha^2}{K M_1'^3} + \frac{2 K (K + 1) N (1 - \alpha)^2}{[K (M_1 - M_1') + (1 - \alpha) N]^3}. \quad (28)$$

It is easy to see that $\frac{d^2L_S}{dM_1'^2} > 0$. Therefore, $M_1'^*$ is the only optimal solution of $M_1'$ to minimize $L_S$.

Substituting (27) into (25), the simplified relation between $L_S$ and $\alpha$ is

$$L_S = \frac{N}{K} \cdot \frac{[\sqrt{K + 1} - \sqrt{K}] \cdot \alpha + \sqrt{K + 1}]^2}{K M_1 + (1 - \alpha) N} - \frac{1}{K}. \quad (29)$$

According to (29), the first derivative of $L_S$ respect to $\alpha$ is

$$\frac{dL_S}{d\alpha} = \frac{N}{K} \cdot \left\{ \frac{2 (\sqrt{K + 1} - \sqrt{K}) [K M_1 + (1 - \alpha) N]}{[K M_1 + (1 - \alpha) N]^2} \right. \cdot \left[ (\sqrt{K + 1} - \sqrt{K}) \alpha - \sqrt{K + 1} \right]$$

$$+ \frac{[\sqrt{K + 1} - \sqrt{K}] \alpha - \sqrt{K + 1}^2 N}{[K M_1 + (1 - \alpha) N]^2} \right\}. \quad (30)$$

We let

$$f(\alpha) = 2(\sqrt{K + 1} - \sqrt{K}) \cdot [(\sqrt{K + 1} - \sqrt{K}) \alpha - \sqrt{K + 1}]$$

$$\cdot [K M_1 + (1 - \alpha) N] + [(\sqrt{K + 1} - \sqrt{K}) \alpha - \sqrt{K + 1}^2 N]. \quad (31)$$
Note that the quadratic coefficient in (31) is \(-{(\sqrt{K+1} - \sqrt{K})^2N}\), which is a negative number. Therefore, the second derivative of \(L_S\) respect to \(\alpha\) is negative, i.e., \(f''(\alpha) < 0\).

When \(\alpha = 0\), (31) becomes

\[
f(0) = [2(\sqrt{K+1} - \sqrt{K})(KM_1 + N) - \sqrt{K+1}N] \cdot (-\sqrt{K+1}).
\]

Since

\[
\frac{2(\sqrt{K+1} - \sqrt{K})(KM_1 + N)}{\sqrt{K+1}N} = 2\left(1 - \sqrt{1 - \frac{1}{K+1}}\right) \cdot (r+1)
\]

\[
= \frac{2(r+1)}{(K+1)\left(1 + \sqrt{1 - \frac{1}{K+1}}\right)}
\]

\[
< 2(r+1) \frac{2(r+1)}{(K+1)\left(1 + 1 - \frac{1}{K+1}\right)}
\]

\[
= \frac{2(r+1)}{2K+1}
\]

\[
\approx 1,
\]

where (a) is due to \(r = \frac{KM_1}{N}\), and (b) is due to \(\sqrt{1 - \frac{1}{K+1}} > 1 - \frac{1}{K+1}\). As a result, we have \(2(\sqrt{K+1} - \sqrt{K})(KM_1 + N) - \sqrt{K+1}N < 0\), and thus \(f(0) \geq 0\).

When \(\alpha = 1\), (31) becomes

\[
f(1) = [2(\sqrt{K+1} - \sqrt{K})KM_1 - \sqrt{K}N] \cdot (-\sqrt{K}).
\]

Since

\[
\frac{2(\sqrt{K+1} - \sqrt{K}) KM_1}{\sqrt{K}N} \approx 2\left(1 + \frac{1}{K} - 1\right) \cdot r
\]

\[
< \frac{r}{K}
\]

\[
\leq 1,
\]

where (a) is due to \(r = \frac{KM_1}{N}\), and (b) is due to \(\sqrt{1 + \frac{1}{K}} - 1 < \frac{1}{2\sqrt{K}}\). As a result, we have \(2(\sqrt{K+1} - \sqrt{K})KM_1 - \sqrt{K}N < 0\), and thus \(f(1) \geq 0\).
In summary, since \( f(0) \geq 0, f(1) \geq 0, \) and when \( 0 \leq \alpha \leq 1, f''(\alpha) < 0, \) thus for any \( 0 \leq \alpha \leq 1, \) we have \( f(\alpha) \geq 0. \) Therefore, when \( 0 \leq \alpha \leq 1, \) \( \frac{dx}{d\alpha} \geq 0, \) i.e., the smaller \( \alpha \) is, the smaller \( L_S \) will be. Since the range of \( \alpha \) is \( (1 - \frac{M_0}{N}) \leq \alpha \leq 1, \) the optimal solution of \( \alpha \) is

\[
\alpha^* = 1 - \frac{M_0}{N}.
\] (34)

Therefore, the optimal solutions of \( \alpha \) and \( M_1' \) for this case are shown in (34) and (27), which result in the minimum communication time.

**APPENDIX B**

**Upper bounds of \( L_P^* \)**

For simplicity, we use notation \( L_P^* \) for \( L_P^*(r, M_0) \). Rewrite the definitions \( L_1(r_1) \triangleq \frac{1}{r_1}(1 - \frac{r_1}{K}) \) and \( L_2(r_2) \triangleq \frac{1}{r_2+1}(1 - \frac{r_2}{K}) \). Obviously, we have \( L_1(r) > L_2(r) \). We choose the computation load of the two subsystems to be equal, i.e., \( r_1 = r_2 = r \), then

\[
L_P^* \leq \min_{\alpha \in [1-M_0/N,1]} \max \{ \alpha L_1(r), (1-\alpha)L_2(r) \}
\]

\[
\leq \min_{\alpha \in [1-M_0/N,1]} \max \{ \alpha L_1(r), (1-\alpha)L_1(r) \}.
\] (35)

If \( M_0 \geq \frac{N}{2} \), since \( \alpha \geq (1 - \frac{M_0}{N}) \), \( \alpha \) can be \( \frac{1}{2} \), then (35) becomes

\[
L_P^* \leq \min_{\alpha \in [1-M_0/N,1]} \max \{ \alpha, (1-\alpha) \} L_1(r) = \frac{1}{2} L_1(r).
\]

If \( M_0 < \frac{N}{2} \), then \( \alpha \geq (1 - \frac{M_0}{N}) > \frac{1}{2} \) and \( 1-\alpha \leq \frac{M_0}{N} < \frac{1}{2} \), thus (35) becomes

\[
L_P^* \leq \min_{\alpha \in [1-M_0/N,1]} \max \{ \alpha, (1-\alpha) \} L_1(r) = (1-\frac{M_0}{N}) L_1(r).
\]

Therefore, the upper bound of \( L_P^* \) that we derive is

\[
L_P^* \leq \max \{ \frac{1}{2}, 1-\frac{M_0}{N} \} L_1(r).
\] (36)

Again, by letting \( r_1 = r_2 = r \), we have

\[
L_P^* \leq \min_{\alpha} \max \{ \alpha L_1(r), (1-\alpha)L_2(r) \}.
\] (37)

If \( M_0 \) is sufficiently large such that there exists \( \alpha^* \) satisfying \( \alpha^* \geq 1 - \frac{M_0}{N} \) and \( \alpha^* L_1(r) = (1-\alpha^*)L_2(r) \), which is equivalent to

\[
\alpha^* = \frac{L_2(r)}{L_1(r) + L_2(r)} = \frac{r}{2r+1}, \quad M_0 \geq \frac{r+1}{2r+1} N,
\]

then we have

\[
L_P^* \leq \min_{\alpha} \max \{ \alpha L_1(r), (1-\alpha)L_2(r) \} = \frac{L_1(r)L_2(r)}{L_1(r) + L_2(r)}.
\]
APPENDIX C

CONVERSE PROOFS OF THEOREM 1 AND 2

In this section, we prove the lower bound of $L_S^*(r, s)$ and $L_P^*(r, s)$ proposed in Theorem 1 and Theorem 2.

We first present a lemma proved in [3], with only a minor change replacing $K$ with $K + 1$.

**Lemma 1.** Consider a MapReduce-type task with $N$ files and $Q$ reduce functions, and a given map and reduce design that runs in a distributed computing system consisting of $K + 1$ computing nodes. For any integers $c, d$, let $a_{c,d}$ denote the number of intermediate values that are available at $c$ nodes, and required by (but not available at) $d$ nodes. The following lower bound on the communication load holds:

$$L \geq \frac{1}{QN} \sum_{c=1}^{K+1} \sum_{d=1}^{K-c+1} a_{c,d} \frac{d}{c + d - 1}. \quad (38)$$

Recall that $\mathcal{M}_k$, for $k \in [1, \ldots, K]$, and $\mathcal{M}_0$ represent the sets of mapped files by edge node $k$, and the Master node, respectively. Given a map design $\{\mathcal{M}_k\}_{k=0}^K$ and reduce design $\{\mathcal{W}_k\}_{k=1}^K$, we define

$$\mathcal{N}_1 \triangleq \{w_1, \ldots, w_N\} \setminus \mathcal{M}_0, \quad \text{and} \quad \alpha \triangleq \frac{|\mathcal{N}_1|}{N}, \quad (39)$$

then we have $1 - \alpha = \frac{|\mathcal{M}_0|}{N}$.

Let $b_{j,1}$ denote the number of files that are mapped by $j$ edge nodes, but not mapped by the Master node, and let $b_{j,2}$ be the number of files that are mapped by $j$ edge nodes, and also mapped by the Master node. By the definitions of $\alpha$, $b_{j,1}$ and $b_{j,2}$, and since $r = \sum_{k=1}^K |\mathcal{M}_k|/N$, we have

$$b_{j,1} \geq 0, \quad (40a)$$

$$b_{j,2} \geq 0, \quad (40b)$$

$$\alpha = \sum_{j=0}^K \frac{b_{j,1}}{N}, \quad (40c)$$

$$1 - \alpha = \sum_{j=0}^K \frac{b_{j,2}}{N}, \quad (40d)$$
\[
\sum_{j=0}^{K} (b_{j,1} + b_{j,2}) = N, 
\tag{40e}
\]
\[
\sum_{j=0}^{K} j(b_{j,1} + b_{j,2}) = rN. 
\tag{40f}
\]

We proceed to define
\[
r_1 \triangleq \sum_{j=0}^{K} \frac{j b_{j,1}}{\alpha N},
\tag{41}
\]
\[
r_2 \triangleq \sum_{j=0}^{K} \frac{j b_{j,2}}{(1 - \alpha)N},
\tag{42}
\]
and from the definitions of \(r_1, r_2\) and \(r\), we have
\[
\alpha r_1 + (1 - \alpha)r_2 = r. 
\tag{43}
\]

According to Lemma[11] we have
\[
L^* \geq \frac{1}{QN} \sum_{c=1}^{K+1} \sum_{d=1}^{K-c+1} a_{c,d} \frac{d}{c + d - 1},
\]
\[
= \frac{1}{QN} \sum_{c=1}^{K} \sum_{d=1}^{K-c} \frac{n_{c,1} d}{c + d - 1} + \frac{1}{QN} \sum_{c=1}^{K+1} \sum_{d=1}^{K-c+1} \frac{n_{c,2} d}{c + d - 1},
\]
\[
= \frac{1}{QN} \sum_{j=0}^{K} \min\{s,K-j\} \left( n_{j,1} \frac{d}{j + d - 1} + n_{j,2} \frac{d}{j + d} \right)
\]
\[
= \alpha L^*_1 + (1 - \alpha)L^*_2, 
\tag{44}
\]
where
\[
n_{j,1} \triangleq \frac{Q}{(K^s)} b_{j,1} \binom{K-j}{d} \binom{j}{j + d - s}
\tag{45}
\]
\[
n_{j,2} \triangleq \frac{Q}{(K^s)} b_{j,2} \binom{K-j}{d} \binom{j}{j + d - s}
\tag{46}
\]
\[
L^*_1 \triangleq \frac{1}{\alpha NQ} \sum_{j=0}^{K} \min\{s,K-j\} \sum_{d=\max\{1,s-j\}}^{\min\{s,K-j\}} \frac{n_{j,1} d}{j + d - 1},
\tag{47}
\]
\[
L^*_2 \triangleq \frac{1}{(1 - \alpha)NQ} \sum_{j=0}^{K} \min\{s,K-j\} \sum_{d=\max\{1,s-j\}}^{\min\{s,K-j\}} n_{j,2} \frac{d}{j + d}. 
\tag{48}
\]
Here \( n_{j,1} \) is the number of intermediate values that are known by \( j \) edge nodes, not known by the super edge node, and needed by (but not available at) \( d \) edge nodes; \( n_{j,2} \) is the number of intermediate values that are known by \( j \) edge nodes and the Master node, and needed by (but not available at) \( d \) edge nodes.

From the definitions of \( n_{j,1} \) and \( b_{j,1} \), we know that \( L_1^* \) is only related to files in \( N_1 \) and \( K \) edge nodes, thus \( L_1^* \) can be viewed as the lower bound of a communication load of a distributed system consisting of \( \alpha N \) input files and \( K \) computing nodes are only related to files in \( N_1 \). Similarly, \( L_2^* \) is only related to files in \( M_0 \) and is incurred by the Master node and \( K \) edge nodes, thus \( L_2^* \) can be viewed as the lower bound of a communication load of a distributed system consisting \((1 - \alpha)N\) input files and \( K + 1 \) computing nodes. Since the Master node is not involved in \( L_1^* \), if the communication load \( L_2^* \) is incurred only by the Master node’s transmission, by Definition 4, we obtain that

\[
L_S^* = \alpha L_1^* + (1-\alpha)L_2^*
\]

\[
L_P^* = \max\{\alpha L_1^*, (1-\alpha)L_2^*\}.
\]

In the following two subsections, we derive the lower bound on \( L_1^* \) and \( L_2^* \), respectively, and showed that \( L_2^* \) can be achieved by and only by the Master node’s transmission.

A. The lower bound of \( L_1 \)

Letting \( \ell = j + d \) and from (47), we have

\[
L_1^* = \alpha L_1^* + (1-\alpha)L_2^*
\]

\[
L_P^* = \max\{\alpha L_1^*, (1-\alpha)L_2^*\}.
\]
\[ L_1^* = \frac{1}{(K^s)} \sum_{j=0}^{K} \min\{j+s,K\} \left( \frac{b_{j,1}}{\alpha N} \right) \left( K - j \right) \left( j \right) \frac{\ell - j}{\ell - 1} \]

\[
\geq \frac{1}{(K^s)} \sum_{\ell = \max\{j+1,s\}}^{\min\{\sum_{j=0}^{K} b_{j,1}/\alpha N, K\}} \left( K - \sum_{j=0}^{K} \frac{b_{j,1}}{\alpha N} \right) \left( \ell - \sum_{j=0}^{K} \frac{b_{j,1}}{\alpha N} \right) \frac{\ell - s}{\ell - 1} - \sum_{\ell = \max\{j+1,s\}}^{\min\{K,\sum_{j=0}^{K} b_{j,1}/\alpha N\}} \left( K - \sum_{j=0}^{K} \frac{b_{j,1}}{\alpha N} \right) \left( j \ell - \sum_{j=0}^{K} \frac{b_{j,1}}{\alpha N} \right) \frac{\ell - s}{\ell - 1} \]

\[
= \frac{1}{(K^s)} \sum_{\ell = \max\{r_1+1,s\}}^{\min\{r_1+s,K\}} \left( K - r_1 \right) \left( \ell - r_1 \right) \frac{\ell - s}{\ell - 1} \]

\[
= \frac{\min\{r_1+s,K\}}{\ell = \max\{r_1+1,s\}} \left( \frac{K}{r_1} \right) \left( \frac{\ell - 1}{r_1} \right) \left( \frac{r_1}{\ell - s} \right) \frac{\ell}{\ell - 1}, \quad (49)\]

where \((a)\) holds by Jensen’s inequality and because the function \(\left( K \ell \right) \left( j \right) \frac{\ell - j}{\ell - 1} \) is convex in \(j\), and \(\sum_{j=0}^{K} \frac{b_{j,1}}{\alpha N} = 1\) by \((40c)\); equality \((b)\) holds by \((41)\). For general \(0 \leq r_1 \leq K\), we find the line \(p_1 + q_1 j\) as a function of \(0 \leq r_1 \leq K\) connecting the two points \(\left( \left\lfloor r_1 \right\rfloor, L_1(\left\lfloor r_1 \right\rfloor, s) \right)\) and \(\left( \left\lceil r_1 \right\rceil, L_1(\left\lceil r_1 \right\rceil, s) \right)\), i.e.,

\[
p_1 + q_1 j \mid j = \left\lfloor r_1 \right\rfloor = L_1(\left\lfloor r_1 \right\rfloor, s), \quad (50)\]

\[
p_1 + q_1 j \mid j = \left\lceil r_1 \right\rceil = L_1(\left\lceil r_1 \right\rceil, s). \quad (51)\]

Then by the convexity of the function \(L_1(j, s)\) in \(j\), we have for integer-valued \(j = 0, \ldots, K\),

\[
L_1(j, s) \geq p_1 + q_1 j. \]

Therefore, the minimum communication load \(L_1^*\) is lower bounded by the lower convex envelope of the points \(\left\{ (r_1, L_1(r_1, s)) : r_1 \in \{0, \ldots, K\} \right\}\).
B. The lower bound of $L_2$

Letting $\ell = j + d$ and from (48), we have

$$L_2^* = \sum_{j=0}^{K} \sum_{\ell=\max\{j+1,s\}}^{K} \frac{b_{j,2}}{(K-s)N} \left( \frac{K-j}{\ell-j} \right) \left( \frac{j}{\ell-s} \right) \frac{\ell-j}{\ell}$$

\[(a) \quad \frac{1}{(K-s)} \sum_{\ell=\max\{j+1,s\}}^{K} \min\left\{ \frac{K}{j}, \frac{b_{j,2}}{(1-\alpha)N} + \frac{1}{1-\alpha}, \frac{K}{\ell-s} \right\} \left( \frac{K-j}{\ell-j} \right) \left( \frac{j}{\ell-s} \right) \frac{\ell-j}{\ell} \]

\[(b) \quad \frac{1}{(K-s)} \sum_{\ell=\max\{r_2+1,s\}}^{K} \left( \frac{K-r_2}{\ell-r_2} \right) \left( \frac{r_2}{\ell-s} \right) \frac{\ell-r_2}{\ell} \]

\[= \sum_{\ell=\max\{r_2+1,s\}}^{K} \frac{b_{r_2,2}}{(1-\alpha)N} \frac{\ell-s}{\ell} \]

\[= \frac{1}{(K-s)} \sum_{\ell=\max\{r_2+1,s\}}^{K} \left( \frac{K-r_2}{\ell-r_2} \right) \left( \frac{r_2}{\ell-s} \right) \frac{\ell-r_2}{\ell} \]

\[= \frac{\min\{r_2+s,K\}}{(K-s)} \sum_{\ell=\max\{r_2+1,s\}}^{K} \frac{b_{r_2,2}}{(1-\alpha)N} \frac{\ell-s}{\ell} \]

\[= \frac{\min\{r_2+s,K\}}{(K-s)} \sum_{\ell=\max\{r_2+1,s\}}^{K} \frac{b_{r_2,2}}{(1-\alpha)N} \frac{\ell-s}{\ell} \]

where (a) holds by Jensen’s inequality and because the function \(\frac{b_{j,2}}{(1-\alpha)N} + \frac{1}{1-\alpha} + \frac{K}{\ell-s} \) is convex in $j$, and $\sum_{j=0}^{K} \frac{b_{j,2}}{(1-\alpha)N} = 1$ by (40d); equality (b) holds by (42).

For general $0 \leq r_2 \leq K$, we find the line $p_2 + q_2 j$ as a function of $0 \leq r_2 \leq K$ connecting the two points $(\lfloor r_2 \rfloor, L_2(\lfloor r_2 \rfloor, s))$ and $(\lceil r_2 \rceil, L_2(\lceil r_2 \rceil, s))$, i.e.,

\[p_2 + q_2 j|_{j=\lfloor r_2 \rfloor} = L_2(\lfloor r_2 \rfloor, s), \quad (53)\]

\[p_2 + q_2 j|_{j=\lceil r_2 \rceil} = L_2(\lceil r_2 \rceil, s). \quad (54)\]

Then by the convexity of the function $L_2(j, s)$ in $j$, we have for integer-valued $j = 0, \ldots, K$,

\[L_2(j, s) \geq p_2 + q_2 j. \quad (55)\]

Therefore, the minimum communication load $L_2^*$ is lower bounded by the lower convex envelope of the points $\{(r_2, L_2(r_2, s)) : r_2 \in \{0, \ldots, K\}\}$.

C. Lower Bounds of the Overall Communication Time

Next, for both the sequential implementation and the parallel implementation, we respectively deduce the lower bound of the overall communication time from the above results.
Since the overall computation load $r$ satisfies $r = \alpha r_1 + (1 - \alpha) r_2$, for a certain $(1 - \frac{M_0}{N}) \leq \alpha' \leq 1$ and any $0 \leq r' \leq K$, there exist $0 \leq r'_1 \leq K$ and $0 \leq r'_2 \leq K$ that satisfy $r' = \alpha r'_1 + (1 - \alpha) r'_2$. In other words, any computation load $r$ in $0 \leq r \leq K$ is achievable given appropriate $r_1$ and $r_2$.

In Section V-B we showed that the lower bound $L^*_2$ in (52) can be achieved by a scheme where the Master node multicasts some message symbols to the edge nodes. Comparing with the lower bound of communication load in (49) (only edge nodes can send message symbols) and in (52) (the Master node can send message symbols) for $r_1 = r_2 = r$, and since $\frac{K}{r_1} > 1$ for all $l > 1$, we know that sharing any amount of transmission of message symbol from the Master node to the edge nodes will cause strictly larger communication load, thus $L^*_2$ must be incurred solely by the Master node, otherwise the resulting communication load must be strictly larger than $L^*_2$. Therefore, for the sequential and parallel implementations, by Definition 4, the minimum communication time $L^*_S(r,s)$ and $L^*_P(r,s)$ is

$$L^*_S(r,s) = \alpha \cdot L^*_1(r_1,s) + (1 - \alpha) \cdot L^*_2(r_2,s),$$

(56)

$$L^*_P(r,s) = \max\{\alpha \cdot L^*_1(r_1,s), (1 - \alpha) \cdot L^*_2(r_2,s)\},$$

(57)

satisfying

$$r = \alpha r_1 + (1 - \alpha) r_2,$$

$$0 \leq r_1 \leq K \quad (r_1 = 0 \text{ if and only if } \alpha = 0),$$

(58)

$$0 \leq r_2 \leq K.$$
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