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Abstract—The study of network robustness is a critical tool in the characterization and sense making of complex interconnected systems such as infrastructure, communication and social networks. While significant research has been conducted in these areas, gaps in the surveying literature still exist. Answers to key questions are currently scattered across multiple scientific fields and numerous papers. In this survey, we distill key findings across numerous domains and provide researchers crucial access to important information by— (1) summarizing and comparing recent and classical graph robustness measures; (2) exploring which robustness measures are most applicable to different categories of networks (e.g., social, infrastructure); (3) reviewing common network attack strategies, and summarizing which attacks are most effective across different network topologies; and (4) extensive discussion on selecting defense techniques to mitigate attacks across a variety of networks. This survey guides researchers and practitioners in navigating the expansive field of network robustness, while summarizing answers to key questions. We conclude by highlighting current research directions and open problems.
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1 INTRODUCTION

There are three fundamental tasks in the study of network robustness: (i) development of measures to quantify network robustness, (ii) identification of network attack mechanisms, and (iii) construction of defensive techniques to resist network failures and recover from attacks. First mentioned as early as the 1970’s [1], network robustness has a rich and storied history spanning numerous fields of engineering and science [2], [3], [4], [5]. This diversity of research has generated a variety of unique perspectives, providing fresh insight into challenging problems, while equipping researchers with fundamental knowledge for their investigations. While the fields of study may be diverse, they are linked by a common definition of network robustness [3], [6], [7]:

Robustness is a measure of a network’s ability to continue functioning when part of the network is either naturally damaged or targeted for attack.

To provide some intuition for this definition, we consider an example of a power grid network that is susceptible to both natural failures and targeted attacks. A natural failure happens when a single power substation fails due to erosion of parts or natural disasters. However, when one substation fails, additional load is routed to alternative substations, which can cause cascading failures. Not all failures originate from natural causes, some come from targeted attacks, such as enemy states hacking into the grid to sabotage key equipment to maximally damage the operations of the electrical grid. Through analyzing and understanding the robustness of these networks, we can mitigate damage from both natural failures and targeted attacks, and in some cases, prevent it altogether.

Unfortunately, the nature of cross-disciplinary research also comes with significant challenges. Oftentimes important discoveries made in one field are not quickly disseminated, leading to missed innovation opportunities. In this survey, our goal is to distill key research questions raised in prior related research [7], that if addressed effectively, will assist readers in understanding the complex interconnections of this topic, and accelerate the dissemination of ideas. Specifically, we analyze and compare numerous classical and modern robustness techniques—addressing a crucial gap in the survey literature, and helping set the stage for future work to be built upon.

1.1 Contributions

We distill and summarize critical topics found in the literature of network robustness through contributions C1-C5.

C1. Summary of Robustness Measures. We summarize 17 modern and classic network robustness measures, along with how each measure is linked to the evaluation of graph vulnerability and robustness. Our goal is to provide researchers a repository of information to objectively compare robustness measures for use in their own applications.

C2. Exploration of Robustness Measure Applications. Not all robustness measures are equally applicable to every category of network data. For example, the graph clustering coefficient is important to the study of social networks since it provides an indication of group “tightness”. However, water distribution networks require measures that can account for bottlenecks and alternative pathways. We delve into the literature and summarize why some measures are...
more applicable to particular domains. In particular, we study two high-impact use case scenarios—(i) transportation networks and (ii) water distribution networks.

C3. Overview of Network Attack Strategies. By understanding the topology of the network, we can analyze the effects of natural failures and targeted attacks. We discuss popular network attack strategies, and provide a high level summary of which attack strategies are best adapted for different network topologies. This attack strategy comparison, as the first of its kind, provides researchers and practitioners a quick guide to effective attack selection.

C4. Comparison of Network Defense Mechanisms. By understanding the common network topologies and attack strategies from C3, we can study the effectiveness of network defense mechanisms. We summarize numerous defense mechanisms in relation to various network topologies, mechanisms of natural failure, and targeted attacks across the three primary mechanisms for defending a network:

(i) edge rewiring (e.g., rewire power lines)
(ii) edge addition (e.g., add additional power lines)
(iii) node monitoring (e.g., closely monitor substation)

Each mechanism has an associated benefit and cost, where some are disproportionately more expensive than others. We explore these trade-offs with the goal of providing the reader a comprehensive overview of available defense options across a variety of real world scenarios to assist in the decision making of network defense. To the best of our knowledge, this is the first comprehensive comparison of network defense techniques across attack vectors and network topology.

C5. Highlight Open Problems and Research Directions. Through careful analysis of the existing network robustness literature, we identify and distill open problems that have strong potential as future research directions. Promising directions and open problems for future network robustness research include—(1) an axiomatic study of desired properties in robustness measures, helping guide the selection and development of new measures; (2) interpretability of robustness measures to assist users in understanding the impact of measure scores; (3) applying the study of network robustness to additional high-impact domains such as physical security and cybersecurity; and (4) bridging the study of graph vulnerability and robustness with recent developments in adversarial machine learning on graph structured data.

1.2 Survey Methodology & Summarization Process
We study an extensive number of existing works and identify three main types of research contributions that they aim to make: (i) study of network robustness measures; (ii) evaluation and development of attacks; and (iii) evaluation and development of defense mechanisms. We frame our work based on these contributions. Doing so allows us to summarize and compare relevant works from computer science, engineering, mathematics, and the sciences. This helps equip researchers with fundamental knowledge for their investigation, and provide them with fresh insights. Specifically, we select works from top journals and conferences from the relevant domains. Table 1 lists some of the most prominent publication venues and their acronyms. We also include papers posted on arXiv, an open-access, electronic repository, as many cutting-edge papers are first released here.

As the study of graph robustness has been carried out in a variety of fields (e.g., mathematics, physics, computer science), the terminology often varies from field to field. As such, we refer to the following word pairs interchangeably: (network, graph), (vertex, node), (edge, link), (adversary, attacker). We follow standard notation and use capital bold letters for matrices (e.g., $A$), lower-case bold letters for vectors (e.g., $a$) and calligraphic font for sets (e.g., $S$). Throughout this paper we focus our attention on undirected and unweighted graphs, unless otherwise noted. The reader may want to refer to Table 3 throughout the survey for technical terms.

1.3 Related Surveys
While many surveys have been conducted in domain specific applications of network robustness, including water distribution networks [8], airline route networks [9], power grids [10], [11], to our knowledge there is no survey that summarizes the graph robustness landscape at large. Different from all the
TABLE 1
Relevant Venues in Order of Journals, Conferences, Workshops, and Preprints

| Nature | Nature |
|--------|--------|
| PR     | Physics Reports: A Review Section of Physics Letters |
| Smart  | IEEE Transactions on Smart Grid |
| Grid   | PNAS National Academy of Sciences of the USA |
| PRL    | Physical Review Letters |
| SIREV  | SIAM Review |
| SMC    | IEEE Systems, Man, and Cybernetics: Systems |
| TKDE   | IEEE Transactions on Knowledge & Data Engineering |
| CNSNS  | Communications in Nonlinear Science and Numerical Simulation |
| KAIS   | Knowledge and Information Systems |
| Physica A | Physica A: Statistical Mechanics and its Applications |
| RA     | Risk Analysis |
| CHAOS  | An Interdisciplinary Journal of Nonlinear Science |
| TOPS   | ACM Transactions on Privacy and Security |
| EPL    | A Letters Journal Exploring the Frontiers of Physics |
| Physica B | Physica B: Condensed Matter |
| JOCN   | Journal of Complex Networks |
| EPJ B  | The European Physical Journal B |
| CPL    | Chinese Physics Letters |
| FCS    | Frontiers of Computer Science |
| LAA    | Linear Algebra and its Applications |
| Web    | The Web Conference (formerly WWW) |
| KDD    | ACM Knowledge Discovery & Data Mining |
| WSDM   | ACM Conference on Web Search & Data Mining |
| ICDM   | IEEE International Conference on Data Mining |
| CIKM   | ACM Information & Knowledge Management |
| NDSS   | Network and Distributed System Security Symposium |
| INFO   | IEEE Conference on Computer Communications |
| CDC    | IEEE Conference on Decision and Control |
| SDM    | SIAM International Conference on Data Mining |
| PKDD   | European Conference on Machine Learning and Principles and Practice of Knowledge Discovery in Databases |
| PAKDD  | Pacific-Asia Conference on Knowledge Discovery & Data Mining |
| A-POL  | Transportation Research Part A: Policy and Practice |
| GLOBE  | IEEE Global Communications Conference |
| DRCN   | Design of Reliable Communication Networks |
| RNDM   | Resilient Networks Design and Modeling Workshop |
| WORM   | ACM Workshop on Rapid Malcode |
| SIMPLEX | Simplifying Complex Network for Practitioners |
| arXiv  | arXiv.org e-Print Archive |

Within each category, we order the venues based on the most recently available impact factors reported officially (e.g., venues’ websites).

Related articles mentioned above, our survey provides a comprehensive, cross-domain framework to describe graph vulnerability and robustness, discusses the rapidly growing community at large, and presents major research trajectories synthesized from existing literature.

1.4 Survey Organization

Fig. 1 shows a visual overview of this survey’s structure and Table 2 summarizes representative works. The remainder of this paper is divided into seven parts. Each major component (measures, attacks and defenses) is given one or more sections, ordered to motivate how each component builds on top of the other.

2 Robustness Measures

We begin by summarizing 18 recent and classic robustness measures, dividing each measure into one of three categories depending on whether it uses the graph (Section 2.1), adjacency matrix (Section 2.2) or Laplacian matrix (Section 2.3). After describing each measure, we describe its link to the study of network robustness. We make note of some additional robustness measures such as scattering number [92], tenacity [93], integrity [94], fault diameter [5], toughness [1] and isoperimetric number [98]. However, we do not consider them for evaluation since they are combinatorial measures for general graphs [28].

2.1 Measures Based on Graph Connectivity

We review 9 common graph robustness measures, each of which takes as input an undirected, unweighted graph $G = (V, E)$, where $V$ is the set of vertices, $E \subseteq V \times V$ is the set of edges. We let $n = |V|$ and $m = |E|$ as the number of vertices and number of edges, respectively.

2.1.1 Binary Connectivity ($\kappa$)

A classical graph measure which determines whether or not a graph is connected ($\kappa=1$) or unconnected ($\kappa=0$) by examining whether all pairs of vertices have a connecting path. A graph is considered unconnected if at least one pair of vertices does not have a connecting path. This can be calculated using breadth-first or depth-first search, starting at any vertex with time complexity $O(n + m)$.

Robustness Link: Practically speaking, binary connectivity is a poor measure of network robustness since it only identifies whether a network is disconnected.

2.1.2 Vertex Connectivity ($\kappa_v$)

An extension of binary connectivity, vertex connectivity $\kappa_v(G)$ is the minimal number of vertices that need to be removed to disconnect the graph $\kappa_v(G) = \min\{\kappa_v(u, v) | \text{unorderedpair}(u, v) \in G\}$. Assume $(u, v) \notin E$, then $\kappa_v(u, v)$ is the minimal number of vertices that would destroy every
| Work                              | Robustness Measures | Attack | Defense | Where |
|----------------------------------|---------------------|--------|---------|-------|
| Albert, et al. [12]              |                     |        |         | Nature |
| Alenazi, et al. [13]             |                     |        |         | RNDM  |
| Alenazi, et al. [14]             |                     |        |         | DRCN  |
| Baig, et al. [15]                |                     |        |         | Web   |
| Baras, et al. [16]               |                     |        |         | CDC   |
| Berdica [17]                     |                     |        |         | A-POL |
| Bernstein, et al. [18]           |                     |        |         | INFO  |
| Beigelzer, et al. [3]            |                     |        |         | Physia A |
| Bigdeli, et al. [19]             |                     |        |         | SIMPLEX |
| Bishop, et al. [20]              |                     |        |         | EPL   |
| Bocca, et al. [21]               |                     |        |         | PR    |
| Borgatti, et al. [22]            |                     |        |         | SN    |
| Briese, et al. [23]              |                     |        |         | WORM  |
| Buldyrev, et al. [24]            |                     |        |         | Nature |
| Byrne, et al. [25]               |                     |        |         | Sandia |
| Caballero, et al. [26]           |                     |        |         | NDSS  |
| Callaway, et al. [27]            |                     |        |         | PRL   |
| Chan, et al. [28]                |                     |        |         | SDM   |
| Chakrabarti, et al. [29]         |                     |        |         | TOPS  |
| Chen, et al. [30]                |                     |        |         | DMKD  |
| Chen, et al. [31]                |                     |        |         | TKDE  |
| Chen, et al. [32]                |                     |        |         | ICDM  |
| Crucitti, et al. [33]            |                     |        |         | TKDD  |
| Dekker [34]                      |                     |        |         | PRE   |
| Derrible, et al. [35]            |                     |        |         | ACSC  |
| Duan, et al. [36]                |                     |        |         | Physia A |
| Ellens, et al. [37]              |                     |        |         | Physia A |
| Ellens, et al. [38]              |                     |        |         | LAA   |
| Estrada, et al. [39]             |                     |        |         | arXiv |
| Estrada, et al. [39]             |                     |        |         | Physia B |
| Freitas, et al. [40]             |                     |        |         | EPL   |
| Freitas, et al. [41]             |                     |        |         | SDM   |
| Freitas, et al. [7]              |                     |        |         | arXiv |
| Gao, et al. [41]                 |                     |        |         | PRL   |
| Ghosh, et al. [42]               |                     |        |         | SIREV |
| Holme, et al. [43]               |                     |        |         | PRE   |
| Holmgren [44]                    |                     |        |         | RA    |
| Jamakovic, et al. [45]           |                     |        |         | NGI   |
| Khall, et al. [46]               |                     |        |         | KDD   |
| Kinney, et al. [47]              |                     |        |         | EPJ B |
| Klau, et al. [48]                |                     |        |         | Net. Anal. |
| Latora, et al. [49]              |                     |        |         | PRE   |
| Le, et al. [50]                  |                     |        |         | SDM   |
| Leskovec, et al. [51]            |                     |        |         | KDD   |
| Liu, et al. [52]                 |                     |        |         | FCS   |
| Lu, et al. [53]                  |                     |        |         | PLOS One |
| Malliaras, et al. [54]           |                     |        |         | SDM   |
Compute $k_v(G)$ can be reduced to a max-flow problem with a time complexity of $O(n^{8/3}m) \text{[97]}. $

2.1.3 Edge Connectivity ($\kappa_e$)

Also an extension of binary connectivity, edge connectivity $\kappa_e(G)$ is the minimal number of edges that can be removed to disconnect the graph $\kappa_e(G) = \min \{k_e(u,v)\}$ unordered pair $(u,v) \in G$. Let $u, v$, be a pair of distinct vertices in graph $G$, $k_e(u, v)$ is the minimal number of deleted edges that would disconnect all paths between $u$ and $v$. Calculating $k_e(u, v)$ for each unordered pair, we can ascertain the minimal edge connectivity. The best known algorithm has a time complexity of $O(nm) \text{[97], [98].}$

For an incomplete graph, an interesting property of vertex and edge connectivity is that $\kappa_v(G) \leq \kappa_e(G) \leq \delta_{min}(G)$, where $\delta_{min}(G) = \min \{\deg(v) \mid v \in G\} \text{[99].}$

Robustness Link. Similar to $\kappa_v(G)$, this measure naturally ties to graph robustness, since $\kappa_e(G)$ increases as the graph becomes harder to disconnect.

2.1.4 Diameter ($d$)

The diameter $d$ of a connected graph is the longest shortest path between all pairs of nodes $d(G) = \max \{d(u,v) \mid \text{unordered pair } (u,v) \in G\}$, where $d(u,v)$ is the shortest path between vertices $u$ and $v$. In order to calculate the diameter of a network all pairs of shortest paths need to be computed, requiring a time of complexity of $O(n^3)$ using the Floyd–Warshall algorithm \text{[100].}

Robustness Link. The diameter has an intuitive connection to robustness, where a decreasing diameter implies better robustness. This is because as the diameter of the network...
TABLE 3
Symbols and Definition Tables

| Symbol | Graph Definitions |
|--------|-------------------|
| $G(V, E)$ | graph $G$, set of nodes $V$, edges $E$ |
| $n$, $m$ | number nodes $|V|$, edges $|E|$ |
| $k_v$, $k_e$ | binary, vertex, edge connectivity |
| $d$ | average geodesic distance |
| $d_{max}$ | graph diameter |
| $b_v$, $b_e$ | avg. vertex, edge betweenness |
| $C$ | global clustering coefficient |
| $L$ | largest connected component |

| Symbol | Adjacency Matrix Definitions |
|--------|-------------------------------|
| $A_{i,j}$ | element at $i$th row, $j$th col. |
| $u(i)$ | eigenvector at position $i$ |
| $\rho = \lambda_1$ | spectral radius = 1st eigenvalue |
| $\lambda_d$ | spectral gap |
| $\lambda$ | natural connectivity |
| $\xi$ | spectral scaling |
| $r_k$ | generalized robustness index |

| Symbol | Laplacian Matrix Definitions |
|--------|------------------------------|
| $L$ | laplacian matrix |
| $L_{i,j}$ | element at $i$th row, $j$th col. |
| $D$ | diagonal matrix |
| $d_i$ | degree of node $i$ |
| $\mu_1$ | smallest eigenvalue of $L$ |
| $\mu_2$ | algebraic connectivity of $L$ |
| $T$ | number of spanning trees |
| $R$ | effective resistance |

We divide symbols and definitions based on whether it corresponds to use with the graph, adjacency matrix or Laplacian matrix. From left to right, symbol and definition tables for the graph, adjacency matrix and Laplacian matrix.

Robustness Link. This measure has a close relationship to network connectivity, where a smaller average distance implies a more robust graph, since we are reducing the average distance between any pair of nodes in the network. In contrast, a larger efficiency implies a more robust graph due to inverse computation.

2.1.6 Average Vertex Betweenness ($\bar{b}_v$)
The average vertex betweenness $\bar{b}_v$ in Equation (3) is the summation of vertex betweenness $b_u$ for every node $u \in V$

$$\bar{b}_v = \sum_{u \in V} b_u,$$  

(3)

where vertex betweenness $b_u$ for node $u$ is defined in Equation (4) as the number of shortest paths that pass through $u$ out of the total possible shortest paths

$$b_u = \sum_{s \in V} \sum_{t \in V \setminus u} \frac{n_{s,t}(u)}{n_{s,t}}.$$  

(4)

Here $n_{s,t}(u)$ is the number of shortest paths between $s$ and $t$ that pass through $u$ and $n_{s,t}$ is the total number of shortest paths between $s$ and $t$ [101]. Interestingly, the average vertex betweenness $\bar{b}_v$ can be represented as a linear function of the average distance $d$ [6], as shown in Equation (5), implying a strong connection between the robustness properties of average vertex betweenness and average distance

$$\bar{b}_v = \frac{1}{2} (n - 1)(d + 1).$$  

(5)

Computing the vertex betweenness centrality $b_u$ for a single node $u$ has a time complexity of $O(n m)$ using Brandes’ algorithm [102]. Therefore, the average vertex betweenness $\bar{b}_v$ has a time complexity of $O(n^2 m)$.

Robustness Link. Average vertex betweenness has a natural connection to graph robustness since it measures average network throughput of the vertices. The smaller the average the more robust the network, since the shortest paths are more evenly distributed across each node, rather than relying on a few central nodes.

2.1.7 Average Edge Betweenness ($\bar{b}_e$)
Similar to vertex betweenness, edge betweenness is defined as the number of shortest paths that pass through an edge $e$ out of the total possible shortest paths. Since the formula and intuition for calculating average edge betweenness is nearly identical to average node betweenness, we define it Equation 2.1.6 below and refer the reader to Section 2.1.6 for additional detail

$$\bar{b}_e = \sum_{e \in E} \sum_{s \in V} \sum_{t \in V \setminus e} \frac{n_{s,t}(e)}{n_{s,t}}.$$  

(6)

Similar to $\bar{b}_v$, average edge betweenness can be represented as a linear function of the average distance $\bar{d}$

$$\bar{b}_e = \frac{n(n - 1)}{2 m} \bar{d}.$$  

(7)
implying that some of the robustness properties for \( \bar{d} \) will hold for \( b \), as well. The time complexity for average edge betweenness is also \( O(n^2m) \).

**Robustness Link.** Average edge betweenness has similar robustness properties to average vertex betweenness. The smaller the average the more robust the network, since the shortest paths are more evenly distributed across each edge, rather than relying on a few central edges.

### 2.1.8 Global Clustering Coefficient (C)

The global clustering coefficient \( C \) is based on the number of triplets of nodes in the graph, and provides an indication of how well nodes tend to cluster together. By definition, a triplet is three nodes connected by either two edges (open triplet) or three edges (closed triplet); where a closed triplet is called a triangle. Each triangle contains three closed triplets, one centered on each node. In order to measure the global clustering coefficient, we count the number of closed triplets (or 3x the number of triangles) and divide it by the total number of both closed and open triplets, as in Equation (8)

\[
C = \frac{\text{closed triplets}}{\text{closed triplets} + \text{open triplets}}.
\]

Alternatively, we can view the global clustering coefficient as the average possible fraction of interconnections among each node \( v \in G \) as in Equation (9)

\[
C = \frac{1}{n} \sum_{v \in G} \frac{2 \cdot N_v}{\delta_v(\delta_v - 1)},
\]

where \( N_v \) is the number of edges between neighbors of \( v \), and \( \delta_v \) is the degree of node \( v \). The time complexity for computing the global clustering coefficient is \( O(n \cdot d_{max}^2) \), where \( d_{max} \) is the size of the largest adjacency list across all vertices in the graph [103].

**Robustness Link.** As the global clustering coefficient increases, we begin to see the formation of tight knot groups (due to an increased density of triangles)—which creates redundant pathways between neighbors, and increases the overall robustness of the network.

### 2.1.9 Largest Connected Component (L)

This measure provides an indication of a graph’s connectivity by measuring the fraction of nodes contained in the largest connected component. This is calculated by determining the maximal set of vertices \( S \subset V \) such that for each \( u \in S \) and \( v \in S \), there exits a path from \( u \) to \( v \) in \( G \). Intuitively, \( L \) provides a measure of network availability i.e., what percentage of the nodes can be reached, and is measured as shown in Equation (10)

\[
L = \left| \frac{\{d(u,v) \neq \infty \, | \text{unordered pair}(u,v) \in G\}}{n} \right|.
\]

The time complexity to find the largest connected component is \( O(n + m) \), since each BFS (or DFS) call takes linear time in the number of edges and vertices for each component; and since each component is only searched once, all searches are linear in the number of edges and vertices.

**Robustness Link.** This is useful as a measurement of robustness since as the number of removed nodes and edges increases, there reaches a critical fraction where the network connectivity begins to collapse; which can be measured through the size of the largest connected component.

### 2.2 Measures Based on Adjacency Matrix Spectrum

The adjacency matrix \( A \) is a common network representation, often used when enumerate walks [104]. Formally, we say that \( A(G) \) is the adjacency matrix of \( G \), where \( A \in \{0,1\}^{n \times n} \) and \( A_{ij} = A_{ji} = 1 \) if vertex \( v_i \) and \( v_j \) are adjacent and \( A_{ij} = A_{ji} = 0 \) otherwise. This can be seen in Equation (11)

\[
A_{ij} = \begin{cases} 
1, & \text{if } i \text{ is adjacent to } j \\
0, & \text{otherwise} 
\end{cases}
\]

It follows that \( A(G) \) is a real symmetric matrix with real eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \). The set of eigenvalues \( \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) is called the spectrum of \( A \), with corresponding eigenvectors \( u_1, u_2, \ldots, u_n \). Several robustness measures have been based on the spectrum of the adjacency matrix; we address 5 of the most common ones below.

#### 2.2.1 Spectral Radius (\( \rho \))

The largest eigenvalue \( \lambda_1 \) of an adjacency matrix \( A \) is called the spectral radius \( \rho \). The spectral radius is closely related to the path capacity or loop capacity of the graph. That is, the number of walks of length \( k \) (\( k = 2, 3, 4, \ldots \)) gives an indication of how well connected the graph is. If the graph has many loops and paths, then the graph is well connected i.e., larger \( \lambda_1 \) [4], [57], [104]. It has been shown in [105] that the spectral radius is also closely tied to the epidemic threshold \( \tau \) of a network in the flu-like susceptible-infected-susceptible (SIS) model. In particular, they prove that \( \frac{\rho}{\tau} < 1 \), which is the birth rate of a virus or disease and \( \delta \) is the cure rate. This means for a given virus strength, an epidemic is more likely to occur on a graph with larger \( \lambda_1 \). While this seems contradictory at first glance, increased vulnerability to virus propagation actually implies a graph is more robust to natural failures and targeted attacks. The time complexity for computing the spectral radius is \( O(m) \), since computing the first eigenpair in sparse matrix form is linear with respect to the number of edges [30].

**Robustness Link.** As a robustness measure, a larger \( \lambda_1 \) indicates a more robust graph to random failures and attack, along with increased susceptibility to virus propagation [4], [7], [30], [50], [69], [76]. This is because the backup paths and redundancy in a network are the same mechanisms that allow a virus to quickly propagate.

#### 2.2.2 Spectral Gap (\( \lambda_d \))

The difference between the largest and second largest eigenvalues of the adjacency matrix \( \lambda_1 - \lambda_2 \) is called the spectral gap \( \lambda_d \). As a robustness measure, the spectral gap is a simple way to estimate the robustness of a graph—if the spectral gap is large, the graph shows good robustness; if it is small, the robustness is poor [7], [54]. This is because a large spectral gap is indicative of a network with good expansibility properties, while a small spectral gap indicates a
network with bottlenecks and bridges [38]. This ability to communicate the existence of bridges in the graph is a unique property of the spectral gap, and not found in the spectral radius. The time complexity to compute the spectral gap is $O(n^3)$ [106].

**Robustness Link.** A unique link between the spectral gap and network robustness is the ability to identify bridges and bottlenecks in the graph [38]. Unfortunately, it is not evident how large the spectral gap needs to be for a graph to be characterized as robust [54].

### 2.2.3 Natural Connectivity ($\lambda$)

Natural connectivity can be interpreted as the "average eigenvalue" of the adjacency matrix $\lambda$ [83], and is defined in Equation (12)

$$\lambda(G) = \ln \left( \frac{1}{n} \sum_{i=1}^{n} e^{x_i} \right).$$

Natural connectivity has a physical and structural interpretation that is tied to the connectivity properties of a network. It is often used to measure the availability of alternative pathways in a network, through the weighted number of closed walks [28]. A walk of length $k$ in a graph is defined as an alternating sequence of vertices and edges $v_0e_1v_1e_2\ldots e_kv_k$, where $v_i \in V$ and $e_i = (v_{i-1}, v_i) \in E$. A walk is said to be closed if $v_0 = v_k$. Closed walks are closely related to the natural connectivity and subgraph centrality (SC), which we can relate through Equation (13)

$$SC(G) = \sum_{i=1}^{n} SC(i) = \sum_{i=1}^{n} \sum_{k=0}^{\infty} \frac{(A^k)_{ii}}{k!} = \sum_{i=1}^{n} \sum_{k=0}^{\infty} \frac{\lambda_i^k}{k!} = \sum_{i=1}^{n} e^{x_i}.$$  

(13)

Here $(A^k)_{ii}$ is the number of closed walks of length $k$ on node $i$, where $k!$ scales the weighted sum so that it does not diverge and longer walks are counted less [28], [83], [107]. We further explore the relationship between subgraph centrality and robustness in Sections 2.2.4 and 2.2.5. For now, we rewrite Equation (13) in relation to natural connectivity as shown in Equation (14)

$$\tilde{\lambda}(G) = \ln \left( \frac{1}{n} \sum_{i=1}^{n} e^{x_i} \right) = \ln \left( \frac{1}{n} SC(G) \right).$$

(14)

Natural connectivity has a time complexity of $O(n^3)$ since it computes the full spectrum of the adjacency matrix [60].

**Robustness Link.** Natural connectivity has a close relation to network topology and dynamical processes on the graph [28]. This can be seen by its close connection to the number of closed walks, which naturally captures the notion of network connectivity and alternative pathways in a network. A larger $\lambda$ indicates a more robust graph.

### 2.2.4 Spectral Scaling ($\zeta$)

When a network is both sparse and highly connected it is said to have “good expansion” (GE), also known as an expander graph or a "good expansion network" (GEN) [38], [108]. Intuitively, we can think of an expander graph as a network lacking bridges or bottlenecks, making it hard to disconnect through the removal of a few nodes or edges. GE is closely related to the spectral gap $\lambda_d$ of a network, and can be used to identify the GE property if $\lambda_d$ is sufficiently large (i.e., $\lambda_1 \gg \lambda_2$) [38]. The question is, how large should the spectral gap be in order for a network to be considered a GEN?

Estrada [38] proposes to solve this problem by combining the spectral gap with subgraph centrality (SC). In particular, they propose to use odd subgraph centrality $SC_{odd}$ to measure the number of odd length closed walks that a node participates in. This helps to avoid trivial closed walks (i.e., paths) occurring from even length closed walks $SC_{even}$. Rewriting Equation (13), we can view SC in terms of its even and odd components [109]

$$SC(i) = \sum_{j=1}^{n} u_j(i)^2 \cosh(\lambda_j) + \sum_{j=2}^{n} u_j(i)^2 \sinh(\lambda_j) = SC_{even}(i) + SC_{odd}(i).$$

(15)

Expanding $SC_{odd}$ into two components based on the first and subsequent eigenvalues

$$SC_{odd}(i) = |u_1(i)|^2 \sinh(\lambda_1) + \sum_{j=2}^{n} |u_j(i)|^2 \sinh(\lambda_j).$$

(16)

Since we know that networks with good expansibility have $\lambda_1 \gg \lambda_2$, we can say that

$$|u_1(i)|^2 \sinh(\lambda_1) \gg \sum_{j=2}^{n} |u_j(i)|^2 \sinh(\lambda_j),$$

(17)

and therefore rewrite Equation (16) using the inequality from Equation (17) as follows:

$$SC_{odd}(i) \approx |u_1(i)|^2 \sinh(\lambda_1).$$

(18)

From Equation (18) we observe that the subgraph centrality is proportional to the first eigenvector $u_1$, yielding the following equation:

$$u_1(i) \propto A[SC_{odd}(i)]^\eta,$$

(19)

where $A = [\sinh(\lambda_1)]^{-0.5}$ and $\eta \approx 0.5$. This implies a linear correlation between $u_1(i)$ and $SC_{odd}(i)$ for networks with good expansion. In a log-log scale Equation (19) can be rewritten as

$$\log|u_1(i)| = \log A + \eta \log[SC_{odd}(i)].$$

(20)

As a result, a log-log plot of $u_1(i)$ versus $SC_{odd}(i)$ shows a linear fit with slope $\eta \approx 0.5$ with an intercept of $\log|A|$ if the network has GE. In order to quantify this into a robustness measure, [38] proposes the formula for spectral scaling in Equation (21)

$$\xi(G) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \{ \log|u_1(i)| - [\log A + \eta \log[SC_{odd}(i)]] \}^2}. $$

(21)

We note that spectral scaling calculates $SC_{odd}(i)$ using the full spectrum of the adjacency matrix, not just the first eigenpair. As such, the time complexity is $O(n^3)$ due to the computation of the full adjacency matrix spectrum [110].

**Robustness Link.** As a robustness measure, the closer the value of $\xi$ to zero, the better the expansion properties and
the more robust the network. Formally, a network is considered to have GE if $\xi < 10^{-2}$, the correlation coefficient $r < 0.999$ and the slope is 0.5. While this method improves upon the spectral gap, it still suffers from a few shortcomings, including—(i) not scalable to large graphs due to computing the full adjacency matrix spectrum; and (ii) not applicable to bipartite graphs which do not contain odd length closed walks.

### 2.2.5 Generalized Robustness Index ($r_k$)

This measure is a fast approximation of spectral scaling, which includes only the top $k$ eigenpairs in the subgraph centrality calculation, since only the first few eigenvalues are large, with most of the eigenvalues symmetric around zero. In many real world graphs $k \ll n$, and therefore, $k$ can be considered a low-rank approximation of the adjacency matrix $A$ [54]. This allows us to compute only a few eigenpairs of $A$ while capturing a majority of the spectrum information; making the measure scalable to large graphs. This process can be seen in Equation (22), where the modified subgraph centrality is referred to as normalized subgraph centrality (NSC)

$$NSC_k(i) = \sum_{j=1}^{k} \sinh(\lambda_j), \forall i \in V. \quad (22)$$

Based on the normalized subgraph centrality $NSC_k$, [54] proposes the generalized robustness index $r_k$

$$r_k = \left\{ \frac{1}{n} \sum_{i=1}^{n} \left[ \log|L(i)| - \log A + \frac{1}{2} \log|NSC_k(i)| \right] \right\}^2, \quad (23)$$

where $A = [\sinh(\lambda_1)]^{-0.5}$. In practice, $k$ can be extremely small while still achieving high accuracy ($k \leq 30$) [54]. This reduces the time complexity of spectral scaling to either $O(kn^2)$ [110] or $(nk + nk^2)$ [106] depending on the implementation.

Robustness Link. As a robustness measure, a smaller $r_k$ implies better robustness. Besides from the computational benefit of the low rank approximation, this measure is very similar to spectral scaling. We refer the reader to Section 2.2.4 for additional information.

### 2.3 Measures Based on Laplacian Matrix Spectrum

The Laplacian matrix $L$ is often used when a problem can be related to spanning trees or the incidence of vertices and edges [104]. Formally, we say that $L(G)$ is the Laplacian matrix of $G$, where $L = D - A$ and $D$ is the diagonal matrix with the degree on the diagonals. It follows that $L_{ij} = d_i$ if $i = j$; $L_{ij} = -1$ if $i$ is adjacent to $j$; and $L_{ij} = 0$ otherwise; where $d_i$ is the degree of node $i$. This can be seen in Equation (24)

$$L_{ij} = \begin{cases} d_i, & \text{if } i = j \\ -1, & \text{if } i \text{ is adjacent to } j \\ 0, & \text{otherwise} \end{cases}$$

Since $D$ and $A$ are both symmetric and have real eigenvalues and an orthonormal basis of eigenvectors, the Laplacian matrix is positive semi-definite with non-negative eigenvalues; with the smallest eigenvalue always being 0. Hence we order the eigenvalues as follows $0 = \mu_1 \leq \mu_2 \leq \cdots \leq \mu_n$ where the set of eigenvalues $\{\mu_1, \mu_2, \ldots, \mu_n\}$ is called the spectrum of $L$. Several robustness measures have been based on the spectra of the Laplacian matrix; we address 3 of the most prominent ones below.

#### 2.3.1 Algebraic Connectivity ($\mu_2$)

The second smallest eigenvalue of the Laplacian is called the algebraic connectivity $\mu_2$, also known as the Fiedler vector [111]. Since the Laplacian is symmetric, positive semi-definite and the rows sum up to 0, the eigenvalues are real and non-negative, with the smallest eigenvalue being zero; and the multiplicity of the zero eigenvalue related to the number of connected components. For a disconnected graph, this means the algebraic connectivity is always zero. The time complexity to compute the algebraic connectivity is $O(m + n)$ [112].

Robustness Link. The larger the algebraic connectivity $\mu_2$ the more robust the graph. This can be understood from its relationship to the characteristic path length of a network; and from its connection to node connectivity $\kappa_e$ and edge connectivity $\kappa_e$ of a graph, where $\mu_2$ serves as a lower bound $0 \leq \mu_2 \leq \kappa_e \leq \kappa_e \leq d_{\min}$. This means that a network with larger algebraic connectivity is harder to disconnect (i.e., more edges, nodes need to be removed) [7].

#### 2.3.2 Number of Spanning Trees ($T$)

A spanning tree is a subgraph of $G$ containing $n$ nodes, $n-1$ edges and no cycles. We can visualize this as a graph connecting all the vertices with the minimum possible number of edges. The number of spanning trees $T$ is the number of unique spanning trees that can be found in a graph. This measure was originally suggested as an indicator of a graph’s ability to stay connected [113]; where Baras and Hovareshti expanded upon it as an indicator of network robustness [16]. As a consequence of the Kirchoff’s matrix-tree theorem [114], the number of spanning trees $T$ can be written as a function of the Laplacian eigenvalues as shown in Equation (25)

$$T = \frac{1}{n} \prod_{i=2}^{n} \mu_i. \quad (25)$$

The time complexity for this measure is $O(n^3)$ due to the computation of the full Laplacian spectrum [115].

Robustness Link. The larger the number of spanning trees the more robust the graph. This can be viewed from the perspective of network connectivity, where a larger set of spanning trees provides a measure of alternative pathways. Unfortunately this measure does not work for disconnected graphs since a spanning tree must include all vertices by definition.

#### 2.3.3 Effective Resistance ($R$)

This measure views a graph as an electrical circuit where an edge $(i,j)$ corresponds to a resister of $r_{ij} = 1$ Ohm and a node $i$ corresponds to a junction. As such, the effective resistance between two vertices $i$ and $j$, denoted $R_{ij}$, is the electrical resistance measured across nodes $i$ and $j$ when
calculated using Kirchoff’s circuit laws. Extending this measure to the whole graph, we say the effective graph resistance $R$ is the sum of resistances for all distinct pairs of vertices [6], [42]. Klein and Randic proved this can be calculated based on the sum of the inverse non-zero Laplacian eigenvalues [2] as shown in Equation (26)

$$R = \frac{1}{2} \sum_{i,j} R_{ij} = n \sum_{i=2}^{n} \frac{1}{\mu_i}.$$

In addition, it has been shown that the effective resistance can be bounded by the algebraic connectivity [37] as shown in Equation (27)

$$\frac{n}{\mu_2} < R \leq \frac{n(n - 1)}{\mu_2}.\quad \text{(27)}$$

The effective resistance has time complexity $O(n^3)$ due to computation of the full Laplacian spectrum.

**Robustness Link.** As a robustness measure, effective resistance measures how well connected a network is, where a smaller value indicates a more robust network [6], [42]. In addition, the effective resistance has many desirable properties, including the fact that it strictly decreases when adding edges [37], and takes into account both the number of paths between node pairs and their length.

### 2.4 Comparing Robustness Measures

In Table 4, we highlight each robustness measure, the category it belongs to (graph, adjacency, Laplacian), and its application to network robustness. By distilling all of this measure information into a single table, users can easily compare robustness measures. This greatly assists in selecting robustness measures across domain specific criteria, where the user may have an idea of what the robustness measure needs to incorporate. For example, users working with critical infrastructure systems want to select a robustness measure that takes into account backup pathways, this information is now readily available, along with how to interpret the measure (e.g., lower is better).

### 2.5 Practical Applications of Robustness Measures

In Table 5, we organize a number of key robustness works studied across five high impact domains. By summarizing this information into a single table, readers can quickly access relevant robustness research in the domain of their choice, simplifying the process of determining if a work is relevant to their application. Despite the prevalence of robustness research, measuring the impact and adoption rate across industry and government organizations is challenging for multiple reasons: (1) network telemetry used to create the graph is often considered sensitive material, and withheld from the public for security and privacy concerns; (2) open-sourcing robustness related research can inadvertently provide malicious adversaries knowledge to reverse engineer defense systems; and (3) proprietary advances in robustness research can be considered trade secrets to prevent adoption by rival companies and government organizations. As a result of the above challenges, our goal through Table 5 is to focus on organizing works that study practical applications of network robustness using real-world data.
2.6 Selecting a Robustness Measure

In this section we explore which robustness metrics may be well suited to particular types of network data through an analysis of two high impact use case scenarios⎯(i) transportation networks and (2) water distribution networks. We begin by exploring the domain specific robustness problems in each use case scenario, and identify important network properties. Studying these network properties in conjunction with the current methods of robustness analysis for the domain, we highlight alternative robustness measures (based on Table 4) that have potential to improve performance for the task at hand. Through this process we take a first step in addressing how to select a robustness measure by providing a template for future domain specific network robustness analysis.

Scenario 1: Transportation Networks. Societal dependence on transportation networks (e.g., roadway) is enormous, and only increasing in number and complexity. Unfortunately, these networks are often purposefully designed to operate with minimal redundancy and high capacity in order to minimize costs. As a result, they are extremely sensitive to failures and disruptions [56]. As such, understanding and studying the vulnerability and robustness of these networks is critical.

While there is currently no definitive definition of transport system vulnerability [56], a well received and representative one is suggested by Berdica [17]: “Vulnerability in the road transportation system is a susceptibility to incidents that can result in considerable reductions in road network serviceability”. In order to understand the nature and extent of the vulnerability posed to transportation networks, graph theoretic measures have evolved as a natural tool of representation. In the study of transportation systems it has been suggested robustness measures take into account factors like:

(i) **average distance** between different stops [56]
(ii) **alternative pathways** of transport [35]
(iii) **bottlenecks** inside and between communities [36]

Currently, highly interpretable network analysis tools such as average distance, betweenness centrality, clustering coefficient and largest connected component are proposed as measures of system robustness [36], [56]. From a decision making perspective, these measures are highly interpretable helping inform decision making policy.

Potential Alternatives. Traditional robustness analysis applied to transportation networks could benefit from the use of spectral based techniques, which are scalable to large networks and could potentially provide better performance. In this domain we identified alternative pathways (i.e., redundancy) and bottlenecks as important criteria in robustness measure selection. Therefore the **spectral gap** which accounts for bottlenecks, and **effective resistance** which takes into account alternative pathways and their length, may be two important measures for robustness analysis.

Scenario 2: Water Distribution Networks. Cities and municipalities depend on a mixture of complex and interconnected infrastructure to provide a reliable and safe source of water to consumers. A serious concern for the water utilities providing this service is the vulnerability of water distribution networks (WDNs) to common failures (e.g., aging pipes) and targeted attacks (e.g., disrupted service) [60], [87]. Due to WDNs natural graph representation, graph robustness measures have become a critical tool in the analysis of network vulnerability. In order to address the concern of vulnerability, multiple criteria have been proposed to evaluate a WDNs robustness:

(i) **alternative pathways of supply** [88]
(ii) **bottlenecks** or articulation points [60]
(iii) **connectedness** of the network [60]
(iv) **loop redundancy** [87]

Interestingly, compared to transportation networks, WDNs currently use a mixture of graph and spectral approaches to account for these desired properties. Common analysis tools include average distance, diameter and clustering coefficient [87], which could be used to identify graph connectedness and loop redundancy. In addition spectral approaches such as spectral gap and algebraic connectivity have been proposed for use in WDN vulnerability analysis. These techniques could be used to identify bottlenecks and measure the strength of connectivity between subregions [60].

Potential Alternatives. Bottleneck and loop redundancy are important criteria in robustness measure selection. Measures such as the spectral gap and algebraic currently can account for bottlenecks; while tools like average distance, diameter and clustering coefficient provide a measure of alternative pathways and loop redundancy. However in this case, **natural connectivity** which is intrinsically tied to loop capacity and alternative pathways presents a compelling robustness measure. In addition, **effective resistance** which takes into account alternative pathways and their length could be a strong alternative measure.

3 Failures and Targeted Attacks

To understand the underlying mechanisms of network failure and attack, we need to examine the graph properties facilitating these issues. In order to do this, we begin with a brief overview of four classical graph models in Section 3.1. This background knowledge on graph models assists in the analysis of network failure and attack in Sections 3.2 and 3.3, respectively.

3.1 Graph Models

We discuss a few key graph generators to provide the reader background on commonly studied models in attack analysis. By understanding the robustness of graph models—which are representative of many real-world datasets—we can better understand new types of graph data that follow the same distributions. For example, many real-world graphs are scale-free in nature [130], [131], [132], [133], [134], meaning that once we determine a network is scale-free [135], we can leverage knowledge of scale-free models to better understand the robustness characteristics of the new graph. There are also multiple advantages of modeling real-world graphs using a generator [136], including— (1) **sampling**, where we can create small graphs to quickly run a suite of robustness measures and attack/defense simulations; (2) **extrapolation**, to evaluate the robustness characteristics of a graph in the future; and (3)
simulation studies, so users can quickly study robustness across various graph topological structures.

Erdős-Rényi (ER) Model [137]. The ER model generates random networks with no particular structural bias, where each graph starts with \( n \) vertices and no edges. For each pair of nodes, an edge is added to the graph with probability \( p \). This leads to the Poisson-type degree distribution where the probability of a vertex having degree \( k \) is \( p_k = p(n-1) \). In addition, the ER model has a logarithmically increasing average distance and a clustering coefficient close to zero. Potentially, the most important property of Erdős-Rényi graphs in relation to network robustness is the homogeneity of the degree and betweenness distributions. This property of homogeneity implies that node importance and network load are evenly distributed among the nodes in the graph [85]. As we will see in the following sections, this is a particularly valuable property.

Watts-Strogatz (WS) Model [82]. The WS model generates graphs with high clustering coefficient and low diameter (small-world property). The model starts by generating a ring lattice with \( n \) vertices, where every node is connected to its \( k \) nearest neighbors. Each edge is then visited once and rewired with probability \( p \) to a vertex chosen uniformly at random (no duplicate edges or self-loops allowed). This has the effect of creating “shortcuts” across the graph, creating the low diameter, small-world property. As such, the WS model shows a heterogeneous betweenness distribution where a small number of nodes have very large betweenness while most nodes contain very little (not a power law distribution though). However, the WS model does manage to maintain a homogeneous degree distribution due the small number of edges rewired [85].

Barbasi-Albert (BA) Scale-Free Model [139]. The BA model generates network topology according to two processes—growth and preferential attachment. Where prior network models kept the number of nodes fixed during the network formation process, the BA model starts with a small set of vertices and grows the network by adding nodes and edges over time. The reason why the BA model follows the socio-logical principle of the “rich get richer,” where the probability of connecting to a node is proportional to the degree of that node, is due to preferential attachment mechanism [138]. The BA model generates scale-free networks following a power law degree distribution given by \( p_k \approx k^{-3} \) with average geodesic distance increasing logarithmically with the size of \( n \), demonstrating the small-world property [43]. As such, the BA model shows both a heterogeneous degree and betweenness distribution, where a small number of nodes account for large proportion of the betweenness load and degree [85].

Clustered Scale-Free (CSF) Model [140]. The CSF model extends the BA model by incorporating a high clustering coefficient through a single step after preferential attachment, called triad formation. The advantage of the CSF model compared to the BA model is that it generates graphs with high clustering coefficient while maintaining the scale-free and small average distance properties. As such, the degree distribution of the CSF model is heterogeneous and roughly equivalent to the BA model [140].

3.2 Isolated & Cascading Failures
These types of failures in a network often occur when a piece of equipment breaks down due to natural causes. In the study of graphs, this could correspond to the removal of either a node or an edge. While random and cascading failures do occur, they are often less severe than targeted attacks. In fact, [85] shows that cascading failures are significantly less impactful than targeted attacks across a range of graph models (ER, WS and BA). For both ER and BA graphs, the network damage from cascading failures is minimal, as shown in the analytical framework by [129]. While the WS model suffered significant damage from the cascading failure, it was still significantly less than the targeted attack. As a whole, this indicates that isolated and cascading failures are less threatening than targeted attacks. As such, we focus on targeted attacks.

3.3 Targeted Attacks
There are two primary mechanisms an adversary can use to attack a network—removal of nodes and removal of edges. The goal of the attacker is to select nodes and edges considered important to the functionality of the network (e.g., critical power substations or electrical lines). To accomplish this, an attacker typically relies on measures of node and edge centrality. While any centrality measure can be used to generate a list of the top \( k \) nodes and edges to remove, we focus on two traditional measures—degree and betweenness centrality. Through these two measures, there are four common attack strategies: initial degree removal (ID), initial betweenness removal (IB), recalculated degree distribution removal (RD) and recalculated betweenness removal (RB) [43]. Each of these attack strategies are discussed below.

Initial Degree Removal (ID). In this attack scenario each node \( v \) in the network is ranked according to its degree \( \delta_v \). For a given budget \( k \), an attacker removes vertices one by one starting with the highest degree nodes. This has the effect of reducing the total number of edges in the network as fast as possible [43]. Since this attack only considers its’ local neighborhood when making a decision, it is considered a local attack. The benefit of this locality is that the attack strategy is quick to compute; linear in the size of nodes in the graph. The same strategy can be applied to the removal of edges from the network, where edge degree \( \delta_e \) can be defined in several ways. Four common ones are shown below [43]:

\[
\begin{align*}
\delta_v &= \delta_u \cdot \delta_v \quad (28a) \\
\delta_v &= \delta_u + \delta_v \quad (28b) \\
\delta_v &= \min(\delta_u, \delta_v) \quad (28c) \\
\delta_v &= \max(\delta_u, \delta_v) \quad (28d)
\end{align*}
\]

In practice, Equation (28) (a) has been shown to be the most effective method of defining edge degree in relation to attack strategy, since it correlates best with betweenness centrality [43].

1. We note the possibility of adding edges to disrupt a network, but are not aware of any research in this direction.
Initial Betweenness Removal (IB). This attack ranks each node $v \in V$ according to its betweenness centrality $b_v$ in Equation (4). The attacker then removes up to $k$ nodes, one at a time in descending order of importance. This has the effect of destroying as many paths as possible [43]. Since this attack considers information from across the network, it is considered a global attack strategy. As a result, the IB attack strategy is significantly more computationally expensive than ID (see Section 2.1.7). The same attack strategy can be applied to the removal of edges using the definition of edge betweenness centrality:

Recalculated Degree Removal (RD). Recalculated degree removal follows the same steps as ID, except that it recalculates the degree distribution of nodes after removing each vertex. This allows for the attacker to re-assess the target after each round of attack. The same process holds for removing edges.

Recalculated Betweenness Removal (RB). Recalculated betweenness removal follows the same steps as IB, except that it recalculates node centrality of each node is removed. The same process holds for removing edges.

### 3.3.1 Comparison of Targeted Attacks

The efficacy of each attack outlined in Section 3.3 is discussed in relation to two robustness measures: size of the largest connected component ($L$) and average inverse distance $\bar{d}^{-1}$, on four classic graph models—(1) Erdős-Rényi (ER), (2) Watts-Strogatz (WS), (3) Barabási-Albert (BA) scale-free and (4) Clustered Scale-Free Model (CSF). We summarize the effectiveness of each attack in Table 6 and provide a detailed review of attack efficacy on each type of graph below.

**Attacking Erdős-Rényi Graphs.** The most effective node attack strategy on ER graphs is RD. However, it takes the removal of $\sim30\%$ of the most central nodes in the graph in order to reduce the $\bar{d}^{-1}$ by $50\%$; and the removal of $\sim40\%$ of the central nodes to decrease $L$ by $50\%$ [43]. This is a large fraction of the nodes to be removed, indicating that ER graph are highly robust to targeted attacks. This robustness of Erdős-Rényi graphs stem from the homogeneous degree and betweenness distributions. Since these distributions evenly spread the load and importance among each of the nodes. Therefore if a few nodes are attacked, no serious network damage occurs [85].

The ER model is also robust to edge based attacks. The most effective attack strategy is again RB, where approximately 40% of the edges have to be removed in order to drop the average inverse distance by 50%. To reach a similar performance drop in the largest connected component, approximately 50% of the edges needed to be removed by the most effective edge attack strategy RD [43].

**Attacking Watts-Strogatz Graphs.** The attack behavior on WS graphs is significantly different from ER graphs. For just a small number of removed vertices, the RB procedure completely breaks down the structure of the graph. By removing just $\sim2\%$ of the most central nodes, $\bar{d}^{-1}$ is reduced by 45%. After removing roughly 10% of the top nodes, the network structure completely breaks down resulting in a 95% decrease in $\bar{d}^{-1}$ and an 85% decrease in $L$ [43]. However, results from [43] show that degree based strategies are largely ineffective in attacking WS graphs. This largely stem from the fact that WS networks have a heterogeneous betweenness distribution and a homogeneous degree distribution. Since the RB attack targets central nodes carrying a majority of the load, the graph rapidly disintegrates. On the other hand, targeting nodes based on degree distribution is not as effective since most nodes have roughly the same degree [85].

Evaluating the robustness of WS graphs under edge attacks results in similar performance degradation compared to node based ones. Again, the RB attack effectively deconstructs the graph after the removal of only 20% of the edges, reducing $L$ to $<5\%$ of its original value. In addition, the average inverse distance drops to roughly 10% of the original value at the same mark. The effectiveness of the RB strategy can be tied to the identification of important edges, which in the WS model are the rewired edges linking the distant parts of the ring [43]. It is interesting to note that the RD strategy is significantly less effective than ID when removing edges—an interesting discussion on this surprising result can be found in [43].

**Attacking Barábasi-Albert Scale-Free Graphs.** The BA graph is significantly more robust to node based attacks than the WS model, even though the BA graph has a heterogeneous degree and betweenness distribution. While this may seem odd at first, it likely stems from the fact that the WS model is based on a ring structure with local connections, where the removal of even a single node significantly affects the neighborhood [85]. While BA graphs are overall quite robust, compared to the ER model, the BA graph is more vulnerable to both RB and RD attacks due to the heterogeneous nature of the degree and betweenness distribution.

Edge based attacks on the BA model perform poorly compared to their node based counterparts. It takes a removal of 40% of the edges in order to drop the performance of $\bar{d}^{-1}$ by 50%. In comparison, it would have only the removal of $\sim12\%$ of the nodes to reach the same level of performance drop. Similar results are found when comparing the largest connected component performance across node and edge attacks [43]. One potential reason for this significant difference could arise from the combination of the homogeneous nature of the betweenness distribution and the hub-like structure of important vertices.

**Attacking Clustered Scale-Free Graphs.** The CSF model is an extension of BA with the addition of a triad step, allowing the

### Table 6
Comparing the Effectiveness of Node and Edge Attack Strategies Against Classic Graph Models [43]

| Attack     | ER   | WS   | BA   | CSF  |
|------------|------|------|------|------|
| Node       |      |      |      |      |
| ID         | ✓    | ✓    | ✓    | ✓    |
| IB         | ✓    | ✓    | ✓    | ✓    |
| RD         | ✗    | ✓    | ✓    | ✓    |
| RB         | ✗    | ✓    | ✓    | ✓    |
| Edge       |      |      |      |      |
| ID         | ✓    | ✓    | ✗    | ✗    |
| IB         | ✓    | ✓    | ✗    | ✗    |
| RD         | ✗    | ✓    | ✗    | ✗    |
| RB         | ✗    | ✓    | ✗    | ✗    |

A check mark (✓) and cross (✗) indicates if an attack is a generally effective or ineffective attack strategy, respectively. See Section 3.3.1 for a more fine grained comparison.
model to generate graphs with a higher clustering coefficient. However, it turns out that this clustering step introduces significant vulnerability into the network. This vulnerability is likely caused by the targeting of important vertices with many triads attached to it [43]. To put it in comparison, removing just 10% of the central nodes from the CSF graph results in both $L$ and $d^{-1}$ dropping by 90%. In comparison, the BA graph which is widely known to be vulnerable to targeted attacks, only drops roughly 50% in $L$ and 10% in $d^{-1}$ with the same number of nodes removed [43].

Similar to the BA graph, CSF graphs seem to be more resilient to edge based attacks than node based ones [43]. However, it is still significantly more vulnerable to RD based edge attacks than the BA model.

4.3 Comparison to Other Targeted Attacks

While we have studied two types of centrality based attacks on networks—node centrality and betweenness centrality—there exists a number of alternative options [15]. Some of these alternatives include: PageRank [141], closeness centrality [142], eigenvector centrality and Katz centrality [143]. However, it has been shown that many of these centrality scores produce highly correlated results when conducting targeted attacks on networks [15]. The three most common groupings of centrality measures according to similarity are as follows: (PageRank, betweenness centrality), (Katz centrality, eigenvector centrality) and (closeness centrality, degree centrality). As such, attack related studies may want to consider evaluating attacks from distinct groups in order to avoid similar attack patterns.

4 NETWORK DEFENSE

To understand the best mechanism of defense for a particular network, it is important to understand the properties of the graph and the type of attack or failure we are expecting to protect against. In Section 4.1 we overview measure independent heuristics for improving network defense, grouping each technique into one of three categories depending on whether it improves network robustness through (i) edge addition, (ii) edge rewiring, or (iii) identifies important nodes and edges in a network to monitor suspicious activity. Then in Section 4.2 we analyze optimization based techniques for network defense according to the same categorization process as above. Finally, in Section 4.3 we discuss when to apply different defense techniques.

4.1 Measure Independent Heuristics

In this section we evaluate network defenses that are heuristic in nature. This means that the technique modifies the graph structure independent of a robustness measure [7].

4.1.1 Edge Addition

Edge additions typically incur additional network costs then edge rewiring, however, they almost always provide better results. In [3], they show that edge addition outperforms all proposed edge rewiring schemes on two measures of network robustness $L$ and $d^{-1}$. In addition, they find that not all edge addition techniques are equal, and that preferential edge addition outperforms random edge addition:

1) Random addition: add an edge connecting two random nodes
2) Preferential addition: add an edge by connecting two nodes having the lowest degrees

4.1.2 Edge Rewiring

Edge rewiring is a popular technique to improve network robustness since it generally has a lower cost associated with it compared to adding edges. As such, we study the 4 methods of edge rewiring proposed in [3];

1) Random edge rewiring: remove a random edge, then add an edge as in (1)
2) Random neighbor rewiring: randomly select a node, and then a random neighbor of that node, then remove the corresponding edge. Next add an edge as in (1)
3) Preferential rewiring: disconnect a random edge from the highest-degree node and reconnect that edge to a random node
4) Preferential random edge rewiring: choose a random edge, disconnect it from the higher degree node, then connect that edge to a random node

In order to evaluate the effectiveness of each proposed rewiring scheme, [3] proposes to measure network robustness through the average inverse distance $d^{-1}$ and largest connected component $L$ on three increasing levels of node attack. With respect to robustness measure $L$, the conclusion that was drawn is that edge rewiring is most effective in the following order: $5 > (3 \text{ and } 6) > 4$. Each number corresponds to the list above. On the other hand when using $d^{-1}$ is used as the metric, preferential rewiring (6) is found to increase $d^{-1}$ the most for small amounts of rewiring, while random edge (3) and random neighbor (4) techniques give the largest $d^{-1}$ improvement when large numbers of edges were rewired [3].

4.1.3 Node Monitoring

Many of the centrality based techniques that are used to attack a network can be used to defend it. In fact, if you know that an adversary is using one of these approaches to attack your network, you can monitor the same nodes in advance. To this end, a range of centrality measures can be used for node monitoring, including: degree centrality, betweenness centrality, PageRank, closeness centrality, eigenvector centrality, Katz centrality, etc. While picking the appropriate measure to monitor your network might seem overwhelming, it has been shown that a high degree of correlation exists between many of these measures. The three most common groupings of centrality measures are: (PageRank, betweenness centrality), (Katz centrality, eigenvector centrality) and (closeness, degree) [15]. This can help reduce the burden of selecting centrality measures for defense by eliminating redundant and highly correlated measures.

4.2 Optimization Based Techniques

The focus of optimization based methods is to modify the underlying graph structure through the manipulation of a targeted robustness measure [7].
4.2.1 Edge Rewiring

For this section, we focus our attention to the optimization based method for edge rewiring proposed in [7]. In this work, they propose an algorithm \textsc{EdgeRewire} that maximizes a particular spectral robustness measure according to a given budget. In addition, they only allow modifications based on degree-preserving edge rewirings in order to ensure that load on nodes remains unchanged. In total, they allow \textsc{EdgeRewire} to operate on six spectral measures, including: spectral radius, spectral gap, natural connectivity, algebraic connectivity, effective resistance and number of spanning trees.

Comparing \textsc{EdgeRewire} to a series of heuristic based edge rewiring approaches on 14 datasets, they find that the proposed method significantly outperforms heuristic based approaches when measuring for the optimized spectral parameter.

4.2.2 Node Monitoring

We focus our study of optimization based node monitoring techniques to the work conducted by Tong et al. [4]. In this work, they propose a three step process for network defense against virus propagation—(i) evaluation of a graphs’ vulnerability to virus propagation via the spectral radius; (ii) design of the ‘Shield-value’ measure to quantify the importance of a set of nodes in protecting the graph; and (iii) development of a quick algorithm utilizing the Shield-value measure to determine the $k$ best nodes to protect the graph.

The spectral radius $\lambda_1$ was chosen as an approximation of graph robustness to virus propagation due to its close link to the epidemiological threshold. As such, in order to minimize the spread of a virus on a network the goal is to minimize $\lambda_1$ by selecting the best set $S$ of $k$ nodes to remove from the graph (i.e., maximize eigenvalue drop). In order to evaluate the goodness of a node set $S$ for removal, [4] proposes the Shield-value measure:

$$S_v(S) = \sum_{i \in S} 2\lambda_1 u_1(i)^2 - \sum_{i,j \in S} A(i,j) u(i) u(j).$$  \hspace{1cm} (29)

The intuition behind this equation is that we want to select nodes for removal/monitoring that have high eigenvector centrality (first term) while penalizing nodes for being close together (second term). In order to select this set of nodes $S$, they develop the NetShield algorithm. We refer the reader to [4] for technical details. To evaluate the efficacy of the node monitoring approach, it is compared across a multitude of heuristic based measures, including—PageRank, degree centrality, etc.—finding that the NetShield approach to node monitoring outperforms traditional centrality based approaches in mitigating the spread of viruses on a network.

4.3 Selecting a Defense Method

The most devastating attacks often correspond to targeted attacks, rather than isolated or cascading failures [85]. As a result, it is common for defense mechanisms to prioritize the protection of networks from targeted attacks, unless prior information indicates otherwise. Since an attacker likely targets nodes or edges based on a measure of centrality, we have information \textit{a priori} on our adversary. As the defender, we often have knowledge of the graph topology and underlying degree distribution. This allows us to better quantify our robustness and identify potential points of attack. For example, we can measure the number of bottlenecks present in our network; along with the availability of alternative pathways. Perhaps most importantly, we can determine the degree and betweenness distribution of the graph topology, allowing us to make additional assumptions about the best defense strategy.

Since many real world networks assume a heterogeneous degree distribution, where a few nodes contain many links and many nodes contain only a few links; we use it as an example network to defend. In this scenario we can: (1) monitor critical nodes according to different measures of centrality (e.g., nodes with many links); (2) rewire the graph in an attempt to increase robustness; or (3) add edges to the network in order to increase robustness. In practice, these decisions often depend on the specific application domain and the cost of the associated action. However, the most cost effective measure is arguably node monitoring, which if implemented carefully, can prevent targeted attacks from ever occurring.

5 Research Directions & Open Problems

We present research directions and open problems distilled from the surveyed works. Four promising directions include: (1) an axiomatic study of desired properties in robustness measures, helping guide the selection and development of new measures; (2) interpretability of robustness measures to assist users in understanding the impact of measure scores; and (3) applying the study of network robustness to additional high-impact domains such as physical security and cybersecurity.

5.1 Guidelines for Selecting & Developing Measures

Comparing robustness measures in a quantitative manner is still an open challenge. While many works have qualitatively remarked on why certain robustness measures are better suited for certain tasks, there has been no formal study outlining desirable characteristics that a robustness measure should contain. By formalizing these desirable properties into a set axioms, future and existing robustness measures could be compared in an independent and quantitative manner, something that is not currently available. We identified 6 desirable robustness properties across the literature that could form the basis for an axiomatic analysis of robustness measures [6], [7], [28]. Below, we provide the guidelines for each axiom, however, each axiom needs to be formalized and (dis)proven for each robustness measure.

1. \textit{Strictly Monotonic}. When an edge is added to a graph the network connectivity is intrinsically enhanced. A robustness measure should account for this increased connectivity by strictly increasing (or decreasing) for each edge added to the graph.

2. \textit{Redundancy}. A critical ability of any robustness measure is to measure redundancy present in the network. This means that if multiple paths between two nodes exist, the proposed measure should be able to account for both the number of paths and their quality (where smaller paths are better).
3. Disconnected. Many real-world graphs contain disconnected components; therefore a measure should be able to evaluate a graphs’ robustness independent of the number of disconnected components.

4. Stable. A robustness measure should change in proportion to the perturbation of the graph structure. For example, if a single edge is added to a graph, we expect that the measure has a proportionally small response.

5. Consistent. Given two graphs with same underlying structure, we would expect them to have similar robustness independent of their size.

6. Scalable. Large graphs containing millions (or sometimes billions) of nodes and edges are common. A robustness measure should be scalable to large graphs, where we define scalable as an algorithm subquadratic with respect to the number of nodes and edges.

6. Intuitive. Ideally, we want robustness measures to have identifiable connections to the underlying graph topology, and for these connections to be conveyable to non-experts in an understandable manner.

5.2 Furthering Interpretability

Ideally, robustness measure should have identifiable connections to the underlying graph topology to explain what the robustness score is indicative of. Recent research has explored this in the more general domains of graph connectivity and ranking [144], [145], [146], [147]. Combining visual representations, helpful interactions, and state-of-the-art attribution and feature visualization techniques together into rich user interfaces could lead to major breakthroughs in understanding graph vulnerability and robustness scores.

5.3 Studying Robustness in New Domains

The study of graph vulnerability and robustness is still nascent in the areas of physical security [25], cybersecurity [40] and interdependent and dynamic networks [148]. For physical security, [25] studies the vulnerability and robustness of physical sensor placement to maximize perimeter security while minimizing network latency. They find that perimeter security systems frequently map to circular lattices which suffer from a trade-off between robustness and mean path length (i.e., latency). Future work could analyze alternative perimeter system mappings that optimize for both criteria, while exploring alternative definitions of robustness in physical security. With respect to cybersecurity, [40] attempts to calculate the vulnerability and robustness of enterprise networks by modeling lateral attack movement between computers. However, their unique probabilistic robustness measure is dependent on cyber domain knowledge and Monte Carlo simulations. Future cybersecurity robustness work could explore the development of robustness measures that are simulation independent, reducing computational costs and the need for explicit domain knowledge. In addition, many real-world networks are dynamic, spatial, and contain interdependent sub-networks. While initial work has been done to introduce an analytical framework for interdependent [24], [148] spatial networks [149], [150]—additional work needs to be done to (i) study dynamic graphs, (ii) comprehensively evaluate various attack and defense scenarios, and (iii) develop unique robustness measures that can better account for the nature of interdependent, spatial, and dynamic networks.

6 CONCLUSION

In this survey, we distill answers to key questions that are currently scattered across multiple scientific fields and numerous papers. In particular, we provide researchers and practitioners crucial access to network robustness information by—(1) summarizing and comparing 17 recent and classical graph robustness measures; (2) exploring which robustness measures are most applicable to different categories of network data (e.g., social, infrastructure); (3) reviewing common network attack strategies, and summarizing which attacks are most effective across different network topologies; and (4) extensive discussion on selecting defense techniques to mitigate attacks across a variety of networks. We concluded by highlighting current research directions and open problems. This survey will serve as a guide to researchers and practitioners in navigating the expansive field of network robustness, while summarizing answers to key questions.
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