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Abstract

Biaffine method is a strong and efficient method for graph-based dependency parsing. However, previous work only used the biaffine method at the end of the dependency parser as a scorer, and its application in multi-layer form is ignored. In this paper, we propose a multi-layer pseudo-Siamese biaffine model for neural dependency parsing. In this model, we modify the biaffine method so that it can be utilized in multi-layer form, and use pseudo-Siamese biaffine module to construct arc weight matrix for final prediction. In our proposed multi-layer architecture, the biaffine method plays important roles in both scorer and attention mechanism at the same time in each layer. We evaluate our model on PTB, CTB, and UD. The model achieves state-of-the-art results on these datasets. Further experiments show the benefits of introducing multi-layer form and pseudo-Siamese module into the biaffine method with low efficiency loss.

1 Introduction

Dependency parsing is a fundamental task in NLP. Given an input sequence $s = w_0w_1...w_n$, the output is a dependency tree $t = \{(h, d, l), 0 \leq h \leq n, 1 \leq d \leq n, l \in L\}$, where $w_i (1 \leq i \leq n)$ is a word, $w_0$ is a pseudo-word as root and $(h, d, l)$ is an arc from $w_h$ to $w_d$ with label $l$ in a relation set $L$. Due to the simplicity and effectiveness of representing syntactic information by using the tree structure, many works involve dependency parsing, such as syntax-enhanced pre-trained model (Xu et al., 2021).

There are two approaches to dependency parsing: transition-based and graph-based methods. Graph-based dependency parsing scores the components of a sentence and selects the highest scoring tree. Dozat and Manning (2017) for the first time introduce biaffine method into the dependency parsing. This strong and efficient biaffine first-order graph-based parser consists of BiLSTM encoder and bi-affine scorer. After the biaffine parser is proposed, many works have focused on further improving the performance of this parser. Since the biaffine parser consists of two parts: BiLSTM encoder and biaffine scorer, there are two main directions of improvement focusing on the two parts respectively.

One direction of improvement is modifying the encoder. Straka (2018) introduce pre-trained model in the embedding stage. Na et al. (2019) fuse the hidden states of different layers of BiLSTM to construct the input of the biaffine scorer. Ji et al. (2019) add graph neural networks before the biaffine scorer to capture high-order information. Li et al. (2019) apply the self-attention mechanism as the replacement of BiLSTM encoder. Mrini et al. (2020) introduce the Label Attention Layer, a new form of self-attention where attention heads represent labels, into the encoder. In these works, although the encoder changes, the biaffine method remains as a scorer at the end of dependency parser.

Another direction is extending the biaffine scorer for second-order parser. Currently, there are relatively few works in this direction due to its difficulty. Zhang et al. (2020) introduce efficient TreeCRF. Wang and Tu (2020) introduce MFVI. Both works extend the biaffine scorer to the tri-affine scorer for scoring second-order subtrees. The results show that introducing high-order information is beneficial to the dependency parser in many ways. In these works, the extended biaffine method still plays the role of a scorer for high-order modeling.

We observe that biaffine method only plays the role of a scorer in almost all graph-based dependency parsers improved by the biaffine parser. The ways and effects of making the method play more roles remains to be explored. This leads us to a new direction of improvement: how to make biaffine method play more roles in dependency parser? We notice that biaffine method is essentially an attention mechanism, so it can be utilized in a multi-
layer architecture like Transformers (Vaswani et al., 2017) to capture more information before the biaffine scorer. However, such an application of biaffine method is equivalent to adding Transformers which uses biaffine attention upon BiLSTM encoder and keeping the biaffine scorer at the end of the model unchanged, that is, the biaffine scorer is independent of the multi-layer architecture, so it cannot obtain more information, which limits the performance gains. This raises a question: how to fuse the biaffine scorer into the multi-layer architecture, which allows the biaffine scorer to make use of more information?

To address this question, we propose a multi-layer pseudo-Siamese biaffine model for graph-based dependency parsing. Our multi-layer architecture consists of several connectable layers with the same structure, and each layer contains two biaffine modules that are identical but have separate parameters, namely pseudo-Siamese module. One biaffine module is used as an attention mechanism to obtain the attention weight to construct the token representation for the next layer; the other is used as a scorer to obtain the arc weight matrix that contributes to final prediction. Therefore, in our proposed multi-layer architecture, the biaffine method plays the role of a scorer and an attention mechanism at the same time in each layer. The biaffine scorer can obtain information from each layer before, instead of only seeing the output of the last layer, so it can make use of more information captured by the multi-layer architecture.

We conduct experiments on PTB, CTB, and UD to verify the effectiveness of our model. Since the usage of pre-trained models like BERT (Devlin et al., 2019) and XLNet (Yang et al., 2019) in the embedding stage is common for dependency parsing, we evaluate our model with different pre-trained models. We conduct the experiments in three aspects: 1) compare our model with previous state-of-the-art dependency parsers using the same pre-trained model to show that our model achieves state-of-the-art performance; 2) implement the original biaffine model and compare it with our model when using the same pre-trained model to show that our modification based on biaffine model significantly improves the performance; 3) compare our multi-layer architecture with other multi-layer architectures for dependency parsing to justify the specific layers we propose.

We also conduct detailed analysis to illustrate four aspects relevant to our model: 1) the impact of the choice of number of layers and attention function on our model; 2) the importance of fusing the biaffine scorer into the multi-layer architecture; 3) the benefit of introducing multi-layer form and pseudo-Siamese module into the biaffine method in many ways, including the overall performance, the performance on short and long sentences respectively and the performance of label prediction; 4) the low efficiency loss of introducing multi-layer form and pseudo-Siamese module into the biaffine method.

In summary, the major contributions of our work are as follows:

- We introduce a multi-layer architecture using biaffine attention mechanism into the biaffine dependency parser, which makes the biaffine method plays more than a role of a scorer in graph-based dependency parsing.
- We introduce pseudo-Siamese module to fuse the biaffine scorer into the multi-layer architecture. We show that fusing the biaffine scorer into the multi-layer architecture is important for the performance gains.
- We conduct experiments and detailed analysis on PTB, CTB, and UD. The results show the benefits of introducing multi-layer form and pseudo-Siamese module into the biaffine method with low efficiency loss.

2 Model

Our graph-based dependency parser contains three parts, i.e., encoder, multi-layer biaffine model, and pseudo-Siamese module.

2.1 Encoder

Encoder consists of Embedding layer and BiLSTM layer. In Embedding layer, input token $w_i$ with Part-of-speech tag $p_i$ are used to construct input vector $e_i$:

$$e_i = [\text{emb}(w_i); \text{posemb}(p_i)]$$

(1)

Where $\text{emb}$ is word embedding, $\text{posemb}$ is learned Part-of-speech tag embedding. We use pre-trained model BERT or XLNet for word embedding. Following Straka et al. (2019), we use the linear combination of hidden states of the last four layers as the embedding, and a word embedding is the average of its subword embeddings. We project
word embedding to a lower dimension. In BiLSTM layer, \( e_0e_1...e_n \) is input into a three-layer BiLSTM model. We arrange the output vectors of the last layer \( h_0, h_1, ..., h_n \) into the matrix \( X^1 \in \mathbb{R}^{n \times 2h} \), as the initial input of multi-layer biaffine model:

\[
h_i = \text{BiLSTM}_i(e_0e_1...e_n) \quad (2)
\]

\[
X^1 = \begin{bmatrix} h_0 & h_1 & ... & h_n \end{bmatrix} \quad (3)
\]

### 2.2 Multi-layer Biaffine Model

Multi-layer biaffine model consists of \( T \) layers with the same structure. The architecture of the \( t \)-th layer is shown in Figure 1. The input matrix of the \( t \)-th layer is \( X^t \). We use the same biaffine method described in Dozat and Manning (2017):

\[
H^t = MLP^{(head)}(X^t) \quad (4)
\]

\[
D^t = MLP^{(dep)}(X^t) \quad (5)
\]

\[
S^t_{i,j} = H^t_j U^t(D^t_i)^T + H^t_j b^t \quad (6)
\]

Where \( MLP^{(head)} \) and \( MLP^{(dep)} \) are \( 2h \times d \) (input dimension is \( 2h \) and output dimension is \( d \); similarly hereinafter); \( U^t \in \mathbb{R}^{d \times d} \) and \( b^t \in \mathbb{R}^d \) are learned parameters. This biaffine module corresponds to Biaffine 1 in Figure 1.

We scale and apply softmax function (Vaswani et al., 2017) on \( S^t \in \mathbb{R}^{n \times n} \) to obtain attention weight matrix, and use it to construct the arc-related representation:

\[
R^t = MLP^{(arc)}(X^t) \quad (7)
\]

\[
V^t = \text{Softmax}(S^t/\sqrt{2h}) R^t \quad (8)
\]

Where \( MLP^{(arc)} \) is \( 2h \times d \).

At the end of the layer, we apply projection and Add & Norm (Vaswani et al., 2017) to obtain the input matrix of the next layer:

\[
X^{t+1} = \text{LayerNorm}(X^t + V^tW^t) \quad (9)
\]

Where \( W^t \in \mathbb{R}^{d \times 2h} \) is learned matrix. \( X^{t+1} \) is used as the input of \((t + 1)\)-th layer.

### 2.3 Pseudo-Siamese Module

We notice that attention weight matrix in each layer and arc weight matrix for final prediction have the same form. Based on this, we use pseudo-Siamese module to construct the arc weight matrix. In the \( t \)-th layer, we use another biaffine module to calculate matrix \( A^t \in \mathbb{R}^{n \times n} \). This biaffine module corresponds to Biaffine 2 in Figure 1. Biaffine 1 and Biaffine 2 have the same structure but different parameters. That is, \( A^t \) is calculated by Equations 4 ~ 6 similar to \( S^t \) but using another set of parameters. We use the linear combination of \( A^t \) as the arc weight matrix \( A \) for final prediction:

\[
A = \sum_{t=1}^{T} a_t \cdot \text{Softmax}(A^t/\sqrt{2h}) \quad (10)
\]

Where \( a \in \mathbb{R}^T \) is learned weight satisfying that \( \sum_{t=1}^{T} a_t = 1 \).

### 2.4 Inference

We use \( A \) calculated by Equation 10 as the arc weight matrix and apply the Eisner algorithm (Eisner, 2000) or the Chu-Liu-Edmonds algorithm (Chu and Liu, 1965; Edmonds et al., 1967) to obtain the maximum spanning tree. After obtaining the tree structure, following Dozat and Manning...
(2017), we use a biaffine classifier to obtain the predicted head \( h_i \):

\[
B_i = H_{hi}U^{(1)}(D_i)^T + [H_{hi}; D_i]U^{(2)} + b
\]

\[
L_i = \text{Softmax}(B_i)
\]

Where \( U^{(1)} \in \mathbb{R}^{d \times k \times d}, U^{(2)} \in \mathbb{R}^{2d \times k} \) and \( b \in \mathbb{R}^k \) are learned parameters (\( k \) is the size of relation set). \( H \) and \( D \) are calculated by Equations 4 \sim 5 using \( X^T \) as input. We select the label with the maximum score for each arc to obtain the final dependency tree.

### 2.5 Training

We calculate \( A \) by Equation 10, and calculate \( L \) by Equation 11 using the gold head. We use the cross-entropy loss for arc and label predictions:

\[
\mathcal{L}^{(arc)} = - \sum_{i=1}^{n} \log(A_{i,h_i})
\]

\[
\mathcal{L}^{(label)} = - \sum_{i=1}^{n} \log(L_{i,l_i})
\]

Where \( h_i \) is the gold head of \( w_i \), and \( l_i \) is the gold label of arc \((h_i, w_i)\). The final loss is:

\[
\mathcal{L} = \lambda \mathcal{L}^{(arc)} + (1 - \lambda) \mathcal{L}^{(label)}
\]

Where \( \lambda \) is a hyper-parameter between 0 and 1.

### 3 Experiments

#### 3.1 Datasets

We evaluate our method on PTB 3.0 (Marcus et al., 1993), CTB 5.1 (Xue et al., 2005), and Universal Dependencies (UD) 2.2. Following Chen and Manning (2014), we use Stanford parser v3.3.0 to convert PTB, and use Penn2Malt tool with the head-finding rules of Zhang and Clark (2008) to convert CTB. Following Fernández-González and Gómez-Rodríguez (2021), we do not use POS tags on PTB, and use gold POS tags on CTB. Following Ma et al. (2018), we evaluate 12 languages selected from UD 2.2 and use POS tags.

#### 3.2 Evaluation

We use UAS and LAS as the metric. During the evaluation, we ignore all punctuation. We use the model after the last epoch of training for evaluation. For all results reported, we run the training process five times with different random seeds and average the results to avoid contingency.

#### 3.3 Implementation Details

We evaluate our model with different pre-trained models, including BERT-uncased and XLNet for PTB, BERT-Chinese for CTB, and BERT-Multilingual-cased for UD. The dimension of word embedding after projection is 300, and the dimension of POS embedding is 50. We set \( h = 512 \), \( \lambda = 0.55 \), \( d = 512 \) for arc and \( d = 128 \) for label. We set \( T = 5 \) on PTB and UD, and \( T = 6 \) on CTB. We apply dropout after embedding and BiLSTM layers with dropout rate 0.33. We apply gradient clipping with max 2-norm value 1. We use Adam (Kingma and Ba, 2015) optimizer with \( \beta_1 = 0.9 \), \( \beta_2 = 0.999 \). The learning rate is \( 1e-5 \) for pre-trained model and \( 5e-4 \) for other components. We train the model for 8 epochs on PTB and UD, and 20 epochs on CTB. We decay the learning rate linearly to 0 during training. We batch the sentences of similar length for efficiency. The batch size is 24. During training, we divide the loss by batch size on CTB and UD but not on PTB. During inference, we use the Eisner algorithm on PTB and CTB, and we use the Chu-Liu-Edmonds algorithm on UD. More discussions on inference algorithms are presented in Section 4.6.

#### 3.4 Baselines

We use nine strong baseline models for comparison and divide them into five categories. All results of baseline models are from the corresponding papers.

**Biaffine.** Dozat and Manning (2017) introduces the biaffine method for first-order graph-based dependency parsing.

**Second-order.** Zhang et al. (2020) introduces TreeCRF and Wang and Tu (2020) introduces MFVI. These parsers extend the biaffine method to triaffine for modeling second-order information.

**HPSG.** Zhou and Zhao (2019) introduces head-driven phrase structure grammar (HPSG) for joint dependency and constituent parsing. Mrini et al. (2020) uses HPSG and introduces label attention layer. These parsers use additional constituency information for training.

**G2GTr.** Mohammadshahi and Henderson (2020) and Mohammadshahi and Henderson (2021) introduces Graph-to-Graph Transformer (G2GTr) for transition-based dependency parsing and graph-based dependency parsing respectively.

**Pointer Networks.** Ma et al. (2018) introduces stack-pointer networks and Fernández-González and Gómez-Rodríguez (2021) introduces bottom-
Table 1: Comparison of dependency parsers on PTB, CTB, and UD2.2. Pre-trained column indicates pre-trained model used for word embedding. †: These approaches join the constituency parsing and use additional constituency information for training.

### Table 1: Comparison of Dependency Parsers on PTB, CTB, and UD2.2

| Pre-trained | Model                        | PTB |       |       |
|-------------|------------------------------|-----|-------|-------|
|             |                              | UAS | LAS   | LAS   |
| w/o         | Zhang et al. (2017)          | 95.74 | 94.08 |       |
|             | Moh. & Hen. (2020)           | 96.11 | 94.33 |       |
|             | Moh. & Hen. (2021)           | 96.66 | 95.01 |       |
|             | Ours(BERT-base)              | 96.93 | 95.18 |       |
|             | Wang & Tu (2020)             | 97.05 | 95.48 |       |
|             | Ours(BERT-large)             | 97.17 | 95.50 |       |
|             | Zhou & Zhao (2019)†          | 97.20 | 95.72 |       |
|             | Mrini et al. (2020)†         | 97.42 | 96.26 |       |
|             | Ours(XLNet-large)            | 97.44 | 95.81 |       |

| Pre-trained | Model                        | CTB |       |       |
|-------------|------------------------------|-----|-------|-------|
|             |                              | UAS | LAS   | LAS   |
| w/o         | Zhang et al. (2017)          | 89.30 | 88.23 |       |
|             | Ma et al. (2018)             | 90.59 | 89.29 |       |
|             | Moh. & Hen. (2020)           | 94.56 | 89.28 |       |
|             | Moh. & Hen. (2021)           | 92.78 | 91.69 |       |
|             | Ours(BERT-base)              | 92.75 | 91.62 |       |
|             | Wang & Tu (2020)             | 92.98 | 91.18 |       |
|             | Ours(BERT-large)             | 93.37 | 92.16 |       |

| Pre-trained | Model                        | UD2.2 |       |       |
|-------------|------------------------------|-------|-------|-------|
|             |                              | UAS   | LAS   |       |
| w/o         | Ma et al. (2018)             | 93.33 | 89.75 |       |
|             | Zhang et al. (2020)          |       | 89.33 |       |
|             | Ours(BERT-base)              | 94.68 | 91.82 |       |

We compare our model with the original biaffine model when using the same pre-trained model. When our model has only one layer, it degenerates to the original biaffine model, so we simply set $T = 1$ and keep other hyperparameters unchanged to implement the original biaffine model with different pre-trained models. The results on PTB and CTB are shown in Table 2. It can be seen that our model with each kind of pre-trained model performs significantly better than the original single-layer biaffine model.
layer biaffine model with the same pre-trained model. Compared with the original single-layer biaffine model, our model improves 0.18 UAS, 0.22 LAS on average on PTB, and improves 0.19 UAS, 0.23 LAS on CTB. The results on UD2.2 are shown in Table 3. It can be seen that our model outperforms the original single-layer biaffine model on 12 languages and improves 0.18 average UAS, 0.11 average LAS. The results show that our modification based on the original biaffine model significantly improves the performance. As a supplement, the results without gold POS tags on CTB are shown in Appendix A.

### 3.7 Comparison with Other Multi-layer Architectures

We compare our multi-layer architecture with other multi-layer architectures to justify the specific layers we propose. We select two strong multi-layer architectures which use BERT-base pre-trained model and have been evaluated on PTB or CTB for comparison: (1) Self-attentive parser proposed by Li et al. (2019). This architecture uses standard multi-head self-attention mechanism in multi-layer form. (2) Syntactic Transformer proposed by Mohammadshahi and Henderson (2021). This architecture uses the same architecture as BERT (Devlin et al., 2019) but changes the functions used by each attention head. For a fair comparison, we remove BiLSTM from our model and use BERT-base pre-trained model, so that the only difference between the models is the multi-layer architecture. The results are shown in Table 4. It can be seen that our multi-layer architecture achieves better results with fewer layers compared with other multi-layer architectures on PTB and CTB, which justifies the specific layers we propose.

### 4 Analysis

#### 4.1 Number of Layers

We evaluate our model with number of layers $T \in \{1, 2, 3, 4, 5, 6, 7\}$ ($T = 1$ means the original biaffine model). The pre-trained model is BERT-base for PTB and BERT-base-Chinese for CTB, and we use this setting in the whole section 4 unless otherwise specified. The results are shown in Figure 2. It can be seen that: (1) Our model with any $T > 1$ outperforms the original single-layer biaffine model on both PTB and CTB. (2) With the increase in the number of layers, the performance of our model gradually improves and starts to be significantly different from the original single-layer biaffine model at $T = 2$ on PTB and $T = 3$ on CTB. (3) From $T = 2$ on PTB and $T = 3$ on CTB, the performance of our model improves with a similar trend on both datasets. This continuous improvement is due to more useful information captured by more layers. (4) After three more layers on both datasets, that is, at $T = 5$ on PTB and $T = 6$ on CTB, our model achieves the optimal performance.

---

**Table 2:** Comparison of original biaffine model and our model with different pre-trained models on PTB and CTB. We perform significance test for each pair of results. ‡ means $p < 0.005$.
Where U is our model. In particular, removing pseudo-Siamese module, we compare it with two other construction methods: (1) True-Siamese. Two biaffine modules in each layer share the parameters, which means A^t = S^t. (2) Non-Siamese. The biaffine module for prediction is removed, and the final prediction is based on S^t. The results are shown in Table 5. It can be seen that either replacing pseudo-Siamese module with true-Siamese module or removing pseudo-Siamese module, will lead to a significant decrease in the performance of our model. In particular, removing pseudo-Siamese module, which means not fusing the biaffine scorer into the multi-layer architecture, will make the performance of our model not significantly different.
Table 6: Results of our model with three methods of constructing arc weight matrix for final prediction on PTB and CTB. P-S: pseudo-Siamese; T-S: true-Siamese; N-S: non-Siamese. For T-S and N-S, we perform significance test against P-S. † means $p < 0.01$ and ‡ means $p < 0.005$.

Table 7: Results of original biaffine model and our model on sentences shorter or longer than average length on PTB and CTB.

Table 8: Results of our model using two inference algorithms with different pre-trained models on PTB and CTB. C-L-E: the Chu-Liu-Edmonds algorithm.

from the original single-layer biaffine model on both PTB and CTB. The results show that using pseudo-Siamese module to fuse the biaffine scorer into the multi-layer architecture is important for the performance gains of our model.

4.4 Sentence Length

We evaluate our model and original biaffine model on sentences shorter or longer than average length on PTB and CTB. The average length is 23.85 words on PTB and 27.22 words on CTB. The results are shown in Table 7. It can be seen that our model outperforms the original single-layer biaffine model on both short and long sentences on PTB and CTB.

4.5 Label Prediction

We evaluate the accuracy of label prediction of our model and the original biaffine model when the gold head is provided on PTB and CTB. Our model achieves 97.79% on PTB and 98.30% on CTB. The original biaffine model achieves 97.76% on PTB and 98.26% on CTB. It can be seen that when the influence of performance difference in head prediction is excluded, our model still performs better in label prediction than the original single-layer biaffine model.

4.6 Inference Algorithms

On PTB and CTB, we use the Eisner algorithm for inference. The time complexity of the Eisner algorithm is $O(n^3)$. Based on the code of Kiperwasser and Goldberg (2016), we implement the Eisner algorithm with Pytorch, which can obtain projective maximum spanning trees on the entire PTB test set in about 5 seconds on a single TITAN RTX GPU. We compare the performance of the Eisner algorithm and the Chu-Liu-Edmonds algorithm on PTB and CTB. The results are shown in Table 8. It can be seen that the Eisner algorithm slightly outperforms the Chu-Liu-Edmonds algorithm on PTB and CTB, because trees in PTB (99.9% projective) and CTB (100% projective) are almost all projective, and the Eisner algorithm guarantees that the obtained tree is projective. There are many non-projective trees in UD, which the Eisner algorithm cannot handle, so we use the Chu-Liu-Edmonds algorithm with time complexity $O(n^3)$ on UD for inference.

4.7 Efficiency Loss

We evaluate the parameter size and speed of the original biaffine model and our model with 5 layers. Our speed evaluation is performed on a single TITAN RTX GPU. Excluding the same encoder
part, the original biaffine model has 2.34M parameters, and our model has 17.04M parameters. To run one epoch of training with batch size 24 on the entire PTB training set, the original biaffine model takes 10.48 minutes, and our model takes 11.07 minutes. Compared with the original biaffine model, our model uses 5.63% more time on training. For inference, the scoring process described in Section 2.2 and 2.3 is the only process in which there is an efficiency difference between the two models. When only considering this process, to parse the whole PTB test set, the original biaffine model uses 0.06 seconds, and our model uses 0.51 seconds. Our model uses 0.45 seconds more in this process, which has little effect on the entire parsing time (17.5 seconds). The relatively low increase in parameter size and time consumption on both training and parsing indicates the low efficiency loss of introducing multi-layer form and pseudo-Siamese module into the biaffine method.

5 Related Work

Transition-based method (Nivre, 2003; Yamada and Matsumoto, 2003) and graph-based method (McDonald et al., 2005; McDonald and Pereira, 2006) are two main approaches to dependency parsing. Before the deep learning era, almost all dependency parsers classify based on many sparse indicator features. Titov and Henderson (2007) for the first time introduce neural networks into transition-based dependency parsing. Chen and Manning (2014) propose a fast and accurate transition-based dependency parser using neural networks. Dyer et al. (2015) introduce BiLSTM into transition-based dependency parsing. Wang and Chang (2016) introduce BiLSTM encoder into the graph-based dependency parser. Kiperwasser and Goldberg (2016) also introduce BiLSTM encoder into dependency parsing and test it with both transition-based and graph-based methods. Based on these works, Dozat and Manning (2017) introduce biaffine method as a scorer into the graph-based dependency parsing and achieve significant performance improvement.

Multi-layer architecture is widely used to improve the performance of the original biaffine parser. Since the original biaffine parser uses multi-layer BiLSTM, Na et al. (2019) propose to use hidden states of different layers of BiLSTM to construct role-dependent representations for each layer, which are aggregated as the input of the biaffine scorer. Li et al. (2019) propose to use multi-layer self-attention at the encoder stage as the replacement of BiLSTM. Ji et al. (2019) propose to add multi-layer graph neural networks before the biaffine scorer and apply layer-wise loss to capture high-order information. Mohammadshahi and Henderson (2021) propose a recursive non-autoregressive graph-to-graph transformer for dependency parsing. They introduce a multi-layer architecture similar to BERT but changing the attention function. In these models, the biaffine method is used as a scorer after the multi-layer architecture. Differently, our multi-layer architecture uses the biaffine method in each layer as the role of an attention mechanism and a scorer at the same time.

Pseudo-Siamese network architecture, which means using two separate but identical networks to process a pair of inputs and fusing the information at a later stage, is widely used in the field of computer vision (Hughes et al., 2018; Treible et al., 2019). In our model, we use two separate but identical biaffine modules in each layer to process the same input into two branches, which is a reversed pseudo-Siamese network architecture.

6 Conclusions

In this paper, we propose a multi-layer biaffine pseudo-Siamese model for neural dependency parsing. In our proposed multi-layer architecture, biaffine method plays the role of a scorer and an attention mechanism at the same time in each layer. We conduct experiments and detailed analysis on PTB, CTB, and UD, showing the benefit of introducing multi-layer form and pseudo-Siamese module into the biaffine method. Compared with the original single-layer biaffine model, our model has a significant advantage in performance with low efficiency loss. Our analysis shows that fusing the biaffine scorer into the multi-layer architecture is important for the performance gains of our model. Compared with other multi-layer architectures for dependency parsing, our multi-layer architecture also has a performance advantage. Our model achieves state-of-the-art results on PTB, CTB, and UD. Our code is available at https://github.com/xzy-xzy/MLPSB-Parser.
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Previous works generally use gold POS tags on CTB. To get a more realistic estimate of real performance, we evaluate our model and the original biaffine model without gold POS tags on CTB. Our model achieves 91.45 UAS, 89.31 LAS. The original biaffine model achieves 91.19 UAS, 89.07 LAS. Compared with the original biaffine model, our model improves 0.26 UAS, 0.24 LAS. The significance test shows that $p < 0.005$ on UAS and $p < 0.01$ on LAS. It can be seen that our model still outperforms the original biaffine model without gold POS tags on CTB.