GEOMETRIC EQUIVALENCE AMONG SMOOTH MAP GERMS

SHYUICHI IZUMIYA, MASATOMO TAKAHASHI, AND HIROSHI TERAMOTO

Dedicated to the memory of John N. Mather

Abstract. We consider equivalence relations among smooth map germs with respect to geometry of $G$-structures on the target space germ. These equivalence relations are natural generalization of right-left equivalence (i.e., $A$-equivalence) in the sense of Thom-Mather depending on geometric structures on the target space germ. Unfortunately, these equivalence relations are not necessarily geometric subgroups in the sense of Damon (1984). However, we have interesting applications of these equivalence relations.

Key words. $G$-structure, $A$-equivalence, Singularities of map germs.

Mathematics Subject Classification. Primary 58K40; Secondary 53C10.

1. Introduction. In the history of the theory of singularities of smooth mapping, the notion of $A$-equivalence (i.e. right-left equivalence or isomorphism) among smooth map germs in the sense of Mather is the most natural equivalence (cf. [27, 28]) from the view point of differential topology. In order to solve the stability problems of Thom [35], Mather also introduced the notion of $K$-equivalence, which played a key role in his theory. Moreover, Tougeron [36] introduced the notion of $K[G]$-equivalence (it is $G$-equivalence in the terminology of Tougeron) for a linear Lie group $G$ which linearly acts on the target space germ. If $G$ is a general linear group, then $K[G]$-equivalence is $K$-equivalence. Recently, there appeared several applications of $K[G]$-equivalence (cf. [1, 5, 6, 7, 20, 31, 33, 34]) which include applications to quantum physics etc. In this paper we consider the case when the target space germ $(\mathbb{R}^p, 0)$ has a $G$-structure. Then we introduce the notion of $A[G]$-equivalence among smooth map germs analogous to $K[G]$-equivalence. If $G = GL(p, \mathbb{R})$, then $A[GL(p, \mathbb{R})]$-equivalence is the original $A$-equivalence in the sense of Mather. If $G = \{I_p\}$ ($I_p$ is the unit matrix), then $A[\{I_p\}]$-equivalence is $R$-equivalence in the sense of Mather [27, 29]. Therefore, $A[G]$-equivalence is one of the direct and natural generalizations of $A$-equivalence. Although $K[G]$ is a geometric subgroup of $K$ in the sense of Damon [8], $A[G]$ is not necessarily a geometric subgroup of $A$. Thus the usual techniques of singularity theory cannot work generally. Moreover, it is known that $A$-equivalence implies $K$-equivalence [27]. This fact does not hold for $A[G]$ and $K[G]$ generally. The above properties are dependent on the Lie group $G$. However, we can seek out the interesting examples of $A[G]$-equivalence, which have been investigated recently (cf. [7, 9, 12, 13, 14, 23, 24, 25, 38]). Therefore it is worth while to study properties of $A[G]$-equivalence for general Lie subgroup $G \subset GL(p, \mathbb{R})$. In this paper, we consider some fundamental properties of $A[G]$-equivalence and give some interesting examples. As a first step, we investigate the infinitesimal algebraic structure of $A[G]$-equivalence.
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On the other hand, if we consider a $G'$-structure on the source space germ $(\mathbb{R}^n, 0)$, we also have the notion of $\mathcal{R}[G']$, $\mathcal{A}[G'; G]$ and $\mathcal{K}[G'; G]$-equivalence among smooth map germs, respectively. Even though there are interesting examples of those equivalence relations, we need longer pages for describing those equivalence relations, so that we only consider $\mathcal{A}[G]$-equivalence in this paper.

The organization of this paper is as follows. In §2 we introduce $\mathcal{A}[G]$-equivalence and $\mathcal{R} \times G$-equivalence which are main subjects in this paper. We briefly review algebraic properties of infinitesimal version of $\mathcal{A}$-equivalence following Mather [27] in §3. For the study of $\mathcal{A}[G]$-equivalence, we investigate algebraic properties of vector field associated with a linear Lie group $G$ in §4. Moreover, we calculate these vector fields for some examples of Lie groups. Following the results of previous sections, we formulate the infinitesimal version of $\mathcal{A}[G]$-equivalence and investigate the relationship between $\mathcal{A}[G]$ and $\mathcal{R} \times G$ in §5. In §6 we give several examples of $\mathcal{A}[G]$-equivalence, where $G$ is $SO(p)$, $SL(p, \mathbb{R})$, $Sp(2p)$ or other cases. There are other interesting cases which we do not mention here (for example, $G = SO_0(1,q)$, etc) which will be investigated in elsewhere. Following the observations in §6, we investigate relationships between $\mathcal{A}[G]$-equivalence and $\mathcal{R} \times G$-equivalence in §7. Finally we propose an important prospective problem.

We assume that all map germs and manifolds are class $C^{\infty}$ unless stated otherwise.

2. Geometric equivalence. We consider smooth map germs $f : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0)$. One of the most natural equivalence relations among map germs is $\mathcal{A}$-equivalence (i.e. an isomorphism) in the sense of Mather [27]. We say that smooth map germs $f, g : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0)$ are $\mathcal{A}$-equivalent if there exist diffeomorphism germs $\phi : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^n, 0)$ and $\psi : (\mathbb{R}^p, 0) \rightarrow (\mathbb{R}^p, 0)$ such that $\psi \circ f = g \circ \phi$. We define the group of diffeomorphism germs on $(\mathbb{R}^p, 0)$:

$$\text{Diff}(p) = \{ \psi \mid \psi : (\mathbb{R}^p, 0) \rightarrow (\mathbb{R}^p, 0) : \text{diffeomorphism germ} \}.$$  

In this paper we consider the case when the target space $\mathbb{R}^p$ has a geometric structure. Let $G \subset GL(p, \mathbb{R})$ be a linear Lie group. Then $G$ can be considered as a structure group of the tangent bundle of $\mathbb{R}^p$, so that the group $G$ gives a $G$-structure on the target space $\mathbb{R}^p$. We define natural geometric equivalence among smooth map germs with respect to $G$-structures, which is a generalization of $\mathcal{A}$-equivalence as follows: For a diffeomorphism germ $\psi : (\mathbb{R}^p, 0) \rightarrow (\mathbb{R}^p, 0)$, we have the Jacobi matrix $J_\psi(y)$ at $y \in (\mathbb{R}^p, 0)$. We say that smooth map germs $f, g : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0)$ are $\mathcal{A}[G]$-equivalent if there exist diffeomorphism germs $\phi : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^n, 0)$ and $\psi : (\mathbb{R}^p, 0) \rightarrow (\mathbb{R}^p, 0)$ with $J_\psi(y) \in G$ for any $y \in (\mathbb{R}^p, 0)$ such that $f \circ \phi = \psi \circ g$. This equivalence is not a geometric subgroup of $\mathcal{A}$ in the sense of Damon [8] generally. The situation depends on the Lie group $G$. We consider the group of diffeomorphism germs with respect to $G$:

$$\text{Diff}[G](p) = \{ \psi \in \text{Diff}(p) \mid J_y \psi \in G \text{ for any } y \in (\mathbb{R}^p, 0) \}.$$  

We remark that $\text{Diff}[\text{GL}(p, \mathbb{R})](p) = \text{Diff}(p)$ and $\text{Diff}([I_p])(p) = \{ 1_{\mathbb{R}^p} \}$. For $\psi \in \text{Diff}[G](p)$, we say that $\psi$ is isotopic to the identity if there exists a family $\Psi : (\mathbb{R}^p \times \mathbb{R}, 0 \times [0, 1]) \rightarrow (\mathbb{R}^p, 0)$ such that $\psi_t \in \text{Diff}[G](p)$, $\psi_0 = 1_{\mathbb{R}^p}$ and $\psi_1 = \psi$, where $\psi_t(x) = \Psi(x, t)$. We define

$$\text{Diff}_0[G](p) = \{ \psi \in \text{Diff}[G](p) \mid \psi \text{ is isotopic to the identity} \}.$$
We say that \( f, g : (\mathbb{R}^n, 0) \to (\mathbb{R}^p, 0) \) are \( A_0[G] \)-equivalent if there exist a diffeomorphism germ \( \phi : (\mathbb{R}^n, 0) \to (\mathbb{R}^n, 0) \) and \( \psi \in \text{Diff}_0[G](p) \) such that \( f \circ \phi = \psi \circ g \). Following the definition of the left equivalence of Mather \[27\], we say that \( f, g : (\mathbb{R}^n, 0) \to (\mathbb{R}^p, 0) \) are \( L[G] \)-equivalent if there exists \( \psi \in \text{Diff}[G](p) \) such that \( f = \psi \circ g \).

Moreover, for any \( A \in G \subset GL(p, \mathbb{R}) \), we have the natural linear isomorphism \( \psi_A : (\mathbb{R}^p, 0) \to (\mathbb{R}^p, 0) \) defined by \( \psi_A(y) = A^t y \), where \( A^t \) is the transposed column vector of \( y = (y_1, \ldots, y_p) \) and \( A^t y \) is the matrix product. We say that smooth map germs \( f, g : (\mathbb{R}^n, 0) \to (\mathbb{R}^p, 0) \) are \( \mathcal{R} \times G \)-equivalent if there exist a diffeomorphism germ \( \phi : (\mathbb{R}^n, 0) \to (\mathbb{R}^n, 0) \) and \( A \in G \) such that \( f \circ \phi = \psi_A \circ g \). If \( G = \{ f_p \} \), then both of \( A[G] \)-equivalence and \( \mathcal{R} \times G \)-equivalence are equal to \( \mathcal{R} \)-equivalence (i.e. right equivalence) in the sense of Mather \[27\]. Moreover, \( A[GL(p, \mathbb{R})] \)-equivalence is \( \mathcal{A} \)-equivalence. By definition, if \( f, g \) are \( \mathcal{R} \times G \)-equivalent, then these are \( A[G] \)-equivalent. There are several interesting examples of these equivalence relations.

We now define \( A(n,p) = \text{Diff}(n) \times \text{Diff}(p) \). Since \( G \subset \text{Diff}[G](p) \subset \text{Diff}(p) \), we have subgroups \( A[G](n,p) = \text{Diff}(n) \times \text{Diff}[G](p) \) and \( (\mathcal{R} \times G)(n,p) = \text{Diff}(n) \times G \) of \( A(n,p) \).

3. Infinitesimal structures of \( \mathcal{A} \)-equivalence. Following \[27, 28\], we briefly review the infinitesimal properties of \( \mathcal{A} \)-equivalence among map-germs. Let \( \mathcal{E}_n \) be the local \( \mathbb{R} \)-algebra of function germs of \( n \)-variables at the origin with the unique maximal ideal \( \mathfrak{m}_n \). For a map germ \( f : (\mathbb{R}^n, 0) \to (\mathbb{R}^p, 0) \), we have a pull-back \( \mathbb{R} \)-algebra homomorphism \( f^* : \mathcal{E}_p \to \mathcal{E}_n \) defined by \( f^*(h) = h \circ f \). We also consider an \( \mathcal{E}_n \)-module of germs of vector fields along \( f \), which is defined by

\[
\theta(f) = \left\{ \sum_{j=1}^p \eta_j(x) \frac{\partial}{\partial y_j} \circ f \mid \eta_j \in \mathcal{E}_n, (j = 1, \ldots, p) \right\},
\]

where, \( y = (y_1, \ldots, y_p) \in \mathbb{R}^p \). Therefore, \( \theta(f) \) is identified with

\[
C^\infty(n,p) = \{ h \mid h : (\mathbb{R}^n, 0) \to \mathbb{R}^p ; \text{ map germ} \} \cong \mathcal{E}_n \times \cdots \times \mathcal{E}_n = \mathcal{E}_n^p
\]
as \( \mathcal{E}_n \)-modules. Moreover, \( \mathfrak{m}_n \theta(f) = \mathfrak{m}_n C^\infty(n,p) = \mathfrak{m}_n^p \) is an \( \mathcal{E}_n \)-submodule of \( C^\infty(n,p) \) consisting of all map germs \( (\mathbb{R}^n, 0) \to (\mathbb{R}^p, 0) \). Therefore, we define the action of \( A(n,p) \) on \( \mathfrak{m}_n C^\infty(n,p) \) by \( \mu(\phi, \psi, f) = \psi \circ f \circ \phi^{-1} \). The orbit through \( f \) is the set of all map germs which are \( \mathcal{A} \)-equivalent to \( f \). Since \( A[G](n,p) \) and \( (\mathcal{R} \times G)(n,p) \) are subgroups of \( A(n,p) \), the above action induces the actions of these subgroups on \( \mathfrak{m}_n C^\infty(n,p) \).

We now consider formal tangent spaces of an \( \mathcal{A} \)-orbit. The tangent space of \( \mathfrak{m}_n C^\infty(n,p) \) at \( f \) is defined to be the set of \( d(c(t))/dt \mid_{t=0} \) for a curve \( c(t) \in \mathfrak{m}_n C^\infty(n,p) \) with \( c(0) = f \). We denote it by \( T_f \mathfrak{m}_n C^\infty(n,p) \), which is called a (formal) tangent space of \( \mathfrak{m}_n C^\infty(n,p) \) at \( f \). Since \( c(t)(x) = f_t(x) \) with \( f_0 = f \), we have

\[
T_f \mathfrak{m}_n C^\infty(n,p) = \left\{ \sum_{j=1}^p \eta_j(x) \frac{\partial}{\partial y_j} \circ f \mid \eta_j \in \mathfrak{m}_n, (j = 1, \ldots, p) \right\}.
\]

Therefore \( T_f \mathfrak{m}_n C^\infty(n,p) \) can be identified with \( \mathfrak{m}_n \theta(f) \). We also define an extended tangent space of \( \mathfrak{m}_n C^\infty(n,p) \) at \( f \) by \( T_f \mathfrak{m}_n C^\infty(n,p)_e = \theta(f) \).

Following Mather \[27\], we define a mapping \( tf : \theta(n) \to \theta(f) \) by \( tf(\zeta) = df \circ \zeta \), where \( \theta(n) = \theta(1_{\mathbb{R}^n}) \) and \( df : T\mathbb{R}^n \to T\mathbb{R}^p \) is the differential map of \( f \). We remark that \( \theta(n) \) is the \( \mathcal{E}_n \)-module of vector field germs on \( (\mathbb{R}^n, 0) \). Then \( tf \) is an
If $\psi : E \rightarrow E$ is an $E_p$-homomorphism, then $\omega f$ is an $E_p$-homomorphism. Therefore, $(\omega f, tf, \theta(p), \theta(n), \theta(f))$ is called a mixed homomorphism of finite type over $f^* : E_p \rightarrow E_n$ in [27]. The notion of mixed homomorphisms plays a principal role in the theory of Mather in [27, 28].

In order to investigate $A[G]$-equivariance, we need to investigate infinitesimal properties of $Diff[G](p)$.

4. Algebraic structures of vector field germs with respect to $G$. In order to investigate general properties of the set of vector field germs with respect to a $G$-structure, we consider a linear Lie group $G \subset GL(p, \mathbb{R})$ and the Lie algebra $g = T_1 G \subset M_p(\mathbb{R})$. Here, $M_p(\mathbb{R})$ is the Lie algebra of $p \times p$-matrices over $\mathbb{R}$.

For any $\psi \in Diff[G](p)$, we define the formal tangent space of $Diff[G](p)$ at $\psi$ by

$$T_\psi Diff[G](p) = \left\{ \frac{d\psi_t}{dt} \bigg|_{t=0} \bigg| \psi_t \in Diff[G](p) \text{ for } t \in (\mathbb{R}, 0), \psi_0 = \psi \right\}.$$ 

If $\psi = 1_{\mathbb{R}^p}$, then

$$J_y \left( \frac{d\psi_t}{dt} \bigg|_{t=0} \right) = \frac{d(J_y \psi_t)}{dt} \bigg|_{t=0} \in T_1 G = g,$$

for any $\psi_t \in Diff[G](p)$ with $\psi_0 = 1_{\mathbb{R}^p}$ and any $y \in (\mathbb{R}^p, 0)$. Since $d\psi_t/dt|_{t=0}$ is a vector field germ, we have

$$\frac{d\psi_t}{dt} \bigg|_{t=0}(y) = \sum_{i=1}^p \eta_i(y) \frac{\partial}{\partial y_i},$$

which can be identified with the map germ $\eta = (\eta_1, \ldots, \eta_p) : (\mathbb{R}^p, 0) \rightarrow (\mathbb{R}^p, 0)$. Therefore, we have

$$\left( \frac{\partial \eta_i}{\partial y_j}(y) \right) \in g \text{ for any } y \in (\mathbb{R}^p, 0).$$

Since $g$ is a real vector space, $T_{1_{\mathbb{R}^p}} Diff[G](p)$ is also a real vector space. Actually, we have

$$T_{1_{\mathbb{R}^p}} Diff[G](p) = \left\{ \sum_{i=1}^p \eta_i(y) \frac{\partial}{\partial y_i} \bigg| \left( \frac{\partial \eta_i}{\partial y_j}(y) \right) \in g \text{ for any } y \in (\mathbb{R}^p, 0), \eta_i(0) = 0 \right\}.$$ 

We now define $\mathbb{R}$-linear subspaces of $\theta(p)$ by

$$\theta[G](p) = \left\{ \sum_{i=1}^p \eta_i(y) \frac{\partial}{\partial y_i} \bigg| \left( \frac{\partial \eta_i}{\partial y_j}(y) \right) \in g \text{ for any } y \in (\mathbb{R}^p, 0) \right\},$$

and

$$\theta[G]_0(p) = \left\{ \sum_{i=1}^p \eta_i(y) \frac{\partial}{\partial y_i} \in \theta[G](p) \bigg| \eta_i(0) = 0 \right\}.$$ 

By definition, $\theta[G](p)$ and $\theta[G]_0(p)$ are $\mathbb{R}$-linear subspaces of $\theta(p)$. By the above arguments, we have $T_{1_{\mathbb{R}^p}} Diff[G](p) = \theta[G](p)$. For any $\psi \in Diff_0[G](p)$, we consider $\psi_t \in$
Diff[\mathcal{G}](p)$ for $t \in (\mathbb{R}, 0)$ such that $\psi_0 = 1_{\mathbb{R}^p}$. Then we define $\tilde{\psi}_t = \psi \circ \psi_t \in \text{Diff}[\mathcal{G}](p)$, so that $\tilde{\psi}_0 = \psi$. It follows that

$$d\psi \circ \frac{d\tilde{\psi}_t}{dt}|_{t=0} = \frac{d\tilde{\psi}_t}{dt}|_{t=0} \in T_\psi \text{Diff}[\mathcal{G}](p),$$

so that we have a linear isomorphism $t\psi : \theta[\mathcal{G}]_0(p) \rightarrow T_\psi \text{Diff}[\mathcal{G}](p)$ defined by $t\psi(\eta) = d\psi \circ \eta$. Therefore, we can identify $\theta[\mathcal{G}]_0(p)$ with $T_\psi \text{Diff}[\mathcal{G}](p)$ through $d\psi$. Moreover, $\theta(p)$ is an $\mathcal{E}_p$-module. We also define an $\mathcal{E}_p$-module $\mathfrak{g}(\mathcal{E}_p)$ by

$$\mathfrak{g}(\mathcal{E}_p) = \{ \zeta : (\mathbb{R}^p, 0) \rightarrow \mathfrak{g} : C^\infty \}.$$

We now define a sub $\mathbb{R}$-algebra $\mathcal{E}_p[\mathcal{G}]$ of $\mathcal{E}_p$ such that $\theta[\mathcal{G}]_0(p)$ is a sub $\mathcal{E}_p[\mathcal{G}]$-module of $\theta(p)$ as follows: For $\lambda \in \mathcal{E}_p$, we define a map germ

$$\text{grad}_y \lambda : \theta(p) \rightarrow M_p(\mathcal{E}_p)$$

by

$$\text{grad}_y \lambda(\eta) = \eta \otimes \left( \frac{\partial \lambda}{\partial y_1}, \ldots, \frac{\partial \lambda}{\partial y_p} \right) = \left( \eta_1 \frac{\partial \lambda}{\partial y_1}, \ldots, \eta_p \frac{\partial \lambda}{\partial y_p} \right),$$

where $\eta = (\eta_1, \ldots, \eta_p)$ and $y = (y_1, \ldots, y_p)$. Then we define a subset of $\mathcal{E}_p$ by

$$\mathcal{E}_p[\mathcal{G}] = \left\{ \lambda \in \mathcal{E}_p \mid \text{grad}_y \lambda(\eta) \in \mathfrak{g}(\mathcal{E}_p) \text{ for } \eta \in \theta[\mathcal{G}]_0(p) \right\}.$$

Since $\mathfrak{g}(\mathcal{E}_p)$ is an $\mathcal{E}_p$-module,

$$\text{grad}_y (\lambda_1 + \lambda_2)(\eta) = \text{grad}_y \lambda_1(\eta) + \text{grad}_y \lambda_2(\eta) \in \mathfrak{g}(\mathcal{E}_p)$$

and

$$\text{grad}_y (\lambda_1 \lambda_2)(\eta) = \lambda_2 \text{grad}_y \lambda_1(\eta) + \lambda_1 \text{grad}_y \lambda_2(\eta) \in \mathfrak{g}(\mathcal{E}_p)$$

for any $\lambda_1, \lambda_2 \in \mathcal{E}_p[\mathcal{G}]$ and $\eta \in \theta[\mathcal{G}]_0(p)$. This means that $\mathcal{E}_p[\mathcal{G}]$ is an $\mathbb{R}$-algebra. For any $\eta \in \theta[\mathcal{G}]_0(p)$ and $\lambda \in \mathcal{E}_p$, we have

$$\left( \frac{\partial \lambda \eta_i}{\partial y_j} \right) = \text{grad}_y \lambda(\eta) + \lambda \left( \frac{\partial \eta_i}{\partial y_j} \right).$$

It follows that $\lambda \eta \in \theta[\mathcal{G}]_0(p)$ if and only if $\text{grad}_y \lambda(\eta) \in \mathfrak{g}(\mathcal{E}_p)$, so that $\theta[\mathcal{G}]_0$ is an $\mathcal{E}_p[\mathcal{G}]$-module. Then we have the following theorem:

**Theorem 4.1.** Let $R$ be a sub $\mathbb{R}$-algebra of $\mathcal{E}_p$ such that $\theta[\mathcal{G}]_0(p)$ is a sub $R$-module of $\theta(p)$. Then $R \subset \mathcal{E}_p[\mathcal{G}]$.

**Proof.** We consider any $\lambda \in R \subset \mathcal{E}_p$. For any $\eta \in \theta[\mathcal{G}]_0(p)$, we have

$$\left( \frac{\partial \lambda \eta_i}{\partial y_j} \right) = \text{grad}_y \lambda(\eta) + \lambda \left( \frac{\partial \eta_i}{\partial y_j} \right).$$

Since $\eta, \lambda \eta \in \theta[\mathcal{G}]_0(p)$, we have $(\partial \eta_i/\partial y_j), (\partial \lambda \eta_i/\partial y_j) \in \mathfrak{g}(\mathcal{E}_p)$. It follows that $\text{grad}_y \lambda(\eta) \in \mathfrak{g}(\mathcal{E}_p)$, so that $\lambda \in \mathcal{E}_p[\mathcal{G}]$. 

\[ \square \]
We call \( \mathcal{E}_p[G] \) a maximum \( \mathbb{R} \)-subalgebra of \( \mathcal{E}_p \) with respect to \( \theta[G]_{0}(p) \). Moreover, \( \mathcal{E}_p[G] \) is a \( C^\infty \)-ring in the sense of [10, 17]. We say that an \( \mathbb{R} \)-subalgebra \( R \) of \( \mathcal{E}_p \) is a \( C^\infty \)-subring of \( \mathcal{E}_p \) if

\[
f(\lambda_1,\ldots,\lambda_r) \in R
\]

for any \( \lambda_1,\ldots,\lambda_r \in R \) and \( f \in \mathcal{E}_r \). In this case \( R \) is a local ring with the unique maximal ideal \( M_R = M_p \cap R \).

**Proposition 4.2.** The maximum \( \mathbb{R} \)-subalgebra \( \mathcal{E}_p[G] \) of \( \mathcal{E}_p \) with respect to \( \theta[G]_{0}(p) \) is a \( C^\infty \)-subring of \( \mathcal{E}_p \).

**Proof.** For any \( \lambda_1,\ldots,\lambda_r \in \mathcal{E}_p[G] \) and \( f \in \mathcal{E}_r \), we would like to show that

\[
f(\lambda_1,\ldots,\lambda_r) \in \mathcal{E}_p[G].
\]

Since

\[
\frac{\partial f(\lambda_1(y),\ldots,\lambda_r(y))}{\partial y_i} = \sum_{j=1}^{r} \frac{\partial f(\lambda_1(y),\ldots,\lambda_r(y))}{\partial \lambda_j} \frac{\partial \lambda_j}{\partial y_i},
\]

we have

\[
\text{grad}_y f(\lambda_1,\ldots,\lambda_r)(\eta) = \begin{pmatrix} \eta_1 \frac{\partial f}{\partial \lambda_1} & \cdots & \eta_r \frac{\partial f}{\partial \lambda_r} \\ \vdots & \ddots & \vdots \\ \eta_1 \frac{\partial f}{\partial \lambda_1} & \cdots & \eta_r \frac{\partial f}{\partial \lambda_r} \end{pmatrix} \begin{pmatrix} \frac{\partial \lambda_1}{\partial y_1} & \cdots & \frac{\partial \lambda_1}{\partial y_p} \\ \vdots & \ddots & \vdots \\ \frac{\partial \lambda_r}{\partial y_1} & \cdots & \frac{\partial \lambda_r}{\partial y_p} \end{pmatrix}
\]

\[
= \sum_{j=1}^{r} \frac{\partial f}{\partial \lambda_j}(\lambda(y)) \text{grad}_y(\lambda_j)(\eta),
\]

for any \( \eta = (\eta_1,\ldots,\eta_r) \in \theta[G]_{0}(p) \). By definition, \( \text{grad}_y(\lambda_j)(\eta) \in \mathfrak{g}(\mathcal{E}_p) \). Since \( \mathfrak{g}(\mathcal{E}_p) \) is an \( \mathcal{E}_p \)-module, \( \text{grad}_y f(\lambda_1,\ldots,\lambda_r)(\eta) \in \mathfrak{g}(\mathcal{E}_p) \), for any \( \eta = (\eta_1,\ldots,\eta_p) \in \theta([G]_{0}(p)) \). This completes the proof. \( \square \)

We say that \( A \) is a differentiable algebra (or, \( DA \)-algebra) if \( A \) is an \( \mathbb{R} \)-algebra and there exists a surjective algebra homomorphism \( \phi : \mathcal{E}_n \rightarrow A \) for some \( n \in \mathbb{N} \). These algebras are local rings with maximal ideals denoted by \( \mathfrak{M}_A \). A homomorphism \( \alpha : A \rightarrow B \) of \( DA \)-algebras is an algebra homomorphism such that there exists a map germ \( g : (\mathbb{R}^p,0) \rightarrow (\mathbb{R}^n,0) \) and \( \psi \circ g^* = \alpha \circ \phi \), where \( g^* : \mathcal{E}_n \rightarrow \mathcal{E}_p \) is the pull-back homomorphism, \( \phi : \mathcal{E}_n \rightarrow A \) and \( \psi : \mathcal{E}_p \rightarrow B \) are surjective homomorphisms as \( \mathbb{R} \)-algebras. We say that \( A \subset \mathcal{E}_n \) is a \( DA \)-subalgebra if \( A \) is a \( DA \)-algebra and the inclusion \( i : A \subset \mathcal{E}_n \) is a homomorphism of \( DA \)-algebras. This means that there is a map germ \( \phi : (\mathbb{R}^n,0) \rightarrow (\mathbb{R}^p,0) \) such that \( \phi^*(\mathcal{E}_p) = A \). For \( DA \)-algebras, modules over \( DA \)-algebras and homomorphisms of \( DA \)-algebras, the Malgrange preparation theorem holds [21]. There exists a criterion when a \( C^\infty \)-subring is a \( DA \)-algebra [19, Appendix].

**Proposition 4.3.** Let \( R \subset \mathcal{E}_p \) be a \( C^\infty \)-subring. Then \( R \) is a \( DA \)-algebra if and only if \( R \) is finitely generated as \( C^\infty \)-ring.

We now give some important examples.
Example 4.4. We consider the special orthogonal group $SO(p) \subset GL(p, \mathbb{R})$. A diffeomorphism germ $\psi : (\mathbb{R}^p, 0) \to (\mathbb{R}^p, 0)$ with $J_\psi(x) \in SO(p)$ for any $x \in (\mathbb{R}^p, 0)$ is an isometry germ. In this case, the corresponding Lie algebra is

$$\mathfrak{so}(p) = \{ X \in M_p(\mathbb{R}) \mid ^tX = -X \}.$$ 

For convenience, we consider the case when $p = 2$. In this case we have

$$\theta[SO(2)](2) = \left\{ \sum_{i=1}^{2} \eta_i(y) \frac{\partial}{\partial y_i} \mid \left( \begin{array}{cc} \frac{\partial \eta_1}{\partial y_1} & \frac{\partial \eta_2}{\partial y_1} \\ \frac{\partial \eta_1}{\partial y_2} & \frac{\partial \eta_2}{\partial y_2} \end{array} \right) \in \mathfrak{so}(2)(\mathcal{E}_2) \right\}.$$ 

Since $\mathfrak{so}(2)$ is the Lie algebra of anti-symmetric matrices, we have

$$\frac{\partial \eta_1}{\partial y_1}(y_1, y_2) = \frac{\partial \eta_2}{\partial y_2}(y_1, y_2) = 0, \quad \frac{\partial \eta_1}{\partial y_2}(y_1, y_2) = -\frac{\partial \eta_2}{\partial y_1}(y_1, y_2).$$

It follows that $\eta_1(y_1, y_2) = \eta_1(y_2)$ and $\eta_2(y_1, y_2) = \eta_2(y_1)$. Therefore, we have $\eta_1(y_2) = a_1 + b_1 y_2 + \xi_1(y_2)$ and $\eta_2(y_1) = a_2 + b_2 y_1 + \xi_2(y_1)$ for some $a_i, b_i \in \mathbb{R}$ and $\xi_i \in \mathbb{R}^2$. Thus, $(\partial \eta_1/\partial y_2)(y_1, y_2) = -(\partial \eta_2/\partial y_1)(y_1, y_2)$ means that $b_1 = -b_2$ and $(d \xi_1/d y_2)(y_1) = -(d \xi_2/d y_1)(y_1)$. The last equality means that $\xi_1(y_2) = \xi_2(y_1) = 0$. Hence,

$$\left( \begin{array}{cc} \frac{\partial \eta_1}{\partial y_1} & \frac{\partial \eta_2}{\partial y_1} \\ \frac{\partial \eta_1}{\partial y_2} & \frac{\partial \eta_2}{\partial y_2} \end{array} \right) \in \mathfrak{so}(2)(\mathcal{E}_2)$$

if and only if $\eta_1(y_2) = a_1 + b_2 y_2, \eta_2(y_1) = a_2 + b_1 y_1$ for $a_i, b_i \in \mathbb{R}$.

It follows that

$$\theta(2) \supset \theta[SO(2)](2) = \left\{ a_1 \frac{\partial}{\partial y_1} + a_2 \frac{\partial}{\partial y_2} + b \left( y_2 \frac{\partial}{\partial y_1} - y_1 \frac{\partial}{\partial y_2} \right) \mid a_i, b \in \mathbb{R} \right\}.$$ 

By the similar arguments to above, we have

$$\theta[SO(p)](p) = \left\langle \frac{\partial}{\partial y_i} \mid i = 1, \ldots, p \right\rangle \oplus \left\langle y_j \frac{\partial}{\partial y_i} - y_i \frac{\partial}{\partial y_j} \mid 1 \leq i < j \leq p \right\rangle_{\mathbb{R}}.$$ 

It follows that

$$\theta[SO(p)]_0(p) = \left\langle y_j \frac{\partial}{\partial y_i} - y_i \frac{\partial}{\partial y_j} \mid 1 \leq i < j \leq p \right\rangle_{\mathbb{R}}.$$ 

We can easily show that

$$\left\{ y_j \frac{\partial}{\partial y_i} - y_i \frac{\partial}{\partial y_j} \mid 1 \leq i < j \leq p \right\}$$

is linearly independent, so that $\dim_{\mathbb{R}} \theta[SO(p)]_0(p) = p(p-1)/2 = \dim_{\mathbb{R}} \mathfrak{so}(p)$. For any $\lambda(y) = \sum_{1 \leq i < j \leq p} \lambda_{ij}(y_j \frac{\partial}{\partial y_i} - y_i \frac{\partial}{\partial y_j})$, we have

$$\Lambda = \left( \begin{array}{cccc} 0 & \lambda_{12} & \lambda_{13} & \cdots & \lambda_{1p} \\ -\lambda_{12} & 0 & \lambda_{23} & \cdots & \lambda_{2p} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -\lambda_{1p} & -\lambda_{2p} & -\lambda_{3p} & \cdots & 0 \end{array} \right) \in \mathfrak{so}(p).$$

It follows that we have the following proposition.
Proposition 4.5. With the above notations, we have $\theta[SO(p)]_0(p) \cong \mathfrak{so}(p)$ as Lie algebras.

Moreover, we have the following theorem.

Theorem 4.6. With the above notations, we have $\text{Diff}_0[SO(p)](p) = SO(p)$.

Proof. Since $SO(p)$ is connected, we always have $\text{Diff}_0[SO(p)](p) \supset SO(p)$. For any $\phi \in \text{Diff}_0[SO(p)](p)$, we consider $\phi_t \in \text{Diff}[SO(p)](p)$ such that $\phi_0 = 1_{\mathbb{R}^p}$ and $\phi_1 = \phi$. Then, for any $t_0 \in (\mathbb{R}, [0,1])$, we have

$$\left. \frac{d\phi_t}{dt} \right|_{t=t_0}(x) = \sum_{i=1}^p \eta_i(y) \frac{\partial}{\partial y_i} \circ \phi_{t_0} \text{ such that } \left( \frac{\partial \eta_i}{\partial y_j} (y) \right) \in \mathfrak{so}(p) \text{ and } \eta_i(0) = 0,$$

for any $y \in (\mathbb{R}^p, 0)$. By the previous arguments, $\eta_i(y)$ are linear function germs. Since $\phi_t(0) = 0$, we can write $\phi_t(y) = A(t).y + h_t(y)$ for some map germ $A : (\mathbb{R}, [0,1]) \rightarrow GL(p, \mathbb{R})$ and $h_t \in \mathfrak{m}^2_{C^\infty}(p, p)$. Thus

$$\left. \frac{d\phi_t}{dt} \right|_{t=t_0}(y) = \frac{dA}{dt} \bigg|_{t=t_0} x + \frac{dh_t}{dt} \bigg|_{t=t_0}(y),$$

so that $(dh_t/dt) \big|_{t=t_0}(y) = 0$. This means that $h_t(y) = h_0(y)$, so that $\phi_t(y) = A(t).y + h_0(y)$. However, $1_{\mathbb{R}^p}(y) = \phi_0(y) = A(0).y + h_0(y)$, so that $h_0(y) = 0$. Therefore, $\phi(y) = A(1).y$. It follows that $A(1) = J_\phi(y) \in SO(p)$. Thus, we have $\phi \in SO(p)$.

We denote $\text{Diff}^\omega[SO(p)](p)$ as the subgroup of $\text{Diff}[SO(p)](p)$ consisting of real analytic germs of diffeomorphisms. By the above arguments in the proof, if we have $\phi(y) = A.y + h(y) \in \text{Diff}[SO(p)](p)$ for some $A \in SO(p)$ and $h(y) \in \mathfrak{m}^\infty_{C^\infty}(p, p)$ with $h \neq 0$, then $\phi(y)$ is not isotopic to the identity. Therefore, $\phi \notin SO(p)$. This proves that $\text{Diff}^\omega[SO(p)](p) = SO(p)$. We remark that we do not know $\text{Diff}[SO(p)](p) = SO(p)$ or not.

We now consider $\mathcal{E}_p[SO(p)]$. By definition, $\lambda \in \mathcal{E}_p[SO(p)]$ if and only if $\text{grad}_y \lambda(\eta) \in \mathfrak{so}(p)(\mathcal{E}_p)$ for any $\eta \in \theta[SO(p)]_0(p)$. The last condition is equivalent to $y_i(\partial \lambda / \partial y_j) = -y_j(\partial \lambda / \partial y_i)$ for $i,j = 1, \ldots, p$. In particular, $y_i(\partial \lambda / \partial y_i) = 0$ as function germs for $i = 1, \ldots, p$. It follows that $\lambda$ is a constant germ. This means that $\mathcal{E}_p[SO(p)] = \mathbb{R}$. Since $\theta[SO(p)](p)$ is a finite dimensional $\mathbb{R}$-vector space, it is a finitely generated $\mathcal{E}_p[SO(p)]$-module.

Example 4.7. We consider the special linear group $SL(p, \mathbb{R}) \subset GL(p, \mathbb{R})$. In this case $\mathfrak{sl}(p, \mathbb{R})$ is the Lie algebra of traceless $p \times p$-real matrices:

$$\mathfrak{sl}(p, \mathbb{R}) = \{ X \in M_p(\mathbb{R}) \mid \text{Trace } X = 0 \}.$$

A diffeomorphism germ $\psi : (\mathbb{R}^p, 0) \rightarrow (\mathbb{R}^p, 0)$ with $J_\psi(y) \in SL(p, \mathbb{R})$ for any $y \in (\mathbb{R}^p, 0)$ is a volume preserving diffeomorphism germ. Therefore, the algebraic structure of $\theta[SL(p, \mathbb{R})](p)$ might be deeply related to that of the space of differential forms. Actually, we have the following proposition.

Proposition 4.8. Let $d(\Omega(p-2))$ be the vector space of germs of exact differential $(p-1)$-forms. Then $d(\Omega(p-2))$ and $\theta[SL(p, \mathbb{R})](p)$ are isomorphic as $\mathbb{R}$-vector spaces. Hence, $\theta[SL(p, \mathbb{R})](p)$ is an infinite dimensional vector space.

Proof. By definition, we have

$$\theta[SL(p, \mathbb{R})](p) = \left\{ \eta = \sum_{i=1}^p \eta_i \frac{\partial}{\partial y_i} \mid \left( \frac{\partial \eta_i}{\partial y_j} \right)(y) \in \mathfrak{sl}(p, \mathbb{R}) \right\}.$$
For any $\eta = \sum_{i=1}^{p} \eta_{i}(y) \frac{\partial}{\partial y_{i}} \in \theta(p)$, we define
\[
\omega_{\eta} = \sum_{k=1}^{p} (-1)^{k-1} \eta_{k}(y) dy_{1} \wedge \cdots \wedge dy_{k-1} \wedge dy_{k+1} \wedge \cdots \wedge dy_{p}.
\]
Then we have
\[
d\omega_{\eta} = \sum_{k=1}^{p} \frac{\partial \eta_{k}}{\partial y_{k}}(y) dy_{1} \wedge \cdots \wedge dy_{p} = \text{div}(\eta) dy_{1} \wedge \cdots \wedge dy_{p}.
\]
Therefore, $\eta \in \theta(SL(p, \mathbb{R}))(p)$ if and only if $d\omega_{\eta} = 0$. Then we can define a mapping $\Phi : \theta(SL(p, \mathbb{R}))(p) \rightarrow d(\Omega^{p-2})$ by $\Phi(\eta) = \omega_{\eta}$. For any $\omega \in d(\Omega^{p-2})$, by the Poincaré lemma, there exists a germ of $(p-2)$-form $\theta \in \Omega^{p-2}$ such that $d\theta = \omega$. Since $d\theta = \omega$ is a germ of $(p-1)$-form, it is written by
\[
d\theta = \sum_{k=1}^{p} \xi_{k}(y) dy_{1} \wedge \cdots \wedge dy_{k-1} \wedge dy_{k+1} \wedge \cdots \wedge dy_{p}.
\]
If we define $\eta_{k}(y) = (-1)^{k} \xi_{k}(y)$ and $\eta = \sum_{i=1}^{p} \eta_{i}(y) \frac{\partial}{\partial y_{i}}$, then $\omega_{\eta} = d\theta = \omega$. Since $dd\theta = 0$, we have $\text{div}(\eta) = 0$, so that $\eta \in \theta(SL(p, \mathbb{R}))(p)$. This means that $\Phi(\eta) = \omega$.

By definition, $\omega_{\eta_{1} + \eta_{2}} = \omega_{\eta_{1}} + \omega_{\eta_{2}}$ and $\omega_{c\eta} = c\omega_{\eta}$ for any $c \in \mathbb{R}$. We also have that $\omega_{\eta} = 0$ if and only if $\eta = 0$. Thus $\Phi$ is an $\mathbb{R}$-linear isomorphism. 

In order to simplify the arguments, we consider the case $p = 2$. For a vector field
\[
\eta = \eta_{1}(y_{1}, y_{2}) \frac{\partial}{\partial y_{1}} + \eta_{2}(y_{1}, y_{2}) \frac{\partial}{\partial y_{2}},
\]
$\eta \in \theta(SL(2, \mathbb{R}))(2)$ if and only if $\partial \eta_{1}/\partial y_{1} + \partial \eta_{2}/\partial y_{2} = 0$. Therefore, we have
\[
d(\eta_{2} dy_{1} - \eta_{1} dy_{2}) = \left( \frac{\partial \eta_{1}}{\partial y_{1}} + \frac{\partial \eta_{2}}{\partial y_{2}} \right) dy_{1} \wedge dy_{2} = 0.
\]
By the Poincaré lemma, there exists a function germ $f \in \mathcal{E}_{2}$ such that
\[
\eta_{1} = -\frac{\partial f}{\partial y_{2}}, \quad \eta_{2} = \frac{\partial f}{\partial y_{1}}.
\]
Here, we can choose $f \in \mathcal{E}_{2}$ with $f(0) = 0$. Thus we have
\[
\theta(SL(2, \mathbb{R}))(2) = \left\{ -\frac{\partial f}{\partial y_{2}} \frac{\partial}{\partial y_{1}} + \frac{\partial f}{\partial y_{1}} \frac{\partial}{\partial y_{2}} \mid f \in \mathcal{M}_{2} \right\}.
\]
We define a mapping $\Delta : \mathcal{M}_{2} \rightarrow \theta(SL(2, \mathbb{R}))(2)$ by
\[
\Delta(f) = -\frac{\partial f}{\partial y_{2}} \frac{\partial}{\partial y_{1}} + \frac{\partial f}{\partial y_{1}} \frac{\partial}{\partial y_{2}}.
\]
Then $\Delta$ is an $\mathbb{R}$-linear isomorphism. It follows that $\theta(SL(2, \mathbb{R}))(2) \cong \mathcal{M}_{2}$ as $\mathbb{R}$-vector spaces. Therefore, $\theta(SL(2, \mathbb{R}))(2)$ is an infinite dimensional $\mathbb{R}$-vector space. If $\eta_{1}(0) = \eta_{2}(0) = 0$, then $f \in \mathcal{M}_{2}$, so that $\theta(SL(2, \mathbb{R}))(0)(2) \cong \mathcal{M}_{2}$. 


On the other hand, suppose that $\lambda(y_1, y_2) \in \mathcal{E}_2[SL(2, \mathbb{R})]$. Then we have

$$
\eta_1(y_1, y_2) \frac{\partial \lambda}{\partial y_1} + \eta_2(y_1, y_2) \frac{\partial \lambda}{\partial y_2} = 0,
$$

where $\partial \eta_1/\partial y_1 + \partial \eta_2/\partial y_2 = 0$ and $\eta_1(0, 0) = \eta_2(0, 0) = 0$. If we choose linear function germs $\eta_1 = a_1 y_1 + a_2 y_2, \eta_2 = b_1 y_1 + b_2 y_2$, then $b_2 = -a_1$. It follows that

$$(a_1 y_1 + a_2 y_2) \frac{\partial \lambda}{\partial y_1} + (b_1 y_1 - a_1 y_2) \frac{\partial \lambda}{\partial y_2} = 0.$$ 

If we substitute $a_1 = 0, a_2 = b_1 = 1$, then

$$y_2 \frac{\partial \lambda}{\partial y_1} + y_1 \frac{\partial \lambda}{\partial y_2} = 0.$$ 

Moreover, if we substitute $a_1 = 1, a_2 = b_1 = 0$, then

$$y_1 \frac{\partial \lambda}{\partial y_1} - y_2 \frac{\partial \lambda}{\partial y_2} = 0.$$ 

Therefore, we have a system of linear equations:

$$\begin{cases}
y_2 \frac{\partial \lambda}{\partial y_1} + y_1 \frac{\partial \lambda}{\partial y_2} = 0 \\
y_1 \frac{\partial \lambda}{\partial y_1} - y_2 \frac{\partial \lambda}{\partial y_2} = 0
\end{cases}$$

If $y_1^2 + y_2^2 \neq 0$, we have $\partial \lambda/\partial y_1 = \partial \lambda/\partial y_2 = 0$. Taking the limit $(y_1, y_2) \to (0, 0)$, we also have $(\partial \lambda/\partial y_1)(0, 0) = (\partial \lambda/\partial y_2)(0, 0) = 0$. Therefore, $\lambda$ is a constant function. Hence, we have $\mathcal{E}_2[SL(2, \mathbb{R})] = \mathbb{R}$. Therefore, $\theta[SL(p, \mathbb{R})](2)$ and $\theta[SL(2, \mathbb{R})](2)$ are not finitely generated $\mathcal{E}_2[SL(2, \mathbb{R})]$-modules.

**Example 4.9.** We consider the symplectic linear group $Sp(2p, \mathbb{R}) \subset GL(2p, \mathbb{R})$, which is defined by

$$Sp(2p, \mathbb{R}) = \{ A \in GL(2p, \mathbb{R}) \mid {}^tAJ_{2p}A = J_{2p} \}.$$ 

Here,

$$J_{2p} = \begin{pmatrix} 0 & I_p \\ -I_p & 0 \end{pmatrix}.$$ 

In this case, the corresponding Lie algebra is

$$\mathfrak{sp}(2p, \mathbb{R}) = \{ X \in M_{2p}(\mathbb{R}) \mid {}^tXJ_{2p} + J_{2p}X = 0 \}.$$ 

A diffeomorphism germ $\psi : (\mathbb{R}^{2p}, 0) \to (\mathbb{R}^{2p}, 0)$ with $J_{\psi}(y) \in Sp(2p, \mathbb{R})$ for any $y \in (\mathbb{R}^{2p}, 0)$ is a symplectic diffeomorphism germ for the canonical symplectic structure $\omega$ on $\mathbb{R}^{2p}$.

We now consider the case $p = 1$. In this case it is easy to show that $Sp(2, \mathbb{R}) = SL(2, \mathbb{R})$, so that $\mathfrak{sp}(2, \mathbb{R}) = \mathfrak{sl}(2, \mathbb{R})$ and

$$\theta[Sp(2, \mathbb{R})](2) = \theta[SL(2, \mathbb{R})](2) = \left\{ -\frac{\partial f}{\partial y_2} \frac{\partial}{\partial y_1} + \frac{\partial f}{\partial y_1} \frac{\partial}{\partial y_2} \mid f \in \mathcal{M}_2 \right\}.$$
On the other hand, \( \mathcal{E}_2[Sp(2, \mathbb{R})] = \mathcal{E}_2[SL(2, \mathbb{R})] = \mathbb{R} \). For \( p \geq 2 \), the structure of \( \theta[Sp(2p, \mathbb{R})] \) is complicated.

**Example 4.10.** 1) We consider the following example:

\[
D^*(p_1, p_2) = \left\{ \begin{pmatrix} A & O \\ O & B \end{pmatrix} \in GL(p, \mathbb{R}) \mid A \in GL(p_1, \mathbb{R}), \ B \in GL(p_2, \mathbb{R}) \right\},
\]

where \( p = p_1 + p_2 \). Actually, we have \( D^*(p_1, p_2) = GL(p_1, \mathbb{R}) \oplus GL(p_2, \mathbb{R}) \). Then we have two Lie subgroups

\[
H = \left\{ \begin{pmatrix} A & O \\ O & I_{p_2} \end{pmatrix} \mid A \in GL(p_1, \mathbb{R}) \right\} = GL(p_1, \mathbb{R}) \oplus \{ I_{p_2} \},
\]

\[
K = \left\{ \begin{pmatrix} I_{p_1} & O \\ O & B \end{pmatrix} \mid B \in GL(p_2, \mathbb{R}) \right\} = \{ I_{p_1} \} \oplus GL(p_2, \mathbb{R}).
\]

In this case, we have \( D^*(p_1, p_2) = HK \cong H \times K \). The corresponding Lie algebras are

\[
h = \left\{ \begin{pmatrix} A & O \\ O & O \end{pmatrix} \in M_p(\mathbb{R}) \mid A \in M_{p_1}(\mathbb{R}) \right\} = M_{p_1}(\mathbb{R}) \oplus \{ O \},
\]

\[
t = \left\{ \begin{pmatrix} O & O \\ O & B \end{pmatrix} \in M_p(\mathbb{R}) \mid B \in M_{p_2}(\mathbb{R}) \right\} = \{ O \} \oplus M_{p_2}(\mathbb{R})
\]

and \( \mathfrak{d}(p_1, p_2) = h \oplus t = M_{p_1}(\mathbb{R}) \oplus M_{p_2}(\mathbb{R}) \). Moreover, we have

\[
\theta[H]_{0}(p) = \mathfrak{m}_{p_1} \theta(p_1), \ \theta[K]_{0}(p) = \mathfrak{m}_{p_2} \theta(p_2)
\]

and

\[
\theta[D^*(p_1, p_2)]_{0}(p) = \theta[H]_{0}(p) \oplus \theta[K]_{0}(p) \cong \mathfrak{m}_{p_1} \oplus \mathfrak{m}_{p_2}
\]

as \( \mathbb{R} \)-vector spaces. We can show that \( \mathcal{E}_p[D^*(p_1, p_2)] = \mathbb{R}, \ \mathcal{E}_p[H] = \{ \lambda(y) \mid y = (y_1, \ldots, y_{p_1}) \in (\mathbb{R}^{p_1}, 0) \} = \mathcal{E}_{p_1} \) and \( \mathcal{E}_p[K] = \{ \lambda(y) \mid y = (y_{p_1+1}, \ldots, y_p) \in (\mathbb{R}^{p_2}, 0) \} = \mathcal{E}_{p_2}, \) where \( \mathbb{R}^p = \mathbb{R}^{p_1} \times \mathbb{R}^{p_2} \). It follows that \( \mathcal{E}_p[D^*(p_1, p_2)] = \mathcal{E}_p[H] \cap \mathcal{E}_p[K] = \mathbb{R} \). By definition, all of the above rings are DA-algebras.

2) We consider the following example:

\[
T^*_r(p_1, p_2) = \left\{ \begin{pmatrix} A & B \\ O & C \end{pmatrix} \in GL(p, \mathbb{R}) \mid A \in GL(p_1, \mathbb{R}), \ C \in GL(p_2, \mathbb{R}) \right\}.
\]

Here, we write \( T^*_r(p_1, p_2) = GL(p_1, \mathbb{R}) \oplus_r GL(p_2, \mathbb{R}) \). Then we have two Lie subgroups

\[
N = \left\{ \begin{pmatrix} A & B \\ O & I_{p_2} \end{pmatrix} \mid A \in GL(p_1, \mathbb{R}) \right\} = GL(p_1, \mathbb{R}) \oplus_r \{ I_{p_2} \},
\]

\[
K = \left\{ \begin{pmatrix} I_{p_1} & O \\ O & C \end{pmatrix} \mid C \in GL(p_2, \mathbb{R}) \right\} = \{ I_{p_1} \} \oplus GL(p_2, \mathbb{R}).
\]

In this case, \( N \) is a normal subgroup of \( T^*_r(p_1, p_2) \). Then we have \( T^*_r(p_1, p_2) = NK \cong N \times K \) (i.e. the semi-direct product). The corresponding Lie algebras are

\[
n = \left\{ \begin{pmatrix} A & B \\ O & O \end{pmatrix} \in M_p(\mathbb{R}) \mid (A, B) \in M_{p_1 \times p}(\mathbb{R}) \right\},
\]
Therefore, we can show that
\[ \mathfrak{t} = \left\{ \begin{pmatrix} 0 & 0 \\ C \end{pmatrix} \in M_2(\mathbb{R}) \mid C \in M_2(\mathbb{R}) \right\} = \{O\} \oplus M_2(\mathbb{R}) \]
and \( t_r(p_1, p_2) = n \oplus \mathfrak{t} \). Moreover, we have
\[ \theta[N]_0(p) = \mathfrak{m}_p\theta(\pi_{p_1}), \quad \theta[K]_0(p) = \mathfrak{m}_{p_2}\theta(p_2) \]
and
\[ \theta[T^*_r(p_1, p_2)]_0(p) = \theta[N]_0(p) \oplus \theta[K]_0(p) = \mathfrak{m}_p\theta(\pi_{p_1}) \oplus \mathfrak{m}_{p_2}\theta(p_2) \]
as an \( \mathbb{R} \)-vector space, where \( \pi_{p_1} : \mathbb{R}^p = \mathbb{R}^{p_1} \times \mathbb{R}^{p_2} \to \mathbb{R}^{p_1} \) is the canonical projection and \( \theta(\pi_{p_1}) = C^{\infty}(p, p_1) \). We can show that \( \mathcal{E}_p[T^*_r(p_1, p_2)] = \mathcal{E}_p[K] = \{ \lambda(y) \mid y = (y_{p_1+1}, \ldots, y_p) \in (\mathbb{R}^{p_2}, 0) \} = \mathcal{E}_{p_2}, \quad \mathcal{E}_p[N] = \mathcal{E}_p, \) where \( \mathbb{R}^p = \mathbb{R}^{p_1} \times \mathbb{R}^{p_2} \).

Since \( \mathcal{E}_p[T^*_r(p_1, p_2)] = \mathcal{E}_p[K] \subset \mathcal{E}_p = \mathcal{E}_p[N], \) we have \( \mathcal{E}_p[T^*_r(p_1, p_2)] = \mathcal{E}_p[N] \cap \mathcal{E}_p[K] \).

Therefore, \( \theta[T^*_r(p_1, p_2)]_0(p) \) is an \( \mathfrak{e}_{p_2} \)-module, which is not finitely generated. However, \( \theta[N]_0(p) \) is a finitely generated \( \mathcal{E}_p[N] \)-module and \( \theta[K]_0(p) \) is a finitely generated \( \mathcal{E}_p[K] \)-module, respectively. By definition, all of the above rings are DA-algebras.

Moreover, we have the following examples.

**Example 4.11.**

1) We consider the subgroup \( SO(p) \cap T^*_r(p_1, p_2) \) of \( T^*_r(p_1, p_2) \) for \( p = p_1 + p_2 \). Then we can show that
\[ SO(p) \cap T^*_r(p_1, p_2) = \left\{ \begin{pmatrix} A \\ O \end{pmatrix} \mid A \in SO(p_1), \quad B \in SO(p_2) \right\} = SO(p_1) \oplus SO(p_2). \]
It follows that
\[ \theta[SO(p) \cap T^*_r(p_1, p_2)]_0(p) \cong \mathfrak{so}(p_1) \oplus \mathfrak{so}(p_2). \]

2) We consider \( Sp(2n) \cap T^*_r(n, n) \). Then we can show that
\[ Sp(2n) \cap T^*_r(n, n) = \left\{ \begin{pmatrix} C^{-1} & B \\ O & C \end{pmatrix} \mid C \in GL(n, \mathbb{R}), \quad ^tCB = ^tBC \right\}, \]
which is denoted by \( L(2n) \). The condition \( ^tCB = ^tBC \) means that \( ^tCB \) is a symmetric matrix. For any symmetric matrix \( D \in M_n(\mathbb{R}) \), we have \( B = ^tC^{-1}D \), so that we have
\[ L(2n) = \left\{ \begin{pmatrix} ^tC^{-1} & ^tC^{-1}D \\ O & C \end{pmatrix} \mid C \in GL(n, \mathbb{R}), \quad ^tD = D \right\}. \]

It follows that the corresponding Lie algebra is
\[ \mathfrak{t}(2n) = \left\{ \begin{pmatrix} -^tX & Y \\ O & X \end{pmatrix} \mid X \in M_n(\mathbb{R}), \quad ^tY = Y \right\}. \]

Therefore, we can show that \( \theta[L(2n)]_0(2n) \) is
\[ \left\{ -\sum_{i=1}^n \left( \sum_{k=1}^n \frac{\partial \xi_k}{\partial y_i}(y)x_k + \frac{\partial \eta_i}{\partial y_i}(y) \right) \frac{\partial}{\partial x_i} + \sum_{i=1}^n \xi_i(y) \frac{\partial}{\partial y_i} \mid \xi_i(y) \in \mathfrak{m}_n, \eta(y) \in \mathfrak{m}_n^2 \right\} \]
and
\[ \theta[L(2n)](2n) = \left\{ \frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n}, \frac{\partial}{\partial y_1}, \ldots, \frac{\partial}{\partial y_n} \right\} + \theta[L(2n)]_0(2n), \]
where \((x, y) = (x_1, \ldots, x_n, y_1, \ldots, y_n) \in (\mathbb{R}^n \times \mathbb{R}^n, 0)\).

By definition, \(\Phi(x, y) \in \text{Diff}[L(2n)](2n)\) if and only if \(\Phi : (\mathbb{R}^n \times \mathbb{R}^n, 0) \rightarrow (\mathbb{R}^n \times \mathbb{R}^n, 0)\) is a symplectic diffeomorphism of the form \(\Phi(x, y) = (\phi_1(x, y), \phi_2(y))\), where \(\phi_2 \in \text{Diff}(n)\). A symplectic diffeomorphism germ with this property is called a Lagrangian diffeomorphism germ in the theory of Lagrangian singularities (cf. [2, Part III]). In this case we can show that \(\mathcal{E}_{2n}[L(2n)] = \mathbb{R}\).

### 5. Infinitesimal structures of geometric equivalence.

In this section we now consider \(A[G](n, p)\) for a linear Lie group \(G \subset GL(p, \mathbb{R})\). For a map germ \(f : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0)\), we have an \(\mathbb{R}\)-linear map

\[
\omega f_{[G]} = \omega f|_{[G](p)} : \theta[G](p) \rightarrow \theta(f).
\]

We define

\[
T\mathcal{L}[G]e(f) = \omega f(\theta[G](p)), \quad T\mathcal{L}[G](f) = \omega f(\theta[G]_0(p)).
\]

Then \(\theta(f)\) is an \(\mathcal{E}_p[G]\)-module through \(f^*_e|_{\mathcal{E}_p[G]} = f^* : \mathcal{E}_p[G] \rightarrow \mathcal{E}_n\) and \(\omega f_{[G]}\) is an \(\mathcal{E}_p[G]\)-homomorphism over \(f^*_e : \mathcal{E}_p[G] \rightarrow \mathcal{E}_n\). In this case,

\[
(\omega f_{[G]}, tf, \theta[G](p), \theta(n), \theta(f))
\]

is the mixed homomorphism over \(f^*_e\), which is defined in [27]. In §4 we have considered the case for \(G = SL(p, \mathbb{R})\) or \(G = SO(p)\). Then we have \(\mathcal{E}_p[SL(p, \mathbb{R})] = \mathbb{R}\) and the above mixed homomorphism is not a finite type. However, we have shown that \(\mathcal{E}_p[SO(p)] = \mathbb{R}\) and the above mixed homomorphism is a finite type.

We define

\[
T\mathcal{L}[G]e(f) = \omega f_{[G]}(\theta[G](n)), \quad T\mathcal{L}[G](f) = \omega f_{[G]}(\theta[G]_0(n)),
\]

\[
T\mathcal{R}_e(f) = tf(\theta(n)), \quad T\mathcal{R}(f) = tf(\mathcal{M}_n, \theta(n)).
\]

Then we also define

\[
T\mathcal{A}[G]e(f) = T\mathcal{A}_e(f) + T\mathcal{L}[G]e(f) = tf(\theta(n)) + \omega f_{[G]}(\theta[G](n)),
\]

\[
T\mathcal{A}[G](f) = T\mathcal{R}(f) + T\mathcal{L}[G](f) = tf(\mathcal{M}_n, \theta(n)) + \omega f_{[G]}(\theta[G]_0(n)).
\]

If \(G = GL(p, \mathbb{R})\), then

\[
T\mathcal{A}[GL(p, \mathbb{R})]e(f) = T\mathcal{A}_e(f) \quad \text{and} \quad T\mathcal{A}[GL(p, \mathbb{R})](f) = T\mathcal{A}(f)
\]

in [37].

**Remark 5.1.** Here, we have a natural question for \(A[G]\): When is \(A[G]\) a geometric subgroup of \(A\)? It depends on the choice of \(G\). For example if \(G = GL(p, \mathbb{R})\), then \(A[GL(p, \mathbb{R})] = A\) itself, so that it is a geometric subgroup of \(A\). There are many examples of \(G \subset GL(p, \mathbb{R})\) such that \(A[G]\) is not a geometric subgroup of \(A\) (cf. §6.2 and §6.3). Since \(\mathcal{R}\) is a geometric subgroup of \(A\), the situation depends on \(\mathcal{L}[G]\).

We now focus on \(\mathcal{R} \times G\)-equivalence. By definition, \((\mathcal{R} \times G)(n, p) \subset A[G](n, p) \subset A(n, p)\). For a map germ \(f : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0)\), we set \(g(f) = \{X.f \mid X \in \mathfrak{g}\}\), where
Examples of results from the viewpoint of our framework on \( \dim \) no finitely determined map germs relative to \((\mathbb{R}^n,0)\). Then \( \xi_X : (\mathbb{R}^p,0) \rightarrow (\mathbb{R}^p,0) \) by \( \xi_X(y) = X.t_y \). Then \( \xi_X \) is a linear mapping, so that it is an element of \( \theta(p) \). In this sense, we can embed \( g \) into \( \theta(p) \). Therefore we have \( \omega f_I | g : g \rightarrow \theta(f) \), which is a \( \mathbb{R} \)-linear mapping. This means that \( \text{dim} \) \( \omega f \cdot g \). Here \( t f : \theta(n) \rightarrow \theta(f) \) is an \( \mathcal{E}_n \)-homomorphism and \( \omega f_I | g : g \rightarrow \theta(f) \) is an \( \mathbb{R} \)-linear mapping. Hence, \( (\omega f, tf, g, \theta(n), \theta(f)) \) is the mixed homomorphism of finite type over \( f^*|_R = t : \mathbb{R} \subset \mathbb{R}_n \). Therefore, \( \mathcal{R} \times G \) is a geometric subgroup of \( \mathcal{A} \) in the sense of Damon [8]. It sounds a good news, but it is not so good as the following proposition shows.

\[ \text{PROPOSITION 5.2. Let } G \subset GL(p,\mathbb{R}) \text{ be a Lie subgroup and } f : (\mathbb{R}^n,0) \rightarrow (\mathbb{R}^p,0) \text{ a map germ. If } p > 1 \text{ and } \dim_{\mathbb{R}} \theta(f)/T(\mathcal{R} \times G)_e(f) < \infty, \text{ then } f \text{ is a submersion germ.} \]

\[ \text{Proof. Since } T\mathcal{R}_e(f) \subset T(\mathcal{R} \times G)_e(f), \text{ we have } \]
\[ \dim_{\mathbb{R}} \theta(f)/T\mathcal{R}_e(f) = \dim_{\mathbb{R}} \theta(f)/T(\mathcal{R} \times G)_e(f) + \dim_{\mathbb{R}}(T(\mathcal{R} \times G)_e(f))/T\mathcal{R}_e(f). \]

Here, \( \dim_{\mathbb{R}}(T(\mathcal{R} \times G)_e(f))/T\mathcal{R}_e(f) = \dim_{\mathbb{R}} g(f) < \infty. \) Therefore, if \( \dim_{\mathbb{R}} \theta(f)/T(\mathcal{R} \times G)_e(f) < \infty \), then \( \dim_{\mathbb{R}} \theta(f)/T\mathcal{R}_e(f) < \infty \).

On the other hand, it is known (cf. [29, Proposition 1.11]) that if \( p > 1 \) and \( \dim_{\mathbb{R}} \theta(f)/T\mathcal{R}_e(f) < \infty \), then \( f \) is a submersion. \( \Box \)

For \( p = 1 \), \( GL(1,\mathbb{R}) = \mathbb{R}^* = \mathbb{R} \setminus \{0\} \), so that there are only three cases: \( G = \{1\} \), \{\pm 1\}, or \( \mathbb{R}^* \). Therefore, all the cases, classifications by \( \mathcal{R} \times G \)-equivalence are almost the same as the case \( G = \{1\} \) (i.e. \( \mathcal{R} \)-equivalence). Moreover, if \( p > n \), then there are no finitely determined map germs relative to \( \mathcal{R} \times G \).

6. Examples of \( \mathcal{A}[G] \)-equivalence.

In this section we give some interesting examples of \( \mathcal{A}[G] \)-equivalence for \( G \subset GL(p,\mathbb{R}) \). We give a survey on the previous results from the viewpoint of our framework on \( \mathcal{A}[G] \)-equivalence.

6.1. Isometric \( \mathcal{A} \)-equivalence.

For \( f = (f_1, f_2) : (\mathbb{R}^n,0) \rightarrow (\mathbb{R}^2,0) \), we have
\[ T\mathcal{L}[SO(2)]_e(f) = \omega f(\theta(SO(2))(2)) = \left\langle \frac{\partial}{\partial y_1} \circ f, \frac{\partial}{\partial y_2} \circ f \right\rangle_{\mathbb{R}} + \left\langle \left( f_2 \frac{\partial}{\partial y_1} \circ f - f_1 \frac{\partial}{\partial y_2} \circ f \right) \right\rangle_{\mathbb{R}} \]
and
\[ T\mathcal{L}[SO(2)](f) = \left\langle \left( f_2 \frac{\partial}{\partial y_1} \circ f - f_1 \frac{\partial}{\partial y_2} \circ f \right) \right\rangle_{\mathbb{R}}. \]

On the other hand, let \( f = (f_1, \ldots, f_p) : (\mathbb{R}^n,0) \rightarrow (\mathbb{R}^p,0) \) be a map germ. By the similar arguments to the above case, we have
\[ T\mathcal{L}[SO(p)]_e(f) = \left\langle \left\{ \frac{\partial}{\partial y_i} \circ f \mid 1 \leq i \leq p \right\} \right\rangle_{\mathbb{R}} + \left\langle \left\{ \left( f_j \frac{\partial}{\partial y_i} \circ f - f_i \frac{\partial}{\partial y_j} \circ f \right) \mid 1 \leq i < j \leq p \right\} \right\rangle_{\mathbb{R}}. \]
and
\[ TL[SO(p)](f) = \left\{ \left( f_i \frac{\partial}{\partial y_j} \circ f - f_j \frac{\partial}{\partial y_i} \circ f \right) \left| 1 \leq i < j \leq p \right\} \right\} \subset \mathbb{R}. \]

This is a geometric subgroup of \( \mathcal{A} \) in [8]. By Proposition 3.5, we have \( \text{Diff}_0[SO(p)](p) = SO(p) \). Following the classical Euclidean differential geometry, we say that \( f, g : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0) \) are congruent if there exists a diffeomorphism germ \( \phi : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^n, 0) \) and \( A \in SO(p) \) such that \( f \circ \phi(x) = A.g(x) \) for any \( x \in (\mathbb{R}^n, 0) \). In our terminology \( f, g \) are congruent if and only if \( f, g \) are \( \mathcal{A} \times SO(p) \)-equivalent. By Theorem 4.6, we have the following theorem.

**Theorem 6.1.** For map germs \( f, g : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0) \), \( f, g \) are \( \mathcal{A}_0[SO(p)] \)-equivalent if and only if \( f, g \) are congruent.

This theorem means that the theory of \( \mathcal{A}_0[SO(p)] \)-equivalence among map germs is the Euclidean differential geometry on map germs. Then we have the following corollary of Proposition 5.2 and Theorem 6.1.

**Corollary 6.2.** If \( p > n \), then there are no map germ \( f : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0) \) such that \( \dim_{\mathbb{R}} \theta(f)/\mathcal{T}\mathcal{A}[SO(p)]_{c}(f) < \infty \).

In the case when \( n = 1, p = 2 \), a map germ \( f : (\mathbb{R}, 0) \rightarrow (\mathbb{R}^2, 0) \) is a planer curve germ. If \( f \) is non-singular, we have the curvature function germ \( \kappa_f : (\mathbb{R}, 0) \rightarrow \mathbb{R} \). Since the positive or negative sign of the curvature depends on the orientation of the curve, we have \( \kappa_{f \circ \phi}(x) = \text{sign}(\phi)\kappa_f(\phi(x)) \) for a diffeomorphism germ \( \phi : (\mathbb{R}, 0) \rightarrow (\mathbb{R}, 0) \), where

\[
\text{sign}(\phi) = \begin{cases} +1 & \text{if } \dot{\phi} > 0, \\ -1 & \text{if } \dot{\phi} < 0. \end{cases}
\]

By the classical classification theorem for regular curves in the Euclidean plane \( \mathbb{R}^2 \), we have the following proposition.

**Proposition 6.3.** Let \( f, g : (\mathbb{R}, 0) \rightarrow (\mathbb{R}^2, 0) \) be regular map germs. Then \( f, g \) are \( \mathcal{A}_0[SO(2)] \)-equivalent if and only if there exists a diffeomorphism germ \( \phi : (\mathbb{R}, 0) \rightarrow (\mathbb{R}, 0) \) such that \( \kappa_g(x) = \text{sign}(\phi)\kappa_f(\phi(x)) \) for any \( x \in (\mathbb{R}, 0) \).

For a general map germ \( f : (\mathbb{R}, 0) \rightarrow (\mathbb{R}^2, 0) \), we define its type as follows: For a function germ \( f : (\mathbb{R}, 0) \rightarrow (\mathbb{R}, 0) \), we say that \( f \) has type \( A_k \) if \( f'(0) = f''(0) = \cdots f^{(k)}(0) = 0 \) and \( f^{(k+1)}(0) \neq 0 \). We also say that \( f \) has type \( A_{\geq k} \) if \( f'(0) = f''(0) = \cdots f^{(k)}(0) = 0 \). We have the following lemma [4, Theorem 3.3].

**Lemma 6.4.** Let \( f : (\mathbb{R}, 0) \rightarrow (\mathbb{R}, 0) \) be a function germ of type \( A_k \). Then there exists a diffeomorphism germ \( \phi : (\mathbb{R}, 0) \rightarrow (\mathbb{R}, 0) \) such that \( f \circ \phi(x) = \pm x^{k+1} \), where + or – according as \( f^{(k+1)}(0) \) is positive or negative.

We now consider a map germ \( f : (\mathbb{R}, 0) \rightarrow (\mathbb{R}^2, 0) \) with \( f(x) = (f_1(x), f_2(x)) \). We say that \( f \) has type \( A_k \) if one of \( f_1 \) or \( f_2 \) has type \( A_k \) and another has type \( A_{\geq k} \). Then we have the following proposition.

**Proposition 6.5.** Suppose \( f : (\mathbb{R}, 0) \rightarrow (\mathbb{R}^2, 0) \) has type \( A_k \). Then there exists a function germ \( h : (\mathbb{R}, 0) \rightarrow \mathbb{R} \) such that \( f \) is \( \mathcal{A}_0[SO(2)] \)-equivalent to \( (\pm x^{k+1}, x^{k+1}h(x)) \).
Proof. For \( f = (f_1, f_2) \), suppose \( f_1 \) has type \( A_k \) and \( f_2 \) has type \( A_{\geq k} \). By Lemma 6.4, there exists a diffeomorphism germ \( \phi : (\mathbb{R}, 0) \rightarrow (\mathbb{R}, 0) \) such that \( f_1 \circ \phi(x) = \pm x^{k+1} \). By the Hadamard lemma, there exists \( h \) such that \( f_2 \circ \phi(x) = x^{k+1} h(x) \). Instead, if \( f_2 \) has type \( A_k \) and \( f_1 \) has type \( A_{\geq k} \), there exists a diffeomorphism germ \( \phi : (\mathbb{R}, 0) \rightarrow (\mathbb{R}, 0) \) and a function germ \( g : (\mathbb{R}, 0) \rightarrow \mathbb{R} \) such that \( f \circ \phi(x) = (x^{k+1} g(x), \pm x^{k+1}) \) by the similar argument above. Then we have

\[
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\begin{pmatrix}
 x^{k+1} g(x) \\
\pm x^{k+1}
\end{pmatrix}
= \begin{pmatrix}
 x^{k+1} \\
 x^{k+1} (-g(x))
\end{pmatrix}.
\]

If we put \( h(x) = -g(x) \), then \( f \) is \( \mathcal{A}[SO(2)] \)-equivalent to \( (\pm x^{k+1}, x^{k+1} h(x)) \). Since

\[
\begin{vmatrix}0 & 1 \\ -1 & 0\end{vmatrix} = 1,
\]

it is actually \( \mathcal{A}_0[SO(2)] \)-equivalence. \( \square \)

Remark 6.6. In [3] a classification of \( \mathcal{A} \) simple map germs \( (\mathbb{C}, 0) \rightarrow (\mathbb{C}^2, 0) \) has been given. Here \( \mathcal{A} = \mathcal{A}[GL(2, \mathbb{C})] \). They have shown that \( f \) is \( \mathcal{A} \)-equivalent to \( (x^{k+1}, x^{k+1} h(x)) \) and \( f \) is not \( \mathcal{A} \) simple if \( k > 3 \) or \( k = 3 \) and \( h \) has type \( A_4 \).

However, for the classification by \( \mathcal{A}[SO(2)] \)-equivalence, there might be no \( \mathcal{A}[SO(2)] \) simple germs.

We consider a map germ \( f : (\mathbb{R}, 0) \rightarrow (\mathbb{R}^2, 0) \) with type \( A_k \). By Proposition 6.5, we may assume that \( f(x) = (\pm x^{k+1}, x^{k+1} h(x)) \). In this case we have

\[
\dot{f}(x) = (\pm (k + 1)x^k, x^k((k + 1)h(x) + xh(x))),
\]

so that the singular point of \( f \) is the origin. We define

\[
\mu(x) = \frac{1}{\sqrt{(k + 1)^2 + ((k + 1)h(x) + xh(x))^2}}(\pm (k + 1), (k + 1)h(x) + xh(x)).
\]

Then \( \mu(x) \) is a unit vector tangent to \( f(\mathbb{R}) \) at \( x \neq 0 \) (i.e. a regular point of \( f \)). We also define \( \nu(x) = J \mu(x) \), where \( J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \). It follows that \( \{\nu(x), \mu(x)\} \) is an orthonormal frame along \( f \). Moreover, we have a map germ \( (f, \nu) : (\mathbb{R}, 0) \rightarrow \mathbb{R}^2 \times S^1 \) with \( \dot{f}(x) \cdot \nu(x) = 0 \), where \( a \cdot b \) is the canonical scaler product of \( \mathbb{R}^2 \). This means that \( f \) is a frontal in the sense of [14]. If we define \( \ell_f(x) = \dot{\nu}(x) \cdot \mu(x) \) and \( \beta_f(x) = \dot{f}(x) \cdot \mu(x) \), we have the following Frenet-type formulae [14]:

\[
\begin{pmatrix}
\dot{\nu}(x) \\
\dot{\mu}(x)
\end{pmatrix}
= \begin{pmatrix}0 & \ell_f(x) \\ -\ell_f(x) & 0\end{pmatrix}
\begin{pmatrix}
\nu(x) \\
\mu(x)
\end{pmatrix},
\dot{f}(x) = \beta_f(x) \mu(x).
\]

The following uniqueness theorem was shown in [14]:

**Theorem 6.7.** Let \( f, g : (\mathbb{R}, 0) \rightarrow (\mathbb{R}^2, 0) \) be frontal germs. Then \( f, g \) are congruent if there exists a diffeomorphism germ \( \phi : (\mathbb{R}, 0) \rightarrow (\mathbb{R}, 0) \) such that \( \phi(x) > 0 \) and

\[
\dot{\phi}(x)(\ell_f \circ \phi(x), \beta_f \circ \phi(x)) = (\ell_g(x), \beta_g(x))
\]

for any \( x \in (\mathbb{R}, 0) \).
As a special case, we have a classification theorem on map germ $f : (\mathbb{R}, 0) \rightarrow (\mathbb{R}^2, 0)$ with type $A_k$. For $f(x) = (\pm x^{k+1}, x^{k+1}h(x))$, we can show that

$$
\ell_f(x) = \frac{\pm(k+1)((k+2)h(x) + x\dot{h}(x))}{\sqrt{((k+1)^2 + ((k+1)h(x) + x\dot{h}(x))^2)^3}},
$$

$$
\beta_f(x) = x^k\sqrt{(k+1)^2 + ((k+1)h(x) + x\dot{h}(x))^2}.
$$

Therefore, the basic invariant $(\ell_f, \beta_f)$ depends on $h(x)$.

On the other hand, we consider $n = 2$ and $p = 3$. For a regular surface, we have the Monge normal form. By the classification theorem for quadratic forms, we have the following proposition.

**Proposition 6.8.** Let $f : (\mathbb{R}^2, 0) \rightarrow (\mathbb{R}^3, 0)$ be an immersion germ. Then $f$ is $\mathcal{R} \times SO(3)$-equivalent (i.e. $A_0[SO(3)]$-equivalent) to the following germ:

$$
g(x_1, x_2) = (x_1, x_2, \lambda_1 x_1^2 + \lambda_2 x_2^2 + a_{30}x_1^3 + a_{21}x_1^2x_2 + a_{12}x_1x_2^2 + a_{03}x_2^3 + O(4)).
$$

Here, $\lambda_1, \lambda_2$ are the principal curvatures of $f$ at the origin.

The above map germ $g$ is called a Monge normal form. Recently, $\mathcal{R} \times SO(3)$-equivalence has been used for the study of differential geometry of singular surfaces in $\mathbb{R}^3$ (cf. [13, 15, 24, 25, 38]).

**6.2. Volume preserving $\mathcal{A}$-equivalence.** We now consider the case when $G = SL(p, \mathbb{R})$. In this case, $\mathcal{A}[SL(p, \mathbb{R})]$-equivalence is volume preserving $\mathcal{A}$-equivalence on the target space. By Example 4.7, $\theta[SL(p, \mathbb{R})](p)$ is not a finitely generated $(\mathcal{E}_p[SL(p, \mathbb{R})] = \mathbb{R})$-module, so that $\mathcal{L}[SL(p, \mathbb{R})]$ and $\mathcal{A}[SL(p, \mathbb{R})]$ are not geometric subgroups of $\mathcal{A}$ in the sense of Damon [8]. Therefore, the usual techniques of the singularity theory cannot work properly. However, as Martinet (cf. [26, page 50]) pointed out, the group $\text{Diff}[SL(p, \mathbb{R})](p)$ is big enough that there is still some hope of finding a reasonable classification theorem by volume preserving $\mathcal{A}$-equivalence. Actually, Domitz and Rieger investigated this equivalence in [9]. In their paper $\mathcal{A}[SL(p, \mathbb{R})]$ is written by $\mathcal{A}_{ul_p}$. They called the geometry associated with $\text{Diff}[SL(p, \mathbb{R})](p)$ a uni-modular geometry. For convenience, they adopted $\mathcal{A}[SL(p, \mathbb{C})]$ instead of $\mathcal{A}[SL(p, \mathbb{R})]$. One of their classifications is as follows.

**Proposition 6.9 ([9]).** Any $\mathcal{A}[SL(2, \mathbb{C})]$-simple map-germ $f : (\mathbb{C}^n, 0) \rightarrow (\mathbb{C}^2, 0)$, $n \geq 2$, is $\mathcal{A}[SL(2, \mathbb{C})]$-equivalent to one of the following list of germs:

$$(x_1, x_2); (x_1, x_2^2 + Q); (x_1, x_1x_2 + x_2^3 + Q); (x_1, x_1^3 + x_1x_2^2 + Q), k > 1; (x_1x_1x_2 + x_1x_2^3 + Q),$$

where $Q = \sum_{i=3}^{n} x_i^2$ for $n > 2$ and $Q = 0$ for $n = 2$.

Since $SL(2, \mathbb{C}) = Sp(2, \mathbb{C})$, the above list also gives a classification of $\mathcal{A}[Sp(2, \mathbb{C})]$-simple map germs $(\mathbb{C}^n, 0) \rightarrow (\mathbb{C}^2, 0)$, $n \geq 2$. For $n = 1$, Ishikawa and Janeczko classified $\mathcal{A}[Sp(2, \mathbb{C})]$-simple map germs $(\mathbb{C}, 0) \rightarrow (\mathbb{C}^2, 0)$ in [18]. However, classifications by $\mathcal{A}[Sp(2, \mathbb{R})]$-equivalence for general $p$ is much complicated.

Moreover, $(\mathcal{R} \times SL(p, \mathbb{R}))(n, p)$ is a proper subgroup of $\mathcal{A}[SL(p, \mathbb{R})](n, p)$. The notion of $\mathcal{R} \times SL(p, \mathbb{R})$-equivalence is known to be equi-affine congruence. We say that $f, g : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0)$ are equi-affine congruent if there exist $\phi \in \text{Diff}(n)$ and $A \in SL(p, \mathbb{R})$ such that $f \circ \phi(x) = A \cdot g(x)$ for any $x \in (\mathbb{R}^n, 0)$. For a regular curve
We consider the case if and only if these germs are strictly bi-
geometry and the equi-affine geometry. This is completely different from the case
if and only if there exists a diffeomorphism germ $\phi : (\mathbb{R}, 0) \rightarrow (\mathbb{R}, 0)$ such that
$\kappa_g^e(x) = \sin(\phi)\kappa_f^e(\phi(x))$ for any $x \in (\mathbb{R}, 0)$.

The equi-affine geometry for singular curves is also an interesting subject. Moreover,
the surface theory (i.e. $n = 2, p = 3$) is also quite interesting. These are our future assignments. As a consequence, there is a big gap between the unimodular geometry and the equi-affine geometry. This is completely different from the case when $G = SO(p)$.

**6.3. Bi-$A$-equivalence.** We consider a map germ $f = (f_1, f_2) : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^{p_1} \times \mathbb{R}^{p_2}, 0)$ which is considered to be a divergent diagram of map germs $(\mathbb{R}^{p_1}, 0) \overset{f_1}{\leftarrow} (\mathbb{R}^n, 0) \overset{f_2}{\rightarrow} (\mathbb{R}^{p_2}, 0)$. The notion of bi-$A$-equivalence among map germs of the form $f = (f_1, f_2) : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^{p_1} \times \mathbb{R}^{p_2}, 0)$ was introduced in [7, 11, 31]. We say that $f = (f_1, f_2)$ and $g = (g_1, g_2)$ are bi-$A$-equivalent if there exist diffeomorphism germs $\phi : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^n, 0)$ and $\psi : (\mathbb{R}^{p_2}, 0) \rightarrow (\mathbb{R}^{p_2}, 0), (i = 1, 2)$, such that $f_i \circ \phi = \psi_i \circ g_i$. We consider the Lie group $D^*(p_1, p_2) \subset GL(p, \mathbb{R})$, where $p = p_1 + p_2$. Then $f = (f_1, f_2)$ and $g = (g_1, g_2)$ are $A[D^*(p_1, p_2)]$-equivalent if and only if these are bi-$A$-equivalent.

In this case, we have $\theta[D^*(p_1, p_2)](p) = \theta(p_1) \oplus \theta(p_2)$. Then

$$TA[D^*(p_1, p_2)]e(f) = tf(\theta(n)) + \omega f(\theta(p_1) \oplus \theta(p_2)),$$

$$TA[D^*(p_1, p_2)](f) = tf(\mathfrak{m}_n \theta(n)) + \omega f(\mathfrak{m}_{p_1} \theta(p_1) \oplus \mathfrak{m}_{p_2} \theta(p_2)).$$

This is not a geometric subgroup of $A$ in the sense of Damon [8]. In particular, if we consider the case $p = 2$, the bi-$A$-stable map germs were classified by Dufour [11]. Moreover, a formal classification for formal finite bi-$A$-codimensional map germs was given by Mancini, Ruas and Texieira [23].

**6.4. Strict bi-$A$-equivalence.** Here we also consider divergent diagrams $(\mathbb{R}^{p_1}, 0) \overset{f_1}{\leftarrow} (\mathbb{R}^n, 0) \overset{f_2}{\rightarrow} (\mathbb{R}^{p_2}, 0)$. We say that $f = (f_1, f_2)$ and $g = (g_1, g_2)$ are strictly bi-$A$-equivalent if there exist diffeomorphism germs $\phi : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^n, 0)$ and $\psi : (\mathbb{R}^{p_2}, 0) \rightarrow (\mathbb{R}^{p_2}, 0)$ such that $f_1 \circ \phi = g_1$ and $f_2 \circ \phi = \psi \circ g_2$. Then we consider the following Lie group:

$$\{I_{p_1}\} \oplus GL(p_2, \mathbb{R}) = \left\{ \begin{pmatrix} I_{p_1} & 0 \\ 0 & A \end{pmatrix} \mid A \in GL(p_2, \mathbb{R}) \right\}$$

In this case, we have $\theta[\{I_{p_1}\} \oplus GL(p_2, \mathbb{R})](p) = \{0\} \oplus \theta(p_2)$, so that

$$TA[\{I_{p_1}\} \oplus GL(p_2, \mathbb{R})]e(f) = tf(\theta(n)) + \omega f(\{0\} \oplus \theta(p_2)),$$

$$TA[\{I_{p_1}\} \oplus GL(p_2, \mathbb{R})](f) = tf(\mathfrak{m}_n \theta(n)) + \omega f(\{0\} \oplus \mathfrak{m}_{p_2} \theta(p_2)).$$

This is a geometric subgroup of $A$ in the sense of Damon [8]. By definition, $f = (f_1, f_2), g = (g_1, g_2) : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^{p_1} \times \mathbb{R}^{p_2}, 0)$ are $A[\{I_{p_1}\} \oplus GL(p_2, \mathbb{R})]$-equivalent if and only if these germs are strictly bi-$A$-equivalent. However, this equivalence is
too strong. If \( f = (f_1, f_2), g = (g_1, g_2) \) are strictly bi-\( A \)-equivalent, then \( f_1, g_1 \) are \( \mathcal{R} \)-equivalent. By the same reason as Proposition 5.2 (cf. [29, Proposition 1.11]), \( f_1 \) is a submersion for \( p_1 > 1 \) and \( \dim \mathbb{R} \theta(f)/\mathcal{T}A[(I_{p_1}) \oplus GL(p_2, \mathbb{R})]_c(f) < \infty \). We remark that even if \( p_1 = 1 \), functional moduli appear for very low dimensions (i.e. \( p_2 = 2, [12] \)). In order to avoid functional moduli, we consider another Lie group defined by

\[
(1^+, GL(p_2, \mathbb{R})) = \left\{ \begin{pmatrix} 1 & b \\ 0 & A \end{pmatrix} \mid b \in \mathbb{R}^{p_2}, A \in GL(p_2, \mathbb{R}) \right\} \subset GL(p, \mathbb{R}).
\]

Then \( f, g \) are \( \mathcal{A}[(1^+, GL(p_2, \mathbb{R}))] \)-equivalent if and only if there exist diffeomorphism germs \( \phi : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^n, 0), \psi : (\mathbb{R}^{p_2}, 0) \rightarrow (\mathbb{R}^{p_2}, 0) \) and a function germ \( \alpha : (\mathbb{R}^{p_2}, 0) \rightarrow (\mathbb{R}, 0) \) such that \( f_1(x) + \alpha(f_2(x)) = g_1 \circ \phi(x) \) and \( \psi \circ f_2 = g_2 \circ \phi \). In this case, the corresponding Lie algebra is

\[
(0^+, M_{p_2}(\mathbb{R})) = \left\{ \begin{pmatrix} 0 & b \\ 0 & X \end{pmatrix} \mid b \in \mathbb{R}^{p_2}, X \in M_{p_2}(\mathbb{R}) \right\} \subset M_p(\mathbb{R}),
\]

so that we have

\[
\theta[(1^+, GL(p_2, \mathbb{R}))](p) = \left\langle \frac{\partial}{\partial x}, \frac{\partial}{\partial y_1}, \ldots, \frac{\partial}{\partial y_{p_2}} \right\rangle, \quad \varepsilon_{p_2},
\]

where \((x, y_1, \ldots, y_{p_2}) \in \mathbb{R} \times \mathbb{R}^{p_2} = \mathbb{R}^p\). Therefore, we have

\[
TA[(1^+, GL(p_2, \mathbb{R}))]_c(f) = tf(\theta(n)) + \omega f \left( \left\langle \frac{\partial}{\partial x}, \frac{\partial}{\partial y_1}, \ldots, \frac{\partial}{\partial y_{p_2}} \right\rangle \varepsilon_{p_2} \right),
\]

\[
TA[(1^+, GL(p_2, \mathbb{R}))](f) = tf(\mathcal{M}_n\theta(n)) + \omega f \left( \left\langle \frac{\partial}{\partial x}, \frac{\partial}{\partial y_1}, \ldots, \frac{\partial}{\partial y_{p_2}} \right\rangle \mathcal{M}_{p_2} \right).
\]

This is a geometric subgroup of \( \mathcal{A} \) in the sense of Damon [8]. In [12] a generic classification of \( f = (f_1, f_2) : (\mathbb{R}^2, 0) \rightarrow (\mathbb{R}^3, 0) = (\mathbb{R} \times \mathbb{R}^2, 0) \) with respect to \( \mathcal{A}[(1) \oplus GL(2, \mathbb{R})] \)-equivalence was given. One of the normal form is

\[
f_1(x_1, x_2) = \pm x_1 + \alpha \circ f_2(x_1, x_2), \quad f_2(x_1, x_2) = (x_1^3 + x_1 x_2, x_2).
\]

Here \( \alpha : (\mathbb{R}^2, 0) \rightarrow \mathbb{R} \) is the functional modulus. By definition, it is \( \mathcal{A}[(1^+, GL(p_2, \mathbb{R}))] \)-equivalent to \((\pm x_1, x_1^3 + x_1 x_2, x_2)\). Therefore, \( \mathcal{A}[(1^+, GL(p_2, \mathbb{R}))] \)-equivalence is a strict bi-\( A \)-equivalence modulo functional uni-moduli. It is known that the functional moduli play an important role in the geometry of webs.

### 6.5. Projections of map germs.

#### 6.5.1. General projection.

We consider map germ \( f = (f_1, f_2) : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p = \mathbb{R}^{p_1} \times \mathbb{R}^{p_2}, 0) \) and the canonical projection \( \pi_2 : (\mathbb{R}^{p_1} \times \mathbb{R}^{p_2}, 0) \rightarrow (\mathbb{R}^{p_1}, 0) \). We say that \( f, g : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^{p_1} \times \mathbb{R}^{p_2}, 0) \) are projection \( A \)-equivalent with respect to \( \pi_2 \) if there exist \( \phi \in \text{Diff}(n) \) and \( \Psi \in \text{Diff}(p) \) of the form \( \Psi(x, y) = (\psi_1(x, y), \psi_2(y)) \) such that \( \Psi \circ f = g \circ \phi \). Then we consider the Lie group \( T^*_\pi(p_1, p_2) \subset GL(p, \mathbb{R}) \). We can show that \( f, g : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^{p_1} \times \mathbb{R}^{p_2}, 0) \) are projection \( A \)-equivalent with respect to \( \pi_2 \) if and only if these are \( \mathcal{A}[T^*_\pi(p_1, p_2)] \)-equivalent. By Example 4.10, 2), we have

\[
TA[T^*_\pi(p_1, p_2)]_e(f) = tf(\theta(n)) + \omega f(\theta(p_{p_1}) \oplus \theta(p_2)),
\]
This is a geometric subgroup of $A$ in the sense of Damon [8]. We expect that there might be interesting properties on this equivalence. For example, one of the results of Romero-Fuster, Mancini and Soares-Ruas [16, Lemma 2] is interpreted by using this equivalence as follows:

**Proposition 6.11.** Suppose that $f = (f_1, f_2), g = (g_1, g_2) : (\mathbb{R}^n, 0) \to (\mathbb{R}^{p_1} \times \mathbb{R}^{p_2}, 0)$ are immersion germs. Then $f_2, g_2$ are $A$-equivalent if and only if $f, g$ are $A[T^*_{\tau}(p_1, p_2)]$-equivalent.

Since $A$-equivalence among projections of surfaces (i.e. $n = 2, p = 3$) is a useful tool for the study of differential geometry of surface from the viewpoint of contact with lines or planes, there might be interesting applications of $A[T^*_{\tau}(p_1, p_2)]$-equivalence for general singular surfaces. Moreover, Mancini and Soares-Ruas [22] investigated the following equivalence relation: Two map germs $f = (f_1, h), g = (g_2, h) : (\mathbb{R}^n, 0) \to (\mathbb{R}^{p_1} \times \mathbb{R}^{p_2}, 0)$ are $h$-equivalent if there exists $\phi \in \text{Diff}(n), \Psi \in \text{Diff}(p_1, p_2)$ of the form $\Psi(y, z) = (\psi_1(y, z), \psi_2(z))$ for $(y, z) \in \mathbb{R}^{p_1} \times \mathbb{R}^{p_2}$ such that $\Psi \circ f = g \circ \phi$. By definition, $f = (f_1, h), g = (g_2, h)$ are $h$-equivalent if and only if these are $A[T^*_{\tau}(p_1, p_2)]$-equivalent.

**6.5.2. Lagrangian equivalence.** We now consider a symplectic manifold $\mathbb{R}^n \times \mathbb{R}^n$ with the canonical symplectic structure $\omega = \sum_{i=1}^{n} dx_i \wedge dy_i$ where $(x, y) = (x_1, \ldots, x_n, y_1, \ldots, y_n)$. We say that two map germs $f, g : (\mathbb{R}^n, 0) \to (\mathbb{R}^n \times \mathbb{R}^n, 0)$ are Lagrangian equivalent if there exist $\phi \in \text{Diff}(m)$ and a symplectic diffeomorphism $\Psi : (\mathbb{R}^n \times \mathbb{R}^n, 0) \to (\mathbb{R}^n \times \mathbb{R}^n, 0)$ of the form $\Psi(x, y) = (\psi_1(x, y), \psi_2(y))$ such that $\Psi \circ f = g \circ \phi$. By Example 4.11, $f, g$ are Lagrangian equivalent if and only if these are $A[L(2n)]$-equivalent. In this case, we have

$$TA[L(2n)]_c(f) = tf(\theta(m)) + \omega f(\theta[L(2n)]),$$

$$TA[L(2n)](f) = tf(\mathcal{M}_n \theta(m)) + \omega f(\theta[L(2n)]_0),$$

where $\theta[L(2n)]_0$ and $\theta[L(2n)]$ are given in Example 4.11.

We call $f : (\mathbb{R}^n, 0) \to (\mathbb{R}^n \times \mathbb{R}^n, 0)$ an isotropic map germ if $f^* \omega = 0$. Moreover, $f : (\mathbb{R}^n, 0) \to (\mathbb{R}^n \times \mathbb{R}^n, 0)$ is said to be a Lagrangian immersion germ if $f$ is isotropic and an immersion germ. For Lagrangian immersion germs, there is a theory of generating families. A generic classification of Lagrangian immersion germs by using generating families is well-known (cf. [2, Part III]). However, we do not know classifications of general map germs $f : (\mathbb{R}^n, 0) \to (\mathbb{R}^n \times \mathbb{R}^n, 0)$ by $A[L(2n)]$-equivalence so far.

**7. $A[G]$-geometry versus classical $G$-geometry.** The basic tools of the (local) theory of $A$-equivalence are finite determinacy of map germs and the versality theorem for unfoldings of map germs which are characterized by the algebraic structure of the formal tangent space of the $A$-equivalence class. In [8] Damon gave a very wide class of subgroups of $A(n, p)$ for which the finite determinacy theorem and the versality theorem hold. Those subgroups are called geometric subgroups of $A$. However, as we already mentioned in this paper, $A[G](n, p)$ for some $G \subset GL(p, \mathbb{R})$ are not geometric subgroups of $A$.

On the other hand, we defined $\mathcal{R} \times G$-equivalence among map germs (cf. §2). From the view point of extrinsic differential geometry, we say that map germs
$f, g : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0)$ are $G$-congruent if they are $\mathcal{R} \times G$-equivalent. We call the corresponding geometry a classical $G$-(differential) geometry. Since $(\mathcal{R} \times G)(n, p) \subset \mathcal{A}[G](n, p)$, a geometry corresponding to $\mathcal{A}[G]$-equivalence is called an $\mathcal{A}[G]$-geometry (or, a differential $G$-geometry) which is categorically wider than the classical $G$-geometry. The classical Euclidean differential geometry is a geometry which investigates invariant quantities and properties of immersions $f : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0)$ under $SO(p)$-congruence, so that it is the classical $SO(p)$-geometry. It is known that the curvatures of regular curves in $\mathbb{R}^2$ are complete invariants in the Euclidean differential geometry, which is also the functional moduli with respect to $SO(2)$-congruence (cf. Proposition 6.3). We have shown in Theorem 6.1 that the $A_0[SO(p)]$-geometry and the classical $SO(p)$-geometry are the same. From this point of view, the $\mathcal{A}[GL(p, \mathbb{R})]$-geometry is the $\mathcal{A}$-geometry, which should be called a local differential topology for map germs. The classical $GL(p, \mathbb{R})$-geometry is usually called a full affine geometry. Moreover, the $\mathcal{A}[SL(p, \mathbb{R})]$-geometry is called the unimodular geometry in [9]. Since $SL(p, \mathbb{R})$ is big enough as a Lie subgroup of $GL(p, \mathbb{R})$, there are not so much difference between the $\mathcal{A}[SL(p, \mathbb{R})]$-geometry and the $\mathcal{A}[GL(p, \mathbb{R})]$-geometry (cf. Proposition 6.9). The classical $SL(p, \mathbb{R})$-geometry is known to be the equi-affine geometry (cf. [30]). In this case, the equi-affine curvatures for regular curves without inflections in $\mathbb{R}^2$ are also the complete invariants and the functional moduli with respect to equi-affine congruence (i.e. $SL(p, \mathbb{R})$-congruence).

Since the formal tangent space of an $\mathcal{A}[G]$-equivalence class gives several information, the calculation of tangent space might be the first step for the investigation of the $\mathcal{A}[G]$-geometry of map germs. For example, we have the following theorem which is a generalization of Theorem 6.1.

**Theorem 7.1.** Let $G \subset GL(p, \mathbb{R})$ be a connected linear Lie group. Then the following conditions are equivalent:

1. $\mathfrak{g} \cong \mathcal{G}(\mathbb{R})_0(p)$ as $\mathbb{R}$-vector spaces,
2. For any $\eta(y) = \sum_{i=1}^p \eta_i(y) (\partial / \partial y_i) \in \mathcal{G}(\mathbb{R})_0(p)$, $\eta_i(y)$ $(i = 1, \ldots, p)$ are linear functions,
3. $\text{Diff}_0(G)(p) = G$.

**Proof.** We consider an $\mathbb{R}$-linear mapping $\iota : M_p(\mathbb{R}) \rightarrow \mathfrak{g}$ defined by $\iota(e_{ij}) = y_i (\partial / \partial y_j)$, where $\{e_{ij} \mid i, j = 1, \ldots, p\}$ is the canonical basis of $M_p(\mathbb{R})$. Since $\{y_i (\partial / \partial y_j) \mid i, j = 1, \ldots, p\}$ are linearly independent, $\iota$ is a monomorphism. Therefore, $\mathfrak{g} \cong \iota(\mathfrak{g}) \subset \mathcal{G}(\mathbb{R})_0(p)$, generally. Let $\{\delta_1, \ldots, \delta_p\}$ be a basis of $\mathfrak{g}$. Then $\delta_i$ is denoted by a linear combination of $e_{ij}$. If $\mathfrak{g} \cong \mathcal{G}(\mathbb{R})_0(p)$, then any $\eta(y) = \sum_{k=1}^p \eta_k(y) (\partial / \partial y_k) \in \mathcal{G}(\mathbb{R})_0(p) = \iota(\mathfrak{g})$ is denoted by a linear combination of $y_i (\partial / \partial y_j)$, so that $\eta_k(y)$ are linear functions. Suppose that $\eta_k(y)$ $(i = 1, \ldots, p)$ are linear functions, for any $\eta(y) = \sum_{i=1}^p \eta_i(y) (\partial / \partial y_i) \in \mathcal{G}(\mathbb{R})_0(p)$. Then $\eta_i(y) = \sum_{k=1}^p a_{ik} y_k$. By definition $(a_{ik}) = ((\partial \eta/k / \partial y_k(y) / \partial y_i) \in \mathfrak{g}$ for any $y \in (\mathbb{R}^p, 0)$. This means that $\eta(y) = \sum_{i=1}^p a_{ik} y_k (\partial / \partial y_i) = \iota(\sum_{i,k=1}^p a_{ik} e_{ki}) \in \iota(\mathfrak{g})$. Thus we have $\iota(\mathfrak{g}) = \mathcal{G}(\mathbb{R})_0(p)$. We have shown that conditions (1) and (2) are equivalent.

We assume that conditions (1) and (2). Then we can show that condition (3) holds exactly the same method of the proof for Theorem 4.6. If we consider the formal tangent space of $\text{Diff}_0(G)(p) = G$, we can easily show that condition (3) implies condition (1). \qed

**Corollary 7.2.** Suppose that one of the conditions in Theorem 7.1 holds. Then we have the following:

1. $T \mathcal{A}[G](f) = T(\mathcal{R} \times G)(f)$ for any $f : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0)$,
(2) \( f, g : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0) \) are \( A_0[G] \)-equivalent if and only if these are \( G \)-congruent.

\[ \text{Proof. If } g \cong \theta[G]_0(p) \text{ as } \mathbb{R}\text{-vector spaces, then } \omega f(\theta[G]_0(p)) = g(f) \text{ for any } f : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p), \text{ so that assertion (1) holds. If } f, g \text{ are } A_0[G] \text{-equivalent, then there exists } (\phi, \psi) \in \text{Diff}(n) \times \text{Diff}_0[G](p) \text{ such that } \psi \circ f = g \circ \phi. \text{ Since } \text{Diff}_0[G](p) = G, f, g \text{ are } \mathcal{R} \times G\text{-equivalent (i.e. } G\text{-congruent). The converse assertion holds by definition.} \]

Corollary 7.2 shows that if one of the conditions in Theorem 7.1 holds, then the \( A[G] \)-geometry and the classical \( G \)-geometry are the same. For a Lie subgroup \( H < G < GL(p, \mathbb{R}) \), we have \( \theta[H]_0(p) \subset \theta[G]_0(p) \). If condition (2) in Theorem 7.1 holds for \( G \), then it also holds for \( H \). If \( G = SO(p_1, p_2) \), then we can show that condition (2) in Theorem 7.1 holds, where we do not give the proof of this fact except in the case when \( p_1 = 0, p_2 = p \) (cf. Example 4.4). For \( G = SO(4) \), we consider \( H = \{1\} \oplus SO(3) \). Then \( f = (f_1, f_2), g = (g_1, g_2) : (\mathbb{R}^2, 0) \rightarrow (\mathbb{R} \times \mathbb{R}^3, 0) \) are \( A_0[\{1\} \oplus SO(3)] \)-equivalent if and only if these are \( \mathcal{R} \times (\{1\} \oplus SO(3))\)-equivalent, which also means that there exists \( \phi \in \text{Diff}(2) \) and \( A \in SO(3) \) such that \( f_1 \circ \phi = g_1 \) and \( f_2 \circ \phi = A \circ g_2 \). Since \( f_1 \circ \phi = g_1 \), we have \( \phi(g_1^{-1}(c)) = f_1^{-1}(c) \) for any \( c \in (\mathbb{R}, 0) \). Therefore, if \( f_2, g_2 \) are immersive, then the classical \((\{1\} \oplus SO(3))\)-geometry is the classical Euclidean geometry among regular surfaces with singular foliations. On the other hand, the local differential topology among surfaces with singular foliations is the \( A[\{1\} \oplus GL(3, \mathbb{R})] \)-geometry which is different from the full affine geometry among surfaces with singular foliations (i.e. the classical \((\{1\} \oplus GL(3, \mathbb{R}))\)-geometry).

Moreover, we define an \( \mathbb{R} \)-vector space

\[ \mathcal{M}(A[G]; \mathcal{R} \times G)(f) = \frac{TA[G](f)}{T(\mathcal{R} \times G)(f)}, \]

which is called a relative infinitesimal moduli space of \( f \) with respect to \( A[G] \) and \( \mathcal{R} \times G \). By the calculations of tangent spaces of \( A[G] \)-equivalence and \( \mathcal{R} \times G \)-equivalence, the moduli space clarifies the difference between the \( A[G] \)-geometry and the classical \( G \)-geometry. By Theorems 4.6 and 6.1, \( \mathcal{M}(A[SO(p)]; \mathcal{R} \times SO(p))(f) = 0 \) for any map germ \( f : (\mathbb{R}^n, 0) \rightarrow (\mathbb{R}^p, 0) \). We have the following general result as a simple corollary of Theorem 7.1 and Corollary 7.2.

**Corollary 7.3.** Suppose that one of the conditions in Theorem 7.1 holds for \( G \). Then \( \mathcal{M}(A[G]; \mathcal{R} \times G)(f) = 0 \).

However, \( \mathcal{M}(A[SL(p, \mathbb{R})]; \mathcal{R} \times SL(p, \mathbb{R}))(f) \) is an infinite dimensional vector space. Following the examples in §6, there appear functional moduli for the classifications by \( G \)-congruence. In the previous theory of singularities, functional moduli are usually unwelcome. However, these give important information such as curvatures of curves etc.

On the other hand, we have other relative moduli spaces for Lie subgroups \( H < G < GL(p, \mathbb{R}) \):

1. \( \mathcal{M}(A[G]; A[H])(f) = \frac{TA[G](f)}{TA[H](f)} \).
2. \( \mathcal{M}(\mathcal{R} \times G; \mathcal{R} \times H)(f) = \frac{T(\mathcal{R} \times G)(f)}{T(\mathcal{R} \times H)(f)} \).

Here, we call \( \mathcal{M}(A[G]; A[H])(f) \) a relative infinitesimal moduli space of \( f \) with respect to \( A[G] \) and \( A[H] \). We also call \( \mathcal{M}(\mathcal{R} \times G; \mathcal{R} \times H)(f) \) a relative infinitesimal moduli space of \( f \) with respect to \( \mathcal{R} \times G \) and \( \mathcal{R} \times H \). For \( \mathcal{M}(A[G]; A[H])(f) \), we have the
following exact sequence as $\mathbb{R}$-vector spaces:

$$
0 \rightarrow \frac{tf(M_n\theta(n)) \cap \omega f_{[G]}(\theta[G]_0)}{tf(M_n\theta(n)) \cap \omega f_{[H]}(\theta[H]_0)} \rightarrow \frac{\omega f_{[G]}(\theta[G]_0)}{\omega f_{[H]}(\theta[H]_0)} \overset{P}{\rightarrow} \mathcal{M}(\mathcal{A}[G]; \mathcal{A}[H])(f) \rightarrow 0,
$$

where $P$ is defined by $P([\eta \circ f]) = \{\eta \circ f\}$. Since $T(\mathcal{A}[G])(f) = tf(M_n\theta(n)) + \omega f_{[G]}(\theta[G]_0)$, $P$ is surjective and the kernel of $P$ is

$$
\frac{(tf(M_n\theta(n)) + \omega f_{[H]}(\theta[H]_0)) \cap \omega f_{[G]}(\theta[G]_0)}{\omega f_{[H]}(\theta[H]_0)} \cong \frac{tf(M_n\theta(n)) \cap \omega f_{[G]}(\theta[G]_0)}{tf(M_n\theta(n)) \cap \omega f_{[H]}(\theta[H]_0)).
$$

It follows that

$$
\dim_{\mathbb{R}} \mathcal{M}(\mathcal{A}[G]; \mathcal{A}[H])(f) \leq \dim_{\mathbb{R}} \frac{\omega f_{[G]}(\theta[G]_0)}{\omega f_{[H]}(\theta[H]_0)} \leq \dim_{\mathbb{R}} \frac{\theta[G]_0}{\theta[H]_0}.
$$

If $G = GL(p, \mathbb{R})$ and $H = SL(p, \mathbb{R})$, then $\theta[GL(p, \mathbb{R})]_0 = M_p, \theta(p)$ and $\theta[SL(p, \mathbb{R})]_0 = 0 = \ker(\text{div})$, where div : $\mathcal{M}_{\mathbb{R}} \rightarrow \mathcal{E}_{\mathbb{R}}$ is defined by

$$
div \eta = \sum_{i=1}^{p} \frac{\partial \eta_i}{\partial y_i}, \text{ for } \eta = \sum_{i=1}^{p} \eta_i \frac{\partial}{\partial y_i}.
$$

The detailed calculations of $\mathcal{M}(\mathcal{A}[GL(p, \mathbb{R})]; \mathcal{A}[SL(p, \mathbb{R})])(f)$ were given in [9].

For $\mathcal{M}(\mathcal{R} \times G; \mathcal{R} \times H)(f)$, we also have the following exact sequence:

$$
0 \rightarrow \frac{tf(M_n\theta(n)) \cap g(f)}{tf(M_n\theta(n)) \cap h(f)} \rightarrow \frac{g(f)}{h(f)} \overset{\tilde{P}}{\rightarrow} \mathcal{M}(\mathcal{R} \times G; \mathcal{R} \times H)(f) \rightarrow 0,
$$

where $\tilde{P}$ is defined by $\tilde{P}([X.f]) = \{X.f\}$. Since $T(\mathcal{R} \times G)(f) = tf(M_n\theta(n)) + g(f)$, $\tilde{P}$ is surjective and the kernel of $\tilde{P}$ is

$$
\frac{(tf(M_n\theta(n)) + h(f)) \cap g(f)}{h(f)} \cong \frac{tf(M_n\theta(n)) \cap g(f)}{tf(M_n\theta(n)) \cap h(f)}.
$$

Moreover, we define the annihilator $g_f = \{X \in g \mid X.f = 0\}$. Then we have $g(f) \cong g/g_f$. Since $g_f = M_p(\mathbb{R})_f \cap g$, we have

$$
\frac{g(f)}{h(f)} \cong \frac{g/g_f}{h/h_f} \cong \frac{g + M_p(\mathbb{R})_f}{h + M_p(\mathbb{R})_f}.
$$

Therefore, we have

$$
\dim_{\mathbb{R}} \mathcal{M}(\mathcal{R} \times G; \mathcal{R} \times H)(f) \leq \dim_{\mathbb{R}} \frac{g + M_p(\mathbb{R})_f}{h + M_p(\mathbb{R})_f} \leq \dim_{\mathbb{R}} g/h = \dim G - \dim H < \infty.
$$

Since $\dim_{\mathbb{R}} GL(p, \mathbb{R}) - \dim_{\mathbb{R}} SL(p, \mathbb{R}) = 1$, $\dim_{\mathbb{R}} \mathcal{M}(\mathcal{R} \times GL(p, \mathbb{R}); \mathcal{R} \times SL(p, \mathbb{R}))(f) \leq 1$. This means that the full affine geometry and the equi-affine geometry of map germs are not so different. If one of the conditions in Theorem 7.1 holds for $G$, then

$$
\mathcal{M}(\mathcal{A}[G]; \mathcal{A}[H])(f) = \mathcal{M}(\mathcal{R} \times G; \mathcal{R} \times H)(f).
$$

It follows that

$$
\dim_{\mathbb{R}} \mathcal{M}(\mathcal{A}[SO(4)]; \mathcal{A}[\{1 \oplus SO(3)\}])(f) \leq \dim SO(4) - \dim SO(3) = 3.
$$
On the other hand, there is an interesting problem related to $A[G]$-equivalence and $R \times G$-equivalence which we should investigate. In [24, 25, 32] the normal forms with respect to $SO(3)$-congruence of map germs $(\mathbb{R}^2, 0) \rightarrow (\mathbb{R}^3, 0)$, which are $A$-equivalent to the cuspidal edge or the swallowtail, are detected. Since there are no finitely determined map germs relative to $R \times SO(3)$, these are not exact normal forms by the classification with respect to $R \times SO(3) = A_0[SO(3)](2, 3)$. They only give the Taylor polynomials of relatively lower orders by using ad hoc methods. However, such normal forms give important geometric information of singular surfaces in $\mathbb{R}^3$ which are $A$-equivalent to the cuspidal edge or the swallowtail. All basic geometric invariants (i.e. various kinds of curvatures) at the origin are given by the coefficients of these normal forms. Therefore, we propose the following important but ambiguous problem:

**Problem: semi-finite determinacy of map germs:** How can we determine the order of the Taylor polynomials whose coefficients provide enough (or, all) geometric invariants with respect to $R \times G$ or $A[G]$?

For attacking this problem, we need extra new ideas beyond the Mather theory of $A$-equivalence. We suppose that the algebraic structure of the tangent space of the $A[G]$-equivalence class is one of the guideposts for solving the above problem.

REFERENCES

[1] V. I. Arnol’d, On matrices depending on parameters, Uspechi. Math. Nauk, 26 (1971).
[2] V. I. Arnol’d, S. M. Gusein-Zade, and A. N. Varchenko, Singularities of Differentiable Maps vol. I, Birkehäuser, Basel 1986.
[3] J. W. Bruce and T. J. Gaffney, Simple singularities of mappings $\mathbb{C}, 0 \rightarrow \mathbb{C}^2, 0$, J. London Math. Soc., 26 (1982), pp. 465–474.
[4] J. W. Bruce and P. J. Giblin, Curves and Singularities (second edition), Cambridge University press, 1992.
[5] J. W. Bruce, On families of symmetric matrices, Moscow Math. J., 3 (2003), pp. 335–360.
[6] J. W. Bruce and F. Tari, On families of square matrices, Proc. London Math. Soc., 89 (2004), pp. 738–762.
[7] J. C. F. Costa, H. A. Pedroso, and M. J. Saia, A note on equivalence relations of pair of germs, RIMS Kôkyûroku Bessatsu, B55 (2016), pp. 17–39.
[8] J. Damon, The unfolding and determinacy theorems for subgroups of $A$ and $K$, Memoirs of A.M.S., 50, No. 306 (1984).
[9] W. Domitrz and J. H. Rieger, Volume preserving subgroups of $A$ and $K$ and singularities in unimodular geometry, Math. Ann., 345 (2009), pp. 783–817.
[10] J. E. Dubuc, $C^\infty$-schemes, Amer. J. Math., 103 (1981), pp. 683–690.
[11] J. P. Dufour, Bi-stabilité des fronces, C. R. Acad. Sci. Paris, 285 (1977), pp. 445–448.
[12] J. P. Dufour, Families de courses planes differentiables, Topology, 22 (1983), pp. 449–474.
[13] T. Fukui and M. Hasegawa, Fronts of Whitney umbrella - a differential geometric approach via blowing up, J. Singul., 4 (2012), pp. 35–67.
[14] T. Fukunaga and M. Takahashi, Existence and uniqueness for Legendre curves, J. of Geometry, 104 (2013), pp. 297–307.
[15] T. Fukunaga and M. Takahashi, Framed surface in the Euclidean space, Bull. Braz. Math. Soc. (N.S.) (2018) DOI:10.1007/s00574-018-0090-z.
[16] M. C. R. Fuster, S. Mancini, and M. A. S. Ruas, Stability and genericity of compositions of maps, Matemática Contemporânea, 5 (1993), pp. 29–51.
[17] G. Ishikawa, Families of functions dominated by distributions of $C$-classes of mappings, Annales de l’institute de Fourier, 33 (1981), pp. 199–217.
[18] G. Ishikawa and S. Janeczko, Symplectic bifurcations of plane curves and isotropic liftings, Q. J. Math. Oxford Ser., 54:2 (2003), pp. 73–102.
[19] G. Ishikawa, Singularities of frontals, to appear in Advances of Pure Mathematics, 78 (2018).
[20] S. Izumiya, M. Takahashi, and H. Teramoto, Geometric equivalence among smooth section germs of vector bundles with respect to structure groups. In preparation.
[21] B. Malgrange, Ideals of differentiable functions, Oxford Univ. Press, London, 1966.
[22] S. Mancini and M. A. S. Ruas, Bifurcations of generic one parameter families of functions on foliated manifolds, MATH. SCAND., 72 (1993), pp. 5–19.
[23] S. Mancini, M. A. S. Ruas, and M. A. Texeira, On divergent diagrams of finite codimension, PORTUGALIAE MATHEMATCA, 59 (2002), pp. 179–194.
[24] L. F. Martins and K. Saji, Geometric invariants of cuspidal edges, Canadian Journal of Mathematics, 68 (2016), pp. 445–562.
[25] L. F. Martins and K. Saji, Geometry of cuspidal edges with boundary, Topology and its Applications, 234 (2018), pp. 209–219.
[26] J. Martinet, Singularities of smooth Functions and Maps, Lecture Note Series, vol. 58, Cambridge University Press, Cambridge (1982).
[27] J. Mather, Stability of $C^\infty$-Mappings III. Finitely Determined Map Germs, Publ. Math. I.H.E.S., 36 (1968), pp. 127–156.
[28] J. Mather, Stability of $C^\infty$-Mappings IV. Classification of stable germs by $\mathbb{R}$-algebras, Publ. Math. I.H.E.S., 37 (1969), pp. 223–248.
[29] J. Mather, unpublished note on right equivalence.
[30] K. Nomizu and T. Sasaki, Affine Differential Geometry, Cambridge University Press, Cambridge, 1993.
[31] H. A. Pedroso, Bi-equivalência de contato, Masters Thesis, USP-São Carlos, (1980).
[32] K. Saji, Normal form of the swallowtail and its applications, Internat. J. Math., 29:7 (2018), 1850046, 17 pp.
[33] E. A. da Silva and L. A. Favaro, Bi-$K$-equivalence and local $\mathbb{R}$-algebras (Portuguese), Rev. Mat. Estatist., 1 (1983), pp. 15–20.
[34] H. Teramoto, K. Kondo, S. Izumiya, M. Toda, and T. Komatsuzaki, Classification of Hamiltonians in neighborhoods of band crossings in terms of the theory of singularities, J. Math. Phys., 58 (2017), 073502, 39 pp.
[35] R. Thom and H. Levine, Singularities of differential mappings, Springer Lecture Notes in Mathematics, 192 (1971), Springer-Verlag, pp. 1–89.
[36] J. C. Tougeron, Ideaux fonctions differentiables, Springer-Verlag, Berlin, Heidelberg, New York, 1972.
[37] C. T. C. Wall, Finite determinacy of smooth map germs, Bull. London Math. Soc., 13 (1981), pp. 481–539.
[38] J. M. West, The differential geometry of the cross-cap, Ph.D. thesis, The University of Liverpool, 1995.
