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Abstract
Given a quiver with potential associated with a toric Calabi–Yau threefold, the numerical Donaldson–Thomas invariants for the moduli space of framed representations can be computed by using toric localization, which reduces the problem to the enumeration of pyramid partitions. We provide a refinement of this localization procedure, which allows to compute cohomological Donaldson–Thomas invariants. Using this approach, we prove a universal formula which gives the BPS invariants of any toric quiver, up to undetermined contributions which are invariant under Poincaré duality. When the toric Calabi–Yau threefold has compact divisors, these self-Poincaré dual contributions have a complicated dependence on the stability parameters, but explicit computations suggest that they drastically simplify for the self-stability condition (also called attractor chamber). We conjecture a universal formula for the attractor invariants, which applies to any toric Calabi–Yau singularity with compact divisors.
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INTRODUCTION

Donaldson–Thomas (DT) invariants are the mathematical counterpart of the bogomol’nyi-prasad-sommerfield (BPS) invariants counting supersymmetric bound states in type II string compactifications. On a non-compact toric Calabi–Yau threefold $X$, the study of DT invariants can be translated into a representation-theoretic problem using an equivalence between the bounded derived category of coherent sheaves on $X$ and the bounded derived category of representations of a quiver with potential $(Q, W)$, encoded in a brane tiling. We denote by $Q_0$ (respectively $Q_1$) the set of nodes (respectively arrows) of the quiver. We will consider cohomological DT invariants as defined by Davison in [15] and Davison–Meinhardt in [17] following the ideas of Kontsevich–Soibelman in [28]. The prime object of interest is the generating series of the cohomological DT invariants $\mathcal{A}(x)$, or BPS monodromy, first defined in [28]: it is a generating series in the Grothendieck ring of monodromic mixed Hodge structures (MMHS). The cohomological BPS invariants $\Omega_{\vartheta, d}$ defined in [17, Theorem A], for dimension vector $d \in \mathbb{N}^{Q_0}$ and generic King stability parameter $\vartheta \in \mathbb{R}^{Q_0}$ are valued in the Grothendieck ring of MMHS, and give a virtual version of the cohomology with compact support of the moduli space of $\vartheta$-semistable $d$-dimensional representations. The Harder–Narasimhan decomposition, expressing a general quiver representation as an extension of semistable representations with increasing slope $\mu = \vartheta \cdot d / \sum_{i \in Q_0} d_i$, and then the Jordan–Hölder filtration, expressing a semistable representation as an extension of stable objects with the same slope, can be expressed by the formula [17, equation 7]:

$$\mathcal{A}(x) = \prod_l \operatorname{Exp} \left( \sum_{d \in l} \frac{\Omega_{\vartheta, d}}{L^{1/2} - L^{-1/2} x^d} \right). \tag{1.1}$$

Here $L^{1/2}$ denotes the square root of the Tate motive, Exp denotes the plethystic exponential defined in [17, equation 6], and the product ranges over rays $l$ with increasing slope. Denoting by $(\cdot, \cdot)$ the anti-symmetrized Euler form of the quiver introduced below, the attractor invariants $\Omega_{\vartheta, d}$ defined in [36, section 3.6] are special instances of $\Omega_{\vartheta, d}$ for $\vartheta$ a small generic deformation of the self-stability (or attractor) condition $(\cdot, d)$, subject to the constraint $\vartheta(d) = 0$. The attractor
invariants correspond with initial data of the stability scattering diagram introduced in [10], and one can extract from them all the DT invariants using the recently proven attractor and flow tree formulas, see [35] and [2]. We denote by \( \Omega_\delta(x) := \sum_d \Omega_{\delta,d} x^d \) and \( \Omega_{\alpha}(x) := \sum_d \Omega_{\alpha,d} x^d \) the corresponding generating series. These series are in general hard to compute, and there is to our knowledge no general closed formula unless \( X \) has no compact divisors.

One way to compute these BPS invariants is to consider \( i \)-cyclic representations, that is, representations with a vector generating the whole representation at the node \( i \). Equivalently, one considers DT invariants for the framed quiver with potential \((Q_i, W)\) (with a single framing node \( \infty \) and a single framing arrow \( f : \infty \to i \)) in the non-commutative stability chamber. Defining the automorphisms \( S_{\pm i}(x^d) = L^{\pm d i/2} x^d \), the generating series of cohomological framed invariants \( Z_i(x) \) is related to the generating series of unframed invariants \( \mathcal{A}(x) \) by a wall crossing formula \([29, 34]\),

\[
Z_i(x) = S_i(\mathcal{A}(x)) S_{-i}(\mathcal{A}(x)^{-1}).
\] (1.2)

For \( D \) a non-compact divisor of \( X \), corresponding to a corner of the toric diagram, one can also consider \( D \)-cyclic representations, as defined in [41, section 3.2]. The corresponding framed quiver \((Q_D, W_D)\) has a single framing node \( \infty \) and a pair of arrows \( \infty \to i \) and \( j \to \infty \) with an additional potential term (see section 2.3.2 below for details). We denote by \( Z_D(x) \) their cohomological generating series. An \( i \)-cyclic (respectively \( D \)-cyclic) representation can be viewed as a non-commutative analogue of a sheaf with a map from the structure sheaf \( \mathcal{O}_X \) (respectively \( \mathcal{O}_D \)). In physics, framed DT invariants count framed BPS states with a D6-brane or non-compact D4-brane charge. Accordingly, we shall refer to the two types of framings as D6- and D4-brane framing, respectively.

The moduli space of \( i \)-cyclic (respectively \( D \)-cyclic) representations admits a maximal torus action rescaling the arrows of \( Q_i \) (respectively \( Q_j \)), leaving the potential \( W \) (respectively \( W_D \)) equivariant, that is, invariant up to a scalar: we denote by \( \Lambda \) the character lattice of the torus. We further denote by \( \Delta_i \) (respectively \( \Delta_D \)) the subset of \( \Lambda \) (called the empty room configuration, or ERC) given by weights of paths starting at the framing node which are non-vanishing in an \( i \)-cyclic (respectively \( D \)-cyclic) representation of \((Q_i, W)\) (respectively \((Q_D, W_D)\)) \( \Delta_i \) can be interpreted as a pyramid with an atom of type \( i \) on the top, whose facets are given by \( \Delta_D \), for \( D \) running over the corners of the toric diagram.

In Lemma 4.3 we show that the \( i \)-cyclic (respectively \( D \)-cyclic) representations which are fixed under the maximal torus leaving the potential invariant are in bijection with the set \( \Pi_i \) of subpyramids of \( \Delta_i \) (respectively the set \( \Pi_D \) of subfacets of \( \Delta_D \)). This allows to translate the computation of the numerical limit of the generating series \( Z_i(x) \) (respectively \( Z_D(x) \)) into a purely combinatoric problem, as proven in [37, Corollary 5.7]. The formalism of \( K \)-theoretic localization, developed in [40] allows to compute, by toric localization, a refinement of the numerical Donaldson–Thomas invariants, known as the \( K \)-theoretic DT invariants (which are expected to agree with the \( \chi_y \)-genus evaluation of the cohomological DT invariants), provided the moduli space of framed representations is compact. This formalism therefore applies when the ERC is finite (e.g., in [12] in the PT chamber, or in [13] for finite pyramids of the conifold). In our situation, the moduli space is non-compact, and the invariants obtained naively by applying the \( K \)-theoretic localization formula in the non-compact setting differ from the the cohomological invariants. It can be seen by comparing the computations for the Hilbert scheme of points on \( \mathbb{C}^3 \) in the \( K \)-theoretic setting in [40, section 8.3], and in the cohomological setting in [4].
For a one-dimensional torus $\mathbb{C}^*$ acting on a smooth scheme, the Bialynicki-Birula decomposition allows to express the cohomology of the attracting variety, that is, the subvariety of points flowing onto a fixed point when $t \to 0$, as a sum of the cohomology of the fixed points components, shifted by the number of contracting weights in the $\mathbb{C}^*$-equivariant tangent space of the fixed locus. The moduli space of cyclic representations of a framed quiver with potential $(Q_f, W_f)$ is not smooth: it is the critical locus of the functional $\text{Tr}(W_f)$, but the general philosophy of derived geometry allows to think about it as a smooth scheme, provided that one replaces the tangent space by the full tangent-obstruction complex. We establish then a derived version of Bialynicki-Birula decomposition. Namely, consider a moduli space $M$ which is the critical locus of a potential on a smooth ambient scheme with a $\mathbb{C}^*$-action leaving the potential invariant. A choice of such a $\mathbb{C}^*$-action is called a choice of slope, and is denoted by $s$. Denotes by $M^+$ the attracting variety, and by $M^0_\pi$ for $\pi \in \Pi$ the fixed components of the torus action. For $\pi \in \Pi$, denote by $\text{Ind}_s^{\pi}$ the signed number of contracting weight in the restriction to $M^0_\pi$ of the tangent-obstruction complex of $M$. Then we prove (4.31):

$$[M^+]^{vir} = \sum_{\pi \in \Pi} t^{\text{Ind}_s^{\pi}/2}[M^0_\pi]^{vir}. \quad (1.3)$$

This formula also holds when $M$ is a $[-1]$-shifted symplectic scheme or stack, that is, it can only be described locally as the critical locus of a potential, as proven in [18]. It explains the observed discrepancy between K-theoretic and cohomological/motivic computations: the K-theoretic computations provides only the refined invariants of the attracting variety of the $\mathbb{C}^*$-action given by the slope $s$.

We apply this result to D6- and D4-brane framings. The fixed components are then isolated points corresponding to pyramids $\pi \in \Pi_1$ (respectively $\pi \in \Pi_2$), hence $[M^0_\pi]^{vir} = 1$. A choice of slope is then equivalent to a choice of a generic line separating the brane tiling lattice $L$, into two half planes $L^{>0}$ and $L^{<0}$, corresponding to contracting (respectively repelling) weights in the $t \to 0$ limit. According to Lemma 4.1, the attracting variety of the moduli space of framed representations is then given by representations in which the cycles with repelling weights are nilpotent. To a side $z$ of the toric diagram one associates a vector $l_z \in L$, given by the outward normal to one subdivision of this side, which corresponds to the $L$-weight of a particular cycle of $(Q, W)$ denoted by $v^z$. Those cycles generate all the cycles of $(Q, W)$ (precisely, for $w$ a cycle of $Q$, one has a power $n \in \mathbb{N}$ such that $w^n$ can be written as a product of $v^z$), and correspond to the toric coordinates on $X$ when one views the Jacobian algebra of $(Q, W)$ as a non-commutative crepant resolution of the coordinate ring of $X$. The attracting variety is then the set of framed representations such that for $l_z \in L^{<0}, v^z$ is nilpotent.

Imposing nilpotency and invertibility of various cycles of $Q$ amounts to restricting to a Serre subcategory of the category of critical representations of the quiver. Consequently, the formalism of cohomological Hall algebra and wall crossing still applies. For two disjoint sets of sides of the toric diagram $Z_I$ and $Z_N$, we use the superscript $Z_I : I, Z_N : N$ to denote the invariants computed by restricting to the representations such that for $z \in Z_I$ (respectively $z \in Z_N$), $v^z$ is invertible (respectively nilpotent). We denote for convenience by $[z, z']$ the set of sides of the toric diagram between $z$ and $z'$ in the clockwise order, and use the superscript $I$ (respectively $N$) to denote fully invertible (respectively fully nilpotent) invariants, that is, invariants counted by considering only representations where all the cycles are invertible (respectively nilpotent). For D4-brane framing, we can choose a generic slope $s$ such that for $z, z'$ the sides of the toric diagram adjacent to the corner corresponding to $D, l_z, l_{z'} \in L^{>0}$. For a D6-brane framing, there must be always some cycles
with repelling weights, hence for a generic slope \( s \) we denote by \([z, z']\) the set of sides \( z \) of the toric diagram such that \( z \in L^\neq 0 \). We then obtain:

\[
Z_D(x) = \sum_{\pi \in \Pi_D} \mathbb{L}^{\text{Ind} \pi^d/2} x^d, \\
Z_{[z,z']}^i : N(x) = \sum_{\pi \in \Pi_i} \mathbb{L}^{\text{Ind} \pi^d/2} x^d.
\]

(1.4)

We must then relate the generating series \( Z_{[z,z']}^i : N(x) \) of partially nilpotent \( i \)-cyclic representations with the full generating series \( Z_i(x) \). It is done using an invertible/nilpotent decomposition of BPS invariants, namely from Proposition 3.3:

\[
\Omega_{\emptyset}(x) = \Omega^{z_:I}(x) + \Omega^{z_:N}(x).
\]

(1.5)

We also use the fact that, from Lemma 3.1, partially invertible representations exists for dimension vectors in the kernel of the anti-symmetrized Euler form, hence \( \Omega^{z_:I}(x) \) is at the center of the quantum affine plane and is insensitive to wall crossing. When some cycles are invertible in a representation, we can use the isomorphisms given by the arrows of the cycle to identify the nodes of the cycle, and we obtain a representation of a reduced quiver. Partially invertible BPS invariants of a quiver can then be expressed as BPS invariants of a simpler quiver, and we then obtain universal formulas for them in Section 3.3. We provide some notations for dimension vectors supporting invertible BPS invariants: to a side \( z \) of the toric diagram with \( K_z \) subdivisions, one associates zig-zag paths, which are special paths on the brane tiling dividing the torus into \( K_z \) parallel strips: for \( k \neq k' \in Z/K_z Z \), we denote by \( \alpha^z_k \) the dimension vector with 1 on nodes of \( Q \) inside the \( k \)th strip of the torus, \( \alpha^z_{[k,k']} = \alpha^z_k + \alpha^z_{k+1} + \cdots + \alpha^z_{k'-1} \), and \( \delta \) the dimension vector with 1 on each node. We use these expressions and invertible/nilpotent decompositions to express \( \Omega_{\emptyset}(x) \) in terms of \( \Omega_{\emptyset}^{[z,z']}: N(x) \) in Proposition 3.7. Using the formulas (1.2) and (1.1) relating framed invariants and BPS invariants, we then obtain:

**Theorem 1.1** (Theorem 4.5).

(i) For \( D \) a non-compact divisor of \( X \), corresponding to the corner \( p \) of the toric diagram lying between the two sides \( z, z' \), and a generic slope \( s \) such that \( l_z, l_{z'} \in L^> 0 \) (such slopes always exist, because the angle between \( l_z \) and \( l_{z'} \) is smaller than \( \pi \)), we have:

\[
Z_D(x) = \sum_{\pi \in \Pi_D} \mathbb{L}^{\text{Ind} \pi^d/2} x^d.
\]

(1.6)

(ii) For a generic slope \( s \) such that \( l_z \in L^< 0 \iff z \in [z, z'] \), one has:

\[
Z_i(x) = S_{-i} [\exp \left( \sum_{d} \Delta^s \Omega^d \mathbb{L}^{d-1/2} x^d \right)] \sum_{\pi \in \Pi_i} \mathbb{L}^{\text{Ind} \pi^d/2} x^d.
\]

(1.7)

Using the correction term:

\[
\Delta^s \Omega(x) = (\mathbb{L}^{3/2} + (\sum_{z \in [z,z']} K_z - 2) \mathbb{L}^{1/2} - (\sum_{z \in [z,z']} K_z - 1) \mathbb{L}^{-1/2}) \sum_{n \geq 1} x^n \delta + \sum_{k \neq k'} \sum_{n \geq 0} x^{n \delta + \alpha^z_{[k,k']}},
\]

(1.8)
This localization formula can be easily implemented on a computer to calculate the framed cohomological DT invariants explicitly for any brane tiling and reasonably small dimension vectors.

The invertible-nilpotent decomposition also allows to give a general result about BPS invariants of toric quiver. Namely, we relate in Proposition 3.7 \( \Omega_N(x) \), and \( \Omega_N^N(x) \), the fully nilpotent BPS invariants. But the Corollary 3.1 shows that \( \Omega_N^N(x) \) is the Poincaré dual of \( \Omega_N(x) \), hence we prove a universal formula for BPS invariants up to a self-Poincaré dual contribution, where we denote by \( b \) the number of points on the boundary of the toric diagram and by \( i \) the number of points in the interior of the toric diagram:

**Theorem 1.2 (Theorem 3.8).**

\[
\Omega_N(x) = (L^{3/2} + (b - 3 + i)L^{1/2} + iL^{-1/2}) \sum_{n \geq 1} x^{n\delta} + L^{1/2} \sum_z \sum_{k \neq k'} \sum_{n \geq 0} x^{n\delta + a\frac{\tau}{|k,k'|}} + \Omega_N^{sym}(x) \]  

(1.9)

with \( \Omega_N^{sym}(x) \) self-Poincaré dual, and supported on dimension vectors \( d \notin \langle \delta \rangle \). The same formula holds for attractor invariants.

For toric Calabi–Yau threefolds without compact divisors (also known as local curves, corresponding to toric diagrams with no internal points), the quiver \( Q \) is symmetric, and consequently the unframed DT invariants do not exhibit wall crossing. They are known in most cases, see [4, 30, 31] and [36, section 5] for a review. We check that Theorem 3.8 is consistent with these results: in some cases, including the simplest case of the conifold, there exists infinite towers of dimension vectors \( d \) with \( \Omega_N(d) = 1 \), associated with rational curves with normal bundle \( O(-1) + O(-1) \), whose contributions are included in \( \Omega_N^{sym}(x) \). In contrast, the dimension vectors with \( \Omega_N(d) = L^{1/2} \) appearing in Theorem 3.8 are associated with rational curves with normal bundle \( O(-2) + O(0) \). In some cases one can find ‘preferred slopes’ (as shown in [1, section 4.3]) where many cancellations occur in the index, and obtain a closed formula for the full BPS invariants from the cohomological localization: we check that it agrees with the cohomological computations for \( C^3 \), the conifold and \( C^2/(\mathbb{Z}/2\mathbb{Z}) \times C \) in Section 5.1.

For Calabi–Yau threefolds with compact divisors, corresponding to asymmetric quivers, there is no closed formula to our knowledge for numerical invariants, let alone for the cohomological ones. In particular, BPS invariants depend on the King stability parameter \( \theta \), and the symmetric contribution \( \Omega_N^{sym}(x) \) is quite intricate for arbitrary \( \theta \). In [3], toric Fano surfaces (i.e., toric diagrams with one interior point and no interior boundary points) are studied. It is conjectured in [3, p. 21] and [36, Conjecture 1.2] that in this case the only attractor invariants are those supported on dimension vectors \( e_i \) for \( i \in Q_0 \), corresponding to simple representations, and those supported on the dimensions vectors \( \mathbb{N}^w \delta \), corresponding to D0 branes, that is, Hilbert schemes of points. In [36], weak toric Fano surfaces (i.e., toric diagrams with one interior point and interior boundary points) are considered: it is observed that there can be additional dimension vectors with non-vanishing attractor invariants, but it is conjectured [36, Conjecture 1.1] that they lie in the kernel of the anti-symmetrized Euler form. We shall formulate a refinement of these conjectures:

**Conjecture 1.3 (Conjecture 3.9).** For toric diagram with \( i \geq 1 \) internal lattice points, the attractor invariants are given by:

\[
\Omega_a(x) = \sum_i x_i + (L^{3/2} + (b - 3 + i)L^{1/2} + iL^{-1/2}) \sum_{n \geq 1} x^{n\delta} + L^{1/2} \sum_z \sum_{k \neq k'} \sum_{n \geq 0} x^{n\delta + a\frac{\tau}{|k,k'|}}. \]  

(1.10)
The attractor invariants associated with simple representations and Hilbert scheme of points are known. When there are $K_z - 1$ lattice points on a side $z$ of the toric diagram, the toric threefold $X$ exhibits a $C^2 / Z_{K_z} \times C^*$ singularity away from the zero locus of the toric coordinate corresponding to $z$, as recalled in the proof of Proposition 3.6. The conjecture then predicts that the only additional attractor invariants correspond to D2 branes wrapped on rational curves in this extended singularity.

The rest of this article is organized as follows:

- In Section 2 we review known results on Donaldson–Thomas theory on toric threefolds, and introduce the basic definitions and notations. In Section 2.1, we introduce the moduli spaces of representations associated with unframed and framed quiver, their cohomological DT invariants and generating series thereof. In Section 2.2 we recall how the quiver with potential for toric Calabi–Yau threefolds can be deduced from brane tiling, and emphasize the utility of zig-zag paths. In Section 2.3 we introduce the D6 and D4 framing.

- In Section 3, using invertible/nilpotent decompositions of unframed representations, we relate generating series of BPS invariants with various nilpotency constraints. In Section 3.1 we introduce the notion of partially invertible/nilpotent representations, and define their generating series and BPS invariants. In Section 3.2 we show that the invertible/nilpotent decomposition on unframed representations implies a decomposition of BPS invariants. In Section 3.3, we compute BPS invariants for partially invertible representations. In Section 3.4 we orchestrate previous results, express the BPS invariants in terms of the partially nilpotent BPS invariants accessible by toric localization, and prove Theorem 3.8.

- In Section 4, we study toric localization for framed quivers. In Section 4.1 we describe the fixed locus and the attracting locus of the toric action scaling the arrows of D4- and D6-framed representations. In Section 4.2, we describe the $C^*$-equivariant tangent-obstruction complex at a $C^*$-fixed component of the moduli space. In Section 4.3, we prove the ‘derived Bialynicki-Birula decomposition’ 4.5 for D4- and D6-framed invariants. In Section 4.4, we relate our localization result to the localization of K-theoretic DT invariants.

- In Section 5 we illustrate our formula and formulate our Conjecture for the complete set of attractor invariants. In Section 5.1 we compare our results with the known formulas for local curves, and explains on specific examples the discrepancy between K-theoretic and cohomological computations. In Section 5.2 we compare our Theorem 3.8 and Conjecture 3.9 with the computations in [3, 36] for toric threefolds with one compact divisor. In order to facilitate comparison with future computations, we spell out our Conjecture for the canonical bundle over toric weak Fano surfaces, using the brane tilings listed in [22].

## 2 BASIC NOTIONS ON DONALDSON–THOMAS THEORY AND TORIC QUIVERS

### 2.1 Invariants of quivers with potential

#### 2.1.1 Representations and cohomological DT invariants

Consider a quiver with potential $(Q, W)$, with $Q_0$ (respectively $Q_1$) the set of nodes (respectively arrows) of $Q$, the source and target of an arrow $a$ being denoted, respectively, $s(a)$ and $t(a)$, and $W$ a linear combination of cycles of $Q$ (we follow the notations of [37] whenever possible). The path
algebra of the quiver $Q$, denoted by $\mathbb{C}Q$, is the free algebra generated by arrows of the quiver, such that $ba = 0$ if $s(b) \neq t(a)$. A cycle is a path $w = a_1 \ldots a_n$ with $s(a_n) = t(a_1)$. The cyclic derivative is defined by
\[
\partial_a w = \sum_{i: a_i = a} a_{i+1} \ldots a_n a_1 \ldots a_{i-1}
\]
and extended to $\mathbb{C}Q$ by linearity. The cyclic derivatives of the potential define the ideal $(\partial W) = \langle (\partial_a W) a \in Q_1 \rangle$. The Jacobian algebra is the quotient $J_{Q,W} = \mathbb{C}Q / (\partial W)$. We shall usually identify paths which differ by derivatives of the potential will be identified.

Consider a framed quiver with potential $(Q_f, W_f)$ obtained from $(Q, W)$ by adding a single framing node $\infty$, (possibly multiple) framing arrows between the framing node and nodes of $Q$, and (when allowed) additional cycles in the potential, corresponding to paths starting and ending at the framing node. One consider the projective $\mathbb{C}Q_f$ module $\mathcal{P}_f$ generated by paths of $Q_f$ starting at the framing node. One can also consider the Jacobian algebra $J_{Q_f,W_f} := \mathbb{C}Q_f / (\partial W_f)$ and the left $J_{Q_f,W_f}$ module $P_f := \mathcal{P}_f / (\partial W_f) \cap \mathcal{P}_f$.

For any dimension vector $d \in \mathbb{N}_0^Q$, we denote by $\mathcal{M}_{Q,d}$ the moduli stack of $d$-dimensional representations of the unframed quiver $Q$ (without imposing the potential relations), that is, the moduli stack of left $\mathbb{C}Q$ modules, which can be expressed more explicitly by:
\[
\mathcal{M}_{Q,d} = \frac{\prod_{(a: i \to j) \in Q_1} \text{Hom}(\mathbb{C}d_i, \mathbb{C}d_j)}{\prod_{i \in Q_0} GL_{d_i}}.
\]
Here the gauge group $G_d = \prod_{i \in Q_0} GL_{d_i}$ acts on $a \in \text{Hom}(\mathbb{C}d_i, \mathbb{C}d_j)$ by $a \mapsto g_j a g_i^{-1}$. For a stability parameter $\theta$, we denote by $\mathcal{M}^{\theta,ss}_{Q,d}$ (respectively $\mathcal{M}^{\theta,s}_{Q,d}$) the moduli space of $\theta$-semistable representations (respectively the smooth open subset of $\theta$-stable representations), obtained by geometric invariant theory as in [27].

Similarly, for any dimension vector $d \in \mathbb{N}_0^Q$ we denote by $\mathcal{M}_{Q_f,d}$ the moduli space of $f$-cyclic representations of the framed quiver $Q_f$ with dimension vector $d' = (d, 1) \in \mathbb{N}_0^{Q_f}$, that is, representations with dimension 1 on the framing node, such that the subrepresentation generated by the framing node is the whole representation:
\[
\mathcal{M}_{Q_f,d} = \frac{\prod_{(a: i \to j) \in (Q_f)_1} \text{Hom}(\mathbb{C}d'_i, \mathbb{C}d'_j))_{\text{cycl}}}{\prod_{i \in Q_0} GL_{d_i}}.
\]
Here the subscript 'cycl' denotes the open subset of $f$-cyclic representations. $f$-cyclic representations are $\theta$-stable representations of $Q_f$, for a stability parameter $\theta \in \mathbb{R}^{(Q_f)_0}$ such that $\theta \cdot d = 0$, $\theta_\infty > 0$ and $\theta_i < 0$ for $i \in Q_0$, hence from geometric invariant theory $\mathcal{M}_{Q_f,d}$ is a smooth scheme. Equivalently, $\mathcal{M}_{Q_f,d}$ is the scheme which corresponds to $d$-dimensional quotients of the module of paths $\mathcal{P}_f$, that is, quotient by a $\mathbb{C}Q_f$ submodule $\rho$ of codimension $d$.

We consider the functional $\text{Tr}(W)$ on $\mathcal{M}_{Q,d}$ and $\mathcal{M}^{\theta,ss}_{Q,d}$ (respectively $\text{Tr}(W_f)$ on $\mathcal{M}_{Q_f,d}$), and their critical locus $\mathcal{M}_{Q,W,d}$ and $\mathcal{M}^{\theta,ss}_{Q,W,d}$ (respectively $\mathcal{M}_{Q_f,W_f,d}$). Representations in the critical locus are called critical representations, and correspond to left $J_{Q,W}$ modules (respectively
quotients of $P_j$. One denotes by $\phi_W$ (respectively $\phi_{W,f}$) the vanishing cycle functor of $\text{Tr}(W)$ (respectively $\text{Tr}(W_f)$), having support on critical representations: it is a functor with source the category of mixed Hodge modules on $\mathcal{M}_{Q,d}$ (respectively $\mathcal{M}_{Q,f,d}$), and target the category of monodromic mixed Hodge modules on $\mathcal{M}_{Q,d}$ and $\mathcal{M}_{Q,f,d}$ (respectively on $\mathcal{M}_{Q,f,d}$) with support on $\mathcal{M}_{Q,W,d}$ and $\mathcal{M}^{\beta,ss}_{Q,W,d}$ (respectively $\mathcal{M}_{Q,f,W,f,d}$).

Consider a constructible substack $\mathcal{M}^S_{Q,d}$ of $\mathcal{M}_{Q,d}$ (respectively a constructible subscheme $\mathcal{M}^{\beta,ss S}_{Q,d}$ of $\mathcal{M}^{\beta,ss}_{Q,d}$, respectively $\mathcal{M}^S_{Q,f,d}$ of $\mathcal{M}_{Q,f,d}$). In this work we shall consider substacks or subschemes that are attracting varieties of a toric action, or giving representations with nilpotency and invertibility constraints on particular cycles. Following the general formalism of cohomological Donaldson–Thomas invariants developed in [28], [15] and [17], one defines the cohomological DT invariants of critical representations in the Grothendieck group of MMHS:

\[ [\mathcal{M}^S_{Q,W,d}]^{vir} = H^*_c(\mathcal{M}^S_{Q,d}, \phi_W IC_{\mathcal{M}_{Q,d}}), \]

\[ [\mathcal{M}^{\beta,ss S}_{Q,f,W,f,d}]^{vir} = H^*_c(\mathcal{M}^{\beta,ss S}_{Q,f,d}, \phi_{W,f} IC_{\mathcal{M}_{Q,f,d}}), \]

(2.4)

denoting by $H^*_c(M, F)$ the Grothendieck class of the cohomology with compact support of the complex of the monodromic mixed Hodge module $F$ on $M$ and by $IC_M$ the intersection complex of $M$, or more precisely the corresponding mixed Hodge module. We omit the superscript $S$ when we consider the entire stack or scheme of representations.

In [17], Davison and Meinhardt introduce the BPS sheaf on $\mathcal{M}^{\beta,ss}_{Q,d}$:

\[ BPS_{\theta, d}^\theta := \begin{cases} 
\phi_W IC_{\mathcal{M}^{\beta,ss}_{Q,d}} & \text{if } \mathcal{M}^{\beta,ss}_{Q,d} \neq \emptyset \\
0 & \text{otherwise}
\end{cases} \]

(2.5)

The BPS invariants are then defined by:

\[ \Omega^S_{\theta, d} = H^*_c(\mathcal{M}^{\beta,ss S}_{Q,d}, BPS_{\theta, d}^\theta). \]

(2.6)

For a dimension vector $d$, considering a small deformation $\theta_d$ of the self-stability condition $(-, d)$, generic such that $\theta_d(d) = 0$, we define the attractor invariants:

\[ \Omega^S_{\theta,d} = \Omega^S_{\theta,d}. \]

(2.7)

Then [36, Theorem 3.7], based on the theory of cluster scattering diagrams developed in [21], states that attractors’ invariants $\Omega^S_{\theta,d}$ are well defined, that is, they do not depend on the small generic deformation $\theta$. Since the formalism of cluster scattering diagram also applied when restricting to a Serre subcategory of the category of representations of a quiver, the same arguments ensure that $\Omega^S_{\theta,d}$ are also well defined.

Remark 2.1. We will interpret previous computations in the motivic setting as formulas in this Grothendieck ring of MMHS, using the realization map from monodromic motives to MMHS (the compatibility between the motivic and cohomological definitions was checked in [16, Appendix A]). We replace the multiplication by the square root $L^{1/2}$ of the Tate motive by...
the cohomological shift $[-1]$ at the level of perverse sheaves, or by the tensor product with the MMHS given by the vanishing cycles of $z \to z^2 : \mathbb{C} \to \mathbb{C}$ as in [17, p. 19], which is a square root of the MMHS of the affine line. In particular, when we compute the Hodge polynomial associated with the MMHS, we replace $L^{1/2}$ by $(-y)$, and by $-1$ in the numerical limit, in agreement with [4].

Remark 2.2. In [15] and [17], Davison and Meinhardt use Borel–Moore homology, that is, the dual of the cohomology with compact support, hence their invariants are the Poincaré dual of our invariants. Here we follow the convention of [36], which is also the convention used in the literature about motivic invariants of quivers with potential.

2.1.2 Quantum affine space and generating series

For $d, d' \in \mathbb{Z}_{Q_0}$, the Euler form $\chi_Q$ and its anti-symmetrized version $\langle \cdot, \cdot \rangle$ are defined by:

$$
\chi_Q(d, d') = \sum_{i \in Q_0} d_i d'_i - \sum_{(a : i \to j) \in Q_1} d_i d'_j,
\langle d, d' \rangle = \chi_Q(d, d') - \chi_Q(d', d).
$$

(2.8)

The quantum affine space $\hat{\mathbb{A}}$ is the algebra generated by elements $x^d$, for $d \in \mathbb{N}_{Q_0}$, with coefficients in the Grothendieck group (having a ring structure) of MMHS, and relations:

$$
x^d x^{d'} = L^{\langle d, d' \rangle} x^{d + d'}.
$$

(2.9)

We introduce the algebra automorphism $S_{\pm i}$ of the quantum affine space $\hat{\mathbb{A}}$ (denoting by $P$ a class of the Grothendieck group of MMHS):

$$
S_{\pm i} : P x^d \mapsto L^{\mp d_i/2} P x^d.
$$

(2.10)

Consider $S$, a Serre subcategory of the Abelian category of representations of $Q$, that is, a full subcategory such that for each exact sequence:

$$
0 \to V_1 \to V \to V_2 \to 0.
$$

(2.11)

$V \in S$ if and only if $V_1 \in S$ and $V_2 \in S$. We denote by $\mathcal{M}^S_{Q,d}$, $\mathcal{M}^{ss, S}_{Q,d}$ and $\mathcal{M}^S_{Q,f,d}$ the substack and subschemes of representations lying in $S$ (respectively such that the induced representation of $Q$ lies in $S$). The generating series of unframed or framed invariants restricted to the Serre subcategory $S$, with values in the quantum affine space $\hat{\mathbb{A}}$, are defined by:

$$
\mathcal{A}^S(x) = \sum_d [\mathcal{M}^S_{Q,W,d}]^{vir} x^d,
\mathcal{Z}^S_f(x) = \sum_d [\mathcal{M}^S_{Q,f,W,d}]^{vir} x^d,
$$

where $W_{Q,d}$ is a twisting of $Q$ and $W_{Q,f,d}$ is a twisting of $Q_f$.
As recalled in the Introduction, the Harder–Narasimhan decomposition expresses a general quiver representation as an extension of semistable representations with increasing slope \( \mu = \frac{\theta d}{\sum_{i \in Q_0} d_i} \), and the Jordan–Hölder filtration expresses a semistable representation as an extension of stable objects with the same slope. Consider a stability condition \( \theta \) which is generic, that is, such that if \( d, d' \) have the same slope then \( \langle d - d', \ast \rangle = 0 \). The Harder–Narasimhan and Jordan–Hölder decompositions can then be expressed by the formula [17, equation 7]:

\[
A^S(x) = \exp \left( \sum_{d} \frac{\Omega^S_{\theta,d} x^d}{L^{1/2} - L^{-1/2}} \right) \prod_l E^l,
\]

(2.13)

Here \( E_x \) denotes the plethystic exponential defined in [17, equation 6], and the product ranges over rays \( l \) with increasing slope.

### 2.2 Unframed quivers associated with toric threefolds

#### 2.2.1 From toric diagrams to quivers with potential

Let us consider a toric Calabi–Yau threefold \( X \). The fast inverse algorithm described in [23, section 5] gives a brane tiling on the two-dimensional torus from the toric diagram of \( X \), that is, a bipartite graph with white and black vertex and edges between a white and a black vertex. In fact, it can give different brane tilings that are related by toric mutations. 

We consider the toric diagram of \( X \), which is a convex polygon in a two-dimensional free lattice \( L' \). We denote by \( n \) the number of corners of the toric diagram, and the corners themselves by \( p_i \) for \( p_i \in \mathbb{Z}/n\mathbb{Z} \) in the clockwise order. The side of the toric diagram between two adjacent corners \( p_i \) and \( p_{i+1} \) will be denoted by \( z_{i+1/2} \). We denote by \( K_z \), the number of subdivisions of the edge \( z \), that is, the number of the lattice points on that edge (counting the endpoints) minus one. We denote by \( l_z \in L \) the primitive vector generating the dual of the side \( z \) in \( L \). As an example, for \( \mathbb{C}^3 \), the toric diagram and vectors \( l_z \) are given by Figure 1.

![Toric diagram of \( \mathbb{C}^3 \)](image-url)
Let us now describe the fast inverse algorithm. On the real two-dimensional torus obtained by dividing \( \mathbb{R}^2 \) by the lattice \( L \), we draw for each edge \( z \) of the toric diagram \( K_z \) generic oriented lines directed along \( l_z \), in generic position such that two lines intersect only in one point and three lines do not intersect. The different choices in the relative arrangement of lines will correspond to different quivers with potential related by toric mutations. The complement of these lines determines polygonal domains, or tiles, with oriented edges. We color those tiles in white, dark grey or light grey, according to the orientations of their edges:

- If the edges of the tile are oriented in the clockwise order around the tile, we color the tile in dark grey.
- If the edges of the tile are oriented in the counter-clockwise order around the tile, we color the tile in light grey.
- If the orientations of the different edges of the tile do not agree, we color the tile in white.

We define a brane tiling on the torus by putting a black node in each dark grey tile, a white node in each light grey tile, and connecting a black node and a white node if the corresponding tiles are connected at one of their corners. The white tiles are then in correspondence with tiles of the brane tiling.

**Definition 2.3.** The quiver with potential \( (Q, W) \) associated of a brane tiling is defined as the dual of this brane tiling, that is:

- The set of nodes \( Q_0 \) of the quiver is the set of tiles of the brane tiling.
- The set of arrows \( Q_1 \) of the quiver is the set of edges of the brane tiling. An edge of the tiling between two tiles gives an arrow of the quiver between the two corresponding nodes, oriented such that the black node is at the left of the arrow.
- Denote by \( Q_2 \) the set of nodes of the brane tiling, and \( Q_2^+ \) (respectively \( Q_2^- \)) the subset of white (respectively black) nodes. To a node \( F \in Q_2 \) one associates the cycle \( w_F \) of \( Q \) composed by arrows surrounding this node. We define:

\[
W = \sum_{F \in Q_2^+} w_F - \sum_{F \in Q_2^-} w_F. \quad (2.14)
\]

By definition, the quiver with potential \( (Q, W) \) is drawn on a torus: the unfolding of this quiver to the universal cover \( \mathbb{R}^2 \) of the torus is called the periodic quiver. In the case of \( \mathbb{C}^3 \), this procedure is described in Figure 2.
Definition 2.4. A zig-zag path of a brane tiling is a sequence of edges turning alternatively maximally right and maximally left at each node of the toric diagram.

The set of edges intersecting one of the $K_z$ lines with direction $l_z$ forms a zig-zag path, following the general picture of Figure 3. These zig-zag paths then divide the torus into $K_z$ parallel strips.

As in the literature about toric quivers, we will consider general brane tiling on the torus with a consistency condition. The consistency condition can then be expressed as the existence of an R-charge as in [32, Definition 2.4], or equivalently by the following conditions [25, Definition 5.1] on zig-zag paths:

- There is no homologically trivial zig-zag path.
- No zig-zag path has a self-intersection on the universal cover.
- No pair of zig-zag paths on the universal cover intersect each other in the same direction more than once.

Not every consistent brane tiling come from the fast inverse algorithm, but one can associate to a such a brane tiling a toric diagram by considering its perfect matching as described in the next subsection. The Jacobian algebra of the quiver with potential associated with this brane tiling gives then a non-commutative crepant resolution of the corresponding toric Calabi–Yau threefold, and all the brane tiling associated with a toric diagram are related by toric mutations. There are then still $K_z$ parallel zig-zag paths with homology $l_z$ associated with a side $z$ of the toric diagram, dividing the torus into $K_z$ strips, which we can label by $k \in \mathbb{Z}/K_z\mathbb{Z}$.

The cyclic ordering is given by the orientation in the Figure 3, that is, the $k$th strip lies to the left of the zig-zag path and the $k + 1$th strip lies to the right. We call Zig$_k$ (respectively Zag$_k$) the set of arrows crossing the zig-zag path, going from the $k$th strip to the $k + 1$th strip (respectively from $k + 1$th strip to the $k$th strip). We denote by $\alpha^z_k$ the dimension vector with component 1 on the nodes inside the $k$th strip, and 0 on the other nodes. We further define

$$\alpha^z_{[k,k']} = \alpha^z_k + \alpha^z_{k+1} + \cdots + \alpha^z_{k'-1}. \quad (2.15)$$

We keep in mind that the index $k$ lives in $\mathbb{Z}/K_z\mathbb{Z}$. The dimension vector $\alpha^z_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k']}_{[k,k')}
such that $d_2(F) = \sum_{a \in F} a$ and $d_1(a) = t(a) - s(a)$. We define:

$$\Lambda = \mathbb{Z}Q_1 / (d_2(F) - d_2(G)|F, G \in Q_2),$$

(2.17)

and denotes by $\kappa \in \Lambda$ the image of $d_2(F)$ in the quotient $\Lambda$ for any $F \in Q_2$. The lattice $\Lambda$ (respectively its quotient $\Lambda / \mathbb{Z}x = \mathbb{Z}Q_1 / d_2(\mathbb{Z}Q_2)$) is then the character lattice of the maximal torus scaling the arrows of $Q$ by leaving the potential $W$ equivariant (respectively invariant), and $\kappa$ is the $\Lambda$ weight of the potential. According to [37, Proposition 4.8], two paths with the same source agree in $J_Q, W$ if and only if they have the same $\Lambda$-weight.

The map $d_1$ descends to a map $d_1: \Lambda \to \mathbb{Z}Q_0$, and we define $M = \ker(d): M$ (respectively $M / \mathbb{Z}x$) is the sublattice of $\Lambda$ (respectively $\Lambda / \mathbb{Z}x$) giving the weights of cycles of $Q$, that is, $M$ (respectively $M / \mathbb{Z}x$) gives the weight lattice of the quotient of the maximal torus scaling the arrows of the quiver leaving the potential equivariant (respectively invariant) by the gauge torus $T_G$ scaling the nodes of the quiver.

**Definition 2.5.** A perfect matching is a subset $I$ of the edges of the brane tiling such that each node of the brane tiling is adjacent to exactly one edge of $I$. By duality, a perfect matching is equivalent to a cut $I$ of the quiver with potential $(Q, W)$, that is, a subset of $Q_1$ such that each cycle $w_F$ of the potential $W$ contains exactly one arrow of $I$.

We define the linear map $\chi_I: \mathbb{Z}Q_1 \to \mathbb{Z}$ sending $a \in Q_1$ to 1 if $a \in I$ and 0 either. Since $\chi_I(d_2(F)) = 1$ for $F \in Q_2$ by definition of a perfect matching, $\chi_I$ descends to a map $\tilde{\chi}_I : \Lambda \to \mathbb{Z}$ such that $\chi_I(\kappa) = 1$, and restricts to $\tilde{\chi}_I \in M^\vee$. Let $\sigma \in M_Q^\vee$ be the cone generated by the $\tilde{\chi}_I$. According to [32, Remark 4.16], $\sigma$ then gives the fan of $X$, and the intersection of $\sigma$ with the hyperplane $\{f \in M_Q^\vee | f(\kappa) = 1\}$ gives the toric diagram of $X$; in particular, the lattice $L^\vee$ of the toric diagram is identified with $(M / \mathbb{Z}x)^\vee$. The lattice $L$ of the brane tiling torus can then be identified as $L = M / \mathbb{Z}x$.

As was first noticed in [23, section 4.2], $\tilde{\chi}_I$ gives a node of the toric diagram: the map sending a perfect matching to the corresponding node of the toric diagram is surjective but not injective in general. However, there is a unique perfect matching associated with any corner of the toric diagram. We shall consider only such perfect matchings, and denote by $I_i$ the cut associated with the corner $p_i$.

When the two perfect matchings correspond to two adjacent corners $p_i$ and $p_{i+1}$ that are endpoints of the same side $z = z_{i+1}/2$, their union gives the zig-zag paths with direction $l_z \in L$. Removing the arrows of the two cuts $I_i, I_{i+1}$, one obtains a quiver which is a union of connected parts supported on the $K_z$ strip separated by the zig-zag paths: we denote by $Q^k$ the quiver supported on the $k$th strip. We can then distinguish four types of arrows:

- Arrows that are not in any cuts $I_i, I_{i+1}$ are the arrows of one connected part $Q^k$ of the remaining quiver for a $k \in \mathbb{Z}/K_z\mathbb{Z}$.
- Arrows that are in the intersection of the two cuts lie outside the zig-zag paths, that is, they connect nodes inside the same connected component $Q^k$, for a $k \in \mathbb{Z}/K_z\mathbb{Z}$; we denote the set of those arrows by $J_z$.
- Arrows in $I_i - I_{i+1}$ lie inside zig-zag paths. With our conventions, they go from $Q^k$ to $Q^{k+1}$, for a $k \in \mathbb{Z}/K_z\mathbb{Z}$, that is, they form the above defined set $\text{Zig}_k$.
- Arrows in $I_{i+1} - I_i$ are in zig-zag paths. With our conventions, they go from $Q^{k+1}$ to $Q^k$ for a $k \in \mathbb{Z}/K_z\mathbb{Z}$; that is, they form the above defined set $\text{Zag}_k$. 

Let us denote by $M^+ \subset M$ the semigroup generated by weights of cycles of $Q$. According to [32, Corollary 3.3, Corollary 3.6], $M^+_Q$ is a cone which is the dual cone of $\sigma$, and $M^+$ is saturated, that is:

$$M^+ = \{ \lambda \in M | \chi_I(\lambda) \geq 0 \; \forall \; I \}. \quad (2.18)$$

We denote by $\mathbb{C}[M^+]$ the ring generated by elements $v^\lambda$ for $\lambda \in M^+$, with relations $v^{\lambda + \lambda'} = v^\lambda v^{\lambda'}$. Because $\sigma$ is the fan of $X$, on has then $X = Spec(\mathbb{C}[M^+])$. By associating to $v^\lambda \in \mathbb{C}[M^+]$ the sum over $i \in Q_0$ of the cycles $v_i^\lambda$ of weight $\lambda$ with source and target $i$ (recall that two paths of $Q$ agree in $J_{Q,W}$ if they have the same source and $\Lambda$-weight), one obtains an inclusion $\mathbb{C}[M^+] \rightarrow J$. It was then proven in [11, Theorem 1.4] that $\mathbb{C}[M^+]$ is the center of $J_{Q,W}$. According to [32, Proposition 3.13], $J_{Q,W}$ then provides a non-commutative crepant resolution of the coordinate ring of $X$.

The edges of the cone $M^+_Q = \sigma^\vee$ are dual to sides of the toric diagram. Consider a side $z_{i+1/2}$ between the corners $p_i$ and $p_{i+1}$: the corresponding edge of $M^+_Q$ lies in the intersection $\chi_{I_i}^{-1}(0) \cap \chi_{I_{i+1}}^{-1}(0)$, that is, is generated by cycles of $Q$ without arrows of $I_i \cup I_{i+1}$. This shows that all the indecomposable cycles of the quivers $Q_k$ have the same $M$-weight (and equivalently the same $\Lambda$ weight) denoted by $\lambda_z$. In particular, by construction, the projection of $\lambda_z$ onto $L = M/\mathbb{Z}\chi$ is $l_z$. We then use the notation $v^z := v^{\lambda_z} \in J$. We then have the commutation relation, for any path $(w : i \rightarrow j) \in J$

$$wv^z_i = v^z_j w. \quad (2.19)$$

### 2.2.3 Examples

We illustrate our notations on several examples:

**Example 2.6** ($PdP_{3a}$). The toric diagram and brane tiling are given by Figure 4, where we have drawn the perfect matchings corresponding to the corners $p_0, p_1, p_2$ in blue, red and green, respectively. An arrow of the cut $I_i$ with source $j$ and target $k$ will be denoted by $\Phi_{jk}^i$.

The zig-zag paths defined by taking the union of two consecutive perfect matchings on the boundary of the toric diagram are as follows:

- $I_0 \cup I_1$: the corresponding zig-zag path corresponding to the side $z_{1/2}$ is given by the succession of blue and red edges. The remaining quiver has one connected component $Q^0$, that is $K_z = 1$ (corresponding to the fact that the associated edge of the toric diagram has one subdivision).
It is a simple cyclic quiver with six nodes in the order \((0, 1, 2, 3, 4, 5)\). We have then \(Q^0_1 = I_2, J_0 = \emptyset, \text{Zig}_0 = I_0\) and \(\text{Zag}_0 = I_1\) and \(\alpha_{z^{3/2}}^0 = \delta\).

- \(I_1 \cup I_2\): the corresponding zig-zag paths corresponding to the side \(z^{3/2}\) are given by the succession of red and green edges. The remaining quiver has three connected components \(Q^0, Q^1\) and \(Q^2\), that is, \(K_z = 3\) (corresponding to the fact that the associated edge of the toric diagram has three subdivisions). \(Q^0\), \(Q^1\) and \(Q^2\) are simple two cycles with nodes respectively \((0, 3), (1, 4)\) and \((2, 5)\). We have:

\[
\begin{align*}
Q^0_0 &= \{0, 3\}, & Q^1_0 &= \{1, 4\}, & Q^2_0 &= \{2, 5\}, \\
Q^0_1 &= \{\Phi^{0}_{03}, \Phi^{0}_{30}\}, & Q^1_1 &= \{\Phi^{0}_{14}, \Phi^{0}_{41}\}, & Q^2_1 &= \{\Phi^{0}_{25}, \Phi^{0}_{52}\}, \\
J_0 &= \emptyset, & J_1 &= \emptyset, & J_2 &= \emptyset, \\
\text{Zig}_0 &= \{\Phi^{1}_{13}, \Phi^{1}_{40}\}, & \text{Zig}_1 &= \{\Phi^{1}_{24}, \Phi^{1}_{51}\}, & \text{Zig}_2 &= \{\Phi^{1}_{02}, \Phi^{1}_{35}\}, \\
\text{Zag}_0 &= \{\Phi^{2}_{01}, \Phi^{2}_{34}\}, & \text{Zag}_1 &= \{\Phi^{2}_{12}, \Phi^{2}_{45}\}, & \text{Zag}_2 &= \{\Phi^{2}_{23}, \Phi^{2}_{50}\}, \\
\alpha^{z^{3/2}}_0 &= e_0 + e_3, & \alpha^{z^{3/2}}_1 &= e_1 + e_4, & \alpha^{z^{3/2}}_2 &= e_2 + e_5. \quad (2.20)
\end{align*}
\]

- \(I_2 \cup I_0\): the corresponding zig-zag paths corresponding to the side \(z^{5/2}\) are given by the succession of green and blue edges. The remaining quiver has two connected components \(Q^0\) and \(Q^1\), that is, \(K_z = 2\) (corresponding to the fact that the associated edge of the toric diagram has two subdivisions). \(Q^0\) and \(Q^1\) are, respectively, simple three cycles with nodes respectively \(0, 2, 4\) and \(1, 3, 5\). We have:

\[
\begin{align*}
Q^0_0 &= \{0, 2, 4\}, & Q^1_0 &= \{1, 3, 5\}, \\
Q^0_1 &= \{\Phi^{1}_{02}, \Phi^{1}_{24}, \Phi^{1}_{40}\}, & Q^1_1 &= \{\Phi^{1}_{13}, \Phi^{1}_{35}, \Phi^{1}_{51}\}, \\
J_0 &= \emptyset, & J_1 &= \emptyset, \\
\text{Zig}_0 &= \{\Phi^{2}_{12}, \Phi^{2}_{34}, \Phi^{2}_{50}\}, & \text{Zig}_1 &= \{\Phi^{2}_{01}, \Phi^{2}_{23}, \Phi^{2}_{45}\}, \\
\text{Zag}_0 &= \{\Phi^{0}_{03}, \Phi^{0}_{25}, \Phi^{0}_{41}\}, & \text{Zag}_1 &= \{\Phi^{0}_{14}, \Phi^{0}_{30}, \Phi^{0}_{52}\}, \\
\alpha^{z^{5/2}}_0 &= e_0 + e_2 + e_4, & \alpha^{z^{5/2}}_1 &= e_1 + e_3 + e_5. \quad (2.21)
\end{align*}
\]

**Example 2.7** (Suspended pinched point). For the suspended pinched point, one resolution of the toric diagram, and the corresponding brane tiling, are given by Figure 5. Here we have drawn the edges of the perfect matching \(p_1\) in red, and the edges of the perfect matching \(p_2\) in blue. The union of these perfect matchings describes zig-zag paths corresponding to the side \(z^{3/2}\) of the toric diagram. It divides the brane tiling into strips oriented from the left to the right. In particular, the quiver obtained after the two cuts has one connected component \(Q^0\) (corresponding to the fact that the corresponding edge of the toric diagram has one subdivision). We have then:

\[
\begin{align*}
Q^0_0 &= \{1, 2, 3\}, & Q^1_0 &= \{\Phi_{12}, \Phi_{13}, \Phi_{21}, \Phi_{31}\}, \\
J_0 &= \{\Phi_{11}\}, & \text{Zig}_0 &= \{\Phi_{32}\}, & \text{Zag}_0 &= \{\Phi_{23}\}, & \alpha^{z^{3/2}}_0 &= \delta, \\
v^{z\cdot}_{11} &= \Phi_{21}\Phi_{12} = \Phi_{31}\Phi_{13}, & v^{z\cdot}_{12} &= \Phi_{12}\Phi_{21}, & v^{z\cdot}_{13} &= \Phi_{13}\Phi_{31}. \quad (2.22)
\end{align*}
\]
2.3 Framed quivers associated with toric threefolds

2.3.1 D6-brane framing

We introduce a first type of framed quiver built from an unframed quiver \((\mathcal{Q}, W)\) coming from a brane tiling. Choosing \(i \in Q_0\) a node of the quiver, we consider the framed quiver \(Q_i\) with a framing node \(\infty\), and an arrow \(q : \infty \to i\), that is, \(((Q_i)_0, (Q_i)_1) = (Q_0 \cup \{\infty\}, Q_1 \cup \{q\})\). The potential is still \(W\), because there is no cycle passing by the framing node. We will consider \(i\)-cyclic representations, that is, representations \(V\) of the framed quiver \(Q_i\) such that \(d_\infty = 1\), and the subrepresentation generated by \(V_{\infty}\) is the whole representation. We denote by \(Z_i(x)\) the generating series of the cohomological DT invariants \([\mathcal{M}_{Q_i, W, d}]_{vir}\) of \(i\)-cyclic critical representations, following the definitions in (2.4) and (2.12).

Remark 2.8. Such a framing corresponds to adding a D6 brane in physics terminology. Framed \(i\)-cyclic representations are a non-commutative analogue of sheaves with compact support on \(X\) with a framing by the sheaf \(\mathcal{O}_X\): such a complex is then considered as a bound state of a D6 non-compact brane (i.e., a sheaf with support on the whole non-compact threefold \(X\)) with a D4-D2-D0 compact brane (i.e., a sheaf with compact support on two-dimensional, one-dimensional and zero-dimensional subvarieties).

Consider a Serre subcategory \(S\) of the Abelian category of representations of \(Q\). There is a general formula, which is a variant of the wall crossing formula of [28], expressing the framed generating series \(Z^S_i(x)\) in terms of the generating series \(A^S(x)\) of representations of the unframed quiver \((Q, W)\), developed in [29],[34] and [30];

\[
Z^S_i(x) = S_i(A^S(x))S_{-i}(A^S(x)^{-1}).
\]

2.3.2 D4-brane framing

We consider a cut \(I\) corresponding to a corner \(p_i\) of the toric diagram, denoting \(D\) the corresponding divisor. The divisor \(D\) is in particular non-compact. We now introduce, following [41, section 3.2], a framed quiver with potential \((Q_D, W_D)\), such that \(D\)-cyclic representations are a non-commutative analogue of sheaves with compact support on \(X\) with a framing by the sheaf \(\mathcal{O}_D\). In physics terminology, such framed sheaves correspond to bound states of a non-compact D4 brane wrapped on \(D\), together with compact D4-D2-D0 branes.
The corner \( p_i \) lies between the two sides \( z = z_{i-1/2} \) and \( z' = z_{i+1/2} \), with \( K_z \) and \( K'_z \) subdivisions, respectively. We can then choose one of the intersection points of the \( K_z, K'_z \) oriented lines on the torus with direction \( l_z, l'_z \) (according to \cite{41}, section 4.4), different intersection points correspond to different choices for the holonomy of the gauge fields at infinity). Following the general procedure of the fast inverse algorithm, the picture at the intersection point is given by Figure 6.

Here we have two tiles of the brane tiling, the tile corresponding to the node \( i \) of the quiver in the quadrant \((+z, +z')\), the tile corresponding to the node \( j \) of the quiver in the quadrant \((-z, -z')\), and an edge between those tiles, corresponding to an arrow \( a : i \rightarrow j \) of the quiver. The corresponding framed quiver, which we denote by \( Q_D \), has one framing node \( \infty \) and two framing arrows \( q : \infty \rightarrow i \) and \( p : j \rightarrow \infty \), that is, \((Q_D)_0, (Q_D)_1) = (Q_0 \cup \{\infty\}, Q_1 \cup \{p, q\}\). The potential for the frame quiver is obtained by adding the cycle \( paq \) to the original unframed potential,

\[
W_D = W + paq.
\]  

(2.24)

We denote by \( Z_D(x) \) the generating series of the cohomological DT invariants \( [\mathcal{M}_{Q_D, W_D, d}]^{vir} \) of \( D \)-cyclic critical representations, following the definitions in (2.4) and (2.12). To our knowledge, there is no known simple expression of the generating series \( Z_D(x) \) in terms of the unframed generating series \( A(x) \) similar to the formula (2.23) expressing \( Z_i(x) \) in terms of \( A(x) \).

Some general properties of \( D \)-cyclic critical representations are proven in \cite{41}. First, in \cite{41}, section 3.7] it is proven that the arrow \( p \) always vanishes in such representations. Taking the partial derivative \( \partial_p W_D = aq \), the arrow \( p \) gives the relation \( aq = 0 \). Second, in Section 3.8 it is shown that this relation imposes that in fact all the arrows of the cut \( I \) vanish. This shows that the \( CQ_D/(\partial W_D) \) module of paths with source at a framing node \( P_D \) is generated by paths beginning by the framing node \( q \), followed by a paths of the quiver with relation \((Q_I, \partial_I W)\) obtained from \( Q \) by removing the arrows of \( I \) and imposing the relations \( \partial_a W = 0 \) for \( a \in I \).

In the periodic quiver plane, the paths of \((Q_I, W_I)\) beginning at the node \( i \) extend in the facet between the two half lines directed by \( l_z, l'_z \) intersecting at \( i \). Indeed, the Zig arrows of the zig-zag paths associated with \( z \) are in \( I \), preventing paths of \( Q' \) to cross the half line directed by \( l_z \), and the Zig arrows of the zig-zag paths associated with \( z' \) are in \( I \), preventing paths of \((Q_I, W_I)\) to cross the half line directed by \( l'_z \).

As an example, for the conifold, it gives Figure 7, where we have drawn the edges of the perfect matching in red and filled in gray the nodes of the periodic quiver that are accessible from the node 0 after having removed the arrows of the cut.

**Figure 6** D4-brane framing and the fast inverse algorithm
3 | INVERTIBLE AND NILPOTTENT BPS INVARIANTS

3.1 | Definition

Let us choose a side $z$ of the toric diagram. We have seen that the sum of cycles $v^z = \sum_{i \in Q_0} v^i$ in the center $\mathbb{C}[M^+]$ of the Jacobian algebra $J_{Q,W}$ is identified with the toric coordinate of $X$ associated with $z$. The non-commutative analogue of sheaves supported on the locus of $X$ where the toric coordinate associated with $z$ is non-vanishing (respectively vanishing) are critical representations $V$ where the endomorphism $v^z$ of $V$ is invertible (respectively nilpotent).

Consider a short exact sequence of $d_1$, $d = d_1 + d_2$ and $d_2$ dimensional representations of $Q$:

$$0 \to V_1 \to V \to V_2 \to 0. \quad (3.1)$$

The operator $v^z$ is upper triangular with respect to this block decomposition, with diagonal blocks $v^z|_{V_1}$ and $v^z|_{V_2}$, that is, $v^z$ is invertible (respectively nilpotent) in $V$ if and only it is invertible (respectively nilpotent) in $V_1$ and $V_2$. Hence the subcategory of representations of $Q$ obtained by imposing nilpotency or invertibility to some of the $v^z$ is a Serre subcategory of the category of representations of $Q$.

For $Z_I, Z_N$ two disjoint subsets of the sides of the toric diagram, we then use the superscript $Z_I : I, Z_N : N$ to denote the restriction to the Serre subcategories of representations where $v^z$ is invertible for $z \in Z_I$ and nilpotent for $z \in Z_N$. We use the superscript $I$ (respectively $N$) to denote the Serre subcategory when all the cycles $v^z$ are invertible (respectively nilpotent), and call the corresponding representations and generating series ‘totally invertible’ (respectively ‘totally nilpotent’). Recalling that the sides of the toric diagram are cyclically ordered, we also use intervals notations like $[z, z']$, to denote the set the sides of the toric diagram enumerated in the clockwise order, starting at $z$ and ending at $z'$.

It is important to stress that not all results of Donaldson–Thomas theory extend to the partially invertible and nilpotent invariants. In particular, purity results does not hold for the BPS invariants $\Omega_{\varnothing, d}^{Z_I : I, Z_N : N}$, as will become apparent in the formulas of Propositions 3.5 and 3.6.

3.2 | Invertible-nilpotent decomposition

Let us fix a side $z$ of the toric diagram. Consider a representation in $\mathcal{M}_{Q,W,d}^{Z_I : I, Z_N : N}$ that is, such that the endomorphism $v^z$ is invertible. For each $k \in \mathbb{Z}/K_z \mathbb{Z}$ the connected component $Q^k$ of the quiver
between the $k$th and the $k+1$th zig-zag path associated with $z$ is strongly connected: for $i, j \in (Q^k)_0$, there is then paths $v : i \to j$ and $v' : j \to i$ in $Q^k$, such that $v'v : i \to i$ is a cycle of $Q^k$, that is, is equal in $J_{Q,W}$ to a power of $v^2$. It implies that $v$ is invertible, that is, $d_i = d_j$. Then the dimension vector is constant inside a strip between two zig-zag paths associated with $z$, hence the dimension vector $d$ is in $\langle (\alpha^z_k)_{k} \rangle$, the linear span with positive integer coefficients of the $(\alpha^z_k)_{k}$. We have the useful property:

**Lemma 3.1.** The dimension vectors $\alpha^z_k$ belong to the kernel of the skew-symmetrized Euler form $\langle \cdot, \cdot \rangle$. For each $Z_I, Z_N$ such that $Z_I \neq \emptyset$, dimensions vectors supporting representations of the Serre subcategory $Z_I : I, Z_N : N$ are then in the kernel of $\langle \cdot, \cdot \rangle$, hence the corresponding BPS invariants are not subject to wall crossing, and we denote them by $\Omega_{Z_I : I, Z_N : N}(x)$, omitting the subscript $\theta$.

**Proof.** Consider $i \in Q^k_0 : \langle \alpha^z_k, e_i \rangle$ gives the number of arrows of the quiver going from the node $i$ to a node in $Q^k_0$ minus the number of arrows of the quiver going from a node in $Q^k_0$ to the node $i$. The tile $i$ is bordered by $n$ incoming and $n$ outgoing arrows. If the $k-1$th (respectively the $k$th) zig-zag path border the tile $i$, then there is one incoming and one outgoing arrow adjacent to a node of $Q^k_0$ (respectively $Q^k_0$), and the rest of the arrows are incoming and outgoing arrows are adjacent to a node of $Q^k_0$. By disjunction of case, there is as many incoming and outgoing arrows at $i$ adjacent to a node of $Q^k_0$, hence $\langle \alpha^z_k, e_i \rangle = 0$.

Consider a representation $V \in \mathfrak{M}_{Z_I : I, Z_N : N}^{Z_I : I, Z_N : N}$. Take $z \in Z_I : v^z$ is then invertible on $V$, that is, $d \in \langle (\alpha^z_k)_{k} \rangle \subseteq \ker(\cdot)$. In particular, the associated term $[\mathfrak{M}_{Z_I : I, Z_N : N}^{Z_I : I, Z_N : N}]_{\text{vir}} x^d$, and then $A_{Z_I : I, Z_N : N}(x)$, is in the center of the quantum affine space, that is, no wall crossing can occur, and BPS invariants do not depend on the stability parameter $\theta$. □

We now show the following Lemma, which is a direct generalization of [14, Lemma 4.1] to the case of non-symmetric quivers:

**Lemma 3.2.** Consider a quiver with potential $(Q, W)$ and an element $v$ central in $J_{Q,W}$, such that representations where $v$ is invertible have a dimension vector in the kernel of the anti-symmetrized Euler form $\langle \cdot, \cdot \rangle$. Then $v$ acts as a scalar on representations in the support of $BPSS^\Theta_{W,d}$.

**Proof.** We refer to the proof of Lemma 4.1 of [14] for the details of the arguments: here the major difference is that we consider a quiver which is not symmetric, and then the quantum affine space is not commutative. Considering $\theta$ generic, that is, such that if $d, d'$ have the same slope then $\langle d - d', \cdot \rangle = 0$, and a ray $l$ of the form $d + \ker(\cdot)$, the relative integrality Theorem from [17, Theorem A] gives:

$$
\bigoplus_{d \in l} H(JH_{*} \phi_W IC_{gq_d^{gs}}) = \text{Sym}_{\mathbb{Q}_{\ell}}(H(BC^*)_{\text{vir}} \otimes (\bigoplus_{d \in l} BPSS^\Theta_{W,d})),
$$

(3.2)

where $JH$ is the Jordan–Hölder map sending a semistable object to the associated polystable object and $\phi_W$ is the vanishing cycle functor of $\text{Tr}(W)$ on $\mathfrak{M}_{Q,d}^{g,s}$. Consider $V \in \text{Supp}(BPSS^\Theta_{W,d})$. In particular, $V$ is the polystable object associated with a representation in the support of $\phi_W$, hence in the critical locus of $\text{Tr}(W)$, and then $V$ itself is a $J_{Q,W}$ module. Suppose that $v$, which is central in $J_{Q,W}$, has at least two different eigenvalues, which we denote $\epsilon_1$ and $\epsilon_2$. We choose two disjoints open set $U_1, U_2 \subset \mathbb{C}$ such that the eigenvalues of $v$ lies in $U_1 \cup U_2$, $\epsilon_1 \in U_1, \epsilon_2 \in U_2$.
Given an open set $U \subset \mathbb{C}$ we denote by $(\mathcal{M}_{Q,d}^{\beta,ss})^U$ (respectively $(\mathfrak{M}_{Q,d}^{\beta,ss})^U$) the subspace (respectively substack) of representations such that $\nu$ has all its eigenvalues in $U$, in particular $V \in (\mathcal{M}_{Q,d}^{\beta,ss})^U_1 \cup (\mathcal{M}_{Q,d}^{\beta,ss})^U_2 - (\mathcal{M}_{Q,d}^{\beta,ss})^U_1 \cup (\mathcal{M}_{Q,d}^{\beta,ss})^U_2$. A critical representation $W \in \mathfrak{M}_{Q,W,d}^{U_1 \cup U_2}$ splits canonically as a direct sum of representations $W_1, W_2$ where $\nu$ has eigenvalues respectively in $U_1, U_2$, giving:

$$(\mathfrak{M}_{Q,W,d}^{\beta,ss})^{U_1 \cup U_2} = \bigsqcup_{d_1 + d_2 = d} (\mathfrak{M}_{Q,W,d_1}^{\beta,ss})^{U_1} \times (\mathfrak{M}_{Q,W,d_2}^{\beta,ss})^{U_2}.$$  (3.3)

Remark here that necessarily at least one of the two $U_i$ is contained in $\mathbb{C}^*$, say $U_1$, and then contains only representations where $\nu$ is invertible, that is, the $d_1$ which gives non-trivial terms in the sum lies in the ray $l_0 := \ker((,))$, giving:

$$\bigsqcup_{d \in l} (\mathfrak{M}_{Q,W,d}^{\beta,ss})^{U_1 \cup U_2} = \bigsqcup_{d \in d_1 + d_2 = d} (\mathfrak{M}_{Q,W,d_1}^{\beta,ss})^{U_1} \times (\mathfrak{M}_{Q,W,d_2}^{\beta,ss})^{U_2} = \bigsqcup_{d_1 \in l_0} (\mathfrak{M}_{Q,W,d_1}^{\beta,ss})^{U_1} \times \bigsqcup_{d_2 \in l} (\mathfrak{M}_{Q,W,d_2}^{\beta,ss})^{U_2}. $$  (3.4)

By the same argument as in the proof of Lemma 4.1 of [14], it gives:

$$\bigoplus_{d \in l} H(JH_\ast \phi_W IC_{\mathfrak{M}_{Q,d}^{\beta,ss}}^{\beta,ss}(\mathfrak{M}_{Q,W,d}^{\beta,ss})_{U_1 \cup U_2}) = \bigoplus_{d_1 \in l_0} H(JH_\ast \phi_W IC_{\mathfrak{M}_{Q,d_1}^{\beta,ss}}^{\beta,ss}(\mathfrak{M}_{Q,d_1}^{\beta,ss})_{U_1}) \boxtimes \bigoplus_{d_2 \in l} H(JH_\ast \phi_W IC_{\mathfrak{M}_{Q,d_2}^{\beta,ss}}^{\beta,ss}(\mathfrak{M}_{Q,d_2}^{\beta,ss})_{U_2}).  $$  (3.5)

Applying the relative integrality theorem of [17], we obtain:

$$\text{Sym}_{\boxtimes} (\mathfrak{H}(BC_*)_{vir} \otimes \bigoplus_{d \in l} BP_{W,d}^{\beta,ss}(\mathcal{M}_{Q,d}^{\beta,ss})_{U_1 \cup U_2})$$

$$\text{Sym}_{\boxtimes} (\mathfrak{H}(BC_*)_{vir} \otimes \bigoplus_{d_1 \in l_0} BP_{W,d_1}^{\beta,ss}(\mathcal{M}_{Q,d_1}^{\beta,ss})_{U_1}),$$

$$\boxtimes \text{Sym}_{\boxtimes} (\mathfrak{H}(BC_*)_{vir} \otimes \bigoplus_{d_2 \in l} BP_{W,d_2}^{\beta,ss}(\mathcal{M}_{Q,d_2}^{\beta,ss})_{U_2}),$$

$$= \text{Sym}_{\boxtimes} (\mathfrak{H}(BC_*)_{vir} \otimes ((\bigoplus_{d_1 \in l_0} BP_{W,d_1}^{\beta,ss}(\mathcal{M}_{Q,d_1}^{\beta,ss})_{U_1}) \oplus (\bigoplus_{d_2 \in l} BP_{W,d_2}^{\beta,ss}(\mathcal{M}_{Q,d_2}^{\beta,ss})_{U_2})),  $$  (3.6)

and then by identification one has:

$$\sum_{d \in l} BP_{W,d}^{\beta,ss}(\mathcal{M}_{Q,d}^{\beta,ss})_{U_1 \cup U_2} \simeq (\sum_{d_1 \in l_0} BP_{W,d_1}^{\beta,ss}(\mathcal{M}_{Q,d_1}^{\beta,ss})_{U_1}) \oplus (\sum_{d_2 \in l} BP_{W,d_2}^{\beta,ss}(\mathcal{M}_{Q,d_2}^{\beta,ss})_{U_2}).$$  (3.7)

We can then deduce:

$$\text{Supp}(BP_{W,d}^{\beta,ss}(\mathcal{M}_{Q,d}^{\beta,ss})_{U_1 \cup U_2}) \subset (\mathcal{M}_{Q,d}^{\beta,ss})_{U_1} \cup (\mathcal{M}_{Q,d}^{\beta,ss})_{U_2},$$  (3.8)
but $V \in (\mathcal{M}_{Q,d}^{\sigma,ss} U_1 \cup U_2 - ((\mathcal{M}_{Q,d}^{\sigma,ss} U_1 \cup \mathcal{M}_{Q,d}^{\sigma,ss} U_2))$, and so the restriction of $BPS_{W,d}^\sigma$ to $V$ is zero. We conclude that if $V \in \text{Supp}(BPS_{W,d}^\sigma)$, then $v$ has a single eigenvalue. For a stable $J_{Q,W}$ module $W$, because $v$ is central in $J_{Q,W}$, it defines an element of $\text{Hom}(W, W) = \mathbb{C}$ by stability, and then $v$ acts as a scalar. $V$ is a direct sum of $\sigma$-stable representations where $v$ acts as a scalar, and $v$ has a single eigenvalue on $V$, that is, acts as a scalar on $V$.

We can now prove the invertible/nilpotent decomposition of BPS invariants, considering $Z_I, Z_N$, two subsets of the set of sides of the toric diagram. A particular case of this result was stated and used in [36, equation 6.18].

Proposition 3.3. For each $Z_I, Z_N, z$ such that $z \not\in Z_I \cup Z_N$, we have:

$$\Omega_{\theta}^{Z_I:1,Z_N:N}(x) = \Omega_{\theta}^{Z_I:1,Z_N:z:1}(x) + \Omega_{\theta}^{Z_I:1,Z_N:N,z:N}(x).$$  \hfill (3.9)

Proof. Recall that the element $v^z$ is at the center of the Jacobian algebra $J_{Q,W}$, and from the Lemma 3.1 the assumptions of Lemma 3.2 are satisfied, that is, $v^z$ acts as a scalar on a representation in the support of $BPS_{W,d}^\sigma$. In particular, the support of $BPS_{W,d}^\sigma$ is the disjoint union of a locus where the $(v^z_i)_{i \in Q_0}$ are invertible, and a locus where they are nilpotent, that is:

$$\text{Supp}(BPS_{W,d}^\sigma) \cap (\mathcal{M}_{Q,d}^{\sigma,ss} Z_i^{1:Z_N:N}) = \text{Supp}(BPS_{W,d}^\sigma) \cap (\mathcal{M}_{Q,d}^{\sigma,ss} Z_i^{1:Z_N:N,z:1}) \cup \text{Supp}(BPS_{W,d}^\sigma) \cap (\mathcal{M}_{Q,d}^{\sigma,ss} Z_i^{1:Z_N:N,z:N}).$$

$$\Rightarrow \Omega_{\theta,d}^{Z_i:1,Z_N:N} = \Omega_{\theta,d}^{Z_i:1,Z_N:z:1} + \Omega_{\theta,d}^{Z_i:1,Z_N:N,z:N},$$ \hfill (3.10)

where the second line holds by taking the induced long exact sequence in cohomology. The result follows by noticing that $\Omega_{\theta,d}^{Z_i:1,Z_N:z:1}$ does not depend on $\theta$, and by taking the generating series. \hfill $\square$

Remark 3.4. The fact that, for a cycle $v^z$, the BPS invariants are the sum of BPS invariants with $v^z$ invertible and BPS invariants with $v^z$ nilpotent was used in [36, equation 6.18] in some specific examples of toric quivers. It was also remarked in [36, equation 6.17] that in those examples the invertible BPS invariants do not suffer wall crossing and are simple to compute. The formula [36, equation 6.18] was proven after dimensional reduction relative to a perfect matching corresponding to a corner $p$ of the toric diagram. After this dimensional reduction, it is then possible to give an invertible/nilpotent decomposition of the cycles $v^z, v^{z'}$ corresponding to the sides $z, z'$ adjacent to $p$, but the other cycles $v^{z''}$ vanish. Hence, to provide the invertible/nilpotent decomposition on various cycles $v^z$ as in Proposition 3.3 one must establish this identity without doing a dimensional reduction, hence work with the formalism of vanishing cycles as done in this section.

### 3.3 Computation of the partially invertible part

Proposition 3.5.

(i) For any toric quiver with potential, denote by $b$ the number of boundary points of the toric diagram and $i$ is the number of internal points of the toric diagram:

$$\Omega_{n\delta} = \mathbb{L}^{3/2} + (b - 3 + i)\mathbb{L}^{-1/2} + i\mathbb{L}^{-1/2} f \text{ for } n \geq 1.$$ \hfill (3.11)
(ii) Considering \( z, z' \) two different sides of the toric diagram, we have:

- if \( z \) and \( z' \) are adjacent to the same corner, then:
  \[
  \Omega^z: I \mapsto \Omega^z: I(x) = (L^{3/2} - 2L^{1/2} + L^{-1/2}) \sum_{n \geq 1} x^n \delta,
  \]
  \[(3.12)\]

- otherwise:
  \[
  \Omega^z: I \mapsto \Omega^I(x) = (L^{3/2} - 3L^{1/2} + 3L^{-1/2} - L^{-3/2}) \sum_{n \geq 1} x^n \delta.
  \]
  \[(3.13)\]

Proof.

(i) Any generic stability condition \( \theta \) gives a crepant resolution \( X_\theta \xrightarrow{p} X \), by taking the moduli space of \( \theta \)-stable \( \delta \)-dimensional critical representations of \((Q, W)\), as proven in [32][Theorem 4.5]. Denote by \( X^Z: I \) the open locus of representations such that \( v^z \) is invertible for \( z \in Z \), that is, \( X^Z: I = \cap_{z \in Z} (v^{-z} p)^{-1}(C^*) \).

As shown in [32, Theorem 4.5], there is an equivalence between the bounded derived category of critical representations of \((Q, W)\) and the bounded derived category of coherent sheaves on \( X_\theta \). This derived equivalence restricts to a derived equivalence between the bounded derived category of critical representations such that \( \sum_{i \in Q_0} v^{z_i} \) is invertible for \( z \in Z \), and the bounded derived category of sheaves on \( X^Z: I \). In particular, the cohomological DT/PT correspondence proven in [9, Theorem 1.1], and the wall crossing formula expressing the DT/PT wall crossing in terms of the BPS invariants \( \Omega^{\theta, d} \), proven in [29] and [34] applies, giving:

\[
\sum_n [(X^Z: I)^{[n]}]^{vir} x^n \delta = \text{Exp} \left( \sum_n \Omega^{Z: I, \theta, n \delta} L^{n/2} - L^{-n/2} L^{1/2} - L^{-1/2} x^n \delta \right),
\]

\[(3.14)\]

with \( (X^Z: I)^{[n]} \) being the Hilbert scheme of \( n \) points on \( X^Z: I \). The generating series of the motives of the Hilbert schemes of points on any smooth quasi-projective threefold (as \( X^Z: I \)) was computed in [4, Theorem 3.3]:

\[
\sum_n [(X^Z: I)^{[n]}]^{vir} = \text{Exp} \left( L^{-3/2} \sum_{n \geq 1} L^{n/2} - L^{-n/2} L^{1/2} - L^{-1/2} x^n \delta \right),
\]

\[(3.15)\]

that is, we can identify:

\[
\Omega^{Z: I}_{n \delta} = L^{-3/2} [X^Z: I] \quad \text{for } n \geq 1.
\]

\[(3.16)\]

Here we have dropped the dependence on \( \theta \) because \( n \delta \) is in the kernel of the anti-symmetrized Euler form. In particular, the computation of the cohomological class \([X_\theta]\) in [36, Lemma 4.2] gives the claimed expression for \( \Omega_{n \delta} \), as explained in [36, Remark 5.2].

ii) Consider a subset \( Z_I \) of the sides of the toric diagram containing at least two elements \( z \neq z' \). For any representation in \( M_{Q, W, d}^{j, ss, Z_I: I} \), \( v^z \) and \( v^{z'} \) are invertible. Consider \( d \) such that \( M_{Q, W, d}^{j, ss, Z_I: I} \neq \emptyset \): the dimensions \( d_i \) are constant inside the strips delimited by lines directed by \( l_z \), and also
inside the strips delimited by lines directed by \( l_z \). Since these two sets of lines intersect only at isolated points of the torus, all the \( d_i \)'s must then be equal. Hence for \( d \notin \langle \delta \rangle \), \( \Omega_{\delta,d} \) vanish, giving:

\[
\Omega_{Z_l}^{:1}(x) = \sum_n \Omega_{n\delta}^{:1} x^{n\delta} = L^{-3/2} [X_{\delta}^{:1}] \sum_{n \geq 1} x^{n\delta}. \tag{3.17}
\]

Here we have used Equation (3.16) in the second line, considering a generic stability condition \( \theta \). Recall that we have \( X = Spec(\mathbb{C}[M^+]) \), and then \( X_{Z_l}^{:1} = Spec(\mathbb{C}[M^+, (e^{-\lambda z})_{z \in Z_l}]) \). There are two possible cases:

- \( Z_l = \{ z, z' \} \) consists of two sides of the toric diagram which are adjacent to the same corner \( p \) associated with the cut \( I \). In that case, the subsemigroup of \( M \) generated by \( M^+ \) and \(-\lambda_z, -\lambda_{z'}\) is the half lattice \( \{ \lambda \in M \mid L(\lambda) > 0 \} \), isomorphic with \( \mathbb{N} \times \mathbb{Z}^2 \). This implies that \( X_{Z_l}^{:1} = (\mathbb{C}^*)^2 \times C \); \( X_{Z_l}^{:1} \), which is smooth, that is, is equal to its crepant resolution \( X_{\delta}^{:1} \):

\[
X_{\delta}^{:1, z', z} = (\mathbb{C}^*)^2 \times C \Rightarrow \Omega_{\delta, z', z}^{:1}(x) = (L^{3/2} - 2L^{1/2} + L^{-1/2}) \sum_{n \geq 1} x^{n\delta}. \tag{3.18}
\]

- \( Z_l \) contains two sides of the toric diagram \( z, z' \) which are not on the same corner of the toric diagram. In this case the subsemigroup of \( M \) generated by \( L^+ \) and \(-\lambda_z, -\lambda_{z'}\) is the whole lattice \( M \) isomorphic with \( \mathbb{Z}^3 \). This implies that \( X_{Z_l}^{:1} = (\mathbb{C}^*)^3 \), which is smooth, that is, is equal to its crepant resolution \( X_{\delta}^{:1} \):

\[
X_{Z_l}^{:1} = X_{\delta}^{:1, z', z} = X^I = (\mathbb{C}^*)^3 \Rightarrow \Omega_{\delta, z', z}^{:1}(x) = \Omega_{\delta}^I(x) = (L^{3/2} - 3L^{1/2} + 3L^{-1/2} - L^{-3/2}) \sum_{n \geq 1} x^{n\delta}. \tag{3.19}
\]

\( \square \)

**Proposition 3.6.** Consider a side \( z \) of the toric diagram:

\[
\Omega_{z}^{:1}(x) = (L^{3/2} + (K_z - 2)L^{1/2} - (K_z - 1)L^{-1/2}) \sum_{n \geq 1} x^{n\delta} + (L^{1/2} - L^{-1/2}) \sum_{k \neq k'} \sum_{n \geq 0} x^{n\delta + \sigma_{k,k'}^z}. \tag{3.20}
\]

**Proof.** The main idea of the proof is to obtain an analogue of the isomorphism \( X_{z}^{:1} \cong \mathbb{C}^2 / \mathbb{Z}_{K_z} \times \mathbb{C}^* \) at the level of the non-commutative resolution by quivers with potential. We denote by \((\tilde{Q}, \tilde{W})\) the quiver with potential associated with the toric threefold \( \mathbb{C}^2 / \mathbb{Z}_{K_z} \times \mathbb{C} \): its nodes are \( \tilde{Q}_0 = \mathbb{Z} / K_z \mathbb{Z} \), its arrows are \( a_k : k \to k, b_k : k \to k + 1, c_k : k + 1 \to k \), and its potential is:

\[
\tilde{W} = \sum_{k \in \mathbb{Z} / K_z \mathbb{Z}} (a_k c_k b_k - a_{k+1} b_k c_k). \tag{3.21}
\]
We denote by $\bar{z}$ the side of the toric diagram of $\mathbb{C}^2/\mathbb{Z}_{Kz} \times \mathbb{C}$ such that $v^z = \bigoplus_k a_k$. Starting with a representation $V$ of $(Q, W)$ such that $v^z$ is invertible, one can obtain a representation of $(\bar{Q}, \bar{W})$ such that the $a_k$’s are invertible informally by the following procedure:

- Contract the strips $Q^k$ onto the single node $k$ using the fact that all the arrows of $Q^k$ are isomorphisms.
- Send the invertible cycles $v^z_i$, for $i \in (Q^k)_0$, to an invertible loop $a_k : k \to k$.
- Send the arrows of $Zig_k : (Q^k)_0 \to (Q^{k+1})_0$ to $b_k : k \to k+1$.
- Send the arrows of $Zag_k : (Q^{k+1})_0 \to (Q^k)_0$ to $c_k : k+1 \to k$.

This contraction, and the corresponding operation on the toric diagrams, are illustrated in Figure 8 for the case of the pseudo-del Pezzo surface $PdP_{3a}$.

Consider now the toric diagram associated with the toric quiver: from simple convex geometry, it contains a node which is in a line parallel with the line containing the side $z$ and which is at minimal distance from this line: for $I$ a perfect matching associated with this node, one then has $\chi_I(\lambda_z) = 1$, hence each cycle $v^z_i$ contains exactly one arrow of $I$. We consider then the surjective morphism of path algebras:

$$\Phi : \mathbb{C}Q \to \mathbb{C}\bar{Q}$$

$$\Phi(e_i) := e_k \quad \text{for } i \in Q^k_0,$$

$$\Phi(u) := a_k^{\delta_{u \in I}} \quad \text{for } u \in Q^k_1,$$

$$\Phi(u) := c_kb_ka_k^{\delta_{u \in I}} \quad \text{for } u \in J_k,$$

$$\Phi(u) := b_ka_k^{\delta_{u \in I}} \quad \text{for } u \in Zig_k,$$

$$\Phi(u) := a_kc_k^{\delta_{u \in I}} \quad \text{for } u \in Zag_k.$$

(3.22)

We then evaluate $\Phi(W)$. Consider a white (respectively black) node of the perfect matching on the $k$th zig-zag path: the corresponding cycle $w$ of the potential is of the form $cbv$ (respectively
For a path of $Q_k$ (respectively $Q_{k+1}$), $b \in \text{Zig}_k$ and $c \in \text{Zag}_k$. If $v$ contains an arrow of $I$, then $w = c_k b_k a_k$ (respectively $w = b_k c_k a_{k+1}$). Consider the cycle of $Q^k$ (respectively $Q^{k+1}$) going along the $k$th zig-zag path: it has weight $\lambda_z$, hence contains exactly one arrow of $I$, and then the $k$th zig-zag path contains exactly one white node $w = c_k b_k a_k$ such that the arrow of $I$ adjacent to this node is in $Q^k$ and and one black node $w = b_k c_k a_{k+1}$ such that the arrow of $I$ adjacent to this node is in $Q^{k+1}$. If an arrow $b \in \text{Zig}_k$ (respectively $c \in \text{Zag}_k$) is in $I$, then the cycles of the potential corresponding to the black and white node adjacent to this edge in the dimer model are equal to $c_k b_k a_k$, and then cancel each other. The cycles corresponding to the white and black nodes adjacent to an edge in $u \in J_k$ are both equal to $c_k b_k a_k$ and then cancel each others. Finally we obtain:

$$\Phi(W) = \tilde{W}.$$  \hspace{1cm} (3.23)

In particular, $\Phi$ pass to the quotient to a surjective morphism of Jacobi algebra:

$$\Phi : J_{Q,W} \rightarrow J_{\tilde{Q},\tilde{W}}.$$  \hspace{1cm} (3.24)

For each $k$, choose a node $i_k \in Q^0_k$, and weak paths $(u_k : i_k \rightarrow i_{k+1}) = u^{-1} b u$ (respectively $(v_k : i_{k+1} \rightarrow i_k) = v^{-1} c v$) with $u, v'$ paths of $Q^k$ and $u', v$ paths of $Q^{k+1}$, such that $\chi_I(u_k) = \chi(u_k) = 0$. We then define a morphism between localized path algebras:

$$\Psi : \mathbb{C}Q[(\alpha^{-1}_k)_k] \rightarrow \mathbb{Q}[(\alpha^{-1}_k)_k],$$

$$\Psi(e_k) := e_{i_k},$$

$$\Psi(a_k) := v_{i_k}^z,$$

$$\Psi(b_k) := u_k,$$

$$\Psi(c_k) := v_k,$$  \hspace{1cm} (3.25)

it satisfies $\Phi \circ \Psi = \text{Id}_{\mathbb{C}Q[(\alpha^{-1}_k)_k]}$, and pass the quotient to a morphism of Jacobi algebra:

$$\Psi : J_{Q,W}[(\alpha^{-1}_k)_k] \rightarrow J_{Q,W}[(\alpha^{-1}_k)_k],$$  \hspace{1cm} (3.26)

which is the inverse of $\Phi$, hence $\Phi$ gives an isomorphism of localized Jacobi algebras:

$$\Phi : J_{Q,W}[(\alpha^{-1}_k)_k] \rightarrow J_{\tilde{Q},\tilde{W}}[(\alpha^{-1}_k)_k].$$  \hspace{1cm} (3.27)

For $\tilde{d} \in \mathbb{N}^0$, denote $d = \sum_k d_k \alpha^z_k$. The morphism $\Phi$ of path algebra induces an closed embedding of stacks $M^{z: I}_{Q,d} \rightarrow M^{z: I}_{Q,d}$ intertwining the potential, such that the restriction to the critical locus is an isomorphism. It is then an embedding of critical charts in the sense of [26], hence:

$$[M^{z: I}_{Q,W,d}]^{\text{vir}} = H_c(M^{z: I}_{Q,d}, \Phi_W IC_{M^{z: I}_{Q,d}})$$

$$= H_c(M^{z: I}_{Q,d}, \Phi_W IC_{M^{z: I}_{Q,d}})$$

$$= [M^{z: I}_{Q,W,d}]^{\text{vir}}.$$  \hspace{1cm} (3.28)
Here the first and the last lines hold because the definition of the vanishing cycle functor is local, hence commutes with open embeddings, and the second line follows from the isomorphism of [8, Theorem 5.4]. We obtain a relation between the generating series $\mathcal{A}$ of DT invariants of $(Q, W)$ and the generating series $\tilde{\mathcal{A}}$ of DT invariants of $(\tilde{Q}, \tilde{W})$:

$$\mathcal{A}^{\tilde{z}:1}(x) = \tilde{\mathcal{A}}^{\tilde{z}:1}((x^{\tilde{a}})^k).$$

(3.29)

Hence, using the fact that $d$ and $\tilde{d}$ are in the kernel of the anti-symmetrized Euler forms, and then that the corresponding BPS invariants $\Omega$ of $(Q, W)$ and $\tilde{\Omega}$ of $(\tilde{Q}, \tilde{W})$ does not depend on the stability parameter:

$$\Omega^{\tilde{z}:1}_d = \tilde{\Omega}^{\tilde{z}:1}_d,$$

$$\Rightarrow \Omega^{\tilde{z}:1}(x) = \tilde{\Omega}^{\tilde{z}:1}((x^{\tilde{a}})^k).$$

(3.30)

Then [33, Theorem 6.1] gives:

$$\tilde{\Omega}((x^{\tilde{a}})^k) = (L^{3/2} + (K_z - 1)L^{1/2}) \sum_{n \geq 1} x^n + L^{1/2} \sum_{k \neq k'} \sum_{n \geq 0} x^n \delta^{+\tilde{a}}_{k,k'}.$$

(3.31)

We could compute $\tilde{\Omega}^{\tilde{z}:1}$ by doing a method similar as in [31], considering invertible/nilpotent decompositions and Jordan block decompositions. We prefer to show to extract $\tilde{\Omega}^{\tilde{z}:1}$ from $\tilde{\Omega}$ using only formal manipulations, as an illustration of our formalism. We will prove the claim below:

$$\tilde{\Omega}^{\tilde{z}:1}(x) = \begin{bmatrix} C^* \\ C \end{bmatrix} \tilde{\Omega}(x).$$

(3.32)

This is related with the fact that $\tilde{\Omega}^{\tilde{z}:1}(x)$ (respectively $\tilde{\Omega}(x)$) is the generating series of BPS invariants for a non-commutative crepant resolution of $C^2/Z_{K_z} \times C^*$ (respectively of $C^2/Z_{K_2} \times C$).

Consider a generic stability $\theta$ giving a crepant resolution $(C^2/Z_{K_z} \times C)_{\theta} = (C^2/Z_{K_2})_{\theta} \times C$, and remark that $(C^2/Z_{K_z} \times C)_{\theta}^{\tilde{z}:1} = (C^2/Z_{K_z})_{\theta} \times C^*$, using (3.16), one obtains for $n \geq 1$:

$$\tilde{\Omega}^{\tilde{z}:1}(n \delta, y) = L^{-3/2}[(C^2/Z_{K_z})_{\theta} \times C^*],$$

$$\tilde{\Omega}(n \delta, y) = L^{-3/2}[(C^2/Z_{K_z})_{\theta} \times C],$$

$$\Rightarrow \tilde{\Omega}^{\tilde{z}:1}(n \delta, y) = \begin{bmatrix} C^* \\ C \end{bmatrix} \tilde{\Omega}(n \delta, y).$$

(3.33)

We show that the relation of the claim holds also for the other dimension vectors using invertible/nilpotent decompositions and duality properties for $(\tilde{Q}, \tilde{W})$. Denote by $\tilde{z}, \tilde{z}', \tilde{z}''$ the external edges of the toric diagram of $C^2/Z_{K_z} \times C$ considered in the clockwise order. One has:

$$\tilde{\Omega}^{\tilde{z}:1}(x) = \tilde{\Omega}(x) - \tilde{\Omega}^{\tilde{z}:N}(x),$$

$$\tilde{\Omega}^{\tilde{z}:N}(x) = D(\tilde{\Omega}^{\tilde{z}':N,\tilde{z}''':N}(x)), $$

$$\tilde{\Omega}^{\tilde{z}':N,\tilde{z}''':N}(x) = \tilde{\Omega}(x) - \tilde{\Omega}^{\tilde{z}':1,\tilde{z}''':N}(x) - \tilde{\Omega}^{\tilde{z}''':1}(x),$$

$$\Rightarrow \tilde{\Omega}^{\tilde{z}:1}(x) = \tilde{\Omega}(x) - D(\tilde{\Omega}(x)) + D(\tilde{\Omega}^{\tilde{z}':1,\tilde{z}''':N}(x)) + D(\tilde{\Omega}^{\tilde{z}''':1}(x)), $$

(3.34)
where $\mathbb{D}$ is the Verdier duality, that is, the Poincaré duality for mixed Hodge structures. In the first and the third lines we have performed invertible-nilpotent decompositions using Proposition 3.3, and in the second line we have used Corollary 4.2. We have $K_{z'} = K_{z''} = 1$, that is, the BPS invariants $\Omega_{z':I,z''':N}$ and $\Omega_{z''':I}$ have only terms with dimension vector $n\delta$, giving:

$$\tilde{\Omega}^{z':I}_d = \hat{\Omega}_d - \sum(\hat{\Omega}_d) \quad \forall d \notin \langle \delta \rangle$$

$$= \left[ \frac{[C^*]}{[C]} \right] \hat{\Omega}_d \quad \forall d \notin \langle \delta \rangle.$$ (3.35)

The last line holds because the BPS invariants are either $0$ or $L^{1/2}$ for $d \notin \langle \delta \rangle$ from (3.31). This ends the proof the claim (3.32), giving:

$$\Omega_{z':I}(x) = \tilde{\Omega}^{z':I}((x^{\alpha_{z'_k}})_k)$$

$$= (L^{3/2} + (K_z - 2)L^{1/2} - (K_z - 1)L^{-1/2}) \sum_{n \geq 1} x^{n\delta} + (L^{1/2} - L^{-1/2}) \sum_{k \neq k'} \sum_{n \geq 0} x^{n\delta + \alpha_{z'_k,k'_l}}.$$ (3.36)

3.4 Identities between partially nilpotent attractors invariants

We now have all the necessary ingredients to express the BPS invariants $\Omega_\delta$ in terms of BPS invariants $\Omega^{z''':N}_\delta$ with nilpotency constraints on a given cycle $v^z$.

**Proposition 3.7.** We can express for $[z, z']$ a strict subset of the set of sides of the toric diagram:

$$\Omega_\delta(x) = (L^{3/2} + \sum_{z \in [z, z']} K_z - 2)L^{1/2} - (\sum_{z \in [z, z']} K_z - 1)L^{-1/2}) \sum_{n \geq 1} x^{n\delta}$$

$$+ (L^{1/2} - L^{-1/2}) \sum_{z \in [z, z']} \sum_{k \neq k'} \sum_{n \geq 0} x^{n\delta + \alpha_{z'_k,k'_l}} + \Omega^{[z,z']':N}_\delta(x),$$ (3.37)

$$\Omega_\delta(x) = (L^{3/2} + (b - 3)L^{1/2} - (b - 3)L^{-1/2} - L^{-3/2}) \sum_{n \geq 1} x^{n\delta}$$

$$+ (L^{1/2} - L^{-1/2}) \sum_{z} \sum_{k \neq k'} \sum_{n \geq 0} x^{n\delta + \alpha_{z'_k,k'_l}} + \Omega^{N}_\delta(x).$$ (3.38)

**Proof.** We use Proposition 3.5, which says that for non-adjacent $z_i$ and $z$, $\Omega^{z_i':I,z_i+1':I} = \Omega^I$. In particular, for $z \notin [z_{i-1}, z_{i+1}]$ we have:

$$\Omega^{z_i':I,z_{i+1}:N,z':I}_\delta = 0,$$

$$\Rightarrow \Omega^{z_i':I,z_{i+1},z_{i-1}:N}_\delta = \Omega^{z_i':I,z_{i+1}:N}_\delta.$$ (3.39)
We have also:

\[
\Omega^2_i : I, z_{i+1} : N = \Omega^2_i : I, z_{i+1}, z_{i-1} : N - \Omega^2_{i-1} : I, z_i : I, z_{i+1}, z_{i-1} : N
\]

\[= \Omega^2_i : I, z_{i+1} : N - \Omega^2_{i-1} : I, z_i : I + \Omega^I. \tag{3.40}\]

Graphically, the two equations \((3.39)\) and \((3.40)\) can be written:

\[
\begin{align*}
\delta(I) &- \delta(N) + \delta(I) \\
\delta(N) &- \delta(I) + \delta(I)
\end{align*}
\]

We can combine the formulas of Propositions 3.5 and 3.6:

\[
\Omega^2_i : I, z_{i+1} : N = \Omega^2_i : I - \Omega^2_{i-1} : I
\]

\[= (L^{1/2} - L^{-1/2}) \left( K_z \sum_{n \geq 1} x^{|z_i|} + \sum_{k \neq k'} \sum_{n \geq 0} x^{|z_i|} \sum_{k,k',n \geq 1} x^{n^2 + \alpha z^{|k,k'|} + n^3} \right). \tag{3.41}\]

We decompose successively, denoting for convenience \(z = z_i, z' = z_j\):

\[
\Omega_0 = \Omega^2_j : I + \sum_{z_j \in [z_i, z_j]} \Omega^2_i : I, z_i, z_j : N + \Omega^2_{\emptyset} : N
\]

\[= \Omega^2_j : I, z_{j+1} : I + \sum_{z_j \in [z_i, z_j]} \Omega^2_i : I, z_{j+1} : N + \Omega^2_{\emptyset} : N
\]

\[= (L^{3/2} + (\sum_{z \in [z_i, z_j]} K_z - 2)L^{1/2} - (\sum_{z \in [z_i, z_j]} K_z - 1)L^{-1/2}) \sum_{n \geq 1} x^n + \sum_{z \in [z_i, z_j]} x^{n^2 + |z_i|} \sum_{k \neq k'} \sum_{n \geq 0} x^{n^3 + \alpha z^{|k,k'|} + \Omega^2_{\emptyset} : N}(x). \tag{3.42}\]

Here in the second line we have used \((3.39)\), and we have used \((3.41)\) and Proposition 3.5 in the last line. The manipulations above can be represented graphically as:

\[
\begin{align*}
\delta(I) &- \delta(N) + \delta(I) \\
\delta(N) &- \delta(I) + \delta(I)
\end{align*}
\]
Similarly we can decompose:

\[
\Omega_\theta = \Omega_{z_{n-1}: I} + \sum_{z_l \in [z_0, z_{n-1}]} \Omega_{z_l: I, z_{l+1}: N} + \Omega_{z_0: I, z_1: N} - \Omega_{z_{n-1}: I, z_0: I} + \Omega + \Omega_N
\]

\[
\theta = \Omega_{z_{n-1}: I, z_0: I} + \Omega_{z_{n-1}: I, z_0: N} + \sum_{z_l \in [z_0, z_{n-1}]} \Omega_{z_l: I, z_{l+1}: N} + \Omega + \Omega_N
\]

\[
= (L^{3/2} + (b - 3) L^{1/2} - (b - 3) L^{-1/2} - L^{-3/2}) \sum_{n \geq 1} x^n \delta + \sum_{z} \sum_{k \neq k'} \sum_{n \geq 0} x^n \delta + \alpha_{|k, k'|} + \Omega_N (x).
\]

Here we have used (3.39) and (3.40) in the second line, we have simplified in the third line, and (3.41) and the formulas of Propositions 3.5 in the last line, recalling \(b = \sum_z K_z\). Graphically, the manipulations above correspond to:

\[\begin{array}{cccccc}
\downarrow & \downarrow & = & \downarrow & \downarrow & \downarrow \\
I & N & + & I & N & N \\
\end{array}\]

\[\begin{array}{cccccc}
\downarrow & \downarrow & = & \downarrow & \downarrow & \downarrow \\
I & N & + & I & N & N \\
\end{array}\]

Here the two crossed terms cancel. Notice that the correction between the partially nilpotent invariants lie at the center of the quantum affine space, that is, they are not subject to wall crossing: in particular, the same relations hold for the BPS invariants \(\Omega_\theta\) at any generic stability \(\theta\), and then also for attractor invariants \(\Omega_*\).

Using the duality result of Corollary 4.2, we are able to derive a universal formula expressing BPS invariants up to an unknown self-Poincaré dual contribution:

**Theorem 3.8.**

\[\Omega_{\theta}(x) = (L^{3/2} + (b - 3 + i) L^{1/2} + i L^{-1/2}) \sum_{n \geq 1} x^n \delta + L^{1/2} \sum_{z} \sum_{k \neq k'} \sum_{n \geq 0} x^n \delta + \alpha_{|k, k'|} + \Omega_{\theta}^{\text{sym}} (x),\]

(3.44)
with \( \Omega^\text{sym}_\vartheta(x) \) self-Poincaré dual, and supported on dimension vectors \( d \notin \langle \delta \rangle \). The same formula holds for attractor invariants.

\textbf{Proof.} We have from Corollary 4.2:

\[
\Omega_\vartheta(x) = D(\Omega^N_\vartheta(x)).
\] (3.45)

We then have, using the formula of Proposition 3.7:

\[
\Omega_\vartheta(x) - D(\Omega_\vartheta(x)) = (L^{3/2} + (b - 3)L^{1/2} - (b - 3)L^{-1/2} - L^{-3/2}) \sum_{n \geq 1} x^n \delta
\]

\[
+ (L^{1/2} - L^{-1/2}) \sum_k \sum_{k' \neq k} \sum_{n \geq 0} x^n \delta + \alpha z_{[k,k']}.
\] (3.46)

Hence, introducing:

\[
\Omega^\text{sym}_\vartheta(x) := \Omega_\vartheta(x) - \left( (L^{3/2} + (b - 3 + i)L^{1/2} + iL^{-1/2}) \sum_{n \geq 1} x^n \delta + L^{1/2} \sum_k \sum_{k' \neq k} \sum_{n \geq 0} x^n \delta + \alpha z_{[k,k']} \right).
\] (3.47)

From (i) of Proposition 3.5, one further obtains that \( \Omega^\text{sym}_\vartheta \) is supported on dimension vectors \( d \notin \langle \delta \rangle \). The same property follows for \( \Omega^*_\vartheta(x) \), by noticing that \( \Omega^*,d = \Omega_\vartheta,d,\vartheta \) for \( \vartheta,d \) a specific stability parameter.

For local curves, that is, symmetric quivers corresponding to toric diagrams without interior lattice points, the BPS invariants (which does not depend on the stability \( \vartheta \), because the quantum affine space is commutative in this case) have been computed explicitly. We will check as an illustration the compatibility of those results with our formula in Section 5.1. It appears that the only contribution to the symmetric part \( \Omega^\text{sym}(x) \) come from dimension vectors \( d \) with \( \Omega_d = 1 \).

For toric diagrams with \( i \geq 1 \) interior lattice points, the symmetric part \( \Omega^\text{sym}_\vartheta(x) \) can be quite complicated, and in particular it is subject to wall crossing. The attractor invariants are expected to be simpler than BPS invariants for generic \( \vartheta \). The simple representations, with dimension vectors \( e_i, i \in Q_0 \), always contribute to the attractor invariants, with \( \Omega^*,e_i = 1 \) because there are no self-1-cycles in this case. A natural question is then whether there exist other dimension vectors for which the attractor invariants have a non-zero symmetric part \( \Omega^\text{sym} \). We conjecture, based on evidence collected in [3] and on computations in [36] recalled in Section 5.2, that such dimension vectors do not exist:

\textbf{Conjecture 3.9.} For toric diagram with \( i \geq 1 \) internal lattice points, the attractor invariants are given by:

\[
\Omega^*_\vartheta(x) = \sum_i x_i + (L^{3/2} + (b - 3 + i)L^{1/2} + iL^{-1/2}) \sum_{n \geq 1} x^n \delta + L^{1/2} \sum_k \sum_{k' \neq k} \sum_{n \geq 0} x^n \delta + \alpha z_{[k,k']}.
\] (3.48)
4 | TORKIC LOCALIZATION FOR FRAMED QUIVERS WITH POTENTIAL

4.1 | Torus fixed variety and attracting variety

Consider a one-dimensional torus $\mathbb{C}^*$ acting on a variety $X$. We consider as in [7], [20] and [42], the hyperbolic localization diagram:

$$ X \xleftarrow{\eta^\pm} X^\pm \xrightarrow{p^\pm} X^0. $$

Here $X^0$ denotes the closed subvariety of $\mathbb{C}^*$-fixed points, and $X^\pm$ the attracting (respectively repelling) variety, that is, the disjoint union of the components of $X$ flowing to a $\mathbb{C}^*$-fixed component when $t \to 0$ (respectively $t \to \infty$), $\eta^\pm$ gives the disjoint union of the closed embeddings of those components, and $p^\pm$ gives the projection to the $\mathbb{C}^*$-fixed component. The functors of constructible complexes $(p^+)_!(\eta^+)^* : D^b_c(X) \to D^b_c(X^0)$ is called the hyperbolic localization functor.

We consider the torus $(\mathbb{C}^*)^{Q_f}$ acting on $CQ_f$, and therefore also on $\Psi_f$, by scaling the arrows of $Q_f$. We consider the subtorus $T$ leaving invariant the relations of the potential $W_f$, hence such that $W_f$ is homogeneous, with weight denoted by $\kappa$: its action on $M_{Q_f,d}$ restricts to an action on $M_{Q_f,W_f,d}$. The gauge torus $T_G = (\mathbb{C}^*)^{Q_0}$ acts on $(\mathbb{C}^*)^{Q_f}$ by adjunction $(t_a)(a:i \to j) \in (Q_f)_1 \mapsto (t_ia^{-1})(a:i \to j) \in (Q_f)_1$, where we denote $t_\infty = 1$. The action of $T$ on $M_{Q_f,d}$ and $M_{Q_f,W_f,d}$ descends to an action of $T/T_G$. The scaling of the framing arrow $p : \infty \to i \ p$ can be cancelled by the action of $T_G$, and for the D4-brane framing, the condition that the cycle $paq$ has weight $\kappa$ determines the weight of the relation arrow $q : j \to \infty$. Hence the torus acting on $M_{Q_f,d}$ by leaving the potential homogeneous is the three-dimensional torus $\mathbb{T}^3$ with weight lattice $M$, and the subtorus leaving the potential invariant is the two-dimensional subtorus $\mathbb{T}^2$ with weight lattice $M/\kappa \mathbb{Z} = L$.

To study toric localization we will consider a one-dimensional subtorus $\mathbb{C}^* \subset \mathbb{T}^2$ leaving the potential invariant. This data is called a choice of slope in K-theoretic Donaldson–Thomas theory, because such a torus is determined by the data of line passing through the origin of $L$, separating this lattice into two half planes $L^{>0}$ (respectively $L^{<0}$), the half space of positive (respectively negative) weights. In the following Lemma, we consider the more general case of a subtorus $\mathbb{C}^* \subset \mathbb{T}^3$, which is then determined by the separation of $M$ into the half spaces $M^{>0}$ (respectively $M^{<0}$) of positive (respectively negative) weights:

**Lemma 4.1.**

(i) For $D$ the divisor corresponding to the corner $p$ of the toric diagram lying between the two sides $z, z'$, if $\lambda_z \in M^{>0}$ and $\lambda_{z'} \in M^{>0}$:

$$ M^+_{Q_D,W_D,d} = M_{Q_D,W_D,d}. \tag{4.1} $$

(ii) If $\lambda_z \in M^{<0} \iff \bar{z} \in [z, z']$, then:

$$ M^0_{Q,W,d} = M^{0,[z,z'] : \bar{N}}_{Q,W,d}, $$

$$ M^+_{Q_0,W,d} = M^{[z,z'] : \bar{N}}_{Q_0,W,d}. \tag{4.2} $$
Proof. Consider the set $C$ of cycles of $Q$ (respectively $Q_f$) of length less than $\sum_{i \in Q_0} d_i$, and consider the map:

$$Tr : \mathcal{M}_{Q,d}^{\theta,ss} \to \mathbb{C}^C,$$

$$V \hookrightarrow (Tr(w))_{w \in C},$$

and the same map for $\mathcal{M}_{Q_f,d}^{\theta,ss}$. From general geometric invariant theory (see [27]), these maps are projective, hence:

$$\mathcal{M}_{Q,d}^{\theta,ss,\pm} = Tr^{-1}(\mathbb{C}^C)^{\pm},$$

$$\mathcal{M}_{Q_f,d}^{\pm} = Tr^{-1}(\mathbb{C}^C)^{\pm},$$

that is, the attracting (respectively repelling) variety is the variety of representations where the cycles in $M^{<0}$ are nilpotent.

From [32, Corollary 3.6], $M^+$, the lattice of weights of cycles of $Q$, is saturated in the cone $M^+_Q$ which is the convex hull of the rays with direction $\lambda_{\bar{z}}$, for $\bar{z}$ a side of the toric diagram. For $w \in M^+$, there are then sides of the toric diagram $z_i$ and integers $n, n_i \in \mathbb{N}$ such that $w^n = \prod_i (v^z)^{n_i}$. In particular, $w \in M^{<0}$ if and only if there is a $z_i$ such that $\lambda_{\bar{z}} \in M^{<0}$, and $w$ is nilpotent in a critical representation if and only if there is a $z_i$ which is nilpotent. Then in a critical representation the property $\ 'w \in M^{<0} \iff w$ is nilpotent' is equivalent to $\ '\lambda_{\bar{z}} \in M^{<0} \iff v^z$ is nilpotent'. Hence if $l_{\bar{z}} \in M^{<0} \iff \bar{z} \in [z, z']$, one has (ii):

$$\mathcal{M}_{Q,W,d}^{\theta,ss,+,\pm} = \mathcal{M}_{Q,W,d}^{\theta,ss,[z,z']:\mathcal{N}},$$

$$\mathcal{M}_{Q_f,W,d}^{\pm} = \mathcal{M}_{Q_f,W,d}^{[z,z']:\mathcal{N}}.$$ (4.5)

Because each arrow of $I$ acts trivially on $P_D$, only the subcone $M^+_Q \cap \chi_I^{-1}(0)$ acts non-trivially in a framed representation of $(Q_D, W_D)$, hence $v^{z''}$ acts trivially for $z'' \neq z, z'$, from which we deduce (i).

Corollary 4.2. For any dimension vector $d$ and stability parameter $\theta$, one has:

$$\Omega^{[z,z']:\mathcal{N}}_{\theta,d} = \mathcal{D}(\Omega^{[z',z]\mathcal{N}}_{\theta,d}).$$ (4.6)

Here $\mathcal{D}$ denotes the Poincaré duality at the level of MMHS.

Proof. Consider a $\mathbb{C}^*$ action scaling all the arrows of the quiver, such that $\lambda_{\bar{z}} \in M^{<0} \iff \bar{z} \in [z, z']$ (such an action exists because $M^+$ is convex). Hence from Corollary 4.2:

$$\mathcal{M}_{Q,d}^{\theta,ss,+,\pm} = \mathcal{M}_{Q,d}^{\theta,ss,[z,z']:\mathcal{N}},$$

$$\mathcal{M}_{Q,d}^{\theta,ss,-} = \mathcal{M}_{Q,d}^{\theta,ss,[z',z]\mathcal{N}}.$$ (4.7)
Then denoting by $q : \mathcal{M}_{Q,d}^{\beta,ss,0} \to \ast$ the projection to a point, one obtains (similar arguments were used in [14, Proposition 7.9]):

$$D(\Omega_{\theta,d}^{z,z^\prime} : N) = DH_c(\mathcal{M}_{Q,d}^{\beta,ss,-}, \phi_W IC_{\mathcal{M}_{Q,d}^{\beta,ss}})$$

$$= q_!(p^-)(\eta^-)^* \phi_W IC_{\mathcal{M}_{Q,d}^{\beta,ss}}$$

$$= q_!(p^+)(\eta^+)^* D\phi_W IC_{\mathcal{M}_{Q,d}^{\beta,ss}}$$

$$= q_!(p^+)(\eta^+)^* \phi_W IC_{\mathcal{M}_{Q,d}^{\beta,ss}}$$

$$= H_c(\mathcal{M}_{Q,d}^{\beta,ss,+}, \phi_W IC_{\mathcal{M}_{Q,d}^{\beta,ss}})$$

$$= \Omega_{\theta,d}^{z,z^\prime} : N. \quad (4.8)$$

Here we have used the definitions of the BPS invariants and the characterization of the attracting and repelling varieties in the first and last lines, the fact that $q_! = q_*$ because $q$ is projective, and Braden’s contraction Lemma of [7] in its form [42, Theorem B] using the fact that $\phi_W IC_{\mathcal{M}_{Q,d}^{\beta,ss}}$ is $\mathbb{C}^*$-equivariant in the third line, and the self-duality of the vanishing cycles functor and the intersection complex in the fourth line. $\square$

We will now describe the fixed points of the action of $\mathbb{T}^2$, the torus leaving the potential invariant, on $\mathcal{M}_{Q,f,W,f,d}$. The action of the torus $\mathbb{T}^3$ scaling the arrows of the quiver by leaving the potential invariant induces a $\Lambda$-grading on $J_{Q,f,W,f}$, and $P_f$ has a $\Lambda$-grading as an $J_{Q,f,W}$ module, that is,

$$a.(P_f)_\lambda \subset (P_f)_{\lambda + \text{wt}(a)}, \quad \text{for } \lambda \in \Lambda. \quad (4.9)$$

A path which does not vanish in $P_i$ (respectively $P_D$) is of the form $v p$, with $v$ a path of $Q$, and two paths with the same $\Lambda$-weights agree in $J_{Q,f,W}$, then $(P_i)_\lambda$ (respectively $(P_D)_\lambda$) is at most one dimensional for $\lambda \in \Lambda$. We define the ERC $\Delta_f$ as the subset of $\Lambda$ such that $(P_f)_\lambda$ is not empty, hence one dimensional. One calls the elements of $\lambda \in \Delta_f$ such that $d_1(\lambda) = i$ the atoms of color $i$ of the ERC. One denotes $\lambda \leq \mu$ for $\lambda, \mu \in \Lambda$ if there exist $v \in \text{CQ}_f$ such that $\mu = \lambda + \text{wt}(v)$. The relation $\leq$ is manifestly reflexive and transitive. If $\lambda \leq \mu \leq \lambda$, then there are paths $v, w \in \text{CQ}_f$ such that $\text{wt}(v) + \text{wt}(w) = 0$, that is, $wv$ has $\Lambda$ weight 0, then from [37, Proposition 4.8] $wv$ is trivial in $\text{CQ}$, and then $w : j \to i$ is trivial in $\text{CQ}_f$, giving $\lambda = \mu$: $\leq$ is then anti-symmetric. Thus $\leq$ defines a poset structure on $\Delta_f$.

We denote by $\Pi_f$ the set of finite ideals of $\Delta_f$, that is, subsets $\pi \subset \Delta_f$ such that $x \leq y, y \in \pi \Rightarrow x \in \pi$. For $\pi \in \Pi_f$ we denote by $d_\pi \in \mathbb{N}^{Q_0}$ the dimension vector such that $(d_\pi)_i$ gives the number of atoms of color $i$ in $\pi$. Those posets can be visualized in three dimension by choosing a quasi-inverse $\Lambda \to M$ of the embedding $M \to \Lambda$. In the D6-brane framing case, $\Delta_f$ can be seen as a three-dimensional pyramid with atom $i$ on the top which is the dual of the toric fan of $X$, with each atom being obtained by a path of the quiver. In the D4-brane framing case, the action of the relation arrow $q : j \to \infty$ and of all the arrows of $I$ are trivial on $P_D$; consider the quiver
with relations \((Q_I, \partial_I W)\), where one has removed the arrows of \(I\) and enforced the relations \(\partial_a W\) for \(a \in I\). Hence \(\Delta_D\) can be seen as a facet of the pyramid \(\Delta_I\), which is the dual of the ray of the toric fan supporting the corner of the toric diagram corresponding to \(d\), obtained by considering only paths of \((Q_I, \partial_I W)\) starting at \(i\).

**Lemma 4.3.** The \(\mathbb{T}^2\)-fixed variety \(\mathcal{M}^\mathbb{T}^2_{Q_f, W_f, d}\) is an union of isolated points, which are in natural bijection with the set of \(d\)-dimensional pyramids in \(\Pi_f\).

**Proof.** As in [37, Theorem 2.4], \(f\)-cyclic representations fixed by a torus actions are quotients of \(P_f\) by an ideal \(\rho\) where \(i\) is homogeneous under this torus action, hence the elements of \(\mathcal{M}^\mathbb{T}^2_{Q_f, W_f, d}\) are the quotients \(P_f/\rho\) for \(\rho\) \(\Lambda_f/\mathbb{Z}x\)-homogeneous.

It was shown in [37, Remark 4.10] that any path \(v : i \rightarrow t\) of \(Q\) can be written in \(\mathbb{C} Q/\partial W\) as \(w^n v_0\), for \(v_0 : i \rightarrow t\) a minimal path of the unframed quiver, \(w : t \rightarrow t\) an arbitrary cycle of the potential \(W\) and \(n \in \mathbb{N}\). Recall that any cycle of \(W\) contains an arrow of \(I\), and then has a trivial action on \(P_D\). Then for \(t \in Q_0, l \in \Lambda/\mathbb{Z}x\) (respectively \(l \in \Lambda/\mathbb{Z}x\)) such that \((P_I)_l\) (respectively \((P_D)_l\)) is not empty, one has:

\[
(P_D)_l = \langle v_0 p \rangle, \\
(P_I)_l = \langle (w^n v_0 p)_{n \in \mathbb{N}} \rangle, \tag{4.10}
\]

with \(v_0 : i \rightarrow t\) a minimal path of the periodic quiver and \(w : t \rightarrow t\) a cycle of \(W\). Consider \(\rho = \bigoplus_l \rho_l\) a \(\Lambda/\mathbb{Z}x\) homogeneous submodule of \(P_I\) (respectively of \(P_D\)) with finite codimension. For a 'D4-brane' framing \(\rho_l\) is automatically \(\mathbb{Z}x\)-homogeneous, and then \(\rho = \bigoplus_l \rho_l\) is \(\Lambda\)-homogeneous. For \(z\) a side of the toric diagram, \(Tr((v^z)^n)\) is scaled by \(\mathbb{T}^2\), hence vanish on a \(\mathbb{T}^2\)-fixed point, that is, \(v^z\) is nilpotent on a \(\mathbb{T}^2\)-fixed point. Because \(M^+\) is saturated in \(M_Q\), there is an \(n \in \mathbb{N}^n\) such that \(w^n\) can be expressed as a product of \(v^z\), then \(w\) is itself nilpotent on a \(\mathbb{T}^2\)-fixed point. In particular \(\rho_l = \langle (w^n v_0 p)_{n \geq N} \rangle\) for \(N \in \mathbb{N}\), hence it is \(x\mathbb{Z}\)-homogeneous, therefore \(\rho\) is \(\Lambda\)-homogeneous. Hence:

\[
\mathcal{M}^\mathbb{T}^2_{Q_f, W_f, d} = \mathcal{M}^\mathbb{T}^3_{Q_f, W_f, d}, \tag{4.11}
\]

\(\mathbb{T}^2\)-fixed points corresponds to quotients \(P_f/\rho\) with \(\rho\) \(\Lambda\)-homogeneous. A \(\Lambda\)-homogeneous submodule \(\rho\) with codimension \((1, d)\) of \(P_f\) is then a sum of graded components of \(P_f\) (recall that \((P_f)_\lambda\) is at most one dimensional):

\[
\rho = \bigoplus_{\lambda \in \pi} (P_f)_\lambda. \tag{4.12}
\]

The condition that \(\rho\) is a submodule is equivalent, by construction of the poset structure on \(\Delta_f\), to the condition that \(\pi\) is an ideal of \(\Delta_f\), and we have \(d_\pi = d\). There is then a natural bijection between the set of \(\Lambda_f\)-homogeneous submodule of \(P_f\) with finite codimension (which by ii) in the assumption is equal to the set of \(\Lambda/\mathbb{Z}x\)-homogeneous submodule of \(P_f\) with finite codimension) and \(\Pi_f\).
4.2 The tangent-obstruction complex

We have seen that representations in $\mathcal{M}^{T^3}_{Q_f,d}$ are $\Lambda$-graded. For $i \in Q_0$, there is a tautological sheaf $V_i$ on the moduli space of representations, whose stalk at each point corresponding to a representation $V$ is the vector space $V_i$ at the node $i$. The restriction of these tautological sheaves on $\mathcal{M}^{T^3}_{Q_f,d}$ are then $\Lambda$-graded. The restriction $T_{\mathcal{M}^{T^3}_{Q_f,d}}|_{\mathcal{M}^{T^3}_{Q_f,d}}$ of the tangent space of $\mathcal{M}^{T^3}_{Q_f,d}$ at $\mathcal{M}^{T^3}_{Q_f,d}$ as a $T^3$-equivariant structure. Denoting by $t^a$ the $T^3$-equivariant line bundle with weight $a$, the $T^3$-equivariant tangent space on $\mathcal{M}^{T^3}_{Q_f,\pi}$ is the cokernel of the map of fiber bundles:

$$S^0_\pi \xrightarrow{\delta_0} S^1_\pi.$$ (4.13)

Where
- The fiber bundle $S^0_\pi$ is the space of infinitesimal gauge transformations $\delta g_i$ (we denote for convenience $\delta g_i = 0$ for $i$ a framing node):

$$S^0_\pi = \bigoplus_{i \in Q_0} \text{Hom}_\mathbb{C}(V_i, V_i).$$ (4.14)

- $S^1_\pi$ is the space of infinitesimal deformations of the arrows $(\delta a)$:

$$S^1_\pi = \bigoplus_{(a : i \to j) \in (Q_f)_1} \text{Hom}_\mathbb{C}(V_i, V_j) \otimes t^a.$$ (4.15)

- The differential $\delta_0$ is the linearization of gauge transformations (taking care of the fact that framing nodes are not gauged):

$$\delta_0 : (\delta g_i)_{i \in Q_0} \mapsto (\delta g_j a - a \delta g_i)_{(a : i \to j) \in (Q_f)_1}.$$ (4.16)

Notice that this complex is in fact $M$-graded.

For a torus $\mathbb{C}^* \subset T^2$ leaving the potential invariant, the attracting and repelling behaviour of the action near the fixed component can be studied using this complex. The signed number of weights in $L^>0$ (respectively in $L^0$, respectively in $L^<0$) in this complex gives the number $d^+_\pi$ (respectively $d^0_\pi$, respectively $d^-_\pi$) of contracting (respectively invariant, respectively repelling) weights in $T_{\mathcal{M}^{T^3}_{Q_f,d}}|_{\mathcal{M}^{T^3}_{Q_f,d}}$. We then define, following the notations used in K-theoretic Donaldson–Thomas theory:

$$\text{Ind}^+_\pi := d^+_\pi - d^-_\pi.$$ (4.17)

Here we have insisted on the dependency on the slope $s$. Notice that the $T^3$-equivariant structure of $S^0_\pi$ is self-dual, hence the number of contracting and repelling weights in $S^0_\pi$ are equal: to compute $\text{Ind}^+_\pi$, it suffice then to compute the difference between the number of contracting and repelling weights in $S^1_\pi$. 
Remark 4.4. The weights of the cycles given by the subtorus \(C^* \subset \mathbb{T}^2\) must be integers, hence the line separating \(L^0\) must be directed by an element of the lattice \(L\). The general procedure to obtain a localization result is, for a given dimension vector, to choose a slope generic for this dimension vector, that is, such that the only weight of \(L^0\) appearing in the tangent complex is 0, and then such that the fixed points of \(C^*\) are the fixed points of \(\mathbb{T}^2\). Then rigorously to compute the generating series of framed invariants one must consider a family of slope \((s_d)_d\), one for each dimension vector. To avoid heavy notations, we consider slopes \(s\) with irrational coefficients, hence such that \(L^0 = \{0\}\), which we call generic slopes. For a given dimension vector \(d\), we then establish the localization result by choosing a rational slope \(s_d\) generic for \(d\) and approximating \(s\), that is, such that all the weights appearing in the tangent space, and also the weights \(l_z\) of the cycles \(v^z\), have the same contracting and repelling behaviour under the slopes \(s\) and \(s_d\).

\(\mathcal{M}_{Q_f,W_f,d}\) is the critical locus of the potential \(Tr(W_f)\) inside the smooth scheme \(\mathcal{M}_{Q,f,d}\). The derivative of \(Tr(W_f)\) gives then a duality between the tangent directions and the obstructions of \(\mathcal{M}_{Q_f,W_f,d}\), it is then a \([-1]\)-shifted symplectic scheme in the language of derived geometry. The Hessian of \(Tr(W_f)\) defines then the tangent-obstruction complex:

\[
0 \to T\mathcal{M}_{Q_f,d} \to T^*\mathcal{M}_{Q_f,d} \to 0. \tag{4.18}
\]

One of the main idea of derived geometry is to replace the tangent space, which behaves not very well for singular spaces, by the tangent-obstruction complex, which behaves here far better. The tangent-obstruction complex of \(\mathcal{M}_{Q_f,W_f,d}\) restricted to \(\mathcal{M}_{Q_f,W_f,d}^0\) has also a \(\mathbb{T}^3\)-equivariant structure, and the obstructions spaces and tangent spaces are dual as \(\mathbb{T}^2\)-equivariant fiber bundles (but not as \(\mathbb{T}^3\)-equivariant fiber bundles). Hence \(d_{\pi}^-\), the number of repelling weights in the tangent space is also the number of contracting weights in the obstruction space. Then \(\text{Ind}_{\pi}^d\) is the signed number of contracting weights in the tangent-obstruction complex.

### 4.3 Derived Bialynicki-Birula decomposition

**Theorem 4.5.**

(i) For \(D\) a non-compact divisor of \(X\), corresponding to the corner \(p\) of the toric diagram lying between the two sides \(z, z'\), and a generic slope \(s\) such that \(l_z, l_{z'} \in L^{>0}\) (such slopes always exist, because the angle between \(l_z\) and \(l_{z'}\) is smaller than \(\pi\)), we have:

\[
Z_D(x) = \sum_{\pi \in \Pi_D} \mathbb{L}^{\text{Ind}_{\pi}^d/2} x^{d_{\pi}}. \tag{4.19}
\]

(ii) For a generic slope \(s\) such that \(l_z \in L^{<0} \iff \tilde{z} \in [z, z']\), one has:

\[
Z_i(x) = S_{-i}[\text{Exp}\left(\sum_d \Delta^i \Omega_d \mathbb{L}^{\frac{d}{2} - \frac{1}{2}} x^d\right)] \sum_{\pi \in \Pi_i} \mathbb{L}^{\text{Ind}_{\pi}^d/2} x^{d_{\pi}}. \tag{4.20}
\]

Using the correction term:

\[
\Delta^i \Omega(x) = \left(L^{3/2} + \left(\sum_{z \in [z,z']} K_z - 2\right)L^{1/2} - \left(\sum_{z \in [z,z']} K_z - 1\right)L^{-1/2}\right) \sum_{n \geq 1} x^{n\delta}
\]
\[ + \left( L^{1/2} - L^{-1/2} \right) \sum_{z \in [z, z']} \sum_{k \neq k'} \sum_{n \geq 0} x^{n \delta + \sigma_k^2} \delta_{k, k'}. \]  

(4.21)

Proof. Consider the correspondence coming from the \( \mathbb{C}^* \) action on the smooth scheme \( \mathcal{M}_{Q, f, d} \):

\[ \begin{align*} 
\mathcal{M}_{Q, f, d} & \overset{p^+}{\longrightarrow} \mathcal{M}^+_{Q, f, d} \quad \overset{\eta^+}{\longrightarrow} \mathcal{M}^0_{Q, f, d} \\
\mathcal{M}^0_{Q, f, d} & \overset{\eta^+}{\longrightarrow} \mathcal{M}^0_{Q, f, d} 
\end{align*} \]

Consider the connected component \( \mathcal{M}^0_{Q, f, \pi} \) of \( \mathcal{M}^0_{Q, f, d} \) containing the \( \mathbb{C}^* \)-fixed representation corresponding to the pyramid \( \pi \in \Pi_f \). The tangent space of \( \mathcal{M}_{Q, f, d} \) at \( \mathcal{M}^0_{Q, f, \pi} \) has \( d^+_\pi \) contracting weights, \( d^0_\pi \) invariant weights and \( d^-_\pi \) repelling weights, with:

\[ \dim(\mathcal{M}_{Q, f, d}) = d^+_\pi + d^0_\pi + d^-_\pi, \]

\[ \dim(\mathcal{M}^0_{Q, f, \pi}) = d^0_\pi, \]

\[ \text{Ind}^s_\pi = d^+_\pi - d^-_\pi, \]  

(4.22)

then from Białynicki–Birula [6], \( \mathcal{M}^+_f, d \) is a disjoint union of affine fiber bundles \( p^+_\pi : \mathcal{M}^+_f, \pi \rightarrow \mathcal{M}^0_{Q, f, \pi} \) of dimension \( d^+_\pi \), and the fixed components are smooth of dimension \( d^0_\pi \), hence using the hyperbolic localization functor:

\[ \begin{align*} 
(p^+)(\eta^+)^* IC_{\mathcal{M}_{Q, f, d}} &= \bigoplus_{\pi \in \Pi_f | d^0_\pi = d} (p^+)_! Q_{\mathcal{M}^+_f, \pi} [d^+_\pi + d^0_\pi + d^-_\pi] \\
&= \bigoplus_{\pi \in \Pi_f | d^0_\pi = d} Q_{\mathcal{M}^0_{Q, f, \pi}} [-d^+_\pi + d^0_\pi + d^-_\pi] \\
&= \bigoplus_{\pi \in \Pi_f | d^0_\pi = d} L^{\text{Ind}^s_\pi/2} IC_{\mathcal{M}^0_{Q, f, \pi}}. 
\end{align*} \]  

(4.23)

Here we have used the fact that \( \mathcal{M}_{Q, f, d} \) and \( \mathcal{M}^0_{Q, f, \pi} \) are smooth in the first and last line, and the fact that \( p^+ \) is an affine fiber bundle in the second line. This isomorphism lift to an isomorphism of mixed Hodge modules. We denote now by \( \phi_W \) the vanishing cycles functor of the restriction \( \text{Tr}(W)|_{\mathcal{M}^0_{Q, f, d}} \). The natural functoriality of the vanishing cycle functor gives a morphism \( (p^+)(\eta^+)^* \phi_W \rightarrow \phi_W \circ (p^+)(\eta^+)^* \), which lifts to a morphism of monodromic mixed Hodge modules. Then, because \( IC_{\mathcal{M}_{Q, f, d}} \) is \( \mathbb{C}^* \)-equivariant, [42, Theorem 3.3] gives that:

\[ \begin{align*} 
(p^+)(\eta^+)^* \phi_W IC_{\mathcal{M}_{Q, f, d}} & \rightarrow \phi_W \circ (p^+)(\eta^+)^* IC_{\mathcal{M}_{Q, f, d}}. 
\end{align*} \]  

(4.24)

is an isomorphism at the level of perverse sheaves. Because the fact of being an isomorphism can be checked at the level of the underlying perverse sheaves, it is also an isomorphism of monodromic mixed Hodge modules. Hence one obtains, denoting by \( q : \mathcal{M}^0_{Q, f, d} \rightarrow * \) the projection to
a point:

\[
\left[\mathcal{M}_{Q_f,d}^+\right]^{vir} = H_c(\mathcal{M}_{Q_f,d}^+, \phi_W IC_{\mathcal{M}_{Q_f,d}})
\]

\[= q_1(p^+)(\eta^+)\phi_W IC_{\mathcal{M}_{Q_f,d}} \]

\[= \bigoplus_{\pi \in \Pi_f | d\pi = d} L^{Ind_{\pi}/2} q_1(\phi_W IC_{\mathcal{M}_{Q_f,\pi}^0}) \]

\[= \bigoplus_{\pi \in \Pi_f | d\pi = d} L^{Ind_{\pi}/2} H_c(\mathcal{M}_{Q_f,\pi}^0, \phi_W IC_{\mathcal{M}_{Q_f,\pi}^0}^0). \tag{4.25} \]

Here we have used (4.24) in the third line and (4.23) in the fourth line. The perverse sheaf \( \phi_W IC_{\mathcal{M}_{Q_f,\pi}^0} \) is supported on the critical locus of \( \text{Tr}(W)|_{\mathcal{M}_{Q_f,\pi}^0} \), which is just a single point, the representation associated with \( \pi \). Hence the cohomology of the vanishing cycle on this point is just the Milnor number of this point, which is 1 from \([5, Proposition 3.3]\), that is:

\[
\left[\mathcal{M}_{Q_f,d}^+\right]^{vir} = \bigoplus_{\pi \in \Pi_f | d\pi = d} L^{Ind_{\pi}/2}. \tag{4.26} \]

Now using Lemma 4.1, one obtains in case \( i) \):

\[
Z_D(x) = \sum_d \left[\mathcal{M}_{Q_f,d}^+\right]^{vir} x^d
\]

\[= \bigoplus_{\pi \in \Pi_f} L^{Ind_{\pi}/2} x^d. \tag{4.27} \]

And in case \( ii) \):

\[
Z_{\left[\tilde{z}, \tilde{z}'\right]}^i: N (x) = \sum_d \left[\mathcal{M}_{Q_f,d}^+\right]^{vir} x^d
\]

\[= \bigoplus_{\pi \in \Pi_f} L^{Ind_{\pi}/2} x^d. \tag{4.28} \]

Because \( \sum_d \Delta^d \Omega_d x^d = \Omega_0(x) - \Omega_{\left[\tilde{z}, \tilde{z}'\right]}: N (x) \) lies at the center of the quantum affine space, one has:

\[
\mathcal{A}(x) = \text{Exp}(\sum_d \frac{\Delta^d \Omega_d}{\mathbb{L}^{1/2} - \mathbb{L}^{-1/2}} x^d) \mathcal{A}_{\left[\tilde{z}, \tilde{z}'\right]}: N (x). \tag{4.29} \]

And using Proposition 3.7:

\[
Z_i(x) = S_i(\mathcal{A}(x)) S_{-i}(\mathcal{A}(x)^{-1})
\]

\[= S_i(\text{Exp}(\sum_d \frac{\Delta^d \Omega_d}{\mathbb{L}^{1/2} - \mathbb{L}^{-1/2}} x^d) \mathcal{A}_{\left[\tilde{z}, \tilde{z}'\right]}: N (x)) S_{-i}(\text{Exp}(\sum_d \frac{\Delta^d \Omega_d}{\mathbb{L}^{1/2} - \mathbb{L}^{-1/2}} x^d) \mathcal{A}_{\left[\tilde{z}, \tilde{z}'\right]}: N (x)^{-1})
\]

\[= S_i(\text{Exp}(\sum_d \frac{\Delta^d \Omega_d}{\mathbb{L}^{1/2} - \mathbb{L}^{-1/2}} x^d)) S_{-i}(\text{Exp}(\sum_d - \frac{\Delta^d \Omega_d}{\mathbb{L}^{1/2} - \mathbb{L}^{-1/2}} x^d)) S_i(\mathcal{A}_{\left[\tilde{z}, \tilde{z}'\right]}: N (x)) S_{-i}(\mathcal{A}_{\left[\tilde{z}, \tilde{z}'\right]}: N (x)^{-1})
\]
= S_{-i} \left[ \text{Exp} \left( \sum_d \Delta_i \Omega_d \frac{\partial^{d_i-1}}{(1/2)^{d_i-1/2}} \chi^d \right) \right] \mathcal{Z}[\mathbb{Z}_i, \mathbb{Z}^i]; N(x). \tag{4.30}

Here we have used once more in the third line the fact that \( \sum_d \Delta_i \Omega_d x^d \) lies at the center of the quantum affine space. \[]

### 4.4 Link with K-theoretic computations

The localization formula (4.26) is very similar to the localization formula for K-theoretic invariants defined in [40]. Those invariants are defined for projective spaces with symmetric obstruction theories, hence in particular for projective critical locus of a potential on a smooth space, and are expected to give the \( \chi_y \)-genus of the Hodge polynomial coming from cohomological invariants. Consider a moduli space \( M \) which is the critical locus of a potential, with a \( \mathbb{C}^* \)-action leaving the potential invariant (the choice of such an action is called a choice of slope \( s \) in K-theoretic theory). We denote the attracting variety by \( M^+ \) and the fixed components of this \( \mathbb{C}^* \)-action by \( M^0_\pi \) for \( \pi \in \Pi \), and denotes as before by \( \text{Ind}^s_\pi \) the signed number of contracting weight in the restriction of the tangent-obstruction complex of \( M \) at \( M^0_\pi \). The same reasoning that leads to (4.26) gives:

\[
[M^+]^{vir} = \bigoplus_{\pi \in \Pi} \text{Ind}^s_\pi / 2 [M^0_\pi]^{vir}. \tag{4.31}
\]

In fact, the author proved in [18] that this formula holds also when \( M \) is a \([-1]\)-shifted symplectic scheme or stack, that is locally described as the critical locus of a potential. If \( M \) is projective, \( M^+ = M \), and then taking the \( \chi_y \)-genus gives:

\[
\chi_y([M]^{vir}) = \sum_{\pi \in \Pi} (\lambda y)^{\text{Ind}^s_\pi} \chi_y([M^0_\pi]^{vir}). \tag{4.32}
\]

It is exactly the localization formula of K-theoretic invariants from [40, section 8.3]. It can be applied to cases of framed quiver with potential when the moduli space is projective, for example when the ERC has a finite number of atoms, as in [12] and [13].

It was proposed to define K-theoretic invariants by the formula (4.32) when \( M^0 \) is projective, but \( M \) is potentially non-projective. However this definition depends on the choice of slope, that is, on the choice of \( \mathbb{C}^* \)-action. This dependency is explained by the formula (4.31), because the attracting variety depends on the slope. For toric Calabi–Yau threefolds, the dependency of K-theoretic invariants of framed sheaves was studied in [1, Proposition 3.3], and it was established that the K-theoretic invariants change only when a toric coordinates becomes attracting or repelling. Framed sheaves corresponds with D6-framed representations of the toric quiver with potential, and the cycles \( v^x \) are scaled as the toric coordinates of the quiver. Hence [1, Proposition 3.3] is coherent with the formula (4.31), because the attracting variety changes only when a weight \( \lambda_z \) becomes attracting or repelling. Hence Theorem 4.5 explains the discrepancy between K-theoretic and cohomological/motivic invariants observed for toric quivers, as we will check in several cases in Section 5.1.
5 | EXAMPLES OF TORIC QUIVERS

In this section, we compare our results with the known BPS invariants for local curves, that is, when the number $i$ of internal lattice points in the toric diagram vanishes, and spell out our results and Conjecture 3.9 for local toric surfaces, that is, for $i = 1$.

5.1 | Local curves

In those cases, the quantum affine space is commutative, there is no wall crossing, that is, the BPS invariants are independent of $\theta$. The generating series of cohomological invariants were explicitly computed. Moreover, depending on the toric diagram, there can be ‘preferred slope’ as introduced in [24], for which there is many cancellations in $\text{Ind}_{\pi}^Z$: this index becomes then a sum of simple contributions for each atom of $\pi$, and the localization formula gives a closed expression. We then show the agreement between the cohomological computations and the localization computations of [24], corrected as in Theorem 4.5.

- $\mathbb{C}^3$

The toric diagram of $\mathbb{C}^3$ is given by Figure 1. We label by $z, z', z''$ the three edges of the toric diagram in the clockwise order, and consider a slope $s$ such that $z \in L^{<0}$ and $z', z'' \in L^{>0}$. Then according to the discussion in Section 5.2, the refined generating series of framed invariant computed from K-theoretic localization in [40, section 8.3] using the slope $s$ (resp $-s$) correspond in our formalism to the generating series $Z_{z':N}$ (respectively $Z_{z':N,z''':N}$). Then equation of the result [40, sec 8.3] can be expressed as:

$$
\Omega_{z':N}(x) = L^{1/2} \sum_{n \geq 1} x^n \delta,
$$

$$
\Omega_{z':N,z''':N}(x) = L^{-1/2} \sum_{n \geq 1} x^n \delta.
$$

(5.1)

Using the correction given in Proposition 3.7, one obtains for any of these two choices of slope:

$$
\Omega(x) = L^{3/2} \sum_{n \geq 1} x^n \delta,
$$

(5.2)

in perfect agreement with the result of [4, Theorem 2.7]. Note that the symmetric part vanishes in this case.

- $\mathbb{C}^3/(\mathbb{Z}_2 \times \mathbb{Z}_2)$

The toric diagram and perfect matchings are represented in Figure 9. Each external edge of the toric diagram has two subdivisions. In green and red, we have written the zig-zag path corresponding with the edge $z_{3/2}$ between $p_1$ and $p_2$. It divides the quiver into two subquivers $Q^0$ and $Q^1$, with nodes $\{0, 1\}$ and $\{2, 3\}$. The two other external edges give zig-zag paths that are similar but rotated by an angle $\pm 2\pi/3$, dividing the quiver, respectively, into subquivers with nodes $\{0, 3\}$ and $\{1, 2\}$, respectively $\{0, 2\}$ and $\{1, 3\}$. Our computation of the anti-symmetric part of the attractor...
invariants gives (denoting $x_{i_1i_2} \ldots i_r = x_{i_1} x_{i_2} \ldots x_{i_r}$):

$$
\Omega(x) = ((\mathbb{L}^{3/2} + 3\mathbb{L}^{1/2})x^\delta + \mathbb{L}^{1/2}(x_{01} + x_{23} + x_{03} + x_{12} + x_{02} + x_{13})) \sum_{n \geq 0} x^n\delta + \Omega_{sym}(x). \quad (5.3)
$$

It agrees with the result of [38, Remark 5.2]:

$$
\Omega(x) = ((\mathbb{L}^{3/2} + 3\mathbb{L}^{1/2})x^\delta + \mathbb{L}^{1/2}(x_{01} + x_{23} + x_{03} + x_{12} + x_{02} + x_{13})
+ 1(x_0 + x_1 + x_2 + x_3 + x_{123} + x_{230} + x_{301} + x_{012})) \sum_{n \geq 0} x^n\delta. \quad (5.4)
$$

- Other small crepant resolutions:

  The other toric small crepant resolutions are resolutions of the zero locus of $XY - Z^{N_0} W^{N_1}$ in $\mathbb{C}^4$. The corresponding toric diagram has a trapezoidal shape with height 1, a lower edge of length $N_0$, and upper edge of length $N_1$. A non-commutative resolution of this threefold is determined by a triangulation $\sigma$ of the toric diagram. The construction of the corresponding quiver and brane tiling is described in [39, section 1.1]. We enumerate triangles by $T_i$, from the right to the left, for $i \in I = \mathbb{Z}_N$, for $N = N_0 + N_1$ (in particular $b = N + 2$), cyclically identifying the right external edge of the toric diagram with the left external edge of the toric diagram. The triangulation defines a bijection:

$$
\sigma = (\sigma_x, \sigma_y) : I_N = \{0, \ldots, N - 1\} \to (I_{N_0} \times \{0\}) \cup (I_{N_1} \times \{1\}). \quad (5.5)
$$

We define:

$$
J = \{i \in I| \sigma_y(i) = \sigma_y(i + 1)\}, \quad (5.6)
$$

which enumerates $i \in I$ such that triangles $T_i$ and $T_{i+1}$ have adjoin horizontal edges (we consider triangles $T_{N-1}$ and $T_0$ for $i = N - 1$).

We then construct a quiver with nodes $I$, a pair of bidirectional arrows between successive nodes $i, i + 1$ and an edge loop at nodes of $J$. The corresponding brane tiling is obtained by
The zig-zag paths corresponding to the lower (respectively upper) edge of the toric diagram, denoted $z^0$ (respectively $z^1$) are given by the border between two successive layers $i - 1$, $i$ such that $\sigma_y(T_i) = 0$ (respectively $\sigma_y(T_i) = 1$).

As an example, consider the triangulation of Figure 10, for $N_0 = 4$, $N_1 = 2$, $N = 6$: We have $\sigma = ((3,0), (2,0), (1,0), (1,1), (0,0), (0,1))$, $I = \mathbb{Z}_6$, $J = \{0, 1\}$. The corresponding brane tiling is given by Figure 11, where we have drawn in red the zig-zag paths $z^1 = z_{3/2}$ corresponding to the upper edge between $p_1$ and $p_2$, and in blue the zig-zag paths $z^0 = z_{-1/2}$ corresponding to the lower edge between $p_3$ and $p_0$.

We can use our evaluation of the anti-symmetric part of the attractor invariants. To this aim we must find all the dimension vectors that are of the form $\alpha_{(k,k')}^z$ for $z$ a side of the toric diagram and $k \neq k' \in \mathbb{Z}/K_z\mathbb{Z}$. The left and right external edges of the toric diagram have only one subdivision, that is they do not give such roots. According to our description of zig-zag paths corresponding to the above and below side of the toric diagram, such a dimension vector is of the form $d = e_j + e_{j+1} + \cdots + e_l$, $l + 1 \neq j$, (in particular it is in the set of real root $\Delta^r_{+}$), such that the corresponding layers of the brane tiling lie between two zig-zag paths of $z^0$ or two zig-zag paths of $z^1$, that is, such that $\sigma_y(T_j) = \sigma_y(T_{i+1})$. According to our definition of $J$, this holds if and only if $\sum_{i\in J} d_i$ is
even. We obtain:

$$
\Omega(x) = (L^{3/2} + (N - 1)L^{1/2}) \sum_{d \in \Delta_{im}} x^d + L^{1/2} \sum_{d \in \Delta_{re}} \sum_{d_i \text{even}} x^d + \Omega_{sym}(x). \quad (5.7)
$$

This is in agreement with [31, Theorem 0.1], upon adding a suitable symmetric correction:

$$
\Omega(x) = (L^{3/2} + (N - 1)L^{1/2}) \sum_{d \in \Delta_{im}} x^d + L^{1/2} \sum_{d \in \Delta_{re}} \sum_{d_i \text{even}} x^d + 1 \sum_{d \in \Delta_{re}} \sum_{d_i \text{odd}} x^d. \quad (5.8)
$$

• **The conifold**

It is a particular case of small crepant resolutions for $N_0 = N_1 = 1$. Then [30, Theorem 1] gives:

$$
\Omega(x) = (L^{3/2} + L^{1/2}) \sum_{n \geq 1} x^n \Delta + \sum_{n \geq 0} (x_0 + x_1)x^n \Delta. \quad (5.9)
$$

We label by $z_1, z_2, z_3, z_4$ the edges of the toric diagram. When one chooses a generic slope, one can consider up to a circular permutation of the sides of the diagram that $z \in L^{<0} \iff z \in \{z_1, z_2\}$. By toric localization, one access then to the BPS invariants $\Omega[z_1, z_2]: N(x)$. Every edge has only one subdivision, hence the full and partially invertible invariants are related by:

$$
\Omega(x) = (L^{3/2} - L^{-1/2}) \sum_{n \geq 1} x^n \Delta + \Omega[z_1, z_2]: N(x)
\Rightarrow \Omega[z_1, z_2]: N(x) = (L^{1/2} + L^{-1/2}) \sum_{n \geq 1} x^n \Delta + \sum_{n \geq 0} (x_0 + x_1)x^n \Delta. \quad (5.10)
$$

It is in agreement with the computations of the refined topological vertex in [24, section 5.1], as exposed in [30, section 4.3]. Namely, in [24, section 5.1] the refined topological vertex is used to compute the ‘PT partition function’ which gives access to the invariants $\Omega[z_1, z_2]: N_{(d_1, d_2)}$ for $d_1 > d_2$, hence using symmetries for all the invariants for $d \not\in \mathbb{N}\Delta$, and those invariants are in agreement with (5.10) (and coincide in fact with the motivic invariants $\Omega_d$). The invariants $\Omega[z_1, z_2]: N_{n\delta}$ and $\Omega_{n\delta}$ are different: it explains the observation of [30, p. 2] that the motivic and refined computations agree ‘up to a subtlety involving the Hilbert scheme of points’, and the ambiguity in defining the refinement of the MacMahon function in [19].

• **$\mathbb{C}^2/(\mathbb{Z}/2\mathbb{Z}) \times \mathbb{C}$**

It is a particular case of small toric crepant resolution for $N_0 = 2$ and $N_1 = 0$. Then [30, Theorem 0.1] gives:

$$
\Omega(x) = (L^{3/2} + L^{1/2}) \sum_{n \geq 1} x^n \Delta + L^{1/2} \sum_{n \geq 0} (x_0 + x_1)x^n \Delta. \quad (5.11)
$$

We label by $z, z', z''$ the edges of the toric diagram, $z$ being the edge with two subdivisions. The slope in [24, section 5.3, Figure 6b] gives $z'' \in L^{<0}$ and $z, z' \in L^{>0}$, hence the refined topological
gives access to the BPS invariants $\Omega^{[z_1, z_2]}:N$. The edge $z''$ has only one subdivision, hence:

$$\Omega(x) = (L^{3/2} - L^{1/2}) \sum_{n \geq 1} x^{n\delta} + \Omega^{[z_1, z_2]}:N(x)$$

$$\Rightarrow \Omega^{[z_1, z_2]}:N(x) = 2L^{1/2} \sum_{n \geq 1} x^{n\delta} + L^{1/2} \sum_{n \geq 0} (x_0 + x_1)x^{n\delta}.$$ (5.12)

It is in agreement with the computations of the refined topological vertex in [24, section 5.3].

### 5.2 Toric threefolds with one compact divisors

- **Canonical bundle over toric Fano surfaces:**

  In this case, the toric diagram has one internal lattice point and the only points on the boundary are the corners, that is, external edges have only one subdivision. Our result then gives:

  $$\Omega_s(x) = (L^{3/2} + (b - 2)L^{1/2} + L^{-1/2}) \sum_{n \geq 1} x^{n\delta} + \Omega_{sym}^s(x).$$ (5.13)

  The arguments of [3], and explicit computations for small dimension vectors done in [36, section 6], support our Conjecture 3.9:

  $$\Omega_s(x) = \sum_i x_i + (L^{3/2} + (b - 2)L^{1/2} + L^{-1/2}) \sum_{n \geq 1} x^{n\delta}.$$ (5.14)

- **Canonical bundle over toric weak Fano surfaces:**

  In those cases, the toric diagram has one internal lattice point, and its external edges can have various number of subdivisions. For completeness, we will give here our conjectural formula 3.9 (which is proven up to a symmetric correction) for those various geometries, using the notations of [22] (when there is some misprint in this reference, we use the label of the nodes given in the brane tiling):

  * $F_2$ (model 13 of [22])

    $$\Omega_s = \sum_i x_i + \left( (L^{3/2} + 2L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{13} + x_{24}) \right) \sum_{n \geq 0} x^{n\delta}.$$ (5.15)

  * $PdP_2$ (model 11 of [22])

    $$\Omega_s = \sum_i x_i + \left( (L^{3/2} + 3L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{12} + x_{345}) \right) \sum_{n \geq 0} x^{n\delta}.$$ (5.16)

  * $PdP_{3b}$ (model 9 of [22])

    **phase a:**

    $$\Omega_s = \sum_i x_i + \left( (L^{3/2} + 4L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{12} + x_{3456}) \right) \sum_{n \geq 0} x^{n\delta},$$
\begin{align}
\text{phase } b : \quad & \Omega_{\ast} = \sum_{i} x_i + ((L^{3/2} + 4L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{126} + x_{345})) \sum_{n \geq 0} x^{n\delta}, \\
\text{phase } c : \quad & \Omega_{\ast} = \sum_{i} x_i + ((L^{3/2} + 4L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{1246} + x_{35})) \sum_{n \geq 0} x^{n\delta}. \quad (5.17)
\end{align}

* \( PdP_{3c} \) (model 8 of [22])

\begin{align}
\text{phase } a : \quad & \Omega_{\ast} = \sum_{i} x_i + ((L^{3/2} + 4L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{126} + x_{345} + x_{1234} + x_{26})) \sum_{n \geq 0} x^{n\delta}, \\
\text{phase } b : \quad & \Omega_{\ast} = \sum_{i} x_i + ((L^{3/2} + 4L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{1246} + x_{35})) \sum_{n \geq 0} x^{n\delta}. \quad (5.18)
\end{align}

* \( PdP_{3a} \) (model 7 of [22])

\begin{align}
\Omega_{\ast} = & \sum_{i} x_i + ((L^{3/2} + 4L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{124} + x_{356} + x_{15} + x_{34} + x_{26} \\
& + x_{15}x_{34} + x_{34}x_{26} + x_{26}x_{15})) \sum_{n \geq 0} x^{n\delta}. \quad (5.19)
\end{align}

* \( PdP_{4a} \) (model 6 of [22])

\begin{align}
\text{phase } a : \quad & \Omega_{\ast} = \sum_{i} x_i + ((L^{3/2} + 5L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{137} + x_{2456} + x_{1345} + x_{267})) \sum_{n \geq 0} x^{n\delta}, \\
\text{phase } b : \quad & \Omega_{\ast} = \sum_{i} x_i + ((L^{3/2} + 5L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{12345} + x_{67} + x_{1237} + x_{456})) \sum_{n \geq 0} x^{n\delta}, \\
\text{phase } c : \quad & \Omega_{\ast} = \sum_{i} x_i + ((L^{3/2} + 5L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{167} + x_{2345} + x_{1456} + x_{237})) \sum_{n \geq 0} x^{n\delta}. \quad (5.20)
\end{align}

* \( PdP_{4b} \) (model 5 of [22])

\begin{align}
\Omega_{\ast} = & \sum_{i} x_i + ((L^{3/2} + 5L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{1234} + x_{567} + x_{17} + x_{26} + x_{345} + x_{17}x_{26} \\
& + x_{26}x_{345} + x_{345}x_{17})) \sum_{n \geq 0} x^{n\delta}. \quad (5.21)
\end{align}

* \( PdP_{5} \) (model 4 of [22])

\begin{align}
\text{phase } a : \quad & \Omega_{\ast} = \sum_{i} x_i + ((L^{3/2} + 6L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{1234} + x_{5678} + x_{1638} + x_{2745})
\end{align}
phase b: \[ \Omega_s = \sum x_i + \left( ((L^{3/2} + 6L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{246} + x_{123578} + x_{28} + x_{134567} + x_{1568} + x_{2347} + x_{1245} + x_{3678}) \right) \sum x^{n\delta}, \]

phase c: \[ \Omega_s = \sum x_i + \left( ((L^{3/2} + 6L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{1234} + x_{15678} + x_{368} + x_{12457} + x_{278} + x_{13456} + x_{467} + x_{12358}) \right) \sum x^{n\delta}, \]

phase d: \[ \Omega_s = \sum x_i + \left( ((L^{3/2} + 6L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{1678} + x_{2345} + x_{1247} + x_{3568} + x_{1346} + x_{2578} + x_{1238} + x_{4567}) \right) \sum x^{n\delta}. \]

* \( L_{1,3,1}/\mathbb{Z}_2(0,1,1,1) \) (model 3 of [22])

phase a: \[ \Omega_s = \sum x_i + \left( ((L^{3/2} + 6L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{1453} + x_{1756} + x_{2483} + x_{18} + x_{37} + x_{2456} + x_{18}x_{37} + x_{37}x_{2456} + x_{2456}x_{18}) \right) \sum x^{n\delta}, \]

phase b: \[ \Omega_s = \sum x_i + \left( ((L^{3/2} + 6L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{14253} + x_{678} + x_{17256} + x_{348} + x_{18} + x_{237} + x_{456} + x_{18}x_{237} + x_{237}x_{456} + x_{456}x_{18}) \right) \sum x^{n\delta}. \]

\( \mathbb{C}^3/(\mathbb{Z}_4 \times \mathbb{Z}_2)(1,0,3)(0,1,1) \) (model 2 of [22])

\[ \Omega_s = \sum x_i + \left( ((L^{3/2} + 6L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{1458} + x_{2367} + x_{2864} + x_{1753} + x_{12} + x_{597} + x_{348} + x_{12}x_{597} + x_{597}x_{348} + x_{348}x_{12}) \right) \sum x^{n\delta}. \]

* \( \mathbb{C}^3/(\mathbb{Z}_3 \times \mathbb{Z}_3)(1,0,2)(0,1,2) \) (model 1 of [22])

\[ \Omega_s = \sum x_i + \left( ((L^{3/2} + 7L^{1/2} + L^{-1/2})x^\delta + L^{1/2}(x_{153} + x_{678} + x_{294} + x_{153}x_{678} + x_{678}x_{294} + x_{294}x_{153} + x_{189} + x_{237} + x_{456} + x_{189}x_{237} + x_{237}x_{456} + x_{456}x_{189} + x_{126} + x_{597} + x_{348} + x_{126}x_{597} + x_{597}x_{348} + x_{348}x_{126}) \right) \sum x^{n\delta}. \]
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