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\begin{abstract}
Automated medical coding is a process of codifying clinical notes to appropriate diagnosis and procedure codes automatically from the standard taxonomies such as ICD (International Classification of Diseases) and CPT (Current Procedure Terminology). The manual coding process involves the identification of entities from the clinical notes followed by querying a commercial or non-commercial medical codes Information Retrieval (IR) system that follows the Centre for Medicare and Medicaid Services (CMS) guidelines. We propose to automate this manual process by automatically constructing a query for the IR system using the entities auto-extracted from the clinical notes. We propose \textit{GrabQC}, a Graph based Query Contextualization method that automatically extracts queries from the clinical text, contextualizes the queries using a Graph Neural Network (GNN) model and obtains the ICD Codes using an external IR system. We also propose a method for labelling the dataset for training the model. We perform experiments on two datasets of clinical text in three different setups to assert the effectiveness of our approach. The experimental results show that our proposed method is better than the compared baselines in all three settings.
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1 Introduction

Automated medical coding is a research direction of great interest to the healthcare industry \cite{32}, especially in the Revenue Cycle Management (RCM) space, as a solution to the traditional human-powered coding limitations. Medical coding is a process of codifying diagnoses, conditions, symptoms, procedures, techniques, the equipment described in a medical chart or a clinical note of a patient. The codifying process involves mapping the medical concepts in context to one or more accurate codes from the standard taxonomies such as ICD (International Classification of Diseases) and CPT (Current Procedure Terminology). The ICD taxonomy is a hierarchy of diagnostic codes maintained by the World Health Organisation. Medical coders are trained professionals who study a medical chart and assign appropriate codes based on their interpretation. The most
significant drawbacks in manual coding are its Turn-Around Time (TAT), typically 24-48 hours, and the inability to scale to large volumes of data. Automatic medical coding addresses both problems by applying AI and Natural Language Understanding (NLU) by mimicking and automating the manual coding process.

The problem of automating the assignment of ICD codes to clinical notes is challenging due to several factors, such as the lack of consistent document structure, variability in physicians' writing style, choice of vocabularies to represent a medical concept, non-explicit narratives, typographic and OCR conversion errors. Several approaches to solve these problems are available in the literature such as methods based on Deep Learning [22,18,14,23], Knowledge Bases [19] and Extractive Text Summarisation [5]. The most recent works treat this problem as a multi-label classification problem and solve them using various deep learning model architectures. Although approaches based on deep learning greatly reduce the manual labor required in the feature engineering process, there are certain challenges in applying these to the medical coding task:

- Lack of explainability
- Requirement of large amounts of labelled data
- Large label space (ICD9 ~14,000 codes, ICD10 ~72,000 codes)

There have been several attempts to address these challenges, for e.g., using an attention mechanism [14,10,21], transfer learning [23] and extreme classification [11,23]. However, much more needs to be done to develop truly satisfactory deployable systems. In this work, we focus on the question of operating with large label space. We study how a medical coder arrives at the final ICD codes for a given clinical note or medical chart. We observe that the medical coders study entities from different subsections of a document, such as Chief Complaint, Procedure, Impression, Diagnosis, Findings, etc., to construct evidence for every ICD code. We also observe that the medical coders use several commercial and non-commercial Information Retrieval (IR) tools such as Optum EncoderPro, AAPC Codify and open tools such as CDC's ICD-CM-10 Browser Tool for asso-
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We propose GrabQC, a Graph-based Query Contextualization method, alongside an existing Information Retrieval system to automatically assign ICD codes to clinical notes and medical records. The overall architecture of our proposed method, which consists of four essential modules, is shown in Fig. 1. The first module (Section 3.1) extracts all the data elements (entities) from the clinical notes along with their respective types such as condition, body part, symptom, drug, technique, procedure, etc. The second module (Section 3.2) extracts the primary diagnosis available typically under the Chief Complaint section of a medical chart. The third module (Section 3.3) constructs a graph from the entities enriched by a pre-constructed external Knowledge Base. The fourth module (Section 3.4) prunes the constructed graph based on relevance to the clinical note concepts. We then construct the contextualized query for the integrated IR system to fetch the relevant ICD codes.

The main contributions in this work are as follows:

- **GrabQC**, a Graph-based Query Contextualization Module to extract and generate contextually enriched queries from clinical notes to query an IR system.
- A Graph Neural Network (GNN) model to filter relevant nodes in a graph to contextualize the concepts.
- A distant supervised method to generate labelled dataset for training the GNN model for relevant node detection.

The rest of this paper is organised as follows. In Section 2, we provide a summary of the other approaches in the literature that solve the problem of ICD coding. We describe the proposed GrabQC module in Section 3. We present our experimental setup and the results in Section 4 and 5 respectively. We finally give concluding remarks and possible future directions of our work in Section 6.

## 2 Related Work

Automatic ICD coding is a challenging problem, and works in literature have focused on solving this problem using two broad paradigms [17], Information Retrieval (IR) and Machine Learning (ML). Our current work is a hybrid approach that uses both paradigms. We first use ML to contextualize the query based on the extracted entities, and then use the contextualized query for inquiring the IR system. Our work is a special case of query expansion, where we use the source document to expand by contextualizing the extracted query.
Information Retrieval: Rizzo et al. [17] presented an incremental approach to the ICD coding problem through top-K retrieval. They also used the Transfer Learning techniques to expand the skewed dataset. The authors also established experimentally that the performance of ML methods decreases as the number of classes increases. Park et al. [16] used IR to map free-text disease descriptions to ICD-10 codes.

Machine/Deep Learning: Automatic ICD coding problem has also been solved by framing it as a multi-label classification problem [22,18,14,10,21]. The past works can be broadly classified as belonging to one of the three categories, ML feature engineering [9], Deep representation learning architectures [14,18,2,21] and addition of additional information, such as the hierarchy of ICD codes [11], label descriptions [23,14]. There are also research works that solve these problem on other forms of clinical texts, such as the Death certificates [8] and Radiology reports [4].

Graph based DL for Automated ICD Coding: Very few works have used Graphs in solving the problem of ICD coding. Graph convolutional neural networks [7] was used for regularization of the model to capture the hierarchical relationships among the codes. Fei et al. [19] proposed a method which uses graph representation learning to incorporate information from the Freebase Knowledge Base about the diseases in the clinical text. The learned representation was used along with a Multi-CNN representation of the clinical texts to predict the ICD codes.

3 GrabQC - Our Proposed Approach

Automatic ICD coding is the task of mapping a clinical note \( D \) into a subset of the ICD codes \( Y \). We propose GrabQC, a graph-based Query Contextualization method to solve this problem using a hybrid of Deep Learning and Information Retrieval approaches. We will now discuss this proposed method in detail.

3.1 Named Entity Recognition and Entity Linking

A semi-structured clinical note \( D \) consists of a set of subsections \( T \), where each section comprises one or more sentences. The initial step is to identify interesting entities, which would serve as building blocks of the contextualized graph. We use a Named Entity Recognition (NER) module to extract a set of entities, \( E = \{e_1, e_2, \ldots, e_m\} \) where \( e_i \) can be a single word or a span of words from \( D \).

To obtain more information about the extracted entities, we need to associate them with a knowledge base \( B \). An entity linker takes as input the sentence and the extracted entity and outputs a linked entity from the Knowledge base \( B \). The extracted entity set \( E \) is linked with \( B \) using the entity linker to produce the set of linked entities \( L = \{l_1, l_2, \ldots, l_m\} \).
3.2 Query Extraction

The physician lists the diagnoses of the patient in a pre-defined subsection of the clinical note. This subsection can be extracted using rules and regex-based methods. Each item in the extracted list of diagnoses constitute the initial query set \( Q = \{ q_1, q_2, \ldots, q_n \} \), where \( n \) is the number of queries/diagnoses. We also extract entities from the queries in \( Q \) and link them with the \( B \) to produce a set of linked entities \( P_i \), for each \( q_i \).

3.3 Generation of Contextual Graph

From the methods described in Section 3.1 and 3.2, we convert the clinical note \( D \) into a set of queries \( Q \), set of linked entities \( L \) and set of query-linked entities \( P_i, \forall q_i \in Q \). We generate a Contextual Graph \( G_i \), for each query \( q_i \in Q \). We construct a set of matched entities \( V_i \), with the entities in \( P_i \) that have a simple path with \( L \) in a Knowledge Base (\( B \)). We construct the edge set of \( G_i \), \( E_i \) by adding an edge \( (p_i, l_j) \), if the path \( (p_i, \cdots, l_j) \in B \). For every matched entity, we add an edge between the matched entity and other linked entities in the same sentence. Repeating this process, we obtain the contextual graph \( G_i = (V_i, E_i), \forall q_i \in Q \).

3.4 Relevant Node Detection

We frame the problem of detecting relevant nodes in a Contextual Graph (\( G \)) as a supervised node classification problem. Let \( G \) be the contextual graph of the query \( q \), obtained from Section 3.3. Here \( G = (V, E) \), where \( V = \{ n_1, n_2, \cdots, n_N \} \) is the set of nodes and \( E \subseteq \{ V \times V \} \) is the set of edges. The structure of the \( G \) is denoted using an adjacency matrix, \( A \in \mathbb{R}^{N \times N} \), where \( A_{ij} = 1 \) if the nodes \( i \) and \( j \) are connected in the \( G \), \( 0 \) otherwise. Given \( G \) and query \( q \), we train a neural network which passes \( G \) through a Graph Neural Network(GNN) model to compute the hidden representation for all the nodes in the \( G \). We also obtain the representation for \( q \) by averaging over the words’ embeddings in the query and passing it through a dense layer. We then concatenate the individual nodes’ GNN representations with the query to obtain the final representation for each node-query pair. Finally, these node-query pair representations are passed to a softmax layer to classify them as either relevant or non-relevant. We then obtain the contextual query \( q_c \) by concatenating the query with the predicted relevant nodes’ words. We will now describe each of these elements in more detail.

At the base layer of the model we have \( d \)-dimensional pre-trained word embeddings for each word \( (v_i) \) in the node of the contextual graph. The \( d \)-dimensional embeddings \( (x_i) \) of the \( N \) nodes in the \( G \) are vertically stacked to form the initial feature matrix, \( X^{(0)} = [x_1; x_2; \cdots; x_N] \in \mathbb{R}^{N \times d} \). The node representations at each layer are obtained using the Graph Neural Network as described by Morris et al., [13] with \( W_1^{(l)} \) and \( W_2^{(l)} \) as the parameters in each layer. We use this variant of the GNN rather than the widely-used Graph Convolutional Networks [7] because it preserves the central node information and
omits neighbourhood normalization. To obtain the hidden representation at each layer, we perform,

$$X^{(l+1)} = W_1^{(l+1)}X^{(l)} + W_2^{(l+1)}A X^{(l)}$$ (1)

To obtain the hidden representation for the query $q$, we average the $d$-dimensional pre-trained word embeddings $(w_i)$ of the words present in $q$. Then we pass the averaged word embedding through a dense layer, with $W_q, b_q$ as its learnable parameters. The hidden representation of the query $(x^q)$ is given by,

$$x^q = W_q \left( \frac{1}{|w|} \sum_{w_i \in w} w_i \right) + b_q$$ (2)

The input to the final classification layer is the combined representation of the node in the final layer $(k)$ of the GNN and the query’s hidden representation. The final prediction of the model whether a given node $n_i \in G$ is relevant for the query $q$ is given by,

$$Pr(n_i = relevant \mid q) = \text{sigmoid}(W_c [x^k_i; x_q] + b_c)$$ (3)

$$\hat{y}_i = \mathbb{I}[Pr(n_i = relevant \mid q) \geq \tau]$$ (4)

Here $\mathbb{I}$ is an indicator function that outputs 1 if the score is greater than the threshold $(\tau)$, 0 otherwise. We train the model by optimizing the Weighted Binary Cross-Entropy Loss with $L_2$-regularization using the Adam Optimizer [6].

The contextual query $q_c$ is given by,

$$q_c = \{ q \cup v_i \mid \hat{y}_i = 1, 1 \leq i \leq N \}$$ (5)

### 3.5 Distant Supervised Dataset Creation

The training of the model described in Section 3.4 requires labels for each node in the contextual graph $G$. Gathering relevance labels for each node in the $G$ is challenging and time-consuming, as the available datasets have ICD codes only for each clinical chart. Hence, we use distant supervision [12] for annotating the nodes in the $G$. We chose to use the descriptions of the ICD codes [3] for providing supervision to the labelling process.

Let $D$ be the clinical note and $L = \{l_1, \ldots, l_m\}$ be the manually annotated ICD-codes for $D$. Let the descriptions for the ICD codes in $Y$ be $B = \{b_1, \ldots, b_m\}$. We use the methods described in Section 3.3 to convert $D$ into $Q = \{q_1, \ldots, q_n\}$ and $G = \{G_1, \ldots, G_n\}$, where $G_i = (V_i, E_i)$. We need to assign a relevancy label $y_j, \forall v_j \in V_i$. Let $W_j$ be the set of words in node $v_j \in V_i$ and $l_k$ be the label corresponding to $q_k$. We label $v_j \in V_i$ to be relevant ($y_j = 1$), if the Jaccard similarity of $W_j$ and $b_k$ is greater than a threshold $(t)$. Otherwise, we label $v_i$ as non-relevant ($y_j = 0$). Repeating this process for all the nodes, we obtain the node-labelled $G_i$.

[3] https://www.cms.gov/Medicare/Coding/ICD10/2018-ICD-10-CM-and-GEMs
4 Experimental Setup

In this section, we perform experiments to answer the following questions,

- How does the proposed relevant node detection model perform in identifying the relevant nodes in the contextualized graph? (Section 5.1)
- Is the query’s performance generated by GrabQC better than the initial query on the same IR system? (Section 5.2)
- How does the proposed method compare against other machine-learning-based methods in the literature? (Section 5.3)

4.1 Dataset Description

We use anonymized versions of two clinical text datasets, a subset of the publicly available MIMIC-III dataset and a proprietary dataset (EM-clinical notes). The MIMIC-III dataset is a collection of discharge summaries of patients from the Intensive Care Unit (ICU). At the same time, the EM-clinical notes (referred to as EM) are Electronic Health Records (EHRs) of patients visiting the Emergency Room in a hospital. Both the datasets are manually coded with the corresponding ICD diagnosis codes. The choice of dataset from different specialties helps in understanding the performance of our method across them. The subset of MIMIC-III (referred to as M3s) dataset consists of discharge summaries. The number of ICD codes and the number of extracted queries had a difference of less than 2. M3s dataset contains 7166 discharge summaries with 1934 unique ICD-9 codes, while the EM dataset has 7991 EHRs with 2027 ICD-10 codes. Since ICD-10 is the latest version used commercially and lacks a public source ICD-10 coded clinical notes dataset, we use a proprietary dataset to test our method.

4.2 Setup and Baselines

We follow three experimental setups to assess the performance of the proposed method. For all the experiments, we have split the datasets into train/dev/test splits. We have trained our model on the training set by tuning the hyper-parameters in the dev set. We report the results on the test set.

- Initially, to validate our proposed Relevant Node Detection model, we compare it against other variants of Graph Neural Network. We use the same architecture of the model, but only change the GNN layers with Graph Convolutional Neural Network [7], and Graph Attention Network [20] for comparison. We use macro-average precision, recall, and F1-score as the metrics for evaluation.
- To compare the performance of the GrabQC generated contextual query, we use an Information Retrieval (IR) based evaluation. We keep the IR system as constant and compare the performance by providing the various baseline queries. We use Recall@$k$ as the evaluation metric, as we are concerned with the method’s ability to retrieve the specific code from the large pool of labels. The retrieved codes can be pruned further using rules or business logic.
As GrabQC involves machine-learning for generating the contextual query, we compare the performance against other ML-based methods used for autocoding. We compare against other Neural network architectures (CNN, Bi-GRU) and two popular methods (CAML, MultiResCNN) in the literature [14,10]. We use label macro-average precision, recall, F1-score, and also Recall@k as the evaluation metrics. We use macro-average as it reflects the performance on a large label set and emphasises rare-label prediction [14].

4.3 Implementation Details

We use UMLS⁴ and SNOMED⁵ as Knowledge Base (B) for the entity linking (Section 3.1) and path extraction. We use SciSpacy [15] for Named Entity Recognition and Entity Linking to UMLS. We use ElasticSearch⁶ in its default settings as our IR system. We index the IR system by the ICD codes and their corresponding description. There are certain keywords (External Keywords) that occur in the ICD code descriptions but never occur in the clinical notes (e.g., without, unspecified). We add the Top 4 occurring external keywords as nodes to the $G$ and link them with the linked entities in the query. We use PyTorch for implementing the relevant node detection model.

5 Results and Discussion

5.1 Performance of the Relevant Node Detection Model

In the Contextual Graph, the query’s entities are the centre nodes that link the other entities. Hence the information of the centre node is essential for classifying

---

⁴ https://www.nlm.nih.gov/research/umls/index.html
⁵ https://www.snomed.org/
⁶ https://www.elastic.co/
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| Dataset | Query Type                  | Recall @ 1 | Recall @ 8 | Recall @ 15 |
|---------|-----------------------------|------------|------------|-------------|
| M3s     | Normal                      | 0.2098     | 0.5830     | 0.6684      |
|         | Contextual Graph            | 0.1911     | 0.5540     | 0.6404      |
|         | GrabQC                      | **0.2130** | **0.5978** | **0.6767**  |
|         | Normal + External           | 0.3000     | 0.5732     | 0.6242      |
|         | Contextual Graph + External | 0.2792     | 0.5839     | 0.6550      |
|         | GrabQC + External           | **0.3129** | **0.6230** | **0.6876**  |
| EM      | Normal                      | **0.2562** | **0.5999** | 0.6541      |
|         | Contextual Graph (CG)       | 0.2474     | 0.5888     | 0.6462      |
|         | GrabQC                      | 0.2525     | 0.5996     | **0.6547**  |
|         | Normal + External           | 0.2752     | 0.5539     | 0.5999      |
|         | CG + External               | 0.2472     | 0.5941     | 0.6504      |
|         | GrabQC + External           | **0.3437** | **0.6465** | **0.6872**  |

Table 1: Results of the different queries along with the contextual query generated by GrabQC. Here, Normal refers to the query (q) extracted from the clinical text; Contextual Graph refers to the G, External refers to the concatenation of the described query with the external keywords described in Section 4.3. The best score, with the external keywords, is marked in bold* and without the external keywords is marked in bold.

whether the node is relevant or not. Since the GNN model captures that information explicitly by skip connections and without normalizing on the neighbors, it performs better than the other compared methods seen in Fig. 2.

5.2 Query-level Comparison

From Table 1, it is evident that the performance of the system changes on the addition of keywords from the source document. The system’s performance degrades when we pass G as the query. This behavior validates the fact that there are many non-relevant terms in the G that makes the IR system provide noisy labels. When GrabQC filters the relevant terms, the performance increases substantially and is better than the extracted query. Also, the addition of external keywords significantly improves the performance, as the IR system is indexed using the ICD-code descriptions. Our method GrabQC again filters relevant terms from the external keywords, which is evident from the increase in performance compared to the standard query with external keywords.

5.3 Comparison with Machine Learning Models

From Table 2, we observe that the macro-average performance of the methods is deficient. The deficiency is due to the high number of labels in the ICD coding task. Our method of using the contextual query generated by GrabQC performs better than the other compared methods. Complex models like CAML and MultiResCNN are unable to perform well in this case due to a large number of labels...
and a lesser number of training samples. Even with a limited amount of training data, our method can perform significantly better than the other baselines.

5.4 Analysis

We analyze the effect of the number of layers in the Graph Neural Network on the performance of GrabQC. The results of this analysis are tabulated in Table 3. We observe that choosing the number of layers as 3 gave us the best result in both the datasets.

| # layers in GNN | M3s | EM |
|-----------------|-----|----|
| 1               | 0.89| 0.78|
| 2               | 0.90| 0.80|
| 3               | **0.91**| **0.80**|
| 4               | 0.90| 0.79|

Table 3: Macro-average F1-score on the test set of the datasets obtained by varying the number of layers in the Graph Neural Network.

Table 4 tabulates the contextual query generated by GrabQC. From the examples, we see that the GrabQC method can contextualize the standard query.

| Normal Query (q) | Contextual Query (q_c) |
|------------------|------------------------|
| Sciatica         | Sciatica pain right    |
| Sciatica pain    | Sciatica pain right    |
| Laceration       | Lip Laceration         |
| Strain of lumbar region | Strain of lumbar region |
| Acute knee pain | Acute knee pain left   |
| History of breast cancer | History of breast cancer |

Table 4: Examples of GrabQC contextual queries generated for the queries extracted from the clinical note.
GrabQC can associate the extracted query with the region of the diagnosis, the laterality, and associated conditions. The contextual query can also serve as an explanation for the ICD codes returned by the IR system.

6 Conclusion

We proposed an automation process that expedites the current medical coding practice in the industry by decreasing the turn-around time. Our method mimics the manual coding process that provides full explainability. We proposed GrabQC, an automatic way of generating a query from clinical notes using a graph neural network-based query contextualization module. We successfully demonstrated the effectiveness of the proposed method in three settings. As a next step, we plan to use Reinforcement Learning (RL) for automatically contextualizing the query, without the need for relevance labels. The proposed contextualization method can also be extended as hard attention for DL-based methods.
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