Multi-component Wronskian solution to the Kadomtsev-Petviashvili equation
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Abstract

It is known that the Kadomtsev-Petviashvili (KP) equation can be decomposed into the first two members of the coupled Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy by the binary nonlinearization of Lax pairs. In this paper, we construct the \( N \)-th iterated Darboux transformation (DT) for the second- and third-order \( m \)-coupled AKNS systems. By using together the \( N \)-th iterated DT and Cramer’s rule, we find that the KPII equation has the unreduced multi-component Wronskian solution and the KPI equation admits a reduced multi-component Wronskian solution. In particular, based on the unreduced and reduced two-component Wronskians, we obtain two families of fully-resonant line-soliton solutions which contain arbitrary numbers of asymptotic solitons as \( y \rightarrow \mp \infty \) to the KPII equation, and the ordinary \( N \)-soliton solution to the KPI equation. In addition, we find that the KPI line solitons propagating in parallel can exhibit the bound state at the moment of collision.
1 Introduction

In 1970, Kadomtsev and Petviashvili [1] derived the following (2+1)-dimensional nonlinear dispersive wave equation

\[(4u_t + 6u u_x + u_{xxx})_x + 3 \sigma^2 u_{yy} = 0 \quad (\sigma^2 = \pm 1),\]

(1)

to study the stability of soliton solutions of the Korteweg-de Vries (KdV) equation with respect to weak transverse perturbations. Eq. (1) is usually called the Kadomtsev-Petviashvili (KP) equation, where \(\sigma^2 = -1\) and \(1\) represent the KPI and KPII equations, respectively. As a natural extension of the KdV equation in two dimensions, the KP equation (1) with both cases of \(\sigma^2\) has arisen in various physical contexts, e.g., plasma physics [1], surface and internal water waves [2], etc. The KP equation (1) is a universal completely-integrable (2+1)-dimensional nonlinear evolution equation (NLEE) [3] and its many integrable properties have been revealed in the past forty years, including the Lax representation [4], lump solutions to the KPI equation [5], line-soliton solutions to the KPI and KPII equations [6], an infinite number of symmetries and conservation laws [7], Painlevé property [8], Bäcklund transformation [9], Darboux transformation (DT) [10], a recursion operator and bi-Hamiltonian structure [11, 12], and similarity reductions to the Painlevé-type ordinary differential equations [14] and integrable (1+1)-dimensional NLEEs [15].

In recent years, the KPII equation has attracted intensive attention [16–23] because a large variety of soliton solutions of this equation were overlook in the literature before 2003. It is known that the KPII equation admits the solution \(u = 2 \frac{\partial^2}{\partial x^2} \ln \tau(x, y, t)\) with the tau function \(\tau(x, y, t)\) expressible in the Wronskian form [24]

\[\tau(x, y, t) = \begin{vmatrix}
\frac{\partial f_1}{\partial x} & \frac{\partial f_2}{\partial x} & \cdots & \frac{\partial f_N}{\partial x} \\
\frac{\partial^2 f_1}{\partial x^2} & \frac{\partial^2 f_2}{\partial x^2} & \cdots & \frac{\partial^2 f_N}{\partial x^2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^{N-1} f_1}{\partial x^{N-1}} & \frac{\partial^{N-1} f_2}{\partial x^{N-1}} & \cdots & \frac{\partial^{N-1} f_N}{\partial x^{N-1}}
\end{vmatrix},\]

(2)

where \(\{f_h\}_{h=1}^N\) are a set of linearly-independent solutions of the linear system: \(\sigma f_y = f_{xx}\) (\(\sigma = \pm 1\)), \(f_t = f_{xxx}\). Ref. [17] has revealed a general family of multi-soliton solutions to the KPII equation by noting that the functions \(\{f_h\}_{h=1}^N\) can be chosen as \(f_h(x, y, t) = \sum_{l=1}^{M} a_{hl} e^{\kappa_l x + \sigma \kappa_l^2 y + \kappa_l^3 t} (1 \leq h \leq N)\), where \(M\) is an positive integer greater than \(N\), the phase parameters \(\{\kappa_l\}_{l=1}^M\) are distinct, the constant coefficients \(a_{hl}\) (\(1 \leq h \leq N; 1 \leq l \leq M\)) define an \(N \times M\) coefficient matrix \(A := (a_{hl})\), which is required to be of full rank [i.e., \(\text{rank}(A) = N\)] and all of whose nonzero \(N \times N\) minors must be sign definite.

If the matrix \(A\) is in the reduced row-echelon form (RREF) and satisfies the irreducibility conditions that each column of \(A\) contains at least one nonzero element and each row of \(A\) contains at least one nonzero element in addition to the pivot (first nonzero) entry, the function \(\tau\) in Eq. (2) can yield a multi-soliton configuration with \(N_+ = N\) asymptotic solitons as \(y \to +\infty\) and \(N_- = M - N\) asymptotic solitons as \(y \to -\infty\).
Moreover, it has been indicated [18–20, 22, 25] that the classification problem of soliton solutions to the KPII equation can be solved from the viewpoint of algebraic geometry and combinatorics because each equivalence class of \((N, M - N)\)-soliton solutions corresponds to a derangement (which is a permutation with no fixed point) on \(\{1, 2, \ldots, M\}\) with \(N\) excedances [19, 20], and each RREF \(N \times M\) matrix \(A\) (all of whose maximal minors are non-negative) belongs to a unique totally non-negative (TNN) Grassmann cell which is a further decomposed cell of the Schubert cell of the TNN Grassmannian \(Gr_{NM}^{\text{tnn}}\) [25, 26]. In addition, the initial value problem of the KPII equation with V- and X-shape initial waves consisting of two distinct line solitons has also been studied by the direct numeric simulation [20–23], which gives an explanation of the Mach reflection phenomena in shallow water [20, 22].

Unlike the work in Refs. [16–23], the present paper is going to construct the multi-component Wronskian solution to the KP equation (1) and explore the underlying soliton solutions. The motivation of this study comes from the observation in two aspects. First, the binary nonlinearization of two symmetric Lax pairs can decompose the KP equation (1) into the first two members of the coupled Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy [27, 28]:

\[
\begin{align*}
    (3a) \quad p_{j,y} &= -\sigma^{-1} \left( p_{j,xx} - 2 \sum_{n=1}^{m} p_n q_n p_j \right) \quad (1 \leq j \leq m), \\
    (3b) \quad q_{j,y} &= \sigma^{-1} \left( q_{j,xx} - 2 \sum_{n=1}^{m} q_n p_n q_j \right) \quad (1 \leq j \leq m),
\end{align*}
\]

and

\[
\begin{align*}
    (4a) \quad p_{j,t} &= p_{j,xxx} - 3 \sum_{n=1}^{m} p_n q_n p_{j,x} - 3 \sum_{n=1}^{m} p_{n,x} q_n p_j \quad (1 \leq j \leq m), \\
    (4b) \quad q_{j,t} &= q_{j,xxx} - 3 \sum_{n=1}^{m} q_n p_n q_{j,x} - 3 \sum_{n=1}^{m} q_{n,x} p_n q_j = 0 \quad (1 \leq j \leq m),
\end{align*}
\]

where \(m\) is an arbitrary positive integer, Systems (3) and (4) are respectively referred to as the second- and third-order \(m\)-coupled AKNS systems, and

\[
(5) \quad u = -2 \sum_{j=1}^{m} p_j q_j,
\]

exactly satisfies the KP equation (1). Second, the soliton solutions to both the vector nonlinear Schrödinger (NLS) equation and vector complex modified KdV equation, which are respectively two reductions of Systems (3) and (4), have been found to be expressible in terms of the multi-component Wronskian [29–31]. Therefore, it is reasonable to infer that the KP equation (1) also admits the multi-component Wronskian solution. The structure of this paper is organized as follows.

In Section 2, we follow the way in Ref. [32] to explicitly construct the \(N\)-th iterated DT for Systems (3) and (4), which provides a basis for us to further obtain the multi-component Wronskian solution to the KP
equation (1). We note that Ref. [32] has presented a general scheme of constructing the $N$-th iterated DT for the AKNS hierarchy. However, there has been an absence of rigorous proof for such $N$-th iterated DT. In this section, we give a complete proof that the Lax pairs associated with Systems (3) and (4) keep the form-invariance under the $N$-th iterated DT.

In most of the previous literature (see, for example, Refs. [24, 33]), researchers usually obtain the Wronskian solutions by assuming that a given NLEE admits the Wronskian solution with certain condition, and then proving their conjecture by direct substitution the solution into the original equation or bilinear equation(s). In fact, one can also realize the Wronskian solutions to those Lax-integrable NLEEs by using together the $N$-th iterated DT algorithm and Cramer’s rule rather than relying on the guesswork [31]. Moreover, if the Lax pair has been proved to be form-invariant under the DT, there is no need to verify the Wronskian solution again by means of the Plücker relation. In Section 3, we derive the multi-component Wronskian solution to the KP equation (1) by combining the $N$-th iterated DT and Cramer’s rule.

In Section 4, we study the soliton solutions to the KP equation generated by the multi-component Wronskian. In Section 4.1, we from an unreduced two-component Wronskian derive two families of fully-resonant line-soliton solutions to the KPII equation, which are shown to be two special cases of the soliton solutions generated by the Wronskian (2). In Section 4.2, based on a reduced two-component Wronskian, we obtain the ordinary $N$-soliton solution to the KPI equation which, in general, describes the elastic collisions of line solitons. In particular, we find the bound state exhibited by the line solitons propagating in parallel at the moment of collision.

Finally, in Section 5, we address the conclusions of this paper.

2 $N$-th iterated Darboux transformation

In the scheme of the $(m+1) \times (m+1)$-matrix AKNS scattering formulation [34], the Lax representation of Systems (3) and (4) can be written in the form

\begin{align}
\Phi_x &= U(\lambda)\Phi = (\lambda U_0 + U_1) \Phi, \\
\Phi_y &= V(\lambda)\Phi = (\lambda^2 V_0 + \lambda V_1 + V_2) \Phi, \\
\Phi_t &= W(\lambda)\Phi = (\lambda^3 W_0 + \lambda^2 W_1 + \lambda W_2 + W_3) \Phi,
\end{align}

with

\begin{align*}
U_0 &= \begin{pmatrix} 1 & 0 \\ 0 & -E_m \end{pmatrix}, & U_1 &= \begin{pmatrix} 0 & p \\ q^\top & 0 \end{pmatrix}, \\
V_0 &= -\frac{2}{\sigma} U_0, & V_1 &= -\frac{2}{\sigma} U_1, & V_2 &= \frac{1}{\sigma} \begin{pmatrix} pq^\top & -p_x \\ q_x^\top & -q^\top p \end{pmatrix},
\end{align*}
Thus, the Darboux matrix

\[ W_0 = 4 \ U_0, \quad W_1 = 4 \ U_1, \quad W_2 = -2 \ \sigma V_2, \]
\[ W_3 = \begin{pmatrix} \ p q_x^T - p_x q^T & \ p_{xx} - 2 \ p q^T p \\ q_{x}^T - 2 q^T p q^T & q^T p_x - q^T p \end{pmatrix}, \]

where \( \lambda \) is the spectral parameter, \( \Phi = (\phi_1, \phi_2, \ldots, \phi_{m+1})^T \) \((T\) denotes the transpose of vector) is the vector eigenfunction, \( p = (p_1, p_2, \ldots, p_m) \) and \( q = (q_1, q_2, \ldots, q_m) \) are the vector potentials, \( E_m \) is the \( m \times m \) identity matrix, and the compatibility conditions \( \Phi_{xy} = \Phi_{yx} \) and \( \Phi_{xt} = \Phi_{tx} \) yield Systems (3) and (4), respectively.

According to the idea of the DT [32], it requires that under the \( N \)-th iterated eigenfunction transformation

\[ \Phi' = T(\lambda) \Phi, \]

the new eigenfunction \( \Phi' = (\phi'_1, \phi'_2, \ldots, \phi'_{m+1})^T \) also satisfies System (6) with the matrices \( U(\lambda), \ V(\lambda) \) and \( W(\lambda) \) replaced respectively by \( U'(\lambda), \ V'(\lambda) \) and \( W'(\lambda) \) in which the new potentials \( p' = (p'_1, p'_2, \ldots, p'_m) \) and \( q' = (q'_1, q'_2, \ldots, q'_m) \) are respectively instead of the old potentials \( p \) and \( q \), that is,

\[ \Phi'_{x} = U'(\lambda) \Phi', \quad \Phi'_{y} = V'(\lambda) \Phi', \quad \Phi'_{t} = W'(\lambda) \Phi'. \]

Thus, the Darboux matrix \( T(\lambda) \) has to obey the following three conditions:

\begin{align*}
(9a) & \quad T_x(\lambda) + T(\lambda) U(\lambda) = U'(\lambda) T(\lambda), \\
(9b) & \quad T_y(\lambda) + T(\lambda) V(\lambda) = V'(\lambda) T(\lambda), \\
(9c) & \quad T_t(\lambda) + T(\lambda) W(\lambda) = W'(\lambda) T(\lambda),
\end{align*}

where Conditions (9a)–(9c) respectively correspond to the form-invariance of Eqs. (6a)–(6c).

For the satisfaction of Conditions (9a)–(9c), we assume that the matrix \( T(\lambda) \) is of the form [32]

\[ T(\lambda) = \begin{pmatrix} \alpha(\lambda) & \beta_1(\lambda) & \cdots & \beta_m(\lambda) \\ \gamma_1(\lambda) & \delta_{11}(\lambda) & \cdots & \delta_{1m}(\lambda) \\ \vdots & \vdots & \ddots & \vdots \\ \gamma_m(\lambda) & \delta_{m1}(\lambda) & \cdots & \delta_{mm}(\lambda) \end{pmatrix}, \]

with

\begin{align*}
(11) & \quad \alpha(\lambda) = \lambda^N - \sum_{n=0}^{N-1} \alpha^{(n)} \lambda^n, \quad \beta_j(\lambda) = \sum_{n=0}^{N-1} \beta_j^{(n)} (-\lambda)^n \quad (1 \leq j \leq m), \\
(12) & \quad \gamma_i(\lambda) = -\sum_{n=0}^{N-1} \gamma_i^{(n)} \lambda^n \quad (1 \leq i \leq m), \quad \delta_{ii}(\lambda) = \lambda^N + \sum_{n=0}^{N-1} \delta_{ii}^{(n)} (-\lambda)^n \quad (1 \leq i \leq m), \\
(13) & \quad \delta_{ij}(\lambda) = \sum_{n=0}^{N-1} \delta_{ij}^{(n)} (-\lambda)^n \quad (1 \leq i,j \leq m; \ i \neq j),
\end{align*}
where $\beta_j^{(n)}$, $\gamma_i^{(n)}$ and $\delta_{ij}^{(n)}$ (1 ≤ $i, j$ ≤ $m$; 0 ≤ $n$ ≤ $N - 1$) are the functions of $x$, $y$ and $t$ which are determined by

$$
(14) \quad T(\lambda_k)\Phi_k = 0 \quad (1 \leq k \leq K = mN + N),
$$

with $\Phi_k = (f_k, g_k^{(1)}, \ldots, g_k^{(m)})^T$ as the solution of System (6) corresponding to $\lambda = \lambda_k$ ($\lambda_k \neq \lambda_l$; 1 ≤ $k, l$ ≤ $K$). It should be noted that $\{\Phi_k\}_{k=1}^K$ are a set of linearly-independent solutions of System (6) because $\lambda_k \neq \lambda_l$. Accordingly, one can uniquely determine $\beta_j^{(n)}$, $\gamma_i^{(n)}$ and $\delta_{ij}^{(n)}$ (1 ≤ $i, j$ ≤ $m$; 0 ≤ $n$ ≤ $N - 1$) from (14) which can be expanded as

$$
(15) \quad \alpha(\lambda_k) + \sum_{j=1}^{m} \omega_k^{(j)} \beta_j(\lambda_k) = 0, \quad \gamma_i(\lambda_k) + \sum_{j=1}^{m} \omega_k^{(j)} \delta_{ij}(\lambda_k) = 0 \quad (1 \leq i \leq m; 1 \leq k \leq K),
$$

where $\omega_k^{(j)} = g_k^{(j)}/f_k$ (1 ≤ $j$ ≤ $m$; 1 ≤ $k$ ≤ $K$).

Before proving that Conditions (9a)–(9c) are satisfied with the Darboux matrix $T(\lambda)$ given by Eq. (10), in which $\beta_j^{(n)}$, $\gamma_i^{(n)}$ and $\delta_{ij}^{(n)}$ (1 ≤ $i, j$ ≤ $m$; 0 ≤ $n$ ≤ $N - 1$) are determined by Eqs. (15), we present the following two important lemmas.

**Lemma 2.1.** Let the Darboux matrix $T(\lambda)$ be in the form of (10) with $\beta_j^{(n)}$, $\gamma_i^{(n)}$ and $\delta_{ij}^{(n)}$ (1 ≤ $i, j$ ≤ $m$; 0 ≤ $n$ ≤ $N - 1$) determined by Eqs. (15). Then, the determinant of $T(\lambda)$ can be expanded as

$$
(16) \quad \det T(\lambda) = \prod_{k=1}^{K}(\lambda - \lambda_k),
$$

where $\lambda_k$ (1 ≤ $k$ ≤ $K$) are the roots of $\det T(\lambda)$.

**Proof.** It is easy to know that $\det T(\lambda)$ is a monic polynomial of degree $K$. On the other hand, one can employ Eqs. (15) to express the first column of $T(\lambda_k)$ as the linear combination of other columns:

$$
(17) \quad [\alpha(\lambda_k), \gamma_1(\lambda_k), \ldots, \gamma_m(\lambda_k)]^T = -\sum_{j=1}^{m} \omega_k^{(j)} [\beta_j(\lambda_k), \delta_{1j}(\lambda_k), \ldots, \delta_{mj}(\lambda_k)]^T \quad (1 \leq k \leq K),
$$

which suggests that $\lambda_k$ (1 ≤ $k$ ≤ $K$) are the roots of $\det T(\lambda)$. Therefore, the determinant of $T(\lambda)$ can be expressed in the form of (16). $\Box$

**Lemma 2.2.** Let us define that

$$
(18a) \quad [u_{hl}(\lambda)]_{(m+1)\times(m+1)} = [T_x(\lambda) + T(\lambda)U(\lambda)]T^*(\lambda),
$$

$$
(18b) \quad [v_{hl}(\lambda)]_{(m+1)\times(m+1)} = [T_y(\lambda) + T(\lambda)V(\lambda)]T^*(\lambda),
$$

$$
(18c) \quad [w_{hl}(\lambda)]_{(m+1)\times(m+1)} = [T_t(\lambda) + T(\lambda)W(\lambda)]T^*(\lambda),
$$
where $T^*(\lambda)$ is the adjoint matrix of $T(\lambda)$. Then, $\lambda_k (1 \leq k \leq K)$ are the roots of $u_{hl}(\lambda)$, $v_{hl}(\lambda)$ and $w_{hl}(\lambda) (1 \leq h, l \leq m + 1)$, that is,

$$u_{hl}(\lambda_k) = 0, \quad v_{hl}(\lambda_k) = 0, \quad w_{hl}(\lambda_k) = 0 \quad (1 \leq h, l \leq m + 1; 1 \leq k \leq K).$$

The proof of Lemma 2.2 is given in Appendix A. In the following, we use $\deg[f(\lambda)]$ to represent the degree of the polynomial $f(\lambda)$, and $\alpha^*(\lambda), \beta^*_j(\lambda), \gamma^*_i(\lambda)$ and $\delta^*_{ij}(\lambda)$ to denote the algebraic cofactors of $\alpha(\lambda), \beta_j(\lambda), \gamma_i(\lambda)$ and $\delta_{ij}(\lambda) (1 \leq i, j \leq m)$, respectively.

**Proposition 2.3.** Assume that $\Phi_k = (f_k, g_k^{(1)}, \ldots, g_k^{(m)})^\top$ satisfies Eq. (6a) with $\lambda = \lambda_k$, where $1 \leq k \leq K$. Then, the Darboux matrix $T(\lambda)$ given by (10) obeys Condition (9a), provided that $\beta_j^{(n)}, \gamma_i^{(n)}$ and $\delta^{(n)}_{ij}$ $(1 \leq i, j \leq m; 0 \leq n \leq N - 1)$ are determined by Eqs. (15), and the N-th iterated potential transformations are given by

$$p' = p - 2(-1)^{N-1}b^{(N-1)}, \quad q' = q - 2c^{(N-1)},$$

where $b^{(N-1)} = (\beta_1^{(N-1)}, \ldots, \beta_m^{(N-1)})$ and $c^{(N-1)} = (\gamma_1^{(N-1)}, \ldots, \gamma_m^{(N-1)})$.

**Proof.** Let $\Pi(\lambda) = [T_x(\lambda) + T(\lambda)U(\lambda)]T^*(\lambda)/\det T(\lambda)$. The calculation of algebraic cofactors $\alpha^*(\lambda), \beta^*_j(\lambda), \gamma^*_i(\lambda)$ and $\delta^*_{ij}(\lambda)$ yields that $\deg[\alpha^*(\lambda)] = \deg[\delta^*_{ij}(\lambda)] = mN$ and $\deg[\beta^*_j(\lambda)] = \deg[\gamma^*_i(\lambda)] = mN - 1 (1 \leq i, j \leq m; i \neq j)$, which tells us that $\deg[u_{hl}(\lambda)] = K + 1$ and $\deg[u_{hl}(\lambda)] = K (1 \leq h, l \leq m + 1; h \neq l)$. On the other hand, Lemmas 2.1 and 2.2 imply that $u_{hl}(\lambda) (1 \leq h, l \leq m + 1)$ can be exactly divided by $\det T(\lambda)$. Therefore, the matrix $\Pi(\lambda)$ can be written in the form

$$\Pi(\lambda) = \begin{pmatrix}
\lambda \pi_{11}^{(1)} + \pi_{11}^{(0)} & \pi_{12}^{(0)} & \cdots & \pi_{1,m+1}^{(0)} \\
\pi_{21}^{(0)} & \lambda \pi_{22}^{(1)} + \pi_{22}^{(0)} & \cdots & \pi_{2,m+1}^{(0)} \\
\vdots & \vdots & \ddots & \vdots \\
\pi_{m+1,1}^{(0)} & \pi_{m+1,2}^{(0)} & \cdots & \lambda \pi_{m+1,m+1}^{(1)} + \pi_{m+1,m+1}^{(0)}
\end{pmatrix},$$

where $\pi_{hh}^{(1)}$ and $\pi_{hl}^{(0)} (1 \leq h, l \leq m + 1)$ are all the functions dependent on $x, y$ and $t$. By expanding $T_x(\lambda) + T(\lambda)U(\lambda) = \Pi(\lambda)T(\lambda)$ and comparing the coefficients of $\lambda^{N+1}$ and $\lambda^N$, we can find

$$\begin{align*}
\pi_{11}^{(1)} &= 1, \quad \pi_{11}^{(0)} = 0, \quad \pi_{i+1,i+1}^{(1)} = -1, \quad \pi_{i+1,i+1}^{(0)} = 0 \quad (1 \leq i, j \leq m), \\
\pi_{1,j+1}^{(0)} &= p_j - 2(-1)^{N-1}\beta_j^{(N-1)}, \quad \pi_{i+1,i+1}^{(0)} = q_i - 2\gamma_i^{(N-1)} \quad (1 \leq i, j \leq m).
\end{align*}$$

It is obvious that the matrix $\Pi(\lambda)$ is exactly equal to $U'(\lambda)$ with the new potentials $p'$ and $q'$ given by (20), which means that $T_x(\lambda) + T(\lambda)U(\lambda) = U'(\lambda)T(\lambda)$.

Similarly, we present other two propositions, as stated in the following:
Proposition 2.4. Assume that $\Phi_k = (f_k^{(1)}, \ldots, g_k^{(m)})^\top$ satisfies $\text{Eq. (6b)}$ with $\lambda = \lambda_k$, where $1 \leq k \leq K$. Then, the Darboux matrix $T(\lambda)$ in (10) obeys Condition (9b), provided that $\beta_j^{(n)}$, $\gamma_i^{(n)}$ and $\delta_{ij}^{(n)}$ ($1 \leq i, j \leq m; 0 \leq n \leq N - 1$) are determined by Eqs. (15), and the new potentials $p'$ and $q'$ are given by (20).

Proposition 2.5. Assume that $\Phi_k = (f_k^{(1)}, \ldots, g_k^{(m)})^\top$ satisfies $\text{Eq. (6c)}$ with $\lambda = \lambda_k$, where $1 \leq k \leq K$. Then, the Darboux matrix $T(\lambda)$ in (10) obeys Condition (9c), provided that $\beta_j^{(n)}$, $\gamma_i^{(n)}$ and $\delta_{ij}^{(n)}$ ($1 \leq i, j \leq m; 0 \leq n \leq N - 1$) are determined by Eqs. (15), and the new potentials $p'$ and $q'$ are given by (20).

Seen from Propositions 2.3–2.5, the Darboux matrix $T(\lambda)$ makes sure that the new eigenfunction $\Phi' = T(\lambda) \Phi$ also satisfies Lax representation (6) for the new potentials $p'$ and $q'$ given by (20). That is to say, the compatibility conditions $\Phi'_{xy} = \Phi'_{yx}$ and $\Phi'_{xt} = \Phi'_{tx}$ give the same systems (3) and (4) except for $p'$ and $q'$ instead of $p$ and $q$, respectively. Therefore, we come to the following theorem:

**Theorem 2.6.** Suppose that $\{\Phi_k\}_{k=1}^K$ are a set of linearly-independent solutions of System (6) which correspond to a set of different spectral parameters $\{\lambda_k\}_{k=1}^K$. The eigenfunction transformation (7) and the potential transformations (20) constitute the $N$-th iterated DT for those reduced cases, but $\{\Phi_k\}_{k=1}^K$ are required to be particularly selected. For example, if $p = \pm \bar{q}$, the functions $\{\Phi_k\}_{k=1}^K$ are chosen as [31]

\[
\begin{align*}
(22a) & \quad \Phi_{k(1)(m+1)+1} = (f_k^{(1)}, \ldots, g_k^{(m)})^\top \quad (1 \leq k \leq N), \\
(22b) & \quad \Phi_{k(1)(m+1)+j+1} = (\pm \bar{g}_k^{(j)}, 0, \ldots, 0, \bar{f}_k, 0, \ldots, 0)^\top \quad (1 \leq k \leq N; 1 \leq j \leq m),
\end{align*}
\]

where $\Phi_{k(1)(m+1)+1}$ satisfies System (6) with $p = \pm \bar{q}$ and $\lambda = \lambda_k$ ($1 \leq k \leq N$), and $\Phi_{k(1)(m+1)+j+1}$ ($1 \leq j \leq m$) are orthogonal to $\Phi_{k(1)(m+1)+1}$.

3 Multi-component Wronskian solution

In this section, by combining the $N$-th iterated DT of Systems (3) and (4) and integrable decomposition from the KP equation (1) to Systems (3) and (4), we try to construct the multi-component Wronskian solution to the KP equation (1).
In order to solve the functions \( \beta_j^{(N-1)} \) and \( \gamma_i^{(N-1)} \) \((1 \leq i, j \leq m)\), we rewrite Eqs. (15) in the following form

\[
(F_{K \times N}, -G_{K \times N}^{(1)}, \ldots, -G_{K \times N}^{(m)}) X = (\lambda_1^N f_1, \ldots, \lambda_K^N f_K)^T ,
\]

\[
(F_{K \times N}, -G_{K \times N}^{(1)}, \ldots, -G_{K \times N}^{(m)}) Y_i = (\lambda_i^N g_i^{(i)}, \ldots, \lambda_K^N g_K^{(i)})^T \quad (1 \leq i \leq m),
\]

where

\[
F_{K \times N} = \begin{pmatrix}
    f_1 & \lambda_1 f_1 & \cdots & \lambda_1^{N-1} f_1 \\
    f_2 & \lambda_2 f_2 & \cdots & \lambda_2^{N-1} f_2 \\
    \vdots & \vdots & \ddots & \vdots \\
    f_K & \lambda_K f_K & \cdots & \lambda_K^{N-1} f_K \\
\end{pmatrix},
\]

\[
G_{K \times N}^{(j)} = \begin{pmatrix}
    g_1^{(j)} & -\lambda_1 g_1^{(j)} & \cdots & (-\lambda_1)^{N-1} g_1^{(j)} \\
    g_2^{(j)} & -\lambda_2 g_2^{(j)} & \cdots & (-\lambda_2)^{N-1} g_2^{(j)} \\
    \vdots & \vdots & \ddots & \vdots \\
    g_K^{(j)} & -\lambda_K g_K^{(j)} & \cdots & (-\lambda_K)^{N-1} g_K^{(j)} \\
\end{pmatrix} \quad (1 \leq j \leq m),
\]

\[
X = (\alpha_0, \alpha_1, \ldots, \alpha^{(N-1)}; \beta_1^{(0)}, \beta_1^{(1)}, \ldots, \beta_1^{(N-1)}; \ldots; \beta_m^{(0)}, \beta_m^{(1)}, \ldots, \beta_m^{(N-1)})^T ,
\]

\[
Y_i = (\gamma_i^{(0)}, \gamma_i^{(1)}, \ldots, \gamma_i^{(N-1)}; \delta_i^{(0)}, \delta_i^{(1)}, \ldots, \delta_i^{(N-1)}; \ldots; \delta_{im}^{(0)}, \delta_{im}^{(1)}, \ldots, \delta_{im}^{(N-1)})^T \quad (1 \leq i \leq m).
\]

By employing Cramer’s rule, we can obtain the functions \( \beta_j^{(N-1)} \) and \( \gamma_i^{(N-1)} \) as

\[
\beta_j^{(N-1)} = (-1)^{iN-1} \frac{\lambda_j^{(1)}}{\tau} , \quad \gamma_i^{(N-1)} = (-1)^{(i-1)N-1} \frac{\lambda_i^{(2)}}{\tau} \quad (1 \leq i, j \leq m),
\]

with

\[
\tau = \det(F_{K \times N}, -G_{K \times N}^{(1)}, \ldots, -G_{K \times N}^{(m)}),
\]

\[
\lambda_j^{(1)} = \det(F_{K \times (N+1)}, -G_{K \times (N+1)}^{(1)}, \ldots, -G_{K \times (N+1)}^{(j)}, \ldots, -G_{K \times (N+1)}^{(m)}) \quad (1 \leq j \leq m),
\]

\[
\lambda_i^{(2)} = \det(F_{K \times (N+1)}, -G_{K \times (N+1)}^{(1)}, \ldots, -G_{K \times (N+1)}^{(i)}, \ldots, -G_{K \times (N+1)}^{(m)}) \quad (1 \leq i \leq m).
\]

where \( \tau, \lambda_j^{(1)} \) and \( \lambda_j^{(2)} \) \((1 \leq i, j \leq m)\) are the multi-component Wronskians which have been proposed in Ref. [29]. Thus, the \( N \)-th iterated potential transformations (20) can be written as

\[
p_j' = p_j + 2(-1)^{(j+1)N+1} \frac{\lambda_j^{(1)}}{\tau} , \quad q_i' = q_i - 2(-1)^{(i-1)N-1} \frac{\lambda_i^{(2)}}{\tau} \quad (1 \leq i, j \leq m).
\]

With \( p = q = 0 \), the general solution of System (6) with \( \lambda = \lambda_k \) (\( \lambda_k \neq \lambda_l; 1 \leq k, l \leq K \)) is given as follows:

\[
\Phi_k = (f_k, g_k^{(1)}, \ldots, g_k^{(m)})^T = (a_k e^{\frac{1}{2} \theta_k}, b_k^{(1)} e^{-\frac{1}{2} \theta_k}, \ldots, b_k^{(m)} e^{-\frac{1}{2} \theta_k})^T \quad (1 \leq k \leq K),
\]
where

$$\theta_k = 2(\lambda_k x - 2 \sigma \lambda_k^2 y + 4 \lambda_k^2 t).$$

It is noted that the field \( u \) of Eq. (1) is usually assumed to be a real one. For the case \( \sigma^2 = 1 \) which corresponds to the KPII equation, we require the parameters \( \lambda_k, a_k \) and \( b_k^{(j)} \) \((1 \leq k \leq K; 1 \leq j \leq m)\) be all real constants.

**Proposition 3.1.** With \( \Phi_k = (f_k, g_k^{(1)}, \ldots, g_k^{(m)})^\top \) given by (28) for \( 1 \leq k \leq K \), the KPII equation admits the solution \( u = 2(\ln \tau)_{xx} \), where the tau function \( \tau \) is expressed as the following unreduced multi-component Wronskian:

$$\tau = |A_K \times K \Theta_K^{+ \times K} \Lambda_K^{+ \times N}, B_K^{(1)} \times K \Theta_K^{- \times K} \Lambda_K^{- \times N}, \ldots, B_K^{(m)} \times K \Theta_K^{- \times K} \Lambda_K^{- \times N}|,$$

with

$$A_K \times K = \text{diag}(a_1, \ldots, a_K), \quad B_K^{(j)} \times K = \text{diag}(-b_1^{(j)}, \ldots, -b_1^{(j)}) \quad (1 \leq j \leq m),$$

$$\Theta_K^{+ \times K} = \text{diag}(e^{\frac{1}{2} \phi_1}, \ldots, e^{\frac{1}{2} \phi_K}), \quad \Theta_K^{- \times K} = \text{diag}(e^{-\frac{1}{2} \phi_1}, \ldots, e^{-\frac{1}{2} \phi_K}),$$

$$\Lambda_K^{+ \times N} = \left( \begin{array}{ccc} 1 & \lambda_1 & \ldots & \lambda_1^{N-1} \\ 1 & \lambda_2 & \ldots & \lambda_2^{N-1} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \lambda_K & \ldots & \lambda_K^{N-1} \end{array} \right), \quad \Lambda_K^{- \times N} = \left( \begin{array}{ccc} 1 & -\lambda_1 & \ldots & (-\lambda_1)^{N-1} \\ 1 & -\lambda_2 & \ldots & (-\lambda_2)^{N-1} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & -\lambda_K & \ldots & (-\lambda_K)^{N-1} \end{array} \right).$$

**Proof.** With \( p = q = 0 \), substituting Eqs. (27) into Eq. (5) yields

$$u = -2 \sum_{j=1}^{m} p_j' q_j' = 8 \sum_{j=1}^{m} \frac{\lambda_j^{(1)} \lambda_j^{(2)}}{\tau^2}.$$

On the other hand, one can follow part (ii) of Theorem 3.3 in Ref. [29] to obtain the following multi-component Wronskian identity:

$$\sum_{j=1}^{m} \lambda_j^{(1)} \lambda_j^{(2)} = \frac{1}{4} \left( \tau \tau_{xx} - \tau_{xx}^2 \right),$$

which is substituted into the right-hand side of Eq. (31), giving that \( u = 2(\ln \tau)_{xx} \). \( \square \)

In the case \( \sigma^2 = -1 \), the solution \( u = 2(\ln \tau)_{xx} \) with \( \tau \) given by (30) also satisfies the KPI equation, but it does not meet the requirement that \( u \) must be a real field. According to Remark 2.7, if imposing the constraint \( p = \varepsilon q \) \((\varepsilon = \pm 1)\) on Systems (3) and (4), one can choose \( \{\Phi_k\}_{k=1}^{K} \) as

$$\Phi_{(k-1)(m+1)+1} = (a_k e^{\frac{1}{2} \phi_k}, b_k^{(1)} e^{-\frac{1}{2} \phi_k}, \ldots, b_k^{(m)} e^{-\frac{1}{2} \phi_k})^\top \quad (1 \leq k \leq N),$$

$$\Phi_{(k-1)(m+1)+j+1} = (\varepsilon b_k^{(j)} e^{-\frac{1}{2} \phi_k}, 0, \ldots, 0, a_k e^{\frac{1}{2} \phi_k}, 0, \ldots, 0)^\top \quad (1 \leq k \leq N; 1 \leq j \leq m),$$

$$\Phi_{(K-1)(m+1)+1} = (a_k e^{\frac{1}{2} \phi_k}, b_K^{(1)} e^{-\frac{1}{2} \phi_k}, \ldots, b_K^{(m)} e^{-\frac{1}{2} \phi_k})^\top \quad (1 \leq k \leq K).$$
where the phase $\theta_k$ is the same as given in Eq. (29), but the parameters $\lambda_k$, $a_k$ and $b_k^{(j)}$ ($1 \leq k \leq N$; $1 \leq j \leq m$) are all complex constants. Then, $p'_j$ and its complex conjugate $\bar{p}'_j$ are obtained as follows:

\[
p'_j = 2 (-1)^{(j+1)N+1} \frac{\chi_j^{(1)}}{\tau}, \quad \bar{p}'_j = 2 \varepsilon (-1)^{(j-1)N} \frac{\chi_j^{(2)}}{\tau} \quad (1 \leq j \leq m),
\]

where the functions $\tau$, $\chi_j^{(1)}$ and $\chi_j^{(2)}$ are given by

\[
\tau = \begin{vmatrix}
F_{N \times N} & \varepsilon G^{(1)}_{N \times N} & \cdots & \varepsilon G^{(m)}_{N \times N} \\
\bar{G}^{(1)}_{N \times N} & \bar{F}_{N \times N} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\bar{G}^{(m)}_{N \times N} & 0 & \cdots & \bar{F}_{N \times N}
\end{vmatrix},
\]

\[
\chi_j^{(1)} = \begin{vmatrix}
F_{N \times (N+1)} & \varepsilon G^{(1)}_{N \times N} & \cdots & \varepsilon G^{(j)}_{N \times (N-1)} & \cdots & \varepsilon G^{(m)}_{N \times N} \\
\bar{G}^{(1)}_{N \times (N+1)} & \bar{F}_{N \times N} & \cdots & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\bar{G}^{(j)}_{N \times (N+1)} & 0 & \cdots & \bar{F}_{N \times (N-1)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\bar{G}^{(m)}_{N \times (N+1)} & 0 & \cdots & 0 & \cdots & \bar{F}_{N \times N}
\end{vmatrix},
\]

\[
\chi_j^{(2)} = \begin{vmatrix}
F_{N \times (N-1)} & \varepsilon G^{(1)}_{N \times N} & \cdots & \varepsilon G^{(j)}_{N \times (N+1)} & \cdots & \varepsilon G^{(m)}_{N \times N} \\
\bar{G}^{(1)}_{N \times (N-1)} & \bar{F}_{N \times N} & \cdots & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\bar{G}^{(j)}_{N \times (N-1)} & 0 & \cdots & \bar{F}_{N \times (N+1)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\bar{G}^{(m)}_{N \times (N-1)} & 0 & \cdots & 0 & \cdots & \bar{F}_{N \times N}
\end{vmatrix},
\]

where $F_{N \times M} = A_{N \times N} \Theta_{N \times N}^{+} \Lambda^{+}_{N \times M}$, $G^{(j)}_{N \times M} = B^{(j)}_{N \times N} \Theta_{N \times N}^{+} \Lambda^{+}_{N \times M}$ ($M = N - 1, N, N + 1$). Via the multi-component Wronskian identity (32), we know that

\[
u = -2 \varepsilon \sum_{j=1}^{m} |p'_j|^2 = 8 \sum_{n=1}^{m} \frac{\chi_j^{(1)} \chi_j^{(2)}}{\tau^2} = \frac{2(\tau \tau_{xx} - \tau_x^2)}{\tau^2} = 2 (\ln \tau)_{xx},
\]

which implies that $\nu$ is a real function.

**Proposition 3.2.** With $\Phi_k = (f_k, g_k^{(1)}, \ldots, g_k^{(m)})^\top$ given by Eqs. (33a) and (33b) for $1 \leq k \leq K$, the KPI equation admits the solution $\nu = 2 (\ln \tau)_{xx}$, where the tau function $\tau$ is a reduced multi-component Wronskian given in Eq. (35).
4 Soliton solutions to the KP equation

In this section, we explore the soliton solutions to the KPII equation generated by the unreduced multi-component Wronskian (30), and to the KPI equation generated by the reduced multi-component Wronskian (35).

4.1 Fully-resonant soliton solutions to the KPII equation

As for the KPII equation, one might naturally ask whether the soliton solutions generated by the multi-component Wronskian (30) are different from those by the single Wronskian (2). Since the multi-component Wronskian (30) with \( m > 1 \) generates singular solutions for the generic choice of parameters, we in this subsection discuss the soliton solutions in \( u = 2 (\ln \tau)_{xx} \) with

\[
\tau = |A_{2N \times 2N} \Theta^{+}_{2N \times 2N} \Lambda^{+}_{2N \times N}, B^{(1)}_{2N \times 2N} \Theta^{-}_{2N \times 2N} \Lambda^{-}_{2N \times N}|. 
\]

For convenience, we take the coefficient matrix \( B^{(1)}_{2N \times 2N} = B_{2N \times 2N} = \text{diag}(-b_1, \ldots, -b_{2N}) \) with \( b_k = b_k^{(1)} \) for \( k \in [2N] := \{1, 2, \ldots, 2N\} \), and for comparison with the soliton solutions in Refs. [17–20] we assume that \( \theta_k = -\kappa_k x - \sigma \kappa_k^2 y - \kappa_k^3 t \), where \( \kappa_k = -2 \lambda_k \) and \( \{\kappa_k\}_{k=1}^{2N} \) are without loss of generality ordered as \( \kappa_1 < \kappa_2 \cdots < \kappa_{2N} \).

By using the Laplace expansion technique and Binet-Cauchy theorem, we can expand the function \( \tau \) in Eq. (39) as follows:

\[
\tau = \sum_{\mathcal{I}_N \cap \mathcal{J}_N = \emptyset, \mathcal{I}_N \cup \mathcal{J}_N = [2N]} (-1)^{N+\sum_{n=1}^{N} i_n} \prod_{n=1}^{N} a_{i_n} b_{j_n} \prod_{1 \leq n < l \leq N} \left( \frac{1}{2} \kappa_{i_n} - \frac{1}{2} \kappa_{i_l} \right) \left( \frac{1}{2} \kappa_{j_n} - \frac{1}{2} \kappa_{j_l} \right) \exp \left[ \frac{1}{2} \sum_{n=1}^{N} (\theta_{i_n} - \theta_{j_n}) \right],
\]

where \( \mathcal{I}_N = \{i_1, \ldots, i_N\} \) and \( \mathcal{J}_N = \{j_1, \ldots, j_N\} \) are two subsets of \([2N]\) with \( 1 \leq i_1 < \cdots < i_N \leq 2N \) and \( 1 \leq j_1 < \cdots < j_N \leq 2N \). In order to ensure that the solution \( u \) to the KPII equation resulting from the function \( \tau \) in Eq. (39) is non-trivial and non-singular, the coefficients \( a_1, \ldots, a_{2N}, b_1, \ldots, b_{2N} \) are required to satisfy the following three conditions:

(i) \( a_k \) and \( b_k \) are not equal to zero for the same \( k \in [2N] \);
(ii) \(|\{a_k|a_k \neq 0\}| = N + L \) and \(|\{b_k|b_k \neq 0\}| = N + M \), where \( 1 \leq L, M \leq N \) and \( |\cdot| \) denotes the number of elements in a set;
(iii) \( a_k a_{k+1} b_k b_{k+1} \leq 0 \) for \( 1 \leq k \leq 2N - 1 \).

Here, condition (i) requires that the function \( \tau \) does not reduce to zero; condition (ii) requires that the function \( \tau \) contains at least two exponentials; condition (iii) requires that the function \( \tau \) is sign definite, so that \( \tau \) has no zeros for all \( (x, y, t) \in \mathbb{R}^3 \).
Considering that there might be some zeros among the coefficients $a_1, \ldots, a_{2N}$, $b_1, \ldots, b_{2N}$, we assume that $a_{i_n} = 0$ for $n \in [L']$ and $b_{j_n} = 0$ for $n \in [M']$, where $L' = N - L$, $M' = N - M$, $1 \leq i_1 < \cdots < i_{L'} \leq 2N$, $1 \leq j_1 < \cdots < j_{M'} \leq 2N$ and $i_n \neq j_l$. Thus, the function $\tau$ in Eq. (40) can be expressed as

$$\tau = \sum_{I_M \cap J_L = \emptyset, I_M \cap J_L = \emptyset, J_L = [2N] \setminus (I_M \cup J_M^*)} (-1)^{N + \sum_{n=1}^{M} j_n} \prod_{n=1}^{L'} \gamma_{i_n}^{M'} \prod_{n=1}^{L'} \gamma_{j_n}^{M'} \prod_{n=1}^{M} a_i \prod_{n=1}^{L} b_j$$

(41)

$$\times \prod_{1 \leq n < l \leq M} \left( \frac{1}{2} \kappa_{i_n} - \frac{1}{2} \kappa_{i_l} \right) \prod_{1 \leq n < l \leq L} \left( \frac{1}{2} \kappa_{j_n} - \frac{1}{2} \kappa_{j_l} \right) \exp \left[ \frac{1}{2} \left( \sum_{n=1}^{M} \theta_{i_n} + \sum_{n=1}^{M'} \theta_{j_n} - \sum_{n=1}^{L} \theta_{j_n} - \sum_{n=1}^{L'} \theta_{i_n} \right) \right],$$

where $I_M = \{i_1, \ldots, i_M\}$, $J_L = \{j_1, \ldots, j_L\}$, $I_M^* = \{i_1^*, \ldots, i_{M'}^*\}$, $J_M^* = \{j_1^*, \ldots, j_{M'}^*\}$, $\gamma_{i_n}$ and $\gamma_{j_n}$ are given by

$$\gamma_{i_n} = b_{i_n} \prod_{j_i < i_n} \left( \frac{1}{2} \kappa_{j_i} - \frac{1}{2} \kappa_{i_n} \right) \prod_{j_i > i_n} \left( \frac{1}{2} \kappa_{i_n} - \frac{1}{2} \kappa_{j_i} \right) \left(1 \leq n \leq L'\right),$$

$$\gamma_{j_n} = a_{j_n} \prod_{i_j < j_n} \left( \frac{1}{2} \kappa_{i_j} - \frac{1}{2} \kappa_{j_n} \right) \prod_{i_j > j_n} \left( \frac{1}{2} \kappa_{j_n} - \frac{1}{2} \kappa_{i_j} \right) \left(1 \leq n \leq M'\right).$$

With scaling transformation, the function $\tau$ in Eq. (41) is further equivalent to

$$\tau' = \tau' \left\{ \sum_{I_M \cap J_L = \emptyset, I_M \cap J_L = \emptyset, J_L = [2N] \setminus (I_M \cup J_M^*)} (-1)^{L'} \prod_{n=1}^{M'} \prod_{n=1}^{L'} \gamma_{i_n}^{M'} \prod_{n=1}^{L'} \gamma_{j_n}^{M'} \prod_{n=1}^{M} a_i \prod_{n=1}^{L} b_j \right\}$$

(42)

$$\times \left( \frac{1}{2} \right)^{M(M+1) + L(L+1)} \prod_{1 \leq n < l \leq M} \left( \kappa_{i_n} - \kappa_{i_l} \right) \prod_{1 \leq n < l \leq L} \left( \kappa_{j_n} - \kappa_{j_l} \right) \exp \left( \sum_{n=1}^{M} \theta_{i_n} \right) (b_{j_n} = b_{j_n}/a_{j_n}),$$

in generating the solution $u$ of the KPII equation. Without loss of generality, we suppose that $I_M \cup J_L = [M + L]$ and $I_M^* \cup J_M^* = \{M + L + 1, \ldots, 2N\}$. We notice that the function $\tau'$ in Eq. (43) contains all possible combinations of $M$ phases out of $\{\theta_1, \ldots, \theta_{M+L}\}$, which is the same as the case of a family of fully-resonant soliton solutions to the KPII equation discussed in Ref. [16]. Therefore, we immediately come to the following results:

**Proposition 4.1.** The dominant exponentials of the function $\tau'$ in adjacent regions of the $xy$-plane as $\sigma_y \to \pm \infty$ contain $M - 1$ common phases and differ by only one phase, and the transition between two such
In this subsection, we are devoted to discussing the soliton solutions to the KPI equation generated by the function \( L_{ij} : \theta_i = \theta_j \) where \( j = i + M \) for \( i \in [L] \) as \( \sigma y \to \infty \) and \( j = i + L \) for \( i \in [M] \) as \( \sigma y \to -\infty \). In a neighborhood of the transition line \( L_{ij} \) as \( \sigma y \to \pm \infty \), the asymptotic behavior of \( u = 2 (\ln \tau')_{xx} \) is determined by

\[
(44) \quad u \sim u_{(i,j)}^\pm = 2 \frac{\partial^2}{\partial x^2} \ln \left( C_i^\pm e^{\theta_i} + C_j^\pm e^{\theta_j} \right) = A_{[i,j]} \sech^2 \left( K_{[i,j]} \cdot r + \Omega_{[i,j]} t + \ln \frac{C_j^\pm}{C_i^\pm} \right),
\]

with

\[
C_i^+ = (-1)^i b_i' \prod_{i+1 \leq n \leq j-1} (\kappa_i - \kappa_n) \prod_{1 \leq n \leq i-1} (\kappa_n - \kappa_j) \prod_{j+1 \leq n \leq M+L} (\kappa_j - \kappa_n),
\]

\[
C_j^+ = (-1)^j b_i' \prod_{i+1 \leq n \leq j-1} (\kappa_i - \kappa_n) \prod_{1 \leq n \leq i-1} (\kappa_n - \kappa_j) \prod_{j+1 \leq n \leq M+L} (\kappa_j - \kappa_n),
\]

\[
C_i^- = (-1)^i b_i' \prod_{1 \leq n \leq i-1} (\kappa_n - \kappa_i) \prod_{j+1 \leq n \leq M+L} (\kappa_j - \kappa_n) \prod_{i+1 \leq n \leq j-1} (\kappa_i - \kappa_n),
\]

\[
C_j^- = (-1)^j b_i' \prod_{1 \leq n \leq i-1} (\kappa_n - \kappa_i) \prod_{j+1 \leq n \leq M+L} (\kappa_j - \kappa_n) \prod_{i+1 \leq n \leq j-1} (\kappa_i - \kappa_n),
\]

\[
r = (x, y), \quad K_{[i,j]} = \left[ \frac{1}{2} (\kappa_j - \kappa_i), \frac{1}{2} \sigma (\kappa_j^3 - \kappa_i^3) \right],
\]

\[
A_{[i,j]} = \frac{1}{2} (\kappa_j - \kappa_i)^2, \quad \Omega_{[i,j]} = \frac{1}{2} (\kappa_j^3 - \kappa_i^3),
\]

where \( u_{[i,j]}^\pm \) defines the asymptotic line soliton \([i, j]\) as \( \sigma y \to \pm \infty \), and \( A_{[i,j]}, K_{[i,j]} \) and \( \Omega_{[i,j]} \) respectively represent the amplitude, wave vector and frequency of asymptotic soliton.

We remark that the function \( \tau' \) in Eq. (43) generates two families of fully-resonant soliton solutions: one is \((L, M)\)-soliton configuration with \( L \) asymptotic solitons as \( y \to \infty \) and \( M \) asymptotic solitons as \( y \to -\infty \) for \( \sigma = 1 \) (see Figure 1), and the other is \((M, L)\)-soliton configuration with \( M \) asymptotic solitons as \( y \to \infty \) and \( L \) asymptotic solitons as \( y \to -\infty \) for \( \sigma = -1 \) (see Figure 2). Such two families of solutions correspond to two special cases of the soliton solutions generated by the function \( \tau \) in Eq. (2) because the soliton amplitude \( A_{[i,j]} \), wave vector \( K_{[i,j]} \) and frequency \( \Omega_{[i,j]} \) in the asymptotic expression (44) are the same as those given in Refs. [17, 19, 20].

### 4.2 Ordinary \( N \)-soliton solution to the KPI equation

In this subsection, we are devoted to discussing the soliton solutions to the KPI equation generated by the function \( \tau \) in Eq. (35) with \( m = 1 \) and \( \varepsilon = -1 \), i.e.,

\[
(45) \quad \tau = \begin{vmatrix}
F_{N \times N} & -C_{N \times N}^{(1)} \\
G_{N \times N}^{(1)} & \bar{F}_{N \times N}
\end{vmatrix},
\]
where $\tau$ is a real-valued function and has no zeros for all $(x, y, t) \in \mathbb{R}^3$. Our consideration is based on the following two facts: (a) The solutions generated by the $(m + 1)$-component Wronskian (35) do not contain more valid free parameters than those by the two-component Wronskian (45); (b) The function $\tau$ in Eq. (35) with $\varepsilon = 1$ has zeros for some $(x, y, t) \in \mathbb{R}^3$. For convenience, we define that $b_k = b_k^{(1)}$ and $\lambda_k = \frac{1}{4} (\mu_k + \sigma \nu_k)$ for $k \in [N]$, where $\sigma = \pm i$, $\mu_k$ and $\nu_k$ are real constants. Without loss of generality, we assume that $a_k = 1$, $b_k \neq 0$ for $k \in [N]$ and $\{\nu_k\}_{k=1}^{N}$ are well ordered as $\nu_1 < \nu_2 < \cdots < \nu_N$.
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**Figure 1.** A fully-resonant $(3, 2)$-soliton solution to the KP II equation generated by the function $\tau'$ in Eq. (43) with the parameters chosen as $L = 3, M = 2, \sigma = 1, b_1' = b_2' = b_3' = b_4' = b_5' = 1, \kappa_1 = -0.8, \kappa_2 = -0.35, \kappa_3 = 0.25, \kappa_4 = 0.65$ and $\kappa_5 = 1.25$.
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**Figure 2.** A fully-resonant $(2, 3)$-soliton solution to the KP II equation generated by the function $\tau'$ in Eq. (43) with the same parameters as those in Figure 1 except for $\sigma = -1$.

For the case $N = 1$, the solution $u = 2(\ln \tau)_{xx}$ with $\tau$ given by Eq. (45) can be expressed as

$$u = \frac{1}{2} \mu_1^2 \text{sech}^2 \left( \frac{1}{2} \mu_1 x - \frac{1}{2} \mu_1 \nu_1 y + \frac{1}{8} \mu_1 (\mu_1^2 - 3\nu_1^2) t - \ln |b_1| \right),$$

which describes the one-soliton solution to the KPI equation (see Figure 3), where the amplitude, wave vector and frequency of soliton are respectively given by $\frac{1}{2} \mu_1^2$, $(\frac{1}{2} \mu_1, -\frac{1}{2} \mu_1 \nu_1)$ and $\frac{1}{8} \mu_1 (\mu_1^2 - 3\nu_1^2)$. It is mentioned that such line-soliton solution is in accordance with those obtained by the Hirota method [6] and inverse scattering transform [37].

For the case $N \geq 2$, we can employ the results of Ref. [29] to analyze the asymptotic behavior of the function $\tau$ in Eq. (45). According to Lemma 4.1 in Ref. [29], we know that the function $\tau$ in Eq. (45) can be

$$\text{sech}^2 \left( \frac{1}{2} \mu_1 x - \frac{1}{2} \mu_1 \nu_1 y + \frac{1}{8} \mu_1 (\mu_1^2 - 3\nu_1^2) t - \ln |b_1| \right).$$
expanded as the sum of such exponential terms as \( \exp \left[ \frac{1}{2} \sum_{k=1}^{N} (r_k \theta_k + s_k \bar{\theta}_k) \right] \), where \( r_k, s_k \in \{-1, 1\} \), \( |r_k| r_k = -1)\} = |\{s_k|s_k = -1\} \text{ and } |r_k| r_k = 1)\} = |\{s_k|s_k = 1\} \}. Further using Theorem 4.4 in Ref. [29], we obtain that along the line \( \theta_n + \bar{\theta}_n = 0 \) \((1 \leq n \leq N)\) as \( y \to \pm \infty \) for finite values of \( t \), the solution \( u = 2(\ln \tau)_{xx} \) is asymptotically determined by

\[
\begin{align*}
  u &\sim u^\pm_{[n, \bar{n}]} = 2 \frac{\partial^2}{\partial x^2} \ln \left( \zeta^\pm_n \exp \left\{ \frac{1}{2} \left[ \theta_n + \bar{\theta}_n + \sum_{k \neq n} \epsilon^\pm_{kn} (\theta_k + \bar{\theta}_k) \right] \right\} 
    + \eta^\pm_n \exp \left\{ \frac{1}{2} \left[ - \theta_n - \bar{\theta}_n + \sum_{k \neq n} \epsilon^\pm_{kn} (\theta_k + \bar{\theta}_k) \right] \right\} \right) \\
  &= \frac{1}{2} \mu^2_n \text{sech}^2 \left( \frac{\theta_n + \bar{\theta}_n}{2} + \ln \sqrt{\zeta^\pm_n / \eta^\pm_n} \right) \quad (1 \leq n \leq N),
\end{align*}
\]

(47)

where \( u^\pm_{[n, \bar{n}]} \) defines the \( n \)-th asymptotic line soliton \([n, \bar{n}]\) as \( y \to \pm \infty \), \( \zeta^\pm_n \) and \( \eta^\pm_n \) correspond to the coefficients of two dominant exponentials in the expansion of \( \tau \), the parameters \( \epsilon^\pm_{kn} \)'s are defined as

\[
\begin{align*}
  \epsilon^+_{kn} &= \begin{cases} 
    -1, & \text{for } k \in B_n^{(I)} \cup B_n^{(II)}, \\
    1, & \text{for } k \in B_n^{(III)} \cup B_n^{(IV)},
  \end{cases} \\
  \epsilon^-_{kn} &= \begin{cases} 
    1, & \text{for } k \in B_n^{(I)} \cup B_n^{(II)}, \\
    -1, & \text{for } k \in B_n^{(III)} \cup B_n^{(IV)},
  \end{cases}
\end{align*}
\]

(48)

with \( B_n^{(I)} = \{ |\mu_l| > 0, l = 1, \ldots, n - 1 \} \), \( B_n^{(II)} = \{ |\mu_l| < 0, l = n + 1, \ldots, N \} \), \( B_n^{(III)} = \{ |\mu_l| < 0, l = 1, \ldots, n - 1 \} \) and \( B_n^{(IV)} = \{ |\mu_l| > 0, l = n + 1, \ldots, N \} \).

**Figure 3.** A one-soliton solution to the KPI equation generated by the function \( \tau \) in Eq. (45) with the parameters chosen as \( N = 1 \), \( \sigma = i \), \( \mu_1 = 1 \), \( \nu_1 = 2 \) and \( b_1 = 1 \).

**Figure 4.** An obliquely-colliding two-soliton solution to the KPI equation generated by the function \( \tau \) in Eq. (45) with the parameters chosen as \( N = 2 \), \( \sigma = i \), \( \mu_1 = \mu_2 = 1 \), \( \nu_1 = -1.6 \), \( \nu_2 = 2 \) and \( b_1 = b_2 = 1 \).
The asymptotic expression (47) shows that the $n$-th asymptotic soliton as $y \to \infty$ has the same velocity and amplitude as the $n$-th asymptotic soliton as $y \to -\infty$ except for a slight phase shift, as displayed in Figure 4. Therefore, the $N$-soliton solution generated by the function $\tau$ in Eq. (45) reflect only the ordinary elastic collisions of line solitons in the KPI equation. Particularly with $\nu_n = \nu_k \ (n \neq k)$, the $n$-th and $k$-th asymptotic solitons propagate parallel to each other (see Figure 5), but they exhibit the bound state [38] at the moment of collision (see Figure 6). It is an interesting question whether the KPI equation also admits the inelastic soliton collisions (in which the numbers, amplitudes or directions of asymptotic solitons are not the same as $y \to \pm \infty$), like the cases in the KPII equation.

![Figure 5](image1.png)  
![Figure 6](image2.png)

**Figure 5.** Parallel propagation of two line solitons generated by the function $\tau$ in Eq. (45) with the parameters chosen as $N = 2$, $\sigma = i$, $\mu_1 = 1$, $\mu_2 = 1.5$, $\nu_1 = \nu_2 = 0.8$ and $b_1 = b_2 = 1$.

**Figure 6.** Bound state between two line solitons at the moment of collision generated by the function $\tau$ in Eq. (45) with the same parameters as those in Figure 5.

5 Conclusions

In this paper, we have constructed the $N$-th iterated DT for the second- and third-order $m$-coupled AKNS systems (3) and (4), and rigorously proved the form-invariance of their Lax representation (6). Then, using Cramer’s rule and based on the integrable decomposition from the KP equation (1) to Systems (3) and (4), we have derived the unreduced multi-component Wronskian solution to the KPII equation and a reduced multi-component Wronskian solution to the KPI equation, which implies that the multi-component Wronskian is a third form of the tau function of the KP equation in addition to the Wronskian and Grammian. Further, by analyzing algebraic properties of the unreduced and reduced two-component Wronskians, we
have obtained two families of fully-resonant line-soliton solutions which, in general, contain unequal numbers of asymptotic solitons as $y \to \mp \infty$ to the KPII equation, and the ordinary $\mathcal{N}$-soliton solution which generally describes the elastic collisions of line solitons to the KPI equation. In particular, we have found that the KPI line solitons which propagate in parallel can exhibit the bound state at the moment of collision. It is remarkable that the double Wronskian representation of the $\mathcal{N}$-soliton solution to the KPI equation has been revealed in this work for the first time.
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Appendix A  Proof of Lemma 2.2

**Proof.** First, we make use of Eqs. (15) to compute $T^*(\lambda_k)$ as

\begin{equation}
T^*(\lambda_k) = \begin{pmatrix}
\Delta_0(\lambda_k) & -\Delta_1(\lambda_k) & \cdots & (-1)^m \Delta_m(\lambda_k) \\
\varpi_k^{(1)} \Delta_0(\lambda_k) & -\varpi_k^{(1)} \Delta_1(\lambda_k) & \cdots & (-1)^m \varpi_k^{(1)} \Delta_m(\lambda_k) \\
\vdots & \vdots & \ddots & \vdots \\
\varpi_k^{(m)} \Delta_0(\lambda_k) & -\varpi_k^{(m)} \Delta_1(\lambda_k) & \cdots & (-1)^m \varpi_k^{(m)} \Delta_m(\lambda_k)
\end{pmatrix},
\end{equation}

with

\[
\Delta_0(\lambda_k) = \begin{bmatrix}
\delta_{11}(\lambda_k) & \cdots & \delta_{1m}(\lambda_k) \\
\vdots & \ddots & \vdots \\
\delta_{m1}(\lambda_k) & \cdots & \delta_{mm}(\lambda_k)
\end{bmatrix}, \quad \Delta_i(\lambda_k) = \begin{bmatrix}
\delta_{i1,1}(\lambda_k) & \cdots & \delta_{i1,m}(\lambda_k) \\
\vdots & & \vdots \\
\delta_{i1,1}(\lambda_k) & \cdots & \delta_{i1,m}(\lambda_k)
\end{bmatrix} \quad (1 \leq i \leq m).
\]

Then, we expand $[T_x(\lambda_k) + T(\lambda_k)U(\lambda_k)]T^*(\lambda_k)$, $[T_y(\lambda_k) + T(\lambda_k)V(\lambda_k)]T^*(\lambda_k)$ and $[T_t(\lambda_k) + T(\lambda_k)W(\lambda_k)]T^*(\lambda_k)$, obtaining that

\begin{equation}
u_{il}(\lambda_k) = (-1)^{l-1} \Delta_{l-1}(\lambda_k) \left\{ \alpha_x(\lambda_k) + \lambda_k \alpha(\lambda_k) + \sum_{j=1}^m \beta_j(\lambda_k)q_j \right\} \quad (1 \leq l \leq m + 1),
\end{equation}

\begin{equation}
u_{il+1}(\lambda_k) = (-1)^{l-1} \Delta_{l-1}(\lambda_k) \left\{ \gamma_{i,x}(\lambda_k) + \lambda_k \gamma_i(\lambda_k) + \sum_{j=1}^m \delta_{ij}(\lambda_k)q_j \right\} \quad (1 \leq i \leq m; 1 \leq l \leq m + 1),
\end{equation}

\begin{equation}
u_{il}(\lambda_k) = (-1)^{l-1} \Delta_{l-1}(\lambda_k) \left\{ \alpha_y(\lambda_k) - \frac{1}{\sigma} \left[ \alpha(\lambda_k) \left( 2 \lambda_k^2 - \sum_{n=1}^m p_n q_n \right) - \sum_{n=1}^m \beta_n(\lambda_k)q_n \right] + 2 \lambda_k \sum_{n=1}^m \beta_n(\lambda_k)q_n \right\} + (-1)^{l-1} \Delta_{l-1}(\lambda_k) \sum_{j=1}^m \varpi_k^{(j)} \left\{ \beta_{j,y}(\lambda_k) \right\} \quad (1 \leq l \leq m + 1),
\end{equation}

\begin{equation}
u_{i+1,l}(\lambda_k) = (-1)^{l-1} \Delta_{l-1}(\lambda_k) \left\{ \gamma_{i,y}(\lambda_k) - \frac{1}{\sigma} \left[ \gamma_i(\lambda_k) \left( 2 \lambda_k^2 - \sum_{n=1}^m p_n q_n \right) - \sum_{n=1}^m \delta_{in}(\lambda_k)q_n \right] \right\} \quad (1 \leq l \leq m + 1),
\end{equation}
Using Eqs. (15) and recalling that $\Phi_k = (f_k, g_k^{(1)}, \ldots, g_k^{(m)})^\top$ satisfies System (6) with $\lambda = \lambda_k$, we obtain the derivatives of $\alpha(\lambda_k)$ and $\gamma_i(\lambda_k)$ with respect to $x$, $y$ and $t$ as follows:

\begin{equation}
\begin{aligned}
\alpha_k &:= - \sum_{j=1}^m \left( q_j - 2 \lambda_k \varpi_k^{(j)} - \varpi_k^{(j)} \sum_{n=1}^m p_n \varpi_k^{(n)} \right) \beta(j) - \sum_{j=1}^m \varpi_k^{(j)} \delta(j, \lambda_k), \\
\gamma_k &:= - \sum_{j=1}^m \left( q_j - 2 \lambda_k \varpi_k^{(j)} - \varpi_k^{(j)} \sum_{n=1}^m p_n \varpi_k^{(n)} \right) \delta(j) - \sum_{j=1}^m \varpi_k^{(j)} \delta(j, \lambda_k) \quad (1 \leq i \leq m), \\
\alpha_y &:= \frac{1}{\sigma} \sum_{j=1}^m \left( 2 \lambda_k q_j - q_{j,x} - 4 \lambda_k^2 \varpi_k^{(j)} + q_j \sum_{n=1}^m p_n \varpi_k^{(n)} + \varpi_k^{(j)} \sum_{n=1}^m p_n q_n, \\
\gamma_i y &:= \frac{1}{\sigma} \sum_{j=1}^m \left( 2 \lambda_k q_j - q_{j,x} - 4 \lambda_k^2 \varpi_k^{(j)} + q_j \sum_{n=1}^m p_n \varpi_k^{(n)} + \varpi_k^{(j)} \sum_{n=1}^m p_n q_night)
\end{aligned}
\end{equation}
By means of Eqs. (15) and (A.8)–(A.13), we remove $\alpha(\lambda_k)$, $\gamma_i(\lambda_k)$, $\alpha_x(\lambda_k)$, $\gamma_{i,x}(\lambda_k)$, $\alpha_y(\lambda_k)$, $\gamma_{i,y}(\lambda_k)$, $\alpha_t(\lambda_k)$ and $\gamma_{i,t}(\lambda_k)$ from the right-hand sides of Eqs. (A.2)–(A.7), and finally prove that $u_{hl}(\lambda_k) = 0$, $v_{hl}(\lambda_k) = 0$ and $w_{hl}(\lambda_k) = 0$ ($1 \leq h, l \leq m + 1$).
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