Understanding nucleic acid structural changes by comparing wide-angle x-ray scattering (WAXS) experiments to molecular dynamics simulations
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Wide-angle x-ray scattering (WAXS) is emerging as a powerful tool for increasing the resolution of solution structure measurements of biomolecules. Compared to its better known complement, small angle x-ray scattering (SAXS), WAXS targets higher scattering angles and can enhance structural studies of molecules by accessing finer details of solution structures. Although the extension from SAXS to WAXS is easy to implement experimentally, the computational tools required to fully harness the power of WAXS are still under development. Currently, WAXS is employed to study structural changes and ligand binding in proteins; however, the methods are not as fully developed for nucleic acids. Here, we show how WAXS can qualitatively characterize nucleic acid structures as well as the small but significant structural changes driven by the addition of multivalent ions. We show the potential of WAXS to test all-atom molecular dynamics (MD) simulations and to provide insight into understanding how the trivalent ion cobalt(III) hexammine (CoHex) affects the structure of RNA and DNA helices. We find that MD simulations capture the RNA structural change that occurs due to addition of CoHex. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4950814]

I. INTRODUCTION

The accessibility of synchrotron radiation sources for Small Angle X-ray Scattering (SAXS) experiments has enabled new methods for measuring low resolution structures of biological macromolecules. The spatial resolution \( d \) of a SAXS measurement is largely determined by the highest \( q \) value of the measurement, given by \( d = 2\pi/q \), where \( q = (4\pi/\lambda) \cdot \sin(2\theta/2) \), \( \lambda \) is the x-ray wavelength and \( 2\theta \) is the scattering angle. Extension from small-angle to wide-angle x-ray scattering (WAXS) is appealing because scattering at wider angles yields higher resolution structural features. For example, even a modest maximum \( q \) at around 1.0 Å\(^{-1} \) corresponds to features that are in the 5–10 Å spatial range. Implementation of WAXS is simple and often requires a trivial modification to a SAXS beamline: the detector is moved closer to the sample to capture x-rays scattered to higher angles. It is even possible to simultaneously acquire SAXS and WAXS data by placing a detection window near the sample. WAXS provides information about length scales of critical structural importance and is particularly relevant for studies of nucleic acid structures. For example, in DNA, peaks in the WAXS regime of \( 0.4 < q < 1.0 \) Å\(^{-1} \) arise from interstrand pair distance correlations from major and minor groove spacing and helix radius.

Despite the relative ease of acquiring WAXS data, the challenge in its application arises from the interpretation of the measured scattering profiles. On these shorter length scales, for example, the contribution of the solvent, including the hard-to-model hydration shell around biomolecules, becomes significant. A number of experimental and computational tools for the analysis of WAXS structures of biomolecules are available but all rely on the availability of high resolution atomic coordinates for comparison. Since atomic coordinates are not readily available for many biomolecules, this limits the applicability of WAXS analysis software. Moreover, most of these analysis tools are geared towards studies of protein structural fluctuations and protein ligand binding, where the hydration layer is reasonably well described. In contrast, because of the highly charged nature of nucleic acids, accurate models of the dense solvent layer adjacent to the molecule are still under development. A method to calculate nucleic acid SAXS and WAXS profiles that include not only the hydration shell but also charge compensating counterions has recently been introduced but still requires input of matching atomic coordinates of nucleic acid structures.

The goal of this paper is to extend the use of WAXS to studies of nucleic acids. We discuss two cases where interpretation of WAXS experimental data is possible. First, when key structural features are present in the nucleic acid scattering profiles, we can compare the location of the peaks and valleys to those calculated from existing structural models of nucleic acids based on canonical helices and Molecular Dynamics (MD) simulation results. In this way, WAXS data can provide experimental benchmarks that can lead to development and refinement of MD simulations. When data and models agree, MD results can help to visualize WAXS-resolved structural features. The second way to interpret
nucleic acid WAXS data is to look at changes in the WAXS profiles induced by the addition of ligands or multivalent ions. Intensity difference curves have been used in the study of WAXS structures in proteins, particularly for comparing different time points in time-resolved experiments. Here, we show that a comparison of intensity difference curves (MD to experiment) is a useful way to interpret changes in the nucleic acid structure on the nanometer length scale.

II. EXPERIMENTAL AND COMPUTATIONAL DETAILS

A. Background on wide-angle X-ray scattering (WAXS)

Small Angle X-ray Scattering (SAXS) is a useful experimental technique that typically provides low resolution structural information: a measure of the radius of gyration, pair-distance distribution function, and computation of shape envelopes of proteins and nucleic acids in solution. A standard SAXS setup is shown schematically in the top panel of Figure 1. X-rays are incident on a biological sample; the scattered x-rays pass through a 1–2 m vacuum flight path and are collected by a photon detector. The collected scattered intensity \( I \) is displayed as a function momentum transfer \( q \), given by \( q = (4\pi/\lambda) \cdot \sin(2\theta/2) \), where \( \lambda \) is the x-ray wavelength and \( 2\theta \) is the scattering angle.\(^3\)

Wide-angle x-ray scattering (WAXS) experiments, shown schematically in the bottom panel of Figure 1, typically use the same setup as SAXS but with a shorter scattering flight path which allows access to higher resolution structural information.\(^3,4\) The spatial resolution \( d \) of a scattering experiment is largely determined by the highest \( q \) value of the measurement, given by \( d = 2\pi/q \). For example, shortening the sample-to-detector distance to 0.4–0.5 m allows access to a higher \( q \)-range; \( q \) at around 1.0 Å\(^{-1} \) corresponds to features that are in the 5–10 Å spatial range. WAXS data acquisition is becoming a popular addition to SAXS experiments by simple installation of a WAXS detection window closer to the sample.\(^3\) Therefore, there is a need for the development of more analytical tools to understand WAXS data.

B. Sample preparation and experimental conditions

Double-stranded 25 base-pair (bp) DNA and RNA constructs were annealed from single-stranded nucleic acids purchased from IDT (Coralville, IA). We used the same mixed sequence described in our previous publications, GCA TCT GGG CTG TAA AAG GCC GTG C U replacing T for the RNA strands.\(^5,6\) Cobalt(III) hexamine chloride, Co(NH\(_3\)\(_6\))Cl\(_3\) (CoHex), sodium chloride, NaCl, and the buffers used were purchased from Sigma-Aldrich (St. Louis, MO). The duplexes were extensively dialyzed using Amicon Ultra Concentrators (Millipore, Billerica, MA) in pH 7.0 1 mM Na-MOPS buffer containing either 100 mM NaCl only or 100 mM NaCl and 0.8 mM Co(NH\(_3\)\(_6\))Cl\(_3\). The monovalent salt concentrations were chosen to prevent trivalent CoHex induced precipitation and focus the study on CoHex-nucleic acid interactions in the pre-condensed solution phase. The WAXS experiments were carried out at the G1 station at the Cornell High Energy Synchrotron Source (CHESS). Using a scattering flight path with a 0.455 m sample to detector distance, we reached a \( q_{	ext{min}} = 0.95 \) Å\(^{-1} \), which is sensitive to correlation lengths of \( d_{	ext{min}} = 2\pi/q_{	ext{max}} = 6.6 \) Å. This allows us to target the WAXS region of 0.4 < \( q < 0.95 \) Å\(^{-1} \) which corresponds to the length scales of the helix radius and the minor and major groove spacing.\(^6\) We purposely avoided \( q > 1.0 \) Å\(^{-1} \) where contributions from solvent scattering become more intense.\(^5\) The x-ray energy used was 10.60 keV and scattered x-rays were imaged using a low-noise photon counting area detector (Pilatus 100 K, Dectris, Baden, Switzerland). Duplex concentrations were about 450 µM. The samples, with volumes of about 30 µl, were kept in a 2-mm quartz capillary (Hampton Research, Aliso Viejo, CA) and radiation damage was prevented by oscillating the sample during the data collection. Signals from the buffer background were subtracted from the data and absolute calibration was performed using water as a calibrant as described previously.\(^1,12,17\) Data analysis was done using code written in MATLAB (Mathworks, Natick, MA). A more detailed description of the experimental measurements is provided in Ref. 12.

C. Molecular Dynamics (MD) simulations and comparison with WAXS data

MD simulations of RNA and DNA constructs in explicit water and monovalent ions (NaCl) were carried out in the presence and absence of CoHex ions using AMBER 12\(^{20} \) and ff99bsc0 force fields\(^{21,22} \) which includes monovalent ion parameters.\(^{23,24} \) All simulated systems included about 16,880 TIP3P water molecules.\(^{25} \) The systems with CoHex included 16 CoHex ions using parameters from Cheatham and Kollman\(^{26} \) which are part of the AMBER12 distribution. The systems without CoHex were neutralized by 48 Na\(^+ \) ions. Monovalent salt background in all the systems was accounted for by additional 24 NaCl ion pairs. The starting structures for the MD simulations were generated from canonical helices (A-form for RNA and B-form for DNA) built using Nucleic Acid Builder (NAB)\(^{18} \) and shown in Figure 2. All the systems were initially equilibrated for 0.5 ns in canonical ensemble (NVT) and 0.5 ns in isothermal-isobaric ensemble (NPT) using 1 fs time step and achieving 1 atm pressure and 300 K temperature.
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**FIG. 1.** Schematic of solution-based x-ray scattering experiments in the small-angle (top) and wide-angle (bottom) regimes. The main difference between SAXS and WAXS setups is the sample-to-detector distance. The wider angles in WAXS experiments allow access to high resolution information in the 5–10 Å spatial range.
forms of the RNA and DNA molecules. The restraining force was removed and the simulations were allowed to proceed for another 100-200 ns.

To compare the MD results with the WAXS data, we extracted 100-500 snapshots\textsuperscript{27} from each trajectory in PDB format and generated WAXS profiles using the program CRY SOL.\textsuperscript{19} CRY SOL is a commonly used program for calculating the solution scattering profiles of macromolecules with known atomic coordinates. Though other WAXS solvers are available and a simple test of the program WAXSiS\textsuperscript{9} yielded similar profiles, we chose CRY SOL for speed of the calculations and ease of handling hundreds of PDB snapshots. The CRY SOL input settings were configured so that the output scattering profiles are fitted to the experimental data. All other parameters were set to the CRY SOL default values (e.g., solvent density set to pure water). We report all CRY SOL results in absolute intensity units ($e^2$). To focus on the nucleic acid structural features, the ions were generally not included in the CRY SOL calculations. The inclusion of the ions is discussed in the latter part of the paper (see Section IV A). Profiles generated from hundreds of PDB snapshots were pooled together into two groups, MD profiles with the restraining force in place (“restrained” profiles) and MD profiles after the restraining force was released (“free” profiles). The pools were averaged and these averages were compared to the data.

III. WAXS RESULTS

A. Nucleic acids in NaCl

Figure 3 compares background subtracted experimental WAXS profiles of nucleic acids in NaCl to canonical helices and MD simulation profiles. We show intensity $I$ vs.
$q$ curves in logarithmic scale to enhance structural features in the WAXS regime, the higher-$q$ region of the dataset ($q > 0.4$ Å$^{-1}$). Displaying the data in this form allows us to easily assess whether the general features and peaks of the experimental profiles agree or disagree with the simulations and the canonical helices built using NAB. In Figure 3(a), we compare our experimental profiles of DNA in NaCl to a canonical B-form helix and MD simulations in NaCl and explicit water with the restraining force in place (“restrained” profiles). Since the “restrained” MD models are derived from NAB, the calculated profiles are very similar with very small deviations due to the restraining harmonic potential. Note the relative agreement between the experimental and the calculated “restrained” MD and NAB profiles. They exhibit the characteristic features that were seen in previous measurements on B-form DNA with a peak measured at $q = 0.48$ Å$^{-1}$ and a shallow peak detected at $q = 0.72$ Å$^{-1}$. Although agreement is qualitative, the peak positions are in the right place. Thus, scattering profiles for DNA in NaCl compare favorably with predictions of “restrained” MD simulations. In contrast, the scattering profile of RNA is too shallow (more like a shoulder than a peak) and shifted to the left compared to the “restrained” MD profile; the second peak is also shifted to the left.

In Figures 3(c) and 3(d), we compare the experimental data with the MD simulation results after the restraining force has been released (“free” profiles). Interestingly, the WAXS profiles computed for “free” DNA, Figure 3(c), no longer capture the agreement with experiment as seen in the “restrained” models. A close examination of the WAXS profiles around $q = 0.5$ Å$^{-1}$ and $q = 0.7$ Å$^{-1}$ of unrestrained DNA curves in Figure 3(c) shows that the peak positions are completely different and the simulation curves appear “out-of-phase” with the data. On the other hand, the features of the RNA WAXS data in NaCl are better captured by the MD simulations after the restraining force has been released. In Figure 3(d), we note that the shoulder in the “free” MD near $q = 0.4$ Å$^{-1}$ also appears in the experimental curves. However, the second peak position is not exactly in the same place. Nonetheless, at $q = 0.71$ Å$^{-1}$, it is closer to the experimental peak at $q = 0.74$ Å$^{-1}$ than the peak value of $q = 0.82$ Å$^{-1}$ for the “restrained” MD. The peak positions in Figures 3(c) and 3(d) show that there is definite improvement in the simulated RNA spectra when unrestrained MD is performed but not in DNA. This result suggests that in an NaCl solution, duplex RNA does not have a rigid canonical A-form structure while DNA maintains the B-form canonical structure in NaCl (Figure 3(a)).

B. Nucleic acids in CoHex

In Figure 4, we examine structural changes in DNA and RNA induced by the addition of multivalent ions. Cobalt(III) hexammine, [Co(NH$_3$)$_6$]$^{3+}$ or CoHex, is a trivalent ion that is widely used to facilitate and study DNA condensation. This highly charged spherical ion has a dramatically different effect on short double helices made of DNA and RNA. The addition of a small amount of CoHex ions precipitates short DNA helices from solution, while RNA molecules of similar sequence remain soluble. The efficiency of condensation appears to be primarily related to the mode of CoHex binding, which is mostly determined by the helix geometry, although other factors like nucleotide sequence do contribute.

In a related study, we used UV spectroscopy and circular dichroism (CD) to monitor CoHex-induced precipitation of DNA and RNA helices and compared MD simulations of the different duplexes. We showed that simulations of B-form DNA suggest that CoHex ions decorate the outer surface of the structure, while MD simulations of A-like RNA suggest that the ions are drawn deep into the negatively charged major groove. There, we discussed how ion placement influences precipitation. However, a limitation of that previous study lies in our inability to directly compare MD simulations to experimental data. Although CD reports spectral changes in RNA, there is no straightforward way to correlate the changes in nucleic acid CD spectra with MD predictions. In fact, our attempts to use the CD modeling software Dichrocalc, which was written for proteins, yielded results that substantially differ from the CD data. Here, we explore the use of WAXS as an experimental way to check if changes in the structures of DNA and RNA duplexes due to CoHex are predicted by simulation.

Although the signal from the CoHex ions is too small to be detected experimentally in the WAXS profiles, CoHex-driven changes in local structure, suggested by the CD data, should be noticeable. Figure 4 shows WAXS profiles of the nucleic acids in a CoHex-NaCl solution and compares the profiles with simulations. Although we observe some lineshape broadening in the WAXS peaks of the DNA samples, the peak positions do not move after addition of CoHex. The same B-form DNA structure is still captured in Figure 4(a) with “restrained” MD. This behavior is expected from DNA molecules since Circular Dichroism (CD) measurements showed that CD changes in DNA with and without CoHex are minimal while a large spectral shift in the CD spectra for RNA was observed upon the addition of CoHex. In agreement with CD, distinct changes are observed in the RNA WAXS profiles upon addition of CoHex. In fact, in the presence of CoHex, the WAXS structures of RNA appear more like canonical A-form helix and have peaks in similar positions to the “restrained” MD (Figure 4(b)). Similar to DNA in NaCl, the “free” MD profiles for DNA in CoHex show disagreement in peak positions (Figure 4(c)). For RNA, peak positions in the “free” MD profiles qualitatively agree with the data (Figure 4(d)).

C. Intensity difference profiles before and after CoHex

To better compare changes in structural features in WAXS profiles due to the addition of CoHex, we look at differences in the scattering intensity following the method used in Refs. 3, 13, 14, and 31. In Figure 5, we show experimental intensity difference profiles, $\log(I_{\text{CoHex}}) - \log(I_{\text{NaCl}})$, and compare them to the difference profiles computed from the simulated curves. Since all the experimental data shown have absolute
calibration and the MD profiles calculated using CRYSOl are made to fit the data, no scaling was applied prior to the subtraction. Looking at all panels in Figure 5, we immediately see that the key features in the intensity difference curves are best captured by MD results shown in Figure 5(d) where unrestrained or “free” MD difference profiles are compared to the experimental difference profiles for RNA. The difference peaks at $q = 0.3$ Å$^{-1}$ and at $q = 0.7$ Å$^{-1}$ in the RNA experimental curves also appear in the MD simulations albeit with different amplitudes. Makowski and co-workers$^{3,31}$ have shown that when intensity difference profiles in WAXS are calculated using CRYSOl,$^{19}$ the difference curves correspond more closely to experimental results than the absolute intensities. This result is quite interesting: it suggests that CoHex-induced changes in the RNA structure are well-represented by the “free” MD simulations after the restraining force on RNA has been removed.

MD models of DNA are harder to describe because features in the difference profiles are not as distinct as they are for RNA. However, even with less pronounced features, we find that the DNA data are more consistent with MD results from “restrained” DNA, not “free” DNA. The
“restrained” MD-derived difference curve is largely featureless (Figure 5(a)) while the “free” MD-derived difference curve (Figure 5(c)) has peaks and valleys whose locations are inconsistent with the data. Figure 5(b) for “restrained” RNA also shows disagreement in the position of peaks and valleys. Thus, we find that comparison of intensity differences to models is not only a useful way to denote changes in the nucleic acid structure, but is also a robust method to identify good models and discard models that do not reflect experimental data. The agreement in Figure 5(d) between MD and experiment is still qualitative but the disagreement in Figures 5(b) and 5(c) is quite notable.

IV. DISCUSSION
A. RNA structure changes upon addition of CoHex

These results can now be used to gain physical insight into the origin of the structural changes. The need to use unrestrained “free” MD simulations for RNA suggests that CoHex introduces structural changes to the RNA helix. In Figure 6, we show experimental WAXS profiles, I vs. q, in logarithmic scale, comparing RNA to “free” MD results and the canonical A-form helix from NAB. Without CoHex, Figure 6(a) shows RNA experimental profiles favoring the “free” MD profiles with the shoulder around \( q = 0.45 \, \text{Å}^{-1} \). However, the shallow peak seen in the data at \( q = 0.74 \, \text{Å}^{-1} \) is shifted to the left in the MD simulations (peak at \( q = 0.71 \, \text{Å}^{-1} \)). In the presence of CoHex (Figure 6(b)), both RNA experimental curves and the results from the “free” MD appear to have features more similar to the canonical A-form profile. When the ions are turned off in CRY SOL (our default setting), the second peak around \( q = 0.81 \, \text{Å}^{-1} \) becomes more pronounced in the “free” MD profile with CoHex, which implies that CoHex changes the actual structure of the RNA, not just the counterion cloud or the hydration layer. The smearing of the \( q = 0.81 \, \text{Å}^{-1} \) peak when ions are turned on suggests diffuse positioning of the CoHex ions in the vicinity of \( d = 2\pi/q = 7.8 \, \text{Å} \), consistent with our picture of CoHex ions deep in the A-form major groove.\footnote{16} Figure 6 insets show representative snapshots of the RNA structure from the unrestrained MD simulation with and without CoHex. From the pool of MD-derived PDB snapshots, we measured the average distance between the 3′-end phosphates of the base-paired strands. The end-to-end phosphate distance for the RNA in NaCl was 75 ± 3 Å vs. 66 ± 2 Å for the RNA in CoHex/NaCl, suggesting a shortening of the structure in the presence of CoHex.

B. Current MD force-fields work better for RNA

Here, we investigate the source of the disagreement between WAXS experiments and the unrestrained MD simulations of DNA. We compare the structural parameters of canonical A-form and B-form helices to the MD trajectories of the DNA and RNA sequences used in the study. Table I shows parameters from the first 100 ns following the release of the positional restraints and relaxation of the free structure. This corresponds to simulation time of 160–260 ns, the time scale consistent with CRY SOL-generated WAXS profiles averaged in Figures 3 and 4. We also show the parameters of a DNA dodecamer (DD) before and after simulations are performed. These parameters are also displayed in Table I.

In Table II, we show the same parameters for DNA and RNA after a longer simulation set, up to an additional 280 ns. The parameters appear to be quite stable during the entire length of the trajectories, and there is no significant difference between the time frame used for CRY SOL snapshots (Table I) and the next 100 ns.

These tables show convergence of MD simulations. The helical parameters reach equilibrium for the snapshots used for CRY SOL. The tables also show that on time scales of hundreds of nanoseconds, the structural parameters of unrestrained simulated mixed DNA duplexes drift away from the canonical B-form helix. The canonical parameters were originally reported by Arnott and Hukins.\footnote{32} The simulated structural parameters of the mixed sequence 25-bp DNA (expected to be in B-form) and DNA dodecamer (DD) both

---

**FIG. 6.** WAXS profiles comparing RNA data to “free” MD and the canonical A-form helix from NAB in (a) NaCl only and (b) NaCl/CoHex solution. Insets show representative structures of RNA from MD snapshots. Double-stranded RNA with CoHex appears to have a shorter end-to-end distance and a WAXS profile that has features more similar to the canonical A-form helix.
TABLE I. Structural parameters for the canonical and simulated helices and the B-DNA dodecamer (DD, PDB ID 1BNA). The simulated DNA and RNA are the 25-bp fragments with the same sequence as those used in the experiment, simulated with and without CoHex counterions. The DD in NaCl was simulated unrestrained for 100 ns using the same MD simulation conditions described in the main text, and the entire trajectory analyzed. To extract structural parameters, cpptraj tool in the AmberTools package was used, with the average values reported in the table.

| System                  | X-displacement (Å) | Rise (Å) | Twist (deg) |
|-------------------------|--------------------|----------|-------------|
| Canonical A-form helix  | 4.73               | 2.56     | 32.70       |
| RNA in NaCl             | 4.94               | 2.72     | 31.11       |
| RNA in NaCl/CoHex       | 4.54               | 2.42     | 33.64       |
| Canonical B-form helix  | 0.11               | 3.38     | 36.00       |
| DNA in NaCl             | 2.39               | 3.14     | 32.63       |
| DNA in NaCl/CoHex       | 2.32               | 3.08     | 33.11       |
| DD (PDB:1BNA)           | 0.13               | 3.35     | 36.09       |
| DD in NaCl for 100 ns   | 1.37               | 3.22     | 34.17       |

TABLE II. Structural parameters for the simulated unrestrained DNA and RNA analyzed with a longer trajectory, up to an additional 280 ns. The parameters for A-form and B-form helices are also shown for comparison.

| System                  | X-displacement (Å) | Rise (Å) | Twist (deg) |
|-------------------------|--------------------|----------|-------------|
| Canonical A-form helix  | 4.73               | 2.56     | 32.70       |
| RNA in NaCl             | 4.90               | 2.74     | 31.08       |
| RNA in NaCl/CoHex       | 4.64               | 2.40     | 33.40       |
| Canonical B-form helix  | 0.11               | 3.38     | 36.00       |
| DNA in NaCl             | 2.40               | 3.15     | 32.59       |
| DNA in NaCl/CoHex       | 2.35               | 3.08     | 33.02       |

deviate significantly from the canonical parameters of B-form DNA and appear to drift toward A-form parameters, with the deviation from canonical B-form increasing (significantly for X-displacement, and twist) for the longer fragment. This deviation for DD is consistent with simulation results reported previously and implies that the force field used in this study is not ideal for reproducing subtle features of B-form DNA. Future work should look at the effects of other force fields on DNA and RNA helices and investigate the effects of dynamical motions such as base-pair fraying at the ends of the helices when comparing MD simulations to WAXS data.

At the same time, the addition of CoHex produces no significant effect (within the above set of parameters) on the simulated mixed sequence DNA structure. Thus, while the force-field may be biased such that canonical B-form of DNA is not the preferred structure for the mixed 25-bp fragments (which would explain the discrepancy between unrestrained simulations and experimental wide-angle scattering data), it still appears to reproduce ion-DNA interaction reasonably well, as evidenced by minimal change in DNA structure upon addition of CoHex, which is in agreement with CD and WAXS measurements. Interestingly, the decrease in RNA rise with the addition of CoHex from 2.74 Å to 2.40 Å corresponds to the decrease in the end-to-end distance (75 Å to 66 Å) and the change in both CD and WAXS spectra.

The limitations of MD force-fields for DNA have also been discussed in a paper by Tiede and co-workers where they benchmarked the WAXS profiles to MD solutions and found a need to develop experimentally validated, supramolecular force fields. Our findings reiterate theirs, and further the field by reporting results with RNA. What is surprising here is the better agreement between the unrestrained MD and the experimental data in RNA. The disagreement between our DNA WAXS data and the structures from the “free” MD for DNA arises from deviations of key structural features in the MD-generated ensemble from the values expected for canonical B-form DNA. Force field modification is beyond the scope of this work; however, we illustrate the use of WAXS as an experimental test. While the WAXS curves are not exactly predicted (on an absolute scale) by the force field, they present qualitative features that accurately reflect structural features of these duplexes, hence provide a useful experimental metric.

V. CONCLUSIONS

In summary, we compared MD-derived structures to experimental WAXS data and showed the power of WAXS in investigating nucleic acid structural features and structural changes. Although our analysis of WAXS data is currently limited by the need to compare to accessible PDB structures, comparison of intensity difference profiles from experimental data and those generated from MD-derived models provides a test of MD simulation predictions. Changes in RNA WAXS data with and without CoHex ions were well represented by changes in profiles computed from structures generated in unrestrained MD simulations. Changes in experimental DNA WAXS profiles are smaller and give confidence to the previous assumption to restrain DNA structures during MD simulations; restrained DNA is best used in situations when the study focuses on DNA surroundings, e.g., distribution of solvent components such as water or ions. Our study here showed that there are limitations in using unrestrained MD for...
DNA in comparison to WAXS profiles. However, even with the limitations shown, we were able to gain insight into molecular conformations by comparing unrestrained MD of RNA to experimental WAXS data. We demonstrate that CoHex affects RNA helices by shortening the end-to-end distance and forcing the molecule to adapt a more A-like conformation. The future application of computational methods that allow MD simulations to be guided by SAXS and WAXS data, a process that is currently being developed for proteins, holds great potential for studies of nucleic acids.
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