

**Abstract**—Quantitative susceptibility mapping (QSM) is a valuable magnetic resonance imaging (MRI) contrast mechanism that has demonstrated broad clinical applications. However, the image reconstruction of QSM is challenging due to its ill-posed dipole inversion process. In this study, a new deep learning method for QSM reconstruction, namely xQSM, was designed by introducing modified state-of-the-art octave convolutional layers into the U-net backbone. The xQSM method was compared with recently-proposed U-net-based and conventional regularization-based methods, using peak signal to noise ratio (PSNR), structural similarity (SSIM), and region-of-interest measurements. The results from a numerical phantom, a simulated human brain, four *in vivo* healthy human subjects, a multiple sclerosis patient, a glioblastoma patient, as well as a healthy mouse brain showed that the xQSM led to suppressed artifacts than the conventional methods, and enhanced susceptibility contrast, particularly in the iron-rich deep grey matter region, than the original U-net, consistently. The xQSM method also substantially shortened the reconstruction time from minutes using conventional iterative methods to only a few seconds.
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I. INTRODUCTION

QUANTITATIVE susceptibility mapping (QSM) is an MRI post-processing technique, which extracts tissue magnetic susceptibility from MRI phase images [1], [2]. It has shown great potential for studying a variety of neurological disorders, such as Multiple Sclerosis [3], [4], [5], Alzheimers disease [6], Parkinson’s disease [7], alcohol use disorders [8], and intracranial hemorrhage [9], [10]. However, QSM reconstruction is non-trivial, which involves several key post-processing steps [1], [2]. For example, the gradient-echo raw phase images from multiple receivers need to be correctly combined [11] and unwrapped [12]. Background magnetic field contribution from outside of the brain should be removed [13], [14], [15], [16]. Dipole inversion is then performed, which is an ill-posed inverse problem.

Different methods have been proposed to solve the illposed dipole inversion. One method uses multiple orientation sampling to compensate for the missing data in a single orientation, which is known as the Calculation of Susceptibility through Multiple Orientation Sampling (COSMOS) [17]. This method requires at least three different head orientations to solve the dipole deconvolution analytically. Although this method is considered as the gold standard except for anisotropic white matter [18], the time-consuming repeated scans and the requirements for patients to rotate heads hinder its feasibility. Therefore, iterative methods such as iLSQR [19], morphology enabled dipole inversion (MEDI) [20], and total field inversion methods [21], [22], [23] were developed to restore high-quality susceptibility maps from single orientation measurements. However, these methods can be computationally intensive, time-consuming, and require manual parameter tuning for different datasets.

Recently, deep learning has been applied to solve a variety of inverse problems [24] as an alternative to the conventional iterative methods, owing to its capability to approximate any continuous function, given enough learnable parameters and large datasets [24], [25]. It has also been reported that deep neural networks can achieve superior performance than the state-of-the-art iterative methods in super-resolution [26], denoising [27], deconvolution [28], and image reconstruction tasks [29], [30]. The hypothesis [31], [32], [24] is that compared with traditional methods using explicitly designed regularization, deep neural networks can learn more effective data-driven regularization to preserve anatomical structures more accurately. Lastly, deep learning-based image reconstructions are generally fast [24], [31], which is a critical advantage in practice.

Previous studies [33], [34], [35], [36] have successfully trained multiple deep neural networks for QSM dipole inversion. QSMnet [33] trained a 3D U-net [37] with single-orientation local field and COSMOS maps as inputs and labels. QSMGAN [34] further improved this scheme by adding a discriminator on the U-net to construct a Generative Adversarial Network (GAN) [38]. However, these methods did not consider the susceptibility anisotropy effects when using COSMOS as the training labels. AutoQSM [35] proposed to train a U-net that could restore brain tissue QSM directly from the total field maps without explicit skull stripping and background field removal. The training inputs were single-orientation local field maps, while the training labels were QSM images reconstructed using the two-step STAR-QSM [39] method, which preserved the susceptibility anisotropy. All the above three frameworks require reconstructing QSM first using conventional iterative methods as the training labels; however, these assigned labels may not be the ground truth due to reconstruction errors. In contrast, another deep learning framework, DeepQSM [36], generated local field maps from synthetic QSM labels of simple geometric shapes using the forward model [13], [40] so that the training inputs and labels satisfy the exact underpinning equation between susceptibility
source and induced field. However, susceptibility underestimation was reported in DeepQSM [36], especially in deep grey matter (DGM) regions.

Octave Convolution (OctConv) [41] is a recently proposed operation, aiming to reduce the substantial redundancy that exists in the spatial dimension of feature maps generated in deep convolutional neural networks (CNNs). OctConv explicitly factorizes the feature maps in CNNs into high and low spatial resolution groups, which corresponds to the fact that natural images can be decomposed into high- and low-frequency components. It has been reported [41] that this design can improve the efficiency of the networks and accomplish better multi-scale representation for various image and video tasks. In this study, we propose an enhanced U-net framework, namely xQSM, for reconstructing QSM via replacing the traditional convolutional layers with modified OctConv layers, to recover the susceptibility contrast loss in the original U-net based method. Similar to the DeepQSM [36] method, local field maps generated using the forward model calculation from training labels are used as training inputs. We also investigate the effects of training with in vivo brain QSM data containing sophisticated brain structures, as compared to training with synthetic QSM data containing only simple shapes.

II. METHODS

A. Ill-posed QSM Dipole Inversion

The tissue with magnetic susceptibility distribution $\chi(r)$, where $r$ denotes the spatial location, when placed in the main field $B_0$ (applied along the $z$-direction) of an MRI scanner, will gain a magnetization in the $z$-direction $M_z(r) \approx \chi(r) \cdot B_0 / \mu_0$, where $\mu_0$ is the vacuum permeability. This tissue magnetization will generate a perturbation field $\Delta B(r)$, which can be formulated as:

$$\Delta B(r) = \frac{\mu_0}{4\pi} \int d^3r' \left\{ \frac{3}{|r-r'|^5} M(r') \cdot (r-r') - \frac{M(r')}{|r-r'|^3} \right\}$$

when only considering the calculation in $z$-direction, (1) can be simplified as:

$$\Delta B(r) = \chi(r) \cdot d(r) \cdot B_0$$

where $d(r) = (3\cos^2\theta - 1)/(4\pi |r|^3)$ is referred to as the dipole kernel, and $\theta$ is the angle between $r$ and the main field $B_0$ ($z$-direction); $\otimes$ represents the convolution operation. This equation suggests that the induced magnetic field perturbation equals to the convolution of the magnetic susceptibility source with the unit dipole kernel. Such a relationship can be simplified as multiplication in the k-space [13], [23], [40]:

$$D(k) \cdot \chi(k) = \frac{\Delta B(k)}{B_0}$$

where $D(k) = 1/3 - k_x^2/(k_x^2 + k_y^2 + k_z^2)$ ($D = 0$ at the origin) is the unit dipole kernel in k-space, and $k = (k_x, k_y, k_z)$ are the k-space coordinates.

Equation (3) depicts the key concept of QSM dipole inversion, which is an ill-posed inverse problem because of the zero values of dipole kernel $D(k)$ on a double conical surface ($k_x^2 + k_y^2 = 2k_z^2$). On the other hand, it also served as a well-posed forward model for preparing the training datasets in this work.

B. Octave Convolution

In this study, we modified the original OctConv [41] by replacing the nearest-neighbor interpolation with a transposed convolution to allow for more learnable parameters. As illustrated in the middle row of Fig. 1, the new OctConv is formulated as a combination of 8 basic operations (i.e., four 3D traditional convolutions, one 3D transposed convolution, and two additions):

$$Y_H = F_{HH} + F_{HL}$$
$$Y_L = F_{HL} + F_{LL}$$
$$F_{HH} = Conv_H(X_H)$$
$$F_{HL} = Conv_{H}(AvgPool(X_H))$$
$$F_{LL} = Conv_T(Conv_LH(X_L))$$
$$F_{LL} = Conv_{L}(Y_L)$$

where $Conv(\cdot)$ represents convolution operations with subscripts indicating different kernels (i.e., $H$ for High resolution and $L$ for Low resolution); $Conv_T(\cdot)$ represents the conventional transposed convolution of kernel size 2, which doubles the resolution of feature maps; $AvgPool(\cdot)$ is the average pooling operation of stride 2, which halves the resolution of feature maps; $X \in \mathbb{R}^{h \times w \times d \times c}$ denotes the input feature maps in traditional convolution networks, where $h, w, d,$ and $c$ represent the height, width, depth, and channels of this feature, respectively. The OctConv explicitly factorizes the feature maps into two spatial resolution groups $\{X_H, X_L\}$ along the channel dimension, where $X_H \in \mathbb{R}^{h \times w \times d \times \alpha_x \times c}$ represents high spatial resolution group and $X_L \in \mathbb{R}^{\frac{h}{2} \times \frac{w}{2} \times \frac{d}{2} \times (1-\alpha_x) \times c}$ is the low spatial resolution group, and $\alpha_x$ is a ratio factor. Similarly, the output features $Y \in \mathbb{R}^{h \times w \times d \times c}$ in traditional convolutions can also be decomposed into $\{Y_H, Y_L\}$ and serve as inputs to the next OctConv layer. In this work, the ratio factor $\alpha_x$ and $\alpha_y$ was set to 0.5 for input and output feature maps of all the middle layers. For the first layer, $\alpha_x$ (input) was set to 1 and $\alpha_y$ (output) was set to 0.5 to convert the conventional feature maps into octave feature maps. For the last OctConv layer, $\alpha_x$ was set to 0.5 and $\alpha_y$ was set to 1, resulting in a single high-resolution output [41].

C. xQSM Deep Neural Network

The proposed xQSM network is an enhanced 3D U-net with all conventional convolutions replaced with the new OctConv, as shown in Fig. 1. The xQSM network contains 10 OctConv layers ($3^3$ kernel size with stride 1), 2 max-pooling layers ($2^3$ kernel size with stride 1), 2 transposed convolution layers ($2^3$ kernel size with stride 2), 12 batch normalization layers, and 1 final convolution layer ($1^3$ kernel size with stride 1). The rectified linear unit (ReLU) [42] is adopted as the activation function of the network.

Similar to the original U-net, the xQSM network comprises two CNNs, a contracting part and an expanding part, also referred to as the down-sampling (encoder) path and the
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Fig. 1. The top row demonstrates the preparation process of the in vivo training datasets. Octave convolution is shown in the middle row, which introduces an X-shaped operation for communication between feature maps of different resolutions. The bottom row illustrates the xQSM network architecture based on the U-net backbone.

D. Data Preparation

Local field maps, as training inputs, were generated via convolving the QSM labels with the unit dipole kernel according to the forward model (3), which is consistent with the DeepQSM study [36]. Two sets of QSM labels were tested: one set from in vivo QSM brain volumes acquired from 90 healthy subjects (1 mm isotropic resolution) and reconstructed with the iLSQR method [19], and another set from synthetic digital phantoms containing basic geometric shapes (spheres, squares, and rectangles) as described in the DeepQSM paper [36].

QSM datasets were cropped into small patches to fit into GPU memory for training. For in vivo dataset preparation, as shown in the top row of Fig. 1, the full-size $(144 \times 196 \times 128)$ in vivo QSM volumes were cropped into small patches (size $48^3$) via firstly sliding a $48^3$ cropping window with a stride of $24 \times 36 \times 20$ to traverse the 90 iLSQR-QSM and obtain 11250 patches, and then randomly cropping 3750 more patches from all 90 subjects (around 41-42 from each subject). After the cropping, the corresponding local field maps of the same size, i.e., $48^3$, were calculated according to the forward model (3). The proposed xQSM also adds a skip connection between the input and the output, forming a residual block [43], which helps the training process converge faster. The skip connection can also mitigate the vanishing gradient problem during training [44] and provide a noticeable performance enhancement compared to networks without residual connections [32].
In total, 15,000 in vivo susceptibility patches (size 48³) and their corresponding field maps were generated, as labels and inputs. For the synthetic dataset, we directly simulated 15,000 volumes of synthetic phantoms (size 48³) as described in the DeepQSM paper [36], and then calculated their corresponding field maps. Both xQSM and the original U-net (i.e., the network used in DeepQSM [36]) were trained on the two sets of QSM data (i.e., in vivo and synthetic). We refer to these networks as xQSMinvivo, U-netinvivo, xQSMsynthetic, and U-netsynthetic based on different network structures and training dataset types.

### E. Network Training

The xQSM network is optimized via minimizing the following L2-norm loss function:

$$\arg\min_{\theta} \frac{1}{2N} \sum_{i=1}^{N} \|C(X_i; \theta) - Y_i\|_F^2$$

(5)

where \(\{X_i, Y_i\}_{i=1}^{N}\) denotes the \(N\) number training inputs and labels; \(\|\cdot\|_F\) is the Frobenius norm; \(\theta\) represents the hyper-parameters of the networks; \(C(X_i; \theta)\) is the output of the current deep neural network. In this study, each network was trained for 14-18 hours (i.e., 100 epochs) using 2 Tesla V100 GPUs with a mini-batch size of 32. All weights and biases were initialized with normally distributed random numbers with a mean of zero and a standard deviation of 0.01.

The network parameters were optimized using Adaptive moment estimation (Adam) [45]:

$$\theta_t = \theta_{t-1} - \eta \frac{\hat{m}_t}{\sqrt{\hat{v}_t} + \epsilon}$$

$$\hat{m}_t = \frac{m_t}{1 - (\beta_1)^t}$$

$$\hat{v}_t = \frac{v_t}{1 - (\beta_2)^t}$$

(6)

where \(t\) represents current mini-batch; \(g_t\) is the gradient for the parameters on current mini-batch; \(m_t\) and \(v_t\) are the biased estimates for the first moment and second raw moment on current iteration, which are initialized with zeros; \(\hat{m}_t\) and \(\hat{v}_t\) are the bias-corrected estimates for the first moment and second raw moment on current step; \(\eta\) is the learning rate and was set to \(10^{-3}, 10^{-4}\), and \(10^{-5}\) for the first 50 epochs, 50-80 epochs, and final 20 epochs respectively; \(\beta_1, \beta_2,\) and \(\epsilon\) are hyper-parameters and were set to their default values (i.e., \(\beta_1 = 0.9, \beta_2 = 0.999,\) and \(\epsilon = 10^{-8}\)).

The proposed xQSM network were implemented using MATLAB R2019a and Pytorch 1.1 independently. The source codes are published at https://github.com/sunhongfu/deepMRI/tree/master/xQSM.

### F. Validation with Simulated and In vivo Datasets

Although the network is trained with cropped patches of size 48³, the reconstruction implementation using xQSM network is operated on full-size local field maps without cropping. Note that the size of local field maps is required to be evenly dividable by 8, and zero-padding can be performed to satisfy this requirement.

The proposed xQSM was compared with the original U-net and two conventional dipole inversion methods (i.e., iLSQR [19] and MEDI [20]) on both simulated and in vivo datasets. Simulated magnetic field maps were generated by the forward model of (3), from (i) a modified 3D Shepp-Logan phantom (susceptibilities of -0.1, -0.25, -0.2, -0.05, 0.15, and 0.35 parts-per-million (ppm) for various ellipsoids as shown in Fig. 2), and (ii) a COSMOS map (age: 24 years, male) from a healthy subject reconstructed from five head orientations (1 mm isotropic at 3T). Four local field maps of two different contrast levels and two noise levels (denoted by Sim1Sn1r, Sim1Sn2r, Sim2Sn1, and Sim2Sn2r with “Sim” representing contrast levels and “Snr” standing for noise levels) from the 2019 QSM Challenge 2.0 (http://qsm.snu.ac.kr/?page_id=30) were also tested. Peak signal to noise ratio (PSNR), Structural similarity (SSIM) and region of interest (ROI) values were measured for the quantitative assessments of different QSM dipole inversion methods on these simulated maps.

Four in vivo (age: 42.4 ± 5.8 years, male) local field maps acquired from a multi-echo gradient-echo sequence were processed by the standard QSM pipeline, including phase unwrapping using the best path method [12] and background field removal using the RESHARP method [14]. Among the four in vivo experiments, three healthy subjects were acquired at 3T with 1 mm isotropic resolution, and another healthy subject was acquired at 7T with 0.6 mm isotropic resolution.

---

**Fig. 2** Comparison of different methods on the 3D Shepp-Logan phantom. QSM results and error maps are presented along with PSNR and SSIM. The bar graph reports the corresponding ROI measurements of the six regions pointed by the red arrows.
Different dipole inversion methods were compared. Deep grey matter susceptibilities of globus pallidus (GP), putamen (PU), caudate nucleus (CN), thalamus (TH), substantia nigra (SN), and red nucleus (RN) were measured.

Another three in vivo local field maps, including a multiple sclerosis (MS) patient with multiple “T1 blackhole lesions” (1 mm isotropic at 3T), a glioblastoma patient with multiple hemorrhages (0.6 mm×0.6 mm×2 mm at 3T), and a healthy mouse brain (0.1 mm isotropic at 9.4 T), processed from the standard QSM pipeline, were also tested for evaluating the generalization of the proposed xQSM network.

III. RESULTS

A. Digital Phantom Simulations

Fig. 2 compares xQSM, U-net, MEDI, and iLSQR results on a digital 3D Shepp-Logan phantom. The susceptibility and error maps from different methods showed that the U-net invivo introduced the most significant contrast loss, while the xQSM synthetic produced the best susceptibility contrast among all deep learning methods. The proposed xQSM framework also achieved the highest PSNR and SSIM (36.65/0.97 for xQSM synthetic and 34.60/0.96 for xQSM invivo) among all methods. These error metrics (i.e., PSNR and SSIM) suggested that the networks trained on synthetic data performed better than in vivo brain datasets on these simple shapes. For example, the U-net synthetic outweighed the U-net invivo with 7.94 dB and 7% improvements on PSNR and SSIM, respectively. Besides, the proposed xQSM invivo surpassed the U-net invivo with an improvement of 8.88 dB on PSNR and 7% on SSIM, which suggested that xQSM incorporating OctConv generalized better than conventional convolutions. Susceptibility measurements of all the uniform structures are displayed in the bar graph of Fig. 2, which demonstrated that the proposed xQSM synthetic (in region #1 and #3) and MEDI (in the region #2, #4, #5, and #6) were the most accurate methods. The reconstruction time for this Shepp-Logan phantom (size 128×128) of xQSM (synthetic and in vivo), U-nets (synthetic and in vivo), MEDI, and iLSQR were 0.61, 0.36, 107, and 21 seconds, respectively. Deep learning methods were computed on an Nvidia Tesla V100 GPU. MEDI and iLSQR were performed on a computer with 4×Intel(R) Core (TM) i7-7700HQ@2.8GHz CPU.

B. Digital Brain Simulations

Reconstruction results of xQSM, U-net, iLSQR, and MEDI for local field maps simulated from a COSMOS map (1 mm isotropic at 3T) were shown in Fig. 3. The proposed xQSM invivo showed similar PSNR and SSIM (43.40/0.93) to conventional iLSQR (41.53/0.93) and MEDI methods (44.42/0.95), while the xQSM synthetic, U-net invivo, and U-net synthetic substantially underestimated susceptibilities of deep grey matter (yellow arrows), especially GP with 20%, 21%, and 40% underestimation, respectively. The iLSQR method also led to around 12% underestimation in GP. The proposed xQSM invivo and MEDI methods were the only two methods without introducing noticeable contrast loss (1% and 3% underestimation of GP, respectively) in deep grey matter. Comparisons of deep learning-based methods suggested that
Susceptibility T1 weighted ± measurements (mean ± standard deviation) in parts-per-billion for 2019 QSM Challenge data over six deep grey matter regions (GP, SN, RN, PU, CN, and TH). It was confirmed that the susceptibility underestimation in deep grey matter regions introduced by U-net\textsubscript{synthetic} was alleviated by incorporating the proposed OctConv (e.g., 5% improvement from U-net\textsubscript{synthetic} to xQSM\textsubscript{synthetic} and 8% improvement from U-net\textsubscript{invivo} to xQSM\textsubscript{invivo} for GP), or by using in vivo datasets (17% improvement from xQSM\textsubscript{synthetic} to xQSM\textsubscript{invivo} and 15% improvement from U-net\textsubscript{synthetic} to U-net\textsubscript{invivo} for GP) or implementing both strategies (23% improvement from U-net\textsubscript{synthetic} to xQSM\textsubscript{invivo}). The reconstructions of deep learning methods (about 2.2 seconds for xQSM and 1.4 seconds for U-net) were considerably faster than lSQR and MEDI (54 and 720 seconds) for all challenge data (image size 164 × 205 × 105).

D. In vivo Experiments

QSM results from an in vivo local field map (0.6 mm isotropic) acquired at 7T were shown in Fig. 5. The zoomed-in deep grey matter regions showed that the proposed xQSM\textsubscript{invivo} led to the best reconstruction results among all deep learning frameworks substantially underestimating the deep grey matter susceptibility.

C. 2019 QSM Challenge Datasets

Fig. 4 compared the results of different deep learning and conventional QSM methods on the 2019 QSM Challenge 2.0 data (1 mm isotropic). The proposed xQSM\textsubscript{invivo}, led to the best PSNR and SSIM among the deep learning methods and comparable reconstructions to iLSQR and MEDI, in both low- (Sim1) and high-contrast (Sim2) datasets. As shown in the error maps, xQSM\textsubscript{synthetic}, U-net\textsubscript{invivo}, U-net\textsubscript{synthetic}, and iLSQR methods displayed susceptibility underestimation in deep grey matter regions, especially in GP (17%, 8%, 23%, and 12% underestimation, respectively), while xQSM\textsubscript{invivo} and MEDI did not show noticeable underestimation in the region (less than 1%). Table I summarized the average ROI measurements (mean ± standard deviation) for 2019 QSM Challenge 2.0 data over six deep grey matter structures over 4 healthy subjects (including 3 more 1 mm isotropic data).

The performance of the U-net\textsubscript{synthetic} as proposed in the DeepQSM paper [36] can be improved via incorporating the OctConv operation as in xQSM\textsubscript{synthetic}, using in vivo dataset for training as in U-net\textsubscript{invivo}, or implementing both OctConv and in vivo training dataset as in xQSM\textsubscript{invivo}. These three strategies resulted in 20%, 19%, and 39% of improvements in GP value. For this COSMOS test (size 192 × 256 × 176), the reconstruction time of deep learning methods (about 2.4 and 1.4 seconds for xQSM and U-net) was substantially shorter than traditional methods (about 48 and 614 seconds for iLSQR and MEDI).

D. In vivo Experiments

QSM results from an in vivo local field map (0.6 mm isotropic) acquired at 7T were shown in Fig. 5. The zoomed-in deep grey matter regions are shown in the left part. The bar chart shows the ROI measurements of the six deep grey matter structures over 4 healthy subjects (including 3 more 1 mm isotropic data).

The best measurements are highlighted in bold.
compared to conventional methods. The QSM result from MEDI appeared blurrier due to image regularization, which may obscure small structures. For this local field map of size $224 \times 304 \times 224$, the reconstruction time of the proposed xQSM (around 4.2 seconds) and U-net (about 2.6 seconds) was much shorter than iLSQR (about 129 seconds) and MEDI (over 1000 seconds). Susceptibility measurements of six deep grey matter regions from 4 healthy subjects (including 3 more 1 mm isotropic local field maps acquired at 3T) were reported in the bar graph of Fig. 5. The proposed xQSM$_{\text{invivo}}$ resulted in the highest average GP susceptibility measurement, and was 25%, 15%, 35%, 15%, and 6% higher than xQSM$_{\text{synthetic}}$, U-net$_{\text{invivo}}$, U-net$_{\text{synthetic}}$, iLSQR, and MEDI, respectively.

Fig. 6 demonstrated the QSM results of a MS patient using different methods in orthogonal views. The T1-weighted images were shown in the first column with red arrows pointing to multiple MS lesions, appearing as black holes. All four QSM methods successfully detected the lesions. The proposed xQSM method recovered the susceptibility contrast loss in the U-net results. Severe artifacts (orange arrow) appeared in the MEDI results, which were absent in the deep learning and iLSQR methods.

QSM results, using xQSM, U-net, MEDI, and iLSQR, of a mouse brain with a much finer spatial resolution (100 microns isotropic), were compared in Fig. 7. The xQSM and U-net appeared similar to the iLSQR method, while MEDI appeared blurry and artifactual, especially in the sagittal and coronal views (orange arrows). This figure demonstrated the generalization ability of the proposed xQSM from the human brain to the mouse brain. Although the networks were trained with 1 mm isotropic in vivo human brain dataset, it could be directly used to reconstruct mouse brain QSM of ultra-high resolution and different brain anatomy.

Fig. 8 illustrated different QSM reconstructions of a patient with glioblastoma (resolution of $0.6 \text{ mm} \times 0.6 \text{ mm} \times 2 \text{ mm}$). Multiple hemorrhages inside the tumor could be identified in the T1-weighted images in the first column of Fig. 8. These hemorrhages with high susceptibilities were successfully reconstructed using xQSM. Substantial streaking artifacts were observed in the MEDI results (orange arrows) and dramatic contrast loss appeared in the U-net reconstruction.

IV. Discussion

In this work, we developed a new deep learning framework – xQSM – to perform the ill-posed dipole inversion of QSM reconstruction. The original convolutional layers in a U-net, as used in other deep learning QSM methods [33], [34], [35], [36], were replaced by the modified OctConv [41] layers, which explicitly factorizes the feature maps into high- and low-resolution groups and introduces inter-group operations to allow communication of information between different groups. Such factorization improves the capability of octave networks for multi-scale representation learning [41], which is beneficial for patch-based QSM networks. Our results confirmed that the underestimation present in U-net based methods was successfully recovered by the modified OctConv layers (i.e., xQSM framework).

Some previous deep learning work has been proposed to solve QSM dipole inversion with deep learning, including QSMnet [33], QSMGAN [34], autoQSM [35], and DeepQSM [36]. The first three frameworks require reconstructing QSM first using conventional methods as the training labels, which may deviate from the ground truth. DeepQSM [36] proposed to learn the underpinning physics of dipole inversion with simulated synthetic data. The DeepQSM scheme has two main advantages: i) the training input and the output satisfies the physics relationship between field and susceptibility source, and ii) synthetic data generated randomly can be substantially larger for training, than COSMOS or STAR-QSM data acquired and processed from in vivo experiments. However, underestimation in DGM was reported in DeepQSM method. Our xQSM technique enhances the U-net-based DeepQSM results, recovering the significant underestimation in DGM, especially in GP. Our results on human brain data (simulated and in vivo) showed that the susceptibility underestimation in GP region in U-net$_{\text{synthetic}}$ (nearly 33% underestimation on average), as proposed in DeepQSM [36], was alleviated via using in vivo training datasets (about 14% underestimation), or incorporating the proposed modified OctConv (around 21% underestimation), or combining both strategies (less than 3% underestimation).

The improvement from networks based on synthetic data to the networks trained with in vivo data was expectable because the networks could learn more brain features, which was
beneficial for reconstructing human brain data in the testing phase. The improvement from U-nets to xQSM networks may originate from the feature factorization design in OctConv (4). Owing to this factorization, one xQSM network indeed originates from the feature factorization design in OctConv beneficial for reconstructing human brain data in the testing field defined by the convolutional kernel size (3 3 in this work). However, in the proposed xQSM, half of the filters in each layer can gain information from a two times larger receptive field, which reduces the channel-wise redundancy and potentially improves the performance of deep CNNs [41]. The enhancement of the proposed network design is also consistent with a previous study [46], suggesting that multiple branches improve the performance of deep networks.

Various metrics including PSNR, SSIM, and ROI measurements of six DGM regions were compared between xQSM, U-net, iLSQR and MEDI methods. The comparison was tested on (i) simulated data from one COSMOS human brain and 2019 QSM Challenge 2.0 dataset and (ii) in vivo human brain data from four healthy subjects, one MS patient, and one glioblastoma patient. The results illustrated in simulated and in vivo brain datasets suggest that the proposed xQSM invivo significantly improved the reconstruction of the original U-net based methods. Furthermore, xQSM invivo achieves comparable image contrast to MEDI without introducing artifacts. Compared with iLSQR, measurements in the digital brain simulations suggested the image contrast is better preserved via xQSM invivo (about 12% improvement on average). The reconstruction speed of deep learning based methods is another essential and practical advantage compared with traditional MEDI and iLSQR methods. For example, the reconstruction of xQSM is only 4.2 seconds compared to 129 seconds of iLSQR and over 1000 seconds of MEDI on an image of size 224 × 304 × 224.

The proposed xQSM scheme was also evaluated on a modified Shepp-Logan phantom and a mouse brain to show that the proposed deep networks have learned the underpinning dipole inversion process instead of merely memorizing the features of training sets. For the Shepp-Logan phantom, the proposed xQSM networks performed dramatically better than U-net based methods, and the xQSM synthetic achieved the best error metrics of all methods. This experiment suggested that although the networks trained with in vivo data gained better reconstruction on the human brain data, they generalized worse than the networks trained with synthetic data of simpler shapes. This is also the first study to demonstrate successful QSM reconstruction of a mouse brain with deep neural networks trained with human brain QSM data. Although the networks were trained with 1 mm isotropic dataset, it could still be used to reconstruct QSM of various spatial resolutions (e.g., 0.6 mm isotropic, 0.1 isotropic, and 0.6 mm × 0.6 mm × 2 mm).

One limitation of the current work is the robustness against noise. Our results indicated that when the signal-to-noise ratio of local field map decreases, the quality of the QSM reconstruction by xQSM also decreases, which was also observed in other methods. In the future, different levels of simulated noise could be added into the training datasets to make the framework more robust against noise.

V. CONCLUSION

In this study, we proposed a new deep learning framework – xQSM – for fast and robust QSM image reconstruction. Reduced streaking artifacts, and significantly shortened image reconstruction time, were achieved using the xQSM method for replacing conventional methods. By incorporating modified octave convolutions and training the neural network with in vivo brain images through the forward modeling, the proposed xQSM method recovered the susceptibility underestimation in the original U-net-based method with up to 33% enhancement, particularly in the iron-rich deep grey matter region.
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