Quantum regularized least squares solver with parameter estimate
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Abstract
For ill-conditioned least squares problems, regularization techniques such as Tikhonov regularization are the key ingredients to obtain meaningful solutions, and the determination of the proper regularization parameter is the most difficult step. This paper focuses on the choice of regularization parameter on a quantum computer. We combine the classical L-curve or Hanke–Raus rule with the HHL algorithm and quantum amplitude estimation that compute the regularized solution and the corresponding residual and their norms. When a series of regularization parameters are tested, we then apply Grover’s search algorithm to find the best one that gives the meaningful solution. This yields a quadratic speedup in the number of regularization parameters.
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1 Introduction
For the ill-conditioned linear system \(Ax = b\), or the least squares problem (LSP) \(\min_x \|Ax - b\|\), that arises from many areas of scientific computing like the discretization of the inverse problem [1–3], the condition number of \(A\) is large. The solution is sensitive and easily contaminated by the data perturbation, so some regularization techniques are necessary in order to obtain a meaningful solution. Tikhonov regularization [4] is one of the most popular and effective techniques. It converts the original linear system into the following regularized LSP
\[
\min_x \|Ax - b\|^2 + \mu^2 \|x\|^2,
\]

(1)

where the constant \(\mu\) is the so-called regularization parameter. By introducing the regularization parameter \(\mu\), one can make a comprise between the sensitivity of the problem and the perturbation of the measured data and thus greatly reduce the effects caused by the noise data. The Tikhonov regularization also provides the mathematical foundations for machine learning [5]. It can be of the following more general form [6]

\[
\min_x \|Ax - b\|^2 + \mu^2 \|Lx\|^2,
\]

where the matrix \(L\) arises from the discrete approximation to some differential operator, for example the Laplacian or the gradient operator.

The LSP (1) can be solved by the singular value decomposition (SVD). Suppose that we have the SVD of matrix \(A \in \mathbb{R}^{m \times n}(m \geq n)\), and it reads \(A = U \Sigma V^\dagger\), where \(U = (u_1, \ldots, u_m)\), \(V = (v_1, \ldots, v_n)\) are unitary matrices, and \(\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_n) \in \mathbb{R}^{m \times n}\) with \(\sigma_i (i = 1, 2, \ldots, n)\) being the singular values. Then the solution of LSP (1), i.e., the Tikhonov regularized solution \(x_\mu\), can be expressed as

\[
x_\mu = \sum_{i=1}^{n} f_i \frac{u_i^\dagger b}{\sigma_i} v_i,
\]

(2)

where \(f_i = \sigma_i^2 / (\sigma_i^2 + \mu^2)\) is the Tikhonov filter factor [3].

The success of regularization methods highly depends on the right choice of regularization parameter \(\mu\), which is our focus of this paper. There are several popular techniques in the literature to determine effective regularization parameters. When the noise level is unknown, we may use some heuristic methods, such as the L-curve method [7,8], the Hanke–Raus rule [9], the generalized cross-validation (GCV) function [10] and the quasi-optimality criterion. When the noise level is known, the discrepancy principle, the monotone error rule, and the balancing principle can be applied (see [11] and the references therein).

The regularization parameter estimate is critical and time-consuming classically. In this paper, we will apply quantum linear algebraic techniques to accelerate the estimation of regularization parameter. We focus on two heuristic methods: the L-curve and the Hanke–Raus rule. The main difficulty of these two methods lies on the estimations of the solution norm \(\|x_\mu\|\) and the residual norm \(\|Ax_\mu - b\|\). On a quantum computer, under certain conditions, we can solve LSP (1) exponentially faster than a classical computer, such as by the HHL algorithm [12]. Then by the amplitude estimation technique [13], we can efficiently estimate \(\|x_\mu\|\) as well as \(\|Ax_\mu - b\|\) within a given precision. Applying the HHL algorithm to LSP (1) needs the same assumptions as those for solving \(Ax = b\); however, the regularized LSP has a smaller condition number. To find the best regularization parameter, a number of parameters need to be tested. That is, a series of the estimations of \(\|x_{\mu_j}\|\) and \(\|Ax_{\mu_j} - b\|\) (\(j = 1, \ldots, p\)) should be performed. Due to quantum parallelism feature, we can implement this procedure in parallel. Together with the quantum minimum finding algorithm [14], we can achieve quadratic speedup at the number of tested parameters. Roughly, the
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quantum algorithm costs $O(\kappa^2 \sqrt{p} (\log n)/\epsilon^2)$, while the classical methods need at least $O(\sqrt{\kappa} p n \log 1/\epsilon)$.

1.1 Related works

Quantum algorithm to solve LSP was first studied in [15] in the sparse case based on the HHL algorithm. Extension to the non-sparse case (low-rank assumption maybe needed) was given in [16] by using the quantum principal component analysis. In [17,18], quantum algorithms to weighted LSP were studied, which were based on block-encoding and singular value estimation, respectively. The above results only return quantum state of the optimal solution of the LSP. In [19], Wang proposed a quantum algorithm that return the optimal parameters in the classical form. Solving the regularized LSP with a fixed regularization parameter $\mu$ has been considered in [20,21], based on the SVD of $A$. About the determination of the regularization parameter, in [22] Yu et al. proposed the quantum algorithm based on $K$-fold cross-validation. The complexity is $O(\kappa^5 p \|A\|_{\max}^2 (\poly \log n)/\epsilon^4)$. In comparison, we use a different strategy and our quantum algorithm has better dependence on the parameters.

The rest of this paper is organized as follows. In Sect. 2, we introduce the amplitude estimation and its generalization, which will be used for the norm estimation in the determination of regularization parameter. In Sect. 3, we consider the quantum solver based on HHL for the regularized least squares problem with a fixed regularization parameter. It is a preparation for the quantum algorithm with variable regularization parameters. We propose two quantum algorithms to speed up the regularization parameter estimate in Sect. 4. Some discussions and concluding remarks are given in Sects. 5 and 6, respectively.

2 Amplitude estimation and its generalization

Let $|\phi\rangle = \cos \theta |0\rangle |u\rangle + \sin \theta |1\rangle |v\rangle$ be a quantum state that can be prepared in time $O(T)$. Using quantum phase estimation (QPE) and Grover’s algorithm, we can obtain $\epsilon$-approximations of $\pm \theta$ on a quantum computer with high success probability close to 1 in time $O(T/\epsilon)$. But the query complexity is $O(1/\epsilon)$. As a result, we can estimate the probabilities $|\sin \theta|^2$ and $|\cos \theta|^2$ efficiently. This method is known as amplitude estimation [13]. It plays an important role in this paper, so in the following, we first briefly review this method and then do some modifications for further applications.

Assume that there is a unitary operator $U$ with implementation time $O(T)$ such that $|\phi\rangle = U|0\rangle^\otimes k$. Let $Z$ be the 2-dimensional Pauli-Z matrix that maps $|0\rangle$ to $|0\rangle$ and $|1\rangle$ to $-|1\rangle$. Denote

$$G = (2|\phi\rangle \langle \phi| - I)(Z \otimes I) = U (2|0\rangle^\otimes k \langle 0|^\otimes k - I) U^\dagger (Z \otimes I),$$

(3)
which is similar to the rotation used in Grover’s algorithm. We can check that

\[
G = \begin{pmatrix}
\cos 2\theta & -\sin 2\theta \\
\sin 2\theta & \cos 2\theta
\end{pmatrix}
\]

in the space spanned by \{\langle 0|u\rangle, \langle 1|v\rangle\}. The eigenvalues of \(G\) are \(e^{\pm i2\theta}\) and the corresponding eigenvectors are \(|w_\pm\rangle = \frac{1}{\sqrt{2}}(|0\rangle \pm i|1\rangle)|v\rangle\).

To apply QPE, we choose the initial state as \(|\phi\rangle|0\rangle^{\otimes l}\), where \(l = O(\log 1/\delta\epsilon)\), and \(\delta\) is the failure probability [23]. It can be rewritten as

\[
|\phi\rangle|0\rangle^{\otimes l} = \frac{1}{\sqrt{2}}(e^{i\theta}|w_-\rangle + e^{-i\theta}|w_+\rangle)|0\rangle^{\otimes l}.
\]

By QPE, with probability close to \(1 - \delta\), we will obtain the following state

\[
\frac{1}{\sqrt{2}}(e^{i\theta}|w_-\rangle|y\rangle + e^{-i\theta}|w_+\rangle| - y\rangle)
\]

in time \(O(T/\epsilon \delta)\), where \(y \in \mathbb{Z}_{2^l}\) satisfies \(|\theta - y\pi/2^l| \leq \epsilon\). Here we neglect the circuit complexity, which equals \(O(l^2) = O((\log 1/\delta\epsilon)^2)\), to implement the Hadamard transformation and the quantum Fourier transform in QPE. Performing a measurement on (4), we can get an \(\epsilon\)-approximation of \(\theta\) or \(-\theta\) with probability at least \(1 - \delta\). From the approximation of \(\pm \theta\), we can estimate the probabilities \(|\sin \theta|^2\) and \(|\cos \theta|^2\) efficiently. Generally, \(\delta\) is chosen as a small constant and thus can be ignored in the complexity analysis. Figure 1 shows the quantum circuit of amplitude estimation, and its complexity is mainly determined by the circuit complexity for implementing \(G\). Also from this circuit, it is easy to determine the query complexity of this algorithm, which equals the number of \(G\) used in the circuit. Thus the query complexity is \(O(2^l) = O(1/\epsilon)\). Since amplitude estimation is an application of QPE, for further reference we denote Fig. 1 by QPE\(_G\).

To further apply the information of \(\theta\) to solve other problems, such as the finding of the best regularization parameter studied in this paper, instead of performing measurements in the state (4) to get \(\tilde{\theta} = y\pi/2^l\), it is more useful to generate the following quantum state

\[
|\phi\rangle|g(\tilde{\theta})\rangle,
\]

\(\tilde{\theta} \in \mathbb{R}\).
where $g$ is an even function such that $U_g : |x, y⟩ \mapsto |x, y \oplus g(x)⟩$ is efficiently implemented. The quantum state (5) is obtained by adding a register to store $g(\tilde{\theta})$ and undoing the QPE to (4). If $g$ is an elementary function, such as linear or cosine function, then $U_g$ can be efficiently implemented on a quantum computer [24]. All the functions we encountered in this paper are elementary, so in the following, we always assume that $U_g$ is available. Consequently, we have

**Proposition 1** Let $|\phi⟩ = \cos \theta|0⟩|u⟩ + \sin \theta|1⟩|v⟩$ be a quantum state that can be prepared in time $O(T)$. Let $f$ be a univariate function, then the following unitary transformation

$$|\phi⟩|0⟩ \mapsto |\phi⟩ \left| f\left(\cos \tilde{\theta}\right)\right⟩$$

(6)

can be achieved in time $O(T/\epsilon)$, where $|\theta − \tilde{\theta}| \leq \epsilon$. The query complexity is $O(1/\epsilon)$.

Based on Fig. 1 to implement QPE, we can implement procedure (6) as Fig. 2. It is a quantum algorithm to evaluate $f$ on the amplitude of $|0⟩$ of $|\phi⟩$ and denoted by $\text{QEval}_{|\phi⟩, f}$ for short.

The unitary procedure (6) can be implemented in parallel due to quantum superposition and parallelism as the following corollary states.

**Corollary 1** Let $|\phi_j⟩ = \cos \theta_j|0⟩|u⟩ + \sin \theta_j|1⟩|v⟩$, ($j = 1, \ldots, p$) be $p$ quantum states that are prepared in time $O(T)$. Let $\sum_{j=1}^{p} \alpha_j |j⟩$ be a given quantum state and $f$ be a univariate function. Then the following unitary transformation

$$\sum_{j=1}^{p} \alpha_j |j⟩|\phi_j⟩|0⟩ \mapsto \sum_{j=1}^{p} \alpha_j |j⟩|\phi_j⟩ \left| f\left(\cos \tilde{\theta}_j\right)\right⟩$$

(7)

can be achieved in time $O(T/\epsilon)$, where $|\theta_j − \tilde{\theta}_j| \leq \epsilon$. The query complexity is $O(1/\epsilon)$.

Combining Corollary 1 and the quantum minimum finding algorithm (QMF) [14], if $\alpha_j = 1/\sqrt{p}$ for all $j$ in (7), then we can find $j_0 = \arg \min_j f(\cos \theta_j)$ with gate complexity $O\left(\sqrt{p}T/\epsilon\right)$ and query complexity $O\left(\sqrt{p}/\epsilon\right)$. This result will be applied later to find the best regularization parameter with a quadratic speedup at $p$ over the classical methods. The following QMF algorithm is a direct modification of [14]. It can help to better understand the construction of quantum algorithms of finding the best regularization parameter.
Algorithm 1 Quantum minimum finding (QMF) [14]

1: Choose a threshold index $1 \leq k \leq p$ by performing a measurement on (7).
2: Repeat until the total running time is more than $22.5 \sqrt{p} + 1.4(\log p)^2$.
   (a) Initialize the memory as
   $$\frac{1}{\sqrt{p}} \sum_{j=1}^{p} |j\rangle|\phi_j\rangle|f(\cos \theta_j)\rangle.$$  
   Mark every item $j$ for which $f(\cos \theta_j) < f(\cos \theta_k)$.
   (b) Apply the amplitude amplification to improve the probability of marked items.
   (c) Observe the first register: let $k'$ be the outcome. If $f(\cos \theta_{k'}) < f(\cos \theta_k)$, then set $k'$ to be the new threshold index $k$.
3: Return the index $k$.

3 Quantum regularized LSP algorithm

For the LSP, we need a quantum solver for a system of linear equations, such as the HHL algorithm [12], the SVE [25], the blocked-encoding framework [17] and other extensions [26–28]. All these methods are affected by the condition number of the underlying linear system. Since solving linear system is not the main concern of this paper, we only focus on using the HHL algorithm to solve linear systems. Other approaches may be applied to improve the efficiency of our quantum algorithms under different assumptions.

The HHL algorithm solves the linear system $Ax = b$, or equivalently $\begin{pmatrix} 0 & A \\ A^\dagger 0 \end{pmatrix}$, and outputs the quantum state $|x\rangle$ proportional to the solution. We can get the expectation value of a certain operator $M$ associated with $x$, i.e., $x^\dagger M x$, by swap test [29]. Similarly, given another quantum state $|c\rangle$, we can obtain an estimation of $\langle x | c \rangle$.

It is easy to verify that the LSP (1) has the following equivalent form

$$\min_x \left\| \begin{pmatrix} A \\ \mu I \end{pmatrix} x - \begin{pmatrix} b \\ 0 \end{pmatrix} \right\|^2.$$  

Our LSP solver starts from the SVD of the extended matrix $A_\mu := \begin{pmatrix} A \\ \mu I \end{pmatrix}$. Denote the condition number of $A$ and $A_\mu$ as $\kappa$ and $\kappa_\mu$, respectively. Using the SVD of $A$, we can easily derive that the eigenvalues of $A_\mu^\dagger A_\mu$ are $\sigma_i^2 + \mu^2$ ($i = 1, \ldots, n$), so
the singular values of $A_\mu$ are $\sqrt{\sigma_i^2 + \mu^2}$ ($i = 1, \ldots, n$). Moreover, we can compute a complete SVD of $A_\mu$ as follows. By the SVD of $A$, we have
\[
\begin{pmatrix}
  A \\
  \mu I
\end{pmatrix} = \begin{pmatrix}
  U & 0 \\
  0 & V
\end{pmatrix} \begin{pmatrix}
  \Sigma \\
  \mu I
\end{pmatrix} V^\dagger.
\]

Applying the Givens rotations to $\begin{pmatrix}
  \Sigma \\
  \mu I
\end{pmatrix}$, we obtain the singular values of $A_\mu$: $\sqrt{\sigma_i^2 + \mu^2}$ ($i = 1, \ldots, n$) and can also derive the singular vectors. We will not go into details on this point here.

Let $\sigma_{\text{max}}, \sigma_{\text{min}}$ be the largest and the smallest nonzero singular value of $A$, respectively. If $A$ is of full column rank, then $\sigma_n = \sigma_{\text{min}} \neq 0$, and
\[
\kappa_\mu = \sqrt{\frac{\sigma_{\text{max}}^2 + \mu^2}{\sigma_n^2 + \mu^2}} = \sqrt{\frac{\kappa^2 + (\mu/\sigma_{\text{min}})^2}{1 + (\mu/\sigma_{\text{min}})^2}}. 
\]
For the ill-conditioned case where $\kappa \gg 1$, the regularization parameter $\mu$ is chosen such that $\mu \gg \sigma_{\text{min}}$. Then generally we have $\kappa_\mu \ll \kappa$. So we may have a much smaller condition number for solving the LSP (1) based on $A_\mu$, rather than that based on $A$.

The minimization problem (8) can be solved by applying HHL algorithm to the following linear system
\[
\begin{pmatrix}
  0 & A_\mu \\
  A_\mu^\dagger & 0
\end{pmatrix} \begin{pmatrix}
  0 \\
  x
\end{pmatrix} = \begin{pmatrix}
  b \\
  0
\end{pmatrix}. 
\]

Denote $\tilde{A}_\mu = \begin{pmatrix}
  0 & A_\mu \\
  A_\mu^\dagger & 0
\end{pmatrix}$ and $\tilde{b} = \begin{pmatrix}
  b \\
  0
\end{pmatrix}$. Since
\[
\tilde{A}_\mu = \begin{pmatrix}
  0 & 0 & 0 & \mu I \\
  0 & 0 & A & 0 \\
  A_\mu^\dagger & 0 & 0 & 0 \\
  A_\mu^\dagger & 0 & 0 & \mu I
\end{pmatrix} = \begin{pmatrix}
  0 & 0 & 0 \\
  0 & 0 & A \\
  0 & 0 & \mu I \\
  0 & 0 & \mu I
\end{pmatrix}
\]
the Hamiltonian simulation of $\tilde{A}_\mu$ is equivalently efficient as $\tilde{A} = \begin{pmatrix}
  0 & A \\
  A^\dagger & 0
\end{pmatrix}$ in HHL algorithm [30]. So the assumption about Hamiltonian simulation to solve (11) is the same as HHL algorithm. In the following, we simply assume that the Hamiltonian simulation is efficient.

Suppose the SVD of $\tilde{A}_\mu = \sum_j \tilde{\sigma}_j |\tilde{u}_j \rangle \langle \tilde{u}_j |$, and the smallest nonzero singular value is represented by $\tilde{\sigma}_{\text{min}}$. We formally decompose $|\tilde{b}\rangle = \sum_j \tilde{\beta}_j |\tilde{u}_j \rangle$. Then using a similar
procedure to HHL algorithm (see appendix A), we obtain

$$|X_\mu\rangle = \sum_j \tilde{\beta}_j |\tilde{u}_j\rangle \left[ \tilde{C}\tilde{\sigma}_{j}^{-1}|0\rangle + \sqrt{1-\tilde{C}^2\tilde{\sigma}_{j}^{-2}}|1\rangle \right]$$

$$= \tilde{C}\|x_\mu\||x_\mu\rangle|0\rangle + P_1|\phi_1\rangle|1\rangle,$$

(12)

where $\tilde{C}$ is a lower bound of $\tilde{\sigma}_{\text{min}}$ and $|\phi_1\rangle$ is the state proportional to $\sum_j \tilde{\beta}_j \sqrt{1-\tilde{C}^2\tilde{\sigma}_{j}^{-2}}|\tilde{u}_j\rangle$ with amplitude $P_1$.

When solving linear systems on a quantum computer, the query and gate complexity differ on a logarithm term [26]. More precisely, let $O_A$ and $O_b$ be the oracles to query the matrix $A$ and the vector $b$. More precisely, if the $(j, k)$th entry of $A$ is $a_{ij}$, the $j$th entry of $b$ is $b_j$, then $O_A : |j, k, z\rangle \mapsto |j, k, z \oplus a_{jk}\rangle$ and $O_b : |j, z\rangle \mapsto |j, z \oplus b_j\rangle$. The oracle $O_A$ also performs: $O_A : |j, l\rangle \mapsto |j, \nu(j, l)\rangle$, where $\nu(j, l)$ computes the row index of the $l$th nonzero entry of the $j$th column of $A$. With $O_A$, it is easy to build an oracle to query the entries of $A_\mu$. Then the query complexity to obtain state (12) is $O(\kappa_\mu/\epsilon)$, while the gate complexity is $O(\kappa_\mu(\log n)/\epsilon)$. The derivation of the complexities is the same as the HHL algorithm. The HHL algorithm has a quadratic dependence on the condition number, which arises from two resources. One is from estimating $\tilde{\sigma}_{j}^{-1}$, and the other one is from the success probability. However, we do not perform any measurement here, so the complexity is linear in the condition number. We will see in the next section that the quantum state (12) is needed for locating the best regularization parameter.

To better understand the combination of HHL algorithm and amplitude estimation in the next section, in the end of this section we plot the quantum circuit of HHL algorithm. The HHL algorithm is an application of quantum phase estimation together with a control rotation. The circuit of quantum phase estimation is depicted in Fig. 1. In the HHL algorithm, $G = \exp(-i\tilde{t}_0 A_\mu)$, where $t_0 = O(\kappa_\mu/\epsilon)$ is chosen to suppress the singular values of $t_0 A_\mu$ smaller than 1, and approximate the inverse of singular values to precision $\epsilon$. As for the control rotation, assume that in binary form $\theta = \arccos(\tilde{C}/\tilde{\sigma}_j) \approx 2\pi \sum_{k=0}^{d-1} \tilde{\sigma}_{j,k}2^{-k}$, where $\tilde{\sigma}_{j,k} \in \{0, 1\}$ and $d$ is the length of binary expanding, then the quantum circuit of control rotation can be described by Fig. 3.

![Fig. 3 QCR: quantum circuit of control rotation. $R(\alpha)$ is the two-dimensional rotation with rotation angle $\alpha$ and $\theta = \arccos(\tilde{C}/\tilde{\sigma}_j)$](image-url)
Define $f(z) = \arccos(\tilde{C}/z)$, then the quantum circuit of HHL algorithm is plotted in Fig. 4. But here we call it $\text{QSol}_{\{x_{\mu}\}}$, which generates the solution state (12) of the LSP.

### 4 Regularization parameter choice

A key issue for the success of the Tikhonov regularization is to determine a reasonable regularization parameter $\mu$. Classically, we choose a range of parameters $\mu$. For each parameter $\mu$, we solve the problem (1) and obtain the corresponding solution $x_{\mu}$. From such a series of solutions, we take a proper strategy to find the possible best regularization parameter. Here we consider the quantum implementations of two typical heuristic methods, which use the L-curve and the Hanke–Raus rule, respectively. In L-curve or Hanke–Raus rule, we need to estimate the norm of the solution $\|x_{\mu}\|$ and the norm of the residual $\|Ax_{\mu} - b\|$.

A main technique we will use is the amplitude estimation, which is discussed in Sect. 2. Note that to apply HHL algorithm to solve the linear system (11), we only generate state (12) without measurement. Thus, (i) the norm of the solution is included in the amplitude of the first term of state (12). We can apply amplitude estimation to estimate it. (ii) The same technique applies to estimate $\|Ax_{\mu} - b\|$ if we can construct a quantum state such that $\|Ax_{\mu} - b\|$ appears in the amplitude of a term. This quantum state is obtained by first multiplying $A$ on (12) and then computing its linear combination with $|b\rangle$. In the following, we show the details of this idea.

First, we estimate the solution norm $\|x_{\mu}\|$. Applying the amplitude estimation to state (12), we obtain an $\alpha$ such that

$$
|\tilde{C}\|x_{\mu}\| - \alpha| \leq \epsilon_0,
$$

that is, $||x_{\mu}|| - \alpha/\tilde{C}| \leq \epsilon_0/\tilde{C}$. Note that the amplitude estimation involves the unitary operator $G$ defined in (3), which is further determined by $U$. In this case, $U$ is the unitary given in Fig. 4, and $\cos \theta = \tilde{C}\|x_{\mu}\|$.

This step costs $O(\kappa\mu(\log n)/\epsilon\epsilon_0)$. To make the error small in size $\epsilon$, we choose $\epsilon_0 = \tilde{C}\epsilon$. Finally, the complexity to get an $\epsilon$-approximation of $\|x_{\mu}\|$ is

$$
O\left(\kappa\mu(\log n)/\epsilon^2\tilde{\sigma}_{\text{min}}\right).
$$

![Fig. 4 QSol\(_{\{x_{\mu}\}}\): quantum circuit to generate the solution state (12), where $G = \exp(-i\tilde{A}_\mu t)$ and QPE\(_G\) is the quantum circuit shown in Fig. 1. QCR refers to the quantum circuit of Fig. 3. The outputs of the first and fourth line constitute state (12)](image)
Next, we consider how to estimate the norm \( \|Ax_\mu - b\| \). As a generalization of HHL algorithm, the quantum state \(|x_\mu\rangle\) given in (12) can be multiplied by \( A \). Then we get the following quantum state (see appendix B for more details)

\[
|\psi\rangle = C\|x_\mu\| A|x_\mu\rangle |0\rangle + |0\rangle^\perp,
\]

where \( C = \tilde{C}/\hat{C} \) and \( \hat{C} \) is a upper bound of \( \sigma_{\text{max}} \). Based on the analysis in appendix B, we can construct a unitary operator to prepare \(|\psi\rangle\) from \(|0\rangle\), which consists of two stages. The first stage is in fact \( \text{QSol} |X_\mu\rangle \) in Fig. 4, which prepares state (12). The second stage implements the multiplication of \( A \) on state (12), which is achieved by substituting \( G = \exp(-it_0\tilde{A}) \), and \( f(z) = \arccos(z/\sigma_{\text{max}}) \) in Fig. 4.

To estimate \( \|Ax_\mu - b\| \) by amplitude estimation, we need to prepare a quantum state proportional to \( \|x_\mu\| A|x_\mu\rangle - |b\rangle \). By definition \( \|Ax_\mu - b\| = \|\|x_\mu\| A|x_\mu\rangle - |b\rangle\| \).

Here we assume that \( b \) has unit norm, which is a reasonable assumption when solving linear systems on a quantum computer. The required quantum state can be obtained by the following steps.

**Step 1:** Assume that \(|b\rangle\) is efficiently prepared, then we can prepare the following initial state efficiently

\[
\frac{1}{\sqrt{2}} (|\psi\rangle |0\rangle - |b, 0\rangle |1\rangle) |0\rangle.
\]

**Step 2:** Set \( \tau = \min\{1, C\} \). Here we do not need \( \tau \) equals \( \min\{1, C\} \) exactly. A low bound of \( \min\{1, C\} \) still works. Apply control rotations to (15) as follows. (i) \( R_0 \): If the second register is \(|0\rangle\), then change the last qubit \(|0\rangle\) into \( \tau C^{-1}|0\rangle + \sqrt{1 - \tau^2 C^{-1}|1\rangle} \); (ii) \( R_1 \): If the second register is \(|1\rangle\), then transform the last qubit \(|0\rangle\) into \( \tau |0\rangle + \sqrt{1 - \tau^2 |1\rangle} \). So we obtain

\[
\frac{1}{\sqrt{2}} |\psi\rangle |0\rangle \left[ \tau C^{-1}|0\rangle + \sqrt{1 - \tau^2 C^{-1}|1\rangle} \right] \\
- \frac{1}{\sqrt{2}} |b, 0\rangle |1\rangle \left[ \tau |0\rangle + \sqrt{1 - \tau^2 |1\rangle} \right].
\]

**Step 3:** Apply the Hadamard gate to the second register of (16) to generate

\[
|R_\mu\rangle = \frac{1}{\sqrt{2}} |\psi\rangle |+\rangle \left[ \tau C^{-1}|0\rangle + \sqrt{1 - \tau^2 C^{-1}|1\rangle} \right] \\
- \frac{1}{\sqrt{2}} |b, 0\rangle |-\rangle \left[ \tau |0\rangle + \sqrt{1 - \tau^2 |1\rangle} \right] \\
= \frac{\tau}{2} (\|x_\mu\| A|x_\mu\rangle - |b\rangle) |0, 0, 0\rangle + |0, 0, 0\rangle^\perp.
\]

It costs \( O(\kappa_\mu (\log n)/\epsilon) \) to obtain the above quantum state. The corresponding query complexity is \( O(\kappa_\mu /\epsilon) \). The quantum circuit of the above procedure is depicted in Fig. 5. We call it \( \text{QRes}_{|R_\mu\rangle} \), a quantum circuit to generate the quantum state (17) containing the residual.
When applying the amplitude estimation, the unitary operator $U$ used in Eq. (3) now equals the unitary drawn in Fig. 5, and $\cos \theta = \frac{\tau}{2} \| |x_\mu\| A|x_\mu\rangle - |b\rangle \|. Therefore, by amplitude estimation, we get a value $\beta$ in time $O(\kappa_\mu (\log n)/\epsilon \epsilon_1)$, such that

$$\left| \frac{\tau}{2} \| |x_\mu\| A|x_\mu\rangle - |b\rangle \| - \beta \right| \leq \epsilon_1.$$ 

To get an $\epsilon$-approximate of $\| |x_\mu\| A|x_\mu\rangle - |b\rangle \|$, we set $\epsilon_1 = \epsilon \tau / 2$. Generally $\tau = C$ by definition, then we have $\epsilon_1 = \epsilon C/2 \leq \epsilon \tilde{\sigma}_{\min}/2\sigma_{\max}$. Hence, the gate complexity to get an $\epsilon$-approximation of $\| |x_\mu\| A|x_\mu\rangle - |b\rangle \|$ reads

$$O \left( \kappa_\mu (\log n)\sigma_{\max}/\epsilon^2 \tilde{\sigma}_{\min} \right),$$

and the query complexity is $O(\kappa_\mu \sigma_{\max}/\epsilon^2 \tilde{\sigma}_{\min})$.

As shown in Sect. 3, $\hat{\sigma}_j = \sqrt{\sigma_j^2 + \mu^2}$ and $\mu \ll 1$ generally. The singular values of $A$ usually contain small magnitudes, so we just assume that $1/\kappa \leq \sigma_j < 1$ for all $j$. Thus, $\max \hat{\sigma}_j = O(1)$, which implies that $1/\tilde{\sigma}_{\min} \approx \kappa_\mu$. Concluding the above analysis, we have

**Theorem 1** Suppose the Hamiltonian simulation of $A$ and the preparation of the state $|b\rangle$ are efficient. Let $x_\mu$ be the solution of the regularized least squares problem (1). Then we can compute the $\epsilon$-approximations of $\| x_\mu \|$ and $\| Ax_\mu - b \|$ by using $O(\kappa_\mu^2/\epsilon^2)$ queries of $O_A$ and $O_b$, where $\kappa_\mu$ is the condition number of $A_\mu$. The gate complexity is $O(\kappa_\mu^2 (\log n)/\epsilon^2)$.

Note that the assumptions of the above theorem are the same as those of HHL algorithm. If we apply other quantum linear solvers, then the assumptions should be adjusted accordingly.

### 4.1 The L-curve

The so-called L-curve method uses a plot of the norms of the regularized solution versus the corresponding residual norms, i.e., the plot of $(\|Ax_\mu - b\|, \|x_\mu\|)$ over

---

1 Actually $\tau = C$, since if $\mu$ is small, then $C = \tilde{\sigma}_{\min}/\sigma_{\max} = \sqrt{\sigma_{\min}^2 + \mu^2}/\sigma_{\max} \leq 1$ generally.
Fig. 6 The L-shaped curve, where $\|Ax_\mu - b\|$ versus $\|x_\mu\|$ are in log–log scale

Table 1 The cost of each step of Algorithm 2

| #Step | Costs | Comments |
|-------|-------|----------|
| 1     | $O(\log p)$ | The application of Hadamard operator |
| 2     | $O \left( \left( \max_j \kappa_{\mu_j} \right) (\log n)/\epsilon \right)$ | The construction of (12) and (17) |
| 3     | $O \left( \left( \max_j \kappa_{\mu_j} \right)^2 (\log n)/\epsilon^2 \right)$ | The amplitude estimation is accomplished in parallel, by Corollary 1 and Theorem 1 |
| 5     | $O \left( \sqrt{p} \left( \max_j \kappa_{\mu_j} \right)^2 (\log np)/\epsilon^2 \right)$ | The QMF algorithm to find the best $\mu_j$ can achieve a quadratic speedup in $p$ |

A range of $\mu$. It gives an insight into the regularizing properties of the underlying regularization method and helps to choose an appropriate regularization parameter. To be precisely, we set a series of parameters, for example, $\mu_j = \rho^j$ ($j = 1, \ldots, p$) with $\rho < 1$, and plot $\|Ax_\mu - b\|$ versus $\|x_\mu\|$. If there is a corner on the L-curve, then we can take the corresponding parameter $\mu$ as the desired regularization parameter. An illustrative example\(^2\) for L-curve is given in Fig. 6.

A naive strategy suggests us to calculate all the values of ($\|Ax_{\mu_j} - b\|$, $\|x_{\mu_j}\|$) for $j = 1, \ldots, p$, at the cost $O(p(\max_j \kappa_{\mu_j})^2(\log n)/\epsilon^2)$ by Theorem 1. We then use these $p$ pairs of data to plot the L-curve and locate its corner (see Fig. 6). Classically, if we use the conjugate gradient method to solve the linear system, then the complexity is $O(psn(\max_j \sqrt{\kappa_{\mu_j}}) \log(1/\epsilon))$, where $s$ is the sparsity of $A$. So this naive quantum

\(^2\) The linear system $Ax = b$ arises from the example SHAW in the regularization tools [31], where the matrix $A$ is of order 1000 and right-hand size $b$ has a noise level $10^{-2}$. Each cross-marker corresponds to a certain $\mu$. 

algorithm achieves exponential speedup in $n$ due to the HHL algorithm, but no speedup at $p$.

Based on the QMF (Algorithm 1), we can improve the naïve quantum algorithm further to achieve a quadratic speedup in $p$. The appropriate regularization parameter is one of $\mu_j$ that corresponds to the corner of L-curve. For most cases, the point $(\|Ax_{\mu_j} - b\|, \|x_{\mu_j}\|)$ with minimal $f(\mu_j)$ is the corner, where $f(\mu_j) = (\log \|Ax_{\mu_j} - b\|)^2 + (\log \|x_{\mu_j}\|)^2$. Otherwise, a suitable translation is applied. Here we use this simplified version of L-curve method, that is, the best regularization parameter satisfies the condition that it minimizes $(\log \|Ax_{\mu_j} - b\|)^2 + (\log \|x_{\mu_j}\|)^2$. We can find a proper regularization parameter by computing $(\|Ax_{\mu_j} - b\|, \|x_{\mu_j}\|)$ in parallel and utilizing the QMF algorithm. The whole procedure goes as follows.

**Algorithm 2 Quantum regularization parameter estimate based on the L-curve**

1. Prepare the state

$$\frac{1}{\sqrt{p}} \sum_{j=1}^{p} |j\rangle|0\rangle|0\rangle|0\rangle|0\rangle.$$

2. Denote the quantum states (12) and (17) for $\mu_j$ as $|X_j\rangle$ and $|R_j\rangle$ respectively. Then prepare them in parallel by the control operation, so we have

$$\frac{1}{\sqrt{p}} \sum_{j=1}^{p} |j\rangle|X_j\rangle|0\rangle|0\rangle|R_j\rangle.$$

3. Apply (7) to estimate $\|x_{\mu_j}\|$ and $\|Ax_{\mu_j} - b\|$ in parallel, which yields

$$\frac{1}{\sqrt{p}} \sum_{j=1}^{p} |j\rangle|X_j\rangle|\|x_{\mu_j}\||0\rangle|\|Ax_{\mu_j} - b\||R_j\rangle. \tag{19}$$

4. Apply the oracle $O : |a, 0, b\rangle \mapsto |a, \log^2 a + \log^2 b, b\rangle$ to the above state to get

$$\frac{1}{\sqrt{p}} \sum_{j=1}^{p} |j\rangle|X_j\rangle|\|x_{\mu_j}\||f(\mu_j)|\|Ax_{\mu_j} - b\||R_j\rangle.$$

5. Apply the QMF algorithm to seek the minimum of $\{f(\mu_j) : j = 1, \ldots, p\}$ and then find the best $\mu_j$.

Regarding the complexity, we list the cost of each step in Table 1. Note that in step 4, the oracle is generated by a simple function, which has an efficient quantum circuit. So we will not count it into the complexity analysis. The final result shows that the total cost (gate complexity) is $O(\sqrt{p}(\max_j \kappa_{\mu_j})^2(\log np)/\epsilon^2)$. Algorithm 1 follows
Fig. 7 Quantum circuit of L-curve: $\text{QSol}|x_j\rangle$ and $\text{QRes}|R_j\rangle$, respectively, refer to the quantum circuit shown in Figs. 4 and 5 to generate $|x_j\rangle$ and $|R_j\rangle$ with regularization parameter $\mu_j$. $\text{QEval}|x_j\rangle,f_0$ and $\text{QEval}|R_j\rangle,f_1$ are the quantum circuits shown in Fig. 2 with $f_0(z) = z/\widetilde{C}$ and $f_1(z) = 2z/\min\{1, C\}$. The oracle $O : |a, 0, b\rangle \mapsto |a, \log^2 a + \log^2 b, b\rangle$ is the oracle to implement the function $f(a, b) = \log^2 a + \log^2 b$. QMF refers to the quantum minimum finding algorithm.

Fig. 8 Quantum circuit of Hanke–Raus method, where $O_\mu : |j, 0\rangle \mapsto |j, \mu_j\rangle$ is the oracle to query the testing regularization parameters and $O : |a, 0, b\rangle \mapsto |a, b/\sqrt{a}, b\rangle$ is the oracle to implement the function $f(a, b) = b/\sqrt{a}$ when $a \neq 0$. $\text{QRes}|R_j\rangle$ is the quantum circuit shown in Fig. 5 to generate $|R_j\rangle$ with regularization parameter $\mu_j$, and $\text{QEval}|R_j\rangle,f_1$ is the quantum circuit shown in Fig. 2 with $f_1(z) = 2z/\min\{1, C\}$. QMF is the quantum minimum finding algorithm.

the idea of Grover’s algorithm, whose query complexity is $O(\sqrt{p})$. Together with the query complexity of solving linear systems, the query complexity of Algorithm 2 equals $O(\sqrt{p}(\max_j \kappa_{\mu_j})^2/\epsilon^2)$. The quantum circuit to implement the Algorithm 2 is given in Fig. 7, where we assume that $p = 2^q$ for convenience.

4.2 The Hanke–Raus rule

The Hanke–Raus rule [9] aims to find the best regularization parameter by minimizing

$$\frac{\|Ax_\mu - b\|}{\sqrt{\mu}}. \quad (20)$$
Similar to the L-curve method, we set a series of testing regularization parameters \( \mu_1, \ldots, \mu_p \) and then find the best one such that it minimizes (20). The complexity of the classical algorithm is still \( O(psn(\max_j \sqrt{\kappa_{\mu_j}}) \log(1/e)) \) if we use the conjugate gradient method to solve the linear systems. Similar to the quantum algorithm based on L-curve, quantum Hanke–Raus method also achieves quadratic speedup at \( p \) and exponential speedup at \( n \). The algorithm reads as follows.

**Algorithm 3 Quantum regularization parameter estimate based on the Hanke-Raus rule**

1: Prepare the state

\[
\frac{1}{\sqrt{p}} \sum_{j=1}^{p} |j\rangle |\mu_j\rangle |0\rangle |0\rangle.
\]

2: Denote the quantum state (17) for \( \mu_j \) as \( |R_j\rangle \), then prepare

\[
\frac{1}{\sqrt{p}} \sum_{j=1}^{p} |j\rangle |\mu_j\rangle |0\rangle |R_j\rangle.
\]

3: Apply (7) to estimate \( \|Ax_{\mu_j} - b\| \) in parallel, which yields

\[
\frac{1}{\sqrt{p}} \sum_{j=1}^{p} |j\rangle |\mu_j\rangle |0\rangle \|Ax_{\mu_j} - b\| |R_j\rangle.
\]

4: Apply an oracle, which is defined as \( |a, 0, b\rangle \mapsto |a, b/\sqrt{a}, b\rangle \), to prepare

\[
\frac{1}{\sqrt{p}} \sum_{j=1}^{p} |j\rangle |\mu_j\rangle \left( \frac{\|Ax_{\mu_j} - b\|}{\sqrt{\mu_j}} \right) \|Ax_{\mu_j} - b\| |R_j\rangle.
\]

5: Apply the QMF algorithm to find \( \mu_j \) such that it gives the minimal \( \|Ax_{\mu_j} - b\|/\sqrt{\mu_j} \).

The complexity analysis is the same as that of L-curve method. Figure 8 shows the quantum circuit of the above procedures in Algorithm 3.

5 Discussion

The discussion till now only focuses on the determination of Tikhonov regularization parameter, but it is also applicable to the truncated SVD method (TSVD), where just the largest \( r \) singular values are kept while the other small ones are neglected. Using
the resulting best rank-\( r \) approximation of \( A \), the TSVD regularized solution \( x_r \) is given by

\[
x_r = \sum_{i=1}^{r} \frac{u_i^\dagger b}{\sigma_i} v_i,
\]

(21)

where \( r \) acts as the truncation parameter and is chosen to discard the noise-dominated small singular values. From another viewpoint, (2) can be reduced to the TSVD solution (21) by replacing the filter factors \( f_i \) in (2) with 0’s and 1’s appropriately.

The complexity to find the best regularization parameter by L-curve or Hanke–Raus rule depends on the condition number \( \kappa_{\mu} \) of \( A_{\mu} \). For an ill-posed problem, the condition number of \( A \) is large. For a properly chosen parameter \( \mu \), the condition number \( \kappa_{\mu} \) can be much smaller. However, \( \kappa_{\mu} \) can be still large if \( \mu \) is chosen improperly; as a result, the HHL solver runs very slowly. For the practical implementation, it is reasonable to set a threshold \( \tau = O(\text{poly log } n) \) for the runtime of HHL. If the runtime is larger than \( \tau \), then we conclude that the parameter is not proper and terminate the algorithm. In L-curve or Hanke–Raus rule, the runtime changes gradually according to the regularization parameters \( \mu_1, \ldots, \mu_p \). When the regularization method works, then solving LSP based on the best regularization parameter, say \( \mu_{\text{opt}} \), runs in a reasonable time. The runtime for other regularization parameters close to \( \mu_{\text{opt}} \) is also acceptable. As for the bad regularization parameters, perhaps \( \mu_1 \) or \( \mu_p \), the runtime is much longer than \( \mu_{\text{opt}} \). Therefore, setting a threshold on the runtime is reasonable for practical implementation.

After finding the best regularization parameter by our algorithms, we then obtain a regularized least squares solution \( |x\rangle \) in the quantum state. To read out the classical information of \( x \) from its quantum state is not easy. We can use statistical sampling and quantum state tomography to extract a concise representation for the quantum state \( |x\rangle \) by \( M \) parameters [15], where \( M = O(\text{poly log } n) \). Compressed sensing [32–34] can be used to reconstruct the state within error \( O(\epsilon) \) after \( O(M^2 \log^2 M / \epsilon^2) \) measurements [15]. Furthermore, for many problems in machine learning, such as big data classification, the quantum state of \( x \) is already enough.

Our quantum algorithms are based on the HHL algorithm and hence have the same limitations as the HHL, for example, requiring the sparsity of coefficient matrix to guarantee an efficient simulation of Hamiltonian, together with an efficient preparation of quantum states such as \( |b\rangle \). We can apply other efficient quantum linear solvers [17,25] to overcome the restriction on Hamiltonian simulation and to improve the dependence of the complexity of our quantum algorithms on condition number and precision.

6 Conclusions

The LSP solver is a basic engine in big data and machine learning. To obtain a meaningful solution for an ill-posed problem, a regularization technique is necessary. The determination of regularization parameter is the most important, but also the most
time-consuming problem. In this work, based on L-curve and Hanke–Raus rule, we proposed two quantum algorithms to solve the regularization parameter estimate problem. The result shows that quantum computer can achieve quadratic speedup in the number of given regularization parameters and exponential speedup in the dimension of problem size. The former results from the QMF algorithm, and the latter is due to the HHL algorithm.
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**Appendix A: The procedure of HHL algorithm to generate state (12)**

Suppose the SVD of \( \widetilde{A}_\mu = \sum_j \tilde{\sigma}_j \tilde{u}_j \langle \tilde{u}_j | \) and the smallest nonzero singular value is represented by \( \tilde{\sigma}_{\text{min}} \). We formally decompose \( | \tilde{b} \rangle = \sum_j \tilde{\beta}_j | \tilde{u}_j \rangle \). Then by QPE, we obtain

\[
\sum_j \tilde{\beta}_j | \tilde{u}_j \rangle | \tilde{\sigma}_j \rangle.
\]

Denote \( \tilde{C} \) as a lower bound of \( \sigma_{\text{min}} \), and define \( f(z) = \arccos(\tilde{C}/z) \), then apply \( U_f \) to the above state to get

\[
\sum_j \tilde{\beta}_j | \tilde{u}_j \rangle | \tilde{\sigma}_j \rangle | \arccos \left( \frac{\tilde{C}}{\tilde{\sigma}_j} \right) \rangle.
\]

Now use control rotation to generate

\[
\sum_j \tilde{\beta}_j | \tilde{u}_j \rangle | \tilde{\sigma}_j \rangle \left[ \frac{\tilde{C}}{\tilde{\sigma}_j} | 0 \rangle + \sqrt{1 - \left( \frac{\tilde{C}}{\tilde{\sigma}_j} \right)^2} | 1 \rangle \right].
\]

At last, undo \( U_f \) and QPE, then we have

\[
\sum_j \tilde{\beta}_j | \tilde{u}_j \rangle \left[ \tilde{C} \tilde{\sigma}_j^{-1} | 0 \rangle + \sqrt{1 - \tilde{C}^2 \tilde{\sigma}_j^{-2}} | 1 \rangle \right] = \tilde{C} \| x_\mu \| | x_\mu \rangle | 0 \rangle + P_1 | \phi_1 \rangle | 1 \rangle.
\]

**Appendix B: Multiply A on state (12)**

Denote the SVD of \( A = \sum_j \sigma_j | u_j \rangle \langle v_j | \), then the eigenvalue decomposition of \( \widetilde{A} = \begin{pmatrix} 0 & A \\ A^\dagger & 0 \end{pmatrix} \) is \( \sum_j \pm \sigma_j | w_j^\pm \rangle \langle w_j^\pm | \), where \( | w_j^\pm \rangle = \frac{1}{\sqrt{2}} (| 0 \rangle | u_j \rangle \pm | 1 \rangle | v_j \rangle) \).
Formally, we can rewrite $|1, x_\mu\rangle = \sum_j x_{\mu,j} |1, v_j\rangle = \sum_j x_{\mu,j} \sqrt{2} (|w_j^+\rangle - |w_j^-\rangle)$.

Then

$$|1, X_\mu\rangle = \tilde{C} \|x_\mu\| \sum_j \frac{x_{\mu,j}}{\sqrt{2}} (|w_j^+\rangle - |w_j^-\rangle) |0\rangle + P_1 |0, \phi_1\rangle |1\rangle.$$ 

By viewing $|0\rangle$ in the third register as control qubit, we perform QPE to $e^{i0\tilde{A}}$ with initial state $|1, X_\mu\rangle$, then we obtain

$$\tilde{C} \|x_\mu\| \sum_j \frac{x_{\mu,j}}{\sqrt{2}} (|w_j^+\rangle |\sigma_j\rangle - |w_j^-\rangle - \sigma_j) |0\rangle + P_1 |0, \phi_1\rangle |1\rangle.$$ 

Denote $f(z) = \arccos(z/\tilde{C})$, where $\tilde{C}$ is a upper bound of $\sigma_{\max}$. Apply $U_f$ to the above state to prepare

$$\tilde{C} \|x_\mu\| \sum_j \frac{x_{\mu,j}}{\sqrt{2}} (|w_j^+\rangle |\sigma_j\rangle - |w_j^-\rangle - \sigma_j) \arccos \left( -\frac{\sigma_j}{\tilde{C}} \right) |0\rangle + P_1 |0, \phi_1\rangle |1\rangle.$$ 

Now apply control rotation to generate

$$\tilde{C} \|x_\mu\| \sum_j \frac{x_{\mu,j}}{\sqrt{2}} \left( |w_j^+\rangle |\sigma_j\rangle \arccos \left( \frac{\sigma_j}{\tilde{C}} \right) \right) \otimes \left[ \frac{\sigma_j}{\tilde{C}} |0\rangle + \sqrt{1 - \frac{\sigma_j^2}{\tilde{C}^2}} |1\rangle \right]$$

$$- |w_j^-\rangle |\sigma_j\rangle \arccos \left( -\frac{\sigma_j}{\tilde{C}} \right) \otimes \left[ -\frac{\sigma_j}{\tilde{C}} |0\rangle + \sqrt{1 - \frac{\sigma_j^2}{\tilde{C}^2}} |1\rangle \right] |0\rangle + P_1 |0, \phi_1\rangle |1\rangle.$$ 

Finally, undo $U_f$ and QPE we obtain

$$\frac{\tilde{C}}{\tilde{C}^\prime} \|x_\mu\| \sum_j \frac{x_{\mu,j}}{\sqrt{2}} \sigma_j (|w_j^+\rangle + |w_j^-\rangle) |0, 0\rangle + \text{orthogonal terms}$$

$$= \frac{\tilde{C}}{\tilde{C}^\prime} \|x_\mu\| \sum_j x_{\mu,j} \sigma_j |0, u_j\rangle |0, 0\rangle + \text{orthogonal terms}$$

$$= \frac{\tilde{C}}{\tilde{C}^\prime} \|x_\mu\| |0\rangle A |x_\mu\rangle |0, 0\rangle + \text{orthogonal terms}.$$ 

Therefore, there is a unitary that maps $|1, X_\mu\rangle$ to state (22). The first qubit $|0\rangle$ is ancillary.
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