Model independent calibrations of gamma ray bursts using machine learning
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ABSTRACT
We alleviate the circularity problem, whereby gamma-ray bursts are not perfect distance indicators, by means of a new model-independent technique based on Bézier polynomials. To do so, we use the well consolidate Amati and Combo correlations. We consider improved calibrated catalogs of mock data from differential Hubble rate points. To get our mock data, we use those machine learning scenarios that well adapt to gamma ray bursts, discussing in detail how we handle small amounts of data from our machine learning techniques. In particular, we explore only three machine learning treatments, i.e., linear regression, neural network and random forest, emphasizing quantitative statistical motivations behind these choices. Our calibration strategy consists in taking Hubble’s data, creating the mock compilation using machine learning and calibrating the aforementioned correlations through Bézier polynomials with a standard chi-square analysis first and then by means of a hierarchical Bayesian regression procedure. The corresponding catalogs, built up from the two correlations, have been used to constrain dark energy scenarios. We thus employ Markov Chain Monte Carlo numerical analyses based on the most recent Pantheon supernova data, baryonic acoustic oscillations and our gamma ray burst data. We test the standard ΛCDM model and the Chevallier-Polarski-Linder parametrization. We discuss the recent H₀ tension in view of our results. Moreover, we highlight a further severe tension over Ωₘ and we conclude that a slight evolving dark energy model is possible.
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1 INTRODUCTION

Several cosmological probes unequivocally posit the existence of a new exotic fluid, commonly named dark energy (DE), responsible for the observed cosmic speed up. Unlike for other cosmic constituents, DE has no precise explanation in terms of particle constituents and its pressure turns out to be negative to counterbalance gravity (Copeland, Sami & Tsujikawa 2006; Luongo & Muccino 2018). In particular, according to the standard cosmological scenario, DE outweighs dark matter and baryons today, with the peculiar property of pushing outwards the universe, unlike gravity. The path to understanding the nature of DE begins with one fundamental request: is DE under the form of a cosmological constant, Λ, or it changes across time, i.e. throughout the universe expansion history? To get answers about this question, standard candles turn out to be essential in observational cosmology. They are extensively used to acquire information on the onset of cosmic acceleration and on possible reconstructions of DE equation of state. Among all plausible standard candles, type Ia supernovae (SNe Ia) are considered as principal indicators (Phillips 1993). Their use becomes triumphant to trace the accelerated expansion (Perlmutter et al., 1998, 1999; Riess et al., 1998; Schmidt et al., 1998), but it sheds light over universe’s expansion history up to small redshifts, i.e. z_{SN} ≳ 2 (Rodney et al., 2015). Consequently, the need of further catalogs leads to use data up to last scattering surface redshift z_{LSS} ≃ 1089. Again, the window between z_{SN} and z_{LSS} is shrouded in mystery being severely lacking of experimental points, leaving open the question: how to constrain the universe expansion history at intermediate redshifts? In this regime, in fact, we cannot constrain with high accuracy any cosmological model due to large variance. Thus we can only extrapolate Hubble’s behavior, with the evident need of devising new cosmological probes. In this respect, it is possible to take as relevant indicators gamma-ray bursts (GRBs), that look even more closely at how the Universe has expanded at intermediate z, being detectable
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up to 8.2 (Salvaterra et al., 2009; Tanvir et al., 2009), or z = 9.4 (Cucchiara et al., 2011).

GRBs would act as perfect standard rulers if correlations between GRB photometric and spectroscopic properties (Amati et al., 2002; Ghirlanda, Ghisellini, Lazzati & Frontera 2004a; Yonetoku, Murakami, Nakamura, Yamazaki, Inoue & Ioka 2004; Schaefer 2007; Amati, Guidorzi, Frontera, Della Valle, Finelli, Landi & Montanari 2008; Capozziello & Izzo 2008) were not jeopardized by the circularity problem (see, e.g., Kodama, Yonetoku, Murakami, Tanabe, Tsutsui & Nakamura 2008). The problem lies on the fact that such correlations are usually computed by postulating background cosmology. This procedure might be modified to solve the circularity problem.

The lack of low-z GRBs prevents anchor GRBs with primary distance indicators like Cepheids, supernovae, tip of the red-giant branch, and so forth. This represents a problem for the use of GRBs as distance indicators. Thus, without further GRB low-redshift catalogs, every estimates of cosmological parameters would return overall agreement with the analyzing cosmological model (Dainotti, Cardone & Capozziello 2008; Bernardini, Margutti, Zaninoni & Chincarini 2012; Amati & Della Valle 2013; Wei, Wu, Melia, Wei & Feng 2014; Izzo, Muccino, Zaninoni, Amati & Della Valle 2015; Demianski, Piedipalumbo, Sawant & Amati 2017a,b). Moreover, all GRB correlations are characterized by large dispersions, when compared with other distance indicators such as SNe Ia. These dispersions are mainly caused by systematic error, while the influence of possible selection bias and evolution effects are still under debate (Butler, Kocevski, Bloom & Curtis 2007; Ghirlanda, Nava, Ghisellini, Finardi & Cabrera 2008; Nava, Ghirlanda, Ghisellini & Finardi 2008; Amati, Frontera & Guidorzi 2009; Yonetoku, Murakami, Tsutsui, Nakamura, Morihara & Takahashi 2010). From a physical point of view, the scatter of GRB correlations may be also determined by not yet discovered GRB intrinsic properties and/or a not yet identified sub-class within the entire population of GRBs, such as in the case of SN Ia within SN population. Consequently, GRBs would act as perfect standard candles if correlations between GRB photometric and spectroscopic properties would somehow be related to GRB intrinsic properties.

In this paper, we propose a possible workaround to alleviate the aforementioned issues. Summarizing we demonstrate how to 1) alleviate circularity in a model-independent way, 2) heal the issue of low redshift lack of GRB data, 3) pursue cosmological constraints using highly calibrated GRBs as indicators. In particular, concerning points 1 and 2 we propose a calibration procedure that turns out to be model-independent from background cosmology. First, we employ the E²-E₂ correlation (Amati et al. 2002, 2008; Amati & Della Valle 2013; Demianski et al. 2017a,b), hereafter dubbed Amati correlation. Second, we adopt a hybrid technique, relating prompt emission and X-ray afterglow observables, hereafter named Combo correlation (Izzo et al. 2015). Afterwards we propose to employ Bézier polynomials in order to interpolate low redshift data, such as the Hubble rate measurements from the differential age catalog, i.e., the Observational Hubble Dataset (OHD). At this stage, we decide to enlarge the catalog by increasing small redshift data points by means of machine learning techniques. Thus, we formulate learning procedures that better adapt to real data, employing Linear Regression (LR), Neural Network (NN) and Random Forest (RF) learning strategies. For each of them, we calibrate second order Bézier polynomials and we obtain the free coefficients entering the polynomials themselves. Further, we show the goodness of our learning techniques, demonstrating that lower and higher orders Bézier polynomials do not match the Hubble curve as they are extrapolated at higher redshifts. Once the procedure is worked out, we outline the calibrated coefficients to use for the Amati and Combo correlations. We thus produce sets of GRB distance moduli and use them to investigate cosmological consequences. In so doing, we test the standard ΛCDM cosmological model and its immediate generalization, the Chevallier-Polarski-Linder ( CPL) parametrization (Chevallier & Polarski 2001; Linder 2003), in which DE is thought to evolve linearly in terms of the scale factor, a(t). We focus our analyses on Markov Chain Monte Carlo (MCMC) procedures based on Metropolis-Hastings algorithm. We combine SN Ia, Baryonic Acoustic Oscillation (BAO) and GRB data, modifying the Mathematica code from Arjona, Cardona & Nesseris (2019). The fitting procedures are based on large MCMC simulated-data based on our machine learning techniques. We perform a first analysis by employing the χ² minimization method. The corresponding numerical bounds show that the ΛCDM model still remains the favorite in framing out the universe’s expansion history in the case of Amati relation. The same is not so evident using the Combo correlation. After the first analysis, we investigate if the extrapolation of the Hubble rate H(z) from OHD data at higher redshifts, employed in the calibration of GRBs, induces a possible bias in the cosmological parameters. To check this possibility, we perform MCMC analyses by using the Hierarchical Bayesian Regression (HBR) approach. Contrary to the former analysis, based on two separated steps, this method combines two sub-models involving 1) a calibrator sample composed of GRBs in the range of redshifts where OHD are observed, employed for estimating the GRB correlation parameters, and 2) a cosmological sample, i.e., the whole GRB data set, used to estimate the free model parameters. Within the HBR method, both Amati and Combo relations provide hints for extensions of the ΛCDM model toward a possible weakly evolving DE evolution.

The use of intermediate redshifts through GRBs data seems to be unable to overcome the tension over H₀, being quite in agreement with Planck Collaboration et al. (2018) expectations. Moreover, we show a reinforced tension over matter density Ω_m among different measurements. This tension agrees with previous outcomes from the use of GRBs (Amati & Della Valle 2013; Izzo et al. 2015; Haridasu, Luković, D’Agostino & Vittorio 2017; Demianski et al. 2017a,b; Amati, D’Agostino, Luongo, Muccino & Tantalo 2019), but it mostly disagrees with other constraints (see, e.g., Planck Collaboration et al. 2018; Riess, Casertano, Yuan, Macri & Scolnic 2019). All these results cannot exclude that DE weakly evolves with z, suggesting likely that a specific slightly-evolving DE term could be imagined to alleviate both Ω_m and H₀ tensions.

The manuscript is outlined as follows. In Sec. 2, we introduce Bézier polynomials, their main properties, and the correct orders to use them at small redshifts to frame the cosmic shape. In Sec. 3, we introduce machine learning techniques and we highlight the three methods (LR, NN, and RF) adopted in providing new low redshift data for GRBs. In Sec. 4, we describe our MCMC analysis and show the corresponding 1– and 2–σ contours. In Sec. 5, we display our numerical results and their corresponding theoretical consequences in view of the tensions over Ω_m and H₀. Finally, in Sec. 6 we outline our conclusions and perspectives of the work.

2 MODEL-INDEPENDENT CALIBRATION OF GRBS THROUGH BÉZIER POLYNOMIALS

SNe Ia are the most powerful standard candles and span up to z ~ 2.3, i.e. approximately the same of OHD. However, if one imagines to calibrate GRB correlations by using SNe Ia, it appears evident that
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a wide number of GRB data points is lacking at low redshift, b) the determination of $H_0$ from OHD is more straightforward than other cosmological probes, since OHD tracks the Hubble rate change with $z$, and c) the extrapolated calibrations do not work fairly well at intermediate redshifts.

Our strategy is to extend the most recent OHD, consisting of 31 measurements of the Hubble rate at different redshifts (see Capozziello, D'Agostino & Luongo 2018, and references therein) to calibrate our GRB correlations. The way in which we create mock data over OHD is based on machine learning techniques. Through machine learning we will get a larger number of points and our extrapolations will be refined as $z \gg z_{SN}$. We describe this procedure in details in Sec. 3. Here, we focus on the use of Bézier parametric curves obtained through the linear combination of Bernstein basis polynomials. In such a way, we aim at reproducing Hubble's rate data and solving the circularity problem without assuming a priori the cosmological model.

Thus, to avoid the GRB circularity problem, we approximate the OHD data by employing a Bézier parametric curve of order $n$. These curves are easy in computations as $n$ is low, i.e. since they turn out to be stable when $n$ is small besides the trivial cases. Here, these curves are easy in computations as $n$ is low, since they are simple in computations as $n$ is low.

interpolating $s_{\alpha}$ is a suitable possibility to reduce such systematics.

where $s_{\alpha}$ is the extra scatter, the dependence on background cosmology persists in $\theta$, therefore calibrating the above two correlations is a challenge due to the circularity problem versus $\tau$.

In such a case, we have a more complicated correlation given by

$$\log \left( \frac{L_0}{\text{erg/s}} \right) = a_0 + a_1 \log \left( \frac{E_{\gamma}}{\text{keV}} \right) - \log \left( \frac{T}{s} \right),$$

where $\log T_1 = \log \tau - \log [1 + \alpha_i]$. Here, the constants to calibrate are $a_0$ and $a_1$.

The old strategy of calibration, is to consider SNe Ia points as indicators when $z$ is small. However, this choice subtends the idea that SNe Ia are located in the Hubble plot in analogous places of possible small-$z$ GRBs. Moreover, interpolating SNe Ia suffers from a marginalizing problem due to $H_0$ and so one is forced to constrain $H_0$ elsewhere since it could not be fixed by SNe Ia alone (see, e.g., Kodama et al. 2008; Liang, Xiao, Liu & Zhang 2008; Demianski et al. 2017a,b). Even though the approach is appealing and the aforementioned issues can be healed somehow, the use of SNe Ia biases the GRB Hubble diagram by introducing systematics of SNe Ia. Clearly a suitable possibility to reduce such systematics would be employing the Pantheon data sets, in which the systematics have been removed by considering the normalized sets of Hubble rate as got in Riess et al. (2018), but leaving open the issues above reported. In such a way, the circularity problem is still marginally alleviated and requires a few additional assumptions. In what follows, we show a new treatment that aims at overcoming the above issues, hereafter baptized new strategy of calibration.

2.2 Old strategies of calibration versus circularity problem

Calibrating the above two correlations is a challenge due to the circularity problem. In fact, since in both the relations enters the Hubble parameter, it is straightforward to imagine that if one postulates $H(z)$, then all corresponding data points will be affected by this bias. In other words, calibrating with fixed $H(z)$ leads to a severe model dependence in subsequent GRB data produced by the relations. The most adopted approach for calibrating GRB correlations, hereafter the old strategy of calibration, is to consider SNe Ia points as indicators when $z$ is small. However, this choice subtends the idea that SNe Ia are located in the Hubble plot in analogous places of possible small-$z$ GRBs. Moreover, interpolating SNe Ia suffers from a marginalizing problem due to $H_0$ and so one is forced to constrain $H_0$ elsewhere since it could not be fixed by SNe Ia alone (see, e.g., Kodama et al. 2008; Liang, Xiao, Liu & Zhang 2008; Demianski et al. 2017a,b). Even though the approach is appealing and the aforementioned issues can be healed somehow, the use of SNe Ia biases the GRB Hubble diagram by introducing systematics of SNe Ia. Clearly a suitable possibility to reduce such systematics would be employing the Pantheon data sets, in which the systematics have been removed by considering the normalized sets of Hubble rate as got in Riess et al. (2018), but leaving open the issues above reported. In such a way, the circularity problem is still marginally alleviated and requires a few additional assumptions. In what follows, we show a new treatment that aims at overcoming the above issues, hereafter baptized new strategy of calibration.

2.3 Our new strategy of calibration versus circularity

Our new calibration strategy does not make use of SNe Ia at small redshifts and overcomes the caveats raised above. Alternatively, it combines Eq. (1) with the differential age method based on spectroscopic measurements of the age difference $\Delta t$ and redshift difference $\Delta z$ of couples of passively evolving galaxies that formed at the same time (Jimenez & Loeb 2002). Consequently the set of data points for the Hubble rate is inferred from the differential age by $H(z) = -\frac{1}{1+z} \frac{\Delta z/\Delta t}$, that turns out to be independent from the...
The unique limitation can be the number of OHD data points without any further assumption as shown in Fig. 1. In this picture, the following fitting procedures, we just employ the function $h\beta(z)$, however, instead of imposing it in higher orders polynomials that we employ is second order ones and can be computed in computing cosmological GRB data points it is complicated. In general, fitting data without knowing a priori the correct curve to use is the main issue behind GRB calibration and in this respect machine learning becomes essential. The overall advantage on using machine learning is discussed in detail below.

### 3 MOCK DATA WITH MACHINE LEARNING

The mock compilation can be constructed in several ways. Our main purpose is to determine a model-independent catalog of mock data based on machine learning procedures. In general, fitting data without knowing a priori the correct curve to use is the main issue behind GRB calibration and in this respect machine learning becomes essential. The overall advantage on using machine learning is discussed in detail below.

**Healing degeneracy and over-fitting issues.** As discussed above, in computing cosmological GRB data points it is complicated to remove the circularity problem without postulating and/or providing hints about the functional form of the Hubble rate. Consequently, fitting procedures are often jeopardized by the over-fitting problem, i.e. more than one model is able to fit the same data, leading to degeneracy among different cosmological approaches. Besides degeneracy, over-fitting issue limits our analysis also for another conceptual aspect. Indeed, let us assume that a given (simple) curve well fits a given sample of data. If we increase the accuracy of our fitting procedure we would find that higher orders polynomials can fit the same data, apparently better than the simplest approach. Although a better adaptability of employed curves is therefore possible, we would find that the new curves turn out to be closer and closer to each data points, but fully un-predictive in regions with missing points. In other words, the attempt to construct a more difficult curve fails to be predictive in those regions in which we do not have enough data points. In these regions, it is possible to encounter fully unpredictable results that plague the overall analysis and decrease the goodness of our models. Summing up, the over-fitting issue, in deep learning approaches, happens as the considered hypothesis fits very well.
the training sample but it cannot predict accurately new data. Typically, this is obtained, e.g. when a high-order polynomial is used to sample the training set. This is the problem of standard fitting procedures and recently the need of overcoming this issue has gained great importance in statistics, providing new statistical and machine learning techniques, able to learn directly from data the correct curves/shapes to use for fitting. The overall approach of learning overcomes those issues due to interpolating with generic orders of splines and/or polynomials, etc. or to binning phase-space regions with generic over-fitting treatments.

**Speeding up the process of data adaption.** Machine learning automatically encapsulates data with curves decided by artificial intelligence, i.e. without human postulation over their shapes and orders. There are two main typologies of learning, supervised and unsupervised. In the first case we guide the elaboration suggesting how the output might behave. Thus, possible classification, prediction and sequence prediction are possible, depending on the problem to analyze. Concerning classification, the learning process decides what a figure is or if it is something else. In prediction and sequence prediction, one is interested in learning, what happens next given a sample of numbers. In all cases, the learning procedure is not exactly a consistency of reality, but rather a consistency of the data.

Our procedure is straightforward, we first select the supervised learning approach and we work out the strategy of predicting sequences of data. Then, we focus on particular methods to generate additional OHD data. Afterwards, we use them to calibrate our relations and we fix constraints over the free coefficients. Finally, we consider MCMC analyses that make use of combined data sets coming from low data and intermediate points provided by GRBs. Finally we interpret our results in view of theoretical DE models.

It is remarkable to notice that learning from data leads to find patterns using given algorithms. However, the principal role is not played by algorithm but rather directly by data points. Thus, data are more important than the procedures to get features from them. Consequently one can wonder how many mock data sets are needful to significantly improve the quality of calibration. In our case, we have a small amount of points, so that it could be useful to distinguish two cases: if one has small amounts of points then it is better off using simplified models of deep learning, as we perform through our analyses. The opposite case, i.e. a large amount of data, enables one to employ more complex models of deep learning. In other words, the complexity of any ML models turns out to intimately related to the number of data points. In such a way, the overall process of calibration can be highly improved. In this respect, our analyses could be confronted with future calibrations making use of incoming Hubble’s rate compilations.

So, the first step is to produce data and assume the calibration function. As above stated, once the Hubble rate reconstructed by second order Bézier polynomials $H(z)$, it is extrapolated to redshift $z > z_m$ up to the maximum redshift for both GRB data sets, i.e., $z = 8.2$. Assuming a flat Universe with curvature parameter $\Omega_k = 0$, the luminosity distance can be rewritten by means of $3$

$$d_{\text{cal}}(z) = \frac{1}{2} \int_0^z \frac{dz'}{H(z')},$$

and used to calibrate Amati and Combo correlations, respectively,

$$E_{\text{iso}}^\text{cal}(z) = 4\pi d_{\text{cal}}^2(z) S_h(1 + z)^{-1},$$

$$L_{\text{d}}(z) = 4\pi d_{\text{cal}}^2(z) F_0.$$  

The errors $\sigma_{E_{\text{iso}}^\text{cal}}$ and $\sigma_{L_{\text{d}}^\text{cal}}$ depend upon the GRB observables and the OHD calibration procedure. In particular, OHD uncertainties are taken into account in the fitting of the OHD data leading to the definition of the function $H(z)$ and its confidence regions displayed in Fig. 2. This function and its coefficients $\beta_i$ are at the core of the definition of the calibrated luminosity distance $d_{\text{cal}}$ and its associated error $\sigma_{d_{\text{cal}}}$, which are defined as follows

$$\sigma_{E_{\text{iso}}^\text{cal}}(z) \equiv \frac{E_{\text{iso}}^\text{cal}(z)}{\sqrt{\left(\frac{2\sigma_{d_{\text{cal}}}}{d_{\text{cal}}(z)}\right)^2 + \left(\frac{\sigma_{S_h}}{S_h}\right)^2}},$$

$$\sigma_{L_{\text{d}}^\text{cal}}(z) \equiv \frac{L_{\text{d}}(z)}{\sqrt{\left(\frac{2\sigma_{d_{\text{cal}}}}{d_{\text{cal}}(z)}\right)^2 + \left(\frac{\sigma_{F_0}}{F_0}\right)^2}}.$$  

It is worth to stress that the extrapolation of $H(z)$ at higher redshifts may add further bias in the estimate of the cosmological parameters by using GRBs. However, as explained above, to avoid this issue the error introduced by the calibration is duly taken into account in the above definitions of $\sigma_{E_{\text{iso}}^\text{cal}}$ and $\sigma_{L_{\text{d}}^\text{cal}}$. An alternative procedure, focused to show whether this bias exists or not, is detailed in Sec. 4.2.

3 In (Ooba, Ratna & Sugiyama 2018), the authors claim that $\Omega_k \neq 0$, though very small. By relaxing $\Omega_k = 0$, the circularity problem is not fully healed.
The average between the predicted upper and lower bounds of relative errors $\delta_k$, i.e., $r_k = \sqrt{\sum (\delta_k^i)^2}$ (see Table 3). Thus in each k bin the viable errors are given by $\sigma_{\text{atk}} = \sigma_k \times r_k$.

### Our learning procedure for GRBs

We are now able to apply machine learning to produce data using the above scenario. **Our strategy is to explore particular learning methods that reduce the residuals between real and mock data,** among all we recall Linear Regression (LR), Nearest Neighbors, Neural Network (NN), Random Forest (RF), Gaussian Process and so forth. In this respect, to establish the best among these approaches, we first select a sub-sample comprising the 80% of OHD data. Afterwards, we employ the above machine learning methods and other possibilities that have not been reported in the text for brevity. We use a code written in Wolfram Mathematica. We therefore find that learning methods that can then be applied to specific data. The strategy that we adopted is to write up a cycle written with the standard command Predict. To reproduce our treatment, one can take the underlying help documentation of Wolfram Mathematica. By means of this code, we thus find that the residuals of predicted data are smaller than other methods only for three learning techniques, i.e. LR, NN, and RF.

We thus handle only these three techniques for generating points. The learning process over OHD data determined by LR, NN, and RF methods is shown in Fig. 4. The residuals (and their histograms) between the actual and predicted OHD points through the above three machine learning processes are portrayed in Fig. 5. For the sake of clearness, we adopt these techniques to get central values of OHD points and, in order to produce error bars, we proceed by means of three steps.

**I.** We immediately compute upper and lower predicted values, using real errors. So, let us take $\theta_i$ and $\sigma_i$ corresponding to central OHD values and error bars, respectively. We thus infer three values for each OHD point, predicting the step beyond $\theta_i$ and the lower and upper bounds of our real measures $\theta_i - \delta \theta_i$ and $\theta_i + \delta \theta_i$. Hence, the average between the predicted upper and lower bounds predicted by each machine learning method provides attached error bars. We baptize these preliminary errors with $\delta_i$.

**II.** The errors produced by the former step do not adapt well to mock data, influencing de facto the analyses. Hence, to get optimal $\sigma_i$ for our mock data, we select k redshift bins containing each 3 (4 in the last one) OHD values. In each bin, we compute the average of relative errors $\delta_k$, i.e., $r_k = \sqrt{\sum (\delta_k^i)^2}$ (see Table 3). Thus in each k bin the viable errors are given by $\sigma_{\text{atk}} = \sigma_k \times r_k$.

### III. We propagate the intrinsic variance $\sigma_v = 11.8, 11.0,$ and 9.0 km s$^{-1}$ Mpc$^{-1}$ for LR, NN, and RF methods, respectively (see Fig. 5), in each k bin. Hence, as final product we obtain the total errors, propagating by the standard formula: $\sigma_{\text{atk}} = \sigma_k \times r_k$.

It is worth to say that the above steps I–III include not only the statistical errors from the ML techniques, but implicitly also both OHD statistical and systematic errors, since in step II the ML errors are adapted to the observed ones by multiplying for average of the relative error $r_k$ in each redshift bin.

At this stage, we use together statistically-generated (from LR, NN, and RF methods) and actual OHD data points, both spanning in the redshift range $0 \leq z \leq z_m$, to fit the Hubble rate. Though each method provides different trends (see Fig. 4), statistical and actual OHD data have been fit through second order Bézier polynomials $H(z)$, since for $n > 2$ the the behaviors are unphysical (see Sec. 2). The results are displayed in Fig. 6. The $H(z)$ best-fit coefficients obtained from fitting also OHD data generated through different statistical methods (and, hence, showing slightly different trends) are consistent within $1\sigma$–$\sigma$, as summarized in Table 4. After having determined $H(z)$ functions for LR, NN, and RF methods, we use them to calibrate again Amati and Combo relations. Their corresponding best-fit parameters are also listed in Table 4. These results turn out to be more accurate than previous efforts in calibrating GRB relations for essentially two main reasons. The first deals with the increasingly larger refinement of the points that we are using. The second consists of avoiding to consider systematics due to SNe Ia.

### Computing GRB data points from machine learning

Using the calibrated correlations, we then compute the GRB distance moduli $\mu_{\text{GRB}} = 25 + 5 \log(d_{\text{GRB}}/\text{Mpc})$ for both Amati and Combo correlations, for the above machine learning methods. From Eqs. (2)–(3), we get for Amati and Combo correlations, respectively

\[
\begin{align*}
\mu_{\text{GRB}}^A &= 32.55 + \frac{5}{2} \left[ \frac{1}{\delta_i} \log \left( \frac{E_0}{\text{keV}} \right) - \frac{a_0}{\delta_i} \right. \\
&\left. - \log \left( \frac{4\pi S_b}{\text{erg/cm}^2 \pi} \right) + \log (1 + z) \right] ,
\end{align*}
\]

\[
\begin{align*}
\mu_{\text{GRB}}^C &= -97.45 + \frac{5}{2} \left[ q_0 + q_1 \log \left( \frac{E_0}{\text{keV}} \right) - \log \left( \frac{T}{s} \right) \right. \\
&\left. - \log \left( \frac{4\pi S_0}{\text{erg/cm}^2 \pi} \right) \right].
\end{align*}
\]

where numerical constants account for normalizations and Mpc-to-cm conversions. Errors on $\mu_{\text{GRB}}^A$ and $\mu_{\text{GRB}}^C$ account for the errors on GRB observables and on calibrated best-fit correlation parameters.

### 4 MONTE CARLO DATA PROCESSING

In Sec. 3, we described how to compute the calibrations from mock data built up through machine learning techniques. Here we combine $\mu_{\text{GRB}}$ and $\mu_{\text{GRB}}^*$ constructed with the aforementioned treatments, with SN Ia and BAO data sets, and fit them all within the standard $\Lambda$CDM paradigm and one of its extensions, i.e., the CPL model, by means of MCMC analyses. To get the best set of cosmological parameters $x$ we perform two different methods: 1) the classical
Figure 4. Checking the goodness of each machine learning procedures.

Figure 5. Checking the goodness of each machine learning procedures. They are respectively: LR on the left, NN in the center and RF on the right.

| z bin     | 0.00–0.15 | 0.15–0.20 | 0.20–0.30 | 0.30–0.40 | 0.40–0.45 | 0.45–0.56 | 0.56–0.79 | 0.79–1.00 | 1.00–1.40 | 1.40–2.00 |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| $r_k$     | 0.2926    | 0.0743    | 0.3501    | 0.1702    | 0.1334    | 0.4347    | 0.1099    | 0.2914    | 0.1541    | 0.1821    |

Table 3. The list of the numerical factors $r_k$ used to adapt the errors from machine learning to real data in each selected k bins of redshifts.

Figure 6. The actual OHD (red), the predicted (black) data points, and the $H_2(z)$ function (solid thick blue) with its 1–σ (blue curves and shaded area) and 3–σ (blue dashed curves) confidence regions. Panels show, respectively: LR on the left, NN in the center and RF on the right.
search for the minimum of the total chi-square function $\chi^2_{\text{tot}}$, and 2) the search for the maximum of the total log-likelihood within the HBR approach.

### 4.1 Chi-square fitting method

In this standard approach the total $\chi^2$ function can be written down as

$$\chi^2_{\text{tot}} = \chi^2_{\text{GRB}} + \chi^2_{\text{SN}} + \chi^2_{\text{BAO}}.$$  

We assume different probes of cosmological data, based on SNe Ia, BAO and GRBs. Hence, we define the $\chi^2$ for each probe as follows.

- For Amati and Combo GRB correlations, we define

$$\chi^2_{\text{GRB}} = \sum_{i=1}^{N_{\text{GRB}}} \left( \frac{\mu_{\text{GRB}} - \mu_{\text{th}}(x, z_i)}{\sigma_{\mu_{\text{GRB}}}} \right)^2,$$

where $N_{\text{GRB}}$ is summarized in Table 2 and $\mu_{\text{th}}$ are the distance moduli for the theoretical models under investigation. In this case GRB correlation parameters have been found in a first calibration step (see Sec. 3), while cosmological parameters will be searched in a separate step from the minimization of $\chi^2_{\text{tot}}$.

- The $\chi^2_{\text{SN}}$ function from the Pantheon Sample of 1048 SNe Ia (Scolnic et al., 2018) is given by

$$\chi^2_{\text{SN}} = (\Delta \mu_{\text{SN}} - \mathbf{M})^T C^{-1}_{\text{SN}} (\Delta \mu_{\text{SN}} - \mathbf{M}),$$

where $\Delta \mu_{\text{SN}}$ is the vector of residuals between observed distance moduli $\mu_{\text{SN}}$ and theoretical ones $\mu_{\text{th}}$, and $C_{\text{SN}}$ is the covariance matrix accounting for statistical and systematic uncertainties on the SN light-curve parameters, which do not depend upon the B-band absolute magnitude $\mathbf{M}$ (Conley et al., 2011). SN Ia distance moduli are defined as

$$\mu_{\text{SN}} = m_B - (\alpha \chi_1 + \beta C - \Delta M - \Delta B),$$

where we introduced the B-band apparent magnitude $m_B$, the luminosity-stretch coefficient $\alpha$, and factor $\chi_1$, the luminosity-colour coefficient $\beta$ and factor $C$, and the distance corrections $\Delta M$ and $\Delta B$, based on SN host galaxy mass and predicted biases, respectively. An analytical marginalizing over $\mathbf{M}$, assuming a flat prior Goliath, Amanullah, Astier, Goobar & Pain (2001), leads to

$$\chi^2_{\text{SN,M}} = a + \log \frac{e}{\Sigma^2} - \frac{b^2}{e},$$

where $a \equiv \Delta \mu_{\text{SN}}^T C^{-1} \Delta \mu_{\text{SN}}$, $b \equiv \Delta \mu_{\text{SN}}^T C^{-1} \Omega^T$, and $e \equiv \Omega^T (C^{-1} \Omega)^{1/2}$, having that marginalizing over $\alpha$ and $\beta$ is not permitted since they contribute to SN uncertainties.

#### Table 4. The $H(z)$ best-fit coefficients of the linear combination of Bernstein basis polynomials $\beta_0$, $\beta_1$, and $\beta_2$.

| Method | $\beta_0$ (km s$^{-1}$ Mpc$^{-1}$) | $\beta_1$ | $\beta_2$ |
|--------|-------------------------------|--------|--------|
| LR     | 64.37 ± 1.73                  | 115.60 ± 4.43 | 202.48 ± 4.51 |
| NN     | 65.96 ± 1.84                  | 110.61 ± 4.62 | 206.40 ± 4.71 |
| RF     | 64.00 ± 2.13                  | 118.84 ± 5.31 | 197.97 ± 5.34 |

| Correlation | $a_{\nu} - q_0$ | $a_{\nu} - q_1$ | $a_{\nu} - q_2$ |
|-------------|----------------|----------------|----------------|
| Amati       | 0.497 ± 0.021  | 2.062 ± 0.027  | 0.196 ± 0.012  |
| Combo       | 0.709 ± 0.108  | 50.048 ± 0.274 | 0.349 ± 0.036  |
| Amati       | 0.497 ± 0.021  | 2.064 ± 0.027  | 0.196 ± 0.012  |
| Combo       | 0.710 ± 0.108  | 50.045 ± 0.274 | 0.349 ± 0.036  |

| Survey | $z$ | $d_z$ | $A_z$ | Reference |
|--------|-----|------|------|-----------|
| 6dFGS  | 0.106 | 0.3360 ± 0.0150 | (1) |
| SDSS-DR7 | 0.15 | 0.2239 ± 0.0084 | (2) |
| SDSS | 0.20 | 0.1905 ± 0.0061 | (3) |
| SDSS-III | 0.32 | 0.1181 ± 0.0023 | (4) |
| SDSS | 0.35 | 0.1097 ± 0.0036 | (3) |
| WiggleZ | 0.44 | 0.474 ± 0.034 | (5) |
| SDSS-III | 0.57 | 0.0726 ± 0.0007 | (4) |
| WiggleZ | 0.6 | 0.442 ± 0.020 | (5) |
| WiggleZ | 0.73 | 0.424 ± 0.021 | (5) |
| SDSS-III | 2.34 | 0.0320 ± 0.0016 | (6) |
| SDSS-III | 2.36 | 0.0329 ± 0.0012 | (7) |

### 4.2 Hierarchical Bayesian Regression

As already mentioned in Sec. 3, the extrapolation of $H(z)$ at higher redshifts may add further bias in the estimate of the cosmological...
parameters by using GRBs, although the errors from the calibration procedure are duly taken into account in the GRB observed quantities. To check this possibility, we performed MCMC analyses by using HBR. This method combines two sub-models involving 1) a calibrator sample composed of GRBs in the range \(0 \leq z \leq z_{\text{m}}\) where OHD are observed, employed for estimating the correlation parameters, and 2) a cosmological sample, i.e., the whole GRB data set, used to estimate free model parameters. Within this nested approach, proposed in e.g. Riess et al. (2016), to infer \(H_0\) from simultaneous fit to calibrate Cepheids and SNe Ia, a more accurate GRB covariance matrix can be built to obtain more reliable estimates for the final cosmological parameters. Assuming Gaussian distributed errors, the total log-likelihood function is given by

\[
\ln \mathcal{L} = \ln \mathcal{L}_{\text{GRB}} + \ln \mathcal{L}_{\text{SN}} + \ln \mathcal{L}_{\text{BAO}} .
\]

Each contribution is described in details below.

- The log-likelihood for each GRB correlation is given by

\[
\ln \mathcal{L}_{\text{GRB}} = \ln \mathcal{L}_{\text{GRB}}(y) + \ln \mathcal{L}_{\text{GRB}}(\sigma). \tag{21}
\]

For both GRB correlations these contributions read as

\[
\ln \mathcal{L}_{\text{GRB}} = -\frac{1}{2} \sum_{j=1}^{N_{\text{GRB}}} \left( \frac{Y_j - \mu_j}{\sigma_j} \right)^2 + \ln(2\pi \sigma_j^2), \tag{22}
\]

where here \(y\) labels the GRB correlation parameters.

The Amati relation \((N_{\text{GRB}}^{\text{Amati}} = 115\) and \(N_{\text{GRB}}^{\text{obs}} = 195\)) reads

\[
Y_j \equiv \log E_{\text{p,j}},
\]

\[
Y_j(y, z_i) \equiv a_0 + a_1 \left\{ \log[4\pi d_{\text{GRB}}^2(z_i)S_{\text{GRB}}(1 + z_i)^{-1}] - 52 \right\},
\]

\[
\sigma_{Y_j} = \frac{\sigma_{\log E_{\text{p,j}}}}{\sigma_{\log S_{\text{GRB}}}} + \frac{2}{2} \left( \frac{2}{2} \frac{2}{2} \right) + \frac{\sigma_{\log S_{\text{GRB}}}}{2} + \frac{\sigma_{\log d_{\text{GRB}}}}{2}, \tag{23}
\]

\[
\mu_j \equiv \mu_{\text{GRB}},
\]

\[
\sigma_{\mu_j} \equiv (5/2)^2 a_1 \frac{1}{2} \left[ \frac{\sigma_{\log E_{\text{p,j}}}}{2} + \frac{\sigma_{\log S_{\text{GRB}}}}{2} + \frac{\sigma_{\log d_{\text{GRB}}}}{2} \right]. \tag{24}
\]

The Combo relation \((N_{\text{GRB}}^{\text{Combo}} = 21\) and \(N_{\text{GRB}}^{\text{obs}} = 60\)) reads

\[
Y_j \equiv \log[4\pi d_{\text{GRB}}^2(z_i)] + \log F_0,
\]

\[
Y_j(y, z_i) \equiv q_0 + q_1 \log \left( \frac{\log (\sigma/\gamma)}{\log (\sigma/\gamma)} \right),
\]

\[
\sigma_{Y_j} = \frac{\sigma_{\log F_0}}{4} + \frac{\sigma_{\log d_{\text{GRB}}}}{4} + \frac{q_1^2}{4} \frac{\sigma_{\log \gamma}}{4} + \frac{\sigma_{\log S_{\text{GRB}}}}{4} + \frac{\sigma_{\log T_1}}{4} + \frac{\sigma_{\gamma}}{4}, \tag{26}
\]

\[
\mu_j \equiv \mu_{\text{GRB}},
\]

\[
\sigma_{\mu_j} \equiv (5/2)^2 \frac{1}{2} \frac{1}{2} \frac{1}{2} \left[ \frac{\sigma_{\log F_0}}{2} + \frac{\sigma_{\log S_{\text{GRB}}}}{2} + \frac{\sigma_{\log d_{\text{GRB}}}}{2} + \frac{\sigma_{\gamma}}{2} \right]. \tag{27}
\]

- For SNe Ia the log-likelihood function is written as

\[
\ln \mathcal{L}_{\text{BAO}} = -\frac{1}{2} \left( a + \frac{\log b^2}{2\pi} - \frac{\log b^2}{\pi} \right) + \ln(2\pi |C_{\text{BAO}}|) \tag{28}
\]

where the uncorrelated and correlated BAO log-likelihood functions are given by, respectively,

\[
\ln \mathcal{L}_{\text{BAO}}^\text{un} = -\frac{1}{2} \sum_{i=1}^{N_{\text{BAO}}} \left( \frac{d_{\text{BAO},i}^2 - d_{\text{BAO}}^2(x_i, z_i)}{\sigma_{d_{\text{BAO},i}}} \right)^2 + \ln(2\pi \sigma_{d_{\text{BAO},i}}^2), \tag{29}
\]

\[
\ln \mathcal{L}_{\text{BAO}}^\text{cor} = -\frac{1}{2} \left( (A_z - A_{\text{BAO}}^0)^T C_{\text{BAO}}^{-1}(A_z - A_{\text{BAO}}^0) + \ln (2\pi |C_{\text{BAO}}|) \right). \tag{30}
\]

### 4.3 Constraining models: constant versus evolving dark energy

We have now all the ingredients to fit our theoretical models in terms of GRBs, SN Ia, and BAO data sets. The idea is to handle the standard cosmological model as benchmark and to compare our expectations with respect to the case of slightly evolving DE. Among the plethora of cosmological models, the simplest approach is offered by the CPL parameterization. In both the cases, i.e. LCDM and CPL paradigms, we take pressureless matter, composed by baryons and cold dark matter, negligible neutrinos, radiation and spatial curvature and a generic equation of state, provided by the formal expression \(w(z) = P/\rho\). Respectively for the LCDM and CPL paradigms, we have \(w = -1\) and \(w = w_0 + w_1(1 - a)\), where \(a(t) \equiv 1/(1 + z)\). So that the Hubble rate turns out to give

\[
H(z) = H_0 \sqrt{(1 + z)^3 + (1 - \Omega_m) F(z)}, \tag{31}
\]

where

\[
F(z) = \frac{1}{(1 + z)(1 + w_0 + w_1)} e^{-\frac{w_1}{1 + w_1}}. \tag{32}
\]

In Eq. (31) \(w_0\) and \(w_1\) are DE parameters. The CPL parameterization is two parameter model in the DE term, while the \(\Lambda\)CDM paradigm is one parameter only, i.e. showing a statistical advantage in fitting cosmic data. The MCMC numerical search for the best-fit parameters of the above cosmological models is performed by means of the Metropolis-Hastings algorithm and might take into account the different statistical behaviors of the two models.

Our procedure is based on simulations of data points that proceed by using a random walk. The number of steps is very large and searches for the set of parameters minimizing the \(\chi^2\) distribution or maximizing the log-likelihood of the HBR method over the involved data, with the fixed number of parameters.

### 5 RESULTS ON DARK ENERGY EVOLUTION

Tables 6 and 7 summarize our numerical outcomes for \(\chi^2\) minimization and HBR methods, respectively. As discussed above, our statistical treatments use catalogs of data points from three different ML methods. From Tables 4 and 7, it is soon clear that the calibrated Amati and Combo correlations do not provide large discrepancies over the constrained free coefficients obtained from LR, NN, and RF methods: the calibrated curves are essentially similar among them. Thus, we did not expect significant deviations in our fitting procedures. Indeed, our numerical results seem to be stable switching the adopted ML methods and consequently the overall procedures are quite predictive with no dramatic differences in parameter estimates. However, we have noticed differences in the correlation parameters obtained from the minimization of the \(\chi^2\) (see Sec. 4.1) and the HBR (Sec. 4.2) approaches show slight deviations between the two methods (see Tables 4 and 7, respectively, and the corresponding plots displayed in Appendix A in order not to crate large gaps in the text).
We soon notice that bounds on $H_0$ are quite compatible with Planck Collaboration et al. (2018) expectation though, i.e. $H_0 = (67.4 \pm 0.5) \text{ km s}^{-1} \text{ Mpc}^{-1}$, whereas the controversy over the estimate $H_0^R = (74.03 \pm 1.42) \text{ km s}^{-1} \text{ Mpc}^{-1}$ by Riess et al. (2019) still persists. This occurs since our Hubble value got from the actual OHD-based calibration procedure, $H_0 = (67.76 \pm 3.68) \text{ km s}^{-1} \text{ Mpc}^{-1}$ (see Table 1), is comparable with Planck Collaboration et al. (2018) estimate and in agreement only at the 1.49σ level with the value measured by Riess et al. (2019).

Within the classical $\chi^2$ minimization method, slight differences occur when one passes from testing the standard cosmological model (see Fig. A1) to CPL parametrization (see Fig. A2). In both the cases, larger masses are found for the Combo correlation, while the opposite happens for Amati. The mass values, however, are larger than what expected for the ACDM paradigm and apparently these results turn out to be not exhaustive in constraining the universe matter budget\(^5\). These values, unusually high compared to previous findings which use data different from GRBs, provide a tension with Planck’s predictions at $\geq 2\sigma$, but are well consistent within $1\sigma$ with previous analyses which made use of GRBs (see, e.g., Amati & Della Valle 2013; Izzo et al. 2015; Haridasu et al. 2017; Demianski et al. 2017a,b; Amati et al. 2019). In other words, previous attempts made for testing cosmology with GRBs have provided similar values of mass density, indicating the goodness of these approaches, although without removing this apparent new tension due to larger masses. Again, for different machine learning methods, we get stable results. Besides matter bounds, we notice that the DE equation of state is mostly compatible with $\Lambda$CDM model in the case of Amati correlation. This appears to be much more significant at $2\sigma$ confidence level. The same is not so evident for the Combo relation. Here, the equation of state is not perfectly compatible with the concordance paradigm. This experimental evidences to Planck Collaboration et al. (2018) measurement. This discrepancy stays as one includes error bars, since relative errors on $\Omega_m$ is at most $\sim 11\%$, i.e. not enough to guarantee the Planck value $\Omega_m \sim 0.315 \pm 0.015$.

\(^5\) From ACDM fits, however, the mass density has larger values with respect to previous $\chi^2$ test results.
dence turns out to be much more evident as one analyzes the values of $w_1$, i.e. the strength of DE variation. In the picture of Amati relation, $w_1$ is perfectly compatible with zero. The same does not occur for the Combo relation in which $w_1$ is not perfectly compatible with $w_1 = 0$ even at 2$\sigma$ confidence level.

Within the HBR method, the contours of $\Lambda$CDM and CPL models, obtained by using LR, NN, and RF methods for the calibration of each GRB data set, are summarized in Table 7 and Figs. A3–A14. To distinguish these contours from the ones got from our previous method, we avoid to fill them through contour areas. The cosmological parameters so-obtained are in general agreement with the results provided in Table 6. However, the main difference here is that both Amati and Combo relations provide hints for extensions of the $\Lambda$CDM model toward a possible weakly evolving DE evolution. In other words, within 2$\sigma$ confidence levels we cannot reach the case $w_0 \simeq -1$.

Summing up, larger matter densities seem to indicate slight DE evolution, while smaller ones lead to a quite perfect agreement with $\Lambda$ evolution. Consequently, we are forced to stress that a tension over different matter expectations, inferred from data sets that use and do not use GRBs, occurs. In other words, GRBs as standard indicators suggest that: (a) if DE evolves in time, its evolution is extremely small, i.e. quite approximating the cosmological constant $\Lambda$, (b) larger masses seem to be favorite. Additional studies may be performed along the combination of GRBs with several other surveys of data to show whether this tension could be reduced and how. Keeping in mind all our theoretical conclusions over the numerical bounds obtained from our analyses, we highlight that several barotropic DE models with fast variation of $w$, among all modified Chaplygin gas, a few Cardanoian universes, Braneworld cosmologies, extended theories of gravity, etc. Capozziello, D'Agostino & Luongo (2020, 2019); de la Cruz-Dombriz, Dunsby, Luongo & Reverberi (2016) seem to be non-compatible with our findings in agreement with Planck Collaboration et al. (2018).

6 FINAL OUTLOOKS AND PERSPECTIVES

We investigated how to alleviate the circularity problem of GRB correlations by means of a new model-independent technique based on Bézier polynomials. To do so, we employed the two well-consolidate Amati and Combo correlations. We thus calibrated with OHD measurements these two relations. Among several machine learning techniques, we selected three treatments, i.e. LR, NN, and RF that minimized the residuals between real and predicted data. We thus generated mock catalogs and we fixed constraints over the free coefficients of the models under exam. The main advantages of the machine learning methods here adopted were based on: (a) generating wide mock catalogs of simulated learnt data that well adapt to our fits, (b) constructing predictive curves in those regions in which we did not have enough real data points, (c) bypassing the over-fitting problem, intimately related to the previous issue, (d) overcoming the degeneracy issue on selecting different curves for fitting data.

We therefore built new catalogs of 61 simulated OHD data points, by means of the procedures described in the previous sections for central values and corresponding $1 - \sigma$ error bars. These additional OHD data points have been employed together to the actual ones, to calibrate Amati and Combo correlations and extract the GRB distance moduli. Our findings on the calibration constants are quite predictive, providing stable results among the machine learning treatments here used. We thus adopted MCMC numerical analyses based on the most recent Pantheon SNe Ia, BAO and GRB data, using a well consolidate Metropolis-Hasting algorithm, to constrain DE scenarios and in particular, the concordance paradigm and the CPL parametrization. We have explored two methods to check possible bias in the estimate of the cosmological parameters by extrapolating H(z) at higher redshifts and apply them to calibrate GRB correlations: the $\chi^2$ minimization and the HBR methods. From our findings, we emphasized a severe tension on matter densities with respect to those constrained with other data sets not utilizing GRBs as standard indicators (see, e.g., Planck Collaboration et al. 2018; Scolnic et al. 2018). An analogous tension persisted in $H_0$ value inferred from our analyses. It seemed to agree with Planck Collaboration et al. (2018) expectation, differing from local Riess et al. (2019) measurement. Within the $\chi^2$ minimization method, while the Amati relation provided a quite perfect agreement with the standard $\Lambda$CDM model, the Combo relation showed that DE may be compatible with a very slight evolving equation of state. In other words, no evidence for extensions of the $\Lambda$CDM model have been found only adopting the Amati correlation, while the Combo relation provides hints toward a possible weakly evolving DE evolution. On the other hand, within the HBR method, both Amati and Combo relations provide hints for extensions of the $\Lambda$CDM model toward a possible weakly evolving DE evolution.

Future works will be devoted to extend our technique using other machine learning perspectives. Further, we will improve the data sets of our analyses, exploring whether DE would be excluded or not using GRBs. In addition, we will compare these results with other constraints coming from further GRB correlations, to test the goodness of machine learning with standardized GRBs as cosmic indicators. Finally, another relevant possibility will be to directly adopt machine learning in the context of GRB data and/or to add other small-redshift surveys to GRBs.
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APPENDIX A: HIERARCHICAL BAYESIAN REGRESSION

We here show the contour plots obtained from MCMC analyses within the χ^2 minimization method (see Figs. A1–A2) and the HBR method (see Figs. A3–A14).
Figure A1. $\chi^2$ contours of our MCMC analyses for the $\Lambda$CDM model. Best-fits (black points) and their 1-$\sigma$ (darker areas) and 2-$\sigma$ (lighter areas) confidence levels refer to SN+BAO+Amati (left panels, in blue colors) and SN+BAO+Combo (right panels, in orange colors) data sets. Lines show the results for different calibrations based on machine learning methods used in this work: top line LR, middle line NN, and bottom line RF.
Figure A2. $\chi^2$ contours of our MCMC analyses for the CPL model. Symbols, colours, and panel positions are the same as in Fig. (A1).
Figure A3. HBR contours of the ΛCDM model for the Amati relation calibrated through LR method. Symbols and colours are the same as in Fig. A1.
Figure A4. HBR contours of the $\Lambda$CDM model for the Combo relation calibrated through LR method. Symbols and colours are the same as in Fig. A1.
Figure A5. HBR contours of the CPL model for the Amati relation calibrated through LR method. Symbols and colours are the same as in Fig. A1.
Figure A6. HBR contours of the CPL model for the Combo relation calibrated through LR method. Symbols and colours are the same as in Fig. A1.
Figure A7: HBR contours of the ΛCDM model for the Amati relation calibrated through NN method. Symbols and colours are the same as in Fig. A1.
Figure A8. HBR contours of the ΛCDM model for the Combo relation calibrated through NN method. Symbols and colours are the same as in Fig. A1.
Figure A9. HBR contours of the CPL model for the Amati relation calibrated through NN method. Symbols and colours are the same as in Fig. A1.
Figure A10. HBR contours of the CPL model for the Combo relation calibrated through NN method. Symbols and colours are the same as in Fig. A1.
Figure A11. HBR contours of the ΛCDM model for the Amati relation calibrated through NN method. Symbols and colours are the same as in Fig. A1.
Figure A12. HBR contours of the $\Lambda$CDM model for the Combo relation calibrated through NN method. Symbols and colours are the same as in Fig. A1.
Figure A13. HBR contours of the CPL model for the Amati relation calibrated through NN method. Symbols and colours are the same as in Fig. A1.
Figure A14. HBR contours of the CPL model for the Combo relation calibrated through NN method. Symbols and colours are the same as in Fig. A1.