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Abstract

Homotopy connectedness theorems for complex submanifolds of homogeneous spaces (sometimes referred to as theorems of Barth-Lefschetz type) have been established by a number of authors. Morse Theory on the space of paths lead to an elegant proof of homotopy connectedness theorems for complex submanifolds of Hermitian symmetric spaces. In this work we extend this proof to a larger class of compact complex homogeneous spaces.

1. Introduction

In the 1920s Lefschetz [11] stated the following theorem now known as the Lefschetz theorem on hyperplane sections. Let \( H \subset \mathbb{P}^v \) be a connected complex submanifold of complex dimension \( n \). Let \( H \) be a hyperplane and \( N \cap H \) be a non singular hyperplane section. Then the relative cohomology groups satisfy:

\[
H^j(N, N \cap H, \mathbb{C}) = 0 \quad j \leq n - 1
\]

Fifty years later Barth [1] generalized Lefschetz’s theorem: Let \( M, N \in \mathbb{P}^v \) be complex submanifolds of complex dimensions \( m, n \) respectively. If \( M \) and \( N \) meet properly, then

\[
H_j(N, N \cap M) = 0 \quad j \leq \min(n + m - v; 2m - v + 1).
\]

Generalizations of Barth’s results to homotopy groups were first obtained by Larsen [3], Barth-Larsen [2] and later by Sommese. Sommese [7] [8] and Goldstein [9] generalized these results to submanifolds of generalized flag manifolds, i.e manifolds of the form \( G^e/P \) where \( G^e \) is a semi-simple complex Lie group and \( P \) a parabolic subgroup. Fulton and Lazarsfeld [10] proved a stronger version of the result for \( \mathbb{P}^v \). Later Sommese and Van de Ven [18] proved the stronger version of the result for general flag manifolds.

In 1961 T. Frankel [6] proved a connectedness theorem for complex submanifolds of a Kähler manifold of positive holomorphic sectional curvature: Let \( V \) be a complete Kähler manifold of positive holomorphic sectional curvature and of complex dimension \( v \). Let \( M, N \subset V \) be compact complex submanifolds of dimensions \( m \) and \( n \), respectively. If \( m + n \geq v \) then \( M \) and \( N \) must intersect. Later [5] and [11] expanded on this idea to prove the Barth-Lefschetz theorems on a class of generalized flag manifolds, namely Hermitian Symmetric Spaces and hence reproduced the results of [7], [8] and [9].

In this paper we extend the theorem of [5] and [11] to a larger class of generalized flag manifolds. In the main theorem of the work we deal with the case when \( G^e \) is simple.

**Theorem 1.1.** Let \( G^e \) be a simple complex Lie group and \( P \) be a parabolic subgroup. Let \( V \) be the complex homogeneous space \( G^e/P \) with dimension \( v \). Let \( M, N \subset V \) be compact
complex submanifolds dimension $m$ and $n$ respectively. Then there exists a number $\ell$ and a number $\lambda_0 = m + n - (v - \ell) - v$ such that

$$\iota_* : \pi_j(N, N \cap M) \to \pi_j(V, M)$$

is an isomorphism for $j \leq \lambda_0$ and a surjection for $j = \lambda_0 + 1$.

(i) If $G^c = SL_{r+1}(\mathbb{C})$ then $\ell = r$

(ii) If $G^c = SO_{2r}(\mathbb{C})$ then $\ell = 2r - 3$

(iii) If $G^c = SO_{2r+1}(\mathbb{C})$ then $\ell = 2r - 2$

(iv) If $G^c = Sp_r(\mathbb{C})$ then $\ell = r$

(v) If $G^c = E_6, E_7, E_8$ then $\ell = 11, 17$ and $29$ respectively

Corollary 1.2. Suppose that $V, M$, and $N$ satisfy the same hypotheses as Theorem 1.1 and $\ell$ remains the same then

(a) If $j \leq 2m - v - (v - \ell) + 1$ then $\pi_j(V, M) = 0$

(b) If $j \leq \min(2m - v - (v - \ell) + 1, n + m - v - (v - \ell))$ then $\pi_j(N, N \cap M) = 0$

In part (iii) of Theorem 1.1 the case where $G^c = SO_{2r+1}(\mathbb{C})$ and $P$ is the parabolic corresponding to the painted Dynkin diagram with all long roots painted, the result can be improved. By a Theorem of [17] the corresponding homogeneous space can be written in the form $SO_{2r+2}(\mathbb{C})/P$ where $P$ is a parabolic subgroup of $SO_{2r+2}(\mathbb{C})$, in this case $\ell$ can be improved to $2r - 1$.

Also the case $G^c = Sp_r(\mathbb{C})$ and for a special type of parabolic subgroup $P$, $G^c/P$ is biholomorphic to $CP^{2r-1}$ ([17]) so the number $\ell$ can be improved to $2r - 1$. The parabolic $P$ is a maximal parabolic containing a copy of $Sp_{r-1}(\mathbb{C})$.

The results obtained from Theorem 1.1 also follow from the work of [7], [8] and [9]. In [7] and [8] Sommese shows that the number $\ell$ can be replaced by the co-ampleness of the co-tangent bundle of the respective homogeneous space, and in [9] the co-ampleness of the co-tangent bundle are calculated. In the case where $G^c = Sp_r(\mathbb{C})$, $F_4$ or $G_2$ and $P$ is a parabolic such that the corresponding painted Dynkin diagram contains a long root, the approach of [7], [8] and [9] leads to stronger results. All other cases treated in this work, the results are identical to those obtained in [7], [8] and [9]. The approach taken in this work can be applied to $G_2$ and $F_4$ but this would require a tedious case by case analysis of the root systems, so this work has been deferred and not included in the present work.

To prove these connectedness Theorems [7] and [8] apply Morse Theory locally on the ambient space but in this work we apply Morse theory on the space of paths following the work of [6], [4], [5], [14], [21], [22], [23], [26] and [19]. The basic idea of [4] and [5] is to demonstrate that the index of the critical points in the space of paths joining two submanifolds has the appropriate lower bound for a chosen Morse function. The Morse function that they choose on the space of paths is the energy function with respect to the invariant symmetric Kähler metric. To compute a lower bound on the index at the critical points, variational vector fields are constructed along these geodesics and used in the second variation formula.

In this work we generalize the idea of [4] and [5]. Their argument cannot be generalized to non-symmetric homogeneous spaces as Mok [16] has shown that other homogeneous
spaces that are not covers of products of Hermitian Symmetric Spaces don’t possess Kähler metrics with non-negative curvature. But complex $G^c/P$, being a quotient of a compact Lie group, does possess a metric induced by the standard bi-invariant metric of the compact Lie group. This metric, which is commonly referred to as the ‘normal metric’ is what we use in this paper. This metric has non-negative curvature and is Kähler only in the case of a Hermitian Symmetric Space. Employing this metric allows us to naturally generalize the work of [4] and [5].

Using the canonical connection of the compact homogeneous space, we construct a new connection referred here as the complex-hat connection. We use this connection to form variational vector fields along geodesics. This connection is invariant and is compatible with the complex structure. The connection is also amenable towards the root structure, as a result most of the computations follow naturally. We also use certain types of linear combinations of these variational vector fields and show the existence of a quaternionic structure on the linear combinations. To demonstrate a lower bound on the index, we take an average using this quaternionic structure. Fang [23] has employed quaternionic structures to average Hessians, in the context of proving Barth-Lefshetz type theorems for quaternionic submanifolds of positive quaternionic Kähler spaces.

An outline of this paper is as follows. In Section 2 we review Morse theory on the space of paths and its relation to homotopy theory. In Section 3 we review the basic properties of reductive homogeneous spaces. In Section 4 we construct the complex-hat connection, describe its properties, and describe its relation with the second variation formula. In Section 5 we establish a lower bound on the index of geodesics in terms on an invariant of $G^c$. In the final Section we compute this invariant, thereby proving Theorem 1.1.

2. MORSE THEORY AND HOMOTOPY GROUPS

In this subsection we follow [4] and talk about the Morse theory on the space of paths, and relate the index of geodesics with the vanishing of relative homotopy groups.

Let $V$ be a complete Riemannian manifold and let $M$ and $N$ be submanifolds with $M$ compact and $N$ a closed subset of $V$. We let $P(V, M, N)$ denote the set of $C^\infty$ differentiable paths $\gamma : [0; 1] \to V$ such that $\gamma(0) \in M$ and $\gamma(1) \in N$. To study the topology of the path space $\Omega(V, M, N)$ via a Morse function we follow [4]. In [4], they generalize Milnor’s approach and approximate the path space by finite-dimensional manifolds and employ techniques from finite-dimensional Morse theory. Accordingly, in this section, we will describe the general setup, state the results we will need and give the appropriate references in [4] and [15].

Let us denote the set of all piecewise smooth paths from $M$ to $N$ in $V$ by $\Omega(V; M, N)$ or simply $\Omega$. The set $\Omega(V; M, N)$ can be topologized using a natural metric. As a result, the energy of a path given by

$$E(\gamma) = \int_0^1 |\dot{\gamma}(t)|^2 dt$$

defines a continuous map from $\Omega(V; M, N) \to \mathbb{R}$.

From [4] it is shown that $\gamma$ is a critical point of $E$ if:

1. $\gamma$ is a smooth geodesic.
(2) $\gamma$ is normal to $M$ and $N$ at $\gamma(0)$ and $\gamma(1)$, respectively.

Let $T_{\gamma}\Omega$ denote the set piecewise smooth vector fields along $\gamma$ such that vectors at the endpoints belong to the respective submanifolds. This set is in a sense the tangent space for the path $\gamma$ in the space of paths. Let $W_1, W_2 \in T_{\gamma}\Omega$. If $\gamma$ is a critical point of $E$ then the second variation of $E$ along $\gamma$, is given by:

$$\frac{1}{2}E_{\ast\ast}(W_1, W_2) = \sum_t < W_2(t), \Delta_t \frac{DW_1}{dt}> - \int_0^1 < W_2, \frac{D^2W_1}{dt^2} + R(\dot{\gamma}, W_1)\dot{\gamma}>$$

As in [15] and [4], a finite dimensional approximation $B$ of broken geodesics can be constructed for the set $\Omega_c = E^{-1}([0, c]) \subset \Omega$. Let $\Omega^*_c = E^{-1}([0, c]) \subset \Omega$. We restate Theorem 1.2 from [4].

**Theorem 2.1.** $E|_B : \Omega \to \mathbb{R}$ is a smooth map. For each $a < c$ the set $B_A = (E_B)^{-1}([0, a])$ is compact and is a deformation retract of the set $\Omega_a$. The critical points of $E|_B$ are precisely the same as the critical points of $E$ in $\Omega^*_c$, that is the smooth geodesics from $M$ to $N$ intersecting $M$ and $N$ orthogonally with energy less than $c$. The index of the hessian of $E|_B$ at each such critical point $\gamma$ is equal to the index of $E_{\ast\ast}$ at $\gamma$.

We now state an elementary lemma from [15] sec 22, about functions on finite-dimensional manifolds: Let $X$ be a smooth manifold and $f : X \to \mathbb{R}$ be a smooth real-valued function with minimum value 0 such that each $X_c = f^{-1}([0, c])$ is compact.

**Lemma 2.2.** If the set $X_0$ of minimal points has a neighborhood $U$ with a retraction $r : U \to X_0$ and if every critical point in $X \setminus X_0$ has index $> \lambda_0$ then

$$\pi_j(X, X_0) = 0 \text{ for } 0 \leq j \leq \lambda_0$$

Using the lemma and Theorem 2.1 [4] prove the following theorem.

**Theorem 2.3.** Let $V$ be a complete Complex manifold. Let $M, N \subset V$ be complex submanifolds and suppose that $M$ is compact and $N$ is a closed subset of $V$. If every nontrivial critical point of $E$ on $\Omega$ has index $\lambda > \lambda_0 \geq 0$, then the relative homotopy groups $\pi_j(\Omega, \Omega_0) = 0$ for $0 \leq j \leq \lambda_0$.

As we can identify $\Omega_0$ with $M \cap N$ we have $\pi_j(\Omega, M \cap N) = 0$ for $0 < j \leq \lambda_0$. Using this observation and the long exact sequence of the pair $(\Omega, N \cap M)$ and some homotopy theory, [4] prove the following.

**Theorem 2.4.** Let $V$ be a complete complex manifold. Let $M, N \subset V$ be complex submanifolds and suppose that $M$ is compact and $N$ is a closed subset of $V$. If every nontrivial critical point of $E$ on $\Omega$ has index $\lambda > \lambda_0 \geq 0$, then the homomorphism induced by the inclusion.

$$\iota_* : \pi_j(N, N \cap M) \to \pi_j(V, M)$$

is an isomorphism for $j \leq \lambda_0$ and a surjection for $j = \lambda_0 + 1$. 


3. Compact homogeneous spaces

Let $G$ be a compact semisimple Lie group. Let $T_pG$ be the tangent space of $G$ at $p$. We denote the Lie algebra by $\mathfrak{g}$ with Lie bracket $[\cdot, \cdot]$. We identify $\mathfrak{g}$ with $T_pG$ (the tangent space at the identity). Let $Ad : G \to Gl(\mathfrak{g})$ denote the adjoint representation of the group $G$ and let $ad : \mathfrak{g} \to Gl(\mathfrak{g})$ denote the adjoint representation of the Lie algebra $\mathfrak{g}$. Then it is well known that $ad(X)Y = [X,Y] \forall X,Y \in \mathfrak{g}$. Since $G$ is compact and semisimple the Killing form is negative definite. Let $<\cdot,\cdot>$ be the left invariant metric on $G$, which when restricted to the identity is negative of the Killing form on $\mathfrak{g}$. Since the Killing form is invariant under the Adjoint action, the metric satisfies the following property $<X,[Y,Z]> = <[X,Y],Z> \forall X,Y,Z \in \mathfrak{g}$.

Let $K$ be a closed subgroup then $V = G/K$ will be a homogeneous space. Let $\mathfrak{k}$ denote the Lie subalgebra of $\mathfrak{g}$. Let $\mathfrak{m}$ be the orthogonal compliment of $\mathfrak{k}$ and so we have $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{m}$. Since the metric is $Ad$ invariant, in particular it is $Ad_k$ invariant $\forall k \in K$, this implies that $Ad_{|\mathfrak{m}}(\mathfrak{m}) \subseteq \mathfrak{m}$. This makes $V = G/K$ a reductive homogeneous space. This decomposition allows us to identify $T_\xi G/K$ with $\mathfrak{m}$ (where $\bar{\xi} \in G/K$ is the image of the identity by the quotient map $\pi : G \to G/K$) and this gives us a $K$ action on $T_\xi G/K$ which we refer to as the adjoint action.

Now the group $G$ naturally acts on $G/K$, this action is denoted by $L_g$ for $g \in G$. As a consequence $K$ also acts on $T_pG/K$, this action is generally known as the isotropy representation. It is easy to see that the isotropy representation and the adjoint action are the same. i.e $\pi_*Ad_k(X) = L_{k*}\pi_*X \forall X \in \mathfrak{m}, \forall k \in K$.

3.1. The bracket tensor. We observe that if a covariant tensor $\omega \in \Lambda^{(1, r)}T_p G/K$ is $Ad_{|K}$ invariant then $\omega$ can be extended to a $G$ invariant $r$-tensor. Let $X, Y \in \mathfrak{m}$, denote the $\mathfrak{m}$ component of the bracket by $[X,Y]_\mathfrak{m}$. As $Ad(g)$ commutes with the Lie bracket $\forall g \in G$, we have the following $Ad^G(k)[X,Y]_\mathfrak{m} = [Ad^G(k)X, Ad^G(k)Y]_\mathfrak{m}$. Using the identification of $T_\xi G/K$ with $\mathfrak{m}$ we have that $[\cdot,\cdot]_\mathfrak{m}$ is $Ad_{|K}$ invariant. This global tensor will be denoted by $[\cdot,\cdot]_\mathfrak{m}$ and will be referred to as the bracket tensor. The bracket tensor also satisfies the following.

\begin{equation}
<X, [Y,Z]_\mathfrak{m}>_p = <[X,Y]_\mathfrak{m}, Z>_p
\end{equation}

for $X,Y,Z \in T_p(G/K)$. This property will be referred to as associativity.

As $Ad^G(k)[X,Y]_k = [Ad^G(k)X, Ad^G(k)Y]_k$ and the fact that the metric $<\cdot,\cdot>$ is invariant under $K$, as a result $|[X,Y]_k|^2$ is $Ad_{|K}$ invariant. Thus this $(0,2)$ tensor can also be extended to the whole space.

3.2. The canonical connection. On a reductive homogeneous space there exists an invariant connection called the 'canonical connection' introduced first by Nomizu [24]. On a compact symmetric space, this connection is the Levi Civita connection. We will briefly go through its construction and basic properties.

We consider $G$ as a principal fiber bundle over the space $G/K$ with structure group $K$. The action of $K$ on $G$ is right multiplication. The group $G$ itself acts on the fiber bundle, this action clearly commutes with the projection map and the action of $K$. Let us define an equivalence relation $\sim$ on $G \times \mathfrak{m}$ by

$$(g \times X) \sim (gk \times ad^{-1}(k)_*X) \forall k \in K.$$
Then the quotient space \((G \times m)/\sim\) is nothing but the associated vector bundle for the adjoint representation of \(K\) on \(m\). Define \(\theta : G \times m \to T(G/K)\) by \(\theta(g \times X) = L_g X\). Now \(\theta\) clearly factors through the quotient space \((G \times m)/\sim\) so we have an isomorphism of vector bundles. \(\tilde{\theta} : (G \times m)/\sim \to T(G/K)\).

We now define a \(G\)-invariant connection on the principle bundle \(G\). We set the horizontal space at the identity to be the space \(m\) and \(L_g m\) at \(g\). Using the fact that \(\text{Ad}_{|K}(m) \subseteq m\), we can clearly see it is compatible with the right action of \(K\). The connection on the principal bundle induces a linear connection on the associated vector bundle \((G \times m)/\sim\) hence also on the tangent space of \(G/K\). This linear connection is called the canonical connection which we denote by \(\nabla\). We now state some important properties of this connection. We refer the reader to ch 10 of [13] for the proofs.

**Theorem 3.1.** The parallel transport of \(X \in T_{\gamma(0)}G/K\) with respect to the canonical connection along a curve \(\gamma : [0,1] \to G/K\) is given by left translation of some element of \(G\), which is independent of \(X\).

**Proof.** Follows from corollary 2.5 of ch 10 of [13] \(\Box\)

By using this theorem and the definition of \(G\) invariant tensor we arrive at this corollary.

**Corollary 3.2.** Any \(G\)-invariant tensor is parallel with respect to the canonical connection.

Let \(\gamma_X(t)\) be the integral curve to the left-invariant vector field generated by \(X\) in \(G\).

**Theorem 3.3.** \(\pi(\gamma_X(t))\) is a geodesic with respect to the canonical connection and all geodesics are of this form or a translate of it.

Let \(T(\cdot, \cdot)\) be the torsion of the canonical connection.

**Proposition 3.4.** \(T(X, Y) = -[X, Y]_m\) where \(T\) is the torsion connection.

3.3. Levi-Civita connection.

**Definition 3.5.** We define a connection \(\tilde{\nabla}\) by

\[
\tilde{\nabla}_X Y = \nabla_X Y + \frac{1}{2} [X, Y]_m
\]

**Theorem 3.6.**

1. The connection \(\tilde{\nabla}\) is the Levi-Civita connection for the metric \(<\cdot, \cdot>\).

2. The geodesics of this connection are the same as the geodesics of the canonical connection.

**Proof.** (1) Since the torsion of the canonical connection is \(-[X, Y]_m\), it is easy to show that this connection has zero torsion. The compatibility of the metric follows from compatibility of the metric with the canonical connection(Cor 3.2) and the associativity of the bracket with the metric \(<\cdot, \cdot>\) eq(3.1).

(2) This follows directly from the formula of the Levi-Civita connection. \(\Box\)

**Theorem 3.7.** The curvature of the metric is given by

\[
< R(X, Y) Y, X > = \frac{1}{4} < [X, Y]_m, [X, Y]_m > + < [X, Y]_k, [X, Y]_k >
\]
Proposition 3.8. Let $J$ be a $G$-invariant integrable complex structure on $G/K$. Then

a) $\nabla J = 0$, where $\nabla$ is the canonical connection.

b) $[X, Y]_m + J[JX, Y]_m + J[X, JY]_m - [JX, JY]_m = 0$

3.4. Complex $G^c/P$. Let $G^c$ be a complex semi-simple Lie group and let $\mathfrak{g}_c$ be the corresponding Lie algebra. Let $\mathfrak{h}$ be a Cartan subalgebra. Let $\Delta \subset \mathfrak{h}^*$ be the set of roots. Let $V^c_\alpha = \{ E \in \mathfrak{g}_c | [h,E] = \alpha(h)E \}$ denote the root space corresponding to $\alpha$. We also have the following decomposition $\mathfrak{g}_c = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} V^c_\alpha.$

For a semi-simple Lie algebra $\mathfrak{g}_c$, the roots and root spaces satisfy the following properties. If $\alpha$ is a root then so is $-\alpha$. Each $V^c_\alpha$ is one-dimensional. The root space satisfies an important property $[V^c_\alpha, V^c_\beta] \subset V^c_{\alpha+\beta}$, the bracket is zero if $\alpha + \beta$ is not a root and $[V^c_\alpha, V^c_\beta] \subset \mathfrak{h}$ if $\alpha + \beta = 0$.

We can choose a base $\Sigma \subset \Delta$ such that any element of $\Delta$ can be uniquely written as an integer linear combination of elements of $\Sigma$, such that all the co-efficients are either positive or negative. A choice of such a set of roots $\Sigma$, are called simple roots. Let an integer linear combination of elements of $\Sigma$, such that all the co-efficients are either positive or negative. A choice of such a set of roots $\Sigma$, are called simple roots. Let $\Delta^+, \Delta^-$ be the set of elements of $\Delta$ that can be written as a positive / negative linear combinations respectively. $\Delta^+$ and $\Delta^-$ will be referred to as positive and negative roots.

We have an inner product on the Lie algebra $\mathfrak{g}_c$ namely the Killing form $\kappa(\cdot, \cdot)$. $\kappa$ is associative in the sense that $\kappa([X,Y],Z) = \kappa([X,Y],Z)$ for all $X, Y, Z \in \mathfrak{g}$. It also satisfies the following properties $\kappa(V^c_\alpha, V^c_\beta) = 0$ iff $\alpha + \beta \neq 0$ and $\kappa(V^c_\alpha, \mathfrak{h}) = 0$ for $i = 1, 2, \alpha_i \in \Delta$. This inner product restricted to $\mathfrak{h}$ is non-degenerate giving us an identification of $\mathfrak{h}$ and $\mathfrak{h}^*$.

For a given root $\alpha$ we will denote its dual by $t_\alpha$. We also denote by $\mathfrak{h}_\mathbb{R}$ the $\mathbb{R}$ linear span of $t_\alpha$ for $\alpha \in \Delta^+$. $\kappa(\cdot, \cdot)$ is positive definite on $\mathfrak{h}_\mathbb{R}$. Let $(\cdot, \cdot)$ be the dual of $\kappa$. Define the structure constants $c_{\alpha,\beta}$ by $[E_\alpha, E_\beta] = c_{\alpha,\beta}E_{\alpha+\beta}$. We state a Proposition from [25,chp3 sec 5]

Proposition 3.9. We can choose $E_\alpha \in V^c_\alpha$ such that

(a) $c_{\alpha,\beta} = -c_{\beta,\alpha}$
(b) $c_{\alpha,\beta} = -c_{-\alpha,-\beta}$
(c) $[E_\alpha, E_{-\alpha}] = t_\alpha$
(d) $c_{\alpha,\beta} = c_{\beta,-\delta} = c_{-\delta,\alpha}$ whenever $\alpha + \beta = \delta$

Let $\Sigma_k \subset \Sigma$ and let $\Delta_k$ be the set of all roots which can be written down as sums of roots of $\Sigma_k$. Let $\Delta_k^+ = \Delta_k \cap \Delta^+$ and $\Delta_k^- = \Delta_k \cap \Delta^-$. Let $\mathfrak{p} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta_k^+ \cup \Delta_k^-} V^c_\alpha$. Let $P$ be the Lie subgroup corresponding to the subalgebra $\mathfrak{p}$. $P$ is a parabolic subgroup and every parabolic subgroup is of this form, for an appropriate choice of $\mathfrak{h}$, $\Delta$ and $\Sigma$. [19]

The homogeneous space $V = G^c/P$ is a compact complex homogeneous space and can be written as a quotient $G/K$ where $G$ is a compact subgroup of $G^c$ and $K = G^c \cap P$. We now describe its Lie algebra $\mathfrak{g}$.

Let $X_\alpha = E_\alpha - E_{-\alpha}$ and let $Y_\alpha = iE_\alpha + iE_{-\alpha}$. Then $\mathfrak{g}$ decomposes as $\mathfrak{g} = i\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta^+} V_\alpha$

where $V_\alpha = \text{span}_\mathbb{R}\{X_\alpha, Y_\alpha\}$. $V_\alpha$ will be referred to as the real root space associated to $\alpha$. 
Since $K = G^c \cap P$, the Lie algebra of $K$ is $k = i\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta^+_k} \mathfrak{g}_\alpha$, the restriction of $\kappa$ to $\mathfrak{g}$ is negative definite, hence the corresponding group $G$ is compact. Denote by $\langle \cdot, \cdot \rangle$ the left-invariant metric on $G$ such that the restriction to $\mathfrak{g}$ is $-\kappa|_{\mathfrak{g}}$. Since $\kappa$ is associative, that implies that $\langle \cdot, \cdot \rangle$ is a bi-invariant metric.

Let $\Delta_m$ be the complement of $\Delta_k$ in $\Delta$. Let $m = \bigoplus_{\alpha \in \Delta^+_m} \mathfrak{g}_\alpha$. Using the properties of the Killing form its clear that $\mathfrak{g} = k \oplus m$ is an orthogonal decomposition. This makes $G/K$ a reductive homogeneous space. We also identify $m$ with $T_e G/K$.

Now we define a complex structure on this tangent space $J: T_e G/K \to T_e G/K$ by (note that $\alpha \in \Delta^+_m$)

$$J(X_\alpha) = Y_\alpha$$
$$J(Y_\alpha) = -X_\alpha$$

We note that the complex structure we just defined, implies that $JE_\alpha = iE_\alpha$ and $JE_{-\alpha} = -iE_{-\alpha}$. This can extended to the whole $G/K$ to give us an invariant, integrable and hermitian complex structure.

3.5. **The map I.** In this section we define a linear operator on a subspace of $\mathfrak{g}$, which along with $J$ gives us quaternionic structure on the subspace. This structure plays an important role in the work below.

We define a bilinear form on $m$ by $R_Y X = [Y, X]_m + J[Y, X]_m$

**Lemma 3.10.** (a) If $X, Y \in m$ then $[X^{1,0}, Y^{1,0}]_m \in m^{1,0}$
(b) $R_Y X \neq 0$ iff $[X^{1,0}, Y^{0,1}]_m \notin m^{0,1}$
(c) If $X, Y \in m$ then $[X^{1,0}, Y^{1,0}]_k = 0$.
(d) If $[Y, X]_k = 0$ and $[Y, JX]_k = 0$ iff $[X^{1,0}, Y^{0,1}]_k = 0$

**Proof.** (a) The result follows by decomposing $X, Y$ into their $\{1, 0\}$ and $\{0, 1\}$ components in the integrability condition (Proposition 3.3)
(b) After a brief calculation we find that $R_Y X = -(Z + \overline{Z})$ where $Z = [X^{1,0}, Y^{0,1}]_m - iJ[X^{1,0}, Y^{1,0}]_m$ But $Z \in m^{1,0}$ so $Z + \overline{Z} = 0$ if and only if $Z = 0$ if and only if $[X^{1,0}, Y^{0,1}]_m \in m^{0,1}$.
(c) It suffices to show that if $\alpha, \beta \in m$ the $\alpha + \beta \notin k$. This follows trivially from the construction of $m$ and $k$.
(d) Using (c) we arrive at

$$|[X, Y]_k|^2 + |[JX, Y]_k|^2 = 4\langle [X^{1,0}, Y^{0,1}]_k, [X^{0,1}, Y^{1,0}]_k \rangle$$

The result now follows from this calculation.

**Lemma 3.11.** (a) If $[X^{1,0}, Y^{0,1}]_m \in m^{0,1}$ then $J[Y, X]_m = [JY, X]_m$
(b) If $[X^{1,0}, Y^{1,0}]_m \in m^{1,0}$ then $J[Y, X]_m = -[Y, JX]_m + i[Y^{1,0}, X^{1,0}]_m + i[Y^{0,1}, X^{0,1}]_m$

**Proof.** (a) The hypothesis implies $R_Y X = 0$ from Lemma 3.10 The result now follows directly from the definition of $R_Y X$

$$(b) J[Y, X]_m + [Y, JX]_m = J[Y, X^{1,0} + X^{0,1}]_m + i[Y, X^{1,0} - X^{0,1}]_m$$

$$= i[Y^{1,0}, X^{1,0}]_m + i[Y^{0,1}, X^{0,1}]_m$$
The last line follows since \([X^{1,0}, Y^{0,1}]_m \in \mathfrak{m}^{0,1}\)

Let \([\cdot, \cdot]_{\alpha,\beta}\) denote the projection of the bracket on to the subspace \(V_\alpha \oplus V_\beta\). We have following lemma

**Lemma 3.12.** Let \(X \in V_\alpha \oplus V_\beta\) and \(\delta = \alpha + \beta\). For \(\tilde{X}_\delta = aX_\delta + bJX_\delta\)

\[
[X_\delta, [X_\delta, X]_{\alpha,\beta}]_{\alpha,\beta} = -(a^2 + b^2)c^2_{\alpha,\beta}X
\]

**Proof.** Using the properties of the structure constants (Proposition 3.9) we have

\[
[X_\delta, X_\alpha] = [E_\delta - E_{-\delta}, E_\alpha - E_{-\alpha}]
\]

\[
= c_{\delta,\alpha}E_{\alpha+\delta} + c_{-\delta, -\alpha}E_{-\alpha - \delta} - c_{-\delta, \alpha}E_{\beta} - c_{\delta, -\alpha}E_{\beta}
\]

\[
= c_{\delta,\alpha}X_{\alpha+\delta} - c_{\delta, -\alpha}X_{\beta}
\]

So finally we have \([X_\delta, X_\alpha]_{\alpha,\beta} = -c_{\delta, -\alpha}X_\beta\) also have \([X_\delta, X_\beta]_{\alpha,\beta} = -c_{\delta, -\beta}X_\alpha\).

As a consequence we have

\[
[X_\delta, [X_\delta, X_\alpha]_{\alpha,\beta}]_{\alpha,\beta} = -c^2_{\alpha,\beta}X_\alpha
\]

\[
[X_\delta, [X_\delta, X_\beta]_{\alpha,\beta}]_{\alpha,\beta} = -c^2_{\alpha,\beta}X_\beta
\]

Using these calculations and Lemma 3.11 we also observe that

\[
[X_\delta, [X_\delta, JX_\alpha]_{\alpha,\beta}]_{\alpha,\beta} = -c^2_{\alpha,\beta}JX_\alpha
\]

\[
[JX_\delta, [JX_\delta, X_\alpha]_{\alpha,\beta}]_{\alpha,\beta} = -c^2_{\alpha,\beta}X_\alpha
\]

\[
[JX_\delta, [JX_\delta, JX_\alpha]_{\alpha,\beta}]_{\alpha,\beta} = -c^2_{\alpha,\beta}JX_\alpha
\]

Using these equations and Lemma 3.11 the lemma follows. □

We can define an operator \(I_{a,b} : V_\alpha \oplus V_\beta \rightarrow V_\alpha \oplus V_\beta\) by

\[
I_{a,b}X = \frac{1}{(a^2 + b^2)^{\frac{1}{2}}|c_{\alpha,\beta}|}[\tilde{X}_\delta, X]_{\alpha,\beta}
\]

We can readily see that \(I^2_{a,b} = -Id\) and \(I_{a,b}JX = -I_{a,b}JX\) which follows from Lemma 3.11 and 3.12. Let \(S\) be a set of unordered pairs \(\{\alpha, \beta\} \subset \Delta^+\) such that \(\alpha + \beta = \delta\). We can naturally extend \(I_{a,b}\) to be linear operator on the subspace

\[
S_0 = \bigoplus_{(\alpha,\beta) \in S} V_\alpha \oplus V_\beta
\]

**Lemma 3.13.** The map \(I_{a,b} : S_0 \rightarrow S_0\) defined above satisfies the following properties

(a) \(I^2_{a,b} = -Id\)

(b) \(I_{a,b}J = -JI_{a,b}\)

(c) For \(X \in S_0\) we have \(|I_{a,b}X| = |X|\)

(d) If \(X \in S_0\) then \(\langle [I_{a,b}X, X], \tilde{X}_\delta \rangle \leq -N_0(a^2 + b^2)^{\frac{1}{2}}|X|^2\) where \(N_0\) is a constant only dependent on the Lie algebra \(\mathfrak{g}\) where \(\tilde{X}_\delta = aX_\delta + bJX_\delta\)
Proof. For the sake of convenience we refer to $I_{a,b}$ as $I$ in the proof. For (a) and (b) this follows from the preceding discussion.

(c) 

\[ \langle IX, IX \rangle = \sum_{\alpha + \beta = \delta} \frac{1}{(a^2 + b^2)|c_{\alpha, \beta}|^2} \langle [\tilde{X}_\delta, X]_{\alpha, \beta}, [\tilde{X}_\delta, X]_{\alpha, \beta} \rangle \]

\[ = \sum_{\alpha + \beta = \delta} -\frac{1}{(a^2 + b^2)|c_{\alpha, \beta}|^2} \langle X_{\alpha, \beta}, [\tilde{X}_\delta, [\tilde{X}_\delta, X]_{\alpha, \beta}] \rangle \]

\[ = \sum_{\alpha + \beta = \delta} \langle X_{\alpha, \beta}, X_{\alpha, \beta} \rangle \]

In the first line we use the fact that the root spaces $V_\alpha$ are orthogonal. In the second line we use associativity of bracket (3.1), the fact that $\delta + \alpha, \delta + \beta \notin S$ and also Lemma 3.12.

(d) In the computation we use the associativity of the bracket and part (c) of this lemma.

\[ \langle [IX, X], \tilde{X}_\delta \rangle = -\langle IX, [\tilde{X}_\delta, X] \rangle \]

\[ = -\sum_{\{\alpha, \beta\} \in S} \langle IX, [\tilde{X}_\delta, X]_{\alpha, \beta} \rangle \]

\[ = -\sum_{\{\alpha, \beta\} \in S} (a^2 + b^2)^{\frac{1}{2}} |c_{\alpha, \beta}| |IX_{\alpha, \beta}|^2 \]

\[ < -(a^2 + b^2)^{\frac{1}{2}} N_0 |X|^2 \]

\[ \square \]

4. The complex hat connection

In this Section we assume that $G/K$ is equipped with an invariant integrable complex structure $J$ such that the normal metric is hermitian. Let $M$ and $N$ be two complex submanifolds of dimensions $m, n$ respectively. Let $\gamma : [0, 1] \to G/K$ be a critical point to the energy functional on the space of paths joining $M$ and $N$ and so it is a geodesic perpendicular to the both manifolds at the endpoints.

If $X(t)$ is any vector field along the geodesic $\gamma$ such that $X(0)$ and $X(1)$ are in the tangent space of $M$ and $N$ respectively then $X(t)$ is called admissible. For an admissible vector field $X(t)$ we recall the second variation formula[4]

\[ E_{**}(X, X) = \langle \tilde{\nabla}_X X \rangle^2_{\theta_0} + \int_0^1 \langle \tilde{\nabla}_\gamma X, \tilde{\nabla}_\gamma X \rangle - \langle R(\gamma, X)X, \gamma \rangle \rangle dt \]

Where $\tilde{\nabla}$ is the Levi-Civita connection. Observe that if $X(t)$ is admissible then $JX(t)$ is admissible too, as a consequence the following quadratic form can be defined.
Definition 4.1. The following quantity is defined as the complex energy hessian.

\[ E_{CC}^*(X, X) = \frac{1}{2} E_{ss}(X, X) + \frac{1}{2} E_{ss}(JX, JX) \] (4.1)

Definition 4.2. Define the complex-hat connection \( \hat{\nabla} \) by

\[ \hat{\nabla}_Y X = \nabla_Y X + \frac{1}{2} R_Y(X) \]

where \( R_Y(X) = [Y, X]_m + J[Y, X]_m \).

4.1. The second variation formula. In this section we rewrite the second variation formula.

Theorem 4.3. Suppose that \( X(t) \) is admissible and parallel with respect to the complex hat connection. Then

\[ E_{ss}^*(X, X) = -\int_0^1 \frac{1}{2} (|R_\gamma(X)|^2) + |[X, \gamma]|^2 + |[JX, \gamma]| dt \]

Proof. Using the second variation formula above, we have

\[ E_{ss}^*(X, X) = \langle \tilde{\nabla}_X X + \tilde{\nabla}_JX JX, \hat{\gamma} \rangle |_0 - \int_0^1 \langle \tilde{\nabla}_{\hat{\gamma}} X, \tilde{\nabla}_{\hat{\gamma}} X \rangle + \langle \tilde{\nabla}_{\hat{\gamma}} JX, \tilde{\nabla}_{\hat{\gamma}} JX \rangle \]

(4.2)

\[ - \langle R(\hat{\gamma}, X), \hat{\gamma} \rangle - \langle R(\hat{\gamma}, JX), JX, \hat{\gamma} \rangle dt \]

We begin with the boundary term at \( t = 0 \).

\[ \langle \tilde{\nabla}_X X + \tilde{\nabla}_JX JX, \hat{\gamma} \rangle |_{t=0} = \langle \nabla_X X + J\nabla_JX X, \hat{\gamma} \rangle |_{t=0} \]

\[ = \langle \nabla_X X + J(\nabla_X JX + [JX, X] - [JX, X]_m), \hat{\gamma} \rangle |_{t=0} \]

\[ = \langle -J[X, X]_m, \hat{\gamma} \rangle |_{t=0} \] (4.3)

In the first line we use the formula for the Levi-Civita connection along with fact that \( J \) commutes with \( \nabla \). In the next line we use the formula for the torsion of the canonical connection (Proposition 3.4). For the last line we observe that the variations for \( X, JX \) at \( t = 0 \) are tangent to \( M \) hence \( J[X, JX] \) is tangent too. As \( \gamma \) is perpendicular to \( M \), we have \( \langle J([JX, X]), \hat{\gamma}(0) \rangle = 0 \).

We can make a similar conclusion for \( t = 1 \) and we have the following.

\[ \langle \tilde{\nabla}_X X + \tilde{\nabla}_JX JX, \hat{\gamma} \rangle |_0 = \langle -J[X, X]_m, \hat{\gamma} \rangle |_0 \]

(4.4)

The covariant derivative with respect to the canonical connection vanishes for all \( G \) invariant tensors (Corollary 3.2). Applying this to the tensors \( J, [\cdot, \cdot]_m \) and the metric \( \langle \cdot, \cdot \rangle \) we have.

\[ \langle -J[X, X]_m, \hat{\gamma} \rangle |_0 = \int_0^1 \frac{d}{dt} \langle J[X, X]_m, \hat{\gamma} \rangle dt \]

\[ = \int_0^1 \langle J[\nabla_\gamma X, JX]_m + J[X, J[\nabla_\gamma X]_m, \hat{\gamma}] + \langle J[X, JX]_m, \nabla_\gamma \hat{\gamma} \rangle dt \]

(4.5)

\[ = \int_0^1 \langle \nabla_\gamma X, [J\gamma, JX]_m + J[J\gamma, X]_m \rangle dt \]
In the last line we use the associativity of the bracket (eq 3.1).

Now let us simplify the second term in equation (4.2) and write it in terms of the canonical connection and apply the formula for the curvature (Proposition 3.7)

\[
\int_0^1 |\tilde{\nabla}_\gamma X|^2 + |\tilde{\nabla}_\gamma JX|^2 - \langle R(\gamma, X), \dot{\gamma}\rangle - \langle R(\gamma, JX), \dot{\gamma}\rangle dt
\]

\[
= \int_0^1 |\nabla_\gamma X + \frac{1}{2}[\gamma, X]|^2 + |J\nabla_\gamma X + \frac{1}{2}[\gamma, JX]|^2 - \langle R(\gamma, X), \dot{\gamma}\rangle dt
\]

(4.7)

\[
\int_0^1 |\tilde{\nabla}_\gamma JX|^2 + \langle \nabla_\gamma JX, \dot{\gamma}\rangle - \langle R(\gamma, JX), \dot{\gamma}\rangle dt
\]

(4.8)

\[
\int_0^1 2|\nabla_\gamma X|^2 + \langle \nabla_\gamma X, [\gamma, X] \rangle - \langle \nabla_\gamma JX, [\gamma, JX] \rangle dt
\]

Now combining eq (4.4) (4.5) and (4.8) in equation (4.2) we have

\[
E_{\ast\ast}^{c}(X, X) = \int_0^1 2|\nabla_\gamma X|^2 + \langle \nabla_\gamma X, [\gamma, X] \rangle - \langle [X, \gamma], [X, \gamma] \rangle dt
\]

(4.9)

Now combining eq (4.4) (4.5) and (4.8) in equation (4.2) we have

\[
E_{\ast\ast}^{c}(X, X) = \int_0^1 2|\nabla_\gamma X|^2 + \langle \nabla_\gamma X, [\gamma, X] \rangle - \langle [X, \gamma], [X, \gamma] \rangle dt
\]

(4.9)

Note that we use the integrability condition (Proposition 3.8) in eq (4.9). As \(\nabla_\gamma X + \frac{1}{2}R_\gamma(X) = 0\), the result follows.

4.2. Properties of the complex-hat connection.

**Proposition 4.4.** a) The complex-hat connection commutes with the complex structure \(J\).

b) The parallel transport along a geodesic \(\gamma\) with respect to the complex-hat connection preserves orthogonality between the geodesic and the transported vector.

c) If \(\nabla_\gamma X = 0\) along a geodesic \(\gamma\) and \(R_\gamma(X)\) vanishes at \(t = 0\) then \(\nabla_\gamma X = 0\) along \(\gamma\).

**Proof.** (a) Using part (b) of Proposition 3.8 it is easy to show that \(R_Y(JX) = JRY(X)\).

The result now follows from this observation and part (a) of Proposition 3.8.
(b) Let $X(t)$ be a vector field along a geodesic curve $\gamma$ which is parallel with respect to the complex-hat connection i.e $\nabla_\gamma X = -\frac{1}{2}R_\gamma(X)$ then

$$
\frac{d}{dt} \langle X(t), \dot{\gamma}(t) \rangle = \langle \nabla_\gamma X, \dot{\gamma} \rangle + \langle X, \nabla_\gamma \dot{\gamma} \rangle
$$

$$
= \langle -\frac{1}{2}([\gamma, X]_m, \dot{\gamma}) + \langle -J[\dot{\gamma}, X]_m, \dot{\gamma} \rangle + 0
$$

$$
= \frac{1}{2}((X, [\dot{\gamma}, \dot{\gamma}]_m) - \langle X, [J\dot{\gamma}, J\dot{\gamma}]_m \rangle)
$$

$$
= 0
$$

In this computation we have used the associativity of the bracket (3.1).

(c) We can use a canonical connection parallel frame. All invariant tensors are parallel with respect to the canonical connection (Corollary 3.2) and so is $\dot{\gamma}(t)$ (Theorem 3.3). Hence with respect to this frame $R_\gamma(X)$ is a linear transformation with respect to $X$ with constant co-efficients, so parallel transport with respect to the complex-hat connection can be thought of as the solution to the linear ODE $\ddot{X}(t) = -\frac{1}{2}R(X)$. From linear ODE Theory it is clear that $\ddot{X}(t) = 0$ iff $R(X(0)) = 0$.

Theorem 4.5. The complex energy hessian of a vector field $X(t)$ which is admissible and parallel with respect to the complex-hat connection is negative iff $[X^{1.0}(0), \dot{\gamma}^{0.1}(0)] \notin m^{0.1}$.

Proof. The sufficient condition follows from Theorem 4.3 and Lemma 3.10. For the necessary condition, now suppose that $[X^{1.0}(0), \dot{\gamma}^{0.1}(0)] \in m^{0.1}$. That implies that $R_\gamma(X(0)) = 0$ and $|[X(0), \dot{\gamma}(0)]_k|^2 + ||JX(0), \dot{\gamma}(0)||_k|^2 = 0$ by Lemma 3.10. $R_\gamma(X(0)) = 0$ implies that $X(t)$ is parallel with respect to the canonical connection by part c) of Proposition 4.4.

But that implies that the value $|[X(t), \dot{\gamma}]_k(t)|^2 + ||JX(t), \dot{\gamma}]_k(t)||^2$ remains zero along the geodesic and that implies that the complex energy hessian is zero.

5. INDEX CALCULATIONS

In this Section we work with the complex homogeneous space $G^c/P$ where $G^c$ is a complex simple Lie group and $P$ a parabolic subgroup. This manifold can also be written as $G/K$ where $G$ is a compact Lie group and $K$ a closed subgroup. Equip $G/K$ with the normal metric. Let $M$ and $N$ be two complex submanifolds of dimensions $m, n$ respectively, with the dimension of $G/K$ equal to $v$. Let $\gamma : [0, 1] \to G/K$ be a critical point to the energy functional on the space of paths joining $M$ and $N$. Thus $\gamma$ is a geodesic perpendicular to both manifolds at the endpoints. In this Section we will focus on giving a lower bound on the index of each geodesic in terms of $m, n, v$ and an invariant $\ell$ of the Lie algebra $g$.

Recall that $\Delta$ and $\Delta_k$ denote the roots associated to the root system of $g$ and $k$ respectively. $\Delta_m$ denote the roots complementary to $\Delta_k$. $V_\alpha \subset g$ is the real root space associated to $\alpha \in \Delta^+$. We define an ordering on $\Delta^+$ by $\alpha < \delta$ if and only if $\delta - \alpha$ is a positive root. This ordering is not partial. After applying an isometry we can identify $T_{\gamma(0)}G/K$ with $m$, so $\dot{\gamma}(0) \in m$. Define $\Gamma = \{ \alpha \in \Delta^+_m | \dot{\gamma}(0) \text{ has a non-trivial component in } V_\alpha \}$. Let $\delta \in \Gamma$ be a minimal element such that it also satisfies the following, $\alpha < \beta$ and $\beta < \delta$ implies that $\alpha \notin \Gamma$, we will refer to such $\delta$ as superminimal.
\( S_\delta = \{ \alpha \in \Delta_+^m | \alpha < \delta \text{ and } \delta - \alpha \in \Delta_+^m \} \)

\( T_\delta = \{ \beta \in \Delta_+^m | \beta \geq \delta \} \cup \{ \alpha \in \Delta_+^m | \delta - \alpha \in \Delta_+^m \} \)

To derive an optimal lower bound on the index we impose the following conditions on the sets \( S_\delta \) and \( T_\delta \). These conditions will be shown to be true if \( g \) is a simply laced Lie algebra i.e Lie algebras of the type A, D and E in Section 6. In the non-simply laced case the conditions are satisfied for most \( \delta \). For the remaining choices of \( \delta \) the arguments given below can be modified.

**Condition 1.** If \( \beta_0, \beta_1 \in T_\delta \backslash \{ \delta \} \) with \( \beta_0 \neq \beta_1 \) then \( \beta_0 - \delta \neq \beta_1 - \lambda \) for \( \lambda \in \Gamma \).

**Condition 2.** If \( \alpha, \beta \in S_\delta \) then \( \alpha + \beta \in \Gamma \) iff it is equal to \( \delta \).

Observe that if \( \alpha < \delta \) then \( \alpha, \delta - \alpha \) cannot both lie in \( \Delta_+^m \) from the construction of \( k \). It follows that \( |S_\delta| \) is even. Let \( \ell = \frac{1}{2}|S_\delta| + |T_\delta| \) and let \( h = \frac{1}{2}|S_\delta| \).

The main goal of this Section is to prove the following theorem.

**Theorem 5.1.** If conditions 1 and 2 are satisfied then the index of the geodesic \( \gamma \) is at least \( I = m + n - (v - \ell) - v + 1 \).

To prove this theorem we will construct a vector space of dimension \( 4I \). We will use a quaternionic structure on this space and show that there exists a subspace of dimension \( I \) such that the hessian \( E_{ab} \) is negative definite.

Let

\[
S_0 = \bigoplus_{\alpha \in S_\delta} V_\alpha, \quad T_0 = \bigoplus_{\beta \in T_\delta} V_\beta
\]

The spaces \( S_0, T_0 \) are invariant under \( J \) and are of complex dimension \( 2h \) and \( \ell - h \) respectively. Let \( U_0 = S_0 \oplus T_0 \) and \( \widehat{\tau} : T_{\gamma(0)}(G/K) \to T_{\gamma(1)}(G/K) \) denote the parallel translation with respect to the complex-hat connection. Let

\[
U = \{ X \in U_0 \cap T_{\gamma(0)}M | \widehat{\tau}(X) \in T_{\gamma(1)}(N) \}
\]

**Proposition 5.2.** The minimum complex dimension of \( U \) is \( I + h \).

*Proof.* Since the dimension of \( U_0 \) is \( \ell + h \) the minimum dimension of \( U_0 \cap T_{\gamma(0)}M \) is \( \ell + h + m - v \). It is clear that the

\[
\dim_c U \geq \dim_c (\widehat{\tau}(U_0 \cap T_{\gamma(0)}M)) \cap T_{\gamma(0)}M
\]

Since both \( T_{\gamma(0)}M, T_{\gamma(1)}N \) are perpendicular to \( \gamma \) and the complex-hat parallel transport preserves orthogonality with \( \gamma \) (part (b) of Proposition 4.4) we can get an extra dimension in the count. So the dimension of \( U \) is \( m + \ell + h - v + n - v + 1 \).

\[ \square \]

Let \( \hat{\gamma}_\delta(0) = aX_\delta + bJX_\delta \) denote the \( V_\delta \) component of \( \hat{\gamma}(0) \). Lemma 3.13 gives us a linear operator \( I_{a,b} : S_0 \to S_0 \) satisfying the following properties, \( I^2 = -Id \) and \( IJ = -JI \) (from now on we omit the subscript).
Let $S_1 = S_0 \cap U$ and let $\dim \mathcal{C} S_1 = s_1$. Using the properties of $I$ we observe that the subspace $S = S_1 \cap IS_1$ is a closed under $I$ and $J$. We see that $s = \dim \mathcal{C} S \geq 2(s_1 - h)$ whenever $s_1 > h$ else $S$ may be the trivial space. Now let $T$ be the orthogonal complement of $S_1$ in $U$ and $t = \dim \mathcal{C} T$. We observe that $s_1 + t \geq \mathcal{I} + h$ and so $t + \frac{1}{2} s \geq \mathcal{I}$.

Let $\hat{S}$, $\hat{T}$ and $\hat{U}$ be the space of vector fields parallel with respect to the complex-hat connection starting from $S$, $T$ and $U$ respectively. We will use Theorem 4.5 to show that the index of $E_{*\pi}^\mathcal{T}$ is at least $t$. For $\hat{S}$ Theorem 4.3 does not yield anything, instead one must take suitable linear combinations of vector fields in $\hat{S}$. The index of $E_{**}$ restricted to these linear combinations will be shown to be atleast $\frac{h}{2}$.

5.1. The variations $\hat{T}$.

**Proposition 5.3.** If $Z(t) \in \hat{T}$ then $E^\mathcal{S}_{**}(Z, Z) < 0$

**Proof.** By Theorem 4.5 it suffices to show that $[Z(0)^{1,0}, \hat{\gamma}^{0,1}(0)] \notin \mathfrak{m}^{0,1}$. Since $Z(0) \in T$ we can write $Z(0) = X + Y$ where $X \in S$ and $Y \in T$. As $[X^{1,0}, \hat{\gamma}^{0,1}(0)] \in \mathfrak{m}^{0,1}$ it suffices to prove that $[Y^{1,0}, \hat{\gamma}^{0,1}(0)] \notin \mathfrak{m}^{0,1}$.

Suppose $Y^{1,0} = \sum_{\beta \in T_\delta} c_\beta E_\beta$ with $c_{\beta_0} \neq 0$, for some $\beta_0 \in T_\delta \setminus \{\delta\}$ then condition 1 implies that the co-efficient of $E_{\beta_0 - \delta}$ is non-zero in $[Y^{1,0}(0), \hat{\gamma}^{0,1}(0)]$. As either $\beta_0 - \delta > 0$ or $|\beta_0 - \delta| \in \Delta^\delta_+$, implies that $E_{\beta_0 - \delta} \notin \mathfrak{m}^{0,1}$.

If $c_\delta$ is non-zero and $c_{\beta_0} = 0$, for all $\beta \in T_\delta \setminus \{\delta\}$ that implies that $[Y^{1,0}, \hat{\gamma}^{0,1}(0)]$ has a non-trivial component in $\mathfrak{h}$, hence $\notin \mathfrak{m}^{0,1}$ \hfill \Box

**Theorem 5.4.** The index of $\gamma$ when restricted to $\hat{T}$ is $t$.

**Proof.** $\hat{T}$ has a natural complex structure $\mathcal{J}$ on it, since $\hat{\nabla}$ commutes with $\mathcal{J}$. To show that the index is $t$, it suffices to show that every $t + 1$ dimensional subspace of the $2t$ dimensional space $\hat{T}$ has an element $X$ such that $E_{**}(X, X) < 0$. Let $W$ be such a subspace, then $W \cap JW$ is non-empty. Let $X \in W \cap JW$, then from Proposition 5.3 we know that the complex energy hessian $E_{**}(X, X) + E_{**}(JX, JX) < 0$. Since both $X, JX \in W \cap JW$ the result follows. \hfill \Box

5.2. The variations $\hat{S}$. If $\alpha \in S_\delta$ then $\alpha < \delta$ and by the choice of $\delta$ that implies that either $\alpha < \lambda$ or $\alpha$ is not comparable with $\lambda$ for $\lambda \in \Gamma$. If $X(t) \in \hat{S}$ then $X(0) \in S$ which implies $[X^{1,0}(0), \hat{\gamma}^{0,1}(0)]_m \in \mathfrak{m}^{0,1}$. Hence $R_\gamma(X(0)) = 0$ so Proposition 4.4 gives us that $X$ is parallel to the canonical connection.

Let $\tau^*_0 : T_{\gamma(0)} G/K \to T_{\gamma(t)} G/K$ denote parallel translation with respect to the canonical connection. We have $I : S \to S$ where $S \subset T_{\gamma(0)} M$, using parallel translation we can also define $I_t : \tau^*_0(S) \to \tau^*_0(S)$. Since the invariant tensors $J$ and $[\cdot, \cdot]_m$, the vector fields $\hat{\gamma}(t)$ and $X(t)$ are all parallel, the properties of $I$ in Lemma 3.13 carry over to $I_t$. Using this, we can now define a natural operation $I$ on the vector fields $\hat{S}$ as $IX(t) = I_t(X(t))$ We define

$$\hat{S}_k = \{Z | \nabla_{\hat{\gamma}} Z = -kIZ \text{ and } Z(0) \in S\}$$

On $\hat{S}_k$ we can define operations $\hat{I}$ and $\hat{J}$. For $Z \in \hat{S}_k$ we define these operations via initial conditions $(\hat{I}Z)(0) = I(Z(0)), (\hat{J}Z)(0) = J(Z(0))$. We observe that $\hat{I}^2 = -Id, \hat{J}^2 = -Id$ and $\hat{I}\hat{J} = -\hat{J}\hat{I}$.
Proposition 5.5. For sufficiently small $k$.

\begin{equation}
E_{ss}(Z, Z) + E_{ss}(\bar{I}Z, \bar{I}Z) + E_{ss}(\bar{J}Z, \bar{J}Z) + E_{ss}(\bar{I}\bar{J}Z, \bar{I}\bar{J}Z) < 0
\end{equation}

Proof. Let $X \in \tilde{S}$ such that $X(0) = Z(0)$. It is easy to verify that

\begin{equation}
Z = \cos(kt)X - \sin(kt)IX
\end{equation}

\begin{equation}
\bar{I}Z = \sin(kt)X + \cos(kt)IX
\end{equation}

\begin{equation}
\bar{J}Z = \cos(kt)JX + \sin(kt)JX
\end{equation}

\begin{equation}
\bar{I}\bar{J}Z = -\cos(kt)JIX + \sin(kt)JX
\end{equation}

We see that all these vector fields are admissible since $X$ and $IX$ are. We begin by analyzing $E_{ss}(Z, Z)$

\[
E_{ss}(Z, Z) = \langle \nabla Z, \dot{\gamma} \rangle^1_0 + \int_0^1 |\nabla \dot{\gamma} Z|^2 - \langle R(\dot{\gamma}, \bar{I}Z, \dot{\gamma})dt \\
= \langle \nabla Z, \dot{\gamma} \rangle^1_0 + \int_0^1 |\dot{\gamma} Z + \frac{1}{2} [\dot{\gamma}, Z]_m|^2 - \frac{1}{4} |[\dot{\gamma}, Z]_m|^2 - |[\dot{\gamma}, Z]_k|^2dt \\
= \langle \nabla Z, \dot{\gamma} \rangle^1_0 + \int_0^1 k^2 |IZ|^2 - k \langle IZ, [\dot{\gamma}, Z]_m \rangle - |[\dot{\gamma}, Z]_k|^2
\]

If $\alpha, \beta \in S_\delta$ then from condition 2 we have that $\alpha + \beta \not\in \Gamma \{\delta\}$ and since $\delta$ is super-minimal, we have that $\eta < \alpha$ implies $\eta \not\in \Gamma$. So we have $\alpha - \beta \not\in \Gamma$. We can now conclude that $\langle [Z, IZ]_m, \dot{\gamma}(0) - \dot{\gamma}_0(0) \rangle = 0$.

So for sufficiently small $k$ we have

\[
E_{ss}(Z, Z) = \langle \nabla Z, \dot{\gamma} \rangle^1_0 + \int_0^1 k^2 |IZ|^2 - k \langle IZ, [\dot{\gamma}_0, Z]_m \rangle - |[\dot{\gamma}, Z]_k|^2 \\
< \langle \nabla Z, \dot{\gamma} \rangle^1_0 + \int_0^1 k^2 |Z|^2 - kN_0(a^2 + b^2)\dot{\gamma}Z = |[\dot{\gamma}, Z]_k|^2 \\
(5.8) < \langle \nabla Z, \dot{\gamma} \rangle^1_0
\]

To get the inequality we use part (d) of Lemma 3.13. We can get a similar calculation for $E_{ss}(I\bar{Z}, \bar{I}Z), E_{ss}(\bar{J}Z, \bar{J}Z)$ and $E_{ss}(\bar{I}\bar{J}Z, \bar{I}\bar{J}Z)$. We now calculate the corresponding boundary terms.

\[
\langle \nabla Z, \dot{\gamma} \rangle + \langle \nabla \bar{I}Z, \dot{\gamma} \rangle + \langle \nabla \bar{J}Z, \dot{\gamma} \rangle + \langle \nabla \bar{I}\bar{J}Z, \dot{\gamma} \rangle^1_0 \\
= \langle \nabla X, \dot{\gamma} \rangle + \langle \nabla \bar{I}X, \dot{\gamma} \rangle + \langle \nabla \bar{J}X, \dot{\gamma} \rangle + \langle \nabla \bar{I}\bar{J}X, \dot{\gamma} \rangle^1_0 \\
= \langle [-JX, X]_m, \dot{\gamma} \rangle^1_0 + \langle [-JIX, IX]_m, \dot{\gamma} \rangle^1_0
\]

In the third line we have used equation 4.3 from section 4. For the last line we observe that $X, [\cdot, \cdot]_m$ and $J$ are parallel to the canonical connection, which implies that $\langle [-JX, X]_m, \dot{\gamma} \rangle$ and $\langle [-JIX, IX]_m, \dot{\gamma} \rangle$ are independent of $t$.

Using the inequality (5.8) and eqn (5.9) the proposition is proved. □
Theorem 5.6. For sufficiently small $k$ the index of $\gamma$ when restricted to $\hat{S}_k$ is $\frac{s}{2}$.

Proof. The real dimension of $\hat{S}_k$ is $2s$, so its suffices to show that for any $3\frac{s}{2} + 1$ real dimensional subspace $W$, there exists $Z \in \hat{S}_k$ such that $E_{ss}(Z, Z) < 0$. By the properties of $I$ and $J$ we know that there exist $Z \in W$ such that $Z, \hat{I}Z, \hat{J}Z, \hat{IJ}Z$ belong to $W$. From Proposition 5.5 the Theorem follows.

Note The content in this subsection is presented so that the reader has adequate motivation for the calculations below. The proof of the Theorem 11 can be written without reference to the work in this section.

5.3. Reconciling $\hat{S}_k$ and $\hat{T}$. In the Theorems 5.4 and 5.6 we have shown the existence of two subspaces of dimension $t$ and $\frac{s}{2}$ belonging to $\hat{T}$ and $\hat{S}_k$ such that $E_{ss}$ is negative definite. But that is not sufficient to show that the index is $I = t + \frac{s}{2}$. We will tackle this problem by twisting the space $\hat{T}$.

Let $\hat{T}_k = \{ Z | Z = \cos(kt)X - \sin(kt)Y \text{ with } X, Y \in \hat{T} \}$. From eqns (5.4) to (5.7) we observe that $\hat{S}_k = \{ Z | Z = \cos(kt)W - \sin(kt)IW \text{ with } W \in \hat{S} \}$. We now define $\hat{U}_k = \hat{S}_k \oplus \hat{T}_k$. So if $Z \in \hat{U}_k$ then $Z = \cos(kt)(X) - \sin(kt)(Y)$ for some $X, Y \in \hat{U}$.

We can define two operations on $\hat{U}_k$, $\hat{I}Z = \sin(kt)(X + W) + \cos(kt)(Y + IW)$ and $\hat{J}Z = \cos(kt)J(X + W) + \sin(kt)J(Y + IW)$. Observe that $\hat{U}_k$ is closed under the two operations $\hat{I}$ and $\hat{J}$. It can be easily verified that $\hat{I}^2 = -\hat{I}Id$ and $\hat{J}^2 = -\hat{J}Id$ and that $\hat{I}\hat{J} = -\hat{J}\hat{I}$. From eqns (5.4) to (5.7), we see that the definitions of $\hat{I}$ and $\hat{J}$ coincide.

Recall the complex energy hessian $E_{ss}^c(X, X) = E_{ss}(X, X) + E_{ss}(JX, JX)$. For $Z \in \hat{U}_k$ we define

$$Q(Z) = E_{ss}(Z, Z) + E_{ss}(\hat{I}Z, \hat{I}Z) + E_{ss}(\hat{J}Z, \hat{J}Z) + E_{ss}(\hat{IJ}Z, \hat{IJ}Z)$$

Now we are ready to prove an important proposition.

Proposition 5.7. There exists a $k > 0$ such that for any $Z \in \hat{U}_k$, $Q(Z) < 0$

We first state and prove a few lemmas.

Lemma 5.8. If $X \in T$ then there exists $M > 0$ such that $\frac{1}{2}||R_\gamma(X(t))||^2 + ||X(t), \gamma||^2 + ||JX(t), \gamma||^2 > M||X(t)||^2$ for any $t \in [0, 1]$ where $X(t)$ is a vector field which is parallel with respect to the complex-hat connection with initial value $X$. As a consequence $E_{ss}(X, X) + E_{ss}(JX, JX) > M \int_0^1 ||X(t)||^2 dt$

Proof. For $X \in T$ we know from the proof of the above Theorem 5.4 that either $\frac{1}{2}|R_\gamma(X(0))| \neq 0$ or $||X(0), \gamma||^2 + ||JX(0), \gamma||^2 \neq 0$. If the first case is true then we know from Proposition 5.5 part (c) that $R_\gamma(X(t)) \neq 0$ for all $t$. If the first case were not true then the vector field $\tilde{X}$ is parallel with respect to the canonical connection and so $||X(t), \gamma||^2 + ||JX(t), \gamma||^2$ is the same for all $t$ because $[[\cdot, \cdot]]_k$ is an invariant tensor. But at $t = 0$ we know that this quantity is non-zero and hence it is non-zero for all $t$. As the interval $[0, 1]$ is compact the lemma follows. □
**Lemma 5.9.** If $Z = \cos(kt)X - \sin(kt)Y$ with $X, Y \in \hat{U}$ then

$$Q(Z) = E^{\infty}_{ss}(X, X) + E^{\infty}_{ss}(Y, Y) + \int_0^1 2k^2|X|^2 + 2k^2|Y|^2 + 2k\langle [Y, X]_m - [JY, JX]_m, \dot{\gamma}\rangle dt$$

**Proof.** Let us begin by rewriting the second variational form as the sum of two quadratic forms for ease of computation. Now

$$E_{ss}(X, X) = \langle \bar{\nabla}_X X, \dot{\gamma}\rangle|_0^1 + \int_0^1 \langle \bar{\nabla}_\gamma X, \bar{\nabla}_\gamma X \rangle - \langle R(\dot{\gamma}, X)X, \dot{\gamma}\rangle dt$$

$$= \langle \bar{\nabla}_X X, \dot{\gamma}\rangle|_0^1 + \int_0^1 |\nabla_\gamma X + \frac{1}{2}[\gamma, X]_m|^2 - \frac{1}{4}[X, \dot{\gamma}]_m - |[X, \dot{\gamma}]_k|^2 dt$$

$$= \langle \bar{\nabla}_X X, \dot{\gamma}\rangle|_0^1 + \int_0^1 |\nabla_\gamma X|^2 + \langle \nabla_\gamma X, [\gamma, X]_m \rangle - |[X, \dot{\gamma}]_k|^2 dt$$

$$= H(X, X) + G(X, X)$$

Where $H(X, X) = \langle \bar{\nabla}_X X, \dot{\gamma}\rangle|_0^1 - \int_0^1 [X, \dot{\gamma}]_k|^2 dt$ & $G(X, X) = \int_0^1 |\nabla_\gamma X|^2 + \langle \nabla_\gamma X, [\gamma, X]_m \rangle dt$ We observe that $H(\cdot, \cdot)$ is linear with respect to differentiable functions and a simple calculation gives us

$$H(Z, Z) + H(I\tilde{Z}, I\tilde{Z}) = H(X, X) + H(Y, Y) \quad (5.10)$$

So we focus on $G(Z, Z) + G(I\tilde{Z}, I\tilde{Z})$. We start by simplifying

$$|\nabla_\gamma Z|^2 + |\nabla_\gamma I\tilde{Z}|^2 = |\nabla_\gamma X|^2 + |\nabla_\gamma Y|^2 + k^2|X|^2 + k^2|Y|^2 - 2k\langle \cos(kt)\nabla_\gamma X - \sin(kt)\nabla_\gamma Y, I\tilde{Z}\rangle$$

$$+ 2k\langle \sin(kt)\nabla_\gamma X + \cos(kt)\nabla_\gamma Y, Z\rangle$$

$$= |\nabla_\gamma X|^2 + |\nabla_\gamma Y|^2 + k^2|X|^2 + k^2|Y|^2 - 2k\langle \cos^2(kt)\nabla_\gamma X, Y\rangle$$

$$- 2k\langle \sin^2(kt)\nabla_\gamma X, Y\rangle + 2k\langle \cos^2(kt)\nabla_\gamma Y, X\rangle + 2k\langle \sin^2(kt)\nabla_\gamma Y, X\rangle$$

$$= |\nabla_\gamma X|^2 + |\nabla_\gamma Y|^2 + k^2|X|^2 + k^2|Y|^2 - 2k\langle \nabla_\gamma X, Y\rangle + 2k\langle \nabla_\gamma Y, X\rangle \quad (5.11)$$

and similar computation leads us to

$$\langle \nabla_\gamma Z, [\gamma, Z]_m \rangle + \langle \nabla_\gamma I\tilde{Z}, [\gamma, I\tilde{Z}]_m \rangle$$

$$= \langle \nabla_\gamma X, [\gamma, X]_m \rangle + \langle \nabla_\gamma Y, [\gamma, Y]_m \rangle + 2k\langle [X, X]_m, \dot{\gamma}\rangle \quad (5.12)$$

From equation (5.11) and (5.12) we arrive at

$$G(Z, Z) + G(I\tilde{Z}, I\tilde{Z}) = k\int_0^1 k|X|^2 + k|Y|^2 - 2\langle \nabla_\gamma X, Y\rangle$$

$$+ 2\langle \nabla_\gamma Y, X\rangle + 2\langle [Y, X]_m, \dot{\gamma}\rangle dt$$

$$+ G(X, X) + G(Y, Y) \quad (5.13)$$
Equations (5.10) and (5.13) give us

\[ E_{**}(Z, Z) + E_{**}((\bar{I}Z, \bar{I}Z)) = E_{**}(X, X) + E_{**}(Y, Y) + \int_0^1 k^2|X|^2 + k^2|Y|^2 - 2k\langle \nabla_\gamma X, Y \rangle + 2k\langle \nabla_\gamma Y, X \rangle + 2k\langle [Y, X]_m, \hat{\gamma} \rangle \]

(5.14)

 Keeping in mind that \( \bar{J}Z = \cos(kt)JX + \sin(kt)JY \) and \( \bar{J}\bar{I}Z = \cos(kt)JY - \sin(kt)JX \) we can use equation (5.14) to obtain

\[ E_{**}(\bar{J}Z, \bar{J}Z) + E_{**}((\bar{I}\bar{J}Z, \bar{I}\bar{J}Z)) = E_{**}(JX, JX) + E_{**}(JY, JY) + \int_0^1 k^2|JX|^2 + k^2|JY|^2 - 2k\langle \nabla_\gamma JX, J(-Y) \rangle + 2k\langle \nabla_\gamma J(-Y), JX \rangle + 2k\langle [J(-Y), JX]_m, \hat{\gamma} \rangle dt \]

The result follows from adding the formulas for \( E_{**}(Z, Z) + E_{**}(\bar{I}Z, \bar{I}Z) \) and \( E_{**}(\bar{J}Z, \bar{J}Z) + E_{**}(\bar{I}\bar{J}Z, \bar{I}\bar{J}Z) \).

**Lemma 5.10.** Let \( P(X(t), Y(t)) = \langle [Y(t), X(t)]_m - [JY(t), JX(t)]_m, \hat{\gamma} \rangle \)

(a) There exists a \( N \) such that \( P(X(t), Y(t)) < N|X(t)||Y(t)| \) for \( X, Y \in \hat{U}_k \) \( \forall t \in [0, 1] \)

(b) \( P(W(t), IW(t)) < -2kN_0(a^2 + b^2)^{\frac{1}{2}}|W(t)|^2 \)

**Proof.** (a) Clear.

(b) Since all the objects we deal with are parallel with the canonical connection, it suffices to prove it in the case \( t = 0 \). It is easy to see that \( [IW(0), W(0)]_m - [JIW(0), JW(0)]_m = 4Re[IW^{1.0}, W^{1.0}]_m \). Now \( IW, W \in S_0 \) implies that \( [W^{1.0}, IW^{1.0}]_m \in \bar{V}_\delta \) via condition 2. As a consequence \( \langle [W(0), IW(0)]_m - [JIW(0), JW(0)]_m, \hat{\gamma}(0) - \hat{\gamma}_\delta(0) \rangle = 0 \). The result now follows form (c) of Lemma 5.13.

**Proof of Proposition 5.7** If \( Z \in \hat{U}_k \) there exists \( X, Y \in \hat{T} \) and \( W \in \hat{S} \) so that \( Z = \cos(kt)(X + W) - \sin(kt)(Y + IW) \). Note that \( R_3W(0) = R_3(JW(0)) = 0 \), so from eqn (4.9) of Theorem 4.3 we get that \( E_{**}(X, X) = E_{**}(X + W) \) and \( E_{**}(Y, Y) = E_{**}(Y + IW, Y + IW) \). So now we can rewrite Lemma 5.9

\[ Q(Z) = E_{**}(X, X) + E_{**}(Y, Y) + \int_0^1 2k^2(|X + W|^2 + |Y + IW|^2) + 2k(P(X, Y) + P(X, IW) + P(W, Y) + P(W, IW))dt \]
Using part (a) and part (b) of Lemma 5.10 we have
\[
Q(Z) < E^c_*(X, X) + E^c_*(Y, Y) + \int_0^1 4k^2(|X|^2 + |Y|^2) \\
+ 2kN(|X||Y| + |X||W| + |W||Y|) + (8k^2 - 4k(a^2 + b^2)\frac{1}{2})|W|^2dt
\]
We choose \(\epsilon^2 N = 2(a^2 + b^2)\frac{1}{2}\) and apply a std inequality.
\[
Q(Z) < E^c_*(X, X) + E^c_*(Y, Y) + \int_0^1 (4k^2 + kN)(|X|^2 + |Y|^2) \\
+ kN(\frac{|X|^2}{\epsilon^2} + \epsilon^2|W|^2 + \frac{|Y|^2}{\epsilon^2} + \epsilon^2|W|^2) + (8k^2 - 4k(a^2 + b^2)\frac{1}{2})|W|^2dt \\
< \int_0^1 (4k^2 + kN + \frac{kN}{\epsilon^2})(|X|^2 + |Y|^2) + k(8k - 2(a^2 + b^2)\frac{1}{2})|W|^2dt \\
+ E^c_*(X, X) + E^c_*(Y, Y)
\]
Finally applying Lemma 5.8 we conclude that.
\[
Q(Z) < \int_0^1 (4k^2 + 2kN + \frac{kN}{\epsilon^2} - M)(|X|^2 + |Y|^2) \\
+ k(8k - 2(a^2 + b^2)\frac{1}{2})|W|^2dt
\]
It is clear that \(k\) and can be chosen small enough so that \(Q(Z)\) is negative for all \(Z \in \tilde{U}_k\).

\textbf{Proof. of Theorem 5.1} To prove this we demonstrate the existence of an \(\mathcal{I}\) dimensional subspace of the variation vector fields \(\tilde{U}_k\) such that \(E_\ast\) is negative definite. We recall that the real dimension of \(\tilde{U}_k\) is \(4\mathcal{I}\). To show that the index is \(\mathcal{I}\) all we have to do is show that for every \(3\mathcal{I} + 1\) real subspace \(W\) there exists a vector field of negative index. As \(J^2 = -Id\) that implies that in every \(3\mathcal{I} + 1\) dimensional real space we can find a \(2\mathcal{I} + 2\) dimensional space which is closed under \(J\). Now \(\bar{I}^2 = -Id\) and \(\bar{I}J = -J\bar{I}\) forces the existence of a 4 dimensional space which is closed under both \(J\) and \(\bar{I}\). So we can find a vector field \(Z\) such that \(JZ \bar{I}Z\) and \(J\bar{I}Z\) belong to \(W\). By Theorem 5.7 we know that \(Q(Z) < 0\) for uniform \(k\) so the hessian is negative for one the following vector fields \(Z, JZ, JZ\) and \(J\bar{I}Z\).

\(\Box\)

6. \textbf{Lie algebra calculations}

From Theorem 5.1 have shown that the index of a geodesic is \(\mathcal{I} = m + n - (v - \ell) - v + 1\) where \(n, m\) are the dimensions of the submanifolds \(M, N\) and \(\ell = \frac{1}{2}|S_\delta| + |T_\delta|\), if the roots satisfy certain conditions. For the simply laced Lie algebras \(A_r, D_r\) and \(E_r\) we will show that these conditions are satisfied. For the simple Lie algebra \(B_r\) and \(C_r\) these conditions are not satisfied when \(\delta\) is a short root. In this case we explicitly work with the roots and get over this handicap.

Recall that \(\Delta\) is the set of roots for a simple Lie algebra \(\mathfrak{g}\). For the rest of this section we assume \(\mathfrak{g}\) is not the algebra \(G_2\). Let \((\cdot, \cdot)\) be the dual of the Killing form on the Lie
algebra $\mathfrak{g}$ restricted to $\mathfrak{h}_\mathbb{R}^*$. Normalize $(\cdot, \cdot)$ so that the inner product corresponding to the root system $\Delta$ of $\mathfrak{g}$ is normalized so that the length of each long root is $\sqrt{2}$.

In this Section we refer the reader to [12] for all standard results on root systems and Lie algebras.

**Lemma 6.1.** Suppose $\delta$ and $\alpha$ are two unequal roots such that $\delta$ is long then $(\alpha, \delta) > 0$ is $(\alpha, \delta) = 1$

**Proof.** Define $W_\delta = \{ \alpha \in \Delta | \delta - \alpha$ is a root$\}$. Since $(\alpha, \delta) > 0$ the value $2(\alpha, \delta) = (\alpha, \alpha)$ is either $1$ or $2$. Using table 1 from [H, sec 9.4] it is clear that $2(\alpha, \delta) = 1$ if $\alpha$ is long and $2$ if $\alpha$ is short. In either case it is easy to verify that $(\alpha, \delta) = 1$. □

**Lemma 6.2.** If $\delta \in \Delta$ is a long root then, for $\eta_1, \eta_2 \in W_\delta$, $\eta_1 + \eta_2$ is a root if and only if it is equal to $\delta$.

**Proof.** Since the Weyl group is transitive on the set of long roots it suffices to prove this in the case where $\delta$ is the highest root vector.

Let the $\alpha$-chain of roots through $\delta$ be

$$-p\alpha + \delta, \ldots, \delta, \ldots q\alpha + \delta \quad \text{where } p, q \geq 0$$

Then it is well known that $p - q = 2(\alpha, \delta)$. Since $\delta$ is the highest root we have $q = 0$. Since $\alpha \in W_\delta$ we have that $p > 0$ making $(\alpha, \delta) > 0$. From Lemma 6.1 $(\alpha, \delta) = 1$. So if $\eta_1, \eta_2 \in W_\delta$ then $(\eta_1 + \eta_2, \delta) = 2$. So if $\eta_1 + \eta_2$ is a root then it has to be equal to $\delta$. □

Recall that

$$S_\delta = \{ \alpha \in \Delta^+_m | \alpha < \delta \text{ and } \delta - \alpha \in \Delta^+_m \}$$

$$T_\delta = \{ \beta \in \Delta^+_m | \beta \geq \delta \} \cup \{ \alpha \in \Delta^+_m | \delta - \alpha \in \Delta_k \}$$

**Proposition 6.3.** If $\delta$ is a long root then condition 1 and condition 2 are satisfied.

**Proof.** We first recall condition 1 and 2.

**Condition 1.** If $\beta_0, \beta_1 \in T_\delta \setminus \{\delta\}$ with $\beta_0 \neq \beta_1$ then $\beta_0 - \delta \neq \beta_1 - \lambda$ for $\lambda \in \Gamma$

**Condition 2.** If $\alpha, \beta \in S_\delta$ then $\alpha + \beta \in \Gamma$ iff it is equal to $\delta$.

For condition 1, begin by assuming that $\beta_0 - \delta = \beta_1 - \lambda$. So $\lambda = \beta_1 + \delta - \beta_0$ is a root. Observe that $\beta_1$ and $\delta - \beta_0$ belong to $W_\delta$. So by the Lemma 6.2 the only way that $\beta_1 + \delta - \beta_0$ is a root is if it is equal to $\delta$, that means $\beta_1 = \beta_0$. A contradiction and hence the lemma readily follows. Condition 2 follows trivially. □

**Proposition 6.4.** If the root system associated to $\mathfrak{g}^\mathbb{C}$ is such that all roots are long, the value $\ell = \frac{1}{2}|S_\delta| + |T_\delta|$ is independent of $\delta$ and only dependent on the Lie algebra $\mathfrak{g}^\mathbb{C}$. The values of $\ell$ are given below

(a) If $\mathfrak{g}^\mathbb{C} = \mathfrak{sl}_{r+1}(\mathbb{C})$ then $\ell = r$
(b) If $\mathfrak{g}^\mathbb{C} = \mathfrak{so}_{2r}(\mathbb{C})$ then $\ell = 2r - 3$
(c) If $g^C = E_6, E_7, E_8$ then $\ell = 11, 17$ and 29 respectively

Proof. We begin by showing that $\ell$ is independent of $\delta$ and later calculate $'\ell'$ by choosing $\delta$ appropriately.

Define $\widetilde{W}_\delta = \{\{\alpha, \beta\}| \alpha + \beta = \delta, \alpha, \beta \in \Delta\}$. It is clear that $|\widetilde{W}_\delta| + 1 = \frac{1}{2}|S_\delta| + |T_\delta|$. Since the Weyl group acts linearly $|\widetilde{W}_\delta|$ is preserved by the Weyl group. As these Lie algebras are simply-laced, it is well known that the Weyl group acts transitively on the roots $[12]$ therefore $|\widetilde{W}_\delta|$ is independent of $\delta$. We observe that $|W_\delta| = 2|\widetilde{W}_\delta|$ and calculate $|W_\delta|$ for a suitable root $\delta$ in each case. We refer to $[12]$ for a description of the respective root systems that we will use.

$A_r$: The roots are given by $\Delta = \{e_i - e_j|1 \leq i, j \leq r + 1\}$ where $e_i \in \mathbb{R}^{r+1}$ are the standard basis. Let us choose $\delta = e_1 - e_2$. Then it is clear that $W_\delta = \{e_1 - e_j|2 < j\} \cup \{e_k - e_2|k \leq r + 1\}$. Thus $|W_\delta| = 2r - 2$, so $\ell = r$.

$D_r$: The roots are given by $\Delta = \{\pm e_i \pm e_j|i \neq j, 1 \leq i, j \leq r + 1\}$ where $e_i \in \mathbb{R}^{r+1}$ are the standard basis. Choose $\delta = e_1 - e_2$. We then have that $W_\delta = \{e_1 \pm e_j, e_k \pm e_2|2 < j, k \leq r\}$. So $|W_\delta| = 4r - 8$.

$E_8$: The roots are given by

$$\Delta = \{\pm e_i \pm e_j|i \neq j, and 1 \leq i, j \leq 8\} \cup \left\{\frac{1}{2} \sum_{i=1}^{8} t_i e_i| t_i = \pm 1, \prod_{i=1}^{8} t_i = 1\right\}$$

where $e_i \in \mathbb{R}^8$. Choose $\delta = e_1 - e_2$. A little computation gives us that $W_\delta = \{e_1 \pm e_j|2 < j\} \cup \{e_k \pm e_2|k \leq 8\}$

$$\cup \left\{\frac{1}{2}(e_1 - e_2) + \frac{1}{2} \sum_{i=3}^{8} t_i e_i| t_i = \pm 1, \prod_{i=3}^{8} t_i = 1\right\}$$

So we have $|W_\delta| = 56$ and so $\ell = 29$. A similar calculation for $E_6$ and $E_7$ can be made.

□

Proof of Theorem 7.1

Parts i, ii and v

In Lie algebras of type A, D and E all roots are long, so parts i, ii and iv follow from Theorem 5.1 Proposition 6.3 and Proposition 6.4.

Part iii)

Referring back to $[12]$ we see that the roots of $B_r$ are given by

$$\Delta = \{\pm e_i \pm e_j|1 \leq i, j \leq r\} \cup \{\pm e_i|1 \leq i \leq r\}$$

where $e_i$ are the standard basis of $\mathbb{R}^r$. The positive roots are given by

$$\Delta^+ = \{e_i + e_j|1 \leq i, j \leq r\} \cup \{e_i - e_j|1 \leq i < j \leq r\} \cup \{e_i|1 \leq i \leq r\}.$$  

Recall that given a $\Gamma \subset \Delta^+$ we chose $\delta \in \Gamma$ to be a superminimal element i.e a minimal element such that if $\alpha < \beta$ and $\beta < \delta$ then $\alpha \notin \Gamma$. 

Suppose we can choose a superminimal element $\delta$ such that it is a long root. In this case we can repeat the arguments of the the simply laced case, using Proposition $6.3$ and Theorem $5.1$. We can make similar calculations and conclude that $\ell = 2r - 2$.

Suppose no superminimal elements are long. In this case we must choose $\delta = e_i$ where $i$ is the largest index such that $e_i \in \Gamma$. Observe that $e_i + e_j \notin \Gamma$ for $i < l < j$ and that $e_l - e_j \notin \Gamma$ for $l < j$. For any of these statements were not true it would imply that there exists a superminimal long root.

We now claim that if $e_k \notin \Delta_k$ for $i < k \leq r$ then $\delta = e_i$ satisfies conditions 1 and 2. To verify the claim we argue as follows. It is clear that $S_\delta$ is a subset of the following $\{e_i - e_l| i < l\} \cup \{e_l| i < l\}$. Thus condition 2 can be easily verified. Let $U_\delta = \{\beta \geq \delta| \beta \in \Delta_m^+\}$ and let $V_\delta = \{\alpha \in \Delta_m^+| \delta - \alpha \in \Delta_k^+\}$. Then $T_\delta = U_\delta \cup V_\delta$. We can clearly see that $U_\delta = \{e_a| a \leq i\} \cup \{e_i + e_a| a < i\}$. Due to the assumption that $e_k \notin \Delta_k$, we have $V_\delta = \{e_b| i < b, e_i - e_b \in \Delta_k^+\}$. Thus

$$\mathcal{T}_\delta = U_\delta \cup V_\delta = \{e_a| a \leq i\} \cup \{e_i + e_a| a < i\} \cup \{e_b| i < b, e_i - e_b \in \Delta_k^+\}$$

Note that if $\beta_1, \beta_2 \in \mathcal{T}_\delta$ then $\beta_1 + \delta - \beta_2$ is a positive root if and only if its equal to $\delta$ or of the form $e_s - e_t$ where $s < t$. To see this note that

$$\{\delta - \beta| \beta \in \mathcal{T}_\delta\} = \{-e_a + e_i| a < i\} \cup \{-e_a| a < i\} \cup \{e_i - e_b| i < b, e_i - e_b \in \Delta_k^+\}$$

We have already observed that roots of the form $e_s - e_t$ do not belong to $\Gamma$ with $s < t$, we now see that condition 1 is satisfied thereby verifying the claim.

To finish the proof we assume that $e_k \in \Delta_k$ for $k$ such that $i < k$. Let $g_t = \exp(tX_{e_k})$ where $X_{e_k}$ is a root vector for the root $e_k$. Since $X_{e_k} \in K$ that implies that $g_t \in K$. Then the left translation $L_{g_t}$ is a non-trivial isometry as well as a biholomorphism on the space $G/K$, that fixes the base point $\bar{e}$. So it suffices to study the index of the geodesic $L_{g_t}$. For small values of $t$ the set $\Gamma$ associated to this geodesic will contain the long root $e_i - e_k$ by an application of a standard form relating the adjoint action of the Lie group and Lie algebra namely $\text{Ad} (\exp (tX)Y = Y + t[X,Y] + O(t^2))^{23}$. So $\delta$ can be chosen in the form $e_p - e_q$ where $p < q$. We can now use the arguments above to prove the Theorem in the main case.

**Part iv)**

Using $12$ we note that the roots of $C_r$ are given by

$$\Delta = \{\pm e_i \pm e_j| 1 \leq i, j \leq r\} \cup \{\pm 2e_i| 1 \leq i \leq r\}$$

where $e_i$ are the standard basis of $\mathbb{R}^r$. The positive roots are given by

$$\Delta^+ = \{e_i + e_j| 1 \leq i, j \leq r\} \cup \{e_i - e_j| 1 \leq i < j \leq r\} \cup \{2e_i| 1 \leq i \leq r\}.$$ 

Assume we can choose superminimal $\delta \in \Gamma$ such that the root is long, in that case we can again use Proposition $6.3$ and from a simple calculation conclude that $\ell = r$.

The only options left are $\delta = e_i + e_j$ or $e_i - e_j$ such that $i < j$. One can easily check that conditions 1 and 2 do not hold true for $\mathcal{T}$ and $\mathcal{S}$. We will use appropriate subsets $\mathcal{T}^*$ and $\mathcal{S}^*$ of $\mathcal{T}$ and $\mathcal{S}$ such that condition 1 and 2 are satisfied. It is easy to see that we can modify the proof of Theorem $5.1$ by using these subsets.
Lets deal with the case where $\delta = e_i - e_j$ is superminimal for some $i < j$. Here we let $U_\delta = \{e_k - e_j | k < i\} \cup \{e_i - e_k | j < k\} \cup \{2e_i\} \cup \{\delta\}$ and $V_\delta = \{e_l - e_j | i < l < j\} \cup \{e_i - e_{l'} | i < l' < j\}$.

Now

$$T^*_\delta = T_\delta \cap (U_\delta \cup V_\delta)$$

$$S^*_\delta = S_\delta \cap V_\delta$$

We can now verify that condition 1 and 2 are satisfied $T^*_\delta$ and $S^*_\delta$.

Now we can assume that roots of the form $e_i - e_j / \in \Gamma$, for if such a root were in $\Gamma$ we could find a superminimal of that form, and proceed as in the earlier case.

Now we assume that we can choose superminimal elements of the form $e_i + e_j$, here we let $U_\delta = \{e_k + e_j | k < i\} \cup \{2e_i\}$ and $V_\delta = \{e_j + e_i | i < l, l \neq j\} \cup \{e_i - e_l | i < l, l \neq j\}$. We define $T^*_\delta$ and $S^*_\delta$ as we did previously and verify that conditions 1 and 2 are satisfied.
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