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Abstract

In this paper, we study methods for improving the efficiency and privacy of compressed DNA sequence comparison computations, under various querying scenarios. For instance, one scenario involves a querier, Bob, who wants to test if his DNA string, Q, is close to a DNA string, Y, owned by a data owner, Alice, but Bob does not want to reveal Q to Alice and Alice is willing to reveal Y to Bob only if it is close to Q. We describe a privacy-enhanced method for comparing two compressed DNA sequences, which can be used to achieve the goals of such a scenario. Our method involves a reduction to set differencing, and we describe a privacy-enhanced protocol for set differencing that achieves absolute privacy for Bob (in the information theoretic sense), and a quantifiable degree of privacy protection for Alice. One of the important features of our protocols, which makes them ideally suited to privacy-enhanced DNA sequence comparison problems, is that the communication complexity of our solutions is proportional to a threshold that bounds the cardinality of the set differences that are of interest, rather than the cardinality of the sets involved (which correlates to the length of the DNA sequences). Moreover, in our protocols, the querier, Bob, can easily compute the set difference only if its cardinality is close to or below a specified threshold.

1 Introduction

It is hard to imagine the meaning of privacy in a world where someone can download a digital copy of your DNA. Given this data and your identity, such a person could determine who you are, your ethnic heritage, and what diseases you are likely to inherit. There are already significant concerns that employers or insurers will use genetic information to screen those at high risk for various diseases, and several governments have already created laws dealing with DNA data access. Thus, there is a need for technologies that can safeguard the privacy and security of genomic data.
Unfortunately, existing methods for privacy-preserving data querying, which depend on expensive cryptographic computations, don’t scale to genomic data sizes.

Indeed, the size of genomic data is not just a concern for security primitives—the storage and handling of genomic data is already presenting a challenge even without considering the possible addition of cryptographic layers. Namely, genomes are often stored as simple text files, but this approach is difficult to scale in many ways. The storage of the diploid genomes of all currently living humans using this simple approach would be on the order of $36 \times 10^{18}$ bytes, or 36 exabytes, not counting likely backups and multiple copies. And even with the progress that can be expected with increased capacities for storage and networking in the coming years, it is likely that security and privacy issues will require additional layers of protection around genomic data. Thus, it is quite likely that genomic data will need to be processed and stored in compressed form.

Many companies, physicians, and law-enforcement agencies have legitimate reasons for querying genomic data. The challenge from an algorithmic standpoint is to be able to support such queries using low storage, bandwidth, and query times. Moreover, as just mentioned, it is our view that it is quite likely that genomic data will have to be compressed, given their uncompressed sizes. Thus, in order to protect the privacy of genomic data, cryptographic techniques will need to be employed on compressed genomic data to support privacy-preserving data querying. That is, cryptographic techniques should allow for queries to be performed on compressed data in a way that answers the specific question—such as quantifying sequence matches or alignments—but does not reveal any other information about the data, such as race or disease risk of the individual whose DNA is being queried. Putting these constraints together, there is a real need for trustworthy computing techniques that can work in conjunction with genomic compression technologies to answer queries and perform analyses in a way that preserves the privacy of the data and the proprietary information contained in the queries themselves.

1.1 Prior Related Work

Privacy issues for data querying have been investigated before. Namely, the data structures presented in [29, 30] provide the option of a privacy-preserving verification of the answer to a query, that is, the proofs of data consistency are carried out in a private way, where no information other than the queried data is inferred by the prover. However, these privacy-preserving techniques involve computationally expensive operations, which would be inappropriate for genomic-scale computations.

Several researchers have also explored privacy-preserving data querying methods that can be applied, in principle, to genomic sequences (e.g., see [2, 14]). That is, cryptographic techniques can be used to allow for queries to be performed in a way that answers the specific question—such as a score rating the quality of a query for DNA matching or sequence alignment—but does not reveal any other information about the data, such as race or disease risk of the individual whose DNA is being queried. Atallah et al. [2] and Atallah and Li [3] studied privacy-preserving protocols for edit-distance sequence comparisons, Troncoso-Pastoriza et al. [36] described a privacy-preserving protocol for regular-expression searching. Jha et al. [26] give privacy-preserving protocols for computing edit distance and Smith-Waterman similarity scores between two sequences, improving the privacy-preserving algorithm of Szajda et al. [34]. These previous schemes are not defined for compressed DNA sequences, however, and they have communication costs that are as high as the strings themselves, whereas we are interested in solutions that have communication costs proportional to
the size of the differences between DNA sequences.

Aligned matching results between two compressed genomic strings can also be done in a secure way using privacy-preserving set-intersection protocols, and several groups of researchers have developed such protocols (e.g., see [11 19 37 52 33]) or SMC methods for computing dot products (e.g., see [12 20 38]), which can also be used for determining set intersections. Freedman et al. [19] give a linear-size protocol for performing a privacy-preserving set-intersection computation, and several others have given privacy-preserving solutions with linear or slightly super-linear communication costs, including Dachman-Soled et al. [11] and De Cristofaro and Tsudik [13]. Instead of computing the contents of a set intersection, De Cristofaro et al. [10] give a protocol having communication complexity proportional to the set sizes for simply determining the cardinality of a set intersection, and Vaidya and Clifton [37] similarly give such a privacy-preserving protocol with linear communication complexity as well. Kissner and Song [27] and Hazay and Nissim [23] extend privacy-preserving set-intersection protocols to perform set union as well, also with linear communication complexity. Ateniese et al. [4] describe a scheme that uses communication that is linear in one of the two sets being compared, while keeping the other size secret.

All of these families of privacy-preserving protocols are unfortunately inefficient for privacy-enhanced comparison of even compressed DNA sequences, however, for two reasons:

1. We desire solutions that identify the differences between two sets, not their intersection.

2. We desire solutions whose communication complexity is proportional to the size of the set difference, not the sizes of the sets themselves (which will, in the DNA application, be much larger than the set difference).

1.2 Our Results

In this paper, we describe a new data structure, called the Privacy-Enhanced Invertible Bloom Filter (PIBF), and we show how it is suited to perform efficient privacy-enhanced comparisons of compressed DNA strings. In particular, we consider scenarios in which a data querier, Bob, wishes to learn the difference between a genomic sequence of interest and the DNA strings owned by a data owner, Alice. In each scenario we consider, Bob does not want Alice to learn the contents of his query string and Alice does not want to reveal any of her DNA strings to Bob unless it is close in edit distance to Bob’s string. We also consider a scenario where the result of a query should only be revealed to a trusted third party, Charles. In addition, we can generalize our solutions so that they can apply to queries that are restricted to a range, $R$, of the genome. We show that the PIBF data structure can be used to answer the queries in each of these scenarios in a way that protects the privacy interests of each of the parties in quantifiable ways. Our solutions provide absolute privacy protection to Bob (in the information theoretic sense, for our most likely of scenarios) and involve a novel quantified analysis of the privacy protection provided by the Invertible Bloom Filter [15 16] data structure for Alice.

Our solutions can, in fact, apply to scenarios that go beyond the application to genomic data, and can be used to provide privacy-enhanced methods for performing general set difference operations, which may be of independent interest. We focus here on the application to compressed DNA sequences, however, since it is arguably the best motivation for a privacy-enhanced set-differencing protocol whose communication complexity is proportional to the cardinality of the set difference rather than the sets being compared. Also, the computational requirements of our solutions are
very low, even with respect to constant factors, which also makes the application to genomic data especially relevant.

2 Genomic Data Compression

Since our methods are to be applied to compressed genomic sequences, we discuss here an effective representation for such compressed sequences [5, 25, 8]. Our methods for privacy-preserving comparisons work with other compression schemes, as well, but to provide a concrete example of genomic data compression, let us review the approach of [5, 25, 8]. The essential property to note during this discussion is that the scheme we describe here allows us to reduce sequence comparison to a symmetric difference operation on sets.

Such data structures allow the compression of genome sequences while facilitating certain classes of sequence queries. More importantly, at least for the scope of this paper, we assume these data structures and compressed representations facilitate efficient protocols for privacy-preserving genomic data querying.

2.1 Compressing with a Reference String

As noted above, in the case of storing multiple genomes from the same species, and in particular for humans, whose genomes contain at least 3 billion base pairs, the flat text file approach is clearly wasteful. A simple, but general, approach is to store a reference sequence, $R$, and then for each other sequence, encode only its differences with respect to $R$ in a canonical way. To see what we mean by a canonical encoding of a difference with respect to a reference string, consider the sequences

$$\text{AACGACTAGTAATTTG}$$

and

$$\text{CACGTCTAGTAATGTG},$$

which are identical, except for substitutions in positions 1 ($A \rightarrow C$), 5 ($A \rightarrow T$), and 14 ($T \rightarrow G$). Each such single nucleotide polymorphisms (SNP) can be encoded by a pair $(i, X)$, where $i$ is an integer encoding the position and $X$ represents the value of the substitution. Thus, given the first sequence as a reference, the second one can be encoded by the string “1C5T14G”, or the set

$$\{(1, C), (5, T), (14, G)\}.$$.

Note that with this data representation, the questions “Is this sequence different from the reference sequence at position $i$?” and, if so, “How?” are easy to answer, given the reference string, $R$.

Other events, such as deletions and insertions can also be accommodated in this scheme. For a deletion, we can use a pair of integers, $(i, l)$, where $i$ denotes the index in $R$ where the deletion occurs and $l$ represents the length of the deletion. Likewise, for an insertion of $l$ characters, we can use the encoding $i, X_1 \ldots X_l$ to denote the insertion of $X_1 \ldots X_l$ at position $i$ with respect to the reference sequence.

Thus, with this approach, we can represent any genomic sequence as a set, of substitution, insertion, and deletion events, and we assume that there is a canonical way of defining such a set.
In addition, this compression scheme is just one data representations we can allow. The essential properties of such a compression scheme is that it provide an effective mechanism for compressing multiple genomic sequences taken from the same species by encoding each genomic sequences as an indexed set of differences with a reference string, $R$.

### 2.2 Some Technical Details

While the basic idea of genomic data compression is often easy to understand, precise implementations require that one addresses a number of important technical issues, for the sake of defining a canonical encoding that can allow us to reduce genomic sequence comparison to set differencing. For instance, using the above approach as a running example, we need to use integers that are associated with positions or lengths of events, and letters describing these events. Our set comparison methods depend on indices that are absolute addresses, but a compression scheme might not use such addresses.

For instance, one can use local coordinates or relative addressing, i.e., intervals, instead of absolute addressing, and get improved data compression. With relative addresses, applied to the above example, the string “1C5T14G” becomes “0C4T9G”, with a similar change to the associated set representation. It is natural to expect such an encoding, since the integers to be encoded may be considerably smaller than when one uses absolute addresses. For our comparison operations to be effective, we need to be using absolute coordinates. Thus, the relatively modest price to pay is that if a genomic sequences is encoded using relative addresses, then these addresses must be changed to recover absolute coordinates prior to applying our privacy-enhanced comparison methods.

A second observation is that if the positions at which variations occur in the population are fixed and form a relatively small subset of all possible positions, then additional savings may result by focusing only on those positions. If in the same schematic example as above, one knew that in the population substitutions can only occur at positions 1, 5, and 14, one could, for instance, encode “1C5T14G” by “1C2T3G”, at the cost of keeping a conversion table that memorizes the coordinate positions where the variants occur. In this case, these integer values form a modified type of absolute address; hence, they do not need to be modified in order for our privacy-preserving comparison methods to be effective. That is, in the genome applications we consider, the absolute addresses should either be explicit positional indices or ordinal indices with respect to known mutations in the population (e.g., see [5, 25, 8]).

While substitutions, deletions, and insertions are sufficient both in theory to describe any sequence with respect to the reference sequence and in practice in the case of the relatively short mitochondrial genome, more complex events that occur frequently in more complex genomes can also be added to the list. For instance,

“50Ins100C2(25)”

could denote the insertion (Ins) at position 50 of a subsequence of length 100 bp coming from chromosome 2, and starting at location 25 on that chromosome. Clearly the binary convention for denoting the different pieces of information, or their groups, must be defined to avoid both any ambiguity as well as the use of additional symbols such as parentheses or other delimiters. While statistics on human SNPs are becoming available [24, 21, 8], statistics on the frequencies and location of these more complex rearrangement events in the human genome are at an earlier stage of development, which can be used for possible improved DNA sequence compression. (For instance,
In any case, the approaches used in this paper can also be applied to such compression schemes, provided they preserve the invariant that DNA comparison amounts to a symmetric difference between compressed DNA sequences (converted to absolute coordinates) defined by sets of differences with a reference string, $R$.

### 2.3 Data Distributions

As noted above, genomic strings typically have a degree of similarity that can be exploited for compressing such schemes. Indeed, we have already noted that compression schemes can let us view a genomic string with respect to a scheme that represents a string in terms of its differences with a reference string, $R$ (e.g., see [5, 8]). That is, we can start from a reference string, $R$, which contains the most common components of a typical genomic string. Then we define each other string, $Q$, in a canonical way in terms of its differences with $R$. Each difference is defined by an index location, $i$, in $R$ and an operation to perform at that location, such as a substitution, insertion, or deletion.

In [8], a comparative analysis on a set of 4,000 mtDNA sequences from different individuals, taken from GenBank, has identified 4,544 positions along the reference mtDNA sequence where at least one of the other sequence deviates from the reference sequence, which has a total length of roughly 16,500. In aggregate, there were 122,266 bp that deviated from the reference sequence. Besides substitutions, the total number of insertion and deletion events across all the sequences was 7,175, the most frequent one being 1 bp insertions (4671 occurrences), followed by 2 bp deletions (901). In addition, by combining the computations that determined these statistics with machine learning algorithms for racial characteristics, researchers have identified ethnic mtDNA deviations. Some well known variants, such as the “Asian-specific 9 bp deletion” [22, 35], also occur frequently (255 occurrences). The take-away message from this experiment was that canonical data compression is viable using the approach outlined above.

An important observation that already can be derived from this study of mtDNA is that DNA strings that have a large edit distance will also have a large number of differences with respect to their compressions relative to the reference string. For instance, the distribution of the raw intervals for the mtDNA study is shown in Figure 1a. Observed intervals vary from 0 to 14,998bp, the most frequent one being an interval of 73 (2,580 occurrences), followed by 688 (2419 occurrences), and followed by 6 (2,202 occurrences). Likewise, the plot of the logarithm of the counts versus the logarithm of the rank (in decreasing order of frequency) is shown in Figure 1b. Overall these distributions are not strongly structured, with the log-log plot demonstrating in this case at best a very weak power-law structure.

Thus, this exercise shows that the reference sequence can be optimized to minimize the total number of variants. Furthermore, the reference sequence does not need to be a sequence from an actual individual, but could be designed using purely statistical and entropy minimization considerations. The design of the reference sequence impacts not only the variants to be recorded, but also the runlengths, and therefore it must also take into consideration any constraints a particular implementation may place on the runlengths and their encodings. In the case of large genomes, for instance, it may be useful to control the range of possible runlengths and keep it under some reasonable value. The only requirement that we make with respect to the comparison algorithms we consider in this paper is that the same reference string should be used to encode all DNA strings that will be subjected to privacy-enhanced comparisons. Moreover, although the number of
completed human genomes is still relatively small, the analysis from [5, 25, 8] suggests that, even though DNA sequences have lengths of over 3 billion base pairs, their compressed versions should be representable using sets whose cardinalities are measured in the millions.

3 Scenarios for Genomic Data

To address security, integrity, and privacy issues for querying genomic data, the general framework we consider comprises two kinds of basic entities: a data owners, Alice, who controls and stores genomic data, and an agent, Bob, who is interested in querying Alice’s data. The granularity of the data owner can vary. At the smaller end of the spectrum, each individual could be a data owner and could, for instance, carry his/her own genome on a personal storage device. At the larger end of the spectrum, Alice could represent a national or international data center with millions of genomic sequences. Such a data owner, Alice, between these ranges could exist for instance at the state, county, city, hospital, clinic, or laboratory level. Likewise, many different agents, represented as Bob, are conceivable, ranging from personal physicians, to hospital, to insurance companies, to employers, to central agencies such as the Social Security, the FBI, or the CIA.

3.1 Query Scenarios

Let us consider several possible query scenarios, where, in each case Alice holds a list of $n$ entries, each entry containing a genomic sequence from some person (possibly with $n = 1$), and Bob holds a genome of one individual:
1. Bob wants to determine if there is an entry in Alice’s database that matches the genome he holds, where a match is defined as a symmetric difference that is below some given threshold, $\tau$. Bob does not want to reveal his genome to Alice and Alice is willing to reveal a genome in her database only if its symmetric difference with Bob’s genome is smaller than $\tau$ or close to $\tau$.

2. Bob wants to determine if there is an entry in Alice’s database that matches the genome he holds, where a match is defined as a symmetric difference that is below some given threshold, $\tau$, or close to this threshold. Bob does not want to reveal his genome to Alice and Alice does not want to reveal any of her data to Bob. However, Alice is willing to reveal a genome in her database to a trusted third party, Charles, but only if its symmetric difference with Bob’s genome is smaller than $\tau$.

3. Bob wants to determine if there is an entry in Alice’s database that matches the genome he holds, restricted to a range, $R$, where a match is defined as a symmetric difference that is below some given threshold, $\tau$, or close to $\tau$, and is in the range $R$. Bob does not want to reveal his genome to Alice and Alice is willing to reveal a genome in her database, restricted to $R$, only if its symmetric difference with Bob’s genome is smaller than $\tau$ in $R$.

We show in this paper how the private invertible Bloom filter, which we discuss next, can be used in each of these scenarios.

4 A Privacy-Enhanced IBF

Our results rely on the construction of a Privacy-enhanced Invertible Bloom Filter (PIBF), which extends the Invertible Bloom Filter (IBF) of Eppstein and Goodrich [15], which is itself a variant of the classic Bloom filter [6] and counting Bloom filter [7, 18] data structures. An IBF is a probabilistic way of maintaining a set that allows both insertions and deletions. Moreover, one of the important features of an IBF is that it allows the number of inserted elements to far exceed the capacity of the data structure so long as most of the inserted elements are deleted or subtracted out later. Second, an IBF allows the elements of the set to be listed back out if the capacity is not too large. In addition, an IBF allows us to represent a large set using a small IBF, and then to quickly determine the elements in the symmetric difference of two sets, given only their IBF representation, as we now review.

4.1 A Review of Invertible Bloom Filters

Let us review the essential components of an Invertible Bloom Filter (IBF) [15], as described in [16]. We assume that the items being considered belong to a countable universe, $U$, and that given any element, $x$, we can determine a unique integer identifier for $x$ in $O(1)$ time (e.g., either by $x$’s binary representation or through a hash function). For instance, in the case of a compressed DNA string, $x$ could be a pair, $(i, \delta)$, where $i$ is an index of a reference string and $\delta$ is a change with respect to that reference.

An IBF consists of a table, $T$, of $t$ cells, for a given parameter, $t$; a set of $k$ random hash functions, $h_1, h_2, \ldots, h_k$, which map any element $x$ to $k$ distinct cells in $T$; and a random hash
function, \( g \), which maps any element \( x \) to a random value in the range \([1, 2^\lambda]\), where \( \lambda \) is a specified number of bits.

Each cell of \( T \) contains the following fields:

- **count**: an integer count of the number of items mapped to this cell
- **idSum**: a sum of all the items mapped to this cell
- **gSum**: a sum of \( g(x) \) values for all items mapped to this cell.

The \( \text{gSum} \) field is used for checksum purposes. An IBF supports several simple algorithms for item insertion, deletion, and membership queries, as shown in Figure 2, which is taken from [16].

Note that we can take the difference of one IBF, \( A \), with a table \( T_A \), and another one, \( B \), with table \( T_B \), to produce an IBF, \( C \), with table \( T_C \), that represents their signed symmetric difference, with the items in \( A \setminus B \) having positive signs for their cell fields in \( C \) and items in \( B \setminus A \) having negative signs for their cell fields in \( C \) (we assume that \( C \) is initially empty). Moreover, given an IBF, which may have been produced either through insertions and deletions or through a subtract operation, we can list out its contents by repeatedly looking for cells with counts of +1 or −1 and removing the items for those cells if they pass a test for consistency. This method therefore produces a list of items that had positive signs and a list of items that had negative signs. In particular, with respect to an IBF, \( C \), that is the result of a \( \text{subtract}(A, B, C) \) operation, the positive-signed elements belong to \( A \setminus B \) and the negative-signed elements belong to \( B \setminus A \). Eppstein et al. [16] establish the following with respect to an IBF’s ability to be used for set differencing.

**Theorem 1 [16]**: Suppose \( X \) and \( Y \) are sets with \( m \) elements in their symmetric difference, i.e., \( m = |X \Delta Y| \), and let \( \epsilon > 0 \) be an arbitrary real number. Let \( A \) and \( B \) be invertible Bloom filters built from \( X \) and \( Y \), respectively, such that each IBF has \( \lambda \geq k + \lceil \log k \rceil \) bits in its \( \text{gSum} \) field, i.e., the range of \( g \) is \([1, 2^\lambda]\), and each IBF has at least \( 2km \) cells, where \( k > \lceil \log(m/\epsilon) \rceil + 1 \) is the number of hash functions used. Then the \( \text{listItems} \) method for the IBF \( C \) resulting from the \( \text{subtract}(A, B, C) \) method will list all \( m \) elements of \( X \Delta Y \) and identify which belong to \( X \setminus Y \) and which belong to \( Y \setminus X \) with probability at least 1 − \( \epsilon \).

### 4.2 Making an IBF Privacy-Enhanced

Our strategies for creating a Privacy-enhanced Invertible Bloom Filter (PIBF) depend on which scenario we are working in. So let us consider various scenarios for genomic data comparison. We describe each of the scenarios below assuming that Alice has a single compressed DNA sequence. In this case when Alice holds several such sequences, we would repeat the steps for Alice described below for each of her sequences.

#### 4.2.1 Alice and Bob

In the first scenario we consider, Bob wants to determine if there is an entry in Alice’s database that matches the genome he holds, where a match is defined as a symmetric difference that is below some given threshold, \( \tau \). Bob does not want to reveal his genome to Alice and Alice is willing to reveal a genome in her database only if its symmetric difference with Bob’s genome is smaller than \( \tau \) or close to \( \tau \).
initialize():
    for $i = 0, \ldots, t - 1$ do
        $T[i].count \leftarrow 0$
        $T[i].idSum \leftarrow 0$
        $T[i].gSum \leftarrow 0$
    end for

insert($x$):
    for each $h_i(x)$ value, for $i = 1, \ldots, k$ do
        add 1 to $T[h_i(x)].count$
        add $x$ to $T[h_i(x)].idSum$
        add $g(x)$ to $T[h_i(x)].gSum$
    end for

delete($x$):
    for each $h_i(x)$ value, for $i = 1, \ldots, k$ do
        subtract 1 from $T[h_i(x)].count$
        subtract $x$ from $T[h_i(x)].idSum$
        subtract $g(x)$ from $T[h_i(x)].gSum$
    end for

isMember($x$):
    for each $h_i(x)$ value, for $i = 1, \ldots, k$ do
        if $T[h_i(x)].count = 0$ and $T[h_i(x)].idSum = 0$ and $T[h_i(x)].gSum = 0$ then
            return false
        else if $T[h_i(x)].count = 1$ and $T[h_i(x)].idSum = x$ and $T[h_i(x)].gSum = g(x)$ then
            return true
        end if
    end for
    return “not determined”

subtract($A, B, C$):
    for $i = 0$ to $t - 1$ do
        $T_C[i].count \leftarrow T_A[i].count - T_B[i].count$
        $T_C[i].idSum \leftarrow T_A[i].idSum - T_B[i].idSum$
        $T_C[i].gSum \leftarrow T_A[i].gSum - T_B[i].gSum$
    end for

listItems():
    while there is an $i \in [1, t]$ such that $T[i].count = 1$ or $T[i].count = -1$ do
        if $T[h_i(x)].count = 1$ and $T[h_i(x)].gSum = g(T[h_i(x)].idSum)$ then
            add the item, $(T[i].idSum)$, to the “positive” output list
            call delete($T[i].idSum$)
        else if $T[h_i(x)].count = -1$ and $-T[h_i(x)].gSum = g(-T[h_i(x)].idSum)$ then
            add the item, $(-T[i].idSum)$, to the “negative” output list
            call insert($-T[i].idSum$)
        end if
    end while

Figure 2: Operations supported by an invertible Bloom filter. All arithmetic is assumed to be in $\mathbb{Z}_p$, where $p$ is a prime number chosen to be larger than any id, $x$, or $g(x)$ value.
In order to create a Privacy-enhanced IBF (PIBF), for this scenario, Bob modifies the initialize method of the IBF data structure, as shown in Figure 2. In particular, rather than initialize each field \( f \) in each cell of the IBF, \( T \), with 0, Bob now initializes each field \( f \) in each cell of \( T \) with a random number, \( r_f \) (independently for each field of each cell). He then creates a copy of this IBF, \( T_0 \), and stores it away for later. Next, starting from \( T_0 \), Bob constructs an IBF, \( B \), for the compressed version of his DNA sequence, by calling the insert method for each of the items in the compressed representation of his string. He then sends the resulting IBF, \( B \), to Alice. Once Alice has received \( B \), she removes each item in the compressed version of her string by calling the delete operation, shown in Figure 2, on \( B \) for each such element. She then sends the result, \( C \), to Bob. Once Bob has received \( C \) from Alice, he subtracts \( T_0 \) from \( C \) using the subtract method shown in Figure 2 to get an unmasked IBF, \( D \). Then he calls the listItems method on \( D \), to decode the elements of the symmetric difference between Alice and Bob’s sequences, if this symmetric difference is small enough for the IBF, \( D \), to be decoded using the listItems method.

In this scenario, Alice can learn nothing from the IBF, \( B \), since every possible value of every field of every cell is equally likely in \( B \), given its initialization. That is, much in the same way that a one-time pad encryption is perfectly secure, in the information theoretic sense, so too is the IBF \( B \) that is sent to Alice also perfectly secure. Alice then performs a series of operations on \( B \) and sends it back to Bob. The degree to which this result, \( C \), carries information that Bob can decode using the listItems method depends on how many elements remain in \( D \) (after Alice has removed the elements of her set from \( B \)). We quantify this privacy protection provided to Alice below, in Theorem 2 from our section, 4.3, on the analysis of the PIBF.

4.2.2 Alice, Bob, and Charles

In the next scenario we consider, Bob wants to determine if there is an entry in Alice’s database that matches the genome he holds, where a match is defined as a symmetric difference that is below some given threshold, \( \tau \), or close to this threshold. Bob does not want to reveal his genome to Alice and Alice does not want to reveal any of her data to Bob. However, Alice is willing to reveal a genome in her database to a trusted third party, Charles, but only if its symmetric difference with Bob’s genome is smaller than \( \tau \).

Unlike the previous scenario, in this scenario, we utilize the functionality of homomorphic encryption. Fortunately, we don’t need a complex general-purpose form of homomorphic encryption. Instead, we simply need a cryptosystem having encryption and decryption functions, \( E \) and \( D \), that satisfy the following conditions:

\[
D(E(x) \ast E(y)) = x + y \quad (1)
\]

\[
D(-1 \cdot E(x)) = -x \quad (2)
\]

for some effectively computable operations, “\( \ast \)” and “\( . \)”. We refer to these operations as homomorphic addition and homomorphic inversion. For example, the homomorphic cryptosystem of Paillier [31] supports such conditions. In addition, we assume that the cryptosystem can be made semantically secure, so that it is computationally difficult to distinguish \( E(0) \), \( E(1) \), and \( E(x) \), for \( x > 1 \).

Unlike the previous scenario, in this scenario we do not modify the initialize method; that is, Bob initializes this IBF by setting each field of each cell to 0. He then constructs an IBF, \( B \), for the compressed version of his DNA sequence, by calling the insert method for each of the items in the set
representing the compressed version of his string. He then encrypts each cell of \( B \) using a public-key homomorphic function, \( E \), using the public key of Charles, and he sends the result, \( E(B) \), to Alice. Alice then encrypts each element of the compressed version of a string in her database (using the public-key of Charles), and performs the delete operation, but with each arithmetic operation now performed using homomorphic addition and inversion for each such element. She then sends the result, \( E(C) \), to Charles. Charles can decrypt \( E(C) \), but he will only be able to successfully perform the listItems method, to decode the elements of the symmetric difference between Alice and Bob’s sequences, if this symmetric difference is small enough for the IBF, \( C \), so that the listItems method succeeds. The crucial observation with respect to the essential delete method for an IBF, used in this scenario, is that we can perform all the arithmetic operations of these operations just using addition and inversion. The methods, isMember and listItems, also require comparisons, however. So we cannot perform these operations using homomorphic encryption. That is why they must be performed by the trusted third party, Charles.

### 4.2.3 Query Ranges

In our final scenario, we make a simple observation, which can be applied to either of the two scenarios just described. In this scenario, Bob wants to determine if there is an entry in Alice’s database that matches the genome he holds, restricted to a range, \( R \), where a match is defined as a symmetric difference that is below some given threshold, \( \tau \), or close to \( \tau \), and is in the range \( R \). Bob does not want to reveal his genome to Alice and Alice is willing to reveal a genome in her database, restricted to \( R \), to either Bob or Charles (depending on her privacy preference) only if its symmetric difference with Bob’s genome is smaller than \( \tau \) in \( R \).

In this scenario, Bob and Alice perform their operations as in the appropriate version of one of the above scenarios, but they only consider their compressed DNA sequences as restricted to \( R \). Thus, in each scenario, we achieve the privacy restrictions with respect to Bob and Alice, but now restricted to their symmetric difference in \( R \). The important observation of why this is possible is that restriction to the range \( R \) is just a subset operation, and all the correctness and privacy quantification, which we discuss next, applies equally well to subsets as to sets.

### 4.3 Analysis

We have already discussed how Bob can achieve perfect privacy, in the information theoretic sense, by initializing each field of each cell in his IBF to a random number. Likewise, in the scenario involving a trusted third party, Charles, Bob’s privacy is protected to the degree that the homomorphic encryption scheme he uses is vulnerable to a known ciphertext attack. Note that in all our scenarios that the communication complexity between the parties is always \( O(\tau) \), where \( \tau \) is the threshold of interest for the cardinality of the symmetric difference between Bob’s compressed DNA sequence and each compressed DNA sequence that Alice compares it to, assuming that we use a constant number of hash functions in the IBFs.

To see that we also achieve useful privacy restrictions with respect to Bob and Charles, and how much of Alice’s string they learn in our various scenarios, we provide the following theorem, which quantifies the privacy our schemes achieve in terms of how much information Alice leaks when she sends a differenced IBF to Bob or Charles. We note that such a theorem is not included in previous work in invertible Bloom filters, since these previous works were focused on quantifying when IBFs can be successfully decoded, not when they achieve this degree of privacy protection.
**Theorem 2:** Suppose that \( n \) elements are stored in an IBF with \( m \) cells and \( k \geq 2 \) hash functions, and let \( \epsilon > 0 \) be an arbitrary parameter. Suppose in addition that

\[
n \geq 1 + \left(\frac{m}{k}\right)(\ln m + \ln \ln m + \ln k + \ln \frac{1}{\epsilon}).
\]

Then with probability at least \( 1 - \epsilon \), the decoding algorithm is unable to decode any of the cells of the IBF.

**Proof:** Suppose that \( n \) is equal to the given bound rather than greater than it. Consider a single cell \( c \) in the IBF. The probability that a particular element occupies \( c \) is \( \frac{k}{m} \), so the probability that exactly one element occupies it is

\[
n \frac{k}{m} \left(1 - \frac{k}{m}\right)^{n-1} < \frac{nk}{m} \exp\left(-\frac{(n-1)k}{m}\right).
\]

The probability that there exists a cell that is occupied only once is at most \( m \) times this quantity,

\[
nk \exp\left(-\left(\ln m + \ln \ln m + \ln k + \ln \frac{1}{\epsilon}\right) = \frac{n\epsilon}{m \log m}.
\]

For the given value of \( n \), and with the assumption that \( k \geq 2 \), \( n \leq m \ln m \), so this probability is at most \( \epsilon \), as desired. If \( n \) is greater than the given bound rather than being equal to it, the probability of a single-occupancy cell only decreases, so this assumption is without loss of generality. \( \blacksquare \)

A very similar bound was given by Erdős and Rényi [17] for the coupon collector’s problem in which one must bound the number of independent random draws from \( m \) elements in order to cover each element twice (or more generally some fixed number of times). Their analysis suggests that the number of elements needed to achieve a given failure probability should depend only doubly logarithmically on \( \epsilon \), rather than singly logarithmically as in our analysis. However their bound does not directly apply to our problem, because the \( kn \) cells chosen by the IBF are not independent of each other, due to the requirement that an element be stored in \( k \) distinct cells.

Together, Theorems 1 and 2 provide high-assurance quantifications of the privacy enhancement that can be achieved using our schemes with respect to Alice’s data. In particular, consider the common feature of each scenario, where Bob has a query sequence, \( Q \), which is either an entire compressed DNA sequence or a subsequence specified by a range, \( R \), and he wished to find if it is a good match with a sequence, \( Y \), owned by Alice. Suppose further that he specifies a cardinality, \( \tau \), for the symmetric difference, so that if \(|Q \Delta Y| \leq \tau\), then he (or Charles) should learn \( Y \). Finally, suppose he would like a confidence of 99% for his findings, so we set \( \epsilon = 1/100 \). By Theorem 1, Bob should in this case define his IBF so that it has \( 2k\tau \) cells, where

\[
k = \lceil \log(\tau/\epsilon) \rceil + 1 = \lceil \log(100\tau) \rceil + 1
\]

is the number of hash functions used. For example, if \( \tau = 100 \), then he should use 15 hash functions and create an IBF with 3000 cells, which is clearly much less than an array of 3 billion cells he would need if he were using a scheme whose size depended on the size of the entire set instead of the cardinality of interest for his set difference.

In addition, by Theorem 2, Alice can take comfort that if the number of differences between \( Q \) and her set, \( Y \), representing her compressed DNA sequence, is high enough, then with 99% assurance, Bob will not be able to decode any elements from the IBF he receives from her. In this
case, since his IBF has $2k\tau$ cells, then Alice has a 99% assurance of privacy so long as her set $Y$ has at least

$$n \geq 1 + 2\tau(\ln(2k\tau) + \ln \ln(2k\tau) + \ln k + \ln 100)$$

differences with $Q$. For example, if $\tau = 100$, and Bob uses 15 hash functions and creates an IBF with 3000 cells, then Alice will have a 99% level of confidence Bob is unable to use the `listItems` method to learn any element of her set so long as the number of differences is at least 3461. This degree of confidence and privacy enhancement is therefore quite reasonable in our application domain, given that DNA sequences have lengths measured in billions and are likely to have compressed cardinalities, with respect to a reference string, measured in the millions.

5 Conclusion

There is a real and growing need for techniques that can work in conjunction with genomic compression and storage technologies to answer queries in a way that simultaneously preserves the integrity and privacy of the data being queried and the proprietary information contained in the queries themselves. This paper showed how to perform a critical comparison operation on DNA sequences in this framework using techniques from algorithm design, cryptography, and bioinformatics, in a scalable way.

A central theme throughout this paper is that effective solutions that address trust and privacy for genomic data will need to fully integrate these three areas, so as to provide protocols that operate on genomic data in its existing state while also being efficient enough to work in real-world applications.

There are several areas for future research on this topic. In particular, once genomic data is stored (in compressed form) in efficient data structures and one has a means for genomic data to be queried with high integrity in a privacy-preserving fashion, it is natural to then study methods for performing various useful computations on this data. For instance, computations which would be of interest include understanding and predicting protein structures from DNA, modeling and understanding metabolic, signaling, and regulatory networks, and understanding genome evolution. Such computations clearly go beyond simple genomic comparisons, and often involve sophisticated machine learning and data mining algorithms being applied to collections of genomic data. Thus, if we are to perform these computations in a privacy-preserving high-assurance framework, we need new algorithms that support these computations without sacrificing privacy and integrity.
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