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1 Introduction

For a continuous semimartingale $X = (X_t, t \geq 0)$, with $X_0 = 0$, the stochastic exponential is defined as

$$\mathcal{E}_t(X) = e^{X_t - \frac{1}{2} \langle X \rangle_t}, \quad t \geq 0,$$  \hspace{1cm} (1)
where \(\langle X \rangle\) is the square characteristic of the martingale part of \(X\).

\[ E_t(X) \] is the unique solution of the linear stochastic differential equation

\[ Z_t = 1 + \int_0^t Z_s dX_s, \quad t \geq 0 \]

and in this sense \(Z_t = E_t(X)\) is the stochastic analogue of the usual exponential function \(f(x) = e^{cx}\), which is the unique solution of the linear differential equation \(f_x(x) = cf(x), f(0) = 1\).

On the other hand, it is well known that the property

\[ e^{c(x+y)} = e^{cx}e^{cy}, \quad \text{for all } x, y \in R \tag{2} \]

is a characterizing property of exponential functions and in a very wide class of functions (e.g., in the class of measurable functions) \(f(x) = e^{cx}\), where \(c \in R\) is some constant, is the general solution of the Cauchy exponential functional equation

\[ f(x+y) = f(x)f(y) \quad \text{for all } x, y \in R. \tag{3} \]

Similar to (2) property of the stochastic exponential (4) is the equality

\[ E_t(X)E_t(Y) = E_t(X + Y + \langle X, Y \rangle), \quad t \geq 0, \tag{4} \]

which is valid for any pair \(X, Y\) of semimartingales, where the additional term \(\langle X, Y \rangle\) is the mutual characteristic of semimartingales \(X\) and \(Y\). For the properties of stochastic exponential and for all unexplained notations from the martingale theory, we refer to [6] or [10].

By definition, the stochastic exponential \(E_t(X)\) of a continuous semimartingale \(X\) can be expressed as a two-dimensional exponential function of a semimartingale and its square characteristic at time \(t\)

\[ E_t(X) = f(\langle X \rangle_t, X_t), \quad t \geq 0, \tag{5} \]

where \(f(u, v) = e^{v-\frac{1}{2}u}, \quad u \geq 0, v \in R\). It follows from (4), that this function satisfies the following functional equation

\[ f(\langle X \rangle_t, X_t)f(\langle Y \rangle_t, Y_t) = f(\langle X + Y \rangle_t, X_t + Y_t + \langle X, Y \rangle_t), \tag{6} \]

valid for any continuous semimartingales \(X\) and \(Y\) vanishing at 0. It is easy to verify that (6) is also true for the function

\[ f(u, v) = e^{cv-\frac{1}{2}u}, \quad u \geq 0, v \in R, \tag{7} \]
for any constant $c \in \mathbb{R}$.

Denote by $\mathcal{S}$ the class of continuous semimartingales and let $\mathcal{V}$ be a subclass of $\mathcal{S}$, for which equation (6) is satisfied. Following [9] we call the class $\mathcal{V}$ the domain of validity of equation (6).

One is led to the following question: given a class of two-dimensional functions (e.g., measurable, continuous), how small a class of semimartingales $\mathcal{V}$ can we take, so that the solutions of (6) remain to be only functions of the form (7).

We show in Theorem 1, that if equation (6) is satisfied for the class of stochastic integrals $h \cdot W$ with respect to the given Brownian Motion $W$ and with deterministic integrands $0 \leq h \leq 1$, then the solution of equation (6) is of the form (7). In section 2 we prove this theorem by using the Cauchy exponential functional equation and the corresponding ”almost” version. In section 3 we give a martingale characterization of equation (6), which gives also a probabilistic proof of this theorem.

If the domain of validity of equation (7) consists only of a single Brownian Motion $W$ ($\mathcal{V} = \{W\}$), which corresponds (if we take $X = Y = W$ in (6)) to the equation

$$f^2(t, W_t) = f(4t, 2W_t + t), \quad t \geq 0,$$

then there exists a different from (7) continuous solution of equation (6), although any analytic solution of (8) is of the form (7). See Proposition 1 and a counterexample before this proposition.

Note that the stochastic exponential $E_t(X)$ transforms the class of continuous semimartingales into itself and this mapping is non-anticipative in the following sense: The mapping $F : \mathbb{R}_+ \times \mathcal{S} \to \mathbb{R}$ is non-anticipative, if for any continuous semimartingales $X$ and $Y$ and $t \geq 0$

$$F(t, X) = F(t, Y), \quad \text{when } X_s = Y_s \quad \text{for all } s \leq t.$$ 

Therefore, it seems natural to consider a functional equation for stochastic exponents in terms of non-anticipative functionals

$$F(t, X)F(t, Y) = F(t, X + Y + \langle X, Y \rangle),$$

where by the property (4) the stochastic exponential $E_t(X)$ satisfies this equation and it represents more general form of equation (6). But (9) will be not a characterizing property of the stochastic exponent, since there exists a whole class of solutions of (9) which are not stochastic exponentials. E.g., if

$$F(t, X) = e^{\int_0^t K(s, d)\langle X \rangle_s - \frac{1}{2}(X)_s}, \quad X \in \mathcal{S},$$
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where \((k(t,s), s \geq 0, t \geq 0)\) is bounded, measurable deterministic function, then \(F(t,X)\) defined by (10) satisfies (9), but such processes are not always stochastic exponentials, see Theorem 3 of section 4 and Remark 2 at the end of the paper. In Theorem 3 we prove that under some restriction on the class of non-anticipative functionals, the general solution of (9) is of the form (10).

2 Functional equation for a function of a semi-martingale and its square characteristic

Let \(W = (W_t, t \geq 0)\) be a standard Brownian Motion defined on a complete probability space \((\Omega, \mathcal{F}, \mathcal{P})\). Let \(F = (F_t, t \geq 0)\) be a filtration satisfying the usual conditions of right-continuity and completeness. Let \(F^W = (F^W_t, t \geq 0)\) be the filtration generated by the Brownian Motion \(W\).

Let \(\mathcal{S}\) (resp. \(\mathcal{M}\)) be the class of continuous semimartingales (martingales) vanishing at 0.

Denote by \(\mathcal{M}^W\) the class of continuous local martingales \(M = (M_t, t \geq 0)\) adapted to the filtration \(F^W\) with \(M_0 = 0\), i.e., this is the class of stochastic integrals with respect to the Brownian Motion \(W\).

Let \(\mathcal{M}^W(I)\) be a sub-class of stochastic integrals \(h \cdot W\) with respect to the Brownian Motion \(W\) with integrands \(h\), such that \(h_u = I_{[s \leq u \leq t]}\), \(0 \leq s \leq t\).

Let \((f(u, v), u \geq 0, v \in \mathbb{R})\) be a function of two variables. We consider the functional equation

\[
 f(\langle X \rangle_t, X_t) f(\langle Y \rangle_t, Y_t) = f(\langle X + Y \rangle_t, X_t + Y_t + \langle X, Y \rangle_t), \tag{11}
\]

for any \(X, Y \in \mathcal{V}\) and \(P\)- a.e. for each \(t \geq 0\), where \(\mathcal{V}\) is some class of continuous semimartingales, the domain of validity of equation (11).

**Theorem 1.** Let \((f(u, v), u \geq 0, v \in \mathbb{R})\) be a function of two variables. Then the following assertions are equivalent:

a) The function \(f\) is a continuous strictly positive solution of the functional equation (11) with the domain of validity \(\mathcal{V} = \mathcal{S}\).

b) The function \(f\) is a continuous strictly positive solution of the functional equation (11) with the domain of validity \(\mathcal{V} = \mathcal{M}^W(I)\).

c) The function \(f\) is of the form

\[
 f(u, v) = e^{cv - \frac{c}{2}u} \quad \text{for some constant} \quad c \in \mathbb{R}.
\]

If we shall consider only measurable solutions, then the following two conditions will be equivalent:
The function \( f \) is a measurable strictly positive solution of the functional equation (11) with the domain of validity \( V = \mathcal{M}^W(I) \).

c) The function \( f = (f(u, v), u \geq 0, v \in R) \) coincides with the function

\[ e^{cv-u} \quad \text{for some constant } c \in R \]  

almost everywhere with respect to the Lebesgue measure on \( R_+ \times R \).

**Proof.** The implication \( a) \rightarrow b) \) is evident. Let us prove the implication \( b) \rightarrow c) \).

It follows from equation (11) that for any bounded deterministic functions \( h \) and \( g \)

\[ f \left( \int_0^t h_u^2 du, \int_0^t h_u dW_u \right) f \left( \int_0^t g_u^2 du, \int_0^t g_u dW_u \right) = \]

\[ = f \left( \int_0^t (g_u+h_u)^2 du, \int_0^t (g_u+h_u)dW_u + \int_0^t g_u h_u du \right) \]

\( P \)-a.e. for each \( t \geq 0 \).

For any fixed pair \( s \leq t \) if we take \( h_u = I_{(u<s)} \) and \( g_u = I_{s\leq u\leq t} \), from (13) we obtain that \( P \)-a.s.

\[ f(s, W_s) f(t-s, W_t-W_s) = f(t, W_t). \]  

(14)

From (14) we have that

\[ 0 = EI_{f(s, W_s) f(t-s, W_t-W_s) \neq f(t, W_t)} = \]

\[ = \int_R \int_R I_{f(s, x) f(t-s, y) \neq f(t, x+y)} \rho(s, x) \rho(t-s, y-x) dx dy, \]

where \( \rho(s, x) = \frac{1}{\sqrt{2\pi s}} e^{-\frac{x^2}{2s}} \).

Therefore, for any \( s > 0, t > 0, s \leq t \)

\[ f(s, x) f(t-s, y) = f(t, x+y) \quad \text{for all } x, y \in R \]  

(16)

almost surely with respect to the Lebesgue measure on \( R^2 \).

If \( f(t, x) \) is continuous, then (16) is fulfilled for all \( s > 0, t > 0, s \leq t, x \in R, y \in R \) and \( f \) satisfies the two-dimensional Cauchy exponential functional equation. The general continuous solution of this equation is of the form (see, e.g., [1])

\[ f(t, x) = \exp \{cx + bt\} \quad \text{for some } b, c \in R. \]  

(17)
On the other hand inserting $X = W$ and $Y = W$ in (11) we have
\[ f^2(t, W_t) = f(4t, 2W_t + t) \quad t \geq 0 \] (18)
P-a.s. and substituting $f(t, x) = \exp\{cx + bt\}$ in (18) we obtain that
\[ \exp\{2cW_t + 2bt\} = \exp\{2cW_t + ct + 4bt\} \]
which implies that $b = c/2$, hence $f$ is of the form $\exp\{cx - \frac{c}{2}t\}$.

(c) $\rightarrow$ a) is evident. Indeed, if $f(u, v) = \exp\{cv - \frac{c}{2}u\}$ for some $c \in R$, then for any $X, Y \in S$
\[ f(\langle X \rangle_t, X_t)f(\langle Y \rangle_t, Y_t) = \exp\{cX_t - \frac{c}{2}\langle X \rangle_t\}\exp\{cY_t - \frac{c}{2}\langle Y \rangle_t\} = \]
\[ = \exp\{c(X_t + Y_t) - \frac{c}{2}\langle X + Y \rangle_t + c\langle X, Y \rangle_t\} = f(\langle X + Y \rangle_t, X_t + Y_t + \langle X, Y \rangle_t) \]
P-a.s. for any $t \geq 0$.

The proof of the second part of Theorem 1 is similar if we use corresponding results on "almost" solutions of equation (16).

$b' \rightarrow c')$. It follows from results of [3] and [7] that (16) implies
\[ f(t, x) = \exp\{cx + bt\} \quad \text{for some } b, c \in R \] (19)
almost everywhere with respect to the Lebesgue measure on $R_+ \times R$.

From (18) we have that
\[ f^2(t, x) = f(4t, 2x + t) \quad t \geq 0 \] (20)
almost everywhere with respect to the Lebesgue measure on $R_+ \times R$. Therefore, from (19) and (20), avoiding three null sets, we obtain that
\[ \exp\{2cx + 2bt\} = \exp\{2cx + ct + 4bt\} \]
almost everywhere with respect to the Lebesgue measure on $R_+ \times R$, which implies that $b = c/2$.

$c' \rightarrow b')$. Since for any $M \in \mathcal{M}^W(I)$ the random variable $M_t$ admits Gaussian distribution, it follows from $c')$ that
\[ f(\langle M \rangle_t, M_t) = \exp\{cM_t - \frac{c}{2}\langle M \rangle_t\} \] (21)
P-a.s. for any $t \geq 0$, which will imply this implication, similarly to the proof of corresponding implication in first part of Theorem 1.
Remark. Note that, equality (21) can not be deduced from condition \(c'\) for a general continuous semimartingale \(X\).

If the domain of validity of equation (11) consists only of a single Brownian Motion \(W(V = \{W\})\), which corresponds to the equation

\[
f^2(t, W_t) = f(4t, 2W_t + t), \quad t \geq 0, P - a.s.
\] (22)
then there exists a different from (7) continuous solution of equation (22). Let \(g(t, x) = \ln f(t, x)\). Then (22) is equivalent to equation

\[
g(t, W_t) = \frac{1}{2} g(4t, 2W_t + t), \quad t \geq 0.
\] (23)

Let \(g(t, x) = |(2x - t)t|^{\frac{1}{3}}\). It is evident, that this function satisfies equation (23), since

\[
g(4t, 2x + t) = |(4x - 2t)4t|^{\frac{1}{3}} = 2|(2x - t)t|^{\frac{1}{3}} = 2g(t, x).
\]

Therefore, \(f(t, x) = \exp |(2x - t)t|^{\frac{1}{3}}\) is a continuous solution of equation (22) different from (7).

" It has been shown in various works that when some additional smoothness assumptions are imposed on set of functions of classical functional equations, then even if the domain of validity is quite small, the set of solution does not grow" (see [12] for this comment and the references therein). In the following proposition we show that if the domain of validity contains only a single Brownian Motion \((V = W)\), then any analytic solution of (22) is of the form (7), i.e., the set of solutions is the same as for \(V = S\).

**Proposition 1.** If \(f\) is analytical function satisfying (22), then \(f\) is of the form (7).

**Proof.** It follows from (20) and continuity of \(f(t, x)\), that \(f\) satisfies equation

\[
f^2(t, x) = f(4t, 2x + t) \text{ for all } t \geq 0, x \in \mathbb{R}.
\] (24)

Taking logarithms of both sides of (24) we obtain functional equation

\[
h(t, x) = \frac{1}{2} h(4t, 2x + t) \text{ for all } t \geq 0, x \in \mathbb{R},
\] (25) for \(h(t, x) = \ln f(t, x)\).
It is evident that \( h(0,0) = 0 \). Differentiating equality (25) at \( t \) we have
\[
h_t(t,x) = 2h_t(4t,2x+t) + \frac{1}{2}h_x(4t,2x+t). \tag{26}
\]
This implies that \( h_t(0,0) = 2h_t(0,0) + h_x(0,0) \) and hence
\[
h_t(0,0) = -\frac{1}{2}h_x(0,0). \tag{27}
\]
It easy to see that all higher order derivatives of \( h \) at \( t = 0, x = 0 \) are equal to zero.

Indeed, it follows from (25) that for any \( m \geq 1 \) and \( n \geq 1 \)
\[
\frac{\partial^{m+n}}{\partial^m \partial^x^n} h(t,x) = \frac{\partial^{m+n-1}}{\partial^m \partial^x^{n-1}} h_x(t,x) = \frac{\partial^{m+n-1}}{\partial^m \partial^x^{n-1}} h_x(4t,2x+t) =
\]
\[
= \frac{1}{2} \frac{\partial^{m+n}}{\partial^m \partial^x^n} \left( h(4t,2x+t) \right)_x = \frac{1}{2} \frac{\partial^{m+n}}{\partial^m \partial^x^n} h(4t,2x+t),
\]
which implies that
\[
\frac{\partial^{m+n}}{\partial^m \partial^x^n} h(0,0) = \frac{1}{2} \frac{\partial^{m+n}}{\partial^m \partial^x^n} h(0,0) \quad \text{and} \quad \frac{\partial^{m+n}}{\partial^m \partial^x^n} h(0,0) = 0.
\]
If \( n = 0 \) then it follows from (25) and (26) that
\[
\frac{\partial^m}{\partial^m} h(t,x) = \frac{\partial^{m-1}}{\partial^m-1} h_t(t,x) = \frac{\partial^{m-1}}{\partial^m-1} \left( 2h_t(4t,2x+t) + \frac{1}{2} h_x(4t,2x+t) \right) =
\]
\[
= \frac{1}{2} \frac{\partial^m}{\partial^m} h(4t,2x+t) + \frac{1}{4} \frac{\partial^m}{\partial^m} h(4t,2x+t).
\]
Since \( \frac{\partial^{m+n}}{\partial^m \partial^x^n} h(0,0) = 0 \) for any \( n \geq 1 \), this implies that
\[
\frac{\partial^m}{\partial^m} h(0,0) = \frac{1}{2} \frac{\partial^m}{\partial^m} h(0,0)
\]
and this derivative at point \((0,0)\) is also equal to zero.

Therefore, since \( f \) is analytic, we obtain from (27) that
\[
h(t,x) = h_t(0,0)t + f_x(0,0)x = h_x(0,0)x - \frac{h_x(0,0)}{2} t,
\]
which means that \( h \) is of the form \( h(t,x) = cx - \frac{c}{2} t \) for some \( c \in \mathbb{R} \). \( \square \)
3 A martingale approach

In this section we give a martingale characterization of equation (11), which gives also a probabilistic proof of Theorem 1.

Let first show that $f(t, W_t)$ is integrable at any power.

**Lemma 1.** If $(f(u, v), u \geq 0, v \in \mathbb{R})$ is a measurable strictly positive solution of the functional equation (11), then

$$E|f(t, W_t)|^p < \infty$$

for any $t \geq 0$ and $p \in \mathbb{R}$.

**Proof.** To show that $f(t, W_t)$ is integrable for any $t \geq 0$ we shall use the idea from [13] on application of the Bernstein theorem.

Substituting $s = t/2$ in (14) and taking logarithms we have

$$\ln f(t/2, W_{t/2}) + \ln f(t/2, W_t - W_{t/2}) = \ln f(t, W_t) \quad P - a.s. \quad (28)$$

Let

$$X = \ln f(t/2, W_{t/2}) \quad \text{and} \quad Y = \ln f(t/2, W_t - W_{t/2}).$$

Then from (28)

$$X + Y = \ln f(t, W_t) \quad P - a.s. \quad (29)$$

and it is easy to see that

$$X - Y = \ln f(t/2, W_{t/2}) - \ln f(t/2, W_t - W_{t/2}) = \ln f(t, 2W_{t/2} - W_t) \quad P - a.s.$$

Since $E(2W_{t/2} - W_t)W_t = 0$, the random variables $2W_{t/2} - W_t$ and $W_t$ are independent and, hence, the random variables $X + Y$ and $X - Y$ will also be independent. Therefore, Bernstein’s theorem ([2]), see also [11]) implies that $X$ and $Y$ are distributed normally. Therefore, $\ln f(t, W_t)$ is also normally distributed. Hence $f(t, W_t)$ is integrable at any power

$$E|f(t, W_t)|^p < \infty,$$

as a random variable having log-normal distribution. \(\square\)

**Proposition 2.** If $(f(u, v), u \geq 0, v \in \mathbb{R})$ is a measurable strictly positive solution of the functional equation (11), then
i) the processes
\[ N_t(1) = \frac{f(t, W_t)}{E f(t, W_t)}, \quad \text{and} \quad N_t(2) = \frac{f^2(t, W_t)}{E f^2(t, W_t)}, \quad t \geq 0, \]
are strictly positive martingales.

ii) There exist constants \( \lambda_1 \in \mathbb{R} \) and \( \lambda_2 \in \mathbb{R} \) such that the processes
\[ \frac{f(t, W_t)}{e^{\lambda_1 t}}, \quad \frac{f^2(t, W_t)}{e^{2\lambda_2 t}} \quad \text{and} \quad \frac{f(4t, 2W_t + t)}{e^{\lambda_2 t}}, \quad t \geq 0, \]
are strictly positive martingales. Besides
\[ \lambda_1 \leq \frac{1}{2} \lambda_2. \quad (30) \]

Proof. i) Taking expectations in equality (14), since the random variables \( W_t - W_s \) and \( W_s \) are independent, we have that
\[ Ef(t - s, W_t - W_s) = \frac{Ef(t, W_t)}{Ef(s, W_s)}. \quad (31) \]

If we take the conditional expectations in the same equality (14), having in mind that \( W_t - W_s \) is independent of \( F^W_s \), we obtain
\[ Ef(f(t, W_t)|F^W_s) = f(s, W_s)Ef(t - s, W_t - W_s) \quad P - a.s.. \quad (32) \]

Therefore, substituting the expression of \( Ef(t - s, W_t - W_s) \) from (31) into (32) we get the martingale equality
\[ Ef\left( \frac{f(t, W_t)}{Ef(t, W_t)} \mid F_s \right) = \frac{f(s, W_s)}{Ef(s, W_s)}, \quad P - a.s.. \]

The martingale property of the process \( N_t(2) \) is proved similarly, if we use equality (14).

ii) Let \( g(t) \equiv Ef(t, W_t) \). Then \( Ef(t - s, W_t - W_s) = g(t - s) \) and it follows from (31) that \( (g(t), t \geq 0) \) satisfies the Cauchy exponential functional equation
\[ g(s)g(t - s) = g(t), \quad s \geq 0, t \geq 0, s \leq t. \]
a general measurable solution of which is of the form $e^{\lambda t}$ for some $\lambda \in \mathbb{R}$ (see, e.g., [1]). Therefore the proof of ii) follows from assertion i).

Since $f^2(t, W_t)e^{-\lambda_2 t}$ is a martingale, the equality (18) implies that the process $f(4t, 2W_t + t)e^{-\lambda_2 t}$ is also a martingale.

The inequality (30) follows from the martingale property of $N(1)$ and $N(2)$ and from the H"older inequality, since

\[1 = E \frac{f(t, W_t)}{e^{\lambda_1 t}} \leq E^{1/2} \frac{f^2(t, W_t)}{e^{2\lambda_1 t}} = E^{1/2} \frac{f^2(t, W_t)}{e^{\lambda_2 t}} \cdot \frac{e^{\lambda_2 t}}{e^{2\lambda_1 t}} = e^{(\frac{1}{2} - \lambda_1)t}.\]

\[\square\]

**Theorem 2.** Each assertion a), b), c) of Theorem 1 is equivalent to d) $(f(u, v), u \geq 0, v \in \mathbb{R})$ is a continuous strictly positive function such that $f(0, 0) = 1$ and the processes

\[
\frac{f(t, W_t)}{e^{\lambda_1 t}}, \quad \frac{f^2(t, W_t)}{e^{\lambda_2 t}}, \quad \text{and} \quad \frac{f(4t, 2W_t + t)}{e^{\lambda_2 t}}, \quad t \geq 0,
\]

are martingales for some constants $\lambda_1 \in \mathbb{R}$ and $\lambda_2 \in \mathbb{R}$.

**Proof.** The implication b) $\rightarrow$ d) follows from Proposition 2. Let us show that if d) is satisfied then the function $f(t, x)$ is of the form (12).

Let us define two functions:

\[U(t, x) = E[f(T, W_T)e^{-\lambda_1 T} | W_t = x] \quad \text{and} \quad V(t, x) = E[f^2(T, W_T)e^{-\lambda_2 T} | W_t = x].\]

Since $U(t, x)$ and $V(t, x)$ are positive, they will be of the class $C^{1,2}$ on $(0, T) \times \mathbb{R}$ and satisfy the "backward" heat equation (see, e.g. [5] page 257)

\[
\frac{\partial Y}{\partial t} + \frac{1}{2} \frac{\partial^2 Y}{\partial x^2} = 0, \quad 0 < t < T, x \in \mathbb{R}. \tag{34}
\]

Since the processes $f(t, W_t)e^{-\lambda_1 t}$ and $f^2(t, W_t)e^{-\lambda_2 t}$ are martingales, by the Markov property of $W$ we shall have that

\[U(t, W_t) = f(t, W_t)e^{-\lambda_1 t} \quad \text{and} \quad V(t, W_t) = f^2(t, W_t)e^{-\lambda_2 t}\]

and hence, by continuity of the function $f$

\[U(t, x) = f(t, x)e^{-\lambda_1 t} \quad \text{and} \quad V(t, x) = f^2(t, x)e^{-\lambda_2 t}, \quad \text{for all} \quad t \geq 0, x \in \mathbb{R}.\]
Since
\[ U_1(t, x) = f_t(t, x)e^{-\lambda_1 t} - \lambda_1 f(t, x)e^{-\lambda_1 t}, \quad U_{xx}(t, x) = \frac{1}{2} f_{xx}(t, x)e^{-\lambda_1 t} \]
and \( U(t, x) \) satisfies equation (34), we shall have that \( f \) also belongs to the class \( C^{1,2} \) on \( (0, T) \times R \) and satisfies equation
\[ f_t(t, x) + \frac{1}{2} f_{xx}(t, x) - \lambda_1 f(t, x) = 0. \] (35)

Similarly, since
\[ V_t(t, x) = 2 f(t, x)f_t(t, x)e^{-\lambda_2 t} - \lambda_2 f^2(t, x)e^{-\lambda_2 t}; \]
\[ V_{xx}(t, x) = 2(f_x(t, x))^2e^{-\lambda_2 t} + 2 f(t, x)f_{xx}(t, x)e^{-\lambda_2 t} \]
and \( V(t, x) \) satisfies equation (34), we obtain that the function \( f \) satisfies also the following PDE:
\[ 2 f(t, x)f_t(t, x)e^{-\lambda_2 t} - \lambda_2 f^2(t, x)e^{-\lambda_2 t} + \frac{1}{2} \left[ 2(f_x(t, x))^2e^{-\lambda_2 t} + 2 f(t, x)f_{xx}(t, x)e^{-\lambda_2 t} \right] = 0, \]
which after simplifying takes the form:
\[ 2 f(t, x)f_t(t, x) - \lambda_2 f^2(t, x) + (f_x(t, x))^2 + f(t, x)f_{xx}(t, x) = 0. \] (36)

From (35) we have that \( f_{xx}(t, x) = 2 \lambda_1 f(t, x) - 2 f_t(t, x) \) and substituting the right side of this equality instead of \( f_{xx} \) in (36) we get that
\[ f_x^2(t, x) = (\lambda_2 - 2 \lambda_1) f^2(t, x), \] (37)
where \( \lambda_2 - 2 \lambda_1 \geq 0 \) according to Proposition 2.

To find the general solution of (37) we consider two cases:
I: \( f_t(t, x) = \sqrt{\lambda_2 - 2 \lambda_1} f(t, x) \). It is evident that \( f(t, x) = \phi(t)e^{\sqrt{\lambda_2 - 2 \lambda_1} t} \), where \( \phi \) is some function of \( t \). It follows from Proposition 2 that \( Ef(t, W_t) = e^{\lambda_1 t} \). So \( e^{\lambda_1 t} = \phi(t)Ee^{\sqrt{\lambda_2 - 2 \lambda_1} W_t} = \phi(t)e^{\sqrt{\lambda_2 - 2 \lambda_1} t} \), which implies that \( \phi(t) = e^{-\frac{\lambda_1}{2} - \frac{\lambda_2}{2} t} \) and finally \( f(t, x) = e^{c x + bt} \), where \( c = \sqrt{\lambda_2 - 2 \lambda_1} \) and \( b = \frac{4 \lambda_1 - \lambda_2}{2} \).

II: \( f_x(t, x) = -\sqrt{\lambda_2 - 2 \lambda_1} f(t, x) \). By the same manner as in the case I, we obtain that \( f(t, x) = e^{c x + bt} \), where \( c = -\sqrt{\lambda_2 - 2 \lambda_1} \) and \( b = \frac{4 \lambda_1 - \lambda_2}{2} \).

After that we can use equality \( Ef^2(t, W_t) = Ef(4t, 2W_t + t) \) to get equality \( b = -c/2 \) and the representation \( f(t, x) = e^{c x - \frac{c}{2} t} \).
4 A functional equation for non-anticipative functionals

The mapping \( h : [0, T] \times C[0, T] \rightarrow R \) is non-anticipative, if for any \( \omega, \omega' \in C[0, T] \) and \( t \in [0, T] \)

\[
h(t, \omega) = h(t, \omega'), \quad \text{when} \quad \omega_s = \omega'_s \quad \text{for all} \quad s \leq t.
\]

Consider the class of functions \( F : [0, T] \times S \rightarrow R \) defined by

\[
C = \{ F; \ F(t, X) = e^{h(t,X-rac{1}{2}\langle X \rangle)}, X \in S, \text{ for some continuous, non-anticipative functional } h(t, \omega) \}.
\]

**Theorem 3.** The general solution of the functional equation

\[
F(t, X)F(t, Y) = F(t, X + Y + \langle X, Y \rangle), \quad \text{for all} \quad X, Y \in S, \tag{38}
\]

in the class \( C \), is of the form

\[
F(t, X) = e^{\int_0^t K(t,s)d(X_s - \frac{1}{2}\langle X \rangle_s)}, \quad X \in S, \tag{39}
\]

where \( (K(t, s), s \geq 0, t \geq 0) \) is a deterministic function with \( K(t, s) = 0, t \leq s \), such that

i) \( K(t, \cdot) \) is cadlag and has a finite variation, for each \( t \in [0, T] \),

ii) \( \int_0^T \omega_s K(\cdot, ds) \) is continuous, for each \( \omega \in C[0, T] \).

**Proof.** Let \( F \) be a solution of equation (38) from the class \( C \). Then it follows from (38) and from the definition of the class \( C \) that

\[
h(t, X) + h(t, Y) = \ln F(t, X + \frac{1}{2}\langle X \rangle) + \ln F(t, Y + \frac{1}{2}\langle Y \rangle)
\]

\[
= \ln F(t, X + Y + \frac{1}{2}(\langle X \rangle + \langle Y \rangle) + \langle X, Y \rangle)
\]

\[
= \ln F(t, X + Y + \frac{1}{2}(\langle X + Y \rangle)) = h(t, X + Y)
\]

for any \( X, Y \in S \).
Since a deterministic function is a semimartingale if and only if it is of finite variation and the functions of finite variations are dense in $C$, it follows from the continuity of $h$ that

$$h(t, \omega + \omega') = h(t, \omega) + h(t, \omega') \quad \text{for all} \quad \omega, \omega' \in C.$$  \hspace{1cm} (40)

By the Riesz theorem (see, e.g. [4]) for each $t$ there exists a cadlag function $G(t, \cdot)$ of finite variation, such that $G(t, s) = G(t, T), s \geq t$ and

$$h(t, \omega) = \int_0^T \omega_s G(t, ds).$$  \hspace{1cm} (41)

Using integration by part formula we get from (41) that

$$h(t, X) = \int_0^t X_s G(t, ds) = X_t G(t, t) - \int_0^t G(t, s)dX_s$$
$$= \int_0^t (G(t, t) - G(t, s))dX_s = \int_0^t K(t, s)dX_s,$$

where $K(s, t) = G(t, t) - G(t, s)$ is of finite variation for each $t$ and by continuity of $h$ the condition $ii)$ is also satisfied.

Now let us show that the non-anticipative functional $F(t, X) = e^{\int_0^t K(t, s)d(X_s - \tfrac{1}{2}\langle X \rangle_s)}$ satisfies equation (38). Let first show that $F$ belongs to the class $C$.

Consider the non-anticipative functional $h(t, \omega) = \int_0^T \omega_s K(\cdot, ds)$, where $K$ satisfies conditions $i) - ii)$ of the theorem. By $ii)$ this functional is continuous and the integration by part formula gives the equality

$$h(t, X) = - \int_0^t X_s K(t, ds) = \int_0^t K(t, s)dX_s, \quad X \in S.$$  \hspace{1cm} (42)

Therefore, (42) implies that

$$F(t, X) = e^{\int_0^t K(t, s)d(X_s - \tfrac{1}{2}\langle X \rangle_s)} = e^{h(t, X - \tfrac{1}{2}\langle X \rangle)} = h(t, X + \tfrac{1}{2}\langle X \rangle), \quad X \in S,$$  \hspace{1cm} (43)

which means that $F \in C$.

It is evident that $F(t, X)$ defined by (39) satisfies (38), since for any continuous semimartingales $X$ and $Y$

$$F(t, X)F(t, Y) = e^{\int_0^t k(t, s)d(X_s + Y_s - \tfrac{1}{2}\langle X \rangle_s - \tfrac{1}{2}\langle Y \rangle_s)}$$
$$= e^{\int_0^t k(t, s)d(X_s + Y_s + \langle X, Y \rangle_s - \tfrac{1}{2}\langle X + Y \rangle_s)} = F(t, X + Y + \langle X, Y \rangle).$$
**Remark 1.** If $\mathcal{K}(t, s), \mathcal{K}(t, s) = 0, t \leq s$ is a measurable function, such that $\int_0^T |\mathcal{K}(t, s) - \mathcal{K}(t', s)|^2 ds \leq \text{const}|t - t'|^2$, then by the Kolmogorov theorem $\int_0^t \mathcal{K}(t, s) dX_s$ has a continuous modification, for each $X_t = X_0 + \int_0^t \sigma_s dW_s + \int_0^t b_s ds$ with bounded, predictable $b, \sigma$.

**Remark 2.** Note that $F(t, X)$ is not always a stochastic exponential. For example, if we take $\mathcal{K}(t, s) = v(t)$, where $v$ is not of finite variation, then $F(t, X) = e^{v(t)(X_t - \frac{1}{2} \langle X \rangle_t)}$ will be not a stochastic exponential for any $X \in \mathcal{S}$. E.g., for $X = W$ the process $v(t)(W_t - \frac{1}{2}t)$ will be not a semimartingale and, hence $F(t, W)$ will not be a stochastic exponential.
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