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Detection of entanglement is an indispensable step to practical quantum computation and communication. Compared with the conventional entanglement witness method based on fidelity, we propose a flexible, machine learning assisted entanglement detection protocol that is robust to different types of noises and sample efficient. In this protocol, an entanglement classifier for a generic entangled state is obtained by training a classical machine learning model with a synthetic dataset. The dataset contains classical features of two types of states and their labels (either entangled or separable). The classical features of a state, which are expectation values of a set of \( k \)-local Pauli observables, are estimated sample-efficiently by the classical shadow method. In the numerical simulation, our classifier can detect the entanglement of 4-qubit GHZ states with coherent noise and W states mixed with large white noise, with high accuracy.

I. INTRODUCTION

Entanglement [1] is the key ingredient of quantum teleportation [2], quantum cryptography [3], quantum computation [4], and quantum metrology [5]. However, decoherence and imperfections are inevitable in real-world devices, which means the interaction between a quantum system and a classical environment would significantly affect entanglement quality and diminish quantum advantage in applications. For practical purposes, it is essential to detect entanglement in certain quantum physical systems. This problem has been widely studied [6], but still far from being perfectly solved.

Quantum tomography, as one of the most widely used certification methods, can provide the full density matrix of the prepared state. However, even given the tomography results, it is computationally intractable to determine whether the state is entangled by classical [7] or quantum computation [8]. Not alone, the sample complexity of quantum tomography grows exponentially with dimension [9, 10]. Thus, a more realistic scenario is entanglement witnesses that can determine whether a prepared state is entangled or not with the prior knowledge of the state. This task for many entangled states of practical interest can be efficiently solved by measuring a few observables [11–13]. Though attempts such as [14, 15] have been made to enhance robustness to noise, entanglement witnesses will also fail when there is a lot of noise or unexpected types of noise in practice [16]. Moreover, for given witnesses, it is also generally challenging to reduce the measurement efforts (sample complexity), especially for non-stabilizer states [17].

The goal of this paper is to find an efficient and generic way to detect the entanglement of many-body quantum states. Machine learning (ML) is a powerful tool for such a purpose. Many ML techniques including both classical and quantum machine learning models have been proposed for classification tasks in physics, such as the classification of phases and prediction of ground states [18–20]. Entanglement detection as a typical classification problem has been studied by ML techniques, such as determining separability by Neural Network (NN) [21, 22] and deriving generic entanglement witnesses by Support Vector Machine (SVM) [23, 24]. Nevertheless, these prior machine learning assisted methods only explore white noise robustness without considering other types of noises that happened in experiments. And the sample efficiency of experimental implementation for these ML-derived classifiers has not been discussed.

In this work, an ML classifier is obtained by training SVM with a synthetic dataset on a classical computer. The dataset consists of two types of states, one is a set of certain target entangled states subject to randomly sampled noise, and the other is a set of randomly sampled separable states with the given partitions. To increase the feasibility in experiments, each state is characterized by its expectation values of Pauli observables, called classical features. Within the framework of SVM, classification capability can be boosted by nonlinear kernel method and unimportant features can be eliminated programmatically. Furthermore, we restrict the Pauli observables to \( k \)-local such that classical features can be estimated with a smaller sample complexity via the classical shadow method [25]. In the numeric simulation of 4-qubit GHZ state and W state, the kernel SVM classifier exhibits better robustness to white noise than conventional fidelity witnesses and also robust to coherent noise which is more realistic in experiments but not widely studied. And the derandomized classical shadow method outperforms other schemes for estimating many \( k \)-local observables (features).

This paper is organized as follows: in Section II, we briefly present necessary definitions of multiparticle entanglement, related entanglement detection problems, and mainstream methods for these problems; Section III demonstrates our end-to-end protocol including two parts: learning an entanglement witness for a generic...
state from synthetic data and efficient estimation of classical features of states from experiments; at last, numerical simulation results are discussed in Section IV.

II. PRELIMINARIES

A. Multipartite entanglement

Large-scale entanglement involving multiple particles may be the main resource for quantum advantages in quantum computation and communication. Roughly, we say a quantum state $\rho$ of $n$ subsystems is entangled if it is not fully separable, i.e., the state cannot be written as the tensor product of all subsystems as $\rho = \rho_1 \otimes \cdots \otimes \rho_n$. Clearly, the simple statement ‘the state is entangled’ would allow only two of the particles are entangled while the rest is in a product state, which is very weak entanglement. So, the more interesting entanglement property is bipartite separability:

Definition 1 (bi-separable). A pure state $|\psi\rangle$ is bi-partite separable (bi-separable) if and only if it can be written as a tensor product form $|\psi\rangle^P_{bi} = |\phi_A\rangle \otimes |\phi_B\rangle$ with some bi-partition $P = \{A, B = A\}$. A mixed state $\rho$ is bi-separable if and only if it can be written as a convex combination of pure bi-separable states, i.e., $\rho_{bi} = \sum_i p_i |\psi_i\rangle_{bi} \langle \psi_i|_{bi}$ ($P_i$ can be different partitions) with a probability distribution $\{p_i\}$. The set of all bi-separable states is denoted as $S_{bi}$.

Definition 2 (GME). On the contrary, if a state $\rho \notin S_{bi}$, it possesses genuine multipartite entanglement (GME).

GME implies that all subsystems are indeed entangled with each other, so it is the strongest form of entanglement. Whereas, there is another restricted way for generalizing bi-separability to mixed states: if it is a mixing of pure bi-separable states with the same partition $P_2$, and we denote the state set as $S_{bi}^{P_2}$. It is practically interesting to study entanglement under the certain partition, because it naturally indicates the quantum information processing capabilities among a real geometric configuration. We have a formal definition for entanglement concerning partitions:

Definition 3 (full entanglement). A state $\rho$ possesses full entanglement if it is outside of the separable state set $S_{bi}^{P_2}$ for any partition, that is, $\forall P_2 = \{A, A\}, \rho \notin S_{bi}^{P_2}$.

For a state with full entanglement, it is possible to prepare it by mixing bi-separable states with different bipartitions, so full entanglement is weaker than GME but still useful in practice.

B. Entanglement detection

After introducing the definitions of entanglement, the next basic question is how to determine the entanglement of a state efficiently. Despite clear definitions, it is a highly non-trivial question for a general state. For a general review on this subject, we refer readers to [6]. One of the most widely studied problems in this area is bi-separability.

Problem 1 (separability). Given a density matrix $\rho$, to determine if it is bi-separable (in $S_{bi}$).

It is not hard to prove that if a state is bi-separable regarding $P = \{A, B\}$, then it must have positive partial transpose (PPT), i.e., the partially transposed (PT) [27] density matrix $\rho_{AB}^{PT}$ is positive, semidefinite [28] [29, 30]. By contrapositive, we have a sufficient condition for (bi-)entanglement, that is if the smallest eigenvalue of partial transpose $\rho_{AB}^{PT}$ is negative (NPT), then the state is entangled (cannot be bi-separable with $P = \{A, B\}$). We should mention that the PPT criterion is a necessary and sufficient condition for separability only when the system dimension is low ($d_A d_B \leq 6$ where $d_A$ and $d_B$ are the dimensions of two bipartite subsystems respectively) [30]. Therefore, no general solution for the separability problem is known. Then, a natural question is whether it is possible to solve separability approximately. By relaxing the definition (promise a gap between two types of states), a reformulation of separability in the theoretic computer science language is

Problem 2 (Weak membership problem for separability). Given a density matrix $\rho$ with the promise that either (i) $\rho \in S_{bi}$ or (ii) $\|\rho - \rho_{bi}\| \geq \epsilon$ with certain norm, decide which is the case.

Unfortunately, even if we are given the complete information about a state and promised a gap (error tolerance $\epsilon$), it is still hard to determine separability approximately by classical computation. Weak membership problem for separability is NP-Hard for $\epsilon = 1/\text{poly}(d_A, d_B)$ with respect to Euclidean norm and trace norm [31] [7] [32], while there exists a quasipolynomial-time algorithm with respect to certain norm [33]. A notable numeric method is the powerful criteria called $k$-symmetric extension hierarchy based on SDP [34] [35] [36], which also becomes computationally intractable with growing $k$. The quantum hardness of a series of related separability testing problems were studied in the framework of quantum interactive proofs [8]. Nevertheless, these hardness results do not rule out the possibility to solve it efficiently with a stronger promise (approximation) or by machine learning (heuristic) techniques powered by data.

1. Entanglement witness based on fidelity

A (realistic) variant of separability is how to determine bi-separable given copies of an unknown state (from experiments) rather than its full density matrix. In this case, the sample complexity should be considered besides computational complexity. Since the input to this problem is quantum data (states), directly estimating spectrum or entanglement monotone functions of the reduced
density matrix \( \rho_A := \text{Tr}_B(\rho_{AB}) \) \cite{37} \cite{38} \cite{39}, e.g., purity, negativity, and entanglement entropy, by quantum measurement and circuits \cite{40} \cite{41} is a good option (without fully recovering density matrices). However, this line of work does not provide capability beyond theoretical complexity bounds (though usually efficient for the one-side test). The problem we study here is another variant:

**Problem 3** (entanglement detection with prior knowledge). Given copies of an unknown state \( \rho \) (from experiments) that is promised either (i) \( \rho \in S_{\text{bi}} \) or (ii) in ‘proximity’ of a target \( |\psi_{\text{tar}}\rangle \), determine which is the case.

The typical scenario for this problem is to prepare a pure entangled state \( |\psi_{\text{tar}}\rangle \) in experiments and would like to detect (verify) it as true multipartite entangled. While the preparation is not perfect, it is reasonable to assume that the prepared mixed state \( \rho_{\text{pre}} \) is in the proximity of the target state, that is, \( |\psi_{\text{tar}}\rangle \) undergoes noise channels restricted to white noise and local rotation (unitary). This problem is supposed to be solved efficiently because we have a much stronger promise than the separability problem. The usual method for it is constructing an observable \( W \) called *entanglement witness* such that

\[
\text{Tr}(W\rho_{\text{bi}}) \geq 0 \quad \text{and} \quad \text{Tr}(W|\psi_{\text{tar}}\rangle\langle\psi_{\text{tar}}|) < 0 \tag{1}
\]

which means that the witness \( W \) has a positive expectation value on all separable states. Hence, a negative expectation value implies the presence of entanglement (GME). It can be proved, for every entangled state, a witness can always be constructed, but no entanglement witness works for all entangled states \cite{42}. So, entanglement witness only provides a one-side test for separability. For instance, the Bell (CHSH) inequalities originally proposed to rule out local hidden variable models, can be regarded as an entanglement witness for many 2-qubit entangled states \cite{43}. A Bell inequality can be considered as a linear combination of Pauli observables \( W_{\text{Bell}} := W_{\text{bell}} \cdot O_{\text{Bell}} \) such that only entangled states \( \rho \) have \( |\text{Tr}(\rho W_{\text{Bell}})| \) greater than a threshold \cite{44}.

While various methods for constructing an entanglement witness exist, the most common one is based on the fidelity between a prepared state \( \rho_{\text{pre}} \) to the target (pure entangled) state \( |\psi_{\text{tar}}\rangle \)

\[
W_{\psi} = \alpha \mathbb{1} - |\psi_{\text{tar}}\rangle\langle\psi_{\text{tar}}| \tag{2}
\]

where \( \alpha = \max_{\rho_{\text{bi}}} \text{Tr}(\rho_{\text{bi}}|\psi_{\text{tar}}\rangle\langle\psi_{\text{tar}}|) \) is the maximal fidelity between separable states and the target entangled state such that for every separable state \( \text{Tr}(\rho_{\text{bi}} W_{\psi}) \geq 0 \). This kind of fidelity witness classifies states as either (1) the fidelity \( \text{Tr}(\rho_{\text{pre}}|\psi_{\text{tar}}\rangle\langle\psi_{\text{tar}}|) \leq \alpha \); or (2) the fidelity \( \text{Tr}(\rho_{\text{pre}}|\psi_{\text{tar}}\rangle\langle\psi_{\text{tar}}|) > \alpha \) implies \( \rho \not\in S_{\text{bi}} \) \cite{45}. For instance, assume the target state is \( |\text{GHZ}\rangle := \sqrt{2}(|0\rangle^{\otimes n} + |1\rangle^{\otimes n}) \), the maximal overlap between GHZ and bi-separable states is 1/2, such that the witness Eq. (2) with \( \alpha = 1/2 \) certifies tripartite entanglement \cite{46}. We call Eq. (2) as projector-based fidelity witness \cite{11}. In order to effectively measure a witness in an experiment, it is preferable to decompose the projector term into a sum of locally measurable observables such as \cite{47}. Meanwhile, for graph states (stabilizer states, i.e., a large class of entanglement states), a witness can be constructed by very few local measurement settings (LMS) \cite{48} \cite{12, 13, 49} and implemented in experiments \cite{50, 50, 51}, but non-local measurements are usually required for non-stabilizer cases (e.g., W state) \cite{17, 23}.

### III. END-TO-END ENTANGLEMENT DETECTION PROTOCOL

#### A. Motivation: Beyond fidelity witness

In most studies of fidelity witness, the robustness measure of a fidelity witness is its tolerance to white noise:

\[
\rho = (1 - p_{\text{noise}})|\psi_{\text{tar}}\rangle\langle\psi_{\text{tar}}| + p_{\text{noise}} \frac{1}{2^n} \tag{3}
\]

where the limit of white noise (i.e., maximal \( p_{\text{noise}} \) s.t. \( \text{Tr}(\rho W_{\psi}) < 0 \)) indicates the robustness of the witness. In general, there are entangled states mixed with large white noise that cannot be detected by conventional methods. For example, the maximally-entangled Bell state can maximally violate the CHSH inequality, but Bell states that mixed with white noise doesn’t violate the CHSH inequality when \( 1 - 1/\sqrt{2} < p_{\text{noise}} < 2/3 \) despite they are still entangled in this regime. For 3-qubit GHZ states mixed with white noise, we can analytically compute the white noise threshold for NPT (implies bipartite entanglement): when \( p_{\text{noise}} < 0.8 \), the states cannot be bi-separable with respect to any partition (that is full entanglement). However, the conventional fidelity witness only detects GME when \( p_{\text{noise}} < 4/7 \) for GHZ states \cite{6}. So, it would be practically interesting to have a witness for this white noise regime \( p_{\text{noise}} \in [4/7, 0.8) \) \cite{52} that beyond the capability of conventional fidelity witnesses.

Other than white noise, another typical noise that happens in (photonic) experiments is coherent noise, such as local rotations. Take \( n \)-qubit GHZ state as an example, unconscious phase accumulation and rotation on the first control qubit can be modeled as \cite{15}

\[
|\text{GHZ}(\phi, \theta)\rangle = \cos \theta |0\rangle^{\otimes n} + e^{i\phi} \sin \theta |1\rangle^{\otimes n}. \tag{4}
\]

In a certain noise regime (see Fig. 3 of \cite{15}), \( |\text{GHZ}(\phi, \theta)\rangle \) cannot be detected by conventional fidelity witness because the coherent noise diminishes the fidelity but not change entanglement property.

To formally characterize the cases beyond fidelity witness, Weilenmann et. al \cite{16} \cite{53} coined the term *unfaithful states* which systematically analyzes a 2-qubit entangled state mixed with white noise that cannot be detected by fidelity witness. They found that for \( d \geq 3 \) that almost all states in the Hilbert space are unfaithful. Subsequently, Gütth et. al \cite{54} \cite{55} gave a formal definition: a 2-qudit state \( \rho_{AE} \) is faithful if and only if there
are local unitary transformations $U_A$ and $U_B$ such that $\langle \phi^+ | U_A \otimes U_B | \rho_{AB} | U_A^{\dagger} \otimes U_B^{\dagger} \phi^+ \rangle > \frac{1}{2}$. Consequently, they found a necessary and sufficient condition for 2-qubit unfaithfulness: a 2-qubit state $\rho_{AB}$ is faithful if and only if the maximal eigenvalue of

$$\chi_2(\rho_{AB}) = \rho_{AB} - \frac{1}{2}(\rho_A \otimes I + I \otimes \rho_B) + \frac{1}{2}I \otimes I$$

is larger than $1/2$. We can see in (c) of Fig. 1, even for 2-qubit states, nonnegligible portion of randomly sampled 2-qubit states are categorized according to the minimal eigenvalue of partial transpose $\rho_{AB}^{\mathcal{T}_A}$ and the maximal eigenvalue of $\chi_2(\rho_{AB})$.

B. Training a generic witness via kernel SVM

One basic task in classical machine learning (ML) is binary classification, such as cat/dog image classification. In this case, the input to a ML algorithm is a (training) dataset $\{(x^{(i)}, y^{(i)})\}_{i=1}^m$, consists of $m$ data points, where each data point is a pair of feature vector $x \in \mathbb{R}^d$ of $d$ features and its label $y \in \{-1, 1\}$. For example, the feature $x$ of an image is a flattened vector of all pixel values and the label $y = -1$ for cat images (1 for dog).

It is clear that separability or entanglement detection with prior knowledge problem are exactly such binary classification problems where each quantum state has a binary label, such as either ‘ENTANGLED’ or ‘SEPARABLE’. The features $x$ of a quantum state $\rho$ can be the entries of its density matrix, or more realistically, the expectation values of selected observables.

With the surge of research on ML, classification tasks related to entanglement have been performed by ML algorithms. Lu et al [21] trained a (universal) separability classifier by classical neural network where features of $x$ are the entries of density matrices. For the similar purpose, Ma and Yung [22] generalized Bell inequalities to a Bell-like ansatz $W_{ml} := w_{ml} \cdot \mathbf{O}_\text{Bell}$ where the optimal weights $w_{ml}$ are obtained via optimizing a neural network. And they found the tomographic ansatz

$$\text{Tr}(\rho W_{ml}) \equiv \langle W_{ml} \rangle \equiv w_{ml} \cdot \langle O \rangle,$$

not only has better performance than the Bell-like ansatz, also required [57] for training a universal separability classifier, where the feature vector $x_{\rho,\sigma} := \langle O \rangle$ denotes the expectations of all $4^n$ Pauli observables [58]. It is worth noting that training such a universal classifier for high-dimensional systems needs a large training dataset and long time if the gap between two state sets is small.

In this paper, we focus on solving the entanglement detection with prior knowledge problem with training data. In other words, we derive the entanglement witness (classifier) for certain target states with desired entanglement structure by fitting a synthetic dataset.
tor to the hyperplane and hyperplane and the feature vector \( \mathbf{x} \) the sign of the inner product (projection) between the in Eq. (2). Therefore, the predicted label is given by

\[
\text{sign}(\mathbf{w} \cdot \mathbf{x} + b)
\]

where \( \mathbf{w} \) is the (not necessarily normalized) normal vector to the hyperplane and \( b \) is a bias term similar to \( \alpha \) in Eq. (2). Therefore, the predicted label is given by the sign of the inner product (projection) between the hyperplane and the feature vector \( \mathbf{x} \), i.e., \( y = f(\mathbf{x}) = \text{sign}(\mathbf{w} \cdot \mathbf{x} + b) \) (c.f. Eq. (1) and Eq. (6)). Geometrically, both SVM witness and conventional fidelity witness are hyperplanes in feature spaces, but the SVM witness is more flexible because the classifier \( (\mathbf{w}, b) \) can be numerically derived through optimization for any generic target state. And it can only require local Pauli observables (measurements) \( O_\sigma \) that is feasible in most experiments, even when the target state is a non-stabilizer state.

The SVM allows for the programmatic elimination of features [60], i.e., reducing the cost of experimental measurements (samples). We start with the feature vector of all \( k \)-local Pauli observables, then we randomly eliminate one feature such that the training accuracy remains high enough with the new feature vector \( \mathbf{x} \). By repeating this procedure, we obtain a classifier \( f(\mathbf{x}_\rho, \bar{\sigma}) \), where \( |\bar{\sigma}| = M \) is the minimal number of Pauli observables required for classification. The algorithm is summarized in Algorithm. III.1.

**Algorithm III.1:** Train a witness via kernel SVM

```algorithm
input: dataset \( \{(\rho^{(i)}, y^{(i)})\}^m_{i=1} \), minimal number of features: \( M \), and tolerance \( \epsilon \)
output: a classifier \( f(\mathbf{x}_\rho, \bar{\sigma}) \)
1. \( x^{(i)} := \text{Tr}(\rho^{(i)} O_\sigma), \forall i \) // evaluate all \( k \)-local Pauli observables and shuffle
2. while accuracy \( < \epsilon \) or \( \text{len}(\mathbf{x}) > M \) do
   3. for \( j \) in range\((\text{len}(\mathbf{x}))\) do
      /\* eliminate \( j \)-th feature */
      \( \forall i, y^{(i)} \cdot (\mathbf{w} \cdot \mathbf{x}^{(i)} + b) \geq 1. \)  
      /\* Train SVM with the new feature vectors */
      if accuracy \( \geq \epsilon \) then
         /\* If cannot find a classifier with fewer features, then output the last classifier with high accuracy */
         return a classifier \( f(\mathbf{x}_\rho, \bar{\sigma}) \)
      else break
9. return a classifier \( f(\mathbf{x}_\rho, \bar{\sigma}) \) with \( |\bar{\sigma}| = M \)
```

A key drawback of both conventional witnesses and
SVM is their linearity because many real-world datasets are not linearly-separable in a low-dimensional feature space. Despite the nonlinear witness [14] proposed, its experimental implementation is more challenging than linear ones. The good news is, within the framework of SVM, non-linearity can be easily achieved by the so-called kernel method [61]. The main idea is mapping the features \( x \) to a higher dimensional space via a feature map \( \phi(x) \) such that they can be linearly separated in the high-dimensional feature space. The kernel function \( k(x, x') : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) measures the similarity between two input data points in the high-dimensional feature space because a kernel can be written as an inner product \( \langle \phi(x), \phi(x') \rangle \). The commonly used kernel is the radial basis function (RBF) kernel which a Gaussian function \( k_{\text{rbf}}(x, x') := \exp(-\gamma \|x - x'\|_2^2) \) with \( l_2 \) Euclidean norm and a parameter \( \gamma \). Since the RBF kernel SVM is convex, the optimal classifier function will be found if it exists for the input dataset. The power of the kernel method can be clearly observed in Fig. 3 that two kinds of data points are clearly classified by a nonlinear (RBF kernel) SVM classifier, though it is not linearly separable in this 2-dimensional space.
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**FIG. 3.** The two-dimensional embedding (a low-dimensional feature space \( \langle XZ \rangle \) VS \( \langle XX \rangle \)) of 2-qubit states: green dots represent randomly sampled separable states, while pink ones represent entangled Bell states mixed with white noise in the range (left figure) \( p_{\text{noise}} \in [0, 1/3] \) and (right figure) \( p_{\text{noise}} \in [0, 2/3] \). The colored shade indicates the nonlinear decision boundary of the RBF kernel SVM classifier. When the white noise is larger, the gap between two sets of data points is smaller such that training a classifier becomes harder.

\[
\begin{array}{c|c|c|c}
\text{Witnesses} & \# \text{ observables} & \text{weights} & \text{comment} \\
\hline
\text{Conventional fidelity} & \text{few LMS} & \text{fixed} & \text{one-side} \\
\text{SVM (kernel)} & \ll 4^n - 1 & \text{trained} & \text{flexible} \\
\text{Tomographic (NN)} & 4^n - 1 & \text{trained} & \text{universal} \\
\end{array}
\]

**TABLE I.** Comparison of conventional fidelity witness, tomographic classifier, and SVM witness.

We compare the characters of different kinds of witnesses in Table I. The conventional fidelity witness only need few local measurement settings for stabilizer states, but it is a one-side test. The tomographic witness trained by NN only need the promise that there is a gap between entangled and separable states (almost universal), but it requires complete information of a state \((4^n - 1\) features). Between these two cases, the SVM witness has stronger classification capability than conventional fidelity witnesses and do not need as many classical features as the tomographic witness. However, these prior ML witnesses only consider the robustness to white noise and cannot be directly applied to experiments. In the numerical simulation, we can efficiently evaluate classical features by direct calculation, but in actual experiments, entries of a density matrix are not explicitly known. Instead, we need to estimate observables (classical features) by repeat measurements, which we are going to discuss in next section.

**C. Sample-efficient expectation estimation methods**

The brute force approach to fully characterize a state in an experiment is quantum state tomography [62] [63]. With a recovered density matrix, we can directly calculate classical features or separability measures, but full tomography is experimentally demanding. Even adaptive or collective measurements (and post-processing) allowed [64], rigorous analysis [9] [10] showed that \( \Omega(D^2/\epsilon^2) \) measurements (copies) are required for recovering a \( D \times D \) density matrix with error tolerance \( \epsilon \) measured by trace distance. Now that full tomography is intractable for large systems, a workaround is to extract partial information about a state without fully recovering it:

**Problem 5** (shadow tomography). Given \( m \) copies (samples) of an unknown \( D \)-dimensional state and \( M \) known 2-outcome measurements \( \{E_1, \ldots, E_M\} \), to estimate \( \forall i, \text{Tr}(\rho E_i) \) within additive error \( \epsilon \) with success probability at least \( 1 - \delta \).
Since shadow tomography can be implemented with $O(\log^4 M \cdot \log D \cdot \log 1/\delta \cdot \epsilon^{-4})$ copies [65] [66], we can estimate $M$ classical features (Pauli observables) for $f(x,\sigma)$ in a samples-efficient manner. However, Aaronson’s shadow tomography procedure is very demanding in terms of quantum hardware (in the collective preparation and measurement on $\rho^{\otimes n}$). To be more feasible for current experiments, Huang et al. [25] introduced a classical shadow (CS) scheme which we apply in our protocol.

Algorithm III.2: Estimate Pauli observables (features) by randomized classical shadow

```
input: R copies of $\rho$ and selected observables $O_{\sigma}$
output: estimation of $x_{\rho,\sigma} := \text{Tr}(\rho O_{\sigma})$

1 Sample $R$ Pauli measurements $P \in \{X, Y, Z\}^\otimes n$
2 for $i = 1,2, \ldots, R$ do
3   // apply single-copy measurement $P$ to a copy $\rho$
4   $\rho \mapsto UPU^\dagger \mapsto |b\rangle$ with $b_j \in \{0,1\}, \forall j \in [n]$
5   // inverse channel $M^{-1}(\rho') = (3\rho' - I)$
6   $\rho^{(i)}_\rho = \bigotimes^n_{j=1} (3U_j\mid b_j\rangle\langle b_j\mid U_j - I)$
7 CS($\rho, R$) = $\{\rho^{(1)}_\rho, \ldots, \rho^{(R)}_\rho\}$ // classical shadow
8 // estimate features for SVM from classical shadow
9 return $x_{\rho,\sigma} = \text{EXPECTATION}(\text{CS}($$\rho$, $R$)$O_{\sigma}$)
```

The classical shadow of a state $\rho$ (a set of snapshots $\rho^{(i)}_\rho$) is a succinct classical description of a state $\rho$, which can be used to estimate the expectations of a set of observables with a reasonably small number of copies of $\rho$. To construct the randomized classical shadow, we first need to uniformly sample $R$ Pauli measurements $P \in \{X, Y, Z\}^\otimes n$ (assume the state $\rho$ of $n$ qubits). Then, we apply single-copy measurement $P$ to a copy of $\rho$, i.e., each measurement measures all qubits in Pauli $X$, $Y$, or $Z$-basis according to $P$. Specifically, we apply the transformation $\rho \mapsto UPU^\dagger$ where $UPU^\dagger = \Sigma$ is the eigendecomposition of $P$ and then measure this rotated stated in computational basis (collapse to $|b\rangle \in \{|0\rangle, |1\rangle\}^\otimes n$). A snapshot $\rho^{(i)}_\rho = M^{-1}(U_j^\dagger|b\rangle\langle b|U_j - I)$ can be constructed by taking the inverse of the quantum depolarizing channel $M$. By repeating this procedure $R$ times, we have $R$ snapshots of $\rho$ to estimate expectation values of a set of Pauli observables by an empirical average over snapshots, i.e., $\sigma = \text{Tr}(O_{\rho^{(i)}})$ obeys $E(\sigma) = \text{Tr}(\rho).$ The algorithm is summarized in Algorithm III.2.

Surprisingly, by rigorous proof, the size of the classical shadow scales $O(\log(M)^3/\epsilon^2)$ to approximate $M$ $k$-local Pauli observables with error tolerance $\epsilon$ [25], so this scheme has an advantage for small $k$ and large $M$ cases (many very local observables). For different purposes, there are several variants of the classical shadow method [67–69]. The derandomized version [68] is the refinement of the original randomized protocol which provides better performance for $k$-local observables. The core idea of the derandomized version is to sample more global Pauli measurements that are compatible with $k$-local Pauli observables to be estimated. This procedure is the interpolation between completely randomized measurements (the original classical shadow) and independent estimation (good for predicting a few global observables). From the perspective of a conventional entanglement witness, the classical shadow method finds an effective local measurement setting for a generic set of $k$-local Pauli observables. In addition, the entanglement detection by estimating $p_3$-PPT with classical shadow [70] and comparison of classical shadow variants [71] has been done experimentally.

IV. NUMERICAL SIMULATION AND DISCUSSION

In numerical simulation, we generate quantum state samples and manipulate quantum states by QuTiP Python library [72, 73]. Multi-partite entangled states including Bell states, GHZ states with coherent noise Eq. (4) and W states with white noise Eq. (3) are generated by calling functions provided by QuTiP. The noise parameters $(\phi, \theta, p_{\text{noise}})$ are uniformly sampled from certain ranges. In contrast to entangled states, we generate random separable states for different number of qubits by tensoring random density matrices of subsystems. For example, there are three different partitions $\rho_1 \otimes \rho_2$, $\rho_{12} \otimes \rho_3$, and $\rho_2 \otimes \rho_{13}$ for 3-qubit bi-separable states. It is not necessary to prepare the (mixed) separable states as convex combination of separable states with different partitions because SVM can correctly classify a mixture if it can classify each case.

![FIG. 4. The 4-qubit GHZ state with coherence noise $\theta \in [0, \pi/3], \phi \in [0, 0.6\pi]$ and white noise $p_{\text{noise}} \in [0, 0.1]$, and the 4-qubit W state with white noise $p_{\text{noise}} \in [0, 0.5]$ can be classified by the RBF kernel SVM classifier with high accuracy.](image)
GHZ state with coherence noise $\theta \in [0, \pi/3]$, $\phi \in [0, 0.6\pi]$ (even mixed with white noise $p_{\text{noise}} \in [0, 0.1]$) and the 4-qubit W state with white noise $p_{\text{noise}} \in [0, 0.5]$ (4/15 is maximal white noise tolerance of 4-qubit W projector fidelity witness), with high accuracy (see Fig. 4). To train this 4-qubit SVM classifier with accuracy 0.999, we generate 10^4 states for each kind of states: noisy GHZ, W states with noise parameters uniformly sampled, biseparable states $\rho_1 \otimes \rho_{234}$ and $\rho_1 \otimes \rho_{34}$. 

![Figure 5](image)

**FIG. 5.** Average error of estimating expectation values of 22 two-local four-qubit Pauli observables $\sum_{i} (a_i - \text{Tr}(O, \rho))^2/22$ by three different estimation methods VS the number of samples (the error bar indicates the variance of estimation errors over 22 observables). The blue line represents estimating each Pauli observable by repeating measurements independently. The orange line represents the estimation by the randomized classical shadow, while the green one represents the derandomized version of the classical shadow.

By programmatic elimination of features, one set of features (i.e., 4 two-local Pauli observables) found by the kernel SVM is $x = \langle XIXI \rangle, \langle YIZZ \rangle, \langle IIZZ \rangle, \langle ZXII \rangle$. You may have noticed that we only consider two partitions in a bi-separable state. Fortunately, by the symmetry of GHZ and W states, we can exchange a set of qubits positions $[(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)]$ to get all partitions of biseparable states. So, there are in total $4 \times 7 = 28$ features to be estimated (actually 22 due to duplication). To compare the performance of different estimation schemes, the average error of estimation over observables VS the number of samples is plotted in Fig. 5 [75]. The derandomized version outperforms randomized shadow for a small number of samples and is significantly better than independent estimation (smaller average error and variance). Notably, the classical shadow estimation of comparable size has been implemented in photonic experiments [71].

In conclusion, our protocol is flexible and sample-efficient in detecting entanglement in the vicinity of entangled states. A generic entanglement classifier for a target state that can be viewed as a nonlinear entanglement witness is obtained by training a kernel SVM. This protocol can be efficiently implemented on current experiment devices because the number of features has been optimized through SVM and efficient local measurement settings are found by the derandomized classical shadow scheme. Meanwhile, there are also several potential directions for future research: (1) It is of theoretic interest to find rigorous proof for the dataset size and number of features (required for high training accuracy) scaling with the system size; (2) It is meaningful to test more kernels, such as graph kernel [76], shadow kernel [20], and neural tangent kernel [77], for better performance of the kernel SVM. And quantum kernel methods [78–80] might provide advantages over classical counterparts. (3) The task of estimating expectation values can also be achieved efficiently by classical [81–83] and quantum machine learning [20, 84]. Huang et al. rigorously showed that, for achieving accurate prediction on all $4^n – 1$ Pauli observables the exponential quantum advantage over classical ML is possible [85]. Training a more powerful (almost universal) classifier with all Pauli observables as features might be interesting for practice.
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A matrix (operator) is positive, semidefinite (PSD) if all its eigenvalues are non-negative.

A quantum (mixed) state \( \rho \) can be represented by a density matrix which is a Hermitian, positive semidefinite operator (matrix) of trace one. If the rank of \( \rho \) is 1, then the state is a pure state.

The partial transpose (PT) operation acting on subsystem \( A \) of a density matrix \( \rho = \sum_{k_1} |k_1\rangle \langle k_1| \otimes |\psi_{AB}\rangle \) is defined as \( \rho^{\text{PT}} = \sum_{k_1} |k_1\rangle \langle k_1| \otimes \rho^{\text{PT}}(\psi_{AB}) \).

The Euclidean norm of a matrix is defined as \( \| A \|_2 = \sqrt{\text{Tr}(A^\dagger A)} \). The trace norm of a matrix is defined as \( \| A \|_1 = \text{Tr}(|A|) \equiv \text{Tr}\left(\sqrt{A^\dagger A}\right) \).

For example, the observables \( \rho \) of a Pauli observable \( \sigma \) can be measured by one local measurement setting \( \omega \) with \( \sigma = \sum_i \omega_i \sigma^i \).

The Bell (CHSH) inequality (witness):
\[
O_{\text{CHSH}} = \langle 1 - F \rangle \leq \langle |\psi_{AB}| \rangle + \langle \sigma_{A+B} \rangle \leq 1,
\]
where \( F = -X \otimes Z - Z \otimes X + \text{Perm}(IYZ) + \text{Perm}(IYZ) \).

For example, the observables \( Z_1, Z_2, Z_3, Z_4 \) can be measured by one local measurement setting \( Z_3 \).

The corresponding white noise regime for W state is \( \rho_{\text{white}} \approx \frac{1}{2} \left( \sum_i |w_i\rangle \langle w_i| \right) \).
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The corresponding white noise regime for W state is \( \rho_{\text{white}} \approx \frac{1}{2} \left( \sum_i |w_i\rangle \langle w_i| \right) \).
Quantum state tomography refers to the task of recovering the density matrix of an unknown $D$-dimensional state $\rho$ within error tolerance $\epsilon$, given the ability to prepare and measure copies of $\rho$.

Adaptive measurements are the intermediate between independent measurements and collective (entangled) measurements, in which the copies of $\rho$ are measured individually, but the choice of measurement basis can change in response to earlier measurements.

The notation $\tilde{O}$ hides a polylog factor. A full tomography requires estimate $D^2$ measurements (observables) with additive error $\epsilon \ll 1/D$ for all $E_i$, so the sample complexity of shadow tomography is compatible with lower bounds of full quantum state tomography.

The open-source code for classical shadow with the code from https://github.com/hsinyuan-huang/predicting-quantum-properties.
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