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Abstract

This paper addresses the problem of reliable transmission of data through a sensor network. We focus on networks rapidly deployed in harsh environments. For these networks, important design requirements are fast data transmission and rapid network setup, as well as minimized energy consumption for increased network lifetime. We propose a novel broadcasting solution that accounts for the interference impact and the congestion level of the channel, in order to improve robustness, energy consumption and delay performance, compared to a benchmark routing protocol, the GRAB algorithm. Three solutions are proposed: P-GRAB, a probabilistic routing algorithm for interference mitigation, U-GRAB, a utility-based algorithm that adjusts to real-time congestion and UP-GRAB, a combination of P-GRAB and U-GRAB. It is shown that P-GRAB provides the best performance for geometry-aware networks while the U-GRAB approach is the best option for unreliable and unstable networks.
Interference and Congestion Aware Gradient Broadcasting Routing for Wireless Sensor Networks

I. INTRODUCTION

The reliable transmission of sensed data across large-scale wireless sensor networks (WSN) has triggered lots of efforts in current research projects. Recent technologies offer low-cost and low-power chips that can be deployed for monitoring purposes in open fields. When a node senses some change in the environment, it advertises its data to one or several sink nodes. Due to the large scale of such networks, a multi-hop transmission is often used between the data source node and the sink. The routing algorithms must provide robust end-to-end transmissions, which is even more important when nodes are deployed in environments with hazardous operational conditions (e.g. high temperature, fire, humidity...). In such conditions, wireless transmissions become less reliable because of an increased number of node failures. Due to environmental effects, the transmission channel may become much more difficult, impacting the interference distribution and the congestion in the network. We show in this paper that gains in transmission efficiency are obtained upon accounting properly for either the interference distribution or the congestion in the routing decision of a gradient forwarding protocol, depending on the variability of the environment.

In this work, we target applications where the frequency of reception failures at the nodes due to external working conditions (i.e. packets losses due to channel variability or node failures) is relatively important. In this context, traditional single path approaches such as Directed Diffusion [1] or Rumor routing [2] are not suitable. In this case, the source-sink path easily breaks, which triggers a new flooding stage for route discovery. Route repair techniques may in that case be applied [3], but such a strategy also introduces an additional delay for path repair and relies on the introduction of a specific signaling overhead. Moreover, we concentrate on scenarios where nodes have to be deployed rapidly, as for instance for disaster relief applications and in such conditions, the network has to be up and running as quickly as possible. Hence, there is no time for complex beforehand route computations and/or rate allocation as targeted in other robust routing techniques for WSN [4], [5]. To summarize, our goal in this paper is to propose a routing solution which adapts to the changing environment in terms of congestion/interference without triggering too much overhead at the network layer (and hence reducing the energy consumption of the network) while providing a quick network response. Reducing energy consumption and delay will affect the transmission robustness. Our design goal is to achieve the best possible robustness/energy/delay trade-off in the design of the routing strategy.

Robustness can be achieved through a hop-by-hop or an end-to-end acknowledgement procedure at the medium
access or at the transport layer [6]. In this case, and for networks suffering from high packet losses, transmission delays due to retransmissions are increased drastically [7]. Since we have a stringent delay constraint, we disregard such options which are more suited to WSNs deployed to monitor with a high fidelity a phenomenon where robustness transmission has to be guaranteed.

Another mean of increasing the robustness is by introducing totally redundant transmissions, either by defining a-priori fixed redundant source to sink paths in the network or by allowing spontaneously one or more nodes at a time to forward a packet given a set of forwarding policies. In the first case, the forwarding decision is set once and for all by the routing protocol and in the second case, depending on the state of the network, nodes decide locally to forward or not their packet.

Redundant source-sink paths are constructed in braided multi-path routing algorithms [8], [9], which are multi-path versions of Directed Diffusion. In these works, N routes are reinforced after the flooding stage and maintained with either ‘keep alive’ packets [8] or by alternatively sending the data in a round robin manner on each path to reduce the route maintenance load [9]. Such solutions, where routes have to be directly defined also introduce additional delay in the set up stage of the network.

To provide a rapid sensor network roll-out and quick transmissions, gradient broadcasting techniques are the most promising solutions (cf. [10]–[14]). In these approaches, no routes are set prior to sending data, and only costs are assigned to nodes being equal to the minimum cumulative link cost to the sink node. All the costs create a discrete gradient field whose minimum is located at the sink (similar gradient fields are also exploited in a different manner to obtain efficient anycast routes in mobile networks [15]). When a sensor has some data to send, it broadcasts its data packet by assigning its own cost to the packet cost $Q_p$. The neighbor nodes with costs smaller than the packet cost $Q_p$ decide to broadcast the packet or not, based on a set of forwarding rules. If the packet is broadcasted, its cost $Q_p$ is updated with the cost of the forwarding node. All subsequent transmissions always ‘roll down the hill’ to reach the sink. When several sink nodes exist, several cost fields are determined. The cost field is either set up by an a-priori flooding stage [10], [11], [13], [16] or on-demand with a request/response packet exchange [12], [14].

The network setup is fast since a single flooding stage is needed to create the cost field as shown in [16]. No complicated procedure is needed to create routes from sources to sink and hence no additional route repair procedures are implemented to guarantee robustness. Also, to deliver a fast network response, no hop-by-hop or end-to-end acknowledgements are considered. The statistical redundancy obtained to multiple packet forwards is supposed to provide enough robustness for the information to be gathered at the sink. Of course, there is a price to pay in terms of energy since more nodes participate in the forwarding effort. Hence, the policy chosen to decide whether a node closer to the sink forwards or not a message impacts the robustness/latency/energy trade-off and constitutes the heart of the protocol. Current gradient broadcasting algorithms do not consider the impact of interference or congestion in the policy. For instance, the state of the art solution known as GRAB [11] proposes a policy that creates a forwarding mesh whose structure depends only on the relative distance of the forwarding node to the sink node.
In this work, we propose three different broadcasting policies which account for interference and/or congestion: P-GRAB, U-GRAB and UP-GRAB, denoting ‘Probabilistic-GRAB’, ‘Utility-GRAB’ and ‘Utility and Probabilistic GRAB, respectively. In these algorithms, the broadcasting decision is taken considering additional information to improve the robustness/latency/energy tradeoff. This additional information is either retrieved by inducing cooperation among the nodes (U-GRAB and UP-GRAB) or by making them act independently (P-GRAB). In P-GRAB, nodes do not interact and use their knowledge of the topology of the network to estimate their interference impact on the network. In the two other policies (U-GRAB and UP-GRAB), nodes interact following a utility-based model to adjust their broadcasting decisions to the congestion of the channel.

P-GRAB accounts for the interference impact of the broadcasting decision on its neighbor vicinity. The aim of this broadcasting scheme is to favor the re-transmission for nodes that belong to a relatively less dense region of the network. The algorithm assigns a probability of forwarding a packet to a sensor by accounting for the impact of the broadcasting decision on the interference distribution of the network [17]. To better adjust to the dynamics of the network, the U-GRAB policy accounts for an estimate of the current channel congestion by defining a heuristic utility-based algorithm where nodes decide to broadcast a packet or not, depending on their energy level and the channel occupancy. As we have mentioned before, cooperation is also encouraged via a pricing function included in the utility definition. The congestion oriented strategy is implemented in the ‘U-GRAB’ algorithm [18]. The third policy, UP-GRAB, introduces the interference impact metric defined in P-GRAB into the U-GRAB algorithm to account for both the channel congestion and the interference impact of the broadcasting decision.

These approaches are tested in the following regarding the severeness of the working conditions by considering a probability of failure as proposed in [11]. We define a failure as being the event that a message can not be relayed by a sensor. This originates from two different cases: i) the sensor can not not receive the packet because of fading or ii) there is a hardware failure of the sensor that can not receive or send a packet. Transmission errors due to interference or congestion which depend on the geometry of the network and on the traffic characteristics are accounted for using the discrete time event OMNet++ simulator in a modified version of the SENSIM simulator [19]. To model the additional outages due to a harsh environment, we model the outages due to fading and sensor node failure with a unique probability of failure referred to as \( p_f \). Hence, when a message is received by a sensor knowing the interference and congestion status of the network, there is an additional probability \( p_f \) that the message is not received and hence not forwarded by the node. More complex failure models may be implemented in the future, but the simple one considered here already provides a good insight on the targeted protocol’s performance.

This paper is structured as follows: Section II outlines related work on gradient broadcasting and gives a short description of the GRAB algorithm. The first probabilistic approach P-GRAB is presented in section III and the utility-based approach U-GRAB in section IV. The hybrid version UP-GRAB is detailed in section V. Extensive simulation results comparing the three algorithms are provided in section VI. The last part concludes the paper.
II. GRADIENT BROADCASTING

A. Background

The basic version of a gradient broadcasting algorithm, referred to as BGB in this work, is described in [10] and [14]. There is no additional policy and as long as a node is closer to the sink (i.e. has a smaller cost value than the packet cost), it forwards the packet. This approach triggers a significant number of broadcasted packets but in turn it delivers the packets quickly. Robustness is also high due to the high number of packets sent even if a significant number of collisions occur. Of course, a short term memory stores the identification of the previously transmitted messages to avoid re-transmitting twice the same packet.

Maróti provides in [10] a global framework for such broadcasting algorithms referred to as ‘Directed Flood-Routing Framework’ where the decision policy of a node is modeled as a finite state machine. In addition to presenting the basic version, it proposes a ‘Fat Spanning Tree’ implementation where the finite state machine provides rules enabling the 1-hop neighbors of the nodes that belong to the shortest path from source to sink nodes to broadcast the packet. Such approach is more robust to failure than a regular shortest single-path routing protocol. However, he considers the spanning tree to be constructed in an a-priori flooding stage which adds another expensive flooding step to the protocol.

Chen et al. [12] use the cost field in a different manner as they do not impose strict rules but a selection process of the node that forwards the packet. Their protocol, called Self-Selective Routing (SSR) uses a back-off delay and two broadcast packets to elect the node that forwards the data packet. All the nodes receiving a packet to forward from a node $A$ start a back-off timer proportional to their cost. The closest node to the sink, node $B$, is the first to send its packet as its backoff is the smallest one. This packet is understood by the neighboring nodes of $B$ as an implicit acknowledgement. To warn the neighbors of $A$ that don’t get the implicit acknowledgement from $B$, node $A$ sends an explicit ACK packet upon reception of the data packet sent by $B$. This process is robust as paths adjust to failures. It also reduces drastically the number of forwarded packets. But the self-selection process increases the end-to-end delay and the radio layer must listen to each contention phase to get the appropriate information which increases energy expenditure.

B. The GRAB algorithm

The GRAB algorithm has been proposed by Ye et al. [11], [16] to provide a robust routing algorithm based on the gradient broadcasting concept. The GRAB algorithm is a solution for reducing the number of forwarding nodes by assigning a credit to each packet transmission in the network and setting rules on the credit consumption at each hop. The GRAB algorithm [11] starts by a flooding stage where each node gets a cost proportional to a distance measure to the sink. Flooding is started by the sink sending an advertisement (ADV) packet containing its own cost ($Q = 0$ for instance). All the other nodes have an initial cost $Q = +\infty$. A node $A$ with cost $Q_A$ that receives an ADV packet with packet cost $Q_p$, updates its own cost if $Q_p + L < Q_A$, $L$ being the link cost. If this condition is met, the new cost $Q_A$ is set to $Q_p + L$ and a new ADV packet is sent with a new packet cost $Q_p = Q_A$. 
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Fig. 1. Comparison of BGB and GRAB regarding robustness for several values of the Credit Factor $F_\alpha$ and a probability of node failure $p_f \in [0, 0.4, 0.8]$. The credit factor $F_\alpha$ is here applied to the cost of the source node $Q_S$ to calculate the initial credit value $\alpha$ with $\alpha = F_\alpha \cdot Q_S$.

To reduce the flooding load, a back-off timer proportional to $Q_A$ is decremented before sending the ADV packet. Consequently, the node with the lowest value of $Q_A$ sends its packet first, acting as an implicit acknowledgement that prevents other nodes with higher costs from forwarding their ADV packet. With this algorithm, only one ADV packet per node is sent in the cost field setup stage (cf. [16] for the proof).

The link cost value can be expressed in various metrics (in hops, in meters, etc). In this work, we propose an energy related link cost which is proportional to the power needed to transmit a packet to the neighboring node the ADV packet is coming from. The resulting power is the opposite of the pathloss expressed in decibels between both nodes. Hence, the link cost between node $i$ and $j$ separated by $d_{i,j}$ meters is given by:

$$L(i, j) = 10 \cdot \alpha \cdot \log_{10}(d_{i,j})$$  \hspace{1cm} (1)

If the nodes know their positions, a node $j$ receiving an ADV packet from node $i$ can calculate $d_{i,j}$ if node $i$ includes its location in the ADV packet. When the location information is not available, which is often the case for rapidly deployed networks, this energy metric can still be computed by the nodes and with the same overhead. In that case, node $i$ explicitly includes the value of its transmission power in the ADV packet. Upon receiving this packet, node $j$ can easily determine the value of the pathloss using:

$$L(i, j) = (P^i_{tr})_{dB} - (P^j_{tr})_{dB}$$  \hspace{1cm} (2)

where $(P^i_{tr})_{dB}$ is the transmission power of node $i$ and $(P^j_{tr})_{dB}$ the reception power at node $j$, expressed in dB, measured by the physical layer of the protocol stack.

To reduce the overhead of multiple forwards, the goal of GRAB is to provide a forwarding mesh with fewer nodes forwarding near the source and the destination and more relays being active in between. Therefore, GRAB assigns a credit to each data packet that is sent out by a source node. Each forwarding node determines if it has enough credit to broadcast the packet relatively to the distance to the destination node. If there is enough credit...
left, the nodes broadcast the packet to reach a fixed number $N_n$ of nearest neighbors through power adjustment. On the contrary, if credit is low, it only forwards to its nearest neighbor. This creates a forwarding mesh whose width can be adapted by the choice of the credit or of the number of nearer neighbors. We implemented this algorithm as a benchmark for our proposed protocols.

Performance of GRAB is being compared to the performance of BGB in Fig. 1 and 2. The credit factor $F_\alpha$ represents the additional credit the source adds to the first packet sent in GRAB. Hence, $F_\alpha$ is here applied to the cost of the source node $Q_S$ to calculate the initial credit value $\alpha$ according to $\alpha = F_\alpha \cdot Q_S$. As presented in Fig. 1 and 2, the performance simulations of GRAB and BGB show that GRAB needs fewer transmitted packets compared to BGB for reliable environments, i.e when the probability of node failure is low. However, when the probability of node failure increases, the amount of initial credit of GRAB has to be increased to improve the robustness of the transmission. In this case, GRAB tends to use as much redundancy as BGB, which increases drastically the number of forwarded packets, and thereby the energy expenditure of the network. GRAB is also about 2.5 times slower than BGB in delay which is due to the power adjustment feature of GRAB that only broadcasts the packets to reach a fixed number of $N_n = 3$ neighbors. To overcome the limitations for the GRAB algorithm, our aim in this work is to propose a new gradient based routing strategy that:

- Reduces the number of forwarding nodes when the network is reliable,
- Increases the transmission robustness when the network becomes unreliable and
- Provides faster sensor-sink communications.

### III. The P-GRAB Algorithm

The proposed P-GRAB gradient broadcasting heuristic aims at accounting for both energy and interference within its forwarding policy. Hence, the forwarding decision of a node is made knowing the potential interference it creates
when broadcasting a packets and the energy remaining in its battery. The rationale is to favor nodes creating low interference to transmit for a network where all the nodes have the same level of energy in their batteries. As energy depletes, nodes located in relatively sparser regions stop transmitting because of their energy constraint and nodes in relatively denser regions with higher energy can broadcast their packets.

In the rest of the paper, we consider a network of $N$ sensors where the costs are already set according to the cost setup algorithm of GRAB using the cost metric of Eq. 1 or Eq. 2. The broadcasting decision follows a probability of forwarding a packet $P_{FW}$. When a node $n_i$, based on its cost value $Q_i$, is allowed to forward a packet, it forwards the packet with probability $P_{FW}$ defined as follows:

$$P_{FW} = P_{IA} \ast P_{LD}$$  \hspace{1cm} (3)

where $P_{IA}$ is a measure of the probability of interference avoidance and $P_{LD}$ is the probability of life duration of the node.

A. The probability of Life Duration

$P_{LD}$ is a function of the remaining energy in the node and the way the energy has been spent in the past. Each node can easily store the number $N_F$ of already broadcasted messages, and its initial energy $\mathcal{E}_{initial}$. It also knows the remaining energy $\mathcal{E}_{remaining}$ in its battery. Before forwarding a packet, the node can estimate how many transmissions $N_{EF}$ it can still do with:

$$N_{EF} = \frac{\mathcal{E}_{remaining}}{\mathcal{E}_F}$$ \hspace{1cm} (4)

where $\mathcal{E}_F$ is the energy spent per packet broadcast $\mathcal{E}_F = (\mathcal{E}_{initial} - \mathcal{E}_{remaining})/N_F$.

The probability of life duration $P_{LD}$ is defined using:

$$P_{LD} = 1 - \frac{1}{(N_{EF} + 1)}$$ \hspace{1cm} (5)

$P_{LD}$ is close to one when the number of expected forwards $N_{EF}$ is high and tends to zero when no packets can be broadcasted anymore ($N_{EF} = 0$).

This model is really simple and does not account for the leakage of the battery which is not a linear function of time and the remaining energy. It means that the node is overestimating the value of $N_{EF}$. But since this value is updated at each new packet reception, the discrepancy between the real value of $N_{EF}$ and the estimated one is kept small.

B. The probability of Interference Avoidance

This probability favors the broadcasting for nodes whose impact in terms of interference on its vicinity is less important relatively to the interference impact of its 1-hop neighbors. The denser the vicinity of a node is, the more nodes its transmission reaches and can potentially disturb. We define here a relative measure of neighborhood density that considers the difference in size of a node’s neighborhood relatively to the size of the neighborhoods of its 1-hop neighbor nodes. Let $N_i$ be the number of neighbors of node $i$. A node $v_j$ is a neighbor of $i$ if the
Fig. 3. Conversion function \( f_{\text{erfc}} \) for \( \Delta_{\text{min}} = -60, \Delta_{\text{max}} = 40, c = -10 \) and various spreading factor values \( K \). We have \( N = 100/24 \) since we select a target interval of \([a,b]=[-12,12]\) for the standard \( \text{erfc}(x) \) function.

Received power \( P_{ji} \) at location \( j \) from node \( i \) verifies \( P_{ji} > P_{\text{lim}} \) with \( P_{\text{lim}} \) the sensitivity of a sensor. A node \( i \) can estimate the average discrepancy between its neighborhood size \( N_i \) and the neighborhood size \( N_j \) of each 1-hop neighbor \( j \) for \( j \in [1..N_i] \). This measures how many more (or how fewer) sensors the node \( i \) may interfere on average than its neighbor nodes. This average neighborhood discrepancy \( \Delta(i) \) of node \( i \) is defined by:

\[
\Delta(i) = \frac{\sum_{j=1}^{N_i} (N_i - N_j)}{N_i} \tag{6}
\]

If \( \Delta(i) = 0 \), the node distribution is uniform. If \( \Delta(i) > 0 \) (resp. \( \Delta(i) < 0 \)), node \( i \) belongs to a denser (resp. sparser) neighborhood than its 1-hop neighbors. That does not mean that node \( i \) belongs to a sparse region, but compared to its 1-hop neighbors, its vicinity is less dense than theirs.

To favor the forwarding of nodes that provide less interference to their neighborhood, we define a conversion function denoted \( f_{\text{erfc}} \) that assigns a probability \( P_{FA} \) to any possible value of \( \Delta(i) \). This function relies on the complementary error function \( x \rightarrow \text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^{\infty} e^{-t^2} dt \) that is scaled to fit to the set of \( \Delta(i) \) values. \( f_{\text{erfc}} \) is shown in Figure 3 and defined by:

\[
f_{\text{erfc}}(\Delta(i)) = \frac{1}{2} \cdot \text{erfc}[(\Delta(i) - c)/m] \tag{7}
\]

with \( c \) the center value of the interval \([\Delta_{\text{min}}, \Delta_{\text{max}}]\), with \( \Delta_{\text{min}} \) and \( \Delta_{\text{max}} \) the minimum and maximum of the \( \Delta(i), i \in [0..N] \) values, respectively. We also set \( m = K \cdot n \) with \( n = (\Delta_{\text{max}} - \Delta_{\text{min}})/(b - a) \) a scaling value that transforms the interval \([a,b]\) of the basic \( \text{erfc} \) function into \([\Delta_{\text{min}}, \Delta_{\text{max}}]\). In the following, we select the part \([a,b] = [-12,12]\) of \( \text{erfc}(x) \) to provide the outcome of Fig. 3. The \( K \) factor, \( K \geq 1 \), spreads or shrinks the function.

The motivation in defining this specific conversion function is to permit nodes which create low interference to have a high probability of forwarding and reciprocally, to reduce the forwarding effort for nodes located in a
dense area. Also, it is possible to adjust the shape of the erfc function using the parameter $K$ (as presented in Fig. 3) to get closer to a ramp function. For low values of $K$, the choice is almost binary and a node located in a sparser area transmits while a node in a more dense area drops the packets. For higher values of $K$, the probability better accounts for the relative value of $\Delta(i)$ and hence better fits to the geographical distribution of the nodes. To summarize, for small values of $K$, the nodes that yield high interference almost never forward a packet while nodes that belong to sparse neighborhoods almost always forward. For high values of $K$, each node gets a different forwarding probability varying almost linearly between zero and one.

C. About the distributed implementation of the protocol

There are several ways of determining the average neighborhood discrepancy measure of Eq.6 and the value of $P_{IA}$ of Eq.7 by the nodes. Each node needs to know the number of neighbors $N_j$, $j \in [1..N_i]$ of its 1-hop neighbors and the maximum and minimum values of $\Delta(i)$ (i.e. $\Delta_{min}$ and $\Delta_{max}$). Computation may be performed locally, in a centralized manner or distributively.

Here, the computation effort is distributed among the nodes. In this case, a node simply advertises an estimate of its own number of neighbors once the cost field setup stage is finished. During the cost field setup stage, a node keeps track of every neighbor ADV packet it receives by storing the neighbor node ID in a neighboring table. At the end of the cost field setup stage, each node has a good estimate of its own number of neighbors since each node advertises at least once its cost value. Then, once the cost field is created, each node $i$ can advertise its own number of neighbors $N_i$ by broadcasting it. This additional broadcasting stage relies on one packet broadcast per node and hence has the same small overhead as the cost field setup stage. This neighborhood discovery protocol relies of course on the assumption of a symmetric transmission channel. The last information needed by the distributed implementation concerns the knowledge of the $\Delta_{min}$ and $\Delta_{max}$ values. We recall that these values are needed to scale the erfc conversion function of Eq. (7). Minimum and maximum bounds for $\Delta(i)$ values can be computed knowing the distribution of the nodes and then can be broadcasted to the sensors by only slightly increasing the ADV packet size.

The drawback of this approach is that collisions of the ADV packets may result in an underestimation of the $N_i$ values and thereby reduce the accuracy of the $\Delta(i)$ measures. Consequently, this distributed approach provides better results for reliable networks, for which the estimation error for the $\Delta(i)$ is low. Our simulation results in section VI show that P-GRAB has the best performance for reliable networks. In this context, it is reasonable to consider a distributed estimation for $\Delta(i)$.

D. Impact of the spreading factor $K$

The impact of a unique spreading factor $K$ assigned to all the nodes has been investigated with robustness, energy and end-to-end delay metrics. The complete simulation setup is detailed in Section VI-A. Results are presented in Fig. 4.
The parameter $K$ has little influence on the robustness or the delay. A slight increase of robustness can be noticed with an increase in the $K$ value. The strongest impact is observed for the number of forwarded packets which increases with $K$. For larger values of $K$, more nodes with higher $\Delta(i)$ values will be able to forward while the nodes with lower $\Delta(i)$ values will see their forwarding probability decrease. The overall impact is that this results in an increase of the number of forwarded messages. As nodes that trigger more interference to their neighborhood forward more often for high values of $K$, more collisions occur explaining the slight increase in robustness. It is for small values of $K$ that the algorithm has the best energy/robustness trade-off as fewer packets are needed to achieve the same robustness. In this case, the conversion function is close to a simpler ramp model that can be easily implemented on a sensor node with a low computational capacity. Based on this result, we set
$K = 2$ for all the following instances of the $P - GRAB$ algorithm presented in this work.

As the network evolves, sensors running out of power disappear and the geometry of the network changes. Hence, as defined in the original GRAB protocol, the cost values are updated by an ADV request of the sink. During this stage, the $P_{IA}(i)$ values are computed again using the distributed approach mentioned earlier. However, this adjustment to the geometry change of the network is done at a slow pace. It also does not account for the small-scale variations due to short outages of the nodes. To provide a more reactive routing strategy, we introduce U-GRAB in section [IV] whose aim is to adjust to the congestion level of the network on top of accounting for the energy depletion of a node. Assigning the same value for $K$ to each sensor in the network might not trigger the best possible outcome since it does not account for the local density of a set of neighbor nodes. The issue of determining a specific value of $K$ for each sensor is addressed by the UP-GRAB algorithm presented in section [V].

IV. The U-GRAB Algorithm

The choice of the forwarding probability in P-GRAB is mostly conditioned by the spatial distribution of the nodes. Since it does not account in real time for the data flows and the local congestion of the channel, the nodes do not adjust to the dynamics of the network. In this second proposed policy, we aim at accounting for an estimate of the current channel congestion and the energy level of the nodes using a heuristic utility-based algorithm.

The proposed utility-based distributed policy can be analyzed within a game theoretical framework. The corresponding game is a non-cooperative game where the cooperative behavior of the nodes is enforced by means of a pricing function. This function selectively rewards nodes for forwarding based on their energy level and on the congestion of their channel. In such game theoretic models, the players of the game are the wireless nodes, their actions are their choices of transmission parameters (e.g., transmission powers, channels, access probability, backoff delays or next hop nodes) and their utilities are performance measures that each terminal is trying to maximize [20]. The nodes choose their actions independently, but their choice impacts on all the users of the network. The players of the game are assumed to be rational, acting in their best interest to maximize their own utility. Cooperation among users has been often introduced within a non-cooperative game by modifying the individual utility for the nodes using a pricing function. Such modification can enforce cooperative behavior. The considered game is closely related to the Santa Fe Bar Problem (SFBP) [21] where a congested resource, the bar, is shared by a set of agents, the bar customers.

We show that the exact derivation of the game equilibrium and the determination of a closed-form expression of all the parameters of the utility function is tedious. We propose instead a heuristic, utility-based distributed algorithm where the nodes adjust the parameters of their own utility functions depending on their current energy level. The gradient cost field is still set up as proposed in GRAB. It is the forwarding stage of U-GRAB that differs from GRAB: once a node has the proper cost for broadcasting a packet, it decides to forward or not based on the utilities it gets knowing the congestion of the channel and its own remaining energy.
A. An utility-based forwarding policy

We consider a network of \( N \) sensors. Each sensor \( n \) shares the wireless channel with a set of neighbor nodes denoted \( V_n = 1, \ldots, V \), with \( v \in V_n \). When a node \( n \) receives a packet of cost \( Q_P > Q_n \), the node has to choose a strategy \( s_n \) in the strategy set \( S = \{0, 1\} \) where:

- \( s_n = 1 \) corresponds to the action *Forward* packet,
- \( s_n = 0 \) corresponds to the action *Drop* packet.

Let \( c_{V_n} \) be the level of congestion of the wireless channel used by node \( n \) and its neighboring nodes in vicinity \( V_n \). The level of congestion for the channel is defined as the number of concurrent accesses on the channel at time \( t \). In addition, let \( c \) denote the congestion limit of the channel. The channel is considered congested if \( c_{V_n} \geq c \) and not congested if \( c_{V_n} < c \). Let \( 0 \leq \alpha_n \leq 1 \) denote the benefit value to sensor \( n \) for using the channel to forward a message and \( 0 \leq r_n \leq 1 \), the reward for not wasting energy in rebroadcasting a packet. The utility function for node \( n \) is then given by:

\[
\begin{align*}
    u(s_n, c_{V_n}) = \\
    \begin{cases}
        \alpha_n & \text{if } s_n = 1 \text{ and } c_{V_n} < c, \\
        \alpha_n - 1 & \text{if } s_n = 1 \text{ and } c_{V_n} \geq c, \\
        r_n & \text{if } s_n = 0.
    \end{cases}
\end{align*}
\]  

Each sensor chooses the action that yields the maximum utility, knowing the values of the rewards and the congestion status of the channel. The choice of \( \alpha_n \) and \( r_n \) shapes the behavior of the nodes. Hence, the expected utilities depend on the particular strategic choice \( s_n \) of node \( n \), its reward \( \alpha_n \) for using the channel, its reward for energy savings \( r_n \) and the congestion status \( c_{V_n} \) of the channel which depends on the strategic choices of agent \( n \) and its neighbors.

We want the reward for not forwarding \( r_n \) to provide more benefit to a node that has low remaining energy. Hence nodes with a lower residual energy level are not inclined to broadcast while nodes with full batteries get a better utility for broadcasting. Consequently, we define \( r_n \) as the ratio of the energy already consumed \( E_c \) to the initial available energy \( E_0 \): \( r_n = E_c / E_0 \).

B. A game theoretical perspective

In the game model corresponding to the utility-based policy of Eq. (8), the nodes are the players that choose among two strategies, *Forward* \( (s_n = 1) \) and *Drop* \( (s_n = 0) \). If the payoff of *Forward* is larger than the payoff of *Drop*, the sensor transmits, otherwise the sensor drops the packet. We consider that a sensor has always some data to send. The game is repeated for each packet transmission. Since \( r_n \) is a function of the energy consumption at node \( n \), the equilibrium of each repeated game is changing. In this section we derive the mixed-strategy Nash-Equilibrium (NE) for one instance of the game, i.e. having \( r_n \) and \( \alpha_n \) values fixed. Since the game is a finite strategic form game, a mixed-strategy NE exists [22].

Our utility-based policy is inspired by the Santa Fe Bar Problem (SFBP) [21] where a congested resource, the bar, is shared by a set of agents, the bar customers. The customers enjoy their evening at the bar only if it is not over crowded (i.e. the capacity of the bar is lower than a fixed limit \( c \)). The main difference with the forwarding
game is that a player’s decision impacts the congestion of the channel for only a subset of the players, i.e. the neighboring nodes. Moreover, due to the overlapping of coverage areas, some nodes contribute to several ‘channels’. Therefore, some nodes in a set of neighbor nodes sharing the channel may sense a congested channel while others see it free. As a consequence, the nodes that receive the same packet to forward do not necessarily have the same view of the level of congestion of the channel. Further, in the SFBP problem, $r_n = 0$ and there is no reward for not attending the bar. We recall that this reward is introduced to account for the energy depletion of a node and reduce its incentive to forward and cooperate when its energy is low.

1) Nash-Equilibrium analysis: Given $\{\alpha_n, r_n\}_{n \in [1..N]}$, the expected payoff a sensor $n$ gets from selecting the action $Forward$ is given by

$$
E[u(1, c_{V_n})] = \alpha_n P(c_{V_n} < c) + (\alpha_n - 1) P(c_{V_n} \geq c)
$$

with $P(c_{V_n} < c)$ (resp. $P(c_{V_n} \geq c)$) the probability that the channel is free (resp. the channel is congested). Since $P(c_{V_n} < c) = 1 - P(c_{V_n} \geq c)$, we have:

$$
E[u(1, c_{V_n})] = \alpha_n - P(c_{V_n} \geq c)
$$

The expected payoff for playing $Drop$ is given by:

$$
E[u(0, c_{V_n})] = r_n
$$

A sensor will maximize its own payoff by forwarding if $E[u(1, c_{V_n})] > E[u(0, c_{V_n})]$. Thus, we have:

$$
\alpha_n - P(c_{V_n} \geq c) > r_n
$$

We consider a mixed-strategy equilibrium where each sensor $n$ has a different equilibrium probability $p_n$ of playing $Forward$. This assumption is due to the fact that in a realistic network, the reward $r_n = E_c/E_0$ is likely to be different for every node as it is a function of the traffic a node has transmitted previously. The set of probabilities of forwarding $p_n$ can be expressed by:

$$
p_n = \text{Prob}[\alpha_n - P(c_{V_n} \geq c) > r_n]
$$

Since $r_n$ is fixed for all the nodes trying to access the channel at the same time, the equilibrium is completely determined by the values of the reward of forwarding $\alpha_n$ of all the nodes. If a clear relation between the vector of $\alpha_n$ and the $p_n$ can be determined, the values of the forwarding rewards can be chosen such as for instance to maximize the probabilities of forwarding of the nodes knowing the distribution of the energy rewards of the nodes.

As shown by Eq. (13), $p_n$ is a function of $P(c_{V_n} \geq c)$, the probability of the channel being congested. This congestion probability is a function of the forwarding probabilities of all the neighbor nodes $V_n$ of $n$. For each neighbor node, its forwarding probability also depend on its own values of $\alpha_n$, $r_n$ and on the forwarding probabilities of its respective neighbor nodes. Hence, we have $p_n = f(\alpha, r)$, where $\alpha = [\alpha_1, ..., \alpha_n]$ and $r = [r_1, ..., r_N]$. Further, the $p_n$ values are also strongly influenced by the medium access control (MAC) protocol which modifies
\( P(c_{V_n} \geq c) \) by properly scheduling the transmissions. Hence, deriving the distribution of the congestion probability is very complex since it depends on the distribution of the network, the physical transmission properties which determines the set of overlapping coverage areas, the MAC layer implementation and the flows being transmitted in the network.

Consequently, the Nash Equilibrium solution for the forwarding probabilities in [13] has little practical value, as not enough information is available to accurately characterized all the parameters. Moreover, since the game is repeated with different \( r_n \) parameters, new probabilities have to be computed for each transmission. In the following, we propose a distributed heuristic approach where the value of \( \alpha_n \) is updated by the node \( n \) throughout its lifetime by measuring and interpreting the activity on the channel.

C. The Distributed U-GRAB Heuristic

1) Congestion measure: The exact number of concurrent transmissions on the wireless channel at time \( t \) can not be determined by a sensor. The sensor’s radio has only a partial view of the channel occupancy. However, compared to the problem where the players don’t know the number of consumers that will attend the bar, we have a first valuable hint on the congestion level of the channel at the time of the decision. This hint is the ‘busy channel’ information when listening to the channel just before sending a packet. Therefore we know that at least one sensor is already transmitting. When multiple channels are available (i.e for FDMA, CDMA systems), a channel per frequency/code can be considered. Therefore, a node can quantify how many channels are busy even though is does not know how many other sensors access each channel. Note however that the channel changes dynamically, and a channel sensed free, can still lead to collisions at the time of transmission. This is why we still have to account for the congestion probability in the equilibrium analysis provided previously.

In the proposed algorithm, we consider the sensed level of congestion \( c_n \) as an estimate on the real level of congestion \( c_{V_n} \) of the network. We consider that a node chooses rationally its strategy as follows:

- if \( c_n < c \), the network is considered as not congested and the payoffs for forwarding (i.e. \( u(1, c_n) = \alpha_n \)) and not forwarding (i.e. \( u(0, c_n) = r_n \)) are computed,
- if \( c_n \geq c \), the network is considered as congested and the payoffs for forwarding (i.e. \( u(1, c_n) = \alpha_n - 1 \)) and not forwarding (i.e. \( u(0, c_n) = r_n \)) are computed.

The node chooses the strategy that maximizes its payoff knowing its estimate of \( c_n \). Whenever \( u(1, c_n) = u(0, c_n) \), the sensor flips a fair coin to decide whether it should forward or not. When only one channel is considered, i.e. \( c = 1 \), the above algorithm resumes for the case \( c_n \geq c \) to directly choosing the strategy Drop. Consequently, payoff values do not have to be computed. In the following, we consider the case \( c = 1 \).

2) Choice of \( \alpha_n \): We recall that if the channel is not congested, a sensor transmits if and only if \( \alpha_n > r_n \), i.e. when the reward for forwarding is higher than the energy savings reward. \( \alpha_n \) is interpreted in this heuristic as an energy threshold that allows a sensor to forward a packet or not, depending on the amount of energy remaining in its battery. When a sensor senses the channel to be free, the payoff function allows it to broadcast packets until
\( \alpha_n \) 100 \% of its energy is consumed. The sensor stops broadcasting packets whenever the energy reward becomes higher than \( \alpha_n \).

Once the energy level has reached \( \alpha_n \) and the sensor has stopped broadcasting packets, it is allowed to increase its energy threshold \( \alpha_n \) and resume broadcasting if it notices that its neighbor nodes do not forward any other messages he had received since he stopped forwarding. In this case, it believes that its neighbors with costs lower than its own cost do not forward anymore because their energy level is too low, too.

The value of the energy threshold of a sensor \( n \) obtained after \( k \) threshold increases, \( \alpha_n(k) \), is computed according to \( \alpha_n(k) = 1 - x_0.q^k \) where \( q \in [0, 1] \) and \( x_0 \in [0, 1] \), providing a first energy threshold \( \alpha_n(0) = 1 - x_0 \). As shown previously, the equilibrium of the problem depends on the value of \( \alpha_n \) and \( r_n \), an consequently on the choice of \( x_0 \) and \( q \). The latter values are difficult to assess analytically. Therefore, we have chosen \( q = 0.75 \) and \( \alpha_n(0) = 0.25 \) empirically after several tests to provide the best possible energy statistics.

A sensor decides to increase \( \alpha_n \) if it notices that no other neighbor with a lower cost forwards a packet. To detect such an event, each node counts the average number of packets \( N_{high} \) received from its neighbor nodes with a packet cost \( Q_P \) that is higher than its own cost \( Q \) and the average number of packets \( N_{low} \) received by its neighbor nodes with a lower packet cost \( Q_P \). If \( N_{high} = 0 \) there is no traffic on the network. But if \( N_{high} > 0 \) and \( N_{low} = 0 \), the current node gets packets to forward that its one hop neighbors do not forward. The values for \( N_{high} \) and \( N_{low} \) are estimated at runtime using an exponential moving average.

Note that there is a particular transmission scenario for a homogeneous network that leads to an oscillatory behavior. Such behavior is encountered when all the nodes have the same level of energy (the reward is constant \( r_n = r \)), the same values of \( \alpha_n \) and they all share the same channel. In this case, all the nodes sense a free channel and transmit concurrently. Thus, the channel gets congested and the sensors decide not to forward in the next transmission trial. As the channel becomes free again, the nodes resume forwarding and all the messages collide again. Such a behavior is neither fair nor efficient as a sensor never gets access to the channel. However, this scenario is unlikely to arise in a real network because of 3 main reasons. Firstly, as also considered in GRAB, the medium access protocol in this implementation follows a simple backoff procedure without acknowledgement. Hence, since the routing protocol is not slotted and a CSMA MAC is considered, the probability that the transmissions collide is reduced. Second, the fact that the nodes do not have the same view on the channel congestion due to overlapping of coverage areas further limits the occurrence of such a scenario. Thirdly, the condition \( r_n = r \) is met when the network is newly started (\( r_n = 0 \)). But as the GRAB protocol starts with a first cost field setup stage, the distribution of the \( r_n \) values is not uniform anymore as the data broadcasting stage is launched.

In terms of overhead, U-GRAB needs no additional information exchange compared to GRAB since a node overhears the packets exchanged on the channel to adjust its transmission parameters. The cost field setup bears the same cost than a regular gradient broadcasting algorithm. In the forwarding stage, no packet exchanges are needed to decide whether \( \alpha_n \) has to be increased of not. In fact, a node listens to the packets on the channel and if it notices that no neighbor node forwards packets originating from nodes with higher costs, it increases \( \alpha_n \).
V. THE UP-GRAB ALGORITHM

The goal of the UP-GRAB algorithm is to account for both the channel congestion and the interference impact of the forwarding decision. In UP-GRAB, the interference avoidance property of P-GRAB is introduced in the collision aware model of U-GRAB. UP-GRAB is based on almost the same utility policy as U-GRAB. The only difference is that a player \(i\) chooses its strategies \(s_i\) in the strategy set \(S = \{0, 1\}\) where:

- \(s_i = 1\) corresponds to the action \(\text{Forward with probability } P_{IA}(i)\),
- \(s_i = 0\) corresponds to the action \(\text{Not Forward} \).

Hence, when the channel is considered as free, instead of simply broadcasting its packet, a node \(n\) accounts for its interference potential and forwards a packet with probability \(P_{IA}(i)\) as defined in Eq.(7). This probability of interference avoidance relies on the same neighborhood density measure \(\Delta(i)\) and conversion function \(f_{erfc}\) as in P-GRAB. A node is also able to adjust \(P_{IA}(i)\) to the dynamics of the network: every time a congestion is detected, a node reduces \(P_{IA}(i)\). Similarly, every time a free channel is detected, a node increases \(P_{IA}(i)\). The increase or decrease of \(P_{IA} \) is performed by modifying the value of the spreading factor \(K\) of the conversion function \(f_{erfc}\). Hence, each node \(i\) has its own value of the spreading factor denoted \(K_i\).

As it can be seen on Fig.3 when modifying \(K_i\), a sensor can only choose a value of \(P_{IA}\) that belongs to a bounded interval limited by the values of the functions \(f_{erfc}(\Delta(i))\) obtained for \(K_i = 1\) and for \(K_i = +\infty\). For \(K_i = 1\), the function is close to a ramp function while for high values of \(K_i\), \(f_{erfc}\) is close to a linear function of \(\Delta(i)\).

Hence, if a congestion is detected, a node \(i\) reduces \(P_{IA}(i)\) by choosing an appropriate value for \(K_i\) knowing its value of \(\Delta(i)\). In this particular case, if the node has a smaller relative interference impact \((\Delta(i) < c)\) it decreases \(P_{IA}(i)\) by decrementing \(K_i\). If the node has a higher relative interference impact \((\Delta(i) > c)\), it has to increment \(K_i\) to decrease \(P_{IA}(i)\). In the same way, upon detecting a free channel, a sensor increases \(P_{IA}\) by decrementing \(K_i\) (resp. incrementing \(K_i\)) if it has \(\Delta(i) < c\) (resp. \(\Delta(i) > c\)).

To summarize, once a node \(i\) has a packet to broadcast, it measures the channel state. Depending on its measure, it increments or decrements its spreading factor \(K_i\) to either increase or decrease \(P_{IA}(i)\). Then, it computes its payoff values according to Eq.(8) If the action ‘\(\text{Forward with probability } P_{IA}(i)\)’ provides the highest payoff, it decides to broadcasts its packet with probability \(P_{IA}(i)\). If the action ‘\(\text{Do not forward} \)’ yields the best payoff, it does not transmit. Note that the fair energy mechanism of the game in UP-GRAB is identical to U-GRAB since the payoff values of the game, the \(\alpha_i\) and \(r_i\) values, are calculated and updated according to the same algorithm.

VI. SIMULATION RESULTS

A. Simulations setup

For all the simulation results presented in this paper, a set of 100 different network configurations is considered where each network is composed of \(N = 1000\) randomly distributed nodes on an area of \(500 \times 500\) meters. Each sensor follows the specifications of a MICA2 Mote [23]. For each run, 30 randomly positioned events are created,
triggering about 30 +/- 5 messages sent to the sink node. Failures are modeled in a first approximation as a uniform probability where a node fails with probability $p_f$ when transmitting a packet, due to either fading or hardware malfunction. In this case, all the nodes are affected identically by the outage. Even if such uniform error distribution is not realistic, it provides a good first assessment of the performance of the algorithms.

The protocols have been implemented using the OMNet++ simulator in a modified version of the SENSIM sensor network simulator presented in [19]. We enhanced the SENSIM simulator by adding a realistic radio layer model that accurately accounts for collisions originating from congestion and interference. In this layer, a node is able to completely demodulate a packet if and only if the Signal to Noise and Interference Ratio (SINR) is high enough during the whole packet reception duration. We also developed and use here a basic CSMA MAC layer where a node sends its packet after a random waiting time. There is no feedback on local network congestion at the MAC level. The overhead required by each protocol is included in the results presented hereafter.

The transmission robustness for one run is measured by the message success ratio, i.e. the ratio of the number of correctly received messages to the number of sent messages. The transmission delay is the average of the minimum delay needed by all the successfully received messages to reach the sink (given in milliseconds). The energy consumption is measured herein using two metrics. First, we consider the percentage of the initial amount of energy consumed by the nodes at the end of the simulation. Secondly, we measure the number of forwarded packets by all the nodes during the run. Since 100 random network configurations are tested, average and standard deviation values are reported for all the metrics.

In Fig. 5, 6 and 7, we present the results obtained for P-GRAB, U-GRAB, UP-GRAB, GRAB and BGB. A credit factor of $F_\alpha = 10$ is considered for GRAB which provides the best compromise between robustness and delay. According to Section III-D, a uniform value of $K = 2$ is set for P-GRAB. Figure 5 shows robustness and delay performance metrics. Figure 6 provides energy consumption metrics and Fig. 7 gives the average number of nodes that are dead at the end of the simulation. In this section, we analyze first the performance of our three broadcasting strategies and then compare them to GRAB and BGB.

### B. Performance of P-GRAB, U-GRAB and UP-GRAB

a) For $p_f \leq 0.4$: In terms of robustness, P-GRAB has a message success ratio that is about 15% higher than U-GRAB or UP-GRAB. With respect to the number of forwarded messages in Fig6, UP-GRAB and P-GRAB use about 24% more packets than U-GRAB to transmit the same amount of data. Since P-GRAB has a higher message success ratio than UP-GRAB, we can state that P-GRAB takes better forwarding decisions than UP-GRAB by reducing the occurrence of collisions. For U-GRAB, its reduced robustness may not completely originate from a higher number of collisions, but rather be a consequence of a smaller overall number of transmitted packets. However, it is clear that the probabilistic strategy better accounts for the interference than the utility-based strategies.

Energy consumption statistics are also given in Fig6. The energy model in the simulations accounts for both the energy consumed for reception and transmission. Therefore, the average consumed energy is not a direct mapping of the number of forwarded messages. Although UP-GRAB sends more packets than U-GRAB, it results in the
same average energy consumption. It is consistent with the fact that more packets are lost by UP-GRAB and there is no energy consumed for their reception. For P-GRAB, the increase in the number of forwarded packets is clearly shown in the consumed energy figure where an increased energy expenditure is observed. Regarding delay, the three strategies provide the same average transmission delay which is of about the same order as the delay of BGB. BGB provides the shortest delay as all the available paths are available in its implementation. The three algorithms also have the same average number of dead nodes which assesses that they have a similar impact on the distribution of
The energy consumption among the nodes of the network.

b) For $p_f = 0.8$: For unreliable networks, the utility-based approaches perform much better than the probabilistic approach. Two times more messages arrive with U-GRAB and UP-GRAB compared to P-GRAB. When $p_f = 0.8$, the geometry of the network is very different from the one used to compute the values of $\Delta(i)$ as nodes fail 80% of the time. Furthermore, the neighborhood distribution changes very frequently with the nodes getting on and off because of outages. Therefore, the interference impact of a transmission is overestimated and too few packets are broadcasted by P-GRAB. The average delay of the transmission is greatly increased in such unreliable network. With nodes frequently failing, paths using shorter hops are more successful as they see more nodes contributing to the transmission and are therefore less sensible to the elevated outage. The delays are longer for U-GRAB and UP-GRAB which is consistent with the increased message success ratio they provide. These utility-based approaches provide longer but more reliable transmissions. The increased robustness of U-GRAB and UP-GRAB impacts their energy consumption as more broadcasts are performed. However, the increase in energy consumption is small compared to the 100% gain in message success ratio they offer.

As a conclusion, we can state that so far, the interference mitigation capability of UP-GRAB adds little contribution to the performance of U-GRAB. It is the congestion mechanism common to U-GRAB and UP-GRAB that mostly impacts the broadcasting decision of UP-GRAB, hence triggering similar outcome. We can also stress that P-GRAB performs very well for networks with low to middle probability of failures. When the occurrence of failures is very high, U-GRAB provides a much better outcome than P-GRAB as it better adjusts to the frequent local changes of the network distribution. Furthermore, for a stable network, P-GRAB is the best option to efficiently transmit data quickly and with low energy consumption. Once the network gets unreliable as it happens towards the end of its life, U-GRAB becomes more efficient since its dynamic properties have a much better outcome on robustness and
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energy consumption.

C. Comparison with GRAB and BGB

Based on the conclusions we draw in the previous section, we compare GRAB to P-GRAB for \( p_f \leq 0.4 \) and GRAB to U-GRAB for \( p_f = 0.8 \).

c) For \( p_f \leq 0.4 \): The robustness of GRAB still exceeds the robustness of P-GRAB when \( p_f = 0 \). However, when the failure rate increases to \( p_f = 0.4 \), P-GRAB outperforms GRAB in robustness. Furthermore, P-GRAB needs up to 30% less packets transmissions and up to 18% less energy to transmit its data, which results in a far better robustness/energy tradeoff. The energy consumption is also better spread among the nodes as 2 times less nodes die at the end of the simulations with P-GRAB. It is in terms of delay that P-GRAB greatly outperforms GRAB, needing about half the time to transmit the data in average, which is really significant and close to the delay of BGB. BGB provides here the best robustness and delay, but clearly to the price of a higher energy cost (BGB uses up to 100% more forwarded messages and needs 26% more energy than P-GRAB).

d) For \( p_f = 0.8 \): U-GRAB really outperforms GRAB in such unreliable environments as its message success ratio is two times higher than the one of GRAB. It also needs 30% less transmissions and 21% less energy to achieve such a good robustness. The drawback is an increased average delay as U-GRAB spends 25% more time to transmit its data. However, for these severe transmission conditions, the increase in robustness is very beneficial which makes higher transmission delays acceptable. Also, compared to BGB, U-GRAB offers a decent robustness, a similar delay but needs 75% less packets, resulting in 37% in energy savings.

VII. CONCLUSIONS

In this paper we have proposed three different solutions to improve the performance of gradient broadcasting for sensor networks through the use of an interference impact measure and a congestion-aware utility policy. Our aim was to improve the robustness, energy consumption and transmission delay for networks deployed in harsh environments, prone to a high probability of node and communication failures. We have observed via simulations that all the proposed strategies greatly outperform GRAB in terms of the average transmission delay, reducing it by up to two times. The probabilistic approach, P-GRAB, which accounts for the interference impact of a node transmission in the broadcasting decision, experiences the best performance for high to average reliability of the nodes. For such networks, the knowledge of the topology greatly improves the robustness-energy consumption trade-off compared to GRAB. For unreliable networks, where topology varies locally because of increased number of failures, the utility based GRAB (U-GRAB) is the best algorithm, as it adapts to the instantaneous congestion of the network, providing a better collision avoidance scheme than GRAB or P-GRAB. In this case, cooperation clearly improves the protocol’s reactivity.

Since the combined interference and congestion aware protocol UP-GRAB does meet our expectations, we will concentrate in the future in providing a general broadcasting framework where U-GRAB and P-GRAB are used alternatively or concurrently in different parts of the network depending on the network stability. Hence, the sink
becomes a major player which decides which algorithm to use depending on its view of the network performance (occurrence of failures, packet drop rate, etc...).
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