Linear and non-linear modelling of the cytotoxicity of TiO\textsubscript{2} and ZnO nanoparticles by empirical descriptors
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Titanium oxide (TiO\textsubscript{2}) and zinc oxide (ZnO) nanoparticles are among the most widely used in different applications in daily life. In this study, local regression and classification models were developed for a set of ZnO and TiO\textsubscript{2} nanoparticles tested at different concentrations for their ability to disrupt the lipid membrane in cells. Different regression techniques were applied and compared by checking the robustness of the models and their external predictive ability. Additionally, a simple classification model was developed, which predicts the potential for disruption of the studied nanoparticles with good accuracy (overall accuracy, specificity, and sensitivity >80%) on the basis of two empirical descriptors. The present study demonstrates that empirical descriptors, such as experimentally determined size and tested concentrations, are relevant to modelling the activity of nanoparticles. This information may be useful to screen the potential for harmful effect of nanoparticles in different experimental conditions and to optimize the design of toxicological tests. Results from the present study are useful to support and refine the future application of in silico tools to nanoparticles, for research and regulatory purposes.
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1. Introduction

The use of nanomaterials for industrial and commercial applications has become a reason for concern in relation to their possible effects on humans and the environment. In addition to possible exposure in working places, intentional and unintentional release of such materials into the environment can generate different exposure scenarios, which may be a cause of risk for humans and other living organisms [1,2]. Experimental evidence, reporting in vivo in different organisms, and in vitro in different cellular systems, links different toxicological effects of various extent to exposure to different nanomaterials. This evidence highlights the need for a more clear comprehension of the toxicological and eco-toxicological behaviour of such materials, as well as for a clear regulation of their marketing and use [1,3–7]. From a regulatory point of view, nanomaterials may fall within the REACH regulation obligations, and the consequent need to provide consistent data for the evaluation of their safety [7,8]. However, as for the many other substances that need to comply with REACH or other regulations (e.g. the cosmetic directive [9]) the lack of experimental information related mainly to toxicological and
eco-toxicological information calls for the application of alternative methods to animal testing, such as in silico models based on quantitative structure-activity relationships [7,9]. Despite an increase of attention to this field, with the increasing availability of tools useful for the screening and the prediction of properties and activities of 'conventional' substances, the development of QSAR-like models for nanoparticles (NPs) is still in progress, and facing many difficulties [10,11]. In fact, despite the efforts currently made by theoretical and experimental scientists, different issues limit the further development of QSAR models for NPs [10–15], such as scattered, and often insufficient, information regarding the characterization of chemico-physical, toxicological, and fate-related properties, the lack of harmonized testing strategies, and the limited availability of suitable theoretical descriptors. Furthermore, the currently available experimental data are generally sufficient to generate very simple QSARs, with limited possibilities for performing external validation, and small applicability domains.

Titanium oxide (TiO₂) and zinc oxide (ZnO) nanoparticles are among the most widely studied due to their large utilization in different commercial applications, and for their

Figure 1. Plot of experimental lactate dehydrogenase release (LDH) values vs. predicted values calculated by Equation 1. Black circles = training. Descriptors: X0, engineered size; X2, size in PBS; X4, concentrations of particle suspensions in ultrapure water.
association to potential toxicological and eco-toxicological effects [15–21]. Recent studies report effects of TiO$_2$ and ZnO NPs in different in vitro and in vivo systems [15–20]. Moreover, additional evidence of toxicity through the respiratory system recently supported the opinion of the Scientific Commission on Consumer Safety (SCCS) of the European Commission not to recommend the use of TiO$_2$ and ZnO nanoparticles in spray products that could expose consumers by inhalation [21]. All of these studies highlight the need for a better evaluation of the potential toxicity of TiO$_2$ and ZnO NPs and, as mentioned above, the QSAR approach could be used to generate quantitative models that are possibly applicable for calculating reliable predictions. A recent study by Sayes and Ivanov [15] investigated the potential of ZnO and TiO$_2$ NPs to induce the release of lactate dehydrogenase (LDH) in rat lung cells. The induction of LDH release has been used to evaluate the level of membrane damage after exposure to NPs in different test systems [15,16,19,22]. In addition to the toxicological response, Sayes and Ivanov’s study [15] also provided values for five descriptors related to the experimental conditions (i.e. concentration, engineered size, size in water, size in phosphate buffered saline (PBS), and zeta potential) to be used for QSAR-like purposes. Results reported by Sayes and Ivanov for the development of predictive models were satisfactory in classification, but no successful examples of linear regression models were described. Particularly, Sayes and Ivanov’s study did not quantify the robustness of the models or their potential predictivity (absence of external validation), and the evaluation of the applicability domain was not performed.

However, a more recent publication by Toropova et al. [23], successfully addressed the linear regression of the LDH induction performed for ZnO and TiO$_2$ NPs by using the Correlation And Logic (CORAL) approach, i.e. on the basis of numerical descriptors (optimal descriptors) derived from a weighted codification of the simplified molecular-input line-entry system (SMILES) code of a chemical structure. Even though the CORAL approach provided good results, the model generation and interpretation was not straightforward, and the application of the model for prediction could only be performed through the use of CORAL software.

In this paper we address the modelling of membrane disruption mediated by ZnO and TiO$_2$ NPs by using the original experimental descriptors published by Sayes and Ivanov [15] and comparing different linear and non-linear techniques [24–27]. Unlike the existing approaches, we studied TiO$_2$ and ZnO NPs both separately and as a unique dataset in order to propose models based on an ‘as large as possible’ structural domain, and checked by robust validations [24]. The aim of the study was to provide tools that were easily applicable and interpretable, such as linear models based on multiple linear regression (MLR) [24,25], or classification trees [28]. Additionally, we performed a comparative analysis to examine if (non-linear) machine learning approaches would be useful to complement or replace MLR models in the studied scenario. Indeed, non-linear methods have been increasingly used in SAR and QSAR modelling studies in pharmacology and toxicology, where their flexibility to adapt to experimental data and their capability to cope with complex mechanisms are crucial [26,27,29,30]. So far, machine learning approaches have not been extensively used in NPs modelling [13,31–35], where most of the scarce correlations available rely on MLR [13,34], probably because they are generally applied to deal with larger datasets. However, successful applications of machine learning approaches, also to small sized datasets of NPs, are reported in the literature [13,31–35].

The generation of QSAR-like models based on descriptors related to the experimental conditions (e.g. size in different media, concentrations, etc.), such as those generated in this study, represents a new way to maximize the information content of the available experimental
data, and has been reported in the literature [35,36]. Results from these approaches are mechanistically relevant to highlight the experimental factors with higher influence on the tested activity. This gives the possibility to investigate possible scenarios of toxicity of a specific nano-form, by simulation of the variation of the most influential experimental parameters selected in a QSAR-like model, without the need to perform additional experimental measures.

In the present study, we intentionally compared different possible linear and non-linear approaches in order to identify which statistical methods might be more suitable to model the studied NPs, and to address some ‘classic’ problems arising when dealing with small datasets (such as lack of stability and robustness of the models, presence of collinearity, and instability of external predictions).

Finally, it is worth mentioning that QSAR-like approaches fall within the purposes of the REACH regulation [7], which supports the use of in silico methodologies to reduce experimental costs and the number of animals tested. This paper is not specifically aimed at proposing models for application within REACH, due to the small size of the available experimental data and the consequent limited generalizability of the models. However, we believe that our results will be useful to support and refine the future application of in silico tools for NPs for research and regulatory purposes.

2. Methods

2.1 Experimental data set and descriptors

Experimental data for the cytotoxic response ‘lactate dehydrogenase release (LDH)’, i.e. membrane damage, were homogeneously measured in vitro by Sayes and Ivanov [15]. Data were measured in co-cultures of immortalized rat L2 lung epithelial cells and rat lung alveolar macrophages. Data were measured for differently sized ZnO and TiO₂ NPs for a total of 42 different nano-forms (24 nano-forms of TiO₂ and 18 of ZnO). The LDH data were normalized to unexposed control cell population, and expressed in units/L. Additionally, to facilitate the use of these experimental data to build regression as well as classification models, continuous LDH release values were associated by Sayes and Ivanov to different levels of membrane damage from dense to disrupted according to the following cut-off values: LDH < 0.99 = dense; 0.99 < LDH < 1.09 = normal; 1.09 < LDH < 1.25 = leaky; LDH > 1.25 = disrupted (cell death). For simplification in this paper we only used one cut-off value (i.e. LDH > 1.09) to distinguish between toxic (i.e. causing leaking or disruption of the membrane) and non-toxic effects due to exposure to TiO₂ and ZnO NPs.

Values for five different experimental descriptors were quantified for all of the 42 nano-forms (i.e. X0: engineered size (nm); X1: size in water (ultrapure water stock suspensions, nm); X2: size in phosphate buffered saline (PBS solution, sterile filtered, nm); X4: concentrations of particle suspensions in ultrapure water (mg/L); X5: zeta potential (mV)) were used to generate classification and regression models. Experimental LDH and descriptors values are available in the original literature and as a Supplemental file (Table S1). These data were analysed and commented upon in Section 3.1.1 Data analysis and models for TiO₂ and ZnO nanoparticles and in Supplemental material (Figures S1, S2). Additionally, the variable Agglomeration Rate was calculated as the ratio among size in water (nm) and engineered size (nm). The additional analysis performed for this variable was reported in Supplemental material, Figure S3 and related text.
2.2 Modelling and validation

Regression and classification models were generated to model the toxicity of TiO$_2$ NPs and ZnO NPs separately and in combination, by using different linear and non-linear methods. Particular attention was dedicated to the validation of the robustness and of the predictivity of the models [24,37], which were performed compatibly with the available experimental data [15].

2.2.1 Multiple linear regression models

The best modelling variables were selected by exploring the statistical quality of all the possible combinations of the available experimental descriptors, by applying multiple linear regression based on ordinary least squares (MLR-OLS) in the QSARINS software [25]. This ‘variable selection’ procedure generates a ‘population’ of models, ranked according to decreasing $r^2$ values. The best models were chosen by using $Q^2$ leave-one-out ($Q^2_{\text{loo}}$) as the optimization value, and taking into account the parsimony principle regarding the complexity of the models, which should be as small as possible. For this reason, only up to three descriptors were included in the QSARs generated in this study. Furthermore, the correlation between the modelling descriptors and the modelled response was checked by the QUIK rule (Q under influence of K), to exclude models with high predictor co-linearity and exclude chance correlation [37]. Additionally, Y-scrambling was also applied to verify that the models are not based on a chance correlation of descriptors with the response. Low $r^2_{\text{SY}}$ values of the models, which were calculated on scrambled responses, confirmed the absence of chance correlation in the original model. Moreover, the robustness of the models was evaluated by applying the leave-many-out (30%) procedure $Q^2_{\text{lmo}}$ (2000 iterations).

Standardized residuals were calculated to identify outliers for the response (chemicals with cross-validated standardized residuals greater than 2.5 standard deviation units).

The quantification of the external predictivity, i.e. the ability of the model to provide correct prediction of the activity of NPs not used to train the model (prediction set), was performed by comparing different parameters, such as different measures of external $Q^2$ (i.e. $Q^2_{\text{ext}}$), and the concordance correlation coefficient [24,38,39]. In addition, the root mean square error (RMSE), was used to measure and compare prediction accuracy in the training (RMSE$_{\text{tr}}$) and in the prediction (RMSE$_{\text{PRED}}$) sets.

The external predictivity of models was evaluated on multiple prediction sets (10 for each data set) manually generated by unbiased random splitting (without taking into consideration response or descriptor distributions), and leaving out about 20% of the original data. An additional splitting was performed on the largest training set available (i.e. including both TiO$_2$ and ZnO NPs) in order to test the external predictivity of the best models by leaving out 50% of the training set compounds. The variable selection procedure was performed independently for each training set, and the resulting population of models was tested on the respective prediction set (external validation). Columns of the random splitting used for each dataset are reported in Supplemental material Tables S2–S4.

Finally, the equation for the best model among the split models generated for each training set was newly calibrated on all of the available data for each dataset (full models).

2.2.2 Non-linear regression models

Three approaches were used to develop nonlinear models: support vector machine (SVM), radial basis function neural networks (RBFNN), and general regression neural networks
(GRNN). They present the advantages of easy setting, rapid training, and a guarantee of finding the global minimum on the error surface. We indicate here just the basic principle of these approaches. More information may be found in the literature [26–32,40–47].

SVM [26,27,29,31,41] is rooted in two key ideas: the first is to privilege robustness of the model over the search for an optimal recall of the data in order to get more generalization ability. The second one is to project data, by a kernel function, in a higher dimensional space where it may be expected that a linear representation would work better than in the initial descriptor space. The trick is that, with a large variety of kernel functions, calculations can still be made in the original descriptor space, considerably limiting the complexity of the mathematical treatment. In this study we used the two more generally used kernel functions (linear and Gaussian).

RBFNN is formed from three levels. For each pattern, the first level (input) is fed with the associated structural descriptors. This level does not process the data but only transmits information to the second layer. This hidden layer consists of a limited number of nodes (centres) acting as locally tuned processors. Weights of these centres are computed from the distance between the investigated input pattern and centre descriptors, weighted by a non-linear transfer function (generally a Gaussian). Bias may be added. Once these weights are set, the output value (third layer) is calculated as a linear combination of the weighted hidden centres [43].

Optimization of a RBFNN involves the location of the hidden centres and the determination of the common width of the Gaussian function. Orr’s forward subset selection method [44,45] (which was used in this study) simultaneously selects the number and the hidden centres chosen among the data samples. The weight adjustments between hidden and output layers are performed by a least squares method, the best width of the Gaussian transfer function being determined from a number of trials looking at the minimum error on a learning set in leave-one-out cross-validation.

GRNN are non-parametric estimators that calculate a weighted average of the target value for the training patterns. This is determined by a probability density function using Parzen’s non-parametric estimator [30,42]. Each training pattern is weighted exponentially according to its distance to the unknown pattern under investigation. The common width of this Gaussian weighting function is determined for the training set in leave-one-out cross-validation.

RBFNN and GRNN rely on proximity between samples, Euclidian distances being calculated on descriptor values. These processes bear some analogy with the \( k \)-nearest neighbour method. However in \( k \)-nn the (active) neighbours change depending on every examined pattern, whereas in RBFNN, for a given dataset, fixed centres (limited in number) are selected, and in GRNN all samples are considered as centres.

It seems important to stress here that in this study, for a given data set, the approaches we used are strictly reproducible, and the settings that were applied to ensure reproducibility were specified.

It should be observed that the number and location of the centres in RBFNN were automatically determined by MATLAB routines. The common width of the Gaussian function was therefore the only setting to be fixed, which was obtained directly and unambiguously by performing leave-one-out on the training set.

Similarly, GRNN also needed the setting of a single parameter, which was the common width of the weighting Gaussian, derived by leave-one-out training assay.

The unique parameter to be fixed in the SVM approach based on linear or Gaussian kernels was the regularization constant (C); the width (sigma in the usual terminology) of the Gaussian kernel was automatically fixed by the software, using Caputo’s method. The ‘best’
C value was determined on a scale of pre-defined C values (10 values were used in this study), looking at the best mean results calculated on the basis of various possible options for the training sets (x-fold cross-validation, possibly repeated, leave-one-out, etc.). Here we chose a five-fold cross-validation repeated three times on the training set. Furthermore, although of marginal importance on the final results, the ‘seed’ value used in this study, which is required to start the initial partitions and ensure perfect reproducibility, was set at 2.

The best combinations of descriptors identified in this study by MLR-OLS approach were used as the input for the development of SVM, RBFNN, and GRNN models. SVM calculations were performed using the Caret package [46] of the Cran-R software [47]; MATLAB routines were used to apply RBFNN [45] and GRNN [27] approaches. The quality of the models was evaluated by quantification of internal fitting ($r^2$) and predictivity ($Q^2_{\text{loo}}$). The external predictivity of the models was evaluated on the same external prediction sets used for MLR models described in Section 2.3.1 and quantified by $r^2$. Additionally, the root mean squared error (RMSE) was used to measure and compare prediction accuracy in the training (RMSE$_{\text{tr}}$) and prediction (RMSE$_{\text{pred}}$) sets.

All of these parameters, obtained in comparable conditions, were used for comparing the quality of the predictions using linear or non-linear models.

2.2.3 Classification models

_A priori_ categorization and the following classification were performed based on the experimental cytotoxic activity of the studied NPs. As described above, the LDH value 1.09 was used as the cut-off to distinguish among active and inactive NPs, able to disrupt (Active) or to not affect (Inactive) the cellular membrane, respectively. A linear classification model was generated on the _a priori_ classes by applying the J48 method in WEKA software [48], after random splitting of the complete dataset set composed of 42 compounds, into a training set and a prediction set (30% in the prediction set). The best combinations of variables selected in regression were manually verified in WEKA and the final model was chosen as the best combination of the parameters Accuracy%, Sensitivity% (Sn), and Specificity% (Sp), which were calculated with the following formulas [37]:

$$\text{Accuracy\%} = \frac{TP + TN}{TP + TN + FN + FP} \times 100$$

$$\text{Sn} = \frac{TP}{TP + FN} \times 100$$

$$\text{Sp} = \frac{TN}{TN + FP} \times 100$$

where TP (true positive = Active) and TN (true negative = Inactive) are the number of compounds correctly classified as active and inactive, respectively. FP are negatives predicted as positives, and FN are positives predicted as negatives.

2.3 Applicability domain

The structural applicability domain (AD) of MLR models was quantified by the leverage approach [25,37] in order to verify the presence of influential objects (i.e. NPs) in the training set, and to verify the reliability of predictions for objects not included in the training set.
(i.e. reliable predictions should fall within the AD of a model). The leverage matrix \( H \) is calculated from the \( X \) matrix, which includes \( n \) training set samples and \( p \) modelling descriptors [24,37]. Diagonal elements of the \( H \) matrix quantify the leverage of each object \((h)\) in the space of the model, i.e. the influence of each object on the regression results. The limit of a model domain is quantified by the value \( h^* \), which is calculated as \( 3(p+1)/n \), where \( p = \) number of variables in the model and \( n = \) number of compounds in the training set. Leverage values greater than \( h^* \) characterize structurally influential compounds, which ‘influence’ the mathematical structure of the model, and fall outside of the model’s structural AD. Predictions calculated for high leverage chemicals in the prediction set should be considered as less reliable (i.e. extrapolated values) [24].

The applicability domain of MLR models was graphically inspected by using the Williams plot. The Williams graph is the plot of hat diagonal values vs. standardized residuals and gives an immediate view of NPs falling within the structural AD of the models (i.e. \( h < h^* \)), and of response outliers that are characterized by standardized residuals larger than 2.5. The applicability domain of the J48 classification tree and of non-linear models was checked by principal component analysis (PCA). PCA was calculated from the correlation matrix of the descriptors included in the QSAR models by SCAN software [49,50].

3. Results and discussion

3.1 Linear regression models

3.1.1 Data analysis and models for TiO\(_2\) and ZnO nanoparticles

Different regression models were developed based on both TiO\(_2\) and ZnO NPs combined in a single dataset or in two separated datasets. The best models developed on the combined dataset were generated after exclusion of two TiO\(_2\) NPs and the largest ZnO NPs. In fact, a first attempt to model all the NPs together by using all the possible combinations of the five available variables led to poor models (maximum \( r^2 = 0.4 \)) that apparently confirmed the observations reported by Sayes and Ivanov [15], who were unable to provide satisfactory results by treating the studied dataset by regression. The first element that we considered as the potential cause of the poor performances of the models was the range of size of the studied NPs. We observed that most of the experiments were conducted for NPs with an engineered size between 30 nm and 70 nm, but nine experiments were conducted for NPs larger than 1000 nm (i.e. ZnO NPs). The PCA analysis [49,50] performed on the available descriptors measured for the 42 NPs showed that large ZnO NPs were isolated from the other NPs (Figure S1, Supplemental material). Furthermore, as shown in Figure S2 (Supplemental material), we explored the behaviour of the studied data by comparing results tested at different concentrations (i.e. 25 mg/L, 50 mg/L, and 100 mg/L). We identified two data points (i.e. TiO\(_2\) 45 nm, 100 mg/L, ID 13 and 14 respectively) with toxicity values that were anomalous when considering the global trend of the three series of data. We also observed an anomalous trend of toxicity values for ZnO NPs sized >1000 nm tested at 50 mg/L (inverse trend of cytotoxicity, compared to values measured at 25 mg/L and 100 mg/L). Finally, we performed an additional analysis of the structure-activity relationship among agglomeration rate (AgR) and the response of toxicity LDH (results reported in Supplemental material Figures S3A, S3B and related text). This analysis highlighted an anomaly in the aggregation rate of NPs 13 and 14 compared to the other NPs; however, no additional experimental details were available on factors that may be responsible for changes in aggregation (such as pH) to justify the large AgR values calculated for these two NPs. In general, we observed that AgR played a clear...
Table 1. Performances of the MLR models developed for the complete dataset (31 nanoparticles).

| Model | \( n \) | \( r^2 \) | \( Q^2_{\text{loo}} \) | RMSE\(_{\text{tr}} \) | CCC\(_{\text{tr}} \)* | \( s \) | \( F \) | RMSE\(_{\text{cv}} \) | CCC\(_{\text{cv}} \)* | \( r^2_{\text{Ycvr}} \) | RMSE\(_{\text{ext}} \) | \( r^2_{\text{ext}} \) | \( Q^2_{\text{ext}} \) | \( Q^2_{\text{ext}} \) | \( Q^2_{\text{ext}} \) | CCC\(_{\text{ext}} \)* |
|-------|--------|--------|---------------|-------------|----------------|-----|----|-------------|---------------|----------------|-------------|---------------|-------------|----------------|----------------|----------------|----------------|
| Random 1 | 27 | 0.81 | 0.73 | 0.11 | 0.90 | 0.12 | 30.08 | 0.13 | 0.85 | 0.71 | 0.13 | 0.08 | 0.98 | 0.80 | 0.79 | 0.89 |
| Random 2 | 27 | 0.78 | 0.69 | 0.11 | 0.88 | 0.12 | 25.16 | 0.13 | 0.83 | 0.67 | 0.12 | 0.08 | 0.92 | 0.92 | 0.92 | 0.89 | 0.96 |
| Random 3 | 27 | 0.81 | 0.72 | 0.10 | 0.89 | 0.11 | 29.49 | 0.12 | 0.85 | 0.70 | 0.12 | 0.11 | 0.88 | 0.81 | 0.80 | 0.77 | 0.87 |
| Random 4 | 27 | 0.81 | 0.74 | 0.10 | 0.90 | 0.11 | 30.04 | 0.12 | 0.86 | 0.72 | 0.12 | 0.12 | 0.85 | 0.80 | 0.79 | 0.75 | 0.91 |
| Random 5 | 27 | 0.82 | 0.75 | 0.10 | 0.90 | 0.11 | 32.02 | 0.11 | 0.86 | 0.73 | 0.13 | 0.14 | 0.83 | 0.76 | 0.72 | 0.62 | 0.89 |
| Random 6 | 27 | 0.85 | 0.80 | 0.09 | 0.92 | 0.10 | 41.21 | 0.10 | 0.89 | 0.77 | 0.12 | 0.17 | 0.65 | 0.62 | 0.62 | 0.49 | 0.73 |
| Random 7 | 27 | 0.85 | 0.80 | 0.09 | 0.92 | 0.10 | 41.21 | 0.10 | 0.89 | 0.77 | 0.12 | 0.17 | 0.65 | 0.62 | 0.62 | 0.49 | 0.73 |
| Random 8 | 27 | 0.85 | 0.79 | 0.09 | 0.92 | 0.10 | 40.52 | 0.11 | 0.89 | 0.78 | 0.13 | 0.15 | 0.70 | 0.61 | 0.61 | 0.61 | 0.72 |
| Random 9 | 27 | 0.78 | 0.70 | 0.11 | 0.88 | 0.11 | 25.19 | 0.12 | 0.83 | 0.68 | 0.13 | 0.10 | 0.86 | 0.89 | 0.86 | 0.81 | 0.93 |
| Random 10 | 27 | 0.81 | 0.73 | 0.10 | 0.89 | 0.11 | 29.02 | 0.12 | 0.85 | 0.71 | 0.12 | 0.10 | 0.83 | 0.84 | 0.81 | 0.82 | 0.91 |
| Random 11 | 15 | 0.80 | 0.64 | 0.11 | 0.89 | 0.12 | 15.59 | 0.14 | 0.80 | 0.61 | 0.20 | 0.10 | 0.83 | 0.82 | 0.82 | 0.81 | 0.91 |
| Full | 31 | 0.82 | 0.76 | 0.10 | 0.90 | 0.11 | 39.87 | 0.12 | 0.87 | 0.74 | 0.10 | N.A. | N.A. | N.A. | N.A. | N.A. | N.A. |

*For a detailed explanation of these statistical parameters see Chirico and Gramatica [38].
role in defining the ability of the studied NPs to disrupt cellular membranes, since less aggregated and larger NPs within each concentration group had the largest LDH values (Figures S3A).

On the basis of the results reported above, we decided to exclude the largest ZnO NPs and the two TiO₂ data points highlighted above from the studied dataset. Therefore, the final dataset was composed of data for 31 NPs. Ten different random splitting of 20% out, and one 50% out were generated in order to identify the most predictive and stable model among the possible combinations of the available descriptors.

The all-subset variable selection procedure was applied to the 31 TiO₂ and ZnO NPs, and different populations of models were generated for each splitting. The combination engineered size (X₀), size in PBS (X₂), and concentration (X₄) was selected as the best model, according to internal fitting and $Q^2_{\text{ext}}$, in 10 out of 11 populations (including the splitting of 50% out), and as the second best in the remaining one.

![Figure 2](image-url)

Figure 2. Plot of hat diagonal elements of the hat matrix vs. standardized residuals calculated for Equation 1 ($h^\#$ value = 0.387). Black circles = training. Descriptors: X₀, engineered size; X₂, size in PBS; X₄, concentrations of particle suspensions in ultrapure water.
Statistical results calculated for this model in the populations generated for each splitting are reported in Table 1.

High internal fitting, robustness, and external predictivity characterized the models, as demonstrated by the multiple statistical parameters reported in Table 1. It should also be noted that the exclusion of the TiO₂ and ZnO outliers previously identified led to a large increase in the predictive performance of the models compared to the first attempt of modelling commented above (i.e. delta of $Q²_{\text{loo}}$ and $r²$, calculated after and before the cleaning procedure, were 0.52 and 0.41, respectively). Therefore, considering the experimental anomalies highlighted for TiO₂ and ZnO NPs, we suggest the repetition of these experiments to confirm the nature of these outliers.

Since all of the populations of models examined to choose the best combination of variables were evolved separately on the basis of independent training sets, the results reported in Table 1 also demonstrate that the best models performed consistently well in prediction, independently of the distribution of the NPs into training and prediction sets.

The variables concentration (X4) and engineered size (X0) were the most important descriptors according to standardized coefficients, and had a positive sign. Therefore, the cytotoxicity of TiO₂ NPs and of the ZnO NPs of smaller dimensions in the dataset increased for increasing size and concentration. Moreover, the less important variable in the model, i.e. size in PBS (X2), had a negative sign and seemed to be relevant to model the internal trend of toxicity of the small group of ZnO NPs included in the dataset.

Having verified the statistical robustness of the proposed variables the equation of the full model, newly calibrated on all of the available experimental data (to ensure higher statistical robustness and a larger applicability domain), was:

$$
\text{LDH}_{(\text{TiO}_2 + \text{ZnO})} = 0.66 + 0.003 \times X_4 + 0.005 \times X_0 - 4.46E - 5X_2
$$

$$
n = 31, \ r^2 = 0.82, \ Q^2_{\text{loo}} = 0.76, \ Q^2_{\text{lmo30%}} = 0.74, \ r^2_{\text{YS}} = 0.10, \ s = 0.11, \ F = 40
$$

Figures 1 and 2 plot the experimental vs. predicted values of the full model and the standardized residuals vs. the diagonal elements of the hat leverage matrix (Williams plot for the applicability domain), respectively. Figure 2 in particular shows the applicability domain of the model, which did not present any anomalies (all of the NPs fall within the cut-off value $h^* = 0.387$, and no NPs had standardized residuals exceeding 2.5σ).

### 3.1.2 Models for TiO₂ nanoparticles

As anticipated above, we additionally decided to model the two sets of TiO₂ and ZnO NPs separately. Ten different training/prediction sets were identified for the TiO₂ dataset to test the external predictivity of the models, i.e. 20% of the NPs were used as prediction sets. The summary of the performances of the best models derived separately for TiO₂ are reported in Table S5 (Supplemental material).

The best combination of variables selected to model TiO₂ NPs was engineered size (X0) and concentration (X4). This combination was consistent with descriptors selected to model the largest dataset (Table 1), and indicated that the increase of membrane disruption caused by exposure to TiO₂ NPs was concentration-dependent as well as size-dependent.

The statistical parameters calculated for the 10 split models reported in Table S5 showed globally similar performances but a higher instability of the external predictive power compared to the models reported in Table 1 (Table S5: range RMSE<sub>ext</sub> 0.09–0.19; range $r^2_{\text{ext}}$: 0.32–0.98). These results suggested a higher dependency of the performances of models
reported in Table S5 on the distribution of the NPs in the training/prediction sets, which was justified by the smaller size of the TiO₂ training set compared to the complete data set. However, the little differences in RMSE values calculated for the training and the prediction sets (range of RMSEₜ_r: 0.09–0.12; range RMSE_PRED: 0.09–0.19) confirmed the consistency of the results and the validity of the models.

The equation of the model recalibrated on the full TiO₂ dataset (22 NPs) was:

\[
LDH_{(TiO2)} = 0.599 + 0.003X4 + 0.004X0
\]

\[n = 22, \ r^2 = 0.84, \ Q^2_{loo} = 0.79, \ Q^2_{lmo30\%} = 0.78, \ r^2_{YS} = 0.10, \ s = 0.12, \ F = 48\]

As explained above, the new calibration was performed in order to propose a statistically more robust model, based on a larger amount of experimental data, and characterized by a possibly larger AD than split models.

3.1.3 Models for ZnO nanoparticles

The modelling of the ZnO dataset required the inclusion of three variables in order to obtain stable results in fitting and external prediction. In fact, unsatisfactory performances were obtained for models with lower complexity (i.e. developed including up to two variables), which had values of \(Q^2\) up to 0.58 and delta \(r^2 - Q^2\) up to 0.3 (calculated for models with \(r^2 > 0.7\)). Results reported in Table S6 were particularly satisfying considering the structural heterogeneity of the studied ZnO NPs, and the limited amount of data available to build the models (range of \(r^2 = 0.89–0.92\); range of \(Q^2_{loo} = 0.66–0.94\); range of \(r^2_{ext} = 0.45–0.99\)). However, also in this case, the statistical parameters, which were calculated for the 10 split models (Table S6), showed a higher instability of the external predictive power of ZnO NPs models compared to the models developed for the complete dataset (Table 1). Moreover, different from the models reported in Table 1 and from those developed for TiO₂ NPs, the best models developed for ZnO NPs were based on size in water (X1), size in PBS (X2) and concentration (X4), where X4 was the least important variable. In fact, according to the standardized coefficients calculated for the descriptors, size-related descriptors were the dominant factors to describe the cytotoxicity of ZnO NPs, compared to the concentration. However, the two descriptors of size were oppositely correlated with the response, i.e. a large size in water increased membrane disruption, while a large size in PBS decreased this effect (in particular for larger NPs). This inverse correlation between size in PBS and cytotoxicity was observed before, in the model developed for both the studied species of NPs, and associated to the presence of ZnO NPs in the training set. Therefore, the selection of X2 with a negative sign in the model specific for ZnO was consistent with the observations reported above.

Additionally, but of secondary importance according to the standardized residuals, membrane disruption increased at increasing concentrations of the NPs, and the effect was more evident for ZnO NPs of smaller dimensions.

The complexity of the split models reported in Table S6 was further analysed. In these models the ratio of molecules/number of descriptors was slightly below the cut-off value of 5 (Topliss ratio), recommended in the regulations to avoid excess of complexity and overfitting, according to the parsimony principle [37]. However, we would like to stress that for every population of models we verified the absence of overfitting by evaluating whether the inclusion of a new variable would increase the internal and external predictive power of the models. Additionally, the Y-scrambling procedure confirmed the absence of a chance correlation between the modelling descriptors and the response. Furthermore, the Topliss ratio [37] was
respected when the model was newly calibrated on all of the available data (i.e. 15 NPs, 3 descriptors). The equation for the full model was:

$$\text{LDH}_{\text{ZnO}} = 1.041 + 0.001 \times X1 - 0.001 \times X2 + 0.001 \times X4$$

(3)

$$n = 15, \; r^2 = 0.91, \; Q^2_{\text{loo}} = 0.80, \; Q^2_{\text{imo30\%}} = 0.76, \; r^2_{\text{YS}} = 0.22, \; s = 0.08, \; F = 35$$

The analysis of the applicability domains of the models reported in Table S5 and S6 always reported all of the NPs within the respective models’ ADs. Few NPs were occasionally detected as outliers in the prediction sets of the split models (i.e. ZnO 60 nm, 1000 nm and 1500 nm measured at 100 mg/L), while they were always correctly fitted if used as a training set. However, the models were particularly sensitive to the inclusion of ZnO 60 nm and 1500 nm in the prediction set, which caused the worst external performance in split number 4. This fact highlighted the importance of a balanced partitioning of data among training and prediction sets for the external validation of models based on small datasets, to avoid the risk of excluding relevant information for the correct development of the models. No anomalies of the applicability domain were detected in the full models (Figures S4 and S5, Supplemental material).

3.2 Non-linear regression models

In order to explore the possibility of improving the quality of the proposed models, the best modelling variables selected by MLR were used to develop non-linear regression models by using different techniques.

Results from the applications of these additional approaches in comparison with MLR have been reported in Tables S7–S9 (Supplemental material).

A first analysis of the statistical parameters generated for models developed for the complete dataset (TiO$_2$ + ZnO NPs) showed that all the non-linear techniques provided satisfactory results when checked on different prediction sets (Table S7). RMSE$_{\text{tr}}$ values ranged from 0.2–0.12 and were comparable to MLR models (0.09–0.12). However, a more in-depth analysis of the results (Figures S6 A–D, Supplemental material) showed that among the non-linear techniques, SVM linear and RBFNN had a more balanced behaviour considering the statistical parameters calculated for the split and full models compared to the other methods. Figure S6 A–D clearly showed that SVM radial and GRNN had the best fitting performances but provided unstable results when the datasets were perturbed by cross-validation and external validation. SVM linear, RBFNN, and MLR linear performed similarly, based on both the external and the internal validation parameters.

A different situation was reported in Table S8 regarding the models developed for TiO$_2$ NPs. In fact, as also clearly appeared in Figure S7 A–D (Supplemental material), SVM radial outperformed the other methods, and represented a valid alternative to the MLR model.

Finally, considering the models developed for the small ZnO dataset (Table S9 and Figure S8 A–D, Supplemental material), SVM radial and GRNN were those with best performances for fitting and internal robustness, and clearly outperformed the MLR model.

The principal component analysis performed on the modelling variables was used to verify the structural space of the non-linear models (Figures S9–S11, Supplemental material). Results from PCA did not highlight particular anomalies, such as clusters or single points isolated from the NPs in the respective training sets.

The results proposed here show that non-linear models are successful in modelling the datasets studied here, and may be used as valid alternatives to, or in combination with, MLR
models to address and improve the predictive accuracy of individual models. Additionally, the efficiency of non-linear methods on small datasets may be of help to address statistical issues, which may affect MLR models (such as model complexity, correlated variables, etc).

3.3 Classification models

The classifier J48 from the WEKA software was used to generate a simple regression tree model (unpruned, minimum number of objects assigned to each class = 2) for the complete set of NPs \( (n = 42) \). The 30% of the available data was not used to train the model, but only to perform the external validation (28 NPs were included in the training set, and 14 in the prediction set). Different combinations of the available variables were manually, one by one, verified in the WEKA software, and the statistical performances calculated for the best model (percentages of internal and external sensitivity (Sn), specificity (Sp) and overall accuracy (Acc), are reported in Table 2).

The parameters reported in Table 2 showed that the proposed classification tree had high specificity, sensitivity, and global overall accuracy, quantified both in fitting and in cross-validation. Additionally, the model performed very well when tested on the external prediction set, and only one NP (TiO\(_2\) 30 nm (no. 6)) was overestimated from class 2 (inactive) to class 1 (active). Misclassifications in fitting and in cross-validation were mainly associated with TiO\(_2\) species (i.e. no. 5 and no. 20 in fitting, in addition to no. 10 and no. 17 in cross-validation), and to one ZnO NP (i.e. no. 25).

These errors were associated with the borderline nature of the respective NPs, which had experimental measures falling close to the cut-off value 1.09, and, additionally, values of the experimental descriptors similar to NPs of the opposite \( a \text{ priori} \) class (Figure S12, Supplementary material).

\( a \text{ priori} \) and fitted classes are reported in Table S1, together with the splitting column used in classification. Figure 3 shows the J48 model generated for the studied dataset.

This model was composed of three knots and four leaves and easily classified NPs according to their ability to disrupt cellular membrane on the basis of size in water and concentration features. The model showed that high concentrations of the NPs (i.e. >50 mg/L) caused membrane disruption (class 1), while the size in ultrapure water regulated the effect at small concentrations with disruption associated with a larger dimension of the NPs (size in water >129 nm). It was interesting to note that the descriptor size in water was selected in the regression models developed for ZnO NPs, which suggested a higher relevance of this size factor for ZnO compared to TiO\(_2\) NPs.

Table 2. Confusion matrix and performances of the J48 classification tree.

|          | Active | Inactive | Sn  | Sp  | Acc |
|----------|--------|----------|-----|-----|-----|
| Training |        |          |     |     |     |
| Active   | 14     | 2        | 88% | 92% | 89% |
| Inactive | 1      | 11       |     |     |     |
| Cross-validation (10 cross-validation groups) |          |           |     |     |     |
| Active   | 13     | 3        | 81% | 83% | 82% |
| Inactive | 2      | 10       |     |     |     |
| Prediction |        |          |     |     |     |
| Active   | 7      | 0        | 100%| 86% | 93% |
| Inactive | 1      | 6        |     |     |     |
PCA analysis was performed to evaluate the distribution of the studied NPs in the space of the modelling descriptors. Figure S12 clearly showed the discriminant power of the modelling variables (good separation between active (red) and inactive (green) NPs, moving from the right hand side to the left hand side of the PCA plot), as well as the presence of areas of partial overlapping among the two activity classes, where the misclassified NPs were (red circles in Figure S12).

Unfortunately, it was not possible to perform a direct comparison with the classification proposed by Sayes and Ivanov [15], which modelled TiO₂ and ZnO NPs separately, and by using a different classifier (i.e. linear discriminant analysis (LDA)). However, the combination of descriptors, concentration in ultrapure water and size in ultrapure water, was highlighted by Sayes and Ivanov [15] among the most important features to classify between levels of disruption of the cytoplasmatic membrane, which was consistent with the results proposed here. Moreover, unlike the results reported by Sayes and Ivanov [15], the descriptor zeta potential was not relevant for the generation of any of the classification models proposed here.

4. Conclusions

The *in silico* modelling of the toxicological properties of NPs is a challenging topic due to the limited availability of data and descriptors useful for capturing quantitatively relevant structure-activity relationships and to perform proper validation of the mathematical models.

In this study we demonstrated the possibility of generating MLR-OLS models for a dataset that presented issues related to structural heterogeneity, and to the presence of possibly inaccurate experimental values, which were highlighted for further investigation.

Figure 3. J48 classification tree calculated by the WEKA software (class 1 = active; class 2 = inactive). The number of nanoparticles classified at each node/the number of misclassifications (if any) are reported in brackets.
Unlike former work in the literature, we were able to generate simple QSAR-like models based on optimal selections of the original, experimentally determined, descriptors related to NPs’ size and experimental conditions, for three different datasets, thereby addressing the prediction of the cytotoxicity of ZnO and TiO₂ NPs taken singularly or in combination.

Results demonstrated the relevance of the descriptors of size and concentration, for both ZnO and TiO₂ NPs. In particular, the engineered size was relevant for TiO₂ NPs, while the size in water was selected to model ZnO NPs. The statistical quality of the MLR models was thoroughly verified by internal and external validations. Three MLR models were proposed as tools to predict the cytotoxic behaviour of ZnO and TiO₂ NPs. These models will enable the screening (within their applicability domain) of the potential toxicity of virtual experimental scenarios designed for new and existing ZnO and TiO₂ nano-forms, on the basis of up to three experimental parameters.

Additionally, the possibility of improving the fitting and predictive ability of the proposed QSARs was explored by applying non-linear methods. Results generated by non-linear modelling demonstrated the better suitability of SVM linear and RBFNN on the complete dataset, and of SVM radial and GRNN on the smaller datasets. Moreover, we proved the utility of these non-linear techniques as valid alternatives to MLR models generated on small datasets.

Finally, we proposed a J48 classification tree model as a simple and intuitive tool (based on two descriptors) easily applicable to screen the potential for membrane disruption of TiO₂ and ZnO NPs.

We believe that our results are relevant to evaluating the potential cytotoxicity of existing and new NPs, and to optimize the design of new experiments. However, we are aware that the proposed models may have limitations mainly related to the size of the available experimental dataset, and therefore their application is not recommended for NPs different than ZnO and TiO₂, and outside the applicability domain.

We also want to highlight the relevance of size descriptors, highlighted in this study, as an important factor to consider while performing categorization approaches to group NPs, and read across procedures. In fact, the disregard of size factors may cause wrong estimations of the potential activity of differently sized nano-forms of a specific NP, when estimation techniques based on similarity are applied.

Supplemental material
Additional tables and figures are reported as Supplemental material (i.e. Supplemental material_Figures and Supplemental Material_Tables). In particular, Table S1 in Supplemental Material_Tables lists ID numbers, names, values of the experimental descriptors and of the experimental response (LDH), classes of activities (class 1 = active, class 2 = not active), and predictions calculated by Equations 1–3 (MLR models) and by the J48 classification tree for the 42 studied NPs.
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