Uniform homotopy invariance of Roe Index of the signature operator
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Abstract
In this paper we study the Roe index of the signature operator of manifolds of bounded geometry. Our main result is the proof of the uniform homotopy invariance of this index. In other words we show that, given an orientation-preserving uniform homotopy equivalence $f : (M, g) \to (N, h)$ between two oriented manifolds of bounded geometry, we have that $f_*(\text{Ind}_{\text{Roe}} D_M) = \text{Ind}_{\text{Roe}} D_N$. Moreover we also show that the same result holds considering a group $\Gamma$ acting on $M$ and $N$ by isometries and assuming that $f$ is $\Gamma$-equivariant. The only assumption on the action of $\Gamma$ is that the quotients are again manifolds of bounded geometry.
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Introduction

This is the second of two papers about uniform homotopy invariants. In the first one [15] we studied the $L^{q,p}$-cohomology, in the second one we study the Roe Index of the signature operator. Two versions, with some stronger assumptions, of these works can be found in the Ph.D. thesis of the author [16].

Let us introduce our geometric setting: we study oriented manifolds of bounded geometry, i.e. Riemannian manifolds with a lower bound on the injectivity radius and some upper bounds on the norms of the covariant derivatives of the sectional curvature. On these manifolds we consider a uniformly proper discontinuous and free (or FUPD) action of group $\Gamma$ of isometries. A FUPD action is an action such that the quotient space is a manifold of bounded geometry.

We are interested in studying these manifolds up to uniform homotopy. A uniform homotopy equivalence $f: (M, g) \rightarrow (N, h)$ is a uniformly continuous homotopy equivalence admitting a homotopy inverse $g$ such that $g$ itself and the homotopies between the compositions and the identities are uniformly continuous. As proved in Proposition 1.7 of [15], we have that each uniform homotopy equivalence can be approximate by a smooth lipschitz map whose derivatives, in normal coordinates, are uniformly bounded. Moreover if $f$ is $\Gamma$-equivariant, then also its approximation is $\Gamma$-equivariant. All the definitions and properties needed about this geometric setting can be found in the first paper [15].

Let us denote by $L^2(M)$ the space of squared-integrable complex forms over the oriented manifold of bounded geometry $(M, g)$. Let us suppose $n = \dim(M)$. Then we can consider the signature operator $D_M : \text{dom}(D_M) \subset L^2(M) \rightarrow L^2(M)$. As showed in [6], the signature operator induces a class in the $[n]$-th $K$-theory group of the Coarse algebra $C^{\ast}(M)^\Gamma$. This class is called the Roe Index and it is denoted by $\text{Ind}_{Roe}D_M$. Our main goal in this paper is to prove that, given a $\Gamma$-equivariant uniformly homotopy equivalence $f : (M, g) \rightarrow (N, h)$ between manifolds of bounded geometry, we have

$$f_{\ast}(\text{Ind}_{Roe}D_M) = \text{Ind}_{Roe}D_N.$$ \hfill (1)

This is the strategy of the proof.

Our first step is to introduce a specific coarse structure on the disjoint union of $(M, g)$ and $(N, h)$. Indeed, a priori, $M \sqcup N$ doesn’t have a metric coarse structure induced by the metric because it is not connected (and so it isn’t a metric space). The existence of this coarse structure allows us to define the coarse algebra $C^{\ast}_c(M \sqcup N)^\Gamma$ and the structure algebra $D^{\ast}_f(M \sqcup N)^\Gamma$.

The second step is to prove some properties on smoothing operators between $L^2$-spaces of manifolds of bounded geometry. In particular we prove some conditions on the kernel of an operator $A$ such that $A$ and $dA$ are bounded. Here $d$ is the minimal closure of the exterior derivative of compactly supported forms.

$^1[n] = 0$ if $n$ is even, $1$ otherwise
smooth forms.

The third step is to define a signature operator $D_{M \sqcup N}$ and to find a perturbation $P$ in $C^*_f(M \sqcup N)^\Gamma$ such that $D_{M \sqcup N} + P$ has a $\mathcal{L}^2$-bounded inverse. In order to find such a perturbation we follow the works of \[9\], \[12\], \[18\], \[17\], \[4\] and we have to define some operators in $C^*_f(M \sqcup N)^\Gamma$. One of this operators is the operator $T_f$ defined in \[15\].

In the last step we conclude by showing that

$$\text{Ind}_{Roe}(D_{M \sqcup N}) = \text{Ind}_{Roe}(D_{M \sqcup N} + P) = 0 \quad (2)$$

and by proving the existence of a morphism $H : K_n(C^*_f(M \sqcup N)^\Gamma) \to K_n(C^*(N)^\Gamma)$ such that

$$H_*(\text{Ind}_{Roe}(D_{M \sqcup N})) = f_*(\text{Ind}_{Roe}(D_M)) - \text{Ind}_{Roe}(D_N). \quad (3)$$

1 Coarse geometry

1.1 Coarse structures

The next definitions can be found in \[6\]. Let $X$ be a set

**Definition 1.1.** A **coarse structure** over $X$ is a provision, for each set $S$ of an equivalence relation on the set of maps form $S$ to $X$. If $p_1, p_2 : S \to X$ are in relation then they are said to be close and it is also required that if

- if $p_1$ and $p_2 : S \to X$ are close and $q : S' \to S$ is another map then $p_1 \circ q$ and $p_2 \circ q$ are close too.
- If $S = S_1 \cup S_2, p_1, p_2 : S \to X$ are maps whose restrictions to $S_1$ and $S_2$ are close, then $p_1$ and $p_2$ are close,
- two constant maps are always close to each other.

If $X$ has a coarse structure, then is a **coarse space**.

Before of introducing two examples of coarse structure, we need to recall some notions from the first paper \[15\]. A map $f : (X, d_X) \to (Y, d_Y)$ between metric spaces is uniform if it is uniformly continuous and uniformly proper. With uniformly proper we mean that the diameter of the preimage of a subset $A$ only depends on the diameter of $A$. Moreover, if there is a group $\Gamma$ acting on $(X, d_X)$ and on $(Y, d_Y)$, then two maps $f_1$ and $f_2 : (X, d_X) \to (Y, d_Y)$ are $\Gamma$-uniformly homotopic and we denote it by $f_1 \sim_{\Gamma} f_2$ if there is a uniform homotopy $H$ between them.

**Example 1.1.** If $(X, d_X)$ is a metric space, then it’s possible to define a metric coarse structure in the following way: let $p_1 e p_2 : S \to X$ be two functions, then

$$p_1 \sim p_2 \iff \exists C \in \mathbb{R} \text{ such that } \forall x \in S \ d_X(p_1(x), p_2(x)) \leq C. \quad (4)$$
Let us consider two maps $p_1$ and $p_2 : (Y, d_Y) \longrightarrow (X, d_X)$ and let $\Gamma$ be a group which acting FUPD on $X$ and on $Y$. Let us suppose that $p_1$ and $p_2$ uniform maps such that $p_1 \sim_\Gamma p_2$, then we have that $p_1 \sim p_2$. Indeed, since Proposition 1.6 and Lemma 1.9 of [15], there are two lipschitz maps $p'_1$ and $p'_2$ such that $p'_1 \sim p_1$ and there is a lipschitz homotopy $H$ connecting $p'_1$ and $p'_2$. Then we have that $p'_1 \sim p'_2$, indeed
\[ d_X(p'_1(x), p'_2(x)) = d(h(x, 0), h(x, 1)) \leq C_H, \]
where $C_H$ is the lipschitz constant of $H$. This implies that $p_1 \sim p_2$

**Example 1.2.** Consider a Riemannian manifold $X := M \sqcup N$ where $M$ and $N$ are two connected Riemannian manifolds and let $f : M \longrightarrow N$ be a uniform-homotopy equivalence. In this case $X$ is not a metric space in a natural way and so it has not a priori a metric coarse structure. We will define a coarse structure using the map $f$. Let $p_1 \ e \ p_2 : S \longrightarrow X$ be two maps, then
\[ p_1 \sim p_2 \iff \exists C \in \mathbb{R} \forall x \in S \text{s.t.} d_N((f \sqcup id_N) \circ p_1(x), (f \sqcup id_N) \circ p_2(x)) \leq C. \]

**Definition 1.2.** Let $X$ be a coarse space and let $S \subseteq X \times X$. Then $S$ is controlled if the projections $\pi_1, \pi_2 : S \subseteq X$ are close. A family of subsets $U$ of $X$ is uniformly bounded if $\cup_{U \in U} U \times U$ is controlled. A subset $B$ of $X$ is bounded if $B \times B$ is controlled.

**Definition 1.3.** Let $X$ be a locally compact topological space. A coarse structure on $X$ is proper if
- $X$ has an uniformly bounded open covering,
- every bounded subset of $X$ has compact closure.

**Definition 1.4.** A coarse space $X$ is separable if $X$ admits a countable, uniformly bounded, open covering.

**Remark 1.** Given a metric space $(X, d_X)$, then the metric coarse structure is proper and separable. Moreover if $M$ and $N$ are two connected Riemannian manifolds and $f : M \longrightarrow N$ is a uniform homotopy equivalence, then also the coarse structure defined in the Example 1.2 is proper and separable.

### 1.2 Roe and Structure Algebras

Consider a locally compact topological space $X$ endowed with a proper and separable coarse structure. Moreover, let $\rho : C_0(X) \longrightarrow B(H)$ be a representation of $C_0(X)$, where $H$ is a separable Hilbert space. Then
Definition 1.5. The support of an element \( v \) in \( H \) is the complement in \( X \) of all open sets \( U \) such that \( \rho(f)v = 0 \) for all \( f \) in \( C_0(U) \).

Definition 1.6. The support of an operator \( T \) in \( B(H) \) is the complement in \( X \times X \) of the union of \( U \times V \) such that

\[
\rho(f)T\rho(g) = 0,
\]

for all \( f \) in \( C_0(U) \) and for all \( g \) in \( C_0(V) \). An operator is controlled or finite propagation if its support is a controlled set.

Example 1.3. Consider \((X,g)\) a Riemannian manifold. Let \( H_X := L^2(X) \) and let \( \rho \) be the representation of \( C_0(X) \) on \( H_X \) given by the point-wise multiplication. With respect to the metric coarse structure, an operator \( T \) is controlled if and only if

\[
\exists C \in \mathbb{R} \forall \phi, \psi \in C_0(X) \text{s.t.} d_X(\text{supp}(\phi), \text{supp}(\psi)) \geq C \implies \phi T \psi = 0. \tag{8}
\]

Example 1.4. Consider \( M \) and \( N \) as in Example 1.2 and let us impose \( H_X := L^2(M \sqcup N) \). Fix the point-wise multiplication as representation of \( C_0(X) \) on \( H_X \). Then an operator \( T \) is controlled if there is a number \( C > 0 \) such that for each \( \phi, \psi \in C_0(X) \) we have that

\[
d_N((f \sqcup \text{id}_N)(\text{supp}(\phi)), (f \sqcup \text{id}_N)(\text{supp}(\psi))) \geq C \implies \phi T \psi = 0. \tag{9}
\]

The next two definitions can be found in [14].

Definition 1.7. Let \( X \) be a coarse space. Consider \( H \) be a Hilbert space equipped with a representation \( \rho : C_0(X) \to B(H) \), a group \( \Gamma \) and a unitary representation \( U : \Gamma \to B(H) \). We say that the the triple \((H,U,\rho)\) is a \( \Gamma \)-equivariant \( X \)-module or simply a \((X,\Gamma)\)-module if

\[
U(\gamma) \circ \rho(f) = \rho(\gamma^*(f)) \circ U(\gamma), \tag{10}
\]

for every \( \gamma \in \Gamma, f \in C_0(X) \).

Definition 1.8. A representation \( \rho \) of a group \( \Gamma \) in \( B(H) \) for some Hilbert space \( H \) is nondegenerate if the set

\[
\{ \rho(\gamma)h \in H | \gamma \in \Gamma, h \in H \} \tag{11}
\]

is dense in \( H \).

Definition 1.9. A representation \( \rho \) of a group \( \Gamma \) in \( B(H) \) for some Hilbert space \( H \) is ample if it is nondegenerate and \( \rho(g) \) is a compact operator if and only if \( g = 0 \).
If the Hilbert space $H$ is separable and the representation $\rho$ is the countable direct sum of a fixed ample representation, then $\rho$ is said to be very ample.

**Example 1.5.** Let us consider a Riemannian manifold $X$ with $\text{dim}(X) > 0$ and consider the Hilbert space $H := L^2(X)$. Let us define the representation $\rho_X : C_0^\infty(X) \longrightarrow B(L^2(X))$ for each $\phi$ in $C_0^\infty(X)$ as

$$\rho_X(\phi)(\alpha) := \phi \cdot \alpha$$

(12)

where $\alpha$ is a differential form $\alpha$ in $L^2(X)$. Observe that, because of Hadamard-Schwartz inequality [10], $\rho_X(\phi)$ is a $L^2$-bounded operator. In particular we have that $\rho$ is an ample representation of $C_0^\infty(X)$.

Let us consider a subgroup of the isometries of $X$ called $\Gamma$. Then, the representation

$$U : \Gamma \longrightarrow B(L^2(X))$$

$$\gamma \longrightarrow \gamma^*.$$  

(13)

is well defined since $\gamma^*$ is a $L^2$-bounded operator.

So the triple $(L^2(X), U, \rho)$ is a $(X, \Gamma)$-module.

**Example 1.6.** Consider $(X, g)$ an oriented Riemannian manifold (possibly not connected). Consider the Hilbert space $H_X := L^2(X) \otimes l^2(\mathbb{N})$. We have that an element in $H_X$ can be seen as sequence of $\{\alpha_i\}$ where $\alpha_i \in L^2(X)$ such that

$$\sum_{n \in \mathbb{N}} ||\alpha_i||^2 < +\infty.$$  

(14)

Consider, moreover, $\rho_X : C_0^\infty(X) \longrightarrow B(H_X)$ for each $\phi$ in $C_0^\infty(X)$ and for each $\{\alpha_i\}$ as

$$\rho_X(\phi)(\{\alpha_i\}) := \{\phi \cdot \alpha_i\}.$$  

(15)

Consider $\Gamma$ as a subgroup of isometries of $X$. Then we can define a representation $U_X : \Gamma \longrightarrow B(H_X)$ as

$$U_X(\gamma)(\{\alpha_i\}) := \{\gamma^* \alpha_i\}.$$  

(16)

Then $(H_X, \rho_X, U_X)$ defined in this way is a very ample $(X, \Gamma)$-module.

**Example 1.7.** Let $(X, g)$ be an oriented Riemannian manifold such that $\text{dim}(X)$ is even. Let us consider the Hodge star operator $\star$. Then we can define the chirality operator $\tau$ as $\tau^\alpha := i^n/2 \star$ if $n$ is even and $\tau^\alpha := i^{n+1}/2 \star$ otherwise. We have that $\tau$ defines, for each $p$ in $X$, an involution $\tau_p : \Lambda^p_p(X) \longrightarrow \Lambda^p_p(X)$ where $\Lambda^p_p(X)$ is the fiber in $p$ of the complexified of the exterior bundle of $X$.

Let us denote by $V_{\pm}$ as the bundles whose fibers are the $\pm 1$-eigenspaces of $\tau_p$. Let us define the Hilbert space $L^2(V_{\pm})$ as the closure of the space of compactly
supported section $\Gamma_c(M, V_\pm)$ respect to the bundle metric induced by the Riemannian metric $g$.

We obtain an orthogonal splitting $L^2(M) = L^2(V_+) \oplus L^2(V_-)$.

Let us define the vector space

$$H_X := \bigoplus_{i \in \mathbb{Z}_{<0}} L^2(V_-) \oplus \bigoplus_{i \in \mathbb{N}} L^2(V_+).$$

(17)

An element in $H_X$ is a sequence $\{\alpha_i\}$ indexed by $i \in \mathbb{Z}$ of $\alpha_i \in L^2(V_-)$ if $i < 0$ and $\alpha_i \in L^2(V_+)$ if $i > 0$ such that

$$\sum_{i \in \mathbb{Z}} ||\alpha_i||^2_{L^2(X)} < +\infty.$$

(18)

Consider, moreover the representation $\rho_X : C^\infty_0(X) \to B(H_X)$ defined for each $\phi$ in $C^\infty_0(X)$ as

$$\rho_X(\phi)(\{\alpha_i\}) := \{\phi \cdot \alpha_i\}$$

(19)

and, given a subgroup $\Gamma$ of isometries of $X$, let $U : \Gamma \to B(H_X)$ be

$$U_X(\gamma)(\{\alpha_i\}) := \{\gamma^* \alpha_i\}.$$

(20)

Then we have that $(H_X, \rho_X, U_X)$ is a very ample $(X, \Gamma)$-module.

**Definition 1.10.** Let us consider a coarse space $X$ and let $(H, U, \rho)$ be a $\Gamma$-equivariant $X$-module. Then an operator $T$ in $B(H)$ is **pseudo-local** if for all $f$ in $C^\infty_0(X)$ we have that $[\rho(f), T]$ is a compact operator.

**Definition 1.11.** An operator $T \in B(H)$ is **locally compact** if $T \rho(f)$ and $\rho(f)T$ are compact operators for all $f \in C^\infty_0(X)$.

Fix a coarse space $X$ and a $\Gamma$-equivariant $X$-module $(H, U, \rho)$. We can define the following algebras.

**Definition 1.12.** The algebra $D^*_{c, \rho}(X, H)$ is given by

$$\{T \in B(H) | T \text{ is pseudo-local and controlled } \}.$$

(21)

**Definition 1.13.** We denote by $C^*_{c, \rho}(X)$ the algebra

$$\{T \in D^*_{c, \rho}(X, H) | T \text{ is locally compact } \}.$$

(22)

**Definition 1.14.** Let $X$ be a coarse space, $(H, U, \rho)$ a $\Gamma$-equivariant $X$-module. Then we will denote by $D^*_{c, \rho}(X, H)^\Gamma$ and $C^*_{c, \rho}(X, H)^\Gamma$ the operators of $D^*_{c, \rho}(X, H)$ and $C^*_{c, \rho}(X, H)$ which commute with the action of $\Gamma$ on $H$. 


Definition 1.15. The $\mathcal{C}^*$-algebras $D^*_\rho(X, H)$, $C^*_\rho(X, H)$, $D^*_{c,\rho}(X, H)$, and $C^*_{c,\rho}(X, H)$ are the closure in $B(H)$, of $D^*_\rho(X, H)$, $C^*_\rho(X, H)$, $D^*_{c,\rho}(X, H)$, and $C^*_{c,\rho}(X, H)$. The algebra $D^*_\rho(X, H)$ will be called structure algebra and $C^*_\rho(X, H)$ will be called coarse algebra or Roe algebra.

We have that $C^*_\rho(X, H)$ is an ideal of $D^*_\rho(X, H)$ and so the following sequence

$$
0 \longrightarrow C^*_\rho(X, H) \longrightarrow D^*_\rho(X, H) \longrightarrow D^*_{c,\rho}(X, H) \longrightarrow 0
$$

is exact.

Remark 2. Let us consider a Riemannian manifold $(X, g)$ and let $\Gamma$ be a subgroup of isometries of $X$. In particular, if $X$ is connected, consider on $(X, g)$ the coarse metric structure. If $X = M \sqcup N$ and there is a uniform homotopy equivalence $f : M \rightarrow N$ consider the coarse structure defined in Example 1.2. Let us consider the $(X, \Gamma)$-modules defined in Example 1.5 and 1.6. Observe that $B(\mathcal{L}^2(X))$ can be embedded in $B(H_X)$ in the following way: for each $A$ in $B(\mathcal{L}^2(X))$, we define $\hat{A} \in B(H_X)$ as follow

$$
\hat{A}(\{\alpha_i\}) := \{\beta_j\}
$$

where $\beta_j = 0$ if $j \neq 0$ and $\beta_0 := A\alpha_0$.

We have that if $A$ is in $C^*_\rho(X, \mathcal{L}^2(X))$ then $\hat{A}$ is in $C^*_\rho(X, H_X)$. Moreover if $A$ is in $D^*_\rho(X, \mathcal{L}^2(X))$ then $\hat{A}$ is in $D^*_{c,\rho}(X, H_X)$. In the following sections, with a little abuse of notation, we will denote $\hat{A}$ by $A$.

Remark 3. Let $(X, g)$ be a Riemannian manifold and $\Gamma$ be a subgroup of isometries of $X$. Let us suppose $\text{dim}(X)$ is even. Again if $X$ is connected we consider the metric coarse structure on $X$, if $X = M \sqcup N$ and there is a uniform-homotopy equivalence $f : M \rightarrow N$ we consider the coarse structure defined in Example 1.2.

Fix on $X$ the $(X, \Gamma)$-modules defined in Example 1.5 and in Example 1.7. Let $A$ be an operator in $B(\mathcal{L}^2(X))$ such that $A(\mathcal{L}^2(V_+)) \subseteq \mathcal{L}^2(V_-)$. Let us define the operator $\tilde{A}$ as the operator

$$
\tilde{A}(\{\alpha_i\}) := \{\beta_j\}
$$

where $\beta_j := \alpha_{j+1}$ if $j \neq -1$ and $\beta_{-1} := A(\alpha_0)$. Then if $A$ is in $D^*_\rho(X, \mathcal{L}^2(X))$ then $\tilde{A}$ is in $D^*_{c,\rho}(X, H_X)$. Moreover we also have that if $A$ and $B$ are operators in $D^*_{c,\rho}(X, \mathcal{L}^2(X))$ such that $A - B$ are in $C^*_\rho(X, \mathcal{L}^2(X))$, then we have that also $\tilde{A} - \tilde{B}$, which is the operator

$$
[\tilde{A} - \tilde{B}](\{\alpha_i\}) := \{\beta_j\}
$$
where $\beta_j = 0$ if $j \neq -1$ and $\beta_{-1} = (A - B)\alpha_0$, is in $C^*_{\rho_X}(X, H_X)^\Gamma$.
Moreover we also have that
\[
||\tilde{A} - \tilde{B}|| = ||A - B||. \tag{27}
\]
In the following sections, with a little abuse of notation, we will denote $\tilde{A}$ with $A$.

**Notation 1.1.** Given a Riemannian manifold $(X, g)$, if we write $C^*(X)^\Gamma$ or $D^*(X)^\Gamma$ without specify $H$ and $\rho$, we are considering $H$, $\rho$ and $\Gamma$ as in Example 1.5.

Moreover, if $X = M \sqcup N$, as in Example 1.2, then the coarse structure depends on $f$. Thus, for this reason, we will denote its algebras by $C_f^*(M \sqcup N)^\Gamma$ and by $D_f(M \sqcup N)^\Gamma$.

### 1.3 Coarse maps

The following definitions and properties can be found in [6] in Chapter 6.

**Definition 1.16.** Let $X_1$ and $X_2$ be coarse spaces. A function $q : X_1 \longrightarrow X_2$ is called a **coarse map** if

- whenever $p$ and $p'$ are close maps into $X_1$, then so are the composition $q \circ p$ and $q \circ p'$,
- for every bounded (in the coarse sense of Definition 4.2) subset $B \subseteq X_2$ we have that $q^{-1}(B)$ is a bounded subset.

**Remark 4.** If $(X_i, g_i)$ are manifolds of bounded geometry with the metric coarse structure, then a uniform map $f : (X_1, g_1) \longrightarrow (X_2, g_2)$ is a coarse maps. In order to prove this fact it is sufficient to prove that for each $R > 0$ and $p \in M$ there exist a number $S > 0$ and a $q \in N$ such that
\[
f(B_R(p)) \subseteq B_S(q). \tag{28}
\]
Consider a $R$-ball on $X_1$ and fix $\epsilon$ and $\delta$ two $X_i$-small numbers such that
\[
d(x, y) < \delta \implies d(f(x), f(y)) \leq \epsilon. \tag{29}
\]
Observe that $B_R(p)$ can be covered by a finite number $K$ of balls of radius $\delta$. We can prove this fact adapting the proof of Proposition 2.16 of [3] and observing that, since the Bishop-Gromov inequality, there is a global bound on the Volume of a $(R + \delta)$-ball on a manifold of bounded geometry.

Then we have that $f(B_R(p))$ is contained in $\bigcup_{i=0 \ldots K} B_{\epsilon}(q_i)$ and since it is
connected we obtain that
\[
diam(f(B_R(p))) \leq K \cdot 2\epsilon =: S
\] (30)

and so this means that there is a \( q \) in \( X_2 \) such that (28) is satisfied. Moreover also the inclusion maps \( j_i : X_i \to X_1 \sqcup X_2 \) are coarse maps.

Our next step is to introduce a morphism between the structure algebras of coarse spaces related to a coarse map.

**Definition 1.17.** Let \( X \) and \( Y \) be proper separable coarse spaces and suppose that \( C_0(X) \) and \( C_0(Y) \) are non-degenerately represented on Hilbert spaces \( H_X \) and \( H_Y \). Consider a coarse map \( q : X \to Y \). A bounded operator \( V : H_X \to H_Y \) coarsely covers \( q \) if the maps \( \pi_1 \) and \( q \circ \pi_2 \) from \( \text{supp}(V) \subseteq X \times Y \) to \( Y \) are close.

**Remark 5.** As showed in Remark 6.3.10 of [6], if \( f_0 \) and \( f_1 \) are close maps and \( V \) coarsely covers \( f_0 \), then it also coarsely covers \( f_1 \).

**Definition 1.18.** Let \( X \) and \( Y \) be coarse spaces, let \( \rho_X : C_0(X) \to B(H_X) \) and \( \rho_Y : C_0(Y) \to B(H_Y) \) be ample representations on separable Hilbert spaces, and let \( \phi : U \to Y \) be a continuous proper map defined on an open subset \( U \subseteq X \). An isometry \( V : H_X \to H_Y \) topologically covers \( \phi \) if for every \( f \in C_0(Y) \) there is a compact operator \( K \) such that in \( B(H_Y) \)
\[
\rho_Y(f) = V \rho_X(\phi^*(f)) V^* + K.
\] (31)

An isometry \( V \) which analytically and topologically covers a map \( \phi \) then it uniformly covers \( \phi \).

Let us recall the Proposition 2.13 of [14]

**Proposition 1.1.** Let \( H_X \) be an ample \((X, \Gamma)\)-module and let \( H_Y \) be a very ample \((Y, \Gamma)\)-module. Then every equivariant uniform map \( \phi : X \to Y \) is uniformly covered by an equivariant isometry \( V : H_X \to H_Y \).

As consequence of this fact we can prove the following Lemma.

**Lemma 1.2.** Let \( X \) and \( Y \) be proper separable coarse spaces and fix \( \Gamma \) a group. Let us consider a \( \Gamma \)-equivariant continuous coarse map \( \phi : X \to Y \) and consider an equivariant isometry \( V : H_X \to H_Y \) which uniformly covers \( \phi \). Then the map
\[
\text{Ad}_V : D_\rho^*(X, H_X)^\Gamma \to D_\rho^*(Y, H_Y)^\Gamma
\]
\[
T \to VT V^*
\] (32)
is well defined, maps \( C^*_\rho(X, H_X)^\Gamma \) in \( C^*_\rho(Y, H_Y)^\Gamma \). Moreover the induced morphisms between the \( K \)-theory groups don’t depend on the choice of \( V \).

Proof Let us start by proving that \( Ad_V(T) \) is in \( D^*_\rho(Y, H_Y)^\Gamma \). In Lemma 6.3.11 of [6], the authors prove that if \( T \) is a controlled operator, then \( Ad_V(T) \) is controlled. Moreover, since \( T \) and \( V \) are both \( \Gamma \)-equivariant, also \( Ad_V(T) \) is \( \Gamma \)-equivariant. Then we just have to prove that, given \( f \) in \( C_0(Y) \), then

\[
[\rho_Y(f), VTV^*]
\]

is a compact operator. Observe that since \( V \) topologically covers \( \phi \), then

\[
\rho_Y(f) = V \rho_X(\phi^*(f)) V^* + K,
\]

where \( K \) is a compact operator. This means that

\[
[\rho_Y(f), VTV^*] = [V\rho_X(\phi^*(f)), VTV^*] + [K, VTV^*]
\]

\[
= V[\phi^*(f), T] V^* + [K, VTV^*],
\]

which is a compact operator.

That \( Ad_V \) maps \( C^*_\rho(X, H_X)^\Gamma \) in \( C^*_\rho(Y, H_Y)^\Gamma \) is proved in Lemma 6.3.11 of [6]. The \( \Gamma \)-equivariance, again, follows by the \( \Gamma \)-equivariance of \( V \).

Since Proposition 6.3.12 of [6], we have that the morphisms induced between \( K_* (C^*_\rho(X, H_X)^\Gamma) \) and \( K_* (C^*_\rho(Y, H_Y)^\Gamma) \) don’t depend on the choice of \( V \). Applying the same arguments used in the proof of Lemma 5.4.2. of [6], we obtain that the same holds for the morphisms between \( K_* (D^*_\rho(X, H_X)^\Gamma) \) and \( K_* (D^*_\rho(Y, H_Y)^\Gamma) \). Let us consider, indeed, a projection (or a unitary) \( T \) in \( D^*_\rho(X, H_X)^\Gamma \) and consider two isometries \( V_1 \) and \( V_2 \) that uniformly cover \( f \). Consider the matrices

\[
V_1 := \begin{bmatrix} V_1 TV_1^* & 0 \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad V_2 := \begin{bmatrix} 0 & 0 \\ 0 & V_2 TV_2^* \end{bmatrix}
\]

(36)

if \( T \) is a projection and

\[
V_1 := \begin{bmatrix} V_1 TV_1^* & 0 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad V_2 := \begin{bmatrix} 1 & 0 \\ 0 & V_2 TV_2^* \end{bmatrix}
\]

(37)

if \( T \) is a unitary. Observe that if we define the matrix

\[
C := \begin{bmatrix} 0 & V_1 V_2^* \\ V_2 V_1^* & 0 \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \cdot \begin{bmatrix} V_1 V_2^* & 0 \\ 0 & V_2 V_1^* \end{bmatrix}
\]

(38)

then, we have that

\[
V_1 = CV_2 C^*
\]

(39)

and each entry of \( C \) is an isometry of \( D^*_\rho(Y, H_Y)^\Gamma \). As consequence of Lemma 4.1.10 of [6], we have that there is a continuous curve of unitary elements connecting \( C \) and the matrix

\[
\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]

(40)

Let us define the matrix \( W_2 \) as

\[
W_2 := \begin{bmatrix} V_2 TV_2^* & 0 \\ 0 & 0 \end{bmatrix}
\]

(41)

if \( T \) is a projection and

\[
W_2 := \begin{bmatrix} V_2 TV_2^* & 0 \\ 0 & 1 \end{bmatrix}
\]

(42)
if $T$ is a unitary. As consequence of Lemma 4.1.10 there is a continuous curve of projection (or unitary) connecting $\mathcal{V}_1$ and $\mathcal{W}_2$. Then we conclude observing that

$$[A_{\mathcal{V}_1}T] = [\mathcal{V}_1] = [\mathcal{W}_2] = [A_{\mathcal{V}_2}T].$$

(43)

□

**Definition 1.19.** Consider two coarse spaces $X$ and $Y$ and let $(H_X, U_X, \rho_X)$ and $(H_Y, U_Y, \rho_Y)$ be a $(X, \Gamma)$-module and a $(Y, \Gamma)$-module. Suppose that $(H_X, U_X, \rho_X)$ and $(H_Y, U_Y, \rho_Y)$ are very ample. Then if $f: X \longrightarrow Y$ is a $\Gamma$-equivariant continuous coarse map, then

$$f_* : K_n(C^*(X)^\Gamma) \longrightarrow K_n(C^*(Y)^\Gamma)$$

(44)

is defined as the morphism induced by $Ad_V$ in K-Theory. We will use the same notation to denote the maps induced by $Ad_V$ between the K-theory groups of $D^*(\cdot)^\Gamma$ and $C^*(\cdot)^\Gamma$.

**Remark 6.** Because of Examples 1.6 and 1.7, we know that if $X$ is a coarse metric space or if $X = M \sqcup N$ and it has the coarse structure defined in Example 1.2, then it admits a very ample $(X, \Gamma)$-module. Then we have that if $f$ is a coarse map between coarse spaces endowed with one of these two coarse structures, then there is a well-defined map $f_*$ in K-theory.

**Remark 7.** If we have two continuous coarse maps $f: X \longrightarrow Y$ and $g: Y \longrightarrow Z$, an isometry $V : H_X \longrightarrow H_Y$ which uniformly covers $f$ and an isometry $W : H_Y \longrightarrow H_Z$ then $W \circ V$ uniformly covers $g \circ f$. This fact implies that

$$f \longrightarrow f_*$$

(45)

respect the functorial properties.

Consider a coarse map $f: X \longrightarrow Y$ between coarse spaces. As proved in Lemma 6.3.11 of [6], to induce a map between the coarse algebras it is sufficient that the isometry $V$ coarsely covers $f$. Moreover, as we said in Remark 5, if $f$ and $g : X \longrightarrow Y$ are close maps, then $V$ coarsely covers $f$ if and only if it coarsely covers $g$.

We already know, because of Example 1.1, that if $f$ and $g : (M,g) \longrightarrow (N,h)$ are two uniform homotopic maps between connected Riemannian manifolds, then they are close. This means that we have

$$f \sim_\Gamma g \implies f_* = g_*.$$

(46)

where $f_*, g_* : K_n(C^*(X)^\Gamma) \longrightarrow K_n(C^*(Y)^\Gamma)$.

Then the following Proposition holds.

**Proposition 1.3.** Consider $(M, g)$ and $(N, h)$ two Riemannian manifolds. If they are uniform-homotopy equivalent, then

$$K_n(C^*(M)^\Gamma) \cong K_n(C^*(N)^\Gamma).$$

(47)
1.4 Roe Index of the signature operator

Consider \((M,g)\) a connected, oriented and complete Riemannian manifold.

**Definition 1.20.** Let us denote by \(d\) the closed extension in \(\mathcal{L}^2(M)\) of exterior derivative operator and by \(\tau\) the chirality operator on \((M,g)\). The **signature operator** \(D_M : \text{dom}(d) \cap \text{dom}(d^*) \subset \mathcal{L}^2(M) \rightarrow \mathcal{L}^2(M)\) is the operator defined as

\[
D_M := d + d^* = d - \tau d\tau.
\]

\((48)\)

if \(\dim(M)\) is even and as

\[
D_M := \tau d + d\tau
\]

\((49)\)

if \(\dim(M)\) is odd.

Fix a group \(\Gamma\) of isometries on \((M,g)\). Our goal, in this subsection, is to define a class in \(K_*(C^*(M)^\Gamma)\) related to \(D_M\). We will call this class the **Roe index** of \(D_M\).

**Definition 1.21.** Let \(\chi : \mathbb{R} \rightarrow \mathbb{R}\) be a smooth map. Then \(\chi\) is a **chopping function** if it is odd, \(\lim_{x \to +\infty} \chi = 1\) and \(\lim_{x \to -\infty} \chi = -1\).

Then, since \(D_M\) is selfadjoint, the operator

\[
\chi(D_M) \in B(\mathcal{L}^2(M))
\]

\((50)\)

is well-defined. In particular, we have that \(\chi(D_M)\) is in \(D^*(M)^\Gamma\) (see \([13]\)).

Let us denote by \(C_0(\mathbb{R})\) the vector space of continuous functions \(h : \mathbb{R} \rightarrow \mathbb{R}\) such that \(\lim_{t \to \pm \infty} h(t) = 0\).

Because of Proposition 3.6 \([13]\), if \(h\) is a function in \(C_0(\mathbb{R})\), then \(h(D_M) \in C^*(M)^\Gamma\). Then, if \(\chi_1\) and \(\chi_2\) are two chopping functions, we have that \(\chi_1 - \chi_2(D_M) \in C^*(M)^\Gamma\). This means that, given a chopping function \(\chi\), the operator

\[
\chi(D_M) \in \frac{D^*(M)^\Gamma}{C^*(M)^\Gamma}
\]

\((51)\)

doesn’t depend on the choice of \(\chi\). Moreover, since \(\chi^2 - 1 \in C_0(\mathbb{R})\), we also have that \(\chi(D_M)\) is an involution of \(\frac{D^*(M)^\Gamma}{C^*(M)^\Gamma}\).

Let us suppose that \(\dim(M)\) is odd and consider

\[
\frac{1}{2}(\chi(D_M) + 1) \in \frac{D^*(M)^\Gamma}{C^*(M)^\Gamma}.
\]

\((52)\)

This is a projection.

Let us suppose \(\dim(M)\) is even. We have that \(D_M\) anti-commute with
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the chirality operator $\tau$. Then, considering the orthogonal splitting $\mathcal{L}^2(M) = \mathcal{L}^2(V_{+1}) \oplus \mathcal{L}^2(V_{-1})$, we have that $D_M$ can be written as

$$D_M = \begin{bmatrix} 0 & D_{M-} \\ D_{M+} & 0 \end{bmatrix}. \quad (53)$$

We have that

$$\chi(D_M) = \begin{bmatrix} 0 & \chi(D_M)_- \\ \chi(D_M)_+ & 0 \end{bmatrix}. \quad (54)$$

Since $\chi(M)$ is a self-adjoint involution, then it is a unitary operator. The same holds also for $\chi(D_M)_+$ and $\chi(D_M)_-$. Consider $(H_M, \rho_M, U_M)$ the $(M, \Gamma)$-module defined in Example 1.7: we have that

$$H_M = \ldots \mathcal{L}^2(V_{-1}) \oplus \mathcal{L}^2(V_{-1}) \oplus \mathcal{L}^2(V_{+1}) \oplus \mathcal{L}^2(V_{-1}) \oplus \mathcal{L}^2(V_{-1}) \ldots \quad (55)$$

and, because of Remark 3, we can see $\chi(D_M)_+$ as a bounded operator on $H_M$ defined for each $\{\alpha_j\}$ in $H_M$ as $\beta_i = \alpha_{i+1}$ if $i \neq -1$ and as $\beta_{-1} = \chi(D_M)_+(\alpha_0)$. Then we can see $\chi(D_M)_+$ as an unitary operator in

$$\frac{D^*_{\rho_M}(M, H_M)^\Gamma}{C^*_{\rho_M}(M, H_M)^\Gamma}. \quad (56)$$

**Definition 1.22.** The **fundamental class** of $D_M$ is $[D_M] \in K_{n+1}(\frac{D^*(M)^\Gamma}{C^*(M)^\Gamma})$, given by

$$[D_M] := \begin{cases} \frac{1}{2}(\chi(D_M) + 1) & \text{if } n \text{ is odd}, \\ [\chi(D_M)_+] & \text{if } n \text{ is even}. \end{cases} \quad (57)$$

**Remark 8.** The definition of fundamental class in the even case is well-given: we are considering the $(M, \Gamma)$-module defined in Example 1.7 (remember that the K-theory groups of Roe algebra, structure algebra and their quotient don’t depend on the Hilbert space or the representation).

**Definition 1.23.** The **Roe index** of $D_M$ is the class

$$\text{Ind}_{\text{Roe}}(D_M) := \delta[D_M] \quad (58)$$

in $K_n(C^*(M)^\Gamma)$, where $\delta$ the connecting homomorphism in the K-Theory sequence.

**Remark 9.** The definition of Roe index in the even case is coherent with the definition 12.3.5. given in [6]. Indeed as the authors show in the proof of Proposition 12.3.7., our fundamental class is the image of the Kasparov class $[D] \in K_p(M)$ under Paschke duality.
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2 Smoothing operators

Definition 2.1. Consider two complete Riemannian manifolds \((M,g)\) and \((N,h)\). Let us denote by \(pr_N\) the projection \(pr_N : M \times N \rightarrow N\) and by \(pr_M\) the projection on the first component. Let us define the bundle on \(M \times N\) given by
\[
\Lambda^*(M) \boxtimes \Lambda(N) := pr_M^*(\Lambda^*(M)) \otimes pr_N^*(\Lambda(N)),
\] (59)
where \(\Lambda(N)\) is the dual bundle of \(\Lambda^*(N)\).

Definition 2.2. An operator \(A : \text{dom}(A) \subseteq L^2(N) \rightarrow L^2(M)\) is a smoothing operator if there is a section \(K\) of the fiber bundle \(\Lambda^*(M) \boxtimes \Lambda(N)\) such that, for \(\alpha \in \text{dom}(A) \cap \Omega^*(N)\) and for almost all \(p \in M\) we have that
\[
A(\alpha)(p) := \int_N K(p,q)\alpha(q)d\mu_N.\] (60)

Remark 10. Given two coordinate charts \(\{U,x^s\}\) on \(M\) and \(\{V,y^l\}\) on \(N\), we have that a smooth section of \(\Lambda^*(M) \boxtimes \Lambda(N)\) is locally given by
\[
f(p,q)^L_S dx^S \otimes \frac{\partial}{\partial y^L},\] (61)
where \(S = (s_1, ..., s_m)\) and \(L = (l_1, ..., l_n)\) are multi-index, \(dx^S = dx^{s_1} \wedge ... \wedge dx^{s_m}\), \(\frac{\partial}{\partial y^L} = \frac{\partial}{\partial y^{l_1}} \wedge ... \wedge \frac{\partial}{\partial y^{l_n}}\) and \(f(p,q)^L_S\) is a function in \(C^\infty(U \times V)\).

Remark 11. We know that for all \(p \in M\) and for all \(q \in N\) we have that \(\Lambda^*_p(M)\) and \(\Lambda_q(N)\) have a norm induced by their metrics (indeed the norm on \(\Lambda_q(N)\) is equal to the dual norm of \(\Lambda^*_q(N)\)). We have that for all \(k \in \Lambda^*_p(M) \boxtimes \Lambda(N)\) there are some \(\beta_{i,p} \in \Lambda^*_p(M)\) and some \(\gamma_{i,q} \in \Lambda(N)\) such that
\[
k = \sum_i \beta_{i,p} \otimes \gamma_{i,q}.\] (62)
Then, imposing for all \(\beta_{p} \in \Lambda^*_p(M)\) and for all \(\gamma_{q} \in \Lambda_q(N)\) that
\[
|\beta_{p} \otimes \gamma_{q}| := |\beta_{p}|_{\Lambda^*_p(M)} \cdot |\gamma_{q}|_{\Lambda_q(N)},\] (63)
we can induce a norm on \(\Lambda^*_p(M) \boxtimes \Lambda(N)\). Moreover, if the \(\beta_{i,p}\) and the \(\gamma_{i,q}\) are choosen such that for all \(i \neq j\)
\[
\langle \beta_{i,p}, \beta_{j,p} \rangle_{\Lambda^*_p(M)} = \langle \gamma_{i,q}, \gamma_{j,q} \rangle_{\Lambda_q(N)} = 0,\] (64)
then we have that
\[
|k|^2 = \sum_i |\beta_{i,p}|^2 \cdot |\gamma_{i,q}|^2.\] (65)
Consider a smooth kernel of an integral operator $K$ and a differential form $\alpha$ in $\Omega^*(N)$. Then, for each point $(p, q)$ we have that

$$K(p, q)\alpha(q) = \sum_i \gamma_{i, q}(\alpha(q))\beta_{i, p}$$

and so

$$|K(p, q)\alpha(q)|^2 = \sum_i |\gamma_{i, q}(\alpha(q))|^2|\beta_{i, p}|^2$$

$$\leq \sum_i |\beta_{i, p}|^2|\gamma_{i, q}(\alpha(q))|^2$$

$$\leq \left(\sum_i |\beta_{i, p}|^2|\gamma_{i, q}(\alpha(q))|^2\right)|\alpha(q)|^2$$

$$= |K(p, q)|^2|\alpha(q)|^2.$$  

**Definition 2.3.** Let us consider two Riemannian manifolds $(N, h)$ and $(M, g)$ and let $A : \text{dom}(A)\mathcal{L}^2(N) \to \mathcal{L}^2(M)$ be an integral operator with kernel $K$. We have that $A$ is an integral operator with **compactly supported** kernel if the support of $K$ as section of $\Lambda^*(M) \boxtimes \Lambda(N)$ is compact.

**Remark** 12. Smoothing operators with compactly supported kernels are compact operators.

**Definition 2.4.** Consider $N$ and $M$ two Riemannian manifolds. Let $A : \mathcal{L}^2(N) \to \mathcal{L}^2(M)$ be a smoothing operator with kernel $K$. We say that $A$ has **uniformly bounded support** if there is $R \geq 0$ such that for all $q \in N$ and for all $p \in M$ we have that

$$\text{diam}(\text{supp}(K(\cdot, q))) \leq R$$

and

$$\text{diam}(\text{supp}(K(p, \cdot))) \leq R.$$  

**Proposition 2.1.** Let $(N, n)$ and $(M, m)$ be two Riemannian manifolds of bounded geometry. Let $A : \text{dom}(A)\mathcal{L}^2(N) \to \mathcal{L}^2(M)$ be an integral operator with kernel $K$. If $A$ has uniformly bounded support with constant $Q$ and

$$\sup_{(p, q) \in M \times N} |K(p, q)| < L,$$

then the operator $A$ is bounded.

**Proof** Consider a smooth form $\alpha$ in $\mathcal{L}^2(N)$. We have that

$$||A(\alpha)||^2 = \int_M |\int_N K(p, q)\alpha(q)d\mu_N|^2d\mu_M.$$  

(71)
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Step 1. Fix \( p \) in \( M \). Since \( A \) is right-uniformly bounded, then there is a \( S \geq 0 \) such that, for each fixed \( p \) in \( M \), there is a ball \( B_S(q_p) \subset N \) such that

\[
K(\tilde{p}, q)\alpha(q) = 0
\]

if \( \tilde{p} \) is not in \( B_S(q_p) \).

For each fixed \( p \) consider the measure \( \mu_p \) on \( B_S(q_p) \) defined for each \( \mu_N \)-measurable set as

\[
\mu_p(B) := \frac{\mu_N(B)}{\mu_N(B_S(q_p))}. \tag{73}
\]

Observe \( B_S(q_p) \) is a probability space. Let us define the map

\[
F_p : B_S(q_p) \to \Lambda^*_p(M) \quad q \mapsto \mu_N(B_S(q_p)) \cdot K(p, q)\alpha(q) \tag{74}
\]

Consider the map

\[
\phi_p : \Lambda^*_p(M) \cong \mathbb{R}^{2n} \to \mathbb{R} \\
v_p \mapsto |v_p|^2. \tag{75}
\]

Then we can apply the Multivariate Jensen inequality \([2]\) to \( \phi \). Considering on \( B_S(q_p) \) the measure \( \mu_p \) we obtain

\[
\phi_p\left( \int_{B_S(q_p)} F_p d\mu_p \right) \leq \int_{B_S(q_p)} \phi_p(F_p) d\mu_p \tag{76}
\]

Observe that the left-hand part of (76) is

\[
\phi_p\left( \int_{B_S(q_p)} F_p d\mu_p \right) = \left( \int_{B_S(q_p)} K(p, q)\alpha(q) \frac{\mu_N(B_S(q_p))}{\mu_N(B_S(q_p))} d\mu_N \right)^2 \tag{77}
\]

The right-hand of (76) is

\[
\int_{B_S(q_p)} \phi_p(F_p) d\mu_p = \int_{B_S(q_p)} \frac{\mu_N(B_S(q_p))}{\mu_N(B_S(q_p))} |K(p, q)\alpha(q)|^2 d\mu_N \\
= \mu_N(B_S(q_p)) \int_{B_S(q_p)} |K(p, q)\alpha(q)|^2 d\mu_N \tag{78}
\]

Then we have that

\[
|\int_N K(p, q)\alpha(q) d\mu_N|^2 \leq C \cdot \int_N |K(p, q)\alpha(q)|^2 d\mu_N. \tag{79}
\]

And so we conclude the first step.

Step 2. Observe that

\[
|K(p, q)\alpha(q)|^2 \leq |K(p, q)|^2 |\alpha(q)|^2. \tag{80}
\]
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We proved in Remark 11. Then we have that

\[ ||A(\alpha)||^2 = \int_M \int_N |K(p, q)\alpha(q)|^2 d\mu_N d\mu_M \]
\[ \leq C \cdot \int_M \int_N |K(p, q)|^2 \cdot |\alpha(q)|^2 d\mu_N d\mu_M \]
\[ \leq C \cdot \int_N \int_M |K(p, q)|^2 \cdot |\alpha(q)|^2 d\mu_M d\mu_N \]
\[ \leq C \cdot \int_M (\int_N |K(p, q)|^2 d\mu_M |\alpha(q)|^2 d\mu_N). \]  

Observe that, since \( A \) has uniformly bounded support and since \( M \) has bounded geometry, then exists a real number \( L \)

\[ \mu_M(\text{supp}(K(\cdot, q))) \leq V\text{ol}(B_L(q)) \leq R \]  

Moreover if \( |K(p, q)|^2 \leq L \), we have that for all \( q \) in \( N \)

\[ \int_M |K(p, q)|^2 d\mu_M \leq C_S L^2 \leq R \]  

Then we have that

\[ ||A(\alpha)||^2 \leq C \cdot R \int_N |\alpha(q)|^2 d\mu_N \leq CR ||\alpha||. \]  

□

Lemma 2.2. Let \( A : \text{dom}(A) \subseteq L^2(N) \rightarrow L^2(M) \) be a smoothing operator with uniformly bounded support. Then given a multi-index \( I \) and given an index \( l \), we will denote by \( J_l \) the multi-index defined as \( J_l := (j_1, \ldots, j_n, l) \).

We have that \( dA \) is also a smoothing operator and if the kernel of \( A \) is locally given by

\[ K(x, y) = K^I_J(x, y)dx^I \otimes \frac{\partial}{\partial y^I} \tag{85} \]

then \( dA \) is an integral operator and its kernel is locally given by

\[ d_M K^I_S := |_{loc} \left( \sum_{J_l=S} \frac{\partial}{\partial x^{J_l}} K^I_J(x, y))dx^S \otimes \frac{\partial}{\partial y^I} \right) \tag{86} \]

Proof It is a direct computation. Calculations can be found in Lemma D.04 [16].

□

Remark 13. Observe that the support of the kernel of \( dA \) is strictly contained in the support of the kernel of \( A \). This means that if \( A \) has uniformly bounded support, then also \( dA \) has uniformly bounded support.

Moreover if \( A \) is a smoothing operator which kernel \( K \) has uniformly bounded support and if in normal coordinates there is a uniform bound

\[ |\frac{\partial}{\partial x^j} K^I_J(x, y)| \leq C, \]  

then \( dA \) is a bounded operator.
3 Operators between manifolds of bounded geometry

3.1 The operator \( y \)

Let us consider two manifolds of bounded geometry \((M, g)\) and \((N, h)\) and let \(\delta \leq \text{inj}(N)\). Consider a smooth, uniformly proper lipschitz map \(f : (M, g) \to (N, h)\). Recall that in Lemma 3.3 of [15], we introduced a uniformly proper R.-N.-lipschitz submersion \(p_f : (f^*(T^\delta N), g_S) \to (N, h)\) such that \(p_f(0_{v_p}) = f(p)\). The metric \(g_S\) is the Sasaki metric induced by \(g, f^*\nabla^{LC}_h\) and the metric bundle \(f^*h\). Definitions of R.-N.-lipschitz and Sasaki metric can be found in [15] (definitions 2.6 and 3.1). For our ends it is important to know that the pullback of a R.N.-lipschitz map does induce a morphism between the \(L^2\)-spaces. Indeed in general a uniform map \(f\) doesn’t induce a \(L^2\)-bounded pullback. In [15] we introduced, for each smooth, uniformly proper lipschitz map \(f : (M, g) \to (N, h)\), the \(L^2\)-bounded operator \(T_f : L^2(N) \to L^2(M)\) defined for each \(\alpha\) as \(T_f^\alpha = \int_{B_{\delta}} p_{f,\alpha}^{*}\omega\), where \(B_{\delta}\) is the fiber of \(f^*(T^\delta N)\) and \(\omega\) is a specific Thom form of \(f^*TN\). This operator plays as \(L^2\)-bounded version of the pullback of \(f\) and it induces a functor in \(L^2\)-cohomology.

**Lemma 3.1.** Let \(f : (M, g) \to (N, h)\) be a smooth, uniformly proper, lipschitz homotopy equivalence between two complete oriented Riemannian manifolds. Let us consider the bundle\(^2\)

\[
\begin{align*}
\dot{f}^*(TN)_{1} \oplus \dot{f}^*(TN)_{2} & \to M \tag{88}
\end{align*}
\]

and consider \(\mathcal{B} \subset \dot{f}^*(TN)_{1} \oplus \dot{f}^*(TN)_{2}\) given by

\[
\begin{align*}
\mathcal{B} = \{(v_{f_1(p)}, v_{f_2(p)}) \in \dot{f}^*(TN)_{1} \oplus \dot{f}^*(TN)_{2} | |v_{f_1(p)}| \leq \delta, |v_{f_2(p)}| \leq \delta\} \tag{89}
\end{align*}
\]

where \(\delta\) is the radius of injectivity of \(N\). Let us define on \(\dot{f}^*(TN)_{1} \oplus \dot{f}^*(TN)_{2}\) the Sasaki metric. Then we consider on \(\mathcal{B}\) the metric induced by \(g_S\).

Consider for \(i = 1, 2\) the projections

\[
\begin{align*}
pr_i : \mathcal{B} & \to \dot{f}^*(T^\delta N)_{i} \tag{90}
\end{align*}
\]

and let \(p_{f,i}\) be the maps \(p_{f,i} = p_f \circ pr_i\). Then \(p_{f,i}^*\) induce a \(L^2\)-bounded map and there is a \(L^2\)-bounded operator \(y_0\) such that

\[
\begin{align*}
p_{f,1}^* - p_{f,2}^* = dy_0 + y_0d. \tag{91}
\end{align*}
\]

for all smooth forms in \(L^2(N)\).

---

\(^2\)We use the numbers 1 and 2 just to distinguish the first and the second summands.
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Proof. Observe that $p_{f,1}^* = pr_i^* \circ p_f^*$. We have that $pr_i$ is a lipschitz submersion with Fiber Volume equal to the volume of a $\delta$-euclidean ball in each point $(p,t)$. Then it is a R.-N.-lipschitz map. Moreover, as we proved in Lemma 3.3 of [15], we have that $f$ is uniformly proper smooth lipschitz map and so $p_f$ is R.-N.-lipschitz. Then since composition of R.-N.-lipschitz maps is R.-N.-lipschitz (Proposition 2.5 of [15]), we can conclude that $p_{f,1}^*$ is R.-N.-lipschitz and so its pullback is a $\mathcal{L}^2$-bounded operator.

In order to prove the second point we need a lipschitz homotopy $H$ between $p_{f,0}$ and $p_{f,1}$ such that $H^*$ is a $\mathcal{L}^2$-continuous map: then the assertion will be proved considering

$$y_0 := \int_{0,\mathcal{L}}^1 \circ H^*.$$  

Let us define the map $a : B_1^\delta \times B_2^\delta \times [0,1] \to B^\delta$ as

$$a(t_1, t_2, s) = t_1(1-s) + st_2.$$  

where $B^\delta$ and $B_i^\delta$ are euclidean balls of radius $\delta$ in $\mathbb{R}^n$.

Now, since $B^\delta$ and $[0,1]$ are compact spaces, we have that $a$ is a lipschitz surjective submersion with bounded Fiber Volume. Indeed we know that the Fiber Volume of a submersion is continuous on the image of the submersion. Then $a$ is a R.-N.-lipschitz map.

Let us define the map $A : \mathcal{B} \times [0,1] \to f^*T^\delta N$ as

$$A(v_{f(p),1}, v_{f(p),2}, s) := v_{f(p),1} \cdot (1-s) + s \cdot v_{f(p),2}$$

and consider the homotopy $H : \mathcal{B} \times [0,1] \to N$ defined as

$$H(v_{f(p),1}, v_{f(p),2}, s) = p_f \circ A(v_{f(p),1}, v_{f(p),2}, s).$$

Observe that $A$ is a lipschitz map and the Fiber Volume of $A$ has the same bound of the Fiber Volume of $a$. Then $H$ is an R.N.-lipschitz map because it is composition of R.-N.-lipschitz maps (Proposition 2.5 of [15]). This means that $H^*$ is a $\mathcal{L}^2$-bounded operator. So, in particular, since $\int_{0,\mathcal{L}}^1$ is a $\mathcal{L}^2$-bounded operator, also the composition

$$y_0 := \int_{0,\mathcal{L}}^1 \circ H^*$$

is a $\mathcal{L}^2$-bounded operator.

Observe that $H^*(\Omega^*_N(N)) \subset (\Omega^*(f^*(T^\delta N_1) \oplus f^*(T^\delta N_2) \times [0,1]))$. Since $d$ and $H^*$ commute for all smooth forms in $\mathcal{L}^2$, we can apply Corollary 2.3 of [15], and so the formula

$$p_{f,1}^* \alpha - p_{f,2}^* \alpha = dy_0 \alpha + y_0 d\alpha.$$  

holds for every $\alpha$ in $\text{dom}(d)$. \hfill $\square$

Lemma 3.2. Consider an oriented manifold $(N,h)$ of bounded geometry. Consider $p_{id} : T^\delta N \to N$ the submersion related to the identity map defined in Lemma 3.3 of [15]. Consider a Thom form $\omega$ of the bundle $\pi : TN \to N$, where $\pi(v_p) = p$, such that $\text{supp}(\omega) \subset T^\delta N$. Then for all $q$ in $N$ we have that

$$\int_{F_q} \omega = 1$$

where $F_q$ is the fiber of $p_{id}$.
Proof For all \(q\) in \(\mathbb{N}\) the fiber \(F_q\) is an oriented compact submanifold with boundary. The same also holds for \(B_q^\delta\) which is the fiber of the projection \(\pi : T^\delta N \to N\) defined as \(\pi(v_q) := q\).

Let us consider the map \(H : T^\delta N \times [0, 1] \to N\) defined as
\[
H(v_p, s) = p_{id}(s \cdot v_p).
\]
(99)

Since \(H\) is a proper submersion, we have that the fiber along \(H\) given by \(F_{H,q}\) is submanifold of \(T^\delta N \times [0, 1]\). Its boundary, in particular is
\[
\partial F_{H,q} = B_q^\delta \times \{0\} \cup F_q \times \{1\} \cup A
\]
(100)
where \(A\) is contained in
\[
S_q^\delta := \{v_p \in TN||v_p| = \delta\}.
\]
(101)

Then we have that, if \(\omega\) is a Thom form of \(TN\) whose support is contained in \(T^\delta N\), then
\[
0 = \int_{F_{H,q}} d\omega = d \int_{F_{H,q}} \omega + \int_{\partial F_{H,q}} \omega.
\]
(102)

Observe that \(\omega\) is a \(k\)-form and \(dim(F_{H,q}) = k + 1\). Then the first integral on the right side of (102) is 0. Moreover, we obtain that \(\omega\) is null on \(A\), and so
\[
\int_A \omega = 0.
\]
(103)

Then, since (102), we have that
\[
0 = \mp \int_{B_q^\delta} \omega \pm \int_{F_q} \omega.
\]
(104)

and we conclude. \(\square\)

Lemma 3.3. Consider a fiber bundle \(p : (M, g) \to (N, h)\) where \(p\) is a \(R.N.-\) lipschitz map. Denote by \(p_*\) the operator of integration along the fibers of \(p\). Then if \((p_*)^*\) is the adjoint of \(p_*\) and \(\tau_M\) and \(\tau_N\) are the chiral operators of \(M\) and \(N\), we have that
\[
(p_*)^* = \tau_M \circ p^* \circ \tau_N.
\]
(105)

Moreover, if \(e\omega(\alpha) := \alpha \wedge \omega\), then we have that
\[
(e\omega)^* \alpha = (-1)^{deg(\alpha) \cdot n} e\omega \alpha.
\]
(106)

Proof It follows since the Projection Formula and a direct computation. See Proposition 1.3.13. of [16] for a proof of (105). \(\square\)

Proposition 3.4. Let \(f : (M, g) \to (N, h)\) be a smooth, uniformly proper, lipschitz homotopy equivalence between two manifolds of bounded geometry which maintains the orientation. Then there is a bounded operator \(y\) such that\(^3\)

\[^3\text{We have that if } X \text{ and } Y \text{ are two Riemannian manifolds and } A : \mathcal{L}^2(X) \to \mathcal{L}^2(Y) \text{ is a } \mathcal{L}^2\text{-bounded operator, then } A^\dagger = \tau_X \circ A^* \circ \tau_Y.\]
Uniform homotopy invariance of Roe Index of the signature operator

- \( y(\text{dom}(d_{\min})) \subseteq \text{dom}(d_{\min}) \),
- on \( \text{dom}(d_{\min}) \)
  \[
  1 - T_f^\dagger T_f = dy + yd,
  \]
- \( y^\dagger = y \).

**Proof** Let us consider two smooth \( \mathcal{L}^2 \)-forms \( \alpha \) and \( \beta \) on \( N \). First of all we will consider the case in which \( \alpha \) and \( \beta \) are both \( \mathcal{L}^2 \)-smooth \( j \)-forms for some natural number \( j \).

Let us consider the fiber bundle \( B := f^*(T^\delta N)_1 \oplus f^*(T^\delta N)_2 \) with the metric defined in Lemma 3.1. We denote, moreover with \( B^1_2 \) and with \( B^2_2 \) the fibers of \( f^*(T^\delta N)_1 \) and \( f^*(T^\delta N)_2 \).

Using that \( (T_f^\dagger)^* = (\tau T^*_f \tau)^* \) and that \( \tau \) is self-adjoint, we obtain

\[
\langle T_f^\dagger T_f \alpha, \beta \rangle = \langle T_f \alpha, \tau T_f \tau \beta \rangle
\]

\[
= \int_M \left( \int_{B^2_2} p^*_f,2 \alpha \wedge \omega_2 \right) \wedge \left( \int_{B^1_2} p^*_f,1 \tau \beta \wedge \omega_1 \right)
\]

\[
= \int_{f^*(T^\delta N)_1} \left( \int_{B^2_2} p^*_f,2 \alpha \wedge \omega_2 \right) \wedge \left( \int_{B^1_2} p^*_f,1 \tau \beta \wedge \omega_1 \right)
\]

\[
= (-1)^{(n+j)} \int_{f^*(T^\delta N)_1} p^*_f,1 \tau \beta \wedge \omega_1 \wedge \left( \int_{B^2_2} p^*_f,2 \alpha \wedge \omega_2 \right) \quad (107)
\]

\[
= (-1)^{(n+j)} \int_{B^1_2} p^*_f,1 \tau \beta \wedge \omega_1 \wedge p^*_f,2 \alpha \wedge \omega_2
\]

\[
= (-1)^{(n+j)} (-1)^{(n+j)} \int_{B} p^*_f,2 \alpha \wedge p^*_f,1 \tau \beta \wedge \omega_1 \wedge \omega_2
\]

Consider the identity we proved in Lemma 3.1

\[
p^*_f,2 = p^*_f,1 + dy_0 + y_0 d.
\]

We obtain

\[
\langle T_f^\dagger T_f \alpha, \beta \rangle = \int_{f^*(TN)_1} p^*_f,1 (\alpha \wedge \tau \beta) \wedge \omega_1
\]

\[
+ \int_B (dy_0 + y_0 d) \alpha \wedge \omega_1 \wedge p^*_f,2 \tau \beta \wedge \omega_2. \quad (108)
\]

Since \( \alpha \wedge \tau \beta \wedge \omega_1 \) is a top-degree form, then its closed and, in particular, the first integral can be written as

\[
\int_{f^*(TN)_1} p^*_f,1 (\alpha \wedge \tau \beta) \wedge \omega_1 = \int_{f^*(TN)_1} (f, \text{id}_{B^1_2})^* p^*_f,1 (\alpha \wedge \tau \beta) \wedge \omega_1
\]

\[
= \int_{TN} p^*_f,1 (\alpha \wedge \tau \beta) \wedge \omega_1
\]

\[
= \int_N (\int_F \omega_1) \alpha \wedge \tau \beta
\]

\[
= \int_N \alpha \wedge \tau \beta
\]

\[
= \langle 1(\alpha), \beta \rangle,
\]
where $F$ is the fiber of $p_{id}$.

Consider the second integral: let us denote by $pr_1 : B \to f^*TN_2$ the projection $(v_{f_1(p)}, v_{f_2(p)}) \to v_{f_2(p)}$. We have that

$$\int_B (dy_0 + y_0 d)\alpha \wedge p_{f,2}^*\tau_\beta \wedge \omega_1 \wedge \omega_2$$

$$= (-1)^j(n-j) \int_B p_{f,2}^*\tau_\beta \wedge (dy_0 + y_0 d)\alpha \wedge \omega_1 \wedge \omega_2$$

$$= (-1)^j(n-j) \int_N \tau_\beta \wedge \{ \int_{B_1} (dy_0 + y_0 d)\alpha \wedge \omega_1 \wedge \omega_2 \}$$

$$= ((d \circ Y \alpha + Y \circ d)\alpha, \beta)$$

where

$$Y := p_{f,2} \circ e_{\omega_2} \circ pr_{1,*} \circ e_{\omega_1} \circ y_0$$

$$= p_{f,2} \circ e_{\omega_2} \circ pr_{1,*} \circ e_{\omega_1} \circ \int_{0,\mathcal{L}}^1 \circ H^*.$$ (113)

Let us assume that $\alpha$ is a $j$-form and $\beta$ is a $r$-form with $j \neq r$, we have that

$$\langle T_j^\dagger T_j \alpha, \beta \rangle = ((-1 + dY + Yd)(\alpha), \beta) = 0.$$ (114)

Indeed $[-1 + dY + Yd]d\alpha$ is a $j$-form if $\alpha$ is a $j$-form.

Since proposition 3.2 of [15], we have that $pr_{1,*}$ is a $\mathcal{L}^2$-bounded operator. Moreover we also have that $p_{f,2,*} \circ e_{\omega_2} \circ e_{\omega_1}$ are $\mathcal{L}^2$-bounded. Then, using Lemma 3.1, we conclude that $Y$ is a $\mathcal{L}^2$-bounded operator.

Consider $y := \frac{Y + Y^\dagger}{2}$. Then we have that $y$ is an $\mathcal{L}^2$-bounded operator such that $y^\dagger = y$. Observe that since $Y$, on $\Omega^a(N) \cap \mathcal{L}^2(N)$ satisfies the equality (107), then also $y$ satisfies it. We still have to prove that $y(dom(d_{min})) \subset dom(d_{min})$: using this fact the proof of the equality (107) for every $\alpha$ in $dom(d_{min})$ will be immediate. Since Proposition 2.2. of [15], in order to to prove $y(dom(d_{min})) \subset dom(d_{min})$, it is sufficient to prove that $y(\Omega^a_*(N)) \subset \Omega^a_*(N)$. Observe that if $\beta$ is in $\Omega^a_*(N)$ the $Y\beta$ is in $\Omega^a_*(N)$ since $f$ is a proper map. Moreover we also have that $Y^\dagger \beta$ is in $\Omega^a_*(N)$, indeed we have that

$$Y^\dagger \beta = (-1)^n H^* \circ pr_B^* \circ e_{\omega_1} \circ pr_2^* \circ e_{\omega_2} \circ p_{f,2,*} \tau_\beta.$$ (115)

Then we obtain that $y(\Omega^a_*(N)) \subset \Omega^a_*(N)$ and this concludes the proof. \hfill $\square$

**Lemma 3.5.** Let $(M, g)$ be an orientable Riemannian manifold and let $\Gamma$ be a group of isometries which preserve the orientation. Let $A$ un operator on $\mathcal{L}^2(M)$. If $A$ commute with $\Gamma$, then

$$A^\dagger \Gamma = \Gamma A^\dagger$$

and

$$A^* \Gamma = \Gamma A^*.$$ (116)

**Corollary 3.6.** If there exists a group $\Gamma$ of isometries which commute with $f$, then also $y$ commute with $\gamma$ for all $\gamma$ in $\Gamma$.

### 3.2 $T_f$ as smoothing operator

**Proposition 3.7.** Consider $f : (M, g) \to (N, h)$ a smooth and lipschitz uniform homotopy equivalence between manifolds of bounded geometry. Then the operator $T_f$ is a smoothing operator.
Proof We divide the proof in two steps: in the first one we will show that for all smooth forms $\alpha$ in $\mathcal{L}^2(N)$ we have that

$$T_f \alpha(p) = \int_N K(p,q)\alpha(q) d\mu_N$$

(117)

with $K(p,q) \in \Lambda^*(M) \boxtimes \Lambda(N)_{(p,q)}$. In the second one we will prove that the section $K$ is smooth.

1. The proof of the first step is similar to the proof given by Vito Zenobi in his Ph.D. thesis [18].

Let us denote the following maps as follows

- $p_f : f^*\delta N \longrightarrow N$ the submersion related to $f$,
- $t_f : f^*\delta N \longrightarrow M \times N$ is the map $t := (\pi, p_f)$,
- $\pi : f^*TN \longrightarrow M$ is the projection of the bundle $f^*TN$,
- $pr_M$ and $pr_N$ the projections of $M \times N$ over $M$ and $N$.

We proved, in Lemma 4.1 of [15], that $t_f$ is a diffeomorphism on its image, so, in particular, it is a submersion and the integration along the fibers of $t_f$ is the pullback along $t_f^{-1} : im(t_f) \longrightarrow f^*\delta N$.

Observe that $p_f = pr_N \circ t_f$ and $\pi = pr_M \circ t_f$. Consider a smooth form $\alpha$ in $\mathcal{L}^2(N)$. Applying the Projection Formula, we obtain that

$$T_f \alpha = \pi_* \circ e_\omega \circ p_f^* \alpha$$

$$= pr_M, * \circ t_f, * \circ e_\omega \circ t_f^* \circ pr_N^* \alpha$$

(118)

where $t_f, * \omega$ is the form $t_f^{-1} \omega$ on $im(t_f) \subset M \times N$ and $0$ in $im(t_f)^c$. Since $supp(\omega)$ is contained in $f^*\delta_1 N$ where $\delta_1 < \delta$, then $t_f, * \omega$ is a well-defined, smooth form.

Observe that the Hodge star operator $*_N$ on $N$ induces a bundle endomorphism on $\Lambda^*(M \times N)$ imposing that, for each couple of orthonormal frames $\{W^j\}$ of $\Lambda^* M$ and $\{e^j\}$ of $\Lambda^* N$, we have

$$*_N (pr_M^* W^I \wedge pr_N^* \epsilon^j(p,q)) := pr_M^* W^I \wedge (*_N \epsilon^j)(p,q)$$

(119)

Consider $\Lambda^{*,k}(M \times N)$ the subbundle of $\Lambda^*(M \times N)$ given by the forms which are $k$-forms with respect to $N$. Observe that

$$\Lambda^*(M \times N) = \bigoplus_{k \in \mathbb{N}} \Lambda^{*,k}(M \times N).$$

(120)

Let us denote by $n$ the dimension of $N$. We can define the bundle morphism

$$B : \Lambda^*(M \times N) \longrightarrow \Lambda^{*,0}(M \times N) = pr_M^* (\Lambda^* M)$$

(121)

which is

$$B(\alpha_{(p,q)}) := *_N \alpha_{(p,q)}$$

(122)

if $\alpha_{(p,q)} \in \Lambda^{*,m}(M \times N)_{(p,q)}$ and it is zero if $\alpha_{(p,q)}$ is in $\Lambda^{*,q}(M \times N)_{(p,q)}$ where $q \neq n$.

Then we have that for each

$$T_f \alpha(p) = pr_M, * \circ e_{t_f, *} \omega \circ pr_N^* \alpha(p)$$

$$= \int_N B \circ e_{t_f, *} \omega(\alpha)(p,q) d\mu_N$$

(123)
Let us define, for each \((p,q)\) in \(M \times N\) the operators

\[
E_{\omega,p,q} : \text{pr}^*_{N}(\Lambda^*N)(p,q) \rightarrow \Lambda^*(M \times N)(p,q)
\]

and

\[
B_{p,q} : \Lambda^*(M \times N)(p,q) \rightarrow \text{pr}^*_{M}(\Lambda^*M)(p,q)
\]

Then the equation (123) can be read as

\[
T_f \alpha(p) = \int_N (B_{p,q} \circ E_{\omega,p,q}) \text{pr}^* \alpha(q) d\mu_N = \int_N K(p,q) \alpha(q) d\mu_N,
\]

where

\[
K(p,q) := B_{p,q} \circ E_{\omega,p,q} : \text{pr}^*_{N}(\Lambda^*N)(p,q) \rightarrow \text{pr}^*_{M}(\Lambda^*M)(p,q)
\]

is, for each \((p,q)\) in \(M \times N\) an element of \(\Lambda^*M \boxtimes \Lambda N\).

2. In order to prove that \(K\) is a smooth section of \(\Lambda^*M \boxtimes \Lambda N\) it is sufficient to show that, in local coordinates \(\{x^i, y^j\}\), the kernel \(K\) has the form

\[
K(x,y) = K^I_J(x,y) dx^I \boxtimes \frac{\partial}{\partial y^J}
\]

where \(K^I_J\) are smooth functions.

Let us fix some normal coordinates \(\{x, y\}\) on \(M \times N\). We have that

\[
t_f,\omega(x,y) = \beta_{IR}(x,y) dx^I \wedge dy^R
\]

for some smooth functions \(\beta_{IR}\) and that \(\alpha\) has the form

\[
\alpha(y) = \alpha_J(y) dy^J.
\]

Let us denote by \(\frac{\partial}{\partial x^I} = \frac{\partial}{\partial x^{i_1}} \wedge \ldots \wedge \frac{\partial}{\partial x^{i_k}}\), the dual of \(dx^I\). Let \(J^c\) be the multindex such that, up to double switches, \((J, J^c)\) is the index \((1, \ldots, n)\). We have that

\[
K^I_J(x,y) = K(\frac{\partial}{\partial x^I}, dy^J)
\]

\[
= [B_{x,y}(\beta_{LR}(x,y) dx^L \wedge dy^R \wedge dy^J)](\frac{\partial}{\partial x^I})
\]

\[
= [\beta_{LJ^c}(x,y) dx^I](\frac{\partial}{\partial x^I})
\]

\[
= \beta_{IJ^c}(x,y).
\]

This fact implies that if \(K\) in local coordinates has the form

\[
K(x,y) = \beta_{IJ^c}(x,y) dx^I \boxtimes \frac{\partial}{\partial y^J}
\]

and so the kernel \(K\) is smooth. \(\square\)

3.3 Some operators in \(C_f^*(M \sqcup N)\Gamma\)

In this section we consider operators between \(L^2(M)\) and \(L^2(N)\) as operators in \(L^2(M \sqcup N)\) extended by zero outside their original domains.

**Proposition 3.8.** The operator \(T_f\) is in \(C_f^*(M \sqcup N)\Gamma\).
Uniform homotopy invariance of Roe Index of the signature operator

Proof Observe that
\[ \text{supp}(T_f) \subseteq \{(x, x') \in M \times N | B^\delta_x \cap p_f^{-1}(x') \neq \emptyset\} \]  \hspace{1cm} (133)
where \( B^\delta_x \) is the fiber of \( \pi : f^*TN \to M \).
So, if \( \psi \) and \( \phi \) are two compactly supported functions on \( N \) and \( M \) respectively we have that
\[ \text{supp}(\psi T_f \phi) \subseteq \pi^{-1}(\text{supp}(\psi)) \cap p_f^{-1}(\text{supp}(\phi)). \]  \hspace{1cm} (134)
And so
\[ d(\pi^{-1}(\text{supp}(\psi)), p_f^{-1}(\text{supp}(\phi))) > 0 \implies \psi T_f \phi = 0. \]  \hspace{1cm} (135)

Now, if \( t \in p_f(\pi^{-1}(\text{supp}(\psi))) \) then \( t = p_f(s, q) \) for some \((s, q)\). Then we have
\[ d(t, f(\text{supp}(\psi))) \leq d(p_f(s, q), p_f(0)) \leq C_{p_f} d((s, q), (s, 0)) \leq C_{p_f}. \]  \hspace{1cm} (136)
Let \( R > C_{p_f} \). We have that
\[ d(f(\text{supp}(\psi)), \text{supp}(\phi)) > R \implies d(p_f(\pi^{-1}(\text{supp}(\psi))), \text{supp}(\phi)) > 0 \implies d(\pi^{-1}(\text{supp}(\psi)), p_f^{-1}(\text{supp}(\phi))) > 0 \implies \psi T_f \phi = 0. \]  \hspace{1cm} (137)
It means that \( T_f \) has propagation less or equal to \( C_{p_f} \). Moreover if \( \phi \) has compact support then \( T_f \phi \) and \( \phi T_f \) are integral operator with smooth, compactly supported kernel. Then, in particular they are compact.
Since the \( \Gamma \)-invariance of \( T_f \) it follows that \( T_f \) is in \( C^*_f(M \sqcup N)^\Gamma \). \( \square \)

Corollary 3.9. Since \( T_f \) is in \( C^*_f(M \sqcup N)^\Gamma \), then also \( T_f^\dagger \), \( \tau T_f \tau \) and \( \tau T_f^\dagger \tau \) are in \( C^*_f(M \sqcup N)^\Gamma \).

Proof It is sufficient to observe that \( \tau \) is in \( D^*_f(M \sqcup N)^\Gamma \) and that, since \( C^*_f(M \sqcup N)^\Gamma \) is a \( C^* \)-algebra, if \( T_f \) is in \( C^*_f(M \sqcup N)^\Gamma \) then \( T_f^\dagger \) is in \( C^*_f(M \sqcup N)^\Gamma \). \( \square \)

Proposition 3.10. The operator \( y \) is a \( \Gamma \)-equivariant operator with finite propagation. Moreover the operators \( T_f y, y T_f, T_f^\dagger y, y T_f^\dagger \) are all operators in \( C^*_f(M \sqcup N)^\Gamma \).

Proof Let us consider the operator \( Y \) in Lemma 3.2. If we show that \( Y \) is an operator with finite propagation, then one can check that the same holds for \( Y^\dagger \) and for \( y := \frac{Y + Y^\dagger}{2} \).

First, we have to observe that
\[ Y := p_{f, 2^*} \circ e_\omega \circ e_{\alpha} \circ p_{1, 1^*} \circ \int_{0, L} H^* \]  \hspace{1cm} (138)
where \( H \) is the homotopy defined in Lemma 3.1. Then its pullback is given by
\[ H^* = A^* \circ p_{1, 1^*} \circ p_{f, 2^*}. \]  \hspace{1cm} (139)

Let \( \alpha \) be a compactly supported differential forms on \( N \).
Since the formula (1.170) in Corollary 1.5.2 in [16], we have that
\[ \text{supp}(p_{f, 2^*} \alpha) = p_{f, 2^*}(\text{supp}(\alpha)) \subseteq \pi_2^{-1}(f^{-1}(B_1(\text{supp}(\alpha)))), \]  \hspace{1cm} (140)
where $\pi_2 : f^*(T^\delta N)_2 \longrightarrow M$ is the projection of the fiber bundle and where $B_1(supp(\alpha))$ is the 1-neighborhood of $supp(\alpha)$. This means that
\[ supp(pr_{1,*} \circ e_{\omega_2} \circ e_{\omega_1} \circ \int_{0_L} \circ H^*(\alpha)) \subseteq \pi_2^{-1}(f^{-1}(B_1(supp(\alpha)))). \] (141)
and, in particular
\[ supp(Y(\alpha)) \subseteq p_{f,2}(\pi_2^{-1}(f^{-1}(B_1(supp(\alpha))))) \] (142)
Moreover, if $(x, t)$ is in $\pi_2^{-1}(f^{-1}(B_1(supp(\alpha))))$, then
\[ d(p_f(x, t), B_1(supp(\alpha)) \leq C_{p_f} \] (143)
where $C_{p_f}$ is the lipschitz constant of $p_f$. Indeed it is sufficient to observe that
\[ p_f(x, 0) = f(x) \subseteq B_1(supp(\alpha)) \] (144)
and
\[ d(p_f(x, 1), p_f(x, 0)) \leq C_{p_f}d((x, 0), (x, 1)) = C_{p_f}. \] (145)
Then we have that if $\phi$ and $\psi$ are two functions on $N$ with
\[ d(supp(\phi), supp(\psi)) > C_{p_f} + 1 \Rightarrow \phi Y \psi = 0. \] (146)

Now in order to conclude the proof it is sufficient to show that $T_fY$, $YT_f$, $T_f^\dagger Y$, $YT_f^\dagger$ are all operator in $C^*_f(M \sqcup N)^{\Gamma}$. We will start by studying $T_f Y$.

We know that $Y$ and $T_f$ are bounded operator which have both finite propagation, so also $T_f Y$ is a bounded operator with finite propagation.

Moreover if $g$ is a function on $M \sqcup N$ with compact support than we have that $gT_f$ is a compact operator since $T_f$ is in $C^*_f(M \sqcup N)^{\Gamma}$ and son $gT_f Y$ is compact.

Now let us consider $T_f Y g$: now we know that for all $\alpha$ we have that
\[ supp(Y g(\alpha)) \subseteq B_1(supp(g)). \] (147)
This means that, if $\phi$ is a compactly supported function such that $\phi \equiv 1$ on $B_1(supp(g))$, then we have that
\[ T_f Y g = T_f \phi Y g. \] (148)
Observe that $T_f \phi$ is a compact operator. Then also holds for $T_f Y g$. This means that $T_f Y$ is in $C_f(M \sqcup N)^{\Gamma}$. Exactly in the same way one can check that $YT_f$, $T_f^\dagger Y$, $YT_f^\dagger$ are operator in $C^*_f(M \sqcup N)^{\Gamma}$. \[ \square \]

Remark 14. Let us consider the kernel $K$ of $T_f$. Let us fix some local normal coordinates $\{x, y\}$ on $M \times N$. Since Proposition 3.7, we know that outside $im(t_f)$ the kernel is identically 0. Moreover, inside $im(t_f)$, we have that, the kernel is locally given by
\[ K_f^I(x, y) = \beta_{I,f^*}(x, y), \] (149)
where the functions $\beta_{I,f^*}(x, y)$ are the components of the pullback of the Thom form $\omega$ along the map $t_f^{-1} : im(t_f) \subset M \times N \longrightarrow f^*TN$. 
Let us recall that, respect to some fibered coordinates \( \{x^i, y^j\} \) on \( f^* T^\delta N \), the components of the Thom form \( \omega \) are algebraic combinations of pullback of components of the metric \( h \) on \( N \) and of Christoffel symbols of the Levi-Civita connection \( \nabla^E \) along the map \( f \) and derivatives of \( f \) (see subsection 4.2 of [15]). This means that if \( f \) is a \( C^k_b \)-map the local components of \( \omega \) and their derivatives of order \( k \) are uniformly bounded only.

Moreover we also know, because Lemma 3.3 [15], that if \( f \) is a \( C^k_b \)-map for each \( k \) in \( \mathbb{N} \), then also \( p_f \) and, in particular, \( t_f \) have uniformly bounded derivatives of each order.

Let us suppose that \( t_f \) has bounded derivatives of order \( k \). Then we know that \( t_f \) is a diffeomorphism with its image. This fact, using also the inverse function Theorem, implies that \( t_f^{-1} \) (up to consider \( \delta \leq inj(N) \) small enough) has bounded derivatives of order 0, 1, ... \( k \).

The bounds on the components of \( \omega \) and on the derivatives of \( t_f^{-1} \) imply that if \( f \) is a \( C^k_b \) map, then the components of the kernel \( K \) of \( T_f \) in normal coordinates have bounded derivatives of order 0, 1, ... \( k \).

**Proposition 3.11.** Let \((M,g)\) and \((N,h)\) be two Riemannian manifolds of bounded geometry. Let \( f : M \to N \) be a smooth and lipshitz uniform homotopy equivalence. Then we have that \( T_f \) and \( dT_f = T_f d \) have uniformly bounded support (definition in Section 2). Moreover if \( f \) is a \( C^2_b \)-map, then \( dT_f \) is a bounded operator.

**Proof** We will first show that \( T_f \) has uniformly bounded supported kernel \( K \). Since \( supp(d_M K) \subseteq supp(K) \) it will follow immediately that also \( dT_f \) has uniformly bounded supported kernel.

We know, since Proposition 3.7 that \( K(p,q) = 0 \) if \( (p,q) \) is not in \( im(t_f) \), where \( t_f = (\pi, p_f) \).

Fix \( p \), a point of \( M \). Observe that if \( q \) is not in \( p_f(B^\delta_p) \), then \( (p,q) \notin im(t_f) \) and so \( K(p,q) = 0 \). We know, since \( p_f \) is lipschitz and \( diam(B^\delta) = 2\delta \), that

\[
diam(supp(K(p,\cdot))) \leq 2\delta C_{p_f}. \tag{150}
\]

Fix now \( q \) in \( N \). We have that, because of formula (1.170) in Corollary 1.5.2 of [16], that

\[
\pi(p_f^{-1}(q)) \subseteq B_1(f^{-1}(q)) \tag{151}
\]

and if \( p \) is not in \( B_1(f^{-1}(q)) \) then \( K(p,q) = 0 \). Then, since \( f \) is a uniform homotopy equivalence, then in particular we have that \( f \) is a uniformly proper map. This means that

\[
diam(f^{-1}(A)) \leq \alpha(diam(A)) \tag{152}
\]

for a function \( \alpha : [0, +\infty] \to [0, +\infty] \). Then we have that

\[
diam(supp(K(\cdot,q))) \leq \alpha(0) + 1. \tag{153}
\]
In order to conclude the proof we want to apply Proposition 2.1. In order to apply this Proposition we have to show that
\[ |\frac{\partial}{\partial x} K_f(x, y)| \leq C. \]
(154)
Because of Remark 14 and Remark 13 in Section 2 this fact imediately follows if \( f \) is a \( C^2 \)-map.

**Corollary 3.12.** The operators \( d_M T_f = T_f d_N, \ T^\dagger_f d_M = d_N T^\dagger_f, \ T_f y d_N, \ d_M T_f y, \ y T^\dagger_f d_M \ d_N y T^\dagger_f \) are all operators in \( C^*_f(M \sqcup N)^\Gamma \).

**Proof** Since \( d_M T_f = T_f d_N \) is a bounded integral operator with \( \text{supp}(d_M T_f) \subseteq \text{supp}(T_f) \) then \( d_M T_f \) has finite propagation. Moreover, since it has finite propagation we have that for all \( g \) in \( C_c(M \sqcup N) \) then \( d_M T_f g \) and \( g d T_f \) are smoothing operator with compact support and so are compact operators (Remark 12).

Observe that \( T^\dagger_f d_M = -T^\dagger_f d^\dagger_M = -(d_M T_f)^\dagger \) \hspace{1cm} (155)
and since \( d_M T_f \) is in \( C^*(M \sqcup N)^\Gamma \) we have that the same holds for \( T^\dagger_f d_M = d_N T^\dagger_f \).

Finally Observe that
\[ T_f y d_N = T_f (d_N y - 1 - T^\dagger_f T_f) \]
\[ = (T_f d_N)y - T_f - T_f T^\dagger_f T_f \]
(156)
which is a combination of operators in \( C^*_f(M \sqcup N)^\Gamma \). All the other combinations are in \( C^*_f(M \sqcup N)^\Gamma \) for the same argument.

\section{4 Uniform homotopy invariance}

### 4.1 The perturbed signature operator

Consider two oriented, connected, Riemannian manifolds \((M, g)\) and \((N, h)\) and fix a lipschitz homotopy equivalence \( f : (M, g) \rightarrow (N, h) \). Since \( f \) is a lipschitz homotopy equivalence, we have that \( \text{dim}(M) = \text{dim}(N) \). Consider \( \mathcal{L}^2(M \sqcup N) \cong \mathcal{L}^2(N) \oplus \mathcal{L}^2(M) \).

**Definition 4.1.** Let us define, for each \( z \) in \( N \), \( p(z) = 0 \) in \( z \) is even and \( p(z) = 1 \) otherwise. We denote by \( d_{M\sqcup N} \) the operator
\[ d_{M\sqcup N} := i^p(\text{dim}(M)) \begin{bmatrix} d_N & 0 \\ 0 & -d_M \end{bmatrix}. \]
(157)
if the dimensions are odd. Moreover we define the **Signature operator** as
\[ D_{M\sqcup N} := \begin{bmatrix} D_N & 0 \\ 0 & -D_M \end{bmatrix} \]
(158)
Let $\gamma : L^2(M \sqcup N) \to L^2(M \sqcup N)$ be the operator defined for all $\alpha$ as $\gamma(\alpha) := (-1)^{|\alpha|}$. We have that $\gamma^\dagger = -\gamma$.

Let us define $\begin{bmatrix} 1 & 0 \\ \beta T_f & 1 \end{bmatrix}$. We have that $R_\beta$ is $L^2$-invertible. Let $\tau$ be the chirality operator $\begin{bmatrix} \tau_N & 0 \\ 0 & -\tau_M \end{bmatrix}$. The operator $\gamma$ commutes with $\tau$ and with $d_{M \sqcup N}$.

Consider a real number $\alpha$: we define $L_{\alpha,\beta} := \begin{bmatrix} 1 - T_f^\dagger T_f & \beta(\gamma + \alpha y)T_f^\dagger \\ \beta T_f(-\gamma - \alpha y) & 1 \end{bmatrix}$. \hfill (159)

Moreover, if the dimension of $M$ is even, we will define the operator $\delta_\alpha$ as follow

$$\delta_\alpha := \begin{bmatrix} d_N & \alpha i T_f^\dagger \gamma \\ 0 & -d_M \end{bmatrix},$$ \hfill (160)

in the other case we have

$$\delta_\alpha := \begin{bmatrix} i \cdot d_N & -\alpha T_f^\dagger \gamma \\ 0 & -i \cdot d_M \end{bmatrix},$$ \hfill (161)

We have that $\delta_\alpha^2 = 0$. Since $d_{M \sqcup N}$ is a closed operator and $T^\dagger$ is bounded, then $\delta_\alpha$ is a closed operator with the same domain of $d_{M \sqcup N}$.

Observe that $L_{\alpha,\beta} d_{M \sqcup N} = d_{M \sqcup N} L_{\alpha,\beta}$, $L_{\alpha,\beta} \delta_\alpha = \pm \delta_\alpha^\dagger L_{\alpha,\beta}$ (we have a plus if $\text{dim}(M)$ is odd, a minus otherwise) and that $L_{\alpha,\beta}^\dagger = L_{\alpha,\beta}$. As consequence of this fact we have that $\tau L_{\alpha,\beta}$ is a self-adjoint operator.

Moreover we have that $R_\beta^\dagger R_\beta = L_{0,\beta}$, so $L_{0,\beta}$ is $L^2$-invertible if $\beta \neq 0$ and the same holds for $L_{\alpha,\beta}$ if $|\alpha|$ is small enough. In this case we have the following well-defined operator

$$S_{\alpha,\beta} := \frac{\tau L_{\alpha,\beta}}{|\tau L_{\alpha,\beta}|}. \hfill (162)$$

Observe that $S_{\alpha}$ is invertible (it is in particular an involution). We also have that $S_{\alpha}^\dagger = S_{\alpha}$.

Consider, now $U_{\alpha} := (|\tau L_{\alpha}|)^{\frac{1}{2}}$. Since $|\tau L_{\alpha}|$ is invertible, also $U_{\alpha}$ is invertible.

**Definition 4.2.** If the dimension of $M$ is even, we will call perturbed signature operator the operator

$$D_{\alpha,\beta} := U_{\alpha,\beta}(\delta_\alpha - S_{\alpha,\beta} \delta_\alpha S_{\alpha,\beta})U_{\alpha,\beta}^{-1}. \hfill (163)$$

if $M$ has dimension odd, we have that

$$D_{\alpha,\beta} := -i U_{\alpha,\beta}(S_{\alpha,\beta} \delta_\alpha + \delta_\alpha S_{\alpha,\beta})U_{\alpha,\beta}^{-1}. \hfill (164)$$
4.2 \( L^2 \)-invertibility of \( D_{\alpha,1} \)

**Lemma 4.1.** Let us consider two Riemannian manifolds of bounded geometry \((M,g)\) and \((N,h)\) and let \(f\) be a smooth and lipschitz uniform homotopy equivalence. Then we have that \( \ker(\delta_\alpha) = \im(\delta_\alpha) \) in \( \mathcal{L}^2(M \sqcup N) \).

**Proof** Since \( T_f d = d T_f \), we have that \( T_f \) gives a map between the complexes

\[
0 \xrightarrow{d_N} \ldots \xrightarrow{d_N} \text{dom}(d_N)^{k-1} \xrightarrow{d_N} \text{dom}(d_N)^k \xrightarrow{d_N} \text{dom}(d_N)^{k+1} \xrightarrow{d_N} \ldots
\]

and

\[
0 \xrightarrow{-d_M} \ldots \xrightarrow{-d_M} \text{dom}(d_M)^{k-1} \xrightarrow{-d_M} \text{dom}(d_M)^k \xrightarrow{-d_M} \text{dom}(d_M)^{k+1} \xrightarrow{-d_M} \ldots
\]

In particular, we have that \( \delta_\alpha \) is a mapping cone over these chains. Now, since \( T_f \) is an isomorphism in \( \mathcal{L}^2 \)-cohomology (Corollary 4.17 of [15]), this means that \( \delta_\alpha \) is acyclic, i.e.

\[
\ker(\delta_\alpha) = \im(\delta_\alpha).
\]

**Proposition 4.2.** The operator \( D_{\alpha,\beta} \) is injective if \( |\alpha| \) is small enough and \( \beta \neq 0 \).

**Proof** This is a direct computation. First we define a perturbed scalar product on \( \mathcal{L}^2(M \sqcup N) \) posing \( \langle \cdot, \cdot \rangle_{\alpha_1 \beta} := \langle \cdot, |\tau L_{\alpha_1 \beta}| \cdot \rangle \) where \( \langle \cdot, \cdot \rangle \) is the standard scalar product on \( \mathcal{L}^2(M \sqcup N) \). Second we prove that \(|\tau L_{\alpha_1 \beta}| \), \( \tau L_{\alpha_1 \beta} \) and \( S_{\alpha_1 \beta} \) are self-adjoint with respect \( \langle \cdot; \cdot \rangle_{\alpha_1 \beta} \). Then we prove that \( \delta_\alpha^* := \pm S_{\alpha_1 \beta} \delta_\alpha S_{\alpha_1 \beta} \) is the adjoint\(^4\) of \( \delta_\alpha \). Finally we conclude by proving that

\[
\hat{D}_{\alpha_1 \beta} := \delta_\alpha \pm \delta_\alpha^*
\]

is injective. Indeed \( \ker(\hat{D}_{\alpha_1 \beta}) = \ker(\delta_\alpha) \cap \ker(\delta_\alpha^*) = \{0\} \). The injectivity of \( D_{\alpha_1 \beta} \) immediately follows because it is composition of injective oprators. Calculations can be found in Proposition 2.3.2 of [16].

**Remark 15.** The operator \( D_{\alpha,\beta} \) is self-adjoint with respect to the standard scalar product. Indeed we have that the even perturbed signature operator is

\[
D_{\alpha,\beta} = U_{\alpha,\beta} \hat{D}_{\alpha,\beta} U_{\alpha,\beta}^{-1}.
\]

and the odd perturbed signature operator is

\[
D_{\alpha,\beta} = U_{\alpha,\beta} S_{\alpha,\beta} \hat{D}_{\alpha,\beta} U_{\alpha,\beta}^{-1}.
\]

We know that \( \hat{D}_{\alpha,\beta} \) is a self-adjoint operator respect to the scalar product \( \langle \cdot, \cdot \rangle_{\alpha,\beta} \). Then the self-adjointness of \( D_{\alpha,\beta} \) follows since a direct calculation and by using that \( U_{\alpha,\beta} = |\tau L_{\alpha,\beta}| U_{\alpha,\beta}^{-1} \) is self-adjoint.

\(^4\)we have a – if the dimension of \( M \) is even and a + otherwise
Proposition 4.3. The operator $D_{\alpha, \beta}$ is $L^2$-invertible if $\alpha$ is small enough and $\beta \neq 0$.

Proof Since $U_{\alpha, \beta}$ and $S_{\alpha, \beta}$ are $L^2$-invertible, it is sufficient to prove that $\hat{D}_{\alpha, \beta} := \delta_{\alpha} + \delta_{\alpha}^*$ is invertible.

Since $\hat{D}_{\alpha, \beta}$ is self-adjoint, its spectrum can be decomposed in essential spectrum given by the subset of $\lambda$s such that
\begin{equation}
\hat{D}_{\alpha, \beta} - \lambda I d
\end{equation}
is not a Fredholm operator and in discrete spectrum which is the subset given by the eigenvalues with finite multiplicity.

Since $\hat{D}_{\alpha, \beta}$ is injective, the zero can’t be in in discrete spectrum.

Now, using the Theorem 2.4. of [1] we have that, since $\delta_{\alpha}$ is acyclic, then zero can’t be in the essential spectrum of $\hat{D}_{\alpha, \beta}$. Then $\hat{D}_{\alpha, \beta}$ is invertible and the same holds for $D_{\alpha, \beta}$. \qed

4.3 The perturbation in $C^*_f(M \sqcup N)^\Gamma$

Proposition 4.4. The perturbation $D_{\alpha, \beta} - D$ is an operator of $C^*_f(M \sqcup N)^\Gamma$.

Proof Observe that
\begin{align}
D_{\alpha, \beta} - D &= U_{\alpha, \beta}(\delta_{\alpha} - S_{\alpha, \beta}\delta_{\alpha} S_{\alpha, \beta})U_{\alpha, \beta}^{-1} - d_{M \sqcup N} + \tau d_{M \sqcup N} \tau \\
&= U_{\alpha, \beta}(\delta_{\alpha} - d_{M \sqcup N})U_{\alpha, \beta}^{-1} + (U_{\alpha, \beta} d_{M \sqcup N} U_{\alpha, \beta}^{-1} - d_{M \sqcup N}) \\
&\quad + U_{\alpha, \beta}(S_{\alpha, \beta}\delta_{\alpha} S_{\alpha, \beta} - \tau d_{M \sqcup N} \tau)U_{\alpha, \beta}^{-1} + (U_{\alpha, \beta}(\tau d_{M \sqcup N} \tau)U_{\alpha, \beta}^{-1} - \tau d_{M \sqcup N} \tau).
\end{align}

We know that $\delta_{\alpha} - \delta = \alpha \bar{T}_f^1$ is in $C^*_f(M \sqcup N)^\Gamma$.

In the first step we show that $S_{\alpha, \beta} = \tau + H_{\alpha, \beta}$, $U_{\alpha, \beta} = 1 + G_{\alpha, \beta}$ and $U_{\alpha, \beta}^{-1} = 1 + K_{\alpha, \beta}$ where $H_{\alpha, \beta}, G_{\alpha, \beta}, K_{\alpha, \beta}$ are operators in $C^*_f(M \sqcup N)^\Gamma$.

In order to prove this first step we follow Proposition 2.1.11. of [18]. Observe that $L_{\alpha, \beta} = 1 + Q_{\alpha, \beta}$, with $Q_{\alpha, \beta}$ in $C^*_f(M \sqcup N)^\Gamma$.

This means that
\begin{equation}
|\tau L_{\alpha, \beta}| = \sqrt{1 + R_{\alpha, \beta}},
\end{equation}
where $R_{\alpha, \beta} = 2Q_{\alpha, \beta} + Q^2_{\alpha, \beta}$ in $C^*_f(M \sqcup N)^\Gamma$. Now, let us consider the complex function $g(z) := \sqrt{1 + z} - 1$. Since $g(0) = 0$, we have that
\begin{equation}
g(z) = az + zh(z)z
\end{equation}
where $h$ is a holomorphic function and $a$ is a number. Then we have that
\begin{equation}
|\tau L_{\alpha, \beta}| = 1 + g(R_{\alpha, \beta}) = 1 + V_{\alpha, \beta}
\end{equation}
with $V_{\alpha, \beta}$ in $C^*_f(M \sqcup N)^\Gamma$. Observe that
\begin{equation}
U_{\alpha, \beta} = \sqrt{|\tau L_{\alpha, \beta}|}
\end{equation}
Applying the same argument we obtain that
\begin{equation}
U_{\alpha, \beta} = 1 + G_{\alpha, \beta}.
\end{equation}
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where $G_{\alpha,\beta}$ is in $C^*_f(M \sqcup N)^\Gamma$. Observe the operator

$$Z_{\alpha,\beta} = |\tau L_{\alpha,\beta}|^{-1} - 1$$

(178)

is an operator of $D^*_f(M \sqcup N)^\Gamma$ since $|\tau L_{\alpha,\beta}|$ is in $D^*_f(M \sqcup N)^\Gamma$. In particular we have that

\[
\begin{aligned}
|\tau L_{\alpha,\beta}| \circ |\tau L_{\alpha,\beta}|^{-1} &= (1 + V_{\alpha,\beta})(1 + Z_{\alpha,\beta}) = 1 \\
|\tau L_{\alpha,\beta}|^{-1} \circ |\tau L_{\alpha,\beta}| &= (1 + Z_{\alpha,\beta})(1 + V_{\alpha,\beta}) = 1.
\end{aligned}
\]

(179)

and so we obtain that

$$Z_{\alpha,\beta} = -V_{\alpha,\beta} - V_{\alpha,\beta}Z_{\alpha,\beta} = -V_{\alpha,\beta} - Z_{\alpha,\beta}V_{\alpha,\beta}. \quad \text{(180)}$$

Then we have that $Z_{\alpha,\beta}$ is in $C^*_f(M \sqcup N)^\Gamma$.

Now, since $\Gamma$ is an operator of $D^*_f(M \sqcup N)^\Gamma$ and $\alpha, \beta$, then we have that $\Gamma \circ \Gamma = \Gamma$. Moreover we also have that

$$S_{\alpha,\beta} = \tau L_{\alpha,\beta} \tau L_{\alpha,\beta}^{-1} = \tau (1 + Q_{\alpha,\beta})(1 + Z_{\alpha,\beta}) = \tau + H_{\alpha,\beta},$$

(183)

where $H_{\alpha,\beta}$ is an operator in $C^*_f(M \sqcup N)^\Gamma$. This concludes the first step.

In the second step, we have to prove that $G_{\alpha,\beta}d_{M \sqcup N}$, $H_{\alpha,\beta}d_{M \sqcup N}$, $K_{\alpha,\beta}d_{M \sqcup N}$, $d_{M \sqcup N}G_{\alpha,\beta}$, $d_{M \sqcup N}H_{\alpha,\beta}$, $d_{M \sqcup N}K_{\alpha,\beta}$, $G_{\alpha,\beta}d_{M \sqcup N}G_{\alpha,\beta}$ and $H_{\alpha,\beta}d_{M \sqcup N}K_{\alpha,\beta}$ are in $C^*_f(M \sqcup N)^\Gamma$.

In order to prove this we have to observe that $L_{\alpha,\beta} = 1 + Q_{\alpha,\beta}$ where

$$Q_{\alpha,\beta} = \begin{bmatrix}
\beta T_f^\dagger T_f & (1 - i\alpha \gamma y)\beta T_f^\dagger \\
\beta T_f(1 + i\alpha \gamma y) & 0
\end{bmatrix} \quad \text{(184)}$$

is an algebraic combination of $T_f$, $T_f^\dagger$, $T_f y$, $y T_f$ and $\gamma$. Then we have that $Q_{\alpha,\beta}d_{M \sqcup N}$ and $d_{M \sqcup N}Q_{\alpha,\beta}$ is an operator in $C^*_f(M \sqcup N)^\Gamma$ (Corollary 3.12). The same property, obviously, holds for $R_{\alpha,\beta}$. Observe that if $A$ is an operator in $C^*_f(M \sqcup N)^\Gamma$ such that $Ad$ and $dA$ are operators in $C^*_f(M \sqcup N)^\Gamma$ then also $g(A)d_{M \sqcup N}$ and $d_{M \sqcup N}g(A)$ are in $C^*_f(M \sqcup N)^\Gamma$, indeed

$$g(A)d_{M \sqcup N} = (aA + Ah(A))d_{M \sqcup N} = a(Ad_{M \sqcup N}) + Ah(A)(Ad_{M \sqcup N}) \quad \text{(185)}$$

and

$$d_{M \sqcup N}g(A) = d_{M \sqcup N}(aA + Ah(A))A = a(d_{M \sqcup N}A) + (d_{M \sqcup N}A)h(A)A. \quad \text{(186)}$$

So we have that the compositions of $V_{\alpha,\beta}$ and $G_{\alpha,\beta}$ with $d_{M \sqcup N}$ are operators in $C^*_f(M \sqcup N)^\Gamma$. Moreover, since

$$Z_{\alpha,\beta} = -V_{\alpha,\beta} - V_{\alpha,\beta}Z_{\alpha,\beta} = -V_{\alpha,\beta} - Z_{\alpha,\beta}V_{\alpha,\beta} \quad \text{(187)}$$

then this property also holds for $Z_{\alpha,\beta}$, $K_{\alpha,\beta}$ and $H_{\alpha,\beta}$. Now, since $D_{\alpha,\beta} - D$ is an algebraic combination of operators in $C^*_f(M \sqcup N)^\Gamma$, the perturbation is in $C^*_f(M \sqcup N)^\Gamma$. $\square$
4.4 Involutions

Observe that the operator $W_{\alpha, \beta} := U_{\alpha, \beta} S_{\alpha, \beta} U_{\alpha, \beta}^{-1}$ is a well-defined, self-adjoint, involution whenever $\alpha \neq 0$ and $\beta = 1$ or when $\alpha = 0$ and $\beta \in [0, 1]$.

We have that $L^2(M \sqcup N)$ can be split, for any $\alpha$ and $\beta$, in

$$L^2(M \sqcup N) = V_{+, \alpha, \beta} \oplus V_{-, \alpha, \beta}$$

(188)

where $V_{\pm, \alpha, \beta}$ are the $\pm 1$-eigenvalues of $W_{\alpha, \beta} := U_{\alpha, \beta} S_{\alpha, \beta} U_{\alpha, \beta}^{-1}$. Respect to this decomposition we have that

$$D_{\alpha, \beta} = \begin{bmatrix} 0 & D_{\alpha, \beta^+} \\ D_{\alpha, \beta^-} & 0 \end{bmatrix}$$

(189)

Consider a real value $\alpha_0$ such that $D_{\alpha_0, 1}$ is invertible, we can define $\gamma : [0, 1] \rightarrow \mathbb{R}^2$ as $\gamma(t) := (\alpha(t), \beta(t))$ where

$$\alpha(t) = \begin{cases} 0 & \text{if } t \in [0, \frac{1}{2}] \\ 2t \alpha_0 & \text{otherwise} \end{cases} \quad \text{and} \quad \beta(t) = \begin{cases} 2t & \text{if } t \in [0, \frac{1}{2}] \\ 1 & \text{otherwise} \end{cases}$$

(190)

Then we consider the map $W_\gamma : [0, 1] \rightarrow D^*_f(M \sqcup N)\Gamma$ defined as

$$W_\gamma(t) := U_{\gamma(t)} S_{\gamma(t)} U_{\gamma(t)}^{-1}.$$ 

(191)

We want to prove that $W_\gamma$ is a continuous function and that for all $t_1, t_2$ we have that

$$W_\gamma(t_1) - W_\gamma(t_2) \in C^*_f(M \sqcup N)\Gamma.$$ 

(192)

The statement (192) can be checked by observing that for all $t$ in $[0, 1]$ we have that $W_\gamma(t) - \tau$ is in $C^*_f(M \sqcup N)\Gamma$.

In order to check the continuity of $W_\gamma(t)$ in $t$, observe that for all $t$ in $[0, 1]$ we have that

$$W_t := \sqrt{|\tau L_\gamma(t)|} \circ \frac{\tau L_\gamma(t)}{|\tau L_\gamma(t)|} \circ \sqrt{|\tau L_\gamma(t)|}^{-1}.$$ 

(193)

We know that $\tau L_\gamma(t)$ is continuous in $t$ and the same holds for its square. We also know that

$$|\tau L_\gamma(t)| = 1 + f(1 - \tau L_\gamma(t)^2)$$ 

(194)

where $f(z) = az + zh(z)z$ and $h$ is an holomorphic function. Since the properties of holomorphic functional calculus on bounded operator, we have that if $T_k \rightarrow T$ then $f(T_k) \rightarrow f(T)$. In particular we have that $|\tau L_\gamma(t)|$ is continuous in $t$. Moreover exactly with the same argument we also have that $\sqrt{|\tau L_\gamma(t)|}$ is continuous in $t$.

The operator $|\tau L_\gamma(t)|^{-1}$ is continuous in $t$ because for all $t$ the operator $|\tau L_\gamma(t)|$ is invertible with bounded inverse and the function $z \rightarrow \frac{1}{z}$ is holomorphic in every bounded open set of $\mathbb{C}$ which doesn’t contains the 0. Finally also $\sqrt{|\tau L_\gamma(t)|}^{-1}$ is continuous. Then we have that $W_t$ is continuous in $t$. Moreover,
since \([0,1]\) is compact, we have that \(W_t\) is uniformly continuous, i.e. exists \(C > 0\) such that
\[
||W_t - W_{t+\epsilon}|| \leq C\epsilon. \tag{195}
\]

**Lemma 4.5.** Let \(f : (M, g) \rightarrow (N, h)\) be a smooth and lipschitz uniform homotopy equivalence between two Riemannian manifolds of bounded geometry. Consider the splitting given by
\[
\mathcal{L}^2(M \sqcup N) = V_+ \oplus V_- \tag{196}
\]
where \(V_\pm\) is the \(\pm 1\)-eigenspace of \(\tau\). Then if \(\alpha_0\) is such that \(D_{\alpha_0,1}\) is invertible, then there is an isometry \(U_{\alpha_0,\pm} : V_{\pm,\alpha_0,1} \rightarrow V_{\pm,\alpha_0,1}\) (which implies \(U_{\alpha_0,\pm} U_{\alpha_0,\pm} = I\)) and \(U_{\alpha_0,\pm}\) is the restriction to \(V_{\pm,\alpha_0,1}\) of the operator \(\frac{I + \tau}{2} + P_{\alpha_0}\) where \(P_{\alpha_0}\) is an operator in \(C^*_f(M \sqcup N)\).

**Proof.** We will prove the assertion just for the + case. The minus case is exactly the same.

Consider the operator \(W_{\gamma(t)}\). Since it is uniformly continuous in \(t\), we can divide \([0,1]\) in \(N_0\) intervals \([t_i, t_{i+1}]\) where \(t_0 = 0\) and \(t_{N_0} = 1\) and
\[
||W_{t_i} - W_{t_{i+1}}|| \leq 1. \tag{197}
\]
We know that for all \(t\) the operator \(W_t\) is an involution and we have an orthogonal decomposition \(\mathcal{L}^2(M \sqcup N) = V_{+,\alpha(t),\beta(t)} \oplus V_{-,\alpha(t),\beta(t)}\), where \(V_{\pm,\alpha(t),\beta(t)}\) is the \(\pm 1\)-eigenspace of \(W_t\). The projection on \(V_{\pm,\alpha(t),\beta(t)}\) can be written as
\[
\frac{I + W_t}{2}. \tag{198}
\]
Let us now consider \(F_t\) the restriction of \(\frac{I + W_t}{2}\) to \(V_{+,\alpha(t_{i+1}),\beta(t_{i+1})}\).

Our next step is to prove that \(F_t: V_{+,\alpha(t_{i+1}),\beta(t_{i+1})} \rightarrow V_{+,\alpha(t_i),\beta(t_i)}\) is invertible. In order to prove this fact we have to consider the operator \(G_t\) given by the restriction of \(\frac{I + W_{t_{i+1}}}{2}\) to \(V_{+,\alpha(t_i),\beta(t_i)}\).

Consider now \(H_t := W_{t_i} - W_{t_{i+1}}\). Then we have that for all \(v\) in \(V_{+,\alpha(t_{i+1}),\beta(t_{i+1})}\)
\[
G_t \circ F_t(v) = \left(\frac{I + W_{t_{i+1}}}{2}\right) \left(\frac{I + W_{t_i}}{2}\right) v = \left(\frac{I + W_{t_{i+1}}}{2}\right) \left(\frac{I + W_{t_{i+1}} + H_t}{2}\right) v = \left(\frac{I + W_{t_i}}{2}\right) v + \left(\frac{I + W_{t_{i+1}}}{4}\right) H_t v. \tag{199}
\]
Now, since
\[
||\left(\frac{I + W_{t_{i+1}}}{4}\right) H_t|| \leq \left|\left|\frac{I + W_{t_{i+1}}}{2}\right|\right| \left|\|H_t\|\right| \leq 1 \cdot \frac{1}{2} ||W_{t_{i+1}} - W_{t_i}|| \leq \frac{1}{2}, \tag{200}
\]
we have that \(G_t \circ F_t\) is invertible. Then \(F_t\) is injective. With exactly with the same argument one can prove that \(F_t \circ G_t\) is invertible and so \(F_t\) is also surjective.

Let us now consider the isometry \(U_t : V_{+,\alpha(t_{i+1}),\beta(t_{i+1})} \rightarrow V_{+,\alpha(t_i),\beta(t_i)}\) as
\[
U_t := \frac{F_t}{||F_t||}. \tag{201}
\]
Finally we can define the isometry as the following composition
\[ \mathcal{U}_{0,+} := U_0 \circ U_1 \circ \ldots \circ U_n : V_{+,\alpha_0,1} \to V_+. \] (202)
Now we have to prove that \( \mathcal{U}_{0,+} \) is the restriction to \( V_{+,\alpha_0,1} \) of an operator \( I + P_{\alpha_0} \) where \( P_{\alpha_0} \) is an operator in \( C_f^*(M \sqcup N)^\Gamma \). First we have to observe that \( G_i = F_i^* \), indeed if \( v \) is a vector of \( V_{+,(t_{i+1}),\beta(t_{i+1})} \) and \( w \) is a vector of \( V_{+,\alpha(t_i),\beta(t_i)} \) then observe that
\[ \langle v, \frac{1}{2} I + W_{i+1} w \rangle = \langle v, w \rangle = \langle \frac{1}{2} I + W_i v, w \rangle. \] (203)
This means that \( F_i^* F_i(v) = I v + \frac{1}{4} (I + W_{i+1}) H_i v. \) Then, since \( H_i \) is in \( C_f^*(M \sqcup N)^\Gamma \), we have that
\[ F_i^* F_i = (I + L)|_{V_{+,(t_{i+1}),\beta(t_{i+1})}}, \] (204)
where \( L \) is an on operator in \( C_f^*(M \sqcup N)^\Gamma \). So, exactly as we did in Proposition 4.4, we can prove that
\[ |F_i|^{-1} = (I + Q)|_{V_{+,(t_{i+1}),\beta(t_{i+1})}}, \] (205)
where \( Q \) is an operator in \( C_f^*(M \sqcup N)^\Gamma \). This means
\[ U_i = \frac{F_i}{|F_i|} = \left( I + \frac{I + W_i}{2} \right) \left( I + \frac{I + W_i}{2} \right) \] (206)
\[ = \left( I + \frac{I + \tau}{2} + \frac{1}{2} H_{\alpha(t_i),\beta(t_i)} \right) \left( I + \frac{I + \tau}{2} + C_f^*(M \sqcup N)^\Gamma \right) \] Then we have that
\[ U_{\alpha_0} = \left( I + \frac{I + \tau}{2} \right)^n + C_f^*(M \sqcup N)^\Gamma = \left( I + \frac{I + \tau}{2} \right)^n + C_f^*(M \sqcup N)^\Gamma. \] (207)
\[ \square \]

4.5 Uniform homotopy invariance of the Roe Index of signature operator

Exactly as in the connected case, we have the following definition.

**Definition 4.3.** The fundamental class of \( D_{M \sqcup N} \) is \([D_{M \sqcup N}] \in K_{n+1}(\tilde{\text{D}}^*_f(M \sqcup N)^\Gamma, \tilde{\text{C}}_f(M \sqcup N)^\Gamma)\) given by
\[ [D_{M \sqcup N}] := \begin{cases} \left[ \frac{1}{2} (\chi(D_{M \sqcup N}) + 1) \right] & \text{if } n \text{ is odd}, \\ \left[ \chi(D_{M \sqcup N}) + 1 \right] & \text{if } n \text{ is even}. \end{cases} \] (208)

**Remark 16.** Again the definition in the even case is well-given since we are considering \( \chi(D_{M \sqcup N})_+ \) in \( B(H_{M \sqcup N}) \) where \( H_{M \sqcup N} \) is defined as in Example 1.7.

**Definition 4.4.** The Roe index of \( D_{M \sqcup N} \) is the class
\[ \text{Ind}_{\text{Roe}}(D_{M \sqcup N}) := \delta[D_{M \sqcup N}] \] (209)
in \( K_n(C_f^*(M \sqcup N)^\Gamma) \), where \( \delta \) is the connecting homomorphism in K-Theory.
Proposition 4.6. Let $(M, g)$ and $(N, h)$ be two manifolds of bounded geometry and let $f : (M, g) \rightarrow (N, h)$ be a $C^2_b$-map which is a smooth uniform homotopy equivalence. Then if $n$ is odd we have that in $K^*(\frac{D^*_f(M \sqcup N)^\Gamma}{C^*_f(M \sqcup N)^\Gamma})$

$$[D_{M\sqcup N}] = \left[\frac{1}{2}(\chi(D_{M\sqcup N}) + 1)\right] = \left[\frac{1}{2}(\chi(D_{\alpha, \beta}) + 1)\right]$$ (210) and if $n$ is even

$$[D_{M\sqcup N}] = \chi(D_{M\sqcup N}^+) = [U_{\alpha_0, -}\chi(D_{\alpha_0, 1})U_{\alpha_0, +}^*].$$ (211)

Proof Let us start with the odd case. It’s sufficient to apply Lemma 5.8 of [7] posing $A = D^*_f(M \sqcup N)^\Gamma$, $J = C^*_f(M \sqcup N)^\Gamma$, $D$ is the signature operator, $g = \chi$ and $C = D_{\alpha, \beta} - D$. Then we obtain that

$$\chi(D_{\alpha, \beta}) - \chi(D) \in C^*_f(M \sqcup N)^\Gamma$$ (212)

and so they are the same element in $\frac{D^*_f(M \sqcup N)^\Gamma}{C^*_f(M \sqcup N)^\Gamma}$ and they induce the same element in $K$-theory.

For the even case it is sufficient, because of 4.5, to remind that

$$U_{\alpha_0, \pm} - \frac{I \pm \tau}{2} \in C^*_f(M \sqcup N)^\Gamma$$ (213)

Then, applying again Lemma 5.8 of [7], we also know that

$$\chi(D_{\alpha_0, 1}) - \chi(D) \in C^*_f(M \sqcup N)^\Gamma$$ (214)

and this means that

$$\chi(D_{M\sqcup N}^+) - U_{\alpha_0, -}\chi(D_{\alpha_0, 1})U_{\alpha_0, +}^*$$ (215)

is in $C^*_f(M \sqcup N)^\Gamma$. Then we conclude applying Remark 3. Indeed the perturbation (215) can be seen in

$$C^*_{pM\sqcup N}(M \sqcup N, H_{M\sqcup N})^\Gamma$$ (216)

where $H_{M\sqcup N}$ and $p_{M\sqcup N}$ are defined as in Example 1.7. \hfill □

Observe that since $D_{\alpha_0, 1}$ is invertible, one can choose as function $\chi$ a function which is 1 on $\text{spec}(D) \cap (0, +\infty)$ e $\chi \equiv -1$ on $\text{spec}(D) \cap (-\infty, 0)$. This means that the following definition is well-given.

Definition 4.5. The $\rho_f$-class of $D$ is the class of $K_{n+1}(D^*_f(M \sqcup N)^\Gamma)$

$$\rho_f = \begin{cases} \left[\frac{1}{2}(\chi(D_{\alpha_0, 1}) + 1)\right] & \text{if } n \text{ is odd,} \\ \left[(U_{\alpha_0, -}\chi(D_{\alpha_0, 1})U_{\alpha_0, +}^*)\right] & \text{if } n \text{ is even.} \end{cases}$$ (217)

Proposition 4.7. Let $(M, g)$ and $(N, h)$ be two manifolds of bounded geometry and consider a group $\Gamma$ acting $\text{FUPD}$ by isometries on $M$ and $N$. Let $f : (M, g) \rightarrow (N, h)$ be a $\Gamma$-equivariant smooth and lipschitz uniform homotopy equivalence which preserves the orientation. Then if $f$ is a $C^2_b$-map, then the Roe index of $M \sqcup N$ is zero.
Proof Consider the long exact sequence in $K$-theory
\[ ... \xrightarrow{\delta} K_n(D_f^*(M \sqcup N)\Gamma) \xrightarrow{p_*} K_n\left(\frac{D_f^*(M \sqcup N)\Gamma}{C_f^*(M \sqcup N)\Gamma}\right) \xrightarrow{\delta} K_{n+1}(C_f^*(M \sqcup N)\Gamma) \rightarrow ... \]

Now, we know that $\text{Ind}_{\text{Roe}}(D_{M\sqcup N}) = \delta([D_{M\sqcup N}])$. But in this case we know that $\delta([D_{M\sqcup N}]) = \delta(p_*(p_f(D_{M\sqcup N}))) = 0$. Then the Roe index vanishes. \hfill $\square$

We are ready now to prove the uniform homotopy invariance of the Roe index of the signature operator.

**Theorem 4.8.** Let $(M,g)$ and $(N,h)$ be two manifolds of bounded geometry. Let $\Gamma$ be a group acting uniformly proper, discontinuous and free on $M$ and $N$ by orientation-preserving isometries. Consider $f : (M,g) \rightarrow (N,h)$ a $\Gamma$-equivariant uniform homotopy equivalence which preserves the orientations. Then
\[ f_*(\text{Ind}_{\text{Roe}}(D_M)) = \text{Ind}_{\text{Roe}}(D_N). \] (219)

**Proof** Since $\Gamma$ acts FUPD, all $\Gamma$-equivariant uniform maps are coarsely approximable by $\Gamma$-equivariant $C^2_f$-maps (Proposition 1.7 of [15]). So we consider $f$ as a $C^2_f \cap C^\infty$ uniform homotopy equivalence.

Consider a $\Gamma$-equivariant isometry $V : \mathcal{L}^2(N) \rightarrow \mathcal{L}^2(M)$ which uniformly covers $f$. We know that such an operator exists by Proposition 4.3.5. of [14]. Then we know that
\[ f_*([D_M]) = \text{Ad}_{V_*}[D_M] = [VD_MV^*], \] (220)
where we have the $u$ if $n$ is odd and we haven’t it if $n$ is even.

Let us consider now $C^*_f(M \sqcup N)\Gamma$. Consider the decomposition
\[ D_f^*(M \sqcup N)\Gamma = \bigoplus_{X,Y=M,N} D^*(M \sqcup N)_{X,Y}\Gamma, \] (221)
where
\[ D^*(M \sqcup N)_{X,Y} := D_f^*(M \sqcup N)\Gamma \cap B(\mathcal{L}^2(X), \mathcal{L}^2(Y)). \] (222)

Let us define now the operator $H : D_f^*(M \sqcup N)\Gamma \rightarrow D^*(N)\Gamma$ defined as
\[ H\left(\begin{bmatrix} A_{MM} & A_{MN} \\ A_{NM} & A_{NN} \end{bmatrix}\right) = V A_{MM}V^* + A_{NN}. \] (223)

where $A_{XY} \in D^*(M \sqcup N)_{X,Y}$. $H$ is a $*$-homomorphism, and so it means that $H$ induce a map between the $K$-theory groups. In particular we have that $H(C^*_f(M \sqcup N)\Gamma) \subset C^*(N)\Gamma$. This means that $H$ also induces some morphism between the Coarse algebra and the quotient algebras. Let us consider $H : D_f^*(M \sqcup N)\Gamma \rightarrow D^*(N)\Gamma$.

Observe that, if $n$ is odd then in we have that
\[ \frac{1}{2}(\chi(D_{M\sqcup N}) + 1) = \begin{bmatrix} \frac{1}{2}(\chi(D_M) + 1) & 0 \\ 0 & \frac{1}{2}(\chi(D_N) + 1) \end{bmatrix} =: \tilde{D}_M - \tilde{D}_N. \] (224)
and so in $K_{n+1}(\frac{D^*_j(M\sqcup N)^F}{C^*_j(M\sqcup N)^F})$ we have

$$[D_{M\sqcup N}] = [\tilde{D}_M] - [\tilde{D}_N].$$

(225)

Let us suppose that $n$ is even, we have that

$$\chi(D_M) = \begin{bmatrix} \chi(D_M) & 0 \\ 0 & \chi(D_N) \end{bmatrix} = \begin{bmatrix} \chi(D_M) & 0 \\ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} 0 & 0 \\ \chi(D_N) \end{bmatrix}$$

(226)

and so, again, in $K_{n+1}(\frac{D^*_j(M\sqcup N)^F}{C^*_j(M\sqcup N)^F})$ we have

$$[D_{M\sqcup N}] = [\tilde{D}_M] - [\tilde{D}_N].$$

(227)

Then, in both cases, we obtain that

$$H_*[D_{M\sqcup N}] = H_*[\tilde{D}_M] - H_*[\tilde{D}_N] = f_*[D_M] - [D_N].$$

(228)

Then we conclude by applying the connecting homomorphism, indeed

$$0 = H_*\delta_{M\sqcup N}[D_{M\sqcup N}]$$

$$= H_*\delta_{M\sqcup N}[\tilde{D}_M] - H_*\delta_{M\sqcup N}[\tilde{D}_N]$$

$$= \delta_N H_*[\tilde{D}_M] - \delta_N H_*[\tilde{D}_N]$$

$$= \delta_N f_*[D_M] - \delta_N [D_N]$$

$$= f_*\delta_M[D_M] - \delta_N [D_N]$$

$$= f_*(\text{Ind}_Roe(D_M)) - \text{Ind}_Roe(D_N).$$

□
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