Exact solution of the Floquet-PXP cellular automaton
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We study the dynamics of a bulk deterministic Floquet model, the Rule 201 synchronous one-dimensional reversible cellular automaton (RCA201). The system corresponds to a deterministic, reversible, and discrete version of the PXP model, whereby a site flips only if both its nearest neighbours are unexcited. We show that the RCA201/Floquet-PXP model exhibits ballistic propagation of interacting quasiparticles - or solitons - corresponding to the domain walls between non-trivial three-fold vacuum states. Starting from the quasiparticle picture, we find the exact matrix product state form of the non-equilibrium stationary state for a range of boundary conditions, including both periodic and stochastic. We discuss further implications of the integrability of the model.

I. INTRODUCTION

In this paper we study the dynamics of a deterministic reversible cellular automaton (RCA), the rule 201 RCA in the classification of 1 or alternatively the “Floquet-PXP” model (named so for reasons explained below). This is a lattice system with dynamics subject to a local kinetic constraint, whose evolution is defined in terms of a local update rule which can be coded in terms of a periodic circuit, and that we show to be exactly solvable. We do this by constructing an algebraic cancellations structure which demonstrates the model’s integrability. This is therefore a problem that relates to three distinct areas of current research in condensed matter theory and statistical mechanics, namely, constrained dynamics, “Floquet” systems, and integrability.

Constrained systems are of interest because they often display rich collective behaviour, most notably in their dynamics. Such systems have explicit constraints either in the definition of their state spaces or in their dynamical rules. A typical example of the latter class are fully-packed dimer coverings of a lattice 2–5, where only certain configurations are allowed (those with no-overlapping dimers and no uncovered sites).

Among the former class are kinetically constrained models (KCMs) 6–10, systems where dynamical rules are such that configurational changes can only occur if a certain local condition - the kinetic constraint - is satisfied. KCMs were originally introduced to model the slow cooperative dynamics of classical glasses (see e.g. 11 for reviews). More recently they have been generalised to address questions in quantum non-equilibrium physics, including slow relaxation in the absence of disorder 12–14, as an effective description of strongly interacting Rydberg atoms 14, and as systems displaying non-thermal eigenstates 13, 16.

In systems like dimer coverings, transitions are only possible within the constrained space of states, implying constraints in the dynamics. Conversely, if in a KCM the kinetic constraint is strong enough, a configurational subspace may become dynamically disconnected thus becoming in effect a system with a constrained state space. The RCA201/Floquet-PXP model we consider here is of this kind: dynamical rules imply the existence of certain locally conserved quantities, breaking the state space into constrained subspaces disconnected by the dynamics. (In stochastic systems this is referred to as reducibility of the dynamics 17, a concept distinct from non-ergodicity which corresponds to the inability to forget initial conditions in finite time within a connected component.)

The second area of interest that our paper connects to are (brick-wall like) circuit systems. By this we mean systems with space-time discrete dynamics defined in terms of local gates applied synchronously throughout the system. The set of all of these gates in space and over time forms the “circuit”. This has become a much studied problem in quantum many-body physics, where the gates correspond to unitary (or unitary and dissipative) transformations. Quantum circuits provide tractable models to study questions of entanglement, chaos, operator spreading and localisation 17–23. Furthermore, when the sequence of applied gates is repeated periodically we refer to those as Floquet systems. The circuit platform is not only useful in unitary quantum many-body framework, but also in classical deterministic systems of continuous 26 or discrete variables (RCAs) 27. Moreover, so-called duality symmetries under the swap of space and time axes allow for remarkable advancements in analytic tractability 20, 26, 27.

Classically, the prototypical circuit models are cellular automata (CA) 28, 29. CAs can be both deterministic and stochastic. If deterministic, they can either be reversible or not, where the former (RCA 1, see also 30) can be considered as a model of classical many-body Hamiltonian (or symplectic) dynamics. The RCA201/Floquet-PXP is a deterministic RCA, closely related to the now much studied RCA54/Floquet-FA 31, 32. Just like the RCA54, the RCA201 (see
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detailed definitions below) is a one-dimensional lattice of binary variables with local three-site gates applied simultaneously to two halves (of even/odd indexed sites) of the lattice in two successive half time-steps. The repeated application of these makes the system a Floquet one. The local gate implements the kinetic constraint in this context. In the case of RCA54, the condition for a site to flip is identical to that of the classical Fredrickson-Andersen (FA) KCM [6, 9, 11]. For this reason RCA54 is sometimes called Floquet-FA [35–37]. In the case of RCA201, the local condition for spin flips coincides with that of the PXP model [14, 15, 42]. For this reason we call the RCA201 the Floquet-PXP model.

The third area to which our work here connects is that of integrable systems [43–45]. In particular, the RCA54/Floquet-FA was shown to be integrable [1 [31], with elementary excitations corresponding to interacting localized quasiparticles (also referred to as solitons in our context). From this observation many results followed: the exact matrix product state (MPS) form of the steady state distribution in the presence of stochastic reservoirs [31, 32], the dominant decay modes [33], the exact large deviation statistics of dynamical observables [34], the explicit MPS representation of the complete time evolution of local observables [35], and the exact MPS representation of multi-time correlations [36]. In this sense, the RCA54 is essentially a completely deterministic. The main result of that section is the exact NESS, in the form of a Gibbs state of the density of solitons represented as an MPS. In Sec. IV we consider the case of stochastic boundaries, which can be obtained as a reduction of the periodic boundary case, and compute the exact MPS form of the corresponding NESS. In Sec. IV we provide our conclusion and an outlook of future work.

II. FLOQUET-PXP MODEL

A. Definition of the dynamics

We consider a system defined on a chain of even size $N$ of binary variables $n_i \in \{0, 1\}$ on sites $i \in \{1, \ldots, N\}$. At discrete time $t$ the system is characterized by a configuration represented by a binary string,

$$u^t \equiv (n^t_1, n^t_2, \ldots, n^t_N) \in \{0, 1\}^N.$$  

(1)

The site $i$ at time $t$ is referred to as empty (or down) if $n^t_i = 0$ and occupied (or up) if $n^t_i = 1$. The dynamics of the system is given by the staggering discrete space-time mapping

$$u^{t+1} = \begin{cases} M_E(u^t), & t = 0 \pmod{2}, \\ M_O(u^t), & t = 1 \pmod{2}, \end{cases}$$

(2)

where $M_E$ and $M_O$ are maps defined by local updates,

$$n^{t+1}_i = \begin{cases} f^t_i, & i + t = 0 \pmod{2}, \\ n^t_i, & i + t = 1 \pmod{2}, \end{cases}$$

(3)

with

$$f^t_i \equiv f(n^t_{i-1}, n^t_i, n^t_{i+1}),$$

(4)

denoting a local three-site update rule (or “gate”) acting on site $i$.

One full step of time evolution is given by the successive application of the even and odd maps, $M_E$ and $M_O$, respectively, see Eq. (2),

$$\mathcal{M}(u^t) \equiv M_O(M_E(u^t)), \quad M = M_O \circ M_E.$$  

(5)

As the map $\mathcal{M}$ is applied periodically, we call this a Floquet dynamics. A schematic representation of the discrete time evolution [45] is presented in Fig. 1.

In the bulk, $i \in \{2, \ldots, N-1\}$, the discrete dynamics is given by the deterministic RCA rule 201 (RCA201) function $f$,

$$f^t_i = 1 + n^t_{i-1} + n^t_i + n^t_{i+1} + n^t_{i-1} n^t_{i+1} \pmod{2}.$$  

(6)

A diagrammatic illustration of the local update rule is depicted in Fig. 2. This update rule can be thought of as a kinetic constraint: site $i$ can only flip if both its nearest neighbours are unexcited (and it does so deterministically). In the KCM jargon it corresponds to
the constraint of the “two-spin facilitated” Fredrickson-Andersen model \[6\]. This constraint is the same as that of the kinetic energy in the PXPP model \[14, 15, 42\], Andersen model \[9\]. This constraint is the same as that of the two-spin facilitated Fredrickson-Dynamical scheme.

Here and in the next section we will assume that the whole system is closed, of even size \(N\), and has periodic boundary conditions (PBCs). In later sections we generalise to other kinds of boundaries. PBCs are imposed in the usual manner by identifying a pair of sites \(n^0_1 \equiv n^N_N\) and \(n^0_{N+1} \equiv n^1_1\). The dynamics for the sites at the left and right boundaries, \(i \in \{1, N\}\), is then given by boundary functions equivalent to the RCA201 function \[6\],

\[
\begin{align*}
  f^t_1 &\equiv f(n^t_N, n^t_1, n^t_2), \\
  f^t_N &\equiv f(n^t_{N-1}, n^t_N, n^t_{1}).
\end{align*}
\]

FIG. 2. **Rule 201.** Illustration of the action of the local gates implementing RCA201 evolution, as defined in Eq. \[3\]. White and black squares represent empty and occupied sites, respectively. The vertical direction is space, and the horizontal is time. In each of the diagrams, only the central site is updated. The green and red borders highlight whether the site has changed or not under the action of the gate.

B. Structure of the configuration space

The local dynamics generated by the RCA201 function \[6\] imposes a constraint on the system that derives from the spatial localization (immobility) of adjacent occupied sites within configurations, \(\mathcal{L} = (\ldots, 1, 1, \ldots)\). Such pairs of excited sites are invariant under time evolution, as illustrated in Fig. 3. The kinetic constraint therefore makes the set of configurations \(\mathbb{N} = \{0, 1\}^{N} \) reducible under the dynamics, that is, it becomes partitioned into disjoint subsets, or irreducible components, spanned by distinct subsets of dynamically connected configurations identified by the positions of pairs of adjacent occupied sites. The largest of these subsets, denoted by \(\mathbb{N}_0\), contains the configuration \(\mathcal{L} = (0, 0, \ldots, 0, 0)\) and is the unique subset of configurations that contain no adjacent occupied sites.

FIG. 3. **RCA201/Floquet-PXP trajectory.** A trajectory of the model with PBC illustrating the spatial localization of pairs of excited sites. In this trajectory there are two solitons that change direction under reflection with the localised pair. Note also the distinct cycles of the vacua motifs. In the rest of the paper we focus on the configurational sector with no pairs of excited neighbours.

It is straightforward to see that the cardinality of this subset grows exponentially according to a Fibonacci-like sequence known as the Lucas sequence,

\[
|\mathbb{N}_0(N)| = L_N \sim \varphi^N,
\]

where \(L_N\) is the \(N\)th Lucas number, defined by the recursion relation \(L_N = L_{N-1} + L_{N-2}\) with \(L_1 = 1, L_2 = 3\), and where \(\varphi = (1 + \sqrt{5})/2\) is the golden ratio. To see this we first consider the set of configurations, denoted here by \(\mathbb{N}_0\), of a non-periodic system of size \(N\) with no adjacent occupied sites. Every configuration in this system with \(n_N = 0\) can be obtained by appending 0 to the end of every configuration of a system with \(N - 1\) sites, whilst every configuration with \(n_N = 1\) can be obtained by appending 01 to the end of every configuration of a system with \(N - 2\) sites. As such, the cardinality of the set \(\mathbb{N}_0\) satisfies the linear recursion relation

\[
|\mathbb{N}'_0(N)| = |\mathbb{N}'_0(N - 1)| + |\mathbb{N}'_0(N - 2)|,
\]

with \(|\mathbb{N}_0'(1)| = 2\) and \(|\mathbb{N}_0'(2)| = 3\). This is, of course, the
celebrated Fibonacci recursion relation, and so we have
\[ |N_0(N)| = F_{N+2}, \quad N > 0, \]  
with \( F_N \) the \( N^{th} \) Fibonacci number, defined by the relation \( F_N = F_{N-1} + F_{N-2} \) with \( F_1 = 1 \) and \( F_2 = 1 \).

We now impose PBC on the system which equates to eliminating all configurations with \( n_i = n_{N+1} = 1 \). This yields a set, denoted by \( N_0 \), whose cardinality is given by
\[ |N_0(N)| = |N_0(N)| - |N_0(N-4)|, \]  
with \( |N_0(1)| = 1 \) and \( |N_0(2)| = 3 \). By substituting in the result from (10) and subsequently using the fundamental equation relating Fibonacci and Lucas numbers,
\[ L_N = F_{N+1} + F_{N-1}, \]  
it is trivial to see that this is exactly the Lucas recursion relation provided, \( |N_0(N)| = L_N, \quad N > 0 \).

For simplicity, we shall focus the remainder of our discussion on this this subspace spanned by states with PBC whose configurations contain no adjacent occupied sites.

C. Ballistic propagation of non-trivially interacting quasiparticles

The physical interpretation of the dynamics in the subspace with no adjacent occupied sites, induced by the deterministic RCA201 function \( \mathcal{E} \), can be intuitively understood in terms of the ballistic propagation of interacting quasiparticles representing collective excitations on a non-trivial vacuum. Specifically, the vacuum is defined as a cycle of three distinct motifs, respectively composed of repeating 0s, alternating 0s and 1s (starting and ending with 0s on odd sites), and alternating 1s and 0s (starting and ending with 0s on even sites), as illustrated in Fig. 4.

Indeed, it can be easily demonstrated that the configurations composed entirely of repeating these three distinct arrangements form a unique, invariant trajectory, which we call a vacuum trajectory,
\[ (0,0,0,\ldots,0,0) \rightarrow (0,1,0,1,\ldots,0,1) \rightarrow (1,0,1,0,\ldots,1,0) \rightarrow (0,0,0,0,\ldots,0,0). \]  

The quasiparticles, pairs of adjacent empty sites at the interfaces between vacua, propagate with an effective velocity of \( \pm \frac{3}{2} \) and interact via a scattering process which effectively triples their velocity to \( \pm 2 \) for one time-step (see Fig. 5). To distinguish the quasiparticles, we refer to them as either positive or negative depending on the sign of their velocity and denote their number within a configuration by the tuple,
\[ Q_n = (Q^+_n, Q^-_n), \]  
where \( Q^\pm_n \) denotes the number of positive and negative quasiparticles, respectively, in the configuration \( n \).

The quasiparticles can be detected diagrammatically by observing four consecutive sites of the lattice. If the binary string of these four adjacent sites reads either \((0,0,0,1), (1,0,0,0), \) or \((1,0,0,1)\) then a quasiparticle is present, as succinctly detailed by the following tables,
\[ \begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 \\
\end{array} \quad \begin{array}{cccc}
0 & e & 0 & e \\
e & e & 0 & e \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
\end{array} \]  
where \( e/o \) denotes whether the adjacent sites indices are even or odd and \(+/−\) whether the quasiparticle present is...
positive or negative. The quasiparticles can equivalently be identified by observing pairs of adjacent sites at the interfaces between vacua.

Curiously, the numbers of positive and negative quasiparticles within any given configuration $\mathbf{n}$ are constrained and must satisfy the following equality,

$$Q^+ - Q^- = 0 \pmod{3}. \quad (16)$$

Naively, we can interpret this by postulating that the even system size $N$ and PBC impose that the quasiparticles exist as either positive-negative pairs or positive/negative triples. To prove this, we introduce a graph representation for the lattice, as illustrated in Fig. 7. Specifically, we define a directed bipartite graph composed of two disjoint and independent sets of vertices, each identically labelled by binary strings of length four, and a set of directed edges between them. Here, the vertices of the two vertex sets represent the binary strings of consecutive sites within the lattice starting on even and odd sites, respectively, and the directed edges the possible transitions between them as the lattice is translated. We can simplify the graph by contracting paths along the directed edges between vertices whose binary labels denote quasiparticles. From here, with a relabelling of the vertices to denote positive and negative quasiparticles, it is trivial to see that any cycle of the graph satisfies Eq. (16).

III. EXACT STATIONARY STATE FOR PERIODIC BOUNDARY CONDITIONS

To study the macroscopic properties of the closed system we construct a class of macroscopic equilibrium states which we define as probability distributions over the set of configurations. For simplicity we will restrict most of the discussion to the configuration sector without pairs of up neighbours, in which case the numbers of both types of quasiparticles are conserved. (Being invariant, a cluster of two or more consecutive occupied sites acts as a reflective boundary for quasiparticles therefore changing their type but not their total number.) In this sector the simplest class of steady states can be constructed by introducing two chemical potentials, $\mu^+$ and $\mu^-$, associated with numbers of forward and backward moving quasiparticles respectively.

As we will demonstrate, such states can be expressed in two equivalent forms. We start by the patch state ansatz (PSA) formulation of steady state, as introduced by [31]. The main advantage of the PSA formulation is the construction, which can be done in absence of knowledge of conserved quantities, by simply requiring the states to be stationary and at the same time exhibit short-range correlations. Equivalently, the steady states can be expressed in terms of matrix product states (MPS). They obey a similar cubic algebraic relation to the MPS form of RCA54 steady states [32].

A. Macroscopic states and master equation

We start the discussion of stationary states by first introducing the necessary formalism. Each configuration of the system $\mathbf{n}$ is associated with the probability $p_{\mathbf{n}}$, that satisfies the non-negativity and normalization conditions,

$$p_{\mathbf{n}} \geq 0, \quad \sum_{\{\mathbf{n}\}} p_{\mathbf{n}} = 1. \quad (17)$$

Each probability distribution, given by the set of probabilities $\{p_{\mathbf{n}}\}$, can be uniquely represented with a vector $\mathbf{p} \in (\mathbb{R}^2)^{\otimes N}$,

$$\mathbf{p} = \sum_{\{\mathbf{n}\}} p_{\mathbf{n}} \otimes \mathbf{e}_n, \quad \mathbf{e}_n \equiv \left[ \delta_{n,0} \delta_{n,1} \right]. \quad (18)$$

where $\mathbf{e}_0$ and $\mathbf{e}_1$ are the standard basis vectors of $\mathbb{R}^2$. The state space is then identified as a convex subset of the vector space $(\mathbb{R}^2)^{\otimes N}$.

The master equation describing the discrete time evolution of the system can be written as

$$\mathbf{p}^{t+1} = \begin{cases} \mathbf{M}_E \mathbf{p}^t, & t = 0 \pmod{2}, \\ \mathbf{M}_O \mathbf{p}^t, & t = 1 \pmod{2}, \end{cases} \quad (19)$$

where $\mathbf{M}_E$ and $\mathbf{M}_O$ are transition matrices associated with the even and odd time-steps [2], respectively,

$$\mathbf{M}_O : p_{n_1n_2 \ldots n_{N-1}n_N} \mapsto p_{f_1n_2 \ldots f_{N-1}n_N}, \quad \mathbf{M}_E : p_{n_1n_2 \ldots n_{N-1}n_N} \mapsto p_{n_1f_2 \ldots n_{N-1}f_N}. \quad (20)$$

The one time step propagators are equivalently given as products of local operators (gates),

$$\mathbf{M}_E = \mathbf{U}_2 \mathbf{U}_4 \cdots \mathbf{U}_{N-2} \mathbf{U}_N, \quad \mathbf{M}_O = \mathbf{U}_1 \mathbf{U}_3 \cdots \mathbf{U}_{N-3} \mathbf{U}_{N-1}, \quad (21)$$

where for the bulk, $i \in \{2, \ldots, N-1\}$,

$$\mathbf{U}_i = \mathbf{I}^{\otimes (i-2)} \otimes \mathbf{U} \otimes \mathbf{I}^{\otimes (N-i-1)}. \quad (22)$$

are matrices encoding the deterministic bulk function in [4] (with the subscript indicating on which site of the lattice the operator acts non-trivially) whereas for the boundaries, $i \in \{1, N\}$,

$$\mathbf{U}_1 = \mathbf{I}^{\otimes N} + (\mathbf{X} - \mathbf{I}) \otimes \mathbf{P} \otimes \mathbf{I}^{\otimes (N-3)} \otimes \mathbf{P}, \quad \mathbf{U}_N = \mathbf{I}^{\otimes N} + \mathbf{P} \otimes \mathbf{I}^{\otimes (N-3)} \otimes \mathbf{P} \otimes (\mathbf{X} - \mathbf{I}), \quad (23)$$

are matrices encoding the left and right boundary functions, $f_1^t$ and $f_N^t$, respectively. Here,

$$\mathbf{U} = \mathbf{I}^{\otimes 3} + \mathbf{P} \otimes (\mathbf{X} - \mathbf{I}) \otimes \mathbf{P}, \quad (24)$$
is the $8 \times 8$ permutation matrix enacting the local time evolution rule of Eq. (6) on the vector space $(\mathbb{R}^2)^{\otimes 3}$,

$$U = \begin{bmatrix}
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 
\end{bmatrix}. \quad (25)$$

with $I$, $P$, and $X$ the $2 \times 2$ identity, project and Pauli-X matrices, respectively, acting on $\mathbb{R}^2$,

$$I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad P = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}. \quad (26)$$

is a typical trajectory of the model in the subspace spanned by states with no adjacent occupied sites. The left panel represents the up and down sites as black and white, respectively. The middle panel shows the vacuum colour scheme, see Fig. 4. The right panel highlights the solitons. In this trajectory there are five solitons – four positive movers and one negative – that collide and wrap around the system due to the PBCs. Note that the location of the solitons coincides with domain walls between the vacuum states.

### B. Patch state ansatz formulation of Gibbs states

We require a stationary state $\mathbf{p}$ to map into itself after two time steps,

$$\mathbf{p} = M_O M_E \mathbf{p}. \quad (27)$$

Due to $U^{-1} = U$, the stationarity condition can be equivalently recast as

$$M_O \mathbf{p} = M_E \mathbf{p}. \quad (28)$$

Similarly to the PSA introduced for RCA54 in [31], we propose the following form of the state $\mathbf{p}$,

$$p_\mathbf{n} \propto X_{n_8} X_{n_7} X_{n_6} X_{n_5} X_{n_4} X_{n_3} X_{n_2} X_{n_1} \cdots X_{n_2} X_{n_1} X_{n_0} X_{n_{-1}} X_{n_{-2}} X_{n_{-3}} \cdots X_{n_{-2}} X_{n_{-1}} X_{n_0} X_{n_1} X_{n_2} X_{n_3} \cdots X_{n_2} X_{n_1} X_{n_0} X_{n_{-1}} X_{n_{-2}} X_{n_{-3}} \cdots \quad (29)$$

The values $X^{(i)}_{n_1n_2n_3n_4}$ are determined so that the stationarity condition in Eq. (28) is satisfied. Explicitly, for any configuration $\mathbf{n} = (n_1, n_2, n_3, \ldots, n_N)$ the following equality has to hold,

$$X_{n_1n_2n_3n_4} X'_{n_2n_3n_4n_5} \cdots X'_{n_{N-2}n_{N-1}n_{N}} X_{n_{N}-1n_{N}n_{1}n_{2}} X'_{n_{N}n_{1}n_{2}n_{3}} \cdots \quad (30)$$

where we have used the notation $f_i = f(n_{i-1}, n_i, n_{i+1})$, as introduced in [31]. Before solving the system of equations, we put all the components corresponding to configurations $\mathbf{n}$ with pairs of consecutive 1 to 0 by requiring the following

$$X^{(i)}_{11n_1n_2} = X^{(i)}_{n_111n_2} = X^{(i)}_{n_1n_211} = 0. \quad (31)$$

To fix the normalization we are free to choose $X_{0000}X'_{0000} = 1$, which together with (30) implies

$$X_{0101}X'_{1010} = X_{1010}X'_{0101} = X_{0000}X'_{0000} = 1. \quad (32)$$
Additionally, we observe that the values $X_{1,1,2,3,1}$ are determined up to the following gauge transformation
\begin{align}
X_{n_1 n_2 n_3 n_4} &\mapsto \alpha_{n_1 n_2 n_3} X_{n_1 n_2 n_3 n_4} \alpha_{n_1 n_2 n_3}^{-1}, \\
X'_{n_1 n_2 n_3 n_4} &\mapsto \alpha_{n_1 n_2 n_3} X'_{n_1 n_2 n_3 n_4} \alpha_{n_1 n_2 n_3}^{-1},
\end{align}
which allows us to set $X^{(i)}_{0,1,2,3} = 1$ for all configurations of three sites belonging to the sector without pairs of 1,
\begin{equation}
X^{(i)}_{0,1,2,3} = (1 - \delta_{n_1 + n_2, 2}) (1 - \delta_{n_2 + n_3, 2}).
\end{equation}
Combining the restriction to the relevant subspace (31) together with the choices of normalization (32) and gauge (33), and requiring stationarity (30) we obtain conditions for the remaining four components,
\begin{equation}
X_{1000} = X'_{1000} = X_{1001} X'_{1001}.
\end{equation}
This condition exhibits the following two-parameter family of solutions,
\begin{align}
X_{1001} &= \frac{\omega^2}{\xi}, \\
X'_{1001} &= \frac{\xi^2}{\omega}, \\
X_{1000} &= X'_{1000} = \omega \xi,
\end{align}
with all the other components either being 0 (as given by (31)) or 1. The vector $p$ representing the steady state has to be normalized, therefore all its components have to be non-negative, which restricts the values of parameters $\xi$, $\omega$ to $\mathbb{R}^+$. At this point the choice of parametrization is arbitrary, but it can be straightforwardly demonstrated that the parameters $\xi$ and $\omega$ are exponents of the chemical potentials $\mu^+$, $\mu^-$ corresponding to numbers of positively and negatively moving quasiparticles. First we use the gauge freedom to transform the tensors into an equivalent form,
\begin{align}
\alpha_{000} &= 1, & \alpha_{010} &= \xi^{-1}, \\
\alpha_{001} &= \alpha_{010} = \alpha_{100} = \omega^{-1}, \\
\alpha_{1123} &= \alpha_{1123} |_{\xi + \omega},
\end{align}
which by (33) implies
\begin{align}
X_{1001} &\mapsto \xi, & X'_{1001} &\mapsto \omega, \\
X_{1000} &\mapsto \xi, & X'_{1000} &\mapsto \omega, \\
X_{1001} &\mapsto \omega, & X'_{1001} &\mapsto \xi,
\end{align}
while the other components either remain 0, cf. (31), or are mapped into 1. In a given configuration $\underline{n}$, the number of both types of quasiparticles can be determined by the count of sub-configurations $(0, 0, 0, 1), (1, 0, 0, 0)$ and $(1, 0, 0, 1)$. Depending on the parity of the site indices where the sub-configurations are positioned, they correspond either to quasiparticles with positive or negative velocity, as summarized by Eq. (15). Therefore, the new values of $X^{(i)}_{n_1 n_2 n_3 n_4}$ imply that every component $p_{\underline{n}}$ of the stationary state $p$ is weighed as
\begin{equation}
p_{\underline{n}} \propto \xi^{Q_{\underline{n}}^+} \omega^{Q_{\underline{n}}^-},
\end{equation}
where $Q_{\underline{n}}^\pm$ are the numbers of positive and negative quasiparticles in a given configuration $\underline{n}$.

Since the requirement for stationarity is the invariance to evolution for two time-steps (28), we can define two versions of state, $p$ and $p'$, corresponding to even and odd time-steps respectively,
\begin{equation}
p' = M_2 p, \quad p = M_0 p'.
\end{equation}
Together with the solution for $p$, this condition implies that the odd-time version of the state takes the same form with the roles of $X_{n_1 n_2 n_3 n_4}$ and $X'_{n_1 n_2 n_3 n_4}$ reversed,
\begin{equation}
p' \propto X'_{n_1 n_2 n_3 n_4} X_{n_2 n_3 n_4 n_5} X'_{n_3 n_4 n_5 n_6} \cdots \cdots X_{n_{N-2} n_{N-1} n_{N-1}} X'_{n_{N-1} n_{N-1} n_{N-2}} X_{n_{N-1} n_{N-2}}.
\end{equation}
This parametrization of the steady state preserves the symmetry of the model: shifting the state by one site (up or down) is the same as evolving it for one time-step (half of Floquet period).

### C. Matrix product form of stationary states

Equivalently, the stationary states can be recast in the matrix product form,
\begin{equation}
p = \frac{1}{Z} \text{tr} \left( V_1 V_2 V_3 \cdots V_{N-1} V_N \right),
\end{equation}
where $V^{(i)}_i$ are vectors of matrices, corresponding to the physical site $i$, $V^{(i)} = (V^{(i)}_0, V^{(i)}_1)^T$, and $Z$ is the normalization. Explicitly, the components $p_{\underline{n}}$ of the state $p$ read
\begin{equation}
p_{\underline{n}} = \frac{1}{Z} \text{tr} \left( V_{n_1} V'_{n_2} V_{n_3} \cdots V'_{n_{N-1}} V_{n_N} \right).
\end{equation}
To construct MPS from the PSA, we introduce an 8-dimensional auxiliary space with each basis element labeled by a binary string $(m_1 m_2 m_3)$ and we define the $8 \times 8$ matrices $\tilde{V}^{(i)}_{n}$ with the entries given by the PSA values as
\begin{equation}
(\tilde{V}^{(i)}_{n})_{m_1' m_2' m_3'} = \delta_{m_1, m_1'} \delta_{m_2', m_2} \delta_{m_3, m_3'} X^{(i)}_{m_1 m_2 m_3},
\end{equation}
where the strings in the superscript and the subscript are the binary representations of the row and column index respectively. MPS consisting of these matrices are equivalent to the PSA steady state as introduced before,
\begin{equation}
\text{tr} \left( \tilde{V}^{(i)}_{n_1} \tilde{V}^{(i)}_{n_2} \cdots \tilde{V}^{(i)}_{n_N} \right) = X_{n_1 n_2 n_3 n_4} \cdots X'_{n_N n_{N-1} n_{N-2}}.
\end{equation}
The MPS can be simplified by introducing $4 \times 8$ and $8 \times 4$ auxiliary space matrices $R$ and $Q$
\begin{equation}
R = \begin{bmatrix} 1 & 0 \\ 1 & 1 \\ 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix}.
\end{equation}
and noting that for any combination of \( n_1, n_2 \), inserting QR between two consecutive matrices does not change the product,

\[
\tilde{V}_{n_1} Q R \tilde{V}_{n_2} = \tilde{V}_{n_1} \tilde{V}_{n_2}.
\]

From here it follows that the MPS \([12]\) composed of \( 4 \times 4 \) matrices \( V^{(i)}_n \), defined as \( V^{(i)}_n = R \tilde{V}^{(i)}_n Q \), is equivalent to \([45]\). Explicitly,

\[
V_0 = \begin{bmatrix} 1 & 0 & 0 & \xi \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}, \quad V_1 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ \xi & 0 & 1 & \omega \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
\]

while the other pair of matrices is given by the exchange of parameters \( \xi \leftrightarrow \omega \),

\[
V_n^{(\xi, \omega)} = V_n^{(\omega, \xi)}.
\]

The stationarity of the MPS is implied by the equivalence between the two representations. However, the MPS additionally exhibits an algebraic structure that allows us to explicitly demonstrate the stationarity without relying on the equivalence with the PSA. Matrices \( V^{(i)}_n \) satisfy a cubic algebraic relation, analogous to \([33]\),

\[
\text{M}_E \text{tr} \left( V_1 V_2 V_3 S \right) = V_1 S \frac{V_2}{V_3},
\]

which compactly encodes the following component-wise equalities,

\[
V_{n_1} V'_{f(n_1, n_2, n_3)} V_{n_3} S = V_{n_1} S V_{n_2} V'_{n_3}.
\]

We introduced the delimiter matrix \( S \), defined as

\[
S = \begin{bmatrix} \xi & \omega & 0 & \xi^2 \\ \omega & -\xi & 0 & 0 \\ 0 & 0 & 1 & \omega \\ -\xi & 0 & \omega & -\xi^2 \end{bmatrix}.
\]

The inverse of the delimiter matrix is given by exchanging the parameters,

\[
S(\xi, \omega)^{-1} = S(\omega, \xi),
\]

which immediately implies a dual relation similar to \([50]\),

\[
U_2 \left( V'_1 V_2 V'_{3} S^{-1} \right) = V'_1 S^{-1} V'_{2} V_{3}.
\]

Note that in case \( \xi = \omega^2 \) or \( \omega = \xi^2 \), the matrices \( S \) and \( S^{-1} \) are not well defined, however the products \( V_n S \) and \( V_n' S^{-1} \) have finite values in the limit \( \xi \to \omega^2 \) (or \( \omega \to \xi^2 \)). Therefore the following discussion holds for any value of parameters. When \( \xi = \omega = 1 \), the stationary state becomes the maximum entropy state, where each allowed configuration is equally likely. In this case the MPS representation can be reduced to \( 2 \times 2 \) matrices, as is explained in Appendix \([A]\).

The odd-time version of the state, \( p' \), has the same form as \( p \), but the parameters \( \xi \) and \( \omega \) are exchanged (or equivalently, \( V' \) is replaced by \( V \) and vice versa),

\[
p' = \frac{1}{Z} \text{tr} \left( V'_1 V_2 V'_3 \cdots V'_{N-1} V_N \right).
\]

The stationarity requirement \([40]\) follows directly from relations \([50]\) and \([54]\). To prove the first of the stationarity conditions, we insert \( S S^{-1} \) between the matrices corresponding to the first and second sites, and apply the local time evolution operator \( U_N \) using the 3-site algebraic relation,

\[
\frac{N}{2} U_{2i} \text{tr} \left( V_{n_1} V'_2 V_3 \cdots V_{N-1} V_N' \right)
\]

\[
= \prod_{i=1}^{N/2} U_{2i} \left( S^{-1} V_{n-1} V''_1 V_2 V_{n-3} V''_2 \cdots V_{N-2} V''_{N-2} V_{N-1} V''_N \right).
\]

We keep applying local time evolution operators \( U_{N-2}, U_{N-4}, \ldots \), one by one, each time moving the matrix \( S \) two sites to the left as described by \([54]\), until we are left with the following

\[
\frac{N}{2} U_{2i} \left( V'_1 V'_2 V'_3 S^{-1} V_4 \cdots V_{N-1} V_N \right)
\]

\[
= \text{tr} \left( V'_1 V'_2 V'_3 S^{-1} V_4 \cdots V_{N-1} V_N \right),
\]

where we used the dual relation in Eq. \([54]\) together with \( U^{-1} = U \). Thus we proved that the even time evolution operator \( \text{M}_E \) maps the state \( p \) into its odd-time analogue \( p' \). The second stationarity requirement \([40]\) can be proved analogously.

### D. Partition function

As demonstrated in Subsec. \([11,13]\) the stationary probabilities of configurations \( p_n \) are distributed according to the grand-canonical ensemble,

\[
p_n = \frac{1}{Z} \exp (Q_n^+ \mu^+ + Q_n^- \mu^-),
\]

with the chemical potentials corresponding to the numbers of positive and negative quasiparticles determined by the parameters

\[
\xi = e^{\mu^+}, \quad \omega = e^{\mu^-}.
\]

The partition function \( Z \) can therefore be given in two equivalent forms. The first one follows directly from the normalization condition of the MPS representation of the stationary state \( p \)

\[
Z = \sum_{\{m\}} \text{tr} \left( V_{n_1} V_{n_2} V_{n_3} \cdots V_{n_N} \right) = \text{tr} T^{N/2},
\]
where we introduced the transfer matrix $T$ as the sum of all products of matrices on two sites,

$$T = (V_0 + V_1)(V'_0 + V'_1) = \begin{bmatrix} 1 & 0 & \xi & \omega \\ \xi & 1 & \omega & \xi \omega \\ \omega & 0 & 1 & \xi \\ 0 & 1 & 0 & 0 \end{bmatrix}. \quad (61)$$

The second form of $Z$ is defined as a weighted sum over the set of quasiparticle numbers,

$$Z = \sum_{\{\omega\}} \xi^{Q_{+}} \omega^{Q_{-}} = \sum_{\{Q\}} \Omega_{Q} \xi^{Q_{+}} \omega^{Q_{-}}, \quad (62)$$

where the entropic term $\Omega_{Q} = \Omega(N, Q^{+}, Q^{-})$, which counts the number of degenerate configurations with the same number of quasiparticles, takes the following combinatoric form

$$\Omega_{Q} = \frac{1}{m_{Q}} \left( \frac{1}{2} N - \frac{1}{3} Q^{+} - \frac{2}{3} Q^{-} \right) \left( \frac{1}{2} N - \frac{1}{3} Q^{-} - \frac{2}{3} Q^{+} \right), \quad (63)$$

with $m_{Q} = m(N, Q^{+}, Q^{-})$ the time-averaged magnetization density expressed in terms of the numbers of positive and negative quasiparticles as

$$m_{Q} = \frac{\left( \frac{1}{2} N - \frac{1}{3} Q^{+} - \frac{2}{3} Q^{-} \right) \left( \frac{1}{2} N - \frac{1}{3} Q^{-} - \frac{2}{3} Q^{+} \right)}{\frac{2}{3} \left( \frac{1}{2} N - \frac{1}{3} Q^{-} - \frac{2}{3} Q^{+} \right). \quad (64)$$

The set $\{Q\}$ above denotes the set of tuples of numbers of positive and negative quasiparticles that satisfy both the equality in Eq. (10) imposed by the even system size and PBC and the following inequalities that manifest from the finite effective size of the quasiparticles,

$$Q^{\pm} + 2Q^{\mp} \leq \frac{3}{2} N, \quad (65)$$

which is implicitly given by $\binom{n - c_k}{k} = 0$. To prove that the expression (62) really represents the entropic contribution, it suffices to show that the two forms of the partition sum (given by Eqs. (60) and (62)) coincide. The proof of equivalence is provided in Appendix B.

Alternatively, the inequalities of Eq. (65) can be understood directly from the quasiparticle picture. First we consider the minimum effective size of the pairs and triples of quasiparticles (i.e. the minimum number of sites they occupy within a configuration). Noting from inspection that they cover at least four and eight sites, respectively, we obtain the following expression,

$$4Q^{(2)} + 8Q^{(3)} \leq N, \quad (66)$$

where $Q^{(2)}$ and $Q^{(3)}$ denote the numbers of pairs and triples of quasiparticles, respectively. We now express these in terms of the numbers of positive and negative quasiparticles, where for $Q^{\pm} \geq Q^{\mp}$, we have

$$Q^{(2)} = Q^{\mp}, \quad Q^{(3)} = \frac{1}{3}(Q^{\pm} - Q^{\mp}). \quad (67)$$

A simple substitution then yields the inequalities outlined in Eq. (65).

In the limit of large $N$ the expression for the partition function (62) can be written in terms of an integral over quasiparticle densities,

$$\rho^{\pm} = \frac{Q^{\pm}}{N}, \quad (68)$$

to read

$$Z = \int_{0}^{1} d\rho^{+} d\rho^{-} \exp \left( N F(\rho^{+}, \rho^{-}) \right), \quad (69)$$

where $F$ is (minus) a free energy density with “energetic” terms, associated with the cost of each soliton species in terms of their chemical potential, and entropic terms from the counting of states,

$$F = \mu^{+} \rho^{+} + \mu^{-} \rho^{-} + S(\rho^{+}, \rho^{-}). \quad (70)$$

The entropy density $S$ is obtained from using the Stirling approximation in (63). It reads

$$S = -\rho^{+} \ln \rho^{+} + \frac{1}{2} \ln \left( \frac{1}{2} - \frac{1}{3} \rho^{+} - \frac{2}{3} \rho^{-} \right) \ln \left( \frac{1}{2} - \frac{1}{3} \rho^{+} - \frac{2}{3} \rho^{-} \right) - \frac{1}{2} \ln \left( \frac{1}{2} - \frac{2}{3} \rho^{+} - \frac{4}{3} \rho^{-} \right) \ln \left( \frac{1}{2} - \frac{2}{3} \rho^{+} - \frac{4}{3} \rho^{-} \right) + (\rho^{+} \leftrightarrow \rho^{-}),$$

and has the form of an entropy density of mixing of the quasiparticles subject to the constraints (66) and (67).

### IV. EXACT STATIONARY STATE FOR STOCHASTIC BOUNDARY CONDITIONS

The RCA201/Floquet-PXP with PBC is fully deterministic. The integrability of the model implies that the dynamics is naturally decomposed into many different sectors, which makes the number of steady states of the closed system highly degenerate. In the absence of chaos, a way to make the dynamics ergodic is to impose stochastic boundary conditions (SBCs) by considering a finite chain coupled to stochastic reservoirs on both ends, an approach similar to that of the RCA54, cf. [31–33]. With SBCs the RCA201/Floquet-PXP becomes a stochastic model, and by ergodic we mean two things. First, all configurations are dynamically connected, that is, the relevant subspace is irreducible under the dynamics since quasiparticles can be created and destroyed at the boundaries. Note that this subspace is slightly larger than that of a similarly sized system with PBCs as with SBCs there is no restriction on the occupation of the first and last site which are no longer neighbours. The number of configurations in the subspace of interest is then the Fibonacci rather than the Lucas number (see Subsec. [113]. Second, the relaxation time (i.e. the time to forget a typical initial condition) is finite.
In this section we find a class of suitable stochastic boundary propagators to make the system relax to a unique non-equilibrium steady state (NESS) similar to the Gibbs state introduced in Sec. III. The starting point is the MPS form of the Gibbs state of a large system with periodic boundaries, which is used to express the probability distribution (i.e., state) of a finite subsection of the chain in the limit when the system size goes to infinity. The resulting probability distribution can be viewed as a NESS of the finite chain with the boundaries that stochastically inject and remove quasiparticles with rates that are compatible with the chemical potentials $\mu^+$, $\mu^-$ of the original Gibbs state.

A. State of a finite section of a larger system

We start with the closed system with periodic boundary conditions and length $M$ that is assumed to be the equilibrium state given by spectral parameters $\xi$, $\omega$, as introduced in Sec. III. By definition, the probabilities of configurations of a smaller section of the chain with length $N$ are given by summing over the probabilities corresponding to the configurations $(n_1, n_2 \ldots n_M)$ with the same first $N$ bits,

$$p_{n_1 \ldots n_N}^{(M)} = \sum_{n_{N+1} \ldots n_M} Z^{-1} \text{tr} \left( V_{n_1} V'_{n_2} \ldots V'_{n_M} \right)$$

(72)

Note that the superscript $(M)$ refers to the length of the whole system and not the length of the section. Using $T$ to denote the transfer matrix, $T = (V_0 + V_1)(V'_0 + V'_1)$, as introduced in Eq. (61), the probability distribution $p^{(M)}$ can be succinctly expressed as

$$p^{(M)} = \frac{\text{tr} \left( V_1 V'_2 \ldots V'_N T^{(M-N)/2} \right)}{\text{tr} T^{M/2}}$$

(73)

We define the state of the subsystem $p$ as the large system size limit of the distribution $p^{(M)}$,

$$p = \lim_{M \to \infty} p^{(M)} = \frac{\langle l | V_1 V'_2 \ldots V'_N | r \rangle}{\lambda^{N/2} \langle l | r \rangle}$$

(74)

where we introduced the parameter $\lambda$ denoting the leading eigenvalue of the matrix $T$, and $\langle l |$, $| r \rangle$ are the corresponding left and right eigenvectors,

$$T | r \rangle = \lambda | r \rangle, \quad \langle l | T = \frac{\langle l |}{\lambda}.$$  

(75)

Explicitly, $\lambda$ is the largest solution of the following quartic equation,

$$\lambda^4 - 3\lambda^3 + (3 - 2\xi \omega)\lambda^2 - (1 - \xi \omega)\lambda - (\xi^2 - \omega)(\omega^2 - \xi) = 0,$$

(76)

while the leading eigenvectors are implicitly given by parameters $\xi$, $\omega$ and the eigenvalue $\lambda$ as

$$\langle l | = ((\lambda - 1)\xi + \omega^2)^T \begin{bmatrix} \lambda (\lambda - 1)^2 - \xi \omega \\ (\lambda - 1)^2 - \xi \omega \\ (\lambda - 1)\omega + \xi^2 \\ (\lambda - 1) ((\lambda - 1)^2 - \xi \omega) \end{bmatrix}$$

(77)

and

$$| r \rangle = ((\lambda - 1)\omega + \xi^2)^T \begin{bmatrix} \lambda (\lambda - 1)^2 - \xi \omega \\ (\lambda - 1)^2 - \xi \omega \\ (\lambda - 1)\omega + \xi^2 \\ (\lambda - 1) ((\lambda - 1)^2 - \xi \omega) \end{bmatrix},$$

(78)

where the nontrivial normalization prefactor is chosen to simplify the boundary equations in the next subsection.

Note that the asymptotic form of the probability distribution $p^{(l)}$ is valid as long as the leading eigenvalue $\lambda$ is not degenerate, which is the case for all $\xi, \omega > 0$. The odd time-step version of the asymptotic distribution, $p'$, takes the same form as $p$ with the exchanged roles of parameters $\xi$ and $\omega$. Explicitly,

$$p' = \frac{(l' | V_1 V'_2 \ldots V'_N | r')}{\lambda^{N/2} \langle l' | r' \rangle},$$

(79)

where the vectors $\langle l' \rangle$ and $| r' \rangle$ are defined as

$$\langle l'(\xi, \omega) \rangle = \langle l(\omega, \xi) \rangle, \quad | r'(\xi, \omega) \rangle = | r(\omega, \xi) \rangle,$$

(80)

and the leading eigenvalue $\lambda$ is invariant under the exchange $\xi \leftrightarrow \omega$.

To avoid the cluttering of notation, we use the symbols $p$, $p'$ to denote probability distributions on $N$ sites, i.e. $p^{(l)}$ are vectors from $(\mathbb{R}^2)^\otimes N$ with components $p_{n_1 n_2 \ldots n_n}^{(l)}$. When we refer to probabilities of configurations of different lengths, we will always use the component-wise notation to avoid ambiguity. Note that values $p^{(l)}_{n_1 n_2 \ldots n_n}$ take the form similar to (74) and (79) with $N$ being replaced by $k$.

B. Compatible boundaries

The probability distribution of the section of the chain, $p$, can be understood as the NESS of a boundary driven system. We assume the one time-step evolution operators to be deterministic in the bulk and stochastic at the boundaries. Explicitly, under the even time-step operator $M_E$ the sites $(1, 2, \ldots, N-4)$ change deterministically according to the time evolution rule $\mathbf{R}$, while the evolution of sites $(N-3, N-2, N-1, N)$ is given by a stochastic matrix $\mathbf{R}$,

$$M_E = \prod_{i=1}^{N/2-2} U_{2i} R_{N-3N-2N-1N}.$$  

(81)

Similarly, in the odd time-step, the evolution of sites $(5, 6, 7, \ldots, N)$ is deterministic and the evolution of the first four sites $(1, 2, 3, 4)$ is encoded in the stochastic matrix $L$,

$$M_O = L_{1234} \prod_{i=2}^{N/2-1} U_{2i+1}.$$  

(82)
For the vectors \( \mathbf{p}, \mathbf{p}' \) to be understood as a stationary state under the stochastic time evolution, the following conditions have to be satisfied,

\[
\mathbf{M}_{E} \mathbf{p} = \mathbf{p}', \quad \mathbf{M}_{O} \mathbf{p}' = \mathbf{p}.
\]  

(83)

The stationarity condition is fulfilled when in addition to the bulk algebraic relations \((50)\), the MPS introduced in \((73)\) and \((72)\) satisfies the appropriate boundary relations. Explicitly, \( \mathbf{p} \) is mapped into \( \mathbf{p}' \) under the even time-step evolution, when the following boundary equations hold,

\[
\langle l | \mathbf{V}_1 S = \Gamma \langle l' | \mathbf{V}'_1,
R_{1234} \left( \mathbf{V}_1 \mathbf{V}'_2 \mathbf{V}'_3 \mathbf{V}'_4 \right) = \mathbf{V}_1 \mathbf{V}'_2 \mathbf{V}'_3 \mathbf{V}'_4 S \right),
\]  

(84)

Analogously, the second stationarity condition implies the following two boundary relations,

\[
L_{1234} \left( \langle l' | \mathbf{V}'_1 \mathbf{V}'_2 \mathbf{V}'_3 \mathbf{V}'_4 \right) = \langle l | \mathbf{V}_1 \mathbf{V}'_2 \mathbf{V}'_3 \mathbf{V}'_4 S^{-1},
V'_1 S^{-1} \right), = \frac{1}{\Gamma} \mathbf{V}'_1 \langle r | \right),
\]  

(85)

where the scalar factor \( \Gamma \) is determined by the normalisation of the MPS as

\[
\Gamma = \frac{(l | r)}{(l' | r')} = \frac{(\lambda - 1) \xi + \omega^2}{(\lambda - 1) \omega + \xi^2}.
\]  

(86)

The boundary propagators \( \mathbf{R} \) and \( \mathbf{L} \) are assumed to stochastically act only on the rightmost and leftmost sites respectively, while the other three sites change deterministically, according to the dynamical rule \((\mathbf{8})\). Equivalently, we can imagine we temporarily introduce an additional site to the edge of the chain, in a state that depends on the configuration of the four sites, and update the site at the edge deterministically, as illustrated in Fig. [8]. Explicitly, the matrix elements of \( \mathbf{R} \) and \( \mathbf{L} \) can be parametrized as

\[
R_{n_1,n_2,n_3,n_4}^{n'_1,n'_2,n'_3,n'_4} = \delta_{n_1,n'_1} \delta_{n_2,n'_2} \delta_{n_3,n'_3} \delta_{n_4,n'_4} \xi^{n_1} \eta^{n_2} \xi^{n_3} \eta^{n_4},
\]  

(87)

\[
L_{n_1,n_2,n_3,n_4}^{n'_1,n'_2,n'_3,n'_4} = \delta_{n_2,n'_2} \delta_{n_3,n'_3} \delta_{n_4,n'_4} \xi^{n_2} \eta^{n_3} \xi^{n_4} \eta^{n_1},
\]  

where \( \phi^R_{n_1,n_2,n_3,n_4} \) and \( \phi^L_{n_1,n_2,n_3,n_4} \) can be interpreted as conditional probabilities of the virtual sites being \( n_5 \) and \( n_0 \), respectively, if the configurations at the edge are \( (n_1,n_2,n_3) \). Here we use the shorthand notation \( f_i = f(n_{i-1}, n_i, n_{i+1}) \), as introduced in \((\mathbf{4})\). Additionally, the matrix elements in each column of \( \mathbf{R} \) and \( \mathbf{L} \) have to sum into 1, which for any four-site configuration \( (n_1,n_2,n_3,n_4) \) implies

\[
\sum_{n_5=0}^{1} \phi^R_{n_1,n_2,n_3,n_4,n_5} = \sum_{n_0=0}^{1} \phi^L_{n_0,n_1,n_2,n_3,n_4} = 1.
\]  

(88)

**FIG. 8.** Right and left boundary propagators. The action of \( \mathbf{R} \) is equivalent to introducing an additional virtual site on the top (represented by the purple square), initialize it in the state that depends on the four sites preceding it, and then evolving the second and fourth site according to the deterministic rule \((201)\) (blue arrows). Similarly, the left boundary propagator \( \mathbf{L} \) can be reproduced by introducing a virtual site at the bottom, and then applying deterministic evolution.

Applying the dynamical rule \((\mathbf{6})\) to the ansatz \((\mathbf{87})\) while taking into account the normalization condition \((\mathbf{86})\) it immediately follows that for any combination of \( n_1, n_2, n_3, n_4 \) the following holds

\[
R_{n_1,n_2,n_3,n_4}^{n_1,n_2,n_3,n_4} = \Gamma_{n_1,n_2,n_3,n_4} = 1.
\]  

(89)

Furthermore, we note that the steady state is restricted to the subspace without pairs of 1, therefore we can without loss of generality set

\[
R_{n_1,n_2,n_3,n_4}^{1001} = R_{n_1,n_2,n_3,n_4}^{1101} = R_{n_1,n_2,n_3,n_4}^{0011} = R_{n_1,n_2,n_3,n_4}^{1011} = 1.
\]  

(90)

After reducing the number of parameters, we are left with 3 non-deterministic \( 2 \times 2 \) blocks per boundary propagator, each one of them given by two parameters, either \( (\phi^R_{n_1,n_2,n_3,01}, \phi^R_{n_1,n_2,n_3,11}) \) or \( (\phi^L_{n_1,n_2,n_3,01}, \phi^L_{n_1,n_2,n_3,11}) \), with the fixed configuration \( (n_1,n_2,n_3) \). Plugging the ansatz into boundary equations \((\mathbf{86})\) reduces the number of parameters to one per block. Explicitly,

\[
\phi^R_{0001} = \frac{\omega((\lambda - 1)\omega + \xi^2)}{(\lambda - 1)\xi + \omega^2} + \theta^R_1,
\]  

\[
\phi^R_{0011} = \frac{\xi((\lambda - 1)\omega + \xi^2)}{(\lambda - 1)\xi + \omega^2} + \theta^R_2,
\]  

\[
\phi^R_{0101} = \frac{\omega((\lambda - 1)\omega + \xi^2)}{(\lambda - 1)\xi + \omega^2} + \theta^R_3,
\]  

\[
\phi^R_{0111} = \frac{\xi((\lambda - 1)\xi + \omega^2)}{(\lambda - 1)\xi + \omega^2} + \theta^R_4,
\]  

\[
\phi^R_{1001} = \frac{\omega((\lambda - 1)\omega + \xi^2)}{(\lambda - 1)\xi + \omega^2} + \theta^R_5,
\]  

\[
\phi^R_{1011} = \frac{\xi((\lambda - 1)\xi + \omega^2)}{(\lambda - 1)\xi + \omega^2} + \theta^R_6.
\]  

(91)
where $\theta_{1,2,3}^R$ are the free parameters corresponding to the three non-deterministic blocks. Analogously, introducing the left-boundary coefficients $\theta_{1,2,3}^L$, the solution to (88) is given by,

$$\phi_{1000}^L = \frac{\xi ((\lambda - 1)\xi + \omega^2)}{\lambda ((\lambda - 1)\omega + \xi^2)} + \theta_1^L,$$

$$\phi_{1100}^L = \frac{(\lambda - 1)\omega + \xi^2}{\omega ((\lambda - 1)^2 - \xi\omega)} \theta_1^L,$$

$$\phi_{1010}^L = \frac{\omega ((\lambda - 1)\xi + \omega^2)}{\lambda (\lambda - 1)((\lambda - 1)^2 - \xi\omega)} + \theta_2^L,$$

$$\phi_{1101}^L = (\lambda - 1)\theta_2^L,$$

$$\phi_{1001}^L = \frac{\xi ((\lambda - 1)\xi + \omega^2)}{\lambda ((\lambda - 1)\omega + \xi^2)} + \theta_3^L,$$

$$\phi_{1101}^L = \frac{\omega ((\lambda - 1)\omega + \xi^2)}{\xi ((\lambda - 1)^2 - \xi\omega)} \theta_3^L. \tag{92}$$

Equations (91) and (92) provide the most general form of the boundary propagators $\mathbf{R}$ and $\mathbf{L}$, for which the asymptotic state introduced in the previous subsection is the fixed point. Note that the parameters $\theta_{1,2,3}^{R/L}$ are not completely arbitrary, since all the matrix elements of the stochastic boundary matrices should be between 0 and 1.

A particularly convenient choice of parametrization is to set $\theta_{1,2,3}^{R/L} = 0$. In this case the stochastic blocks can be summarized by

$$\phi_{n_1 n_2 n_3 n_4}^R = \frac{p_{n_1 n_2 n_3 n_4 n_5} + p_{n_1 n_2 n_3 n_4 n_5}'}{p_{n_1 n_2 n_3 n_4}} \tag{93}$$

$$\phi_{n_0 n_1 n_2 n_3 n_4}^L = \frac{p_{n_0 n_1 n_2 n_3 n_4} + p_{n_0 n_1 n_2 n_3 n_4}'}{p_{n_1 n_2 n_3 n_4}}.$$

This is reminiscent of the situation observed in RCA54 (see e.g. [39]): if the 4 spins at the edge are in the configuration $(n_1 n_2 n_3 n_4)$, the probability of finding the virtual site to the right (or left) in the state $n_5$ (or $n_0$) is the same as the conditional Gibbs probability of observing the 5-site configuration, given the knowledge of the state of the first 4 sites. The construction proves that the equilibrium distribution of finite configurations can be equivalently understood as a steady state of a boundary-driven system. Note that this does not apply to dynamics. Starting with a configuration on a finite subsection of the periodic lattice, while assuming a random distribution elsewhere (as described in Subsec. III A), evolving it in time and at the end averaging over all the sites outside of the finite subsection we started with, will give us a different distribution compared to taking the same initial configuration and evolving it with the stochastic boundaries.

The construction in this section represents a class of non-trivial boundary propagators, for which the NESS is particularly simple. Generalizing boundary vectors to encode the information about the sites close to the boundary (similar to the situation considered in [32], [33]), might provide a richer family of stochastic boundary propagators with nontrivial NESS. However, this is beyond the scope of this paper and the full classification of all possible solvable (or integrable) boundaries remains an open question.

V. CONCLUSIONS

In this paper we have studied in detail the dynamics of the RCA201/Floquet-PXP model, a classical deterministic reversible cellular automaton. This model is to the classical PXP model (or one-dimensional two-spin facilitated FA model) what the RCA54 is to the classical stochastic FA model: a deterministic lattice system with periodic circuit-dynamics with the same kinetic constraint of the corresponding KCM. The study of these RCAs thus allows us to extend our understanding of the consequences of constraints to dynamics.

We have shown that the RCA201/Floquet-PXP model is integrable. Its dynamics is fully determined by conserved quasiparticles that propagate ballistically and interact via collisions. As usual, integrability implies that many properties of the model can be investigated exactly. Most notably, we have calculated the exact non-equilibrium stationary state, which takes the form of a low bond dimension MPS, under both periodic and stochastic boundary conditions. The methods we applied are similar to those employed to solve the RCA54 model. Note however that the RCA201 is a slightly more complicated model. In particular, the stricter kinetic constraint forces the dynamics to be always strictly out of equilibrium due to the underlying period three cycling of its three-fold vacua (which implies the existence of probability currents under all conditions).

Our work here opens the door for obtaining several other exact results for the dynamics of the RCA201/Floquet-PXP model, just like it was done recently for the RCA54. We anticipate the following: (i) the exact large deviation statistics of trajectory observables, cf. [54]; (ii) the exact MPS form of the “time state”, that is, the probability vector that encodes all time-correlators that are local in space, cf. [39]; (iii) construction of the MPS representation for the time-evolution of local observables and the explicit solutions of the dynamical correlation functions and quench dynamics, cf. [38]; (iv) the properties of the dual system to the RCA201 where propagation is in the space rather than time direction, and the consequences of this duality, cf. [27]. We hope to report on some of these in the near future.
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Appendix A: MPS for maximum entropy state

When $\xi = \omega = 1$ the MPS representation simplifies. In particular, it can be equivalently expressed as

$$\text{tr}(V_1 V_2 \cdots V_N)_{\xi,\omega=1} = \text{tr}(W_1 W_2 \cdots W_N), \quad (A1)$$

where $W_0$ and $W_1$ are the following $2 \times 2$ matrices

$$W_0 = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix}, \quad W_1 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}. \quad (A2)$$

To see that the two representations are equivalent, we first introduce $4 \times 2$ and $2 \times 4$ matrices $Q$ and $R$

$$Q = \begin{bmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 0 & 0 \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 0 \\ -1 & 0 \end{bmatrix}, \quad (A3)$$

that map $V_n^{(\omega)}$ into a set of $2 \times 2$ matrices $\{W_n\}_{n=0,1}$,

$$W_n = Q V_n^{(\omega)} R |_{\xi,\omega=1} = Q V_n^{(\omega)} R |_{\xi,\omega=1}. \quad (A4)$$

Therefore, to prove the equivalence, we have to show that the matrix product $RQ$ can be inserted between every pair of matrices on the left-hand side of $(A1)$. This follows from the following two relations that hold for any three-site configuration $(n_1, n_2, n_3)$,

$$V_{n_1} V_{n_2} R Q V_{n_3} |_{\xi,\omega=1} = V_{n_1} V_{n_2} V_{n_3} |_{\xi,\omega=1}, \quad (A5)$$

$$V_{n_1} R Q V_{n_2} R Q V_{n_3} |_{\xi,\omega=1} = V_{n_1} R Q V_{n_2} V_{n_3} |_{\xi,\omega=1}, \quad (A5)$$

and the cyclic property of trace.

The stationarity of the right-hand side of Eq. $(A1)$ can be directly expressed by an analogue of the three-site algebraic relation $(A5)$, which in this case trivializes,

$$U (W_1 W_2 W_3) = W_1 W_2 W_3. \quad (A6)$$

The reduced MPS can be understood as the maximum entropy state in the restricted sector: every configuration is equally likely, as long as there are no pairs of consecutive 1.

Appendix B: Equivalence of the two forms of the partition sum

To prove the equivalence of the partition functions in Eqs. $(A1)$ and $(B1)$, we first express the product of transfer matrices as a recursion relation of the form,

$$T^K = T T^K - 1, \quad (B1)$$

with matrix elements, denoted by $T^K_{i,j}$, given by

$$T^K_{i,j} = \sum_{i=1}^{4} T_{i,j} T_{i,k}^{-1}. \quad (B2)$$

where we have introduced the parameter $K$, defined as $2K = N$, to ease the notation. Substituting this parametrization into Eq. $(A1)$ admits the following expression for the partition function,

$$Z = \sum_{i=1}^{4} T^K_{i,i}. \quad (B3)$$

Before searching for a solution to the system of equations in $(B1)$, we note that there is significant redundancy in the components of the transfer matrix which we wish to eliminate. Indeed, one can show that the elements of $T^K$ can be succinctly written in terms of just four free recursive parameters,

$$T_{11}^{K} = T_{22}^{K}, \quad T_{12}^{K} = T_{21}^{K}, \quad T_{13}^{K} = T_{31}^{K}, \quad T_{14}^{K} = T_{41}^{K}, \quad T_{22}^{K} = T_{23}^{K} + \xi T_{24}^{K}, \quad T_{24}^{K} = T_{23}^{K} + \omega T_{24}^{K},$$

$$T_{32}^{K} = T_{33}^{K} + \xi T_{32}^{K} + \omega T_{34}^{K}, \quad T_{34}^{K} = T_{33}^{K} + \xi T_{32}^{K} + \omega T_{34}^{K},$$

$$T_{42}^{K} = T_{43}^{K} + \xi T_{42}^{K} + \omega T_{44}^{K}, \quad T_{44}^{K} = T_{43}^{K} + \xi T_{42}^{K} + \omega T_{44}^{K},$$

$$T_{12}^{K} = T_{42}^{K}, \quad T_{32}^{K} = T_{42}^{K}, \quad T_{13}^{K} = T_{32}^{K}, \quad T_{33}^{K} = T_{32}^{K},$$

$$T_{14}^{K} = T_{32}^{K}, \quad T_{34}^{K} = T_{32}^{K}, \quad T_{12}^{K} = T_{42}^{K}, \quad T_{32}^{K} = T_{42}^{K},$$

$$T_{22}^{K} = T_{23}^{K}, \quad T_{24}^{K} = T_{23}^{K}, \quad T_{23}^{K} = T_{24}^{K}, \quad T_{24}^{K} = T_{23}^{K},$$

$$T_{13}^{K} = T_{32}^{K}, \quad T_{33}^{K} = T_{32}^{K}, \quad T_{14}^{K} = T_{32}^{K}, \quad T_{34}^{K} = T_{32}^{K},$$

$$T_{22}^{K} = T_{23}^{K}, \quad T_{24}^{K} = T_{23}^{K}, \quad T_{23}^{K} = T_{24}^{K}, \quad T_{24}^{K} = T_{23}^{K},$$

$$T_{14}^{K} = T_{32}^{K}, \quad T_{34}^{K} = T_{32}^{K}, \quad T_{12}^{K} = T_{42}^{K}, \quad T_{32}^{K} = T_{42}^{K},$$

$$T_{22}^{K} = T_{23}^{K}, \quad T_{24}^{K} = T_{23}^{K}, \quad T_{23}^{K} = T_{24}^{K}, \quad T_{24}^{K} = T_{23}^{K},$$
This parametrization reduces Eq. (B2) into the remaining four relations,

\[ T^K_{12} = T^{K-1}_{12} + \xi T^{K-1}_{32} + \omega T^{K-1}_{42}, \]
\[ T^K_{22} = 3T^{K-1}_{22} + (2\xi \omega - 3)T^{K-2}_{22} + (1 - \xi \omega)T^{K-3}_{22} \]
\[ + (\xi^3 + \omega^3 - \xi^2 \omega^2 - \xi \omega)T^{K-4}_{22}. \]

Combining (B4) and (B5) provides an expression for the partition function in terms of one recursive parameter,

\[ Z = 4T^K_{22} - T^{K-1}_{22}, \]

for which, Eq. (B5) can be rewritten as a higher order recurrence relation,

\[ T^K_{22} = 3T^{K-1}_{22} + (2\xi \omega - 3)T^{K-2}_{22} + (1 - \xi \omega)T^{K-3}_{22} \]
\[ + (\xi^3 + \omega^3 - \xi^2 \omega^2 - \xi \omega)T^{K-4}_{22}. \]

To relate this expression for the partition function to Eq. (B2) it suffices to find a combinatoric form for \(T^K_{22}\),

\[ T^K_{22} = \sum_{\{Q\}} C^K_Q \xi^Q \omega^{-Q}, \]

where \(C^K_Q = C(K, Q^+, Q^-)\) is some combinatoric factor to be determined and the set \(\{Q\}\) the set of tuples of positive and negative quasiparticle numbers satisfying the constraints in Eqs. (16) and (65). With a little work, one can show that the combinatoric term is given by

\[ C^K_Q = \left( K - \frac{1}{3}Q^+ - \frac{2}{3}Q^- \right) \left( K - \frac{1}{3}Q^- - \frac{2}{3}Q^+ \right). \]

The partition function can then be rewritten as

\[ Z = \sum_{\{Q\}} \left( 4C^K_Q - C^{K-1}_Q \right) \xi^Q \omega^{-Q}, \]

where to combine summations we have used the property that the binomial coefficients vanish when Eq. (65) is not satisfied. Utilising the binomial identity \((n−1 \choose k) = \frac{n−1−k}{n−k} \choose k\), we can express \(C^{K-1}_Q\) in terms of \(C^K_Q\), specifically,

\[ C^{K-1}_Q = \frac{\left( K - \frac{1}{3}Q^+ - \frac{2}{3}Q^- \right) \left( K - \frac{1}{3}Q^- - \frac{2}{3}Q^+ \right)}{\left( K - \frac{1}{3}Q^+ - \frac{2}{3}Q^- \right) \left( K - \frac{1}{3}Q^- - \frac{2}{3}Q^+ \right)} C^K_Q. \]

From here, with a simple substitution, we immediately see that this expression for the partition function is exactly equivalent to that in Eq. (63), where the combinatorial coefficients follow directly as

\[ 4C^K_Q - C^{K-1}_Q = \frac{1}{m_Q} C^K_Q = \Omega_Q. \]