Driven-dissipative Rydberg blockade in optical lattices
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While dissipative Rydberg gases exhibit unique possibilities to tune dissipation and interaction properties, very little is known about the quantum many-body physics of such long-range interacting open quantum systems. We theoretically analyze the steady state of a van der Waals interacting Rydberg gas in an optical lattice based on a variational treatment that also includes long-range correlations necessary to describe the physics of the Rydberg blockade, i.e., the inhibition of neighboring Rydberg excitations by strong interactions. In contrast to the ground state phase diagram, we find that the steady state undergoes a single first order phase transition from a blockaded Rydberg gas to a facilitation phase where the blockade is lifted. The first order line terminates in a critical point when including sufficiently strong dephasing, enabling a highly promising route to study dissipative criticality in these systems. In some regimes, we also find good quantitative agreement with effective short-range models despite the presence of the Rydberg blockade, justifying the wide use of such phenomenological descriptions in the literature.

Strongly interacting Rydberg atoms undergoing driving and dissipation allow to study a wide range of many-body effects not seen in their equilibrium counterparts, ranging from dissipative quantum sensors [1] to self-organizing dynamics [2]. These effects are enabled by the presence of a strong van der Waals interaction between the atoms, which is fundamentally long-ranged. Yet, very little is known about the many-body properties of such systems, as long-ranged open quantum systems are inherently hard to simulate on classical computers [3]. Here, we present a variational calculation of the steady state phase diagram of a long-range interacting Rydberg in an optical lattice.

A key feature of strongly interacting Rydberg gases is the appearance of the Rydberg blockade, where the strong van der Waals interactions prevents the excitation of neighboring Rydberg atoms [4–9]. However, given the intrinsic challenges associated with the treatment of open quantum many-body systems, most works studying dissipative Rydberg gases have employed short-range interactions [10–16], which are inadequate for strongly blockaded Rydberg gases. As a consequence, the steady state phase diagram of blockaded Rydberg gases is essentially unknown.

In this Letter, we present the application of a variational approach for the non-equilibrium steady state of Rydberg atoms with strong repulsive van der Waals interactions. Notably, we explicitly account for correlations between multiple Rydberg excitations. Based upon the variational results, we find a dissipative variant of the Rydberg blockade in the pair correlation function, where any simultaneous excitation within a certain blockade radius is strongly suppressed. In addition, we investigate the interplay between coherent driving and dissipation, finding a first-order dissipative phase transition, which terminates in a critical point under sufficiently strong additional dephasing. Finally, we analyze the validity of effective short-range models to describe the dynamics even in the blockaded regime, where we find that such effective models actually perform better in the presence of a strong Rydberg blockade.

Model.— Dissipative processes involving electronic excitations can often be described in terms of a Markovian master equation in Lindblad form as the frequency of the emitted photons provides for a natural separation of timescales required for the Markov approximation [17]. Then, the time evolution of the density matrix \( \rho \) is given by

\[
\mathcal{L}(\rho) = -i[H,\rho] + \sum_j \left\{ c_j \rho c_j^\dagger - \frac{1}{2} (c_j^\dagger c_j, \rho) \right\},
\]

where \( \mathcal{L} \) denotes the Liouvillian superoperator \( \mathcal{L}(\rho) = \partial_t \rho \), which consists of a coherent part represented by the Hamiltonian \( H \) and a dissipative part characterised a set of jump operators \( c_j \). The coherent dynamics of a ground state atom being laser driven to a single Rydberg state can be expressed in a spin 1/2 Hamiltonian as

\[
H = -\frac{\hbar}{2} \sum_i \sigma_z^{(i)} + \frac{\hbar}{2} \sum_i \sigma_z^{(i)} + C_6 \sum_{i<j} \frac{P_{r}^{(i)} P_{r}^{(j)}}{r_{ij}}.
\]
where $\Omega$ is the driving strength, $\Delta$ is the detuning from the atomic resonance, and $C_6$ denotes the strength of the repulsive van der Waals interaction [18, 19] involving the projector $P_r^{(i)}$ onto the Rydberg state. In our work, we consider the atoms being loaded in a two-dimensional optical lattice, see Fig. 1. The derivation of the jump operators $c_j$ is more subtle [20], but laser-assisted dissipation via an intermediate electronic excitation allows us to use effective jump operators of the form $c_j = \sqrt{\gamma_p} \sigma_z^{(j)}$, with $\gamma_p$ being the effective decay rate from the Rydberg state into the ground state [21]. Furthermore, this setup has the advantage that it allows to tune the dissipation rate independently from the other properties of the Rydberg state such as the $C_6$ coefficient. Here, we also assume that the laser-mediated decay is much faster than the natural decay of the Rydberg excitation or changes in the Rydberg state by blackbody radiation, therefore we neglect these processes. In addition to the dissipation, we also allow for a second set of jump operators $c_j^c = \sqrt{\gamma_p} \sigma_z^{(j)}$, where $\gamma_p$ denotes a dephasing rate arising, e.g., from noise of the driving laser.

Concerning the experimental setup, we consider a square optical lattice trapping Rubidium-87 atoms with a lattice spacing of $a = 532\text{ nm}$. Here, we consider laser driving from the electronic ground state by a two-photon transition to the state $|29S_{1/2}\rangle$, which has a van der Waals coefficient of $C_6 = \hbar \times 17\text{ MHz} \mu \text{m}^6$ [22].

**Variational treatment of long-range correlations.**— In the following, we will be interested in the properties of the non-equilibrium steady state given by the condition $\partial_t \rho = 0$. Following the variational principle for steady states of open quantum systems [11], we turn to a variational parametrization that also allows for long-range correlations, which are crucial to capture the physics of the Rydberg blockade. For the trial state, we consider a variational ansatz containing local density matrices as well as two-body correlations in the following form

$$\rho_{\text{var}} = \prod_{i=1}^N \rho_i + \sum_{i<j} RC_{ij},$$

where $N$ is the number of sites, $R$ is a superoperator transforming the identity matrix $I_i$ into $\rho_i$, and $C_{ij} = \rho_{ij} - \rho_i \otimes \rho_j$ denotes the two-particle correlations. Crucially, we ignore higher-order correlations as in dissipative dynamics with power-law interactions they decay faster than two-body correlations [23]. Considering the residual dynamics of the ansatz, we define a variational cost function that can be cast into the form

$$F_v = N^{-1} \frac{\|\rho_{\text{var}}\|_{\text{HS}}^2}{\|\rho_{\text{var}}\|_{\text{HS}}^2},$$

where $\|O\|_{\text{HS}} = \sqrt{\text{Tr}[O^2]}$ is the Hilbert-Schmidt norm. Using the definition of $F_v$ for a transnationally invariant system, and expanding the Liouvillean in terms of local and interacting terms, i.e. $L = \sum_i L_i + \sum_{i<j} L_{ij}$, we end up with an efficiently computable upper bound, i.e. $F_v \leq f_v$, that reads as

$$f_v = g_p^{-2} \sum_{1 \neq j} \langle \rho_{\text{var}}^{(1)} \rangle L_i^1 L_j^1 | \rho_{\text{var}}^{(1)} \rangle + g_p^{-3} \sum_{1 \neq j \neq k} \langle \rho_{\text{var}}^{(1)} \rangle |2 L_i^1 L_j^1 + L_i^1 L_k^1 | \rho_{\text{var}}^{(1)} \rangle + g_p^{-4} \sum_{1 \neq j \neq k \neq l} \langle \rho_{\text{var}}^{(1)} \rangle |1 L_i^1 L_j^1 + 2 L_i^1 L_j^1 L_k^1 + \frac{1}{4} L_i^1 L_j^1 L_k^1 | \rho_{\text{var}}^{(1)} \rangle,$$

where we used the notation $\|\rho_{\text{var}}\|_{\text{HS}}^2 = \langle L_i^1 \rho_{\text{var}} | L_i^1 \rho_{\text{var}} \rangle$, and $g_p = \|\rho_1 | \rho_1 \|$ denotes the local purity [21].

Within this approach, we can also make statements about systems in the thermodynamic limit, even for finite $N$. This is possible, as within our variational approach, a system of $N$ sites is indistinguishable from an infinitely large system in which correlations over a cluster of $N$ sites are accounted for. Hence, we can easily detect the presence of dissipative phase transitions by observing non-analytic behavior of steady state observables. Note that while our approach shares some similarities to previous approaches based on cluster mean-field theory [24, 25], the variational character allows us to avoid some pitfalls associated with mean-field theory in open systems [11, 26, 27].

A crucial aspect of our variational approach is to accurately describe the pair correlation function $g_2(r_{ij}) = \langle P_r^{(i)} P_r^{(j)} \rangle / \langle P_r^{(i)} \rangle \langle P_r^{(j)} \rangle$ with relatively few variational parameters that need to be optimized. From perturbation theory in the strongly blocked regime [28], one can expect that the pair correlation function behaves for small distances as $g_2(r_{ij}) \sim r_{ij}^6$, while for weak interactions at large interactions, one would expect $\lim_{r_{ij} \to \infty} g_2(r_{ij}) = 1$. An expansion satisfying these two limits is given by

$$g_2(r) = \frac{\alpha_6 r^6}{\alpha_6 r^6 + \sum_{6 \leq k < 6} \alpha_k r^k},$$

where the $\alpha_k$ are variational parameters. Here, we truncate the sum after the second order, for which we find that Eq. (6) is in good quantitative agreement with exact numerical simulations of small systems. For correlation functions involving $\sigma_x$ or $\sigma_y$, we assume an exponential decay, with the only exception being the correlator $\langle \sigma^y_0 \sigma^z_1 \rangle - \langle \sigma^y_0 \rangle \langle \sigma^z_1 \rangle$, which is inherently linked to $g_2(r)$ through the Lindblad master equation [21].

**Steady state phase diagram.**— First, we focus on the case without any dephasing, i.e., $\gamma_p = 0$. Without any dissipation, the ground state phase diagram of Eq. (2) on a lattice for $\Delta > 0$ consists of a series of crystalline
phases that can be either commensurate or incom-
mensurate with the underlying lattice, and a paramagnetic
phase for sufficiently strong driving strength $\Omega$ [29–31].
Including dissipation, we find a vastly different phase di-
agram for the nonequilibrium steady state. Overall, we
find the presence of two competing phases, see Fig. 2, one
at low densities exhibiting the characteristic pair correla-
tion function $g_2(r)$ of the Rydberg blockade, and one at
higher densities in which the Rydberg atoms are either
uncorrelated or even exhibiting bunching of neighboring
Rydberg excitations, i.e., leading to a complete lifting of
the Rydberg blockade. We note that the second phase
continuously connects to the so-called anti-blockade or fa-
cilitated regime [32–34], where the detuning cancels the
longitudinal field term arising from the interaction, re-
sulting in an effectively purely transversal Ising model.
Hence, we refer to the two phases as “blockade phase”
and “facilitation phase”, respectively. We find that the
two phases are separated by a first order transition that
stretches throughout the entire parameter space. To de-
terminate the position of the first-order line in the limit of
infinitely large clusters, we perform an analysis in close
analogy to finite-size scaling, using cluster sizes of $5 \times 5$,
$7 \times 7$, and $9 \times 9$. The choice of odd numbers is twofold;
First, it considerably simplifies the expressions for the
variational norm as it can be constructed around a site
at the center of the lattice. Second, even and odd sites
have slightly different scaling behavior, so focusing on
only one of them achieves faster convergence. The result
of the cluster scaling analysis is shown in Fig. 2c. Fur-
thermore, even in the facilitation phase, we find that the
density of Rydberg excitations is comparatively low close
to the transition, which we attribute to the first excita-
tion still being suppressed by the van der Waals inter-
action, which is much stronger than the driving strength $\Omega$.
Remarkably, in stark contrast to the ground state

FIG. 2. Variational results for the steady state of two-dimensional driven Rydberg gases in the presence of decay with the
rate $\gamma = 2\pi \times 1$ MHz. (a). Rydberg density obtained from a cluster size of $9 \times 9$ exhibits a discontinuity for different values
of detuning $\Delta$ signalling a first-order transition, with the step-like discreteness being due to the numerical resolution. (b) The
pair correlation function $g_2$ demonstrates a blockaded region for low-density phase (solid lines) and a facilitated region for
high-density phase (dotted lines). In all cases, the driving strength $\Omega$ was chosen right below the transition (solid) or right
above it (dotted) (c) The steady-state phase diagram is obtained by finite-size scaling of the variational results which resembles
a lattice liquid-gas transition.

phase diagram, we find no evidence for consumerability
effects with the underlying lattice, as the first order line
appears to be a smooth function, with other quantities
such as the blockade radius behaving in a similar way.

Dephasing-induced criticality.— Without dephasing,
the numerical results are consistent with the first order
line extending all the way to $\Delta = 0$, without trigger-
ing any critical behavior, in contrast to both the ground
state phase diagram and the steady-state phase diagram
for purely coherent evolution [35, 36]. However, as al-
ready known from other dissipative models exhibiting
first-order transitions [12, 37, 38], such first order lines
between two competing phases can be turned critical by
injecting additional dephasing noise into the dynamics.
Within our variational approach, we also observe this be-
havior for the long-range interacting case, see Fig. 3a. In
particular, we find the critical point emerging for a de-
tuning of $\Delta = 2\pi \times 40$ MHz at $\gamma_p = 2\pi \times 16$ MHz. Such
a level dephasing can be realized experimentally by noise
on the excitation laser, opening a very promising route
to study dissipative criticality in such a setting.

Effective short range models.— As already mentioned,
the inherent challenges with studying open quantum
many-body systems has led to most theoretical works
replacing the long-range interaction in dissipative Ryd-
berg gases by a short-range interaction. While it is clear
that this is inadequate to correctly describe the Rydberg
blockade, one may ask whether such a simplification can
still be used to describe dissipative Rydberg gases, es-
pecially since properly renormalized short-range models
have had some success in describing experiments even in
the blockaded regime [12]. To this end, we develop a sys-
tematic way to derive effective short-range models [21].
Here, we consider the situation where the detuning is cho-
sen in such a way that it realizes an anti-blockade con-
figuration at a particular distance $r'$. Then, we assume
that all lattice sites in between are effectively frozen and consider an effective model involving only the remaining sites. As we operate in an anti-blockade configuration, we obtain a purely transversal Ising model, i.e.,

\[ H_{\text{eff}} = \frac{\hbar \Omega}{2} \sum_i \sigma_z^{(i)} + J_{\text{eff}}(r_d) \sum_{\langle ij \rangle} \sigma_z^{(i)} \sigma_z^{(j)}, \]

where \( J_{\text{eff}}(r_d) \) denotes the strength of the nearest-neighbor Ising interaction which accounts for van der Waals interaction excluding terms from the nearest-neighbor up to a truncation distance \( r_d < r' \) [21].

We can benchmark the validity of the effective short-range model by performing variational calculations. For the short-range model, we utilize a Gutzwiller ansatz, which has been shown to give reliable quantitative estimates of the position of the first order transition [16]. Fig. 3b-c confirms that the short-range Ising model is in good quantitative agreement with the long-range interacting model after accounting for the number of excluded sites by rescaling the Rydberg density by a factor of \((r_d + 1)^3\), provided that the driving strength \( \Omega \) is relatively small. For larger values of the driving strength, resulting in a decreasing truncation radius \( r_d \), the correspondence becomes worse, although the position of the first order transition remains quite accurate over a substantially larger region. This is somewhat counterintuitive, as in the limit where the truncation distance vanishes, one would expect a short-range model to be valid, although there are cases when considering classical rate equations instead of a Lindblad master equation, where a van der Waals interactions is not decaying sufficiently fast to allow for a replacement by a nearest-neighbor interaction [39].

In summary, we have analyzed the stationary properties of strongly interacting Rydberg gases under driving and dissipation using a variational treatment properly capturing long-range correlations. In stark contrast to the ground state phase diagram, the steady state of dissipative Rydberg gases features a single first-order phase transition between a blocked phase and a facilitation phase, without any commensurability effects from the underlying optical lattice. The first-order line can be tuned critical by incorporating additional dephasing noise, leading to a very promising route to investigate dissipative criticality in an open quantum system. Finally, we find that despite strong blockade effects, effective short-range descriptions of dissipative Rydberg gases can be successfully used to explain the basic features of the steady state phase diagram and hence can serve as a minimal model.
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S.1. Effective Local Jump Operators for Interacting Rydberg Atoms

In many phenomenological descriptions of dissipative Rydberg gases, the dissipation is incorporated in terms of local jump operators connecting the Rydberg state to the ground state. While this is a reasonable assumption for non-interacting atoms, the presence of strong van der Waals interactions can modify this picture, as the frequency of emitted photons generically contains information about the local surroundings of the emission site [1]. However, when using a setup involving laser-assisted dissipation, see Fig. 1b of the main text, one can justify the use of local jump operators, as we show below.

Without loss of generality, we consider a subsystem of three Rydberg atoms with three electronic levels for each atom, \(|g_i\), \(|p_i\), \(|r_i\)\}. For simplicity, we also neglect the laser driving between the ground state and the Rydberg state, as this occurs on a much slower timescale. Then, the Hamiltonian is of the form

\[
H_{\text{Ryd}} = \Omega_{\text{AUX}} \sum_{i=1}^{3} (|g_i\rangle\langle r_i| + |r_i\rangle\langle g_i|) + \Delta \sum_{i=1}^{3} |p_i\rangle\langle p_i| + V_{rr} \sum_{(ij)} |r_i r_j\rangle\langle r_j r_j|, \tag{S1}
\]

where \((ij) \in \{12, 23\}\) due to the assumption of open boundary conditions. We also consider a spontaneously decay from the intermediate state \(|p_i\rangle\) to the ground state \(|g_i\rangle\), i.e.

\[
c_i = \sqrt{\gamma_i} |g_i\rangle\langle p_i|, \tag{S2}\]

where \(\gamma_i\) denotes the decay rate. In the following, we apply the effective operator formalism [2] to eliminate the intermediate states and obtain effective jump operators only involving the ground and Rydberg states. For this, we divide the Hilbert space of our model into a ground-state subspace \(\mathcal{H}_{gr}\), and an excited-state subspace \(\mathcal{H}_{e}\). Accordingly, one can decompose the Hamiltonian as follows

\[
H_{\text{Ryd}} = (P_{gr} + P_e) H_{\text{Ryd}} (P_{gr} + P_e) = P_{gr} H_{\text{Ryd}} P_{gr} + P_e H_{\text{Ryd}} P_{gr} + P_e H_{\text{Ryd}} P_{gr} + P_{gr} H_{\text{Ryd}} P_{e}, \tag{S3}\]

where \(V = V_+ + V_-\) couples the subspaces and the projection operator \(P_{gr} = 1 - P_e\) is defined as \(P_{gr} = 1^{(1)} \otimes 1^{(2)} \otimes 1^{(3)}\) with \(1^{(i)} = |g_i\rangle\langle g_i| + |r_i\rangle\langle r_i|\).

The next step is to to diagonalize the Hamiltonian \(H_{gr}\) in the form of \(H_{gr} = \sum_l E_l P_l\), see Table I. Let us to express \(V_+\) in terms of the basis \(P_l\) such that \(V_+ = \sum_l V_+ P_l \equiv \sum_l V_+^l\). Following the procedure in Ref. [2], one can obtain an effective Hamiltonian and effective jump operators given by

\[
H_{\text{eff}} = -\frac{1}{2} V_- \sum_l \left[ (O_{\text{NH}}^{(l)})^{-1} + ((O_{\text{NH}}^{(l)})^{-1})^\dagger \right] V_+^l + H_{gr}, \tag{S4}\]

\[
c_{\text{eff}}^{(m)} = c_m \sum_l (O_{\text{NH}}^{(l)})^{-1} V_+^l, \tag{S5}\]

where \(O_{\text{NH}}^{(l)}\) is a non-Hermitian operator which is defined as \(O_{\text{NH}}^{(l)} = H_e - i/2 \sum_k c_k c_k^\dagger - E_l\), which in our case reads

\[
O_{\text{NH}}^{(l)} = \sum_{m=1}^{3} (\Delta_p - E_l - i\gamma_p/2) |p_m\rangle\langle p_m| \otimes 1_{gr} \otimes 1_{gr} + V_{rr} (|prr\rangle\langle prr| + |rrp\rangle\langle rrp|). \]

---
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### Eigenstates of $H_{gr}$

| $P_0 = |ggg⟩⟨ggg|$ | $E_0 = 0$ | $V_0^0 = 0$ |
| $P_1 = |rrg⟩⟨rrg|$ | $E_1 = 0$ | $V_1^1 = \Omega_{AUX} |pgg⟩⟨rrg|$ |
| $P_2 = |grg⟩⟨grg|$ | $E_2 = 0$ | $V_2^2 = \Omega_{AUX} |ggr⟩⟨grg|$ |
| $P_3 = |ggg⟩⟨ggg|$ | $E_3 = 0$ | $V_3^3 = \Omega_{AUX} |ggr⟩⟨ggr|$ |
| $P_4 = |rrr⟩⟨rrr|$ | $E_4 = 0$ | $V_4^4 = \Omega_{AUX} (|prr⟩ + |rrp⟩) ⟨rrr|$ |

### Table I. Diagonalization of the ground-state Hamiltonian $H_{gr}$ and the decomposition of the coupling operator $V_+$. |

The effective process consists of an initial process $V_+^i$ from the state $t$, an intermediate propagation $O_{NH}$ in the dissipative subspace, and eventually either a coherent process $V_-$ to the reduced subspace corresponding to the effective Hamiltonian, or a decay to $|g_m⟩$ representing the effective jump operators. In our case, the effective Hamiltonian and jump operators take the form

$$H_{\text{eff}} = V_{rr} \sum_{<ij>} |r_i⟩⟨r_i| - \Omega_{AUX}^2 \sum_m \left[ \frac{\Omega_{i→f}}{\Omega_{i→f}^2 + \gamma_p^2/4} |r_m⟩⟨r_m|, \right]$$

(S6)

$$c_{\text{eff}}^{(m)} = \frac{\Omega_{AUX}}{\Omega_{i→f} - i\gamma_p/2} |g_m⟩⟨r_{im}|,$$

(S7)

where $\Omega_{i→f} = \Delta_p + (\hat{\delta}_{ij} - \hat{\delta}_{if}) V_{rr}$ is a prefactor depending on the underlying state transition $|f⟩⟨i|$ such that

$$\hat{\delta}_{ij} = \begin{cases} 2 & \text{if } ⟨i| = ⟨rr⟩, \\ 1 & \text{if } ⟨i| ∈ \{⟨grr⟩, ⟨rrg⟩\}, \\ 0 & \text{otherwise.} \end{cases}$$

To be explicit, the effective jump operators are given by

$$c_{\text{eff}}^1 = \Omega_{AUX} \sqrt{\gamma_p} [\lambda_1 |ggg⟩⟨rrg| + \lambda_1 |ggr⟩⟨grg| + \lambda_2 |ggr⟩⟨ggr| + \lambda_2 |rrr⟩⟨rrr| ,
$$

$$c_{\text{eff}}^2 = \Omega_{AUX} \sqrt{\gamma_p} [\lambda_1 |ggg⟩⟨ggr| + \lambda_2 |rrg⟩⟨ggr| + \lambda_2 |grg⟩⟨grg| + \lambda_3 |rrr⟩⟨rrr| ,
$$

$$c_{\text{eff}}^3 = \Omega_{AUX} \sqrt{\gamma_p} [\lambda_1 |ggg⟩⟨ggr| + \lambda_1 |rrg⟩⟨rrg| + \lambda_2 |grg⟩⟨ggr| + \lambda_2 |rrr⟩⟨rrr| ,
$$

where

$$\lambda_1 = (\Delta_p - i\gamma/2)^{-1},$$

$$\lambda_2 = (\Delta_p - V_{rr} - i\gamma/2)^{-1},$$

$$\lambda_3 = (\Delta_p - 2V_{rr} - i\gamma/2)^{-1}.$$ 

In particular, we are interested in having a completely local jump operator, i.e. $c_{\text{eff}}^{(i)} = \sqrt{\gamma_p} |g_i⟩⟨r_i|$ with a tunable decay rate $\gamma$. This is possible by having a large detuning to the state $|p_i⟩$, i.e. $\Delta_p \gg V_{rr}$, resulting in all the $\lambda_i$ being identical. The complex coefficient in $c_{\text{eff}}^{(m)}$ can be interpreted as an effective decay rate that is given by

$$\gamma = |⟨g_m|c_{\text{eff}}^{(m)}|r_{im}|⟩^2 = \frac{\Omega_{AUX}^2}{\Delta_p + \gamma_p^2/4} \gamma_p.$$ 

(S8)

For the experimental parameters given in the main text, we have $V_{rr} = 2\pi × 120$ MHz, which for $\Delta_p = 2\pi × 500$ MHz results in $\Omega_{AUX} = 2\pi × 80$ MHz, which is well achievable for a low-lying Rydberg state like $|29S_{1/2}|$. 


Furthermore, we wish to note that we have assumed a two-photon excitation scheme connecting the ground state to the Rydberg state, in order to have a dipole-allowed transition between the Rydberg and the intermediate state. However, it is also possible to work with $P$ Rydberg states following a single-photon excitation, by replacing $\Omega_{\text{AUX}}$ by a two-photon process combining the last two stages of three-photon Rydberg excitation schemes [3, 4].

S.2. VARIATIONAL TREATMENT OF LONG-RANGE CORRELATIONS

S.2.1. Derivation of the variational cost function

Here, we extend the variational principle for dissipative many-body systems to the regime of long-range interactions and correlations. Regarding the variational ansatz, we only include two-body long-range correlations and ignore higher-order correlations. This is justified according to the Bogoliubov-Born-Green-Kirkwood-Yvon hierarchy for correlation operators [5], asserting that in dissipative dynamics higher-order correlations decay faster than two-body terms. The variational ansatz is given by

$$\rho_{\text{var}} = \prod_{i=1}^{N} \rho_i + \sum_{i \neq j}^{N} RC_{ij}, \quad (S9)$$

where $C_{ij} = \rho_{ij} - \rho_i \otimes \rho_j$ denotes long-range correlations. For spin-1/2 systems, we can express the generic form of $\rho_i$ and $C_{ij}$ in terms of the Pauli matrices

$$\rho_i = \frac{1}{2} \left( \mathds{1}_i + \sum_{\mu \in \{x,y,z\}} \alpha_\mu \sigma_\mu^{(i)} \right), \quad (S10a)$$
$$C_{ij} = \frac{1}{4} \sum_{\mu,\nu \in \{x,y,z\}} \zeta_{ij}(\mu,\nu) \sigma_\mu^{(i)} \sigma_\nu^{(j)}. \quad (S10b)$$

where $\alpha_\mu$ denote the variational parameters and $\zeta_{ij}(\mu,\nu)$ represent variational correlation functions. Importantly, one has to define variational functions such that they preserve long-range effects of correlations but while keeping the number of variational parameters as low as possible in order to reduce numerical complexity of minimization. To this end, the variational correlation functions can be chosen based on prior knowledge about the stationary properties of the model we wish to analyze.

Regarding the variational cost function, we base our definition according to the Hilbert-Schmidt norm that reads as

$$F_v = \frac{\|L \rho_{\text{var}}\|_{\text{HS}}^2}{N \|\rho_{\text{var}}\|_{\text{HS}}^2}, \quad (S11)$$

which is normalised by the system size $N$ to have an intensive quantity and also the totally purity $\|\rho_{\text{var}}\|_{\text{HS}}^2$ to makes the Hilbert-Schmidt norm unbiased towards any certain class of quantum states [6]. To find an efficiently computable variational norm, we expand the Liouvillian in terms of local and interacting terms, i.e. $L = \sum_i L_i + \frac{1}{2} \sum_{i \neq j} L_{ij}$, where in the latter for the sake of simplicity we assume binary interactions. For the numerator of $F_v$, we exploit the inner-product representation of the HS norm, i.e.

$$\|L \rho\|_{\text{HS}}^2 = \langle \rho_{\text{var}} | L | \rho_{\text{var}} \rangle$$
$$= \langle \rho_{\text{var}} | \sum_{i \neq j \neq k} \left( L_i + \frac{1}{2} L_{ij} \right)^\dagger \left( L_k + \frac{1}{2} L_{kl} \right) | \rho_{\text{var}} \rangle$$
$$\approx N \sum_{1 \neq j \neq k \neq l} G^{ijkl}_{p} \langle \rho_{\text{var}}^{(ijkl)} | L_i^\dagger L_1 + L_j^\dagger L_2 + 2 L_{ij}^\dagger L_{1j} + \frac{1}{2} L_{1j}^\dagger L_{ij} \right.$$\n$$+ L_{jk}^\dagger L_{1j} + \frac{1}{2} L_{1j}^\dagger L_{jk} + \frac{1}{2} L_{1jk}^\dagger L_{1k} + \frac{1}{4} L_{1j}^\dagger L_{kl} | \rho_{\text{var}}^{(ijkl)} \rangle \quad (S12)$$

where $G^{ijkl}_{p} = \langle \rho_{\text{var}}^{(ijkl)} | \rho_{\text{var}} \rangle$ is the purity of the given density matrix corresponding to $N - 4$ sites excluding sites \{i, j, k, l\} and

$$g_p = \langle \rho_1 | \rho_1 \rangle = (1 + \alpha_x^2 + \alpha_y^2 + \alpha_z^2)/2, \quad (S13)$$
is the single-site purity. The approximation in Eq. (S12) comes from the exclusion of the marginal correlations, i.e. we assume \( \rho_{\text{var}}^{(ijklm)} = \rho_{\text{var}}^{(ijkl)} \otimes \rho_{\text{var}}^{(m)} \). We have also made the assumption that the underlying system exhibits translational symmetry.

Finally, the variational cost function can be expressed as in the following form,

\[
F_v = G_p^{-1} \left[ \sum_{\substack{1 \neq j \neq k \neq l}} C_p^{ijkl} \langle \rho_{\text{var}}^{(ijkl)} | \mathcal{L}^\dagger_i \mathcal{L}_j + \mathcal{L}^\dagger_j \mathcal{L}_i + 2 \mathcal{L}^\dagger_i \mathcal{L}_j + \frac{1}{2} \mathcal{L}^\dagger_{ij} \mathcal{L}_{ij} 
+ \mathcal{L}^\dagger_{jk} + \frac{1}{2} \mathcal{L}^\dagger_{ij} \mathcal{L}_{jk} + \frac{1}{2} \mathcal{L}^\dagger_{ij} \mathcal{L}_{1k} + \frac{1}{4} \mathcal{L}^\dagger_{ij} \mathcal{L}_{kl} | \rho_{\text{var}}^{(ijkl)} \rangle \right].
\]  

(S14)

This equation is still computationally very intensive even for small lattices. Therefore, we find a more efficient function which is an upper bound to the variational cost function,

\[
F_v \leq f_v = g_p^{-2} \sum_{1 \neq j} \langle \rho_{\text{var}}^{(ij)} | \mathcal{L}^\dagger_i \mathcal{L}_j + \mathcal{L}^\dagger_j \mathcal{L}_i | \rho_{\text{var}}^{(ij)} \rangle 
+ g_p^{-3} \sum_{1 \neq j \neq k} \langle \rho_{\text{var}}^{(ijkl)} | 2 \mathcal{L}^\dagger_i \mathcal{L}_{1j} + \mathcal{L}^\dagger_j \mathcal{L}_{ik} | \rho_{\text{var}}^{(ijkl)} \rangle 
+ g_p^{-4} \sum_{1 \neq j \neq k \neq l} \langle \rho_{\text{var}}^{(ijkl)} | \frac{1}{2} \mathcal{L}^\dagger_{1i} \mathcal{L}_{1j} + \frac{1}{2} \mathcal{L}^\dagger_{ij} \mathcal{L}_{ik} + \frac{1}{2} \mathcal{L}^\dagger_{ij} \mathcal{L}_{1k} + \frac{1}{4} \mathcal{L}^\dagger_{ij} \mathcal{L}_{kl} | \rho_{\text{var}}^{(ijkl)} \rangle,
\]  

(S15)

where here we made the approximation that \( G_p(N) \approx G_p(N - n) g_p^n \) which is valid for \( N \gg n \). Here, \( n \) denotes the dimension of the variational states \( \rho_{\text{var}} \) appearing in the variational norm.

**S.2.2. Simplifying the upper bound**

In the following, we will present further simplifications reducing the number of variational parameters in two different ways, by incorporating prior knowledge of the details of the long-range interacting Rydberg model. First, we introduce a pair correlation function to capture the correlations between different Rydberg excitation, which has a form that follows from prior knowledge from Rydberg-blockaded systems. Second, we employ the Heisenberg equations of motion to remove some of the variational parameters.

1. **Variational correlation functions**

The Rydberg blockade manifests itself in the two-body correlation among Rydberg states qualified by the well-known pair correlation function \( g_2 \) which reads

\[
g_2(r) = \frac{\sum_{i \neq j} g_2(i, j) \delta(r_{ij} - r)}{\sum_{i \neq j} \delta(r_{ij} - r)},
\]  

(S16)

with

\[
g_2(i, j) = \frac{\langle P_r^{(i)} P_r^{(j)} \rangle}{\langle P_r^{(i)} \rangle \langle P_r^{(j)} \rangle}.
\]  

(S17)

The \( g_2 \) function is strongly suppressed within the blockade volume where no simultaneous Rydberg excitation can take place, i.e. \( \langle P_r^{(i)} P_r^{(j)} \rangle \sim r^6 \) for small values of \( r \). On the other hand, for long enough distances the (Rydberg density-density) correlation vanishes, i.e. \( \langle P_r^{(i)} P_r^{(j)} \rangle - \langle P_r^{(i)} \rangle \langle P_r^{(j)} \rangle = 0 \), and \( g_2 = 1 \). Due to the strong van der Waals interaction, this function exhibits a sharp blockaded-uncorrelated transition which roughly resembles a step function with some overshooting [7]. Our ansatz for the \( g_2 \) function is

\[
g_2(r) \approx \frac{r^6}{r^6 + \alpha^{(1)} + \alpha^{(2)} r + \alpha^{(3)} r^2},
\]  

(S18)
correlation function  | variational parameters  | variational ansatz
--- | --- | ---
$ζ_{ij}(x,x)$  | $α(1)_{xx}, α(1)_{xx}$  | $α(2)_{xx} \exp[-α(2)_{ij}]$
$ζ_{ij}(y,y)$  | $α(1)_{yy}, α(1)_{yy}$  | $α(2)_{yy} \exp[-α(2)_{ij}]$
$ζ_{ij}(z,z)$  | $α_z, α(1)_{zz}, α(2)_{zz}, α(3)_{zz}, α(4)_{zz}$  | $[g_2(r) - 1](α_z + 1)^2$
$ζ_{ij}(x,y)$  | $α(1)_{xy}, α(2)_{xy}$  | $α(1)_{xy} \exp[-α(2)_{xy}]$
$ζ_{ij}(x,z)$  | $α(1)_{xz}, α(2)_{xz}$  | $α(1)_{xz} \exp[-α(2)_{xz}]$
$ζ_{ij}(y,z)$  | $α_z, α(2)_{zz}, α(2)_{zz}, α(3)_{zz}, α(4)_{zz}$  | $(γ_a + γ_p)[g_2(r) - 1](α_z + 1)^2 / Ω$

**TABLE II.** Varational ansatz for two-body correlation functions in two-dimensional driven-dissipative Rydberg gases.

where $\tilde{r} \equiv α_z^{(4)} r$ in which $α$’s are the corresponding variational parameters. This function satisfies both limits for small and large values of $r$. Using this simple function, we can estimate the long-range correlations in driven-dissipative Rydberg gases while keeping the number of variational parameters as low as possible. In particular, the parameter $α_z^{(4)}$ controls the value of the blockade radius, while the remaining parameters account for the details of the shape.

Now, one can easily express the $zz$ correlation function, i.e. $ζ_{ij}(z, z) \equiv \langle σ_z^{(i)} σ_z^{(j)} \rangle - \langle σ_z^{(i)} \rangle \langle σ_z^{(j)} \rangle$, by expressing the definition of $g_2(r_{ij})$ in terms of $σ_z$. Crucially, we exploit translational invariance of the system, i.e., $α_z = \langle σ_z^{(1)} \rangle \simeq \langle σ_z^{(2)} \rangle$. As a result, our variational ansatz for $zz$ correlation function is given by

$$ζ_{ij}(z, z) = [g_2(r_{ij}) - 1](α_z + 1)^2.$$  \hspace{1cm} (S19)

Using the Heisenberg equations of motion we can further decrease the number of variational parameters. In the case of the dissipative Rydberg model, one can find closed relations between some variational parameters by solving the corresponding Heisenberg equations for the steady state solution,

$$\frac{d}{dt} \langle σ_z^{(i)} \rangle = 0 \rightarrow α_y = \frac{γ_a}{Ω}(α_z + 1),$$
$$\frac{d}{dt} \langle σ_z^{(i)} σ_z^{(j)} \rangle = 0 \rightarrow ζ_{ij}(y, z) = \frac{γ_a + γ_p}{Ω} ζ_{ij}(z, z),$$
$$\frac{d}{dt} \langle σ_z^{(i)} \rangle = 0 \rightarrow α_x = \frac{γ_a(α_z + 1)}{Ω(γ_a + 4γ_p)} \left[ 2∆ - C_6(α_z + 1) \sum_{j \neq i} \frac{g_2(r_{ij})}{r_{ij}^6} \right].$$ \hspace{1cm} (S20)

For the remaining correlation functions, we use a simple exponential decay, which is in good agreement with numerical simulations of small systems. In Table II all the aforementioned ansätze are presented. Therefore, in total we have formulated the variational many-body state in terms of 13 parameters.

It is worth mentioning that our variational ansatz is mostly expanded around the diagonal elements of the density matrix. This is because all the variational correlation functions are exponentially decaying with the distance except the $zz$ and $yz$ correlation functions that only contribute to diagonal and semi-diagonal elements respectively (see Table II). This is consistent with the reported Monte-Carlo simulation of the dynamics showing that the dissipative processes destroy quantum correlations while enhancing classical correlations [8]. As a result, the long-time limit of the total density matrix is nearly diagonal.

2. Minimization constraints

Having fixed the variational manifold, we have to choose a proper minimization method to be able to find the optimal solution for the associated steady state. In this specific model, since the variational landscape is relatively benign, we make use of a fast-converging local non-linear optimization method based on the gradient-descent scheme. In particular, we use SLSQP Optimization subroutine of SciPy library in Python [9]. The implemented SLSQP method supports constrained optimization which is necessary for the variational method as discussed below.
Specifically, the minimization of the variational norm is constrained by two inequalities. The first inequality ensures the positivity of the quantum state. Additionally, we impose a second inequality constraint derived from the ansatz for the pair correlation function. Explicitly, these inequalities are given by

1. Positivity of the density matrix $\rho$: As the variational norm consists of bipartite reduced density matrices, we only have positivity constraints on all these matrices

$$\langle \rho_{ij} | \Psi \rangle \geq 0 \quad \text{for any } |\Psi\rangle,$$

that $\rho_{ij} = \text{Tr}_{ij}[\rho]$. From numerical point of view, this constraint is equivalent to the positivity of the smallest eigenvalue of $\rho_{ij}$,

$$E_1[\rho_{ij}] \geq 0 \quad \text{for all } \rho_{ij}.$$

2. Normalization condition: In equilibrium, normalization condition of the pair correlation function $g_2(r)$ leads to $\int dr [1 - g_2(r)] = \langle P_r \rangle^{-1} [10]$. In the non-equilibrium case, this equality condition turns into the following inequality constraint

$$\sum_{i \neq j} r_{ij}[1 - g_2(r)] \leq \frac{1}{\langle P_r \rangle}.$$

### S.3. EFFECTIVE SHORT-RANGE DESCRIPTION OF FROZEN RYDBERG GASES

The Rydberg Hamiltonian resembles the transverse-field Ising Hamiltonian with long-range interactions, i.e.

$$H_{\text{Ising}} = \frac{\Omega}{2} \sum_i \sigma_x^{(i)} + V \sum_{i<j} \frac{\sigma_z^{(i)} \sigma_z^{(j)}}{|\mathbf{r}_i - \mathbf{r}_j|^6}. \quad (S21)$$

However, there are two differences between these two Hamiltonians. First, the Ising interaction $\sigma_z^{(i)} \sigma_z^{(j)}$ does not exclude ground state interactions as the Rydberg-Rydberg interaction does. Second, the Rydberg Hamiltonian contains additional terms proportional to $\sigma_z^{(i)}$ which corresponds to a longitudinal magnetic field in the spin language. However, by expanding Rydberg interactions in terms of $\sigma_z$, one can obtain Ising interactions and cancel out the longitudinal field by an effective detuning. Nevertheless, reducing Rydberg interactions to Ising ones may destroy the particular properties of Rydberg gases such as the blockade effect. Hence, we effectively mimic the blockade by discarding sites up to a truncation radius $r_d$ and keeping the subsequent long-range tail in an Ising form. This approach can be seen as a long-range extension of so-called “perfect blockade” models [11, 12]. Then, we obtain

$$H_{\text{Ryd}} = -\frac{\Delta}{2} \sum_i \sigma_z^{(i)} + \frac{\Omega}{2} \sum_i \sigma_x^{(i)} + \frac{C_6}{a^6} \sum_{r_{ij} \leq r_d} \frac{P_r^{(i)} P_r^{(j)}}{r_{ij}^6} + \frac{C_6}{4a^6} \sum_{r_{ij} > r_d} \frac{\sigma_z^{(i)} \sigma_z^{(j)}}{r_{ij}^6}, \quad (S22)$$

where $r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|$. Since the last term only shifts the total energy of the system, we can ignore it. Hence, we have

$$H_{\text{Ryd}} = \left(-\frac{\Delta}{2} + V_z\right) \sum_i \sigma_z^{(i)} + \frac{\Omega}{2} \sum_i \sigma_x^{(i)} + \frac{C_6}{a^6} \sum_{r_{ij} \leq r_d} \frac{P_r^{(i)} P_r^{(j)}}{r_{ij}^6} + \frac{C_6}{4a^6} \sum_{r_{ij} > r_d} \frac{\sigma_z^{(i)} \sigma_z^{(j)}}{r_{ij}^6}, \quad (S23)$$

where

$$V_z = \frac{C_6}{4a^6} \sum_{r_{ij} > r_d} \frac{1}{r_{ij}^6}, \quad (S24)$$

represents the interaction-induced shift in the longitudinal magnetic field.
As mentioned before, we can cancel out the longitudinal field by an appropriate choice of the detuning, i.e., \( \Delta(r_d) = 2V_z(r_d) \). Crucially, at the extreme case of \( r_d = 0 \), the resulting value of detuning \( \Delta(r_d = 0) \) is very large such that it compensates for the energy shift by the strong vdW interaction, leading to the anti-blockade regime. However, we are interested in the regime of finite \( r_d \) where the Rydberg blockade plays an important role. In the following, we refer to these values of detuning as transverse points. To quantify these points, let's first evaluate the \( V_z \) which is related to \( r_d \) as following

\[
V_z(r_d) = \frac{C_6}{4a^6} \left[ \sum_{r_{ij} = -\infty}^{+\infty} \frac{1}{r_{ij}^{6}} - \sum_{r_{ij} \leq r_d} \frac{1}{r_{ij}^{6}} \right], \tag{S25}
\]

where the primed sum indicates that the zero point is excluded. Using the notion of Dirichlet series, the first term of the above equation describing distances on a square lattice, is equivalent to

\[
\sum_{-\infty}^{+\infty} \frac{1}{r_{ij}^6} = \sum_{-\infty}^{+\infty} \frac{1}{(i^2 + j^2)^3} = 4\zeta(3)\beta(3), \tag{S26}
\]

where \( \beta(x) \) is the Dirichlet \( \beta \)-function and \( \zeta(x) \) is the Riemann \( \zeta \)-function [13]. We recall that \( \beta(3) = \pi^3/32 \) and \( \zeta(3) \approx 1.202057 \) is the sum of the reciprocals of the positive cubes which is known as the Apery’s constant. Therefore, we can express Eq. (S25) as follows

\[
V_z = \frac{C_6}{a^6} \left[ \zeta(3)\beta(3) - \sum_{r_{ij} \leq r_d} \frac{f(i,j)}{r_{ij}^{6}} \right], \tag{S27}
\]

where

\[
f(i,j) = \begin{cases} 
2 & \text{if } i \neq 0 \text{ and } i \neq j, \\
1 & \text{otherwise}.
\end{cases}
\]

In Table III, we present the transverse points of the laser detuning for \( 0 < r_d < 3 \) and the nearest-neighbor interaction strength of \( C_6/a^6 \approx h \times 882 MHz \).

To proceed further, it is possible to have an effective low-energy description of the aforementioned model with the associated truncation radius \( r_d \). A short-range Ising model can be used as an effective model with the Hamiltonian,

\[
H_{\text{eff}} = h_z(r_d) \sum_i \sigma_z^{(i)} + \frac{\Omega}{2} \sum_i \sigma_x^{(i)} + J_{\text{eff}}(r_d) \sum_{\langle ij \rangle} \sigma_z^{(i)}\sigma_z^{(j)}, \tag{S28}
\]

with \( h_z(r_d) = -\Delta/2 + V_z \) and \( J_{\text{eff}}(r_d) = V_z \). This effective model is a good candidate for describing the original model.
at the transverse points, i.e. $h_z(r_d) = 0$.
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