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ABSTRACT
Artificial intelligence algorithms have been applied to a wide variety of tasks, including assisting human decision making in high-stake contexts. However, these algorithms are complex and have trade-offs, notably between prediction accuracy and fairness to population subgroups. This makes it hard for domain stakeholders to understand algorithms and deploy them in a way that respects their goals and values. We created an interactive interface to help stakeholders explore algorithms, visualize their trade-offs, and select algorithms with trade-offs consistent with their values. We evaluated our interface on the problem of predicting criminal defendants’ likelihood to re-offend through (i) a large-scale Amazon Mechanical Turk experiment, and (ii) in-depth interviews with domain experts. The interface proved effective at communicating algorithm trade-offs and supporting human decision making and also affected participants’ trust in algorithmically aided decision making. Our results have implications for the deployment of intelligent algorithms and suggest important directions for future work.

Author Keywords
Interactive visualization; algorithmic fairness and trade-offs; criminal prediction; experimental design; interview study.

CCS Concepts
+Human-centered computing → Interactive systems and tools;

INTRODUCTION
Artificial intelligence algorithms are being deployed to automate and support a wide variety of important decision-making tasks, often with critical impacts on people’s lives. Examples include (i) helping judges decide whether criminal defendants should be detained or released while awaiting trial [17, 11], (ii) assisting child protection agencies in screening referral calls [10], (iii) helping employers filter job resumes [52], and (iv) facial recognition, which can be used for surveillance and crime prevention [6]. On social media sites such as Facebook, algorithms are used to identify and censor trolls, fake news, terrorism, racist and sexist ads. In Wikipedia, the largest peer produced knowledge repository in the world, a number of automated systems and semi-automated tools are used to assess the quality of edits and determine whether they should be retained or reverted [22].

These algorithms typically are produced via machine learning techniques. However, a large body of recent work has identified serious trade-offs between different algorithmic criteria. First, there is a well-documented trade-off between false positives (a prediction that a given condition exists, but it does not) and false negatives (a prediction that a given condition does not exist, but in fact it does) [34, 16]. This is important because both types of errors can have harmful effects both on the people directly affected by a prediction and society as a whole. For example, when predicting criminal defendants’ likelihood to re-offend, a false positive means detaining someone who will not re-offend, and a false negative means releasing someone who will re-offend, both obviously harmful. Second, other research has shown a trade-off between prediction accuracy and fairness [32, 1, 41, 29, 19], and trade-offs between different fairness notions [33, 9]. Specifically, improving fairness – such as minimizing differences in false-positive rates between different racial or gender groups – can lead to a decrease in overall prediction accuracy. To complicate things even more, many desirable notions of fairness also are incompatible [33]. Therefore, managing accuracy and fairness trade-offs is both important and complex.

Stakeholders must be able to understand these algorithms, their general behavior, and trade-offs to deploy them in a way consistent with their goals and values. However, to the best of our knowledge, few studies have investigated techniques for explaining these algorithms and their trade-offs to stakeholders. Our research takes on this challenge.

We created interactive interfaces to let users visualize and explore prediction algorithms and their trade-offs, and help them select specific models with trade-offs consistent with their values. We conducted a study in the context of recidivism prediction (predicting whether or not a defendant will re-offend) to evaluate the effectiveness of our interfaces. We chose this context because: (i) as noted above, this is a high-stakes decision, and (ii) the machine learning community has intensely studied trade-offs between different accuracy and fairness notions in this context [2, 49, 50].
We conducted two studies: (i) a large-scale Amazon Mechanical Turk experiment, and (ii) in-depth interview sessions with domain experts. We found that (i) our interfaces are effective at communicating algorithm trade-offs and significantly improve non-expert participants’ understanding of algorithmic trade-offs; (iii) our interfaces let participants navigate between a wide range of machine learning models and select a model with most acceptable trade-offs; however, we also observed great diversity in the model selection among our participants; and (iii) our interfaces also affected participants’ trust in algorithmic decision making. Almost 50% of participants changed self-report trust in prediction algorithms after using our interfaces, with some increasing their trust and others decreasing. Our results suggest important directions for future work.

RELATED WORK AND RESEARCH QUESTIONS

Explanations of Machine Learning Algorithms
More recently, the use of machine learning algorithms have been extended to high-stake domains, such as decision-making assistance of school admission [8] and prediction of recidivism [11, 17]. The use of increasingly complex and non-transparent algorithms in these domains has led to a surge of interest in explainable artificial intelligence (XAI) (see [4] for a review). XAI aims to provide users with explanations of algorithms’ decisions in some level of detail, in order to ensure algorithmic fairness, identify potential bias/problems, and to ensure that the algorithms perform as expected [20].

Researchers have made progress on transforming complex models, such as neural networks into simple ones, (such as linear models or decision trees), through the approximation of the entire model [13] or local approximation [44]. Visualization techniques have been developed to explain different types of machine learning models. Examples include traditional machine learning models such as linear models [45], decision trees [35], and ensemble classifiers [54], and more complicated deep neural networks [20].

However, researchers critique that this line of research is built based on the intuition of researchers, but is neither grounded in a deep understanding of the actual users, nor evaluated with the actual users or stakeholders [42]. Some recent work attempts to draw principles and methods from Human-Computer Interaction (HCI) to improve the usability of explanation interfaces and to perform empirical studies for evaluating the efficacy of these interfaces. For example, Cheng et al. conducted human-centered design and empirical evaluation of parallel interface prototypes to explore the effectiveness of different strategies (e.g., “black-box” versus “white-box”, and “interactive” versus “static”) to help non-expert stakeholders understand algorithmic decision making [8]. They conducted an online experiment to evaluate the effectiveness of the interfaces on the users’ objective and self-report understanding of the algorithm. In this paper, we will take the human-centered approach to design and evaluate explanation interfaces for machine learning algorithms, focusing on improving people’s understandings of trade-offs in machine learning algorithms.

Trade-Offs in Machine Learning Algorithms
Machine learning algorithms have inherent trade-offs between different system criteria. The trade-off between false positives and false negatives is a fundamental problem in many machine learning-based applications. They are also referred to as precision and recall [5]. In some contexts such as recommendation systems, practitioners often prioritize minimizing false positives over minimizing false negatives [16], by focusing on avoiding recommending items that a user may not like. But for high-stake applications like prediction of recidivism, both types of errors could impact people’s lives.

A growing body of literature demonstrates that there are trade-offs between fairness and accuracy, and trade-offs between different fairness notions. In particular, much of the fairness-aware machine learning research aims to formulate fairness notions as algorithmic constraints and build predictive models that satisfy fairness notions, including statistical parity [19], equalized opportunity [23], and calibration [43]. For many of these fairness measures, prior research has identified a range of trade-offs between fairness and accuracy [1, 29, 41, 19]. Recent studies indicate that different desirable notions of fairness are not only incompatible with each other [43], but often mutually exclusive [33, 9].

Human-Centered & Stakeholder-Driven Algorithm Design
The broad goal of this research is to contribute to building trustworthy AI systems that can tackle challenges facing society. In order to meet the design needs of building trustworthy and acceptable AI systems, prior works suggests the importance of engaging relevant stakeholders throughout the AI design process [37, 55]. Researchers have introduced and evaluated the human-centered and stakeholder-driven approaches in algorithmic system design in the domain of on-demand donation matching [37], editor recruitment in the Wikipedia community [55] and collective community design for web accessibility [47]. However, one important challenge of engaging stakeholders is the gaps in technical literacy between stakeholders and algorithm developers [7]. This literacy gap means that it is often difficult to explain the logic behind algorithmic decisions to non-expert stakeholders, let alone to allow them to provide feedback to influence the algorithmic design. Our research attempts to address this challenge by developing interface design approaches that improve not only the explainability of opaque machine learning technologies but also the interpretability of the expected outcomes.

Research Questions
We now highlight four research questions we want to answer in our paper.

RQ1 How can we design interfaces to help users comprehend trade-offs in algorithmic decision making?

RQ2 How can we design interfaces to help users navigate and manage trade-offs?

RQ3 Will the interfaces influence users’ trust of the algorithmic decision-making?

RQ4 How can the stakeholders use the interfaces in the real world?
DESIGN REQUIREMENT
We used recidivism prediction (predicting whether the defendants will re-offend or not) as the context for exploring the general research problem of helping people understand intelligent algorithms and their trade-offs. Moreover, we identified the following necessary design elements.

1. Help people understand two types of algorithmic trade-offs. Based on the prior literature, we decided that our interfaces will focus on two types of trade-offs:
   - Trade-offs between false positives and false negatives. In the context of recidivism prediction, false positives are cases where prediction indicates the defendant will re-offend when the defendant does not re-offend; false negatives are cases where prediction indicates the defendant will not offend when the defendant in fact re-offends. Both types of errors are detrimental in the high-stakes decision-making contexts like the prediction of recidivism, we neither want to falsely detain defendants who will not re-offend, nor release defendants who will re-offend.
   - Trade-offs between overall prediction errors and fairness. Specifically, we define (un)fairness as the disparity in the numbers of false positives and false negatives across different groups. In the context of recidivism prediction, prior analysis has shown that, without considering fairness, African American defendants were nearly twice as likely to be misclassified as high risk to re-offend compared to their white counterparts [28, 26]. However, by equalizing the false positives or false negatives between protected group and unprotected group, the overall errors might increase, which is undesirable [1, 29].

2. Allow trade-off navigation and model selection. It is important to allow users to compare a set of prediction models with a spectrum of trade-offs between false negatives, false positives, overall prediction errors and fairness measures, in order to explore and navigate trade-offs. Since our tool is designed for stakeholders without technical background, our design has to be able to effectively communicate the technical perspective of the model to non-technical audience.

DESIGN
Data and Algorithm
We used a data set from ProPublica which is an independent, non-profit newsroom that produces investigative journalism in the public interest1. The data set is known as COMPAS (stands for Correctional Offender Management Profiling for Alternative Sanctions), and originally contains information of 11,757 defendants including their prior criminal history, jail and prison time, and demographics (such as race, gender, and age) [15]. We followed the literature to formulate the problem as binary classification, and the labels are whether the defendants commit “a new misdemeanor or felony offense within two years of the COMPAS administration date” [26].

We removed defendants whose records were not complete and who were just charged for traffic offenses and municipal ordinance violations. We focus on two sets of protected attributes, race and gender, and constrained them to be binary, such as African American and White defendants, female and male defendants. To better illustrate trade-offs, we created two balanced data sets for race and gender separately. This resulted a data set of 3,000 defendants (1,500 White defendants and 1,500 African American defendants) and a data set of 1,600 defendants (800 male defendants and 800 female defendants). We ran logistic regression on the two data sets. The prediction accuracy for the two data sets is 0.715 and 0.721, respectively, with a random 70%-30% split on train and test data, which is consistent with results of previous studies.

Capture Trade-Offs in Recidivism Prediction
Below we will discuss how we generated a set of models, with different trade-offs across a variety of system criteria.

Trade-Offs between False Positives and False Negatives
To capture trade-offs between false positives and false negatives, we varied the threshold. In order to map a probability to a binary category, we need to define a classification threshold: a value above that threshold indicates “re-offend”; a value below indicates “not re-offend”. Figure 1 shows the relationship between false positives and false negatives when we varied the threshold in our data.

Trade-Offs between Overall Errors and Disparity (Unfairness).
We followed the prevalent statistical fairness approach in the fairness machine learning literature. For this approach, we fixed a small number of groups specified by sensitive attributes, such as race and gender, and then asked for approximate equality of certain statistics of the predictor, such as false-positive rates and false-negative rates, among these groups. In our study, we considered two groups, denoted by \(a_0\) and \(a_1\) and specified by either race or gender, and formulated our (un)fairness measure as the disparity between the number of false positives \(FP\) and false negatives \(FN\) between the two groups (and henceforth disparity):\(^2\)

\[
\max (|FP(a_1) - FP(a_0)|, |FN(a_1) - FN(a_0)|). \tag{1}
\]

To capture trade-offs between overall accuracy and disparity, we adapted the algorithms from [1, 30] to generate the set of Pareto-optimal predictive models, for which it is impossible to improve either criteria without worsening the other. Figure 2 shows a Pareto curve of prediction errors and disparity on African American and White American defendants. Models on the right side of the Figure 2 prioritize “minimizing overall errors”, while models on the left side prioritize “minimizing disparity”. We can see that by reducing the disparity between two racial groups from 158 to 21, the overall error counts increase from 1253 to 1651. The technical details on how we generated the Pareto curves are included in the supplementary materials.

\(^2\)Note that false positive (or negative) rate is defined as the ratio between the number of false positives (or negatives) and the number of negatives (or positives). We chose to use counts instead of ratios since counts are easier to explain to the non-expert stakeholders.
Creating User Interfaces to Explain Trade-Offs

We followed the human-centered design process for interface design [24]. Specifically, our design process involved a number of iterations. We started with a brainstorming session to ideate different design directions and features based on our design requirements. Next we synthesized and clustered the ideas. We then incorporated the ideas into the creation of low-fidelity prototypes, and conducted informal qualitative analysis and pilot studies to evaluate and improve the prototypes. Each step in this process provided rich insights from users’ perceptions and helped to shape our final design and implementation.

Interface Designs

Our final interface design consists of a two-part layout: (i) a control panel that allows users to select models, and (ii) a result panel that shows the report of the selected model. We explored two design options in the result panel: visualization view (See Figure 3) and text view (See Figure 4). Here we will describe them in detail.

Control Panel

Since we had two types of trade-offs to communicate to users, we designed two separate controls.

For trade-offs between false positives and false negatives (See the upper section of the control panel in Figure 3), we designed a control bar, which allows users to adjust the threshold.

For trade-offs between errors and disparity (See the lower section of the control panel in Figure 3), once a protected attribute (gender or race) is selected, we presented the Pareto curve with the given threshold. We allowed users to select any particular model shown on the Pareto curves.

Result Panel

Prior work has compared the use of visualizations and texts for communicating various statistical aspects of algorithms [21]. Research shows that visualizations are more effective at grabbing user attention, but studies also reported that some users may prefer text over visual content. Therefore, we decided to design two different views in the result panel.

Visualization View. Inspired by the idea of confusion matrices in machine learning [51], we created four separated quadrants with each dot representing one classified defendant in one of the four prediction categories (true positive, false positive, false negative, and true negative) (see the result panel in Figure 3). We also displayed the total number of defendants in each category. To distinguish correct and incorrect predictions, we applied two colors, blue and red, to highlight the difference. When a protected attribute (race or gender) is selected, the dots in each quadrant will be split into two different colors representing two groups under the selected protected attribute, such as African American and White defendants. As users move the control bars, the interface will display the changes of prediction outcomes accordingly.

In addition, the interface provides the summary of the key metrics (e.g., prediction errors and disparity) on the top of the result panel. Explanations about the metrics will show up when users hover over the question marks next to the metrics.

Text View. The text view displays the same set of information as the visualization view does, but in text. It describes the four prediction categories in plain text and the number of defendants in each category. We followed a natural logic by grouping the prediction outcomes by incorrect or correct predictions (see the result panel in Figure 4). When a protected attribute (race or gender) is selected, we show the number for each group. Information about prediction errors and disparity is also described in text.

EVALUATION OVERVIEW

We evaluated our interface on helping people comprehend, navigate, and manage trade-offs through (i) a large-scale Amazon Mechanical Turk experiment, and (ii) six in-depth interviews with domain experts.

The goal of the Amazon Mechanical Turk experiment is to answer the first three research questions: RQ1 - can our interfaces help non-expert participants comprehend trade-offs in algorithmic decision making? RQ2 - can our interfaces help
participants navigate trade-offs and select models? RQ3 - how do the interfaces influence participants’ perceived trust of the algorithmic decision-making system?

The goal of the in-depth interviews is to answer the last question: RQ4 - how will stakeholders involved in the domain problem (judges, lawyers, defendants, and public) use the interfaces in the real world settings?

EVALUATION STUDY 1: AMAZON MTURK EXPERIMENT

Experimental Design
We conducted a randomized between-subjects experiment with three conditions: visualization view condition where participants used our visualization view interface (Figure 3), text view where participants used our text view interface (Figure 4), and baseline condition where participants were not provided any interface and proceeded directly to the questionnaire. We included the baseline condition to assess people’s baseline understandings of the trade-offs in machine learning. Participants were randomly assigned to one of the three conditions, and they were allowed to spend as much time as needed to finish our evaluation questionnaires with or without the help of our interface.

Participant Recruitment
We recruited 301 participants from Amazon Mechanical Turk (AMT) in August 2019 for our study. To ensure the quality of survey responses, we recruited participants who have finished more than 100 tasks (HITs) with an task (HIT) approval rate of 95% or above. We also ensured that the participants are aged 18 or above and reside in the U.S., so that they have a higher chance of having the background knowledge about the U.S. judicial system. The average time for completing the survey was 28.6 minutes. Each participant received a base payment of $4 and an additional bonus (up to $1.2) based on the number of correct answers they had in the objective comprehension questions (each correct answer would contribute to an extra bonus payment of $0.2). To ensure participants would answer questions honestly without random guessing, we provide an “I don’t know” option for each question with a $0.05 bonus payment. On average, each participant received a payment of $8.70, which is higher than the minimum wage in the U.S. ($7.25 per hour at the time of writing).

In total, 301 participants finished the tasks on AMT, but 15 of them failed the attention check we set so we did not include their data. Our analysis included 107 participants in the baseline condition, 93 participants in the visualization view condition, and 86 participants in the text view condition. The demographic information including age, gender, race, education level, was comparable across the three conditions ($\chi^2$ not significant).
Study Procedure
Participants were informed that the purpose of the study was to help users understand intelligent algorithms that support people in making important decisions. We also designed quiz questions to make sure participants understood the study context, such as the definition of *recidivism* and prediction algorithms. Participants had to answer the quiz questions correctly before they could proceed. We included the description of study context and quiz questions in the supplementary materials.

Participants were given as much time as they wanted to explore the interface and complete a set of questions (details will be described below in “Evaluation Metrics” section). We also inserted an instructed-response question for the attention check, which directed respondents to choose a specific answer in order to detect careless responses [40, 8].

Evaluation Metrics
We designed a set of questions to assess participants’ objective comprehension, subjective understanding, trust, and model selection, along with participants’ demographic information and technical literacy. We include all the questions we use in the supplementary materials.

**Objective Comprehension.** Participants answered six multiple-choice questions with objectively correct answers to evaluate their understandings of the algorithms: four of them focused on the understandings of the basic concepts such as false positives and false negatives in machine learning, while two of them assessed people’s understandings of algorithmic trade-offs. For example, we asked participants “Suppose you adjust the algorithm to reduce one type of error cases - false negatives (the number of defendants it predicts not to re-offend but actually re-offend). How will this affect the other type of error cases - false positives (the number of defendants it predicts to re-offend but actually do not re-offend)?” providing answer options such as “The false positives will increase.”, “The false positives will not change.”, “The false positives will decrease.” or “I don’t know.”.

**Subjective Evaluation.** Participants responded to a Likert scale to self-report how well they understood the algorithmic trade-offs.

**Model Selection.** In the two interface conditions, participants were instructed to adjust the interface controls to find a model consistent with their values, and were asked questions about whether and why the selected model was most consistent with their values.

**Trust.** We also measured participants’ perceived trust of the algorithm prediction on recidivism. We adapted the question from the prior literature that measured trust in human-machine systems on a 7-point Likert scale [36, 12, 8]. Examples include “I trust the prediction results of defendants’ recidivism produced by the algorithm”.

We asked the same set of questions about trust twice. For participants in the two interface conditions, we asked these questions about trust before and after they explored our inter-
faces and answered the objective comprehension questions; for participants in the baseline conditions, we asked the questions about trust before and after they answered the objective comprehension questions. At the end, we asked participants to provide their reasons why they trusted or distrusted the algorithms in an open-ended question.

In addition, we also asked questions about participants’ technical literacy and their demographic information\(^3\).

**Technical Literacy** We used a 7-point Likert scale question to assess participants’ familiarity with AI-powered systems such as email spam filters and product recommender systems. This question was adapted from [53, 8].

**Demographic Information.** We asked participants for their basic demographic information including race, age range, gender, and education level. We operationalized education level as whether or not the participants had completed a bachelor’s degree, and operationalized age as whether or not the participant was above 34 (the median number).

**Results** Our main findings include the following:

- Both visualization view and text view interfaces improved participants’ comprehension of trade-offs in algorithmic decision-making. We also found that our interfaces have differential impacts on participants. For example, participants with higher education levels were benefited more from the visualization view than those with lower education levels; and participants who were above 34 years old benefited more from using the text view.

- Our interfaces allowed participants to select models that most represent their values. We also observed great diversity in the models they selected: some tended to balance trade-offs, while others concentrated only on one aim.

- Our interfaces swayed 47.4\% of participants’ trust in the algorithm: 22.3\% trusted the algorithm more while 25.1\% trusted the algorithm less.

Next we will describe the details of the analyses that lead to these conclusions.

**Interfaces Improved Objective Comprehension of Trade-Offs** We created a set of linear regression models (see Table 1) with **Objective Comprehension** of the algorithmic concepts and trade-offs, and **Subjective Evaluation** as dependant variables, experimental conditions, and the interaction terms between the experimental conditions and participants’ personal characteristics (age, race, education level, literacy) as independent variables. Model 1, 3, and 5 in Table 1 examined the differences between three experimental conditions (**IsVizView v.s. baseline**, and **IsTextView v.s. baseline**). Model 2, 4, and 6 examined the interpersonal differences in using the interfaces. We found that participants, including those without interface support in baseline conditions, had some basic understandings of the machine learning concepts, such as false positives and false negatives. According to Model 1 in Table 1, participants in the baseline condition on average answered 63.2\% objective comprehension questions on basic concepts correctly. Interfaces further improved participants’ comprehension of these concepts. Participants in visualization view got 70.9\% questions correctly; and the difference between visualization view and baseline condition is marginally significant (coef. = 0.077, \( p < 0.1 \)). Participants in text view got 74.7\% questions correctly; the difference between text view and baseline condition is significant (coef. = 0.115, \( p < 0.05 \)). T-test didn’t reveal statistical difference between participants’ performance in the two interface conditions.

Our results suggest that our interfaces significantly improved participants’ comprehension of algorithmic trade-offs. According to Model 3, participants in the baseline condition on average answered 36.7\% objective comprehension questions on algorithmic trade-offs correctly. Participants in visualization view got 55.8\% questions correctly; the difference between visualization view and baseline is significant (coef. = 0.191, \( p < 0.01 \)). Participants in text view got 65.6\% questions correctly; the difference between text view and baseline is significant (coef. = 0.289, \( p < 0.01 \)). T-test between the two interface conditions shows marginal significance (\( p < 0.1 \)).

Interestingly, according to Model 4, we found that visualization view interface tended to provide more gains to participants with high self-report education levels compared to participants with lower education levels (coef. = 0.195, \( p < 0.1 \)), while text view provided more benefits to participants who were above 34 than participants who were 34 years old or younger (coef. = 0.095, \( p < 0.05 \)).

In Model 5 and 6, we examined the impact of using interfaces on participants’ subjective evaluation on their understanding of algorithmic trade-offs. Model 5 shows that there is no significant differences among participants in different conditions. Model 6 suggests that participants with higher familiarity with AI systems self-reported that they understood the algorithms better both using the visualization view and text view interfaces (coef. = 0.250, \( p < 0.01 \) and coef. = 0.319, \( p < 0.01 \)). Participants who were above 34 had less gains on the self-report understandings of algorithmic trade-offs using visualization view, compared to participants who were 34 years old or younger (coef. = -0.246, \( p < 0.05 \)).

**Interfaces Enabled Participants to Select Models** Both interfaces (visualization view and text view) allowed participants to select models on a spectrum of trade-offs. We explicitly asked participants whether they think the interfaces helped them identify models that represent their values. Participants using both types of interfaces reported high ratings. The average ratings for visualization view and text view are 5.54 and 5.64 out of the 7-Likert scale, respectively (the differences are not statistically significant).

Figure 5 and 6 show the distribution of participants’ model selection, with respect to trade-offs between false positives
and false negatives (Figure 5), and with respect to trade-offs between overall prediction errors and disparity (Figure 6).

Figure 5 suggests that, with respect to trade-offs between false positives and false negatives, many participants tended to balance the two types of errors in their model selections. 29.4% of participants selected the model in the middle, which minimized the overall errors. Furthermore, among those who did not select a “balanced” model, more participants selected models on the “reducing false negatives” side than models on the “reducing false positives” side.

Figure 6 shows a different pattern. With respect to trade-offs between overall errors and disparity, many participants showed a single aim: they either selected a model that minimizes the disparity (21.8%), or selected a model that minimizes the overall errors (16.8%). Among those who tried to balance the two goals, more participants tended to prefer “reducing disparity” over “reducing overall errors”.

In sum, the results showed great diversity in people’s model selection. This suggests intriguing opportunities and future work on how to aggregate different individuals’ opinions on “what the best model is”, which we will discuss later.

Interfaces Swayed Participants’ Trust of the Algorithm
We also measured the change of participants’ perceived trust of the algorithm prediction before and after participants explored the algorithm trade-offs for all the three conditions. We observe that 47.4% participants in the two interface conditions changed their perceived trust, and there was an about even split between those who became more or less trustful. In the baseline condition, participants were not provided interfaces but directly proceeded into questionnaires. Simply answering the questions about algorithmic trade-offs changed 30.0% participants’ perspectives in the baseline condition (the difference between the interface conditions and the baseline condition is significant, $p < 0.01$).

Participants explained their reasons why they changed their perceived trust toward the algorithm prediction in an open-ended follow-up question. Our analysis on their responses revealed some insights about this swing.

Many participants gained trust because our interfaces educated them about the algorithm itself and the inherent trade-offs in the algorithms. As one participant explicitly expressed:

“For using the tool helped me understand the algorithm and the results of changing the aggressiveness and disparity parameters...”

Also our interface makes it easier to see the prediction results.
We explained to participants the context and goals of the study, conducted semi-structured interviews, and each lasted on average 30 minutes. Because our participants were remotely located, we used zoom.us and asked our participants to share their screens in the interview. By doing so, we were able to observe how participants were interacting with our interface in real-time and ask follow-up questions.

We explained to participants the context and goals of the study, asked for consent to record, and then gave participants time to explore the interface. After some exploration and clarification questions, participants were asked to think out loud their thought process and complete tasks such as describing trade-offs indicated by the interface, and identifying a model given a specific desired property. Participants were provided both interfaces (visualization view and text view). In the interview, we focused on understanding how our expert participants envisioned the use of our interfaces in the real-world environment.

Participants with concerns made some further suggestions for improvement. For example, one participant wished to know more about the data used by the algorithm, as it may be “skeptical without seeing what data it is using and what the weighting is”.

Another participant mentioned the importance of having human input in the decision-making process.

“I think using an algorithm in a combination of input from a judge or court officials of some sort would be best. I would not trust the algorithm by itself. ”

Another interesting observation is that participants had very different expectations about algorithm accuracy that affected their perceived trust. For example, one participant increased trust because “an accuracy of around 70% is fairly good” from their perspective. On the other hand, one participant commented that they think the algorithm is “less trustful as this is a large error rate”.

Overall, our evaluation demonstrated that our interfaces were effective at helping people comprehend and navigate trade-offs. In addition, our results suggested that people have varying levels of understanding of algorithms, heterogeneous preferences over fairness-accuracy trade-offs, and diverse perspectives on the trustworthiness of AI systems. This opens up new challenges and opportunities in building holistic solutions that take into account the human heterogeneity when interacting with decision-support systems.

EVALUATION 2: EXPERT STUDY
To understand how our interfaces can potentially help stakeholders in the real-world setting (e.g., judges, lawyers, defendants and general public), we recruited and conducted in-depth interviews with domain experts in the problem of recidivism.

Recruitment and Study Protocol
We recruited 6 researchers who have studied the use of algorithms in criminal justice system. We began our recruitment at a conference on fairness in machine learning, and utilized a snowball sampling technique to identify more participants. We conducted semi-structured interviews, and each lasted on average 30 minutes. Because our participants were remotely located, we used zoom.us and asked our participants to share their screens in the interview. By doing so, we were able to observe how participants were interacting with our interface in real time and ask follow-up questions.

We explained to participants the context and goals of the study, asked for consent to record, and then gave participants time to explore the interface. After some exploration and clarification questions, participants were asked to think out loud their thoughts process and complete tasks such as describing trade-offs indicated by the interface, and identifying a model given a specific desired property. Participants were provided both interfaces (visualization view and text view). In the interview, we focused on understanding how our expert participants envisioned the use of our interfaces in the real-world environment.

Participation was voluntary and uncompensated. Participants were 2 females and 4 males based in the U.S. Our participants had a diverse background, including computer science, statistics, criminal law, and justice.

Analysis and Results
Overall, all the participants quickly learned how to use interface, accurately identified the trade-offs, and completed the small tasks without difficulty.

We applied theme-based coding approach [25, 39] to analyze the interview transcripts and organize our findings into the following two topics: stakeholders’ vision of our interface in practice and suggested features for the interface.

Roles of the Interfaces in Practice
Our expert participants believed that our interface is a great tool to reveal trade-offs, and encourage real stakeholders to think about trade-offs.

“I think you’re onto something in that, it’s useful to have.. most people would say ‘well, you know, here’s option A and here’s option B, and see? They have these different trade-offs and consequences.’ ” (P1)

However, our interface cannot help with the final decision making. As P1 said that “the interface can make that trade-offs clear, but it cannot help with the normative questions”.

Ultimately, it is stakeholders’ job and responsibilities to make decisions and identify the acceptable trade-offs. As P2 said, in practice, they (statisticians) will set the threshold based on stakeholders’ requirements.

Some expert participants suggested that our interface can be useful at the final stage of model selection in the development of the algorithmic decision-making system:

“...it would be like, people had already decided that one... the final thing of this would be to pick a threshold, or to access its predictive accuracy is suitable for deployment at all...” (P3)

In addition, some experts believed this is a good tool for educating the public. As P3 commented that they could less imagine it be used by “policy makers sitting in a room”, but more for the general public interested in learning this process as “an instructive tool”.

Suggested Features for the Interface
Some participants wanted to see a more flexible interface with more possibilities. For example, P2 suggested to include more system criteria or metrics on the interface, in order to provide more dimensions for stakeholders to negotiate model trade-offs and make decisions:
“...you have actually five more comparisons you need to make when you address fairness, not one, and depending on the stakeholders, they may think one of those outcomes is more important than the other.”

The five comparisons he referred to were other fairness definitions in addition to the statistical parity notion we used. Those fairness definitions include overall accuracy equality, conditional procedure accuracy equality, conditional use accuracy equality, treatment equality, and total fairness (see details in [3]). P2 also suggested to introduce another parameter that can be used to adjust weights put on the two types of prediction errors in the cost function (e.g., cost ratio between false positives and false negatives).

In addition to introduce new system criteria, P6 suggested allowing participants to play with the features (e.g., input factors) of the prediction algorithm and see different outcomes.

At the same time, participants also recognized that adding more features would inevitably introduce complexity and cognitive overload. As P5 said that “the more you increase the complexity of the tool, the less intuitive it would have become”.

DISCUSSION

Both the visualization view and the text view significantly improved participants’ comprehension of trade-offs between different system criteria in machine learning-based algorithms. However, our results suggested that the design of the interfaces might create differential benefits. For example, participants with at least a bachelor’s degree tended to benefit more from using visualization view than participants without a bachelor’s degree; participants who were above 34 tended to benefit more from using text view. Future work is needed to identify reasons behind these differential impacts. For example, one speculation is that our visualization view might be open to interpretation while the text view is more direct. In future work, we want to adopt the principles from universal design [46]; specifically, rather than creating “one-size-fits-all” solutions, we will develop alternative designs for people with different educational levels, age, backgrounds, and needs.

Our study showed that people have heterogeneous preferences over fairness-accuracy related trade-offs in their model selections. While researchers have developed sophisticated methods for generating predictive models with a wide range of fairness-accuracy trade-offs [1, 30], few studies have investigated how to help stakeholders with different preferences negotiate and select a final model. One promising technical approach is to draw techniques from social choice theory and to develop mechanisms that elicit preferences from individual stakeholders and select models based on scoring rules (e.g., the Borda count [14, 38]). An alternative approach is to develop social mechanisms and user interfaces to facilitate discussions among groups of stakeholders, enabling them to reason about different fairness and accuracy measures, express priorities and acceptable trade-offs, and negotiate with each other and find appropriate models.

Our results also showed that our interfaces swayed half of participants’ trust of the algorithmic systems. According to Simmel [48], there is no need to trust if people have total knowledge of the other party (algorithms in our context). Trust is also not a rational choice if people do not have any knowledge of the other party. Trust exists when people have some knowledge about the other party [48]. One way to interpret our finding is that the knowledge that our tool offers helped people make informed decisions on whether they should trust the algorithms or not, which is critical for high-stake contexts. We believe this sets up the foundation of building more trustworthy algorithmic decision-making systems.

LIMITATIONS AND FUTURE WORK

One limitation is the choice of conducting experiments on Amazon Mechanical Turk (AMT) and interviewing researchers who work on the related domains. While running the large-scale experiments on AMT allowed us to draw causal conclusions and interviewing researchers allowed us to envision the use of tools, these choices limited our ability to observe how real decision-makers and people who are affected by the decisions actually interact with the explanation tools. In future work, we will organize interviews and workshops with real stakeholders such as local judges, lawyers, and defendants to observe how they actually use explanation interfaces in real world settings and how they negotiate the trade-offs, which could complement our current findings.

We developed and evaluated our interfaces in the context of predicting recidivism. Future work is needed to verify the design and replicate our findings in other decision-making contexts. As mentioned in the introduction, algorithms have been used in many high-stake decision-making contexts, such as child protection, resume screening, student admission, content moderation on social media, etc. In future work, one direction we are pursuing is to create an “authoring tool” to allow stakeholders (who may not have programming and algorithm development experience) to create visualizations of trade-offs between different accuracy and fairness measures for the algorithmic systems that they are interested in.

Lastly, our current interfaces focus on providing a global view on the algorithm’s predictions on the entire population. While it is aligned with many statistical fairness notions, the interface does not capture notions of fairness that are concerned with algorithms’ decisions on an individual level. Two prominent examples are the notion of Lipschitz fairness [18] that requires that two similar individuals should be treated similarly by the algorithm, and the notion of meritocratic fairness [27, 31] that requires that more qualified individuals should have higher chances to be selected by the algorithm. In future work, we will develop interfaces that can explain and communicate these individual fairness criteria, and provide a more microscopic view on algorithmic decision-making processes.

CONCLUSION

In this study, we developed interactive interfaces to explain trade-offs in the machine learning algorithm that predicts criminal defendants’ likelihoods to re-offend. We evaluated the interfaces through a large-scale online experiment and in-depth interviews with domain experts. Our results suggest our interfaces are promising in helping non-expert stakeholders comprehend, navigate, and manage trade-offs.
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