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Abstract

This article studies some numerical approximations of the homogenized matrix for stochastic linear elliptic partial differential equations in divergence form:

\[-\text{div} \left( A \left( \frac{\cdot}{\epsilon}, \omega \right) \nabla u^\epsilon(\cdot, \omega) \right) = f.\]

We focus on the case when \( A \) is a small perturbation \( A_\eta \) of a reference periodic tensor \( A_{\text{per}} \), where \( \eta \) encodes the size of the perturbation. In this case, it has been theoretically shown in [6, 7] for both models considered in this article that the exact homogenized matrix \( A^\star_\eta \) possesses an expansion in powers of \( \eta \), the coefficients of which are deterministic. In practice, one cannot manipulate the exact terms of such an expansion. All objects are subjected to a discretization approach for the variables \( x \) (FEM) and \( \omega \) (Monte Carlo method). Thus we need to derive a similar expansion for the approximate homogenized matrix. In contrast to the expansion of the exact homogenized matrix, the expansion of the approximate homogenized matrix contains intrinsically random coefficients. In particular, the second order term is random in nature. The purpose of this work is to derive and study this expansion in function of the parameters of the approximation procedure (size of the truncated computational domain used, meshsize of the finite elements approximation).

1 Introduction

The context of this work is the homogenization of stochastic linear elliptic partial differential equations in divergence form

\[
\begin{aligned}
-\text{div} \left( A_\eta \left( \frac{\cdot}{\epsilon}, \omega \right) \nabla u^\epsilon(\cdot, \omega) \right) &= f \text{ on } D, \\
u^\epsilon(\cdot, \omega) &= 0 \text{ on } \partial D,
\end{aligned}
\]

where \( D \) denotes a bounded domain of \( \mathbb{R}^d \), \( d \in \mathbb{N}^* \) being the ambient dimension, and \( f \in L^2(D) \). The matrix \( A_\eta \) is random, symmetric, uniformly bounded and coercive, that is:

\[
\begin{cases}
\exists \gamma > 0, \forall \xi \in \mathbb{R}^d, \xi^T A_\eta(x, \omega) \xi \geq \gamma |\xi|^2 \text{ almost everywhere and almost surely,} \\
\exists M > 0 \text{ such that } \| A_\eta \|_{(L^\infty(\mathbb{R}^d \times \Omega))^{d \times d}} \leq M,
\end{cases}
\]

where \( \gamma \) and \( M \) do not depend on \( \eta \). Under additional stationarity hypotheses (the sense of which will be made precise below), it is classical that, when \( \epsilon \to 0 \), the random solutions \( u^\epsilon_\eta \) of (1) converge in some appropriate sense to a
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deterministic function $u^*_\eta$ solution to the following problem

$$
\begin{cases}
-\text{div} \left( A^*_\eta \nabla u^*_\eta \right) = f \text{ on } \mathcal{D}, \\
 u^*_\eta = 0 \text{ on } \partial \mathcal{D},
\end{cases}
$$

(3)

where $A^*_\eta$ is the constant homogenized matrix. To compute $A^*_\eta$, one needs first to compute some random functions, the so-called correctors $w^*_\eta$ (where $p \in \mathbb{R}^d$), that are solutions to random auxiliary problems, namely the corrector problems posed on $\mathbb{R}^d$. As a consequence, solving these corrector problems, and hence computing $A^*_\eta$, is in general computationally challenging. Appropriate truncations have to be considered, and the standard numerical strategies lead to extremely expensive computations. In this article, we do not deal with the very general framework of stochastic homogenization. We rather focus on the specific case when the matrix $A_\eta$ is a small perturbation of an underlying periodic matrix denoted by $A_{\text{per}}$. The parameter $\eta$ somehow encodes the degree of randomness of $A_\eta$: the smaller $\eta$, the less random $A_\eta$ is. When $\eta = 0$, the matrix $A_\eta$ is deterministic. There are several ways to formalize the notion of a small perturbation in the context of stochastic homogenization (see [1, 2, 3, 5, 6, 7, 9]). In this article, we will consider the following two models (for which all the details will be provided in Section 1.1 below):

- **Model 1** [Standard discrete stationary setting for stochastic homogenization]: $A_\eta(x, \omega)$ is stationary, and the small perturbation is linear (see [7]):

$$
A_\eta(x, \omega) = A_{\text{per}}(x) + \eta A_1(x, \omega) + O(\eta^2),
$$

where the expansion holds in some appropriate functional space.

- **Model 2** [Setting introduced in [8]]: the matrix reads $A_\eta = A_{\text{per}} \left( \Phi^{-1}_\eta(x, \omega) \right)$, where $\Phi_\eta$ is referred to as a stochastic diffeomorphism from $\mathbb{R}^d$ to $\mathbb{R}^d$ and $A_{\text{per}}$ is a periodic matrix. An important point is that in this case $A_\eta$ is not necessarily stationary. The corresponding perturbative approach has been developed in [6]. The stochastic diffeomorphism $\Phi_\eta$ is supposed to be a linear perturbation of the identity, namely

$$
\Phi_\eta(x, \omega) = x + \eta \Psi(x, \omega) + O(\eta^2),
$$

in some appropriate functional space.

In both settings, it has been shown that the gradients of the correctors $\nabla w^*_\eta$ and the homogenized matrix $A^*_\eta$ possess an expansion in powers of $\eta$: $\nabla w^*_\eta = \nabla w^0 + \eta \nabla w^1 + O(\eta^2)$ and $A^*_\eta = A^*_{\text{per}} + \eta A^*_1 + O(\eta^2)$. Approximating $A^*_\eta$ by $A^*_{\text{per}} + \eta A^*_1$, one thus makes an error of the order of $\eta^2$. The functions $w^0_p$ and $w^1_p$ are solutions to a deterministic and a random problem respectively. The dominant term $A^*_{\text{per}}$ in the expansion of $A^*_\eta$ is nothing but the homogenized matrix associated to $A_{\text{per}}$. The definition of $A^*_1$ involves only $\nabla w^0_p$ and $\nabla \mathbb{E} (w^1_p)$. Since $\mathbb{E} (w^1_p)$ can be shown to solve a deterministic problem, the computation of the first order approximation $A^*_{\text{per}} + \eta A^*_1$ only requires the solution of two deterministic partial differential equations. This is far less demanding that solving a single stochastic partial differential equation. This is the major advantage of these perturbative approaches.

Of course, in practice, one cannot exactly solve the corrector problems that are posed on an unbounded domain. As will be seen below, the classical discretization approach consists in two steps: truncation of the corrector problem on a bounded computational domain of size $N$ and finite elements approximation with mesh size $h$. This introduces two types of error related to the parameters $N$ and $h$, respectively. Because of the truncation, the approximated homogenized matrix $A^*_{\eta, h, N}$ is random. We will see that it also possesses an expansion in the variable $\eta$, almost surely. The main difference between this expansion and the exact one is that, at the discrete level, the difference $A^*_{\eta, h, N} - A^*_{\text{per}, h, N} - \eta A^*_1$...
is random in nature, and so is the second order error estimate. Therefore, in order to ensure the relevance of the first order approximation of $A_{\eta}^{h,N}$, one needs to bound the random error $\eta^{-2}(A_{\tau}^{h,N} - A_{\tau}^{h,N} - \eta A_{\tau}^{h,N})$ of second order, in some appropriate probability space, namely $(L^\infty(\Omega))^{d \times d}$ in the sequel. In the setting of Model 2, this question has already been addressed from a numerical point of view in [9]. The aim of the present work is to theoretically derive rigorous bounds on the second order error for both models and to understand how these bounds depend on the parameters of the discretization procedure. To this end, we first have to make precise the appropriate functional spaces in which the original expansions hold. We next deduce for each model in which sense the second order error terms are bounded. Our presentation elaborates on the previous works [5, 6]. We only provide the formalism for self-consistency and we refer to [6] for more details.

1.1 Probabilistic setting

Throughout this article, $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space and we denote by $\mathbb{E}(X) = \int_{\Omega} X(\omega)d\mathbb{P}(\omega)$ the expectation value of any random variable $X \in L^1(\Omega, d\mathbb{P})$. We assume that the group $(\mathbb{Z}^d,+)$ acts on $\Omega$. We denote by $(\tau_k)_{k \in \mathbb{Z}^d}$ this action, and assume that it preserves the measure $\mathbb{P}$, that is, for all $k \in \mathbb{Z}^d$ and all $A \in \mathcal{F}$, $\mathbb{P}(\tau_k A) = \mathbb{P}(A)$. We assume that the action $\tau$ is ergodic, that is, if $A \in \mathcal{F}$ is such that $\tau_k A = A$ for any $k \in \mathbb{Z}^d$, then $\mathbb{P}(A) = 0$ or $1$. In addition, we define the following discrete notion of stationarity (see [5]): any $F \in L^1_{\text{loc}}(\mathbb{R}^d, L^1(\Omega))$ is said to be stationary if, for all $k \in \mathbb{Z}^d$,

$$F(x + k, \omega) = F(x, \tau_k \omega), \text{ almost everywhere and almost surely.} \tag{4}$$

Note that this setting is a straightforward classical variant of the more commonly used (continuous) stationary setting for random homogenization, for which the shift $\tau$ is indexed by elements of the group $\mathbb{R}^d$ and (4) holds for all $k \in \mathbb{R}^d$ instead of $\mathbb{Z}^d$. In our discrete setting, the ergodic theorem [11, 12] can be stated as follows:

**Theorem 1.1** Let $F \in L^\infty(\mathbb{R}^d, L^1(\Omega))$ be a stationary random variable in the above sense. For $k = (k_1, k_2, \ldots, k_d) \in \mathbb{Z}^d$, we set $|k|_\infty = \sup_{1 \leq i \leq d} |k_i|$. Then

$$\frac{1}{(2N+1)^d} \sum_{|k|_\infty \leq N} F(x, \tau_k \omega) \xrightarrow{N \to \infty} \mathbb{E}(F(x, \cdot)) \text{ in } L^\infty(\mathbb{R}^d), \text{ almost surely.}$$

This implies that (denoting by $Q$ the unit cube in $\mathbb{R}^d$)

$$F \left( \frac{\tau_k \omega}{\epsilon} \right) \xrightarrow{\epsilon \to 0} \mathbb{E} \left( \int_Q F(x, \cdot)dx \right) \text{ in } L^\infty(\mathbb{R}^d), \text{ almost surely.}$$

1.2 Stochastic homogenization results

Standard results of stochastic homogenization (see [4, 10]) apply to problem (1) when the matrix $A_{\eta}$ is stationary. For any fixed value of $\eta$, they provide the following result.

**Theorem 1.2** We consider Model 1. Suppose that $A_{\eta}$ is a symmetric matrix, stationary in the sense of (4), uniformly bounded and coercive in the sense of (2). Then the homogenized matrix $A_{\eta}^*$ appearing in (3) is defined by

$$[A_{\eta}]_{ij} = \mathbb{E} \left[ \int_Q e_i^T a_{\eta} \left( e_j + \nabla w_{\eta} \right) \right], \tag{5}$$
where, for any \( p \in \mathbb{R}^d \), \( w^n_p \) denotes the unique solution (up to the addition of a random constant) of the corrector problem

\[
\begin{align*}
-\text{div} \left( A_p \left( p + \nabla w^n_p \right) \right) &= 0 \text{ on } \mathbb{R}^d, \text{ almost surely,} \\
\nabla w^n_p \text{ is stationary in the sense of (14),} \\
\mathbb{E} \left[ \int_Q \nabla w^n_p \right] &= 0.
\end{align*}
\]

In the sequel we will always assume that \( |p| = 1 \).

In the case \( A_\eta(x, \omega) = A_{\text{per}}(\Phi^{-1}_\eta(x, \omega)) \), there exists an analogous result due to Blanc, Le Bris and Lions (see [5]). Its statement requires to make precise the notion of *stochastic diffeomorphism* mentioned above. The map \( \Phi_\eta \) is said to be a stochastic diffeomorphism if it satisfies

\[
\begin{align*}
\Phi_\eta(\cdot, \omega) \text{ is a diffeomorphism almost surely,} \\
\text{Ess inf }_{x \in \mathbb{R}^d, \omega \in \Omega} (\text{det} (\nabla \Phi_\eta(x, \omega))) &= \nu > 0, \\
\text{Ess sup }_{x \in \mathbb{R}^d, \omega \in \Omega} (|\nabla \Phi_\eta(x, \omega)|) &= M' < \infty, \\
\nabla \Phi_\eta \text{ is stationary in the sense of (4)}.
\end{align*}
\]

Under these hypotheses on \( \Phi_\eta \), the following theorem gives the homogenized problem associated to (11).

**Theorem 1.3** We consider Model 2. Suppose that \( A_\eta = A_{\text{per}} \circ \Phi^{-1}_\eta \) where \( A_{\text{per}} \) is a symmetric matrix, uniformly bounded and coercive, and \( \Phi_\eta \) satisfies (7), (8), (9) and (10). Then the homogenized matrix \( A^*_\eta \) appearing in (2) is defined by

\[
[A^*_\eta]_{ij} = \left( \mathbb{E} \left[ \int_Q (\nabla \Phi_\eta(x, \omega)) \right] \right)^{-1} \left( \mathbb{E} \left[ \int_Q (\nabla \Phi_\eta(x, \omega))^{-1} \nabla \Phi_\eta(x, \omega) \right] \right),
\]

where, for any \( p \in \mathbb{R}^d \), \( w^n_p \) denotes the unique solution (up to the addition of a random constant) of the corrector problem

\[
\begin{align*}
-\text{div} \left( \nabla \Phi_\eta(x, \omega) \right) (\nabla \Phi_\eta(x, \omega))^{-1} A_{\text{per}} \left( p + (\nabla \Phi_\eta(x, \omega))^{-1} \nabla \Phi_\eta(x, \omega) \right) &= 0 \text{ on } \mathbb{R}^d, \text{ almost surely,} \\
\nabla w^n_p \text{ is stationary in the sense of (14),} \\
\mathbb{E} \left[ \int_Q \nabla w^n_p \right] &= 0.
\end{align*}
\]

1.3 Standard numerical approximation

In practice, problems (6) and (12) are solved numerically. The first step is to introduce a truncation. Following [8], we approximate (6) by

\[
\begin{align*}
-\text{div} \left( A_p (\cdot, \omega) (p + \nabla w^{p,N}_p (\cdot, \omega)) \right) &= 0 \text{ on } Q_N \text{ almost surely,} \\
\nabla w^{p,N}_p (\cdot, \omega) \text{ is } Q_N - \text{periodic,}
\end{align*}
\]

where \( Q_N = [-N - \frac{1}{2}, N + \frac{1}{2}]^d \). We consider an analogous truncated problem for (12). A classical finite element method is then used to approximate the solutions of (13). We consider a periodic triangulation \( T^Q_h \) of the unit cell \( Q = [-\frac{1}{2}, \frac{1}{2}]^d \). Replicating it, we obtain a triangulation

\[
T_h = \bigcup_{k \in \mathbb{Z}^d} \left( k + T^Q_h \right)
\]
of \( \mathbb{R}^d \). We denote by \( V^h_{\text{per}}(Q_N) \) the space of functions \( \varphi_h \) defined on \( \mathbb{R}^d \), \( Q_N \)-periodic, whose restriction to \( Q_N \) is in a \( P_1 \)-Lagrange finite element space built from \( T^N_h = T_h \cap Q_N \), and which satisfy

\[
\int_{Q_N} \varphi_h = 0.
\]

Let \( \{ \phi_k \}_{1 \leq k \leq N_v} \) be a basis of \( V^h_{\text{per}}(Q_N) \):

\[
V^h_{\text{per}}(Q_N) = \text{span} \left( \{ \phi_k \}_{1 \leq k \leq N_v} \right),
\]

where \( N_v = N_v(N) \) is the number of degrees of freedom considered.

In the standard case (Model 1), we define the approximated corrector \( w^{\eta,h,N}_p \) as the solution to the variational formulation

\[
\begin{align*}
\text{Find } w^{\eta,h,N}_p(\cdot,\omega) \in V^h_{\text{per}}(Q_N) \text{ such that,} \\
\forall \varphi_h \in V^h_{\text{per}}(Q_N), \quad \int_{Q_N} A^\eta(\cdot,\omega) \left( p + \nabla w^{\eta,h,N}_p(\cdot,\omega) \right) \cdot \nabla \varphi_h = 0 \text{ almost surely,}
\end{align*}
\]

and the approximated homogenized matrix by

\[
\forall 1 \leq i, j \leq d, \quad [A^\star_{\eta,h,N}]_{ij}(\omega) = \frac{1}{|Q_N|} \int_{Q_N} e_i^T A^\eta(\cdot,\omega) \left( e_j + \nabla w^{\eta,h,N}_p(\cdot,\omega) \right).
\]

In the second setting (Model 2), we similarly define the approximated corrector as the solution to

\[
\begin{align*}
\text{Find } w^{\eta,h,N}(\cdot,\omega) \in V^h_{\text{per}}(Q_N) \text{ such that, for any } \varphi_h \in V^h_{\text{per}}(Q_N), \\
\int_{Q_N} \det(\nabla \Phi^\eta(\cdot,\omega)) (\nabla \Phi^\eta(\cdot,\omega))^{-T} A_{\text{per}} \left( p + (\nabla \Phi^\eta(\cdot,\omega))^{-1} \nabla w^{\eta,h,N}_p(\cdot,\omega) \right) \cdot \nabla \varphi_h = 0 \text{ almost surely,}
\end{align*}
\]

and the homogenized matrix is defined by

\[
[A^\star_{\eta,h,N}]_{ij}(\omega) = \det \left( \int_{Q_N} \nabla \Phi^\eta(\cdot,\omega) \right)^{-1} \left( \int_{Q_N} \det(\nabla \Phi^\eta(\cdot,\omega)) \left( e_i + (\nabla \Phi^\eta(\cdot,\omega))^{-1} \nabla w^{\eta,h,N}_p(\cdot,\omega) \right)^T A_{\text{per}} e_j \right).
\]

Note that for both (14) and (16) the solution \( w^{\eta,h,N}_p \) is a random field because of the truncation procedure. It follows that both (15) and (17) are random matrices. It is only in the limit \( N = \infty \) that these objects become deterministic. In the numerical practice, one then commonly considers that the best approximation of \( A^\star_\eta \) is given by \( \mathbb{E} \left( A^\star_{\eta,h,N} \right) \) which is in turn estimated using an empirical mean, computed with standard Monte-Carlo methods.

## 2 Expansion of the random matrix \( A^\star_\eta \) (Model 1)

In this section, we consider the weakly stochastic setting of Model 1. We will turn our attention to Model 2 in Section 3. Our main result for Model 1 is Proposition 2.1. As announced above, it makes precise the behaviour of the random second order error in the expansion of the approximated homogenized matrix \( A^\star_{\eta,h,N} \), under appropriate hypotheses. Then, passing to the limit \( h \to 0 \), we prove that this result extends to the approximated homogenized matrix when only truncation is taken into account. Finally, letting \( N \) go to infinity, we recover the expansion of the exact homogenized matrix \( A^\star_\eta \) derived in [2]. The functional setting described below is simple and the arguments we use in the proof of Proposition 2.1 are standard. Our aim is to illustrate in a simple and relevant framework that the randomness of the second order error in the expansions of \( \nabla w^{\eta,h,N}_p \) and \( A^\star_{\eta,h,N} \) does not affect the validity of the approximation \( A^\star_{\text{per}} + \eta \mathbb{E}(A^\star_{1,h,N}) \). In particular, this amounts to prove that the quantity \( \eta^{-2}(A^\star_{\eta,h,N} - A^\star_{\text{per}} - \eta A^\star_{1,h,N}) \) is bounded independently of \( h, N \) and \( \eta \) in some probability space. This is precisely what ensures Proposition 2.1 below.
2.1 Assumptions

We suppose that the matrix $A_\eta$ admits in $(L^\infty(Q \times \Omega))^{d \times d}$ the expansion

$$A_\eta(x, \omega) = A_{\text{per}}(x) + \eta A_1(x, \omega) + R_\eta(x, \omega),$$

where $A_{\text{per}} \in (L^\infty(Q))^{d \times d}$, $A_1 \in (L^\infty(Q \times \Omega))^{d \times d}$ and $R_\eta = O(\eta^2)$ in $(L^\infty(Q \times \Omega))^{d \times d}$. This means that

$$\lim_{\eta \to 0} \|A_\eta - A_{\text{per}}\|_{(L^\infty(Q \times \Omega))^{d \times d}} = 0,$$

$$\lim_{\eta \to 0} \|\eta^{-1}(A_\eta - A_{\text{per}}) - A_1\|_{(L^\infty(Q \times \Omega))^{d \times d}} = 0,$$

and there exists a deterministic constant $C_R$ independent of $\eta$ such that, when $|\eta| \leq 1$,

$$\eta^{-2} \|R_\eta\|_{(L^\infty(Q \times \Omega))^{d \times d}} \leq C_R,$$

where we recall that

$$\|v\|_{(L^\infty(Q \times \Omega))^{d \times d}} = \text{Ess sup}_{(x, \omega) \in Q \times \Omega} |v(x, \omega)|.$$

From (2), we know that $A_\eta$ is bounded and uniformly coercive. Using (11) and (2), we see that

$$\|A_{\text{per}}\|_{(L^\infty(Q))^{d \times d}} = \lim_{\eta \to 0} \|A_\eta\|_{(L^\infty(Q \times \Omega))^{d \times d}} \leq M,$$

and, for any $\xi \in \mathbb{R}^d$, we have

$$\xi^T A_{\text{per}}(x) \xi = \lim_{\eta \to 0} \xi^T A_\eta(x, \omega) \xi \geq \gamma \|\xi\|^2$$

almost everywhere.

The matrix $A_{\text{per}}$ is thus also uniformly bounded and coercive.

Assuming that the expansion of $A_\eta$ holds in $(L^\infty(Q \times \Omega))^{d \times d}$ is relevant from the point of view of modelization, and it somehow simplifies the proof of Proposition 2.1. As will be seen below (Remark 2.1), up to slight modifications, our main result (Proposition 2.1) extends to the case when the original expansion of $A_\eta$ holds in a weaker sense, namely when it holds almost surely with uniformly integrable bounds. Of course, in this case, the second order error in the expansion of $A_{\eta}^{*,h,N}$ is bounded in a weaker sense. Lastly, it is to be mentioned that our proof does not directly extend to the case when the expansion of $A_\eta$ holds in spaces of the form $(L^\infty(Q; L^p(\Omega)))^{d \times d}$ with $0 < p \leq +\infty$; which models the idea of possibly large but rare local perturbations (see [3] for a detailed presentation of this latter model).

2.2 Formal expansion

Following the method introduced in [6], we first postulate the formal expansion of the solution to (14):

$$w_{p}^{0,h,N} = w_{p}^{0,h,N} + \eta w_{p}^{1,h,N} + \eta^2 w_{p}^{2,h,N},$$

where $\nabla w_{p}^{0,h,N} = O(\eta^2)$ in some appropriate space. We will successively identify $w_{p}^{0,h,N}$ and $w_{p}^{1,h,N}$ and prove the validity of the expansion. Formally inserting this expression in (14), we obtain that the function $w_{p}^{0,h,N}$ is independent of $N$ (we denote it by $w_{p}^{0,h}$ in the sequel) and solves

$$\begin{cases}
\text{Find } w_{p}^{0,h} \in V_{h}^{\text{per}}(Q) \text{ such that,} \\
\forall \varphi_{h} \in V_{h}^{\text{per}}(Q), \int_{Q} A_{\text{per}}(p + \nabla w_{p}^{0,h}) \cdot \nabla \varphi_{h} = 0.
\end{cases}$$
and that the function $w_p^{1,h,N}$ is solution to
\[
\begin{cases}
\text{Find } w_p^{1,h,N}(\cdot, \omega) \in V_p^{\text{per}}(Q_N) \text{ such that,} \\
\forall \varphi_h \in V_h^{\text{per}}(Q_N), \quad \int_{Q_N} A_{\text{per}} \nabla w_p^{1,h,N}(\cdot, \omega) \cdot \nabla \varphi_h + \int_{Q_N} A_1(\cdot, \omega) (p + \nabla w_p^{0,h}) \cdot \nabla \varphi_h = 0 \text{ almost surely.}
\end{cases}
\tag{26}
\]

In addition, substituting the expansions of $A_\eta$ and $w_p^{1,h,N}$ into (15), we formally obtain
\[
A_\eta^{*,h,N}(\omega) = A_{\text{per}}^{*,h} + \eta A_1^{*,h,N}(\omega) + O(\eta^2),
\tag{27}
\]
where the terms of order zero and one are respectively defined by
\[
[A_{\text{per}}^{*,h}]_{ij} = \int_{Q} e_i^T A_{\text{per}} (e_j + \nabla w_p^{0,h}),
\tag{28}
\]
\[
[A_1^{*,h,N}]_{ij}(\omega) = \frac{1}{|Q_N|} \int_{Q_N} e_i^T A_{\text{per}} \nabla w_p^{1,h,N}(\cdot, \omega) + \frac{1}{|Q_N|} \int_{Q_N} e_i^T A_1(\cdot, \omega) \nabla w_p^{0,h} + e_j.
\tag{29}
\]

In the sequel, we will make precise and rigorously justify the expansions (24) and (27).

### 2.3 Main result

Our main result in this section is the following.

**Proposition 2.1** Suppose that $A_\eta$ is a symmetric matrix that satisfies (2) and is stationary in the sense of (1). Suppose, in addition, that it satisfies (18), (19), (20). We assume that (21) holds, namely the second order error is $O(\eta^2)$ in $(L^\infty(Q \times \Omega)^{d \times d})$. Then there exists a constant $C$ independent of $\eta, \omega, N$ and $h$, such that, for $|\eta| \leq 1$,
\[
\eta^{-2} \| \nabla w_p^{\eta,h,N}(\cdot, \omega) - \nabla w_p^{0,h} - \eta \nabla w_p^{1,h,N}(\cdot, \omega) \|_{(L^2(Q_N))^d} \leq C \sqrt{|Q_N|} \text{ almost surely,}
\tag{30}
\]
where $w_p^{\eta,h,N}$, $w_p^{0,h}$ and $w_p^{1,h,N}$ are solutions to (14), (24) and (25), respectively, and such that
\[
\eta^{-2} \left| A_\eta^{*,h,N}(\omega) - A_{\text{per}}^{*,h} - \eta A_1^{*,h,N}(\omega) \right| \leq C \text{ almost surely,}
\tag{31}
\]
where $A_\eta^{*,h,N}$, $A_{\text{per}}^{*,h}$ and $A_1^{*,h,N}$ are defined by (14), (28) and (29).

Note that, as the constant $C$ in (30) and (31) is independent of $\omega$, the expansions of $\nabla w_p^{\eta,h,N}$ and $A_\eta^{*,h,N}$ hold in $(L^\infty(Q \times \Omega), L^2(Q_N))^d$ and $(L^\infty(Q \times \Omega))^{d \times d}$, respectively.

**Proof of Proposition 2.1:** Our goal is to prove estimates (30) and (31). To do so, following the methodology of (6), we begin with justifying the expansion (24) in our discrete framework. This is the purpose of Steps 1, 2 and 3. First we will check that $\nabla w_p^{\eta,h,N}$ is bounded independently of $\eta, \omega, N$ and $h$ and that it converges to the gradient $\nabla w^{0,h}$ of a deterministic function (Step 1). We will then verify that the first order error term of $\nabla w_p^{\eta,h,N}$, namely $\nabla v_p^{\eta,h,N}$ defined below, is bounded independently of $\eta, \omega, N$ and $h$ and that it converges to the gradient $\nabla w_p^{1,h,N}$ of a random function (Step 2). In Step 3, we prove that the second order error of $\nabla w_p^{\eta,h,N}$, namely $\nabla z_p^{\eta,h,N}$ defined below, is bounded independently of $\eta, \omega, N$ and $h$. In other terms we prove (30), using bounds derived at Steps 1 and 2. In Step 4, remarking that the second order error term of the homogenized matrix $A_\eta^{*,h,N}$ depends on $\nabla w_p^{\eta,h,N}$, $\nabla z_p^{\eta,h,N}$ and $\nabla z_p^{\eta,h,N}$, we use the bounds from Steps 1, 2 and 3 to prove (31).
Step 1: Our goal is first to prove that $\nabla w_p^{\eta,h,N}$ is bounded in $(L^2(Q_N))^d$, almost surely and independently of $\eta, \omega, N$ and $h$, and next to show that $w_p^{\eta,h,N}$ converges to a deterministic function $w_p^{0,h}$ independent of $N$. Choosing $\varphi_h = w_p^{\eta,h,N}$ as test function in (14) and using (2), we obtain that

$$
\gamma \| \nabla w_p^{\eta,h,N}(\cdot, \omega) \|_{(L^2(Q_N))^d}^2 \leq \left( \int_{Q_N} |A_\eta(\cdot, \omega) p|^2 \right) \frac{1}{\gamma} \left( \int_{Q_N} |\nabla w_p^{\eta,h,N}(\cdot, \omega)|^2 \right),
$$

which implies that (recall that $|p| = 1$)

$$
\| \nabla w_p^{\eta,h,N}(\cdot, \omega) \|_{(L^2(Q_N))^d} \leq \frac{\|A_\eta\|_{L^\infty(Q \times \Omega)^d \times d}}{\gamma} |Q_N|^{\frac{d}{2}}.
$$

Using (2), we deduce that

$$
\| \nabla w_p^{\eta,h,N}(\cdot, \omega) \|_{(L^2(Q_N))^d} \leq C_w |Q_N|^{\frac{d}{2}}, \tag{32}
$$

where

$$
C_w = \frac{M}{\gamma}
$$

is a constant independent of $\eta, \omega, N$ and $h$. Thus $\nabla w_p^{\eta,h,N}(\cdot, \omega)$ is bounded uniformly in $(L^2(Q_N))^d$ independently from $\eta$ and almost surely. We then remark that

$$
\nabla w_p^{\eta,h,N}(\cdot, \omega) = \sum_{i=1}^{N_v} \alpha_p^\eta(\omega) \nabla \phi_i,
$$

where $\alpha_p^\eta = (\alpha_p^\eta)_{1 \leq i \leq N_v}$ denotes the coordinates of $w_p^{\eta,h,N}(\cdot, \omega)$ in the basis of $V_p^{\text{per}}(Q_N)$. In the finite dimensional space $V_p^{\text{per}}(Q_N)$, all norms are equivalent and we deduce from (32) that $\alpha_p^\eta$ is bounded independently of $\eta$ in $\mathbb{R}^{N_v}$. Thus, up to extracting a subsequence, $\alpha_p^\eta$ converges to a vector $\alpha_p^0$ in $\mathbb{R}^{N_v}$ almost surely. Consequently, we see that

$$
\nabla w_p^{\eta,h,N}(\cdot, \omega) \xrightarrow{\eta \to 0} \sum_{i=1}^{N_v} \alpha_p^0(\omega) \nabla \phi_i = \nabla \left( \sum_{i=1}^{N_v} \alpha_p^0(\omega) \phi_i \right) = \nabla w_p^{0,h,N}(\cdot, \omega) \text{ in } (L^2(Q_N))^d \text{ almost surely},
$$

where $w_p^{0,h,N}(\cdot, \omega) \in V_p^{\text{per}}(Q_N)$ is defined by

$$
w_p^{0,h,N}(\cdot, \omega) := \sum_{i=1}^{N_v} \alpha_p^0(\omega) \phi_i.
$$

We now return to (14) which we decompose using the expansion (13) of $A_\eta$: for any $\varphi_h \in V_p^{\text{per}}(Q_N)$,

$$
\int_{Q_N} A_{\text{per}} (p + \nabla w_p^{\eta,h,N}(\cdot, \omega)) \cdot \nabla \varphi_h + \eta \int_{Q_N} A_1(\cdot, \omega) (p + \nabla w_p^{\eta,h,N}(\cdot, \omega)) \cdot \nabla \varphi_h + \int_{Q_N} R_\eta(\cdot, \omega) (p + \nabla w_p^{\eta,h,N}(\cdot, \omega)) \cdot \nabla \varphi_h = 0. \tag{33}
$$

We are going to pass to the limit $\eta \to 0$ in (33). By definition of $\nabla w_p^{0,h,N}(\cdot, \omega)$,

$$
\int_{Q_N} A_{\text{per}} (p + \nabla w_p^{\eta,h,N}(\cdot, \omega)) \cdot \nabla \varphi_h \xrightarrow{\eta \to 0} \int_{Q_N} A_{\text{per}} (p + \nabla w_p^{0,h,N}(\cdot, \omega)) \cdot \nabla \varphi_h
$$
almost surely, and
\[
\int_{Q_N} A_1(\cdot, \omega) \left( p + \nabla w_p^{\eta,N}(\cdot, \omega) \right) \cdot \nabla \varphi_h \xrightarrow{\eta \to 0} \int_{Q_N} A_1(\cdot, \omega) \left( p + \nabla u_p^{0,h,N}(\cdot, \omega) \right) \cdot \nabla \varphi_h
\]
almost surely. Using (21), we see that, when \(|\eta| \leq 1,
\[
\left| \int_{Q_N} R_\eta(\cdot, \omega) \left( p + \nabla w_p^{\eta,h,N}(\cdot, \omega) \right) \cdot \nabla \varphi_h \right| \leq \| R_\eta \|_{L^\infty(Q \times \Omega)} \| p + \nabla w_p^{\eta,h,N}(\cdot, \omega) \|_{L^2(Q_N)} \| \nabla \varphi_h \|_{L^2(Q_N)}
\]
where we recall that \(C_w\) is independent of \(\eta\). We thus obtain that
\[
\lim_{\eta \to 0} \int_{Q_N} R_\eta(\cdot, \omega) \left( p + \nabla w_p^{\eta,h,N}(\cdot, \omega) \right) \cdot \nabla \varphi_h = 0.
\]
Passing to the limit \(\eta \to 0\) in (23), we obtain that \(w_p^{0,h,N}(\cdot, \omega)\) satisfies
\[
\forall \varphi_h \in V_p^{\text{per}}(Q_N), \quad \int_{Q_N} A_{\text{per}} \nabla w_p^{0,h,N}(\cdot, \omega) \cdot \nabla \varphi_h + \int_{Q_N} A_{\text{per}} p \cdot \nabla \varphi_h = 0. \tag{34}
\]
Note that this equation has a unique solution in \(V_p^{\text{per}}(Q_N)\). We now show that \(u_p^{0,h,N} = u_p^{0,h}\), where \(u_p^{0,h}\) is the solution of (25). Indeed, for any \(\varphi_h \in V_p^{\text{per}}(Q_N)\), we see that
\[
\int_{Q_N} A_{\text{per}} \left( \nabla w_p^{0,h} + p \right) \cdot \nabla \varphi_h = \sum_{|k| \leq N} \int_{Q+k} A_{\text{per}} \left( \nabla w_p^{0,h} + p \right) \cdot \nabla \varphi_h
\]
\[
= \sum_{|k| \leq N} \int_{Q} A_{\text{per}} \left( \nabla w_p^{0,h} + p \right) \cdot \nabla \varphi_h(\cdot + k)
\]
\[
= \int_{Q} A_{\text{per}} \left( \nabla w_p^{0,h} + p \right) \cdot \nabla \left( \sum_{|k| \leq N} \varphi_h(\cdot + k) \right).
\]
Let
\[
\theta_h := \sum_{|k| \leq N} \varphi_h(\cdot + k).
\]
Observe that \(\theta_h\) is \(Q\)-periodic, and that its restriction to \(Q\) is in the \(P_1\)-Lagrange finite elements space built from \(T_h^{(Q)}\). In addition, we have
\[
\int_{Q_h} \theta_h = 0.
\]
Thus \(\theta_h \in V_p^{h}(Q)\). Hence by definition of \(u_p^{0,h}\), we obtain, for any \(\varphi_h \in V_p^{h}(Q_N)\),
\[
\int_{Q_N} A_{\text{per}} \left( \nabla w_p^{0,h} + p \right) \cdot \nabla \varphi_h = \int_{Q} A_{\text{per}} \left( \nabla w_p^{0,h} + p \right) \cdot \nabla \theta_h = 0.
\]
In addition, we have \(w_p^{0,h} \in V_p^{h}(Q) \subset V_p^{h}(Q_N)\). As a consequence, \(w_p^{0,h}\) is solution to (34). We conclude that \(w_p^{0,h,N}(\cdot, \omega) = u_p^{0,h}\).
Step 2: we introduce the function
\[
\nu^{\eta,h,N}_p = \frac{w^{\eta,h,N}_p - u^{0,h}_p}{\eta}.
\]
We want to prove that \(\nabla \nu^{\eta,h,N}_p\) is bounded in \(L^2(Q_N)^d\) almost surely and independently from \(\eta, h, N\) and \(\omega\), and that it converges to the gradient of a random function, namely \(w^{1,h,N}_p\) solution to \(\text{(20)}\). Substracting equation \(\text{(34)}\) from \(\text{(33)}\), we obtain that \(\nu^{\eta,h,N}_p(\cdot, \omega) \in V_{\text{per}}^h(Q_N)\) is such that, for any \(\varphi_h \in V_{\text{per}}^h(Q_N)\),
\[
\int_{Q_N} A_{\text{per}} \nabla \nu^{\eta,h,N}_p(\cdot, \omega) \cdot \nabla \varphi_h + \int_{Q_N} (A_1(\cdot, \omega) + \eta^{-1} R_\eta(\cdot, \omega)) \left( p + \nabla u^{\eta,h,N}_p(\cdot, \omega) \right) \cdot \nabla \varphi_h = 0.
\]
Choosing \(\varphi_h = \nu^{\eta,h,N}_p(\cdot, \omega)\) as test function in \(\text{(35)}\) and using \(\text{(23)}\), we have
\[
\gamma \| \nabla \nu^{\eta,h,N}_p(\cdot, \omega) \|_{(L^2(Q_N))^d} \leq \left( \int_{Q_N} \left( |(A_1(\cdot, \omega) + \eta^{-1} R_\eta(\cdot, \omega)) p|^2 \right)^{\frac{1}{2}} + \left( \int_{Q_N} \left( |(A_1(\cdot, \omega) + \eta^{-1} R_\eta(\cdot, \omega)) \nabla u^{\eta,h,N}_p(\cdot, \omega)|^2 \right)^{\frac{1}{2}} \right),
\]
\[
\leq \left( \| A_1 \|_{(L^\infty(Q \times \Omega))^{d \times d}} + \| \eta^{-1} R_\eta(\cdot, \omega) \|_{(L^\infty(Q_N))^{d \times d}} \right) \times \left( \| \nabla u^{\eta,h,N}_p(\cdot, \omega) \|_{(L^2(Q_N))^d} + |Q_N|^\frac{1}{2} \right).\]

Using \(\text{(21)}\), we have, when \(|\eta| \leq 1\),
\[
\| \eta^{-1} R_\eta(\cdot, \omega) \|_{(L^\infty(Q_N))^{d \times d}} \leq \| \eta^{-1} R_0 \|_{(L^\infty(Q_N))^{d \times d}} \leq C_R |\eta| \leq C_R.
\]

We then deduce from \(\text{(36)}\), \(\text{(32)}\) and \(\text{(37)}\) that, for any \(|\eta| \leq 1\),
\[
\| \nabla \nu^{\eta,h,N}_p(\cdot, \omega) \|_{(L^2(Q_N))^d} \leq \left( \| A_1 \|_{(L^\infty(Q \times \Omega))^{d \times d}} + C_R \right) \left( \frac{C_w}{\gamma} + \frac{1}{\gamma} \right) |Q_N|^\frac{1}{2},
\]
\[
\leq C_v |Q_N|^\frac{1}{2},\]

where
\[
C_v = \left( \| A_1 \|_{(L^\infty(Q \times \Omega))^{d \times d}} + C_R \right) \left( \frac{M}{\gamma^2} + \frac{1}{\gamma} \right) |Q_N|^\frac{1}{2}
\]
is a constant independent of \(\eta, h, N\) and \(\omega\). Thus \(\nabla \nu^{\eta,h,N}_p(\cdot, \omega)\) is also bounded independently of \(\eta\) in \(L^2(Q_N)^d\) almost surely.

As above, we deduce that there almost surely exists \(w^{1,h,N}_p(\cdot, \omega) \in V_{\text{per}}^h(Q_N)\) such that, up to extracting a subsequence,
\[
\nabla \nu^{\eta,h,N}_p(\cdot, \omega) \xrightarrow{\eta \to 0} \nabla w^{1,h,N}_p(\cdot, \omega) \text{ in } (L^2(Q_N))^d.
\]

Using the same arguments as in Step 1, we can pass to the limit \(\eta \to 0\) in \(\text{(35)}\). We obtain that \(w^{1,h,N}_p(\cdot, \omega)\) satisfies
\[
\forall \varphi \in V_{\text{per}}^h(Q_N), \quad \int_{Q_N} A_{\text{per}} \nabla w^{1,h,N}_p(\cdot, \omega) \cdot \nabla \varphi_h + \int_{Q_N} A_1(\cdot, \omega) \left( \nabla u^{0,h}_p + p \right) \cdot \nabla \varphi_h = 0,
\]
almost surely. We thus recover \(\text{(20)}\).
Step 3: Our purpose is now to obtain a second order approximation of \( w_p^{\eta,h,N} \). To this end, we define

\[
\eta^{\eta,h,N}_p = \frac{w_p^{\eta,h,N} - w_p^{0,h} - \eta w_p^{1,h,N}}{\eta^2} \in V_p^{h \perp}(Q_N).
\]

Our goal is to prove that \( \nabla \eta^{\eta,h,N}_p \) is bounded in \( (L^2(Q_N))^d \) almost surely and independently from \( \eta, N, h \) and \( \omega \). To do so, we will need the previous estimates \((32)\) and \((38)\) from Steps 1 and 2 respectively. Using \((33), (34)\) and \((26)\) we see that, for any \( \varphi_h \in V_p^{h \perp}(Q_N) \),

\[
\int_{Q_N} A_{\text{per}} \nabla \eta^{\eta,h,N}_p(\cdot, \omega) \cdot \nabla \varphi_h + \int_{Q_N} A_1(\cdot, \omega) \nabla \eta^{\eta,h,N}_p(\cdot, \omega) \cdot \nabla \varphi_h + \int_{Q_N} \eta^{-2} R_\eta(\cdot, \omega) (p + \nabla w_p^{\eta,h,N}(\cdot, \omega)) \cdot \nabla \varphi_h = 0. \tag{39}
\]

We choose \( \varphi_h = \eta^{\eta,h,N}_p(\cdot, \omega) \) as test function in \((39)\). Using \((23)\), we obtain

\[
\gamma \left\| \nabla \eta^{\eta,h,N}_p(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \leq \left( \int_{Q_N} \left| A_1 \nabla w_p^{\eta,h,N}(\cdot, \omega) \right|^2 \right)^\frac{1}{2} + \left( \int_{Q_N} \left| \eta^{-2} R_\eta (p + \nabla w_p^{\eta,h,N}(\cdot, \omega)) \right|^2 \right)^\frac{1}{2},
\]

\[
\leq \left\| A_1 \right\|_{(L^\infty(Q \times \Omega))^{d \times d}} \left\| \nabla w_p^{\eta,h,N}(\cdot, \omega) \right\|_{(L^2(Q_N))^d} + \left| \eta^{-2} R_\eta(\cdot, \omega) \right|_{(L^\infty(Q_N))^{d \times d}} \left( \left\| \nabla w_p^{\eta,h,N}(\cdot, \omega) \right\|_{(L^2(Q_N))^d} + |Q_N| \right)^\frac{1}{2}. \tag{40}
\]

In view of \((21)\) we have that, for any \( \eta \leq 1 \),

\[
\left\| \eta^{-2} R_\eta(\cdot, \omega) \right\|_{(L^\infty(Q_N))^{d \times d}} \leq \left\| \eta^{-2} R_\eta \right\|_{(L^\infty(Q \times \Omega))^{d \times d}} \leq C_R.
\]

We deduce from \((10), (32)\) and \((38)\) that

\[
\left\| \nabla \eta^{\eta,h,N}_p(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \leq \left\| A_1 \right\|_{(L^\infty(Q \times \Omega))^{d \times d}} \frac{C_v |Q_N|^{\frac{1}{2}}}{\gamma} + \frac{C_R}{\gamma} (C_w + 1) |Q_N|^{\frac{1}{2}}
\]

\[
\leq C_z |Q_N|^{\frac{1}{2}}, \tag{41}
\]

with (see \((32)\) and \((38)\))

\[
C_z = \frac{\left\| A_1 \right\|_{(L^\infty(Q \times \Omega))^{d \times d}}}{\gamma} \left( \left\| A_1 \right\|_{(L^\infty(Q \times \Omega))^{d \times d}} + C_R \right) \left( \frac{M}{\gamma^2} + \frac{1}{\gamma} \right) + \frac{C_R}{\gamma} \left( \frac{M}{\gamma} + 1 \right).
\]

We observe that \( C_z \) is independent of \( N, h, \eta \) and \( \omega \). This concludes the proof of the first assertion of the proposition, namely the bound \((39)\).

Step 4: We now prove the second assertion in the statement of Proposition 2.1, namely the expansion of the approximated homogenized matrix. Using \((15)\) and \((18)\), we have for \( 1 \leq i, j \leq d \)

\[
\left[ A_\eta^{i,h,N} \right]_{ij}(\omega) = \frac{1}{|Q_N|} \int_{Q_N} e_i^T A_{\text{per}} \left( \nabla w_{e_j}^{\eta,h,N}(\cdot, \omega) + e_j \right) \eta \frac{1}{|Q_N|} \int_{Q_N} e_i^T A_1(\cdot, \omega) \left( \nabla w_{e_j}^{\eta,h,N}(\cdot, \omega) + e_j \right)
\]

\[
+ \frac{1}{|Q_N|} \int_{Q_N} e_i^T R_\eta(\cdot, \omega) \left( \nabla w_{e_j}^{\eta,h,N}(\cdot, \omega) + e_j \right).
\]
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Using definitions (28), (29), (35) and (39), we write

\[
\eta^{-2} \left( [A_{\eta}^{*,h,N}]_{ij}(\omega) - [A_{\text{per}}^{*,h}]_{ij} - \eta [A_1^{*,h,N}]_{ij}(\omega) \right) = \frac{1}{|Q_N|} \int_{Q_N} \epsilon_i^T A_{\text{per}} \nabla \eta_{\epsilon_j}^{*,h,N}(\cdot,\omega) + \frac{1}{|Q_N|} \int_{Q_N} \epsilon_i^T A_1(\cdot,\omega) \nabla \eta_{\epsilon_j}^{*,h,N}(\cdot,\omega) + \frac{1}{|Q_N|} \int_{Q_N} \epsilon_i^T \eta^{-2} R_\eta(\cdot,\omega) \left( \nabla w_{\epsilon_j}^{*,h,N}(\cdot,\omega) + \epsilon_j \right).
\]

Applying Cauchy Schwarz inequality, and the bound (21), we obtain that, for any \(|\eta| \leq 1,
\eta^{-2} \left| [A_{\eta}^{*,h,N}]_{ij}(\omega) - [A_{\text{per}}^{*,h}]_{ij} - \eta [A_1^{*,h,N}]_{ij}(\omega) \right| \leq \frac{1}{|Q_N|} \|A_{\text{per}}\|_{(L^{\infty}(Q))^{d \times d}} |Q_N|^\frac{1}{2} \left\| \nabla \eta_{\epsilon_j}^{*,h,N}(\cdot,\omega) \right\|_{(L^2(Q_N))^d} + \frac{1}{|Q_N|} \|A_1\|_{(L^{\infty}(Q \times \Omega))^{d \times d}} |Q_N|^\frac{1}{2} \left\| \nabla \eta_{\epsilon_j}^{*,h,N}(\cdot,\omega) \right\|_{(L^2(Q_N))^d} + \frac{C_R}{|Q_N|} \left( |Q_N|^\frac{1}{2} \left\| \nabla w_{\epsilon_j}^{*,h,N}(\cdot,\omega) \right\|_{(L^2(Q_N))^d} + |Q_N| \right).
\]

Thus using (22), (28) and (??), we deduce that

\[
\eta^{-2} \left| [A_{\eta}^{*,h,N}]_{ij}(\omega) - [A_{\text{per}}^{*,h}]_{ij} - \eta [A_1^{*,h,N}]_{ij}(\omega) \right| \leq MC_z + \|A_1\|_{(L^{\infty}(Q \times \Omega))^{d \times d}} C_v + C_R (1 + C_w).
\]

Recall that \(C_w, C_v\) and \(C_R\) are all independent from \(\eta, N, h\) and \(\omega\). The estimate (51) is thus proved. This concludes the proof of Proposition 2.1.

**Remark 2.1** The same proof applies under weaker hypotheses. Indeed, suppose that the expansion \(A_\eta = A_{\text{per}} + \eta A_1 + O(\eta^2)\) holds in \((L^{\infty}(\mathbb{R}^d))^{d \times d}\), almost surely. This means that (21) is replaced by

\[
\|\eta^{-2} R_\eta(\cdot,\omega)\|_{(L^{\infty}(\mathbb{R}^d))^{d \times d}} \leq C_R(\omega) \text{ almost surely,}
\]

where \(C_R\) is now a random variable. We suppose in addition that the random variable \(C_R\) satisfies \(\mathbb{E}(\|C_R\|^\frac{1}{2}) \leq \tilde{C}_R\).

Under this weaker assumption, we have the following estimates (compare with (30) and (31)):

\[
\eta^{-2} \mathbb{E} \left( \|\nabla w_{\epsilon_j}^{*,h,N} - \nabla w^{0,h}_p - \eta \nabla w^{1,h,N}_p\|_{(L^2(Q_N))^d} \right)^\frac{1}{2} \leq \tilde{C}_z \sqrt{|Q_N|},
\]

\[
\eta^{-2} \mathbb{E} \left( \|A_\eta^{*,h,N} - [A_{\text{per}}^{*,h}] - \eta [A_1^{*,h,N}]\|_{(L^2(Q_N))^{d \times d}} \right)^\frac{1}{2} \leq \tilde{C}_A,
\]

with

\[
\tilde{C}_z = \mathbb{E}(\|\cdot\|^\frac{1}{2}),
\]

\[
C_z(\omega) = \eta^{-2} \mathbb{E} \left( \|A_1\|_{(L^{\infty}(\Omega \times Q))^{d \times d}} + C_R(\omega) \right) \left( \frac{M}{\gamma^2} + \frac{1}{\gamma} \right) + \frac{C_R(\omega)}{\gamma} \left( \frac{M}{\gamma} + 1 \right),
\]

\[
\tilde{C}_A = \mathbb{E} \left( \|MC_z + \|A_1\|_{(L^{\infty}(\Omega \times Q))^{d \times d}} C_v + C_R (1 + C_w)\|_{(L^2(Q_N))^{d \times d}} \right)^\frac{1}{2},
\]

\[
C_v(\omega) = \left( \|A_1\|_{(L^{\infty}(\Omega \times Q))^{d \times d}} + C_R(\omega) \right) \left( \frac{M}{\gamma^2} + \frac{1}{\gamma} \right) |Q_N|^\frac{1}{2}.
\]
Remark 2.2 In Proposition 2.1, the key hypothesis is (21). This is the assumption from which we obtain inequalities (38) and (41) (from (36) and (40) respectively). Let us focus on (40). Looking at the first line, the term we have to control reads:

\[
\left( \int_{Q_N} | \eta^{-2} R_\eta \nabla w_p^{\eta,h,N}(\cdot,\omega) |^2 \right)^{\frac{1}{2}}.
\]

Using (21), we have

\[
\left( \int_{Q_N} | \eta^{-2} R_\eta \nabla w_p^{\eta,h,N}(\cdot,\omega) |^2 \right)^{\frac{1}{2}} \leq C_R \left( \int_{Q_N} | \nabla w_p^{\eta,h,N}(\cdot,\omega) |^2 \right)^{\frac{1}{2}},
\]

and using the bounds on \nabla w_p^{\eta,h,N} previously obtained, we can conclude that \nabla z_p^{\eta,h,N} is bounded in \((L^\infty(\Omega;L^2(Q_N)))^{d \times d}\).

Suppose now that we work within a different framework, say the original expansion of \(A_\eta\) holds in \((L^\infty(\mathbb{R}^d;L^2(\Omega)))^{d \times d}\). Hypothesis (21) is replaced by

\[
\text{Ess sup}_{x \in \mathbb{R}^d} \left( \mathbb{E} \left( R_\eta(x,\cdot)^2 \right)^{\frac{1}{2}} \right) \leq C_R.
\]

As a consequence, we cannot expect \nabla z_p^{\eta,h,N} to be bounded in \((L^\infty(\Omega;L^2(Q_N)))^{d \times d}\). However, there may be a means to recover boundedness, but in a different space, namely \((L^2(Q_N \times \Omega))^{d \times d}\). To do so, one needs \nabla w_p^{\eta,h,N} \in \((L^\infty(\Omega;L^\infty(Q_N)))^{d \times d}\), which requires stronger regularity hypotheses on \(A_\eta\).

2.4 Convergence with respect to \(h\) and \(N\)

In Proposition 2.1 we have obtained bounds for quantities defined at the discrete level, namely after truncation and finite elements discretization. We now study the limit of (30) and (31) when \(h \to 0\), and next \(N \to +\infty\).

2.4.1 Convergence as \(h \to 0\)

First, let us define \(w_p^{\eta,N}, w_p^0\) and \(w_p^{1,N}\) solutions to the problems

\[
\left\{ \begin{array}{l}
\text{Find } w_p^{\eta,N}(\cdot,\omega) \in H^1_{\text{per}}(Q_N) \text{ such that,} \\
\forall \varphi \in H^1_{\text{per}}(Q_N), \quad \int_{Q_N} A_\eta(\cdot,\omega) \left( p + \nabla w_p^{\eta,N}(\cdot,\omega) \right) \cdot \nabla \varphi = 0 \text{ almost surely,} \\
\end{array} \right. \tag{42}
\]

\[
\left\{ \begin{array}{l}
\text{Find } w_p^0 \in H^1_{\text{per}}(Q) \text{ such that,} \\
\forall \varphi \in H^1_{\text{per}}(Q), \quad \int_{Q} A_{\text{per}} \left( p + \nabla w_p^0 \right) \cdot \nabla \varphi = 0, \\
\end{array} \right. \tag{43}
\]

\[
\left\{ \begin{array}{l}
\text{Find } w_p^{1,N}(\cdot,\omega) \in H^1_{\text{per}}(Q_N) \text{ such that,} \\
\forall \varphi \in H^1_{\text{per}}(Q_N), \quad \int_{Q_N} A_{\text{per}} \nabla w_p^{1,N}(\cdot,\omega) \cdot \nabla \varphi + \int_{Q_N} A_1(\cdot,\omega) \left( p + \nabla w_p^0 \right) \cdot \nabla \varphi = 0 \text{ almost surely,} \\
\end{array} \right. \tag{44}
\]
respectively, where $H^1_{\text{per}}(Q)$ denotes the closure of $C^\infty_{\text{per}}(Q)$, the space of infinitely derivable periodic functions, with respect to the $H^1$-norm. We also define the matrices $A^{N,N}_\eta$, $A^{*}_{\text{per}}$ and $A^{*1,N}_\eta$ by

$$
\forall 1 \leq i, j \leq d, \quad [A^{N,N}_\eta]_{ij}(\omega) = \frac{1}{|Q_N|} \int_{Q_N} e^T_i A_\eta(\cdot, \omega) \left(e_j + \nabla w^{N}_e(\cdot, \omega)\right),
$$

$$
[A^{*}_{\text{per}}]_{ij} = \int e^T_i A_{\text{per}} \left(e_j + \nabla w^0_e\right),
$$

$$
[A^{*1,N}_\eta]_{ij}(\omega) = \frac{1}{|Q_N|} \int_{Q_N} e^T_i A_{\text{per}} \nabla w^{1,N}_e(\cdot, \omega) + \frac{1}{|Q_N|} \int_{Q_N} e^T_i A_1(\cdot, \omega) \left(\nabla w^0_e + e_j\right).
$$

We now prove the following result, which is a direct consequence of Proposition 2.1.

**Corollary 2.1** Suppose that $A_\eta$ is a symmetric matrix that satisfies (7) and is stationary in the sense of (11). Suppose, in addition, that it satisfies (15), (17), (19). We assume that (21) holds, namely the second order error is $O(\eta^2)$ in $(L^\infty(Q \times \Omega))^{d \times d}$. Then there exists a constant $C$, independent of $N$, $\eta$ and $\omega$ such that, for $|\eta| \leq 1$,

$$
\eta^{-2} \left\| \nabla w^{N}_p(\cdot, \omega) - \nabla w^{0}_p - \eta \nabla w^{1,N}_p(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \leq C\sqrt{|Q_N|} \quad \text{almost surely,}
$$

where $w^{N}_p$, $w^{0}_p$ and $w^{1,N}_p$ are solutions to (42), (43) and (44), respectively, and such that

$$
\eta^{-2} \left| A^{N}_\eta(\omega) - A^{*}_{\text{per}} - \eta A^{*1,N}_\eta(\omega) \right| \leq C \quad \text{almost surely,}
$$

where $A^{N}_\eta$, $A^{*}_{\text{per}}$ and $A^{*1,N}_\eta$ are defined by (15), (16) and (17) respectively.

**Proof:** Using (30), remark that

$$
\eta^{-2} \left\| \nabla w^{N}_p(\cdot, \omega) - \nabla w^{0}_p - \eta \nabla w^{1,N}_p(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \leq \eta^{-2} \left\| \nabla w^{0,h,N}_p(\cdot, \omega) - \nabla w^{0}_p(\cdot, \omega) \right\|_{(L^2(Q_N))^d} + \eta^{-2} \left\| \nabla w^{0}_p - \nabla w^{0,0}_p \right\|_{(L^2(Q_N))^d} + \eta^{-1} \left\| \nabla w^{1,h,N}_p(\cdot, \omega) - \nabla w^{1,N}_p(\cdot, \omega) \right\|_{(L^2(Q_N))^d} + C\sqrt{|Q_N|},
$$

where $C$ is independent of $h$, $N$, $\omega$ and $\eta$. Using standard properties of finite element approximations, we have that

- $\lim_{h \to 0} \left\| \nabla w^{0,h,N}_p(\cdot, \omega) - \nabla w^{0,0}_p(\cdot, \omega) \right\|_{(L^2(Q_N))^d} = 0$ almost surely,
- $\lim_{h \to 0} \left\| \nabla w^{1,h,N}_p(\cdot, \omega) - \nabla w^{1,N}_p(\cdot, \omega) \right\|_{(L^2(Q_N))^d} = 0$ almost surely,
- $\lim_{h \to 0} \left\| \nabla w^{0,h}_p - \nabla w^{0}_p \right\|_{(L^2(Q_N))^d} = 0$.

Passing to the limit $h \to 0$ in (50), we obtain (48). The proof of (49) follows the same line.
2.4.2 Convergence as $N \to \infty$

We now study the limit of (49) as $N \to +\infty$. From [8] we already know that

$$\lim_{N \to +\infty} A_{\eta,N}^\star(\omega) = A_\eta^\star$$

almost surely, \hspace{1cm} (51)

where the exact homogenized matrix $A_\eta^\star$ is defined by (5). We now turn to $A_{1,N}^\star$ whose limit when $N \to +\infty$ is given by the following lemma.

**Lemma 2.1** Suppose that the matrices $A_\eta$, $A_1$ and $A_{\text{per}}$ are symmetric, then the matrix $A_{1,N}^\star(\omega)$ defined by (47) satisfies

$$\lim_{N \to +\infty} A_{1,N}^\star(\omega) = A_1^\star$$

almost surely, \hspace{1cm} (52)

where the deterministic matrix $A_1^\star$ is given by

$$[A_1^\star]_{ij}(\omega) = \int_Q (e_i + \nabla w_0^e) \, d\omega \cdot A_1 \left( e_j + \nabla w_0^e \right),$$

where $w_0^e$ is the unique solution (up to an additive constant) to (43).

**Proof:** We observe that

$$[A_{1,N}^\star]_{ij}(\omega) = \frac{1}{|Q_N|} \int_{Q_N} d\omega \cdot A_{\text{per}} \nabla w_{1,e;j}^N(\cdot, \omega) + \frac{1}{|Q_N|} \int_{Q_N} d\omega \cdot A_1(\cdot, \omega) \left( \nabla w_0^e + e_j \right)$$

$$= \frac{1}{|Q_N|} \int_{Q_N} d\omega \left( e_i + \nabla w_0^e \right)^T \left( A_{\text{per}} \nabla w_{1,e;j}^N(\cdot, \omega) + A_1(\cdot, \omega) \left( \nabla w_0^e + e_j \right) \right)$$

(53)

because $w_0^e$ is $Q_N$-periodic and can therefore be chosen as a test function in (44). Since $A_{\text{per}}$ is symmetric, we have, using (46), that

$$\int_{Q_N} (e_i + \nabla w_0^e)^T A_{\text{per}} \nabla w_{1,e;j}^N(\cdot, \omega) = \int_{Q_N} \left( \nabla w_{1,e;j}^N(\cdot, \omega) \right)^T A_{\text{per}} (e_i + \nabla w_0^e) = 0.$$

Thus

$$[A_{1,N}^\star]_{ij}(\omega) = \frac{1}{|Q_N|} \int_{Q_N} (e_i + \nabla w_0^e)^T A_1(\cdot, \omega) \left( \nabla w_0^e + e_j \right),$$

and we conclude using the ergodic Theorem 1.1, as $A_1$ is stationary and $\nabla w_0^e$ is periodic.

Using (51) and (52), we can pass to the limit $N \to +\infty$ in (49) and we obtain that

$$\eta^{-2} |A_\eta^\star - A_{\text{per}}^\star - \eta A_1^\star| \leq C,$$

(54)

where $C$ is independent of $\eta$ and $\omega$ (note that $A_\eta^\star$, $A_{\text{per}}^\star$ and $A_1^\star$ are all deterministic matrices). We thus recover the expansion of the exact deterministic homogenized matrix $A_\eta^\star$ as given in [7].
3 Expansion of stochastic diffeomorphism (Model 2)

We now focus on Model 2. The goal of this section is the same as that of Section 2. We prove that the random second order error in the expansions of the gradient of corrector \( \nabla w_{\eta,h,N}^p \) and the homogenized matrix \( A_{\eta,h,N}^\star \) is bounded independently of \( h, N \) and \( \eta \) in some appropriate \( L^p(\Omega) \) space. The functional space in which the expansion of the original diffeomorphism \( \Phi_\eta \) holds is simple and somehow corresponds to the one considered for Model 1 in Section 2.

3.1 Hypotheses

In this section, we consider the Model 2 mentioned above, where the random matrix \( A_\eta \) in (1) writes
\[
A_\eta(x, \omega) = A_{\text{per}}(\Phi_\eta^{-1}(x, \omega)),
\]
where \( \Phi_\eta \) is a stochastic diffeomorphism, that satisfies conditions (7), (8), (9) and (10). The periodic matrix \( A_{\text{per}} \) is supposed uniformly bounded and coercive:
\[
\exists \gamma > 0, \forall \xi \in \mathbb{R}^d, \xi^T A_{\text{per}}(x) \xi \geq \gamma |\xi|^2 \text{ almost everywhere,}
\]
\[
\exists M > 0 \text{ such that } \|A_{\text{per}}\|_{(L^\infty(Q))^{d \times d}} \leq M.
\]
This model introduced by Blanc, Le Bris and Lions in [5] is not a particular case of the standard homogenization setting. Following [6] we now consider a weakly stochastic case, where the diffeomorphism \( \Phi_\eta \) is close to the identity. More precisely, we suppose in the sequel that the following expansion holds in \( (C^1(\mathbb{R}^d, L^\infty(\Omega)))^d \)
\[
\Phi_\eta(x, \omega) = x + \eta \Psi(x, \omega) + \Theta_\eta(x, \omega) \text{ with } \Theta_\eta = O(\eta^2),
\]
where \( \Psi \) satisfies (9) and (10). This means that
\[
\lim_{\eta \to 0} \|\Phi_\eta - \text{Id}\|_{C^1(\mathbb{R}^d, L^\infty(\Omega)))^d} = 0,
\]
\[
\lim_{\eta \to 0} \|\eta^{-1}(\Phi_\eta - \text{Id}) - \Psi\|_{C^1(\mathbb{R}^d, L^\infty(\Omega)))^d} = 0,
\]
where Id denotes the identity mapping. In addition, \( \Theta_\eta = O(\eta^2) \) means that there exists a deterministic constant \( C_\Theta \) independent of \( \eta \) such that, when \( |\eta| \leq 1 \),
\[
\|\eta^{-2}\Theta_\eta\|_{C^1(\mathbb{R}^d, L^\infty(\Omega)))^d} \leq C_\Theta.
\]
In [6], it has been shown that, under these hypotheses, the exact homogenized matrix (11) possesses an expansion \( A^\star_\eta = A^\star_{\text{per}} + \eta A^\star_1 + O(\eta^2) \), where \( A^\star_{\text{per}} \) and \( A^\star_1 \) are deterministic matrices that only involve solutions to deterministic problems posed on a bounded domain, in contrast to \( A^\star_\eta \) (see (12) and (11)). Here, as above, we will prove that the approximated homogenized matrix, obtained after truncation and discretization, also possesses an expansion in powers of \( \eta \) and that the error at second order is bounded independently of the parameters of the discretization procedure.

3.2 Formal expansion

As in Section 2, we first present formally our main result. We assume the following formal expansion on the approximated corrector, solution to (16):
\[
w_{p}^{\eta,h,N} = u_{p}^{0,h,N} + \eta u_{p}^{1,h,N} + r_{p}^{\eta,h,N},
\]
where \( \nabla w_p^{1,h,N} = O(\eta^2) \) in some appropriate space. Inserting this expansion in (16), we obtain that the function \( w_p^{0,h,N} \) is in fact equal to \( w_p^{1,h} \) solution to (25). The function \( w_p^{1,h,N}(\cdot, \omega) \in V_{per}^h(Q_N) \) is the unique function such that, for any \( \varphi_h \in V_{per}^h(Q_N) \), we have

\[
\int_{Q_N} A_{per} \nabla w_p^{1,h,N}(\cdot, \omega) \cdot \nabla \varphi_h + \int_{Q_N} A_{per} \nabla \Psi(\cdot, \omega) \nabla w_p^{0,h,N}(\cdot, \omega) \cdot \nabla \varphi_h \\
+ \int_{Q_N} (\nabla \psi(\cdot, \omega) \|d - \nabla \psi(\cdot, \omega)) A_{per} (p + \nabla w_p^{0,h,N}(\cdot, \omega)) \cdot \nabla \varphi_h = 0 \quad \text{almost surely.} \tag{62}
\]

In addition, substituting \( A_{\eta} \) and \( w_p^{0,h,N} \) by their expansions into (17), we formally obtain that

\[
A_{\eta}^{*,h,N}(\omega) = A_{per}^{*,h} + \eta A_{1}^{*,h,N}(\omega) + O(\eta^2), \tag{63}
\]

where the term of order zero is defined by (26) and (28), as in the first model. The term of order one is defined by

\[
\left[ A_{1}^{*,h,N} \right]_{ij}(\omega) = -[A_{per}]_{ij} \frac{1}{|Q_N|} \int_{Q_N} \nabla \psi(\cdot, \omega) + \frac{1}{|Q_N|} \int_{Q_N} \nabla \psi(\cdot, \omega)(e_i + \nabla w_p^{0,h})^T A_{per} e_j \\
+ \frac{1}{|Q_N|} \int_{Q_N} (\nabla w_p^{1,h,N}(\cdot, \omega) - \nabla \psi(\cdot, \omega) \nabla w_p^{0,h,N})^T A_{per} e_j. \tag{64}
\]

As in Section 2, we now make precise and rigorously justify the expansions (61) and (63).

### 3.3 Main result

The main result of this section is the following proposition, which is analogous to Proposition 2.1.

**Proposition 3.1** Suppose that \( \Phi_{\eta} \) satisfies (7), (8), (9) and (10), and that it is a perturbation of the identity in the sense of (57), (58), (59) and (60). We suppose in addition that the symmetric periodic matrix \( A_{per} \) satisfies (56). Then there exists a constant \( C \) independent of \( \eta, \omega, N \) and \( h \), such that, for sufficiently small values of \( \eta \),

\[
\eta^{-2} \left\| \nabla w_p^{\eta,h,N}(\cdot, \omega) - \nabla w_p^{0,h} - \eta \nabla w_p^{1,h,N}(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \leq C \sqrt{|Q_N|} \quad \text{almost surely} \tag{65}
\]

where \( w_p^{\eta,h,N}, w_p^{0,h} \) and \( w_p^{1,h,N} \) are solutions to (16), (26) and (28), respectively, and such that

\[
\eta^{-2} \left| A_{\eta}^{*,h,N}(\omega) - A_{per}^{*,h} - \eta A_{1}^{*,h,N}(\omega) \right| \leq C \quad \text{almost surely,} \tag{66}
\]

where \( A_{\eta}^{*,h,N}, A_{per}^{*,h} \) and \( A_{1}^{*,h,N} \) are given by (17), (28) and (64) respectively.

The proof, which is detailed below, follows the same lines as that of Proposition 2.1. It makes use of the following lemma.

**Lemma 3.1** Suppose that \( \Phi_{\eta} \) satisfies (57), (58), (59) and (60). Then, there exist

\[
\Gamma_{\eta} \in \left( C^0 \left( \mathbb{R}^d, L^\infty(\Omega) \right) \right)^{d \times d} \quad \text{and} \quad \sigma_{\eta} \in C^0 \left( \mathbb{R}^d, L^\infty(\Omega) \right),
\]

such that

\[
(\nabla \Phi_{\eta})^{-1}(\cdot, \omega) = \mathbb{I}_d - \eta \nabla \psi(\cdot, \omega) + \Gamma_{\eta}(\cdot, \omega) \quad \text{almost surely,} \tag{67}
\]

\[
\det(\nabla \Phi_{\eta})(\cdot, \omega) = 1 + \eta \nabla \psi(\cdot, \omega) + \sigma_{\eta}(\cdot, \omega) \quad \text{almost surely.} \tag{68}
\]
with, when \( \eta \) is sufficiently small,
\[
\| \Gamma_\eta \|_{C^0(\mathbb{R}^d, L^\infty (\Omega))} \leq C_1 \eta^2 \quad \text{and} \quad \| \sigma_\eta \|_{C^0(\mathbb{R}^d, L^\infty (\Omega))} \leq C_\sigma \eta^2,
\]
for two deterministic constants \( C_1 \) and \( C_\sigma \) independent of \( \eta \). In addition, there exists \( \eta_0 \) such that, for all \( |\eta| \leq \eta_0 \), we have
\[
\forall \xi \in \mathbb{R}^d, \forall x \in \mathbb{R}^d, \quad \frac{1}{2} |\xi|^2 \leq \xi^T (\nabla \Phi_\eta(x, \omega))^{-T} \cdot (\nabla \Phi_\eta(x, \omega))^{-1} \xi \leq \frac{3}{2} |\xi|^2 \quad \text{almost surely.}
\]

**Proof of Lemma 3.1:** The proofs of (67), (68) and (69) are straightforward. We now prove (70). First, let us denote by \( \Lambda \) the application that associates to any symmetric matrix \( M \in S_d(\mathbb{R}) \) its ordered eigenvalues \( \Lambda(M) = (\lambda_1, \cdots, \lambda_d) \). This application is continuous on \( S_d(\mathbb{R}) \). As a consequence, there exists a value \( \delta_0 \) such that
\[
\forall \delta \leq \delta_0, \quad |M - I_d| \leq \delta \Rightarrow |\Lambda(M) - (1, \cdots, 1)| \leq \frac{1}{2}.
\]
We infer from (67) that the following expansion holds in \( (C^0(\mathbb{R}^d, L^\infty (\Omega)))^{d \times d} \):
\[
(\nabla \Phi_\eta)^{-T} (\nabla \Phi_\eta)^{-1} = I_d - \eta ( (\nabla \Phi)^T + \nabla \Phi ) + O(\eta^2).
\]
As a consequence, there exists a deterministic value \( \eta_0 \) such that
\[
\forall \eta \leq \eta_0, \forall x \in \mathbb{R}^d, \quad \left| (\nabla \Phi_\eta(x, \omega))^{-T} (\nabla \Phi_\eta(x, \omega))^{-1} - I_d \right| \leq \delta_0, \quad \text{almost surely.}
\]
Collecting (71) and (72), we deduce that
\[
\forall |\eta| \leq \eta_0, \forall x \in \mathbb{R}^d, \quad \left| \Lambda \left( (\nabla \Phi_\eta(x, \omega))^{-T} (\nabla \Phi_\eta(x, \omega))^{-1} \right) - (1, \cdots, 1) \right| \leq \frac{1}{2}, \quad \text{almost surely.}
\]
Hence all the eigenvalues of \( (\nabla \Phi_\eta)^{-T} (\nabla \Phi_\eta)^{-1} \) belong to the interval \([1/2, 3/2]\). It implies (70).

**Proof of Proposition 3.1:** As announced above, the structure of the proof is the same as that of Proposition 2.1. First, we rigorously justify (61). Doing so, we obtain bounds on \( \nabla w_p^{\eta, h, N} \), and on the error terms \( \nabla v_p^{\eta, h, N} \) and \( \nabla z_p^{\eta, h, N} \) that are defined below (Steps 1, 2 and 3 respectively). These bounds are independent of \( h, N \) and \( \eta \). We use them at Step 4 to control the second order error of the expansion of the approximated homogenized matrix \( A_p^{*, h, N} \).

**Step 1:** Our goal is first to prove that \( \nabla w_p^{0, h, N}(\cdot, \omega) \) is bounded in \( (L^2(Q_N))^d \), almost surely. We thus show that \( w_p^{0, h, N} \), the limit of \( w_p^{\eta, h, N} \), is in fact the unique solution to (25). Choosing \( \varphi_h = w_p^{\eta, h, N}(\cdot, \omega) \) as test function in (10) and using (60), we obtain that
\[
\gamma \left\| \sqrt{\det(\nabla \Phi_\eta)(\cdot, \omega)} (\nabla \Phi_\eta(\cdot, \omega))^{-1} \nabla w_p^{\eta, h, N}(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \leq \left( \int_{Q_N} \det(\nabla \Phi_\eta)(\cdot, \omega) |A_{\text{per}}|^2 \right)^{\frac{1}{2}}.
\]
Using Lemma 3.1 and (8) we obtain
\[
\gamma \left\| \sqrt{\det(\nabla \Phi_\eta)(\cdot, \omega)} (\nabla \Phi_\eta(\cdot, \omega))^{-1} \nabla w_p^{\eta, h, N}(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \geq \gamma \left( \sqrt{\frac{p}{2}} \left\| \nabla w_p^{\eta, h, N}(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \right) .
\]
From (9), we know that $|\det(\nabla \Phi_\eta (\cdot, \omega))| \leq d!(M')^d$. We thus have (recalling that $|p| = 1$)

$$
\left( \int_{Q_N} \det(\nabla \Phi_\eta (\cdot, \omega)|A_{\text{per}}p|^2 \right)^{\frac{1}{2}} \leq d!(M')^\frac{d}{2} M|Q_N|^{\frac{d}{2}}.
$$

(74)

Collecting (73) and (74), we obtain that

$$
\|\nabla w^{\eta,h,N}_p(\cdot, \omega)\|_{(L^2(Q_N))^d} \leq C_w|Q_N|^{\frac{1}{2}},
$$

(75)

where

$$
C_w = \sqrt{\frac{2}{\nu} \left( \frac{d!(M')^d}{2} \right)^{\frac{1}{2}} M}
$$

is independent of $\eta$, $h$, $N$ and $\omega$. Hence, $\nabla w^{\eta,h,N}_p$ is bounded in $(L^2(Q_N))^d$, independently of $\eta$. As in the proof of Proposition 2.1 we deduce that there exists a function $w_0^{\eta,h,N}(\cdot, \omega) \in V^\text{per}_h(Q_N)$ such that

$$
\nabla w^{\eta,h,N}_p(\cdot, \omega) \xrightarrow{\eta \to 0} \nabla w^{\eta,h,N}_0(\cdot, \omega) \text{ in } (L^2(Q_N))^d \text{ almost surely.}
$$

(76)

We now insert in equation (16) the expansions (67) and (68). For any $\varphi_h \in V^\text{per}_h(Q_N)$,

$$
0 = \int_{Q_N} \det(\nabla \Phi_\eta (\cdot, \omega)) (\nabla \Phi_\eta (\cdot, \omega))^{-T} A_{\text{per}} (p + (\nabla \Phi_\eta (\cdot, \omega))^{-1} \nabla w^{\eta,h,N}_p(\cdot, \omega)) \cdot \nabla \varphi_h
$$

$$
= E_0^\eta(\omega) + \eta E_1^\eta(\omega) + \eta^2 E_2^\eta(\omega) + E_3^\eta(\omega) + F_\eta(\omega),
$$

(77)

with

$$
E_0^\eta(\omega) = \int_{Q_N} A_{\text{per}} (p + \nabla w^{\eta,h,N}_p(\cdot, \omega)) \cdot \nabla \varphi_h
$$

$$
E_1^\eta(\omega) = \int_{Q_N} \text{div}\Psi(\cdot, \omega) A_{\text{per}} (p + \nabla w^{\eta,h,N}_p(\cdot, \omega)) \cdot \nabla \varphi_h - \int_{Q_N} \nabla \Psi(\cdot, \omega)^T A_{\text{per}} (p + \nabla w^{\eta,h,N}_p(\cdot, \omega)) \cdot \nabla \varphi_h
$$

$$
- \int_{Q_N} A_{\text{per}} \nabla \Psi(\cdot, \omega) \nabla w^{\eta,h,N}_p(\cdot, \omega) \cdot \nabla \varphi_h,
$$

(78)

$$
E_2^\eta(\omega) = \int_{Q_N} \nabla \Psi(\cdot, \omega)^T A_{\text{per}} \nabla \Psi(\cdot, \omega) \nabla w^{\eta,h,N}_p(\cdot, \omega) \cdot \nabla \varphi_h - \int_{Q_N} \text{div}\Psi(\cdot, \omega) \nabla \Psi(\cdot, \omega)^T A_{\text{per}} (\nabla w^{\eta,h,N}_p(\cdot, \omega) + p) \cdot \nabla \varphi_h
$$

$$
- \int_{Q_N} \text{div}\Psi(\cdot, \omega) A_{\text{per}} \nabla \Psi(\cdot, \omega) \nabla w^{\eta,h,N}_p(\cdot, \omega) \cdot \nabla \varphi_h,
$$

(79)

$$
E_3^\eta(\omega) = \int_{Q_N} \sigma(\cdot, \omega) A_{\text{per}} (p + \nabla w^{\eta,h,N}_p(\cdot, \omega)) \cdot \nabla \varphi_h + \int_{Q_N} \Gamma(\cdot, \omega)^T A_{\text{per}} (\nabla w^{\eta,h,N}_p(\cdot, \omega) + p) \cdot \nabla \varphi_h
$$

$$
+ \int_{Q_N} A_{\text{per}} \Gamma(\cdot, \omega) \nabla w^{\eta,h,N}_p(\cdot, \omega) \cdot \nabla \varphi_h,
$$

(80)

and $F_\eta(\omega)$ is the remainder term. Formally, $E_0^\eta$ is of order $\eta^0$, $\eta E_1^\eta$ is of order $\eta$, $\eta^2 E_2^\eta$ is of order $\eta^2$ (because it includes products of two quantities of the order $\eta$), $E_3^\eta$ is of order $\eta^3$ as well (it includes products of a quantity of order $\eta^2$ with a quantity of order $\eta^0$) and $F_\eta$ is of order $\eta^3$. We now prove rigorously boundedness and convergence results for each of the terms: $E_0^\eta, E_1^\eta, E_2^\eta, E_3^\eta$ and $F_\eta$. These estimates are very useful not only at Step 1 but also at Steps 2 and 3.
Convergences of $E^0_3$, $E^0_2$, and $E^0_2$, as $\eta \to 0$. We deduce from (70) that

$$ E^0_3(\omega) = \int_{Q^N} A_{\text{per}} (p + \nabla u^{\eta,h,N}_p,(\cdot,\omega)) \cdot \nabla \varphi_h \to \int_{Q^N} A_{\text{per}} (p + \nabla u^{0,h,N}_p,(\cdot,\omega)) \cdot \nabla \varphi_h \text{ almost surely.} \quad (81) $$

The same argument gives

$$ E^0_1(\omega) \overset{\eta \to 0}{\longrightarrow} \int_{Q^N} \nabla \Psi(\cdot,\omega) A_{\text{per}} (p + \nabla u^{0,h,N}_p,(\cdot,\omega)) \cdot \nabla \varphi_h - \int_{Q^N} \nabla \Psi(\cdot,\omega) A_{\text{per}} (p + \nabla u^{0,h,N}_p,\cdot,\omega)) \cdot \nabla \varphi_h $$

$$ - \int_{Q^N} A_{\text{per}} \nabla \Psi(\cdot,\omega) \nabla u^{0,h,N}_p,(\cdot,\omega)) \cdot \nabla \varphi_h, \text{ almost surely} \quad (82) $$

$$ E^0_2(\omega) \overset{\eta \to 0}{\longrightarrow} \int_{Q^N} \nabla \Psi(\cdot,\omega)^T A_{\text{per}} \nabla \Psi(\cdot,\omega) \nabla u^{0,h,N}_p,(\cdot,\omega)) \cdot \nabla \varphi_h - \int_{Q^N} \nabla \Psi(\cdot,\omega)^T A_{\text{per}} (p + \nabla u^{0,h,N}_p,\cdot,\omega)) \cdot \nabla \varphi_h $$

$$ - \int_{Q^N} \nabla \Psi(\cdot,\omega) A_{\text{per}} \nabla \Psi(\cdot,\omega) \nabla u^{0,h,N}_p,(\cdot,\omega)) \cdot \nabla \varphi_h, \text{ almost surely.} \quad (83) $$

Bounds on $E^0_1$, $E^0_2$, $E^0_3$ and $E_\eta$ for sufficiently small values of $\eta$. First we remark that

$$ |E^0_1(\omega)| \leq \|A_{\text{per}}\|_{L^\infty(Q^N)^{d\times d}} \|\nabla \varphi_h\|_{L^2(Q^N)^d} $$

$$ \times \left(\left|Q^N\right|^\frac{1}{2} + \|\nabla u^{\eta,h,N}_p,(\cdot,\omega)\|_{L^2(Q^N)^d}\right) \left(\|\nabla \Psi\|_{C^0(\mathbb{R}^d,L^\infty(\Omega))} + \|\nabla \Psi\|_{C^0(\mathbb{R}^d,L^\infty(\Omega))^{d\times d}} \right) $$

$$ + \|A_{\text{per}}\|_{L^\infty(Q^N)^{d\times d}} \|\nabla \Psi\|_{C^0(\mathbb{R}^d,L^\infty(\Omega))} \|\nabla \varphi_h\|_{L^2(Q^N)^d} \|\nabla u^{\eta,h,N}_p,(\cdot,\omega)\|_{L^2(Q^N)^d}, $$

$$ |E^0_2(\omega)| \leq \|A_{\text{per}}\|_{L^\infty(Q^N)^{d\times d}} \|\nabla \varphi_h\|_{L^2(Q^N)^d} $$

$$ \times \left(\left|Q^N\right|^\frac{1}{2} + \|\nabla u^{\eta,h,N}_p,(\cdot,\omega)\|_{L^2(Q^N)^d}\right) \|\nabla \Psi\|_{C^0(\mathbb{R}^d,L^\infty(\Omega))} \|\nabla \varphi_h\|_{L^2(Q^N)^d} $$

$$ + \|A_{\text{per}}\|_{L^\infty(Q^N)^{d\times d}} \|\nabla \varphi_h\|_{L^2(Q^N)^d} $$

$$ \times \left(\left|Q^N\right|^\frac{1}{2} + \|\nabla u^{\eta,h,N}_p,(\cdot,\omega)\|_{L^2(Q^N)^d}\right) \left(\|\nabla \Psi\|_{C^0(\mathbb{R}^d,L^\infty(\Omega))} + \|\nabla \Psi\|_{C^0(\mathbb{R}^d,L^\infty(\Omega))} \|\nabla \Psi\|_{C^0(\mathbb{R}^d,L^\infty(\Omega))}\right), $$

almost surely. Using (75), we deduce that there exist two constants $C_{E_1}$ and $C_{E_2}$ independent of $\eta$, $h$, $N$ and $\omega$ such that,

$$ |E^0_1(\omega)| \leq C_{E_1} \|\nabla \varphi_h\|_{L^2(Q^N)^d} \left|Q^N\right|^{\frac{1}{2}} \text{ and } |E^0_2(\omega)| \leq C_{E_2} \|\nabla \varphi_h\|_{L^2(Q^N)^d} \left|Q^N\right|^{\frac{1}{2}} , \text{ almost surely.} \quad (84) $$

Second, using (69), we observe that each term of $E^0_3(\omega)$ is bounded. As an example, the first term of $E^0_3(\omega)$ satisfies

$$ \left|\int_{Q^N} \sigma_\eta(\cdot,\omega) A_{\text{per}} (p + \nabla u^{\eta,h,N}_p,(\cdot,\omega)) \cdot \nabla \varphi_h \right| \leq C_\sigma \eta^2 \|\nabla \varphi_h\|_{L^2(Q^N)^d} \|A_{\text{per}}\|_{L^\infty(Q^N)^{d\times d}} $$

$$ \times \left(\left|\nabla u^{\eta,h,N}_p,(\cdot,\omega)\right|_{L^2(Q^N)^d} + \left|Q^N\right|^{\frac{1}{2}}\right). $$

The other terms of $E^0_3(\omega)$ can be bounded likewise. Using (75), we obtain that there exists a constant $C_{E_3}$ independent of $\eta$, $h$, $N$ and $\omega$ such that, for sufficiently small values of $\eta$, we have

$$ |E^0_3(\omega)| \leq C_{E_3} \|\nabla \varphi_h\|_{L^2(Q^N)^d} \left|Q^N\right|^{\frac{1}{2}} \eta^2 \text{ almost surely.} \quad (85) $$

We conclude that

$$ E^0_3(\omega) \overset{\eta \to 0}{\longrightarrow} 0 \text{ almost surely.} \quad (86) $$
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Bounding from above $F_\eta(\omega)$ is technically more tedious, since it contains many terms. Nevertheless, each of them can be written under one of these two forms
\[
\int_{Q_N} T_\eta(\cdot, \omega) \nabla w^{h,N}_{p} \cdot \nabla \varphi_h \quad \text{or} \quad \int_{Q_N} T_\eta(\cdot, \omega) \left( \nabla w^{h,N}_{p}(\cdot, \omega) + p \right) \cdot \nabla \varphi_h,
\]
where $T_\eta(\cdot, \omega) \to 0$ strongly in $(L^\infty(Q_N))^d$ almost surely. As an example, let us consider a term corresponding to the choice $T_\eta(\cdot, \omega) = \eta \text{div} \Psi(\cdot, \omega) A_{\text{per}} \Gamma_\eta(\cdot, \omega)$. Using (69) and (75), we have
\[
\left| \int_{Q_N} \eta \text{div} \Psi(\cdot, \omega) A_{\text{per}} \Gamma_\eta(\cdot, \omega) \nabla w^{h,N}_{p} \cdot \nabla \varphi \right| \leq \eta \| \text{div} \Psi(\cdot, \omega) A_{\text{per}} \Gamma_\eta(\cdot, \omega) \|_{(L^\infty(Q_N))^d} C_w |Q_N|^\frac{1}{2} \| \nabla \varphi_h \|_{(L^2(Q_N))^d}.
\]
This term tends to 0 as $\eta \to 0$. Carrying over the same analysis for each term of $F_\eta(\omega)$, we conclude that there exists a deterministic constant $C_F$ independent of $h$, $N$ and $\eta$ such that, for sufficiently small values of $\eta$, we have
\[
|F_\eta(\omega)| \leq C_F \eta^3 \| \nabla \varphi_h \|_{(L^2(Q_N))^d} |Q_N|^\frac{1}{2} \quad \text{almost surely.}
\]
Of course, this implies
\[
F_\eta(\omega) \xrightarrow[\eta \to 0]{} 0 \quad \text{almost surely.}
\]

**Zero order equation.** We now return to equation (77) and pass to the limit $\eta \to 0$. Using (87), it is obvious that
\[
\eta E^1_1(\omega) \xrightarrow[\eta \to 0]{} 0, \quad \eta^2 E^2_2(\omega) \xrightarrow[\eta \to 0]{} 0 \quad \text{almost surely.}
\]

Collecting (81), (86), (88) and (89), we deduce that $w^{0,h,N}_{p}(\cdot, \omega)$ is a solution to (32). We have proved (see the first step of the proof of Proposition 2.1) that (43) has a unique solution which is independent of $N$ and is equal to $w^{0,h}_{p}$ the unique solution $w^{0,h}_{p}$ to (25).

**Step 2:** We introduce the function
\[
v^{\eta,h,N}_{p}(\cdot, \omega) = \frac{u^{\eta,h,N}_{p}(\cdot, \omega) - u^{0,h}_{p}}{\eta}.
\]
Our aim is to prove that $\nabla v^{\eta,h,N}_{p}$ is bounded in $(L^2(Q_N))^d$, almost surely. Then, we show that $u^{1,h,N}_{p}$, the limit of $v^{\eta,h,N}_{p}$, is in fact the unique solution to (62). Substracting equation (31) from (77), we obtain that $v^{\eta,h,N}_{p} \in V_{\text{per}}(Q_N)$ is such that, for any $\varphi_h \in V_{\text{per}}(Q_N)$,
\[
0 = \int_{Q_N} A_{\text{per}} \nabla v^{\eta,h,N}_{p}(\cdot, \omega) \cdot \nabla \varphi_h + E^1_1(\omega) + E^\eta_2(\omega) + \frac{E^\eta_3(\omega)}{\eta} + \frac{F_\eta(\omega)}{\eta}.
\]
We are now going to use the bounds on $E^1_1$, $E^2_2$, $E^\eta_3$, $F^\eta$ obtained below. Indeed, choosing $\varphi_h = v^{\eta,h,N}_{p}(\cdot, \omega)$ in (80), (81), (88), and (89), we obtain that, for sufficiently small values of $\eta$,
\[
\gamma \| \nabla v^{\eta,h,N}_{p}(\cdot, \omega) \|_{(L^2(Q_N))^d} \leq (C_{E_1} + \eta C_{E_2} + \eta C_{E_3} + \eta^2 C_F) |Q_N|^\frac{1}{2},
\]
where \( C_{E_1}, C_{E_2}, C_{E_3} \) and \( C_F \) are all independent of \( \eta, h, N \) and \( \omega \). As a consequence, \( v_{p}^{\eta,h,N}(\cdot, \omega) \) is bounded in \((L^2(Q_N))^d\) almost surely. Thus, there exists a deterministic constant \( C_v \) independent of \( h, N \) and \( \eta \), such that, for sufficiently small values of \( \eta \),
\[
\left\| \nabla v_{p}^{\eta,h,N}(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \leq C_v|Q_N|^{\frac{1}{2}} \text{ almost surely.} \tag{91}
\]
Thus, there exists a function \( w_{p}^{1,h,N}(\cdot, \omega) \in V_{\text{per}}^h(Q_N) \) such that, up to extracting a subsequence,
\[
\nabla v_{p}^{\eta,h,N}(\cdot, \omega) \rightarrow \nabla w_{p}^{1,h,N}(\cdot, \omega) \text{ in } (L^2(Q_N))^d \text{ almost surely.} \tag{92}
\]
Using (82), (84), (85), (87) and (92), we can pass to the limit \( \eta \rightarrow 0 \) in (91). We conclude that \( w_{p}^{1,h,N} \) is the unique function such that, for any \( \varphi_h \in V_{\text{per}}^h(Q_N) \)
\[
\int_{Q_N} A_{\text{per}} \nabla w_{p}^{1,h,N}(\cdot, \omega) \cdot \nabla \varphi_h = \int_{Q_N} A_{\text{per}} \nabla \Psi(\cdot, \omega) \cdot \nabla w_{p}^{0,h} \cdot \nabla \varphi_h + \int_{Q_N} (\nabla \Psi(\cdot, \omega)_{d} - \nabla \Psi(\cdot, \omega)^T) A_{\text{per}}(p + \nabla w_{p}^{0,h}) \cdot \nabla \varphi_h = 0.
\]
We recover the problem (92), the solution of which is unique.

**Step 3:** We define
\[
z_{p}^{\eta,h,N}(\cdot, \omega) = \frac{w_{p}^{\eta,h,N}(\cdot, \omega) - w_{p}^{0,h} - \eta w_{p}^{1,h,N}(\cdot, \omega)}{\eta^2}.
\]
Using (84), (82), (77) and (92) we obtain that \( z_{p}^{\eta,h,N} \) is such that, for any \( \varphi_h \in V_{\text{per}}^h(Q_N) \),
\[
0 = \int_{Q_N} A_{\text{per}} \nabla z_{p}^{\eta,h,N}(\cdot, \omega) \cdot \nabla \varphi_h + E_2^\eta(\omega) + \frac{E_3^\eta(\omega)}{\eta^2} + F_2(\omega) + \frac{F_3(\omega)}{\eta^2} \tag{93}
\]
Choosing \( \varphi_h = z_{p}^{\eta,h,N}(\cdot, \omega) \) in (93), and using (84), (85), and (87), we obtain that, for sufficiently small values of \( \eta \),
\[
\gamma \left\| \nabla z_{p}^{\eta,h,N}(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \leq (C_{E_2} + C_{E_3} + \eta C_F) |Q_N|^{\frac{1}{2}}.
\]
We thus have
\[
\left\| \nabla z_{p}^{\eta,h,N}(\cdot, \omega) \right\|_{(L^2(Q_N))^d} \leq C_z|Q_N|^{\frac{1}{2}}, \tag{94}
\]
where \( C_z \) is independent of \( h, N, \eta, \) and \( \omega \). Thus, inequality (65) is proved.

**Step 4:** Our last step aims at bounding the second order error of the expansion of \( A^h,N \). We insert the expansions (67) and (68) into (17). We obtain that
\[
[A^h,N]_{ij}(\omega) = \frac{1}{|Q_N|} \int_{Q_N} \left( e_i + \nabla w_{e_i}^{\eta,h,N}(\cdot, \omega) \right)^T A_{\text{per}} e_j + \eta \left( \frac{1}{|Q_N|} \int_{Q_N} \left( e_i + \nabla w_{e_i}^{\eta,h,N}(\cdot, \omega) \right)^T A_{\text{per}} e_j \right) \frac{1}{|Q_N|} \int_{Q_N} \text{div} \Psi(\cdot, \omega) + \delta^h,N(\omega),
\]
where \( \delta^h,N(\omega) \) is the second order error term.
where $\delta^h,N(\omega)$ is a sum of terms of the forms

$$s_\eta(\omega) \frac{1}{|Q_N|} \int_{Q_N} T_\eta(\cdot,\omega) \left( \nabla w_{i_e,\eta}^{h,N}(\cdot,\omega) \right)^T A_{\text{per}} \cdot e_j \quad \text{and} \quad s_\eta(\omega) \frac{1}{|Q_N|} \int_{Q_N} T_\eta(\cdot,\omega) \left( \nabla w_{i_e,\eta}^{h,N}(\cdot,\omega) + e_i \right)^T A_{\text{per}} \cdot e_j,$$

with $s_\eta(\omega) \in \mathbb{R}$ and $T_\eta \in C^0(\mathbb{R}^d, L^\infty(\Omega))^{d \times d}$. For each of these $(s_\eta, T_\eta)$, there exists a constant $C_{s,T}$ independent of $h$, $N$, $\eta$, and $\omega$ such that, for sufficiently small values of $\eta$,

$$\|s_\eta\|_{L^\infty(\Omega)} \|T_\eta\|_{(C^0(\Omega), L^\infty(\Omega))^{d \times d}} \leq C_{s,T} \eta^2.$$

Therefore, for each term of $\delta^h,N(\omega)$ we can write

$$\left| s_\eta(\omega) \frac{1}{|Q_N|} \int_{Q_N} T_\eta(\cdot,\omega) \left( \nabla w_{i_e,\eta}^{h,N}(\cdot,\omega) \right)^T A_{\text{per}} \cdot e_j \right| \leq \frac{1}{|Q_N|} \|s_\eta\|_{L^\infty(\Omega)} \|T_\eta\|_{(C^0(\Omega), L^\infty(\Omega))^{d \times d}} \times \|
abla w_{i_e,\eta}^{h,N}(\cdot,\omega)\|_{(L^2(\Omega))^d} \|A_{\text{per}}\|_{(L^\infty(\Omega))^{d \times d}} |Q_N|^2 \leq C_{s,T} C_w \|A_{\text{per}}\|_{(L^\infty(\Omega))^{d \times d}} \eta^2.$$

As a consequence, there exists a constant $C_\delta$ independent of $h$, $N$, $\eta$ and $\omega$, such that, for sufficiently small values of $\eta$,

$$|\delta^h,N(\omega)| \leq C_\delta \eta^2 \quad \text{almost surely.} \tag{95}$$

Next, we compute

$$\eta^{-2} \left( A_{\eta}^{*,h,N}(\omega) - A_{\text{per}}^{*,h} - \eta A_{1}^{*,h,N}(\omega) \right) = \frac{1}{|Q_N|} \int_{Q_N} \left( \nabla z_{i_e,\eta}^{h,N}(\cdot,\omega) \right)^T A_{\text{per}} e_j \left( - \frac{1}{|Q_N|} \int_{Q_N} \left( \nabla v_{i_e,\eta}^{h,N}(\cdot,\omega) \right)^T A_{\text{per}} e_j \right) \frac{1}{|Q_N|} \int_{Q_N} \text{div} \Psi(\cdot,\omega)
+ \left( + \frac{1}{|Q_N|} \int_{Q_N} \text{div} \Psi(\cdot,\omega) \left( \nabla v_{i_e,\eta}^{h,N}(\cdot,\omega) \right)^T A_{\text{per}} e_j \right)
+ \left( - \frac{1}{|Q_N|} \int_{Q_N} \left( \nabla \Psi(\cdot,\omega) \nabla v_{i_e,\eta}^{h,N}(\cdot,\omega) \right)^T A_{\text{per}} e_j \right)
+ \frac{\delta_{\eta}^{h,N}(\omega)}{\eta^2} \right).$$

Using bounds (91), (94) and (95), we obtain (66). This concludes the proof.

**Remark 3.1** As in Section 2, we can pass to the limit $h \to 0$ in the bounds of Proposition 3.1 and prove that (60) extends to the case when only truncation is taken into account. Letting $N$ go to infinity is more difficult. Indeed, we need to show that $\lim_{N \to \infty} \left( \lim_{h \to 0} A_{\eta}^{*,h,N}(\omega) \right) = A^*_N$ almost surely. Adapting the arguments of [3] to Model 2 will be the subject of a future publication.
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