Learn2Sing 2.0: Diffusion and Mutual Information-Based Target Speaker SVS by Learning from Singing Teacher
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Abstract

Building a high-quality singing corpus for a person who is not good at singing is non-trivial, thus making it challenging to create a singing voice synthesizer for this person. Learn2Sing is dedicated to synthesizing the singing voice of a speaker without his or her singing data by learning from data recorded by others, i.e., the singing teacher. Inspired by the fact that pitch is the key style factor to distinguish singing from speaking voice, the proposed Learn2Sing 2.0 first generates the preliminary acoustic feature with averaged pitch value in the phone level, which allows the training of this process for different styles, i.e., speaking or singing, share same conditions except for the speaker information. Then, conditioned on the specific style, a diffusion decoder, which is accelerated by a fast sampling algorithm during the inference stage, is adopted to gradually restore the final acoustic feature. During the training, to avoid the information confusion of the speaker embedding and the style embedding, mutual information is employed to restrain the learning of speaker embedding and style embedding. Experiments show that the proposed approach is capable of synthesizing high-quality singing voice for the target speaker without singing data with 10 decoding steps.
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1. Introduction

Singing voice synthesis (SVS), which aims at generating the highly expressive singing voice, has attracted a lot of attention in recent years because of its various potential application scenarios. A typical way to perform the SVS is to generate acoustic features, i.e., mel-spectrogram [1, 2], or directly produce waveform [3] with lyrics and musical score as input. To this end, a singing corpus recorded by a professional singer and labeled with MusicXML or MIDI files is necessary to train a model for the SVS task. However, due to the challenge to create such a corpus for a person who is not good at singing, it is non-trivial to build a singing voice synthesizer in a typical way. This paper focuses on synthesizing high-quality singing voice for a target speaker without singing training data.

While some openly accessible singing voice databases have been released recently with the aim to promote the development of SVS [4, 5, 6], generating singing voice for a specific target speaker is still a challenge due to the difficulty of creating a singing corpus for a person who is not good at singing. Such difficulties also hinder the further promotion and practical application of SVS technology. Compared with singing voice data, speech data is easier to collect for a person, thus making it an interesting topic to obtain an SVS system for a person only with speech corpus by learning from another singing corpus. Most recently, several efforts have been conducted towards singing voice generation in the absence of singing voice data from the target speaker [7, 8, 9].

As the first study towards this task, Mellonot [7] was to transfer the rhythm and pitch from reference audio to a target speaker via a Tacotron2-GST-based multi-speaker voice synthesis model, in which process a reference singing audio is necessary for the inference stage. To get rid of the dependency on the reference singing audio in the inference stage, Learn2Sing 1.0 [8] was proposed to train an SVS model for the target speaker with the help of a singing teacher, which makes the inference stage of the learned model like a typical SVS model that produces the singing voice with lyrics and musical scores as input. Specifically, in our previous Learn2Sing 1.0, independent duration and log-scale fundamental frequency (LF0) prediction models are trained to provide singing duration and pitch contours during the inference stage. Besides, considering the significant differences between the articulation patterns of speaking and singing, domain adversarial training (DAT) [10] is employed to disentangle the style information from the acoustic features in the auto-regressive decoder. Most recently, another approach proposed in [9] using a similar framework to Learn2Sing 1.0 has been proposed, in which an F0 prediction module including vibrato modeling was used to generate natural singing voices.

However, it is challenging to explicitly predict the fundamental frequency of the singing voice. To be specific, an individual F0 prediction model accompanied by a limited amount of singing data may lead to inaccurate pitch curves [11], and thus restrict the final performance of these F0 prediction-based methods [8, 9]. Furthermore, all above mentioned methods are based on the autoregressive decoder to predict the mel-spectrogram frame-by-frame, which makes the inference process slow. In addition, voice conversion is another solution to allow a speaker to sing without singing data [12], but this approach requires reference audio which makes it impractical to sing a new song, or to generate a highly expressive source speaker singing voice through an SVS system first, resulting in a lengthy pipeline.

To alleviate the above issues, a diffusion and mutual information-based SVS approach, referred to as Learn2Sing 2.0, is proposed to produce highly expressive singing for a target speaker by learning from the singing teacher for any person without singing data. The key idea is to introduce an additional diffusion process during the learning stage to gradually restore the singing voice from the speech voice of a target speaker through mutual information. Besides, a diffusion model is introduced to enhance the effectiveness of the whole system. Our code and audio samples are available at https://welkinyang.github.io/Learn2Sing2.0/.

1Our code and audio samples are available at https://welkinyang.github.io/Learn2Sing2.0/.

*Corresponding author.
teacher. Learn2Sing 2.0 tries to synthesize an intermediate representation shared by different speakers, e.g., the speaker with or without singing corpus, and then restores the final waveform with additional style information, i.e., speaking or singing. In this way, the prediction of the intermediate representation can bridge the gap between the speech data and singing data regardless of the speaking style. To this end, inspired by the fact that pitch is the key style factor to distinguish singing from speaking voice, the intermediate representation is served by the mel-spectrogram with averaged pitch value in the phone level. Then, conditioned on the specific style, a diffusion decoder, which is accelerated by a fast sampling algorithm [13] during the inference stage, is adopted to gradually restore the final mel-spectrogram. As each speaker corresponds to a specific style, i.e., speaking or singing, it is necessary to make sure the speaker embedding is style-independent and vice versa. Here, Mutual Information (MI) [14] is employed to achieve the disentanglement of speaker and style. The generated mel-spectrogram is transformed to the final waveform by RefineGAN [15] which is designed for the SVS task. Experiments show that Learn2Sing 2.0 is capable of synthesizing high-quality singing voice for the target speaker without singing data with only 10 decoding steps. Moreover, the ablation study indicates the effectiveness of each component and the good design of Learn2Sing 2.0.

2. Proposed approach

The proposed Learn2Sing 2.0 mainly consists of two parts. As shown in Fig. 1, one is the generation of intermediate representations that are obtained by averaging the mel-spectrogram in phone level, which process takes the phone sequence, pitch, and speaker information as input, resulting in the features that are then up-sampled to align with the averaged mel-spectrogram. The second part is the restoration of the real mel-spectrogram based on the intermediate features and additional style information. This restoration stage is performed by a diffusion probabilistic model (DPM)-based decoder, which refers to Grad-TTS [16]. This section will first give a brief introduction to DPM, and then describe the proposed Learn2Sing 2 in detail.

2.1. Diffusion Probabilistic Model in TTS

To deal with the over-smoothing issue in mel-spectrogram generation caused by the MSE/MAE loss [17], DPM is introduced into speech synthesis and SVS tasks due to its powerful modeling capabilities [18, 19, 16]. DPM generally has two processes, i.e. forward diffusion process and reverse diffusion process. The forward diffusion process obtains the tractable prior distribution by gradually adding noise to the real data, while the reverse diffusion process reduces the prior distribution to that of the real data. By modeling the two processes as a solution to Itô stochastic differential equations (SDEs), Song et al. propose a unified score-based DPM framework [20] which is then applied to the speech synthesis domain in Grad-TTS. The two diffusion processes in Grad-TTS satisfies the following SDEs:

\[
dX_t = \frac{1}{2} \Sigma^{-1} (\mu - X_t) + \sqrt{\beta_t} dW_t, \quad t \in [0, 1] \tag{1}
\]

\[
dX_t = \frac{1}{2} \Sigma^{-1} (\mu - X_t) - \nabla \log p_t (X_t | X_0) \beta_t dt + \sqrt{\beta_t} dW_t, \quad t \in [0, 1] \tag{2}
\]

where \(W_t\) and \(\overline{W_t}\) are forward and reverse-time Brownian motion, \(\beta_t\) is the noise schedule for perturbing data with infinite number of noise scales, \(\mu\) and \(\Sigma\) is the mean and diagonal covariance matrix of the terminal distribution, \(\log p_t (X_t | X_0)\) is the log probability density function which is predicted by a learnable score function \(s_t (X_t, \mu, t)\) during the inference stage. Instead of solving the reverse-time SDE directly, Grad-TTS uses an ordinary differential equation (ODE) in the reverse process:

\[
dX_t = \frac{1}{2} (\mu - X_t - s_t (X_t, \mu, t)) \beta_t dt \tag{3}
\]

In brief, Grad-TTS learns to estimate gradients of log-density of \(X_t\) (noisy mel-spectrogram) given \(X_0\) (real mel-spectrogram) and \(\mu\) (mel-spectrogram predicted from text) in the training processes. During the inference stage, Grad-TTS first predicts a mel-spectrogram from text and then gradually reconstructs the target mel-spectrogram using the score predicted from \(s_t (X_t, \mu, t)\) in adjustable iterations.

![Figure 1: The training and inference process of the proposed approach.](image)

2.2. Proposed Learn2Sing 2.0 Model

As illustrated in Fig. 1, the input phoneme, pitch, and speaker embedding are encoded by an encoder and then a length regulator is used to up-sample the obtained feature. Regarding pitch as the most critical style factor in our task, in the training phase, the encoder generates phoneme-level averaged mel-spectrogram \(\mu\) regardless of the speaking style using phoneme, pitch and speaker embedding as inputs. Note that there is no singing or speaking pitch style, e.g. overshot, vibrato, preparation and fine fluctuation, in the predicted \(\mu\) because all frames within the same phoneme are the same. Then, the diffusion decoder predicts the gradient of the probability density function using the predicted \(\mu\), \(X_t\), and style embedding as inputs. In the inference phase, the encoder first generates the predicted \(\mu\) without pitch style for the target speaker. The phoneme duration information can be provided by a pre-trained singing duration model (SDM) or manual labeling interval files. Then the diffusion decoder gradually reconstructs the pitch contours with the singing style by solving the ODE, and finally generates the target speaker’s singing voice \(X_0\).
While the speaker embedding and style embedding are obtained from the speaker ID and style ID respectively, the one-to-one correspondence between the speaker and style makes the model tend to be confused by the speaker and style information. In other words, the speaker embedding of one speaker may not only convey the speaker information but also the style information because the style, i.e., speaking or singing, of this speaker is specific. To face this challenge, mutual information is employed to further decouple style and speaker information. Specifically, to estimate and minimize the mutual information between speaker and style embeddings, vCLUB [14] which is an approach that requires only samples to estimate an upper bound on the mutual information is adopted. With the sample pairs of speaker and style embeddings \( \{(\text{spk}_i, \text{sty}_j)\}_{i=1}^N \), the MI loss is:

\[
\mathcal{L}_{\text{mi}} = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \log q_{\theta}(\text{sty}_j | \text{spk}_i) - \log q_{\theta}(\text{sty}_j | \text{spk}_i)
\]

(4)

where \( \text{spk} \) and \( \text{sty} \) are speaker and style embeddings, \( q_{\theta} \) is a variational approximation which makes vCLUB a reliable MI estimator. In the training stage, we first obtain a batch of samples \( \{(\text{spk}_i, \text{sty}_j)\}_{i=1}^N \) from Learn2Sing model and update the \( q_{\theta}(\text{sty} | \text{spk}) \) by maximizing the log-likelihood:

\[
\mathcal{L}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \log q_{\theta}(\text{sty}_i | \text{spk}_i)
\]

(5)

The final objective function for training Learn2Sing is described as:

\[
\mathcal{L}_{\text{total}} = \mathcal{L}_s + \mathcal{L}_{\text{diff}} + \lambda \mathcal{L}_{\text{mi}}
\]

(6)

where \( \mathcal{L}_s \) is the MSE loss between the predicted \( \mu \) and ground-truth \( \mu \) that is achieved by using the real mel-spectrogram within each phoneme, \( \mathcal{L}_{\text{diff}} \) is the diffusion loss, and \( \lambda \) is the weight for \( \mathcal{L}_{\text{mi}} \).

2.3. Fast Maximum Likelihood Sampling Scheme

For the diffusion-based decoder, adopting fewer inference steps is an effective method to speed up the inference process. However, reducing the decoding steps directly could degrade the quality of synthesized voice. In order to maintain the quality of the generated singing voice even with a very small number of steps, we introduce a fast sampling scheme proposed in [13]. This fast sampling scheme adopts a fixed-step first order reverse SDE solver which is designed to maximize the likelihood of discrete sample paths of the forward diffusion. Specifically, the fast sampling scheme first defines the following values:

\[
\gamma_{s,t} = \exp \left( -\frac{1}{2} \int_{s}^{t} \beta_u \, du \right), \\
\nu_{s,t} = \gamma_{s,t} \left( 1 - \frac{\gamma_{s,t}}{\gamma_{0,t}} \right), \\
\sigma_{s,t} = \frac{(1 - \gamma_{0,t}^2)}{\gamma_{0,t}}, \\
\kappa_{1,h} = \frac{\nu_{s-h,t} (1 - \gamma_{s,h,t})}{\gamma_{0,t} \beta_{h}} - 1, \\
\omega_{1,h} = \frac{\nu_{s-h,t} \gamma_{s,h,t}}{\beta_{h}} + \frac{1 + \kappa_{1,h}}{1 - \gamma_{0,t}^2} - \frac{1}{2} (\sigma_{1,h})^2 = \sigma_{1-h,t}^2
\]

(7)

and adopts the following class of reverse SDE solvers:

\[
X_{t-h} = X_t + \beta_t \left( \frac{1}{2} + \omega_{1,h} \right) (X_t - \mu) + (1 + \kappa_{1,h}) s_h (X_t, \mu, \text{sty}_t) + \kappa_{1,h} \xi_t
\]

where \( 0 \leq a < s < t \leq 1, h \) is the step size, \( \xi_t \) are i.i.d. sampling from \( \mathcal{N}(0,1) \), and the derivation can be found in [13].

3. Experiments

3.1. Data setups

Experiments to evaluate the performance of Learn2Sing 2.0 are performed on an internal corpus, which consists of three speakers, among which one is the teacher that provides the singing data and the other two speakers are students only having speaking data. To be specific, the singing data recorded by the female singer contains 100 songs with around 5 hours, and each song is labeled with the music scores and the duration of each phoneme. As for the speakers working as students, one is from the open-source female TTTS corpus Databaker-DB1 which is referred to as Student-1, and the other one is from an internal female corpus referred as Student-2. All audio samples are downsampled to 22,050Hz and are then represented as 80-dimensional log-scale mel-spectrogram with 256 hop length and 1024 Hanning window.

3.2. Model and hyper-parameters details

The encoder is identical to the encoder proposed in [21] to encode content, pitch and speaker information. The decoder follows that in [16] which is based on the UNet architecture. The maximum input frame length for the decoder is limited to 384 for more efficient use of memory. The dimensions of both style and speaker embedding are 128. The variational approximation \( q_{\theta}(\text{sty} | \text{spk}) \) follows [22] which is parameterized in Gaussian distribution with mean and variance predicted by two linear layers. Besides, the weight for \( \mathcal{L}_{\text{mi}} \) is set to 0.01 to achieve a stable disentanglement performance. With the help of the fast sampling scheme, the Learn2Sing 2.0 allows using fewer decoding steps to obtain high-quality results. Here, 10 decoding steps are used in the inference stage.

To convert the mel-spectrogram into waveform, we trained a multi-speaker RefineGAN [15] using all the data. Since RefineGAN requires F0 as input to generate speech templates, but F0 is not explicitly predicted in our approach, we additionally trained a model, referred to as Mel2F0 which consists of 3 LSTM layers, to predict F0 from the mel-spectrogram. PYIN [23] is adopted to estimate F0 from the waveform.

We reserved 4 complete songs from the singing corpus as the test set, while the rest of the singing data was used as the training and validation set. To avoid the effect of different duration models in the testing phase, the real phoneme level duration is used for different models.

3.3. Evaluation on proposed Learn2Sing 2.0

Our task is evaluated in terms of the speech quality and speaker similarity of the synthesized singing voice. To be specific, a good learn2sing model should create the singing voice not only with high quality but also with the timbre of the target (student) speaker. Here, the opinion score (MOS) tests are conducted to subjectively evaluate the synthesized results in terms of naturalness and similarity. Besides, the F0 Mean Absolute Error (MAE) is also measured to objectively evaluate the pitch accuracy of the synthesized singing voice. Furthermore, the inference speed is also assessed in terms of the average real time factor (RTF) on GPU.

The results are shown in Table 1, in which the Learn2Sing 1.0 is compared. For Learn2Sing 1.0, the ground-truth phoneme duration and frame level F0 are adopted in the inference phase. In this table, the target speaker with Teacher

1Available at: www.data-baker.com/open_source.html
Table 1: Experiment results of MOS with 95% confidence intervals, F0 MAE and RTF

| Model               | Target Speaker | Naturalness | Similarity | F0 MAE | RTF   |
|---------------------|----------------|-------------|------------|--------|-------|
| Learn2Sing 1.0      | Teacher        | 3.85±0.15   | -          | 3.33   |       |
|                     | Student-1      | 3.20±0.09   | 3.14±0.08  | 16.27  | 0.098 |
|                     | Student-2      | 3.28±0.10   | 3.30±0.07  | 15.67  |       |
| Learn2Sing 2.0      | Teacher        | 4.04±0.14   | -          | 11.12  |       |
|                     | Student-1      | 3.41±0.12   | 3.79±0.08  | 15.49  | 0.050 |
|                     | Student-2      | 3.43±0.08   | 3.84±0.07  | 14.3   |       |
| Recording           |                | 4.50±0.07   | -          | -      |       |

To reveal why listeners prefer the proposed approach, we further visualized the generated mel-spectrograms for several test clips from different models, and the results are presented in Fig. 2. Comparing the mel-spectrogram in the blue box, only the proposed Learn2Sing 2.0 does not include glitches, suggesting that the mel-spectrogram generated by the proposed approach is closer to the real mel-spectrogram. The green box contains melisma\(^1\) skill in singing, and it can be seen that Learn2Sing 2.0 has more natural melisma.\(^2\)

Figure 2: Mel-spectrogram of a testing sample for different models.

4. Conclusions

This paper presents a novel approach, referred to as Learn2Sing 2.0, to generate the singing voice for a target speaker with only speech data with the help of the singing teacher. Learn2Sing 2.0 first generates the preliminary acoustic features with averaged pitch value in the phone level. Then, with additional style information, i.e., speaking or singing, a diffusion decoder is adopted to restore the final mel-spectrogram. Mutual information is introduced in Learn2Sing 2.0 to disentangle the style and speaker information. Besides, to speed up the inference speed, a fast sampling algorithm for the diffusion-based decoder is introduced in the inference stage. Extensive experiments demonstrate that the proposed approach is capable of synthesizing high-quality singing voice for a target speaker without any singing data at a high inference speed. Moreover, the ablation study indicates the effectiveness of each component and the good design of Learn2Sing 2.0.

\(^1\)In singing, the term melisma refers to a passage of music that has a group of notes that are sung with just one syllable of text.

\(^2\)We recommend that listeners listen to the full test set of songs generated by different models from: https://welkinyang.github.io/Learn2Sing2.0/
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