The Random Forest Model Has the Best Accuracy Among the Four Pressure Ulcer Prediction Models Using Machine Learning Algorithms
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Purpose: Build machine learning models for predicting pressure ulcer nursing adverse event, and find an optimal model that predicts the occurrence of pressure ulcer accurately.

Patients and Methods: Retrospectively enrolled 5814 patients, of which 1673 suffer from pressure ulcer events. Support vector machine (SVM), decision tree (DT), random forest (RF) and artificial neural network (ANN) models were used to construct the pressure ulcer prediction models, respectively. A total of 19 variables are included, and the importance of screening variables is evaluated. Meanwhile, the performance of the prediction models is evaluated and compared.

Results: The experimental results show that the four pressure ulcer prediction models all achieve good performance. Also, the AUC values of the four models are all greater than 0.95. Besides, the comparison of the four models indicates that RF model achieves a higher accuracy for the prediction of pressure ulcer.

Conclusion: This research verifies the feasibility of developing a management system for predicting nursing adverse event based on big data technology and machine learning technology. The random forest and decision tree model are more suitable for constructing a pressure ulcer prediction model. This study provides a reference for future pressure ulcer risk warning based on big data.
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Introduction
Pressure ulcer, also known as pressure injury, refers to the localized injury of the skin and/or subcutaneous tissue, which usually occurs at the bone protuberance, and the part in contact with medical equipment or other equipment. It can be expressed as intact skin or open ulcers and may be accompanied with pain.1 According to related research reports, the incidence of pressure ulcer in hospital is usually 2% ~5%, and the incidence of tape avulsion in elderly patients is as high as 15%.2,3 Pressure ulcer can destroy the integrity of the skin, increase the risk of infection, and is difficult to heal. The high incidence, serious hazards and complex causes have made pressure ulcer a challenging issue, which attracts continuous attention in clinical care. In addition to the serious medical complications, people suffering from pressure ulcer are also faced with 229 kinds of physiological, social and psychological effects, which significantly affects the quality of life. The clinical intervention of pressure ulcer focuses on prevention. Research suggests that through dynamic monitoring and effective management, the occurrence of pressure ulcer...
can be successfully prevented. Therefore, providing an effective early warning model of pressure ulcer to assist clinicians and nurses in making timely predictions and taking corresponding measures is of great value for the prevention of pressure ulcer.

It is identified that pressure ulcer is related to many risk factors, including continuous local pressure, hospital stay, long-term bed rest, neurological changes, etc. Meanwhile, there are newly discovered factors every year. The Braden-Norton-Waterlow pressure ulcer assessment scale has been widely used in clinics and has made significant contributions to the management of pressure ulcer. However, the specificity and sensitivity of these scales are low, and there is still no evidence that these scales can effectively predict the occurrence of pressure ulcer. Recently, the big data and machine learning technology have undergone a fast-growing. These new technologies are able to directly extract data from the medical system for real-time analysis, and the accuracy of analysis is improved by huge amount of data. In this case, these technologies are expected to solve many problems clinics, such as the pressure ulcer management.

This study aims to predict the pressure ulcer adverse events of inpatients through the machine learning technology. Firstly, the data of pressure ulcer in inpatients are analyzed and are associated with the electronic case data system. A logistic regression model is then used to identify 19 independent risk factors. These risk factors are input into four commonly machine learning algorithms to construct the prediction model. Finally, experimental results of the machine learning algorithms are investigated to find the algorithm with the best prediction performance.

**Patients and Methods**

**Population**

A total of 1839 patients are retrospectively included in the First Medical Center of the Chinese People’s Liberation Army General Hospital during the period of hospitalization from January 1, 2013 to December 31, 2016. The included patients were over 18 years old and met the 2009 NPUAP pressure ulcer diagnostic criteria (the criteria adopted by the hospital). The false-positive data and suspicious cases as well as pressure ulcer events that occurred before hospitalization and within 24 hours after admission were excluded. In this study, the standard for defining false-positive cases is that after the nurse reports the patient’s pressure ulcer event, the pressure ulcer management team composed of three doctors contact the patient to diagnose the pressure ulcer, and give the final diagnosis result for pressure ulcer. If the result is consistent with that reported by the first-line nurse, the case is considered as pressure ulcer, otherwise, the case is considered as false positive. If the result cannot be defined, the case is considered as suspected. Finally, 1673 patients with pressure ulcer and 4141 patients without pressure ulcer were included.

**Primary Outcome**

The diagnostic definition of pressure ulcer in the adverse event reporting system of Chinese medicine hospital is based on the 2009 NPUAP Quick Reference Guide, where pressure ulcer refers to the local damage of the skin or/and subcutaneous tissue, usually located at the bone protrusion. This kind of damage is generally caused by pressure or pressure combined with shear force. However, considering recent in-depth research on pressure ulcer, NPUAP has updated the definition of pressure ulcer. After comparing the diagnostic criteria of pressure ulcer in 2009 and 2019, all included cases meet the latest diagnostic criteria.

**Variables**

The predictor of pressure ulcer mainly includes general demographic data, basic vital signs data, medical care measures, disease-related data, and nursing evaluation items. Indicators are measured every day, all using the average value within 48 hours before the pressure ulcer occurs. In this study, the time of the pressure ulcer occurrence is randomly distributed. To match the time randomness of the pressure ulcer occurrence, the average data within 48 hours are randomly selected for analysis by computer (see Figure 1) during the period from 24 hours after admission to the discharge of patients in the control group.

The electronic medical system in the hospital records complete general demographic data, including gender, age (y), height (cm), and weight (kg). The basic vital signs review the data recorded in the “nursing workstation”, which is developed by the hospital to inspect patients and performs nursing records. The inspection includes total intake (mL/day), total output (mL/day), body temperature (°C), systolic blood pressure (mmHg), and blood glucose (mmol/L).

In the electronic medical system, the medical care measures taken by the patient before the occurrence of
Pressure ulcer were found, including the length of stay (day), whether to stay in bed, whether to use restraint bands and whether to undergo surgery. These measures are very related to the pressure ulcer of hospitalized patients caused by medical equipment.

According to the disease diagnosis in the electronic medical record, we paid attention to whether the patient has diarrhea, diabetes, fractures and other related records. These variables are all related to the occurrence of pressure ulcer, and we incorporated these variables into the model for better accuracy.

Inpatients will undergo daily pressure ulcer assessments, passive turn-over status records and nutritional assessments. These data will be recorded in the medical system in the form of electronic documents. The data is extracted and the average value of pressure ulcer within 48 hours before the occurrence of pressure ulcer is used. The evaluation of pressure ulcer in this study uses Norton pressure ulcer assessment (Norton scale). The sub-items of the evaluation scale consist of nutritional status score, mentality score, activity score, walking score, urinary and incontinence score. Further retrospective analysis found that some items have significance for predictions. Therefore, the incontinence score, activity score, mentality score, and the total score of the pressure ulcer assessment scale are used in the predictors (all scores). This study also counts the total scores of patients’ nutritional risks, and the nutritional assessment follows the NRS2002 Nutritional

![Figure 1: Flowchart of the model construction. The data of patients suffering from pressure ulcer was selected within 48 hours before pressure ulcer occurred. For patients without pressure ulcer, the data within 48 hours between 24 hours after admission and before discharge was randomly selected. Then, the two sets of data were fully mixed and randomly divided into two parts, namely train set (n=2883) and Test set (n=2931). Two sets. The model learns features in the train set, without knowing the actual pressure ulcer occurrence. Cross-validation was performed in the train set and the model performance was evaluated on the Test set.](image-url)
Risk Assessment Scale (Nutritional Assessment). Since position changes can reduce the risk of pressure ulcer, the patients that are assessed by clinical nurses to have risk of pressure ulcer will receive nursing services to change their positions every 2 hours, and the patients receiving care are recorded.

According to the documents and literature investigated by the hospital, 108 features were obtained from the hospital digital medical record database, including 5 general demographic data, 10 basic vital signs data, 34 medical care measures, 21 disease-related data, 8 nursing evaluation items, and 30 types of drugs. From these data, 19 features related to the occurrence of pressure ulcer were obtained through the logistic regression model.

Data Processing

Missing Value Filling

The data preparation in this study includes data elimination, missing value filling, as well as data format and unit unification, which was performed by two professionals good at biomedical information data processing. 7356 cases of data were extracted from the digital medical record database SQL server, including 1839 patients in the pressure ulcer group (PU) and 5517 patients in the non-pressure ulcer group (No-PU) (see Figure 2). To verify the accuracy of the data extracted from the digital medical record database, the value and timestamps in the extracted data were compared with that displayed in the clinician’s electronic health record manually. As for implementation of the fully developed query for all manually validated cases, consistent values and timestamps (within 10 minutes) were obtained for all 7356 cases (100% agreement). Besides, the individual variables were cleaned by Stata 13 software (StataCorp LLC), and some non-conforming data were further excluded, including cases without data on the day of occurrence of pressure ulcer, repeated reported cases, unstructured data that cannot be processed and non-related data, as well as cases with more than 10% missing data. A total of 1184 unqualified data were eliminated, including 298 cases with pressure ulcer and 886 cases without pressure ulcer. In addition, the missing values were filled in the data. Specifically, on the day when the pressure ulcer event is reported, the average value of the corresponding structural data in the current natural day was taken; if there is no data on the day of reporting, the average value of the continuous data or the mode of non-continuous data in the previous three days was taken; if there no appropriate value can be used, the case is eliminated. A total of 358 cases were eliminated in the second step. Also, 316 cases with missing values were filled and 6.3% of the data was repaired. Finally, the data format and unit were unified.

Data Segmentation

The data of 1673 patients with pressure ulcer event and 4141 patients without pressure ulcer event were mixed and merged. For machine learning algorithm using cross-validation as the evaluation method, the training data are split to realize a uniform sampling in the factor analysis. Therefore, 50% of the patient data were randomly selected for training (n = 2883), and the other 50% were used for testing (n = 2931) (shown in Figure 1).

Model Fitting and Development

The construction of the model includes three stages: 1) Create a data set with no missing values; 2) Find 19 important variables through logistic regression; 3) Build a machine learning model based on the 19 variables.

The selection of important variables in stage 2 is fundamental. Though the predictive variables can be analyzed based on clinical experience, it is impossible to determine the variables that are actually important. Therefore, this study used a logistic regression model to verify the importance of the variables at the statistical level (selected $P < 0.05$ variables), thus the best set of predictor variables can be found. By weighing the number of main variables, a balance is achieved between the model complexity (mainly dependent on the number of variables) and the model reliability.

Four methods are used to build prediction models, including support vector machine (SVM), decision tree (DT), random forest (RF) and artificial neural network (ANN) models. The performance of these four methods is compared. The DT-based model in this study uses the C5.0 algorithm with a minimum number of leaf nodes, which avoids the problem of too many branches in the ID3 algorithm. Also, pruning is performed during the construction of the decision tree to discretize continuous data, and the limit is set to the maximum number of leaf nodes. SVM-based model uses Gaussian inner product as the kernel function (SVM-Kernel). Through the iterative solution of sub-problems, the prediction of large-scale problems is finally completed. The gamma parameter in the model is set to 0.024. ANN is divided into an input layer, an output layer and a hidden layer. The information is collected through the input layer, and the data is input
into the hidden layer for analysis and processing. This study uses a multi-layer perceptron (MLP) model with a single hidden layer, and the initial learning rate is 0.3. In a random forest (RF) model, the entire random forest is composed of 500 decision trees (ntree = 500), and each decision tree randomly selects 8 variables (mtry = 8) from 40 variables to build a decision tree. Supplementary material 1 illustrates the source code.

Validation
As mentioned before, all data is divided into training set (n=2883) and test set (n=2931). In the training stage,
Table 1 Hyperparameter Tuning in Models

| Model | Hyperparameter                              | Range  | Increment | Final Setting |
|-------|---------------------------------------------|--------|-----------|---------------|
| SVM   | Minimum of number of instances per leaf    | 2–18   | 2         | 2             |
| SVM   | Gamma                                       | 0.01   | 0.01      | 0.02          |
| ANN   | Number of hidden neurons                    | 3–12   | 1         | 8             |
| RF    | Mtry                                        | 2–11   | 1         | 8             |
|       | Number of trees                             | 100–500| 100       | 500           |

k-fold cross-validation was used to train the model. The training set was divided into 10 parts through non-repetitive sampling. Each time, 9 parts were extracted for model training, and the remaining 1 part was used for model verification. The process was repeated for 10 times, obtaining 10 different models. The test set (n=2931) was used for testing to get the average of the output results as the final indicator (shown in Figure 1). Then, another 50% of the test set (n=2931) was entered to test the performance of the model. The prediction output by the model was compared with the actual diagnosis result to obtain the final result. The prediction performance of models can be significantly influenced by the hyperparameter setting, such as DT’s minimum of number of instances per leaf, SVM’s gamma, ANN’s number of hidden neurons and RF’s mtry and number of trees. The details of the parameter tuning for each model are listed in Table 1.

Model Performance

The Norton scale was used to evaluate the risk of the data in the test group through a two-person team. Specifically, the high risk had a low Norton score (≤15) and an intermediate Norton score (16–18), and the low risk had a high Norton score (≥19). The scoring method is based on previous research. The score ≤18 is considered as predictive positive, and the score >18 is considered as predictive negative. The predictive result of Norton scale is calculated following the same performance evaluation method used by the machine learning model. The result is compared with that of the four machine prediction models developed in this research.

The common performance indicators in machine learning including accuracy, recall, precision, F1 value, and ROC curve area (Area Under Curve, AUC) are used in this study. The accuracy of the model was evaluated by calculating the confusion matrix and comparing the ROC curve. Then, we performed model calibration and evaluated the performance of the model after calibration by comparing histograms and reliability diagrams. SPSS V.22.0 software (IBM, Armonk, New York, USA) was used for descriptive statistics. All model analysis was also performed in R language (version 2.9.0 for Windows, http://www.r-project.org).

Results

Basic Features and Potential Predictors

Information of the included patients is shown in Table 1. 1673 patients (28.78%) had pressure ulcer, and their average age was 64.34. The proportion of wards vs ICU was 1504 to 169. Their average length of stay was 8.15 days. 4141 patients (71.22%) did not have pressure ulcer, and their average age was 51.89. The proportion of wards vs ICU was 3557 to 564. The average length of stay was 7.89 days (see Table 2). Multivariate logistic regression analysis indicated that a total of 19 important variables of pressure ulcer risk factors exhibited significant statistical differences. These factors are listed in Table 3.

Performance Evaluation of Four Prediction Models

The test results of the four models are listed in Table 3. The SVM model achieves an accuracy of 94.94%, a recall of 93.90%, a precision of 96.90%, and an F1 value of 94.42%. Compared with the SVM model, the DT model obtains better performance in all indicators. Especially, the F1 value is 3.57% higher than that of the SVM model. The RF model achieves the best performance, with an accuracy of 99.88%, a recall of 99.88%, a precision of 99.93% and an F1 value of 99.88%. The excessive high value of the indicators may be related to the overfitting of this model. The indicators of ANN obtain the lowest value among the four models, showing an accuracy of 79.02%, a recall of 87.21%, a precision of 90.89%, and an F1 value of
Table 2 General Information and Maternal Characteristics of Pressure Ulcer Patients

| Variables                      | Pressure Ulcer Group (n=1673) n/ X±s | No Pressure Ulcer Group (n=4141) n/ X±s | P  |
|--------------------------------|--------------------------------------|----------------------------------------|----|
| Gender                         |                                      |                                        |    |
| Male                           | 1031/642                             | 2415/1726                              | 0.020 |
| Female                         |                                      |                                        |    |
| Age (year)                     | 64.34±18.30                          | 51.89±17.55                            | <0.001 |
| Height (cm)                    | 165.82±13.15                         | 163.54±16.09                           | 0.003 |
| Weight (kg)                    | 65.62±12.32                          | 63.96±14.24                            | 0.014 |
| Total intake (mL)              | 1577.66±1917.74                      | 1508.15±2221.84                       | <0.001 |
| Total output (mL)              | 1786.26±1046.73                      | 2105.70±1058.91                       | <0.001 |
| Body temperature (°C)          | 36.78±0.53                           | 36.62±0.64                             | <0.001 |
| Systolic blood pressure (mmHg) | 72.42±10.70                          | 73.12±10.00                            | <0.001 |
| Blood glucose                  | 9.22±2.44                            | 8.61±2.39                              | <0.001 |
| Length of stay (days)          | 8.15±2.87                            | 7.89±3.64                              | <0.001 |
| Stay in bed                    | 279 (16.68%)                         | 215 (5.19%)                            | <0.001 |
| Restraint bands                | 147 (8.79%)                          | 198 (4.78%)                            | <0.001 |
| Surgery                        | 108 (6.46%)                          | 188 (4.54%)                            | 0.003 |
| Diarrhea                       | 127 (7.59%)                          | 192 (4.64%)                            | <0.001 |
| Diabetes                       | 72 (4.30%)                           | 113 (2.73%)                            | 0.002 |
| Fracture                       | 252 (15.06%)                         | 57 (1.38%)                             | <0.001 |
| Norton pressure ulcer assessment |                                      |                                        |    |
| Total Score                    | 13.78±3.14                           | 18.74±2.38                             | <0.001 |
| Incontinence score             | 3.38±0.90                            | 3.96±0.31                              | <0.001 |
| Activity score                 | 1.74±1.04                            | 3.52±0.90                              | <0.001 |
| Mind score                     | 3.75±0.70                            | 3.94±0.33                              | <0.001 |
| Nutritional Assessment         | 1.33±0.95                            | 0.27±0.57                              | <0.001 |
| Acceptance of passive turning over | 1019 (60.91%)                        | 1282 (30.96%)                          | <0.001 |

82.92%. All four machine learning models exhibited an improved performance compared with Norton scale, suggesting that the accuracy of Norton scale for predicting pressure ulcer is worse than that of machine learning model. Indeed, the accuracy and precision of Norton scale are both low. In addition, the AUCs of all four prediction models are higher than 0.95, indicating good fitting effect (see Table 4).

ROC curves of the four models are shown in Figure 3. According to the results, it can be seen that the prediction performance of the four models is quite different, while all the models exhibit acceptable ROC curves and prediction efficiency. Meanwhile, compared with the ANN model, the other three models show higher predictive accuracy and diagnostic value. Besides, the RF model achieves the best prediction performance among the four models. According to the ROC curves, the four machine learning models achieve higher prediction accuracy than the conventional Norton scale (shown in Figure 3). This may be attributed to the multi-variate nature of machine learning model and its training process. Meanwhile, different machine learning models show consistent accuracies, indicating that the prediction performance of machine learning can be improved by data processing. In addition,
Table 3 Logistic Regression Analysis on Important Variables

| Variable                           | Regression Coefficients | SE(b) | Wald value | P value | OR value | 95% CI of OR value |
|------------------------------------|-------------------------|-------|------------|---------|----------|--------------------|
|                                    |                         |       |            |         |          | Lower Limit        |
|                                    |                         |       |            |         |          | Upper Limit        |
| Constant                           | −9.560                  | 4.307 | 4.927      | 0.026   | 1.019    | 1.012              |
| Age                                | 0.019                   | 0.004 | 28.776     | <0.001  | 1.019    | 1.012              |
| Weight                             | 0.012                   | 0.005 | 6.157      | 0.013   | 1.012    | 1.012              |
| Diarrhea                           | 0.626                   | 0.238 | 6.921      | 0.009   | 1.870    | 1.173              |
| Stay in bed                        | 0.933                   | 0.188 | 24.513     | <0.001  | 2.543    | 1.757              |
| Restraint bands                    | 0.381                   | 0.188 | 4.092      | 0.043   | 1.463    | 1.012              |
| Surgery                            | −0.736                  | 0.151 | 23.632     | <0.001  | 0.479    | 0.356              |
| Norton pressure ulcer assessment   |                         |       |            |         |          |                    |
| Total score                        | 2.138                   | 0.308 | 48.081     | <0.001  | 8.486    | 4.637              |
| Norton pressure ulcer assessment   |                         |       |            |         |          |                    |
| Incontinence score                 | −0.833                  | 0.101 | 68.063     | <0.001  | 0.435    | 0.357              |
| Norton pressure ulcer assessment   |                         |       |            |         |          |                    |
| Activity score                     | −1.145                  | 0.069 | 274.010    | <0.001  | 0.318    | 0.278              |
| Norton pressure ulcer assessment   |                         |       |            |         |          |                    |
| Mind score                         | 0.403                   | 0.114 | 12.401     | <0.001  | 1.496    | 1.196              |
| Norton pressure ulcer assessment   |                         |       |            |         |          |                    |
| Acceptance of passive turning over | −0.504                  | 0.021 | 579.498    | <0.001  | 0.486    | 0.385              |
| Nutritional assessment             | 0.539                   | 0.079 | 46.286     | <0.001  | 1.714    | 1.467              |
| Total intake                       | 0.577                   | 0.232 | 6.172      | 0.013   | 1.780    | 1.129              |
| Total output                       | −0.595                  | 0.183 | 10.540     | 0.001   | 0.552    | 0.385              |
| Body temperature                   | 0.215                   | 0.109 | 3.927      | 0.048   | 1.240    | 1.002              |
| Systolic blood pressure            | 0.011                   | 0.004 | 6.536      | 0.011   | 1.011    | 1.002              |
| Blood glucose                      | 0.053                   | 0.017 | 9.569      | 0.002   | 1.054    | 1.019              |
| Diabetes                           | 0.435                   | 0.190 | 5.254      | 0.022   | 1.545    | 1.065              |
| Fracture                           | 1.250                   | 0.165 | 57.475     | <0.001  | 3.490    | 2.526              |

Table 4 Comparison of the Prediction Performance of the Four Pressure Ulcer Prediction Models

| Model (n=2931) | TP  | TN  | FP  | FN  | Accuracy | Recall | Precision | F1 Value | AUC  | AUPRC |
|----------------|-----|-----|-----|-----|----------|--------|-----------|----------|------|-------|
| SVM            | 770 | 2.070 | 41 | 50 | 94.94%  | 93.90% | 96.90%  | 94.42%  | 0.9940 | 0.9103 |
| DT             | 804 | 2.094 | 17 | 16 | 97.93%  | 98.05% | 98.87%  | 97.99%  | 0.9960 | 0.9607 |
| RF             | 814 | 2.075 | 1  | 1  | 99.88%  | 99.88% | 99.93%  | 99.88%  | 0.9999 | 0.9910 |
| ANN            | 648 | 2.016 | 172 | 95 | 79.02%  | 87.21% | 90.89%  | 82.92%  | 0.9590 | 0.8542 |
| Norton scale   | 437 | 1261 | 490 | 850 | 47.14%  | 33.95% | 55.89%  | 39.48%  | 0.5709 | 0.8339 |

**Abbreviations:** TP, true positive; FN, false negative; TN, true negative; FP, false positive; AUC, area under the curve; AUPRC, area under the precision recall curve.
traditional evaluations are inferior to the algorithms based on feature values, and the reason may be that the scale was developed earlier and did not incorporate multiple variables. The machine learning technology has advantages in adjustable algorithm and real-time data.

The result of model calibration is shown in Figure 4. The reliability diagrams of ANN, DT, SVM, and RF all show an S-shape, which are significantly improved after calibration. After calibration, the predicted value of output tends to be distributed in two levels of 0 and 1. Model calibration can significantly improve the performance of pressure ulcer prediction models. Moreover, the RF model still has the best performance after calibration. Model calibration plays an important role in improving the performance of the model, which will make the model more useful in clinical applications, especially as a clinical decision support tool for ulcer risk scoring.

**Discussion**

This study presents a prediction model constructed based on retrospective data. The characteristics of high-risk factors within 48 hours before the occurrence of pressure ulcer are taken into consideration. After weighting these high-risk variables, the model training is constructed and implemented, and an optimal model is selected. The output result gives the probability of pressure ulcer occurring within 48 hours of the data time point (shown in Figure 1). Therefore, when the model captures the data of high-risk variables, it can predict whether the target patient will suffer from pressure ulcer in the next 48 hours.
The related variables related to the occurrence of pressure ulcer in patients are found in this study, including age, weight, total intake, total output, body temperature, systolic blood pressure, blood glucose, diarrhea, stay in bed, restraint bands, surgery, total score of pressure ulcer assessment, acceptance of passive turning over, nutritional assessment, diabetes, and fracture. Several key variables such as age, weight, total intake, total output, body temperature, systolic blood pressure and blood glucose are consistent with those reported in other studies. Systolic blood pressure is highly correlated with pressure ulcers, which may be related to the patient's hemodynamic factors. Diarrhea is an important factor, and it is closely related to pressure ulcer, especially the one occurred around anus. It promotes flushing, edema, and pain of the perianal skin, and can even cause skin ulcers and infections. Bedridden patients are easy to suffer from localized damage to the skin and subcutaneous tissues. This study also found a correlation between bed rest and pressure ulcer. According to a multicenter survey, 31.4% of long-term bedridden patients suffer from pressure ulcer among hospitalized patients. The incidence of pressure ulcer in bedridden patients ranges from 13.3% to 57.6%. The average time of stay in surgery is about 8.6 days (slightly less than the hospital level of 9.1 days in China), which is consistent with the researches. This study found that surgery is related to pressure ulcer, and Aloweni et al confirmed this result. Other studies have confirmed that the limitation and irregular use of the restraint belt are related to pressure ulcer.

The analysis of acceptance of passive turning over, pressure ulcer evaluation, and nutritional evaluation helps us predict the occurrence of pressure ulcer from the perspective of prevention. Conventional scales such as Norton, Breslow, and Waterlow have all evaluated the nutritional status. However, patients receiving treatment in the hospital will receive nutritional intervention treatment and some nursing measures to prevent pressure ulcer, such as turning over. The use of these measures will affect the occurrence of pressure ulcer, making it...
necessary to consider these positive and related measures for predicting pressure ulcer. The advantages of machine learning are related to the database, which makes the response time of variable analysis very fast. Based on the important variables investigated by this research, nurses can save the link of scale evaluation during the pressure ulcer evaluation, which contributes to a reduced evaluation time and more accurate result for pressure ulcer prediction. The selection of important variables related to pressure ulcer is crucial, because it directly affects the accuracy of the feature extraction and output results of the machine learning model. More variables related to pressure ulcer can be exploited to upgrade the model in future research.

Meanwhile, the pressure ulcer prediction models constructed based on these 19 factors have achieved satisfactory prediction performance, and the RF model performs the best. The machine learning model shows a comprehensive predictive ability for pressure ulcer, a complex multi-factor disease. Compared with Norton scale, the proposed machine learning model exhibited an improved prediction performance. It may be that the individual differences of pressure ulcer-related variables cannot reflected by the assessment scales. However, these problems can be handled by machine learning, through obtaining more variable data, performing multi-variable tasks, screening and processing the multi-factor characteristics of pressure ulcer, and outputting prediction results highly correlated with pressure ulcer. Additionally, machine learning adopts more optimized algorithms and more explicit feature extraction, which leads to more optimized data fitting than traditional tools.

In the process of constructing the machine learning prediction model in this study, clarifying the related factors of pressure ulcer is helpful for the model training and make the parameters of the pressure ulcer prediction model more accurate. Three methods are used in this study to improve the prediction performance of the model, including controlling the number of variables, improving the test process, and selecting the appropriate model.29

Logistic regression is exploited to refine the characteristics of risk, reduce low-related variables, and find enough important variables. The low prediction accuracy of the prediction model may be related to the less included factors.30 It is impossible to accurately determine whether the patient is at risk of nursing adverse events with limited factors. But more variables will make the generated machine learning model over-fitted. In this case, a preliminary selection of predictive variables is conducted based on the clinical knowledge. In stage 2 of the model construction, a logistic regression model was used to determine the variables (variables with P<0.05 were selected), so that the number of variables was limited. These variables have a high correlation with pressure ulcer, and the prediction accuracy of the machine learning model is greatly improved. As a current mainstream method, K-fold cross-validation is used in the train set to improve the efficiency of model training.31 For small sample data, the model performance cannot be improved by only setting train and test data sets. The nested use of K-fold cross-validation in the train set can achieve the expected prediction effect.32 Also, the verification in the train set can maximize the use of data to a certain extent, for the amount of pressure ulcer data in this study is not very huge.

The comparison between models is also an important way to improve model’s prediction performance. Different machine learning algorithms are suitable for different clinical problems, and pressure ulcer prediction on digital medical record data is often regarded as a linear fitting problem or classification problem. Previous studies usually selected the best model by comparing the performance of multiple models.33,34 Because the machine learning model has different degrees of adaptation when processing different data types. The most common machine learning models are compared to find the subtle differences in the models. Through evaluations of the four models for predicting pressure ulcer adverse event, it was found that the accuracy and recall of the four models were high. RF model showed superior performance than the traditional prediction models. This study adopted a similar method for constructing the pressure ulcer model and obtained similar findings.35,36 Alderden et al also demonstrated that the machine learning model achieved high accuracy for predicting pressure ulcer, and random forest model obtained the best performance (AUC=0.79).37 However, more factors are considered in this study, which can better analyze the risk of pressure ulcer. The random forest model proposed by Hu et al provided a good inspiration for pressure ulcer prediction. In this study, the average precision of DT, logistic regression and RF is 0.969, 0.799, and 0.998, respectively.38 It indicates that the random forest algorithm is more efficient in processing classification problems. In addition, other studies use decision tree models to predict pressure ulcer.39 However, DT is not as good as RF in fitting. The low predictive ability of the ANN model shows that there may be an “overfitting” phenomenon. Also, the 19 variables may bring a large computational burden for the ANN model. The performance of ANN on categorical variables is not as good as that of other models. Therefore, not all machine learning models are suitable for...
pressure ulcer prediction, suggesting that researchers need to be more cautious in choosing machine learning models for making disease predictions in the future.

Limitations of the Study

At the time of writing this paper, the electronic medical system contains text description rather than image of the pressure ulcer of the patient, and the description content could not be unified. In this case, it can be determined whether the patient has a pressure ulcer, but the classification and prognosis of pressure ulcer are hard. In the future, the description of pressure ulcer event needs to be standardized in the electronic form. At the hospital where the study is located, the incidence of pressure ulcer is only 2.5%, while the average incidence reported is 0.4%–38%. Due to heavy workload, nurses may neglect the care for patients, especially some patients with mild pressure ulcer or patients about to be discharged. This reduces the model’s ability to identify mild pressure ulcers, and this issue remains to be confirmed. Therefore, single-center research may make the processing of diverse data a challenge, requiring more case data from multiple centers. This challenge could further limit the initial clinical application of the proposed model. Additionally, there is no consensus on the risks of pressure ulcer so far. Although many factors are included in this study, the risks taken into consideration for constructing the pressure ulcer prediction model cannot cover all potential pressure ulcer risks. Limited to the hospital digital medical record database, only a strong correlation exists between the model’s inference and the characteristics, but it is still impractical to draw a complete causal relationship. Finally, it is essential to build a model based on a new pressure ulcer medical record database that covers all factors in the future, and the use of multi-center data may significantly promote the clinical application of the model constructed in this study.

Conclusion

Four machine learning models for predicting the pressure ulcer adverse events are studied in this paper. Experimental results based on the common evaluation indicators show that the four models achieve high capabilities in predicting pressure ulcer adverse events. Also, the horizontal comparisons of the models show that the random forest and the decision tree model have better prediction performance and are more suitable for predicting pressure ulcer adverse events. The construction of the pressure ulcer adverse event prediction model provides new early warning tools for pressure ulcer risk in the clinic and improves the feasibility of personalized care. Although the machine learning has been widely used to predict many diseases, there are few cases for pressure ulcer prediction. The pressure ulcer prediction model based on machine learning can be used as a pressure ulcer prevention tool with broad prospects.
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