Fidelity of Cyber-Physical Empirical Methods

A Control System Perspective

T. Sauder

Received: 26 August 2019 / Accepted: 1 April 2020 / Published online: 19 May 2020
© The Author(s) 2020

Abstract
Cyber-physical empirical methods enable to address problems that classical empirical methods alone, or models alone, cannot address in a satisfactory way. In CPEMs, the substructures are interconnected through a control system that includes sensors and actuators, having their own dynamics. The present paper addresses how the fidelity of CPEMs, that is the degree to which they reproduce the behaviour of the real system under study, is affected by the presence of this control system. We describe an analysis method that enables the designer of a CPEM to (1) identify the artefacts (such as biases, noise, or delays) that play a significant role for the fidelity, (2) define bounds for the describing parameter of these artefacts ensuring high-fidelity of the CPEM, and (3) evaluate whether probabilistic robust fidelity is achieved. The proposed method is illustrated by considering a substructured slender structure subjected to dynamic loading.
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Introduction
Cyber-physical empirical methods (CPEMs) are empirical methods in which the dynamical system under study is partitioned into physical and numerical substructures. The behaviour of the physical substructures is partly unknown, while the numerical substructures are described by validated computational models. The substructures interact with each other through a control system. CPEM therefore augment classical empirical methods with validated numerical models, to address problems that classical empirical methods alone, or models alone, can not conveniently or reliably address. This is for example the case: (Issue 1) when the dynamical system under study is "ill-conditioned", i.e. when it contains a large span of characteristic spatial dimensions and/or time constants. In that case, the part of the system that does not fit in the laboratory, or whose dynamics is slow, can advantageously be replaced by a numerical model. (Issue 2) when scaling effects should be tackled. Scaling laws, used in classical empirical methods, aim at preserving the balance, at small scale, between two effects that are known to be of importance for the full-scale system. When other effects, disregarded by the chosen scaling law, play an important role too, so-called scaling effects occur, which may reduce the confidence in experimental results. A CPEM might alleviate this issue by isolating, in the numerical substructures, the parts of the system that cause scaling issues. (Issue 3) when component testing should be performed, that is when the focus is on the performance of a specific uncertain substructure, that is interacting with the other substructures as part of a complex system.

CPEM have been concurrently developed and applied in earthquake engineering [1], thermomechanics [2], aerospace engineering [3], in the automotive industry to develop engines [4], car suspensions [5], or more generally to investigate chassis dynamics and vibrations [6]. Other examples of applications of CPEM include studies of the acoustic footprint of ships [7], of the dynamical behaviour of offshore wind turbines [8], and of complex electrical power systems [9].

In the following, we will postulate that the performance of the system under study is quantified through Quantities...
Fidelity may be jeopardized by factors which are related to each component of the CPEM represented in Fig. 3 (including the substructures themselves), but in the present paper, we will focus on the role of the control system that interconnects the substructures. In [11, Chapter 1], an example from the field of fluid mechanics (sloshing) shows how the control system could cause a severe loss of fidelity, which might not be noticed by the experimentalist. The influence of the control system on fidelity can be studied by various approaches, the choice of which depends on (1) the nature of the control system, and the way it is modeled, (2) the way the physical and numerical substructures are modelled, and (3) the choice of indicators representing the fidelity. These aspects have been reviewed in details in [11, Chapter 1].

Our conclusion is that (1) *Heterogeneous* types of artefacts (such as delays, noise, sensor calibration errors, and actuator saturation) may occur simultaneously leading to problems which become intractable by purely analytical methods. However, all of these artefacts should be included in a fidelity analysis, if they cannot be eliminated. (2) Artefacts may be *non-deterministic*, such as noise and sporadic signal loss (3) The artefacts may interact with substructures that exhibit a complex behaviour, which should be modeled properly. In the example mentioned above, the observed bifurcation phenomenon, that causes the loss of fidelity can only be captured if a nonlinear sloshing model is used to describe the behaviour of the physical substructure. (4) The fidelity should be evaluated based on the actual QoI, and not based on the actuator’s performance, since there might not be continuity, in a mathematical sense, between the two quantities.

This paper gathers, in a concise and accessible way, the contributions of the author about this subject published in the PhD thesis [11], and in the journal articles [12] and [13]. These contributions are the following ones. (1) We provide a unified and quantitative definition of the fidelity of a CPEM, which fits to a wide class of applications. (2) We present a method to systematically identify and rank the control system-induced artefacts that jeopardize the most the fidelity. This information is of great operational relevance when designing a CPEM. (3)
We present a framework to verify the probabilistic robust fidelity of cyber-physical empirical setups, and to derive fidelity bounds, which can be used as specifications to the control system. The proposed analysis method is non-intrusive, and thus not limited to analytic models, which allows its application to the wide class of dynamical systems represented in CPEM. It can handle an arbitrary number and type of artefacts, which exhibit parametric uncertainty. And finally, the method is computationally efficient, even for high-dimensional and high-reliability problems, as it is based on modern surrogate modelling and active learning techniques.

The paper is organized as follows. The method is described in Sections “Fidelity of a CPEM” and “Analysis”. It is then applied to study the fidelity of the active truncation of a slender structure, in the section entitled “Example: Active Truncation of a Slender Marine Structure”.

**Fidelity of a CPEM**

Let \( s \) denote the total number of substructures in the substructural partition. Given a duration \( T > 0 \), let \( \tau(t) = (\tau_1(t), \ldots, \tau_s(t)) \) represent an exogenous excitation, with support \([0, T]\), acting on the substructural partition. A generic way of modelling the ideal substructured system, which is suitable for most existing applications of CPEMs, is the following interconnected system:

\[
\forall i \in \mathbb{N}_s, \quad \dot{x}_i = f_i(x_i, u_{ij}, \tau_i) \tag{1}
\]

\[
y_i = h_i(x_i) \tag{2}
\]

and

\[
\forall i \in \mathbb{N}_s, \forall j \in \mathbb{N}_s \setminus \{i\}, \quad u_{ij} = y_j \tag{3}
\]

where \( x_i \) is the internal state of substructure \( \Sigma_i \), \( y_i \) its output, and \( u_{ij} \) is the input to \( \Sigma_i \) originating from \( \Sigma_j \). A block diagram of this interconnected system is presented, for \( s = 3 \), in Fig. 4. The \( y_i \) and \( u_{ij} \) are related to the power continuously exchanged between the substructures. If \( y_i \) represents a flow, then \( \forall j \neq i, u_{ij} \) represent efforts, and vice versa. The behaviour of the system described by equations (1–3), is in principle similar to the behaviour of the real system. However, it does not account for the effect of the control system.

**Definition 2** An artefact \( \Delta_{ij} \) is a parametrized function describing the effect the control system on the connection between the output of substructure \( \Sigma_j \) and the input of \( \Sigma_i \).

Artefacts are not necessarily first principles-based models of the components of the control system, but model the consequences, on the exchanged signals, of including these components in the substructural partition. In other words, two components of the control system of different natures, such as a communication link or an actuator, could in a first approximation, be modelled by the same artefact, such as a time delay.

An artefact \( \Delta_{ij} \) consists in general of a combination of elementary artefacts of various natures (heterogeneous), which simultaneously affect the signal. The effect of selected elementary artefacts on a reference signal is shown in Fig. 5. More examples of elementary artefacts, together with their possible sources, are given in [11, Chapter 3].

The properties of each elementary artefact are described by one or several parameters denoted \( \theta_i \) with support \( \mathcal{D}_i \subset \mathbb{R} \), as exemplified in Table 2.

The artefact \( \Delta_{ij} \) presented in Fig. 6 consists of five elementary artefacts, and is parametrized by six values: the scaling factor, bias value, noise variance, duration of the delay, probability of occurrence of the signal loss, and inverse duration parameter of the signal loss. The effect of such a "composite" artefact on an input signal is illustrated in Fig. 7.

The ideal interconnection represented in Fig. 4 can now be modified, to model the effect of the control system on the signals. This is done as shown in Fig. 8. Equations (1) and (2) remain valid, but the relationship equation (3) between

\[\text{Fig. 4} \quad \text{Block diagram of the ideal substructured system, with } s = 3.\]

Note that, for clarity, the outputs \( (y_i)_{i \in \{1, 2, 3\}} \) are doubled.

---

1This reference also discusses how to handle artefacts that intrinsically involve randomness, such as noise or signal loss/jitter.
We will now define the fidelity, in a quantitative manner, as
\[
(\gamma_q)_{q}
\]
then
\[
M = \text{all interconnections in Fig. 8, then}
\]

describing the elementary artefacts in all artefacts in Fig. 6.

Definition 3 The fidelity \( \phi \) is defined as
\[
\phi : \mathcal{D} \rightarrow \mathbb{R} \\
\theta \mapsto -\frac{1}{2} \log \sum_{q \in \mathbb{N}_0^*} \gamma_q^2 \left( (x_i | \theta(t), \bar{x}_i(t))_{i \in \mathbb{N}_1^*}, t \in [0, T] \right)
\]

The rationale behind the proposed definition is the following. (1) Each \( \gamma_q \) function compares selected QoI derived from the states \((x_1, x_2, ..., x_s)\) with the corresponding QoI derived from \((\bar{x}_1, \bar{x}_2, ..., \bar{x}_s)\). If all states \(x_i\) converge towards \(\bar{x}_i\), then all \(\gamma_q\) tend to zero, and \(\phi \to \infty\). Fidelity quantifies therefore the capability of the CPEM to generate QoIs that are similar to the real system, when subjected to same excitation. (2) The reciprocal is however not true: high fidelity can be achieved even if some states \(x_i\) which are not of interest, i.e. not included in the calculation of any \(\gamma_q\), differ from \(\bar{x}_i\). This is a major difference with the concept of resilient cyber-physical systems (see e.g. [14]). A high fidelity value does not imply a correct estimation of the complete state \((x_i)_{i \in \mathbb{N}_1^*}\) in presence of artefacts, but rather a correct estimation of selected state-derived quantities. (3) If the setup becomes unstable because of the introduced artefacts, some \(\gamma_q\) may blow up in some domains of \(\mathcal{D}\). On the other hand, when studying high-fidelity setups, we may be interested in emphasizing the difference between small values of the \(\gamma_q\). The logarithm in equation (6) is introduced for this reason. (4) A sum of the squares, rather a minimum function, is used in equation (6) to combine the cost functions \(\gamma_q\), which preserves the smoothness properties of the functions \(\gamma_q\), which can also be derived quantities, such as statistical moments, parameters of extreme value distributions, or derived transfer

![Fig. 5](image-url) Effect of elementary artefacts on a reference signal. The parameter(s) \(\theta_i\) of each elementary artefact is/are given in parenthesis.

![Fig. 6](image-url) Synthesis of an artefact \(\Delta_{ij}\) from elementary artefacts.

\[\forall i \in \mathbb{N}_0^*, \forall j \in \mathbb{N}_1^* \setminus \{ i \}, \forall t > 0, \quad u_{ij}(t) = \Delta_{ij} \left( (y_j(t'))_{t' \in [0, t]}, \theta \right)\]
functions. The QoI should obviously be selected carefully, and in accordance with the purpose of the tests: the fidelity, calculated from the extrema of a signal for instance, will convey a very different type of information from the fidelity calculated from the complete time series.

To be meaningful, a fidelity value should always be related to a given CPEM, and stated together with the excitation τ and the selection/cost functions \( y_q \) that have been used to compute it.

The concepts introduced in this section enable us to define, in a quantitative manner, the fidelity \( \phi \) of a CPEM.

Our objective is to investigate how the control system, modelled by the artefacts \( \Delta_{ij}(\theta) \), may deteriorate the fidelity. Even if CPEM are developed in a controlled laboratory environment, some uncertainty is entailed to the artefacts: sensor noise variance, or the interconnection delays between the substructures, remain for example uncertain at the design stage, may vary during the execution of the experiment, and can only be quantified accurately \textit{a posteriori}, i.e. when the experiment has ended. However, the amount of uncertainty on these quantities can be estimated \textit{a priori} from expert judgment or dedicated surveys, and therefore modeled within a probabilistic framework.

**Assumption 1** The artefact parameter \( \theta \) is the realization of a multidimensional random variable \( \Theta_1 \) with a known, but arbitrary, distribution \( f_{\Theta_1} \).

The main research questions (RQ) treated in this paper can now be formulated as follows:

- **(RQ1) Sensitivity**: which component of \( \Theta \) does influence the most \( \phi(\theta) \)?
- **(RQ2) Probabilistic robust fidelity**: given a minimum admissible fidelity \( \phi_{adm} \in \mathbb{R} \), and given a maximum acceptable probability of failure \( \epsilon_{adm} \in (0,1) \), does \( P[\phi < \phi_{adm}] \leq \epsilon_{adm} \) hold?
- **(RQ3) Fidelity bounds**: what is the set of artefact parameters \( \theta \) which leads to \( \phi(\theta) > \phi_{adm} \)?

Before addressing these RQ, let us first define the following sets.

**Definition 4** The domain of failure of a CPEM is the set \( \mathcal{D}_f \subset \mathcal{D} \) defined by:

\[
\mathcal{D}_f := \{ \theta \in \mathcal{D} | \phi(\theta) \leq \phi_{adm} \} \tag{7}
\]
Definition 5 The limit state surface \( \mathcal{L} \subset \mathcal{D} \) is defined by

\[
\mathcal{L} := \{ \theta \in \mathcal{D} | \phi(\theta) = \varphi_{\text{adm}} \} \tag{8}
\]

We notice that addressing (RQ2) and (RQ3) is equivalent to identifying \( \mathcal{D}_f \). Indeed, identifying \( \mathcal{D}_f \) answers immediately RQ3 since the \( \theta \) leading to sufficiently high fidelity are found in \( \mathcal{D} \setminus \mathcal{D}_f \). Then, letting \( \mathbb{I}_{\mathcal{D}_f}(\theta) \) be the indicator function for \( \mathcal{D}_f \), the probability of failure of a CPEM, involved in (RQ2), can simply be evaluated from

\[
P_f := \int_{\mathcal{D}_f} f_\theta(\theta) d\theta = \int_{\mathcal{D}} \mathbb{I}_{\mathcal{D}_f}(\theta) f_\theta(\theta) d\theta \tag{9}
\]

We will discuss the choice of the value of \( \varphi_{\text{adm}} \) in Section “Example: Active Truncation of a Slender Marine Structure”.

Analysis

We will address our RQ by using surrogate modeling techniques, particularly suitable for uncertainty quantification purposes. Surrogate models are functions that can be quickly evaluated, and mimic the behaviour of a target function, here \( \phi(\theta) \), over its whole domain of definition, or over part of it. Due to space constraints, this paper will provide only the minimum mathematical background necessary to understand the principle of the analysis. For more details on the employed techniques, the interested reader may consult [11, Chapter 2] and the references therein for more details. The fidelity analysis method we propose is presented as a flow chart in Fig. 9, and described in the following.

Step 1: Sampling The functions \( f_i \) describing the substructure dynamics, and hence involved in the calculation of \( \phi \), may be non-analytical or so-called black boxes. A sampling-based approach must therefore be employed to address our problem. We therefore start by generating \( N \) samples of \( \Theta \) in \( \mathcal{D} \) by using a space-filling sampling method such as Latin Hypercube Sampling (LHS).

\[
\theta := (\theta(1), \theta(2), \ldots, \theta(N))^T \tag{10}
\]

For each sample \( \theta \), the interconnected system including artefacts (represented in Fig. 8), when subjected to \( \tau \), is co-simulated.\(^3\) The fidelity \( \phi(\theta) \) is obtained for each \( \theta(i) \) by comparing the result of this co-simulation to the one without artefacts (Fig. 4) using equation (6). We let

\[
\mathcal{F} := [\phi(\theta(1)), \phi(\theta(2)), \ldots, \phi(\theta(N))]^T \tag{11}
\]

Step 2: Sensitivity Analysis For nonlinear functions such as \( \phi(\theta) \), the sensitivity to \( \theta \) may be radically different in different regions of \( \mathcal{D} \). This rules out the use of local sensitivity analysis methods (considering e.g. the gradient of \( \phi \) at a given point), especially when there are uncertainties regarding the value of \( \theta \). The global sensitivity of \( \phi(\Theta) \) can however be studied by Analysis of Variance (ANOVA), i.e. by determining how much of the variance of \( \phi(\Theta) \) can be attributed to each component of \( \Theta \). Indeed, if fixing some component of \( \Theta \) to their "true" value significantly reduces the variance of \( \phi(\Theta) \), then it can be concluded that the sensitivity to this component is large. If, on the contrary, a component is left free to vary over its whole range of uncertainty without causing large variations of the variance of \( \phi(\Theta) \), then this component has no global influence on \( \phi \) and could be fixed.

To practically perform the ANOVA, we will make use of Sobol’ indices [16], which satisfy

\[
\sum_{i=1}^{M} S_i + \sum_{1 \leq i < j \leq M} S_{ij} + \ldots + S_{1,2,\ldots,M} = 1 \tag{12}
\]

The \( S_i \) are called first-order Sobol’ indices, \( S_{ij} \) second order Sobol’ indices, and so on. \( S_i \) measures the proportion of the variance of \( \phi(\Theta) \) that is due to \( \Theta_i \) only, and \( S_{ij} \) describes the proportion of the variance of \( \phi(\Theta) \) that is due to \( \Theta_i \) and \( \Theta_j \), but cannot solely be explained by individual variations of \( \Theta_i \) or \( \Theta_j \).

The fact that \( S_i = 0 \) is a necessary, but not sufficient, criterion to conclude on the insensitivity of \( \phi \) to the \( i \)th component of its input. Indeed, this component could play a significant role in interaction with another component.

\(^3\)Co-simulation of the system under study is not detailed in this paper, the interested reader might consult [11, Chap. 3 and 4]
which would be visible by examining the higher-order Sobol’ indices.

**Definition 6** The total Sobol’ index $S_T$ is defined as the sum of all Sobol’ indices in equation (12) that involve the parameter $i$.

$S_T$ quantifies the total effect of an input parameter, either alone, or in combination with others. $S_T = 0$ is then a necessary and sufficient condition to conclude that $\Theta_i$ is non-influential. Furthermore, by ranking the $S_{T,i}$, the components of $\Theta$ having the greatest impact on the variations of $\varphi$ can be identified. Also, by comparing each $S_{T,i}$ to $S_i$, it is possible to evaluate whether $\Theta_i$ influences $\varphi$ alone (in the case $S_i \approx S_{T,i}$), or jointly with other components of $\Theta$.

When they were introduced, the Sobol’ indices were computed using Monte-Carlo simulation [17]. This proved to be quite time consuming, and higher-order Sobol’ indices were rarely accessible in practice. Recently, [18] put in evidence the analytical connection between the coefficients of the Polynomial Chaos Expansion (PCE) of $\varphi(\Theta)$, and the Sobol’ indices. In other words, once a PCE model was established, the Sobol’ indices could be obtained at practically no cost. Thanks to this finding and new methods to efficiently compute sparse PCEs [19], PCE has become an intermediate choice for global sensitivity analyses. More details about this are given in [11, Chapter 2].

Back to our problem, by using $\mathcal{E}$ and $\mathcal{F}$ defined in equations (10) and (11), a PCE-based surrogate model of $\varphi$ is constructed, and the sensitivity of $\varphi$ to the components of $\Theta$ can be expressed through the Sobol’ indices derived from the PCE. This answers (RQ1). Note that the the expected fidelity $E[\varphi(\Theta)]$ and the associated uncertainty $\text{Var}[\varphi(\Theta)]$ are also directly linked to the coefficients of the PCE.

**Step 3: Reliability Analysis** We stated in the end of Section “Fidelity of a CPEM” that (RQ2) and (RQ3) could be solved simultaneously through the identification of $D_f$. However, at the present stage, the information gathered on $\varphi$ is insufficient for this purpose. Indeed, the sampling $\mathcal{E}$ was so far aimed at filling the space $\mathcal{S}$, so if $E[\varphi]$ was well above $\varphi_{\text{adm}}$ and $\text{Var}[\varphi]$ was small, none or only few of the samples of $\Theta$ in $\mathcal{E}$ might land into $D_f$, i.e. yield too low fidelity.

The strategy to resolve the limit state $\mathcal{L}$ (boundary of $D_f$, see Definition 5) is the following. We stepwise add samples of $\Theta$, i.e. enrich $\mathcal{E}$, in locations that are believed to be close to $\mathcal{L}$ (we will come back to that in the next paragraphs, since $\mathcal{L}$ is a priori unknown) and create a surrogate model, whose accuracy near $\mathcal{L}$ step-by-step increases. Once established, this surrogate model can be interrogated to find out if a given $\theta$ is in $D_f$ or not, which answers (RQ3). Furthermore, Monte-Carlo Simulations, using a large number of auxiliary samples can be performed since the cost of evaluating the surrogate model is much lower than the cost of evaluating $\varphi(\theta)$ itself. The enables us to evaluate $P_f$ from equation (9), verify probabilistic robustness of the setup, and answer (RQ2).

The surrogate model used in this step is a so-called Polynomial Chaos Kriging (PCK) model. Details regarding the structure of this model, the method to determin its coefficients based on $\mathcal{E}$ and the corresponding values of $\varphi$ can be found in [20] and in [13]. The key aspect of this surrogate model is that it associates, to any $\theta$, not only an estimated value of $\varphi$ (denoted $\mu_X(\theta)$) but also an uncertainty on this value (through a variance denoted $\sigma_X^2$).

Once the PCK surrogate model of $\varphi(\theta)$ is identified based on the available samples in $\mathcal{E}$, additional relevant samples of $\Theta$ can iteratively be generated to enrich $\mathcal{E}$, in strategic locations, characterized by a large probability of misclassification $P_m$:

$$P_m(\theta) := \Phi \left( \frac{|\mu_X(\theta) - \varphi_{\text{adm}}|}{\sigma_X(\theta)} \right)$$

where $\Phi$ is the standard normal cumulative distribution function. $P_m(\theta)$ estimates the probability of the PCK model to predict that $\theta$ is in $D_f$ while it is actually not, or vice-versa. From equation (13), we see that large values of $P_m(\theta)$, correspond to regions of $\mathcal{D}$ where (1) $\theta$ is close to $\mathcal{L}$, since $\varphi$ is probably close to $\varphi_{\text{adm}}$, and/or (2) there is a large epistemic uncertainty (due to lack of data in $\mathcal{E}$) on the value of $\varphi(\theta)$.

This is in the region where $P_m$ is large that we select $K \in \mathbb{N}^*$ new samples of $\Theta$, and add them to $\mathcal{E}$. The newly obtained set $\mathcal{E}'$ is used to establish a new PCK model, and generate $K$ new samples that will be added to $\mathcal{E}'$, and so on. Step-by-step, the boundary $\mathcal{L}$ between high- and low-fidelity regions becomes more precise, and the accuracy of $P_f$ increases. More details on this method called Adaptive Kriging can be found in [21].

**Step 4** The PCE and PCK surrogate models established in Steps 2 and 3, respectively, can also be used to perform online, or a posteriori, fidelity assessment of a test based on measured or estimated values of $\theta$. The PCK model will be a good classifier when $\theta$ is near the boundary of $D_f$, and adequate if we wish to know whether sufficient fidelity has been achieved. The PCE model can be used when $\theta$ takes higher probability values to estimate the achieved fidelity value.

Note also that using the defined surrogate models, an optimal control system design can be found as the one minimizing some cost function $c(\theta)$ representing e.g. the cost of the control system (increasing with its performance).
while maximizing the fidelity, and with a hard constraint on
the minimum fidelity:

\[
\begin{align*}
\text{minimize} & \quad w_1 c(\theta) - w_2 \hat{\varphi}_{\text{PCE}}(\theta) \\
\text{subject to} & \quad \hat{\varphi}_{\text{PCK}}(\theta) - \varphi_{\text{adm}} \geq 0
\end{align*}
\]  (14)

where \(w_1\) and \(w_2\) being positive weights.

In the present work, the surrogate models have been
established by using the UQLab software [22]. The reader
is referred to [23] for the documentation of UQLab related
to PCE, to [24] for sensitivity analysis, to [25] for PCK, and
to [26] for rare events estimation, and Adaptive Kriging
in particular.

**Example: Active Truncation of a Slender Marine Structure**

During the design of a floating structure (such as an
oil production platform, or a floating wind turbine),
hydromechanical model testing is usually performed at a scale
\(\lambda < 1\) to validate the numerical models used by the designer,
to study of specific complex physical phenomena, and to
eventually perform a final verification of the design [27].

Slender marine structures such as mooring lines, risers, or
power cables connect then the floating structure to the sea
bed. Testing a structure in ultradepth water at a typical scale
\(\lambda = 1/60\) would require a laboratory with a diameter of at
least 100 m and a water depth of 50m, which is much larger
than any of the existing ocean basins.

*Active truncation* of the slender marine structures is one
of the possible ways of alleviating this issue [11, Chapter 4].
The truncated part of the slender marine structure, denoted
\(\Sigma_2\) and depicted in blue in Fig. 10, becomes a numerical
substructure, simulated using the finite element method.
The connection between the physical substructure (\(\Sigma_2\), in
red) and the numerical substructure happens through a set
of sensors and actuators, located at the truncation point, in
other words on the floor of the hydrodynamic laboratory.

In this section, we will investigate the fidelity of the active
truncation setup. This will illustrate the capabilities of the
generic fidelity analysis method presented in the previous
section, when multiple, heterogeneous and random artefacts
are involved.

We will consider a simple taut polyester mooring line, as
depicted in Fig. 10. The properties of the mooring line are
given in Table 1. Without loss of generality, we assume that
the problem is two dimensional, and we define a direct \(x-\)
\(z\) coordinate system, whose \(z\) axis is vertical and pointing
upwards. The water depth is \(D=1200\) m. The bottom of
the hydrodynamic laboratory, where sensors and actuators
are installed, is located at a water depth of \((1 - \alpha) D\lambda
= 4\) m. Active truncation is to be performed as shown in
Fig. 10, with a truncation ratio (proportion of the depth that
is covered by the numerical model) of \(\alpha=0.8\).

The fidelity of active truncation will be evaluated by
studying the response of this slender marine structure to an
external excitation \(\tau(t)\), with a duration \(T = 200\) s. This
load is designed to be representative, in terms of amplitude,
frequency content and direction, of a severe load that can
be encountered during the testing of a floating system.

The **dynamic** part of \(\tau(t)\) represents wave loads transferred
from the floater to the slender structure, and is therefore
applied to the top of the line. It has two components. The

| Parameter and symbol | Value |
|----------------------|-------|
| Length \(L\)         | 1934 m |
| Diameter \(d\)        | 264 mm |
| Mass per unit length \(m\) | 44.7 kg/m |
| Young modulus \(E\)   | 8.513 GPa |
| Submerged weight per unit length \(w\) | 93.2 N/m |
| Rayleigh damping coefficient \(\alpha_2\) | 4.77 \times 10^{-2} s |
| Top tension module \(T_0\) | 2500 kN |
| Top tension angle \(\gamma_0\) | 50 \(^\circ\) |
| Normal added mass coefficient \(C_m\) | 1.0 |
| Normal drag coefficient \(C_d\) | 1.6 |
| Axial stiffness       | 241.0 kN/m |
| Longitudinal wave velocity \(c_l\) | 3328 m/s |
| Transverse wave velocity \(c_t\) | 157.5 m/s |
The first low-frequency component mainly acts axially, has an amplitude of 1 MN, and a frequency content sweeping [0, 0.02] Hz. It mimics the effect of second-order difference-frequency wave loads on the floater. The superimposed wave-frequency component has an amplitude of 250 kN, a frequency content sweeping [0.0, 0.2] Hz, and a direction with constant rate of change. Time series of the described top load can be seen on the upper plot in Fig. 14. This dynamic load comes in addition to the static top tension applied to the sea bottom, and is then more relevant when the focus is on the loads at the anchors. If both aspects are important, \( \varphi_1 \) and \( \varphi_2 \) could easily be combined into a single indicator. In the following, we use \( \varphi \) to designate either \( \varphi_1 \) or \( \varphi_2 \), for conciseness.

Let us now move to the artefacts describing the control system. As shown in Fig. 11, ten individual artefacts, parametrized by \( M = 12 \) parameters, are assumed to affect the setup. Each component of the force measurement is assumed to be contaminated by calibration error (gain), bias, and noise. In the acquisition process, the force signals can be delayed, or lost, before entering the numerical substructure. A signal loss artefact, affecting the output of the numerical substructure, models the fact that nonlinear iterations in the numerical substructure may not complete on time. An additional delay on the actuation side models computation delay artefacts, affecting the input of the numerical substructure. Letting \( \tau(t) \) be defined as the delay on the actuation side, models computation. The truncation point is located at the end of the physical substructure, above the point of articulation. The truncation point is subject to artefacts described by \( \theta(t) \). Letting \( \varphi \) be their ideal counterparts, obtained by simulation of the substructured system, subjected to artefacts described by a parameter \( \theta \) that will be defined later on. Letting \( \bar{V}_{x,top} \) and \( \bar{F}_{x,bottom} \) be their ideal counterparts, obtained by simulation of the system without artefacts, the first fidelity indicator can be written, consistently with equation (6)

\[
\varphi_1(\theta) := \frac{1}{2} \log_{10} \left( \gamma^2_{Vx}(\theta) + \gamma^2_{Vz}(\theta) \right)
\]

where

\[
\gamma^2_{Vx}(\theta) := \frac{\int_0^T (V_{x,top}(t|\theta) - \bar{V}_{x,top}(t))^2 dt}{\int_0^T \bar{V}_{x,top}(t)^2 dt}
\]

\[
\gamma^2_{Vz}(\theta) := \frac{\int_0^T (V_{z,top}(t|\theta) - \bar{V}_{z,top}(t))^2 dt}{\int_0^T \bar{V}_{z,top}(t)^2 dt}
\]

\( \varphi_1 \) quantifies how well the top end of the structure responds to the prescribed external load \( \tau \), and thus how well the substructured system manages to replicate the mechanical impedance of the slender structure. \( \varphi_1 \) is therefore important when motions of the floater are investigated.

The second fidelity indicator is defined by

\[
\varphi_2(\theta) := -\frac{1}{2} \log_{10} \left( \gamma^2_{Fx}(\theta) + \gamma^2_{Fz}(\theta) \right)
\]

where

\[
\gamma^2_{Fx}(\theta) := \frac{\int_0^T (F_{x,bottom}(t|\theta) - \bar{F}_{x,bottom}(t))^2 dt}{\int_0^T \bar{F}_{x,bottom}(t)^2 dt}
\]

\[
\gamma^2_{Fz}(\theta) := \frac{\int_0^T (F_{z,bottom}(t|\theta) - \bar{F}_{z,bottom}(t))^2 dt}{\int_0^T \bar{F}_{z,bottom}(t)^2 dt}
\]

\( \varphi_2 \) quantifies how well the external load is transferred to the system, and is then more relevant when the focus is on the outputs of the control system. In the acquisition process, the force signals can be delayed, or lost, before entering the numerical substructure. A signal loss artefact, affecting the output of the numerical substructure, models the fact that nonlinear iterations in the numerical substructure may not complete on time. An additional delay on the actuation side models computation delay artefacts, affecting the input of the numerical substructure.
and communication processes. It is assumed that some delay-compensation techniques have been applied, see e.g. [28], so that only values of the residual delay are considered here.

The artefacts and their probabilistic description are summarized in Table 2. Estimates of upper bounds, lower bounds, mean values, or standard deviations of the \( \theta_i \) parameters were obtained from the experimental work reported in [28], and the maximum entropy principle was used to define \( f_\Theta(\theta) \).

**Sampling and Uncertainty Propagation**

As described in Section “Analysis”, the first step is to sample \( \Theta \) and \( \phi(\Theta) \). A set \( \mathcal{E} \) of \( N = 512 \) samples of \( \Theta \) is generated with the space-filling LHs method. \( \phi(\Theta) \) is evaluated by co-simulation for each sample in \( \mathcal{E} \). These co-simulations might be rather time consuming since they involve iterations (1) due to nonlinearities when simulating the dynamics of each substructure, but also (2) to achieve equilibrium and compatibility between the substructures, while accounting for the artefacts. This is detailed in [11, Chapter 4]. However these \( N \) co-simulations are independent of each other and can therefore be performed in parallel.

Figure 12 represents a scatter diagram of \( \phi_1 \), plotted against each component of \( \theta \), i.e. representations in “slices” of the 12-dimensional space containing \( \theta \). From this representation, it is rather difficult to identify clear trends in the behaviour of \( \phi \), or interactions between components of \( \theta \) influence this behaviour. This is where the Sobol’ indices prove useful.

The distributions of \( \phi_1 \) and \( \phi_2 \) (and of an additional indicator \( \phi_3 \) that will be introduced later on), estimated from \( \mathcal{E} \) are plotted in Fig. 13. Quantile-quantile plots (not shown here) show that these distribution deviate significantly from Gaussian distributions. They have heavier tails, which makes the estimation of probabilistic robustness difficult, based on the sole sample set \( \mathcal{E} \). This is where the Adaptive Kriging process will come into play.

Based on the initial set \( \mathcal{E} \), a Polynomial Chaos Expansion of \( \phi(\Theta) \), denoted \( \hat{\phi} \) is established. It consists of 58 orthogonal polynomial terms,\(^4\) that represent best \( \phi \), in the sense that it minimizes an error metric based on \( \mathcal{E} \). The values of \( E[\hat{\phi}(\Theta)] \) and \( \text{Var}[\hat{\phi}(\Theta)] \) estimated from the coefficients of the PCE, and from \( \mathcal{E} \) directly, match and are equal to:

\[
E[\hat{\phi}_1(\Theta)] = 1.32 \text{ and } \text{Var}[\hat{\phi}_1(\Theta)] = 0.13^2
\]  

\[
E[\hat{\phi}_2(\Theta)] = 1.77 \text{ and } \text{Var}[\hat{\phi}_2(\Theta)] = 0.17^2
\]

For illustration, Fig. 14 shows the realization of \( \Theta \) leading to the median value of \( \phi_1 \), for which \( \phi_1 = 1.33 \) and \( \phi_2 = 1.62 \). Seen in light of equations (21) and (22), this realization corresponds to an average fidelity if the behaviour of the top of the line of interest, and to a quite poor fidelity if the objective was to reproduce the bottom force correctly.

Note that this uncertainty propagation analysis does not, by itself, assess whether the expected fidelity of the active truncation setup at hand is sufficiently high. The value of the minimum admissible fidelity depends on the intended use of the empirical data, and is to be assessed by the designer of the active truncation setup. Lower fidelity values might be tolerated in early-stage conceptual studies of floating systems, for instance, while high-fidelity would be required for final verification tests, or for the validation of numerical methods.

**Sensitivity Analysis**

The sensitivity analysis aims at identifying the artefacts contributing the most to the uncertainty on the fidelity, estimated in equations (21) and (22). This provides a rational course of action to reduce this uncertainty, but also to improve the expected fidelity if it is deemed too low.

In low-dimension (i.e. small \( M \)) cases, and particularly when the number of samples in \( \mathcal{E} \) is large, visual inspection of scatter diagrams such as Fig. 12, enables one to determine directly which artefact component(s) affects the most the fidelity. This inspection-based method becomes however less reliable in high dimensions, such as in the present case with \( M = 12 \). Sobol’ sensitivity indices can instead be used, and derived directly from \( \hat{\phi} \). Before looking at the Sobol’ indices, let us recall that the absolute values of the total Sobol’ indices \( S_{T,i} \), are of secondary importance: the \( S_{T,i} \) should be compared to each other to identify the most influencing artefacts’ parameters. Furthermore, \( S_{T,i} \) can be compared to the first order Sobol’ index \( S_i \), to understand whether the artefact parameter \( \Theta_i \) influences the variance of \( \phi(\Theta) \) alone, or in an interaction with another parameter \( \Theta_j \), or several others.

Let us first outline the main conclusions that can be drawn from the total Sobol’ indices \( S_{T,i} \), represented by grey “background” bars in Fig. 15. The fidelity indicator based on the top velocity response, \( \phi_1 \), is very sensitive to \( \theta_1 \) (the duration of the signal loss on the force signal) and to the calibration errors of the \( f_x \) and \( f_z \) measurement (\( \theta_1 \) and \( \theta_2 \)). \( \phi_1 \) is much less sensitive to the other \( \theta_i \), and clearly insensitive to noise (described by \( \theta_5 \) and \( \theta_6 \)). Focusing now on the bottom force, we see that \( \phi_2 \) is mostly sensitive to \( \theta_1 \), then \( \theta_2 \) (calibration errors), and then to a much less extent to the biases \( \theta_3 \) and \( \theta_4 \), which have both comparable total.

\(^4\)See [11] for a convergence study on the samples \( N \), and the advantages of the LAR method [29] to obtain such sparse PCEs.
### Table 2 Description of the artefacts affecting the setup, including their probabilistic description

| Type of artefact | Affected signal | Describing parameter(s) | Unit | Probabilistic description |
|------------------|-----------------|-------------------------|------|---------------------------|
| Calibration error | $f_x$, $f_z$ | $\Theta_1$ (gain) | – | $\mathcal{N}(1, 0.015)$ |
| Calibration error | $f_x$, $f_z$ | $\Theta_2$ (gain) | – | $\mathcal{N}(1, 0.015)$ |
| Bias | $f_x$, $f_z$ | $\Theta_3$ (bias value) | $N$ | $\mathcal{N}(0, 0.05\lambda^{-3})$ |
| Bias | $f_x$, $f_z$ | $\Theta_4$ (bias value) | $N$ | $\mathcal{N}(0, 0.05\lambda^{-3})$ |
| Noise | $f_x$, $f_z$ | $\Theta_5$ (noise variance) | $N^2$ | $\mathcal{U}((0.025\lambda^{-3})^2, (0.05\lambda^{-3})^2)$ |
| Noise | $f_x$, $f_z$ | $\Theta_6$ (noise variance) | $N^2$ | $\mathcal{U}((0.025\lambda^{-3})^2, (0.05\lambda^{-3})^2)$ |
| Delay | $f_x$, $f_z$ | $\Theta_7$ (duration) | $s$ | $\mathcal{U}(0, 5\delta t)$ |
| Signal loss | $f_x$, $f_z$ | $\Theta_8$ (probability of occurrence) | – | $\mathcal{U}(1\%, 10\%)$ |
| Signal loss | $f_x$, $f_z$ | $\Theta_9$ (duration parameter) | $s^{-1}$ | $\mathcal{U}(0.1, 0.5)$ |
| Delay | $v_x$, $v_z$ | $\Theta_{10}$ (duration) | $s$ | $\mathcal{U}(0, 5\delta t)$ |
| Signal loss | $v_x$, $v_z$ | $\Theta_{11}$ (probability of occurrence) | – | $\mathcal{U}(1\%, 10\%)$ |
| Signal loss | $v_x$, $v_z$ | $\Theta_{12}$ (duration parameter) | $s^{-1}$ | $\mathcal{U}(0.1, 0.5)$ |

Here $\lambda=1/60$ and $\delta t=10$ ms, and the values are given in full-scale.

---

**Fig. 12** Scatter diagrams showing the value of $\psi_1$ (fidelity indicator based on the top velocity of the line), as a function of the twelve parameters describing the artefacts. The dots correspond to $N=512$ samples of $\Theta$ obtained by Latin Hypercube Sampling (set denoted $\mathcal{E}$ in the text). The samples leading to the highest and lowest fidelity are represented by red triangles.
Sobol’ indices. $\varphi_2$ is slightly sensitive to $\theta_3$, the duration parameter for signal loss on the force measurement, and insensitive to the other $\theta_i$ parameters.

### Physical Interpretation

We will now relate these results, obtained by our systematic and data-driven approach, to their physical causes.

It is clear from Fig. 14 that the noise affecting force measurements (parametrized by $\theta_5$ and $\theta_6$) induces a significant velocity response at the truncation point. This response is however filtered mechanically by hydrodynamic drag forces and, to a less extent, structural damping, before reaching the top and bottom of the mooring line. Therefore noise does not significantly affect the fidelity indicators $\varphi_1$ and $\varphi_2$. The fact that the $S_{T,1}$ associated to this artefact are negligible, means that the corresponding parameters $\theta_5$ and $\theta_6$ (noise variances) could have been set to deterministic values (here, zero), without affecting the variance of $\varphi$.

The force sensors feeds the numerical substructure, while the actuator controls the bottom part of the physical substructure, whose response directly enters in the definition equation (15) of $\varphi_1$. A natural question, when looking at Fig. 15, is then why the top velocity (or $\varphi_1$) is more sensitive to signal loss, when it acts on the force sensor (duration parameter $\theta_6$) rather than when it acts on the velocity actuation (parameter $\theta_{12}$). The reason is the following. When signal loss on the velocity command happens, the velocity of the truncation point keeps a constant value. On the other hand, signal loss on the force sensor may cause large variations of the truncation point’s velocity, due to an interaction with the numerical substructure (commented in detail in [11, Chapter 4]). Both the amplitude of these perturbations and their duration increase when the signal loss characteristic duration increases, which enhances their propagation to the top of the mooring line.

The fact that $\varphi_2$ is more sensitive to $\theta_1$ (calibration error for $f_z$ measurement) than to its counterpart $\theta_2$ (acting on $f_x$) can be explained as follows. Transverse motions of the mooring line are subjected to hydrodynamic drag damping forces, while axial motions are only damped by structural damping, which means that transverse motions will be subjected to a significantly higher level of damping than axial motions. Consequently, an axial dynamic force error will be less damped than its transverse counterpart. Since the mooring line forms an angle of $\gamma = 39.2^\circ$ with respect to the $x$-axis at the truncation point, the axial forces have an $x$-component larger than their $z$- component, and a calibration error on $f_z$ (parametrized by $\theta_1$) will play a greater role for $\varphi_2$ than a calibration error on $f_x$ (parametrized by $\theta_2$).

Also, as explained earlier, Total Sobol’ indices and first-order indices differ when there is a non-additive interaction between two (or more) $\theta_j$ in $\varphi$. The nature of this interaction can be determined by considering higher-order Sobol’ indices (not shown here). We found for example that the interaction between $\theta_1$ and $\theta_2$ explains $\approx 20\%$ of the variance of $\varphi_1$, and $\approx 15\%$ of the variance of $\varphi_2$. This is due to the fact that if $\theta_1$ and $\theta_2$ differ significantly from each other, the amplitude, but also the direction of the force at the truncation point will be affected. Since the stiffness and damping properties of the line are strongly anisotropic, as explained earlier, this change in direction will have a significant effect on the fidelity.

From Fig. 15, we then see that biases have a sensible influence on $\varphi_1$ and $\varphi_2$ (total Sobol indices), and that this influence is due to interactions ($S_5 \ll S_{T,5}$ and $S_6 \ll S_{T,6}$ in both cases). Here, the mechanisms in play are slightly different for $\varphi_1$ and $\varphi_2$. The interested reader might consult [11, Chapter 5] for more details.

We have, in this section, shown how the results of the systematic sensitivity study, based on PCE and Sobol’ indices, leads to the identification of the most critical artefacts for this problem, and enables one to gain insight in the complex coupling between the control system and the mooring line dynamics. Note that time delays, which have received a lot of attention in the CPEM literature, do not play a major role for the present setup.

### Reliability Analysis

While the previous subsections addressed (RQ1), described in Section “Fidelity of a CPEM”, the present section will exemplify how probabilistic robust fidelity of the active truncation setup can be assessed (RQ2), and how the fidelity bounds of the considered setup could be established (RQ3). In this section, we will assume that the interaction of the top of the line with the floater is of interest, and consider only the fidelity indicator $\varphi_1$.

As a design choice, we set the minimum admissible fidelity for this setup to $\varphi_{adm} = 0.8$, and we will consider that probabilistic robust fidelity is achieved if

$$P_f := P[\varphi_1 < 0.8] < 10^{-3} \tag{23}$$
By considering Fig. 12, we see that none of the samples of $\Theta$ in the initial set $\mathcal{E}$ leads to a fidelity less than $\varphi_{\text{adm}}$. However, this set had a cardinality of $N = 512$, which is too low to confidently assess whether equation (23) holds. Furthermore, as noted when commenting Fig. 13, the distribution of $\varphi_1$ has heavy tails, so extrapolating the empirical distribution to lower quantile values is hazardous.

The Adaptive Kriging method is applied to address this problem. Batches of $K = 16$ new samples of $\Theta$ are added at each step of the enrichment process. The $K$ co-simulations and evaluations of $\varphi(\theta)$ are performed in parallel.

Starting from a subset $\mathcal{E}'$ of $\mathcal{E}$ which contains 256 samples of $\Theta$, the first enrichment step is taken. In this step, the PCK surrogate model established from $\mathcal{E}'$ is used to evaluate (through the probability of misclassification) where $\varphi_1$ could have dropped close to $\varphi_{\text{adm}}$ and/or is highly uncertain. As illustrated in Fig. 16, the regions of $\mathcal{D}$ associated with a large $P_m$ are detected where the ratio $\theta_2/\theta_1$ deviates significantly from unity, where $\theta_8$ is small, and, to some extent where $\theta_7$ and $\theta_{10}$ are simultaneously large. In physical terms, this corresponds to a distortion of the measured force angle, to long periods of signal loss of the force sensor (both have a significant influence on the fidelity as commented in Section “Sensitivity Analysis”), and to significant delays in the loop, which may yield an unstable, and thus low-fidelity, system. We note that since the $K$ new samples are chosen by a clustering algorithm, they are nicely spread over the limit state margin $\mathcal{L}$. These new
Fig. 15 Comparison of the outcomes of the sensitivity analyses for the fidelity indicators $\varphi_1$ and $\varphi_2$, and the local performance indicator $\varphi_3$. In background (light grey), the total Sobol' indices $S_{T,i}$ for $i \in \{1, ..., 12\}$. In the foreground (color code in the legend), the first-order Sobol' indices $S_i$.

Fig. 16 Illustration of the first enrichment step. The grey dots represent the samples in the initial set $E$. The blue dots corresponds to areas of the twelve dimensional space with large probability of misclassification ($P_{\text{m}} > 0.45$). The red diamonds represent the $K=16$ samples selected by the clustering algorithm, at this step.
samples are added to $\delta'$, a new PCK model is established, a set of $K$ new samples are obtained by AK, and so on at each enrichment step.

The evolution of the estimated probability of failure $P_f$ during the enrichment process is shown in Fig. 17. From the initial sample set (256 samples), $P_f$ is estimated to $2.5 \times 10^{-2} > \epsilon_{adm}$, but after about 50 enrichment steps in which the accuracy of the PCK model near $\mathcal{L}$ is improved, $P_f$ stabilizes at $3.6 \times 10^{-4} < \epsilon_{adm}$, which confirms robust fidelity of this setup. Note that even for rather low values of $P_f$, and even if the problem is twelve-dimensional, the total number of required enrichment steps remains of the order of $10^2$.

**Fidelity vs Local Performance Indicators**

Considering exactly the same truncation setup and set of artefacts as in the previous section, we now introduce another indicator denoted $\varphi_3$, which quantifies the mechanical power mismatch between the numerical and physical substructures at the truncation point. This indicator is defined as

$$\varphi_3 := -\frac{1}{2} \log_{10} \gamma_{\Delta P}^2 \quad (24)$$

where

$$\gamma_{\Delta P}^2 := \frac{\int_0^T (f_1 \cdot v_1 - f_2 \cdot v_2)^2 dt}{\int_0^T (f_2 \cdot v_2)^2 dt} \quad (25)$$

and where $f_i$ and $v_i$ denote the force and velocity vectors at the truncation point, for the numerical substructure $\Sigma_1$ and physical substructure $\Sigma_2$, respectively. In other words, considering the plots on the second and third rows of Fig. 14, $\varphi_3$ quantifies the mismatch between the power obtained from the red curves and the blue curves. This type of indicator has been previously used in the analysis of several CPEM in the past [11, Chapter 1].

We qualify this performance indicator $\varphi_3$ as "local", since it penalizes a loss of compatibility and equilibrium at the truncation point, without considering the behaviour of other parts of the substructures. It is quite different from $\varphi_1$ and $\varphi_2$, in the sense that it is not based on a quantity of direct interest for the experiment, and does neither use the emulated system (without artefacts) as a reference. The indicator $\varphi_3$ is therefore not a fidelity indicator, according to Definition 3. However, $\varphi_3$ is based on a similar comparison structure (normalized time integration of the squared error) as the one used in $\varphi_1$ and $\varphi_2$, which makes the comparison between these three indicators meaningful and interesting.

Using the same set $\delta'$ as in the previous section, and the same PCE-based approach, the two first moments of $\varphi_3$ can be estimated to

$$E[\hat{\varphi}_3(\Theta)] = 1.01 \text{ and } \text{Var}[\hat{\varphi}_3(\Theta)] = 0.18^2 \quad (26)$$

By comparing $E[\hat{\varphi}_3(\Theta)]$ to $E[\hat{\varphi}_1(\Theta)]$ and $E[\hat{\varphi}_2(\Theta)]$ given in equations (21) and (22) for the same set of artefacts, it is seen that the error on the transfer of power between the substructures can be significantly larger\(^5\) than the resulting errors on the quantities of interest. Furthermore, the coefficient of variation for $\varphi_3$ is 17%, while it was close to 10% for $\varphi_1$ and $\varphi_2$, meaning that the local indicator is in comparison more sensitive to the given set of artefacts than the fidelity indicators.

The Sobol’ indices for $\varphi_3$ are shown in Fig. 15, and can be compared to the Sobol’indices for $\varphi_1$ and $\varphi_2$. The conclusions drawn from this sensitivity analysis are radically different from the ones obtained for $\varphi_1$ and $\varphi_2$. Indeed, while calibration errors and signal loss on the force sensors were found to be the most influencing parameters for $\varphi_1$ and $\varphi_2$, they have an insignificant effect on $\varphi_3$. Besides, $\varphi_3$ is mostly affected by the artefacts acting the velocity actuation (time delay and signal loss), which played a very minor role for $\varphi_1$ and $\varphi_2$.

The probability of this indicator to drop below $\varphi_{adm} = 0.8$ can be directly estimated by considering the distribution of $\varphi_3$, without need for Adaptive Kriging, due to the

\(^5\)We remind about the logarithm in the definition of the $\varphi_i$.
generally lower values taken by $\varphi_3$. This probability is found to be about 10%, which is significantly larger than $\varepsilon_{\text{adm}}$.

From this analysis, we can conclude that designing the control system based on the local indicator $\varphi_3$ would have led to an over-conservative (or possibly unfeasible) design for given performance targets. Furthermore, based on the conclusions of the sensitivity analysis, the designer would have attempted to minimize the artefacts present on the velocity actuation side, which have been shown to be of marginal importance for the fidelity.

**Conclusion**

We studied the fidelity of cyber-physical empirical methods (CPEM), with a focus on the control system that interconnects the substructures. An imperfect control system prevents the compatibility and equilibrium between the substructures to be fulfilled, hereby influencing the properties of the dynamical system under study. This jeopardizes the validity of CPEMs as empirical methods.

To investigate this issue, we formulated a generic model for CPEMs. In this model, the interconnections between the substructures were subjected to multiple, random and heterogeneous artefacts, modeling the imperfect control system, and described by a parameter $\theta$. The effect of the artefacts on the quantities of interest for the experimentalist, denoted the fidelity. It was assumed that a probabilistic description of $\theta$ was available, based on previous experience or on a dedicated survey.

Based on this problem formulation, we developed a pragmatic method that enables the designer of a CPEM to identify artefacts that play a significant role for the fidelity (RQ1). We also showed how absolute bounds on $\theta$ could be established, which guarantee sufficiently high fidelity (RQ3). Associating this result with the probabilistic description of $\theta$ enabled us to conclude whether probabilistic robust fidelity of a given CPEM was achieved (RQ2). An overview of the method was given in Fig. 9.

The developed method was illustrated by studying the fidelity of the active truncation of a slender marine structure. In this problem, the substructures had to be described by non-closed form models, and the setup was subjected to a larger number of heterogeneous artefacts (gains, biases, noise, signal losses and time delays), parametrized in a twelve-dimensional space. Strong assumptions would have been required to make this problem tractable with classical analytical methods, which would have weakened the obtained conclusions about fidelity.

Through this case study, we also showed the importance of assessing the considered CPEM through its fidelity, based on the the Quantities of Interest for the experimentalist, rather than through local performance criteria, such as the ability of the control system to transfer the mechanical power between the substructures.

The computational efficiency of the method for higher-dimensional and high-reliability problems was put in evidence through this example. Global sensitivity results could be obtained with a few hundred simulations, and probability of failures of the order of $10^{-4}$ could be estimated with less than 100 enrichment steps, even if $\theta$ was taking values in a twelve-dimensional space.

The present fidelity analysis framework is generic and application-agnostic. Further work should be targeted at developing guidelines suggesting relevant $\tau$, $\gamma_q$, and $\varphi_{\text{adm}}$ for other CPEMs than active truncation.
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