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Abstract

This paper proposes a novel maneuvering technique for the complex-Laplacian-based formation control. We show how to modify the original weights that build the Laplacian such that a designed steady-state motion of the desired shape emerges from the local interactions among the agents. These collective motions can be exploited to solve problems such as the shaped consensus (the rendezvous with a particular shape), the enclosing of a target, or translations with controlled speed and heading to assist mobile robots in area coverage, escorting, and traveling missions, respectively. The designed steady-state collective motions correspond to rotations around the centroid, translations, and scalings of a reference shape. The proposed modification of the weights relocates one of the Laplacian’s zero eigenvalues while preserving its associated eigenvector that constructs the desired shape. For example, such relocation on the imaginary or real axis induces rotational and scaling motions, respectively. We will show how to satisfy a sufficient condition to guarantee the global convergence to the desired shape and motions. Finally, we provide simulations and comparisons with other maneuvering techniques.
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1 Introduction

The scientific community and industry anticipate distributed robot swarms assisting humans in challenges involving vast, hard accessible, and dangerous areas [10]. These challenges are related to specific missions in environmental monitoring, intensive agriculture, search & rescue, and disaster management, among others, [3]. In particular, the distributed nature of these groups of robots (or agents in general) concentrates on the local interaction between the individuals to create collective behaviors. One of these global behaviors focuses on displaying geometrical patterns to assist the team in higher-level tasks [8]. In this regard, formation control algorithms offer a repertoire of solutions depending on the sensing capabilities of the agents and the desired geometrical pattern. Far from being a solved problem, scientists are still on the development of reliable methods for the control and coordination of robot swarms, or multi-agent systems in general [10]. In robotics, it is common to demand from the swarm not only to display a shape but to move in a coordinated fashion.

In this paper, we focus on maneuvering formations of multi-agent systems based on the complex Laplacian matrix [6]. In particular, we show that it is possible to achieve the (simultaneous) coordinated motions of translation, rotation, and scaling by only modifying a set of the original complex weights, designed only for static formations, in the Laplacian matrix. This fact enables us to preserve three interesting properties. Firstly, it is distributed, i.e., an individual agent only needs local information. Secondly, the agents do not need to share any common frame of coordinates. Thirdly, the agents control tensions, e.g., they aim to have the zero weighted sum of their available relative positions for having an eventual static formation. We will show that a designed non-zero weighted sum of the relative positions will be responsible for the collective motion. Indeed, that is why we propose the modification of the original weights in [6].

The simplicity of our maneuvering technique on modifying the weights can be analyzed in detail by explicitly solving the resultant matrix differential equation involving the modified complex Laplacian matrix. We prove how to relocate one of the two Laplacian’s original zero eigenvalues while we keep its associated eigenvector, which describes the appearance of the desired shape. We move such a zero eigenvalue over the real and the imaginary axis to achieve scaling and rotational motions. For pure translations, we prove that our technique reduces...
from two to one the geometric multiplicity of the zero eigenvalue. The relocation of such zero eigenvalue of the original complex Laplacian matrix comes with an inconvenience, i.e., the rest of the non-zero eigenvalues are relocated as well. We provide an explicit condition on a constant that can be satisfied by design such that the original non-zero eigenvalues do not cross the imaginary axis, i.e., we can guarantee the global convergence to the desired steady-state motion and shape simultaneously.

We present three practical applications as the motivation for the proposed maneuvering technique, namely, the shaped consensus, the enclosing of a target, and the travelling formation with controlled speed and heading. Shaped consensus consists in the rendezvous of all the agents while they display the desired shape, in contrast with the standard consensus algorithm where the shape is not under control [9]. Also, this shaped consensus can be done while describing an inwards or outwards circular spiral trajectory. Both collective motions (inwards and outwards) can be of interest in area coverage scenarios. The enclosing of a target maneuver chooses one agent and has the rest orbiting around it with a constant angular speed. For example, this collective motion is of interest in escorting missions. In contrast with other approaches [4,7], among other works, we do not require all the enclosing agents to track the target, or to follow the same circular path. Finally, we will show that the formation can travel with an arbitrary speed and heading controlled by only one agent, i.e., without the need of any leader-follower architecture/estimators as it is common in the literature [5,11].

This paper has been organized in the following way. Section 2 introduces the required notation and the notion of desired shape. In Section 3, we de brief the complex-Laplacian-based formation control, and we introduce our strategy on modifying the Laplacian’s weights to induce collective motions in Section 4. In Section 5, we derive the solutions of the resulting linear system explicitly after applying our maneuvering technique; in particular, we show how to satisfy a sufficient condition such that the global convergence to the desired collective motion is guaranteed. We continue in Section 6, discussing the applications of our technique with illustrative simulations. Finally, we end the paper in Section 7 with some conclusions and future work.

2 Preliminaries

2.1 Notation and graph theory

We consider the complex-Laplacian-based formation control of $n \in \mathbb{N} \geq 2$ mobile agents on the plane. We represent the complex unit by the symbol $i$. We denote by $|x|$ the Euclidean norm of the vector $x \in \mathbb{C}^p$, $p \in \mathbb{N}$. Given a set $\mathcal{X}$, we denote by $|\mathcal{X}|$ its cardinality. Finally, we denote by $\mathbf{1}_p \in \mathbb{C}^p$, $p \in \mathbb{N}$, the all-one column vector.

A graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ consists of two non-empty sets: the node set $\mathcal{V} = \{1, 2, \ldots, n\}$, and the edge set $\mathcal{E} \subseteq (\mathcal{V} \times \mathcal{V})$. In this paper we deal with the special case of undirected graphs. In particular, undirected graphs are bidirectional graphs where if the edge $(i, j) \in \mathcal{E}$, then the edge $(j, i) \in \mathcal{E}$ as well. The set $\mathcal{N}_i$ containing the neighbors of the node $i$ is defined by $\mathcal{N}_i := \{j \in \mathcal{V} : (i, j) \in \mathcal{E}\}$. Let $w_{ij} \in \mathbb{C} \neq 0$ be a weight associated with the edge $(i, j) \in \mathcal{E}$, then the complex Laplacian matrix $L \in \mathbb{C}^{n \times n}$ of $\mathcal{G}$ is defined as

$$l_{ij} := \begin{cases} \sum_{k \in \mathcal{N}_i} w_{ik} & \text{if } i = j \\ -w_{ij} & \text{if } i \neq j \land j \in \mathcal{N}_i \\ 0 & \text{if } i \neq j \land j \notin \mathcal{N}_i. \end{cases}$$

We note that if $\mathcal{G}$ is connected, then $L \mathbf{1}_n = 0$. For an undirected graph, we choose one of the two arbitrary directions for each pair of neighboring nodes to construct the ordered set of edges $\mathcal{E}$. For an arbitrary edge $\mathcal{E}_k = (\mathcal{Z}^*_{\text{head}} \mathcal{Z}^*_{\text{tail}})$, $k \in \{1, \ldots, |\mathcal{E}|\}$, we call to its first and second element the head and the tail respectively. From such an ordered set, we construct the following incidence matrix $B \in \mathbb{C}^{(|\mathcal{V}| \times |\mathcal{E}|)}$ that satisfies $B^T \mathbf{1}_n = 0$:

$$b_{ik} := \begin{cases} +1 & \text{if } i = \mathcal{Z}^*_{\text{head}} \\ -1 & \text{if } i = \mathcal{Z}^*_{\text{tail}} \\ 0 & \text{otherwise.} \end{cases}$$

2.2 Frameworks and desired shape

We codify the 2D position of each agent $i \in \mathcal{V}$ in $p_i \in \mathbb{C}$, where we take the real and imaginary parts respectively for the coordinates of the two dimensions of the Euclidean plane. We stack all the positions $p_i$ in a single vector $p \in \mathbb{C}^n$ and we call it configuration. We define a framework $\mathcal{F}$ as the pair $(\mathcal{G}, \mathcal{p})$, where we assign each agent’s position $p_i$ to the node $i \in \mathcal{V}$, and the graph $\mathcal{G}$ establishes the set of neighbors $\mathcal{N}_i$ for each agent $i$.

We choose an arbitrary configuration of interest or reference shape $p^*$ for the team of agents, and we split it as

$$p^* = p_{\text{c.m.}} \mathbf{1}_n + p_{\text{c.m.}}^*,$$

where $p_{\text{c.m.}} \in \mathbb{C}$ is the position of the center of mass of the configuration and $p_{\text{c.m.}}^* \in \mathbb{C}$, starting from $p_{\text{c.m.}}$, gives the appearance to the formation as in the example shown in Figure 1. Without loss of generality, and for the sake of simplicity, we set $p_{\text{c.m.}} = 0$ in (3), i.e., $p^* = p_{\text{c.m.}}^*$.

We now define the concept of desired shape constructed from the reference shape $p^*$:

**Definition 1** The framework or the formation is at the desired shape when

$$p \in \mathcal{S} := \{p = c_1 \mathbf{1}_n + c_2 p^* \mid c_1, c_2 \in \mathbb{C}\},$$

where $p_{\text{c.m.}}^* \in \mathbb{C}$ is the position of the center of mass of the configuration and $p_{\text{c.m.}}^* \in \mathbb{C}$, starting from $p_{\text{c.m.}}$, gives the appearance to the formation as in the example shown in Figure 1. Without loss of generality, and for the sake of simplicity, we set $p_{\text{c.m.}} = 0$ in (3), i.e., $p^* = p_{\text{c.m.}}^*$. 

We now define the concept of desired shape constructed from the reference shape $p^*$:
3 Agents’ dynamics and shape stabilization

We consider the position of each agent is modelled by the single-integrator dynamics

\[ \dot{p}_i = u_i, \quad \forall i \in \mathcal{V}, \]  

where \( u_i \in \mathbb{C} \) is the control action for the corresponding agent \( i \). Later, for the analysis of the whole system, let us consider the following compact form for all the agent’s dynamics in (5)

\[ \begin{align*}
\dot{p} &= u, \\
\end{align*} \]

where \( u \in \mathbb{C}^n \) is the stacked vector of control actions \( u_i \).

We will consider only distributed control actions; therefore the agent \( i \) only has access to relative information with respect to its neighbors in \( \mathcal{N}_i \). In particular, such a local available information is the set of relative positions \( z_{ij} = p_i - p_j, (i, j) \in \mathcal{E} \).

In order to drive \( p(t) \) to \( S \), our technique will start from the distributed complex-Laplacian-based formation control analyzed in [6], i.e.,

\[ u_i = -h k_i \sum_{j \in \mathcal{N}_i} \omega_{ij}(p_i - p_j) = -h k_i \sum_{j \in \mathcal{N}_i} \omega_{ij} z_{ij}, \]  

where \( h \in \mathbb{R}^+ \) is an arbitrary positive gain, \( \omega_{ij} \in \mathbb{C} \) is a complex weight to be designed later for the construction of the complex Laplacian matrix (1), and \( k_i \in \mathbb{C} \setminus \{0\} \) is a non-zero gain to be designed to guarantee the convergence of the formation to the desired (static) shape. Considering all the control actions (7), we can arrive at the following closed loop in compact form

\[ \begin{align*}
\dot{p} &= -h K L p, \\
\end{align*} \]

where \( K = \text{diag}\{k_1, \ldots, k_n\} \). We need the assistance of the matrix \( K \) in (8) since some of the non-zero eigenvalues of the complex \( L \) might be in the left-half plane. Note that \( L \) is not positive semi-definite necessarily since \( \omega_{ij} \neq \omega_{ji} \) in general. For regular polygonal formations with \( (n - 1) \) edges, it has been proved that \( K = I_n \) is sufficient to guarantee the stability of (8) [2].

The authors in [6] identified a (graph) requirement for the design of the weights in (7). In particular, we can see that the desired shape must satisfy the following \( n \) linear constraints

\[ \sum_{j \in \mathcal{N}_i} \omega_{ij}(p_i^* - p_j^*) = 0, \quad \forall i \in \mathcal{V}. \]  

These conditions can be satisfied if and only if the graph \( G \) is 2-rooted, i.e., if there exists a subset of two nodes, from which every other node is 2-reachable [6]. A node \( v \in \mathcal{V} \) is 2-reachable from a non-singleton set \( U \) of nodes if there exists a path from a node in \( U \) to \( v \) after removing any one node except node \( v \).

The complex Laplacian, with its weights satisfying the constraints (9), has two zero eigenvalues with eigenvectors \( k_n \) and \( p^* \) respectively. Therefore, if the rest of eigenvalues of \( KL \) are in the right half plane, then \( p(t) \) in (8) converges to the kernel of the complex \( L \), i.e., \( p(t) \to S \) as \( t \to \infty \). In fact, the configuration \( p(t) \) converges to a point in \( S \), i.e., the formation stops eventually.

4 Modified Laplacian matrix

The maneuvering technique in this paper consists in modifying a (non-unique) subset of the weights \( \omega_{ij} \) in (9) such that the formation converges to a steady-state motion within the desired shape \( S \). In particular, the modification of the weights \( \omega_{ij} \) will be designed by exploiting the available (given by \( \mathcal{E} \)) relative positions between the agents in the reference shape \( p^* \).

Let us consider the following weights to construct a modified Laplacian matrix

\[ \dot{\omega}_{ij} = \omega_{ij} - \frac{\tilde{k}}{h k_i} \mu_{ij}, \quad (i, j) \in \mathcal{E} \]  

where the motion parameters \( \mu_{ij} \in \mathbb{C} \) will be designed in Section 5.1 for the translation, rotation and scaling of the formation, and \( \tilde{k} \in \mathbb{R} \) will regulate the speed and direction of such motions. We recall that \( k_i \) and \( h \) come from the gains in (7), and we will need them to compensate for \( h K \) in the design of the steady-state motions. Since our maneuvering technique is also distributed, then if \( j \notin \mathcal{N}_i \), then \( \mu_{ij} = 0 \). In general, we will have that \( \mu_{ij} \neq \mu_{ji} \) and \( \omega_{ij} \neq \omega_{ji}, (i, j) \in \mathcal{E} \), for the modified Laplacian matrix.

Similarly to the incidence matrix \( B \) in (2), consider again the ordered set of edges \( \mathcal{Z} \), and let us define the components of the following matrix \( M \in \mathbb{C}^{\mathcal{V} \times |\mathcal{Z}|} \)

\[ m_{ik} := \begin{cases} 
\mu_i z_{i \text{head}} & \text{if } i = Z_k^\text{tail} \\
-\mu_i z_{i \text{tail}} & \text{if } i = Z_k^\text{head} \\
0 & \text{otherwise.} 
\end{cases} \]  

The vector \( p^* = p_{c.m.} 1_n + [p^*_{c_1}, \ldots, p^*_{c_n}]^T \) is an example of reference shape to construct a desired shape \( S \).

Note that \( c_1 \) accounts for translations without restrictions in the space, while \( c_2 \) accounts for the scaling and rotation of all the elements of the reference \( p^* \) equally.
Fig. 2. The velocity $b\nu_i^*$ for the agent $i$ can be split into four orthogonal velocities, as it is shown on the right side for a square formation, such that $p_i^*$ stays in $\mathcal{S}$. In red color, the velocities for the rotation around $O_b$ (the centroid of the formation). In green color, the scaling velocity must be parallel to the agent’s position. In blue color, the two orthogonal translational velocities are arbitrary but equal to all the agents. Note that each of these four velocities (represented as a complex number) can be constructed by multiplying the relative complex number $(p_i^* - p_i)$ (dashed relative position) by an appropriate complex number $\mu_{ij}$.

The definition (11) enables us to write the modified Laplacian matrix from the modified weights (10) in compact form as

$$\tilde{L} = L - \frac{\tilde{\kappa}}{h} K^{-1} MB^T. \quad (12)$$

### 5 Shape maneuvering

#### 5.1 Motion parameters design

Similarly as in (9), we will design the parameters $\mu_{ij}$ by satisfying the linear constraint

$$b\nu_i^* = \sum_{j \in \mathcal{N}_i} \mu_{ij} (b\nu_j^* - b\nu_j^*) = \sum_{j \in \mathcal{N}_i} \mu_{ij} bz_{ij}^*, \forall i \in \mathcal{V}, \quad (13)$$

where $b\nu_i^* \in \mathbb{C}$ is the desired velocity for each agent $i$ with respect to a frame of coordinates $O_b$ fixed at the centroid of $p_i^*$ as shown in Figure 2. Note that in order to satisfy (13), we need for the agent $i$ to have at least one non-zero $z_{ij}^*$. For example, our technique does not work for $p_i^* = \mathbf{1}_n$. Since $\mu_{ij}$ scales and rotates the complex number $bz_{ij}^*$ (representing a relative position), only one non-zero $\mu_{ij}$ is enough per agent $i$ to construct an arbitrary desired $b\nu_i^*$. For example, choose an arbitrary neighbor $j \in \mathcal{N}_i$, and calculate directly

$$\mu_{ij} := \begin{cases} b\nu_j^*/bz_{ij}^* & \text{if } j = \tilde{j} \\ 0 & \text{otherwise} \end{cases}, \forall i \in \mathcal{V}. \quad (14)$$

We can stack (13) for all the agents and arrive at the following compact form

$$b\nu_f = MB^T b\nu^*, \quad (15)$$

where $b\nu_f \in \mathbb{C}^n$ is the stacked vector with all the desired agents’ velocities. In fact, in order to keep a formation invariant in $\mathcal{S}$, we can split $b\nu_f$ into the four terms as in Figure 2, i.e.,

$$b\nu_f = (b\nu_x^* + b\nu_y^*)\mathbf{1}_n + a b p^* + \omega b p^*, \quad (16)$$

where $v_{(x,y)}^* \in \mathbb{C}$ account for the common (horizontal and vertical) translational velocity in distance units/sec, $a \in \mathbb{R}$ sets whether the formation grows or contracts in current size/sec, and $\omega \in \mathbb{R}$ sets the angular speed in radians/sec. Likewise, we can split $M$ in (15) into four terms, namely

$$M = \kappa_{t_x} M_{t_x} + \kappa_{t_y} M_{t_y} + \kappa_s M_s + \kappa_r M_r, \quad (17)$$

where the matrices $M_{t_{(x,y)}}, M_r, M_s \in \mathbb{C}^{|\mathcal{V}| \times |\mathcal{Z}|}$ have their elements $\mu_{ij}$ as in (11) but designed only for the 1 distance units/sec translation in horizontal/vertical direction, for the 1 current size/sec scaling, and for the 1 radian/sec rotation of the reference shape respectively. Finally, we can see $\kappa_{t_{(x,y)}} \in \mathbb{R}$ as the coordinates of the four orthogonal motions (see the right side in Figure 2) that will define the eventual collective motion. For example, if $\kappa_{t_{(x,y)}} = -1$ and $\kappa_{t_{(x,y)}} = 0$, then, the eventual collective motion will be the contraction of the reference shape while its centroid is fixed but the agents spin around it. Note that (16) and (17) are linked through (15), and the elements of $M_{t_{(x,y)}}, M_r$ and $M_s$ have been designed such that $|b\nu_{(x,y)}^*| = |\kappa_{t_{(x,y)}}|$, $a = \kappa_s$, and $\omega = \kappa_r$.

#### 5.2 Modified complex Laplacian matrix for translational, rotational and scaling motion control

The term $\tilde{\kappa} = \tilde{\kappa} K^{-1} MB^T$ in (12) modifies the properties of $L$ substantially. In particular, we modify the original two zero eigenvalues of $L$ in different ways while preserving the associated eigenvectors that define the desired shape $\mathcal{S}$. After analyzing such differences, we will see that the formation in the closed-loop with the modified Laplacian

$$\dot{p} = -hK\tilde{L}p = (-hKL + \tilde{\kappa} MB^T)p, \quad (18)$$

will converge to a moving configuration $p(t)$ in $\mathcal{S}$. We can see $\tilde{\kappa}$ in (18) as a gain that regulates the global speed of the collective motion once it is defined with $\kappa_{t_{(x,y)}}, \kappa_s, \kappa_r$ in (17). Once the motion gains are set, then the gain $h$ in (18) will assist us with having all the original non-zero stable eigenvalues of $KL$ no traspasing the imaginary axis in the modified $KL$. For the following results, let us assume for now that $h$ is large enough so that the second term in (12) is a small enough perturbation of $L$. Later, we will provide a lower bound to $h$ in Subsection 5.3.

**Lemma 2** We consider the following two mutually exclusive cases:
If at least one of the speeds $\omega$ or $a$ is different from zero for the design in (16), and $h$ is sufficiently large in (18), then the matrix $hKL$ has one eigenvalue equals 0 and one eigenvalue equals $-\bar{\kappa}(a + \omega)$ whose corresponding eigenvectors are $1_n$ and $(\frac{v^*}{a+\omega}\mathbf{1}_n + p^*)$ respectively with $v^* = (v^*_x + v^*_y)$ being the designed translational velocity in (16). The rest of eigenvalues are in the right-half complex plane.

If $\omega = a = 0$ and $v^* \neq 0$. Then, the matrix $hKL$ has 0 as an eigenvalue with algebraic multiplicity 2 but geometric multiplicity equals 1. Furthermore, the chain of generalized (complex) eigenvectors associated with the eigenvalue 0 is $\{\mathbf{1}_n, p^*\}$. In addition, if $h$ is sufficiently large, then the rest of eigenvalues are in the right-half complex plane.

Let us analyze the first case. Since $B^T\mathbf{1}_n = 0$, we have that $hKL\mathbf{1}_n = (hKL - \bar{\kappa}MB^T)\mathbf{1}_n = 0$, and

$$
(hKL - \bar{\kappa}MB^T)(\frac{v^*}{a+\omega}\mathbf{1}_n + p^*) =
$$

$$=-\bar{\kappa}(M_{tx}B^Tp^* - M_{ty}B^Tp^* - M_xB^Tp^* - M_yB^Tp^*)
$$

$$=-\bar{\kappa}v^*\mathbf{1}_n - \bar{\kappa}(a + \omega)p^*
$$

$$=-\bar{\kappa}(a + \omega)(\frac{v^*}{a+\omega}\mathbf{1}_n + p^*).$$  \hspace{1cm} (19)

For the rest of eigenvalues of $hK\bar{L}$, we can get them arbitrarily close to the eigenvalues of $hKL$ by increasing the value of $h$ (see equation (12)). Also, all the eigenvalues of $hKL$ (excepting the two zero eigenvalues that were relocated in $hKL$) can be placed arbitrarily far from the imaginary axis because of $K$, then, we can conclude that $hKL$ has one eigenvalue equals 0 whose eigenvector is $1_n$, another eigenvalue equals $-\bar{\kappa}(a + \omega)$ whose eigenvector is $(\frac{v^*}{a+\omega}\mathbf{1}_n + p^*)$, and the rest of eigenvalues are on the right-half complex plane.

Now, let us analyze the second case. For $hK\bar{L}$ with $\omega = a = 0$, we have that

$$hK\bar{L}p^* = (hKL - \bar{\kappa}(M_{tx} + M_{ty})B^T)p^* = -\bar{\kappa}v^*\mathbf{1}_n,$$  \hspace{1cm} (20)

and

$$hK\bar{L}(-\bar{\kappa}v^*\mathbf{1}_n) = -h\bar{\kappa}v^* K\bar{L}\mathbf{1}_n = 0,$$  \hspace{1cm} (21)

consequently, we have that $(hK\bar{L})^2p^* = 0$ but $hK\bar{L}p^* \neq 0$, and $hK\bar{L}\mathbf{1}_n = 0$. Now we check the algebraic multiplicity of the zero eigenvalue of $hKL$. Again, the rest of eigenvalues of $hKL$ can be placed arbitrarily close to $hKL$ by increasing $h$. Besides, the non-zero eigenvalues of $hKL$ can stay far from zero as much as we want because of $K$. Therefore, we can deduce then that from (20) and (21) the matrix $hKL$ must have an eigenvalue 0 with algebraic multiplicity 2 (as $hKL$ but geometric multiplicity 1, whose chain of generalized (complex) eigenvectors is $\{-\bar{\kappa}v^*\mathbf{1}_n, p^*\}$, and the rest of eigenvalues are far from zero on the right-half complex plane. \hfill $\square$

Now we are ready for the main result. We remind that we will calculate a lower bound for the gain $h$ in Subsection 5.3.

**Theorem 3** Given a framework $\mathcal{F} = (\mathcal{G}, p)$, whose graph is 2-rooted so that there exist weights $\bar{\omega}_{ij}$ that satisfy the constrains (9) for a desired shape $\mathcal{S}$ as in (4) constructed from the reference shape $p^*$ as in (3). Consider the following control law for the dynamics (5)

$$u_i = -h\bar{k}_i \sum_{j \in \mathcal{N}_i} \bar{\omega}_{ij}(p_i - p_j), \ \ \forall i \in \mathcal{V},$$  \hspace{1cm} (22)

where $h \in \mathbb{R}^+$ is sufficiently large as required in Lemma 2, $\bar{\omega}_{ij}$ is as in (10), and $\bar{k}_i$ has been designed such that the matrix $hKL$ does not have eigenvalues on the left-half complex plane. Consider the following two cases:

(1) If $a = \omega = 0$ and $b v^* = (b\nu^*_x + b\nu^*_y) \neq 0$ in (16), then $p(t) \to \mathcal{S}$, where $p_i(t) \to -c_2\bar{\kappa}v^*, \forall i \in \mathcal{V}$, as $t \to \infty$, and $c_2 \in \mathbb{C}$, which depends on the initial condition $p(0)$, determines the eventual fixed scale of the formation with respect to $p^*$, and the orientation of $O_h$ with respect to $O_g$.

(2) If at least one of the desired speeds $\omega$ or $a$ in (16) is different from zero, then $p(t) \to \mathcal{S}$ as $t \to \infty$. This eventual configuration $p(t) \in \mathcal{S}$ will describe a motion compatible with $\mathcal{S}$, i.e., $p(t) \to c_1\mathbf{1}_n + c_2(\frac{v^*}{a+\omega}\mathbf{1}_n + p^*)e^{\bar{\kappa}(a+\omega)t}$ as $t \to \infty$, where $c_{(1,2)} \in \mathbb{C}$ depend on the initial condition $p(0)$.

**Proof.** Let us consider the first case. According to Lemma 2, the non-zero eigenvalues of $-hKL$ are in the half-left complex plane if $h > 0$ is sufficiently large. Furthermore, the eigenvalue 0 of $-hKL$ has algebraic multiplicity 2 but geometric multiplicity 1, and its chain of generalized eigenvectors is $\{-\bar{\kappa}v^*\mathbf{1}_n, p^*\}$. Therefore, from the exponential of the Jordan form of $-hKL$ we have that the solution of the closed-loop system (18) de-
rived from (22) is
\[ p(t) = -c_1 \tilde{\kappa}v^* \mathbf{1}_n + c_2 (p^* - \tilde{\kappa}v^* \mathbf{1}_n t) + \sum_{l=3}^{n} f_l e^{\lambda_l t}, \tag{23} \]
where \( c_1, c_2 \in \mathbb{C} \) depend on the initial condition \( p(0) \). For the rest of eigenvalues of \(-hKL\), we have that \( \text{Re}\{\lambda_j\} < 0, l \geq 3 \), and \( f_l(t, c_1, w_1, w_1-1, \ldots, w_1-g) \) are different functions, with \( g \in \mathbb{N} \) depending on the algebraic and geometric multiplicity of \( \lambda_i \), corresponding to linear combinations like \( c_l(w_1 + w_1^{-1} + w_1^{-2} + \cdots + w_1^{-g}) \) depending on the (possibly generalized) eigenvectors \( w_l \) of \(-hKL\) and constants \( c_l \) given by the initial condition \( p(0) \). Nonetheless, since these functions \( f_l(t) \) (polynomials on \( t \)) are multiplied by exponentials \( e^{\lambda_l t} \), we focus on the limit of (23) for \( t \to \infty \), so that \( \text{Re}\{\lambda_l\} < 0, l \geq 3 \), and \( f_l \) are polynomial functions on \( t \) as discussed in the first case. Then, we can deduce that \( p(t) \to S \) as \( t \to \infty \), since \( p(t) \to c_1 \mathbf{1}_n + c_2 (\frac{v^*}{\alpha + i \omega} \mathbf{1}_n + p^*) e^{\tilde{\kappa}(\alpha + i \omega) t} + \sum_{l=3}^{n} f_l e^{\lambda_l t}, \]
where \( c_1, c_2 \in \mathbb{C} \) depend on the initial condition \( p(0) \), the eigenvalues of \(-hKL\) satisfy \( \text{Re}\{\lambda_j\} < 0, l \geq 3 \), and \( f_1 \) are polynomial functions on \( t \) as discussed in the first case. Then, we can conclude that \( p(t) \to S \) as \( t \to \infty \), since \( p(t) \to c_1 \mathbf{1}_n + c_2 (\frac{v^*}{\alpha + i \omega} \mathbf{1}_n + p^*) e^{\tilde{\kappa}(\alpha + i \omega) t} \) as \( t \to \infty \).

5.3 A lower bound for the gain \( h \)

We are interested in showing that \( p_\perp(t) \to 0 \) as \( t \to \infty \). Let us write the following dynamics derived from (18)
\[ \dot{p}_\perp = P_{S_\perp} hKL_p + P_{S_\perp} \tilde{\kappa}MB_T(p_\parallel + p_\perp). \tag{25} \]
We have shown in Lemma 2 that \( MB_T p_\parallel \in S \), i.e., \( \dot{P}_{S_\perp} MB_T p_\parallel = 0 \), and together with \( KL_p = 0 \) and \( P_{S_\perp} KL_p = KL_p \), we can simplify (25) as
\[ \dot{p}_\perp = -hKL_p + \tilde{\kappa}P_{S_\perp} MB_T p_\perp. \tag{26} \]
Consider the Jordan form \( J \in \mathbb{C}^{n \times n} \) of \( KL \), i.e., \( J = TKLT^{-1} = \begin{bmatrix} J_1 & 0 \\ 0 & J_2 \end{bmatrix} \) for some invertible matrix \( T \), and \( J_1 \in \mathbb{C}^{2 \times 2} \) and \( J_2 \in \mathbb{C}^{n-2 \times n-2} \). In fact, let the first submatrix \( J_1 \) corresponds to the two zero eigenvalues of \( KL \), i.e., the zero matrix since each zero eigenvalue has an independent eigenvector \( (1_n, p^*) \). Consequently, \( -J_2 \) is a Hurwitz matrix. Now consider the coordinate transformation \( Tp = \begin{bmatrix} q_1^T \\ q_2^T \end{bmatrix}, \) with \( q_1 \in \mathbb{C}^2 \) and \( q_2 \in \mathbb{C}^{n-2} \). Since \( J_1 \) corresponds to the zero eigenvalues of \( KL \), then we have that \( Tp_\parallel = \begin{bmatrix} q_1^T \\ 0 \end{bmatrix} \) and \( Tp_\perp = \begin{bmatrix} 0 \\ q_2^T \end{bmatrix} \). Hence, by applying the same coordinate transformation to the dynamics (26) we have that
\[ \frac{d}{dt} \begin{bmatrix} q_1 \\ q_2 \end{bmatrix} = -hTKLT^{-1} \begin{bmatrix} q_1 \\ q_2 \end{bmatrix} + \tilde{\kappa}TP_{S_\perp} MB_T T^{-1} \begin{bmatrix} q_1 \\ q_2 \end{bmatrix}, \tag{27} \]
where the subindex for the matrix in the second term of (27) means that we have eliminated its first two rows and two columns. Then if \( q_2(t) \) converges asymptotically to zero, then \( p_\perp(t) \) will do it as well. Given a fixed \( M \) and \( \tilde{\kappa} \) that were designed in Section 5.1 for a desired collective motion without the need of \( h \), we can calculate a lower bound for \( h \) that guarantees the convergence to the origin of the linear system (27) with a standard Lyapunov analysis.

**Proposition 4** The system (27) is exponentially stable if \( h > \tilde{\kappa} ||Q(MB_T)_{(n-2 \times n-2)}||_2 \), where \( Q \) is a Hermitian positive definite matrix such that \( QJ_2 + J_2^H Q \geq 2I_{(n-2)} \), and \( X^H \) denotes the conjugate transpose of \( X \).

**Proof.** Since \(-J_2\) is Hurwitz matrix, then there exists a Hermitian positive definite matrix \( Q \) such that \( QJ_2 + J_2^H Q \geq 2I_{(n-2)} \). Now consider the Lyapunov candidate \( V = q_2^H Q q_2 \), whose time derivative satisfies
\[ \frac{dV}{dt} \leq -2h ||q_2||^2 + 2\tilde{\kappa} ||Q(MB_T T^{-1})_{(n-2 \times n-2)}||_2 ||q_2||^2. \]
We note that \( ||P_{S_\perp}||_2 = 1 \), and that we do and undo a change of coordinates with \( T \); thus the system (27) is stable if \( h > \tilde{\kappa} ||Q(MB_T)_{(n-2 \times n-2)}||_2 \). \( \square \)
The following algorithm summarizes the design process for the modified weights in (10) to guarantee the convergence of the formation to the desired eventual collective motion by implementing the control law (22).

**Algorithm 1**
1. Given a desired $p^*$, we calculate the weights $\omega_{ij}$ and the gains $k_i$ according to [6] to construct the Laplacian $L$ and the gain matrix $K$ in (8).
2. We calculate the sets of motion parameters $\mu_{ij}$ for $M_{(r,s)}, M_r$, and $M_s$ in (17) for the horizontal/vertical translation, scaling, and rotation so that they correspond to a 1 horizontal/vertical distance unit/sec, 1 current size/sec scaling, and 1 radian/sec respectively.
3. We finish the design of $M$ in (17) with choosing the coordinates $\kappa_{i(t_{x,y},s,r)}$ that define the eventual collective motion of the formation. Then, we choose $\kappa$ to set the global speed of the collective motion.
4. Finally, we calculate $h$ for the modified weights in (10) and the control action (22) such that the condition in Proposition 4 is satisfied.

6 Applications, simulations and comparisons

**Enclosing of a target:** Let us start with a team of four agents with the following square reference shape $p^* = \{0 -1 (1-i)\}^T \in \mathbb{C}^4$, and the incidence matrix $B$ is constructed with the following ordered set of edges $\mathcal{Z} = \{(1, 2), (2, 3), (3, 4), (4, 1)\}$. We design $M$ such the agents 2, 3 and 4 will describe a circular orbit around the agent 1. We first design $M$ with the velocities as in Figure 2

$$M = \kappa_{tx} \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} + \kappa_{ty} \begin{bmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} + \kappa_r \begin{bmatrix} 0 & 0 & 0 & -1+i \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} + \kappa_s \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.$$  

One can check that the following coordinates $\kappa_{i(t_{x,y},s,r)} = 1$, together with $\kappa_x = 0$ for no scaling, achieves such a collective motion. We set as a global speed for the collective motion $\kappa = 1$. For the construction of $L$, we follow the design shown in [2], i.e., the weights $\omega_{ij}$ for the agent $i \in \mathcal{V}$ are $\omega_{i \mod_n(i-1)} = e^{-i\frac{i}{n}}$, and $\omega_{i \mod_n(i+1)} = e^{-i\frac{i}{n}}$, with $n = 4$, so that $K$ in (8) can be the identity matrix. In order to find the lower bound for $h$, we first calculate $J_2 = 2.82I_{2 \times 2}$ resulting in $Q = 0.3536I_{2 \times 2}$. Now we can calculate $\|Q (MB^T)_{(0-2 \times 2)}\|_2 = 1$, and since $\kappa$ has been set to 1, then we choose $h = 1.5$ in order to satisfy the condition in Proposition 4. We show the simulation in Figure 3. A similar technique based on distance-based formation control has been proposed in [1], where instead of weights the authors manipulate desired distances. While distance-based can guarantee collision avoidance between neighboring agents and can be employed in 3D (or higher), only local-converge is given due to nonlinearities.

**Shaped consensus:** If we consider the coordinates $\kappa_{i(t_{x,y})} = 0$ and $\kappa_{i(s,r)} = 1$, then a generic formation will describe an eventual spinning motion around its centroid together with a scaling motion, i.e., we can cover an area by describing circular spirals within $\mathcal{S}$ if $\kappa_s > 0$. Conversely, we have the consensus of the formation, i.e., $p(t) \to b_1 \in \mathbb{C}$ as $t \to \infty$ if we set $\kappa_s < 0$. Our extension from the standard consensus [9] is that in Theorem 3 we set $p^*$ as the eigenvector associated to the algebraic connectivity $\lambda_2 = \kappa_s + ik_r$ of the Laplacian matrix. Therefore, a shaped consensus occurs, i.e, the formation will display the desired formation while rendezvous. We show both maneuvers in Figure 4 for a decagon. The weights $\omega_{ij}$ for the regular decagon were chosen as in the enclosing of a target scenario but with $n = 10$. It can be checked that for a regular polygon with $M_r = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \\ 1 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{bmatrix}$, $M_s = \begin{bmatrix} 1 & 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$.

**Translation with controlled speed and heading:** Let us consider the coordinates $\kappa_{i(t_{x,y},s,r)} = 0$ and $\kappa_{tx} = 1$. Then, according to Theorem 3, the formation will travel with constant velocity eventually. However, the translational velocity has been designed with respect to $O_x$ and not $O_y$ as it is shown in Figure 2. We could choose one agent $i \in \mathcal{V}$ to control one relative position $z_{ij}, j \in \mathcal{N}_i$, in global coordinates, e.g., with adding the simple proportional controller $-(z_{ij} - z'_{ij})$ to its control action with $z'_{ij} \in \mathbb{C}$ with respect to $O_y$ and compatible with $\mathcal{S}$. Since $z'_{ij}$ has both direction and magnitude, then we are controlling both, the heading of the translational velocity in $O_x$ and its speed since it depends on the size of $p(t) \in \mathcal{S}$. This approach is free of any extra complexities/estimators as it is required in a leader-follower approach [5,11].
7 Conclusions

We have presented a maneuvering technique to induce collective motions with global convergence in complex-laplacian-based formation control. This technique can be exploited in the problems of shape consensus, enclosing of a target, and travelling formation with controlled speed and heading.
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