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Abstract

We present a novel end-to-end language model for joint retrieval and classification, unifying the strengths of bi- and cross-encoders into a single language model via a coarse-to-fine memory matching search procedure for learning and inference. Evaluated on the standard blind test set of the FEVER fact verification dataset, classification accuracy is significantly higher than approaches that only rely on the language model parameters as a knowledge base, and approaches some recent multi-model pipeline systems, using only a single BERT base model augmented with memory layers. We further demonstrate how coupled retrieval and classification can be leveraged to identify low confidence instances, and we extend exemplar auditing to this setting for analyzing and constraining the model. As a result, our approach yields a means of updating language model behavior through two distinct mechanisms: The retrieved information can be updated explicitly, and the model behavior can be modified via the exemplar database.

1 Introduction

Research over the past two years has transformed the notion of interpreting and updating neural networks in classification settings, via non-parametric (distilled) memories formed by strategically cutting parametric networks (Schmaltz, 2019; Schmaltz and Beam, 2020). With exemplar auditing (non-parametric memory matching), we can introspect a model by forming mappings between relevant features and their counterparts in the ground-truth training data, which is a useful mechanism for model and data analysis. Interestingly, in some settings, we can also update model behavior with this mechanism, without re-training, in the sense of updating the labels associated with the test-training exemplar mappings. In this limited sense, neural networks have nudged slightly in the direction of becoming flexible, updatable objects, as opposed to immutable objects dependent on SGD-style updates.

Many practical, real-world NLP tasks can be cast as binary or multi-label classification, and can thus directly make use of the aforementioned analysis and model updating approaches. However, such sequence-oriented classification tasks are but a subset of a larger family of retrieval-classification tasks, such as fact verification and question answering, which require an auxiliary step to retrieve information from external datastores, from which the final classification decision is derived. This involves matching over multiple sequences and is typically approached with separate models for the retrieval and classification steps.

The success of exemplar auditing in the basic classification setting, in the sense of effectively matching to relevant features, may be attributed to the distilled memories being formed from the final layers of the network, after the input has been composed. In such settings, once we know where to cut the network, the matching step is comparatively easy, with the resulting analysis use cases not dependent on subsequent deep composition of the matched vectors. However, in the more general case of matching to external datastores in retrieval-classification tasks across multiple sequences, we must confront the bi-encoder vs. cross-encoder dilemma: When matching representations from the top layers of a deep network, it is typically more effective to compose all relevant sequences in the input to the network (cross-encoder), but this is computationally infeasible for large datastores, so instead we must resort to matching against representations from independent passes through the network (bi-encoder) (Reimers and Gurevych, 2019; Urbanek...
et al., 2019; Humeau et al., 2020, inter alia). For large datastores, these challenges are typically addressed with multiple models and re-ranking. We instead propose a single model for retrieval and classification, using a coarse-to-fine search procedure, enabled by adding memory layers to the pre-trained Transformer (Vaswani et al., 2017) language model\(^1\) BERT (Devlin et al., 2018).

The Fact Extraction and VERification (FEVER) dataset (Thorne et al., 2018a) is a useful test-bed for examining these issues, as it strikes a practical balance between approaching real-world retrieval-classification tasks and having sufficient synthetic simplicity to approach at current computational scales, while also having a large literature of previous works for comparison, including a hidden test set. Large parameter, multi-model pipelines, sometimes also including external linguistic tools, have shown steady gains on the task since the original shared tasks (Thorne et al., 2018b, 2019). Orthogonal to pushing the ensemble SOTA, works such as Lee et al. (2020) have used FEVER to analyze the extent to which the parameters of LMs, themselves, can serve as a knowledge base. Additionally, recent work has suggested that typical evaluations on synthetic tasks, such as FEVER, may be misleading, or at least not express the full effectiveness picture, due to idiosyncrasies in data construction, allowing models to exploit spurious features (Schuster et al., 2019).

In summary, we make the following contributions in this work:

- We present an approach for learning and inference with a single language model for both retrieval and classification. This allows us to leverage the learned knowledge captured by the LM’s parameters, as well as explicit knowledge provided in retrieval. Accuracy on FEVER fact verification exceeds all of the original 2018 Shared Task systems; significantly exceeds approaches that only rely on the Transformer LM’s parameters as a knowledge base; and approaches some multi-pipeline systems despite using significantly fewer parameters and no external linguistic tools.

- To achieve this, we introduce a novel coarse-to-fine search procedure across non-parametric memories dynamically created by using the LM in both a bi-encoder and cross-encoder manner. This is used for inference and for training, making it possible to back-propagate through both retrieval and classification using a supervised similarity loss.

- Additionally, we demonstrate how the non-parametric distances from tightly coupled retrieval and classification can be leveraged to identify low-confidence instances. We also extend exemplar auditing to this setting, adding an additional means for analyzing the model and constraining the output.

2 Task

The FEVER task aims to assess whether a claim (a short, declarative sentence) is true, false, or unverifiable, based on one or more sentences from Wikipedia. At inference, a model is given a claim and must retrieve applicable sentences from Wikipedia, with results evaluated on the 3-class classification accuracy, as well as a “FEVER score”, which only counts as correct those predictions whose retrieved sentences (up to five) include at least one complete covering of ground-truth associated evidence sentences. The Wikipedia sentences are uniquely described by the Wikipedia article title and the sentence number. Appendix D provides an example of a claim and associated evidence.

The final test set has hidden labels, and is evaluated on CodaLab.\(^2\)

Symmetric Dataset We also consider the 2-class (true, false) analysis sets of Schuster et al. (2019), which only considers claims with single sentence evidence, to analyze hypothesis bias. This set re-annotates some of the claims to flip the decision label, and also re-annotates the corresponding evidence sentences to match that re-labeling, and vice-versa (hence, “symmetric”). As a result, this set also serves as a proxy for the setting of updating the datastore (here, changing the underlying Wikipedia sentence).

\(^1\)We follow current usage in referring to BERT as a “language model”, but note that as a result of its imputation-style loss function, it does not in itself yield a well-formed probability over a sequence (c.f., Chen and Goodman, 1999), the traditional notion of a language model in NLP.

\(^2\)Fact Extraction and VERification (FEVER) Challenge: https://competitions.codalab.org/competitions/18814. Our results were submitted to CodaLab on October 18, 2020.
3 Methods

The iterative, coarse-to-fine search procedure is enabled by a model consisting of a single Transformer combined with three independent single-width-kernel, multiple-filter CNNs that serve to create “memory” vectors. Each of the CNNs takes as input the shared top layer of the Transformer (for each input WordPiece) concatenated with word embeddings, the latter of which are unique for each CNN. A max-pool operation over each CNN creates a memory vector, which is used either as a query, or as part of a database, depending on the input sequence. These memory vectors are used to perform matching between sequences, in training and at inference.

This mechanism is used in both a bi- and cross-encoder manner. To aid in the presentation, we refer to each of the three CNNs as a “level”, as each serves a distinct role in the coarse-to-fine search procedure, with the candidate input sequences of the latter levels dependent on the results of the prior levels. Each level takes as input a QUERY sequence and a SUPPORT sequence, with the top-$k$ matched memory vectors determining the candidate SUPPORT sequences for the subsequent levels. For FEVER, a QUERY sequence is a claim, and a SUPPORT sequence contains one or more relevant Wikipedia sentences, and for some levels, additionally a classification label and a copy of the claim.

Specifically, each token $t_1^q, \ldots, t_n^q, \ldots, t_N^q$ in the QUERY sequence for each level is represented by a $D$-dimensional vector, where $N$ is the length of the sequence, including padding symbols, as necessary. $D$ is the concatenation of randomly initialized word embeddings and the top output Transformer layer corresponding to that token. The SUPPORT sequence is analogous: $t_1^s, \ldots, t_n^s, \ldots, t_N^s$.

The convolutional layers are then applied to the $R^{D \times N}$ matrix for each sequence, using a filter of width 1, sliding across the unigrams of the input. The convolution results in a feature map $h_m \in R^N$ for each of $M$ total filters.

We then compute $g_m = \max(h_m)$, a max-pool over the unigram dimension resulting in $g \in R^M$. This is calculated for both the QUERY sequence, $g^q$, and the SUPPORT sequence, $g^s$. These dense representations of the input sequences are then used for search and learning, as described further below.

3.1 Coarse-to-Fine Search

We seek to associate a QUERY sequence with its corresponding SUPPORT sequence. For each $g^q$, we search for the $g^s$ that minimizes $\|g^q - g^s\|_2$, the Euclidean distance between the memory vectors of the QUERY and SUPPORT sequences.

The search procedure starts with a coarse, but relatively efficient, bi-encoder matching over all sequences, followed by a more expensive, but also more accurate, cross-encoder matching over a subset of the winnowed sequences from the previous level. A final level handles classification by incorporating the classification labels as part of the SUPPORT sequences. Figure 1 illustrates this search process.

Level 1 (bi-encoder retrieval) The first level performs a coarse bi-encoder search to match QUERY sequences with the nearest SUPPORT sequences. A QUERY sequence is a FEVER claim, and a SUPPORT sequence in level 1 is a single Wikipedia sentence. Only the top-$k_1$ SUPPORT sequences are considered in level 2.

Level 2 (cross-encoder retrieval) Level 2 performs a finer grained search, only considering the subset of SUPPORT sequences filtered in the first level. This is cross-encoder matching, with the SUPPORT sequences constructed from a concatenation of the FEVER claim with each candidate Wikipedia sentence that survived level 1. In this way, the SUPPORT sequences are unique for each QUERY sequence, so this is only computationally feasible with the candidate winnowing of level 1. Only the top-$z$ SUPPORT sequences are then considered in level 3.

Level 3 (cross-encoder classification) The final level performs classification, marginalizing over the top-$z$ SUPPORT sequences from level 2 in the following sense. The SUPPORT sequences of level 3 consist of the claim concatenated with the top-$z$ Wikipedia sentences from level 2. Unique SUPPORT sequences are then created by concatenating the classification label (true, false, or unverifiable). The matching of the QUERY sequence to the SUPPORT sequence then determines the final classification label. In other words, the search in level 3 is
for the nearest label, with the evidence sentences determined by level 2.

Separately, independent of search, for training only, we also consider SUPPORT sequences in level 3 constructed with the reference Wikipedia sentences. When the distinction is not otherwise clear, we refer to these sequences as level 3 reference sequences, and the level 3 sequences constructed from search as level 3 prediction sequences.

**Sequence Input Formatting** With the intuition of helping the model distinguish between the various levels (retrieval, coarse or fine, and classification, predicted and reference), we also add distinct prefixes to the QUERY sequences in levels 2 and 3 (separately for reference and prediction sequences in level 3), and the SUPPORT sequences in level 2. In all cases, we prepend the article title and sentence index to each Wikipedia evidence sentence. Table 7 in Appendix D illustrates the encoding of the sequences across levels for an example from the Dev set.

### 3.2 Training

Unlike prior work with pipeline systems with separate models for retrieval, sentence selection, and classification, our unified model is trained end-to-end. Across all three levels, we seek to minimize the distance between the memory vectors of QUERY and SUPPORT sequences of correct matches and maximize the distance between the memory vectors of incorrect matches.

Specifically, we calculate $\delta = |g^q - g^r| \in \mathbb{R}^M$, the absolute value of the difference between the max-pool filter values across the QUERY and SUPPORT sequences (the “difference vector”). We then seek to minimize the BCE loss

$$L_{m} = -Y \cdot \log(\sigma(\delta_m)) - (1 - Y) \cdot \log(1 - \sigma(\delta_m)),$$

where $Y = 0$ if $\delta$ is associated with a correct QUERY and SUPPORT match, and $Y = 1$ otherwise. The loss is averaged across all filters $M$, over all 3 levels, over all QUERY and SUPPORT pairs in a given mini-batch. In effect, we are able to backprop jointly across retrieval and classification.

We informally refer to our proposed loss as a supervised similarity loss, as opposed to a contrastive loss, as used in vision (e.g., Chen et al., 2020), since there is no notion of data augmentation via local data perturbations. Instead, our loss is enabled by our novel coarse-to-fine search mechanism, with positive and negative instances constructed as follows.

**Positive Examples** For levels 1 and 2, correct matches are constructed from the ground-truth retrieval data. For level 3, we consider the ground-truth Wikipedia sentences when constructing reference SUPPORT sequences for verifiable claims. Additionally, when constructing level 3 prediction sequences, we combine the correct label (true, false, unverifiable) with the Wikipedia sentences from the top-2 SUPPORT sequences from level 2. This latter case emulates inference, as the correct Wikipedia sentences will not necessarily be in these SUPPORT sequences at training, even if the label is correct.

**Negative Examples** For levels 1 and 2, hard negatives are constructed by performing the coarse-to-fine search and retrieving the nearest incorrect matches. For level 3, negatives are constructed by flipping the concatenated label string in the SUPPORT sequences.

### 3.3 Inference

At test, we perform the coarse-to-fine search, taking as our prediction the label and Wikipedia sentences from the nearest SUPPORT sequence match in level 3.

### 3.4 Level Distances

From this coupled system, for every traversal through the coarse-to-fine search, we generate relative distances to the selected retrieved information (level 2) and the joint retrieval and classification decision (level 3). We can use this information to analyze and constrain our predictions.

### 3.5 Exemplar Auditing via Difference Vectors

Previous works have demonstrated effective approaches for creating exemplar vectors for sequence-based classification tasks when the unit of analysis is oriented toward the token level. The situation is more complicated with retrieval-classification tasks, since the final decision is determined by multiple sequences, and the conne-

---

While typical multi-model pipeline systems are trained by bootstrapping the unverifiable instances by generating evidence sentences from another model, the coarse-to-fine mechanism naturally handles this case in level 3 with the single model. This points to the potential for adding semi-supervised instances to other levels.
tions between individual tokens and the final decisions are often difficult to consistently articulate for humans. However, the joint nature of our model enables a means of capturing the abstract, compositional patterns that determine the final label decision. From our coupled system, we create exemplar vectors by concatenating the difference vectors, \( \delta \), from levels 2 and 3. We create a database of these exemplar vectors that we then use to analyze the model by matching to analogous vectors created at inference. Note that this database is distinct from the memories constructed for replication purposes.

4 Experiments

We examine the behavior of our proposed model on the standard FEVER dataset, submitting to CoDaLab for final evaluation on the hidden test set. We further analyze the model in the context of the challenging re-annotation sets of Schuster et al. (2019). Our code will be made publicly available for replication purposes.\(^5\)

4.1 Data

We use the publicly available FEVER 3-class data for training the model. For training, we only consider one evidence set per claim, preferring smaller evidence sets with sentences near the beginning of the article, and we truncate evidence sets to a max size of 2. Around 88% of the training set claims have an evidence set consisting of a single sentence.

We also perform a very coarse, lightweight (model free) filtering of the space of Wikipedia articles under consideration for each claim. After removing parenthetical information and punctuation, and lowercasing, for each claim, we only consider the titles that have the longest lexical cover starting from each token in the claim, left-to-right. In training and dev, this results on average of around 50 articles, or 300 sentences, under consideration for each claim. Around 97% of the claims have at least 1 ground-truth evidence sentence in their resulting set.

This preprocessing is sufficient to reduce the retrieval space to be manageable on a single GPU, if level 1 is bi-encoded, but cross-encoding would still be prohibitive. Because there is some sharing across the covered sets, which can be leveraged by bi-encoding, this results in around 625k sentences processed in level 1 for the 145k claims of the training set; 296k sentences in level 1 for the 20k claims of the Dev set; and 329k sentences in level 1 for the 20k claims of the hidden test set. We otherwise do not make any distinctions between the articles, nor do we employ a separate IR system, as used in some previous works. For exam-

\(^5\)We use the PyTorch (https://pytorch.org/) reimplementation of the original BERT code base available at https://github.com/huggingface/pytorch-pretrained-BERT. Our code will be available no later than publication at https://github.com/allenschmaltz/memory_matching.
ple, we do not distinguish between regular and disambiguation articles, and instead allow the model to learn the distinctions.

**Symmetric Dataset** There are two versions of the symmetric re-annotation sets of Schuster et al. (2019) dataset: The version from the published paper, SYMGEN, and a subsequent version with a dev-test split, SYMDERV2 and SYMTESTV2, available in the public repo. We consider the first version for comparison to previous work, and we also consider the new set as it provides a held-out set with which to examine updating the exemplar database. In these 2-class sets, single sentence retrieval is given, and for a subset of instances, the evidence and/or claims have been strategically modified to aid examination of a model’s reliance on class conditional distributional characteristics. We use these sets to analyze the model’s ability to identify—and predict over—out-of-domain samples. We use the labels TRAIN1-EVIDENCE and DEV1-EVIDENCE to indicate the original FEVER train and dev sets limited to 2-class claims, with given sentence evidence sets. Because these subsets from previous works have dropped the Wikipedia title and sentence index, we perform a preprocessing step to heuristically re-associate this metadata to the SUPPORT sequences based on the original FEVER data.

### 4.2 Models

Our model, BERT<sub>BASE</sub>+MEMMATCH, uses a separate CNN to construct the memory representations for each of the three levels. Each CNN consists of 1000 filters and has a kernel width of 1. Input to each CNN consists of the 768-dimension hidden state of the top layer of BERT<sub>BASE</sub>, which corresponds to each input WordPiece, concatenated to a randomly initialized 300-dimension word embedding with a vocabulary size of 7,500. We set the max length of level 1 to 50 tokens, level 2 to 100 tokens, and level 3 to 150 tokens.

**Training** Our model differs significantly from previous approaches in that the coarse-to-fine search mechanism allows us to train retrieval and classification together, allowing the sharing of parameters across a single Transformer. At the start of each training epoch, we run the search procedure to find hard negatives and to determine the evidence sentences over which to marginalize for the prediction sequences in level 3. We then backpropagate through all levels by batching all sequences, from all levels, together for each claim when running a backward pass.

We train for up to 15 epochs with \(k_1 = 10\), \(z = 3\), choosing the epoch with the highest accuracy on the held-out dev set. We then continue training with a larger beam, \(k_1 = 30\), again choosing the epoch with highest held-out accuracy, and terminate training once accuracy has not increased for 4 epochs. Each epoch we alternate freezing either the Transformer parameters or all CNN parameters, which we found works well for learning memory vectors with strong matching effectiveness. In practice, training takes 4-5 days on a single V100 GPU (with 32 GB of memory). Additional training details are in Appendix E.

**Inference** At test, we set \(k_1 = 100\). During training, we keep \(z = 3\), since the claims have at most 2 reference Wikipedia sentences, allowing us to keep the total sequence lengths relatively short in level 3. At inference, we allow \(z\) to increase to 5 for comparison to previous works in terms of the FEVER score, which always considers retrieval sets of up to size 5, regardless of order.

**Exemplar Auditing** In the analysis of the symmetric dataset, we create the exemplar database from TRAIN1-EVIDENCE, removing unverifiable claims. When running inference over SYMTESTV2, we additionally add SYMDERV2 to the exemplar database.

### 4.3 Existing Models for Comparison

Existing models for FEVER are highly heterogeneous. Reliable empirical comparisons are aided by the hidden test set, but meaningful comparisons are greatly complicated by differing parameter counts, efficiencies, and learning signals.

Typical approaches have separate models for document retrieval, sentence selection, and label classification. The pipeline system of Nie et al. (2019), NSMN, using semantic matching networks, was the highest ranking system in the original FEVER Shared Task in 2018. Subsequent work (Nie et al., 2020) examines the impact of parameter and data sizes, proposing a compounded
label approach to unify sentence selection and classification, but using the separate method of Nie et al. (2019) for document selection. We use the label COMPOUNDLABEL for this work; it provides a reference point for a smaller parameter system, albeit not an end-to-end system.

Recent work has further pushed the SOTA, combining large multi-model Transformer models with graph networks, GEAR (Zhou et al., 2019), and graph-based reasoning over semantic role labeling, DREAM (Zhong et al., 2020), which is the current SOTA.

Lee et al. (2020) carefully examines the ability of language models to serve as knowledge bases, without supervised evidence training, providing baselines with a standard frozen BERT\textsubscript{LARGE} model, fine-tuning the Transformer parameters (BERT\textsubscript{LARGE}+FT), and a new model that freezes BERT\textsubscript{LARGE} and extracts features with strategic named-entity masking for input into an entailment model (BERT\textsubscript{LARGE}+KB\textsubscript{FEAT}).

For reference, we also consider the contemporaneous RAG model (Lewis et al., 2020), a generative sequence model with a non-parametric retrieval component. It is not directly comparable to our work and is conceptually and architecturally distinct: RAG jointly fine-tunes a pre-trained bi-encoder (with two BERT\textsubscript{BASE} models, one of which remains frozen during RAG training) for retrieval with a separate, large pre-trained seq2seq model for classification, whereas BERT\textsubscript{BASE}+MEM\textsubscript{MATCH} jointly fine-tunes a single pre-trained BERT\textsubscript{BASE} model as both the retriever and classifier. BERT\textsubscript{BASE}+MEM\textsubscript{MATCH} has the advantage of supervised FEVER evidence training, but RAG has the advantage of significantly greater parameters, additional amounts of retrieved text for classification, and signal from QA datasets.\footnote{RAG is fine-tuned with supervised FEVER claims but not FEVER evidence; however, importantly, the bi-encoder is not pre-trained in an unsupervised manner in the sense of a Cloze-style task. Rather, it is pre-trained with direct and indirect supervision from labeled QA datasets, which also derive SUPPORT sequences from Wikipedia (Karpukhin et al., 2020).}

Table 1: FEVER hidden test results, evaluated on CodaLab, in terms of accuracy (Acc.) and FEVER score (FEV). We include parameter estimates, in millions (Pt.ct.), with ranges when Transformer sizes or auxiliary model details are unspecified in the original publications (see Appendix B for details). We indicate whether a pipeline model also uses non-neural IR features (IR) and whether external linguistic tools are used (Ling.). We distinguish models that do not train with sentence-level evidence with N/A as the FEVER score. All but the last line are test results reported in previous works. Light-gray rows contain end-to-end models.

| Model                  | Acc. | FEV  | Pt.ct. | IR  | Ling |
|------------------------|------|------|--------|-----|------|
| GEAR                   | 71.60| 67.10| > 204  | •   | •   |
| DREAM                  | 76.43| 70.60| ≥ 373.813| •   | •   |
| COMPOUNDLABEL          | 66.21| 61.65| 18     | •   | •   |
| NSMN                   | 68.16| 64.23| 28     | •   | •   |
| BERT\textsubscript{LARGE} | 38   | N/A  | 340    | •   | •   |
| BERT\textsubscript{BASE}+FT | 57   | N/A  | 340    | •   | •   |
| BERT\textsubscript{BASE}+KB\textsubscript{FEAT} | 49   | N/A  | > 140  | •   | •   |
| RAG                    | 72.5 | N/A  | 626    | •   | •   |
| BERT\textsubscript{BASE}+MemMatch | 70.42| 63.95| 120    | •   | •   |

5 Results
FEVER Table 1 shows results across models on the hidden test set, evaluated on CodaLab. Our model is significantly stronger than the end-to-end language models that lack retrieval, and it approaches the accuracy of one of the recent strong multi-model systems, despite having fewer parameters, not using external linguistic tools, and consisting of a single end-to-end model. Additionally, our tightly coupled end-to-end system achieves 97% of the accuracy of RAG using only 19% of the parameters.

The BERT\textsubscript{LARGE} models from Lee et al. (2020) are important in that they provide rough empirical ranges on what we might expect from a claim-only LM at the given parameter size. In particular, BERT\textsubscript{LARGE}+FT is much stronger than a random baseline, which would be around 33.00, since the dataset is balanced. Interestingly, by adding around 10 million parameters to the smaller BERT\textsubscript{BASE} model with our proposed approach with supervised evidence training, we can dramatically improve effectiveness. It is conceivable that LM-only effectiveness will increase with increasing parameters; however, at the scale ex-
Table 2: Dev. set accuracy (Acc.) and FEVER score (FEV.) vs. level 1 beam size ($k_1$) and the number of evidence sentences marginalized in level 3 ($z$) for BERT$_{BASE}$+MEMMATCH.

| $k_1$ | Acc.  | FEV.  | $z = 3$ | Acc.  | FEV.  | $z = 5$ |
|-------|-------|-------|---------|-------|-------|---------|
| 3     | 67.67 | 50.71 | (equivalent to $z = 3$) |
| 5     | 69.33 | 54.73 | 69.39   | 55.17 |
| 30    | 73.04 | 65.27 | 73.07   | 65.93 |
| 100   | 73.49 | 66.85 | 73.59   | 67.70 |

The bar is high for the carefully tuned, bespoke multi-model pipelines, especially the current SOTA, DREAM, which incorporates some of the current best-of-class models for each of document retrieval, sentence selection, and classification. Our model compares favorably to the non-Transformer models, COMPOUNDLABEL and NSMN. Our model has additional parameters relative to those baselines; however, our single model potentially lends itself to more general applications, as noted in Section 6. Interestingly, the accuracy of our model is only about 1 point less than GEAR. We see a larger decrease in the retrieval-oriented FEVER score, which is not surprising, since GEAR has a sophisticated Wikipedia-oriented retrieval system using the MediaWiki API and additional models.

In FEVER, retrieval is important and search is non-trivial. On the one hand, claim-only BERT fine-tuned models do much better than random, suggesting some combination of signal encoded in the parameters and/or hypothesis bias; on the other hand, the distance to BERT models given retrieval evidence is very large (> 10 points). Furthermore, as seen in Table 2, level 3 classification in our model benefits from better retrieval from levels 1 and 2, which is controllable via increasing the beam size at the expense of additional compute. For submission to CodaLab, we increase $z$ to 5 at inference, which increases the FEVER score by nearly 1 point, since the FEVER metric penalizes low recall evidence predictions.

The addition of level 2 (i.e., the cross-encoder for retrieval), rather than only relying on level 1, is important for evidence selection. With the search configuration of our submitted model, a strict, complete evidence match in the top 1 (or up to 2, if the ground-truth has 2 evidence sentences) beam positions rises from 37.8% of the dev claims in level 1 to 74.1% in level 2. Similarly, the percentage of SUPPORT sequences at the top of the beam associated with a correct document (i.e., Wikipedia title) rises from 72.2% in level 1 to 91.5% in level 2.

Symmetric Dataset The effectiveness of the model on the analysis subsets of Schuster et al. (2019) appears in Table 3. On SYM$_{GEN.}$, we see that the BERT$_{BASE}$+MEMMATCH accuracy is higher than a standard BERT$_{BASE}$ model and
only about 1 point less than the training-set re-weighting of previous work, BERT \textsc{base}+RW, despite adding only around 10% (10 million) more parameters and not modifying the training set. However, as with earlier models, the accuracy on this challenging set is dramatically lower than the results on \textsc{dev1-evidence}, which has a similar distribution to that seen in training. Breaking this down further, we see that the accuracy on the symmetric set (SYM\textsc{gen}.) with claims modified to flip the label, with the datastore unchanged, is actually reasonably high, at 81.6 percent. However, the accuracy on claims with modified evidence sentences is very low, at 50.4 percent, which is essentially no better than chance, if not making use of the ability of the model to identify outliers.

Characteristics of the datastore changes (modified evidence sentences) can help explain the low effectiveness. The datastore changes in SYM\textsc{gen}. can change the type of an entity, as opposed to only changing aspects that would typically change over time, such as occupations or new achievements. For example, a TV show might become a music album. These changes are challenging if the model has already encoded such type information into its parameters. Additionally, modifying Wikipedia sentences in isolation may introduce some subtle artifacts that push the language distribution beyond what is typical of the domain.

In Table 3, we include the accuracy (BERT\textsc{base}+\textsc{memmatch}+\textsc{dist}) when only admitting predictions for which the level 2 and level 3 distances are less than the mean of the distances for correct retrieval and correct label predictions, respectively, seen in training. At the cost of emitting null predictions, this results in essentially no change in accuracy on the dev set, while dramatically increasing the accuracy by 10 points on SYM\textsc{gen}. In this case, the accuracy on the instances with changed evidence sentences rises to 66.2 (out of 204 admitted predictions, which is 43% of all such claims), well above chance, and 89.9 (out of 139 admitted predictions, which is 58% of all such claims) for claims modified to flip the label, but with unchanged evidence sentences.

In practice with BERT\textsc{base}+\textsc{memmatch}, one would deterministically know when the datastore has changed, so we could in principle make use of such information at inference, treating such instances with caution, as with special submodules or by requiring particularly confident predictions under the model.\footnote{In contrast, at inference, we cannot, in general, \textit{deterministically} know when the \textit{claim} has been altered to flip the label, or is otherwise an out-of-distribution instance, and instead must rely on the level distances or \textit{exemplar} auditing.} For illustrative purposes, we include the result when we simply exchange the prediction with the opposite label on any instances falling outside the training mean and with modified evidence sentences (BERT\textsc{base}+\textsc{memmatch}+\textsc{dist}+\textsc{exchange}). Interestingly, this raises the overall accuracy across all 717 claims to nearly 70. This is not a viable prediction strategy, in general, and in a real application one would produce null predictions or update the exemplar database, as discussed next, but it serves to illustrate that a non-trivial proportion of the unreliable predictions from that subset of the dataset are identifiable by large level 2 and 3 distances. Table 5 in Appendix C provides examples of instances with close and far distances.

In addition to the level distances, we can also use exemplar auditing to only admit a prediction if the nearest exemplar is a true positive, BERT\textsc{base}+\textsc{memmatch}+\textsc{exchange}. We observe about a 1 point gain in accuracy across both \textsc{dev1-evidence} and SYM\textsc{gen}, relative to the base inference approach, while generating predictions for about 90% of the data. For reference, Figure 2 illustrates the fidelity of the distances to the true positive exemplars, with closer distances to the true positive exemplar associated with higher accuracy predictions.

The aforementioned results provide comparisons to previous work. We can use the newly released version of the data, which contains a development split, to demonstrate updating the model behavior by modifying the exemplar database. To put these results in perspective, in Table 4 we provide the same inference approaches as those on the original split, and we see that the direction of the results is similar to those on SYM\textsc{gen}. in Table 3. The overall higher accuracies are attributable to this split also including some of the original, un-
modified claims from the \texttt{DEV1-EVIDENCE} set.

With this new split, we can examine updating the exemplar database in the following way: We add both \texttt{TRAIN1-EVIDENCE} and \texttt{SYMDEV.V2} to the exemplar database, and at inference over \texttt{SYMTEST.V2}, if we detect that the retrieval database has changed (i.e., the evidence sentence has changed relative to the original in Wikipedia), we ignore the model prediction and instead use the reference label associated with the nearest exemplar from \texttt{SYMDEV.V2}. Table 4 includes this result as $\text{BERT}_\text{BASE}+\text{MEMMATCH}+\text{EXAUPDATE}$. In this way, we make predictions over all instances, and the accuracy is also an improvement over the naive approach of exchanging the labels based on distances ($\text{BERT}_\text{BASE}+\text{MEMMATCH}+\text{DIST}+\text{EXCHANGE}$). The accuracy on the subset of claims associated with altered datastores rises from 52.5 to 67.1, demonstrating that we have substantially altered the behavior of the model, without updating the parameters via SGD updates in the traditional sense.

Qualitatively, exemplars with close distances exhibit shared abstract patterns with the claim and evidence of the matched test instances, as shown in Table 6 in Appendix C. Typically this occurs without overlap of the main entities (nouns), since FEVER is constructed to minimize the training and dev overlap of claims associated with the same Wikipedia article. By using the difference vectors from levels 2 and 3 as the exemplars, we can match against these more abstract patterns.

Each level of the model induces an alignment between the \texttt{QUERY} sequence and the \texttt{SUPPORT} sequence, resulting from the per-filter matching of the max-pooled CNNs across the two sequences. Figure 3 in Appendix B illustrates this alignment. In some settings, this can serve as an additional means of analyzing the model and data; however, token-level alignments are in general difficult to reconcile with prediction labels with retrieval-classification tasks given the deep composition across tokens and sequences required. The level distances and exemplar auditing approach presented here provide an alternative means of analyzing such models.

6 Discussion

The relative success of our model points to broader applications. BERT has been shown to be effective on a wide variety of classification tasks. Our model can be frozen and augmented with an additional classification layer, such as BLADE (Schmaltz, 2019) or MULTI-BLADE (Schmaltz and Beam, 2020), for use in similar binary or multi-label classification settings, but with the powerful addition of explicit retrieval.

FEVER is largely limited to one- or two-hop reasoning. For deeper multi-hop reasoning tasks, additional levels could be added commensurate with the nature of the search required for the given task. For a particularly deep search graph, both \texttt{QUERY} and \texttt{SUPPORT} sequences could be built-up as progressively constructed cross-sequences. In particular, we hypothesize that generative language modeling can be recast in such a manner, inserting unsupervised or semi-supervised instances into the retrieval levels, which we leave for future work.

7 Additional Related Work

There are a large number of additional multi-model, pipeline FEVER systems; we compared to a representative selection of full systems that have progressively pushed the state-of-the-art since the 2018 Shared Task. Pushing the upper-bound is beyond the scope of this paper, but we would assume that a larger Transformer, such as $\text{BERT}_{\text{LARGE}}$ or GPT-3 (Brown et al., 2020), would increase effectiveness, ceteris paribus.

Recent work suggests that dense (bi-encoder) representations can be effective in retrieval and sentence similarity tasks relative to traditional IR and domain-specific, feature-oriented models, at least when suitable pre-training is possible (Chang et al., 2020). Humeau et al. (2020) proposes an alternative architecture, poly-encoders, that is more effective than bi-encoders and more efficient, but less effective, than cross-encoders for sentence matching tasks. Our work is orthogonal to these works since our model addresses tasks that involve joint retrieval \textit{and} classification (i.e., there is a multi-stage search aspect requiring accumulation of disparate sequences).

In NLP and ML, writ large, relatively few truly end-to-end\footnote{We take this informal term to mean the neural model backpropagates jointly through both retrieval and classification, and inference is performed with that same single model.} neural models have been proposed for retrieval-classification tasks. The early work of Yin and Roth (2018) considers joint optimization...
of a binary vector over SUPPORT sequences and a classification decision, with respect to a QUERY sequence, via shared dense representations. Our work is conceptually distinct, recasting the problem in terms of non-parametric matching of memories from bi-encoders and cross-encoders. From the subfield of QA, the Open-Retrieval Question Answering system (ORQA) system of Lee et al. (2019) aims for end-to-end retrieval and classification; however, the means of doing so, and the learning setting, is fundamentally different than proposed and examined here. Whereas we restructure the model to directly accommodate search using a single shared Transformer LM with memory layers for the FEVER task, which has supervised evidence, ORQA relies on a special pre-training task for a bi-encoder retriever without supervised evidence, with a separate BERT model serving for classification. REALM (Guu et al., 2020) extends this work with a means of jointly updating the bi-encoder retriever with a separate Transformer classifier and additional pre-training strategies for QA tasks. In principle, unsupervised evidence can be accommodated in our training procedure by adding such instances to levels 1 and 2 (as for example, associating a sentence from the body of a Wikipedia article with one or more from the introduction, or similar sentence-level Cloze task), which we leave for future work.

8 Conclusion

We have presented a new, unified model that handles both retrieval and classification, using a single Transformer combined with memory layers, a supervised similarity loss, and a coarse-to-fine search procedure to access the non-parametric memory. With a modest additional amount of parameters relative to a standard pre-trained BERT model, we enable the language model to explicitly retrieve information, which we show significantly improves fact verification accuracy on FEVER compared to only relying on the language model parameters as a knowledge base. In this way, we significantly simplify the standard multi-model pipeline for retrieval-classification tasks, and we illustrate how tightly coupled retrieval and classification can be leveraged to identify low confidence instances, resulting from hypothesis bias, for example. We further extend exemplar auditing (non-parametric memory matching) to this sequence matching setting, illustrating a means of further analyzing the model and updating the model behavior.
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A Alignment Visualization

Each “level” of the model induces an alignment between the QUERY sequence and the SUPPORT sequence, resulting from the per-filter matching of the max-pooled CNNs across the two sequences. Figure 3 illustrates this alignment for two claims from the SYMTESTv2 test dataset for level 1 (bi-sequence retrieval). For display purposes, we have scaled each per-token filter weight (of the QUERY sequence) by the natural exponentiation of the negation of the filter difference, and summed these values for each (QUERY sequence token index, SUPPORT sequence token index) pair, which uniquely describe an alignment in this convention. This simple scaling emphasizes tokens that uniquely describe an alignment in this convention. At the bi-sequence retrieval level, this often (but certainly not always) results in keywords being aligned across the QUERY and SUPPORT sequences. In some cases, this may be useful to analyze the model behavior in conjunction with the mechanisms described in the main text. However, some caution is in order in understanding these alignments, as token-to-token alignment is an underspecified task for fact verification (and QA-style classification)\(^{11}\), in general, given the deep cross token composition required. Furthermore, not apparent in the display simplification of Figure 3 is that the first four WordPieces\(^{12}\) tend to be diffusely aligned to a long-tail of tokens. That is to say, these alignments for such retrieval-classification tasks are not directly actionable in the same sense as token-level contributions in sequence-labeling tasks (Schmaltz, 2019), and we must instead primarily rely on the mechanisms described in the main text for analyzing the model and data.

\(^{11}\) Additionally, in the cross-sequence levels (levels 2 and 3), there is confounding in the input sequences to be aligned. If such unsupervised alignments are needed in such a setting, one possibility would be to mask the output tokens in the SUPPORT sequence corresponding to the QUERY sequence, but since such alignment is, in any case, underspecified in FEVER, we do not pursue that here.

\(^{12}\) C ##laa ##m :

B Parameter Estimates

BERT\(_{\text{BASE}}\)+MEMMATCH contains the parameters of BERT\(_{\text{BASE}}\) (110 million) and those of the CNN and word embeddings of each level. With a vocabulary of 7500 and an embedding size of 300 for the randomly initialized non-contextualized WordPiece embeddings, and 1000 kernel-width-1 (“unigram”) CNN filters, this results in \((300 + 768) \times 1000 + 300 \times 7500\) parameters for each of the 3 levels (the hidden size of BERT\(_{\text{BASE}}\) is 768). Not including the CNN bias weights, this results in 9,954,000 parameters, or roughly 120 million when also including BERT\(_{\text{BASE}}\).

The parameter count for RAG is from the original publication, with 220 million parameters from the two BERT\(_{\text{BASE}}\) models of the bi-encoder retriever and 406 million parameters from the seq2seq BART\(_{\text{LARGE}}\) model used for generation (classification in the case of FEVER). The estimates for COMPOUNDLABEL and NSMN are from Nie et al. (2020). The BERT\(_{\text{LARGE}}\)+KBFEAT model includes BERT\(_{\text{LARGE}}\), a separate Named Entity Recognition model, and a separate textual entailment model, so it has at least the 340 million parameters of BERT\(_{\text{LARGE}}\).

Estimating the parameter counts of GEAR and DREAM is more complicated, but rough ranges are sufficient for the purposes here. In our parameter estimates, we cumulatively count all parameters for all the models used as part of the pipelines, including those of external linguistic tools. GEAR uses BERT\(_{\text{BASE}}\) (110 million) as the encoder. As part of retrieval, it uses a constituency parser with ELMo embeddings, of which we estimate 93.6 million parameters are from ELMo alone, but we do not estimate the parser size. We also do not attempt to estimate the size of the model that is used in conjunction with the MediaWiki API for retrieval, nor the size of the actual graph network, and instead state the overall system has at least 204 million parameters. The DREAM pipeline uses BERT\(_{\text{BASE}}\) (110 million) for semantic role labeling; NSMN (28 million) as part of retrieval; a RoBERTa cross-encoder for evidence selection, which is 125 million or 355 million parameters depending on whether the BASE or LARGE version was used; and an XLNet cross-encoder for claim verification, which is 110 million or 340 million parameters depending on whether the BASE or LARGE version was used. We do not attempt to estimate the size of the graph network, and instead
estimate the overall count of the pipeline system as either contained in, or exceeding, the interval (373 million, 833 million).

C Examples from the Symmetric Datasets

The analysis datasets of Schuster et al. (2019) are useful for examining out-of-domain detection and effectiveness. As noted in the main text, certain characteristics of the symmetric subsets make it relatively challenging for the model. Changes to the Wikipedia sentences are not restricted to alterations that might typically occur over time, but instead, may also change a fundamental characteristic of the entity. Table 5 provides some illustrative examples from the SYMGEN dataset in which the evidence sentences from Wikipedia have been modified to change the true facts. For example, in the second to last example, we see that the nationality of the American Caroline Kennedy is switched to Armenian. These type changes may be very challenging if the model has encoded such information into the parameters of the model. In a small number of cases, the updated datastore contradicts the Wikipedia title (which we re-introduce in preprocessing to match our format from training) due to parenthetical disambiguation information in the article title. Ideally, the model would identify such out-of-domain examples with large level 2 and/or 3 distances, as in the second and third examples. Finally, a more subtle challenge is that modifying Wikipedia sentences in isolation may introduce annotation artifacts that push the sentence to the tails of what might be typically seen in Wikipedia. For example, in the first example in the table, the phrase “not known by any other name” replaces the original “known as El Libertador”. Such a construction would seem to be relatively unusual (at least anecdotally) for Wikipedia as the first sentence of a biographical entry (namely, if an individual is not known by another name, it is simply not explicitly mentioned).

With this claim and evidence, the model exhibits a very large level 2 distance.

Table 6 shows three correct predictions from SYMTEST.V2 with relatively low distance exemplars from TRAIN1-EVIDENCE. These are cases in which the Wikipedia sentences have not been modified. When the true positive exemplar distances are low, the mappings between the query and exemplar instances tend to exhibit similar abstract, relational patterns, despite often not having explicit overlap of the main entities. For example, in the first example, we see a similar mapping between the claim and evidence of a media show’s setting (joined by “is set in”); in the second example, a connection between two distinct individuals and their birth locations (“was born in”); and in the third example, both claims contain a statement about a politician with a mistake in the date.

D Coarse-to-Fine Search Example

Table 7 provides an example of the output from each level of the coarse-to-fine search for one claim from the Dev set. This also illustrates the input format of the bi- and cross-encoded sequences, including the format of the additional positive and negative instances used in training.

Additional FEVER Details General fact verification is challenging, and to a certain extent, under-defined. To make the task sufficiently narrow for research purposes, FEVER imposes a number of synthetic constraints on data collection. In particular, claims are relatively short, declarative sentences; the decision label for the vast majority of claims can be determined by no more than two Wikipedia sentences; the Wikipedia “articles” only include the introductory sections; and there is at least some lexical overlap with the associated title of a relevant Wikipedia sentence and the claim in most instances. Nonetheless, it is a useful starting point. Qualitatively, the claims roughly have the flavor of arbitrary, well-formed output from a
strong generative language model, ranging from correct statements, to statement with subtle factual mistakes (in dates, places, occupations, etc.), to obviously incorrect and nonsensical statements that are otherwise grammatically correct.

E Training Details

We train with separate optimizers for BERT\textsubscript{BASE}, for which we use Adam with weight decay (Loshchilov and Hutter, 2019) as in previous works fine-tuning BERT, and the CNNs, for which we use Adadelta (Zeiler, 2012). We alternately freeze either the Transformer parameters, or all of the CNN parameters, for each epoch, for all mini-batches in the epoch, which we found works well in practice. The intuition is that we seek for the CNN to produce distilled representations of the Transformer, conditional on the level, but if the gradients of both the Transformer and CNN parameters are updated at the same time, the high-capacity lower layers of the Transformer could learn to fully describe the data, at the detriment of the quality of the representations of the memory layers, resulting in poor matching effectiveness during the non-parametric search procedure.

The AdamW optimizer we use for BERT corresponds to BertAdam in the HuggingFace re-implementation of Devlin et al. (2018). We start the iterative freezing and unfreezing of the Transformer and CNNs by freezing the Transformer in the first epoch, and rotate thereafter every epoch. For training the CNNs (i.e., the memory layers), we use a learning rate of 1.0 with Adadelta. With BertAdam, we use a learning rate of 0.00002 and a warmup proportion of 0.1. We freeze the Transformer after 6 epochs of updating the Transformer’s parameters (i.e., 6 unfrozen epochs, or after epoch 12 overall); however, in practice, this only comes into effect in the initial training with $k_1 = 10$, during which the highest accuracy epoch is epoch 13, as when re-starting training with $k_1 = 30$, the highest accuracy epoch is epoch 2.

The non-parametric memories significantly exceed the memory capacity of the GPU, but they can be processed efficiently by caching to disk and performing the embarrassingly parallel distance calculations on the GPU. For the forward pass through the coarse-to-fine search, which does not require gradient accumulation, we can significantly reduce the overall search time, which is dominated by forward passes through the Transformer, by utilizing large batch sizes, performing each level of the search together across all claims. We use a batch size of 2.5k for level 1 and 1.2k for levels 2 and 3, with the resulting distance calculations processed in chunks of 4.8k to 50k, depending on the level. For backpropagating through the levels, we construct mini-batches of up to 9 claims, including all of the positive and hard negative sequences, across levels, for each of the claims in the mini-batch.

Constructing Positive and Negative Training Instances

For verifiable claims, for level 1, we construct 1 or to 2 positive instances for each claim, corresponding to the 1 or 2 reference Wikipedia sentences, and 1 hard negative, which is the nearest incorrect match from the search procedure. For level 2, we construct 1 positive instance from the leading reference Wikipedia sentence (i.e., that which occurs earliest in the article) and 1 hard negative from the nearest incorrect match not in the reference evidence set. For level 3, we also create 3 instances from the reference data (independent of search): A positive instance with the correct label and the top $z$ sentences from level 2, and we create 2 negative instances by flipping the classification label. For level 3, we also create 3 instances from the reference data (independent of search): A positive instance with the correct label and all correct reference Wikipedia sentences, and 2 negative instances by flipping the classification label.

Unverifiable claims do not have sequences corresponding to levels 1 and 2 in training (since there is no ground-truth reference evidence), nor the reference level 3 sequences\textsuperscript{13}, but the prediction level 3 sequences for unverifiable claims are constructed in a manner analogous to the verifiable claims. In principle, additional instances could be created—as for example, adding additional hard negatives—at a concomitant cost of additional training time. We find that the aforementioned constructions yield strong results, in relative terms, and keep training manageable on a single GPU.

\textsuperscript{13}However, as noted above, the unverifiable label does occur as a hard negative for verifiable claims in the reference instances of level 3.
Table 5: Examples \( \textit{SUPPORT}_\text{LEVEL3} \) sequences of close (bottom 3) and far (top 3) level 2 (retrieval) distances from the \textit{SYM}_{\text{GEN}} dataset in which the evidence sentences have been modified to \textit{change the true facts} (i.e., these are not from the original FEVER dataset, and the new Wikipedia sentences have factually incorrect information). This dataset is useful for examining the model’s out-of-distribution effectiveness and ability to identify outliers. We also show the level 3 (classification) distances. For reference, the mean level 2 distance from the training set at the top of the beam, given a correct retrieval, is 0.49 \( (\pm 4.75) \), and the mean level 3 distance, given a correct classification, is 0.92 \( (\pm 1.80) \). The bottom three instances are correctly predicted by the model, and the remainder have incorrect model predictions. Incorrect classification labels and distances beyond the training set mean are in red. We have manually underlined changes made to the Wikipedia evidence sentences by the human annotators. The second and third instances illustrate the small number of cases in which our re-introduction of the title clashes with the annotator changes.
| Claim id 147493 (reference label: TRUE) |
|----------------------------------------|
| **Test** SUPPORT<sub>LEVEL</sub>3 sequence |
| Supports: Claim: T2 Trainspotting is set in and around a city. Evidence: T2 Trainspotting, sentence 0: T2 Trainspotting is a 2017 British comedy drama film, set in and around Edinburgh, Scotland. |

| Exemplar SUPPORT<sub>LEVEL</sub>3 sequence |
| Supports: Claim: All My Children is set in a fictional suburb of a city. Evidence: All My Children, sentence 1: Created by Agnes Nixon, All My Children is set in Pine Valley, Pennsylvania, a fictional suburb of Philadelphia, which is modeled on the actual Philadelphia suburb of Rosemont. |

| Claim id 166634 (reference label: FALSE) |
|----------------------------------------|
| **Test** SUPPORT<sub>LEVEL</sub>3 sequence |
| Refutes: Claim: Anne Rice was born in Japan. Evidence: Anne Rice, sentence 5: Born in New Orleans, Rice spent much of her early life there before moving to Texas, and later to San Francisco. |

| Exemplar SUPPORT<sub>LEVEL</sub>3 sequence |
| Refutes: Claim: Emma Stone was born in Taiwan. Evidence: Emma Stone, sentence 5: Born and raised in Scottsdale, Arizona, Stone began acting as a child, in a theater production of The Wind in the Willows in 2000. |

| Claim id 125398 (reference label: FALSE) |
|----------------------------------------|
| **Test** SUPPORT<sub>LEVEL</sub>3 sequence |
| Refutes: Claim: Harold Macmillan died on December 29, 1886. Evidence: Harold Macmillan, sentence 0: Maurice Harold Macmillan, 1st Earl of Stockton, (10 February 1894 – 29 December 1986) was a British Conservative politician and statesman who served as the Prime Minister of the United Kingdom from 10 January 1957 to 19 October 1963. |

| Exemplar SUPPORT<sub>LEVEL</sub>3 sequence |
| Refutes: Claim: William McKinley served as a US president from March 4, 1887 until his death. Evidence: William McKinley, sentence 0: William McKinley Jr. (January 29, 1843 – September 14, 1901) was an American politician and lawyer who served as the 25th President of the United States from March 4, 1897 until his assassination in September 1901, six months into his second term. |

Table 6: Three correct predictions from SYM<sub>TEST</sub>V2 with relatively low distance exemplars from TRAIN1:EVIDENCE. In the last example, both sequences exhibit a date mismatch between the claim and the evidence. For display simplicity, we only show the SUPPORT sequences from level 3. The exemplar vectors consists of the difference vectors between the QUERY and SUPPORT sequences from levels 2 and 3.
| Level 1 | QUERY sequence | SUPPORT sequence, beam index 0 | SUPPORT sequence, beam index 1 | SUPPORT sequence, beam index 14 |
|---|---|---|---|---|
| Claim: Charles de Gaulle was a leader in the French Resistance. | Evidence: French Resistance, sentence 0: The French Resistance (La Résistance) was the collection of French resistance movements that fought against the Nazi German occupation of France and against the collaborationist Vichy régime during the Second World War. | Evidence: Charles de Gaulle, sentence 1: He was the leader of Free France (1940 - 44) and the head of the Provisional Government of the French Republic (1944 - 46). | Evidence: Charles de Gaulle, sentence 12: Despite frosty relations with Britain and especially the United States, he emerged as the undisputed leader of the French resistance. |

| Level 2 | QUERY sequence | SUPPORT sequence, beam index 0 | SUPPORT sequence, beam index 1 | SUPPORT sequence, beam index 2 |
|---|---|---|---|---|
| Consider: Claim: Charles de Gaulle was a leader in the French Resistance. | Evidence: Charles de Gaulle, sentence 0: Charles André Joseph Marie de Gaulle (\([\text{SAKl}{\text{d@gol}}]\); 22 November 1890 - 9 November 1970) was a French general and statesman. | Evidence: Charles de Gaulle, sentence 1: He was the leader of Free France (1940 - 44) and the head of the Provisional Government of the French Republic (1944 - 46). | Evidence: Charles de Gaulle, sentence 12: Despite frosty relations with Britain and especially the United States, he emerged as the undisputed leader of the French resistance. |

| Level 3 | QUERY sequence | SUPPORT sequence, beam index 0 | SUPPORT sequence, beam index 1 | SUPPORT sequence, beam index 2 |
|---|---|---|---|---|
| Predict: Claim: Charles de Gaulle was a leader in the French Resistance. | Evidence: Charles de Gaulle, sentence 0: Charles André Joseph Marie de Gaulle (\([\text{SAKl}{\text{d@gol}}]\); 22 November 1890 - 9 November 1970) was a French general and statesman. | Evidence: Charles de Gaulle, sentence 1: He was the leader of Free France (1940 - 44) and the head of the Provisional Government of the French Republic (1944 - 46). | Evidence: Charles de Gaulle, sentence 12: Despite frosty relations with Britain and especially the United States, he emerged as the undisputed leader of the French resistance. |

| Level 3 (training only) | QUERY sequence | SUPPORT sequence, positive training instance | SUPPORT sequence, negative training instance |
|---|---|---|---|
| Reference: Claim: Charles de Gaulle was a leader in the French Resistance. | Evidence: Charles de Gaulle, sentence 12: Despite frosty relations with Britain and especially the United States, he emerged as the undisputed leader of the French resistance. | Evidence: Charles de Gaulle, sentence 12: Despite frosty relations with Britain and especially the United States, he emerged as the undisputed leader of the French resistance. |

Table 7: Examples of levels 1, 2, and 3 QUERY and SUPPORT sequences from a Dev set claim. If this were a training instance, we would also include the auxiliary QUERY and SUPPORT sequences in the final rows marked “Level 3 (training only)”, creating positive and negative instances. (For training, in levels 1 and 2, the true instances would be the sequences with correct evidence, and the negative instances would be the nearest incorrect matches. In the prediction level 3, the true instance would be the cross-sequence with the correct label, and the two negative instances would contain the remaining incorrect labels.) The ground-truth evidence sentence (“Charles de Gaulle”, sentence 12) rises from the 15th beam position in level 1 to the 2nd position in level 2, and it is included in the marginalization in level 3. Note the differing prefixes across sequences and levels, and that the SUPPORT sequences in levels 2 and 3 are cross-encoded, while level 1 is bi-encoded.