Improving the criteria for quality assessment of image processing algorithms
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Abstract. Quality criteria are the essence of a measurement system. The goal of assessing the quality of software elements (algorithms) used for image processing is to ensure control of technical performance indicators of the system as a whole or its individual functional units under the reduction of costs associated with minimizing the loss function (tuning and debugging). The correct choice of individual metrics for the generalized quality indicator to solve tasks in a particular subject area is one of the key steps in system optimization. It ensures the most flexible approach to testing the developed software elements, identifying and eliminating their functional shortcomings. At the same time, we can say that in this way the generalized indicator of the entire system (its goal function) is optimized.

1. Introduction
Nowadays, improvement in the quality of aviation and space technology is often associated with the creation of highly efficient hardware and software systems for survey and measurement, monitoring of the Earth's surface, geoinformation systems and avionics. The software systems are often operated in abnormal conditions that are dependent on light, sensors and recording systems, signal-to-noise ratio, noise statistics, sampling intervals, which imposes certain technical and quality requirements at all stages [1]. This makes quality assessment a rather complex task [2 -5], which, once failed, often leads to significant financial losses and failures at certain stages of design and implementation. Refinement of a unified sequence of quality assessment and monitoring into a clear system of testing and eliminating shortcomings of individual functional blocks is a fundamental task at all design and implementation stages. This approach allows achieving the set goal, creating an efficient and easy to use system that ensures the uniformity and reliability of measurements and performance monitoring.

2. Objectives and research methods
To carry out a qualitative and quantitative assessment of a system, it is necessary to determine a number of basic indicators that are fundamental in terms of achieving basic technical characteristics. The purpose of this work is to show possible approaches and principles of creating an efficient unified system
for assessing the quality of image processing, which ensures the uniformity and reliability of measurements and can be used to design improved quality criteria.

The main research methods include empirical and theoretical studies, such as programming, statistical approaches, experimental design, simulation, data visualization (functions, graphs, etc.), detection and localization of contour drawing of images, formal representations of systems, etc. A special approach was based on the idea of gradual formalization of models by alternately using means and methods of activating the intuition of specialists, as well as methods of collecting, storing and processing information.

Computer modeling was carried out using the Windows 10 operating system in the Delphi environment; the numerical models were validated in the Mathcad Software environment.

3. Formalization of the task

Let us consider task formalization by the example of developing a quality criterion for contour drawing of an image [6, 7]. Summarizing the existing methods to assess the quality of image processing, two main approaches can be distinguished: 1) objective quality assessment of image processing. 2) subjective quality assessment based on expert assessments by various methods, e.g. Mean Opinion Score (MOS).

Both approaches have a number of advantages and disadvantages. We will focus on objective quality assessment of image processing where calculations should be carried out in real time and the system should cope with a sequence of images arriving from hardware.

Reference images were prepared in a KIM SP software package environment [8] on the basis of a two-dimensional recurrent point renewal stream. Reference images had different morphological structures. Statistical data were generated based on morphologies of types A, F and FD.

The use of the two-dimensional recurrent point renewal stream guaranteed a continuous contour drawing of an image and made it possible to analyze the detection quality of individual components of some selected boundary [9], where the image boundary was recognized at a sharp change in brightness.

The properties of the generated reference images were set by the a-priory operator at the stage of setting up and carrying out the experiment [8, 9]. The generation of reference images using a recurrent point renewal stream and the formation of statistics of artificial reference images made it possible to set up an experiment according to Fisher principle (the principle of randomization). By varying model parameters, an additive noise component with a normal distribution law was introduced. The mathematical expectation of the noise was zero, and the signal-to-noise ratio varied from 1 to 48 dB.

The processing of the reference images by different drawing operators made it possible to obtain an a-posteriori vector description of the passage of the contour of a certain morphological structure of the image [10, 11]. Analysis of the main errors by operators of boundary detection and localization, as well as certain requirements from the point of view of 'functional efficiency' made it possible to make the correct choice of individual metrics of the generalized quality indicator and contributed to the control of technical indicators of the system operability [12]. Comparison of the a-priory vector description with the vector description obtained during the experiment lays foundation for research, development and improvement of individual objective metrics. The study of the generalized quality indicators that include several metrics (e.g. functional efficiency, etc.) and a binary classification present no major problem. Establishing requirements for a specific technical level (requirements analysis and design, model development, carrying out experiment, etc.) and the quality of the final stage of the experiment (checking the correspondence between the numerical model and its mathematical formalization, developing statistics, principles for assessment and analysis of results, etc.) allows developing a unified sequence that forms a clear testing system, is easy to use and ensures the consistency and reliability of quality measurements.

4. Results and recommendations

Analyzing the well-known Pratt's Figure of Merit [13], it is easy to make sure that peak values are formed at low signal-to-noise ratios (PSNR: Peak Signal-to-Noise Ratio, see Figure 1 (right)).
Yaskorsky [14] demonstrated the possibility and the ways to improve the quality indicator proposed by Pratt. From our point of view, the count of errors due to local bias proposed by Pratt (error type: LE – Localization error) and broken boundaries proposed by Yaskorsky (error type: OE – Ommision error) do not fully represent all types of errors.

Therefore, we proposed to introduce another component that is similar to the Pratt's Figure of Merit and takes into account the blurring or thickening of the boundaries (error type: MRE – multiples responses error). Thus, all the main errors were taken into account.

Generalization of the three metrics was carried out according to the multiplicative principle and was presented in the form [6]:

$$MPFoM = FoM_{LE} \cdot FoM_{OE} \cdot FoM_{MRE}$$

where $MPFoM$ is a modified Pratt's Figure of Merit [4], see Fig. 1,a.

Figure 1. Quality assessment of the contour drawing by a modified (a) and conventional (b) Pratt's Figure of Merit at different signal-to-noise ratios.

Figure 1 shows the results of assessing the quality of the contour drawing by three detectors (Canny, Marr-Hildreth and ISEF) for the two criteria under consideration. It can be seen that the modified Pratt's Figure of Merit provides the most objective quality assessment of the detector performance. Then, the probabilities of type I errors (see Fig. 2, a) and type II errors (see Fig. 2, b) were estimated for the detectors based on binary classification [15].

Figure 2. Probabilities of type I errors and type II errors for three operators of boundary detection and localization at different signal-to-noise ratios.

Figure 3 shows the averaged estimates of the power function for three operators of boundary detection and localization at different signal-to-noise ratios.
The results of calculating detection errors shown in Figures 2 and 3 indicate the correct use of the operators of boundary detection and localization in the modified Pratt's Figure of Merit.

Therefore, the modified Pratt's Figure of Merit can be considered as a successfully improved criterion for quality assessment of image detection algorithms. At the same time, the individual components of the generalized quality indicator should not be mutually dependent, and the quality indicator itself should not have a large number of metrics, e.g. no more than 4–5 metrics. It is also necessary to use a qualitative approach when choosing weight coefficients in the case of the additive formation of a generalized quality indicator. To ensure the reliability of quality measurements, it is necessary to conduct a complex assessment – monitor the final stage of the experiment, e.g. based on discriminatory power, averaged Youden's index, type II errors, etc. depending on the signal-to-noise ratios.

5. Conclusion
A step-by-step integration of generalized quantitative quality measurements includes a sequence of processes that are necessary to achieve some set goals and objectives: to collect and analyze information about the modeling object, choose the modeling environment and determine the properties of individual components of the functional model, carry out mathematical formalization of the model (set up the environmental model), create a numerical model of the experiment and verify it, test the model (for general validation of the modeling system), develop statistics of artificial reference images with certain morphological and statistical properties, set up and conduct an experiment with subsequent analysis of the results. Artificial reference images are used in the experiment to ensure the statistical reliability of the results and the possibility of factor analysis.

The correct choice of the components (metrics) of the generalized quality indicator provides for a detailed analysis of the process of detecting and localizing boundaries, allows the most flexible approach to testing the developed software and hardware systems, identifying and eliminating their shortcomings, and also enables identifying the most reasonable quasi-optimal solutions of different tasks and different functional solutions.
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