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The accelerating expansion of the universe at recent epochs is encoded in the cosmic microwave background: a few percent of the total temperature fluctuations are generated by evolving gravitational potentials which trace the large-scale structures in the universe. This signature of dark energy, the Integrated Sachs-Wolfe Effect, has been detected by averaging temperatures in the WMAP sky maps corresponding to the directions of superstructures in the Sloan Digital Sky Survey data release 6. We model the maximum average peak signal expected in the standard $\Lambda$CDM cosmological model, using Gaussian random realizations of the microwave sky, including correlations between different physical contributions to the temperature fluctuations and between different redshift ranges of the evolving gravitational potentials. We find good agreement with the mean temperature peak amplitude from previous theoretical estimates based on large-scale structure simulations, but with larger statistical uncertainties. We apply our simulation pipeline to four different foreground-cleaned microwave temperature maps from Planck and WMAP data, finding a mean temperature peak signal at previously identified sky locations which exceeds our theoretical mean signal at a statistical significance of about 2.5$\sigma$ and which differs from a null signal at 3.5$\sigma$.

PACS numbers: 98.65.Dx, 98.80.Jk, 98.70.Vc, 98.80.Es

I. INTRODUCTION

The state of accelerated expansion of the universe has been well established through a combination of the type-Ia supernova Hubble diagram [1,2], primary and lensing-induced anisotropies in the cosmic microwave background (CMB) [3–5], and measurements of baryon acoustic oscillations [6]. Such an expansion, believed to be driven by dark energy, leaves an imprint in the large-scale cosmic structure (at redshifts in a range of $z \lesssim 2$), as well as on the CMB temperature fluctuations. Gravitational potentials evolve in time due to the accelerating expansion, giving a net change in energy to photons traversing an underdense or overdense region. This effect, known as the late-time Integrated Sachs-Wolfe effect (late-ISW) [7], is described by the following integral along the line-of-sight:

$$\Theta(\hat{n}) = \frac{\Delta T}{T_0} = -2 \int_0^{\chi^*} d\chi g(\tau) \Phi(\chi, \eta_0 - \chi) \quad (1)$$

where $g(\tau) = e^{-\tau(\eta_0 - \chi)}$ is the visibility function as a function of the optical depth $\tau$, the derivative of the Newtonian gravitational potential $\Phi$ is with respect to the conformal time, $\eta_0$ is the present value of the conformal time, $\chi^*$ is the comoving distance to the surface of last scattering, and $T_0$ is the isotropic CMB blackbody temperature, corresponding to the multipole $\ell = 0$. The late-ISW effect creates temperature anisotropies mostly on relatively large angular scales ($\theta > 3\degree$). A detection of this signal in a spatially flat universe represents an independent test for dark energy [8], and in principle a useful tool to characterize its properties and dynamics [9].

In $\Lambda$CDM cosmological models, this secondary CMB anisotropy contributes only around 3% of the total variance of the temperature sky, while having a Gaussian random distribution to a very good approximation, and hence it cannot be detected from temperature data alone. Nevertheless, it is strongly correlated with the large-scale galaxy distribution [10], and recently the angular cross-power spectrum $C_\ell^\delta\theta$ between CMB temperature and galaxies has been exploited to detect the late-ISW signal [11–25] (see Table 1 of [26] for a detailed list of related works). A similar correlation was detected in pixel space, corresponding to the presence of hot and cold spots in the CMB sky preferentially centered on superstructures [27], GNS08 hereafter. This strong detection exploited a novel technique involving photometric analysis of stacked CMB patches from the WMAP 5-year sky maps [28] centered on 100 superstructures (50 biggest superclusters and 50 biggest supervoids) detected in the Sloan Digital Sky Survey (SDSS) Data Release 6 [29], covering a sky area of 7500 square degrees in a redshift range $0.4 < z < 0.75$. In this redshift range, the expected cross-correlation spectrum peaks at $\ell \approx 20 (\theta \approx 4\degree)$ [30], HMS13 hereafter), which motivated the use of a compensated top-hat filter of $4\degree$ radius to enhance the signal [31]. The mean temperature fluctuation reported by GNS08 of $\mathcal{T} = 9.6 \mu K$ shows a departure from the null signal at a significance of 4.4$\sigma$. Recently, the Planck satellite collaboration has confirmed the detection of the late-ISW effect with a statistical significance ranging from 2.5$\sigma$ to 4.0$\sigma$ (depending on the method involved) [22, PLK13 hereafter). The strongest Planck detection is associated with the stacking analysis, using the GNS08 catalog, giving
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an average peak amplitude of $T = 8.7 \mu K$, which is consistent with the value found by GNS08 using the WMAP temperature map.

As pointed out by [25], the temperature-galaxy cross correlation requires prior knowledge of the galaxy bias, which may dominate the detection significance and consistency tests of the underlying cosmological model. In contrast, the technique of stacking on the largest superstructures in a large-scale structure survey does not rely on any knowledge regarding the galaxy bias, apart from the fact that visible matter traces dark matter. In addition, the GNS08 technique is based on an extreme-value statistic: in principle, it is sensitive to small departures from the ΛCDM model which may not significantly affect the cross-correlation $C^f_T$. On the other hand, substantial control over systematic errors is required to carry out such an analysis.

It has been argued that the strong signal detected by GNS08 is in tension with the underlying ΛCDM model [32, 33]. Analytical estimates of the stacked late-ISW signal in a comoving volume that corresponds to that probed by GNS08 predict an average signal of $T = 2.27 \pm 0.14 \mu K$ [33, FHN13 hereafter], where the reported error is due to cosmic variance. The same work confirms this estimate using late-ISW maps constructed from N-body simulations which include the second-order Rees-Sciama contribution [34]. The discrepancy with the GNS08 measurement has a significance greater than 3σ. Other cosmological models have been considered to explain the discrepancy, including primordial non-Gaussianities [30] and $f(R)$ gravity theories [35], but neither seems adequate to explain the strong detected signal.

A less interesting but more plausible possibility is that the strong detected signal is the result of correlations of the late ISW signal with other sources of temperature anisotropy, which may boost the mean temperature of the identified top-ranked peaks. The current theoretical predictions of the stacked late-ISW signal do not include correlations between ISW temperature fluctuations formed at different redshifts. In HMS13, the primary temperature fluctuations, formed at redshift $z \simeq 1100$, were considered uncorrelated with the secondary anisotropies and simply added to gaussian random generated late-ISW maps. These high-redshift fluctuations are partially correlated with the secondary temperature anisotropies, at a level that depends on the underlying cosmological model. More importantly, we expect a non-negligible correlation between the late-ISW signal, traced by superstructures in GNS08 in the redshift range $0.4 < z < 0.75$, and the late-ISW effect due to structures at either higher or lower redshift.

In this work, we provide a complete description of these correlations through simulated skies based on simple linear perturbation theory. Temperature fluctuations on large scales result from gravitational potential perturbations in the linear regime (see [36] for alternative proposal). If the primordial perturbations are a Gaussian random field, which appears to be an excellent approximation to the observed large-scale structure [37], the statistical properties of the CMB sky on large angular scales are completely specified by the temperature power spectrum $C_{TT}^{\ell}$. We generate Gaussian random realizations of the CMB sky using the linear power spectra for its various physical components, including correlations between them. This is an easy computational process, in contrast to extracting large-angle late-ISW maps from large-box N-body cosmological simulations [38, 39]. The approach we adopt in this paper allows full characterization of cosmic variance with a random sample of simulated skies, and it automatically accounts for the effects of the largest-scale perturbation modes beyond the reach of N-body simulations. We then reanalyze foreground-cleaned CMB temperature maps, processed to match the procedure adopted in our sky simulations. This last step guarantees that the discrepancy between theoretical estimates and the measured signal is not due to different analysis procedures. Our simulated late-ISW mean peak temperature signal is consistent with previous estimates, but with a wider spread of values. Correlations between temperature signals increase the expected mean value as well as the spread slightly. The main reason for this larger spread, however, is the noise associated to the uncorrelated fluctuations at scales of our interest, and thus reduces the statistical significance of the discrepancy between theory and experiment to around 2.5σ when compared with our measured values from CMB maps.

We present our work as follows. In Section II we describe an algorithm to generate realistic temperature maps, including spatial filtering and all correlations between temperature components. We then present the pipeline of our simulations in Section III and the resulting distribution of late-ISW mean peak temperatures. In Section IV we apply the same procedure to the Planck CMB temperature maps. Finally, Section V concludes with a discussion of possible sources of systematic errors, a comparison with other late-ISW detection techniques, and future prospects for resolving the discrepancy between theory and measurements with wider and deeper large-scale structure surveys.

II. CORRELATED COMPONENTS OF THE TEMPERATURE SKY

The ΛCDM model is a compelling theory to describe the statistical properties of the CMB fluctuations, making precise predictions for the temperature power spectrum $C_{TT}^{\ell}$. Different physical processes contribute to the temperature fluctuations over a wide range of angular scales: the CMB temperature sky is well approximated by the sum of correlated gaussian random fields, one for each physical component, such that

$$\langle a_{i,m}^* a_{j,m'} \rangle = \delta_{ij} \delta_{m,m'} C^{ij}_\ell$$

(2)
FIG. 1. Top: Angular power spectra in ΛCDM, for the ISW effect due to structure in the redshift range $0.4 < z < 0.75$ ("ISW–in", green), ISW effect outside of this redshift range ("ISW–out", blue), and all temperature perturbation components except for ISW–in (yellow). Bottom: Correlation coefficients between ISW–in and ISW–out (blue), and between ISW–in and all other temperature perturbation components (yellow).

where $i$ and $j$ are the components making up the observed temperature field $\Theta(\hat{n}) = \sum_i \sum_{lm} a^{lm}_i Y_{lm}$ and the power spectra satisfy the condition $C^{ij}_\ell C^{ij}_\ell \geq (C^{ij}_\ell)^2$. This set of power spectra specify the covariance matrix of the temperature given a cosmological model. For the purposes of this work, we consider a 2-component sky described by a symmetric 2x2 covariance matrix. The first component, $C^{1,1}_\ell$, is always the late-ISW component of the temperature field, corresponding to the GNS08 redshift range (ISW–in, hereafter). For the second component, $C^{2,2}_\ell$, we consider two distinct cases:

- **Case A**: only late-ISW generated outside the probed redshift range, corresponding to $0 < z < 0.4$ and $0.75 < z < 10$ (ISW–out, hereafter);

- **Case B**: primary and secondary anisotropies generated outside the probed redshift range. Specifically, we consider the sum of ISW–out, early ISW after recombination, and Sachs-Wolfe, intrinsic and Doppler contributions at last scattering.

The off-diagonal terms $C^{1,2}_\ell$ are calculated according to the specific case we consider. For a spatially flat, ΛCDM cosmological model with the best-fit Planck+WP+HighL parameters we compute the covariance matrix in Eq. (2) with the numerical Boltzmann code CLASS v2.2 [13], including the nonlinear effects calculated with Halofit [44]. The correlated harmonic coefficients are generated via Cholesky decomposition as

$$a^{i}_{\ell} = \sum_{k=1}^{2} A_{\ell,ik} \zeta_k$$

$$a^{T}_{\ell} = a^{1}_{\ell} + a^{2}_{\ell}$$

where $\zeta_k$ is a column vector composed of 2 complex gaussian random numbers with zero mean and unit variance, and $A_{\ell}$ is a lower-diagonal real matrix which satisfies $C_{\ell} = A_{\ell}^T A_{\ell}$. The $a^{i}_{\ell}$ are the harmonic coefficients corresponding to the ISW–in component alone.

In Fig. 1 we plot the unfiltered covariance matrix components as function of the multipole $\ell$. The top panel shows the diagonal terms. Note that the signal of interest, ISW–in, has a lower amplitude compared than the other components at all multipoles. Thus, the statistics of temperature peaks for an unfiltered map are completely dominated by the anisotropies generated at last scattering. A wise choice for an $l$-space filter is required (see below, Sec. III). The bottom panel shows the off-diagonal terms; we plot the normalized correlation coefficient

$$r_{\ell} \equiv \frac{C^{ij}_{\ell}}{\sqrt{C^{ii}_{\ell} C^{jj}_{\ell}}}$$

which satisfies the condition $|r_{\ell}| \leq 1$. The correlation matrix cannot be considered diagonal, especially at low $\ell$ values. In principle we expect a negative cross-correlation on large scales (i.e. $r_{\ell} < 0$) due to the Sachs-Wolfe component: if we consider the entire late-ISW contribution (i.e., $0 < z < 10$), the cross-spectrum is dominated by the ISW-SW term, which gives an overall anti-correlation. In the case of interest (where we consider shells of late-ISW signal), the dominant part is the correlation between ISW–in and ISW–out. Notice that $r_{\ell}^{\text{Case A}} / r_{\ell}^{\text{Case B}} \simeq \sqrt{C^{2,2}_{\ell}^{\text{Case B}} / C^{2,2}_{\ell}^{\text{Case A}}}$, which implies that the mean value of the stacked signal is mainly enhanced by the ISW–out component. This peculiar effect is attributed to the wide range of $k$–modes, which couples the fluctuations of neighboring redshift regions. On the other hand, the mildly correlated primary fluctuations dominate the statistical error in averaged peak values. Analytical signal and error estimates are possible but not simple [15], so we compute both numerically in the following Section.
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III. METHODOLOGY AND ANALYSIS

The multipole region of our interest is dominated by cosmic variance. This problem is difficult to characterize using N-body simulations, so we generate random temperature maps from the power spectra and correlations to construct the statistical distribution of ISW mean peak amplitudes. The procedure described in this section is based on the FHN13 analysis, adapted to multi-component correlated sky maps.

A. Harmonic-Space Filtering

To isolate the late-ISW peak signal in ℓ-space, we apply the 4° compensated top-hat filter adopted by GNS08:

\[
F(\theta) = \begin{cases} 
(2\pi(1 - \cos \theta_F))^{-1}, & 0 < \theta < \theta_F, \\
-(2\pi(\cos \theta_F - \cos \sqrt{2}\theta_F))^{-1}, & \theta_F < \theta < \sqrt{2}\theta_F, 
\end{cases}
\]

where \(\theta_F = 4^\circ\) is the characteristic filter radius. By performing a Legendre transform of the real-space filter \(F(\theta) \rightarrow F_\ell = \int F(\theta) P_\ell(\cos \theta) d\cos \theta\), we can compute a full-sky filtered map simply by rescaling the covariance matrix, \(C_\ell \rightarrow C_\ell F_\ell^2 B_\ell^2\), which also uses an additional Gaussian beam smoothing \(B_\ell\) with \(\text{FWHM} = 30^\prime\) adopted by PLK13 to match the WMAP resolution. The compensated top-hat filter does not give a sharp cutoff in multipole space. However, it drops off faster than \(\ell^{-2}\), which ensures the suppression of the small-scale fluctuations. At the scales enhanced by the filter \(\ell \simeq 10 - 30\), the portion of the temperature fluctuations uncorrelated with the ISW–in signal for Case B is approximately one order of magnitude larger than that for Case A, with a resulting increase in the scatter of the mean peak statistic.

B. Simulation Pipeline

To identify the peaks of the late-ISW temperature fluctuations in the CMB sky map, GNS08 used the distribution of luminous red galaxies in SDSS DR6 and looked for overdense and underdense regions. The top-ranked 100 superstructures identified in the sample have a median radial length calculated at \(z = 0.5\) of \(R_v \simeq 85\,\text{Mpc}\) and \(R_c \simeq 25\,\text{Mpc}\) for voids and clusters respectively. The corresponding normalized fluctuations of the gravitational potential are of the order \(\Phi \simeq 10^{-4}\) [31]. These gravitational potential fluctuations are still in the linear regime for standard structure growth.

Assuming perfect efficiency in detecting and ranking superstructures from large-scale structure distribution data, the observed GNS08 signal should match the theoretical expectation from averaging the CMB temperature fluctuations traced by the 100 biggest fluctuations in the filtered late-ISW map over the redshift range of the survey [35]. We generate correlated pairs of filtered random Gaussian maps, one for the ISW–in component and one for the other linear components of the temperature sky, using multipoles in both power spectrum \(\ell \leq 800\); we use HEALPix [10] with NSIDE=256. From the filtered ISW–in map, we identify the 50 hottest maxima and 50 coldest minima in a sky region of area \(f_{\text{sky}} = 0.2\), corresponding to the sky fraction of the SDSS DR6 survey. Maxima and minima are identified pixel-by-pixel, testing whether or not the temperature of the central pixels is the greatest or the smallest of the 8 surrounding pixels. Finally, we take the pixels corresponding to these extrema and average their values in the full sky map consisting of the sum of the two correlated random maps. We find the average of

\[\text{http://healpix.sf.net}\]
TABLE I. Results from Gaussian random skies, stacked on peaks of the ISW–in signal (the ISW generated for structure in the redshift range 0.4 < z < 0.75). The simulated skies are constructed from the angular power spectra in the standard ΛCDM cosmology, smoothed with a Gaussian beam of FWHM 30’ and a compensated top hat filter of radius 4’. We report the mean and the standard deviation of the stacks on the locations of the 50 hottest ISW–in spots \( \mathcal{T}_h \), 50 coldest ISW–in spots \( \mathcal{T}_c \), and the mean magnitude for all 100 spots \( \mathcal{T}_m \), calculated from 5000 random realizations of the microwave sky, including correlations between the ISW–in signal and other sky components. These values are presented for ISW–in skies only (Case 0), ISW–in plus ISW–out skies (Case A), and realistic skies including early ISW, intrinsic, and Doppler contributions to the sky temperature (Case B). The theoretical prediction from FHN13 and the measured value from GNS08 are reported for comparison.

| Case  | \( \mathcal{T}_h \) [\(\mu K\)] | \( \mathcal{T}_c \) [\(\mu K\)] | \( \mathcal{T}_m \) [\(\mu K\)] |
|-------|-----------------|-----------------|-----------------|
| Case 0 | 1.97 ± 0.09     | −1.97 ± 0.09   | 1.97 ± 0.07     |
| Case A | 2.23 ± 0.25     | −2.23 ± 0.25   | 2.23 ± 0.20     |
| Case B | 2.30 ± 3.1      | −2.30 ± 3.1    | 2.30 ± 2.32     |
| FHN13  |                |                | 2.27 ± 0.14     |
| GNS08  | 7.9 ± 3.1       | −11.3 ± 3.1    | 9.6 ± 2.22      |

The central value of our ISW–in peak signal, 1.97 \(\mu K\) (Case 0), is lower by 0.30 \(\mu K\) than the signal predicted in FHN13, which is expected due to a difference in the underlying cosmological models used. However, the difference is small compared to the statistical uncertainty for the full sky signal (Case B). The central value of our full-sky peak signal is also higher than the ISW–in peak signal by 0.33 \(\mu K\); this difference is due to the correlations between the ISW–in signal and the other components which are included in the Case B peak signal.

The results of our simulations are presented in Table I and visually summarized in Fig. 2 and Fig. 3. As expected for random realizations of a Gaussian field, \( |\mathcal{T}_h| = |\mathcal{T}_c| \). The mean peak signal for the full simulated sky maps (Case B) is 2.30 ± 2.32 \(\mu K\), compared to the GNS08 measurement of 9.6 \(\mu K\), a discrepancy at a significance of 3.1σ. Our discrepancy is about the same size as previous analyses, but the significance is somewhat lower. This is due to our inclusion of all components in the microwave temperature map and their correlations, which increases the uncertainty in our predicted values.

C. Results and Comparison with Previous Work

The central value of our ISW–in peak signal, 1.97 \(\mu K\) (Case 0), is lower by 0.30 \(\mu K\) than the signal predicted in FHN13, which is expected due to a difference in the underlying cosmological models used. However, the difference is small compared to the statistical uncertainty for the full sky signal (Case B). The central value of our full-sky peak signal is also higher than the ISW–in peak signal by 0.33 \(\mu K\); this difference is due to the correlations between the ISW–in signal and the other components which are included in the Case B peak signal.

IV. THE STACKED ISW SIGNAL USING PLANCK SKY MAPS

The original late-ISW peak analysis in GNS08 used WMAP sky maps, and PLK13 confirmed the measured value using Planck data. Here we obtain the measured late-ISW signal from publicly available foreground-cleaned maps based on Planck and Planck+WMAP data, using the same sky locations as GNS08. The purpose of this re-analysis is testing the significance of the discrepancy by using the same analysis pipeline as the simulations in Sec. || to ensure that the difference between the model and the measured value is not due to any inconsistency in how the data and simulations are treated.

We use four different foreground-cleaned CMB temperature maps, based on different component separation approaches. Two are public CMB temperature maps from
FIG. 4. Histograms of pixel temperatures centered on superstructures identified by GNS08, measured using 4 different foreground-cleaned filtered CMB maps. Top panel: measured temperatures at locations of voids in the GNS08 catalog; the dashed vertical line indicates the mean temperature. Bottom panel: the same for locations of clusters.

We process these four maps in the same fashion:

- we apply a gaussian beam smoothing in harmonic space to the map defined as \( B_\ell = B_c(30')/B_\ell(\text{map}) \) where \( B_c(\text{map}) \) is the effective beam of the released map; this allows us to take into account for the finite resolution of the instrument, and hence matching the overall smoothing applied to the simulated maps. We also filter out the small-scale fluctuations by setting the harmonic coefficients of the map \( a_{\ell m} = 0 \) for \( \ell > 800; \)
- the preprocessed map is then masked using the released Planck mask U73, avoiding contaminations from bright point sources;
- the masked map is filtered in harmonic space using the compensated top-hat filter \( F_\ell \) and repixelized to \( \text{NSIDE} = 256; \)

TABLE II. Mean temperature deviations for GNS08 cluster and void locations, for four temperature maps with different foreground cleaning procedures. We estimate the mean and standard deviation \( \sigma_{FG} \) from the four different maps.

| Map   | \( \overline{T}_C \) [\( \mu K \)] | \( \overline{T}_H \) [\( \mu K \)] | \( \overline{T}_m \) [\( \mu K \)] |
|-------|------------------|------------------|------------------|
| NILC  | 6.9              | -9.4             | 8.1              |
| SMICA | 7.0              | -9.4             | 8.2              |
| PR1   | 6.9              | -9.3             | 8.1              |
| WPR1  | 6.9              | -9.2             | 8.0              |
| MEAN  | 6.89             | -9.33            | 8.11             |
| \( \sigma_{FG} \) | 0.01             | 0.09             | 0.04             |

- we read the temperature values of the pixels corresponding to the cluster/void positions used in GNS08.

Fig. 5 shows the filtered SMICA map in a Mollweide projection in ecliptic coordinates; superstructure locations from GNS08 are marked. In Fig. 4 we plot the histogram of the temperature values for voids and clusters separately for the four analyzed maps. The measured values are used to calculate the quantities \( \overline{T}_C, \overline{T}_H \) and \( \overline{T}_m \) given in Table II. Different component separation methods quantify the effects of residual foreground contamination. We measure the fluctuations of the average temperature signal for different maps and use the variance of these fluctuations \( \sigma_{FG} \) as an estimate of the error due to foregrounds. The temperature values are extremely stable and fluctuations are always within 1% (see also Fig. 4), suggesting that the temperature variations are predominantly cosmological. Our mean peak temperature values are smaller than those reported by GNS08 and PLK13 by around 1.5 \( \mu K \), which is within the 1\( \sigma \) uncertainty. Such a difference is driven mainly by details of the filtering procedure.

The results of our simulations and our measured signals, shown in Fig. 5 and Fig. 6, can be summarized as:

- The departure of the measurements from a null signal has decreased somewhat compared to previous analyses. It corresponds to a detection significance of 2.2\( \sigma \), 3.0\( \sigma \) and 3.5\( \sigma \) for clusters, voids and combined, respectively;
- The measurements are higher than the expected maximum signal in \( \Lambda \)CDM cosmology at a level of 1.5\( \sigma \), 2.3\( \sigma \) and 2.5\( \sigma \) for clusters, voids and combined, respectively;

\footnotetext[1]{http://www.cosmostat.org/CosmoStat.html}
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The asymmetry between the measured signal for voids and clusters is not statistically significant, being smaller than 1σ. For these estimates, we consider foregrounds contamination and cosmic variance from simulations to be uncorrelated; hence we take $\sigma_{\text{tot}} = \sqrt{\sigma_{\text{FG}}^2 + \sigma_{\text{sim}}^2}$, but the residual foreground error is small compared to the cosmic variance uncertainty.

V. DISCUSSION

Our analysis confirms both the size of the stacked late-ISW signal seen by GNS08 and PLK13, and theoretical predictions for ΛCDM models by FHN13 and HMS13. By using several maps with different foreground subtraction methods, we demonstrate that foreground residuals contribute negligible uncertainty to the measured signal. The theoretical modeling, using correlated Gaussian random fields, is far simpler than previous analyses using N-body simulations, showing that the predicted signal has no significant systematic error arising from insufficient box size or other subtleties of the simulations. Our calculations also include the correlations between the late-ISW signal and other sources of microwave temperature anisotropies, which mildly increases the theoretical mean signal while also increasing the statistical uncertainty. We find a stacked late-ISW signal which is different from null at 3.5σ significance, and a discrepancy between the predicted and observed signal of 2.5σ in Planck sky maps at the peak and void locations determined by GNS08 from SDSS data in the redshift range $0.4 < z < 0.75$.

The statistic used in this work is the mean value at the sky locations of the 50 highest positive and lowest negative peaks in the late-ISW signal, assumed to be traced by structures and voids in a large-scale structure survey. In simulations, the late-ISW peaks can be identified directly, and the 50 highest peaks in a given sky region are known precisely. When analyzing large-scale structure data, peak identification will not be perfectly efficient: some of the actual 50 largest extrema in the late-ISW signal may be missed in favor of others which have lower amplitude. Thus the observed signal will necessarily be biased low. The observed discrepancy between observation and theory has the observed signal high compared to the prediction, so any systematic error in cluster identification has reduced this discrepancy. In other words, our observed discrepancy is a lower limit to the actual discrepancy, which may be larger than 2.5σ due to the identified clusters and voids being imperfect tracers of the late-ISW temperature distribution. In reality, the total late-ISW signal is the superposition of signals from very large numbers of voids and clusters, and it is not clear the extent to which the largest voids and clusters individually produce local peaks in the filtered late-ISW map. Since our predicted maximum signal is consistent...
with that from N-body simulations, it seems likely that large structures do actually produce local peaks in the filtered late-ISW map. In the limit that the void and cluster locations from GNS08 do not correlate at all with peaks in the late-ISW distribution, the model signal will be zero; but then the mean signal at the GNS08 locations is $3.5\sigma$ away from the expected null signal.

The uncertainty in the difference between the observed signal and the theoretical maximum signal is dominated by the primary temperature anisotropies which are uncorrelated with the late-ISW signal. When stacking at late-ISW peak locations, these primary fluctuations average to zero, with a Poisson error. This uncertainty can be reduced only by including more peak locations in the average. The current analysis uses late-ISW tracers from around 20% of the sky, in a specific redshift range. Using the same analysis with a half-sky survey at the same cluster and void threshold level will increase the number of voids and cluster locations by a factor of 2, reducing the Poisson error by a factor of $\sqrt{2}$ and potentially increasing the detection significance of an underlying signal discrepancy from 2.5$\sigma$ to 3.5$\sigma$. Extending the redshift range to lower $z$, where the late-ISW effect is stronger for a given structure in standard $Λ$CDM models, can further increase the census of clusters and voids, potentially pushing the discrepancy to greater than 4$\sigma$. However, complications at lower redshifts arise due to differing angular sizes of voids on the sky. A stacking analysis at locations of lower-redshift SDSS voids has seen no signal clearly different from null [50], suggesting that the discrepancy here and in GNS08 may be due to noise. Upcoming optical surveys like Skymapper [51] and LSST [52] promise a substantial expansion in the census of voids and clusters suitable for late-ISW peak analysis.

If the discrepancy is confirmed with increased statistical significance by future data, this would suggest that the late-ISW peak signal is larger than in the standard $Λ$CDM model. Since the clusters and voids considered are on very large scales, they are in the linear perturbation regime, and the physics determining their late-ISW signal is simple, so it is unlikely that the theoretical signal in $Λ$CDM is being computed incorrectly. While the association of voids or clusters with peaks in the late-ISW distribution is challenging, any inefficiency in this process will only increase the discrepancy between theory and measurement. The remaining possibility would be that the assumed expansion history in $Λ$CDM is incorrect, and that the discrepancy indicates expansion dynamics different from that in models with a cosmological constant. Any such modification must change the peak statistics of the late-ISW temperature component while remaining within the bounds on the total temperature power spectrum at large scales, and must be consistent with measurements of the cross correlation between galaxies and microwave temperature. Given the limited number of observational handles on the dark energy phenomenon, further work to understand the mean peak late-ISW signal in current data, and its measurement with future larger galaxy surveys, is of pressing interest.
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