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Abstract—The movement of large-scale (tens of Terabytes and larger) data sets between high performance computing (HPC) facilities is an important and increasingly critical capability. A growing number of scientific collaborations rely on HPC facilities for tasks which either require large-scale data sets as input or produce large-scale data sets as output. In order to enable the transfer of these data sets as needed by the scientific community, HPC facilities must design and deploy the appropriate data transfer capabilities to allow users to do data placement at scale.

This paper describes the Petascale DTN Project, an effort undertaken by four HPC facilities, which succeeded in achieving routine data transfer rates of over 1PB/week between the facilities. We describe the design and configuration of the Data Transfer Node (DTN) clusters used for large-scale data transfers at these facilities, the software tools used, and the performance tuning that enabled this capability.

Index Terms—High Performance Data Transfer, High Speed Networks, Exascale, Big Data

I. INTRODUCTION

While HPC facilities are well-known for capability-class machines that run large-scale simulations, data-intensive workloads are becoming increasingly common [1]. Though science collaborations make every effort to move computation to data whenever possible for efficiency reasons, sometimes data must be moved to computation. There are several reasons for this, including the assignment of computing allocations at multiple facilities to one project, the need to assemble a data set from multiple sources at one location for analysis, and the availability of unique resources at a location different from the current data storage location. In most cases, the movement of data to or between facilities happens at the direction of a human - this means that the attention of a person is being spent managing the transfer of the data rather than on the analysis of the data. While the transfer of the data is a critical component of the overall scientific workflow, the value and insight is realized in the analysis of the data. As data sets increase in scale over time, the human effort associated with transferring and assembling data sets also increases unless the tools used to move the data are scalable. In the current environment of exponential data growth, the availability of scalable data transfer methods often determines whether a given data analysis task is feasible at all.
The genesis of the Petascale DTN Project was a talk which described the use of multiple DOE HPC facilities (ALCF [2], NERSC [3], and OLCF [4]) for running the HACC code to do cosmological simulations and for analyzing the resultant data products. Moving multi-Terabyte data sets between facilities was challenging and consumed significant human effort, even though the facilities were all interconnected by the 100Gbps ESnet [6] network. A project team was formed to generalize a solution to the data movement problem that would benefit not only the HACC team but users of the HPC facilities generally. Because DOE does not exist in isolation, the NCSA [7] Blue Waters system was included in the project to benefit science teams that use both DOE- and NSF-funded facilities.

The goal of the project was to achieve routine data transfer performance at the level required to move 1 petabyte of data in a week, using a data transfer tool available in production at all the facilities, without the need for significant human effort on the part of facility users. In round numbers, moving 1PB per week requires about 13.25Gbps of throughput over the course of a week - the project chose a goal of 15Gbps to allow for headroom. A desired beneficial side effect was to create an existence proof that persistent, routine, high-speed data transfer was possible using production systems, and to create a body of best practice for configuring and deploying high-speed data transfer capabilities in support of data-intensive science and high performance computing.

The rest of the paper is organized as follows: Section II describes the location of data transfer nodes (DTNs) in the HPC facility network; Section III covers design aspects of the DTN hosts; Section IV describes the interaction between the DTNs and parallel file systems; Section V describes the data transfer software; Section VI describes performance tuning considerations; Section VII describes other similar projects; Section VIII touches on future work; and Section IX concludes the paper.

II. THE DTN AS HPC FACILITY EXTERNAL DATA INTERFACE

Data transfers do not occur between file systems directly. Rather, they take place between servers which mount those file systems (and between data transfer applications running on those servers). In the Science DMZ [8] model, these servers are called Data Transfer Nodes or DTNs. In the context of a HPC facility, it is important from a design perspective to think of the DTN as the external-facing interface to the parallel file system which is also mounted on the capability-class HPC resources at the facility. The DTN’s job in this context is to read or write data sets on the filesystem and move them to or from the network at high speed under the control of a properly-authenticated user or workflow, and the clear articulation of this role allows it to be generalized as part of HPC facility design.

This configuration also avoids the disadvantages of a multi-copy workflow. There is no user data storage within the DTN servers in this configuration - all user data is stored on a separate filesystem mounted by the DTNs over a storage fabric. This keeps the large-scale data objects (the scientific user data) on the large parallel filesystem where it belongs, and where it is accessible to the other computing elements in the HPC facility. It also avoids the need to manage local storage on the DTN servers for user data transfers, and removes the limitations on storage system scalability imposed by fitting the storage into a single DTN server.

The only systems that need to be configured for transferring files over long distance networks are the DTNs - the rest of the file system infrastructure can be focused on the internal aspects of the HPC facility. This is a key point of leverage in both computing facility and system design. The DTN runs the data transfer application, and together with the DTN servers this application moves the data between high-speed storage at the communicating HPC facilities via the network which interconnects them. Thus, the DTNs serve to integrate the HPC facility with the outside world from a high-speed data perspective. Figure 1 adapted from the HPC facility diagram in [8], shows this integration - long distance data transfers are not made to the high performance parallel filesystem directly, but rather occur on the DTNs which mount the parallel file system. Also, the supercomputer nodes themselves do not need to be tuned or configured for long distance data transfer - the DTN cluster is explicitly configured for this purpose, relieving the supercomputer nodes of this added configuration complexity.

The concept of DTN specialization can be carried further as well, especially when different HPC facility functions require different configurations, different behaviors, or different security postures from the DTNs. Depending on facility needs and policies, it may be desirable to configure one cluster of DTNs with login access by users (e.g. to support legacy command line tools), and a different cluster for transfers controlled by means of a scalable API. Of the facilities in the project, the OLCF has the greatest degree of DTN specialization, with separate DTN clusters for interactive tools (e.g. SCF [10], rsync [15]), Globus [18] use, and HPSS [14] access, with an additional cluster of DTNs reserved for and controlled by the batch system scheduler. The batch scheduled DTNs are primarily useful within the facility and were critical to the effort of migrating data between the center-wide file systems for Titan [24] and Summit [25]. This is a key point, in that the capabilities DTNs provide are useful and productive both for scientific users and for the operational teams which run the HPC facilities.

III. DTN SYSTEM ARCHITECTURE

The DTN must do several things simultaneously. It must run the data transfer application, but it also must connect a fundamentally local technology (the internals of a parallel file system) to a fundamentally non-local technology (the wide area network), while maintaining consistently high performance levels. Several aspects of DTN server configuration became clear in the context of the project.
In order to connect to the wide area network, the DTN is essentially required to have an Ethernet interface. Ethernet is the dominant network interface technology for Internet-connected servers, and high-speed Ethernet interfaces are readily available and well-understood. However, Ethernet is not necessarily used for the internals of a parallel file system or supercomputer interconnect. In many cases, InfiniBand is used for these internal networks. Therefore, the DTN must connect to both, reading data from one network technology and writing it to the other. This gives HPC facility DTNs multiple network interfaces in the general case, and can contribute to system complexity. In addition, operational teams sometimes desire interface redundancy, adding connections for failover and reliability. This can further increase system complexity.

While there are some theoretical advantages to powerful and complex DTNs (e.g. extra Ethernet interfaces for redundancy/failover or added performance), during the project simplicity emerged as a key contributor to consistently high performance. At the beginning of the project, some of the facilities had larger sets of simple DTNs used for data transfer, and some had smaller sets of powerful and complex DTNs with significant internal redundancy. Achieving consistent performance was straightforward with a simple DTN that had a single Ethernet interface and a single InfiniBand interface, while a complex DTN with multiple Ethernet interfaces and multiple InfiniBand interfaces had significantly varied performance. Eventually, all the participating facilities adopted the simple DTN model, with the data transfer tool spreading the load across multiple DTNs. The DTN-level parallelism available in advanced data transfer tools is a critical point of scalability, because HPC facilities are able to add nodes as needed to increase performance. This makes the data transfer tools that can simultaneously use multiple DTNs highly scalable - a key capability for managing data growth without substantially increasing human effort.

Another key contributor to a high performance DTN design is CPU clock rate. Packet processing is an inherently serial task, and while modern data transfer tools use multiple data connections in parallel a DTN must manage high packet and data rates on its network interfaces. In general, a smaller number of cores with a higher clock rate is preferable, but within reason. This is an element of system design that requires careful consideration by the operational team which designs and deploys the DTN cluster - different workloads will require different configurations. However, it is generally the case that sacrificing too much clock speed for additional cores is not a good DTN design trade-off. If more parallel threads are needed it is better to deploy additional DTNs with higher-speed CPUs. Additional DTNs have the added advantage of increasing the amount of RAM available for buffering and increasing the number of file system mount points - these are important scalability considerations as well. Finally, if integrity checksums are used (as they should be for large-scale data transfers) then each data transfer job is also a compute job from the perspective of the DTN - this also argues in favor of higher CPU clock rate so that checksum verification can keep up with I/O.

In considering how the DTNs connect to the facility network, it is important to consider both the speed of the DTN Ethernet interface and the buffering in the switches or routers that connect directly to the DTN, as well as the speed of other DTNs that exist at remote sites. If there is a mismatch between the Ethernet interface speed on the local DTN and the Ethernet interface speed on the remote DTN, the side with the slower Ethernet interface will need to have more buffering in the router or switch at the bottleneck link in order to avoid packet loss from the speed mismatch. Dropped packets cause performance problems for TCP as described in and preventing packet loss in production operation is a key aspect of network and system design for DTNs.

IV. Interaction With The File System

Each facility has the potential for deploying different filesystem technologies, and some facilities have multiple large-scale parallel filesystems, which may be based on different technologies for a variety of reasons. There are two primary filesystem technologies deployed in the HPC facilities in the project - they are the IBM Spectrum Scale and Lustre filesystems. Each have client side tuning (done on the DTN) that is important. As noted in Section III the DTN requires multiple interfaces - Ethernet to the Internet and primarily Infiniband to the parallel file system. Tuning of each network interface is handled separately, though TCP/IP stack parameters are typically global. Additional tuning is required for the parallel file system client and potentially system kernel modules. It should be noted that there is no single “right” way to do this, and the HPC facility storage team has to make engineering tradeoffs given the filesystem configuration and the resources of the DTNs.
A. Lustre Tuning

The Lustre parallel file system has different levels of tunables. The HPC facilities have expertise in this area, and the tunables are specific to the configuration and architecture of the facility’s deployment. A high level overview would be to perform any LNET tuning and then Lustre tuneables for the client. In general the tuning should allow the greatest amount of traffic across the interconnect, provide sufficient caching, and not hinder metadata operations while keeping within a reasonable memory footprint for the available memory in the DTN. In particular, performance benefits from increasing the peer_credits parameter to the maximum available for the underlying network interface to the Lustre file system as well as max_rpcs_in_flight and max_mod_rpcs_in_flight to the greatest extent possible given the system memory on the DTN. The HPC facilities experts have each explored this parameter space for their site and have developed configurations that allow for the best possible performance for the DTNs. Examples of tunables can be found in the Lustre Operations Manual [28].

The Lustre configuration appropriate for one facility may not be the same as the appropriate Lustre configuration in a different environment. Unfortunately, this is a case where the team running the production storage system and DTN infrastructure must make a set of engineering decisions, often based on experimentation. Two examples follow, illustrating the commands (as they might be deployed in an rc.local script) to set three key tuning parameters used by two different HPC facilities.

lctl set_param osc.*.max_rpcs_in_flight=32
lctl set_param mdc.*.max_rpcs_in_flight=64
lctl set_param llite.*.statahead_max=8192

lctl set_param osc.*.max_rpcs_in_flight=16
lctl set_param mdc.*.max_rpcs_in_flight=8
lctl set_param llite.*.statahead_max=32

The point of this comparison is not to provide specific examples for use by others, but rather to illustrate the need for the storage team to understand the local environment, and make decisions based on testing real-world scenarios relevant to the workload of that HPC facility.

B. Spectrum Scale/GPFS Tuning

With IBM’s Spectrum Scale file system, the parameters for client performance are less visible than Lustre due to the licensing and support models provided by IBM. A cursory look through the Parameters for performance tuning and optimization guide on IBM’s Knowledge Center [28] provides a small list of what is available. Performance tuning should be performed based on the available resources of the file system, interconnect, and DTN to allow the greatest level of caching and throughput performance. If the DTN is using Infiniband to connect to the Spectrum Scale file system setting RUN_MLNX_TUNE=yes will setup irq affinity for the NICs and Infiniband interfaces. Setting maxMBps to a high enough value supported by system memory increases the client’s performance. It is important to ensure that maxblocksize is matched with the file system cluster. An additional tuning parameter is maxFilesToCache which allows the client to cache files and does not impact the pagepool but does consume system memory. There is a tuning parameter for increasing the number of threads that the Spectrum Scale client uses, and setting ignorePrefetchLUNCOUNT yes ensures that the threads initiated isn’t dependent on the number of LUNs in the Spectrum Scale file system.

V. Data Transfer Software

For many users and collaborations, rsync has been the data transfer tool of choice for many years. While rsync typically transfers data correctly, it is typically slow – this is both because rsync is single-threaded and therefore unable to scale beyond a single DTN, and because it runs over SSH [16] in most cases. While high performance patches [17] exist which fix some of the limitations of SSH, rsync over SSH has inherent scalability limitations, especially if human effort is factored in. Because of these dual limitations, rsync was not considered an adequate tool. Also, SCP (which also runs over SSH), is subject to the same performance limitations as rsync over SSH. These are considered legacy tools, and are generally not suitable for modern high-speed data transfer workflows.

There was one data transfer tool that was already installed at all four facilities, had high performance, and had the ease of use to scale up data transfer performance without similarly scaling human effort – the project chose Globus. Globus is able to manage multiple DTNs and distribute one transfer across multiple DTNs (as long as the data set contains a sufficiently large number of files), has an easy-to-use user interface, and also ensures the correctness of data transfer through the use of integrity checksums. The existence of Globus deployment at the HPC facilities also allows for the easy assembly of data sets published on data portals using the Modern Research Data Portal (MRDP) [19] design pattern, such as the NCAR/UCAR Research Data Archive [20], which also use Globus. A variety of other data transfer tools and platforms also exist in the broader scientific community - an in-depth evaluation of such tools is provided by [34].

VI. Performance Tuning and Test Results

The project team used a broad range of performance tuning and troubleshooting techniques over the course of the project. Regular testing, both using the DTNs themselves and testing the networks with perfSONAR [29], proved invaluable. Also key was the ability to test between multiple sites and therefore “triangulate” to determine the likely location of issues impeding performance. The ability to work collaboratively to identify the organization that was likely to own the misbehaving component (HPC facility, local network, wide area network), and then understand what technology was causing the problem (network, storage system, DTN, etc.) is crucial for
effective troubleshooting, and regular test and measurement is critical for spotting problems early. Network testing from site to site tells whether the network path is capable of supporting high speed transfers, DTN filesystem mount testing indicates whether the DTN itself can read or write data at the required speeds, and so forth.

It is important to note that testing individual components of a data transfer workflow (filesystem performance on the DTN, wide area network speeds using perfSONAR, wide area network speeds using perfSONAR tools on the DTNs, etc) is necessary but not sufficient. One of the indications that system complexity was problematic was a case where individual subsystem tests performed at or above the target rate, but the end to end data transfer rate was sub-par. Only after adopting a simpler DTN design at that facility did end to end performance improve.

The facilities made several enhancements to their networks and DTN clusters over the course of the project. By the end of the project, all the sites had 100Gbps network connections between the DTN clusters and the wide area network. In addition, several sites increased the number of DTNs available, and the simplified DTN design of one or two Ethernet interfaces and minimal InfiniBand interfaces was adopted by all sites for performance consistency.

The DTN hosts themselves need to be configured to support high performance long-distance data transfers. The information to do this is readily available from knowledge bases such as the ESnet Fasterdata Knowledgebase [21], but this must be done or the DTN’s network configuration will limit its capability. For example, the DTNs are configured by default to use kernel buffer autotuning for TCP connections, but the default parameters are insufficient for high-speed long distance data transfers and so must be increased for DTNs. High speed processors, fast network interfaces, and sufficient memory are important, but if the DTN is not configured for wide area data transfers it will still perform poorly in the general case. The host configuration details are published as a separate artifact [35].

In addition to the hosts, networks, and filesystems, Globus has performance tuning parameters as well. These are covered under the "network use" configuration [30]. For large, high-speed DTN cluster installations, the "Aggressive" setting achieves the highest performance of the standard option set (which are "Minimal," Default," and "Aggressive"). Some of the sites in the project use custom Globus tuning settings, but they are similar to the "Aggressive" settings.

One unforeseen change provided an unexpected increase in performance: the Globus team changed the job scheduling algorithm for transfer jobs containing large numbers of files. The batch size for transfers containing large numbers of files was increased from 1,000 to 10,000 if if the first batch transferred successfully. This resulted in significantly increased performance, presumably because the DTNs spent less time waiting for batches of files to finish transferring due to the smaller number of batches for a given transfer.

In the end, multiple aspects of the full data transfer workflows had to be addressed. DTN configuration, Globus configuration, and network configuration all played important roles. No single parameter change was solely responsible for high performance - all components have to be in good working order and working well together in order to perform consistently well.

The data transfer tests were performed by transferring a single directory containing a subset of the data output from a HACC simulation run [35]. The data transfers were performed using the Globus GUI, which works like a normal graphical file transfer tool, just as any normal scientific user would use the Globus GUI to transfer a data set. This was a deliberate decision - the intent was to measure the real-world behavior of production systems during normal use. The data set directory contained many subdirectories, and a range of file sizes. In all, the data set consisted of 211 directories and 19,260 files, ranging in size from zero bytes to 11.3GB. The total data set size was 4442781786482 bytes (about 4.4TB).

| Source Site | ALCF | NCSA | NERSC | OLCF |
|-------------|------|------|-------|------|
| ALCF        | 13.4 | 10.0 | 10.5  |      |
| NCSA        | 8.2  | 6.8  | 6.9   |      |
| NERSC       | 7.3  | 7.6  | 6.0   |      |
| OLCF        | 11.1 | 13.3 | 6.7   |      |

Test transfers were performed on production systems during normal operation - this was a deliberate decision made with the intent of measuring the real-world circumstances that a normal DTN user would encounter during routine data transfers. Table II shows the data transfer rate between DTN clusters at the beginning of the project.

Fig.2 summarizes the performance levels over multiple test runs at the end of the project.
four facilities at high speed, the next step is to expand the
analysis using national HPC resources. The composition of the
data set indicates the large file count and variation in file sizes
of the reference data set.

VII. RELATED WORK

The interconnection of high-speed computing facilities has
been done in the past - for example, the TeraGrid project [31]
and its successor XSEDE [32] have provided dedicated high-speed networks to interconnect HPC facilities, though
XSEDE has since transitioned to a dedicated virtual network
on shared physical infrastructure. Also, the ASC DisCom
network interconnected computing resources for the DOE’s
stockpile stewardship program [33]. These efforts have several
aspects in common with the Petascale DTN Project (e.g.
connecting HPC sites or facilities together for high speed data
transfer), but the Petascale DTN Project is different in that we
explicitly use a shared, multi-user (i.e. non-dedicated) science
network for the data transfers.

VIII. FUTURE WORK

The Petascale DTN Project has been successful, both in
demonstrating that high-speed data transfer is a capability
that is deployable in production on multi-user systems and
in actually deploying that capability for routine use by many
thousands of scientific users across four computing facilities
interconnected by production multi-user networks. However,
this project has also provided a foundation for future work
in the scientific community to make data sets available for
analysis using national HPC resources.

Now that it is possible to move data to and between the
four facilities at high speed, the next step is to expand the
capability further within the scientific community. There are
three primary classes of data resources that would benefit
from enhancements using the best practices described here:
site and campus clusters, data portals, and experimental or
observational data sources.

Computing clusters at labs, universities, departments, and
other similar entities are typically similar in architecture to a
national HPC facility, but at smaller scale. The same design
pattern, consisting of a well-configured DTN cluster with good
design and good tools as the external interface to a large
filesystem, works well in a smaller environment just as it
does in a national HPC facility. The advantage of enhancing
the computing clusters in the broader community with DTN
clusters is clear - not only would they be able to transfer data
downstream, but they could integrate well with national
HPC facilities.

Data portals are large repositories of scientific data, much of
which could be beneficially analyzed at HPC facilities using
modern data analysis techniques. The Modern Research Data
Portal design pattern (MRDP) [19] describes a design similar
to the one presented here in that a DTN cluster is used as the
external-facing interface for the data store. When a MRDP-
defined data portal provides a user with a link to a data set,
that link consists of a Globus job instead of a HTTP link to a
file. This provides the data portal with the same scalability that
HPC facilities get from deploying DTN clusters with a high-
performance data transfer tool such as Globus. Data portals
which have been enhanced by adopting the MRDP design
pattern integrate well with Petascale DTN Project facilities
data transfer, and expanding the deployment of the MRDP
design pattern using DTN clusters would increase the ability
of the scientific community to analyze the data in those portals
at scale.

Finally, there is an increasing need to integrate HPC facilities
with experimental and observational facilities [27]. The
deployment of DTN clusters at experimental and observational
facilities would provide a scalable platform for transferring
data to HPC facilities for analysis.

IX. CONCLUSIONS

Several key elements of best practice can be derived from
this work, as described below.

For large HPC facilities it is incredibly valuable to deploy
a cluster of DTNs in a way that allows a single scalable data
tool to manage transfers across multiple DTNs in the
cluster. By explicitly incorporating parallel capabilities (e.g.
the simultaneous use of multiple DTNs for a single job) into
the design, the external interface to the HPC facility storage
system can be scaled up as needed by adding additional DTNs,
without changing the underlying tool. This combination of
a scalable tool and a scalable architecture is critical as the
HPC community moves towards the Exascale era while at the
same time increasing the number of research projects that have
large-scale data analysis needs. However, this design pattern
applies equally well to institutional or departmental DTN
clusters (e.g. at universities) - it allows for easy scalability as


table

| Source Site | ALCF | NCSA | NERSC | OLCF |
|-------------|------|------|-------|------|
| ALCF        | 50.0 | 55.0 | 37.5  | 46.8 |
| NCSA        | 56.7 | 34.7 | 27.3  | 22.6 |
| NERSC       | 42.2 | 33.7 | 39.0  | 34.7 |
| OLCF        | 47.5 | 43.4 | 33.1  | 42.2 |

**TABLE III**

PAIRWISE AVERAGE DATA TRANSFER RATE AT PROJECT END, GIGABITS PER SECOND

\[ \text{Source Site} \times \text{Destination Site} \]

...
needs grow, and enables high-speed integration with national facilities if both sides deploy interoperable tools.

In building a cluster of DTNs, it is important to keep the design of the individual DTNs simple so that their behavior is consistent. All the facilities converged on a design consisting of a cluster of many simple DTNs with very similar external network interface specifications rather than a small number of highly-redundant and complex DTNs.

Deploying a suite of performance monitoring tools that record the performance at regular intervals is key to determining both a performance baseline of a particular set of DTNs and the impact of configuration changes on the overall deployment. Utilizing a data visualization and aggregation tool can allow teams to create views of performance based on the gathered monitoring data.

Tuning individual components (e.g. filesystem mount performance, long-distance network performance) is necessary but not sufficient. Ultimately everything must work together – filesystem, DTNs, network, and data transfer tool – in a way that consistently achieves high performance for the user community, in production operation, without constant troubleshooting.

Finally, the data transfer tool itself is of paramount importance. While it is critical to have a system design that can scale to the levels required to meet the science mission, human time and attention are precious resources – the tools presented to users must make them more productive, not less. The ability to easily initiate a transfer and then allow the tools to manage the transfer without direct human intervention is incredibly valuable, and is a key contributor to the scale at which scientists will be able to do data analysis as data sets grow ever larger.
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