NORMAL CYCLES AND CURVATURE MEASURES OF SETS WITH D.C. BOUNDARY
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ABSTRACT. We show that for every compact domain in a Euclidean space with d.c. (delta-convex) boundary there exists a unique Legendrian cycle such that the associated curvature measures fulfil a local version of the Gauss-Bonnet formula. This was known in dimensions two and three and was open in higher dimensions. In fact, we show this property for a larger class of sets including also lower-dimensional sets. We also describe the local index function of the Legendrian cycles and we show that the associated curvature measures fulfill the Crofton formula.

1. Introduction

The goal of extending the notion of curvature to non-smooth sets (with singularities) belongs to important tasks of geometry for decades. We consider here only subsets of the Euclidean space $\mathbb{R}^d$, though some approaches can be transferred to the Riemannian setting. It turned out that curvature measures can be derived from a more complex structure called normal cycle; this idea can be found by Sulanke & Wintgen [19] for smooth sets, Zähle [21] for sets with positive reach, Fu [5] for more general sets, and later developed by others.

To describe the basic idea, consider a full-dimensional compact subset $A$ of $\mathbb{R}^d$ with $C^2$-smooth boundary, and let $\text{nor}A$ be its unit normal bundle, i.e., $\text{nor}A$ consists of pairs $(x, n)$, where $x$ is a boundary point of $A$ and $n$ is the unit outer normal vector to $A$ at $x$. The normal cycle $N_A$ of $A$ is the $(d-1)$-dimensional current which is given by integrating over the oriented manifold $\text{nor}A$, i.e.,

$$N_A(\phi) = \int_{\text{nor}A} \phi = \int_{\text{nor}A} \langle \xi_A, \phi \rangle \, dH^{d-1}$$

for any smooth $(d-1)$-form $\phi$ on $\mathbb{R}^{2d}$ (here $\xi_A$ is a prescribed unit simple $(d-1)$-vectorfield orienting $\text{nor}A$ and $H^{d-1}$ denotes the $(d-1)$-dimensional Hausdorff measure).

Given $k \in \{0, \ldots, d-1\}$, let $\varphi_k$ be the $k$th Lipschitz-Killing differential $(d-1)$-form on $\mathbb{R}^{2d}$ which can be described by

$$\langle a^1 \wedge \cdots \wedge a^{d-1}, \varphi_k(x, n) \rangle = \mathcal{O}_{d-k-1}^{-1} \sum_{\sigma(i)=d-1-k} \langle \pi_{\sigma(1)} a^1 \wedge \cdots \wedge \pi_{\sigma(d-1)} a^{d-1} \wedge n, \Omega_d \rangle,$$
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where $a^i$ are vectors from $\mathbb{R}^{2d}$, $\pi_0(x, n) = x$ and $\pi_1(x, n) = n$ are coordinate projections, the sum is taken over finite sequences $\sigma$ of values from $\{0, 1\}$, $\Omega_d$ denotes the volume form in $\mathbb{R}^d$ and $\mathcal{O}_{d-1} = \mathcal{H}^{d-1}(S^{d-1}) = 2\pi^{d/2}/\Gamma(\frac{d}{2})$. Note that, in particular, $\varphi_0$ is an $\mathcal{O}_{d-1}^{-1}$-multiple of the $\pi_1$-pull-back of the volume form $n \cup \Omega_d$ on $S^{d-1}$:

$$\varphi_0 = \mathcal{O}_{d-1}^{-1}\pi_1^#(n \cup \Omega_d).$$

Integrating $\varphi_k$ over $\text{nor} A$ yields the $k$th (total) curvature of $A$, which can also be expressed as the integral of the $k$th symmetric function of principal curvatures of $A$:

$$N_A(\varphi_k) = \int_{\text{nor} A} \varphi_k = C_k(A).$$

For completeness, we define also $C_d(A) = \mathcal{H}^d(A)$. The $k$th curvature measure of $A$, $C_k(A, \cdot)$, is obtained by localizing with a Borel set $F \subset \mathbb{R}^d$

$$C_k(A, F) = (N_A \lll (F \times \mathbb{R}^d))(\varphi_k) = \int_{\text{nor} A} (1_F \circ \pi_0)\varphi_k.$$

In case of sets with singularities, the normal direction need not be determined uniquely. A useful and well tractable set class containing both smooth sets and closed convex sets is the family of sets with positive reach (i.e., sets for which any point within a certain distance apart has its unique nearest point in the set). Federer [3] introduced curvature measures for sets with positive reach by means of a local Steiner formula, and Zähle [21] defined normal cycles for these sets. Fu [5] observed that the normal cycle of a set has a tangential property called later Legendrian, and he called Legendrian cycle any closed rectifiable $(d - 1)$-dimensional current in $\mathbb{R}^d \times S^{d-1}$ with this property (see Section 4 for exact definition). Fu also showed that the restriction of a Legendrian cycle $T$ to the Gauss curvatures form $\varphi_0$, $T \lll \varphi_0$, determines $T$ uniquely. Later [6] he introduced a condition on the Legendrian cycle forcing the validity of the Gauss-Bonnet formula, not only in the global version ($C_0(A, \mathbb{R}^d) = \chi(A)$), but also for the set $A$ intersected with halfspaces, for almost all halfspaces of $\mathbb{R}^d$. He showed that subanalytic sets admit such Legendrian cycles. We formulate an equivalent condition in Definition 4.2 and call a Legendrian cycle normal cycle if this condition is satisfied.

The particular case of (full-dimensional) sets whose boundary can be represented locally as graph of a Lipschitz function (Lipschitz domain for short) was treated in [16]. Of course, an additional condition has to be imposed, in order that the total boundary curvature is bounded. The normal cycle was obtained by approximation with parallel sets. In a recent paper [8] Fu showed that if a function is strongly approximable (i.e., can be approximated well by $C^2$-smooth functions in certain sense concerning second derivatives, see Definition 6.1) then it admits a second order Taylor expansion almost everywhere (which is a property close the existence of a normal cycle for the subgraph). In particular, every strongly approximable function is Monge-Ampère, see Definition 5.1. Fu asked whether, in particular, delta-convex (d.c.) functions (differences of two convex functions) are strongly approximable. This is easy to see for functions of one variable and known for functions of two variables, see [7].

In Section 3 we introduce WDC sets as sublevel sets of d.c. functions at weakly regular values. These can be considered as natural generalizations of sets with positive reach which can be equivalently characterized as sublevel sets of semiconcave
functions at weakly regular values (see [12]). The class of locally WDC sets contain full-dimensional domains with d.c. boundary, as well as lower-dimensional d.c. surfaces or transversal unions of sets with positive reach.

We present in Section 6 an answer the problem formulated in slightly different wording in [1, Problem 7.3, p. 458], [5] and [8]:

**Theorem 1.1.** Every d.c. function on \( \mathbb{R}^d \) is strongly approximable and, hence, also Monge-Ampère.

This rather simple observation is the cornerstone of the paper. The proof is based on a formula for determinants (Lemma 6.2) which makes it possible to find upper bounds for minors of differences of two matrices by means of those of convex combinations.

After that, we apply the theory of auras due to Fu ([6]) to d.c. functions and we show:

**Theorem 1.2.** Any compact WDC set in \( \mathbb{R}^d \) admits a normal cycle (in the sense of Definition 4.2). In particular, curvature measures can be introduced for WDC sets. An important step in the proof is the fact that the set of tangent hyperplanes to the graph of a d.c. function has measure zero, which was shown by Pavlica and Zajíček [14] (their result is an application of some duality ideas to a deep result on directions of line segments on the boundary of a convex body by Ewald, Larman and Rogers [2]).

The normal cycles of WDC sets fulfil (by definition) the Gauss-Bonnet formula for intersection with almost all halfspaces. We also show a local formula for the index function of the normal cycle which imply the additivity (with respect to unions and intersections).

Finally, we show in Section 9 the Crofton formula for WDC sets. The set \( \mathcal{A}_m^d \) of affine \( m \)-subspaces of \( \mathbb{R}^d \) with invariant measure \( \mu_m^d \) are introduced in Section 2.

**Theorem 1.3 (Crofton formula).** Let \( A \) be a compact WDC set. Then, for any integers \( 0 \leq k \leq m \leq d \),

\[
\int_{\mathcal{A}_m^d} C_k(A \cap E) \mu_m^d(dE) = \beta_{d+k-m,m}^d C_{d+k-m}(A),
\]

where

\[
\beta_{i,j}^d = \frac{\Gamma\left(\frac{i+1}{2}\right) \Gamma\left(\frac{j+1}{2}\right)}{\Gamma\left(\frac{d+1}{2}\right) \Gamma\left(\frac{i+j-d+1}{2}\right)}.
\]

Again, we use the fact that the set of hyperplanes tangent to the graph of a d.c. function has \( d \)-dimensional measure zero.

One of the problems when constructing the normal cycle for WDC sets is that we do not know whether the corresponding unit normal bundle is a rectifiable set. The positive result on rectifiability would imply, for example, the validity of the principal kinematic formula. It seems that rectifiability of the unit normal bundle is equivalent to the rectifiability of the set of segments on the boundary of a convex body studied in [2] and this appears to be an interesting open problem.

Analysing the proof of the Principal kinematic formula in [6 Corollary 2.2.2], one sees that a weaker property than rectifiability suffices. Let \( A, B \) be two compact WDC sets with d.c. auras \( f, g \), respectively, and let \( \text{nor}(f,0), \text{nor}(g,0) \) be the two unit normal bundles (see Definition 5.3). We conjecture that \( \mathcal{H}^{2d-1}(\text{nor}(f,0) \times \text{nor}(g,0)) \leq \mathcal{H}^{2d-1}(\text{nor}(f,0) \times \text{nor}(g,0) \text{ nor}(f,0), \text{nor}(g,0)) \).
nor(g, 0)) = 0. This would already imply the validity of the Principal kinematic formula for $A$ and $B$.

2. Preliminaries

The basic setting will be the $d$-dimensional Euclidean space $\mathbb{R}^d$ with scalar product $\cdot \cdot$ and norm $|\cdot|$, $S^{d-1}$ stands for the unit sphere. By $B(x, r)$ we denote the closed ball of centre $x$ and radius $r$. The $k$-dimensional Hausdorff measure will be denoted by $\mathcal{H}^k$.

If $v \in S^{d-1}$ and $t \in \mathbb{R}$, let $H_{v,t}$ denote the halfspace $\{y \in \mathbb{R}^d : y \cdot v \leq t\}$. $\mathcal{H}^d \mathbb{L} (S^{d-1} \times \mathbb{R})$ induces a natural measure on the family of halfspaces (through the mapping $(v, t) \mapsto H_{v,t}$) and under $H_{v,t} \mapsto \partial H_{v,t}$ we obtain a natural measure on the family of hyperplanes in $\mathbb{R}^d$. These measures should be always understood when speaking about “almost all halfspaces” or “almost all hyperplanes”.

Let $G(d, i)$ be the Grassmannian of $i$-dimensional linear subspaces of $\mathbb{R}^d$ with unique invariant probability measure $\mu_i^d$, and let $\mathcal{A}^d_i$ denote the set of all $i$-dimensional affine subspaces of $\mathbb{R}^d$ with invariant measure $\mu_i^d$ given by

$$\mu_i^d(U) = \int_{G(d, i)} \chi^{d-i}\{z \in L^\perp : L + z \in U\} \nu_i^d(dL)$$

for any Borel subset $U$ of $\mathcal{A}^d_i$.

We shall use the fact that the measure $\mu_i^d$ can equivalently be given as

$$(1) \quad \mu_i^d(U) = \int_{\mathcal{A}^d_i} \int_{\mathcal{A}^d_i} \mu_i^d(U \cap \mathcal{A}^d_i(E)) \mu_i^d(dE)$$

whenever $i \leq j \leq d-1$, where $\mathcal{A}^d_i(E)$ is the set of all affine $i$-subspaces of $E \in \mathcal{A}^d_i$. This is a well-known fact from integral geometry and follows e.g. from [18, Theorem 7.1.2].

Let $U \subset \mathbb{R}^d$ be open and $f : U \rightarrow \mathbb{R}$ locally Lipschitz. By Rademacher’s theorem, the differential $df(x)$ (and gradient $\nabla f(x)$) exists at $\mathcal{H}^d$-almost all $x \in U$. At any $x \in U$, the (Clarke) subdifferential of $f$ at $x$, $\partial^* f(x)$, is defined to be the closed convex hull of the set of all accumulation points of gradients of $f$ at regular points converging to $x$. Clearly, the graph of the subdifferential

$$\text{graph } \partial^* f = \{(x, u) : x \in U, u \in \partial^* f(x)\}$$

is a closed subset of $\mathbb{R}^d \times \mathbb{R}^d$.

3. Delta convex functions and WDC sets

A real function $f$ defined on a convex set is called d.c. (or delta-convex) when it can be expressed as a difference of two convex (concave) functions. A function $f$ defined on an open set $U$ is said to be locally d.c., if for every $x \in U$ there is a convex set $K_x \subset U$ such that $f|_{K_x}$ is d.c. Note that every d.c. function is locally Lipschitz and that every semi-convex (or semi-concave) function is also d.c. A mapping $F : \mathbb{R}^d \rightarrow \mathbb{R}^k$ is called a d.c. mapping if every component of $F$ is a d.c. function.

It is well known that for two d.c. functions $f, g$, not only $f + g$, but also $fg$, $\min(f, g), \max(f, g)$ are d.c. Also, if $F, G$ are two d.c. mappings and $F \circ G$ makes sense then $F \circ G$ is a d.c. mapping as well. For more details see [20] or [9].
Let $f$ be a Lipschitz function on $\mathbb{R}^d$. A real number $c$ is called a **weakly regular value** if there is an $\varepsilon > 0$ such that for every $c < f(x) < c + \varepsilon$ and every $v \in \partial^* f(x)$ the inequality $|v| \geq \varepsilon$ holds.

**Definition 3.1.** A compact set $A \subset \mathbb{R}^d$ is called WDC (**weakly delta-convex**) if there is a d.c. function $f : \mathbb{R}^d \to \mathbb{R}$ with a weakly regular value $c$ such that $A = f^{-1}((-\infty, c])$.

**Remark 3.2.**

(i) Any compact set $A \subset \mathbb{R}^d$ with positive reach $\exists$ is WDC. Indeed, the distance function $d_A(x) = \text{dist}(x, A)$ is semiconcave (cf. [12 Satz (2.8)]), hence, also d.c., and $0$ is a weakly regular value of $d_A$ since $d_A$ has unit gradient at all points $x$ with $0 < d_A(x) < \text{reach}(A)$, see [4 Theorem 4.8]. In particular, compact convex sets are WDC.

(ii) If a compact set $A \subset \mathbb{R}^d$ is represented as a finite union of sets with positive reach which intersect transversally (see [22]) then $A$ is WDC. This follows from the fact that, given two sets $A, B$ with positive reach which intersect transversally, their distance functions $d_A, d_B$ are nondegenerate aurats (see Definition 3.3) that do not touch and Theorem 8.8 implies that $A \cup B$ is WDC.

(iii) If $\Psi$ is a $C^2$ diffeomorphism and $A$ a WDC set with witnessing function $f$, then $\Psi(A)$ is WDC as well, with witnessing function $f \circ \Psi^{-1}$ (see also Theorem 7.10).

We call a set $A \subset \mathbb{R}^d$ **locally WDC** if for every $x \in A$ there is $U_x$, an open neighborhood of $x$, and a WDC set $A_x$ such that $A \cap U_x = A_x \cap U_x$. It is not clear whether a locally WDC set is immediately WDC (cf. Problem 10.2), but due to the local character of the notion “being normal cycle”, we can prove that locally WDC sets admit normal cycles just from the fact that compact WDC sets do (see Theorem 8.10).

### 3.1. Delta-convex domains and surfaces

A d.c. domain in $\mathbb{R}^d$ is a set which can be locally represented as subgraph of a d.c. function. Following [17 Definition 2.11] we will call a set $M \subset \mathbb{R}^d$ a $k$-dimensional d.c. surface if for every $x \in M$ there is an open set $U_x$, a subspace $A_x \in G(d, k)$ and a d.c. mapping $\phi_x : A_x \to A^+_x$ such that

$$M \cap U_x = \{ u + \phi_x(u) : u \in A_x \} \cap U_x.$$  

**Proposition 3.3.**

(i) Each d.c. domain in $\mathbb{R}^d$ is a locally WDC set.

(ii) Every $k$-dimensional d.c. surface in $\mathbb{R}^d$ is a locally WDC set.

**Proof.** Let $E$ be a linear subspace of dimension $d - 1$ in $\mathbb{R}^d$ and let $f : E \to \mathbb{R}$ be a d.c. function. Without any loss of generality we can suppose that $f$ is Lipschitz. Let $e \in S^{d-1}$ be a fixed vector orthogonal to $E$. To prove (i) we need to prove that the set $A := \{ u + ve : u \in E, v \leq f(u) \}$ is locally WDC. Consider the function $h : \mathbb{R}^d \to \mathbb{R}$ defined as

$$h(x) := \max(0, x \cdot e - f(x - (x \cdot e)e)).$$

Then $h$ is d.c. and also $h(x) = 0$ if and only if $x \in A$. Moreover, the directional derivative of $h$ in the direction $e$ is equal to $1$ and therefore (using Lipschitzness of $f$) we obtain that $0$ is a weakly regular value of $h$.

Part (ii) can be proved similarly. □
4. Legendrian and normal cycles

We follow the notation and terminology from the Federer’s book [4]. Given an open subset \( U \) of \( \mathbb{R}^d \) (or, more generally, of a \( d \)-dimensional smooth submanifold of a Euclidean space) and \( 0 \leq k \leq d \) an integer, let \( \mathbf{I}_k(U) \) denote the space of \( k \)-dimensional integer multiplicity rectifiable currents in \( U \). Each current \( T \in \mathbf{I}_k(U) \) can be represented by integration as

\[
T = \big( \mathcal{H}^k \downarrow W(T) \big) \wedge \nu_T a_T,
\]

where \( W(T) \) is a \((\mathcal{H}^k, k)\)-rectifiable subset of \( U \) ("carrier" of \( T \)), \( a_T \) is a unit simple tangent \( k \)-vectorfield of \( W(T) \) and \( \nu_T \) is an integer-valued integrable function over \( W(T) \) ("index function") associated with \( T \). Of course, the carrier \( W(T) \) is not uniquely determined and need not be closed, in contrast with the support \( \text{spt} T \) which is closed by definition, but it is not clear whether it retains the rectifiability property.

The mass norm \( M(T) \) of a current \( T \) is defined as the supremum of values \( T(\phi) \) over all differential forms \( \phi \) with \( |\phi| \leq 1 \). For a compact set \( K \subset U \), the flat seminorm \( F_K(T) \) of \( T \) is the supremum of \( T(\phi) \) over all forms \( \phi \) with \( \text{spt} \phi \subset K \), \( |\phi| \leq 1 \) and \( |d\phi| \leq 1 \). The topology of flat convergence, i.e., convergence in flat seminorms \( F_K \) (denoted \( T = (F) \lim_i T_i \)) is often used for currents, see [15]. This implies the weak convergence \( (T_i(\phi) \to T(\phi) \) for any smooth form \( \phi \) and is, in fact, equivalent to it if \( T_i, T \) are cycles with uniformly bounded mass norms, see [13] Theorem 8.2.1).

**Definition 4.1.** A Legendrian cycle is an integer multiplicity rectifiable \((d-1)\)-current \( T \in \mathcal{I}_{d-1}(\mathbb{R}^d \times S^{d-1}) \) with the properties:

\[
\partial T = 0 \quad (T \text{ is a cycle}),
\]

\[
T \downarrow \alpha = 0 \quad (T \text{ is Legendrian}),
\]

where \( \alpha \) is the contact 1-form in \( \mathbb{R}^d \) acting as \( (u, v, \alpha(x, n)) = u \cdot n \) (cf. [6]).

By the fundamental uniqueness theorem due to Fu [5, Theorem 4.1], a compactly supported Legendrian current \( T \) is uniquely determined by its restriction to the Gauss form \( T \downarrow \varphi_0 \) and this can be described as follows. For any \( \phi \in C^\infty_c(\mathbb{R}^d \times S^{d-1}) \),

\[
T(\phi \varphi_0) = \mathcal{O}^{-1}_{d-1} \int_{S^{d-1}} \sum_{x \in \mathbb{R}^d} \phi(x, w) \nu_T(x, w) \mathcal{H}^{d-1}(dw)
\]

\[
= \sum_{x \in \mathbb{R}^d} \phi(x, w) \nu_T(x, n) \quad \text{for a.a. } w \in S^{d-1},
\]

where \( \nu_T \) is the index function of \( T \) (a locally \( \mathcal{H}^{d-1} \)-integrable integer-valued function on \( \mathbb{R}^d \times S^{d-1} \)), cf. [16] Proposition 4, Theorem 4.

For the definition of the slice \( \langle T, \pi_1, v \rangle \) of \( T \) by the coordinate projection \( \pi_1 : (x, n) \to n \) at point \( v \), see [3, Section 4.3], in view of §4.3.13. (We apply the \((d-1)\)-form \( n \downarrow \Omega_d \) on \( S^{d-1} \) defining the orientation.) The slice \( \langle T, \pi_1, v \rangle \in \mathcal{I}_0(\mathbb{R}^d \times S^{d-1}) \) is a zero-dimensional integral current (hence, a signed counting measure) for \( \mathcal{H}^{d-1} \)-almost all \( v \in S^{d-1} \). The following description of the slice follows from [5]:

\[
\langle T, \pi_1, v \rangle = \left( \mathcal{H}^0 \downarrow \pi_1(\{-v\}) \right) \wedge \nu_T,
\]
hence,
\[ (T, \pi_1, v)(\phi) = \sum_x \iota_T(x, v)\phi(x, v), \quad \phi \in C_c^0(\mathbb{R}^d \times S^{d-1}), \]
for \(\mathcal{H}^{d-1}\)-almost all \(v \in S^{d-1}\).

Let \(v \in S^{d-1}\) and \(t \in \mathbb{R}\) be given. We shall say that the current \(T\) touches the halfspace \(H_{v,t}\) (or, equivalently, that \(H_{v,t}\) touches \(T\)) if there exists a point \(x \in \mathbb{R}^d\) such that \((x, -v) \in \text{spt} \, T\) and \(x \cdot v = t\).

Let \(\chi\) denote the Euler-Poincaré characteristic.

**Definition 4.2** (Fu). We say that a compact set \(A \subset \mathbb{R}^d\) admits a normal cycle \(T\) if
\[ (T, \pi_1, -v)(H_{v,t} \times S^{d-1}) = \chi(A \cap H_{v,t}) \quad \text{for } \mathcal{H}^d\text{-almost all } (v, t) \in S^{d-1} \times \mathbb{R}. \]
Such a \(T\) is then unique (see Remark 4.3), we write \(T = N_A\) and call it the normal cycle associated with \(A\).

**Remark 4.3.**
(i) The uniqueness of \(T\) in (9) follows from [6, Theorem 3.2] and Lemma 4.4 below.
(ii) There are various classes of sets known to admit a normal cycle, as (compact) sets with positive reach [21], \(U\)\(PR\) sets [15] or subanalytic sets [6].

Given a compactly supported Legendrian cycle \(T\) satisfying (8), the \((d-1)\)-current \(\mathcal{J}(T, v, t)\) was defined in [16, p. 145] for almost all \((v, t) \in S^{d-1} \times \mathbb{R}\) (see also [6, Theorem 3.1] where the current \(\mathcal{I}(T, v, t)\) differs only by a constant multiple). Note that if, in particular, \(T = N_A\) is the normal cycle of a compact set \(A\) with positive reach, then \(\mathcal{J}(N_A, v, t)\) is the restriction of the normal cycle of \(A \cap H_{v,t}\).

Assuming that \(H_{v,t}\) does not touch \(T\), we get from the definition
\[ \mathcal{J}(T, v, t) = T \mathbf{L} (\text{int} \, H_{v,t} \times S^{d-1}) + S \]
with a current \(S\) with \(\text{spt} \, S \subset \partial H_{v,t} \times (S^{d-1} \setminus \{-v\})\). By compactness, there exists a \(\delta > 0\) (possibly depending on \(v, t\)) such that
\[ \text{spt} \, S \subset \partial H_{v,t} \times \{w \in S^{d-1} : v \cdot w \geq -1 + \delta\}. \]

Fu established [6] the condition
\[ \mathcal{J}(T, v, t)(\varphi_0) = \chi(A \cap H_{v,t}) \quad \text{for } \mathcal{H}^d\text{-almost all } (v, t) \in S^{d-1} \times \mathbb{R} \]
relating a Legendrian cycle \(T\) to a compact set \(A \subset \mathbb{R}^d\) as a “local Gauss-Bonnet formula”. In fact, under (8), this condition is equivalent to (9), which is shown in the following lemma due to Joseph Fu.

**Lemma 4.4.** Let \(T\) be a compactly supported Legendrian cycle satisfying (8). Then, conditions (9) and (12) are equivalent.

**Proof.** Applying (7), we obtain that
\[ (T, \pi_1, -v)(H_{v,t} \times S^{d-1}) = \sum_{x : x \cdot v \leq t} \iota_T(x, -v) \]
for almost all \((v, t) \in S^{d-1} \times \mathbb{R}\).
Let \((v, t)\) be such that \(T\) does not touch \(H_{v,t}\) and \(J(T, v, t)\) is defined. Since \(J(T, v, t)\) is a Legendrian cycle, we get from (6) \[ J(T, v, t) = \sum_{x} \iota_{J(T, v, t)}(x, w) \] for almost all \(w \in S^{d-1}\). If \(\delta = \delta(v, t) > 0\) is such that (11) holds then, due to (10), \[ J(T, v, t)(\varphi_{0}) = \sum_{x : x \cdot v < t} \iota_{T}(x, w) \] for almost all \(w \in S^{d-1} \cap \{w : w \cdot v < -1 + \delta\}\). Note that, for any \(w \in S^{d-1} \cap \{w : w \cdot v < -1 + \delta\}\) for which the right-hand side is determined (which is the case up to a \(H^{d-1}\) zero set), the right-hand side of the last equation (and, hence, also the left-hand side) is constant on some neighbourhood of \((v, t) \in S^{d-1} \times \mathbb{R}\) whenever \(H_{v,t}\) does not touch \(T\). A standard argument yields that we can match \(v\) and \(w\) choosing \(w = -v\) almost everywhere, i.e., \[ J(T, v, t)(\varphi_{0}) = \sum_{x : x \cdot v < t} \iota_{T}(x, -v) = \sum_{x : x \cdot v \leq t} \iota_{T}(x, -v) \] for almost all \((v, t) \in S^{d-1} \times \mathbb{R} \). A comparison with (7) completes the proof. \(\Box\)

**Remark 4.5.** It is often convenient to replace (9) or (12) with a condition prescribing a particular form of the index function \(\iota_{T}\) of \(T\). Fu [5] considered the following natural form
\[(14) \quad \iota_{T}(x, n) := \lim_{r \to 0} \lim_{s \to 0} \left[ \chi(A \cap B(x, r) \cap \{p : (p - x) \cdot n \leq t\}) \right]_{r,s}.\]
We obtain in Proposition 8.7 a slightly different expression where the limits will be replaced by certain weaker forms.

5. **Monge-Ampère functions and auras**

We will start with the definition of Monge-Ampère functions.

**Definition 5.1** (Fu [5]). Let \(f : \mathbb{R}^d \to \mathbb{R}\) be locally Lipschitz. We say that \(f\) is **Monge-Ampère** if there exists a (necessarily unique) cycle \([df] \in I_{d}(\mathbb{R}^d \times \mathbb{R}^d)\) such that
(i) \([df]\) is Lagrangian, i.e., \([df] \cdot \omega = 0\), where \(\omega\) denotes the symplectic 2-form in \(\mathbb{R}^d \times \mathbb{R}^d\) defined as \(\omega = d\alpha\) (\(\omega(x, y) = \sum_{i} dx_{i} \wedge dy_{i}\) in canonical coordinates),
(ii) \(\pi_{0}|\text{spt}[df]\) is proper,
(iii) for any function \(\phi \in C_{c}^{\infty}(\mathbb{R}^d \times \mathbb{R}^d)\),
\[ [df](\phi \cdot (\pi_{0})^{\#} \Omega_{d}) = \int_{\mathbb{R}^d} \phi(u, \nabla f(u)) \, \mathcal{H}^d(du) \]
(note that the gradient \(\nabla f\) is defined \(\mathcal{H}^d\)-almost everywhere since \(f\) is locally Lipschitz).

**Remark 5.2.**
(a) Jerrard [10] extended the definition to functions from the Sobolev space \(W^{1,1}_{loc}\). For our purpose, the Lipschitz setting is sufficient.
(b) By [5] Theorem 2.2, the support of \([df]\) is contained in the graph of the subdifferential of \(f\):
\[(15) \quad \text{spt}[df] \subset \text{graph} \, \partial^{*} f.\]
Definition 5.3 (Fu [6, §1.1.1]). Let $A \subset \mathbb{R}^d$ be compact. An aura for $A$ is a proper Monge-Ampère function $f : \mathbb{R}^d \to [0, \infty)$ such that $f^{-1}(0) = A$. We say that the aura $f$ for $A$ is nondegenerate if there exists an open set $U \subset \mathbb{R}^d$ containing $A$ and such that
\[ \inf\{|u| : x \in U \setminus A, u \in \partial^* f(x)\} > 0. \]

Let us denote the mapping
\[ \nu : (x, y) \mapsto (x, y/|y|), \quad (x, y) \in \mathbb{R}^d \times (\mathbb{R}^d \setminus \{0\}). \]
If $f$ is a nondegenerate aura for $A$, the support of $[df](U \setminus A)$ is contained in the domain of $\nu$. Define
\[ \text{nor}(f, 0) := \nu(\overline{\text{graph}(\partial^* f|U \setminus A) \cap (A \times \mathbb{R}^d)}), \]
\[ N(f, 0) := \nu^\#\left(-\partial([df]_0 \pi^{-1}_0(U \setminus A)) \cup \pi^{-1}_0(U)\right). \]
Note that none of $\text{nor}(f, 0), N(f, 0)$ depend on the choice of the neighbourhood $U$, and that
\[ \text{nor}(f, 0) \subset \nu\left(\overline{\text{graph}(\partial^* f|A)}\right). \]
We shall call $\text{nor}(f, 0)$ unit normal bundle of $f$.
For almost all $0 < r < r_0 := \inf\{f(x) : x \in \mathbb{R}^d \setminus U\}$ we can define the slices
\[ N(f, r) := \nu^\#([df], \pi_0 \circ f, r). \]
The following results were shown in [6, §1.1].

Proposition 5.4. If $A \subset \mathbb{R}^d$ is compact and $f$ a nondegenerate aura for $A$ then
(a) $N(f, 0)$ is a Legendrian cycle in $\mathbb{R}^d \times S^{d-1}$,
(b) $\text{spt} N(f, 0) \subset \text{nor}(f, 0) \subset \partial A \times S^{d-1}$,
(c) $N(f, 0) = (F) \text{ess lim}_{r \to 0} \ N(f, r)$,
(d) $N(f, 0)(\varphi_0) = \chi(A)$.

6. STRONG APPROXIMABILITY OF DELTA-CONVEX FUNCTIONS

Definition 6.1 (Fu [6]). Let $U \subset \mathbb{R}^d$ be open and $f : U \to \mathbb{R}$. We say that $f$ is strongly approximable if there is a sequence $f_1, f_2, \ldots \in C^2(U)$ that converges to $f$ in $L^1_{\text{loc}}(U)$ and such that
\[ \int_K \left| \det\left(\frac{\partial^2 f_k}{\partial x_i \partial x_j}\right)_{i,j=1}^d \right| \leq C(f, K) \]
for every $K \subset U$ compact and $I, J \subset \{1, \ldots, d\}$ of the same cardinality. (If $I = J = \emptyset$, the determinant should be understood as $1$.)

It is known that every locally Lipschitz and strongly approximable function is Monge-Ampère and that every concave function on $\mathbb{R}^d$ is strongly approximable and therefore Monge-Ampère. (For the proofs of these facts and other information, see [6].)

Fu [6] asked whether all d.c. functions are strongly approximable (and therefore Monge-Ampère). The positive answer is based on the following simple formula.

Lemma 6.2. Let $A, B$ be matrices $d \times d$. Then
\[ \det(A - B) = \frac{1}{d!} \sum_{k=0}^d (-1)^k \binom{d}{k} \det((d - k)A + kB). \]
Proof. The formula is a direct consequence of the formula for computing finite differences (see [11, p. 9]).

\[ \Delta^m[P](t) = \sum_{k=0}^{m} (-1)^k \binom{m}{k} P(t + m - k), \]

Indeed, if we consider the polynomial \( \tilde{P}(t) = \det(dB + t(A - B)) \), then

\[ \Delta^d[\tilde{P}](0) = \sum_{k=0}^{d} (-1)^k \binom{d}{k} \tilde{P}(d - k) = \sum_{k=0}^{d} (-1)^k \binom{d}{k} \det((d - k)A + kB). \]

On the other hand, since \( \tilde{P} \) has degree at most \( d \), the \( d \)th difference is in fact a constant equal to \( d! a_d \), where \( a_d \) is a coefficient of \( \tilde{P} \) corresponding to \( t^d \). To finish the proof it is now sufficient to observe that \( a_d = \det(A - B) \). \[ \square \]

Using formula (16) we get the following corollary.

**Corollary 6.3.** Let \( U \subset \mathbb{R}^d \) be open and \( f, h \) real functions on \( U \). Suppose that every convex combination of \( f \) and \( g \) is strongly approximable. Then every linear combination of \( f \) and \( g \) is strongly approximable as well.

Proof. First note that if every convex combination of \( f \) and \( g \) is strongly approximable, then every linear combination with positive coefficients is strongly approximable as well. Suppose that \( f_k \to f \) and \( g_k \to g \) are the sequences guaranteed by the strong approximability. It suffices to prove that \( f - ag \) is strongly approximable for \( a > 0 \). We have \( f_k - ag_k \to f - ag \) in \( L^1_{\text{loc}}(U) \). Choose \( I, J \subset \{1, \ldots, d\} \) with \( |I| = |J| = m \). Then we can write

\[
\int_K \left| \det \left( \frac{\partial^2(f_k - ag_k)}{\partial x_i \partial x_j} \right)_{i \in I, j \in J} \right| \\
= \int_K \left| \frac{1}{m!} \sum_{l=0}^{m} (-1)^l \binom{m}{l} \det \left( \frac{\partial^2((m - l)f_k + lag_k)}{\partial x_i \partial x_j} \right)_{i \in I, j \in J} \right| \\
\leq \frac{1}{m!} \sum_{l=0}^{m} \binom{m}{l} \int_K \left| \det \left( \frac{\partial^2((m - l)f_k + lag_k)}{\partial x_i \partial x_j} \right)_{i \in I, j \in J} \right| \\
\leq \frac{1}{m!} \sum_{l=0}^{m} \binom{m}{l} C((m - l)f + lag, K), < \infty
\]

where \( C((m - l)f + lag, K) \) are the constants from Definition 6.1. \[ \square \]

**Proof of Theorem 1.1.** Follows directly from Corollary 6.3 \[ \square \]

**Corollary 6.4.** Any compact WDC set admits a nondegenerate d.c. aura.

Proof. Indeed, if \( A = f^{-1}((-\infty, c]) \) with a d.c. function \( f : \mathbb{R}^d \to \mathbb{R} \) and weakly regular value \( c \), then \( \tilde{f}(x) = \max(0, f(x) - c) \) is a nondegenerate d.c. aura for \( A \). \[ \square \]

---

1This fact was told to us independently by Noam D. Elkies, Darij Grinberg and Jan Malý and made it possible to reduce our original proof from the first version of the paper.
7. Normal cycles of WDC sets

We know from the last section that a compact WDC set $A \subset \mathbb{R}^d$ admits a nondegenerate aura $f$ which is a d.c. function. This implies already that there exists a Legendrian cycle $N(f,0)$ with support within $\partial A \times S^{d-1}$ fulfilling the Gauss-Bonnet formula $N(f,0)(\varphi_0) = \chi(A)$, see Proposition 5.4. In order to verify that

$$N_A := N(f,0)$$

is the normal cycle of $A$, it remains to show (4).

For the whole section, let $A \subset \mathbb{R}^d$ be a compact WDC set with nondegenerate d.c. aura $f$. Denote

$$E_f = \{(v, x \cdot v) \in S^{d-1} \times \mathbb{R} : (x, -v) \in \text{nor}(f,0)\}.$$  

If we associate elements of $E_f$ with halfspaces of $\mathbb{R}^d$, $E_f$ contains all halfspaces touching the current $N(f,0)$, in the sense of the definition given in Section 4, due to Proposition 5.4(b).

**Proposition 7.1.** If $f$ is a nondegenerate d.c. aura of a compact set $A \subset \mathbb{R}^d$ then $\mathcal{H}^d(E_f) = 0$.

**Proof.** Denote

$$E^{d+1}_f = \left\{(1 + |u|^2)^{-1/2} (u, -1), x \cdot u - f(x) \right\} : x \in \mathbb{R}^d, u \in \partial^* f(x)\right\}.$$  

Note that $E^{d+1}_f \subset S^d \times \mathbb{R}$ corresponds to the family of halfspaces of $\mathbb{R}^{d+1}$ touching graph $f$ (i.e., with boundary hyperplanes tangent to graph $f$ in the Clarke sense).

A result of Pavlica and Zajíček [14, Theorem 4.3] says that $\mathcal{H}^{d+1}(E^{d+1}_f) = 0$. (In fact, Theorem 4.3 in [14] is stated only for tangent hyperplanes in smooth points, but an analysis of the proof shows that the set $E(g,h)$ from [14] Lemma 4.1 contains all tangent hyperplanes in the Clarke sense since it is closed and its fibres with fixed first component are convex.)

Note that if $x \in A$ and $u \in \partial^* f(x)$ then, since $f$ attains its minimum at $x$, also $\alpha u \in \partial^* f(x)$ for any $\alpha \in [0,1]$.

From the nondegeneracy of $f$, there exists $\delta > 0$ such that if $(v,t) \in \text{nor}(f,0)$ then there exists $x \in \mathbb{R}^d$ with $x \cdot v = t$ and $s \delta v \in \partial^* f(x)$ for all $s \in [0,1]$. Consequently, the mapping

$$h : (v,t,s) \mapsto (s^2 \delta^2 + 1)^{-1/2} ((s \delta v, -1), s \delta t)$$

embeds $E_f \times [0,1]$ into $E^{d+1}_f$. Since $h$ is locally bilipschitz, the result of Pavlica and Zajíček implies that $\mathcal{H}^{d+1}(E_f \times [0,1]) = 0$. Applying the Fubini theorem, we get $\mathcal{H}^d(E_f) = 0$.  

Given $(v,t) \in S^{d-1} \times \mathbb{R}$, we define the function

$$g_{v,t} : x \mapsto \max\{v \cdot x, 0\}, \quad x \in \mathbb{R}^d.$$  

It is not difficult to see the following fact.

**Lemma 7.2.** Let $f$ be a d.c. nondegenerate aura for a compact set $A \subset \mathbb{R}^d$ and let $(v,t) \in (S^{d-1} \times \mathbb{R}) \setminus E_f$. Then $f + g_{v,t}$ is a nondegenerate d.c. aura for $A \cap H_{v,t}$ and, consequently,

$$N(f + g_{v,t},0)(\varphi_0) = \chi(A \cap H_{v,t}).$$
Lemma 7.2 is a special case of the following result. We shall say that two nondegenerate auras \( f, g \) in \( \mathbb{R}^d \) touch if there exists a pair \((x, n) \in \operatorname{nor}(f, 0)\) such that \((x, -n) \in \operatorname{nor}(g, 0)\).

**Proposition 7.3.** Let \( f, g \) be nondegenerate d.c. auras for compact sets \( A, B \subset \mathbb{R}^d \), respectively. If \( f \) and \( g \) do not touch then \( f + g \) is a nondegenerate d.c. aura for \( A \cap B \).

**Proof.** Obviously, \( f + g \) is a d.c. aura for \( A \cap B \). We shall show that it is nondegenerate.

Let \( \varepsilon > 0 \) and \( U, V \) be open neighbourhoods of \( A, B \), respectively, such that \( |u| \geq \varepsilon \) and \( |v| \geq \varepsilon \) whenever \( x \in U \setminus A \), \( y \in V \setminus B \), \( u \in \partial^* f(x) \) and \( v \in \partial^* g(x) \). Since \( f \) and \( g \) do not touch we know that if \( x \in \partial A \cap \partial B \), \((x, m) \in \operatorname{nor}(f, 0)\) and \((x, n) \in \operatorname{nor}(g, 0)\) then the angle formed by the vectors \( m, n \) is less than \( \pi \). Using the closedness of graph \( \partial^* f \) and graph \( \partial^* g \) and compactness of \( A, B \), we find by a standard argument that there exists \( \delta > 0 \) and an open neighbourhood \( W \) of \( \partial A \cap \partial B \) such that \( u \cdot v \geq (-1 + \delta)|u||v| \) whenever \( x \in W \), \( u \in \partial^* f(x) \) and \( v \in \partial^* g(x) \). We have now an open cover

\[
A \cap B \subset G := (U \cap \text{int} B) \cup (V \cap \text{int} A) \cup W
\]

of \( A \cap B \). Take \( x \in G \setminus (A \cap B) \) and \( w \in \partial^*(f + g)(x) \). If \( x \in (U \cap \text{int} B) \setminus A \) then \( \partial^* g = \{0\} \), \( w \in \partial^* f(x) \) and \( |w| \geq \varepsilon \) by the nondegeneracy of \( f \). Analogously, if \( x \in (V \cap \text{int} A) \setminus B \) then \( \partial^* f(x) = \{0\} \), \( w \in \partial^* g(x) \) and \( |w| \geq \varepsilon \) by the nondegeneracy of \( g \). If, finally, \( x \in W \setminus (A \cap B) \) then \( w = u + v \) for some \( u \in \partial^* f(x) \) and \( v \in \partial^* g(x) \) and we get

\[
|w| = |u + v| = \sqrt{|u|^2 + |v|^2 + 2u \cdot v} \geq \sqrt{|u|^2 + |v|^2 + 2|u||v|(-1 + \delta)}.
\]

Since \( x \notin A \cap B \), at least one of the vectors \( u, v \) has norm at least \( \varepsilon \), say \( |u| \geq \varepsilon \). Then

\[
|w| \geq \sqrt{\varepsilon^2 + |v|^2 + 2\varepsilon|v|(-1 + \delta)} \geq \varepsilon \sqrt{2\varepsilon - \delta^2} \geq \varepsilon \sqrt{\delta}
\]

if \( \delta < 1 \). Thus, the aura \( f + g \) is nondegenerate and the proof is complete. \qed

In order to verify (15), we need the following relation.

**Lemma 7.4.** Let \( f \) be a d.c. nondegenerate aura for a compact set \( A \subset \mathbb{R}^d \). Then for \( \mathcal{H}^d \)-almost all \((v, t) \in S^{d-1} \times \mathbb{R}\),

\[
\chi(A \cap H_{v,t}) = \sum_{x: x \cdot v < t} \iota_{N(f,0)}(x, -v)
\]

and

\[
\langle N(f, 0), \pi_1, -v \rangle(H_{v,t} \times S^{d-1}) = N(f + g_{v,t}, 0)(\varphi_0).
\]

**Proof.** First, note that since \( g_{v,t} = 0 \) on \( \text{int} H_{v,t} \), we have

\[
N(f + g_{v,t}, 0) \subseteq \text{int} H_{v,t} = N(f, 0) \subseteq \text{int} H_{v,t}.
\]

Assume that \( H_{v,t} \notin E_f \) (which is true for \( \mathcal{H}^d \)-almost all \((v, t) \) by Proposition 7.1). Then, by compactness, there exists \( \delta > 0 \) such that \( v \cdot w \geq -1 + \delta \) whenever \((x, w) \in \operatorname{nor}(f, 0)\) and \( x \cdot v = t \). Using the relation between \( \partial^* f \) and \( \partial^*(f + g_{v,t}) \), we get the following:

\[
(x, w) \in \operatorname{nor}(f + g_{v,t}, 0), \ x \cdot v = t \implies w \cdot v \geq -1 + \delta.
\]
$N(f + g_{v,t}, 0)$ is a Legendrian cycle (see Proposition 5.4). Thus, we can proceed as in the proof of Lemma 4.4 and get

$$N(f + g_{v,t}, 0)(\varphi_0) = \sum_x \ell_{N(f+g_{v,t},0)}(x, w)$$

for a.a. $w \in S^{d-1}$. Taking into account the considerations from the beginning of the proof, we obtain

$$N(f + g_{v,t}, 0)(\varphi_0) = \sum_{x: x \cdot v \leq t} \ell_{N(f,0)}(x, w)$$

for almost all $v, w \in S^{d-1}$ such that $H_{v,t} \not\in E_f$ and $w \cdot v < -1 + \delta$. Again by compactness, the right hand side does not change if we perturb $(v, t)$ slightly. This implies (cf. the proof of Lemma 4.4) that

$$N(f + g_{v,t}, 0)(\varphi_0) = \sum_{x: x \cdot v \leq t} \ell_{N(f,0)}(x, -v) = \sum_{x: x \cdot v \leq t} \ell_{N(f,0)}(x, -v)$$

for almost all $v, w \in S^{d-1}$ and, applying Lemma 7.2, we get (17).

Also $N(f, 0)$ is a Legendrian cycle and the procedure used in the proof of Lemma 4.4 yields

$$\langle N(f, 0), \pi_1, -v \rangle(H_{v,t} \times S^{d-1}) = \sum_{x: x \cdot v \leq t} \ell_{N(f,0)}(x, -v)$$

for a.a. $v \in S^{d-1}$, and a comparison with the last but one formula proves (18). □

Proof of Theorem 1.2. Let $A$ be a compact WDC set in $\mathbb{R}^d$. By Corollary 6.3, $A$ admits a nondegenerate d.c. aura $f$. Combining Lemma 7.2 and (18), we obtain (9), verifying that $N_A = N(f, 0)$ is the normal cycle of $A$. □

We describe now the relation between the normal cycles of a WDC set and its diffeomorphic image. If $L : \mathbb{R}^d \to \mathbb{R}^d$ is linear we denote its adjoint (transpose) map by $L^*$.

**Theorem 7.5.** Let $A \subset \mathbb{R}^d$ be compact and WDC and let $\Psi : \mathbb{R}^d \to \mathbb{R}^d$ be a $C^2$ diffeomorphism. Then, $\Psi(A)$ is WDC as well and

$$N_{\Psi(A)} = \hat{\Psi} N_A,$$

where $\hat{\Psi}(x, n) = (\Psi(x), (d\Psi(x)^*)^{-1}(n))/(d\Psi(x)^*)^{-1}(n))$.

**Proof.** Denote $\hat{\Psi}(x, y) = (\Psi(x), (d\Psi(x)^*)^{-1}y)$ and note that $\hat{\Psi} = \nu \circ \hat{\Psi}$. If $f$ is differentiable at $x$ and $y = \Psi(x)$ we have by the chain rule

$$\nabla(f \circ \Psi^{-1})(y) = (d\Psi(x)^*)^{-1}(\nabla f(x)).$$

We see from the definitions that if $f$ is a nondegenerate d.c. aura for $A$ then $f \circ \Psi^{-1}$ is a nondegenerate d.c. aura for $\Psi(A)$, and that

$$[d(f \circ \Psi^{-1})] = \hat{\Psi}_d df.$$  

Further, if $U$ is an open neighbourhood of $A$ such that the subgradient of $f$ is nondegenerate on $U \setminus A$, then $\Phi(U)$ is an open neighbourhood of $\Phi(A)$ with nondegenerate subgradient of $f \circ \Psi^{-1}$ on $\Psi(U) \setminus \Psi(A) = \Psi(U \setminus A)$, and we have from
the definition
\[ N(f \circ \Psi^{-1}, 0) = \nu_\# \left( -\partial (\Psi_\# [df] \ll \pi_0^{-1}(\Psi(U \setminus A))) \ll \pi_0^{-1}(\Psi(U)) \right) \]
\[ = \nu_\# \left( -\partial (\Psi_\#([df] \ll \pi_0^{-1}(U \setminus A))) \ll \pi_0^{-1}(\Psi(U)) \right) \]
\[ = \nu_\# \Psi_\# \left( -\partial ([df] \ll \pi_0^{-1}(U \setminus A))) \ll \pi_0^{-1}(U) \right) \]
\[ = \hat{\Psi}_\# N(f, 0), \]
verifying the assertion.

8. Local description of the normal cycle

Let \( K \subset \mathbb{R}^d \) be a convex body (i.e., a nonempty, compact and convex set). Clearly, the distance function
\[ d_K : x \mapsto \text{dist}(X, k) \]
is a nondegenerate aura for \( K \).

**Lemma 8.1.** Let \( A \subset \mathbb{R}^d \) be a compact WCD set and let \( K \) be a convex body in \( \mathbb{R}^d \). If some nondegenerate d.c. aura \( f \) of \( A \) does not touch \( d_K \) then \( A \cap K \) is WDC and
\[ N_{A \cap K} \ll \text{int } K = N_A \ll \text{int } K. \]

**Proof.** \( f + d_K \) is a nondegenerate aura for \( A \cap K \) by Proposition 8.2. Thus, \( A \cap K \) is WDC. Since \( f + d_K = f \) on \( \text{int } K \), the equality \( N(f + d_K, 0) \ll \text{int } K = N(f, 0) \ll \text{int } K \) follows. \( \square \)

**Definition 8.2.** A family \( \mathcal{V} \) of compact subsets of \( \mathbb{R}^d \) is a Vitali system if for any \( x \in \mathbb{R}^d \) and \( \delta > 0 \) there exists \( K \in \mathcal{V} \) such that \( x \in \text{int } K \) and \( K \subset B(x, \delta) \). If \( f \) is a function defined on \( \mathcal{V} \) and \( a \in \mathbb{R} \), we write \( \lim_{K \to x} f(K) = a \) if for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( |f(K) - a| < \varepsilon \) whenever \( x \in \text{int } K \) and \( K \subset B(0, \delta) \).

Let \( f \) be a nondegenerate d.c. aura for \( A \subset \mathbb{R}^d \) compact. Let \( \mathcal{V} \) denote the system of all convex bodies in \( \mathbb{R}^d \) such that \( d_K \) does not touch \( f \).

**Proposition 8.3.** \( \mathcal{V} \) is a Vitali system.

The proof will follow from two auxiliary lemmas.

Let \( f \) be a nondegenerate d.c. aura. We shall say that an affine subspace \( F \in A^d_i \) is tangent to \( f \) if there exists a pair \( (x, u) \in \text{nor}(f, 0) \) such that \( x \in F \) and \( u \perp F \). Let \( T_i(f) \) denote the set of all tangent affine \( i \)-subspaces to \( f \).

**Lemma 8.4.** \( \mu_i^d(T_i(f)) = 0 \) for all \( i = 1, \ldots, d - 1 \).

**Proof.** For \( i = d - 1 \), the assertion is given in Proposition 7.1. For general \( i \leq d - 1 \), we shall proceed by induction over \( d \). For \( d = 2 \) there is nothing to prove. If \( d > 2 \) we apply the decomposition (1):
\[ \mu_i^d(T_i(f)) = \int_{T_{d-1}(f)} \int_{A^d_{i-1}(E)} \mu_{i-1}^{d-1}(T_i(f) \cap A^d_{i-1}(E)) \mu_{d-1}^{d-1}(dE) \]
\[ + \int_{A^d_{d-1} \setminus T_{d-1}(f)} \int_{A^d_{i-1}(E)} \mu_{i-1}^{d-1}(T_i(f) \cap A^d_{i-1}(E)) \mu_{d-1}^{d-1}(dE). \]
The first summand vanishes since \( \mu_{d-1}^{d-1}(T_{d-1}(f)) = 0 \). If, on the other hand, \( E \in A^d_{d-1} \) is not tangent to \( f \) then it is easy to see that the restriction \( f|E \) is
a nondegenerate d.c. aura in the subspace $E$ and, by the induction assumption,
$$
\mu^d_{i}(T(f) \cap A^d_E) = \mu^{d-1}_{i}(T(M|E)) = 0.
$$
Hence, the second summand vanishes as well, and the proof is finished.

□

**Lemma 8.5.** Suppose that $A_i \subset A^d_i$ are such that $v^d_i(A^d_i \setminus A_i) = 0$ for every $i = 0, \ldots, d - 1$. Then there are linearly independent directions $v_1, \ldots, v_d \in S^{d-1}$ and sets $E_1, \ldots, E_d \subset \mathbb{R}$ such that

(a) $E_i$ is dense in $\mathbb{R}$ for every $i$

(b) for every $1 \leq k \leq d$ and every $1 \leq i_1 < \cdots < i_k \leq d$, the affine subspace defined as

$$
\bigcap_{j=1}^{k}(v^+_{i_j} + \alpha_{i_j}v_{i_j})
$$

belongs to $A_{d-k}$ whenever $\alpha_{i_j} \in E_j$.

**Proof.** Define a measure $\mu$ on $(S^{d-1})^d$ as a product measure of $d$ copies of $(d-1)$-dimensional Hausdorff measure on $S^{d-1}$. First note that the set of all linearly independent $d$-tuples $v_1, \ldots, v_d \in S^{d-1}$ has a full measure with respect to $\mu$. Next observe that from the definition of $\mu^d_i$ one can see that there is a set $G_i \subset G(d, i)$ of full $\nu^d_i$ measure such that for every $i$ we have that $H^{d-1}$-almost every translation of every $g \in G_i$ belongs to $A_i$.

Consider the set

$$
T := \{(v_1, \ldots, v_d) \in (S^{d-1})^d : v^+_{i_1} \cap \cdots \cap v^+_{i_k} \in G_{d-k}, 1 \leq k \leq d, 1 \leq i_1 < \cdots < i_k \leq d\}.
$$

From the representation

$$
T := \bigcap_{k=1}^{d} \bigcap_{1 \leq i_1 < \cdots < i_k \leq d} \{(v_1, \ldots, v_d) \in (S^{d-1})^d : v^+_{i_1} \cap \cdots \cap v^+_{i_k} \in G_{d-k}\} =: T^k_{i_1, \ldots, i_k},
$$

using the fact that every $T^k_{i_1, \ldots, i_k}$ has full measure we see that $T$ has full measure as well. In particular, we can choose linearly independent directions $v_1, \ldots, v_d \in T$.

Now, form the definition of $T^k_{i_1, \ldots, i_k}$ and the definition of $G_{d-k}$ we see that we can always find a corresponding set $E^k_{i_1, \ldots, i_k} \subset \mathbb{R}^d$ of full measure such that

$$
\bigcap_{j=1}^{k}(v^+_{i_j} + \alpha_{i_j}v_{i_j})
$$

belongs to $A_{d-k}$ whenever $(\alpha_1, \ldots, \alpha_d) \in E^k_{i_1, \ldots, i_k}$. Put

$$
E := \bigcap_{k=1}^{d} \bigcap_{1 \leq i_1 < \cdots < i_k \leq d} E^k_{i_1, \ldots, i_k}.
$$

To finish the proof it suffices to prove the following claim:

**Claim 8.6.** Suppose that $E \subset \mathbb{R}^d$ has full measure. Then there are $E_1, \ldots, E_d$ such that $E_1 = \cdots = E_d = \mathbb{R}$ and $E_1 \times \cdots \times E_1 \subset E$.

To prove the claim we will proceed by induction by $d$. The case $d = 1$ follows directly from the fact that every subset of $\mathbb{R}$ of full measure is dense. Suppose now that the claim is true up to some $k$ and we need to prove it for the case $d = k + 1$. 
First, from the Fubini theorem we know that there is a set \( Z \in \mathbb{R} \) of full measure such that for every \( z \in Z \) the slice
\[
E_z = \{ x \in \mathbb{R}^k : (z, x) \in E \}
\]
has full measure. Since \( Z \) is dense and \( \mathbb{R}^{d-1} \) is separable we can find a countable dense set \( E_1 \subset Z \). Put
\[
E' = \bigcap_{z \in Z'} E_z,
\]
it follows that \( E' \) is a set of full measure in \( \mathbb{R}^k \) and \( Z' \times E' \subset E \). By induction we know that there are \( E_2, \ldots, E_{k+1} \) such that \( E_2 = \cdots = E_{k+1} = \mathbb{R} \) and \( E_2 \times \cdots \times E_{k+1} \subset E' \). Now, \( E_1 \times \cdots \times E_{k+1} \subset E' \). □

**Proof of Proposition 8.3.** Let \( v_1, \ldots, v_d \) be the unit vectors from Lemma 8.5 constructed for the sets \( A_i = A_i^d \setminus T_i(f) \). Then, it is easy to see that
\[
\left\{ \bigcap_{i=1}^d (H_{v_i, \beta_i} \cap H_{-v_i, \alpha_i}) : \alpha_i < \beta_i, \alpha_i, \beta_i \in E_i, i = 1, \ldots, d \right\}
\]
is a Vitali system of parallelograms not touching \( f \). □

**Proposition 8.7.** If \( A \) is a compact WDC subset of \( \mathbb{R}^d \) then its normal cycle has an index function \( \iota_{N_A} =: \iota_A \) fulfilling for \( \mathcal{H}^{d-1} \)-almost all \( n \in S^{d-1} \) and all \( x \in \mathbb{R}^d \):
\[
\iota_A(x, n) = \lim_{K \to x} \lim_{\delta \to 0_+} \ess \lim_{t \to 0_+} (\chi(A \cap K \cap H_{-n, -t+\delta}) - \chi(A \cap K \cap H_{-n, -t-\delta})).
\]
Proof. Applying (17), we see that for a.a. \( x, n \in S^{d-1} \), all \( t \in \mathbb{R} \) and a.a. \( \delta > 0 \),
\[
\chi(A \cap H_{-n, -t+\delta}) - \chi(A \cap H_{-n, -t-\delta}) = \sum_{x: |x-n-t| < \delta} \iota_A(x, n),
\]
with a finite number of summands. Consequently,
\[
\sum_{x: x \cdot n = t} \iota_A(x, n) = \ess \lim_{\delta \to 0_+} (\chi(A \cap H_{-n, -t+\delta}) - \chi(A \cap H_{-n, -t-\delta})).
\]
Now, fix a point \( x \in \mathbb{R}^d \) with \( x \cdot n = t \) and such that \( \iota_A(x, n) \neq 0 \). We intersect \( A \) with a sufficiently small set \( K \in \mathcal{V} \) and apply the same procedure as above with \( A \cap K \) instead of \( A \). We get
\[
\sum_{y: y \cdot n = t} \iota_{A \cap K}(y, n)
\]
Due to the fact that \( N_{A \cap K} \subseteq \text{int} K = N_A \subseteq \text{int} K \) (Lemma 8.1), we obtain \( \iota_{A \cap K}(y, n) = \iota_A(y, n) \) for \( y \in \text{int} K \), the sum in (21) reduces to a single summand \( y = x \) if \( V \ni x \) is small enough, and
\[
\iota_A(x, n) = \ess \lim_{\delta \to 0_+} (\chi(A \cap K \cap H_{-n, -t+\delta}) - \chi(A \cap K \cap H_{-n, -t-\delta})).
\]
for sufficiently small \( K \in \mathcal{V} \), which yields the desired result. □

**Theorem 8.8.** Let \( A, B \subset \mathbb{R}^d \) be two compact WDC sets with nondegenerate d.c. auras \( f, g \), respectively, and assume that \( f \) and \( g \) do not touch. Then \( A \cup B \) and \( A \cap B \) are WDC as well, and the normal cycles satisfy
\[
N_A + N_B = N_{A \cap B} + N_{A \cup B}.
\]
Proof: We know already that, under the given assumptions, $A \cap B$ is a WDC set, see Proposition 7.3. Clearly, $h := \min(f, g)$ is a d.c. aura for $A \cup B$. We shall show that $h$ is nondegenerate. The procedure will be similar to that used in the proof of Proposition 7.3.

Choose $\varepsilon, \delta > 0$ and $U, V, W$ open neighbourhoods of $A, B, \partial A \cap \partial B$, respectively, as in the proof of Proposition 7.3. We consider the open cover

$$A \cup B \subset G := (U \cap \{f < g\}) \cup (V \cap \{g < f\}) \cup (W \cap U \cap V).$$

Take $x \in G \setminus (A \cup B)$ and $w \in \partial^* h(x)$. If $x \in U \cap \{f < g\} \setminus A$ then $\partial^* h(x) = \partial^* f(x)$ and, hence, $|w| \geq \varepsilon$ by the nondegeneracy of $f$. Analogously, if $x \in V \cap \{g < f\} \setminus B$ then $\partial^* h(x) = \partial^* g(x)$ and $|w| \geq \varepsilon$ by the nondegeneracy of $g$. If, finally, $x \in (W \cap U \cap V) \setminus (A \cup B)$ then $w = \lambda u + (1 - \lambda)v$ for some $u \in \partial^* f(x)$ and $v \in \partial^* g(x)$ and $\lambda \in [0, 1]$, and we get

$$|\lambda u + (1 - \lambda)v| = \sqrt{\lambda^2|u|^2 + (1 - \lambda)^2|v|^2 + 2\lambda(1 - \lambda)u \cdot v} \geq \sqrt{\lambda^2|u|^2 + (1 - \lambda)^2|v|^2 + 2\lambda(1 - \lambda)(-1 + \delta)|u||v|} \geq \sqrt{2\lambda(1 - \lambda)\delta|u||v|} \geq \sqrt{\delta/2\varepsilon},$$

which shows the nondegeneracy of $h$.

It remains to verify the additivity. Applying (5) to the Legendrian cycles $N_A + N_B$ and $N_{A \cap B} + N_{A \cup B}$, we get

$$(N_A + N_B)(\phi \varphi_0) = \mathcal{O}_{d-1} \int_{S^{d-1}} \sum_{x \in \mathbb{R}^d} \phi(x, n)(\iota_A + \iota_B)(x, n) \mathcal{H}^{d-1}(dn),$$

$$(N_{A \cap B} + N_{A \cup B})(\phi \varphi_0) = \mathcal{O}_{d-1} \int_{S^{d-1}} \sum_{x \in \mathbb{R}^d} \phi(x, n)(\iota_{A \cap B} + \iota_{A \cup B})(x, n) \mathcal{H}^{d-1}(dn).$$

The local form of the index function (Proposition 8.7) and the additivity of the Euler-Poincaré characteristic yield the additivity of the index function:

$$\iota_A(x, n) + \iota_B(x, n) = \iota_{A \cap B}(x, n) + \iota_{A \cup B}(x, n)$$

for $\mathcal{H}^{d-1}$-almost all $n \in S^{d-1}$ and all $x \in \mathbb{R}^d$. Consequently, we have

$$(N_A + N_B)(\phi \varphi_0) = (N_{A \cap B} + N_{A \cup B})(\phi \varphi_0)$$

for all $\phi \in C_0^\infty(\mathbb{R}^d \times S^{d-1})$, which implies the additivity, since any Legendrian cycle $T$ is determined by its restriction to the Gauss curvature form. \hfill $\square$

Remark 8.9. In fact, the local form if the index $\iota_A$ of $N_A$ is not needed for the proof of additivity. The Fu’s proof of [11] Theorem 4.2 (stated for subanalytic sets) could be applied instead.

We show now that even locally WDC sets admit normal cycles.

Theorem 8.10. Any compact locally WDC set admits a normal cycle.

Proof. Let $A \subset \mathbb{R}^d$ be compact and locally WDC, i.e., there exists a finite cover $A \subset \bigcup_{i=1}^m U_i$ od $A$ by open sets $U_i$ and compact WDC sets $A_i$ such that $A \cap U_i = A_i \cap U_i$, $i \leq m$. Let $(g_i)$ be a smooth partition of unity such that $\text{spt} g_i \subset U_i$,
$i = 1, \ldots, m$. Each set $A_i$ has a nondegenerate d.c. aura $f_i$ and a normal cycle $N_{A_i} = N(f_i, 0)$ by Theorem 1.2. We shall show that

$$N_A := \sum_{i=1}^{m} N_{A_i} \cdot g_i$$

is the normal cycle of $A$.

It is easy to see that $N_A$ is Legendrian and that $\partial N_A = 0$. Also, property (8) is obvious. It remains to verify (9). Applying Proposition 8.7, we see that

The index $\iota$ Note that, by construction, $\iota_A(x, n)$ fulfills the local form (19).

Applying Proposition 8.5, we can find finitely many convex compact sets $K_1, \ldots, K_k$ such that:

(i) $A \subset \bigcup_{i=1}^{k} K_i$,

(ii) any $K_i$ is contained in some $U_j$, $1 \leq j \leq m$,

(iii) if $x \in \mathbb{R}^d$, $(x, u_i) \in \text{nor}(f_i, 0)$ and $(x, v_j) \in \text{nor} K_j$ for all $i \in I$ and $j \in J$,

where $I, J$ are some subsets of $\{1, \ldots, m\}$, $\{1, \ldots, k\}$, respectively, then all the vectors $u_i, i \in I, v_j, j \in J$, are linearly independent.

Since each $A \cap K_i$ is WDC, we have for almost all $(v, t) \times S^{d-1} \times \mathbb{R}$,

$$\langle N_A, \pi_1, -v \rangle ((H_{v,t} \cap K_i) \times S^{d-1}) = \chi(A \cap K_i \cap H_{v,t})$$

(cf. Lemma 8.1). Applying additivity on both sides, we get formula (9) for $A$. □

9. Crofton formula

Recall that if a compact set $A \subset \mathbb{R}^d$ admits a normal cycle $N_A$ then, for $k = 0, 1, \ldots, d-1$, the $k$th total curvature of $A$ is defined as

$$C_k(A) = N_A(\varphi_k),$$

and define additionally

$$C_d(A) = \mathcal{H}^d(A).$$

If $E \in \mathcal{A}^d$ is an affine $j$-subspace of $\mathbb{R}^d$, it can be clearly identified with $\mathbb{R}^j$ and we can consider the notions of WDC sets and curvature measures relatively in $E$. Note that the orientations of “gradient currents” $[df]$, as well as of the Lipschitz-Killing differential forms $\varphi_k$ in $E$ depend on the orientation of $E$ (given e.g. by the volume form in $E$). Nevertheless, the curvature measures of a WDC subset of $E$ do not depend on the chosen orientation of $E$.

Given $v \in S^{d-1}$, we denote the following mappings:

$$g_v : (x, n) \mapsto x \cdot v, \quad (x, n) \in \mathbb{R}^d \times S^{d-1},$$

$$h_v : (x, n) \mapsto (x, p_{v \cdot n}), \quad (x, n) \in \mathbb{R}^d \times S^{d-1},$$

$$f_v : (x, n) \mapsto \nu(h_v(x, n)), \quad (x, n) \in \mathbb{R}^d \times (S^{d-1} \setminus \{v, -v\})$$

(recall that $\nu(x, n) = (x, n/|n|)$).

With a pair $(v, t) \in S^{d-1} \times \mathbb{R}$, we associate the affine $(d-1)$-subspace

$$E_{v,t} = \{x \in \mathbb{R}^d : x \cdot v = t\}.$$

We assign an orientation to $E_{v,t}$ by the volume $(d-1)$-form $v \cdot \Omega_d$. We say that a nondegenerate aura $f$ in $\mathbb{R}^d$ touches $E_{v,t}$ if it touches one of the two halfspaces with boundary $E_{v,t}$.
Lemma 9.1. Let $f$ be a nondegenerate d.c. aura in $\mathbb{R}^d$. Then, for $\mathcal{H}^d$-almost all $(v, t) \in S^{d-1} \times \mathbb{R}$, the restriction $f|_{E_{v,t}}$ is a nondegenerate d.c. aura in $E_{v,t}$ and

$$N(f|_{E_{v,t}}, 0) = (-1)^d(f_v)_\#(N(f, 0), g_v, t).$$

Proof. We know from Proposition [7.3] that $f$ does not touch $E_{v,t}$ for $\mathcal{H}^d$-almost all $(v, t)$. If this is the case and $\nabla f(x)$ exists at some $x \in E_{v,t}$ then $\nabla(f|_{E_{v,t}})(x) = p_{v,t}\nabla f(x)$ and it is not difficult to verify from the definition the relation

$$[d(f|_{E_{v,t}})] = (h_v)_\#(df, g_v, t).$$

Let $U$ be an open neighbourhood of $A = f^{-1}\{0\}$ in $\mathbb{R}^d$ as in Definition 5.8. If $f$ does not touch $E_{v,t}$ then $U \cap E_{v,t}$ is an open neighbourhood of $(f|_{E_{v,t}})^{-1}\{0\}$ guaranteeing the nondegeneracy of $f|_{E_{v,t}}$ and we have

$$N(f|_{E_{v,t}}, 0) = \nu\# \left( -\partial([d(f|_{E_{v,t}})] \setminus \pi_0^{-1}(U \setminus A)) \setminus \pi_0^{-1}(U) \right)$$

$$= -\nu\# \left( \partial(h_v)_\#(df, g_v, t) \setminus \pi_0^{-1}(U \setminus A)) \setminus \pi_0^{-1}(U) \right)$$

$$= -\nu\# \left( (f_v)_\#(\partial(df, g_v, t) \setminus \pi_0^{-1}(U \setminus A)) \setminus \pi_0^{-1}(U) \right)$$

$$= (-1)^d(f_v)_\#\nu\# \left( -\partial(df, g_v, t) \setminus \pi_0^{-1}(U \setminus A)) \setminus \pi_0^{-1}(U), g_v, t) \right)$$

$$= (-1)^d(f_v)_\#(N(f, 0), g_v, t),$$

which proves the assertion. We have used the basic properties of slices from [4] §4.3.

Let $\varphi_k^{(v)}$ be the $k$th Lipschitz-Killing differential form in $E_{v,t}$.

Lemma 9.2. For any $(x, n) \in \mathbb{R}^d \times S^{d-1}$ and $k = 0, \ldots, d - 2$,

$$\int_{S^{d-1}} f_v^\#(g_v^\#\Omega_1 \wedge \varphi_k^{(v)})(x, n) \mathcal{H}^{d-1}(dv) = (-1)^d \frac{2\pi^{d/2} \Gamma\left(\frac{k+2}{2}\right)}{\Gamma\left(\frac{k+1}{2}\right) \Gamma\left(\frac{d+1}{2}\right)} \varphi_{k+1}(x, n).$$

Proof. Let $\{a_1, \ldots, a_d\}$ be a positively oriented orthonormal basis of $\mathbb{R}^d$ with $a_d = n$. The vectors

$$a_{I,J} := \bigwedge_{i \in I} (a_i, 0) \wedge \bigwedge_{j \in J} (0, a_j), \quad I, J \subset \{1, \ldots, d\}, \quad |I| + |J| = d - 1,$$

form a basis of $\bigwedge_{d-1} \mathbb{R}^{2d}$ ($|I|, |J|$ denote the cardinality of $I, J$, respectively). It is thus sufficient to verify the equality of the two forms on the basis vectors.

Let $I, J \subset \{1, \ldots, d\}$ with $|I| + |J| = d - 1$ be given and denote

$$\sigma_{I,J} := \left( \bigwedge_{i \in I} a_i \wedge \bigwedge_{j \in J} a_i \wedge n \right) \in \{-1, 0, 1\}.$$

We have

$$I(v) := \left< a_{I,J}, f_v^\#(g_v^\#\Omega_1 \wedge \varphi_k^{(v)})(x, n) \right>$$

$$= \left( \bigwedge_{i \in I} Df_v(x, n)(a_i, 0) \wedge \bigwedge_{j \in J} Df_v(x, n)(0, a_j), (g_v^\#\Omega_1 \wedge \varphi_k^{(v)})(f_v(x, n)) \right).$$
An elementary calculation yields that $Dg_v(x, n)(a, b) = a \cdot v$ and $Df_v(x, n)(a, b) = (a, \hat{b})$ with $\hat{b} = p_{v \cap n} \cdot b / |p_{v \cap n}|$. Thus

$$I(v) = \left\langle \bigwedge_{i \in I} (a_i, 0) \land \bigwedge_{j \in J} (0, \tilde{a}_j), (g_v^\#: \Omega_1 \land \varphi_k^{(v)})(f_v(x, n)) \right\rangle$$

$$= \sum_{i \in I} (-1)^{\sigma_I(i) - 1} (a_i \cdot v) \left\langle \bigwedge_{j \in J \land j \neq i} (a_i, 0) \land \bigwedge_{j \in J} (0, \tilde{a}_j), \varphi_k^{(v)}(f_v(x, n)) \right\rangle,$$

where $\sigma_I(i)$ is the order number of $i$ in $I$. From the definition of the differential form $\varphi_k^{(v)}$, the last expression vanishes unless $|I| = k + 1$. Assume that this is the case; then we have

$$I(v) = \mathcal{O}_{d-2-k}^{-1} \sum_{i \in I} (-1)^{\sigma_I(i) - 1} (a_i \cdot v) \left\langle \bigwedge_{j \in J \land j \neq i} a_i \land \bigwedge_{j \in J} (0, \tilde{a}_j) \land \frac{p_{v \cap n}}{|p_{v \cap n}|} \cdot v, \Omega_d \right\rangle$$

$$= \mathcal{O}_{d-2-k}^{-1} \sum_{i \in I} (-1)^{\sigma_I(i) - 1} (a_i \cdot v) |p_{v \cap n}|^{k+1-d}$$

$$\times \left\langle \bigwedge_{j \in J \land j \neq i} a_i \land \bigwedge_{j \in J} p_{v \cap n} \cdot a_j \land p_{v \cap n} \land v, \Omega_d \right\rangle$$

$$= \mathcal{O}_{d-2-k}^{-1} \sum_{i \in I} (-1)^{\sigma_I(i) - 1} (a_i \cdot v) |p_{v \cap n}|^{k+1-d}$$

$$\times \left\langle \bigwedge_{j \in J \land j \neq i} a_i \land \bigwedge_{j \in J} a_j \land n \land v, \Omega_d \right\rangle$$

$$= \mathcal{O}_{d-2-k}^{-1} \sum_{i \in I} (-1)^{\sigma_I(i) - 1} (a_i \cdot v) |p_{v \cap n}|^{k+1-d} (-1)^{d-\sigma_I(i) - 1} (a_i \cdot v) \sigma_{I,J}$$

$$= \mathcal{O}_{d-2-k}^{-1} (-1)^d (k+1) |p_{v \cap n}|^{k+1-d} (a_i \cdot v)^2 \sigma_{I,J}.$$

A routine calculation verifies that

$$\int_{S^{d-1}} |p_{v \cap n}|^{k+1-d} (a_i \cdot v)^2 \mathcal{H}^{d-1}(dv) = \frac{\pi^{d/2} \Gamma \left( \frac{k+2}{2} \right)}{\Gamma \left( \frac{d+1}{2} \right) \Gamma \left( \frac{d+3}{2} \right)}.$$

Clearly, also $\langle a_{I,J}, \varphi_{k+1}(x, n) \rangle = \mathcal{O}_{d-2-k}^{-1} \sigma_{I,J}$ if $|I| = k + 1$ and 0 otherwise, which completes the proof.

**Proof of Theorem** Let $f$ be a nondegenerate d.c. aura with $f^{-1}\{0\} = A$. If $k = m$ then the formula follows easily from the Fubini theorem. If $k < m = d - 1$
then we have using Lemma 9.1 and Lemma 9.2

\[
\int_{\mathbb{A}_{d-1}} C_k(A \cap E) \mu_{d-1}(dE) = \mathcal{O}_{d-1}^{-1} \int_{S^{d-1}} N(f|E_v,t)(\varphi_k^{(v)}) \, dt \mathcal{H}^{d-1}(dv)
\]

\[
= \mathcal{O}_{d-1}^{-1} (-1)^d \int_{S^{d-1}} (f_v)^\#(N(f,0), g_v, t)(\varphi_k^{(v)}) \, dt \mathcal{H}^{d-1}(dv)
\]

\[
= \mathcal{O}_{d-1}^{-1} (-1)^d \int_{S^{d-1}} N(f,0)(f^\#(g^\#_v \Omega_1 \wedge \varphi_k^{(v)})) \mathcal{H}^{d-1}(dv)
\]

\[
= \beta_k^{d-1} N(f,0)(\varphi_{k+1})
\]

\[
= \beta_k^{d-1} N(f,0)(\varphi_{k+1})
\]

For general \( m < d \) we use induction on \( m \) and relation (1).

\[\square\]

10. Open Problems

Problem 10.1. Is the unit normal bundle of a nondegenerate d.c. aura rectifiable? In particular, does the principal kinematic formula hold for pairs of WDC sets? Note that the first part of the question would also solve a long time open problem of the rectifiability of the set of directions of line segments contained on the boundary of a convex body.

Problem 10.2. Is there a natural definition of the normal bundle of WDC sets not depending on the corresponding aura? Is, for instance, the sum of two nondegenerated d.c. auras of one WDC set again a nondegenerated aura of that set? Are the classes of compact locally WDC sets and compact WDC sets identical?

Problem 10.3. What can be said about relationship between WDC sets and other classes of sets admitting the normal cycle? For instance, what is the relationship between d.c. domains and the Lipschitz submanifolds with bounded curvature investigated in [10]?
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