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Abstract

First-order optimization algorithms can be considered as a discretization of ordinary differential equations (ODEs) (Su et al. in Adv Neural Inf Process Syst 27, 2014). In this perspective, studying the properties of the corresponding trajectories may lead to convergence results which can be transferred to the numerical scheme. In this paper we analyse the following ODE introduced by Attouch et al. (J Differ Equ 261(10):5734–5783, 2016):

\[
\forall t \geq t_0, \quad \ddot{x}(t) + \frac{\alpha}{t} \dot{x}(t) + \beta H_F(x(t)) \dot{x}(t) + \nabla F(x(t)) = 0,
\]

where \( \alpha > 0, \beta > 0 \) and \( H_F \) denotes the Hessian of \( F \). This ODE can be derived to build numerical schemes which do not require \( F \) to be twice differentiable as shown in Attouch et al. (Math Program 1–43, 2020) and Attouch et al. (Optimization 72:1–40, 2021). We provide strong convergence results on the error \( F(x(t)) - F^* \) and integrability properties on \( \|\nabla F(x(t))\| \) under some geometry assumptions on \( F \) such as quadratic growth around the set of minimizers. In particular, we show that the decay
rate of the error for a strongly convex function is $O(t^{-\alpha-\epsilon})$ for any $\epsilon > 0$. These results are briefly illustrated at the end of the paper.
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1 Introduction

This paper focuses on the study of the ODE defined by:

$$\forall t \geq t_0, \quad \ddot{x}(t) + \frac{\alpha}{t} \dot{x}(t) + \beta H_F(x(t)) \dot{x}(t) + \nabla F(x(t)) = 0,$$

where $t_0 > 0$, $\alpha > 0$, $\beta > 0$, $x(t_0) \in \mathbb{R}^n$, $\dot{x}(t_0) = 0$ and $F: \mathbb{R}^n \to \mathbb{R}$ is a convex and $C^2$ function whose gradient and Hessian are respectively denoted by $\nabla F$ and $H_F$.

We consider that the function $F$ has a non empty set of minimizers $X^*$ and we denote $F^* = \min_{x \in \mathbb{R}^n} F(x)$. The underlying motivation of this analysis lies in the minimization of the function $F$.

In [30], Su et al. highlight the link between optimization methods and dynamical systems. In particular, this paper considers Nesterov’s accelerated gradient method (NAGM) introduced in [27] as a discretization of the following ODE:

$$\ddot{x}(t) + \alpha \dot{x}(t) + \nabla F(x(t)) = 0,$$

and shows that the trajectories defined by (AVD) and NAGM have related properties. In fact, the authors of [30] prove that $F(x(t)) - F^* = O(t^{-2})$ for any $\alpha \geq 3$ and they provide a similar convergence rate for the iterates of NAGM. This continuous approach has been widely adopted in recent works leading to convergence results on optimization schemes such as NAGM [3, 8, 9, 14, 16, 24, 28] and the Heavy-ball method [15, 17, 18].

Alvarez et al. introduce in [2] the Dynamical Inertial Newton-like system defined by:

$$\ddot{x}(t) + \alpha \dot{x}(t) + \nabla F(x(t)) = 0,$$

which is a combination of the Newton dynamical system and the Heavy-ball with friction system. This ODE involves an Hessian-driven damping term which reduces the oscillations related to the heavy-ball system.

In [13], Attouch et al. combine a similar Hessian-driven damping term to an asymptotic vanishing damping term resulting in (DIN-AVD). The case $\beta = 0$ corresponds to (AVD) which is related to NAGM. In fact, (DIN-AVD) can be linked to the high-resolution ODE for NAGM introduced by Shi et al. in [29]. The authors of [13] prove...
that if $\beta > 0$ and $\alpha \geq 3$, the convergence rate of the trajectories is the same as (AVD) and that
\[
\int_{t_0}^{+\infty} t^2 \| \nabla F(x(t)) \|^2 dt < +\infty.
\] (1)

This additional result is significant as it ensures the fast convergence of the gradient and therefore a reduction of oscillations. This property of (DIN-AVD) is directly linked to the Hessian-driven damping and justifies the derivation of this ODE in order to define an associated numerical scheme. In [6], Attouch et al. study a more general ODE:
\[
\ddot{x}(t) + \frac{\alpha}{t} \dot{x}(t) + \beta(t) H_F(x(t)) \dot{x}(t) + b(t) \nabla F(x(t)) = 0,
\] (2)

and similar convergence results are given under some conditions on $\beta$ and $b$. The authors introduce numerical schemes derived from (2) which take advantage of the additional term such as the Inertial Gradient Algorithm with Hessian Damping (IGAHD):
\[
\begin{cases}
x_k = y_{k-1} - s \nabla F(y_{k-1}), \\
y_k = x_k + \alpha_k (x_k - x_{k-1}) - \beta \sqrt{s} (\nabla F(x_k) - \nabla F(x_{k-1})) - \frac{\beta \sqrt{s}}{k} \nabla F(x_{k-1}),
\end{cases}
\] (3)

where $\alpha_k = \frac{k-1}{k+\alpha-1}$, $\alpha > 0$, $\beta \geq 0$ and $s > 0$. It is proved in [6, 7] that if $\alpha \geq 3$, $s \leq \frac{1}{\tilde{\lambda}}$ and $\beta \in (0, 2\sqrt{s})$, then the sequence $(x_k)_{k \in \mathbb{N}}$ defined by (3) satisfies $F(x_k) - F^* = \mathcal{O}(k^{-2})$ and
\[
\sum_{k \in \mathbb{N}} k^2 \| \nabla F(x_k) \|^2 < +\infty.
\] (4)

Note that this algorithm only requires $F$ to be differentiable as the Hessian-driven damping is treated as the time derivative of the gradient term.

The convergence of the trajectories of (DIN-AVD) and (AVD) were studied under additional geometry assumptions on $F$. Such hypotheses allow faster convergence rates to be found and provide a better understanding of the behaviour of trajectories. Attouch et al. prove in [13, Theorem 3.1] that if $F$ is $\mu$-strongly convex, $\alpha > 3$ and $\beta > 0$, then the trajectories of (DIN-AVD) satisfy:
\[
F(x(t)) - F^* = \mathcal{O}\left(t^{-\frac{2\alpha}{\mu}}\right).
\]

Similar convergence rates are given for the trajectories of (AVD) in [30, Theorem 4.2] and [8, Theorem 3.4]. In [26], Maulen and Peypouquet introduce a restart strategy for the system (DIN-AVD) when $F$ has a quadratic growth, leading to an exponential decay of $F(x(t)) - F^*$.

In this work, we give an analysis of the trajectories of (DIN-AVD) on more general assumptions on the geometry of $F$ than strong convexity. We consider functions
behaving as $\|x - x^*\|^{\gamma}$ for $\gamma \geq 1$ where $x^* \in X^*$ and we provide convergence results on $F(x(t)) - F^*$ and $\|\nabla F(x(t))\|$. This geometry assumption on $F$ was studied in [14] and [16] for the trajectories of (AVD) associated to NAGM. This work aims to give a better understanding of the convergence of the trajectories of (DIN-AVD) in this setting. The next step would be to study the convergence of corresponding numerical schemes under these assumptions using a similar approach.

The main contributions of this work can be summarized as follows:

1. Non asymptotic bound on $F(x(t)) - F^*$ for the trajectories of (DIN-AVD) under the assumption that $F$ has a quadratic growth around its minimizers. The resulting convergence rate is asymptotically the fastest in the literature for (DIN-AVD) under this set of assumptions.

2. Strong integrability property on $\|\nabla F(x(t))\|$ and $F(x(t)) - F^*$ under the same assumptions. Given the geometry of $F$, this improved integrability of the gradient has a direct influence on the convergence of the trajectories $F(x(t)) - F^*$. We give an asymptotic convergence rate which is faster than $O\left(t^{-\frac{2\alpha}{3}}\right)$ under a weaker assumption than strong convexity.

3. Asymptotic convergence rate for $F(x(t)) - F^*$ and improved integrability of the gradient for flat geometries of $F$, i.e functions behaving as $\|x - x^*\|^{\gamma}$ where $\gamma > 2$.

2 Preliminary: Geometry of Convex Functions

Throughout this paper, we assume that $\mathbb{R}^n$ is equipped with the Euclidean scalar product $(\cdot, \cdot)$ and the associated norm $\|\cdot\|$. As usual $B(x, r)$ denotes the open Euclidean ball with center $x \in \mathbb{R}^n$ and radius $r > 0$. For any real subset $X \subset \mathbb{R}^n$, the Euclidean distance $d$ is defined as:

$$\forall x \in \mathbb{R}^n, \quad d(x, X) = \inf_{y \in X} \|x - y\|.$$ 

In this section, we introduce some geometry conditions that will be investigated later on.

**Definition 1** Let $F: \mathbb{R}^n \to \mathbb{R}$ be a convex differentiable function having a non empty set of minimizers $X^*$. The function $F$ satisfies the assumption $G_\mu^{\gamma}$ for some $\gamma \geq 1$ and $\mu > 0$ if for all $x \in \mathbb{R}^n$,

$$\frac{\mu}{2} d \left( x, X^* \right)^\gamma \leq F(x) - F^*. \quad (5)$$

The hypothesis $G_\mu^{\gamma}$ is a growth condition on the function $F$ ensuring that it grows as fast as $\|x - x^*\|^{\gamma}$ around its set of minimizers. The case $\gamma = 2$ corresponds to functions having a quadratic growth around their minimizers including strongly convex functions. As we consider convex functions, $G_\mu^{\gamma}$ is directly related to the Łojasiewicz inequality as stated in the following lemma.
Lemma 1 Let $F : \mathbb{R}^n \to \mathbb{R} \cup \{ +\infty \}$ be a convex differentiable function having a non empty set of minimizers $X^*$. Let $F^* = \inf F$. If $F$ satisfies $G_\gamma^\mu$ for some $\gamma \geq 2$ and $\mu > 0$, then $F$ has a global Łojasiewicz property with an exponent $1 - \frac{1}{\gamma}$, i.e there exists $K > 0$ such that:

$$\forall x \in \mathbb{R}^n, \quad K (F(x) - F^*) \leq \|\nabla F(x)\|^{\gamma - 1}. \quad (6)$$

Specifically, if $F$ satisfies $G_2^\mu$ for some $\mu > 0$, then:

$$\forall x \in \mathbb{R}^n, \quad \frac{\mu}{2} (F(x) - F^*) \leq \|\nabla F(x)\|^2. \quad (7)$$

This lemma is a consequence of [20, Theorem 5] by Bolte et al. The authors also prove that the Łojasiewicz inequality with an exponent $1 - \frac{1}{\gamma}$ implies $G_\gamma^\mu$ for some $\mu > 0$, but this implication is not needed in our analysis.

The following assumption was used in [3, 14, 22, 30] and can be seen as a flatness condition.

Definition 2 Let $F : \mathbb{R}^n \to \mathbb{R}$ be a convex differentiable function having a non empty set of minimizers $X^*$. The function $F$ satisfies the assumption $H_\gamma$ for some $\gamma \geq 1$ if for all $x^* \in X^*$,

$$\forall x \in \mathbb{R}^n, \quad F(x) - F^* \leq \frac{1}{\gamma} \langle \nabla F(x), x - x^* \rangle. \quad (8)$$

The function $F$ satisfies the assumption $H_\gamma^{\text{loc}}$ for some $\gamma \geq 1$ if for all $x^* \in X^*$ there exists $\nu > 0$ such that,

$$\forall x \in B(x^*, \nu), \quad F(x) - F^* \leq \frac{1}{\gamma} \langle \nabla F(x), x - x^* \rangle. \quad (9)$$

To have an intuition of the geometry of functions satisfying $H_\gamma$, observe that the flatness property (8) implies that for any minimizer $x^* \in X^*$, there exists $M > 0$ and $\nu > 0$ such that:

$$\forall x \in B(x^*, \nu), \quad F(x) - F^* \leq M \|x - x^*\|^{\gamma}, \quad (10)$$

see [14, Lemma 2.2]. Therefore, this assumption ensures that it does not grow too fast around its set of minimizers. Note that $H_1$ corresponds to convexity and it is therefore always satisfied in our setting.

3 Convergence Rates of (DIN-AVD) Under Geometry Assumptions

In this section, we state fast convergence rates for (DIN-AVD) trajectories that can be achieved when $F$ satisfies geometry assumptions such as $G_\gamma^\mu$ and $H_\gamma$. The convergence results are given first for sharp geometries and then for flat geometries.
3.1 Sharp Geometries

3.1.1 Contributions

We first consider $F$ as a convex $C^2$ function having a unique minimizer $x^*$ and satisfying $H_\gamma$ and $G^2_\mu$ for some $\gamma \geq 1$. These assumptions gather convex functions having a quadratic growth around their minimizers and consequently strongly convex functions. This set of hypotheses was considered in [14] and [16] to analyse the convergence of the trajectories of (AVD). In this setting, Aujol et al. show in [14, Theorem 4.2] that if $\gamma \leq 2$ and $\alpha > 1 + \frac{2}{\gamma}$, the solution of (AVD) satisfies

$$F(x(t)) - F^* = O\left(t^{-\frac{2\gamma}{\gamma+2}}\right).$$  \hspace{1cm} (11)

In [16, Theorem 5], the authors give a non asymptotic convergence bound that recovers asymptotically (11). Such time-finite rate allows to identify the dependency of the bound according to each parameter. In fact, Aujol et al. show that the bound on $F(x(t)) - F^*$ is proportional to $\alpha^{\frac{2\gamma}{\gamma+2}}$. As a consequence, large values of $\alpha$ will not necessarily accelerate the convergence of the trajectories of (AVD) despite ensuring a better asymptotical convergence rate.

We provide similar convergence results for (DIN-AV D) which are summarized in the following theorem. These claims are discussed below. The proof can be found in Sect. 5.1.

**Theorem 1** Let $F: \mathbb{R}^n \rightarrow \mathbb{R}$ be a convex $C^2$ function having a unique minimizer $x^*$. Assume that $F$ satisfies $H_\gamma$ and $G^2_\mu$ for some $\gamma \geq 1$ and $\mu > 0$. Let $x$ be a solution of (DIN-AV D) for all $t \geq t_0$ where $t_0 > 0$, $\alpha > 0$ and $\beta > 0$. We define $\lambda = \frac{2\gamma}{\gamma+2}$ which satisfies $\lambda < \alpha$. If $\alpha > 1 + \frac{2}{\gamma}$, then for all $t \geq t_0 + \beta(\alpha - \lambda)$,

$$F(x(t)) - F^* \leq \frac{K}{(t + \beta(\alpha - \lambda))^{\frac{2\gamma}{\gamma+2}}}$$  \hspace{1cm} (12)

where $K$ depends on $t_0$, $\alpha$, $\beta$, $\gamma$ and $\mu$ and

$$\int_{t_0}^{+\infty} u^{\frac{2\gamma}{\gamma+2}} \|\nabla F(x(u))\|^2 du < +\infty.$$  \hspace{1cm} (13)

In particular, if $t_0 \leq \frac{\alpha r^*_\gamma}{(\gamma+2)\sqrt{\mu}}$, then for all $t \geq \frac{\alpha r^*_\gamma}{(\gamma+2)\sqrt{\mu}} + \beta(\alpha - \lambda)$, inequality (12) holds with

$$K = C_1 e^{\frac{2\gamma}{\gamma+2}C_2(\alpha - 1 + \frac{2}{\gamma})} \left(1 + \frac{\beta\gamma\sqrt{\mu}}{r^*\gamma}\right) E_m(t_0) \left(\frac{\alpha r^*_\gamma}{(\gamma+2)\sqrt{\mu}}\right)^{\frac{2\gamma}{\gamma+2}}.$$

$\square$ Springer
where:

- $r^*$ is the unique positive real root of the polynomial:
  \[ r \mapsto r^3 - (1 + C_0)r^2 - 2(1 + \sqrt{2})r - 4, \]
- $C_0 = \beta \frac{\sqrt{\mu \gamma (\gamma \lambda - 1)}}{\gamma \lambda - 2}$,
- $C_1 = \left(1 + \frac{2}{r^2}\right)^2$,
- $C_2 = \frac{1+C_0}{r^2} + \frac{1+\sqrt{2}}{r^2} + \frac{4}{3r^3}$,
- $E_m : t \mapsto \left(1 + \frac{\beta \alpha}{t}\right) (F(x(t)) - F^*) + \frac{1}{2} \| \dot{x}(t) + \beta \nabla F(x(t)) \|^2$.

**Remark 1** The analysis leading to Theorem 1 can be extended to the case $\alpha = 1 + \frac{2}{\gamma}$. In this way, we can prove that under the same assumptions as in Theorem 1,

\[ F(x(t)) - F^* = O\left(t^{-2}\right), \tag{15} \]

and

\[ \int_{t_0}^{+\infty} u^2 \| \nabla F(x(u)) \|^2 du < +\infty. \tag{16} \]

In fact, the growth condition $G_2^2$ is not necessary to prove the above inequalities. We refer the reader to Appendix A.1 for further details.

Note that these claims hold without the assumptions $\mathcal{H}_2$ and $G_2^2$ for $\alpha \geq 3$ as shown in [13].

The first claim of Theorem 1 ensures that the trajectories of (DIN-AVD) have the same asymptotical convergence rate as the trajectories of (AVD) if $\alpha > 1 + \frac{2}{\gamma}$, i.e $F(x(t)) - F^* = O\left(t^{-2}\right)$. Observe that as strongly convex functions satisfy $\mathcal{H}_1$ and $G_2^2$, we get the same convergence rate as [13] for this class of functions i.e $O\left(t^{-\frac{2\gamma}{\gamma+2}}\right)$. This rate is also achieved for weaker hypotheses such as the combination of convexity and $G_2^2$.

In addition, we give a tight bound on $F(x(t)) - F^*$ in (14) which highlights the influence of $\alpha$ and $\beta$ on the convergence of the trajectories. Note that if $\beta = 0$, this bound is the same as that given in [16, Theorem 5] for (AVD). As in (AVD), the upper bound is proportional to $\alpha^{\frac{2\gamma}{\gamma+2}}$ and consequently setting $\alpha$ too large may not be efficient. Moreover, by optimizing the bound given in (12) and (14) according to $\beta$ for $\alpha > 1 + \frac{2}{\gamma}$, we get that the optimal value is 0. However, setting $\beta > 0$ ensures the fast convergence of the gradient as stated in (13). This property of (DIN-AVD) is not valid for (AVD), i.e for $\beta = 0$. This integrability result is an improvement of

\[ \int_{t_0}^{+\infty} u^2 \| \nabla F(x(u)) \|^2 du < +\infty, \tag{17} \]
proved by Attouch et al. in [13] for convex functions.

Furthermore, as we consider that $F$ is convex and satisfies $G_\mu^2$ for some $\mu > 0$, Lemma 1 states that it has a Łojasiewicz property with exponent $\frac{1}{2}$. More precisely, for all $x \in \mathbb{R}^n$,

$$\frac{\mu}{2} (F(x) - F^*) \leq \| \nabla F(x) \|^2. \quad \text{(18)}$$

Thus, the integrability property of the gradient automatically implies a similar property on the error as stated in the following theorem. The proof is given in Sect. 5.2.

**Theorem 2** Let $F : \mathbb{R}^n \to \mathbb{R}$ be a convex $C^2$ function having a unique minimizer $x^*$ and satisfying $G_\mu^2$. Let $x$ be a solution of (DIN-AVD) for all $t \geq t_0$ where $t_0 > 0$, $\alpha > 3$ and $\beta > 0$. Then, for any $\varepsilon \in (0, 1)$,

$$F(x(t)) - F^* = \mathcal{O} \left( t^{-\alpha + \varepsilon} \right), \quad \text{(19)}$$

and

$$\int_{t_0}^{+\infty} u^{\alpha - \varepsilon} (F(x(u)) - F^*) du < +\infty. \quad \text{(20)}$$

The asymptotical rate given in Theorem 2 is faster than that given for strongly convex functions in [13] ($\mathcal{O} \left( t^{-\frac{2\alpha}{3}} \right)$). Moreover, the integrability result (20) is significantly strong as it implies the following statements which are proved in Appendix A.2.

**Corollary 1** Let $F : \mathbb{R}^n \to \mathbb{R}$ be a convex $C^2$ function having a unique minimizer $x^*$ and satisfying $G_\mu^2$. Let $x$ be a solution of (DIN-AVD) for all $t \geq t_0$ where $t_0 > 0$, $\alpha > 3$ and $\beta > 0$. Then, for any $\varepsilon \in (0, 1)$, as $t \to +\infty$,

1. $$F(z(t)) - F^* = o \left( t^{-\alpha - 1 + \varepsilon} \right), \quad \text{(21)}$$

where $z : t \mapsto \int_{t/2}^t u^{\alpha - \varepsilon} x(u) du / \int_{t/2}^t u^{\alpha - \varepsilon} du$.

2. $$\inf_{u \in [t/2, t]} (F(x(u)) - F^*) = o \left( t^{-\alpha - 1 + \varepsilon} \right). \quad \text{(22)}$$

3. $$\liminf_{t \to +\infty} t^{\alpha + 1 - \varepsilon} \log(t) (F(x(t)) - F^*) = 0, \quad \text{(23)}$$

where $\liminf_{t \to +\infty} f(t) = \lim_{t \to +\infty} \left[ \inf_{t \geq t} f(t) \right]$. 
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We would like to point out that Theorem 2 relies on Lemma 6 which states that a convex $C^2$ function automatically satisfies the assumption $H^{loc}_{2-\delta}$ for any $\delta \in (0, 1]$. Note that the $C^2$ assumption is necessary to study (DIN-AVd) but the corresponding algorithms require only $F$ to be differentiable. Hence, such a strong result may not be valid in the discrete case without this $C^2$ assumption.

3.1.2 Sketch of Proof of Theorem 1

As the proof of Theorem 1 is technical, we give a brief overview of it in this section. The full proof can be found in Sect. 5.1.

Theorem 1 gives two main results on the trajectories of (DIN-AVd): an upper bound on $F(x(t)) - F^*$ in finite time and an integrability property on $\|\nabla F(x(t))\|$. The proof of both statements relies on the following Lyapunov energy:

$$E(t) = \left( t^2 + t\beta(\lambda - \alpha) \right) (F(x(t)) - F^*) + \frac{1}{2} \|\lambda (x(t) - x^*)\|^2,$$

where $\lambda = \frac{2\alpha}{\gamma + 2}$.

The first step consists in showing that the energy $E$ satisfies a differential inequality of the form:

$$\forall t \geq T, \quad E'(t) + \frac{p}{t + \beta(\lambda - \alpha)} E(t) \leq \tilde{\varphi}(t + \beta(\lambda - \alpha)) E(t),$$

for some $T \geq t_0$, $p \geq 0$ and $\tilde{\varphi} : \mathbb{R}^+ \rightarrow \mathbb{R}^+$. In practice, we get a stronger inequality involving an additional term: for all $t \geq T$,

$$E'(t) + \frac{p}{t + \beta(\lambda - \alpha)} E(t) + \beta t (t + \beta(\lambda - \alpha)) \|\nabla F(x(t))\|^2 \leq \tilde{\varphi}(t + \beta(\lambda - \alpha)) E(t).$$

Then by defining the energy $\Psi$ as

$$\Psi : t \mapsto E(t)(t + \beta(\lambda - \alpha))^p e^{-\tilde{\Phi}(t + \beta(\lambda - \alpha))},$$

where $\tilde{\Phi}(t) = -\int_t^{+\infty} \tilde{\varphi}(x) dx$, it follows that $\Psi$ is decreasing for all $t \geq T$.

This allows us to write that for all $t_1 \geq T$ we have

$$\forall t \geq t_1, \quad F(x(t)) - F^* \leq e^{-\tilde{\Phi}(t + \beta(\lambda - \alpha))} \frac{\psi(t_1)}{(t + \beta(\lambda - \alpha))^{p+2}}.$$

From this inequality comes the first statement: equation (12) given in the first claim follows from a trivial simplification of (28). The bound specified in (14) relies on an
optimization of \( t_1 \) in order to get the tightest control on \( F(x(t)) - F^* \). To do this, \( t_1 \) is chosen as the minimizer of

\[
t \mapsto (t + \beta(\lambda - \alpha))^p e^{-\tilde{\Phi}(t + \beta(\lambda - \alpha))}.
\]

Developing (28) for this value of \( t_1 \) leads to the final bound.

The proof of the second claim is based on the inequality (26) and follows the same approach. By defining \( \Xi \) as

\[
\Xi = \Psi(t) + \beta \int_t^T u(u + \beta(\lambda - \alpha))^{p+1} e^{-\tilde{\Phi}(u + \beta(\lambda - \alpha))} \| \nabla F(x(u)) \|_2^2 du,
\]

the inequality (26) implies that \( \Xi \) is decreasing and as \( \Psi \) is a positive function,

\[
\forall t \geq T, \beta \int_t^T u(u + \beta(\lambda - \alpha))^{p+1} e^{-\tilde{\Phi}(u + \beta(\lambda - \alpha))} \| \nabla F(x(u)) \|_2^2 du \leq \Xi(T).
\]

Simple calculations lead to the final result.

3.2 Flat Geometries

3.2.1 Contributions

We now focus on functions satisfying \( H_{\gamma_1} \) and \( G_{\gamma_2}^\mu \) where \( \gamma_1 \geq \gamma_2 > 2 \) and \( \mu > 0 \). These functions are said to have a flat geometry because they behave as \( \| x - x^* \|_{\gamma_1} \) around their set of minimizers and \( \gamma_1 > 2 \). This geometry assumption was investigated in [14] for (AVD). The authors prove that if \( \alpha \geq \gamma_1 + 2 \), then

\[
F(x(t)) - F^* = O\left(t^{-\frac{2\gamma_2}{\gamma_2 - 2}}\right).
\]

We provide a similar result for (DIN-AVD) in the following theorem which is proved in Sect. 5.3. We also give an integrability result on \( \nabla F \) related to the Hessian driven damping term.

**Theorem 3** Let \( F : \mathbb{R}^n \to \mathbb{R} \) be a convex \( C^2 \) function having a unique minimizer \( x^* \). Assume that \( F \) satisfies \( H_{\gamma_1} \) and \( G_{\gamma_2}^\mu \) for some \( \gamma_1 > 2, \gamma_2 > 2 \) such that \( \gamma_1 \geq \gamma_2 \) and \( \mu > 0 \). Let \( x \) be a solution of (DIN-AVD) for all \( t \geq t_0 \) where \( t_0 > 0, \alpha \geq \frac{\gamma_1 + 2}{\gamma_1 - 2} \), and \( \beta > 0 \). Then as \( t \to +\infty \),

\[
F(x(t)) - F^* = O\left(t^{-\frac{2\gamma_2}{\gamma_2 - 2}}\right).
\]

Moreover,

\[
\int_{t_0}^{+\infty} u^{\frac{2\gamma_1}{\gamma_1 - 2}} \| \nabla F(x(u)) \|_2^2 du < +\infty.
\]

Springer
The asymptotical convergence rate (32) is slightly slower than (31) given by Aujol et al. for \((\text{AVD})\) as \(\gamma_1 \geq \gamma_2\). However, we give an additional result on the integrability of the gradient which ensures a reduction of oscillations. As specified for sharp geometries, the assumption \(G_{\mu}^\gamma\) is equivalent to a Łojasiewicz property with exponent \(1 - \frac{1}{\gamma_2}\). Consequently, we get that

\[
\int_{t_0}^{+\infty} u^{\frac{2\gamma_1}{\gamma_1-2}} \left( F(x(u)) - F^* \right)^{\frac{\gamma_2-1}{2\gamma_2}} du < +\infty. \tag{34}
\]

This statement may lead to improved convergence rates according to the value of \(\gamma_1\) and \(\gamma_2\) as stated in the following corollary which is proved in Appendix A.3.

**Corollary 2** Let \(F : \mathbb{R}^n \to \mathbb{R}\) be a convex \(C^2\) function having a unique minimizer \(x^*\). Assume that \(F\) satisfies \(H_{\gamma_1}\) and \(G_{\mu}^\gamma\) for some \(\gamma_1 > 2, \gamma_2 > 2\) such that \(\gamma_1 \geq \gamma_2\) and \(\mu > 0\). Let \(x\) be a solution of \((\text{DIN-AVD})\) for all \(t \geq t_0\) where \(t_0 > 0\), \(\alpha \geq \frac{\gamma_1+2}{\gamma_1-2}\) and \(\beta > 0\). Then as \(t \to +\infty\),

\[
\inf_{u \in [t/2, t]} F(x(u)) - F^* = o \left( t^{-\frac{(3\gamma_1-2)\gamma_2}{2(\gamma_1-2)(\gamma_2-1)}} \right). \tag{35}
\]

Note that if \(\gamma_1 > 2\) and \(\gamma_2 \in \left(2, \frac{4\gamma_1}{\gamma_1+2}\right)\), then \(\frac{(3\gamma_1-2)\gamma_2}{2(\gamma_1-2)(\gamma_2-1)} > \frac{2\gamma_1}{\gamma_1-2}\). Consequently, for this set of parameters the asymptotical rate of \(\inf_{u \in [t/2, t]} F(x(u)) - F^*\) given in Corollary 2 is faster than the rate of \(F(x(t)) - F^*\) given in Theorem 3.

### 3.2.2 Sketch of Proof of Theorem 3

In this section, we give an outline of the proof of Theorem 3 which is given in Sect. 5.3. The proof relies on the analysis of the Lyapunov energies \(\mathcal{E}\) and \(\Psi\) defined as:

\[
\mathcal{E}(t) = \left( t^2 + t\beta(\lambda - \alpha) \right) (F(x(t)) - F^*) + \frac{\xi}{2} \| x(t) - x^* \|^2 \\
+ \frac{1}{2} \| \lambda (x(t) - x^*) + t(\dot{x}(t) + \beta \nabla F(x(t))) \|^2, \tag{36}
\]

\[
\Psi(t) = t^p \mathcal{E}(t), \tag{37}
\]

where \(x^*\) is the unique minimizer of \(F\), \(\lambda \in \mathbb{R}, \xi \in \mathbb{R}\) and \(p > 0\).

The first step is to show that for a well-chosen set of parameters \((\lambda, \xi, p)\), the following inequality holds:

\[
\forall t \geq t_1, \quad \Psi'(t) + \beta t^{p+1} (t + \beta(\lambda - \alpha)) \| \nabla F(x(t)) \|^2 \leq t^p \beta C_1 (F(x(t)) - F^*), \tag{38}
\]

where \(t_1 > 0\) and \(C_1 > 0\). In this case, the right term is not zero, implying that we cannot directly deduce that \(\Psi\) is decreasing.
Therefore, the second step of the proof consists in investigating the function \( \Xi \) defined by:

\[
\Xi : t \mapsto \Psi (t) - \beta C_1 \int_{t_1}^{t} u^p (F(x(u)) - F^*) du,
\]

where \( t_1 > T \) and \( T \) is a well-chosen parameter. The objective is to use the decreasing nature of \( \Xi \) to show that:

\[
F(x(t)) - F^* = \mathcal{O} \left( \frac{1}{t^{p+2}} \right).
\]

For this purpose, we show that the function \( v \) defined by:

\[
v(t) = t(t + \beta(\lambda - \alpha))^{p+1}(F(x(t)) - F^*),
\]

is bounded by using the assumptions of the theorem.

The third step is to prove the second statement namely:

\[
\int_{t_0}^{+\infty} u^{\gamma_1 - 2} \| \nabla F(x(u)) \|^2 du < +\infty.
\]

This is done by introducing the function \( \mathcal{F} \) defined as follows:

\[
\mathcal{F} : t \mapsto \Psi (t) - \beta C_1 \int_{t_1}^{t} u^{p-1} a(u) du \\
+ \beta \int_{t_1}^{t} u^{p+1} (u + \beta(\lambda - \alpha)) \| \nabla F(x(u)) \|^2 du.
\]

Equation (42) is obtained by combining the decreasing nature of \( \mathcal{F} \) and the boundedness of \( v \).

4 Numerical Experiments

In this section, we illustrate the fast convergence rates obtained theoretically for (DIN-AVD) with numerical experiments. We consider the following least-squares problem:

\[
\min_{x \in \mathbb{R}^n} F(x) := \| Ax - b \|^2,
\]

where \( A \in \mathcal{M}_{n \times n} (\mathbb{R}) \) and \( b \in \mathbb{R}^n \). The function \( F \) is convex, \( C^2 \) and satisfies \( \mathcal{G}_\mu^2 \) for some \( \mu > 0 \). We apply the Inertial Gradient Algorithm with Hessian Damping.
(IGAHD) which was introduced by Attouch et al. in [6]:

\[
\begin{align*}
  x_k &= y_{k-1} - s \nabla F(y_{k-1}), \\
  y_k &= x_k + \alpha_k (x_k - x_{k-1}) - \beta \sqrt{s} (\nabla F(x_k) - \nabla F(x_{k-1})) - \frac{\beta \sqrt{s}}{k} \nabla F(x_{k-1}),
\end{align*}
\]

(45)

where \( \alpha_k = \frac{k-1}{k+\alpha-1}, \alpha > 0, \beta \geq 0 \) and \( s > 0 \). Observe that the case \( \beta = 0 \) corresponds to the Nesterov’s accelerated gradient method. This numerical scheme is derived from the following ODE:

\[
\forall t \geq t_0, \quad \ddot{x}(t) + \frac{\alpha}{t} \dot{x}(t) + \beta H_F(x(t)) \dot{x}(t) + \left(1 + \frac{\beta}{t}\right) \nabla F(x(t)) = 0,
\]

(46)

which is a slightly modified version of (DIN-AVD). The additional vanishing coefficient in front of the gradient keeps the structure of the dynamic while facilitating the computational aspects.

We do not provide any convergence results on IGAHD in this paper but we want to emphasize that the convergence of the iterates of IGAHD is related to the convergence rates obtained for (DIN-AVD). We refer the reader to [6, 7] for a detailed analysis of this method. We recall that Attouch et al. prove in [6] that if \( \alpha \geq 3, s \leq \frac{1}{L} \) and \( \beta \leq 2\sqrt{s} \), then the sequence \((x_k)_{k \in \mathbb{N}}\) defined in (45) satisfies:

\[
F(x_k) - F^* = \mathcal{O}\left(k^{-2}\right).
\]

(47)

We compare the convergence of the iterates of IGAHD for several values of \( \beta \) with the iterates of Nesterov’s accelerated gradient method (\( \beta = 0 \)) to observe the influence of the Hessian-driven damping. Figure 1 shows that the additional Hessian related term has a significant impact on the oscillations of the iterates. Indeed, this pathological behaviour is reduced as \( \beta \) grows. This can be related to the fast convergence of the gradient demonstrated in Theorem 1. Li et al. give in [25, Theorem 4.1] improved convergence guarantees for the trajectories of the high-resolution ODE related to Nesterov’s accelerated gradient. As this ODE is very close to (46), such results could also explain the efficiency of IGAHD in this example. Note that these experiments were made for large values of \( \beta (\beta \geq \frac{100}{\sqrt{L}}) \) and consequently the convergence results given in [6, 7] do not hold in this context. Moreover, \( \beta \) cannot be chosen too large as the iterates may not converge. There exists a critical value \( \bar{\beta} \) such that the algorithm does not converge for all \( \beta \geq \bar{\beta} \) and this value vary according to the geometry of \( F \). However, no theoretical result on \( \bar{\beta} \) has been proved.
Fig. 1 Convergence rate of IGAHD for several values of $\beta$ for a least squares problem ($N = 400$)
5 Proofs

5.1 Proof of Theorem 1

Let $\alpha > 1 + \frac{2}{\gamma}$ and $\lambda = \frac{2\alpha}{\gamma + 2}$. We consider the following Lyapunov function defined for all $t \geq t_0$:

$$E(t) = \left( t^2 + t\beta(\lambda - \alpha) \right) (F(x(t)) - F^*) + \frac{1}{2} \| x(t) - x^* \|
+ t(\dot{x}(t) + \beta \nabla F(x(t)))^2.$$

The following lemma gives an expression for the derivative of $E$.

Lemma 2 For all $t \geq t_0$:

$$E'(t) = (2 - \gamma \lambda)(t + \beta(\lambda - \alpha)) \left( F(x(t)) - F^* \right) - \beta(\lambda - \alpha) \left( F(x(t)) - F^* \right)
- \lambda(t + \beta(\lambda - \alpha)) \left[ -\gamma (F(x(t)) - F^*) + \langle \nabla F(x(t)), x(t) - x^* \rangle \right]
+ \frac{\lambda(\lambda + 1 - \alpha)}{t} \langle x(t) - x^*, t(\dot{x}(t) + \beta \nabla F(x(t))) \rangle
+ \frac{\lambda + 1 - \alpha}{t} \| t(\dot{x}(t) + \beta \nabla F(x(t))) \|^2
- \beta t(t + \beta(\lambda + \alpha)) \| \nabla F(x(t)) \|^2.$$

(48)

Proof Recall that for all $t \geq t_0$:

$$E(t) = \left( t^2 + t\beta(\lambda - \alpha) \right) (F(x(t)) - F^*) + \frac{1}{2} \| x(t) - x^* \|
+ t(\dot{x}(t) + \beta \nabla F(x(t)))^2,$$

The Lyapunov function $E$ is differentiable, and since $x$ is a solution of (DIN-AVD):

$$E'(t) = (2t + \beta(\lambda - \alpha)) \langle F(x(t)) - F^*, \dot{x}(t) \rangle
+ \lambda(\lambda + 1 - \alpha) \langle x(t) - x^*, \dot{x}(t) \rangle
+ \lambda(\beta - t) \langle \nabla F(x(t)), x(t) - x^* \rangle
+ t(\lambda + 1 - \alpha) \| \dot{x}(t) \|^2
+ t(\beta - t) \| \nabla F(x(t)) \|^2
= (2t + \beta(\lambda - \alpha)) (F(x(t)) - F^*) + 2t \beta(\lambda + 1 - \alpha) \langle \nabla F(x(t)), \dot{x}(t) \rangle
+ \lambda(\lambda + 1 - \alpha) \langle x(t) - x^*, \dot{x}(t) \rangle
+ \lambda(\beta - t) \langle \nabla F(x(t)), x(t) - x^* \rangle
+ t(\lambda + 1 - \alpha) \| \dot{x}(t) \|^2 + t(\beta - t) \| \nabla F(x(t)) \|^2.$$
By rearranging the terms, we get that:

\[
\mathcal{E}'(t) = (2t + \beta(\lambda - \alpha)) (F(x(t)) - F^*) \\
+ \frac{\lambda + 1 - \alpha}{t} \left[ t^2 \| \dot{x}(t) \|^2 + t^2 \beta^2 \| \nabla F(x(t)) \|^2 + 2t^2 \beta \langle \nabla F(x(t)), \dot{x}(t) \rangle \right] \\
+ \frac{\lambda(\lambda + 1 - \alpha)}{t} \left[ (x(t) - x^*, t \dot{x}(t)) + (x(t) - x^*, t \beta \nabla F(x(t))) \right] \\
- t \beta(t + \beta(\lambda - \alpha)) \| \nabla F(x(t)) \|^2 - \lambda(t + \beta(\lambda - \alpha)) \langle \nabla F(x(t)), x(t) - x^* \rangle \\
= (2t + \beta(\lambda - \alpha)) (F(x(t)) - F^*) + \frac{\lambda + 1 - \alpha}{t} \| t(\dot{x}(t) + \beta \nabla F(x(t))) \|^2 \\
+ \frac{\lambda(\lambda + 1 - \alpha)}{t} \{ (x(t) - x^*, t(\dot{x}(t) + \beta \nabla F(x(t))) \} \\
- t \beta(t + \beta(\lambda - \alpha)) \| \nabla F(x(t)) \|^2 - \lambda(t + \beta(\lambda - \alpha)) \langle \nabla F(x(t)), x(t) - x^* \rangle. 
\]

A last step allows us to conclude that:

\[
\mathcal{E}'(t) = (2 - \gamma \lambda)(t + \beta(\lambda - \alpha)) (F(x(t)) - F^*) - \beta(\lambda - \alpha) (F(x(t)) - F^*) \\
- \lambda(t + \beta(\lambda - \alpha)) \left[ -\gamma (F(x(t)) - F^*) + \langle \nabla F(x(t)), x(t) - x^* \rangle \right] \\
+ \frac{\lambda(\lambda + 1 - \alpha)}{t} \{ (x(t) - x^*, t(\dot{x}(t) + \beta \nabla F(x(t))) \} \\
+ \frac{\lambda + 1 - \alpha}{t} \| t(\dot{x}(t) + \beta \nabla F(x(t))) \|^2 - t \beta(t + \beta(\lambda - \alpha)) \| \nabla F(x(t)) \|^2. 
\]

We distinguish several terms containing \( F(x(t)) - F^* \) as they will be treated separately.

Given this expression for \( \mathcal{E}' \) and the assumptions satisfied by \( F \), we can prove the following lemma.

**Lemma 3** Let \( t \geq \max \{ t_0, \beta(\alpha - \lambda) \} \). Then,

\[
\mathcal{E}'(t) + \frac{\gamma \lambda - 2}{t} \mathcal{E}(t) \\
\leq K(\alpha) \left( \frac{\lambda}{t} \| x(t) - x^* \|^2 + (x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t))) \right) \\
+ \beta(\alpha - \lambda) \left( F(x(t)) - F^* \right) - \beta(t + \beta(\lambda - \alpha)) \| \nabla F(x(t)) \|^2, 
\]

where \( K(\alpha) = \frac{2\alpha \gamma}{(\gamma + 2)^2} \left( \alpha - 1 - \frac{\gamma}{2} \right) = \frac{(\gamma \lambda - 2)\lambda}{2} \) is positive since \( \alpha > 1 + \frac{2}{\gamma} \). In particular, if \( \alpha = 1 + \frac{2}{\gamma} \), then

\[
\mathcal{E}'(t) + \beta t(t + \beta(\lambda - \alpha)) \| \nabla F(x(t)) \|^2 \leq \beta(\alpha - \lambda)(F(x(t)) - F^*). 
\]
\textbf{Proof} Notice that for all } t \geq t_0, \\
\dfrac{\gamma \lambda - 2}{t} \mathcal{E}(t) = - (2 - \gamma \lambda)(t + \beta(\lambda - \alpha)) \left( F(x(t)) - F^* \right) \\
+ \frac{1}{2} \dfrac{\gamma \lambda - 2}{t} \left\| \lambda \left( x(t) - x^* \right) + t(\dot{x}(t) + \beta \nabla F(x(t))) \right\|^2.

By applying Lemma 2, we get that:

\begin{align*}
\mathcal{E}'(t) + \dfrac{\gamma \lambda - 2}{t} \mathcal{E}(t) &= \dfrac{1}{2} \dfrac{\gamma \lambda - 2}{t} \left\| \lambda \left( x(t) - x^* \right) + t(\dot{x}(t) + \beta \nabla F(x(t))) \right\|^2 \\
&\quad - \lambda(t + \beta(\lambda - \alpha)) \left[ -\gamma \left( F(x(t)) - F^* \right) + \langle \nabla F(x(t)), x(t) - x^* \rangle \right] \\
&\quad + \dfrac{\lambda(\lambda + 1 - \alpha)}{t} \left\langle x(t) - x^*, t(\dot{x}(t) + \beta \nabla F(x(t))) \right\rangle \\
&\quad + \dfrac{\lambda + 1 - \alpha}{t} \left\| t(\dot{x}(t) + \beta \nabla F(x(t))) \right\|^2 - t\beta(t + \beta(\lambda - \alpha)) \\
&\quad \left\| \nabla F(x(t)) \right\|^2 + \beta(\alpha - \lambda) \left( F(x(t)) - F^* \right).
\end{align*}

As } F \text{ satisfies } \mathcal{H}_\gamma, \text{ for all } t \geq \max\{t_0, \beta(\alpha - \lambda)\}

\lambda(t + \beta(\lambda - \alpha)) \left[ -\gamma \left( F(x(t)) - F^* \right) + \langle \nabla F(x(t)), x(t) - x^* \rangle \right] \geq 0,

and hence

\begin{align*}
\mathcal{E}'(t) + \dfrac{\gamma \lambda - 2}{t} \mathcal{E}(t) &\leq \dfrac{1}{2} \dfrac{\gamma \lambda - 2}{t} \left\| \lambda \left( x(t) - x^* \right) + t(\dot{x}(t) + \beta \nabla F(x(t))) \right\|^2 \\
&\quad + \dfrac{\lambda(\lambda + 1 - \alpha)}{t} \left\langle x(t) - x^*, t(\dot{x}(t) + \beta \nabla F(x(t))) \right\rangle \\
&\quad + \dfrac{\lambda + 1 - \alpha}{t} \left\| t(\dot{x}(t) + \beta \nabla F(x(t))) \right\|^2 \\
&\quad + \beta(\alpha - \lambda) \left( F(x(t)) - F^* \right) - t\beta(t + \beta(\lambda - \alpha)) \left\| \nabla F(x(t)) \right\|^2 \\
&= \dfrac{\gamma \lambda - 2}{2t} \left\| \lambda \left( x(t) - x^* \right) \right\|^2 \\
&\quad + \left( \dfrac{\lambda + 1 - \alpha}{t} + \dfrac{\gamma \lambda - 2}{2t} \right) \left\| t(\dot{x}(t) + \beta \nabla F(x(t))) \right\|^2 \\
&\quad + \left( \dfrac{\lambda + 1 - \alpha}{t} + \dfrac{\gamma \lambda - 2}{t} \right) \left\langle \lambda(x(t) - x^*), t(\dot{x}(t) + \beta \nabla F(x(t))) \right\rangle \\
&\quad + \beta(\alpha - \lambda) \left( F(x(t)) - F^* \right) - t\beta(t + \beta(\lambda - \alpha)) \left\| \nabla F(x(t)) \right\|^2.
\end{align*}
Noticing that $2(\lambda - \alpha) + \gamma \lambda = 0$, we get that:

\[
E'(t) + \frac{\gamma \lambda - 2}{t} E(t) \leq \frac{\gamma \lambda - 2}{2t} \| \lambda (x(t) - x^*) \|^2 + \left( \frac{\lambda + \gamma \lambda - \alpha - 1}{t} \right) \langle \lambda (x(t) - x^*), t \dot{x}(t) + \beta R F(x(t)) \rangle + \beta (\alpha - \lambda) (F(x(t)) - F^*) - t \beta (t + \beta (\lambda - \alpha)) \| \nabla F(x(t)) \|^2.
\]

Consequently,

\[
E'(t) + \frac{\gamma \lambda - 2}{t} E(t) \leq K(\alpha) \left( \frac{\lambda}{t} \| x(t) - x^* \|^2 + \langle x(t) - x^*, \dot{x}(t) + \beta R F(x(t)) \rangle \right) + \beta (\alpha - \lambda) (F(x(t)) - F^*) - t \beta (t + \beta (\lambda - \alpha)) \| \nabla F(x(t)) \|^2,
\]

where $K(\alpha) = \frac{2 \alpha \gamma}{(\gamma + 2)^2} \left( \alpha - 1 - \frac{2}{\gamma} \right)$. \(\square\)

The inequality (49) can be rewritten in the following way.

**Lemma 4** Let $t > \max\{t_0, \beta (\alpha - \lambda)\}$. Then, if $\alpha > 1 + \frac{2}{\gamma}$,

\[
E'(t) + \frac{\gamma \lambda - 2}{t + \beta (\lambda - \alpha)} E(t) + \beta t (\lambda - \alpha) \| \nabla F(x(t)) \|^2 \leq \tilde{\varphi} (t + \beta (\lambda - \alpha)) E(t),
\]

where

\[
\tilde{\varphi} : t \mapsto \frac{K(\alpha)}{\mu t^2} \left( \sqrt{\mu} (1 + C_0) + \frac{2 \alpha}{(\gamma + 2) t} (1 + \sqrt{2}) + \frac{4 \alpha^2}{(\gamma + 2)^2 \sqrt{\mu} t^2} \right),
\]

and $C_0 = \beta \sqrt{\mu} \gamma (\gamma \lambda - 1) / \gamma \lambda - 2$.

**Proof** Lemma 3 guarantees that for all $t > \beta (\alpha - \lambda)$:

\[
E'(t) + \frac{\gamma \lambda - 2}{t} E(t) \leq K(\alpha) \left( \frac{\lambda}{t} \| x(t) - x^* \|^2 + \langle x(t) - x^*, \dot{x}(t) + \beta R F(x(t)) \rangle \right) + \beta (\alpha - \lambda) (F(x(t)) - F^*) - t \beta (t + \beta (\lambda - \alpha)) \| \nabla F(x(t)) \|^2.
\]
By adding \(\left(\frac{\gamma \lambda - 2}{t + \beta(\lambda - \alpha)} - \frac{\gamma \lambda - 2}{t}\right)\mathcal{E}(t)\) to both sides we get:

\[
\mathcal{E}'(t) + \frac{\gamma \lambda - 2}{t + \beta(\lambda - \alpha)}\mathcal{E}(t) \\
\leq K(\alpha) \left(\frac{\lambda}{t} \|x(t) - x^*\|^2 + \langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t))\rangle\right) \\
+ \beta(\alpha - \lambda) \left(F(x(t)) - F^*\right) + \left(\frac{\gamma \lambda - 2}{t + \beta(\lambda - \alpha)} - \frac{\gamma \lambda - 2}{t}\right)\mathcal{E}(t) \\
- t \beta(t + \beta(\lambda - \alpha))\|\nabla F(x(t))\|^2
\]

Recall that for all \(t > \beta(\alpha - \lambda),\)

\[
F(x(t)) - F^* \leq \frac{\mathcal{E}(t)}{t(t + \beta(\lambda - \alpha))},
\]

and thus:

\[
\mathcal{E}'(t) + \frac{\gamma \lambda - 2}{t + \beta(\lambda - \alpha)}\mathcal{E}(t) \\
\leq K(\alpha) \left(\frac{\lambda}{t} \|x(t) - x^*\|^2 + \langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t))\rangle\right) \\
+ \left(\frac{\beta(\alpha - \lambda)}{t(t + \beta(\lambda - \alpha))} + \frac{\beta(\alpha - \lambda)(\gamma \lambda - 2)}{t(t + \beta(\lambda - \alpha))}\right)\mathcal{E}(t) \\
- t \beta(t + \beta(\lambda - \alpha))\|\nabla F(x(t))\|^2
\]

(53)

The next step is to find a bound of \(\frac{\lambda}{t} \|x(t) - x^*\|^2 + \langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t))\rangle\) depending on \(\mathcal{E}(t).\) This will be done by applying the inequalities of the following lemma which is proved in Appendix A.7.
Lemma 5 Let $u \in \mathbb{R}^n$, $v \in \mathbb{R}^n$ and $a > 0$. Then,

$$|\langle u, v \rangle| \leq \frac{a}{2} \|u\|^2 + \frac{1}{2a} \|v\|^2,$$

and

$$\|u\|^2 \leq (1 + a) \|u + v\|^2 + \left(1 + \frac{1}{a}\right) \|v\|^2.$$

Lemma 5 ensures that for all $t > \beta(\alpha - \lambda)$ and $\theta > 0$,

$$|\langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t)) \rangle| \leq \frac{\sqrt{\mu}}{2} \|x(t) - x^*\|^2 + \frac{1}{2\sqrt{\mu}} \|\dot{x}(t) + \beta \nabla F(x(t))\|^2,$$

(54)

and

$$t^2 \|\dot{x}(t) + \beta \nabla F(x(t))\|^2 \leq \left(1 + \theta \frac{\alpha}{t\sqrt{\mu}}\right) \|\lambda (x(t) - x^*) + t(\dot{x}(t) + \beta \nabla F(x(t)))\|^2$$

$$+ \lambda^2 \left(1 + \frac{t\sqrt{\mu}}{\theta\alpha}\right) \|x(t) - x^*\|^2.$$  

(55)

Hence, for all $\theta > 0$,

$$\frac{\lambda}{t} \|x(t) - x^*\|^2 + |\langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t)) \rangle|$$

$$\leq \left(\frac{\lambda^2}{2\sqrt{\mu}t^2} + \frac{\lambda}{t} \left(1 + \frac{1}{2\theta\alpha}\right) + \frac{\sqrt{\mu}}{2}\right) \|x(t) - x^*\|^2$$

$$+ \left(\frac{\theta\alpha}{2\mu t^3} + \frac{1}{2\sqrt{\mu}t^2}\right) \|\lambda (x(t) - x^*) + t(\dot{x}(t) + \beta \nabla F(x(t)))\|^2$$

$$\leq \frac{\lambda^2}{\mu^{3/2}t^2} + \frac{2\lambda}{\mu t} \left(1 + \frac{1}{2\theta\alpha}\right) \frac{1}{\sqrt{\mu}} (F(x(t)) - F^*)$$

$$+ \left(\frac{\theta\alpha}{2\mu t^3} + \frac{1}{2\sqrt{\mu}t^2}\right) \|\lambda (x(t) - x^*) + t(\dot{x}(t) + \beta \nabla F(x(t)))\|^2,$$

as $F$ satisfies $G^2_\mu$ and has a unique minimizer.
Since $\alpha > \lambda$, the inequality $\frac{\lambda}{t} \|x(t) - x^*\|^2 + \langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t)) \rangle$
\begin{align*}
\leq & \left( \frac{\lambda^2}{\mu^2(t+\beta(\lambda-\alpha))} + \frac{2\lambda}{\mu(t+\beta(\lambda-\alpha))} \left( 1 + \frac{\lambda}{2\theta \alpha} \right) \right) (F(x(t)) - F^*) \\
& + \left( \frac{\theta \alpha}{2\mu(t+\beta(\lambda-\alpha))} + \frac{1}{2\sqrt{\mu(t+\beta(\lambda-\alpha))}} \right) \|\lambda(x(t) - x^*) + t(\dot{x}(t) + \beta \nabla F(x(t)))\|^2 \\
\leq & \left( \frac{\lambda^2}{\mu^2(t+\beta(\lambda-\alpha))} + \frac{2\lambda}{\mu(t+\beta(\lambda-\alpha))} \left( 1 + \frac{\lambda}{2\theta \alpha} \right) + \frac{1}{2\sqrt{\mu(t+\beta(\lambda-\alpha))}} \right) (t + \beta(\lambda - \alpha)) \\
& \times (F(x(t)) - F^*) + \left( \frac{\theta \alpha}{\mu(t+\beta(\lambda-\alpha))} + \frac{1}{2\sqrt{\mu(t+\beta(\lambda-\alpha))}} \right) \frac{1}{2} \|\lambda(x(t) - x^*) + t(\dot{x}(t) + \beta \nabla F(x(t)))\|^2.
\end{align*}

The parameter $\theta$ is then defined to ensure that $\frac{2\lambda}{\mu(t+\beta(\lambda-\alpha))} \left( 1 + \frac{\lambda}{2\theta \alpha} \right) = \frac{\theta \alpha}{\mu(t+\beta(\lambda-\alpha))}$. 
This equality is satisfied for $\theta = \frac{2}{\gamma + 2}(1 + \sqrt{2})$ and this choice leads to the following inequalities:
\begin{align*}
\frac{\lambda}{t} \|x(t) - x^*\|^2 + \langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t)) \rangle \\
\leq & \frac{1}{\mu(t+\beta(\lambda-\alpha))} \left( \frac{\lambda^2}{\sqrt{\mu(t+\beta(\lambda-\alpha))}} + \frac{\lambda}{t + \beta(\lambda - \alpha)} \left( 1 + \sqrt{2} \right) + \sqrt{\mu} \right) (t + \beta(\lambda - \alpha)) \\
& \times (F(x(t)) - F^*) + \frac{1}{\mu(t+\beta(\lambda-\alpha))} \left( \frac{\lambda}{t + \beta(\lambda - \alpha)} \left( 1 + \sqrt{2} \right) + \sqrt{\mu} \right) \|\lambda(x(t) - x^*) + t(\dot{x}(t) + \beta \nabla F(x(t)))\|^2 \\
\leq & \frac{1}{\mu(t+\beta(\lambda-\alpha))} \left( \frac{\lambda^2}{\sqrt{\mu(t+\beta(\lambda-\alpha))}} + \frac{\lambda}{t + \beta(\lambda - \alpha)} \left( 1 + \sqrt{2} \right) + \sqrt{\mu} \right) \mathcal{E}(t).
\end{align*}

Coming back to (53) we get that,
\begin{align*}
\mathcal{E}'(t) + & \frac{\gamma \lambda - 2}{t + \beta(\lambda - \alpha)} \mathcal{E}(t) \\
\leq & K(\alpha) \left( \frac{\lambda}{t} \|x(t) - x^*\|^2 + \langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t)) \rangle \right) \\
& + \frac{\beta(\alpha - \lambda)(\gamma \lambda - 1)}{t(t + \beta(\lambda - \alpha))} \mathcal{E}(t) - t \beta(t + \beta(\lambda - \alpha)) ||\nabla F(x(t))||^2 \\
\leq & \frac{K(\alpha)}{\mu(t+\beta(\lambda-\alpha))} \left( \frac{\lambda^2}{\sqrt{\mu(t+\beta(\lambda-\alpha))}} + \frac{\lambda}{t + \beta(\lambda - \alpha)} \left( 1 + \sqrt{2} \right) + \sqrt{\mu} \right) \mathcal{E}(t) \\
& + \frac{\beta(\alpha - \lambda)(\gamma \lambda - 1)}{(t + \beta(\lambda - \alpha))^2} \mathcal{E}(t) - t \beta(t + \beta(\lambda - \alpha)) ||\nabla F(x(t))||^2.
\end{align*}
By defining $C_0 = \frac{\beta \sqrt{\mu} (\alpha - \lambda)(\gamma \lambda - 1)}{K(\alpha)}$, it can be rewritten:

$$
\mathcal{E}'(t) + \frac{\gamma \lambda - 2}{t + \beta(\lambda - \alpha)} \mathcal{E}(t) \leq \frac{K(\alpha)}{\mu(t + \beta(\lambda - \alpha))^2} \left( \frac{\lambda^2}{\sqrt{\mu(t + \beta(\lambda - \alpha))}} + \frac{\lambda}{t + \beta(\lambda - \alpha)} \right) \left( 1 + \sqrt{2} \right) + \sqrt{\mu(1 + C_0)} \mathcal{E}(t) - t \beta(t + \beta(\lambda - \alpha)) \| \nabla F(x(t)) \|^2,
$$

and finally,

$$
\mathcal{E}'(t) + \frac{\gamma \lambda - 2}{t + \beta(\lambda - \alpha)} \mathcal{E}(t) + t \beta(t + \beta(\lambda - \alpha)) \| \nabla F(x(t)) \|^2 \leq \varphi(t + \beta(\lambda - \alpha)) \mathcal{E}(t),
$$

where

$$
\varphi : t \mapsto \frac{K(\alpha)}{\mu t^2} \left( \sqrt{\mu(1 + C_0)} + \frac{2\alpha}{(\gamma + 2)t} (1 + \sqrt{2}) + \frac{4\alpha^2}{(\gamma + 2)^2 \sqrt{\mu} t^2} \right).
$$

Let $\Psi$ be defined as follows:

$$
\Psi : t \mapsto \mathcal{E}(t)(t + \beta(\lambda - \alpha))^{\gamma \lambda - 2} e^{-\tilde{\Phi}(t + \beta(\lambda - \alpha))}.
$$

where $\tilde{\Phi}(t) = -\int_t^{+\infty} \tilde{\varphi}(x) dx$. Lemma 4 ensures that $\Psi'(t) \leq 0$ for all $t > \max\{t_0, \beta(\alpha - \lambda)\}$. As a consequence, for all $t_1 > \max\{t_0, \beta(\alpha - \lambda)\}$ and $t \geq t_1$, $\Psi(t) \leq \Psi(t_1)$, and thus

$$
\mathcal{E}(t) \leq \mathcal{E}(t_1) \left( \frac{t_1 + \beta(\lambda - \alpha)}{t + \beta(\lambda - \alpha)} \right)^{\gamma \lambda - 2} e^{-\tilde{\Phi}(t_1 + \beta(\lambda - \alpha)) + \tilde{\Phi}(t + \beta(\lambda - \alpha))}.
$$

(57)

By choosing $t_1 = t_0 + \beta(\alpha - \lambda)$, this inequality ensures that for all $t \geq t_0 + \beta(\alpha - \lambda)$,

$$
\mathcal{E}(t) \leq \mathcal{E}(t_0 + \beta(\alpha - \lambda)) \left( \frac{t_0}{t + \beta(\lambda - \alpha)} \right)^{\gamma \lambda - 2} e^{-\tilde{\Phi}(t_0) + \tilde{\Phi}(t + \beta(\lambda - \alpha))}.
$$

(58)

Observe that the primitive $\tilde{\Phi}(t) = -\int_t^{+\infty} \tilde{\varphi}(x) dx$ of $\tilde{\varphi}$ has the following expression:

$$
\tilde{\Phi}(t) = -\frac{K(\alpha)}{\mu} \left( \frac{\sqrt{\mu}(1 + C_0)}{t} + \frac{\alpha(1 + \sqrt{2})}{(\gamma + 2)t^2} + \frac{4\alpha^2}{3(\gamma + 2)^2 \sqrt{\mu} t^3} \right),
$$

(59)

showing that $\tilde{\Phi}$ is non-positive. In addition, for all $t \geq t_0 + \beta(\alpha - \lambda)$,

$$
F(x(t)) - F^* \leq \frac{\mathcal{E}(t)}{t(t + \beta(\lambda - \alpha))},
$$

\(\Box\) Springer
and hence,

\[ F(x(t)) - F^* \leq e^{-\tilde{\Phi}(t_0)} \mathcal{E} (t_0 + \beta (\alpha - \lambda)) \frac{t_0^{\lambda \gamma - 2}}{(t + \beta (\lambda - \alpha))^\frac{2\alpha \gamma}{\gamma + 2}}, \]  

which proves the first claim of the theorem.

The value of \( t_1 \) can be parametrized to ensure a tight control on the energy \( \mathcal{E}(t) \) in (57). In this proof, \( t_1 \) is chosen as a minimizer of the following function,

\[ u \mapsto (u + \beta (\lambda - \alpha))^\lambda \gamma - 2 e^{-\Phi(u + \beta (\lambda - \alpha))}. \]

As a consequence, \( u = t_1 + \beta (\lambda - \alpha) \) satisfies:

\[ \frac{\gamma \lambda - 2}{u} = \tilde{\varphi}(u). \]  

(61)

Noticing that \( \lambda \gamma - 2 = \frac{\gamma + 2}{\alpha} K(\alpha) \), (61) can be rewritten as:

\[ \frac{\gamma + 2}{\alpha u} = \frac{1}{\mu u^2} \left( \sqrt{\mu}(1 + C_0) + \frac{2\alpha}{(\gamma + 2)u} (1 + \sqrt{2}) + \frac{4\alpha^2}{(\gamma + 2)^2 \sqrt{\mu} u^2} \right). \]

Introducing \( r = (\gamma + 2) \frac{\sqrt{\mu}}{\alpha} u \), this is equivalent to:

\[ r^3 - (1 + C_0) r^2 - 2(1 + \sqrt{2}) r - 4 = 0. \]

For any \( C_0 > 0 \), the polynomial \( r \mapsto r^3 - (1 + C_0) r^2 - 2(1 + \sqrt{2}) r - 4 \) has a unique real positive root denoted \( r^* \). Defining \( t_1 = \frac{\alpha}{(\gamma + 2) \sqrt{\mu}} r^* + \beta (\alpha - \lambda) \), if \( t_1 \geq \max \{ t_0, \beta (\alpha - \lambda) \} \) which is guaranteed if \( t_1 \geq t_0 + \beta (\alpha - \lambda) \), then the control on the energy is given by:

\[ \forall t \geq t_1, \mathcal{E}(t) \leq \mathcal{E}(t_1) \frac{\alpha r^*}{(t + \beta (\lambda - \alpha)) (\gamma + 2) \sqrt{\mu}}^{\lambda \gamma - 2} e^{-\tilde{\Phi}(\frac{\alpha}{(\gamma + 2) \sqrt{\mu}} r^*) + \tilde{\Phi}(\beta (\lambda - \alpha))}. \]

Let \( E_m \) be an energy function defined for all \( t \geq t_0 \) by:

\[ E_m(t) = \left( 1 + \frac{\beta \alpha}{t} \right) (F(x(t)) - F^*) + \frac{1}{2} \| \dot{x}(t) + \beta \nabla F(x(t)) \|^2. \]

Note that this energy is non-increasing since:

\[ E_m'(t) = -\frac{\beta \alpha}{t^2} (F(x(t)) - F^*) - \frac{\alpha}{t} \| \dot{x}(t) \|^2 - \beta \| \nabla F(x(t)) \|^2 \leq 0. \]
Hence, $E_m$ is uniformly bounded on $[t_0, +\infty[. We then have:

$$
E(t_1) = \left( t_1^2 + t_1 \beta(\lambda - \alpha) \right) (F(x(t_1)) - F^*)
+ \frac{1}{2} \| \lambda (x(t_1) - x^*) + t_1 (\dot{x}(t_1) + \beta \nabla F(x(t_1))) \|^2
= \left( t_1^2 + t_1 \beta(\lambda - \alpha) \right) (F(x(t_1)) - F^*)
+ \frac{\lambda^2}{2} \| x(t_1) - x^* \|^2 + t_1 \lambda \gamma (x(t_1) - x^* , \dot{x}(t_1) + \beta \nabla F(x(t_1)))
\leq \left( t_1^2 + t_1 \beta(\lambda - \alpha) \right) (F(x(t)) - F^*)
+ \frac{\lambda}{2} \left( \lambda + t_1 \sqrt{\mu} \right) \| x(t_1) - x^* \|^2
+ \frac{t_1}{2} \left( t_1 + \frac{\lambda}{\sqrt{\mu}} \right) \| \dot{x}(t) + \beta \nabla F(x(t)) \|^2,
$$

using the inequality

$$
\left| \langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t)) \rangle \right| \leq \frac{\sqrt{\mu}}{2} \| x(t) - x^* \|^2 + \frac{1}{2 \sqrt{\mu}} \| \dot{x}(t) + \beta \nabla F(x(t)) \|^2,
$$

which comes from Lemma 5.

As $F$ satisfies the assumption $G_\mu^2$ and noticing that $\frac{\lambda}{\sqrt{\mu}} = \frac{\lambda}{r^*} (t_1 + \beta(\lambda - \alpha))$ we get that:

$$
E(t_1) \leq \left( t_1^2 + t_1 \beta(\lambda - \alpha) + \frac{\lambda^2}{\mu} + t_1 \frac{\lambda}{\sqrt{\mu}} \right) (F(x(t)) - F^*)
+ \frac{t_1}{2} \left( t_1 + \frac{\lambda}{\sqrt{\mu}} \right) \| \dot{x}(t) + \beta \nabla F(x(t)) \|^2
\leq \left( 1 + \frac{2}{r^*} \right)^2 \left( t_1^2 + t_1 \beta(\lambda - \alpha) \right) (F(x(t)) - F^*)
+ \frac{1}{2} \left( \left( 1 + \frac{2}{r^*} \right)^2 + \frac{2}{r^*} t_1 (t_1 + \beta(\lambda - \alpha)) \right) \| \dot{x}(t) + \beta \nabla F(x(t)) \|^2
\leq \left( 1 + \frac{2}{r^*} \right)^2 \frac{1}{t_1^2} \left( F(x(t)) - F^* \right.
+ \frac{1}{2} \| \dot{x}(t) + \beta \nabla F(x(t)) \|^2
\leq \left( 1 + \frac{2}{r^*} \right)^2 \frac{t_1^2}{t_1} E_m(t_1) \leq \left( 1 + \frac{2}{r^*} \right)^2 \frac{t_1^2}{t_1} E_m(t_0).
$$

Note that $\tilde{\Phi}$ given in (59) is non-positive for all $t \geq 0$ and as $t_1 = \frac{\alpha}{(\alpha + 2) \sqrt{\mu}} r^* + \beta(\alpha - \lambda),$

$$
\tilde{\Phi}(t_1 + \beta(\lambda - \alpha)) = -\frac{\gamma + 2}{\alpha} K(\alpha) \left( \frac{1 + C_0}{r^*} + \frac{1 + \sqrt{2}}{r^* 2} + \frac{4}{3r^* 3} \right).
$$
Therefore, for all \( t \geq t_1 \):

\[
F(x(t)) - F^* \leq C_1 e^{\frac{2\gamma}{r^*+2}} C_2 (\alpha-1 - \frac{2}{r}) \left( 1 + \frac{\beta(\alpha-\lambda)(\gamma+2)\sqrt{r}}{\alpha r^*} \right) E_m(t_0) \left( \frac{\alpha r^*}{(\gamma+2)\lambda \sqrt{\rho(t+\beta(\lambda-\alpha))}} \right)^{\frac{2\gamma}{\gamma+2}},
\]

where

\[
C_1 = \left( 1 + \frac{2}{r^*} \right)^2, \quad C_2 = \frac{1 + C_0}{r^*} + \frac{1 + \sqrt{2}}{r^{*2}} + \frac{4}{3r^{*3}}.
\]

Let \( \Xi \) be defined as follows:

\[
\Xi : t \mapsto \Psi(t) + \beta \int_{t_0 + \beta(\alpha-\lambda)}^t u(u + \beta(\lambda - \alpha))^{\gamma \lambda - 1} e^{-\tilde{\Phi}(u+\beta(\lambda-\alpha))} \| \nabla F(x(u)) \|^2 du,
\]

Lemma 4 guarantees that \( \Xi'(t) \leq 0 \) for all \( t \geq t_0 + \beta(\alpha - \lambda) \). As a consequence, for all \( t \geq t_0 + \beta(\alpha - \lambda) \),

\[
\Xi(t) \leq \Xi(t_0 + \beta(\alpha - \lambda)),
\]

and as \( \Psi \) is positive:

\[
\beta \int_{t_0 + \beta(\alpha-\lambda)}^t u(u + \beta(\lambda - \alpha))^{\gamma \lambda - 1} e^{-\tilde{\Phi}(u+\beta(\lambda-\alpha))} \| \nabla F(x(u)) \|^2 du \leq \Xi(t_0 + \beta(\alpha - \lambda)).
\]

Moreover, \( \tilde{\Phi} \) is non-positive and thus:

\[
\beta \int_{t_0 + \beta(\alpha-\lambda)}^t u(u + \beta(\lambda - \alpha))^{\gamma \lambda - 1} \| \nabla F(x(u)) \|^2 du \leq \Xi(t_0 + \beta(\alpha - \lambda)).
\]

We can deduce that:

\[
\int_{t_0 + \beta(\alpha-\lambda)}^{+\infty} u(u + \beta(\lambda - \alpha))^{\gamma \lambda - 1} \| \nabla F(x(u)) \|^2 du < +\infty.
\]

Note that as \( u \mapsto \left( 1 + \beta \frac{\lambda - \alpha}{u} \right)^{\gamma \lambda - 1} \) is increasing on \( (t_0 + \beta(\alpha - \lambda), +\infty) \), we have that:

\[
\int_{t_0 + \beta(\alpha-\lambda)}^{+\infty} u(u + \beta(\lambda - \alpha))^{\gamma \lambda - 1} \| \nabla F(x(u)) \|^2 du \geq \left( 1 + \beta \frac{\lambda - \alpha}{t_0 + \beta(\alpha - \lambda)} \right)^{\gamma \lambda - 1} \int_{t_0 + \beta(\alpha-\lambda)}^{+\infty} u^{\frac{2\gamma}{\gamma+2}} \| \nabla F(x(u)) \|^2 du.
\]
In addition, the function defined by $u \mapsto u^{2\alpha\gamma} \|\nabla F(x(u))\|^2$ is bounded on $(t_0, t_0 + \beta(\alpha - \lambda))$ and consequently:

$$
\int_{t_0}^{+\infty} u^{2\alpha\gamma} \|\nabla F(x(u))\|^2 du < +\infty.
$$

(64)

5.2 Proof of Theorem 2

Let $F$ be a convex $C^2$ function satisfying $G^2_\mu$ for some $\mu > 0$. The convexity of $F$ implies that $F$ satisfies $\mathcal{H}_1$ and the following lemma ensures that $F$ also satisfies $\mathcal{H}^{\text{loc}}_{2-\delta}$ for all $\delta \in (0, 1]$. The proof of this lemma is given in Appendix 4.

Lemma 6 Let $F : \mathbb{R}^n \rightarrow \mathbb{R}$ be a convex $C^2$ function with a non empty set of minimizer $X^*$. Then, for all $\delta \in (0, 1]$, the function $F$ satisfies $\mathcal{H}^{\text{loc}}_{2-\delta}$.

Let $\alpha > 3$, $\beta > 0$ and $\epsilon \in (0, 1)$. As $F$ satisfies $\mathcal{H}_1$, Theorem 1 ensures that there exists a decreasing function $\phi$ such that:

$$
\forall t \geq t_0 + \frac{\beta \alpha}{3}, \quad F(x(t)) - F^* \leq \phi(t),
$$

where $\phi(t) \rightarrow 0$ as $t \rightarrow +\infty$. Therefore, as $F$ satisfies $G^2_\mu$, for all $\nu > 0$, there exists $T \geq t_0 + \frac{\beta \alpha}{3}$ such that for all $t \geq T$, $x(t) \in B(x^*, \nu)$. As a consequence, for all $\delta \in (0, 1]$, there exists $T \geq t_0 + \frac{\beta \alpha}{3}$ such that for all $t \geq T$,

$$
F(x(t)) - F^* \leq \frac{1}{2 - \delta} \langle x(t) - x^*, \nabla F(x(t)) \rangle.
$$

Let $\delta = \frac{4\epsilon}{\alpha + \epsilon}$. As $\alpha > 3$ and $\epsilon \in (0, 1)$, the condition $\alpha > 1 + \frac{2}{2 - \delta}$ is satisfied. Then, by setting $T$ as the initial time in (DIN-AVD), the first claim of Theorem 1 gives the first result and the third claim of Theorem 1 guarantees that there exists $M > 0$ such that

$$
\int_{T}^{+\infty} u^{\alpha - \epsilon} \|\nabla F(x(u))\|^2 du < M.
$$

As $F$ satisfies $G^2_\mu$, Lemma 1 ensures that

$$
\int_{T}^{+\infty} u^{\alpha - \epsilon} \langle F(x(u)) - F^* \rangle du < \frac{M}{2\mu}.
$$

On the other hand, as $u \mapsto u^{\alpha - \epsilon} (F(x(u)) - F^*)$ is bounded on $(t_0, T)$, we have that:

$$
\int_{t_0}^{T} u^{\alpha - \epsilon} (F(x(u)) - F^*) du < +\infty.
$$
and consequently,
\[ \int_{t_0}^{+\infty} u^{\alpha-\varepsilon} \left( F(x(u)) - F^* \right) du < +\infty. \]

5.3 Proof of Theorem 3

We define \( E \) as the following Lyapunov function:
\[ E(t) = \left( t^2 + t \beta(\lambda - \alpha) \right) (F(x(t)) - F^*) + \frac{\xi}{2} \left\| x(t) - x^* \right\|^2 \]
\[ + \frac{1}{2} \left\| \lambda \left( x(t) - x^* \right) + t(\dot{x}(t) + \beta \nabla F(x(t))) \right\|^2, \]

where \( x^* \) is the unique minimizer of \( F, \lambda \in \mathbb{R} \) and \( \xi \in \mathbb{R} \). Let \( \Psi \) be the function defined as follows
\[ \Psi(t) = t^p E(t), \]

where \( p > 0 \). Using the notations
\[ a(t) = t \left( F(x(t)) - F^* \right), \quad b(t) = \frac{1}{2t} \left\| \lambda \left( x(t) - x^* \right) + t(\dot{x}(t) + \beta \nabla F(x(t))) \right\|^2, \]
\[ c(t) = \frac{1}{2t} \left\| x(t) - x^* \right\|^2, \]

we have
\[ E(t) = (t + \beta(\lambda - \alpha))a(t) + t(b(t) + \xi c(t)). \]

Let \( p = \frac{4}{\gamma_1 - 2}, \lambda = \frac{2}{\gamma_1 - 2} \) and \( \xi = \lambda(\lambda + 1 - \alpha) \).

Lemma 7 Let \( p = \frac{4}{\gamma_1 - 2}, \lambda = \frac{2}{\gamma_1 - 2} \) and \( \xi = \lambda(\lambda + 1 - \alpha) \), for all \( t \geq \max(t_0, \beta(\alpha - \lambda), \beta(2(\alpha - \lambda) - 1)) \)
\[ E'(t) \leq \left( (2 - \lambda \gamma_1) + \beta(\lambda - \alpha - \lambda \gamma_1(2(\lambda - \alpha) + 1))) \right) (F(x(t)) - F^*) \]
\[ + 2(\lambda + 1 - \alpha) b(t) - 2\lambda^2(\lambda + 1 - \alpha)c(t) - \beta t(1 + \beta(\lambda - \alpha)) \left\| \nabla F(x(t)) \right\|^2. \]

Proof Let \( v : t \mapsto \lambda(x(t) - x^*) + t(\dot{x}(t) + \beta \nabla F(x(t))) \). The function \( v \) is differentiable and we have that:
\[ v'(t) = \lambda \dot{x}(t) + t \ddot{x}(t) + \dot{x}(t) + \beta \nabla F(x(t)) + t \beta H_F(x(t)) \dot{x}(t) \]
\[ = (\lambda + 1) \dot{x}(t) + (-\alpha \dot{x}(t) - t \beta H_F(x(t)) \dot{x}(t) - t \nabla F(x(t))) + \beta \nabla F(x(t)) \]
\[ + t \beta H_F(x(t)) \dot{x}(t) \]
\[ = (\lambda + 1 - \alpha) \dot{x}(t) + (\beta - t) \nabla F(x(t)). \]
By differentiating the function $E$, we get that:

$$E'(t) = (2t + \beta(\lambda - \alpha))(F(x(t)) - F^*) + \left(t^2 + t\beta(\lambda - \alpha)\right)\langle \nabla F(x(t)), \dot{x}(t) \rangle + \langle v(t), v'(t) \rangle + \xi \langle x(t) - x^*, \dot{x}(t) \rangle.$$  

Simple calculations give that:

$$\{ v(t), v'(t) \} = \lambda(\beta + \alpha)\{x(t) - x^*, \dot{x}(t)\} + t(\lambda + 1 - \alpha)\{x(t), \dot{x}(t)\} + t(\lambda + 1 - \alpha)\nabla F(x(t)), x(t) - x^* \rangle + t(\lambda + 1 - \alpha)\|\dot{x}(t)\|^2 + t(\lambda + 1 - \alpha)(\nabla F(x(t)), x(t) - x^*) + t\beta(\lambda + 1 - \alpha)(\nabla F(x(t)), \dot{x}(t)) + t\beta(\lambda + 1 - \alpha)\|\nabla F(x(t))\|^2.$$  

Consequently,

$$E'(t) = (2t + \beta(\lambda - \alpha))(F(x(t)) - F^*) + \left(t^2 + t\beta(\lambda - \alpha)\right)\langle \nabla F(x(t)), \dot{x}(t) \rangle + \lambda(\lambda + 1 - \alpha)\|\dot{x}(t)\|^2 + \lambda(\lambda + 1 - \alpha)(\nabla F(x(t)), x(t) - x^*) + t\beta(\lambda + 1 - \alpha)(\nabla F(x(t)), \dot{x}(t)) + t\beta(\lambda + 1 - \alpha)(\nabla F(x(t)), x(t) - x^*) + t\beta(\lambda + 1 - \alpha)\|\nabla F(x(t))\|^2.$$  

Then by rearranging the terms we obtain that:

$$E'(t) = (2t + \beta(\lambda - \alpha))(F(x(t)) - F^*) + \frac{\lambda + 1 - \alpha}{t} \left[ t^2\|\dot{x}(t)\|^2 + 2t^2\beta(\nabla F(x(t)), \dot{x}(t)) + t^2\beta^2\|\nabla F(x(t))\|^2 \right] + \frac{\lambda(\lambda + 1 - \alpha)}{t} \left[ (x(t) - x^*, t\dot{x}(t)) + (x(t) - x^*, t\beta \nabla F(x(t))) \right] - \beta t(\lambda + 1 - \alpha)\|\nabla F(x(t))\|^2 - \lambda(\lambda + 1 - \alpha)(\nabla F(x(t)), x(t) - x^*) + \frac{\lambda(\lambda + 1 - \alpha)}{t} \langle x(t) - x^*, \dot{x}(t) \rangle$$

$$= (2t + \beta(\lambda - \alpha))(F(x(t)) - F^*) + \frac{\lambda + 1 - \alpha}{t} \left[ t^2\|\dot{x}(t)\|^2 + 2t^2\beta(\nabla F(x(t)), \dot{x}(t)) + t^2\beta^2\|\nabla F(x(t))\|^2 \right] + \frac{\lambda(\lambda + 1 - \alpha)}{t} \left[ (x(t) - x^*, t\dot{x}(t)) + (x(t) - x^*, t\beta \nabla F(x(t))) \right] - \beta t(\lambda + 1 - \alpha)\|\nabla F(x(t))\|^2 - \lambda(\lambda + 1 - \alpha)(\nabla F(x(t)), x(t) - x^*) + \frac{\lambda(\lambda + 1 - \alpha)}{t} \langle x(t) - x^*, \dot{x}(t) + \beta \nabla F(x(t)) \rangle.$$
\[
\begin{align*}
&= -(\beta t + \beta(\lambda - \alpha)) \|\nabla F(x(t))\|^2 \\
&- \lambda(t + \beta(\lambda - \alpha)) \left[\nabla F(x(t)), x(t) - x^*\right] \\
&+ \xi(x(t) - x^*, \dot{x}(t)) \\
&= (2t + \beta(\lambda - \alpha)) \left( F(x(t)) - F^* \right) + \frac{\lambda + 1 - \alpha}{t} \|\lambda(x(t) - x^*)\|^2 \\
&+ t(\dot{x}(t) + \beta\nabla F(x(t))) \|x(t) - x^*\|^2 - \frac{\lambda^2(\lambda + 1 - \alpha)}{t} \|x(t) - x^*\|^2 \\
&- \beta t(t + \beta(\lambda - \alpha)) \|\nabla F(x(t))\|^2 - \lambda(t + \beta(2\lambda - \alpha) + 1) \left(\nabla F(x(t)), x(t) - x^*\right) + (\xi - \lambda(\lambda + 1 - \alpha)) \left[\dot{x}(t), \dot{x}(t)\right].
\end{align*}
\]

Given this expression, we can write that:

\[
\begin{align*}
\mathcal{E}'(t) &= ((2 - \lambda\gamma_1) t + \beta(\lambda - \alpha - \lambda\gamma_1(2(\lambda - \alpha) + 1))) \left( F(x(t)) - F^* \right) \\
&+ \lambda(t + \beta(2(\lambda - \alpha) + 1)) \left[\gamma_1 \left( F(x(t)) - F^* \right) - (\nabla F(x(t)), x(t) - x^*)\right] \\
&+ \frac{\lambda + 1 - \alpha}{t} \|\lambda(x(t) - x^*)\|^2 + t(\dot{x}(t) + \beta\nabla F(x(t))) \|x(t) - x^*\|^2 \\
&- \frac{\lambda^2(\lambda + 1 - \alpha)}{t} \|x(t) - x^*\|^2 - \beta t(t + \beta(\lambda - \alpha)) \|\nabla F(x(t))\|^2 \\
&+ (\xi - \lambda(\lambda + 1 - \alpha)) \left[\dot{x}(t), \dot{x}(t)\right].
\end{align*}
\]

As \( F \) satisfies the growth condition \( \mathcal{H}_{\gamma_1} \), for all \( t \geq \beta(2(\alpha - \lambda) - 1) \),

\[
\lambda(t + \beta(2(\lambda - \alpha) + 1)) \left[\gamma_1 \left( F(x(t)) - F^* \right) - (\nabla F(x(t)), x(t) - x^*)\right] \leq 0.
\]

Therefore,

\[
\begin{align*}
\mathcal{E}'(t) &\leq ((2 - \lambda\gamma_1) t + \beta(\lambda - \alpha - \lambda\gamma_1(2(\lambda - \alpha) + 1))) \left( F(x(t)) - F^* \right) \\
&+ \frac{\lambda + 1 - \alpha}{t} \|\lambda(x(t) - x^*)\|^2 + t(\dot{x}(t) + \beta\nabla F(x(t))) \|x(t) - x^*\|^2 \\
&- \frac{\lambda^2(\lambda + 1 - \alpha)}{t} \|x(t) - x^*\|^2 - \beta t(t + \beta(\lambda - \alpha)) \|\nabla F(x(t))\|^2. \quad \square
\end{align*}
\]

Consequently, for all \( t \geq \max(t_0, \beta(\alpha - \lambda), \beta(2(\alpha - \lambda) - 1)) \):

\[
\begin{align*}
\Psi'(t) &= t^{p-1} \left( p\mathcal{E}(t) + t\mathcal{E}'(t) \right) \leq t^{p-1} \left[ p\mathcal{E}(t) + 2t(\lambda + 1 - \alpha)b(t) \\
&+ t((2 - \lambda\gamma_1) t + \beta(\lambda - \alpha - \lambda\gamma_1(2(\lambda - \alpha) + 1))) \left( F(x(t)) - F^* \right) \\
&- 2t(\beta(\lambda + 1 - \alpha))c(t) - \beta t^2(t + \beta(\lambda - \alpha)) \|\nabla F(x(t))\|^2 \right] \\
&\leq t^p((2 - \gamma_1\lambda + p)a(t) + 2(\lambda - \alpha + 1) + p)b(t) + \lambda(\lambda + 1 - \alpha)(p - 2\lambda) \\
&\times c(t) + t^{p-1} \beta((p + 1)(\lambda - \alpha) - \lambda(2(\lambda - \alpha) + 1))a(t) \\
&- \beta t^{p+1}(t + \beta(\lambda - \alpha)) \|\nabla F(x(t))\|^2.
\end{align*}
\]
As \( p = \frac{4}{\gamma_1 - 2} \) and \( \lambda = \frac{2}{\gamma_1 - 2} \) this implies that

\[
\Psi'(t) \leq 2t^p \left( \frac{\gamma_1 + 2}{\gamma_1 - 2} - \alpha \right) b(t) + t^{p-1} \beta C_1 a(t) - \beta t^{p+1} (t + \beta (\lambda - \alpha)) \| \nabla F(x(t)) \|^2,
\]

where \( C_1 = (p + 1)(\lambda - \alpha) - \lambda \gamma_1 (2(\lambda - \alpha) + 1) \). Under the assumption \( \alpha \geq \frac{\gamma_1 + 2}{\gamma_1 - 2} \), \( C_1 \) is strictly positive and (66) ensures that

\[
\Psi'(t) \leq t^{p-1} \beta C_1 a(t) - \beta t^{p+1} (t + \beta (\lambda - \alpha)) \| \nabla F(x(t)) \|^2.
\]

We define \( \mathcal{E} \) as follows:

\[
\mathcal{E} : t \mapsto \Psi(t) - \beta C_1 \int_{t_1}^t u^{p-1} a(u) du,
\]

where \( t_1 = \max \{ t_0, \beta(2(\alpha - \lambda) - 1), t_m \} \) and \( t_m > \beta(\alpha - \lambda) \) satisfies

\[
\frac{t_m^p}{(t_m + \beta(\lambda - \alpha))^{p+1} \beta C_1} \leq \frac{1}{2}.
\]

As \( t \mapsto \frac{t^p}{(t + \beta(\lambda - \alpha))^{p+1}} \) is decreasing on \( (\beta(\alpha - \lambda), +\infty) \) and tends towards 0, \( t_m \) is well defined. Equation (67) implies that \( \mathcal{E}'(t) \leq 0 \) for all \( t \geq t_1 \) and therefore there exists \( A \in \mathbb{R} \) such that \( \mathcal{E}(t) \leq A \) for all \( t \geq t_1 \), and for all \( t \geq t_1 \),

\[
\mathcal{E}(t) = t^p ((t + \beta(\lambda - \alpha)) a(t) + tb(t) + t \xi c(t)) - \beta C_1 \int_{t_1}^t u^{p-1} a(u) du \]

\[
\geq t^p ((t + \beta(\lambda - \alpha)) a(t) + t \xi c(t)) - \beta C_1 \int_{t_1}^t u^{p-1} a(u) du \]

\[
\geq (t + \beta(\lambda - \alpha))^{p+1} a(t) + t^{p+1} \xi c(t) - \beta C_1 \int_{t_1}^t u^{p-1} a(u) du.
\]

Moreover, \( -\beta C_1 \int_{t_1}^t u^{p-1} a(u) du \geq - \left( \frac{t_1}{t_1 + \beta(\lambda - \alpha)} \right)^{p+1} \beta C_1 \int_{t_1}^t \frac{(u + \beta(\lambda - \alpha))^{p+1} a(u)}{u^2} du. \)

Recall that \( F \) satisfies \( \mathcal{G}_\mu^{\gamma_2} \), thus there exists \( K = \frac{\mu}{2} > 0 \) such that

\[
\forall x \in \mathbb{R}^n, \quad Kd(x, X^*)^{\gamma_2} \leq F(x) - F^*,
\]

and therefore

\[
t^{p+1} \xi c(t) = t^p \frac{\xi}{2} \|x(t) - x^*\|^2 = t^p \frac{\xi}{2K^{\gamma_2}} (K \|x(t) - x^*\|^{\gamma_2})^{\gamma_2}.
\]
As $\xi < 0$ and $F$ has a unique minimizer,

\[
t^{p+1} \xi c(t) = t^p \frac{\xi}{2K^{\frac{2}{p+2}}} \left( Kd(x(t), X^*)^{\frac{2}{p+2}} \right)^{\frac{2}{p+2}} \geq t^p \frac{\xi}{2K^{\frac{2}{p+2}}} \left( (F(x(t)) - F^*)^{\frac{2}{p+2}} \right)^{\frac{2}{p+2}} \\
\geq t^{p-\frac{2}{p+2}} \frac{\xi}{2K^{\frac{2}{p+2}}} a(t)^{\frac{2}{p+2}} \geq t^{p-\frac{2}{p+2}}(p+1)^{\frac{2}{p+2}} \frac{\xi}{2K^{\frac{2}{p+2}}} (t^{p+1}a(t))^{\frac{2}{p+2}} \\
\geq t^{p-\frac{2}{p+2}-(p+1)} \frac{2^{(p+1)}}{2K^{\frac{2}{p+2}}} \frac{\xi}{2K^{\frac{2}{p+2}}} \left( \frac{t_1}{t_1 + \beta(\lambda - \alpha)} \right)^{\frac{2(p+1)}{p+2}} \left( (t + \beta(\alpha - \lambda))^{p+1}a(t) \right)^{\frac{2}{p+2}}.
\]

Recall that $p = \frac{4}{\gamma_1 - 2}$, therefore $p - \frac{2}{p+2} - (p+1) = \frac{4(\gamma_2 - \gamma_1)}{\gamma_2(\gamma_1 - 2)} \leq 0$ since $\gamma_1 \geq \gamma_2$. As $t \geq t_1$, we have

\[
t^{p+1} \xi c(t) \geq t^{p-\frac{2}{p+2}} \frac{1}{(t_1 + \beta(\lambda - \alpha))^{\frac{2(p+1)}{p+2}}} \frac{\xi}{2K^{\frac{2}{p+2}}} \left( (t + \beta(\alpha - \lambda))^{p+1}a(t) \right)^{\frac{2}{p+2}}.
\]

We define $v : t \mapsto (t + \beta(\lambda - \alpha))^{p+1}a(t)$ for all $t \geq t_1$. Then, for all $t \geq t_1$:

\[
\mathcal{E}(t) \geq v(t) - C_2 v(t)^{\frac{2}{p+2}} - \left( \frac{t_1}{t_1 + \beta(\lambda - \alpha)} \right)^{p+1} \beta C_1 \int_{t_1}^{t} \frac{v(u)}{u^2} du, \tag{69}
\]

where $C_2 = -\frac{t_1^{p-\frac{2}{p+2}}}{(t_1 + \beta(\lambda - \alpha))^{\frac{2(p+1)}{p+2}}} \frac{\xi}{2K^{\frac{2}{p+2}}} > 0$. Let $t_2 > t_1$ and $t^* = \arg\max_{t \in [t_1, t_2]} v(t)$. Then,

\[
\mathcal{E}(t^*) \geq v(t^*) - C_2 v(t^*)^{\frac{2}{p+2}} - \left( \frac{t_1}{t_1 + \beta(\lambda - \alpha)} \right)^{p+1} \beta C_1 \int_{t_1}^{t^*} \frac{v(u)}{u^2} du \\
\geq v(t^*) - C_2 v(t^*)^{\frac{2}{p+2}} - \left( \frac{tm}{tm + \beta(\lambda - \alpha)} \right)^{p+1} \beta C_1 \int_{tm}^{t^*} \frac{v(t^*)}{u^2} du \\
\geq v(t^*) - C_2 v(t^*)^{\frac{2}{p+2}} - \frac{tm}{tm + \beta(\lambda - \alpha))^{p+1} \beta C_1 v(t^*) \\
\geq \frac{1}{2} v(t^*) - C_2 v(t^*)^{\frac{2}{p+2}}.
\]

As $\mathcal{E}(t) \leq A$ for all $t \geq t_1$, we get that:

\[
v(t^*) - 2C_2 v(t^*)^{\frac{2}{p+2}} \leq 2A,
\]

and consequently

\[
v(t^*)^{\frac{2}{p+2}} \left( v(t^*)^{1-\frac{2}{p+2}} - 2C_2 \right) \leq 2A. \tag{70}
\]
Lemma 8 Let $x \in \mathbb{R}^+$, $\delta \in (0, 1)$, $K_1 > 0$ and $K_2 > 0$. Then,

$$x^\delta (x^{1-\delta} - K_1) \leq K_2 \quad \implies \quad x \leq \left( K_2^{1-\delta} + K_1 \right)^{\frac{1}{1-\delta}}.$$ 

Applying Lemma 8 to (70) we get that

$$v(t^*) \leq \left( (2A)^{1-\frac{2}{\gamma_1}} + 2C_2 \right)^{\gamma_2^{\gamma_2-2}},$$

(71)

and thus for all $t \in [t_1, t_2]$

$$v(t) \leq \left( (2A)^{1-\frac{2}{\gamma_1}} + 2C_2 \right)^{\gamma_2^{\gamma_2-2}}.$$ 

(72)

This bound does not depend on $t_2$ so we can deduce that $v$ is bounded on $[t_1, +\infty)$. As a consequence, there exists $M > 0$ such that for all $t \geq t_1$:

$$v(t) = (t + \beta(\lambda - \alpha))^{p+1} a(t) = t(t + \beta(\lambda - \alpha))^{p+1} (F(x(t)) - F^*) \leq M,$$

which implies that

$$F(x(t)) - F^* \leq \frac{M}{t(t + \beta(\lambda - \alpha))^{p+1}} \leq \left( \frac{t_1}{t_1 + \beta(\lambda - \alpha)} \right)^{p+1} \frac{M}{t^{p+2}},$$

(73)

i.e. as $t \to +\infty$

$$F(x(t)) - F^* = O \left( t^{-\frac{2\gamma_1}{\gamma_1-2}} \right).$$

(74)

Let $\mathcal{F}$ be defined by

$$\mathcal{F} : t \mapsto \Psi(t) - \beta C_1 \int_{t_1}^{t} u^{p-1} a(u) du + \beta \int_{t_1}^{t} u^{p+1} (u + \beta(\lambda - \alpha)) \|\nabla F(x(u))\|^2 du.$$

Equation (67) implies that $\mathcal{F}'(t) \leq 0$ for all $t \geq t_1$ and therefore there exists $B \in \mathbb{R}$ such that $\mathcal{F}(t) \leq B$ for all $t \geq t_1$. By applying (69) we get that for all $t \geq t_1$

$$\mathcal{F}(t) \geq v(t) - C_2 v(t)^{\frac{2}{\gamma_2}} - \left( \frac{t_1}{t_1 + \beta(\lambda - \alpha)} \right)^{p+1} \beta C_1 \int_{t_1}^{t} \frac{v(u)}{u^2} du + \beta \int_{t_1}^{t} u^{p+1} (u + \beta(\lambda - \alpha)) \|\nabla F(x(u))\|^2 du.$$
We proved that there exists $M > 0$ such that for all $t \geq t_1$, $v(t) \leq M$. Hence,
\[- \left( \frac{t_1}{t_1 + \beta(\lambda - \alpha)} \right)^{p+1} \beta C_1 \int_{t_1}^{t} \frac{v(u)}{u^2} du \geq -M \beta C_1 \frac{t_1^{p}}{(t_1 + \beta(\lambda - \alpha))^{p+1}}.\]

**Lemma 9** Let $g : x \mapsto x - K x^\delta$ for some $K > 0$ and $\delta \in (0, 1)$. Then for all $x \geq 0$,
\[g(x) \geq K(\delta - 1)(\delta K)^{\frac{\delta}{1-\delta}}.\]

Lemma 9 ensures that for all $t \geq t_1$
\[v(t) - C_2 v(t)^{\frac{2}{\gamma_2}} \geq -C_2 \left(1 - \frac{2}{\gamma_2}\right) \left(\frac{2C_2}{\gamma_2}\right)^{\frac{2}{\gamma_2-2}}. \tag{75}\]

Thus,
\[\mathcal{F}(t) \geq -C_2 \left(1 - \frac{2}{\gamma_2}\right) \left(\frac{2C_2}{\gamma_2}\right)^{\frac{2}{\gamma_2-2}} - M \beta C_1 \frac{t_1^{p}}{(t_1 + \beta(\lambda - \alpha))^{p+1}} + \beta \int_{t_1}^{t} u^{p+1}(u + \beta(\lambda - \alpha))\|\nabla F(x(u))\|^2 du.\]

As there exists $B \in \mathbb{R}$ such that $\mathcal{F}(t) \leq B$, for all $t \geq t_1$, we can deduce that
\[\beta \int_{t_1}^{t} u^{p+1}(u + \beta(\lambda - \alpha))\|\nabla F(x(u))\|^2 du \leq B + C_2 \left(1 - \frac{2}{\gamma_2}\right) \left(\frac{2C_2}{\gamma_2}\right)^{\frac{2}{\gamma_2-2}} + M \beta C_1 \frac{t_1^{p}}{(t_1 + \beta(\lambda - \alpha))^{p+1}},\]
and therefore
\[\int_{t_1}^{+\infty} (u + \beta(\lambda - \alpha))^{\frac{2}{\gamma_1-2}} \|\nabla F(x(u))\|^2 du < +\infty. \tag{76}\]

By using the same arguments as in the proof of Theorem 1 and the boundedness of $u \mapsto (u + \beta(\lambda - \alpha))^{\frac{2}{\gamma_1}} \|\nabla F(x(u))\|^2$ on $(t_0, t_1)$, we conclude that:
\[\int_{t_0}^{+\infty} u^{\frac{2}{\gamma_1-2}} \|\nabla F(x(u))\|^2 du < +\infty. \tag{77}\]
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A Appendix

A.1 Supplementary Material for Remark 1

Let $\alpha = 1 + \frac{2}{\gamma}$. We consider the same Lyapunov energy as in the case $\alpha > 1 + \frac{2}{\gamma}$, i.e

$$\mathcal{E}(t) = \left(t^2 + t\beta(\lambda - \alpha)\right) \left(F(x(t)) - F^*\right) + \frac{1}{2} \| \lambda (x(t) - x^*) \|^2 + t(\dot{x}(t) + \beta \nabla F(x(t))) \| \|^2,$$

where $\lambda = \frac{2\alpha}{\gamma + 2}$. Observe that Lemmas 2 and 3 are both valid for this value of $\alpha$. By noticing that $K(\alpha) = 0$ and $\alpha - \lambda = 1$, we then get that for all $t > \max\{t_0, \beta\}$,

$$\mathcal{E}'(t) + \beta t(t - \beta) \| \nabla F(x(t)) \|^2 \leq \frac{\beta}{t(t - \beta)} \mathcal{E}(t). \quad (78)$$

We can deduce that $t \mapsto \mathcal{E}(t)e^{\beta t}$ is decreasing on $[t_0 + \beta, +\infty)$. Consequently, for all $t \geq t_0 + \beta$,

$$\mathcal{E}(t) \leq \mathcal{E}(t_0 + \beta)e^{-\frac{\beta}{t_0 + \beta}} \leq \mathcal{E}(t_0 + \beta)e^{\frac{\beta}{t_0}}.$$

Considering the expression of $\mathcal{E}$, this directly implies that:

$$\forall t \geq t_0 + \beta, \quad F(x(t)) - F^* \leq \frac{e^{\frac{\beta}{t_0}} \mathcal{E}(t_0 + \beta)}{t(t - \beta)}.$$ \quad (79)

The above inequality implies the first claim of Remark 1. Note that the growth condition $\mathcal{G}_\mu^2$ does not intervene in the proof.

However, we can use this geometry condition to get an upper bound of $F(x(t)) - F^*$ depending on the mechanical energy $E_m$ defined for all $t \geq t_0 + \beta$ by:

$$E_m(t) = \left(1 + \frac{\beta\alpha}{t}\right) \left(F(x(t)) - F^*\right) + \frac{1}{2} \| \dot{x}(t) + \beta \nabla F(x(t)) \|^2.$$
The assumption $G^2_\mu$ and the decreasing behaviour of $E_m$ ensure that

$$
E(t_0 + \beta) = t_0 (t_0 + \beta) \left( F(x(t_0 + \beta)) - F^* \right) + \frac{1}{2} \| \lambda(x(t_0 + \beta) - x^*) + t(\dot{x}(t_0 + \beta) + \beta \nabla F(x(t_0 + \beta))) \|^2
\leq \left( (t_0 + \beta)^2 + \frac{\lambda^2 + \sqrt{\mu}}{\mu} \right) \left( F(x(t_0 + \beta)) - F^* \right) + \frac{1}{2} \| \dot{x}(t_0 + \beta) + \beta \nabla F(x(t_0 + \beta)) \|^2
\leq \left( (t_0 + \beta)^2 + \frac{\lambda^2 + \sqrt{\mu}}{\mu} \right) E_m(t_0 + \beta) \leq \left( (t_0 + \beta)^2 + \frac{\lambda^2 + \sqrt{\mu}}{\mu} \right) E_m(t_0),
$$

using inequality (62). Hence, for all $t \geq t_0 + \beta$,

$$
F(x(t)) - F^* \leq \left( (t_0 + \beta)^2 + \frac{\lambda^2 + \sqrt{\mu}}{\mu} \right) e^{\frac{\beta}{t_0}} E_m(t_0) \frac{t}{t(t - \beta)}.
$$

(80)

Inequality (78) also guarantees that

$$
t \mapsto E(t) e^{\frac{\beta}{t}} + \int_{t_0 + \beta}^t \beta u(u - \beta) e^{\frac{\beta}{u}} \| \nabla F(x(u)) \|^2 du,
$$

is bounded on $(t_0 + \beta, +\infty)$. As $E(t) e^{\frac{\beta}{t}}$ is positive for all $t \geq t_0 + \beta$, we can deduce that there exists $M > 0$ such that for all $t \geq t_0 + \beta$,

$$
\int_{t_0 + \beta}^t (u - \beta)^2 \| \nabla F(x(u)) \|^2 du \leq \int_{t_0 + \beta}^t u(u - \beta) e^{\frac{\beta}{u}} \| \nabla F(x(u)) \|^2 du < M,
$$

and thus,

$$
\int_{t_0 + \beta}^{+\infty} (u - \beta)^2 \| \nabla F(x(u)) \|^2 du < +\infty.
$$

(81)

By using the same arguments as in the proof of Theorem 1, we conclude that:

$$
\int_{t_0}^{+\infty} u^2 \| \nabla F(x(u)) \|^2 du < +\infty.
$$

(82)
A.2 Proof of Corollary 1

The first claim is obtained by applying the following lemma to Theorem 2. The proof of this lemma is given in Appendix A.5.

**Lemma 10** Let $F : \mathbb{R}^n \to \mathbb{R}$ be a convex function having a non empty set of minimizers where $F^* = \inf_{x \in \mathbb{R}^n} F(x)$. Assume that for some $t_1 > 0$ and $\delta > 0$, $F$ satisfies:

\[
\int_{t_1}^{+\infty} u^\delta (F(x(u)) - F^*) du < +\infty.
\]

Let $z : t \mapsto \frac{\int_{t/2}^{t} u^\delta x(u) du}{\int_{t/2}^{t} u^\delta du}$. Then, as $t \to +\infty$,

\[
F(z(t)) - F^* = o\left(t^{-\delta - 1}\right).
\]  \hspace{1cm} (83)

The second and third claim are proved by applying Lemma 11 to $\phi : x \mapsto F(x) - F^*$. The proof of this lemma is given in Appendix A.6.

**Lemma 11** Let $\phi : \mathbb{R}^n \to \mathbb{R}^+$ such that for some $t_1 > 0$ and $\delta > 0$, $\phi$ satisfies:

\[
\int_{t_1}^{+\infty} u^\delta \phi(x(u)) du < +\infty.
\]

Then, as $t \to +\infty$,

\[
\inf_{u \in [t/2, t]} \phi(x(u)) = o\left(t^{-\delta - 1}\right) \quad \text{and} \quad \liminf_{t \to +\infty} t^{\delta + 1} \log(t) \phi(x(t)) = 0.
\]  \hspace{1cm} (84)

A.3 Proof of Corollary 2

Let $F : \mathbb{R}^n \to \mathbb{R}$ be a convex $C^2$ function having a unique minimizer $x^*$. Assume that $F$ satisfies $\mathcal{H}_{\gamma_1}$ and $\mathcal{G}_{\mu_2}^{\gamma_2}$ for some $\gamma_1 > 2$, $\gamma_2 > 2$ such that $\gamma_1 \geq \gamma_2$ and $\mu > 0$. Let $x$ be a solution of (DIN-AVD) for all $t \geq t_0$ where $t_0 > 0$, $\alpha \geq \frac{\gamma_1+2}{\gamma_1 - 2}$ and $\beta > 0$. Theorem 3 ensures that:

\[
\int_{t_0}^{+\infty} u^{\frac{2\gamma_1}{\alpha + 2}} \|\nabla F(x(u))\|^2 du < +\infty.
\]

Moreover, as $F$ satisfies $\mathcal{G}_{\mu}^{\gamma_2}$ for some $\gamma_2 > 2$, Lemma 1 implies that:

\[
\int_{t_0}^{+\infty} u^{\frac{2\gamma_1}{\alpha + 2}} \left(F(x(u)) - F^*\right)^{\frac{2(\gamma_2 - 1)}{\gamma_2}} du < +\infty.
\]  \hspace{1cm} (85)
By applying Lemma 11 to $\phi : x \mapsto (F(x) - F^*)^{\frac{2(\gamma_2-1)}{\gamma_2}}$, we get that as $t$ tends to $+\infty$, 

$$\inf_{u \in [t/2,t]} (F(x(u)) - F^*)^{\frac{2(\gamma_2-1)}{\gamma_2}} = o \left( t^{-\frac{3\gamma_1-2}{\gamma_1-2}} \right).$$

Hence, 

$$\inf_{u \in [t/2,t]} F(x(u)) - F^* = o \left( t^{-\frac{3\gamma_1-2}{2(\gamma_1-2)(\gamma_2-1)}} \right).$$

A.4 Proof of Lemma 6

Let $F : \mathbb{R}^n \to \mathbb{R}$ be a convex $C^2$ function with a non empty set of minimizer $X^*$. Let $\delta \in (0,1]$ and $x^* \in X^*$.

We introduce the following lemma which is proved in Appendix A.8.

**Lemma 12** Let $F : \mathbb{R}^n \to \mathbb{R}$ be a $C^2$ function. Then, for all $x \in \mathbb{R}^n$ and $\varepsilon > 0$, there exists $\nu > 0$ such that for all $y \in B(x, \nu)$:

$$(1 - \varepsilon)(y - x)^T H_F(x)(y - x) \leq (y - x)^T H_F(y)(y - x) \leq (1 + \varepsilon)(y - x)^T H_F(x)(y - x). \quad (86)$$

As $F$ is a $C^2$ function, Lemma 12 ensures that there exists $\nu > 0$ such that for all $x \in B(x^*, \nu)$:

$$\left( 1 - \frac{\delta}{4 - \delta} \right) K(x) \leq (x - x^*)^T H_F(x)(x - x^*) \leq \left( 1 + \frac{\delta}{4 - \delta} \right) K(x), \quad (87)$$

where $K(x) = (x - x^*)^T H_F(x^*)(x - x^*)$.

Let $\phi_{x,x^*}$ be defined as follows:

$$\phi_{x,x^*} : [0, 1] \to \mathbb{R},$$

$$t \mapsto F \left( tx + (1-t)x^* \right),$$

for some $x \in B(x^*, \nu)$. The function $\phi_{x,x^*}$ is twice differentiable and we have that for all $t \in [0, 1]$:

$$\phi'_{x,x^*}(t) = (x - x^*)^T \nabla F(tx + (1-t)x^*),$$

$$\phi''_{x,x^*}(t) = (x - x^*)^T H_F(tx + (1-t)x^*)(x - x^*).$$

By rewriting (87) at the point $tx + (1-t)x^*$ it follows that for all $t \in [0, 1]$:

$$\left( 1 - \frac{\delta}{4 - \delta} \right) \phi''_{x,x^*}(0) \leq \phi''_{x,x^*}(t) \leq \left( 1 + \frac{\delta}{4 - \delta} \right) \phi''_{x,x^*}(0). \quad (88)$$
By integrating the left-hand inequality of (88) and noticing that $\phi_{x,x^*}'(0) = 0$ (since $\nabla F(x^*) = 0$), we get that:

$$\forall t \in [0, 1], \left(1 - \frac{\delta}{4 - \delta}\right) \phi_{x,x^*}'(0)t \leq \phi_{x,x^*}'(t).$$

By integrating the right-hand inequality of (88), we get that:

$$\forall t \in [0, 1], \phi_{x,x^*}'(t) - \phi_{x,x^*}'(0) \leq \left(1 + \frac{\delta}{4 - \delta}\right) \phi_{x,x^*}''(0)\frac{t^2}{2},$$

and consequently,

$$\forall t \in [0, 1], \phi_{x,x^*}(t) - \phi_{x,x^*}(0) \leq \frac{1}{2 - \delta} t \phi_{x,x^*}(t).$$

By choosing $t = 1$ and rewriting $\phi_{x,x^*}$ and $\phi_{x,x^*}'$ we deduce that

$$F(x) - F^* \leq \frac{1}{2 - \delta} \langle \nabla F(x), x - x^* \rangle.$$

### A.5 Proof of Lemma 10

Let $F : \mathbb{R}^n \to \mathbb{R}$ be a convex function having a non empty set of minimizers where $F^* = \inf_{x \in \mathbb{R}^n} F(x)$. Assume that for some $t_1 > 0$ and $\delta > 0$, $F$ satisfies:

$$\int_{t_1}^{+\infty} u^\delta (F(x(u)) - F^*) du < +\infty. \quad (89)$$

Let $\varepsilon > 0$. Assumption (89) ensures that there exists $t_2 \geq 2t_1$ such that:

$$\forall t \geq t_2, \int_{t/2}^{t} u^\delta (F(x(u)) - F^*) du < \varepsilon.$$

Let $z$ be defined as follows:

$$z : t \mapsto \frac{\int_{t/2}^{t} u^\delta x(u) du}{\int_{t/2}^{t} u^\delta du}.$$

Let $t \geq t_2$. We define $\nu$ as:

$$\nu : [t/2, t] \to [0, 1]$$

$$A \mapsto \frac{\int_{A} u^\delta du}{\int_{t/2}^{t} u^\delta du}.$$
where \( \mathcal{B}([t/2, t]) \) is the Borel \( \sigma \)-algebra on \([t/2, t]\). Then, we can write that \( z(t) = \int_{t/2}^{t} x(u) d\nu(u) \). As \( \nu([t/2, t]) = 1 \) and \( F \) is a convex function, Jensen’s inequality ensures that:

\[
F(z(t)) - F^* = F \left( \int_{t/2}^{t} x(u) d\nu(u) \right) - F^* \\
\leq \int_{t/2}^{t} F(x(u)) d\nu(u) - F^* \\
\leq \int_{t/2}^{t} (F(x(u)) - F^*) d\nu(u) \\
\leq \frac{\varepsilon}{\int_{t/2}^{t} u^\delta du}
\]

Hence, as \( t \) tends towards \(+\infty\), \( F(z(t)) - F^* = o \left( t^{-\delta-1} \right) \).

A.6 Proof of Lemma 11

Let \( \phi : \mathbb{R}^n \to \mathbb{R}^+ \) such that for some \( t_1 > 0 \) and \( \delta > 0 \), \( \phi \) satisfies:

\[
\int_{t_1}^{+\infty} u^\delta \phi(x(u)) du < +\infty. \tag{90}
\]

Let \( \varepsilon > 0 \). Assumption (90) guarantees that there exists \( t_2 \geq 2t_1 \) such that

\[
\forall t \geq t_2, \quad \int_{t/2}^{t} u^\delta \phi(x(u)) du < \varepsilon.
\]

Consequently, for all \( t \geq t_2 \),

\[
\inf_{u \in [t/2, t]} \phi(x(u)) \int_{t/2}^{t} u^\delta du < \varepsilon,
\]

and

\[
\inf_{u \in [t/2, t]} \phi(x(u)) < \frac{\varepsilon(\delta + 1)}{t^{\delta+1} - \left( \frac{t}{2} \right)^{\delta+1}}.
\]

Hence, as \( t \to +\infty \),

\[
\inf_{u \in [t/2, t]} \phi(x(u)) = o \left( t^{-\delta-1} \right). \tag{91}
\]
We recall that \(\liminf_{t \to +\infty} f(t) = \lim_{t \to +\infty} \left[ \inf_{\tau \geq t} f(\tau) \right]\). As \(\phi\) is a positive function, we get that:

\[
\liminf_{t \to +\infty} t^{\delta+1} \log(t) \phi(x(t)) = l \geq 0.
\]

Suppose that \(l > 0\). Then there exists \(\hat{t} > t_1\) such that:

\[
\forall t \geq \hat{t}, \quad t^{\delta+1} \log(t) \phi(x(t)) \geq \frac{l}{2},
\]

and hence:

\[
\forall t \geq \hat{t}, \quad t^\delta \phi(x(t)) \geq \frac{l}{2t \log(t)}.
\]

This inequality cannot hold as we assume that (90) is satisfied. We can deduce that \(l = 0\).

**A.7 Proof of Lemma 5**

Let \(u \in \mathbb{R}^n, v \in \mathbb{R}^n\) and \(a > 0\). The first inequality comes from the following inequalities:

\[
\langle u, v \rangle = \frac{1}{2} \left\| \sqrt{a} u - \frac{v}{\sqrt{a}} \right\|^2 - \frac{a}{2} \left\| u \right\|^2 - \frac{1}{2a} \left\| v \right\|^2 \geq -\frac{a}{2} \left\| u \right\|^2 - \frac{1}{2a} \left\| v \right\|^2,
\]

and

\[
\langle u, v \rangle = \frac{a}{2} \left\| u \right\|^2 + \frac{1}{2a} \left\| v \right\|^2 - \frac{1}{2} \left\| \sqrt{a} u + \frac{v}{\sqrt{a}} \right\|^2 \leq \frac{a}{2} \left\| u \right\|^2 + \frac{1}{2a} \left\| v \right\|^2.
\]

The second inequality is proved by rewriting \(\|u\|^2\) as follows:

\[
\|u\|^2 = \|u + v\|^2 + \|v\|^2 - 2\langle u + v, v \rangle,
\]

and by applying the first inequality to \(\langle u + v, v \rangle\).

**A.8 Proof of Lemma 12**

Let \(F : \mathbb{R}^n \to \mathbb{R}\) be a \(C^2\) function. We denote the second order partial derivatives of \(F\) by \(\partial_{ij} F = \frac{\partial^2 F}{\partial x_i \partial x_j}\) for all \((i, j) \in [1, n]^2\).

Let \(x \in \mathbb{R}^n\) and \(\varepsilon > 0\). For all \((i, j) \in [1, n]^2\), \(\partial_{ij} F\) is continuous on \(\mathbb{R}^n\) and consequently,

\[
\exists \tilde{v} > 0, \ \forall y \in B(x, \tilde{v}), \ (1 - \varepsilon) \partial_{ij} F(x) \leq \partial_{ij} F(y) \leq (1 + \varepsilon) \partial_{ij} F(x).
\]
By taking the minimal value of $\tilde{\nu}$ for all $(i, j) \in [1, n]^2$, we get that there exists $\tilde{\nu} > 0$ such that:

$$\forall (i, j) \in [1, n]^2, \forall y \in B(x, \tilde{\nu}), \ (1 - \varepsilon)\partial_{ij} F(x) \leq \partial_{ij} F(y) \leq (1 + \varepsilon)\partial_{ij} F(x).$$  \hfill (92)

Let $\nu = \min \left\{ \tilde{\nu}, \left( \max_{(i, j) \in [1, n]^2} |\partial_{ij} F(x)| \right)^{\frac{1}{2}} \right\}, y \in B(x, \nu)$ and $h = y - x$. Equation (92) gives us that for all $(i, j) \in [1, n]^2$:

$$\partial_{ij} F(x)h_i h_j - \varepsilon|\partial_{ij} F(x)h_i h_j| \leq \partial_{ij} F(y)h_i h_j \leq \partial_{ij} F(x)h_i h_j + \varepsilon|\partial_{ij} F(x)h_i h_j|.$$  \hfill (93)

We recall that for all $(i, j) \in [1, n]^2$, $(H_F(x))_{i,j} = \partial_{ij} F(x)$ and therefore:

$$\forall (x, h) \in \mathbb{R}^n \times \mathbb{R}^n, \ h^T H_F(x)h = \sum_{i=1}^{n} \sum_{j=1}^{n} \partial_{ij} F(x)h_i h_j.$$  

By summing (93) for all $(i, j) \in [1, n]^2$, we get that:

$$h^T H_F(x)h - \varepsilon \sum_{i=1}^{n} \sum_{j=1}^{n} |\partial_{ij} F(x)h_i h_j| \leq h^T H_F(y)h$$

$$\leq h^T H_F(x)h + \varepsilon \sum_{i=1}^{n} \sum_{j=1}^{n} |\partial_{ij} F(x)h_i h_j|.$$  

Noticing that $|h_i h_j| \leq \frac{1}{2} \left( h_i^2 + h_j^2 \right)$ for all $(i, j) \in [1, n]^2$, we can deduce that:

$$\sum_{i=1}^{n} \sum_{j=1}^{n} |\partial_{ij} F(x)h_i h_j| \leq \max_{(i, j) \in [1, n]^2} |\partial_{ij} F(x)| \sum_{i=1}^{n} \sum_{j=1}^{n} |h_i h_j|$$

$$\leq n \max_{(i, j) \in [1, n]^2} |\partial_{ij} F(x)| \|h\|^2$$

$$\leq n \max_{(i, j) \in [1, n]^2} |\partial_{ij} F(x)| \|h\|^2$$

$$\leq 1.$$  

Hence,

$$(1 - \varepsilon)h^T H_F(x)h \leq h^T H_F(y)h \leq (1 + \varepsilon)h^T H_F(x)h.$$  \hfill □
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