Abstract

Absolute exponential stability problem of delay time-varying systems (DTVS) with sector-bounded nonlinearity is presented in this paper. By using the comparison principle and properties of positive systems we derive several novel criteria of absolute exponential stability, for both continuous-time and discrete-time nonlinear DTVS. When applied to the time-invariant case, the obtained stability criteria are shown to cover and extend some previously known results, including, in particular, the result due to S.K. Persidskii in Ukrainian Mathematical Journal, vol. 57(2005). The theoretical results are illustrated by examples that can not be treated by the existing ones.
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1. Introduction and Preliminaries

The absolute stability problem, first formulated in [1], is one of the main problems in the systems and control theory. Roughly speaking, a dynamic nonlinear system containing nonlinearities in its mathematical description is said to be absolute stable if its equilibrium is asymptotically stable for any nonlinearity in a given nonlinearities class. In this nonlinear framework, the most widely used approach for characterizing and checking the absolute stability is the Lyapunov function method. The reader is referred to the survey article [2] and the monograph [3] for the study on absolute stability of the so-called Lurie control systems and the monograph [4] which is dedicated to absolute stability analysis of several classes of nonlinear systems of practical interest, including the so-called Persidskii-type systems, whose stability can be characterized by diagonal Lyapunov functions.

As is well-known, the most simple Persidskii-type system can be represented by the differential equation

\[ \dot{x} = Af(x), \quad f(0) = 0 \] (1)

where \( A := (a_{ij}) \) is \( n \times n \)-matrix and \( f \) is supposed to be a continuous diagonal function \( f(x) := (f_1(x_1), \ldots, f_n(x_n))^{\top} \) belonging to the infinite sector

\[ K(0, \infty) := \{ f : x_i f_i(x_i) > 0, \forall x_i \neq 0, \quad i = 1, \ldots, n \}. \] (2)

This class of models was first introduced for stability analysis in [5], where a linear combination of the integrals of the nonlinearities was used as a Lyapunov function. Next, that result was improved and extended by Persidskii.
and in many subsequent papers (see, e.g. [7, 8, 9, 10]), where different types of Lyapunov functions have been proposed for checking absolute stability for continuous-time systems as well as their discrete-time counterparts, under different classes of sector nonlinearities. The study of absolute stability of Persidskii-type systems is an important tool in many application fields such as automatic control, Lotka-Volterra ecosystems, Hopfield neural networks, and decentralized power-frequency control of power systems, among others (see, e.g. [11, 2]). Recently, the absolute stability problems have been investigated also for the classes of switched nonlinear systems, including those with time-delay in the state variables, see, e.g. [11, 12, 13, 14] and the references therein. It is important to note that in most of the aforementioned works only the classes of time-invariant nonlinear systems have been considered where some criteria of absolute asymptotical stability have been derived. So far little attention has been devoted to time-varying systems and absolute exponential stability analysis.

In this paper we will study the absolute exponential stability problem for the Persidskii class of time-varying delay nonlinear systems of the form

$$
\dot{x} = A(t)f(x(t)) + B(t)f(x(t-h)), \quad t \geq 0
$$

where $A(\cdot), B(\cdot)$ are $n \times n$-matrix continuous functions and the diagonal function $f$ belongs to the bounded sector $K[\delta, \beta]$ defined as

$$
K[\delta, \beta] := \{ f : \delta_i x_i^2 \leq x_i f_i(x_i) \leq \beta_i x_i^2, \forall x_i \neq 0, \quad i = 1, \ldots, n \}
$$

with $0 < \delta_i \leq \beta_i, i \in \mathbb{R}$ being given numbers. Our primary purpose is to derive some verifiable criteria of absolute exponential stability for this class of time-varying nonlinear systems. Similar results will be established also for time-varying difference systems. What is more, it is remarkable that when applied to the particular cases of time-invariant systems, the obtained results yield novel criteria of absolute exponential stability which improve the existing ones. Differently from the previous works which are mainly based on the Lyapunov functions (or Lyapunov-Krasovskii functions) method, we will employ the comparison principle in deriving the main results. It is worthy to mention that the comparison approach was proved to be a quite effective tool in stability analysis, particularly for time-varying and switched systems. The readers are referred to [15, 16, 17, 18] and the literature given therein on this topic. Basically, this approach is based on comparing the original systems with a positive comparison system of the same dimension and using the stability characterization of the latter one (which is supported by the powerful Perron-Frobenius theory, see e.g. [19, 20, 21]) to conclude on stability of the original system.

**Notation.** Throughout the paper, $\mathbb{R}, \mathbb{R}^+, \mathbb{Z}, \mathbb{Z}^+$ will stand for the sets of real numbers, nonnegative real numbers, natural numbers and nonnegative natural numbers, respectively. For $t_1, t_2 \in \mathbb{Z}$ with $t_1 < t_2, Z_{[t_1, t_2]}$ denotes the interval in $\mathbb{Z} : Z_{[t_1, t_2]} = \{ t_1, t_1 + 1, \ldots, t_2 - 1, t_2 \}$. For an integer $m, m^*$ denotes the set of numbers $\{1, 2, \ldots, m\}$. Inequalities between vectors and matrices are understood componentwise: for vectors $x = (x_i), y = (y_i) \in \mathbb{R}^n$ we write $x \geq y$ and $x \gg y$ iff $x_i \geq y_i$ and $x_i > y_i$, for all $i \in \mathbb{N}$, respectively. Denote $|x| = (|x_i|)$ and $x^T$ is the transpose of $x$. Similar notation is adopted for $(n \times n)$-matrices. Without loss of generality, the norm of vectors $x \in \mathbb{R}^n$ is assumed to be the 1-norm: $\|x\| = \sum_{i=1}^{n} |x_i|$. A matrix $A \in \mathbb{R}^{n \times n}$ is said to be Hurwitz stable if $\text{Re} \lambda < 0$ and Schur stable if $|\lambda| < 1$, for any root $\lambda$ of the characteristic polynomial, i.e. $\det(\lambda I - A) = 0$. Matrix $A = (a_{ij}) \in \mathbb{R}^{n \times n}$ is said to be a Metzler matrix if $a_{ij} \geq 0$ for all $i \neq j$. The following stability characterization of Metzler and nonnegative matrices is useful in stability analysis of positive systems, see e.g. [22].
Lemma 1. Assume that $A = (a_{ij}) \in \mathbb{R}^{n \times n}$ is a Metzler matrix (resp., a nonnegative matrix). Then $A$ is Hurwitz stable (resp., Schur stable) if and only if there exists a positive vector $\zeta \gg 0$ such that $A\zeta \ll 0$ (resp., $A\zeta \ll \zeta$).

Finally, for a continuous function $\psi : \mathbb{R} \to \mathbb{R}$ the upper right Dini derivative is defined as

$$D^+ \psi(t) = \limsup_{\delta \to 0^+} \frac{\psi(t + \delta) - \psi(t)}{\delta}. \quad (5)$$

Useful properties of the Dini derivatives can be found in [23], Appendix 1).

2. Main Results

Consider the time-varying nonlinear system (3)-(4). By continuity of $f$, it is obvious that $f(0) = 0$ and therefore the system (3) has the zero solution $x(t) \equiv 0$, $t \geq 0$, for any $f \in K[\delta, \beta]$. Moreover, as a convention, the function $f \in K[\delta, \beta]$ is assumed to satisfy some Lipschitz or differentiability conditions to assure the global existence and uniqueness of the solution of (3), for any initial condition. In what follows such a function $f$ is called admissible nonlinearity.

**Definition 1.** The zero solution $x(t) \equiv 0$ of the time-varying nonlinear system (3) is said to be absolutely exponentially stable (shortly, AES) if there exist positive numbers $M, \lambda$ such that for any admissible nonlinearity $f \in K[\delta, \beta]$ and any non-zero continuous function $\varphi \in C([-h, 0], \mathbb{R}^n)$ the solution $x(t) = x(t, \varphi)$ of (3) with the initial condition $x(\theta) = \varphi(\theta)$, $\theta \in [-h, 0]$, satisfies

$$\|x(t)\| = \|x(t, \varphi)\| \leq Me^{-\lambda t}\|\varphi\|, \quad \forall t \geq 0. \quad (6)$$

Such a number $\lambda$ is called the exponential decay rate of $x(t)$.

Define the Meztler matrix function $\hat{A}(t) = (\hat{a}_{k,ij}(t))$, $t \geq 0$, $k \in \mathbb{N}$, by setting

$$\hat{a}_{i,i}(t) = a_{ii}(t), \quad \hat{a}_{ij}(t) = |a_{ij}(t)|, j \neq i, i, j \in \mathbb{N}. \quad (7)$$

The main contribution of this paper is the following

**Theorem 1.** Consider the time-varying system (3) with admissible nonlinearities $f \in K[\delta, \beta]$ where $\beta = (\beta_1, \ldots, \beta_n)^T$, $\delta := (\delta_1, \ldots, \delta_n)^T \in \mathbb{R}^n$ are given positive vectors such that $\beta_i \geq \delta_i > 0$, $\forall i \in \mathbb{N}$. Assume that there exists a nonnegative $n \times n$-matrix $\hat{B} = (\hat{b}_{ij}) \geq 0$ such that

$$|B(t)| \leq \hat{B}, \quad \forall t \geq 0. \quad (8)$$

Then the zero solution of the system (3) is AES if there exist $n$-dimensional vector $\xi := (\xi_1, \xi_2, \ldots, \xi_n)^T \gg 0$ and a real number $\alpha > 0$ such that

$$\left(D_\delta \hat{A}^T(t) + e^{\alpha h} D_\beta \hat{B}^T\right)\xi \leq -\alpha \xi, \forall t \geq 0, \quad (9)$$

where $D_\delta$ and $D_\beta$ are diagonal matrices defined, respectively, as $D_\delta = \text{diag}(\delta_1, \delta_2, \ldots, \delta_n)$, $D_\beta = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n)$. Moreover, in this case, the exponential decay rate is $\alpha$. 
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Proof. Let \( x(t) \) be the solution of (3), with a nonlinearity \( f \in K[\delta, \beta] \) and a non-zero initial function \( \varphi \in C([-h, 0], \mathbb{R}^n) \). Then, for each \( i \in \mathbb{N} \),

\[
\dot{x}_i(t) = \sum_{j=1}^{n} a_{ij}(t)f_j(x_j(t)) + \sum_{j=1}^{n} b_{ij}(t)f_j(x_j(t-h)), \quad t \geq 0.
\]  

(10)

Assume that (9) holds for some \( \alpha > 0, \xi \gg 0 \). Then, it implies readily

\[
\sum_{i=1}^{n} \tilde{a}_{ij}(t)\xi_i < 0, \quad \forall t \geq 0, \quad \forall j \in \mathbb{N}.
\]  

(11)

In order to make use of the comparison principle, let us define the numbers

\[
d_1 := \min_{i \in \mathbb{N}} \xi_i, \quad d_2 := \max_{i \in \mathbb{N}} \xi_i.
\]  

(12)

and the continuous nonnegative functions \( v_0(t) \), \( v_1(t) \), by setting,

\[
v_0(t) = \sum_{i=1}^{n} \xi_i|x_i(t)| = \xi^T|x(t)|, \quad \text{for } t \geq -h,
\]

\[
v_1(t) = \sum_{i=1}^{n} \xi_i|\varphi_i(t)| + e^{\alpha h} \sum_{i=1}^{n} \sum_{j=1}^{n} \int_{-h}^{0} e^{\alpha \theta} \tilde{b}_{ij} \xi_i \beta_j |\varphi_j(\theta)| d\theta,
\]

for \( t \in [-h, 0] \) and

\[
v_1(t) = v_0(t) + e^{-\alpha(t-h)} \sum_{i=1}^{n} \sum_{j=1}^{n} \int_{t-h}^{t} e^{\alpha s} \tilde{b}_{ij} \xi_i \beta_j |x_j(s)| ds,
\]

for \( t \geq 0 \). Define, moreover, the following comparison function

\[
y_\alpha(t) = L_1 e^{-\alpha t} \| \varphi \|, \quad \text{for } t \geq -h,
\]

(13)

where \( L_1 \) is an arbitrary positive number satisfying

\[
d_2 + he^{\alpha h} \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{b}_{ij} \xi_i \beta_j < L_1.
\]  

(14)

Then, we have obviously

\[
d_1 \sum_{i=1}^{n} |x_i(t)| \leq v_0(t) \leq v_1(t), \quad \forall t \geq 0.
\]  

(15)

Moreover, it follows immediately from the definition of \( v_0, v_1, y_\alpha \) and (12), (13) that

\[
v_1(t) < L_1 \| \varphi \| \leq y_\alpha(t), \quad \text{for } t \in [-h, 0],
\]  

(16)

Our goal is to prove that the above inequality holds true for all \( t \geq 0 \), that is

\[
v_1(t) \leq y_\alpha(t) = L_1 e^{-\alpha t} \| \varphi \|, \quad \forall t \geq 0.
\]  

(17)

To this end, taking an arbitrary positive number \( \alpha_\epsilon \in (0, \alpha) \), we will prove that

\[
v_1(t) \leq y_{\alpha_\epsilon}(t) = L_1 e^{-\alpha_\epsilon t} \| \varphi \|, \quad \forall t \geq 0.
\]  

(18)

Assume to the contrary that (18) does not hold. This implies that the set \( T_0 := \{ t \in (0, +\infty) : v_1(t) > y_{\alpha_\epsilon}(t) \} \) is nonempty. Then, denoting \( \bar{t}_0 = \inf \{ t \in T_0 \} \), we have, by the continuity and (16), that \( \bar{t}_0 > 0 \) and

\[
v_1(t) \leq y_{\alpha_\epsilon}(t), \quad \forall t \in [-h, \bar{t}_0), \quad v_1(\bar{t}_0) = y_{\alpha_\epsilon}(\bar{t}_0),
\]  

(19)
and there exist a sequence \( t_k \downarrow \bar{t}_0 \) such that

\[
v_1(t_k) > y_{\alpha_\ast}(t_k), k = 1, 2, \ldots
\]

(20)

Since \( f \in K[\delta, \beta] \), it follows immediately from (1) that, for each \( i, j \in \mathbb{N} \) and \( j \neq i \) we have

\[
\delta_i |x_i| \leq f_i(x_i) \ \text{sign} x_i = |f_i(x_i)| \quad \text{and} \quad f_j(x_j) \ \text{sign} x_i \leq |f_j(x_j)| \leq \beta_j |x_j|.
\]

Therefore, by using (7), (8), (10), (21), we get, for each \( t \in [0, \bar{t}_0] \),

\[
D^+ v_0(t) = \sum_{i=1}^{n} \xi_i D^+ |x_i(t)| \leq \sum_{i=1}^{n} \xi_i \text{sign}(x_i(t)) \dot{x}_i(t)
\]

\[
\leq \sum_{i=1}^{n} \xi_i \left( a_{ii}(t) |f_i(x_i(t))| + \sum_{j \neq i} |a_{ij}(t)| |f_j(x_j(t))| \right)
\]

\[
+ \sum_{i=1}^{n} \xi_i \sum_{j=1}^{n} b_{ij}(t) |f_j(x_j(t-h))|
\]

\[
= \sum_{j=1}^{n} \sum_{i=1}^{n} \left( \xi_i \tilde{a}_{ij}(t) |f_j(x_j(t))| + \xi_i b_{ij}(t) |f_j(x_j(t-h))| \right)
\]

\[
\leq \sum_{j=1}^{n} \sum_{i=1}^{n} \left( \xi_i \tilde{a}_{ij}(t) \delta_j |x_j(t)| + \xi_i b_{ij} \beta_j |x_j(t-h)| \right).
\]

Consequently, by the definition of \( v_1 \) and the properties of the Dini derivative \( D^+ \) (see, e.g. [22], Appendix 1) we can deduce, for each \( t \in [0, \bar{t}_0] \),

\[
D^+ v_1(t) \leq \sum_{j=1}^{n} \sum_{i=1}^{n} \left( \xi_i \tilde{a}_{ij}(t) \delta_j |x_j(t)| + \xi_i b_{ij} \beta_j |x_j(t-h)| \right)
\]

\[
+ (-\alpha)(v_1(t) - v_0(t)) + e^{\alpha h} \sum_{i=1}^{n} \sum_{j=1}^{n} \xi_i b_{ij} \beta_j |x_j(t)| - \sum_{i=1}^{n} \sum_{j=1}^{n} \xi_i b_{ij} \beta_j |x_j(t-h)|
\]

\[
= -\alpha v_1(t) + \alpha v_0(t)
\]

\[
+ \sum_{j=1}^{n} \left[ \left( D_3 \tilde{A}^\top(t) + e^{\alpha h} D_3 \tilde{B}^\top \right) \xi_j \right] |x_j(t)|
\]

\[
\leq -\alpha v_1(t) + \alpha v_0(t) + \sum_{j=1}^{n} (-\alpha) \xi_j |x_j(t)| = -\alpha v_1(t).
\]

By virtue of (19), the last inequality implies that

\[
D^+ v_1(\bar{t}_0) \leq -\alpha v_1(\bar{t}_0) = -\alpha y_{\alpha_\ast}(\bar{t}_0)
\]

\[
< -\alpha y_{\alpha_\ast}(\bar{t}_0) = \frac{d}{dt} y_{\alpha_\ast}(\bar{t}_0).
\]

On the other hand, by definition of \( D^+ \) and (19), (20), we have

\[
D^+ v_1(\bar{t}_0) \geq \limsup_{t_k \uparrow \bar{t}_0} \frac{v_1(t_k) - v_1(\bar{t}_0)}{t_k - \bar{t}_0}
\]

\[
\geq \limsup_{t_k \uparrow \bar{t}_0} \frac{y_{\alpha_\ast}(t_k) - y_{\alpha_\ast}(\bar{t}_0)}{t_k - \bar{t}_0} = \frac{d}{dt} y_{\alpha_\ast}(\bar{t}_0),
\]
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conflicting with the above strict inequality. Thus, (18) is proved. Now, letting \( \alpha \uparrow \alpha \) in (18), we obtain (17), which together with (15) implies that

\[
\|x(t)\| \leq \frac{v_0(t)}{d_1} \leq Me^{-\alpha t}\|\varphi\|, \forall t \geq 0,
\]

(22)

where \( M := L_1/d_1 \). Therefore, (6) holds, for any \( \varphi \in C([-h, 0], \mathbb{R}^n) \) and any admissible nonlinearity \( f \in K[\delta, \beta] \), completing the proof.

As an immediate consequence of Theorem 1 we obtain the following criterion of AES for time-varying nondelay systems.

**Corollary 1.** Consider the time-varying nonlinear system

\[
\dot{x} = A(t)f(x(t)), \ t \geq 0,
\]

(23)

where \( f \in K[\delta, \infty) \). Assume that there exist a positive vector \( \xi \gg 0 \) such that

\[
\gamma := \max_{j \in \mathbb{N}} \sup_{t \geq 0} \sum_{i=1}^{n} \hat{a}_{ij}(t)\xi_i \ < \ 0,
\]

(24)

where \( \hat{A}(t) \) is defined by (11). Then the zero solution of (23) is AES, with the exponential decay rate \( \alpha \), for any \( \alpha \in (0, -\frac{\gamma\delta_0}{d_2}) \), where \( \delta_0 := \min_{j \in \mathbb{N}} \delta_j \) and \( d_2 \) is defined by (12).

In the case when both matrix functions \( A(t), B(t) \) in (3) can be upper bounded by some time-invariant matrices, Theorem 1 implies the following verifiable criterion of absolute exponential stability.

**Corollary 2.** Consider the time-varying system (3) with admissible nonlinearities \( f \in K[\delta, \beta] \). Assume that there exist a Metzler matrix \( \hat{A} \), a nonnegative matrix \( \bar{B} \geq 0 \) and a positive vector \( \xi := (\xi_1, \xi_2, \ldots, \xi_n)^\top \gg 0 \) satisfying

\[
\hat{A}(t) \leq \hat{A}, \ |B(t)| \leq \bar{B}, \ \forall t \geq 0,
\]

(25)

and

\[
(\hat{A}D_\delta + B\hat{D}_\beta)^\top \xi \ll 0, \ \forall t \geq 0,
\]

(26)

where \( D_\delta \) and \( D_\beta \) are diagonal matrices defined as in Theorem 1. Then the zero solution of system (3) is AES, with the exponential decay rate \( \alpha = \alpha_{\text{max}} > 0 \), which can be calculated, correspondingly to each \( \xi \gg 0 \) satisfying (26), as

\[
\alpha_{\text{max}} = \min_{i \in \mathbb{N}} \{\alpha_i : g_i(\alpha_i) = 0\},
\]

(27)

where \( g_i(\cdot) \) are continuous functions defined by

\[
g_i(\alpha) := \sum_{j=1}^{n} (\hat{a}_{ji}\delta_j\xi_j + e^{\alpha\beta_i}\hat{b}_{ji}\delta_\beta_i\xi_j) + \alpha \xi_i, \ i \in \mathbb{N}.
\]

(28)

**Proof.** Obviously, for each \( i \in \mathbb{N} \), \( g_i(\alpha) \) is continuous and monotonically increasing to \( +\infty \) as \( \alpha \to +\infty \) (because \( g_i'(\alpha) > 0, \forall \alpha > 0 \)). Since \( g_i(0) < 0 \), due to (26), it follows that the equation \( g_i(\alpha) = 0 \) has a unique solution \( \alpha_i > 0 \) and the inequality \( g_i(\alpha) \leq 0 \) is valid for all \( \alpha \in [0, \alpha_i] \) but violated for \( \alpha > \alpha_i \). This implies that (9) is valid for all \( \alpha \in (0, \alpha_{\text{max}}] \) but violated afterwards. Therefore, by Theorem 1, the zero solution of the system (3) is AES, with the ‘maximal’ (for the given \( \xi \)) exponential decay rate \( \alpha_{\text{max}} \).
Corollary 3. Consider the time-invariant nonlinear system

\[ \dot{x}(t) = Af(x(t)) + Bf(x(t - h)), \quad t \geq 0, \]  

(29)

where \( A \) is a Metzler matrix, \( B \geq 0 \) and \( f \) is any nonlinear function belonging to the sector \( K[\delta, \beta] \), defined by \[41\]. Then the zero solution of (29) is AES if there exists a positive vector \( \xi > 0 \) satisfying

\[ (AD_\delta + BD_\beta)\xi \ll 0. \]  

(30)

Remark 1. By Lemma \[1\] \[30\] is equivalent to that the Metzler matrix \( AD_\delta + BD_\beta \) is Hurwitz stable. If, conversely, the time-invariant nonlinear system (29) is AES then, since, obviously \( f(x) := D_\delta x \in K[\delta, \beta] \), it follows that the linear positive system \( \dot{x}(t) = AD_\delta x + BD_\beta x(t - h), \quad t \geq 0 \) is exponentially stable. This, in turn, is equivalent (see, e.g. \[19\]) to the existence of a positive vector \( \xi \gg 0 \) such that \( D_\delta (A + B)\xi = (AD_\delta + BD_\beta)\xi \ll 0 \) which implies readily

\[ (A + B)\xi \ll 0, \]  

(31)

or, equivalently, the Metzler matrix \( A + B \) is Hurwitz stable (by Lemma \[1\]). Thus, in the nondelay case (i.e. \( B = 0 \)), Corollary \[3\] is an extension of the main result of \[2\].

Remark 2. Note that, under the assumption of Corollary \[2\], the nonlinear system (29) is positive which means that \( x(t) = x(t, \varphi) \geq 0, \forall t \geq 0 \) for any nonnegative initial function \( \varphi \in C([-h, 0], \mathbb{R}_+^n) \) (see, e.g. \[13\], Lemma 4). Therefore, in view of Corollary \[3\], Corollary \[2\] amounts to saying that the zero solution of the time-varying system (3) is AES if its associate upper bounding (in the sense (24)) by time-invariant positive nonlinear system

\[ \dot{x} = \tilde{A}f(x) + \tilde{B}f(x(t - h)), \quad t \geq 0 \]

is AES, under the same sector constraints.

Remark 3. It is important to mention that problems of absolute asymptotic stability have been considered for time-invariant delay systems of the form (29) in a number of previous works, including those with switchings. In particular, it has been established (see, e.g. \[12\], \[11\]) that, for any nonlinearity \( f \in K(0, \infty) \), the solution \( x(t) \) of the positive system (29) satisfies \( \|x(t)\| \to 0 \) as \( t \to +\infty \) if there exists \( \xi > 0 \) such that (31) holds. This condition, however, is not sufficient to assure the absolute exponential stability of the zero solution (as asserted in Corollary \[3\] where, however, a more restrictive nonlinearities class \( K[\delta, \beta] \subset K(0, \infty) \) is assumed). Indeed, let us consider the scalar nondelay positive system \( \dot{x} = -f_0(x) \), where \( f_0(x) := x^3 \) for \( |x| \leq 1 \) and \( f_0(x) := x \) for \( |x| > 1 \). Then, clearly, \( f_0 \in K(0, \infty) \) and (31) holds for \( \xi = 1 \). However, the zero solution \( x = 0 \), while being globally asymptotically stable equilibrium, is not exponentially stable (e.g., by Theorem 4.6 in \[24\], p. 184). Note that \( f_0 \) does not belong to \( K[\delta, \beta] \) for any \( \delta > 0 \) and any \( \beta \geq 1 > \delta \). In \[13\] several criteria of absolute exponential stability for switched time-invariant systems were obtained, also by using the Lyapunov function method, but the conditions look much more complicated and not easy to be checked. Thus, even for time-invariant systems, our results are novel, while those for the time-varying case as presented in this paper have not yet been known in the existing literature, to the best of our knowledge.
3. Some extensions of the main results

The approach developed in the previous section can be extended to get criteria of AES when the system’s
equation contains time-varying nonlinearities or multiple discrete delays. We just formulate the results, omitting
of proof, because they are largely similar to that for Theorem 1.

First, consider a more general model related to the Persidskii-type system (3) that has the form:

$$\dot{x}_i(t) = \sum_{j=1}^{n} a_{ij}(t)f_{ij}(x_j(t), t) + \sum_{l=1}^{m} b_{lj}(t)f_{lj}(x_j(t-h_l), t), \quad t \geq 0, i = 1, \ldots, n,$$

for $t \geq 0, i = 1, \ldots, n$, where the functions $f_{ij} (\cdot, \cdot) : \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R}$ are assumed to satisfy, for all $i, j \in \mathbb{N}$,

$$f_{ij}(x_j, t)x_j > 0, \quad \forall x_j \neq 0, \text{ and } f_{ij}(0, t) = 0, \forall t \geq 0.$$  (33)

Then, similarly to Theorem 3.2.10 of [4], we have the following extension of Theorem 1.

**Theorem 2.** Consider the time-varying system (32) - (33) and assume that there exists the admissible nonlinearity $f = (f_1, f_2, \ldots, f_n) \in K[\delta, \beta]$ which is defined as (4) such that, for all $i, j \in \mathbb{N}$, the following diagonal dominance type conditions are satisfied

$$|f_{ij}(x_j, t)| \leq |f_j(x_j)| \leq |f_{jj}(x_j, t)|, \quad \forall i \neq j, \forall x_j \in \mathbb{R}, \forall t \geq 0.$$

Then the zero solution of the system (32) - (33) is AES if there exist $n$-dimensional vector $\xi := (\xi_1, \xi_2, \ldots, \xi_n)^\top \gg 0$ and a real number $\alpha > 0$ such that (9) holds.

Next, consider time-varying nonlinear system with multiple delays of the form

$$\dot{x} = A(t)f(x(t)) + \sum_{l=1}^{m} B_l(t)f(x(t-h_l)), \quad t \geq 0,$$

where $A(\cdot), B_l(\cdot), C(\cdot, \cdot)$ are continuous matrix functions and $f \in K[\delta, \beta]$ is an admissible sector-bounded nonlinearity defined by [4]. It is assumed, without loss of generality, that $0 < h_1 < h_2 < \ldots < h_m = h$. Furthermore, assume that there exist constant matrices $\tilde{B}_l = (\tilde{b}_{l,ij}) \in \mathbb{R}^{n \times n}$ such that

$$|B_l(t)| \leq \tilde{B}_l, \quad \forall t \geq 0, \forall l \in m.$$  (35)

Then, the following criterion of AES holds for the system (34).

**Theorem 3.** Assume that there exist $n$-dimensional vector $\xi = (\xi_1, \xi_2, \ldots, \xi_n)^\top \gg 0$ and a real number $\alpha > 0$ such that

$$\left(D_\delta \hat{A}^\top(t) + \sum_{l=1}^{m} e^{\alpha h_l} D_\beta \tilde{B}_l^\top \right) \xi \leq -\alpha \xi, \quad \forall t \geq 0,$$

where the matrix function $\hat{A}(t)$ and the diagonal matrices $D_\delta, D_\beta$ are defined as in Theorem 4. Then the zero solution of the delay nonlinear system (34) with sector nonlinearity $f \in K[\delta, \beta]$ is AES. Moreover, in this case, the exponential decay rate is $\alpha$. 8
4. Time-Varying Nonlinear Difference Systems with delays

Consider time-varying nonlinear difference system with delays of the form

\[ x(k+1) = A(k)f(x(k)) + B(k)f(x(k-h)), \quad k \in \mathbb{Z}_+, \tag{37} \]

where \( h \in \mathbb{Z}_+ \) is a given number, \( A(k), B(k) : \mathbb{Z}_+ \to \mathbb{R}^{n \times n} \) are given matrix functions and \( f : \mathbb{R}^n \to \mathbb{R}^n \) is a nonlinear diagonal function belonging to the bounded sector of the form

\[
\sum_{i=1}^{n} \lambda_i x_i^2 \leq x_i^2, \quad \forall x \neq 0, \quad i \in \mathbb{Z}_+.
\]

Clearly, to prove the theorem, it suffices to show that

\[ 0 < x_i f_i(x_i) \leq \beta_i x_i^2, \quad \forall x \neq 0, \quad i \in \mathbb{Z}_+. \tag{39} \]

Let \( S[-h,0] \) be the Banach space of functions \( \varphi : \mathbb{Z}_{[-h,0]} \to \mathbb{R}^n \) equipped with norm \( \| \varphi \| = \max_{k \in \mathbb{Z}_{[-h,0]}} \| \varphi(k) \| \) and \( x(k) := x(k, \varphi), k \in \mathbb{Z}_+ \) be the solution of (37) satisfying the initial condition \( x(k) = \varphi(k), \quad k \in \mathbb{Z}_{[-h,0]} \). We will say that the system (37) is absolutely exponentially stable (AES), with the convergence rate \( \lambda \in (0,1) \), if for a number \( L > 0 \),

\[ \| x(k) \| = \| x(k, \varphi) \| \leq L \lambda^k \| \varphi \|, \quad \forall k \in \mathbb{Z}_+, \tag{40} \]

for any \( \varphi \in S[-h,0] \) and any admissible sector nonlinearity \( f \in K(0, \beta] \).

**Theorem 4.** Assume that there exists a vector \( \xi \in \mathbb{R}^n, \xi \gg 0 \) and \( \lambda \in (0,1) \) satisfying

\[
\left( |A(k)| + \lambda^{-h} |B(k)| \right) D_{\beta} \xi \leq \lambda \xi, \quad \forall k \in \mathbb{Z}_+,
\]

where \( D_{\beta} \) is the diagonal matrix \( D_{\beta} = \text{diag}(\beta_1, \ldots, \beta_n) \). Then the system (37) is AES with the convergence rate \( \lambda \).

**Proof.** Let \( \xi \gg 0 \) and \( \lambda \in (0,1) \) satisfy (41) and \( f \in K(0, \beta] \) be an arbitrary admissible nonlinearity. Let \( x(\cdot) \) be the solution of (37) satisfying the initial condition \( x(k) = \varphi(k), \quad k \in \mathbb{Z}_{[-h,0]} \). Setting \( L_0 = (\min_{j \in \mathbb{Z}_n} \xi_j)^{-1} \) and \( u_i(k) = L_0 \xi_i \lambda^k \| \varphi \|, \quad k \in \mathbb{Z}_{[-h,+\infty)}, \quad i \in \mathbb{Z}_+ \), then we have immediately

\[ |x_i(k)| \leq u_i(k), \quad \forall k \in \mathbb{Z}_{[-h,0]}, \forall i \in \mathbb{Z}_+. \tag{42} \]

Clearly, to prove the theorem, it suffices to show that

\[ |x_i(k)| \leq u_i(k), \forall k \in \mathbb{Z}_+, \forall i \in \mathbb{Z}_+. \tag{43} \]

(because then (40) holds with \( L = L_0 \| \xi \| \)). Assume to the contrary that (43) does not hold. Then, in view of (42), it follows that there exists \( k_0 > 0, \quad i_0 \in \mathbb{Z}_+ \) such that

\[ |x_{i_0}(k)| \leq u_{i_0}(k), \forall k \in \mathbb{Z}_{[-h,k_0]}, \forall i \in \mathbb{Z}_+, \tag{44} \]

and

\[ |x_{i_0}(k_0)| > u_{i_0}(k_0). \tag{45} \]
Then, we can deduce
\[ |x_i(k_0)| \leq \sum_{j=1}^{n} |a_{ij}(k_0 - 1)| |x_j(k_0 - 1)| \beta_j + \sum_{j=1}^{n} |b_{ij}(k_0 - 1)| |x_j(k_0 - 1 - h)| \beta_j \]
\[ \leq \sum_{j=1}^{n} |a_{ij}(k_0 - 1)| \xi_j L_0 \lambda^{k_0 - 1} \| \varphi \| \beta_j + \sum_{j=1}^{n} \lambda^{-h} |b_{ij}(k_0 - 1)| \xi_j L_0 \lambda^{k_0 - 1} \| \varphi \| \beta_j \leq u_{\xi}(k_0). \]

This, however, conflicts with (45) and completes the proof.

Theorem 4 can be extended to the case of several delays as follows.

**Theorem 5.** Consider time-varying nonlinear difference systems with delays of the form
\[ x(k+1) = A(k) f(x(k)) + \sum_{l=1}^{m} B_l(k) f(x(k - h_l)), k \in \mathbb{Z}_+, \quad (46) \]
and \( A(\cdot), B_l(\cdot), l \in m \) are given matrix functions on \( \mathbb{Z}_+, 0 < h_1 < ... < h_m \) are given positive numbers and the nonlinearities \( f \) belong to the bounded sector \( K(0, \beta) \) defined by (38). Then the system (46) is AES if there exist vector \( \xi > 0 \) and \( \lambda \in (0, 1) \) such that,
\[ \left( |A(k)| + \sum_{l=1}^{m} \lambda^{-h_l} |B_l(k)| \right) D_\beta \xi \leq \lambda \xi, \quad \forall k \in \mathbb{Z}_+. \quad (47) \]

Similarly to the continuous-time case, it is easy to show that for the system (46) to be positive, it is necessary and sufficient that all matrices \( A(k), B_l(k) = (b_{l,ij}(k)), k \in \mathbb{Z}_+, l \in m \) are nonnegative. The following consequence of Theorem 5 gives a delay-independent criterion of AES for positive difference systems. The proof is similar to that of Corollary 2.

**Corollary 4.** The delay positive nonlinear difference system
\[ x(k+1) = A f(x(k)) + \sum_{l=1}^{m} B_l f(x(k - h_l)), k \in \mathbb{Z}_+, \quad (48) \]
with sector-bounded nonlinearity \( f \in K(0, \beta) \) is AES if there exists a vector \( \xi > 0 \) satisfying
\[ (A + B_1 + ... + B_m) D_\beta \xi - \xi \leq 0. \quad (49) \]

Moreover, in this case, the maximal convergence rate \( \lambda_{\text{max}} \in (0, 1) \) can be calculated as \( \lambda_{\text{max}} := \max_{i \in \mathbb{Z}} \lambda_i \) where \( \lambda_i \in (0, 1) \) is the unique solution of the equation \( g_i(\lambda) = \sum_{j=1}^{n} a_{ij} \beta_j \xi_j + \sum_{j=1}^{m} \lambda^{-h_l} \sum_{j=1}^{n} b_{l,ij} \beta_j \xi_j - \lambda \xi_i = 0. \)
Moreover, the above AES property holds true for any time-varying nonlinear difference system of the form (46), whenever system’s matrix functions \( A(\cdot), B_l(\cdot), l \in m \) satisfy
\[ |A(k)| \leq A, \quad |B_l(k)| \leq B_l, \quad \forall k \in \mathbb{Z}_+, \quad \forall l \in m. \quad (50) \]

Corollary 4 improves considerably the result of [12] (Theorem 6.2) which only proved, equivalently, that the time-invariant delay positive system (45), with \( \beta = (1, 1, ..., 1)^T \), is absolutely asymptotically stable if (49) holds.
5. Illustrative examples

Example 1. We consider the time-varying system of the form (3), where \( n = 2, h = 1, f \in K[\delta, \beta], \) with \( \delta = (\frac{1}{4}, \frac{1}{4})^T, \beta = (\frac{3}{2}, 2)^T \) and for \( t \geq 0, \)

\[
A(t) = \hat{A}(t) = \begin{bmatrix}
-4t - 12 & 0 \\
t & -2t - 5
\end{bmatrix},
\]

\[
B(t) = \begin{bmatrix}
\frac{1}{3} \sin t & \frac{1}{8} \cos t \\
\frac{1}{3} e^{-t} \cos t & \frac{1}{8} e^{-t} \sin t
\end{bmatrix}.
\]

Clearly, \( |B(t)| \leq \bar{B} \begin{bmatrix}
\frac{3}{2} \\
\frac{1}{2}
\end{bmatrix}, \forall t \geq 0. \) Then, taking \( \alpha = 1, \xi = \begin{bmatrix} 1 & 1 \end{bmatrix}^T, \) we can check that, for all \( t \geq 0, \)

\[
\begin{bmatrix} D_\delta \hat{A}^T(t) + e^{\alpha h} D_\beta \bar{B}^T \end{bmatrix} \xi = \begin{bmatrix} -t - 4 + e \\
-t - \frac{5}{2} + \frac{e}{2}
\end{bmatrix} \ll \begin{bmatrix} -1 \\
-1
\end{bmatrix} = -\alpha \xi.
\]

Then, by Theorem 1, we conclude that the zero solution the system under consideration is AES, with exponential decay rate \( \alpha = 1. \) Note that the above matrix function \( A(t), t \geq 0 \) can not be upper bounded by any constant matrix, so that the result of \([11, 12]\) can not be applied in this case.

Example 2. Consider the time-varying nonlinear difference system (46) where \( m = 1, h = 1, f \in K(0, \beta) \) with \( \beta = (\frac{1}{8}, \frac{1}{14})^T \) and, for all \( k \in \mathbb{Z}_+, \)

\[
A(k) = \begin{bmatrix}
-\sin k & 2e^{-3k} \\
3 \cos k & -\sin k
\end{bmatrix}, \quad B_1(k) = \begin{bmatrix}
\frac{1}{2} e^{-k} & \frac{1}{3} \sin k \\
\frac{1}{2} e^{-2k} & \frac{1}{4} \cos k
\end{bmatrix},
\]

It is easy to see that, for all \( k \in \mathbb{Z}_+, \)

\[
|A(k)| \leq A = \begin{bmatrix}
1 & 2 \\
3 & 1
\end{bmatrix}, \quad |B_1(k)| \leq B_1 = \begin{bmatrix}
\frac{1}{2} & \frac{3}{4} \\
\frac{1}{2} & \frac{1}{4}
\end{bmatrix}.
\]

Taking \( \xi = \begin{bmatrix} 1 & 1 \end{bmatrix}^T, \) it can be verified that

\[
\left( A + B_1 \right) D_\beta \xi = \begin{bmatrix}
\frac{3}{16} + \frac{7}{42} \\
\frac{7}{16} + \frac{5}{56}
\end{bmatrix} \preceq \begin{bmatrix} 1 \\
1
\end{bmatrix} = \xi.
\]

Therefore, by Corollary 4, the system (46) is AES and, moreover, the ‘maximal’ convergence rate is \( \lambda_{\text{max}} = 0.5840213813. \)

6. Conclusion

We have presented a number of verifiable sufficient conditions of absolute exponential stability for different classes of delay time-varying nonlinear systems with sector-bounded nonlinearity. Differently from the traditional approach which is based on using Lyapunov-Krasovskii functionals, our analysis makes use of comparison principle and the stability characterization of positive upper bounding systems. The results have been obtained for both
the continuous-time and discrete-time cases. When applied to the time-invariant systems, the obtained results have been shown to cover and improve the stability criteria in existing literature. There are several possibilities for developing the work described here. In particular, it would be of interest to investigate whether our comparison analysis can be adapted to deal with systems with time-varying delays or to address the absolute exponential stability of time-varying Lur’e systems. The application of the results obtained in this paper for studying absolute exponential stability of time-varying nonlinear switched systems would be also an interesting and promising topic which is currently under our consideration.
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