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ABSTRACT

Domain generation algorithms (DGAs) prevent the connection between a botnet and its master from being blocked by generating a large number of domain names. Promising single-data-source approaches have been proposed for separating benign from DGA-generated domains. Collaborative machine learning (ML) can be used in order to enhance a classifier’s detection rate, reduce its false positive rate (FPR), and to improve the classifier’s generalization capability to different networks. In this paper, we complement the research area of DGA detection by conducting a comprehensive collaborative learning study, including a total of 13,440 evaluation runs. In two real-world scenarios we evaluate a total of eleven different variations of collaborative learning using three different state-of-the-art classifiers. We show that collaborative ML can lead to a reduction in FPR by up to 51.7%. However, while collaborative ML is beneficial for DGA detection, not all approaches and classifier types profit equally. We round up our comprehensive study with a thorough discussion of the privacy threats implicated by the different collaborative ML approaches.
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- Security and privacy → Intrusion detection systems; - Computing methodologies → Distributed artificial intelligence.
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1 INTRODUCTION

Domain generation algorithms (DGAs) are used by botnets to establish a connection between infected hosts and their command and control (C2) server. To this end, DGAs generate and query a large number of domain names, most of which result in non-existing domain (NXD) responses. This is because the botnet master only registers a handful of the generated domains while the bots query each domain. As a result, DGAs create an asymmetrical situation in which defenders have to block any generated domain name while a single resolving domain is sufficient for the botnet to receive new commands.

As a countermeasure, several machine learning (ML) classifiers have been proposed that attempt to separate benign from DGA-generated domains. These classifiers are trained in a supervised manner using malicious and benign labeled samples. Malicious labeled data can be easily obtained from open source intelligence (OSINT) feeds such as DGArchive [39]. Domain names that are available in public lists such as Alexa1 or Tranco [28] can be used as benign data. However, it has been shown that classifiers trained on public benign data are less robust against adversarial attacks [10]. Moreover, in Section 4.2, we show that training with publicly available data is insufficient for DGA detection on private NXD data. There are additional practical benefits of using NXDs extracted from non-resolving DNS traffic (NX-traffic) for classifier training. First, DGAs are typically recognized in NX-traffic long before they resolve a registered domain for their C2 server. Therefore, infected hosts can be disinfected before they are ordered to take part in malicious actions. Second, the amount of NX-traffic is an order of magnitude less than the amount of full DNS traffic, which makes it easier to monitor. And third, NXDs are less privacy sensitive compared to resolving domain names because it is not possible to recover the full browser history of users from NXDs.

Nevertheless, NXDs may also contain sensitive information about individuals within an organization or confidential information about an organization as a whole. For instance, typing errors can still hint websites visited by employees. Moreover, the knowledge of NXDs generated by misconfigured or outdated software could be leveraged by an adversary to attack the organization’s network. Due to these privacy issues, it is obviously not possible to directly share benign NXDs in a collaborative ML setting for DGA detection. Thus, we consider the disclosure of benign samples to be the main privacy-critical aspect in our use case.

1 https://www.alexa.com/topsites
The goal of collaborative ML is to solve a data-driven task by using data stored by several different parties, on the assumption that more can be learned by combining knowledge from the participants’ local datasets. Thereby, collaborative learning can aid in generalization of a trained global model and is a vital tool whenever local datasets have significant pairwise statistical difference or comprise only few samples each. In the past, several approaches for collaborative learning have been proposed including: (1) Transfer Learning, (2) Ensemble constructs, (3) Teacher-Student (T/S) learning, and (4) Federated Learning (FL). In each approach, different types of intelligence are shared including trained models or parts thereof, predictions for unknown samples, or weight updates during training. Depending on the type of intelligence shared, the precision with which information on the sensitive training data may be inferred varies.

In the context of DGA detection many single-data-source approaches exist. This paper complements this research area with an analysis of collaborative learning on this task. To the best of our knowledge, such a study has not been done so far and is missing in related literature.

Our contribution primarily focuses on a comparative evaluation of different collaborative learning approaches using three different state-of-the-art classifiers. Thereby, we answer the following three research questions:

1. Is collaborative training beneficial for organizations that mostly classify data from their own network?
2. Do jointly trained classifiers improve in their detection performance for samples originating from different networks?
3. Do jointly trained classifiers improve in their detection performance with increasing participants?

The first two research questions are derived from possible real-world application environments for trained classifiers. The answer to the last research question reveals suitable approaches for DGA detection. In fact, we show that out of the four investigated collaborative ML approaches only Feature Extractor Sharing (an approach related to Transfer Learning) and FL are beneficial for DGA detection. Four collaborative ML variants based on T/S learning and Ensemble classification lead even to worse results compared to the baseline. In addition, in our study we compare three different state-of-the-art classifiers and show that different types of classifiers are better suited for different sharing approaches.

Secondary, we thoroughly discuss the privacy aspects concerning the disclosure of benign training samples for the collaborative approaches Feature Extractor Sharing and FL as well as the performance implications caused by privacy-preserving measures. As data is never directly shared in our approaches, we link data privacy solely to the trained models’ or training procedures’ vulnerability to privacy-threatening inference attacks.

2 RELATED WORK

In the following we briefly present the studied use case, introduce collaborative ML approaches as well as provide an overview on privacy research in deep learning (DL).

2.1 DGA Detection

Various approaches have been proposed in the past to capture DGA activity within networks. These approaches can be roughly divided into context-less (e.g., [10, 43, 45, 56, 61]) and context-aware approaches (e.g., [3, 6, 19, 44, 47, 58]). The former group uses information extracted only from individual domain names and ignores any contextual data to separate benign from DGA-generated domains. On the other hand, context-aware approaches use additional knowledge to further improve the detection performance. Previous studies such as [10, 45, 56, 61] have shown that the context-less approaches achieve state-of-the-art performance, are less resource-demanding, and are less privacy-invasive than context-aware approaches.

The proposed context-less ML classifiers can be further divided into feature-based such as support vector machines or random forests (e.g., [45]), and feature-less (DL) classifiers such as recurrent (RNN), convolutional (CNN), or residual neural networks (ResNet) (e.g., [10, 43, 56, 61]). When comparing both types of classifiers, it was shown that the approaches based on DL achieve superior detection performance [10, 37, 51, 56].

All of these proposed approaches have in common that they are single-data-source approaches. In this work, we use context-less DL based classifiers trained on NX-traffic to complement this research area with an analysis of collaborative learning for this detection task.

2.2 Collaborative Machine Learning

Focusing on different attributes such as communication & computation costs, retraining effort, as well as data availability, locality or privacy, yields various sharing approaches. We list the following approaches by an increasing order regarding the involvement and intercommunication of the sharing parties. Related collaborative learning or sharing approaches include (1) Transfer Learning, (2) Ensemble constructs, as well as more involved approaches, such as (3) Teacher-Student learning and (4) Federated Learning.

In Transfer Learning (e.g., [18, 34, 55, 65] and literature bodies referenced therein) a consuming party may leverage an existing neural network model pre-trained by a different party on a related task using a larger, more general, or more complex dataset than the one owned by the consumer. The consuming party can exchange and fit the tail of the model (decision layers) to its own dataset, making use of the knowledge held in the weights of the pre-trained extraction layers which remain unchanged during retraining.

Ensemble classifiers (e.g., [9, 18, 42]) denote a collection of ML models (trained on the same task) with the advantage that the individual errors of each single model are rectifiable by the others. Ensembles can be trained as a collective or constructed from pre-trained models to provide a global inference interface by combination of their distinct outputs (e.g., by averaging soft-labels or voting). In this work we view the latter case.

In a Teacher-Student (T/S) scenario (originated from [22]) one or multiple pre-trained teacher models guide the training of a student model. Guided training can, for instance, serve the purpose of improved training time on related tasks or model compression while maintaining the teacher’s behavior and utility on the certain task (a
concept known as knowledge distillation [22]). In our work, we investigate the student’s capability to retain and combine intelligence from all teachers.

Federated Learning (FL), introduced by McMahan et al. [31], enhances the state of distributed collaborative learning, as participants are not required to directly share their local private data but instead share gradient updates in an iterative training process in which local updates are aggregated and applied to a global model.

Impact of collaborative learning and sharing approaches with regard to improved performance in DL can be witnessed by examples in the research fields computer vision and natural language processing (e.g., [22, 40, 59]).

2.3 Privacy in Machine Learning

Due to its high consumption of sensitive data, DL models or training procedures have become the main suspect of research investigating threats (termed inference attacks) and defenses concerning the natural information leakage of consumed training data that is inherent to learning (e.g., [1, 2, 4, 15, 32, 36, 48]).

The most prominently researched privacy threat against classification models is the Membership Inference attack (MemI) [48] which aims at disclosing the participation of a known data sample in the training process of the targeted model. Another relevant attack is Model Inversion [15, 16] which utilizes the gradient of a model to reconstruct its inputs.

The best possible defense against inference attacks is achieved by applying well-defined cryptographic tools, such as secure multi-party computation (SMC) [41] or homomorphic encryption (HE) [38], to either the data, the model, or the learning or inference process. Unfortunately, their application on deep neural networks are accompanied by a non-negligible performance overhead [38, 41].

Differential Privacy [12] is a scheme for privacy-preserving data release and a common basis for MemI defenses. By applying deliberate noise to the ML training process, participation is hidden, e.g., on a per-sample basis, and therefore the MemI attack’s success is impeded. An extension of DP, commonly used in privacy-preserving learning, bounds the attacker’s capability of distinguishingability by $\epsilon$ with a relaxation that exceptions to the rule may occur with a likelihood of $\delta$ [13].

DP-SGD [1] is a variant of the standard stochastic gradient descent algorithm (on which many ML optimizer base) that applies $(\epsilon, \delta)$-DP noise to the gradient. PATE, by Papernot et al. [35], is another exemplary approach that accomplishes DP, in which a local ensemble of private teacher models, each trained on a distinct partition of a sensitive dataset, labels a public dataset. This single-party training procedure counters the MemI attack by hiding the contribution of the teachers’ labeling votes with targeted DP noise. Subsequently, the securely labeled data can be used to train a public student model.

Especially in sharing approaches, that include non-trivial training procedures or exchange of information through data or model sharing, privacy deserves great attention. In this work, we focus primarily on utility benefit, yet we also comment on privacy in sharing approaches that we deem beneficial for our use case.

3 EVALUATION SETUP

In this section, we provide an overview of our evaluation setup, including the state-of-the-art classifiers selected, the data sources used, our dataset generation scheme, the collaborative ML approaches examined, and the evaluation methodology used.

3.1 State-of-the-Art Classifiers

In the following, we introduce three state-of-the-art classifiers for DGA detection that will be used as part of our evaluation. All three classifiers are based on neural networks, operate on single domain names, and output a probability that indicates whether the input domains are benign or DGA-generated. We choose classifiers based on the following three aspects: (1) they achieve state-of-the-art detection performance, (2) they operate context-less, and (3) they are based on different types of neural network architectures. The latter allows us to examine whether the type of architecture used has an impact on the success of collaborative ML and, secondly, to compare the potential increase in performance. In detail, our classifier selection includes a RNN-based, a CNN-based, and a ResNet-based classifier. In addition to the output generated, all three classifiers share the same input pre-processing steps. Before a domain name is input to any classifier it is encoded using integer encoding (i.e., each unique character is replaced by a unique integer). The encoded domain names are then consumed by an embedding layer in order to incorporate semantics into the encoding. From then on, each classifier processes the embedded domain names differently, which we briefly present below. Detailed information on the implementations of the individual classifiers can be found in [10, 56, 61].

Endgame. Woodbridge et al. [56] proposed a RNN classifier based on a long short-term memory (LSTM) layer consisting of 128 nodes with sigmoid activation. We refer to this classifier as Endgame in the following.

NYU. Yu et al. [61] proposed a CNN-based model that uses two stacked 1-dimensional convolutional layers with 128 filters for separating benign from DGA-generated domain names. We refer to this model as NYU in the following.

ResNet. Drichel et al. [10] proposed a ResNet-based model for DGA binary classification. The model is build of a single residual block which incorporates a skip connection between convolutional layers. The skip connection allows the gradient to bypass the convolutional layers unaltered during training in order to counteract the vanishing gradient problem. Similar to the NYU model, the ResNet model includes two 1-dimensional convolutional layers with 128 filters in the residual.

3.2 Data Sources

In the following, we introduce five different data sources from which we obtain NXDs for our collaborative ML experiments. We use one source to obtain malicious labeled samples and four distinct sources from different networks for benign labeled data. This rich data enables us to conduct collaborative ML experiments that are similar to a real-world setting. Moreover, the different benign data sources allow us to investigate whether the collaboratively trained classifiers generalize to different networks.
3.2.1 Malicious Data: DGArchive. We obtain malicious labeled domain names from the OSINT feed of DGArchive [39]. For our evaluation we include all available samples up to September 1st, 2020. In total, DGArchive provides us with approximately 126 million unique domain names generated by 95 different DGA families.

3.2.2 Benign Data. We obtain benign labeled samples from four different data sources: two university networks (UniversityA and UniversityB), the networks of an Association of universities, and the networks of a large Company. UniversityB is also a member of the Association and thus the samples generated in the network of UniversityB are also observable in the networks of the Association. Since the time intervals of the recordings for these two data sources overlap, we remove the intersection of all samples from both records in order to prevent an artificial increase in classification performance for a jointly trained classifier if samples from both sources are used. Otherwise, it would be possible that a classifier is evaluated on a test set that contains samples that were also used to train the classifier. Additionally, we compare all domain names obtained from all benign data sources against DGArchive and remove all matches in order to clean our data as much as possible. In the following, we provide a brief overview of the benign data sources.

UniversityA. We obtained a one-month recording of September 2019 from the central DNS resolver of RWTH Aachen University which is located in Germany. This recording comprises approximately 26 million unique NXDs that originate from academic and administrative networks, student residences’ networks, and networks of the university hospital of RWTH Aachen.

UniversityB. We obtained a one-month recording from mid-May 2020 until mid-June 2020 from the networks of Masaryk University which is located in the Czech Republic. This recording contains approximately 8 million unique samples.

Association. We received additional benign samples from CESNET: an association of universities of the Czech Republic and the Czech Academy of Sciences consisting of 27 members in total. CESNET operates and develops the national e-infrastructure for science, research, and education. From this data source, we obtained a subset of occurred NXDs from the day recording of 2020-06-15. In total, we obtained approximately 362k unique samples.

Company. We obtained a one-month recording of July 2019 that comprises approximately 21 million unique NXDs from several DNS resolvers of Siemens AG which is a large company that operates in Asia, Europe, and in the USA.

3.3 Dataset Generation

In the following, we first describe our process of generating suitable datasets for our experiments using the above data sources. We provide an illustration of this process in Fig. 1 for convenience.

In order to create diverse datasets and to cope with the large amount of available training samples, we first subsample our malicious labeled data into a smaller set that includes at most 10k samples per DGA family. We include all samples for DGA families for which less than 10k samples are available. Thereby, we also include samples from underrepresented DGA families. We do this because in [11] it was shown that by including a few samples to the training of a classifier, its detection performance for underrepresented DGAs can be increased significantly without reducing its detection rates for well-represented DGAs.

From the selected subset we then split 20% (approximately 111k samples) to the testing datasets and the remaining 80% to the training datasets.

For each of our benign data sources we select individual malicious training data by subsampling 50% (approximately 223k samples) from the remaining malicious labeled samples. By subsampling from a larger common pool of malicious samples, we can create four training sets that contain both unique and duplicate malicious samples. We do this because, for a real-world scenario, it is likely that the collaborating parties are using overlapping sets of malicious samples. Note, in contrast to the benign labeled samples, the malicious samples are available in public repositories and are not privacy-sensitive.

The benign samples are not shared between different training sets as they are considered to be the main privacy-critical aspect of the collaborative DGA detection use case. We carry out a similar selection process for the benign training and testing samples. From each of the four benign data sources, we randomly subsample the same amount of benign training and testing samples as we did for malicious training and testing samples, respectively.

We use these data selections to create four training and testing dataset pairs, one for each benign data source. To this end, we combine the respective malicious and benign data selections to balanced training and testing datasets. Note that during this dataset generation we ensured that the samples included in the training and testing datasets are completely disjoint. Each of the four training
and testing datasets include approximately 446k and 223k samples, respectively.

Additionally, we create two balanced training datasets that include publicly available benign data using the same generation process. These datasets are used to train initial global models for our FL experiments. The public benign data originates from the Tranco list [28], which contains a ranking of the most popular domains that has been hardened against manipulation. Using this data we create two datasets, one contains the top entries of the list, while the benign data of the other dataset consists of random samples.

### 3.4 Methodology & Sharing Approaches

Using these datasets, we are able to precisely measure the influence of collaborative ML on the classification performance of various classifiers. To obtain meaningful results, we repeat the whole dataset generation process five times and thereby create 20 individual training and testing dataset pairs which include malicious labeled samples from DGArchive and benign data from the four benign data sources. By this means, we also generate ten training datasets used in the FL experiments for training an initial global model using publicly available data. In the following, we repeat every experiment five times and present the averages of the individual results. Note, the datasets are generated similarly to a five-fold cross validation, i.e., the testing datasets are completely disjoint with both the training datasets and the testing datasets within the repetitions.

In this work, we train all classifiers using early stopping with a patience of three epochs to avoid overfitting and assess their performance during training on holdout sets that consist of random 5% splits of the used training data.

To measure the impact of collaborative ML on classification performance, we evaluate all possible combinations of participants for each examined approach. Overall, our comprehensive study consists of 13,440 evaluation passes. The total number of individual experiments differs between the various collaborative ML approaches.

In the following, we provide an overview on the sharing approaches we consider, all of which address the problem of collaborative ML. We first present the baseline and then the different sharing approaches including the number of experiments per approach.

#### 3.4.1 Baseline

All sharing approaches are compared against the baseline to evaluate their performance. The baseline evaluations are similar to traditional training and testing of a classifier using training data from a single organization. Each organization trains their own model using their own private benign data and malicious training samples from DGArchive. No training data is shared among any organizations and also no global model is derived.

We train one classifier for each of the four organizations and evaluate them on every available test dataset. To this end, we perform five repetitions of training and testing for four organizations (University A, University B, Association, Company) and three classifier models (Endgame, NYU, ResNet), thus perform $5 \cdot 4 \cdot 4 \cdot 3 = 240$ baseline evaluations in total.

#### 3.4.2 Ensemble Classification

In Ensemble classification a global classifier is build using the classifiers trained by each organization. Similar to the baseline scenario each organization first trains a classifier using their own private benign data. These classifiers are then shared with all participants. Each party now combines the individual classifiers to an Ensemble classifier. The combination of the classifiers can be done (1) by using a majority voting system on the binary labels (hard labels) or (2) by averaging the results of the individual classifiers to a single confidence score (soft labels). A tie is possible when using the majority voting system with an even number of participants. In such a case, we resort to the soft labels approach, where we average all predictions and predict a domain name as malicious if the average is greater than 0.5 and benign otherwise.

In total there are $\binom{4}{2} + \binom{4}{3} + \binom{4}{4} = 11$ possible combinations of organizations for building a combined model using four different parties. Here, we also evaluate classifiers on all four different testing datasets, regardless of the combination of local classifiers used. Thereby, we are able to measure the generalization capability of classifiers on benign data from unknown networks. In total, we perform five repetitions using eleven possible organization combinations, two ensemble approaches (hard and soft labels), four test datasets, and three classifier models $(5 \cdot 11 \cdot 2 \cdot 4 \cdot 3 = 1320$ evaluation passes).

#### 3.4.3 Federated Learning

Federated learning (FL) [31] is a technique to train a classifier collaboratively without sharing local data. First a global model is initialized that is shared among all participants in the collaborative training. This global model can either be randomly initialized using standard initialization methods or can be pre-trained using non-sensitive public data. In this work, we evaluate FL using three different initial global models, one that is randomly initialized (Random Model), and two pre-trained models. For pre-training a global model, we make use of malicious samples from DGArchive and benign domain names from the Tranco list [28]. This list contains a ranking of the most popular domain names, which is also protected against manipulation. One pre-trained model uses the top entries of the Tranco list for benign domain names, while the other model uses random samples. In the following, we refer to these models as Tranco Top and Tranco Random, respectively. After the global model is shared among all participants an iterative training procedure is performed. The global model is trained locally by each organization using their own private training data for each federation step. The weight updates to the global model in each federation step are then shared with all other participants, such that everyone can now average the weight updates of the current step and add them to the global classifiers weights. Thereby, each party obtains the same global model that is then used within the next federation step. This iterative training process continues until the global model converges. The only data shared between the organizations are the model weight updates after each federation step and the initial global model. In this work, we investigate two federation approaches. In the first approach, we federate after each local model epoch (Federation after Model Epoch), while in the second approach we only federate once after all local models have converged (Federation after Model Convergence).

Here, we perform five repetitions using eleven organization combinations, three initial global models (Tranco Top, Tranco Random, Random Model), two possibilities for federation (after model epoch,
after model convergence), four test datasets, and three classifier models (5 · 11 · 3 · 2 · 4 · 3 = 3960 evaluation passes).

3.4.4 Feature Extractor Sharing. This sharing approach is related to Transfer Learning. All classifiers under consideration (Section 3.1) are based on DL models that make use of a fully connected (dense) layer to output the final classification score. This layer can be viewed as a sort of classification layer that performs a logistic regression for binary classification. The output of this layer is a confidence score that indicates whether an input domain is benign (score < 0.5) or malicious (score ≥ 0.5). All layers before this classification layer can be treated as a feature extractor, which produces features used for classification by the final output layer. Instead of sharing the complete classifier as in the naive Ensemble approach, here, we hope to reduce the model’s privacy leakage by sharing less layers. Thus in this approach, each organization trains a model based on their own private training data. Subsequently, the trained feature extractors are shared among all participants. Each organization now combines their own and received feature extractors to a new model. To this end, the feature extractors are applied in parallel and their outputs are concatenated and flattened. Additionally, a new dense classification layer is appended to the new model. This classification layer is not trained yet, thus the organizations freeze the weights of the feature extractors and use local training data to train the classification layer separately. In the end, each organization obtains a model which incorporates information about samples occurring in the other organizations through the shared feature extractors. The resulting models are not identical, since the training of the classification layer is performed on private training samples.

For this approach, each organization first trains a classifier using its own private benign data and derives an individual feature extractor. Then we combine the four feature extractors into eleven possible classifiers. In contrast to the two above mentioned approaches, here we require additional training to fit the final classification layer that combines the results of the shared feature extractors. Hence, in total we perform five repetitions using eleven possible organization combinations with four training datasets, four test datasets, and three classifier models (5 · 11 · 4 · 2 · 4 · 3 = 2640 evaluation passes).

3.4.5 Teacher-Student. The last examined sharing approach is based on a Teacher-Student (T/S) setup. Here, an organization queries trained classifiers of other organizations (teacher) in order to obtain labels for their own data. This labeled data is then used by the querying organization to train an own classifier (student). Using this approach the teacher classifiers are not exposed to the organization that is training the student classifier. Thereby, white-box attacks against the privacy of an organization that provides the labeling service are not applicable. Usually more than one teacher is involved in the labeling process of a training sample, thus the individual labels or scores need to be combined. Similar to Ensemble classification, we examine two approaches: (1) majority voting on binary labels (hard labels) and (2) soft labeling by averaging confidence scores. When using the majority voting approach, a tie is resolved in the same way as in Ensemble classification. For this approach no global shared model is trained, instead every party again derives an individual model similar to Feature Extractor Sharing.

We train classifiers that are similar to the baseline classifiers as teacher models for this approach. Similar to Feature Extractor Sharing, here we need a training dataset that is labeled by the teachers and used for training a student classifier. Thus, in total we perform five repetitions using eleven possible organization combinations with four training datasets, two teacher result combination approaches (hard and soft labeling), four test datasets, and three classifier models (5 · 11 · 4 · 2 · 4 · 3 = 5280 evaluation passes).

3.4.6 Evaluation Metrics. As the benign training samples are identified as the main privacy-critical aspect of this use case we mainly use the false positive rate (FPR) as a proxy to determine the possible gain or loss in classification performance. Moreover, we argue that a low FPR is the most important attribute of a suitable classifier.

Otherwise normal operation of a network would not be possible with too many false alarms. For the sake of completeness, we additionally provide the results for the accuracy (ACC) and the true positive rate (TPR) which is a proxy for determining the amount of detected DGA-generated domain names. Note that we use the same malicious samples in all four testing datasets within an experiment repetition. Thereby, we reduce the impact of the malicious samples on the ACC metric and thus ease the measurement of the classifiers’ generalization ability for unseen benign samples that come from different networks.

3.4.7 Sharing Scenarios. The sharing approaches are evaluated in different scenarios which are derived from research questions on possible real-world application environments for trained classifiers.

Best Case. In this scenario, multiple network operators jointly train a classifier and are mostly interested in a good performance in their own networks. This is related to the following research question: is collaborative training beneficial for organizations that mostly classify data from their own distribution? In this best-case scenario, we provide averaged results for classifiers that are evaluated only on the test datasets containing samples coming from the organizations involved in the training.

Average Case. The average of all evaluations is used as a general performance indicator of the trained classifiers for each collaborative ML approach. We use this scenario for a comparative evaluation of the different sharing approaches.

Worst Case. The worst-case scenario is contrasting the best-case scenario. Here, classifiers are evaluated on all test datasets that contain samples from organizations that have not participated in the classifier training. Using this scenario, we examine the generalization capability of collaboratively trained classifiers (i.e., whether the classifiers improve in their detection performance for samples originating from different networks).

4 EVALUATION RESULTS

In this section, we present the results of our comprehensive study. First, we highlight differences between the four organizations’ data and provide an overview of the performance in the three sharing scenarios. Subsequently, we present the results of our comparative evaluation. Finally, we analyze the effect of the number of participants in collaborative ML.
4.1 Network Differences & Sharing Scenarios

To better explain the actual evaluation steps and to detail the calculations done for the different sharing scenarios we present the average scores for five repetitions of the baseline experiment using the Endgame classifier in Table 1. We provide the results for the Endgame classifier as an example. The results for the NYU and ResNet models are similar.

Here we list the average scores for the five repetitions of Endgame classifiers per training dataset used and per test dataset separately. The TPRs per training network are equal for all test networks as we use the same malicious samples within all four test datasets within an repetition (see Section 3.3 and Section 3.4.6).

The best FPRs on the individual test networks are always achieved by the classifiers that were trained using benign samples which originate from the same network as the testing samples. This is expected since those classifiers are specifically trained to extract and classify characteristics of the benign domain names from the respective network. For example, benign samples from different networks may miss certain features or exhibit other characteristics. The average of the table entries where the train network is equal to the test network represents the best-case scenario and is presented at the bottom of the table.

The classifiers trained using benign samples from distinct networks achieve different results for the individual test datasets. Samples from the Association are most commonly classified wrong. In some cases the FPR for these evaluations is even greater than 6%. We reckon that this is due to the fact that the samples from this network are the most diverse as they originate from over 27 different organizations. Moreover, we filtered out the intersection of the samples from the UniversityB network with the samples from the Association as both networks are interconnected. Thereby, we likely removed easily recognizable samples that are naturally occurring in both networks. This could be the reason for the larger TPRs for UniversityB and the Association compared to those for the other two networks.

Similarly to the best case, we provide the results for the average and worst case in the lower part of Table 1. While the average case is calculated using the average of all table entries, the worst case only contains the results of the entries for which the train network differs from the test network. The results for the different sharing scenarios are not of interest for the baseline evaluation. As could be expect, the best case results are better than the average case results, which are better than the worst case results.

4.2 Sharing Approaches

In this section, we compare the different approaches for collaborative ML. First, for comparison and to show that training on publicly available data is not enough for DGA detection on private data, we display the averaged results achieved by the two different types of pre-trained models that we use within our FL experiments for all three classifier types over all test datasets in Table 2.

All six trained classifiers yield high FPRs between 33% and 59%, indicating that training on publicly available data alone is insufficient for classifying privacy-sensitive domain names.

In Table 3, we present the results for the average case, for all classifiers, and all collaborative ML approaches examined.

In order to assess whether the collaborative training is beneficial we additionally provide the baseline results at the top of the table. For convenience, we color table entries red if the scores are worse than the ones of the baseline and green otherwise. All approaches except for the FL setting Random Model - Model Convergence achieve better TPRs than the baseline. This is an expected outcome because the training datasets used by the individual organizations contain additional malicious labeled samples from which a collaboratively trained classifier can learn. Thus, due to collaboration, intelligence about additional malicious labeled training samples is combined in the jointly trained classifiers.

The only exception is the FL setting Random Model - Model Convergence. In this setting, we use a randomly initialized model and federate the updates of the local models after they converged. While the NYU and the ResNet model are still functional and only achieve slightly worse classification scores, the TPR of the Endgame classifier falls from over 99.9% (baseline) to 55%. We reckon the reason to be that the model updates from a random initialized model to a fully converged model vary quite large and the individual organizations optimize their models to different local optima. Averaging and applying all model updates may result in an non-optimal global model. The Endgame model is far more affected by this compared to

| Train Network | Test Network | ACC   | TPR   | FPR   |
|---------------|--------------|-------|-------|-------|
| UniversityA   | UniversityA  | 0.99851 | 0.99968 | 0.00267 |
| UniversityA   | UniversityB  | 0.99304 | 0.99968 | 0.01359 |
| Association   | UniversityB  | 0.96892 | 0.99966 | 0.06184 |
| Company       | UniversityB  | 0.99834 | 0.99966 | 0.00300 |

| UniversityB   | UniversityB  | 0.99717 | 0.99966 | 0.00532 |
| UniversityB   | Association  | 0.99808 | 0.99966 | 0.00350 |
| Association   | Association  | 0.97180 | 0.99966 | 0.05606 |
| Company       | Association  | 0.99853 | 0.99966 | 0.00259 |

| Association   | Company      | 0.99674 | 0.99739 | 0.00390 |
| Company       | Company      | 0.99444 | 0.99739 | 0.00852 |
| Company       | Company      | 0.99645 | 0.99739 | 0.00450 |
| Company       | Company      | 0.99771 | 0.99739 | 0.00196 |

| Best Case     |              | 0.99798 | 0.99910 | 0.00315 |
| Average Case  |              | 0.99103 | 0.99910 | 0.01703 |
| Worst Case    |              | 0.99888 | 0.99910 | 0.00192 |

| Company       | UniversityB  | 0.9823  | 0.99968 | 0.02122 |
| Company       | Association  | 0.99037 | 0.99968 | 0.01894 |
| Company       | Association  | 0.96833 | 0.99966 | 0.06302 |
| Company       | Company      | 0.98888 | 0.99968 | 0.00192 |

| Best Case     |              | 0.99798 | 0.99910 | 0.00315 |
| Average Case  |              | 0.99103 | 0.99910 | 0.01703 |
| Worst Case    |              | 0.99888 | 0.99910 | 0.00192 |

| Classifier    | Benign Data  | ACC   | TPR   | FPR   |
|---------------|--------------|-------|-------|-------|
| Endgame       | Tranco Top   | 0.68329 | 0.95492 | 0.058834 |
|               | Tranco Random| 0.67730 | 0.95054 | 0.059594 |
| NYU           | Tranco Top   | 0.68612 | 0.94876 | 0.057652 |
|               | Tranco Random| 0.71336 | 0.94310 | 0.051637 |
| ResNet        | Tranco Top   | 0.78667 | 0.94952 | 0.37617 |
|               | Tranco Random| 0.79899 | 0.93619 | 0.33821 |

In this setting, we use a randomly initialized model and federate the updates of the local models after they converged. While the NYU and the ResNet model are still functional and only achieve slightly worse classification scores, the TPR of the Endgame classifier falls from over 99.9% (baseline) to 55%. We reckon the reason to be that the model updates from a random initialized model to a fully converged model vary quite large and the individual organizations optimize their models to different local optima. Averaging and applying all model updates may result in a non-optimal global model. The Endgame model is far more affected by this compared to
the CNN-based NYU and ResNet model. This is due to the fact that RNNs are processing inputs sequentially. Averaging the weight updates of fully converged models that are used to process sequential data can thus result in a non-functional global model. In the following, we exclude the FL setting Random Model - Model Convergence from our study and mainly focus on the FPR for our assessment.

All other FL scenarios lead to an improvement compared to the baseline results. Here, the Endgame model performs significantly better in scenarios where a pre-trained initial global model was used. We assume that this is due to the fact that when using a pre-trained model, there are significantly fewer gradients towards local optima for participants to optimize their models. Similar to the FL setting Random Model - Model Convergence, this is an important property, especially for RNN-based classifiers. In contrast, the ResNet model achieves the best results using the randomly initialized model. In all FL settings, federating after each model epoch achieves better results than federating after model convergence.

The only other approach that leads to better classification results is Feature Extractor Sharing. The achieved results are comparable to the ones achieved by FL.

Ensemble classification and the T/S approach lead to worse results than the baseline. Comparing both approaches, the T/S approach yields a lower FPR for all three classifier types. Furthermore, with either approach, it makes little difference whether soft or hard labels are used.

While the absolute improvement achieved by collaborative ML may seem rather small, the relative reduction in the FPR is significant and could be decisive for the real-world application of classifiers. Compared to the baseline classifiers, the best approaches achieve on average a FPR reduction of 51.7%, 31.9%, and 44.3% for Endgame, NYU, and ResNet, respectively.

In summary, additional malicious samples in collaborative ML improve the TPRs for all sharing approaches. In the average-case scenario, only the collaborative ML approaches Feature Extractor Sharing and FL are advantageous for the use case of DGA detection. Using federation after model epoch leads to better results than federation after model convergence in FL.

### 4.3 Collaboration Analysis

In this section, our goal is to determine whether an increasing number of participants has a positive or negative effect on the classification performance of jointly trained classifiers. To this end, we investigate two scenarios.

In the first scenario, we make use of the best-case scenario defined in Section 3.4.7. Here, organizations want to use jointly trained classifiers to classify samples from their own networks most of the time. Thus, our goal is to determine whether the classification performance on those samples increases or decreases with an increasing number of participants. Thereby, organizations can decide whether or not it makes sense to use a collaboratively trained classifier for their own network.

In the second scenario, the worst case, we want to determine whether an increasing collaboration improves the generalization capabilities of the classifiers and thus the classification performance on samples from external networks.

We again use the FPR as a proxy to determine the performance of the classifiers. In Table 4, we present the achieved FPR scores for the different collaborative ML approaches and classifier types separated by the number of participants.

For visibility, we omit the ACC and the TPR metric, however, most of the time a better or worse FPR correlates with a better or worse ACC. In this evaluation we are not primarily interested in comparing the achieved scores of the different approaches with the performance of the baseline that is presented at the top of the table. Rather, we are interested in whether an increasing cooperation improves or worsens the performance achieved. Thus, we color code the entries different to Table 3. Here, we mark all table entries for the different collaborative ML approaches and classifier types separated by the number of participants.

For visibility, we omit the ACC and the TPR metric, however, most of the time a better or worse FPR correlates with a better or worse ACC. In this evaluation we are not primarily interested in comparing the achieved scores of the different approaches with the performance of the baseline that is presented at the top of the table. Rather, we are interested in whether an increasing cooperation improves or worsens the performance achieved. Thus, we color code the entries different to Table 3. Here, we mark all table entries green if they are always improving with an increasing number of participants. When the approaches produce consecutive worse results we color them red. We do not color any entries for approaches for which the increases or decreases in classification performance are not consecutive. In the following, we present the evaluation results for the best and worst case in detail.

#### 4.3.1 Best Case

Most of the collaborative approaches achieve (1) worse results compared to the baseline and (2) are decreasing in classification performance with increasing participants. This behavior can be explained by the fact that the baseline’s best-case
The more participants, the less the classifiers are specialized on participants is Feature Extractor Sharing. Moreover, for all three the best-case scenario, the classification performance decreases. Therefore, in the more classifiers there are in an ensemble, the less influence a uses classifiers that are similar to the baseline classifiers. However, samples of a single network. For example, Ensemble classification an increasing number of participants can be explained similarly. baseline. The fact that these approaches achieve worse results with more generalized and thus achieve worse results compared to the other approaches. The collaborative ML approaches, on the other hand, incorporate also information of samples from other networks. Thereby, they are less specialized in classifying samples that originate from the same network as the training samples used. Thus, it is not surprising that the baseline classifiers achieve almost the best results compared to the other approaches. The collaborative ML approaches, on the other hand, incorporate also information of samples from other networks. Thereby, they are less specialized in classifying samples from a single network but rather are more generalized and thus achieve worse results compared to the baseline. The fact that these approaches achieve worse results with an increasing number of participants can be explained similarly. The more participants, the less the classifiers are specialized on samples of a single network. For example, Ensemble classification uses classifiers that are similar to the baseline classifiers. However, the more classifiers there are in an ensemble, the less influence a single classifier has on the final classification result. Therefore, in the best-case scenario, the classification performance decreases. The only approach that improves with an increasing number of participants is Feature Extractor Sharing. Moreover, for all three classifier types, Feature Extractor Sharing achieves better FPRs than the baseline. This is because this approach creates models that are similar to the baseline but also incorporates additional information about samples from other networks via feature extractors that are applied in parallel. Since the shared feature extractors are not retrained, information about samples from individual networks is very well preserved with this approach. In addition, the intelligence incorporated in the shared feature extractors is harnessed by this approach and leads to improvement even beyond baseline. Note, although the differences in FPRs are rather small, we argue that our results are significant because of the large amount of evaluations done and the fact that this behavior is observable for all three types of classifiers.

From these results it can be seen that only Feature Extractor Sharing is beneficial in the best-case scenario, where organizations want to use collaborative ML classifiers to classify samples from their own network most of the time.

### 4.3.2 Worst Case
In this scenario, we evaluate whether an increasing number of participants improves the detection performance of jointly trained classifiers for samples that originate from external networks. Since we only have four different sources of benign data, the maximum number of participants in this scenario is three.

| Approach                     | Parties | Best Case | Worst Case |
|------------------------------|---------|-----------|------------|
|                              |         | Endgame   | NYU        | ResNet     | Endgame   | NYU        | ResNet     |
| Baseline                     | -       | 0.00315   | 0.00328    | 0.00326    | 0.02166   | 0.02024    | 0.02078    |
| Ensemble: Soft Labels        | 2       | 0.02149   | 0.02023    | 0.02081    | 0.02420   | 0.02306    | 0.02376    |
|                              | 3       | 0.02393   | 0.02266    | 0.02316    | 0.02493   | 0.02409    | 0.02387    |
|                              | 4       | 0.02489   | 0.02402    | 0.02366    | -         | -          | -          |
| Ensemble: Hard Labels        | 2       | 0.02068   | 0.01978    | 0.01887    | 0.02399   | 0.02242    | 0.02127    |
|                              | 3       | 0.02332   | 0.02207    | 0.02077    | 0.02462   | 0.02322    | 0.02186    |
|                              | 4       | 0.02404   | 0.02316    | 0.02167    | -         | -          | -          |
| FL: Random Model - Model Epoch | 2     | 0.00464   | 0.00620    | 0.00465    | 0.02032   | 0.01886    | 0.01668    |
|                              | 3       | 0.00738   | 0.00922    | 0.00516    | 0.02122   | 0.01786    | 0.01473    |
|                              | 4       | 0.01120   | 0.01120    | 0.00624    | -         | -          | -          |
| FL: Tranco Top - Model Convergence | 2 | 0.00803   | 0.00783    | 0.00856    | 0.01769   | 0.01841    | 0.01924    |
|                              | 3       | 0.01147   | 0.01170    | 0.01230    | 0.01723   | 0.01834    | 0.01877    |
|                              | 4       | 0.01267   | 0.01365    | 0.01415    | -         | -          | -          |
| FL: Tranco Top - Model Epoch | 2       | 0.00361   | 0.00555    | 0.00410    | 0.01571   | 0.01905    | 0.01655    |
|                              | 3       | 0.00491   | 0.00879    | 0.00597    | 0.01492   | 0.01830    | 0.01573    |
|                              | 4       | 0.00591   | 0.01205    | 0.00780    | -         | -          | -          |
| FL: Tranco Random - Model Convergence | 2 | 0.00719   | 0.00745    | 0.00974    | 0.01763   | 0.01799    | 0.01889    |
|                              | 3       | 0.01022   | 0.01062    | 0.01297    | 0.01680   | 0.01773    | 0.01831    |
|                              | 4       | 0.01185   | 0.01235    | 0.01428    | -         | -          | -          |
| FL: Tranco Random - Model Epoch | 2 | 0.00351   | 0.00520    | 0.00394    | 0.01551   | 0.01857    | 0.01593    |
|                              | 3       | 0.00458   | 0.00877    | 0.00599    | 0.01397   | 0.01775    | 0.01557    |
|                              | 4       | 0.00575   | 0.01146    | 0.00958    | -         | -          | -          |
| Feature Extractor Sharing    | 2       | 0.00306   | 0.00303    | 0.00314    | 0.01871   | 0.01756    | 0.01804    |
|                              | 3       | 0.00295   | 0.00302    | 0.00307    | 0.01796   | 0.01722    | 0.01784    |
|                              | 4       | 0.00293   | 0.00298    | 0.00302    | -         | -          | -          |
| T/S: Soft Labels             | 2       | 0.00328   | 0.00339    | 0.00339    | 0.02264   | 0.02143    | 0.02198    |
|                              | 3       | 0.01735   | 0.01703    | 0.01646    | 0.02252   | 0.02171    | 0.02247    |
|                              | 4       | 0.01822   | 0.01776    | 0.01744    | -         | -          | -          |
| T/S: Hard Labels             | 2       | 0.00329   | 0.00331    | 0.00333    | 0.02386   | 0.02132    | 0.02103    |
|                              | 3       | 0.01725   | 0.01795    | 0.01650    | 0.02208   | 0.02246    | 0.02218    |
|                              | 4       | 0.01766   | 0.01761    | 0.01694    | -         | -          | -          |
The results obtained for the Ensemble classification deteriorate as the number of participants increases for all three classifiers. The FPRs for the T/S approach improve only for the Endgame classifier. However, the achieved rates are worse than those of the baseline.

For FL, the FPRs improve in all settings and for all classifiers except for Endgame when a randomly initialized model is used. We assume that this is due to the same reasons given in Section 4.2. The ResNet classifier, however, achieves the best results using a randomly initialized model. The achieved FPRs for Endgame and ResNet using federation after model epoch are significantly lower than for the approaches that make use of federation after model convergence. For the NYU classifier, no significant difference can be measured for the various models.

For Feature Extractor Sharing, the FPRs achieved improve with an increased number of participants for all three classifier types. However, the rates are significantly worse than the ones achieved by Endgame and ResNet using FL with federation after model epoch. For NYU, the rates are comparable to those seen in the FL settings.

In summary, in the worst-case scenario, only the Feature Extractor Sharing and FL approaches improve in performance with an increasing number of participants and achieve better scores than the baseline. FL with federation after model epoch achieves best results for Endgame and ResNet and thus generalizes best to different networks. When comparing the different types of classifiers, Endgame and ResNet are better suited for FL than NYU. For RNN-based classifiers pre-trained initial models should be used.

5 PRIVACY DISCUSSION

We complement our most beneficial approaches, Feature Extractor Sharing and FL, with a thorough discussion on relevant privacy-threatening inference attacks.

5.1 Feature Extractor Sharing

Partial models are shared in this approach, giving an adversary white-box access to the gradient computation and the weights, that are directly influenced by the data in the learning process.

5.1.1 Model Inversion. In a white-box setting, gradient-based Model Inversion attacks [15, 16] may be deployed to iteratively reconstruct an input to the shared model utilizing its gradient and a loss comparing the desired output and the model’s output for the reconstructed input. The reason we consider this a minor threat is two-fold: (1) Model Inversion attacks do not perform well in practice, especially if the targeted model is highly complex (in number of layers or weights) [23]. (2) Reconstructing true inputs, requires to know a set of the targeted party’s feature vectors, which are however not shared in this approach.

5.1.2 Membership Inference. The classic MemI attack is defined for complete classifier models, i.e., with a final softmax output. Theoretically, the MemI attack setup (as in [48]) could be redefined for the case of a partial model. To the best of our knowledge such research has, however, not been conducted yet.

5.2 Federated Learning

The FL paradigm was proposed to enhance the data privacy for participants by reducing the exposure of their data. This alone is not sufficient, as attacks still threaten data privacy in FL [29, 46].

5.2.1 Gradient Leakage. To retain valuable contribution from parties in FL, it is crucial to ensure the non-disclosure of a participant’s local data. However, retaining data locality in FL is not sufficient, as [33, 63, 64] demonstrate the necessity to shield gradient updates from inspection by the aggregating instance(s) that may reconstruct or infer sensitive data. Inference attacks during execution of the FL protocol can be rendered infeasible via a secure aggregation protocol [8], which computes the global average gradient in a SMC protocol that completely obstructs the inspection of local updates, thereby providing the best possible privacy. Multiple improvements have been proposed (e.g., [21, 50]): With the currently best performance overhead of O(NlogN) per FL round [50], deploying secure aggregation is easily applicable in our use case with N ≤ 4 parties.

5.2.2 Membership Inference. In FL, a MemI attack against the globally trained model threatens disclosure of participation on both sample level (i.e., the classic MemI attack [48]) as well as on client level [54]. A multitude of DP-driven research in FL exists (e.g., [17, 23, 25–27, 62]), that propose or investigate DP-based defenses and on occasion examine the inherent privacy/utility trade-off. Improvements of or alternatives to the classic DP-SGD for the FL setting are proposed in [24, 60], any of which can be applied to the local training of each party. DP yields sound privacy guarantees w.r.t. the bounds (ε, δ), the quality of which are however influenced by the individual use case and its available data and hence, application of DP would require a further assessment of the resulting privacy/utility trade-off.

5.2.3 Byzantine Attackers. Our work only considers the presence of trusted parties, yet for completeness we also give a quick view on Byzantine parties in FL [7], that are defined by arbitrary or faulty behavior, including intentional misbehavior such as privacy-threatening Free-riding [14] or sabotage (as in Poisoning [53] or Backdooring [5, 52]).

Distributed learning in the Byzantine setting has been studied in [7, 30] (and larger literature bodies referenced in [20, 49]). Blanchard et al. [7] argue that a single Byzantine user can influence any linear aggregation mechanism, and therefore also model conversion, to an arbitrarily large extent and present their first Byzantine-tolerant defense termed Krum. Other effective defenses have been proposed, which base on Krum or utilize similar insights that updates from malicious FL parties are separable from benign ones and can be filtered out [7, 49, 53, 57]. Malecki et al. [30] propose a Byzantine-robust and Sybil-resistant defense.

So et al. [49] additionally present an integration of their defense mechanism into the secure aggregation protocol by Bonawitz et al. [8] utilizing secure distance computation via HE. Unfortunately, Guerraoui et al. [20] provide first insights into the incompatibility of DP-based and Byzantine defenses.
6 CONCLUSION

In this paper, we performed a comprehensive study of collaborative ML for the real-world use case of DGA detection and discussed the privacy implications caused by beneficial sharing approaches. Thereby, we identified advantageous and disadvantageous approaches for different types of classifiers and showed that collaborative ML can lead to a reduction in FPR by up to 51.7%. Additionally, we showed that the usage of publicly available data is insufficient for DGA detection on private data. This shows the need for privacy-preserving collaborative ML approaches to make use of the advantages provided by classifying NXD for DGA detection. In two real-world cases, we have shown that greater participation in collaborative ML does not always lead to better classification results. In fact, we only assess Feature Extractor Sharing and FL of the four examined collaborative ML approaches as beneficial for DGA detection. Feature Extractor Sharing should be used if a party wants to classify samples that come from their own network most of the time. FL on the other hand generalizes best to unknown networks. The four examined collaborative ML variants based on T/S learning and Ensemble classification lead to worse results than the baseline.

In terms of privacy, we have additionally discussed the applicability of inference attacks in our two beneficial approaches. Related state-of-the-art defense mechanisms enable enhanced privacy for sharing in our use case with negligible overhead. For the Meml attack it remains to assess the privacy/utility trade-off, that is inherent to DP-based defenses and the data in our use case. Also, Meml on partial models (Feature Extractor Sharing) is not regarded in prior work so far.
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