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ABSTRACT

The paper proposed an algorithm which purpose is searching for a substring of characters in a string. Principle of its operation is based on the theory of non-deterministic finite automata and vector-character architecture. It is able to provide the linear computational complexity of searching for a substring depending on the length of the searched string measured in the number of operations with hyperdimensional vectors when repeatedly searching for different strings in a target line. None of the existing algorithms has such a low level of computational complexity. The disadvantages of the proposed algorithm are the fact that the existing hardware implementations of computing systems for performing operations with hyperdimensional vectors require a large number of machine instructions, which reduces the gain from this algorithm. Despite this, in the future, it is possible to create a hardware implementation that can ensure the execution of operations with hyperdimensional vectors in one cycle, which will allow the proposed algorithm to be applied in practice.
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1. INTRODUCTION

Currently, there is a steady growth of information volume available for search and analysis, caused by continuous technological development in the field of information technology. The change in the nature and total volume of world data over the past few decades is described in [1-5] and is graphically presented in Figure 1. This phenomenon was called the term Big Data, which does not have a strict definition. However, in the literature, they usually imply a volume of data that cannot be completely processed by existing algorithms in a reasonable time [6] or in real time [7]. Undoubtedly, the search for information in a huge variety of data is one of the key problems for the solution of which new algorithms and methods are regularly proposed, including cloud computing [8] and specialized computing systems [9]. Since the nature of information is different, classical problems are distinguished, which underlie specialized search algorithms. One of these classic tasks is the task of searching for a substring of characters in a string. Many information retrieval tasks are reduced to this task, for example, information retrieval in database
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management systems and a number of other tasks. There are many well-known algorithms for solving this task, such as the Boyer-Moore-Horspul algorithm which uses the offset table [2], the Rabin-Karp algorithm based on hashing [10], the Knut-Morris-Pratt algorithm using the prefix function [11] and others. In the worst case, the best of these algorithms provide a linear dependence of computational complexity on the sum of the lengths of the target and desired strings. In this paper, we propose an algorithm that has a fixed linear complexity depending on the length of the desired string. It should be noted immediately that the computational complexity of the proposed algorithm is measured in vector operations. Therefore, the time complexity of the algorithm is determined by the availability of hardware support for such operations by the computing platform.

Figure 1. Changes in the nature and total volume of world data

The paper is structured as follows. Section 2 presents a small overview of the mathematical apparatus concerning non-deterministic finite automata; this overview is used later in section 3 for the formalized writing of a substring search algorithm for characters in a string that does not have linear dependence of complexity yet. Section 4 gives a brief description of the hyperdimensional vector algebra, which is the basis of the vector-character architecture and is used in section 5 for the synthesis of a hyperdimensional vector for an arbitrary non-deterministic automaton. Also in Section 5, it is shown that using the obtained hyperdimensional vector, it is possible for the number of operations, linearly dependent on the number of input characters, to determine the resulting state of the corresponding non-deterministic automaton, thereby ensuring the linear complexity of the algorithm described in Section 3. The output is presented in section 6.

2. RESEARCH METHOD

2.1. Nondeterministic finite state automata

An abstract automaton is a mathematical model of a discrete device that has one input, one output, and is at any time in one of the many internal states. An automaton is called finite if the set of its internal states is finite [12]. In this case, the total internal memory of the finite state automaton is equal to $\log_2 N$ bits, where $N$ is the power of the set of states occupied by the finite automaton [12, 13]. There are several ways to specify a finite state automaton, we consider two of them, they will be used in this work.
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The first method involves setting a finite state automaton in the form of a four-element tuple \( <S, s_0, C, T> \), where:
- \( S \) is a set of particular states of a finite automaton;
- \( s_0 \) is an initial generalized state of an automaton;
- \( C \) is a set of input characters of a finite state automaton;
- \( T \) is a set of transitions, each element of which is a tuple of the following form \( t^j = <v^j, w^j, z^j> \), here \( v^j \) is the state from which the automaton passes under the influence of the signal \( w^j \) to \( z^j \), i.e. \( v^j, z^j \in S. \ w^j \in C \).

The second way of setting is graphical, with the finite state automaton being represented as a labelled oriented graph, where the vertices are the states of the automaton and the arcs are transitions labelled with the characters of the input alphabet, under the action of which the corresponding transition occurs. In addition, the graph vertex is additionally labelled, usually with the character \( s_0 \); it is the initial state of the finite state automaton. An example of a graphical representation of a finite state automaton is shown in Figure 2.

The obvious disadvantage of classic finite automata (also called deterministic finite automata) is the small amount of data that the automaton is able to store as its internal state. The second disadvantage is the weak expressiveness abilities of deterministic finite automata expressed in the absence of means of describing parallel processes. Both of these problems solve the expansion of finite automata, called non-deterministic finite automata, which should not be confused with probabilistic finite automata.

A non-deterministic finite state automaton is a finite state automaton that allows for the availability of several transitions from one state to another under the action of the same input character, and non-deterministic automata also allow the possibility of using an empty character for the transition. As a consequence, a non-deterministic finite state automaton is capable of residing simultaneously in several states, called particular ones. At first glance, this contradicts the definition of an abstract automaton, which is a nondeterministic finite automaton. However, there is no contradiction here, since the complete state of the automaton is a subset of the particular states in which the automaton resides at the moment. Thus, the total number of complete states of an automaton is \( 2^N \), where \( N \) is the number of particular states of a nondeterministic finite automaton. Thus, the number of complete states of a non-deterministic finite state automaton is much larger than the deterministic one; as a result, the amount of data that a non-deterministic finite state automaton is capable of storing is \( N \) bits, where \( N \) is the number of particular states of the automaton. This solves the first of the problems described above. The problem of simulating parallel processes arises from the definition of non-deterministic finite automata, namely, the ability to be simultaneously in several states, as a result, in one clock cycle of the automaton to move simultaneously, that is in parallel, into several other states. An example of a non-deterministic finite state automaton is presented in Figure 3. It is easy to make sure that the machine is non-deterministic: it is enough to look at the transitions from the states \( s_0 \) and \( s_2 \), they are labelled with the same characters (a character labels transitions from the state \( s_0 \) and character \( c \) labels transitions from the state \( s_2 \).

![Figure 2. The finite state automaton, given in a graphical way](image1)

![Figure 3. Example of a non-deterministic finite state automaton](image2)

However, another case is possible when an automaton is also non-deterministic, with no arc labelled with an empty character, and more than one arc is labelled with the same character doesn’t go out of one state. Such a case is possible if the automaton initially exhibits the property of non-determinism, that is, its initial state is represented as a subset of several particular states. At the end of the consideration of the non-deterministic finite automata mathematical apparatus, we should mention the determinism
theorem which states that for any non-deterministic finite automaton an equivalent deterministic finite automaton can be constructed. In this case, the number of states of an automaton after determinism in the general (worst) case is $2^N$, where $N$ is the number of particular states of a non-deterministic finite automaton.

3. RESULTS

As was shown above, the finite automata mathematical apparatus considered in the previous section allows describing parallel processes in contrast to deterministic finite automata. This property will be used in this section when describing the algorithm for solving the problem posed at the beginning of the work, namely, searching for a substring in the character string. The proposed algorithm allows determining only the fact of availability of the required string in the target string, but not its position. However, in the majority of cases, the latter is not required, for the overwhelming number of tasks using search for a substring, it is the answer to the question of availability that is important, without clarifying the position.

We take the word “hillbillies” as the target string, this word is interesting because it is the longest that you can “type” on the calculator. To do this, type 53177187714 and turn the calculator upside down. Of course, this is nothing more than a curious fact and the target word can be any, as well as the desired one, it will in no way affect the search result. We now proceed directly to the description of the search algorithm. It consists of the following:

a. We synthesize a nondeterministic finite state automaton for searching the necessary substrings.
b. We submit the next character of the string to the input of the automaton.
c. Go to the next character of the string, if it is not, go to step 5.
d. Go to step 2.
e. We check the complete state of the automaton (which is a subset of the particular states of the automaton) for emptiness. The power (potency) of this set is equal to the number of occurrences of the desired string in the target string. If the set is empty, then the substring is not found.

All points of the algorithm are simple and do not cause questions, except the first. We consider in detail how a non-deterministic automaton is synthesized to search for a substring. First of all, it should be noted that the structure of the automaton depends only on the target string and does not depend on the desired one; hence we can conclude that once synthesized, the automaton for the target string can be reused for the various required strings. The similar task (search of various substrings in the same strings e) meets rather often. It should be noted that the algorithm is effective in this case since the evaluation of the computational complexity of the algorithm does not read the time for the synthesis of the automaton, assuming that it will be synthesized once, while the search for substrings will be performed repeatedly for different substrings. All these limitations are important to consider when using the proposed algorithmic solution.

The synthesized automaton has a linear structure, the number of transitions is equal to the length of the target string, and the number of particular states is one more, respectively. The full initial state of the automaton is a subset that includes all particular states of the automaton (it is not necessary to include the last state, however; in Section 5 it will be shown that due to this greater unification is achieved and fewer operations are required). Let us describe the synthesis of the automaton in general form. Let the target string be given as an ordered set of characters $A = \{a_i\}$. Then $a_1$ is the first character of the string, $a_2$ is the second, and so on. The length of the string, respectively, is $n = |A|$. And the automaton can be represented as follows as shown in Figure 4.

![Figure 4. General view of a non-deterministic automaton for searching a substring](image-url)

Here, grey color marks the particular states in which the automaton resides (as mentioned above, at the initial moment, these are all particular states). We go back to the example described above and implement the synthesis of a non-deterministic finite automaton to search for a substring in the target string “hillbillies”. The resulting automaton is shown in Figure 5.
We take “illb” as the desired substring; this substring is chosen for a more visual demonstration of the algorithm. We consider the algorithm step by step; at each step, we will submit one character of the desired string and see how the full state of the automaton changes (a subset of particular states). Particular states in which the automaton resides will also be labelled in grey. After submitting to the input of the automation of the character “i” which is the first character of the desired string, the automaton will go to the state shown in Figure 6.

It can be seen from the above picture that the entered character “i”, or rather a substring consisting so far only of one character, occurs 3 times (this is equal to the power of the subset describing the full state of the automaton). Next, the second character of the required substring "l" is fed to the input of the automaton. The resulting state of the automaton is shown in Figure 7.

This figure shows that the sequence “ill” occurs only twice (equal to the number of particular states in which the automaton resides). Then the third character of the required string “l” is delivered to the input. The resulting state of the automaton is shown in Figure 8.
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At the last step, the character “b” is fed to the input of the automaton, which is the last character of the desired substring. The resulting state of the automaton is shown in Figure 9. Figure 9 shows that after delivery of the desired substring to the input of the automaton, the last will go to the full state, including only one particular state; it follows that the required substring was found in the target string, and only once. The described algorithm in its present form has a computational complexity equal to the product of the lengths of the target and the desired strings, because at each step, in general, all transitions of the automaton (the number of which, as was shown earlier, is equal to the length of the target string) can actuate, and the number of steps is equal to the length of the required strings. The following sections briefly describe the vector-character architecture and propose on its basis a simulation method for a non-deterministic automaton that, within this architecture, requires a number of operations which is linearly dependent on the length of the input sequence. This will allow the achievement of the linear complexity of the described search algorithm.

3.1. Vector-character architecture

Vector-character architecture is a well-established name for the presentation of semantically related information. It is based on bio-inspired methods which are based on one of the mechanisms of brain activity. As it is known, relatively simple mental events involve a very large number of scattered neurons, similarly, the vector-character architecture uses a distributed representation of information, so that one logical entity is associated with a large number of codes [14-20]. There are many different types of vector-character architecture using different representations, for example, [12-14]. In this paper, the vector-character architecture based on the so-called binary sprinkling codes [15] is used; it applies binary vectors and an “exclusive or” operation to multiply them.

Cognitive abilities achieved using vector-character architectures were demonstrated in works [16, 17] devoted to imitating learning systems of honey bees. In addition, approaches to the use of vector-character architectures for solving progressive Raven matrices [18, 19, 21] were proposed. The use of vector-character architectures of various classes for searching textual information has been proposed in a number of papers [20-22]. The methods discussed in these papers use sequence analysis and a vector-character architecture for the distributed presentation of analysis results and subsequent comparison. The use of similar methods to search for more general patterns, including graphical ones, was considered in works [23, 24].
The paper proposes to combine the advantages of vector-character architecture and the mathematical apparatus of the non-deterministic finite automata theory to search for a substring in a string. The advantage of the proposed method is to reduce the required number of operations with binary vectors, which depends only on the length of the desired string, but not on the length of the string that is being searched. The method is based on the algorithm for converting a non-deterministic finite state automaton obtained using the approach described earlier into a vector-character form, which allows for a given input string of characters to get the resulting state of the automaton for the number of vector operations linearly dependent on the number of characters in the input string. One more additional vector operation will be needed to analyze the resultant state of the automaton, which will not have a significant impact on the number of operations and the linear nature of the dependence of their number on the length of the required string.

Before proceeding directly to the algorithm for converting a non-deterministic finite automaton into a vector-character form, we briefly consider the main vector operations and their properties that will be needed to understand the proposed algorithm. A hyperdimensional vector is a binary vector of high dimensionality that contains a random sequence of zeros and ones obtained using the uniform distribution law [25]. The primary metric which is used when comparing two hyperdimensional vectors is Hamming distance. Hamming distance is absolute (measured in bits) and relative (measured in fractions). In this paper, we use the relative Hamming distance \( d_{h} \), which for two vectors \( a \) and \( b \) of length \( L=|a|=|b| \) is equal to the fraction of the bitwise non-coincidental decades in these vectors:

\[
d_{h}(a, b) = \frac{\sum_{i=1}^{n} a_i \oplus b_i}{L}
\]

In [25], it was shown that the Hamming distance between two random hyperdimensional vectors is close to 0.5. This is an important property that will later be used in analyzing the results of algebraic operations with hyperdimensional vectors.

### 3.2. Sum of hyperdimensional vectors

The sum of \( n \) hyperdimensional vectors is a hyperdimensional vector such that each of its bits is equal to the dominant value of the bit in the corresponding decade. Thus, if the sum of bits in a decade is greater than \( n/2 \), then the resulting bit is 1, and if less, then 0. In this case, an odd number of vectors must participate in the sum [26]. The last restriction can be removed by introducing the following rule: if the number of one and zero bits in the corresponding decade of summable vectors is the same, then the resulting bit is filled with a random value. A hyperdimensional vector obtained as a result of summation has the following properties [22]:

- The number and order of ones and zeros in the composition of the vector obeys the uniform distribution law.
- The resulting vector is “similar” to all the vectors included in the sum.
- If the sum includes several copies of one of the vectors, then the resulting vector is closer (according to Hamming) to this vector than to any other.

The second property is the most important among the listed properties of the hyperdimensional vector sum. The term “similar” is very vague, so we’ll clarify that Hamming proximity, which is different from the mean, is understood here, which, as mentioned above, is approximately equal to 0.5 for any two random hyperdimensional vectors. In the works [11] and [13], it is proposed to assume that the Hamming distance between any sum vector and the resulting vector should not exceed 0.47. However, this value is empirical by its nature; it is obtained for vectors of dimension 10000, for vectors of higher dimension it can be more than 0.47, and less than 0.47 for vectors of smaller dimension [11]. Within the framework of solving the problem, it is important with a high degree of probability to ensure the possibility of separating the hyperdimensional vectors included in the sum and random hyperdimensional vectors that are not members of the sum. In general, we follow the rule: the more vectors in the sum, the greater the Hamming distance, and the higher the dimension of the vector, the smaller it is. Formally, this operation can be represented as follows for the set \( A=[a_i] \) of hyperdimensional vectors of length \( l \), where \( s \) is a resultant vector, and \( \text{RND} \) is a function that returns a random binary value:
The resulting vector is actually a subset of the vectors included in the sum. Knowing the resulting vector and the total set of all hyperdimensional vectors used in the task, we can determine the vectors included in the sum. To better understand what it is all about, we consider an example. Let the solution of the task use the set of hyperdimensional vectors \{a, b, c\}. In the course of the calculations, a vector was obtained, which is the sum of \(s\) vectors of the subset of the given set. Then, using the second property of the addition operation and the operation of calculating the Hamming distance between the vectors discussed above, we can determine the summable subset of vectors (vectors included in the sum). For this, we will consistently find the Hamming distance between the resultant sum vector and each vector of the set \{a, b, c\}. Suppose the result is the following:

\[ d_h(s, a) = 0.35 \]
\[ d_h(s, b) = 0.38 \]
\[ d_h(s, c) = 0.49 \]

After analyzing the above data, taking into account the second property of the sum of vectors, we can conclude that the subset of summable vectors involved vectors \(a\) and \(b\), but not vector \(c\), that is, \(s = a + b\). We can conclude that the resulting sum vector of hyperdimensional vectors can be decomposed into summands, that is, the sum operation for hyperdimensional vectors is reversible.

3.3. Multiplication of hyperdimensional vectors

The product of two hyperdimensional vectors \(a\) and \(b\) is such a hyperdimensional vector \(c\), each of the bits of which is defined as the “exclusive or” values of the bits of the vectors \(a\) and \(b\) in the corresponding bit. The hyperdimensional vector obtained as a result of multiplication has the following properties:
- The number and order of ones and zeros in the composition of the vector obeys the law of uniform distribution.
- The resulting vector "does not look like" the vectors involved in the product.

The last property says that the Hamming distance between the resulting vector of the product and any factor is approximately 0.5. Formally, the multiplication operation of a subset of hyperdimensional vectors \(A = \{a_j\}\), as a result of which the vector \(p\) is obtained, can be represented as follows:

\[ p_i = \oplus_{j=1}^{\mid A\mid} a_j^i \]  

(3)

In addition, two important properties of the multiplication operation can be distinguished:
- The multiplication of hyperdimensional vectors is distributive with respect to addition.
- Multiplying hyperdimensional vectors is the inverse operation for itself.

The second property is characteristic of the "exclusive or" operation, which underlies the multiplication operation for hyperdimensional vectors. This property is usually used when working with hyperdimensional vectors to extract values in structured data represented as a hyperdimensional vector. For a better understanding, consider an example. Suppose we have a structure containing 3 fields \(a, b, c\), each of which can contain one of the values of the subset \(V = \{v\}\). Suppose that a field, \(a\), contains \(v^2\), \(b\)-\(v^6\), \(c\)-\(v^3\). In addition, we represent each of the fields and values of the subset \(V\) in the form of a hyperdimensional vector. Then we can write this structure with the corresponding values in the form of the following vector:

\[ r = a \times v^2 + b \times v^6 + c \times v^3 \]

that is, a vector equal to the sum of pairwise products of hyperdimensional vectors of fields and values. Now, to obtain the value of the advancing field from the result vector, it is enough to multiply the resultant vector by the vector of the desired field. Let it be necessary to obtain the value of the field \(b\), for this we multiply the resultant vector by the vector \(b\), obtaining the vector \(x\):

\[ x = r \times b = (a \times v^2 + b \times v^6 + c \times v^3) \times b = a \times v^2 \times b + v^6 \times b + c \times v^3 \times b \]  

(4)
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Using the second property of the vector product and the reversibility of the addition operation, we can determine that the vector $v^6$ is included in the resulting sum. To do this, we find the Hamming distance from the vector $x$ to each vector of the subset $V$. For all other vectors, the Hamming distance will be approximately 0.5 and only for the vector $v^6$, it will be smaller. Thus, the multiplication operation can be used for storing in multidimensional information of multi-class information and its subsequent isolation.

### 3.4. Cyclic shift as a special case of bit permutation

The bit permutation operation is the third of the basic operations in the hyperdimensional vector algebra. In general terms, it can be represented as the product of a vector and a permutation matrix. It is also obvious that the total number of different permutations equals the factorial of the vector length.

In practice, a special case of a permutation of bits is often used, namely, a cyclic shift of the vector to the left or a cyclic shift of the vector to the right. These operations are inverse to each other and much simpler and shorter in writing than a permutation since the amount of shift is given by a natural number, while a matrix is needed for the permutation of bits. The cyclic shift operation for several bits can always be replaced by several successive cyclic shift operations by one bit. This operation is referred to as unary ones since only one hyperdimensional vector participates in it. In this case, the properties of cyclic shift operations coincide with the properties of the bit permutation operation. The hyperdimensional vector obtained as a result of the shift has the following properties:

- The number and order of ones and zeros in the composition of the vector obeys the uniform distribution law.
- The resulting vector "does not look like" the original vector, except for the case when the shift is made by a number multiple of the vector length.

Formally, the operation of a cyclic shift to the right $shr$ of the hyperdimensional vector $a$ of length $l$ by $n$ digits, as a result of which the vector $r$ is obtained, can be represented as follows when numbering the bits from zero:

$$ r_i = a_{(i+n) \mod l} $$ (5)

and the operation of a cyclic shift to the left $shl$ in the following form:

$$ r_i = a_{(i-n \mod l)} $$ (6)

Since the left and right cyclic shift operations are inverse to each other, the following property is obvious for any hyperdimensional vector $a$ and a natural number $n$:

$$ shr(shl(a, n), n) = shl(shr(a, n), n) = a $$ (7)

This property of the cyclic shift operation, as well as other properties of operations with hyperdimensional vectors, will be used in the next section when describing the algorithm for synthesizing a hyperdimensional vector for a given non-deterministic finite automaton.

### 3.5. Synthesis of a hyperdimensional vector describing a given non-deterministic finite state automaton

In the previous section, we considered the vector-character architecture and algebra for hyperdimensional vectors, which underlies it. This is necessary for understanding this section of the work, which is devoted to the method of representing a non-deterministic finite automaton as a hyperdimensional vector that will allow us to obtain the linear complexity of calculating the finite subset of states into which the automaton will go for a given string of input characters.

To represent a non-deterministic finite automaton in the form of a hyperdimensional vector, we extend the analogous method for a deterministic finite automaton proposed in the work [25]. Consider the hyperdimensional vector synthesis process for an arbitrary non-deterministic finite automaton which is defined by the following tuple: $<S, S_0, C, T>$, where $S$ is the set of particular states of a non-deterministic finite automaton; $S_0$ is a subset of particular states of a non-deterministic finite automaton that defines the initial generalized state of the automaton; $C$ is the set of input characters of a non-deterministic finite state automaton;
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Now we search for the substring "ell" in the specified string. To do this, we will sequentially perform the operation of forming a new state for each of the characters of the desired string in accordance with expression (10):

At the input, "e" is delivered:

\[ S_e = shr(S_i \times A \times e, 1) = shr((s^0 + s^1 + s^2 + s^3 + s^4) \times \]
\[ \times (s^0 \times x \times shl(s^1, 1) + s^1 \times x \times shl(s^2, 1) + s^2 \times x \times shl(s^3, 1) + s^3 \times x \times shl(s^4, 1) + s^4 \times x \times shl(s^5, 1)) \times e, 1) = \]
\[ = s^2 + noise \]

At the input, "el" is delivered:

\[ S_{el} = shr(S_e \times A \times e, 1) = shr((s^2 + noise) \times \]
\[ \times (s^0 \times x \times shl(s^1, 1) + s^1 \times x \times shl(s^2, 1) + s^2 \times x \times shl(s^3, 1) + s^3 \times x \times shl(s^4, 1) + s^4 \times x \times shl(s^5, 1)) \times e, 1) = \]
\[ = s^3 + noise \]

At the input, "ell" is delivered:

\[ S_{ell} = shr(S_{el} \times A \times e, 1) = shr((s^3 + noise) \times \]
\[ \times (s^0 \times x \times shl(s^1, 1) + s^1 \times x \times shl(s^2, 1) + s^2 \times x \times shl(s^3, 1) + s^3 \times x \times shl(s^4, 1) + s^4 \times x \times shl(s^5, 1)) \times e, 1) = \]
\[ = s^4 + noise \]

In the above expressions, noise is noise which is the sum of vectors that are not similar to any of the vectors of particular states or input signals of the automaton. To check that the elements of the resulting subset representing the resulting state of the automaton are present, it is sufficient to find the Hamming distance between it and the full vector of particular states of the automaton. If \( d_h(S_{ell}, S_{full}) < 0.47 \), then the required string is found, otherwise - no. As it was stated earlier, 0.47 is an empirically determined value which is given as an example. The actual value should be determined within the framework of a specific task. Obviously, the longer the string being searched for and the more complex the automaton is (as a result of that the string where the search will be performed will be longer), the more noise will occur and the higher dimension vectors should be used.

When using the proposed method, the number of operations required to search for each of the characters of the desired string will be 3 (two multiplication operations and one cyclic shift). In addition, in the end, we will need to perform one operation to find the Hamming distance between the resultant vector and the full vector of particular states. Thus, the total number of operations required to search for a string of length M will be defined as \( 3 \times M + 1 \), that is, the complexity will be linear.

Despite the linear dependence of the search algorithm complexity on the length of the desired string, which is characteristic of the method proposed in the work with the use of modern computing systems, it is unlikely to be able to achieve acceleration. This is due to the fact that operations with high-dimensional vectors performed on modern computers are resource-intensive and are performed far from within one automaton instruction. However, in the future, if the proposed architecture gets a hardware implementation, it will be possible thanks to the proposed method to ensure the linear complexity of finding a substring in a string depending on the length of the desired string not only in theoretical but also in practical terms.

4. CONCLUSION

The paper proposed an algorithm for searching substrings of characters in a string, based on the non-deterministic automata theory and vector-character architecture. The algorithm is able to provide a linear dependence of the search complexity on the length of the desired string, measured in the number of operations with hyperdimensional vectors. None of the existing algorithms has such a low level of computational complexity. However, hardware implementations of existing computing systems to perform operations with hyperdimensional vectors require a large number of automaton instructions, which reduces the gain from the proposed algorithm. Despite this, in the future, it is possible to create a hardware implementation that can ensure the execution of operations with hyperdimensional vectors in one cycle, which will allow the proposed algorithm to be applied in practice. Since this task is a key one in big data analysis systems, as well as when searching for information in databases, the proposed algorithm will provide a significant increase in speed in terms of searching for a wide class of information and computing systems.
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