We study theoretically and numerically the bending-driven levelling of thin viscous films within the lubrication approximation. We derive Green’s function of the linearized thin-film equation and further show that it represents a universal self-similar attractor at long times. As such, the rescaled perturbation of the film profile converges in time towards the rescaled Green’s function, for any summable initial perturbation profile. In addition, for stepped axisymmetric initial conditions, we demonstrate the existence of another, short-term and one-dimensional-like self-similar regime. We also characterize the convergence time towards the long-term universal attractor in terms of the relevant physical and geometrical parameters, and provide the local hydrodynamic fields and global elastic energy in the universal regime as functions of time. Finally, we extend our analysis to the nonlinear thin-film equation through numerical simulations.

1. Introduction

Confined elastohydrodynamic flows have been of great interest to the scientific community [1,2] owing to their ubiquitous appearance in Nature [3–5], physiology [6] and industry [7]. A particular case of such flows corresponds to an elastic plate supported by a thin viscous fluid film. When subjected to a perturbation, this setting can exhibit a wide range of...
dynamical behaviours depending on the system size, its geometry, the boundary conditions and the perturbation itself. Examples encompass viscous fingering instabilities [8–12], wrinkling and buckling [13–15], elastocapillary rise [16], dewetting-like rim formation due to attractive van der Waals forces [17], biologically induced membrane adhesion [18,19], flow induced by applied pressure fields [20], including wake formation [21], and peristaltic flow in cylindrical geometries [22,23].

At the core of the above phenomena, one invariably finds the coupling between the elastic forces in the plate, i.e. bending or in-plane tension, and the viscous forces in the supporting fluid. A canonical situation to study such a coupling is the spreading of an excess volume of fluid under an elastic plate. This is the elastohydrodynamic analogue to the famous capillary-driven spreading of a liquid droplet studied by Tanner [24]. When theoretically describing the spreading of a liquid droplet on a solid substrate, one needs to consider with care the contact-line region where the film thickness becomes vanishingly small and the viscous dissipation should diverge [25]—despite our common observation of moving droplets on windows. To overcome the latter paradox, several regularization mechanisms have been proposed, such as slippage [25], the formation of a vapour tip at the advancing front with the fluid lagging behind [26–28], diffusion [29] or the existence of a nanometric precursor film over which the droplet spreads [30,31].

Therefore, the precursor film situation is emblematic and deserves to be revisited in an elastohydrodynamic context, e.g. with an elastic plate replacing the free surface of the droplet. For small plate deflections, or spatially unconstrained plates [32], the viscous flow is solely driven by the bending forces. In the case of a small thickness of the precursor film relative to the droplet height, the spreading law can be obtained by asymptotic matching between a quasi-static solution in the droplet bulk and a travelling-wave solution at the advancing front [31]. However, if the droplet volume is constant, the spreading process will inevitably lead to a situation in which the height of the film perturbation becomes less than that of the precursor film. This asymptotic regime, before the plate settles into its flat equilibrium shape, corresponds to a linear thin-film equation and it is thus tractable using traditional mathematical methods [33,34]. Nevertheless, there is still a physical interest about the characteristic traits describing the solution in this regime.

The dynamics of such systems is often described within the framework of lubrication theory [35–39], which for small plate deformations leads to the bending-driven thin-film equation. Since thin-film equations are high-order nonlinear diffusive-like equations, they have attracted substantial attention from the applied mathematical community [40–54]. In particular, the general solution in terms of the heat kernel to the $n^{th}$-order linear equation has been presented in [55], providing a detailed discussion on its increasingly oscillatory behaviour with increasing $n$ and its asymptotic nature, which has been applied in, for example, quantum electrodynamics [56]. Similar studies on general solutions to the $n^{th}$-order equation have also been performed using Green’s function associated with high-order differential operators [57]. For the specific case of bending-driven elastohydrodynamic flows, the literature is scarce compared with its capillary analogue. Yet, there are notable advances that have been made. Several solutions that are valid for specific initial boundary value problems have been found using asymptotic and numerical methods [58], highlighting the solution sensitivity to the fluid boundary conditions. Also, the existence of weak solutions has been shown using appropriate boundary conditions [59–61], for which convergence has been demonstrated using a finite-element approximation [62]. However, as there exists no general analytical solution to such nonlinear equations, intermediate asymptotics [63] and self-similar solutions [64–66] have proven to be essential tools for revealing a degree of generality. As an illustration, a recent study on the intermediate asymptotics of the capillary-driven thin-film equation has shown that any vanishingly small and summable initial perturbation profile at the free surface of the film must converge in time towards a universal self-similar attractor, given by Green’s function of the linearized problem [67]. This convergence scenario was then explored experimentally using non-flat molten polymer nanofilms [68–70] and droplet bouncing on oil layers [71]. It was also generalized to higher order symmetries of the
initial profile with practical implications regarding stability and dynamics for laser lithography [72].

In the present article, we investigate theoretically and numerically the intermediate asymptotics of the bending-driven thin-film equation for a Newtonian fluid. In particular, for any summable initial perturbation with respect to the flat equilibrium state, we show that the solution converges in time towards a universal self-similar attractor provided by Green’s function of the linearized problem. In addition, for stepped axisymmetric initial conditions, we demonstrate the existence of another, early-time and one-dimensional-like self-similar regime. Besides the obvious material parameters of the elastic plate (bending stiffness) and the liquid (viscosity), we show that the convergence time towards the long-term universal attractor is essentially set by the sixth power of the typical width of the initial perturbation. We also derive the hydrodynamic fields and elastic energy in the universal regime as functions of time. Finally, using numerical methods, we extend these results to the case of finite perturbations.

2. Physical model

We consider a free unconstrained elastic plate, with zero spontaneous curvature, resting on a thin liquid film, i.e. the lateral extent of any variation of the film profile is much larger than the film thickness itself, as required for the lubrication approximation to be valid [73]. The liquid is described as an incompressible and Newtonian viscous fluid with viscosity $\mu$ that is supported by a solid substrate at the vertical coordinate $\bar{z} = 0$. At time $\bar{t}$, and horizontal coordinates $(\bar{x}, \bar{y})$, the liquid–plate interface is located at $\bar{z} = h(\bar{x}, \bar{y}, \bar{t})$, where $h(\bar{x}, \bar{y}, \bar{t})$ thus denotes the interface profile. In the lubrication approximation, the excess pressure field $\bar{p}(\bar{x}, \bar{y}, \bar{t})$ in the liquid (with respect to the atmospheric pressure) is independent of $\bar{z}$. By continuity of the normal stress at the liquid–plate interface, which is in this case set by the elastic stress due to the bending of the plate [74], we get

$$\bar{p}(\bar{x}, \bar{y}, \bar{t}) = B \bar{\nabla}^4 h(\bar{x}, \bar{y}, \bar{t}),$$  \hspace{1cm} (2.1)

where $B$ is the plate’s bending stiffness and $\bar{\nabla}$ is the nabla operator in the $\bar{x}\bar{y}$-plane. By solving the Stokes equations within the lubrication approximation [35], under no-slip boundary conditions at the two solid–liquid interfaces, we find the horizontal velocity field in the liquid,

$$\bar{u}(\bar{x}, \bar{y}, \bar{z}, \bar{t}) = \frac{1}{2\mu} (\bar{z}^2 - \bar{h}\bar{z}) \bar{\nabla} \bar{p}(\bar{x}, \bar{y}, \bar{t}).$$  \hspace{1cm} (2.2)

By integrating the continuity equation across the film thickness, we obtain the bending-driven thin-film equation [31,32],

$$\partial_{\bar{t}} h(\bar{x}, \bar{y}, \bar{t}) = \frac{B}{12\mu} \bar{\nabla} \cdot [\bar{h}^3(\bar{x}, \bar{y}, \bar{t}) \bar{\nabla}^5 \bar{h}(\bar{x}, \bar{y}, \bar{t})].$$  \hspace{1cm} (2.3)

We non-dimensionalize equation (2.3) with $\bar{h} = h h_0$, $\bar{x} = x h_0$, $\bar{y} = y h_0$ and $\bar{t} = 12\mu h_0^3/B$, where $h_0$ is the liquid film thickness in the flat unperturbed state. By doing so, we obtain the dimensionless version of equation (2.3),

$$\partial_t h(x, y, t) = \nabla \cdot [h^3(x, y, t) \nabla^5 h(x, y, t)],$$  \hspace{1cm} (2.4)

where $\nabla$ is the dimensionless nabla operator in the $xy$-plane.

3. Linearized problem

We consider small perturbations of the film height, i.e. $h(x, y, t) = 1 + \epsilon(x, y, t)$ with $\epsilon \ll 1$, so that equation (2.4) can be linearized into:

$$\partial_t \epsilon(x, y, t) = \nabla^6 \epsilon(x, y, t).$$  \hspace{1cm} (3.1)
(a) Green’s function and symmetries

Green’s function $G(x, y, t)$ is defined as the solution of the following partial differential equation:

$$\mathcal{L}G(x, y, t) = \delta(x, y, t),$$  \hspace{1cm} (3.2)

where $\mathcal{L} = \partial_t - (\partial_x^2 + \partial_y^2)^3$ is the linear differential operator of equation (3.1) and $\delta(x, y, t)$ is the Dirac delta function in two-dimensional space and time. The solution $\epsilon(x, y, t)$, at any position $(x, y)$ and time $t$, is then obtained from a convolution between Green’s function and the initial profile $\epsilon_0(x, y) = \epsilon(x, y, 0)$ as

$$\epsilon(x, y, t) = \int dx' dy' G(x' - x, y' - y, t) \epsilon_0(x', y').$$  \hspace{1cm} (3.3)

We invoke the Fourier transform,

$$\hat{G}(k_x, k_y, \omega) = \int dx dy dt G(x, y, t) e^{-i(k_x x + k_y y + \omega t)},$$  \hspace{1cm} (3.4)

with $k_x$ and $k_y$ the angular spatial frequencies in the $x$ and $y$ directions, respectively, and $\omega$ the angular temporal frequency. By taking the Fourier transform of equation (3.2), we find

$$\hat{G}(k_x, k_y, \omega) = \frac{1}{i\omega + (k_x^2 + k_y^2)^3}.$$  \hspace{1cm} (3.5)

Expressing the inverse Fourier transform, and invoking the residue theorem for the integral over the angular temporal frequency, we obtain Green’s function in a general integral form,

$$G(x, y, t) = \frac{\mathcal{H}(t)}{(2\pi)^2} \int dk_x dk_y e^{-(k_x^2 + k_y^2)^3 / (i\omega)} e^{i(k_x x + k_y y)},$$  \hspace{1cm} (3.6)

where $\mathcal{H}(t)$ is the Heaviside step function.

Let us now perform a change of variables towards polar coordinates, through $x = r \cos(\theta)$, $y = r \sin(\theta)$, $k_x = \rho \cos(\psi)$ and $k_y = \rho \sin(\psi)$, where $\theta$ and $\psi$ are the azimuthal and polar angles, respectively. When inserted into equation (3.6), this change of variables leads to

$$G(r, t) = \frac{\mathcal{H}(t)}{2\pi} \int d\rho \rho e^{-\rho t} \int d\psi e^{i\rho r \cos(\psi - \theta)} = \frac{\mathcal{H}(t)}{2\pi} \int d\rho \rho e^{-\rho t} J_0(\rho r),$$  \hspace{1cm} (3.7)

with $J_0$ the zeroth-order Bessel function. As a consequence, Green’s function is axisymmetric. Furthermore, the last integral has an exact expression, leading to

$$G(r, t) = \frac{\mathcal{H}(t) \Gamma\left(\frac{1}{3}\right)}{12\pi t^{1/3}} 0F_4\left[\frac{1}{3}, 2, 2, 2, 1; -\left(\frac{r}{6 t^{1/3}}\right)^6\right]
+ \frac{\mathcal{H}(t)^2 \Gamma\left(-\frac{1}{3}\right)}{144\pi t^{2/3}} 0F_4\left[\frac{2}{3}, 1, 4, 4, 3, 3; -\left(\frac{r}{6 t^{1/3}}\right)^6\right]
+ \frac{\mathcal{H}(t)^4 \Gamma\left(\frac{1}{3}\right)}{768\pi t^2} 0F_4\left[\frac{4}{3}, 4, 5, 5, 3, 3; -\left(\frac{r}{6 t^{1/3}}\right)^6\right],$$  \hspace{1cm} (3.8)

where $\Gamma$ is the gamma function and $0F_4$ is the $(0,4)$-hypergeometric function. We note that Green’s function in equation (3.8) is similar to the one obtained in [75].
Finally, introducing the similarity variable $\xi = rt^{-1/6}$, equation (3.8) can be recast into

$$G(\xi, t) = \frac{\mathcal{H}(t)}{r^{1/3} f(\xi)},$$

where

$$f(\xi) = \frac{\Gamma\left(\frac{1}{3}\right)}{12\pi} {}_0F_4\left(\left\{\frac{1}{3}, 2, \frac{2}{3}, \frac{1}{3}\right\}, -\left(\frac{\xi}{6}\right)^6\right) + \frac{\xi^2 \Gamma\left(-\frac{1}{3}\right)}{144\pi} {}_0F_4\left(\left\{2, \frac{4}{3}, \frac{4}{3}, \frac{2}{3}\right\}, -\left(\frac{\xi}{6}\right)^6\right) + \frac{\xi^4}{768\pi} {}_0F_4\left(\left\{\frac{4}{3}, \frac{4}{3}, \frac{5}{3}, \frac{5}{3}\right\}, -\left(\frac{\xi}{6}\right)^6\right).$$

(3.10)

As a consequence, one has

$$\frac{G(\xi, t)}{G(0, t)} = \frac{f(\xi)}{f(0)}.$$  

(3.11)

which means that, when properly normalized, Green’s function is essentially a function of the self-similar variable $\xi$ only.

(b) General solution and long-term behaviour

In general, the double integral of equation (3.6) can be evaluated numerically, as well as the solution of equation (3.1) for any initial profile, using equation (3.3). Moreover, in the particular case where the initial profile is axisymmetric, i.e. $\epsilon_0(x, y) = \epsilon_0(r)$, the spatial convolution defined in equation (3.3) reads in polar coordinates

$$\epsilon(r, t) = \int dr' \int d\theta G(r', t) \frac{\sqrt{r^2 + r'^2 - 2rr' \cos(\theta)}}{r}. \quad (3.12)$$

Therefore, the solution is axisymmetric at any time, as expected.

In figure 1a, we compare the solution of a finite-element numerical integration (FENI) [32] of equation (3.1) and the numerical evaluation of the convolution in equation (3.12), for a stepped axisymmetric initial profile $\epsilon_0(r) = \mathcal{H}(1 - r)$, at three different times $t$. We observe an excellent agreement, which confirms the validity of both Green’s function and the convolution.

As the magnitude of the axisymmetric solution $\epsilon(r, t)$ above decays with time (figure 1a), to study the long-term behaviour of the solution we rescale $\epsilon(r, t)$ by its amplitude $\epsilon(0, t)$ at $r = 0$. Furthermore, guided by the self-similarity of Green’s function (see equation (3.9)), we introduce the similarity variable $\xi = rt^{-1/6}$ and study $\epsilon(\xi, t)/\epsilon(0, t)$. The latter rescaled solution is numerically computed from equation (3.12) for two different axisymmetric initial profiles, and is plotted in figure 1b as a function of $\xi$ for different points in time. In the left panel, we have used a homogeneous polynomial, $\epsilon_0(r) = (1 - r)^2 \mathcal{H}(1 - r)$, as the initial profile; and in the right panel, we have used the stepped axisymmetric initial profile $\epsilon_0(r) = \mathcal{H}(1 - r)$ previously employed in figure 1a. In both cases, the rescaled solutions appear to be independent of time $t$ at long times, which suggests their late-time self-similarity. Moreover, they both seem to converge towards $f(\xi)/f(0)$, suggesting the existence of a universal self-similar attractor.

(c) Early-time similarity solution

From the profiles in figure 1b, we see that the early-time dynamics depends on the smoothness of the initial condition. Indeed, in the left panel one observes an early crossover towards the attractor for a smooth initial condition, while in the right panel the crossover occurs later for a stepped axisymmetric initial condition. To investigate the latter case further, we plot in figure 2 the raw solution (see equation (3.12)) at early times, using the initial condition $\epsilon_0(r) = \mathcal{H}(r - 1)$. 
Figure 1. (a) Normalized solutions \( \epsilon (r, t)/\epsilon_0(0) \) as a function of the radial coordinate \( r \), at three different times \( t \) as indicated, for a stepped axisymmetric initial profile \( \epsilon_0(r) = \gamma (1 - r) \). These solutions were obtained from: (i) finite-element numerical integration (FENI) [32] of equation (3.1) (dashed lines); (ii) numerical evaluation of the convolution in equation (3.12) (solid lines). (b) Rescaled solutions \( \epsilon (r, t)/\epsilon (0, t) \) as a function of the similarity variable \( \xi = rt^{-1/6} \) (solid lines), for various times \( t \) (colour bar), as numerically computed from equation (3.12), for two different axisymmetric initial profiles: (i) a homogeneous polynomial \( \epsilon_0(r) = (1 - r^2)^2 \gamma (1 - r) \) (left); (ii) a stepped axisymmetric function \( \epsilon_0(r) = \gamma (1 - r) \) (right). For comparison, \( f(\xi)/f(0) \) (see equation (3.10)) is shown (dashed line). (Online version in colour.)

Figure 2. Early-time film profiles for a stepped axisymmetric initial profile \( \epsilon (r, 0) = \gamma (1 - r) \), as calculated from equation (3.12) at several times \( t \). The inset shows the same data as a function of the similarity variable \( \xi_{r-1} = (r - 1)t^{-1/6} \). The dashed line corresponds to the solution (see equation (A7)) of the linearized one-dimensional bending-driven levelling thin-film equation, with a stepped initial profile. (Online version in colour.)

In the main part of figure 2, we observe that the elastic deformations are located close to the step front, which broadens with time. The evolution is reminiscent of the self-similar one-dimensional-like capillary levelling reported previously for steps [76], as well as at early times for trenches [68] and holes [70]. We therefore assume here too the existence of an early-time one-dimensional-like self-similar regime, and introduce the natural similarity variable \( \xi_{r-1} = (r - 1)t^{-1/6} \) for our problem. As shown in the inset, this rescaling allows us to collapse the early-time profiles onto a single curve.

For further analysis, we derive in appendix A the solution of the linearized one-dimensional bending-driven levelling thin-film equation, with a stepped initial profile. This is provided in
equation (A7) and plotted for comparison in the inset of figure 2. The agreement is perfect, thus confirming the existence of the early-time one-dimensional-like self-similar regime for stepped axisymmetric initial conditions. Naturally, like for trenches [68] and holes [70] in the capillary case, as the stepped early-time solution broadens, the opposing fronts eventually meet, resulting in a crossover towards the universal attractor, including a decay of the central height. As such, the crossover time is expected to depend on the width of the initial profile. In the following section, we study generally the convergence time towards the universal attractor for any summable initial condition.

(d) Universal attractor and convergence time

By invoking the self-similarity of Green’s function (see equation (3.9)), the solution (see equation (3.12)) of equation (3.1) for an axisymmetric initial profile becomes

$$\epsilon(\xi, t) = \frac{\mathcal{H}(t)}{t^{1/3}} \int dr' r' \epsilon_0(r') \int d\theta f \left( \sqrt{\xi^2 + (r't^{-1/6})^2} - 2\xi r't^{-1/6} \cos(\theta) \right).$$

At long positive times, this expression is equivalent to

$$\epsilon(\xi, t) \approx \frac{V_0}{t^{1/3}} f(\xi),$$

where $V_0 = 2\pi \int dr \sqrt{H(r)}$ is the dimensionless volume of the initial perturbation profile. Therefore, the rescaled solution $\epsilon(\xi, t)/\epsilon(0, t)$ converges towards the self-similar attractor $f(\xi)/f(0)$, no matter the axisymmetric initial perturbation profile (provided it is summable), as previously suggested by figure 1b. For the sixth-order bending-driven thin-film equation, we thus find the intermediate asymptotic solution [63] of the linearized problem to be the rescaled Green’s function, which is reminiscent of the fourth-order capillary case [67].

As seen in figure 1b, and as discussed in the previous section on the early-time dynamics for stepped initial profiles, the time it takes for an arbitrary axisymmetric initial profile to converge to the self-similar attractor seems not to be unique. To investigate the role of the dimensionless volume $V_0$ of the perturbation on the convergence dynamics, we numerically evaluate from equation (3.10) the solutions $\epsilon(r, t)$ at a given time $t = 0.01$, for axisymmetric initial profiles $\epsilon_0(r) = [1 - (r/r_0)^2]^2 \mathcal{H}(r_0 - r)$, with $r_0 = 1, 2, 4$, giving $V_0 = 0.26, 1.05, 4.19$, respectively. The rescaled results are plotted in the left panel of figure 3a, where we see that the three profiles do not collapse with one another. This indicates that the dynamics is influenced by $V_0$. By contrast, when we numerically evaluate from equation (3.12) the solutions $\epsilon(r, 0.1V_0^3)$ at times $t = 0.1V_0^3$, for the same three initial profiles as above, the rescaled profiles now seem to collapse with one another. This suggests that the dimensionless convergence time $t_c$ is proportional to $V_0^3$.

To quantitatively define $t_c$, we need a relevant criterion. A natural approach is to define a normalized mathematical distance between the solution and the attractor, and to fix some arbitrary but small upper bound to it. However, for regular axisymmetric initial profiles, convergence typically occurs when the central height $\epsilon_0(0)$ of the initial perturbation profile matches the central height $\epsilon(0, t) \approx V_0f(0)/t^{1/3}$ of the asymptotic solution (see equation (3.14)). By using this simple criterion, combined with equation (3.10), we can define the convergence time as

$$t_c = \left[ \frac{V_0f(0)}{12\pi \epsilon_0(0)} \right]^{3/2}.$$ 

Apart from numerical prefactors, the dimensionless convergence time is thus proportional to $[V_0/\epsilon_0(0)]^3$ only, confirming in particular the observation made in the right panel of figure 3a for the $\epsilon_0(0) = 1$ case.

In order to verify equation (3.15), we compute from equation (3.12) the central height $\epsilon(0, t)$ of the perturbation as a function of time, for various initial profiles. Specifically, we employ the homogeneous polynomials and axisymmetric step functions previously introduced, with $\epsilon_0(0) = 1$ and $r_0 \in [0.5, 0.75, 1.0, 1.5, 2.0]$. The results are plotted in figure 3b, where the inset shows
the normalized central height of the perturbation as a function of time, with $V_0/\epsilon_0(0)$ increasing from left to right. In the main part of Figure 2, we show the same data but as a function of the rescaled time $t/t_c$, according to equation (3.15). Apart from minor transient differences, related to the detailed shapes of the initial profiles (see previous section), the data essentially collapse onto a single curve. This collapse demonstrates that the convergence time is typically controlled by the initial area $V_0/\epsilon_0(0)$, but not by finer shape details of the initial profile. In addition, for rescaled times larger than unity, we recover the 1/3 power law predicted by equation (3.9).

In order to get practical insights, we close this section by returning to dimensional variables. By introducing the dimensional typical lateral width $\lambda$ of the initial perturbation, one can estimate the dimensionless volume as $V_0 \sim \epsilon_0(0)(\lambda/h_0)^2$. Hence, the dimensional convergence time is given by $\sim \mu\lambda^5/(B h_0^3)$, as expected from the scaling analysis of equation (2.3). As such, the convergence is slower for a larger liquid film viscosity $\mu$ and a larger width $\lambda$ of the perturbation, while it is faster for a larger bending rigidity $B$ of the elastic plate and a larger liquid film thickness $h_0$.

(e) Hydrodynamic fields and elastic energy

With the attractor solution at hand (see equations (3.10) and (3.14)), we can now derive the hydrodynamic fields in the long-term universal regime. Since these fields are of interest for experiments, we provide them using dimensional variables. Expressing equation (2.1) in cylindrical coordinates owing to the axisymmetric film profile, making the derivatives with respect to the similarity variable $\xi$ and invoking equation (3.14), we find the pressure

$$\tilde{p} = 12^{2/3} \left( \frac{\mu^2 B}{h_0^3 t_c^2} \right)^{1/3} \xi^{-1} \left\{ \xi \left[ \xi^{-1}(\xi \gamma')' \right]' \right\},$$

with $V_0 = h_0^3 V_0$ and where the prime $'$ indicates the derivative with respect to $\xi$. The first line in equation (3.16) is valid at all times and expressed in terms of a specific solution $\epsilon$. As expected,
the pressure decreases with time and liquid film thickness, and increases with the viscosity and bending rigidity. The second line in equation (3.16) is valid at long times and is expressed in terms of the universal attractor \(f\).

Therein, the different and perhaps non-intuitive prefactor appears owing to the constitutive rescaling (see equation (3.14)) inducing a lack of temporal decay in the attractor’s amplitude (figure 3a). However, invoking the expression of \(f\) in equation (3.10), this second line of equation (3.16) provides the long-term pressure field without the exact knowledge of any specific solution.

We now insert the obtained pressure of equation (3.16) into equation (2.2) in order to obtain the velocity component along \(\bar{r} = h_0 r\),

\[
\bar{\bar{u}}_r = \frac{12^{5/6}}{2} \left( \frac{Bl_0^3}{\mu T^2} \right)^{1/6} \left[ \frac{\bar{z}^2}{h_0^2} - \frac{\bar{z}}{h_0} \right] \left( \xi^{-1} \left\{ \xi \left[ \xi^{-1} (\xi \epsilon')' \right] \right\} ' \right).
\]

The first line in equation (3.17) is valid at all times and expressed in terms of a specific solution \(\epsilon\). As expected, the velocity decreases with time and viscosity, but increases with bending rigidity and liquid film thickness. The second line in equation (3.17) is valid at long times and expressed in terms of the universal attractor \(f\). Invoking the expression of \(f\) in equation (3.10), it provides the long-term radial velocity field without the exact knowledge of any specific solution.

By integrating the radial velocity of equation (3.17) over the vertical coordinate \(\bar{z}\) from 0 to \(h_0\) (at leading order), and by multiplying by the perimeter \(2\pi \bar{r}\), we can express the radial volume flux in the film,

\[
\bar{Q} = -\frac{2\pi}{12^{1/3}} \left( \frac{Bl_0^6}{\mu T^2} \right)^{1/3} \xi \left\{ \xi^{-1} \left\{ \xi \left[ \xi^{-1} (\xi \epsilon')' \right] \right\} ' \right\} ',
\]

The first line in equation (3.18) is valid at all times and expressed in terms of a specific solution \(\epsilon\). As expected, the flux decreases with time and viscosity, but increases with bending rigidity and liquid film thickness. The second line in equation (3.18) is valid at long times and expressed in terms of the universal attractor \(f\). Invoking the expression of \(f\) in equation (3.10), it provides the long-term radial volume flux without the exact knowledge of any specific solution.

Finally, after having obtained the local hydrodynamic fields, we consider a global quantity: the elastic energy of the plate. At small slopes, it is given by [74]

\[
\bar{F} = B\pi \int d\bar{r} [\bar{r}^{-1} \partial_r (\bar{r} \partial_{\bar{r}} \bar{h})]^2.
\]

Invoking the similarity variable \(\xi\) as well as equation (3.14), the latter equation becomes

\[
\bar{F} = 12^{1/3} \pi \left( \frac{\mu B^2 h_0^3}{t} \right)^{1/3} \int d\xi \, \xi^{-1} (\xi \epsilon')^2
\approx \frac{\pi \mu V_0^2}{h_0^2 t},
\]

where we numerically estimated the integral \(\int d\xi \, \xi^{-1} (\xi \epsilon')^2 \approx 1/12\). The first line in equation (3.20) is valid at all times and expressed in terms of a specific solution \(\epsilon\). The second line in equation (3.20) provides the long-term elastic energy without the exact knowledge of any specific solution. Importantly, for any initial condition, the long-term elastic energy evolves as the inverse of time, with a prefactor that only contains the viscosity, the volume of the perturbation and the liquid film thickness.
4. Extension to nonlinear dynamics

Being able to evaluate the typical time for convergence towards the self-similar attractor of the bending-driven thin-film equation can be crucial when quantitatively describing natural, biological or engineering processes, as well as model experimental systems [32]. However, so far, we have limited the analysis to the linearized problem. In the following, we re-examine the convergence to the self-similar attractor in the nonlinear case described by equation (2.4).

We solve equation (2.4), using FENI [32]. The rescaled solution $\epsilon(\xi, t)/\epsilon(0, t) = [h(\xi, t) - 1]/[h(0, t) - 1]$, for a stepped initial axisymmetric profile $\epsilon_0(r) = h(r, 0) - 1 = \mathcal{H}(1 - r)$, is shown in figure 4 for various times $t$.

We observe that the rescaled nonlinear solution converges in time towards the self-similar attractor $f(\xi)/f(0)$ (see equation (3.10)) of the linear case. We have checked (not shown) that this statement holds for all the various compact-support axisymmetric initial profiles tested, and are thus led to conjecture its validity for any summable initial profile of arbitrary magnitude. The physical reason behind this phenomenon is rooted in the dissipative character of equation (2.4), which ensures that the condition $\epsilon(r, t) \ll 1$ will always be reached at sufficiently long times.

5. Conclusion

We studied the sixth-order bending-driven thin-film equation, both theoretically and numerically. We derived Green’s function of the linearized problem, and showed that it represents a universal self-similar attractor. As such, the linear solution from any summable axisymmetric initial perturbation profile converges towards the rescaled Green’s function at intermediate times. In addition, for stepped axisymmetric initial conditions, we demonstrated the existence of an early-time one-dimensional-like self-similar regime. We also characterized the convergence time towards the long-term universal attractor in terms of the relevant physical and geometrical parameters, and we derived the hydrodynamic fields and elastic energy in the universal regime. Finally, we extended numerically our analysis to the nonlinear case, and verified the convergence towards the self-similar attractor.
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Appendix A. One-dimensional linearized problem

We derive Green’s function, the associated self-similar attractor and the convergence time for the one-dimensional (1D) version of equation (3.1). The linear differential operator is now $L_{1D} = \partial_t - \partial_x^6$, with $x$ the single spatial coordinate. We start by taking the Fourier transform of equation (3.2) in one dimension, which yields

$$\hat{G}_{1D}(k, \omega) = \frac{1}{i\omega + k^6}. \quad (A \ 1)$$

From the inverse Fourier transform and the residue theorem, we get

$$G_{1D}(x, t) = \frac{\mathcal{H}(t)}{2\pi} \int dk e^{-k^6 t} e^{ikx}. \quad (A \ 2)$$

Using the similarity variable $\xi = xt^{-1/6}$, it follows that

$$G_{1D}(\xi, t) = \frac{\mathcal{H}(t)}{t^{1/6}} f(\xi), \quad (A \ 3)$$

with

$$f_{1D}(\xi) = -\frac{2}{\Gamma(-\frac{1}{6})} \ _0F_4\left(\begin{array}{c} 1, 1, 2, 5 \\ 3, 2, 3, 6 \end{array}\right), -\left(\frac{\xi}{6}\right)^6$$

$$- \frac{\xi^2}{12\sqrt{\pi}} \ _0F_4\left(\begin{array}{c} 2, 5, 7, 4 \\ 3, 6, 6, 3 \end{array}\right), -\left(\frac{\xi}{6}\right)^6$$

$$+ \frac{\xi^4}{432 \Gamma(\frac{7}{6})} \ _0F_4\left(\begin{array}{c} 7, 4, 3, 5 \\ 6, 3, 2, 3 \end{array}\right), -\left(\frac{\xi}{6}\right)^6, \quad (A \ 4)$$

where $\Gamma$ is the gamma function and $\ _0F_4$ is the (0,4)-hypergeometric function.

The solution is then obtained from the 1D convolution with the initial profile

$$\epsilon(x, t) = \int dx' G_{1D}(x - x', t) \epsilon_0(x'). \quad (A \ 5)$$

Using the similarity variable $\xi = xt^{-1/6}$ and equation (A 3), equation (A 5) becomes

$$\epsilon(x, t) = \frac{\mathcal{H}(t)}{t^{1/6}} \int dx' \epsilon_0(x') f_{1D}(\xi - x't^{-1/6}). \quad (A \ 6)$$

For the particular case of a stepped initial condition $\epsilon_0(x) = \mathcal{H}(-x)$, equation (A 6) reduces to

$$\epsilon(\xi) = \frac{1}{2} + \frac{\xi}{2\pi} \left[-2\Gamma\left(\frac{7}{6}\right) \ _1F_5\left(\begin{array}{c} 1, 1, 2, 3, 7 \\ 3, 2, 3, 6, 6 \end{array}\right), -\left(\frac{\xi}{6}\right)^6\right]$$

$$+ \frac{\sqrt{\pi} \xi^2}{18} \ _1F_5\left(\begin{array}{c} 1, 2, 5, 7, 4 \\ 3, 6, 3, 2 \end{array}\right), -\left(\frac{\xi}{6}\right)^6$$

$$+ \frac{\xi^4 \Gamma\left(-\frac{1}{6}\right)}{2160} \ _1F_5\left(\begin{array}{c} 5, 4, 3, 5 \\ 6, 3, 2, 6 \end{array}\right), -\left(\frac{\xi}{6}\right)^6\right]. \quad (A \ 7)
In addition, at long positive times, equation (A 6) is equivalent to
\[
\epsilon(\zeta, t) \simeq \frac{A_0}{t^{1/6}} f_{1D}(\zeta), \quad (A 8)
\]
where \(A_0 = \int \mathrm{d}x' \epsilon_0(x')\) is the dimensionless area of the initial perturbation profile. Therefore, the rescaled solution \(\epsilon(\zeta, t)/\epsilon(0, t)\) converges towards the universal self-similar attractor \(f_{1D}(\zeta)/f_{1D}(0)\), no matter the initial perturbation profile (provided it is summable).

Assuming as a criterion that the convergence to the universal attractor is typically occurring when the central height \(\epsilon_0(0)\) of the initial perturbation profile matches the central height \(\epsilon(0, t) \simeq A_0 f_{1D}(0)/t^{1/6}\) of the asymptotic solution (see equation (A 8)), we find the 1D convergence time,
\[
t_{c, 1D} = \left[ \frac{2A_0}{\epsilon_0(0)} \Gamma(-1/6) \right]^6. \quad (A 9)
\]
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