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Abstract

The degree of physical-biogeochemical equilibration of the climate system determines for how long global warming will continue after anthropogenic CO\textsubscript{2} emissions have ceased. The physical part of this equilibration process is quantified by the realized warming fraction (RWF), but RWF estimates differ strongly between different climate models. Here we analyze the RWF spread and its physical causes in three model ensembles: 1. an ensemble of comprehensive climate models, 2. an ensemble of reduced-complexity models, and 3. an observationally constrained parameter ensemble of the Bern3D-LPX reduced-complexity model. We show that RWF is generally lower in models with higher equilibrium climate sensitivity. The RWF uncertainty from applying different extrapolation methods for climate sensitivity is substantial, but smaller than the inter-model spread in the three ensembles.

We decompose the inter-model spread of RWF using a diagnostic global energy balance model, to compare the spread contribution by the climate sensitivity to contributions by other physical quantities: the efficiency and efficacy of ocean heat uptake, and the effective radiative forcing. In the ensembles of the comprehensive climate models and the Bern3D-LPX model, the spread of the RWF is mostly determined by the spread of the climate sensitivity; for the reduced-complexity models, the spread contribution by the ocean heat uptake efficiency is dominant. Compared to the comprehensive models, the reduced-complexity models have a lower range of climate sensitivities and lower, more unitary ocean heat uptake efficacies, resulting in higher RWF. However, by tuning such models to higher climate sensitivities, they can also achieve RWF values in the lower range of comprehensive models, as demonstrated for Bern3D-LPX. This suggests that reduced-complexity models remain useful tools for future climate change projections, but should employ a range of climate sensitivity tunings to account for the uncertainty in both the long-term warming and the RWF.

1. Introduction

Transient global warming due to greenhouse gas radiative forcing is substantially reduced by ocean heat uptake. However, the fraction of equilibrium warming that is realized in transient climate model simulations differs strongly between models (Winton \textit{et al} 2010, Frölicher and Paynter 2015, Ehlert and Zickfeld 2017).

The realized warming fraction (RWF) (Stouffer 2004, Solomon \textit{et al} 2009) is an important policy-relevant quantity, because models with a lower RWF indicate that global warming may continue for centuries after greenhouse gas emissions cease (Solomon \textit{et al} 2009, Matthews and Zickfeld 2012, Frölicher \textit{et al} 2014, Frölicher and Paynter 2015, Ehlert and Zickfeld 2017). This continued warming is commonly referred to as zero emission warming commitment (ZEC) and may strongly influence long-term climate change mitigation policies. Frölicher and Paynter (2015) show a strong anticorrelation between the RWF and the ZEC in Earth system models (ESMs) from the Climate Model Intercomparison Project phase 5 (CMIP5), and a weaker but consistent anticorrelation in ESMs of Intermediate Complexity (EMICs). This indicates that the ZEC is generally higher in models with a low RWF. Although the ZEC is also influenced by the state of
biogeochemical equilibration, Ehlert and Zickfeld (2017) show that the influence of the physical equilibration (measured by the RWF) is dominant.

The purpose of this study is to investigate the sources of RWF spread among different climate models. Based on the above considerations and references, this is an important step towards understanding the ZEC spread. However, it is more straightforward than investigating the ZEC spread itself, because RWF purely measures the physical model response; carbon cycle uncertainties can be disregarded. Furthermore, RWF can be diagnosed from shorter transient simulations that are available from most models, i.e. idealized RWF can be diagnosed from shorter transient simulations that are available from most models, i.e. idealized future projections where CO₂ concentration increases at a rate of 1% per year.

RWF is generally scenario- and time-dependent (Ehlert and Zickfeld 2017), but here we focus on the RWF at the time of CO₂ doubling. The transient and equilibrium warming at CO₂ doubling are commonly referred to as transient climate response (TCR) and equilibrium climate sensitivity (ECS), respectively (IPCC 2013). Therefore, the RWF at CO₂ doubling is equal to TCR/ECS. TCR and ECS estimates are available for most models, but their comparability is complicated by the heterogeneity of ECS estimation methods (Pfister and Stocker 2017, this study). Earlier studies on CMIP3 and CMIP5 found that the TCR and ECS spread is dominated by the spread in the total climate feedback, with notable secondary influences from radiative forcing and ocean heat uptake for TCR (Dufresne and Bony 2008, Geoffroy et al 2012). We investigate how important these influences become for the ratio TCR/ECS, i.e. RWF.

A focus of our investigation is the relation between RWF and the ECS. It has been demonstrated analytically (Hansen et al 1984), in a box model (Siegenthaler and Oeschger 1984) and in CMIP3 models (Raper et al 2002) that a higher ECS generally causes a lower transient RWF. While widely accepted, a systematic analysis of this finding in more recent models is missing to our knowledge.

We analyze comprehensive EMICs from the CMI5 ensemble (Taylor et al 2012) as well as EMICs of Intermediate Complexity (EMICs) from the EMIC-AR5 ensemble (Eby et al 2013). Frölicher and Paynter (2015) have argued that EMICs may be less suitable than ESMs to simulate long-term warming, because they generally have a higher RWF. Such a generalization is questionable considering the heterogeneity of the EMIC ensemble (Ehlert and Zickfeld 2017). To shed more light on this issue, we investigate the causes of the RWF discrepancy between ESMs and EMICs. Furthermore, we also analyze a constrained parameter ensemble of the Bern3D-LPX model (Steinacher et al 2013, Steinacher and Joos 2016) and perform four new illustrative simulations with this model.

This paper is structured as follows. Section 2 describes the energy balance framework to understand RWF spread contributions in three published model ensembles and the illustrative Bern3D-LPX simulations. Section 3 presents the relation between the RWF and ECS, first by example of the Bern3D-LPX model and then in the different model ensembles. In section 4, the ensemble spreads of other energy balance parameters, and their relative contributions to the RWF spread are analyzed. We conclude with section 5.

2. Methods

2.1. Energy balance framework

We quantify sources of RWF spread using a global energy balance model (EBM) (Winton et al 2010):

\[-\lambda \Delta T = R - \varepsilon N,\]  

where \(\Delta T\) is the warming with respect to preindustrial temperature, \(R\) is the radiative forcing, \(N\) is the ocean heat uptake and \(\lambda\) is the climate feedback parameter. \(\lambda\) accounts for physical and biogeochemical processes that act to amplify or dampen an existing temperature perturbation, e.g. retreating sea-ice or changing cloud patterns. The global mean EBM is a vast simplification of a time- and location-dependent system, but it enables meaningful intercomparison of more complex models and first-order future projections based on observational data. The remaining EBM parameter \(\varepsilon\) is the ocean heat uptake efficacy (Winton et al 2010), which measures the relative temperature response to a unit \(N\) compared to a unit \(R\). \(\varepsilon > 1\) implies that the cooling caused by an ocean heat uptake of 1 W m\(^{-2}\) is stronger than the warming caused by a CO₂ forcing of 1 W m\(^{-2}\). This is the case in many climate models, because the ocean heat uptake and its changes predominantly take place in the high latitudes where local feedbacks are strongest (Winton et al 2010, 2013, Armour et al 2013, Rose et al 2014). Note that the net effect of the forcing is still a warming, because the excess ocean heat uptake in response to the forcing is always smaller than the forcing itself.

Assuming a constant \(\lambda\), \(\varepsilon(t)\) is generally time-dependent, accounting for the non-linearity between \(\Delta T\) and \(N\) (e.g. Paynter and Frölicher 2015). However, calculating \(\varepsilon(t)\) from equation (1) may include time-dependencies in \(\varepsilon(t)\) that are not due to the ocean heat uptake efficacy (Armour et al 2013, Pfister 2017), such as actual time-dependencies in \(\lambda\) (Gregory et al 2015, Rose and Rayborn 2016). A more general version of the EBM would thus include both \(\varepsilon(t)\) and \(\lambda(t)\), but it is difficult to partition the full time-dependence between the two parameters (Pfister 2017, section S1.3 available online at stacks.iop.org/ERL/13/124024/mmedia).

We analyze the RWF in this energy balance framework (equation (1)) by substituting \(N\) for \(\gamma \Delta T\), where \(\gamma\) is the ocean heat uptake efficiency (Raper et al 2002, Kuhlbrodt and Gregory 2012):

\[\text{RWF} = \frac{1}{1 - \varepsilon \gamma / \lambda},\]  

(2a)
\[
\text{RWF} = \frac{R}{R + \varepsilon \gamma \text{ECS}}. 
\]  
(2b)

In this view, the RWF for a given R is lowered by higher \( \varepsilon \), \( \gamma \) and ECS (or a less negative \( \lambda \)). If we fix these three quantities instead, a higher \( R \) increases the RWF.

2.2. Estimation of contributions to the spread of the RWF

The RWF spread across models of a given ensemble is characterized by the inter-model variance \( \sigma^2 \). To obtain an estimate for \( \sigma^2 \) and its uncertainty from the multimodel data, we use a Bayesian calculation (Oliphant 2006). This yields a variance estimator

\[
\nu = \frac{1}{n-3} \sum_{i=1}^{n} (\text{RWF}_i - \text{RWF})^2
\]

for each model ensemble, where \( n \) is the number of ensemble members, RWF, the RWF of member \( i \) and RWF the ensemble mean. For the constrained Bern3D-LPX ensemble, each member RWF, is weighted by its normalized skill score in reproducing observations (Steinacher et al 2013), in both RWF and \( \nu \) calculations. For the EMIC and ESM ensemble, members are not weighted.

How do inter-model differences in the EBM parameters \( \varepsilon \), \( \gamma \), ECS and \( R \) contribute to the RWF spread? We compute the Bayesian estimator \( \nu_p \) for the ensemble variance of parameter \( p \) analogously to \( \nu \). Given \( \nu_p \), we estimate the contribution of this parameter’s spread to the RWF spread as

\[
\nu(p) = \left( \frac{\partial \text{RWF}}{\partial p} \right)^2 \nu_p. 
\]  
(3)

We apply two different spread decompositions. The first is based on equation (2b) and the four parameters ECS, \( \varepsilon \), \( \gamma \) and \( R \):

\[
\nu_1 = \nu(\text{ECS}) + \nu(\varepsilon) + \nu(\gamma) + \nu(R)
\]

\[
= \left( \frac{\text{RWF}^2}{R} \right)^2 \left( (\varepsilon \gamma)^2 \nu_{\text{ECS}} + (\gamma \text{ECS})^2 \nu_{\varepsilon} \right)
\]

\[
+ (\varepsilon \text{ECS})^2 \nu_{\gamma} + \left( \frac{\varepsilon \gamma \text{ECS}}{R} \right) \nu_{R}. 
\]  
(4)

The second is based on equation (2a) and the two parameters \( \lambda \) and \( \varepsilon \gamma \). The product \( \varepsilon \gamma \) is here treated as a single parameter, which accounts for the total energy balance impact of ocean heat uptake.

\[
\nu_2 = \nu(\lambda) + \nu(\varepsilon \gamma) = \left( \frac{\text{RWF}^2}{\lambda} \right)^2 ((\varepsilon \gamma / \lambda)^2 \nu_{\lambda} + \nu_{\varepsilon \gamma}), 
\]  
(5)

where parameters appear as scaling factors for the variances in equations (4) and (5) (e.g. \( \left( \frac{\text{RWF}^2}{\lambda} \right)^2 \) for \( \nu_{\varepsilon \gamma} \)), ensemble mean values of these factors are used (e.g. \( \left( \frac{\text{RWF}^2}{\lambda} \right)^2 \) for \( \nu_{\varepsilon \gamma} \)).

The sum of all parameter contributions (i.e. \( \nu_1 \) and \( \nu_2 \)) may differ from \( \nu \) if the parameters are not statistically independent. However, this is also true if the contributions are estimated using a more comprehensive analysis of variance (ANOVA, Geoffroy et al 2012). We investigate the independence assumption using two different methods. Firstly, we look at parameter cross-correlations and test their statistical significance (table S2). Secondly, the Bayesian variance estimation also yields an uncertainty range for \( \nu \) (Oliphant 2006). If this overlaps with \( \nu_1 \) and \( \nu_2 \), the sum of parameter contributions is in statistical agreement with the total variance (section S1.2).

While the parameters \( \gamma \), \( R \) and ECS are each diagnosed independently, \( \varepsilon \) is calculated from equation (2b) and is thus dependent on these parameters by definition. Its contribution to the RWF spread can therefore be regarded as the variance contribution by the interplay of these parameters causing a non-unitary ocean heat uptake efficacy. As \( \varepsilon \) is a function of four quantities (including RWF), the correlation of \( \varepsilon \) with each other independent parameter (\( \gamma \), \( R \) and ECS) can nevertheless be insignificant (table S2).

To test our variance decomposition method, we have also decomposed TCR variance analogously to RWF variance. This can be directly compared to the ANOVA results from Geoffroy et al (2012), which are in satisfactory agreement as discussed in section S1.1.

2.3. Analysis of published ESM ensembles

We analyze three different published model ensembles. The first two are a nine-member subset of EMICs from the EMIC-AR5 ensemble (Eby et al 2013, section S2.1) and a 15-member subset of comprehensive ESMs from the CMIP5 ensemble (Andrews et al 2015, Gregory et al 2015, section S2.2). We simply refer to these subsets as ‘EMICs’ and ‘ESMs’ in the following. The third ensemble is a constrained parameter ensemble (Steinacher et al 2013, Steinacher and Joos 2016, section S2.3) of the Bern3D-LPX model (section 2.4).

For the ESMs, Gregory et al (2015) diagnosed TCR and \( \gamma \) as 20 year averages around the time of \( \text{CO}_2 \) doubling, in an experiment where \( \text{CO}_2 \) concentration increases by 1% yr\(^{-1} \) and stabilizes at 4 \( \times \text{CO}_2 \). We applied the same transient diagnosis for the EMICs and the Bern3D-LPX ensemble, but with a 10 year averaging window for Bern3D-LPX where the available experiment already stabilizes at 2 \( \times \text{CO}_2 \) concentration (section S2.3.2). For all ensembles, we calculated \( \varepsilon \) from equation (2b).

ECS was estimated using the Gregory method (Gregory et al 2004) consistently in all three ensembles. Simulation years 130–1000 were extrapolated for the EMICs (Pfister and Stocker 2017) and the Bern3D-LPX ensemble (this study), while the shorter ESM simulations only allow an extrapolation of simulation years 20–150 (Andrews et al 2015). While 2 \( \times \text{CO}_2 \) experiments were used for the EMICs and Bern3D-LPX, only 4 \( \times \text{CO}_2 \) experiments are available from CMIP5, which may bias the ECS estimates for state-dependent ESMs (Good et al 2015, Pfister and Stocker 2017). This difference in forcing magnitude
may also affect the estimates of the effective radiative forcing \( R \).

\( R \) estimates were obtained otherwise consistently for ESMs and EMICs, by a linear fit of the radiative imbalance over simulation years 1–20 back to zero warming (Andrews et al. 2015, Pfister and Stocker 2017). This estimation is not possible for the Bern3D-LPX ensemble, due to lack of abrupt-forcing simulations. \( R \) estimates for this ensemble were therefore obtained by scaling a mean \( R \) with the prescribed prior \( \text{CO}_2 \) forcing scaling (Steinacher et al. 2013, section S2.3.3). The mean \( R \) was obtained from the Bern3D-LPX simulation of EMIC-AR5, consistent with the other EMICs. The \( R \) spread of the Bern3D-LPX ensemble may thus be underestimated, as the influence of parameter variations other than prescribed forcing scaling is disregarded.

The above-summarized analyses and differences between ensembles are described in more detail in the supplementary material.

### 2.4. Illustrative Bern3D-LPX simulations

The Bern3D-LPX model is an EMIC, consisting of a frictional geostrophic ocean and a one-layer moist EBM (Ritz et al. 2011), coupled to a dynamic global vegetation model (Stocker et al. 2013). We use an updated model version (Roth et al. 2014), which mainly has a higher poleward resolution than the version that was used both in EMIC-AR5 and the constrained Bern3D-LPX ensemble by Steinacher et al. (2013).

The ECS of this model is tuned to 3.0 °C using a global feedback parameter \( \lambda_{\text{BSD}} \). A term \(-\lambda_{\text{BSD}} \Delta T\), where \( \Delta T \) is the global mean temperature anomaly from preindustrial, is added to the global energy balance to account for feedbacks that are not otherwise parameterized. This includes cloud feedbacks, but we note that a non-global feedback parameterization would be required to properly emulate the radiative impact of clouds (Ullman and Schmittner 2017). By retuning \( \lambda_{\text{BSD}} \), we create four Bern3D-LPX versions with an ECS of 2.0, 3.0, 4.5 and 6.0 °C, respectively. Simulations with these model versions serve to illustrate the isolated impact of ECS or global mean feedback changes on the RWF.

### 3. The influence of ECS on the RWF

#### 3.1. Illustrative simulations

Figure 1 shows the simulated temperature evolution of the Bern3D-LPX model in response to an idealized \( \text{CO}_2 \) scenario following Frölicher and Paynter (2015). \( \text{CO}_2 \) concentration is first prescribed to increase at a rate of 1% per year until simulation year 99. Thereafter, \( \text{CO}_2 \) emissions are set to zero and the concentration is allowed to evolve freely, decreasing in response to carbon uptake by the terrestrial and oceanic reservoirs (not shown). Four Bern3D-LPX versions tuned to different ECS are presented (section 2.4).

The temperature evolutions for different ECS deviate not only in magnitude, but also in shape. For low ECS, temperature peaks shortly after the cessation of \( \text{CO}_2 \) emissions, and the ZEC is small. For high ECS, warming peaks roughly 300 years later and the ZEC is substantial (roughly 1.7 °C for the highest ECS). This implies that both the ZEC and the time until peak warming increase with ECS. Both findings point to an ECS-dependency of the RWF, as the RWF dominantly determines the ZEC (Ehlert and Zickfeld 2017). This ECS-dependency is investigated in the following subsections.

#### 3.2. Ensemble differences and ECS uncertainty

Figure 2 compares these Bern3D-LPX simulations (colors) to corresponding simulations from selected models from the EMIC-AR5 (gray) and CMIP5 (black) ensembles. In contrast to our main analysis presented below, figure 2 uses model data from Frölicher and Paynter (2015) to investigate the RWF-discrepancy that they have pointed out in their selection of EMICs and ESMs.

In agreement with earlier studies (Hansen et al. 1984, Raper et al. 2002), figure 2 shows that the RWF is generally lower in models with higher ECS. As ECS is substantially higher in some ESMs than in all of the EMICs, this physical relation partly explains the finding of Frölicher and Paynter (2015) that the RWF is lower in the ESMs compared to the EMICs as a group. This RWF difference is therefore partly related to the tuneable ECS model parameter, and may not be inherent to model complexity. This is further explored in section 4.

Figure 2 also presents the influence of the ECS estimation uncertainty on the RWF. Because equilibrium simulations are not available for most models, ECS has to be estimated using extrapolation methods in abrupt-forcing simulations. For the ESMs, these estimates were obtained using the Gregory method (Gregory et al. 2004), linearly extrapolating simulation years 20–150 to equilibrium (Andrews et al. 2015). For the EMICs, 1000 year temperatures are used as ECS estimates (Eby et al. 2013).

Applying the same estimation methods to our illustrative Bern3D-LPX simulations (colored circles and diamonds in figure 2) underestimates the true model ECS (squares corresponding to 5000 year equilibrium warming). In the two lower-ECS versions of Bern3D-LPX, the values based on year 20–150 Gregory extrapolation (circles) underestimate the true ECS slightly more than the 1000 year temperatures (diamonds), because the global feedback changes still substantially between years 150 and 1000 (Pfister 2017). The opposite is true for other EMICs where feedback changes are small (Pfister and Stocker 2017).
The differences in RWF estimates arising from different ECS estimation methods are smaller than, but of comparable magnitude to, RWF differences between different models. This highlights the fact that RWF estimates can only be as accurate as their underlying ECS estimates. Furthermore, if the RWF is estimated for any other point in time other than CO2 doubling, the state-dependence of ECS (e.g. Jonko et al. 2013, Good et al. 2015, Pfister and Stocker 2017) has to be taken into account (section S1.3). For the Bern3D-LPX model, equilibrium warming per unit forcing decreases with increasing forcing (Pfister and Stocker 2017). Therefore, the model’s actual equilibrium warming corresponding to the forcing at year 99 (stars in figure 2) is smaller than the forcing-scaled ECS (squares), resulting in a higher RWF estimate.

The above considerations complicate the inter-ensemble RWF comparison of Frölicher and Paynter (2015). To avoid these complications, our following RWF analysis focuses on the time of CO2 doubling, and ECS estimates are consistently obtained in all ensembles by linear extrapolation of the longest available time-series (section 2.3). Only for the illustrative Bern3D-LPX simulations, equilibrium ECS values are available.

3.3. Multi-ensemble analysis and the influence of ocean heat uptake

Figure 3 shows a similar analysis as figure 2, but for a different model selection that is used for the main analysis in this study (methods). Also, the RWF is evaluated in the year of CO2 doubling (TCR/ECS) as
motivated above. Under these slightly different choices of models and time, the finding that some ESMs have a higher ECS and a lower RWF than all EMICs still holds. This is also true when comparing the full CMIP5 and EMIC-AR5 ensembles (table S1). However, the median ECS and RWF differences are smaller than in both model selections presented in figures 2 and 3. Most notably, the median ECS is about 0.4 °C lower in CMIP5 than in both presented ESM selections, indicating that those selections are biased towards ESMs with high ECS. In contrast, our EMIC selection does not bias the median of the RWF and other parameters, but narrows their spreads compared to the full EMIC-AR5 ensemble (table S1).

The filling color of all model markers in figure 3 indicates the product $\varepsilon \gamma$ (equation (2b)), that is the influence of transient ocean heat uptake on the RWF. For models with a similar ECS, the RWF is lower for higher $\varepsilon \gamma$ (e.g. the ESMs MIROC5 and NorESM1-M filled in yellow) and vice versa (CanESM2, CNRM-CM5 and the majority of EMICs filled in purple). However, the RWF is also influenced by the forcing $R$, which explains why $\varepsilon \gamma$ differs substantially between some models with similar ECS and RWF values. The relative importance of ECS, $\varepsilon$, $\gamma$ and $R$ is examined in section 4.

In addition, figure 3 also shows the two-dimensional probability density function (pdf) of the Bern3D-LPX ensemble. Darker shades of gray imply a larger density of ensemble members, i.e. a larger probability that the constrained model simulates these ECS and RWF values. The shape of the shading reveals a strong ECS/RWF anticorrelation ($r = -0.87$). It is consistent with the other model ensembles ($r = -0.70$ for ESMs and $r = -0.46$ for EMICs, table S2), but the probability density is very low in the region of high-ECS, low-RWF ESMs.

4. The influence of other energy balance parameters

4.1. Ensemble uncertainties of the energy balance parameters

We now compare the influence of ECS on the RWF to the influence of other EBM parameters (equations (2a), (2b)). We first present inter-model and inter-ensemble differences in those parameters (figure 4) and then analyze their relative contributions to the RWF spread (figure 5).

The most striking parameter difference between EMICs and ESMs apart from the previously investigated RWF and ECS differences (figures 4(a), (d)) is the markedly lower ocean heat uptake efficacy $\varepsilon$ of EMICs (figure 4(b)). According to equation (2b), this lower $\varepsilon$ contributes to the higher RWF of EMICs along with the lower ECS. While the ECS discrepancy to ESMs could be amended by simple model tuning as demonstrated in the new Bern3D-LPX simulations, the difference in $\varepsilon$ may be more fundamental and related to model complexity.

The non-unitarity of $\varepsilon$ in ESMs has mostly been attributed to changes in the patterns and climate feedbacks of clouds (Rose et al 2014, Andrews et al 2015, Rose and Rayborn 2016) as well as a reduced feedback of tropospheric stability (Ceppi and Gregory 2017). While changing temperature patterns acting on constant polar-amplified feedback patterns can also cause non-unitary $\varepsilon$ in specific models (Armour et al 2013, Pfister 2017), the time-dependency of the feedback pattern generally needs to be taken into account (Rose et al 2014). Only two of the nine EMICs included in our analysis feature a quasi three-dimensional atmosphere and interactive cloud parameterizations, namely both CLIMBER versions. The other EMICs cannot simulate the aforementioned processes responsible for the non-unitarity of $\varepsilon$ in ESMs. However, also those...
EMIC-AR5 models that feature interactive cloud parameterizations have an efficacy close to one (table S3). This includes the CLIMBER models and three of the models that have been excluded from our analysis due to restart offset corrections (section S2.1). The inability of these models to simulate non-unitary $\varepsilon$ could be explained by coarse atmospheric resolution or other model differences to ESMs.

The only two EMICs simulating substantially non-unitary $\varepsilon$ are LOVECLIM ($\varepsilon = 1.45$), which is not

---

Figure 4. EBM parameters diagnosed from different model ensembles. EMICs and ESMs are shown as side-by-side histograms (gray and black), with bin widths given by $x$ axis ticks. The weighted probability density functions (pdfs) of the constrained Bern3D-LPX ensemble are shown in blue; solid for the full ensemble and dotted for a reduced ECS range of 2 $^\circ$C–6 $^\circ$C. All pdfs (and histograms) are normalized such that the area under the pdf (and the sum of bar heights multiplied by widths) amounts to one. Separate parameter values of the four new Bern3D-LPX simulations are shown in colors corresponding to figure 1.

Figure 5. Parameter decomposition of the RWF spread. The total spread (black) is the variance of the RWF in both panels. Colored bars indicate contributions to the RWF spread by the isolated spread of separate EBM parameters, as indicated by the legend; e.g. $\varepsilon$ (ECS) for ECS (equation (3)). These are calculated using (a) equation (4) and (b) equation (5).
included in the main EMIC analysis due to offset corrections (table S3), and the new version of Bern3D-LPX used for our four illustrative ECS simulations ($\varepsilon = 1.32$ in the model version with ECS $= 3.0$ °C). In this Bern3D-LPX version, $\varepsilon > 1$ is due to shifting temperature patterns acting on a strong sea-ice albedo feedback (Pfister 2017). LOVECLIM also features a strong sea-ice albedo feedback and no interactive clouds (Eby et al 2013), suggesting that a similar effect may be responsible for its non-unitary efficacy. This sea-ice amplification effect is stronger in Bern3D-LPX than in most ESMs (Pfister 2017).

The most likely parameter values inferred from the constrained Bern3D-LPX ensemble—given by the maximum of the pdf—are roughly consistent with the most likely values inferred from the EMICs histogram. An exception to this is $R$, which is lower for the Bern3D-LPX ensemble. This difference may fully or partly be due to the different diagnosis method of $R$ (section 2.3). Furthermore, some Bern3D-LPX members reach $\varepsilon$ values substantially larger than one, which are not found in the EMICs. We hypothesize that these high efficacies may be due to a stronger or more delayed Southern Ocean warming in these members, which was found to cause $\varepsilon > 1$ in the new Bern3D-LPX version (Pfister 2017).

Also for the other EBM parameters, the spreads are generally wider for the Bern3D-LPX ensemble than for the EMICs. Reducing the ECS range to $2$ °C–$6$ °C (dotted pdfs in figure 4) also reduces the spreads of the RWF and of $\lambda$, which then become more similar to the corresponding spreads of the EMICs. The distributions of the other EBM parameters are almost unaffected, which indicates that these parameters are reasonably independent of ECS, as confirmed by low correlations (table S2).

### 4.2. Parameter contributions to the spread of the RWF

How does the spread in each of the EBM parameters (ECS, $R$, $\varepsilon$, $\gamma$, $\lambda$) affect the spread of the RWF? In the four illustrative new Bern3D-LPX simulations, it is evident from figure 4 (colored squares) that the RWF is uniquely driven by ECS: the RWF is lower under higher ECS, even though $\varepsilon$ is lower (due to faster sea-ice melting. Pfister 2017). Independently, the lower $\varepsilon$ should increase the RWF, but this effect is overruled by the stronger ECS effect. $\gamma$ and $R$ are only very slightly affected by the ECS tuning.

For the three analyzed model ensembles, the answer to this question is less straightforward. We investigate this by calculating separate spread contributions for each parameter, as described in section 2.2. The results are shown in figure 5.

The sum of spread contributions is within the uncertainty of the total spread for the EMICs and ESMS, but not for the constrained Bern3D-LPX ensemble (section S1.2). This is consistent with the fact that there are no significant cross-correlations between parameters (ECS, $\varepsilon$ and $\gamma$) in the EMICs and ESMs, but significant cross-correlations with $\gamma$ in Bern3D-LPX (table S2).

The spread discrepancy for Bern3D-LPX is partly resolved by taking the spread of the product $\varepsilon \gamma$ (figure 5(b)), as this is smaller than the sum of separate spreads in $\varepsilon$ and $\gamma$ (figure 5(a)) due to an anticorrelation between those parameters (table S2). The remaining discrepancy may be due to a weak but significant anticorrelation between $\varepsilon \gamma$ and $\lambda$ (section S1.2). We also note that the discrepancy originates from the long tails of the ECS distribution, as it is resolved if the ensemble is reduced to an ECS range of $2$ °C–$6$ °C (not shown). In the following, we refer to the sum of contributions as ‘full RWF spread’ to make quantitative statements about relative contributions.

The ECS spread explains most of the RWF spread in the Bern3D-LPX ensemble: it amounts to 75% of the full RWF spread (figure 5(a)), or even to 89% if the dependency of $\varepsilon$ and $\gamma$ is accounted for by taking their product. The ECS spread explains about 55% of the full spread in the ESM ensemble and only 18% in the EMIC ensemble. This shows that the inter-model differences in the RWF mainly originate from the large ECS spread in the Bern3D-LPX and ESM ensembles, but not in the EMIC ensemble that has a smaller ECS spread.

The other EBM parameters contribute in roughly equal parts to the RWF spread of ESMs. In the EMICs, the contribution of $\varepsilon$ is smallest, because most models have a near-unitary ocean heat uptake efficacy. For the constrained Bern3D-LPX ensemble, the $R$ spread is very small (Methods) and the $\varepsilon$ and $\gamma$ spreads should not be interpreted separately due to their substantial cross-correlation (table S2).

In the second decomposition (figure 5(b)), we compare the relative spread contributions of the total feedback $\lambda (= \varepsilon / \text{ECS})$ and $\varepsilon \gamma$. In the constrained Bern3D-LPX ensemble, the $R$ spread is small, and thus the relative spread contribution of $\lambda$ closely corresponds to the spread contribution of ECS (89% of the full spread). This dominant contribution indicates that the degree of equilibration in this ensemble is largely determined by the global feedback tuning. In the ESMs and EMICs, $\lambda$ and the combined effect of $\varepsilon$ and $\gamma$ are similarly influential for the RWF spread; $\lambda$ is more influential for the ESMs (58%) and less so for the EMICs (44%), due to the larger ECS (and $\lambda$) spread in the ESMs.

### 5. Conclusions

We have analyzed three ensembles of recent climate models: a subset of 15 ESMs from CMIP5 (Taylor et al 2012), a subset of 9 EMICs from EMIC-AR5 (Eby et al 2013), and a large observationally constrained parameter ensemble from the Bern3D-LPX model (Steinacher et al 2013). All ensembles show that the RWF is lower for
models with higher equilibrium climate sensitivities (ECS). This is a confirmation of analytical considerations (Hansen et al 1984) and results from earlier model generations (Raper et al 2002, Winton et al 2010). We have reproduced this influence of the ECS on the RWF in new Bern3D-LPX simulations using a simple global feedback tuning parameter.

The RWF uncertainty from using different ECS extrapolation methods is substantial in our Bern3D-LPX simulations, but smaller than the intermodel RWF spread in the EMIC and ESM ensembles. For transient RWF estimation at $CO_2$ concentrations differing from $2 \times CO_2$, the state-dependence of the ECS (e.g. Jonko et al 2013, Pfister and Stocker 2017) needs to be taken into account, as demonstrated mainly in the Supplementary section S1.3 of this study.

We have decomposed the RWF spread of each ensemble into contributions from four diagnostic energy balance parameters: ECS, effective radiative forcing, ocean heat uptake efficiency and ocean heat uptake efficacy. In the ESMs and the constrained Bern3D-LPX ensemble, the influence of the ECS spread on the RWF is dominant, explaining 55% and 89% of the RWF spread, respectively. For the ESMs, the remaining parameters contribute about evenly to the RWF spread (13%–19% each). In the EMICs, the smaller ECS spread explains only 18% of the RWF spread, while the dominant contributor is the ocean heat uptake efficiency (42%).

Finally, we have investigated why the RWF tends to be higher in EMICs than in ESMs (Frölicher and Paynter 2015). In our model selection, we have identified lower ECS and ocean heat uptake efficacy ranges in the EMICs compared to the ESMs, which can both contribute to their lower RWF. The lower ECS range of EMICs is confirmed in the model selection of Frölicher and Paynter (2015) and the full EMIC-AR5 and CMIP5 ensembles. However, the median difference of both the RWF and the ECS is smaller in the full ensembles, mainly because the ESM subsets analyzed in our study (following Gregory et al 2015) and in Frölicher and Paynter (2015) are biased towards high-ECS ESMs.

We agree with Frölicher and Paynter (2015) that models with low RWF are required to project an upper limit of long-term future warming. However, our study shows that this does not, in principle, rule out the use of EMICs: the RWF spread of the ESMs is mainly caused by their ECS spread, and the ECS of EMICs can be tuned to achieve similarly low RWF values as simulated by ESMs.

As demonstrated for the Bern3D-LPX model, EMIC model versions with a lower RWF can also be constructed simply by tuning ECS using a global feedback parameter. Therefore, we suggest that future EMIC studies should sample a range of ECS tunings to account for the uncertainty not only in long-term warming, but also in the degree of physical equilibration measured by the RWF. Massive probabilistic parameter ensembles such as the Bern3D-LPX ensemble by Steinacher et al (2013) include such an ECS sampling in addition to other parameters, and therefore remain useful tools for future projections. However, the relative RWF spread contributions of energy balance parameters may differ between such probabilistic ensembles and multi-model ensembles: in the probabilistic Bern3D-LPX ensemble, the ECS spread affects RWF more dominantly than in other ensembles.

For studies where not just the global mean equilibration, but also the patterns of feedbacks and warming are of interest, the discrepancy between EMICs and ESMs is not as easily resolved. The lower ocean heat uptake efficiency range of EMICs compared to ESMs is probably due to the lack of cloud feedbacks in most EMICs. Therefore, it should be investigated whether a cloud feedback emulator (Ullman and Schmittner 2017) would be able to increase the ocean heat uptake efficacy of EMICs, and further contribute to a lower RWF.
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