Dynamical emergence of a Kosterlitz-Thouless transition in a disordered Bose gas following a quench
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We study the dynamical evolution of a two-dimensional Bose gas after a disorder potential quench. Depending on the initial conditions, the system evolves either to a thermal or a superfluid state. Using extensive quasi-exact numerical simulations, we show that the two phases are separated by a Kosterlitz-Thouless transition. The thermalization time is shown to be longer in the superfluid phase, but no critical slowing down is observed at the transition. The long-time phase diagram is well reproduced by a simple theoretical model. The spontaneous emergence of Kosterlitz-Thouless transitions following a quench is a generic phenomenon that should arise both in the context of non-equilibrium quantum gases and nonlinear, classical wave systems.

Following a quench, ergodic quantum systems experience a progressive loss of memory of their initial state. At long time a thermal equilibrium establishes, governed by a few conserved quantities [1,2]. This ubiquitous phenomenon arises, in particular, in isolated systems, which act as a thermal bath for their subparts, as formalized by the Eigenstate Thermalization Hypothesis [3–5]. Despite the rather generic character of thermalization, it has been shown that its transient dynamics could be very rich. For certain far-from-equilibrium initial states, e.g., the post-quench correlations functions of a quantum gas can display a universal spatio-temporal scaling [6–8]. Near-integrable systems also exhibit a slow pre-thermal dynamics [9,12], characterized by a generalized Gibbs ensemble [13,14]. Theoretically, descriptions of the full evolution of a quantum system from its early- to late-time dynamics have been proposed in a few cases [15–18] but this problem remains, in general, largely unexplored.

An important ingredient that may significantly impact the quench dynamics of an isolated system is spatial disorder. The role of disorder has been, for instance, addressed in the context of strongly interacting systems where the phenomenon of many-body localization prevents the emergence of a thermal state [19]. Initially described in one-dimensional geometries [20,21], many-body localization has also been recently touched upon in two dimensions [22,25]. In parallel, the ergodic regime has been explored in weakly interacting disordered Bose gases, where it was shown that at transient times the competition between disorder and interactions can destroy localization effects [26,29] or drive the gas to a pre-thermal state [30,31].

Another central question in non-equilibrium physics is the possibility for coherent, condensate-like structures to spontaneously emerge in an isolated system after a quench, a phenomenon that depends on dimensionality and occurs for specific initial conditions [32–39]. In practice, the dynamical formation of condensates has been much studied in the context of nonlinear optics where an optical field, analogously to a degenerate Bose gas, obeys a time-dependent nonlinear Schrödinger equation. Such ‘dynamical’ condensation has been explored in atomic vapors [40,41] and in multimode fibers [42–44]. In these works, the effective spatial dimension was 2, and signatures of condensation were observed either due to the presence of a spatial confinement [42,44] or because the dynamics was probed at finite time [40,41]. In two-dimensional (2D) infinite space, however, no true condensation is expected at long time, but rather a Kosterlitz-Thouless (KT) transition [45]. For homogeneous quantum gases at equilibrium, the KT transition has been observed in liquid Helium [46] and with cold atoms [47,51]. In contrast, its spontaneous emergence in isolated systems following a quench is still elusive, although progress has been recently made in that direction [52,53]. Studies of the KT transition in the presence of disorder, on the other hand, remain scarce [54–57].

In this letter, we demonstrate the spontaneous emergence of a KT transition triggered by the sudden quench of a spatially disordered potential in a 2D interacting Bose gas, using a relatively simple approach based on a random Gross-Pitaevskii equation. This allows us to explore two yet poorly understood problems: 1- How 2D systems dynamically evolve toward the vicinity of a KT transition depending on the quench parameters and 2- Once equilibrium is established, how is the transition affected by the disorder. To address the first question, we numerically study the full time evolution of the coherence function and the thermalization time of the Bose gas. This allows us to explain, in particular, findings of the recent experiment [11]. On the second problem, we characterize the long-time, equilibrium transition line as a function of the disorder and compare it with state-of-the-art theoretical predictions. We finally investigate two core properties of the KT transition, the finite value of the superfluid density and the divergence of the correlation length, and find evidence for their universality in the presence of disorder.
Consider a dilute, 2D Bose gas initially prepared in a plane-wave state \(|k_0\rangle\), i.e., an eigenstate of the free Hamiltonian. From now on we choose the initial momentum \(k_0\) oriented along \(x\). At time \(t = 0\), we assume that the gas is suddenly subjected to a 2D disorder potential \(V(r = x, y)\), which we model by an uncorrelated random Gaussian function with zero mean: \(\langle V(r) \rangle = 0\) and \(\langle V(r)V(r')\rangle = \gamma \delta(r-r')\), where the overbar refers to the disorder average and \(\gamma\) is the disorder strength. The latter defines an energy scale, \(\gamma m\), where \(m\) is the mass of the particles and we have set \(\hbar = 1\). From \(t = 0\) onward, \(|k_0\rangle\) is no longer an eigenstate of the problem, so that the Bose gas starts evolving in time. We describe this evolution using the nonlinear Schrödinger equation

\[
i\partial_t \psi = -\nabla^2 \psi/(2m) + V\psi + gN|\psi|^2\psi, \tag{1}\]

where \(\psi = \psi(r, t)\) is the wave function. The latter is normalized according to \(\int d^2r |\psi(r, t)|^2 = 1\), and the pre-quench state is \(\psi(r, 0) = 1/\sqrt{\Omega} \exp(i k_0 \cdot r)\), with \(\Omega\) the volume of the system. The particle density is \(\rho_0 = N/\Omega\). In practice, this quench protocol can be realized by cooling a Bose gas to low temperatures, transferring it a momentum and subjecting it to an optical random potential \(V\). The problem is also relevant in the context of nonlinear paraxial optics where \(k_0\) refers to the transverse wave vector of a laser impinging on a nonlinear medium at finite angle of incidence \(\theta\). In that case, the disorder can be realized by imprinting 2D refractive-index fluctuations in the \((x, y)\) plane \([60, 61]\). In spirit, this approach is similar to a truncated Wigner approximation where one samples a random initial state \(\gamma m|g\rho\rangle\) in many realizations of \(V\) \([62]\). To describe the gas dynamics, we study the average coherence function

\[
g_1(r, t) = \psi^*(0, t)\psi(r, t)/|\psi(r, t)|^2. \tag{2}\]

To evaluate \(g_1\), we numerical propagate the wave function with Eq. (1) using a split-step algorithm, from which we compute the momentum distribution \([29]\). \(g_1\) follows from inverse Fourier transformation and disorder averaging. In our simulations, we discretize space on a rectangular lattice \(\Omega = L \times L\) with step \(\delta = 1.5\) and use periodic boundary conditions. Throughout the Letter, lengths, momenta and energies are given in units of \(a\), \(a^{-1}\) and \(1/(ma^2)\), where \(a\) is an arbitrary unit length.

The behavior of \(g_1\) as a function of time is entirely governed by three independent energy scales characterizing the post-quench state: the kinetic, disorder and interaction energies, \(k_0^2/2m, \gamma m\) and \(g\rho_0\), respectively \([28]\). We first show in Fig. 1 \(g_1\) vs. time for two different sets \((k_0^2/2m, \gamma m, g\rho_0)\). In panel (a), \(\gamma m \ll g\rho_0\). In this low-energy regime (weak disorder quench), \(g_1\) quickly exhibits an algebraic scaling:

\[
g_1(r, t) \sim (\xi/r)^{\alpha(t)} \tag{3}\]

The algebraic exponent \(\alpha(t)\) is shown in the inset of Fig. 1(a). It decreases in time and saturates when \(t \sim 10^4\tau_g\), with \(\tau_g = 1/(g\rho_0)\), indicating that the system has reached its final equilibrium state where the gas behaves as a superfluid. The time evolution of \(\alpha(t)\) features a slow cross-over from a pre-thermal regime at short time, where \(\alpha(t) \approx \gamma m/4\pi g\rho_0\) \([30]\), to a finite-temperature superfluid state at long time, where \(\alpha(t) \to (\infty)\) is related to the superfluid density, as will be investigated below. At short time, the algebraic decay is limited by the Lieb-Robinson
bound $r = 2c_s t$, where $c_s = \sqrt{gp_0/m}$ is the speed of sound, while at long time it is limited by the system size.

Fig. 1(b) shows $g_1(r, t)$ for a different initial condition, such that $\gamma m \gg gp_0$. In this regime, the coherence function right after the quench is governed by disorder scattering and is non-universal [31]. Very quickly though, particle interactions take over and induce an exponential scattering and is non-universal [31]. The dashed curves indicate the points of constant $t$, we use a system size $L$. To a given set $(k^2/2m, \gamma m, gp_0)$, there is the so-called Rayleigh-Jeans distribution, which describes the thermal equilibrium of classical-field theories [32, 34, 35]. Therefore, by examining $N_\epsilon(\infty)$ at large $\epsilon$, one can infer both $T$ and $\mu$ for a given $(k^2/2m, \gamma m, gp_0)$ [64]. In practice, at fixed $\gamma m$ and $gp_0$, larger temperatures are achieved by increasing $k_0$, as illustrated by the equi-$k_0$ lines in Fig. 2.

This dynamical analysis shows that, after the quench, the Bose gas thermalizes into a phase that crucially depends on the initial conditions $(k^2/2m, \gamma m, gp_0)$. To characterize the final equilibrium state more exhaustively, we have performed a systematic analysis of the coherence function vs. time for a large set of initial conditions. For each of those, we have determined whether $g_1(r, t \rightarrow \infty)$ behaves exponentially or algebraically [64].

The result of this analysis is summarized by the phase diagram in Fig. 2. The various equilibrium phases are represented as a function of the disorder energy $\gamma m$ and the temperature $T$, at fixed $gp_0$. Here $T$ is the effective temperature acquired by the Bose gas after its self-equilibration, and is determined by the initial conditions. To find it, we have computed numerically the occupation number at energy $\epsilon$, $N_\epsilon(t) = \rho_0(\psi(t)) \delta(\epsilon - \mathcal{H}_0(\psi(t))/\nu_t$, where $\mathcal{H}_0 = -\nabla^2/(2m) + V$ and $\nu_t$ the average density of state per unit volume. Whatever phase it lies in at long time, the Bose gas always contains a certain fraction of thermal particles. These particles occupy the states of highest energy, corresponding to $N_\epsilon(\infty) \sim T/(\epsilon - \mu)$, where $\mu$ is the chemical potential. This asymptotic law is in this region that we expect a Kosterlitz-Thouless transition to occur. To confirm it, we have evaluated semi-analytically $\gamma \propto \mu$ vs. the critical temperature $T_{KT}$ of the KT transition, in the spirit of the recent work [23]. The approach consists in calculating the superfluid density $\rho_s(T)$ on the superfluid side of the transition in the presence of disorder using Bogoliubov theory [65, 66], and extrapolating the result to the transition point assuming the Nelson-Kosterlitz relation, $\rho_s(T_{KT}) = 2m T_{KT}/\pi$. This relation, well-known in the homogeneous case, describes a universal jump of the superfluid density at the transition [67]. Below we will verify its validity numerically in the presence of disorder. At weak disorder $\gamma m \ll g p_0$, this calculation provides

$$\gamma m = \frac{4\pi gp_0}{I_1} \left[ 1 - \frac{T_{KT}}{T_d} (4 + I_2) \right],$$

where $T_d = 2\pi gp_0/m$, $I_1 = \int d\epsilon 4 gp_0 (\nu_\epsilon/\nu)/((\epsilon + 3gp_0 - \mu)^2$ and $I_2 = \int d\epsilon (\nu_\epsilon/\nu)/((\epsilon + 3gp_0 - \mu)$ with $\nu = m/2\pi$ [64]. In these integrals, $\epsilon$ is bounded from above by the lattice energy $4/(m a^2)$. We also restrict ourselves to $\epsilon > 0$, the density of states being very small at negative energy. In the homogeneous limit ($\gamma, \delta \rightarrow 0$), Eq. (5) reduces to $T_{KT} = T_d / \ln(\epsilon^4 T_d / gp_0)$, very close to the value $\gamma m \gg gp_0$ obtained in Monte Carlo simulations [57, 68]. Because Eq. (5) holds at weak disorder only, however, it is insufficient to accurately capture our simulations. To solve this issue, we have further included the next-order disorder correction to Eq. (5) [69, 70].
To test Eq. (6) in the presence of disorder, we have numerically computed the algebraic correlation length $L_{\alpha}$ for different $\gamma$. The results of this analysis are shown in Fig. 3(a). As $\gamma \rightarrow \infty$, we indeed observe that points at different $T$ fall on the same universal curve. A fit (dashed curve) further demonstrates a good agreement with Eq. (6). Overall, these results point toward a universal character of the KT transition in the presence of disorder, once the critical temperature has been properly rescaled according to Eq. (5).

We have, finally, analyzed the thermalization time $\tau_{th}$ needed for the system to equilibrate after the quench. To estimate it, we use the empirical numerical criterion that beyond $\tau_{th}$, the area $A(t) = \int_0^{L/2} dy g_1(x = 0, y, t)$ does not vary significantly in time whatever the quench parameters, i.e., for any point of the phase diagram in Fig. 2. In practice, we fit $A(t)$ with a function of the form $B - C/(t + D)^2$, and define $\tau_{th}$ as the time for which this function reaches 95% of its maximum $B$. The uncertainty on the fit parameters provide error bars for the determination of $\tau_{th}$. Fig. 4 shows $\tau_{th}$ vs. temperature for different $\gamma$. While $\tau_{th}(T)$ decreases nearly exponentially on the normal side, we observe a sizable increase of the thermalization time as one crosses from the normal to the superfluid phase. Notice also that, except perhaps at strong disorder, in the superfluid region disorder tends to ‘help’ the system to thermalize faster. This nontrivial outcome is the result of a compromise between two antagonistic effects, the disorder that makes the system more ergodic after the quench, and the interactions that drive a superfluid state less sensitive to the disorder.

In conclusion, we have characterized the dynamical equilibration of 2D interacting Bose gases subjected to a disorder potential quench, exploring both the nonequilibrium and equilibrium facets of the problem and providing a benchmark for future experiments on atomic or photonic disordered fluids. An analysis of the dynamical exponents governing the approach to equilibrium would be an interesting challenge for future work.
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SUPPLEMENTAL MATERIAL

EQUILIBRIUM TEMPERATURE AND CHEMICAL POTENTIAL

Energy distribution

To numerically determine the temperature $T$ and the chemical potential $\mu$ of the thermal equilibrium for a given set $(k_0^2/2m, \gamma m, g\rho_0)$ of initial quench parameters, we consider the disorder-averaged occupation number at long time, defined as

$$N_e = \lim_{t \to \infty} \frac{\rho_0}{\nu_e} \langle \psi(t) \rangle \delta(\epsilon - H_0 + g\psi(t)[2]\psi(t)),$$  \hspace{1cm} (7)

where $\rho_0$ is the particle density, $\nu_e$ is the average density of states per unit volume, $H_0 = -\nabla^2/(2m) + V$, and $\langle \psi(t) \rangle$ is the wavefunction of the Bose gas at time $t$. As in the main text, we set $\hbar = 1$. In the following, every dimensional quantity is expressed through a chosen unit of length $a$: the density $\rho_0$ is in unit of $1/a^3$, wavevectors are in units of $1/a$, and energies and temperatures in units of $1/(ma^2)$. The conservation of particles and energy impose $\int d\nu_e \rho_e = \rho_0$ and $\int d\nu_e \epsilon N_e = \rho_0 [k_0^2/(2m) + g\rho_0/2]$.

Since the particles evolve in a disordered potential, here chosen of Gaussian statistics, the energies $\epsilon$ are not bounded from below and, in particular, can be negative. At low energy, the behavior of $N_e$ is a priori complicated. It turns out, however, that in order to access the temperature and the chemical potential in the equilibrium state, it is sufficient to consider the asymptotic expression of $N_e$ at large energy, which we now discuss. This asymptotic limit takes a different form on both sides of the Kosterlitz-Thouless (KT) transition. At high enough temperatures first (i.e., above the KT transition), the gas is mainly composed of thermal particles. Within the classical-field description considered in our work and for weak enough disorder, its high-energy asymptotic limit is well described by the Rayleigh-Jeans distribution $\left[\text{\cite{20, 32, 34, 55}}\right]$

$$N_e \approx \frac{T}{\epsilon - \mu}.$$  \hspace{1cm} (8)

At lower temperatures (i.e., below the KT transition) on the other hand, a fraction of the gas becomes superfluid and coexists with the thermal fraction of atoms. The superfluid fraction is associated with the presence of Bogoliubov quasi-particles. In the limit of weak disorder $\gamma m \ll g\rho_0$, the average occupation number $N_{e}^{\text{qp}}$ of the quasi-particles is given by $\left[\text{\cite{69}}\right]$

$$N_{e}^{\text{qp}} = \frac{T}{\omega_e},$$  \hspace{1cm} (9)

where $\omega_e = \sqrt{(\epsilon + 3g\rho_0 - \mu)(\epsilon + g\rho_0 - \mu)}$ is the Bogoliubov dispersion relation in a non-uniform system, and $\mu$ is the chemical potential associated with the normal fraction of the gas. Note that while $\mu = g\rho_0$ in the homogeneous limit, its value for a discrete disordered system is a priori not known. From Eq. $[6]$, the occupation number of the true particles follows from $N_e d\epsilon = N_{e}^{\text{qp}} d\omega_e$. At high energy $\epsilon \gg g\rho_0$, this gives:

$$N_e \approx \frac{T}{\epsilon + 4g\rho_0 - 2\mu}.$$  \hspace{1cm} (10)

Thus, on either side of the transition the high-energy limit of the average occupation number is of the form $T/(\epsilon - C)$, where $C$ is related to the chemical potential. We have used this simple property to numerically estimate $T$ and $\mu$ for any value of the quench parameters, as we now explain.

Numerical evaluation of $N_e$

To obtain an estimation of $N_e$, we numerically compute the temporal evolution of $N_e(t)$ and consider that the equilibrium value is reached when $N_e(t)$ no longer depends on time. For convenience, in our numerical experiments we choose $g\rho_0$ small enough so that, in a first approximation, we can omit the interaction term when evaluating the energy distribution, Eq. $[7]$, and use:

$$\nu_e N_e(t) \approx \rho_0 \langle \psi(t) \rangle \delta(\epsilon - H_0) \langle \psi(t) \rangle,$$  \hspace{1cm} (11)

where $\psi(t)$ is the wavefunction of the Bose gas after an evolution time $t$. To evaluate $\nu_e N_e(t)$ numerically, we express it as the Fourier transform of the time-autocorrelation function of the gas $\left[\text{\cite{72}}\right]$, defined by $C_\ell(\tau) = \langle \psi(t) \rangle \exp(-iH_0 \tau) \langle \psi(t) \rangle$:

$$\nu_e N_e(t) = \frac{\rho_0}{\pi} \Re \int_0^\infty d\tau \ C_\ell(\tau) \ e^{i\tau \tau}.$$  \hspace{1cm} (12)

We first obtain $\psi(t)$ by propagating the initial plane wave $|k_0\rangle$ for a time $t$ with the Gross-Pitaevskii equation. Then $\psi(t)$ is used as the initial state for another propagation with $H_0$ for a time $\tau$, which yields the desired $C_\ell(\tau)$. We finally perform numerically the Fourier transform $\left[\text{\cite{12}}\right]$ and average over disorder realizations.

To access $N_e$, the last step consists in computing the density of states per unit volume of the disordered system, $\nu_e = \int d^2k/(2\pi)^2 \langle \psi(t) \delta(\epsilon - H_0) |k\rangle$. We achieve this task separately by exploiting the statistical translation invariance, which implies $\nu_e = \langle \hat{r} \delta(\epsilon - H_0) | \hat{r} \rangle$ for any point $\hat{r}$. We then use the same procedure as explained above, with the time-autocorrelation function $C_\ell(\tau) = \langle \hat{r} e^{-iH_0 \tau} | \hat{r} \rangle$ now computed by propagating the point-like state $| \hat{r} \rangle = |0\rangle$ with $H_0$.

Once $\nu_e N_e$ and $\nu_e$ computed, we plot the ratio $N_e(t)^{-1} = \nu_e \times (\nu_e N_e)^{-1}$. As explained in Sec. , at large enough energy this quantity is expected to scale linearly
with \( \epsilon \), see Eqs. 5 and 9. This is indeed observed numerically, as illustrated in Fig. 5 for three different values of the disorder energy \( \gamma m \). From these plots, we access \( T \) and \( \mu \) from a simple linear fit.

Note that, in practice, this way of extracting the final temperature and chemical potential sets a lower limit for the value of the disorder parameter \( \gamma \) providing reliable results. Indeed, when the mean free path of a given diffusive mode \( t_k \sim k/(\gamma m^2) \) starts to exceed the system size, the partial wave amplitudes propagating with momentum \( k \) in the medium—which typically decay as \( \exp(-r/t_k) \) —become non-negligible as they reach the edges of the system, which causes them to self-interference because of the boundary conditions. This makes the temporal autocorrelation of the wavefunction increase by a constant amount, which translates into parasitic oscillations in the energy distribution. This problem is all the more present when probing long times, as the momentum distribution spreads out, and modes of high momenta associated with a large mean free path are populated.

A good condition for this effect to be negligible is that the mean free path associated with the maximum possible value of the momentum is smaller than \( L/10 \). As we discretize spatially the system over a grid of step \( \delta \), the maximum momentum is \( k = \pi/\delta \), the associated mean free path \( t_{\text{max}} = \pi/(\delta \gamma m^2) \), so that the condition reads \( \gamma \geq 10m/(\delta Lm^2) \). Note that whenever this condition is fulfilled, we checked that the computed temperature and chemical potential have a very weak dependence on the size of the system, indicating that the system is very close to the true thermodynamic limit.

**CONSTRUCTION OF THE PHASE DIAGRAM**

To build the long-time equilibrium phase diagram of the Bose gas (Fig. 2 of the main text), we have numerically performed extensive temporal propagations of the initial state \( \ket{k_0} \) for a wide range of initial parameters \( (k_0^2/2m, \gamma m) \), at fixed interaction strength \( g\rho_0 = 0.1 \), spatial discretization step \( \delta = 1.5 \) and system size \( L = 400 \approx 126\xi \), where \( \xi = 1/\sqrt{mg\rho_0} \) is the healing length. We have then computed both the \( g_1 \) coherence function and the energy distribution \( N_z \) of the Bose gas, up to a time of \( t_{\text{max}} = 10^4\tau_g \) with \( \tau_g = (g\rho_0)^{-1} \). At such long times, the coherence function becomes independent of time for most choices of parameters.

Once a temporal propagation is completed, we first extract the temperature \( T \) from the energy distribution, as explained in the previous section. Using this value, each set of initial parameters maps onto a single point in the \( \gamma m - T \) phase diagram of the main text.

To characterize the equilibrium phase of the gas reached after the evolution, we use the following empirical procedure. Starting from the somewhat arbitrary length \( 3\xi \), we try to fit a cut of the \( g_1(r,t \to \infty) \) along the \( y \)-axis with positive \( y \) (i.e., in the direction perpendicular to the initial momentum \( k_0 \)) by an algebraic law, up to the length \( 25\xi \) to avoid any numerical noise stemming from the use of periodic boundary conditions. If the algebraic fit is successful, i.e., with an estimated relative error on the fit parameters less than 1%, we conclude that the gas lies in the superfluid phase, indicated in blue in the phase diagram. If the algebraic fit is not successful, we try to perform an exponential fit from \( 3\xi \) up to the point \( y \) where \( g_1 < 10^{-2} \). A successful fit then indicates that the gas lies in the normal phase, indicated in orange in the phase diagram.

In the vicinity of the KT transition, the fitting procedure becomes more challenging. Indeed, as shown in Fig. 6, close to the transition the \( g_1 \) function is neither completely algebraic nor exponential. This defines a zone (represented in green), where both fits may work approximately. On the normal side, we then simply consider that the gas is in a normal-fluid state when the exponential fit is nearly perfect, for values of \( g_1 \) above \( 10^{-2} \). This criterion yields a precise distinction between the two phases because the characteristic decay length of the exponential diverges very sharply as we approach the critical temperature [45, 71]. On the other side of the green area, where \( g_1 \) decays rather slowly, things are less clear and relying on the accuracy of the algebraic fits yields a blurry separation between the blue and the green zones. However, we have noticed that the log-log plot of the coherence function at short scale suddenly changes from concave to convex as one approaches the KT transition from the superfluid side (see Fig. 6). We take this change of convexity as our criterion for the distinction between
CRITICAL DISORDER STRENGTH

In this section, we recall the main theoretical steps leading to the critical disorder for the KT transition, Eq. (5) of the main text. To this aim, we first follow the reasoning developed in [23] and [69], and then adapt it to our discrete, two-dimensional system. As in [23], here we restrict ourselves to small interactions, \( g_0 \ll T \), a condition that is essentially verified in our simulations in the vicinity of the KT transition.

**Weak disorder**

In the presence of a weak disorder potential such that \( \gamma m \ll g_0 \), the expression for the normal-fluid density \( \rho_n \) of a two-dimensional, weakly interacting Bose gas, was previously derived in [65] within the Bogoliubov framework. It consists in computing the static linear response function of the system, which naturally separates into a normal and a superfluid part [66]. For our discrete system at leading order in \( \gamma m \) and \( g_0 \), the normal-fluid density reads:

\[
\rho_n = \frac{\rho_0}{2} \int \frac{d^2 k}{(2\pi)^2} \frac{\tilde{C}(k)}{(g_0 + \epsilon_k/2)^2} - \int \frac{d^2 k}{(2\pi)^2} \epsilon_k \frac{\partial N_{\text{qp}}}{\partial \omega_k} \tag{13}
\]

where \( \epsilon_k = E_k + g_0 - \mu \) with \( E_k \) the kinetic energy of the particles, \( \omega_k = \sqrt{(E_k + 3g_0 - \mu)(E_k + g_0 - \mu)} \) is the Bogoliubov dispersion relation, \( f_\epsilon \) is the occupation number [6] of the quasiparticles, and \( \tilde{C}(k) = \gamma \) is the power spectrum of the disorder. For a discrete system, the kinetic energy is

\[
E_{k_x, k_y} = \frac{2 - \cos (k_x \delta) - \cos (k_y \delta)}{m \delta^2}, \tag{15}
\]

with \( \delta \) the discrete spatial step.

In the second equality of Eq. (14), we introduced \( \rho_n^{\text{dis}} \), the correction of the normal fluid density due to the disorder potential. The contribution \( \rho_n^{\text{hom}} \), on the other hand, defines the normal-fluid density in the homogeneous (i.e., non-disordered) limit. For weak interactions \( g_0 \gg T \), the two contributions can be expressed as:

\[
\rho_n^{\text{dis}} = \frac{m \rho_0 \gamma}{4\pi g_0} I_1(g_0 \rho_0, \gamma, \delta, \mu), \tag{16}
\]

\[
\rho_n^{\text{hom}} = \frac{mT}{2\pi} I_2(g_0 \rho_0, \gamma, \delta, \mu), \tag{17}
\]

where

\[
I_1(g_0 \rho_0, \gamma, \delta, \mu) = \int d\epsilon \frac{4g_0 \nu_\epsilon / \nu}{(\epsilon + 3g_0 - \mu)^2}, \tag{18}
\]

\[
I_2(g_0 \rho_0, \gamma, \delta, \mu) = \int d\epsilon \frac{\nu_\epsilon / \nu}{\epsilon + 3g_0 - \mu}. \tag{19}
\]

The two dimensionless constants \( I_1 \) and \( I_2 \) depend on the interaction strength \( g_0 \), the spatial discretization \( \delta \) and the chemical potential \( \mu \). Their dependence on the disorder strength \( \gamma \), due to disorder corrections to the density
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of states, is negligible at weak disorder. The quantity \( \nu = n/(2\pi) \) is the free-space density of state of the continuous problem. In Eqs. (18) and (19), the integrals run only over positive energies as we neglect the occupation of the low-energy states induced by the presence of disorder. Indeed, for sufficiently small disorder, the density of states \( \nu \) remains small in the negative energy region.

The upper bound is set to \( 4/m\delta \), the maximum of the dispersion relation (15). Again, for small disorder, we can safely neglect the effect of the non-zero density of states in the high energy region. Using the simulated values of \( T, \mu \) and of the density of states \( \nu \), we can numerically compute \( I_1 \) and \( I_2 \), which yields the normal-fluid density (14) of the Bose gas at equilibrium:

\[
\rho_n = \rho_n^{\text{dis}} + \rho_n^{\text{hom}} = \frac{m\rho_0 \gamma}{4\pi g \rho_0} I_1 + \frac{mT}{2\pi} I_2. \tag{20}
\]

To obtain an expression for the critical disorder of the KT transition, we assume that the Nelson-Kosterlitz relation for the universal jump of the superfluid density at the transition is still valid in the presence of disorder [67], as one approaches the transition from the superfluid side:

\[
\rho_s(T) = \frac{2m}{\pi} T \quad \text{at} \quad T = T_{\text{KT}}. \tag{21}
\]

As explained in the main text, the behavior of the \( g_1 \) function on both sides on the KT transition fully supports this assumption. By decomposing the gas density into a normal and a superfluid part, we infer, at \( T = T_{\text{KT}} \),

\[
\rho_n = \rho_0 - \rho_s = \rho_0 \left( 1 - 4 \frac{T_{\text{KT}}}{T_d} \right), \tag{22}
\]

where \( T_d = 2\pi \rho_0 / m \). From Eqs. (20) and (22), we obtain the following expression for the critical disorder strength \( \gamma_{\text{KT}} \) corresponding to the Kosterlitz-Thouless transition:

\[
\gamma_{\text{KT}} = \frac{4\pi g \rho_0}{m I_1} \left( 1 - \frac{T_{\text{KT}}}{T_d} (4 + I_2) \right). \tag{23}
\]

At weak disorder, \( I_1 \) and \( I_2 \) depend very weakly on the disorder strength \( \gamma \) and are easily computed from Eqs. (18) and (19) at a given interaction strength \( g\rho_0 \), using the simulated density of states and the numerical values of \( \mu \). Then, we can solve implicitly Eq. (23) for pairs of solutions \((\gamma_{\text{KT}}, T_{\text{KT}})\). Note that in the continuous limit, Eq. (23) yields the same expression as in Ref. [23]:

\[
\epsilon^*(T_{\text{KT}}) = 2g\rho_0 \left[ 1 - \frac{T_{\text{KT}}}{T_d} \ln \left( \frac{\epsilon^* T_{\text{KT}}}{g\rho_0} \right) \right], \tag{24}
\]

with \( \epsilon^* = \gamma_{\text{KT}} m / \pi \). In the absence of disorder, \( \gamma_{\text{KT}} = 0 \) by definition, Eq. (24) gives for the critical temperature \( T_{\text{KT}} \approx T_d / \ln (\epsilon^* T_d / g\rho_0) \), which is very close to the value obtained by Monte-Carlo simulations in [68]: \( T_{\text{KT}} \approx T_d / \ln (\xi T_d / g\rho_0) \), with \( \xi \approx 60 \). According to Ref. [24], in the regime of weak disorder \( \gamma m \ll g\rho_0 \), Eq. (24) yields values of the critical temperature which agree within 20% with the results of the Monte-Carlo numerical approach developed in [77].

**Stronger disorder**

As the disorder becomes stronger, \( \gamma m \sim g\rho_0 \), \( I_1 \) and \( I_2 \) start to significantly depend on the disorder strength \( \nu \). As a result, at the KT transition Eq. (23) becomes an implicit function of the critical disorder strength \( \gamma_{\text{KT}} \).

Another issue is the validity of our initial formula (14), which was derived within a Bogoliubov approach assuming weak disorder. As \( \gamma m \) approaches \( g\rho_0 \), this approach must be corrected by taking into account higher-order interaction terms between quasi-particles and the random potential in the Bogoliubov Hamiltonian. In three dimensions, such a task was achieved in [69]. We will not present here a full adaptation of the reasoning to the two-dimensional case, and refer the interested reader to the aforementioned work. The net impact of the next-order disorder corrections on formula (23) is a renormalization of the interaction strength \( g\rho_0 \) via

\[
\rho_0 \rightarrow \rho_0 \left[ 1 + \frac{\gamma}{2} \int \frac{4\pi}{(\epsilon + 3g\rho_0 - \mu)^2} \right]. \tag{25}
\]

The correction term in Eq. (25) turns out to coincide with the disorder contribution to the normal density in Eq. (14). Computing it with our numerical values of the temperature, chemical potential and density of states, and performing the replacement (25) into Eq. (23), we obtain a new implicit equation for the critical disorder \( \gamma_{\text{KT}} \), which we use to draw the critical solid curve in the phase diagram of Fig. 2 of the main text. It turns out, however, that in our simulations the value of \( g\rho_0 \) is such that \( T_{\text{KT}} / g\rho_0 \sim 6 \), which is not exactly within the limit \( g\rho_0 \ll T \) assumed above. In addition to the disorder corrections, we thus expect higher-order contributions in \( g\rho_0 \) to play a role. We empirically account for this effect by computing \( I_1 \) and \( I_2 \) using the interaction energy as a fit parameter \((g\rho_0)_\text{fit} = 1.22g\rho_0 \). The resulting transition line in reasonable agreement with the position of the KT transition observed in the numerical simulations.