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Abstract: Now a day’s supported visual and audio cues for automatic depression assessment may be a fast emerging research subject. This comprehensive evaluation of existing methodologies focuses on machine learning (ML) algorithm and image processing (IP) algorithm, as documented in over sixty articles over the last ten years. There is a visual indicator of depression, several data collection procedures are used, and finally examined the previous year or existing datasets. In this article describes techniques and algorithms as well as methods for dimensionality reduction, visual feature extraction, regression approaches, and classification decision procedures, and also various fusion tactics. A significant meta-analysis of published data is given, based on performance indicators that are robust to chance, to identify general trends and important pressing concerns for further research using visual and verbal cues alone or in combination with signals for automated depression evaluation. The suggested work also used deep learning and natural language processing to estimate depression levels based on current video data.
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I. INTRODUCTION

In many cases, people who are sad are completely unaware of their mental illness. They are unable to detect the source of even minor dissatisfaction in themselves, and as a result, such users/people develop suicidal impulses. People are aware that they are depressed in certain conditions, but they are unwilling to seek help from anyone, owing to the erroneous sense of ‘humiliation’ connected with depression. Recognizing the indications of depression in the early stages of depression is more beneficial [1]. Depression is diagnosed as early as the primary grades, and a simple one-hour conversation with a counsellor can be extremely beneficial.

This has the potential to radically change that student's negative opinion into a good one. Such an how to deal with mental stress of students can benefit from appropriate counselling and can be guided down the right route to success. Facial expressions are the most valuable form of nonverbal communication. Number of researches has been conducted to determine which facial emotions as well as expressions are linked to stress and depression [2]. The popular work is mostly aimed at determining the appearance of depression in college students through the examination of their facial features. This system primarily employs facial detection techniques, natural language processing for speech recognition of communication, feature extraction of various emotions and classification of depressed or non-depressed features. The technology will be programmed to recognize depressive symptoms. Then, utilizing a web camera, footage of various students/people with a frontal face will be taken. Then, in order to forecast depression, the facial traits of those faces will be retrieved. The classification of user with depression or no depression based on the severity of the symptoms of depression [3]

II. RELATED WORK

- F. Zhang, Yona F. Binti A. Gaus, and Jan, H. Meng Automated depression evaluation on the basis of cues of visual and vocal; a fast emerging subject, as discussed in this article. The current comprehensive assessment of existing methodologies focuses on Machine Learning (ML) algorithm and Image Processing (IP) algorithm, as documented in over sixty articles over the last ten years. Depression's visual symptoms, various data gathering methodologies, and existing datasets are summarized [4].
- J. Crowe, Richard K. Morriss, Michel F. Valstar, and C. Solomon, this study intends to discover not only the differences in auditory aspects between non-depressed and depressed people as well as users, but also how they alter when people or user with depression try to hide their genuine emotions. Our goal, based on a set of optimal criteria, was to create an automatic depression identification system that could correctly label a person as depressed even if they tried to disguise it. This study was not interested in healthy people who changed their behaviour to appear depressed [5].
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- E. M. Goldner and E. Jenkins, The goal of this research is to compile existing information on current approaches to understanding and treating this illness. The findings are believed to be useful in informing practitioners and guiding future study. The findings of a scoping examination of the scientific research article were classify and charted by the critical research model. The great bulk of current research is based on a biological model (81 percent). A broader field of study for treatment-resistant depression research might be beneficial. “Given that various etiological routes are likely to contribute to treatment resistant depression, and existing efforts at prevention and therapy have significant room for improvement, an expanded research agenda could more effectively address this vital public health issue.” [6].

- J. Crowe, Richard K. Morriss, Michel F. Valstar, and C. Solomon, this research work includes a detailed survey and meta-analysis of automated emotions of facial expression in persons with non-psycho diseases set side by side to strong control groups. The studies looked at the automatic facial expression in response to corresponding stimuli and used an emotionally meaningful visual induction approach. In sadness, falling off in facial expression is particularly obvious for positive change. In a meta-analysis of eating disorders, researchers discovered that people with eating disorders have falling off of facial emotions in reaction to both positive and negative motive. According to autism research, people with autism show fewer facial expressions [7].

III. PROPOSED SYSTEM

A. System Architecture:
Fig.1 is our system model or architecture diagram, in which user will sign up and the details get store in the local database, the user will login and provide a video, which is then separated in two parts a visual and audio[8]. In image processing CNN will be used for detecting face and to find emotions on face like happy, sad, angry, fear, neutral, disgust. In this process images is taken from video and different frames are generated.

In audio extraction, when we upload a video then audio is separated from video and wave generation takes place. For speech recognition we use bag of words logic, we have some positive word dataset as well as some negative word dataset, with the help of this we can find the probability of how many words person speaks positive or negative, at last we apply Naive Bayes algorithm for final result [9].

After getting final result the user has a facility to see his report. In a method to quantify the on social media platforms variations between stressed and non-stressed peoples, three modules have been primarily defined in this project to handle the difficulty of stress detection: Categorization of System Framework, Social Interactions, and Attributes [10].

B. System Framework:
Here present a unique hybrid model in this framework that combines a determinant graph representation with a CNN to use social & content interaction message for stress exposure. The suggested model can increase detection review over 6-9 percent in F1-score, according to experimental data. By delving deeper into the data on social interactions, the number of social network system with poor connections is over 14 percent greater among stressed users than among non-stressed users, showing that stressed peoples friends are less linked and difficult than non-stressed people’s friends [11].

C. Social Interaction:
To investigate the relationship between peoples stress levels and their social cooperation on social networks, looking at the problem from two perspectives:
(1) social interaction content between stressed and non-stressed peoples, looking at the differences in content of social interaction; (2) social cooperation network, looking at the differences in structure in terms of structural variance, Strong/weak ties, as well as societal influence. In this research uncovered some fascinating social trends. For e.g., we discovered that the maximum social structures with sparse connections among stressed peoples is 14 percent greater than among non-stressed peoples, implying that the social structure of stressed peoples friends is minimum of connected and difficult, compared to that of non-stressed peoples [12].

D. Attribute Categorization:
Here initially develop two different sets of aspects to count the differences between stressed and non-stressed peoples on social media platforms: image and speech-level aspects from a single user and user-level aspects averaged from a people’s weekly activity.

IV. SYSTEM MODELS

A. Emotion and Face Detection:
Humans have traditionally had an easy time detecting emotions from facial expression, but accomplishing the same task with a computer algorithm is a much more difficult task. Current systems largely focus on face investigation while keeping the background intact, resulting in a plethora of superfluous and deceptive features that muddle CNN training [13]. This is categorized into three different parts:

- **Facial Detection:** Capability to locate or capture users face as an input image as well as frame. To calculate the output is the detected faces coordinates of border or bounding box.
- **Facial Recognition:** In that image processing algorithm compare multiple persons faces and its emotions. This is accomplished by contrasting face embedding vectors.
- **Emotion Detection:** The expression on the face is classified as joyful, terror, sad, surprise, angry, disgust, and neutral. Humans have a proclivity for picking up nonverbal cues from facial expressions. Computers are now recovering the ability to read emotions. So, how to recognize emotions in a photograph? Here, used an open source data set from Kaggle called Facial Emotion Recognition (FER) to train a CNN to recognize emotions. The emotions can be categorized into seven different classes’ i.e. joyful, terror, sad, surprise, angry, disgust, and neutral.

B. Speech to Text Conversion:

   - **Text Mining:**
   The process of extracting useful information from natural language text is known as text mining. The technique of extracting high-quality information from text is referred to as text mining. The ultimate purpose is to use Natural Language Processing (NLP) to convert text into data for study [15].

   - **Natural Language Processing (NLP):**
   NLP is a branch of AI in that computers intelligently examine, comprehend, and infer effect from human language. We can use natural language processing (NLP) to organize and arrange knowledge for tasks like automatic summarization, topic segmentation, translation, sentiment analysis, relationship extraction i.e. feature extraction, named entity recognition and speech recognition. NLP primarily acts as an important aspect called as speech reorganization in which system analyze primary source of audio data in the form of spoken words. Syntactic analysis is used in NLP to evaluate how natural language conforms to grammatical norms. Here are some syntax techniques that can be used:

     1. **Tokenization:** This is a crucial step in natural language processing that divides a string of words into semantically relevant tokens. Word tokens are usually separated by blank spaces, while sentence tokens are separated by stops.
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2. **Part-of-Speech Tagging:** It entails determining which portion of speech each word belongs to. It indicates whether the word is a noun, a pronoun, an adjective, a verb, an adverb, a preparation or a conjunction.

3. **Bag of Words:** It divides each string into words, lists them in a dictionary, and turns each data word into its root word.

**C. Naive Bayes (NB) Classifier:**

It's a probabilistic algorithm that's commonly used in text classification. The NB classification algorithm is simple to build and works well with large data entries as well as datasets. As a result of its clarity, NB is known to better even the most sophisticated classification systems. Despite the fact that the features are linked, the Naive Bayes method examines each one separately.

**VI. RESULTS AND DISCUSSION**

In this section results are formed as a implementation of ML and IP based application and results is generated on any web browsers for social community users to prevent various health and mental stress issues of patients as well as user’s in his daily life and social interaction time. The analysis results of the proposed system are carried out according to the following parameters:

- Time consumption = A
- Response Time = B
- Computation Cost = C
- Performance accuracy = D
- Scalable & User Friendly = E

**Fig.3: Time and Efficiency Chart**

In this context, the whole system has taken many more input attributes, but the main focus is on system performance and time. We will obtain the following analytical results for our proposed system based on some attributes and above mentioned parameters is as follows:

| Parameter | Existing | Proposed |
|-----------|----------|----------|
| A         | 10       | 4        |
| B         | 10       | 5        |
| C         | 8        | 8        |
| D         | 10       | 3        |
| E         | 8        | 2        |

**Fig.2: Time line chart of Result Analysis**

**VII. CONCLUSION**

In the present article introduce a unified deep learning-based depression detection framework. Finally, we introduced a novel technique for classification applications of word embedding optimization. On user level, we conducted a similar evaluation of some of the most extensively used deep learning techniques and its algorithms for depression identification from tweets. We ran our tests on datasets that were freely available online. Our tests revealed that our CNN-based models outperformed CNN-based models. Models with improved embeddings were able to keep their generalization capabilities while maintaining performance. We presented the findings of a study that looked at the automatic detection of depression in a human–computer interaction context using audio and video elements. We wanted to see how difficult it would be to deceive or defraud such an automated system. We discovered that depressed peoples seemed to be subsequent to the hypothesized pattern of reduced energy levels in speech in our study of maximally matched healthy and depressed people. Many of the prosodic and spectral elements previously used in emotion recognition were discovered to be significant as well in depression recognition. However, not all of the distinguishing characteristics between depressed and healthy participants were the same as those employed in emotion recognition.
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