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Abstract—This paper presents a novel scalable framework to solve the optimization of a nonlinear system with differential algebraic equation (DAE) constraints that enforce the asymptotic stability of the underlying dynamic model with respect to certain disturbances. Existing solution approaches to analogous DAE-constrained problems are based on discretization of DAE system into a large set of nonlinear algebraic equations representing the time-marching schemes. These approaches are not scalable to into a large set of nonlinear algebraic equations representing the time-marching schemes. These approaches are not scalable to large size models. The proposed framework, based on LaSalle’s invariance principle, uses convex Lyapunov functions to develop a novel stability certificate which consists of a limited number of algebraic constraints. We develop specific algorithms for two major types of nonlinearities, namely Lur’e, and quasi-polynomial systems. Quadratic and convex-sum-of-square Lyapunov functions are constructed for the Lur’e-type and quasi-polynomial systems respectively. A numerical experiment is performed on a 3-generator power network to obtain a solution for transient-stability-constrained optimal power flow.
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I. INTRODUCTION

A. Background and Motivation

Efficiency and security are often inconsistent for many nonlinear control systems [1]. For instance, improving the stability of power systems may result in a higher operational cost. On the other hand, pursuing the cost-efficiency of power generators may deteriorate the system’s security [2]. In system identification, stability of the identified model need to be guaranteed while pursuing the minimum modeling errors [3]. Efficiency here may represent cost-reduction or improvement in system’s performance with respect to some criteria, such as reducing modeling errors in system identification. Similar issue is encountered in many other control systems, such as networked DC motor systems [1], cognitive radio networks [4], and cloud computing/storage [5]. Therefore, it is desirable for the designers or operators of a nonlinear system to achieve a trade-off between efficiency and security.

The dynamics of a nonlinear systems is generally formulated as a set of differential algebraic equations (DAEs). Thus, the security and stability of the system can be quantitatively expressed as the boundedness or convergence of its dynamic trajectories [6]. A straight-forward idea of achieving the optimal trade-off of efficiency and security is to consider the DAEs or partial differential equations (PDEs) as constraints in the optimization problem of maximizing the efficiency. This implementation produces a DAE- or PDE-constrained optimization problem which is not directly solvable by mature optimization algorithms. The most commonly used solution methods for such optimization problems are the discretize-then-optimize approaches [7]–[9]. Namely, the basic idea of these methods is to discretize a DAE into a set of algebraic equations with respect to small time steps.

However, even a small DAE-constrained problem induces a large-scale nonlinear programming (NLP) problem after discretization [10]–[13]. Moreover, there may be convergence issues associated with the discretize-then-optimize methods [14]. As a result, the discretization scheme for DAEs or PDEs needs to be carefully chosen. Therefore, these methods are not practical for large-scale systems like modern transmission grids. A more scalable solution method is desirable for the stability-constrained optimization problems of large-scale nonlinear systems.

B. Relevant Work and Novelty

This paper develops a novel solution framework for stability-constrained optimization problems in large-scale nonlinear systems and introduces its applications in two typical types of nonlinear systems—Lur’e and quasi-polynomial systems.

Different from the existing methods that discretize the DAEs into a large number of nonlinear algebraic equations, the proposed approach constructs the stability certificate of a nonlinear system based on LaSalle’s invariance principle [6]. By utilizing the computationally effective convex form of Lyapunov functions [15], we convert the stability certificate from a set of DAEs into a limited number of algebraic constraints which can be directly incorporated into the optimization framework. As a result, the DEA-constrained optimization is converted into a scalable NLP problem which is more computationally tractable.

We first apply the proposed approach to develop a stability-constrained optimization framework for Lur’e-type systems [16]. Quadratic Lyapunov function candidates, which are convex, can be constructed for a Lur’e system with a properly chosen sector [17] for the nonlinear terms [18]. A swing equation based dynamic model of a power transmission network was reformulated into the Lur’e form in [19]. In the numerical experiment section, we demonstrate the proposed approach in a power transmission network [20], whose dynamic model is a Lur’e-type system.
The applicability of the proposed approach to a type of quasi-polynomial systems [21] is also investigated in this paper. The quasi-polynomial systems represent a much wider range of nonlinear systems than the Lur’e-type systems do. The quasi-polynomial system is first re-cast into a polynomial system. Then, a convex sum of squares (SOS-convex) Lyapunov function [22], [23] is constructed for this system. The dynamic model of a microgrid may not be of Lur’e-form [24]. However, almost all existing microgrid dynamic models belong to the class of quasi-polynomial systems, implying that the proposed approach is also valid for achieving the optimal trade-off of security and efficiency in microgrids.

The rest of the paper is organized as follows: Section II introduces the mathematical formulation of the problem. The novel stability-constrained optimization framework for nonlinear systems is presented in Section III. The applications in Lur’e and quasi-polynomial systems are introduce in Section IV, where the methods for constructing convex Lyapunov functions are also investigated. In Section V, a numerical experiment is given for validating the proposed approach, while conclusion is drawn in Section VI.

II. PROBLEM FORMULATION AND STATEMENT
A. A Dynamically-constrained Optimization Problem

This paper considers the following DAE-constrained optimization problem:

\begin{align}
\min_{w} & \quad c(w) \\
\text{s.t.} & \quad \dot{x} = f(x, w, u(t)) \quad (1a) \\
& \quad 0 = f(x^0, w, 0) \quad (1b) \\
& \quad 0 \geq g(x^0, w) \quad (1c) \\
& \quad \|x(t) - x^0\| \leq \epsilon \quad \text{as } t \to +\infty, \quad (1d) \\
\end{align}

where $x^0 \in \mathbb{R}^n$ and $x \in \mathbb{R}^n$ are column vectors of steady-state and dynamic-state variables respectively, $\epsilon$ is an arbitrarily small positive scalar, and $x^0 = \{x\}_{t=t_0}$. $c(w) : \mathbb{R}^m \to \mathbb{R}$ is a cost or performance function of the control variable vector $w$. An example of the vanishing disturbance $u(t) \in \mathbb{R}^r$ and its impact on the system trajectory $x(t)$ is given in Figure 1.

Fig. 1. An example of disturbance $u(t)$ and its impact on the system trajectory of a modified pendulum system whose formulation is given in Appendix A.

Generally, inequality (1d) represents the bound constraints, such as $x^0 \leq x \leq x^0$ and $w \leq w \leq w$. An engineering example of problem (1) is provided in Section V.

Suppose that the nominal system (i.e. the dynamic system without disturbance) of (1b):

\begin{equation}
\dot{x} = f(x, w, 0),
\end{equation}

is locally stable in a neighbourhood $\mathcal{P}$ of the equilibrium $x^0$. The stability of the perturbed system is jointly determined by $u$ (including the norm and duration of $u$) and $x^0$. The goal of solving problem (1) is to select the optimal solution of $w$ with regard to its cost function $c(w)$ and, at the same time, guarantee that the resulting steady-state operating point $x^0$ can withstand a given disturbance $u$.

The DAE-constrained optimization (1) is not directly solvable by the existing optimization algorithms. An existing approach differentiates the differential equation (1b) into multiple algebraic equations resulting in a nonlinear program (NLP) with a large number of nonlinear constraints. This approach is not scalable for large-scale nonlinear control system, such as power grids. This paper aims at developing a computationally tractable solution method to problem (1) based on the Lyapunov stability theories.

III. STABILITY-CONSTRAINED OPTIMIZATION

This section presents a novel scalable framework for solving the dynamically-constrained optimization problem (1). The primary idea of the proposed approach is to convert the stability condition (1b) and (1c) into a limited number of algebraic constraints based on LaSalle’s Invariance principle, so that the resulting optimization model is an ordinary NLP problem which can be directly solved by mature algorithms or solvers, such as KNITRO [25] and IPOPT [26].

A. Scalable Algebraic Stability Certificate

Let

\begin{equation}
\mathcal{F} = \left\{ (x^0, w) \in \mathbb{R}^{n+m} \mid f(x^0, w, 0) = 0 \right\},
\end{equation}

we have the following definition:

**Definition 1.** A function $V(x) : \mathbb{R}^n \to \mathbb{R}$ is said to be a candidate of common local Lyapunov functions (CLLFs) for the dynamic system (2) if the following conditions hold:

a) there exists a polytope $\mathcal{P}$ for each $x^0 \in \mathcal{F}$ that $x^0 \in \mathcal{P} = \{x \in \mathbb{R}^n \mid C x - d \leq 0\}$

where $C$ is a $|\mathcal{N}| \times n$ matrix while $d$ is a $|\mathcal{N}|$-dimensional vector, $\mathcal{N}$ is the facet set of $\mathcal{P}$;

b) $V(x^0) = 0$ and $V(x) > 0$ ($\forall x \in \mathcal{P} - \{x^0\}$ and $\forall (x^0, w) \in \mathcal{F}$);

c) $\mathcal{P} \subseteq \mathcal{D} = \{x \in \mathbb{R}^n \mid \dot{V}(x) \leq 0\}$ for all $(x^0, w) \in \mathcal{F}$.
Suppose there exists a CLLF, \( V(x), \) for the nominal system (2), we have the following lemma of LaSalle’s Invariance principle:

**Lemma 1.** The system trajectories of (2) starting from a fault-cleared state \( x^c = x|_{t=t_0} \) stay in the set \( \mathcal{R} \) for all \( t \in [t_0, +\infty) \) and eventually will converge to \( x^o \) if:

a) the fault-cleared state \( x^c \) is within the set \( \mathcal{R} \) which is defined as

\[
\mathcal{R} = \{ x \in \mathcal{P} \mid V(x) \leq V^{\min} \},
\]

and

\[
V^{\min} = \min_{x \in \partial \mathcal{P}} V(x),
\]

where the boundary of \( \mathcal{P} \)

\[
\partial \mathcal{P} = \bigcup_{i \in \mathcal{N}} \partial \mathcal{P}_i = \bigcup_{i \in \mathcal{N}} \left\{ x \mid C_i^T x - d_i = 0, C x - d \leq 0 \right\},
\]

\( C^T_i \) is the ith row of \( C, \) and \( d_i \) is the ith element of vector \( d; \)

b) \( V(x) \) is a valid CLLF for system (2).

**Proof:** See Appendix B.

A geometric representation of sets \( \mathcal{P}, \mathcal{D}, \) and \( \mathcal{R} \) is given in Figure 2. The basic idea of Definition 1 and Lemma 1 is to search for the minimum Lyapunov value along the facets of a pre-selected polytope \( \mathcal{P} \) inside \( \mathcal{D} \), rather than on the boundary of \( \mathcal{D}. \) The notation \( \partial \mathcal{P} \) represents the boundary of \( \mathcal{P} \) that can be formulated as a disjunctive set which is the union of disjunctions \( \partial \mathcal{P}_i \) \((i = 1, \ldots, |\mathcal{N}|)\). In reality, \( \partial \mathcal{P}_i \) represents a facet of the polytope \( \mathcal{P} \) from the perspective of geometry. Consequently, optimization (4) is a disjunctive programming (DP) which can not be directly solved by mature optimization algorithms. To mitigate this issue, we propose the following NLP reformulation of (4):

\[
V^{\min} = \min_{x^c} V(x^c) \quad \text{(5a)}
\]

\[
\text{s.t.} \quad \frac{\partial V(x^c)}{\partial x^c} - \lambda_i C_i = 0 \quad \text{(5b)}
\]

\[
C_i^T x^c - d_i = 0 \quad \text{(5c)}
\]

\[
C x^c - d \leq 0 \quad \text{(5d)}
\]

where \( x^c \in \mathbb{R}^n \) \((i \in \mathcal{N})\) is the state vector on the ith facet of the polytope \( \mathcal{P} \) and \( \lambda_i \in \mathbb{R} \) is the ith Lagrange multiplier \((i \in \mathcal{N}). \) Then, we have the following theorem.

**Theorem 1.** The \( V^{\min} \) obtained by solving optimization problem (5) is the same as the optimal solution of (4) if \( V(\cdot) \) is convex.

**Proof:** See Appendix C.

B. A Scalable Stability-constrained Optimization Framework

At \( t = t_0, \) system (1b) suffers from a disturbance and its trajectory \( x(t) \) starts deviating from the equilibrium point \( x^o. \) In reality, the fault-cleared state \( x^c \) is a function of \( x^o \) if the disturbance \( u \) and the fault clearing time \( t_o \) is given. Via Taylor’s series, such a function can be explicitly expressed as

\[
x^c = x^o + \sum_{n=1}^{N} \frac{f^{(n)}(x^o, w, u^o)}{n!} (t_c - t_0)^n,
\]

where \( f^{(n)} \) is the \((n-1)\)th-derivative of \( f \) with respect to time \( t; \) \( u^o = u|_{t=t_0} \) and \( N = \infty. \) A small \( N \) can provide satisfactory accuracy if \( (t_c - t_0) \) is small.

According to Lemma 1, the post-disturbance trajectory \( x(t \in [t_c, +\infty)) \) can stay within \( \mathcal{P} \) or even converge back to \( x^0 \) as \( t \rightarrow +\infty. \) Then the fault-cleared state \( x^c \) is within the set \( \mathcal{R} \) namely

\[
V(x^c) \leq V^{\min}.
\]

Note that \( x^c \in \mathbb{R}^n \) is an explicit function, while \( V^{\min} \) in (5) is a nonexplicit function, of \( x^o. \) Hence, constraints (5)-(7) together represent the dynamic stability certificate in the \( x^o \)-domain. By replacing constraints (1b) and (1c) with (5)-(7), we have the following stability-constrained optimization model for the nonlinear system (1b):

\[
\min \limits_{w} \quad (1a) \quad \text{s.t.} \quad (1c), (1d), \quad (5)-(7).
\]

We can consider (b-SCO) as an alternative formulation to the DAE-constrained optimization model (1). However, model (b-SCO) is still very hard to solve since it is a bilevel optimization problem where (5) is the lower-level subproblem. To overcome this issue, we proposed the following single-level NLP model

\[
(s\text{-SCO}) \quad \min \limits_{w, V^{\min}} c(w, V^{\min}) = c(w) - \epsilon V^{\min} \quad \text{(8a)}
\]

\[
\text{s.t.} \quad (1c), (1d), \quad (6), \quad (5b)-(5d), \quad \text{and} \quad V^{\min} \leq V(x^c), \quad \text{(8b)}
\]

where \( \epsilon \) is an arbitrarily small positive value and \( i \in \mathcal{N}. \)

**Theorem 2.** Optimal solution of (s-SCO) is also optimal to optimization problem (b-SCO).

**Proof:** See Appendix D.

**Remark 1.** Theorem 1 demonstrates that the single-level NLP problem (s-SCO) is equivalent to the bilevel problem (b-SCO), which implies (s-SCO) is also a stability-constrained optimization framework for nonlinear system (1b). Solving the proposed SCO framework (s-SCO), which is a scalable NLP problem, to obtain an optimal solution to (1) outperforms the discrete-then-optimize approach in terms of computational efficiency due to less number of nonlinear constraints.
IV. CONSTRUCTION OF CONVEX LYAPUNOV FUNCTIONS

The analysis in the previous section is based on an assumption that there exists a convex CLLF for the nonlinear system. This section introduces the application of the proposed approach in two types of nonlinear systems–Lur’e and quasi-polynomial systems—together with the methods of constructing convex CLLFs.

A. Lur’e-type Systems

If the dynamic system (2) can be rewritten as

$$\dot{x} = f(x, w, 0) = A(x - x^o) + B\phi(C(x - x^o)), \quad (9)$$

where $\phi_i : \mathbb{R} \rightarrow \mathbb{R}$ ($i = 1, \ldots, l$) is nonlinear function, and $A$ and $B$ are $n \times n$ and $n \times l$ matrices respectively, it is a Lur’e-type system. Equations (1b) and (1c) imply that $x^o$, $A$, and $\phi$ are related to the vector of parameters $w$.

**Definition 2.** The nonlinear function $\phi(x)$ is said to be locally bounded by sector $[\gamma, \beta]$ if, for all $x \in \mathcal{P}$ and $(x^o, w) \in \mathcal{F}$,

$$ \left(\phi - \gamma C(x - x^o)\right)^T \left(\phi - \beta C(x - x^o)\right) < 0, \quad (10) $$

A geometric interpretation of sector bounds is given in Figure 3, where the upper and lower bounds of $x$ is corresponding to the facets of $\mathcal{P}$. Generally, the sector $[\gamma, \beta]$ and facets of $\mathcal{P}$ are synergistically determined. For Lur’e systems, we directly use the matrix $C$ in the formulation (9) to construct the following polytope with parallel facets:

$$ \mathcal{P} = \{ x \in \mathbb{R}^n | d \leq C^T x \leq \bar{d} \}. $$

Based on Definition 2, we can construct the following convex quadratic CLLF

$$ V(x) = (x - x^o)^T P(x - x^o) \quad (11) $$

for system (9) by solving the following linear matrix inequality (LMI) [18] for the positive matrix $P$

$$ \begin{bmatrix} A^T P + PA - C^T \tau \beta C & PB + \frac{1}{2}(\gamma + \beta)C^T \\ B^T P + \frac{1}{2}(\gamma + \beta)C \end{bmatrix} \leq 0, \quad (12) $$

where $\tau \geq 0$, if $A$ is Hurwitz. As discussed in the proof of Theorem 1, the optimal solution of $x^i$ is the unique solution $\hat{x}^i$ determined by (5b)-(5d). Since, for the Lur’e cases, the constructed CLLF $V$ is a quadratic function, $\hat{x}^i (i \in \mathcal{N})$ has a non-trivial expression

$$ \hat{x}^i = \frac{d_i P^{-1} C_i}{C_i^T P^{-1} C_i} \text{ or } \frac{\bar{d}_i P^{-1} C_i}{C_i^T P^{-1} C_i}.$$ 

As a result, the corresponding Lyapunov value $V(\hat{x}^i)$ is

$$ V_{i_{\text{min}}} = \min \left\{ \frac{(C_i^T x^o - d_i)^2}{C_i^T P^{-1} C_i}, \frac{(C_i^T x^o - \bar{d}_i)^2}{C_i^T P^{-1} C_i} \right\}. \quad (13) $$

With applying the stability-constrained optimization framework (s-SCO) to the Lur’e cases, we have

$$ (\text{SCO1}) \begin{align*}
\min_{x^o, w} \quad & 8a \\
\text{s.t.} \quad & (15, 16), (6), (7), \text{ and} \\
& V_{i_{\text{min}}} \leq \frac{(C_i^T x^o - d_i)^2}{C_i^T P^{-1} C_i}, \\
& V_{i_{\text{min}}} \leq \frac{(C_i^T x^o - \bar{d}_i)^2}{C_i^T P^{-1} C_i}. 
\end{align*} \quad (14) $$

where $i \in \mathcal{N}$.

Convex optimization, due to its high-efficiency, has been applied to a wide range of automatic control systems [15], [27]. To facilitate the future development of a convex SCO model for Lur’e system [9], we discuss two convex versions of the concave constraint (14) in this section: convex relaxation [15] and convex inner approximation [16].

$$ \begin{align*}
V_{i_{\text{min}}} & \leq \frac{a_i C_i^T x^o + b_i}{C_i^T P^{-1} C_i}, \\
V_{i_{\text{min}}} & \leq \frac{a'_i C_i^T x^o + b'_i}{C_i^T P^{-1} C_i}. 
\end{align*} \quad (15) $$

$$ \begin{align*}
V_{i_{\text{min}}} & \leq \frac{c_i C_i^T x^o - \gamma C_i^T x^o + \Delta d_i^2}{C_i^T P^{-1} C_i}, \\
V_{i_{\text{min}}} & \leq \frac{2\Delta d_i C_i^T x^o - \Delta d_i^2}{C_i^T P^{-1} C_i}. 
\end{align*} \quad (16) $$

where $a_i = \frac{C_i^T x^o - \bar{d}_i/2 + d_i/2}{C_i^T x^o/2}$, $b_i = \bar{d}_i - (\bar{d} + d)C_i^T x^o/2$, $a'_i = C_i^T x^o - 3\bar{d}_i/2 + d_i/2$, $b'_i = \bar{d}_i - (\bar{d} + d)C_i^T x^o/2$, $c_i = C_i^T x^o + C_i^T x^o + 2\Delta d_i$, and (16) is developed by considering the intersection point of (14) and the $V_{i_{\text{min}}}$-axis as the tangent point. If there exist parallel facets of polytope $\mathcal{P}$, namely $d_{i,1} \leq C_i^T(x - x^o) \leq d_{i,2}$, we have the following theorem.

**Theorem 3.** Set $\Psi$ is the convex hull of set $\psi$, where

$$ \psi = \left\{ (x^o, V_{\text{min}}) \right\} \quad (14) $$

and $C_i^T x^o \leq \frac{C_i^T x^o}{C_i^T x^o}$, and $C_i^T x^o \leq \frac{C_i^T x^o}{C_i^T x^o}$, and $C_i^T x^o \leq (\bar{d} + d)/2 \leq C_i^T x^o$.

Proof: See Appendix [E] □

It can be observe from Figure 2 that, if there exist parallel facets, $\Psi$ is the convex hull [28], [29] of the concave constraint (14) which is tighter than (15). The inner approximation [30] can strictly guarantee stability by introducing additional conservativeness. Actually, there exist multiple choices of
convex inner approximation of a nonconvex set and the best convex inner approximation is yet to be defined. Defining such an inner approximation will be one of the tasks in our future research. For the cases that quadratic Lyapunov functions are not very conservative, the inner approximation of (14) is recommended to strictly guarantee stability.

B. Quasi-polynomial Systems

In this subsection, we consider a nonlinear system in the following form

$$x_i = f_i(x, w, 0) = \sum_j (e_j \prod k \rho_{ijk}(x - x^o)),$$

(17)

where $x_i \in \mathbb{R}$ is the $i$th element of $x$, $f_i : \mathbb{R}^{n+m+r} \rightarrow \mathbb{R}$ is the $i$th element of the vector function $f$; $e_j$ are real numbers, and $\rho_{ijk}$ are elementary functions, or nested elementary functions of elementary functions. Note that $x^o$, $e_j$'s, and $\rho_{ijk}$ are related to $w$ due to constraints (1b) and (1c). System (17) is called a quasi-polynomial system since it can be converted into a polynomial system whose dimension is higher than that of the original system. For such a purpose, we introduce the following algorithm:

Algorithm 1

1) For each $\rho_{ijk}(x)$ that is not of the form $\rho_{ijk}(x) = x_i^z$, where $z$ is some integer and $1 \leq i \leq n$, introduce a new variable $y_m$ and let $y_m = \rho_{ijk}(x)$.

2) Compute the differential equation describing the time evolution of $y_m$ using the chain rule of differentiation.

3) Replace all appearances of such $\rho_{ijk}(x)$ in the system equations by $y_m$.

4) Repeat steps 1)-3), until we obtain system equations of polynomial form.

With Algorithm 1 applied, system (17) can be recast into the following polynomial system

$$\dot{x} = h_x(x - x^o, y - y^o)$$

(18a)

$$\dot{y} = h_y(x - x^o, y - y^o)$$

(18b)

$$y - y^o = s(x - x^o),$$

(18c)

where constraint (18c) arises directly from the recasting process. Let $\tilde{x} = [x, y]^T$ and $h = [h_x, h_y]^T$, system (18) can be rewritten as

$$\dot{\tilde{x}} = h(\tilde{x} - \tilde{x}^o)$$

(19a)

$$E_2(\tilde{x} - \tilde{x}^o) = s(E_1(\tilde{x} - \tilde{x}^o))$$

(19b)

where $E_1$ and $E_2$ are incidence matrices, such that (19b) is equivalent to (18c). We have the following proposition.

Proposition 2 If, for system (19) with all $x^o \in \mathcal{F}$, there exists a polynomial function $V(\tilde{x})$ such that

a) $V(\tilde{x}^o) = 0$;

b) $V(\tilde{x})$ is SOS-convex;

c) $-V(\tilde{x}) - p(\tilde{x})$ is SOS, where $p(\tilde{x})$ is a polynomial function which is positive in the set $\mathcal{S}$.

d) there exists a polytope $\mathcal{P} = \{\tilde{x} \mid \tilde{C}_x \tilde{x} \leq \tilde{d}\} \subset \mathcal{S}$: $V(\tilde{x})$ is a valid CLLF for system (19).

Proof: The SOS-convex Lyapunov function $V$ introduced in the above proposition satisfies all the conditions in Definition 1. Therefore, $V$ is a CLLF for the polynomial system (19). □

To obtain a valid SOS-convex CLLF for polynomial system (19), we introduce the following proposition. For a given polynomial system like (19), the Matlab toolbox SOSTOOLS [32] can automatically produce a SOS Lyapunov function, which is not guaranteed to be convex, if there exists one. According to Proposition 3, the SOSTOOLS can search for an SOS-convex CLLF if condition (20) is incorporated.

Proposition 3 Let the polynomial $V(x)$ be SOS, it is also SOS-convex if

$$(1 - \alpha)V(x) + \alpha V(y) - V((1 - \alpha)x + \alpha y)$$

is SOS, (20)

where $0 < \alpha < 1$.

Proof: Condition (20) implies that

$$(1 - \alpha)V(x) + \alpha V(y) - V((1 - \alpha)x + \alpha y) \geq 0,$$

which means $V(\cdot)$ is a convex function. □

With the SOS-convex CLLF obtained above, we can develop the following stability-constrained optimization model for the quasi-polynomial system (17) by applying the framework (s-SCO):

$$\min_{x^o, w} \quad \text{s.t.}
\begin{align*}
& E_x(\tilde{x}^o) \
& y^o - y^e = s(x^o - x^o) \
& V(\tilde{x}^e) \leq V_{\text{min}} \
& V_{\text{min}} \leq V(\tilde{x}^i) \
& \frac{\partial V(\tilde{x}^i)}{\partial \tilde{x}^i} - \lambda C_i \tilde{x}^i = 0 \
& C_i \tilde{x}^i - d_i = 0 \
& C \tilde{x}^i - d \leq 0,
\end{align*}$$

(SCO2)

where $\tilde{x}^e = [x^e, y^e]^T$.

In this paper, the set of polynomial systems is considered as a subset of quasi-polynomials. For the cases of polynomial, there is an easier way to implement the SCO framework presented in Section III, which is introduced in Appendix [5].
V. APPLICATION AND EXPERIMENTAL RESULTS

This section demonstrates the proposed stability-constrained optimization framework on a three-bus power system shown in Figure 5 to obtain a low-cost generation scheme for power grids with transient stability guaranteed.

A. Problem Statement

The operators of power grids need to dispatch the generators to meet the load demands through the transmission network with a possibly low cost. Such a low-cost generation scheme can be achieved by solving the following optimal power flow (OFF) problem [33]:

\[
\begin{align*}
\min_{\delta, p^G} & \quad c(p^G) = \sum_i (a_{1,i}p_i^G + a_{2,i}(p_i^G)^2) \\
\text{s.t.} & \quad p_i^G - v_i \sum_j v_j B_{ij} \sin \theta_{ij} = 0 \\
& \quad \forall \leq v_i \leq \bar{v} \quad (21b) \\
& \quad \theta_{ij} \leq \bar{\theta}_{ij} \\
& \quad \bar{\theta}_{ij} \leq \delta_{ij} \leq \bar{\theta}_{ij} \\
\end{align*}
\]

where \( p_i^G \) is the power output of generator \( i \); \( \theta_i \) and \( v_i \) are the steady-state phase angle and voltage magnitude of node \( i \); and \( \theta_{ij} = \theta_i - \theta_j \). \( B_{ij} \) is the entry of the susceptance matrix \( B^\text{Pre} \) of the pre-fault network; (21a) is the total cost function of power generation; constraint (21b) represents the steady-state power flow. In order to reveal the conflict between cost-efficiency and stability, we do not consider active and reactive generation bounds for generators in the above power flow model such that the reactive power flow constraints can be eliminated.

In this three-bus system, bus 1 is the reference bus, so that phase angle is assumed to be zero. The loads are \( p_2^L = 1.2 \) p.u. and \( p_3^L = 0.0378 \) p.u. The pre-fault susceptance matrix is

\[
B^\text{Pre} = \begin{bmatrix}
-1.835 & 0.739 & 1.096 \\
0.739 & -1.584 & 0.845 \\
1.096 & 0.845 & -1.941
\end{bmatrix}.
\]

The optimal solution of (21) is tabulated in Table I.

We adopt the following mathematical model to describe the stability of a power system

\[
m_i \delta_i + d_i \dot{\delta}_i = p_i^G - v_i \sum_j v_j B_{ij}(t) \sin \delta_{ij} \quad (22a)
\]

\[
\delta(t) \to \theta \text{ as } t \to +\infty, \quad (22b)
\]

where \( \delta_i \) is the dynamic phase angle of bus \( i \), where \( \delta_i|_{t=t_0} = \theta_i \), and \( \delta_{ij} = \delta_i - \delta_j \). The differential equation \( (22a) \) of rotor angle dynamics is referred to as "swing" equation in literature [20] while \( (22b) \) is the criterion for stability. In the above swing equation, an important assumption is that the voltage magnitude \( v_i \) for all buses are constant (i.e. \( \dot{v}_i = 0 \) \( \forall i \)) in the period \([t_0, t_c] \). A short-term outage of Line 12 is considered as the disturbance in this example where the fault results in line tripping. Then, the fault self-clears and Line 12 is reclosed after a short period (e.g. \( t_c - t_0 = 0.1 \) second), such that:

\[
B_{ij}(t) = \begin{cases}
B_{ij}^\text{Pre} & (t \in [t_0, t_c]) \\
B_{ij}^\text{On} & (t \in [t_c, +\infty])
\end{cases}
\]

Under this disturbance, the system loses stability when the optimal solution of (21) tabulated in Table I is used as the initial condition for dynamic model (22a). The system trajectory is plotted in Figure 6. The dynamics of power system is not considered in the optimization model (21). As a result, if the optimal solutions of (21) are used as initial conditions, the stability can not be guaranteed whenever a disturbance occurs.

Table I. Optimal Solution of OPF (21)

| Node | Generation (MW) | Angle (degree) | Objective value ($) | Stability |
|------|-----------------|---------------|---------------------|----------|
| 1    | 66.91           | 0             | 2500.4              | Unstable |
| 2    | 16.73           | -46.63        |                     |          |
| 3    | 40.14           | -8.78         |                     |          |

B. Transient Stability-Constrained Optimal Power Flow

Note that the fault duration \( t_c - t_0 \) is relatively small compared with the time constant of dynamic response of system (22a). With the correspondence given in Table I, it is straightforward to reformulate the TSCOPF problem (21) in the general expression (11).

It has been shown in [19], [34] that the dynamic system (22a) is a Lyapunov system by considering

\[
\phi_i(C(\delta - \theta)) = v_i \sum_j v_j B_{ij}(t) (\sin \theta_{ij} - \sin \delta_{ij})
\]

as the nonlinear term. For the detailed process of reformulating (22a) as a Lyapunov-form system, please refer to [19], [34]. Generally, \(-\pi/2 \leq \theta_{ij} \leq \pi/2 \) \( \forall i, j \). As a result, we choose \( P = \{\delta | -\pi/2 \leq \delta_{ij} \leq \pi/2, \forall i, j \} \), and consequently

\[
[\gamma, \beta] = \left[ \frac{\sqrt{2}B(1 - \sin |\theta|)}{\pi/2 - |\theta|}, \sqrt{2}B \right],
\]
where $B$ and $\overline{B}$ are the minimum and maximum elements of $B^{\text{pre}}$ respectively; and $\theta$ is the minimum angle difference over all the lines. With the chosen sector, LMI (12) can be solved to obtain a positive definite matrix $P$. Then, we can obtain the following scalable NLP problem by applying the stability-constrained optimization framework (SCO1) to problem (21):

$$
\min_{\theta, p^G, V_{\text{min}}^s} c = \sum_i \left( a_{1,i} p^G_i + a_{2,i} (p^G_i)^2 \right) - \epsilon V_{\text{min}}^s
$$

s.t. (21b), (21d), and

$$
\delta_i^c = \theta_i + \frac{(t_c - t_0)^2}{2!} K_i
$$

$$
V(\delta_i^c) \leq V_{\text{min}}^s
$$

$$
V_{\text{min}}^s \leq \frac{(\theta_{ij} - \pi/2)^2}{C_{ij}^T P^{-1} C_{ij}}
$$

$$
V_{\text{min}}^s \leq \frac{(\theta_{ij} + \pi/2)^2}{C_{ij}^T P^{-1} C_{ij}}
$$

(TSCOPF)

where $K_i = V_i \sum_j V_j (B^{\text{on}}_{ij} - B^{\text{pre}}_{ij}) \sin \theta_{ij}$; $C_i$ is a column vector with its $i$th and $j$th elements equal to 1 and -1 respectively, while all the other elements are 0; the expression of $\delta_i^c$ stems from (6) with $N = 3$. Note that the fault clearing time is generally 0.05-0.1 second. Thus, the terms with $(t_c - t_0)^n$ is negligible if $n > 3$.

The optimal solution of (TSCOPF) is tabulated in Table III, where the optimal cost is a little bit higher than the optimal cost of (21). With this optimal solution as the initial condition, the system is stable after the disturbance is cleared. The system trajectory of this case is plotted in Figure 7.

### Table III

**Optimal Solution of OPF (21)**

| Node | Generation (MW) | Angle (degree) | Objective value ($) | Stability |
|------|-----------------|----------------|---------------------|-----------|
| 1    | 55.23           | -42.35         | 2501.3              | Stable    |
| 2    | 20.16           | -3.73          | 2001.3              | Stable    |
| 3    | 55.23           | 0              | 550.1               | Stable    |

**Remark 2.** To guarantee a solution that satisfies the stability criterion (22b), the existing approach needs to discretize the dynamic constraint (22a) into hundreds or even thousands algebraic equations, which will make the problem computationally intractable. In contrast, the proposed framework (TSCOPF) requires only a very limited number of algebraic constraints to replace the differential constraints. That makes (TSCOPF) highly-scalable for large-scale power grids which have hundreds to thousands buses. Note that not all the dynamic models of power systems can be formulated in the Lur’e form. The quasi-polynomial system (17) discussed in Subsection IV-B offers an opportunity to apply the proposed approach to solve the stability-constrained optimization for the non-Lur’e cases in power systems.

### VI. Conclusion

This paper proposes a novel method to solve a stability-constrained optimization problem, where the constraints include differentiate-algebraic equations (DAEs). The proposed approach converts the DAE-based stability certificate into a small set of algebraic constraints, leading to a convex optimization framework, based on the LaSalle’s invariance
principle. Consequently, it is potentially computationally-tractable even for large-scale nonlinear systems offering a viable rigorous alternative to the existing discretize-then-optimize approaches.

Theoretically, the proposed solution method can be applied to a broad range of nonlinear systems, specifically the ones for which there exists a convex common local Lyapunov function (CLLF). This paper discusses the methods of constructing quadratic and SOS-convex CLLFs for Lur’re-type and quasi-polynomial systems respectively. The applications of the proposed approaches in these two types of nonlinear systems are introduced and illustrated via a numerical experiment on a three-generator power system. The simulation results demonstrate the effectiveness of the proposed approach.

APPENDIX A
FORMULATION OF THE MODIFIED PENDULUM SYSTEM

The modified pendulum system used in the Figure 2 is given as
\[\dot{x}_1 = x_2 - u(t)\]
\[\dot{x}_2 = -10 \sin(x_1) - x_2 + u(t).\]

APPENDIX B
PROOF OF LEMMA 1

The disjunctive program (4) implies that \(V_{\text{min}}\) is the minimum value of \(V\) alone the facets of polytope \(P\). Suppose \(x^s\) is a point on one of the facets of the \(P\), we have \(V(x^s) \geq V_{\text{min}}\). Hence, the system is not able to evolve from the fault clearing point \(x^c\) to \(x^s\) since the Lyapunov function value \(V(x)\) can only decrease along the system trajectory since \(V \leq 0\) within the set \(P\) and \(V(x^c) \leq V_{\text{min}} \leq V(x^s)\). As a result, the system trajectory will stay within the region \(\Omega\) or even converge to the origin as \(t \to +\infty\).

APPENDIX C
PROOF OF THEOREM 1

For each \(i \in \mathcal{N}\), constraints (5b) and (5d) contain \(n\) equations and \(|\mathcal{N}|\) inequalities respectively, while (5c) contains only one equation. Constraints (5b)–(5d) specify a unique solution \(\hat{x}^i\) to \(x^s\) as the number of variables is \((n + 1)\). As a result, we can let \(X = [\hat{x}^1, \ldots, \hat{x}^k, \ldots, \hat{x}^{|\mathcal{N}|}]\) and \(V_{\text{min}} = V(\hat{x}^k)\) denote the optimal solution of (5).

The DP problem (4) is equivalent to the following bilevel NLP problem
\[
V_{\text{min}} = \min_{i \in \mathcal{N}} V_{\text{min}}^i
\]
\[
V_{\text{min}}^i = \min_x V(x) \quad \text{s.t.} \quad C_i^T x - d_i = 0
\]
\[
C x - d \leq 0. \tag{23}
\]
It is sufficient to show that \(\hat{x}^i\) is optimal to the \(i\)th subproblem in (23) since \(\hat{x}^i\) satisfies the first-order \(K-K-T\) conditions (5b)–(5d) and \(V\) is convex. According to the objective function (5a), it suffices to show that \(\hat{x}^k\) is the optimal solution to the main problem of (23). Hence, the \(V_{\text{min}}\) obtained by solving problem (5) is the same as that obtained by solving (4).

APPENDIX D
PROOF OF THEOREM 2

Assume that \(\hat{s} = [\hat{x}^o, \hat{x}^1, \ldots, \hat{x}^{|\mathcal{N}|}, \hat{w}, \hat{V}_{\text{min}}]\) is an optimal solution of (s-SCO):

i. \(\hat{s}\) is feasible to (b-SCO).

First, we will show that any optimal solution of (s-SCO) is optimal to problem (5). Suppose that \(V_{\text{min}}\) does not make equal sign hold in any of (8b), which means \(\hat{s}\) is not feasible to (5). It suffices to show there exists another feasible solution of (s-SCO), \(\bar{s} = [\tilde{x}^o, \tilde{x}^1, \ldots, \tilde{x}^{|\mathcal{N}|}, \tilde{w}, \tilde{V}_{\text{min}} + \Delta V]\), where \(\Delta V\) is an arbitrarily small positive value. We have
\[
c'(\tilde{s}) - c'(\hat{s}) = -\epsilon \Delta V \leq 0,
\]
which contradicts the optimality of \(\hat{s}\). In other words, when substitute the optimal solution \(\hat{s}\) of (s-SCO) into inequalities (8b), equal sign holds in at least one of them. It implies that \(\hat{s}\) is optimal to problem (5) and, consequently, feasible to problem (b-SCO), since optimization problem (5) is a constraint of (b-SCO).

ii. \(\hat{s}\) is also optimal to (b-SCO).

Suppose \(\hat{s}\) is not a locally optimal solution of (b-SCO), then there exist a feasible solution of (b-SCO), \(\hat{s} = [\tilde{x}^o, \tilde{x}^1, \ldots, \tilde{x}^{|\mathcal{N}|}, \tilde{w}, \tilde{V}_{\text{min}}]\), that is in the vicinity of \(\hat{s}\) satisfying
\[
c(\tilde{x}^o, \tilde{w}) - c(\hat{x}^o, \hat{w}) \leq 0.
\]
It is straightforward to show that all solutions which are feasible to subproblem (5) will also satisfy constraint (8b). Thus, \(\hat{s}\) is also feasible to (s-SCO) and satisfies
\[
c'(\hat{s}) - c'(\hat{s}) = c(\tilde{x}^o, \tilde{w}) = c(\hat{x}^o, \hat{w}) + \epsilon(\tilde{V}_{\text{min}} - \hat{V}_{\text{min}}) \leq 0. \tag{24}
\]
Note that \(\epsilon\) is an arbitrarily small value. Hence, it is reasonable to assume that the term \(\epsilon(\tilde{V}_{\text{min}} - \hat{V}_{\text{min}})\) is not comparable to \((c(\tilde{x}^o, \tilde{w}) - c(\hat{x}^o, \hat{w}))\), which means \(c'(\hat{s}) - c'(\tilde{s})\) has the same sign as \((c(\tilde{x}^o, \tilde{w}) - c(\hat{x}^o, \hat{w}))\). Condition (24) contradicts the assumption that \(\hat{s}\) is not locally optimal to (b-SCO). Namely, \(\hat{s}\) is an local minimum of (b-SCO) if it is an local minimum of (s-SCO).

So far, the Theorem 2 has been proved by contradiction.

APPENDIX E
PROOF OF THEOREM 3

For the sake of convenience, we replace the terms \(C_i^T x^o\) and \(C_i^T P^{-1} C_i\) with \(X\) and \(1/\mu\) respectively. The notation \(\text{CONV}(A)\) means the convex hull of set \(A\).

i. \(\text{CONV}(\psi) \subseteq \Psi\).

For any \(x \in [\mathcal{X}, (\bar{d} + d)/2]\), we have
\[
\psi = \{x, V_{\text{min}}\} | 0 \leq V_{\text{min}} \leq \mu(X - d)^2\}
\]
\[
\Psi = \{x, V_{\text{min}}\} | 0 \leq V_{\text{min}} \leq \mu(a_i'X - b_i')\}.
\]
It suffices to know that \(\psi \subseteq \Psi\) since \((X - d)^2 \leq (a_i'X - b_i')\) in the interval \([\mathcal{X}, (\bar{d} + d)/2]\). Similarly, for any \(x \in [(\bar{d} + d)/2, \bar{X}]\), we have the same conclusion that \(\psi \subseteq \Psi\), which means \(\Psi\) is a convex relaxation of \(\psi\). Since convex hull is defined as the intersection of all convex relaxations of a non-convex set \([28], [29]\), we have \(\text{CONV}(\psi) \subseteq \Psi\).

ii. \(\text{CONV}(\psi) \supseteq \Psi\).

If a linear inequality is valid for a given set \( \Omega_A \), it will also be valid for a proper subset of \( \Omega_A \). Note that a linear inequality is valid for a set means the inequality is satisfied by all its feasible solutions \([15]\). On the other way round, according to the properties of supporting hyperplanes \([15]\), \( \Omega_B \) is said to be a subset of \( \Omega_A \) if \( \Omega_A \) is convex and any valid linear inequality of \( \Omega_A \) is also valid for \( \Omega_B \) \([28]\). Let \( s = [X, V_{\min}] \) and suppose that \( \alpha s \geq \beta \) is any valid linear cut for \( CONV(\psi) \), this cut should be also valid for all the points in \( \psi \). To prove that \( CONV(\psi) \supseteq \Psi \) (i.e., \( \Psi \) is a subset of \( CONV(\psi) \)), we try to show that \( \alpha s \geq \beta \) is valid for all the edges of \( \Psi \).

The convex set \( \Psi \) has five edges of which the formulations are given as

\[
\begin{align*}
\Psi_1 &= \left\{(X, V_{\min}) \mid V_{\min} = \lambda((X - 2\Delta l)X + \Delta l^2) \right\}, \\
\Psi_2 &= \left\{(X, V_{\min}) \mid V_{\min} = \lambda((X + 2\Delta l)X + \Delta l^2) \right\}, \\
\Psi_3 &= \left\{(X, V_{\min}) \mid W_{\min} = \lambda((X - 2\Delta l)X + \Delta l^2) \right\}, \\
\Psi_4 &= \left\{(X, V_{\min}) \mid W_{\min} = \lambda((X + 2\Delta l)X + \Delta l^2) \right\}, \\
\Psi_5 &= \left\{(X, V_{\min}) \mid W_{\min} = 0 \right\},
\end{align*}
\]

As an example, we show that the cut \( \alpha s \geq \beta \) is valid for edge \( \Psi_1 \) in this paragraph. It is easy to verify that the two points \( s_1 = (0, \lambda \Delta l^2) \) and \( s_2 = (X, \lambda(X - \Delta l)^2) \) are located in both \( \psi \) and \( \Psi_1 \). That means the cut \( \alpha s \geq \beta \) is valid for these two points and we have \( \alpha s_1 \geq \beta \) and \( \alpha s_2 \geq \beta \). Let \( \hat{s} = (\hat{X}, W_{\min}) \) denote any given point in set \( \Psi_1 \). For any given \( \hat{s} \), there exists a value \( c \) \((0 \leq c \leq 1)\) satisfying \( \hat{s} = cs_1 + (1 - c)s_2 \). It suffices to verify this statement by substituting \( \hat{s} = ((1 - c)X, c\lambda \Delta l^2 + (1 - c)\lambda(X - \Delta l)^2) \) into the first equation in \( \Psi_1 \). As a result, we have

\[
\alpha \hat{s} = c\alpha s_1 + (1 - c)\alpha s_2 \geq c\beta + (1 - c)\beta = \beta,
\]

which means the linear cut is also valid for any given point in \( \Psi_1 \) and, consequently, valid for \( \Psi_1 \).

Using the same method, the readers are able to prove that the linear cut \( \alpha s \geq \beta \) is valid for all the other four edges of \( \Psi \) and, consequently, valid for the whole convex set \( \Psi \). Hence, \( CONV(\psi) \supseteq \Psi \).

\[\text{iii. } \Psi = CONV(\psi)\]

\[\text{CONV}(\psi) \subseteq \Psi \text{ and } CONV(\psi) \supseteq \Psi \text{ together imply } \Psi = CONV(\psi).\]

### APPENDIX F

#### APPLICATION IN POLYNOMIAL SYSTEMS

If the dynamic system \([2]\) is a polynomial system, it can be rewritten as

\[
\dot{x} = f(x - x^o) = [A + G(x - x^o)](x - x^o) \tag{25}
\]

where \(G(\cdot) : \mathbb{R}^n \to \mathbb{R}^n \) \((i = 1, \ldots, n)\), \(G(0) = 0\), and matrix \(A\) is hurwitz. Let

\[
\mathcal{P} = \{x \mid \|x - x^0\| \leq r\},
\]

where \(r\) is some given value.

**Proposition 4** The quadratic function \([11]\) is a valid CLLF of the nonlinear system \([25]\) if the positive definite matrix \(P\) satisfies, \(\forall (x^o, w) \in \mathcal{F}\)

a) \(PA + A^TP = -Q\) is negative definite,

b) \(2\gamma\|P\| \leq -\lambda_{\min}(Q)\),

where \(\lambda_{\min}(\cdot)\) denotes the minimum eigenvalue of a matrix, and

\[
\gamma = \max_{x, w, x^o} \|G(x - x^o)\|
\]

s.t. \(x \in \mathcal{P}\) and \((w, x^o) \in \mathcal{F}\).

**Proof:** Let \(y = (x - x^o)\). For any given \((x^o, w) \in \mathcal{F}\), the derivative of quadratic CLLF \(V\) along the trajectories of the nonlinear system in \([25]\) is given by

\[
\dot{V}(y) = y^TPy + y^T\dot{y} = y^T(PA + A^TP)y + 2y^TPG(y)y + 2\gamma\|P\|\|G(y)\|\|y\|^2.
\]

According to condition \(b)\) in the proposition, it suffices to show that \(\dot{V} < 0\) for all \((w, x^o) \in \mathcal{F}\).□

Applying the single-level stability-constrained optimization framework (s-SCO) to the polynomial system cases \([25]\), we have

\[
\begin{align*}
\min_{x} & \quad \|x - x^o\| = r \\
\text{s.t.} & \quad (1a), (1b), (0), \text{ and } \quad (SCO3) \\
\end{align*}
\]

since \(\min_{x} V(x) = \lambda_{\min}(P)r^2\).
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