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We obtain a Lorentz covariant wave equation whose complex wave function transforms under a Lorentz boost according to the following rule, \( \Psi(x) \rightarrow e^{if(x)} \Psi(x) \). We show that the spacetime dependent phase \( f(x) \) is the most natural relativistic extension of the phase associated with the transformation rule for the non-relativistic Schrödinger wave function when it is subjected to a Galilean transformation. We then generalize the previous analysis by postulating that \( \Psi(x) \) transforms according to the above rule under proper Lorentz transformations (boosts or spatial rotations). This is the most general transformation rule compatible with a Lorentz invariant physical theory whose observables are bilinear functions of the field \( \Psi(x) \). We use the previous wave equations to describe several physical systems. In particular, we solve the bound state and scattering problems of two particles which interact both electromagnetically and gravitationally (static electromagnetic and gravitational fields). The former interaction is modeled via the minimal coupling prescription while the latter enters via an external potential. We also formulate logically consistent classical and quantum field theories associated with these Lorentz covariant wave equations. We show that it is possible to make these theories equivalent to the Klein-Gordon theory whenever we have self-interacting terms that do not break their Lorentz invariance or if we introduce electromagnetic interactions via the minimal coupling prescription. For interactions that break Lorentz invariance, however, we show that the present theories are not equivalent to Klein-Gordon’s and that particles and antiparticles behave differently, with the latter being more unstable. This suggests a possible connection between Lorentz invariance-breaking interactions and the matter-antimatter asymmetry problem. We also show that the complex scalar field theories here presented suggest, already at the first quantization level, that particles and antiparticles should have masses with different signs. Moreover, at the second quantization level we argue that we must associate negative masses with antiparticles to guarantee the internal consistency of the theory. However, for electromagnetic and self-interactions that respect Lorentz invariance, we show that particles and antiparticles effectively behave as if they have positive masses. We then show that this difference in the sign of the mass between particles and antiparticles shows up for Lorentz-breaking interactions. For gravitational interactions, though, the present framework does not provide a definitive answer. It can be built such that particles and antiparticles either attract or repel each other without any internal logical contradiction.

I. INTRODUCTION

A complex scalar field \( \Phi(x) \) is usually defined as a function of the spacetime coordinates \( x = (ct, \mathbf{r}) \) such that it remains invariant under a symmetry operation, i.e., \( \Phi(x) = \Phi'(x') \), where \( \Phi'(x') \) is the field after we apply the symmetry operation. In its more general standard definition, one may also multiply the transformed field by a constant complex number of modulus one [1–5]. A paradigmatic example of a physical system described by a complex scalar field is a charged Klein-Gordon particle, which transforms according to the above rule under proper Lorentz transformations (boosts or space rotations).

And what about the non-relativistic wave function, which is a solution to the Schrödinger equation [6]? Is it a complex scalar field in the above sense? Strictly speaking, it is not. This comes about because under a Galilean transformation it changes according to the following prescription [1], \( \Psi(x) = e^{i\theta(x')} \Psi'(x') \), where the phase \( \theta(x') \) is not a constant, being a function of the spacetime coordinates. We require \( \Psi(x) \) to transform in this way in order to have the Schrödinger equation invariant under a Galilean transformation [1].

The Schrödinger field \( \Psi(x) \) illustrates that it is perfectly possible to build a logically consistent field theory assuming a more general transformation law for a complex scalar field under a symmetry operation, where the phase \( \theta \) depends on the spacetime coordinates. The extension of the latter observation to the relativistic domain is the leitmotif of the present work. We want to determine the wave equation whose wave function transforms similarly to Schrödinger’s wave function and which is invariant (Lorentz covariant) under proper Lorentz transformations.

The first step towards that goal is a critical examination of the physical meaning of the non-relativistic phase \( \theta(x) \) above, which allows us to naturally infer its relativistic extension. With the relativistic transformation rule for \( \Psi(x) \) at hand, we can search for the wave equation whose wave function transforms according to it and which is covariant under a Lorentz boost. By adding a few extra assumptions, such that we should recover the Schrödinger wave equation at the non-relativistic limit, we show that the relativistic wave equation we obtain is
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unique. We also show its connection to the Klein-Gordon equation and we apply it to the description of a variety of physical problems at the first quantization level.

We then move to the construction of the classical and quantum field theories related to this relativistic wave equation. As we show in the following pages, it is possible to build consistent classical and quantum field theories if we employ the more general definition of a complex scalar field as outlined above. We also determine the scenarios under which the complex scalar field theories here presented are equivalent to the Klein-Gordon theory. For Lorentz invariant self-interactions and for electromagnetic interactions, the predictions of the present theory and those derived from the Klein-Gordon theory are the same. This is no longer true if we introduce interactions that violate Lorentz invariance.

A few surprises appeared during our journey to the classical and, in particular, to the quantum field theories here presented. First, as a logical consequence of those theories we were forced to ascribe “negative” masses to the antiparticles, while still keeping their energies positive. We also observed that particles and antiparticles with the same wave number no longer had the same energies and that we could make them have different momenta as well by properly tuning the free parameters of the field theories here developed. Despite all these peculiarities, at the level of electromagnetic interactions the present theories were shown to be equivalent to the Klein-Gordon one, as we already outlined above. Moreover, we showed that the “negative” masses for antiparticles lead to experimentally distinct predictions when compared to those coming from the Klein-Gordon theory whenever we have interactions that break the Lorentz invariance of the theory; for gravitational interactions, no definitive answer could be reached since the present theory can be tuned such that particles and antiparticles either attract or repel each other.

A few other subjects are addressed in this work, all connected in one way or another to the wave equations here derived. These results, together with the major ones highlighted above, are for ease of access systematically put together below before we start the more technical part of this work.

II. OUTLINE OF THIS WORK

This work can be divided into three main parts. The first one, comprising Secs. III-V, develops the main idea of this manuscript in the framework of first quantization. Being more specific, the following results are achieved in the first part:

1. In Sec. III we derive a wave equation, which we dub Lorentz covariant Schrödinger equation, that is covariant under proper Lorentz transformations and whose wave function transforms under a Lorentz boost according to Eq. (14),

$$\Psi(r, t) \rightarrow e^{\pm i \theta (r, t)} \Psi(r, t).$$

This is the relativistic extension of the transformation law (6) associated with the non-relativistic Schrödinger equation.

2. In Sec. IV we obtain by elementary methods the four-current density associated with the Lorentz covariant Schrödinger equation. We also show how to write it in a manifestly covariant way and we show its relation to the Klein-Gordon equation.

3. In Sec. V we apply the Lorentz covariant Schrödinger equation to describe a multitude of physical systems. Possible applications to condensed matter systems are also briefly discussed. The main points of this section are: (a) We investigate the free particle solutions (external potential $V = 0$) of the Lorentz covariant Schrödinger equation, which already hint towards the possibility of the existence of antiparticles possessing negative masses and positive energies. (b) We then study the case of a non null constant potential ($V \neq 0$), where the dependence of the particle's mass on its value is highlighted. (c) For a constant potential, we also show that the Lorentz covariant Schrödinger equation can be seen as formally equivalent to the complex variable extension of the telegraph equation. This implies that for certain values of $V$ we can have a distortionless and dispersionless wave packet evolution. (d) The bound state problem associated with a Coulomb-like potential $V$ is presented and solved. (e) We apply the minimal coupling prescription to the Lorentz covariant Schrödinger equation in order to include electromagnetic interactions in a gauge invariant way. Of particular interest is the exact solution to the bound state problem where we have the simultaneous action of static electromagnetic and gravitational fields between two particles. The electromagnetic interaction is modeled via the minimal coupling prescription while the gravitational interaction enters via the external potential $V$. (f) We also perturbatively study the scattering between two scalar particles of different masses and charges when both the electromagnetic and gravitational interactions are simultaneously taken into account.

The second part of this work, contained in Secs. VI, VII, and in the Appendix A, develops the classical and quantum field theories associated with the Lorentz covariant Schrödinger equation. Specifically:

1. In Sec. VI we present the Lagrangian formulation of the Lorentz covariant Schrödinger equation and we also investigate the continuous and discrete symmetries related to it. Of particular notice is the need to modify the charge conjugation operation
such that the mass changes its sign when we implement this symmetry operation. Only in this way can we properly exchange the roles of particles with antiparticles and, at the same time, guarantee the validity of the CPT theorem.

2. In Sec. VII we formulate the quantum field theory associated with the Lorentz covariant Schrödinger Lagrangian. We show that it is possible to build a canonically second quantized theory out of the Lorentz covariant Schrödinger fields that is logically consistent. It the framework of second quantization the necessity to identify particles and antiparticles with masses having different signs is further clarified. It is shown that particles and antiparticles have different but positive-definite expressions describing their relativistic energies. We then prove the equivalence between the Lorentz covariant Schrödinger theory and the Klein-Gordon theory when we add self-interacting terms to the Lagrangian density. We also show the equivalence between both theories when electromagnetic interactions are present. However, if we include interactions that do not respect Lorentz invariance, we prove by giving explicit examples that both theories lead to different predictions. We discuss a possible connection between those Lorentz-breaking interactions and the asymmetry of matter and antimatter seen in the present day universe.

3. In the Appendix A we explore the main features associated with a non-canonical quantization of the Lorentz covariant Schrödinger fields, whose origin is traced back to requiring the relativistic energies associated with particles and antiparticles to be the same. This leads to the violation of the microcausality condition and, interestingly, to the emergence of an instantaneous gravitational-like interaction between the scalar particles of the theory. We also speculate about the possibility of arriving at a consistent quantum field theory of gravitation if we work with quantum field theories whose main assumption is the existence of particles and antiparticles having both positive energies but positive and negative masses.

In Sec. VIII, the third and last part of this work, we generalize the Lorentz covariant Schrödinger equation, presenting a new Lorentz covariant wave equation where the four spacetime coordinates and its derivatives appear on an equal footing. For the free particle case we have

\[ \partial_\mu \partial^\mu \Psi - 2i \kappa^\mu \partial_\mu \Psi = 0. \]

This should be contrasted with the original Lorentz covariant Schrödinger equation developed in the first part of this work,

\[ \partial_\mu \partial^\mu \Psi - \frac{2mc}{\hbar} \partial_0 \Psi = 0, \]

where we have a first order time derivative of the wave function and no first order space derivatives. To arrive at the generalized Lorentz covariant Schrödinger equation we assume that under a proper Lorentz transformation (boosts or spatial rotations) the wave function changes according to the following prescription,

\[ \Psi(r, t) \rightarrow e^{\frac{i}{\hbar} f(r, t)} \Psi(r, t), \]

with \( f(r, t) \) being uniquely determined by the requirement of the covariance of the wave equation under spatial rotations and boosts. In other words, in addition to assuming that \( f(r, t) \neq 0 \) for Lorentz boosts, as we did in the first part of this manuscript, we now assume that \( f(r, t) \neq 0 \) for spatial rotations as well.

We also show in Sec. VIII the conditions under which the generalized Lorentz covariant Schrödinger Lagrangian leads to the same predictions of the Klein-Gordon theory. It turns out that for Lorentz invariant self-interactions and electromagnetic interactions, we can make the two theories agree by properly adjusting the values of the constant coefficients (\( \kappa^\mu \)) appearing in the generalized Lagrangian density. Interestingly, and contrary to the original Lorentz covariant Schrödinger Lagrangian, there still remains a free parameter at our disposal after enforcing the equivalence of the generalized theory and the Klein-Gordon one. Finally, we show that the inclusion of interaction terms in the Lagrangian that are not Lorentz invariant destroys the equivalence between both theories.

III. GALILEAN INVARIANCE AND LORENTZ COVARIANCE

Our main goal in this section is to derive a wave equation that is Lorentz covariant if its solution, the wave function, transforms similarly to the way the solution to the non-relativistic Schrödinger equation transforms under a Galilean boost. To achieve that, we first review how and why the solution to the Schrödinger equation transforms according to Eq. (6). We then propose a natural relativistic generalization of this transformation rule and derive the most general linear wave equation that is covariant under proper Lorentz transformations if its wave function transforms according to the relativistic extension of Eq. (6).

A. Galilean invariance of the Schrödinger equation

First off we need to clearly explain what one usually means by stating that the Schrödinger equation is invariant under a Galilean transformation [1].

Let \( S \) and \( S' \) be two inertial reference frames whose Cartesian coordinate systems are connected by the fol-
lowing Galilean boost,
\[ r = r' + vt', \]
\[ t = t'. \]
(1)
(2)

Here \( r = (x,y,z) \) and \( r' = (x',y',z') \) are the Cartesian coordinates of systems \( S \) and \( S' \), respectively, while \( t \) and \( t' \) are the respective time coordinates measured in those inertial frames. The constant vector \( v \) gives the relative velocity of \( S' \) with respect to \( S \).

In reference frame \( S \) the Schrödinger wave equation for a particle of mass \( m \) subjected to the potential \( V(r,t) \) is
\[ i\hbar \frac{\partial \Psi(r,t)}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \Psi(r,t) + V(r,t)\Psi(r,t), \]
(3)

where \( \Psi(r,t) \) is the particle wave function and \( \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \) is the Laplacian written in Cartesian coordinates.

Now, using Eqs. (1) and (2) together with the chain rule we get
\[ \nabla^2 = \nabla'^2, \]
\[ \frac{\partial}{\partial t} = \frac{\partial}{\partial t'} - v \cdot \nabla', \]
where the dot means the scalar product and \( \nabla' \) is the gradient operator in system \( S' \), namely, \( \nabla' = (\frac{\partial}{\partial x'}, \frac{\partial}{\partial y'}, \frac{\partial}{\partial z'}) \).

Substituting Eqs. (4) and (5) into (3) and assuming that the wave function in \( S \) is connected to the wave function in \( S' \) according to the following prescription,
\[ \Psi(r,t) = e^{i\frac{\theta}{\hbar}(r',t')} \Psi'(r',t'), \]
(6)

we obtain the invariance of the Schrödinger equation,
\[ i\hbar \frac{\partial \Psi'(r',t')}{\partial t'} = -\frac{\hbar^2}{2m} \nabla'^2 \Psi'(r',t') + V'(r',t')\Psi'(r',t'), \]
(7)

if, and only if,
\[ \theta(r',t') = \frac{mv'^2}{2} + mv \cdot r' + cte, \]
(8)

where \( cte \) is a real constant that is usually assumed to be zero and \( v^2 = v \cdot v \). We also assume that the potential transforms as \( V(r,t) = V'(r',t') \). The Coulomb potential, for instance, is the paradigmatic example of a potential that transforms according to the above prescription under a Galilean boost.

Note that strictly speaking we can only make the Schrödinger equation invariant under a Galilean boost by imposing that the wave function “fails” to be invariant thereunder. In other words, the prescription \( \Psi(r,t) = \Psi'(r',t') \) connecting the wave functions in coordinate systems \( S \) and \( S' \) does not suffice to make the Schrödinger equation invariant under a Galilean transformation. Nevertheless, the probability density \( |\Psi(r,t)|^2 \) is invariant under the transformation given in Eq. (6) and thus invariant under a Galilean boost.

We can also understand Eq. (6) as a way to obtain the solution to the Schrödinger equation in reference frame \( S' \) if the solution in \( S \) is already known,
\[ \Psi'(r',t') = e^{-\frac{i\theta}{\hbar}(r',t')} \Psi(r,t) \]
\[ = e^{-\frac{i\theta}{\hbar}(r',t')} \Psi(r' + vt',t'). \]
(9)

This prescription relating the solution in \( S' \) to the one in \( S \) is crucial for the consistency of the description of the same physical system in different Galilean inertial frames. The following simple example illustrates this point and further clarifies how to apply Eq. (9) in order to get \( \Psi'(r',t') \) from \( \Psi(r,t) \).

1. Example: The Plane Wave

Let us assume that in \( S \) we have a free particle with momentum \( p \). For simplicity we set \( V(r,t) = 0 \) and assume, without loss of generality, that we are dealing with a one-dimensional problem. Up to an overall global phase, the solution to the Schrödinger equation (3) describing such a particle is the plane wave
\[ \Psi(x,t) = e^{i(kx-\omega t)} = e^{i(\frac{px-\omega}{2m}t)}, \]
(10)

where \( p^2/2m \) is the particle’s energy.

Let us now solve the same problem in the reference frame \( S' \), which we assume is moving away from \( S \) with constant velocity \( v = (v,0,0) \), with \( v > 0 \). This means that \( S' \) is moving along the positive direction of the \( x \)-axis. In this frame, the momentum of the particle is no longer \( p \) but \( p - mv \) and the solution to the Schrödinger equation (7) is
\[ \Psi'(x',t') = e^{i(k'x'-\omega't')} = e^{i\left(\frac{(p-mv)x'-((p-mv)^2/2m)}{2m}t'\right)}, \]
(11)

where \( (p-mv)^2/2m \) is the particle’s energy.

It is not difficult to see that the naive prescription \( \Psi(x,t) \rightarrow \Psi'(x',t') \) connecting the wave functions from these two reference frames will not transform the right hand side of Eq. (10) into the right hand side of (11). However, noting that Eq. (8) for this specific problem is
\[ \theta(x',t') = \frac{mv^2}{2} + mvx', \]
(12)

where we have set \( cte = 0 \), we get after Eq. (9)
\[ \Psi'(x',t') = e^{-\frac{i\theta}{\hbar}(x',t')} \Psi(x,t) \]
\[ = e^{-\frac{i\theta}{\hbar}(x',t')} \Psi(x' + vt',t') \]
\[ = e^{-\frac{i\theta}{\hbar}(x',t')} \Psi(x' + vt',t') \]
\[ = e^{i\left(\frac{(p-mv)x'-((p-mv)^2/2m)}{2m}t'\right)}, \]
(13)

which is exactly Eq. (11). This simple example clearly illustrates why prescription (6) is mandatory to prop-
erly connect the solutions to the Schrödinger equation obtained in two different inertial reference frames.\(^1\)

**B. Lorentz covariant Schrödinger equation**

Looking carefully at Eq. (8), we can understand the terms multiplying \(t'\) and \(\mathbf{r}'\), namely, \(m v^2/2\) and \(m v\), as the contribution to the energy and momentum of the particle of mass \(m\) that is related to the fact that reference frame \(S'\) is moving from \(S\) with constant velocity \(\mathbf{v}\). For example, assume the particle is at rest in \(S'\); from the point of view of \(S\), it is moving away with constant velocity \(\mathbf{v}\) and thus with kinetic energy \(m v^2/2\) and momentum \(m \mathbf{v}\).

The above interpretation is the key that opens the door to the relativistic version of Eqs. (6) and (8), which will ultimately allow us to obtain a natural modification to the Schrödinger equation that makes it Lorentz covariant.

Calling \(\gamma = 1/\sqrt{1 - v^2/c^2}\) the Lorentz factor, \(m\) the particle’s rest mass, and \(c\) the speed of light in vacuum, the relativistic kinetic energy and momentum for a particle of mass \(m\) are, respectively, \((\gamma - 1)mc^2\) and \(\gamma mv\), where \(\mathbf{v}\) is the particle’s velocity. With that in mind, we postulate that under a Lorentz transformation connecting two different inertial frames \(S\) and \(S'\) with relative velocity \(\mathbf{v}\), the wave functions describing a particle of mass \(m\) in \(S\) and \(S'\) are connected by the following relation,

\[
\Psi(\mathbf{r}, t) = e^{-i\theta(\mathbf{r}', t')} \Psi'(\mathbf{r}', t'),
\]

(14)

with

\[
\theta(\mathbf{r}', t') = (\gamma - 1)mc^2t' + \gamma mv \cdot \mathbf{r}' + cte.
\]

(15)

Note that we can set the real constant \(cte\) to zero without losing in generality. Equation (14) is formally identical to Eq. (6) and when \(c \rightarrow \infty\) Eq. (15) tends to (8) since \(\lim_{c \rightarrow \infty} \gamma = 1\) and \(\lim_{c \rightarrow \infty} (\gamma - 1)mc^2 = mv^2/2\).

With the wave function’s transformation law given by Eqs. (14) and (15), we are naturally led to ask the following question:

What is the form of the wave equation that is covariant under a Lorentz boost and whose wave function transforms under such a boost according to Eqs. (14) and (15)?

We can answer that question unambiguously, i.e., we can get one and only one wave equation, if we add the following extra very natural assumptions in our search for the Lorentz covariant Schrödinger equation:

- It tends to the non-relativistic Schrödinger equation when \(c \rightarrow \infty\).
- It is isotropic, namely, covariant under three-dimensional spatial rotations in the same sense as the non-relativistic Schrödinger equation is.
- It is a homogeneous linear partial differential equation of order not greater than two and with constant coefficients multiplying the derivatives.

The first assumption above guarantees that we recover the non-relativistic quantum mechanics when the physical system studied moves with small velocities. The second assumption assumes that there is no privileged orientation in space, a symmetry that is also respected by the non-relativistic Schrödinger equation. The third and last extra assumption keeps the superposition principle valid in the relativistic domain and restricts our search to the simplest wave equations, namely, those that are homogeneous and that have at most second order derivatives and constant coefficients multiplying those derivatives. Note that we allow the coefficient multiplying the wave function \(\Psi(\mathbf{r}, t)\) to be non-constant since we want to recover the term \(V(\mathbf{r}, t)\Psi(\mathbf{r}, t)\) of the non-relativistic Schrödinger equation. Using this terminology, the non-relativistic Schrödinger equation is a homogeneous linear partial differential equation of order two (in the spatial variables) with constant coefficients multiplying the derivatives.

Before we start our search for the Lorentz covariant Schrödinger equation, we need first to set up some conventions and notation. The contravariant four-vector \(x^\mu\) is defined such that \((x^0, x^1, x^2, x^3) = (ct, x, y, z)\). Working with the metric \(g_{\mu\nu} = \text{diag}(1, -1, -1, -1)\), where \(g_{\mu\nu}\) is a diagonal \(4 \times 4\) matrix, the covariant four-vector is \(x_\mu = g_{\mu\nu}x^\nu = (ct, -x, -y, -z)\). We assume the Einstein summation convention with Greek indexes running from 0 to 3 and Latin ones running from 1 to 3. The scalar product between two four-vectors is defined as \(x^\mu y_\mu\), which makes it invariant under Lorentz boosts and spatial rotations. We also define the covariant four-gradient as \(\partial_\mu = \left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}, \frac{\partial}{\partial t}\right)\) and the contravariant four-gradient by \(\partial^\mu = g^{\mu\nu}\partial_\nu\), where \(g^{\mu\nu} = g_{\mu\nu}\) since we are dealing with Minkowski spacetime.

In the four-vector notation just defined, the most general homogeneous linear partial differential equation in the variables \(x^\mu\), of order less or equal to two, and with constant coefficients multiplying the derivatives is

\[
a^{\mu\nu}\partial_\mu\partial_\nu\Psi(x) + b^\mu\partial_\mu\Psi(x) + f(x)\Psi(x) = 0.
\]

(16)

Here \(\Psi(x) = \Psi(\mathbf{r}, t)\), \(a^{\mu\nu}\) and \(b^\mu\) are constants, and \(f(x) = f(\mathbf{r}, t)\), i.e., it may depend on time and on the spatial coordinates. The function \(f(x)\) is proportional

\(^1\) We employed the term invariance to denote that the Schrödinger equation does not change its form under a Galilean boost because this is the usual practice in non-relativistic treatises on quantum mechanics (see Ref. [1], for example). From now on we reserve the term invariant to quantities such as the rest mass of a particle, the speed of light, the electric charge, or any scalar quantity that has the same numerical value in any inertial reference frame. Equations that look the same in all inertial frames after we apply a given transformation will now be called covariant.
to the relativistic version of the potential that affects a particle described by the non-relativistic Schrödinger equation. Later we will fix its value using the first extra assumption above.

By invoking the isotropic condition for the free particle case, i.e., the wave equation should be covariant under any spatial orthogonal transformation belonging to the group $SO(3)$ when $f(x) = 0$, we can show that several of the $a^{\mu \nu}$ and $b^i$ constants are zero. To see this note that the free particle Schrödinger equation is covariant under spatial rotations if

$$
\Psi(\mathbf{r}, t) = e^{i\alpha} \Psi'(\mathbf{r}', t),
$$

where $\alpha$ is a constant (usually set to zero) and $\mathbf{r}'$ is connected to $\mathbf{r}$ by an orthogonal transformation belonging to the $SO(3)$ group, namely, $\mathbf{r}' = \mathbf{M} \mathbf{r}$, with $\mathbf{M} \in SO(3)$.

The covariance of the free particle Schrödinger equation under transformations belonging to the group $SO(3)$ can be easily proved using Eq. (17) and by noting that the Laplacian does not change under such transformations. We are thus led to assume that the wave functions that are solutions to the Lorentz covariant Schrödinger equation also obey Eq. (17) when we spatially rotate the system of coordinates. This requirement is our second extra assumption pointed out above.

Let us start analyzing how the term $b^i \partial_i \Psi(x)$ of Eq. (16) changes under a spatial rotation. Writing this term explicitly we have

$$
b^0 \partial_0 \Psi(\mathbf{r}, t) + b^1 \partial_1 \Psi(\mathbf{r}, t) + b^2 \partial_2 \Psi(\mathbf{r}, t) + b^3 \partial_3 \Psi(\mathbf{r}, t). \tag{18}
$$

If we rotate the system of coordinates counterclockwise by $\pi$ radians about the $x^3$ axis, it is not difficult to see that new components of the vector $x^\mu$ becomes $x'^\mu = (x^0, x^1, x^2, x^3) = (x^0, -x^1, -x^2, x^3)$. Applying the chain rule this implies that

$$
\partial'_\mu = (\partial_0, \partial_1, \partial_2, \partial_3) = (\partial_0, -\partial_1, -\partial_2, \partial_3). \tag{19}
$$

Substituting Eqs. (17) and (19) into (18), and neglecting the irrelevant constant phase, we obtain

$$
b^0 \partial_0 \Psi'(\mathbf{r}', t) - b^1 \partial_1 \Psi'(\mathbf{r}', t) - b^2 \partial_2 \Psi'(\mathbf{r}', t) + b^3 \partial_3 \Psi'(\mathbf{r}', t). \tag{20}
$$

We can only make Eqs. (20) and (18) look the same, i.e., guarantee covariance under this particular rotation, if $b^1 = -b^2$ and $b^3 = -b^2$. This implies that $b^1 = b^2 = 0$. A similar analysis, where we fix, for instance, the $x^1$ axis and rotate the other two spatial axis leads to $b^2 = b^3 = 0$. This reduces the term given by Eq. (18) to

$$
b^0 \partial_0 \Psi(\mathbf{r}, t). \tag{21}
$$

Turning our attention to the term $a^{\mu \nu} \partial_\mu \partial_\nu \Psi(x)$ of Eq. (16), we note that the same reasoning that led to $b^j = 0$ leads to $a^{0j} + a^{0j} = 0$, for $j = 1, 2, 3$. This must be the case since the derivatives accompanying the constants $a^{ij}$ or $a^{0j}$ are of the form $\partial_0 \partial_j$ and $\partial_j \partial_0$, with only one spatial coordinate. Assuming that we can change the order of the derivatives, and this can always be done for well behaved wave functions $\Psi(\mathbf{r}, t)$, we get $(a^{0j} + a^{0j}) \partial_0 \partial_j \Psi(\mathbf{r}, t)$ for that piece of the wave equation where one and only one of the superscript index is zero. Using the same arguments that led to Eq. (19), we can always rotate the axis to get $\partial'_j = -\partial_j$ for a given $j$.

For example, if we rotate the system of coordinates counterclockwise by $\pi/2$ radians about the $x^3$ axis, we get that $(a^{01} + a^{10}) \partial_0 \partial_1 \Psi(\mathbf{r}, t)$ changes to $-(a^{01} + a^{10}) \partial_0 \partial_1 \Psi(\mathbf{r}', t)$ (and similarly for $j = 2$). The covariance can only be guaranteed if $a^{01} + a^{10} = 0$ and $a^{02} + a^{20} = 0$. By rotating the system about the $x^i$ axis by $\pi$ radians, we see that $a^{03} + a^{30} = 0$ in order to preserve the covariance of the wave equation under this particular rotation.

To deal with the remaining purely spatial terms $a^{ij} \partial_i \partial_j \Psi(x)$, we rotate the system of coordinates by $\pi/2$ instead of $\pi$ radians. For instance, if we rotate the system of coordinates counterclockwise by $\pi/2$ radians about the $x^3$ axis, the components of the vector $x^\mu$ in the rotated frame is $x'^\mu = (x^0', x^1', x^2', x^3') = (x^0, x^2, -x^1, x^3)$. And if we now apply the chain rule we get

$$
\partial'_\mu = (\partial_0', \partial_1', \partial_2', \partial_3') = (\partial_0, \partial_2, -\partial_1, \partial_3). \tag{22}
$$

Substituting Eq. (22) into

$$
(a^{12} + a^{21}) \partial_1 \partial_2 \Psi(\mathbf{r}, t) \tag{23}
$$

and using Eq. (17), we obtain, up to an irrelevant global phase, Eq. (23) in the rotated frame,

$$
-(a^{12} + a^{21}) \partial'_1 \partial'_2 \Psi'(\mathbf{r}', t). \tag{24}
$$

Since the order of the derivatives can be exchanged freely for physical wave functions, we can only have covariance under this rotation if $a^{12} + a^{21} = 0$. Repeating the previous analysis where we rotate the system either about $x^0$ or $x^1$ by $\pi/2$ radians, we get that we should have $a^{13} + a^{31} = 0$ and $a^{23} + a^{32} = 0$ to keep the rotational covariance of the wave equation (16).

By a similar argument we can show that $a^{11} = a^{22} = a^{33}$. For example, the counterclockwise $\pi/2$ rotation about the $x^3$ axis leads to Eq. (22). This implies, together with Eq. (17), that the quantity

$$
a^{11} \partial_1 \partial_1 \Psi(\mathbf{r}, t) + a^{22} \partial_2 \partial_2 \Psi(\mathbf{r}, t) \tag{25}
$$

changes to

$$
a^{11} \partial'_1 \partial'_1 \Psi'(\mathbf{r}', t) + a^{22} \partial'_2 \partial'_2 \Psi'(\mathbf{r}', t) \tag{26}
$$

after this rotation. By demanding the covariance under this rotation we get that $a^{11} = a^{22}$. Repeating the previous argument for a rotation of $\pi/2$ about the $x^1$ axis gives $a^{22} = a^{33}$.

Putting all those results together, Eq. (16) becomes

$$
a^{00} \partial_0 \partial_0 \Psi(x) - a^{11} \partial_1 \partial^1 \Psi(x) + b^0 \partial_0 \Psi(x) + f(x) \Psi(x) = 0, \tag{27}
$$

where we have used that $\partial_j = -\partial_j^i$. Note that this equation is covariant under all rotations since the only remaining spatial derivatives, namely $-\partial_0 \partial_j = \nabla^2_j$, is the
Laplacian, which does not change its form under rotations.

So far we have not investigated what restrictions a Lorentz boost impose on the remaining constants shown in Eq. (27). In order to do that, it is convenient to rewrite Eq. (27) as follows,

$$A\partial_0^2\Psi(x) - B\partial_0\partial^j\Psi(x) + C\partial_0\Psi(x) + f(x)\Psi(x) = 0. \tag{28}$$

In this notation, our task is to determine what are the values and relations among $A$, $B$, and $C$ that arise after we impose the covariance of Eq. (28) and assume that $\Psi(x)$ transforms according to the prescription (14) under a Lorentz boost. Note that we are assuming that $f(x)$ is a relativistic scalar, namely, it transforms to $f'(x')$ under a Lorentz boost.

Since we already proved the covariance of Eq. (28) under three-dimensional spatial rotations, we do not lose in generality by assuming that the velocity $v$ of the inertial reference frame $S'$ with respect to $S$ is directed along the $x^1$ axis. With such a choice for $v$ the variables $x^\mu$ are connected to $x'^\mu$ by the following Lorentz transformation,

$$
\begin{align*}
x^0 = \gamma(x'^0 + \beta x'^1), \\
x^1 = \gamma(x'^1 + \beta x'^0), \\
x^2 = x^2', \\
x^3 = x^3',
\end{align*}
$$

where

$$\beta = \frac{v}{c} \quad \text{and} \quad \gamma = \frac{1}{\sqrt{1 - \beta^2}}.$$

By applying the chain rule we get

$$
\begin{align*}
\partial_0 &= \gamma(\partial_{0'} - \beta \partial_{1'}), \\
\partial_1 &= \gamma(\partial_{1'} - \beta \partial_{0'}), \\
\partial_2 &= \partial_2', \\
\partial_3 &= \partial_3',
\end{align*}
$$

Inserting Eqs. (33)-(36) into (28), using Eqs. (14) and (15), and carrying out the derivative, the wave equation (28) can be written up to an overall phase as follows,

$$
A'\partial_0^2\Psi'(x') + B'\partial_0\partial^j\Psi'(x') + C\partial_0\Psi'(x') + F\Psi'(x') + f'(x')\Psi'(x') = 0,
$$

where

$$
\begin{align*}
A' &= \gamma^2(A + \beta^2 B), \\
B' &= \gamma^2(\beta^2 A + B), \\
C' &= \gamma \left\{ \frac{2mc}{\hbar} [(1 - \gamma)A - \gamma \beta^2 B] + C \right\}, \\
D' &= -2\gamma^2\beta(A + B), \\
E' &= -\gamma\beta \left\{ \frac{2mc}{\hbar} [(1 - \gamma)A - \gamma B] + C \right\}, \\
F' &= \frac{imc}{\hbar} \left\{ \frac{imc}{\hbar} [(1 - \gamma)^2 A + \gamma \beta^2 B] + (1 - \gamma)C \right\}.
\end{align*}
$$

Equation (37) is what wave equation (28) becomes after a Lorentz boost for arbitrary values of the constants $A$, $B$, and $C$. In order to make Eqs. (37) and (28) look the same, in other words to have Lorentz covariance, we must have $D' = 0$, $E' = 0$, and $F' = 0$. The first condition, $D' = 0$, implies $B = -A$, as can be seen by looking at Eq. (41). Inserting this last relation into Eq. (42) we get that $E' = 0$ if $C = -\frac{i 2mcA}{\hbar}$. With this value for $C$ and using that $B = -A$, we automatically get $F' = 0$. Also, using that $A = -B$ we get $C' = C = -\frac{i 2mcA}{\hbar}$, $A' = A$, and $B' = -A = B$. By gathering all these results together we can write Eq. (37) as follows,

$$A\partial_0^2\Psi'(x') - B\partial_0\partial^j\Psi'(x') + C\partial_0\Psi'(x') + f'(x')\Psi'(x') = 0, \tag{44}$$

which explicitly shows the Lorentz covariance of the wave equation (28). If we now use that

$$B = -A \quad \text{and} \quad C = -\frac{2mc}{\hbar}A, \tag{45}$$

and that we must have $A \neq 0$, we can cast Eq. (28) as follows,

$$\partial_0\partial^\mu\Psi(x) - \frac{2mc}{\hbar}\partial_0\Psi(x) + \frac{f(x)}{A}\Psi(x) = 0. \tag{46}$$

To fix the value of $A$, we need the first extra assumption, namely, we need to impose that Eq. (28), or equivalently (46), tends to the non-relativistic Schrödinger equation when $c \to \infty$. This can be accomplished more easily by first rewriting Eq. (46) in the non-relativistic notation. Noting that the d’Alembertian $\partial_0\partial^\mu = \frac{1}{c^2} \partial^2 + \nabla^2$, $\partial_0 = \frac{1}{c}\frac{\partial}{\partial t}$, and $\Psi(x) = \Psi(r,t)$, we can rewrite Eq. (46) as

$$\frac{1}{c^2} \frac{\partial^2 \Psi(r,t)}{\partial t^2} - \nabla^2 \Psi(r,t) - i\frac{2mc}{\hbar} \frac{\partial \Psi(r,t)}{\partial t} + \frac{f(r,t)}{A} \Psi(r,t) = 0. \tag{47}$$

If we take the non-relativistic limit of Eq. (47), assuming that $\Psi(r,t)$ and its first and second order derivatives does not diverge, the limit $c \to \infty$ gives

$$-\nabla^2 \Psi(r,t) - \frac{2mc}{\hbar} \frac{\partial \Psi(r,t)}{\partial t} + \lim_{c \to \infty} \left[ \frac{f(r,t)}{A} \right] \Psi(r,t) = 0. \tag{48}$$

On the other hand, the non-relativistic Schrödinger equation (3) can be put in the following form,

$$-\nabla^2 \Psi(r,t) - \frac{2mc}{\hbar} \frac{\partial \Psi(r,t)}{\partial t} + \frac{2m}{\hbar^2} V(r,t) \Psi(r,t) = 0. \tag{49}$$

Comparing Eqs. (48) and (49), we see that they are equal if

$$\lim_{c \to \infty} \left[ \frac{f(r,t)}{A} \right] = \frac{2m}{\hbar^2} V(r,t). \tag{50}$$

Since $A$ does not depend on $r$ and $t$, we can without loss of generality set

$$\lim_{c \to \infty} f(r,t) = \frac{2m}{\hbar^2} V(r,t), \tag{51}$$

$$\lim_{c \to \infty} A = 1, \tag{52}$$
as the conditions upon \( f(r, t) \) and \( A \) that allow us to get the non-relativistic Schrödinger equation as the exact non-relativistic limit of the Lorentz covariant Schrödinger equation.

We can go even further and prove that \( A = 1 \), for whatever value of \( c \), if we note that Eq. (52) implies that

\[
A = 1 + \sum_{j=1}^{N} \frac{A_j}{c^j},
\]

where \( N \geq 1 \), \( A_j \) is a constant, and \( c^j \) is a positive power of the speed of light \( c \). In addition to that, Eq. (51) implies that \( A \) must be dimensionless, since otherwise \( \frac{f(r, t)}{A} \Psi(r, t) \) will have a different dimension when compared to the other three terms of Eq. (47). Now, the only dimensional constants appearing so far, and in particular in the free particle case, are the mass of the particle \( m \), the speed of light \( c \), and Planck’s constant \( \hbar \). This means that \( A_j = \alpha_j m^{x_j} \hbar^{y_j} \), where \( \alpha_j \) is a pure number and \( x_j, y_j \) are exponents to be determined such that \( A_j/c^j \) becomes dimensionless.

The dimensions of \( m, c, \) and \( \hbar \) are \([m] = M, [c] = LT^{-1}, \) and \([\hbar] = ML^2T^{-1} \), where \( M \) means mass, \( L \) length, and \( T \) time. Thus, \( A_j/c^j = \alpha_j [m^{x_j}][\hbar^{y_j}][c^{-j}] = M^{x_j+y_j}L^{2y_j-Ty_j}T^{-y_j+1} \). \( A_j/c^j \) is dimensionless if \( x_j + y_j = 0, 2y_j - j = 0, \) and \(-y_j + j = 0\). The last two equations give \( j = 2y_j \) and \( j = y_j \), which is only possible if \( j = y_j = 0 \). This result when inserted into the first relation gives \( x_j = 0 \). We see then that \( A_j/c^j = \alpha_j \), a pure number, and that Eq. (53) reads

\[
A = 1 + \sum_{j=1}^{N} \alpha_j.
\]

But since \( \lim_{c \to \infty} A = 1 \), we must have

\[
\lim_{c \to \infty} \sum_{j=1}^{N} \alpha_j = 0.
\]

This implies that

\[
\sum_{j=1}^{N} \alpha_j = 0
\]

for any value of \( c \) because \( \alpha_j \), being a pure number, does not depend on \( c \). Equation (56) together with (54) lead to the desired result, namely, \( A = 1 \) for any value of \( c \).

Using that \( A = 1 \) we can write the Lorentz covariant Schrödinger equation (47) as

\[
\frac{1}{c^2} \frac{\partial^2 \Psi(r, t)}{\partial t^2} - \nabla^2 \Psi(r, t) - i \frac{2m}{\hbar} \frac{\partial \Psi(r, t)}{\partial t} + f(r, t) \Psi(r, t) = 0,
\]

where we have written \( \Psi \) and \( V \) instead of \( \Psi(r, t) \) and \( V(r, t) \) to simplify notation. Equation (58) is the Lorentz covariant wave equation that we were searching for and that satisfies all the assumptions laid out in the beginning of this section.

Note that all time derivatives above are associated with the “geometrical time” of the reference frame \( S \), where all measurements and observables are made and defined for a given experiment in \( S \). Putting it simply, \( t \) is the time an observer at the inertial frame \( S \) records looking at his or her watch. This should be compared with the following free particle wave equation, derived in Refs. [13–16] using a whole set of different assumptions than those employed here,

\[
\frac{1}{c^2} \frac{\partial^2 \Psi}{\partial t^2} - \nabla^2 \Psi - i \frac{2m}{\hbar} \frac{\partial \Psi}{\partial t} = 0.
\]

In Eq. (59) \( \tau \) is an invariant free parameter usually associated with the proper time of the system being studied. As such, it does not change under a Lorentz boost and Eq. (59) is Lorentz covariant if its wave function transforms according to the standard definition of a complex scalar function, i.e., \( \Psi'(r', t') = \Psi(r, t) \). In the context of the Lorentz covariant Schrödinger equation, however, \( \tau \) is no longer a free parameter and we must set \( \tau = t \) in order to have a consistent Lorentz covariant wave equation whose wave function transforms according to Eq. (14) under a Lorentz boost.

It is important to stress at this point that we have made no attempt to uniquely determine the relativistic invariant \( f(r, t) \), or equivalently, \( V(r, t) \). In this sense, wave equation (58) is not strictly unique. However, for the free particle case, this point is not relevant and we do have a unique wave equation stemming from the three assumptions given at the beginning of this section. On the other hand, when we have an external field, we must need Eq. (51) to be satisfied in order to recover the non-relativistic Schrödinger equation from the wave equation (57). Equivalently, we must have \( V(r, t) \) tending to the potential energy associated to this external field when \( c \to \infty \) to recover the non-relativistic Schrödinger equation from (58).

Most of the time in this work we will be dealing with the free particle case, in particular when we second quantize the Lorentz covariant Schrödinger equation, and with the minimal coupling prescription, when modeling how a charged particle interacts with electromagnetic fields. Therefore, in those instances the issue of the non-uniqueness of the relativistic invariant \( f(r, t) \) is not a problem since we will be assuming \( f(r, t) = 0 \).

On the other hand, we will also solve several bound state or scattering problems where we will assume that
\( V(\mathbf{r}, t) \) is given by its non-relativistic version. For particles with small velocities, this is a very good approximation. Also, this is the approach we will follow when dealing with an external gravitational field.\(^2\)

It is worth mentioning that we can also write Eq. (58) in two other useful ways, one that shows its resemblance to the non-relativistic Schrödinger equation,

\[
-\frac{\hbar^2}{2mc^2} \frac{\partial^2 \Psi}{\partial t^2} + i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \Psi + V \Psi, \tag{60}
\]

and the other using the four-vector notation,

\[
\partial_\mu \partial^\mu \Psi - \frac{2mc}{\hbar} \partial_0 \Psi + \frac{2mV}{\hbar^2} \Psi = 0. \tag{61}
\]

Remark 1: If we were dealing strictly with the free particle case, we would not be able to fix the value of \( A \). In this scenario \( f(\mathbf{r}, t) = 0 \) and any value of \( A = 0 \) would give Eq. (58), with \( V(\mathbf{r}, t) = 0 \), from Eq. (47).

Remark 2: Again, if we restrict ourselves to the free particle case, the non-relativistic Schrödinger equation follows directly from Eq. (58) when \( c \to \infty \). There is no need to go through the discussion contained between Eqs. (47) and (58).

Remark 3: We can write Eq. (58) more compactly if we define \( \partial_\mu = \partial_\mu - \frac{mc}{\hbar} \delta_\mu \) and \( \partial^\mu = \partial^\mu - \frac{mc}{\hbar} \epsilon^\mu \) where \( \delta_\mu = \epsilon^\mu = (i, 1/\sqrt{3}, 1/\sqrt{3}, 1/\sqrt{3}) \). Note that \( \partial^\mu \) is not \( g^{\mu \nu} \partial_\nu \).

With this convention Eq. (61) is \( \partial_\mu \partial^\mu \Psi + \frac{2mV}{\hbar^2} \Psi = 0 \).

Remark 4: It is possible, though, to redefine \( \partial_\mu \) such that \( \partial^\mu = g^{\mu \nu} \partial_\nu \) is still valid. This is accomplished if \( \delta_\mu = \partial_\mu - \frac{mc}{\hbar} \zeta_\mu \), with \( \zeta_\mu = (-1, 0, 0, 0) \), and if we measure the potential energy from a different origin, starting from \( mc^2/2 \) instead of zero. In other words, using \( \delta_\mu \) and \( \tilde{V} = V + mc^2/2 \), Eq. (58) becomes \( \tilde{\partial}_\mu \tilde{\partial}^\mu \Psi + \frac{2m\tilde{V}}{\hbar^2} \Psi = 0 \), where \( \tilde{\partial}^\mu = g^{\mu \nu} \partial_\nu \).

1. Example: the plane wave

It is instructive at this point to study the free particle case in the light of Eq. (58), the Lorentz covariant Schrödinger equation. For simplicity, we deal with the one dimensional case, assume that in the reference frame \( S \) the particle of mass \( m \) has momentum \( \mathbf{p} = (p, 0, 0) \), and that \( S' \) moves away from \( S \) with velocity \( \mathbf{v} = (v, 0, 0) \), where \( v > 0 \).

Setting \( V(x, t) = 0 \) and writing

\[
\Psi(x, t) = e^{iS(px-Kt)}, \tag{62}
\]

it is not difficult to see that Eq. (62) is a solution to Eq. (58) if

\[
K = -mc^2 + \sqrt{m^2c^4 + \mathbf{p}^2c^2}. \tag{63}
\]

Note that we also have another possible relation between \( K \) and \( \mathbf{p} \) giving a solution to Eq. (58), i.e., \( K = -mc^2 - \sqrt{m^2c^4 + \mathbf{p}^2c^2} \). We will deal with this other possible solution later, when we will attempt to give a physical interpretation to it that has intriguing consequences.

Looking at Eq. (63) and remembering that a relativistic particle satisfies

\[
E^2 = m^2c^4 + p^2c^2,
\]

\( E \) being the total energy of the particle, we immediately see that \( K \) is the particle’s kinetic energy, where we have subtracted from \( E \) the particle’s rest energy \( mc^2 \). We can thus rewrite Eq. (62) as

\[
\Psi(x, t) = e^{i\frac{S}{c}(mc^2t+px-Et)}. \tag{64}
\]

Using Eqs. (14) and (15), the wave function in the reference frame \( S' \) is, up to a constant phase,

\[
\Psi'(x', t') = e^{-i\gamma(\gamma-1)mc^2t'+\gamma \mathbf{p} \cdot \mathbf{x}'}\Psi(x, t) = e^{-i\gamma(\gamma-1)mc^2t'+\gamma \mathbf{p} \cdot \mathbf{x}'}
\]

\[
\times \Psi(\gamma(x' + vt'), \gamma(t' + vx'/c^2)), \tag{65}
\]

where we have used Eqs. (29) and (30) to obtain the last line. Employing Eq. (64) to evaluate Eq. (65) we arrive at

\[
\Psi'(x', t') = e^{i\frac{S}{c}(mc^2t'+\gamma(p^0-\beta p^1)x'-\gamma(\beta p^0+p^1)t')}, \tag{66}
\]

where \( p^0 = E/c \) and \( p^1 = p \) are the first two components of the four-momentum \( p^\mu = (p^0, p^1, p^2, p^3) = (E/c, p_x, p_y, p_z) \).

Under a Lorentz boost in the \( x \) direction the four-momentum \( p^\mu \) transforms as

\[
p'^0 = \gamma(p^0 - \beta p^1), \tag{67}
\]

\[
p'^1 = \gamma(p^1 - \beta p^0), \tag{68}
\]

\[
p'^2 = p^2, \tag{69}
\]

\[
p'^3 = p^3. \tag{70}
\]

Using Eqs. (67) and (68), Eq. (66) becomes

\[
\Psi'(x', t') = e^{i\frac{S}{c}(mc^2t'+p'^1x'-\gamma p'^0t')},
\]

\[
e^{i\frac{S}{c}(mc^2t'+p'^2x'-E't')}, \tag{71}
\]

\(^2\) Although we do not need in this work the exact relativistic expression for \( V(\mathbf{r}, t) \), we make the following conjecture aiming at an effective invariant modeling of it. What we show below is just a sketch and should not be taken as the final and definitive prescription to the relativistic version of \( V(\mathbf{r}, t) \). The argument goes as follows. When we are presented with the non-relativistic Schrödinger equation (3), it is implicitly assumed that the external source associated with the potential energy \( V = 0 \) is at rest. In this rest frame we can define a unitary and dimensionless four-vector \( n^\mu = (1, 0, 0, 0) \) that is proportional to the four-momentum of the source (the source momentum is zero since it is at rest). Since \( V \) has dimension of energy, we can also postulate the existence of a four-vector \( v^\mu \) such that in this frame it is given by \( v^\mu = (V, 0, 0, 0) \). Now, it is clear that \( n^\mu v_\mu = V \) and it is tempting to replace \( V \) in Eq. (58) by \( n^\mu v_\mu \) as the relativistic scalar whose non-relativistic limit tends to the potential \( V \) appearing in the Schrödinger equation.
where \( p' = p^t' \) and \( E' = p'^t c \) are, respectively, the particle’s momentum and total energy in reference frame \( S' \).

As expected, Eq. (71), which is a solution to the Lorentz covariant Schrödinger equation in the reference frame \( S' \), can be obtained from Eq. (64) by simply changing the primed quantities \( x, t, p, \) and \( E \) to the respective primed ones.

### IV. BASIC PROPERTIES OF THE LORENTZ COVARIANT SCHRODINGER EQUATION

#### A. Probability four-current density

If we write the wave function \( \Psi(r, t) \) in its polar form,

\[
\Psi(r, t) = R(r, t)e^{iS(r, t)/\hbar} = \sqrt{\rho(r, t)}e^{iS(r, t)/\hbar},
\]

(72)

the transformation law (14) for the wave function under a Lorentz boost becomes

\[
R(r, t) = R'(r', t') \quad \text{or} \quad \rho(r, t) = \rho'(r', t'),
\]

(73)

\[
S(r, t) = S'(r', t') + (\gamma - 1)mc^2t' + \gamma mv \cdot r',
\]

(74)

where we have set \( c\tau = 0 \) in Eq. (15).

Using Eqs. (73) and (74), we want to prove that the following object,

\[
J^\mu = \left( \rho c - \frac{\rho}{m} \partial S \right) \mathbf{e}_1 + \left( \rho c - \frac{\rho}{m} \partial S \right) \mathbf{e}_2 + \left( \rho c - \frac{\rho}{m} \partial S \right) \mathbf{e}_3 + \left( \rho c - \frac{\rho}{m} \partial S \right) \mathbf{e}_4,
\]

(75)

is a contravariant four-vector and that it satisfies the continuity equation, \( \partial_\mu J^\mu = 0 \), whenever the potential \( V(r, t) \) is real. These two properties allow us to identify \( J^\mu \) as the probability four-current density of the Lorentz covariant Schrödinger equation.

Note that the three spatial terms of \( J^\mu \), namely \( J^1, J^2, J^3 \), are formally identical to the three vector components of the probability current density of the non-relativistic Schrödinger equation [1],

\[
J = -\frac{i\hbar}{2m} (\Psi^* \nabla \Psi - \Psi \nabla \Psi^*).
\]

(76)

Equivalently, \( J \) can also be seen as formally equal to the three spatial terms of the Klein-Gordon equation four-current density [2].

The time component of \( J^\mu \), on the other hand, can be written as

\[
J^0 = \rho c + \frac{i\hbar}{2m} (\Psi^* \partial_0 \Psi - \Psi \partial_0 \Psi^*).
\]

(77)

The time component of the Klein-Gordon four-current density [2] is formally equal to the second term of the right hand side of Eq. (77). The first term, \( \rho c \), is the extra ingredient we need to guarantee that \( J^\mu \) is a four-vector if \( \Psi(r, t) \) transforms according to Eqs. (73) and (74).

Let us start the proof that \( J^\mu \) is a four-vector. For simplicity, and without loss of generality, we assume a Lorentz boost along the \( x^1 \) direction. This implies that \( \mathbf{v} = (v, 0, 0) \). Thus, using Eqs. (33), (73), (74), and carrying out the derivatives, the time component of \( J^\mu \) can be written as follows,

\[
J^0 = \rho c - \frac{\rho}{m} \gamma \left[ \partial_\nu S' + (\gamma - 1)mc - \beta \partial_\nu S' - \beta \gamma mv \right].
\]

(78)

Noting that \( v = \beta c \) and that \( \gamma^2(1 - \beta^2) = 1 \), we get after a couple of simplifications,

\[
J^0 = \rho c - \frac{\rho}{m} \gamma \left[ \frac{mc}{\gamma}(1 - \gamma) + \partial_\nu S' - \beta \partial_\nu S' \right]
\]

\[
= \gamma \left[ \left( \rho c - \frac{\rho}{m} \partial_\nu S' \right) + \beta \left( \frac{\rho}{m} \partial_\nu S' \right) \right]
\]

\[
= \gamma [J^0' + \beta J^1].
\]

(79)

In a similar way we get

\[
J^1 = \gamma (J^1' + \beta J^0'),
\]

(80)

\[
J^2 = J^2',
\]

(81)

\[
J^3 = J^3'.
\]

(82)

Equations (79)-(82) are the laws a contravariant vector must obey after a Lorentz boost in the \( x^1 \) direction [cf. Eqs. (29)-(32)], proving that \( J^\mu \) is indeed a four vector.

Let us move to the proof that \( J^\mu \) is a conserved current. Computing the four-divergence of Eq. (75) we get

\[
\partial_\mu J^\mu = c\partial_0 \rho - \frac{i}{m} \partial_\mu \rho \partial^\mu S - \frac{\rho}{m} \partial_\mu \partial^\mu S.
\]

(83)

To make progress, we need to insert the polar form of the wave function, Eq. (72), into the Lorentz covariant Schrödinger equation, Eq. (58). Carrying out the derivatives and noting that \( R = \sqrt{\rho} \), we can show that Eq. (58) is equivalent to the following two coupled equations,
\[
\rho \partial_\mu \partial^\mu \rho - \frac{1}{2} \partial_\mu \rho \partial^\mu \rho - \frac{2\rho^2}{\hbar^2} (\partial_\mu S \partial^\mu S - 2mc \partial_\mu S - 2mV_R) = 0,
\]
\[
\rho \partial_\mu \partial^\mu S + \partial_\mu \rho \partial^\mu S - mc \partial_\lambda S + \frac{2m\rho \nu}{\hbar} = 0.
\]

Equations (84) and (85) are, respectively, what we get by equating the real and imaginary parts of Eq. (58) to zero. We have also written

\[
V = V_R + iV_I,
\]

since a complex potential can be used to phenomenologically model, for example, dissipative processes.

If we divide Eq. (85) by \(m\) we can write it as

\[
\rho \partial_\mu \partial^\mu \rho = \frac{2\rho \nu}{\hbar} V_I.
\]

Comparing Eqs. (86) and (83) we see that

\[
\partial_\mu J^\mu = \frac{2\rho \nu}{\hbar} V_I.
\]

Equation (87) is the continuity equation with a source or sink modeled by the complex part of the potential \(V\). If \(V\) is real, as one would expect for closed systems described by Hermitian operators, we arrive at

\[
\partial_\mu J^\mu = 0,
\]

proving that \(J^\mu\) is the conserved current of the Lorentz covariant Schrödinger equation.

It is worth mentioning that \(\partial_\mu J^\mu\) tends exactly to the continuity equation of the non-relativistic Schrödinger equation. This can be seen writing Eq. (88) explicitly in terms of its derivatives and using the definition of \(J^0\) as given in Eq. (75),

\[
\partial_\mu J^\mu = \frac{1}{c} \frac{\partial J^0}{\partial t} + \nabla \cdot J = \frac{1}{m} \frac{\partial \rho}{\partial t} - \frac{1}{mc^2} \frac{\partial}{\partial t} \left( \frac{\partial S}{\partial t} \right) + \nabla \cdot J = 0.
\]

Taking the limit where \(c \to \infty\) we get

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot J = 0,
\]

which is the continuity equation associated to the non-relativistic Schrödinger equation.

### B. Manifest covariance

Our goal here is to recast the Lorentz covariant Schrödinger equation in a manifestly covariant way. This can be accomplished by noting that the Lorentz covariant Schrödinger equation, Eq. (58), is equivalent to Eqs. (84) and (85). Moreover, Eq. (85) is equivalent to the continuity equation (87), which is already written in a manifestly covariant form,

\[
\partial_\mu J^\mu = \frac{2\rho \nu}{\hbar} V_I.
\]

What remains to be done is to rewrite Eq. (84) in a manifestly covariant way. Using Eq. (75), it is not difficult to see that

\[
J_\mu J^\mu = \rho^2 c^2 - \frac{2\rho^2 c}{m} \partial_\mu S + \frac{\rho^2}{m^2} \partial_\mu S \partial^\mu S.
\]

After multiplying Eq. (92) by \(m^2/\rho^2\) we arrive at

\[
\frac{m^2}{\rho^2} (J_\mu J^\mu - \rho^2 c^2) = \partial_\mu S \partial^\mu S - 2mc \partial_\mu S.
\]

Using Eq. (93), we can rewrite Eq. (84) as

\[
\rho \partial_\mu \partial^\mu \rho - \frac{1}{2} \partial_\mu \rho \partial^\mu \rho - \frac{2m^2}{\hbar^2} (J_\mu J^\mu - \rho^2 c^2) + \frac{4m\rho^2}{\hbar^2} V_R = 0.
\]

Equations (91) and (94) are the manifestly covariant equations we were looking for. They are, respectively, the imaginary and real parts of the Lorentz covariant Schrödinger equation, written in a manifestly covariant way, that one obtains after inserting the wave function in its polar form (72) into Eq. (58).

### C. Connection to the Klein-Gordon equation

Looking at Eq. (58), it is not difficult to realize that the non-relativistic limit of the Lorentz covariant Schrödinger equation gives exactly the usual Schrödinger equation. Indeed, taking the limit where the speed of light \(c \to \infty\), the first term of Eq. (58) tends to zero and what remains is the non-relativistic Schrödinger equation. This is most clearly seen using Eq. (60), where the remaining terms after the limit in which \(c \to \infty\) is the non-relativistic Schrödinger equation written in its usual form. Note that to obtain the non-relativistic Schrödinger equation from the Klein-Gordon equation, a much more involved limiting process is needed [2].

On the other hand, if the mass \(m \to 0\), Eq. (58) is the standard relativistic invariant wave equation for a massless scalar particle or, equivalent, the massless Klein-Gordon equation. It is worth mentioning that when \(m = 0\), \(\Psi\) is a relativistic scalar in the conventional way, i.e.,
\( \Psi \rightarrow \Psi \) after a Lorentz transformation [cf. Eqs. (14) and (15) for \( m = 0 \)].

Our goal now is to search for the phase transformation that we must implement on \( \Psi \) to go from the Lorentz covariant Schrödinger equation, Eq. (58), to the Klein-Gordon equation with \( m \neq 0 \). In order to determine the correct phase transformation, we make the following ansatz,

\[
\Psi(r, t) = e^{-i f(t)} \Phi(r, t),
\]

where \( f(t) \) depends only on the time. The reason to work with a function \( f \) that does not depend on the position vector \( r \) is related to the fact that the spatial derivatives of Eq. (58) are already the ones appearing in the Klein-Gordon equation.

To arrive at the Klein-Gordon equation starting with Eq. (58), we just need to be able to find an \( f \) that allows us to get rid of the first order time derivative after the transformation above.

Inserting Eq. (95) into Eq. (58) and carrying out the derivatives we get, up to a global phase,

\[
\frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} - \nabla^2 \Phi - \frac{2i}{\hbar} \left( m + \frac{\mathcal{f}}{c^2} \right) \frac{\partial \Phi}{\partial t} - \left( \frac{if}{c^2 \hbar} + \frac{f^2}{c^2 \hbar^2} \right) \Phi = 0,
\]

where the dot and double dots over \( f \) denote the first and second order derivatives with respect to time \( t \). To obtain the Klein-Gordon equation, we must first impose that

\[
m + \frac{\mathcal{f}}{c^2} = 0,
\]

which leads to

\[
f(t) = -mc^2 t + cte.
\]

This condition guarantees that Eq. (96) has no first order derivatives of \( \Phi \) with respect to time.

Inserting Eq. (98) into Eq. (96) we get

\[
\frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} - \nabla^2 \Phi + \left( \frac{m^2 c^2}{\hbar^2} + \frac{2mV}{\hbar^2} \right) \Phi = 0.
\]

Equation (99) can be seen as a generalization of the Klein-Gordon equation, effectively describing a scalar field \( \Phi \) in the presence of an external potential \( V \). If we set \( V = 0 \), we recover the Klein-Gordon equation for massive scalar fields [2],

\[
\frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} - \nabla^2 \Phi + \frac{m^2 c^2}{\hbar^2} \Phi = 0.
\]

We have thus proved that if \( \Psi \) satisfies the Lorentz covariant Schrödinger equation (58), the wave function \( \Phi \), connected to \( \Psi \) by the phase transformation

\[
\Psi(r, t) = e^{i mc^2 t} \Phi(r, t),
\]

satisfies the generalized Klein-Gordon equation (99).

In Fig. 1 we show pictorially how the Lorentz covariant Schrödinger equation and the Klein-Gordon equation are connected to the non-relativistic Schrödinger equation and to the Klein-Gordon equation.

![FIG. 1: (Color online) Relationship among the Lorentz covariant Schrödinger equation and the other standard scalar wave equations of quantum mechanics.]

V. PREDICTIONS OF THE LORENTZ COVARIANT SCHRODINGER EQUATION

A. The free particle

Here, and in Secs. V B, V C, and V D, we assume, without losing generality, that we deal with a one-dimensional problem. The free particle solution (plane wave solution) to the Lorentz covariant Schrödinger equation is obtained assuming \( V(x, t) = 0 \). Inserting the ansatz

\[
\Psi(x, t) = e^{i(px - K t)}
\]

into Eq. (58), we see that Eq. (102) is a solution to Eq. (58) if

\[
K = K_{\pm} = -mc^2 \pm \sqrt{m^2 c^4 + p^2 c^2}.
\]

The physical meaning of \( K_{\pm} \) is straightforward. It is the relativistic kinetic energy of a free particle of mass \( m > 0 \), where \( E = K_{\pm} + mc^2 = \sqrt{m^2 c^4 + p^2 c^2} \) is its total relativistic energy. The physical interpretation of \( K_{\pm} \) is subtler than that of \( K_{\pm} \), at least at the stage of first quantization. A rigorous justification of what will be said about \( K_{\pm} \) here and in Sec. V B will be given in Sec. VII, where we develop the quantum field theory of the Lorentz covariant Schrödinger equation. Our goal here is to motivate and to qualitatively explore the main features of Eq. (58) that lead to the results outlined below and rigorously established when we “second quantize” the Lorentz covariant Schrödinger equation.

If we could redefine the zero of the potential \( V \) in such a way that \( K_{\pm} \) changed to \( \tilde{K}_{\pm} = \pm \sqrt{m^2 c^4 + p^2 c^2} \), the same interpretation associated to the negative and positive energy solutions of the Klein-Gordon equation would...
be valid here. We would associate \( \tilde{K}_+ > 0 \), the positive energy solution of the wave equation, to a particle of mass \( m \), energy \( K_+ \), and traveling forward in time \( (t > 0) \). The negative solution would be reinterpreted as an antiparticle with the same mass \( m \) and positive energy \( -K_- = \tilde{K}_+ \) traveling backwards in time:

\[
e^{-i(px-\tilde{K}_+ t)} = e^{i(px+\tilde{K}_-(t))} = e^{i(px-K_+(t))}.
\] (104)

However, as we show in Sec. V B, we cannot redefine the zero of the potential independently of \( p \) to get \( \tilde{K}_\pm = \pm \sqrt{m^2c^4 + p^2c^2} \). This means that for each value of the magnitude of \( p \) we would need to work with a different zero of the potential for this interpretation to make sense. We believe this solution is unsatisfactory and in order to have a \( p \)-independent interpretation of \( K_\pm \) we are obliged to take the following route.

If we stick with the zero of the potential at \( V = 0 \), we readily see that \( K_\neq -K_+ \) and the previous interpretation attributed to the negative energy \( K_- \) does not follow. This can be remedied by the following procedure. Looking at Eq. (104), and comparing the far left term with the far right one, we note that \( \tilde{K}_- t = \tilde{K}_+(t) \). This last equality is clearly not satisfied by \( K_- \) and \( K_+ \). We can only satisfy it if the antiparticle that travels backwards in time also has a negative mass, namely, \( K_- \) changes to \( \tilde{K}_- m = mc^2 - \sqrt{m^2c^4 + p^2c^2} \). In this scenario we have \( \tilde{K}_- t = \tilde{K}_+(t) \) and the particle of mass \( m \), positive energy \( K_+ \), and traveling forward in time, must have an antiparticle with a negative mass traveling backwards in time with energy \( -K_- = K_+ \).

This interpretation is not too wide of the mark if we study the solutions to the Lorentz covariant Schrödinger equation when we set \( V = 0 \) and change \( m \to -m \). In this case it is not difficult to see that Eq. (58) has the following solutions,

\[
\Psi(x, t) = e^{i(px-\tilde{K}_t)},
\] (105)

with

\[
\tilde{K} = \tilde{K}_\pm = mc^2 \pm \sqrt{m^2c^4 + p^2c^2}.
\] (106)

We now have that \( \tilde{K}_- = -K_+ \), which allows us to write

\[
e^{i(px-\tilde{K}_- t)} = e^{i(px+\tilde{K}_+(t))} = e^{i(px-K_+(t))}.
\] (107)

Therefore, to the particle with mass \( m \), energy \( K_+ \), traveling forward in time, we must have an antiparticle with mass \( -m \), energy \( -K_- = K_+ \), traveling backwards in time. The same interpretation can be attached to the pair of solutions with energies given by \( \tilde{K}_+ \) and \( K_- \) since here we also have \( -K_- = \tilde{K}_+ \). The solution with \( \tilde{K}_+ = mc^2 + \sqrt{m^2c^4 + p^2c^2} \) describes a particle of mass \( -m \), traveling forward in time, and with positive energy \( \tilde{K}_+ \), while the solution with \( K_- \) is its antiparticle with mass \( m \) traveling backwards in time.

We can intuitively understand why this interpretation will rigorously appear in the second quantization of the Lorentz covariant Schrödinger equation by the following argument. Looking at Eq. (58) when \( V = 0 \), we note that if we change \( m \) to \( -m \) we get the following equation,

\[
\frac{1}{c^2} \frac{\partial^2 \Psi}{\partial t^2} - \nabla^2 \Psi + \frac{2m}{\hbar} \frac{\partial \Psi}{\partial t} = 0.
\] (108)

On the other hand, by taking the complex conjugate of Eq. (58) we arrive at

\[
\frac{1}{c^2} \frac{\partial^2 \Psi^*}{\partial t^2} - \nabla^2 \Psi^* + \frac{2m}{\hbar} \frac{\partial \Psi^*}{\partial t} = 0.
\] (109)

Comparing Eqs. (108) and (109), we see that they are formally the same, having the same mathematical structure. In other words, the solution \( \Psi^* \) of the complex conjugate equation is equivalent to the solution \( \Psi \) of the negative mass equation. In this way, when second quantizing the complex Lagrangian leading to Eq. (58) and its complex conjugate version, the conserved charge obtained via Noether’s theorem will be formed by particles with positive and negative masses.

It is instructive to remark that the Klein-Gordon equation does not possess this feature, even when we deal with its complex version. Looking at Eq. (100), we see that the Klein-Gordon equation is unchanged if \( m \to -m \) and that its complex conjugate version is formally equivalent to Eq. (100). The key ingredient that makes the Lorentz covariant Schrödinger equation change its structure when \( m \to -m \), or when we take its complex conjugate, is the presence of the term

\[
\frac{2m}{\hbar} \frac{\partial \Psi}{\partial t}
\]

which has the imaginary number \( i \) and which is linear in the mass \( m \). The Klein-Gordon equation has no term linear in \( m \) or explicitly depending on \( i \).³

### B. Particle in a constant potential

We now assume that the potential \( V(x, t) \) is a non-null constant \( V \). Inserting the ansatz given by Eq. (102) into (58), we have that it is a solution to Eq. (58) if

\[
K = K_\pm = -mc^2 \pm \sqrt{m^2c^4 + p^2c^2} + 2mc^2V.
\] (110)

Adding \( mc^2 \) to both sides of Eq. (110) and squaring it leads to

\[
E^2 - p^2c^2 = m^2c^4 + 2mc^2V.
\] (111)

³ In the context of Foldy-Wouthuysen transformations, the interpretation of the positive and negative energy solutions of the Dirac equation as describing particles with positive and “negative” masses is also possible for weak external fields [7]. Furthermore, for optical and quantum hydrodynamic systems, effective negative masses associated with particle-like excitations in those systems were experimentally reported [8–12].
where we have defined
\[ E = K + mc^2. \]

The right hand side of Eq. (111) is a Lorentz invariant and can be compactly written as
\[ p^\mu p_\mu = m^2c^2 + 2mV = m^2c^2 \left( 1 + \frac{2V}{mc^2} \right), \quad (112) \]
where \( p^\mu = (E/c, \mathbf{p}) \) is the four-momentum.

In the particle’s rest frame \( p = 0 \) and evaluating Eq. (112) in this frame we get for the particle’s rest energy,
\[ E_0 = mc^2 \sqrt{1 + \frac{2V}{mc^2}} = m'c^2. \quad (113) \]
We see that the presence of the potential \( V \) changes the rest mass of the particle to
\[ m' = m \sqrt{1 + \frac{2V}{mc^2}}. \quad (114) \]

For small values of \( V \), such that
\[ \frac{V}{mc^2} \ll 1, \quad (115) \]
we have
\[ m' \approx m + \frac{V}{c^2}. \quad (116) \]

Equation (116) means that the mass of any particle in the presence of a small potential changes equally by the same quantity, namely, \( V/c^2 \). For high values of \( V \), the changes in the mass are different for each type of particle (it depends on the value of \( m \)) and is given by Eq. (114). These results tell us that the mass of a particle described by the Lorentz covariant Schrödinger equation depends on the background external field to which it is subjected and which is phenomenologically modeled by the potential \( V \). This feature might be useful in the effective description of condensed matter systems, where the “spacetime” structure is given by an effective Minkowski spacetime with limiting velocity \( c_{eff} < c \) and effective masses differing from the “bare” masses defined when \( V = 0 \). Note that this feature is also seen in the generalized Klein-Gordon equation (99) since it also depends on the potential \( V \).

We can also obtain a stronger condition than (115) to the validity of Eq. (116) and in a way that connects the magnitude of the potential \( V \) with the magnitude of the particle’s momentum \( |p| = |p| \). This is achieved by rewriting Eq. (110) as
\[ \left( \frac{E}{pc} \right)^2 = \left( \frac{mc^2}{pc} + \frac{V}{pc} \right)^2 + 1 - \left( \frac{V}{pc} \right)^2 \quad (117) \]
and noting that if
\[ \left( \frac{V}{pc} \right)^2 \ll 1, \quad (118) \]
we get that \( 1 - \left( \frac{V}{pc} \right)^2 \approx 1 \) and thus
\[ \left( \frac{E}{pc} \right)^2 \approx \left( \frac{mc^2}{pc} + \frac{V}{pc} \right)^2 + 1. \quad (119) \]

Rewriting Eq. (119) as
\[ E^2 - p^2c^2 \approx \left( m + \frac{V}{c^2} \right)^2 c^4 = m'^2c^4, \quad (120) \]
we immediately see that it is the energy-momentum relation for a particle of mass \( m' \), where \( m' \) is given by Eq. (116). Therefore, if
\[ |V| \ll |p|c, \quad (121) \]
a particle with mass \( m \) when subjected to the constant field \( V \) will behave like a free particle of mass \( m + V/c^2 \).

In order to better appreciate the meaning of \( K_+ \), as given by Eq. (110), we expand it in powers of \( 1/c^2 \) and compare the resulting expansion with what one would expect in the non-relativistic limit. A simple calculation leads to
\[ K_+ = \frac{p^2}{2m} + V + \mathcal{O} \left( \frac{1}{c^2} \right), \quad (122) \]
where \( \mathcal{O}(1/c^2) \) denotes terms of order higher or equal to \( 1/c^2 \). Looking at Eq. (122), we see that in the limit of \( c \to \infty \) we obtain that \( K_+ \) is the non-relativistic kinetic energy plus the potential energy of the particle. This is consistent with assigning to \( K_+ \) the interpretation that it is the total relativistic energy of the particle minus its “bare” rest energy \( mc^2 \) when we get back to the relativistic domain. A similar interpretation is attached to \( K_- \) if we remember that we should consider it the solution to the Lorentz covariant Schrödinger equation with a negative mass. In other words, \( K \) can only be interpreted as the particle’s relativistic kinetic energy when \( V = 0 \).

We end this section proving, as claimed in Sec. VA, that it is not possible to redefine the zero of the potential independently of \( p \) to get \( K_\pm = \pm \sqrt{m^2c^4 + p^2c^2} \). If we try to obtain a scenario where \( K_\pm = \pm \sqrt{m^2c^4 + p^2c^2} \), we have to solve for \( V \) the following equation (cf. Eq. (110)),
\[ -mc^2 \pm \sqrt{m^2c^4 + p^2c^2 + 2mc^2V} = \pm \sqrt{m^2c^4 + p^2c^2}. \quad (123) \]
Its solutions are
\[ V = \frac{mc^2}{2} \pm \sqrt{m^2c^4 + p^2c^2}. \quad (124) \]
Looking at Eq. (124), we see that it is not possible to have \( V \) independent of the magnitude of \( |p| \). Moreover,
even allowing for a p-dependence, we cannot get the job done since we need different values of \( V \) to set either \( K_+ \) or \( K_- \) to be \( \sqrt{m^2 c^4 + p^2 c^2} \) or \(-\sqrt{m^2 c^4 + p^2 c^2}\), respectively (note the \( \pm \) in the expression for \( V \) above). This completes the proof of the claim given in Sec. V A.

C. Complex variable telegraph equation

If we look at Eq. (112), we note that as we decrease the value of the external potential \( V \), we decrease the value of the Lorentz invariant \( p^\mu p_\mu \). Eventually, for a sufficiently low potential we will get \( p^\mu p_\mu = 0 \). In this scenario, when \( V = -mc^2/2 \), it is expected that a particle of “bare” mass \( m \) behaves like a massless particle. Moreover, a wave packet in this case is expected to propagate without distortion and without spreading. This is indeed the case as we prove below.

The one dimensional Lorentz covariant Schrödinger equation, Eq. (58), can be written as

\[
\frac{1}{c^2} \frac{\partial^2 \Psi}{\partial t^2} - \frac{\partial^2 \Psi}{\partial x^2} + \frac{2m}{\hbar} \frac{\partial \Psi}{\partial t} + \frac{2mV}{\hbar^2} \Psi = 0. \tag{125}
\]

This equation has the same structure as the Heaviside telegraph equation [18], a real partial differential equation which under certain conditions has a solution in which a distortionless propagation of a wave packet is possible. Equation (125) is a complex version of the telegraph equation [18], a real partial differential equation [18] and adjusting the coefficients multiplying the derivatives such that the Schrödinger equation is obtained for an “instantaneous” relaxation time (\( \tau = 0 \)). In Ref. [19] it was shown that we indeed have a non-instantaneous spread of the wave function for a localized initial condition whenever \( \tau \neq 0 \). Comparing Eqs. (125) and (126), we see that they become equal if \( \tau = \hbar/(2mc^2) \).

If we insert the ansatz [cf. Eq. (101)]

\[
\Psi(x, t) = e^{i\pi mc^2t} \Phi(x, t) \tag{127}
\]

into Eq. (125) we get

\[
\frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} - \frac{\partial^2 \Phi}{\partial x^2} + \left( \frac{m^2 c^2}{\hbar^2} + \frac{2mV}{\hbar^2} \right) \Phi = 0. \tag{128}
\]

Choosing \( V = -mc^2/2 \), Eq. (128) becomes

\[
\frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} - \frac{\partial^2 \Phi}{\partial x^2} = 0. \tag{129}
\]

This is the standard wave equation for a massless scalar particle in one dimension. Its general solution is

\[
\Phi(x, t) = F(x - ct) + G(x + ct),
\]

where \( F(x - ct) \) and \( G(x + ct) \) are non-dispersive traveling waves to the right and to the left, respectively.

The general solution to Eq. (125) is thus

\[
\Psi(x, t) = e^{i\pi mc^2t} [F(x - ct) + G(x + ct)]. \tag{130}
\]

For a wave packet traveling to the right we have \( G(x + ct) = 0 \) and thus

\[
\Psi(x, t) = e^{i\pi mc^2t} F(x - ct). \tag{131}
\]

This leads to a probability density that propagates without dispersion and distortion to the right and with the speed of light \( c \),

\[
\rho(x, t) = \Phi^*(x, t) \Phi(x, t) = |F(x - ct)|^2. \tag{132}
\]

We can also test the previous result by studying the propagation of a wave packet for decreasing values of the potential \( V \). As we decrease \( V \), less dispersive is the evolution of the wave packet, until we reach the critical value \( V = -mc^2/2 \) where a dispersionless evolution of the wave packet is achieved.

A possible way to achieve such a huge negative potential would be to work with a scalar charged particle subjected to a constant electric potential \( \phi \). If \( q \) is its charge, \( V = q\phi \) and equating it to \(-mc^2/2 \) gives \( \phi = -mc^2/(2q) \). We can estimate the order of magnitude of the electric potential using the rest mass of the electron and its charge. This gives \( \phi \approx -2.54 \times 10^9 V \). In other words, one needs an electric potential of magnitude of the order of 100 thousands volts to start to see a dispersionless propagation.

However, if we work with greater charges or lower masses, the lower the voltage needed. For some condensed matter systems such as a semiconductor, the effective mass of the electron can be as low as 1% of its rest mass. In these materials, an electric potential of the order of \(-10^4 V \) would be enough to see a dispersionless evolution.

D. Free particle wave packets

We now investigate how wave packets evolve according to the Lorentz covariant Schrödinger equation when we
set $V = 0$, comparing its evolution to the ones predicted by the Klein-Gordon equation and by the non-relativistic Schrödinger equation when we set the Hamiltonian equal to $\sqrt{m^2c^4 + p^2c^2}$, with $\hat{p} = -i\hbar \partial / \partial x$. In all cases we will be dealing with the positive energy solutions.

If we write the wave function as

$$\Psi(x, t) = \frac{1}{\sqrt{2\pi\hbar}} \int f_p(p) e^{i(px - K|p||t)} dp,$$  \hspace{1cm} (133)

$f_p(p)$ is the momentum distribution of the wave packet and $K(p)$, a function of the momentum $p$, is determined by inserting Eq. (133) into the corresponding wave equation and imposing that $\Psi(x, t)$ should be a solution to the wave equation. The integration above includes the entire real line, i.e., $p$ runs from $-\infty$ to $\infty$.

If we insert Eq. (133) into the one dimensional Lorentz covariant Schrödinger equation for a free particle, namely, Eq. (125) with $V = 0$, we guarantee that Eq. (133) is a solution to it if

$$K(p) = -mc^2 + \sqrt{m^2c^4 + p^2c^2},$$  \hspace{1cm} (134)

where $K(p)$ is the positive energy solution. Similarly, inserting Eq. (133) into Eq. (128) with $V = 0$, where the latter equation is the one dimensional Klein-Gordon equation for a particle with mass $m$, we get

$$K(p) = \sqrt{m^2c^4 + p^2c^2}.$$  \hspace{1cm} (135)

Comparing the two dispersion relations above, Eqs. (134) and (135), we note that they differ by $-mc^2$, which does not depend on $p$. This means that the probability density $|\Psi(x, t)|^2$ computed from Eq. (133) is the same whether we work with the Lorentz covariant Schrödinger equation or with the Klein-Gordon equation.

It is also instructive if we compute the dispersion relation for the following wave equation,

$$i\hbar \frac{d}{dt} \Psi = \sqrt{m^2c^4 + p^2c^2} \Psi,$$  \hspace{1cm} (136)

which is the standard Schrödinger equation written in the bra-ket notation and with Hamiltonian given by $\hat{H} = \sqrt{m^2c^4 + p^2c^2}$. Here $\hat{H}$ is the relativistic Hamiltonian for a free particle where the momentum $p$ is replaced by the operator $\hat{p} = -i\hbar \partial / \partial x$. If we project it onto the momentum eigenstates and solve the corresponding differential equation. Fourier transforming back to the momentum space we can easily operate with $\sqrt{m^2c^4 + p^2c^2}$ on the momentum eigenstates and solve the corresponding differential equation. Fourier transforming back to the position representation we realize that $\Psi(x, t)$ evolves according to Eq. (133) and with a dispersion relation given by Eq. (135). In other words, the Lorentz covariant Schrödinger equation, the Klein-Gordon equation, and the wave equation (136) predict the same wave-packet dynamics in the free particle regime.

### E. Time independent potentials

We proceed with the investigation of the main predictions of the Lorentz covariant Schrödinger equation, studying now its general features when the particle of mass $m$ is subjected to a time independent, and not necessarily constant, potential. Specifically, we want to address the bound state solutions to Eq. (58) when $V(r, t) = V(r)$.

Inserting the ansatz

$$\Psi(r, t) = e^{-iKt/\hbar}\psi(r)$$  \hspace{1cm} (137)

into Eq. (58), where $K$ is a constant, we get the following time-independent equation,

$$\frac{-\hbar^2}{2m}\nabla^2 \psi(r) + V(r)\psi(r) = \lambda \psi(r),$$  \hspace{1cm} (138)

where

$$\lambda = \left( \frac{K^2}{2mc^2} + K \right).$$  \hspace{1cm} (139)

Equation (138) is formally identical to the time-independent non-relativistic Schrödinger equation, with $\lambda$ being its eigenvalue. We thus see that any solution to the latter is also a solution to Eq. (138), the time-independent Lorentz covariant Schrödinger equation. Due to the linearity of Eq. (58), its general solution for time independent potentials is the superposition of the stationary solutions (137),

$$\Psi(r, t) = \sum_n e^{-iK_n t/\hbar}\psi_n(r),$$  \hspace{1cm} (140)

where $\psi_n(r)$ is an eigenvector of Eq. (138) with eigenvalue $\lambda_n$ and, for bound state problems, $K_n$ is the following solution to Eq. (139),

$$K_n = -mc^2 + \sqrt{m^2c^4 + 2mc^2\lambda_n}.$$  \hspace{1cm} (141)

To better appreciate the physical meaning of $K$, we expand it in powers of $1/c^2$,

$$K = \lambda - \frac{1}{2 \frac{mc}{c}} + \mathcal{O}(1/c^4).$$  \hspace{1cm} (142)

In the non-relativistic limit, when $c \to \infty$, $K = \lambda$ and we recognize it as the energy of the non-relativistic system, with the rest energy already absent. The standard notation in the non-relativistic regime is to employ the letter $E$ instead of $\lambda$ to represent the eigenvalues of Eq. (138) since in this regime they are the system’s total energy (no rest energy included). Similarly, we can understand $K$ as the relativistic bound energy of the system, with the rest energy already excluded.

#### 1. Example: the Hydrogen atom

Let us study the solution to Eq. (138) when a particle of mass $m$ and charge $-e$ (an electron, for instance) is
subjected to the electrostatic Coulomb potential generated by a particle of mass $M$ and charge $e > 0$ (a proton, for example). In the SI units the potential is

$$V(r) = -\frac{e^2}{4\pi\varepsilon_0 r},$$  

(143)

where $r$ is the distance between the two particles and $\varepsilon_0$ is the vacuum permittivity. If $M \gg m$, we can consider the mass $M$ at rest and $m$ in Eq. (138) is, for all practical purposes, equal to the mass of the lightest particle. Otherwise we should understand $m$ in Eq. (138) as the reduced mass $mM/(m+M)$. We are also leaving out of our analysis any spinorial properties of the electron and proton. We are effectively dealing with charged scalar particles.

Inserting Eq. (143) into (138) we see that we formally have the non-relativistic Schrödinger equation for the Hydrogen atom, whose eigenvalues are [2]

$$\lambda_n = -\frac{mc^2 \alpha^2}{2 n^2}. \quad \text{(144)}$$

Inserting Eq. (144) into (141) we get

$$K_n = -mc^2 \left(1 - \sqrt{1 - \frac{\alpha^2}{n^2}}\right)$$  

(145)

$$= -\frac{mc^2 \alpha^2}{2 n^2} \left(1 + \frac{\alpha^2}{n^2} \left[\frac{n}{j+\frac{1}{2}} - \frac{3}{4}\right] + \mathcal{O}(\alpha^6), \quad \text{(146)}

where $n \geq 1$ is a positive integer and $j + 1/2 = 1, 2, \ldots, n$. The last line is $K_{n,j+1/2}$ expanded up to fourth order in $\alpha$.

Computing the energy of the ground state predicted by the Lorentz covariant Schrödinger equation, Eq. (145) with $n = 1$, and by the Dirac equation, Eq. (147) with $n = 1$ and $j + 1/2 = 1$, we get the same result to all orders of $\alpha$,

$$K_1 = K_{1,1}^D = -mc^2 \left(1 - \sqrt{1 - \alpha^2}\right). \quad \text{(149)}$$

Moreover, if we compute the energies predicted by the Dirac equation for $n \geq 1$ using the highest possible value for the total angular momentum, i.e., if we set $j + 1/2 = n$ in Eq. (147), we get

$$K_{n,n}^D = -mc^2 \left(1 - \sqrt{1 - \frac{\alpha^2}{n^2}}\right) = K_n. \quad \text{(150)}$$

These are exactly the energies predicted by the Lorentz covariant Schrödinger equation [cf. Eq. (145)], a remarkable match with the most energetic bound energies predicted by the Dirac equation for a given $n$.

It is worth noting that we have neglected the spin properties of the electron and of the proton and we have not minimally coupled the Lorentz covariant Schrödinger equation with the electromagnetic field to arrive at those results. We just have inserted the Coulomb potential as given above directly into the Lorentz covariant Schrödinger equation. It is really impressive that such a simple approach leads exactly to a subset of the bound energies predicted by the Dirac equation. And of course, to break the degeneracy and get bound energies depending on the total angular momentum of the electron, we either have to add the spin-orbit coupling by hand in the Lorentz covariant Schrödinger equation or deal directly with a spin-1/2 relativistic wave equation as Dirac did.

Before we move on to the next section, we want to compare the bound energies given by the Lorentz covariant Schrödinger equation with the ones given by solving the Klein-Gordon equation under the same conditions and minimally coupled with the electromagnetic field. Subtracting the rest energy we have [2],
gravitational fields on a particle of mass $m$ and charge $q$, where we have included the static Newtonian gravitational potential and the electromagnetic potential.

The electromagnetic minimal coupling, in SI units and the metric signature we have been using, is obtained

$$ K_{n,l}^{KG} = -mc^2 \left\{ 1 - \left[ 1 + \left( \frac{\alpha}{n - (l + \frac{1}{2})} + \sqrt{\left( l + \frac{1}{2}\right)^2 - \alpha^2} \right)^2 \right]^{-1/2} \right\} $$

(151)

where $n \geq 1$ is a positive integer and $l = 0, 1, 2, \ldots, n - 1$. The last line is $K_{n,l}^{KG}$ expanded up to fourth order in $\alpha$.

Equation (151) is similar to (147), with $j + 1/2$ changed to $l + 1/2$, where $l$ labels the orbital angular momentum of the mass $m$.

Calculating the ground state energy predicted by the Klein-Gordon equation, namely, Eq. (151) with $n = 1$ and $l = 0$, we obtain

$$ K_{1,0}^{KG} = -mc^2 \left[ 1 - \frac{1}{2} \left( 1 + \sqrt{1 - 4\alpha^2} \right) \right] $$

(153)

$$ = -mc^2 \frac{\alpha^2}{2} \left( 1 + \frac{5}{4}\alpha^2 \right) + \mathcal{O}(\alpha^6). $$

(154)

Looking at Eq. (154), we see that the ground state energy predicted by the Klein-Gordon equation minimally coupled to the electromagnetic field is not equal to Eq. (149), the ground state energy given by the Dirac equation and by the Lorentz covariant Schrödinger equation. Even to order of $\alpha^4$ the values of the ground state energies are already different. In other words, at the level of the ground state energy, the Lorentz covariant Schrödinger equation gives a better description of the Hydrogen atom than the Klein-Gordon equation minimally coupled to the electromagnetic field. It is worth mentioning, nevertheless, that if we insert $V$ given by Eq. (143) into the generalized Klein-Gordon equation, Eq. (99), we will get the same bound energies reported here for the Lorentz covariant Schrödinger equation [Eq. (145)].

F. Minimal coupling with the electromagnetic field

Our goal now is to study the Lorentz covariant Schrödinger equation, as given by Eq. (58), minimally coupled to an electromagnetic field. We also want to study the simultaneous action of the electromagnetic and gravitational fields on a particle of mass $m$ and charge $q$, where the static Newtonian gravitational potential enters in Eq. (58) via the potential energy $V(r)$.\(^5\)

The electromagnetic minimal coupling, in SI units and in the metric signature we have been using, is obtained by replacing in the wave equation all derivatives $\partial_\mu$ according to the following prescription [2],

$$ \partial_\mu \rightarrow D_\mu = \partial_\mu + \frac{iq}{\hbar} A_\mu, $$

(155)

where the covariant four-vector potential is

$$ A_\mu = \left( \frac{\varphi}{c} - \mathbf{A} \right). $$

(156)

Here $\varphi$ and $\mathbf{A} = (A^1, A^2, A^3)$ are, respectively, the electric and vector potentials characterizing an electromagnetic field.

Applying prescription (156) to Eq. (61) we have

$$ D_\mu D^\mu \Psi - i \frac{2mc}{\hbar} D_\mu \Psi + \frac{2mV}{\hbar^2} \Psi = 0, $$

(157)

where $V$ should be thought as the particle’s potential energy associated to an external field whose origin is not electromagnetic. All electromagnetic interactions are embedded in the minimal coupling assumption.

Noting that after a Lorentz boost $D_\mu$ transforms as a covariant four-vector and that $D_\mu D^\mu$ is a Lorentz invariant, we can show that Eq. (157) is Lorentz covariant if $\Psi$ transforms according to Eq. (14). In addition to that, it is not difficult to see that if we implement the gauge transformation

$$ \mathcal{A}_\mu(x) = A_\mu(x) + \partial_\mu \chi(x), $$

(158)

we get

$$ \tilde{D}_\mu \tilde{D}^\mu \tilde{\Psi} - i \frac{2mc}{\hbar} \tilde{D}_\mu \tilde{\Psi} + \frac{2mV}{\hbar^2} \tilde{\Psi} = 0, $$

(159)

where

$$ \tilde{D}_\mu = \partial_\mu + \frac{iq}{\hbar} \mathcal{A}_\mu $$

and

$$ \tilde{\Psi}(x) = e^{-i\frac{\varphi}{c} \chi(x)} \Psi(x). $$

(160)

In other words, the Lorentz covariant Schrödinger equation minimally coupled to the electromagnetic field is invariant with respect to a local gauge transformation given by Eq. (158) if the wave function transforms according to Eq. (160).

---

\(^5\) See Refs. [20–23] for general-relativistic and post-Newtonian corrections in Hydrogen-like systems when the spin of the interacting particles are also included in the analysis.
1. Bound state solutions in a “pure” static electric field

We now set \( V = 0 \), i.e., we have a “pure” electromagnetic problem, and assume that the particle of mass \( m \) and charge \( q = -e < 0 \) is subjected to an attractive Coulomb potential generated by a “fixed” charge \( e \). This is essentially the Hydrogen atom where we disregard the spinorial aspects of the electron and the proton. In this scenario

\[
A^\mu = (\varphi/c, 0, 0, 0),
\]

(161)

with

\[
\varphi = \frac{1}{4\pi\epsilon_0} \frac{e}{r}.
\]

(162)

Inserting Eqs. (161) and (162) into Eq. (157), and separating the time variable from the spatial ones using the ansatz given by Eq. (137), we get

\[
-\hbar^2 c^2 \nabla^2 \psi(r) = [(K - V(r) + mc^2)^2 - m^2 c^4] \psi(r),
\]

(163)

where

\[
V(r) = -\frac{e^2}{4\pi\epsilon_0} \frac{1}{r} = -\hbar c \frac{\alpha}{r}
\]

(164)

is the particle’s electrostatic potential energy.

If we make the substitution \( K + mc^2 \rightarrow E \), Eq. (163) becomes the stationary Klein-Gordon equation minimally coupled to the electromagnetic field via the Coulomb potential [2]. Therefore, the bound energies for the present problem is simply \( K_{n,l} = E_{n,l}^{KG} - mc^2 \), where \( E_{n,l}^{KG} \) are the bound energies for the Klein-Gordon equation. The explicit form of \( K_{n,l} \) is given by Eq. (151).

2. Bound state solutions in a “pure” gravitational field

We now set \( A^\mu = 0 \) and

\[
V(r) = -\frac{GmM}{r} = -\hbar c \frac{\alpha}{r},
\]

(165)

where \( G \) is the gravitational constant, \( M \) is the mass of the “fixed” particle generating the gravitational field that acts on \( m \), and \( \alpha = GmM/\hbar c \) is the “gravitational fine structure constant”.

Inserting Eq. (165) into Eq. (157), and using that \( A^\mu = 0 \), the stationary equation we get is given by Eq. (138), whose bound state energies are given by Eq. (145) with \( \alpha \) changed to \( \alpha \). Note that for the Hydrogen atom the leading term in the energy is of the order \( \alpha^2 mc^2 \sim 10^{-8}mc^2 \), irrelevant if compared to \( \alpha^2 mc \sim 10^{-5}mc^2 \), the leading contribution coming from the Coulomb potential.

3. Bound state solutions in static electric and gravitational fields

It is very instructive to study the case in which we have a charged scalar particle described by the Lorentz covariant Schrödinger equation minimally coupled to the electromagnetic field and also subjected to a gravitational field. The leading contribution coming from a static gravitational field is obtained setting \( V(r) \) as given by Eq. (165). The Coulomb potential is modeled via Eqs. (161) and (162).

As we will show below, the bound energies to this problem are not simply independent contributions coming from the electromagnetic and gravitational fields. We will see that the way the system “feels” the gravitational field depends on the electromagnetic field acting on it. In other words, the bound energies depend not only on isolated functions of \( \alpha \) and \( \alpha \), but also on functions of the product \( \alpha \). The simultaneous presence of both fields leads to bound energies that couples the electromagnetic and gravitational fields in a non-trivial way.

Inserting Eqs. (161), (162), and (165) into (157), and employing the ansatz (137), the stationary Lorentz covariant Schrödinger equation can be written as

\[
\nabla^2 \psi(r) = -\frac{1}{\hbar^2 c^2} \left[(K - V(r))^2 + 2mc^2(K - V(r) - V(r))\right] \psi(r).
\]

(166)

Expressing the Laplacian operator in spherical coordinates and writing \( \psi(r) = \psi_{n,l,m}(r) = u_{n,l}(r)Y_l^m(\theta, \phi) \), where \( r = |r| \) and \( \theta \) and \( \phi \) are, respectively, the polar and azimuthal angles of the spherical-polar coordinates, Eq. (166) decouples into the following two equations:

\[
\frac{1}{u_{n,l}} \frac{d}{dr} \left( r^2 \frac{du_{n,l}}{dr} \right) + \frac{r^2 f(r)}{\hbar^2 c^2} = l(l+1),
\]

(167)

\[
\frac{1}{Y_l^m} \left[ \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial Y_l^m}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2 Y_l^m}{\partial \phi^2} \right] = -l(l+1).
\]

(168)

The solutions to Eq. (168) are the spherical harmonics [3], where \( l = 0, 1, 2, \ldots \), and \( m = 0, \pm 1, \pm 2, \ldots, \pm l \).

The radial equation (167), where

\[
f(r) = [K - V(r)]^2 + 2mc^2[K - V(r) - V(r)],
\]

(169)

becomes

\[
\frac{d^2}{dr^2} \left( \frac{l(l+1)}{r^2} + \frac{f(r)}{\hbar^2 c^2} \right) R_{n,l} = 0
\]

(170)

after using that

\[
u_{n,l}(r) = \frac{R_{n,l}(r)}{r}.
\]

Computing explicitly \( f(r) \) we can rewrite Eq. (170) as

\[
\left[ \frac{d^2}{dr^2} - \frac{l(l+1) - \alpha^2}{r^2} + \frac{2(E\alpha + mc^2\alpha)}{\hbar cr} - \frac{m^2 \alpha^2 - E^2}{\hbar^2 c^2} \right] R_{n,l} = 0,
\]

(171)
where
\[ E = K + mc^2. \]  
(172)

We will restrict ourselves to bound energies such that $-2mc^2 < K < 0$. This is equivalent to working with $|E| < mc^2$. With such values for $E$, the constant
\[ B = \sqrt{\frac{4(m^2c^4 - E^2)}{\hbar^2 c^2}} \]  
(173)
is a real number. Now, defining
\[ \varrho = Br, \]  
(174)
\[ \lambda = \frac{2(E\alpha + mc^2\tilde{\alpha})}{B\hbar c}, \]  
(175)
\[ \mu = \sqrt{(l + 1/2)^2 - \alpha^2}, \]  
(176)
Eq. (171) becomes
\[ \left[ \frac{d^2}{d\varrho^2} - \frac{\mu^2 - 1/4}{\varrho^2} + \frac{\lambda}{\varrho} - \frac{1}{4} \right] R_{n,l}(\varrho) = 0. \]  
(177)
Equation (177) is formally the same one obtains when solving the Klein-Gordon equation minimally coupled to the electromagnetic field [2]. The only difference between the present problem and the one given in Ref. [2] is the absence of the term proportional to $\tilde{\alpha}$ in Eq. (175).

Therefore, we can follow the same steps given in Ref. [2] to arrive at the following solution to Eq. (177),
\[ R_{n,l}(\varrho) = Ne^{-\varrho/2}\varrho^{\mu+1/2} _1F_1(a, b; \varrho), \]  
(178)
where $ _1F_1(a, b; \varrho)$ is the confluent hypergeometric function, $N$ a normalization constant, and
\[ b = 2\mu + 1, \]  
(179)
\[ a = \mu + \frac{1}{2} - \lambda. \]  
(180)
The function $ _1F_1(a, b; \varrho)$ → $\infty$ when $\varrho → \infty$ and thus in order to get a finite and normalizable solution, we have to truncate the series that defines the confluent hypergeometric function. This is achieved if [2]
\[ a = -n' = 0, 1, 2, 3, \ldots \]  
(181)
Equation (181) leads to the quantization of the bound energies, whose values are given by solving for $E$ Eq. (180),
\[ \mu + \frac{1}{2} - \lambda = -n', \]  
(182)
where $\lambda$ is given by Eq. (175). Picking the solution in which $|E| < mc^2$ and using Eq. (172) we finally get
\[ K_{n,l} = -mc^2 \left\{ \frac{\alpha\tilde{\alpha}}{w^2 + \alpha^2} - \left[ \frac{\alpha^2}{w^2} \right] \left( \frac{\alpha^2}{w^2 + \alpha^2 - \tilde{\alpha}^2} \right)^{-1/2} \right\}, \]  
(183)

Eq. (183) in terms of $\alpha$ and $\tilde{\alpha}$,
\[ K_{n,l} = -\frac{mc^2\alpha^2}{2n^2} - \frac{mc^2\alpha^4}{2n^4} \left( \frac{n}{l + 1/2} - \frac{3}{4} \right) + O(\alpha^6) - \frac{mc^2\alpha\tilde{\alpha}}{n^2} + O(\alpha^3\tilde{\alpha}) - \frac{mc^2\alpha^2}{2n^2} + O(\alpha^4). \]  
(186)
The first two terms in the right hand side of Eq. (186) are, respectively, the non-relativistic energy and the dominant relativistic correction due to the presence of a Coulomb potential alone, as discussed in Sec. V F 1. The third term in the second line of Eq. (186) is the non-relativistic energy due to the presence of a gravitational field alone (cf. Sec. V F 2). The first term in the second line of Eq. (186),
\[ -\frac{mc^2\alpha\tilde{\alpha}}{n^2}, \]  
(187)
is the dominant contribution to the bound energy coming from the simultaneous presence of an electric field and a
gravitational field. For the Hydrogen atom we have
\[ a\alpha mc^2 \sim 10^{-44}mc^2 \sim \alpha^{20}mc^2, \]

which is too small to be detected using today’s technology. On the other hand, the simultaneous existence of electric and gravitational fields lead to a contribution to the bound energies about 40 orders of magnitude greater than the expected one due to the presence of a gravitational field alone, which is of order \( \tilde{\alpha}^2 mc^2 \sim 10^{-83}mc^2 \).

In order to have a gravitational contribution to the bound energies of order \( \alpha^4 \), which is the order of magnitude of the dominant relativistic correction to the bound energies due to an electric field, we would need \( \tilde{\alpha} \sim \alpha^3 \). This is achieved with a “heavy proton” of mass of the order of \( 10^9kg \).

From a fundamental point of view, however, the fact that this simple model leads to a non-trivial influence of the gravitational field on how an electromagnetic field acts upon a particle of mass \( m \) deserves further investigation. It is not unlikely, as we show in Sec. V G, that the scattering between two charged particles, one of which is very massive, might lead to detectable predictions within the present model.\(^6\)

4. Bound state solutions in a static electric field and a constant gravitational field

If we have a Coulomb field minimally coupled to a charged particle of mass \( m \), as given by Eqs. (161) and (162), together with a constant gravitational field acting on it, which is achieved by setting \( V \) a constant in Eq. (165), we can repeat the steps detailed above and get the following expression for the bound energies,
\[ K_{n,l} = -mc^2 \left[ 1 - \left( 1 + \frac{\alpha^2}{w^2} \right)^{-1/2} \left( 1 + \frac{2V}{mc^2} \right)^{1/2} \right], \]

where \( w \) was defined in Eq. (184).

Looking at Eq. (188), we see that it is similar to Eq. (151), the pure electrostatic solution to the Lorentz covariant Schrödinger equation. However, the term \( (1 + \alpha^2/w^2)^{-1/2} \) does not appear alone now. It comes multiplied by \( [1 + 2V/(mc^2)]^{1/2} \), whose origin stems from the presence of a constant gravitational field. Also, if \( V \sim mc^2/\alpha^2 \) we would get corrections to the bound energies of order \( \alpha^4 \), which could in principle be detected.

5. Bound state solutions in a gravitational field and a constant electric field

For completeness we present the bound energies when we have a constant electric field, which is achieved by setting Eq. (164) to a constant, and using Eq. (165) to model the gravitational field. The bound energies in this case are
\[ K_{n,l} = V - mc^2 \left( 1 - \sqrt{1 - \frac{\tilde{\alpha}^2}{n^2}} \right), \]

where \( n = 1, 2, 3, \ldots \) This case is less interesting since it is simply the pure gravitational case with bound energies displaced by \( V \), the electric potential energy due to a constant electric field.

6. Solutions in constant electric and gravitational fields

We are now interested in the plane wave solutions arising from solving Eq. (157) when both the electric and gravitational fields acting on the particle are constant. The time-independent equation we need to solve is given by Eq. (166), with \( V \) and \( V \) treated as two constants. Inserting the ansatz
\[ \psi(r) = e^{i(p \cdot r)} \]

into Eq. (166) we get
\[ K_{\pm} = V - mc^2 \pm \sqrt{p^2c^2 + m^2c^4 + 2mc^2V}, \]

where \( p = |p| \). Defining \( m' = m(1 + \frac{2V}{mc^2})^{1/2} \), \( E = K_{\pm} + mc^2 \), and squaring Eq. (190), we get
\[ p^2p_{\mu} = m'^2c^2, \]

where
\[ p^\mu = \left( \frac{E - V}{c}, p \right). \]

Looking at Eq. (190) we see that the constant electric field affects \( K_{\pm} \) and \( K_{-} \) equally, displacing both energies by the same quantity \( V \). On the other hand, the constant gravitational field affects \( K_{\pm} \) and \( K_{-} \) differently, leading to the same results already discussed in Sec. V B.

It is worth mentioning the following two points. First, we can make \( K_{\pm} = -K_{-} \) working with the Lorentz covariant Schrödinger equation minimally coupled to a constant electric field. Specifically, if we set \( V = mc^2 \) we accomplish this task. This feature cannot be achieved without working in the minimal coupling scenario or by applying an external gravitational field, as we can see by looking at Eq. (190). See also Secs. V A and V B for more details.

Second, Eq. (190) leads to a dispersion relation whose dependence on the value of the external constant gravitational field affects a particle’s wave packet dynamics in

\(^6\) Note that by solving the standard Schrödinger equation for a particle subjected simultaneously to static electric and gravitational fields we get for the bound energies \( K_{n,l}^{\text{Sch}} = -mc^2\alpha^2/(2n^2) - mc^2\tilde{\alpha}^2/(2n^2) - mc^2\tilde{\alpha}/n^2 \). In other words, the mixed term given by Eq. (187) is already present at the non-relativistic level. Equation (183), on the other hand, is the relativistic bound energies \( K_{n,l} \) we obtain by solving the Lorentz covariant Schrödinger equation for the same physical system. As can be seen by looking at Eq. (186), \( K_{n,l} \) tends to \( K_{n,l}^{\text{Sch}} \) for small values of \( \alpha \) and \( \tilde{\alpha} \).
is the Green’s function of the Helmholtz equation, i.e., solution to \( \nabla^2 G(r) + k^2 G(r) = \delta^{(3)}(r) \), with \( \delta^{(3)}(r) \) being the three dimensional Dirac delta function.

Assuming we are dealing with localized potentials situated at the origin (\( r' = 0 \)) and noting that in a scattering experiment we want the wave function far away from the target, i.e., \( |r| \gg |r'| \), we can write the Green’s function as [3]

\[
G(r - r') = -\frac{e^{ikr}}{4\pi r} - \frac{e^{-ikr'}}{4\pi r'} + O\left(\frac{1}{|r|^2}\right),
\]  

(199)

where \( k = k\hat{r} \). Moreover, considering that the incident particles move along the \( z \) axis with a well defined momentum and energy, the stationary wave function describing them can be written as

\[
\psi_0(r) = e^{ik'z},
\]  

(200)

where \( k' = k\hat{z} \).

Now, employing the first Born approximation (weak potential approximation), which implies that

\[
\psi(r) \approx \psi_0(r)
\]  

(201)

inside the integral of Eq. (197), we get after Eqs. (194) and (199),

\[
\psi(r) = e^{ikz} + f(\theta)\frac{e^{ikr}}{r}.
\]  

(202)

The scattering amplitude is given by

\[
f(\theta) = \frac{1}{\hbar^2\epsilon^2\kappa} \int_0^{\infty} r \sin(\kappa r)|\mathcal{V}(r)|^2 dr - \frac{2E}{\hbar^2\epsilon^2\kappa} \int_0^{\infty} r \sin(\kappa r)\mathcal{V}(r)dr - \frac{2\pi}{\hbar^2\kappa} \int_0^{\infty} r \sin(\kappa r)\mathcal{V}(r)dr,
\]  

(203)

where

\[
\kappa = 2k\sin(\theta/2)
\]  

(204)

and \( \theta \) is the polar angle with respect to the incident \( z \)-direction, defining the polar angular position of the detector measuring the scattered particles. To arrive at Eq. (203) we relied on the fact that the potentials are spherically symmetric. This allowed us to straightforwardly integrate over the solid angle \( d\Omega = \sin(\theta')d\theta'd\phi' \), where \( d^3r' = r'^2dr'd\Omega' \), \( \mathbf{k} \cdot \mathbf{r} = \kappa r \cos \theta \), and \( \mathbf{k} = \mathbf{k}' - \mathbf{k} \) in Eq. (197).

It is worth mentioning that the origin of the first and second terms of Eq. (203) can be traced back to applying the minimal coupling prescription to the Lorentz covariant Schrödinger equation, while the third one is related to the existence of an external potential whose origin is not electromagnetic. Moreover, for small energies (\( E \ll mc^2 \)) the second and third terms of Eq. (203) tend, at the

\[
\psi(r) = \psi_0(r) + \int G(r - r')J(r')\psi_0(r')d^3r',
\]  

(197)

where \( \psi_0(r) \) is the solution to Eq. (192) with \( J(r) = 0 \) and

\[
G(r) = -\frac{e^{ik|r|}}{4\pi |r|}
\]  

(198)

a non-trivial way. This point becomes clearer inserting \( K(p) \) as given by Eq. (190) into Eq. (133), which gives the time evolution of a one-dimensional wave packet in the presence of constant electric and gravitational fields. The wave packet dynamics will differ from that of a free particle (\( V = V = 0 \)) due to the presence of the term \( 2mc^2V \) inside the square root of the dispersion relation (190). This factor introduces non-trivial changes when we integrate Eq. (133) to obtain the wave packet dynamics. Note that the effect of a constant electric field is trivial. It does not change the wave packet dynamics since it only adds a global phase to \( \Psi(x,t) \).

G. Coulomb and gravitational scattering

Our goal here is to compute perturbatively the differential cross-section for a beam of charged particles of mass \( m \) hitting charged particles of mass \( M \) at rest. The charges of the incident and target particles are respectively \( q \) and \( Q \), the kinetic energy of the incident particles are \( K < mc^2 \), and we model the interaction of those particles via static electric and gravitational fields.

The stationary Lorentz covariant Schrödinger equation describing the simultaneous action of the Coulomb and gravitational fields is given by Eq. (166), which can be rewritten as

\[
\nabla^2 \psi(r) + k^2 \psi(r) = J(r)\psi(r),
\]  

(192)

with

\[
k^2 = \frac{(E^2 - m^2c^4)/(\hbar^2c^2)},
\]  

(193)

\[
J(r) = \frac{[\mathcal{V}(r)]^2 + 2EV(r) + 2mc^2V(r)}{\hbar^2c^2}.
\]  

(194)

For the present problem we have

\[
\mathcal{V}(r) = \frac{qQ}{4\pi\epsilon_0r} = -\hbar c\alpha r = \mathcal{V}(r),
\]  

(195)

\[
V(r) = -\frac{GmM}{r} = -\hbar c\tilde{\alpha} = V(r),
\]  

(196)

where \( |r| = r \). Note that now we have that \( \alpha = -qQ/(4\pi\epsilon_0\hbar c) \). For \( \alpha > 0 \) the charges attract each other and for \( \alpha < 0 \) we have a repulsive electrostatic interaction. The same interpretation for the sign of \( \tilde{\alpha} \) applies. For ordinary matter, we always have \( \tilde{\alpha} > 0 \).

Using elementary techniques we can transform Eq. (192) to its integral form [3],

\[
\psi(r) = \psi_0(r) + \int G(r - r')J(r')\psi(r')d^3r',
\]  

(197)

where \( \psi_0(r) \) is the solution to Eq. (192) with \( J(r) = 0 \) and

\[
G(r) = -\frac{e^{ik|r|}}{4\pi |r|}
\]  

(198)
first Born approximation level, to the scattering amplitude obtained by solving the non-relativistic Schrödinger equation for a particle subjected to the external potential \( V(r) + V(r) \). The first term, on the other hand, is absent from any non-relativistic treatment of this problem, being a purely relativistic contribution to the scattering amplitude.

By inserting Eqs. (195) and (196) into (203) we can explicitly compute the three remaining integrals. This leads to

\[
\begin{align*}
\tilde{f}(\theta) &= \frac{\pi \alpha^2}{2\kappa} + \frac{2E\alpha}{\hbar c^2} + \frac{2mc^2\tilde{\alpha}}{\hbar c} \\
&= \frac{\hbar c(E\alpha + mc^2\tilde{\alpha})}{2\sqrt{E^2 - mc^2}\sin(\theta/2)} + \frac{\hbar c(E\alpha + mc^2\tilde{\alpha})}{2(E^2 - mc^4)\sin^2(\theta/2)},
\end{align*}
\]

where we used Eqs. (193) and (204) to arrive at the last line. Note that we have a term that is second order in \( \alpha \) in Eq. (205). This means that we must also compute the second Born approximation to obtain all the other second order terms contributing to the scattering amplitude.

With the aid of Eq. (205), the differential cross-section can be written as [3]

\[
\frac{d\sigma}{d\Omega} = |f(\theta)|^2.
\]

In order to compare Eq. (205) with its non-relativistic version, the one coming from solving the standard Schrödinger equation at the same level of approximation, and to properly identify its dominant relativistic corrections, it is convenient to write Eq. (205) in terms of the kinetic energy of the particle,

\[
K = E - mc^2.
\]

Using Eq. (207), expanding up to first order in \( K/mc^2 \), and retaining terms of lowest order in \( \alpha \) and \( \tilde{\alpha} \), Eq. (205) becomes,

\[
\tilde{f}(\theta) = \frac{hc}{4K\sin^2(\theta/2)} \left[ \alpha + \tilde{\alpha} + \frac{K}{2mc^2}\alpha - \tilde{\alpha} \right] \\
+ \mathcal{O} \left( \alpha^o \tilde{\alpha}^s \left( \frac{K}{mc^2} \right)^2 \right) + \mathcal{O}(\alpha^n \tilde{\alpha}^m),
\]

where \( o, s, n, q \) are integers such that \( o + s = 1 \) and \( n + q \geq 2 \). If we solve the non-relativistic Schrödinger equation for a particle subjected to the potential \( V(r) + V(r) \), we get for the first Born approximation

\[
\tilde{f}^{Sch}(\theta) = \frac{hc}{4K\sin^2(\theta/2)}(\alpha + \tilde{\alpha}) \\
= \frac{1}{4K\sin^2(\theta/2)} \left( \frac{qQ}{4\pi\epsilon_0} + GmM \right).
\]

Comparing Eqs. (208) and (209) we see that the dominant relativistic correction to the scattering amplitude is

\[
f^{Rel}(\theta) = \frac{hc}{8mc^2\sin^2(\theta/2)}(\alpha - \tilde{\alpha}) \\
= \frac{1}{8mc^2\sin^2(\theta/2)} \left( - \frac{qQ}{4\pi\epsilon_0} - GmM \right). (210)
\]

It is interesting to observe that the leading relativistic correction to the scattering amplitude due to the gravitational field has a different sign when compared to the non-relativistic term (\( \tilde{\alpha} \to -\tilde{\alpha} \)). Loosely speaking, the relativistic correction looks like a “negative” mass interacting with a positive one, i.e., we have an effective gravitational repulsive force.

It is important to notice that the pieces of Eq. (208) proportional to \( \tilde{\alpha} \) are relevant only if \( |\alpha| \approx |\tilde{\alpha}| \). This implies that

\[
M \approx \frac{1}{4\pi\epsilon_0 G} \frac{qQ}{m}. (211)
\]

For a beam of electrons incident on a target composed of particles of mass \( M \) and with the same charge of the electron, Eq. (211) leads to \( M \approx 3.79 \times 10^{12} \text{ kg} \approx 6.35 \times 10^{-13} M_\oplus \), where \( M_\oplus \) is the mass of the Earth. Looking at Eq. (211) we see that we can decrease the mass \( M \) by increasing the mass of the incident particles. For instance, for incident particles with \( m = 1 \mu g \) (one micro-gram) we get \( M \approx 3.45 \mu g \) if both particles have the same charge of the electron. Moreover, by tuning the values of the charges \( q \) and \( Q \), we can also obtain manageable values for the masses \( m \) and \( M \) that might lead to an experimental test of Eq. (208) if we build on state-of-the-art experimental techniques that can detect the gravitational attraction between millimeter-sized particles with masses of the order of 100 mg [24].

Finally, if we look at Eq. (205), we see that it is possible to completely suppress the first order contribution to the scattering amplitude if

\[
E\alpha + mc^2\tilde{\alpha} = 0. (212)
\]

Solving the previous equation by noting that \( E = \gamma mc^2 \), with \( \gamma = 1/\sqrt{1 - v^2/c^2} \) and \( v \) being the speed of the incident particle, we get

\[
\frac{mM}{qQ} = \frac{\gamma}{4\pi\epsilon_0 G}, (213)
\]

after inserting the definitions of \( \alpha \) and \( \tilde{\alpha} \).

This means that by properly setting \( m, M, q, \) and \( Q \) such that Eq. (213) is satisfied, only second order effects will be present in the scattering amplitude. This feature can be employed to indirectly test the influence of gravitation at the quantum level. If after the proper tuning of the masses and charges no first order scattering effect is seen, this can only be attributed to the concomitantly action of the static gravitational and electric fields between the incident and target particles. And any observed second order scattering can be compared to the predictions
coming from the Lorentz covariant Schrödinger equation: the first term of Eq. (205) and the ones coming from the second Born approximation, two of which are proportional to $\tilde{\alpha}^2$ and $\alpha \tilde{\alpha}$, genuine quantum contributions to the scattering amplitude related to the presence of a gravitational field.

H. Justifying the way we modeled the gravitational interaction

We start assuming that we are dealing only with stationary electromagnetic fields and in the minimal coupling scenario. Specifically, we restrict ourselves to the Coulomb potential and set $V = 0$ in Eq. (157). In this case the four-vector potential is given by Eq. (161) and Eq. (157) can be written as

$$-\frac{\hbar^2}{2m} \nabla^2 \Psi + V \Psi = i \hbar \frac{\partial \Psi}{\partial t} - \frac{\hbar^2}{2mc^2} \frac{\partial^2 \Psi}{\partial t^2} + \frac{i \hbar V}{mc^2} \frac{\partial \Psi}{\partial t} + \frac{V^2}{2mc^2} \Psi. \quad (214)$$

Using the ansatz (137) it is not difficult to see that $\partial \Psi/\partial t = -iK\Psi/\hbar$ and that $\partial^2 \Psi/\partial t^2 = -K^2 \Psi/\hbar^2$, where $K$ is the bound energy of the system. Using experimental data, as Schrödinger probably did, or relying, for example, on the Bohr model, we know that

$$|K| \sim \frac{mc^2 \alpha^2}{2}. $$

This leads to

$$\left| \frac{\partial \Psi}{\partial t} \right| \sim \frac{mc^2 \alpha^2}{2\hbar} |\Psi| \quad \text{and} \quad \left| \frac{\partial^2 \Psi}{\partial t^2} \right| \sim \frac{m^2 c^4 \alpha^4}{4\hbar^2} |\Psi|. \quad (215)$$

Moreover, using the Bohr radius $r_0$, where

$$\frac{1}{r_0} = \frac{mca}{\hbar}, \quad \text{we have}$$

$$|V| \sim mc^2 \alpha^2. \quad (216)$$

Thus, using Eqs. (215) and (216), the dominant order of magnitude for the four terms on the right hand side of Eq. (214) are

$$\left| \frac{i\hbar}{\partial t} \right| \sim \frac{mc^2 \alpha^2}{2} |\Psi|, \quad (217)$$

$$\left| \frac{\hbar^2}{2mc^2} \frac{\partial^2 \Psi}{\partial t^2} \right| \sim \frac{mc^2 \alpha^4}{8} |\Psi|, \quad (218)$$

$$\left| \frac{i \hbar V}{mc^2} \frac{\partial \Psi}{\partial t} \right| \sim \frac{mc^2 \alpha^4}{2} |\Psi|, \quad (219)$$

$$\left| \frac{V^2}{2mc^2} \frac{\partial \Psi}{\partial t} \right| \sim \frac{mc^2 \alpha^4}{2} |\Psi|. \quad (220)$$

Of the four terms above, only the first one is of order $\alpha^2$ while the remaining three are of order $\alpha^4$. This fact together with Eq. (216) fully justify why we can neglect as a first approximation all but the first term in the right hand side of Eq. (214). Proceeding in such a way, we obtain the non-relativistic Schrödinger equation,

$$-\frac{\hbar^2}{2m} \nabla^2 \Psi + V \Psi = i \hbar \frac{\partial \Psi}{\partial t} + \mathcal{O}(mc^2 \alpha^4 |\Psi|). \quad (221)$$

Furthermore, the term $V \Psi$ is the dominant term when it comes to the presence of a static electric field acting on a charged particle. Thus, it is not unreasonable to assume that $V \Psi$ should be the dominant term when we have other static fields acting on the particle, the Newtonian gravitational field being an example (see Secs. V F and V G). And in this case, since the “gravitational fine structure constant” $\tilde{\alpha}$ is much smaller than $\alpha^2$, we must work with all terms appearing in Eq. (214) when investigating the simultaneous action of electromagnetic and gravitational fields on a scalar charged particle, similarly to what we have done in Secs. V F and V G.\footnote{As we show in this work, antiparticles apparently possess negative masses and we can adjust the present theory such that particles and antiparticles repel or attract each other gravitationally. Therefore, all the results above where we considered two particles interacting gravitationally can be readily extended to the case where we have a particle and an antiparticle repelling each other by properly choosing the sign of $\tilde{\alpha}$.

VI. LAGRANGIAN FORMULATION

We now start the second part of this paper. In this section we will show the Lagrangian formalism associated with the Lorentz covariant Schrödinger equation. The wave function $\Psi$ and its complex conjugate $\Psi^*$ will be considered two independent “classical” fields. Our goal will be to develop the main features of the classical field theory associated with the Lagrangian that leads to the Lorentz covariant Schrödinger equation, in particular those features needed to prepare the ground for Sec. VII. In that section we will implement the “second” quantization of the classical fields here studied and develop the quantum field theory of the Lorentz covariant Schrödinger equation. We also show in Sec. VI how smoothly one goes from the relativistic conserved quantities to the ones derived from the non-relativistic Schrödinger equation. By simply taking the $c \to \infty$ limit we promptly recover the non-relativistic quantities from the relativistic ones.

Treating $\Psi$ and $\Psi^*$ as two independent fields, we define the Lagrangian describing these two fields as

$$L = \int d^3x \mathcal{L}(\Psi, \Psi^*, \partial_\mu \Psi, \partial_\mu \Psi^*). \quad (222)$$
Here \( \mathcal{L} \) is the Lagrangian density, assumed to depend on the fields and at most on their first derivatives, \( d^4x = dx^1 dx^2 dx^3 \) is the infinitesimal spatial volume, and, unless stated otherwise, the integration is taken over all space. We assume that the fields and their derivatives vanish at the boundaries of integration. Note that \( \mathcal{L} \) is such that \( \int d^4x \mathcal{L} \) has the dimension of energy.

We define the action as
\[
S = \int dt L = \frac{1}{c} \int d^4x \mathcal{L}(\Psi, \Psi^*, \partial_\mu \Psi, \partial_\mu \Psi^*),
\]
(223)
where \( d^4x = dx^0 dx^1 dx^2 dx^3 \) is the infinitesimal four-volume. Applying the variational principle to the action, i.e., demanding that the infinitesimal variation of the action vanishes,
\[
\delta S = 0,
\]
(224)
we get the following Euler-Lagrange equations,
\[
\frac{\partial \mathcal{L}}{\partial \Psi} = \partial_\mu \left( \frac{\partial \mathcal{L}}{\partial (\partial_\mu \Psi)} \right),
\]
(225)
\[
\frac{\partial \mathcal{L}}{\partial \Psi^*} = \partial_\mu \left( \frac{\partial \mathcal{L}}{\partial (\partial_\mu \Psi^*)} \right),
\]
(226)
where the Einstein summation convention is implied for repeated indexes. In obtaining Eqs. (225) and (226) we varied the fields \( \Psi \) and \( \Psi^* \) as two independent variables and assumed that they vanished at the boundaries.

When inserted into Eqs. (225) and (226), the simplest Lagrangian density leading to the Lorentz covariant Schrödinger equation and its complex conjugate is
\[
\mathcal{L}_{\text{asym}} = \frac{\hbar^2}{2m} \partial_\mu \Psi \partial^\mu \Psi^* + i\hbar c \Psi^* \partial_0 \Psi - V|\Psi|^2,
\]
(227)
where \( |\Psi|^2 = \Psi \Psi^* \) and for simplicity we write \( (\partial_\mu \Psi)(\partial^\mu \Psi^*) = \partial_\mu \Psi \partial^\mu \Psi^* \). If we take the non-relativistic limit we recover the Lagrangian density that gives the Schrödinger equation, i.e., \( \lim_{c \to \infty} \mathcal{L}_{\text{asym}} = \mathcal{L}_{\text{Schr}} \), where
\[
\mathcal{L}_{\text{Schr}} = \frac{\hbar^2}{2m} \partial_\mu \Psi \partial^\mu \Psi^* + i\hbar \Psi^* \partial_\mu \Psi - \frac{V}{2} |\Psi|^2.
\]
(228)

Note that Lagrangian density (227) is not symmetric in the fields \( \Psi \) and \( \Psi^* \) due to the second term on the right hand side. This is solved by working with the following Hermitian Lagrangian density,
\[
\mathcal{L}_{\text{sym}} = \frac{\hbar^2}{2m} \partial_\mu \Psi \partial^\mu \Psi^* + \frac{i\hbar c}{2} (\Psi^* \partial_0 \Psi - \Psi \partial_0 \Psi^*) - V|\Psi|^2.
\]
(229)
The Lagrangian densities (227) and (229) are connected by a four-divergence and as such are equivalent. Specifically, \( \mathcal{L}_{\text{sym}} = \mathcal{L}_{\text{asym}} + \partial_\mu f^\mu \), where \( f^0 = -i\hbar c |\Psi|^2/2 \) and \( f^i = 0 \).

The advantage of working with the symmetric form is related to the fact that all Noether currents inherit that symmetry. This is not always the case with the asymmetric Lagrangian density although, as expected, the conserved Noether charges are the same working with either Lagrangian density. Furthermore, after a long but straightforward calculation, we can show that the symmetric Lagrangian density, Eq. (229), is Lorentz invariant if \( \Psi \) transforms according to Eq. (14) and \( \partial_\mu \) transforms as a covariant vector. The asymmetric Lagrangian density, on the other hand, is not Lorentz invariant, although the action \( S_{\text{asy}} = \int d^4x \mathcal{L}_{\text{asym}} \) is. Obviously, the action for the symmetric Lagrangian is also Lorentz invariant since we already have Lorentz invariance at the level of its Lagrangian density. For all these reasons we will only work with the symmetric Lagrangian density in the rest of this work.

Specifically, we will employ the following symmetric Lagrangian density to describe the Lorentz covariant Schrödinger fields, akin to the usual way one writes the complex field Klein-Gordon Lagrangian density,
\[
\mathcal{L} = \partial_\mu \Psi \partial^\mu \Psi^* + \frac{i\hbar c}{2} (\Psi^* \partial_0 \Psi - \Psi \partial_0 \Psi^*) - \frac{2mV}{h^2} |\Psi|^2
\]
\[= \partial_\mu \Psi \partial^\mu \Psi^* + \frac{i\hbar c}{2} \Psi^* \partial_0 \Psi - \frac{2mV}{h^2} |\Psi|^2.
\]
(230)
Note that \( \mathcal{L} = \frac{2mV}{h^2} \mathcal{L}_{\text{sym}} \). Also, if in Eq. (230) we set \( V = 0 \) and use Eq. (101), we obtain the complex field Klein-Gordon Lagrangian density.

### A. The Hamiltonian density

The Hamiltonian density of the Lorentz covariant Schrödinger equation is obtained from the Lagrangian density (230) by the following Legendre transformation,
\[
\mathcal{H} = \Pi_\Psi \partial_\Psi + \Pi_{\Psi^*} \partial_{\Psi^*} - \mathcal{L}
\]
\[= \frac{\partial \mathcal{L}}{\partial (\partial_\Psi \Psi)} \partial_\Psi + \frac{\partial \mathcal{L}}{\partial (\partial_\Psi \Psi^*)} \partial_{\Psi^*} - \mathcal{L},
\]
(231)
where \( \partial_i = c \partial_0 \). Here
\[
\Pi_\Psi = \frac{\partial \mathcal{L}}{\partial (\partial_\Psi \Psi)} = \frac{1}{c} \frac{\partial \mathcal{L}}{\partial (\partial_\Psi \Psi^*)},
\]
(232)
\[
\Pi_{\Psi^*} = \frac{\partial \mathcal{L}}{\partial (\partial_{\Psi} \Psi^*)} = \frac{1}{c} \frac{\partial \mathcal{L}}{\partial (\partial_{\Psi} \Psi)},
\]
(233)
are, respectively, the conjugate momenta to the fields \( \Psi \) and \( \Psi^* \). Due to the symmetry of the Lagrangian density in those fields, it is not difficult to see that \( \Pi_{\Psi^*} = \Pi_\Psi \).

A direct calculation gives
\[
\Pi_\Psi = \frac{1}{c} \partial_\Psi \Psi^* + \frac{im \hbar}{h} \Psi^*,
\]
(234)
\[
\Pi_{\Psi^*} = \frac{1}{c} \partial_\Psi \Psi - \frac{im \hbar}{h} \Psi.
\]
(235)
Now, inserting Eqs. (230), (234), and (235) into (231) we get
\[
\mathcal{H} = \partial_\Psi \partial_0 \Psi^* + \nabla \Psi \cdot \nabla \Psi^* + \frac{2mV}{h^2} |\Psi|^2.
\]
(236)
Looking at Eq. (236) we see that it is clearly positive for the free field case \((V = 0)\) as well as whenever \(mV > 0\). For \(mV < 0\), the positiveness of Eq. (236) can be broken for a sufficiently high value of \(|mV|\). Also, using Eqs. (234) and (235) we can express the temporal derivatives appearing in Eq. (236) as functions of the fields \(\Psi \) and \(\Psi^*\) and their conjugate momenta. This leads to the following way of writing the Hamiltonian density,

\[
\mathcal{H} = c^2 \Pi_\Psi \Pi_{\Psi^*} + \nabla \Psi \cdot \nabla \Psi^* + \frac{imc^2}{\hbar} (\Psi \Pi_{\Psi^*} - \Psi^* \Pi_{\Psi}) + \frac{m^2c^2}{\hbar^2} \left(1 + \frac{2V}{mc^2}\right) |\Psi|^2.
\]  

(237)

Noting that \(\Pi_{\Psi^*} = \Pi_{\Psi^*}\), Eq. (237) becomes

\[
\mathcal{H} = c^2 \Pi_{\Psi^*} + \nabla \Psi \cdot \nabla \Psi^* + \frac{imc^2}{\hbar} (\Pi_{\Psi^*} - \Psi^* \Pi_{\Psi}) + \frac{m^2c^2}{\hbar^2} \left(1 + \frac{2V}{mc^2}\right) |\Psi|^2.
\]  

(238)

\[
= c^2 |\Pi_{\Psi^*}|^2 + |\nabla \Psi|^2 - \frac{2mc^2}{\hbar} \text{Im}(\Pi_{\Psi^*}) + \frac{m^2c^2}{\hbar^2} \left(1 + \frac{2V}{mc^2}\right) |\Psi|^2,
\]  

(239)

where \(\text{Im}(z)\) stands for the imaginary part of the complex number \(z\). Setting \(V = 0\) we can write the Hamiltonian density as

\[
\mathcal{H} = c^2 \Pi_{\Psi^*} + \nabla \Psi \cdot \nabla \Psi^* + \frac{m^2c^2}{\hbar^2} |\Psi|^2 + \frac{imc^2}{\hbar} (\Psi \Pi_{\Psi^*} - \Psi^* \Pi_{\Psi}).
\]  

(240)

Note that the first three terms at the right hand side are formally the same as those appearing in the complex field Klein-Gordon Hamiltonian density while the last one is particular to the Hamiltonian density of the Lorentz covariant Schrödinger equation. This last term couples the conjugate momenta with the fields.

\section{The Noether currents}

Here we assume that the external potential \(V\) is constant. This means that the Lagrangian density (230) does not depend explicitly on the space-time coordinates, only on the fields and their derivatives. As such, whenever the Lagrangian density \([4]\), and more generally the action \([5]\), is invariant under a continuous one-parameter set of transformations, or a symmetry transformation for short, we get a local conserved current. This is the essence of Noether’s theorem \([4, 5]\).

Calling \(\delta x_{\mu}\) an infinitesimal variation of the space-time coordinates, \(\delta \Psi_T = \Psi'(x') - \Psi(x)\) and \(\delta \Psi_T^* = \Psi'^*(x') - \Psi^*(x)\) the total variations of the fields, the Noether four-current density of the Lagrangian density (230) reads

\[
j^\mu = \frac{\partial \mathcal{L}}{\partial (\partial_\mu \Psi)} \delta \Psi_T + \frac{\partial \mathcal{L}}{\partial (\partial_\mu \Psi^*)} \delta \Psi_T^* - T^{\mu\nu} \delta x_{\nu},
\]  

(241)

where the canonical energy-momentum tensor is

\[
T^{\mu\nu} = \frac{\partial \mathcal{L}}{\partial (\partial_\mu \Psi)} \partial^\nu \Psi + \frac{\partial \mathcal{L}}{\partial (\partial_\mu \Psi^*)} \partial^\nu \Psi^* - g^{\mu\nu} \mathcal{L}. \tag{242}
\]

Note that to first order in the infinitesimal variation \(\delta x_{\mu}\), we have

\[
\delta \Psi_T = (\Psi'(x) - \Psi(x)) + \delta x_{\mu} \partial_\mu \Psi(x), \tag{243}
\]

with a similar expression for \(\delta \Psi_T^*\).

If under a symmetry transformation the Lagrangian density is invariant \((\delta \mathcal{L} = 0)\), we obtain the continuity equation \(\partial_\mu j^\mu = 0\). Thus, the following quantity is conserved,

\[
\int d^3 x j^0(x). \tag{244}
\]

\subsection{Invariance under space-time translations}

Under a space-time translation \(\Psi'(x') = \Psi(x)\) and thus \(\delta \Psi_T = \delta \Psi_T^* = 0\). Using this fact and assuming an infinitesimal constant translation \(\delta x_{\mu} = a^\mu\) of the coordinates, it is not difficult to see that the Lagrangian density (230) is invariant under such operation.

In this case the Noether current (241) becomes

\[
j^\mu = -T^{\mu\nu} a_{\nu}, \tag{245}
\]

where

\[
T^{\mu\nu} = \partial^\mu \Psi^* \partial^\nu \Psi + \partial^\mu \Psi \partial^\nu \Psi^* + \frac{imc}{\hbar} (\Psi^* \partial^\mu \Psi - \Psi \partial^\mu \Psi^*) \delta x^0 - g^{\mu\nu} \mathcal{L}. \tag{246}
\]

Since each component of \(a^\mu\) is arbitrary and independent of each other, we obtain that

\[
\partial_\mu T^{\mu\nu} = 0, \quad \nu = 0, 1, 2, 3. \tag{247}
\]

The corresponding conserved “charges” are

\[
H = \int d^3 x H^0 = \int d^3 x \mathcal{H}, \tag{248}
\]

\[
cP^j = \int d^3 x \mathcal{P}^j = \int d^3 x (cP^j), \quad j = 1, 2, 3. \tag{249}
\]

Using Eqs. (230) and (246), a direct computation gives

\[
\mathcal{H} = \partial_0 \Psi \partial_0 \Psi^* + \nabla \Psi \cdot \nabla \Psi^* + \frac{2mV}{\hbar^2} |\Psi|^2, \tag{250}
\]

\[
cP^j = \partial^0 \Psi^* \partial^j \Psi + \partial^0 \Psi \partial^j \Psi^* + \frac{imc}{\hbar} (\Psi^* \partial^j \Psi - \Psi \partial^j \Psi^*) = 2 \text{Re}(\partial^0 \Psi^* \partial^j \Psi) - \frac{2mc}{\hbar} \text{Im} (\Psi^* \partial^j \Psi), \tag{251}
\]

where \(\text{Re}(z)\) is the real part of the complex number \(z\).
Comparing Eq. (250) with (236) we see that, as expected, they are identical. Equation (250) is the Hamiltonian density of the Lorentz covariant Schrödinger equation and its associated conserved charge, Eq. (248), is the Hamiltonian $H$ giving the total energy of the system. The three quantities ${\mathcal{P}}^j$, $j = 1, 2, 3$, are interpreted as the momentum density associated to the fields $\Psi$ and $\Psi^*$ along three orthogonal spatial directions. This is true because they are derived from the invariance of the Lagrangian density under spatial translations. The associated conserved charges, ${\mathcal{P}}^j$, are the total momentum of the fields projected along three orthogonal spatial directions [cf. Eq. (249)]. Note also that for $c \to \infty$ the first term on the right hand side of Eq. (251) goes to zero and ${\mathcal{P}}^j \to \frac{2mc}{\hbar} \text{Im} (\Psi^* \partial \Psi)$. This latter term is proportional to the momentum density of the non-relativistic Schrödinger Lagrangian, which is given by $-i\hbar \Psi^* \partial_t \Psi$ if we use the appropriate non-relativistic normalization for the wave function.

We can also write the momentum density vector $\mathbf{P} = (\mathcal{P}^1, \mathcal{P}^2, \mathcal{P}^3)$ as

$$c\mathbf{P} = -2\text{Re} \left( \partial^0 \Psi^* \nabla \Psi \right) + \frac{2mc}{\hbar} \text{Im} (\Psi^* \nabla \Psi). \quad (252)$$

Similarly to what we did with the Hamiltonian density, if we use Eqs. (234) and (235) we can express the momentum density as a function of the conjugate momenta,

$$\mathcal{P}^j = \Pi_{\Psi} \partial^j \Psi + \Pi_{\Psi^*} \partial^j \Psi^* = 2\text{Re} \left( \Pi_{\Psi} \partial^j \Psi \right), \quad (253)$$

where the last term comes from the fact that $\Pi_{\Psi^*} = \Pi_{\bar{\Psi}}$. And noting that $\partial^0 = -\partial_t$ we have

$$\mathbf{P} = -2\text{Re} (\Pi_{\Psi} \nabla \Psi), \quad (254)$$

2. Invariance under spatial rotations

Under a spatial rotation we also have $\delta \Psi_T = \delta \Psi_T^* = 0$ [see Eq. (17)]. Now, however, an infinitesimal spatial rotation leads to $\delta \xi^\mu = \omega^\mu_\nu x^\nu$, where the tensor $\omega^\mu_\nu$ is antisymmetric. Using the notation $[\omega^\mu_\nu]_k$ to label about which axis we are rotating, rotations about the $x$, $y$, and $z$ axes are, respectively, given by the tensors $[\omega^\mu_\nu]_1$, $[\omega^\mu_\nu]_2$, and $[\omega^\mu_\nu]_3$. Calling $\epsilon$ the infinitesimal angle of rotation we have $[\omega^2_3]_1 = -[\omega^3_2]_1 = [\omega^3_1]_2 = -[\omega^1_3]_2 = [\omega^1_2]_3 = -[\omega^2_1]_3 = \epsilon$, with all the other $[\omega^\mu_\nu]_k$ being zero. Putting together all these results, and noting that the Lagrangian density (230) is unchanged by this symmetry operation, the Noether current (241) becomes

$$[j^\mu]_k = -\mathcal{T}^{\mu \nu} [\omega_{\nu \alpha}]_k x^\alpha, \quad (255)$$

where $\omega_{\nu \alpha} = -\omega^\alpha_\nu$ and $\partial_j [j^\mu]_k = 0$.

Fixing our attention to a rotation about the $z$ axis and noting that $\epsilon$ is an arbitrary constant we have,

$$[j^0]_3 = (\mathcal{T}^{01} x^2 - \mathcal{T}^{02} x^2), \quad (256)$$

with the corresponding conserved charge

$$cM^3 = \int d^3x [j^0]_3 = \int d^3x (c l^3). \quad (257)$$

Computing explicitly $\mathcal{T}^{01}$ and $\mathcal{T}^{02}$ using Eq. (242) we can express the angular momentum density along the $z$-direction as

$$c I^3 = \left( \partial^0 \Psi - \frac{i mc}{\hbar} \Psi \right) (x^2 \partial^1 \Psi^* - x^1 \partial^2 \Psi^*) + \left( \partial^0 \Psi^* + \frac{i mc}{\hbar} \Psi^* \right) (x^2 \partial^1 \Psi - x^1 \partial^2 \Psi). \quad (258)$$

If we repeat the above calculation for rotations about the $x$ and $y$ axis we get similar results, showing that the angular momentum densities along the $x$ and $y$-directions, $l^1$ and $l^2$, are obtained from $l^3$ by cyclic permutations of the spatial indexes. The angular momentum density vector $\mathbf{l} = (l^1, l^2, l^3)$ can be written as

$$\mathbf{l} = \left( \partial^0 \Psi - \frac{i mc}{\hbar} \Psi \right) \mathbf{r} \times \nabla \Psi^* + \left( \partial^0 \Psi^* + \frac{i mc}{\hbar} \Psi^* \right) \mathbf{r} \times \nabla \Psi = 2\text{Re} \left[ \left( \partial^0 \Psi^* + \frac{i mc}{\hbar} \Psi^* \right) \epsilon^{ijk} x_i \partial_j \Psi \right], \quad (259)$$

where the symbol $\times$ above stands for the cross product. Using the three-dimensional Levi-Civita tensor $\epsilon^{ijk}$, we can rewrite the angular momentum density vector as

$$c \mathbf{l}^k = 2\text{Re} \left[ \left( \partial^0 \Psi^* + \frac{i mc}{\hbar} \Psi^* \right) \epsilon^{ijk} x_i \partial_j \Psi \right]. \quad (260)$$

Here $\epsilon^{ijk} = g^{ia} g^{jb} g^{kc} \epsilon_{abc}$, where $\epsilon_{abc} = 1$ for $abc = 123$ and cyclic permutations, $\epsilon_{abc} = -1$ for $abc = 213$ and cyclic permutations, and $\epsilon_{abc} = 0$ whenever at least two indexes are equal.

Note that when $c \to \infty$ the angular momentum density tends to $\mathbf{l} \to 2\text{Re} \left[ \frac{i mc}{\hbar} \Psi \mathbf{r} \times \nabla \Psi \right]$, which is proportional, up to a normalization constant, to the angular momentum density of the non-relativistic Schrödinger Lagrangian.

Finally, using Eqs. (234) and (235) we can write the angular momentum density as a function of the conjugate momenta,

$$\mathbf{l} = \mathbf{r} \times \Pi_{\Psi} \nabla \Psi^* + \mathbf{r} \times \Pi_{\Psi^*} \nabla \Psi = 2\mathbf{r} \times \text{Re} \left[ \Pi_{\Psi} \nabla \Psi \right]. \quad (261)$$

It is worth mentioning that the “correct” sign for the angular momentum density does not follow from the Noether’s theorem and in order to have an angular momentum density agreeing with the standard definition of angular momentum we need to insert a minus sign [2]. Using Eq. (254) this gives

$$\mathbf{l} = -2\mathbf{r} \times \text{Re} \left[ \Pi_{\Psi} \nabla \Psi \right] = \mathbf{r} \times \mathbf{P}, \quad (262)$$

the expected standard relation between vector momentum and vector angular momentum densities. Observe
that the total angular momentum is given by
\[ M = \int d^3x \mathbf{l}. \]  
(263)

3. Invariance under global phase transformations

The Lagrangian density (230) is clearly invariant under the following transformation of the field,
\[ \Psi'(x) = e^{-i\theta} \Psi(x), \]  
(264)
where \( \theta \) is a real constant. For an infinitesimal \( \theta \) we get that \( \Psi'(x) \approx (1 - i\theta)\Psi(x) \). This leads to
\[ \delta \Psi_T = -i\theta \Psi(x) \]  
(265)
and analogously to
\[ \delta \Psi^*_T = i\theta \Psi^*(x). \]  
(266)

Since now there is no change in the coordinates (we are dealing with an internal symmetry) we have that \( \delta x^\mu = 0 \). The Noether current (241) is thus
\[ j^\mu = \frac{\partial L}{\partial (\partial_\mu \Psi)} \delta \Psi_T + \frac{\partial L}{\partial (\partial_\mu \Psi^*)} \delta \Psi^*_T. \]  
(267)

Inserting Eqs. (230), (265), and (266) into (267) and dropping the arbitrary constant \( \theta \) we get
\[ j = (j^1, j^2, j^3) = i(\Psi \nabla \Psi^* - \Psi^* \nabla \Psi) \]  
(268)
and
\[ j^0 = -i(\Psi \partial_0 \Psi^* - \Psi^* \partial_0 \Psi) + \frac{2mc}{\hbar} |\Psi|^2, \]  
(269)
where we used that \( \partial_0 = \partial^0 \) and \( \partial_j = -\partial^j \). The conserved charge is
\[ c\hat{Q} = \int d^3x j^0 = \int d^3x (c\tilde{q}). \]  
(270)

Comparing Eqs. (268) and (269) with Eqs. (76) and (77) we see that, up to a multiplicative constant equal to \(-\hbar/(2m)\), they are the same. We have thus recovered the probability four-current density we obtained before using a different method.

As we did to the other conserved quantities, we can express the charge density \( \tilde{q} \) in terms of the conjugate momenta of the fields. Inserting Eqs. (234) and (235) into (269) we get
\[ \tilde{q} = -i(\Psi \Pi_\Psi - \Psi^* \Pi^*_\Psi) = 2\text{Im}(\Psi \Pi_\Psi). \]  
(271)

C. Discrete symmetries

We now briefly discuss the three major discrete symmetries one usually encounters in any field theory, namely, space inversion (parity), time reversal, and charge conjugation. We save for later, after we second quantize the Lorentz covariant Schrödinger equation, a more thorough discussion on this subject, specially the aspects related to charge conjugation. However, even at the first quantization level, we already see that the charge conjugation operator requires a different definition in order to “save” the CPT theorem. Actually, it will become clear after second quantization that the Lagrangian density (230) satisfies the CPT theorem only if we define the charge conjugation operator such that it also implements what we will call the “mass conjugation operation”. Simply put, we must change the sign of the mass \( m \) when applying the charge conjugation operation. Only in this way can we properly exchange the roles of particles with antiparticles and, at the same time, satisfy the CPT theorem.

1. Space inversion or parity

Space inversion is implemented by changing the sign of the space coordinates of the system under investigation,
\[ x = (r, t) \rightarrow x' = (r', t') = (-r, t). \]  
(272)

Following the same steps detailed in Ref. [5], it is not difficult to see that the parity operation leads to the following transformation rule for the second quantized field associated with the Lorentz covariant Schrödinger equation,
\[ \hat{P}\Psi(r, t)\hat{P}^\dagger = \hat{\Psi}(-r, t). \]  
(273)

Here \( \hat{P} \) is a unitary operator denoting the space inversion operation.\(^{10}\) Note that we are using the symbol “\( \hat{\cdot} \)” to distinguish the second quantized fields from the classical ones. In Sec. VII, we will drop the hat symbol when dealing with operators to simplify notation.

Using Eq. (273) and its complex conjugated version, as well as Eq. (272) and the fact that under space inversion \( (\partial_0, \partial_j) \rightarrow (\partial_0, -\partial_j) \), we can show that
\[ \hat{P}\hat{L}(r, t)\hat{P}^\dagger = \hat{L}(-r, t), \]  
(274)
\[ \hat{P}\hat{H}\hat{P}^\dagger = \hat{H}, \]  
(275)
\[ \hat{P}\hat{P}\hat{P}^\dagger = -\hat{P}, \]  
(276)
\[ \hat{P}\hat{M}\hat{P}^\dagger = \hat{M}, \]  
(277)

\(^{8}\) We are running out of letters to denote the several quantities in this work. We used the letter \( M \) for the angular momentum instead of \( L \) since the latter is already used to denote the Lagrangian. Sometimes we will even use the same letter to denote different quantities in order to comply with the usual notation for those quantities. The context will make it clear which meaning to ascribe to a given notation.

\(^{9}\) We use \( \tilde{q} \) and \( Q \) instead of \( q \) and \( Q \) since we save the latter to represent the exact SI value of a given particle’s electric charge.

\(^{10}\) The most general parity operation is \( \hat{P}\Psi(r, t)\hat{P}^\dagger = \eta P \Psi(-r, t) \), with \( \eta P \) a complex number such that \( |\eta P| = 1 \). However, for charged scalar fields one can always set \( \eta P = 1 \) without losing in generality. This argument is still valid for the time reversal and charge conjugation operations. See Ref. [5] for details.
where \( \hat{L}, \hat{H}, \hat{P}, \) and \( \hat{M} \) are the second quantized versions of the Lagrangian density, the Hamiltonian, the linear momentum vector, and angular momentum vector of the Lorentz covariant Schrödinger equation [see Eqs. (230), (248), (249), and (263)]. The relations given by Eqs. (274)-(277) are the ones expected from our classical intuition about space inversion.

2. Time reversal

Time reversal is given by changing the sign of the time coordinate only,

\[
x = (r, t) \longrightarrow x' = (r', t') = (r, -t).
\]

As before, the same techniques given in Ref. [5] to build the time reversal operator for the Klein-Gordon field remain valid here. Repeating those steps, we get an antiunitary operator \( \hat{T} \) that implements the time reversal operation. Its action on the quantum field \( \hat{\Psi} \) is

\[
\hat{T}\hat{\Psi}(r, t)\hat{T}^\dagger = \hat{\Psi}(r, -t).
\]

Since \( \hat{T} \) is antiunitary, we have that

\[
\hat{T}z\hat{T}^\dagger = z^*,
\]

where \( z \) is a complex number.

Using Eqs. (278)-(280), and that \( (\partial_0, \partial_j) \rightarrow (-\partial_0, \partial_j) \) under time reversal, we now have

\[
\hat{T}\hat{L}(r, t)\hat{T}^\dagger = \hat{L}(r, -t),
\]

\[
\hat{T}\hat{H}\hat{T}^\dagger = \hat{H},
\]

\[
\hat{T}\hat{P}\hat{T}^\dagger = -\hat{P},
\]

\[
\hat{T}\hat{M}\hat{T}^\dagger = -\hat{M}.
\]

Note that due to the explicit presence of the imaginary number \( i \), the charge conjugation operation (285) does not leave the Lagrangian density invariant (normal ordering implied). This fact, together with how the parity and time reversal operations \( \hat{P} \) and \( \hat{T} \) affect the Lagrangian density, would lead to a violation of the CPT theorem since we are dealing with a Lorentz invariant Lagrangian. A possible fix would be to define \( \hat{C} \) as an antiunitary operator. This will change the sign of \( i \) in the Lagrangian density, leaving it invariant under charge conjugation.

Although an antiunitary charge conjugation operator solves the CPT theorem violation problem, we will see in Sec. VII that either a unitary or an antiunitary \( \hat{C} \) does not properly exchange the roles of particles with antiparticles. The only acceptable solution is to extend the charge conjugation operation such that it anticommutates with any function of the mass. Putting it simply, we must change the sign of the mass \( m \) when applying the extended charge conjugation operator.

If we define the “mass conjugation” operator \( \hat{M} \) such that

\[
\hat{M}f(m)\hat{M}^\dagger = f(-m),
\]

where \( f(m) \) is an arbitrary function of the mass \( m \), the extended charge conjugation operator we need is given by

\[
\hat{C}_m = \hat{M}\hat{C}.
\]

with \( \hat{C} \) given by Eq. (285). It is not difficult to see that \( \hat{C}_m \) leaves the Lagrangian density (230) invariant and, as we will see in Sec. VII, it properly changes the roles of particles with antiparticles.\(^{11}\)

Using Eq. (287) we can show that

\[
\hat{C}_m\hat{L}(r, t)\hat{C}_m^\dagger = \hat{L}(r, t),
\]

\[
\hat{C}_m\hat{H}\hat{C}_m^\dagger = \hat{H},
\]

\[
\hat{C}_m\hat{P}\hat{C}_m^\dagger = \hat{P},
\]

\[
\hat{C}_m\hat{M}\hat{C}_m^\dagger = \hat{M}.
\]

3. Charge conjugation

Charge conjugation is not related to space-time coordinate transformations and since it exchanges particles with antiparticles, it has no immediate classical analog. In fact, it is defined such that the creation and annihilation operators for particles are transformed to the ones associated with antiparticles.

If we follow the prescription defining the charge conjugation operator for the Klein-Gordon fields, we see that it is given by a unitary operator \( \hat{C} \) such that

\[
\hat{C}\hat{\Psi}(x)\hat{C}^\dagger = \hat{\Psi}^\dagger(x).
\]

However, when applying it to the Lagrangian density (230) we realize that, due to the presence of the term proportional to the imaginary number \( i \), the charge conjugation operation (285) does not leave the Lagrangian density invariant (normal ordering implied). This fact, together with how the parity and time reversal operations \( \hat{P} \) and \( \hat{T} \) affect the Lagrangian density, would lead to a violation of the CPT theorem since we are dealing with a Lorentz invariant Lagrangian. A possible fix would be to define \( \hat{C} \) as an antiunitary operator. This will change the sign of \( i \) in the Lagrangian density, leaving it invariant under charge conjugation.

Although an antiunitary charge conjugation operator solves the CPT theorem violation problem, we will see in Sec. VII that either a unitary or an antiunitary \( \hat{C} \) does not properly exchange the roles of particles with antiparticles. The only acceptable solution is to extend the charge conjugation operation such that it anticommutates with any function of the mass. Putting it simply, we must change the sign of the mass \( m \) when applying the extended charge conjugation operator.

If we define the “mass conjugation” operator \( \hat{M} \) such that

\[
\hat{M}f(m)\hat{M}^\dagger = f(-m),
\]

where \( f(m) \) is an arbitrary function of the mass \( m \), the extended charge conjugation operator we need is given by

\[
\hat{C}_m = \hat{M}\hat{C},
\]

with \( \hat{C} \) given by Eq. (285). It is not difficult to see that \( \hat{C}_m \) leaves the Lagrangian density (230) invariant and, as we will see in Sec. VII, it properly changes the roles of particles with antiparticles.\(^{11}\)

Using Eq. (287) we can show that

\[
\hat{C}_m\hat{L}(r, t)\hat{C}_m^\dagger = \hat{L}(r, t),
\]

\[
\hat{C}_m\hat{H}\hat{C}_m^\dagger = \hat{H},
\]

\[
\hat{C}_m\hat{P}\hat{C}_m^\dagger = \hat{P},
\]

\[
\hat{C}_m\hat{M}\hat{C}_m^\dagger = \hat{M}.
\]

4. The CPT theorem

The CPT theorem applies to the Lorentz covariant Schrödinger Lagrangian if we use the extended charge conjugation operator \( \hat{C}_m \) define above. Strictly speaking, we have the CPTM theorem here since not only the

\(^{11}\) We implicitly assumed that we were dealing with the free field (\( V = 0 \)). However, looking at Eq. (230), everything that was said above also applies to \( V \neq 0 \) provided that \( \hat{C}_mV\hat{C}_m^\dagger = -V \). If \( V \) satisfies the previous transformation property we get that Eqs. (288)-(291) are also satisfied. Moreover, it is not difficult to see that the Lagrangian density (230) is invariant if we simultaneously apply the following three transformations: \( m \rightarrow -m, V \rightarrow -V, \) and \( \Psi \rightarrow \exp[-imc^2t/\hbar] \Psi \).
charge but the mass must change sign to leave the action invariant.

If we define the CPT operation by
\[ \hat{\Theta} = \hat{C}_m \hat{P} \hat{T} = \mathcal{M} \hat{C} \hat{P} \hat{T}, \]  
(292)
it is not difficult to show that
\[ \hat{\Theta} \hat{L}(x) \hat{\Theta}^\dagger = \hat{L}(-x), \]  
(293)
\[ \hat{\Theta} \hat{H} \hat{\Theta}^\dagger = \hat{H}, \]  
(294)
\[ \hat{\Theta} \hat{P} \hat{\Theta}^\dagger = \hat{P}, \]  
(295)
\[ \hat{\Theta} \hat{M} \hat{\Theta}^\dagger = -\hat{M}. \]  
(296)

Using Eq. (293) and Eq. (223) that defines the action, we get after changing the variables \( x \to -x \),
\[ \hat{\Theta} \hat{S} \hat{\Theta}^\dagger = \hat{S}. \]  
(297)

In other words, the action is invariant under the CPT operation (292) defined here.

5. More on the new charge conjugation operation

In a static external gravitational field, we can as a first approximation model the interaction of a particle with inertialess mass \( m \) by setting \( V = m \varphi(x) \), where \( \varphi(x) \) represents the gravitational potential associated to the field acting on the particle and \( m_g \) the particle’s gravitational mass (“gravitational charge”). The corresponding interaction Lagrangian density is given by [see Eq. (230)]
\[ \hat{L}_{\text{int}} = -2m m_g \varphi \hat{\Psi}^\dagger \hat{\Psi} / \hbar^2. \]  
(298)

So far we have not said how the charge conjugation operator affects the gravitational mass. Assuming the latter is invariant under the action of \( \hat{C}_m \), we have that
\[ \hat{C}_m \hat{L}_{\text{int}} \hat{C}_m^\dagger = 2m m_g \varphi \hat{\Psi}^\dagger \hat{\Psi} / \hbar^2 = -\hat{L}_{\text{int}}, \]  
(299)
where normal ordering is implied and we have used Eqs. (286), (287), and that \( \hat{C}_m m_g \hat{C}_m^\dagger = m_g \). Note that \( \hat{C}_m \) commutes with \( \varphi \) since the former does not act on the external source of the gravitational field.

Since the free field part of Eq. (230) does not change under the action of \( \hat{C}_m \), the minus sign in Eq. (299) obtained after applying the charge conjugation operation implies that antiparticles will react to the external gravitational field differently when compared to the response of particles to the same field. If we had an attractive interaction when dealing with particles, we would now get a repulsive one for antiparticles. Note that we can make particles and antiparticles respond in the same way to a gravitational field if we postulate that the charge conjugation operation anticommutes with the gravitational mass \( m_g \). This is equivalent to assuming that \( m_g = m \) in Eq. (299). In other words, if the gravitational mass and inertial mass are equal, we will always have particles and particles, antiparticles and antiparticles, and particles and antiparticles attracting each other gravitationally.

What happens if we now have an external static electric field? After the minimal coupling prescription, the interacting part of the Lagrangian density becomes [see Eqs. (161) and (389)]
\[ \hat{L}_{\text{int}} = -\frac{iq}{\hbar} (\hat{\Psi}^\dagger \partial_0 \hat{\Psi}) A^0 + \frac{q^2}{2\hbar^2} \hat{\Psi}^\dagger \hat{\Psi} A^0 - \frac{2q\mu}{\hbar} \hat{\Psi}^\dagger \hat{\Psi} A^0, \]  
(300)
where \( A^0 \) is the source of the external electromagnetic field. Applying the charge conjugation operator we now get (normal ordering implied),
\[ \hat{C}_m \hat{L}_{\text{int}} \hat{C}_m^\dagger = \frac{iq}{\hbar} (\hat{\Psi}^\dagger \partial_0 \hat{\Psi}) A^0 + \frac{q^2}{2\hbar^2} \hat{\Psi}^\dagger \hat{\Psi} A^0 + \frac{2q\mu}{\hbar} \hat{\Psi}^\dagger \hat{\Psi} A^0, \]  
(301)
where we used that \( \mu = m c / \hbar \) changes sign under the action of \( \hat{C}_m \) since it depends on \( m \); the external potential \( A^0 \) is unaffected by the action of the charge conjugation operator. Comparing Eqs. (300) and (301) we see that we can go from one to the other by simply changing the sign of the charge \( q \). This is the expected result when we apply the charge conjugation operation: the antiparticle behaves like a particle with opposite electric charge. Note that we would have obtained the same conclusion if instead of working with the minimal coupling prescription we had used Eq. (230) with the electrostatic interaction modeled by setting \( V = q \varphi(x) \), with \( \varphi(x) \) denoting the electrostatic potential of the external electric field.

VII. SECOND QUANTIZATION OF THE LORENTZ COVARIANT SCHRÖDINGER EQUATION

We now start the canonical quantization of the Lorentz covariant Schrödinger fields. We will try to stay as close as possible to the notation and traditional ways of dealing with the canonical quantization of a classical field theory [4, 5]. After finishing the canonical quantization of the free field and the computation of the Feynman propagator, we will present two applications of the present formalism. We will analyze the scattering cross-section for two particles whose interaction is given by \( (\lambda / 4) |\Psi(x)\tilde{\Psi}(x)|^2 \) and we will also develop the scalar electrodynamics for the Lorentz covariant Schrödinger fields. Comparisons with the predictions coming from the complex Klein-Gordon fields subjected to these same interactions will also be made as well as with interactions that break Lorentz invariance.
A. General solution to the Lorentz covariant Schrödinger equation

We can write the most general free field solution \((V = 0)\) of Eq. (58) as\(^{12}\)

\[
\Psi(x) = \int \tilde{d}k_+ a_k e^{-i\omega_k t - i\mathbf{k} \cdot \mathbf{r}} + \int \tilde{d}k_- b_k^\dagger e^{-i\omega^0_k t - i\mathbf{k} \cdot \mathbf{r}},
\]

which is equivalent to

\[
\Psi(x) = \Psi_+(x) + \Psi_-(x).
\]

Note that we must multiply \(b_k^\dagger\) as well as \(a_k\) by \(e^{i\mu x^\mu}\). Here the expansion coefficients \(a_k\) and \(b_k\), that depend on the wave number \(\mathbf{k} = (k^1, k^2, k^3)\), were promoted to operators. Also, \(kx = k \mu^\mu\) and \(\tilde{d}k = d^3k\).

\[
k^0 = \omega_k = E_k = \sqrt{m^2c^4 + \mathbf{k}^2c^2},
\]

\[
E_k^+ = \epsilon_{0,\mathbf{k}} = \pm \mu c + \omega_k,
\]

\[
\mu = mc/\hbar
\]

\[
\tilde{d}k = f_{\pm}(\mathbf{k})d^3k,
\]

with \(f_{\pm}(\mathbf{k})\) real functions that depend only on the magnitude of the wave number. The integration in \(d^3k\) is carried out from \(-\infty\) to \(\infty\) and the fields are usually assumed to be zero at the boundaries of integration.

If we want \(a_k(b_k)\) and \(a_k^\dagger(b_k^\dagger)\) to be bona fide particle (antiparticle) annihilation and creation operators, we should impose the following commutation relations \([4]\),

\[
\begin{align*}
[a_k, a_k^\dagger] &= [b_k, b_k^\dagger] &= \delta^{(3)}(\mathbf{k} - \mathbf{k'}),
[a_k, a_{k'}] &= [b_k, b_{k'}] &= 0,
[a_k, b_{k'}] &= [a_k^\dagger, b_{k'}^\dagger] &= 0,
\end{align*}
\]

where \(\delta^{(3)}(\mathbf{k} - \mathbf{k'})\) is the three-dimensional Dirac delta function.

With these assumptions, we must choose the functions \(f_{\pm}(\mathbf{k})\) such that the standard equal-time commutation relations among the fields \(\Psi(x)\) and \(\Psi^\dagger(x)\) and their conjugate momenta are satisfied. In other words, \(f_{\pm}(\mathbf{k})\) is fixed in order to have the following set of commutation relations valid,

\[
\begin{align*}
[\Psi(t, \mathbf{r}), \Pi_{\Psi}(t, \mathbf{r'})] &= i\hbar \delta^{(3)}(\mathbf{r} - \mathbf{r'}),
[\Psi^\dagger(t, \mathbf{r}), \Pi_{\Psi^\dagger}(t, \mathbf{r'})] &= i\hbar \delta^{(3)}(\mathbf{r} - \mathbf{r'}).
\end{align*}
\]

We also require that the remaining commutators involving any other combinations among the \(\Psi\)-fields, among their conjugate momenta, and among them and their conjugate momenta, are zero.

As we show in the Appendix A, using Eqs. (309)-(311) we can only satisfy Eqs. (312) and (313), together with the other field commutation relations that must be zero, if

\[
f_+(|\mathbf{k}|) = f_-(|\mathbf{k}|) = \left(\frac{\hbar c^2}{(2\pi)^3 2\omega_k}\right)^{1/2},
\]

where \(\omega_k\) is given by Eq. (304). Using Eq. (314) we can write Eq. (303) as

\[
\Psi(x) = e^{i\mathbf{k} \cdot \mathbf{x}} \int d^3k \left(\frac{\hbar c^2}{(2\pi)^3 2\omega_k}\right)^{1/2} (a_k e^{-i\mathbf{k} \cdot \mathbf{x}} + b_k^\dagger e^{i\mathbf{k} \cdot \mathbf{x}}).
\]

Note that the standard complex Klein-Gordon field expansion is given by Eq. (315) without the term \(e^{i\mathbf{k} \cdot \mathbf{x}}\) \([4]\).

Inserting Eq. (315) into the normal ordered expressions for the free field Hamiltonian, linear momentum, and conserved charge, Eqs. (248), (249), (270), respectively, we get \([\text{see Appendix A}],\)

\[
H = \int d^3k (\hbar \omega_k^+ a_k^\dagger a_k + \hbar \omega_k^- b_k^\dagger b_k),
\]

\[
P^j = \int d^3k [ih \bar{c}(a_k^\dagger a_k + b_k^\dagger b_k)],
\]

\[
\bar{Q} = \int d^3k [b_k^\dagger \{a_k^\dagger a_k - b_k^\dagger b_k\}],
\]

where

\[
E_k^\pm = \hbar \omega_k^\pm = \mp mc^2 + \sqrt{m^2c^4 + \mathbf{k}^2c^2}.
\]

Looking at Eqs. (316) and (319), we see that the energies associated with particles and antiparticles are not the same, contrary to what one gets when dealing with the Klein-Gordon Hamiltonian. These energies are, nevertheless, always non-negative, solving the “negative energy problem” that we faced when dealing with the first quantized fields (Sec. V A). Moreover, if \(m \to -m\) we get that \(E_k^+ \to E_k^-\). In this sense, when it comes to their energies, the particles and antiparticles can be regarded as effectively differing by the sign of its mass. However, as can be seen looking at Eqs. (317) and (318), the linear momentum and conserved charge do not depend explicitly on the sign of the mass \(m\). We can also understand the meaning of \(E_k^\pm\) by noting that \(E_k^\pm\) is actually the kinetic energy associated with a classical relativistic particle. In this way, \(E_k^-\) is the “kinetic energy” of a particle with an effective negative mass and it is in this sense that the discussion carried out in Sec. V A about negative masses should be understood.

One might wonder if it is not possible to force the energies of the particles and antiparticles to be the same, in particular equal to \(E_k\), by properly adjusting the values of \(f_{\pm}(\mathbf{k})\) in Eq. (303). As we show in the Appendix A, this is possible. But the price to pay is a theory that is apparently no longer local. This feature shows up since

---

\(^{12}\) To simplify notation, we will not use the symbol “\(\cdot\)” to denote the second quantized field operators.
we can only make particles and antiparticles have the same energy if $[Ψ(t, r), Ψ^†(t, r')] = 0$, which leads to a violation of the microcausality condition. Also, the fact that the latter commutator is not null implies a modification to Eqs. (312) and (313), i.e., we no longer have a canonically second quantized theory [see Appendix A]. Unless stated otherwise, we will not deal with this scenario in the remaining of this section.

### B. Continuous and discrete symmetries

The conserved Noether “charges” obtained for the classical fields in Sec. VI A manifest themselves here, for instance, in the following commutators being zero [see Eqs. (316)-(318)],

$$[H, H] = [H, P^j] = [H, Q] = 0. \quad (320)$$

This means that the energy, the momentum, and the charge are all conserved for the free field.

Moving on to the discrete symmetries, we can now finish the discussion initiated in Sec. VI C. Starting with space inversion (parity), we can now insert Eq. (315) into (273) to obtain the following transformation rules for the creation (annihilation) operators,

$$\hat{P} a_k \hat{P}^† = a_{-k}, \quad \hat{P} a_k^† \hat{P}^† = a_{-k}^†, \quad (321)$$

$$\hat{P} b_k \hat{P}^† = b_{-k}, \quad \hat{P} b_k^† \hat{P}^† = b_{-k}^†. \quad (322)$$

Proceeding similarly with the time reversal operator we get

$$\hat{T} a_k \hat{T}^† = a_{-k}, \quad \hat{T} a_k^† \hat{T}^† = a_{-k}^†, \quad (323)$$

$$\hat{T} b_k \hat{T}^† = b_{-k}, \quad \hat{T} b_k^† \hat{T}^† = b_{-k}^†. \quad (324)$$

The analysis of charge conjugation, as anticipated in Sec. VI C, is a little more involved. If we apply the standard charge conjugation operator $\hat{C}$, i.e. Eq. (285), to Eq. (315) we get,

$$\hat{C} Ψ(x) \hat{C}^† = \int \tilde{d}k (\hat{C} a_k \hat{C}^† e^{iμx^0} e^{-ikx} + \hat{C} b_k \hat{C}^† e^{iμx^0} e^{ikx}). \quad (325)$$

where $\tilde{d}k = \sqrt{8e^2/(2π)^3} d\omega k d^3k$. Comparing Eq. (325) with the complex conjugate of Eq. (315),

$$\Psi^†(x) = \int \tilde{d}k (b_k e^{-iμx^0} e^{-ikx} + a_k^† e^{-iμx^0} e^{ikx}), \quad (326)$$

we realize that is not possible to identify $\hat{C} a_k \hat{C}^†$ with $b_k$ and $\hat{C} b_k^† \hat{C}^†$ with $a_k^†$ due to the presence of the term $e^{iμx^0}$ in Eq. (325) and $e^{-iμx^0}$ in Eq. (326). Defining $\hat{C}$ antiunitary will not do the job either since in this case Eq. (325) becomes

$$\hat{C} Ψ(x) \hat{C}^† = \int \tilde{d}k (\hat{C} a_k \hat{C}^† e^{-iμx^0} e^{ikx} + \hat{C} b_k \hat{C}^† e^{-iμx^0} e^{-ikx}). \quad (327)$$

Comparing Eq. (327) with (326) we see that we do not get the expected interchange of particles with antiparticles. Actually we get $\hat{C} a_k \hat{C}^† = a_k^†$ and $\hat{C} b_k \hat{C}^† = b_k$.

However, we can get a bona fide charge conjugation operator if we use $\hat{C}_m$ as given by Eq. (287). The operator $\hat{C}_m$ incorporates the “mass conjugation” operation as defined in Eq. (286). This means that $\hat{C}_m$ anticommutes with any function of the mass $m$. In this case we have,

$$\hat{C}_m Ψ(x) \hat{C}_m^† = \int \tilde{d}k (\hat{C}_m a_k \hat{C}_m^† e^{-iμx^0} e^{-ikx} + \hat{C}_m b_k \hat{C}_m^† e^{-iμx^0} e^{ikx}), \quad (328)$$

since $μ$ is linear in $m$ and $k^0$ and $\tilde{d}k$ are functions of $m^2$.

Comparing Eq. (328) with (326) we immediately get

$$\hat{C}_m a_k \hat{C}_m^† = b_k, \quad \hat{C}_m a_k^† \hat{C}_m^† = b_k^†, \quad (329)$$

$$\hat{C}_m b_k \hat{C}_m^† = a_k, \quad \hat{C}_m b_k^† \hat{C}_m^† = a_k^†. \quad (330)$$

the desired properties of a good charge conjugation operator.

We should also mention that although we used Eq. (315) to arrive at the previous transformation properties for the creation and annihilation operators, all the results remain valid had we used Eq. (303) and the fact that $\hat{C}_m \tilde{d}k \hat{C}_m^† = \tilde{d}k_x$. In particular, this means that all the previous results apply to the creation and annihilation operators of the non-canonically second quantized theory given in the Appendix A.

### C. Microcausality and the Lorentz covariance of the field commutators

Our first task will be the explicit calculation of the commutator $[Ψ(x), Ψ^†(y)]$ at arbitrary space-time points $x = (x^0, x^1, x^2, x^3)$ and $y = (y^0, y^1, y^2, y^3)$. This will allow us to clearly see its Lorentz covariance and prove that the Lorentz covariant Schrödinger fields respect the microcausality condition [4, 5]. Then, we will present a general argument connecting the commutators between the Lorentz covariant Schrödinger fields with the commutators of the Klein-Gordon fields, allowing us to readily extend the commutation properties of the latter to the former fields.

Let us start introducing the following shorthand notation for the field operators,

$$Ψ(x) = Ψ_x, \quad Ψ^†(x) = Ψ^†_x, \quad (331)$$

$$ΠΨ(x) = Π_x, \quad ΠΨ^†(x) = Π^†_x, \quad (332)$$

where the last equality causes no confusion since for the Lorentz covariant Schrödinger fields we have $ΠΨ^†(x) = Π^†_Ψ(x)$. Now, using Eqs. (303), (331), and (332) we get

$$[Ψ(x), Ψ^†(y)] = [Ψ^+_x, (Ψ^+_y)^†] + [Ψ^-_x, (Ψ^-_y)^†]. \quad (333)$$
where we used that \([\Psi^+_x, (\Psi^+_y)] = [\Psi^-_x, (\Psi^-_y)] = 0\) to arrive at the right hand side of Eq. (333).\(^{13}\) This is true since \(\Psi^+_x\) is proportional to the operator \(a_k\), \((\Psi^-_y)\) to \(b_k\), and \([a_k, b_k] = 0\).

Using the explicit plane wave expansions for \(\Psi^\pm\) as given in Eq. (303), and the commutation relations (309), we obtain

\[
[\Psi^\pm_x, (\Psi^\pm_y)] = i\hbar c \Delta_{LS}^\pm(x-y), \quad (334)
\]

where

\[
\Delta_{LS}^\pm(x) = e^{i\pi x^\mu} \Delta_{LS}^\pm(x), \quad (335)
\]

\[
\Delta^\pm(x) = \frac{1}{\pm \hbar c} \int d^3k \frac{e^{\mp i k x}}{\omega_k} = -\Delta^\mp(-x). \quad (336)
\]

The subscript “LS” reminds us that the quantities above are the ones for the Lorentz covariant Schrödinger fields. The same quantities without the subscript, as we will see shortly if we use Eq. (314), are the ones we obtain dealing with the complex Klein-Gordon fields.

Using Eqs. (334) and (335) we can write Eq. (333) as

\[
[\Psi(x), \Psi^\dagger(y)] = i\hbar c \Delta_{LS}(x-y), \quad (337)
\]

where

\[
\Delta_{LS}(x) = \Delta^+_LS(x) + \Delta^-LS(x),
\]

\[
= e^{i\pi x^\mu} \{\Delta^+_LS(x) + \Delta^-LS(x)\},
\]

\[
= e^{i\pi x^\mu} \Delta^\pm(x). \quad (338)
\]

If we now use Eq. (314) we get

\[
\Delta^\pm(x) = \frac{\mp \hbar c}{2(2\pi)^3} \int d^3k \frac{e^{\mp i k x}}{\omega_k} \sin(kx) = -\Delta^\mp(-x) \quad (339)
\]

and

\[
\Delta(x) = \Delta^+_LS(x) + \Delta^-LS(x) = -\frac{c}{(2\pi)^3} \int d^3k \frac{\sin(kx)}{\omega_k}. \quad (340)
\]

As usual, we are employing the definitions given in Eqs. (304)-(307). Equations (339) and (340) are exactly the ones we get when working with the complex Klein-Gordon Lagrangian [4, 5]. Note that \(\Delta(x)\) and \(\Delta^\pm(x)\) satisfy the Klein-Gordon equation [4, 5] and a direct calculation shows that \(\Delta_{LS}(x)\) and \(\Delta_{LS}^\pm(x)\) satisfy the Lorentz covariant Schrödinger equation.

The Lorentz invariant form of Eq. (340) is [4]

\[
\Delta(x) = \frac{-i}{(2\pi)^3} \int d^4k \delta(k^2 - \mu^2) \epsilon(k^0) e^{-ikx}, \quad (341)
\]

where \(d^4k = dk^0 dk^1 dk^2 dk^3\), \(k^2 = k^\mu k^\nu\), \(\mu\), and \(kx = k^\nu x^\nu\) are Lorentz invariants and the integrals run from \(-\infty\) to \(\infty\). Here \(\epsilon(k^0)\) gives the sign of \(k^0\), which is also Lorentz invariant.\(^{14}\)

Looking at Eqs. (337) and (338), it is clear that the commutator (337) is covariant under spatial rotations. Let us see what happens under a Lorentz boost. Assuming, without loss of generality, a Lorentz boost along the \(x^1\)-direction we have

\[
\Delta(x) \rightarrow \Delta(x), \quad (342)
\]

\[
\Psi(x) \rightarrow e^{i\theta(x)/\hbar}\Psi(x), \quad (343)
\]

\[
x^0 \rightarrow \gamma(x^0 + \beta x^1), \quad (344)
\]

with \(\theta(x)\) given by Eq. (15). Using Eqs. (342)-(344), a direct calculation gives

\[
[\Psi_x, \Psi_y^\dagger] = i\hbar c \Delta_{LS}(x-y) \rightarrow [\Psi_x, \Psi_y^\dagger] = i\hbar c \Delta_{LS}(x-y). \quad (345)
\]

This last result, together with the covariance of the commutator under spatial rotations, proves the covariance of \([\Psi(x), \Psi^\dagger(y)]\) under proper Lorentz transformations.

If we compute the previous commutator at equal times [see Eq. (A10) of the Appendix A] we get

\[
[\Psi(t, x), \Psi^\dagger(t, y)] = 0, \quad (346)
\]

which implies according to Eq. (337) that

\[
\Delta_{LS}(0, x-y) = 0. \quad (347)
\]

When the time argument is zero, Eq. (338) gives

\[
\Delta_{LS}(0, x-y) = \Delta(0, x-y) \quad (348)
\]

and thus according to Eq. (347),

\[
\Delta(0, x-y) = 0. \quad (349)
\]

But since \(\Delta(x-y)\) is invariant under a proper Lorentz transformation, we have that \(\Delta(x-y) = 0\) whenever \((x-y)^2 < 0\). This is true because any two space-like vectors are connected to each other via a proper Lorentz transformation. Also, the fact \(\Delta(x-y) = 0\) when \((x-y)^2 < 0\) and Eq. (338) imply that \(\Delta_{LS}(x-y) = 0\) whenever \((x-y)^2 < 0\). This last result combined with Eq. (337) and with Eq. (345), which shows the Lorentz covariance of the commutator, lead to

\[
[\Psi(x), \Psi^\dagger(y)] = 0, \quad \text{if } (x-y)^2 < 0. \quad (350)
\]

Equation (350), telling us that fields with space-like separation commute, is the microcausality condition. This

---

\(^{13}\) Note that \((\Psi^+_x)\) is one thing and \((\Psi^+_y)\) is another. The latter is the positive frequency part of \(\Psi^+_x\), associated with the destruction operator \(\delta_k\), while the former is the adjoint of \(\Psi^+_y\).

\(^{14}\) The sign of \(k^0\) is invariant under proper Lorentz transformations for time-like vectors, which is what we have here for the four-vector \(k\) due to the mass shell condition \(\delta(k^2 - \mu^2)\). By a proper Lorentz transformation we mean spatial rotations and Lorentz boosts. Time reversal and space inversion are excluded.
guarantees that the second quantized Lorentz covariant Schrödinger Lagrangian leads to a local quantum field theory [4, 5].

We can also connect the field commutators of the Lorentz covariant Schrödinger theory with the ones of the Klein-Gordon covariant Schrödinger Lagrangian with the Klein-Gordon one, we get

\[ [\Psi(x), \Psi^\dagger(y)] = e^{i\mu(x^0-y^0)}[\Phi(x), \Phi^\dagger(y)], \]

where \( \Phi(x) \) and \( \Phi^\dagger(x) \) are the complex Klein-Gordon fields. Moreover, applying Eq. (101) to (234) we obtain

\[ \Pi_{\Psi}(x) = e^{-i\mu x^0} \Pi_{\Phi}(x), \]

where \( \Pi_{\Phi}(x) \) is the conjugate momentum to \( \Phi(x) \). Thus, using Eqs. (101) and (352), the remaining non-trivial (not obviously zero) commutators can be written as

\[ [\Pi_{\Psi}(x), \Pi_{\Psi^\dagger}(y)] = e^{-i\mu(x^0-y^0)}[\Pi_{\Phi}(x), \Pi_{\Phi^\dagger}(y)], \]

\[ [\Psi(x), \Pi_{\Psi^\dagger}(y)] = e^{i\mu(x^0-y^0)}[\Phi(x), \Pi_{\Phi^\dagger}(y)]. \]

The first thing worth noting is that the equal time commutation relations of the Lorentz covariant Schrödinger and Klein-Gordon fields are the same. Indeed, for equal times we have \( x^0 = y^0 \) and according to Eqs. (351), (353), and (354) we immediately get

\[ [\Psi(t, x), \Psi^\dagger(t, y)] = [\Phi(t, x), \Phi^\dagger(t, y)], \]

\[ [\Pi_{\Psi}(t, x), \Pi_{\Psi^\dagger}(t, y)] = [\Pi_{\Phi}(t, x), \Pi_{\Phi^\dagger}(t, y)], \]

\[ [\Psi(t, x), \Pi_{\Psi^\dagger}(t, y)] = [\Phi(t, x), \Pi_{\Phi^\dagger}(t, y)]. \]

As such, we can understand Eqs. (101) and (352) as a canonical transformation since they preserve the commutation relations as we move to the new “variables”, namely, fields. It is also important to remark that Eqs. (351), (353), and (354) are only valid if Eq. (314) is true, since this is the only way to guarantee a canonical quantization of the Lorentz covariant Schrödinger fields. Therefore, Eqs. (351), (353), and (354) do not apply to the non-canonically quantized Lorentz covariant Schrödinger fields given in the Appendix A, where, for example, \( [\Psi(t, x), \Psi^\dagger(t, y)] \neq 0 \), in clear contradiction to Eq. (351) and the fact that \( [\Phi(t, x), \Phi^\dagger(t, y)] = 0 \).

Before we move on to the computation of the Feynman propagator, we note that we can write \( \Delta^\pm(x) \) and \( \Delta(x) \) as the following integrals, where \( k^0 \) is considered a complex variable [4],

\[ \Delta^\pm(x) = -\frac{1}{(2\pi)^3} \int_{C^\pm} d^4 k \frac{e^{-ikx}}{k^2 - \mu^2}, \]

\[ \Delta(x) = -\frac{1}{(2\pi)^3} \int_C d^4 k \frac{e^{-ikx}}{k^2 - \mu^2}. \]

The complex contour integral in \( k_0 \) is such that \( C^\pm \) is any counterclockwise closed path encircling only \( \pm \omega_k/c \) and \( C \) is any counterclockwise closed path encircling \( \omega_k/c \) and \( -\omega_k/c \), the two simple poles of the integrand.

D. The Feynman propagator

The first step towards a perturbative treatment of any interaction involving the Lorentz covariant Schrödinger fields, or involving them and other types of fields, is the calculation of the Feynman propagator. The Feynman propagator \( \Delta_{FLS}(x-x') \) is defined as [4, 5]

\[ i\hbar \Delta_{FLS}(x-x') = \langle 0 | T \{ \Psi(x)\Psi^\dagger(x') \} | 0 \rangle, \]

where \( | 0 \rangle \) is the vacuum state and we use the subscript “LS” to differentiate the Feynman propagator associated with the Lorentz covariant Schrödinger fields from \( \Delta_F(x) \), the Feynman propagator related to the Klein-Gordon fields.

In Eq. (360) the symbol \( T \) denotes time ordering, giving rise to the T-product (time-ordered product),

\[ T \{ \Psi(x)\Psi^\dagger(x') \} = \ h(x^0 - x'^0)\Psi(x)\Psi^\dagger(x') + h(x'^0 - x^0)\Psi^\dagger(x')\Psi(x), \]

with \( h \) being the Heaviside step function,

\[ h(x^0) = 1, \text{ if } x^0 > 0, \]

\[ h(x^0) = 0, \text{ if } x^0 < 0. \]

Using Eq. (334) and remembering that \( \Psi(x) = \Psi^+(x) + \Psi^-(x) \), with \( \Psi^+(x) \) and \( \Psi^-(x) \) respectively functions of annihilation and creation operators, we have

\[ \langle 0 | \Psi(x)\Psi^\dagger(x') | 0 \rangle = i\hbar \Delta_{LS}^+(x-x'), \]

\[ \langle 0 | \Psi^\dagger(x')\Psi(x) | 0 \rangle = -i\hbar \Delta_{LS}^-(x-x'). \]

If we now insert Eqs. (361), (363), and (364) into (360) we get

\[ \Delta_{FLS}(x) = h(x^0)\Delta_{LS}^+(x) - h(-x^0)\Delta_{LS}^-(x) \]

and also

\[ \Delta_{FLS}(x) = e^{i\mu x^0} \Delta_F(x), \]

if we employ Eq. (335). Here \( \Delta_F(x) = h(x^0)\Delta^+(x) - h(-x^0)\Delta^-(x) \) is the Feynman propagator associated with the complex field Klein-Gordon Lagrangian, also known as the charged meson propagator [4, 5].

Under a proper Lorentz transformation \( \Psi(x) \) changes according to Eqs. (14) and (15) while \( h(x^0) \) is an invariant. The latter is true because the sign of \( x^0 \) for time-like vectors is not altered under a proper Lorentz transformation. These two facts lead to the following transformation rule for Eq. (360),

\[ \Delta_{FLS}(x) \rightarrow e^{i\theta(x)/\hbar} \Delta_{FLS}(x). \]

To arrive at Eq. (367), which tells us how the Feynman propagator of the Lorentz covariant Schrödinger fields transforms under a proper Lorentz transformation, we have also assumed that the latter changes the vacuum
state $|0\rangle$ by at most a global phase. Equation (367), combined with the transformation rule for $x^0$ and the invariance of $\Delta_F(x)$ under a proper Lorentz transformation, allow us to show that Eq. (366) is covariant under a proper Lorentz transformation, i.e.,

$$
\Delta_{F,L}(x) = e^{i\mu x^0} \Delta_F(x) \rightarrow \Delta_{F,L}(x) = e^{i\mu x^0} \Delta_F(x).
$$

(368)

Due to the connection between the Klein-Gordon and the Lorentz covariant Schrödinger propagators [see Eq. (366)], we can carry over the integral representations of the former to the latter. Following Ref. [4] we have

$$
\Delta_{F,L}(x) = \frac{e^{i\mu x^0}}{(2\pi)^d} \int_{C_F} d^dk \frac{e^{-ikx}}{k^2 - \mu^2},
$$

(369)

where the contour of integration $C_F$ is given in Fig. 2 and should be understood in the following sense. For $x^0 > 0$ the contour of integration is closed in the lower half of the complex $k^0$-plane, leading to a clockwise contour integration whose path we denote by $C_F^-$. On the other hand, for $x^0 < 0$ we use the upper half plane to close the path of integration, which gives a counterclockwise integration around path $C_F^+$. In this way, computing the complex integral in $k^0$ using the residue theorem, we obtain $\Delta_{F,L}(x)$ for the former contour of integration and $-\Delta_{F,L}(x)$ for the latter, the expected results for the Feynman propagator [see Eq. (365)].

To arrive at the last equality we have neglected the $\eta^2$ term since $\eta \ll 1$ and made the following identification,

$$
\epsilon = \frac{2\eta \mu k}{c}.
$$

(372)

With this definition the $k^0$ variable is also integrated from $-\infty$ to $\infty$. After the integration in $k^0$ we take the limit $\eta \rightarrow 0$, or equivalently $\epsilon \rightarrow 0$, obtaining the corresponding expression for the Feynman propagator, namely, $\Delta_{F,L}^+(x)$ for $x^0 > 0$ and $-\Delta_{F,L}^-(x)$ for $x^0 < 0$.

Using Eq. (371) we can show that the Feynman propagator $\Delta_{F,L}(x)$ is the Green’s function of the free Lorentz covariant Schrödinger equation. Setting $V = 0$ in Eq. (58) and replacing $\Psi(x)$ for $\Delta_{F,L}(x)$ as given in Eq. (371), we obtain after a little calculation and after taking the limit $\epsilon \rightarrow 0$ that

$$
\partial_\nu \partial^\nu \Delta_{F,L}(x) - i2\mu \partial_0 \Delta_{F,L}(x) = -\frac{e^{i\mu x^0}}{(2\pi)^d} \int d^4k e^{-ikx}.
$$

(373)

Noting that the four dimensional Dirac delta function can be written as $(2\pi)^4 \delta^{(4)}(x) = \int d^4k e^{-ikx}$ we get

$$
\partial_\nu \partial^\nu \Delta_{F,L}(x) - i2\mu \partial_0 \Delta_{F,L}(x) = -e^{i\mu x^0} \delta^{(4)}(x)
$$

$$
= -\delta^{(4)}(x).
$$

(374)

We have used that $e^{i\mu x^0} \delta^{(4)}(x) = \delta^{(4)}(x) = 0$ for $x^0 \neq 0$ and that $\lim_{x^0 \rightarrow 0} e^{i\mu x^0} \delta^{(4)}(x) = \lim_{x^0 \rightarrow 0} \delta^{(4)}(x)$ to arrive at the last equality. If we equate the left hand side of Eq. (374) to zero we get the free Lorentz covariant Schrödinger equation. Equating it to $-\delta^{(4)}(x)$ we obtain the definition of its Green’s function, proving that $\Delta_{F,L}(x)$ is indeed the Green’s function of the free Lorentz covariant Schrödinger equation. For the Klein-Gordon equation, the analogous expression to Eq. (374) is [5]

$$
\partial_\nu \partial^\nu \Delta_F(x) + \mu^2 \Delta_F(x) = -\delta^{(4)}(x).
$$

(375)

E. Turning on the interaction among the fields

The techniques built to perturbatively handle scattering problems among interacting quantum fields, in particular those suited to the Klein-Gordon fields [4, 5], remain valid for the Lorentz covariant Schrödinger fields. Working in the interaction picture, it is not difficult to see that the Lorentz covariant Schrödinger fields evolve according to the same dynamical equations and satisfy the same commutation relations of the free fields. On the other hand, the evolution of the quantum state describing the initial particle configuration evolves according to

15 In previous sections of this work, specially when dealing with the second quantization of the free fields, we were working in the Heisenberg picture.
the Schrödinger equation, whose Hamiltonian is given by the interaction part of the total Hamiltonian describing the system being investigated. Moreover, a simple inspection on the proofs leading to the Dyson series and to Wick’s theorem shows that they remain valid here too.

As such, the probability amplitude for a system initially in the state \( |α_{\text{in}}\rangle \) to be found after the collision (scattering) in the final state \( |α_{\text{out}}\rangle \) is

\[
S_{fi} = \langle α_{\text{out}} | S | α_{\text{in}}\rangle. \tag{375}
\]

Here, invoking the adiabatic hypothesis, \( |α_{\text{in(out)}}\rangle \) are eigenstates of the free-field Hamiltonian, with \( |α_{\text{in}}\rangle \) the initial state in the remote past \( (t \to -\infty) \) and \( |α_{\text{out}}\rangle \) the final state in the far future \( (t \to \infty) \). The operator describing this transition is called the S-matrix and its manifestly covariant perturbative expansion is given by the Dyson series,

\[
S = T \exp \left\{ -\frac{i}{\hbar c} \int d^4x \mathcal{H}_{\text{int}}(x) \right\} = 1 + \sum_{n=1}^{\infty} \frac{[-i/(\hbar c)]^n}{n!} \left( \int d^4x_1 \ldots d^4x_n T \{ \mathcal{H}_{\text{int}}(x_1) \ldots \mathcal{H}_{\text{int}}(x_n) \} \right), \tag{376}
\]

where \( T \) is the time ordering operator and \( \mathcal{H}_{\text{int}} \) is the Hamiltonian density describing the interaction among the fields expressed in the interaction picture (the superscript \( I \) denotes interaction picture). Similarly to the Klein-Gordon case, the time-ordered term in the Dyson series is expanded using Wick’s theorem in order to carry out transition amplitude calculations. It is in this step that the Feynman propagator (360) appears, being usually called in this context a “contraction”.

An important property of the Lorentz covariant Schrödinger fields, valid when they are canonically quantized, is the simple relation connecting them to the complex Klein-Gordon fields as given by Eqs. (101) and (352). These relations, originally shown to be true for the free fields being described in the Heisenberg picture, remain valid in the interaction picture. This is easily seen by either inspecting the time evolution of these fields in the interaction picture or by noting that these transformations connecting the Lorentz covariant Schrödinger fields to the Klein-Gordon ones are given by c-numbers and, as such, commute with the unitary transformation taking us from the Heisenberg to the interaction picture. Written in the interaction picture, Eqs. (101) and (352) become

\[
\Psi^I(x) = e^{i\mu x^0} \Phi^I(x), \tag{377}
\]

\[
\Pi^I_\Phi(x) = e^{-i\mu x^0} \Pi_\Phi(x). \tag{378}
\]

As we will see, these relations are crucial to prove that to any order in perturbation theory and for Lorentz covariant interactions, the Klein-Gordon and the Lorentz covariant Schrödinger theories are essentially equivalent. However, for interactions violating Lorentz invariance, the predictions stemming from both theories are drastically different.\(^\text{16} \)

**F. The \((\lambda/4)|\Psi(x)\Psi^I(x)|^2\) interaction**

The interaction Lagrangian density

\[
\mathcal{L}_{\text{int}} = -\lambda/4|\Psi(x)|\Psi^I(x)|^2
\]

does not depend on time derivatives and thus \([4, 5]\)

\[
\mathcal{H}_{\text{int}} = -\mathcal{L}_{\text{int}} = (\lambda/4)|\Psi(x)|\Psi^I(x)|^2. \tag{379}
\]

Note that \( \mathcal{H}_{\text{int}} \) is clearly Lorentz covariant since the phase change induced in \( \Psi(x) \) by a proper Lorentz transformation is compensated by the one induced in \( \Psi^I(x) \) [See Eq. (14)]. Also, since the interaction picture is connected to the Heisenberg picture via a unitary transformation we obtain

\[
\mathcal{H}_{\text{int}}^I = -\mathcal{L}_{\text{int}}^I = (\lambda/4)|\Phi^I(x)|\Phi^I(x)|^2. \tag{380}
\]

Inserting Eq. (380) into (376) we get

\[
S = T \exp \left\{ -\frac{i\lambda}{4\hbar c} \int d^4x \{ \Psi^I(x)|\Psi^I(x)|^2 \} \right\}. \tag{381}
\]

If we now use Eq. (377) we arrive at

\[
S = T \exp \left\{ -\frac{i\lambda}{4\hbar c} \int d^4x \{ \Phi^I(x)|\Phi^I(x)|^2 \} \right\}. \tag{382}
\]

Looking at Eq. (382), we realize that it is the S-matrix for the complex Klein-Gordon fields if they interact according to

\[
\mathcal{H}_{\text{int}}^I = (\lambda/4)|\Phi^I(x)|\Phi^I(x)|^2. \tag{383}
\]

This tells us that the S-matrix for the Klein-Gordon and Lorentz covariant Schrödinger fields are identical if they are subjected to the same type of interaction [Eqs. (380) and (383)]. Furthermore, the flux and linear momentum associated to a particle are formally the same in both theories, as can be seen comparing Eqs. (76) and (317) with the respective ones coming from the Klein-Gordon theory. Therefore, any scattering cross section (decay rate) computed for both theories have the same value if the colliding (decaying) particles are assumed to have the same initial linear momentum.

The preceding analysis can be easily extended to any interaction of the type

\[
\mathcal{H}_{\text{int}} = g_n|\Psi(x)|\Psi^I(x)|^n, \tag{384}
\]

\(^\text{16}\) The non-canonically quantized theory given in the Appendix A is not equivalent to the Klein-Gordon theory either, even for Lorentz covariant interactions. This is true because, contrary to the canonically quantized case, the propagator of the non-canonically quantized theory is not trivially related to the Klein-Gordon one.
with $n$ a real number and $g_n$ the associated coupling constant. Since $\Psi$ and $\Psi^\dagger$ have the same exponent, we can use Eq. (377) and the same arguments above to prove the equivalence between the Klein-Gordon and the Lorentz covariant Schrödinger theories.

On the other hand, the requirement for Lorentz covariance forbids interactions given by

$$H_{\text{int}} = g_{n\bar{n}}[\Psi(x)]^n[\Psi^\dagger(x)]^{\bar{n}}, \quad \text{with } n \neq \bar{n}. \quad (385)$$

Indeed, for different values of $n$ and $\bar{n}$ we have after a proper Lorentz transformation

$$[\Psi(x)]^n[\Psi^\dagger(x)]^{\bar{n}} \rightarrow e^{i(n-\bar{n})\theta/\hbar}[\Psi(x)]^{\bar{n}}[\Psi^\dagger(x)]^n, \quad (386)$$

which clearly shows the lack of Lorentz covariance if $n \neq \bar{n}$.

When we have two (or more) types of particles with different masses, similar arguments forbid interaction terms proportional to $\Psi_j^{\dagger}(\Psi_j^\dagger)^{n_j} \Psi_j^2 (\Psi_j^\dagger)^{n_j}$, for $n_j \neq \bar{n}_j$, $j = 1, 2$. Here $\Psi_j$ corresponds to the field associated to the particle of mass $m_j$. For Klein-Gordon fields, interactions given by terms similar to those of Eq. (385) are possible since they remain invariant under a proper Lorentz transformation.

G. Scalar electrodynamics

The proof of the equivalence between the Klein-Gordon and the Lorentz covariant Schrödinger quantum scalar electrodynamics is more subtle. Before presenting this proof, we need first to develop the classical scalar electrodynamics of the Lorentz covariant Schrödinger fields. After obtaining the classical Hamiltonian density describing all fields and the interactions among them, we are ready to proceed to its canonical quantization and give the proof of the equivalence of both theories.

Applying the minimal coupling prescription, Eq. (155), to the free Lorentz covariant Schrödinger Lagrangian density, Eq. (230), we get

$$\mathcal{L} = (D_\mu \Psi)(D^\mu \Psi)^* + i\mu [\Psi^*(D_0 \Psi) - (D_0 \Psi)^*] = \mathcal{L}_{\text{LS}} + \mathcal{L}_{\text{int}}. \quad (387)$$

Here the free field and interaction Lagrangian densities are

$$\mathcal{L}_{\text{LS}} = \partial_\mu \Psi \partial^\mu \Psi^* + i\mu \Psi^* \partial_0 \Psi, \quad (388)$$

$$\mathcal{L}_{\text{int}} = -\frac{iq}{\hbar} (\Phi^* \partial_\mu \Phi) A^\mu + \frac{q^2}{\hbar^2} \Psi \Phi^* A_\mu A^\mu - \frac{2q\mu}{\hbar} \Phi \Phi^* A^0. \quad (389)$$

Equation (387) is invariant under a gauge transformation, namely, if

$$\Psi(x) \rightarrow e^{i\Phi(x)} \Psi(x), \quad (390)$$

$$A_\mu \rightarrow A_\mu - \partial_\mu \chi(x), \quad (391)$$

we have that

$$\mathcal{L} \rightarrow \mathcal{L}. \quad (392)$$

In Eq. (389), the third term at the right hand side is characteristic of the Lorentz covariant Schrödinger Lagrangian, while the first and second ones are formally equivalent to what one would get by applying the minimal coupling prescription to the Klein-Gordon Lagrangian.

If we use Eq. (101),

$$\Psi(x) = e^{i\mu x^0} \Phi(x), \quad (393)$$

which connects the Lorentz covariant Schrödinger and Klein-Gordon equations, we get after inserting it in Eq. (387),

$$\mathcal{L}_{\text{LS}} \rightarrow \mathcal{L}_{\text{KG}}, \quad (394)$$

$$\mathcal{L}_{\text{int}} \rightarrow -\frac{iq}{\hbar} (\Phi^* \partial_\mu \Phi) A^\mu + \frac{q^2}{\hbar^2} \Phi \Phi^* A_\mu A^\mu. \quad (395)$$

Here $\mathcal{L}_{\text{KG}}$ is the Klein-Gordon free field Lagrangian density and the right hand side of Eq. (395) is exactly the interaction term one gets by applying the minimal coupling prescription to $\mathcal{L}_{\text{KG}}$.

We should also mention that similarly to $\mathcal{L}_{\text{LS}}$, the interaction Lagrangian density $\mathcal{L}_{\text{int}}$, Eq. (389), is invariant under a proper Lorentz transformation. This is proved via a direct calculation using Eq. (14), the transformation rule for $\Psi(x)$ under a proper Lorentz transformation, and the respective covariant and contravariant transformation rules for the vectors $\partial_\mu$ and $A^\mu$.

The complete scalar electrodynamics Lagrangian density also has the electromagnetic (EM) free-field term $\mathcal{L}_{\text{EM}}$, which is a function of the four-potential $A^\mu$ (the four components of $A^\mu$ are considered independent variables) [4, 5]. Therefore, the total Lagrangian density for the scalar electrodynamics (SED) becomes

$$\mathcal{L}_{\text{SED}} = \mathcal{L}_{\text{LS}} + \mathcal{L}_{\text{EM}} + \mathcal{L}_{\text{int}}. \quad (396)$$

In order to carry out the canonical quantization of the scalar electrodynamics, we need the Hamiltonian density associated to $\mathcal{L}_{\text{SED}}$. Since the interaction term $\mathcal{L}_{\text{int}}$ does not contain time derivatives of the fields $A^\mu$, the canonically conjugate fields related to them are the same as those of the free-field case. As such, after the Legendre transformation leading from the Lagrangian to the Hamiltonian density we have $\mathcal{L}_{\text{EM}} \rightarrow \mathcal{H}_{\text{EM}}$, where $\mathcal{H}_{\text{EM}}$ is the standard free-field Hamiltonian density for the electromagnetic field [4, 5]. However, $\mathcal{L}_{\text{int}}$ contains terms involving time derivatives of the fields $\Psi$ and $\Psi^*$. This means that their canonically conjugate fields are different from the free-field case, which ultimately implies that $\mathcal{H}_{\text{int}}$ is no longer simply $-\mathcal{L}_{\text{int}}$. 
The new conjugate field to \( \Psi \) is
\[
\Pi_\Psi = \frac{\partial L_{SED}}{\partial (\partial_t \Psi)} = \frac{\partial L_{LS}}{\partial (\partial_0 \Psi)} + \frac{\partial L_{int}}{\partial (\partial_\Psi)} = \frac{1}{c} \left( \partial_0 \Psi^* + i \mu \Psi^* - \frac{i q}{\hbar} \Psi A^0 \right).
\]
(397)
In a similar way, the conjugate field to \( \Psi^* \) is
\[
\Pi_{\Psi^*} = \frac{1}{c} \left( \partial_0 \Psi - i \mu \Psi + \frac{i q}{\hbar} \Psi A^0 \right) = \Pi^*_\Psi.
\]
(398)
Using Eqs. (397) and (398), the Hamiltonian density
\[
H = \Pi_\Psi \partial_t \Psi + \Pi_{\Psi^*} \partial_t \Psi^* - L_{LS} - L_{int} + H_{EM}
\]
(399)
becomes
\[
H = H_{LS} + H_{EM} + H_{int},
\]
(400)
where \( H_{LS} \) and \( H_{EM} \) are, respectively, the free-field Hamiltonian densities for the Lorentz covariant Schrödinger and electromagnetic fields, while
\[
H_{int} = \frac{i q c}{\hbar} (\Pi_\Psi \Psi^* - \Pi_\Psi^* \Psi) A^0 + \frac{i q}{\hbar} (\Psi^* \partial_j \Psi) A^j
\]
\[
- \frac{q^2}{\hbar^2} \Psi^* \Psi A_\mu A^\mu + \frac{q^2}{\hbar^2} \Psi^* \partial_\mu A_\mu A^0.
\]
(401)
Equation (401) is formally the same as the one we would get if we had worked with the Klein-Gordon Lagrangian [5]. Here, however, the expressions for \( \Pi_\Psi \) and \( \Pi_{\Psi^*} \) are given by Eqs. (397) and (398) while in the Klein-Gordon case we do not have the terms \( i \mu \Psi^* \) and \( -i \mu \Psi \) in Eqs. (397) and (398), respectively.

In order to quantize Eq. (401), the independent field variables \( \Psi, \Psi^* \), \( \Pi_\Psi \), \( \Pi_{\Psi^*} \), and \( A^\mu \) are promoted to operators, satisfying the usual equal-time commutation relations. The commutation relations for the scalar fields are given in Eqs. (312) and (313) and the commutation relations for the four-vector potential can be found in Refs. [4, 5]. Also, to avoid ordering ambiguities among the operators as well as to eliminate non-physical vacuum contributions, we normal order all products of operators.

Going to the interaction picture we have
\[
H^I = H_{LS}^I + H_{EM}^I + H_{int}^I,
\]
(402)
where the operator \( O \) in the Heisenberg picture is connected to its representation in the interaction picture by the following unitary transformation,
\[
O^I = U(t) O U^\dagger(t).
\]
(403)
The unitary operator above is [4, 5]
\[
U(t) = e^{i H_0 t / \hbar} e^{-i H t / \hbar},
\]
(404)
with
\[
H_0^S = H_{LS}^S + H_{EM}^S
\]
(405)
being the total free-field Hamiltonian in the Schrödinger picture. Note that \( H_j^S = \int d^3 x H_j^S(t, x), j = LS \) or \( EM \). The quantity \( H = \int d^3 x H(t, x) \) is the complete Hamiltonian, having the same form in the Schrödinger and Heisenberg pictures.

In order to apply the Dyson series we have to write the interaction part of the Hamiltonian density in terms of operators in the interaction picture. Using Eqs. (401), the unitarity of \( U(t) \), and that \( U(t) \) does not depend on the spatial variables, we obtain with the help of Eq. (403),
\[
H_{int}^I = \frac{i q c}{\hbar} [\Pi_\Psi t |(\Psi^I)^\dagger - \Pi_{\Psi^I}^t] (A^I)^0
\]
\[
+ \frac{i q}{\hbar} [(\Psi^I)^\dagger \partial_j (\Psi^I)] (A^I)^j
\]
\[
- \frac{q^2}{\hbar^2} (\Psi^I)^\dagger A_\mu (A^I)^\mu
\]
\[
+ \frac{q^2}{\hbar^2} (\Psi^I)^\dagger A_0^0 (A^I)^0.
\]
(406)
We now eliminate the conjugate fields \( \Pi_\Psi \) and \( \Pi_{\Psi^I}^t \) in favor of the time derivatives of the fields \( \partial_\mu (\Psi^I)^\dagger \) and \( \partial_0 (\Psi^I)^\dagger \). To that end, we note first that
\[
\partial_\mu (\Psi^I)^\dagger = \partial_\mu (U \Psi U^\dagger)
\]
\[
(\partial_0 U) \Psi U^\dagger + U (\partial_\mu \Psi) U^\dagger + U \Psi (\partial_\mu U^\dagger).
\]
(407)
Using the definitions of \( U(t) \) and \( U^\dagger(t) \), a direct calculation leads to
\[
\partial_\mu U = - \frac{i}{\hbar c} U H_{int},
\]
(408)
\[
\partial_0 U^\dagger = \frac{i}{\hbar c} H_{int} U^\dagger.
\]
(409)
Moreover, \( \partial_0 \Psi \) is obtained from the time evolution of \( \Psi \) in the Heisenberg picture,
\[
\partial_0 \Psi = \frac{1}{i \hbar c} [\Psi, H].
\]
(410)
Inserting Eqs. (408), (409), and (410) into (407) we get
\[
\partial_0 \Psi^I = \frac{i}{\hbar c} U [H_0, (\Psi)] U^\dagger,
\]
(411)
where
\[
H_0 = H_{LS} + H_{EM}.
\]
(412)
Since \( H_{EM} \) has no dependence on the matter fields, it commutes with \( \Psi \) and Eq. (411) is reduced to
\[
\partial_0 \Psi^I = \frac{i}{\hbar c} U [H_{LS}, \Psi] U^\dagger.
\]
(413)
The commutator above, with the aid of Eqs. (240), (312), and (313), is given by

\[ [H_{LS}, \Psi(t, x)] = \int d^3x' [\mathcal{H}_{LS}(t, x'), \Psi(t, x)] \]

\[ = \int d^3x' e^2[\Pi_{\Phi}(t, x'), \Psi(t, x)]\Pi_{\Phi^\dagger}(t, x') \]

\[ + \int d^3x' i\hbar c^2 \Psi(t, x') [\Pi_{\Phi^\dagger}(t, x'), \Psi(t, x)] \]

\[ = -i\hbar c^2 \Pi_{\Phi^\dagger}(t, x) + \mu c \Psi(t, x). \tag{414} \]

Inserting Eq. (414) into (413) we finally get

\[ \partial_0 \Psi^I = c \Pi_{\Phi^\dagger} + i\mu \Psi^I. \tag{415} \]

An analogous calculation leads to

\[ \partial_0 (\Psi^I)^\dagger = c \Pi_{\Phi} - i\mu (\Psi^I)^\dagger. \tag{416} \]

Equations (415) and (416) are what we need to eliminate the conjugate fields in Eq. (406). Remembering that we are adopting the normal ordering prescription (we can freely write, for example, $(\Psi^I)^\dagger \Psi^I$ instead of $\Psi^I (\Psi^I)^\dagger$), we obtain

\[ \mathcal{H}_{int}^I = -\mathcal{L}_{int}^I + \frac{q^2}{\hbar^2} (\Psi^I)^\dagger \Psi^I A_0^I(A^I)^0, \tag{417} \]

where

\[ \mathcal{L}_{int}^I = \frac{iq}{\hbar} (\Psi^I)^\dagger \not\!{\partial}_\mu \Psi^I (A^I)^\mu + \frac{q^2}{\hbar^2} (\Psi^I)^\dagger \Psi^I A_\mu^I(A^I)^\mu \]

\[ - \frac{2\mu q}{\hbar} (\Psi^I)^\dagger \Psi^I (A^I)^0. \tag{418} \]

Note that $\mathcal{L}_{int}^I$ is invariant under a proper Lorentz transformation while the so-called “normal-dependent term” $(q^2/\hbar^2)(\Psi^I)^\dagger \Psi^I A_0^I(A^I)^0$ is not [5].

Equation (417) differs from the one we would obtain if we worked with the Klein-Gordon fields by the last term in Eq. (418),

\[ \frac{2\mu q}{\hbar} (\Psi^I)^\dagger \Psi^I (A^I)^0. \tag{419} \]

However, the extra term (419), together with the rest of $\mathcal{H}_{int}^I$, will not lead to different physical processes that are not contained in the Klein-Gordon theory.

To see this we rewrite Eq. (417) as

\[ \mathcal{H}_{int}^I = \frac{q}{\hbar} \left\{ i (\Psi^I)^\dagger \not\!{\partial}_\mu (\Psi^I)^\mu + 2\mu (\Psi^I)^\dagger \Psi^I (A^I)^0 \right\} \]

\[ + \frac{q^2}{\hbar^2} (\Psi^I)^\dagger \Psi^I A_0^I(A^I)^0 - (\Psi^I)^\dagger \Psi^I A_\mu^I(A^I)^\mu. \tag{420} \]

In Eq. (420) we have grouped terms proportional to the charge $q$ and those proportional to $q^2$.

If we now insert Eq. (393) into (420) we obtain

\[ \mathcal{H}_{int}^I = \frac{q}{\hbar} \left\{ i (\Psi^I)^\dagger \not\!{\partial}_\mu (\Phi^I)^\mu \right\} \]

\[ + \frac{q^2}{\hbar^2} (\Psi^I)^\dagger \Phi^I A_0^I(A^I)^0 - (\Psi^I)^\dagger \Phi^I A_\mu^I(A^I)^\mu. \tag{421} \]

Note that terms proportional to $q$ and $q^2$ in Eq. (420) are respectively mapped to the ones proportional to $\Psi^I$ in Eq. (421).

Furthermore, Eq. (421) is exactly the interaction Hamiltonian density we obtain when dealing with the Klein-Gordon theory and it is not difficult to see that the free-field Hamiltonians are all transformed to the ones of the Klein-Gordon theory after Eq. (393). Therefore, the $S$-matrix of the Klein-Gordon and Lorentz covariant Schrödinger theories are the same. This implies, using the same arguments given in Sec. VII F, that in the framework of scalar electrodynamics both theories lead to equivalent predictions when it comes to scattering and decay processes.

### H. Breaking Lorentz invariance

The equivalence between the Klein-Gordon and the Lorentz covariant Schrödinger theories established above is only valid for Lorentz invariant Lagrangian densities (actually, being more general, we just need Lorentz invariant actions). If we introduce, nevertheless, interaction terms breaking Lorentz invariance, we can have certain processes that only occur in the Lorentz covariant Schrödinger theory.

For example, consider the following interaction term (as always, normal ordering is implied, and here it is also implied an adjoint term in order to have a Hermitian Hamiltonian),

\[ \mathcal{H}_{int} \propto \Psi(\Psi^I)^3. \tag{422} \]

This term is not Lorentz invariant since after a proper Lorentz transformation we have, according to Eq. (14),

\[ \Psi(x)|\Psi^I(x)|^3 \rightarrow e^{-i\omega(x)/\hbar} \Psi(x)|\Psi^I(x)|^3. \tag{423} \]

The analogous term for the Klein-Gordon theory, namely, $\Phi(\Phi^I)^3$, is invariant under a proper Lorentz transformation since in this case $\Phi \rightarrow \Phi$.

An interaction term such as (422) allows, among other processes, for an antiparticle to rest to decay into two particles and one antiparticle, all of them at rest too (see the left panel of Fig. 3). This process is kinematically forbidden for the Klein-Gordon theory, violating conservation of energy, while for the Lorentz covariant Schrödinger theory the total energy and momentum can be made equal before and after the decay.

This can be seen by noting that to first order in perturbation theory (at the tree level), this process is associated to the initial state $|a_{in}\rangle = b_{k_1}^1|0\rangle$ and to the final state $|a_{out}\rangle = b_{k_3}^1 a_{k_2}^1 a_{k_1}^1|0\rangle$. A non-null probability amplitude is obtained using the following term coming from (422),

\[ \Psi^-|\Psi^I\rangle^2|\Psi^I\rangle^+, \tag{424} \]

where $\Psi^-|\Psi^I\rangle^2$ destroys the antiparticle, $\Psi^-$ creates another antiparticle, and $|\Psi^I\rangle^2$ creates the remaining
two particles. The previous field operators are defined by noting that we can write \( \Psi = \Psi^+ + \Psi^- \) and \( \Psi^\dagger = (\Psi^+)\dagger = (\Psi^-)\dagger \), which after Eq. (315) can be explicitly written as

\[
\Psi^+(x) = \int d^3k f_k e^{ikx} e^{-i\alpha_k x} a_k, \quad (425)
\]
\[
\Psi^-(x) = \int d^3k f_k e^{ikx} e^{i\alpha_k x} b_k^\dagger, \quad (426)
\]
\[
[\Psi^\dagger(x)]^- = \int d^3k f_k e^{-i\alpha_k x} a_k, \quad (427)
\]
\[
[\Psi^\dagger(x)]^+ = \int d^3k f_k e^{-i\alpha_k x} e^{-i\alpha_k x} b_k^\dagger, \quad (428)
\]
where

\[
f_k = \left[ \frac{\hbar^2}{(2\pi)^3 2\omega_k} \right]^{1/2}, \quad (429)
\]
\[
k^0 = \sqrt{\omega_k/c} = E_k/(\hbar c), \quad (430)
\]
\[
E_k = \sqrt{m^2c^4 + \hbar^2 c^2|k|^2}. \quad (431)
\]

Suppressing the superscript \( I \) that indicates operators in the interaction picture, Eqs. (375), (376), and (424) give to first order in perturbation theory

\[
S_{fi}^{(1)}(I) = \langle \alpha_{out}\lvert S^{(1)}\rvert \alpha_{in}\rangle, \quad (432)
\]

where

\[
S^{(1)} = -\frac{i}{\hbar c} \int d^4x \mathcal{H}_{int} = -\frac{ig}{\hbar c} \int d^4x \Psi^- (x) \{ [\Psi^\dagger(x)]^- \} [\Psi^\dagger(x)]^+, \quad (433)
\]

with \( g \) being the effective coupling constant associated to this process. If we now use Eqs. (425)-(428) and the explicit expansion for \( |\alpha_{in(out)}\rangle \) we get

\[
S_{fi}^{(1)} = -\frac{ig}{\hbar c} \int d^4x d^3q_1 \cdots d^3q_4 f_{q_1} \cdots f_{q_4} e^{-i[2\mu x^0 + (q_4 - q_1 - q_2 - q_3) x]} \langle 0\lvert |a_k a_{k_3} a_{k_4} a_{k_1} b_{k_1} b_{k_2} b_{k_3} b_{k_4}^\dagger|0\rangle. \quad (434)
\]

A direct calculation using the commutation relations given by Eq. (309) leads to

\[
\langle 0\lvert |a_k a_{k_3} a_{k_4} a_{k_1} b_{k_1} b_{k_2} b_{k_3} b_{k_4}^\dagger|0\rangle = \langle k_{k_3} - q_4 - (k_{k_1} - q_1 - k_{k_2} - q_2) \rangle \delta^{(3)}(k - q_4) \delta^{(3)}(k_{k_3} - q_4) \delta^{(3)}(k_{k_1} - q_1) \delta^{(3)}(k_{k_2} - q_2) \delta^{(3)}(k_{k_3} - q_3). \quad (435)
\]

Inserting Eq. (435) into (434), and noting that by relabeling the integration variables the two terms in Eq. (435) give the same contribution, we get

\[
S_{fi}^{(1)} = -\frac{2ig}{\hbar c} \int d^4x f_k f_{k_1} f_{k_2} f_{k_3} e^{-i(2\mu x^0 + (k - k_{k_1} - k_{k_2} - k_{k_3}) x)} e^{i(k - k_{k_1} - k_{k_2} - k_{k_3}) \cdot x} \quad (436)
\]

To arrive at the last line we employed the integral representation of the Dirac delta function.

The two Dirac delta functions in Eq. (436) are related to the conservation of energy and linear momentum for the present process, i.e., \( S_{fi}^{(1)} \) is different from zero only if the arguments of the delta functions are zero. Considering the decaying particle at rest, we have \( \hbar c k = mc^2 \) and \( k = 0 \). Thus, conservation of energy leads to

\[
2\mu + k^0 - k_1^0 - k_2^0 - k_3^0 = 0,
\]
\[
2\mu + \hbar c k^0 - \hbar c k_{k_1}^0 = 0,
\]
\[
2mc^2 - E_{k_1} - E_{k_2} - E_{k_3} = 0. \quad (437)
\]

But \( E_{k_j} = \sqrt{m^2c^4 + \hbar^2 c^2|k_j|^2} \leq mc^2 \), for \( j = 1, 2, 3 \). Therefore, we can only satisfy

\[
E_{k_1} + E_{k_2} + E_{k_3} = 3mc^2 \quad (438)
\]

if \( k_j = 0 \), i.e., all particles are at rest after the decay. Note that the momentum conservation equation are automatically satisfied if \( k = k_j = 0 \).

We could have anticipated the possibility of this decay process by noting that for the Lorentz covariant Schrödinger theory, the particle and antiparticles have different energies, \( E^+ = -mc^2 + E_k \) and \( E^- = mc^2 + E_k \), respectively [see Eqs. (302), (316), and (319)]. Hence, if we look at the Feynman diagram for this process (left panel of Fig. 3), energy conservation leads to

\[
E_k = E_{k_1}^+ + E_{k_2}^+ + E_{k_3}^+, \quad (439)
\]

which is exactly what we obtain according to Eq. (436).
if we use the definition of $E_k^{\pm}$.

![Feynman diagrams in momentum space showing two possible processes for the Lorentz covariant Schrödinger theory when we introduce interaction terms that break Lorentz invariance. These two processes are kinematically forbidden for the Klein-Gordon theory subjected to analogous interaction terms. Left panel: An antiparticle (b-particle) with momentum $k$ and energy $E_k^+$ decays into another antiparticle and two particles (a-particles). The energies of the particles are $E_{k_1}$ and $E_{k_2}$. We can represent this process by the following equation, $b \rightarrow baa$. Note that the process is kinematically forbidden. Right panel: An antiparticle decays into a photon and a particle, $b \rightarrow a\gamma$. The processes are all kinematically forbidden.

For Lorentz invariant interactions, which we have seen must always be built with bilinear terms such as $\Psi\Psi^\dagger$, this gap of energy between particles and antiparticles gets “averaged out”. This happens because we always have an equal number of $e^{-i\omega x^0}$ and $e^{i\omega x^0}$ when we employ the field expansions to do any calculation [see, for instance, Eqs. (425)-(428)]. However, when we have an interaction term breaking Lorentz invariance, we no longer have a balanced number of $e^{\pm i\omega x^0}$ in the field expansions. This is why the previous process does not violate energy-momentum conservation and why we have $S_{int}^{(1)}$ as given by Eq. (436).

We can also have processes involving photons that are not seen in the Klein-Gordon theory but that are present in the Lorentz covariant Schrödinger theory if we introduce appropriate Lorentz invariance-breaking terms in the interaction Hamiltonian density. For instance, internal actions such as

$$ (\Psi^\dagger \partial_\mu \Psi^\dagger) A^\mu \text{ or } \Psi^\dagger \Psi^\dagger A^\mu $$

allow for the possibility of an antiparticle decaying into a particle and a photon (see the right panel of Fig. 3).

The equation expressing the conservation of energy for this process is

$$ E_k^- = E_k^++E_{k\gamma}, \quad \text{(441)} $$

which in the rest frame of the decaying particle ($k=0$) becomes

$$ mc^2 + E_k = -mc^2 + E_k' + E_{k\gamma}, \quad 2mc^2 = -mc^2 + E_k' + E_{k\gamma}. \quad \text{(442)} $$

Equation (442) tells us that we must have

$$ E_k' + E_{k\gamma} = 3mc^2, \quad \text{(443)} $$

which cannot be satisfied because the right hand side must be greater than $mc^2$.

Before we move on it is worth mentioning two points concerning the previous results. First, the Lorentz covariant Schrödinger theory supplemented with appropriate interaction terms that break Lorentz invariance might lead to simple and useful effective field theories to describe condensed matter physical process. Indeed, in a condensed matter system there is a “privileged” inertial frame, namely, the condensed matter system itself, and the introduction of Lorentz invariance-breaking interactions is not a serious threat to the modeling of the interactions among pseudo-particles within it.

Second, the asymmetry in the decay rates associated with particles and antiparticles, due to the introduction of interaction terms breaking Lorentz invariance, points to a possible way to understand the asymmetry between matter and antimatter in our universe [25]. As we previously remarked, the introduction of an interaction term such as $\Psi(\Psi^\dagger)^3$ implies that only the decay $b \rightarrow baa$ is possible (see left panel of Fig. 3), while the corresponding process obtained by exchanging the roles of particles with antiparticles, $a \rightarrow abb$, is kinematically forbidden. Therefore, for an initially symmetric distribution of matter and antimatter, the asymmetry in the previous two decay channels will eventually lead to an asymmetry in the matter and antimatter distribution (baryogenesis).

---

17 For the Klein-Gordon theory, the analogue of Eq. (439) is $E_k = E_{k_1} + E_{k_2} + E_{k\gamma}$, which can never be satisfied. Indeed, in the rest frame of the antiparticle with momentum $k$ we have $E_k = mc^2$ while the right hand side is always greater or equal to $3mc^2$. Also, to obtain the same predictions associated with the Lorentz covariant Schrödinger theory when the fields interact according to $H_{int} \propto \Psi(\Psi^\dagger)^3$, we need for the Klein-Gordon theory an interaction given by $H_{int} \propto e^{-i2\mu x_0} \Phi(\Phi^\dagger)^3$, a very unnatural interaction term.
And if this asymmetry in the decay channels is always present and not counterbalanced by any other process, in the long run there will be practically no antimatter in the universe.

Note that the underlying reason for the asymmetry in the two decay channels above is the gap in the mass between particle and antiparticle naturally present in the Lorentz covariant Schrödinger theory and no extra fields or interactions are needed to obtain an asymmetric behavior between matter and antimatter [26–29]. On one hand, for Lorentz invariant interactions, this mass difference is effectively suppressed and no asymmetry between matter and antimatter is observed. On the other hand, for interaction terms violating Lorentz invariance, the mass gap becomes relevant, leading to an asymmetry between matter and antimatter [26–29]. On one hand, for Lorentz invariant interactions, this mass difference is effectively suppressed and no asymmetry between matter and antimatter is observable.

Is it possible to come up with a Lorentz invariant Lagrangian and the following question naturally arises: (1) Is there a fundamental physical process leading to the violation of the Lorentz invariance of the Lorentz covariant Schrödinger theory? What causes it? Can it be traced back to the presence of a background gravitational field? Is this Lorentz invariance-breaking process a feature of the present day universe or it was relevant in its beginning, being suppressed during its evolution? (2) Can we find a Lorentz invariant theory that gives different masses for particles and antiparticles and, at the same time, leads to an asymmetry in the decay of particles and antiparticles as described above? Can it be done without violating the CPT-theorem, or at least without violating its extension, the CPTM-theorem as given in this work?

VIII. GENERALIZING THE LORENTZ COVARIANT SCHRODINGER EQUATION

If we look at the second term of the Lagrangian density (230), we realize that there is no derivatives in the spatial variables and the following question naturally arises: Is it possible to come up with a Lorentz invariant Lagrangian density where the four space-time derivatives appear on an equal footing? Furthermore, and similarly to the Lorentz covariant Schrödinger fields of the previous sections, can this be done in such a way that this Lagrangian density yields the same predictions of the Klein-Gordon one if we restrict ourselves to Lorentz invariant interactions? Our goal in this section is to show that the answers to those questions are affirmative.

A. Obtaining the Lagrangian density and the transformation law for \( \Psi(x) \)

We start with the following Hermitian Lagrangian density ansatz,

\[
L = \partial_\mu \Psi \partial^\mu \Psi^* + i \kappa^\mu \Psi^* \partial_\mu \Psi - i (\kappa^\mu)^* \Psi \partial_\mu \Psi^*, \tag{445}
\]

where \( \kappa^\mu \) does not transform like a four-vector under a Lorentz transformation. It is just a shorthand notation for the four constants \( \kappa^0, \kappa^1, \kappa^2, \kappa^3 \). We will see later that \( \kappa^\mu \) must be a real quantity to guarantee the Lorentz invariance of the Lagrangian density (445) and that \( \kappa^2 = \kappa_\mu \kappa^\mu = \mu^2 = m^2 c^2 / \hbar^2 \), with \( m \) being the rest mass of a Klein-Gordon scalar particle, if we want the present theory to be equivalent to the Klein-Gordon theory. Also, if \( \kappa^0 = \mu \) and \( \kappa^3 = 0 \), we recover the Lorentz covariant Schrödinger Lagrangian density previously studied.

Under an infinitesimal proper Lorentz transformation (spatial rotations or boosts), the space-time coordinates in the rest frames \( S \) and \( S' \) are connected by the following relation,

\[
x^\mu = x'^\mu - \epsilon^{\mu\nu} x'_\nu, \tag{446}
\]

where \( |\epsilon^{\mu\nu}| \ll 1 \) and \( \epsilon^{\mu\nu} = -\epsilon^{\nu\mu} \). The antisymmetry of \( \epsilon^{\mu\nu} \) is a consequence of the invariance of the norm of the four-vector \( x^\mu \) under a proper Lorentz transformation. The derivative transforms according to

\[
\partial_\mu = \partial_{\mu'} - \epsilon_{\mu\nu} \partial_{\nu}'. \tag{447}
\]

We also assume that under an infinitesimal proper Lorentz transformation, the wave function \( \Psi(x) \) and \( \Psi(x') \) are connected by

\[
\Psi(x) = e^{\pm i b_\mu x^\nu} \Psi(x'), \tag{448}
\]

where \( b_\mu \) is real and of the order of \( \epsilon_{\mu\nu} \).

Inserting Eqs. (447) and (448) into (445), we get to first order in \( \epsilon_{\mu\nu} \),

\[
\mathcal{L} = \partial_\mu \Psi^* \partial^\mu \Psi^* + i \kappa^\mu \Psi^* \partial_\mu \Psi - i (\kappa^\mu)^* \Psi \partial_\mu \Psi^* - \frac{|\Psi|^2}{\hbar} [\kappa^\mu + (\kappa^\mu)^*] b_\mu - i \left( \frac{b^\mu}{\hbar} + \epsilon^{\mu\nu} \kappa_\nu \right) \Psi^* \partial_\mu \Psi^* + O(|\epsilon_{\mu\nu}|^2). \tag{449}
\]

Comparing Eqs. (445) and (449), we see that they have the same form if

\[
|\kappa^\mu + (\kappa^\mu)^*| b_\mu = 0, \tag{450}
\]

\[
\frac{b^\mu}{\hbar} + \epsilon^{\mu\nu} \kappa_\nu = 0, \tag{451}
\]

\[
\frac{b^\mu}{\hbar} + \epsilon^{\mu\nu} (\kappa_\nu)^* = 0. \tag{452}
\]

The last two equations imply that \( (\kappa_\nu)^* = \kappa_\nu \), i.e., \( \kappa_\nu \) is real, and that

\[
b^\mu = \hbar \epsilon_{\mu\nu} \kappa_\nu. \tag{453}
\]

where we used the antisymmetry of \( \epsilon^{\mu\nu} \) to express the right hand side as shown above. Inserting Eq. (453) into the left hand side of (450), and noting that \( \kappa^\mu \) is real and that \( \epsilon_{\mu\nu} \) is antisymmetric, we get

\[
2 \hbar \epsilon_{\mu\nu} \kappa^\mu \kappa^\nu = \hbar (\epsilon_{\mu\nu} + \epsilon_{\nu\mu}) \kappa^\mu \kappa^\nu = 0. \tag{454}
\]
Thus, Eqs. (450)-(452) are all satisfied if $b^\mu$ is given by Eq. (453).

This means that under an infinitesimal proper Lorentz transformation, the Lagrangian density\textsuperscript{18}
\begin{equation}
\mathcal{L} = \partial_\mu \Psi \partial^\mu \Psi^* + i\kappa^\mu \Psi^* \partial_\mu \Psi, \tag{455}
\end{equation}
with $\kappa^\mu$ real and constant, is invariant if $\Psi$ transforms as
\begin{equation}
\Psi(x) \rightarrow e^{-i\tau_{\mu\nu}\kappa^\nu x^\nu}\Psi(x). \tag{456}
\end{equation}

To arrive at the transformation law for $\Psi(x)$ under finite proper Lorentz transformations, we follow the usual prescription of implementing $N$ infinitesimal transformations and then letting $N \rightarrow \infty$. For instance, a counterclockwise rotation of $\phi$ radians about the $x^3$-axis gives [see Appendix B]
\begin{align*}
\Psi(x) & \rightarrow e^{i[\kappa^1(1-\cos \phi)-\kappa^2 \sin \phi]x^1} \\
& \times e^{i[\kappa^0 \sin \phi+\kappa^3(1-\cos \phi)]x^3}\Psi(x) \\
& \rightarrow e^{i((\kappa^1 x^1+\kappa^2 x^2)(1-\cos \phi)+\kappa^3 x^3 \sin \phi)\Psi(x).}
\end{align*}

Similarly, for a rotation of $\phi$ about the $x^1$-axis we get
\begin{equation}
\Psi(x) \rightarrow e^{i[\kappa^2 x^2+\kappa^3 x^3](1-\cos \phi)+(\kappa^2 x^2-\kappa^3 x^3) \sin \phi] \Psi(x).} \tag{457}
\end{equation}

The transformation law for a rotation about the $x^2$-axis is obtained from the previous one by relabeling the superscript indexes: $2 \rightarrow 3$ and $3 \rightarrow 1$.\textsuperscript{19}

Since from spatial rotations about the $x^3$ and $x^1$ axes we can build an arbitrary spatial rotation, it is sufficiently general to give only how $\Psi(x)$ transforms after a boost in a specified direction. For a boost along the $x^1$-axis characterized by $\beta$ we have [see Eq. (459)]
\begin{equation}
\Psi(x) \rightarrow e^{i[(\gamma-1)e_0^0-\gamma e_0^0]x^0+x^1(e_0^0-\gamma e_0^0)(\gamma-1)e_1^1 \Psi(x)}, \tag{459}
\end{equation}
where $\gamma = 1/\sqrt{1-\beta^2}$ is the Lorentz factor. To check the consistency of the calculations given in Appendix B, a direct calculation using Eqs. (457), (458), and (459), with the corresponding transformation laws for $\partial_\mu$, shows that the Lagrangian (455) is indeed invariant under those finite proper Lorentz transformations.

B. The wave equation and its solution

The Lagrangian density (455) leads to the following wave equation if we insert it into the Euler-Lagrange equation (226),
\begin{equation}
\partial_\mu \partial^\mu \Psi - 2i\kappa^\mu \partial_\mu \Psi = 0. \tag{460}
\end{equation}

Inserting the ansatz
\begin{equation}
\Psi(x) = e^{i(\kappa^\mu x^\mu \pm k_\mu x^\mu)} = e^{i(\kappa \pm k)x}, \tag{461}
\end{equation}
into Eq. (460) we get
\begin{equation}
(k^2 - k^2)\Psi = 0. \tag{462}
\end{equation}

We can only satisfy Eq. (462), and thus raise the ansatz (461) to the status of a solution to the wave equation, if
\begin{equation}
k^2 = \kappa^2 = (\kappa^\mu \kappa^\mu) = (mc/h)^2. \tag{463}
\end{equation}

Due to the linearity of the wave equation (460), its general solution is a linear combination of (461) comprising all values of $k$ compatible with the boundary conditions of the problem being solved.

So far the four real constants $\kappa^\mu$ are arbitrary. If we set $\kappa^3 = 0$ and $\kappa^0 = \mu = mc/h$, we get back to the Lorentz covariant Schrödinger equation. This shows that the latter equation is a particular case of the general wave equation we are now dealing with. As we show next, if $k^2 = \mu^2$, with $m$ interpreted as the rest mass of a scalar particle, we can connect the present wave equation with the Klein-Gordon equation in a straightforward way.

C. Connection with the Klein-Gordon equation

Building on our previous experience with the Lorentz covariant Schrödinger equation, we expect that the following relation will take us from the present wave equation to the Klein-Gordon one,
\begin{equation}
\Psi(x) = e^{i\kappa x^\mu \Phi(x)} = e^{i\kappa x^\mu \Phi(x)}. \tag{464}
\end{equation}

Using Eq. (464) we get that
\begin{align*}
\partial_\mu \partial^\mu \Phi &= (\partial_\mu \partial^\mu \Phi + 2i\kappa^\mu \partial_\mu \Phi - \kappa^2 \Phi)e^{i\kappa x}, \tag{465} \\
-2i\kappa^\mu \partial_\mu \Psi &= (2\kappa^2 \Phi - 2i\kappa^\mu \partial_\mu \Phi)e^{i\kappa x}, \tag{466}
\end{align*}
and thus the wave equation (460) becomes
\begin{equation}
\partial_\mu \partial^\mu \Phi + \kappa^2 \Phi = 0. \tag{467}
\end{equation}

The wave equation (467) is formally equivalent to the Klein-Gordon one and we have an exact match if
\begin{equation}
k^2 = \kappa^\mu \kappa^\mu = \mu^2 = (mc/h)^2, \tag{468}
\end{equation}
where $m$ is the rest mass of the scalar particle described by the Klein-Gordon equation. We can also show that Eq. (464) when inserted into the Lagrangian density (455) leads to the Klein-Gordon Lagrangian density if Eq. (468) is satisfied.
It is worth mentioning that we just need $\kappa^2 = \mu^2$ to identify the transformed wave equation with the Klein-Gordon one. In other words, out of the four real constants $\kappa^\mu$, only one is fixed by Eq. (468). Three of them are still free to be set to any value we wish. For an isotropic three-dimensional space, we expect all $\kappa^j$ to be equal. This reduces the free parameters to just one real constant. However, for condensed matter systems, where anisotropic physical systems are commonplace, the freedom to choose the values of $\kappa^j$ might be an important asset [30, 31].

D. Canonical quantization

We now start the canonical quantization of the generalized Lorentz covariant Schrödinger fields. We have two main goals in carrying out this task. First, we want to show that it is possible to implement this second quantization program to its logical completion without any contradiction. Then, for Lorentz covariant interactions, we want to show the equivalence between the just developed second quantized theory and Klein-Gordon’s.

1. Equal time commutation relations

The most general solution to the wave equation (460), now understood as an operator, can be written as

$$\Psi(x) = \Psi^+(x) + \Psi^-(x),$$

where

$$\Psi^+(x) = \int d\tilde{k}_+ a_k e^{i\kappa x} e^{-ikx},$$

$$\Psi^-(x) = \int d\tilde{k}_- b_k^\dagger e^{i\kappa x} e^{ikx},$$

and

$$k^0 = \sqrt{\kappa^2 + |k|^2},$$

$$d\tilde{k}_\pm = f_\pm(|k|) d^3 k.$$ (472) (473)

Requiring that the commutation relations for the creation and annihilation operators are given by Eqs. (309)-(311), the fields $\Psi$ and $\Psi^\dagger$ satisfy the equal time canonical commutation relations (312) and (313) if

$$f_+(|k|) = f_-(|k|) = f(|k|) = \left( \frac{\hbar^2}{2\pi} \right)^{1/2} \kappa^0, (474)$$

where

$$\hbar \omega_k = E_k = \hbar c k^0. (475)$$

The conjugate momenta to the fields are given by

$$\Pi_\Psi = \frac{1}{c} \partial_0 \Psi^\dagger + \frac{i \kappa^0}{c} \Psi^\dagger, (476)$$

$$\Pi_{\Psi^\dagger} = \frac{1}{c} \partial_0 \Psi - \frac{i \kappa^0}{c} \Psi, (477)$$

and they are connected to the Klein-Gordon ones as follows,

$$\Pi_\Psi = e^{-i\kappa x} \Pi_{\Psi^\dagger}, (478)$$

$$\Pi_{\Psi^\dagger} = e^{i\kappa x} \Pi_\Psi. (479)$$

2. Conserved quantities

Following the prescription given in Sec. VI, we now have the following expressions for the Hamiltonian, momentum, and charge densities (normal ordering always implied),

$$\mathcal{H} = \partial_0 \Psi \partial_0 \Psi^\dagger + \nabla \cdot \nabla \Psi^\dagger - \kappa \cdot \Psi^\dagger \Psi, (480)$$

$$c P^j = - \partial_0 \Psi \partial_j \Psi^\dagger - \partial_0 \Psi^\dagger \partial_j \Psi - i \kappa^0 \Psi^\dagger \Psi^\dagger, (481)$$

$$c Q^j = i \Psi^\dagger \partial_j \Psi + 2 \kappa^0 \Psi^\dagger \Psi. (482)$$

Note that now the charge current is given by

$$c J^j = i \Psi^\dagger \nabla \Psi + 2 \kappa^0 \Psi^\dagger \Psi.$$ (483)

Similarly to what we did for the Lorentz covariant Schrödinger fields, by inserting Eq. (469) into Eqs. (480)-(482), and then into Eqs. (248), (249), and (270), we obtain

$$H = \int d^3 k (\hbar \omega^\dagger_k a_k a_k + \hbar \omega_k b_k^\dagger b_k),$$

$$P^j = \int d^3 k (\hbar k_j^\dagger a_k + \hbar k^j b_k b_k),$$

$$Q^j = \int d^3 k [\hbar (a_k^\dagger b_k^\dagger - b_k^\dagger a_k^\dagger)] \right.$$ (484) (485) (486)

where

$$E^\pm_k = \hbar \omega^\pm_k = \mp \hbar c k^0 + E_k,$$ (487)

$$p^j_\pm = \hbar k^j_\pm = \mp \hbar c k^j + \hbar k^j.$$ (488)

In addition to the energy gap associated with a pair of particle and antiparticle characterized by the vector $k$, we also have a momentum gap. In contrast to the Lorentz covariant Schrödinger equation, we now have a complete symmetry between energy and momentum, which allows us to define the two four-vectors below,

$$p^\mu_\pm = (E^\pm_k, c p^j_\pm),$$ (489)

where $p_\pm = (p^1_\pm, p^2_\pm, p^3_\pm)$. Equation (489) gives the energy and momentum of a particle ($p^\mu_\pm$) and antiparticle ($p^\mu_\mp$) created, respectively, by $a_k^\dagger$ and $b_k^\dagger$ acting on the vacuum state.

When it comes to the discrete symmetries, we need to modify the operators that implement the parity, time reversal, and charge conjugation operations as follows.
The parity, time reversal, and charge conjugation operators are now defined as\(^{20}\)

\[
\mathcal{P}_\kappa \Psi(r, t)\mathcal{P}_\kappa^\dagger = \Psi(-r, t),
\]

\[
\mathcal{T}_\kappa \Psi(r, t)\mathcal{T}_\kappa^\dagger = \Psi(r, -t),
\]

\[
\mathcal{C}_\kappa \Psi(r, t)\mathcal{C}_\kappa^\dagger = \Psi^\dagger(r, t).
\]

In Eqs. (490)-(492) we have

\[
\mathcal{P}_\kappa = \mathcal{K}_1 \mathcal{P},
\]

\[
\mathcal{T}_\kappa = \mathcal{K}_1 \mathcal{T},
\]

\[
\mathcal{C}_\kappa = \mathcal{K}_2 \mathcal{C},
\]

where

\[
\mathcal{K}_1 f(\kappa^\mu) \mathcal{K}_1^\dagger = f(\kappa_\mu),
\]

\[
\mathcal{K}_2 f(\kappa^\mu) \mathcal{K}_2^\dagger = f(-\kappa^\mu).
\]

Here \(f(\kappa^\mu)\) is an arbitrary function of \(\kappa^\mu\) and \(\mathcal{P}, \mathcal{T},\) and \(\mathcal{C}\) are the standard parity, time reversal, and charge conjugation operators of the Klein-Gordon theory [see also Sec. VI C]. We should remark that \(\mathcal{P}\) and \(\mathcal{C}\) are unitary operators while \(\mathcal{T}\) is antiunitary.

Equation (497) generalizes the “mass conjugation” operation, Eq. (286), which is needed to correctly define a charge conjugation operation for the Lorentz covariant Schrödinger equation. The operation defined in Eq. (496), on the other hand, only changes the sign of the spatial components of \(\kappa^\mu\), i.e., \(\mathcal{K}_1 f(\kappa^0, \kappa) \mathcal{K}_1^\dagger = f(\kappa^0, -\kappa)\).

Using Eqs. (490)-(492), we can show that we get the expected behavior for properly defined parity, time reversal, and charge conjugation operations. Specifically, Eqs. (274)-(277), Eqs. (281)-(284), and Eqs. (288)-(291) are all satisfied. Furthermore, Eqs. (490)-(492) imply that the creation and annihilation operators satisfy the correct transformation laws, namely, Eqs. (321)-(324) and (329)-(330).

Similarly, the CPT-theorem, which in the present context should be more properly called the CPTM-theorem, is once more “saved” if we define the CPT operation as

\[
\Theta = \mathcal{C}_\kappa \mathcal{P}_\kappa \mathcal{T}_\kappa = \mathcal{K}_2 \mathcal{CPT}.
\]

To arrive at the last equality we used that \(\mathcal{K}_j\) commutes with \(\mathcal{C}, \mathcal{P},\) and \(\mathcal{T}\) and that \(\mathcal{K}_j^2\) is the identity operator. With this definition for the CPT operation, Eqs. (293)-(297) continue to hold for the generalized Lorentz covariant Schrödinger theory.

3. Arbitrary time commutators

A direct calculation gives

\[
[\Psi(x), \Psi^\dagger(x')] = \int d^3k [f(k)]^2 \left[ e^{-i(k-\kappa)(x-x')} - e^{i(k+\kappa)(x-x')} \right]
\]

\[
\times \left[ e^{-i\omega_k^\mu(t-t')} - e^{i\omega_k^\mu(t-t')} \right].
\]

Similarly to the Lorentz covariant Schrödinger fields, we can write the previous commutator as

\[
[\Psi(x), \Psi^\dagger(x')] = i\hbar \Delta_{GLS}(x - x'),
\]

where

\[
\Delta_{GLS}(x) = e^{i\kappa x} \Delta(x).
\]

Here the Lorentz invariant \(\Delta(x)\) is given by

\[
\Delta(x) = \frac{-i}{2\pi^3} \int d^4k \delta(k^2 - \kappa^2) e^{i(k^0)x} e^{-ikx},
\]

where all variables are real and integrated from \(-\infty\) to \(\infty\). Note that contrary to Eq. (341), we have \(\kappa^2\) instead of \(\mu^2\) inside the delta function.

The other non-null commutators are

\[
[\Pi_{\Psi}(x), \Pi_{\Psi^\dagger}(x')] = e^{-i\kappa(x-x')} \int d^3k [f(k)]^2 \left( \frac{\omega_k^2}{c^2} \right)
\]

\[
\times \left[ e^{-i\kappa(x-x')} - e^{i\kappa(x-x')} \right]
\]

\[
\times \left[ e^{-i\omega_k^\mu(t-t')} - e^{i\omega_k^\mu(t-t')} \right].
\]

And

\[
[\Psi(x), \Pi_{\Psi}(x')] = e^{i\kappa(x-x')} \int d^3k [f(k)]^2 \left( \frac{\omega_k}{c^2} \right)
\]

\[
\times \left[ e^{-i\kappa(x-x')} + e^{i\kappa(x-x')} \right]
\]

\[
\times \left[ e^{-i\omega_k^\mu(t-t')} + e^{i\omega_k^\mu(t-t')} \right].
\]

4. The Feynman propagator

The Feynman propagator, which we call \(\Delta_{GLS}(x)\), is given by

\[
\Delta_{GLS}(x) = h(x^0)\Delta_{GLS}^+(x) - h(-x^0)\Delta_{GLS}^-(x),
\]

where

\[
\Delta_{GLS}^\pm(x) = e^{i\kappa x} \Delta_{GLS}^\pm(x).
\]

\(^{20}\) Note that to simplify notation we are not using the symbol “ˆ” to denote operators as we did in Sec. VI C.
Here $\Delta^k(x)$ are the standard delta functions appearing in the analysis of the Klein-Gordon propagator, with all quantities that are functions of $\mu^2$ changed to functions of $k^2$ [Eq. (339) with $k^0$ and $\omega_k$ expressed as functions of $k^2$ instead of $\mu^2$].

Alternatively, using Eqs. (505) and (506) we have

$$\Delta_{GLS}(x) = e^{ikx}\Delta_F(x),$$

with

$$\Delta_F(x) = \frac{1}{(2\pi)^4} \int d^4k \frac{e^{-ikx}}{k^2 - \kappa^2 + i\epsilon}.$$  \hspace{1cm} (508)

Here $\eta \ll 1$, $\epsilon = 2\eta\omega_k/c$, and all variables are real and integrated from $-\infty$ to $\infty$. As usual, the limit $\epsilon \to 0$ is implied after the integration is made.

E. Connection with the Klein-Gordon theory

We divide the forthcoming analysis in two parts. First, we show that the $S$-matrix describing a given process (scattering or decay) involving the generalized Lorentz covariant Schrödinger fields is equal to the $S$-matrix one obtains modeling the same process using Klein-Gordon fields. This only happens for interactions that are invariant under a proper Lorentz transformation.

Second, we show that the same $S$-matrix leads to the same scattering cross section (or decay rate) for both theories. This apparently trivial result should be properly discussed since the generalized Lorentz covariant Schrödinger Lagrangian and the Klein-Gordon Lagrangian lead to formally different expressions for the current density vector (flux of particles), an important quantity employed in the definition of a scattering cross section.

1. Equivalence of the $S$-matrices

For interactions of the type given by Eq. (384), with the $(\lambda/4)(\Psi\Psi^\dagger)^2$ interaction being a particular example, the equivalence of the $S$-matrices is proved using exactly the same arguments and steps employed in the corresponding proof given before for the Lorentz covariant Schrödinger fields. The only difference, a formal one that does not change the arguments used in the previous proof, is that instead of Eqs. (377) and (378) we now have according to Eqs. (464) and (478),

$$\Psi^I(x) = e^{ikx}\Phi^I(x),$$

$$\Pi^I_\mu(x) = e^{-ikx}\Pi^I_\mu(x).$$

Furthermore, since in the present case the conjugate momenta to the fields are the same as the ones associated with the Lorentz covariant Schrödinger fields, the proof of the equivalence of the $S$-matrices when we include electromagnetic interactions is almost the same as the one given in Sec. VII G. Note that the conjugate momenta do not change because the new extra terms appearing in the Lagrangian density describing the generalized Lorentz covariant Schrödinger fields do not depend on time derivatives.

Repeating the same calculations given in Sec. VII G, we obtain in the interaction picture the following Hamiltonian density describing the electromagnetic interaction among the fields,

$$\mathcal{H}^I_{int} = -\mathcal{L}^I_{int} + \frac{q^2}{\hbar^2} (\Psi^I)^\dagger\Psi^I A^I_\mu A^I_\mu,$$

where

$$\mathcal{L}^I_{int} = -i\frac{q}{\hbar} (\Psi^I)^\dagger \frac{\partial}{\partial \mu} \Psi^I |A^I_\mu|^2 + \frac{q^2}{\hbar^2} (\Psi^I)^\dagger \Psi^I A^I_\mu A^I_\mu,$$  \hspace{1cm} (512)

If we now use Eq. (509), a direct calculation shows that Eq. (511) is transformed to Eq. (421), the interaction Hamiltonian density for the Klein-Gordon theory. Using the same arguments given in Sec. VII G, this fact is enough to establish the equivalence between the $S$-matrix of the present theory and the $S$-matrix coming from the Klein-Gordon theory.

2. Equivalence of the scattering cross sections

If we analyze the standard way to define a differential cross section for a given process [4, 5], we realize that the following three distinct steps are taken to arrive at an experimentally meaningful quantity:

(1) Terms like $|(2\pi)^4!\delta^4(\sum k^\prime_{\text{final}} - \sum k_{\text{initial}})|^2$ are identified with $VT(2\pi)^4!\delta^4(\sum k^\prime_{\text{final}} - \sum k_{\text{initial}})$, where $V$ and $T$ represent, respectively, a finite volume (box normalization for plane waves) and the duration of the experiment. Here $\sum k^\prime_{\text{final}} - \sum k_{\text{initial}}$ denotes the conservation of energy and momentum written in terms of the four-wave vector. The most common situation is the one where we have $k_1$ and $k_2$, two initial particles, and two or more final ones.

(2) The calculation of the transition probability per unit time, $w = |S_{fi}|^2/T$, where $S_{fi}$ is the shorthand notation for the probability amplitude describing a given process.

(3) The definition of the differential scattering cross section as

$$d\sigma = \frac{w}{\prod_{j} V d^3k^\prime_{\text{final}}/(2\pi)^3},$$  \hspace{1cm} (513)

where $|j|$ is the magnitude of the flux of incoming particles and $\prod_{j} V d^3k^\prime_{\text{final}}/(2\pi)^3$ represents a
group of final particles with wave numbers in the interval \( k_{\text{final}} \) and \( k_{\text{final}} + dk'_{\text{final}} \). Also, the normalization adopted for the wave functions is one particle per volume \( V \).

Since we have proved the equivalence of the S-matrices, items (1) and (2) above are easily seen to be the same whether we deal with the Klein-Gordon or with the generalized Lorentz covariant Schrödinger fields. Item (3), however, deserves a little more thought. To prove that it is equivalent for both theories, we have to show the equivalence of the incident particle flux \( j \).

The flux associated with the generalized Lorentz covariant Schrödinger equation, given by Eq. (483), can be written as

\[
j = -\frac{i\hbar}{2m} (\Psi^\dagger \nabla \Psi + 2i\kappa \Psi^\dagger \Psi). \tag{514}
\]

In the above expression we are using the first quantization non-relativistic normalization \(-i\hbar/(2m)\) for the flux for reasons that will become clear in a moment. If we now use Eq. (464), Eq. (514) becomes

\[
j = -\frac{i\hbar}{2m} \Psi^\dagger \nabla \Psi, \tag{515}
\]

which is the incident particle flux we obtain working directly with the Klein-Gordon equation.

To better appreciate the equivalence of both fluxes, we explicitly compute \( j \) for the two cases of interest here. For simplicity, we will work at the first quantization level.

For the Klein-Gordon equation, and assuming the target at rest, the plane wave normalized to one particle per volume representing an incident flux of particles with four-wave number \( k^\mu \) is given by

\[
\Phi(x) = \frac{1}{\sqrt{V}} e^{-i k x}. \tag{516}
\]

A direct calculation using Eq. (515) gives

\[
j = \frac{\hbar k}{m} |\Phi|^2 = \frac{p}{mV} = \frac{v}{V}, \tag{517}
\]

where we have made the identification of \( \hbar k \) with the Klein-Gordon particle’s momentum and \( p/m \) with its velocity \( v \).

On the other hand, the solution to the generalized Lorentz covariant Schrödinger equation representing a particle with four-wave number \( k^\mu \) is

\[
\Psi(x) = \frac{1}{\sqrt{V}} e^{i k x} e^{-i k x}. \tag{518}
\]

Using Eq. (514) we get

\[
j = \frac{\hbar k}{m} |\Psi|^2 = \frac{\hbar k}{m} |\Phi|^2 = \frac{\hbar k}{m V}, \tag{519}
\]

which is clearly the same flux \( j \) we obtain working with the Klein-Gordon fields, proving thus the complete equivalence between both theories.

Before closing this section, we would like to reinforce once more that the above analysis, in particular the equivalence of the S-matrices, is only true for a Lorentz invariant Lagrangian. The same arguments given in Sec. VII H apply here. Therefore, for interaction terms breaking Lorentz invariance, we can have certain types of decay and scattering processes that are impossible to happen in the Klein-Gordon theory.\(^{21}\)

IX. CONCLUSION

The original motivation leading to this work, on one hand, stems from the fact that the great majority of physical observables in the framework of quantum field theory are bilinear functions of the fields. In non-relativistic quantum mechanics we also have that the experimentally relevant quantities are almost always functions of the probability density \( \Psi(x)\Psi^\dagger(x) \), a bilinear function of the wave function. Therefore, working either with \( \Psi(x) \) or \( e^{i \Psi(x)} \Psi(x) \), where \( f(x) \) is an arbitrary function of the spacetime coordinates, we obtain the same predictions.

On the other hand, in classical and quantum field theories one usually defines a complex scalar field as a quantity that is itself invariant under a given symmetry transformation: \( \Psi(x) \rightarrow \Psi(x) \). However, it is clear that whenever bilinear functions of the fields are associated with observable quantities, we only need those bilinears to be invariant under that symmetry operation to obtain invariant physical results. In other words, by assuming the more general transformation rule for the fields, \( \Psi(x) \rightarrow e^{i f(x)} \Psi(x) \), we should get in principle an equivalent description for a physical system whose observables are bilinear functions of those fields. Therefore, we revisited the classical and quantum field theories of complex scalar fields assuming from the start the more general transformation law for the fields when they are subjected to a symmetry operation. We wanted to check if we could consistently develop those field theories

\(^{21}\)Note also that the previous equivalence proof between the two theories assumed two types of possible interactions: self-interactions and electromagnetic interactions. It is possible that whenever we have a consistent quantum field theory of gravitation, the Klein-Gordon and the Lorentz covariant Schrödinger theories will show different predictions even if a fully Lorentz invariant interaction is present. The reason for such a guess is related to the fact that the mass(energy) and momentum gap may not be trivially “averaged out” if a consistent quantum gravity theory is built. More intuitively, “negative” masses will reduce the usual contribution of positive masses in generating a gravitational field. However, as we showed in Sec. VII C 5, the mathematical framework of the Lorentz covariant Schrödinger Lagrangian can be adjusted to accommodate particles and antiparticles attracting or repelling each other gravitationally, at least at the level of Newtonian static gravitational fields. Therefore, at our present level of understanding, the issue of how particles and antiparticles interact in the framework of the Lorentz covariant Schrödinger theory is left as an open problem.
to their logical conclusion, comparing the final products with current complex scalar field theories based on the more simple transformation law, where it is assumed that \( f(x) \) is either zero or a non-null constant.

As we showed in this work, we can indeed build logically consistent classical and quantum field theories assuming the more general transformation law for the fields under a symmetry operation. In particular, we showed that it is possible to have a Lorentz covariant theory if we assume that the complex scalar field \( \Psi(x) \) transforms according to the more general prescription above under proper Lorentz transformations (boosts or spatial rotations). With the aid of very natural auxiliary assumptions, namely, linearity and a wave equation with at most second order derivatives, we obtained the Lagrangian, the corresponding wave equation, and the function \( f(x) \) that give the most general Lorentz covariant theory in this scenario. We also determined under what conditions the complex scalar field theories here developed match the Klein-Gordon theory and under what conditions we may have different predictions. It turned out that for Lorentz invariant self-interactions and for electromagnetic interactions, we can make the present theories equivalent to the Klein-Gordon theory. For interaction terms that violate Lorentz invariance, however, we showed by giving explicit examples that the present theories are no longer equivalent to Klein-Gordon's.

In addition to the formal development of the present complex scalar field theories, we applied them to describe several physical systems. This helped us to become familiarized with the new concepts introduced along the logical construction of the theory. Of the many physical systems we studied, we would like to call attention to our investigations about the bound states and the scattering cross sections associated with two interacting charged particles, where both the electromagnetic and gravitational interactions were simultaneously included to model the interaction between them. The electromagnetic interaction entered via the minimal coupling prescription while gravity was introduced via an external potential. We obtained the exact solution for the bound state problem and computed perturbatively the differential scattering cross section when dealing with the corresponding scattering problem. We also estimated the order of magnitude of the charges and masses of the particles in which gravitational effects can no longer be discarded.

During our studies a few unexpected results emerged. The first one showed up already at the first quantization level. We observed that the eigenenergies associated with the plane wave solutions to the Lorentz covariant Schrödinger equation implied that particles and antiparticles no longer had degenerated relativistic energies and, intriguingly, we observed that we could only exchange the roles of particles with antiparticles if, in addition to changing the sign of the charge, we also changed the sign of the mass for all physical quantities depending on it. This suggested that we could assign “negative” masses to the antiparticles. A full understanding of this fact was possible when we second quantized the theory, where it was noted that this interpretation for the mass sign of the antiparticle is actually necessary for the logical consistency of the theory. This became apparent when we dealt with the charge conjugation operation. It could only be consistently defined if, and only if, we extended its standard definition such that the charge conjugation operator anticommuted with functions of the mass of the particle. In other words, the charge conjugation operation has to change the sign of the masses when acting upon a given field operator to be properly defined.

Despite the “negative” masses for antiparticles, we showed that both particles and antiparticles have non-negative energies and the same momentum for a given wave number \( \mathbf{k} \). Later, at the last part of this work, when we generalized the Lorentz covariant Schrödinger equation, we showed that it is also possible to break the degeneracy in the value of the momentum. For a given value of \( \mathbf{k} \), particles and antiparticles also have different momenta.

As we already remarked above, the present theories were shown to be equivalent to the Klein-Gordon one for Lorentz invariant self-interactions and electromagnetic interactions. However, by including interaction terms in the Lagrangian density that are not Lorentz invariant, we showed that this equivalence with the Klein-Gordon theory is no longer valid. We showed that certain types of interactions that violate Lorentz invariance imply that an antiparticle can decay into two particles and one antiparticle or into a particle and a photon. The equivalent processes for particles decaying into more antiparticles than particles were shown to be kinematically forbidden. This pointed to a second unexpected result, namely, that very simple Lorentz invariance-breaking interactions could explain the asymmetry in the abundance of matter and antimatter in the present day universe.

In order to better understand the non-degeneracy of the energies of particles and antiparticles, we also second quantized the Lorentz covariant Schrödinger Lagrangian imposing that the energies of particles and antiparticles were the same and given by the standard relativistic expression. We observed that this could only be achieved if the fields did not satisfy the canonical commutation relations anymore. This led to the violation of the microcausality condition as well. Albeit this non-local character of the non-canonically quantized theory, we noted that the specific way in which the microcausality condition was violated resulted in the emergence of an instantaneous gravitational-like interaction between the particles of the theory. In other words, particles and antiparticles could be brought to have the same relativistic energy if they interacted similarly to what Newton’s gravitational law prescribes. The emergence of this gravitational-like potential may be just a particularity of the present theory but it suggests that the assumption that antiparticles have negative masses with positive energies might shed a new light in our quest for a consistent quantum theory of gravity.
Summing up, let us distill and write down the two major messages that we tried to convey by writing this work. First, it is possible to build logically consistent and Lorentz covariant classical and quantum field theories assuming a more general transformation law for complex scalar fields under a symmetry operation. These theories can be adjusted to reproduce exactly the Klein-Gordon theory when we have Lorentz invariant self-interactions and when we introduce electromagnetic interactions via the minimal coupling prescription. Second, for logical consistency we have to assume that antiparticles possess negative masses while still having positive energies. These two points when analyzed together tell us that it is perfectly legitimate, at least at the level of electromagnetic interactions, to assume that particles and antiparticles interact gravitationally. We need to know, to rigorously analyze whether matter and antimatter at-tract or repel each other within the present framework (at the level of static Newtonian fields, we showed that it can be adjusted to accommodate both possibilities). To solve this issue for ordinary matter and antimatter, we need to measure with high accuracy how a particle and an antiparticle interact gravitationally. We need to know, for example, how an antihydrogen atom responds to the Earth’s gravitational field [32]. If they repel each other, the Lorentz covariant Schrödinger Lagrangian is another possible starting point to theoretically understand more fully what is going on [33–36]. If they attract each other, the present theory is as good as the Klein-Gordon one to describe this experimental result.
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Appendix A: Proof of the main results of Sec. VII

1. Canonical versus non-canonical quantization

Our main goal here is to show how Eqs. (312) and (313) follow from Eqs. (309)-(311) with the appropriate choice of \( f_{\pm}(|k|) \) for Eq. (303). We also want to determine what values for \( f_{\pm}(|k|) \) make particles and antiparticles have the same energies and, then, we want to explore the main consequences of the theory built on this particular choice for \( f_{\pm}(|k|) \). From now on we assume we are dealing with the free field \( (V = 0) \).

Let us start listing the mathematical identities employed routinely in all calculations that follow. In the calculations of either the Hamiltonian, linear momentum, and conserved charge or in the computations of the several commutators below, the following representation of the Dirac delta function is useful,

\[
\delta^{(3)}(k - k') = \frac{1}{(2\pi)^3} \int d^3x \ e^{\pm i(k-k' \cdot x)}. \quad (A1)
\]

With the help of Eq. (A1) it is not difficult to arrive at the following identities,

\[
\frac{1}{(2\pi)^3} \int d^3x \ e^{\pm i(k-k' \cdot x)} = \delta^{(3)}(k - k'), \quad (A2)
\]

\[
\frac{1}{(2\pi)^3} \int d^3x \ e^{\pm i(k+k' \cdot x)} = e^{\pm i(k^0+k'^0 \cdot x)} \delta^{(3)}(k + k'), \quad (A3)
\]

where \( k^0 \) and \( k'^0 \) are given by Eq. (304). Another pair of useful identities is

\[
\omega_k^- \omega_k^+ = c^2 |k|^2 \quad \text{and} \quad \sqrt{\omega_k^+} - \sqrt{\omega_k^-} = \frac{2\mu}{|k|}, \quad (A4)
\]

where \( \mu \) is given in Eq. (307) and \( \omega_k^\pm \) are defined in Eq. (319).

Inserting Eq. (303) into the normal ordered expressions of Eqs. (248), (249), and (270), we obtain with the help of Eqs. (A1)-(A4),

\[
H = \int d^3k \frac{2(2\pi)^3}{c^2} \left\{ [f_+(k)]^2 (\omega_k^+ \omega_k^+ a_k^+ a_k + [f_-(k)]^2 \omega_k^- \omega_k^- b_k^+ b_k) \right\}, \quad (A5)
\]

\[
P^j = \int d^3k \frac{2(2\pi)^3}{c^2} \left\{ [f_+(k)]^2 \omega_k^j a_k^+ a_k + [f_-(k)]^2 \omega_k^- \omega_k^j b_k^+ b_k \right\}, \quad (A6)
\]

\[
\hat{Q} = \int d^3k \frac{2(2\pi)^3}{c^2} \left\{ [f_+(k)]^2 \omega_k^- a_k^+ a_k - [f_-(k)]^2 \omega_k^- b_k^+ b_k \right\}. \quad (A7)
\]
Similarly, using the commutation relations for the creation and annihilation operators given by Eqs. (309)-(311), the equal time commutation relations involving the fields and their conjugate momenta [Eqs. (234) and (303)] become

\[
[\Psi(t, r), \Psi(t', r')] = [\Psi^\dagger(t, r), \Psi^\dagger(t', r')] = \Pi_{\Psi}(t, r), \Pi_{\Psi}(t, r') = 0, \quad (A8)
\]

\[
[\Pi_{\Psi}(t, r), \Pi_{\Psi}(t', r')] = [\Psi(t, r), \Pi_{\Psi}(t', r')] = [\Psi^\dagger(t, r), \Pi_{\Psi}(t', r')] = 0, \quad (A9)
\]

with the non-trivial ones being

\[
[\Psi(t, r), \Psi^\dagger(t', r')] = -[\Psi^\dagger(t, r), \Psi(t', r')] = \int d^3k \, e^{ik(r-r')} \left\{ [f_+(k)]^2 - [f_-(k)]^2 \right\}, \quad (A10)
\]

\[
[\Pi_{\Psi}(t, r), \Pi_{\Psi}(t', r')] = -[\Pi_{\Psi}(t, r), \Pi_{\Psi}(t', r')] = \int d^3k \, e^{ik(r-r')} \left\{ (\frac{\omega_k^2}{c^4}) \left\{ [f_-(k)]^2 - [f_+(k)]^2 \right\} \right\}, \quad (A11)
\]

\[
[\Psi(t, r), \Pi_{\Psi}(t', r')] = -[\Psi^\dagger(t, r), \Pi_{\Psi}(t', r')] = \int d^3k \, e^{ik(r-r')} \left\{ (\frac{i\omega_k}{c^2}) \left\{ [f_+(k)]^2 + [f_-(k)]^2 \right\} \right\}. \quad (A12)
\]

Repeating the above calculations for two arbitrary space-time points \(x\) and \(x'\) we get

\[
[\Psi(x), \Psi(x')] = [\Psi^\dagger(x), \Psi^\dagger(x')] = [\Pi_{\Psi}(x), \Pi_{\Psi}(x')] = [\Pi_{\Psi}(x), \Pi_{\Psi}(x')] = [\Psi(x), \Pi_{\Psi}(x')] = [\Psi^\dagger(x), \Pi_{\Psi}(x')] = 0 \quad (A13)
\]

and

\[
[\Psi(x), \Psi^\dagger(x')] = -[\Psi^\dagger(x), \Psi(x')] = \int d^3k \, e^{ik(r-r')} \left\{ e^{-i\omega_k^2(t-t')} [f_+(k)]^2 - e^{i\omega_k^2(t-t')} [f_-(k)]^2 \right\}, \quad (A14)
\]

\[
[\Pi_{\Psi}(x), \Pi_{\Psi}(x')] = -[\Pi_{\Psi}(x), \Pi_{\Psi}(x')] = \int d^3k \, e^{ik(r-r')} \left\{ (\frac{\omega_k^2}{c^4}) \left\{ e^{-i\omega_k^2(t-t')} [f_-^*(k)]^2 - e^{i\omega_k^2(t-t')} [f_+^*(k)]^2 \right\} \right\}, \quad (A15)
\]

\[
[\Psi(x), \Pi_{\Psi}(x')] = -[\Psi^\dagger(x), \Pi_{\Psi}(x')] = \int d^3k \, e^{ik(r-r')} \left\{ (\frac{i\omega_k}{c^2}) \left\{ e^{-i\omega_k^2(t-t')} [f_+^*(k)]^2 + e^{i\omega_k^2(t-t')} [f_-^*(k)]^2 \right\} \right\}. \quad (A16)
\]

where we have used that \(x^0 = ct\).

Looking at Eqs. (A10) and (A11) we see that they can only be zero if \(f_+(k) = \pm f_-(k)\). The only remaining non zero commutators with this choice are given by Eq. (A12) and they become equal to \(i\hbar \delta^{(3)}(r - r') = (i\hbar)/(2\pi)^3 \int d^3k \, e^{i(r-r')\cdot k}\)

\[
\frac{i\omega_k}{c^2} \left\{ f_\pm(k) \right\} = \frac{i\hbar}{(2\pi)^3}. \quad (A17)
\]

Solving for \(f_\pm(k)\) we obtain Eq. (314) and inserting it into Eq. (A12) we recover Eqs. (312) and (313) of the main text. Note that strictly speaking \(f_+(k) = -f_-(k)\) is also a possible solution. However, all relevant quantities depend only on the square of these functions and we choose \(f_+(k) = f_-(k)\), Eq. (314), for simplicity. Moreover, inserting Eq. (314) into Eqs. (A5)-(A7) we obtain Eqs. (316)-(318) of the main text.

We have just seen that the choice \(f_+(k) = f_-^*(k) = [(\hbar c^2)/(2\pi)^3 2\omega_k)]^{1/2}\) leads to the canonical commutation relations for the Lorentz covariant Schrödinger fields. In this scenario the energies of the particles and antiparticles are not the same. We now look for the values of \(f_+(k)\) and \(f_-(k)\) that lead to particles and antiparticles having the same energy. As we will see, this can only be achieved if the fields no longer satisfy the canonical commutation relations and if the microcausality condition [4] is violated.

If we set

\[
f_\pm(k) = \frac{\hbar c^2}{(2\pi)^3 2\omega_k}, \quad (A18)
\]

we can write the normal ordered Eqs. (A5)-(A7) as follows

\[
H = \int d^3k \hbar \omega_k \left( \frac{a_k^\dagger a_k^\dagger + b_k^\dagger b_k^\dagger}{\omega_k^\perp} \right), \quad (A19)
\]

\[
P^j = \int d^3k \hbar k^j \left( \frac{\omega_k}{\omega_k^\perp} a_k^\dagger a_k^\dagger + \frac{\omega_k^\perp}{\omega_k} b_k^\dagger b_k^\dagger \right), \quad (A20)
\]

\[
Q = \int d^3k \hbar \left( \frac{\omega_k^\perp}{\omega_k} a_k^\dagger a_k^\dagger - \frac{\omega_k}{\omega_k^\perp} b_k^\dagger b_k^\dagger \right). \quad (A21)
\]

Looking at Eq. (A19) we see that the particle and the antiparticle have the same energy \(E_k = \hbar \omega_k\). If we use Eqs. (304) and (319) we get

\[
\frac{\omega_k}{\omega_k^\perp} = \left( 1 \pm \frac{mc^2}{\hbar \omega_k^\perp} \right), \quad (A22)
\]

which gives us the correction to the momentum and charge as compared to what one traditionally expect for these quantities. For particles created by \(a_k^\dagger\), their momentum and charge is increased by \((mc^2)/\hbar \omega_k^\perp\) while for antiparticles created by \(b_k^\dagger\) the same quantities are
reduced by \((mc^2)/(\hbar\omega_k^+)\). This is consistent with considering particles with mass \(m\) and antiparticles with mass \(-m\). Also, we can understand \((mc^2)/(\hbar\omega_k^-)\) as the ratio between the rest energy of a particle with mass \(m\) to its kinetic energy \(\omega_k^-\). Now, if \(m \to -m\) we get \((mc^2)/(\hbar\omega_k^+) \to -(mc^2)/(\hbar\omega_k^-)\). This means that we can interpret the latter as the ratio between the rest energy of an antiparticle with mass \(-m\) and kinetic energy \(\omega_k^-\). Note that we can interchange the roles of particles with antiparticles in the expressions for the momentum and charge, leaving them invariant, if \(\alpha_k \leftrightarrow \beta_k\) and \(m \to -m\), where the latter operation implies \(\omega_k^+ \to \omega_k^-\).

Let us see now what happens to the equal time commutation relations of the fields. Inserting \(\text{Eq. (A18)}\) into Eqs. (A10)-(A12), the non-trivial commutation relations become

\[
\begin{align*}
[\Psi(t, r), \Psi(t', r')] &= -\frac{mc^2}{\sqrt{2}} \delta^{(3)}(r - r'), \\
[\Pi_\Psi(t, r), \Pi_\Psi(t', r')] &= -m \left(1 - \frac{\mu^2}{\sqrt{2}}\right) \delta^{(3)}(r - r'), \\
[\Psi(t, r), \Pi_\Psi(t', r')] &= i\hbar \left(1 - \frac{\mu^2}{\sqrt{2}}\right) \delta^{(3)}(r - r'),
\end{align*}
\]

where \(1/\sqrt{2}\) is the inverse Laplacian,

\[
\frac{1}{\sqrt{2}} e^{ik \cdot r} = \frac{e^{ik \cdot r}}{|k|^2}.
\]

Note that for this particular choice of \(f_{\pm}(k)\) we have that 
\([\Pi_\Psi(t, r), \Pi_\Psi(t', r')] = (im/\hbar)[\Psi(t, r), \Pi_\Psi(t', r')].\)

If we use the integral representation of the Dirac delta function, \(\text{Eq. (A1)},\) and apply the inverse Laplacian, we get the following integral during the calculations leading to the commutators (A23)-(A25),

\[
\int d^3k \frac{e^{ik \cdot (r-r')}}{|k|^2} = \frac{4\pi}{|r-r'|} \int_0^\infty du \frac{\sin u}{u} = \frac{2\pi^2}{|r-r'|}.
\]

With the aid of Eq. (A27) we get for Eqs. (A23)-(A25),

\[
\begin{align*}
[\Psi(t, r), \Psi(t', r')] &= \frac{mc^2}{4\pi} \frac{1}{|r-r'|}, \\
[\Pi_\Psi(t, r), \Pi_\Psi(t', r')] &= -m \left(\delta^{(3)}(r - r') + \frac{\mu^2}{4\pi |r-r'|}\right), \\
[\Psi(t, r), \Pi_\Psi(t', r')] &= i\hbar \left(\delta^{(3)}(r - r') + \frac{\mu^2}{4\pi |r-r'|}\right).
\end{align*}
\]

The important messages are contained in Eqs. (A28) and (A30). First, \(\text{Eq. (A28)}\) tells us that \(\lbrack \Psi(t, r), \Psi(t', r') \rbrack \neq 0\), which implies the violation of microcausality [4, 5]. On the other hand, \(\text{Eq. (A30)}\) shows that the field and its conjugate momentum do not satisfy the canonical commutation relation. In addition to the canonical term, we have a correction given by \(i\hbar \mu^2/(4\pi |r-r'|)\). This term, whose origin stems from \(\text{Eq. (A28)}\), can be seen as giving origin to an instantaneous Coulomb-like potential. Contrary to the instantaneous Coulomb potential coming from the photon propagator [4], here the “charges” associated with this interaction are the masses of the particles. What is intriguing here, however, is that we are dealing with scalar matter fields not vector fields like the photons. The emergence of this Coulomb-like potential may be just a coincidence but, pushing further the speculation, it may be that a more general quantum field theory incorporating positive and negative masses might naturally lead to the emergence of the gravitational interaction.

\[\text{2. More on the commutators for the non-canonically quantized fields}\]

We can repeat the steps followed in Sec. VII C using Eqs. (A14) and (A18) to obtain that

\[
[\Psi(x), \Psi(y)] = i\hbar c \tilde{\Delta}_{LS}(x - y),
\]

where

\[
\begin{align*}
\tilde{\Delta}_{LS}(x) &= e^{i\mu x^0} \tilde{\Delta}(x), \\
\tilde{\Delta}(x) &= \tilde{\Delta}^+(x) + \tilde{\Delta}^-(x), \\
\tilde{\Delta}^+(x) &= \frac{-i c}{2(2\pi)^3} \int d^3k \frac{e^{-ikx}}{\omega_k^+}, \\
\tilde{\Delta}^-(x) &= \frac{i c}{2(2\pi)^3} \int d^3k \frac{e^{ikx}}{\omega_k^-},
\end{align*}
\]

with \(k^0 = \omega_k/c\). We are putting the tilde “～” on top of any quantity coming from the non-canonically quantized theory in order to differentiate it from the ones associated with the canonically quantized theory in the main text.

If we use the Heaviside step function \(h(k^0)\), in which \(h(k^0) = 1\) for \(k^0 > 0\) and \(h(k^0) = 0\) for \(k^0 < 0\), we have

\[
\begin{align*}
\tilde{\Delta}^+(x) &= -\frac{i}{(2\pi)^3} \int d^3k h(\pm k^0) \tilde{\varepsilon}(k^0) \delta(k^2 + 2\mu\omega_k^+/c) e^{-ikx}, \\
&= \frac{i}{(2\pi)^3} \int d^3k \frac{k^0}{k^0 - \mu} h(\pm k^0) \tilde{\varepsilon}(k^0) \delta(k^2 - \mu^2)c^{-ikx},
\end{align*}
\]

where the other quantities above were defined in Sec. VII. Noting that \(h(k^0) + h(-k^0) = 1\) for any \(k^0 \neq 0\) we get

\[
\tilde{\Delta}(x) = \frac{-i}{(2\pi)^3} \int d^3k \frac{k^0}{k^0 - \mu} \tilde{\varepsilon}(k^0) \delta(k^2 - \mu^2)c^{-ikx}.
\]

If inside the integral sign we add and subtract the term \(-\mu/(k^0 - \mu)\), we can write \(\tilde{\Delta}(x)\) in the following illustrative way

\[
\tilde{\Delta}(x) = \tilde{\Delta}(x) + \tilde{\delta}(x),
\]

where \(\tilde{\delta}(x)\) is the regularized delta function.

where
\[ \tilde{\delta}(x) = \frac{-i}{(2\pi)^2} \int d^4k \frac{\mu}{k_0 - \mu} \epsilon(k_0^2 - \mu^2) e^{-ikx} \]  
(A39)

and \( \Delta(x) \) is given by Eq. (341). We can thus understand \( \tilde{\delta}(x) \) as the correction to \( \Delta(x) \) when we deviate from the canonical quantization path of Sec. VII.

In analogy to Eq. (358), we can write \( \tilde{\Delta}^\pm(x) \) as the following contour integral, where \( k^0 \) is considered a complex variable,
\[ \tilde{\Delta}^\pm(x) = \frac{1}{(2\pi)^4} \int_{C^\pm} d^4k \frac{k_0}{k^0 - \mu} e^{-ikx} = \frac{1}{(2\pi)^4} \int_{C^\pm} d^4k \frac{e^{-ikx} - e^{ikx}}{k^2 + (2\mu\omega_k/c)^2}. \]  
(A40)

Here \( C^\pm \) is any counterclockwise closed path encircling only \( \omega_k^+ / c \) and \( C^- \) is any counterclockwise closed path encircling \(-\omega_k^- / c \). Obviously, \( \Delta(x) = \tilde{\Delta}^+(x) + \tilde{\Delta}^-(x) \).

We can have an integral representation in which \( \tilde{\Delta}^\pm(x) \) is conveniently written to prove the invariance of \( \tilde{\Delta}^\pm(x) \).

The following path of integrations is defined in Eq. (358), i.e., \( C^\pm \) encircles counterclockwise only \( \omega_k^\pm / c \). Note that we cannot express \( \tilde{\Delta}^\pm(x) \) with the integral representation above and using the path \( C \), as we did for \( \Delta(x) \) in Eq. (359), since now we have a pole in \( k^0 = \mu \). If we insist using the path \( C \) of Eq. (359) we must subtract the contribution of the latter pole to the integral,
\[ \tilde{\Delta}(x) = \frac{1}{(2\pi)^4} \int_C d^4k \frac{k_0}{k^0 - \mu} \frac{e^{-ikx}}{k^2 + (2\mu\omega_k/c)^2} - \frac{i\mu e^{-ikx}}{2(2\pi)|x|}. \]  
(A42)

Let us return to the second line of Eq. (A36), which is conveniently written to prove the invariance of \( \tilde{\Delta}^\pm(x) \) under proper Lorentz transformations. Its invariance under spatial rotations is obvious. The subtle point lies in proving its invariance under a Lorentz boost. To prove that we first note that the Dirac delta guarantees that we are on mass shell and therefore \( h(\pm k^0) \) and \( e(k^0) \) are invariant under a Lorentz boost. The other invariants in Eq. (A36) are \( d^4k, k^2, \mu^2, \) and \( kx \). Thus, after a Lorentz boost from reference frame \( S \) to \( S' \) in the \( x^1 \)-direction we have

\[ \tilde{\Delta}^\pm'(x') = \frac{-i}{(2\pi)^2} \int d^4k' \frac{e^{-ik'x'}}{k^0' - \mu} \frac{\gamma(k''^0 + \beta k''^1)}{\gamma(k''^0 + \beta k''^1) - \mu} h(\pm k^0') \delta(k''^2 - \mu^2) e^{-ik'x'}. \]  
(A43)

If we now make the following change of variables (this is not another Lorentz boost),
\[ k''^0 = \gamma(k''^0 + \beta k''^1), \]  
(A44)
\[ k''^1 = \gamma(k''^1 + \beta k''^0), \]  
(A45)

we get for the right hand side of Eq. (A43),
\[ \tilde{\Delta}^\pm'(x') = \frac{-i}{(2\pi)^2} \int d^4k' \frac{e^{-ikx'}}{k''^0 - \mu} h(\pm k^0') \delta(k''^2 - \mu^2) e^{-ikx'}. \]  
(A46)

Note that we still have \( x' \) in Eq. (A46) since we are just changing variables in the integral and not performing a Lorentz boost. Moreover, the change of variables (A44)-(A45) are formally equivalent to a Lorentz boost from the point of view of \( k' \) and this is why \( \int d^4k' h(\pm k^0') \delta(k''^2 - \mu^2) \) is invariant when we go to \( k'' \).

Finally, if we remember that the variables in \( S' \) are connected to the ones in \( S \) by the following relation,
\[ x^0 = \gamma(x''^0 + \beta x''^1), \]  
(A47)
\[ x^1 = \gamma(x''^1 + \beta x''^0), \]  
(A48)
\[ x^2 = x''^2, \]  
(A49)
\[ x^3 = x''^3, \]  
(A50)

Eq. (A46) becomes after we rename the integration variable \( k''^0 \) to \( k^0 \),
\[ \tilde{\Delta}^\pm'(x') = \frac{-i}{(2\pi)^2} \int d^4k \frac{e^{-ikx'}}{k^0 - \mu} h(\pm k^0) \delta(k^2 - \mu^2) e^{-ikx'}. \]  
(A51)

Comparing Eq. (A51) with (A36) we see that they are the same, which proves that under a proper Lorentz transformation \( \tilde{\Delta}^\pm(x) \) is invariant. The invariance of \( \tilde{\Delta}^\pm(x) \) and \( \tilde{\Delta}(x) \) also imply that \( \tilde{\Delta}(x) \) and \( \tilde{\Delta}(x) \) are invariant under proper Lorentz transformations and that the commutator (A31) and the Feynman propagator (A52) are Lorentz covariant quantities.

3. The Feynman propagator for the non-canonically quantized fields

In the present case Eq. (361) becomes
\[ \tilde{\Delta}_{LS}(x) = \tilde{\Delta}_{LS}^+(x) - \tilde{\Delta}_{LS}^-(x), \]  
(A52)

with
\[ \tilde{\Delta}_{LS}^\pm(x) = e^{i\mu x^\pm} \tilde{\Delta}^\pm(x). \]  
(A53)

Using Eq. (A40) we get
\[ \tilde{\Delta}_{LS}^\pm(x) = \frac{1}{(2\pi)^4} \int_{C^\pm} d^4k \frac{e^{-ikx}}{k^0 \pm (2\mu\omega_k/c)}. \]  
(A54)

It is not as simple as in the canonically quantized case to write the Feynman propagator as a single complex integral. The reason for this difficulty can be seen looking
at the denominators of Eq. (A40). Instead of the two simple poles we met when dealing with the canonically quantized theory, we now have four simple poles, namely, \(k^0 = \pm \omega_k^+/c\) and \(k^0 = \pm \omega_k^-/c\). This means that the path along the real axis of the complex contour integral defining the propagator is different whether we have \(x^0 > 0\) or \(x^0 < 0\). For \(x^0 > 0\), the clockwise path \(C_P^+\) must enclose only the pole \(k^0 = \omega_k^+/c\), skirting counterclockwise the other three poles. For \(x^0 < 0\), the counterclockwise path \(C_P^-\) must enclose only the pole \(k^0 = -\omega_k^-/c\), skirting clockwise the remaining three poles. With this understanding for the path \(C_P\) we have

\[
\hat{\Delta}_{F,LS} (x) = \frac{1}{(2\pi)^4} \int_{C_P} d^4k \left[ \frac{1}{k^2 + (2\mu \omega_k^+)^2/c} \right] e^{-ikx} + \frac{1}{k^2 - (2\mu \omega_k^-)^2/c} e^{-ikx} \tag{A55}
\]

The same difficulty above manifests itself when writing the propagator considering the four variables \(\eta > 0\) and \(\epsilon > 0\), with all integrals running from \(-\infty\) to \(\infty\). In this case we can circumvent the four poles problem using the Heaviside step function, which allows us to write

\[
\hat{\Delta}_{F,LS} (x) = \frac{1}{(2\pi)^4} \int_{C_P} d^4k \left[ \frac{h(x^0)}{k^2 + (2\mu \omega_k^+)^2/c} + i\epsilon \right] e^{-ikx} + \frac{h(-x^0)}{k^2 - (2\mu \omega_k^-)^2/c} e^{-ikx} \tag{A56}
\]

In Eq. (A56) the limit \(\epsilon^\pm \rightarrow 0\) is understood. Also, in analogy to the canonically quantized theory,

\[
\epsilon = \frac{2\mu \omega_k^\pm}{c} \tag{A57}
\]

with \(0 < \eta \ll 1\), and

\[
k^2 + (2\mu \omega_k^\pm)^2/c + i\epsilon = (k^0)^2 - (\omega_k^\pm/c - i\eta)^2 \tag{A58}
\]

where second order terms in \(\eta^2\) were discarded.

Using Eqs. (A38)-(A39), (A52)-(A53), and (A56), we have

\[
\hat{\Delta}_{F,LS} (x) = \hat{\Delta}_{F,LS} (x) + \hat{\delta}_{F,LS} (x) \tag{A59}
\]

where \(\delta F_{LS}(x)\) is the propagator for the canonically quantized theory and

\[
\hat{\delta}_{F,LS} (x) = \frac{-ie^{i\mu x^0}}{(2\pi)^3} \int d^4k \left[ \frac{1 + \epsilon(k^0)}{k^0 - \mu} \right] \frac{1}{2} e^{-ikx} \tag{A60}
\]

where \(\epsilon(x^0)\) is the sign function (do not confuse it with the small \(\epsilon\) appearing in the denominator of the propagator). A similar interpretation attributed to \(\delta(x)\) applies here, namely, \(\delta F_{LS}(x)\) is the correction to the Feynman propagator due to our departure from the canonical quantization of Sec. VII.

Building on Eq. (A42) we also have

\[
\hat{\Delta}_{F,LS} (x) = \frac{e^{i\mu x^0}}{(2\pi)^4} \int d^4k \left[ k^0 \frac{e^{-ikx}}{k^0 - (\mu - i\alpha)} - i\mu h(x^0) \frac{e^{-ikx}}{2(2\pi)|x|} \right] \tag{A61}
\]

where \(\alpha > 0, \epsilon > 0\), and the limit \((\alpha, \epsilon) \rightarrow (0, 0)\) is implied after integration in \(k^0\). If we use that \(\lim_{x^0 \rightarrow 0} h(x^0) = 1/2\), we realize that in Eq. (A61) the last term is related to the instantaneous gravitational-like potential that arises when we non-canonically quantize the Lorentz covariant Schrödinger equation.

Furthermore, if we use the integral representation for the Heaviside step function,

\[
h(x^0) = \frac{-1}{2\pi i} \int dk^0 \frac{e^{-ikx^0}}{k^0 + i\alpha} \tag{A62}
\]

with \(\alpha > 0\) and \(\alpha \rightarrow 0\) implied, and that

\[
\frac{1}{|x|} = 2 \frac{1}{(2\pi)^4} \int dk^0 \frac{e^{ikx}}{|k|^2} \tag{A63}
\]

we have after changing the variable of integration \(k^0 \rightarrow k^0 - \mu\),

\[
\frac{-i\mu h(x^0)}{2(2\pi)|x|} = \frac{\mu e^{i\mu x^0}}{(2\pi)^4} \int d^4k \left[ \frac{e^{-ikx}}{k^0 - (\mu - i\alpha)|k|^2} \right] \tag{A64}
\]

Thus, using Eq. (A64) we can rewrite Eq. (A61) as

\[
\hat{\Delta}_{F,LS} (x) = \frac{e^{i\mu x^0}}{(2\pi)^4} \int d^4k \left[ \frac{k^0}{k^0 - (\mu - i\alpha)} \left\{ k^0 \frac{e^{-ikx}}{k^2 - \mu^2 + i\epsilon} + \frac{\mu}{k^0 - (\mu - i\alpha)|k|^2} \right\} \right] \tag{A65}
\]

**Appendix B: Transformation law for \(\Psi(x)\) under finite proper Lorentz transformations**

After an infinitesimal counterclockwise spatial rotation of a reference frame about its \(x^3\)-axis, the original coordinates \(x^\mu\) describing a four-vector are related to those in the new frame \((x'^\mu)\) as follows,

\[
x^0 = x'^0, \tag{B1}
\]

\[
x^1 = x'^1 - \epsilon x'^3, \tag{B2}
\]

\[
x^2 = x'^2 + \epsilon x'^3, \tag{B3}
\]

\[
x^3 = x'^3, \tag{B4}
\]

where \(\epsilon\) is an infinitesimal angle of rotation.
To simplify the notation in the following calculations, it is convenient to use \( ct, x, y, z \) to label the coordinates of the above contravariant four-vector. Also, the inertial frame before any rotation is implemented is called \( S_0 \) and the inertial frame after \( n \) infinitesimal rotations is denoted by \( S_n \). The coordinates of a four-vector in \( S_n \) is given by \( c\ell_n, x_n, y_n, z_n \). Therefore, according to Eqs. (B2) and (B3), after \( n \) spatial rotations about the \( z \)-axis we have

\[
x_{n-1} = x_n - \epsilon y_n, \quad (B5) \\
y_{n-1} = \epsilon x_n + y_n. \quad (B6)
\]

After \( N \) infinitesimal rotations, we end up at the frame \( S_N \). Solving the system of recursive relations (B5) and (B6) with the “final conditions” \( x_N \) and \( y_N \) we get

\[
x_n = \frac{1}{2}[(1 - i\epsilon)^N - (1 + i\epsilon)^N]x_N \\
y_n = \frac{i}{2}[(1 - i\epsilon)^N - (1 + i\epsilon)^N]y_N, \quad (B7)
\]

\[
x_n = \frac{1}{2}[(1 - i\epsilon)^N - (1 + i\epsilon)^N]x_N \\
y_n = \frac{1}{2}[(1 - i\epsilon)^N + (1 + i\epsilon)^N]y_N. \quad (B8)
\]

According to Eqs. (448) and (453), after an infinitesimal rotation about the \( z \)-axis, the wave functions in \( S_{n-1} \) and \( S_n \) are connected to each other according to the following transformation law,

\[
\Psi_{n-1} = e^{-i\kappa y_n} \Psi_n. \quad (B9)
\]

To arrive at Eq. (B9) we used that \( \epsilon^{21} = -\epsilon^{12} = \epsilon \), with all other \( \epsilon^{\mu\nu} \) being zero, and renamed \( \kappa^1 \) and \( \kappa^2 \) to \( \kappa_x \) and \( \kappa_y \).

Using repeatedly Eq. (B9), we obtain after \( N \) infinitesimal rotations \( \epsilon \) about the \( z \)-axis that

\[
\Psi_N = e^{i\kappa \sum_{n=1}^{N} (x_{n-\kappa}-\kappa y_{n-1})} \Psi_0. \quad (B10)
\]

If we now employ Eqs. (B7) and (B8), the sums in Eq. (B10) become

\[
\sum_{n=1}^{N} x_n = -\frac{i}{2\epsilon}[1 - (1 + i\epsilon)^N - (1 - i\epsilon)^N]x_N \\
\sum_{n=1}^{N} y_n = \frac{1}{2\epsilon}[2 - (1 - i\epsilon)^N - (1 + i\epsilon)^N]x_N \\
\sum_{n=1}^{N} y_n = \frac{1}{2\epsilon}[2 - (1 + i\epsilon)^N + (1 + i\epsilon)^N]y_N, \quad (B11)
\]

\[
\sum_{n=1}^{N} y_n = \frac{i}{2\epsilon}[1 - (1 + i\epsilon)^N - (1 - i\epsilon)^N]y_N. \quad (B12)
\]

Inserting Eqs. (B11) and (B12) into (B10) we obtain

\[
\Psi_N = \exp \left\{ -\frac{i\kappa x N}{2} f(\epsilon) + \frac{\kappa y N}{2} g(\epsilon) - \frac{\kappa x y N}{2} g(\epsilon) - \frac{i\kappa y N}{2} f(\epsilon) \right\} \Psi_0, \quad (B13)
\]

where

\[
f(\epsilon) = 2 - (1 - i\epsilon)^N - (1 + i\epsilon)^N, \quad (B14) \\
g(\epsilon) = (1 + i\epsilon)^N - (1 - i\epsilon)^N. \quad (B15)
\]

A finite rotation \( \phi \) can be split into \( N \) infinitesimal ones such that

\[
\epsilon = \phi/N. \quad (B16)
\]

Inserting Eq. (B16) into Eqs. (B14) and (B15) and taking the limit for large \( N \) we get

\[
\lim_{N \to \infty} f(\phi/N) = 2(1 - \cos \phi), \quad (B17) \\
\lim_{N \to \infty} f(\phi/N) = 2i \sin \phi. \quad (B18)
\]

If we identify \( \Psi_0 \) as the wave function in the rest frame \( S \) before the finite rotation \( \phi \) is implemented, \( \lim_{N \to \infty} \Psi_N \) as the wave function at the rest frame \( S' \) after the rotation, and if we go back to the four-vector notation, Eqs. (B17) and (B18) when inserted into (B13) give

\[
\Psi(x) = e^{i\beta x'/c}(1 - \cos \phi) + (\kappa x' - \kappa y') \sin \phi \Psi(x'). \quad (B19)
\]

Equation (B19) is nothing but the transformation law given by Eq. (457) for a finite rotation \( \phi \) about the \( x^1 \)-axis. By similar calculations we can get the transformation laws for \( \Psi(x) \) when we rotate about the \( x^2 \) and \( x^3 \) axes.

Let us now show how the transformation law for finite boosts can be derived for \( \Psi(x) \). To that aim we write a finite boost along the \( x^1 \)-axis as a rotation in a hyperbolic space. The coordinate transformation is thus

\[
x^0 = x'^0 \cosh \xi + x'^1 \sinh \xi, \quad (B20) \\
x^1 = x'^0 \sinh \xi + x'^1 \cosh \xi, \quad (B21) \\
x^2 = x'^2, \quad (B22) \\
x^3 = x'^3, \quad (B23)
\]

where the “hyperbolic angle” \( \xi \) is called the “rapidity” and is given by

\[
\tanh \xi = \beta = v/c. \quad (B24)
\]

Here \( v \) is the speed of frame \( S' \) with respect to \( S \), directed along the \( x^1 \)-axis. Note that \( \cosh \xi = \gamma \) and \( \sinh \xi = \beta \gamma \).

Expressed as given by Eqs. (B20) and (B21), two successive boosts along the \( x^1 \)-axis with rapidity \( \xi \) and \( \xi' \) gives \( x^0 = x'^0 \cosh(\xi + \xi') + x'^1 \sinh(\xi + \xi') \) and \( x^1 = x'^0 \sinh(\xi + \xi') + x'^1 \cosh(\xi + \xi') \), where \( x'^0 \) are the coordinates of the four-vector \( x^0 \) in the frame \( S'' \). This is formally equivalent to spatial rotations if the hyperbolic sines and cosines are changed to the usual trigonometric ones. Therefore, the calculations above leading to the transformation law for \( \Psi(x) \) after a spatial rotation can
be readily adapted to a boost if we note that for an infinitesimal boost \((\xi \ll 1)\) we have
\[
x^0 = x^0' + \xi x^1, \\
x^1 = x^1' + \xi x^0.
\]
(B25, B26)

The analog to Eqs. (B5) and (B6) are
\[
ct_{n-1} = ct_n + \xi x_n, \\
x_{n-1} = \xi ct_n + x_n.
\]
(B27, B28)

whose solution is
\[
ct_n = \frac{1}{2}[(1 + \xi)^N - n + (1 - \xi)^N]ct_N \\
+ \frac{1}{2}[(1 + \xi)^N - n - (1 - \xi)^N]x_N,
\]
(B29)

\[
x_n = \frac{1}{2}[(1 + \xi)^N - n - (1 - \xi)^N]ct_N \\
+ \frac{1}{2}[(1 + \xi)^N + n - (1 - \xi)^N]x_N.
\]
(B30)

Repeating all the steps of the previous calculation we get
\[
\Psi_N = e^{i\xi(\kappa^\gamma \sum_{n=1}^N ct_n - \kappa^{\gamma'} \sum_{n=1}^N x_n)} \Psi_0
\]
(B31)

and
\[
\sum_{n=1}^N ct_n = \frac{1}{2\xi}[(1 + \xi)^N - n - (1 - \xi)^N]ct_N \\
- \frac{1}{2\xi}[(1 + \xi)^N - n + (1 + \xi)^N]x_N,
\]
(B32)

\[
\sum_{n=1}^N ct_n = -\frac{1}{2\xi}[(1 + \xi)^N - n - (1 + \xi)^N]ct_N \\
+ \frac{1}{2\xi}[(1 + \xi)^N - n + (1 - \xi)^N]x_N.
\]
(B33)

Inserting Eqs. (B32) and (B33) into (B31) we arrive at
\[
\Psi_N = \exp \left\{ \frac{i\kappa_{ct}ct_N}{2} f(\xi) + \frac{i\kappa_xct_N}{2} g(\xi) \\
- \frac{i\kappa_{ct}x_N}{2} g(\xi) - \frac{i\kappa_xct_N}{2} f(\xi) \right\} \Psi_0,
\]
(B34)

where
\[
f(\xi) = 2 - (1 + \xi)^N - (1 - \xi)^N, \\
g(\xi) = (1 + \xi)^N - (1 - \xi)^N.
\]
(B35, B36)

To go from successive infinitesimal boosts to a finite one we set
\[
\xi = \Xi/N
\]
(B37)

and take the appropriate limits in Eqs. (B35) and (B36),
\[
\lim_{N \to \infty} f(\Xi/N) = 2(1 - \cosh \Xi), \\
\lim_{N \to \infty} f(\Xi/N) = 2 \sinh \Xi.
\]
(B38, B39)

Noting that \(\cosh \Xi = \gamma\) and \(\sinh \Xi = \beta\gamma\), Eqs. (B38) and (B39) allow us to write (B34) as
\[
\Psi(x) = e^{i[(\gamma-1)\kappa^0 - \beta\kappa^3]x^0' + i[\gamma\beta\kappa^0 - (\gamma-1)\kappa^1]x^1'} \Psi'(x').
\]
(B40)

To arrive at Eq. (B40) we have reversed to the usual four-vector notation, namely, \(ct_N = x^0', x_N = x^1\), \(\kappa_{ct} = \kappa^0, \kappa_x = \kappa^1\), and identified \(\Psi_0\) with \(\Psi(x)\) and \(\Psi_N\) with \(\Psi'(x')\). Equation (B40) is the transformation law for \(\Psi(x)\) when it is subjected to a finite boost along the \(x^1\)-axis, namely, Eq. (459) given in the main text.
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