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Abstract

In this paper, we propose a software reliability model that considers not only error generation but also fault removal efficiency combined with testing coverage information based on a nonhomogeneous Poisson process (NHPP). During the past four decades, many software reliability growth models (SRGMs) based on NHPP have been proposed to estimate the software reliability measures, most of which have the same following agreements: 1) it is a common phenomenon that during the testing phase, the fault detection rate always changes; 2) as a result of imperfect debugging, fault removal has been related to a fault reintroduction rate. But there are few SRGMs in the literature that differentiate between fault detection and fault removal, i.e. they seldom consider the imperfect fault removal efficiency. But in practical software developing process, fault removal efficiency cannot always be perfect, i.e. the failures detected might not be removed completely and the original faults might still exist and new faults might be introduced meanwhile, which is referred to as imperfect debugging phenomenon. In this study, a model aiming to incorporate fault introduction rate, fault removal efficiency and testing coverage into software reliability evaluation is developed, using testing coverage to express the fault detection rate and using fault removal efficiency to consider the fault repair. We compare the performance of the proposed model with several existing NHPP SRGMs using three sets of real failure data based on five criteria. The results exhibit that the model can give a better fitting and predictive performance.

Introduction

Due to software’s ever-increasing usage and crucial role in safety-critical systems, high-quality software products are in great demand. However, the failures of safety-critical software may cause catastrophic loss in life and property. Therefore, software reliability, which is defined as the probability of failure-free software’s operating in a special usage environment for a special period of time [1], has become one of the most important customer-oriented characteristics of
software quality. It is very important to have effective approach to develop reliable software along with quantitatively estimating the software reliability [2].

Numerous time-dependent SRGMs have been developed to determine the reliability of software systems [3–7]. These models are usually divided into two categories: one category refers to the perfect debugging model, which assume that each time when a failure occurs, the faults causing the failure are removed instantaneously and no new faults are introduced meanwhile [2, 3, 8]. Most early developed models belong to this category, such as J-M model [9], G-O model [3], delayed S-shaped model [10] and infected S-shaped model [8]. The other category covers the scenario of imperfect debugging, i.e. faults are not always completely eliminated or new faults could be brought in as part of the fault removal process [11–15, 16].

Meanwhile, imperfect debugging can be further divided into two types: one type is that, the fault content of the software is not changed, that is, only the originally detected faults are not removed perfectly without new faults’ birth, i.e. “imperfect fault removal”; on the other hand, in the scenario of another type of imperfect debugging, the total fault content increases as testing progresses because new faults are introduced to the software system while removing the originally detected faults, which is called “error generation”. To sum up, in the case of “imperfect fault removal”, the total fault number of the software is not changed, but in the case of “error generation”, the total fault number keeps increasing in the process of fault removing. It can be clearly seen that, so-called imperfect debugging actually include two meanings, one is aforementioned “error generation”, the other is aforementioned “imperfect fault removal”. But most existing imperfect debugging models only consider “error generation” and neglect “imperfect fault removal”, such as Goel first introduced the conception of imperfect debugging [11], Ohba and Chou proposed an error generation model [17], Pham and Zhang developed an imperfect debugging model with the exponential function of error generation [18], Pham et al. also built a general imperfect debugging model with time-dependent fault content function [19], Yamada gave two imperfect debugging models assuming the fault content function to be exponential or linear function of the testing time, respectively [16].

Nevertheless, it has been often reported that the detected faults are removed with an imperfect removal efficiency instead of 100%. Usually, fault removal efficiency may be less than 100% (e.g., it may range from 15% to 50% for unit testing, 25% to 40% for integration testing, and 25% to 55% for system testing) [20]. Until 2003, Zhang et al. first explicitly proposed a fault removal efficiency model including both “error generation” and “imperfect fault removal” [21]. Kapur et al. explicitly discussed the modeling approach with consideration of the presence of “imperfect debugging” and “error generation” [22]. Goel and Okumoto [23] also developed a similar conception in their Markov model and Kremer [24] proposed a birth-death process to model software reliability, incorporating both imperfect fault removal and fault re-introduction.

Recently, many works have been witnessed in this field of building software reliability models. For example, Wang et al. proposed a comprehensive study to analyze the time dependency between the fault detection and correction processes, they also developed a joint likelihood function for the combined fault detection process and fault correction process to estimate the software reliability model’s parameters [25]. Wang et al. presented an optimal approach repeatedly implementing the function with exponential distribution to fit a logarithmic difference between the estimated values and observed values from a software historical fault data set to improve the software reliability model [26]. Wang et al. applied nonlinear and NHPP imperfect software debugging model in consideration of the fact that the fault introduction is a nonlinear process [27]. Wang et al. developed an imperfect software debugging model considering a log-logistic distribution fault content function, which can capture the increasing and decreasing features of the fault introduction rate [28]. Pham accounted for the uncertainty of
operating environments and gave a software reliability model with \(V_{\text{tub}}\)-shaped fault-detection rate [29]. Peng et al. studied the fault detection process (FDP) and fault correction process (FCP) with the incorporation of testing effort function and imperfect debugging [30].

However, most of the latest models considered “error generation” neglecting the imperfect fault removal efficiency. Therefore, in-depth and comprehensive consideration of fault removal efficiency is of great importance to build more precise reliability models.

Moreover, researchers have suggested that the accuracy of SRGMs can be further improved by considering the influence of some real issues happening during the testing process [31–33]. Testing coverage is considered as one of the most important factors.

Testing coverage is a good metric for identifying the effectiveness and completeness. Many time-dependent testing coverage functions (TCFs) have been proposed in terms of different distributions, such as Logarithmic-exponential (L-E) [34], S-shaped [35], Rayleigh [36], Weibull & Logistic [37] and Lognormal [38]. Based on different TCFs, software reliability models have also been developed to express the relationship between testing coverage and the cumulative detected faults, such as Beta, Hyper-exponential (H-E) [33], L-E [34], Rayleigh model [36], and some other coverage-based SRGMs [33,35,37].

In this study, we propose a model considering not only error generation, but also imperfect fault removal efficiency incorporating testing coverage. The rest of the paper is organized as follows. In Section 2, we give a brief overview of NHPP and the assumptions for the proposed model, then present the establishment of the proposed model, and several existing SRGMs are also presented. In Section 3, we state two parameter estimation methods and five criteria for models’ performance comparison. In Section 4, we compare the descriptive and predictive performance of this model with several existing NHPP SRGMs on three representative failure data sets, together with the sensitivity analysis. Finally, we draw the conclusions in Section 5.

**Software reliability modeling**

**Basic assumptions**

The model presented in this paper is based on NHPP, which is utilized to describe the failure phenomenon during the testing phase. The counting process \(\{N(t), t \geq 0\}\) of NHPP is shown as follows:

\[
P\{N(t) = i\} = \frac{[m(t)]^i}{i!} e^{-m(t)}, \quad i = 0, 1, 2 \ldots
\]  

(1)

The mean value function \(m(t)\) is given as follows:

\[
m(t) = \int_0^t \lambda(u)du
\]

(2)

where \(\lambda(u)\) is the fault intensity function.

The proposed model is based on the following assumptions:

1. Software faults’ occurrence and removal follow NHPP.

2. The software failure rate at any time is a function of fault detection rate and the number of faults remaining in the software at that time. The fault detection rate can be expressed by \(\frac{c'(t)}{1 - c(t)}\); \(c(t)\) is the percentage of the code that has been examined up to time \(t\), \(c'(t)\) is the derivative of the testing coverage function.
3. When a software failure is detected, an immediate debugging starts, and either (a) the total number of faults is reduced by one with probability $p$, or (b) the total number of faults remains the same with probability $1-p$.

4. During the fault repair process, whether the fault is removed completely or not, new faults are introduced with a probability constant $\alpha$.

**Model development**

Let $c(t)$ represent the percentage of the code that has been covered up to time $t$. Here $c(t)$ refers to any kind of coverage, e.g. statement coverage, branch coverage, C-use coverage and P-use coverage etc. Obviously, $c(t)$ is an increasing function of testing time $t$. Usually, it increases very fast from the beginning of software testing process as more test cases are executed to examine the software; after some certain time point, the testing coverage’s increasing rate becomes flat and less because less testing coverage happens to realize the residual fault detection [35]. Thus, a concave or S-shaped function may be used to model the testing coverage function. Apparently, $(1-c(t))$ denotes the percentage of the code that has not been examined by test cases up to time $t$. The derivative of testing coverage function, $c'(t)$, denotes the coverage rate. Thus, the function $c'(t)/(1-c(t))$ is recommended to be used to denote the fault detection rate [35, 37], which has been taken as the common assumption by SRGMs considering testing coverage.

Based on the above assumptions, the mean value function considering both fault removal efficiency and testing coverage can be got by solving the following differential equation:

$$\frac{dm(t)}{dt} = \beta \frac{c'(t)}{1-c(t)} [a(t)-pm(t)]$$

where $a(t)$ represents the fault content function of the software, $\beta$ is proportionality constant, $p$ is the fault removal efficiency, which means $p\%$ percentage of detected faults can be removed successfully during the developing process, $m(t)$ denotes the expected fault number detected up to time $t$, and $pm(t)$ is the expected fault number that can be eliminated completely, so $[a(t)-pm(t)]$ represents the expected remaining fault number presented in the software at time $t$. It should be noted that, when $\beta = 1$ and $p \neq 1$, the proposed model has the same form as which is recommended in [21]. When $\beta \neq 1$ and $p = 1$, we can get the same form recommended in [22]. Existing models generally assume that $p$ equals to 100% [18].

From Assumption 4, the total fault number function $a(t)$, is a linear function of the expected fault number detected up to time $t$. That is,

$$a(t) = a + \alpha m(t)$$

where $a$ denotes the initial fault number presented in the software system before testing starts and $\alpha > 0$.

Substituting $a(t)$ from Eq (4) into Eq (3), and solving it in terms of the initial condition that at $t = 0$, $m(t) = 0$, we can obtain

$$m(t) = \frac{a}{p - \alpha} \left[ 1 - \left( \frac{1-c(0)}{1-c(t)} \right)^{(p-1)\beta} \right]$$

where $c(0)$ refers to the testing coverage function when $t = 0$.

The software reliability function based on the NHPP is shown as follows:

$$R(x/t) = e^{-\left[m(x) - m(t)\right]}$$

where $m(t)$ is given by Eq (5).
Table 1. Summary of the software reliability models and their mean value functions.

| No. | Model name                      | Mean value function (m(t))                                                                 |
|-----|---------------------------------|---------------------------------------------------------------------------------------------|
| 1   | G-O model[3]                    | m(t) = a(1 - e^{-bt}) a(t) = a b(t) = b                                                   |
| 2   | Delayed S-shaped model[10]      | m(t) = a[1 - (1 + bt)e^{-at}) a(t) = a b(t) = \frac{a}{1 + bt}                            |
| 3   | Inflection S-shaped model[8]    | m(t) = \frac{a(1 - e^{-at})}{1 + bt} a(t) = a b(t) = \frac{a}{1 + bt}                    |
| 4   | HD/G-O model[39]               | m(t) = ln[(e^a - c)/(e^a - c)]                                                             |
| 5   | Yamada exponential model[10]    | m(t) = a(1 - e^{-\alpha t}) a(t) = a b(t) = \gamma b(t)                                 |
| 6   | Yamada Rayleigh model[10]       | m(t) = a(1 - e^{-\alpha t + \beta t^2}) a(t) = a b(t) = \gamma b(t) = \frac{\gamma}{\beta}t^2 |
| 7   | Yamada imperfect 1 model[16]    | m(t) = a(1 - e^{-\alpha t} - \beta t) a(t) = a b(t) = \gamma b(t) = a \gamma b(t) = b    |
| 8   | Yamada imperfect 2 model[16]    | m(t) = a(1 - e^{-\alpha t})(1 - \beta) + \gamma at a(t) = a(1 + at) b(t) = b             |
| 9   | P-Z(1997) model[18]            | m(t) = \frac{a}{(1 + bt)^2} \left( (c + a)(1 - e^{-at}) - \frac{a}{b} (e^{-at} - e^{-at}) \right) a(t) = c + a(1 - e^{-at}) b(t) = \frac{a}{1 + bt} |
| 10  | Fault removal model (2003)[21]  | m(t) = \frac{a}{\beta - \beta} \left( 1 - \left( \frac{1 + \beta t}{1 + \beta t} \right)^{\beta - \beta} \right) a(t) = \beta m(t) b(t) = \frac{a}{\beta - \beta} |
| 11  | SRGM-3 model (2011) [22]       | m(t) = \frac{a}{\beta - \beta} \left( 1 - \left( \frac{1 + \beta t}{1 + \beta t} \right)^{\beta - \beta} \right) a(t) = a + am(t)F(t) = 1 - \left( \sum_{i=0}^{2} \frac{bt}{i} \right) e^{-bt} |
| 12  | Proposed model                  | m(t) = \frac{a}{\beta - \beta} \left( 1 - \left( \frac{1 - e^{-at}}{1 - A + (c + A)e^{-at}} \right)^{(x-p)t} \right) a(t) = a + am(t)c(t) = A(1 - e^{-at}) b(t) = \frac{a}{1 + \beta t} |

https://doi.org/10.1371/journal.pone.0181524.t001

A new model with testing coverage

Substituting different testing coverage function c(t) into Eq (5), we can get different mean value function m(t) correspondingly. As mentioned above, the testing coverage’s increasing rate maybe shows a varying trend which firstly increases then decreases. That is, the testing coverage function may show an S-shaped varying trend which is suitable to be described by an S-shaped curve. The inflection S-shaped function is one representative S-shaped function which is flexible and applicable in many cases and has been applied into modeling software reliability [8], so here the following function is used to describe the testing coverage:

\[ c(t) = \frac{A(1 - e^{-at})}{1 + ce^{-at}} \]  

(7)

where A denotes the maximum percentage of testing coverage, r is the shape parameter and c is the scale parameter. Clearly, when \( t = 0 \), \( c(0) = 0 \).

Substituting Eq (7) into Eq (5), we can get the mean value function as follows:

\[ m(t) = \frac{a}{\beta - \beta} \left[ 1 - \left( \frac{1 - e^{-at}}{1 - A + (c + A)e^{-at}} \right)^{(x-p)t} \right] \]  

(8)

It should be noted that both error generation and fault removal efficiency as well as testing coverage are all combined into the proposed model. Table 1 gives a summary of several existing NHPP models and the proposed model.

Parameter estimation methods and model comparison criteria

Theoretically, once the analytical expression for \( m(t) \) is derived, the parameters in \( m(t) \) can be estimated by using the maximum likelihood estimation (MLE) method or the least square estimation (LSE) method. MLE is one of the most useful techniques for deriving estimators because comparing to other estimation methods the maximum likelihood estimates are
consistent and asymptotically normally distributed as the sample size increases [40]. However, sometimes the estimations may not be obtained by MLE especially under some conditions where \( m(t) \) is too complex, thus we need turn to LSE. So here we use both MLE and LSE methods to estimate the models’ parameters.

**Maximum likelihood estimation (MLE)**

Since all the failure data are expressed in the form of pairs \((t_i, y_i)\) \(i = 1, 2, \ldots, n\; 0 < t_1 < t_2 < \cdots < t_n\), where \( y_i \) is the cumulative number of faults detected in time \((0, t_i]\), basing on the definition of NHPP, the likelihood function is given as follows:

\[
L = \prod_{i=1}^{n} \frac{(m(t_i) - m(t_{i-1}))^{y_i-y_{i-1}}}{(y_i-y_{i-1})!} \cdot e^{-(m(t_i) - m(t_{i-1}))}
\]

The logarithmic form of the above likelihood function is given as follows:

\[
\ln L = \sum_{i=1}^{n} \{(y_i-y_{i-1})\ln(m(t_i) - m(t_{i-1})) - (m(t_i) - m(t_{i-1})) - (y_i-y_{i-1})!\}
\]

By taking derivatives of Eq (10) with respect to each parameter in \( m(t) \), and setting the results equal to zero, we can obtain equations for the proposed model as follows:

\[
\frac{\partial \ln L}{\partial a} = \frac{\partial \ln L}{\partial \alpha} = \frac{\partial \ln L}{\partial p} = \frac{\partial \ln L}{\partial b} = \frac{\partial \ln L}{\partial c} = \frac{\partial \ln L}{\partial r} = \frac{\partial \ln L}{\partial A} = 0
\]

After solving the above equations simultaneously, we can obtain the maximum likelihood estimates of all parameters for the proposed model.

**Least square estimation (LSE)**

LSE is based on minimizing the sum of the squared distance from the best fit line and the actual data points. The sum of the squared distance is given as follows:

\[
Q = \sum_{i=1}^{n} (y_i - m(t_i))^2
\]

By taking derivatives of Eq (12) with respect to each parameter in \( m(t) \), and setting the results equal to zero, we can obtain equations for the proposed model as follows:

\[
\frac{\partial Q}{\partial a} = \frac{\partial Q}{\partial \alpha} = \frac{\partial Q}{\partial p} = \frac{\partial Q}{\partial b} = \frac{\partial Q}{\partial c} = \frac{\partial Q}{\partial r} = \frac{\partial Q}{\partial A} = 0
\]

After solving the above equations simultaneously, we can obtain the least square estimates of all parameters for the proposed model.

**Criteria for models’ descriptive power comparison**

Here we use four criteria to examine the descriptive performance of SRGMs. The first criterion is the mean value of squared error (Mean Square-Error, MSE), which is defined as follows [41]:

\[
MSE = \frac{1}{n-N} \sum_{i=1}^{n} (y_i - \hat{m}(t_i))^2
\]

where \( n \) is the number of observations, \( \hat{m}(t_i) \) is the estimated value of cumulative fault number
up to time $t_i$ according to the fitted mean value function, $i = 1, 2, \ldots, n$. $N$ represents the number of parameters used in the model.

In practice, when comparing the performance of models with different numbers of parameters, it is always considered unfair to simply compare the performance of models owning more parameters with others owning fewer parameters without giving any penalty to those models with more parameters. So it should be noted that here MSE value considers the penalty term with respect to the degrees of freedom when there are many parameters and assigns a larger penalty to a model with more parameters. Thus, more parameters, more penalty will be given; so lower value of MSE indicates better goodness of fit.

The second criterion which is used to examine the fitting power of SRGMs is correlation index of the regression curve equation ($R^2$), which is expressed as follows:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{m}(t_i))^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$ \hspace{1cm} (15)

where $\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i$. Therefore, the more $R^2$, the better is the model’s performance.

The third criterion which is used to evaluate the performance of SRGMs is adjusted $R^2$ (Adjusted $R^2$), which can be expressed as follows:

$$\text{Adjusted } R^2 = 1 - \frac{(1 - R^2)(n - 1)}{n - P - 1}$$ \hspace{1cm} (16)

where the value of $R^2$ in the right side of Eq (16) is shown as Eq (15) and $P$ represents the number of predictors in the fitted model. Therefore, the more Adjusted $R^2$, the better is the model’s goodness-of-fit. Here the penalty with respect to the number of model’s parameter is also considered.

The fourth criterion is AIC, which measures the ability of a model to maximize the likelihood function that is directly related to the degrees of freedom during fitting and defined as follows:

$$\text{AIC} = -2\log L + 2N$$ \hspace{1cm} (17)

where $L$ is the value of likelihood function at its maximum, $N$ represents the number of parameters used in the model. The lower value of AIC indicates better goodness-of-fit.

It should be noted that AIC takes the degrees of freedom into consideration by assigning a larger penalty to a model with more parameters. The number of parameters are also considered in MSE and Adjusted $R^2$, where a larger penalty will be assigned to a model with more parameters.

Criteria for models’ predictive power comparison

Here we use SSE criterion to examine the predictive power of SRGMs. SSE is the sum of squared error, which is expressed as follows [42]:

$$\text{SSE} = \sum_{i=m}^{n} (y_i - \hat{m}(t_i))^2$$ \hspace{1cm} (18)

Assume that by the end of testing time $t_n$, totally $y_n$ faults have been detected. Firstly we use the data points up to time $t_{m-1}$ ($t_{m-1} < t_n$) to estimate the parameters of $m(t)$, then substituting the estimated parameters in the mean value function yields the prediction value of the
cumulative fault number $\hat{m}(t_m)$ by $t_m$ ($t_m < t_n$), $y_m$ is the actual number of faults detected by $t_m$. Then the procedure is repeated for several values of $t_i$ ($i = m + 1, m + 2, \ldots, n$) until $t_n$.

Therefore, the less SSE, the better is the model’s performance.

Model analysis with real application

Here we examine the performance of the proposed model compared to several existing NHPP models basing on three representative data sets.

Monitor and control system data

The first data set is large in size and collected from testing a real monitor and control system (Data Set 1, DS-1) [43], which has been widely used in many studies, such as [42]. The details are recorded in Table 2 and the time unit is day. There are totally 481 faults observed within 111 days. All data points are used to fit the models and estimate the models’ parameters.

Here the model parameters estimated by both LSE and MLE are given in Table 3, respectively. MSE values, $R^2$ values and Adjusted $R^2$ values are obtained basing on the parameters estimated by LSE method and AIC values are given basing on parameters estimated by MLE method.

Table 2. Failure data of DS-1.

| Day No. | Cumulative faults | Day No. | Cumulative faults | Day No. | Cumulative faults | Day No. | Cumulative faults |
|---------|-------------------|---------|-------------------|---------|-------------------|---------|-------------------|
| 1       | 5                 | 29      | 254               | 57      | 448               | 85      | 473               |
| 2       | 10                | 30      | 259               | 58      | 451               | 86      | 473               |
| 3       | 15                | 31      | 263               | 59      | 453               | 87      | 475               |
| 4       | 20                | 32      | 264               | 60      | 460               | 88      | 475               |
| 5       | 26                | 33      | 268               | 61      | 463               | 89      | 475               |
| 6       | 34                | 34      | 271               | 62      | 463               | 90      | 475               |
| 7       | 36                | 35      | 277               | 63      | 464               | 91      | 475               |
| 8       | 43                | 36      | 290               | 64      | 464               | 92      | 475               |
| 9       | 47                | 37      | 309               | 65      | 465               | 93      | 475               |
| 10      | 49                | 38      | 324               | 66      | 465               | 94      | 475               |
| 11      | 80                | 39      | 331               | 67      | 465               | 95      | 475               |
| 12      | 84                | 40      | 346               | 68      | 466               | 96      | 476               |
| 13      | 108               | 41      | 367               | 69      | 467               | 97      | 476               |
| 14      | 157               | 42      | 375               | 70      | 467               | 98      | 476               |
| 15      | 171               | 43      | 381               | 71      | 467               | 99      | 476               |
| 16      | 183               | 44      | 401               | 72      | 468               | 100     | 477               |
| 17      | 191               | 45      | 411               | 73      | 469               | 101     | 477               |
| 18      | 200               | 46      | 414               | 74      | 469               | 102     | 477               |
| 19      | 204               | 47      | 417               | 75      | 469               | 103     | 478               |
| 20      | 211               | 48      | 425               | 76      | 469               | 104     | 478               |
| 21      | 217               | 49      | 430               | 77      | 470               | 105     | 478               |
| 22      | 226               | 50      | 431               | 78      | 472               | 106     | 479               |
| 23      | 230               | 51      | 433               | 79      | 472               | 107     | 479               |
| 24      | 234               | 52      | 435               | 80      | 473               | 108     | 479               |
| 25      | 236               | 53      | 437               | 81      | 473               | 109     | 480               |
| 26      | 240               | 54      | 444               | 82      | 473               | 110     | 480               |
| 27      | 243               | 55      | 446               | 83      | 473               | 111     | 481               |
| 28      | 252               | 56      | 446               | 84      | 473               |         |                   |

https://doi.org/10.1371/journal.pone.0181524.t002
### Table 3. Comparison of SRGMs’ descriptive power for DS-1.

| Model No. | Model Name       | LSE Method |             | MSE  | $R^2$ | Adjusted $R^2$ | MLE Method |             | AIC  |
|-----------|-----------------|------------|-------------|------|-------|----------------|------------|-------------|------|
| 1         | G-O model       |            | Model Parameter Estimation Results |      |       |                | Model Parameter Estimation Results |      |       |
|           |                 |            | $a = 53.1 \hat{b} = 0.02575$ | 804.2202 | 0.9646 | 0.9643 | $\hat{a} = 497.3 \hat{b} = 0.03080$ | 723.7554 |
| 2         | Delayed S-shaped model |            | $a = 483.6 \hat{b} = 0.06629$ | 331.8349 | 0.9854 | 0.9853 | $\hat{a} = 483.06 \hat{b} = 0.06865$ | 644.0284 |
| 3         | Infection S-shaped model |            | $a = 481.6 \hat{b} = 0.06681 \hat{\beta} = 3.648$ | 300 | 0.9869 | 0.9867 | $\hat{a} = 482.06 \hat{b} = 0.07021 \hat{\beta} = 4.146$ | 644.8546 |
| 4         | HDG-O model     |            | $a = 53.1 \hat{b} = 0.02575 \hat{\beta} = 2.849$ | 811.6667 | 0.9646 | 0.9639 | $\hat{a} = 497.3 \hat{b} = 0.03080 \hat{\beta} = 0.9536$ | 723.7554 |
| 5         | Yamada exponential model |            | $a = 6.967e + 04 \hat{\beta} = 0.02566 \hat{\gamma} = 0.03822 \hat{z} = 0.2023$ | 820.9346 | 0.9645 | 0.9635 | $\hat{a} = 4.974e + 02 \hat{\beta} = 1.167e - 05 \hat{\gamma} = 31.19 \hat{z} = 84.55$ | 727.8002 |
| 6         | Yamada Rayleigh model |            | $a = 566 \hat{\beta} = 0.001065 \hat{\gamma} = 1.463 \hat{z} = 1.269$ | 461.5868 | 0.98 | 0.9795 | $\hat{a} = 499.4 \hat{\beta} = 6.53e - 04 \hat{\gamma} = 0.2465 \hat{z} = 13.628$ | 669.3566 |
| 7         | Yamada imperfect 1 model |            | $a = 531.1 \hat{b} = 0.02575 \hat{\beta} = 1.121e - 10$ | 811.6667 | 0.9646 | 0.9634 | $\hat{a} = 497.3 \hat{b} = 0.03080 \hat{\beta} = 0$ | 725.7554 |
| 8         | Yamada imperfect 2 mode |            | $a = 531.1 \hat{b} = 0.02575 \hat{\beta} = 1.074e - 12$ | 811.6667 | 0.9646 | 0.9634 | $\hat{a} = 497.3 \hat{b} = 0.03080 \hat{\beta} = 0$ | 725.7554 |
| 9         | P-Z model       |            | $a = 0.9888 \hat{b} = 0.006682 \hat{\beta} = 483.6 \hat{\alpha} = 0.521 \hat{\beta} = 3.65$ | 305.6604 | 0.9869 | 0.9864 | $\hat{a} = 1.0 \hat{b} = 0.07021 \hat{\beta} = 481.0 \hat{\alpha} = 5.374 \hat{\beta} = 4.146$ | 645.8532 |
| 10        | Fault removal model |            | $a = 115 \hat{b} = 0.9999 \hat{\beta} = 0.07023 \hat{\rho} = 0.615 \hat{\delta} = 0.1698 \hat{\beta} = 0.3886$ | 477.4286 | 0.9797 | 0.9788 | $\hat{a} = 300.0 \hat{b} = 4.3955 \hat{\beta} = 0.0633 \hat{\rho} = 0.8597 \hat{\delta} = 0.1229 \hat{\beta} = 0.2369$ | 647.5668 |
| 11        | SRGM-3 model    |            | $\hat{A} = 480.7 \hat{e} = 0.02417 \hat{\delta} = 0.3128 \hat{\rho} = 0.1695$ | 354.8598 | 0.9847 | 0.9842 | $\hat{A} = 400.0 \hat{e} = 0.1748 \hat{\delta} = 0.3643 \hat{\rho} = 0.1753$ | 662.7954 |
| 12        | proposed model  |            | $\hat{a} = 406 \hat{\beta} = 0.2301 \hat{\delta} = 0.7125 \hat{\beta} = 0.6443 \hat{\delta} = 0.1726 \hat{\gamma} = 0.1703$ | 239.4231 | 0.9899 | 0.9894 | $\hat{a} = 108.3 \hat{\beta} = 0.4548 \hat{\delta} = 1.1297 \hat{\beta} = 0.5199 \hat{\delta} = 1.590 \hat{\gamma} = 0.0883$ | 647.31 |

Notes: The bold numbers mean the results of the best SRGM in this column.
It can be seen that compared to all models using MSE, $R^2$ and Adjusted $R^2$ criteria, the proposed model displays the smallest MSE value, the largest $R^2$ value and Adjusted $R^2$ value at 239.4231, 0.9899 and 0.9894, respectively. Although the inflection S-shaped model also fits well, its values are still larger or smaller than those of the proposed model. Though the AIC value of the proposed model is not the smallest one among all models, that is, the value of AIC at 647.31 is a little bigger than those values of the inflection S-shaped model, the delayed S-shaped and the P-Z model. But this value is not very bigger than the smallest value of the inflection S-shaped model at 641.8546, the value of the delayed S-shaped model at 644.0284 and P-Z model’s value of 645.8532, as well very less than the value of the Yamada exponential model at 727.8002. So we can deduce that the descriptive power of our proposed model is better than those of other models.

Moreover, some additional information can be acquired from the estimation values of the parameters given by the proposed model. For instance, in the context of LSE method, the fault removal efficiency is 64.43%, which is less than the average value according to [20] (The range of the fault removal efficiency was from 45% to 99% with the average value of 72%). Therefore, more resources should be allocated to enhance the efficiency of the fault removal. Moreover, the fault removal probability on per failure is 0.6443 which is a lower value, and the fault introduction rate is 0.2301 which is not a very low value. That means if those models neglecting imperfect debugging are used, more deviation will be introduced. The initial fault content is estimated to be 408, together with 0.2301 fault introduction rate and 481 total detected faults, then the expected number of total detected faults is 519. Thus, at 111 days, which is the assumed stopping time point, there are still 38 faults latent in the software. The fault introduction rate is 0.2301, i.e., 1 fault will be introduced when 4 faults are removed on average. So more testing training should be given to the testers and their testing skill should be improved greatly.

Fig 1 depicts the testing coverage function of the proposed model based on the parameters estimated by LSE according to DS-1, the changing trend of the testing coverage over time shows the aforementioned trend, i.e. first it increases very fast at the beginning of testing process, then after some certain time point, the testing coverage’s increasing rate becomes flat and less. Fig 2 shows the fault detection rate over time of DS-1. It is clearly shown that the fault detection rate shows a varying trend which firstly increases and then decreases with an S-shaped varying trend. The fitting comparison of all models for DS-1 is graphically illustrated in Fig 3. In terms of Fig 3, it can be seen that the proposed model fits the actual data better than all other models.

**Tandem computer data**

In this section, we examine models using another data collected from Tandem Computers Release #1 (Data Set 2, DS-2) [2], which has also been widely used in many studies, such as [7,42,44]. DS-2 is small in size and the failure data are tabulated in Table 4 with time unit week. There are totally 100 faults detected within about 20 weeks. All data points are used to fit the models and estimate the models’ parameters.

As the same as in the first case study, we also use both LSE and MLE to estimate the models’ parameters recorded in Table 5. MSE, $R^2$ and Adjusted $R^2$ values are calculated on the parameters obtained by LSE method and AIC values in the context of MLE method.

It can be seen that compared to all models using the MSE, $R^2$ and Adjusted $R^2$ criteria, the proposed model displays the smallest MSE value, the largest $R^2$ value and Adjusted $R^2$ value, the values are 8.8385, 0.9929 and 0.9897, respectively. Although the inflection S-shaped model also fits well, its values 10.5647, 0.989, 0.9877 are still larger or smaller than those of the
proposed model. Though the AIC value of the proposed model is not the smallest one compared to the ones of the inflection S-shaped model and G-O model, it is still not very bigger than them and much smaller than other models’ values. So we can deduce that the proposed model performs comparably better than those of other models in goodness-of-fit behavior.

Moreover, some additional information can be acquired from the estimation values of the parameters given by the proposed model. For instance, in the context of LSE method, the fault removal efficiency is 82.48%, which is slightly higher than the average value according to [20], indicating the skill level of the testing team is beyond the average level. The initial fault content is estimated 59, and the fault introduction rate is 0.5148, the expected total number of faults detected is 110. Thus, at 20 weeks, which is the assumed stopping time point, there are still about 10 remaining faults present in the software. This means that some faults still remain in the software at the end of the testing phase. The fault introduction probability is 0.5148, i.e., on average, 1 fault will be introduced when 2 faults are removed on average. So more testing training should be given to the testers and their testing skill should be improved greatly.

Fig 1. Testing coverage of DS-1.

https://doi.org/10.1371/journal.pone.0181524.g001
The testing coverage function of the proposed model based on the parameters estimated by LSE according to DS-2 is graphically illustrated in Fig 4, the changing trend of the testing coverage over time also shows the aforementioned trend. Fig 5 depicts the fault detection rate over time of DS-2. It shows that the fault detection rate displays a non-increasing S-shaped trend with different decreasing rate at different phase, firstly its decreasing rate changes from flat to more, then the fault detection rate decreases from fast to slow. The fitting comparison of all models for DS-2 is graphically illustrated in Fig 6. It can be seen that the proposed model fits the actual data better than all other models.

PL/I database application

In this section, we examine models using another data cited from Ohba (Data Set 3, DS-3) [5], which has also been widely used in many studies, such as [22,45,46]. The failure data are given
Fig 3. The fitting results of SRGMs compared with actual data for DS-1.

https://doi.org/10.1371/journal.pone.0181524.g003

Table 4. Failure data of DS-2.

| Testing time (weeks) | CPU (hours) | Cumulative faults | Testing time (weeks) | CPU (hours) | Cumulative faults |
|----------------------|-------------|-------------------|----------------------|-------------|-------------------|
| 1                    | 519         | 16                | 11                   | 6539        | 81                |
| 2                    | 968         | 24                | 12                   | 7083        | 86                |
| 3                    | 1430        | 27                | 13                   | 7487        | 90                |
| 4                    | 1893        | 33                | 14                   | 7846        | 93                |
| 5                    | 2490        | 41                | 15                   | 8205        | 96                |
| 6                    | 3058        | 49                | 16                   | 8564        | 98                |
| 7                    | 3625        | 54                | 17                   | 8923        | 99                |
| 8                    | 4422        | 58                | 18                   | 9282        | 100               |
| 9                    | 5218        | 69                | 19                   | 9641        | 100               |
| 10                   | 5823        | 75                | 20                   | 10000       | 100               |

https://doi.org/10.1371/journal.pone.0181524.t004
## Table 5. Comparison of SRGMs’ descriptive power for DS-2.

| Model No. | Model Name               | LSE Method | MLE Method | Model Parameter Estimation Results | AIC         |
|-----------|--------------------------|------------|------------|------------------------------------|-------------|
| 1         | G-O model               |            |            | **MSE**                            |             |
| 2         | Delayed S-shaped model  |            |            | **R²**                             |             |
| 3         | Inflection S-shaped model |           |            | **Adjusted R²**                    |             |
| 4         | HD3S-O model            |            |            | **Model Parameter Estimation Results** |             |
| 5         | Yamada exponential model |            |            | **AIC**                            |             |
| 6         | Yamada Rayleigh model   |            |            | **Notes:** The bold numbers mean the result of the best SRGM in this column. |             |
| 7         | Yamada imperfect 1 model |            |            | **https://doi.org/10.1371/journal.pone.0181524.t005** |             |
| 8         | Yamada imperfect 2 model |            |            |                                    |             |
| 9         | P-Z model               |            |            |                                    |             |
| 10        | Fault removal model     |            |            |                                    |             |
| 11        | SRGM-3 model            |            |            |                                    |             |
| 12        | Proposed model          |            |            |                                    |             |

Notes: The bold numbers mean the result of the best SRGM in this column.
in Table 6 with time unit week. There are totally 328 faults detected within about 19 weeks. All data points are used to fit the models and estimate the models’ parameters.

Here we only use MLE to estimate the models’ parameters recorded in Table 7. MSE, $R^2$, Adjusted $R^2$ and AIC values are all calculated on the parameters obtained by MLE.

It can be seen that compared to all models using the MSE, $R^2$, Adjusted $R^2$ and AIC criteria, the proposed model displays the smallest MSE value and AIC value, the largest $R^2$ value and Adjusted $R^2$ value, the values are 93.8861, 203.3359, 0.9943 and 0.9906, respectively. That is to say, we can deduce that the proposed model performs the best among all models in goodness-of-fit behavior.

Moreover, some additional information can be acquired from the estimation values of the parameters given by the proposed model. For instance, the fault removal efficiency is 60%, which is below the average value according to [20], indicating the skill of the testing team should be improved. The initial fault content is estimated 628, and the fault introduction rate

Fig 4. Testing coverage of DS-2.
https://doi.org/10.1371/journal.pone.0181524.g004
is 0.5, the expected total number of faults detected is 792 at 19 weeks. Thus, at 19 weeks, which is the assumed stopping time point, there are still about 464 remaining faults present in the software. This means that many faults still remain in the software at the end of the testing phase. The fault introduction probability is 0.5, i.e., on average, 1 fault will be introduced when 2 faults are removed on average. So more testing training should be given to the testers and their testing skill should be improved greatly.

The testing coverage function of the proposed model based on the parameters estimated by MLE according to DS-3 is graphically illustrated in Fig 7, the changing trend of the testing coverage over time also shows the aforementioned trend. Fig 8 depicts the fault detection rate over time of DS-3. It shows that the fault detection rate displays an S-shaped trend firstly increasing and then decreasing with different decreasing rate at different phase, e.g. firstly its decreasing rate changes from flat to more, then the fault detection rate decreases from fast to slow. The fitting comparison of all models for DS-3 is graphically illustrated in Fig 9. It can be seen that the proposed model fits the actual data better than all other models.
Fig 6. The fitting results of SRGMs compared with actual data for DS-2.

https://doi.org/10.1371/journal.pone.0181524.g006

Table 6. Failure data of DS-3.

| Testing time (weeks) | Cumulative faults | Testing time (weeks) | Cumulative faults |
|----------------------|-------------------|----------------------|-------------------|
| 1                    | 15                | 11                   | 233               |
| 2                    | 44                | 12                   | 255               |
| 3                    | 66                | 13                   | 276               |
| 4                    | 103               | 14                   | 298               |
| 5                    | 105               | 15                   | 304               |
| 6                    | 110               | 16                   | 311               |
| 7                    | 146               | 17                   | 320               |
| 8                    | 175               | 18                   | 325               |
| 9                    | 179               | 19                   | 328               |
| 10                   | 206               |                       |                   |

https://doi.org/10.1371/journal.pone.0181524.t006
Table 7. Comparison of SRGMs’ descriptive power for DS-3.

| Model No. | Model Name         | MLE Method | Model Parameter Estimation Results | MSE   | $R^2$  | Adjusted $R^2$ | AIC  |
|-----------|--------------------|------------|-----------------------------------|-------|--------|----------------|------|
| 1         | G-O model         |            | $\hat{a} = 513.1 \hat{b} = 0.05365$ | 248.2227 | 0.9785 | 0.9758         | 220.7602 |
| 2         | Delayed S-shaped model |            | $\hat{a} = 359.9 \hat{b} = 0.2126$ | 211.0699 | 0.9817 | 0.9794         | 222.3754 |
| 3         | Inflection S-shaped model |            | $\hat{a} = 355.1 \hat{b} = 0.2129 \hat{\beta} = 3.629$ | 114.7818 | 0.9906 | 0.9888         | 205.0108 |
| 4         | HD/G-O model      |            | $\hat{a} = 513.1 b = 0.05365 \hat{c} = 0.08779$ | 263.7371 | 0.9785 | 0.9742         | 205.0108 |
| 5         | Yamada exponential model |            | $\hat{a} = 826.7 \hat{\beta} = 0.02387 \hat{\gamma} = 0.2190 \hat{a} = 6.332$ | 287.1442 | 0.9780 | 0.9718         | 226.1432 |
| 6         | Yamada Rayleigh model |            | $\hat{a} = 469.4 \hat{\beta} = 0.01403 \hat{\gamma} = 0.3685 \hat{z} = 3.538$ | 346.2307 | 0.9735 | 0.9660         | 247.8212 |
| 7         | Yamada imperfect 1 model |            | $\hat{a} = 513.1 b = 0.05365 \hat{\beta} = 1.0e - 10$ | 263.7372 | 0.9785 | 0.9742         | 222.7602 |
| 8         | Yamada imperfect 2 model |            | $\hat{a} = 513.1 b = 0.05365 \hat{\beta} = 1.0e - 10$ | 263.7366 | 0.9785 | 0.9742         | 222.7602 |
| 9         | P-Z model         |            | $\hat{a} = 1.0e - 10 \hat{b} = 0.2129 \hat{c} = 355.1 \hat{\beta} = 5.634e - 05 \hat{\rho} = 3.629$ | 131.1790 | 0.9906 | 0.9870         | 209.0108 |
| 10        | Fault removal model |            | $\hat{a} = 321.9 \hat{\beta} = 100.0 \hat{b} = 0.1312 \hat{\rho} = 0.9836 \hat{\alpha} = 5.403 \hat{\beta} = 0.01765$ | 110.8502 | 0.9927 | 0.9890         | 204.6694 |
| 11        | SRGM-3 model      |            | $\hat{A} = 372.7 \hat{\beta} = 0.1408 \hat{\beta} = 5.108 \hat{\rho} = 0.01854$ | 215.7341 | 0.9835 | 0.9788         | 215.9364 |
| 12        | proposed model    |            | $\hat{a} = 628.2 \hat{\beta} = 0.5 \hat{c} = 0.1781 \hat{\beta} = 0.6 \hat{\beta} = 0.058 \hat{\gamma} = 0.6193$ | 93.8861  | 0.9943 | 0.9906         | 203.3359 |

Notes: The bold numbers mean the result of the best SRGM in this column.

https://doi.org/10.1371/journal.pone.0181524.t007

Fig 7. Testing coverage of DS-3.

https://doi.org/10.1371/journal.pone.0181524.g007
Comparison of models’ predictive power

In order to validate the performance of the proposed model’s predictive power, we divide the above three data sets into two parts. For DS-1, we use the first 80% of data points to estimate the models’ parameters, then use the remaining data to compare the models’ predictive power.

Fig 8. Fault detection rate of DS-3.
https://doi.org/10.1371/journal.pone.0181524.g008

Fig 9. The fitting results of SRGMs compared with actual data for DS-3.
https://doi.org/10.1371/journal.pone.0181524.g009
Table 8 gives both SSE values in the context of LSE and AIC values in the context of MLE, respectively. It shows that the proposed model provides the lowest value of SSE (533.3269) and the smallest value of AIC (599.7586), which are both far less than other models' values. For example, the proposed model is followed by the inflection S-shaped model with an SSE value of 2774.2 and the P-Z model with an SSE of 2814.9, which are approximately 5 times as large as that of the proposed model. Meanwhile, the Yamada exponential model displays an AIC value of 685.9234 and the Yamada imperfect 1 model gives an AIC of 683.8968, which are approximately 1.15 times as large as that of the proposed model.

For DS-2, we use the first 90% of data points to estimate the models' parameters, then use the remaining data to compare the models' predictive power. Here we also use both LSE and MLE methods to estimate the models' parameters. In terms of SSE values listed in Table 8, the proposed model still offers the smallest values of SSE at 2.6775 and 0.7418, though followed by the delayed S-shaped model with an SSE of 3.5409 and the Yamada Rayleigh model with an SSE of 1.6944, which are only 2 times as large as that of the proposed model, but other models have very larger SSE values from 3 times to 1672 times as large as that of the proposed model.

For DS-3, we use the first 95% of data points to estimate the models' parameters, then use the remaining data to compare the models' predictive power. From Table 8, it can be seen that the proposed model provides both the lowest value of SSE (0.2231) and the smallest value of AIC (199.7570).

Therefore, according to these results listed in Table 8, we can conclude that the proposed model provides better prediction performance.

### Sensitivity analysis

Here we conduct the sensitivity analysis to study each parameter's impact on the robustness of the proposed model, in which one parameter is changeable, while the other parameters are set to their fixed values. Due to limited space, here we only give the results based on DS-1 and DS-2, the same conclusion can be obtained on DS-3, too. Fig 10(a)–10(g) show the sensitivity of...
parameters $A$, $\alpha$, $\alpha$, $\beta$, $p$, $c$ and $r$ in the proposed model based on DS-1 respectively. From Fig 10(a)–10(g), it can be seen that the cumulative number of detected faults will be apparently changed with the expected number of initial fault number $\alpha$, fault introduction rate $\alpha$, the fault removal efficiency $p$, the probability constant $\beta$, the maximum testing coverage percentage $A$, scale parameter $c$ and shape parameter $r$ changing accordingly. Thus, parameters $A$, $\alpha$, $\alpha$, $\beta$, $p$, $c$ and $r$ are all influential parameters in the proposed model. Fig 11(a)–11(g) also show the similar results for DS-2. So these parameters can be regarded as influential parameters in the proposed model.

https://doi.org/10.1371/journal.pone.0181524.g010
Conclusions

In this paper, an imperfect debugging model NHPP-based is developed to incorporate both error generation and imperfect fault removal efficiency, together with considering inflected S-shaped testing coverage to denote the fault detection rate function. Comparisons of this model with several other existing NHPP models have been presented in detail. In addition, three widely used failure data sets are provided for validating the goodness-of-fit and predictive performance of the proposed model. Moreover, five comparison criteria are used to evaluate model performance and the results conclude that the proposed model can fit and predict better. Thus, the results obtaining from the proposed model are encouraging. Furthermore, the

Fig 11. The sensitivity analysis of the parameters of the proposed model for DS-2. (a) Dependence of Parameter A (DS-2) (b) Dependence of Parameter a (DS-2) (c) Dependence of Parameter α (DS-2) (d) Dependence of Parameter β (DS-2) (e) Dependence of Parameter c (DS-2) (f) Dependence of Parameter p (DS-2) (g) Dependence of Parameter r (DS-2).

https://doi.org/10.1371/journal.pone.0181524.g011
sensitivity analysis displays that parameters $A$, $\alpha$, $\alpha$, $\beta$, $p$, $c$ and $r$ are influential parameters in the proposed model.

The limitations for the proposed model are analyzed as follows:

1. In our experiments, quantity and kind of fault data sets seem to be limited. To be well-known, using more data sets and more kinds of data sets can give more effective demonstration for the model’s performance. However, we used only three real-world data sets to validate the model’s performance. Thus, fault data sets in quantity and more kinds are needed in the future work to give a more in-depth validation.

2. The proposed model assumes the fault removal efficiency to be a constant to simplify the model’s mathematical derivation and calculation. But in practical software debugging process, the fault removal efficiency may be changed dependent on time because it depends on many factors such as the skill of the testing team, the complexity of software system, the testing strategy and the testing environment etc. Thus, the fault removal efficiency may take some kinds of complicated function forms, e.g., a time dependent function rather than a constant. Therefore, more forms of fault removal efficiency function should be studied in the future research.
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