Shifted Jacobi polynomials for nonlinear singular variable-order time fractional Emden–Fowler equation generated by derivative with non-singular kernel
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Abstract
In this work, a nonlinear singular variable-order fractional Emden–Fowler equation involved with derivative with non-singular kernel (in the Atangana–Baleanu–Caputo type) is introduced and a computational method is proposed for its numerical solution. The desired method is established upon the shifted Jacobi polynomials and their operational matrix of variable-order fractional differentiation (which is extracted in the present study) together with the spectral collocation method. The presented method transforms obtaining the solution of the main problem into obtaining the solution of an algebraic system of equations. Several numerical examples are examined to show the validity and the high accuracy of the established method.
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1 Introduction
In recent years, fractional calculus (theory of differentiation and integration of arbitrary order) has become an interesting topic for researchers in physics, mathematics and engineering. This is because of the fact that fractional differential equations govern the behavior of several physical systems with more accuracy [1]. It should be noted that main advantage of using fractional differential (integral) equations for modeling applied problems is their non-locality. This means that in a fractional dynamical system, the next state depends on all the previous states. The interested reader is referred to [2–7] for recent advance in the fractional derivatives and their applications.

Recently, the issue of singularity of kernel in fractional operators has motivated the interest of many researchers to introduce other new classes of operators with non-singular kernel, for instance see [8–11]. It is shown that fractional equations involving operators with non-singular kernel capable to model various phenomena in physics and engineering more accurate than the ones with singular kernel [12]. On the other hand, during the last decades, considerable efforts have been devoted to study the variable-order (VO) fractional calculus (derivative and integral operators of variable orders) and its applications in
Due to these facts, there has been great attention on the approximate methods for the numerical solution of problems involving VO fractional derivatives with non-singular kernel. In [16], the authors proposed a meshless technique for a class of 2D reaction–diffusion equations involving VO fractional differentiations with non-singular kernel. The authors of [17] utilized the artificial neural networks for some categories of differential equations involved with VO fractional derivatives with non-singular kernel. A numerical method established in [18] for a category of VO reaction–diffusion equations involving differentiations with non-singular kernel. The authors of [19] established a finite difference scheme for a category of telegraph equations involving VO fractional operators with non-singular kernel. An interpolation method using the Lagrange polynomials applied in [20] for solving some classes of differential equations with this kind of VO fractional derivatives. The moving least square method is used in [21] for a category of VO fractional 2D telegraph equations including derivatives with non-singular kernel. A wavelet method utilized in [22] for a category of VO fractional 2D reaction–diffusion equations including derivatives with non-singular kernel. In [23], the author applied a cardinal method for a class of nonlinear VO fractional optimal control problems generated by this kind of derivatives. Legendre cardinal functions are used in [24] for solving VO fractional Schrödinger equation defined by Atangana–Baleanu non-singular derivative.

The Jacobi polynomials, as an important class of orthogonal polynomials have been effectively used in the approximation theory and practical applications [25]. The best-known classes of the Jacobi polynomials are the Legendre polynomials, the first kind, the second kind, the third kind and the fourth kind Chebyshev polynomials [26]. It is worth noting that these polynomials play an important role in establishing the spectral methods [26]. The spectral accuracy of such methods allow one to obtain highly accurate solutions for the problem under consideration. Meanwhile, obtaining operational matrices of fractional and classical differentiation and integration for these polynomials is often easy in comparison with other basis functions. So, in recent years, the Jacobi polynomials have been widely used to solve various classes of problems. In [25], the authors used the Jacobi polynomials for a class of multi-variable-order differential equations. These polynomials have been used in [27] to establish a computational method for generalized fractional Burgers equations. An operational matrix scheme using the Jacobi polynomials was developed in [28] for linear and nonlinear fractional differential equations. These polynomials are utilized in [29] for solving distributed order fractional reaction–diffusion equations. In [30], the fractional forms of these polynomials are used for solving fractional variational problems.

One of the well-known singular differential equations which often arises in physics and engineering is the Emden–Fowler equation. This equation models several physical phenomena, such as the isothermal gas sphere, the thermal behavior of spherical cloud of gas, the theory of stellar structure and the theory of thermionic currents [31–33]. In the last decades, much attention has been focused on the numerical study of this equation and similar generalized equations; for instance, see [34–36] and the references therein.

The main aims of this study are to introduce a generalized version of the Emden–Fowler equation defined by the Atangana–Baleanu–Caputo (A–B–C) VO fractional derivative and to express a computational method for its numerical solution. So, we focus on the
following equation:
\[
\frac{\partial^\mu u(\xi, \tau)}{\partial \tau^\mu} = \frac{\partial^2 u(\xi, \tau)}{\partial \xi^2} + \frac{\lambda}{\xi} \frac{\partial u(\xi, \tau)}{\partial \xi} + \mathcal{G}(\xi, \tau, u(\xi, \tau)) + f(\xi, \tau),
\]
\[
\omega(\xi, \tau) \in (0, 1), (\xi, \tau) \in [0, L] \times [0, T],
\]
where the VO fractional differentiation is defined in the sense of A–B–C sense with the Mittag-Leffler function as its kernel [8], subject to the initial condition
\[
u(\xi, 0) = g(\xi),
\]
and boundary conditions
\[
u(0, \tau) = h_0(\tau), \quad \nu(L, \tau) = h_1(\tau).
\]
Here,\(\omega(\xi, \tau)\) is a given continuous function, \(\nu(\xi, \tau)\) is the temperature of the system under consideration, \(\lambda\) is a constant, \(\mathcal{G}(\xi, \tau, u(\xi, \tau)) + f(\xi, \tau)\) is the nonlinear source term which assumed to be continuous on its defined domain, and \(g(\xi), h_0(\tau)\) and \(h_1(\tau)\) are given continuous functions describing the initial and boundary conditions (IBC).

The proposed algorithm is based upon the shifted Jacobi polynomials (SJPs) and their operational matrices of the classical and VO fractional derivatives which are obtained in this study. More precisely, the desired solution of the considered model is approximated by the SJPs with unknown coefficients. This approximation and its classical and VO fractional derivatives are substituted into the problem. By utilizing the operational matrices of the SJPs a residual function is defined for the problem. By taking some collocation points into the residual function and considering the IBCs, solving the approximated problem is turned into solving an algebraic system of equations.

This paper is arranged as follows: A brief review of non-singular VO fractional calculus is expressed in the next section. The SJPs and some of their properties are introduced in Sect. 3. Some new operational matrices are obtained for the SJPs in Sect. 4. The algorithm is explained in Sect. 5. Several test problems are solved by the proposed approach in Sect. 6. The last section is dedicated to a short conclusion.

2 VO fractional calculus with non-singular kernel

**Definition 2.1** ([1]) The Mittag-Leffler function is defined by
\[
E_{\mu_1, \mu_2}(\tau) = \sum_{j=0}^{\infty} \frac{\tau^j}{\Gamma(j\mu_1 + \mu_2)}, \quad \tau \in \mathbb{C}, \mu_1, \mu_2 \in \mathbb{R}^+.
\]

Note that in the case of \(\mu_2 = 1\), it is abbreviated as \(E_{\mu_1}(\tau)\).

**Definition 2.2** ([8]) Let \(\bar{\omega} \in (0, 1)\) be a real constant and \(u(\xi, \tau)\) be a differentiable function on \([0, L] \times [0, T]\). The fractional derivative of order \(\bar{\omega}\) of \(u(\xi, \tau)\) with respect to \(\tau\) in the A–B–C sense is given by
\[
\frac{\partial^{\bar{\omega}} u(\xi, \tau)}{\partial \tau^{\bar{\omega}}} = \frac{\mathcal{C}(\bar{\omega})}{1 - \bar{\omega}} \int_0^\tau \frac{\partial u(\xi, s)}{\partial s} E_{\bar{\omega}} \left( -\bar{\omega}(\tau - s)^{\bar{\omega}} \right) ds,
\]
where \(\mathcal{C}(0) = \mathcal{C}(1) = 1\). According to [37] we can define \(\mathcal{C}(\bar{\omega}) = 1 - \bar{\omega} + \frac{\bar{\omega}}{1 - \bar{\omega}}\).
Definition 2.3 ([22, 37]) Suppose that \( \omega : [0, L] \times [0, T] \rightarrow (0, 1) \) is continuous and \( u(\xi, \tau) \) be differentiable with respect to \( \tau \) on \([0, L] \times [0, T] \). The fractional differentiation of order \( \omega(\xi, \tau) \) of \( u(\xi, \tau) \) in the A–B–C type is given by

\[
\frac{\partial^{\omega(\xi, \tau)} u(\xi, \tau)}{\partial \tau^{\omega(\xi, \tau)}} = C(\omega(\xi, \tau)) \int_0^T \frac{\partial u(\xi, s)}{\partial s} E_{\omega(\xi, \tau)} \left( \frac{-\omega(\xi, \tau)(\tau - s)^{\omega(\xi, \tau)}}{1 - \omega(\xi, \tau)} \right) ds, \tag{2.3}
\]

where \( C(\omega(\xi, \tau)) = 1 - \omega(\xi, \tau) + \frac{\omega(\xi, \tau)}{\tau^{\omega(\xi, \tau)}} \).

Corollary 2.4 ([22]) If \( \omega : [0, L] \times [0, T] \rightarrow (0, 1) \) is continuous and \( k \in \mathbb{N} \cup \{0\} \), then

\[
\frac{\partial^{\omega(\xi, \tau)} u(\xi, \tau)}{\partial \tau^{\omega(\xi, \tau)}} = \begin{cases} 
0, & k = 0, \\
C(\omega(\xi, \tau))k! E_{\omega(\xi, \tau)}^{k+1} \left( \frac{-\omega(\xi, \tau)^{\omega(\xi, \tau)}}{1 - \omega(\xi, \tau)} \right), & k = 1, 2, \ldots.
\end{cases} \tag{2.4}
\]

3 The shifted Jacobi polynomials (SJPs) and their properties

The SJPs can be defined over \([0, T]\) by the following explicit analytic formula [38]:

\[
f^{(a,b)}_{T,i}(\tau) = \sum_{k=0}^{i} (-1)^{i+k} \frac{\Gamma(i + b + 1) \Gamma(i + k + a + b + 1)}{\Gamma(k + b + 1) \Gamma(i + a + b + 1)(i - k)!k!} T^k, \tag{3.1}
\]

\( i \in \mathbb{N} \cup \{0\}, a, b > -1 \) and \( a + b \neq -1 \).

These polynomials generate a system which is orthogonal with the associated weight function \( w^{(a,b)}_T(\tau) = \tau^b(T - \tau)^a \) over \([0, T]\) with the orthogonality property

\[
\int_0^T f^{(a,b)}_{T,i}(\tau)f^{(a,b)}_{T,j}(\tau) w^{(a,b)}_T(\tau) d\tau = h^{(a,b)}_{T,i} \delta_{ij}, \tag{3.2}
\]

where

\[
h^{(a,b)}_{T,i} = \frac{T^{a+b+1}\Gamma(i + a + 1)\Gamma(i + b + 1)}{(2i + a + b + 1)!i!\Gamma(i + a + b + 1)}. \tag{3.3}
\]

Any function \( u(\tau) \), square integrable with respect to \( w^{(a,b)}_T(\tau) \) over \([0, T]\) can be written by the SJPs as follows:

\[
u(\tau) = \sum_{i=0}^{\infty} d_i f^{(a,b)}_{T,i}(\tau), \tag{3.4}
\]

where

\[
d_i = \frac{1}{h^{(a,b)}_{T,i}} \int_0^T w^{(a,b)}_T(\tau) u(\tau) f^{(a,b)}_{T,i}(\tau) d\tau, \quad i = 0, 1, \ldots. \tag{3.5}
\]

In practice, only the first \((n + 1)\) terms of \( f^{(a,b)}_{T,i}(\tau) \) are utilized. So, we have

\[
u(\tau) \simeq u_n(\tau) = \sum_{i=0}^{n} c_i f^{(a,b)}_{T,i}(\tau) \equiv C^T \Psi_{T,n}(\tau), \tag{3.6}
\]
where

\[ C = \begin{bmatrix} c_0 & c_1 & \ldots & c_n \end{bmatrix}^T, \]

and

\[ \Psi_{T,n}(\tau) = \begin{bmatrix} f_{T,0}^{(a,b)}(\tau) & f_{T,1}^{(a,b)}(\tau) & \ldots & f_{T,n}^{(a,b)}(\tau) \end{bmatrix}^T. \] (3.7)

Similarly, any function \( u(\xi, \tau) \) defined over \([0, L] \times [0, T] \) may be written via the double SJP as follows:

\[ u(\xi, \tau) \approx u_{m,n}(\xi, \tau) = \sum_{i=0}^{m} \sum_{j=0}^{n} u_{ij} f_{L,i}^{(a,b)}(\xi) f_{T,j}^{(a,b)}(\tau) \triangleq \Psi_{L,m}(\tau)^T U \Psi_{T,n}(\tau), \] (3.8)

where \( U = [u_{ij}] \) is an \((m + 1) \times (n + 1)\) matrix with

\[ u_{ij} = \frac{1}{h_{L,i-1}^{(a,b)} h_{T,j-1}^{(a,b)}} \int_0^L \int_0^T w_L^{(a,b)}(\xi) w_T^{(a,b)}(\tau) u(\xi, \tau) f_{L,i-1}^{(a,b)}(\xi) f_{T,j-1}^{(a,b)}(\tau) \, d\tau \, d\xi, \]

\[ i = 1, 2, \ldots, m + 1, j = 1, 2, \ldots, n + 1. \] (3.9)

Remark 1: Note that the most commonly used SJP are the shifted Legendre polynomials \( P_{T,j}(\tau) \), the second, third and fourth kinds shifted Chebyshev polynomials \( U_{T,j}(\tau), V_{T,j}(\tau) \) and \( W_{T,j}(\tau) \). Meanwhile, we have

\[ P_{T,j}(\tau) = f_{T,j}^{(0,0)}(\tau), \quad U_{T,j}(\tau) = \frac{(i + 1)!}{\Gamma(i + \frac{1}{2})} f_{T,j}^{\frac{1}{2}, \frac{1}{2}}(\tau), \]

\[ V_{T,j}(\tau) = \frac{(2i)!!}{(2i - 1)!!} f_{T,j}^{\frac{1}{2}, -\frac{1}{2}}(\tau), \quad W_{T,j}(\tau) = \frac{(2i)!!}{(2i - 1)!!} f_{T,j}^{\frac{1}{2}, -\frac{1}{2}}(\tau). \] (3.10)

4 Operational matrices

In the following, some novel matrix relations are obtained for the SJP.

Definition 4.1: A set containing \((n + 1)\) components of the monomials can be expressed by

\[ \Phi_n(\tau) = \begin{bmatrix} \varphi_{n,0}(\tau) & \varphi_{n,1}(\tau) & \ldots & \varphi_{n,n}(\tau) \end{bmatrix}^T, \] (4.1)

where \( \varphi_{n,i}(\tau) = \tau^i \) for \( i = 0, 1, \ldots, n \).

Lemma 4.2: Let \( \Psi_{T,n}(\tau) \) and \( \Phi_n(\tau) \) be the basis vectors expressed in Eqs. (3.7) and (4.1), respectively. Then the following relation is valid between them:

\[ \Phi_n(\tau) = P_{T,n} \Psi_{T,n}(\tau), \] (4.2)
Thus, from Eqs. (4.5) and (4.6), we obtain

\[
\hat{P}_{T,i} = T^{i-1}(2j + a + b - 1)(j - 1)!\Gamma(a + 1)
\]
\[
\times \sum_{k=0}^{j-1} (-1)^{j+k-1} \frac{\Gamma(i + k + b)\Gamma(j + k + a + b)}{(j - k - 1)!k!\Gamma(k + b + 1)\Gamma(i + k + a + b + 1)} \cdot
\]

1 \leq i, j \leq n + 1.

\[\square\]

Proof Any element \(\psi_{n,i}(\tau), i = 0, 1, \ldots, n\) of \(\Phi_n(\tau)\) can be exactly expressed in terms of the SJP as follows:

\[
\psi_{n,i}(\tau) = \sum_{j=0}^{n} \hat{P}_{T,j} f^{(a,b)}_{n,i}(\tau) = \hat{P}_{T,i} \psi_{T,n}(\tau),
\]

where

\[
\hat{P}_{T,j} = \begin{bmatrix} \hat{P}_{T,j0} & \hat{P}_{T,j1} & \ldots & \hat{P}_{T,jn} \end{bmatrix},
\]

and according to Eq. (3.5), we have

\[
\hat{P}_{T,j} = \frac{1}{h_{T,j}} \int_{0}^{T} w^{(a,b)}(\tau) \psi_{n,i}(\tau) f^{(a,b)}_{T,j}(\tau) d\tau, \quad 0 \leq j \leq n.
\]

Regarding Eqs. (3.1), (3.3) and (4.1), and the definition of \(w^{(a,b)}(\tau)\), one has

\[
\frac{1}{h_{T,j}} \int_{0}^{T} w^{(a,b)}(\tau) \psi_{n,i}(\tau) f^{(a,b)}_{T,j}(\tau) d\tau = \frac{T^{j}(2j + a + b + 1)!\Gamma(a + 1)}{\Gamma(j + a + 1)}
\]
\[
\times \sum_{k=0}^{j} (-1)^{j+k} \frac{\Gamma(\hat{i} + k + b + 1)\Gamma(\hat{j} + k + a + b + 1)}{(j - k)!k!\Gamma(k + b + 1)\Gamma(\hat{i} + k + a + b + 2)}. \tag{4.6}
\]

Thus, from Eqs. (4.5) and (4.6), we obtain

\[
\hat{P}_{T,j} = \frac{T^{j}(2j + a + b + 1)!\Gamma(a + 1)}{\Gamma(j + a + 1)} \sum_{k=0}^{j} (-1)^{j+k} \frac{\Gamma(\hat{i} + k + b + 1)\Gamma(\hat{j} + k + a + b + 1)}{(j - k)!k!\Gamma(k + b + 1)\Gamma(\hat{i} + k + a + b + 2)} \cdot
\]

0 \leq j \leq n.

\[\square\]
As an illustrative example, for \((a = 1, b = 2), T = 2\) and \(n = 5\), we have

\[
P_{2,5} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 \\
0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 4 & 0 \\
0 & 0 & 0 & 0 & 5
\end{pmatrix}.
\]

**Lemma 4.3** Assume that \(\Phi_n(\tau)\) is the vector defined in Eq. (4.1). Then we have

\[
\frac{d\Phi_n(\tau)}{d\tau} = D_n^{(1)}\Phi_n(\tau),
\]

where \(D_n^{(1)}\) is a strictly lower triangular matrix of order \((n + 1)\) with

\[
[D_n^{(1)}]_{ij} = \begin{cases}
0, & i = 1, 1 \leq j \leq n + 1, \\
i - 1, & 2 \leq i \leq n + 1, 1 \leq j \leq n + 1, i - j = 1.
\end{cases}
\]

Generally, we have

\[
\frac{d^r\Psi_n(\tau)}{d\tau^r} = D_n^{(r)}\Psi_n(\tau),
\]

where \(D_n^{(r)}\) is the \(r\)th power of \(D_n^{(1)}\).

**Proof** The proof is clear by considering the definition of these polynomials. \(\square\)

**Lemma 4.4** If \(\Phi_n(\tau)\) is the basis vector given in Eq. (4.1) and \(\omega : [0, L] \times [0, T] \rightarrow (0, 1)\) is continuous, then

\[
\frac{\partial^{\omega(\xi, \tau)}\Phi_n(\tau)}{\partial T^{\omega(\xi, \tau)}} = Z_n^{(\omega(\xi, \tau))}\Phi_n(\tau),
\]

where \(Z_n^{(\omega(\xi, \tau))}\) is a strictly lower triangular matrix of \((n + 1)\) with

\[
[Z_n^{(\omega(\xi, \tau))}]_{ij} = \begin{cases}
0, & i = 1, 1 \leq j \leq n + 1, \\
(i - 1)!C_{\omega(\xi, \tau)}(\frac{\omega(\xi, \tau)}{1 - \omega(\xi, \tau)}), & 2 \leq i \leq n + 1, 1 \leq j \leq n + 1, i - j = 1.
\end{cases}
\]

**Proof** Regarding Corollary 2.4, the proof is clear. \(\square\)

**Theorem 4.5** If \(\Psi_{T,n}(\tau)\) is the SJP vector introduced in Eq. (3.7), then

\[
\frac{d\Psi_{T,n}(\tau)}{d\tau} = D_{T,n}^{(1)}\Psi_{T,n}(\tau),
\]

where \(D_{T,n}^{(1)}\) is a matrix (the derivative operational matrix of the SJP) of order \((n + 1)\) as follows:

\[
D_{T,n}^{(1)} = P_{T,n}^{-1}D_n^{(1)}P_{T,n}.
\]
Generally, we have
\[
\frac{d^r \Psi_{T,n}(\tau)}{d\tau^r} = D_{T,n}^{(r)} \Psi_{T,n}(\tau),
\]
(4.12)
where \(D_{T,n}^{(r)}\) is the \(r\)th power of \(D_{T,n}^{(1)}\).

**Theorem 4.6** If \(\Psi_{T,n}(\tau)\) is the SJPs vector given in Eq. (3.7) and \(\omega : [0, L] \times [0, T] \rightarrow (0, 1)\) is a continuous function, then
\[
\frac{\partial^{\omega(\xi, \tau)} \Psi_{T,n}(\tau)}{\partial \tau^{\omega(\xi, \tau)}} = Z_{T,n}^{(\omega(\xi, \tau))} \Psi_{T,n}(\tau),
\]
(4.13)
where \(Z_{T,n}^{(\omega(\xi, \tau))}\) is a matrix (named the VO fractional derivative operator matrix of order \(\omega(\xi, \tau)\) of the SJPs) of order \((n + 1)\) as follows:
\[
Z_{T,n}^{(\omega(\xi, \tau))} = P_{T,n}^{-1} \omega(\xi, \tau) P_{T,n}.
\]

**Proof** Regarding Lemmas 4.2 and 4.4, the proof is straightforward. \(\square\)

### 5 The proposed method

For solving the VO fractional model given in Eq. (1.1), by approximating the solution in terms of the SJPs, we have

\[
u(\xi, \tau) \simeq u_{m,n}(\xi, \tau) = \sum_{i=0}^{m} \sum_{j=0}^{n} u_{ij} f_{L,i}(\xi) f_{T,j}(\tau) \triangleq \Psi_{L,m}(\xi)^T U \Psi_{T,n}(\tau),
\]
(5.1)
where \(U = [u_{ij}]\) is an unknown matrix with \((m + 1) \times (n + 1)\) elements, and \(\Psi_{L,m}(\xi)\) and \(\Psi_{T,n}(\tau)\) are the vectors expressed in Eq. (3.8). Regarding Theorem 4.5, we obtain

\[
\frac{\partial u(\xi, \tau)}{\partial \xi} \simeq \Psi_{L,m}(\xi)^T (D_{L,m}^{(1)})^T U \Psi_{T,n}(\tau),
\]
(5.2)

and

\[
\frac{\partial^2 u(\xi, \tau)}{\partial \xi^2} \simeq \Psi_{L,m}(\xi)^T (D_{L,m}^{(2)})^T U \Psi_{T,n}(\tau).
\]
(5.3)

Also, from Theorem 4.6, we have

\[
\frac{\partial^{\omega(\xi, \tau)} u(\xi, \tau)}{\partial \tau^{\omega(\xi, \tau)}} \simeq \Psi_{L,m}(\xi)^T U Z_{T,n}^{(\omega(\xi, \tau))} \Psi_{T,n}(\tau).
\]
(5.4)

By inserting Eqs. (5.1)–(5.4) into Eq. (1.1), we introduce the residual function

\[
R(\xi, \tau) \triangleq \Psi_{L,m}(\xi)^T \left[ U Z_{T,n}^{(\omega(\xi, \tau))} - (D_{L,m}^{(2)}) U - \frac{\lambda}{\xi} (D_{L,m}^{(1)}) U \right] \Psi_{T,n}(\tau)
\]
\[- G(\xi, \tau, \Psi_{L,m}(\xi)^T U \Psi_{T,n}(\tau)) - f(\xi, \tau),
\]
(5.5)
On the other hand, from Eqs. (1.2), (1.3) and (5.1), we have
\[
\Psi_{L,n}(\xi)^T U \Psi_{T,n}(0) - g(\xi) \equiv \Lambda_1(\xi) \simeq 0 \quad (5.6)
\]
and
\[
\Psi_{L,n}(0)^T U \Psi_{T,n}(\tau) - h_0(\tau) \equiv \Lambda_2(\tau) \simeq 0,
\]
\[
\Psi_{L,n}(L)^T U \Psi_{T,n}(\tau) - h_1(\tau) \equiv \Lambda_3(\tau) \simeq 0. \quad (5.7)
\]
Eventually, the following system with \((m+1) \times (n+1)\) equations can be generated from Eqs. (5.5)–(5.7):
\[
\begin{cases}
R(\xi_i, \tau_j) = 0, & 2 \leq i \leq m, 2 \leq j \leq n + 1, \\
\Lambda_1(\xi_i) = 0, & 1 \leq i \leq m + 1, \\
\Lambda_2(\tau_j) = 0, & 2 \leq j \leq n + 1, \\
\Lambda_3(\tau_j) = 0, & 2 \leq j \leq n + 1,
\end{cases} \quad (5.8)
\]
where \(\xi_i = \frac{i}{m+1}(1 - \cos(\frac{(2i-1)\pi}{2(m+1)}))\) for \(i = 1, 2, \ldots, m + 1\) and \(\tau_j = \frac{j}{n+1}(1 - \cos(\frac{(2j-1)\pi}{2(n+1)}))\) for \(j = 1, 2, \ldots, n + 1\). The above system should be solved for computing the matrix \(U\) in Eq. (5.1), and consequently obtaining an approximate solution for the problem.

6 Test problems

Here, the accuracy of the explained algorithm is studied by solving some numerical test problems. Maple 18 (with 25 decimal digits) is used for numerical simulations. The experimental convergence order (ECO) of the expressed scheme is obtained by
\[
ECO = \log \frac{\varepsilon_2}{\varepsilon_1},
\]
where \(\varepsilon_1\) and \(\varepsilon_2\) express the maximum absolute error (MAE) arisen in the first and second implementations, respectively. Moreover, \(S_i = (m_i+1)(n_i+1)\) for \(i = 1, 2\) denote the number of the GJPs applied in the first and second experiments, respectively. Meanwhile, the series in the Mittag-Leffler function is truncated after the 35th term.

Example 1 First, consider the equation
\[
\frac{\partial u(\xi, \tau)}{\partial \tau} u(\xi, \tau) = \frac{\partial^2 u(\xi, \tau)}{\partial \xi^2} + \frac{1}{\xi} \frac{\partial u(\xi, \tau)}{\partial \xi} + e^{u(\xi, \tau)} - e^{\frac{1}{2} u(\xi, \tau)} + f(\xi, \tau), \quad (\xi, \tau) \in [0, 1] \times [0, 1],
\]
where
\[
f(\xi, \tau) = \frac{1}{\tau(\xi^2 + 5)} \left( \frac{\xi^2 - 4\tau + 1}{\tau \xi^2 + 5} - \frac{4\xi^2 \tau^2}{(\tau \xi^2 + 5)^2} \right),
\]
with the IBCs
\[
u(\xi, 0) = -\ln(5), \quad u(0, \tau) = -\ln(5), \quad u(1, \tau) = -\ln(5 + \tau).
\]
The exact solution of this example when \( \omega(\xi, \tau) = 1 \) is
\[
\psi(\xi, \tau) = -\ln(5 + \xi^2 \tau) \] [34]. The
method introduced in Sect. 5 with \((a = b = 0)\) and \((m = n = 7)\) is utilized for
this example. The numerical treatments of the results for \( u(\xi, 0.25) \) and \( u(0.25, \tau) \) with
some selections \( \omega(\xi, \tau) \) are shown in Figs. 1 and 2.

**Example 2** Consider the equation

\[
\frac{\partial^{\alpha(\xi, \tau)} u(\xi, \tau)}{\partial \tau^{m(\xi, \tau)}} = \frac{\partial^2 u(\xi, \tau)}{\partial \xi^2} + \frac{\lambda}{\xi} \frac{\partial u(\xi, \tau)}{\partial \xi} - \theta \tau (\xi \tau)^{\theta - 2} (\xi^2 - \tau (\lambda + \theta - 1)) e^{\psi(\xi, \tau)} - \theta^2 \tau^2 (\xi \tau)^{2\theta - 2} e^{2\psi(\xi, \tau)},
\]

where \((\xi, \tau) \in [0, 1] \times [0, 1], \lambda \) and \( \theta \) are constants, subject to the IBCs

\[
u(\xi, 0) = -\ln(3),
\]

\[
u(0, \tau) = -\ln(3), \quad \nu(1, \tau) = -\ln(3 + \tau^\theta).
\]

The exact solution of this example when \( \omega(\xi, \tau) = 1 \) is
\[
\psi(\xi, \tau) = -\ln(3 + (\xi \tau)^2) \] [35]. The
method introduced in Sect. 5 with \((a = 1, b = \frac{1}{2})\) and \((m = 8, n = 7)\) is utilized for this ex-
ample. The behavior of the numerical results for two cases \((\lambda = 1, \theta = 1)\) and \((\lambda = 2, \theta = 2)\) are illustrated in Figs. 3 and 4.
Example 3 Consider the equation

$$\frac{\partial \omega(\xi, \tau)}{\partial \tau} u(\xi, \tau) = \frac{\partial^2 u(\xi, \tau)}{\partial \xi^2} + \frac{3}{\xi} \frac{\partial u(\xi, \tau)}{\partial \xi} + \left(1 + e^{-\xi \tau}\right) \sin(u(\xi, \tau)) + f(\xi, \tau),$$

where

$$f(\xi, \tau) = -\frac{C(\omega(\xi, \tau)) \tau \sin(\xi)}{1 - \omega(\xi, \tau)} \sum_{k=0}^{\infty} \left(-\tau\right)^k E_{\omega(\xi, \tau),k+2} \left(\frac{-\omega(\xi, \tau) \tau \sin(\xi)}{1 - \omega(\xi, \tau)}\right) + \left(\sin(\xi) - \frac{3}{\xi} \cos(\xi)\right) e^{-\tau} - \left(1 + e^{-\xi \tau}\right) \sin(\sin(\xi) e^{-\tau}),$$

with the IBCs

$$u(\xi, 0) = \sin(\xi),$$

$$u(0, \tau) = 0, \quad u(2, \tau) = \sin(2)e^{-\tau}.$$

The analytic solution of this equation is $u(\xi, \tau) = \sin(\xi)e^{-\tau}$. The expressed algorithm for some values $(a, b)$ is utilized for this equation where $\omega(\xi, \tau) = 0.65 + 0.25 \sin(2\xi \tau)$. The
Table 1  Numerical results obtained for Example 3 with some values \((a, b)\)

| \(m\) | \(n\) | \(a = 0, b = 0\) | \(a = \frac{1}{2}, b = \frac{3}{4}\) | \(a = \frac{1}{2}, b = -\frac{3}{4}\) | \(a = -\frac{1}{2}, b = \frac{3}{4}\) |
|-------|-------|-----------------|-----------------|-----------------|-----------------|
|       |       | MAE             | ECO             | MAE             | ECO             |
| 5     | 5     | 1.1577E–04      | –               | 1.1577E–04      | –               |
| 7     | 7     | 5.3324E–07      | 09.3512         | 5.3324E–07      | 09.3512         |
| 9     | 9     | 1.3396E–09      | 13.4142         | 1.3396E–09      | 13.4142         |
| 11    | 11    | 1.3455E–12      | 18.9318         | 1.3455E–12      | 18.9318         |

Figure 5  Numerical results for Example 3 with \((a = -\frac{1}{2}, b = \frac{3}{4})\) and \((m = n = 11)\)

obtained results are shown in Table 1. The obtained results for the case of \((a = -\frac{1}{2}, b = \frac{3}{4})\) and \((m = n = 11)\) are illustrated in Fig. 5. From Table 1, it can be seen that the numerical results are the same for all selections \((a, b)\). Figure 5 shows the high precision of the presented scheme. Note that the infinite series in the right side is truncated after the 25th term. This assumption is also used for the next example.

Example 4  Consider the equation

\[
\frac{\partial^\omega(\xi, \tau)}{\partial \tau^\omega(\xi, \tau)} = \frac{\partial^2 u(\xi, \tau)}{\partial \xi^2} + \frac{2}{\xi} \frac{\partial u(\xi, \tau)}{\partial \xi} + \sin(\xi \tau)e^{\omega(\xi, \tau)} + e^{\xi \tau - \omega(\xi, \tau)} + f(\xi, \tau),
\]

where

\[
f(\xi, \tau) = \frac{C(\omega(\xi, \tau)) \tau \cos(\xi)}{1 - \omega(\xi, \tau)} \sum_{k=0}^{\infty} (-\tau^2)^k \frac{E_{\omega(\xi, \tau), 2k+2}}{1 - \omega(\xi, \tau)} \left(\frac{-\omega(\xi, \tau) \tau e^{\omega(\xi, \tau)}}{1 - \omega(\xi, \tau)}\right) + \left(\cos(\xi) + \frac{2}{\xi} \sin(\xi)\right) \sin(\tau) - \sin(\xi \tau)e^{\cos(\xi) \sin(\tau)} - e^{\xi \tau - \cos(\xi) \sin(\tau)}.
\]

The IBCs can be identified from the analytic solution

\[u(\xi, \tau) = \cos(\xi) \sin(\tau) .\]

We have used the introduced method with \((a = 2, b = 1)\) for solving this example with some functions \(\omega(\xi, \tau)\). The obtained results are reported in Table 2. Plots of the obtained results where \((m = 12, n = 11)\) and \(\omega(\xi, \tau) = 0.75 - 0.25e^{-\xi \tau}\) are shown in Fig. 6. The obtained results show the high-order convergence of the presented algorithm for all studied cases.
Table 2: Numerical results obtained for Example 4 with some selections \( \omega(\xi, \tau) \)

| \( m \) | \( n \) | \( \omega(\xi, \tau) = 0.75 - 0.25e^{-\xi\tau} \) | \( \omega(\xi, \tau) = 0.55 + 0.35\cos(\pi\xi\tau) \) | \( \omega(\xi, \tau) = 0.65 + 0.25\sin(\pi\xi\tau) \) | \( \omega(\xi, \tau) = (1 + 0.75\sin(3\pi\xi\tau))/2 \) |
|-----|-----|---------------|---------------|---------------|---------------|
|     |     | MAE | ECO | MAE | ECO | MAE | ECO | MAE | ECO |
| 5   | 5   | 1.0047E−05 | 1.014E−05 | 9.6282E−06 | 1.0108E−05 |     |     |     |     |
| 7   | 7   | 2.6408E−08 | 10.3262 | 2.6744E−08 | 10.3209 | 4.3907E−10 | 17.3725 | 2.6654E−08 | 10.3206 |
| 9   | 9   | 3.9134E−11 | 14.5969 | 3.9592E−11 | 14.5992 | 3.7373E−11 | 17.5204 | 4.0509E−11 | 14.5403 |
| 11  | 11  | 2.6345E−15 | 26.3437 | 1.3736E−15 | 28.1616 | 3.0320E−16 | 32.1466 | 2.2488E−15 | 26.8725 |

Figure 6: Numerical results for Example 4 with \( \omega(\xi, \tau) = 0.75 - 0.25e^{-\xi\tau} \) and \((m = 12, n = 11)\)

7 Conclusion

In this paper, a novel version of nonlinear singular Emden–Fowler equation generated by employing the concept of fractional derivative of variable order with non-singular kernel function. A computational method using the shifted Jacobi polynomials truncated series developed for this category of problems. In the established approach, by using the operational matrices of derivatives (ordinary and of variable order) of the shifted Jacobi polynomials, the problem converts into a system of algebraic equations. Several test examples investigated to examine the accuracy of the present approach. The obtained results manifest that the proposed approach is very accurate for such problems.
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