Queuing transitions in the asymmetric simple exclusion process
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Stochastic driven flow along a channel can be modeled by the asymmetric simple exclusion process. We confirm numerically the presence of a dynamic queuing phase transition at a nonzero obstruction strength, and establish its scaling properties. Below the transition, the traffic jam is macroscopic in the sense that the length of the queue scales linearly with system size. Above the transition, only a power-law shaped queue remains. Its density profile scales as $\delta \rho \sim x^{-\nu}$ with $\nu = \frac{2}{3}$, and $x$ is the distance from the obstacle. We construct a heuristic argument, indicating that the exponent $\nu = \frac{2}{3}$ is universal and independent of the dynamic exponent of the underlying dynamic process. Fast bonds create only power-law shaped depletion queues, and with an exponent that could be equal to $\nu = \frac{3}{7}$, but the numerical results yield consistently somewhat smaller values $\nu \approx 0.63(3)$. The implications of these results to faceting of growing interfaces and localization of directed polymers in random media, both in the presence of a columnar defect are pointed out as well.
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I. INTRODUCTION

Queuing is a common nonequilibrium phenomenon in nature. It appears, e.g., in stochastic-type driven transport through narrow channels, where applications can range from electron transport along nanowires to traffic flow on highways. Queuing has received a lot of attention from the theoretical side for over a decade [1,2]. It is well established that many driven flow processes belong to the same universality class as Kardar-Parisi-Zhang-(KPZ) type growth of one-dimensional (1D) interfaces [3,4]. In particular, the so-called asymmetric simple exclusion process (ASEP) [5] maps exactly onto the so-called body-centered solid-on-solid lattice version of KPZ growth [6]. This model has been used to describe biopolymerization [7], gel electronics [8], directed polymers in random media [9], traffic jams [10,11], and the fluctuations of shock fronts [12–15]. In the case of periodic boundary conditions, the time development of the ASEP is exactly soluble by the Bethe ansatz [5]. For a wider class of setups, the exact stationary state has been constructed as well using the so-called matrix method [2,13,15–17].

The starting point and motivation for the study presented here was actually not queuing in driven flow but faceting in KPZ growth. Slow flameless combustion of paper produces 1D burning fronts that evolve in time according to KPZ-type growth. The results of early experiments [18] seemed to deviate from KPZ behavior, but more recent investigations demonstrated that for length scales larger than about 5-10 mm depending on paper structure, random pinning effects do not play a role any more, and that the interface obeys 1D KPZ scaling [19]. In these experiments, the paper is impregnated with KNO$_3$ to provide the oxygen source necessary for maintaining the slow-combustion process. The burning speed can also be controlled by the KNO$_3$ concentration. In particular, the rate can be enhanced or reduced in a narrow strip along the burning direction. The latter experiments nicely illustrate the presence of nonlinear terms in the equation of motion; the burning front facets for enhanced concentrations but not for reduced ones. The details of these experiments, as well as the matching of the experimental data with our numerical results for the slow- and fast-bond ASEP will be published separately [20]. Here we only present the ASEP queuing perspective.

One of the fundamental questions in driven flow is whether a static obstruction, such as a slow bond, always results in a traffic jam, or whether stochastic fluctuations destroy the queue at weak obstacle strengths. Such a vanishing of the queue as a function of the slow-bond strength represents a dynamic phase transition. The size of the queue is the order parameter, i.e., it being finite or infinite in length; or more precisely, whether the number of “cars” in the queue scales and diverges with the system size or remains finite (in obvious analogy with macroscopic occupation of the ground state in equilibrium Bose condensation). The existence of such a transition, its scaling properties, the shape of the density profile near the obstruction, and also whether information percolates through the slow bond, are the most important issues.

The ASEP is one of the simplest nonequilibrium driven dynamic processes displaying queuing phenomena. Particles move stochastically along a chain of sites $1 \leq x \leq N_x$, only in one direction, with hopping probability $p$ under the constraint that the particles can neither pass each other nor occupy the same site, $n_x = 0, 1$. We use random sequential updating of the sites. The obstacle is introduced by modifying the hopping probability to $rp$
at one specific bond along the chain. $0 \leq r < 1$ represents a slow bond and $r > 1$ a fast bond. We choose open boundary conditions with the special bond in the middle of the chain.

Mean-field theory predicts an infinitely long traffic jam for all $r < 1$ and only a logarithmic depletion density profile near a fast bond [21]. The literature is confused about what happens in reality. The notion of an $r_c < 1$ queuing transition seems to have been implicitly presumed in the ASEP literature for over a decade. Kandel and Mukamel [22] presented early numerical data (for a different but related growth model involving parallel updating and polynuclear growth) suggesting a critical point which would correspond to $\approx r_c \approx 0.7$ in our model. Above the queuing transition, they reported evidence of continuously varying exponents in the density profiles. Some of these aspects have been confirmed by more recent studies [23,24], but to the best of our knowledge, the existence of an $r_c < 1$ has not been resolved unambiguously. For example, in the ASEP studies with a slow bond and periodic boundary conditions, Janowsky and Lebowitz presented their phase diagrams as if $r_c = 1$ (the mean-field location) [12]. In retrospect $r_c \approx 0.8$ seems to us consistent with, e.g., their series expansions [24]. Their main focus was however elsewhere, with the fluctuations in the position of the shock front of the queue, at the far end from the slow bond, and not with the precise value of $r_c$.

The exact form of the stationary state in the ASEP can often be obtained from the so-called matrix and Bethe ansatz method [2,13,15–17], but these analytic techniques typically work only for very specific boundary conditions and/or update rules. Schütz [13,25], for example, found $r_c = 1$ for periodic boundary conditions and parallel updating. That is consistent with our results, because parallel updating creates intrinsically weaker stochastic noise than random sequential updating [26].

The directed polymer community was focused on the slow-bond issue in the mid 1990s [27–32]. The driving force behind these studies was the realization of such directed polymers in terms of flux tubes in type-II dirty superconductors. The $(1+1)$-dimensional ASEP is equivalent to $(1+1)$-dimensional KPZ-type growth, and the latter to a directed polymer in two dimensions subject to a random potential. In these equivalences, the slope of the KPZ interface is the deviation of the local density from a half filling in the ASEP, $\partial h/\partial x = 1 - 2\rho(x)$, and the mapping of the KPZ equation to the directed polymer problem involves the celebrated Hopf-Cole transformation, $W = \exp[(\lambda/2\nu)h]$ (with $\lambda$ and $\nu$ the KPZ coupling constants; for a review see Ref. [32]). The slow bond transforms into a columnar defect with a short-ranged attractive interaction, and the queuing issue translates into whether the polymer becomes localized to it immediately or only beyond a critical defect strength. The latter is true above a critical dimension $D_c$. Power-counting in the KPZ equation and associated field-theoretical renormalization studies suggest that $D_c = 1$, i.e., our ASEP model is at the critical dimension. In such cases one expects that $r_c = 1$, likely accompanied by essential singularities [27–32]. Our results presented below seem to contradict these field-theoretical studies, but actually only do so in a limited sense. We find a more complex structure. The queuing ASEP phase represents the strongly localized state. It exists only beyond a critical defect strength $r_c < 1$. The power-law shaped profile that remains for weaker slow bonds, represents a form of weak localization. Earlier numerical studies in the directed polymer representation confirmed localization in $D = D_c = 1$ for all $r < 1$ [27,28] but were likely insensitive to this distinction.

Faced with the realization of this process in terms of slow combustion of paper, our first goal is to settle the location of $r_c$ for the sequential update rule, numerically as accurately as possible. We demonstrate here the presence of a dynamic phase transition at $r_c \approx 0.80(2)$. The queue remains infinite in length all the way up to $r_c$. Its density $\rho_b = \frac{1}{2}(1 + \Delta_b)$ decreases as $\Delta_b \sim |r_c - r|^\beta$ with $\beta \approx 1.46(4)$. This is presented in Sec. III after a detailed discussion of our choice of boundary conditions in Sec. II.

Having settled the existence of the critical point, we turn, in Sec. IV, our attention to the density profile near the slow bond, $\rho(\tilde{x}) = \frac{1}{2}[1 + \Delta(\tilde{x})]$, with $\tilde{x}$ the distance from the special bond. It follows always a power law, $\Delta(\tilde{x}) \approx \Delta_b + A\tilde{x}^{-\nu}$. Below the transition, $r < r_c$, the density profile has a power-law tail with exponent $\nu = \frac{1}{2}$. Above the transition, $r_c < r < 1$ and $\Delta_b = 0$, the density profile has a power-law shape with exponent $\nu = \frac{1}{3}$. Notice that the remaining power-law queue above $r_c$ is still infinite in magnitude, since $\int \Delta(\tilde{x})d\tilde{x} \sim N^c x^{1/3}$ diverges. In the fast-bond scenario, the queue has always a power-law profile (i.e., $\Delta_b = 0$) for all values $r > 1$, with exponent $\nu \approx 0.63(3)$.

These power-law density profiles are very intriguing, in particular, the fast-bond one. They are different from the density profiles near reservoirs, e.g., those in the exact solution of Derrida et al. [16] for the open boundary conditions with two reservoirs. Those have exponential tails in the reservoir-dominated phases, and power-law tails with exponent $\frac{1}{2}$ in the bulk-dominated maximal-current phase. It is well known how to explain these reservoir-related profiles with the help of simple scaling arguments involving the dynamic exponent $z = \frac{1}{2}$, the roughness exponent $\chi = \frac{1}{2}$, and the absence or presence of a nonzero group velocity for fluctuations (see, e.g., Ref. [11]).

In Sec. VI, we generalize these heuristic arguments to the density profiles near the slow bond. This reproduces the observed slow-bond values $\nu = \frac{1}{2}$ and $\nu = \frac{1}{3}$. A similar line of reasoning for the fast-bond profile yields $\nu = 1/z = \frac{2}{3}$, but is on shaky grounds, in particular, in the light of the fact that our numerical results give
II. BOUNDARY CONDITIONS

The choice of boundary conditions is important for the accuracy of our numerical analysis. The special bond creates a power-law shaped density profile. Therefore we need to fully control other sources for density profiles and minimize interference. We have chosen open boundary conditions with the special bond halfway along the road, and particle reservoirs on either side, at $x = 1$ and $x = N_s$. Particles can only hop to the right, $x \rightarrow x + 1$. The hopping probability is equal to $p$ for all sites, except for three special sites. The probability to hop through the special bond is equal to $p' = rp$. The probability to enter (leave) the road from (into) the reservoir at site $x = 1$ ($x = N_s$) is equal to $\alpha p$ ($\beta p$). It is advantageous to set $p = 1$, if possible, to maximize the speed of the Monte Carlo (MC) simulations, but in our case that would exclude us from addressing the fast-bond scenario $r > 1$.

We set $p = \frac{1}{2}$ throughout this study. There are several alternatives that can speed up the simulations, but we did not feel the need to explore them in this study. For example, one might set $p = 1$ everywhere along the chain except at the special bond by increasing the update probability of that bond.

Our choice to employ open boundary conditions might appear surprising. They often introduce edge effects (surface critical phenomena) that are typically more difficult to interpret and control than those for periodic boundary conditions. In the ASEP, however, periodic boundary conditions introduce a shock wave in the density profile at halfway around the chain, opposite to the slow bond. Janowsky and Lebowitz [12] studied the fluctuations in the position of this shock wave and found for it to fluctuate critically, implying the absence of a characteristic length scale. We like to decouple the slow bond from those fluctuations and do so by using open boundary conditions. The trade-off are density profiles near the edges of the road induced by the particle reservoirs. But these are under full control with the help of the exact solution of the $r = 1$ ASEP with open boundary conditions [16]. The density profiles near the edges have only exponential tails, provided that we choose suitable values for $\alpha$ and $\beta$. At $r = 1$, for $\alpha = \beta = \frac{1}{2}$, the density profile is completely flat and featureless; $\rho_x = \frac{1}{2}$ for all $x$ [16]. Thus, we select $\alpha = \beta = \frac{1}{2}$ throughout this study [33].

Assume that the slow bond creates an infinite queue. In the bulk of that queue, far from both the slow bond and the road edge, the stationary state is uncorrelated, but these fluctuations and do so by using open boundary conditions without the slow bond. Moreover, from the perspective of the sites near the $x = 1$ edge, this situation is indistinguishable from a setup with periodic boundary conditions. But these conditions. The trade-off are density profiles near the edges and the road edge, the stationary state is uncorrelated, it follows immediately that its value through such a bulk bond is equal to

$$J = p\langle \hat{n}_x(1 - \hat{n}_{x+1}) \rangle = \frac{p}{4}(1 - \Delta_1^2). \quad (1)$$

This means that we have the option to determine $\Delta_b$ by measuring $J$. The current from the reservoir to the first site

$$J = \alpha p(1 - \hat{n}_1) = \frac{\alpha p}{2}(1 - \Delta_1) \quad (2)$$

must be equal to the bulk current in the stationary state. This yields, for $\alpha = \frac{1}{2}$, that the density at site $x = 1$ is equal to $\Delta_1 = \Delta_b^2$.

The density profiles in front and beyond the special bond obey particle-hole symmetry, $(n_L) = 1 - (n_R)$, with $x_L$ and $x_R$ the sites immediately in front and beyond the special bond. Moreover, we will demonstrate in Sec. V that the ratio $R = \langle \hat{n}_L \hat{n}_R \rangle / \langle \hat{n}_R \rangle$ is very close to $R = \frac{1}{2}$ for all values of $r$. The current through the special bond

$$J = rp\langle \hat{n}_L(1 - \hat{n}_R) \rangle = rp \left[ (1 + R)(n_L) - R \right] \quad (3)$$

must again be equal to the bulk current, thus anchoring the value of the density immediately in front of the special bond to the order parameter of our process as $\Delta_1 = \frac{1}{r}[(1 - \Delta_b^2)/r - 1]$ if $R$ is exactly equal to $\frac{1}{2}$.

Figure 1 summarizes the above discussion. The current, the densities at the first and last sites, the characteristic exponential length scale of the density profile
near the reservoir edge (in the faceted phase), and the bulk density are all linked to each other. This leaves only the spontaneous creation of a nonzero $\Delta_b$ and the density profile near the special bond as independent issues.

III. QUEUING PHASE TRANSITION

The first issue at hand is to settle by numerical means the burning question whether there exists a queuing transition at an $r_c < 1$. We perform MC simulations for system sizes up to $N_s = 4096$ and analyze them by finite size scaling (FSS) techniques. The order parameter of the queuing transition is the offset in the density in the bulk, $\Delta_b$ (far from both the special bond and the edge). There are several ways to measure this.

One can directly measure the density at a site such as $x = x_B - x$ the distance from the special bond) at our maximum system size $N_s = 4096$.

As pointed out in the preceding section, $\Delta_b$ is directly linked to various other quantities, such as the average current $J$, the density at the first site near the edge $\Delta_1$, and the characteristic length $\xi$ of the exponential tail in the density profile near the edge. We measure these quantities as well, and translate the first two into their predictions for $\Delta_b$. The results, also shown in Fig. 2, are almost indistinguishable from those of the power-law fits. This confirms our analysis of the preceding section.

Figure 2 suggests very strongly the existence of a critical point at about $r_c \approx 0.8$. However, this is a common optical illusion, which vanishes upon zooming-in to this point, as in Fig. 3. Assume that the order parameter obeys the conventional FSS scaling form

$$\Delta_b(N_s, \epsilon) = b^{-x_\Delta} \Delta_b(b^{-1} N_s, \beta \epsilon),$$  

where $\epsilon = r_c - r$. We test how well our numerical data obey this scaling relation and what the best values of $r_c$, $x_\Delta$, and $\beta = x_\Delta/y$ are. The order parameter should scale as a function of $\epsilon$ as $\Delta_b \sim e^{\beta \epsilon}$. In Fig. 4, we show a log-log plot of $\Delta_b$ versus $\epsilon$ for various choices of $r_c$ at $N = 4096$. The best straight line is obtained for $r_c = 0.80(2)$ with slope $\beta = 1.46(4)$. At the same choice for $r_c$, the order parameter also scales perfectly as a power law $\Delta_b \sim N_s^{-x_\Delta}$ with a critical dimension $x_\Delta = 0.370(5)$. One should always be on guard for corrections to scaling. For that reason we plot in Fig. 5 the scaling function $S$ defined as

$$\Delta_b(N_s, \epsilon) = N_s^{-x_\Delta} S(N_s^{\beta \epsilon})$$

for $r_c = 0.80$, $x_\Delta = 0.370$, and $\beta = x_\Delta/y = 1.46$. The data collapses very well, implying only minor corrections to scaling.

An alternative scaling form to consider is an exponential essential-singularity-type infinite-order transition, in particular, with $r_c = 1$, as suggested by the directed polymer renormalization studies [27–32]. We tried these forms, shown in Fig. 6. They fit our MC data poorly.

IV. DENSITY PROFILES

The density profiles near the special bond have a power-law shape for all values of $r$. Figure 7 shows our numerical results for the exponent $\nu$ and the amplitude $A$ as defined in Eq. (4). We performed also two-parameter fits after determining $\Delta_b$ independently from the numerical values for the current and the density at site $x = 1$, using the inter-relations outlined in Sec. II. These results are identical within the MC noise.

The jumps in $\nu$ at $r_c$ and $r = 1$ are very pronounced in Fig. 7. It seems safe to conclude, surely as a starting assumption for the discussion in the following two sections, that for slow bonds the exponent takes the value $\nu = \frac{1}{2}$ in the $r < r_c$ macroscopic queued phase and $\nu = \frac{1}{3}$ in the $r_c < r < 1$ power-law queued phase. To the best of our knowledge only one earlier study, the one by Slanina and Kotrla [23], observed this type of power law, but they suggested a value different from $\nu = \frac{1}{3}$. We will present convincing heuristic analytic derivations for our values in Sec.VI.

The power-law queue for fast bonds, $r > 1$, is quite intriguing. This is where Kandel and Mukamel [22] sighted a possible continuously varying $\nu$. We interpret our data as strong evidence for a nonvarying constant value $\nu \approx 0.63(3)$. The drop in the estimates in Fig. 7 near $r = 1$ resembles conventional (multicritical-type) crossover scaling, but we cannot verify this explicitly, because this power-law decays much faster than in both slow-bond phases, and, e.g., at $r = 1.1$, the amplitude sinks underneath our MC noise level already at about $x \approx 60$. We exclude $x < 20$ from our fits to avoid (short-distance-type) corrections to scaling.

Obviously we would like to “talk” this fast-bond power-law profile towards $\nu = \frac{1}{2}$, since that number occurs naturally in 1D KPZ-type processes. However, our heuristic argument for $\nu = 1/z = \frac{2}{3}$ is not very strong, see Sec.VI, and the fits to the MC data in Fig. 7 remain consistently below that value.

For this reason we also studied the following $r \to \infty$ like setup. Consider a normal chain without any special
bond but with the site in the middle allowed to be doubly occupied, $n_{N/2} = 0, 1, 2$. In this setup we can increase the hopping probability $p$ to $p = 1$ and thus speed up MC simulations ($\alpha$ and $\beta$ are again set equal to $\frac{1}{2}$). The log-log plot of the density profile, shown in Fig. 8, is quite straight. Still, the slope suggests a somewhat smaller exponent, $\nu = 0.64(2)$ (using $20 < x < 500$ as the fitting range). $\nu = \frac{4}{3}$ is still a possibility, but seems to require a significant subdominant correction to scaling power-law term. A more detailed analysis becomes meaningful only when the noise level is brought down by at least one more order of magnitude from our current $\delta \rho/\rho \simeq 0.001$ level, which requires vastly longer MC runs.

V. UNCORRELATED PASSAGE

Our numerical observation that the density profile near the special bond follows always a power law, $\delta \rho \sim x^{-\nu}$, in all three phases, is far from obvious. The actual values for $\nu$ are even more intriguing. In this and the following sections, we present intuitive heuristic explanations for the slow-bond values, and also address the fast-bond case. An important ingredient in this is that the passage through the slow bond is an uncorrelated random process in both the macroscopic queued phase at $r < r_c$ and the power-law queued phase at $r_c < r < 1$.

In the macroscopic queued phase, the absence of passage correlations is easily understood. Fluctuations travel away from the slow bond, both in front and beyond it. The group velocity of fluctuations $v_g$ points away from the slow bond in both directions. $v_g = \delta J/\delta \rho$ represents the local response of the current to a density fluctuation. The stationary state is uncorrelated inside the bulk, such that the current is equal to $J = p \rho_b (1 - \rho_b)$ and $v_g = p(1 - 2\rho_b) = -p\Delta_b$. Fluctuation-type wave packets travel with this velocity along the road, while they broaden spatially as $\xi \sim t^{1/2}$, with the 1D KPZ dynamic exponent $z = \frac{3}{2}$. In the KPZ growth context, $\Delta_b$ represents the average slope of the growing surface, and the traveling wave packet reflects that the interface moves perpendicular to the local surface orientation.

The precise form of $v_g$ for spatially varying densities $\rho(x)$ is more complex, but for slowly varying ones, like here, we can assume $v_g$ is well represented by

$$v_g(x) = p[1 - 2\rho(x)] = -p\Delta(x). \quad (7)$$

$\Delta(x)$ is positive in the macroscopically queued phase, such that the center of mass of a fluctuation packet moves away from the slow bond linearly in time, $x_{CM} \sim t$. During this process, it spreads over a width $\xi \sim t^{1/2}$. Fluctuations detach from the slow bond, because the center of mass of the packet propagates faster than its broadening front. Therefore the density fluctuations at the slow bond are uncorrelated in time. No memory remains at the slow bond of anything happening there before. No information passes through the slow bond.

Most of this remains true in the power-law queued phase at $r_c < r < 1$. Now the group velocity vanishes in the bulk, but remains nonzero near the slow bond, because of the power-law shaped density profile of the queue. The center of mass of a fluctuation packet still moves away from the slow bond, but only as $x_{CM} \sim t^{1/(1+\nu)}$, see Eq. (7). During this, it spreads again over a width $\xi \sim t^{1/2}$. Therefore, for all $\nu < z - 1 = \frac{1}{2}$ the packet detaches from the slow bond. $\nu = z - 1$ is the critical value. Numerically we find $\nu \simeq \frac{1}{2}$, see Fig. 7(a). So the density profile near the slow bond organizes itself in a form where the passage fluctuations through the slow bond are uncorrelated in time and density fluctuations originating on the road do not affect it.

It is useful to test this explicitly by numerical simulations, in particular, in the power-law queued phase. Time correlators, such as the current-current autocorrelation function, are the preferred tools for this, but unfortunately they do not yield much useful information. The current-current correlator drops in magnitude by two orders within 10 MC time steps, not only near the slow bond, but everywhere along the road as well. This reflects that, in KPZ growth, $\delta J \sim N^{-\sigma}\rho$ scales with a large $\sigma \simeq 2$.

As a second best choice, we focus instead on spatial correlations between the densities across the slow bond. Consider the ratio

$$R = \frac{\langle \hat{n}_L \hat{n}_R \rangle}{\langle \hat{n}_R \rangle}, \quad (8)$$

with $\hat{n}_L$ and $\hat{n}_R$ the density operators at the sites immediately in front and beyond the special bond. For reference, the same type of ratio for two nearest-neighbor sites anywhere along the road, in the bulk, far from edges and slow bonds, is equal to $\frac{1}{2}$, because the bulk stationary state is uncorrelated, with $\langle \hat{n}_i \hat{n}_{i+1} \rangle = \langle \hat{n}_i \rangle \langle \hat{n}_{i+1} \rangle$. Near the edges, however, and in particular, inside power-law profiles, the neighbors are correlated, and the ratio moves away from $\frac{1}{2}$.

Figure 9 shows that $R$, as defined in Eq. (8), is almost equal to $\frac{1}{2}$ for all values of $r$. The deviations are only of order $\delta R/\rho$. This is consistent with the picture that fluctuations travel away from the slow bond from both sides.

To quantify this in more detail, we consider the following mean-field-type approach, in which the road in front and beyond the slow bond are treated as reservoirs (devolving fluctuations as far as the slow bond is concerned). We solve thus the following two-site problem, with only sites $x_L$ and $x_R$ on either side of the slow bond. Particles hop onto site $x_L$ with an effective probability $\alpha \sigma \rho p$ from the road in front of it, treating the road as a reservoir; then move through the slow bond with probability $\rho p$; and finally hop away from $x_R$ onto the road beyond the
slow bond with probability $\alpha_{\text{eff}}p$, treating that as a reservoir as well. Finally, we tune $\alpha_{\text{eff}}p$ to the value where the current takes the same value as in the true system. This approximation yields rather trivially $R = \frac{1}{2}$ for all $r$ and all $\alpha_{\text{eff}}$. The dashed line in Fig. 9 shows $\tilde{R}$ for the next level of mean-field theory, with four sites instead of two, taking into account local correlations. These suffice to reproduce already most of the small deviations we observe in the true $R$ as a function of $r$, and support the uncorrelated passage nature of the process.

The ratio remains equal to $R \approx \frac{1}{2}$ for fast bonds, and actually even better than for $r < 1$. How do fluctuations travel there? The group velocity changes its sign (moving direction), because the power-law queue, fluctuations travel there? The group velocity changes its amplitude $\Delta(\tilde{x}) \approx A\tilde{x}^{-\nu}$, turns into a depletion zone with negative amplitude $A$. Fluctuations travel towards the fast bond from both sides. It might seem therefore that this passage process must be highly correlated. However, fluctuations originating from all over the road bombard the fast bond from both sides, and average each other out. Consider a fluctuation created at a distance $x$ from the fast bond. The center of mass of this fluctuation moves towards it, and arrives after a time of flight $t \sim x^{\nu+1}$. During this time, it has broadened over a width $\xi \sim t^{1/z} \nu$. Ignoring the center of mass movement, its leading edge would arrive at the fast bond after a time $t \sim x^{\nu}$. For $\nu > z - 1 = \frac{1}{2}$ the leading edge arrives well before the center of mass, and the latter can be neglected. Again, $\nu = z - 1 = \frac{1}{2}$, is the critical value. For fast bonds we find numerically $\nu \approx 0.63$, see Fig. 7(a). This explains why $R \approx \frac{1}{2}$. The density profile organizes itself again into a form where the passage correlations remain simple. The fast bond acts very much like an ordinary bulk site, and fluctuations flow through it.

VI. A DERIVATION OF THE DENSITY PROFILES

In the preceding section we found that the density profiles organize themselves into a form such that the passage through the special bond is an uncorrelated process. Here we give heuristic arguments for the actual values of the exponents: $\nu = \frac{1}{2}$ at $r < r_c$ and $\nu = \frac{1}{2}$ at $r_c < r < 1$ for slow bonds. We also explain why for fast bonds $\nu \approx 1/z$.

First, consider the slow bond $\nu = \frac{1}{2}$ power-law density profile in the macroscopic queued phase at $r < r_c$. The total number of excess particles in this queue diverges with system size $N_s$ as $\delta N \sim N_s^{1/2}$. This has a familiar ring to it. In the Derrida et al. [16] type open system setup with reservoirs on both sides and no special bonds, the fluctuations in the total number of particles on the road scale as $\delta N \sim N_s^{1/2}$. In that setup, this property does not translate into power-law-type density profiles, except when the road is half filled, $p_0 = \frac{1}{2}$. The density profiles are exponential or featureless in the two $p_0 \neq \frac{1}{2}$ phases where either reservoir controls the bulk density.

The parking garage process of Ref. [11] is closer to queuing dynamics. In that study the two reservoirs were merged into one, such that the road forms a loop starting and ending in the same parking garage. The total number of cars in the system is then conserved, leading to dynamic phase transitions between condensate-type stationary states where the garage is macroscopically occupied and a normal phase where it is not. That process has two parameters, the total number of cars in the system and a modified hopping probability $ap$ to jump from the garage onto the first site of the road.

The fluctuations in total number of particles on the road is again equal to $\delta N \sim N_s^{1/2}$. The explanation of this goes as follows [11] for the normal phase, the nonmaximal-current condensate phase, and also at the transition point between them. The group velocity of fluctuations $\nu_{\text{g}}$ is nonzero. This means that the departure of cars from the garage is an uncorrelated process. Fluctuations detach from the garage because they travel away faster (linear in time) than they are spreading backward (as $\xi \sim t^{1/z}$ with $z = \frac{1}{2}$). Moreover, after a time of flight $t_{\text{flight}} = N_s/\nu_{\text{g}}$ they move around the loop, return to the garage, and are completely erased. So we deal with $t_{\text{flight}}$ random uncorrelated deposition events. The fluctuations in the number of cars on the road therefore scale as $t_{\text{flight}}^{1/2}$. In the condensate phase, these fluctuations do not lead to an offset in the average density of parked cars, because the garage is macroscopically occupied, and positive and negative fluctuations cancel out against each other. But at the transition point, the bottom of the garage becomes visible. This limits the negative density fluctuations, and therefore introduces a bias towards increased occupation, such that the number of parked cars is enhanced and scales as $\delta N_p \sim N_s^{1/2}$.

The same type of reasoning applies to the slow-bond setup. The passage through the slow bond is a stochastic uncorrelated event (as demonstrated in the preceding section), similar to departures from the garage mentioned above. Again, all memory is erased after $t_{\text{flight}} \sim N_s$, the time that takes for a fluctuation to travel from the slow bond to the reservoir. The fluctuations in the number of cars passing through therefore scale as $t_{\text{flight}}^{1/2}$. These fluctuations are biased again, because the sites immediately in front and beyond the slow bond are not reservoirs. Excess particles waiting to pass are spread out, and not available for immediate passage. The passage process is biased, because slow bonds process particles slower than normal bonds, while the passing probability of vacancies does not depend on the value of $r$. (Our process has particle-hole symmetry but only in conjunction with left-right mirroring with respect to the special bond.) The total number of excess cars near the slow bond waiting to
pass scales therefore as $\delta N_p \sim N_s^{1/2}$. These extra particles must be accommodated over a stretch of road $x < x_L$ behind the slow bond. We can imagine two ways to realize this: an exponential density profile with a correlation length diverging as $\xi \sim N_s^{1/2}$ or a power-law profile with $\nu = \frac{1}{2}$ as we actually observe. The power law is indeed more likely given the intrinsic critical nature of ASEP.

Next, let us generalize this argument to the $\nu = \frac{1}{2}$ power law above the queuing transition, at $r_c < r < 1$. The time of flight of a fluctuation to travel from the slow bond all the way back to site $x = 1$, scales now only as, \[ t_{\text{flight}} \sim N_{s+1}^{\nu+1} \] since $v_g = -p\Delta(\tilde{x}) \sim \tilde{x}^{-\nu}$. Assume that $\nu < \frac{1}{2}$, in which case the fluctuations still detach from the slow bond and the passage through the slow bond remains uncorrelated. The process at the slow bond is still biased toward low density fluctuations. FSS corrections to the total number of cars in the queue is proportional to $t_{\text{flight}}$ uncorrelated events:

\[ \delta N \sim t_{\text{flight}}^{1/2} \sim N_s^{(\nu+1)/2}. \]

This queue heeps up behind the slow bond, and again arranges itself in the form of a power-law shaped density profile, $\delta \rho \sim \tilde{x}^{-\nu}$. Self-consistency implies that $(\nu + 1)/2 = -\nu + 1 \rightarrow \nu = \frac{1}{4}$, in accordance with the observed value.

The $\nu \approx 0.63(3)$ power law for the fast bond is more challenging. This is a fundamentally different phenomenon. Again fluctuations travel across the system, but now run towards the fast bond instead of away from it. Actually, as shown already in the preceding section, for $\nu > z - 1 = \frac{1}{4}$ the time of flight of the center of mass of a fluctuation $t_{\text{flight}} \sim N_s^{\nu+1}$ is longer than the time it takes that same fluctuation to spread over the entire system $t \sim N_s^2$. In the $r < 1$ phases, we are allowed to ignore for this reason the spreading of the fluctuations, and only consider their center of mass motion (the time of flight). At $r > 1$ this is reversed. In the $r < 1$ phases, the exponent $\nu$ was insensitive to the actual value of the dynamic exponent $z$ of the dynamic process. In the $r > 1$ phase, it must depend on $z$.

A $\nu \approx 0.63(3)$ power-law tail is very rare. It does not appear, e.g., anywhere in the Derrida et al. [16] type two-reservoirs setup. Interestingly, however, this density profile appeared already in the parking garage ASEP study [11]; at the second-type condensation transition, from the “normal” to the “maximum current” phase. The characteristic feature was that, at the transition point, the garage started to transmit information (seized to act as a reservoir), and that at that point the bulk group velocity was zero. The similarities with the fast bonds are striking. We are clearly looking at the same type of phenomenon. The slow bond does not transmit information, while the fast bond acts very much like a normal site and fluctuations move (i.e., they spread) through it (see also the preceding section).

What might the true value of $\nu \approx 0.63(3)$ be? An obvious guess is that $\nu = 1/z$, but how to explain this? One of the crucial aspects must be again that the processing of fluctuations is biased at the fast bond, leading to a depletion queue with a total deficit of

\[ \delta N \sim \int_0^{N_s/2} d\tilde{x} \tilde{x}^{-\nu} \sim N_s^{1-\nu} \sim N_s^{1/3} \]

particles. The sign of this in now negative, because at the fast bond the particles are processed faster than at the normal bonds, while the passing rate of vacancies does not depend on $r$.

Density fluctuations are created everywhere along the road, all the time, and with a common characteristic amplitude. Each spreads in time over a region $\xi \sim t^{1/z}$. A fluctuation created at a distance $\tilde{x}$ from the fast bond arrives there after a time $t \sim \tilde{x}^z$ and with a reduced amplitude (from spreading) of order $A\tilde{x}^{-1/z}$. The asymmetry in processing high and low density fluctuations gives rise then to a density deficit of order $A\tilde{x}^{-1/z}$ from fluctuation originating at distance $\tilde{x}$. Next, adopting rather frivolously superposition principle concepts, one would guess that the total density deficit in front of the fast bond scales as $\delta N \sim \int_0^{N_s/2} d\tilde{x} A\tilde{x}^{-1/z} \sim N_s^{-1/2}$ in agreement with what we observed numerically.

Although the last argument is reasonably appealing, it is certainly not convincing. A more robust explanation is needed. Moreover, the numerical value $\nu \approx 0.63(3)$ is sufficiently lower to cast serious doubts that $\nu = \frac{4}{3}$ is correct. On the other hand, the above argument serves as a proper order of magnitude estimate.

VII. SUMMARY

In this study, we reconfirmed numerically, and beyond doubt the presence of a queuing phase transition in the ASEP with a slow bond of strength $r_c \approx 0.80(2)$. We established the two scaling exponents of this transition. The order parameter, the excess density in the queue, vanishes as $\Delta_b \sim |r_c - 1|^\beta$ with $\beta = 1.46(4)$. At the transition point, the number of particles in the queue scales with system size as $\Delta_b \sim N_s^{\gamma_\Delta}$ with $\gamma_\Delta = 0.370(5)$.

From a more general perspective, the transition illustrates that weak obstructions do not give rise to macroscopic traffic jams (queues with lengths that scale linearly with the system size). The stochastic fluctuations overwhelm the slow bond above $r_c$.

A second result of our study is that above $r_c$ a power-law shaped queue (traffic jam) remains, $\delta \rho \sim A\tilde{x}^{-\nu}$, with $\tilde{x}$ the distance from the obstruction and opposite signs for $A$ in front and beyond the obstruction. The exponent is equal to $\nu = \frac{4}{3}$. This value is most likely universal, because our heuristic derivation for the general case does not involve specific details of the dynamics. In particular, it does not involve the KPZ value of the dynamic
exponent \( z \), except for the requirement that fluctuations travel faster away from the slow bond than they spread. The argument applies for any process with \( z > 1 + \nu = \frac{4}{3} \).

From the directed polymer perspective our results are unexpected. The slow-bond queuing transition represents a crossover from strong to a weaker (but still strong) form of localization, because the \( \nu = \frac{1}{3} \) power-law density tail near the slow bond contains still an infinite number of particles; (naively) the polymer distribution behaves as \( \langle W \rangle \sim \exp[(\lambda/2\nu)/h] \sim \exp(-Cx^{1-\nu}) \). It will be interesting to see how this weak localized phase, and the above exact self-consistent argument for \( \nu = \frac{1}{3} \), can be integrated and reconciled with the field-theoretical descriptions of Refs. [27–32].

For fast bonds (such as a local widening of the road), a macroscopic depletion queue (with a length proportional to the road length) never appears. Instead, a power-law shaped depletion queue is always present with exponent \( \nu \approx 0.63(3) \). It remains yet unclear whether this value is equal to \( \nu = 1/z \). It will be interesting to study how our results extend to other models of driven flow along one-dimensional channels, in particular, to non-KPZ-type dynamics.
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FIG. 1. Schematic density profiles are shown: for the slow bond (SB) (a) $r < r_c$ (queued phase) and (b) $r_c \leq r < 1$ (nonqueued SB phase) and for the fast bond (FB) (c) $r > 1$ (nonqueued FB phase).

FIG. 2. The order parameter $\Delta_b$ vs the strength $r$ of the special bond at $N_s = 4096$, determined from three different datasets: the average current $J$ (squares), the density $\Delta_1$ at the first site near the reservoir edge (crosses), and three parameter power-law fits to the density profiles near the special bond (circles).

FIG. 3. The order parameter $\Delta_1$ vs the strength $r$ of the slow bond in the vicinity of the critical point $r_c$, as obtained from the average current dataset.

FIG. 4. Determination of the critical point and critical exponents. (a) Double logarithmic $\Delta_b \sim |\epsilon|^\beta$ type plots of the order parameter with $\epsilon = r_c - r$ at $N_s = 4096$ for various choices of $r_c$. The best straight line is found at $r_c = 0.80(2)$ and with slope $\beta = 1.46(4)$. (b) Double logarithmic plots of $\Delta_b \sim N_s^{-x_\Delta}$ as a function of system size $N_s$ at $r_c = 0.80$. The slope (dashed line) yields $x_\Delta = 0.370(5)$. For clarity we show only the data for $\Delta_b$ obtained from $J$ (squares) and $\Delta_1$ (crosses).
FIG. 5. Data collapse by Eq. (6), i.e., the scaling function of the order parameter using the values $r_c = 0.80$, $x_\Delta = 0.370$, and $\beta = 1.46$ as found in Fig. 4.

FIG. 6. The same data as in Fig. 2 fitted to a scaling form of the type $\Delta_b (\equiv \exp[-a(1 - r)^b])$ represent a so-called essential-singularity characteristic for a possible infinite-order-type transition with $r_c = 1$. The curves fail to straighten out, indicating this is a poor fit.

FIG. 7. The exponent $\nu$ (a) and the amplitude $A$ (b) of the power-law shaped density profile, defined in Eq. (4), for various $r$ at system sizes $N_s = 2048$ (crosses) and $N_s = 4096$ (circles).

FIG. 8. The density profiles in the $r \to \infty$ model at $N_s = 4095$, implemented as a normal chain with uniform hopping probability $p = 1$, but one special double occupancy site in the middle. The dashed line, with slope $\nu = 0.64$, serves as guide to the eye; a slope $\nu = 2/3$ seems too steep.
FIG. 9. The ratio $R$ defined in Eq. (8). $R$ remains close to the uncorrelated passage value $\frac{1}{2}$ for all $r$. The small deviations, of order 3%, do not scale with system size, and are mostly described already by a four-sites-type mean-field approximation, the dashed line.