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Abstract

Nearest neighbor-based methods are commonly used for classification tasks and as subroutines of other data-analysis methods. An attacker with the capability of inserting their own data points into the training set can manipulate the inferred nearest neighbor structure. We distill this goal to the task of performing a training-set data insertion attack against $k$-Nearest Neighbor classification ($k$NN). We prove that computing an optimal training-time (a.k.a. poisoning) attack against $k$NN classification is NP-Hard, even when $k = 1$ and the attacker can insert only a single data point. We provide an anytime algorithm to perform such an attack, and a greedy algorithm for general $k$ and attacker budget. We provide theoretical bounds and empirically demonstrate the effectiveness and practicality of our methods on synthetic and real-world datasets. Empirically, we find that $k$NN is vulnerable in practice and that dimensionality reduction is an effective defense. We conclude with a discussion of open problems illuminated by our analysis.

1 Introduction

Using machine learning (ML) and automated data analysis methods in practice introduces security vulnerabilities. An attacker can assert their limited influence over the input data to manipulate the output of the learning system. Here, we consider training-time (a.k.a. poisoning) attacks against nearest-neighbor based classification, where the attacker perturbs data prior to learning.

$k$-Nearest Neighbors ($k$NN) is a classical non-parametric ML algorithm, where a data point label is chosen by selecting the plurality class of its $k$ closest neighbors in the training set. Outside of classification, many algorithms construct a nearest neighbor graph (connecting each data point to its closest neighbors) as a subroutine. Examples include ISOMAP (Tenenbaum, de Silva, and Langford (2000)), persistent homology (Zhu (2013); Zhu et al. (2016)), and various spectral clustering algorithms (Luxburg (2007)).

We study neighbor-based classification as the canonical process of constructing nearest-neighbor graphs. An attacker which can affect classifications can similarly alter the nearest-neighbor graph. We lay the foundation for a theoretical understanding of training-time attacks against $k$NN. The primary contributions are:

1. We prove that computing an optimal training-time attack against $k$-Nearest Neighbor classification is NP-Hard.
2. We present a dynamic programming anytime algorithm that, if run to completion, computes an optimal single-point attack against $k$NN. Using this procedure as a subroutine, we employ and provide bounds for a greedy approach to efficiently construct an effective attack of any size against $k$NN.
3. We perform an empirical investigation on a method of defense against our attack. For example, reducing the number of dimensions via PCA in the MNIST dataset decreased the attacker’s average effectiveness by as much as 26% while increasing prediction error by less than 1%.

In Section 2, after defining the learner and threat models for attacking $k$NN, we translate the attacker’s task into a geometric problem. In Section 3, we prove that computing the optimal attack is NP-Hard, even for an attacker who targets one class with one additional data point. In Section 4, we present a (worst-case exponential-time) algorithm for finding the optimal single-point attack against $k$NN that uses dynamic programming to find successively better attacks as it proceeds, allowing it to be used as an anytime algorithm. We then employ a greedy algorithm to construct a data-insertion attack of any size against $k$NN. We show a bound for our greedy algorithm which is dependent on $k$ (but independent of the attacker’s budget). We discuss the “plug-and-play” nature of our analysis, in that any future improvements to the single-point attacks algorithm automatically yield a better bound for our general attack. In Section 5, we empirically demonstrate the effectiveness and practicality of our attack on synthetic and real world data. We then turn our attention to defense, and empirically investigate defense strategies based on dimensionality reduction. We discuss related work in Section 6 and conclude in Section 7 with a discussion of open problems.

2 Problem Setup

We focus on the role of an attacker, inserting training data so as to manipulate what is learned. A summary of notation used in this work is presented in the appendix.
2.1 Learner Model

We consider a learning algorithm \( A \) performing \( k \)-Nearest Neighbors (\( k \)NN) classification. Given a training set \( \mathcal{D} \) of \(|\mathcal{D}| \) points in \( d \) dimensions and query point \( x \), the learner predicts

\[
A[x; \mathcal{D}] = \text{Plurality label of the } k \text{ points in } \mathcal{D} \text{ closest to } x
\]

where “closest” is defined in terms of an \( \ell_p \) norm for \( p \in (1, \infty) \). The specific implementation is not important to the work presented here. For simplicity of exposition, we ignore cases involving ties (two or more points in \( \mathcal{D} \) are exactly the same distance from the query point) as well as cases where no strict plurality exists. Our methods can handle such cases (using e.g., random tie breaking) with minor modifications.

2.2 Threat Model

\( k \)NN is a non-parametric learner. As such, we consider a score function for the attacker based on the number of prescribed points \( A \) classifies according to the attacker’s wishes. This measure of the effectiveness – the success rate of an attack – is in contrast to most previous work on training-time attacks against parametric learners, where the effectiveness is defined in terms of a distance between (learned and target) models (Vorobeychik and Kantarcioglu (2018)). We consider an attacker aiming to control the predicted labels of a set of points important to them. For example they may have a collection of emails that she would like classified as ham. They accomplish their task by constructing examples and inserting them into the training set.

We formalize this threat model as follows. The attacker, \( \text{ATKR} \), has full knowledge of the training set \( \mathcal{D} \), the value of \( k \), and \( p \) (the norm used). \( \text{ATKR} \) has a budget of \( b \) and their capability is to insert a set \( \Delta \) of \( b \) points to \( \mathcal{D} \), each with features of their choosing\(^1\) each with label we denote as \( y^+ \).

In addition, \( \text{ATKR} \) has a target pool \( \mathcal{T} = \{(x^+_1, y^+_1), \ldots, (x^+_m, y^+_m)\} \). The score of an attack is the number of points in \( \mathcal{T} \) that \( A \) labels consistently with \( \mathcal{T} \):

\[
\text{score}(\Delta, \mathcal{T}, \mathcal{D}, A) = \sum_{(x,y) \in \mathcal{T}} 1(A[x; \mathcal{D} \cup \Delta] = y).
\]

When \( \mathcal{T}, \mathcal{D} \) and \( A \) are clear from context, we denote this quantity by \( \text{score}(\Delta) \). \( \text{ATKR} \)'s goal is to find an attack \( \Delta \) that maximizes their score, i.e., to find

\[
\arg \max_{\Delta \in [\mathcal{R}^d]^b} \text{score}(\Delta, \mathcal{T}, \mathcal{D}, A).
\]

2.3 Geometric View

We rephrase the problem of finding an optimal single-point training-time attack against \( k \)NN as the geometric problem of computing the maximum intersection of \( d \)-dimensional balls in \( \mathbb{R}^d \).

We define the **influencing region** (IR) of a point \( (x^+_j, y^+_j) \) in the target pool to be the set of feature vectors \( x \) such that adding the element \((x, y^+)\) to the training set with some multiplicity \( \ell \) changes the prediction of \( x^+_j \) to \( y^+ \):

\[
\text{IR}(x, y^+) = \{x' : \exists \ell \mid y = A[x; \mathcal{D} \cup \{(x', y^+)\}] \neq A[x; \mathcal{D}]\}
\]

\(^1\) Constraints on which feature values \( \text{ATKR} \) can select, should any exist, can be incorporated into the attack algorithms as discussed in Section 4.

Figure 1: Synthetic Illustration. An illustration the balls (in this case, disks) induced by \( \mathcal{D} \) (the training set) and \( \mathcal{T} \) (the target pool) for 1NN in \( d = 2 \) dimensions. A training set from the well-known construction of two “moons” is shown as +’s and −’s, together with the decision boundary induced by it. We plot an example \( T \) as green dots. The color of each point in the plane indicates the total score increase (TSI) associated with adding a single + element at that point in the plane: darker shades of blue indicate larger TSI values. Each colored region is an intersection of disks centered at the points in \( T \). The optimal single-point attack inserts a + in one of the darkest blue regions.

Here, we use \( \{(x', y^+)\}^\ell \) to denote the multiset containing the element \((x', y^+)\) with multiplicity \( \ell \). Observe that \( \text{IR}(x, y^+) = \emptyset \) if \( A[x; \mathcal{D}] = y^+ \).

In the case of \( k \)-Nearest Neighbor classification using \( \ell_p \) distance each \( \text{IR}(x, y^+, \mathcal{D}) \) is a (possibly empty) ball centered at \( x \). Specifically, \( \text{IR}(x, y^+, \mathcal{D}) \) can be computed as follows. Let \( x_1, x_2, \ldots, x_k \) be \( x \)'s \( k \) nearest neighbors in (strictly) increasing order of distance from \( x \). Let \( j \) be the largest index such that setting the labels of \( x_j, x_{j+1}, \ldots, x_k \) all to \( y^+ \) changes \( A \)'s prediction of \( x \) to \( y^+ \). Then \( \text{IR}(x, y^+, \mathcal{D}) \) is the ball centered at \( x \) with radius \( r = \|x - x_j\|_p \).

To see that this this procedure correctly computes \( \text{IR}(x, y^+, \mathcal{D}) \), first observe that by adding \((x', y^+)\) to \( \mathcal{D} \) with multiplicity \( \ell = k-j+1 \) and \( \|x - x^+\|_p < r \), these new points replace \( x_j, x_{j+1}, \ldots, x_k \) among \( x \)'s \( k \) nearest neighbors. Thus, \( y^+ = A[x; \mathcal{D} \cup \{(x', y^+)\}] \). Conversely, if \( \|x - x^+\|_p > r \), then adding \((x', y^+)\) with any multiplicity cannot change the labels of \( x \)'s \( j \) nearest neighbors. Therefore, by the maximality of \( j \), adding these points does not change \( A \)'s prediction of \( x \).

Given a point \((x, y^+) \in \mathcal{T} \), we can associate a cost and value with \( \text{IR}(x, y^+, \mathcal{D}) \). The cost \( c = c(x, y^+, \mathcal{D}) \) is the minimum multiplicity of a point \((x', y^+)\) with \( x' \in \text{IR}(x, y^+, \mathcal{D}) \) such that adding \((x', y^+)\) with multiplicity \( c \)

\[^2\]Recall that a ball \( B \) with center \( e \) and radius \( r \) is defined as \( B = \{x \in \mathbb{R}^d \mid \|x - e\|_p \leq r \} \).
changes the classification of \(x\) to \(y^+\). Note that for \(k\text{NN}\), we always have \(c \leq [k/2]\). The value \(v\) is determined by

\[
v = \begin{cases} 1 & \text{if } y^+ \neq A[x; D] \\ 0 & \text{otherwise}. \end{cases}
\]  

(3)

Thus, \(v\) is the change score of an attack upon adding \((x', y^+)\) to \(\Delta\) with multiplicity \(c\), while \(\text{ATKR}\)'s score is unchanged when adding \((x', y^+)\) with any multiplicity less than \(c\). Given \(D\) and \(T\), Algorithm 1 constructs a family \(B^{\text{lab}} = \{((x', r), v, c)\}\), consisting of the influencing regions of points in \(T\), together with their associated values and costs.

We define the total score increase (TSI) of an attack point \((x, y^+)\) with multiplicity \(\ell\) to be the increase in \(\text{ATKR}\)'s score if \((x, y^+)\) is added to \(\Delta\) with multiplicity \(\ell\). TSI can be computed directly from \(B^{\text{lab}}\).

\[
\text{TSI}(x, y^+, \ell, B^{\text{lab}}) = \sum_{((x', r), v, c) \in B^{\text{lab}}} v \cdot 1_{\|x - x'\|_2 < r} \cdot 1_{\ell \geq c}
\]

(4)

This expression is central to the discussion of both our hardness result and our (greedy) algorithm for computing the full \((b > 1)\) attack. Figure 1 shows an example for \(p = 2\) of constructing hyperspheres and the induced TSI values.

### 3 Proof of Hardness

We define the problem ATK-KNN and show that it is NP-hard in general. An instance of ATK-KNN consists of a quadruple \((D, T, b, p)\), where \(D, T \subseteq \mathbb{R}^d \times C\), \(b\) is a positive integer (\(\text{ATKR}\)'s point budget), and \(p \geq 1\) is the \(\ell_p\) norm used. Without loss of generality, we assume that all \((x, y)\) in \(D\) are labeled the same fixed label \(y^+\), and \(\text{ATKR}\) wishes for \(A\) to classify all \((x, y^+)\) in \(T\) as \(y^+ \neq y^-\). The desired output is the maximum score achievable by adding any \(b\) element set \(\Delta \subseteq \mathbb{R}^d \times C\) to \(D\):

\[^1\text{In the case where } y^+ = A[x; D] \text{ (hence IR}(x, y^+) = \emptyset)\), we assign a cost of \(c = 0\).\]

 ATK-KNN \((D, T, b, p) = \max_{\Delta | |\Delta| = b} \text{score}(\Delta, T, D, b, p)\).

Note that ATK-KNN is a special case of attacking \(k\text{NN}\). Namely, \(k = b = 1\), and all points in the target pool are the same label. In what follows we prove that ATK-KNN is NP-Hard. In the appendix, we show that the general case (higher \(k, b\), and a heterogeneous target pool) is no easier.

**Theorem 1.** \(\text{ATK-KNN is NP-hard.}\)

When \(b = |\Delta| = 1\), ATK-KNN can be reduced to the problem of finding the maximum intersection of a family \(B\) of \(d\)-balls in \(\mathbb{R}^d\) using Algorithm 1. For \(b > 1\) and \(k = 1\), ATK-KNN reduces to finding a set of \(b\) points in \(\mathbb{R}^d\) intersecting the maximum number of \(d\)-balls \(B\) in \(B\). We refer to the latter problem as the maximum intersection problem, or MAX-INT. We show that even for \(b = 1\), MAX-INT is NP-hard. We then show that the instances of MAX-INT constructed in our reduction can be realized as instances of ATK-KNN, thereby establishing Theorem 1 for \(k = 1\). We then give a simple modification of our construction that establishes the result for general \(k\) and \(b\) as well. We sketch the argument here; details appear in the appendix.

A \(d\)-dimensional instance of MAX-INT consists of a set \(B = \{B_1, B_2, \ldots, B_n\}\), where each \(B_i\) has a rational center and rational squared radius. The goal is to find the maximum number of mutually intersecting \(d\)-balls in \(B\), i.e., to find \(\max \{ |I| | \bigcap_{i \in I} B_i \neq \emptyset \} \).

We prove that MAX-INT is NP-hard via a reduction from the maximum independent set (MAX-IS) problem. Recall that given a graph \(G = (V, E)\), an independent set \(I \subseteq V\) is a set of vertices such that no pair of vertices in \(I\) share an edge. MAX-IS is to find the maximum cardinality among all independent sets in \(G\). MAX-IS is known to be NP-complete (Garey and Johnson 1979).

**Theorem 2.** MAX-INT is NP-hard.

Towards proving Theorem 2, let \(G = (V, E)\) be a graph on \(d\) vertices. We denote \(V = \{1, 2, \ldots, d\}\) and edges in \(E\) by \(ij\). The idea of the reduction is to associate a ball \(B_i \subseteq \mathbb{R}^d\) with each vertex \(i \in V\) and a ball \(B_{ij}\) with each edge \(ij \in E\). Each triple of the form \(B_i, B_j, B_{ij}\) intersect pairwise, but the three do not mutually intersect (see Figure 2). The interpretation is that choosing a point \(x \in B_i\) corresponds to \(i\) being in an independent set \(I\), while \(x \in B_{ij}\) corresponds to the edge \(ij\) being satisfied (i.e., \(i\) and \(j\) are not both in \(I\)). In our construction, a point \(x\) is contained in the largest number of balls \(B = \{B_i\} \cup \{B_{ij}\}\) if and only if the set of vertices \(I = \{i \mid x \in B_i\}\) is a maximum independent set.

**Algorithm 1: ConstructIRs**

- **Input:** \(D = \{(x^+, y^+), (x^-, y^-)\} \subseteq \mathbb{R}^d\times C\), where \(b\) is a positive integer (\(\text{ATKR}\)'s point budget), and \(p \geq 1\) is the \(\ell_p\) norm used.
- **Output:** \(B^{\text{lab}} = \{((x, r), v, c)\}\).  

1. \(\text{for } (x, y^+) \in T \text{ do} \)
2. \(\text{nbr} \leftarrow [x_1, x_2, \ldots, x_k]\) where \(x_i\) is \(x\)'s \(i\)th nearest neighbor in \(D\)
3. \(\text{lbl} \leftarrow [y_1, y_2, \ldots, y_k]\) where \(y_i\) is \(x_i\)'s label in \(D\)
4. \(v \leftarrow \text{value according to (3)}\)
5. \(j \leftarrow k\)
6. \(\text{while } \text{plurality}([\text{lbl}], y^+ \neq y^-) \text{ do} \)
7. \(\text{B}[j] = y^+\)
8. \(j \leftarrow j - 1\)
9. \(\text{Append } (x, \|x - x_{j+1}\|_2, v, k - j + 1) \text{ to } B^{\text{lab}}\)
10. **return** \(B^{\text{lab}}\)
The configuration $B$ is depicted in Figure 2 for $d = p = 2$. The disks intersect pair-wise, but not mutually. The instance of ATK-KNN where points in $D$ are indicated with “+” signs, and points in $T$ are indicated with “−” signs realizes $B$.

For any graph $G$, $B(\varphi(G))$ can be computed in polynomial time. The $G$ has an independent set $I$ of size $M$ if and only if $B$ has a maximum intersection of size $|V| - |E| + M$ (see appendix). Thus, $\varphi$ is a polynomial-time reduction from MAX-IS to MAX-INT, and Theorem 2 follows.

Given our proof of Theorem 2, Theorem 1 follows by constructing instances of ATK-KNN realizing each instance of MAX-INT constructed in the proof of Theorem 2. To this end, we note that choosing

$$
T = \{ (r_e, y^-) \mid e \in V \} \cup \{ (-re, re, y^-) \mid e \in E \}
$$

$$
D = \{ (2re, y^+) \mid e \in V \} \cup \{ (- (2r - c)(e, +e), y^+) \mid e \in E \}
$$

suffices (see Figure 2). The proof appears in the appendix.

## 4 Proposed Methods

Having proven the hardness of ATK’s task, we now present two algorithms for attacking $k$NN. The first algorithm finds a one-point attack that maximizes the coverage of the attack point—i.e., the number of influencing regions in which it is contained. The second attack greedily performs one-point attacks to construct a full attack. Since finding the optimal single point to add to $D$ is NP-Hard, we compute a one-point attack with an anytime algorithm that finds successively better solutions over time.

Our algorithms use Algorithm 1 as a preprocessing step to convert a training set and target pool to a labeled collection of balls. The problem of mounting an optimal attack in which a single point is added to $\Delta$ with multiplicity $\ell$ is completely determined by $B^{lab}$ via Equation (4).  

### 4.1 Constructing a One-Point Attack

We present an anytime algorithm which Constructs a Hypergraph for One-Point Poisoning Attacks (CHOPPA). Consider the hypergraph $G = (V, E)$ where each vertex corresponds to one of the influencing regions and the hyper-edge $e = \{v_1, \ldots, v_j\}$ exists if the intersection $v_i \cap \cdots \cap v_j$ is non-empty. Each hyper-edge represents a set of target points which can be influenced by a single training point with some multiplicity, $\ell$. We say that a point $x'$ covers $e$ if $x'$ is contained in the intersection of influencing regions in $e$. We denote $\text{coverage}(x)$ the size of the maximal hyper-edge covered by $x$. While $x$ lies in the intersection of $\text{coverage}(x)$ influencing regions, adding $(x, y^+)$ to $D$ will only increase $\text{TSI}$ by $\text{coverage}(x)$ if the point is added with sufficient multiplicity—i.e., the the maximum cost of any labeled ball in $e$. Given a maximum allowable multiplicity $\ell$, CHOPPA returns both an attack point $x$ that covers some hyper-edge $e$ and the minimum multiplicity $\ell_x \leq \ell$ needed to change the classification of points in $e$.

An optimal $\text{coverage}$ single-point attack places a new training point in intersection with the largest coverage. In the case of attacking 1NN, an optimal coverage single point attack also maximizes the TSI of any single-point attack. For $k > 1$ adding any single point (with multiplicity 1) may have $\text{TSI} = 0$, though adding the point with multiplicity $\ell = k' = \lceil k/2 \rceil$ suffices to achieve $\text{coverage}(x) = \text{TSI}(x, y)$. Thus, in general, we must have $\ell \geq k'$ in order to guarantee that a nontrivial (single point) attack exists.

### Algorithm 2: CHOPPA

**Input:**
- $D = \{(x^u, y^u)\}$, $T = \{(x^w, y^w)\}$, $y^+$
- $T$, $\ell$

**Output:**
- $(x, \ell_x)$ Attack point and associated cost
- $1$ H ← ConstructIRs($D, T, y^+$)

1. $H \leftarrow \text{ConstructIRs}(D, T, y^+)$
2. edges $\leftarrow \emptyset$
3. done $\leftarrow \text{False}$
4. $b \leftarrow 1$, $\ell_{\text{best}} \leftarrow 0$
5. while not done ∧ $T$ not exhausted do
6. newEdges $\leftarrow \emptyset$
7. for $e \in \{ e \cup \{h\} \mid e \in \text{edges}, h \in H \}$ do
8. if all $(|e| - 1)$-sized subsets of $e$ are in edges
9. newEdges $\leftarrow$ newEdges $\cup$ $\{ e \}$
10. $x$ ← any point in intersection
11. if $\text{TSI}(x, y^+, \ell, H) > \text{TSI}(b, y^+, \ell, H)$
12. then
13. $b \leftarrow x$, $\ell_{\text{best}} \leftarrow \max \{ c \mid (B, v, c) \in e \}$
14. edges $\leftarrow$ newEdges
15. if edges = $\emptyset$ then
16. done $\leftarrow \text{True}$
17. return $(b, \ell_{\text{best}})$

To compute $G$, we utilize the following observation: If an edge $e$ of size $m$ is not an element of $E$, then neither is any superset of $e$. We use a dynamic-programming approach which first considers edges of size $m = 1$, then $m = 2$, etc. The run time is highly dependent on the structure of $G$. When all balls are identical there are an exponential number of edges to check, whereas if no two balls intersect, the algorithm terminates before checking for any size 3 sets. By
Algorithm 3: $\text{GIT}^2\text{ACHOPPA}$

Input:
- $\mathcal{D} = \{(x^i, y^i)\}$, $\mathcal{T} = \{(x^i, y^i)\}$, $y^+$
- $T, b$ 

Time budget, Point budget

Output:
- $\Delta = \{(x_1, y_1), \ell_1, \ldots, (x_m, y_m), \ell_m\}$ 

The attack

1. $\Delta \leftarrow \emptyset, b_{\text{rem}} \leftarrow b$
2. While $b_{\text{rem}} > 0$
   3. $(x, y, \ell) \leftarrow \text{CHOPPA}(\mathcal{D} \cup \Delta, T, y^+, \ell, b_{\text{rem}})$
   4. If $\bot$ returned, then break
   5. $\Delta \leftarrow \Delta \cup \{(x, y^+)\}$
   6. $b_{\text{rem}} \leftarrow b_{\text{rem}} - \ell$
7. Return $\Delta$

The optimal $b$ can then be used as a post-hoc bound. If each call to add to
For the full attack,
making our solution deployable as an anytime algorithm.

For ATK-KNN, we have $U = T$, and weights $w(x', y')$ are $\pm 1$ depending on if $y' = y^+$. Each $S \subseteq S$ consists of elements in $T$ whose influencing regions mutually intersect.

In general, MCP is NP-hard, but Hochbaum and Pathria (1998) show that choosing sets greedily from $S$ gives a $(1 - 1/e)$-factor approximation to the optimal solution. Under the assumptions that CHOPPA returns optimal single-point attacks and $k = 1$, $\text{GIT}^2\text{ACHOPPA}$ simulates Hochbaum and Pathria’s algorithm, whence Theorem 3 follows.

For $k > 1$, an optimal b-point attack is no longer equivalent to MCP. Indeed, a point $(x', y') \in T$ may need to be “covered” with multiplicity greater than 1 in order to have its prediction flipped, and it may be covered by multiple different sets in $\mathcal{S}$. Thus, the $k > 1$ case appears to strictly more general than the MCP and the related “budgeted MCP” studied in (Kuhrer, Moss, and Naor 1999).

To obtain Theorem 3 for $k > 1$, let $\Delta_{\text{opt}}$ be an optimal $b$-point attack—i.e., one that maximizes TSI($\Delta$). For any set $\Delta$, let

$\text{coverage}(\Delta) = |\{(x', y') \in \mathcal{T} \mid \Delta \cap \text{IR}(x', y, \mathcal{D}) \neq \emptyset\}|$.

When $k = 1$, we have $\text{TSI}(\Delta) = \text{coverage}(\Delta)$, and for all $k$, $\text{TSI}(\Delta) \leq \text{coverage}(\Delta)$. Let $\Delta_{\text{cov}}$ be a $b$-point attack that maximizes coverage($\Delta$). Then we have

$\text{TSI}(\Delta_{\text{opt}}) \leq \text{coverage}(\Delta_{\text{opt}}) \leq k' \text{coverage}(\Delta_{\text{cov}})$.

Now consider the set $\Delta^*$ returned by $\text{GIT}^2\text{ACHOPPA}$ in an execution in which each call to CHOPPA returns an optimal point. Since points are added to $\Delta^*$ with multiplicities as large as $k'$, it may contain as few as $b' = [k'/k]$ distinct points, and we have

$\text{coverage}(\Delta_{\text{cov}}) \leq (1 - 1/e)^{-1} \text{coverage}(\Delta^*)$.

By construction—since each point $\Delta^*$ is taken with sufficient multiplicity—we additionally have $\text{TSI}(\Delta^*) = \text{coverage}(\Delta^*)$. Combining the previous two expressions with (9) proves Theorem 3.

5 Experiments

Having laid the foundation for a theoretical understanding of attacking kNN at training time, we turn to the question of how well our attack works in practice with our ultimate application being defense. We explore the effectiveness of CHOPPA on synthetic data in scenarios small enough to compute the optimal one-point attack, then turn to real-world data and investigate $\text{GIT}^2\text{ACHOPPA}$ on larger instances. Driven by the results on the synthetic data and with defense in mind, we look at the effect of dimensionality reduction on the attacks. Experiments were run on 128-core machines from AWS EC2. The QCLPs were solved using Mosek (ApS (2019)). Pre-processing, plotting, and data

consider the case $k = 1$. The problem of mounting an optimal b-point attack can then be reduced to the maximum coverage problem (MCP) defined by (Hochbaum and Pathria 1998). An instance of the $b$-MCP consists of (1) a universal set $U$ of elements where each $x \in U$ has an associated weight $w(x)$, and (2) a family $\mathcal{S}$ of subsets of $U$. The goal is to find a family of sets $\mathcal{F} \subseteq \mathcal{S}$ of size $b$ that maximizes the quantity $\sum_{x \in \mathcal{F}} w(x)$, where the sum is taken over $\mathcal{F}$.
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Table 1: ATKR’s Scores on Synthetic Data. For dimensions \( d = \{2, 4, 8, 16, 32\} \) and both \( \ell_2 \) and \( \ell_\infty \) norms, we report the ATKR score (as a percentage of successfully attacked points), averaged over trials and training set sizes. ATKR’s effectiveness increases with dimension. All standard error of the means were less than 8.2%. Details are presented in Appendix D.

| \( d \) | 2  | 4  | 8  | 16 | 32 |
|-------|----|----|----|----|----|
| Normal | \( \ell_2 \) | 27.2 | 36.8 | 53.2 | 83.4 | 100.0 |
|        | \( \ell_\infty \) | 27.0 | 37.2 | 51.0 | 73.8 | 88.6 |
| Uniform | \( \ell_2 \) | 27.0 | 34.2 | 54.4 | 83.6 | 100.0 |
|        | \( \ell_\infty \) | 27.0 | 35.6 | 61.0 | 94.0 | 100.0 |

Figure 3: ATKR’s Effectiveness as a Function of Dimension. For the original datasets and those reduced via PCA, we plot ATKR’s score as a percentage of \( |T| \) averaged over 10 trials for each label. Error bars denote standard error of the mean. Attacks on MNIST (HAPT) datasets are shown as solid (dashed) lines. Universally, reducing the dimension is an effective defense.
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images of handwritten digits (\( d = 784 \)). Human Activity Recognition (HAPT) (Anguita et al. (2013)), is a dataset of sensor recordings of subjects performing a range of daily activities (\( d = 561 \)). We use 6 of the labels from HAPT, omitting labels representing transitions between activities.

For MNIST, we consider 10 attackers, one targeting each digit, and for HAPT we consider 6. Each attacker has a target pool of 50 points sampled uniformly at random from the original set that are originally classified as their label of interest. To evaluate dimensionality reduction as a form of defense we used Principle Component Analysis (PCA) (F.R.S. (1901)) on each dataset to reduce its dimension to \( d = 2^1, 2^3, 2^5, 2^7, 2^9 \). We train a 1NN classifier using 10,000 and 6,000 points from MNIST and HAPT, respectively, (1,000 from each class). Every attacker uses GIT2ACHOPPA with a budget of \( b = 1, 5, 10, 20 \) and a time budget of \( b \) minutes. ATKR’s effectiveness as a function of which class is attacked are omitted for brevity, as we noticed no definitive connection between classes that are difficult to classify and classes that are difficult to attack. Results are presented in Figure 3.

The attackers are very effective. Even with a modest budget of \( b = 10 \), ATKR is able to affect the predicted label of over half the target pool in both original datasets. Secondly, as in the synthetic experiments, the effectiveness of the attacks decreases as the data’s dimension is reduced.

For dimensionality reduction to be a useful defense strategy, the defender would need to reduce the dimension while maintaining good performance on the underlying task. To understand the effects of reducing the dimension on the learning process, we report the percentage of variance explained (a measure independent of the choice of learner) and the zero-one loss of 1NN measured on a hold-out set
Table 2: Loss and Variance Explained. We report the zero-one loss on a held out dataset (HOL) for $\ell_2$-norm ($\ell_\infty$-norm) and the proportion of variance explained (VarE) for the each dataset (the original and those with dimension reduced by PCA). Reducing the dimension to 32 or 128 hardens the learner against attack while maintaining similar HOL.

|       | MNIST | Hapt |
|-------|-------|------|
| $d$   | HOL   | VarE | HOL   | VarE |
| Original | 0.102 (0.483) | 1.000 | 0.087 (0.285) | 1.000 |
| 512    | 0.126 (0.119) | 0.999 | 0.093 (0.141) | 1.000 |
| 128    | 0.111 (0.145) | 0.936 | 0.081 (0.158) | 0.983 |
| 32     | 0.103 (0.143) | 0.745 | 0.111 (0.154) | 0.891 |
| 8      | 0.201 (0.203) | 0.438 | 0.217 (0.158) | 0.774 |
| 2      | 0.613 (0.619) | 0.169 | 0.431 (0.426) | 0.661 |

of size 1,000 (randomly selected, disjoint from the training set) in Table 2. kNN performs extremely well even as the dimension is reduced (a well understood phenomenon) until the dimension is very low. ATK's score, on the other hand, steadily decreases with the dimension. In the case of MNIST data, reducing to 32 dimensions decreased the attacker’s effectiveness by between 26% ($b = 1$) and 12% ($b = 20$) while increasing prediction error by less than 1%. PCA served as a more costly defense for the HAPT data. At $d = 32$ the attacker’s score decreased by between 11% and 8%, but the prediction loss increased by about 28%. Dimensionality reduction can be an effective defense for kNN against training-time attacks. Experiments on other real-world datasets showed qualitatively similar behavior and results are presented in Appendix D.

6 Related Work
Since its introduction (Fix and Hodges (1989)), kNN and related algorithms (e.g., rNN) have been extensively studied in contexts where no adversary is at play (Shakhnarovich, Darrell, and Indyk (2006); Bhatia et al. (2010)).

Training-time (a.k.a. poisoning or input manipulation) attacks were developed against various machine learning algorithms from deep networks (Koh and Liang (2017)) to support vector machines (Biggio, Nelson, and Laskov (2012)) to linear regression models (Jagielski et al. (2018); Alfeld et al. (2019)) to collaborative filtering (Li et al. (2016); Chen et al. (2020)) and online centroid anomaly detection (Kloft and Laskov (2010)). We complement this by furthering knowledge of another canonical learning method. We believe we are the first to investigate (theoretically or otherwise) training-time attacks against kNN.

Deployment-time attacks, often called “adversarial examples” or “adversarial perturbations”, have been given a great deal of attention, especially against neural networks in recent years. With a focus on graph neural-networks Entezari et al. similarly observed that attackers are generally less effective in low dimensions (Entezari et al. (2020)). We direct the reader to Biggio and Roli (2018); Vorobeychik and Kantarcioglu (2018); Joseph et al. (2018) for a general review and to Serban, Poll, and Visser (2020); Hazan, Papanandreou, and Tarlow (2017) specifically for neural networks.

Others have developed attacks against and analyzed the robustness of kNN and other non-parametric methods Wang, Jha, and Chaudhuri (2018); Bhattacharjee and Chaudhuri (2020)). In contrast to our work, they model an attacker acting at deployment-time, not training-time.

ATK-KNN is closely related to the “product positioning problem” in marketing theory (Albers and Brockhoff 1977), whose complexity is analyzed in (Crama, Hansen, and Jaumard 1995). Their analysis gives an alternative proof of the special case of our Theorem 2 when $p = 2$ via a reduction from the maximum clique problem. Our proof of Theorem 2 is an adaptation of the argument in (Amaldi and Kann 1995), which shows that finding the maximum number of feasible linear constraints is NP-hard. The advantage of our proof of Theorem 2 is threefold: it is more general in that it covers $\ell_p$ norms for $p \in (1, \infty)$, it is both technically simpler than the argument of Crama, Hansen, and Jaumard (1995) and it is conceptually consistent with the remainder of our paper. Crama, Hansen, and Jaumard (1995) also describes an algorithm for MAX-INT that runs in time $O(n^{p+1})$, where $n$ and $d$ denote the number of points (i.e., size of our training set) and the dimension, respectively. The high-degree polynomial run-time of Crama et al.’s algorithm, however, is inherent to their approach, as they first test a set of $\Theta(n^d)$ potential single-point attacks before evaluating the scores of these attacks. As an anytime algorithm, CHOPPA finds good (albeit not necessarily optimal) solutions quickly.

7 Conclusions
We investigated the task of performing training-time attacks against nearest-neighbor based classifiers. We model an attacker adding points to the training set with the goal of affecting the classifications of points in a target pool. We proved that finding an optimal attack against kNN is NP-Hard, even when the attacker can add only a single data point to the training set. We introduced the anytime algorithm CHOPPA to efficiently compute an effective one-point attack and GITA \(\text{ACHOPPA} \) to compute a general attack. We provided a bound for GITA \(\text{ACHOPPA} \) when CHOPPA finds the optimal solution, and this bound holds in general if CHOPPA is replaced with a constant-approximation algorithm. With an eye toward defense strategies, we conducted an empirical investigation on synthetic and real-world data. Our experiments demonstrated both that the attack is highly effective in practice and that dimensionality reduction is often an effective defense strategy.

We close with open problems as potential future work: 1. Is there a polynomial-time, constant-factor approximation algorithm which solves the same problem as CHOPPA? Such an algorithm with approximation ratio $\alpha$ would yield a $(1 - e^{-\alpha})/k'$ approximation when used as a subroutine by GITA \(\text{ACHOPPA} \). 2. Is there a bound for GITA \(\text{ACHOPPA} \)'s performance that is independent of $k$? 3. Our defense reduces the dimensionality $d$. We observe empirically that this reduces the effectiveness of the optimal attack. However, the worst-case runtime of CHOPPA decreases with $d$. Are there effective defenses which act by increasing the computational burden of the attacker instead of (or in addition to) reducing the effectiveness of the optimal attack?
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