Ptychography Intensity Interferometry Imaging for Dynamic Distant Object
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As a promising lensless imaging method for distance objects, intensity interferometry imaging (III) had been suffering from the unreliable phase retrieval process, hindering the development of III for decades. Recently, the introduction of the ptychographic detection in III overcame this challenge, and a method called ptychographic III (PIII) was proposed. We here experimentally demonstrate that PIII can image a dynamic distance object. A reasonable image for the moving object can be retrieved with only two speckle patterns for each probe, and only 10 to 20 iterations are needed. Meanwhile, PIII exhibits robust to the inaccurate information of the probe. Furthermore, PIII successfully recovers the image through a fog obfuscating the imaging light path, under which a conventional camera relying on lenses fails to provide a recognizable image.

I. INTRODUCTION

Most conventional imaging methods for distance objects are based on the first-order interference, such as amplitude (phase) interferometry that has been widely used in astronomy for a century[1–4]. However, Amplitude interferometry (AI) is vulnerable to atmospheric turbulence, and the transferring electric fields in long distance is complex and of high cost[5–9]. These drawbacks limit its applications for very long baselines at optical wavelengths[10–13]. In 1956, intensity interferometry (II) was invented, which exploits the second-order correlations of the intensity fluctuations in two distance locations[14–16]. II electronically (rather than optically) connects independent telescopes, which circumvents the drawbacks in AI[17]. A typical II system consists of a set of detectors which independently record the time-varying intensities at different locations. These detected intensities are then used to calculate the correlations between them, yielding the power spectrum of an distant object. Since it avoids transmitting light fields from one distant location to another, it not only simplifies the detection process and reduce the cost[18], but also is insensitive to either atmospheric turbulence or telescopic optical imperfections. Thus, these great advantages enable very long baselines (kilometers) observations in short optical wavelengths with a microarcsecond (µas) resolution[19–22].

Between 1963 to 1974, II had been applied to measure the angular diameters of 32 stars and achieved a resolution as high as 0.4 milliarcsecond[14–16]. However, this technique was then dormant, due to its low signal-to-noise ratio (SNR) and long measurement time[23]. Recently, detection technology has been greatly developed, thus, these great advantages enable very long baselines at optical wavelengths with a microarcsecond (µas) resolution[19–22].
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II. EXPERIMENTS AND METHODS

A. The Imager

The schematic of the experiment is shown in Fig. 1. The object is made of four letters “2GNS”. Each letter is of \( \sim 7 \times 7 \) cm, which is placed 20 meters away from the imager. The imager consists of illumination and detection parts. The detection part is simply a bare CCD. In the illumination part, a laser beam is deflected by a galvanometer onto a rotation ground glass (RGG), which is then collimated by a telescope system. This system generates a sequence of light speckle patterns within a circular area on the object plane while the ground glass is rotating. The circular area, acting as a probe, is controlled to 10 cm in diameter. While the object (mounted on a stage) is making a translational motion, it is illuminated part by part, realizing a ptychographical scan. The rotating speed of RGG is much faster than the motion of the object. So, in each scan, the CCD can capture multiple speckle patterns constructed by the reflected field from the object.

On the other hand, if the object is static, the galvanometer can deflect the laser beam two-dimensionally, making a ptychographical scan on the object plane. The whole imager is controlled by a field programmable gate array (FPGA) circuit to synchronize the illumination and detection. Fig. 2 shows the internal structure of the imager.

\[
E(r, t) = \int M(\xi) \cdot \Gamma(\xi - vt) \cdot g(r - \xi; z) d\xi, \quad (1)
\]

where \( g(r - \xi) \) is a green function that propagates the field from the object plane to the detection plane at a distance \( z \).

In the experiment, the object’s translational speed is less than 10 mm/s. The exposure time of the CCD is 2 ms. In a time of \( \Delta t \leq 20 \) ms, the CCD can capture 20 frames of different speckle patterns caused by RGG. Within such a short time, the object is effectively static and the speckle patterns can be denoted as \( I_j(r, t) = |E_j(r, t)|^2 \). The average autocorrelation of the speckle patterns is calculated as

\[
G^{(2)}(\Delta r, t) = \sum_{j=1}^{N} |I_j * I_j(\Delta r, t)|. \quad (2)
\]

Theoretically, it is equivalent to the second-order correlation, which can be calculated using the Van Cittert-Zernike theorem [40, 41],

\[
G^{(2)}(\Delta r, t) = \frac{\langle I(r, t)I(r + \Delta r, t) \rangle}{\langle I(r, t) \rangle^2} = 1 + |\gamma(\Delta r, t)|^2, \quad (3)
\]

\[
\gamma(\Delta r, t) = \int |P(\xi) \cdot O(\xi - vt)\rangle \cdot \exp\{ik\cdot \Delta r\}. \quad (3)
\]

This indicates that the intensity correlation reveals the power spectrum of the part of the object within the probe at time \( t \).

While the object is moving, the second-order correlations at different times yield the power spectrums of different parts of the object. In the experiment, we select \( N \) parts that covered by the probe at \( N \) different times,
\{O(\xi-v t_m)\} with \(m = 1, 2, ..., N\). The corresponding power spectrums \(\{\gamma(\Delta r, t_m)\}\) are calculated with Eq. (2), which are applied to the following reconstruction algorithm that designed specifically for dynamic objects.

1) start from the first big loop of \(r = 1\) and the first part of \(m = 1\) with a guess for a whole object function \(O_r(\xi)\).

2) calculate the Fourier transform \(F_{m,r} = \mathcal{F}\{P(\xi) \cdot \Theta(\xi-v t_m)\}\).

3) reconstruct the Fourier transform with the corresponding measured power spectrum:
\[
F'_{m,r} = |\gamma(\Delta r, t_m)| e^{i k \arg \{F_{m,r}\}},
\]
where \(\arg\{F\}\) is an operator to take the phase of \(F\).

4) compute the inverse Fourier transform: \(\Theta_{m,r}(\xi) = \mathcal{F}^{-1}\{F'_{m,r}\}\).

5) apply realness and non-negativity constraints to \(\Theta_{m,r}(\xi)\), yielding \(\Theta'_{m,r}(\xi)\):}
\[
\Theta'_{m,r}(\xi) = \begin{cases} 
\text{Re}\{\Theta_{m,r}(\xi)\} & , P(\xi) = 1 \cap [\text{Re}\{\Theta_{k,j}(\xi)\} \geq 0] \\
0 & , P(\xi) = 0 \cup [\text{Re}\{\Theta_{k,j}(\xi)\} < 0]
\end{cases}
\]
where \(\text{Re}\{\}\) is to compute the real parts.

6) update \(O_r(\xi)\) with \(\Theta'_{m,r}(\xi)\):
\[
O'_r(\xi) = O_r(\xi) \cdot [1 - W(\xi + v t_m)] + \Theta'_{k,j}(\xi + v t_m) \cdot W(\xi + v t_m).
\]
Here \(W(\xi)\) is 2D Tukey window with a window length equal to the size of the probe, which is used to smooth the fusion of the recovered parts.

7) if \(m\) is the last part, goto 8); otherwise goto 2) to compute the next part.

8) after all the parts has been gone through, start the next big iteration \((r \rightarrow r + 1)\) and going to 2).

9) if a satisfactory image is obtained or maximum iteration number is reached, exit the calculation.

It is worthwhile to note that Eq. (3) and the whole reconstruction process do not contain the distance between the object and the detector. Based on the Van Cittert-Zernike theorem[42], when the scattering satisfies the ergodic-like condition[43], the second-order correlation yields the power spectrum of the object’s intensity function, in spite of it is located in the near- or far-field region. Therefore, in principal, PIII does not need to know the detection distance at all, which makes PIII very practical especially for imaging distant objects where the distance is usually hard to be precisely determined.

### III. EXPERIMENTAL RESULTS

#### A. The autocorrelation

In each probe (the object was effectively static during this moment), we took a sequence of speckle patterns and calculated the average autocorrelation using Eq. (2). To investigate the autocorrelation experimentally, we slowed down the speed of the object, so that we were able to capture 500 speckle patterns for each probe. Fig. 3.(a)-(d) show the speckles pattern captured by the CCD. Fig. 3.(e)-(h) represent the autocorrelation results. It can be seen that the object’s image can not be seen from the speckle pattern, but its autocorrelation reveals the power spectrum of the object.

![Fig. 3](image)

**FIG. 3.** The autocorrelation results, each calculated from 500 realizations of the speckles. (a)-(d). A speckle pattern of letter ‘2’, ‘G’, ‘N’ and ‘S’, respectively. (e)-(h). The calculated autocorrelation of letter ‘2’, ‘G’, ‘N’ and ‘S’, respectively.

#### B. Image Reconstruction for the moving object

The autocorrelation with 500 speckle patterns provides a clear power spectrum of the object. Thus, the image can be recovered with the traditional phase retrieval algorithm, such as the HIO or the ER. However, it is no realistic to take 500 patterns for each probe, since it requires the object moving in a very slow speed. For example, the exposure time of the CCD is 2 ms. It takes 1 s for 500 patterns. To guarantee the object is effective static during the measurement, it should move less than a one-thousandth width of the probe which is \(\sim 100 \mu m\), i.e., a moving speed less than 100\(\mu m/s\). If we dramatically reduced the number of the captured patterns for a probe, for instance less than five patterns (the moving speed can be up to 10mm/s), the calculated autocorrelation would be noisy and it would be very hard to use the HIO (or ER) to reconstruct a faithful result.

In the experiment, we used just two patterns for each probe, and found that our ptychographic reconstruction algorithm proposed in the above section was able to recover a correct image, as shown in Fig. 4(a). We also implemented the experiment with 10, 100, 500 patterns.
FIG. 4. Moving objects reconstruction results. (a) Images of “2GNS” reconstructed from the data with 2 speckles captured in each probe. (b) Reconstructed images with 100 speckles captured in each probe. (c) Reconstructed images with 100 speckles captured with 10, 20 and 50 iterations. (d) Reconstructed images with 500 speckles captured in each probe. In each row, from left to right are the results with 10, 20 and 50 iterations, respectively.

for each probe for comparison, as shown in Fig. 4(b)-(d). It can be seen that, the reconstruction with two patterns after 10 iterations can still yield a correct result, although the image quality is degraded in comparison with the cases with more patterns for each probe. Nevertheless, the increase of the iteration number can improve the quality. Moreover, we gave a quantitative analysis. We studied the change of peak-signal-to-noise-ratio (PSNR) with the number of iterations in the case of 2 speckles. Fig. 5 shows that as the number of iteration increases, PSNR also increases.

It is worthwhile to point out that, we used a 2D Tukey window as a probe function in the reconstruction algorithm. The window size is a little larger than the actual size of the probe. This window is different than the actual probe: it is roughly rectangular in shape, while the probe is circular. With such a quite inaccurate probe function, PIII still recovers clear images, indicating its robustness to inaccurate information of the probe.

C. Imaging through turbulence

Furthermore, we investigate the imaging in turbulence condition using the PIII method. Fig. 6 shows experimental diagram and results. We used the ultrasonic atomizer to generate fog between the imager and the object. Because the fog scattered the light passing through, using a traditional camera is hard to capture a feasible image of the object, as shown in Fig. 6(c). However, the PIII method can recover a reasonable image. Fig. 6(d) shows the reconstruction result for imaging through the fog.

FIG. 5. The PSNR results of two speckles.

FIG. 6. The experiment of imaging through turbulence. (a) Water mist effect. (b) The overlook of the experiment with thick fog in between the imager and the object. (c) Direct image with a traditional camera. (d) The reconstructed image with the PIII method.

IV. CONCLUSIONS

In this paper, we demonstrated a PIII experiment for dynamic distant object 20 meters away. We designed an imager that can implement ptychographic II measurements for a distance object. While the object was translational moving, the imager captured a sequence of
speckle patterns. With the proposed PIII algorithm designed for dynamic object, the object was recovered. The number of the speckle patterns for each probe can be low to 2, with which the PIII algorithm can still yield a reasonable image in 10 iterations. Furthermore, we investigated its capability of imaging through turbulence. With fog obfuscating the imaging light path, a traditional camera relying on lenses failed to provide a recognizable image. In contrast, the PIII method reconstructed a reasonable image through the fog. This research paves a way to the practical application of intensity interferometer imaging.
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