Quadratic lifespan and growth of Sobolev norms for derivative Schrödinger equations on generic tori
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Abstract

We consider a family of Schrödinger equations with unbounded Hamiltonian quadratic nonlinearities on a generic tori of dimension $d \geq 1$. We study the behavior of high Sobolev norms $H^s$, $s \gg 1$, of solutions with initial conditions in $H^s$ whose $H^\rho$-Sobolev norm, $1 \ll \rho \ll s$, is smaller than $\epsilon \ll 1$. We provide a control of the $H^s$-norm over a time interval of order $O(\epsilon^{-2})$.

Due to the lack of conserved quantities controlling high Sobolev norms, the key ingredient of the proof is the construction of a modified energy equivalent to the “low norm” $H^\rho$ (when $\rho$ is sufficiently high) over a nontrivial time interval $O(\epsilon^{-2})$. This is achieved by means of normal form techniques for quasi-linear equations involving para-differential calculus. The main difficulty is to control the possible loss of derivatives due to the small divisors arising from three waves interactions. By performing “tame” energy estimates we obtain upper bounds for higher Sobolev norms $H^s$.
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1. Introduction

We consider the derivative Schrödinger equation (DNLS)

\[ \partial_t u = i(\Delta_g u - mu - Q(u, \bar{u})) , \quad u = u(t, x), \quad x \in \mathbb{T}^d := (\mathbb{R}/2\pi \mathbb{Z})^d, \quad d \geq 1, \]

where \( m > 0 \) is the mass, the operator \( \Delta_g \) is defined by linearity as

\[ \Delta_g e^{ij \cdot x} = -\|j\|^2_g e^{ij \cdot x}, \quad \|j\|^2_g := Gj \cdot j, \quad j \in \mathbb{Z}^d. \]

with \( G = (g_{ij})_{i,j=1,...,d} \) a strictly positive definite, symmetric matrix, i.e. \( G \xi \cdot \xi \geq c_0|\xi|^2 \) for any \( \xi \in \mathbb{Z}^d \setminus \{0\} \), and \( c_0 > 0 \). The nonlinearity \( Q(u, \bar{u}) \) has the form

\[ Q(u, \bar{u}) := (\partial_{\xi} f)(u, \nabla u) - \sum_{i=1}^{d} \partial_{x_i}(\partial_{u_i} f)(u, \bar{u}) , \]

where we denoted \( \partial_u := (\partial_{\text{Re}(u)} - i \partial_{\text{Im}(u)})/2 \) and \( \partial_{\xi} := (\partial_{\text{Re}(u)} + i \partial_{\text{Im}(u)})/2 \) the Wirtinger derivatives and where \( f(y_0, y_1, \ldots, y_d) \in C^\infty(\mathbb{C}^{d+1}; \mathbb{R}) \) (in the real sense, i.e. \( f \) is \( C^\infty \) as function of \( \text{Re}(y_i), \text{Im}(y_i) \)) is a homogeneous polynomial of degree 3 satisfying

\[ \partial_{y_i} \partial_{\xi_j} f = \partial_{\xi_j} \partial_{y_i} f \equiv 0, \quad \forall i, j = 1, \ldots, d, \quad \forall (y_0, y_1, \ldots, y_d) \in \mathbb{C}^{d+1}. \]

Thanks to (1.3) one can note that the equation is Hamiltonian, namely (1.1) can be written as

\[ \partial_t u = -i\nabla_{\xi} H(u, \bar{u}), \quad H(u, \bar{u}) := \int_{\mathbb{T}^d} (\Lambda u) \cdot \bar{u} \, dx + \int_{\mathbb{T}^d} f(u, \bar{u}) \, dx, \]
where $\Lambda := \Lambda(D) := -\Delta_g + m$ is the Fourier multiplier with symbol

$$\Lambda(\xi) := \|\xi\|^2 + m := G\xi \cdot \xi + m, \quad \xi \in \mathbb{Z}^d.$$  

(1.5)

The main result of the paper is the following.

**Theorem 1.1.** For almost every $m \in (0, +\infty)$ the following holds. There exists $\rho \gg 0$ large enough and $\varepsilon \equiv \varepsilon(\rho) \ll 1$ small enough such that for any initial datum $u_0 \in H^\rho(\mathbb{T}^d; \mathbb{C})$, $\|u_0\|_{H^\rho} \leq \varepsilon$, there exists a unique solution $u \in C^0(\mathbb{T}^d; \mathbb{C})$ of (1.1) with $u(0, \cdot) = u_0$,

$$\|u(t)\|_{H^\rho} \lesssim_{c(\rho)} \varepsilon, \quad \forall t \in [-T_\rho, T_\rho], \quad T_\rho := c(\rho)\varepsilon^{-2}$$  

(1.6)

for some $c(\rho) \leq 1$. Moreover, assume in addition that $u_0 \in H^{s}(\mathbb{T}^d; \mathbb{C})$, $s \geq \rho$ (without any smallness assumption of $\|u_0\|_{H^\rho}$). Then $u \in C^0(\mathbb{T}^d; \mathbb{C})$ of (1.1) which remains bounded on $[-T_\rho, T_\rho]$, namely

$$\|u(t)\|_{H^s} \lesssim_s \|u_0\|_{H^s}, \quad \forall t \in [-T_\rho, T_\rho].$$  

(1.7)

Some comments on the result above are in order.

First notice that equation (1.1) can be seen as a nonlinear Schrödinger equation posed on a torus $\mathbb{T}^d := \mathbb{R}^d/\Gamma$ with arbitrary periodicity lattice $\Gamma$. In view of the assumptions in (1.3)-(1.4), we have that $Q(u, \overline{u})$ is a Hamiltonian nonlinearity containing $H^\rho$-Sobolev norms of solutions of (1.1). The bound (1.7) actually shows that $H^s$-Sobolev norm of a solution remains bounded by only requiring a smallness conditions on a low norm of the initial datum. The second part of the Theorem is a consequence of sharp tame a priori estimates on the solutions. Unfortunately the equation has no conserved quantities which control for every time the Sobolev norms $H^\rho$ with $\rho > 1$. Hence we are only able to obtain the bound (1.7) over a long (but finite) time interval, by constructing a modified energy for the $H^\rho$-norm with normal forms techniques. The result we obtained is in the same spirit of [20] by Delort-Masmoudi.

We require the Hamiltonian assumption on the nonlinearity in order to guarantee the well-posedness of the Cauchy problem associated to (1.1) at least for short time. Actually this hypothesis could be weakened. For more details, we refer for instance to the introduction of [24].

---

1 $\nabla_u := (\nabla \text{Re}(u) - i\nabla \text{Im}(u))/2$ and $\nabla_\pi := (\nabla \text{Re}(u) + i\nabla \text{Im}(u))/2$, $\nabla$ denotes the $L^2$-gradient.
We also remark that the mass parameter $m > 0$ in (1.5) will be used to provide suitable lower bounds on three wave interactions.

**Some related literature.** We now present some known results on the long time existence and stability for derivative Schrödinger equations.

*Local well-posedness.* Many authors considered equations of the type (1.1) (even without the assumption (1.4)) in the Euclidean case (i.e. when $x \in \mathbb{R}^d$). The first existence result is due to Poppenberg in [36] for a special model in one dimension, later extended by Colin [15] to any dimension. A more general class of quasilinear Schrödinger equation is studied in the pioneering work of Kenig-Ponce-Vega [31]. We also mention a recent paper [32] by Marzuola-Metcalf-Tataru (see also references therein) which optimize the result in [31] in terms of the regularity of the initial data. The situation drastically changes when the equation is posed on a compact manifold. Indeed, Christ in [16] provides examples of Schrödinger equations with derivatives which are ill-posed on the circle $S^1$ and well posed on $\mathbb{R}$. We mention that a local existence has been obtained on the circle by Baldi-Haus-Montalto in [1] and by Feola-Iandoli in [24] with different techniques. In [25] the authors extend the latter results to any squared $d$-dimensional tori. Our assumption in (1.3) on the nonlinearity guarantees that the local well-posedness for (1.1) can be obtained in the same spirit of [25].

*Global well-posedness.* All the aforementioned results regard the local in time well-posedness for quasilinear Schrödinger equations. The global well-posedness has been established on $\mathbb{R}^2$ and $\mathbb{R}^3$ by de Bouard-Hayashi-Saut [13] in dimension two and three for small data on a model quasilinear Schrödinger. In [13], dispersive properties of the flow are exploited in order to obtain a control of the Sobolev norms for long time. We also mention the paper [34] by Murphy-Pusateri about the almost global existence for a non-gauge-invariant cubic nonlinear Schrödinger equation on $\mathbb{R}$.

*Long time regularity and normal forms.* On tori (or more in general on compact manifolds) there are no dispersive effects that could help in controlling the behavior of the solutions for long times. In order to extend the lifespan of solution we use the powerful tool of normal form theory. This approach has been successfully and widely used in the past starting form the study of semi-linear PDEs. Without trying to be exhaustive we quote Bourgain [14], Bambusi [2] and Bambusi-Grébert [4] where the authors considered the Klein-Gordon equation on the circle. They proved almost global existence in the sense that, for any $N \geq 1$ and any initial datum in $H^2(\mathbb{T})$ of size $\varepsilon \ll 1$ with $s \gg 1$ large enough, the solution exist and its $H^s$-Sobolev norm remains small over a time interval of size $O(\varepsilon^{-N})$. Similar results have been obtained for semilinear equations also in higher space dimension. We refer, for instance, to [3] by Bambusi-Delort-Grébert-Szeftel which considered PDEs on Zoll manifolds (see also [23,21]). Normal form theory for quasilinear equations has been constructed more recently. We quote Delort [18,19] for the Klein-Gordon on $S^d$ and Berti-Delort [7] for the gravity capillary water waves on $\mathbb{T}$. For equations like (1.1) we mention [26,27] where it is exploited the fact that (following the ideas of [7]) quasilinear Schrödinger equations may be reduced to constant coefficients through a para-composition generated by a diffeomorphism of the circle.

*Normal forms on irrational tori.* All the papers mentioned above have in common that the spectrum of the linearized problem at zero has “good separation” properties. This fact depends on the geometry of the eigenvalues of the Laplace-Beltrami operator. On irrational tori, for instance, differences of eigenvalues can accumulate to zero. In this case, one typically gets very weak lower bounds on “small divisors” arising from $n$-waves interactions (see Appendix A). The same problem occurs for the Klein Gordon equation posed on $\mathbb{T}^d$, $d \geq 2$. In dealing with this problem
is out of reach (at the moment), but nevertheless one can obtain partial results. We refer to Delort [17], Fang and Zhang [22], Zhang [38] for the Klein-Gordon, Imekraz in [29] for the Beam equation on $\mathbb{T}^2$ and Feola-Grébert-Iandoli [28]. In this last case a special class of quasi linear Klein Gordon equation is considered. We finally quote the remarkable work on multidimensional periodic water wave by Ionescu-Pusateri [30].

**Growth of Sobolev norms for PDEs on tori.** For linear Schrödinger equations with time dependent potentials on tori, there are several results providing an upper bound $t^s$ for the high Sobolev norms of the solutions. On rational tori $\mathbb{T}^d$, we mention the results of Bourgain [9], [10] and Delort [12]. These results have been extended on the irrational torus by Berti and Maspero in [8]. In these aforementioned results, the potential is bounded and the proof basically relies on the so called Bourgain Lemma. For Schrödinger equations on irrational tori with unbounded potentials (of order strictly smaller than 2), the upper bound $t^s$ on the growth of Sobolev norms has been proved in [6]. The proof relies on a Pseudo-differential normal form and on a careful analysis of the resonant vector field, by showing that the flow generated by it is uniformly bounded in time.

For nonlinear Schrödinger equations on tori, by completely different methods, Bourgain [11] proved an upper bound $t^s$ for the $H^s$-norm of the solutions of nonlinear Schrödinger equations on $\mathbb{T}^2$. This result has been also generalized on more general manifolds in [35] (see also references therein).

**Plan of the paper and scheme of the proof.** In the remaining part of the introduction, we briefly explain the strategy of our proof.

In order to prove a time of existence of size $O(\varepsilon^{-2})$, we need to perform one step of normal form, in order to remove the quadratic terms. Hence in Section 2.1 we consider symbols which are sums of symbols linear in $u, \bar{u}$ plus symbols which are quadratic in $(u, \bar{u})$. Similarly we define classes of smoothing operators. Since one is able to impose only very weak lower bounds on the three wave interactions (cf. Section A), the normal form procedure requires to use paradifferential calculus. In Section 4, we construct a change of variables $u = \Phi(u)[w]$ ($u(t, x)$ is a smooth solution of (1.1) defined on a time interval $[-T, T]$) which transforms the equation (1.1) into another one which has the form

$$\partial_t w + i(-\Delta_g + m)w + i\mathcal{O}^{bw}(z(u; x, \xi))w + \mathcal{R}(u)w = 0$$

where $\mathcal{R}(u)$ is a smoothing remainder, i.e. $\|\mathcal{R}(u)w\|_{H^{t+N}} \lesssim_{s, N} \|u\|_{H^\rho} \|w\|_{H^s}$ for $N \geq 0$, $\rho \gg N$, $s \gg N$ and the normal form symbol $z(U; x, \xi)$ is real and it has the property that its Fourier transform $\hat{z}(U; k, \xi)$ is non zero if

$$|\langle \xi; k \rangle| \leq \langle \xi \rangle^{-1} |k|^{-\tau} \text{ and } |k| \leq |\xi|^{\delta}$$

cf. Definition 4.3. This normal form step is essentially a nonlinear analogue of the method developed in [5], [6] at a linear level.

At this point, in Section 5, we perform a Poincaré-Birkhoff normal form step in order to remove the quadratic terms from the smoothing remainder $\mathcal{R}(u)w$. The loss of derivatives in the estimates of the three wave interactions is then compensated by the fact that the remainder is smoothing. In [6], it is proved that the flow associated to normal form symbols is well defined on $H^s$ and uniformly bounded in time. This fact allows in Section 6 to perform an energy estimate which shows that $\|u(t)\|_{H^s} \lesssim_{\rho} \varepsilon$ for $t \in [-T_\rho, T_\rho]$ with $T_\rho = O(\varepsilon^{-2})$, for some $\rho \gg 1$ large enough, provided the initial datum $\|u_0\|_{H^s} \leq \varepsilon$ is small enough. If in addition, the initial datum
\( u_0 \in H^s \), with \( s > \rho \) (but with no smallness assumption on \( \|u_0\|_{H^\rho} \)), a bootstrap argument shows that \( \|u(t)\|_{H^\rho} \lesssim_s \|u_0\|_{H^\rho} \) for any \( t \in [-T_\rho, T_\rho] \), implying that there is no growth of high Sobolev norms over the time interval \([-T_\rho, T_\rho]\).

We finally remark that if one considers the equation (1.1) with the standard Laplacian, there are no small divisors since if the mass is not an integer, the three wave interactions are bounded from below by a constant. On the other hand, generically (meaning for a generic choice of the matrix \( G \) in (1.2)), the three wave interactions accumulate to zero and one is able to prove only very weak non-resonance conditions, see Appendix A for more details.

2. Functional setting

We denote by \( H^s(\mathbb{T}^d; \mathbb{C}) \) (respectively \( H^s(\mathbb{T}^d; \mathbb{C}^2) \)) the usual Sobolev space of functions \( \mathbb{T}^d \ni x \mapsto u(x) \in \mathbb{C} \) (resp. \( \mathbb{C}^2 \)). We expand a function \( u(x) \), \( x \in \mathbb{T}^d \), in Fourier series as

\[
 u(x) = \frac{1}{(2\pi)^{d/2}} \sum_{n \in \mathbb{Z}^d} \hat{u}(n)e^{in \cdot x}, \quad \hat{u}(n) := \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{T}^d} u(x)e^{-in \cdot x} \, dx.
\]

We endow \( H^s(\mathbb{T}^d; \mathbb{C}) \) with the norm

\[
 \|u\|_s^2 := \|u\|_{H^s}^2 := \langle (D)^s u, (D)^s u \rangle_{L^2}, \quad \langle D \rangle^{j \cdot x} := \langle j \rangle^{j \cdot x}, \quad \forall j \in \mathbb{Z}^d,
\]

where \( \langle j \rangle := \sqrt{|j|^2 + 1} \) and \( \langle \cdot, \cdot \rangle_{L^2} \) denotes the standard complex \( L^2 \)-scalar product

\[
 (u, v)_{L^2} := \int_{\mathbb{T}^d} u \cdot \overline{v} \, dx, \quad \forall u, v \in L^2(\mathbb{T}^d; \mathbb{C}).
\]

For \( U = (u_1, u_2) \in H^s(\mathbb{T}^d; \mathbb{C}^2) \) we just set \( \|U\|_s = \|u_1\|_s + \|u_2\|_s \).

**Notation.** We shall use the notation \( A \lesssim B \) to denote \( A \leq C B \) where \( C \) is a positive constant depending on parameters fixed once for all, for instance \( d \) and \( s \). We will emphasize by writing \( \lesssim_q \) when the constant \( C \) depends on some other parameter \( q \). To shorten the notation we shall write \( H^s = H^s(\mathbb{T}^d; \mathbb{C}) \).

2.1. Classes of symbols and operators

In this section we introduce symbols and operators we shall use along the paper. We follow the notation of [25] but with symbols introduced in [5].

Given a symbol \( a(x, \xi) \) of order \( m \), and fixing \( \delta \in (0, 1) \) (very close to one) we define for any \( s \in \mathbb{N} \), the norm \( |a|_{m,s} \) as

\[
 |a|_{m,s} := \sup_{|\alpha_1| + |\alpha_2| \leq s} \sup_{(x, \xi) \in \mathbb{T}^d \times \mathbb{R}^d} |\partial_x^{\alpha_1} \partial_\xi^{\alpha_2} a(x, \xi) (\xi)^{-m+\delta|\alpha_2|}|,
\]

and we define \( \mathcal{N}_s^m \) the space of the \( C^s \) functions \( (x, \xi) \mapsto a(x, \xi) \) such that \( |a|_{m,s} < \infty \). If the symbol \( a(x, \xi) \) is independent of \( x \), namely it is a Fourier multiplier \( a(\xi) \), then the norm is given by
The following elementary lemma holds.

**Lemma 2.1.** Let \( m \in \mathbb{R}, N, s \in \mathbb{N}, a \in \mathcal{N}_{s+N}^{m}. \) Then for any \( k \in \mathbb{Z}^d \),

\[
|\hat{a}(k, \cdot)|_{m,s} \lesssim N \langle k \rangle^{-N} |a|_{m,s+N}.
\]

**Proof.** By a simple integration by parts, one has

\[
k_i^N \hat{a}(k, \xi) = - \frac{1}{(-i)^N} \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{T}^d} \hat{a}(x, \xi) \partial_x^N (e^{-ik \cdot x}) \, dx
\]

\[
= \frac{(-1)^{N+1}}{(-i)^N} \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{T}^d} \partial_x^N a(x, \xi) e^{-ik \cdot x} \, dx.
\]

Hence

\[
\langle k \rangle^N |\hat{a}(k, \cdot)|_{m,s} \lesssim \max_{i=1, \ldots, d} |\partial_x^N a|_{m,s} \lesssim N |a|_{m,s+N}
\]

and the claimed statement has been proved. \( \square \)

**The Bony-Weyl quantization.** Let \( 0 < \epsilon < 1/2 \) and consider a smooth function \( \eta: \mathbb{R} \to [0, 1] \)

\[
\eta(\xi) = \begin{cases} 
1 & \text{if } |\xi| \leq 5/4 \\
0 & \text{if } |\xi| \geq 8/5 
\end{cases}
\]

and define \( \eta_\epsilon(\xi) := \eta(|\xi|/\epsilon) \).

For a symbol \( a(x, \xi) \) in \( \mathcal{N}_s^m \) we define its (Weyl) quantization as

\[
Op^{bw}(a)h := \frac{1}{(2\pi)^d} \sum_{j \in \mathbb{Z}^d} e^{ij \cdot x} \sum_{k \in \mathbb{Z}^d} \eta_\epsilon(j-k) \hat{a}(j-k, \frac{j+k}{2}) \tilde{h}(k)
\]

where \( \hat{a}(\eta, \xi) \) denotes the Fourier transform of \( a(x, \xi) \) in the variable \( x \in \mathbb{T}^d \).

**Remark 2.2.** Notice that the symbol \( \Lambda(\xi) \) in (1.5) belongs to \( \mathcal{N}_s^2 \) for any \( s \in \mathbb{R} \), with \( |\Lambda|_{2,s} \lesssim s \). Moreover (recall (1.2)) we have that \( -\Delta_g + m = Op^{bw}(\Lambda(\xi)) \).

The following results follow by standard paradifferential calculus.

**Lemma 2.3.** *(Action of Sobolev spaces).* Let \( m \in \mathbb{R}, s_0 > d/2 \). Then for any \( s \geq 0 \), the linear map

\[
\mathcal{N}_{s_0}^m \to \mathcal{L}(H^{s+m}, H^s), \quad a \mapsto Op^{bw}(a)
\]

is continuous, namely
\[ \| \text{Op}^b(u)(a) \|_{L^2(H^{s+m}; H^s)} \lesssim |a|_{m,s_0}. \]

In the paper we shall deal with symbols in \( N^m_s \) depending nonlinearly on a function \( u \in H^s(\mathbb{T}^d; \mathbb{C}) \). Let us now introduce the spaces

\[
H^s := \left( H^s(\mathbb{T}^d; \mathbb{C}) \times H^s(\mathbb{T}^d; \mathbb{C}) \right) \cap \mathcal{U}, \quad \mathcal{U} := \{(u^+, u^-) \in L^2(\mathbb{T}^d; \mathbb{C}^2) : u^+ = u^- \}.
\]

We denote by \( B_r(r) \) the ball

\[
B_r(r) := \left\{ U = (u, \bar{u}) \in H^s : \| U \|_s \leq r \right\}.
\]

**Definition 2.4. (Non-homogeneous symbols).** Let \( m \in \mathbb{R}, \ p \in \mathbb{N} \). We say that a map \( U = (u, \bar{u}) \mapsto a(U; x, \xi) \) belongs to the class \( \Gamma^m_1 \) if there exists \( s_0 > 0 \) such that for any \( s \geq s_0 \), there exists \( r = r(s) \in (0, 1), \sigma_s \gg s \) such that the map

\[
B_{\sigma_s}(r) \to N^m_s, \quad U \mapsto a(U; x, \xi),
\]

is \( C^\infty \)-smooth and vanishes at \( U = 0 \) of order \( p \).

**Remark 2.5. (Estimates on non-homogeneous symbols).** Clearly by the latter definition, one has the following estimates.

\[
|a(U; \cdot)|_{m,s} \lesssim \| U \|_{\sigma_s}^p.
\]

If \( n \leq p \), \( H_1, \ldots, H_n \in H^{\sigma_s} \),

\[
|d^n a(U; \cdot)[H_1, \ldots, H_n]|_{m,s} \lesssim \| U \|_{\sigma_s}^{p-k} \| H_1 \|_{\sigma_s} \cdots \| H_n \|_{\sigma_s}.
\]

If \( n > p \), then

\[
|d^n a(U; \cdot)[H_1, \ldots, H_n]|_{m,s} \lesssim \| H_1 \|_{\sigma_s} \cdots \| H_n \|_{\sigma_s}.
\]

**Definition 2.6. (Linear symbols in \((u, \bar{u})\)).** Let \( m \in \mathbb{R} \). We say that a linear map \( U = (u, \bar{u}) \mapsto a(U; x, \xi) \) belongs to the class \( O^m_1 \) if it is in the class \( \Gamma^m_1 \) and the symbol \( a(U; x, \xi) \) is linear w.r.t. \( U \), namely it has the form

\[
a(U; x, \xi) = \sum_{k \in \mathbb{Z}^d, \sigma \in \{\pm\}} m_\sigma(k, \xi) \hat{u}^\sigma(k) e^{ik \cdot x}
\]

where, for any \( k \in \mathbb{Z}^d \), we denoted

\[
\hat{u}^\sigma(k) = \hat{u}(k), \quad \text{if } \sigma = +, \quad \hat{u}^\sigma(k) = \hat{\bar{u}}(k), \quad \text{if } \sigma = -.
\]

**Remark 2.7.** Notice that one has the inclusion \( O^m_1 \subseteq \Gamma^m_1 \).
Definition 2.8. (Symbols). Given \( m \in \mathbb{R} \), we say that a symbol \( a \in \Sigma_1^m \) if \( a = a_l + a_q \) with \( a_l \in O_1^m \) and \( a_q \in \Gamma_2^m \).

Definition 2.9. (Classes of para-differential operators). (i) We say that a linear operator \( A \) is in the class \( \mathcal{OB}_T(m, p) \) if there exists \( a \in \Gamma_p^m \) such that \( A = \text{Op}^{bw}(a) \).

(ii) We say that a linear operator \( A \) is in the class \( \mathcal{OB}_O(m) \), if there exists \( a \in O_1^m \) such that \( A = \text{Op}^{bw}(a) \).

(iii) We say that a linear operator \( A \) is in the class \( \mathcal{OB}_\Sigma(m) \), if there exists \( a \in \Sigma_1^m \) such that \( A = \text{Op}^{bw}(a) \).

We now start by defining the classes of smoothing operators that we use in our procedure.

Definition 2.10. (Non-homogeneous smoothing operators). Let \( N \in \mathbb{N} \). We say that a map \( (U, w) \mapsto \mathcal{R}(U)[w] \) belongs to the class \( \mathcal{S}_2(N) \) if there exists \( \rho \equiv \rho_N > N \) such that for any \( s \geq \rho \) the map

\[
B_\rho(r) \rightarrow B(H^s, H^{s+N}), \quad U \mapsto \mathcal{R}(U)
\]

is continuous and satisfies the tame estimate

\[
\|\mathcal{R}(U)\|_{L(H^s, H^{s+N})} \lesssim_{s,N,\rho} \|U\|_\rho^2, \quad \forall s \geq \rho.
\]

(2.5)

Definition 2.11. (Smoothing operators depending linearly on \( (u, \bar{u}) \)). Let \( N \in \mathbb{N} \). We say that a bilinear map \( (u, w) \mapsto \mathcal{R}(u)[w] \) belongs to the class \( \mathcal{OS}_1(N) \) if it is of the form

\[
\mathcal{R}(u)[w] = \sum_{\xi, k \in \mathbb{Z}^d} r(k, \xi) \hat{u}(k - \xi) \hat{w}(\xi)e^{ix \cdot k},
\]

and there exists \( \rho \equiv \rho_N > N \) such that the linear map \( H^\rho \rightarrow B(H^s, H^{s+N}) \), \( u \mapsto \mathcal{R}(u) \) satisfies the tame estimate

\[
\|\mathcal{R}(u)\|_{L(H^s, H^{s+N})} \lesssim_{s, \rho, \rho_N} \|u\|_\rho, \quad \forall s \geq \rho.
\]

(2.7)

With a slight abuse of terminology we use the same notation for the class of operators of the form \( (U, w) \mapsto \mathcal{R}(U)[w] = \mathcal{R}_+(U)[w] + \mathcal{R}_-(\bar{U})[w] \) where \( \mathcal{R}_+ \), \( \mathcal{R}_- \in \mathcal{OS}_1(N) \).

Definition 2.12. (Smoothing operators). We say that \( \mathcal{R} \) is in \( \mathcal{S}(N) \) if \( \mathcal{R} = \mathcal{R}_1 + \mathcal{R}_2 \) with \( \mathcal{R} \in \mathcal{OS}_1(N) \) and \( \mathcal{R}_2 \in \mathcal{S}_2(N) \).

Definition 2.13 (Matrix valued symbols and operators). (i) Consider a matrix valued symbol

\[
A := A(U; x, \xi) := \begin{pmatrix} a(U; x, \xi) & b(U; x, \xi) \\ b(U; x, -\xi) & a(U; x, -\xi) \end{pmatrix}
\]

We say that \( A \in \Gamma_p^m \), resp. \( O_p^m \), resp. \( \Sigma_1^m \) if its entries \( a, b \in \Gamma_p^m \), resp. \( O_1^m \), resp. \( \Sigma_1^m \). We then denote by \( \text{Op}^{bw}(A) \) the matrix valued operator.
\( \text{Op}_w^b(A) = \begin{pmatrix}
\text{Op}_w^b(a(U; x, \xi)) & \text{Op}_w^b(b(U; x, \xi)) \\
\text{Op}_w^b(b(U; x, -\xi)) & \text{Op}_w^b(a(U; x, -\xi))
\end{pmatrix} \) \hspace{1cm} (2.8)

and we use the same notations to denote the classes given in the Definition 2.9.

(ii) Similarly if \( \mathcal{R}_1, \mathcal{R}_2 \in \mathcal{O} \) where \( \mathcal{O} = \mathcal{S}_2(N), \mathcal{O}\mathcal{S}_1(N), \mathcal{S}(N) \) we say that

\[
\mathcal{R}(U) = \begin{pmatrix}
\mathcal{R}_1(U) & \mathcal{R}_2(U) \\
\mathcal{R}_2(U) & \mathcal{R}_1(U)
\end{pmatrix}
\] \hspace{1cm} (2.9)

belongs to the class \( \mathcal{O} \). Here the operators \( \overline{\mathcal{R}_j(U)} \), \( j = 1, 2 \), are defined as

\[
\overline{\mathcal{R}_j(U)}[h] := \overline{\mathcal{R}(U)[h], \forall h \in H^s(\mathbb{T}^d; \mathbb{C})}.
\] \hspace{1cm} (2.10)

One can easily check that a linear operator \( \mathcal{R} \) of the form (2.9) (or (2.8)) is real-to-real in the sense that it preserves the spaces \( H^s \) (see (2.4)). On the space \( H^0 \) we define the scalar product

\[
(U, V)_{H^0} := \int_{\mathbb{T}} U \cdot \nabla V dx.
\] \hspace{1cm} (2.11)

Given an operator \( \mathcal{R} \) of the form (2.9) we denote by \( \mathcal{R}^* \) its adjoint with respect to the scalar product (2.11), i.e.

\[
(U, V)_{H^0} = (U, \mathcal{R}^* V)_{H^0}, \quad \forall \ U, V \in H^0.
\]

One can check that

\[
\mathcal{R}^* := \begin{pmatrix}
\mathcal{R}_1^* & \mathcal{R}_2^* \\
\mathcal{R}_2^* & \mathcal{R}_1^*
\end{pmatrix},
\]

where \( \mathcal{R}_1^* \) and \( \mathcal{R}_2^* \) are respectively the adjoints of the operators \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \) with respect to the complex scalar product on \( L^2(\mathbb{T}; \mathbb{C}) \) defined in (2.1).

**Definition 2.14.** Let \( \mathcal{R} \) be an operator as in (2.9). We say that \( \mathcal{R} \) is *self-adjoint* if

\[
\mathcal{R}_1^* = \mathcal{R}_1, \quad \mathcal{R}_2^* = \mathcal{R}_2^*.
\] \hspace{1cm} (2.12)

We say that an operator \( \mathcal{M} \) as in (2.9) is *Hamiltonian* if \( -i E \mathcal{M} \) is self-adjoint.

Consider now a symbol \( a = a(x, \xi) \in \Gamma_1^m \) (resp. \( O_1^m \), resp. \( \Sigma_1^m \)), and set \( A := \text{Op}_w^b(a(x, \xi)) \). Using (2.3) and (2.10) one can check that

\[
\overline{A} = \text{Op}_w^b(\overline{a}(x, \xi)), \quad \overline{a}(x, \xi) = a(x, -\xi);
\]

\[
(A^* = \text{Op}_w^b(\overline{a}(x, \xi)) \text{ (Adjoint)}\).
Therefore, a matrix valued paradifferential operator as in (2.8) is self-adjoint according to Definition 2.14 if and only if (recall (2.12)) one has
\[ a(x, \xi) = \overline{a(x, \xi)}, \quad b(x, -\xi) = b(x, \xi). \] (2.13)

**Definition 2.15 (Symplectic map).** Let \( Q = Q(U) \) be a matrix valued operator of the form (2.9) (resp. (2.8)). We say that \( Q \) is symplectic if
\[ Q^* (-iE) Q = -iE, \quad E = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \] (2.14)

2.2. Symbolic calculus

In this section we provide some abstract lemmas on the classes that we defined before that we shall apply in our normal form procedure. We introduce the following differential operator
\[ \sigma(D_x, D_\xi, D_y, D_\eta) := D_\xi D_y - D_x D_\eta, \]
where \( D_x := \frac{1}{i} \partial_x \) and \( D_\xi, D_y, D_\eta \) are similarly defined.

**Definition 2.16.** (Asymptotic expansion of composition symbol). Let \( \rho \in \mathbb{N}, m_1, m_2 \in \mathbb{R} \) and \( a \in \Sigma^{m_1}_1, b \in \Sigma^{m_2}_1 \). We define the symbol
\[ (a \#_\rho b)(U; x, \xi) := \sum_{k=0}^{\rho-1} \frac{1}{k!} \left( \frac{i}{2} \sigma(D_x, D_\xi, D_y, D_\eta) \right)^k \left[ a(x, \xi) b(y, \eta) \right] \Big|_{x=y, \xi=\eta} \] (2.15)
modulo symbols in \( \Sigma^{m_1+m_2-\rho \delta}_1 \).

**Remark 2.17.** Recalling (2.2) we note that the symbol
\[ \sigma(D_x, D_\xi, D_y, D_\eta)^k [a(x, \xi) b(y, \eta)] \Big|_{x=y, \xi=\eta} \]
belongs to \( \Sigma^{m_1+m_2-\delta k}_1 \). In particular we have the expansion \( a \#_\rho b = ab + \frac{1}{2i} [a, b] + \Sigma^{m_1+m_2-2\delta}_1 \).

We shall prove the following result on the composition of paradifferential operator.

**Proposition 2.18.** Fix \( \rho \in \mathbb{N}, m_1, m_2 \in \mathbb{R} \) and \( s_0 > d/2 \). There is \( q = q(\rho) \gg 1 \) such that, for \( a \in \mathcal{N}^{m_1}_{s_0+q}, b \in \mathcal{N}^{m_2}_{s_0+q} \), one has that
\[ Op^{bw}(a) \circ Op^{bw}(b) = Op^{bw}(a \#_\rho b) + R(a, b) \] (2.16)
where, for any \( s \geq s_0 > d/2 \), the bilinear and continuous map
\[ \mathcal{N}^{m_1}_{s_0+q(\rho)} \times \mathcal{N}^{m_2}_{s_0+q(\rho)} \rightarrow \mathcal{L}(H^s, H^{s-m_1-m_2+\rho}), \quad (a, b) \mapsto R(a, b) \]
satisfies
\[ \| R(a, b)h \|_{s - m_1 - m_2 + \rho} \lesssim_s \| a \|_{m_1, s_0 + q(\rho)} \| b \|_{m_2, s_0 + q(\rho)} \| h \|_s, \quad \forall h \in H^s. \]  

(2.17)

**Proof.** In order to prove the lemma above we reason as follows. First of all notice that

\[ \mathcal{F}(Op^{bw}(a) \circ Op^{bw}(b)h)(\xi) = \sum_{\eta, \theta, \xi} r_1(\xi, \theta, \xi) \hat{a}(\xi - \theta, \xi + \theta + \xi) \hat{b}(\theta - \xi, \theta + \xi) \hat{h}(\xi), \]  

(2.18)

where

\[ r_1(\xi, \theta, \xi) := \eta e \left( \frac{|\xi - \theta|}{|\xi + \theta|} \right) \eta e \left( \frac{|\theta - \xi|}{|\theta + \xi|} \right). \]  

(2.19)

Fix \( L \in \mathbb{N} \) with \( L \gg \rho \) to be chosen later. By Taylor expanding the symbols we have

\[ \hat{a}(\xi - \theta, \xi + \theta/2) = \sum_{k=0}^{L} \frac{1}{2^k k!} (\partial_{\xi}^k a)(\xi - \theta, \xi + \theta/2)[i(\theta - \xi)]^k + \]

\[ + \frac{1}{2^{L+1} L!} \int_0^1 (1 - \tau)^{L} (\partial_{\xi}^{L+1} a)(\xi - \theta, \xi + \theta/2 + \tau \theta - \xi/2)[i(\theta - \xi)]^{L+1} d\tau, \]  

(2.20)

\[ \hat{b}(\theta - \xi, \theta + \xi/2) = \sum_{j=0}^{L} \frac{(-1)^j}{2^j j!} (\partial_{\xi}^j b)(\theta - \xi, \theta + \xi/2)[i(\xi - \theta)]^j + \]

\[ + \frac{(-1)^{L+1}}{2^{L+1} L!} \int_0^1 (1 - \tau)^{L} (\partial_{\xi}^{L+1} b)(\theta - \xi, \theta + \xi/2 + \tau \theta - \xi/2)[i(\xi - \theta)]^{L+1} d\tau. \]  

(2.21)

Therefore we deduce that

\[ \hat{a}(\xi - \theta, \xi + \theta/2) \hat{b}(\theta - \xi, \theta + \xi/2) = \sum_{l=1}^{4} g_l(\xi, \theta, \xi) \]  

(2.22)

where

\[ g_l(\xi, \theta, \xi) := \sum_{p=0}^{L} \frac{1}{2^p p!} \sum_{k=0}^{p} \binom{p}{k} (-1)^{p-k} (\partial_{\xi}^k \partial_{\theta}^{p-k} a)(\xi - \theta, \xi + \theta/2) \times \]

\[ \times (\partial_{\xi}^{p-k} \partial_{\theta}^k b)(\theta - \xi, \theta + \xi/2), \]  

(2.23)

\[ \text{2 We denote the Fourier transform in } x \in \mathbb{T}^d \text{ of a function } f(x) \text{ by } \mathcal{F}(f)(\xi) = \hat{f}(\xi). \]
\[ g_2(\xi, \theta, \zeta) := \sum_{p=L+1}^{2L} \frac{1}{2^{p}p!} \sum_{k=0}^{p} \binom{p}{k} (-1)^{p-k} (\partial_{\xi}^{p-k} a) \left( \frac{\xi - \theta}{2} \right) \times \]
\[ \times \left( \frac{\partial_{\xi}^{p-k} b}{\partial_{\xi}^{k}} \right) \left( \frac{\xi + \zeta}{2} \right), \]

\[ g_3(\xi, \theta, \zeta) := \frac{\hat{b}(\theta - \zeta, \theta + \zeta)}{2^{\rho+1} i^{\rho+1} \rho!} \int_{0}^{1} (1 - \tau)^{\rho} \left( \frac{\xi + \zeta}{2} + \tau \frac{\theta - \zeta}{2} \right) [i(\theta - \zeta)]^{\rho+1} d\tau, \]

\[ g_4(\xi, \theta, \zeta) := \sum_{k=0}^{\rho} \frac{(-1)^{\rho+1}}{2^{\rho+1} i^{\rho+1} \rho!} \int_{0}^{1} (1 - \tau)^{\rho} \left( \frac{\xi + \zeta}{2} + \tau \frac{\theta - \zeta}{2} \right) [i(\xi - \theta)]^{\rho+1} d\tau \times \]
\[ \times \frac{1}{2^{k} i^{k} k!} \left( \frac{\partial_{\xi}^{k} a}{\partial_{\xi}^{k}} \right) \left( \frac{\xi - \theta}{2} \right) [i(\theta - \zeta)]^{k}. \]

We set
\[ Op^{bw}(a) \circ Op^{bw}(b) = \sum_{\ell=1}^{4} R_{\ell} \]

where the operators \( R_{\ell} \) are defined by
\[ \hat{R}_{\ell} h(\xi) = \sum_{\zeta, \theta \in \mathbb{Z}^{d}} r_{\ell}(\xi, \theta, \zeta) g_{\ell}(\xi, \theta, \zeta) \hat{h}(\zeta), \quad \ell = 1, \ldots, 4, \]

where \( r_{1} \) is in (2.19) and \( g_{\ell} \) are in (2.23)-(2.26).

We now study the explicit form of the symbol \((a \#_{\rho} b)(x, \xi)\) (recall (2.15)). First of all we note that (formally)
\[ \frac{1}{p!} \left[ \frac{i}{2} \sigma(D_{x}, D_{\xi}, D_{y}, D_{\eta}) \right]^{p} = \frac{1}{2^{p}p!} (\partial_{\xi} \partial_{y} - \partial_{x} \partial_{\eta})^{p} \]

\[ = \frac{1}{2^{p}p!} \sum_{k=0}^{p} \binom{p}{k} (-1)^{p-k} (\partial_{\xi} \partial_{y})^{k} (\partial_{x} \partial_{\eta})^{p-k}. \]

Then it is easy to note that (using (2.15) and (2.23))
\[ \mathcal{F}(a \#_{\rho} b)(\xi - \zeta, \frac{\xi + \zeta}{2}) = \sum_{\theta \in \mathbb{Z}^{d}} g_{1}(\xi, \theta, \zeta). \]

Hence we have that \( Op^{bw}(a \#_{\rho} b) h =: Q h \) has the form
\[ \hat{Q} h(\xi) := \sum_{\zeta \in \mathbb{Z}^{d}} r_{2}(\xi, \zeta) \mathcal{F}(a \#_{\rho} b)(\xi - \zeta, \frac{\xi + \zeta}{2}) \hat{h}(\zeta) = \sum_{\xi, \theta, \zeta \in \mathbb{Z}^{d}} \chi_{\zeta} \left( \frac{|\xi - \zeta|}{|\xi + \zeta|} \right) g_{1}(\xi, \theta, \zeta) \hat{h}(\zeta), \]

(2.29)
where
\( r_2(\xi, \zeta) := \eta_\epsilon \left( \frac{|\xi - \zeta|}{\langle \xi + \zeta \rangle} \right) \). \hfill (2.30)

In conclusion, by (2.27), (2.28) and (2.29), we obtained
\[
O p^{bw}(a) \circ O p^{bw}(b) = O p^{bw}(a \#_\rho b) + R + \sum_{\ell=2}^{4} R_\ell
\]
where
\[
(\widehat{R} h)(\xi) := \mathcal{F}((R_1 - Q) h)(\xi) := \sum_{\xi, \theta \in \mathbb{Z}^d} \mathcal{R}(\xi, \theta, \zeta) \hat{h}(\xi)
\]
\[
\mathcal{R}(\xi, \theta, \zeta) := \left[ \eta_\epsilon \left( \frac{|\xi - \theta|}{|\xi + \theta|} \right) \eta_\epsilon \left( \frac{|\theta - \zeta|}{|\theta + \zeta|} \right) - \eta_\epsilon \left( \frac{|\xi - \zeta|}{|\xi + \zeta|} \right) \right] g_1(\xi, \theta, \zeta)
\] \hfill (2.31)

To obtain the (2.16) it remains to show that the terms \( R, R_\ell, \ell = 2, 3, 4, \) satisfy the estimate (2.17).

We start by considering the remainder \( \mathcal{R} \) in (2.31). First of all, using the explicit formula (2.23) for the coefficients \( g_1(\xi, \theta, \zeta) \) and reasoning as in Lemma 2.1, we deduce that
\[
|g_1(\xi, \theta, \zeta)| \lesssim (\xi - \theta)^{-p} (\theta - \zeta)^{-q} |a|_{m_1, p + L} |b|_{m_2, q + L} (\xi + \zeta)^{m_1 + m_2}, \hfill (2.32)
\]
for any \( p, q \in \mathbb{N} \). We now study the properties of the cut-off function \( (r_1 - r_2)(\xi, \theta, \zeta) \) (see (2.19), (2.30)) appearing in (2.31). Let us define the sets
\[
D := \left\{ (\xi, \theta, \zeta) \in \mathbb{Z}^d : (r_1 - r_2)(\xi, \theta, \zeta) = 0 \right\},
\]
\[
A := \left\{ (\xi, \theta, \zeta) \in \mathbb{Z}^d : \frac{|\xi - \theta|}{\langle \xi + \theta \rangle} \leq \frac{5\epsilon}{4}, \quad \frac{|\xi - \zeta|}{\langle \xi + \zeta \rangle} \leq \frac{5\epsilon}{4}, \quad \frac{|\theta - \zeta|}{\langle \theta + \zeta \rangle} \leq \frac{5\epsilon}{4} \right\},
\]
\[
B := \left\{ (\xi, \theta, \zeta) \in \mathbb{Z}^d : \frac{|\xi - \theta|}{\langle \xi + \theta \rangle} \geq \frac{8\epsilon}{5}, \quad \frac{|\xi - \zeta|}{\langle \xi + \zeta \rangle} \geq \frac{8\epsilon}{5}, \quad \frac{|\theta - \zeta|}{\langle \theta + \zeta \rangle} \geq \frac{8\epsilon}{5} \right\}.
\]

We note that
\[
D \supseteq A \cup B \quad \Rightarrow \quad D^c \subseteq A^c \cap B^c.
\]

Let \( (\xi, \theta, \zeta) \in D^c \) and assume in particular that \( (\xi, \theta, \zeta) \in \text{Supp}(r_1) := \{(\xi, \theta, \zeta) : r_1 \neq 0\} \). Then we can note that
\[
|\xi - \zeta| \ll \langle \xi + \zeta \rangle \quad \text{and} \quad \langle \xi \rangle \sim \langle \xi \rangle. \hfill (2.33)
\]

Notice also that \( (\xi, \theta, \zeta) \in \text{Supp}(r_2) \) implies the (2.33) as well. We need to estimate
\[ \| R_0 h \|_{s+\rho-m_1-m_2}^2 \leq \sum_{\xi,\theta} \left( \sum_{\xi,\theta} |g_1(\xi,\theta,\zeta)|\|\hat{h}(\zeta)(\xi)\|^2 \right)^2 = I + II + III, \]

where \( \sum_{\xi,\theta} \) denotes the sum over indexes satisfying (2.33), the term \( I \) denotes the sum on indexes satisfying also \(|\xi - \theta| > c \epsilon |\xi|\), \( II \) denotes the sum on indexes satisfying also \(|\zeta - \theta| > c \epsilon |\xi|\), for some \( 0 < c \ll 1 \) and \( III \) is defined by difference. We estimate the term \( I \). By using (2.33), \(|\xi - \theta| > c \epsilon |\xi|\) and (2.32), we get

\[ I \lesssim \sum_{\xi,\theta} \left( \sum_{\xi,\theta} |g_1(\xi,\theta,\zeta)|\|\hat{h}(\zeta)(\xi)\|^2 \right)^2 \]

where we used \( s_0 > d > d/2 \).

Reasoning similarly one obtains \( II \lesssim \|h\|_{2}^2 |a|_{m_1+s_0+d}^2 |b|_{m_2+s_0+d}^2 \). The sum \( III \) is restricted to indexes satisfying (2.33) and \(|\xi - \theta| \leq c \epsilon |\xi|\), \(|\zeta - \theta| \leq c \epsilon |\xi|\). For \( c \ll 1 \) small enough this restriction implies that \((\xi,\theta,\zeta) \in A\), which is a contradiction since \((\xi,\theta,\zeta) \in D^c \subseteq A^c\).

For the remainders \( R_\ell, \ell = 2, 3, 4 \) in (2.28) one can reason similarly using the explicit formulæ (2.24)-(2.26) to show that \( g_\ell \) are symbols of order at least \( L + 1 \) or \( \rho \). Therefore one concludes the proof by choosing \( L \) large enough. \( \square \)

By the Proposition above we deduce the following.

**Lemma 2.19. (Compositions and commutators).** (i) Let \( a \in \Sigma_1^m, b \in \Sigma_1^{m'} \) and let \( N \in \mathbb{N} \). Then the operator \( \text{Op}^{bw}(a) \circ \text{Op}^{bw}(b) \) satisfies

\[ \text{Op}^{bw}(a) \circ \text{Op}^{bw}(b) = \text{Op}^{bw}(ab + \frac{1}{2i}[a,b]) + \text{Op}^{bw}(r_{ab}) + \mathcal{R}_{ab}(U), \]

where \( r_{ab} \in \Gamma_{L/2}^{m+m'-2\delta} \) and the map \((U, w) \mapsto \mathcal{R}_{ab}(U)[w] \) belongs to the class \( S_2(N) \). As a consequence, the commutator

\[ [\text{Op}^{bw}(a), \text{Op}^{bw}(b)] = \frac{1}{i} \text{Op}^{bw}([a,b]) + \text{Op}^{bw}(r_{ab} - r_{ba}) + \mathcal{R}_{ab}(U) - \mathcal{R}_{ba}(U). \]

(ii) Let \( a \in \Sigma_1^m \) and \( N \in \mathbb{N} \). Then, recalling (1.5), the Poisson bracket \( \{\Lambda, a\} \in \Sigma_1^{m+1} \) and

\[ \text{Op}^{bw}(\Lambda) \circ \text{Op}^{bw}(a) = \text{Op}^{bw}(\Lambda a) + \frac{1}{2i} \text{Op}^{bw}([\Lambda, a]) + \text{Op}^{bw}(r_{\Lambda a}) + \mathcal{R}_{\Lambda a}(U), \]

\[ [\text{Op}^{bw}(\Lambda), \text{Op}^{bw}(a)] = \frac{1}{i} \text{Op}^{bw}([\Lambda, a]) + \text{Op}^{bw}(r_{\Lambda a} - r_{a\Lambda}) + \mathcal{R}_{\Lambda a}(U) - \mathcal{R}_{a\Lambda}(U), \]

where \( r_{\Lambda a} \in \Sigma_1^{m+1-2\delta} \) and \( \mathcal{R}_{\Lambda a}(U), \mathcal{R}_{a\Lambda}(U) \) are in \( S(N) \).
Proof. It follows by Proposition 2.18, using formula (2.15). The homogeneity expansions of symbols and remainders can be deduced by the formulæ in the proof of the Proposition.

We also have the following result about the composition between the smoothing operators introduced in Definition 2.10-2.12.

Lemma 2.20. Let $N \in \mathbb{N}$, $m \in \mathbb{R}$, $a \in \Sigma^m_1$ and $R, Q \in \mathcal{S}(N)$. Then one has

(i) $R(U) \circ Q(U)$ and $Q(U) \circ R(U)$ are smoothing operators in $\mathcal{S}_2(N)$.

(ii) $R(U) \circ \text{Op}(a(U; x, \xi))$, $\text{Op}(a(U; x, \xi)) \circ R(U)$ are in $\mathcal{S}_2(N - m)$.

Proof. By Definition 2.12 we can write $R = R_1 + R_2$, $Q = Q_1 + Q_2$ for some $R_1, Q_1 \in \mathcal{O}S_1(N)$ and $R_2, Q_2 \in \mathcal{S}_2(N)$ (see Definition 2.10-2.11). Then item (i) follows by using estimates (2.5) and (2.7). Item (ii) follows similarly by using also Lemma 2.3 and Remark 2.5.

3. Technical lemmata

3.1. Flows and conjugations

In this section we prove some abstract results about the conjugation of paradofferential operators and smoothing remainders under flows.

Consider a real symbol $g \in \Sigma^m_1$ with $m < 1$ and the flow $\Phi_g^r(U)$, $\tau \in [-1, 1]$ defined by

$$
\begin{align*}
\begin{cases}
\partial_\tau \Phi_g^r(U) = iG(U)\Phi_g^r(U), \\
\Phi_g^0(U) = 1.
\end{cases}
\end{align*}
$$

(3.1)

We have the following.

Lemma 3.1. (Linear flows). There are $s_0 > d/2$ and $r > 0$ such that, for any $U = \left[ \begin{array}{c} u \\ \eta \end{array} \right]$ with $u \in H^s(\mathbb{T}^d; \mathbb{C}) \cap B_{s_0}(r)$, for any $s > 0$ the problem (3.1) admits a unique solution $\Phi_g^r(U)$ satisfying

$$
\begin{align*}
\| \Phi_g^r(U)w \|_s \leq \| w \|_s(1 + C(s)\| u \|_\rho), \\
\| (\Phi_g^r(U) - 1)v \|_s \lesssim s \| u \|_\rho \| v \|_{s+m},
\end{align*}
$$

(3.2)

for some $C(s) > 0$, uniformly in $\tau \in [0, 1]$. The map (see (2.4))

$$
\Phi_g^r(U) := \left( \begin{array}{c} \Phi_g^r(U) \\ \Phi_g^r(U) \end{array} \right) : \mathbb{H}^{s'} \rightarrow \mathbb{H}^{s'}
$$

(3.3)

is symplectic according to Definition 2.15.

Proof. The result follows by a standard energy estimate using the fact that the symbol $g(U; x, \xi)$ is real valued. For more details we refer to Lemma 3.22 in [7]. The map $\Phi_g^r$ in (3.3) can be seen as the linear flow generated by the field $G(U) = iE \mathbb{I} G(U)$. Therefore one can check that it is symplectic by reasoning as in Lemma 2.1 in [24].
We set $\Phi_g(U) := \Phi^1_g(U)$ and its inverse $\Phi_g(U)^{-1} := \Phi^r_g(U)|_{r=-1}$. The following lemma holds.

**Lemma 3.2. (Conjugation of operators under paradifferential flows).** Let $g \in \sum^n_1$ with $n < \delta$ and assume that $g(U; x, \xi)$ is a real symbol. Then the following holds.

(i) If $a \in \sum^m_1$, for any fixed $N \in \mathbb{N}$, one has

\[
\Phi_g(U)^{-1} \text{Op}^{bw}(a) \Phi_g(U) = \text{Op}^{bw}(a) + \sum_{k=2}^{L} \frac{(-1)^k}{k!} \text{Ad}^k_{\text{Op}^{bw}(ig)}[\text{Op}^{bw}(a)] + \frac{(-1)^{L+1}}{L!} \int_0^1 (1 - \theta)^L \Phi^{-\theta}(U) (\text{Ad}^{L+1}_{\text{Op}^{bw}(ig)}[\text{Op}^{bw}(a)]) \Phi^{\theta}(U) d\theta ,
\]

where $b \in \Gamma^{m+n-\delta}_2$, $\mathcal{R} \in \mathcal{S}_2(N)$. If the symbol $a$ is real valued, then $b$ is real valued as well.

(ii) For any fixed $N \in \mathbb{N}$, one has (see (1.5))

\[
\Phi_g(U)^{-1} \text{Op}^{bw}(\Lambda) \Phi_g(U) = \text{Op}^{bw}(\Lambda) + \text{Op}^{bw}(\{\Lambda, g\}) + \text{Op}^{bw}(b) + \mathcal{R}(U) ,
\]

where $b$ is a real valued symbol in $\sum^{n+1-(\delta-n)}_1$ and $\mathcal{R} \in \mathcal{S}(N)$.

(iii) Let $\mathcal{R}$ be in $\mathcal{S}(N)$. Then $\mathcal{R}_1(U) := \Phi_g(U)^{-1} \mathcal{R}(U) \Phi_g(U)$ is in the class $\mathcal{S}(N - n)$.

**Proof.** Item (i). Using (3.1) we get, for $L \geq 3$, the Lie expansion

\[
\Phi_g(U)^{-1} \text{Op}^{bw}(a) \Phi_g(U) = \text{Op}^{bw}(a) + \left[ \text{Op}^{bw}(a), \text{Op}^{bw}(ig) \right] + \sum_{k=2}^{L} \frac{(-1)^k}{k!} \text{Ad}^k_{\text{Op}^{bw}(ig)}[\text{Op}^{bw}(a)] + \frac{(-1)^{L+1}}{L!} \int_0^1 (1 - \theta)^L \Phi^{-\theta}(U) (\text{Ad}^{L+1}_{\text{Op}^{bw}(ig)}[\text{Op}^{bw}(a)]) \Phi^{\theta}(U) d\theta ,
\]

where we defined $\text{Ad}_G[A] := [G, A]$ and $\text{Ad}_G^k[A] := \text{Ad}_G[\text{Ad}_G^{k-1}[A]]$ for $k \geq 2$. By Lemma 2.19 (possibly replacing the smoothing index $N$ by some $\bar{N}$ chosen below large enough) and Remark 2.17 we get

\[
\text{Ad}_{\text{Op}^{bw}(ig)}[\text{Op}^{bw}(a)] = \left[ \text{Op}^{bw}(ig), \text{Op}^{bw}(a) \right] = \text{Op}^{bw}([g, a] + r_1) , \quad r_1 \in \sum^{m+n-2\delta}_1 ,
\]

up to a smoothing operator in $\mathcal{S}_2(\bar{N} - m - n)$. Similarly, by induction, for $k \geq 2$ we have

\[
\text{Ad}^k_{\text{Op}^{bw}(ig)}[\text{Op}^{bw}(a)] = \text{Op}^{bw}(b_k) , \quad b_k \in \sum^{k(n-\delta)+m}_1 ,
\]

up to a smoothing operator in $\mathcal{S}_2(\bar{N} - m - kn)$. We choose $L$ in such a way that $(L + 1)(\delta - n) - m \geq \rho$ and $L + 1 \geq 3$, so that the operator $\text{Op}^{bw}(b_{L+1})$ belongs to $\mathcal{S}_2(N)$. The integral Taylor remainder in (3.4) belongs to $\mathcal{S}_2(N)$ as well by item (iii) that we proved above. Then we choose $\bar{N}$ large enough so that $\bar{N} - m - (L + 1)n \geq N$ and the remainders are $N$-smoothing. Assume now that $a \in \sum^m_1$ is real valued. Using formula (2.15) one can check that also the symbol $b$ constructed through the expansion above is real valued.
Item (ii) follows by reasoning as done for item by replacing $a$ with the symbol $\Lambda(\xi) := \|\xi\|_2^2 + m$. Item (iii) follows by using estimates (2.5), (2.7) on the remainder $\mathcal{R}$ and the second estimate in (3.2) on the map $\Phi_g(U)$. This concludes the proof. $\square$

Consider now a smooth vector field $X_{NLS} : \mathbf{H}^s \to \mathbf{H}^{s-2}$ (see (2.4)) satisfying, for $s \gg 1$,

\[
\|X_{NLS}(U)\|_{s-2} \lesssim_s \|u\|_s(1 + \|u\|_s), \quad \forall \, U = \left[\begin{array}{l} u \\ \tau \end{array} \right] \in \mathbf{H}^s,
\]

\[
\|dX_{NLS}(U)[H_1]\|_{s-2} \lesssim_s \|H_1\|_s(1 + \|u\|_s), \quad \forall \, U, H_1 \in \mathbf{H}^s,
\]

\[
\|d^nX_{NLS}(U)[H_1, \ldots, H_n]\|_{s-2} \lesssim_s \|H_1\|_s \cdots \|H_n\|_s, \quad \forall \, U, H_1, \ldots, H_n \in \mathbf{H}^s, \ n \geq 2. \tag{3.5}
\]

**Lemma 3.3.** Let $g \in \Sigma^n_1$ and assume that $U(t, x)$ is a solution belonging to $C^0([0, T]; \mathbf{H}^s)$, $T > 0$, $s \gg 1$ of the Schrödinger equation $\partial_t U = X_{NLS}(U)$. Then $\partial_t \psi(U(t); x, \xi) = a\psi(U(t); x, \xi)$ where the symbol $a\psi(U; x, \xi)$ belongs to the class $\Sigma^n_1$ with estimates uniform in $t \in [0, T]$.

**Proof.** One has that

\[
\partial_t \psi(U(t); x, \xi) = d\psi(U(t); x, \xi)[\partial_t U] = d\psi(U(t); x, \xi)[X_{NLS}(U(t))].
\]

Hence the symbol $a\psi$ is defined by $a\psi(U; x, \xi) := d\psi(U; x, \xi)[X_{NLS}(U)]$. Then the result follows by using Remark 2.5 and estimates (3.5). $\square$

**Lemma 3.4.** (Conjugation of $\partial_t$ under paradifferential flows). Let $g \in \Sigma^n_1$ with $n < \delta$ and $g(U; x, \xi)$. Consider a vector field $X_{NLS}$ satisfying (3.5). Assume that $\partial_t U(t) = X_{NLS}(U(t))$ and $U \in C^0([0, T]; \mathbf{H}^s)$ for some $T > 0$, $s \gg 1$. Then for any $N \in \mathbb{N}$

\[
\Phi_g(U(t))^{-1} \circ \partial_t \circ \Phi_g(U(t)) = \partial_t + \text{Op}^{bw}(b(U(t); x, \xi)) + \mathcal{R}(U(t)),
\]

where $b(U; x, \xi)$ is a purely imaginary symbol in $\Sigma^n_1$ and the map $(U, w) \mapsto \mathcal{R}(U)[w]$ is in the class $S(N)$.

**Proof.** Fix $L \geq 3$. By classical Lie expansions we obtain

\[
\Phi_g(U)^{-1} \partial_t \Phi_g(U) = \partial_t + \text{Op}^{bw}(i\partial_t g) + \sum_{k=2}^{L} \frac{(-1)^{k-1}}{k!} \text{Ad}^{k-1}_{\text{Op}^{bw}(ig)}[\text{Op}^{bw}(i\partial_t g)]
\]

\[
+ \frac{(-1)^L}{L!} \int_0^1 (1 - \theta)^L \Phi^{0-}(U)\left(\text{Ad}^{L}_{\text{Op}^{bw}(ig)}[\text{Op}^{bw}(i\partial_t g)]\right) \Phi^0(U) d\theta,
\]

where we used that $[\partial_t, \text{Op}^{bw}(ig)] = \text{Op}^{bw}(i\partial_t g)$. By Lemma 3.3 we have that $\partial_t g$ is a symbol in $\Sigma^n_1$ with estimates uniform in $t \in [0, T]$. The one concludes arguing as done in Lemma 3.2. $\square$

In our procedure, we also need to consider the maps of the form $\Phi_{\psi}(U) := \Phi^1_{\psi}(U)$,

\[
\Phi_{\mathcal{F}}(U) := \Phi^1_{\mathcal{F}}(U) \quad \text{where} \quad \Phi^1_{\psi}(U), \Phi^1_{\mathcal{F}}(U), \tau \in [0, 1] \text{ are given by}
\]
\[
\partial_t \Phi^r_\psi(U) = i\text{Op}^{bw}_\psi \left( \begin{array}{cc} 0 & \psi(U; x, -\xi) \\ -\bar{\psi}(U; x, \xi) & 0 \end{array} \right) \Phi^r_\psi(U), \quad \Phi^0_\psi(U) = \mathbb{1}, \quad \psi \in \Sigma_1^{-n}, \; n \in \mathbb{N} 
\]

(3.6)

\[
\partial_t \Phi^r_\mathcal{F}(U) = \mathcal{F}(U)\Phi^r_\mathcal{F}(U), \quad \Phi^0_\mathcal{F}(U) = \mathbb{1}, \quad \mathcal{F}(U) \in \mathcal{O}S_1(N).
\]

(3.7)

We only state the conjugacy properties with the flows \( \Phi^r_\psi(U) \) and \( \Phi_\mathcal{F}(U) \). The proofs can be done arguing as in Lemmata 3.1-3.4, with the obvious modifications.

**Lemma 3.5.** There are \( s_0 > d/2 \) and \( r > 0 \) such that, for any \( U = \left[ \begin{array}{c} u \\ \xi \end{array} \right] \) with \( u \in H^s(\mathbb{T}^d; \mathbb{C}) \cap B_{s_0}(r) \), for any \( s > s_0 \) the problems (3.6) and (3.7) admit unique solutions \( \Phi^r_\psi(U), \; \Phi^r_\mathcal{F}(U) \) satisfying

\[
\| \Phi^r_\psi(U) \|_{\mathcal{L}(H^s)} \leq 1 + C(s)\|u\|_{s_0}, \quad \| \Phi^r_\psi(U) - \text{Id}\|_{\mathcal{L}(H^s, H^s)} \lesssim_s \|u\|_{s_0},
\]

\[
\| \Phi^r_\mathcal{F}(U) \|_{\mathcal{L}(H^s)} \leq 1 + C(s)\|u\|_{s_0}, \quad \| \Phi^r_\mathcal{F}(U) - \text{Id}\|_{\mathcal{L}(H^s, H^s)} \lesssim_s \|u\|_{s_0}, \quad \forall s \geq s_0,
\]

uniformly in \( \tau \in [-1, 1] \). Moreover the maps \( \Phi^r_\psi(U), \; \Phi^r_\mathcal{F}(U) \) are symplectic according to Definition 2.15.

**Proof.** It follows by standard theory of ODEs in Banach space. \( \square \)

We set \( \Phi^r_\psi(U) := \Phi^1_\psi(U) \) and \( \Phi_\mathcal{F}(U) := \Phi^1_\mathcal{F}(U) \). Their inverse is given by \( \Phi^r_\psi(U)^{-1} = \Phi^r_\psi(U)|_{\tau=-1} \) and \( \Phi_\mathcal{F}(U)^{-1} = \Phi_\mathcal{F}(U)|_{\tau=-1} \). The following Lemmata can be deduced by reasoning exactly as done in Lemmata 3.2, 3.3 and 3.4. Hence we omit their proofs.

**Lemma 3.6.** (i) Let \( A \) be a matrix valued symbol in \( \Sigma_1^m \) as in the Definition 2.13 and let \( \Phi_\psi(U) \) as in (3.6). Then for any \( N \in \mathbb{N} \),

\[
\Phi^r_\psi(U)^{-1}\text{Op}^{bw}(A)\Phi_\psi(U) = \text{Op}^{bw}(A) + \text{Op}^{bw}(B) + \mathcal{R}(U)
\]

where \( B \in \Gamma_{m-n}^m \) and the \( \mathcal{R}(U) \) belongs to the class \( \mathcal{S}_2(N) \). If the matrix of symbols \( A \) satisfies the conditions (2.13), then the matrix \( B \) satisfies (2.13) as well.

(ii) One has that

\[
\Phi^r_\psi(U)^{-1}iE\text{Op}^{bw}(\Lambda)\Phi_\psi(U) = iE\text{Op}^{bw}(\Lambda) + \text{Op}^{bw}(B) + \mathcal{R}(U)
\]

where \( B \) is a matrix in \( \Sigma_1^{m-n} \) satisfying (2.13) and \( \mathcal{R}(U) \) is in the class \( \mathcal{S}(N) \).

(iii) Assume that \( U \in C^0([0, T]; H^s) \) for some \( T > 0, \; s \gg 1 \), solves \( \partial_t U(t) = X_{\text{NLS}}(U(t)) \) where \( X_{\text{NLS}} \) satisfies (3.5). Then for any \( N \in \mathbb{N} \)

\[
\Phi^r_\psi(U(t))^{-1} \circ \partial_t \circ \Phi_\psi(U(t)) = \partial_t + \text{Op}^{bw}(B(U(t); x, \xi)) + \mathcal{R}(U(t))
\]
where $B(U; x, \xi) \in \Sigma_1^{-n}$ and the map $(U, w) \mapsto \mathcal{R}(U)[w]$ is in the class $\mathcal{S}(N)$. Moreover the matrix of symbols $-iEB$ satisfies the conditions (2.13).

(iv) Let $\mathcal{R}(U)$ be in the class $\mathcal{S}(N)$. Then $\Phi_\psi(U)^{-1}\mathcal{R}(U)\Phi_\psi(U)$ is in the class $\mathcal{S}(N)$.

**Lemma 3.7.** Let $N \in \mathbb{N}$, $\mathcal{F} \in \mathcal{O}S_1(N)$. Then the following holds

(i) Let $A \in \Sigma_1^m$ be a matrix valued symbol. Then for any $\tau \in [-1, 1],$

$$
\Phi_{\mathcal{F}}(U)^{-1}\text{Op}^{bw}(A)\Phi_{\mathcal{F}}(U) = \text{Op}^{bw}(A) + \mathcal{R}(U)
$$

where $\mathcal{R}(U) \in \mathcal{S}_2(N - m)$.

(ii) One has that

$$
\Phi_{\mathcal{F}}(U)^{-1}iE\text{Op}^{bw}(\Lambda)\Phi_{\mathcal{F}}(U) = iE\text{Op}^{bw}(\Lambda) + [iE\text{Op}^{bw}(\Lambda), \mathcal{F}(U)] + \mathcal{R}(U)
$$

for some $\mathcal{R}(U)$ in the class $\mathcal{S}_2(N - 2)$.

(iii) Assume that $U \in C^0([0, T], H^{p+2}) \cap C^1([0, T], H^p)$ solves the equation $\partial_t U = X_{NLS}(U)$ for some $\rho \equiv \rho_N \geq N$ large enough where $X_{NLS}$ satisfies (3.5). Then

$$
\Phi_{\mathcal{F}}(U)^{-1} \circ \partial_t \circ \Phi_{\mathcal{F}}(U) = \partial_t - \mathcal{F}(iE\text{Op}^{bw}(\Lambda)U(t)) + \mathcal{R}(U(t))
$$

where $\mathcal{R}(U)$ belongs to the class $\mathcal{S}_2(N)$.

(iv) Let $N' \in \mathbb{N}$, $\mathcal{R}(U)$ be in the class $\mathcal{S}(N')$. Then

$$
\Phi_{\mathcal{F}}(U)^{-1}\mathcal{R}(U)\Phi_{\mathcal{F}}(U) = \mathcal{R}(U) + \mathcal{Q}(U)
$$

where $\mathcal{Q}(U)$ is in the class $\mathcal{S}_2(N + N')$.

3.2. Some calculus about smoothing operators

In this section we prove some abstract results on linear smoothing operators introduced in Definition 2.11. These results will be used in Section 5 and they are based on the estimates on the small divisors proved in Appendix A.

**Lemma 3.8.** Let $\mathcal{G} \in (0, +\infty)$ be the full Lebesgue measure set given by Lemma A.1. Then for any $m \in \mathcal{G}$ the following holds.

$$
\mathcal{R}(u)w = \sum_{k, \xi \in \mathbb{Z}^d} r(k, \xi)\hat{u}(k - \xi)\hat{w}(\xi)e^{ik \cdot x}
$$

be in the class $\mathcal{O}S_1(N)$. Define for any $\sigma, \sigma' \in [+1, -1]$, the operator $\mathcal{F}_{\sigma, \sigma'}(u)$ as

$$
\mathcal{F}_{\sigma, \sigma'}(u)[w] := -\sum_{k, \xi \in \mathbb{Z}^d} \frac{r(k, \xi)}{i\left(\Lambda(k) + \sigma \Lambda(k - \xi) + \sigma' \Lambda(\xi)\right)}\hat{u}(k - \xi)\hat{w}(\xi)e^{ik \cdot x}. \tag{3.8}
$$

Then $\mathcal{F}_{\sigma, \sigma'}(u)$ is in the class $\mathcal{O}S_1(N - \tau)$ and solves the equation

$$
\text{Op}^{bw}(\Lambda)\mathcal{F}_{\sigma, \sigma'}(u) + \sigma \mathcal{F}_{\sigma, \sigma'}(\text{Op}^{bw}(\Lambda)u) + \sigma' \mathcal{F}_{\sigma, \sigma'}(u)\text{Op}^{bw}(\Lambda) + \mathcal{R}(u) = 0. \tag{3.9}
$$
\textbf{Proof.} We prove the claimed statement in the case where $\sigma = \sigma' = -1$. The other cases can be proved similarly. It is immediate to verify that $\mathcal{F}_{\sigma, \sigma'}$ defined in (3.8) solves the equation (3.9). Since $\mathcal{R}(u)$ is in the class $\mathcal{O}_S(N)$, one has that there exists $\rho \equiv \rho_N > N$ large enough such that for any $s \geq \rho$,

$$
\sum_{k \in \mathbb{Z}^d} \langle k \rangle^{2(s+N)} \sum_{\xi \in \mathbb{Z}^d} r(k, \xi) \hat{u}(k - \xi) \hat{w}(\xi) \bigg|^2 = \|\mathcal{R}(u)w\|^2_{s+N} \lesssim_s \|u\|_\rho^2 \|w\|_s^2.
$$

By taking $w(x) = e^{ix \cdot \xi}$, the latter estimate implies

$$
\sum_{k \in \mathbb{Z}^d} \langle k \rangle^{2(s+N)} |r(k, \xi)|^2 |\hat{u}(k - \xi)|^2 \lesssim_s \|u\|^2_{\rho} \|\xi\|^2_{2s}, \quad \forall s \geq \rho, \quad \forall u \in H^\rho. \quad (3.10)
$$

Let $\mathcal{F}(u) := \mathcal{F}_{-1, -1}(u)$ (see (3.8)). One has that

$$
\mathcal{F}(u)[w] = \sum_{k, \xi \in \mathbb{Z}^d} f(k, \xi) \hat{u}(k - \xi) \hat{w}(\xi) e^{ik \cdot \xi},
$$

$$
f(k, \xi) := -\frac{r(k, \xi)}{i \left(\Lambda(k) - \Lambda(k - \xi) - \Lambda(\xi)\right)}, \quad k, \xi \in \mathbb{Z}^d.
$$

By the bounds (A.2) given by Lemma A.1, one has that there exists $\tau = \tau(d) \gg 0$, large enough and $\gamma \in (0, 1)$ small enough such that

$$
|\Lambda(k) - \Lambda(k - \xi) - \Lambda(\xi)| \geq \frac{\gamma}{\langle k - \xi \rangle^\tau \langle \xi \rangle^\tau}, \quad \forall k, \xi \in \mathbb{Z}^d,
$$

and therefore

$$
|f(k, \xi)| \lesssim \langle k - \xi \rangle^\tau \langle \xi \rangle^\tau |r(k, \xi)|. \quad (3.11)
$$

We now estimate the norm $\|\mathcal{F}(u)w\|_{s-\tau+N}$. Take $s - \tau \geq \rho$ in such a way that (3.10) holds with $s - \tau$ instead of $s$. Using the Cauchy-Schwartz inequality (using that $\sum_{\xi} \langle k - \xi \rangle^{-2s_0} \leq C < \infty$ for $s_0 > d/2$), one has

$$
\|\mathcal{F}(u)w\|^2_{s-\tau+N} \lesssim \sum_{k \in \mathbb{Z}^d} \langle k \rangle^{2(s-\tau+N)} \left( \sum_{\xi \in \mathbb{Z}^d} |f(k, \xi)||\hat{u}(k - \xi)||\hat{w}(\xi)| \right)^2
$$

$$
\lesssim \sum_{k, \xi \in \mathbb{Z}^d} \langle k \rangle^{2(s-\tau+N)} \left( \sum_{\xi \in \mathbb{Z}^d} |r(k, \xi)||k - \xi|^\tau |\hat{u}(k - \xi)||\xi|^\tau |\hat{w}(\xi)| \right)^2
$$

$$
\lesssim \sum_{k, \xi \in \mathbb{Z}^d} \langle k \rangle^{2(s-\tau+N)} |r(k, \xi)|^2 \langle k - \xi \rangle^{2(\tau+s_0)} |\hat{u}(k - \xi)|^2 \langle \xi \rangle^{2\tau} |\hat{w}(\xi)|^2
$$

$$
= \sum_{k, \xi \in \mathbb{Z}^d} \langle k \rangle^{2(s-\tau+N)} |r(k, \xi)|^2 |(D)^{\tau+s_0} u(k - \xi)|^2 |(D)^{\tau} w(\xi)|^2
$$
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\[
= \sum_{\xi \in \mathbb{Z}^d} |(D)^{\tau} w(\xi)|^2 \left( \sum_{k \in \mathbb{Z}^d} |k|^{2(s-\tau+N)} |r(k, \xi)|^2 |(D)^{\tau+s_0} u(k - \xi)|^2 \right)
\]  
(3.10)  
\[ \lesssim_\varepsilon \| (D)^{\tau+s_0} u \|_\rho^2 \sum_{\xi \in \mathbb{Z}^d} \langle \xi \rangle^{2(s-\tau)} |(D)^{\tau} w(\xi)|^2 \lesssim_\varepsilon \| u \|_{\rho+\tau+s_0}^2 \| w \|_\varepsilon^2. \]

The latter chain of inequalities implies that for any \( s \geq \rho' := \rho + \tau + s_0 \), the map

\[ H^{\rho'} \rightarrow \mathcal{L}(H^s, H^{s+N-\tau}), \quad u \mapsto \mathcal{F}(u) \]

is a bounded linear map. This implies that \( \mathcal{F} \) belongs to the class \( \mathcal{O}_S(N - \tau) \). \( \square \)

As a consequence of the latter lemma, one gets the following.

**Lemma 3.9.** Let \( \mathcal{G} \in (0, +\infty) \) be the full Lebesgue measure set given by Lemma A.1. Then for any \( m \in \mathcal{G} \) the following holds. Let \( \mathcal{R} \in \mathcal{O}_S(N) \) be a matrix valued operator. Then there exists a matrix valued operator \( \mathcal{F} \in \mathcal{O}_S(N - \tau) \) which solves the equation

\[ -\mathcal{F}(iE \text{Op}^{bw}(\Lambda)U) + [iE \text{Op}^{bw}(\Lambda), \mathcal{F}(U)] + \mathcal{R}(U) = 0. \]  
(3.12)

**Proof.** The operator \( \mathcal{R} \in \mathcal{O}_S(N) \) has the form

\[
\mathcal{R}(U) = \begin{pmatrix} \mathcal{R}_1(U) & \mathcal{R}_2(U) \\ \mathcal{R}_2(U) & \mathcal{R}_1(U) \end{pmatrix} = \begin{pmatrix} \mathcal{R}_1^+(u) + \mathcal{R}_1^-(\overline{u}) & \mathcal{R}_2^+(u) + \mathcal{R}_2^-(\overline{u}) \\ \mathcal{R}_2^+(u) + \mathcal{R}_2^-(\overline{u}) & \mathcal{R}_1^+(u) + \mathcal{R}_1^-(\overline{u}) \end{pmatrix}.
\]

One looks for \( \mathcal{F} \in \mathcal{O}_S(N - \tau) \) of the same form, namely

\[
\mathcal{F}(U) = \begin{pmatrix} \mathcal{F}_1^+(u) + \mathcal{F}_1^-(\overline{u}) & \mathcal{F}_2^+(u) + \mathcal{F}_2^-(\overline{u}) \\ \mathcal{F}_2^+(u) + \mathcal{F}_2^-(\overline{u}) & \mathcal{F}_1^+(u) + \mathcal{F}_1^-(\overline{u}) \end{pmatrix}.
\]

A direct calculation shows that the equation (3.12) is equivalent to

\[
i \left( -\mathcal{F}_1^+(\text{Op}^{bw}(\Lambda)u) + [\text{Op}^{bw}(\Lambda), \mathcal{F}_1^+(u)] \right) + \mathcal{R}_1^+(u) = 0,
\]

\[
i \left( \mathcal{F}_1^- (\text{Op}^{bw}(\Lambda)\overline{u}) + [\text{Op}^{bw}(\Lambda), \mathcal{F}_1^- (\overline{u})] \right) + \mathcal{R}_1^- (\overline{u}) = 0,
\]

\[
i \left( -\mathcal{F}_2^+(\text{Op}^{bw}(\Lambda)u) + \text{Op}^{bw}(\Lambda)\mathcal{F}_2^+(u) + \mathcal{F}_2^+(u)\text{Op}^{bw}(\Lambda) \right) + \mathcal{R}_2^+(u) = 0,
\]

\[
i \left( \mathcal{F}_2^- (\text{Op}^{bw}(\Lambda)\overline{u}) + \text{Op}^{bw}(\Lambda)\mathcal{F}_2^- (\overline{u}) + \mathcal{F}_2^- (\overline{u})\text{Op}^{bw}(\Lambda) \right) + \mathcal{R}_2^- (\overline{u}) = 0.
\]

The claimed statement then directly follows by Lemma 3.8. \( \square \)
4. Paradifferential normal form

4.1. Paralinearization of the Schrödinger equation

In this section we rewrite the equation (1.1) as a paradifferential system. From now on we shall assume the following hypothesis:

- **Hypothesis on local in time solutions.** There exists $\rho \gg 0$ large enough and $T > 0$ such that

$$u \in C^0([-T, T], H^\rho) \cap C^1([-T, T], H^{\rho-2}) ,$$

$$\sup_{t \in [-T, T]} \|u(t)\|_{\rho} + \sup_{t \in [-T, T]} \|\partial_t u(t)\|_{\rho-2} \lesssim_{\rho} \varepsilon ,$$

(4.1)

solves the equation (1.1).

The latter hypothesis is actually guaranteed by the local existence theorem proved in [25]. The only small difference is that the standard Laplacian on the torus is replaced by the more general elliptic operator (1.5), but the proof can be done exactly in the same way, with the obvious small modifications.

**Proposition 4.1. (Paralinearization of NLS).** We have that the equation (1.1) is equivalent to the following system:

$$\partial_t U + iEOp^{bw}(\Lambda(\xi))U + A(U)U + R(U)U = 0 , \quad U = \begin{bmatrix} 1 \\ 0 \end{bmatrix} , \quad 1 := \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} ,$$

(4.2)

where $E$ is in (2.14), $\Lambda(\xi)$ is in (1.5), the operator $A(U)$ is in $OB_{\Sigma}(1)$ (see Definition 2.9) and has the form

$$A(U) := iEOp^{bw} \begin{pmatrix} a(U; x, \xi) & b(U; x, \xi) \\ b(U; x, -\xi) & a(U; x, -\xi) \end{pmatrix} ,$$

(4.3)

where

$$a(U; x, \xi) := \sum_{j=1}^{d} \left[ i(\partial_{\pi_{x_j}} f - \partial_{\pi_{x_j}} u f) \xi_j + \frac{1}{2} \left( - \partial_{x_j} (\partial_{\pi_{x_j}} u f) - \partial_{x_j} (\partial_{\pi_{x_j}} f) \right) \right] + \partial_{u} f ,$$

$$b(U; x, \xi) := - \sum_{j=1}^{d} \partial_{x_j} (\partial_{\pi_{x_j}} f) + \partial_{u} f .$$

The remainder $R(U)$ is a matrix of smoothing operators in the class $OS_1(N)$. Finally the operator $A(U)$ is Hamiltonian according to Definition 2.14.

**Proof.** By paralinearizing the nonlinearity $Q$ in (1.3), using the Bony paralinearization formula (see [33], [37]) and recalling the assumption (1.4), one obtains that
\[ Q(u, \bar{u}) = Op^{bw}(\partial u f)[u] + Op^{bw}(\partial \bar{u} f)[\bar{u}] + \sum_{j=1}^{d} \left( Op^{bw}(\partial \bar{u} x_j f)[u_x_j] + Op^{bw}(\partial \bar{u} x_j f)[\bar{u}_x_j] \right) \\
- \sum_{j=1}^{d} \partial x_j \left[ Op^{bw}(\partial \bar{u} x_j u f)[u] + Op^{bw}(\partial \bar{u} x_j f)[\bar{u}] \right] + R(u, \bar{u}), \]  

(4.4)

where the remainder \( R(u, \bar{u}) \) is smoothing, namely it satisfies

\[ \| R(u, \bar{u}) \|_{s+N} \lesssim_{s,N} \| u \|_\rho \| u \|_s \]  

(4.5)

for any \( N \geq 1 \), for some \( \rho = \rho_N > N \) and \( s \geq \rho \).

Therefore, using Proposition 2.18 and Lemma 2.19, we have

\[ Op^{bw}(\partial \bar{u} x_j f)[u_x_j] - \partial x_j Op^{bw}(\partial \bar{u} x_j u f)[u] = \]

\[ = Op^{bw}(\partial \bar{u} x_j f) \circ Op^{bw}(i \xi_j)[u] - Op^{bw}(i \xi_j) \circ Op^{bw}(\partial \bar{u} x_j u f)[u] = \]

\[ = Op^{bw} \left( i(\partial \bar{u} x_j f - \partial \bar{u} x_j u f) \xi_j \right)[u] + Op^{bw} \left( \frac{1}{2i} \{ \partial \bar{u} x_j f, i \xi_j \} - \frac{1}{2i} \{ i \xi_j, \partial \bar{u} x_j u f \} \right)[u] = \]

\[ = Op^{bw} \left( i(\partial \bar{u} x_j f - \partial \bar{u} x_j u f) \xi_j \right)[u] + \frac{1}{2} Op^{bw} \left( - \partial x_j (\partial \bar{u} x_j u f) - \partial x_j (\partial \bar{u} x_j f) \right)[u], \]

up to some smoothing remainder satisfying (4.5). Reasoning similarly we deduce

\[ Op^{bw}(\partial \bar{u} x_j f)[\bar{u}_x_j] - \partial x_j Op^{bw}(\partial \bar{u} x_j f)[\bar{u}] = \]

\[ = Op^{bw}(\partial \bar{u} x_j f) \circ Op^{bw}(i \xi_j)[\bar{u}] - Op^{bw}(i \xi_j) \circ Op^{bw}(\partial \bar{u} x_j f)[\bar{u}] = \]

\[ = -Op^{bw} \left( \partial x_j (\partial \bar{u} x_j f) \right)[\bar{u}], \]

up to some smoothing remainder satisfying (4.5). Therefore, by (4.4), we obtained

\[ Q(u, \bar{u}) = \sum_{j=1}^{d} Op^{bw} \left( i(\partial \bar{u} x_j f - \partial \bar{u} x_j u f) \xi_j \right)[u] + \]

\[ + Op^{bw} \left( \partial u f - \frac{1}{2} \sum_{j=1}^{d} (\partial x_j (\partial \bar{u} x_j u f) + \partial x_j (\partial \bar{u} x_j f)) \right)[u] + \]

\[ + Op^{bw} \left( \partial \bar{u} f - \sum_{j=1}^{d} \partial x_j (\partial \bar{u} x_j f) \right)[\bar{u}] + R(u, \bar{u}), \]

where \( R(u, \bar{u}) \) is some remainder satisfying (4.5). By writing (1.1) as a system in \( U = (u, \bar{u})^T \), one gets the (4.2)-(4.3). By an explicit computation one can check that the operator \( A(U) \) is Hamiltonian. \( \square \)
4.2. Diagonalization up to a smoothing remainder

In this section we analyze the para-differential operator

\[ \mathcal{P}(U) := \partial_t + iE\text{Op}^{bw}(\Lambda(\xi)) + \mathcal{A}(U) \]

where \( \mathcal{A}(U) \) is in (4.3) and the symbol \( \Lambda(\xi) \) is in (1.5). We prove the following result.

**Proposition 4.2.** Let \( N \in \mathbb{N}, s_0 \gg d/2 \). Then there exists \( \rho = \rho_N > N, s_0 \) large enough such that if (4.1) holds, then the following holds. There exists a linear symplectic invertible transformation \( \Phi(1)(U) : H^s \rightarrow H^s \) such that

\[ \mathcal{P}(1)(U) := \Phi(1)(U)^{-1}\mathcal{P}(U)\Phi(1)(U) = \partial_t + iE\text{Op}^{bw}(\Lambda(\xi)) + \mathcal{A}(1)(U) + \mathcal{R}(1)(U) \]  

(4.6)

where

\[ \mathcal{A}(1)(U) = iO^{bw}\left( \begin{array}{cc} a^{(1)}(U; x, \xi) & 0 \\ 0 & -a^{(1)}(U; x, -\xi) \end{array} \right) \]

with \( a^{(1)}(U; x, \xi) \) a real symbol in the class \( \Sigma_1^{1} \) and the remainder \( \mathcal{R}(1)(U) \in \mathcal{S}(\rho, N) \) is Hamiltonian. Moreover, for any \( s \geq \rho \), one has

\[ \| \Phi(1)(U)^{\pm 1} - \text{Id} \|_{\mathcal{L}(H^s)} \lesssim_s \|U\|_{\rho} . \]

**Proof.** The proposition is proved by means of an iterative procedure. At the step \( n \) of such a procedure one has an operator

\[ \mathcal{P}_n(U) = \partial_t + iE\text{Op}^{bw}(\Lambda(\xi)) + \mathcal{A}_n(U) + \mathcal{B}_n(U) + \mathcal{R}_n(U) , \]

where

\[ \mathcal{A}_n(U) = iO^{bw}\left( \begin{array}{cc} a_n(U; x, \xi) & 0 \\ 0 & -a_n(U; x, -\xi) \end{array} \right) \]

(4.7)

\[ \mathcal{B}_n(U) := iO^{bw}\left( \begin{array}{cc} 0 & b_n(U; x, \xi) \\ -b_n(U; x, -\xi) & 0 \end{array} \right) \]

(4.8)

\( a_n \in \Sigma_1^{1} \) and \( b_n \in \Sigma_1^{-n} \). The remainder \( \mathcal{R}_n(U) \) is a linear Hamiltonian operator, smoothing of order \( -N \) in the class \( \mathcal{S}(\rho, N) \) for some \( \rho \equiv \rho_N > N \) large enough. We consider

\[ \Phi_n(U) := \exp(i\Psi_n(U)) \]

where \( \Psi_n(U) \) is a para-differential operator of the form

\[ \Psi_n(U) := iO^{bw}\left( \begin{array}{cc} 0 & \psi_n(U; x, \xi) \\ -\psi_n(U; x, -\xi) & 0 \end{array} \right) \],
where $\psi_n(U; x, \xi)$ is a symbol of order $-n - 2$ which has to be determined appropriately. Notice that, for any $n$, the map $\Phi_n(U)$ has the same form of $\Phi_\psi(U)$ in (3.6). Hence it is well-posed and symplectic by Lemma 3.5. We actually choose the symbol $\psi_n(U; x, \xi)$ in such a way that

$$-2\Lambda(\xi)\psi_n(U; x, \xi) + b_n(U; x, \xi) = 0,$$

hence we set $\psi_n(U; x, \xi) := \frac{b_n(U; x, \xi)}{2\Lambda(\xi)}$. \hfill (4.9)

Clearly, since $b_n \in \Sigma_1^{-n}$, then $\psi_n \in \Sigma_1^{-n - 2}$. Since $\Phi_1(U)$ is symplectic the transformed operator

$$P_{n+1}(U) = \Phi_n(U)^{-1}P_n(U)\Phi_n(U)$$

is Hamiltonian. By Lemma 3.6, and using (4.9), one gets that

$$P_{n+1}(U) = \partial_t + i\text{Op}\omega(\Lambda(\xi)) + A_{n+1}(U) + B_{n+1}(U) + R_{n+1}(U)$$

where $A_{n+1}(U)$, $B_{n+1}(U)$ are operators of the form (4.7), (4.8) with $n \sim n + 1$ for some symbols $a_{n+1} \in \Sigma_1^1$ and $b_{n+1} \in \Sigma_1^{-n-1}$. Moreover the symbol $a_{n+1}$ is real valued by Lemma 3.6. The remainder $R_{n+1}(U)$ is a linear Hamiltonian operator, smoothing of order $-N$ in the class $S(\rho, N)$ for some $\rho = \rho_N > N$ large enough. The proof of the lemma is then concluded. \hfill \square

4.3. Normal form on the diagonal term

In this section we prove a normal form theorem on the operator $P^{(1)}(U)$ in (4.6) which is a para-differential version of the normal form procedure developed in [6]. Moreover we denote by $(\xi; k)$ the scalar product induced by the matrix $G$ (see (1.2)), namely $(\xi; k) := G\xi \cdot k$. We start with the following definition.

**Definition 4.3. (Normal form symbols).** A symbol $z(x, \xi)$ in $\mathcal{N}_s^m$ is said to be in normal form (with parameters $\delta, \epsilon, \tau$) if

$$z(x, \xi) = \sum_{k \in \mathbb{Z}^d} \hat{z}(k, \xi)e^{i k \cdot x}$$

satisfies

$$\hat{z}(k, \xi) \neq 0 \implies |(\xi; k)| \leq (\xi)^{\delta} |k|^{-\tau} \text{ and } |k| \leq (\xi)^{\epsilon}$$

for any $k \neq 0, \xi \in \mathbb{R}^d$.

We shall fix appropriately the parameters $\epsilon, \delta \in (0, 1), \tau > 0$ as

$$\frac{2}{3} \leq \delta < 1, \quad \tau > d - 1, \quad 0 < \epsilon < \frac{\delta}{\tau + 1} \quad (4.10)$$

cf. [5]. The main result of this section is the following.
Proposition 4.4. Let $N \in \mathbb{N}$, $s_0 \gg d/2$. Then there exists $\rho = \rho_N > N, s_0$ large enough such that if (4.1) holds, then the following holds. There exists a linear symplectic invertible transformation $\Phi^{(2)}(U) : H^s \to H^s$ such that

$$
\mathcal{P}^{(2)}(U) := \Phi^{(2)}(U)^{-1} \mathcal{P}^{(1)}(U) \Phi^{(2)}(U) = \partial_t + i E O p^{bw}(\Lambda(\xi)) + \mathcal{Z}(U) + \mathcal{R}^{(2)}(U)
$$

where $\mathcal{P}_1(U)$ is in (4.6), the operator $\mathcal{Z}(U)$ has the form

$$
\mathcal{Z}(U) = i O p^{bw} \begin{pmatrix}
    z(U; x, \xi) & 0 \\
    0 & -z(U; x, -\xi)
\end{pmatrix}
$$

(4.11)

with $z(U; x, \xi)$ a real symbol in the class $\Sigma^1$ which is in normal form, according to the Definition 4.3. The remainder $\mathcal{R}^{(2)}(U)$ is Hamiltonian and it is in the class $S(N)$. Moreover, for any $s \geq \rho$, one has

$$
\| \Phi^{(2)}(U) \|_{L(H^s)} \leq 1 + C(s) \| u \|_\rho.
$$

In order to prove the proposition stated above, we need some further symbolic calculus. First of all, we consider an even smooth cut-off function $\chi : \mathbb{R} \to [0, 1]$ with the property that $\chi(y) = 1$ for all $y$ with $|y| \leq \frac{1}{2}$ and $\chi(y) = 0$ for all $y$ with $|y| \geq 1$.

Definition 4.5. Given $\epsilon, \delta, \tau$ as in (4.10), define the following functions:

$$
\chi_k(\xi) = \chi \left( \frac{2|k|^\tau(\xi; k)}{\langle \xi \rangle^\delta} \right), \quad k \in \mathbb{Z}^d \setminus \{0\},
$$

$$
\tilde{\chi}_k(\xi) = \chi \left( \frac{|k|}{\langle \xi \rangle^\epsilon} \right), \quad k \in \mathbb{Z}^d \setminus \{0\}.
$$

Correspondingly, given a symbol $a \in \mathcal{N}^m_s$, we decompose it as follows:

$$
a = (a) + a^{(nr)} + a^{(res)} + a^{(S)},
$$

where $(a)$ is the $x$-average of the symbol of $a$, namely

$$
(a)(\xi) = \frac{1}{\mu(T^d)} \int_{T^d} a(x, \xi) \, dx,
$$

and

$$
a^{(res)}(x, \xi) = \sum_{k \neq 0} \chi_k(\xi) \tilde{\chi}_k(\xi) \hat{a}(k, \xi) e^{ik \cdot x},
$$

$$
a^{(nr)}(x, \xi) = \sum_{k \neq 0} (1 - \chi_k(\xi)) \tilde{\chi}_k(\xi) \hat{a}(k, \xi) e^{ik \cdot x},
$$

(4.12)

$$
a^{(S)}(x, \xi) = \sum_{k \neq 0} (1 - \tilde{\chi}_k(\xi)) \hat{a}(k, \xi) e^{ik \cdot x}.$$
We also define
\[ g_a(x, \xi) := -\sum_{k \neq 0} \frac{1}{2(\xi; k)} \left( 1 - \chi_k(\xi) \right) \bar{\chi}_k(\xi) \hat{a}(k, \xi) e^{ik \cdot x}. \tag{4.13} \]

In [5], Lemma 5.4, we provided suitable bounds for the cut-off functions defined above.

**Lemma 4.6.** For any multi-index \( \alpha \in \mathbb{N}^d \), one has
\[
\begin{align*}
|\chi_k(\xi)| &\leq 1, \\
|\partial^\alpha_x \chi_k(\xi)| &\lesssim |\alpha| |k|^{\tau+|\alpha|} |\xi\rangle^{-\delta|\alpha|}, \\
|\bar{\chi}_k(\xi)| &\leq 1, \\
|\partial^\alpha_x \bar{\chi}_k(\xi)| &\lesssim |\alpha| |\xi\rangle^{-|\alpha| - (\varepsilon + |\alpha|)},
\end{align*} \tag{4.14}
\]

and
\[
\begin{align*}
d_k(\xi) &:= \frac{1}{2(\xi; k)} (1 - \chi_k(\xi)), \\
|\partial^\alpha_x d_k(\xi)| &\lesssim |\alpha| k^{\tau+|\alpha|} |\xi\rangle^{-\delta}. 
\end{align*} \tag{4.15}
\]

As a consequence, for any \( s \geq 0 \) and \( k \in \mathbb{Z}^d \), one has
\[
\begin{align*}
|\chi_k|_{0,s} &\lesssim (k)^{(\tau+1)s}, \\
|\bar{\chi}_k|_{0,s} &\lesssim (k)^{\varepsilon s}, \\
|d_k|_{-\delta,s} &\lesssim (k)^{(s+1)\tau + s}. 
\end{align*} \tag{4.16}
\]

We now prove the following Lemma.

**Lemma 4.7.** Let \( m \in \mathbb{R} \). Then, for any \( s \geq 0 \), the linear map \( N^m \rightarrow N^m_s, a \mapsto \langle a \rangle \) is linear and continuous. For any \( s \geq 0 \), there exists \( \sigma_s > s \) large enough such that the maps (see Definition 4.5)
\[
\begin{align*}
N_{\sigma_s}^m &\rightarrow N_s^m, \quad a \mapsto a^{nr}, \\
N_{\sigma_s}^m &\rightarrow N_s^{m-\delta}, \quad a \mapsto g_a,
\end{align*}
\]
are linear and continuous. Let \( N \in \mathbb{N} \). Then there exists \( \rho = \rho_N > 0 \) large enough, such that, for any \( s \geq \rho \), the map
\[ N_\rho^m \rightarrow \mathcal{B}(H^s, H^{s+N}), \quad a \mapsto R^{(S)}(a) := \text{Op}^{bw}(a^{(S)}) , \]
is linear and continuous.

**Proof.** Since \( \langle a \rangle \) is only the space average of the symbol \( a \) it is straightforward that \( |\langle a \rangle|_{m,s} \lesssim |a|_{m,s} \). We now estimate \( g_a \) in terms of \( a \). The estimates for \( a^{nr} \) and \( a^{res} \) can be done arguing similarly. By the definitions (4.13), (4.15), one has that \( g_a \) can be written as
\[ g_a(x, \xi) = -\sum_{k \neq 0} d_k(\xi) \bar{\chi}_k(\xi) \hat{a}(k, \xi) e^{ik \cdot x}. \]

By applying Lemma 2.1 one gets, for any \( s \geq 0 \), \( N \in \mathbb{N} \), for any \( k \in \mathbb{Z}^d \), that
\[
|\hat{a}(k, \cdot)|_{m,s} \lesssim_N \langle k \rangle^{-N} |a|_{m,s+N}.
\] (4.17)

Fix
\[
N := (s + 1)\tau + 2s + d + 1.
\]

One has that
\[
|d_k \tilde{\chi}_k \hat{a}(k, \cdot)|_{m-\delta,s} \lesssim_s |d_k|_{-\delta,s} |\tilde{\chi}_k|_{0,s} |\hat{a}(k, \cdot)|_{m,s} \lesssim_s \langle k \rangle^{(s+1)\tau + 2s - N} |a|_{m,s+N}
\]
\[
\lesssim_s \langle k \rangle^{-d-1} |a|_{m,s+N}.
\]

Using that \(\sum_k \langle k \rangle^{-d-1}\) is convergent, one then gets that \(|g_a|_{m-\delta,s} \lesssim_s |a|_{m,s+N}\) and the claimed statement follows.

We now estimate the symbol \(a^{(S)}\). By the definition of the cut off function \(\tilde{\chi}_k\) in Definition 4.5, one has that
\[
\text{supp}(1 - \tilde{\chi}_k) \subseteq \{\xi : \langle \xi \rangle \leq 2|k|\},
\]
hence, by the estimate (4.14), one has that, for any \(N \in \mathbb{N}, \alpha \in \mathbb{N}^d\),
\[
\langle \xi \rangle^{N+m} |1 - \tilde{\chi}_k(\xi)| \lesssim \langle k \rangle^{(N+m)/\epsilon}, \quad \langle \xi \rangle^{N+m+|\alpha|} |\partial_\xi^\alpha (1 - \tilde{\chi}_k(\xi))| \lesssim \langle k \rangle^{|\alpha| + \frac{N+m+|\alpha|}{\epsilon}},
\]
implying that
\[
|1 - \tilde{\chi}|_{-N-m,s} \lesssim_s \langle k \rangle^{N+m+s + \frac{N+m+s}{\epsilon}}.
\] (4.18)

Now fix
\[
M := d + 1 + s + (N + m + s)\epsilon^{-1}.
\]

By Lemma 2.1, one has
\[
|(1 - \tilde{\chi}_k)\hat{a}(k, \cdot)|_{-N,s} \lesssim |1 - \tilde{\chi}_k|_{-N-m,s} |\hat{a}(k, \cdot)|_{m,s} \lesssim_s \langle k \rangle^{s+N+m+z - M} |a|_{m,s+M}
\]
\[
\lesssim_s \langle k \rangle^{-d-1} |a|_{m,s+M}.
\]

Hence, using that \(\sum_k \langle k \rangle^{-d-1}\) is convergent, one gets that
\[
|a^{(S)}|_{-N,s} \lesssim_s |a|_{m,s+M}.
\] (4.19)

We now consider the operator \(\mathcal{R}^{(S)}(a) := \text{Op}^b_w(a^{(S)})\). Its action is given by
\[
R^{(S)}(a)[w] = \sum_{k, \xi \in \mathbb{Z}^d} \eta_{\xi} \left( \frac{|k - \xi|}{|k + \xi|} \right) \hat{a}^{(S)}(k - \xi, \frac{k + \xi}{2}) \hat{u}(\xi) e^{ik \cdot x}
\]

\[
\sum_{k, \xi \in \mathbb{Z}^d} \eta_{\xi} \left( \frac{|k - \xi|}{|k + \xi|} \right) \left( 1 - \tilde{\chi}_k \left( \frac{k + \xi}{2} \right) \right) \hat{a}^{(S)}(k - \xi, \frac{k + \xi}{2}) \hat{u}(\xi) e^{ik \cdot x}.
\]

Clearly the map \( a \mapsto R^{(S)}(a) \) is linear. By defining
\[
\rho := s_0 + M = s_0 + d + 1 + s_0 + \frac{N + m + s_0}{\varepsilon}, \quad s_0 := \frac{d}{2} + 1
\]
the estimate (4.19) reads \( |a^{(S)}|_{-N, s_0} \lesssim |a|_{m, \rho} \) and therefore, by applying Lemma 2.3, one has that, for any \( s \geq \rho \),
\[
\|R^{(S)}(a)\|_{L(H^s, H^{s+N})} \lesssim s |a^{(S)}|_{-N, s_0} \lesssim s, \quad |a|_{m, \rho}.
\]

Hence the linear map
\[
N_m^\rho \rightarrow L(H^s, H^{s+N}), \quad a \mapsto R^{(S)}(a)
\]
is bounded. The claimed statement has then been proved. \( \square \)

**Lemma 4.8.** Let \( a \in \Sigma^m_1 \). Then \( \langle a \rangle, a^{(nr)}, a^{(res)} \in \Sigma^m_1 \) and \( g_a \in \Sigma^{m-\delta}_1 \). Moreover, for any \( N \in \mathbb{N} \), the remainder \( \mathcal{R}^{(S)}(U) := \text{Op}^{bw} \left( a^{(S)}(U; x, \xi) \right) \) belongs to the class \( \mathcal{S}(N) \).

**Proof.** Let \( a \in \Sigma^m_1 \). We show that \( g_a = g_a \in \Sigma^{m-\delta}_1 \). The proof that \( a, a^{(nr)}, a^{(res)} \in \Sigma^m_1 \) is analogous. Since \( a \in \Sigma^m_1 \), then
\[
a = a_l + a_q, \quad \text{with} \quad a_l \in O^m_1 \quad \text{and} \quad a_q \in \Gamma^m_2
\]
and according to the definitions (4.13), (4.15), one obtains a corresponding splitting \( g = g_l + g_q \) where
\[
g_{a_l}(x, \xi) = - \sum_{k \neq 0} d_k(\xi) \tilde{\chi}_k(\xi) \hat{a}_l(U; x, \xi) e^{ik \cdot x},
\]
\[
g_{a_q}(x, \xi) = - \sum_{k \neq 0} d_k(\xi) \tilde{\chi}_k(\xi) \hat{a}_q(U; x, \xi) e^{ik \cdot x}.
\]

We show that \( g_{a_l} \in O^m_1 \) and \( g_{a_q} \in \Gamma^m_2 \).

Since \( a_l \in O^m_1 \), then
\[
\hat{a}(U; k, \xi) = m_+(k, \xi) \hat{a}(k) + m_-(k, \xi) \hat{a}(-k)
\]
for some suitable multipliers \( m_+, m_- \) and therefore \( g_l \) is a symbol which is linear in \( U \) and of the same form as \( a_l \). It remains only to show that \( g_l \) is in \( \Gamma^m_1 \) and \( g_q \in \Gamma^m_2 \). Fix \( s \geq 0 \) and let \( \sigma_s > s \)
the constant provided by Lemma 4.7. Since \( a_l \in \Gamma_1^m \), \( a_q \in \Gamma_2^m \) there exists a constant \( \sigma'_s > \sigma_s \) and a radius \( r = r(s) \in (0, 1) \) such that the linear map

\[
H^{\sigma'_s} \rightarrow N^m_{\sigma_s}, \quad U \mapsto a_l(U; x, \xi)
\]
is continuous and the map

\[
B^{\sigma'_s}(r) \rightarrow N^m_{\sigma_s}, \quad U \mapsto a_q(U; x, \xi)
\]
is \( C^\infty \) and vanishes of order two at \( U = 0 \). Since by Lemma 4.7, the map \( N^m_{\sigma_s} \rightarrow N^m_{s}, a \mapsto a \) is linear and continuous, then by composition one gets that the map

\[
B^{\sigma'_s}(r) \rightarrow N^m_{s}, \quad U \mapsto g(a(U; x, \xi))
\]
is linear and continuous and the map

\[
B^{\sigma'_s}(r) \rightarrow N^m_{s}, \quad U \mapsto g_q(U; x, \xi)
\]
is \( C^\infty \) and vanishes of order two at \( U = 0 \). This shows the claimed statement.

**ANALYSIS OF THE OPERATOR** \( \mathcal{R}^{(S)}(U) = \text{Op}^{bw}(a^{(S)}(U; x, \xi)) \). According to (4.20)

\[
a^{(S)} = a_l^{(S)} + a_q^{(S)},
\]

\[
a_l^{(S)} = \sum_{k \neq 0} (1 - \tilde{\chi}_k(\xi)) \tilde{a}_l(k, \xi)e^{ik \cdot x} = \sum_{k \neq 0} (1 - \tilde{\chi}_k(\xi)) m_+(k, \xi) \tilde{u}(k)e^{ik \cdot x} + \sum_{k \neq 0} (1 - \tilde{\chi}_k(\xi)) m_-(k, \xi) \overline{\tilde{u}(-k)}e^{ik \cdot x},
\]

\[
a_q^{(S)} = \sum_{k \neq 0} (1 - \tilde{\chi}_k(\xi)) \tilde{a}_q(k, \xi)e^{ik \cdot x},
\]

and correspondingly

\[
\mathcal{R}^{(S)}(U) = \mathcal{R}_l^{(S)}(U) + \mathcal{R}_q^{(S)}(U), \quad \mathcal{R}_l^{(S)}(U) := \text{Op}^{bw}(a_l^{(S)}), \quad \mathcal{R}_q^{(S)}(U) := \text{Op}^{bw}(a_q^{(S)}).
\]

Fix \( N \in \mathbb{N} \) and let \( \rho \equiv \rho_N \) be the constant appearing in Lemma 4.7. Since \( a_l \in O_1^m \) and \( a_q \in \Gamma_2^m \), one has that for some constant \( \sigma_\rho > \rho \) large enough

\[
|a_l|_{m, \rho} \lesssim_\rho \| U \|_{\sigma_\rho}, \quad |a_q|_{m, \rho} \lesssim_\rho \| U \|_{\sigma_\rho}^2,
\]

implying that, for any \( s \geq \sigma_\rho > \rho \), one has

\[
\| \mathcal{R}_l^{(S)}(U) \|_{L(H^s, H^{s+N})} \lesssim \| a_l \|_{m, \rho} \lesssim_s \| U \|_{\sigma_\rho},
\]

\[
\| \mathcal{R}_q^{(S)}(U) \|_{L(H^s, H^{s+N})} \lesssim \| a_q \|_{m, \rho} \lesssim_s \| U \|_{\sigma_\rho}^2.
\]
and hence $R_{q}^{(S)} \in S_{2}(N)$. In order to show that $R_{l}^{(S)}(U)$ belongs to the class $OS_{1}(N)$ it remains only to show that it is sum of terms of the form (2.6). This follows since

$$R_{l}^{(S)}(U)[w] = \sum_{k, \xi \in \mathbb{Z}^{d}} \eta_{k} \left( \frac{|k - \xi|}{(k + \xi)} \right) \left( 1 - \tilde{\chi}_{k} \left( \frac{k + \xi}{2} \right) \right) \hat{w}(\xi) e^{ik \cdot x}$$

where

$$r_{\pm}(k, \xi) := \eta_{k} \left( \frac{|k - \xi|}{(k + \xi)} \right) \left( 1 - \tilde{\chi}_{k} \left( \frac{k + \xi}{2} \right) \right) m_{\pm}(k - \xi, \xi + k).$$

The claimed statement has then been proved. □

We are now in position to prove the Proposition 4.4.

**Proof of Proposition 4.4.** The Proposition is proved also inductively, hence we describe the induction step of the procedure. In the proof it is convenient to use the following notations. If $O$ is one of the classes of operators defined in Section 2.1, we write $A = B + O$ if $A - B$ belongs to the class $O$.

We define the gain of regularization along the reduction procedure as

$$\epsilon := \min \left\{ \delta, 3\delta - 2, 2\delta - 1 \right\}.$$  \hspace{1cm} (4.22)

At the $n$-th step, we deal with a Hamiltonian para-differential operator of the form

$$\mathcal{P}_{n}^{(1)}(U) := \partial_{t} + iE \text{Op}^{bw}(\Lambda(\xi)) + Z_{n}(U) + A_{n}(U) + R_{n}(U)$$

where

$$Z_{n}(U) := i \text{Op}^{bw} \left( z_{n}(U; x, \xi) \begin{pmatrix} 0 & 0 \\ -z_{n}(U; x, -\xi) \end{pmatrix} \right), \quad z_{n} \in \Sigma_{1}^{1}, \quad z_{n} \text{ is real and in normal form},$$

$$A_{n}(U) := i \text{Op}^{bw} \left( a_{n}(U; x, \xi) \begin{pmatrix} 0 & 0 \\ -a_{n}(U; x, -\xi) \end{pmatrix} \right), \quad a_{n} \in \Sigma_{1}^{1-n_{\epsilon}}, \quad a_{n} \text{ is real},$$

$$R_{n} \in S(N).$$

By Lemma 4.8, one has that

$$\text{Op}^{bw}(a_{n}) = \text{Op}^{bw} \left( (a_{n}) + a_{n}^{(nr)} + a_{n}^{(res)} \right) + R^{(S)}(a_{n}),$$

where $\langle a_{n} \rangle, a_{n}^{(nr)}, a_{n}^{(res)} \in \Sigma_{1}^{1-n_{\epsilon}}$, $R^{(S)}(a_{n}) \in S(N)$.

Moreover, by defining (as in (4.13))
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\[ g_n(U; x, \xi) := -\sum_{k \neq 0} \frac{1}{2(\xi; k)} (1 - \chi(k(\xi)) \tilde{\chi}(\xi) \tilde{a}(U; k, \xi) e^{ik \cdot x}. \]

one has that the symbol \( g_n(U; x, \xi) \) is in \( \Sigma^{1-n\epsilon-\delta}_1 \) and solves the equation

\[ \{\Lambda, g_n\} + a_n^{(nr)} = 0. \quad (4.25) \]

We then consider the map

\[ \Phi_n(U) := \begin{pmatrix} \Phi_n(U) & 0 \\ 0 & \Phi_n(U) \end{pmatrix} \]

where \( \Phi_n(U) \) is the time one flow map of

\[ \partial_t \Phi_n(U) = iOp^{bw}(g_n) \Phi_n^+(U), \quad \Phi_n^0(U) = Id. \]

The map \( \Phi_n(U) \) is well-posed and symplectic by Lemma 3.1. We now compute the conjugated operator

\[ P_n^{(1)}(U) := \Phi_n(U)^{-1}P_n^{(1)}(U)\Phi_n(U). \]

Note that for any \( n \geq 0, 1 - n\epsilon - \delta < \delta < 1 \), hence the conjugation Lemmas of Section 2.2 can be applied. In particular, by applying Lemmata 3.2, 3.4 (where \( n \) is replaced by \( 1 - n\epsilon - \delta \)), one gets

\[ \Phi_n(U)^{-1} \partial_t \Phi_n(U) = \partial_t + OB_S(1 - n\epsilon - \delta) + S(N), \]

\[ \Phi_n(U)^{-1}iOp^{bw}(\Lambda) \Phi_n(U) = iOp^{bw}(\Lambda + \{\Lambda, g_n\}) + OB_S(3 - 2n\epsilon - 3\delta) + S(N), \]

\[ \Phi_n(U)^{-1}iOp^{bw}(z_n) \Phi_n(U) = iOp^{bw}(z_n) + OB_S(2 - n\epsilon - 2\delta) + S(N), \]

\[ \Phi_n(U)^{-1}iOp^{bw}(a_n) \Phi_n(U) = iOp^{bw}((a_n) + a_n^{(nr)} + a_n^{(res)}) + OB_S(2 - 2n\epsilon - 2\delta) + S(N), \]

\[ \Phi_n(U)^{-1}\mathcal{R}_n(U) \Phi_n(U) = S(N). \]

By the definition of \( \epsilon \) given in (4.22), one obtains that

\[ 1 - n\epsilon - \delta, 3 - 2n\epsilon - 3\delta, 2 - n\epsilon - 2\delta, 2 - 2n\epsilon - 2\delta \leq 1 - (n + 1)\epsilon \]

and using that \( g_n \) solves the equation (4.25), one obtains that \( P_n^{(1)}(U) \) has the form (4.23) with \( n \rightsquigarrow n + 1 \), for some \( \mathcal{R}_{n+1}(U) \in S(N) \) and

\[ Z_{n+1}(U) := iOp^{bw} \begin{pmatrix} z_{n+1}(U; x, \xi) & 0 \\ 0 & -z_{n+1}(U; x, -\xi) \end{pmatrix}, \]

\[ z_{n+1} \in \Sigma^1, \quad z_{n+1} := z_n + (a_n) + a_n^{(res)}, \]

\[ A_{n+1}(U) := iOp^{bw} \begin{pmatrix} a_{n+1}(U; x, \xi) & 0 \\ 0 & -a_{n+1}(U; x, -\xi) \end{pmatrix}, \quad a_{n+1} \in \Sigma^{1-(n+1)\epsilon}. \]
Since $\Phi_n(U)$ is a linear symplectic map, the paradifferential operator $\mathcal{P}_{n+1}(U)$ is Hamiltonian, hence $z_{n+1}$ and $a_{n+1}$ are real symbols. Furthermore, $z_{n+1}$ is a symbol in normal form, since $z_n$ is in normal form by the induction hypothesis and $(a_n), (a_n^{(\text{res})})$ are in normal form by their definition. The claimed induction statement has then been proved. ☐

5. The Birkhoff normal form step

By Propositions 4.2, 4.4, one has that $U$ solves the equation (4.2) if and only if $U := \Phi^{(1)}(U)\Phi^{(2)}(U)W$ solves

$$\mathcal{P}^{(3)}(U)[W] = 0, \quad \mathcal{P}^{(3)}(U) := \partial_t + iEOp^{bw}(\Lambda(\xi))W + Z(U) + Q(U)$$

where $Q \in S(N)$ and $Z(U)$ is the normal form operator provided in Proposition 4.4. We now perform a step of Birkhoff normal in order to remove the quadratic terms from $Q(U)W$. Since $Q \in S(N)$, then

$$Q = Q_l + Q_q, \quad Q_l \in OS_1(N), \quad Q_q \in S_2(N). \quad (5.1)$$

We fix the number of regularization step $N$ as

$$N := \tau + 3, \quad (5.2)$$

where $\tau$ is the loss of derivatives in the small divisors estimate of Lemma A.1. We prove the following.

**Proposition 5.1.** Let $\mathcal{G} \in (0, +\infty)$ be the full Lebesgue measure set given by Lemma A.1. Then for any $m \in \mathcal{G}$ the following holds. Then there exists $\rho \equiv \rho(\tau) \gg 0$ large enough such that if (4.1) is fulfilled, then the following holds. There exists a linear and invertible transformation $\Phi^{(3)}(U) : H^s \to H^s$ such that

$$\mathcal{P}^{(4)}(U) := \Phi^{(3)}(U)^{-1}\mathcal{P}^{(3)}(U)\Phi^{(3)}(U) = \partial_t + iEOp^{bw}(\Lambda(\xi)) + Z(U) + R^{(4)}(U) \quad (5.3)$$

where $Z(U)$ is given in Proposition 4.4 and $R^{(4)}(U)W$ is cubic and one-smoothing remainder, namely it satisfies, for any $s \geq \rho$, $W \in H^s$, the estimate

$$\|R^{(4)}(U)W\|_{s+1} \lesssim_s \|U\|_\rho^2 \|W\|_s. \quad (5.4)$$

Moreover, for any $s \geq \rho$, one has

$$\|\Phi^{(3)}(U)\|_{L(H^s)} \leq 1 + C(s)\|u\|_\rho. \quad (5.5)$$

**Proof.** We look for a smoothing operator $\mathcal{F} \in OS_1(3)$ and we consider the flow map $\Phi^\tau_{\mathcal{F}}(U)$. We then set $\Phi^{(3)}(U) := \Phi^\tau_{\mathcal{F}}(U)$. By applying Lemma 3.7, one gets that
\[
\Phi^{(3)}(U)^{-1} \circ \Phi^{(3)}(U) = \partial_t - \mathcal{F}(iE \text{Op}^{bw}(\Lambda)U) + S_2(3)
\]
\[
\Phi^{(3)}(U)^{-1} iE \text{Op}^{bw}(\Lambda) \Phi^{(3)}(U) = iE \text{Op}^{bw}(\Lambda) + [iE \text{Op}^{bw}(\Lambda), \mathcal{F}(U)] + S_2(1)
\]
\[
\Phi^{(3)}(U)^{-1} \mathcal{Z}(U) \Phi^{(3)}(U) = \mathcal{Z}(U) + S_2(2)
\]
\[
\Phi^{(3)}(U)^{-1} \mathcal{Q}(U) \Phi^{(3)}(U) = \mathcal{Q}(U) + S_2(3).
\]
(5.5)

By applying Lemma 3.9, since \( \mathcal{Q}_l \in OS_1(\tau + 3) \), then there exists \( F \in OS_1(3) \) which solves

\[
-F(iE \text{Op}^{bw}(\Lambda)U) + [iE \text{Op}^{bw}(\Lambda), F(U)] + \mathcal{Q}_l(U) = 0.
\]
(5.6)

Then (5.5), (5.6) imply that \( P^{(4)}(U) := \Phi^{(3)}(U)^{-1} \mathcal{P}^{(4)}(U) \Phi^{(3)}(U) \) has the form (5.3), with \( R^{(4)} \in S_2(1) \) and hence satisfying the claimed estimate (5.4).

6. Energy estimates and proof of Theorem 1.1 concluded

In this section we conclude the proof of the main result of the paper, namely Theorem 1.1. The main point is to provide an energy estimate for the reduced equation.

\[
\partial_t W + iE \text{Op}^{bw}(\Lambda(\xi))W + \mathcal{Z}(U)W + R^{(4)}(U)W = 0.
\]
(6.1)

First of all, let us consider the linear flow associated to the normal form equation

\[
\partial_t W + iE \text{Op}^{bw}(\Lambda(\xi))W + \mathcal{Z}(U)W = 0,
\]
which, by (4.11), is equivalent to the scalar equation

\[
\partial_t w + i \text{Op}^{bw}(\Lambda(\xi) + z(U; x, \xi))w = 0,
\]
(6.2)

where \( z \) is a real symbol in normal form (see Definition 4.3). The following Lemma is proved in [6], Section 5.1.

**Lemma 6.1.** For any \( t, \tau \in [-T, T] \) (where \( T \) is the same as in (4.1)), the flow \( \mathcal{U}_z(\tau, t) \) associated to the equation (6.2) (with \( \mathcal{U}_z(\tau, \tau) = 1d \)) is well defined as a bounded linear operator \( H^s \rightarrow H^s \) and it satisfies

\[
\| \mathcal{U}_z(\tau, t)w_0 \|_s \lesssim \| w_0 \|_s, \quad \text{uniformly w.r. to } t, \tau \in [-T, T],
\]
(6.3)

for any \( w_0 \in H^s \).

**Proof.** The proof is exactly the same as the one made in [6], Section 5.1. Indeed the operator \( \text{Op}^{bw}(z) \) is the Weil quantization of the truncated symbol

\[
\sigma_z(U; x, \xi) = \sum_{k \in \mathbb{Z}^d} \eta_\epsilon(\frac{|k|}{\langle \xi \rangle}) \zeta(U; k, \xi)e^{ik \cdot x}.
\]
see (2.3). Since $\hat{\sigma}_z(U; k, \xi) = \eta_k \left( \frac{|k|}{|\xi|} \right) \hat{z}(U; k, \xi)$, one has that also $\sigma_z$ is a symbol in normal form according to the definition (4.3). Hence the arguments developed in [6] apply.

We then denote by

$$U_Z(\tau, t) := \begin{pmatrix} U_z(\tau, t) \\ 0 \\ 0 \end{pmatrix}.$$  

By Duhamel formula, solutions of (6.1) satisfy

$$W(t) = U_Z(0, t) W_0 - \int_0^t U_Z(\tau, t) R(U(\tau)) W(\tau) d\tau,$$

and recall that, by the ansatz on $U(t)$, we have $\|U(t)\|_\rho \lesssim \varepsilon$, $\forall t \in [-T, T]$, for $\rho \gg 0$ large enough and some $T > 0$. By the estimates (5.4), (6.3), one then has if $w_0 \in H^\rho$,

$$\|W(t)\|_\rho \lesssim \|w_0\|_\rho + \int_0^t \|U(\tau)\|_\rho^2 \|W(\tau)\|_\rho d\tau \lesssim \|w_0\|_\rho + \varepsilon^2 t \int_0^t \|W(\tau)\|_\rho d\tau.$$

By Gronwall inequality, one then gets that

$$\|W(t)\|_\rho \leq C(\rho) e^{C(\rho) \varepsilon^2 t} \|w_0\|_\rho, \quad \forall t \in [-T, T],$$

for some constant $C(\rho) \gg 0$ large enough. By Propositions 4.2, 4.4, 5.1 and

$$U(t) = \left( \Phi(1)(U(t)) \circ \Phi(2)(U(t)) \circ \Phi(3)(U(t)) \right) W(t),$$

one deduces that

$$\|U(t)\|_\rho \sim \|W(t)\|_\rho, \quad \forall t \in [-T, T]$$

and therefore,

$$\|U(t)\|_\rho \leq C_1(\rho) e^{C(\rho) \varepsilon^2 t} \|U_0\|_\rho, \quad \forall t \in [-T, T],$$

for some constant $C_1(\rho) \gg 0$ large enough. By a standard bootstrap argument, the latter estimate implies that $T = T_\rho = O(\varepsilon^{-2})$ and

$$\|U(t)\|_\rho \lesssim \|U_0\|_\rho, \quad \forall t \in [-T_\rho, T_\rho].$$

Clearly, by the smallness assumption on the initial datum $\|U_0\|_\rho \leq \varepsilon$, one then gets that $\|U(t)\|_\rho \lesssim \varepsilon$, for any $t \in [-T_\rho, T_\rho]$. This is the estimate (1.6) in Theorem 1.1.

We now perform a bootstrap argument in order to show that if $s \geq \rho$ and $U_0 \in H^s$ (see (2.4)) then
\( U \in C^0\left([-T_\rho, T_\rho], H^s\right) \) with \( \|U(t)\|_s \leq C_*(s)\|U_0\|_s \), \( \forall t \in [-T_\rho, T_\rho] \),

for some \( C_*(s) \gg 0 \) large enough.

The latter claim implies the estimate \((1.7)\). In order to prove the \((6.5)\) we argue by induction on \( s \geq \rho \). If \( s = \rho \), then the claimed statement is proved. Assume that the statement is true for some \( s > \rho \) and let us prove it for \( s + 1 \). Let \( U_0 \in H^{s+1} \). Then \( W_0 \in H^{s+1} \) and by the induction hypothesis \( U(t) \) and then \( W(t) \) is in \( C^0\left([T_\rho, T_\rho], H^s\right) \). By applying Lemma 6.1, using that the remainder \( R(U) \) in \((6.4)\) is one smoothing (see \((5.4)\)), one has that

\[
U_\mathcal{Z}(\tau, t)W_0 \in H^{s+1}, \quad \|U_\mathcal{Z}(\tau, t)W_0\|_{s+1} \lesssim_s \|W_0\|_{s+1}, \quad \forall \tau, t \in \mathbb{R},
\]

\[
W(\tau) \in H^s \implies \mathcal{R}(U(\tau))[W(\tau)] \in H^{s+1} \implies U_\mathcal{Z}(\tau, t)\mathcal{R}(U(\tau))[W(\tau)] \in H^{s+1},
\]

\[
\left\| \int_0^t U_\mathcal{Z}(\tau, t)\mathcal{R}(U(\tau))W(d\tau) \right\|_{s+1} \lesssim_s \varepsilon^2 \int_0^t \|W(\tau)\|_s d\tau .
\]

Therefore, \((6.4), (6.6)\) imply that

\[
W(t) \in H^{s+1}, \quad \|W(t)\|_{s+1} \lesssim_s \|W_0\|_{s+1} + \varepsilon^2 \int_0^t \|W(\tau)\|_s d\tau , \quad \forall t \in [-T_\rho, T_\rho] .
\]

Using that (by the boundedness of the normal form transformations)

\[
\|U(t)\|_{s+1} \sim_s \|W(t)\|_{s+1}, \quad \|U(t)\|_s \sim_s \|W(t)\|_s , \quad \|W_0\|_{s+1} \sim_s \|U_0\|_{s+1} , \quad \|W_0\|_s \sim_s \|U_0\|_s ,
\]

we note that \((6.7)\) implies

\[
U(t) \in H^{s+1}, \quad \|U(t)\|_{s+1} \leq K(s)\left(\|U_0\|_{s+1} + \varepsilon^2 \int_0^t \|U(\tau)\|_s d\tau \right) , \quad \forall t \in [-T_\rho, T_\rho] ,
\]

for some constant \( K(s) \gg 0 \) large enough. Hence, by the induction hypothesis \((6.5)\), the latter inequality implies that, for any \( t \in [-T_\rho, T_\rho] \),

\[
\|U(t)\|_{s+1} \leq K(s)\|U_0\|_{s+1} + K(s)C_*(s)T_\rho\varepsilon^2\|U_0\|_s \leq C_*(s + 1)\|U_0\|_{s+1}
\]

with \( C_*(s + 1) := K(s)(1 + C_*(s)) \) and using that \( T_\rho\varepsilon^{-2} \leq 1 \). The claimed statement \((6.5)\) has then been proved for \( s + 1 \). The proof of Theorem \(1.1\) is then concluded.

**Appendix A. Non-resonance conditions**

In this section we verify the non resonance conditions appearing in the Birkhoff normal form. We need to provide suitable lower bounds for the *three wave interactions*

\[
\phi^{\sigma, \sigma'}(\xi, k) := \Lambda(\xi + k) + \sigma \Lambda(\xi) + \sigma' \Lambda(k), \quad \xi, k \in \mathbb{Z}^d , \quad \sigma, \sigma' \in \{\pm\} ,
\]
where $\Lambda(\xi)$ is the symbol defined in (1.5), for “most” choices of the parameter $m \in (0, +\infty)$. This is the content of the following Lemma.

**Lemma A.1.** There exists a set $\mathcal{G} \subseteq (0, +\infty)$ of Lebesgue measure 1 such that for any $m \in \mathcal{G}$ there exist $\tau = \tau(d) \geq 0$ and $\gamma > 0$ such that, for all $\xi, k \in \mathbb{Z}^d$, $\sigma, \sigma' \in \{\pm\}$, one has

$$|\phi^{\sigma,\sigma'}(\xi, k)| \geq \frac{\gamma}{\langle \xi \rangle^\tau}.$$  \hfill (A.2)

The rest of the section is devoted to the proof of the lemma above. Let us denote by

$$\omega_g \in \mathbb{R}^{d^*}, \quad d^* := d(d-1)/2 + d,$$ \hfill (A.3)

the vector obtained by putting in a vector the matrix elements (upon the diagonal) of the matrix $G$ in (1.2), namely

$$\omega_g := (g_{11}, \ldots, g_{1d}, g_{22}, \ldots, g_{2d}, \ldots, g_{(d-1)(d-1)}, g_{(d-1)d}, g_{dd}).$$

Fix $\tau_* \geq d_*$. We define the set

$$\mathcal{G} := \left\{ m > 0 : \exists \gamma > 0 \text{ such that } |\omega_g \cdot \ell \pm m| \geq \frac{\gamma}{\langle \ell \rangle^{\tau_*}}, \quad \forall \ell \in \mathbb{Z}^{d_*} \right\}.$$ \hfill (A.4)

The following Lemma holds

**Lemma A.2.** The Lebesgue measure of $(0, +\infty) \setminus \mathcal{G}$ is equal to zero.

**Proof.** A direct calculation shows that

$$\mathcal{G}^c := (0, +\infty) \setminus \mathcal{G} = \bigcap_{\gamma > 0} \bigcup_{\ell \in \mathbb{Z}^d} \mathcal{R}_\ell(\gamma),$$

$$\mathcal{R}_\ell(\gamma) := \left\{ m > 0 : |\omega_g \cdot \ell \pm m| < \frac{\gamma}{\langle \ell \rangle^{\tau_*}} \right\}.$$  \hfill (A.3)

Clearly $|\mathcal{R}_\ell(\gamma)| \lesssim \gamma (\langle \ell \rangle)^{-\tau_*}$, implying that

$$|\bigcup_{\ell \in \mathbb{Z}^d} \mathcal{R}_\ell(\gamma)| \lesssim \sum_{\ell \in \mathbb{Z}^{d_*}} \gamma (\langle \ell \rangle)^{-\tau_*} \lesssim \gamma.$$  \hfill (A.5)

This implies that $|\mathcal{G}^c| = 0$. \hfill $\square$

**Proof of Lemma A.1.** Clearly, the function $\phi^{\sigma,\sigma'}(\xi, k)$ in (A.1) is very easy to estimate in the case $\sigma = \sigma' = +$. Indeed $G$ is positive definite and therefore

$$|\Lambda(\xi + k) + \Lambda(\xi) + \Lambda(k)| \geq 3m + |\xi + k|^2 + |\xi|^2 + |k|^2$$

which is bounded away from zero.

We now estimate from below $\phi^{\sigma,\sigma'}(\xi, k)$ in the cases $\sigma = -\sigma' = +$ or $\sigma = \sigma' = -$. Let $\xi, k \in \mathbb{Z}^d$. A direct calculation shows that
\[ \Lambda(\xi + k) - \Lambda(\xi) - \Lambda(k) = 2\langle G\xi, k \rangle - m = 2\left( \sum_{i=1}^{d} g_{ii} \xi_i k_i + \sum_{i=1}^{d-i} \sum_{j=1}^{i-1} g_{ij}(\xi_i k_j + \xi_j k_i) \right) - m. \]

By the diophantine condition (A.4), one then obtains that for some \( \gamma \in (0, 1) \),

\[ |\Lambda(\xi + k) - \Lambda(\xi) - \Lambda(k)| \geq \frac{\gamma}{f(k, \xi)^{\tau_*}} \quad \text{where} \]

\[ f(k, \xi) := 1 + 2 \sum_{i=1}^{d} |\xi_i k_i| + 2 \sum_{i=1}^{d-i} \sum_{j=1}^{i-1} |\xi_i k_j + \xi_j k_i|. \quad \text{(A.5)} \]

We note that

\[ |f(k, \xi)| \lesssim 1 + \sum_{i=1}^{d} |\xi_i||k_i| + \sum_{i,j=1}^{d} |\xi_i||k_j| \leq c(d)|\xi||k| \]

for some constant \( c(d) \geq 1 \). Hence

\[ |\Lambda(\xi + k) - \Lambda(\xi) - \Lambda(k)| \geq \frac{\gamma_1}{\langle \xi \rangle \langle k \rangle^{\tau_*}} \quad \text{for some} \quad \gamma_1 \ll \gamma. \]

Similarly, one computes for any \( \xi, k \in \mathbb{Z}^d \),

\[ \Lambda(\xi + k) + \Lambda(\xi) - \Lambda(k) = 2\|\xi\|_g^2 + 2\langle G\xi, k \rangle + m \]

\[ = 2\langle G\xi, \xi + k \rangle + m \]

\[ = 2\left( \sum_{i=1}^{d} g_{ii} \xi_i (\xi + k)_i + \sum_{i=1}^{d-i} \sum_{j=1}^{i-1} g_{ij}(\xi_i (\xi + k)_j + \xi_j (\xi + k)_i) \right) + m. \]

Hence, using again the diophantine condition (A.4) and recalling the definition of \( f \) in (A.5), one obtains that

\[ |\Lambda(\xi + k) + \Lambda(\xi) - \Lambda(k)| \geq \frac{\gamma}{f(\xi + k, \xi)^{\tau_*}}. \]

Moreover

\[ f(\xi + k, \xi) \lesssim 1 + \sum_{i=1}^{d} |\xi_i||\xi_i + k_i| + \sum_{i,j=1}^{d} |\xi_i||\xi_j + k_j| \]

\[ \lesssim 1 + \sum_{i,j=1}^{d} |\xi_i||\xi_j| + \sum_{i,j=1}^{d} |\xi_i||k_j| \leq c(d)(\langle \xi \rangle \langle k \rangle + \langle \xi \rangle^2) \]

for some constant \( c(d) \geq 1 \). This implies that
\[ |\Lambda(\xi + k) + \Lambda(\xi) - \Lambda(k)| \geq \frac{\gamma_1}{\langle \xi \rangle^{2\tau_c} \langle k \rangle^{\tau_c}}, \]

and hence Lemma A.1 follows. \(\square\)
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