A mesoscopic model for microscale hydrodynamics and interfacial phenomena: Slip, films, and contact angle hysteresis.
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We present a model based on the lattice Boltzmann equation that is suitable for the simulation of dynamic wetting. The model is capable of exhibiting fundamental interfacial phenomena such as weak adsorption of fluid on the solid substrate and the presence of a thin surface film within which a disjoining pressure acts. Dynamics in this surface film, tightly coupled with hydrodynamics in the fluid bulk, determine macroscopic properties of primary interest: the hydrodynamic slip; the equilibrium contact angle; and the static and dynamic hysteresis of the contact angles. The pseudo-potentials employed for fluid-solid interactions are composed of a repulsive core and an attractive tail that can be independently adjusted. This enables effective modification of the functional form of the disjoining pressure so that one can vary the static and dynamic hysteresis on surfaces that exhibit the same equilibrium contact angle. The modeled solid-fluid interface is diffuse, represented by a wall probability function which ultimately controls the momentum exchange between solid and fluid phases. This approach allows us to effectively vary the slip length for a given wettability (i.e. the static contact angle) of the solid substrate.

PACS numbers: 47.85.-g; 47.55.-t; 68.08.Bc

I. INTRODUCTION

Dynamic wetting encompasses a class of interfacial phenomena relevant to technical applications in strategic areas ranging from materials science to energy research. Critical applications such as coating, self-assembly, and microfluidic handling have motivated extensive efforts toward developing models for the dynamic wetting of solid surfaces. Nonetheless, physical understanding and successful mathematical modeling of these phenomena still requires significant developments [1,2]. A comprehensive description of dynamic wetting must account for the coupling between molecular and hydrodynamic interactions taking place on length and time scales that extend over several orders of magnitude.

Classical continuum-level descriptions rely on the Navier-Stokes equations for the mathematical modeling of hydrodynamics, while microscopic interactions need to be coarse grained in order to render hydrodynamic boundary conditions at fluid-solid or fluid-fluid interfaces. In order to model the physical coupling between microscopic interactions and hydrodynamics, boundary conditions for the wall velocity and the static/dynamic contact angles commonly take the form of algebraic equations [3] or even partial differential equations [4]. From a mathematical viewpoint, these boundary conditions are not just input parameter values, but rather involve additional model equations. Furthermore, the set of hydrodynamic equations must usually be supplemented with equations of state (EOS) and other constitutive relations that can make a continuum-level description cumbersome.

This type of classical continuum description, although widely employed, suffers from several limitations in dealing with nontrivial microscopic effects. In particular, the sharp-interface limit leads to well-known mathematical singularities and paradoxes: e.g. logarithmic stress singularities, the moving contact line paradox [5,6]. Such unphysical artifacts are readily removed [6] by considering that fluid-fluid and fluid-solid interfaces are actually “diffuse” and thus have a finite thickness, determined by thermal diffusion and the range of action of molecular forces. The interface thickness can be considered as a cutoff length [3], or characteristic microscopic scale of the physical system, below which the classical continuum
model with a sharp interface is not valid.

A fundamental phenomenon observed at the microscopic scales is the presence of thin interfacial films (e.g. precursor films on hydrophilic surfaces [3]) within which dispersion forces (e.g. London–van der Waals forces) become significant. The mass and momentum fluxes through these interfacial films can produce non-trivial effects on the hydrodynamic behavior (e.g. effective slip velocity [1, 4, 8]) and the equilibrium conditions prevailing in the fluid bulk [3]. It becomes therefore necessary to refine the level of modeling within the interfacial films in order to model dynamic wetting phenomena in many systems of practical interest (e.g. micro/nanoflows, colloids).

In this work, we propose a so-called “mesoscopic” model [10, 12] embodying an augmented description of the solid-fluid interface. Such a mesoscopic approach, based on the single-particle distribution, is convenient for modeling the net effects of microscopic interaction forces on the dynamics of macroscopic quantities (e.g. mass density, thermodynamic pressure, and fluid momenta). This strategy can be realized by using mean-field interaction potentials, or pseudo-potentials, that are scalar functions of macroscopic quantities (e.g. mass density). Similarly to effective interaction potentials used in different forms of DLVO theory [7, 9], pseudo-potentials are scaled by interaction parameters (e.g. attraction/repulsion Hamaker constants). These interaction parameters determine an interfacial force per unit area, or disjoining pressure [6, 13, 14], that can have both repulsive and attractive components varying as a function of the distance from the interface. The disjoining pressure near the solid-fluid interface ultimately determines the contact angle at the apparent three-phase contact line [9, 14]. Hence, the set of attraction/repulsion parameters employed determines implicitly the wetting properties of the solid. Moreover, the attractive-repulsive character of the modeled interactions can lead to multiple local minima and maxima in the disjoining pressure. These physical features give rise to nontrivial effects, such as the static hysteresis of the apparent contact angle on a (macroscopically) smooth surface [3].

This article is structured as follows. In Sec. II we formulate our mesoscopic model motivated by the physical insights presented above; the current implementation of this model is based on the numerical solution of a lattice Boltzmann (LB) equation. A fundamental difference with previous LB models lies in the augmented treatment of the solid-fluid interface by means of a wall probability function and a pseudo-potential for solid-fluid interactions having two adjustable parameters that control the magnitude of attractive and repulsive interfacial forces. The two-parameter model allows us to simulate surfaces that exhibit the same static properties, i.e. same static contact angles, yet different dynamic behavior, i.e. different static or dynamic contact angle hystereses. In Sec. III we report numerical results for pressure-driven flows of a volatile fluid. We focus on the static contact angles of sessile droplets and advancing/receding contact angles of droplets under pressure-driven flow. The results reveal that the proposed model reproduces key features of real solid surfaces. In Sec. IV we conclude with a summary of the key results and outline potential directions for the presented approach.

II. A MESOSCOPIC MODEL FOR HYDRODYNAMICS AND INTERFACIAL PHENOMENA

The model we propose is based on the Boltzmann–BGK equation for a single-component fluid [10, 12]

$$\frac{\partial f}{\partial t} + v \cdot \nabla f = -\frac{f - f^eq}{\tau} + \frac{\delta f}{\delta t}. \quad (1)$$

Here $f \equiv f(x, v, t)$ is the single-particle probability distribution at position coordinate $x$ and velocity coordinate $v$ at a time instance $t$. The term $\delta f/\delta t$ on the right-hand side of Eq. (1) accounts for the action of both external and internal forces. The single relaxation time $\tau$ is a model parameter that determines the kinematic viscosity, the mobility, and other transport coefficients. The equilibrium distribution function is a Maxwell-Boltzmann distribution

$$f^eq(x, v, t) = \frac{\rho}{(2\pi\theta)^{\frac{D}{2}}} \exp \left[ -\frac{(v - \mu)^2}{2\theta} \right], \quad (2)$$

where $D$ is the velocity space dimensionality, $\rho$ is the local mass density, and $\mu$ is the fluid velocity. The distribution variance $\theta = k_B T/m$ is determined by the specific thermal energy ($T$: fluid temperature, $k_B$: Boltzmann constant, $m$: molecular mass) and defines the characteristic scale of diffusive processes. For the studied single-component system we adopt a unit molecular mass, $m = 1$, without loss of generality. The LB model in this work is valid for isothermal flows ($T=$const.) where a classical hydrodynamic description involves the three leading moments of the distribution function:

$$M^{(0)}(x, t) = \int f(x, v, t) dv = \rho; \quad (3)$$

$$M^{(1)}(x, t) = \int f(x, v, t)v dv = \rho \mu; \quad (4)$$

$$M^{(2)}(x, t) = \int f(x, v, t)vvdv = \rho \mu \mu + \sigma. \quad (5)$$

The second-order moment, $M^{(2)}$, is the momentum flux tensor given by the sum of the macroscopic momentum flux, $\rho \mu \mu$, and the stress tensor, $\sigma$; in a closed-form description, $\sigma$ is a functional of mass density and fluid velocity. A comparable level of hydrodynamic description is attained with a second-order LB method [11, 15] where
The quadrature rule must fulfill a certain condition.

| Velocity abscissas | Corresponding weights |
|-------------------|-----------------------|
| (±1,0),(0, ±1)    | 1 4 1/12               |
| (±1, ±1)          | 2 8 2/27               |
| (±2,0),(±2, 0)    | 9 12 7/360             |
| (±2, ±2)          | 13 16 1/432            |
| (±3,0),(0, ±3)    | 17 20 1/1620           |
| (0,0)             | 21 91/324              |

\[ \theta = \frac{2}{3} \sum_{i=1}^{21} w_i v_i^2 = \frac{2}{3} \]

TABLE I. Lattice D2Q21. Velocity abscissas (in lattice units) and Gauss-Hermite weights.

The distribution function \( f \) is a truncated Hermite expansion

\[
f(x, v, t) = f^M(v)M^{(0)} + \frac{1}{2!}M^{(1)} : v + \frac{1}{2\pi\theta}(M^{(2)} - M^{(0)}\theta I) : (v v - \theta I).
\]

Here \( f^M = (2\pi\theta)^{-D/2} \exp(-v^2/2\theta) \) is a Gaussian weight and \( I \) is the unit tensor. High-order moments \( (M^{(n)}; n > 2) \) are readily evaluated in terms of the three leading order moments \( (M^{(n)}; n = 0, 2) \) by using Eq. 6. A projection step \[11,15\] needs to be included in the LB algorithm in order to enforce the functional form in Eq. 6.

A. Lattice Implementation

The numerical algorithm evolves a finite set of distributions \( f_i(x, t) = f(x, v_i, t) \) \( (i = 1, Q) \). The lattice velocities \( (v_i; i = 1, Q) \) are defined by a Gauss-Hermite quadrature rule \[11\]. The quadrature rule must fulfill a fourth-order algebraic degree of precision \( (d \geq 4) \) to accurately approximate the isothermal flow solution in the continuum limit. In the presence of large density gradients that can develop at an interface, a high-order rotational symmetry is highly desirable after discretization of velocity space. Such symmetry is critical to effectively retain the isotropy of high-order spatial derivatives required for the discrete approximation of interaction forces \[16\]. For the current implementation we adopt a D2Q21 lattice \((D = 2 \text{ and states } Q = 21)\) \[11\], abscissas and corresponding weights are reported in Tab. I

The D2Q21 lattice velocities are the integration points of a quadrature rule having seventh-order algebraic precision and satisfy moment isotropy up to the sixth-order \[11\]. This lattice retains isotropy of the fifth-order spatial derivatives in the discrete gradient operator \( (Eqs. 7-8) \) \[10\]. Thus, the D2Q21 lattice has comparatively better performance over low order lattices \( (e.g. \ D2Q9, \ D3Q17) \) in terms of reducing spurious currents and other numerical artifacts. The main disadvantage of using a high order lattice is that numerical simulation of even simple geometries can become computationally intensive. A lattice cell \( (\text{shown in Fig. 1}) \) extends over six nodes; i.e. each node propagates information up to three lattice sites away in one time step. With the implementation in this work, properly resolving an interface or effectively rendering a boundary condition requires a minimum resolution of one lattice cell \( (i.e. \ six \ nodes) \). For simulating nano- or microscale flows the computational cost of the present approach remains affordable by current computational resources \[17\] and relatively low when compared to molecular dynamics simulations. Among other advantages of the proposed approach, the LB algorithm is particularly suitable for massive parallelization and/or acceleration using graphic processing units (GPUs) \[18\].

B. Non-ideal fluid behavior and interfacial phenomena

The mesoscopic description based on Eq. 1 employs the BGK ansatz to model the macroscopic effect of short-range fluid-fluid interactions. All other interaction forces, responsible for non-ideal fluid behavior \( (e.g. \ non-ideal \ equation \ of \ state, \ phase \ separation) \) and interfacial phenomena \( (e.g. \ surface \ tension, \ disjoining \ pressure, \ partial \ wetting) \) are modeled by an approximation of the actual force term \( \delta f/\delta t = -m^{-1} g \cdot \delta f/\delta v \) in the kinetic transport equation; \( g \) is a body force that may also include external fields. Among different possible approximations for \( \delta f/\delta t \) \[11,12\] we adopted the exact difference method introduced in \[19\] because of its optimal numerical stability \[20\]. Hence, the force term in Eq. 1 is \( \delta f/\delta t = f^{eq}(\rho, u^*) - f^{eq}(\rho, u) \) where the equilibrium distribution is computed using a “shifted” velocity \( u^* = u + g\Delta t \).

For the class of LB models we employ \[11,12\], the volumetric body force \( \rho g = \psi(x, t) \nabla \int w(|r|)\psi(x + r, t)dr \) is determined by a spatial convolution of the pseudo-potentials \( \psi \) with the Gaussian kernel \( w(|r|) = (2\pi\kappa\theta)^{-2/3} \exp(-|r|^2/2\kappa\theta) \). The characteristic length

FIG. 1. D2Q21 lattice cell. This lattice satisfies sixth-order moment isotropy. Discrete gradient operators implemented on D2Q21 lattices retain isotropy up to the fifth-order spatial derivatives.
where the pressure $p$ and studied temperature $\theta$ (EOS). In this work, we model a volatile fluid that can be properly treated. The pseudo-potential employed for Fluid-Solid interactions has the general form

$$\psi_{FS}(x, t) = G_R\psi_R(x) + G_A\psi_A(x).$$

Fluid-Solid interactions. The solid phase is treated on a similar footing with the liquid phase. The proper choice of $\psi_{FS}$ can effectively model a disjoining pressure acting within a surface film of finite thickness. The pseudo-potential employed for Fluid-Solid interactions has the general form

$$\psi_{FS}(x, t) = G_R\psi_R(x) + G_A\psi_A(x).$$

A procedure to determine the repulsive, $\psi_R$, and attractive potentials, $\psi_A$, for arbitrary surface geometries is described in the Appendix. Once the pseudo-potentials are properly defined, the static contact angle $\theta_s$ is modified by adjusting the attraction parameters $G_R$ and $G_A$. In analogy with DLVO theory, the modeled Fluid-Solid interactions have a repulsive component $G_R\psi_R$ (e.g. attributed to double-layer repulsion) and an attractive component $G_A\psi_A$ (e.g. due to London–van der Waals forces). The fundamental feature modeled in Eq. (11) is that the resulting surface forces reverse direction as the solid is approached. The term in Eq. (8) that models short-range interactions (i.e. elastic collisions, Pauli repulsion),

$$\Delta F_S(x, t) = \rho(x, t)\phi_S(x)\Delta u_{wall}(x, t),$$

produces a velocity shift $\Delta u_{wall} = U_{wall} - u - F_{FF}\Delta t$ in the fluid adjacent to the solid. The total momentum exchange between fluid and solid dynamically determines the hydrodynamic slip. In Eq. (12) we consider that the solid surface can present a microscopic scale roughness that results in a diffuse fluid-solid interface for the present mesoscopic description. Hence, the wall probability function $\phi_S(x)$ takes finite values $0 < \phi_S < 1$ within the interfacial region where thin surface films develop. While $\phi_S = 1$ inside the solid bulk, the collision probability vanishes ($\phi_S = 0$) at a certain distance from the solid bulk. In practice, the spatial variation of $\phi_S$ allows us to model the influence of microscale roughness on the effective slip $\Delta u_{wall}$. Once the wall function $\phi_S$ is defined (e.g. using the procedure in the Appendix), the exponent $\epsilon \geq 1$ in Eq. (12) provides a means of incorporating different levels of microscale roughness via “fine” adjustments to the interface sharpness.

III. NUMERICAL RESULTS

In this section, we present numerical results that demonstrate the capabilities of the method formulated in Sec. II and we discuss briefly the most relevant observations. All simulations are performed employing small values of the relaxation time $\tau = 1.0–1.5$; within this range the reported results present no significant dependence on $\tau$. The only EOS employed and the corresponding equilibrium conditions are described in Sec. II. The functions $\phi_S, \psi_R$, and $\psi_A$ that determine the solid location and all Fluid-Solid interactions are evaluated at initialization (i.e. before the actual dynamic simulation) using the numerical procedure described in the Appendix.
where short-range (fluid-solid) interactions are dominant; (II) interfacial boundary layer (0.5 ≤ ϕw ≤ 0.01) where surface forces are significant; (III) hydrodynamic region or fluid bulk (ϕw < 0.01) where surface forces become negligible.

The wall functions employed for the present simulations are reported in Fig. 2. We present in Fig. 3 the Fluid-Solid potential ψFS and the volumetric force gw, for interaction parameters within the range employed in simulations: GR = 1.33; GA = 0.2, 0.5, and 0.9. The lines in the plots are interpolation curves fitting the computed node values [see Appendix]. The y-axis is in the direction normal to a wall (y coordinates are indicated in lattice units). The hydrodynamic region (I) begins at yw = 8.5 where ϕw(yw) = 0.01 (the opposite boundary is located at yw = Ly − 7.5). The normal component gw (given in lattice units) gives rise to a disjoining pressure Π = −ρgw that dominates within the interfacial region (II).

A. Pressure-Driven Flow in capillaries

Before studying problems that involve contact lines, we simulate pressure-driven flow of a volatile liquid (ρL = 1.0) in a two-dimensional channel of dimensions Lx × Ly = 10 × 74 with periodic boundary conditions in the x-direction. A small pressure difference Δp = dpLx is applied in the x-direction via a small body force dpx = 4.0 × 10−5/ρ, while we vary the interaction parameters that control surface wettability. In order to model the effects of varying the microscopic-scale roughness we adjust the exponent of the wall probability function ϕw; this exponent effectively adjusts the momentum exchange due to short-range repulsive interactions within the interfacial region (II) where long-range surface forces are active.

The results in Figs. 4–5 report mass density and fluid momentum profiles for three sets of interaction parameters (GR = 1.33, GA = 0.2, 0.5, 0.9). We compare two values of the wall function exponent: ε = 1.0 to model a “rough” surface where microscopic roughness and long-range interactions have the same characteristic length; and ε = 1.3 to model a “smooth” surface where the microscopic roughness is smaller than the range of action of long-range surface forces. The density profile in Figs. 4 shows an interfacial film that develops between the hydrodynamic region and the solid substrate.
FIG. 4. Pressure-driven flow on a microscopically “rough” surface ($\epsilon = 1.0$) for different surface wettability conditions ($G_R = 1.33$, $G_A = 0.2$, 0.5, and 0.9). The (red) solid line indicates the analytical solution of incompressible Poiseuille flow, which is valid within the hydrodynamic region (III), for $\Delta p = 4.0 \times 10^{-4}$ and using a no-slip boundary condition $u(y_w) = 0$. A surface film of varying density develops within the interfacial region (II).

FIG. 5. Pressure-driven flow on a microscopically “smooth” surface ($\epsilon = 1.3$) for different surface wettability conditions ($G_R = 1.33$, $G_A = 0.2$, 0.5, and 0.9). The (red) solid line indicates the analytical solution of incompressible Poiseuille flow, which is valid within the hydrodynamic region (III), for $\Delta p = 4.0 \times 10^{-4}$ and using a no-slip boundary condition $u(y_w) = 0$.

ψFF, pseudo-potentials. It follows that the modeled physico-chemical properties of the fluid and solid phases determine the hydrodynamic slip. The amount of hydrodynamic slip is determined by comparing against the analytical solution of incompressible Poiseuille flow with no-slip velocity applied at $y_w$. In agreement with molecular dynamic simulations of similar pressure-driven flows 8, the amount of effective slip is rather independent of the studied flow conditions. As seen in Figs. 4–5 there is no clear correlation between the hydrodynamic slip and the surface wettability, determined by the attraction parameter ($G_A = 0.2$–0.9) when the repulsion parameter is fixed ($G_R = 1.33$). The scale of the (modeled) micro-
roughness, controlled by $\epsilon$, has significant effects on the hydrodynamic slip. A microscopically “rough” surface ($\epsilon = 1.0$) presents no effective slip [Fig. 4], regardless of its wettability, while a “smooth” surface exhibits significant slip [Fig. 5] even for hydrophilic conditions produced by a high attraction parameter ($G_A = 0.9$). We remark that these qualitative physical features modeled with the present approach are reported in a large number of experimental studies [1].

B. Static wetting and equilibrium contact angle

We simulate a two-dimensional drop on a flat surface in order to quantify the surface wettability when varying the surface interaction potentials through the parameters $G_R$ and $G_A$. The simulation domain size is $L_x \times L_y = 650 \times 150$ lattice units and the drop volume per unit width is $V_d = \pi R_0^2$; the results present no significant dependence on the droplet volumes employed ($R_0 = 30-80$) within the studied range of contact angles $20^\circ \leq \theta_V \leq 160^\circ$. The equilibrium contact angle is determined by numerically fitting a circle of radius $R$ [see Figs. 6–7] to the vapor-liquid interface which is defined by the contour line for $\rho = (\rho_L + \rho_V)/2$. The circle fitting by least squares is confined to the hydrodynamic region ($\partial \phi > 0.01$), above the interfacial film, where surface forces are negligible and constant curvature of the droplet is to be expected [2]. The reported equilibrium contact angle $\theta_V = \arccos(1 - h/R)$ is evaluated using the circle radius $R$ and droplet height $h$ (i.e. distance between the apex and the bottom liquid-vapor interface) [see Figs. 6–7]. The apparent contact angle, which we do not report in this work, should be measured above the interfacial surface film where $y = y_w$.

The density field reported in Figs. 6–7 exhibits fundamental physical features observed in previous work accounting for the presence of van der Waals forces [see 6, 9, 13, 14]. The most relevant feature observed in our simulations is the development of interfacial films between the sessile droplet and the solid substrate; in Fig. 7 we identify the overlapping boundary regions analytically studied in [9]. As expected, interfacial forces adjusted via $G_A$ and $G_R$ determine the position of the vapor-liquid interface ($\rho = 0.55$), at which mechanical equilibrium is attained, as well as the equilibrium contact angle. The equilibrium contact angle is reported in Fig. 5 as a function of the attraction parameter $G_A$ for three different values of the repulsive parameter $G_R$ and the modeled micro-roughness effects studied in Sec. III A. Employing the augmented Young-Laplace equation [2, 9, 14] the equilibrium contact angle is determined by

\[
\cos \theta_V = 1 + \frac{1}{\gamma} \int_0^\infty \Pi(y)dy = \frac{1}{\gamma} \left[ E_0(G_R) + k_A G_A \right] + \mathcal{O}(G_A^2)
\]

after adopting a linear approximation for the surface energy of the interfacial film where a disjoining pressure is active. All cases correspond to $G_R = 1.33$ and $R_0 = 50$. (a) $G_A = 0.0$, $\theta_V = 150^\circ$. (b) $G_A = 0.2$, $\theta_V = 112^\circ$. (c) $G_A = 0.5$, $\theta_V = 58.7^\circ$. (d) $G_A = 0.7$, $\theta_V = 36.7^\circ$. 

FIG. 6. Sessile circular droplet at equilibrium. The equilibrium contact angle $\theta_V = \arccos(1 - h/R)$ is computed via circle fitting (solid black line); $R$ is the circle radius, and $h$ indicates the droplet height (measured from the outer boundary of the simulation domain). Contour lines (solid) for the fluid density, $\rho = 0.01, 0.1, 0.55$, indicate a gradual growth of the interfacial film thickness as the attraction parameter $G_A$ increases. Contour lines (dashed) for the solid probability function, $\rho_s = 0.1, 0.5$, contain the interfacial region where a disjoining pressure is active. All cases correspond to $G_R = 1.33$ and $R_0 = 50$. (a) $G_A = 0.0$, $\theta_V = 150^\circ$. (b) $G_A = 0.2$, $\theta_V = 112^\circ$. (c) $G_A = 0.5$, $\theta_V = 58.7^\circ$. (d) $G_A = 0.7$, $\theta_V = 36.7^\circ$. 

FIG. 6. Sessile circular droplet at equilibrium. The equilibrium contact angle $\theta_V = \arccos(1 - h/R)$ is computed via circle fitting (solid black line); $R$ is the circle radius, and $h$ indicates the droplet height (measured from the outer boundary of the simulation domain). Contour lines (solid) for the fluid density, $\rho = 0.01, 0.1, 0.55$, indicate a gradual growth of the interfacial film thickness as the attraction parameter $G_A$ increases. Contour lines (dashed) for the solid probability function, $\rho_s = 0.1, 0.5$, contain the interfacial region where a disjoining pressure is active. All cases correspond to $G_R = 1.33$ and $R_0 = 50$. (a) $G_A = 0.0$, $\theta_V = 150^\circ$. (b) $G_A = 0.2$, $\theta_V = 112^\circ$. (c) $G_A = 0.5$, $\theta_V = 58.7^\circ$. (d) $G_A = 0.7$, $\theta_V = 36.7^\circ$. 

FIG. 6. Sessile circular droplet at equilibrium. The equilibrium contact angle $\theta_V = \arccos(1 - h/R)$ is computed via circle fitting (solid black line); $R$ is the circle radius, and $h$ indicates the droplet height (measured from the outer boundary of the simulation domain). Contour lines (solid) for the fluid density, $\rho = 0.01, 0.1, 0.55$, indicate a gradual growth of the interfacial film thickness as the attraction parameter $G_A$ increases. Contour lines (dashed) for the solid probability function, $\rho_s = 0.1, 0.5$, contain the interfacial region where a disjoining pressure is active. All cases correspond to $G_R = 1.33$ and $R_0 = 50$. (a) $G_A = 0.0$, $\theta_V = 150^\circ$. (b) $G_A = 0.2$, $\theta_V = 112^\circ$. (c) $G_A = 0.5$, $\theta_V = 58.7^\circ$. (d) $G_A = 0.7$, $\theta_V = 36.7^\circ$.
FIG. 7. Sessile circular droplet on a hydrophilic surface. Circle fitting and contour line description is as in Fig. 6 for $G_R = 1.33$ and $R_0 = 50$. (a) Top panel: $G_A = 0.8$, $\theta_Y = 30.9^\circ$; bottom panel: $G_A = 0.9$, $\theta_Y = 24.0^\circ$. (b) Density field in the vicinity of the (apparent) three-phase contact line [see [9]]. I: Solid bulk, where a small vapor fraction ($\rho < 0.001$) is adsorbed; II-1: interfacial film at the liquid-solid interface; II-2: overlap region between liquid-vapor and liquid-solid interfaces; II-3: thin interfacial film at the vapor-solid interface. III: liquid bulk. IV: liquid-vapor interfacial region. Interfacial forces (e.g. disjoining pressure) in regions II-(1–3) are determined by both interaction pseudo-potentials $\psi_{FS}$ and $\psi_{FF}$.

Energy difference “excess” $\Delta E = E_0(G_R) + k_A G_A$. The linear approximation in Eq. [13] fits the numerical data in Fig. 5(a–b) for moderate-to-large values of the contact angle.

Similar behavior of the contact angle variation with the surface energy excess, and an apparent saturation of the minimum contact angle attained, has been reported by an alternative approach based on Cahn-Hilliard models for the surface free-energy [22, 23]. The speculated reason for the apparent saturation of the minimum contact angle is geometric effects [23]; because the size of the droplet is comparatively small with respect to the surface film, at low but finite contact angles the droplet transitions into a thick film and the circle fitting procedure becomes inaccurate. Nevertheless, the reported behavior at low contact angles presented no significant dependence on the droplet sizes employed ($R_0 = 30–80$) in our simulations. Compressibility effects can also contribute to the observed deviations from a linear increase in the surface energy $\Delta E$ with respect to $G_A$ and the apparent saturation to a minimum contact angle attained. A key observation in this section is that infinite combinations of wall interaction parameters $G_R$ and $G_A$ can produce the same equilibrium contact angle. In the following subsection we study dynamic wetting properties of surfaces that exhibit the same static contact angle, attained by different combinations of interaction parameters.

FIG. 8. Equilibrium contact angle $\theta_Y$ for a two-dimensional droplet on a flat surface versus attraction parameter $G_A$. The reference radius $R_0$ determines the droplet volume (per unit width) $V_d = \pi R_0^2$. The same equilibrium contact angle can be obtained using infinite combinations of wall interaction parameters $G_R$ and $G_A$. Solid lines are estimations by an augmented Young-Laplace equation $\cos \theta_Y \approx (E_0 + k_A G_A)/\gamma$: (I) $E_0 = -0.64$, $k_A = 2.5$; (II) $E_0 = -0.87$, $k_A = 2.2$; (III) $E_0 = -1.92$, $k_A = 1.76$; (IV) $E_0 = -1.0$, $k_A = 3.06$; in all cases $\gamma = 0.09$. Deviations from a linear approximation for the surface energy excess $\Delta E = k_A G_A$ are observed for $\theta_Y < 45^\circ$. 
C. Contact Angle Dynamics

After characterizing static wetting properties of the modeled surfaces we investigate dynamic wetting conditions by applying a pressure difference that causes a flow in the x-direction and motion of the droplet; these simulations are performed for the same domain as in Sec. III A. The same static contact angle $\theta_Y \simeq 58^\circ$ is obtained with three sets of interaction parameters: $(G_R = 1.33, G_A = 0.5)$ and $(G_R = 0.9, G_A = 0.42)$ with $\epsilon = 1$ for the modeled micro-roughness that exhibited no hydrodynamic slip in Sec. III A and $(G_R = 1.33, G_A = 0.57)$ with $\epsilon = 1.3$ for the surface that exhibited hydrodynamic slip in Sec. III A. Contact angle values are numerically measured via circle fitting within the hydrodynamic region ($\phi_S < 0.01$) with a procedure similar to that employed for the static contact angle. As showed in Fig. 11 advancing and receding angles are evaluated with the radii of the two circles that fit the rear and front interfaces connecting at height $h$.

The applied pressure difference ($\Delta p = 0.175 - 5.25 \times 10^{-4}$) causes a linear increase in the mean droplet velocity $U = 0.01$; the advancing and receding contact lines move with a velocity approximately equal to the computed mean speed $U$. Thus we determine a capillary number $Ca = U \mu_L / \gamma$ which we employ in Fig. 10 to report the measured dynamic contact angles. The key observations from Fig. 10 are the following. (1) The model produces a small but finite contact angle hysteresis in static conditions ($Ca \rightarrow 0$) for a macroscopically smooth surface. We remark that we only have considered roughness at a microscale comparable the range of action of surface forces, which we modeled with a wall probability $\phi_S$. (2) The static hysteresis of the contact angles is produced by the functional shape of the disjoining pressure, as predicted in $\Phi$, and shows no significant dependence on the modeled microscale roughness. (3) Advancing and receding contact angles vary at different rates; while the advancing contact angle $\theta_A$ increases with $Ca$, the receding contact angle $\theta_R$ is weakly affected. This last observation indicates the influence of the flow structure in the vicinity of a moving contact line and is further discussed in the next Section.

D. Flow structure near a contact line

The flow field in the vicinity of the advancing and receding contact lines is reported in Figs. 11-12. There are several key features produced by the present model whose existence and crucial exhibited effects have been discussed in previous works [2, 24, 25]. At the apparent three-phase contact line the flow becomes more intense, while the hydrodynamic slip significantly increases. Within the droplet bulk, away from the contact lines, little or no slip is observed at the hydrodynamic boundary $y_w$ (where $\phi_S(y_w) = 0.01$). The flow kinematics approaching the advancing contact line resembles the corner flow configuration assumed by classical Voinov-Cox models [3].

The flow at the receding contact line, however, develops a trailing vortex [see Fig. 12(b-c)] as the droplet moves forward. Similar trailing vortices have been experimentally reported using PIV visualization in [26]. The reported flow features elucidate the widely different dynamics of the advancing and receding contact angles reported in Fig. 10 for the modeled volatile fluid on macroscopically smooth surfaces. The substantial difference in the flow kinematics at the receding and advancing contact lines can be thought to result from the combined effects of a large gradient of the disjoining pressure and hydrodynamics in the droplet bulk.

We close this section with a few additional remarks. It is widely accepted that some form of hydrodynamic
slip must occur in order to allow the motion of a contact line [4–6]. Previous works [2, 5, 6] pointed out, however, that simply replacing no-slip by a slip boundary condition does not preserve the experimentally observed kinematics of the flow. Physical and conceptual issues remain in the modeling of hydrodynamic boundary conditions for moving contact lines [see 2 for a discussion]. Furthermore, there is some experimental [24] and theoretical [25] evidence that dynamic contact angles cannot be solely a function of the contact line speed and the physical properties of the system. A mesoscopic model does not require prescribing hydrodynamic boundary conditions nor the value of dynamic contact angles and, thus constitutes an interesting alternative to study dynamic wetting phenomena. Furthermore, conditions within the solid phase are dynamically computed with the proposed mesoscopic model and one does not need to prescribe any variables at the fluid-solid interface (e.g., pseudo-potential value, gradient of an order parameter), as it is customary for other LB models [21, 22].

IV. SUMMARY

We have presented a mesoscopic model, based on a statistical description of the microscopic physics, that is capable of simulating nontrivial macroscopic phenomena observed during dynamic wetting of solids when hydrodynamic effects play a critical role. Similarly to previous models based on the lattice Boltzmann method [10, 12], long-range microscopic interactions are modeled via mean-field potentials (i.e., pseudo-potentials) that are explicit functions of macroscopic variables. The most distinct feature of this model is that the solid phase is treated on a similar footing as the fluid phase. Short-range fluid-solid interactions are modeled by a solid probability function $\phi_S$, defining the probability of fluid-solid collisions, while long-range fluid-solid interactions are determined by pseudo-potentials designed to produce a disjoining pressure with the proper functional form. Hence, the modeled surface forces have essential features required to mimic physical effects observed during both full and partial wetting of solids. Regarding these fundamental effects we remark the following. (1) The effective slip velocity, determined by momentum fluxes across the surface film, can widely vary on surfaces that exhibit the same equilibrium contact angle (i.e., surfaces with similar chemical properties). (2) The magnitude of the hydrodynamic slip can significantly vary across macroscopic scales; the slip velocity increases near a moving contact line, while no slip is approximately recovered far from it. (3) Precursor films develop on hydrophilic surfaces and their evolution is dictated by the EOS of the fluid and surface forces; for the simulated system a small fraction of vapor is adsorbed on the solid substrate underneath the film. (4) A finite hysteresis of the static contact angle is observed for partially wettable and macroscopically smooth surfaces; the magnitude of this hysteresis is determined by the modeled shape of the disjoining pressure. (5) The flow kinematics near advancing and receding contact lines can exhibit substantial differences; rolling motion is favored near the receding contact line, while corner flow easily develops near the advancing contact line. The ability of the model we presented to reproduce these physical phenomena is crucial for studying diverse problems involving partial wetting and hydrodynamic interactions.
V. DISCUSSION AND CONCLUSIONS

There are several limitations inherent in the LB implementation that originate with the discretization of phase space. As a consequence, the method is stable and robust within a range of moderate density and viscosity ratios between the vapor and liquid phases, while it is difficult to realize large surface tensions (i.e. above one in lattice units). The study of many systems of interest can be accomplished by carefully matching the most relevant dimensionless groups in the problem of interest (e.g. Capillary number, Bond number, Ohnesorge number). However, modeling of systems with large density ratios (e.g. water-air) in general flow conditions remains a challenging task and requires further developments of LB and other mesoscopic methods. An interesting possibility is to implement a mesoscopic approach at the same level of modeling by employing a particle-based method; this could potentially extend the range of physical parameters where the numerical method is stable at the expense of certain computational advantages in the lattice discretization.

We should remark that the proposed approach aims to reproduce the proper macroscopic physics in the fluid bulk. The purpose of our mesoscopic description is to dynamically couple surface forces and hydrodynamics, circumventing the use of complex boundary conditions for macroscopic variables. The interfacial film thickness in the proposed model is arbitrarily prescribed by placing a minimal number of simulation nodes (i.e. one lattice cell) required to resolve the interfacial region [see Appendix]. The most attractive property of our approach lies in the fact that the chemical physics and hydrodynamics, fully coupled in the mesoscopic model, arise as different aspects of the simulated dynamics of a single-particle distribution. This level of description has the potential of guiding the study of complex phenomena in contact line motion. Such phenomena could include the finite time for formation and relaxation of the solid-fluid interface, and fluid compressibility effects. The application of this model to study deformable solids is of particular interest; there, $\phi_S$ becomes time dependent. Other interesting applications include the dynamic wetting of micro-structured surfaces, and the extension of the proposed model to multi-component systems (e.g. colloidal suspensions, complex fluids).
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Appendix A: The wall functions

All fluid-solid interactions are determined by the spatially-varying functions \( \phi_S \), \( \psi_R \), and \( \bar{\psi}_A \) shown in Fig. 2, which must be defined before the dynamic simulation starts. In principle, the three functions can be any integrable function with a finite value in the solid bulk and null value within the fluid bulk. The spatial variation of these functions determines the magnitude of the surface forces (i.e. disjoining pressure) and momentum fluxes in the dynamic simulation. The wall function \( \phi_S(x) \) introduced in Eq. 12 controls the momentum exchange at the fluid-solid interface and thus the effective slip velocity dynamically attained above the interfacial film. A finite value of the local wall probability (0 < \( \phi_S < 1 \)) can be interpreted as the presence of microscopic-scale imperfections (or sub-nanometer scale roughness) on the solid surface; the product \( \rho \phi_S(x) \) represents the local probability of a collisional event (short-range repulsion) between solid and fluid molecules. The repulsive component, \( \bar{\psi}_R \), and attractive component, \( \bar{\psi}_A \), of the Fluid-Solid pseudo-potential, \( \psi_{FS} \), give rise to a disjoining pressure with both repulsive and attractive parts; this property is crucial to model partially wettable surfaces.

The conditions described above could be easily satisfied by simple analytical expressions in the case of flat surfaces, as we studied in this work. However, it is convenient to have a general numerical procedure to deal with complex surface geometries. For that purpose we employ a recursive Gaussian filter

\[
G_S^{(N)}(x) = \sum_{n_i=1}^{N_i} \sum_{i=1}^{Q} w_i \phi_S^{(n_i-1)}(x + r_i).
\]  

(A1)

The initial wall probability \( G_S^{(0)} = H(x) \) is a Heaviside step function that takes the unit value, \( H(x \in \Omega) = 1 \), in the region \( \Omega \) containing the solid nodes and takes the zero value outside this region, \( H(x \notin \Omega) = 0 \). In our simulations the outer boundary of the domain \( \partial \Omega \) belongs to the solid bulk, in this region the value of the wall probability must always be unit \( G_S^{(n_i)}|_{\partial \Omega} = 1 \). Accordingly, the smoothed wall function \( G_S^{(n_i)} \) is reset to unity on the outer boundary nodes \( \partial \Omega \) after each iteration in Eq. A1.

All numerical results in this work employ \( \psi_R = G_S^{(5)} \), \( \bar{\psi}_A = G_S^{(22)} - G_S^{(5)} \), \( \bar{\psi}_A = G_S^{(22)} \) [see Fig. 2].
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