Interferometric method for the complete characterization of highly chirped ultrabroadband pulses
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Abstract

This article describes an interferometric method, called “Chirped Heterodyne Interferometry for Measuring Pulses” (CHIMP), for the complete characterization of highly (monotonically) chirped ultrabroadband optical pulses. CHIMP provides the spectrally dependent group delay dispersion (GDD) of the chirped test pulse (CTP) via a simple direct algorithm and is verified via second harmonic generation (SHG) simulations and experimental measurements of pulses centred at 800 nm with a bandwidth of 55 nm stretched to 32 ps at the 1% intensity level, corresponding to a time-bandwidth product of 830.

1 Introduction

The complete characterization of ultrashort optical pulses is a key capability in the design, optimization and implementation of any ultrafast laser system or experiment and an accurate means to quantify the complex spectral or temporal amplitudes of the field enable maximum information to be extracted from dynamic measurements. Developments in ultrafast metrology have played a significant role in the development of ultrafast laser systems, and in increasing the information and understanding of ultrafast experiments [1, 2].

There are a variety of applications which make use of chirped pulses. They are most commonly employed in high power short pulse [optical parametric] chirped pulse amplification ([OP]CPA) laser systems [3, 4, 5, 6, 7]. OPCPA systems have enabled the amplification of extremely large bandwidths, supporting few-cycle pulses [8] but are susceptible to dispersion and pump intensity reshaping effects that can limit the compressibility of the amplified pulses [9]. Careful design and implementation of complex stretcher/compressor configurations is required in order to compensate for the material dispersion and OPA phase, hence composite systems are typically employed utilizing a combination of prism, grating and bulk stretchers/compressors in conjunction with an adaptive element [10]. The cost and complexity of compressing these pulses makes it desirable to have a means to measure the amplified chirped pulses at various locations along the laser chain in order to diagnose and optimize each element of the chain in situations where a compressed pulse is not available and cannot easily be generated. Extremely high contrast lasers systems use picosecond duration pump pulses, and therefore place even more stringent demands on controlling the optical dispersion throughout the laser chain [11, 12, 13].

One particular laser system of personal importance where the effects of the nonlinear chirp are especially acute is in chirp-compensated (CC-) OPCPA schemes [14, 15]. In CC-OPCPA, the instantaneous frequencies of the pump and seed are tuned to compensate the dispersion of the nonlinear medium. This then enables the amplification of large bandwidths in a collinear geometry, allowing the idler to be used without having to compensate for angular dispersion — this is particularly advantageous for passive carrier-envelope phase (CEP) stabilization and frequency tuning of the system [16, 17, 18] and has the potential to improve the contrast in the compressed pulses. Since the frequency-dependent group delay (GD) of the pump and seed need to be matched to better than 100 fs over the whole duration of the pulse
(typically \(\approx 10\) ps), a coarse measurement of the pulse duration is not sufficient and accurate measurement of the nonlinear dispersion is required.

Other applications of chirped pulses include chirp-assisted sum frequency generation (CA-SFG) \[19\], dispersive Fourier transform spectroscopy (DFTS) \[20\] and telecommunications \[21\]. A normal requirement for DFTS is that the pulses are linear chirped to prevent distortion of the measured data, but this constraint can be relaxed provided the chirp is monotonic known \[22\]. A means to easily and accurately characterize the chirped pulses is essential to ensure the information is accurately extracted from the data.

A wide variety of complete characterization methods already exist \[23\]. Although it is possible to measure the electric waveform of ultrashort pulses \[24, 25, 26\], these methods typically require near few-cycle waveforms and strong-field phenomena and so are not applicable to highly chirped pulses. The most well known general methods include spectral phase interferometry for direct electric field reconstruction (SPIDER) \[27\], frequency-resolved optical gating (FROG) \[28\], multiphoton intrapulse interference phase scan (MIIPS) \[29\] and dispersion scan (DS) \[30\]. Extending their capabilities to measure highly chirped pulses is a demanding task. A limiting factor in SPIDER is the requirement to frequency mix with a pulse which is quasi-monochromatic over the duration of the test pulse. DS by design measures the pulse around zero net group delay dispersion (GDD), and MIIPS requires the application of a phase function that can compensate the frequency dependent group delay across the whole spectrum.

Although FROG has been used to measure nanosecond duration optical pulses \[31\] and more recently been applied to the measurement of highly chirped pulses \[32\], it is not ideally suited to the task. For extremely large stretch factors, employing a single-shot version becomes problematic, whereas a scanning version becomes impractical and unstable. The reconstruction uses an iterative procedure and can be quite slow to converge. Additionally, the reconstructed spectral phase is susceptible to variations in the measured spectral intensity, for example due to an improper intensity calibration.

In this paper I shall describe a new self-referenced interferometric method for the characterization of monotonically chirped broadband pulses. I have named the method “Chirped Heterodyne Interferometry for Measuring Pulses” (CHIMP). The method is conceptually similar to SPIDER, although with several significant differences. CHIMP enables the extraction of the GDD via a simple, rapid and direct procedure based on the Takeda algorithm \[33\] in a similar manner to SPIDER and can potentially be extended to enable single-shot acquisition. A schematic of the CHIMP concept is shown in figure 1. In the particular implementation displayed, which matches the measurements performed below, three copies of the chirped test pulse (CTP) are required, but the data can be measured on a linear array spectrometer.

## 2 Method

![Figure 1: Schematic of CHIMP concept: two time-delayed chirped test pulses (CTP) are mixed with a third CTP in a \(\chi^{(2)}\) nonlinear crystal. The two sum-frequency generation (SFG) signals are then imaged and interfered onto the entrance slit of a spectrometer. Spectral fringes allow the interferometric phase to be retrieved using the Takeda algorithm.](image)

A monotonically chirped pulse is defined as one in which the group delay dispersion (GDD), \(\phi''(\omega)\), is of constant sign and large magnitude relative to the bandwidth of the finest spectral feature, \(\Delta\omega_{\text{min}}\):

\[
|\phi''(\omega)| \gg 2\pi/\Delta\omega_{\text{min}}^2.
\]

(1)

If this criterion is satisfied, then the instantaneous frequency is mapped to time according to \(\tau(\omega) = \phi'(\omega)\) and therefore the group delay of two pulse replicas delayed in time are related according to

\[
\phi'(\omega - \delta \omega) = \phi'(\omega + \delta \omega) + \tau.
\]

(2)
After mixing the two time-delayed pulses in a \( \chi^{(2)} \) nonlinear crystal in the zero depletion limit, the spectral phase of a the sum frequency generation (SFG) signal is given as

\[
\phi_{\text{SFG}}(2\omega, \tau) = \phi(\omega - \delta \omega) + \phi(\phi + \delta \omega) + (\omega + \delta \omega)\tau. \tag{3}
\]

Performing a Taylor expansion of equation (2) and rearranging yields \( \delta \omega \simeq -\frac{1}{2} \tau / \phi''(\omega) \). Substituting this solution into a Taylor expansion of equation (3) gives an approximate form for the SFG phase as

\[
\phi_{\text{SFG}}(2\omega, \tau) \simeq 2\phi(\omega) + \omega \tau - \frac{\tau^2}{4\phi''(\omega)}. \tag{4}
\]

In order to be able to measure this spectral phase, it is necessary to interfere it with another pulse as depicted in figure 1. The spectral phase between SFG\(_{12}\) and SFG\(_{13}\), which I denote as the CHIMP phase \( \theta(\omega) \), can therefore be written as

\[
\theta(2\omega, \delta \tau, \tau_{12}) = \phi_{\text{SFG}}(2\omega, \tau_{12}) - \phi_{\text{SFG}}(2\omega, \tau_{12} - \delta \tau)
= \frac{2\tau_{12}\delta \tau - \delta \tau^2}{4\phi''(\omega)} + \omega \delta \tau, \tag{5}
\]

where \( \tau_{12} \) is the delay between CTP\(_{1}\) and CTP\(_{2}\), and \( \delta \tau = \tau_{23} - \tau_{12} - \tau_{13} \) is the delay between the collinear CTP\(_{3}\) and CTP\(_{4}\). It is fairly straightforward to calibrate \( \delta \tau \) simply by measuring the interference pattern of the fundamental pulses and extracting the linear phase term from the interferogram. Due to the non-collinear geometry, it is not possible to uniquely define the delay, \( \tau_{12} \), between CTP\(_{1}\) and CTP\(_{2}\) since this depends on the transverse spatial position. It is possible to eliminate this term by taking the difference between two CHIMP phases with a temporal shift, \( \Delta \tau \), in CTP\(_{1}\) (i.e. varying \( \tau_{12} \) whilst keeping \( \delta \tau \) fixed). Rearranging equation (5) from two such measurements gives the CTP GDD as

\[
\Delta \theta(2\omega, \delta \tau, \Delta \tau) = \theta(2\omega, \delta \tau, \tau_{12}) - \theta(2\omega, \delta \tau, \tau_{12} - \Delta \tau)
= \frac{\Delta \tau \delta \tau}{2 \Delta \theta(2\omega, \delta \tau, \Delta \tau)}.
\]

### 3 Simulations

The accuracy of the analysis described above has been verified by a comparison of the SHG spectral phase calculated directly using equation (3) for \( \tau = 0 \), and by calculating the square of the temporal electric field and is shown in figure 2. The spectrum of the pulse was chosen to be a super-Gaussian of \( 3 \) nm bandwidth centered at \( 800 \) nm with a \( \Delta \omega_{\text{min}} \sim 3 \) nm spectral hole centered at \( 808 \) nm and 30% intensity. The corresponding Fourier transform limited (FTL) full width at half maximum (FWHM) pulse duration is \( \Delta t \sim 55 \) fs. A linear chirp, quantified by \( \phi''(\omega) = \phi'' \) is applied to the spectrum and the SHG field calculated using \( E_2(2\omega) \propto \tilde{S}^{-1} \{ \tilde{S} [E_1(\omega)]^2 \} \), where \( \tilde{S}(\ldots) \) represents the Fourier transform. Setting \( \tau = 0 \) in equation (3), one finds that the second harmonic GDD is half the fundamental GDD, i.e. \( \phi''_{\text{SHG}} = \phi'' / 2 \), in the case of linear dispersion. The spectral amplitude is evenly sampled with \( N = 2^{14} \) points and bandwidth of \( B \sim 0.3 \text{ rad/fs} (\Delta \lambda = 100 \text{ nm}) \) resulting in a temporal window of \( T \sim 350 \) ps. The fine structure (i.e. spectral hole) and finite bandwidth requires that the GDD must be sufficiently large to keep the chirped pulse significantly stretched to ensure only a single quasi-monochromatic frequency is present at any given group delay, according to the criterion in equation (1) and marked by the dotted red line in figure 2(c). For GDD magnitudes below this criterion, multiple frequencies interact, resulting in a structured SHG spectrum and phase. For larger GDD magnitudes, the actual SHG phase asymptotically approaches that calculated using equation (4). Note that the criterion must use the smallest significant spectral feature, which is the width of the spectral hole in this scenario, although this only provides a “rule of thumb”. For smooth spectra, the full width at half maximum bandwidth will suffice. If the magnitude of the GDD is too large, then the pulse is stretched outside the temporal window given by the sampling rate, and is indicated by the dotted green line in figure 2(c).

### 4 Experiment

The method was experimentally verified using the setup depicted in figure 3. The delay, \( \delta \tau \) between the two collinear pulses was calibrated by moving the spectrometer to measure the interference pattern of the fundamental pulses after passing a long-pass filter, and then remained fixed throughout
Figure 2: Dependence of the accuracy of the SHG phase approximation on GDD. (a) Simulated SHG spectrum. (b) Simulated error between actual and approximated SHG phase. (c) RMS SHG phase error with limits of validity marked (see text for details).
Figure 3: Schematic of experimental setup used to test the CHIMP method. An input CTP is split into two parallel paths using a beamsplitter and focused into a 200 μm thick type I BBO crystal. A Michelson interferometer is inserted into one of the arms before the lens to generate two collinear pulse replicas with a fixed delay $\delta \tau$. The SFG signal is spatially filtered and measured on a single array spectrometer. The SFG interferogram is measured as a function of the relative delay $\Delta \tau$ between the two non-collinear arms. The delay $\delta \tau$ is calibrated by moving the spectrometer to measure the interference between the two collinear pulses after a long pass filter.
the rest of the measurements. The delay, $\Delta \tau$, was varied using an encoded translation stage (Newport CONEX-AG-LS25-27P) and the SFG interference pattern recorded for each delay. The resulting CHIMP interferograms are plotted in figure 4(a). A two-dimensional Fourier transform was applied to the measured trace, followed by multiplication with a bandpass filter centred around one of the sidebands, and finally an inverse two-dimensional Fourier transform applied. The phase of this term, corresponding to the CHIMP phase described in equation (5) is plotted in figure 4(c). The same procedure but using a bandpass filter centred around the DC component was used and combined with twice the real part of the filtered sideband to produce the interferograms shown in figure 4(b).

\[
\theta(2\omega, \delta \tau, \tau_{12}) = \frac{2\tau_{12}\delta \tau + 2\Delta \phi''(\omega)\delta \tau - \delta \tau^2}{4\phi''_1(\omega) + 2\Delta \phi''(\omega)} + \omega \delta \tau
\]

\[
= \alpha(\omega)\tau_{12} + \beta(\omega),
\]

Figure 4: Experimental CHIMP results. (a) Raw measured CHIMP interferograms as a function of the delay, $\Delta \tau$ between CTP$_1$ and CTP$_2,3$. (b) Processed CHIMP interferogram after bandpass filtering in the Fourier domain. (c) Extracted CHIMP phase. (d) Reconstructed CTP GDD (red) using equation (7), and independently estimated GDD from SI measurements. Shaded curves indicate fundamental spectrum (red) and SHG spectrum (blue).

The reconstruction of the GDD proceeds slightly differently to that described previously. Due to the setup employed, there is an imbalance in dispersion between the two collinear CTPs and the single CTP. A similar analysis to that described above using the relationship $\phi''_2,3(\omega) = \phi''_1(\omega) + \Delta \phi''(\omega)$ yields a CHIMP phase of
where \( \alpha(\omega) = \frac{\delta \tau}{2\phi''(\omega) + \Delta \phi''(\omega)} \). Since there are many values of \( \tau_{12} \), the GDD of the CTP is overdetermined, a weighted linear fit over \( \tau_{12} \) using the sideband amplitude as a weighting factor can be used to determine the spectrally dependent coefficient \( \alpha(\omega) \). Rearranging this and subtracting the known dispersion of the beamsplitter yields the desired GDD, which is plotted in figure 4(d). To verify the accuracy of the GDD, an independent estimate of the GDD was obtained using spectral interferometry (SI) between the input and output pulses of the stretcher used before the laser amplifier. The stretcher input is assumed to be near FTL and an estimate of the GDD of the CPA was then added to the GDD of the stretcher as measured using SI. Also plotted is the SHG spectrum, obtained from the amplitude of the extracted sideband at zero delay, and an independently measured fundamental spectrum. Due to the delay between the mixing fields, not all of the spectrum is upconverted at any one time, and therefore the SHG spectrum is not as broad as the fundamental spectrum. For large magnitudes of \( \tau_{12} \), the interferometric phase is very large, compensating for the low signal intensity. At small values of \( \tau_{12} \), the interferometric phase is small, but the intensity is large. By performing a weighted linear fit, the precision of the GDD extracted using CHIMP far exceeds that measured using SI.

5 Conclusions

It has been shown that the GDD of highly chirped broadband pulses can be measured using a simple interferometric setup and doubling crystal. The GDD is retrieved from the phase of the interferograms using a simple direct (i.e. non-iterative) reconstruction algorithm. The information can be extracted from the measured data using a Fourier filtering routine, which has the advantage of removing a significant amount of noise. This can be seen that noting the precision of the CHIMP measurements is significantly better than that of the SI measurements (smooth CHIMP curve versus the highly modulated SI curve), which is a combination of the Fourier filtering and weighted fit used in the CHIMP reconstruction. The geometry presented here was chosen for its flexibility and simplicity at demonstrating the concept of the method, but a different geometry that should enable single-shot measurements is already under investigation. It is expected that this method will prove useful in measuring the exact GDD of the various pulses in our CC-OPCA system so that we can obtain fully compressible pulses with the maximum bandwidth available.
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