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Abstract

Calabrò et al. \cite{9} changed the paradigm of the mass and stiffness computation from the traditional element-wise assembly to a row-wise concept, showing that the latter one offers integration that may be orders of magnitude faster. Considering a B-spline basis function as a non-negative measure, each mass matrix row is integrated by its own quadrature rule with respect to that measure. Each rule is easy to compute as it leads to a linear system of equations, however, the quadrature rules are of the Newton-Cotes type, that is, they require a number of quadrature points that is equal to the dimension of the spline space. In this work, we propose weighted quadrature rules of Gaussian type which require the minimum number of quadrature points while guaranteeing exactness of integration with respect to the weight function. The weighted Gaussian rules arise as solutions of non-linear systems of equations. We derive rules for the mass and stiffness matrices for uniform $C^1$ quadratic and $C^2$ cubic isogeometric discretizations. Our rules further reduce the number of quadrature points by a factor of $(\frac{p+1}{2p+1})^d$ when compared to \cite{9}, $p$ being the polynomial degree and $d$ the dimension of the problem, and consequently reduce the computational cost of the mass and stiffness matrix assembly by a similar factor.
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1. Introduction

Systems of Partial Differential Equations (PDEs) describe many relevant physical processes. These physical phenomena are traditionally modeled using finite element analysis (FEA) and Isogeometric analysis (IGA) [11]. Numerical integration is a fundamental step in the assembly process of the algebraic systems that result from the FEA and IGA discretizations. Depending on the type of the governing PDE, the matrix assembly requires integration of products of basis functions (mass matrix) and/or their derivatives (stiffness matrix) which, in the context of IGA, requires integration of spline spaces of a certain structure [6]. Efficient quadrature rules play a key role in this process, as they are cheap and elegant tools to exactly integrate the spline space under consideration [8, 14, 17, 23].

Traditionally in the tensor product based IGA, mass and stiffness matrix assembly is performed element-wise, using a corresponding univariate quadrature rule on each element in each parameter direction. While using standard polynomial Gauss quadrature on each element is a usual approach in many FEA and IGA codes, Gaussian quadrature for splines offer a lot cheaper alternative as the higher continuity between elements signifies that fewer Gaussian quadrature points are needed [22, 26]. For example, for the $C^1$ quadratic spline space, the mass matrix contains terms that belong to a quartic $C^1$ space. Gaussian quadrature for this space requires asymptotically, i.e. for a large number of elements, only one and half quadrature points per element in contrast to the polynomial Gauss rule that requires three quadrature points per element [6].

In the IGA community, several recent papers focused on the development of efficient quadrature rules [1, 2, 8, 17]. Hughes et al. [17] introduced efficient rules that are exact over the whole real line (infinite domain). For finite domains, one may introduce additional quadrature points [2] which make the rule non-Gaussian (slightly sub-optimal in terms of quadrature points), but more importantly, it yields quadrature weights that can be negative, unlike Gaussian quadratures.

To overcome these drawbacks, alternative quadrature schemes were introduced in recent years [4, 6, 7, 16, 18, 25]. In these studies, the sought Gaussian quadrature rule is represented as a root of a piece-wise polynomial system, where the system expresses the exactness of the rule when applied to a basis of the underlying spline space. In general, the system is highly non-linear and computing a root numerically using, e.g., Newton-Raphson may not always converge [18], unless a very good initial guess is known. Finding a good initial guess, however, is possible only for specific target spaces using the local structure of the B-spline basis [1, 16].

An alternative good initial guess has been proposed by using the continuity argument between a spline space and its Gaussian quadrature [5]. A Gaussian quadrature rule for a desired spline space is derived from a known Gaussian quadrature (e.g., a union of polynomial Gauss rules) by continuously modifying the source knot vector into the target one. The process is effective for arbitrary knot vectors (including non-uniform spacing and arbitrary continuity) and poly-
nomial degrees. The sought quadrature rule corresponds to a zero of a piece-wise polynomial system and is traced numerically as the knot vector changes from the source to the target one. This homotopic continuation approach is used for spline spaces of various degrees and continuities [4, 6], showing also the numerical evidence that, for uniform knot vectors, the rules over finite domains quickly converge to the half-point rules of Hughes et al. over infinite domains [17].

A quadrature-free approach to assemble mass and stiffness matrices uses the observation that exact integration is not required to achieve the optimal convergence rate of the solution. Therefore, the integrals arising from the geometry factor can be approximated by the integrals of the B-spline basis functions, which are precomputed and stored in a look-up table [20, 21]. Another efficient alternative is the variational collocation method [15]. In [15], the authors prove the existence of Cauchy-Galerkin collocation points, that is, points in which the collocated solution reproduces the Galerkin counterpart. Therefore, such a method has a great advantage as it possess the exactness of Galerkin solution for the cost of collocation. However, a stable computational framework to efficiently determine the Cauchy-Galerkin points is an open challenge, particularly for spline spaces of various continuities and non-uniform knot vectors [13].

Recently, Calabrò et al. [9] have changed the paradigm of the mass and stiffness computation from the traditional element-wise assembly to a row-wise concept. When building the mass matrix, one B-spline basis function of the scalar product is considered as a positive measure (i.e., a weight function), and a weighted quadrature with respect to that weight is computed for each matrix row. Such an approach brings significant computational savings compared to the traditional approaches that use Gaussian or semi-Gaussian element-wise assembly [4, 6, 10, 18, 25], because in these integration schemes, the number of quadrature points contains a $p^d$ term, $p$ being the polynomial degree and $d$ the dimension. In contrast, [9] requires in each parameter direction in the limit only two points per element, regardless the polynomial degree. For each weight (mass matrix row), its specific weighted quadrature is computed by solving a linear system. These rules, however, are quadratures of the Newton-Cotes type, that is, they require the same number of quadrature points as the spline basis functions involved.

In this work, we propose weighted quadrature rules of Gaussian type which require the minimum number of quadrature points while guaranteeing exactness of integration with respect to the weight function. Our rules further reduce the number of quadrature points of [9] from two to one per element. We derive rules for $C^1$ quadratic and $C^2$ cubic isogeometric discretizations over uniform knot vectors. The rules arise as solutions of the resulting non-linear systems of equations. The solution to the quadratic case can be expressed symbolically. For cubic splines, the rules are derived using the Newton-Raphson method.

The rest of the paper is organized as follows. Section 2 formulates the model problem and its isogeometric discretization. Then we derive the weighted Gaussian quadrature rules for quadratic and cubic spline spaces in Section 3 and show numerical experiments that validate our theoretical results in Section 4. We conclude the paper and indicate directions for future research in Section 5.
2. Preliminaries

We set up our model problem, derive its isogeometric discretization, and define spline spaces that we need for the approximation of the solution.

2.1. Model problem

We consider the Poisson problem

\[
\begin{cases}
-\Delta u = f & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega
\end{cases}
\]  

(1)

as a model problem with a physical domain \( \Omega \subset \mathbb{R}^d \), \( d = 1, 2, 3 \), with open bounded Lipschitz boundary \( \partial \Omega \). Let \( V = H^1_0(\Omega) \), the variational form of (1) is to find \( u \in V \) such that

\[ a(u, v) = l(v) \quad \forall v \in V, \]  

(2)

where the bilinear and linear forms are

\[ a(u, v) = \int_{\Omega} \nabla u^T(x) \cdot \nabla v(x) \, dx \quad \text{and} \quad l(v) = \int_{\Omega} f(x) v(x) \, dx, \]  

(3)

respectively.

2.2. Isogeometric discretization

In the isogeometric framework, \( \Omega \) is described with the same basis as the solution space, that is, it is an isoparametric discretization. In this case, we commonly use B-spline or NURBS parameterizations. Consider a single patch geometry map \( G : \hat{\Omega} \rightarrow \Omega \), where the parameter domain \( \hat{\Omega} \) is a unit box in \( \mathbb{R}^d \), \( \hat{\Omega} = [0, 1]^d \). The mapping \( G \) maps any point \( \hat{x} \in \hat{\Omega} \) from the parameter domain to the physical domain via

\[ x = G(\hat{x}) = \sum_{i \in I} g_i \hat{B}_i(\hat{x}), \]  

(4)

where \( g_i \) are the spline (NURBS) control points, \( \hat{B}_i \) are the basis functions, and \( i \) is a \( d \)-dimensional multi-index, i.e., \( i = (i_1, \ldots, i_d) \).

Remark 1. For simplicity, we consider only a single patch geometry map \( G \) in this work. Multipatch parametrization techniques exist, we refer the reader for example to [19, 27].

The basis functions possess the tensor product structure and we write

\[ \hat{B}_i(\hat{x}) = \hat{B}_{i_1}(\hat{x}_1) \ldots \hat{B}_{i_d}(\hat{x}_d), \]  

(5)
that are assumed, for the simplicity of the argument, to be piece-wise polynomial functions of the same degree $p$ in every variable. Let us denote by $N_{i}^{EL}$ the number of elements in the $i$-th parameter direction and define

$$\Xi_i = (0 = \xi_0, \xi_1, \xi_2, \ldots, \xi_{N_{i}^{EL} - 1}, \xi_{N_{i}^{EL}}, \ldots, \xi_{N_{i}^{EL}} = 1)$$

the knot vector in the $i$-th direction. We assume that all the univariate splines have open knot vectors and are of the maximum continuity $C^{p-1}$, i.e., all the internal knots $\xi_1, \ldots, \xi_{N_{i}^{EL} - 1}$ are single knots.

**Remark 2.** Conceptually, one can consider various degrees and continuities for univariate splines in each parameter direction. Assuming the same degree and continuity is not a limitation of the proposed method, it only simplifies the argument and offers a more convenient implementation.

We denote by $\hat{S}_i$ the spline space of degree $p$ over a knot vector $\Xi_i$. For its dimension we get

$$\dim(\hat{S}_i) = p + N_{i}^{EL} \quad i = 1, \ldots, d,$$

and, due to the tensor product structure, the total number of degrees of freedom

$$N^{DOF} = \prod_{i=1}^{d} \dim(S_i)$$

is the dimension of the approximate solution space

$$V_h = \text{span}\{\phi_i, i \in I\} \quad \text{with} \quad \phi_i(x) = \hat{B}_i(G^{-1}(x)), \quad x \in \Omega.$$

The Galerkin projection transforms the variational formulation (2) into finding $u_h \in V_h$ such that

$$a(u_h, v_h) = l(v_h) \quad \forall v \in V_h,$$

where $h$ is the maximum element size. The elements of $V_h$ can be written as linear combinations of basis functions

$$u_h = \sum_{i \in I} u_i \phi_i,$$

with the coefficients vector $u = (u_1, \ldots, u_{N^{DOF}})$. We further introduce the pull-backs of the functions that are defined in the physical domain as

$$\hat{u}_h(\hat{x}) = u_h(G(\hat{x})) \quad \hat{f}(\hat{x}) = f(G(\hat{x})) \quad \hat{\phi}(\hat{x}) = \phi(G(\hat{x})), \quad \hat{x} \in \hat{\Omega}$$

and denote by $J$ the Jacobian matrix $J = \hat{\nabla}G$, $\hat{\nabla}$ being the gradient in the parameter domain. Using the two forms (3), then the coefficients of $u_h$ are a solution of the linear system

$$Ku = b,$$
Figure 1: Spline basis functions in the neighborhood of the weight function; $p = 3$, $d = 2$. The 2D-grid defines a knot neighborhood (here uniform) of $(2p + 1)^d$ basis functions $\hat{B}_i$ that have non-vanishing integrals with respect to the measure $\hat{B}_j$, see [17].

where $K$ is the \textit{stiffness matrix}

$$K_{ij} = a(\phi_i, \phi_j) = \int_\Omega \hat{\nabla} \hat{B}_i(\hat{x})^T J(\hat{x})^{-1} J(\hat{x})^{-T} \hat{\nabla} \hat{B}_j(\hat{x}) \mid \det(J(\hat{x}))\mid d\hat{x},$$

(14)

and $b$ is the load vector

$$b_i = l(\phi_i) = \int_\Omega \hat{f} \hat{B}_i(\hat{x}) \mid \det(J(\hat{x}))\mid d\hat{x}. \quad (15)$$

For partial differential equations that contain zero order terms, the variational form contains also scalar products of basis functions that form the \textit{mass matrix}

$$M_{ij} = b(\phi_i, \phi_j) = \int_\Omega \hat{B}_i(\hat{x}) \hat{B}_j(\hat{x}) \mid \det(J(\hat{x}))\mid d\hat{x}. \quad (16)$$

3. Integration via weighted quadrature

We start our considerations with the numerical integration of the type

$$\int_\Omega \hat{B}_i(\hat{x}) \hat{B}_j(\hat{x}) d\hat{x},$$

(17)

which, due to the tensor product structure of $\hat{B}_i(\hat{x})$, can be decomposed into a sequence of $d$ univariate integrations

$$\int_0^1 \hat{B}_{i1}(\hat{x}_1) \hat{B}_{j1}(\hat{x}_1) \left[ \int_0^1 \hat{B}_{i2}(\hat{x}_2) \hat{B}_{j2}(\hat{x}_2) \cdots \left[ \int_0^1 \hat{B}_{i_d}(\hat{x}_d) \hat{B}_{j_d}(\hat{x}_d) d\hat{x}_d \right] \cdots d\hat{x}_2 \right] d\hat{x}_1. \quad (18)$$
Figure 2: Weighted Gauss quadrature for univariate cardinal B-splines, $p = 3$. Gaussian quadrature with respect to a measure $\hat{B}_j$ (red) requires $p + 1$ quadrature points (blue dots) since only $2p + 1$ basis functions $\hat{B}_{j-p}, \ldots, \hat{B}_{j+p}$ have an overlapping support with the one of $\hat{B}_j$, $[\xi_j, \xi_j + p + 1]$.

We follow [9] where one basis function is the weight function for the integration. Due to the local properties of B-spline basis functions, the measure is positive only on the support of $\hat{B}_j$ and zero elsewhere. Defining $\mathcal{H} = \text{supp}(\hat{B}_j), \mathcal{H} \subset \Omega$, a weighted Gaussian quadrature with respect to the measure $\hat{B}_j$ can be seen as a local quadrature mask acting only on the macroelement $\mathcal{H}$, see Fig. 1.

The decomposition (18) allows us to consider a sequence of univariate integrals. We aim to compute

$$\int_{\text{supp}(\hat{B}_j)} \hat{B}_i(\hat{x})\hat{B}_j(\hat{x}) \, d\hat{x}$$

by deriving a Gauss quadrature rule with respect to a non-negative measure $\mu = \hat{B}_j(\hat{x}) \, d\hat{x}$. The Gauss must be exact for all B-spline functions $\hat{B}_i$ that have non-zero support on $\text{supp}(\hat{B}_j)$, see Fig. 2.

The number of spline basis functions that have non-zero support on $\text{supp}(\hat{B}_j)$ is $2p + 1$ and therefore the weighted Gauss quadrature requires only $p + 1$ quadrature points. Since $\hat{B}_j$ spans $p + 1$ elements, this results in a one-node-per-element rule, regardless the degree. Therefore, our approach optimizes the scheme introduced in [9], reducing the number of quadrature points in one parameter direction from $2p + 1$ to $p + 1$. Considering the tensor product structure of the weighted quadrature integration (18), the total reduction ratio of the quadrature points is

$$\left(\frac{p + 1}{2p + 1}\right)^d.$$  

Remark 3. The reduction in (20) compares solely the number of quadrature points between our approach and [9]. Since that the quadrature points of [9] are the knots and midpoints, the evaluations of various basis functions at the quadrature points can be reused while our rule quadrature points differ for every weight function. Nonetheless, Section 4 shows that the number of evaluations is at least halved when using our approach.

We now derive specific rules for uniform $C^1$ quadratic and $C^2$ cubic isogeometric discretizations. With a slight abuse of notation, we omit the hat symbol over the basis functions and variables, remembering that all belong to the parameter domain.
3.1. Weighted Gaussian quadrature – Mass matrix terms

We seek an \( m \)-point Gauss quadrature rule

\[
\int_{a}^{b} f(x)w(x) \, dx = \sum_{i=1}^{m} \omega_i f(\tau_i) + R_m(f),
\]

with respect to the non-negative weight function \( w(x) \) such that the rule is exact for any function \( f(x) \) from a spline space under consideration. The existence and uniqueness of such a rule has been investigated in [22]. In our context, the weight function is represented by the spline basis function \( \hat{B}_j \), the domain of integration is its support \([\xi_j, \xi_j+p+1]\), for some \( j \in \mathbb{Z} \), and the number of Gaussian points is \( m = p + 1 \). To meet the exactness constraint, we obtain a system

\[
\int_{\xi_j}^{\xi_j+p+1} B_i(x)B_j(x) \, dx = \sum_{k=1}^{p+1} \omega_k^j B_i(\tau_k^j)B_j(\tau_k^j) \quad \forall i = j - p, \ldots, j + p,
\]

where the quadrature points \( \tau_k^j \) and weights \( \omega_k^j \) relate to the weight function \( B_j \) and are the unknowns of an under-constrained system that consists of \( 2p + 1 \) equations and \( 2(p + 1) \) unknowns.

**Remark 4.** According to [22, Theorem 3.1], there exists a unique quadrature rule for splines with respect to a positive measure if the corresponding system is well-constrained (same number of unknowns and constraints). Our rules are Gaussian as they guarantee exactness with a minimum number of quadrature points, however, they are not unique as the rules are roots of underconstrained piece-wise polynomial systems.

3.1.1. \( \mathcal{C}^1 \) quadratic elements

We start with the quadratic case \((p = 2)\). Consider the cardinal B-spline basis function \( B_j \) with a non-zero support on \([0, 3]\). There are \( 2p + 1 \) basis functions that interact with \( B_j \) and therefore one needs three quadrature points to satisfy the conditions [22], see Fig. 3. There is one degree of freedom to choose either one quadrature point or weight. We impose the symmetry constraint and set \( \tau_2 = 1.5 \). Consequently, we solve a reduced, well-constrained \((3 \times 3)\) system

\[
\begin{align*}
\frac{1}{4} \omega_1 \tau_1^2 (1 - \tau_1)^2 &= \frac{1}{120}, \\
\frac{1}{4} \omega_1 \tau_1^2 (-2\tau_1^2 + 2\tau_1 + 1) + \frac{3}{32} \omega_2 &= \frac{13}{60}, \\
\frac{1}{4} \omega_1 \tau_1^4 + \frac{9}{16} \omega_2 &= \frac{11}{20},
\end{align*}
\]

with the unknowns \( \tau_1, \omega_1, \) and \( \omega_2 \). Using computer algebra Maple, (23) can be solved symbolically. Evaluating the solutions with a precision of twenty decimal digits, we obtain the weighted Gaussian rule

\[
\begin{align*}
\tau_1 &= 0.7124144009595149482, & \omega_1 &= 0.79410713110801847176, \\
\tau_2 &= 1.5, & \omega_2 &= 0.79595121334251753503.
\end{align*}
\]
3.1.2. \( C^2 \) cubic elements

For the cubic case, we proceed analogously. The Gaussian quadrature for cubic cardinal B-splines on \([0, 4]\) with a weight \(B_3\) requires \(p+1=4\) nodes, see Fig. 2. Due to symmetry, the system (22) can be reduced to a well-constrained \((4 \times 4)\) system

\[
\begin{align*}
\frac{1}{36} \tau_1^3 (1 - \tau_1)^3 &= \frac{1}{5040}, \\
\tau_1 \tau_2 (\frac{1}{12} \tau_1^3 - \frac{1}{8} \tau_1^2 + \frac{1}{8}) - \frac{1}{12} \tau_2 (2 - \tau_2) (\tau_2^3 - 4 \tau_2^2 + 4 \tau_2 - \frac{4}{3}) &= \frac{1}{72}, \\
-\frac{1}{12} \tau_1 \tau_2^3 (\tau_1^3 - \tau_1^2 + \tau_1 - \frac{1}{3}) - \frac{1}{3} \tau_2 (\tau_2^3 - \frac{9}{2} \tau_2^2 + 6 \tau_2 - \frac{3}{2}) (\tau_2^3 - 4 \tau_2^2 + 4 \tau_2 - \frac{4}{3}) &= \frac{397}{1680}, \\
\frac{1}{12} \tau_1 \omega_1^3 + \frac{1}{2} \omega_2 (\tau_2^3 - 4 \tau_2^2 + 4 \tau_2 - \frac{4}{3})^2 &= \frac{151}{315}
\end{align*}
\]  

with the unknowns \(\tau_1, \tau_2, \omega_1,\) and \(\omega_2\). Solving it numerically gives

\[
\begin{align*}
\tau_1 &= 0.72289886179270511319, & \omega_1 &= 0.88863704203309628490, \\
\tau_2 &= 1.58789880583487298415, & \omega_2 &= 0.834942254174059600.
\end{align*}
\]  

(26)

Let us point out that there are several difficulties with (25). First of all, the system is built under the assumption that \(\tau_1 \in [0, 1]\) and \(\tau_2 \in [1, 2]\) which in general is not known. In this simple configuration with only four elements, one could follow the argumentation of [3] and prove that there has to be a quadrature node in each element, but for higher degrees, or non-uniform knots, such an approach is not straightforward. But even more importantly, solving the system (25) numerically requires a good initial guess and, for example, with the initial guess

\[
\tau_1^{\text{INI}} = \frac{1}{3}, \quad \tau_2^{\text{INI}} = \frac{5}{3}, \quad \omega_1^{\text{INI}} = \omega_2^{\text{INI}} = 1
\]  

(27)

the Newton-Raphson finds a solution

\[
\begin{align*}
\tau_1 &= 0.75698683155927590528, & \omega_1 &= 1.14740718959367949323, \\
\tau_2 &= 2.3038260679426628352, & \omega_2 &= 0.74428414202245775486,
\end{align*}
\]  

(28)
Figure 4: Weighted Gauss quadrature for $C^1$ quadratic cardinal spline ($p = 2$); stiffness matrix terms. The piece-wise linear derivatives of the quadratic spline basis functions that interact with the weight function $B'_i$ (red) are shown. The weighted Gaussian quadrature (blue dots, (31)) arises as a solution of the system (30).

that is not correct as it violates the assumption of $\tau_2 \in [1, 2]$. For higher degrees, it is therefore obvious that a more elaborated strategy for finding the initial guess needs to be incorporated. This issue goes beyond the scope of the current paper and will be addressed in future work.

3.2. Weighted Gaussian quadrature – Stiffness matrix terms

To compute the stiffness matrix, one needs to integrate products of derivatives, see (14). Observe that derivatives of the spline basis functions change signs in their support. Therefore, to the best of our knowledge, there is no theoretical result that guarantees existence of the quadrature rule with respect to such a weight function [22]. However, we can build a weighted quadrature by using a piece-wise algebraic system.

The derivatives of the basis functions of degree $p$ still span $p+1$ elements, and there are, same to the mass matrix case, $2p+1$ basis functions that interact with $B'_j$. However, this spline space is only $2p$-dimensional, that is, the derivatives that have non-zero support on the support of $B'_j$ are linearly dependent. Having only $p$ quadrature points is not possible due to the symmetry and the fact that the first $p+1$ derivatives are linearly independent on the support of $B'_j$, see Fig. 4. Therefore to obtain our sought weighted Gaussian rule, we build the exactness constraints as

$$\int_{c_j}^{c_{j+p+1}} B'_i(x)B'_j(x) \, dx = \sum_{k=1}^{p+1} \omega_k B'_i(\tau_k^j)B'_j(\tau_k^j) \quad \forall i = j - p, \ldots, j + p,$$

(29)

that contains $2p+2$ unknowns and $2p+1$ constraints, only $2p$ being independent. Since the support of $B'_j$ is $p+1$ elements, we postulate, that for uniform knots, there is one node in every element and build the system (29) accordingly.

3.2.1. $C^1$ quadratic elements

If the initial space is $C^1$ quadratic, the derivatives are piece-wise linear and due to symmetry, the second quadrature point is the middle point $\tau_2 = \frac{3}{2}$, see
Fig. 4. The system \((29)\) becomes simply
\[
\begin{align*}
\omega_1 \tau_1 (1 - \tau_1) &= \frac{1}{6}, \\
\omega_1 (1 - 2 \tau_1) &= \frac{4}{3}, \\
(\omega_1 + \omega_2) \tau_1^2 &= 1,
\end{align*}
\]
with the unknowns \(\tau_1, \omega_1, \) and \(\omega_2.\) The system gets solved in radicals with a unique solution
\[
\tau_1 = \frac{3}{4}, \quad \omega_1 = \frac{8}{9}, \quad \tau_2 = \frac{3}{2}, \quad \omega_2 = \frac{8}{9}.
\]

3.2.2. \(C^2\) cubic elements

In the cubic case, we have four quadrature points with seven constraints in \((29).\) Due to symmetry, we build a \((4 \times 4)\) system
\[
\begin{align*}
\frac{1}{4} \omega_1 \tau_1^2 (1 - \tau_1)^2 &= \frac{1}{180}, \\
\frac{1}{4} \omega_1 \tau_1^3 (4 - 3 \tau_1) - \frac{3}{4} \omega_2 (\tau_2 - 2)^3 (\tau_2 - \frac{3}{2}) &= \frac{1}{5}, \\
\frac{1}{2} \omega_1 \tau_1^4 (3 \tau_2^2 - 2 \tau_2 - 1) + 3 \omega_2 (\tau_2 - 1) (\tau_2 - 2)^2 (\tau_2 - \frac{3}{2}) &= \frac{1}{8}, \\
\frac{1}{2} \omega_1 \tau_1^4 + \frac{3}{2} \omega_2 (\tau_2 - 2)^2 (\tau_2 - \frac{3}{2})^2 &= \frac{2}{3},
\end{align*}
\]
with the unknowns \(\tau_1, \tau_2, \omega_1, \) and \(\omega_2.\) The system admits one parameter family of solutions, \(\tau_1\) being a root of
\[
30 x^4 \omega_1 - 60 x^3 \omega_1 + 30 x^2 \omega_1 - 1 = 0,
\]
while \(\omega_1\) being the free parameter. Setting \(\omega_1 = 1,\) we obtain two roots of \((33)\) that lie outside \([0, 1],\) while the other two
\[
\tau_1 = \frac{1}{2} \pm \frac{1}{30} \sqrt{225 - 30 \sqrt{30}}
\]
are admissible solutions inside \([0, 1].\) These solutions define two possible quadrature rules for this specific choice of \(\omega_1.\) Finally, setting \(\tau_1\) as the smaller root of \((34),\) the quadrature rule for stiffness matrix reads as
\[
\begin{align*}
\tau_1 &= 0.24033518882038592858, & \omega_1 &= 1, \\
\tau_2 &= 1.16015740029939774803, & \omega_2 &= 0.86030876544418464920.
\end{align*}
\]

Remark 5. We derive weighted Gaussian quadrature rules only for internal basis functions, i.e., when the weight functions are not affected by the boundary. The number of degrees of freedom with support on the boundary is negligible for large meshes. For boundary elements, the corresponding system would need to be modified accordingly, or one can use standard Gauss rules there.
Remark 6. Our rules are exact for affine geometric mappings as for them the Jacobians in (14) and (16) are constants. For general, non-affine maps, our rules compute only approximate values that correspond to a spline approximation of rational functions.

4. Numerical examples

In this section, we present numerical examples that demonstrate the efficiency and validate the accuracy of the proposed quadrature rules. Our rules exactly integrate the spline spaces associated to the mass and stiffness matrices and therefore integrate exactly (up to machine precision) all the matrix entries.

In the following plots, we show the eigenvalue approximation errors that are fundamental for error estimation in many boundary- and initial-value problems [11]. Figure 6 compares the approximation errors of the standard $C^1$ quadratic and $C^2$ cubic isogeometric elements when the mass and stiffness matrices are assembled by the standard Gauss quadrature rule and the weighted Gaussian quadratures proposed in the previous section. In this example, we consider a one-dimensional elliptic eigenvalue problem discretized on a uniform mesh with 1000 elements. The example numerically validates the exactness of our rules as it shows almost identical error when compared to the standard Gauss integration. The maximum absolute difference in the terms of the mass and stiffness matrices created by both quadratures is of order $10^{-15}$.

Figure 7 shows the convergence of the 2D and 3D eigenvalue problems. We apply the weighted quadrature rules for mass and stiffness matrices for $C^1$ quadratic ((24) and (31)) and $C^2$ cubic ((26) and (35)) isogeometric discretizations. The convergence rates obtained numerically are close to the theoretical order of $2p$ for the fully-integrated case [11].

In order to show the computational gain when using the weighted Gaussian quadratures, we compare the number of basis function evaluations at the quadrature points required to build the mass matrix. Figure 8 shows the total number of evaluations for a test 2D problem discretized on a 100x100 mesh. Our weighted quadratures outperform both the standard element-wise Gaussian algorithm and also [9]. The computational gain for the stiffness matrix is similar. Our rules require less than half the quadrature evaluations compared to [9] for both quadratic and cubic elements. This numerical result is in accordance with the theoretical estimate (20).
Figure 6: Approximation errors of the quadratic and cubic isogeometric discretizations using the standard Gaussian quadratures (lines) and our weighted quadrature rules (markers). The quadrature rules described in [9] leads to the same results and are not shown here for brevity.

Figure 7: Convergence of the 10-th eigenvalue of the 2D (left) and 3D (right) problems using the quadratic (red line) and cubic (blue line) isogeometric elements. The mass and stiffness matrices were assembled using the weighted quadrature rules introduced in Section 3.

Remark 7. The exact comparison values are 2.08 and 2.44, which are slightly worse than the theoretical estimates $\frac{22}{9}$ and $\frac{49}{16}$ obtained from (20). The reason is that the rules of Calabró et al. [9] use the knots and the middle of the elements as quadrature points and therefore, in this uniform setup, some function evaluations may vanish. To make a fair comparison, we excluded from our counting
the cases where the function evaluation is redundant. For example, a scenario where the weight function vanishes at the middle knot, see Fig. 5.

5. Conclusion

We present weighted Gaussian quadrature rules for the mass and stiffness matrix assembly of $C^1$ quadratic and $C^2$ cubic spline discretizations over uniform knot vectors. Our rules are the solutions of a set of nonlinear piece-wise polynomial systems. For quadratic elements, the rules factorize to a closed form solution, while for cubics we find solutions numerically. Our weighted quadrature rules require only one quadrature point per element and therefore further reduce the cost of mass and stiffness matrix assembly when compared to [9] which requires two quadrature points per element.

As a future work, we aim to focus on higher degree elements. Already in the cubic case, the numerical solver did not find a correct solution from a reasonable initial guess and therefore a more elaborated strategy to initialize the numerical solver seems to be unavoidable. Another direction goes along the analysis conducted in [10, 12, 24] and the fact that the exact integration of the mass matrix is not needed to achieve the optimal convergence rate. Therefore, weighted rules that underintegrate mass terms but use even fewer quadrature points are worth of further investigation.
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