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ABSTRACT With the development of network functions virtualization and software defined networking, the service function chain (SFC) orchestration issue is a big challenge for high reliability and low latency services. At present, many studies propose solutions in terms of physical node mapping or link mapping for SFC. In this paper, we consider parallel transmission by dividing the SFC request flow into multiple sub-flows. To solve the problem of orchestrating parallel SFC under the premise of being able to meet the delay requirements of delay-sensitive classes of services, we divide the problem into two parts: virtual network functions mapped to physical servers and virtual links mapped to physical links. In the first part, we find suitable physical nodes for deployment by the simulated annealing algorithm. In the second part, we construct the link mapping problem as a multi-objective optimization problem. We solve this multi-objective optimization problem by quantum genetic algorithm. Finally, the mapping scheme for parallel SFC is generated. We have conducted comparative analyses of the algorithms through simulation experiments. The results show that the method proposed in this paper can effectively improve the orchestration efficiency of parallel SFC. The algorithm we build can not only minimize the resource consumption and routing energy consumption but also meet the delay requirements well. Therefore, this paper has high practical significance in diverse delay-sensitive service applications and provides a solution for future multipath parallel SFC orchestration.

INDEX TERMS SFC orchestration, VNF instance deployment, virtual link mapping, resource allocation, SRv6.
plane and data plane to obtain a global view to manage their networks [4]. In traditional networks, network traffic passes through various network middleware in a specific order to complete a NF. Different network middleware providing their packet processing functions. In NFV, network services are implemented in the form of service chains, also known as SFCs [5]. The core concept of NFV is to decouple NFs from hardware devices through virtualization technology. In contrast to traditional networks where NFs run on dedicated hardware (network middleware or network devices), NFV architectures allow NFs to run on commercial off-the-shelf hardware devices in a software manner. As a result, NFV can increase network flexibility and significantly reduce network capital expenditures and operating expenditures.

Under the technical architecture of NFV and SDN, relying on the separation of controlling and forwarding of the control plane and data plane of SDN, resources can be flexibly scheduled and allocated on demand. The network can be dynamically expanded or shrunk, reducing the cost of network construction and operation while meeting the delay constraint. SDN/NFV service chains have the following advantages over traditional data center SFCs: (1) Based on the centralized control of SDN, the type and order of VNFs on SFCs can be modified in real-time by formulating policies based on service requests. SDN eliminates coupling among network devices and reduces reliance on topology. (2) When data packets are transmitted in the network according to VNFs order, traditional networks need to go through multiple capsulations and decapsulation between each physical server that carries different VNFs, which will consume more resources and energy. For the SFC construction of segment routing over IPv6 (SRv6)/NFV, the demand flow only needs to be classified once. The SDN controller deploys the SFC according to the different flows of the data flows and the collected network states, then sends the routing and forwarding paths of the data flows to the access device. The controller uses segment routing (SR) to encapsulate and label the demands and paths of the data flows, which is mainly based on the global control capability of the SDN. The controller not only reduces the latency and reduces the consumption of resources and energy but also greatly improves the performance of the SFC.

In recent years, SR has attracted a lot of scholarly attention as a new means of implementing SDN [6]. SR is a source routing technique and it simplifies the protocol, where the data message is “encoded” by the source router and insert segment information into the message at the beginning of the path, i.e., insert an ordered list in the header to indicate the forwarding path of the message. The intermediate network nodes only need to forward the message according to the segment information carried in the message. SR assigns segments to each node or link. The head node combines these segments to form a segment sequence (segment path) and identifies them by segment identifier (SID) to guide the forwarding of messages according to the segment sequence. It is identified by SID, which guides the packet to be forwarded according to the segment sequence, thus realizing the programming capability of the network. SR is considered a key technology for SDN2.0. Because it reduces control redundancy compared to traditional resource reservation and distributed protocols. SR is simple to operate, scalable and has powerful programmability. SRv6 combines the advantages of SR and IPv6’s 128-bit programmability [7], which can significantly reduce network complexity.

In order to implement SR technology based on the IPv6 forwarding plane, a new extension header of segment routing header (SRH) is added to the IPv6 routing extension header to store IPv6 segment list information and program the combination of segments to form SRv6 paths. The content stored in the SRH extension header is equivalent to a computer program, which is the solution to the end-to-end connectivity problem of the business. Segment left is equivalent to the PC pointer of a computer program, which always points to the instruction currently being executed.

SRv6 uses a 128-bit segment to define the NFs and then arranges the Segments to achieve a series of forwarding and processing behaviors of the network devices, thus completing the orchestration of the SFC. When designing SRv6 programming, it is necessary to define a network instruction - SRv6 segment, which is identified as SRv6 SID. SRv6 SID is a 128bit value and each SRv6 SID is a network instruction, usually containing three parts: Locator, Function and Argument, then we subsequently define them for the SFC arrangement in this paper.

With the combination of NFV and SFC, it is a big challenge for the massive SFC orchestration problems. With a large number of latency-sensitive services, it will lead to VNF deployment problems and cause a lot of congestion in the network, resulting in network performance problems such as rising transmission delay. At the same time, problems in network architecture and resource allocation management lead to high system energy consumption and low network resource utilization. Therefore, we build the system model based on SRv6. The global view of the SDN controller can realize the optimal allocation of resources, the load status of storage resources and the congestion of physical links can be obtained by collecting the network state in the physical network in multiple dimensions. The controller in SRv6 can dynamically change the mapping path of SFC flows according to user requests and load dynamics in the network. Ultimately, effective adaptation of routes and rational allocation of resources and global load balancing are achieved. For operators, the minimum resource consumption can greatly reduce the deployment cost, but it may lead to over-concentration of load, resulting in excessive load on some links [8], which reduces the reliability and the deployment success rate for the arrival of subsequent SFC requests and affects the revenue of network operators. So, we take the load problem and the number of node hops [9] into consideration in the subsequent contents of the multi-objective SFC link mapping. In this paper, the optimal solution is found among the factors such as minimum resource occupation and balanced network load.
We propose the deployment of VNF with minimal resource utilization (MRU-VNF) solution, which aims to determine the latency sensitivity of the service after latency awareness, then calculate the link mapping location that takes up the least resources and has a balanced load in the link as well as high availability/reliability of the VNF instance deployment location. The proposed multipath refers to more than one path and contains one path. For delay-insensitive services, the solution proposed in this paper can also be used without applying to multipath routing planning. Even if the SFC scheduling problem is solved in single-path routing, the performance of the solution proposed in this paper is the best in terms of resource consumption, load distribution and cost in general compared with other scheduling methods.

The multipath SFC proposed in this paper first needs to solve the problem of VNF deployment. First, the simulated annealing (SA) algorithm is used to find the physical server with the highest availability under the constraint conditions to deploy the VNF instance. If the VNF instance is not effectively deployed on the physical server, the network performance will have a great impact. For example, when a physical server or virtual machine (VM) fails, the VNF instance needs to be re-deployed, which will prolong the overall transmission time of SFC requests. The forwarding rules stored in the router will increase sharply. SFC requests require more rules to reroute, it reflects the importance of reliability in instance mapping, so we first deploy the instance. Then we use the quantum genetic algorithm (QGA) to solve the virtual link mapping problem under the condition of satisfying user requirements and network condition constraints. The purpose of this paper is to find a physical link that can meet the least resource occupancy and balance the link load distribution for SFC mapping by judging the number of offloads through delay sensing under the constraint conditions.

Nowadays, many engineering design problems and practical engineering applications are emerging. The highly nonlinear optimization problems can be found everywhere in many engineering applications. Most of these engineering problems and the SFC deployment problems mentioned in this paper are solved by using heuristic optimization methods. There are some better heuristic optimization algorithms that currently receive wide attention, such as Yuan et al. to tackle these problems, a novel assisted optimization strategy, named elite opposition-based learning and chaotic k-best gravitational search strategy (EOCS) [14], is proposed for the grey wolf optimizer algorithm. In the EOCS-based grey wolf optimizer algorithm, the elite opposition-based learning strategy is proposed to take full advantage of better-performing particles for optimization in the next generations. A chaotic k-best gravitational search strategy is proposed to obtain the adaptive step to improve the global exploratory ability. They also proposed a novel population intelligence optimization algorithm, which is named alpine skiing optimization (ASO) [15]. The main inspiration of the ASO originated from the behaviors of skiers competing for the championship. In the ASO, physical stamina and sprint are two essential factors
for skiers to win the tournament, which are similar to the two stages of exploration and exploitation. In our work, we mainly design and use optimization algorithms to solve the proposed multipath SFC orchestration problem, after which we use two heuristic algorithms to solve the problem.

There are many discussions on VNF deployment issues, mostly considering the cost issues in the deployment problem. There is very little literature to consider the cost while jointly considering the energy consumption of physical devices, especially in the parallel SFC deployment problem. Because the replication of VNF instances will lead to occupying more physical devices, which will lead to generating more energy consumption. Therefore, which will lead to a significant increase in the cost of physical devices required by network service providers to deploy SFC. We aim to minimize the cost and energy consumption of network service providers while meeting the latency service requirements. Minimizing the resource consumption to map SFCs while satisfying the constraints, which will also help us to build green networks in the future. Specifically, we use SFC mapping and routing strategies based on SRv6 technology. The importance of quality of service (QoS) cannot be ignored when mapping VNF instances and virtual links [16]. Service providers should consider QoS requirements to meet the service level agreements promised to applications. For networks with limited capacity, QoS assurance is crucial. Its key indicators include reliability, throughput, delay, packet loss rate, etc. Therefore, we set the relevant QoS demand conditions as constraints, set the objective function under the conditions that satisfy the constraints, and then we use a heuristic algorithm to solve the deployment problem. Finally, we can see that we proposed algorithm can well solve the SFC scheduling problem with multipath splitting through algorithm comparison.

B. CONTRIBUTIONS

The main contributions of this paper are as follows: In order to solve the problem of SFC deployment under different latency requirements, we propose a parallel SFC orchestration scheme with multiple paths, which can not only solve the demand problem for delay-insensitive services but also get a good solution for the services with higher delay requirements. Then, We built a system model based on SRv6 to take advantage of its SR and the global control of IPv6. Next, we propose the minimum resource occupation VNF deployment algorithm to seek solutions to the proposed availability objective function as well as the multi-objective optimization problem, which can well find the highly available physical servers as well as the routing path with the shortest latency. Specifically, we divide the multipath SFC orchestration problem into the VNF instance mapping problem and the virtual link mapping problem. First, we use availability as the main judgment parameter to find VNF instance mapped physical servers to ensure the effectiveness of VNF instance deployment, which can reduce unnecessary delays. Next, we construct a multi-objective optimization problem aiming to find the physical link that consumes the least resources and can make the network link load evenly distributed. Our solution of this problem can reduce the user cost as much as possible and protect the profit of the network operators.

The rest of the paper is organized as follows: in Section II, we provide an overview of related work. In Section III, our contributions and system model related to multipath SFC orchestration are presented. In Section IV, our network model is presented along with the problem construction, then heuristic algorithms are proposed for the solution. In Section V, simulation evaluation is performed. Section VI concludes.

II. RELATED WORKS

Although energy-efficient VNF layout is an area that has been studied by many scholars in the current NFV environment, the VMs layout and VNF layout issues in the NFV/SFC paradigm are different in many ways. The solution to this layout problem should include routing and path assignment through these ordered VNFs, which makes it a fundamentally difficult problem to solve [8], [17]. Ruizen et al. [18] analyze the layout of VNFs in a 5G network and propose a traffic prediction algorithm, which is to estimate the maximum value of traffic in a network slice and the maximum number of VNFs in a certain period [1]. In addition, the authors propose a VNF deployment strategy that can significantly reduce the probability of service blocking and consumption of resources [1]. However, the authors' proposed method only considers the mapping problem of VNFs and does not consider the routing problem of virtual link mapping. The cost and routing energy consumption of the operator are also important when deploying SFCs. Yalaet et al. [19] proposed that the trade-off between the deployment problem of SFCs and the availability of the service. In their work, they further proposed a polynomial-time heuristic by which it facilitates the proper allocation of computational resources to VNF instances [1]. However, they do not consider the latency problem of orchestrating SFCs. Gao et al. [20] consider cost-effective VNF layout and scheduling in public cloud networks. They also consider the dynamic request of the ordered sequence of VNFs, then propose a cost-effective scheme to solve the VNF layout and scheduling problem in public cloud networks. Finally, they show that the algorithm has better performance through simulation results. However, the authors do not consider the problem of routing traffic in link mapping. The energy consumption of routing and the cost of the network are also critical factors. Nowadays, a large number of works have studied the VNF layout and routing problem with different objectives, such as minimizing the total deployment cost [21], [22], [23], minimizing network resources [22], and maximizing reliability [25], [26], [27], [28], etc., but none of these research works consider these properties well together. However, in this paper, by dividing the SFC orchestration problem into two sub-problems, then the MRU-VNF algorithm proposed in this paper solves the above problem very well.
The network slicing embedding [29] and NFV resource allocation (NFV-RA) problems [30] have also received a lot of attention under the consideration of NFV in combination with SFC. The existing solutions for these two problems are divided into two main types, single-path routing-based approaches and multipath routing-based approaches. The authors consider a single-path routing-based approach in [11], [22] [31], [32] [33], [34], and [35], although delay is considered in their paper, performance such as availability or reliability is not considered. Gouareb et al. [22] propose the heuristics to solve the VNF layout and routing problem in edge cloud networks based on NFV with the aim of minimizing the overall delay. Such as Baumgartner et al. [11], some of these works exist that focus on latency-constrained services, but they all use a single-path routing approach and do not consider service splitting, so they may not be able to meet the strict latency requirements. The multipath routing is further divided into two main types of operations: multipath routing that replicates service flows in multiple copies and another type of multipath routing that splits service flows into multiple copies. Authors considered multipath routing through backup instances or backup paths [25], [36] [37], [38], [39], Guerzoni et al. [37] focused on finding the minimum number of link backups required while satisfying SFC reliability requirements, but their work only guaranteed reliability and did not consider the performance of latency. Qu et al. [36] proposed to prevent node failures by backing up multiple VNF instances, the QoS is not guaranteed by backing up multiple VNF instances and using multipath routing for transmission. They aim to maximize the resource utilization with guaranteed reliability and latency requirements. It is worth noting that these efforts are only considering multipath routing through backups, rather than splitting service flows for parallel transmission to accelerate processing latency, which may not satisfy service flows with higher latency requirements.

Chua et al. [40] considered the case of replication of each VNF instance in SFC and traffic splitting, they proposed heuristic algorithms to solve the problem with the aim of reducing resource usage while improving network performance. Zhang et al. [41] also proposed heuristic algorithms, although they also used to split the service flow into multiple copies for multipath parallel transmission, but only one instance of each VNF type can be used for data processing, rather than multiple instances together. Their traffic partitioning aims to minimize link traffic. The current work that focuses on considering partitioned traffic is [40], [41] [42], [43], [44], and [45]. However, all these above mentioned works do not consider factors such as physical device availability or reliability well while considering latency, so they cannot guarantee the overall availability of SFC after a good VNF instance of deployment.

In their paper, Promwongsra et al. [10] propose the slicing technique introduced in 5G. Deploying SFC in delay-constrained slicing is a critical issue. The authors think parallel VNF processing as a promising approach, then pose the problem of minimizing cost while ensuring strict delay constraints. Although they consider VNF mapping and link mapping jointly, then propose a good solution for solving the construction problem of delay-constrained slicing, they do not take into account issues such as device availability well when mapping. When building SFCs over network slices via NFV technologies, the two issues of network slicing embedding and NFV-RA need to be considered in combination. Since the NFV-RA problem also requires considering the number of VNF instances needed in the SFC and the allocation with scheduling of VNFs to the NFV-based infrastructure [30]. Some solutions consider service splitting when mapping VNF instances to the infrastructure [40], [42] [43], [46]. However, none of them consider the latency requirements or the availability of the devices when considering splitting the traffic. Therefore, these solutions are unlikely to be applicable to the implementation of latency-constrained services for certain critical applications.

In this SFC mapping problem, a set of virtual nodes are deployed, virtual links are mapped and the physical devices carrying VNFs in the physical network are required to be linked in an orderly manner. In practice, the SFC mapping problem is performed dynamically for massive requests. So dynamic SFC mapping problem can be reduced to a graph embedding problem, which is usually NP-hard and unapproachable [47], [48]. Therefore, most algorithms are not suitable for solving this highly reliable and low latency problem with large size in practical applications. So, it cannot solve the problem in a reasonable amount of time. This problem can lead to low success rate and poor performance of deployment. Therefore, in the next sections, we propose an online MRU-VNF algorithm to solve the above problem in polynomial time.

III. SYSTEM MODEL

The orchestration of a multipath parallel SFC consists of three parts: VNF ordering, deployment, and routing. Most papers consider only the deployment problem of VNFs or only the routing problem of service flows through ordered VNFs. However, we divide the orchestration problem of parallel SFC into two sub-problems [49], the first one is the mapping problem of VNFs, the second one is the virtual link mapping and routing problem of SFC service flows. We consider the number of hops of routing nodes in the physical network and the energy consumption of routers/switches. We combine SRv6 technology to improve the performance of delayed services, minimize the consumption of resources, improve the resource utilization through the global control capability and network state collection capability of SRv6.

A. SFC FORWARDING CHART

This paper divides the parallel SFC orchestration problem into two sub-problems, the VNF instance deployment problem and the link deployment problem [10]. We aim to deploy VNFs when only limited resources are available in the network, to meet the service delay requirements. Because from
the perspective of network service providers, when the link load distribution is balanced, SFCs can still be well deployed when some SFCs have been deployed. The algorithm proposed in this paper has a higher deployment completion rate and can improve the service provider revenue. The idea of parallel SFC in this paper is mainly by splitting data flows into multiple data sub-flows, then passing through SFC in parallel and consolidating them at the terminal. The method we proposed not only reduces the residual bandwidth requirement of the physical link but also improves the transmission speed of multiple sub-flows, which is a good advantage in guaranteeing delay-sensitive services. Unlike the previously mentioned method that improves reliability by replicating multiple data request flows for parallel transmission, our method can better save resources and guarantee latency.

A network service is a complete end-to-end processing service that can include one or more VNFs or middleware devices, such as a “network protection system” service that includes a firewall, deep packet inspection and a virus scanner. As shown in Figure 1, this is a collection of VNF instances required for remote surgery, which contains a variety of VNFs, virtual private network (VPN), monitor, firewall and load balancer. In the shortest possible time to find the most suitable mapping VNF VM, which is a key issue. The subsequent discussion in this paper uses each SFC sub-chain in each VNF separately deployed in a different physical server on a certain VM. The VM can only deploy a VNF in that SFC request. After the discussion, the equipment that hosts the VNF in the sub-chain can be directly represented by the physical server.

1) DEPLOYMENT MODEL OF VNF
In the deployment problem, most of the existing solutions to the VNF deployment problem use exact solutions, approximate solutions, or heuristic algorithms to solve the problem. In this paper, we construct the objective function to maximize SFC availability and use a heuristic optimization algorithm to solve the objective function in the deployment problem. Because the solution algorithm proposed in this paper is mainly for the delay-sensitive class of services. However, the time consumed by the exact solution method is too long. Therefore, in this problem, we use a SA algorithm to solve the problem and find the optimal physical nodes for each VNF deployment by iterating continuously. According to simulation, we can see that the algorithm has a good solution performance that can effectively reduce the deployment cost and improve reliability, which will be discussed in detail in the subsequent sections on VNF deployment. Using NFV technology, an SFC instance can be defined as a collection of end-to-end traffic processed through an ordered set of VNFs, also known as a VNF forwarding graph, as shown in Figure 1.

2) SFC LINK MAPPING MODEL
In the SFC mapping problem, the objective is to find a reliable, low-blocking physical link while meeting the latency requirements and minimizing the occupied network resources. Therefore, in the subsequent content, the problem is solved by using heuristic optimization algorithms. Traditional ant colony algorithm and genetic algorithm (GA) have a distributed nature, strong robustness. These algorithms are easy to combine with other algorithms, but has disadvantages such as slow convergence rate and easy to fall into local optimum. Therefore, we use the QGA, which not only has a global search capability but also has powerful programmability, which enriches the performance of the algorithm. We also effectively combine the QGA and SRv6, which can obtain the current network condition in real-time and fast when solving, then solve the optimal link mapping problem, i.e., the routing path of SFC request flow through the routing node. Specifically, the network state in the physical network is first collected by SRv6. The QGA is then allowed to perform iterative solution, giving the fitness function through the constructed multi-objective optimization problem. The fitness function can lead the iterative evolution in the algorithm. The diversity of solutions is ensured by the update operation of chromosomes implemented by quantum revolving gates.

B. SYSTEM MODEL
In this paper, the system model is constructed as an SRv6-based system model. As shown in Figure 2, we use the separation of the control plane and the data plane to construct the system model. The network control plane is an SDN controller, which is responsible for collecting the network state in the data network, then calculating the routing path and issuing commands to the access devices. The data network layer uses SRv6, taking advantage of its 128-bit programmability. The SDN splits the control plane from the data forwarding plane, enabling the management and allocation of global resources through a centralized controller. The design and operation of the network are greatly simplified because the instructions are provided by the SDN controller rather than by the devices and protocols used by multiple network providers.

For IP services, in addition to requiring the network to deliver IP messages to their destinations accurately, it is usually required that the messages be forwarded in a specified order through a series of physical devices carrying VNFs for processing, such as VPNs, firewalls, load balancers, etc.
If the traditional routing protocols are used to direct these service flows to these physical devices for processing, it will lead to complex configuration, poor flexibility and scalability. Traditional routing protocols may be difficult to achieve delay-sensitive services, so the technology and standard of common SFC defined by IETF are adopted. It is mainly divided into two major parts namely: the control plane and the data plane. The control plane adopts an SDN controller. The data plane divides the forwarding devices of service chain messages into the following types according to the realized functions: service function is responsible for adding the relevant encapsulation of the SFC to the specified service messages and diverting them to the service chain. Service function forwarder is responsible for forwarding the relevant messages to the corresponding service function processing, which in this paper refers to physical servers and VMs. Service function refers to a specific service function, which in this paper is in the form of VNF. We set the SFC proxy device when VNF does not support the SRv6 message. When VNF does not support SRv6 message encapsulation format, it is necessary to implement and deploy a proxy device. The proxy device is responsible for removing/restoring the SFC-related message encapsulation format. SRv6 SID is the instruction to guide the forwarding of SRv6 messages. In the process of programming SFC, SRv6 SID can be divided into two semantics, i.e. topology semantics and service semantics. SID topology semantics is usually used to guide the forwarding path of SRv6 messages in the network. SID service semantics is used to instruct SRv6 messages to implement specific network service functions on a specified device, such as VPN, firewall, etc. Therefore, in SRv6 networks, using the SID service semantics to implement service functions is the best choice. Compared with other different functions in SRv6, in SRv6, SFC is to define both the service semantics and topology semantics of SRv6 SID. SRv6 service function chaining is based on SRv6 SID service semantics (called service SID) to implement the relevant functions of SFC, i.e., using SID List to represent a series of VNFs that need to be executed in order. Each VNFs exist as separate segments and are identified by SIDs.

First, in this paper, the SDN controller uniformly orchestrates the service SID and topology SID, simplifying the implementation and maintenance of traditional technologies, then distributes it to the access device 1 in the form of SRv6 policy. When deploying the SFCs, the access device 1 acts as the flow classifier of the SFC. When the access device receives a message from a user service request, it iterates to the SRv6 policy, completes SRH encapsulation, then starts forwarding. For intermediate network forwarding devices (such as switches, routers, etc., but they do not all necessarily exist), which are handled according to the regular forwarding process of SRv6. For the topology semantics, we define the Locator in the topology SID as the next hop address in the network, Function as the forwarding action, Arguments to store the user requirements of the SFC request flow and the number of diversions. For the service SID, we define its Locator as the identification of the SFC flow requirements and the address of the VNF, Function as the index of the mark-bearing VNF and the functional parameters, Arguments to store the requirements of the service flow and other relevant information such as parameters or services corresponding to the processing in the VNF.
Some VNFs do not support SRv6, so SFC proxy will be added to the physical devices that host VNFs to implement the proxy function. The proxy function is responsible for the function of decapsulating data flow packets before VNF processing and encapsulating them after processing. VNFs supporting SRv6 can directly process SRv6 packets to match SFC-related functions, which makes the model more realistic.

Data plane devices consist of customer equipment and routing device. The Layer 2 data link layer terminal device is responsible for sending and receiving SFC service flows. The Layer 3 network layer contains access devices and trunk devices. Specifically, the access device 1 sends the demand characteristics of the service flow sent by the sender to the SDN. The SDN gives the link mapping and service flow routing path results, then sends them back to access device 1. Finally, the entire path is encapsulated into F-SL via SRv6. The routing device performs forwarding according to the SRv6 SID List. The access device 2 unencapsulated SRv6 and forwards the SFC service flow to the end device.

C. PARALLEL SFC MODEL

The parallel transmission uses shunting for data transfer. The SDN collects the network state, path blockage and bandwidth resources in the network to determine the weight of each branch, calculates the routing path, then performs parallel transmission. As shown in Figure 3, this figure shows an SFC under normal operation, assuming that the bandwidth of the service flow is 600 Mbps and the time for the service flow to pass through the SFC is 4s.

When the service flow is a latency-sensitive service with high requirements for latency, it is necessary to complete the service in a shorter time effectively by splitting the flow and transmitting it in parallel. We divide all requested services into three latency-sensitive cases: the first is a particularly latency-sensitive service, then set the split data flow to three. The second half-sensitive service, then split the data flow into two. The third is not a latency-sensitive service, then do not split the data flow, using single-path routing mode of transmission. The settings are stored in the SDN controller, when a service request arrives, the controller determines the number of split flows according to the user’s demand, then uses the algorithm proposed in this paper to determine the location of each SFC sub-chain mapping.

As shown in Figure 4, assuming a good network state and sufficient bandwidth resources for the path, the service flows can be bifurcated according to a 1:1 weighting. As shown above, with each branch responsible for transmitting 50% of the service flows and consolidating them at the terminal. In the ideal case, the time consumed for that service is 2s, effectively reducing the service time. Each path only needs to work with 300Mbps of the remaining bandwidth of the link, at which point more remaining bandwidth resources can be saved and then allocated to other services.

IV. NETWORK MODEL AND ALGORITHMS

A. NETWORK MODEL

In this paper, the network model is constructed as an undirected weighted graph \( G = (N, L) \) to represent the physical transmission network. Considering each physical server and VM as one node, \( V \) VMs can be deployed on each physical server, one type of NF can be deployed on each VM. Depending on each user request, different SFCs are constructed. Different VNFs on the SFCs process individual data flows with different latency. The same kind of VNFs process individual data flows with the same latency. Detailed parameters can be referred to Table 1.

B. PROBLEM DESCRIPTION

As can be seen from Figure 5, we show the multi-path parallel model and set the link-related parameters in Tables 2, 3, and 4. The SFC request flow is set to 600Mbps.
TABLE 1. Main notations.

| Notation | Description |
|----------|-------------|
| \( G \)   | the physical network topology diagram |
| \( N \)   | the set of physical nodes |
| \( F \)   | the set of links on the physical network |
| \( F^{SFC} \) | the set of VNFs of SFC sub-chain |
| \( f_s^{a} \) | the s-th SFC |
| \( v_n^{m} \) | the m-th VM on the \( n \)-th physical server |
| \( L_{n_1,n_2} \) | the physical link between physical node \( n_1 \) and node \( n_2 \) |
| \( B_{n_1,n_2} \) | the available bottleneck physical link bandwidth between physical nodes \( n_1 \) and \( n_2 \) |
| \( T_{n_1,n_2} \) | the transmission delay of the physical link between physical nodes \( n_1 \) and \( n_2 \) |
| \( S^{F} \) | the set of SFC requests |
| \( S \) | \( S \in S^{F} \) represents an SFC request |
| \( \sigma \) | \( \sigma \) = \( (f_s^{a},f_s^{a}) \) is the logical link in \( f_s^{a} \) and \( f_s^{a} \) |
| \( CPU_{n} \) | the CPU capacity of \( n \) |
| \( MEM_{n} \) | the memory capacity of \( n \) |
| \( \sum_{f_s^{a} \in F^{SFC}} \) | the required bandwidth consumption of the logical link \( f_s^{a} \) |
| \( \alpha_{f_s^{a} n_1} \) | a binary variable, \( \alpha_{f_s^{a} n_1} \) is 1 if \( f_s^{a} \) is mapped to \( n_1 \), otherwise it is 0 |

First, we perform availability calculations to find a suitable physical server for VNF instance deployment. Table 2, Table 3 and Table 4 give the link-related parameters (i.e., the number of node hops and the remaining available bandwidth resources of the link) between the physical servers hosting the VNF instance. We first find the route for the first sub-chain path, the same for the second and third sub-chain paths. We find the link that satisfies the bandwidth resources required by the request flow and occupies the least resources in the network (i.e., the link with the smallest number of node hops) as the physical link of the mapped virtual link. If the number of node hops of a link are the same, we find the link that can make the load distribution in the link balanced (i.e., the link with the largest remaining available bandwidth resources). Then we can find the routing paths of all sub-chain by this method. Next, the request flow is split and passed through the link in parallel. This method of link mapping can significantly reduce the transmission delay and protect the revenue of the network operator. More and more SFCs can be deployed through balanced load distribution. The least resource consumption can reduce the cost of users and improve user satisfaction. The solution will be elaborated in more detail in the follow-up of the article.

TABLE 2. VNF1->VNF2 link parameters.

| Number of node hops | Link remaining available bandwidth resources(Mbps) |
|---------------------|-----------------------------------------------|
| L11                 | 3                                             |
| L12                 | 2                                             |
| L13                 | 3                                             |
| L14                 | 2                                             |
| L15                 | 5                                             |
| L16                 | 3                                             |

TABLE 3. VNF2->VNF3 link parameters.

| Number of node hops | Link remaining available bandwidth resources(Mbps) |
|---------------------|-----------------------------------------------|
| L13                 | 4                                             |
| L13                 | 2                                             |
| L13                 | 3                                             |
| L14                 | 2                                             |
| L16                 | 4                                             |

C. VNF MAPPING PROBLEM CONSTRUCTION

1) BINDING CONDITIONS

When mapping VNFs to VMs, it is necessary to consider whether the available CPU resources and memory resources of the i-th physical device satisfy the CPU and memory resources required for mapping \( f_s^{a} \) to \( v_n^{m} \). Among them, \( f_s^{a} \) represents the a-th VNF in the i-th sub-flow requested by the s-th SFC. \( v_n^{m} \) represents the m-th VM in the i-th physical device.

\[
\sum_{f_s^{a} \in F^{SFC}} CPU_{f_s^{a} n_1} \cdot \alpha_{f_s^{a} n_1} \leq CPU_{n_1}, \quad n_1 \in N
\]

\[
\sum_{f_s^{a} \in F^{SFC}} mem_{f_s^{a} n_1} \cdot \alpha_{f_s^{a} n_1} \leq MEM_{n_1}, \quad n_1 \in N
\]

In constraint (1), \( CPU_{n_1} \) represents the available CPU resources of the i-th physical device, \( cpu_{f_s^{a} n_1} \) represents the CPU resources required to deploy \( f_s^{a} \) on \( n_1 \). \( \alpha_{f_s^{a} n_1} \) is a binary decision variable. It is 1 if the VNF \( a \) of the s-th SFC is deployed in the \( n_1 \), otherwise it is 0. In constraint (2), \( MEM_{n_1} \) represents the available storage resources of the i-th physical device. \( mem_{f_s^{a} n_1} \) represents the storage resources required to deploy \( f_s^{a} \).

In this paper, the VNFs on the SFC in the set \( SF \) are mapped to the VMs by the mapping algorithm. When the NFs deployed on the \( v_n^{m} \) are the same as those on \( f_s^{a} \), or no NFs are deployed on \( v_n^{m} \) yet, then \( f_s^{a} \) can be deployed to the \( v_n^{m} \) if the constraints of inequality (1) and inequality (2) are satisfied.

\[
\alpha_{f_s^{a} n_1} = \begin{cases} 1, & \text{if VNF type a is hosted on physical server } n_1 \text{ of traffic flow s} \\ 0, & \text{otherwise} \end{cases}
\]

A binary variable \( \alpha_{f_s^{a} n_1} \) of 1 indicates that the VNF of the s-th SFC is deployed in \( n_1 \), otherwise it is 0.

In this paper, each physical server and VM is set as one node. Although there are multiple VMs in each physical server, only one VM in each physical server can deploy a VNF in a certain SFC sub-chain, which means that different
The availability of VNF instances, as well as hardware, is also a key factor when mapping SFCs. Lower availability will lead to lower QoS for users and lower user satisfaction. So the reliability of service needs to be guaranteed under the requirements of securing time delay. The availability formula is proposed here. The availability is defined in this paper as the proportion of the running time of a component in a period to the total period. The total period is the sum of the running time and the maintenance time of machine.

\[ C = \frac{\text{Uptime}}{\text{Uptime} + \text{Downtime}} \]  

The Uptime indicates the running time of the equipment. The Downtime indicates the time used for equipment failure maintenance. This gives the availability of a single VNF, physical device or VM in the i-th sub-flow of the S-th SFC.

\[ C_{f_i} = C_m = C_{v_{i}} = \frac{\text{Uptime}}{\text{Uptime} + \text{Downtime}} \]  

In practice, the availability of different servers and VMs vary depending on their age or hardware quality, thus the availability of a SFC sub-chain under normal operation is:

\[ C_{sfc} = \prod_{n_i \in N} \prod_{v_{im} \in V_n} \prod_{f_{isf} \in F_{ni}} C_{v_{im}} \cdot C_{sfc} \cdot \alpha_{f_{isf} v_{im}} \]  

For services that require high reliability and low latency, service providers need to ensure that the reliability of parallel SFC meets user requirements.

\[ C_{sfc}^s = \prod_{s_i \in S} C_{sfc}^{s_i} \geq C_{order} \]  

Because the reliability of each physical device and VM is different, the goal of the VNF mapping problem is to maximize the availability of SFC mapping.

\[ D = \text{MAX} \ C_{sfc}^s \]  

This objective function has to satisfy the constraints of (1) (2) (5) (9).

3) THE SOLUTION PROCESS OF VNF MAPPING PROBLEM

Expression (11) gives the fitness function needed for the SA algorithm.

\[ \text{fit} = \frac{1}{C_{order}} \]  

The value of fitness is the inverse of the minimum deployment availability required by the user. The solution algorithm taken in this paper for the VNF mapping problem is the SA algorithm in the heuristic algorithm. The hill-climbing algorithm is used in some of the papers that currently exist to solve the VNF deployment problem. But the simple hill-climbing algorithm never moves to a lower value, so the algorithm is prone to the problem of local convergence. Problems with local convergence may lead to incomplete solutions. The random hill-climbing algorithm applies random wandering by moving, it may complete the solution but it is not efficient. The focus of this paper is on parallel SFC deployment for the delay-sensitive class of services. The hill-climbing algorithm is the exact solution, but for the deployment problem of NP-hard problem, the algorithm is unrealistic to solve the NP-hard problems in effective time and within a large-scale scenario. So a heuristic algorithm SA is used here to solve the problem.

The authors of that paper [50] spoke about the main idea of the SA algorithm. Also known in the industry as a cooling process for metals. In other words, when solving an objective problem, we can use a heuristic algorithm to solve it by iterating over and over again. This iterative process makes smaller changes at each step of the process, then judges which of the newly obtained results is better than the previous one, if it is a better solution obtained, it is always accepted, as the hill-climbing algorithm. However, when we get a new result that is worse than the current one, we accept it with a certain probability expecting it to become better, but this probability decreases with time. This is where it differs from the hill-climbing algorithm, ensuring the diversity of results and avoiding local convergence.

The specific algorithm is shown in Algorithm 1. The algorithm terminates when it reaches the number of iterations.


Algorithm 1 VNF Deployment Algorithm - SA Algorithm

**Input:** physical network resources $G$, physical server resources, number of SFC sub-chains $I$, number of VNF instances in each sub-chain of SFC $m$, demand for each VNF instance, define $T$ as the number of iterations.

**Output:** VNF deployment scheme $C(t)$

1. the number of initialization iterations is $t = 0$, $a = 1$, $a$ is the number of the VNF, $i = 1$, $i$ is the number of sub-chain.
2. for $t = 0 : T$
3.   for $i = 1 : I$
4.     if $a \leq m$ then
5.       Generate the deployment scheme for each VNF $a$ in each SFC sub-flow and store it in $v[a]$
6.     end if
7.     Store the deployment plan for each SFC sub-flow in the $s[i]$
8. end for
9. Generate the VNF deployment scheme, defined as $C(t)$, then compute the solution $D(t)$ corresponding to $C(t)$
10. if $D(t + 1) > D(t)$ then
11.   Assign the value of $(t + 1)$ to $(t)$
12. else
13.   Generate a random number $r$ between $[0, 1]$ while $r < f$ do
14.     $D(t) \leftarrow D(t + 1)$
15. end while
16. end if
17. $C(t) \leftarrow D(t)$
18. end for
19. return VNF deployment scheme $C(t)$

**D. VIRTUAL LINK MAPPING PROBLEM CONSTRUCTION**

1) **BINDING CONDITIONS**

This section considers the energy consumption of routing nodes and switches in the link mapping when considering the more delay-sensitive service mapping SFCs. The multi-objective optimization problem proposed in this paper is solved using QGA to finally generate the link mapping scheme for parallel SFC. In the mapping problem of SFC, the aim is to find a reliable, low-blocking physical link while satisfying the link bandwidth constraints, delay constraints and minimizing the occupied network resources. Therefore, in this section, we solve the problem by using a heuristic optimization algorithm. Specifically, the network state in the physical network is first collected by the SDN controller. Then let the QGA perform an iterative solution. We give the fitness through the constructed multi-objective optimization problem, thus performing an iterative evolution in the algorithm, then implementing the chromosome update operation through the quantum revolving gate until we get the solution that we want to obtain.

$$
\beta_{i,j}^{a,b} = \begin{cases} 
1, & \text{if } f_{ab}^{i} \text{ is mapped to the physical link } l_{ij} \\
0, & \text{otherwise} 
\end{cases} \quad (12)
$$

Using the binary variable $\beta$ to judge whether the logical link between two adjacent VNFs in the S-th SFC sub-chain maps to the physical link between the physical devices carrying the two adjacent VNFs.

$$
\beta_{i,j}^{a,b} = \begin{cases} 
1, & \text{if } f_{ab}^{i} \text{ is mapped to the physical link } l_{ij} \\
0, & \text{otherwise} 
\end{cases} \quad (13)
$$

The physical link consumes mainly bandwidth resources. So the bandwidth consumption of logical links of SFC sub-chains placed on the same physical link cannot exceed the remaining bandwidth capacity of this physical link.

$$
\sum_{s \in S} \sum_{l_{ab} \in L_{i}^{s}} b_{l_{ab}} \cdot \beta_{i,j}^{a,b} \leq \sum_{l_{ij} \in L \setminus l_{ij}} B_{l_{ij}} \cdot \beta_{l_{ij}}^{a,b} = B_{\max} \quad (14)
$$

In constraint (14), $b_{l_{ab}}$ represents the link bandwidth consumption between $f_{a}^{i}$ and $f_{b}^{i}$ in the i-th sub-chain requested by the s-th SFC. $B_{l_{ij}}$ represents the value of the maximum physical link remaining bandwidth of the $l_{ij}$ mapped to the physical link $l_{ij}$ at this time. To ensure the path integrity of the SFC request is not split, let $b = a + 1$ indicating that $f_{a}^{i}$ is the next connected VNF of $f_{b}^{i}$ of the VNF. The i-th sub-chain of this SFC has $F$ VNFs and needs to satisfy the flow constraints:

$$
\sum_{n_{i} \in N} \sum_{a=0}^{F} \beta_{i,j}^{a,b} - \beta_{i,j}^{a,b} = \begin{cases} 
1, & n_{i} = f_{0}^{s} \\
-1, & n_{i} = f_{F+1}^{s} \\
0, & \text{otherwise} 
\end{cases} \quad (15)
$$

The service latency of SFC is composed of two parts, which are the processing latency $t_{f_{a}^{i}}$ of the individual VNF of each SFC sub-chain mapped on the VM and the transmission latency $\tau_{s_{i}}$ of SFC on the physical network. The processing latency is represented by the ratio of the total computation $Q$ required for each VNF to be processed to the computation speed $A$ of the VM on the physical server mapped by this VNF:

$$
\tau_{s_{i}} = \frac{Q_{f_{a}^{i}}}{A_{v_{m}^{s_{i}}}} \quad (16)
$$

In expression (16), $Q_{f_{a}^{i}}$ represents the amount of computation to process $f_{a}^{i}$, $A_{v_{m}^{s_{i}}}$ represents the computing speed of the VM $v_{m}^{s_{i}}$, $T_{f_{a}^{i}}$ for the processing delay of all VNFs on each sub-chain of SFC. $\alpha_{v_{m}^{s_{i}}}^{f_{a}^{i}}$ is a binary decision variable. It is 1, which means that $f_{a}^{i}$ is deployed on $v_{m}^{s_{i}}$, otherwise it is 0, then:

$$
T_{F_{a}^{i}} = \left\{ \sum_{f_{a}^{i} \in F_{a}^{i}} \frac{Q_{f_{a}^{i}}}{A_{v_{m}^{s_{i}}}} \cdot \alpha_{v_{m}^{s_{i}}}^{f_{a}^{i}} \right\} \quad (17)
$$

The transmission delay of SFC is obtained by summing the transmission delay over the physical link mapped from the
virtual link between two adjacent VNFs on the SFC to the physical link in the physical network, using $T_{E_i}$ to denote the transmission delay of the $i$-th sub-flow in the $S$-th SFC:

$$T_{E_i} = \sum_{l_{ij}^s \rightarrow l_{ij}} \tau_{l_{ij}^s \rightarrow l_{ij}}^{max} \cdot \beta_{l_{ij}^s \rightarrow l_{ij}}, \quad \forall s, i \in S$$  \hspace{1cm} (18)

Using $\tau_{l_{ij}^s \rightarrow l_{ij}}^{max}$ denotes the maximum delay of the virtual link between VNFs a and b in the $i$-th sub-flow of the $S$-th SFC mapped to the physical link in the physical network by multiplying it with $\beta_{l_{ij}^s \rightarrow l_{ij}}$, we can obtain the transmission delay of the $i$-th sub-flow in the $S$-th SFC. $\beta_{l_{ij}^s \rightarrow l_{ij}}$ is a binary decision variable, if it is 1, it means that if $l_{ij}^s$ is mapped to the physical link $l_{ij}$, otherwise it is 0.

Using $T_s$ to denote the service delay of the $i$-th sub-flow in the $S$-th SFC, then:

$$T_s = T_{F_s} + T_{E_i}, \quad \forall s, i \in S$$  \hspace{1cm} (19)

Using $T_{total}$ to denote the sum of the service delays of each sub-chain set $S$ of a parallel SFC:

$$T_{total} = \max_{s \in S} \sum_{s, i \in S}(T_s) \leq T_{order}$$  \hspace{1cm} (20)

The total delay must take into account the delay of the longest path in these sub-flows as the total delay.

2) MULTI-OBJECTIVE OPTIMIZATION PROBLEM CONSTRUCTION

Let the required network resources consumed by the $s$th SFC in $s \in S$ be $B$. Because the path with fewer hops and smaller delay will consume fewer network resources. The resource consumption is related to the number of hops of the selected path as well as the delay, we let the path be $P$. The required network resource consumption $R(P)$ of this SFC path is defined as:

$$R(P) = h(P) \cdot T_{total} \cdot B_{max}$$  \hspace{1cm} (21)

The worst-case network resource consumption of the path is used as the normalization criterion and is set to $MAX(R)$:

$$\max \{ R(P) \} = \max \{ h(P) \} \cdot \max \{ T_{total}(P) \} \cdot B_{max} (P)$$  \hspace{1cm} (22)

The normalized resource consumption of this path $P$ is:

$$\frac{R(P)}{\max \{ R(P) \}}$$  \hspace{1cm} (23)

In the mapping process, not only the minimum resource consumption needs to be considered. It should also ensure the quality and reliability of user services for subsequent SFC requests. The load distribution in the network links should be ensured to be balanced. If the remaining load capacity in the chain is less after the virtual link mapping, it also indicates that the required bandwidth between the nodes is close to the available bandwidth of the links. At this time, the path is unsafe. So the load needs to be reasonably distributed to each link to improve the throughput. The link load distribution can be measured by the remaining bandwidth of the link. $B_{ij}$ denotes the remaining available bottleneck bandwidth of the physical link $l_{ij}$. $B_{ij}^*$ denotes the remaining available bottleneck bandwidth of physical link $l_{ij}$ after mapping $l_{ij}^s$. The link utilization of physical node i to j can be expressed as:

$$U_{ij} = \frac{B_{ij} - B_{ij}^*}{B_{ij}}, \quad l_{ij} \in L$$  \hspace{1cm} (24)

From (23), the more available bandwidth on the path, the safer it is. When $U_{ij}$ is close to 1, it means that $B_{ij} - B_{ij}^*$ is close to the remaining available bottleneck bandwidth $B_{ij}$. The required bandwidth between nodes i and j is close to the available bandwidth, so the path is unsafe. If this mapping request is allowed, it leads to other requests that cannot be mapped to this path. Therefore, when $B_{ij} - B_{ij}^*$ is much smaller than $B_{ij}$, this path is secure and allows for the deployment of all requests.

The corresponding mean value is:

$$\bar{U} = \frac{\sum_{l_{ij} \in L} \sum_{l_{ij}^s \in L} U_{ij} \cdot \beta_{l_{ij}^s \rightarrow l_{ij}}}{\sum_{l_{ij} \in L} \sum_{l_{ij}^s \in L} \beta_{l_{ij}^s \rightarrow l_{ij}}}$$  \hspace{1cm} (25)

$\beta_{l_{ij}^s \rightarrow l_{ij}}$ is a binary decision variable, if it is 1, it means that if $l_{ij}^s$ is mapped to the physical link $l_{ij}$, otherwise it is 0. Then the link utilization variance is:

$$\delta^2 = \frac{\sum_{l_{ij} \in L} \sum_{l_{ij}^s \in L} (U_{ij} - \bar{U})^2 \cdot \beta_{l_{ij}^s \rightarrow l_{ij}}}{\sum_{l_{ij} \in L} \sum_{l_{ij}^s \in L} \beta_{l_{ij}^s \rightarrow l_{ij}}}$$  \hspace{1cm} (26)

In this paper, during the link mapping process, not only the resource consumption and load distribution are considered but also the number of hops of the service flow through the routing nodes and the energy consumption. In the massive applications internet, the performance of energy consumption should not be ignored. The network structure formed by the router interconnection delivers requests to each functional body to perform service tasks. Router power consumption depends mainly on the type of equipment and the number of ports. The power consumption of a router can generally be expressed as follows:

$$P_{router} = \begin{cases} P_b + P_p \cdot n_p, & \text{Router is activated} \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (27)

where $P_b$ denotes the power consumed by the router’s base hardware. $P_p$ denotes the power consumed by one port of the router, $n_p$ denotes the number of ports on that router that are used. A parallel SFC needs to cross multiple routers of the
underlying physical network, so the total power consumption of the router is expressed as:

$$p_{\text{total}\text{router}} = \sum_{l_{ij} \in L} \text{if} \left( 1, \beta^{l_{ij}}_{ij} \right) \cdot P_{b} + 2 \cdot \sum_{l_{ij} \in L} \beta^{l_{ij}}_{ij} \cdot P_{p} \tag{28}$$

$$p_{\text{switch}} = \begin{cases} P_{s} + P_{n} \cdot n_{p}, & \text{Switch is powered up} \\ 0, & \text{otherwise} \end{cases} \tag{29}$$

where $P_{s}$ denotes the power consumption consumed by the underlying hardware of the switch. $P_{n}$ denotes the power consumption consumed by one port of the switch. $n_{p}$ denotes the number of ports using the switch. A parallel SFCs may need to cross multiple switches of the underlying physical network, so the total switch power consumption is expressed as:

$$p_{\text{total}\text{switch}} = \sum_{l_{ij} \in L} \text{if} \left( 1, \beta^{l_{ij}}_{ij} \right) \cdot P_{s} + 2 \cdot \sum_{l_{ij} \in L} \beta^{l_{ij}}_{ij} \cdot P_{p} \tag{30}$$

where $\text{if} \left( 1, \beta^{l_{ij}}_{ij} \right) \in \{ 0, 1 \}$ is a binary decision variable that determines whether a link route of $s_{i}$ passes through the underlying physical link $l_{ij}$, which determines whether the router through which the link passes is turned on. The summation indicates the number of routers passed through, in addition, two ports need to be turned on after through one router, $2 \cdot \sum_{l_{ij} \in L} \beta^{l_{ij}}_{ij} \cdot P_{p}$ denotes the number of opened ports. $P_{s}, P_{n}$ and $P_{p}$ are constants.

The total power consumption of the switch and router can be obtained from the above equation as:

$$p_{\text{total}} = p_{\text{total}\text{router}} + p_{\text{total}\text{switch}} \tag{31}$$

Using the router when running four ports as the normalization criterion, then we set it as $p_{\text{total}\text{router}}$, the total power consumption after normalization is:

$$p_{\text{total}} / p_{\text{total}\text{router}}$$

In the process of solving the SFC orchestration problem, user QoS performance metrics are important. In addition, minimizing resource consumption and cost while satisfying user requirements can improve user satisfaction. In this paper, we define cost as the sum of link resource consumption, link energy consumption and physical equipment cost.

$$\text{Cost}_{\text{total}} = R(P) + p_{\text{total}} + \sum_{f_{ij} \in F} \alpha_{f_{ij}} \cdot (\text{cpu}_{f_{ij}} + \text{mem}_{f_{ij}}) \cdot n_{i} \in N \tag{32}$$

The problem of link mapping is constructed to find an SFC deployment path that minimizes resource consumption, reduces router energy consumption and balances load distribution while satisfying the requirements of latency and bandwidth constraints. Obviously, this is a multi-objective optimization problem, since these three performances cannot be optimal at the same time, the given weights $\alpha + \beta + \gamma = 1$.

$$\min \text{ Target} = \alpha \cdot \frac{R(P)}{\text{MAX} (R(P))} + \beta \cdot \frac{\gamma}{\gamma^2} + \gamma \cdot \frac{p_{\text{total}}}{p_{\text{total}}^\prime} \tag{33}$$

This multi-objective optimization problem satisfies the constraints of (14), (15) and (20).

3) MULTI-OBJECTIVE OPTIMIZATION PROBLEM SOLVING

In this section, we solve this problem by using QGA, we represent optional underlying physical paths for each segment of the virtual link in quantum bit (qubit) and the qubit string represents the set of mappable physical links for each small segment of the virtual link.

This paper uses QGA [51] to solve the multi-objective optimization problem. QGA is different from the binary representation of the chromosome of the GA. QGA is based on the principle of qubit and quantum superposition state in quantum science. We represent the chromosome with qubit encoding, which means that a gene in the chromosome is stored and expressed with qubit, the possible states of the gene are '0', '1', or superposition state of both. '0' and '1' denote(| 0 > and | 1 >), superposition state [ϕ > = α > | 0 > + β > | 1 >], where $| \alpha >$ and $| \beta >$ are satisfied a bunch of complex numbers satisfying $| \alpha |^2 + | \beta |^2 = 1$. $| \alpha |^2$ denotes the probability of collapse of the quantum state $| \phi >$ to $| 0 >$. $| \beta |^2$ denotes the probability of collapse of the quantum state $| \phi >$ to $| 1 >$. The probability amplitude of a qubit can be defined as $| \alpha > |^2$, in addition, a quantum chromosome consisting of m genes can be expressed as:

$$q = [\alpha_{1} \alpha_{2} \ldots \alpha_{m}]$$

A system containing m qubits can represent $2^m$ states simultaneously. Because traditional GA usually utilizes numerical or symbolic representation of chromosomes, the relative evolutionary steps correspond to specific chromosomes. Therefore, the diversity of populations and the guaranteed convergence speed of the algorithm cannot be carried out simultaneously. However, under the QGA, chromosomes are represented using qubit, which has a random nature, the corresponding evolutionary operations are performed on the probability magnitude of gene states. Therefore, the convergence speed of the algorithm is guaranteed. The diversity of the population is also guaranteed when searching for the optimal solution. The quantum evolutionary operation can be operated by quantum rotation gate, the purpose of the evolutionary operation is to avoid premature convergence.
due to local search. The quantum evolutionary operation can change the superposition state of chromosomes to the optimal solution. QGA can perform individual mutation by quantum crossover between individuals, which is good to avoid local convergence.

Let the initial population be \( Q(t) = \{ q_1, q_2, \ldots, q_k \} \), \( t \) is the number of generations of population evolution, \( k \) is the number of population individuals. In this case, the number of total SFC sub-flows, i.e., the number of chromosomes, \( m \) is the number of genes in the chromosome. In this case, the number of underlying physical links that can be deployed per virtual link segment, each qubit string represents the set of physical links that can be deployed per small virtual link segment. The k-th chromosome of the t-th generation population can be expressed as:

\[
q'_k = \begin{bmatrix}
\alpha_{k1}^t & \alpha_{k2}^t & \cdots & \alpha_{km}^t
\end{bmatrix}
\]

Initialize all genes \( \alpha \beta \) are set to \( \left[ \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right] \).

QGA uses quantum rotation gates to maintain the diversity of chromosomal individual populations by changing the probability amplitude of quantum states. The key to the QGA method is the quantum rotation gate (Q-gate), which can usually be expressed as \( U(\theta_i) \):

\[
U(\theta_i) = \begin{bmatrix}
\cos \theta_i & -\sin \theta_i \\
\sin \theta_i & \cos \theta_i
\end{bmatrix}
\]

The specific use of the Q-gate is as follows:

\[
\begin{bmatrix}
\alpha_{ki+1}^t \\
\beta_{ki+1}^t
\end{bmatrix}
= U(\theta_i) \cdot \begin{bmatrix}
\alpha_{ki}^t \\
\beta_{ki}^t
\end{bmatrix}
= \begin{bmatrix}
\cos \theta_i & -\sin \theta_i \\
\sin \theta_i & \cos \theta_i
\end{bmatrix} \begin{bmatrix}
\alpha_{ki}^t \\
\beta_{ki}^t
\end{bmatrix}
\]

\[
[\alpha_i^t \beta_i^t]^T \text{ and } [\alpha_i^{t+1} \beta_i^{t+1}]^T \text{ denote the ith quantum position of the chromosome numbered k at generation t and the ith quantum position of the chromosome numbered k at generation } (t+1), \text{ respectively. } \theta_i \text{ is defined as the rotation angle and takes the following values: } \theta_i = S(\alpha_{ki}, \beta_{ki}) \cdot \Delta \theta_{ki}, \text{ where } S(\alpha_{ki}, \beta_{ki}) \text{ and } \Delta \theta_{ki} \text{ denote the direction of rotation and the rotation angle, respectively. The direction of rotation determines the direction of convergence to the global optimum.}
\]

The rotation angle affects the speed of convergence to avoid local convergence caused by premature convergence. Q-gate can be used depending on the problem itself selecting the appropriate value, this paper adopts a variant of the general selection strategy, as shown in Table 6.

As shown in Table 6, \( x_i \) and \( b_i \) denote the \( i \)-th position in this chromosome measurement and the \( i \)-th position of the currently measured optimal chromosome, respectively. \( f(x_i) \) and \( f(b_i) \) respectively, denote the corresponding fitnesses. The algorithm starts by defining the chromosome population \( Q(t) \) with each \( q'_k \) as a chromosome. The search begins with an initialized probability amplitude of \( \left[ \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right]^T \). The adjustment strategy of Q-gate is to compare \( f(x_i) \) measured by individual \( q'_k \) in chromosome with \( f(b_i) \), if \( f(x_i) > f(b_i) \), the genes in \( q'_k \) are adjusted so that the probability amplitude evolves in the direction favoring \( x_i \). In this paper, we choose the adaptation degree \( f = \frac{F_{\text{target}}}{F_{\text{target}}} \), the larger the adaptation degree, the smaller the target function, the smaller the adaptation degree, then the larger the target function.

Define the state solution of the algorithm as \( P(t) = \{ p_1, p_2, \ldots, p_k \} \), \( P(t) \) is the state solution obtained by performing a random number determination for each individual in \( Q(t) \) measured in real-time. \( P(t) \) is obtained from the quantum collapse of \( Q(t) \).\( P(t) \) is represented as a binary string consisting of \{0, 1\}, randomly generated a random number \{0, 1\}. If it is less than the probability amplitude \( |\alpha|^2 \), the measurement is taken as 0, otherwise, it is taken as 1. The process of determining the optimal individual obtained by iterative calculation above are calculated using the value in \( P(t) \).

The QGA for the link mapping process is shown in Algorithm 2.

4) ROUTING POLICY

The routing model in this paper adopts the SRv6-based model, as can be seen from Figure 2. The sender gives the demand characteristics of the service flow (e.g., whether the service is a latency-sensitive class of service, which physical servers with VNF deployment need to be passed). The SDN controller collects the network state and hardware resources in the physical network. According to the service demand, the SDN controller gives the number of SFC shunts and goes for the mapping of SFCs according to the previous method. The optimal path assignment of the service flow through these physical servers is carried out according to the routing state and the distribution of routers in the physical network. We aim to find a reliable, low-blocking physical link under the premise of satisfying link bandwidth constraints and delay constraints. Access device 1 encapsulates the entire path into F-SL via SRv6, which based on the demand characteristics of the service flow at the sender and the path result from the SDN controller. The relay device performs forwarding according to F-SL. The access device 2 decapsulates the SRv6, then forwards the SFC service flow to the terminal device. Total calculation method reference Figure 6.

SRv6 encapsulates the SFC requirements with the number of SFC diversions and service flow forwarding paths, labels them with SRH, then sends them down to the physical network access side for SFC orchestration and data flow processing. Set the number of sub-flows, up to three, to avoid the high cost and low reliability of SFC service flows caused by shunting all the time. In addition, the number of sub-flows

| \( x_i \) | \( b_i \) | \( f(x_i) > f(b_i) \) | \( \Delta \theta_{ki} \) |
|---|---|---|---|
| 0 | 0 | False | 0 |
| 0 | 0 | True | 0 |
| 1 | False | 0 |
| 1 | True | 0 |

| \( \alpha \beta \) | \( \omega \) |
|---|---|
| 0 | 0 |

| \( \alpha \beta \) | \( \omega \) |
|---|---|
| 0 | 0 | 0 |
| 0 | 0 | 0 |
| 0 | 0 | 0 |

| \( \alpha \beta \) | \( \omega \) |
|---|---|
| 0 | 0 | 0 |
| 0 | 0 | 0 |
| 0 | 0 | 0 |

| \( \alpha \beta \) | \( \omega \) |
|---|---|
| 0 | 0 | 0 |
| 0 | 0 | 0 |
| 0 | 0 | 0 |
Algorithm 2: Link Mapping Process Algorithm - QGA

Input: physical network resources $G$, routing resources in the physical network, request flow subflow $Q(t)$ of SFC, define $T$ as the number of iterations.

Output: Link Mapping Solution for SFC.

1: Let $t = 0$, initialize the population $Q(t) = \{q_0^1, q_0^2, \ldots, q_0^k\}$ and initialize all chromosomal gene probability magnitudes to $\frac{1}{2^k}$
2: Quantum collapse of $Q(t)$ generates the state solution $P(t) = \{p_1^1, p_2^1, \ldots, p_k^1\}$
3: Modified state solution $P(t)$
4: The corresponding adaptation value $f(P)$ is calculated for each state solution
5: Cache records of the calculated optimal individuals and their corresponding adaptation values
6: Iterative Evolution
7: \textbf{for} $t = 0 : T$ \textbf{do}
8: Quantum collapse of $Q(t-1)$ to generate state solutions $P(t-1) = \{p_1^{t-1}, p_2^{t-1}, \ldots, p_k^{t-1}\}$
9: Modified state solution $P(t-1)$
10: The corresponding adaptation value $f(P)$ is calculated for each state solution
11: Determine the quantum gate rotation angle and rotation direction according to the rotation angle selection strategy in Table 6
12: Using the formula $\begin{bmatrix} \alpha_{ki}^{t+1} \\ \beta_{ki}^{t+1} \end{bmatrix} = \begin{bmatrix} \cos \theta_{ki} & -\sin \theta_{ki} \\ \sin \theta_{ki} & \cos \theta_{ki} \end{bmatrix} \begin{bmatrix} \alpha_{ki}^{t} \\ \beta_{ki}^{t} \end{bmatrix}$
13: \textbf{if} $t > T$ \textbf{then}
14: exit the loop and output the result
15: \textbf{end if}
16: \textbf{if} the optimal result of the solution meets the constraints of the objective function \textbf{then}
17: output the result
18: \textbf{else}
19: Request if the service request can be reduced, if so, return to step 6 until the end of the run, if not, output the request failed
20: \textbf{end if}
21: \textbf{end for}

is to avoid performance degradation and energy consumption increase caused by too many sub-flows. Excessive number of sub-flows will lead to a large increase in cost and energy consumption. When the SFC service flow has passed, the physical equipment bearing the VNF will automatically fall into a dormant state if it does not need to undertake other business services. The physical equipment will be turned on when the next service arrives.

V. SIMULATION

A. SIMULATION PARAMETERS

In this paper, in order to evaluate the performance of our proposed orchestration policies, we refer to the research of [16] that uses Mininet, a temporary simulation platform that allows us to deploy the required network environment topology and simulated NFV architectures, on a laptop configured with dual Intel® Xeon CPU 2.40GHz 4 cores and 16GB RAM. The results are analyzed by Origin. Mininet can create a virtual network with hosts, switches, controllers and links. Mininet also can provide an extensible python API for user network creation and experimentation, which we implement through the python programming language. In the experiment, we set parameters for the simulated NFV infrastructure, the physical network simulated in this paper consists of 32 physical servers with a spatial capacity of [2400,4800] Mbps and 20 switches, three VMs in each server to place VNF instances, a link bandwidth of 2000 Mbps between the physical servers, a virtual link bandwidth from a uniform distribution of U(3,7) Mbps is generated. In this paper, those flows from the same source node to the target node and fall into time slot t are considered as flows. The traffic within time slot t is the total traffic divided by the time slot interval. The packet length is 1024 bytes on average. The link delay is set to [0.1, 0.2] ms. The VNF availability, VM availability and physical server availability takes values in the range [0.9, 0.99]. The computational resource size of each physical server is 8000 MIPS. The computational cost required for each type of VNF deployment is 10 MIPS. For each type of VNF, the resource processing capacity of 1 MIPS is evenly distributed between [0.4,0.5] Mbps. The SFC request is randomly generated, the number of VNF instances in each SFC is randomly taken as [3, 6]. The data flow delay requirement of each SFC is randomly generated in [50ms, 200ms]. The bandwidth requirement of each SFC is randomly generated in [0.1, 1] Gbps. The service flow of SFC is randomly generated between [4-20]. The average load of the links in the physical network is 30%. The link transmission rate is 100Mbps. The basic power consumption of the router and the port power consumption are 250W and 15.4W, respectively. We set $\alpha$, $\beta$, $\gamma$, as the weighting factor, $\alpha + \beta + \gamma = 1$ ($\alpha$ is defined as the maximum, the most important purpose is to minimize the resource consumption).

The relevant parameters of the QGA are shown in Table 7. The algorithm implementation process in this work involves the following steps, initializing the values, then performing the process of finding, iterating, storing and comparing, without a huge amount of data, then here we have mainly used our own algorithm to go ahead.

B. ALGORITHM SIMULATION

This paper extends the existing heuristic-based single feature single request (HSFHR) algorithm proposed in [10] and
comparisons it with the MRU-VNF algorithm proposed in this paper. The HSFHR algorithm relies on a single-path routing-based approach. This approach aims to search for the shortest path first, then VNFs that carry service flow requests along that path are deployed on the physical node with the highest availability, which minimizes the overall service latency. For better comparison with the algorithm in this paper, we have changed it. Changing this algorithm allows the service flow to be divided into sub-flow flows of equal size in an incremental manner until the delay is judged to have met the service demand or the delay is not further improved. We denote the changed version of the HSFHR algorithm as C-HSFHR.

We also extend the Low-Latency algorithm to compare with our algorithm. The Low-Latency algorithm [52]: the algorithm works by setting up a new VM, then hosting all the VNF instances for each demand. To better compare with the algorithm in this paper, we extend the algorithm to D-Low-Latency that can be divided into sub-flow of equal size in an incremental manner until it is judged that the latency has met the service demand or the latency has not improved further and each sub-flow replicated VNF instances are placed in a new VM separately. Finally, we extend the Hill-Climbing algorithm as D-Hill Climbing to compare with the algorithm in this paper. The Hill-Climbing algorithm makes a judgment by searching the surrounding solutions with the current solution. If the new solution is better, the new solution is replaced with the current solution and vice versa. In order to better compare with the algorithm in this paper, so the extension of this algorithm can be divided into equal sizes in increments of sub-flow traffic until it is judged that the delay has met the service demand or the delay is not further improved.

As can be seen from Figure 7, the running time of the algorithm increases as the number of SFCs increases. Because the extended Low-Latency algorithm is to put all VNFs of each demand in a new VM, the VNF deployment is simpler, so the running time of this algorithm is lower. The extended C-HSFHR algorithm is the first to search for the shortest path, then find the highest resource available physical node on that path. The deployment of VNF instances is performed, but as the number of SFCs increases, the running time is close to that of the MRU-VNF algorithm proposed in this paper. The algorithm running time is slightly higher than the others, because the algorithm complexity of the MRU-VNF algorithm is slightly higher than the others. The SRv6 collection network situation with SA and QGA iterations are also considered in the algorithm. The extended hill-climbing algorithm can deploy SFC by finding the exact solution, but the running time is the longest.

As can be seen from Figure 8, the average packet delivery rate can reflect the goodness of SFC mapping and the reliability of deployment. In this paper, the average value is obtained through multiple simulations, the graph shows...
that each algorithm has a decreasing packet delivery rate as the number of SFC requests increases, but the MRU-VNF algorithm has a smaller decrease in packet delivery rate and a higher packet delivery rate. The extended hill-climbing algorithm deploys SFCs by obtaining the exact solution, so the deployment nodes found are physical nodes with high reliability according to the problem formulation proposed in this paper. So the reliability is higher, but not as reliable as the MRU-VNF algorithm. The extended C-HSFHR algorithm is deployed on the shortest path, which tends to overburden some of the links, resulting in low packet delivery rates. The extended Low-latency algorithm deploys all VNFs in the SFC sub-flow in a single VM, which takes longer to repair and has the worst reliability if a VM or server fails.

As seen in Figure 9, although the decrease is small, the average service incomplete rate decreases as the delay requirement continues to decrease. Specifically, the MRU-VNF algorithm combines the QGA mapping policy with the routing and forwarding advantages of SRv6 to perform better in this area of packet delivery rate, so the service has a lower uncompleted rate and higher reliability. The extended Low-Latency algorithm deploys VNFs in a physical server, but VM failure affects all VNFs redeployment, which is less reliable. However, for latency-sensitive services performance it is better in terms of latency, so the uncompleted rate is lower compared to the remaining two algorithms as the latency requirement increases. The C-HSFHR algorithm deploys through the shortest path, which tends to overburden the path, resulting in the packet non-completion rate will increase. The extended hill-climbing algorithm is based on greedy algorithm by step-by-step testing, so it is difficult to complete the packet delivery rate under high latency conditions.

With the increase of delay requirements, each algorithm for the selection of routing paths and routing nodes are more refined, because we need to find low latency, highly reliable routing paths. Because we consider the SFC parallel transmission, so the remaining three algorithms are extended. As can be seen from Figure 10, when the number of SFC request flows is 20, with the decrease of delay requirements, the total cost under each algorithm is decreasing. Especially at 110ms, the cost decreases to the greatest extent, it can be judged that, under the reduction of this delay requirement, the number of diversions is reduced, so it leads to a significant reduction in cost. Because of the remaining three algorithms to reach the goal of high latency requirements, so they also carry out shunting. Although they can achieve the latency target requirements, it is obvious to see that it leads to the cost is also increasing. For the extended Low-Latency algorithm, it puts the VNFs all on one physical server, so they do not occupy a large number of physical servers and routing devices. But if in the case of high delay, the MRU-VNF algorithm we propose in this paper is slightly inferior to the extended Low-Latency algorithm in terms of reducing operating costs. But in general, the difference is not very large and is acceptable, the gap between the two will continue to narrow as the latency requirement decreases. Therefore, MRU-VNF is able to meet the QoS of users while ensuring the profitability of operators. We will analyze the total cost under different numbers of diversions separately.

We define the average link load distribution rate in this paper as a value between 0 and 1. A smaller value indicates...
a more even load distribution on the average link. We sim-
ulated by randomly generating the number of SFC request
flows under different delay conditions, and final averaged
the obtained results in Figure 11. From Figure 11, we can
see that the value of the average link load distribution rate
is lower and does not fluctuate much as the delay require-
ment increases under the MRU-VNF algorithm. When con-
structing the multi-objective optimization problem, we take into
account the load distribution, while combined with SRv6
which can collect the link load in the physical network. The
algorithm can calculate the optimal routing path for the load
distribution, so it performs better in the average link load
distribution rate this performance. The C-HSFHR algorithm
load is concentrated in the shortest path, which leads to the
link load distribution in the whole physical network is not
particularly balanced. The Low-Latency algorithm can also
be effective in load distribution when solving the problem
in this paper. The extended hill-climbing algorithm has the
worst performance in load distribution. Figure 12 illustrates
the relationship between link load distribution and time slot
variation. It can be seen that the load distribution of we
proposed MRU-VNF algorithm is more balanced compared
to other algorithms. From the above analysis, it is clear that
the performance of the MRU-VNF load distribution is better.

We map the virtual link by constructing the multi-objective
optimization problem with the aim of minimizing the
resource consumption in the physical link. In the simula-
tion, the average value is obtained by randomly setting the different
number of SFCs for 10 iterations to obtain the simulation
Figure 13. By using different algorithms to solve the problem
proposed in this paper, it can be seen that the MRU-VNF algo-
rithm has the lowest average resource consumption and better
performance. The algorithm can find more suitable nodes
for VNF deployment by using multiple iterations. Through
the global control capability of SRv6, the route forwarding
path can be found faster, the resource consumption can be
reduced compared to other algorithms in mapping SFCs.
More detailed simulation of the energy performance is also
available later.

From the above analysis, it is clear that an increase in the
number of SFCs leads to an increase in the energy consump-
tion of routers and switches. Next, we study the variation of
average link energy consumption under the condition of the
random number of SFCs. This is shown in Figure 14. We aver-
age the link energy consumption tested by ten times of
randomly obtaining the number of SFCs to obtain this figure.
We can see that the average link energy consumption to each
algorithm increases as the time slot increases. As with the
previous resource consumption trend, the proposed MRU-VNF algorithm has lower routing energy consumption compared to the other algorithms. The C-HSFHR algorithm is second, we extend Low-Latency algorithm and hill-climbing algorithm, its routing energy consumption is more. The result computed by the MRU-VNF algorithm consumes less energy mainly because the MRU-VNF algorithm operates by collecting network state through SRv6. This algorithm considering the virtual link mapping and routing through the QGA, then deploying the most reasonable number of routing nodes through which the SFC request flows are routed to ensure the minimum energy consumption. Dealing with energy consumption is also reflected in our multi-objective optimization problem. We set reasonable weight values to consider routing energy consumption. A less energy-intensive approach to SFC deployment has a very important application in real-life, upholding the core concept of green network, also can well reduce the cost overhead of operators. In the above, we study the performance of different algorithms by analyzing the resource consumption and energy consumption. Next, we will simulate the total cost of consumption.

We did not fix the number of splits in our previous simulations, but the algorithm can be split according to the delay requirements. In Figure 15, we study the trend of the total cost with time delay for a number of SFC requests of 10 and a different fixed number of diversions. In this paper, the maximum number of flows is set to three. Because when the number of flows exceeds three, the service performance improvement decreases as the number of flows increases. An excessive number of flows can lead to significant energy consumption and cost, so the case of more than three flows is not considered in this paper. It can be seen that, as in Figure 10, the total cost decreases with decreasing delay requirements, the extended Low-Latency algorithm has the best performance in terms of total cost consumption. From Figure 15(a), which is case of no shunting. The C-HSFHR algorithm is a single-path routing method based on the shortest path, which finds the physical node with the highest resources in the shortest path for deployment. But it is not sufficiently considered in routing, which can easily cause excessive path loading around the node with high node centrality, which results in reduced transmission reliability and the need for redeployment in case of link failure, so it leads to a higher cost. The algorithm is difficult to accomplish the task without shunting when services with higher requirements than 110ms delay are generated. We extend the hill-climbing algorithm, which takes longer and is more extensive, is difficult to accomplish tasks with higher latency requirements than 160ms without shunting. From the latter two figures, it can be seen that different algorithms have advantages in solving delay-sensitive services under the shunt case. The other algorithms have certain advantages when they are extended to process the shunt case algorithm under high delay requirements. When \( I = 2 \), the C-HSFHR algorithm cannot meet services requiring delay within 100ms, but at \( I = 3 \), it can do well for high delay tasks, but it causes an increase in cost. It can be seen that the trend of the total cost incurred by each algorithm in the latter two figures is increasing, with the increase in the number of diversions, different algorithms can gradually meet the requirements at higher delay requirements. It can be seen that the transmission method proposed in this paper by dividing the data flow into multiple divisions and SFC parallel transmission is effective, which has practical significance in real-life scenarios.

VI. CONCLUSION
In this article, we consider the problem of multipath SFC orchestration in services with different sensitivity to latency. We have considered here splitting the SFC request flow, then multi-threading the transmission. Compared with other approaches that do not provide parallel SFC, the approach provided in this paper is more suitable for SFCs orchestration for services with high latency requirements. Even for latency-insensitive services, the method proposed in this paper is a good approach in solving the energy consumption problem and load balancing in the SFC mapping problem. In the part of VNF mapping to physical server nodes, we use a SA algorithm with adaptation degree values, then deploy the physical nodes with high availability by solving for multiple iterations to satisfy the constraints. The simulation part indicates that the deployment method can achieve good reliability requirements. In the part of virtual link to physical link mapping, we differ compared to other literature in that we consider the mapping problem in terms of the number of node hops passed by the SFC request flow. We construct the problem as a multi-objective optimization problem by considering the energy consumption of physical links and routers or switches. We use QGA to solve the problem, which can better achieve
the parallel SFC scheduling problem with multiple paths through SRv6 global network control capability and network state collection capability as well as the unique SR segmentation capability. Finally, through experimental simulation analysis, it can be seen that the method proposed in this paper can deploy SFC with minimum resource consumption. Through comparison with other algorithms, it can be seen that the method proposed in this paper can better reduce the delay and cost when mapping SFC. In addition, our algorithm can reduce the routing energy consumption during routing while ensuring service reliability. This algorithm can not only reduce the cost and increase the profit of network operators but also has high practical application significance in real-life large-scale scenarios. The method proposed in this paper provides a solution for the future scheduling of SFC delay-sensitive class services.

Finally, we found in the related literature on SFC orchestration that the problem of parallel SFC orchestration can more effectively meet the needs of delay-sensitive services, this method can better improve service quality. Through the final simulation, we found that proposed algorithm will get a better solution than other similar algorithms, which will make the solution more accurate. For specific analysis, please refer to the detailed analysis of the simulation in Chapter 5. The advantage of this paper is that it can better reduce the transmission delay of the service, improve the reliability of the service, ensure the balanced distribution of the link load and reduce the cost of operators, which leads to improving the income. But this paper also has certain shortcomings. Service availability is regarded as reliability for VNF deployment. Although reliability will be improved to a certain extent. We can deploy more backup VNFs to ensure reliability, but it will lead to increased deployment costs and transmission delays. The increase is inconsistent with our main purpose.

In the future, we will study how to add the deployment of virtual monitoring functions to the parallel SFC orchestration to increase reliability. Finally, our results show that our work has certain practical significance in delay-sensitive businesses, such as telemedicine, vehicle network and other fields. In our future work, we hope to consider the security of nodes in parallel SFC orchestration and cross-domain SFC orchestration by designing new architectures in conjunction with blockchain technology. We also hope to consider the VNF deployment location problem by constructing a more accurate payoff function in conjunction with game theory in the cloud and edge deployment VNF problem.
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