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ABSTRACT. Many real-world networks exhibit the so-called small-world phenomenon: their typical distances are much smaller than their sizes. One mathematical model for this phenomenon is a long-range percolation graph on a $d$-dimensional box $\{0, 1, \cdots, N\}^d$, in which edges are independently added between far-away sites with probability falling off as a power of the Euclidean distance. A natural question is how the resulting diameter of the box of size $N$, measured in graph-theoretical distance, scales with $N$. This question has been intensely studied in the past and the answer depends on the exponent $s$ in the connection probabilities. In this work we focus on the critical regime $s = d$ studied earlier in a work by Coppersmith, Gamarnik, and Sviridenko and improve the bounds obtained there to a sharp leading-order asymptotic, by exploiting the high degree of concentration due to the large amount of independence in the model.

1. Background and Main Result

Many real-world networks exhibit the small-world phenomenon: their typical distances are much smaller than their sizes. The term originates from the old paper [Mil67] which suggested that two average Americans are just six acquaintances away from each other (the so-called “six degrees of separation”), and the phenomenon has received renewed interest since advances in communication and transportation technologies, in particular the Internet, have tremendously increased global connectivity in recent decades.

A natural way to model this phenomenon is a long-range percolation graph on the hypercubic lattice $\mathbb{Z}^d$, in which nearest neighbors are connected a priori and, independently at random, a new edge is added between each pair of non-adjacent sites $x, y$ with probability $p_{x,y} := 1 - \exp(-\beta|x-y|^s) \approx \beta|x-y|^{-s}$, for some parameter $\beta > 0$, $s > 0$. The objects of interest are the typical graph-theoretical distance $D(x,y)$ scales with the Euclidean distance $|x-y|$ and, when restricted to a finite box $[N]^d := \{0, 1, \cdots, N\}^d$, how the diameter $D_N$ in the graph-theoretical distance scales with the box size $N$. The motivation is that adding long edges, even quite sparsely, could substantially shorten the typical distance of the network (see e.g. the short article [WS98]).

This type of models was introduced and studied by [BB01] for a one-dimensional case and extended to a multi-dimensional version by [CGS02]. Five regimes of behavior have been identified based on the exponent $s$: $s < d$, $s = d$, $d < s < 2d$, $s = 2d$, and $s > 2d$.

- In the regimes $s < d$, [BKPS04] showed the graph diameter $D_N$ approaches the (deterministic) number $[d/(d-s)]$ as $N \to \infty$ using the stochastic dimension method.
In the regime \( d < s < 2d \), Biskup ([Bis04], [Bis11]) showed a poly-logarithmic scaling for both the graph distance and the graph diameter: 
\[ D(x, y) = (\log |x - y|)^{\Delta + o(1)} \] as \( |x - y| \to \infty \) and 
\[ D_N = (\log N)^{\Delta + o(1)} \] as \( N \to \infty \), where \( \Delta^{-1} := \log_2(2d/s) \). For the graph distance, this result was later improved to 
\[ D(x, y) = \Theta(1)(\log |x - y|)^{\Delta} \] for a continuum model in [BL19] and, more recently, for the model on \( \mathbb{Z}^d \) in [BK21]. The main idea is identifying a “binary hierarchy” of edges forming the path between two given sites.

In the regimes \( s > 2d \), [Ber04] showed the graph distance resumes linear scaling with the Euclidean distance.

The critical regime \( s = 2d \), where the model is scale-invariant, is still largely open. In dimension \( d = 1 \), [DS13] showed that there exists a distance exponent \( \theta(\beta) \in (0, 1) \) such that the graph distance 
\[ D(0, N) = \Theta(1)N^{\theta(\beta)} \] for a continuum model in [BL19] and, more recently, for the model on \( \mathbb{Z}^d \) in [BK21].

Our work focuses on the critical regime \( s = d \). Precisely, let 
\[ [N]^d \equiv \{0, 1, \ldots, N\}^d \] denote a hypercubic lattice of length \( N \), and let \( \|x\| \) denote the \( \ell^1 \)-norm of \( x \in \mathbb{Z}^d \). We consider a random graph \( G(N) \) on the hypercube \( [N]^d \) in which every pair of sites \( x, y \in [N]^d \) is independently connected with probability 
\[
\begin{cases}
1 & \text{if } \|x - y\| = 1, \\
1 - \exp\left(-\frac{\beta}{\|x - y\|^d}\right) & \text{otherwise},
\end{cases}
\] (1.1)

where \( \beta > 0 \) is some fixed parameter. Let \( D(x, y) \) denote the graph-theoretical distance between \( x, y \) in \( G(N) \) and let \( D_N \) denote the associated diameter of \( G(N) \). The authors of [CGS02] proved the following result:

**Proposition 1.1.** There exist constants \( C_1, C_2 \) (which may depend on \( \beta, d \)) such that 
\[
\lim_{N \to \infty} \mathbb{P} \left( \frac{C_1 \log N}{\log \log N} \leq D_N \leq \frac{C_2 \log N}{\log \log N} \right) = 1.
\]

Let us denote by \( B_m(x) \) the ball of radius \( m \) centered at \( x \) in the graph distance, i.e.
\[ B_m(x) := \{ y \in [N]^d : D(x, y) \leq m \}. \]

Proposition 1.1 then may be formulated in the following equivalent way:
\[
\lim_{N \to \infty} \mathbb{P}(B_m(x) = [N]^d) = \begin{cases} 
1 & m \geq \frac{C_2 \log N}{\log \log N} \\
0 & m \leq \frac{C_1 \log N}{\log \log N}
\end{cases}
\]

for some constants \( C_1, C_2 \) (which may depend on \( \beta, d \)).

Here is a heuristic explanation of this result. The critical exponent \( s = d \) in the connection probabilities (1.1) means that a typical site \( x \) in \( G(N) \) has \( \Theta(\log N) \) neighbors with high probability. This suggests that as \( m \) increments, the ball \( B_m(x) \) grows like a “tree” with branching degree \( \Theta(\log N) \), if we ignore for the moment there may be multiple connections to the same site. Therefore, starting from \( x \), in \( m \) steps we should be able to reach \( (\Theta(\log N))^m \)
sites. At \( m = d \log N / \log \log N \), this amounts to \( \Theta(N^d) \) sites. This suggests the constants \( C_1, C_2 \) can be brought arbitrarily close to \( d \). The arguments in [CGS02] already show that \( C_1 = d - \varepsilon \) for any \( \varepsilon > 0 \), but the value of \( C_2 \) is much bigger than \( d \). In this work we show that we can also take \( C_2 = d + \varepsilon \) for any \( \varepsilon > 0 \).

**Theorem 1.2.** For any \( \varepsilon > 0 \),

\[
\lim_{N \to \infty} \mathbb{P} \left( D_N \leq \frac{(1 + \varepsilon)d \log N}{\log \log N} \right) = 1.
\]

In particular, \( D_N \frac{\log \log N}{\log N} \to d \) as \( N \to \infty \) in probability.

The next step is to go beyond the leading order, which requires a deeper look at the spatial distribution of the “tree” and see how “homogeneously” the “tree” is distributed in the box. This is a question currently under investigation.

### 2. Proof of Theorem 1.2

The main idea of the proof is quite simple: we find some natural numbers \( m_1, m_2 \) such that for any two sites \( x, y \), the ball \( B_{m_1}(x) \) is connected to the ball \( B_{m_2}(y) \) by an edge with high probability. The sum \( m_1 + m_2 \) then provides an upper bound on the graph distance between \( x \) and \( y \) in \( G(N) \) and we show it can be chosen to be at most \( (d + \varepsilon) \log N / \log \log N \).

To do this, we will use a counting argument for the sizes of the sets \( B_{m_1}(x), B_{m_2}(y) \). The basic principle is that for any two disjoint sets \( A_1, A_2 \subseteq [N]^d \), there are \( |A_1||A_2| \) many ways for them to be connected by an edge, in correspondence to the pairs \( (x_1, x_2) \in A_1 \times A_2 \). If the sites in \( A_1 \) are separated by distance \( R \) from the sites in \( A_2 \), then the connection probability for each pair \( (x_1, x_2) \in A_1 \times A_2 \) is about \( 1 - \exp \left( -\Theta(R^{-d}) \right) \). Under the assumption of independence, the total connection probability between \( A_1 \) and \( A_2 \) is then about \( 1 - \exp \left( -\Theta \left( \frac{|A_1||A_2|}{R^d} \right) \right) \).

Therefore, the two sets will almost certainly be connected if \( |A_1||A_2| \gg R^d \) and will almost certainly fail to be connected if \( |A_1||A_2| \ll R^d \). Since the distance between any two sites in \([N]^d\) is at most \( \Theta(N) \), this leads us to show that

\[
|B_{m_1}(x)| \cdot |B_{m_2}(y)| \geq \Theta(N^{d+\varepsilon}).
\]

Recall our “tree” heuristic from the previous section that says \( |B_m(x)| = (\Theta(\log N))^m \). Taking logarithms on both sides of the inequality above, this suggests that we take \( m_1 = m_2 = \alpha d \log N / \log \log N \), for some \( \alpha \in (1/2, 1) \), and show our heuristic lower bound

\[
|B_m(x)| \geq [\Theta(\log N)]^m
\]

holds with high probability. Moreover, our “tree” heuristic also suggests that we establish this by showing that the **iterative bound**

\[
|B_{m+1}(x)| \geq \Theta(\log N) \cdot |B_m(x)|
\]

holds with high probability.

Let us now proceed with the rigorous proof. In the following, we write

- \( x \leftrightarrow y \) to mean site \( x \) is connected to site \( y \) by an edge;
- \( x \leftrightarrow U \) to mean site \( x \) is connected to some site belonging to the set \( U \) by an edge.
$U \leftrightarrow V$ to mean some site belonging to the set $U$ is connected to some site belonging to the set $V$ by an edge.

Recall that we defined $B_m(x)$ to be the ball of radius $m$ centered at $x$ in the graph distance $D$. We shall need a generalization of this notion.

**Definition 2.1.** Given a set $U \subseteq [N]^d$, define the $m$-step expansion of $U$ to be

$$B_m(U) := \{y \in [N]^d : D(x, y) \leq m \text{ for some } x \in U\}$$

and its boundary to be the set

$$\partial B_m(U) := B_m(U) \setminus B_{m-1}(U).$$

with the convention that $B_{-1}(U) = \emptyset$. The pair

$$B_m(U) := (B_{m-1}(U), \partial B_m(U))$$

defines a stochastic process indexed by $m = 0, 1, 2, \cdots$ on the state space

$$S := \{(V_1, V_2) : V_1, V_2 \text{ disjoint subsets of } [N]^d\}.$$

It is easy to check that the process $B_m(U)$ is a Markov chain on $S$ started at $B_0(U) = (\emptyset, U)$. Indeed, let $G_1, G_2, \cdots$ be i. i. d. realizations of the random graph $G(N)$, then the process $B_m(U)$ may be iteratively constructed as

$$\begin{cases}
B_m(U) = B_{m-1}(U) \cup \partial B_m(U), \\
\partial B_{m+1}(U) = \{y \in B_m(U)^c : y \leftrightarrow \partial B_m(U) \text{ in } G_{m+1}\}.
\end{cases} \quad (2.1)$$

By abuse of notation, we shall simply write $B_m = (B_{m-1}, \partial B_m)$ for the chain $B_m(U)$ with $U = B_0$.

The starting point of our proof of Theorem 1.2 is the following concentration inequality for the sizes of the successive boundaries $\partial B_m$.

**Lemma 2.2** (Concentration of $|\partial B_m|$). For $0 < \delta < 1$, $m \geq 0$,

$$\mathbb{P}\left(1 - \delta \leq \frac{|\partial B_{m+1}|}{\mathbb{E}[|\partial B_{m+1}(U)| \mid B_m]} \leq 1 + \delta \mid B_m\right) \geq 1 - 2 \exp\left(-\frac{\delta^2}{3} \mathbb{E}[|\partial B_{m+1}| \mid B_m]\right).$$

**Proof.** The iterative construction (2.1) implies that conditioned on $B_m$,

$$|\partial B_{m+1}| = \sum_{y \in B_m^c} 1_{\{y \leftrightarrow \partial B_m \text{ in } G_m\}} \quad (2.2)$$

is a sum of independent (but not identically distributed) Bernoulli random variables. The inequality then directly follows from a relative error version of the Chernoff bound for Poisson trials (Corollary 4.6, [MU05]).

**Remark 2.3.** By the results below, the concentration in Lemma 2.2 gets exponentially better with the increment of step number $m$, which means the main source of fluctuations is in the very first step, $|\partial B_1|$. 

To use this iterative concentration result, we need to estimate $\mathbb{E}[|\partial B_{m+1}| \mid B_m]$ in terms of $|\partial B_m|$. This is provided by the following iterative bounds, which form the key ingredient of our proof of Theorem 1.2.

**Lemma 2.4.** Given $\alpha \in (0,1)$, there exist positive, finite constants $c = c(\beta, d, \alpha), C = C(\beta, d), N_* = N_*(\beta, d)$ such that for $N \geq N_*$,

$$c \log N \leq \mathbb{E}[|\partial B_{m+1}| \mid B_m] \leq C \log N$$

(2.3)

as long as

$$|B_m| \leq N^{\alpha d}.$$  

(2.4)

**Remark 2.5.** The lower bound in (2.3) deteriorates as $\alpha$ increases (cf. (3.2) below). To go beyond the leading order asymptotic, we need a better lower bound.

We defer the proof of Lemma 2.4 to Section 3. Combining Lemma 2.2 and Lemma 2.4 immediately yields the following explicit iterative bound.

**Corollary 2.6.** Given $\alpha \in (0,1)$, there exist positive, finite constants $c_1 = c_1(\beta, d, \alpha), c_2 = c_2(\beta, d, \alpha), C = C(\beta, d), N_* = N_*(\beta, d)$ such that for $N \geq N_*$,

$$P\left( c_1 \log N \leq \frac{|\partial B_{m+1}|}{|\partial B_m|} \leq C \log N \mid B_m \right) \geq 1 - 2 \exp(-c_2 \log N \cdot |\partial B_m|).$$

as long as $|B_m| \leq N^{\alpha d}$.

From now on we will assume $B_0$ is of constant size. Iterating the bound in Corollary 2.6 yields the following concentration result.

**Corollary 2.7.** Assume $|B_0| \leq K$. Given $\alpha \in (0,1)$, there exist positive, finite constants $c_1 = c_1(\beta, d, \alpha), c_2 = c_2(\beta, d, \alpha), C = C(\beta, d), N_* = N_*(\beta, d, \alpha, K)$ such that for $N \geq N_*$,

$$P\left( (c_1 \log N)^m \leq \frac{|\partial B_m|}{|B_0|} \leq (C \log N)^m \right) \geq 1 - 2 \exp(-c_2 \log N \cdot |B_0|).$$

as long as $m \leq \frac{\alpha d \log N}{\log \log N}$.

The details of the verification of Corollary 2.7 are postponed to Section 4. The next proposition follows directly from the previous corollary and makes its implication more explicit.

**Corollary 2.8.** Assume $|B_0| \leq K$. Given $\alpha \in (0,1)$, there exist positive, finite constants $c_1 = c_1(\beta, d, \alpha), c_2 = c_2(\beta, d, \alpha), C = C(\beta, d), N_* = N_*(\beta, d, \alpha, K)$ such that for $N \geq N_*$,

$$P\left( N^{\alpha d (1 - c_2 \log \log N)} \leq \frac{|\partial B_m|}{|B_0|} \leq N^{\alpha d (1 + C \log \log N)} \right) \geq 1 - 2 N^{-c_2 |B_0|}.$$  

for $m = \left\lfloor \frac{\alpha d \log N}{\log \log N} \right\rfloor$.

We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Let \( x, y \) be any two sites in \([N]^d\), and let \( U_x, U_y \) be the ball of radius \( R \) centered at \( x, y \) in the \( \ell^1 \)-distance, respectively, i.e.

\[
U_x = \{ z \in [N]^d : \|z - x\| \leq R \}, U_y = \{ z \in [N]^d : \|z - y\| \leq R \}
\]

for some positive constant \( R \) to be specified later. Consider the process

\[
Z_t := (B_{\lfloor(t+1)/2\rfloor}(U_x), B_{\lfloor t/2 \rfloor}(U_y))
\]

indexed by \( t = 0, 1, \ldots \). This corresponds to alternating between taking steps of the processes \( B_m(U_x) \) and \( B_m(U_y) \). Define the stopping time

\[
\tau := \min(t \geq 0 : B_{\lfloor(t+1)/2\rfloor}(U_x) \cap B_{\lfloor t/2 \rfloor}(U_y) \neq \emptyset),
\]

then clearly \( D(x, y) \leq 2R + \tau \), so for any \( m \geq 0 \),

\[
P(D(x, y) \leq 2R + 2m + 1) \geq P(\tau \leq 2m + 1).
\]

Moreover, on the event \( \tau > 2m \), \( B_m(U_x) \) and \( B_m(U_y) \) are disjoint, so

\[
P(\tau = 2m + 1 | Z_{2m}) = P(\partial B_m(U_x) \leftrightarrow \partial B_m(U_y) \text{ in } G_{m+1} | Z_{2m})
\]

on \( \{ \tau > 2m \} \), (2.6)

where \( G_{m+1} \) is a realization of the random graph \( G(N) \) independent from the process \( Z_t \) up to \( t = 2m \) (see (2.1)). It follows from the definition of the random graph \( G(N) \) that

\[
P(\partial B_m(U_x) \leftrightarrow \partial B_m(U_y) \text{ in } G_{m+1} | Z_{2m}) = 1 - \exp \left( - \sum_{z \in \partial B_m(U_x)} \sum_{w \in \partial B_m(U_y)} \frac{\beta}{\|z - w\|^d} \right)
\]

\[
\geq 1 - \exp \left( - |\partial B_m(U_x)| |\partial B_m(U_y)| \frac{\beta}{(dN)^d} \right)
\]

(2.7)

where we used the uniform upper bound \( \|z - w\| \leq dN \) for any \( z, w \in [N]^d \).

Now, suppose \( 0 < \varepsilon < 1/2 \) is given. From now on, we fix

\[
m = \left\lfloor \frac{(1/2 + \varepsilon/2) \log N}{\log \log N} \right\rfloor.
\]

Let \( E_x \) be the event that

\[
|\partial B_m(U_x)| \geq N^{(1/2 + \varepsilon/4)d}
\]

and define \( E_y \) analogously. Then the computations (2.6) and (2.7) from the preceding discussion yield

\[
P(\tau = 2m + 1 | Z_{2m}) \geq 1 - \exp \left( - \frac{\beta}{d^d} \cdot N^{\varepsilon d/2} \right) \text{ on } E_x \cap E_y \cap \{ \tau > 2m \}.
\]

On the other hand,

\[
P(\tau \leq 2m | Z_{2m}) = 1 \text{ on } E_x \cap E_y \cap \{ \tau > 2m \}^c
\]

simply by definition, so altogether we have

\[
P(\tau \leq 2m + 1 | E_x \cap E_y) \geq 1 - \exp \left( - \frac{\beta}{d^d} \cdot N^{\varepsilon d/2} \right).
\]

(2.8)

Now, by Corollary 2.8 (with \( \alpha = 1/2 + \varepsilon/2 \)), there exists a positive integer \( N_1 \) such that for all \( N \geq N_1 \),

\[
P(E_x \cap E_y) \geq 1 - P(E_x^c) - P(E_y^c)
\]
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\[ \geq 1 - 2N^{-c_2|U_x|} - 2N^{-c_2|U_y|} \]
\[ \geq 1 - 4N^{-c_2R^d}. \] (2.9)

for some constant \( c_2 > 0 \) independent of \( R \). Combining the estimates (2.8) and (2.9), we obtain

\[ \mathbb{P}(\tau \leq 2m + 1) \geq \mathbb{P}(\tau \leq 2m + 1|E_x \cap E_y) \mathbb{P}(E_x \cap E_y) \]
\[ \geq 1 - \exp \left( -\frac{\beta}{d} \cdot N^{\varepsilon d/2} \right) - 4N^{-c_2R^d}. \]

By choosing \( R \) constantly large, we can guarantee that there exists some positive integer \( N_2 \) such that for all \( N \geq N_2 \)

\[ \mathbb{P}(\tau \leq 2m + 1) \geq 1 - 4N^{-2d-1}. \] (2.10)

Using estimate (2.10) with relation (2.5), union bound over all pairs \( x, y \) in \([N]^d\) then gives

\[ \mathbb{P}(D_N \leq 2R + 2m + 1) \geq 1 - 4N^{-1}, \]

which readily implies Theorem 1.2.

\[ \square \]

3. PROOF OF LEMMA 2.4

We start by taking conditional expectation of both sides of equation (2.2):

\[ \mathbb{E}[|\partial B_{m+1}| \mid B_m] = \sum_{y \in B_m} \mathbb{P}(y \leftrightarrow \partial B_m \text{ in } G_m \mid B_m). \]

To help estimate this sum of probabilities, we introduce the following statistic.

**Definition 3.1 (Weight of a site relative to a region).** Given a site \( y \in [N]^d \) and a subset \( S \subset [N]^d \), we define the weight of \( y \) relative to \( S \) to be

\[ \rho(y, S) := \sum_{x \in S, x \neq y} \frac{\beta}{|x - y|^d}. \]

It follows from the definition of the random graph \( G(N) \) that

\[ \mathbb{P}(y \leftrightarrow S \text{ in } G(N)) = 1 - e^{-\rho(y, S)} \]

for \( y \notin S \), and thus

\[ \mathbb{E}[|\partial B_{m+1}| \mid B_m] = \sum_{y \in B_m} 1 - \exp \left( -\rho(y, \partial B_m) \right). \] (3.1)

The terms in this summation will be estimated by the following elementary bounds.

**Lemma 3.2.** For any real number \( \rho \geq 0 \),

\[ \rho(1 - \rho) \leq 1 - e^{-\rho} \leq \rho. \]

**Remark 3.3.** These bounds follow from a standard Taylor expansion. It is only sharp for small \( \rho \). In that regime, \( 1 - e^{-\rho} \) behaves like the linear function \( \rho \).
Lemma 3.4. There exist finite, positive constants \( c = c(d), C = C(d), N_* \) such that for \( N \geq N_* \),
\[
c \log \left( \frac{N^d}{|V_c|} \right) \leq \rho(x, V) \leq C \log |V|
\]
for any site \( x \in [N]^d \) and set \( V \subseteq [N]^d \).

Remark 3.5. This estimate is very simple-minded: the upper and lower bounds come from considering the extremal cases where \( V \) is clustered around \( x \) and \( V_c \) is clustered around \( x \), respectively, and summing \( 1/|x - y|^d \) over sites \( y \in V, y \neq x \). Consequently, the gap between the lower and upper bound becomes quite wide when the size of \( V \) gets small. If we have a better understanding of how \( V \) is distributed in the box relative to \( x \), we would be able to get a tighter control.

We are now ready to prove Lemma 2.4.

Proof of Lemma 2.4. The iterative upper bound in (2.3) is an easy consequence of the identity (3.1). By the upper bound in Lemma 3.2,
\[
\sum_{y \in B_m} 1 - \exp \left( -\rho(y, \partial B_m) \right) \leq \sum_{y \in B_m} \rho(y, \partial B_m)
\]
\[
= \sum_{y \in B_m} \sum_{x \in \partial B_m} \rho(x, B_m^c) \leq |\partial B_m| \cdot C \log N
\]
where we exploited the additive definition of the weight and used the upper bound from Lemma 3.4. (Notice that the condition (2.4) is not required for the upper bound, which is why the constant \( C \) appearing in (2.3) does not depend on \( \alpha \).)

To obtain the iterative lower bound in (2.3), we would like to repeat the calculation above but applying the lower bound from Lemma 3.2 instead. However, this strategy is going to match the upper bound only when \( \rho = o(1) \). Therefore, we shall restrict the sum (3.1) to be over the sites in
\[
V_m := \{ y \in B_m^c : \rho(y, \partial B_m) < \omega_m \}
\]
for some threshold \( \omega_m = o(1) \) to be specified later. Then
\[
\sum_{y \in B_m} 1 - \exp \left( -\rho(y, \partial B_m) \right) \geq \sum_{y \in V_m} 1 - \exp \left( -\rho(y, \partial B_m) \right)
\]
\[
\geq \sum_{y \in V_m} \rho(y, \partial B_m)(1 - \omega_m)
\]
\[
= \sum_{z \in \partial B_m} \rho(z, V_m)(1 - \omega_m)
\]
\[
\geq |\partial B_m| \cdot c \log \left( \frac{N^d}{|V_m^c|} \right) (1 - \omega_m)
\]
where we used the lower bound in Lemma 3.4 in the last step. It remains to choose the set \( V_m \) by specifying the threshold \( \omega_m \). We want to make sure both \( \omega_m = o(1) \) and \( \log \left( \frac{N}{|V_m|} \right) = \Theta(\log N) \). To achieve both, we may simply take

\[
\omega_m = (\log N)^{-1}.
\]

Then by the pigeonhole principle,

\[
|V_m^c \setminus B_m| = |\{ y \in B_m^c : \rho(y, \partial B_m) \geq \omega_m \}|
\]

\[
\leq \sum_{y \in B_m} \rho(y, \partial B_m) \omega_m
\]

\[
\leq C \log N \cdot |\partial B_m| \cdot \log N
\]

by the same estimates we used for the upper bound. Thus,

\[
|V_m^c| = |V_m^c \setminus B_m| + |B_m| \leq C(\log N)^2 |\partial B_m| + |B_m| \leq \left( 1 + C(\log N)^2 \right) N^{\alpha_d},
\]

where we used the condition (2.4), and so

\[
\log \left( \frac{N}{|V_m|^c} \right) \geq \log \left( \frac{N^{(1-\alpha)d}}{1 + C(\log N)^2} \right) = \left( d(1 - \alpha) - \Theta \left( \frac{\log \log N}{\log N} \right) \right) \log N. \tag{3.2}
\]

4. Proof of Corollary 2.7

Let \( E_m \) be the event that

\[
c_1 \log N \leq \frac{|\partial B_m|}{|\partial B_{m-1}|} \leq C \log N
\]

where \( c_1, C \) are the constants appearing in Corollary 2.6. Let

\[
E_m = \bigcap_{i=1}^m E_i,
\]

then

\[
(c_1 \log N)^m |B_0| \leq |\partial B_m| \leq (C \log N)^m |B_0|
\]

on the event \( E_m \). In particular,

\[
|B_m| = \sum_{i=0}^m |\partial B_i| \leq \frac{(C \log N)^{m+1} - 1}{(C \log N) - 1} |B_0|
\]

\[
\leq (C \log N)^m K (1 + \Theta(1/\log N))
\]

\[
\leq N^{\alpha_d(1+\Theta(1/\log \log N))}
\]

as long as \( m \leq \frac{\alpha_d \log N}{\log \log N} \). We will use the following version of the union bound:

\[
\mathbb{P}(E_m^c) = \sum_{i=1}^m \mathbb{P}(E_i^c \cap E_{i-1}) = \sum_{i=1}^m \mathbb{P}(E_i^c|E_{i-1}) \mathbb{P}(E_{i-1}) \leq \sum_{i=1}^m \mathbb{P}(E_i^c|E_{i-1}).
\]

By Corollary 2.6 applied to \( \tilde{\alpha} = \alpha + \varepsilon \) for some \( \varepsilon > 0 \), for sufficiently large \( N \),

\[
\mathbb{P}(E_i^c|E_{i-1}) \leq 2 \exp \left( -\tilde{c}_2 \log N \cdot |\partial B_m| \right) \leq 2 \exp \left( -\tilde{c}_2 \log N \cdot (c_1 \log N)^{i-1}|\partial B_0| \right).
\]
where $\tilde{c}_2$ is the constant $c_2$ appearing in Corollary 2.6 for $\tilde{\alpha} = \alpha + \varepsilon$. Therefore,

$$
\mathbb{P}(\mathcal{E}_m) = 1 - \mathbb{P}(\mathcal{E}_m^c) \geq 1 - \sum_{i=1}^{m} 2 \exp \left( -\tilde{c}_2 \log N \cdot (c_1 \log N)^{i-1} |B_0| \right)
\geq 1 - 2 \exp \left( -\tilde{c}_2 \log N |B_0| \right)(1 + o(1)).
$$
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