Pattern Formation in a Two-Dimensional Array of Oscillators with Phase-Shifted Coupling
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We investigate the dynamics of a two-dimensional array of oscillators with phase-shifted coupling. Each oscillator is allowed to interact with its neighbors within a finite radius. The system exhibits various patterns including squarelike pinwheels, (anti)spirals with phase-randomized cores, and antiferro patterns embedded in (anti)spirals. We consider the symmetry properties of the system to explain the observed behaviors, and estimate the wavelengths of the patterns by linear analysis. Finally, we point out the implications of our work for biological neural networks.

Large systems of interacting oscillators have been used to explain the cooperative behaviors of numerous physical, chemical, and biological systems. When the coupling between oscillators is sufficiently weak, we can describe the dynamics of the system by phase variables defined on the limit cycles. In the phase-oscillator models, the coupling proportional to the sine of the phase difference between oscillators has been exploited due to the mathematical tractability. In spite of several successes in explaining the synchronization phenomena, the simple sinusoidal coupling fails to account for the collective frequency higher than natural frequency, dephasing phenomena, and effects of time-delayed interactions. To resolve these problems, phase shifts in the sinusoidal coupling have been considered. Most importantly, a nonzero phase shift is naturally contributed by the broken odd symmetry of a coupling function. The previous works, however, studied only the cases of phase shifts in the limited range. Moreover, they considered only limited interactions via nearest-neighbor coupling or all-to-all global coupling which seem to be too restrictive. In the neurobiological systems, for example, it is believed that actual coupling takes the forms between these two extremes.

In this Rapid Communication, we investigate the effect of phase-shifted coupling on the dynamics of a two-dimensional array of coupled oscillators. Here we introduce a finite interaction radius as realistic coupling and study over the whole range of phase shifts. We find that various spatial patterns come to emerge, and unravel that the symmetry properties of the system play an important role on the formation of patterns.

We start with the equations of two coupled phase oscillators:

\[
\frac{d\theta_1}{dt} = \omega + K \sin(\theta_2 - \theta_1 - \alpha) \\
\frac{d\theta_2}{dt} = \omega + K \sin(\theta_1 - \theta_2 - \alpha), \quad (\omega, K > 0),
\]

where \(\theta_1\) and \(\theta_2\) represent the phases of oscillators, respectively, \(\omega\) the natural frequency, \(K\) the coupling strength, and \(\alpha\) the phase shift. Phase shift \(|\alpha| < \pi/2\) leads to inphasing of the two oscillators, whereas \(|\alpha| > \pi/2\) leads to their antiphasing. We find that this separation by \(|\alpha| = \pi/2\) still holds for an array of oscillators, but in a rather sophisticated manner as shown below.

To investigate the phase-shift effect on the spatially extended systems, we study the following model equations:

\[
\frac{d\theta_{ij}}{dt} = \omega + \frac{K}{N(R)} \sum_{mn} \sin(\theta_{mn} - \theta_{ij} - \alpha),
\]

where \(\theta_{ij}\) denotes the phase of the oscillator at position \((i, j)\) on a two-dimensional lattice, and \(\sum_{mn} \equiv \sum_{mn, 0 < r_{mn,ij} \leq R}\) where \(r_{mn,ij}\) is the distance between two oscillators located at \((i, j)\) and \((m, n)\). Each oscillator interacts with \(N(R)\) neighboring oscillators within a finite distance \(R\). In the previous works, the nearest-neighbor interactions \((R = 1)\) were considered for the limited range of \(\alpha\). Motivated by nonlocal connections of neural systems, we explore the general cases with \(R > 1\) as well as \(R = 1\), over the whole range of \(\alpha\). The nonlocal interactions may arise effectively in the reaction-diffusion systems where chemical components constituting the local oscillators are free of diffusion while the system involves an extra diffusive component.

To reduce complexity of Eq. (2), we perform a transformation \(\theta_{ij} \rightarrow \omega t + \Theta_{ij}\), \(t \rightarrow t / \omega\), and get the following equations:

\[
\frac{d\Theta_{ij}}{dt} = \frac{1}{N(R)} \sum_{mn} \sin(\Theta_{mn} - \Theta_{ij} - \alpha).
\]

\(\Theta_{ij}\) maintains the same spatial patterns as \(\theta_{ij}\), but not the temporal behaviors (e.g., the phase velocity becomes different). Equation (3) involves only two control parameters, \(\alpha\) and \(R\). We numerically integrate Eq. (3) on a rectangular array of 100 x 100 sites with periodic boundary conditions. We select initial \(\Theta_{ij}\) randomly from the range \([-\pi, \pi]\).

We investigate emerging patterns as \(\alpha\) varies in the range \([-\pi, \pi]\) for given \(R\) (see Figs. 1-3). Based on our observations, we separate the cases into those of \(R = 1\) and of \(R > 1\).
Case $R=1$. If oscillators are coupled only with their nearest neighbors, we get the phase diagram Fig. 1(a), which shows the symmetric relations between $\alpha > 0$ and $\alpha < 0$ cases, and between $|\alpha| < \pi/2$ and $|\alpha| > \pi/2$ cases.

At $\alpha = 0$, there appear vortices with equiphasic lines of zero curvature. As $\alpha$ increases, equiphasic lines around vortices become twisted, and the vortices begin to show meandering behavior [Fig. 2(a)]. Further increasing $\alpha$ creates many vortex-antivortex pairs and eventually induces turbulent patterns until $|\alpha| \leq \pi/2$. If we decrease $\alpha$ from 0, similar behaviors are observed, but the phase gradients near the vortices become reversed such that phases increase radially outward from the vortices [Fig. 2(c)]. In a weak coupling regime $K < \omega$, $\theta_{ij}$ in Eq. (2) grows as time elapses, thus, waves propagate inwardly with $|\alpha| < \pi/2$. These waves are recently termed “antispirals” [Fig. 2(b)]. We can understand the antispiral formation for $\alpha < 0$ using a symmetry transformation $\alpha \to -\alpha$, $\theta_{ij} \to -\theta_{ij}$ which leaves Eq. (3) invariant. In other words, the patterns for $-\alpha$ are equivalent to those obtained from $\theta_{ij} \to -\theta_{ij}$ for $\alpha$. Since spirals emerge for $\alpha > 0$ and $\theta_{ij} \to -\theta_{ij}$ reverses their phase gradients, we get antispirals for $\alpha < 0$. We also find that the dispersion relation for $\alpha < 0$ satisfies the known condition for antispirals, i.e., the phase velocity is opposite to the group velocity.

When $R = 1$ and $|\alpha| > \pi/2$, antiferro patterns where adjacent oscillators have a phase difference of $\pi$ are developed, while embedded in the (anti)spirals or turbulence observed at $\alpha' = \alpha - \pi$ [Figs. 2(d) and (e)]. An antiferro pattern itself, is expected from antiphasing of two coupled oscillators at $|\alpha| > \pi/2$ in Eq. (1). Nonetheless, the existence of embedding patterns for $\alpha'$ is rather surprising, and we can explain this as follows. By separating $\theta_{ij}$ in Eq. (3) into the antiferro phase $\theta_{ij}^{AF}$ and the remaining phase $\theta_{ij}^{RM}$ ($\theta_{ij} = \theta_{ij}^{AF} + \theta_{ij}^{RM}$; $\theta_{ij}^{AF} - \theta_{ij}^{RM} = \pi$ for $r_{mn,ij} = 1$), we obtain

$$\frac{d\theta_{ij}^{RM}}{d\tau} = \frac{1}{4} \sum_{mn} \sin(\theta_{mn}^{AF} - \theta_{ij}^{AF} + \theta_{mn}^{RM} - \theta_{ij}^{RM} - \alpha) = \frac{1}{4} \sum_{mn} \sin[\theta_{mn}^{RM} - \theta_{ij}^{RM} - (\alpha - \pi)].$$

Consequently, $\theta_{ij}^{RM}$ evolves in the same way as $\theta_{ij}$ for $\alpha' = \alpha - \pi$ in Eq. (3), and forms the embedding pattern.

Case $R > 1$. When $R$ is larger than 1, the nonlocality...
of interactions imposes several changes on patterns [see Figs. 1(b) and 3].

First, for $|\alpha| < \pi/2$, nonlocal interactions develop (anti)spirals with phase-randomized core, contrary to the well-defined singularity with $R = 1$ [Figs. 3(a) and (b)]. As pointed out in Ref. [11], we can understand the incoherence in the core as a result of long-range coupling of oscillators which have a broad frequency range due to the gradient of effective frequency near the core.

Second, for $|\alpha| > \pi/2$, plane waves emerge instead of antiferro patterns observed with $R = 1$. Squarelike pinwheels, where singularities are arranged on a square lattice, also exist transiently with plane waves [Fig. 3(d)]. These patterns are essentially the same as those observed in the models of visual map formation [15] and time-variant, thus the patterns for $|\alpha| > \pi/2$ in Eq. (1). Actually, the system shows antiferro patterns embedded in antissipals ($R = 1$) and plane waves with squarelike pinwheels ($R > 1$), as expected [Fig. 4; see Figs. 2(c) and 3(d) for comparison].

Now, we want to show that the symmetry argument also provides a valuable insight into the quantitative features of the patterns, especially the wavelengths. The transformation $\alpha \rightarrow -\alpha$, $\tau \rightarrow -\tau$ leaves Eq. (3) invariant, thus the patterns for $\alpha' = \alpha - \pi$ are equivalent to those obtained by $\tau \rightarrow -\tau$ for $\alpha$. In addition, $\alpha \rightarrow -\alpha$ is equivalent to $\Theta_{ij} \rightarrow -\Theta_{ij}$ as already mentioned. $\Theta_{ij}$, and $-\Theta_{ij}$ changes only the direction of a wave vector, and does not affect the stability of the mode in the isotropic system. Consequently, by the time reversal, the sign of the growth rate of a linear mode for $\alpha$ becomes reversed for $\alpha' = \pm(\alpha - \pi)$. For $|\alpha| > \pi/2$, the symmetries select only the modes which are excluded for $|\alpha| < \pi/2$, and vice versa.

We perform a linear stability analysis to determine the stability of the solution of Eq. (3), $\Theta_{ij}(\tau) = \vec{k} \cdot \vec{r}_{ij} + \Omega \tau$, where $\vec{k}$ denotes a wave vector, $\Omega$ the corresponding frequency, and $\vec{r}_{ij} = (i,j)$. We add $c e^{i\vec{k} \cdot \vec{r}_{ij} + i\tau + i\eta}$ with sufficiently small $\epsilon$ to the solution and substitute it into Eq. (3). The sign of the real part of $\eta$ determines the growth rate of the perturbing modulation with a wave vector $\vec{\xi}$. If the sign of $Re(\eta)$ is negative, the perturbation decays and the solution is linearly stable. By the first order expansion and the continuum approximation,
\[ \text{Re}(\eta) = -\frac{2 \cos \alpha}{\pi} \int_{|\vec{r}| \leq 1} \cos(\vec{p} \cdot \vec{r}) \sin^2 \left( \frac{\vec{\Xi} \cdot \vec{r}}{2} \right) \, d^2 \vec{r}, \]

where \( \vec{p} \equiv \Re \vec{k} \) and \( \vec{\Xi} \equiv \Re \vec{\zeta} \). We replace \( \sin^2((\vec{\Xi} \cdot \vec{r})/2) \) by 1/2, the statistical average taken over \( \vec{\Xi} \)'s, then obtain

\[ \text{Re}(\eta) \simeq \langle \text{Re}(\eta) \rangle_2 = -\frac{2}{\rho} J_1(\rho) \cos \alpha, \quad (\rho \equiv |\vec{p}|), \]

where \( J_1 \) is the first-order Bessel function. It is verified that Eq. (6) reflects the important properties of Eq. (5) qualitatively [17].

Figure 5(a) shows \( \text{Re}(\eta) \) in Eq. (6) as a function of \( \rho \). The sign of \( \text{Re}(\eta) \) for given \( \rho \) is reversed over the \( \alpha = \pm \pi/2 \) axis, as discussed with the time-reversal argument. \( \text{Re}(\eta) \) has the most negative value at \( \rho = 0 \) for \( |\alpha| < \pi/2 \), and \( \rho = 5.1356 \) for \( |\alpha| > \pi/2 \). Therefore, when \( |\alpha| < \pi/2 \), planar solutions with \( \rho = 0 \) and patterns with \( \rho \sim 0 \) are linearly stable, which is consistent with the observed wavelengths comparable to the array size. When \( |\alpha| > \pi/2 \), patterns with a wave vector \( \rho \equiv 5.1356 \) are stable instead of planar solutions and patterns with \( \rho \sim 0 \). We measure the actual wavelengths of the plane waves both in our model and in the Morris-Lecar systems, and the measured wavelengths turn out to be quite close to our predictions [Fig. 5(b)].

From the observation that wavelengths with \( |\alpha| > \pi/2 \) are comparable to the interaction radius \( R \) for a two-dimensional array, we speculate that dynamics with \( |\alpha| > \pi/2 \) on general interaction networks might reflect the substructure characteristics of the networks well.

In conclusion, we have investigated the effect of phase-shifted interactions in coupled oscillators in two dimensions, and found that symmetry properties of the system are responsible for the various pattern formation. Our simple model succeeds in describing the essential features of patterns observed in realistic models and experiments and gives an unified perspective of pattern behaviors. In general, the presence of phase shift in coupling is naturally contributed by the broken odd symmetry of coupling functions, and thus our results may be applicable in the universal manner.

We expect that in neurobiological systems, excitatory (inhibitory) interactions correspond to the case of phase shift \( \alpha > 0 \) \((\alpha < 0)\), whereas time delay in synapses determines whether \(|\alpha| < \pi/2 \) or not [18]. The specific realization of patterns in the systems is left for further study.
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