Adaptive Robust Energy Management Strategy for Campus-Based Commercial Buildings Considering Comprehensive Comfort Levels
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Abstract—Neglecting consumers' comfort always leads to failure or slow-response to demand response request. In this paper, we propose several comprehensive comfort level models for various appliances in campus-based commercial buildings (CBs). The objective of the proposed system is to minimize O&M costs of campus-based CBs and maximize various comfort levels simultaneously under the worst-case scenarios. Adaptive robust optimization (ARO) is leveraged to handle various uncertainties within the proposed system: (i) demand response signals sending from the distribution system operator (DSO); (ii) arrival state-of-charge (SoC) conditions of plug-in electric vehicles (PEVs); (iii) power outputs of renewable energy sources (RESs); and (iv) load demand of other appliances. Benders decomposition, such as column-and-constraint generation (C&CG) algorithm, is used to solve the reformulated NP-hard min-max problem. Extensive simulation results demonstrate the effectiveness of the proposed optimal energy management strategy for campus-based CBs in both minimizing O&M costs and maximizing comprehensive comfort levels.

I. INTRODUCTION

With the development of economy all over the world, new appliances such as plug-in electric vehicles (PEVs), heating, ventilation, air-conditioning (HVAC) systems, and roof-top solar panels are vastly deployed in distribution systems which increase the total power demand significantly, especially for peak hours. However, capital costs of installing new generators and enhancing distribution lines and substations are too expensive compared with reducing and shifting peak loads. Therefore, demand response (DR) is introduced as a new method to shift the peak loads to off-peak hours or curtail non-critical loads directly to avoid contingency issues on substations and transmission/distribution lines. Based on objectives, prior works can be categorized into three different types, namely, (i) minimizing operation and maintenance (O&M) costs of the entire system [1], (ii) maximizing consumers’ comfort levels (only focus on the HVAC system) [2], and (iii) minimizing load curtailment costs [3]. Very few of them focus on joint objectives of both minimizing O&M costs and maximizing consumers’ comfort levels [4].

More importantly, commercial buildings (CBs) consume more than 40% of total energy supply to power systems [5]. Compared with residential households, campus-based CBs generally have larger peak demand and more total energy consumption. Therefore, CBs are better venues in performing DR to enhance the stability of the distribution system. However, as aforementioned, consumers’ comfort levels are usually sacrificed when optimal DR results are achieved, which is typically caused by: (i) shutting down HVAC systems in summer which increases indoor temperatures and vice versa; (ii) shutting down electric water heaters (EWHs) which decreases hot water temperatures; and (iii) stop charging PEVs before their batteries are fully charged [6]. Therefore, including consumers’/occupants’ comfort levels will boost the adoption rates of various DR programs.

Additionally, the amount of aforementioned new appliances installed in CBs bring a lot of uncertainties into the proposed system [7]. For instance, arrival state-of-charges (SoCs) of PEVs are unknown, making it difficult for central controllers of CBs to obtain a probability density function (PDF) of PEV related uncertainty. However, a range including upper and lower bounds for arrival SoCs of PEVs is easy to obtain. Similarly, for other uncertainties, such as: (i) power outputs of renewable energy sources (RESs), e.g., roof-top solar panels; (ii) elastic base load demand; and (iii) demand response signal from the distribution system operator (DSO), ranges can be acquired. Therefore, an adaptive robust optimization (ARO) approach can be leveraged to handle these uncertainties to ensure optimal energy management strategies under worst-case scenarios. Cardinality uncertainty sets are generated based on ranges of these uncertainties. The ARO approach can overcome the over-conservativeness issue through selecting proper budgets of uncertainty based on uncertainty sets. Besides, the ARO approach requires far less computational time compared with scenario-based stochastic optimization (SO) approach [8].

In this paper, we propose several comprehensive comfort level models for various appliances in campus-based CBs. The objective of our proposed system is to minimize O&M costs of campus-based CBs while maximize various comfort levels simultaneously under worst-case scenarios. ARO is leveraged to
handle various uncertainties within the proposed system. Benders decomposition, such as column-and-constraint generation (C&CG) algorithm, is used to solve the reformulated NP-hard min-max problem. Extensive simulation results demonstrate the effectiveness of our proposed optimal energy management strategy for campus-based CBs.

The following contributions are made in this paper:

- Models for comfort levels of appliances in the campus-based CBs are proposed. The objective is to minimize CBs’ O&M costs while maximize consumers’ comfort levels simultaneously.
- An ARO approach is introduced to handle various uncertainties. C&CG algorithm is used to solve the reformulated NP-hard min-max problem.
- Extensive simulation results show the effectiveness of the proposed framework and the proposed comfort models are proved to fit a novel energy management strategy.

The rest of this paper is organized as follows. Section II presents the mathematical formulation of the optimal energy management problem. Section III proposes an efficient solution method to solve the optimization problem. Section IV summaries the simulation results of our test system. Section V draws our conclusions.

II. Problem Formulation

We consider the case that several CBs exist on one campus. Each CB consists of one HVAC system, one EWH, one electric storage system (ESS), one pack of roof-top solar panel, and a base power load (servers, lights, personal computers, projectors, etc.) 9. Each CB has a parking lot with charging stations for PEVs. PEVs’ penetration level in the system is defined as consumers with PEVs versus total populations in the CBs. The operating horizon includes office hours of one operating day from 8 a.m. to 8 p.m. with 48 time slots.

A. Constraints

1) Constraints of Appliances: We have the following constraints to ensure the stability of the proposed system. Firstly, we have constraints for HVAC systems 10:

\[ T_{i,t+1} = \beta_i T_{i,t} + \alpha_i U_{i,t}, \forall i, t, \]

where \( T_{i,t} = [T_{i,t}^{in}, T_{i,t}^{ow}, T_{i,t}^{ow}]^T \) includes indoor temperature, inner wall temperature, and outer wall temperature, respectively. Variable \( U_{i,t} = [T_{i,t}^{in}, T_{i,t}^{ow}, T_{i,t}^{ow}]^T \) includes outdoor temperature, solar irradiance, cooling/heating indicator, and output cooling/heating of a HVAC system in CB \( i \), respectively. Variables \( \alpha_i \) and \( \beta_i \) are environment coefficients of CB \( i \) 11.

\[ T_{i,t}^d - \delta_i \leq T_{i,t}^d \leq T_{i,t}^d + \delta_i, 0 \leq F_{i,t}^{v, \text{bvac}} \leq \bar{F}_{i,t}^{v, \text{bvac}}, \forall i, t, \]

where \( T_{i,t}^d \) is the desired indoor temperature, \( \delta_i \) is the maximum temperature deviation from the desired indoor temperature, \( \bar{F}_{i,t}^{v, \text{bvac}} \) is the maximum power consumption of a HVAC system. Moreover, consumer’s comfort level related to a HVAC system in the \( i \)-th CB can be defined as:

\[
J_{i,t} = \begin{cases} 
0, & T_{i,t}^d \geq T_{i,t}^d + \delta_i \\
T_{i,t}^d + \delta_i - T_{i,t}^d, & T_{i,t}^d + \epsilon_i \leq T_{i,t}^d \\
T_{i,t}^d, & T_{i,t}^d \leq T_{i,t}^d \leq T_{i,t}^d + \delta_i \\
T_{i,t}^d - \delta_i - T_{i,t}^d, & T_{i,t}^d - \epsilon_i \leq T_{i,t}^d \\
0, & T_{i,t}^d \leq T_{i,t}^d - \delta_i.
\end{cases}
\]

Comfortable indoor temperature zone is defined as \( T_{i,t}^d \pm \epsilon_i \), where \( \epsilon_i \) is the maximum indoor temperature deviation from desired temperature that can still ensure a comfortable temperature zone.

Additionally, we have the following charging dynamics for PEVs:

\[ \text{SoC}_{v,t} = \text{SoC}_{v,0} + \sum_{\tau=1}^{t} \frac{P_{\text{v}^{\text{eh}}}}{E_v}, \forall v, t, \]

where \( P_{\text{v}^{\text{eh}}} \) is the charging rate, \( \eta_v \) is the charging efficiency, \( E_v \) is the rated energy.

\[ \text{SoC}_{v,t} \leq \text{SoC}_{v,t} \leq \text{SoC}_{v,0}, 0 \leq P_{\text{v}^{\text{eh}}} \leq P_{\text{v}^{\text{eh}}}, \forall v, t, \]

where upper bound \( \text{SoC}_{v,t} \) and lower bound \( \text{SoC}_{v,0} \) are imposed to enhance batteries’ lifetimes. Variable \( P_{\text{v}^{\text{eh}}} \) denotes maximum charged energy over period \( t \) for the \( v \)-th PEV. Furthermore, comfort level related to the \( v \)-th PEV can be defined as follows:

\[ J_{v,t} = \begin{cases} 
1, & \text{SoC}_{v,t} \leq \text{SoC}_{v,t} \\
\text{SoC}_{v,t} - \text{SoC}_{v,0}, & \text{SoC}_{v,0} \leq \text{SoC}_{v,t} \leq \text{SoC}_{v,t} \\
0, & \text{SoC}_{v,t} \leq \text{SoC}_{v,0}.
\end{cases}
\]

where \( J_{v,t} \) denotes comfort level of the \( v \)-th PEV owner. Variable \( \text{SoC}_{v,t}^{\text{base}} \) is the desired SoC for the \( v \)-th PEV. Variable \( \text{SoC}_{v,t}^{\text{base}} \) represents the base SoC required for the \( v \)-th PEV with round trip between its home and a CB.

Moreover, the requirements for EWHs are expressed as:

\[ T_{i,t} = T_{i,0} + \sum_{\tau=1}^{t} \frac{Q_{i,\tau} - H_{i,\tau}^{\text{de}}}{M_i C_{\text{water}}}, \forall i, t, \]

where \( Q_{i,\tau} \) is power consumption of the \( l \)-th EWH. Variable \( H_{i,\tau}^{\text{de}} \) is heat decrease of the \( l \)-th EWH, including heat loss that is transferred to its ambient, outflow of hot water and inflow of cold water. Parameter \( M_i \) is the mass of water in tank \( l \), and \( C_{\text{water}} \) is specific heat capacity of water. Furthermore, water temperature in the \( l \)-th EWH needs to be regulated within certain range to maintain comfort level related to EWHs:

\[ T_{l,t}^d - \delta_t \leq T_{l,t} \leq T_{l,t}^d + \delta_t, 0 \leq P_{l,t}^{\text{v,vac}} \leq \bar{P}_{l,t}^{\text{v,vac}}, \forall l, t, \]

\[ J_{l,t} = \begin{cases} 
1, & T_{l,t} \leq T_{l,t}^d \\
T_{l,t}^d - (T_{l,t}^d - \delta_t) / T_{l,t}^d - (T_{l,t}^d - \delta_t), & T_{l,t}^d - \delta_t \leq T_{l,t} \leq T_{l,t}^d \\
0, & T_{l,t} \leq T_{l,t}^d - \delta_t.
\end{cases}
\]

where \( T_{l,t}^d \) is the desired water temperature in the \( l \)-th EWH. Variable \( \delta_t \) is the maximum allowed temperature deviation from the desired water temperature.

Similarly, we have the following dynamics for ESSs:

\[ \text{SoC}_{k,t} = \text{SoC}_{k,0} + \sum_{\tau=1}^{t} \frac{P_{k,t}^{\text{v,eh}}}{E_k} - \sum_{\tau=1}^{t} \frac{P_{k,t}^{\text{v,eh}}}{E_k}, \forall k, t, \]

where \( P_{k,t}^{\text{v,eh}} \) and \( P_{k,t}^{\text{v,dis}} \) are power charged into or discharged from the \( k \)-th ESS at time \( t \). Variables \( P_{k,t}^{\text{v,eh}} \) and \( P_{k,t}^{\text{v,dis}} \) represent charging and discharging efficiencies of the \( k \)-th ESS, respectively.
Each ESS has a finite capacity, therefore, the energy stored in it must have the following lower and upper bounds:

$$\text{SoC}_k \leq \text{SoC}_{k,t} \leq \overline{\text{SoC}}_k, \forall k, t,$$

where $\overline{\text{SoC}}_k$ is the upper bound and $\text{SoC}_k$ is the lower bound of the $k$-th ESS’ SoC. Furthermore, ES units have the charging and discharging rate limits as follows:

$$0 \leq p_{k,t}^{\text{ch}} \leq \overline{p}^	ext{ch}_k, 0 \leq p_{k,t}^{\text{dis}} \leq \overline{p}^	ext{dis}_k, \forall k, t,$$

$$0 \leq u^+_{k,t} + u^-_{k,t} \leq 1, \forall k, t,$$

where $\overline{p}^	ext{ch}_k$ and $\overline{p}^	ext{dis}_k$ denote the maximum charged and discharged energy for the $k$-th ESS, respectively. Variables $u^+_{k,t}$ and $u^-_{k,t}$ are binary variables indicating the charging and discharging decisions of the $k$-th ESS, which are mutually exclusive during a specific time interval.

2) Network Constraints: Furthermore, we denote critical power loads as $d_{i,t}$ that must be satisfied for each CB $i$. Therefore, we have the following power balance equation:

$$\sum_i (p_{i,t}^{\text{dis}} - p_{i,t}^{\text{ch}}) + \sum_i w_{i,t} + p_{\text{base},t} + p_{\text{peak},t} = \sum_i d_{i,t} + \sum_t p_{\text{hvac},t} + \sum_t p_{\text{v},t}, \forall t,$$

where $w_{i,t}$ denotes output of the renewable in each CB $i$. Variables $p_{\text{base},t}$ and $p_{\text{peak},t}$ represent real-time power buy from a retail electricity market with the base price and the peak price, respectively.

Additionally, we use $\overline{p}$ to represent the capacity limit on the tie-line connected with the distribution system. Moreover, in the peak hours, a DSO may inform central controllers of CBs about reducing certain amount of power delivery through the PCC (in order to protect substations and transformers). Thus, $I_t \in [0, 1]$ is adopted to model uncertain DR signals from a DSO during peak hours. Then, we have the following constraints on the grid-connected tie-line:

$$p_{\text{base},t} + p_{\text{peak},t} = p_{\text{total},t}, 0 \leq p_{\text{total},t} \leq \overline{p}_{I_t}, \forall t.$$  

B. Uncertainty Set

1) RES Power Output: As mentioned in previous sections, the robust optimization can handle various uncertainties through a pre-defined deterministic interval, such as $[\bar{w}_t - \hat{w}^-_t, \bar{w}_t + \hat{w}^+_t]$ for the RES power output $w$. Variable $\bar{w}_t$ represents the nominal value (i.e., forecasted value) of RES power output in a time slot $t$. Variables $\hat{w}^-_t$ and $\hat{w}^+_t$ are the maximum negative and positive deviations of the RES generation in a time slot $t$, respectively. Coordinating with the budget of uncertainty $\Gamma_w$, we have the cardinality uncertainty set for the RES generation as follows:

$$\mathcal{W} := \{ w : w_{i,t} = \bar{w}_{i,t} + \hat{w}^+_{i,t}u^+_{i,t} - \hat{w}^-_{i,t}u^-_{i,t}, \forall i, t \},$$

$$U := \{ u : \sum_t (u^+_{i,t} + u^-_{i,t}) \leq \Gamma_w, 0 \leq u^+_{i,t}, u^-_{i,t} \leq 1, \forall i, t \},$$

where $u^+_{i,t}$ and $u^-_{i,t}$ are auxiliary variables indicating the degree of positive and negative deviation from the forecasted value $\bar{w}_{i,t}$.

2) Load Demand: Similarly, we can construct the uncertainty set for critical load demand as follows:

$$\mathcal{D} := \{ d : d_{i,t} = \bar{d}_{i,t} + \hat{d}^+_t v^+_{i,t} - \hat{d}^-_t v^-_{i,t}, \forall i, t \},$$

$$V := \{ v : \sum_t (v^+_{i,t} + v^-_{i,t}) \leq \Gamma_d, 0 \leq v^+_{i,t}, v^-_{i,t} \leq 1, \forall i, t \},$$

where $v^+_{i,t}$ and $v^-_{i,t}$ are auxiliary variables indicating the degree of positive and negative deviation from the forecasted value $\bar{d}_{i,t}$. Variable $\Gamma_d$ is the budget of uncertainty for elastic load demand.

3) PEVs: Moreover, the initial SoCs of PEVs are unknown, therefore, we have the following uncertainty set for PEV’s SoC conditions:

$$\mathcal{S}_C := \{ \text{SoC} : \text{SoC}_{v,0} = \bar{\text{SoC}}_{v,0} + \hat{\text{SoC}}^{\text{+}}_{v,0}, \forall v \},$$

where $\bar{\text{SoC}}_{v,0}$ and $\hat{\text{SoC}}^{\text{+}}_{v,0}$ are auxiliary variables indicating the degree of positive and negative deviation from the forecasted value $\bar{\text{SoC}}_{v,0}$. Variable $\Gamma_z$ is the budget of uncertainty for PEVs’ initial SoCs.

4) DR signals: Additionally, we have the following uncertainty set for peak hours DR signals from the DSO:

$$\mathcal{I} := \{ I : \sum_{t=1}^T (1 - I_t) \leq \Gamma_I, 0.8 \leq I_t \leq 1, \forall t \},$$

where $\Gamma_I$ is the budget of uncertainty for a DSO’s DR signals.

C. Objective Function

Our objective is to maximize consumers’ comfort levels, while minimizing O&M costs of the proposed campus-based commercial building system under the worst-case scenario. Thus, we formulated the energy management problem into a max-min-max problem as follows:

$$\max \left( \sum_{t} \sum_{i} \sum_{J} J_{i,t} + \sum_{t} \sum_{v} \sum_{J} J_{v,t} + \sum_{t} \sum_{l} J_{l,t} \right) \kappa$$

$$+ \min_{w, d, \text{SoC}, I} \max \left\{ - \sum_{t} \sum_{k} C_{\text{ESS}}(p_{k,t}^{\text{ch}} + p_{k,t}^{\text{dis}}) - \sum_{t} \sum_{v} C_{\text{PEVs}} p_{v,t}^{\text{ch}} - \sum_{t} \sum_{v} C_{\text{base}} p_{\text{base},t} - \sum_{t} C_{\text{peak}} p_{\text{peak},t} \right\}.$$
III. Solution Algorithm

A. Problem Reformulation

The formulation above is a max-min-max problem, which cannot be solved directly by commercial solvers. Thus, as strong duality holds, we transform the inner max formulation into its dual as a min formulation in a matrix form, then using Big-M method to linearize nonlinear terms in the objective function of the new minimization problem:

\[
\begin{align*}
\min_{\lambda, \mu, \gamma, \pi, \sigma} & \quad -\lambda^T F + \mu^T SoC + \gamma^T G + \pi^T w + \sigma^T d \\
\text{s.t.} & \quad -\lambda^T A + \gamma^T B + H \geq 0 \\
& \quad \mu^T M z \leq 0, \mu \geq \lambda - M(1-z) \leq 0 \\
& \quad \pi^T - M u \leq 0, \pi \geq \lambda - M(1-u) \leq 0 \\
& \quad \sigma^T - M v \leq 0, \sigma \geq \lambda - M(1-v) \leq 0 \\
& \quad \lambda, \mu, \gamma, \pi, \sigma \in [0, 1],
\end{align*}
\]

subject to constraints (13)–(18). Variables \(\lambda, \mu, \gamma, \pi, \sigma\) denote Lagrangian multipliers of constraints (13)–(18), respectively. \(F, SoC, G\) are sets of parameters in the constraints represented by \(\lambda, \mu, \gamma, \pi, \sigma\). Variables \(A, B\) are sets of parameters in the inner max problem (19). However, there are two non-linear terms, \(\pi^T w\) and \(\sigma^T d\), in equation (20), which makes the second-stage problem hard to solve. Thus, we need to linearize the non-linear terms through the Big-M method (8).

B. C&CG Algorithm

Combined with all the formulations from previous sections, we can finally reformulate the original problem into the following mixed-integer linear programming (MILP) problem:

\[
\begin{align*}
\max & \quad \kappa^T J - \theta \\
\text{s.t.} & \quad \theta \geq -\lambda^T F + \mu^T SoC + \gamma^T G + \pi^T w + \sigma^T d \\
& \quad \text{constraints (1) -- (14)}.
\end{align*}
\]

Variable \(J\) represents the constraints (5), (6), and (10) that are related with comfort levels. As mentioned in previous sections, the worst-case scenario of each set of uncertainty is independent from all others and can only occur at a set’s upper and lower bound, which are finite. To solve the problem in a reasonable solution time, we employ the C&CG algorithm, while details are shown as follows:

1) Set feasible first-stage decisions with sets of budget of uncertainties. Then, solve the sub problem (20) with the initial conditions. After that, use the answer of \(u_1, v_1, z_1\), and \(I_1\) as the worst-case scenario. Let \(UB = +\infty\) be the upper bound, \(LB = -\infty\) be the lower bound, and 1 be the iteration number.

2) Solve the master problem (21) with the worst-case scenario. Determine the updated optimal first-stage decision and budget of uncertainty. Let \(LB = k J_k - \theta\).

3) Solve the sub problem (20) with the updated optimal solutions from Step 2. Make \(UB = \min\{UB, k J_k - \rho^*\}\), where \(\rho^*\) is the updated value of the objective function.

4) If \(UB - LB \leq \varepsilon\), then stop. Otherwise, update \(s\) to \(s+1\) and return to Step 2.

IV. Simulation Results

We set \(10^{-2}\) as the convergence tolerance. All simulations are implemented on a desktop with a 3.00 GHz Intel Core i5-7400 CPU and 8GB RAM.

A. Numerical Settings

| TABLE I | COMFORT LEVEL RELATED PARAMETERS |
|---------|---------------------------------|
| Type    | \(T_{min}^{\text{C}}\) (°C) | \(\delta_t^{\text{C}}\) (°C) | \(\epsilon_t^{\text{C}}\) (°C) |
| HVAC    | 24                             | 2                                | 0.5                             |
| Type    | \(\text{SoC}_{c,0}(\%)\) | \(\text{SoC}_{c,\text{min}}(\%)\) | \(\text{SoC}_{c,\text{max}}(\%)\) |
| PEV     | 80                             | 10                                | Uncertain                       |
| Type    | \(T_{10}^{\text{C}}\) (°C) | \(\theta_{10}\) (°C) | \(\theta_{10}\) (°C) |
| EWH     | 40                             | 10                                | 30                              |

| TABLE II | ESS/PEV PARAMETERS |
|----------|-------------------|
| Tesla Model S | 75D | 5/95 | 80 | 30 |
| Tesla Model X | 100D | 5/95 | 100 | 17.2 |
| Nissan Leaf | SV | 5/95 | 30 |

The considered commercial campus consists of six CBs, six packs of roof-top solar panels, fifty PEVs in three different types, and one aggregated critical power load. Each CB includes one EWH, one HVAC system, and one pack of batteries, which are scalable. The comfort levels are only considered during the office hours when the consumers are on the commercial campus (from 8 a.m. to 8 p.m.), where the parameters are from a real-world commercial building, as shown in Tables I and II. The total installed capacity of the solar panels is 60 kW, where the historic generation patterns are taken from [12]. Also, the historical data of the solar irradiance and the outdoor temperature are from [12], with proper scaling coefficients. The base and peak electricity prices are taken from a real-world utility company, where the peak electricity price is 10 times of the base electricity price. The EWHs’ power to heat ratio is set to 1.2. The data for EWHs are taken from [13]. The electricity exchange limit between the proposed system and the retail electricity market is set to be 1867 kVWh.

The degradation cost coefficients \(C_{\text{ESS}}\) and \(C_{\text{PEV}}\) are set to be 0.0335$/kVWh.$

B. Simulation Results

In order to show the effectiveness of the proposed comfort level models, we test the system in a single scenario with/without comfort level related objectives, while the comfort levels are still calculated through the original constraints in the system modeling section. As shown in Fig. 1, the indoor temperatures of the first building reduces significantly when considering the proposed comfort level formulations, which...
off between electricity price and comfort level, the comfort level model. The PEVs are also charged to the desired energy levels increase faster when considering the proposed comfort level model. As shown in Figs. 3 and 4, comfort levels increase faster when considering the proposed comfort level model. The PEVs are also charged to the desired energy levels. Moreover, we test the influence of comfort level on EWHs considering the proposed comfort level model. The PEVs are also charged to the desired energy levels increase faster when considering the proposed comfort level model.

We further test our comfort level models of PEVs and EWHs considering the same circumstances with/without comfort levels related objective functions. As shown in Figs. 3 and 4, comfort levels increase faster when considering the proposed comfort level model. The PEVs are also charged to the desired energy levels increase faster when considering the proposed comfort level model. The PEVs are also charged to the desired energy levels. Moreover, we test the influence of comfort level on EWHs. As shown in Figs. 5 and 6, the comfort level for EWHs with the proposed model are much better. This is because EWHs can provide most of the hot water demand as needed. Besides, through checking the trade-off between electricity price and comfort level, the comfort level of the case with the proposed model can still maintain the comfort level of EWHs at a high level compared with the one without the proposed model.

The overall comfort levels increased from 0.42 to 1 while the total cost only increases 19.9%. Therefore, our proposed comfort level model for HVAC systems, PEVs and EWHs are more reasonable and suitable for the commercial building system.

V. Conclusion

In this paper, we propose several novel comfort level models to minimize O&M costs of campus-based CBs while maximizing various comfort levels simultaneously under worst-case scenarios. ARO has been leveraged to handle various uncertainties within the proposed system: (i) demand response signals from the DSO, (ii) arrival SoC conditions of PEVs, (iii) power outputs of RES units, and (iv) load demand of other appliances. A C&CG algorithm is proposed to solve the reformulated NP-hard min-max problem. Extensive simulation results have demonstrated the effectiveness of our proposed optimal energy management strategy for campus-based CBs in both minimizing O&M costs and maximizing comprehensive comfort levels.
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