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Abstract—Dynamical systems with a distributed yet interconnected structure, like multi-rigid-body robots or large-scale multi-agent systems, introduce valuable sparsity into the system dynamics that can be exploited in an optimal control setting for speeding up computation and improving numerical conditioning. Conventional approaches for solving the Optimal Control Problem (OCP) rarely capitalize on such structural sparsity, and hence suffer from a cubic computational complexity growth as the dimensionality of the system scales. In this paper, we present an OCP formulation that relies on graphical models to capture the sparsely-interconnected nature of the system dynamics. Such a representational choice allows the use of contemporary graphical inference algorithms that enable our solver to achieve a linear time complexity in the state and control dimensions as well as the time horizon. We demonstrate the numerical and computational advantages of our approach on a canonical dynamical system in simulation.

I. INTRODUCTION

Many high-dimensional robotic and autonomous systems have inherent structural sparsity that is seldom explicitly utilized in real-time optimal control and trajectory optimization. Examples of structural sparsity in dynamical systems include - a multi-rigid-body system like a humanoid robot or a modular serial-link snake robot, where one joint typically constrains at most two adjacent links; or a multi-agent distributed setting like nodes in a wireless mesh network, where communication is restricted to a few neighbouring nodes. Both these classes of systems consist of independent submodules that interact only at the interface defined by local constraints.

Existing optimal control formulations like the Finite-Horizon Discrete-Time Linear Quadratic Regulator (FHDT-LQR) [1], which are widely used, maintain a linear growth in computational complexity over the time horizon, but suffer from a bottleneck as the system dimensionality scales. Inherently, the FHDT-LQR problem has temporal sparsity as can be observed from the banded nature of the Karush-Kuhn-Tucker (KKT) conditions if it is framed as a Quadratic Program (QP) [2]. Dynamic Programming (DP) approaches exploit this temporal structure to achieve linear complexity in the time horizon. However, it is usually non-trivial to explicitly leverage structural sparsity, leading to cubic growth in computation w.r.t problem dimensionality in general.

To evade this bottleneck, real-time implementations of optimal control algorithms for high-dimensional robots typically rely on specialized or decoupled formulations of the system dynamics to reduce dimensionality (e.g., centroidal dynamics of a humanoid robot).

In this work, we present Sparse Graphical Optimizer (SGOPT) - a general-purpose Optimal Control Problem (OCP) solver for the full-order dynamics of high-dimensional dynamical systems. SGOPT achieves linear growth in complexity w.r.t state and control dimensionality as well as time horizon by leveraging the representational power and computational advantages of inference on a graphical model known as a factor graph [3]. In the robotics community, factor graph representations have proved their utility by not only presenting an intuitive interface for modeling real-world, multimodal estimation problems, but also enabling efficient inference algorithms that exploit sparsity in the model [4]. Factor graphs have enabled significant computational improvements that previously inhibited real-time implementations of the full nonlinear Simultaneous Localization and Mapping (SLAM) problem. This was achieved by representing the underlying sparse structure of the system using factor graphs and leveraging efficient inference algorithms to solve large-scale sparse linear systems repeatedly.

Similar to the SLAM formulation, SGOPT assembles the OCP into a sparse factor graph form, and utilizes the variable elimination (VE) algorithm [3] - a graphical inference tool - to calculate optimal controls based on the cost function. The VE algorithm visits the nodes in the factor graph following a certain ordering, optimizes a local sub-problem, then passes messages to the next node in the ordering. This kind of message passing is made possible due to conditional independence (spatial and temporal) between all but one-hop neighbors in the graph.

In summary, our contributions are -

- We develop an OCP solver based on factor graph inference that achieves linear complexity in state and control dimensions for structurally distributed systems.
• We provide comparison experiments to demonstrate how SGOPT improves the computational complexity and numerical conditioning comparing to conventional LQR.

• We motivate extensions of this approach to general multi-rigid-body systems by describing the inner workings of the variable elimination algorithm for a canonical example.

II. Related Work

Existing optimal control and trajectory optimization solvers already exploit sparsity in different ways. The DP approach to LQR problems can be viewed as a sparse quadratic programming (QP) method [1] as mentioned in Section I. For a state-space system with linear dynamics $X = AX + BU$ where $X \in \mathbb{R}^N$, and $U \in \mathbb{R}^M$, the QP formulation may be sparse in the time dimension, but treats the matrices $A$ and $B$ as dense. Some solvers, such as SNOPT [5], allow users to further specify the sparsity structure of $A$ and $B$, but when the high-dimensional system has arbitrary structure, it is often non-trivial to manually code up the problem-specific sparsity data structure.

In both the robotics and computer graphics communities, researchers have worked on simulation methods for structurally sparse systems that maintain linear complexity (w.r.t number of links) [6], [7]. Since the topology of such systems forms a graphical structure whose adjacency matrix is inherently sparse, linear complexity dynamics simulation can be achieved using sparse matrix operations. When the multi-rigid-body system is a serial chain, the recursive Newton-Euler algorithm computes forward dynamics in $O(n)$ time, where $n$ is the number of the links in the system [8]. If the system has a more complicated structure, building a graphical model of the linkage relationship is necessary to exploit spatial sparsity [6]. It is shown that this graphical model not only speeds up computation but also improves the simulation precision [7].

Recently, there has been a growing interest in leveraging graphical representations for control and motion planning problems. Stochastic optimal control is formulated as a message-passing inference scheme in [9], motion planning is treated as probabilistic graphical inference on factor graphs in [10] and [11]. Xie et al. go a step further and represent the dynamics structure explicitly on a factor graph in [12], [13], [14] with demonstrable speedups over sampling-based planners. However, these works rely on stochastic models of robot dynamics with constraint violations incorporated using penalty terms in the objective. For deterministic OCPs, there are instead clear advantages to modeling hard constraints in the optimization both on the estimation and control side [15], and some methods have been proposed to incorporate these into the factor graph framework [16], [17], [18]. Yang et al. demonstrated that LQR can be modeled quite naturally as inference on a constrained factor graph (where system dynamics are treated as hard constraints, i.e. they should be strictly satisfied) [19] leading to identical solutions as conventional DP approaches.

III. Problem Formulation

Our goal is to compute an optimal sequence of states and controls for high dimensional multi-rigid-body systems by first constructing a constrained factor graph (CFG) [16] that captures the OCP, and then solving the optimization using VE. We first explain the OCP formulation, present some background into CFGs, and demonstrate how to construct a CFG from the OCP and implement the VE algorithm.

A. Optimal Control Problem

As per the standard formulation, the cost function to be minimized is given by

$$
\min_{X,U} X_T^{-1} Q X_T^{-1} + \sum_{i=0}^{T-2} X_i^T Q X_i + U_i^T Q U_i
$$

s.t. $X_{i+1} = f(X_i, U_i)$ (1)

Where $X_i \in \mathbb{R}^N$, $U_i \in \mathbb{R}^M$, and $T$ are the state, controls, and time horizon respectively, $Q_X, Q_U, Q_{X_j}$ are weights in the form of diagonal matrices. This problem can be solved with conventional FHDT-LQR, which has a computational complexity of $O(T(N_s + M)^3)$ [1].

To improve computational efficiency, we leverage the structural sparsity inherent in the system dynamics. Most practical robots consist of rigid links, whose relative poses constitute the state, and connecting joints impose constraints that are explicitly or implicitly described by the system dynamics $f$. Fig. 1 illustrates the sparsity pattern among links and joints of a planar robot. Instead of explicitly constructing this pattern matrix, we use the factor graph to keep track of the sparsity.

In this paper, we present our approach and results on a structurally-sparse canonical system of $N$ identical Cart-Pole (CP) systems in a series, with each cart linked to its neighbor by spring-damper connections. Since the cartpole system is canonical example in control theory, the method we derived on it can generalize to other systems. The number $(M)$ and order of actuated carts is a user input, but unless otherwise specified they are assumed to be evenly distributed in the CP series according to an actuation ratio $\rho$, where $M = \text{round}(\rho N)$. Most of our analysis focuses on linear systems, hence the CP

![Fig. 1: A planar robot gripper and its sparsity pattern. On the left, numbers indicate links and letters represent joints. On the right, 1s in each matrix row indicate which links connect to the joint represented by the row. The matrix is sparse.](image-url)
series system is linearized about unstable equilibrium (all pendulums upright). The cost function for this system over $T$ time steps is:

$$\min_{X, \theta, U} \sum_{t=0}^{T-2} \left[ X_{t}^T \theta_{t}^T \right] + \left[ X_{0}^T \right] + \left[ X_{T}^T \right]$$

Solving a factor graph inference means finding the Maximum A-Posteriori (MAP) distribution of variables. The factor graph data structure makes it easy to calculate marginalized conditional probabilities of variables. In another view, a factor graph is just a sparse weighted least square problem [19], where graph nodes are decision variables and graph edges form the matrix for the least square problem.

In this paper we will take the weighted least square view since it is easier to draw connections to sparse matrix factorization. A weighted least square problem can be formulated as

$$\min_{Y} (FY - g)^T \Sigma^{-1} (FY - g)$$

where $W = \text{diag}(w_1, w_2, \ldots)$ is a diagonal matrix with non-negative weights. Alternatively we can write the problem as $\min_{\theta} g^T \Sigma^{-1} g$ using Mahalanobis norm in which $\Sigma = W^{-1}$. The matrices $F$, $g$, and $W$ can be encoded in factor graph form as shown in Fig 2. If some weights in $W$ are infinity, then the problem becomes a constrained weighted least square problem, and the corresponding graph is a constrained factor graph.

Nodes of a factor graph contain either the physical state of a rigid link or a control force input. We denote $X_i \in \mathbb{R}^{2 \times 1}$ as the position and velocity of the cart and $\theta_i \in \mathbb{R}^{2 \times 1}$ as the angle and angular velocity of the pendulum in CP $i$. $U_j \in \mathbb{R}$ refers to the $j$th force acting on the associated cart. We define $X_i = \text{vec}(X_0^i X_1^i X_2^i \ldots)$ and $U_i = \text{vec}(U_0^i U_1^i \ldots)$, where $\text{vec}$
stacks vectors vertically. We write the value of all nodes in the graph as $Y_i = vec(X_i, U_i)$. For time step $i$, we lay down nodes as shown in the Mid part of Fig. 2a, where the location of nodes align with the topology of the actual system.

The edges, or factors, in a factor graph represent either unconstrained factors (finite weight) or constrained ones (infinite weight). The cost function from Eqn 2 is represented in the factor graph as unconstrained unary factors connected to the respective variables. For a diagonal $Q_X$ matrix, we define a cost factor $\|Q_{ij}^X X_j\|^2$ where $\Sigma = I$.

The factor occupies one block row of $F$ and $g$ with $Q_{ij}^X$ located at the column corresponding to variable $X_j$ in $F$. Similarly, we can define cost factors for $\theta_j$ and $U_j^i$. In our example graph in Fig 2a, Bottom, we have $N = 3$, $M = 1$ acting on the first cart, and $T = 2$. After linearizing about current operating state, the expressions for constrained factors labeled C1 and C2 are:

\[
C1: \|\theta^2_j - A_{\theta X} X_j^2 - A_{\theta \theta} X_j^2 - A_{\theta \theta X} X_j^2 \|^2_{\Sigma_0} \\
C2: \|X_j^2 - A_{X X} X_j^2 - A_{\theta X} X_j^2 - A_{\theta \theta} X_j^2 - B_j U_j^0\|^2_{\Sigma_0}
\]

Where $\Sigma_0 = 0$ (infinite weight). Here $A_{\alpha \beta}$ with $\alpha, \beta \in \{X, \theta \}$ represents the local linear discrete dynamics state matrix from node type $\beta$ to node type $\alpha$ (at next time step). Similarly $A_{\alpha \beta n b}$ represents the state matrix from $\beta$ to $\alpha$ for neighboring CPs. $B_j$ is the input matrix for node type $\alpha$ due to actuator force. For example:

\[
A_{\theta X n b} = \begin{bmatrix} \frac{k_\Delta}{2 m_{L}} & \frac{c_\Delta}{2 m_{L}} \\ -\frac{c_\Delta}{m_{c}} & \frac{c_\Delta}{m_{c}} \end{bmatrix}, A_{X n b} = \begin{bmatrix} \frac{m_c g_\Delta}{2 m_c} & 0 \\ \frac{m_p g_\Delta}{m_p} & 0 \end{bmatrix}
\]

Where $k, c$ are spring-damper properties, $m_c, m_p$ are cart and pendulum masses respectively, $L$ is pendulum length, $\Delta t$ is the time discretization.

A complete representation in both factor graph form and matrix form for the N-CP system is shown in Fig. 2. The matrix $F$ is visibly sparse, and the sparsity pattern is explicitly captured in the factor graph structure. While we present a specific example of a N-CP system, this methodology can be just as easily applied to any multi-rigid-body system.

**IV. Technical Approach**

We use the Variable Elimination algorithm [3] to solve Problem 3. For the N-CP system, the dimension of the decision variable vector $Y$ is $4N \times T + M \times (T - 1)$. By leveraging the sparsity of the graph, we can achieve $O((M + N_s)T)$ solution complexity, where $N_s = 4N$.

**A. Variable Elimination on CFG**

The VE algorithm visits nodes in the factor graph following an elimination order and updates different parts of $F$ and $g$ in Eq. 3. After each node is visited once, $F$ will be converted into a sparse upper triangular matrix so $Y$ can be calculated in linear time. For the sake of demonstration, we choose an intuitive ordering of the variable elimination (cart node $\rightarrow$ pendulum node $\rightarrow$ control node) backwards in time from $t = T - 1$ to $t = 0$. This ordering is easy to follow, and makes it possible to extract Markovian feedback policies along with the optimized controls. Section IV-B will treat the choice of variable ordering further. The square factors in Fig 3 represent hard-constrained factors, while circular factors represent unconstrained factors with a weight $W = \Sigma^{-1}$.

For each variable $Y_k$ in the elimination order, we construct a local sub-problem. We first identify the separator $S_k$: the set of other nodes sharing factors with $Y_k$. We then extract sub-matrices $F_k$, $W_k$, $g_k$ that are blocks of $F$, $g$, $W$ corresponding to the node variable and its separator. These matrices form a local least-squares problem, which is solved using a Modified Gram Schmidt (MGS) orthogonalization [20] in the presence of hard-constrained factors ($\Sigma = 0$) and standard unconstrained QR Factorization otherwise. For the sake of visual clarity, only selected factors and arrows are shown in Figs 3-5.

**Eliminate a cart node $X_0^2$:** Node $X_0^2$ has a cost factor and constraint factor highlighted in red, with the separator containing $\{X_0, X_1, F_0, U_0^1\}$. Eqn 5 shows the local constrained least squares problem and Eqn 6 shows the corresponding MGS orthogonalization on $[F_k | g_k]$.

\[
X_0^2 = \text{argmin}_{X_0^2} (X_0^2)^T Q_X X_0^2 \\
\text{s.t. } X_0^2 - A_{X X} X_0^2 - A_{X \theta} X_0^2 \theta_0^1 - B_{X} U_0^1 = 0 \\
X_0^2 = A_{X X} X_0^2 + A_{X \theta} X_0^2 \theta_0^1 + B_{X} U_0^1
\]

For time step 1, we eliminate the factor $X_0^2$ from the factor graph in Fig. 3 and convert it into the factor graph in Fig. 4a, and repeat the elimination algorithm for time step 2.
\[ \theta_0^* = \arg\min_{\theta_0^*} (\theta_0^*)^T Q_0 \theta_0^* \]

s.t. \[ \theta_0^* - A_{\phi,\theta_0}^T \theta_0^* - A_{\phi,\theta_0}^T X_0^* - A_{\phi,\theta_0}^T X_1^* - B_\theta U_0^* = 0 \] (7)

\[ \theta_0^* - A_{\phi,\theta_0}^T \theta_0^* + A_{\phi,\theta_0}^T X_0^* + A_{\phi,\theta_0}^T X_1^* + B_\theta U_0^* \]

\[ \phi^*_0(\theta_0^*, X_0^*, X_1^*, U_0^*) = (\theta_0^*)^T Q_0 \theta_0^* \]

\[ W_k \begin{bmatrix} I \quad Q_k \quad X_0^* \quad X_1^* \quad U_0^* \\ \infty \end{bmatrix} \rightarrow \begin{bmatrix} Q_k \quad 0 \quad 0 \quad 0 \quad 0 \\ -A_{\phi,\theta_0} \quad -A_{\phi,\theta_0} \quad -A_{\phi,\theta_0} \quad -B_\theta \quad 0 \\ 0 \quad Q_k \quad A_{\theta,\phi} \quad Q_k \quad A_{\theta,\phi} \quad Q_k \quad A_{\theta,\phi} \quad Q_k \quad B_\theta \quad 0 \end{bmatrix} \] (8)

Eliminate a control node \( U_0^* \): Eliminating control nodes results in a local unconstrained least squares problem, since no constrained dynamics factors lie adjacent.

\[ U_0^* = \arg\min_{U_0^*} \left( (U_0^*)^T Q_0 U_0^* + \phi^*_0(X_0^*, X_1^*, \theta_0^*, U_0^*) + \cdots \right) \]

\[ W_k \begin{bmatrix} I \quad Q_k \quad X_0^* \quad X_1^* \quad U_0^* \\ \infty \end{bmatrix} \rightarrow \begin{bmatrix} Q_k \quad 0 \quad 0 \quad 0 \quad 0 \\ -A_{\phi,\theta_0} \quad -A_{\phi,\theta_0} \quad -A_{\phi,\theta_0} \quad -B_\theta \quad 0 \\ 0 \quad Q_k \quad A_{\theta,\phi} \quad Q_k \quad A_{\theta,\phi} \quad Q_k \quad A_{\theta,\phi} \quad Q_k \quad B_\theta \quad 0 \end{bmatrix} \] (9)

where \( R_0, E_0^1 \) and \( K_0^1 \) are from QR factorization of \( F_k \). This yields a feedback policy for \( U_0^* \) (in green) and cost-to-go values \( \phi \) (in blue). Note that the last step of Eqn. 10 lumps together the columns corresponding to \{\( X_0^*, X_1^*, \theta_0^* \}\).

\[ F_k \rightarrow Q \begin{bmatrix} R_0 \quad T_0^1 \\ 0 \quad E_0^1 \end{bmatrix} \] (11)

\[ K_0^1 = -(R_0)^{-1}T_0^1 \] (12)

### B. Variable Ordering

The run time of each local sub-problems is determined by the size of \( F_k \) matrix. The \( F_k \) matrix has dimensions of \( p_1 n \times p_2 n \) where \( p_1 \) is the number of factors attached to the node in question, \( p_2 \) is the number of variables in the separator, and \( n \) is the state-space dimension of each pendulum/cart node (equals 2 in our example). We expect that for all \( F_k, p_1 \) and \( p_2 \) are bounded constant. While Section IV-A describes a choice of elimination ordering that is intuitive and easy to follow, it creates unnecessary non-zero elements (fill-in) when we factorize each \( F_k \) matrix, which is equivalent to adding more factors to the factor graph. Then subsequent local sub-problems will have larger dimensions because the separator contains more nodes. Different elimination ordering results in different sub-problem size affecting run time performance.

Since choosing an optimal elimination order is long known to be NP-complete [21], in the numerical analysis community, various heuristic-based methods were developed [22], [23], [24]. Following [12], we use Column Approximate Minimum Degree (ColAMD) [24]. ColAMD selects variable order according to a metric that evaluates potential fill-in introduced when a variable is eliminated.

### C. Complexity Analysis

Given a proper elimination order, it follows from the structural sparsity that \( p_1 \) and \( p_2 \) are constants as the state and control spaces scale. Then the total complexity of our method is \( O((M + N_s)T) \) compared to cubic run time complexity in state space size of conventional DP approaches for LQR.

The speed-up comes from breaking the original problem into \((M + N_s)T \) local sub-problems. While eliminating cart nodes and pendulum nodes, a constrained least-squares problem is solved using MGS with \( O(p_1 n (p_2 n)^2) \) floating point operations [20]. When we eliminate control nodes, we are solving a local unconstrained least-squares problem to factorize \( F_k \) using QR factorization, which in the worst case requires \( O(p_1 n (p_2 n)^2) \) steps [25]. This is followed by back-substitution which requires \( O((p_1 n)^2 + (p_2 n)^2) \) flops. Hence, the complexity of each local sub-problem is constant.

Finally, the ColAMD algorithm has complexity \( O(m) \) for a bounded degree graph with \( m \) edges [22], which is \( O((M + N_s)T) \) in our case. Moreover, the ordering
can be precomputed offline if the system structure and time horizon are fixed. The relationship between the link connection structure and the optimal elimination order is an interesting avenue for future work, since the optimal elimination order can further speed up the factor graph optimization.

V. RESULTS

In this section, we evaluate SGOPT and present a comparison with conventional LQR methods. Most of the analysis is presented for the linear example of stabilization about the unstable equilibrium, except for the last section which addresses extensions for solving the nonlinear swing-up problem. SGOPT is implemented using the GTSAM [26] library in C++. The first step is to validate the SGOPT solution by comparing it with the baselines on a relatively small-scale problem. Next, we scale the system dimensionality to demonstrate superior runtimes and numerical conditioning as compared to the conventional LQR solvers.

A. Implementation Details

We benchmark our results with two baseline methods. The first is the C++ based LQR solver in the Control Toolbox library [27]. The second is our independent DP implementation of LQR in C++ that relies on column-pivot Householder QR factorization implementation in the Eigen library [28] for solving the Riccati equations at each time step. The parameters used in our experiments are $m_c = 1\ kg$, $m_p = 0.2\ kg$, $\ell = 0.5\ m$, $Q_X = Q_\theta = 10I_{2\times 2}$, $Q_f_X = Q_{f_\theta} = 3000I_{2\times 2}$, $Q_U = 0.01$, $\Delta t = 0.05\ s$, $k_{\text{spring}} = 1000\ N/m$, $c_{\text{damping}} = 1\ Ns/m$.

B. Validation Analysis

We first compare the three methods on a relatively small-scale problem to validate the solution equivalence of SGOPT to conventional LQR solvers. We consider the example of a 3-CP system with two actuated carts and extract the time response for 150 time-steps given an initial perturbation offset of $\theta_0 = 1.15\ deg$ from vertical for all pendulums. Runtime and total cost are tabulated in Table I, while Fig 6 plots the time-response. We observe very similar cost and time responses from all solvers, while the runtime for SGOPT is around 3x slower. This is because the GTSAM backend implementation for constrained QR factorization is currently un-optimized, and hence adds a compute overhead for smaller systems. However, as we will demonstrate in the next section, this overhead becomes insignificant as the system scales due to linear vs cubic complexity.

| Method          | Cost   | Run-time (s) |
|-----------------|--------|--------------|
| SGOPT           | 2011.26| 0.0687       |
| Control Toolbox | 2011.26| 0.0226       |
| C++ LQR         | 2011.29| 0.0252       |

C. Runtime and Cost Analysis

In this section, we demonstrate linear growth in runtime for SGOPT as the state and control dimensions scale when compared to the benchmark DP solvers, for a structurally sparse system. Additionally, we can also observe superior numerical conditioning compared to the DP approach as the dynamical system becomes more complex, which manifests in lower total cost solutions. This is due to the VE procedure resulting in far simpler local inversions on sub-matrices as opposed to dense inversions on large matrices at each DP step.

The top part of Fig 7 shows runtime and cost as we scale the number of carts while keeping actuation ratio ($\rho$) constant at 0.25. It is evident that OCP solutions using DP approaches face a computational bottleneck in the state dimensionality, which is not the case with SGOPT. The bottom part of Fig 7 similarly looks at varying $\rho$ for $N$ held at 30 over 10 time-steps, and here too we can observe slower growth in runtime as control dimension increases compared to DP solvers.

D. Extension to Nonlinear Swing Up

For solving the swing-up problem, we iteratively solve SGOPT by linearizing about a trajectory (starting with
an initial guess) until convergence, similar to standard iterative optimization methods such as SQP [5] and DDP [29]. The inner linear optimization is solved using SGOPT and outer loop is governed by the Levenberg-Marquardt algorithm for regularization.

Results are presented for iterative-SGOPT solving the swing-up problem for $N = 5$, and $M = 2$ starting from stable equilibrium, with a time-response shown in Fig. 8. A comparison with benchmark solvers is not as straightforward in the nonlinear case since there are multiple factors governing convergence speed, regularization, behavior around local minima, etc. Preliminary results from iterative-SGOPT are displayed here as a demonstration of solver capability, while the rigorous characterization and comparison with benchmark solvers is left for future work.

VI. Conclusion

In this paper we proposed an intuitive modeling paradigm that uses factor graphs to capture the structural sparsity pattern of the OCP for multi-rigid-body systems. We also presented the Variable Elimination algorithm, that capitalizes on sparsity in the factor graph to compute efficient and scalable solutions to the OCP.

We utilized the N-cartpole system as a canonical example to demonstrate the inner workings of the modeling and inference, for which we presented benchmark experiments to validate the effectiveness of our approach. Our approach can be extended to control more complicated nonlinear multi-rigid-body systems.
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