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Abstract

In this paper, we show a physics-informed neural network solver for the time-dependent surface PDEs. Unlike the traditional numerical solver, no extension of PDE and mesh on the surface is needed. We show a simplified prior estimate of the surface differential operators so that PINN’s loss value will be an indicator of the residue of the surface PDEs. Numerical experiments verify efficacy of our algorithm.

1 Introduction

Partial differential equations (PDEs) on manifolds has been widely used in various areas. Especially, its application in image processing include mapping an image on a given surface [1], recovering lost information [2], and segmenting and deciphering images [3, 4]. Such techniques are widely used in biological and medical sciences, e.g., simulating animal coats [5], wound healing [6], brain wrapping [7], lipid interactions in membranes [8], and fluids in lungs [9].

Different numerical methods have been developed to solve PDEs on surfaces [18]. In 1988, G. Dziuk [10] established the finite element scheme for the surface PDEs, including the weak formulation and finite element spaces. Then, an extension was introduced in [11]. However, this method needs to extend both the PDEs and their solution to a neighborhood of the surface. A. Petras et al. [19, 20, 22] report many works on using the radial basis function finite difference (RBF-FD) method to solve surface PDEs. This method is more efficient and easier to implement than finite element methods. But one needs to adjust the shape parameters of radial basis functions to balance the stability and accuracy.

Rather than the traditional numerical solvers, machine learning approaches attract more and more attentions. In particular, physics-informed neural network (PINN) [23] has become a popular method for solving PDEs and inverse problems. Further, the combination of PINN and adversarial networks can be used for uncertainty quantification (UQ) problems in PDE [13]. The finite element methods have been combined with the PINN to enhance its performance [16, 17]. One can even solve the PDEs without the concrete form of it as proposed in [24]. NVIDIA also develops a scalable PINN solver SIMNET [31].
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In this work, we will proceed with PINN’s work for surface PDEs and develop the PINN algorithm for time-dependent PDEs on the surface. We will show a simplified proof about a prior estimate of the surface differential operator. Continuous-time and discrete-time method have been studied for the surface PDEs. The numerical examples will verify our algorithm.

This paper is organized as follows. In section 2, we briefly introduce the mathematical preliminary of surface PDEs. We will show a prior estimate of the surface differential operators so that PINN’s loss value will serve as an indicator of surface PDE’s residue. PINNs for traditional PDEs and our algorithm for surface PDEs have been shown in section 3. Then, a variety of numerical experiments have been shown to verify our algorithm in section 4. We conclude this paper in section 5.

2 Partial Differential Equations on Surfaces

In this section, we briefly introduce the elementary definitions of PDEs on surfaces. For more details about calculus on the manifolds, we refer interested readers to [18].

2.1 Differential operators on surfaces

Let Γ be a smooth surface embedded in \( \mathbb{R}^3 \) with unit normal \( n \), and \( u : \Gamma \mapsto \mathbb{R} \) be a function on \( \Gamma \). Denoted by \( \overline{u} \) the smooth extension of \( u : \Gamma \mapsto \mathbb{R} \) to \( \overline{u} : U \mapsto \mathbb{R} \), where \( U \) is a neighborhood of \( \Gamma \), such that \( \overline{u}|_{\Gamma} = u \) and \( \overline{u} \) is a constant along \( n \) for each point on \( \Gamma \). We use \( \nabla, \nabla \cdot \) and \( \Delta \) to denote the ordinary gradient, the divergence, and the Laplace operator in \( \mathbb{R}^3 \), respectively. Now, we can define the gradient, the divergence, and the Laplace operator on \( \Gamma \) for \( u \), which are essential for PDE on the surface.

**Definition 2.1** Let \( u : \Gamma \mapsto \mathbb{R} \) has a continuous derivative (of class \( C^1 \)), and then the gradient of \( u \) on \( \Gamma \) is defined as:

\[
\nabla_{\Gamma} u = \nabla \overline{u} - (\nabla \overline{u}, n) n,
\]

where \( \langle \cdot, \cdot \rangle \) means the inner product in \( \mathbb{R}^3 \).

**Definition 2.2** Let \( u : \Gamma \mapsto \mathbb{R} \) has a continuous derivative (of class \( C^1 \)), and

\[
\nabla_{\Gamma} u = (D_1 u, D_2 u, D_3 u).
\]

Then, the divergence of vector \( \mathbf{v} = (v_1, v_2, v_3) \in (C^1)^3 \) on \( \Gamma \) is defined by:

\[
\nabla_{\Gamma} \cdot \mathbf{v} = D_1 v_1 + D_2 v_2 + D_3 v_3.
\]

**Definition 2.3** Let \( u : \Gamma \mapsto \mathbb{R} \) have a second-order continuous derivative (of class \( C^2 \)), then the Laplace operator on \( \Gamma \) is defined as:

\[
\Delta_{\Gamma} u = \nabla_{\Gamma} \cdot \nabla_{\Gamma} u.
\]

The Laplace operator on a surface is also known as the Laplace-Beltrami operator.
2.2 The equivalence principles

Instead of solving surface the PDEs directly, we solve the ordinary PDEs on the surface with constraints. The idea of our method comes from the following lemma [20]:

**Lemma 2.1** Let \( u \) be any function on \( \mathbb{R}^n \) that is constant along with normal directions of \( \Gamma \). Then, at the surface, intrinsic gradients are equivalent to standard gradients:

\[
\nabla_{\Gamma} u = \nabla u.
\]

Let \( v \) be any vector field on \( \mathbb{R}^n \) that is tangent to \( \Gamma \) and tangent to all surfaces displaced by a fixed distance from \( \Gamma \). Then, at the surface,

\[
\nabla_{\Gamma} \cdot v = \nabla \cdot v.
\]

Therefore, by using this lemma, we may replace the surface gradient \( \nabla_{\Gamma} u \) with \( \nabla u \) under the constraint \( \langle \nabla u, n \rangle = 0 \). Then, the Laplace-Beltrami operator \( \Delta_{\Gamma} u \) can be replaced by \( \Delta u \) with constraint \( \langle \nabla u, n \rangle = 0 \). This is because under the constraint \( \langle \nabla u, n \rangle = 0 \), \( \nabla u \) is a vector field tangent to \( \Gamma \). Hence,

\[
\Delta_{\Gamma} u = \nabla_{\Gamma} \cdot \nabla_{\Gamma} u = \nabla_{\Gamma} \cdot \nabla u = \nabla \cdot \nabla u = \Delta u,
\]

if we extend \( u \) as a constant along the \( n \).

The original idea of PINNs is to set up a loss function by using the residue of the PDE [23]. When the loss function approaches zero, the residue of the PDE goes to zero, which implies that the PDE is satisfied on training points approximately. However, we will show that this is not true for surface PDEs. Therefore, we develop a new algorithm in [14] to solve this problem. The following prior estimate will be used to improve our algorithm in the next sections.

**Theorem 2.1** Let \( \Gamma \subset \mathbb{R}^3 \) be a smooth surface whose mean curvature \( |H| < \infty \), \( v \) and \( f \) be two vector fields on \( \Gamma \), and \( u \) and \( g \) are two scalar functions on \( \Gamma \), then we have

\[
\| \nabla_{\Gamma} u - f \| \leq \| \nabla u - f \| + \| \langle n, \nabla u \rangle \|,
\]

\[
\| \nabla_{\Gamma} \cdot v - g \| \leq \| \nabla \cdot v - g \| + \| n^T \nabla n \|,
\]

\[
\| \Delta_{\Gamma} u - g \| \leq C(\| \Delta u - g \| + \| \langle n, \nabla u \rangle \| + \| n^T \nabla^2 u n \|)
\]

on \( \Gamma \), where \( C = \max(1, 2|H|) \) is a constant, column vector \( n \) is the unit normal on \( \Gamma \), \( \| \cdot \| \) is the \( L^2 \) norm for the scalar or the vector functions, and \( \nabla^2 \) is the Hessian operator. The overline means the \( \mathbb{R}^3 \) smooth extension as mentioned above.

**Proof.**

1. By using the definition of \( \nabla_{\Gamma} \), we have

\[
\| \nabla_{\Gamma} u - f \| = \| \nabla u - n \langle n, \nabla u \rangle - f \|
\]

\[
\leq \| \nabla u - f \| + \| n \langle n, \nabla u \rangle \|
\]

\[
\leq \| \nabla u - f \| + \| \langle n, \nabla u \rangle \|.
\]

This proves (1).

3
2. By using the definition of $\nabla_{\Gamma}$, we have

$$\|\nabla_{\Gamma} \cdot \nabla - g\| = \|\nabla \cdot n^T \nabla n - g\|
\leq \|\nabla \cdot \nabla - g\| + \|n^T \nabla n\|.$$  

This proves (2).

3. By using the definition of $\Delta_{\Gamma}$, we have

$$\Delta_{\Gamma} u - g = \nabla_{\Gamma} \cdot \nabla_{\Gamma} u - g
= \nabla \cdot (\nabla n - n \langle n, \nabla \rangle) - n^T \nabla (\nabla n - n \langle n, \nabla \rangle)n - g
= \Delta n - \nabla \cdot (n \langle n, \nabla \rangle) \n - n^T \nabla^2 \n + n^T \langle n, \nabla \rangle \n - g.$$  

Note that, by the vector product rule, and $\nabla \cdot \n = -2H$,

$$\nabla \cdot (n \langle n, \nabla \rangle) = \langle n, \nabla \langle n, \nabla \rangle \rangle + \langle n, \nabla \rangle \langle \nabla \cdot \n \rangle
= \langle n, \nabla \langle n, \nabla \rangle \rangle - 2H \langle n, \nabla \rangle.$$  

And,

$$n^T \nabla (n \langle n, \nabla \rangle)n = n^T (\nabla \langle n, \nabla \rangle \n + \langle n, \nabla \rangle \nabla \n)n
= n^T \nabla \langle n, \nabla \rangle \n \n + n^T \langle n, \nabla \rangle \nabla nn
= n^T \nabla \langle n, \nabla \rangle + \langle n, \nabla \rangle n^T \nabla \n.$$

Here, we use the fact that $n^T n = 1$ and $n^T \nabla nn = 0$. The second equality is because the symmetric curvature tensor $\nabla n$ is generated by the basis of $\Gamma$ hence is orthogonal to $n$. Combining these together, we have

$$\Delta_{\Gamma} u - g = \Delta n - \nabla \cdot (n \langle n, \nabla \rangle) \n - n^T \nabla^2 \n + n^T \langle n, \nabla \rangle \n - g
= \Delta n - \nabla \cdot (n \langle n, \nabla \rangle) \n - n^T \nabla^2 \n + 2H \langle n, \nabla \rangle + \langle n, \nabla \langle n, \nabla \rangle \rangle.$$  

Therefore,

$$\|\Delta_{\Gamma} u - g\| \leq \|\Delta n - \nabla\| + \|n^T \nabla^2 \n\| + 2|H| \|\langle n, \nabla \rangle\|
\leq \max(1, 2|H|)(\|\Delta n - \nabla\| + \|n^T \nabla^2 \n\| + \|\langle n, \nabla \rangle\|).$$  

This proves (3).

\[\Box\]

**Remark 2.1** We point out that there is a more general result about (3) has been proved at [12] (Theorem 2.1 and Corollary 2.2). Our result presents above provide a much easier proof in $\mathbb{R}^3$, which can be extended to high order derivative cases.

Additionally, if the $\nu$ is a constant vector along normal, we have $\nabla_{\Gamma} \cdot \nu = \nabla \cdot \nu$, which is the equivalent principle. However, if we only have $\nu \cdot n = 0$, then

$$\nabla_{\Gamma} \cdot \nu = \frac{1}{|\nabla \phi|} \nabla \cdot (|\nabla \phi| \nu) \text{ on } \Gamma,$$

where $\Gamma = \{x \in \mathbb{R}^3 | \phi(x) = 0\}$. This result has been proved in [27].
3 PINNs for time-evolving PDEs on surfaces

As shown in [23, 24], the PINN can solve a large class of PDEs. In this section, we first recap the PINN method for PDEs. Then, we propose a new algorithm to solve time-dependent PDEs on the surface.

3.1 PINNs for classic PDEs

Let $\mathcal{N}[\cdot]$ be a general differential operator defined on $\Omega \subset \mathbb{R}^d$, and $\Gamma_b$ is a union of (inner or outer) boundaries of $\Omega$. We consider the following PDE on $\Omega$:

$$
\begin{cases}
\mathcal{N}[u(x)] = f(x) & \text{in } \Omega, \\
u(x) = u_b(x) & \text{on } \Gamma_b,
\end{cases}
$$

(4)

where $u(x)$ is the solution of PDE, $x = (x_1, x_2, \cdots, x_d)$ is the variable of $u$, and $f$ and $u_b$ are the given right-hand side term and the boundary condition, respectively. As suggested in [23, 24], we use a fully connected neural network (NN) with $N_l$ hidden layers to solve Eq. (4). Each hidden layer consists of $N_e(l)$ neurons, where $l$ is the index of the hidden layer. The input layer consists of $d$ neurons $x_1, x_2, \cdots, x_d$ which are the variables of the solution $u$, and the output layer consists of one neuron $u$.

After establishing an NN with input $x = (x_1, x_2, \cdots, x_d)$ and output $u$, we need to set up a loss function to train it. Here, we denote the prediction of the NN by $u_h$. Since we want $u_h$ to satisfy Eq. (4), the loss function can be defined by the following mean square error (MSE):

$$
\text{MSE} = \text{MSE}_u + \text{MSE}_b
$$

$$
= \frac{1}{N_u} \sum_{i=1}^{N_u} |\mathcal{N}[u_h(x^i_u)] - f^i_u|^2 + \frac{1}{N_b} \sum_{i=1}^{N_b} |u^i_b - u_h(x^i_b)|^2.
$$

(5)

Here, $\{x^i_u, f^i_u\}$ are collocation points in $\Omega$, $\{x^i_b, u^i_b\}$ are training data on $\Gamma_b$, and $N_u$ and $N_b$ are the sizes of these points, respectively. The term $\mathcal{N}[u_h(x^i_u)]$ can be computed through the automatic differentiation technique [26]. In Tensorflow, this can be performed using the function `tf.gradient`. Ideally, $\text{MSE} = 0$, which indicates that $u_h$ satisfies Eq. (4) exactly. Given these two sets of collocation points, we may train our NN for $u$ and then get the prediction for each point in $\Omega$, and this NN is called PINN.

3.2 The loss function for surface PDEs

In this subsection, we will use Theorem 2.1 to refine the loss function we have used in [14]. We begin with the time-independent problem $\Delta u = f$. In [14], the loss function is given by

$$
\text{MSE} = \frac{1}{N_u} \sum_{i=1}^{N_u} |\Delta u_h(x^i_u) - f^i_u|^2 + \frac{1}{N_u} \sum_{i=1}^{N_u} |\langle \nabla u_h(x^i_u), n(x^i_u) \rangle|^2,
$$

(5)

where $\{x^i_u\}_{i=1}^{N_u}$ are the training points on $\Gamma$, and $u_h$ is the solution by the PINN. However, Theorem 2.1 shows that this is not a good choice as we discussed in Section 2. Instead, Theorem 2.1 motivates
us to set the loss function as

\[
MSE = \frac{1}{N_u} \sum_{i=1}^{N_u} |\Delta u_h(x_u^i) - f_u^i|^2 + \frac{1}{N_u} \sum_{i=1}^{N_u} |(\nabla u_h(x_u^i), n(x_u^i))|^2 + \frac{1}{N_u} \sum_{i=1}^{N_u} |n(x_u^i)^\top \nabla^2 u_h n(x_u^i)|^2. \tag{6}
\]

With this setting, the residue of the surface PDE approaches zero as \(MSE \to 0\). We note that, in practice, Eq. (5) works for most of the smooth surfaces, and Eq. (6) provides an indicator of PDEs’ residue.

Now, we can handle the spatial derivative such as \(\nabla \Gamma, \nabla \vec{\Gamma}^t\), and \(\Delta \Gamma\). The next step is to consider the operator \(\partial_t\). We follow the continuous-time and discrete-time method for time-dependent PDE in [23] but modify the spatial derivatives based on Theorem 2.1.

### 3.3 Continuous-time PINN for surface PDE

The most natural idea to solve the time-dependent problem is to deal with the time derivatives in the same manner as the spatial variable. Let us consider the following time-dependent surface PDE problem

\[
\partial_t u(x, t) = N_\Gamma [u(x, t)] \text{ for } (x, t) \in \Gamma \times [0, T], \tag{7}
\]

\[
u(x, 0) = u_0(x) \text{ for } x \in \Gamma, \tag{8}
\]

where \(\Gamma \subset \mathbb{R}^3\) is a closed surface, and \(N_\Gamma\) is a spatial differential operator on \(\Gamma\), consisting of \(\Delta_\Gamma\), \(\nabla_\Gamma\), and \(\nabla_\Gamma^t\). Although this assumption on \(N_\Gamma\) does not include all cases of the surface differential operators, it covers the most scenarios we focus on. For more complicated operators, such as \(\Delta_\Gamma^2\), we may develop a similar result, as shown in Theorem 2.1 and then establish the corresponding loss function accordingly. The key point is that the loss function should be an indicator for the residue of the surface PDE.

Based on the Theorem 2.1, we define the following loss function for (7):

\[
MSE = \frac{1}{N_u} \sum_{i=1}^{N_u} |\partial_t u_h(x_u^i, t_u^i) - N_\Gamma [u(x_u^i, t_u^i)]|^2 + \frac{1}{N_u} \sum_{i=1}^{N_u} |(\nabla u_h(x_u^i, t_u^i), n(x_u^i))|^2
+ \frac{1}{N_u} \sum_{i=1}^{N_u} |n(x_u^i)^\top \nabla^2 u_h n(x_u^i)|^2 + \frac{1}{N_0} \sum_{i=1}^{N_0} |u_h(x_0^i, 0) - u_0(x_0^i)|^2, \tag{9}
\]

where \(\{x_u^i, t_u^i\}_{i=1}^{N_u}\) are collocation points for the PDE, \(\{x_0^i\}_{i=1}^{N_0}\) are collocation points for the initial data, and \(n\) is the unit outer normal on \(\Gamma\). According to Theorem 2.1, Eqs. (7) and (8) are enforced by minimizing Eq. (9).

There are several methods to generate collocation points on \(\Gamma \times [0, T]\). In the numerical examples shown below, we used the following two methods. If the surface is defined by implicit equations and homeomorphic to sphere, for example, \(\frac{x^2}{2} + y^2 + z^2 = 1\), we may generate Fibonacci lattice on the unit sphere, and then map them to the target surface. We then obtain collocation points on \(\Gamma\). Next, we choose a set of partition points on \([0, T]\), and the collocation points \(\{x_u^i, t_u^i\}_{i=1}^{N_u}\) are given by the tensor product of the collocation points on \(\Gamma\) and the partition points on \([0, T]\). If the surface is given by the parametric form, we may use the Latin hypercube sampling (LHS) to generate a set of points \((\alpha_i, \beta_i, t_i)_{i=1}^{N_u}\). Next, we map \((\alpha_i, \beta_i)\) to the surface through the parametric equation of the surface. Then, we get the collocation points \(\{x_u^i, t_u^i\}_{i=1}^{N_u}\).
We can predict the solution for any \((x, t) \in \Gamma \times [0, T]\) by training this PINN. But the training set is large because it includes all the data between \([0, T]\). This issue can be fixed by the discrete-time method.

### 3.4 Discrete-time PINN for surface PDE

Alternatively, the discrete-time method first discretize the time derivative by using high order Runge-Kutta methods. Then the PINN provides a sequence of function evaluations at different time partition points. We use Eq. (7) to describe the entire procedure. We follow the notations in [23], and the general form of \(q\) stages Runge-Kutta scheme of (7) is given by

\[
\begin{align*}
    u^{n+c_i} &= u^n - \Delta t \sum_{j=1}^{q} a_{ij} N[u^{n+c_j}], \quad i = 1, \ldots, q, \\
    u^{n+1} &= u^n - \Delta t \sum_{j=1}^{q} b_j N[u^{n+c_j}].
\end{align*}
\]

Here \(u^{n+c_j}(x) = u(x, t^n + c_j \Delta t)\), is the hidden state of the system at time \(t^n + c_j \Delta t\) for \(j = 1, \ldots, q\). In this problem, we set \(t^n = 0\) and \(t^{n+1} = T\). We proceed by placing a multi-output neural network prior with input \(x\) and output \((u^{n+c_1}, \ldots, u^{n+c_q}, u^{n+1})\).

The theoretical error estimate implies that the temporal error of this method is \(O(\Delta t^{2q})\). Therefore, the prerequisite of this method is that \(\Delta t < 1\), otherwise the solution may not converge. For \(T \geq 1\), we can set a reference time \(0 < \tilde{T} < 1\), and apply the transform \(\tilde{t} = \frac{t}{T} \tilde{T}\). The resulting PDE is

\[
\partial_{\tilde{t}} u(x, \tilde{t}) = \frac{T}{\tilde{T}} N_{\Gamma}[u(x, \tilde{t})].
\]

Then we can use the same method to handle it.

To design the loss function, we use the following notation:

\[
\begin{align*}
    u^n_i &= u^{n+c_i} + \Delta t \sum_{j=1}^{q} a_{ij} N[u^{n+c_j}], \quad i = 1, \ldots, q, \\
    u^{n+1}_q &= u^{n+1} + \Delta t \sum_{j=1}^{q} b_j N[u^{n+c_j}].
\end{align*}
\]

Therefore, given the collocation points \(\{x_i, t^n_i\}_{i=1}^{N_u}\) as mentioned above, the loss function is given by

\[
MSE = \frac{1}{N_u} \sum_{j=1}^{q+1} \sum_{i=1}^{N_u} \left( |u^n_j(x^i) - u_0(x^i)|^2 + |\langle \nabla u^n_j(x^i), n(x^i) \rangle|^2 + |n(x^i)^\top \nabla^2 u^n_i(x^i) n(x^i)|^2 \right).
\]

By training this PINN, we will get the solution of (7)-(8) not only at the final time but also some intermediate time points. In this case, we cannot get the predicted solution directly for any given time \(t \in [0, T]\) other than the Runge kutta nodes. But we can use the interpolation method to recover it. Compared with the continuous-time method, this method saves time because we have fewer training points than the continuous-time method.
4 Numerical Experiments

In this section, we present numerical results using continuous- and discrete-time approaches to demonstrate the efficacy of our PINN method for surface PDE. All numerical experiments were conducted by using Tensorflow 1.13 on DGX-2 with NVIDIA Tesla V100. For the continuous-time method, we set up a PINN of 4 hidden layers with 100 neurons each layer, and 1 neuron for the output layer. For the discrete-time method, we set up a PINN of 4 hidden layers, with 200 neurons each layer and $q + 1$ neurons for the output layer, where $q$ stages Runge-Kutta method has been used. We choose $\sigma(s) = \sin(\pi s)$ as the activation function \[14, 15\].

4.1 Continuous-Time Method

Consider the following heat equation
\[
\partial_t u(x, t) = \Delta \Gamma u(x, t) + f(x, t) \quad \text{for} \quad (x, t) \in \Gamma \times [0, T],
\]
\[
u(x, 0) = u_0(x) \quad \text{for} \quad x \in \Gamma.
\]

We first test the accuracy of the continuous-time method. To this end, we set $u(x, t) = x_1 \sin(tx_2) + x_3$ as the exact solution, where $x = (x_1, x_2, x_3)$ and $\Gamma = S^2$ is the unit sphere. We choose a suitable $f$ to make the PDE hold, and set $u_0(x) = u(x, 0)$. To evaluate the performance of our algorithm, we define the relative error of prediction $u_h$ by PINNs. Let $u$ be the exact solution, and $\{x_i\}_{i=1}^{N_c}$ be a set of sample points for the accuracy test, which differs from training set $\{x_i\}_{i=1}^{N_u}$. Then, the relative error $Err$ is given by
\[
Err = \sqrt{\frac{\sum_{i=1}^{N_c} |u_h(x_i^c) - u(x_i^c)|^2}{\sum_{i=1}^{N_c} |u(x_i^c)|^2}}.
\]

We generate 50,000 collocation points on $\Gamma \times [0, 1]$ by using the tensor product of Fibonacci lattice, as mentioned above.

Figure 1 shows the results at different time. We can see that the relative error is around $10^{-2}$. Of note, in this example, if we drop out the $n \nabla^2 u_n$ term in the loss function, the PINN will converge slightly faster. This is probably because $\Gamma$ is a very smooth surface with a constant curvature. This also enlightens us to adjust the weight of this second order term in the loss function, which is currently 1. However, the pattern of how this weight affects the convergence is unclear at this time and will remain as future work.

Next, we apply our method to a benchmark problem named heating a torus \[18\]. Let
\[
\Gamma = \left\{ x \in \mathbb{R}^3 \left| \sqrt{x_1^2 + x_2^2} - 1 \right|^2 + x_3^2 = \frac{1}{16} \right\},
\]
with the right-hand side being a regularized version of the characteristic function
\[
f(x, t) = 100 \chi_G(x), \quad x \in \Gamma,
\]
where $x \in \Gamma \| x - (0, 1, 0) \| \leq 0.25$ and $\chi_G$ is the characteristic function on $G$. The initial condition is set as $u = 0$. We generate 50,000 collocation points by using LHS as mentioned above. The results are shown in Figure 2.
Figure 1: Error of continuous-time method for different time steps.

(a) Time: 0.25, $Err = 3.098151e-02$

(b) Time: 0.5, $Err = 5.168469e-02$

(c) Time: 0.75, $Err = 6.373482e-02$

(d) Time: 1.0, $Err = 6.761617e-02$
Figure 2: Heating a torus. The color indicates the magnitude of the solution. Viewpoint: $(-1, 1, 0.5)$. 
4.2 Discrete-Time Method

In this subsection, we test the discrete-time method. We first set $0.5 = T < 1$ and reconsider (14)-(15) on $\Gamma = S^2$. For the discrete-time method, we only need collocation points on $\Gamma$ as the time derivative has already been discretized by the Runge-Kutta method. Therefore, 500 Fibonacci lattices on $S^2$ has been generated as the collocation points. This number is 100 times smaller than that of the continuous-time method. Thus, it saves memory and computational time significantly. A 100 stages Runge-Kutta method has been used. The theoretical result indicates that the time error of this $0.5^{200} \approx 6.223015278 \times 10^{-61}$, which is much smaller than machine precision. We set the exact solution as $u(x, t) = x_1 x_2 x_3 \exp(t)$.

The result of $u(x, T)$ is shown in Figure 3. As we can see, the relative error is of the same order as the continuous-time method, because in this case, the spatial PINN error dominates the total error.

Next, we set $3 = T > 1$ to verify this method works after the time rescaling. We choose $\tilde{T} = 0.5$ and transform $[0, T]$ to $[0, \tilde{T}]$, then we apply our discrete-time method to (11). We set our exact solution $u(x, t)$ as $x_1 x_2 x_3 \exp(t)$ and $x_1 \sin(tx_2) + x_3$, respectively. All the other settings keep the same. The result of $u(x, T)$ is shown in Figure 4 whose relative error is still around $10^{-2}$.

5 Conclusion

In this paper, we put forward the PINN method for time-evolving PDEs on surfaces. A simplified proof of the prior estimate of the differential operator on the surface has been shown in theorem 2.1. To deal with the temporal differential operator, we come up with the continuous-time method and discrete-time method. The continuous-time method is more flexible and straightforward. Although, in general, there is no restriction on the length of the time interval. But this method will take more sample points and then more time to train the PINN.

On the other hand, the discrete-time method needs a relatively small collocation points set and, hence, less training time. But it requires the time interval less than 1 due to the error analysis of the Range Kutta scheme. The numerical experiments verified our algorithm.
(a) $u(x, t) = x_1 x_2 x_3 \exp(t)$. $Err = 5.967653e^{-02}$

(b) $u(x, t) = x_1 \sin(tx_2) + x_3$. $Err = 8.814725e^{-02}$

Figure 4: Discrete-time method with $T = 3$. 
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