Can Electric Field be a Descriptor of Catalytic Activity? A Case Study on Chorismate Mutase

Shakir Ali Siddiqui\textsuperscript{a} and Kshatresh Dutta Dubey\textsuperscript{a,b,*}

\textsuperscript{a}. Department of Chemistry, School of Natural Sciences, Shiv Nadar University Delhi-NCR, 201314, India.
\textsuperscript{b}. Center for Informatics, Department of Chemistry, School of Natural Sciences, Shiv Nadar University Delhi-NCR, 201314, India.

Abstract:
The current theoretical perception of enzymatic activity is highly reliant on the determination of activation energy of the reactions which is often calculated using a computational demanding quantum mechanical calculation. With the ever-increasing use of bioengineering techniques that produce too many variants of the same enzyme, a fast and accurate way to study the relative efficiency of enzymes is a need of time. Here, we propose the electric field (EF) of the enzyme along the reaction axis as a descriptor for the enzymatic activity using an example of Chorismate Mutase in its native and several variants (R90A, R90G, and R90K/C88S). The study shows a linear correlation between the calculated enzymatic EF and enzymatic activity of all complexes. The MD simulations of the Michaelis complex and the transition state analog (TSA) show a stabilizing force on TSA due to the enzymatic EF. The QM/MM and QM-only DFT calculations with the presence of External Electric Field (EEF) oriented along the reaction axis show that the electric field can increase the dipole moment of the TS, thereby, stabilizing it and thus lowers the activation energy.
1. Introduction:

A target-based enzyme design is an ultimate goal for the bioengineers as it gives a greener and sustainable approach for synthesis of desired products [1-5]. This goal is now possible by mutating some key strategic residues of the active site using directed evolution method, [6-10] which is efficient, but at the same time, is random. Therefore, a comprehensive understanding of the molecular mechanism that confers better activity could improve such design protocols as well as could also guide the development of smarter mutagenesis and screening strategies. But, unlike a protein-drug interactions where the binding information of the drug using lock-key concept could be enough [11-14], understanding the molecular mechanism of the enzyme catalysis is somewhat tricky. An enzymatic reaction, according to Warshel, can involve two components [15-17]: the first component is the entropic contribution to the binding free energy for bringing the reactive fragment into the catalytic site which is equivalent to dissociation constant, and the second fragment is the free energy needed to reach the TS from the reactant geometry and is equivalent to activation energy. Fortunately, modern methods like MD simulations [13, 18-20] can deal the information related to the first component (binding stability) while hybrid QM/MM calculations can reveal the second component i.e., activation energy [21-24]. A combination of these two methods, therefore, provides a crucial lead to design more effective and powerful enzyme for modern use. More recently, with ever increased rate, the external electric field (EEF) is being used to harness the catalytic activity of many chemical reactions [25-35]. In fact, Nature routinely harnesses pre-oriented local-electric fields (LEF) for the electrostatic catalysis observed in enzymes. *Therefore, the quantification of electric field in the enzyme system using computational tools could be an add-on to the rational based enzyme designing*. In the present study, we show how the quantification of electric field (EF) along the axis of reaction could be used as a descriptor for the enzyme activity.
In the present study, we quantify the local electric field produced by Chorismate Mutase and calculated the reactivity of the enzyme in presence of oriented electric field using hybrid QM/MM calculations. Chorismate Mutase is an enzyme formally known to catalyse the Claisen rearrangement where (-) chorismate is converted into prephenate as shown in Scheme 1, and hence presents a rare example of enzyme catalysed pericyclic process [36-42].

Scheme 1. Schematic Representation of Conversion of Chorismate to prephenate.

Our choice of Chorismate Mutase (CM) as a model system to study the electric field effect is based mainly due to its peculiar characteristic to catalyse reaction using electrostatic environment created by the protein without involvement of any covalent bonding, and therefore, the effect of electric field could be more prominent in CM. Furthermore, sufficient experimental studies for WT and its several variants are also available which can be used to benchmark the computational findings [38-39,43,44]. In the same context, Hilvert group, using experimental gene engineering of the active site residues, emphasized the role of positively charged residue e.g., R90/K90 to stabilize the transition state (TS) of the charismatic rearrangement. This finding was further justified by site directed mutagenesis studies performed by the same group in a separate study where they mutated R90 with Alanine and Glycine, and found that the catalytic activity was decreased by 5-fold relative to WT complex. The activity was again restored when a Lysine residue
was reinstated at the same position. These findings clearly confirm a crucial role of the electrostatic environment in the catalysis. In the present study, therefore, we have used WT chorismate mutase along with its variant to establish a linear correlation between enzymatic electric field and its catalytic efficiency using MD simulations, and hybrid QM/MM calculations. Using an example of Chorismate Mutase, we show that Electric field can be used as an efficient descriptor for the enzymatic activity.

2. Computational Details:

In the present study, we have used MD simulations for the conformational and binding stabilities of the CM and its variant, QM/MM calculations for the mechanism of chorismate to prephenate conversion, and quantification of electric field for WT and its mutant complexes. The details of each method are described below.

2.1. System Setup:

The initial coordinates for the WT CM complex were taken from the crystal structure of Bacillus subtilis chorismate mutase enzyme bound with Bartlett’s inhibitor (a transition state analogue inhibitor) from the protein data bank (PDB code: 2CHT) [45]. The imported structure contains several missing hydrogen atoms which were added by Leap module of Amber 20. Three different variants of the Bacillus subtilis chorismate mutase enzyme, i.e., R90A, R90G and R90K/C88S variants were produced by mutating Arg90 residues using pdb4amber module of Amber 20. The parameters for the TSA inhibitor and substrate chorismate were generated by using antechamber module of Amber20 for GAFF2 parameters for a QM optimized geometry at HF/6-31G(d,p) level of theory. Thereafter, all complexes were solvated in a truncated octahedron box of TIP3P water molecules with 12 Å cutoff from the protein boundary [46]. An appropriate number of Na+ ions
were added to neutralize the total charge of the system. Since crystal structure of the CM was with TSA, we used the same active site conformation to dock chorismate substrate using Autodock Vina implemented in UCSF Chimera [47].

**2.2 MD Simulations:**

After the initial setup of the complexes in WT and its mutants, systems were minimized in two steps for removing the bad contacts. In the step 1, only solvent molecules were minimized using 5000 steps of steepest descent followed by a 5000 steps of conjugate gradient minimizer. In the step 2, all the complexes were minimized without any constraints using the same minimizer as in step 1. All systems were then gently annealed from 10 to 300 K under NVT ensemble for 50 ps with a weak restraint of 5 kcal/mol/Å². Subsequently a density equilibrium was performed using NPT ensemble at targeted temperature of 300K and pressure 1 atm for 1ns using the Langevin-thermostat and Berendsen-barostat, with a weak restraint of 1 kcal/mol/Å² [48,49]. Thereafter, we removed all the restrains and the systems were further equilibrated for 3 ns followed by 50 ns of production simulations for each system with TSA and 100 ns for Michaelis Complex. The covalent bonds that contain hydrogens were constrained using SHAKE algorithm, and a particle mesh Ewald (PME) was utilized to treat long-range electrostatic interactions during all the MD simulations [50,51]. An integration step of 2 fs was used during the entire simulation. All the MD simulations were performed with the GPU version of the Amber 20 package [52].

**2.3 QM/MM Calculations:**

The reaction mechanism was investigated by use of the QM/MM calculations for the representative snapshots from the MD trajectories for each system.
QM regions included R90, E78 and entire substrate molecule, the coordinates for the QM region can be found in SI. All protein residues and water molecules within 8Å of the substrate were included in the ‘active region’ of the QM/MM calculations. The atoms in the ‘active region’ interact with the QM atoms through electrostatic and van der Waals interactions and the corresponding polarization effects were considered in the subsequent QM/MM calculations. All QM/MM calculations were performed with ChemShell, by combining Turbomole for the QM part, and DL_POLY for the MM part [53-56]. The MM region was described using the Amber ff14SB force field, and the electronic embedding scheme was used to account for the polarizing effect of the enzyme environment on the QM region [57]. The QM/MM boundary was treated using hydrogen link atoms with the charge-shift model [54].

During QM/MM geometry optimizations, the QM region was treated using the hybrid B3LYP functional with def2-SVP basis set [58]. The TS optimization was performed by dimer method included in the ChemShell package [53].

2.4 QM only DFT Calculations:

The PES scanning for the interconversion reaction of chorismate into the prephenate in the gas-phase was determined by the Gaussian09 [59]. For geometry optimization and frequency calculations, we used the hybrid B3LYP/def2-SVP level of theory [58]. The effects of EEFs were also studied using Gaussian09. A range of electric field strengths (Fy) was explored while allowing to be oriented along the y-axis i.e., the reaction axis, along which the bonds are being broken and formed. For the geometry optimization in the presence of EEF, we used internal coordinates to avoid the misalignment of the EEF during the variation of the geometry.

3. Results & Discussion:
3.1. MD simulations of Michaelis Complex and Transition state analog (TSA) in WT Chorismate Mutase:

We performed MD simulation of the WT complex of chorismate mutase with substrate for Michaelis Complex (MC) and Transition State Analog (TSA) to study the effect of local electric field produced by native enzyme on the stability of the reactant and transition state. Though the active site of the enzyme is surrounded by many charge residues such as R7, E78, R90, Y108, K60 and R63, but the reactant shows significant degree of flexibility during the simulations. Figure 1 shows three representative snapshots from the MD simulations of MC at different time scale. It is evident from the figure that during simulation substrate loses several interactions with key residues such as R7 and Y108 which can be anticipated by the increasing distances of these residues with the substrate continuously with simulation time. To further quantify the effect of the charged residue on the reactant we calculated the total change in binding enthalpy using MMPBSA method. The calculation shows ΔH_{binding} as -31.0 kcal/mol which is mainly dominated by strong and favorable interactions by R7, R90, K60 and R63.

![Figure 1](image)
Unlike MC, the simulation of the transition state analog (TSA) with WT shows a stable complex during entire simulations. A consistent interaction is shown with R7 and Tyr108.
Figure 2. a) Key Residues of WT CM interacting with the TSA. b) The plot showing the RMSF values in Å for Transition state analog (TSA) and Michaelis Complex in WT Chorismate Mutase. c) A comparative residue interaction map between Chorismate and the TSA inhibitor for the most populated trajectories.

during entire simulation as shown in Figure 2a. The root means square fluctuations both complexes (MC and TSA) are shown in Figure 2b which clearly indicates TSA as less flexible and hence more stable during simulations. It is further substantiated by a comparison of residue interaction network for MC and TSA as shown in Figure 2c which also shows more favorable interactions relative to MC. Therefore, in nutshell, the chorismate mutase has evolved in such a manner that the local electric field produced by enzyme reduces the entropic penalties of the transition state analog (TSA) and thus lowers the overall barrier of reactions.

3.2 The Mechanism of reaction by Chorismate Mutase by QM/MM Calculations

So far, using MD simulation of the Michaelis Complex and TSA, we have seen that the local electric field produced by enzyme provides an entropic favor in transition state. However, we complemented our study with QM/MM calculations and a gas-phase Density Functional Calculations to elaborate the role of electrostatics on the activation energy for chorismate to prephenate. The gas-phase density functional calculations show that conversion of chorismate to prephenate is an energetically demanding process and the energy barrier for this process (in absence of enzymatic system) is 32.90 kcal/mol (Figure 3).
Figure 3. The B3LYP/Def2-SVP gas-phase energy profile diagram for the interconversion of chorismate to prephenate. The energies are reported in kcal/mol relative to the RC.

Interestingly, when we included the enzyme environment using QM/MM calculations the barrier of the same reaction decreased by a significant amount (see Figure 4 for QM/MM reaction profile). The QM/MM calculation was started by considering a representative snapshot from

Figure 4. QM/MM/B3LYP/Def2-SVP energy profile for the rearrangement of chorismate into prephenate, with its characteristic species indicated as follows: reactant complex (RC), transition state (TS) and product complex (PC). The energies (relative to RC) are shown in kcal/mol.
the MD simulations and a subsequent optimization of the Michaelis Complex. A relaxed potential energy surface (PES) scanning was performed for the conversion of chorismate to prephenate. The energy profile shows a feasible reaction with a TS barrier of 15.1 kcal/mol for this transformation when it occurs in the enzymatic environment. In addition, the product prephenate is more exothermic relative to the gas-phase reaction.

It is noteworthy that none of the protein residues of the CM participate in the reaction, therefore, how does the enzyme catalyze the reaction so efficiently? In order to explore the possible cause, we further quantified the LEF produced by the enzyme using TITAN program.

3.3. Quantification of Electric Field by Enzyme and its Catalytic Effect

We quantified the electric field exerted by enzyme along C–O bond (see Figure 5a and 5b) of the substrate to probe the electric field effect. For doing so, we used the optimized structures from the QM/MM calculations as mentioned above. Our calculations show a net electric field of -0.2 V/Å directed along of reaction centre in the the C–O axis at the site absence of solvent molecules (LEF of enzyme alone) while it is -0.53 V/Å in presence of solvent molecules (see Figure 5a and 5b).

**Figure 5.** The Electric Field quantifications for Wild type Chorismate Mutase, a) Without solvent, b) with Solvent. We have used gaussian sign convention for the electric field and the dipole moments.
To further justify the effect of electric field of enzyme on the catalysis, we performed the gas-phase DFT calculations in the presence of external electric field of the same order of intensities exerted by the enzyme as calculated above. Figure 6 shows different TS barriers for the chorismate to prephenate conversion for different electric fields oriented along the y-axis (reaction axis) in positive and negative directions. The energy profiles at different EF clearly indicate that the electric field has a significant effect on the TS barrier.

**Figure 6.** a) Sign convention (Gaussian) used in current study, b) Energy profiles at different external electric field, the values of the EEF are indicated by different color bar. The unit of EEF is V/Å while energy is in kcal/mol.

As we have seen that prephenate conversion from chorismate in absence of any enzymatic environment (i.e., in gas phase, c.f. Figure 3) is highly unfavorable, however, at electric field of $-0.54 \text{ V/Å}$ which is EF of the enzyme, the TS barrier surprisingly reduces to $\sim 19.0$ which is relatively closer to the TS barrier in enzymatic environment calculated by QM/MM method. To
be more precise, we also calculated the effect of EEF on the dipole moments (see SI). It is quite apparent that the dipole moments of TS along the Y-axis are positively signed which further increases towards positive scale on increasing the magnitude of EEF along the negative direction of y-axis. Hence, we can speculate that the application of EEF polarizes the TS in favourable manner and in turn decreases the TS barrier. The effect of EEF on dipole and hence on the activation energy, can also be validated by applying EEF in opposite direction. As can be seen from Figure 6b, the reversal of the direction of external electric field with magnitude 0.2 V/Å increased the TS barrier to 65.78 kcal/mol, which is almost double of the observed in absence of EEF. The TS dipole moment due to reversal of the EEF is also decreased to 13.03 Debye, thereby, validating the effect of TS polarization of the reaction barrier. These results of the applications of external electric field that mimic the EF of enzymatic environment elucidate that the catalysis observed by the Bacillus subtilis chorismate mutase enzyme is electric field induced catalysis i.e., it uses its local electric field (LEF) to enhance the reaction million-folds. Furthermore, these results provide a qualitative agreement to the fact that protein environment of the enzyme produces a favorable electric field for the Claisen rearrangement reaction despite no covalent participation of protein residues.

3.4. Electric Field: A new descriptor for Catalysis

In the previous sections, we have seen that the enzymatic activity of the wild type CM is linearly dependent on the electric field produced by the enzyme. So, could we use electric field as a descriptor for enzymatic activity? We, therefore, focused to construe a correlation between the electric field of the several mutants of Chorismate mutase with their enzymatic activity. In this reference, initially we performed the MD simulations of R90G, R90A and R90K/C88S mutant complexes with TSA. The electric field of enzyme was calculated at a regular interval of 5ns
projected along the ether-like C–O bond vector of the TSA, and we reported the averaged value. The choice of these systems was solely based on the fact that reactivity of these mutants is already known using experimental site-directed mutagenesis\cite{43}. The electric field for the WT enzyme is found to be $-0.327 \text{ V/Å}$ (Figure 6a), and it is opposite to the C–O bond dipole vector illustrating that this EF would help the C–O bond to get polarized and could favor the reaction which is in accord with the QM/MM calculations.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{The dipole moments $\mu$ (in Debye) and LEFs ($F_y$ in V/Å) along the C–O bond axis of the TSA for a) WT CM &, b) R90K/C88S, c) R90A and d) R90G mutants. The Gaussian convention is used to describe the direction of EF and dipole moments.}
\end{figure}

As shown in Figure 1 and Figure 2a, Arg90 forms a close and stable contact with the substrate and therefore, we anticipated a loss of EF due to the mutation of R90 with either Glycine or Alanine.
In addition, the EF for R90A and R90G mutants were found to be \(-0.133\) V/Å and \(-0.095\) V/Å, respectively which is approximately three times lower in magnitude than that of the wild-type enzyme (Figure 6c & 6d). Interestingly, the experimental site directed mutagenesis for these mutations shows that the catalytic rate of mutant decreases by more than 5 orders of magnitude which is qualitatively in good agreement with the calculated EF of the mutant complex. To further confirm the role of electric field on catalysis R90 was strategically mutated to a charged residues K90. We also quantified EF for this R90K/C88S mutant and found that electric field increases significantly to \(-0.254\) V/Å which is close to the WT complex (Figure 6b). Interestingly, the experimental determination of catalytic rate shows that the lost activity due to R90G and R90A mutations was restored. It clearly indicates that a quantification of relative electric field along the reaction axis can be used as a descriptor to qualify the relative reactivity of similar enzymes. However, a thorough benchmarking with different family of enzymes and its mutant may be needed for a generalized scope.

4. Conclusion:

In the present study, we have comprehensively studied the effect of local and external electric fields on the catalytic activity of Chorismate mutase using MD Simulation, hybrid QM/MM, EF quantification and application of EEF. The MD simulations of the Michaelis Complex (MC) and the Transition State Analogue (TSA) show that EF of enzyme CM stabilizes TSA, and it has evolved in such a way that EF produced by enzyme stabilizes the TS to reduces the activation energy. The DFT calculations in gas phase and enzyme environment prove the electric field produced by enzyme polarizes the transition state and increases its dipole moment which further reduces the TS barrier of the enzyme. The change in the dipole moment of TS demonstrates an electric field induced catalysis in Chorismate mutase. The quantification of EF for WT and mutants
along the reactive axis shows a linear correlation between the enzymatic electric field and reactivity of enzyme, therefore, EF along the reactive axis could be a descriptor for the enzymatic activity. The EF as a descriptor for enzymatic activity has computational advantage over other activation energy as the quantification of EF is very simple and easy. However, this perception is limited to CM and its different variants, therefore, we believe that a rigorous benchmarking of a correlation between EF along the reaction axis and enzymatic activity using different enzyme-substrate is needed in future studies.
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