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Abstract—Display technologies have evolved over the years. It is critical to develop practical HDR capturing, processing, and display solutions to bring 3D technologies to the next level. Depth estimation of multi-exposure stereo image sequences is an essential task in the development of cost-effective 3D HDR video content. In this paper, we develop a novel deep architecture for multi-exposure stereo depth estimation. The proposed architecture has two novel components. First, the stereo matching technique used in traditional stereo depth estimation is revamped. For the stereo depth estimation component of our architecture, a mono-to-stereo transfer learning approach is employed. The proposed formulation circumvents the cost volume construction requirement, which is replaced by a ResNet based dual-encoder single-decoder CNN with different weights for feature fusion. EfficientNet based blocks are used to learn the disparity. Secondly, we combine disparity maps obtained from the stereo images at different exposure levels using a robust disparity feature fusion approach. The disparity maps obtained at different exposures are merged using weight maps calculated for different quality measures. The final predicted disparity map obtained at different exposures is more robust and retains best features that preserve the depth discontinuities. The proposed CNN offers flexibility to train using standard dynamic range stereo data or with multi-exposure low dynamic range stereo sequences. In terms of performance, the proposed model surpasses state-of-the-art monocular and stereo depth estimation methods, both quantitatively and qualitatively, on challenging Scene flow and differently exposed Middlebury stereo datasets. The architecture performs exceedingly well on complex natural scenes, demonstrating its usefulness for diverse 3D HDR applications.
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I. INTRODUCTION

With the development of advanced visual technologies such as Augmented Reality, Virtual Reality, Auto-stereoscopic Glasses-free 3D Displays, etc., there is an increasing demand for high-quality 3D video content. High Dynamic Range (HDR) 3D video technology has gained popularity over the last few years. Current cameras and displays can span over a standard dynamic range (contrast) of 300:1 to 1,000:1. However, the human visual system can adapt to a much larger dynamic range of 50,000:1 or more [1]. HDR videos can produce a dynamic range very near to the Human Visual System (HVS). Consequently, HDR video provides a more realistic experience depicting reflection, refraction, specularities, and global illumination effects.

HDR image acquisition is either done using expensive HDR cameras or through HDR image reconstruction from the visual content captured by low-dynamic range cameras [42]. Due to the ease of implementation and reduced cost compared to HDR cameras, HDR image reconstruction is preferred by companies that produce consumer-grade products. There are two methods commonly used for HDR image reconstruction using standard dynamic range (SDR) images. The first method involves combining several SDR images of the same scene taken at various exposure times to create HDR content [16], [20]. The second method involves creating HDR content from a single-exposure SDR image [12], [28], [33]. Industries and research communities have been showing increasing attention to the convergence of 3D and HDR technologies for immersive, high-quality viewing experiences on a variety of display devices. Recently, there has been a solid push to generate cost-effective 3D HDR content. 3D HDR application requires not only the HDR image, but also the scene depth. While many algorithms are available for HDR image reconstruction, robust depth estimation is still a challenging task for developing 3D HDR video content from multi-exposure stereo datasets acquired with dual camera setups. Keeping the HDR image reconstruction in mind through differently exposed SDR images, we focus on developing a novel and efficient multi-exposure stereo depth estimation framework for robust 3D HDR content generation.

Most of the existing state-of-the-art monocular and stereo-based depth prediction methods are designed or tested on SDR images or videos [4], [7], [8], [10], [11], [13], [18], [22], [23], [35], [43], [47], [49]. Due to the limited dynamic range of SDR camera sensor, the acquired image of a real-world scene contains under- and over-exposed regions. Such regions do not have adequate information about the texture and thus lack details. Existing stereo matching algorithms output erroneous depth values in such low-textured areas [8], [10], [23], [49]. Some approaches combine high dynamic range (HDR) images with stereo matching techniques to obtain the disparity maps [2], [3]. The robust depth estimation remains an ill-posed
problem in many scenarios, despite attempts to adapt existing stereo matching techniques for HDR and multi-exposed scenes. Inferring consistent depth from multi-exposure stereo views of natural scenes is even more difficult on account of change in visibility due to viewpoint variation, change of illumination, natural lighting, non-Lambertian reflections or partially transparent surfaces, scale variations, the influence of low-textured regions, high details and discontinuities in natural structures. The stereo algorithms are more susceptible to subpixel calibration errors and dependent on the scene complexity. The large mismatches may produce erroneous results in complex natural scenes [4], [7], [11], [18], [22], [35], [43].

Typically, the stereo depth estimation pipeline involves four main steps, (1) extraction of the feature, (2) feature matching, (3) disparity estimation, and (4) refining of the acquired disparity. Initially, the features are generated by the convolutional neural network using stereo images. The feature matching is performed by calculating a similarity score at a number of disparity levels. The cost volume is calculated in computing the similarity score based on different metric measures. This generates a 3D or 4D cost volume tensor, which is then used to anticipate and enhance the depth map via a series of convolutions. However, the problem in monocular depth estimation is formulated as a direct regression to the depth space from the image space [4].

In this paper, we propose a novel architecture, dubbed as MEStereo-Du2CNN, that addresses challenging depth estimation problems using multi-exposed stereo images for 3D HDR applications. Our proposed model disseminates following novel ideas:

- We have introduced a mono-to-stereo transfer learning module in MEStereo-Du2CNN to help facilitate the process of stereo depth estimation using progress gained in the monocular depth estimation domain. This is accomplished by feeding the network monocular depth clues at various exposure levels. The module allows the encoded version of each view to provide descriptive features pertaining specifically to depth estimation.

- The Dual-Channel CNN component in our proposed architecture circumvents the cost volume construction requirement for the stereo matching task. It replaces the explicit data structure, i.e., cost volume, with a combination of “allowance for different weights in the dual encoders” and a “novel element-wise multiplication-based fusion strategy for features from the dual encoders before sending them to the decoder.” This component better handles dynamic range locally and globally for predicting disparity.

- Our proposed architecture employs a novel disparity map fusion approach to obtain a refined disparity map by fusing the disparity estimates corresponding to the multi-exposure stereo pairs. Weights obtained from two quality measures: contrast and well-exposedness, are used in the fusion process. The disparity maps, acquired as output to the dual-channel architecture, provide weight for the contrast measure, while the multi-exposure input images provide weight for the well-exposedness measure. These quality measures help in achieving a refined disparity map prediction by retaining the best features that preserve the depth discontinuities.

- The flexibility of our proposed architecture in terms of its applicability is itself broad and novel. For the process of HDR image reconstruction using multi-exposure SDR images, both exposure fusion and HDR synthesis can be realized in the encoder depending on the availability of the HDR displayer. Considering the HDR image reconstruction through differently exposed SDR images, we have proposed MEStereo-Du2CNN architecture to estimate the scene depth using multi-exposure SDR input. The framework is flexible as the estimated depth maps find their application on both LDR/SDR displays and HDR displays. Thus, the same framework can work for displaying 3D LDR/SDR and also 3D HDR content depending on the display type/application scenario. Additionally, by considering multi-exposed SDR images as inputs for scene depth estimation, our method bypasses the complex process of depth generation from floating-point values in HDR data.

Our architecture replaces two components of traditional stereo depth estimation approaches, i.e., the cost volume construction and encoders with shared weight, with a novel ResNet based dual-encoder single-decoder framework using different weights. Also, ConvNet based blocks in the encoders are replaced by EfficientNet based blocks. The features in the network are fused element-wise at multiple resolutions and then passed to the decoder. The operations of feature fusion and back-propagation are accountable for capturing the stereo information through the encoder weights. The features of stereo images are shifted at each disparity level in traditional approaches to construct cost volume, requiring a maximum disparity value for feature shifting. In our architecture, the network is allowed to learn the maximum disparity value by itself, and this produces more robust results.

A shorter conference version to lay the foundation of this work is published at IEEE VCIP 2021 [5]. In this journal paper, we are extending the algorithm for the challenging multi-exposure stereo depth estimation problem. There are two major new components: 1) adoption of a mono-to-stereo transfer learning approach for multi-exposure stereo depth estimation, and 2) a robust disparity fusion component based on extraction of weight maps obtained from different quality measures. It includes an extensive analysis of the performance of the proposed CNN on multi-exposure stereo data sequences supported by detailed results. The proposed extension aims at robust depth estimation for 3D HDR displays. The rest of this article is divided into four major sections. Section III discusses various image-based depth estimation algorithms. The proposed CNN architecture is described in detail in Section IV. In Section V, we elaborate our experiments describing the implementation, results, and detailed analysis. Finally, Section V presents the conclusion of proposed scheme with comprehensive findings and implications of future work.
Fig. 1. Overview of proposed ME2Stereo-Du2CNN architecture: The input consists of three stereo pair of the same scene captured at different camera exposure level and the output is a refined disparity map ($\hat{R}$). The input is passed through novel Dual CNN architecture to get the disparity estimates at three exposure levels. The estimates are fused using two quality measures: well-exposedness and contrast, which in-turn are obtained respectively from the input left-view image and the disparity estimate of the corresponding stereo pair. The predicted refined disparity map ($\hat{R}$) is a better estimate compared to three intermediate disparity estimates.

II. RELATED WORK

In this section, we give a brief review of studies for image-based depth estimation.

A. Monocular Depth Estimation

Several CNN methods have considered monocular depth estimation, where the problem is posed as a regression of depth map from a single RGB image [11], [14], [22], [45], [46].

Eigen et al. [11] combined both local and global cues by using two stack Deep networks for the task of monocular depth estimation. The first stack makes coarse prediction globally based on the whole image, while the second refines it locally. Using different encoder and decoder architectures, Alhashim et al. [4] showed that increasing complexity of convolutional blocks doesn’t necessarily improve the performance of architecture for the task of depth estimation. Thus, it is possible to achieve high resolution depth maps using a simple encoder-decoder architecture with proper augmentation policy and training strategies. They proposed a convolutional neural network to get high resolution depth map of a scene using transfer learning.

When estimating the depth of a scene, the loss of spatial resolution results in distorted object boundaries and absence of minute details from the depth maps. Hu et al. [18] proposed two enhancement techniques to the existing depth estimation approaches for obtaining high spatial resolution depth maps. One, applying a fusion strategy for obtaining features at different scales. The other one is minimizing inference errors during training using an improved loss function. Ranftl el al. [35] showed that mixing data from complementary sources for the task of model training, considerably improves the monocular depth estimation of diverse real scenes. They targeted important training objectives invariant to depth range and scale variations. They advocated the use of principled multi-objective learning and the importance of pre-training encoders for auxiliary tasks.

Watson et al. [43] examined the issue of re-projection in depth prediction from stereo-based self-supervision. They reduced this effect by introducing complementary depth suggestions, termed as Depth Hints. Liana et al. [22] proposed a powerful, single-scale CNN architecture accompanying residual learning. Cantrell et al. [7] aimed at integrating the advantages of transfer learning and semantic segmentation for better depth estimation results. Bhat et al. [13] introduced a new transformer-based architectural block, dubbed as AdaBins for the task of depth estimation from a single image. The block separates the depth ranges into bins each with an adaptively calculated center value. A linear combination of the center of bins gives the final estimated value of the depth.

Yan et al. [47] proposed a channel-wise attention-based depth estimation network with two effective modules to efficiently handle the overall structure and local details. The structural perception module aggregates the discriminative features by capturing the long-range dependencies to obtain the context of scene structure and rich feature representation. The detail emphasis module employs the channel attention
Fig. 2. A schematic representation of novel Dual-Channel CNN Architecture: It consists of dual parallel encoder followed by a single decoder. The network takes a stereo pair as input and outputs the disparity map estimate. The left and the right views are fed into ResNet architecture to obtain the respective monocular depth clues, which are then passed to the encoders. Our network uses a simple element-wise multiplication of the features at multiple resolutions, which in-turn is fed into decoders at the corresponding resolutions. During back-propagation, the weights of dual encoders are shifted in order to capture the stereo information and this is used to obtain the final disparity.

### B. Stereo Depth Estimation

Depth estimation from stereo images generally includes three phases [36]: calculation of a pixel-wise feature representation, the cost volume construction, and a final post-processing. The stereo matching problem is traditionally tackled using dynamic programming approaches, where matching is computed using pixel intensities and costs are aggregated horizontally in 1D [34] or multi-directionally in 2D [16]. Networks such as [21] learn to concatenate features with varied disparities to form a 4D feature volume, then compute the matching cost using 3D convolutions. Modern approaches use CNNs to extract robust features and execute matching in order to deal with increasingly complicated real-world scenarios, such as texture-less areas or reflecting surfaces. Methods like [30], [24] used learning-based feature extractors to calculate similarities between each pixel’s feature descriptors.

Yang et al. [49] addressed the speed and memory constraints while computing the depths of high resolution stereo images. They used a hierarchical stereo matching architecture that initially down-sample the high resolution images, while extracting the multi-scale features followed by utilizing potential correspondences to build up the cost volumes pyramid that increases in resolution.

To overcome the difficulty of finding the exact corresponding points in inherently ill-posed regions, Chang et al. [8] proposed a pyramid stereo matching network consisting of two main modules. The Spatial Pyramid Pooling module incorporates global context information into image features, and 3D CNN module extends the regional support of context information in cost volume. Li et al. [23] used the position information and attention with respect to the stereo images to replace the cost volume construction with dense pixel matching.

Most stereo matching algorithms usually generate a cost volume over the full disparity space, which increases the computation burden as well as the memory consumption. Duggal et al. [10] considered speeding up the stereo depth estimation real-time inference by pruning the part of cost volume for each pixel without fully evaluating the related matching score, using a Differential PatchMatch module.

### C. HDR Depth Estimation

Akhavan et al. [3] proposed a theoretical framework with three possible approaches, determining the depth map using multi-exposed stereo images (under-, normal- and over-exposed) with respect to a scene. The first approach involves constructing HDR images for both (left and right) views, followed by computation of disparity map between two HDR images. The second approach uses a tone mapper to convert the HDR stereo pair into a perceptually low dynamic range stereo pair. After that, a suitable stereo matching algorithm is applied to the tone-mapped stereo pair. In the third approach, disparity maps are calculated for stereo pairs corresponding to different exposure levels. They suggested a fuzzy measure and integral combination method with respect to the third approach, to achieve an accurate disparity map from different exposures. Likewise, Akhavan and Kaufmann [2] presented a backward compatible stereo matching method for HDR scenes. The disparity maps from different tone mapped stereo images are effectively fused through a graph cut based framework.

Scenes captured under low light conditions exhibit low image quality and imprecise depth acquisition. Im et al. [19] proposed a narrow baseline multi-view stereo matching method that delivers a robust depth estimation for a short burst shot with altering intensity. The authors determined to use the unavoidable motion occurring during shutter capture in burst photography as an important clue to estimate the depth from a short burst shot with varied intensity. They presented a geometric transformation between the optical flow and depth of the burst images, exploiting the geometric information of
A novel and robust dual-channel CNN architecture predicts distinct disparity maps for stereo-image pairs at different exposure levels. This architecture has been extended from previously reported architecture by Anil et al. [5]. The components of proposed dual-channel CNN architecture are schematically described in Fig. 2.

Most of the traditional stereo depth estimation algorithms work in four steps: Feature Extraction, Feature Matching, Disparity Estimation and Disparity Refinement. Feature matching works on the property that disparity between the same pixels on the left and the right viewpoints is indicative of the depth of that pixel. The pixels closer to the camera have a greater disparity between the viewpoints compared to the pixels further away. Stereo matching is performed by taking the patches centered around different points from the left and right images. These points are shifted in the $x$ direction by $d$ pixels. For each patch in the left image, $d$ is altered from $0$ to $d_{max}$, and multiple patch pairs are obtained. For each patch pair, a similarity score is computed, and a cost volume is constructed. The construction of cost volume presents an additional variable $d_{max}$, defined as the maximum disparity level up to which the stereo matching should be executed. The variable $d_{max}$ is a dataset-based preset parameter hard coded into the network.

We introduce a novel dual-channel CNN architecture that outperforms traditional stereo depth estimation algorithms. Traditional feature matching has been revamped to completely eliminate the need to construct the cost volume. We devise an alternative and more efficient method for utilising the information of disparity between the stereo pair for depth estimation.

For every stereo pair at different exposure levels, we begin by using feed-forward ResNet-based multi-scale architecture of Ranftl et al. [35] and Xian et al. [44] to obtain the monocular depth clues of the left and the right images. The ResNet component as illustrated in Fig. 2 of proposed MEStereo-Du2CNN architecture computes the monocular depth clues. It consists of a sequence of convolution and pooling operations as depicted in Fig. 3. To capture more contextual information, the resolution of input image is taken to be more than the output feature maps (32 times more). Post this, the multi-scale feature fusion operation in ResNet is employed to get the coarse depth feature maps. The computed multi-scale feature maps are progressively fused, by merging high level semantic features and low-level edge-sensitive features to further refine the prediction. Finally, an adaptive convolutional module adjusts the channels of feature maps and the final output. The ResNet architecture consists of multiple instances of upsampling and transitional convolutions, as illustrated in Fig. 3.

The next step is to compute disparity map for the stereo pair using information obtained from monocular depth clues and exploiting disparity between the left and the right views. The monocular depth clues from left and right views are fed into a novel dual-channel CNN network, which consists of a dual parallel encoder and single decoder network. The dual parallel encoder in our architecture uses different weights contrary to encoders with shared weight in traditional stereo depth estimation networks. To capture the disparities between left and right views at multiple resolution we employ a straightforward element-wise fusion method. At every resolution, the left and the right features are fused using an element-wise multiplication method. The result is then passed to the decoder using an element-wise addition method. The bilinear up-sampling operations maintain the resolution of the output by doubling the spatial resolution and halving the channel count of the feature map. The disparity map that is finally...
obtained from the decoder for given stereo-image pair has the exact resolution as those of the input images.

The dual parallel encoders are linked with feature fusion and back-propagation. As a result, the dual encoder weights are shifted to capture the stereo information. Hence, a feature point is aware of its adjacent points as well as captures disparity with respect to the other stereo view. During back-propagation, weights in the dual encoder are updated in a dependent fashion because of the element-wise multiplication of their features in the forward pass. This weight shift is functionally identical to the shifting of features for similarity calculation during cost volume construction.

The convolutional blocks in the encoder side are based on EfficientNet architecture [40], which achieves better results compared to previous CNNs. Every block consists of a number of convolutional layers linked via skip connections. In terms of accuracy and efficiency, EfficientNet is better than previous ConvNets. This is because the baseline network of EfficientNet has been built by leveraging a multi-objective neural architecture search that optimizes both accuracy and FLOPS (floating point operations per second). The skip connections used for linking EfficientNets in the encoder are same as the ones present in ResNet block, except that instead of linking the layers with a higher channel count, the skip connections used in our architecture connect the lean channel layers. Thus, ensuring a lower computational cost and no loss of precision in the point-wise and channel-wise convolutions performed by layers in the EfficientNet.

B. Fusion of Predicted Disparity Maps

For a given scene, the second step merges disparity maps produced from stereo images at different exposure level. The procedure for fusing disparity maps is inspired from the work by Mertens et al. [31]. The disparity maps are blended using the alpha masks, as inspired from Burt and Adelson [6]. Given the input disparity maps, the weight map extraction method uses two quality measures, namely contrast and well-exposedness.

Weight extraction using contrast: We pass each disparity map through a Laplacian filter and consider the absolute value of filter response [29]. This filter acts as an edge detector and assigns more weight to edges in the disparity map. A median blur filter further acts as a post processing method to smoothen out the discontinuities in detected edges, and thus preserve the sharp edges.

Weight extraction using well-exposedness: In over-exposed and under-exposed parts of a captured image, the details of the scene are lost in the corresponding highlights and shadows. This leads to a poor depth estimation in such regions. Also, the regions of fewer details vary across images captured at different camera exposure levels. For example, a particular properly exposed region of an image has more details compared to the same corresponding region within another image of the same scene captured at a high shutter exposure camera setup.

For a given exposure image $I_n$, the well-exposedness quality measure is extracted through a Gaussian curve applied on its grayscale as $\exp(-(I_n - 0.5)^2/2\sigma^2)$, where $\sigma = 0.2$ in our implementation. Each normalized pixel intensity of $I_n$ is weighted depending upon its closeness to 0.5. The aim is to allocate a higher weight to pixel intensities that are neither close to 0 (under-exposed) nor 1 (over-exposed). Hence, to favor pixels in well-exposed regions with intensity values close to 0.5. Higher weights are given to the pixels of properly exposed regions across differently exposed images of the same scene. The disparity maps corresponding to the stereo pairs at three exposure levels are blended using these weights.

Weight refinement and fusion: The information obtained from different quality measures is combined to form a refined weight map corresponding to each disparity map. We control the impact of each measure using corresponding “weighting” exponents $w_C$ and $w_E$. Refined weight map for $k^{th}$ disparity map at pixel position $(i, j)$ is given as

$$W_{ij,k} = (C_{ij,k})^{w_C} \times (E_{ij,k})^{w_E}$$  \hspace{1cm} (1)

where, $0 < k < N$ and $N$ is the number of obtained disparity estimates. Our architecture inputs three multi-exposed stereo pairs, which results in three intermediate disparity estimates; therefore, $N = 3$.

If an exponent $w$ equals 0, the corresponding measure is not taken into account. Along every pixel, a weighted average is computed in order to fuse the $N$ disparity maps. To obtain a consistent result, we normalize values of $N$ weight maps such that at each pixel $(i, j)$ they sum to one, where $N$ is the total number of input disparity maps. The obtained weight maps are later combined to produce final fusion weights:

$$\hat{W}_{ij,k} = \left( \sum_{k'=1}^{N} W_{ij,k'} \right)^{-1} W_{ij,k}$$  \hspace{1cm} (2)

A straightforward way to obtain fused disparity map $R$ is by performing weighted blending of the input disparity maps as follows:

$$R_{ij} = \sum_{k=1}^{N} \hat{W}_{ij,k} D_{ij,k}$$  \hspace{1cm} (3)

where, $D_k$ represents $k^{th}$ input disparity map.

The problem with this approach is that disturbing seam emerges in the fused disparity map. Smoothing final weight maps with a Gaussian filter helps eliminate the abrupt weight map transitions, but results in unfavorable halos around the edges. We employ a method motivated by Burt and Adelson [6] to solve this seam issue, where they use a pyramidal image decomposition to seamlessly merge two pictures directed by an alpha mask at varied resolutions.

In our approach, $N$ final fusion weight maps, i.e., normalized weight maps, serve as alpha masks for the $N$ input disparity maps. Each input disparity map is decomposed into $l$-levels of distinct resolutions using Laplacian pyramid (L). Similarly, the Gaussian pyramid (G) is utilized to decompose final fusion weights into $l$-levels of distinct resolutions. Let the $l^{th}$ level in a Laplacian pyramid decomposition of disparity map $D$ and Gaussian pyramid decomposition of final fusion
TABLE I
A SUMMARY OF THREE MIDDLEBURY STEREO DATASETS. THE "NUMBER OF SCENES" COLUMN COUNTS ONLY THOSE SCENES FOR WHICH GROUND TRUTH IS AVAILABLE.

| Year         | Number of Scenes | Resolution | Maximum Disparity |
|--------------|------------------|------------|-------------------|
| Middlebury 2005 [38] | 6 | 1400 x 1100 | 230 |
| Middlebury 2006 [17] | 21 | 1400 x 1100 | 230 |
| Middlebury 2014 [37] | 23 | 3000 x 2000 | 800 |

weight map $\hat{W}$ be defined as $L\{D\}^l$ and $G\{\hat{W}\}^l$, respectively. The $N$ Laplacian pyramids $L\{D\}$ are blended using Gaussian pyramid $G\{\hat{W}\}$ to weight the $N$ disparity maps at each level of the pyramid as shown in the equation [4] resulting in a reconstructed Laplacian pyramid decomposition $L\{\hat{R}\}^l$, corresponding to the refined disparity map $\hat{R}$.

$$L\{\hat{R}\}^l_{ij} = \sum_{k=1}^{N} G\{\hat{W}\}_{ij,k} L\{D\}_{ij,k}^l$$  \hspace{1cm} (4)

The pyramid $L\{\hat{R}\}^l$ is collapsed finally, to get the resulting refined disparity map $\hat{R}$. This method drastically improves the results of disparity fusion. The procedure is schematically shown in Fig. [1].

IV. EXPERIMENTS AND RESULTS

This section describes experimental results and performs a comparative analysis of the MEStereo-DU2CNN model with state-of-the-art CNN algorithms.

A. Dataset

The performance of proposed architecture is evaluated on three different data sets: Middlebury [17], [37], [38], Scene flow [30], and multi-exposure natural scene stereo datasets [41].

Middlebury dataset comprises high-resolution stereo sequence of static indoor scenes with an intricate geometry and pixel accurate ground truth disparity data acquired under controlled lighting conditions. Each scene in Middlebury 2005, 2006 and 2014 dataset was acquired under different lighting conditions, i.e., considering different illumination and exposure levels. A typical image pair of a scene captured under four lighting conditions and seven exposure settings making a total of 28 stereo pairs for the same scene. We train our model on Middlebury Stereo 2005, 2006, 2014 datasets [38] [17] [37]. The dataset used in our analysis consists of 50 RGB-D scenes as shown in Table I. Each dataset scene consists of two views taken under different illuminations and with different exposures. The dataset has been provided in three different resolutions: full-size, half-size and third-size. We select third-size (width 443...463, height 370) from 2005 dataset. Likewise, we select third-size (width 413...465, height 370) from 2006 dataset. A standard train-test split of 90:10 is followed, while training our model. The training dataset has 847 stereo image pairs. The test dataset includes 27 scenes from 2005 and 2006 stereo data. For each test scene, we consider a single illumination and three exposure level stereo images, i.e., test dataset has 81 stereo pairs in total.

We also train the proposed model on synthetic scene flow driving data taken from FlyingThings3D dataset [30]. These dynamic scenes being quite natural are obtained from the first person perspective of the driver. It consists of about 4400 stereo scenes of trees, car models, roadside views, highly detailed objects such as trees and warehouse. For training the model we follow a typical 90:10 train-test split. We test on 440 image pairs from the FlyingThings3D scene flow data.

Our proposed model’s performance is also evaluated on natural complex scenes. We use diverse stereoscopic 3D multi-exposure images database [41], captured within the beautiful campus of Indian Institute of Technology Madras, India. The campus is rich in flora and fauna and is a home of rare wildlife. The stereo database consists of complex natural scenes, the scenes contain dense trees, skyscapes, endangered species of animals and birds, irregular reflecting surfaces, outdoor and indoor academic or residential area acquired under low-lit conditions. The scenes are complex for depth estimation task as dataset is rich in texture, color, details, exposure levels, depth structure, lighting conditions and object motions. The objects in some scenes have a slight motion between different exposure captures, such as forest trees swaying in the wind, rusting of the leaves, flowing water, etc. These scenes were acquired using ZED stereoscopic camera which has synchronized dual sensors separated at a distance of 12 cm from each other. The database consists of 38 different scenes captured in 2K (full HD) resolution at multiple exposures. Each image has a resolution of $2208 \times 1242$. We test our model using multi-exposure stereo pair sequences of all 38 scenes from the database.

B. Implementation and Experimental settings

The model is implemented using PyTorch. The training and testing are executed on a single high-end HP OMEN X 15-DG0018TX 9th Gen i7-9750H Gaming laptop, 16 GB RAM, RTX 2080 8 GB Graphics and Windows 10 operating system.

We train proposed model on scene flow dataset for 10 epochs and 495 iterations per epoch. Training on scene flow takes about 11 hours with an inference time of 140 milliseconds for each stereo image pair. The model is also trained on the Middlebury dataset for 70 epochs and 96 iterations per epoch. Training on Middlebury dataset takes around 13 hours. The testing time of the model is around 26 milliseconds for a stereo image pair.

C. Comparative Analysis

Our proposed model is compared with the latest state-of-the-art monocular and stereo based depth estimation algorithms.
We select nine monocular depth estimation algorithms: AdaBins [13], CADepth [47], Depth Hints [43], DenseDepth [4], FCRN [22], SerialUNet [7], SIDE [18], MSDN [11], MiDaS [35]; and four stereo depth estimation algorithms: DeepPruner [10], HSMNet [49], PSMNet [8] and STTR [23]. We use publicly available pre-trained models for evaluating the comparison methods.

The results of monocular depth estimation methods are calculated considering left and right view of stereo pair individually. To obtain the corresponding monocular depth map, one view is processed at a time. However, the left and right views are taken as input simultaneously for obtaining depth map results using stereo algorithms.

We use standard error metrics for quantitative analysis: Absolute relative error (absrel). Squared relative error (sqrel), Root mean square error (RMSE). Average log error (log_{10}), threshold accuracy (\sigma_1) and perception-based Structural Similarity Index Metric (SSIM) [35] [59]. Given a predicted depth image and its corresponding ground truth, the different error metrics are calculated as follows:

**Absolute relative error** :

$$ abs_{rel} = \frac{1}{|T|} \sum_{p \in T} \frac{|y_p - y_p^*|}{y_p^*} $$  \hspace{1cm} (5)

**Squared relative error** :

$$ sq_{rel} = \frac{1}{|T|} \sum_{p \in T} \frac{|y_p - y_p^*|^2}{y_p^*} $$  \hspace{1cm} (6)

**Root mean square error** :

$$ RMSE = \sqrt{\frac{1}{|T|} \sum_{p \in T} \frac{|y_p - y_p^*|^2}{y_p^*}} $$  \hspace{1cm} (7)

**Average log error** :

$$ log_{10} = \sqrt{\frac{1}{|T|} \sum_{p \in T} \frac{|\log y_p - \log y_p^*|^2}{y_p^*}} $$  \hspace{1cm} (8)

**Threshold accuracy** : percentage of \( y_p \) such that

$$ \max \left(\frac{y_p}{y_p^*}, \frac{y_p^*}{y_p}\right) = \sigma_1 < thres $$  \hspace{1cm} (9)

for \( thres = 1.25, 1.25^2, 1.25^3 \).

Here, \( y_p^* \) denotes the predicted value of depth at pixel \( p \). \( y_p \) denotes the ground truth value of depth at pixel \( p \). \( T \) denotes the total number of pixels for which there exists both valid ground truth and predicted depth. Lower values indicate better quality for \( \sigma_1, \sigma_2, \sigma_3 \) and
We compare performance of our MEStereo-DU2CNN architecture against the existing state-of-the-art monocular and stereo based depth estimation methods [4], [7], [8], [10], [11], [13], [18], [22], [23], [35], [43], [47], [49]. We use available pre-trained models of baseline methods. The results are presented on Scene flow, Middlebury and complex natural scenes.

**Evaluation on Scene flow:** Our model gives encouraging results on Scene flow dataset with higher quality depth maps. Table II shows the quantitative analysis of MEStereo-DU2CNN architecture on Scene flow compared with other baseline methods. Comparative visual results are shown in Figure 4. We choose three scenes which include reflection and shadows on tree, car and buildings. These scenes have black walls and large shadow areas. There are practically no visible textural cues to aid in the identification of corresponding matching points. Also, reflective glass and road surface are ill-posed areas. Our model outperforms other methods both quantitatively and qualitatively and has more robust depth estimation results particularly in the regions of car windows and wall.

**Evaluation on Middlebury:** Quantitative analysis of MEStereo-DU2CNN architecture on Middlebury dataset with respect to other baseline methods is shown in Table III.
Our model significantly outperforms state-of-the-art monocular and stereo based depth estimation methods by a good margin across the given metrics. For qualitative comparison, we choose Art from Middlebury 2005 dataset [38], Baby1 and Bowling1 from Middlebury 2006 dataset [17]. As shown in Figure 5, our method produces smooth depth planes and sharp estimation on object boundaries. Also, MEStereo-DU2CNN is able to capture large disparities in Middlebury dataset.

Evaluation on complex natural scenes: The task of estimating depth in a natural scene characterised by complex motions, changes in lighting, and illumination is challenging. To show effectiveness of our approach, we perform visual comparison with other methods on complex natural scenes, as depicted in Figure 6. We use Scene flow trained MEStereo-DU2CNN architecture for this task. Our proposed model outperforms other algorithms. The quantitative analysis for complex natural scenes is not performed due to the lack of ground truth data.

The depth can be obtained from disparity map as given in the equation below:

\[ \text{depth} = \frac{\text{baseline} \times \text{focal length in pixels}}{\text{disparity}} \] (10)

where, baseline is the distance between the left and the right cameras. The unit of depth is the same as that of baseline.

The parameters for acquiring depth from disparity for different datasets are provided on their respective websites, Middlebury 2005 [38], Middlebury 2006 [17], Middlebury 2014 [37]. Scene flow [30] and stereoscopic 3D multi-exposure images database of natural scenes [41].

V. CONCLUSION

We have proposed a novel end-to-end CNN architecture for robust depth prediction using multi-exposed stereo image sequences. The stereo depth estimation component used in our architecture simultaneously uses a mono-to-stereo dual-transfer learning approach along with the replacement of conventional cost volume construction. Encoders with shared weight used in traditional stereo matching methods are replaced by a novel ResNet based dual-encoder single-decoder framework with different weights. EfficientNet based blocks are used in convolutions layers of the dual encoders. The dual encoder weights are shifted rather than feature maps shift at various disparity levels, thereby avoiding the need to specify a scene’s disparity range. Therefore, the proposed method addresses major limitations of the current stereo depth estimation algorithms, which do not give satisfactory results in low-texture over- or under-exposed image regions, natural lighting conditions and detail structures. The disparity maps obtained at different exposure stereo pairs are fused to refine disparity predictions further.

The proposed model completely bypasses the need for tone-mapped SHDR images for stereo matching. Also, it avoids complicated process to generate depth maps from floating point values stored in HDR data. Instead, we aim to develop a model that completely eliminates the necessity of having expensive HDR stereo inputs and replace them with affordable multi-exposure SDR images by effectively handling dynamic range locally or globally for predicting depth in practical 3D applications. We want to expand the proposed dual-parallel CNN for stereo-to-multiview rendering system for view synthesis and VR, 3D display, free viewpoint video applications.
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