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Abstract—Unmanned aerial vehicle use continues to increase, including operating beyond line of sight in unknown environments where the vehicle must autonomously generate a trajectory to safely navigate. In this article, we develop a trajectory generation algorithm for vehicles with second-order dynamics in unknown environments with bounded wind disturbances in which the vehicle only relies on its on-board distance sensors and communication with other vehicles to navigate. The proposed algorithm generates smooth trajectories and can be used with high-level planners and low-level motion controllers. The algorithm computes a maximum safe cruise velocity for the vehicle in the environment and guarantees that the trajectory does not violate the vehicle’s thrust limitation, sensor constraints, or user-defined clearance radius around other vehicles and obstacles. Additionally, the trajectories are guaranteed to reach a stationary goal position in finite time given a finite number of bounded obstacles. Simulation results demonstrate the algorithm properties through two scenarios. First, a quadrotor navigating through a moving obstacle field to a goal position and, second, multiple quadrotors navigating into a building to different goal positions.

Index Terms—Autonomous agents, collision avoidance, motion control, path planning for multiple mobile robot systems, robot navigation.

I. INTRODUCTION

Unmanned aerial vehicles continue to become more prolific, with a new focus on enabling autonomous navigation. The push for beyond-line-of-sight operation is becoming more of a reality with improved sensors such as miniature radars weighing as little as 120 g with ranges on the order of hundreds of meters [1], [2]. Additionally, laser range finders weighing as little as 120 g provide 360° coverage and with ranges up to 40 m [3]. Associated with using this technology are the challenges of autonomous sense and avoid, how to operate in unknown and potentially harsh environments, and how to compensate for hardware constraints such as maneuverability and sensor limitations. These constraints are particularly important for vehicles with second-order dynamics where the vehicle cannot turn instantaneously, so the trajectory generation algorithm must compensate. Collision-free trajectory generation to a goal position for each vehicle under hardware limitations is the focus of this article.

There are several approaches to trajectory generation in the presence of obstacles and/or other vehicles. Hoy et al. [4] provide a good summary article of various approaches and desirable algorithm features. The most popular approaches include global planners, local and reactive planners, and formation controllers. In the trajectory generation literature, global optimization techniques are prevalent [5]–[7] because for a known environment, they can ensure convergence to the goal position. Global optimization is not possible for our application where the environment is unknown and dynamic.

Local planners are similar to global planners but examine a shorter time window to reduce the computational expense. They can also address obstacles that may not be known a priori. For example, Alonso-Mora et al. [8] take the trajectory from a global planner and locally modify it to address any additional constraints based on other vehicle motion. Shiller et al. [9] take a similar approach by optimizing the trajectory around immediate obstacles. One of the main drawbacks to local planners is the lack of an overall safety or convergence guarantee since the optimization is occurring for short time windows for only the closest obstacles.

Reactive controllers are a type of local planner that generate the trajectory directly as the environment is sensed. These approaches utilize distance sensors to determine course changes [10]–[12]. While these solutions are generally not optimal, they are typically computationally faster than the optimized solutions and do not require convergence of an optimization algorithm to generate a viable solution. Their drawback however is that they do not address the smoothness of the trajectory. This can be problematic if the desired navigation requires more thrust than that the vehicle can produce, and/or if the higher derivatives of the trajectory are not bounded, which may violate vehicle controller requirements.

Formation controllers typically govern the motion of multiple vehicles using a reduced set of parameters or states and also provide solutions for collision avoidance. Examples of collision avoidance methods include potential fields [13], decentralized cooperation through sharing possible trajectory sets [14], and navigation of the formation as a rigid body [8], [15], [16]. In the scenario we consider, the behavior is more similar to swarms, which may change composition and formation, and are defined
by only a few parameters. Groups such as [17] consider swarm behavior in obstacle-free environments, whereas [18] relies on a distributed optimization between the vehicles to avoid obstacles and maintain the formation. Our algorithm assures the safety of vehicles in the formation and also smoothly and safely navigates retasked vehicles out of the formation. In addition, our algorithm can be applied to clusters of formations of vehicles with their own clearance radii.

The physical limitations of the vehicle, such as maneuverability, sensing, and control input constraints, must also be considered to ensure the generated trajectory is feasible. In the literature there are various works that consider limitations, such as sensor range (see [10], [11], [19]–[22]), maximum velocity (see [11], [12], [14], [21], [22]), clearance radius (see [8], [10], [12], [19], [21], [22]), and turning rate (see [10], [19], [21], [22]). Setting bounds on only a subset of these parameters may be reasonable for certain environments; however, all parameters are important in potentially harsh and unknown environments to ensure that the trajectory is not too aggressive. Of the works reviewed, only a few consider all of these constraints simultaneously, but none consider environmental disturbances as input to the trajectory generation. Examination of disturbances is much more prevalent in vehicle controller literature to show ultimate bounded or asymptotic stability [23]–[26]. To achieve these stability guarantees, the controllers require the desired trajectory higher derivatives to exist and be bounded. In order to meet these criteria, the control authority to overcome the disturbance must also be considered when generating the trajectory.

To address each of these areas, we build upon [27], which describes trajectory generation for groups of quadrotors in unknown environments that bounds the maximum cruise velocity and respects thrust limitations and sensor constraints. In this article, we establish guarantees with respect to the obstacle spacing, which was not explicitly considered in the prior work. Additionally, we look at the maneuverability of vehicles separate from the obstacles to enable more aggressive maneuvering. Finally, we account for the goal position more explicitly when determining course and velocity changes to reduce the trajectory length/time.

We organize the rest of the paper by first defining the problem, algorithm properties, and operating assumptions in Section II. The trajectory generation is defined in Section III, which describes how to smoothly adjust vehicle course and/or velocity to safely clear obstacles and other vehicles. Section IV provides the analysis for bounding the trajectory acceleration to respect thrust limitations and bounding the maximum cruise velocity to safely navigate the environment. The vehicle dynamics and controller for the simulation case study are given in Section V. Two simulation case studies in Section VI demonstrate the trajectory generation algorithm’s features. Finally, Section VII provides concluding remarks.

II. PROBLEM DEFINITION

We define an algorithm that generates a trajectory for each vehicle that satisfies Properties 1 and 2 for an environment similar to Fig. 1. These properties are rigorously achieved, as shown in Section IV, under the following assumptions, some of which may be relaxed as discussed in Section VII.

A. Algorithm Properties

Property 1: Generation of a piecewise-smooth (with isolated bounded discontinuities) desired trajectory \( p_d : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) where the derivatives \( p_d^{(i)} : \mathbb{R}^3, \forall i = 0, 1, \ldots, n \) exist, are bounded, and respect the vehicle’s maximum thrust \( f_{\text{max}} \) for a translational wind velocity of unknown direction and bounded magnitude, \( ||v_{\text{air}}|| \leq v_{\text{air, max}} \).

Property 2: Clearance of all obstacles and other vehicles by a user-defined clearance radius \( r_c \) which takes into account the vehicle’s size as well as measurement, estimation, and tracking errors.

B. Algorithm Assumptions

Assumption 1: Vehicle desired trajectories and obstacle motions are planar, but vehicle dynamics are not restricted to be planar.

Assumption 2: Vehicles are finite in number and heterogeneous in physical parameters (mass, max thrust, etc.) and importance (e.g., higher valued asset).

Assumption 3: Vehicles share current position and course information when in range via wireless communication.

Assumption 4: Vehicles’ sensor and communication sample periods and ranges are equal and given by \( \Delta T \) and \( r_s > r_c \), respectively. Within these limitations, the sensor and intervehicle communications provide perfect distance and velocity information.

Assumption 5: The clearance radius \( r_c \) ensures that there are no aerodynamic interactions between one vehicle and another or with obstacles.

Assumption 6: Wind disturbances are bounded, time varying, and planar. Updraft effects near obstacles are assumed to be limited to a distance less than \( r_c \).

Assumption 7: There are a finite number of obstacles, and each obstacle is finite size and moves with constant velocity (less than minimum vehicle cruise velocity) and constant course.
Minimum obstacle separation does not prevent the vehicles from moving between them.

Assumption 8: Goal positions are not too close to obstacles or each other to violate vehicle clearance radii and are not infinitely far from the coordinate origin.

III. TRAJECTORY GENERATION

The trajectory generation algorithm takes each vehicle from its starting position and velocity, and guides it on a collision-free trajectory to the goal position. To achieve this, the vehicle first determines which vehicles within a distance \( r_c \) it is responsible for maneuvering around. Next, if the vehicle has thrust availability for maneuvering, it compiles all sensor/communication inputs to identify the most imminent obstacle/vehicle safety threat. The vehicle then computes a circumnavigation direction to traverse the obstacle/vehicle, a course change angle, and a velocity change to maintain the desired clearance radius, \( r_c \). Finally, the vehicle uses sigmoid functions to smoothly transition to the desired course and velocity. These steps are discussed in detail in Sections III-A to III-H.

A. Ranking Vehicles’ Maneuverability

To determine which vehicles maneuver and which vehicles stay on course, vehicles exchange their maximum cruise velocity \( v_c \), current velocity \( p_k \), clearance radius \( r_c \), and a preassigned ID value when they come within communication range of each other. To satisfy Assumption 7, vehicles with larger \( v_c \) must maneuver around vehicles with smaller \( v_c \). If the vehicles have equal \( v_c \) values, then the vehicles with lower ID values maneuver around vehicles with higher ID values, forming the set \( I_{mnvr} \subseteq I_{at} \), where \( I_{at} \) is the set of all vehicles within \( r_c \) of the vehicle’s current position. Hovering or loitering vehicles are considered to have \( v_c = 0 \).

B. Compiling Sensor Inputs

The vehicle uses distance and angle measurements to obstacles and other vehicles to determine the most imminent collisions, if any. We assume that the sensing is isotropic (i.e., has the same range and rate in all directions). The sensor output is a data array of relative positions of sensed points on obstacles. By finding discontinuities in range and angle, the sensor scan information is used to distinguish different obstacles, each of which is given a unique local identifier, id. The id values of all obstacles within the sensor scan comprise the set \( I_{obs} = \{id_1, \ldots, id_m\} \), where \( m \) is the number of distinct obstacles within range. The inertial positions of the sensed points are given by \( p_{id,i} \), where \( i = 1, \ldots, n_{id} \), and \( n_{id} \) is the number of sensed points for that particular obstacle.

The intervehicle communication provides inertial positions, \( p_{id} \), in addition to the data described in Section III-A. The data for the vehicles in \( I_{mnvr} \) is combined with the data for the obstacles in \( I_{obs} \) to form a data array of distinct vehicles and obstacles that is used to determine appropriate course and/or velocity changes for collision-free navigation in the environment.

C. Critical Obstacle and Vehicle Identification

Now that the vehicle has compiled its sensor and communication inputs, it identifies critical and noncritical obstacles/vehicles in the environment. Critical obstacles/vehicles are within the minimum reaction distance \( \Delta T_{tot} \) (defined in (2)), require immediate action from the vehicle to avoid collisions and violations of \( r_c \), and if there are multiple critical obstacles/vehicles then all contribute to the course change. Noncritical obstacles are outside the minimum reaction distance and contribute to course changes when there are no critical obstacles or the critical obstacles do not prohibit the vehicle from navigating to the goal position. This section describes the process to determine the sets \( I_{co}, I_{cv}, I_{mnvr}, I_{at} \), which are the sets of critical obstacles and vehicles, and noncritical obstacles and vehicles, respectively.

The vehicle first determines the closest sensed point for the \( k \)th obstacle/vehicle in \( I_{obs} \cap I_{at} \)

\[
p_{k_{\text{min}}} = \underset{i}{\text{argmin}} \left( ||p_{k,i} - p_d|| \right)
\]

where \( i = 1, \ldots, n_k \) are the indices of the sensed points for obstacle/vehicle \( k \).

Since the other vehicles can change course and speed whereas the obstacles have constant course and speed, the minimum reaction distance to maintain \( r_c \) and avoid collisions is different for obstacles and vehicles. We define the minimum reaction distance to avoid obstacle/vehicle \( k \) as

\[
r_{c,k} = \left\{ \begin{array}{ll}
\text{obs}, & k \in I_{obs} \\
\max(r_{c,k}, r_c) + r_{180} + ||\dot{p}_k||\Delta T_{tot}, & k \in I_{at}
\end{array} \right.
\]

where \( r_{obs} \) is the minimum distance between obstacles, \( r_c \) is the clearance radius of the current vehicle, \( r_{c,k} \) is the clearance radius of sensed vehicle \( k \), \( \Delta T_{tot} = \tau_f + \Delta T_c \), \( \dot{p}_k \) is the velocity vector of vehicle \( k \), \( \tau_f = v_c \int_0^{r_{180}} \sin(\phi(t)) dt \) and \( r_{180} = \frac{c_3}{a_{\text{max}}} \tau_f v_c \) are the distance and time span required for the vehicle to make a 180° turn (\( v_c \) is defined in Theorem 2 below, \( \phi(t), c_3, a_{\text{max}} \) are defined in Section III-H), respectively, and \( \Delta T_c < \Delta T_{tot} \) is the maximum on-board algorithm computation time. Appendix C of [28] discusses the development of the definition of \( r_{c,k} \).

To accurately determine which obstacle/vehicle poses the most imminent threat, we normalize the distance from the vehicle to \( p_{k_{\text{min}}} \) by the corresponding minimum reaction distance, \( r_{c,k} \). The obstacle/vehicle that minimizes (4) is the most imminent threat

\[
p_{\text{min}} = p_{k_{\text{min}},\text{min}}
\]

where

\[
k_{\text{min}} = \underset{k}{\text{argmin}} \left( \frac{||p_{k_{\text{min}}} - p_d|| - r_{c,k}}{r_{c,k}} \right)
\]

Since \( r_c < r_{c,k}^{*} \) for all cases, \( ||p_{k_{\text{min}}} - p_d|| - r_{c,k}^{*} \) can be negative and likely is negative while traversing an obstacle/vehicle. When it is negative, the obstacle/vehicle that the vehicle is traversing is defined as critical. The sets of critical
obstacles and vehicles are, respectively, defined as

\[
\mathcal{I}_{\text{co}} = \{ k \mid ||p_{k,\text{min}} - p_{d}|| < r_{e,k}, k \in \mathcal{I}_{\text{obs}} \} \\
\mathcal{I}_{\text{cv}} = \{ k \mid ||p_{k,\text{min}} - p_{d}|| < r_{e,k}^{*}, k \in \mathcal{I}_{\text{m}} \}.
\]

The noncritical sets of obstacles and vehicles are, \(\mathcal{I}_{\text{no}} = \mathcal{I}_{\text{obs}} - \mathcal{I}_{\text{co}}\) and \(\mathcal{I}_{\text{mv}} = \mathcal{I}_{\text{m}} - \mathcal{I}_{\text{cv}}\), respectively. These sets are used for determining appropriate course changes as discussed in Section III-F.

### D. Course Change Definition for an Obstacle

To safely navigate the environment and avoid collisions, the vehicle can change course and/or velocity. In this study, we assume that the vehicle travels at its maximum safe cruise velocity and makes course changes as the default behavior to try to minimize the time required to reach the goal position. The process for determining an appropriate course change applies to both critical and noncritical obstacles. This section describes the process to determine a course change angle \(\Delta \phi_{k}\) and the set of all feasible course angles \(\mathcal{O}_{k}\) for obstacle \(k\). There are a few differences in the process for obstacles compared to vehicles, so vehicles are discussed separately in Section III-E.

To start the process of determining a candidate course change, the vehicle takes the sensed points for each obstacle and determines the bounding extent points (i.e., the left and right most extent points), \(p_{k,e,1}\) and \(p_{k,e,2}\), and their corresponding projected extent points, \(p_{k,e,1}^{*}\) and \(p_{k,e,2}^{*}\), which take into account \(r_{e}\). This process is illustrated in Fig. 2 where the vehicle first computes the angle to the projected sensed points as follows:

\[
\phi_{e,i} = \phi_{1,i} + \phi_{2,i}
\]

where

\[
\phi_{1,i} = \angle(r_{k,i}, r_{k,i,1})
\]

\[
\phi_{2,i} = k_{\phi,e,1} \left( \phi_{1,i} \sin^{-1} \left( \frac{r_{e}}{||r_{k,i}||} \right) \right)
\]

\[
r_{k,i} = p_{k,i} - p_{d}
\]

\[
k_{\phi,e,i} = \begin{cases} 
  \text{sgn}(\phi_{1,i}), & |\phi_{1,i}| > 0 \\
  \text{sgn}(\angle(r_{k,i,\text{min}}, \hat{p}_{d})), & \phi_{1,i} = 0
\end{cases}
\]

where \(i = 1, \ldots, n_{k}\) is the index of sensed points for obstacle \(k\).

Note that (9) only produces a real result when \(||r_{k,i}|| \geq r_{e}\); however, Section IV guarantees this condition.

The bounding extent points are the points that produce the maximum and minimum \(\phi_{e,i}\) as shown in Fig. 2(b) and defined as

\[
p_{k,e,1} = \arg \max_{i} (\phi_{e,i})
\]

\[
p_{k,e,2} = \arg \min_{i} (\phi_{e,i}).
\]

The final point the vehicle calculates is the projected minimum point as shown in Fig. 2(b) and is defined as

\[
p_{k,\text{min}} = p_{k,\text{min}} + r_{e} ( -\hat{r}_{k,\text{min}} ).
\]

If there is only one sensed point for an obstacle, then the extent points and projected extent points are equal as shown in Fig. 2(c), and are defined as

\[
p_{k,e,1} = p_{k,e,1}^{*} = p_{k,1} + r_{e} \hat{r}_{k,1} + \phi_{k} ( -\hat{r}_{k,1} )
\]

\[
p_{k,e,2} = p_{k,e,2}^{*} = p_{k,1} + r_{e} \hat{r}_{k,1} - \phi_{k} ( -\hat{r}_{k,1} )
\]

where

\[
\phi_{k} = \cos^{-1} \left( \frac{r_{e}}{||r_{k,1}||} \right).
\]

Next, the vehicle uses the projected extent points to determine four candidate tangent directions per obstacle. The candidate tangent directions are shown in Fig. 3(a) and are summarized as

\[
p_{k,s,1} = p_{k,e,1}^{*} - p_{k,\text{min}}
\]

\[
p_{k,s,2} = p_{k,e,1}^{*} - p_{d}
\]

\[
p_{k,s,3} = p_{k,e,2}^{*} - p_{k,\text{min}}
\]

\[
p_{k,s,4} = p_{k,e,2}^{*} - p_{d}.
\]

The \(p_{k,s,1}\) and \(p_{k,s,3}\) tangent directions are “conservative” because they define the slope based on the projected minimum point, thus keeping the vehicle parallel with the estimated obstacle “face”. The \(p_{k,s,2}\) and \(p_{k,s,4}\) tangent directions are “aggressive” because they allow the vehicle to get closer to the obstacle by heading toward the tangent point on the \(r_{e}\) circle.

We use the tangent directions to determine the obstacle velocity components parallel to the tangent directions (i.e., along the obstacle “face”) \(p_{k,\perp,i}\) and perpendicular to the tangent directions (i.e., normal to the obstacle “face”), \(p_{k,\perp,i}\), for \(i = 1, \ldots, 4\). The vehicle must match the component of velocity in the \(p_{k,\perp,i}\) direction to avoid collisions, and then use any remaining velocity to traverse the obstacle in the \(p_{k,i}\) direction. We define these quantities in the following paragraphs, where (23)–(33) are evaluated for all four candidate tangent directions, but for brevity, only the \(p_{k,s,1}\) equations are presented.

The unit vectors parallel and perpendicular to the tangent direction and the corresponding obstacle velocity components are defined as

\[
p_{k,s,1}^{*} = p_{d} + \sqrt{||r_{k,i}||^2 - r_{e}^2} R_{\phi_{e,1},i} \hat{r}_{k,\text{min}}
\]

where \(i = 1, \ldots, n_{k}\) is the index of sensed points for obstacle \(k\).
are, respectively, given by

$$\begin{align*}
\mathbf{p}_{k,s} = &\mathbf{p}_{k,s}^{1}, \\
\mathbf{p}_{k,\bot} = &R_{\theta_{k}^{1}}\mathbf{p}_{k,s}^{1}, \\
v_{k,s} = &\mathbf{p}_{k,s}^{1}, \\
v_{k,\bot} = &\mathbf{p}_{k,\bot}^{1},
\end{align*}$$

where

$$\theta_{k,s} = \text{sgn}(\langle \mathbf{p}_{k,s}^{1} \times (\mathbf{p}_{d} - \mathbf{p}_{k,\text{min}}) \rangle \cdot \mathbf{z}_{I}) \frac{\pi}{2}.$$ 

To avoid collisions, the navigating vehicle matches at minimum, the obstacle velocity component in the $\mathbf{p}_{k,\bot}^{1}$ direction, so that (27) is satisfied. The remaining velocity magnitude, defined in (28), is available to traverse the obstacle

$$\mathbf{p}_{d} \cdot \mathbf{p}_{k,\bot}^{1} \geq v_{k,\bot}^{1},$$

$$v_{k,\text{rem},1} = \sqrt{||\mathbf{p}_{d}||^{2} - v_{k,\bot}^{1}^{2}},$$

where $v_{k,\text{rem},1} > 0$ since Assumption 7 guarantees

$$||\mathbf{p}_{d}|| > ||\mathbf{p}_{k,s}^{1}|| \geq v_{k,\bot}^{1}.$$ 

Next, we define the desired velocity vector for the vehicle that matches the perpendicular component of the obstacle velocity and applies the remaining velocity to traverse the tangent direction as follows:

$$\mathbf{v}_{k,s}^{1} = v_{k,\bot}^{1} \mathbf{p}_{k,\bot}^{1} + v_{k,\text{rem},1} \mathbf{p}_{k,s}^{1}.$$ 

The corresponding course change to reach the desired velocity vector is

$$\Delta \phi_{k,s}^{1} = \text{angle}(\mathbf{p}_{d}, \mathbf{v}_{k,s}^{1}).$$

The circumnavigation direction corresponding to this tangent direction is defined by

$$z_{k,s}^{1} = -\text{sgn}(z_{k,s}^{1}) \mathbf{z}_{I},$$

where

$$z_{k,s}^{1} = ((\mathbf{p}_{k,\text{min}} - \mathbf{p}_{d}) \times \mathbf{p}_{k,s}^{1}) \cdot \mathbf{z}_{I}.$$ 

The circumnavigation direction is in the $+\mathbf{z}_{I}$ direction if the vehicle traverses counterclockwise around the obstacle and is in the $-\mathbf{z}_{I}$ direction otherwise. The circumnavigation direction in (32) and the candidate course change in (31) define the minimum absolute course angle, but this is not the only feasible course angle. The feasible course angles for each tangent direction $\mathbf{p}_{k,s}^{1}$ include any angle between $\Delta \phi_{k,s}^{1}$ and the angle to the opposite extent point $\Delta \phi_{k,s}^{2}$ as shown in Fig. 3. We define this generically as

$$\mathbf{O}_{k,s}^{\prime} = \left\{ \begin{array}{ll}
\{ \Delta \phi | \Delta \phi_{k,s}^{1} \leq \Delta \phi < \Delta \phi_{k,s}^{2} \}, & z_{k,s}^{1} = \mathbf{z}_{I} \\
\{ \Delta \phi | \Delta \phi_{k,s}^{1} < \Delta \phi \leq \Delta \phi_{k,sj}^{1} \}, & z_{k,s}^{1} = -\mathbf{z}_{I}
\end{array} \right\} \tag{34}$$

where

$$\Delta \phi_{k,sj}^{1} = \left\{ \begin{array}{ll}
\Delta \phi_{k,s4}, & z_{k,s}^{1} \Delta \phi_{k,s4} > 0, i = 1, 2, \\
\text{sgn}\left(\Delta \phi_{k,s4}^{1}\right)(2\pi - |\Delta \phi_{k,s4}^{1}|), & z_{k,s}^{1} \Delta \phi_{k,s4} < 0, i = 1, 2, \\
\text{sgn}\left(\Delta \phi_{k,s4}^{1}\right)(2\pi - |\Delta \phi_{k,s2}^{1}|), & z_{k,s}^{1} \Delta \phi_{k,s2}^{1} > 0, i = 3, 4, \\
\text{sgn}\left(\Delta \phi_{k,s2}^{1}\right)(2\pi - |\Delta \phi_{k,s2}^{1}|), & z_{k,s}^{1} \Delta \phi_{k,s2} < 0, i = 3, 4.
\end{array} \right\}$$

The set defined in (34) is further refined in (41) once a circumnavigation direction is chosen.

At this point, the vehicle has four candidate final velocity vectors defined in (30) and must choose among these four. The vehicle can traverse the obstacle toward $\mathbf{p}_{k,\text{e}1}$ or $\mathbf{p}_{k,\text{e}2}$, where the $\mathbf{v}_{k,s}^{1}$ and $\mathbf{v}_{k,s}^{2}$ candidates are associated with $\mathbf{p}_{k,\text{e}1}$, and the $\mathbf{v}_{k,s}^{1}$ and $\mathbf{v}_{k,s}^{2}$ candidates are associated with $\mathbf{p}_{k,\text{e}2}$.

The vehicle’s objective is to reach the goal position where the course change to the goal position is given by

$$\Delta \phi_{g} = \text{angle}(\mathbf{p}_{d}, \mathbf{p}_{g} - \mathbf{p}_{s}).$$

To determine if changing course to the goal position is feasible, the vehicle first considers if the obstacle’s circumnavigation direction has been established. If it has, the vehicle must choose the least extent point consistent with the established direction to keep the vehicle circling the obstacle in the same direction. The circumnavigation direction is established if the obstacle was previously the active obstacle, where the active obstacle is the closest obstacle that requires the vehicle to make a heading or velocity change. This is formally defined in Section III-F.

If the circumnavigation direction has not been established and $\Delta \phi_{g} \in \mathbf{O}_{k,s}^{\prime}$ for $i = 1, \ldots, 4$, then the vehicle has sufficiently traversed obstacle $k$ such that the goal position is feasible for one of the tangent directions. The extent point associated with this tangent direction is chosen and $\Delta \phi_{k} = \Delta \phi_{g}$.

If the circumnavigation direction has not been chosen and $\Delta \phi_{g} \notin \mathbf{O}_{k,s}^{\prime}$ for $i = 1, \ldots, 4$, then the vehicle uses
(36) and (37), based on current sensor information, to estimate how long it would take to traverse the obstacle toward the extent points

\[ t_{k,e1} = \frac{||\mathbf{p}_{k,e1} - \mathbf{p}_{k,min}||}{v_{k,rem,s1} - v_{k,s1}} \quad (36) \]

\[ t_{k,e2} = \frac{||\mathbf{p}_{k,e2} - \mathbf{p}_{k,min}||}{v_{k,rem,s3} - v_{k,s3}} \quad (37) \]

where \( t_{k,e1} \) corresponds with tangent directions \( \mathbf{p}_{k,s1} \) and \( \mathbf{p}_{k,s2} \), and \( t_{k,e2} \) corresponds with tangent directions \( \mathbf{p}_{k,s3} \) and \( \mathbf{p}_{k,s4} \). If the circumnavigating direction has not been established, then \( z_{k,t} = 0 \).

Now that \( \mathbf{p}_k.E \) and the circumnavigation direction have been established, two of the four candidate final velocity vectors have been eliminated. Next, the conservative or aggressive tangent direction must be selected. Since the vehicle cannot change course instantaneously, if the aggressive tangent direction solution is in the opposite direction as the circumnavigation direction (i.e., the vehicle maneuvering takes the vehicle closer to the obstacle before achieving the desired course change), then the aggressive tangent direction is not suitable because it will violate \( r_c \). If instead the tangent direction solution is in the same direction as the circumnavigation direction, then the aggressive tangent direction is suitable. It is summarized as follows:

\[
\mathbf{p}_k.E = \begin{cases} 
\mathbf{p}_{k,e1}, & z_{k,s1} = z_{k,t}, z_{k,t} \neq 0 \\
\mathbf{p}_{k,e2}, & z_{k,s3} = z_{k,t}, z_{k,t} \neq 0 \\
\mathbf{p}_{k,e1}, & \Delta \phi_g \in O'_{k,s1}, i = 1, 2 \\
\mathbf{p}_{k,e2}, & \Delta \phi_g \in O'_{k,s1}, i = 3, 4 \\
\mathbf{p}_{k,e1}, & t_{k,e1} = t_{k,e2}, \frac{||\Delta \phi_{s1} - \Delta \phi_g||}{||\Delta \phi_{s3} - \Delta \phi_g||} \leq 1 \\
\mathbf{p}_{k,e2}, & t_{k,e1} = t_{k,e2}, \frac{||\Delta \phi_{s1} - \Delta \phi_g||}{||\Delta \phi_{s3} - \Delta \phi_g||} > 1 \\
\mathbf{p}_{k,e1}, & t_{k,e1} < t_{k,e2} \\
\mathbf{p}_{k,e2}, & \text{otherwise}
\end{cases} \quad (38)
\]

where \( z_{k,t} \) is the established circumnavigation direction (32) from when obstacle \( k \) was the active obstacle. If the circumnavigation direction has not been established, then \( z_{k,t} = 0 \).

\[
S = \begin{cases} 
\{s2\}, & \text{sgn}(\text{angle} (\hat{\mathbf{p}}_d, \mathbf{v}_{k,s2})) = \text{sgn}(z_{k,s1}), \mathbf{p}_k.E = \mathbf{p}_{k,e1} \\
\{s1\}, & \text{sgn}(\text{angle} (\hat{\mathbf{p}}_d, \mathbf{v}_{k,s2})) \neq \text{sgn}(z_{k,s1}), \mathbf{p}_k.E = \mathbf{p}_{k,e1} \\
\{s4\}, & \text{sgn}(\text{angle} (\hat{\mathbf{p}}_d, \mathbf{v}_{k,s4})) = \text{sgn}(z_{k,s3}), \mathbf{p}_k.E = \mathbf{p}_{k,e2} \\
\{s3\}, & \text{sgn}(\text{angle} (\hat{\mathbf{p}}_d, \mathbf{v}_{k,s4})) \neq \text{sgn}(z_{k,s3}), \mathbf{p}_k.E = \mathbf{p}_{k,e2} 
\end{cases} \quad (39)
\]

Now that a tangent direction has been chosen, we update \( O'_{k,S} \) to \( O_k \) to take into account further restrictions if the vehicle is traversing a nonconvex obstacle. In this case, if the full obstacle is not within the sensor range, \( O'_{k,S} \) may not restrict the vehicle maneuvering enough, and the vehicle may incorrectly conclude that a course change to the goal position is feasible.

Instead, the vehicle stores the most constraining extent point, \( \mathbf{p}_{k.ep} \), which is the more restrictive of either the previous most constraining extent point \( \mathbf{p}_{k.ep}^- \) or the nonchosen extent point from most recent sensor information as follows:

\[
\mathbf{p}_{k.ep} = \begin{cases} 
\mathbf{p}_{k,rj}, & z_{k,t} = 0 \\
\mathbf{p}_{k,rj}, & z_{k,t} = \mathbf{z}_I, \Delta \phi_{k,S} > \Delta \phi_{k,ep} \\
\mathbf{p}_{k.ep}^-, & z_{k,t} = -\mathbf{z}_I, \Delta \phi_{k,S} < \Delta \phi_{k,ep} \\
\mathbf{p}_{k.ep}^-, & z_{k,t} = \mathbf{z}_I, \Delta \phi_{k,.ep} \geq \Delta \phi_{k,S} \\
\mathbf{p}_{k.ep}^-, & z_{k,t} = -\mathbf{z}_I, \Delta \phi_{k.ep} \leq \Delta \phi_{k,S}
\end{cases} \quad (40)
\]

where

\[
\Delta \phi_{k.ep} = \text{angle} (\hat{\mathbf{p}}_d, \mathbf{p}_{k.ep}^* - \hat{\mathbf{p}}_d) \\
\mathbf{p}_{k.ep}^* = \begin{cases} 
\mathbf{p}_{k.ep}, & j = 1, S = s3, s4 \\
\mathbf{p}_{k.ep}, & j = 2, S = s1, s2 \quad S' = \{s4, S = s1, s2\} 
\end{cases} \quad (41)
\]

and \( \mathbf{p}_{k.ep}^- \) is calculated from (12).

The heading change associated with the most constraining extent point is compared to the feasible course change angles in \( O_k.S \) according to

\[
O_k = \begin{cases} 
\{\Delta \phi|\max(\Delta \phi_{k.ep}, \min(O'_{k,S})) \leq \Delta \phi < \Delta \phi_{k,S}\}, \\
\{\Delta \phi|\Delta \phi_{k,S} < \Delta \phi \leq \min(\Delta \phi_{k,.ep}, \max(O'_{k,S}))\}, \\
z_{k,S} = -\mathbf{z}_I.
\end{cases} \quad (42)
\]

The final step is to define the course change angle for obstacle \( k \) as

\[
\Delta \phi_k = \begin{cases} 
\Delta \phi_g, & \Delta \phi_g \in O_k \\
\Delta \phi_{k,S}, & \text{otherwise}
\end{cases} \quad (42)
\]

The course change angle and set of all feasible course angles for obstacle \( k \) are used to compare with other obstacles and vehicles to determine a final course change in Section III-F. Fig. 4 shows this process for a circular obstacle.

E. Course Change Definition for a Vehicle

The process to determine a course change angle and the set of all feasible course angles for a vehicle is very similar to the process described in Section III-D for an obstacle. We distinguish critical and noncritical vehicles and also if there are critical obstacles present as there are some slight differences in the calculations.

For noncritical vehicles with critical, noncritical, or no obstacles, and critical vehicles with no critical obstacles, the process is the same as Section III-D, except for three modifications: 1) the vehicle uses \( r_{c,k}^* \) instead of \( r_c \); 2) the vehicle uses (44)–(47) to define the tangent directions; and 3) since the vehicles are convex, \( O_{k,s,i} = O'_{k,s,i} \) for \( i = 1, \ldots, 4 \). Using these modifications, the course change angle \( \Delta \phi_k \) is solved from (42),
and the set of all feasible course changes $O_k$ is solved from (34) for $S$ defined by (39).

For critical vehicles with critical obstacles present, we include two additional modifications: 1) the vehicle does not fix its circumnavigation direction since the other vehicle can maneuver differently and 2) because the circumnavigation is not fixed, it retains the desired course angles and the set of all feasible course angles for both extent points so there are two possible circumnavigation directions. This section describes the process to determine the course angles, $\Delta \phi_k, z_i$ and $\Delta \phi_k, -z_i$, and the corresponding sets of all feasible course angles, $O_{k, z_i}$ and $O_{k, -z_i}$, associated with each circumnavigation direction, $z_i$ and $-z_i$, for a critical vehicle $k$.

Similar to obstacles, the vehicle first determines the bounding extents and tangent directions, $p_{k \min}$ and $p_{k \max}$, for each extent point so there are two possible circumnavigation directions as defined in (23)–(33).

The course change angles, $\Delta \phi_{k, z_i}$ and $\Delta \phi_{k, -z_i}$, and set of all feasible course angles, $O_{k, z_i}$ and $O_{k, -z_i}$, for vehicle $k$ are used to compare to other obstacles and vehicles to determine a final course change in Section III-F.

F. Course Change Definition for Multiple Obstacles/Vehicles

To determine the overall course change to safely navigate in the environment, the vehicle uses the course change angles at minimum for the critical obstacles and vehicles.
(\(k \in I_{\mathcal{co}} \cup I_{\mathcal{cv}}\)) and may also consider noncritical obstacles. This section describes the process for evaluating and combining the course change angles and sets of all feasible course angles for each obstacle/vehicle to determine a final course change \(\Delta \phi\) and identify the active obstacle.

Starting with the critical obstacles, we take the course change definitions \(\Delta \phi_k\) from (42) and the feasible sets of course angles for obstacles \(O_k\) from (41) and combine them for all obstacles \(k \in I_{\mathcal{co}}\) to form the set of candidate course changes \(O_{\Delta \phi, o}\) and the feasible set of all course changes \(O_o\), as defined in the following:

\[
O_{\Delta \phi, o} = \{ \Delta \phi_k \mid k \in I_{\mathcal{co}} \} \tag{48}
\]

\[
O_o = \left\{ \begin{array}{ll}
\bigcap_{m=1}^{j} O_{k_m}, & \bigcap_{m=1}^{j} O_{k_m} \neq \emptyset, \\
\bigcap_{k \in I_{\mathcal{co}}} O_k, & \text{otherwise}
\end{array} \right. \tag{49}
\]

where the obstacles are evaluated from most to least critical where the most critical obstacle minimizes \((4)\). The \(k_{j+1}\) obstacle is the first obstacle that produces an empty set of feasible course changes when \(O_{k_j}\) is intersected with all previous sets. By constantly navigating around the closest \(j\) obstacles, the vehicle will eventually clear all obstacles as shown in Theorems 2 and 3.

Similarly, if there are only critical vehicles (no critical obstacles), then we get \(O_{\Delta \phi, v}\) and \(O_o\) from (48) and (49), respectively, for \(k \in I_{\mathcal{cv}}\).

Recall that when there are both critical obstacles and vehicles we retain both circumnavigation directions, so the process is a little different to simplify the course changes and feasible sets. We start by bounding the course changes for each circumnavigation direction as

\[
\Delta \phi_{v,z} = \min_{k \in I_{\mathcal{cv}}} (\Delta \phi_{k,z}) \tag{50}
\]

\[
\Delta \phi_{v,-z} = \max_{k \in I_{\mathcal{cv}}} (\Delta \phi_{k,-z}) \tag{51}
\]

While the bounding angles provide a course change that navigates around all vehicles, the goal position may still be feasible depending on the vehicle locations. To determine if the goal position is feasible, we define sets of all feasible course change angles for each circumnavigation direction as

\[
O_{\phi,v, \pm z} = \left\{ \begin{array}{ll}
\bigcap_{m=1}^{j} O_{k_m, \pm z}, & \bigcap_{m=1}^{j} O_{k_m, \pm z} \neq \emptyset, \\
\bigcap_{k \in I_{\mathcal{cv}}} O_{\phi,v, \pm z}, & \text{otherwise}
\end{array} \right. \tag{52}
\]

We use the sets for each circumnavigation direction and the bounding course change angles to define the set of vehicle course change angles as

\[
O_{\Delta \phi, v} = \left\{ \begin{array}{ll}
\{ \Delta \phi_g \}, & \Delta \phi_g \in O_{v,z} \cap O_{v,-z}, \\
\{ \Delta \phi_g, \Delta \phi_{v,-z} \}, & \Delta \phi_g \in O_{v,z}, \Delta \phi_g \notin O_{v,-z}, \\
\{ \Delta \phi_g, \Delta \phi_{v,z} \}, & \Delta \phi_g \in O_{v,-z}, \Delta \phi_g \notin O_{v,z}, \\
\{ \Delta \phi_{v,z}, \Delta \phi_{v,-z} \}, & \text{otherwise}
\end{array} \right. \tag{53}
\]

Now that the critical obstacles and vehicles have been combined independently, a final course change must be determined. As the vehicle evaluates the candidate course changes and sets of all feasible course changes, it does so according to the following principles. The main objective is to reach the goal position, so the ability to navigate toward the goal position is checked first, as given by condition 1 in (54).

Next, we consider three cases where navigation to the goal position is not feasible and there are critical obstacles and/or critical vehicles. If there are critical obstacles and vehicles, and there is no viable course change, which occurs when \(O_{\Delta \phi, v} \cap O_o = \emptyset\), then reprioritization is necessary. In this case, the vehicle chooses a course change in \(O_o\) that is closest to \(\Delta \phi_g\) and assigns itself a higher priority (relative to the other vehicles in \(I_{\mathcal{cv}}\)) until it clears \(r^{e,k}\). This is condition 2 in (54).

If there are critical obstacles and vehicles but \(O_{\Delta \phi, v} \cap O_o \neq \emptyset\), then the vehicle chooses the desired course change from \(O_{\Delta \phi, v}\) that is in \(O_o\). This is condition 3 of (54).

If there are only critical obstacles, then the vehicle chooses the desired course change from \(O_{\Delta \phi, o}\) that is in \(O_o\) or the feasible course change from \(O_o\) that is closest to one of the desired changes in \(O_{\Delta \phi, o}\). This is condition 4 of (54).

If there are only critical vehicles, then the choice is the same as the case where there are only critical obstacles, except we use \(O_{\Delta \phi, v}\) and \(O_o\). This is condition 5 of (54).

In the event that all the critical obstacles allow the goal position or there are no critical obstacles, then the noncritical obstacles are evaluated in increasing order starting with the most imminent [i.e., the one that minimizes (4)]. The first noncritical obstacle/vehicle \(k_j\) where \(\Delta \phi_g \notin \bigcup_{m=1}^{j} O_{k_m}\) for \(k_i \in I_{\mathcal{mo}} \cup I_{\mathcal{cv}}\) defines the desired course change \(\Delta \phi_{k_j}\). The desired course change must respect the sets of all feasible course angles for all preceding obstacles/vehicles. This is condition 6 in (54).

If none of the obstacles/vehicles prohibit navigation to the goal position, then \(\Delta \phi = \Delta \phi_{k_j}\) which is condition 7 of (54). These seven conditions, summarized in the following, are evaluated in sequence until a condition is met:

\[
\Delta \phi = \left\{ \begin{array}{ll}
\Delta \phi_g, & \|p_g - p_d\| < \|p_{\min} - p_d\| \\
\arg\min_{\Delta \phi \in O_o} (|\Delta \phi - \Delta \phi_g|), & O_{c,z} = 0, I_{\mathcal{co}} \neq 0, I_{\mathcal{cv}} \neq 0 \\
\arg\min_{\Delta \phi \in O_o} (|\Delta \phi - \Delta \phi_{v}|), & \Delta \phi_g \notin O_{c,z}, I_{\mathcal{co}} \neq 0, I_{\mathcal{cv}} \neq 0 \\
\arg\min_{\Delta \phi \in O_o} (|\Delta \phi - \Delta \phi_{v}|), & \Delta \phi_g \notin O_v, I_{\mathcal{co}} \neq 0, I_{\mathcal{cv}} = 0 \\
\arg\min_{\Delta \phi \in O_o} (|\Delta \phi - \Delta \phi_{v}|), & \Delta \phi_g \notin O_v, I_{\mathcal{co}} = 0, I_{\mathcal{cv}} \neq 0 \\
\arg\min_{\Delta \phi \in O_o} (|\Delta \phi - \Delta \phi_{v}|), & \Delta \phi_g \notin O_{c,v} \\
\arg\min_{\Delta \phi \in O_o} (|\Delta \phi - \Delta \phi_{v}|), & \Delta \phi_g \notin O_v, I_{\mathcal{co}} = 0, I_{\mathcal{cv}} = 0 \\
\Delta \phi_g, & \Delta \phi_g \in O_{c,v} \\
\Delta \phi_g, & \Delta \phi_g \in O_{c,e} \\
\Delta \phi_g, & \Delta \phi_g \in O_{e,e} \tag{54}
\end{array} \right.
\]
where

\[
O_{c,e} = \begin{cases}
O_o \cap \bigcap_{i=1}^j O_{k_i}, & I_{co} \neq \emptyset, I_{cv} = \emptyset \\
O_v \cap \bigcap_{i=1}^j O_{k_i}, & I_{co} = \emptyset, I_{cv} \neq \emptyset \\
O_{c,e} \cap \bigcap_{i=1}^j O_{k_i}, & I_{co} \neq \emptyset, I_{cv} \neq \emptyset \\
\{O_i\}, & I_{co} = \emptyset, I_{cv} = \emptyset 
\end{cases}
\]

(55)

where \( z \) is either \( \pm z_{f} \) depending on which circumnavigation direction has been chosen, \( O_{c,e} \cap \bigcap_{i=1}^j O_{k_i} \) for \( z = \pm z_{f} \), and \( O_{c,e} \) is the same as \( O_{c,e} \), but evaluated up to noncritical obstacle \( k_{j-1} \) (i.e., the last noncritical obstacle/vehicle that still allows navigation to the goal position).

The active obstacle is the obstacle \( k_{a} \) that minimizes (4) and satisfies \( \phi_k \neq \emptyset \). The circumnavigation direction is only set for obstacles, and remains fixed until \( \|\dot{p}_{k_{a}}\| - \|\dot{p}_{d}\| > r_{s} \).

The course change defined by (54) is used to generate smooth trajectories in Section III-H.

G. Velocity Change Definition

The vehicle can also make velocity changes to avoid collisions and safely navigate the environment. This section examines the cases where velocity change is appropriate and the process to determine the velocity change \( \Delta \dot{v} \).

The only adjustments in velocity are in the three cases described in this section: 1) slowing to reach the goal position; 2) when the vehicle cannot safely pass another vehicle (due to the presence of obstacles); and 3) when the vehicle has come within \( r_{c,k} \) of another vehicle. We briefly examine these cases.

First, when there is a clear path to the goal position and the vehicle is within some critical distance, \( r_{goal} \), of it, the vehicle computes a trajectory to come to a stop at the goal position (or in the case of a fixed wing aircraft, to come to a loiter). The critical distance may be the minimum stopping distance, or a user-defined distance that is greater than the minimum stopping distance. This is the first condition in (56).

Second, if a vehicle detects another vehicle within its sensor range and there are also obstacles within sensor range of one or both vehicles, the vehicle slows to match the velocity of the slowest vehicle within sensor range, or connected to a vehicle within sensor range. Since the obstacle spacing \( r_{obs} \geq 2r_{c} + r_{180} \) (from Assumption 7), there is no guarantee that multiple vehicles can fit between obstacles, or that the more capable vehicle is able to safely complete a passing maneuver. The safe solution is then to match velocity so that all vehicles can maneuver safely. This is the second condition in (56).

Finally, we consider the case where the vehicle has already matched the velocity of a slower vehicle, but the slower vehicle has maneuvered so that \( r_{c,k} \) is violated. The maneuvering vehicle can either change course (as already established in Section III-F) or it can slow down temporarily. To determine if maintaining course and decreasing velocity is appropriate, we use \( v_{k,s} \), which is computed in (30) for the conservative tangent direction. If the course change associated with \( v_{k,s} \) and a decrease in velocity with \( \Delta \dot{v} = 0 \), both produce relative velocity vectors in the same direction (e.g., \( v_{rel} = -\dot{p}_{d,k} + v_{k,s} \)), then the vehicle decreases velocity according to condition 3 of (56) instead of performing a lengthy course change maneuver. Since the vehicle is slowing down (instead of maneuvering), it considers course changes for the next closest obstacle [as defined in Section III-F, (54)].

Once the vehicle has reestablished a distance \( > r_{s,k}^{*} \) from the other vehicle, then it resumes its previous velocity. This is the final condition in (56). These four conditions, summarized in the following, are evaluated in sequence until a condition is met:

\[
\Delta \dot{v} = \begin{cases}
-\|\dot{p}_{d}\|, & \|\dot{p}_{g} - \dot{p}_{d}\| \leq r_{goal} \\
\min \Delta \dot{v}_{k}, & I_{obs,k} \neq \emptyset, I_{obs} \neq \emptyset \\
(K_{\Delta v} - 1)\|\dot{p}_{d}\|, & r_{k} < r_{c,k}^{*}, \min \|\dot{p}_{e}\| \leq K_{\Delta v} < 1, 0 \in O_o \\
\dot{v}_{c} - \|\dot{p}_{d}\|, & \text{otherwise}
\end{cases}
\]

(56)

where \( \Delta \dot{v}_{k} = \|\dot{p}_{f}\| - \|\dot{p}_{d}\| \), \( \|\dot{p}_{g} - \dot{p}_{d}\| > r_{goal} \), \( r_{k} = \|\dot{p}_{k} - \dot{p}_{d}\| \), and \( K_{\Delta v} \) is a component of the solution to \( \dot{p}_{d}, -v_{rel}^{n}K = \dot{p}_{d,k} \), where \( K = [K_{\Delta v}, K_{\phi_{n}}]^{T} \), and \( K_{\Delta v} \) and \( K_{\phi_{n}} \) are scaling constants for the \( \dot{p}_{d} \) and \( v_{rel} \) vectors, respectively, so that \( -\dot{p}_{d,k} + K_{\Delta v} \dot{p}_{d} = K_{\phi_{n}}v_{rel}^{n} \) is satisfied. If the scaling constant \( K_{\Delta v} \) causes the vehicle to go below its minimum velocity \( v_{min} \) (e.g., a fixed wing aircraft), then the vehicle maintains velocity and makes a course change instead. The velocity change defined by (56) is used to generate smooth trajectories in Section III-H.

H. Smooth Course and Velocity Transitions

The trajectory generation algorithm utilizes sigmoid functions to transition from the previous course \( \phi_{n-1} \) and velocity \( v_{n-1} \) to a new course \( \phi_{n} \) and velocity \( v_{n} \) as determined by the course and velocity changes from (54) and (56). This section describes the process to make the course and velocity transitions by defining the desired trajectory, \( \dot{p}_{d}(t) \) and \( \dot{p}_{d}(t) \), for \( t_{o,n} \leq t \leq t_{o,n} + \tau_{f,n} \), where \( t_{o,n} \) is the start of the nth sigmoid curve and \( \tau_{f,n} \) is the nth sigmoid curve time span.

The hyperbolic tangent function \( \tan h \) is chosen because of its widespread use in generating smooth motion transitions [29]. We define the course and velocity functions, and their first derivatives as

\[
\phi = c_{1} \tanh(c_{2} \tau - c_{3}) + c_{4}
\]

(57)

\[
\dot{\phi} = c_{1}c_{2} \left( 1 - \tanh^{2}(c_{2} \tau - c_{3}) \right)
\]

(58)

\[
v = d_{1} \tanh(d_{2} \tau - d_{3}) + d_{4}
\]

(59)

\[
\dot{v} = d_{1}d_{2} \left( 1 - \tanh^{2}(d_{2} \tau - d_{3}) \right)
\]

(60)

where \( c_{i} \) and \( d_{i} \) are coefficients to be determined and \( \tau_{n} = t - t_{o,n} \) is the sigmoid curve time, where the sigmoid curve start time, \( t_{o,n} \), is defined in (68). The desired velocity vector is

\[
\dot{p}_{d} = \begin{bmatrix}
v \cos \phi \\
v \sin \phi
\end{bmatrix}
\]

(61)

The coefficients are solved analytically by considering the following assumptions: 1) each sigmoid function occurs over the time interval \( \tau = 0 \) to \( \tau = \tau_{f} \) and 2) since \( \tanh \) asymptot-
Fig. 6. Example of summed sigmoid curves. At $t_{o,n}$, the vehicle determines a course change of $\Delta \phi_{n-1}$ (blue curve) and starts the sigmoid at time $t_{o,n-1}$. With new sensor information, an additional course change of $\Delta \phi_n$ (red curve) is necessary. This curve cannot start immediately because it would violate the maximum thrust. Instead, the vehicle computes $t_{o,n}$ from (68), which is after the $n-1$ curve peak acceleration at $K_{o,n-1} \tau_{f,n-1}$. The two curves are summed to produce a smooth course change (green curve) that does not violate $f_{\text{max}}$.

Physically approaches $-1$ and $1$, the bounds of the function are approximated by $\pm (1 - \varepsilon)$, (where we use $\varepsilon = 10^{-3}$ to reduce the error of this approximation to $<1\%$). The coefficient solutions are written as

$$
c_3 = d_3 = \tanh^{-1}(1 - \varepsilon) = 3.8 \tag{62}
$$

$$
c_2 = d_2 = 2c_3 / \tau_f = 7.6 / \tau_f \tag{63}
$$

$$
c_1 = c_4 = 0.5 \Delta \phi \tag{64}
$$

$$
d_1 = d_4 = 0.5 \Delta v \tag{65}
$$

where the sigmoid curve time span $\tau_f$ is defined later in Theorem 1 to respect the vehicle thrust limitations.

As the vehicle navigates the environment, it receives new sensor information every $\Delta T_s$. If the sensor update rate is very fast, the vehicle likely does not complete the desired course and velocity changes before new sensor data is available. As a result, the vehicle must wait until there is available thrust and then compute course and velocity changes from the most recent sensor data.

The maximum delay in starting the next maneuver in the cruise velocity constraints is defined in Section IV-B. This delay allows subsequent maneuvers to begin before previous ones are finished without violating the maximum thrust constraint.

To make use of the new sensor information, the vehicle sums successive sigmoid curves as shown in Fig. 6. Since the sigmoid function and its first four derivatives asymptotically approach 0 (effectively are 0) at $\tau = 0$ and $\tau = \tau_f$, the summed sigmoid curve provides the smoothness guarantee of Property 1.

The sigmoid curves cannot be summed arbitrarily without violating the vehicle’s maximum thrust, $f_{\text{max}}$. Instead, we scale and shift subsequent maneuvers such that the summation of the maneuvers (i.e., sigmoid curves) is bounded to respect $f_{\text{max}}$. The curve scaling is achieved by varying the sigmoid curve time span $\tau_f$ and we introduce an offset time $t_{o,n}$ to shift the curve start. The summed sigmoid functions are defined as

$$
\phi(t) = \sum_{i=1}^{n} (c_{1,i} \tanh(c_{2,i}(t_n - t_{o,i}) - c_{3,i}) + c_{4,i}) \tag{66}
$$

$$
v(t) = \sum_{i=1}^{n} (d_{1,i} \tanh(d_{2,i}(t_n - t_{o,i}) - d_{3,i}) + d_{4,i}) \tag{67}
$$

where

$$
t_{o,n} = \begin{cases} 
  t_n, & n = 1 \\
  \max(t_n + \Delta T_s, t_{o,n-1} + t_{\text{int},n}), & n > 1 
\end{cases} \tag{68}
$$

where $t_n \geq 0$ is the current time and $t_{\text{int},n}$ is the point on the previous sigmoid curve where thrust becomes available for the next maneuver.

The definition for $t_{\text{int},n}$ is the intersection point between the sigmoid acceleration curve ($\dot{\phi}_d(t)$), and a linear approximation of the sigmoid curve acceleration as shown in Fig. 7(a) and defined as

$$
K_{n-1} \tau_{f,n-1} < t_{\text{int},n} < \tau_{f,n-1} \tag{69}
$$

$$
-a_{\text{max}} - \frac{1}{1 - K_{n-1}} t_{\text{int},n} \tag{70}
$$

We use the linear approximation because it provides simple upper bounds on the sum of two successive $||\dot{\phi}_d(t)||$ curves when the second curve starts at $t_{o,n}$ (as proven in [28, Appendix A]).

The linear approximation slope for the rising $h_n^+$ and falling $h_n^-$ sides of the sigmoid curve acceleration are defined by

$$
h_n^+ = a_{\text{max}} / K_n \tau_{f,n} \tag{71}
$$

$$
h_n^- = a_{\text{max}} \frac{1}{(1 - K_n) \tau_{f,n}} \tag{72}
$$
where \( a_{\text{max}} \) is the remaining acceleration available for tracking the trajectory (after lift and drag forces have been accounted for) and defined in Theorem 1 by (86), and \( K_n \tau_{f,n} \) is the sigmoid curve time where the acceleration is maximum as defined by

\[
\tau_{n, \text{max}} = K_n \tau_{f,n}, \quad \text{where} \quad 0 \leq K_n \leq 1
\]  
(73)

\[
K_n = \frac{1}{2} \left( \frac{\tanh^{-1}(H_n)}{c_3} + 1 \right)
\]  
(74)

\[
H_n = \tanh(c_2 n \tau_{n, \text{max}} - c_3 n)
\]  
(75)

The computation of \( H_n \) is described in Theorem 1 and its proof. We use the linear approximation slope terms when solving for \( \tau_{f,n} \) and \( t_{o,n} \) to match slopes and respect \( a_{\text{max}} \) as shown in Fig. 7(b).

Once the sigmoid curve time span, \( \tau_{f,n} \), is solved according to Theorem 1, the trajectory is fully defined by (61) which uses the definitions for \( \phi(t) \) and \( v(t) \) from (66) and (67). The trajectory is defined over \( t_{o,n} \leq t \leq t_{o,n} + \tau_{f,n} \) where \( t_{o,n} \) is defined by (68). A vehicle controller, such as the one described in Section V, follows the trajectory to navigate the vehicle.

IV. TRAJECTORY GUARANTEES

To guarantee that the vehicle can navigate safely in the environment, we present several theorems that define the sigmoid curve time bound, the maximum velocity, guarantee that the vehicle clears obstacles and other vehicles by \( r_c \), and guarantee that the vehicle reaches the goal position in finite time. The proofs for each of these theorems are given as Appendices A–C, respectively.

To aid in the theorems and proofs, we define several quantities. First, the maximum available planar force \( f_{p, \text{max}} \) and drag force \( f_w \) are defined by

\[
f_{p, \text{max}} = \sqrt{f_{\text{max}} - (mg)^2}
\]  
(76)

\[
f_w = K_d \|v_w\|^2 (-x_W)
\]  
(77)

\[
K_d = \frac{1}{2} \rho C_D A_{xW}
\]  
(78)

where \( m \) is the vehicle mass, \( g \) is gravity, \( v_w = \dot{\tilde{h}} - v_{\text{air}} \) is the relative wind velocity between the vehicle and the air, \( x_W \) is the wind frame axis aligned with \( v_w \), \( \rho \) is the air density, \( C_D \) is the coefficient of drag, and \( A_{xW} \) is the cross-sectional area normal to \( v_w \).

Additionally, we define the planar force vector as the sum of the trajectory and drag forces

\[
f_{\text{planar}} = m\ddot{\tilde{h}} + f_w
\]  
(79)

where the maximum planar force magnitude \( f_{p, \text{max}} \) occurs when the vectors are aligned. Considering the two components independently, the maximum drag is \( K_d v_{w, \text{max}}^2 \) where \( v_{w, \text{max}} \) is the maximum wind speed defined in the theorems, and the desired acceleration magnitude is obtained from (61) as

\[
||\ddot{\tilde{h}}|| = \sqrt{\dot{v}^2 \dot{\phi}^2 + \dot{\phi}^2}
\]  
(80)

We can further manipulate (80) to define its maximum value by substituting the definitions for \( K \) and \( H \) from (74) and (75) into the sigmoid functions from (57) and (59). If we also utilize (63), we can isolate the dependency on \( \tau_f \) as

\[
||\ddot{\tilde{h}}||^2 = \left( \frac{2c_3}{\tau_f} \right)^2 S_{\text{traj}}
\]  
(81)

where

\[
S_{\text{traj}} = (c_1 (d_1 H + d_2 (1 - H^2))^2 + (d_1 (1 - H^2))^2
\]  
(82)

and the solution for \( H \) is derived in [28, Appendix A]. Each of these relationships is referenced in the following theorems.

A. Sigmoid Curve Time span

The sigmoid curve time span is bound by Theorem 1 to ensure that the sigmoid curve does not violate \( f_{\text{max}} \). Theorem 1 also defines the offset time for the sigmoid curve start.

Theorem 1: Let the sigmoid curve time span \( \tau_f \) for the \( n \)th sigmoid be defined as

\[
\begin{cases}
\tau_{f,\text{min},n}, & n = 1 \\
\tau_{f,n} & n > 1 \\
\tau_{f,\text{min},n}, & n = 1
\end{cases}
\]  
(83)

\[
\tau_{f,n} = \max\left( t_{o,i} + \tau_{f,i} \right)
\]  
(84)

\[
h_n = \begin{cases}
\tau_{f,\text{min},n}, & n = 1 \\
h_{n-1} & n > 1
\end{cases}
\]  
(85)

\[
\begin{align*}
\rho C_D A_{xW} & = m \tau_{f,\text{min},n} \tau_{f,n} \\
& = 1/m \left( f_{p, \text{max}} - K_d v_{w, \text{max}}^2 \right)
\end{align*}
\]  
(86)

\[
v_{w, \text{max}} = \max(v_{n-1}, v_{n-1} + \Delta v_n) + v_{\text{air}}, \quad v_{w, \text{max}} \text{ is the desired final velocity at } t_{n-1}, \quad K_{\text{min}} = \min(K_0, 1 - K_n), \quad H_n \text{ is the real solution to}
\]

\[
-3c_1^2 c_2^2 \tau_f^2 H_n^3 - 5c_1^2 d_1 d_2 H_n^2 + (-2c_1^2 c_2^2 + d_1 c_2 - 2d_2) H_n + d_2 d_1 c_2^2 = 0
\]  
(87)

that satisfies \( |H_n| < 1 - \varepsilon \). Then, if \( \tau_{f,n} \) is always chosen to satisfy (83), the vehicle trajectory does not violate \( f_{\text{max}} \) in the presence of a bounded wind disturbance velocity, \( v_{\text{air, max}} \), that satisfies \( v_{\text{air, max}} < \sqrt{f_{\text{planar}}/K_d} \).

Proof: See [28, Appendix A].

B. Cruise Velocity Bound

Theorem 2 derives an upper bound on the vehicle’s cruise velocity based on its maximum thrust, sensor update rate and range, and obstacle spacing. These criteria result in three inequalities that must be satisfied for the cruise velocity. Since
each inequality provides an upper bound on the velocity, the minimum is chosen.

**Theorem 2**: Let the vehicle's maximum cruise velocity be defined as

$$v_c \leq \min(v_c, v_{c,s}, v_{c,o})$$  \hspace{1cm} (88)

where $v_{c,f}$ is the minimum real, positive solution of

$$\left(\frac{m}{r_{\min}} + K_d\right) v_{c,f}^2 + 2K_d v_{\text{air,max}} v_{c,f} + K_d v_{\text{air,max}}^2 - f_{\text{planar}} = 0$$

$v_{c,s}$ satisfies the following inequalities:

$$v_{c,s} \leq \frac{r_s - (t_{d,max} + \tau_{f,s})v_{o,max} - r_c}{t_{d,max} + \int_{0}^{\tau_{f,s}} \sin \phi(t)dt}$$ \hspace{1cm} (90)

$$\tau_{f,s} \geq \frac{c_3}{a_{\max}} \left(\tan^{-1}\left(\frac{v_{o,max}}{v_{c,s}^2 - a_{\max}^2}\right) + \frac{\pi}{2}\right) v_{c,s}$$ \hspace{1cm} (91)

where

$$t_{d,max} = \begin{cases} 0.54c_3 \pi v_{c,s} + \Delta T_c, & 0.54\tau_{f,s} \geq 2\Delta T_c \\ 2\Delta T_s + \Delta T_c, & \text{otherwise} \end{cases}$$ \hspace{1cm} (92)

and $v_{o,max}$ is the maximum expected obstacle velocity in the environment (or $v_{o,max} = v_{c,s}$ if the maximum is unknown, producing $\tau_{f,s} \geq \frac{c_3}{a_{\max}} \pi v_{c,s}$), $\Delta T_c$ is the maximum on-board algorithm computation time, and $v_{c,o}$ satisfies the following inequalities:

$$v_{c,o} \leq \frac{r_{\text{obs}} - 2r_c}{t_{d,max} + \int_{0}^{\tau_{f,c}} \sin \phi(t)dt}$$ \hspace{1cm} (93)

$$\tau_{f,o} \geq \frac{c_3}{a_{\max}} \frac{1}{2} \pi v_{c,o}$$ \hspace{1cm} (94)

where $r_{\text{obs}}$ is the minimum distance between two obstacles. If the vehicle's maximum cruise velocity satisfies (88), then the vehicle does not violate $f_{\text{max}}$ when making a turn of radius $r_t \geq r_{\min}$ in the presence of a bounded wind velocity disturbance that satisfies $v_{\text{air,max}} < \sqrt{f_{\text{planar}}/K_d}$ and safely clears obstacles by $r_c$.

**Proof**: See Appendix B of [28].

C. Goal Position Convergence and Clearance Radius Guarantee

The convergence to the goal position and clearance radius guarantee are defined in Theorem 3 to ensure that the vehicle reaches the goal position in finite time, avoids collisions, and clears all obstacles and vehicles by $r_c$.

**Theorem 3**: Let the course change, velocity change, and circumnavigation direction be defined by (54), (56), and (32), respectively. If the vehicle generates a trajectory from these equations, and the maximum cruise velocity satisfies Theorem 2, then the vehicle reaches the goal position (provided $||\hat{p}_g|| = 0$) in finite time and clears all obstacles by $r_c$.

**Proof**: See Appendix C of [28].
various moving obstacles to a goal position and 2) multiple vehicles navigate into two entrances of a building to reach goal positions inside the building. We ran the simulations for multiple random initial conditions, and showed an example result from each scenario. For all simulations, we use (83) in Theorem 1 and (88)–(91), (93), and (94) in Theorem 2 as equality constraints. The other simulation parameters and results are discussed in the following sections.

We introduce a smoothing method to reduce the vehicle switching between the conservative and aggressive tangent directions. This variable $r_{CA}$ defined in (101), is similar to $r_c$ from (2) to account for the distance the vehicle travels when making a turn. This distance allows the vehicle to safely use the aggressive tangent direction until it is within $r_{CA}$ of the obstacle/vehicle. Once within $r_{CA}$, it has sufficient clearance to maneuver and reverts back to the criteria for conservative and aggressive tangent directions from (39)

$$r_{CA} = r_c + r_{180} + \Delta T_{tot} v_{\perp,CA}$$  \hspace{1cm} (101)

$$v_{\perp,CA} = \dot{p}_k \cdot \frac{p_d - p_{min}}{||p_d - p_{min}||}$$ \hspace{1cm} (102)

where $r_{180}$ and $\Delta T_{tot}$ are defined in (2).

A. Simulation 1

The first simulation shows a vehicle navigating around moving obstacles to a goal position. The environment has a bounded mean wind disturbance of 3 m/s and there is also gusting. The wind model uses the Von Kármán power spectral density function over a finite frequency range, and then applies that model to the method described in [36] to create a spatial wind field. The gusting profile is defined in the military specification MIL-F-8785C [37] as a “$1 - \cos^n$” model. Fig. 8(a) shows the wind experienced by the vehicle in the simulation.

The vehicle parameters for the simulation are: $m = 0.54$ g, $f_{max} = 10.17$ N, $r_c = 2$ m, $r_{obs} = 7$ m, $r_s = 10$ m, $\Delta T_s = 1$ s, $\Delta T_e = 0.1$ s, $J = \text{diag}([0.0017, 0.0017, 0.0031])$ kg/m², $C_d = 1.6$, and $A_{xv} = [0.20, 0.20, 0.45]$ m². The maximum cruise velocity is solved from Theorem 2 as $v_c = 0.89$ m/s. The controller gains are $\alpha_1 = 1$, $\alpha_2 = 3$, $k_x = 9$, and $\beta = 0.25$, where all of these values satisfy the constraints outlined in [26] except $\beta$, which produces nonsmooth behavior for large values.

There are four moving obstacles in the simulation with velocity magnitudes ranging from 0.375 to 0.75 m/s and constant courses as shown in Fig. 9(a). Note that all obstacle velocities are less than the vehicle cruise velocity. Snapshots of the vehicle maneuvering through the environment are shown in Fig. 9, the
course changes are shown in Fig. 10, and the thrust required is shown in Fig. 11. The vehicle clears all four obstacles by \( \geq r_c \), travels at \( v_c \) until the goal position, and reaches the goal position in just under 90 s.

**B. Simulation 2**

The second simulation shows five vehicles navigating into a building and around stationary obstacles to different goal positions. We use temporary goal positions to guide the vehicles inside the building; once the temporary goal positions are reached, the final goal positions are used. There is a bounded mean disturbance of 2 m/s when the vehicles are outside the building, a small transition zone where the wind enters the building, and no wind once the vehicles are fully inside. The transition zone is based on the results of a simulation of the building environment using SolidWorks 2016 Flow Simulation package. Fig. 8(b) shows the wind experienced by vehicle 5 in the simulation.

The vehicle parameters that differ for the five vehicles are summarized in Table I. The vehicles are physically the same but...
differ in maximum thrust and clearance radii to represent vehicles carrying different payloads for different missions. The other parameters are the same as in simulation 1, except \( r_{\text{obs}} = 2 \) m.

Different cruise velocities result in different sets of \( I_{\text{mnvr}} \) for each vehicle. In this simulation, vehicle 1 does not maneuver around any other vehicles and vehicle 3 must maneuver around all the other vehicles. Fig. 12 shows an overview of the vehicle trajectories overlaid on the windfield at one time instance. We examine the performance of vehicle 5 as a representative case in Figs. 13–15, showing snapshots of the vehicle navigating the environment, the course and velocity changes, and thrust required, respectively. All the vehicles clear all of the other obstacles/vehicles by their desired \( r_c \) values, and the maximum thrust is not violated for any vehicle. The computation time per sensor update was 0.15 s or less (for \( \leq 600 \) sensed points), which is well below the updated rate of 2 samples/s.

**VII. CONCLUSION**

The trajectory generator presented navigates a vehicle in an unknown environment collision free while respecting the vehicle’s physical limitations. The vehicle uses its sensor and communication inputs to compute course and velocity changes to avoid obstacles by a prescribed clearance distance. The sigmoid functions used to transition course and velocity provide piecewise smooth motion with bounded discontinuities and incorporate the course changes from each sensor update by matching the sigmoid slopes and summing the curves. In the event, the feasible course changes become an empty set, the vehicle adjusts priority temporarily to avoid collisions. Finally, the vehicle incorporates the expected wind disturbance, thrust limitations, and sensor constraints to bound the maximum safe cruise velocity.

There are several directions in which the algorithm presented in this article can be extended. One area is obstacles with nonconstant velocity and course. If the algorithm considered everything in the environment as if it were another vehicle, it would handle maneuvering obstacles as well. Using this approach, the algorithm would generate more conservative trajectories for obstacles with constant velocity and course than the trajectories presented in this article. Moreover, the algorithm is defined generically enough that it could be extended to three-dimensional motions by rotating the plane in which the motion occurs or generating a separate altitude adjustment that is combined with the planar trajectory. The thrust required for the altitude maneuver reduces the thrust available for planar motions, so when the two motions are combined, the vehicle’s thrust limitation is still respected. Finally, even though the simulations presented use stationary goal positions, the...
algorithm can handle moving goal positions so it can be incorporated into a higher-level motion planner.
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