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ABSTRACT

Graph data structures are fundamental for studying connected entities. With an increase in the number of applications where data is represented as graphs, the problem of graph generation has recently become a hot topic. However, despite its significance, conditional graph generation that creates graphs with desired features is relatively less explored in previous studies. This paper addresses the problem of class-conditional graph generation that uses class labels as generation constraints by introducing the Class Conditioned Graph Generator (CCGG). We built CCGG by injecting the class information as an additional input into a graph generator model and including a classification loss in its total loss along with a gradient descent trick. Our experiments show that CCGG outperforms existing conditional graph generation methods on various datasets. It also manages to maintain the quality of the generated graphs in terms of distribution-based evaluation metrics.

CCS CONCEPTS

• Computing methodologies → Neural networks; Machine learning; • Mathematics of computing → Graph algorithms; • Networks → Topology analysis and generation.
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1 INTRODUCTION

Graphs are ubiquitous in many areas of science and engineering. Graph generation is one of the essential research lines in graph studies, which dates back to several decades ago [5]. In recent years, with the increasing popularity of deep generative models, graph generation research has again become a hot topic, extending a various number of deep learning frameworks, with applications ranging from drug discovery to social network analysis [18] [7]. However, in generating new samples, one may want to impose certain conditions and characteristics on their outputs to benefit various domains. This condition can be based on class labels, text data, images, etc. While this problem is well-investigated in other domains, it has been relatively less approached in the field of graph generation due to its recent emergence. Consequently, the subproblem of class-conditional graph generation, which gives the generative model the ability to generate graphs of desired classes, had not been addressed despite its importance and applications.

In this paper, we study the novel problem of class-conditioned graph generation, whose goal is to learn and generate graph structures given the class information. In this regard, we propose CCGG, based on a deep generative model of graphs. Specifically, we learn a likelihood over graph edges via an autoregressive generative model of graphs, i.e., GRAN [19] built upon graph recurrent attention networks. At the same time, we inject the graph class information into the generation process and incline the model to generate graphs of desired classes by introducing a novel graph classification loss and the graph generation loss function. Unlike GRAN, which is a non-conditional graph generator, our method can conditionally generate graphs of specified categories while maintaining the time efficiency and quality of generated graphs. This problem is relatively unexplored despite its importance and applications. Our proposed model consists of four main parts. The core generator component generates a graph in a step-by-step manner. Then, we use a graph classifier we have trained using the GraphSAGE framework [13], to incline the model towards generating graphs of our desired classes. Moreover, our node-level classifier makes CCGG capable of better learning graphs distribution in each class. Lastly, we include two new elements in our loss functions to capture the
requirements of the classification task. The overview of our model is depicted in Fig 1.

We summarize the key contributions of our work as follows:

- We address the novel problem of class-conditional generation, which has not been directly addressed in the past, by injecting the class indicator into the primary model.
- Unlike the previously proposed generator, we utilize GNNs to better capture the input graphs’ topology, supporting the generation of more realistic graphs.
- We have used node classifiers, which were relatively less employed by the previous studies, improving the quality of the generated samples.
- We have defined a novel loss function that can successfully take the model’s different components into account while also facilitating the task of generating larger graphs from smaller initial graphs.

2 RELATED WORK

2.1 Graph Generators

Recent advances in deep learning, the limitations of classic graph generation methods, and the field’s broad application have resulted in the development of deep graph generators over the past few years. The goal of graph generators is to either implicitly or explicitly learn a distribution based on a train set of observed graphs and to be able to sample from the said distribution to obtain new graphs with similar properties to the train set. In general, these methods can be categorized according to their framework into autoregressive, VAE-based, GAN-based, RL-based, and flow-based models, as introduced in [7]. For instance, [1] proposes an autoregressive graph generator, utilizing the LSTM model, while [12, 24] are latent space-based models, extending the VAE framework. Moreover, there exist methods that use generative adversarial nets (GANs), like [2, 9] that operate on random walks to create realistic graphs, or [4] that takes the entire graph as input.

2.2 Conditional Generators

Conditional sample generation is a fundamental problem for generative methods with many applications. It is an advantageous feature for generative models, as it provides the means of inducing desired characteristics in the generated outputs. In this regard, this problem has been widely explored in various domains such as image and text. Many text and image generators are conditioned on multiple input types. For instance, [25] proposed SentiGAN, a GAN-based model to generate sentimental text under the condition of specific emotional class labels, while [26] extends the VAE framework to build a text generator conditioned on a given topic label. Moreover, [16, 21, 27] propose deep image generators, applying specific attributes and conditions to their generated output.

On the other hand, there exist generators that are conditioned on a sequence of inputs rather than a single label [11]. For example, [17] visualizes a story by generating a sequence of images given a multi-sentence paragraph, [3] creates realistic images based on a provided description, and [31] proposes a method to manipulate an image based on a textual instruction. However, there is still much work for conditional graph generation compared to similar studies in other domains, such as text and image.

This issue is also a concern with graph data structures, where constructing graphs with given domain-specific conditions can be of great significance, such as particular molecular optimization for drug discovery [15]. Considering this, GraphVAE [24] presents a conditional setting on their model, by utilizing a molecule decoder, for the specified task of molecular graph generation. Though they still can’t guarantee the generated molecules’ semantic (chemical) validity. Recently, AGE [8] has proposed a deep generative model with attention, which can be conditioned on an input graph and outputs a transformed version of it, which can be analogous to its evolution. Existing graph generation methods have approached this problem with varying procedures like directly injecting validity constraints [22], or latent space optimization [20]. Furthermore, [28] proposes a GAN-based conditional graph generator that contacts a condition vector to the nodes’ latent representations to make their model able to generate graphs conditionally. However, recent graph generation studies have not directly studied the class-conditional generation problem.

3 PROBLEM FORMULATION

We focus on the novel problem of class-conditional graph generation. Suppose we are given a set of graphs \( G = \{G_1, G_2, \ldots, G_n\} \) with the set of graph classes \( C = \{C_1, C_2, \ldots, C_m\} \), where \( G_i = (V_i, E_i) \) is a graph of the class \( C_j \) with the set of nodes and edges \( V_i \) and \( E_i \), respectively. Our goal is to train a graph generative model on a dataset of graphs to generate new graph structures given the desired class label at inference time.

4 METHOD

This section presents our CCGG model, a deep autoregressive model for the class-conditional graph generation. First, we introduce the GRAN model that we employ as a powerful GNN-based graph generator in our model. Then, we present the proposed conditional graph generation model.

4.1 Background: GRAN model

Many advances have been made to introduce deep models for generating graphs regardless of their structures by estimating their distribution in recent years. Among recently proposed methods for the graph generation problem, we have utilized GRAN [19] for our study. Compared to other previous methods like GraphRNN [30], GRAN uses Graph Neural Networks with an attention mechanism, which enables it to reach state-of-the-art results while preserving scalability to much larger graphs.

For an undirected graph \( G = (V, E) \), where \( V \) is the graph’s node-set, and \( E \) represents its edge set, \( A^\pi \) can be considered as the adjacency matrix of the graph, where \( \pi \) is a specific node ordering of the graph. Therefore, \( L^\pi \) can be denoted as the lower triangular part of \( A^\pi \) and we have \( A^\pi = L^\pi + L^\pi ^\top \). GRAN then generates the graphs by utilizing a step-by-step approach where at each step \( B \) rows of \( L^\pi \) are generated. Each block in the \( t^{th} \) step, is represented as \( L^\pi _{b_t} \), and is a sequence of vectors \( L^\pi _i \in \mathbb{R}^{1 \times |V|} \), where \( i \in b_t = (B(t-1) + 1, \ldots, Bt) \). Thus, at each generation step, GRAN tries to optimize the following likelihood to generate one block of nodes.
and its associated edges:

\[ p(L^π) = \prod_{t=1}^{T} p(L^π_{t:b_t} | L^π_{1:b_1}, \ldots, L^π_{t-1:b_{t-1}}). \quad (1) \]

GRAN then assumes a representation for each node at each step and updates them using the following GNN with attentive messages:

\[ m_{ij}^r = f(h_i^r - h_j^r) \quad (2) \]
\[ \hat{h}_i^r = h_i^r + x_i \quad (3) \]
\[ a_{ij}^r = \text{Sigmoid} \left( g \left( \hat{h}_i^r - \hat{h}_j^r \right) \right) \quad (4) \]
\[ a_{ij}^r = \text{Sigmoid} \left( g \left( \hat{h}_i^r - \hat{h}_j^r \right) \right) \quad (5) \]
\[ h_i^{r+1} = \text{GRU} \left( \hat{h}_i^r, \sum_{j \in N(i)} a_{ij}^r m_{ij}^r \right) \quad (6) \]

where \( h_i^r \) is the representation for node \( i \) after round \( r \), \( m_{ij}^r \) is the message vector from node \( i \) to \( j \), \( x_i \) indicates whether node \( i \) is in the previously generated nodes or the newly added ones, and \( a_{ij}^r \) is an attention weight associated with edge \( e(i,j) \). Here, \( f \) and \( g \) are 2-layer MLP with ReLU nonlinearity.

Finally, after \( R \) rounds of updating the node representations, the edges connecting the nodes of the \( t \)th block to other nodes are generated using a mixture of Bernoulli distributions. The parameters of the distributions are obtained via two MLPs with ReLU nonlinearities, using the final node representations derived from the last step.

\[ a_1, \ldots, a_K = \text{Softmax} \left( \sum_{i \in b_t, 1 \leq j \leq i} \text{MLP}_a \left( h_i^R - h_j^R \right) \right). \quad (7) \]
\[ \theta_{1,i,j}, \ldots, \theta_{K,i,j} = \text{Sigmoid} \left( \text{MLP}_\theta \left( h_i^R - h_j^R \right) \right). \quad (8) \]

Here, \( a_i \) and \( \theta_{k,i,j} \) are the parameters associated with the mixture of Bernoulli distributions. Therefore, the probability of generating the block \( L^π_{b_t} \) can be written as:

\[ p \left( L^π_{b_t} | L^π_{1:b_1}, \ldots, L^π_{t-1:b_{t-1}} \right) = \sum_{k=1}^{K} a_k \prod_{i \in b_t} \prod_{1 \leq j \leq i} \theta_{k,i,j}. \quad (9) \]

\[ \text{Condition Injector} \]

**4.2 Class Conditional Graph Generation**

This section presents our CCGG model, a deep autoregressive model for the class-conditional graph generation. The method adopts the GRAN model [19] as the core generation strategy. Moreover, CCGG consists of three main components. As the first component, the core generator component uses a condition injector that enters the class labels of the graphs as conditions into the training procedure.
Secondly, we employ a graph classifier to conduct the graph generator to produce graphs holding the desired condition (i.e., class label). We adopt a node classifier as the third component, enhancing the model’s generative process. Moreover, we introduce our customized loss function that combines the results of all components to enable the CCGG in capturing the class-based structures of graphs regardless of their size. Finally, we will elaborate on the approach we employed to deal with the gradient flow problem we faced during the training phase.

4.2.1 The Core Generator Component. This component is responsible for generating new edges and nodes of the graphs. Here, we inject the class labels of the graph into the node representations such that CCGG can approximate class distributions, and the dataset’s general distribution. To do this, at the $i^{th}$ step of generation, we first obtain an initial node representation for the previously generated nodes by concatenating the outputs of two linear mappings:

$$\hat{h}_{bi} = W^h_iL^x_{bi} + b^h, \quad \forall i < t,$$

$$\hat{c} = W^c e + b^c,$$

$$\hat{h}_{bi}^c = [\hat{h}_{bi}; \hat{c}].$$

Where $L^x_{bi}$ is a block of vectors sized $BN$, representing the elements of $L^x$ in the rows $[Bi(i - 1) + 1, \ldots, Bi]$, and $N$ is the maximum allowed number of graph nodes. Thus, $\hat{h}_{bi}$ is the pre-initial representation for the $i^{th}$ block nodes, calculated via a linear mapping. Moreover, $c$ is the class-conditional vector of the graph and $\hat{c}$ is obtained by applying a linear mapping on it. These linear mappings are mainly utilized to reduce the size of vectors in large graphs and make the model more flexible in modeling features of each class. Finally, we obtain the initial node representations of $\hat{h}_{bi}^c$ by concatenating $\hat{h}_{bi}$ and $\hat{c}$, which enables the model to generate new blocks with respect to the desired conditions on the graph. Since, $L^x_{bi}$ is not yet generated for the current block, we set $\hat{h}_{bi} = 0$. Finally, similar to the GRAN approach, the final node representations $\hat{h}_{bi}^c$ are obtained by feeding the initial representations to a GNN in $R$ steps, and the edges connecting the nodes are generated using a mixture of Bernoulli distributions. In the test phase, the model generates a graph based on a given class label, which is then fed to the graph classifier.

4.2.2 The Graph Classifier Component. To empower CCGG to generate class-conditioned graphs, we added a graph classifier component, with the responsibility of classification during the training phase, to help us calculate the associated graph classification loss.

To this end, we have employed GraphSAGE [13], a promising framework for inductive representation learning on large graphs, due to its state-of-the-art results. We trained this graph classifier before our core generation process starts, by attaching a fully connected layer with a sigmoid activation function to the GraphSAGE model. Then, we use this trained model during each step of graph generation by feeding the graph generated so far to it and calculating the classification loss.

4.2.3 The Node Classifier Component. In most graph datasets, nodes have labels indicating their specific features. Therefore, considering these valuable node information can impact the results of models dealing with these datasets. In this regard, we include a node classifier component to increase the accuracy of graph generation in each class. This component helps CCGG better fit the generated graphs’ distribution to the original distribution in each class. For this reason, we have appended a two-layer MLP with ReLU nonlinearity as the node classifier, which uses the final node representations explained in the previous section as its input. Moreover, at each step of graph generation, we exploit this component to better capture the class-conditioned characteristics by calculating a node classification loss which will be explained further in the next section.

4.2.4 Loss Function. Considering the components mentioned above, the loss function of CCGG consists of three main parts. First, we have the loss of the core generating component, which is the negative log-likelihood of the generated graphs, $\log p(G) = \log \sum_{\pi} p(G, \pi)$, where $\pi$ is a node ordering of the graph. Inspired by GRAN, we consider a family of canonical node orderings to estimate the true log-likelihood due to the factorial number of orders in terms of graph nodes. Second, we have the graph-level classification loss denoted as $L_{\text{condition}}$, which is calculated as the cross-entropy loss of the generated samples, i.e., $L_{\text{classifier}}$, multiplied by a power of the discount factor $\gamma$ at each step:

$$L_{\text{condition}} = \gamma^{|G| - |\hat{G}|} \times L_{\text{classifier}}.$$
Table 1: Comparison of CCGG and the baseline model’s generated graphs’ statistical properties. The Real row indicates the value of the original graphs, while other rows include the absolute values of the differences between the generated and the original graphs. Smaller values of the absolute differences indicate better performance.

| Dataset | Properties | LCC | TC | CPL | Mean D | GINI |
|---------|------------|-----|----|-----|--------|------|
| Models  |           |     |    |     |        |      |
| NCI1    | Real       | 25.206 | 36.052 | 0.034 | 0.092 | 4.974 | 6.239 | 2.163 | 2.194 | 0.085 | 0.120 |
|         | CONDGEN    | 9.971 | 16.043 | 13.026 | 27.097 | 2.605 | 3.726 | 0.839 | 0.620 | 0.338 | 0.394 |
|         | CCGG       | 1.225 | 1.416 | 1.873 | 2.397 | 0.925 | 1.647 | 0.207 | 0.264 | 0.022 | 0.032 |

| PROTEINS | Real       | 47.670 | 22.267 | 34.302 | 17.242 | 5.605 | 3.330 | 3.798 | 3.641 | 0.052 | 0.035 |
|          | CONDGEN    | 19.625 | 6.578  | 15.396 | 38.912 | 3.741 | 1.662 | 0.149 | 1.520 | 0.479 | 0.255 |
|          | CCGG       | 3.330  | 2.347  | 73.205 | 11.051 | 3.009 | 1.074 | 1.679 | 0.727 | 0.056 | 0.005 |

Table 2: Graph classification accuracy of each individual class (Area Under ROC Curve: Measures how well a parameter or a model can distinguish between right and wrong connections.)

| Dataset | Classes | GraphSAGE | DiffPool | DGCNN |
|---------|---------|-----------|----------|-------|
|         |         | CONDGEN   | CCGG     | CONDGEN | CCGG |
| NCI1    | 0       | 55.32 %   | 61.00 %  | 71.73 % | 70.37 % | 64.81 % | 51.61 % |
|         | 1       | 78.07 %   | 81.91 %  | 62.11 % | 67.91 % | 69.27 % | 74.71 % |
| PROTEINS| 0       | 74.51 %   | 75.16 %  | 81.62 % | 88.81 % | 71.09 % | 71.55 % |
|         | 1       | 58.47 %   | 56.23 %  | 63.13 % | 63.24 % | 55.38 % | 60.48 % |

Table 3: Graph classification quality measured using AUC (Area Under ROC Curve: Measures how well a parameter or a model can distinguish between right and wrong connections.)

| Dataset | GraphSAGE | DiffPool | DGCNN |
|---------|-----------|----------|-------|
|         | CONDGEN   | CCGG     | CONDGEN | CCGG |
| NCI1    | 0.66      | 0.71     | 0.63   | 0.65 |
|         | 0.65      | 0.63     | 0.59   | 0.67 |
| PROTEINS| 0.67      | 0.69     | 0.72   | 0.77 |

5 EXPERIMENTS

In this section, we elaborate on the datasets and the metrics we have used to validate the efficacy of our proposed model for class-conditional graph generation.

5.1 Datasets

PROTEINS: This dataset contains 1113 graphs, having from 100 to 620 nodes. Each graph represents a protein structure, with amino acids as their nodes, and an edge connects two nodes if they are less than 6 Angstroms apart. These graphs are categorized into two enzymes or non-enzymes classes.

NCI1: NCI1 is a cheminformatics dataset including 4110 graphs representing chemical compounds classified as positive or negative to cell lung cancer. The compound’s molecule atoms form the graph’s nodes, and their bonds denote the edges. Their number of nodes ranges from 8 to 111.

5.2 Experimental Setup

We have used three GraphSAGE convolutional layers for our classifier model, with 32 output channels, followed by a two-layer MLP with ReLU non-linearity. The final output of the classifier is equal to the number of classes in each dataset. Then, in CCGG, node representation dimensions are set to 512 for the NCI1 and 384 for the PROTEINS. In each case, a subvector of 256 represents the class data. Recommended by the GRAN paper and confirmed by our results, we have set the number of Bernoulli components to 20 and used seven layers of GNNs. For our node label predictor, we used a three-layer MLP with ReLU non-linearity. Its input is the node representation, where the hidden dimensions of middle layers are set to 256. Also, the output’s size equals the number of node labels in each dataset, which is 3 and 37 for the PROTEINS and NCI1 datasets, respectively. Also, we have set γ’s value to 0.8 for our loss function’s calculation. Moreover, we exploited the Adam optimizer for training different parts of our model.

5.3 Compared Method

The problem of class-conditional graph generation is a relatively unexplored one. Therefore, there are not many baseline models available for comparison. We test the performance of CCGG against CONDGEN [28], a formerly proposed method, with state-of-the-art results in conditional graph generation, using Generative Adversarial Nets (GAN). However, since CONDGEN doesn’t directly address the class-conditional problem, we have set its condition to the class label for models’ equivalence. We have used the same experimental setup during the train and test steps to perform a fair comparison with the baseline.

5.4 Performance Metrics

For evaluating the generated graphs, we have used some statistics-based metrics. Our statistics-based metrics are LCC (Largest Connected Component), TC (Triangle Count), Mean D (Mean Degree of Nodes), GINI (Gini index) of the degree distribution [10], and CPL (Characteristic Path Length). Moreover, we have calculated the accuracy and the Area Under the Curve (AUC) for evaluating the classification task of CCGG (Accuracy is calculated separately for
each class, as the percentage of total correct classifications of the given class divided by the total number of the generated instances).

6 RESULTS AND DISCUSSION

In this section, we confirm the efficacy of CCGG by reporting our results on real-world datasets. We have also evaluated CCGG’s outputs by two other graph classifiers (in addition to the primary classifier GraphSAGE, which is also utilized in the components of the proposed model), namely, DGCNN [23], and DiffPool [29], to support its validity. Note that these two classifiers were not used during the training phase.

According to the statistics-based metrics shown in Table 1, CCGG outperforms the baseline results. Furthermore, we have reported the accuracy of classification in each class of the datasets, as well as the Area Under the Curve (AUC), in the Tables 2 and 3, respectively. Our model has achieved better results than CONDGEN in both datasets, with few exceptions. Utilizing the class vectors in the model’s input and using the node label predictor facilitates the class-conditional generation task. The quality of the generated graphs are also preserved and, in most cases, improved (as confirmed by Table 1). This is because the model is trained to minimize the CCGG’s loss function in Eq. (15), which maintains the balance between each task.

As mentioned before, CCGG’s results were also experimented with using two other classifiers, which were not used during the training phase. One of them is DiffPool, a differentiable graph pooling module that can be used to generate hierarchical representations of graphs by adapting to various GNN architectures, and the other one is DGCNN, an end-to-end deep learning architecture for graph classification, which directly accepts graphs as inputs, without the need of any preprocessing.

However, despite the superiority of CCGG’s results in most cases, there are still a few places where the baseline outperforms us. We can find the reason behind this by examining the classifiers themselves. The study performed in [6] provides a fair comparison of graph classifiers, which shows that the graph classifiers do not guarantee perfect performance. More precisely, according to [6], their classification accuracy never exceeds 80 percent on NCI1 and PROTEINS datasets. Therefore, it brings an intrinsic and unavoidable error in our training phase. We compute the part of our training loss concerning graph classification. We use the imperfect graph classifiers to classify the generated samples in the testing phase. Considering all these, the CCGG model outperforms the baseline, with only a few exceptions. These exceptions mainly occur when DGCNN is employed to classify the generated samples in the test stage, while the model parameters are trained using the GraphSAGE. It is also worth mentioning that according to [6], DGCNN has a relatively lower classification accuracy compared to Diffpool, the other classifier used in the test phase. Our obtained results also show that the performance computed by the DGCNN classifier (as the evaluator) is generally lower both for CCGG and CONDGEN (compared to GraphSAGE and DiffPool), which may be due to the lower capability of the DGCNN classifier itself.

7 CONCLUSION

This paper introduced CCGG, an autoregressive model for solving class-conditioned graph generation problems based on a previously proposed generative model. We used two real-world datasets and achieved state-of-the-art performance on them. Our future direction will extend the model’s scalability in generating larger graphs. We hope this work will inspire further research on new applications of class-conditional graph generation.
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