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Abstract

Many applications in applied mathematics and control theory give rise to the unique solution of a Sylvester-like matrix equation associated with an underlying structured matrix operator \( f \). In this paper, we will discuss the solvability of the Sylvester-like matrix equation through an auxiliary standard (or generalized) Sylvester matrix equation. We also show that when this Sylvester-like matrix equation is uniquely solvable, the closed-form solutions can be found by using previous result. In addition, with the aid of the Kronecker product some useful results of the solvability of this matrix equation are provided.
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1. Introduction

Problems in determining the solutions of a matrix equation are closely related to a wide range of challenging scientific areas. Especially, many linear matrix equations are encountered in many applications of control and engineering problems [1, 2]. There are various results solving many interesting particular cases of this topic. A detailed survey of this area can be found in [3, 4]. Useful results can also be found in [5]. In this paper, we consider the following Sylvester-like matrix equation

\[ AX + f(X)B = C, \quad (1) \]

where \( A, B, C \in \mathbb{F}^{m \times m} \) are known matrices, and the \( m \)-square matrix \( X \) is an unknown matrix to be determined. The transformation \( f : \mathbb{F}^{m \times m} \to \mathbb{F}^{m \times m} \) is a matrix operator enjoying the following suitable properties:
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1. Period-2: 
\[ f^{(2)}(A) := f(f(A)) = A, \]
and

2a. Multiplication preserving: 
\[ f(AB) = f(A)f(B), \]
or

2b. Multiplication reversing: 
\[ f(AB) = f(B)f(A), \]
for all \( A, B \in \mathbb{F}^{m \times m} \), where the base field \( \mathbb{F} \) in these equations varies between the real field \( \mathbb{R} \) and complex field \( \mathbb{C} \). Also, we assume that in both cases \( f \) is a \textit{general} linear map through the paper, i.e., \( f \) satisfies

1. Additivity: 
\[ f(A + B) = f(A) + f(B), \quad A, B \in \mathbb{F}^{m \times m}, \]
and

2. \textit{General} homogeneous of degree 1:
\[ f(aX) = s(a)f(X), \quad a \in \mathbb{F}, X \in \mathbb{F}^{m \times m}, \]
where \( s : \mathbb{F} \rightarrow \mathbb{F} \) is an injective scalar function over \( \mathbb{F} \) associated with \( f \).

Assume that \( f \) is a bijective linear operator (i.e., \( s \) is the identity function). In [6], \( f \) is called a \textit{similarity transformation} when \( f \) is multiplication reversing, and \( f \) is called an \textit{anti-similarity transformation} when \( f \) is multiplication preserving. Furthermore, a linear operator \( f \) with property (2a) or (2b) implies that \( f \) preserves invertibility. See Section 4 for details.

Over the past century the following Sylvester-like matrix equations have received considerable attention and have been the topic of many elegant and complete studies:

1. The standard Sylvester matrix equation
\[ AX + XB = C, \tag{2} \]
corresponding to \( f \) is the identity operator which is a multiplication preserving operator.

2. The conjugate Sylvester matrix equation
\[ AX + \bar{X}B = C, \tag{3} \]
corresponding to \( f \) is the conjugate operator which is a multiplication preserving operator.

3. The \( \top \)-Sylvester matrix equation
\[ AX + X^\top B = C, \tag{4} \]
corresponding to \( f \) is the transpose operator which is a multiplication reversing operator.
4. The $H$-Sylvester matrix equation

\[ AX + X^H B = C, \quad (5) \]

corresponding to $f$ is the conjugate transpose operator which is a multiplication reversing operator.

Here, $A$, $B$, and $C$ are matrices of the appropriate dimensions with entries in the complex or the real field in the corresponding matrix equation. We note that all matrix equations (2)–(5) are special cases of Sylvester-like matrix equation (1). In particular, Sylvester-like matrix equations (2)–(5) arise in applications from a wide range of areas including control theory, signal processing, and partial differential equations. Also, in the field of applied linear algebra, these equations naturally arise in several applied contexts. For instance, Eq. (2) was first studied by J.J. Sylvester [7] in 1884 as a tool to reduce block-triangular matrices to block-diagonal form by similarity, and later the solution of Eq. (2) has received a great deal of attention [8]. In [9], Eq. (3) was investigated and conditions for its consistency and solvability were deduced, using the consimilarity canonical form in [10]. The main application of Eq. (3) arises from the study of consimilarity [9, 10]. For recent surveys on consimilarity and the closely related topic of conjugate-normal matrices, please consult [11]. Eq. (4) and Eq. (5) are highly related to the problem of reducing block-anti-triangular matrices to block-anti-diagonal matrices by congruence [12]. These two matrix equations have attracted increasing interest in the past few years, with recent works on the necessary and sufficient conditions for the solvability of Eqs. (4)–(5). See also more recent advanced developments in [5].

It is worthwhile to mention that the Sylvester-likes matrix equations (2)–(5) have great relevance in control applications associated with the continuous-time descriptor systems [1, 2] and the vibration of fast trains [13, 14]. Specifically, when some additional properties or connections are assumed on the coefficient matrices $A$ and $B$ as in Eq. (2), like being symmetric or Hermitian, the interest focuses on solutions enjoying some of these properties as well. For example, the continuous-time Lyapunov matrix equation can be obtained from the standard Sylvester matrix equation (2) when $B = A^\top$ (or $A^H$). The continuous-time Lyapunov matrix equation has been discovered in many literature, due to the well-known role of this famous matrix equation in control [1]. Another important application in the Sylvester-like matrix equation (1) with a multiplication reversing operator $f$ is related to the study of structured ($f$-palindromic) quadratic eigenvalue problems (we refer this as $f$-palindromic QEP) arising from the simulations of surface acoustic wave filter and the vibration of fast trains [15, 16]:

\[ Q(\lambda)(x) := (\lambda^2 A_2 + \lambda A_1 + A_0)x = 0, \quad A_i = f(A_{2-i}), \quad (6) \]

where both $A_i$ are $m$-square matrices, for $i = 0, 1, 2$. Interestingly, all eigenvalues of $Q(\lambda)$ come in $s$-reciprocal pairs ($\lambda, 1/s(\lambda)$) if $f$ preserves invertibility since

\[ \det(Q(\lambda)) = \det(f(s^2(\lambda)A_0 + s(\lambda)A_1 + A_2)). \]
This result also regards 0 and ∞ as reciprocals of each other. A standard approach for solving the $f$-palindromic QEP is to transform it into a $2m \times 2m$ linearized eigenvalue problem. For more detail of this application, see Appendix.

In this work, we are particularly interested in the theoretical solutions of the Sylvester-like matrix equation (1) and its solvable condition. Following the idea in [17], also a special case in Remark 2 in [18], or more general results in [19], we try to transform Eq. (1) into a standard (or generalized) Sylvester matrix equation. A sufficient condition for existence of the unique solution of the Sylvester-like matrix equation was established by means of elimination by addition or subtraction. Furthermore, we extend this result to the general Sylvester-like matrix equation (12). The proposed conclusions may provide great convenience to the analysis of such a matrix equation. On the other hand, a theoretical solution of Eq. (1) was derived in explicit form based on the so-called (relative) Cayley-Hamilton theorem. More precisely, the solution can be expressed in terms of the Laurent expansion of a regular matrix pencil when $f$ is multiplication reversing.

Another issue will be addressed in the work which is closely related to the Kronecker product. Indeed, the Kronecker product is an important tool in the analysis and design of numerical algorithms to compute the solutions of Eq. (1). Moreover, the linear bijective operator $f$ with property (2a) or (2b) can be characterized by a concrete map [6]. With the help of the Kronecker product, it gives us the complete picture of the inclusion relationship between the solvable condition of Eq. (1) and the spectral information about the matrix pencil in terms of matrices $A$ and $B$.

Throughout this paper, the symbol $(a_{ij})_{m \times n}$ stands for a $m \times n$ matrix $A$. We denote the $m \times m$ identity matrix by $I_m$, the transpose matrix of $A$ by $A^\top$, the conjugate matrix of $A$ by $\overline{A}$, the conjugate transpose matrix of $A$ by $A^H$, and use $\det(A)$ to denote the determinant of a square matrix $A$. The notation $A \otimes B := (a_{ij}B)_{m \times n}$ is denoted by the Kronecker product for a matrix $A = (a_{ij})_{m \times n}$ and a $s \times t$ matrix $B$. Given a matrix pencil $A - \lambda B$ over field $F$, the matrix pencil $A - \lambda B$ is called regular if $\det(A - \lambda B) \neq 0$ for some $\lambda \in \mathbb{F}$.

The paper is organized as follows. We formulate the sufficient conditions for the existence of the solutions of Eq. (1) directly by means of the solvable analysis of the standard (or generalized) Sylvester matrix equation in Section 2. By using the (relative) Cayley-Hamilton theorem, closed-form solutions to a family of Sylvester-like matrix equations are presented in Section 3. A direct method applying the Kronecker product for solving Eq. (8) is briefly discussed in Section 4. Finally, concluding remarks are given in Section 5.

2. A sufficient condition for the unique solvability of Eq. (1)

To begin with, we first state the following result in [20, 21], which is the necessary and sufficient condition for the solvability of the generalized Sylvester matrix equation

$$AXD + CXB = E,$$  \hspace{1cm} (7)
where $A$, $B$, $C$, $D$ and $E$ are $n$-square matrices with entries in the complex or the real field.

**Theorem 2.1.** Eq. (7) has a unique solution if and only if two matrix pencils $\lambda C - A$ and $\lambda D - B$ are regular and the spectra of the pencils satisfy $\sigma(\lambda C - A) \cap \sigma(\lambda D + B) = \emptyset$.

**Remark 2.1.** A special mention should be paid to the case of the standard Sylvester equation (2) whenever $C$ and $D$ are identity matrices in Eq. (7), yielding the solvability condition of Eq. (2) will be shown to be the well-known condition

$$\sigma(A) \cap \sigma(-B) = \emptyset.$$

A standard way to solve a given matrix equation is to simplify it, by applying favorable transformations to the unknowns or to the coefficient matrices. In order to transform Eq. (1) into a standard (or generalized) Sylvester matrix equation, the elimination by addition or subtraction will be treated. Taking into account Theorem 2.1, the condition for the existence of the unique solution of Eq. (1) could be explained through some associated generalized Sylvester equations.

Following the idea in [17], the first major step is to link the Eq. (1) to an equivalent equation if $f$ is multiplication preserving. Applying the matrix operator $f$ to both sides of Eq. (1) we have

$$f(A)f(X) + Xf(B) = f(C).$$

Pre-multiplying Eq. (1) with $f(A)$ and post-multiplying Eq. (8) with $-B$, adding two resulting equations to produce the following standard Sylvester matrix equation

$$X(f(B)B) - (f(A)A)X = f(C)B - f(A)C.$$  \hspace{1cm} (9)

Turning now to the case of the multiplication reversing operator $f$, applying matrix operator $f$ to both sides of Eq. (1)

$$f(B)X + f(X)f(A) = f(C).$$  \hspace{1cm} (10)

Again, we should try to get a standard Sylvester equation from Eq. (1) and Eq. (10). However, it is seemingly difficult to eliminate the last term of the left hand side of Eq. (1) or Eq. (10). Inspired by the idea of [22][Lemma 9], an elegant matrix identity has been introduced as an approach to derive the solvable condition of a specific matrix equation. Given a regular matrix pencil $A - \lambda B$, we now define the so-called resolvent matrix operator $Z_\gamma$ such that $Z_\gamma(A,B) := (A + \gamma B)^{-1}$ with a suitable parameter $\gamma$, it is easy to shown that the following result.

**Proposition 2.1.** Under the given hypothesis that $A - \lambda B$ is regular, then

$$AZ_\gamma(A,B)B = BZ_\gamma(A,B)A$$

with a suitable $\gamma$. 
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Proof. The result follows immediately if $\gamma = 0$. Otherwise, since 
\[ \gamma B (A + \gamma B)^{-1} A = A - A(A + \gamma B)^{-1} A = A(A + \gamma B)^{-1} \gamma B, \]
the result also holds in this situation.

Suppose that $B - \lambda f(A)$ is regular, we choose a scalar $\lambda_0$ such that 
$B + \lambda_0 f(A)$ is nonsingular. Multiplying Eq. (1) with $Z_{\lambda_0}(B, f(A)) f(A)$ on the right and 
multiplying the latter equation (10) with $-Z_{\lambda_0}(B, f(A)) B$ on the right, adding 
two resulting equations and applying Proposition 2.1 yields that the generalized 
Sylvester matrix equation 
\[ AXZ_{\lambda_0}(B, f(A)) f(A) - f(B)XZ_{\lambda_0}(B, f(A)) B = E, \] (11)
where $E = CZ_{\lambda_0}(B, f(A)) f(A) - f(C)Z_{\lambda_0}(B, f(A)) B$. Subsequently, from 
Eq. (9), Eq. (11) and Theorem 2.1 the main result in this section can be sum-
marized in the following theory:

**Theorem 2.2.** A sufficient condition for the unique solvability of Eq. (1) is 
a. $\sigma(Af(A)) \cap \sigma(Bf(B)) = \phi$ if $f$ is multiplication preserving, 
and 
b. $\sigma(A - \lambda f(B)) \cap \sigma(B - \lambda f(A)) = \phi$ for two regular matrix pencils $A - \lambda f(B)$ 
and $B - \lambda f(A)$ if $f$ is multiplication reversing.

Theorem 2.2 provides a sufficient condition on the existence of the unique solution 
to Eq. (1). It is interesting to ask whether this sufficient condition is also 
the necessary condition for the uniqueness of solution of Eq. (1). Unfortunately, 
it is disappointed with the answer from the following counterexample.

**Example 2.1.** Consider the scalar equation ($m = 1$) in the form of Eq. (1) 
with 
\[ ax + f(x)b = c, \quad a, b, c \in \mathbb{R}. \]

Let $f$ be the identity map and $a = b = 1$. Of course, $f$ is also the transpose 
operator. It is clear that the scalar equation $x + x = c$ has a unique solution 
$x = c/2$. However, both conditions (a) and (b) in Theorem 2.2 are not satisfied.

Clearly, any solution of Eq. (1) is also a solution of Eq. (9) (or Eq. (11)), but the 
converse statement is not true. It seems that we need additional information 
about $f$ to determine the necessary condition on the existence of the unique 
solution to Eq. (1).

It is interesting and exciting that the different property of $f$ makes the equation 
behave very differently. The solvable condition in terms of non-intersection of the spectra $\sigma(A)$ and $\sigma(B)$, for the standard Sylvester equation (2), is shifted 
to condition (b) in Theorem 2.2 for the generalized spectrum $\sigma(A, B^\top)$. In 
addition, $T$-Sylvester matrix equation (4) looks like a Sylvester equation associated 
with continuous-time but condition (b) in Theorem 2.2 is satisfied when 
$\sigma(A, B^\top)$ in totally inside the unit circle, hinting at a discrete-time type of 
stability behavior.
Remark 2.2.

1. If \( f \) preserves invertibility, \( \lambda \in \sigma(A - \lambda f(B)) \) implies that \( 1/s(\lambda) \in \sigma(B - \lambda f(A)) \) since \( \det(B - \lambda f(A)) = \det(f(f(B) - s(\lambda)A)) \). Then, the condition (b) in Theorem 2.2 can be rewritten as the so-called “s-reciprocal free”: The s-reciprocal pair \((\lambda, 1/s(\lambda))\) cannot belong to \( \sigma(A - \lambda f(B)) \), this definition also regards 0 and \( \infty \) as reciprocals of each other.

2. The sufficient condition for the existence of the unique solution of the following generalized Sylvester matrix equation

\[
AXD + Ef(X)B = C,
\]

(12)
can be obtained in the similar manner as mentioned before. We state the result in the following without the proof.

**Theorem 2.3.** With two suitable parameters \( \gamma_1 \) and \( \gamma_2 \), a sufficient condition for the unique solvability of Eq. (12) is

\[
\sigma(f(A)A - \lambda Ef(E)) \cap \sigma(f(B)B - \lambda Df(D)) = \emptyset \quad \text{if } E \text{ and } f(A) \text{ are commuting, } B \text{ and } f(D) \text{ are commuting,}
\]

and

\[
\sigma(f(D)A - \lambda Ef(B)) \cap \sigma(f(E)B - \lambda Df(A)) = \emptyset \quad \text{if } E \text{ and } f(D) \text{ are commuting, } B \text{ and } f(A) \text{ are commuting.}
\]

All matrix pencils mentioned above are assumed to be regular.

3. The closed-form solutions of Eq. (1)

In the past few decades, Eqs. (2)–(3) have the unique solution under certain conditions in terms of the coefficient matrices \( A \) and \( B \), with available elegant and explicit closed-forms [23, 24]. So far, the closed-form solution of Eq. (1) has been established if \( f \) is multiplication preserving, but has not been explored when \( f \) is multiplication reversing. In each case, we will present a closed-form solution of Eq. (1) in this section. This closed-form solution is expressed in terms of the coefficient matrix of Eq. (1).

If \( f \) is multiplication preserving, Jameson [23] provides an explicit solution of Eq. (2) by the approach of characteristic polynomial of matrix \( A \) (or matrix \( B \)). Based on the assumption in (a) of Theorem 2.2, together with Eq. (8) the following result is an immediate consequence of [23].
Theorem 3.1. Assume that the sufficient condition (a) in Theorem 2.2 holds. Let $A := f(A)A$, $B := f(B)B$ and $C := f(C)B - f(A)C$ in Eq. (9). We denote the characteristic polynomial of $A$ by $ch_A(\lambda) := \det(\lambda I_m - A) = \sum_{k=0}^{m} p_k \lambda^k$.

Then, the matrix $ch_A(B)$ is nonsingular. Moreover, the unique solution $X$ of Eq. (1) has the following explicit form,

$$X = \left( \sum_{i=1}^{m} \sum_{k=1}^{i-1} p_i A^k C B^{i-k-1} \right) ch_A(B)^{-1}.$$

Alternatively, we express the characteristic polynomial of $B$ as $ch_B(\lambda) = \sum_{k=0}^{m} q_k \lambda^k$.

Then, the matrix $ch_B(A)$ is also nonsingular and $X$ can be presented by the following explicit solution,

$$X = -ch_B(A)^{-1} \left( \sum_{i=1}^{m} \sum_{k=1}^{i-1} q_i A^k C B^{i-k-1} \right).$$

Now we should pay attention to finding an explicit expression of the solution $X$ of Eq. (1) when $f$ is multiplication reversing. The original idea is analogous to the derivations of an explicit solution of the generalized Sylvester matrix equation (7) in [21]. To obtain the result, the following preliminary result is needed. The following theorem in [25, 26] gives a special expansion of a regular matrix pair $A - \lambda B$ with respect to $\lambda$, which plays a crucial role in this section.

Theorem 3.2. Given two $m \times m$ matrices $D$ and $E$. If the matrix pencil $D - \lambda E$ is regular, then there exists a nonnegative integer $\mu$ and $m \times m$ matrices $U_k$ such that

$$(D - \lambda E)^{-1} = \frac{1}{\lambda} \sum_{k=-\mu}^{\infty} U_k \lambda^{-k},$$

for all scalar $\lambda$ in a deleted neighborhood of zero $B_{\delta}(0) \backslash \{0\}$, where $\delta > 0$.

The analytic expression of $(D - \lambda E)^{-1}$ in (13) is called the Laurent expansion of $(D - \lambda E)^{-1}$ about $\lambda = 0$, see [27] for the further work. We denote the so-called “relative characteristic polynomial” of the pencil $D - \lambda E$ by $ch_{D,E}(\lambda) := \det(D - \lambda E)$. The following result can be regard as the generalization of the Cayley-Hamilton theorem; see, e.g., [28].

Lemma 3.1. If we write the expression of the relative characteristic polynomial of the $m \times m$ matrix pencil $D - \lambda E$ in ascending power in $\lambda$ as $ch_{D,E}(\lambda) = \sum_{j=0}^{m} p_j \lambda^j$, then

$$ch_{D,E}(U_k) := \sum_{j=0}^{m} p_j U_{k+j-m} = 0, \quad \text{for } k \geq m \text{ or } k \leq -1.$$
, where the sequence of matrices \( \{U_j\} \) is defined in the infinite matrix series (13) of Theorem 3.2.

With the notation \( \text{ch}_{D,E}(U_k) \) in Lemma 3.1, we have the following adaptation of [21][Theorem 1].

**Lemma 3.2.** Given two regular \( m \)-square matrix pencils \( D - \lambda E \) and \( F - \lambda G \). Let the Laurent expansion of \( (F - \lambda G)^{-1} \) be \( (F - \lambda G)^{-1} = \frac{1}{\lambda} \sum_{k=-\nu}^{\infty} V_k \lambda^{-k} \) with a nonnegative integer \( \nu \). If the intersection of the spectra \( \sigma(D - \lambda E) \) and \( \sigma(F - \lambda G) \) is empty and the matrix \( G \) is nonsingular, then \( \text{ch}_{D,E}(V_m) \) is nonsingular.

**Proof.** With the help of the generalized Schur decomposition, we may assume without loss of generality that both \( D - \lambda E = (d_{ij} - \lambda e_{ij})_{m \times m} \) and \( F - \lambda G = (f_{ij} - \lambda g_{ij})_{m \times m} \) are upper triangular matrix pencils. The proof can be given explicitly as follows.

1. The inverse of an invertible upper triangular matrix \( F - \lambda G \) is also upper triangular. The \( i \)th diagonal element of \( Z_{\lambda}(F, -G) \) is \( 1/(f_{ii} - \lambda g_{ii}) \).

2. The Laurent expansion of the scalar function \( 1/(f_{ii} - \lambda g_{ii}) \) with respect to \( \lambda \) is \( \frac{1}{\lambda} \sum_{k=-\nu}^{\infty} \alpha_{k}^{(i)} \lambda^{-k} \), where

\[
\alpha_{k}^{(i)} = \begin{cases} 
-\frac{f_{ki}}{g_{ki}}, & g_{ii} \neq 0, \ k > -1, \\
\frac{1}{f_{ii}}, & g_{ii} = 0, \ k = -1, \\
0, & \text{otherwise}.
\end{cases}
\]

We conclude that \( V_k \) is an upper triangular matrix and the \( i \)th diagonal element of \( \text{ch}_{D,E}(V_k) \) coincides with \( \alpha_{k}^{(i)} \) by comparing terms of both sides of the Laurent expansion of \( (F - \lambda G)^{-1} \).

3. The \( i \)th diagonal element of \( \text{ch}_{D,E}(V_k) \) is \( \Delta_{k,i} := \sum_{j=0}^{m} p_j (V_{k+j-m})_{ii} \), which is equal to

\[
\Delta_{k,i} = \begin{cases} 
-f_{ii}^{-k-m}/g_{ii}^{k-m+1} \prod_{j=1}^{m} (d_{jj} - e_{jj} f_{jj}/g_{jj}), & g_{ii} \neq 0, \ k > -1, \\
p_j/f_{ii}, & g_{ii} = 0, \ k = -1 + m - j, \\
0, & \text{otherwise}.
\end{cases}
\]

When \( k = m \), \( \det(\text{ch}_{D,E}(V_m)) = \prod_{i=1}^{m} \Delta_{m,i} \neq 0 \) follows from the assumptions that \( d_{ii}g_{ii} \neq e_{ii}f_{ii} \) and \( g_{ii} \neq 0, \ 1 \leq i \leq m \). We complete the proof.

Armed with the properties given in Theorem 3.2, Lemma 3.1 and Lemma 3.2, we are ready to derive a closed-form solution of Eq. (1) if \( f \) is multiplication reversing. Applying the matrix operator \( f \) to both sides of Eq. (1), multiplying
the new equation by \( \lambda \), and subtracting the resulting equation from Eq. (1) we obtain

\[
X(B - \lambda f(A))^{-1} + (A - \lambda f(B))^{-1} f(X) = (A - \lambda f(B))^{-1}(C - \lambda f(C))(B - \lambda f(A))^{-1}.
\]  

(14)

According to Theorem 3.2 and the assumption that the regularity of two matrix pencils \( A - \lambda f(B) \) and \( B - \lambda f(A) \), there exist two sequences of matrices \( \{U_k\} \) and \( \{V_k\} \) such that

\[
(A - \lambda f(B))^{-1} = \frac{1}{\lambda} \sum_{k=-\mu_1}^{\infty} U_k \lambda^{-k}, \quad (B - \lambda f(A))^{-1} = \frac{1}{\lambda} \sum_{k=-\mu_2}^{\infty} V_k \lambda^{-k}
\]  

(15)

for \( \lambda \) in a deleted neighborhood of zero, where \( \mu_1 \) and \( \mu_2 \) are two nonnegative integers. For the sake of derivation, we without loss of generality assume that \( \mu_1 \) is greater than or equal to \( \mu_2 \). Substituting (15) into (14) we have

\[
\frac{1}{\lambda} \sum_{k=-\mu_1}^{\infty} (XU_k + V_k f(X)) \lambda^{-k} = \frac{1}{\lambda} \sum_{k=-2\mu_2}^{\infty} T_k \lambda^{-k},
\]  

(16)

where

\[
T_k = \sum_{s + t = k \geq -\mu_1} U_s CV_t - \sum_{s + t = k - 1 \geq -\mu_1} U_s f(C)V_t, \text{ and } V_k \text{ vanishes if } k < -\mu_2.
\]

Comparing both sides in (16) we get

\[
XU_j + V_j f(X) = T_j, \quad j \geq -\mu_1.
\]  

(17)

We expand the relative characteristic polynomial of the pencil \( B - \lambda f(A) \) as \( \text{ch}_{B,f(A)}(\lambda) = \sum_{j=0}^{m} p_j \lambda^j \). For \( j = 0, \cdots, m \), multiplying both sides in (17) by \( p_j \) and adding these resulting equations can lead to

\[
X \text{ch}_{B,f(A)}(U_m) + \text{ch}_{B,f(A)}(V_m)f(X) = \sum_{j=0}^{m} p_j T_j.
\]  

(18)

Assume that the operator \( f \) preserves invertibility and the uniquely solvable condition (b) in Theorem 2.2 holds. We note that either \( A \) or \( B \) is invertible based on the regularity of the matrix pencil \( A - \lambda f(B) \). Finally, the main results can be constructed, as combined Lemma 3.1 with Lemma 3.2.

**Theorem 3.3.** Suppose that the operator \( f \) preserves invertibility. Under the uniquely solvable condition (b) in Theorem 2.2 and the assumption that \( A \) is nonsingular. The explicit solution of \( X \) can be formulated as

\[
X = \sum_{j=0}^{m} p_j T_j (\text{ch}_{B,f(A)}(U_m))^{-1}.
\]

Furthermore, the alternative result of Theorem 3.3 can be established if we consider the equivalent equation (10). The detail is omitted here.
4. Some further remarks on Eq. (1)

Despite a lot of intense work in the past [19, 29, 30], some observations and minor results are provided in this section. Generally speaking, the Kronecker product is a useful and powerful tool for finding the theoretical solution of systems of linear matrix equations [8]. Especially, some closed-form solutions of a family of generalized Sylvester matrix equation are given by using a specific Kronecker matrix polynomials with the form \( \sum_{i=1}^{n} A_i^T \otimes B_i \) [31]. In the following, we sketch a big picture on how the Kronecker product has been solved Eq. (1). With the help of the concept of the Kronecker product, Eq. (1) can be written as

\[
(I_m \otimes A)\text{vec}(X) + (B^T \otimes I_m)\text{vec}(f(X)) = \text{vec}(C),
\]

(19)

where \( \text{vec}(X) \) stacks the columns of any \( m \)-square matrix \( X \) onto a column vector. Assume that \( f \) is a linear operator, it is easy to see that the composition of three maps \( \text{vec} \circ f \circ \text{vec}^{-1} \) is also a linear transformation from \( \mathbb{F}^{m^2 \times 1} \) to itself. Then it is known that such a composition mapping \( \text{vec} \circ f \) can be represented by a matrix \( K_f \) of size \( m^2 \times m^2 \). That is,

\[
\text{vec}(f(X)) = K_f \text{vec}(X), \quad X \in \mathbb{F}^{m \times m}. 
\]

(20)

It is obviously that \( K_f \) is an identity matrix of size \( 2m \) if \( f \) is an identity operator. If \( f \) is the transpose operator, let us now introduce the commutation matrix [32] (or Kronecker permutation matrix) as follows

\[
K_f = \sum_{1 \leq i,j \leq m} e_j e^T_i \otimes e_i e^T_j ,
\]

where \( e_i \) denotes the \( i \)th column of the \( m \times m \) identity matrix \( I_m \). As is well-known, its central property is that it transforms \( \text{vec}(X) \) into \( \text{vec}(X^T) \). However, Eq. (20) is a contradiction when \( f \) is a conjugate(-transpose) operator. To see this, for \( m = 1 \) we choose a scalar \( \overline{x} \in \mathbb{C} \), it is impossible that \( \overline{x} = kx \) for all \( x \in \mathbb{C} \). The reason is that the conjugate(-transpose) operator is not a linear transformation over field \( \mathbb{C} \) since it is not homogeneous of degree 1.

The connection between linear operator \( f \) and matrix representation is apparent from (20). Surprisingly, Šemrl recently characterized the important property of a multiplication preserving/reversing operator, which was shown in [6] to provide a connection between the geometry of matrices and the structural results for order preserving maps.

**Theorem 4.1.** Suppose that \( f \) is a bijective linear operator over \( \mathbb{F} \), there exists a nonsingular \( T_f \) such that

a. \( f(X) = T_f X T_f^{-1} \) if \( f \) is multiplication preserving,
b. \( f(X) = T_fX^\top T_f^{-1} \) if \( f \) is multiplication reserving,

for all \( X \in \mathbb{F}^{m \times m} \).

According to the Theorem 4.1 we focus on the identity operator and transpose operator if \( f \) is a linear operator. The solvability of original Eq. (1) is equivalent to the solvability of the generalized Sylvester-like matrix equation (12) with the identity or transpose operator \( f \). In terms of the (generalized and periodic) Schur decomposition, QR decomposition and (generalized) singular value decomposition, Eq. (12) can be converted into an upper (or lower) triangular system [29]. With the Kronecker product approach coupled with matrix representation (20), the following result carries the full spectral information about the matrices in the left hand side of Eq. (1) as well as Eq. (19).

**Proposition 4.1.** Given four \( m \)-square upper (or lower) triangular matrices \( A, B, C \) and \( D \) and define the \( m^2 \)-square matrix \( P := A \otimes B + (C \otimes D)K_f \), then

a. \( \sigma(P) = \{a_{ii}b_{jj} + c_{ii}d_{jj}; 1 \leq i, j \leq m\} \) if \( f \) is an identity operator,

and

b. \( \sigma(P) = \{a_{ii}b_{ii} + c_{ii}d_{ii}; 1 \leq i \leq m\} \cup \{\sigma\begin{bmatrix} a_{ii}b_{jj} & c_{ii}d_{jj} \\ c_{jj}d_{ii} & a_{jj}b_{ii} \end{bmatrix}; 1 \leq i, j \leq m, i \neq j\} \) if \( f \) is a transpose operator.

**Proof.** Part (a) immediately follows from the definition of the Kronecker product. The second conclusion follows the similar arguments as in [30][Lemma3] (the tedious details are omitted).

**Example 4.1.** Let \( \sigma_m \) be the set which collects all permutations of the set \( M = \{1, \cdots, m\} \). Further, let \( \sigma_m^{(k)} \) be the \( k \)th element of \( \sigma_m \) according to Lexicographical order and \( P_k \in \mathbb{R}^{m \times m} \) be a permutation matrix whose \( j \)th row is \( e_{\sigma_m^{(k)}}^\top \),

where \( 1 \leq k \leq m! \). For instance, \( P_2 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \) with \( m = 4 \). Now, we consider a family of linear matrix operators \( S = \{f_k\} \), where \( f_k : \mathbb{R}^{m \times m} \to \mathbb{R}^{m \times m} \) is defined by \( f_k(A) \) whose entries are permutation of entries of a given \( m \times m \) matrix \( A \). That is, there is a bijective function \( \sigma_k : M \times M \to M \times M \) such that \( f_k(A) = (a_{\sigma_k(i,j)})_{m \times m} \). Obviously the total number of \( S \) is \( (m^2)! \) and there are two subsets \( S_1 = \{f_k^{(P)}\} \) and \( S_2 = \{f_k^{(R)}\} \) of \( S \) such that

\[
f_k^{(P)}(X) = P_kXP_k^\top \quad \text{and} \quad f_k^{(R)}(X) = P_kX^\top P_k^\top,
\]

where \( 1 \leq k \leq m! \). It follows from Theorem 4.1 that the set of all multiplication preserving (or reserving) operators in \( S \) is exactly \( S_1 \) (or \( S_2 \)). Together with Proposition 4.1, we summarize the uniquely solvable condition of \( f_k^{(P)} \) and \( f_k^{(R)} \) in the following theorem:
Theorem 4.2. The Sylvester-like matrix equation (1) associated with matrix operator $f_k^{(P)}$ or $f_k^{(R)}$ is uniquely solvable if and only if the following conditions hold,

a. $\sigma(P_k^\top A) \cap \sigma(P_k^\top B) = \phi$ if the matrix operator $f = f_k^{(P)}$ in (21),

and

b. (1) $\lambda_1, \lambda_2 \in \sigma(P_k^\top A - \lambda B^\top P_k) \backslash \{1\}$ implies that $\lambda_1 \lambda_2 \neq 1$, this definition also regards 0 and $\infty$ as reciprocals of each other.

(2) 1 can be an eigenvalue of the matrix pencil $P_k^\top A - \lambda B^\top P_k$, but must be simple.

if the matrix operator $f = f_k^{(R)}$ in (21), $1 \leq k \leq m!$.

5. Concluding Remark

The paper studies a class of Sylvester-like matrix equations. We present some useful sufficient conditions for the solvability of this linear matrix equation. In addition, we give the expressions of the explicit solutions of the equations when their solvable conditions are satisfied. A closed-form solution is expressed in terms of the expansion of Laurent series of a regular matrix pencil. The closed-form solutions allow us to calculate the theoretical solution of this linear matrix equation. Essentially, a linear operator $f$ with property (2a) can be viewed as the identity operator and a linear operator $f$ with property (2b) can be regarded as the transpose operator. As mentioned before, the standard Sylvester matrix equation and the transpose Sylvester matrix equation have a special interest in control theory due to the important role in linear continuous-time system theory. Such a mark may bring much advantage in some theoretical analysis and designing numerical algorithms related to the Sylvester-like matrix equation.

Appendix : $f$-Palindromic Linearization $\lambda F(Z) + Z$

First, let $M$ be a $2m$-square matrix partitioned as $M = \begin{bmatrix} M_1 & M_3 \\ M_3 & M_4 \end{bmatrix}$. The auxiliary matrix operator $F : \mathbb{F}^{m \times m} \to \mathbb{F}^{m \times m}$ associated with a multiplication reversing operator $f$ is defined as follows:

$$F(M) = \begin{bmatrix} f(M_1) & f(M_3) \\ f(M_2) & f(M_4) \end{bmatrix}.$$  

It is easy to see that $F$ is a multiplication reversing operator. Furthermore, QEP (6) can be solved using various linearizations, such as the following $f$-palindromic linearization of the form

$$\lambda F(Z) + Z,$$  

(22)
with $2m$-square matrix $Z$, where $Z$ has the partitioned form

$$Z = \begin{bmatrix} A_0 & -A_1 - A_2 \\ A_0 & A_0 \end{bmatrix}.$$ 

A direct computation yields

$$(\lambda F(Z) + Z) \begin{bmatrix} x \\ -\lambda x \end{bmatrix} = 0.$$ 

We rewrite $Z$ as $Z = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$ and $X := \begin{bmatrix} I_m & 0 \\ X & I_m \end{bmatrix}$. By applying the “$F$-congruence” to the “$F$-palindromic matrix pencil” (22) we have

$$X(\lambda F(Z) + Z)F(X) =$$

$$\begin{bmatrix} \lambda A + f(A) & \lambda(Af(X) + B) + f(XA + C) \\ \lambda(XA + C) + f(Af(X) + B) & \lambda R(X) + f(R(X)) \end{bmatrix}$$

with the so-called $f$-Riccati matrix equation,

$$R(X) \equiv XAf(X) + XB + Cf(X) + D.$$ 

If we can solve this generalized quadratic matrix equation

$$R(X) = 0,$$

then the $f$-palindromic linearization can be “square-rooted”. We thus have to solve the generalized eigenvalue problem for the pencil $\lambda(Af(X) + B) + f(XA + C)$, with the reciprocal eigenvalues in $\lambda(XA + C) + f(Af(X) + B)$ obtained for free. The Newton’s method for the solution of the $f$-Riccati equation leads to the iterative process.

$$\Delta X_{k+1}(Af(X_k) + B) + (X_k + C)f(\Delta X_{k+1}) = -R(X_k), \quad \Delta X_{k+1} := X_{k+1} - X_k,$$

then the Sylvester-like matrix equation (1) need to be solved in each iteration.
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