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Abstract: Though deep neural networks perform challenging tasks excellently, they are susceptible to adversarial examples, which mislead classifiers by applying human-imperceptible perturbations on clean inputs. Under the query-free black-box scenario, adversarial examples are hard to transfer to unknown models, and several methods have been proposed with the low transferability. To settle such issue, we design a max-min framework inspired by input transformations, which are beneficial to both the adversarial attack and defense. Explicitly, we decrease loss values with inputs' affine transformations as a defense in the minimum procedure, and then increase loss values with the momentum iterative algorithm as an attack in the maximum procedure. To further promote transferability, we determine transformed values with the max-min theory. Extensive experiments on Imagenet demonstrate that our defense-guided transferable attacks achieve impressive increase on transferability. Experimentally, we show that our ASR of adversarial attack reaches to 58.38% on average, which outperforms the state-of-the-art method by 12.1% on the normally trained models and by 11.13% on the adversarially trained models. Additionally, we provide elucidative insights on the improvement of transferability, and our method is expected to be a benchmark for assessing the robustness of deep models.
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1. Introduction

Recently, Deep Neural Networks (DNNs) play an important role in various tasks, including image classification [1,2], object detection [3,4], speech recognition [5], autonomous vehicles [6]. However, advanced neural networks are exceedingly vulnerability to intentionally crafted images and output wrong labels, by applying additive human-imperceptible perturbations, namely, adversarial examples. It is necessary to study the algorithms of generating adversarial examples for DNNs-based safety-critical applications like healthcare. In addition, learning adversarial examples provides a new idea to investigate the robustness of different DNNs and improve the robustness [7-10].

Adversarial attacks have drawn an increasing attention, and various methods have been proposed to find adversarial examples. Generally, according to if attackers have access to the model information, adversarial attacks can be categorized into two kinds, white-box and black-box attacks. Under the white-box setting, attackers can obtain the internal knowledge of the target model, e.g., network structure and parameters. In this setting, there are two types of attacks roughly, i.e., optimization-based [11,12] and gradient-based attacks [7, 13, 14, 15], and gradient-based attacks can compute gradient with one-step [13,14] and multi-step methods [7,15]. In the black-box manner, attackers have no access to target models directly, which meets real-world applications in practice. Considering whether attackers require to query target models, query-based and query-free attacks are proposed. By feeding images into target models and yielding probabilities or labels, attackers analyze probabilities or labels after querying, corresponding to score-based or boundary-based attacks, respectively. In essence, score-based attacks require large number of queries to obtain probabilities, which are employed to estimate gradients [16-18] and train surrogate models. Boundary-based attacks merely obtain hard-labels [19-21] with extremely limited information, thus need tremendous queries. They generate adversarial examples first, then shrink perturbations to approach decision boundary as soon as possible and remain adversarial simultaneously in hard way. Query-free attacks are more challenging but fit real-world systems. Such attacks mainly depend on an intriguing phenomenon of adversarial examples, namely, transferability, that is, adversarial examples generated by one model also keep adversarial property for other models. And we call such attacks as transfer-based attacks [22-24]. As shown in the experiment analysis [25], transferability
derives from the similar decision boundary learned by various DNN models at a data point. From another viewpoint, the transferability helps to turn the black-box into white-box attack, and lessens the difficulty of attacks in the hard black-box manner. Recently, researchers also pay close attention to transfer-based black-box attack algorithms. The transferability is to adversarial examples what the generalizability is to models. By adopting such metaview, Dong et al. [22] extended momentum-based iterative attacks with momentum to boost adversarial examples’ transferability (MIM), which is beneficial to escape from local maximum. Xie et al. [23] put forward Diversity Input Method (DIM) motivated by a data augmentation strategy, e.g. random resizing and padding. Oppositely, Xie et al. [26] ever presented a defense method to mitigate adversarial effects through feeding transformed inputs into the target model, by taking advantage of unrobust characteristic of transformed adversarial examples. They regarded models with the addition of transformations as a new model with two transformed layers, that is, resizing and padding. Transformation layers ahead of the source or target model contribute to adversarial attacks and defenses contemporaneously. In reality, diversity inputs attacks are arised from transformation-based defense. Analogously, as a classical defense method, adversarial training retrains models with clean inputs and adversarial examples, which is guided by adversarial attacks. Virtually, adversarial attacks and defenses help each other. Particularly, adversarial examples help to construct more robust models.

In this work, we focus on defense-guided transferable adversarial attacks, and consider how to further improve the transferability of adversarial examples. We propose a max-min framework, opposite to the min-max framework, and divide the process of generating adversarial examples into two parts, defense and attack. In the defense (minimum) procedure, new models are supposed to recognize adversarial examples with smaller loss values. Concretely, we select affine transformations like translation, scaling and rotation, and their ensembles. In the attack (maximum) procedure, we integrate our defense output into MIM at each iteration, which aims to maximize loss values as soon as possible. Taking another perspective, adversarial examples which are able to cheat multiple models are more likely to keep adversarial for other black-box models. Input transformations with random values increases model diversity and dynamically updates models, which can be regarded as model ensemble, too. Futhermore, ensemble transformations perform better than single transformation, due to considerable variety on models. Besides, we take advantage of the max-min framework to further confirm the value which we select leading to minimum loss at each iteration. Though our work is connected with DIM, yet they are diverse in several aspects: (1) we mainly concentrate on translation, scaling and rotation and their ensemble, while [23] focuses on the resizing and padding, (2) we integrate transformations with transverse ensemble whereas [23] incorporate these two transformations with the longitudinal ensemble. (3) we select transformed values with the max-min theory but [23] with random. In conclusion, we summary our contributions as follows.

1. We investigate transfer-based attacks and discover an interesting phenomenon that defense methods are also benificial to such attacks, named defense-guided transferable adversarial attacks.

2. Inspired by the above-mentioned finding, we propose a max-min framework to provide a guide to generate more transferable adversarial examples effectively, which divides the procedure into two steps, decreasing loss with affine transformations as a defense in the minimum procedure, and then increasing loss with the momentum iterative algorithm as an attack in the maximum procedure.

3. Besides, we perform extensive experiments to improve the transferability of adversarial examples based on our max-min framework, which select transformed values corresponding to minimum loss values, to lower the loss as soon as possible in the defense procedure. And our study demonstrates a powerful attack even against adversarial training.

2. Related Work

In this section, we review related works on adversarial attack and defense methods.
2.1. Attack Methods

In the black-box setting, attackers cannot acquire information of target models directly. Transfer-based attacks can turn challenging black-box attacks into white white-box attacks based on the transferability, where adversarial examples generated by a substitute model can fool an unknown model. In this study, we focus on gradient-based white-box attack methods to generate transferable adversarial examples.

**Fast Gradient Sign Method (FGSM).** FGSM [13] linearizes loss function and finds adversarial examples in the direction of increasing the loss with one-step update.

\[
x^{adv} = x + \epsilon \cdot \text{sign} \left( \nabla_x L \left( \theta; x, y^{true} \right) \right),
\]

(1)

**Basic Iterative Method (BIM).** [15] extends FGSM to an iteration, which effectively improves the Attack Success Rate (ASR). The equation is

\[
x^{adv}_0 = x,
\]

\[
x^{adv}_{k+1} = \text{Clip}_\epsilon \left( x^{adv}_k + \alpha \cdot \text{sign} \left( \nabla_x L \left( \theta; x^{adv}_k, y \right) \right) \right),
\]

(2)

Where \( \alpha \) is the step size and meets \( \alpha = \frac{\epsilon}{K} \), and \( K \) is the total iteration number, and \( \text{Clip}_\epsilon (\cdot) \) function requires adversarial examples within the \( \epsilon \)-ball of input images.

**Momentum Iterative Fast Gradient Sign Method (MIM).** MIM [22] integrates the momentum into BIM, in order to escape from poor local maxima and improve transferability. And the updated procedure can be expressed as

\[
g_{k+1} = \mu \cdot g_k + \frac{\nabla_x L \left( \theta; x^{adv}_k, y^{true} \right)}{\left\| \nabla_x L \left( \theta; x^{adv}_k, y^{true} \right) \right\|},
\]

\[
x^{adv}_{k+1} = \text{Clip}_\epsilon \left( x^{adv}_k + \alpha \cdot \text{sign} \left( g_{k+1} \right) \right),
\]

(3)

where \( g_k \) is the accumulated gradient at the \( k \)-th iteration, with the decay factor \( \mu \).

**Diversity Inputs Method (DIM).** Xie et al. [23] propose a diverse input pattern to optimize the loss by the random resizing and padding transformations, which is motivated by data augmentation [27]. When combined with momentum, DIM generates more transferable adversarial examples.

2.2. Defense Methods

Lots of defense methods have been raised against adversarial examples. There are two kinds of common defense methods, model modification [7,14,28,29] and inputs modification [26,30-32]. Among model modification methods, adversarial training is one of the most efficient defense methods experimentally [7], which augments training data with adversarial examples, and the model are formulated as the equation (4). Moreover, [14] proposed the ensemble adversarial training to improve the model robustness, with perturbations transferred from other models. Another category defense methods modifies inputs as a preprocessing technology, e.g. images denoising [32], images compression [31] and images transformation [26] by appending a transformed block before the target model. As a matter of fact, methods of inputs modification can be viewed as the model modification, which combine one layer with the old model as a new model.
\[
\min_{\theta} E_{\theta \rightarrow \gamma} \left[ \max_{x^{\text{adv}}} L(\theta; x^{\text{adv}}, y^{\text{true}}) \right].
\]

(4)

3. Methods

3.1. Motivation

**Diversity Inputs Defense.** Constructing robust DNNs to adversarial examples is a challenging issue. Xie et al. [26] took low-level image transformations into consideration, i.e., additional resizing and padding two layers ahead of intrinsic models, which may be beneficial to destroy adversarial examples’ structure. On the other hand, randomization in the inference procedure is hard for adversarial attacks. Thus, random resizing and padding are great transformations to enhance the capability against adversarial examples.

**Diversity Inputs Attack.** Although adversarial examples generated in the white-box setting can be misclassified by an unknown model as well, their transferability is limited. The reason is that adversarial examples are likely to overfit to the source model parameters and fall into the poor local maxima after several iterations. Conversely, the single-step attack [13] transfers better with the sacrifices of the large ASR in the white-box setting. It is difficult to alleviate the trade-off between the attack capacity of the white-box and black-box attacks. To solve this issue, Xie et al. [23] proposed diversity inputs with random resizing and padding as a data augmentation strategy.

**Diversity Inputs Defense and Attack.** As above mentioned, the input transformation like resizing and padding is not only valid for the defense, but also beneficial to the attack. In terms of diversity inputs defense method, [23] decreases loss values and largely drops ASR simultaneously. The reduction of loss is helpful for defense, by contrast, the growth of loss contributes to generating adversarial examples. In fact, diversity inputs attack profits from diversity inputs defense. As we can see, a class of such method is described as a max-min framework in formula (5), which is reverse to the min-max way of adversarial training.

\[
\max_{x^{\text{adv}}} E_{\theta \rightarrow \gamma} \left[ \min_{\theta} L(\theta; x^{\text{adv}}, y^{\text{true}}) \right],
\]

(5)

where the distribution \(\Gamma\) indicates the affine transformation sets including translation, scaling and rotation, which probably bring lower loss values through models. We call such methods as the defense-guided transferable adversarial attacks, based on our max-min framework.

3.2. Affine Transformation

Affine transformation is a linear mapping method that maintains both the collinearity relation between points and rates of distance along the line. In this paper, we apply a 2D affine transformation \(\Gamma(x,y)\), and the point-wise transformation is as follow.

\[
\begin{bmatrix}
  x' \\
  y' \\
  1
\end{bmatrix} = \Gamma \begin{bmatrix}
  x \\
  y \\
  1
\end{bmatrix} = \begin{bmatrix}
  a_{11} & a_{12} & a_{13} \\
  a_{21} & a_{22} & a_{23} \\
  0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
  x \\
  y \\
  1
\end{bmatrix}.
\]

(6)

Instances of affine transformation involve translation, scaling, rotation and so on. There are six parameters in formula (6), which determine various transformations.

**Translation.** Translating images is a vector adding method that moves the original points using symmetric shifting vertically and horizontally. In formula (7), \(t\) determines the displacement along
the $x$ and $t_y$ determines the displacement along the $y$. To simplify the transformation with fewer variables, we make the same $t_x$ and $t_y$.

$$\Gamma_t(x, y, t_x, t_y) = \begin{pmatrix} 1 & 0 & t_x \\ 0 & 1 & t_y \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix}. \quad (7)$$

**Scaling.** Image zooming is a linear map which involves the geometric scaling up or down of image size. In formula (8), $s$ specifies the scaling factor. Scaling is similar to resizing, but scaling is resizing the same size along the $x$ and $y$.

$$\Gamma_s(x, y, s) = \begin{pmatrix} s & 0 & 0 \\ 0 & s & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix}. \quad (8)$$

**Rotation.** Rotation performs a geometric transformation, which rotates a user-specified angle around a point of origin. And in formula (9), $\theta$ specifies the angle of rotation.

$$\Gamma_r(x, y, \theta) = \begin{pmatrix} \cos \theta & \sin \theta & 0 \\ -\sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix}. \quad (9)$$

3.3. **Multi-transformation**

We explore two multi-transformations, which are stronger than the single transformation. They are average and minimum ensembles, and both of them are based on our proposed max-min framework. The brief introductions of them are demonstrated below.

**Average.** The mean loss ensemble method takes the average loss of several different transformations as its loss, named AIM. In fact, other than the single transformation, the method of average adds the model diversity further.

**Minimum.** Based on the average method, our minimum loss method is aimed at the thought of max-min mentioned above. Instead of random magnitudes in the average ensemble, it provides decided value each transformation every iteration, corresponding to selecting the transformation magnitude with the minimum loss.

3.4. **Attack Algorithms**

In order to boost the transfer-based black-box attacks, we proposed defense-guided transferable adversarial attack methods, where our max-min framework works. And the pseudo-codes are summarized in Algorithm 1.

4. **Experiment**

In this section, we provide convictive experiment results to demonstrate validity of the proposed method. We first present experimental setup in Section 4.1. Then we explore the loss-reduction property of transformed adversarial examples in Section 4.2. Next, we report the attack results of single and multiple images transformations in Section 4.3 and 4.4, compared with baseline methods.
Algorithm 1 Defense-Guided Transferable Adversarial Attacks Algorithm

**Input:** A sample pair of a clean example and its ground-truth label \((x, y)\); a classifier \(f\) with its loss function \(J\).

**Input:** The maximum magnitude of perturbation \(\epsilon\), the number of iterations \(K\) and the average ensemble transformation \(A_F (x, y, \theta, s, t)\).

**Output:** An adversarial example \(x^{adv}\).

1: \(\alpha = \epsilon / K\);
2: \(g_0 = 0; x_0^{adv} = x; \theta_0 = 0; s_0 = 1; t_0 = 0\);
3: for \(k = 0\) to \(K - 1\) do
4: Input \(x_k^{adv}\) through the average ensemble transformation \(A_F (x, \theta_k, s_k, t_k)\) and obtain transformed \(x_k^*\);
5: Feed \(x_k^*\) into \(f\), and get the gradient of loss function \(\nabla_x J(x_k^*, y^{true})\);
6: Update \(g_{k+1}\) by \(g_{k+1} = \mu \cdot g_k + \frac{\nabla_x J(x_k^*, y^{true})}{\|\nabla_x J(x_k^*, y^{true})\|} \); 
7: Refresh the new adversarial example \(x_{k+1}^{adv} = x_k^* + \alpha \cdot \text{sign}(g_{k+1})\);
8: Renew the parameters of transformation as \(\theta_{k+1}, s_{k+1}, t_{k+1} = \text{argmin}_{\theta, s, t} J(A_F (x_{k+1}^{adv}, \theta_{k+1}, s_{k+1}, t_{k+1}), y^{true})\);
9: end for
10: return \(x^{adv} = x_{k-1}^{adv}\).

4.1. Setup

**Dataset.** We randomly select 1000 images belonging to 1000 categories from the ImageNet validation set [33], and all of them are correctly classified by our source models, since wrongly classified images are less meaningful to be studied on adversarial examples.

**Models.** We take six different models into consideration. They are three normally trained models, i.e., Inception-v3 [34], Inception-v4 and Inception-Resnet-v2 [35], and three are adversarially trained models, i.e., ens3-adv-Inception-v3, ens4-adv-Inception-v3 and ens-adv-Inception-Resnet-v2 [14]. In reality, aforesaid models with adversarial training strategy are hard to attack. For convenience, we called them Inc-v3, Inc-v4, IncRes-v2, Inc-v3ens3, Inc-v3ens4 and IncRes-v2ens, respectively.

**Attack Methods.** We adopt MIM and DIM as baseline attack methods, which are effective attacks with the high transferability. In our experiments, please note that DIM and our method combine with the momentum, since MIM is a useful and compatible tip.

**Implementation Details.** For the hyper-parameter settings, we set maximum perturbation as \(\epsilon = 16\) with pixel values in \([0, 255]\), the number of iterations as \(K = 10\) and the step size as \(\alpha = 1.6\). For MIM, we take the default decay factor as \(\mu = 1.0\). And as to DIM, we adopt the transformation probability \(p = 0.5\). For detailed informations of our affine transformations, inputs can be randomly rotated angles \(\theta\), with \(\theta\) in \([-18, 18]\), scaled ratio \(s\), with \(s\) in \([0.9, 1.1]\), and translated step \(t\), with \(t\) in \([-15, 15]\). Our configuration settings are rational, since they largely influence adversarial examples, yet have a few effects on clean examples.

4.2. Loss-Reduction Property of Transformed Adversarial Examples

To validate the loss-reduction property of transformed adversarial examples, we generate 1000 adversarial examples with BIM, MIM and DIM attack methods, and transform them with translation,
scaling and rotation, respectively. Then we feed them into the source model, Inc-v3, and then obtain the average loss over 1000 images.

![Figure 1](image1.png)

**Figure 1.** The curves of average loss with translation, scaling and rotation on Inc-v3.

As shown in Figure 1, when the rotation angle equals to 0, images don’t rotate at all, as well as the scale size and translate step. And in such situation, the loss of DIM is the lowest, and that of MIM is also lower than BIM’s, which illustrates the validity of the transformation. In addition, we can easily discover that non-transformed adversarial examples reach a maximum loss value, which confirms the defense effectiveness of diversity inputs. On the other hand, we observe that the curve of BIM drops a lot due to its adversarial examples falling into local maximum without optimization. However, the loss curve of DIM changes slowly, since DIM has experienced the input transformation before and it is insensitive to the following transformation. Besides, we find that the curves of scaling and translation are not symmetrical, which indicates the direction of such transformations also influence the loss. Another phenomenon is the unsmoothed translation curve, which may be that the loss value is impresisible to the translation step.

4.3. Single-transformation Attack

In this section, we study the ASR of transfer-based black-box attacks, and perform adversarial attacks with single transformations first. Adversarial examples are crafted by Inc-v3, Inc-v4 and IncRes-v2, which is useful to attack six models, including defensive adversarial traning models. Single image transformations with translation, scaling and rotation are abbreviated as TIM, SIM and RIM. In addition, we compare the transferability with baseline attacks, i.e., MIM and DIM.

We randomly choose an image from the ImageNet validation set and its ground-truth is ‘castle’. Generally, attention maps of images indicate what the target models centralize. We utilize Grad-CAM++ to find the interesting regions related to labels. And the red the more, the region more important. In Figure 2, all adversarial examepls crafted by Inc-v3 are misclassified by IncRes-v2, and their labels are displayed at the bottom of attention maps. Different adversarial examples focus on different interests, and the central distances of salient regions also influence the labels. Adversarial examples crafted by MIM, DIM and SIM are predicted as ‘Mosque’, and their attention maps are close to that of the clean image. Obviously, salient regions of TIM and RIM move away, and they be classified as ‘church’ and ‘theater curtain’, respectively. On the other hand, the methods of DIM and SIM are similar, leading to the similar salient maps.
**Figure 2.** We visualize five adversarial examples and their attention maps. Row 1: demonstration of an original image and its adversarial examples crafted for Inc-v3 with five adversarial attacks, i.e., MIM, DIM, TIM, SIM and RIM. Row 2: We visualize the attention maps in Inception Resnet v2 with Grad-CAM++ [36], and display labels of images.

**Table 1.** The attack success rate (%) of adversarial attacks against six models, which are generated by MIM, DIM, TIM, SIM and RIM. The sign ‘*’ indicates the white-box attack.

| Model       | Attack | Inc-v3 | Inc-v4 | IncRes-v2 | Inc-v3\text{3\text{3\textsubscript{m}}} | Inc-v3\text{3\textsubscript{m4}} | IncRes-v2\text{3\textsubscript{m}} |
|-------------|--------|--------|--------|-----------|--------------------------------|--------------------------------|-------------------------------|
| Inc-v3      | MIM    | 100'   | 51.9   | 51.4      | 17.5                              | 14.5                              | 9.1                           |
|             | DIM    | 99.5'  | 74.5   | 71.3      | 36.3                              | 32.3                              | 19.7                          |
|             | TIM    | 98.8'  | 75.6   | 70.7      | 26.0                              | 25.0                              | 13.0                          |
|             | SIM    | 98.7'  | 75.0   | 72.8      | 35.8                              | 33.0                              | 19.1                          |
|             | RIM    | 98.3'  | 79.8   | 76.0      | 37.1                              | 33.7                              | 20.8                          |
| Inc-v4      | MIM    | 60.14  | 99.6'  | 51.2      | 18.6                              | 15.5                              | 8.8                           |
|             | DIM    | 77.2   | 99.0'  | 70.3      | 31.3                              | 28.2                              | 16.4                          |
|             | TIM    | 75.3   | 97.8'  | 69.1      | 23.2                              | 20.0                              | 13.6                          |
|             | SIM    | 77.3   | 97.5'  | 71.3      | 30.8                              | 27.6                              | 16.6                          |
|             | RIM    | 78.6   | 96.8'  | 73.7      | 33.8                              | 29.5                              | 18.2                          |
| IncRes-v2   | MIM    | 63.1   | 55.1   | 98.2'     | 21.4                              | 17.8                              | 12.9                          |
|             | DIM    | 73.5   | 72.4   | 95.6'     | 39.3                              | 33.4                              | 26.8                          |
|             | TIM    | 74.4   | 70.5   | 93.7'     | 29.4                              | 27.5                              | 18.0                          |
|             | SIM    | 73.7   | 72.4   | 94.5'     | 38.2                              | 34.3                              | 25.4                          |
|             | RIM    | 75.7   | 75.5   | 91.9'     | 41.5                              | 35.6                              | 28.5                          |

We observe the transferability of gradient-based attacks, and report the ASR of non-targeted adversarial examples in Table 1. Results in bold refer to the highest ASR for the current target-model. In the black-box setting, the attack dependent on the translation demonstrate transferability between MIM and DIM. The scaling transformation attack performs the nearly ASR to DIM, due to the similar transformation. Furthermore, our black-box attack based on the rotation performs best overall and outperforms DIM 3.35% on normally trained models and 1.67% on adversarially trained models. Although the results affirm the validity of our proposed methods, to some extent, the performance of adversarially trained models is supposed to be improved farther and we will focus on the stronger black-box attack method, like the multi-transformation attack.

**4.4. Multi-transformation Attack**

In this study, we discuss two types of multi-transformation attack. As described in Section 3.3, the transformation with or without an explicit value corresponding to AIM-n or Max-min-n, respectively, where n represents the number of transformations. Although AIM-n with random values performs well, Max-min-n with specific values demonstrates better in transferability.
In Table 2, we report the ASR results of AIM-2 and AIM-3. For simplification, we regard attack methods with scaling, translation and rotation as S, T and R, respectively, and call scaling plus rotation as S+R. Intuitively, the method of AIM-2 is approximate 5.83% higher than single-transformation attacks in transferability. And AIM-2 with rotation plus scale (R+S) generates the most transferable adversarial examples among AIM-2. In addition, T+S+R consistently outperforms all AIM-2 attacks by a large margin under the black-box setting. For examples, when adversarial examples are crafted for Inc-v4, AIM-3 has ASR of 81.1% on IncRes-v2 and 23.4% on IncRes-v2\textsubscript{ens}, while strong AIM-2 with S+R only gets the corresponding ASR of 78.5% and 22.6%. AIM-3 improves ASR on normally training models effectively, which demonstrates the availability of max-min framework credibly, which outperforms the baseline attacks by 10.22% on the normally trained models. And compared with DIM, the black-box ASR of adversarially trained models boosts by 8.57%.

| Model   | Attack | Inc-v3 | Inc-v4 | IncRes-v2 | Inc-v3\textsubscript{ens} | Inc-v3\textsubscript{ens4} | IncRes-v2\textsubscript{ens} |
|---------|--------|--------|--------|----------|-----------------|-----------------|-----------------|
| Inc-v3  | T+S    | 99*    | 81     | 78.8     | 36.6            | 34.6            | 18.2            |
|         | T+R    | 99.1*  | 82.3   | 80.4     | 39.1            | 35.9            | 22.1            |
|         | S+R    | 98.9*  | 82.6   | 80.8     | 43.3            | 40.3            | 25.1            |
|         | T+S+R  | 99.6*  | 86.1   | 83.5     | 44              | 41.9            | 26.6            |
| Inc-v4  | T+S    | 81.2   | 98.5*  | 76.8     | 31.6            | 29.0            | 18.1            |
|         | T+R    | 83.4   | 98.4*  | 77.3     | 35.4            | 31              | 18.8            |
|         | S+R    | 83.6   | 98.5*  | 78.5     | 37.1            | 32.6            | 22.6            |
|         | T+S+R  | 85.4   | 98.9*  | 81.1     | 40              | 34.6            | 23.4            |
| IncRes-v2 | T+S         | 78.0   | 75.1   | 95.8*    | 40.5            | 36.5            | 26.9            |
|         | T+R    | 80.3   | 80.6   | 93.9*    | 44.1            | 39.4            | 28.7            |
|         | S+R    | 81.4   | 80.8   | 93.8*    | 49.5            | 42.9            | 32.3            |
|         | T+S+R  | 82.5   | 81.9   | 95.6*    | 51.6            | 44.3            | 34.4            |

In this subsection, we extend our AIM-n to the Max-min-n, which generate strong adversarial examples against five black-box models. In Table 3, three types of Max-min-2 perform better than that of AIM-2, and among them, Max-min-2 with S+R transfers at the highest ASR, enstablishing strong black-box attacks. It can be observed that Max-min-3 significantly outperforms all other attacks. For example, by attacking the IncRes-v2 model, the generated adversarial examples can fool challenging adversarially trained models like Inc-v3\textsubscript{ens}, Inc-v3\textsubscript{ens4} and IncRes-v2\textsubscript{ens} with the 53.2%, 46.5% and 36.6% ASR, respectively, and they are better than AIM-3 corresponding to the 51.6%, 44.3% and 34.4% ASR and DIM corresponding to the 39.3%, 33.4% and 26.8% ASR. And Max-min-3 consistently outstrips

| Model  | Attack       | Inc-v3 | Inc-v4 | IncRes-v2 | Inc-v3\textsubscript{ens} | Inc-v3\textsubscript{ens4} | IncRes-v2\textsubscript{ens} |
|--------|--------------|--------|--------|----------|-----------------|-----------------|-----------------|
| Inc-v3 | T+S+Max-min  | 99.1*  | 82     | 79.9     | 37.6            | 35.7            | 19.8            |
|         | T+R+Max-min  | 99*    | 83.8   | 81.7     | 41.5            | 37.7            | 22.5            |
|         | S+R+Max-min  | 98.5*  | 85.6   | 83.5     | 45.5            | 44.6            | 25.6            |
|         | T+S+R+Max-min| 99.2*  | 88     | 85.9     | 46.9            | 43.4            | 27.5            |
| Inc-v4 | T+S+Max-min  | 82.1   | 97.7*  | 77.7     | 34              | 29.5            | 18.7            |
|         | T+R+Max-min  | 82.2   | 96.9*  | 79.8     | 37.4            | 32              | 19.9            |
|         | S+R+Max-min  | 82.5   | 96.8*  | 80.2     | 41.8            | 36.4            | 25              |
|         | T+S+R+Max-min| 86.6   | 97.8*  | 82.6     | 43.8            | 38.5            | 27.5            |
| IncRes-v2 | T+S+Max-min  | 79.9   | 78.3   | 92.8*    | 41.7            | 38.1            | 28.3            |
|         | T+R+Max-min  | 81.7   | 81.6   | 92.1*    | 46.1            | 41.2            | 29.8            |
|         | S+R+Max-min  | 82.9   | 81.9   | 91.6*    | 51.0            | 44.9            | 33.7            |
|         | T+S+R+Max-min| 85.1   | 83.6   | 92.9*    | 53.2            | 46.5            | 36.6            |
the baseline attack, DIM. Our Max-min-3 scheme is empirically validated to be suitable for transfer-based adversarial attack in the black-box manner.

![Adversarial Examples](image)

**Figure 3.** We visualize eight adversarial examples, with AIM-n and Max-min-n, and their attention maps. (a): demonstration of adversarial examples crafted for Inc-v3 with four average transformed attacks with AIM-n, i.e., T+S, T+R, S+R, T+S+R. Row 2 presents their attention maps of IncRes-v2 with Grad-CAM++, and display labels and probabilities of above images to show transferability of adversarial examples. (b): similar to (a), exhibition of adversarial examples crafted for Inc-v3 with four average transformed attacks with Max-min-n, i.e., T+S Max-min, T+R Max-min, S+R Max-min, T+S+R Max-min.

In Figure 3, adversarial examples, with AIM-n and Max-min-n, and their attention maps with Grad-Cam++ are demonstrated on (a) and (b), respectively. Intuitively, compared with the single transformation, attention maps of adversarial examples with AIM-n are more inclined to stay away from that of the original image, which are more likely to be transferable adversarial examples. From the view of concentricity, adversarial examples with our Max-min-n attack are characteristic, that is, attention maps of Max-min-n attacks are more centralized, which is beneficial to learn transferable adversarial examples.

### 5. Conclusions

In this paper, we propose a defense-guided transferable attack with our max-min framework, which conducts adversarial examples with a great transferability under the query-free black-box setting. Specifically, we are supposed to adopt the defense strategy to minimum loss values and attack methodology to maximum loss values orderly. In the defense procedure, affine transformations are taken ahead of initial models to build new models, which can be regarded as a method to enhance the model diversity as well. In the attack procedure, we apply iterative attacks
with momentum to generate adversarial examples. In addition, we can utilize the max-min theory to restrain transformed values corresponding to minimum loss other than random, which also helps to facilitate transferability, e.g. DIM. The extensive experiments demonstrate the effectiveness of our proposed max-min framework and further promote the transferability of adversarial examples. Experimentally, we show that our best black-box attack fools normally trained models at an 85.3% attack success rate and adversarially trained models at a 40.43% attack success rate on average, respectively. We expect that our max-min framework can guide to craft more transferable adversarial examples, enlighten more adversarial attack algorithms and be expected as a strong benchmark to assess the robustness models and defense mechanism.
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