Quantification of nanoparticle concentration in colloidal suspensions by a non-destructive optical method
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Abstract

The estimation of nanoparticle number concentration in colloidal suspensions is a prerequisite in many procedures, and in particular in multi-stage, low-yield reactions. Here, we describe a rapid, non-destructive method based on optical extinction and dynamic light scattering (DLS), which combines measurements using common bench-top instrumentation with a numerical algorithm to calculate the particle size distribution (PSD) and concentration. These quantities were derived from Mie theory applied to measurements of the optical extinction spectrum of homogeneous, non-absorbing nanoparticles, and the relative PSD of a colloidal suspension. The work presents an approach to account for PSDs achieved by DLS which, due to the underlying model, may not be representative of the true sample PSD. The presented approach estimates the absolute particle number concentration of samples with mono-, bi-modal and broad size distributions with <50% precision. This provides a convenient and practical solution for number concentration estimation required during many applications of colloidal nanomaterials.
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Introduction

The number concentration of nanoparticles in colloidal dispersions is an important metric for a broad spectrum of studies in nanotechnology and nanomedicine [1–8]. For example, in in-vitro and in-vivo toxicity tests, the particle concentration is of critical importance to determine the maximum cellular dose [9–11]. Accurate measurement of the number concentration of nanoparticles—that is, particles in the size range from approximately 1 to 100 nm—is a particular challenge. In contrast to parameters such as particle size and size distribution, there are currently no certified reference materials, reference methods or dedicated techniques for measuring nanoparticle number concentration [8].

Historically, optical particle counting (OPC) has been applied to determine the particle number concentration by counting the number of particles contained in a known volume of suspension [12, 13]. However, OPC cannot be
used reliably to detect nanoparticles due to the diffraction-limited optical resolution in direct imaging OPC systems, and/or due to insufficient signal-to-noise ratios for individual particles, especially for particle sizes below ~300 nm in obscuration-based or ~50 nm in scattering-based OPC systems [14]. Transmission electron microscopy (TEM) is a powerful technique for the characterisation of nanoscale objects [15, 16], however, the determination of particle number concentration by this method is time-consuming and not suitable for rapid, routine measurement of samples in situ [16]. Gravimetric methods are regarded as the simplest technique to estimate the nanoparticle mass concentration [8]. In this method, the number of nanoparticles in colloidal suspension can be estimated by measuring the total mass of nanoparticles, and given knowledge about the average particle composition, size and geometry, to calculate the mass of a single particle. However, the mass balance detection limit determines the minimum detectable concentration and represents a challenge for practical concentrations used in many chemistry and biochemistry procedures.

Particle sizing techniques that rely on the interaction between particles and light, for example, dynamic light scattering (DLS) or differential centrifugal sedimentation, typically report particle size distribution (PSD) data, as a function of the measured intensity of the normalised scattered light for a particular size range [17–20]. By making assumptions about the particle geometry and applying Mie theory [21], it is possible to convert these measured intensity-based distributions into particle volume- or number-based distributions. This measurement can, in principle, be integrated to yield the particle concentration, provided the volume of the sample interacting with the laser beam, and the optical properties of the particles and suspension medium are known, although measurement artefacts such as stray light reflections from the cuvette walls make this difficult if achievable at all.

A range of emerging single-particle measurement techniques, such as particle tracking analysis [22, 23], tuneable resistive pulse sensing [24, 25], resonant mass measurement [26], and single particle inductively-coupled plasma mass spectrometry [27] also offer the possibility to measure particle number concentration based on the number of particles detected per unit volume of suspension. However, those techniques are not yet in common laboratory use, and, there are still challenges measuring particles below ~50 nm in diameter with these methods.

For a long time, it has been expected that the particle number concentration in colloidal suspension could be determined by measuring the optical extinction spectrum. In the simplest case of a monomodal PSD, and assuming the single-scattering regime which may be realised in dilute suspensions of non-absorbing colloidal particles, the absolute concentration can be theoretically determined by measuring the optical extinction coefficient, $\varepsilon_s$, defined by the following expression:

$$
\varepsilon_s = -\log(I_r/I_i),
$$

where $I_i$ and $I_r$ are the irradiances of incident, and transmitted light through the sample respectively. The number of photons incident on the sample is assumed to be reduced on passing through the sample by the scattering process alone. In this case, the number concentration, $C_s$ (number of particles per unit volume), is related to the optical extinction coefficient by

$$
\varepsilon_s \cong C_s \sigma_i L / \ln(10),
$$

where $L$ is the optical path length through the cuvette and $\sigma_i$ is the scattering cross-section. The measurement of $\varepsilon_s$ at a chosen wavelength, $[\varepsilon_s(\lambda)]$, is straightforward using a spectrophotometer. For homogeneous spherical particles, the scattering cross-section, $\sigma_i(\bar{d}, \lambda)$, can be obtained, for example, by using one of the online Mie scattering calculators (such as http://omlc.org/calc/mie_calc.html) and by specifying the mean particle diameter, $\bar{d}$, wavelength and relative refractive index. The relative refractive index is defined as $m = m(\lambda) = n_p(\lambda)/n_s(\lambda)$, where $n_p(\lambda)$ and $n_s(\lambda)$ denote the (wavelength-dependent) refractive indices of the particles and the suspension medium, respectively. Bulk refractive index values of a wide range of materials are available from internet resources (such as https://refractiveindex.info). Equation (2) is then applied to calculate the particle number concentration. If $\bar{d}$ is not known, the full optical extinction spectrum is used to infer $\bar{d}$ by fitting the simulated extinction coefficient as a function of $\lambda$ to the measured one $[\varepsilon_s(\bar{d}, \lambda)]$ by varying $\bar{d}$. More sophisticated inverse scattering algorithms have been developed to determine the PSD and $C_s$ for arbitrary PSDs [28]. These algorithms, however, require constraints based on educated guesses, and, in general, are sensitive to both measurement accuracy and measurement artefacts. It is commonly accepted that an additional measurement is needed to supplement the optical extinction spectrum to reduce the complexity and improve the accuracy of quantification of $C_s$.

In this work, we propose a simple, rapid and non-destructive method for which we coined the name EXDLS, to estimate the nanoparticle number concentration in a suspension of homogeneous, spherical nanoparticles based on the measurement of optical extinction using a standard spectrophotometer and the measurement of the PSD. These data are processed by a MATLAB program described below. In order to measure the PSD, we use DLS in this work, but, in principle, any method can be used. Spectrophotometry and DLS are widely available in many laboratories, and routinely used for the characterisation of nanoparticles. The concentrations deduced from these measurements using our theoretical modelling are compared to the nominal concentrations (based on manufacturer specifications) as well as the concentrations determined from TEM measurements and thermo-gravimetric analysis (TGA). We present the evaluation of systematic errors attributed to the DLS measurements and establish that absolute number concentration can be quantified within 50% error margins for monomodal, bimodal and broad PSD colloidal samples, whereas the relative $C_s$, useful for determining the dilution ratio, can be quantified with 5% accuracy. We believe that our results can guide planning of many nanotechnology and biochemistry procedures.

**Materials and methods**

Polystyrene latex (PSL) spheres of nominal size 20, 50, 90 and 200 nm (certified diameters: 20 ± 2 nm, 46 ± 2 nm,
92 ± 3 nm and 203 ± 5 nm; traceable to the SI unit of length as realised at the National Institute of Standards and Technology, USA) were purchased from Thermo Fisher Scientific (Australia). Silica nanoparticles (concentration, 1% by weight, certified intensity-weighted harmonic mean diameter 19 ± 0.6 nm) (ERM FD100, JRC IRMM) and nanoruby (synthesised in house according to the reported protocol [29]) were used for comparative studies. Low-volume (3.0 ml) polystyrene cuvettes were used for all measurements.

To validate the proposed theoretical model, reference PSL spheres with known concentrations were used. To begin with, we investigated PSDs and concentrations of monomodal samples. The as-received samples (stock concentration of 1% weight/weight) were diluted 60 times with deionised (DI) water (MilliQ, 0.22 μm final filter DI water, 18.2 MΩ cm). To quantify the number concentration of colloidal samples featuring bimodal distributions, several samples were prepared by mixing the monomodal PSL samples in different ratios, as well as unique initial dilution amounts, as specified in table 1 below.

The extinction spectrum for each sample was measured using an ultraviolet–visible–infrared spectrophotometer (Cary-5000, Agilent) for wavelengths ranging from 400 to 800 nm. The lower wavelength limit was chosen as 400 nm due to the use of disposable polystyrene cuvettes, which are known to absorb at shorter wavelengths. Zero and baseline corrections were carried out before each measurement to obtain the extinction spectra of the nanoparticles alone.

The DLS measurements of the relative distributions of the hydrodynamic diameter of the samples were carried out using a Zetasizer Nano ZS (Malvern Instruments, UK) equipped with a HeNe laser with λ = 633 nm. The instrument operates by detecting the backscattered laser light and recording its intensity fluctuations as a function of time. The autocorrelation analysis of the recorded signal yields the light intensity-based PSD which, by applying Mie theory, can be transformed into volume or number-based PSDs. In addition, we used a recently developed ‘protein analysis algorithm’ within the Zetasizer user interface to refine the PSDs to produce more accurate evaluations of modal diameters with a narrower PSD width, thus making it possible to resolve peaks in the bimodal distribution samples which could not be resolved by the default ‘general purpose’ algorithm. The PSDs derived from DLS analysis may not represent the true size distribution. This is because the scattering intensity increases rapidly with increasing particle size, causing the PSDs to be heavily weighted towards any larger particles that may be present in a sample [30]. This weighting [31] towards larger particles was also observed in our measurements where the smaller modes of the bimodal PSDs could not be resolved.

Both TGA and TEM were used to estimate the particle number concentrations in the cases of silica, whereas TEM alone was used for benchmarking the estimated number concentration of the colloidal ruby sample. A PerkinElmer STA6000 Thermogravimetric Analyser was employed for TGA measurements. The performance of the balance in the TGA instrument was verified using a Mettler Toledo XS204 analytical balance. The TGA was operated by separating the solid content of a colloidal sample from solvents and labile fractions associated with solids, which were vapourised during heating. The colloidal silica reference material ERM FD100 (JRC IRMM), well characterised in terms of its hydrodynamic diameter (Dh) [32], was chosen for the method validation. It was particularly suitable for TGA analysis because the high silica melting point (1710°C) allowed high temperature analysis, leading to more thorough separation of the solid fraction of the colloidal sample from volatile components. The temperature of the internal environment (including the crucible) was brought to room temperature (20°C) before inserting 15 μl of the colloidal silica. The heating program involved heating a crucible to 200°C before cooling back to 20°C. The mass of the sample was monitored throughout the heating and cooling cycle. The number of silica nanoparticles was determined using the following equation:

\[ N = \frac{M_{\text{total}}}{\sum p_n M_n} \]  

where \( N \) is the number of particles present, \( M_{\text{total}} \) is the total mass of particles, \( p_n \) is the fraction of particles in the sample of diameter bin \( n \) and \( M_n \) is the average mass of the diameter bin \( n \). The concentration is calculated by dividing the number of particles by the initial volume of the sample placed into the TGA crucible (15 μl in this case).

For cross-validation of our method for a broad size distribution we used a sample of nanoruby colloids and determined the effective concentration via particle counting from TEM images. The TEM images were taken using a PHILIPS CM10 system with an accelerating voltage of 100 kV. The sample was prepared by depositing a 0.3 μl droplet of the diluted nanoruby colloidal sample onto a 300-mesh copper grid, ensuring an entire droplet was contained on the grid, and left to dry. The dried nanoparticles were found predominantly localised in the droplet rim. By identifying and counting the number of nanoruby particles present in the rim fragment, the number of particles contained within the ring of the sample and hence the concentration of colloidal nanoruby particles was extrapolated.

| Sample | Diameter (nm) | Volume of PSL sample (μl) | Ratio of PSL suspension volumes | Volume of diluent water (μl) |
|--------|--------------|--------------------------|-------------------------------|-----------------------------|
| 1      | 20 ± 2       | 300                      | 5:1                           | 2640                        |
| 2      | 46 ± 2       | 60                       | 5:1                           | 2640                        |
| 3      | 46 ± 2       | 92 ± 3                   | 60                            | 2500                        |

Table 1. Bimodal PSD polystyrene samples prepared by mixing two monomodal samples.
Theoretical modelling and data processing

The developed numerical algorithm for quantification of the number concentration of particles in colloids, $C_s$, is illustrated in figure 1. Two measurements were carried out: the DLS measurement yielded the light intensity-based PSD, $f(d)$ of the particle diameter, $d$, sampled in bins (logarithmically spaced), while the $\varepsilon_r(\lambda)$ spectrum was acquired using a spectrophotometer. An example of such measurements is shown in figure 2. In the case of the monomodal PSD samples (figure 1(a)), the modal diameter $d_0 \approx \bar{d}$ was read out from the peak of PSD of scattered light intensity. The value of $\bar{d}$ was used to construct a new PSD, termed gamma-distribution, based on the Drude model as given in [33] (theoretical

Figure 1. Schematic diagrams of algorithms for processing optical extinction spectra, $\varepsilon_r(\lambda)$ and PSD by intensity, $f(d)$ to obtain the number concentration, $C_s$ in case of log-normal (a) monomodal and (b) bimodal PSD colloidal samples.

Figure 2. Concentration measurement of monomodal PSL 90 nm sample using EXDLS method. (a) Extinction coefficient as a function of wavelength; red line and dotted line graph show their corresponding fitting in extinction and particle size. Inset, the normalised value of the calculated concentration estimated using EXDLS method versus as-prepared number concentration and for different dilution of monomodal PSL 90 nm nanoparticles. (b) Intensity-weighted PSD obtained from DLS.
distribution, figure 1(a):
\[
f_{\mu}(d) = A \times \left( \frac{d}{d_0} \right)^\mu \exp \left[ -\mu \left( \frac{d}{d_0} \right) \right].
\] (4)

Here, \( \mu \) is related to the full-width of half maximum, \( \Delta d \) of the new PSD in the following way: \( \mu = 6.15 \left( \frac{d_0}{\Delta d} \right)^2 \). \( A \) is a normalisation coefficient obtained by integrating the PSD over all size bins:
\[
\sum_d f_{\mu}(d) = 1.
\] (5)

This model was introduced in seminal works on inverse scattering problems [34] and was/is broadly acceptable [35, 36]. It captures colloidal and aerosol PSDs more faithfully, commonly featuring an extended tail towards the large sizes, although there is always a possibility that particle distributions may have other shapes. The authors’ own experience also supports the choice of equation (4) as an adequate approximation of true PSDs [37].

Multiplying both sides of equation (5) with \( C_f \), we obtain the particle number concentration, expressed as a sum of size fractions \( C_f f \). A theoretical prediction of \( \varepsilon_{\text{th}}(\lambda) \) is given by:
\[
\varepsilon_{\text{th}}(\lambda) = C_f \sum_d \sigma(\lambda, d) f_{\mu}(d),
\] (6)

with \( \sigma(\lambda, d) \) calculated using Mie theory incorporated in Matzer’s Matlab subroutine (http://omlc.ogi.edu/software/mie/). The subroutine requires tabulated values of the refractive indices of the medium (water in our case) and particle bulk material. These are readily available, for example from the open internet databases [38]. Fitting of \( \varepsilon_{\text{th}}(\lambda) \) to the measured \( \varepsilon(\lambda) \) by varying \( \mu \) makes it possible to reconstruct \( f \) from the measured value of \( \mathcal{Z} \) and fitted value of \( \mu \) (fitted distribution, figure 1(a)) and to remove a constant background in \( \varepsilon(\lambda) \). Finally, the \( C_f \) is calculated using equation (6).

The calculation of \( C_f \) in the case of bimodal PSD is schematically explained in figure 1(b). This case is particularly important in many nanotechnology procedures, with most colloidal samples prone to aggregation manifested by the emergence of the second peak in PSD obtained by DLS and the appearance of larger sized peaks in the PSD. As in the case of monomodal PSDs, the algorithm relies on two measurements of \( f(d) \) and \( \varepsilon_d(\lambda) \), with the measurement examples presented in figure 3. In this case, two modal diameters \( d_1 \) and \( d_2 \) are determined from the modal value of the intensity peaks in the PSD and used as input parameters for the construction of a new PSD, \( f_{\mu}(d) \):
\[
f_{d}(d) = A_1 \times \left( \frac{d}{d_0} \right)^\mu \exp \left[ -\mu \left( \frac{d}{d_0} \right) \right]
+ A_2 \times \left( \frac{d}{d_1} \right)^\mu \exp \left[ -\mu \left( \frac{d}{d_1} \right) \right]
\] (7)

with the same normalisation condition as given in equation (5). In order to determine the weighting coefficients for each term in equation (7), we recalculated the PSD of scattered light intensity to PSD of nanoparticle numbers, by reading out the values of \( f(d) \) at \( d_1 \) and \( d_2 \). The number-weighted PSD was calculated by using Mie theory at the fixed wavelength at which the DLS system operated. In the case of the Zetasizer Nano ZS, the calculation of PSD by number is built into the proprietary software. An additional complication arose from the logarithmically spaced hardware correlator. This led to the size bin growing proportionally to the size values, and hence required an additional correction. For example, the second term in equation (7) was multiplied by a factor of \( d_1/d_2 \). The fitting procedure was carried out using an algorithm, as described in the case of monomodal PSDs.

**Results**

**Monomodal PSD samples**

This method was first applied to estimate the number concentration of PSL particles with a nominal size of 90 nm and nominal stock concentration of 1% weight/weight. This stock was diluted 60 times (final concentration: \( 3.5 \times 10^{11} \) particles ml\(^{-1} \)). The acquired PSD and extinction coefficient of this sample are shown in figures 2(a) and (b). The estimated particle number concentration was determined to be \( 2.5 \times 10^{11} \) particles ml\(^{-1} \), as compared with the value of \( 3.5 \times 10^{11} \) particles ml\(^{-1} \) calculated from the manufacturer’s nominal mass fraction. The same sample was used to test the EXDLS method of the quantification of absolute \( C_f \) and relative accuracy in case of several sample dilution ratios. The acquired extinction spectra and PSD by intensity and their fitting are presented in figure 2; the resultant \( C_f \), normalised to the as-prepared \( C_f \) and benchmarked against the normalised as-prepared \( C_f \), is presented in figure 4, together with other sample values. An inset of figure 2(a) shows a plot of the normalised values of the EXDLS number concentrations versus as-prepared concentrations of a monomodal sample for three different dilutions (diluted sequentially in 2:1 ratio). From the parameters of the linear fit (goodness \( R^2 = 0.99 \), slope fit of 0.95), we estimated the error of the dilution measurement to be less than 5%. Note that this systematic error was due to the large value of \( \varepsilon_d \) reaching 1, where the onset of the multiple-scattering regime is expected. This measurement set an empirical boundary between the multiple and single-scattering regimes, leading to the requirement that the tested sample dilutions must have \( \varepsilon_d < 1 \).

**Bimodal PSD samples**

In order to test the applicability of the developed EXDLS method to samples with more complex PSDs, we prepared bimodal PSD samples by mixing two monomodal PSL samples in ratios presented in table 1. The dilutions were verified by checking the count rate during the DLS measurement set-up sequence. The results of the DLS measurements are shown in figure 3 (right panel; data, histogram and black squares; fitting, black solid line). The extinction measurements were carried out and recorded as shown in figure 3 (left panel; data, black dashed line; fitting, red solid line).

We compared our results for both monomodal and bimodal samples to the nominal concentrations determined
from the mass fraction specified by the manufacturer. This nominal value is represented by the horizontal dashed line in figure 4. The calculated number concentrations were normalised against the nominal concentrations for all samples for ease of comparison. Black circles at the base of figure 4 represent the relative size difference between polystyrene spheres presented in each sample.

The concentrations obtained by our EXDLS method as compared with the nominal concentrations gave a good estimate of the particle number concentration within an error margin of 50%. This error was systematic producing an underestimation of the nominal concentration. We believe that the main source of this error can be attributed to the DLS measurements, which yielded the PSD in terms of the

Figure 3. Concentration measurement of bimodal samples using EXDLS method. Extinction coefficient as a function of wavelength (left) and intensity weighted particle size distribution obtained from DLS (right) for (a) sample containing 20 and 50 nm particles at a ratio of 5:1. (b) Sample containing 50 and 90 nm particles at a ratio of 5:1. (c) Sample containing 20 and 90 nm particles at a ratio of 10:1. Note that the red line and dotted lines in the left and right panels show the corresponding fit to extinction spectra and particle size distribution.
Comparison of EXDLS and TGA methods

TGA is a destructive method of determining the total mass of solids in a sample. In our case, the total mass of silica was measured in ERM FD100 by heating the sample to evaporate the solvent and other labile components associated with the solid silica. The mass of the silica sample placed in TGA system was monitored as a function of temperature and plotted, as shown in figure 5. The onset of water evaporation was noticeable at 80 °C followed by the stabilisation of mass loss with further temperature increase. The TGA measurements were conducted in triplicate, as represented in figure 5. TEM measurements of ERM FD100 shown in the inset of figure 5. The PSD analysis by TEM for this sample was carried out on an ensemble of 38 157 particles. The number concentration was calculated using the density of silica specified in the ERM FD100 certificate of analysis.

In order to calculate the number concentration using our EXDLS technique, the silica sample PSD and extinction spectra were also measured by DLS and spectrophotometry (see supporting information section S1 available online at stacks.iop.org/NANO/28/475702/mmedia). The $C_s$ determined by EXDLS, TGA with PSD determined by TEM, and the nominal 1%-by-weight concentration stated by the manufacturer are listed in table 2.

The TGA measurements, supplemented with the PSD obtained from the TEM imaging and analysis (denoted TGA-TEM) agreed to within 3.3% with the manufacturer’s nominal concentration. $C_s$ determined by EXDLS agreed with that of TGA-TEM and the nominal $C_s$ within 27% error.

Comparison of EXDLS and TEM particle counting methods

We further tested our EXDLS method using a colloidal sample of ruby nanoparticles prepared in-house by femtosecond laser ablation [29] characterised by a broad PSD. $C_s$ of this sample was also determined by performing TEM imaging of a drop of suspension allowed to dry on a grid, and counting the number of all particles in selected field-of-views. The nanoruby particles exhibited a broad PSD, as shown in the TEM image in figure 6(a) and the corresponding PSD in figure 6(b). The concentration of the nanoruby sample was too low to measure by TGA.

This sample was challenging for DLS because its smaller size fractions were underestimated due to the overshadowing of their scattering signals by the strong signals of larger scatterers. In order to recover the true PSD of the nanoruby sample, TEM imaging and analysis was used. In this case, we used the measurement of the optical extinction spectrum and the PSD as obtained by TEM. We diluted the as-produced nanoruby sample with water by a factor of 100 before depositing a 0.3 μl ($3 \times 10^{-4}$ cm$^3$) droplet onto a TEM grid. Figure 6(c) shows a ring of nanorubies obtained on the TEM grid after the droplet dried. The rim of particles was seen to be...
present in 33 squares of the grid. We determined the total number of particles present on the slide by counting particles present in one of the grid squares and multiplying the obtained value by 33. We repeated the same procedure for 3 different TEM images. By assuming that the distribution of particles is uniform about the rim, and observing that negligible particles were present in out-of-the-rim areas, we were able to calculate the sample \( C_s \).

The number concentration of nanorubies in the colloidal sample obtained by using TEM together with the value obtained using EXDLS method (see supporting section S2) are plotted in figure 7.

Our EXDLS method reported a value of \( C_s \) that was within 22% of the error margin of the TEM counting method.

**Discussion**

As noted above, the reported method produces a consistent underestimate of the colloidal concentration, where the main source of the systematic error is due to the disparity of DLS and extinction spectrum measurements. DLS yields the distribution of the hydrodynamic diameter of the particles [39, 40], whereas the distribution of the diameters of particulate scatterers is required as an input to the optical extinction spectrum to determine the absolute colloidal concentration. Considering monomodal PSDs, the absolute concentration is determined by using equation (2):

\[
C_s \approx 2.3\varepsilon s / \sigma L.
\]

The overestimated mean hydrodynamic diameter obtained from DLS, \( \bar{d} \), results in the underestimated \( \sigma_s \) and hence underestimated \( C_s \). \( \bar{d}_h \) is greater than \( \bar{d} \) by at minimum the hydrodynamic double layer thickness. This layer may be formed by charged moieties of the colloidal solution, and is often referred as Stern layer. The thickness of Stern layer depends on the colloidal particle surface charge, surface moieties and solution composition, and is generally, poorly controllable. As a rule of thumb, increasing the ionic strength of a solution reduces the Stern layer thickness due to a screening effect, thus reducing \( \bar{d}_h \). At the same time, an increase in ionic strength is often accompanied with particle aggregation, and the net effect is thus complex.

One can think of applying a correction factor to convert \( \bar{d}_h \) to \( \bar{d} \) aiming to reduce the error. By applying a correction factor of 10% so that \( \bar{d}_h = 1.1\bar{d} \), \( C_s \) was recalculated and compared with the base values of \( C_s \), and presented in figure S3. The application of such a correction factor shows a tendency to overestimate \( C_s \). This is not surprising considering its variability versus nanoparticle surface charge, surface moieties and ionic strength of the solution. The 10% correction seems to be reasonable for a limited range of \( \bar{d}_h \).

Another source of the method systematic error common to all optical scattering methods is due to the critical dependence of the particle \( \sigma_s \) on its size, \( d \), reaching \( d^6 \) in the Raleigh scattering regime. The contribution of smaller diameter particles to \( \varepsilon_s \) is underestimated due to the eclipsing...
effect of the larger diameter particles, which also results in underestimation of \( C_r \). In order to illustrate this source of error, figure S4 shows two extinction plots of two ‘90 nm’ and ‘90:20 nm’ polystyrene bead samples, where the concentration of 20 nm sample fraction is 5-fold greater than that of 90 nm sample fraction. As one can see, although the concentration of 20 nm sample greatly exceeds that of 90 nm sample, its contribution to the overall extinction spectrum is minute and can be easily overlooked. This source of error is especially prominent in case of broad PSD samples, where size modes are not resolved.

A further complication arises from the need to convert the intensity-based PSD measured by DLS into a number-based PSD. This strongly non-linear process will emphasise systematic deviations of the measured PSD from the true PSD, especially for the case of samples with PSDs that are not monomodal and narrow.

In order to ameliorate the dominant systematic source of error for quantification of \( C_r \), the following method improvements are envisaged. Extension of the extinction spectrum towards the shorter wavelength range improves recovery of the smaller PSD fraction, as can be appreciated by observing the increasing separation between the extinction curves in figure S3. Improvement of DLS methodology towards more accurate estimation of PSD width is helpful. Systematic studies of generic hydrodynamic diameter dependencies will enable corrections to the physical diameters to be made, hence improving the accuracy of quantification of \( C_r \). It is worthwhile to discuss the upper size limit of the EXDLS method. We tested the method with a largest particle size of 500 nm (data not shown), with no noticeable degradation of the accuracy. The data processing algorithm is based on Mie scattering theory, which has no size limitations provided that the particles are spherical. As such, the algorithm is robust, with the only limitation being the onset of the single-scattering regime, i.e. \( \mu_s = C_r \ll 1 \), which has implication on the upper particle size limit due to the large scattering cross-section, \( \sigma_r \) of larger size particles, although it can be compensated by reducing \( C_r \). The other limitations to the maximum applicable particle size is the issue of particles sedimenting during the data acquisition process, which becomes an issue for particles with diameters in the micrometre range.

We believe that our method may also be suitable for quantification of the concentration of non-spherical particles. In the Rayleigh limit, i.e. for particles with diameters much smaller than the wavelength, the scattering cross-section can be calculated as

\[
\sigma_s = \frac{3m^2V^2(2m^2 - 1)^2}{2\pi(m^2 + 2)^2},
\]

where \( m \) is the effective refractive index expressed as a ratio of the refractive indices of a scatterer \( n_s \) and suspension medium \( n_{ss} \); \( m = n_s / n_{ss} \); \( k \) is the wavenumber in vacuum and \( V \) is the volume of a non-spherical particle whose principal dimensions are comparable. A correction factor for this expression was obtained by Min et al [41] for the case of continuous distribution of ellipsoids (CDE), as defined by Bohren and Huffman [42], where equal-V randomly oriented CDE-distributed ellipsoids were assumed:

\[
\frac{\sigma_r}{\langle \sigma_r^{\text{CDE}} \rangle} = \frac{9}{2(m^2 + 2r(m^2 - 1) - 2 \ln m)},
\]

where \( \langle \sigma_r^{\text{CDE}} \rangle \) is the averaged scattering cross-section of the ellipsoid ensemble. \( \langle \sigma_r^{\text{CDE}} \rangle \) appears greater than \( \sigma_r \), although only marginally (3%) for most organic particles (\( m = 1.2 \)), reaching 30% for the highest refractive index crystalline nanomaterials (\( m = 2.0 \)). CDE portrays simple and realistic particle distribution with a negligible probability of occurrence of extremely elongated needles.

Using the \( T \)-matrix method in combination with geometrical optics and anomalous diffraction theory, the optical cross-sections of size–shape distributions of prolate and oblate spheroids with aspect ratios up to 5 can be computed within an accuracy of about 8% for all values of the size parameter and a wide range of refractive indices [43]. Reference [43] reports that for randomly oriented spheroids with the aspect ratio ranging from \( \nu/2 \) to 2 (representing prolate and oblate spheroids), the averaged scattering cross-sections can be approximated by an equal-volume sphere cross-section to within 20%. This was examined for the broad range of the size parameter expressed as \( 0 < \frac{2\pi^{2}(m - 1)}{\lambda} < 30 \) and was well beyond the Rayleigh range.

We believe the method may also be suitable for the quantification of the number concentration of heterogeneous particles. A multi-layered spherical structure is a very common type of heterogeneous particles represented by quantum dots, upconversion nanoparticles, etc [44]. The layered structure is oftentimes required to seclude particles from the environment and/or to endow them with additional functionalities. Assuming non-absorbing particles (which are beyond the scope of this paper), \( \sigma_r \) of multi-layered spherical particles can be calculated in the framework of Mie theory and lends itself to straightforward extension of the presented method. Porous colloidal particles represent another practically important class of heterogeneous particles, especially considering nano-drug delivery applications in the life sciences. A strong similarity between porous spheres with multiple, randomly located medium inclusions and hollow spherical shells has been found [41]. In the Rayleigh domain, a hollow spherical shell is a good approximation to a porous sphere for the absorption and scattering cross sections. It is much easier to carry out calculations for hollow spheres than for heterogeneous porous particles. DLS techniques are immune to particle composition, provided colloidal particles are non-absorbing in the laser illumination spectral range (in case of Zeatsizer Nano, the laser wavelength 633 nm). The particle composition is employed only when the intensity-weighted PSD is converted to a number-based PSD. The software we have developed can carry out these calculations, and commercially available DLS instrument are provided with data processing software that routinely performs this calculation.

In an analytical case of a colloidal nanomaterial with an unknown refractive index, the problem of quantification of the colloidal concentration is exacerbated and \( C_r \)
quantification precision is likely to deteriorate. Introducing additional constraints on the refractive index to be determined appears useful for recovering \( n_p(\lambda) \) of the tested nanomaterial. For example, Griffin et al [REF] have reported on a true estimate of the refractive indices of PSL, silica particles and casein micelles of bovine milk by applying Rayleigh–Gans–Debye theory to fit \( \varepsilon_2 \). The following constraint was applied for the method to hold: \( \frac{2mL}{\lambda} |1 - m| < 0.40 \), where \( d \) falls in the nanometre range for the reported \( n_p \) [45]. An additional measurement improves the robustness and accuracy of \( C_s \) quantification. For example, an additional set of data of \( \varepsilon_2 \) acquired by varying \( n_p \) enabled the accurate determination of \( n_p \) of silica particles in colloidal solution and estimation of the ensemble \( \Gamma \) [9]. If the variation range of \( n_m \) encompasses \( n_p \), the measurement of \( n_p \) is straightforward, and its value is read out at the minimum value of \( \varepsilon_2 \) plotted versus \( n_m \) as it has been demonstrated for the measurement of refractive index and its dispersion of up-conversion nanoparticles [46]. Measurement of the composite refractive index of a colloidal sample by using an Abbe refractometer represents another useful approach.

Having noted the above, the strength of the proposed EXDLS method is in providing a rapid easy-to-apply method for the estimation of particle number concentration. Although it is likely that with complex improvements the accuracy of the method could be improved, these are somewhat not in the spirit of the intention of the work, which is to provide an easily adoptable solution to scientists working at the bench.

**Conclusion**

In this work, we demonstrated a simple, non-destructive method suitable for rapid evaluation of the number concentrations of composition-homogeneous, non-absorbing nanoparticles in colloidal suspension. Only two measurements, routinely performed by common commercially available instruments are required to calculate the concentration of nanoparticles. These are the optical extinction spectrum and the normalised PSD. The method performance was evaluated by using several samples with monomodal, and more challenging bimodal and broad size distributions, and comparing them to nominal concentrations, and concentrations determined by orthogonal methods. We were able to measure, within 50% accuracy, the number concentrations of these different colloidal nanoparticle samples. The errors in our calculations were largely attributed to inherent inaccuracies in the PSD determination by DLS for bi-, multi-modal or broadband distributions. This reported EXDLS method of determination of the number concentration of nanoparticle colloids is likely to be suitable for the requirements of many nanotechnology applications. This may be the case, in particular, where only minute amounts of sample are available, such as in low-yield reactions, or for the measurements of doses in toxicity studies.
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