Equilibrium and transient thermodynamics: A unified dissipation–space approach
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This work presents a unified dissipation–equation–of–motion (DEOM) theory and its evaluations on the Helmholtz free energy change due to the isotherm mixing of two isolated subsystems. One is a local impurity and another is a nonlocal Gaussian bath. DEOM constitutes a fundamental theory for such open quantum mixtures. To complete the theory, we construct also the imaginary–time DEOM formalism via an analytical continuation of dissipation algebra, which would be limited to equilibrium thermodynamics. On the other hand, the real–time DEOM deals with both equilibrium structural and nonequilibrium dynamic properties. Its combination with the thermodynamic integral formalism would enable to obtain accurate and reliable means to both equilibrium and transient thermodynamics. As illustrations, we report the numerical results on a spin–boson system, with elaborations on the underlying anharmonic features, the thermodynamic entropy versus the von Neumann entropy, and an indication of “solvent–cage” formation. Beside the required asymptotic equilibrium properties, the proposed transient thermodynamics also supports the basic spontaneity criterion.

I. INTRODUCTION

Entanglement between microscopic systems and bulk environments is closely related to quantum dissipative dynamics and thermodynamics properties. Theoretically this is concerned with the total system–and–bath composite, at certain given temperature. In the thermodynamics nomenclature, such a total composite constitutes a closed system. It is in thermal contact with surrounding reservoir to maintain the constant temperature scenario.

Traditionally, quantum dissipation theories focus only on the reduced system density operator, \( \rho(t) = \text{tr}_B \rho(t) \); i.e., the bath–subspace trace over the total composite \( \rho(t) \). Analytical solutions can only be obtained for non–interacting (harmonic) systems, such as quantum Brownian oscillators.[1–9] Nonperturbative and numerically exact theories are also available for anharmonic systems, with Gaussian–Wick’s bath environments. These include the path integral influence functional formalism[10] and its derivative–equivalence, the hierarchical–equations–of–motion (HEOM) approach.[11–16] The imaginary–time HEOM formalism has also been developed for quantum thermodynamics problems.[17, 18]

This work is concerned with the dissipation–equation–of–motion (DEOM) theory[19–21] and its evaluations on quantum thermodynamics properties. This theory not only recovers the HEOM formalism,[11–16] but also physically identify the original mathematical auxiliary density operators. The underlying dissipation algebra enables DEOM an explicit theory for entanglement system–and–bath dynamics,[19–22] Demonstrated examples beyond the HEOM evaluations include the Fano interference,[23] Herzberg–Teller vibronic coupling,[24] quantum transport shot noise spectrums. [25–27] The recently developed phase–space DEOM theory enables also the evaluations on various system–environment and–bath entanglement properties of strongly correlated quantum impurity systems.[19–27] To complete this topic, we present the equilibrium DEOM solutions in Appendix A, and further the imaginary–time DEOM in Appendix B. While the imaginary–time formalism focuses on equilibrium thermodynamics only, the real–time DEOM accesses also nonequilibrium and/or transient analogues.

The second topic of this paper is concerned with quantum evaluations on thermodynamic properties and the possible extension to transient thermodynamics problems. It is worth re-emphasizing that the total system–and–bath composite is actually a closed system in thermodynamics at constant temperature. This is exactly the quantum open system in the literature of quantum dissipation theories. In Sec.IV, we present the Second–
II. DECOMPOSITION OF ENVIRONMENTS

A. Prelude

Let us start with total system–plus–bath composite Hamiltonian,

\[ \hat{H}_T = \hat{H}_s + \hat{h}_B + \hat{H}_{sb}. \]

It governs the dynamics of the total composite \( \rho_T(t) \). However, this is non-isolate but just a closed thermodynamic system at a given temperature \( T \). The complete characterization requires also the statistical thermodynamic descriptions on environments.[34–38] Throughout this work we set \( \hbar = 1 \) for the Planck constant and \( \beta \equiv 1/(K_B T) \), with \( K_B \) being the Boltzmann constant.

Without loss generality, we illustrate the required descriptions on environments with the single–dissipative–mode scenario, where the system–bath coupling reads

\[ \hat{H}_{sb} = \hat{Q}_s \hat{F}_B. \]

The hybrid bath mode \( \hat{F}_B \) assumes linear. This together with noninteracting \( \hat{h}_B \) constitute a Gaussian environment bath model. It applies the stochastic force, \( \hat{F}_B(t) = e^{i\bar{\omega}t} \hat{F}_B e^{-i\bar{\omega}t} \), on the dissipative system mode \( \hat{Q}_s \) that can be is arbitrary. Note that \( \langle \hat{F}_B(t) \rangle_s = 0 \), in the bare–bath ensemble average, \( \langle \hat{O} \rangle_s = tr_s(\hat{O} e^{-\beta \hat{h}_B})/tr_s e^{-\beta \hat{h}_B} \). The interacting bath spectral density acquires the ensemble averaged expression of[36]

\[ J(\omega) \equiv \frac{1}{2} \int_{-\infty}^{\infty} d\omega e^{i\omega t} \langle [\hat{F}_B(t), \hat{F}_B(0)] \rangle_s. \]

This is an antisymmetric function and often given via such as the Brownian–oscillator or Ohmic models. Moreover, the influence of a Gaussian environment at any given temperature is completely characterized by the interacting bath correlation function:

\[ \langle \hat{F}_B(t) \hat{F}_B(0) \rangle_s = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega e^{-i\omega t} J(\omega) \frac{1}{1 - e^{-\beta \omega}}. \]

This is the bosonic fluctuation–dissipation theorem.[34–36] One can then obtain the Feynman–Vernon path–integral influence functional formalism.[10] The celebrated HEOM formalism[11–16] is the time–derivative equivalent to the path–integral expression. To achieve a hierarchical coupling structure, it requires \( \langle \hat{F}_B(t) \hat{F}_B(0) \rangle_s \) be decomposed into basis functions, \( \{ \phi_k(t); k = 1, \cdots, K \} \), that are derivatives–closed,

\[ \phi_k(t) = - \sum_{j=1}^{K} \Gamma_{kj} \phi_j(t). \]

On the other hand, in line with various optimized HEOM constructions,[28, 29, 39–46] one would like to have the expansion expressions of (denoting \( t \geq 0 \) hereafter)

\[ \langle \hat{F}_B(t) \hat{F}_B(0) \rangle_s = \sum_{k=1}^{K} \epsilon_k \phi_k(t), \]

\[ \langle \hat{F}_B(0) \hat{F}_B(t) \rangle_s = \sum_{k=1}^{K} \epsilon_k^* \phi_k(t) = \langle \hat{F}_B(t) \hat{F}_B(0) \rangle_s^*. \]

The second expression is the time–reversal relation.[34–36] The associate index \( k \) is defined via \( \phi_k(t) = c_k \phi_k(t) \) that is also a basis set function, \( \phi_k(t) \in \{ \phi_j(t); j = 1, \cdots, K \} \).

Convention HEOM constructions exploit certain sum–over–poles decomposition schemes on the Fourier integrand of Eq. (4). All poles engaged are the first–order type. This results in \( \epsilon_k \) as the basis set functions, with \( \Gamma_{kj} = \delta_{kj} \gamma_k \) for the closure relation (5). While all Matsubara frequencies via Bose function are real, those exponents via the poles of \( J(\omega) \) appear either real or complex conjugate–paired. This feature holds true for the unified basis set \( \{ \phi_k(t) \} \) exploited in Eq. (6), with the aforementioned associate index \( \bar{k} \).

B. Fano spectrum decomposition approximant

It is well–known that for the Bose function the Padé–spectrum–decomposition (PSD) method is the best first–order–pole type.[39, 40] However, in the near–zero–temperature regime, even the PSD would be too expensive, due to the effective degeneracy there. The higher–order–poles would be needed. It is well–known that a \( P \)th–order pole is mathematically equivalent to the degeneracy of \( P \) number first–order poles.

Consider below the Fano–spectrum–decomposition (FSD) Bose function approximant:[28, 29]

\[ \frac{1}{1 - e^{-\beta \omega}} \simeq \sum_{d=1}^{D} f_d(\omega; T_0; K_d). \]

The first term, \( f_d^\text{PSD}(\omega; T_0; T) \), selects \( N_0 \) number of PSD poles at a reference temperature, \( T_0 > T \), but with the \( k_B T/\omega \) contribution intact. The second sum engages individual \( K_d^\text{th}–\text{order}–\text{poles} \), with

\[ f_d(\omega; T_0; K_d) \equiv \frac{b_d \omega^{\gamma_d}}{[1 + \omega^{\gamma_d}]^{K_d}}. \]
The dimensionless FSD parameters, \( a_d \equiv 1/(\beta_0 \gamma_d) \) and \( b_d \), for those practically used values of \( T_0/T \gg 1 \) and \( D \) are well–tabulated.\[28, 29\]

The FSD scheme leads to the interacting bath correlation function the form of

\[
\langle \hat{F}_n(t)\hat{F}_m(0) \rangle_n = \sum_{j=1}^{K_0} \eta_j \epsilon^{-\gamma_j t} + \sum_{d=1}^{D} C_d(t; K_d).
\] (9)

The first term, with \( K_0 = N_0 + N_J \), resembles the result of the convention sum–over–poles scheme on the Fourier integrand of Eq. (4). Besides those via \( f_{N_P}^T(\omega, T_0; T) \), the first terms of Eq. (7), it engages also \( N_J \) number of first–order poles from the bath spectral density \( J(\omega) \).

The second–term in Eq. (9) arises from the individual \( K^i_d \)–order poles via Eq. (8), with

\[
C_d(t; K_d) = \sum_{j=1}^{K_d} \eta_d^{j-i} e^{-\gamma_d t} = C^*_d(t; K_d).
\] (10)

The real function nature is highlighted.\[16, 20\]

To proceed, we set \( K \equiv K_0 + K_1 + \cdots + K_D \) and recast Eq. (9) with Eq. (10) as \[29\]

\[
\langle \hat{F}_n(t)\hat{F}_m(0) \rangle_n = \sum_{k=1}^{K} \eta_k (\gamma_k t)^{p_k} e^{-\gamma_k t},
\] (11)
\[
\langle \hat{F}_n(0)\hat{F}_m(t) \rangle_n = \sum_{k=1}^{K} \eta_k^* (\gamma_k t)^{p_k} e^{-\gamma_k t}.
\]

The first term of Eq. (9) is naturally included in Eq. (11), together with setting

\[
p_k \leq K_0 = 0.
\] (12)

Those \( k \in [K_0 + 1, K] \) in Eq. (11) are further divided into \( D \)-domains in relation to the second term of Eq. (9). Denote

\[
k_0 \equiv K_0 \quad \text{and} \quad k_d \equiv k_{d-1} + K_d.
\] (13)

The index that labels those parameters from Eq. (10) to Eq. (11) is then

\[
k = k_d j \in [k_{d-1} + 1, k_d]; \quad d = 1, \ldots, D,
\] (14)

with

\[
p_{k_d j} \equiv j - 1, \quad \eta_{d} \equiv \eta_{d} = \eta^*_{d}, \quad \gamma_{d} \equiv \gamma_{d} = \gamma^*_{d},
\] (15)

since \( C_d(t; K_d) \) of Eq. (10) is a real function.

C. Dissipatons–decomposion on environment

Equation (11) has the unified form of Eq. (6), with the specifications by Eqs. (12)–(15). The basis functions are

\[
\phi_k(t) = (\gamma_k t)^{p_k} e^{-\gamma_k t}; \quad k = 1, \cdots, K.
\] (16)

The resultant closure relation, Eq. (5) is evaluated to be

\[
\dot{\phi}_k(t) = \gamma_k [p_k \phi_{k-1}(t) - \phi_k(t)].
\] (17)

Turn to the dissipatons–decomposion,

\[
\hat{F}_n = \sum_{k=1}^{K} \hat{f}_k.
\] (18)

It reproduces Eq. (11) with \( t \geq 0 \)

\[
\langle \hat{f}_k(t)\hat{f}_j(0) \rangle_n = \delta_{kj} \eta_k \phi_k(t),
\]
\[
\langle \hat{f}_j(0)\hat{f}_k(t) \rangle_n = \delta_{kj} \eta^*_k \phi_k(t).
\] (19)

This highlights the basic features of dissipatons as statistical quasi–particles, which together with Eq. (15), enable Eq. (17) the \( \hat{f}_k \)–level correspondence,

\[
(\partial \hat{f}_k/\partial t) = \gamma_k [p_k \eta_k/\eta_k - 1](t) - \hat{f}_k(t)]
\] (20)

This holds true when it is used in evaluating reduced system–subspace properties; cf. Eq. (30) and the comments there. Moreover, the initial values of Eq. (19) are

\[
\langle \hat{f}_k \hat{f}_j \rangle = \langle \hat{f}_k(0)\hat{f}_j(0) \rangle_n = \delta_{kj} \eta^{p_k \eta_k},
\]
\[
\langle \hat{f}_j \hat{f}_k \rangle = \langle \hat{f}_j(0)\hat{f}_k(0) \rangle_n = \delta_{kj} \eta^p \eta^*_k.
\] (21)

Equations (18)–(21) will be exploited in the construction of the unified DEOM theory in Sec. III.

In contrast to the HEOM formalism that is rooted at the path integral expression, DEOM exploits the Liouville–von Neumann equation,

\[
\dot{\rho}_\tau(t) = -i[H_n + h_n + H_{nn}, \rho_\tau(t)].
\] (22)

Define for later use the commutator (\( \times \)), forward (\( \geq \)) and backward (\( \leq \)) actions of an arbitrary operator \( \hat{O} \) via

\[
\hat{O}^{\times} \rho_\tau(t) \equiv [\hat{O}, \rho_\tau(t)] \equiv (\hat{O}^{\geq} - \hat{O}^{\leq}) \rho_\tau(t),
\]
\[
\hat{O}^{\leq} \rho_\tau(t) = \hat{O} \rho_\tau(t) \quad \text{and} \quad \hat{O}^{\geq} \rho_\tau(t) = \rho_\tau(t) \hat{O}.
\] (23)

III. UNIFIED DISSIPATONS–SPACE THEORY

The dynamics quantities in the DEOM theory are the dissipatons density operators (DDOs):\[19–21\]

\[
\rho_n^{(n)}(t) \equiv \rho^{(n)}_{n_1 \cdots n_K}(t) = \text{tr}_r[[\hat{f}_K^{\hat{f}_1} \cdots \hat{f}_j^{\hat{f}_1} \cdots \hat{f}_j^{\hat{f}_1}]^n \rho_{\tau}(t)].
\] (24)

Here, \( n = \sum_k n_k \), with \( n_k = 0, 1, 2, \cdots \) being the excitation number of individual dissipatons. The product of dissipatons inside the circled parentheses is irreducible, satisfying \( \langle \hat{f}_k \hat{f}_j \rangle = (\hat{f}_k \hat{f}_j)^\circ \) for bosonic dissipatons. Therefore, \( \rho_n^{(n)}(t) \equiv \rho^{(n)}_{n_1 \cdots n_K}(t) \) of Eq. (24), specifies the configuration of given \( n \)-dissipatons excitation. The reduced system density operator is just \( \rho_0(t) \equiv \rho_0^{(0)}(t) \).
By applying Eq. (22) with Eq. (2) for Eq. (24), we immediately obtain [cf. Eqs. (18) and (23)]

$$\rho_n^{(n)}(t) = -i\hat{H}^{\times}_n \rho_n^{(n)}(t) - i\rho_n^{(n)}(t; \hat{h}_n^{\times}) - i[Q_{\hat{h}_n^{\times}}(n)(t; \hat{F}_n) - \check{Q}_{\hat{h}_n^{\times}}(n)(t; \hat{F}_n^c)].$$ (25)

Here, $H^{\times}_n \rho_n^{(n)}(t) \equiv [H_{\rho_n}^{eq}, \rho_n^{(n)}(t)],$

$$\rho_n^{(n)}(t; \hat{h}_n^{\times}) \equiv \text{tr}_n\left(\left(\hat{F}_K \cdots \hat{F}_1\right)\hat{h}_n^{\times} \rho_n^{\eta}(t)\right),$$ (26)

and

$$\rho_n^{(n)}(t; \hat{F}_n^c) = \sum_{j=1}^{K} \rho_n^{(n)}(t; \hat{f}_j^c).$$ (27)

The generalized Wick’s theorem gives rise to [19–21]

$$\rho_n^{(n)}(t; \hat{f}_j^c) = \rho_{n_j}^{(n+1)}(t) + \sum_{k=1}^{K} n_k \langle \hat{f}_k \hat{f}_j \rangle_{\hat{h}_n^{\times}} \rho_n^{(n-1)}(t).$$ (28)

The associated DDO’s index $n_k^\pm$ differs from $n \equiv \{n_1, \cdots, n_K\}$ at the specified $n_k$ by $\pm 1$. Together with Eq. (21), we obtain Eq. (27) the expressions,

$$\rho_n^{(n)}(t; \hat{F}_n^c) = \sum_{k=1}^{K} \rho_{n_k}^{(n+1)}(t) + \sum_{k=1}^{K} n_k \langle \hat{f}_k \hat{f}_j \rangle_{\hat{h}_n^{\times}} \rho_n^{(n-1)}(t).$$ (29)

The evaluation on $\rho_n^{(n)}(t; \hat{h}_n^{\times})$, Eq. (26), exploits Eq. (20) that turns out to be the closure relation in the DEOM construction. Together with the Heisenberg equation of motion, $i(\partial \hat{f}_k / \partial t)_n = [\hat{F}_n, \hat{h}_n]$, we obtain

$$\rho_n^{(n)}(t; \hat{h}_n^{\times}) = i \sum_{k=1}^{K} n_k \gamma_k \left[p_k \eta_k \left(\rho_{n_k}^{(n)}(n_{k-1}^{n-1} - n_{k-1}^{n} - 1) t - \rho_{n_k}^{(n)}(t)\right)\right].$$ (30)

This is the generalized diffusion equation.[19, 20] established previously with $p_k = 0$, via the pure exponential–functions decomposition scheme.

We have completed determined Eq. (25) with Eqs. (29) and (30), with the result that is identical to the path–integral–based HEOM formalism.[29] The DEOM theory goes also with the dissipator algebra, in particular the generalized Wick’s theorem, Eq. (29). This enables DEOM a theory for entangled system–and–bath dynamics. The dissipator algebra on the conjugate momentum to $\hat{F}_n$ is also available.[22] This ingredient can be readily included in the present unified DEOM theory.

In the absence of external driving fields, DDOs will eventually become the thermal equilibrium ones at the given temperature $T$. That is $\rho_n^{(n)}(t \rightarrow \infty) = \tilde{\rho}_n^{(n)}(T)$, reads in the generic form of Eq. (24) as

$$\tilde{\rho}_n^{(n)}(T) \equiv \text{tr}_n\left(\left(\hat{F}_K \cdots \hat{F}_1\right)\tilde{\rho}_n^{(n)}(T)\right).$$ (31)

As elaborated in Sec. IV or Eq. (36) with Eq. (37), the equilibrium DDOs dictate the free–energy change in equilibrium thermodynamics. To that end, we present in Appendix A an efficient self–consistent–iteration approach to the steady–state solutions.[47] To complete the theory, we also construct an imaginary–time DEOM formalism in Appendix B.

IV. EQUILIBRIUM VERSUS TRANSIENT THERMODYNAMICS

A. The thermodynamic integral formalism

First of all, the thermodynamic integral formalism is based on a result of the Second Law that the Helmholtz free–energy change in an isotherm process amounts to the reversible work. We focus on the free–energy change of the total system–and–bath composite before and after hybridization,

$$A_{\text{hyb}}(T) = A(T) - A_0(T).$$ (32)

We will see that DEOM supports accurate evaluations on the thermodynamic integrand. Moreover, it enables the extension of equilibrium $A_{\text{hyb}}(T)$ to the transient $A_{\text{hyb}}(t; T)$ and the related thermodynamic properties, as elaborated to the end of Sec. IV B; see also the comments on Fig. 2.

Let us start with the hybridization parameter $\lambda$–augmented total composite Hamiltonian,

$$\hat{H}_1(\lambda) = \hat{H}_{\rho_n} + \hat{h}_n + \lambda \hat{H}_{SB}.$$ (33)

A reversible process is now mathematically described with the smooth varying the hybridization parameter from $\lambda = 0$ to $\lambda = 1$. The differential reversible work, $\delta w_{\text{rev}}(\lambda)$ performed in region of $[\lambda, \lambda + d\lambda]$, assumes the following expressions that will be elaborated soon later.

$$\delta w_{\text{rev}}(\lambda) = \lambda^{-1} \langle \hat{H}_{SB} \rangle_{\lambda} d\lambda = \text{Tr}\left[\hat{H}_{SB} \rho_{\text{eq}}^{eq}(T; \lambda)\right] d\lambda,$$ (34)

where

$$\langle \hat{H}_{SB} \rangle_{\lambda} \equiv \text{Tr}\left[\lambda \hat{H}_{SB} \rho_{\text{eq}}^{eq}(T; \lambda)\right].$$ (35)

The hybridization free–energy is then

$$A_{\text{hyb}}(T) = \int_0^1 \delta w_{\text{rev}}(\lambda) = \int_0^1 \frac{d\lambda}{\lambda} \langle \hat{H}_{SB} \rangle_{\lambda}.$$ (36)

This is the thermodynamic integral formalism. [30–33] Its classical implementation is available in many molecular dynamics packages and used for such as the solvation free–energy predictions.[48–50]

Equation (35) highlights the fact that $\langle \hat{H}_{SB} \rangle_{\lambda}$ is just the $\lambda$–augmented equivalence to the original $\langle \hat{H}_{SB} \rangle$ where $\lambda = 1$. This identification enables all methods on $\langle \hat{H}_{SB} \rangle$, either theoretical or numerical, are readily applicable for
quantum thermodynamics evaluations. In particular, for \( H_{\text{SB}} = Q_z F_n \), by using Eq. (29), we obtain
\[
\langle \hat{H}_{\text{SB}} \rangle _\lambda = \lambda \sum_k \text{tr}_s \left[ \hat{Q}_s \rho_k^{(1)} (T; \lambda) \right].
\] (37)

Here, \( \rho_k^{(1)} (T; \lambda) \equiv \rho_{0_k}^{(1)} (T; \lambda) \), a \( \lambda \)-augmented DDO at thermal equilibrium, with the generic Eq. (31) but
\[
\rho_k^{(n)} (T; \lambda) \equiv \text{tr}_n \left[ (\hat{f}_R^{nK} \cdots \hat{f}_R^{n1})^n \rho_{0_n}^{(1)} (T; \lambda) \right].
\] (38)

B. General remarks

It is worth elaborating the above formalism further. Let us verify first that the hybridization free–energy, \( A_{\text{hyb}} (T) \), is independent of the sign of \( \lambda \). Note that the total composite density operator depends on the system–bath coupling strength with all–even orders. In other words, \( \rho_{0_k} (t; -\lambda) = \rho_{0_k} (t; \lambda) \), including the thermal equilibrium values, \( \rho_{0_n}^{(1)} (T; -\lambda) = \rho_{0_n}^{(1)} (T; \lambda) \). Consequently, \( \langle \hat{H}_{\text{SB}} \rangle _{-\lambda} = -\langle \hat{H}_{\text{SB}} \rangle _{\lambda} \) via Eq. (35) is an odd function of \( \lambda \). The resultant \( A_{\text{hyb}} (T) \) via integral Eq. (36), with the integrand \( \lambda^{-1} \langle \hat{H}_{\text{SB}} \rangle _{\lambda} \), does not depend on the sign of \( \lambda \).

Next, we revisit the reversible work, Eq. (34), with respect to the First Law about internal energy with the form of \( U = \text{Tr}(\hat{H}_T \rho_{\text{eq}}^{(n)}) \) and the resultant
\[
dU = \delta w + \delta q = \text{Tr}[d\hat{H}_T \rho_{\text{eq}}^{(n)}] + \text{Tr}[\hat{H}_T (d\rho_{\text{eq}}^{(n)})].
\] (39)

It is noticed that the work \( \delta w \) and heat \( \delta q \) arise from the two distinct variations, \( d\hat{H}_T \) and \( d\rho_{\text{eq}}^{(n)} \), respectively. For the reversible hybridizing process described with Eq. (33), we have \( d\hat{H}_T (\lambda) = H_{\text{SB}} d\lambda \) and the resultant \( \delta q_{\text{rev}} (\lambda) = \text{Tr}\{d\hat{H}_T (\lambda)\rho_{\text{eq}}^{(1)} (T; \lambda)\} \) the expression (34). On the other hand, the last term in Eq. (39) describes the heat, as it arises from the variation of distribution.

Finally, in contact with the Third Law, one would have
\[
\lim_{T \to 0} \frac{\partial \rho_{\text{eq}}^{(n)} (T)}{\partial T} = 0.
\] (40)

This is true regardless the details of the system-bath coupling, as long as there are no structural and geometric inhomogeneities. In this case, there would be no degeneracy associated with \( \rho_{\text{eq}}^{(n)} = e^{-\beta \hat{H}_T} / Z_T \) when \( T \to 0 \). This together with Eq. (36)–(38) would suggest further the hybridization entropy the limit of
\[
\lim_{T \to 0} S_{\text{hyb}} = -\lim_{T \to 0} \frac{\partial A_{\text{hyb}}}{\partial T} = 0.
\] (41)

V. NUMERICAL DEMONSTRATIONS

For numerical demonstrations, we consider a spin-boson model, in which system Hamiltonian and dissipative mode are [cf. Eq. (2)]
\[
\hat{H}_S = \varepsilon \hat{\sigma}_z + \Delta \hat{\sigma}_x \quad \text{and} \quad \hat{Q}_S = \hat{\sigma}_z,
\] (42)
respectively. Here, \( \{ \hat{\sigma}_i \} \) are the Pauli matrices, \( \varepsilon \) is the energy bias parameter and \( \Delta \) the interstate coupling. Adopt for the bath spectral density the Drude model,
\[
J(\omega) = \frac{\eta \gamma \omega}{\omega^2 + \gamma^2},
\] (43)
where \( \eta \) and \( \gamma \) are the system-bath coupling strength and bath cut–off frequency, respectively. In all the simulations below, we set \( \varepsilon = 0.5 \Delta, \gamma = 4 \Delta \) and \( \eta = 0.5 \Delta \).

Figure 1 depicts the resultant hybridization free–energy \( A_{\text{hyb}} (T) \) (black), internal energy \( U_{\text{hyb}} (T) \) (blue) and entropy \( S_{\text{hyb}} (T) \) (red). The observations and discussions are as follows: (i) \( A_{\text{hyb}} (T) \leq 0 \) that indicates the
hybridization is spontaneous. It decreases monotonically and is flat off to the value of \( A_{\text{hyb}}(T \to \infty) \approx -0.247\Delta \); (ii) The spontaneous process in study is both energetically and entropically favored, as the observed \( U_{\text{hyb}}(T) \) \( < 0 \) and \( S_{\text{hyb}}(T) \) \( > 0 \); (iii) There is a characteristic temperature, \( T_{\text{max}} \), at which \( U_{\text{hyb}}(T) \) reaches its maximum; (iv) It is noticed that for quantum Brownian oscillators that are purely harmonic, neither \( U_{\text{hyb}} \), nor \( S_{\text{hyb}} \) exhibits the turnover behaviors,[6–8] One can therefore conclude that the observed turnovers in Fig. 1 are an anharmonic characteristic; (v) However, the quantification on \( T_{\text{max}} \) is generally complicated. It involves the interplay between the solvent induced reorganization energy, the fluctuation time, and how they effectively participate in the thermodynamic integration. Nevertheless, as inferred from Eq. (42) with Eq. (43), it would be rather reasonable to have \( T_{\text{max}} \approx \{[(\varepsilon - \eta/2)^2 + \Delta^2]/\pi\}^{1/2} \); (vi) Adopt for the unit of temperature in Fig. 1 rather a bare–system property,

\[
T^* = \frac{2}{\tau^*}, \quad \text{with} \quad \tau^* = \frac{2\pi}{\Omega_{\text{s}}} = \frac{2\pi}{\sqrt{\varepsilon^2 + \Delta^2}} \quad \text{(44)}
\]

Here, \( \Omega_{\text{s}} \equiv 2\sqrt{\varepsilon^2 + \Delta^2} \) is the characteristic frequency of the bare two–level \( H_{\text{s}} \) of Eq. (42); thus, \( \tau^* \equiv 2\pi/\Omega_{\text{s}} \) denotes the periodic time. The corresponding imaginary time analog is then \( 1/T^* = \tau^*/2 \). In fact, \( T^* \) does locate the maximum on the local–energy difference, \( E^\text{hyb}_s(T) = \text{tr}_s[H_s, \rho^\text{eq}_s(T)] - \text{tr}_s[H_s, \rho^\text{eq}_s;\lambda=0(T)] \), where \( \rho^\text{eq}_s;\lambda=0(T) \) is the unmixed counterpart to \( \rho^\text{eq}_s(T) \); (vii) In general, \( E^\text{hyd}_s(T) \neq U_{\text{hyb}}(T) \) and their maximum temperatures, \( T^* \) and \( T_{\text{max}} \), are also different. The thermalization underlying the internal energy \( U_{\text{hyb}}(T) \) is rather complicated, as mentioned early. The sign of \( T_{\text{max}} - T^* \) can be either positive or negative [not shown here but would have been implied in (v) above].

Included in Fig.1 is also the von Neumann entropy counterpart (dashed–blue),

\[
S^\text{N}_{\text{hyb}}(T) \equiv S^\text{N}[^\text{eq}(T)] - S^\text{N}[\rho^\text{eq}_s;\lambda=0(T)],
\]

with \( S^\text{N}[\rho] \equiv -k_B \text{tr}_s(\rho \ln \rho) \). This is evaluated at the reduced system density operator in the mixture at equilibrium, \( \rho^\text{eq}_s(T) \), versus its unmixed counterpart, \( \rho^\text{eq}_s;\lambda=0(T) \). It is observed that

\[
S_{\text{hyb}}(T) \leq S^\text{N}_{\text{hyb}}(T). \quad \text{(46)}
\]

While the equal sign holds only for either isolated systems or the \( T \to \infty \) limit, the inequality is general, regardless whether there is anharmonicity or not.[6–8] The physical picture is as follows. In contrast to the thermodynamic entropy, the von Neumann entropy enters the reduced description, using only \( \rho^\text{eq}_s(T) = \text{tr}_s(\rho^\text{eq}_s(T)) \). This local system property alone contains little information on the system–and–bath entanglement. The loss of mutual information is responsible for the fact that \( S^\text{N}_N(T) \) is always greater than the thermodynamic entropy. The reduced system density operator \( \rho^\text{eq}_s(T) \) intrinsically describes a mixed–state property even at \( T = 0 \). Consequently, \( S^\text{N}_N(T = 0) > 0 \), due to the aforementioned information loss. On the other hand, \( S_{\text{hyb}}(T \to 0) = 0 \), as anticipated via the Third Law of Thermodynamics. Nevertheless, the DEOM–evaluation remains challenge in the zero–temperature limit and the dot–part of the \( S_{\text{hyb}}(T) \) curve in Fig. 1 is an extrapolation.

By far we have exploited the equilibrium DDOs, \{\( \rho^\text{eq}(T;\lambda) \)\} of Eq. (38), and evaluated the hybridization free–energy, \( A_{\text{hyb}}(T) \), Eq. (36) with Eq. (37). It is noticed that the imaginary–time HEOM formalism for \( \text{tr}_s e^{-\tau H_{\text{hyd}}}/\text{tr}_s e^{-\beta_{\text{hyd}}} \) had been constructed by Tanimura,[17, 18] Reported there were also for a spin–boson complex the numerically accurate \( U_{\text{hyb}}(T) + U^0_0(T) \) and \( S_{\text{hyb}}(T) + S^0_0(T) \). Here, \( U^0_0(T) = \text{tr}_s[H_s, \rho^\text{eq}_s;\lambda=0(T)] \) and \( S^0_0(T) = S^\text{N}[\rho^\text{eq}_s;\lambda=0(T)] \) are the unmixed bare–system contributions. None of the above two sum–quantities shows turnover behavior. Nevertheless, the above type of quantities does not describe the thermodynamic isotherm process in a closed system, whereas the hybridization part does. It would be prefer to have the imaginary–time DEOM for the hybridization partition function; see Appendix B.

As mentioned to the end of Sec. IVB, we can extend the real–time DEOM–evaluation to the transient \( A_{\text{hyb}}(t; T) \). Moreover, let us treat \( A = U - TS \) as the mathematical definition. Together with \( S = -(\partial A/\partial T) \), we will recover all involving equilibrium thermodynamic values when \( t \to \infty \). Figure 2 reports the resultant time–dependent functions, \( F(t)/F(\infty) \), for the same four physical quantities in Fig. 1 at \( T = T^* \). The total composite system was initially \( (t < 0) \) in the unhybridized equilibrium state, prior to the switch on of \( H_{\text{hyd}} \). The reported time \( t \) is in unit of \( \tau^* \) [Eq. (44)] that denotes the oscillatory period of the bare system. The observations and discussions are as follows: (i) \( A_{\text{hyb}}(t; T) \leq 0 \) would imply its applicability to the characterization of spontaneous processes that in principle evolve in time; (ii) Physically, the internal energy is a time–dependent variable. It together

---

**FIG. 2:** The transient thermodynamics of the spin-boson model of Fig. 1, at \( T = T^* \). Each of them is scaled by its own \( F(t \to \infty) = F^{\text{eq}} \), with \( (A^{\text{eq}}_{\text{hyb}}, U^{\text{eq}}_{\text{hyb}})/\Delta = (-0.199, -0.161) \) and \( (S^{\text{eq}}_{\text{hyb}}, S^{\text{eq}}_{\text{N,eq}})/k_B = (0.053, 0.070) \), respectively.
VI. CONCLUDING REMARKS

In summary, we have presented a comprehensive account on a unified DEOM theory, followed by its accurate evaluations on both the equilibrium and transient thermodynamics functions. Our results are applicable to arbitrary systems with Gaussian bath environments. Considered in the unified DEOM theory is a class of polynomial–exponential bath dissipaton decomposition scheme, Eq. (11) or Eq. (16) with Eq. (17). This includes the recently proposed FSD for an efficient sum–over–poles expansion of Bose/Fermi function in the extremely low–temperature regime.[28, 29] It is worth reemphasizing that the DEOM theory consists of not only Eq. (25) with Eqs. (29) and (30), but also the phase–space dissipaton algebra.[19–22] The resultant DEOM–space quantum mechanics does unravel the entangled system–and–bath dynamics.[19–22] Moreover, as shown in Appendix B, one can exploit the analytical continuation dissipaton technique to the imaginary–time DEOM. This formalism is numerically preferred for equilibrium thermodynamics.

Alternative approach is the system–bath coupling strength λ–integral formalism, Eq. (36). The involving integrand, Eq. (37), can be accurately evaluated with the real–time DEOM theory. This enables the study of both equilibrium and transient thermodynamics. It is shown that the latter would preserve the standard thermodynamic relations including the spontaneity criterion. Numerically accurate results are exemplified with a model spin–boson mixture in Sec.V. This simple system carries two basic characteristics. One is the anharmonicity and another is the formation of bosonic solvent–cage surrounding the local spin impurity. Interestingly, these two characteristics are signified in the specified equilibrium and transient thermodynamics functions, as reported in Fig.1 and Fig.2, respectively.
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Appendix A: Steady-state solutions to DEOM

This appendix is concerned with the equilibrium DDOs, \{\hat{\rho}^{(n)}(T)\} of Eq. (31). These are the steady–state solutions, to the hierarchical dynamics, Eq. (25), with Eqs. (29) and (30). The standard choices for solving high-dimension linear equations are the Krylov subspace methods.[57] However, due to the hierarchy structure in study, the preferred choice would be the self–consistent iteration (SCI) method developed by Zhang et al.[47]

For bookkeeping we denote

$$\mathcal{L}^{(n)} \equiv i H_S^\times + \sum_k n_k \gamma_k, \quad \Lambda_k \equiv \gamma_k \frac{p_k \eta_k}{\eta_k-1},$$

$$\mathcal{A} \equiv \hat{Q}^\times_S \quad \text{and} \quad \mathcal{C}_k \equiv \eta_k \hat{Q}_k^\times - \eta_k^\times \hat{Q}_k^\times.$$  \hspace{1cm} (A1)

By setting \(\hat{\rho}^{(n)} = 0\), we obtain

$$0 = -\mathcal{L}^{(n)} \hat{\rho}^{(n)} + \sum_k n_k \Lambda_k \hat{\rho}^{(n)}_{n_{k-1},k}$$

$$- i \sum_k \mathcal{A}^{(n+1)}_{n_k} - i \sum_k \delta_{p_k n_k} \Lambda_k \mathcal{C}^{(n-1)}_{n_k}.$$  \hspace{1cm} (A2)

Introduce an arbitrary parameter \(\epsilon > 0\) and recast the above expression as

$$\hat{\rho}^{(n)} = (\mathcal{L}^{(n)} + \epsilon)^{-1} \left[ \epsilon \hat{\rho}^{(n)} + \sum_k n_k \Lambda_k \hat{\rho}^{(n)}_{n_{k-1},k}$$

$$- i \sum_k \mathcal{A}^{(n+1)}_{n_k} - i \sum_k \delta_{p_k n_k} \Lambda_k \mathcal{C}^{(n-1)}_{n_k} \right].$$  \hspace{1cm} (A3)

This constitutes a blocked Jacobi iteration scheme, using the right-hand-side (rhs) DDOs to update the left-hand-side (lhs) one. The SCI accommodates further the hierarchy structure and the efficient on-the-fly filtering algorithm.[58] It proceeds recursively with increasing \(n\) in each iteration cycle, so that all \(\hat{\rho}^{(n-1)}_{n_k} \) had just been updated. This feature is also true for some \(\hat{\rho}^{(n)}_{n_{k-1},k}\), the new ingredients of this work, since the configurations in each individual \(n\)–dissipatons subset are also pre-ordered.

with \((i)\) would further imply that \(S_{hyb} = -TS_{hyb}\) and \(S_{hyb} = -T S_{hyb}\) remain valid for transient processes; \((iii)\) It is known that in a thermodynamics closed system, the entropy change, \(S_{hyb} = -T S_{hyb}\), can be either positive or negative. The observed \(S_{hyb}(t) < 0\) in the short–time region may indicate the formation of a “solvent–cage” surrounding the local two–level impurity in study. The normal thermalization becomes dominant afterward, resulting in \(S_{hyb}(t > t_{cage}) > 0\). The observed oscillatory behavior is purely dynamics in nature; \((iv)\) In contrast, the von-Neumann entropy \(S_{hyb}\) is an information measure, which is always nonnegative. The inequality \(S_{hyb}(t; T) < S_{hyb}^{<}(t; T)\) remains true in the time–dependent scenario, following the same discussions on Eq. (46).
Each hierarchy iteration cycle starts with the reduced system density matrix $\rho^{\text{eq}}_\xi = \rho^0_\xi$. This determines also the common scaling parameter for all DDOs in that cycle via the normalization constraint on $\text{tr}_\xi \rho^{\text{eq}}_\xi = 1$.

The SCI converges as long as the diagonal part of $(\mathcal{L}^{(n)}_\xi + \epsilon)$ dominates.\[47\] This suggests the lower bound for the SCI relaxation parameter $\epsilon$. Increasing $\epsilon$ will increase the numerical stability, but decrease the convergence speed. For a good balance between accuracy and efficiency, we choose $\epsilon \geq \max(\Omega, \sqrt{\mathcal{L}_{\text{max}}})$, where $\Omega$ is the system spectrum span, $\eta_{\text{max}} = \max(|\eta_1|, \ldots, |\eta_K|)$ and $L$ the level of truncation. The advantages of SCI scheme over the Krylov subspace methods are remarkable.\[47\]

**Appendix B: The imaginary–time formalism**

In line with $A_{\text{hyb}}$ as defined in Eq. (32), the canonical partition function of the total system–and–bath composite reads $Z_T = \text{Tr} e^{-\beta H_T^{\text{hyb}}} = Z_0 Z_{\text{hyb}}^{\text{hyb}}$. Note that $H_T = H_0 + h_b + H_{\text{hyb}}$ with $[H_0, h_b] = 0$. The unhybrid part, $Z_0 = \text{Tr} e^{-\beta (H_0 + h_b)} = (\text{tr} e^{-\beta h_b} (\text{tr}_n e^{-\beta h_b}) = Z_0^n Z_0^n$, contributes to $A_0$ in Eq. (32) and is treated as the reference. The imaginary–time $i$-DEOM to be developed in this appendix focuses on

$$\text{tr}_\xi \rho^{(0)}_\xi(\beta) = \text{Tr} \hat{\rho}\tau(\beta) = Z_{\text{hyb}} = e^{-\beta A_{\text{hyb}}}.$$ (B1)

Remarkably, the $i$-DDOs, which are the $i$-DEOM dynamical variables, acquire also the generic form of Eq. (24):

$$\hat{\rho}_h^{(n)}(\tau) = \text{tr}_\xi \{ (\hat{f}_K^{nK} \cdots \hat{f}_1^{n1})^\dagger \hat{\rho}\tau(\tau) \}.$$ (B2)

We will identity the $i$-dissipatons, $\{ \hat{f}_k \}$, the underlying dissipaton algebra and the resultant $i$-DEOM formalism. All these can be carried out in parallel to Sec. II and Sec. III, but with the methods of analytical continuation.

Let us start with the total composite $\hat{\rho}\tau(\tau)$ in Eq. (B2). In contact with the target Eq. (B1), we have

$$\hat{\rho}\tau(\tau) = e^{-\beta H_s^{\text{hyb}}} e^{-(\beta - \tau)(H_0 + h_b)} / (Z_0^n Z_0^n).$$ (B3)

It satisfies [cf. Eq. (23) for notations]

$$\frac{d}{d\tau} \hat{\rho}\tau(\tau) = -(H_0^{\text{hyb}} + h_b^{\text{hyb}} + H_{\text{hyb}}) \hat{\rho}\tau(\tau),$$ (B4)

where $H_{\text{hyb}} = Q_\xi \hat{F}_b$. The corresponding $i$-DDOs dynamic equation is then [cf. Eqs. (25)–(27)]

$$\frac{d}{d\tau} \hat{\rho}_h^{(n)}(\tau) = -H_s^{\text{hyb}} \hat{\rho}_h^{(n)}(\tau) - \hat{\rho}_h^{(n)}(\tau; h_b^{\text{hyb}})$$

$$- \hat{Q}_\xi \hat{\rho}_h^{(n)}(\tau; \hat{F}_b),$$ (B5)

with $H_s^{\text{hyb}} \hat{\rho}_h^{(n)}(\tau) \equiv [H_s, \hat{\rho}_h^{(n)}(\tau)]$ and

$$\hat{\rho}_h^{(n)}(\tau; h_b^{\text{hyb}}) = \text{tr}_\xi \{ (\hat{f}_K^{nK} \cdots \hat{f}_1^{n1})^\dagger h_b^{\text{hyb}} \hat{\rho}\tau(\tau) \},$$

$$\hat{\rho}_h^{(n)}(\tau; \hat{F}_b) = \text{tr}_\xi \{ (\hat{f}_K^{nK} \cdots \hat{f}_1^{n1})^\dagger \hat{F}_b \hat{\rho}\tau(\tau) \}.$$ (B6)

Moreover, $\hat{\rho}\tau(0) = e^{-\beta (H_0 + h_b)} / (Z_0^n Z_0^n)$ via Eq. (B3). This determines the initial $i$-DDOs the values of

$$\hat{\rho}_h^{(0)}(0) = e^{-\beta H_s^{\text{hyb}}} / Z_0^n$$ and $\hat{\rho}_h^{(n>0)}(0) = 0$. (B7)

It is worth noting that $h_b^{\text{hyb}}$ denotes the bare–bath $h_b$–commutator action. This validates the required analytical continuation methods by setting $t = -i\tau$ to reach at the final $i$-DEOM formalism. First of all, it acquires

$$\hat{F}_b(\tau) \equiv \hat{F}_b(t = -i\tau) = e^{t h_b} \hat{F}_b e^{-t h_b}. \quad (B8)$$

We have $\langle \hat{F}_b(0) \hat{F}_b(\tau) \rangle_n = \langle \hat{F}_b(-\tau) \hat{F}_b(0) \rangle_n$ and also

$$\langle \hat{F}_b(\tau) \hat{F}_b(0) \rangle_n = \langle \hat{F}_b(\beta - \tau) \hat{F}_b(0) \rangle_n. \quad (B9)$$

The corresponding Eq. (4) with $t = -i\tau$ reads\[34\]

$$\langle \hat{F}_b(\tau) \hat{F}_b(0) \rangle_n = \frac{1}{\pi} \int_{-\infty}^{\infty} dw \frac{e^{-\omega J(\omega)}}{1 - e^{-\beta \omega}}. \quad (B10)$$

This is an analytical function in the required $\tau \in [0, \beta]$. Consequently, the Cauchy’s contour integration technique is applicable. On the other hand, one can recast Eq. (B10) as

$$\langle \hat{F}_b(\tau) \hat{F}_b(0) \rangle_n = \lim_{t \to 0} \frac{1}{\pi} \int_{-\infty}^{\infty} dw \frac{e^{-\omega (t - i\tau) J(\omega)}}{1 - e^{-\beta \omega}}.$$ (B10a)

The analytical continuation of Eq. (11) reads then

$$\langle \hat{F}_b(\tau) \hat{F}_b(0) \rangle_n = \sum_{k=1}^{K} \eta_k \phi_k (-i\tau), \quad (B11a)$$

$$\langle \hat{F}_b(0) \hat{F}_b(\tau) \rangle_n = \sum_{k=1}^{K} \eta_k^* \phi_k (-i\tau), \quad (B11b)$$

with $\phi_k (-i\tau) = (-i k \tau)^{\beta_k} e^{i \gamma_k \tau}$.\[46\] We have numerically verified that in the limit of $K \to \infty$, Eq. (B11a) agrees perfectly with Eq. (B10) where $\tau \in [0, \beta]$. The resultant sum is practically real, which together with $\langle \hat{F}_b(0) \hat{F}_b(\tau) \rangle_n = \langle \hat{F}_b(-\tau) \hat{F}_b(0) \rangle_n$ give rise to Eq. (B11b). The associate index $k$ was defined before after Eq. (6). To reproduce Eq. (B11), we identify [cf. Eqs. (18) and (19)]

$$\hat{F}_b = \sum_{k=1}^{K} \hat{f}_k, \quad (B12)$$

with

$$\langle \hat{f}_k(\tau) \hat{f}_k(0) \rangle_n = \delta_{kj} \eta_j \phi_k (-i\tau), \quad (B13a)$$

$$\langle \hat{f}_j(0) \hat{f}_k(\tau) \rangle_n = \delta_{kj} \eta_j^* \phi_k (-i\tau). \quad (B13b)$$

As defined in Eq. (B8), $\hat{f}_k(\tau) = e^{t h_b} \hat{f}_k e^{-t h_b}$ that satisfies $-(\partial \hat{f}_k / \partial \tau)_n = [\hat{f}_b, h_b]$. We obtain [cf. Eq. (30)]

$$\hat{\rho}_h^{(n)}(\tau; h_b) = i \sum_k \eta_k^* \phi_k \left[ \hat{f}_k \hat{\rho}_h^{(n)}(\tau) - \hat{\rho}_h^{(n)}(\tau) \right],$$

$$\hat{\rho}_h^{(n)}(\tau; \hat{F}_b) = i \sum_k \eta_k^* \phi_k \left[ \hat{f}_k \hat{\rho}_h^{(n)}(\tau) - \hat{\rho}_h^{(n)}(\tau) \right].$$ (B6)
and also [cf. Eq. (29)]

\[ \hat{g}_n^{(n)}(\tau; \hat{F}_n^0) = \sum_k \left[ \hat{g}_n^{(n+1)}(\tau) + \delta_{0p_k} n_k \eta_k \hat{g}_n^{(n-1)}(\tau) \right]. \]

Both are identical to their real-time counterparts. All parameters are identical to those specified in Sec.II.B. The resultant Eq. (B5) reads [cf. Eqs. (A1) and (A2)]

\[ \frac{d\hat{g}_n^{(n)}}{d\tau} = i\hat{g}_n^{(n)} - i \sum_k n_k \Lambda_k^{(n)} \hat{g}_n^{(n+1)} - \hat{Q}_n \sum_k \left( \hat{g}_n^{(n+1)} + \delta_{0p_k} n_k \eta_k \hat{g}_n^{(n-1)} \right). \]  

This is the unified $i$-DEOM formalism of this work, with the initial values of Eq. (B7) to be propagated to \( \{ \hat{g}_n^{(n)}(\tau = \beta): n = 0, \ldots, L \} \). Together with Eq. (B1), we can evaluate \( A_{\text{hyb}}(T) \) without invoking the $\lambda$-integration as Eq. (36). Moreover, the above $i$-dissipaton formalism goes with a one-to-one correspondence manner, such as Eq. (B2) versus Eq. (24) and Eq. (19) versus Eq. (B13), respectively. As results,

\[ \hat{\rho}_n^{(n)}(T) = \frac{\hat{g}_n^{(n)}(\beta)}{Z_{\text{hyb}}} = \frac{\hat{g}_n^{(n)}(\beta)}{\text{tr}_\beta \hat{g}_0^{(n)}(\beta)}. \]  

This is an alternative approach to the equilibrium DDOs, Eq. (31) or Eq. (A2).
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