ELECTRICAL IMPEDANCE TOMOGRAPHY-BASED PRESSURE-SENSING USING CONDUCTIVE MEMBRANE
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Abstract. This paper presents a mathematical framework for a flexible pressure-sensor model using electrical impedance tomography (EIT). When pressure is applied to a conductive membrane patch with clamped boundary, the pressure-induced surface deformation results in a change in the conductivity distribution. This change can be detected in the current-voltage data (i.e., EIT data) measured on the boundary of the membrane patch. Hence, the corresponding inverse problem is to reconstruct the pressure distribution from the data. The 2D apparent conductivity (in terms of EIT data) corresponding to the surface deformation is anisotropic. Thus, we consider a constrained inverse problem by restricting the coefficient tensor to the range of the map from pressure to 2D-apparent conductivity. This paper provides theoretical grounds for the mathematical model of the inverse problem. We develop a reconstruction algorithm based on a careful sensitivity analysis. We demonstrate the performance of the reconstruction algorithm through numerical simulations to validate its feasibility for future experimental studies.
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1. Introduction. There is a growing demand for cost-effective flexible pressure sensors. These devices have wide potential applicability, including in smart textiles [5, 21, 22], touch screens [15], artificial skins [27], and wearable health monitoring technologies [20, 24]. Electrical measurements have recently been used to measure the pressure-induced surface deformation of conductive membranes. In particular, electrical impedance tomography (EIT) has been used to develop flexible pressure sensors [25, 28, 29], because it allows the electromechanical behavior of an electrically conducting film to be monitored. When a pressure-sensitive conductive sheet is exposed to pressure, the deformation of the surface alters the conductivity distribution, which can be detected by an EIT system. However, rigorous studies employing mathematical modeling and reconstruction methods have not yet been conducted. The purpose of this paper is to provide a systematic mathematical framework for an EIT-based flexible pressure sensor.

Our rigorous mathematical analysis is based on the consideration of a simple model of an EIT-based pressure-sensor using a thin, flexible conductive membrane whose electrical conductance is directly related to pressure-induced deformation. We assume that the conductive membrane is stretched over a fixed frame and has a number of electrodes placed on its boundary as shown in Figure 1. As in a standard EIT system, we use all adjacent pairs of electrodes to inject currents and measure induced boundary voltages between all neighboring pairs of electrodes to get a current-
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voltage data set, which is a discrete version of a Neumann-to-Dirichlet map. The current-voltage data can probe any external pressure loaded onto the membrane, because the pressure-induced surface deformation results in a change of the current density distribution over the surface, which leads to a change of the current-voltage data. Hence, the change in the current-voltage data can be viewed as a non-linear function of pressure. The inverse problem in this model is to identify the pressure (equivalently the surface deformation) from the boundary current-voltage data.

Fig. 1. Conductive membrane attached electrodes on the boundary in the absence of pressure (left) and presence of pressure (right).

This paper provides a derivation of an EIT-based pressure-sensing model, which describes the explicit relationship between the measured current-voltage data and the pressure. The mathematical model is associated with an elliptic partial differential equation (PDE) with an anisotropic coefficient, which comes from the pressure-induced surface deformation. To be precise, let $\Omega$ be a two-dimensional domain with a smooth boundary $\partial \Omega$ occupying the un-deformed membrane in the absence of any pressure. We denote the standard Sobolev space of order $s$ as $H^s(\partial \Omega)$.

Let $p$ be the pressure and $w_p$ be the solution of

\begin{equation}
\begin{cases}
\nabla \cdot \left( \frac{1}{\sqrt{1 + |\nabla w_p|^2}} \nabla w_p \right) = p & \text{in } \Omega, \\
w_p = 0 & \text{on } \partial \Omega.
\end{cases}
\end{equation}

Under pressure $p$, the current-voltage data $(g, f) \in H^{-\frac{1}{2}}(\partial \Omega) \times H^{\frac{1}{2}}(\partial \Omega)$ are dictated by $f = u_p|_{\partial \Omega}$ with $u_p$ being the solution of the elliptic PDE,

\begin{equation}
\begin{cases}
\nabla \cdot (\gamma_p \nabla u_p) = 0 & \text{in } \Omega, \\
(\gamma_p \nabla u_p) \cdot \nu|_{\partial \Omega} = g, \quad \int_{\partial \Omega} u_p = 0,
\end{cases}
\end{equation}

where

$$\gamma_p = I - \frac{1}{1 + |\nabla w_p|^2} \nabla w_p \nabla w_p^T.$$ 

Here, $I$ is the identity matrix, the superscript $T$ denotes the transpose, $\nu$ the unit outward normal vector to $\partial \Omega$, and $\int_{\partial \Omega} g = 0$.

The standard Neumann-to-Dirichlet map $\Lambda_{\gamma_p}$ is defined by $\Lambda_{\gamma_p}(g) = u_p|_{\partial \Omega}$ with $u_p$ being the solution of (1.2). We cannot invert the map $\gamma_p \mapsto \Lambda_{\gamma_p}$ with the existing EIT reconstruction methods because of the well-known non-uniqueness result of the inverse problem: there are infinitely many anisotropic coefficients $\gamma$ such that
\( \lambda p = \Lambda \). Hence, we must consider the constrained inverse problem of recovering anisotropic coefficient within the set of coefficient tensors associated with pressures. Taking account of the fact that two different pressures \( p \) and \(-p\) produce the same Neumann-to-Dirichlet map, we need to impose a proper constraint on pressures.

Next, we propose a pressure reconstruction method with the standard \( N\)-channel EIT system. Owing to the quadratic structure of \( \nabla w_p \nabla w_p^T \) in \( \gamma_p \), we cannot expect a linearized reconstruction method for \( p \), even assuming that pressure is small. Regarding \( p \) as a piecewise constant function \( p = \sum_k p_k \chi_{T_k} \) through the standard discretization of the domain into small elements, \( T_k \), the inverse problem can be approximated by solving a large linear system with a large number of unknowns involving all possible products \( p_k p_{\ell} \). (Here, \( \chi_{T_k} \) is the indicator function of \( T_k \).) Given that most of the columns of the matrix have relatively small effect on the data, we consider a reduced linear system by eliminating most of the columns. Various numerical simulations verify the feasibility of the reconstruction algorithm.

In section 2, we formulate the mathematical model for the EIT-based membrane pressure sensor, and present uniqueness results. In section 3, we propose a reconstruction method to recover the pressure. In section 4, we develop a reconstruction algorithm based on sensitivity analysis, and validate the algorithm by numerical simulation results.

This mathematical study of an EIT-based flexible pressure sensor is in an early stage. The proposed mathematical model requires the assumption of incompressibility, whereas there are many flexible materials that are not incompressible. Constructing a mathematical model that includes compressibility will be a future research topic.

2. Mathematical Framework.

2.1. Formulation of the forward problem. Assume that a thin conductive membrane at rest occupies a two-dimensional bounded domain \( \Omega \subset \mathbb{R}^2 \) with a smooth boundary \( \partial \Omega \). Here, the thickness of the membrane is uniform. Assume that the conductivity of the membrane is homogeneous. Let \( \Omega_{d_0} = \{ x \in \Omega : \text{dist}(x, \partial \Omega) > d_0 \} \) with \( d_0 > 0 \). Assume that a pressure \( p \) lies in the set

\[ \mathcal{S} = \{ p \in L^\infty(\Omega) : \| p \|_{L^\infty(\Omega)} < \alpha, \text{ supp}(p) \subset \Omega_{d_0} \}, \]

where \( \alpha \) is a positive number. (The assumption \( \| p \|_{L^\infty(\Omega)} < \alpha \) is only used to guarantee existence and uniqueness of the prescribed mean curvature equation \( (2.2) \) which will be discussed later.) When the pressure \( p \) is loaded on \( \Omega \), it produces a displacement of the membrane. The displacement at \( x = (x, y) \in \Omega \) from its rest position is denoted by \( w_p(x) \), and the deformed two-dimensional surface can be expressed as

\[ \Omega_p = \{ (x, w_p(x)) : x \in \Omega \}. \]

Here, the boundary \( \partial \Omega \) of the membrane is fixed so that there is no displacement on the boundary. Because the membrane undergoes deformation to reduce the area change caused by pressure \( p \in \mathcal{S} \), \( w_p \) satisfies the prescribed mean curvature equation,

\[ \begin{cases} \nabla \cdot \left( \frac{1}{\sqrt{1 + |\nabla w_p|^2}} \nabla w_p \right) = p & \text{in } \Omega, \\ w_p = 0 & \text{on } \partial \Omega. \end{cases} \]

Problem \( (2.2) \) has a unique solution for \( p \in \mathcal{S} \) with \( \alpha \) being sufficiently small such that, for any measurable subset \( E \) of \( \Omega \), \( \int_E p \, dx \) is smaller than the perimeter of \( E \) \cite{4, 7, 9, 10, 11, 12}.
Let $H^{-1/2}_0(\partial \Omega) := \{ g \in H^{-1/2}(\partial \Omega) : \langle g, 1 \rangle = 0 \}$ with $\langle \cdot, \cdot \rangle$ denoting the duality pair between $H^{-1/2}(\partial \Omega)$ and $H^{1/2}(\partial \Omega)$. Let $H^1(\Omega)$ be defined by $H^1(\Omega) = \{ u \in L^2(\Omega) : \nabla u \in L^2(\Omega) \}$ and let $H^1_0(\Omega)$ be the set of functions in $H^1(\Omega)$ with trace zero on $\partial \Omega$.

To extract EIT-data for pressure-sensing, we inject a current of $g \in H^{-1/2}(\partial \Omega)$ into the membrane $\Omega_p$. In the absence of the pressure ($p = 0$), the induced potential due to the injection current of $g$ is the solution $u_0 \in H^1(\Omega)$ of the following Neumann problem

\[
\begin{cases}
\Delta u_0 = 0 & \text{in } \Omega, \\
\nu \cdot \nabla u_0 = g & \text{on } \partial \Omega.
\end{cases}
\]

In the presence of the pressure ($p \neq 0$), the induced potential $v_p$ is now defined on the deformed surface $\Omega_p$, and is governed by

\[
\begin{cases}
\nabla_S \cdot \left( \frac{1}{\sqrt{1 + |\nabla w_p|^2}} \nabla_S v_p \right) = 0 & \text{on } \Omega_p, \\
\nu_S \cdot \left( \frac{1}{\sqrt{1 + |\nabla w_p|^2}} \nabla_S v_p \right) = g & \text{on } \partial \Omega_p = \partial \Omega,
\end{cases}
\]

where $\nabla_S$ is the surface gradient, $\nu_S$ is the outward unit normal vector to the boundary $\partial \Omega_p$, and $\pi_x$ is the projection map $\Omega_p \to \Omega$ defined by $\pi(x, y, z) = (x, y)$.

For the derivation of equation (2.4), we use the concept of surface conductivity [23], while regarding the thin membrane as a two-dimensional surface, because the induced current density along the thin membrane can be viewed as a tangent vector field on the surface. If the deformed membrane is uniform in thickness, the resulting potential $v_p$ satisfies the surface Laplace equation, $\Delta_S v_p = 0$, along the surface with $\Delta_S$ being the Laplace-Beltrami operator. However, under the incompressibility assumption, the thickness of the membrane varies, and so does the surface conductivity. As a small area, $\Delta x \Delta y$, is changed to $\sqrt{1 + |\nabla w_p|^2} \Delta x \Delta y$, the thickness is approximately reduced by a factor of $\sqrt{1 + |\nabla w_p|^2}$, as is the surface conductivity.

Define $\Upsilon_p : H^{-1/2}(\partial \Omega) \to H^{1/2}(\partial \Omega)$ by

\[
\Upsilon_p(g) = v_p|_{\partial \Omega_p}.
\]

The pair $(g, \Upsilon_p(g))$ is called current-to-voltage pair. Here, $H^{1/2}(\partial \Omega) := \{ g \in H^{1/2}(\partial \Omega) : \int_{\partial \Omega} g = 0 \}$.

Apparently, the voltage difference, $\Upsilon_p(g) - \Upsilon_0(g)$, reflects the information of the displacement. Therefore, it is possible to recover $p$ from several pairs $(g^j, \Upsilon_p(g^j))$, $j = 1, 2, \cdots, N$. The inverse problem is to reconstruct $p$ and $w_p$ from the boundary voltage-to-current data $(g^j, \Upsilon_p(g^j))$, $j = 1, 2, \cdots, N$.

There are serious difficulties in solving the inverse problem, because the potential $v_p$ in (2.4) is defined on the unknown surface $\Omega_p$ in three dimensions, and the measured data, $(g^j, \Upsilon_p(g^j))$, are given on the boundary of the two-dimensional domain $\Omega$. The relation between the surface, $\Omega_p$, and the data, $(g^j, \Upsilon_p(g^j))$, is too complicated to handle the inverse problem. To deal with these difficulties, we introduce the following function defined in the known two-dimensional domain, $\Omega$, as

\[
u_p(x) = v_p(x, w_p(x)) \quad \text{for } x \in \Omega.
\]

The following theorem provides a governing equation for $u_p$, through which the relationship between current and voltage can be understood.
Theorem 2.1. The function \( u_p \) in (2.6) is dictated by the following elliptic equation

\[
\begin{align*}
\nabla \cdot (\gamma_p \nabla u_p) &= 0 & \text{in } \Omega, \\
(\gamma_p \nabla u_p) \cdot \nu &= g & \text{on } \partial \Omega,
\end{align*}
\]

where \( \gamma_p \) is a symmetric positive definite matrix given by

\[
\gamma_p = I - \frac{1}{1 + |\nabla w_p|^2} \nabla w_p \nabla w_p^T \text{ in } \Omega.
\]

Proof. Let \( v_p^{\text{ext}} \) denote the extension of \( v_p \) such that \( v_p^{\text{ext}}(x,z) = v_p(x,w_p(x)) \) for all \( z \in \mathbb{R} \) and \( x \in \Omega \). Then, the surface gradient \( \nabla_S v_p \) can be expressed as

\[
\nabla_S v_p = \nabla_S v_p^{\text{ext}} - (\nabla_S v_p^{\text{ext}} \cdot n_S)n_S \text{ on } \Omega_p,
\]

where \( n_S = (\nabla w_p, -1)/\sqrt{1 + |\nabla w_p|^2} \) is the unit downward normal vector to the surface \( \Omega_p \) and \( \nabla_3 = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right) \) is the three-dimensional gradient. Since \( \partial_z v_p^{\text{ext}} = 0 \), from (2.9) a direct computation yields

\[
\nabla_S v_p = \frac{1}{1 + |\nabla w_p|^2} \left( \begin{array}{ccc} 1 + (\partial_y w_p)^2 & -(\partial_x w_p)(\partial_y w_p) & (\partial x w_p)^2 \\ -(\partial_x w_p)(\partial_y w_p) & 1 + (\partial_x w_p)^2 & \partial y w_p \\ (\partial x w_p)^2 & \partial y w_p & 1 \end{array} \right) \nabla u_p
\]

\[
\left( \gamma_p \nabla u_p, \frac{1}{1 + |\nabla w_p|^2} \nabla w_p \cdot \nabla u_p \right)^T.
\]

Here, we used the fact that \( \nabla v_p^{\text{ext}} = \nabla u_p \). The surface divergence of the tangential vector field

\[
\nabla_S v_p = \left( \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \right)
\]

is written as

\[
\nabla_S \cdot \left( \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \right) = \left( \nabla_3 \times \left( n_S \times \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \right) \right) \cdot n_S.
\]

It follows from the vector identity, \( \nabla_3 \times \mathbf{A} \cdot \mathbf{B} = \nabla_3 \cdot (\mathbf{A} \times \mathbf{B}) + (\nabla_3 \times \mathbf{B}) \cdot \mathbf{A} \) that (2.11) can be expressed as

\[
\nabla_S \cdot \left( \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \right) = \nabla_3 \cdot \left( n_S \times \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \right) \times n_S + (\nabla_3 \times n_S) \cdot \left( n_S \times \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \right)
\]

\[
= \nabla_3 \cdot \left( \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \right) + \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \cdot ((\nabla_3 \times n_S) \times n_S).
\]

Replacing \( \nabla_S v_p \) with (2.10), we obtain

\[
\nabla_S \cdot \left( \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \right) = \nabla \cdot \left( \frac{\gamma_p \nabla u_p}{\sqrt{1 + |\nabla w_p|^2}} \right) - (\gamma_p \nabla u_p) \cdot \nabla \left( \frac{1}{\sqrt{1 + |\nabla w_p|^2}} \right)
\]

\[
= \frac{1}{\sqrt{1 + |\nabla w_p|^2}} \nabla \cdot \left( \gamma_p \nabla u_p \right).
\]

Then, \( \nabla \cdot \left( \frac{\nabla_S v_p}{\sqrt{1 + |\nabla w_p|^2}} \right) = 0 \) implies \( \nabla \cdot (\gamma_p \nabla u_p) = 0 \), and \( \gamma_p \) has the positive eigenvalues 1 and \( 1/(1 + |\nabla w_p|^2) \). This completes the proof. \( \square \)
2.2. Unique determination of the pressure support. We have seen that the displacement, \( w_p \), and the current-voltage data, \((g, \Upsilon_p(g))\), are involved in (2.7) with the anisotropic coefficient, \( \gamma_p \). In this subsection, we prove that the current-voltage data uniquely determine the pressure support. To do so, we need to investigate the inverse problem of determining \( \gamma_p \) from the current-voltage data. An anisotropic coefficient is uniquely determined by the current-voltage data up to a diffeomorphism that fixes the boundary. For any diffeomorphism, \( \Phi : \Omega \to \Omega \) with \( \Phi|_{\partial \Omega} \), being the identity map, \( u_p \circ \Phi^{-1} \) satisfies
\[
\begin{align*}
\nabla \cdot (\gamma_p^w \nabla u_p \circ \Phi^{-1}) &= 0 \quad \text{in } \Omega, \\
\gamma_p^w \nabla u_p \circ \Phi^{-1}|_{\partial \Omega} &= \gamma_p \nabla u_p|_{\partial \Omega},
\end{align*}
\]
where \( \gamma_p^w \) is a \( 2 \times 2 \) symmetric matrix-valued function given by
\[
\gamma_p^w (x) = \frac{D\Phi(x) \gamma_p(x) D\Phi(x)^T}{|\det(D\Phi(x))|} \quad \text{for } x \in \Omega,
\]
where \( D\Phi \) is the Jacobian of \( \Phi \) and \( \det \) denotes the determinant. This means that two different \( \gamma_p \) and \( \gamma_p^w \) produce the same Neumann-to-Dirichlet map. Conversely, the Neumann-to-Dirichlet map can determine the tensor \( \gamma \) up to the diffeomorphism, \( \Phi : \Omega \to \Omega \), where \( \Phi|_{\partial \Omega} = I \) provided that \( \gamma \) is approximately constant [26]. In our model, \( \gamma_p \) is only involved in the scalar \( w_p \), and it is possible to determine \( \gamma \) within the set \( \Gamma_\mathcal{S} := \{ \gamma_p : p \in \mathcal{S} \} \) uniquely provided \( \alpha \) is sufficiently small. Note that two different pressures \( p \) and \( -p \) produce the same coefficient \( \gamma_p = \gamma_{-p} \).

We must consider the constrained inverse problem of recovering the anisotropic coefficient within the set \( \Gamma_\mathcal{S} \) from the current-voltage data. Let us introduce the outer support of \( \mathcal{S} \), denoted by \( \text{supp}_{\partial \Omega}(p) \); for \( x \notin \text{supp}_{\partial \Omega}(p) \), there exists an open and connected set \( U \) such that \( x \in U, \Omega \setminus \Omega_{d_0} \subset U \), and \( p|_U = 0 \) [8, 18].

**Theorem 2.2.** For \( p \in \mathcal{S}, \Lambda_{\gamma_p} \) determines \( \text{supp}_{\partial \Omega}(p) \) uniquely.

**Proof.** Let \( p_1, p_2 \in \mathcal{S} \). We assume \( \Lambda_{\gamma_{p_1}} = \Lambda_{\gamma_{p_2}} \). We need to prove that \( \text{supp}_{\partial \Omega}(p_1) = \text{supp}_{\partial \Omega}(p_2) \). From \( \Lambda_{\gamma_{p_1}} = \Lambda_{\gamma_{p_2}} \), it follows that \( \gamma_{p_1} = \gamma_{p_2} \) on the boundary \( \partial \Omega \) [26]. From (2.8), we have
\[
\frac{1}{1 + |\nabla w_{p_1}|^2} \nabla w_{p_1} \nabla w_{p_1}^T = \frac{1}{1 + |\nabla w_{p_2}|^2} \nabla w_{p_2} \nabla w_{p_2}^T \quad \text{on } \partial \Omega.
\]
This leads to the following identity with \( c \) (real) being \( |c| = 1 \):
\[
\nabla w_{p_1} = c \nabla w_{p_2} \quad \text{on } \partial \Omega.
\]
The difference \( w_{p_1} - cw_{p_2} \) satisfies
\[
\begin{align*}
\nabla \cdot (A \nabla (w_{p_1} - cw_{p_2})) &= p_1 - cp_2 \quad \text{in } \Omega, \\
w_{p_1} - cw_{p_2} &= 0 \quad \text{on } \partial \Omega, \\
\nabla w_{p_1} - c \nabla w_{p_2} &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]
where \( A \) is a matrix given by
\[
A(x) = \int_0^1 \frac{1}{\sqrt{1 + |W_t(x)|^2}} \left[ I - \frac{W_t(x)W_t(x)^T}{1 + |W_t(x)|^2} \right] dt \quad \text{for } x \in \Omega,
\]
and $W_t = t\nabla w_{p_1} + (1 - t)c\nabla w_{p_2}$. Since the structure of $A$ is the same as $\gamma_p$ in (2.8), $A$ is positive-definite and $w_{p_1} = cw_{p_2}$ satisfies the elliptic PDE (2.14). Hence, by the unique continuation property, it follows that

\begin{equation}
(2.18) \quad w_{p_1}(x) = cw_{p_2}(x) \quad \text{for } x \in \Omega \setminus \text{supp}_{\partial \Omega}(p_1 - c)p_2).
\end{equation}

It remains to prove that supp$_{\partial \Omega}(\bar{p}_1) = \text{supp}_{\partial \Omega}(\bar{p}_2)$. We use Runge approximation argument given by Druskin [6] and Isakov [16]. For notational simplicity, we denote $D_j := \text{supp}_{\partial \Omega}(p_j)$ for $j = 1, 2$. To derive a contradiction, we assume that $D_1 \setminus D_2 \neq \emptyset$. Noting that (2.18)

\begin{equation}
\nabla \cdot (\gamma_{p_2} \nabla (u_{p_2} - u_{p_1})) = \nabla \cdot ((\gamma_{p_1} - \gamma_{p_2}) \nabla u_{p_1}) \quad \text{in } \Omega,
\end{equation}

if $u_{p_1} = u_{p_2}$ on $\partial \Omega$, it follows from the assumption $\Lambda_{\gamma_{p_1}} = \Lambda_{\gamma_{p_2}}$ and (2.18) that

$$
\int_{\Omega} \gamma_{p_2} \nabla (u_{p_2} - u_{p_1}) \cdot \nabla \varphi = \int_{D_1 \cup D_2} (\gamma_{p_1} - \gamma_{p_2}) \nabla u_{p_1} \cdot \nabla \varphi \quad \text{for all } \varphi \in H^1(\Omega).
$$

This leads to

\begin{equation}
(2.19) \quad 0 = \int_{D_1 \cup D_2} (\gamma_{p_1} - \gamma_{p_2}) \nabla u_{p_1} \cdot \nabla u_{p_2}
\end{equation}

for all solutions $u_{p_j}$ to $\nabla \cdot (\gamma_{p_j} \nabla u_{p_j}) = 0$ in $\Omega$. According to the Runge type approximation theorem [6, 16], we can choose sequences of solutions $u_{p_j}^n$ satisfying $\nabla \cdot (\gamma_{p_j} \nabla u_{p_j}^n) = 0$ such that

$$
\lim_{n \to \infty} \int_{\Omega} (\gamma_{p_1} - \gamma_{p_2}) \nabla u_{p_1}^n \cdot \nabla u_{p_2}^n \, dx = \infty,
$$

which contradicts (2.19). This completes the proof. \(\square\)

2.3. **Unique determination of the pressure in the monotone case.** We now prove the unique determination of the pressure from the current-voltage data in the monotone case.

**Theorem 2.3.** Let $p_1, p_2$ be in $\mathcal{S}$. If $p_1 \leq p_2$ in $\Omega$ and $\Upsilon_{p_1} = \Upsilon_{p_2}$, then either $p_1 = p_2$ or $p_1 = -p_2$ in $\Omega$.

**Proof.** To derive a contradiction, we assume that $p_1 \neq p_2$ and use exactly the same argument as in the proof of Theorem 2.2. Remember that $w_{p_1} - w_{p_2}$ satisfies the elliptic PDE

$$
\nabla \cdot (A \nabla (w_{p_1} - w_{p_2})) = p_1 - p_2 \quad \text{in } \Omega
$$

with $A$ being defined by (2.17). From the strong comparison principle, it follows that

$$
w_{p_1} > w_{p_2} \quad \text{in } \Omega.
$$

Since $w_{p_j} = 0$ on $\partial \Omega$ for $j = 1, 2$, we have from Hopf’s lemma

$$
\partial_n w_{p_1} < \partial_n w_{p_2} \quad \text{on } \partial \Omega.
$$

Noting that $\nabla w_{p_j} = (\partial_n w_{p_j}) n$ on $\partial \Omega$, we have

- either $|\nabla w_{p_1}| \neq |\nabla w_{p_2}|$ on $\partial \Omega$ or $p_1 = -p_2$ in $\Omega$. 


Hence, if $p_1 \neq -p_2$ in $\Omega$, then we have

$$\gamma_{p_1} = I - \frac{1}{1 + |\nabla w_{p_1}|^2} \nabla w_{p_1} \nabla w_{p_1}^T \neq I - \frac{1}{1 + |\nabla w_{p_2}|^2} \nabla w_{p_2} \nabla w_{p_2}^T = \gamma_{p_2} \text{ on } \partial \Omega.$$  

However, this is not possible because $\Lambda_{\gamma_{p_1}} = \Lambda_{\gamma_{p_2}}$ implies $\gamma_{p_1}|_{\partial \Omega} = \gamma_{p_2}|_{\partial \Omega}$ [17]. This concludes that if $p_1 \neq p_2$, then $p_1 = -p_2$ in $\Omega$, which completes the proof. \( \square \)

It is worth emphasizing that two different pressures $p_1$ and $p_2$ having the same support can produce the same displacement near the boundary. More precisely, there exist two different pressures $p_1$ and $p_2$ such that

$$\text{supp}_{\partial \Omega}(p_1) = \text{supp}_{\partial \Omega}(p_2),$$

and

$$w_{p_1} = w_{p_2} \text{ in } \Omega \setminus (\text{supp}_{\partial \Omega}(p_1) \cup \text{supp}_{\partial \Omega}(p_2)).$$

Let $\Omega = B_5$ and $D = B_2$ with $B_r$ being the ball of radius $r$ centered at the origin. Consider the following radial symmetric function

$$(2.20) \quad w_{\rho}(x) = \begin{cases} \rho|x|^3 + (-3\rho + \psi'(2)/4)|x|^2 + (-50\rho - 25/4\psi'(2)) & \text{if } x \in D, \\ \psi(|x|) - \psi(5) & \text{if } x \in \Omega \setminus D, \end{cases}$$

where $\psi(r) = \sqrt{2} \log (r + \sqrt{r^2 - 0.5})$ and $\rho \in \mathbb{R}$. A direct computation shows that $w_{\rho}$ satisfies

$$\nabla \cdot \left( \frac{1}{1 + |\nabla w_{\rho}|^2} \nabla w_{\rho} \right) = p_{\rho},$$

where $p_{\rho}$ is

$$p_{\rho}(x) = \begin{cases} \frac{\partial^2 w_{\rho}(x) + |x|^{-1}\partial_\nu w_{\rho}(x) + |x|^{-1}w_{\rho}^2(x)}{(1 + |\partial_\nu w_{\rho}(x)|^2)^{3/2}} & \text{if } x \in D, \\ 0 & \text{if } x \in \Omega \setminus D, \end{cases}$$

and $\partial_\nu$ is the radial derivative. Hence, $w_{\rho}|_{\Omega \setminus D}$ does not change with $\rho$: for every $\rho_1, \rho_2 \in \mathbb{R}$, we have

$$w_{\rho_1} = w_{\rho_2} \text{ for } x \in \Omega \setminus D.$$  

This means that in the non-monotone case there are infinitely many $p_{\rho}$ which provide the same displacement near the boundary.

3. Reconstruction method.

3.1. Measured data: Discrete Neumann-to-Dirichlet map. We use $N$-channel EIT system in which $N$ electrodes $\{\mathcal{E}_1, \mathcal{E}_2, \ldots, \mathcal{E}_N\}$ are attached on the boundary $\partial \Omega$. Let $u^j_p$ be the potential in (2.7) with $g = g^j$ which corresponds to the $j$th injection current using the adjacent pair $\mathcal{E}_j$ and $\mathcal{E}_{j+1}$. When we inject a current of $I_0\text{[mA]}$ along the adjacent electrodes $\mathcal{E}_j$ and $\mathcal{E}_{j+1}$, the resulting potential $u^j_p$ satisfies

$$(3.1) \quad \begin{cases} \nabla \cdot (\gamma_p \nabla u^j_p) = 0 \text{ in } \Omega, \\ \int_{\mathcal{E}_j} (\gamma_p \nabla u^j_p) \cdot \nu ds = I_0 = -\int_{\mathcal{E}_{j+1}} (\gamma_p \nabla u^j_p) \cdot \nu ds, \\ (\gamma_p \nabla u^j_p) \cdot \nu = 0 \text{ on } \partial \Omega \setminus \mathcal{E}_j \cup \mathcal{E}_{j+1}, \\ \nabla u^j_p \times \nu = 0 \text{ on } \mathcal{E}_j \cup \mathcal{E}_{j+1}. \end{cases}$$
The \( i \)th boundary voltage subject to the \( j \)th injection current is denoted as
\[
V_{p}^{i,j} = I_{0}(u_p^i|\mathcal{E}_i - u_p^j|\mathcal{E}_{i+1}) \quad \text{for } i, j = 1, 2, \ldots, N.
\]
Here, \( \mathcal{E}_{N+1} = \mathcal{E}_1 \). Integration by parts gives the reciprocity principle:
\[
V_{p}^{i,j} = \int_{\Omega} (\gamma_p \nabla u_p^i) \cdot \nabla u_p^j d\mathbf{x} = V_{p}^{j,i}.
\]
The boundary voltage (3.2) is assumed to be known. We use it as measurement data for recovery of pressure \( p \).

3.2. Discrepancy minimization problems. Let \( V^{i,j} \) be the measured data under an applied pressure \( p \). Then it follows from (3.3) that the pressure \( p \) can be obtained by minimizing the discrepancy functional
\[
\mathcal{J}(p) = \sum_{i,j = 1}^{N} \left| \int_{\Omega} (\gamma_p \nabla u_p^j) \cdot \nabla u_p^i d\mathbf{x} - V^{i,j} \right|^2.
\]
The inverse problem can be viewed as finding the minimizer of \( \mathcal{J}(p) \). Unfortunately, it is numerically difficult to compute the minimizer of \( \mathcal{J}(p) \) because \( \mathcal{J}(p) \) is highly non-linear with respect to \( p \).

To extract necessary information about \( p \) from the data \( V^{i,j} \), we use the voltage difference data
\[
W^{i,j} := V^{i,j} - u_0^{i,j},
\]
where \( u_0^{i,j} \) is the data in (3.2) with \( p = 0 \), i.e., the boundary voltage data in the absence of the pressure. With the voltage difference data \( W^{i,j} \), the functional \( \mathcal{J}(p) \) in (3.4) can be rewritten as
\[
\mathcal{J}(p) = \sum_{i,j = 1}^{N} \left| \int_{\Omega} \left( \frac{\nabla u_p^j \nabla u_p^T}{1 + |\nabla u_p|^2} \nabla u_p^i \right) \cdot \nabla u_0^j d\mathbf{x} - W^{i,j} \right|^2.
\]
The above identity follows from
\[
\int_{\Omega} (\gamma_p \nabla u_p^i) \cdot \nabla u_p^j d\mathbf{x} - V^{i,j} = \int_{\Omega} \nabla u_p^i \cdot \nabla u_0^j d\mathbf{x} - \int_{\Omega} (\gamma_p \nabla u_p^i) \cdot \nabla u_0^j d\mathbf{x} - W^{i,j}.
\]
Due to the high non-linearity of the discrepancy functional \( \mathcal{J} \) in (3.6), it is difficult to compute a minimizer \( p \) directly. To compute minimizers of (3.6) effectively, we will make use of various approximations. Assume that \( |\nabla w_p| \) is small. We will neglect quantities of fourth order of smallness; for example,
\[
\frac{\nabla u_p^i \nabla u_p^T}{1 + |\nabla u_p|^2} = \nabla u_p^i \nabla u_p^T + O(|\nabla u_p|^4) \approx \nabla u_p^i \nabla u_p^T.
\]
Since \( \int_{\Omega} \gamma_p \nabla (u_p - u_0) \cdot \nabla (u_p - u_0) \, dx = \int_{\Omega} (\gamma_p - I) \nabla u_0 \cdot \nabla (u_p - u_0) \, dx \), we have
\[
\| \nabla (u_p - u_0) \|_{L^2(\Omega)} \leq C \| \nabla w_p \|_{L^\infty(\Omega)}^2 \| \nabla u_0 \|_{L^2(\Omega)}.
\]
From (3.7) and (3.8), we have
\[
\int_{\Omega} [I - \gamma_p] \nabla u_p \cdot \nabla u_0 \, dx = \int_{\Omega} [\nabla w_p \nabla w_p^T] \nabla u_0 \cdot \nabla u_0 \, dx + O \left( \| \nabla w_p \|_{L^\infty(\Omega)}^6 \right).
\]
Neglecting \( O \left( \| \nabla w_p \|_{L^\infty(\Omega)}^6 \right) \) in (3.9), the discrepancy functional \( J \) in (3.6) can be approximated as
\[
J_1(p) = \sum_{i,j=1}^{N} \left| \int_{\Omega} [\nabla w_p \nabla w_p^T] \nabla u_{i0} \cdot \nabla u_{j0} \, dx - \mathcal{W}^{i,j} \right|^2.
\]
Assuming Gaussian measurement noise, we consider the following regularized minimization problem:
\[
\min_p J_1^{\text{reg}}(p)
\]
with
\[
J_1^{\text{reg}}(p) = \sum_{i,j=1}^{N} \left| \int_{\Omega} [\nabla w_p \nabla w_p^T] \nabla u_{i0} \cdot \nabla u_{j0} \, dx - \mathcal{W}^{i,j} \right|^2 + \beta \| p \|_{L^2(\Omega)}^2,
\]
and \( \beta \) being a regularization parameter.

The displacement \( w_p \) can be approximated to \( v \in H_0^1(\Omega) \) with \( v \) being the solution of Poisson’s equation \( \Delta v = p \) in \( \Omega \), because
\[
\int_{\Omega} |\nabla (w_p - v)|^2 \, dx = \int_{\Omega} \left( 1 - \frac{1}{\sqrt{1 + |\nabla w_p|^2}} \right) \nabla w_p \cdot \nabla (w_p - v) \, dx = O(\| \nabla w_p \|_{L^\infty(\Omega)}^6).
\]
With this approximation, the minimization problem (3.11) can be further simplified as follows: find \( (p, v) \in [H_0^1(\Omega)]^2 \) which minimizes the discrepancy functional
\[
J_2(p, v) = \sum_{i,j=1}^{N} \left| \int_{\Omega} (\nabla v \nabla v^T) \nabla u_{i0} \cdot \nabla u_{j0} \, dx - \mathcal{W}^{i,j} \right|^2 + \lambda \int_{\Omega} \left( \frac{1}{2} |\nabla v|^2 + pv \right) \, dx + \beta \| p \|_{L^2(\Omega)}^2,
\]
where \( \lambda \) is a positive number. In the next subsection, we minimize the functional defined in (3.13) in order to reconstruct \( p \).

### 3.3. Reconstruction algorithm.
Based on the simplified discrepancy functional (3.13), we propose a pressure image reconstruction algorithm. We discretize the domain \( \Omega \) into triangular elements such that \( \Omega = \bigcup_{k=1}^{K} T_k \), where \( T_k \) is a triangular subregion with side length \( h < 1 \). For the approximation of the pressure \( p \), we assume that \( p \) is a piecewise constant function contained in the set
\[
P_k := \{ p : p \text{ is constant for each } T_k, k = 1, \ldots, K \}.
\]
We assume that \( p \in P_h^* := P_h \cap \{ p : p = 0 \text{ in } \Omega \setminus \Omega_d \}. \) Then, we can express the pressure \( p \) by

\[
p(x) = \sum_{k=1}^{K} p^{(k)} \chi_{T_k}(x).
\]

For each \( k = 1, \ldots, K \), let \( v_k \) be the solution of

\[
\begin{align*}
-\Delta v_k &= \chi_{T_k} \quad \text{in } \Omega, \\
v_k &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

Then, \( v_k \) can be expressed as

\[
v_k(x) = \int_{T_k} G(x,y) dy,
\]

where \( G(x,y) \) is the Dirichlet function associated with the domain \( \Omega \), that is, the solution to

\[
\begin{align*}
-\Delta_x G &= \delta_y \quad \text{in } \Omega, \\
G &= 0 \quad \text{on } \partial \Omega
\end{align*}
\]

with \( \delta_y \) being the Dirac mass at \( y \).

If \((p,v) \in P_h^* \times H^1(\Omega)\) is a minimizer of the functional \((3.13)\) with \( \lambda = \infty \), \( v \) should be given by

\[
v = \sum_{k=1}^{K} p^{(k)} v_k.
\]

Regarding the pressure \( p \) as a vector \( p = (p^{(1)}, p^{(2)}, \ldots, p^{(K)}) \in \mathbb{R}^K \), the discretized minimization problem \((3.13)\) for large \( \lambda \) can be simplified as

\[
\mathcal{J}_\lambda(p) = \sum_{i,j=1}^{K} \| p^T Q^{i,j} p - \mathcal{W}^{i,j} \|^2 + \beta \| p \|^2_2,
\]

where each \( Q^{i,j} \) is a matrix given by

\[
Q^{i,j} = \begin{pmatrix}
S^{ij}_{11} & S^{ij}_{12} & \cdots & S^{ij}_{1K} \\
S^{ij}_{21} & S^{ij}_{22} & \cdots & S^{ij}_{2K} \\
\vdots & \vdots & \ddots & \vdots \\
S^{ij}_{M1} & S^{ij}_{M2} & \cdots & S^{ij}_{KK}
\end{pmatrix}_{K \times K}
\]

and \( S^{ij}_{kl} \) is given by

\[
S^{ij}_{kl} := \int_{\Omega} (|\nabla v_k| \nabla v^T_l \nabla u_i^0) \cdot \nabla u_j^0 dx.
\]

Here, the quadratic term \( p^T Q^{i,j} p \) in \((3.16)\) can be viewed as a good approximation of the quantity \( \int_{\Omega} \left( \frac{\nabla w_p \nabla w_p^T}{1 + |\nabla w_p|^2} \nabla u_i^0 \right) \cdot \nabla u_j^0 dx \) in terms of the discretized \( p \).
The quadratic form of (3.16) can be converted to a linear form by introducing the vector \( q = (q^{(1)}, \ldots, q^{(K^2)}) \in \mathbb{R}^{K^2} \) whose components are
\[
q^{(k+\ell(K-1))} = p^{(k)}p^{(\ell)} \quad \text{for } k, \ell = 1, \ldots, K.
\]
With this large vector \( q \), the quadratic form \( \mathcal{J}_4(p) \) in (3.16) can be changed into the following linear form:
\[
\mathcal{J}_4(q) = \|S q - W\|_2^2 + \beta \|q\|_2^2,
\]
where \( S \) is \( N^2 \times K^2 \) matrix given by
\[
( (i-1)N + j , (k-1)M + \ell ) - \text{component of } S = S^i_{k\ell},
\]
and
\[
W = (W^{1,1} \ldots W^{1,N} \ W^{2,1} \ldots \ W^{N,1} \ldots W^{N,N}) \in \mathbb{R}^{N^2}.
\]

Now, the minimizer of the functional \( \mathcal{J}_4 \) in (3.18) can be obtained by solving the following linear system:
\[
(S^T S + \sqrt{\beta} I)q = S^T W.
\]
Unfortunately, the linear system (3.21) is too large to handle; the number of column vectors of \( S \) is proportional to \( h^{-4} \) where \( h^2 \) is proportional to the mesh size. Hence, we need to eliminate most of the column vectors of the matrix \( S \) on the data are negligibly small. Noting that \( k \) components \( S^i_{k\ell} = \int_{\Omega}(\nabla v_k \nabla v^T_{i\ell}) \nabla u_0 \nabla u_0^T \ dx \), the quantity \( \sup_{i,j,k} |S^i_{k\ell}| \) can be estimated by \( \int_{\Omega}|\nabla v_k \nabla v^T_{i\ell}| \ dx \). We will see that the quantity \( \int_{\Omega}|\nabla v_k \nabla v^T_{i\ell}| \ dx \) decreases as \( \text{dist}(T_k, T_\ell) \) increases.

Since \( p \) is supported in \( \Omega_{d_0} \), we assume that \( \text{dist}(T_k, \partial \Omega) \geq d_0 \). Using the expression (3.15) of \( u_k \), we have
\[
\int_{\Omega}|\nabla v_k \nabla v^T_{i\ell}| \ dx \leq \int_{T_k} \int_{T_\ell} G(x, y) dx \ dy \geq h^4 |\log h|,
\]
where the expression \( X \gtrsim Y \) is used to mean that there is a positive constant \( C \) independent of \( h \) such that \( X \geq CY \). On the other hand, if \( \text{dist}(T_k, T_\ell) > d_0 \), then we have
\[
\int_{\Omega}|\nabla v_k \nabla v^T_{i\ell}| \ dx \lesssim \int_{T_k} \left( \int_{T_\ell} |\nabla G(x, y)| \ dy \int_{T_\ell} |\nabla G(x, y')| \ dy' \right) dx \lesssim h^4 \int_{\Omega}|\nabla G(x, z_k)||\nabla G(x, z_\ell)| \ dx \lesssim \frac{1}{|z_k - z_\ell|},
\]
where \( z_k \) and \( z_\ell \) are the gravitational centers of \( T_k \) and \( T_\ell \), respectively. From the above estimate, we observe that \( \sup_{i,j} |S^i_{k\ell}| \) is negligibly small if \( \text{dist}(T_k, T_\ell) \) is large.
For $\delta \geq 0$, let $S_\delta$ be the reduced matrix of $S$ by eliminating all columns corresponding to pairs $(k, \ell)$ in the set $\mathcal{K}_\delta$:

$$\mathcal{K}_\delta := \{(k, \ell) : \text{dist}(T_k, T_\ell) > \delta\}.$$  

The parameter $\delta$ indicates the number of columns in $S$ to be used in order to solve the linear system (3.21). In the case that $\delta < h$ ($\mathcal{K}_\delta = \{(k, \ell) : k \neq \ell\}$), we only consider the diagonal terms $(k, k)$, and neglect most of columns in $S$. When $\delta = \text{diam}(\Omega)$, we consider all the pairs $(k, \ell)$ without neglecting any column in $S$ ($\mathcal{K}_\delta = \emptyset$). Denoting the corresponding reduced vector of $q$ by $q_\delta$, the large linear system (3.21) can be approximated by the following reduced system:

$$\mathbf{S}_\delta^T \mathbf{S}_\delta + \sqrt{\beta} \mathbf{I} q_\delta = \mathbf{S}_\delta^T \mathbf{W}.$$  

In our numerical experiments, $\delta$ is chosen to be less than six times the diameter of meshes.

Based on the minimization problem (3.13) with the above reduction strategy, we develop the following pressure reconstruction algorithm.

**Step 1.** Set a reduction parameter $\delta \geq 0$ and compute the reduced sensitivity matrix $S_\delta$.

**Step 2.** Solve (3.24) with a regularization parameter $\beta$ to obtain $q_\delta$.

**Step 3.** Take square-root of the components $(p(k))^2$ in $q_\delta$ and obtain $p$. When $q_\delta$ has negative values, we truncate the negative values in $q_\delta$ before taking the square-root.

4. **Numerical results.** We test the performance of our reconstruction algorithm 3.3. Finite element method (FEM) is used to implement our algorithm. We perform numerical experiments in two different domain shapes: a square shaped domain with $K = 512$ uniform triangular pixels, a circular shaped domain with $K = 661$ uniform triangular pixels. For each domain, we apply pressures being characteristic functions with different supports, namely $p(x, y) = p_0 \chi_D(x, y)$ where $D$ consists of three or four pressured regions depicted in the first columns of Figures 2-3.

With these pressure distributions, we compute the current-voltage data (3.5) by solving (2.2) and (3.1) with a 16-channel EIT-system ($N = 16$). For the reconstruction of $p$, we use the reconstruction algorithm (3.24), described in section 3.3, with the reduction parameter $\delta = 5h$, where $h$ is the side length of triangular mesh. We compare its performance with those obtained by the conventional EIT reconstruction method and the method (3.24) with $\delta < h$. The size of matrices $S_\delta$ for various $\delta$ are given in Table 1. For the numerical simulation, the same regularization parameter $\beta$ is used to solve (3.24).

Figure 2-3 (a) and (e) show the true pressure distributions having different supports and the same magnitude. Figure 2-3(b) and (f) display the conductivity variations measured by conventional EIT-method with respect to (a) and (e), respectively. Figure 2-3(c) and (g) show the reconstructed pressure distributions by the proposed reconstruct algorithm with $\delta < h$. Figure 2-3(d) and (h) show the reconstructed pressure distributions by the proposed method. We observe through Figure 2-3(c) and (d) that the proposed reconstruction algorithm with the higher reduction parameter $\delta = 5h$ provides more better image than $\delta < h$ for the detection of the pressured regions.

We should mention that, in the case when the magnitude of the pressure is sufficiently small, the conventional linearized EIT reconstruction method work well with
the selection of a good regularization parameter. However, this regularization method does not work well when the pressure is not small.

The matrix size of the reduced sensitivity matrix $S_\delta$. Higher value of $\delta$ indicates that more columns of the sensitivity $S$ are used to solve (3.24). The size of $S$ is given in the last row ($\delta = \text{diam}(\Omega)$). Here, $h$ is the side length of the triangular mesh.

| $\delta$   | The size of $S_\delta$ (square) | $\delta$   | The size of $S_\delta$ (circle) |
|------------|---------------------------------|------------|---------------------------------|
| $5h$       | $256 \times 512$               | $5h$       | $256 \times 641$               |
| diam($\Omega$) | $256 \times 262144$           | diam($\Omega$) | $256 \times 43814$           |

The size of $S_\delta$ (square) $256 \times 512$ and $5h$ $256 \times 641$.

The size of $S_\delta$ (circle) $256 \times 262144$ and $5h$ $256 \times 43814$.

Fig. 2. True pressure distributions (first column), the conductivity variation images by conventional EIT-method (second column), and the reconstructed pressure images using the reconstruction algorithm (3.3) with $\delta < h$ (third column), $\delta = 5h$ (fourth column). Here, $h$ is the side length of the triangular mesh.

5. Conclusion. We have provided a mathematical framework of an EIT-based pressure-sensor for the development of an image reconstruction algorithm. We have derived the first mathematical model describing the electromechanical properties of a conductive membrane with the standard EIT system. We have found that the geometric variation of the membrane due to an applied pressure produces anisotropic conductance variation. Hence, the corresponding inverse problem of recovering the anisotropic conductivity distribution cannot be addressed by the EIT method alone. Under the assumption that the geometric variation is not too large, we have developed a reconstruction algorithm based on a sensitivity matrix of current-voltage data arising from small perturbations of pressure. Numerical simulations have indicated the feasibility of the EIT-based pressure sensor by successfully recovering pressures.

The proposed model is based on the incompressibility assumption which may not be satisfied by various flexible conductive materials, such as conductive fabrics. Recently, Bera et al. [3] investigated the electromechanical properties of different conduc-
Electrical impedance tomography-based pressure-sensing

Fig. 3. True pressure distributions (first column), the conductivity variation images by conventional EIT-method (second column), and the reconstructed pressure images using the reconstruction algorithm with $\delta < h$ (third column), $\delta = 5h$ (fourth column). Here, $h$ is the side length of the triangular mesh.

Viable fabrics through electrical impedance spectroscopy. Because fabrics are flexible, durable, and washable, EIT-based fabric pressure sensors should be widely applicable as, for example, wearable sensors. Constructing a suitable mathematical model will be very complicated because the interactions of the conductive yarns and the air gaps among them should be taken into account. This will be the subject of future studies.
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