ABSTRACT

Collaborative Filtering (CF) has emerged as fundamental paradigms for parameterizing users and items into latent representation space, with their correlation patterns from interaction data. Among various CF techniques, the development of GNN-based recommender systems, e.g., PinSage and LightGCN, has offered the state-of-the-art performance. However, two key challenges have not been well explored in existing solutions: i) The over-smoothing effect with deeper graph-based CF architecture, may cause the indistinguishable user representations and degradation of recommendation results. ii) The supervision signals (i.e., user-item interactions) are usually scarce and skewed distributed in reality, which limits the representation power of CF paradigms. To tackle these challenges, we propose a new self-supervised recommendation framework Hypergraph Contrastive Collaborative Filtering (HCCF) to jointly capture local and global collaborative relations with a hypergraph-enhanced cross-view contrastive learning architecture. In particular, the designed hypergraph structure learning enhances the discrimination ability of GNN-based CF paradigm, so as to comprehensively capture the complex high-order dependencies among users. Additionally, our HCCF model effectively integrates the hypergraph structure encoding with self-supervised learning to reinforce the representation quality of recommender systems, based on the hypergraph-enhanced self-discrimination. Extensive experiments on three benchmark datasets demonstrate the superiority of our model over various state-of-the-art recommendation methods, and the robustness against sparse user interaction data. Our model implementation codes are available at https://github.com/akaxlh/HCCF.
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1 INTRODUCTION

Personalized recommender systems have been widely utilized to help users discover items of interest for information overload alleviation on the web, such as online retail platforms (e.g., Amazon, Alibaba) [17], social networking applications (e.g., Facebook, Wechat) and online video sites (e.g., Youtube, Tiktok) [10]. Among various techniques, Collaborative Filtering (CF) has emerged as the foundation architecture for recommendation, such as conventional matrix factorization methods [14, 26], and recent neural network-based models [13, 34, 52]. The key rationale behind the CF paradigm is to project users and items into low-dimensional latent representations, based on the observed user-item interactions [7].

With the advancement of graph neural networks (GNNs) in achieving unprecedented success for graph representation tasks, one recent promising research line leverages graph neural networks to exploit user-item interaction graph structure for collaborative filtering. Several recent efforts have explored deeply into GNNs to propagate embeddings with user-item interaction edges to capture CF signals among neighboring nodes in subgraphs, so as to further improve the user representation quality. Specifically, PinSage [44] and NGCF [35] employ GCN to propagate embeddings over the user-item interaction graph. Later on, LightGCN [12] proposes to alleviate training difficulty by identifying the unnecessary of feature transformation in GNN-based recommender system. Additionally, inspired by the effectiveness of disentangled graph representation learning [23], DGCF [36] disentangles latent user interests with intent-aware user-item graph structures for embedding users.

While the aforementioned graph-based Collaborative Filtering models have offered state-of-the-art performance for recommendation applications, two key issues remain less explored:

i) Over-Smoothing Collaborative Effects. The graph neural CF architecture with deeper embedding propagation layers may result in indistinguishable user vectors [25, 50], which limits the representation quality of high-order collaborative relations. The over-mixing of information among connected users/items over their interaction subgraphs can involve harmful noise for representing unique user preference. The over-smoothing issues of graph-based CF paradigms (e.g., LightGCN [12], PinSage [44], ST-GCN [47], GCCF [4]) are illustrated in Figure 1. In particular, we observe the
larger smoothness degrees of the user representations encoded from different methods with the increase of graph propagation layers. Here, we adopt the quantitative metric Mean Average Distance (MAD) [3] to measure the graph smoothness by calculating the average distance among user embeddings learned by different methods. As shown in Figure 1, the over-smoothing issue limits the recommendation performance of graph neural CF frameworks due to the indistinguishable embeddings by stacking more graph aggregation layers. Hence, encoding distinguishable and informative user/item representations from the holistic interaction graph is of crucial importance for differentiating user preference.

ii) Supervision Interaction Data Scarcity and Noise: Most graph-based collaborative filtering models belong to the supervised learning paradigm, in which the user representation process is supervised by user-item interaction signals. The effectiveness of such approaches largely relies on sufficient supervision signals (i.e., observed user-item interactions), and cannot learn quality user/item representations under the interaction label scarcity. However, the interaction data scarcity issue is ubiquitous in various practical recommendation scenarios [49], since most users only sporadically interact with very limited number of items. The majority of collaborative filter-based recommender systems cannot perform well on long-tail items because of the data sparsity phenomenon and skewed interaction distribution. Additionally, most GNN-based recommendation methods design the message passing mechanism in which the embedding propagation is merely performed with the original graph neighbors. Nevertheless, such explicit user-item relations (e.g., clicks or views) always bring noisy information (e.g., interactions between users and their interested items), which hinders the encoding of user real interests. To fill this gap, we treat the explicit interaction graph and the learned implicit hypergraph structure as two contrastive views, without the random noise perturbation based on the pre-defined operators. We also provide theoretical justification behind our model design from the perspective of improving model optimization with better gradients. Empirical results show that HCCF consistently improves the performance over state-of-the-art recommendation models, e.g., average relative improvement of 24.7% over LightGCN, 33.8% over DHCF, 20.2% over MHCN and 14.8% over SGL in terms of NDCG@20.

In summary, this paper makes the following contributions:

• We introduce a generic self-supervised recommendation framework for enhancing the robustness of graph collaborative filtering paradigm, through distilling self-augmented contrastive views between the local and global modeling of collaborative effects.

• We present HCCF which innovatively integrates the global hypergraph structure learning with local collaborative relation encoder, to cooperatively supervise each other. The designed hypergraph contrastive learning schema empowers the graph neural CF paradigm, to capture the intrinsic and implicit dependencies among users and items with effective instance discrimination.

• Systematic experimental studies are conducted to evaluate the performance of our HCCF model and 15 various baselines on several benchmark datasets. Further ablation study is provided to investigate the effect of key modules in HCCF.

2 PRELIMINARIES AND RELATED WORK

2.1 Collaborative Filtering Learning Paradigm

We let \( \mathcal{U} = \{u_1, ..., u_i, ..., u_j\}\) (\(|\mathcal{U}| = I\)) and \( \mathcal{V} = \{v_1, ..., v_j, ..., v_f\}\) (\(|\mathcal{V}| = F\) ) represent the set of users and items, respectively. The interaction matrix \( \mathcal{A} \in \mathbb{R}^{I \times F} \) indicates the implicit relationships between each user in \( \mathcal{U} \) and his/her consumed items. Each entry \( A_{i,j} \) in \( \mathcal{A} \) will be set as 1 if user \( u_i \) has adopted item \( v_j \) before and \( A_{i,j} = 0 \) otherwise. The objective of CF task is to forecast the unobserved user-item interactions with the encoded corresponding representations. The assumption of CF paradigm lies in that behaviorally similar users are more likely to share similar interests.

Many existing CF approaches are designed with the various embedding functions to generate vectorized representations of users and items. Then, the similarity matching function is introduced to estimate the relevance score between user \( u_i \) and the candidate item \( v_j \). Following this paradigm, NCF [13] and DMF [42] replaces the inner-product with Multilayer Perceptron to reconstruct the ground truth user-item interactions. Furthermore, to transform users and
items into the latent embeddings, Autoencoder has been utilized as the embedding function with the behavior reconstruction objective, such as AutoRec [30] and CDAE [39].

2.2 Graph-based Recommender Systems.
To capture high-order collaborative signals, one prominent direction explores user-item relations based on multi-hop interaction topological structures with graph-oriented approaches [16, 35, 41, 44]. For example, NGCF [35] and PinSage [44] have demonstrated the importance of high-order connectivity between users and items for collaborative filtering. To further improve the message passing process in graph convolutional frameworks, LightGCN [12] proposes to omit the non-linear transformation during propagation, and uses the sum-based pooling operation for neighborhood aggregation.

Some recent studies also follow the graph-structured information propagation rule to refine user/item embeddings, with various neighborhood aggregation functions [15]. For example, learning disentangled or behavior-aware user representations is proposed to improve CF paradigm, e.g., DGCF [36], MacrIDAE [24] and MBGMN [41]. The hyperbolic embedding space is adopted to encode high-order information from neighboring users/items in [32].

2.3 Hypergraph Learning for Recommendation
Inspired by the generalization ability of hypergraph in modeling complex high-order dependencies [8, 9, 11], some recently developed recommender systems are empowered to capture interaction patterns with the constructed hypergraph structures and uniform node-hyperedge connections, like HyRec [33], DHCF [18] and MHCN [45]. For instance, HyRec attempts to propagate information among multiple items by considering users as hyperedges. DHCF models the hybrid multi-order correlations between users and items based on the constructed hypergraph structures. Different from them, our HCCF framework designs a learnable hypergraph structure encoder, which not only improves the discrimination capability of CF representation paradigm, but also preserves the personalized global collaborative relationships across users and items in recommender systems. The presented hypergraph dependency structure learning method brings advantages in automatically distilling interdependence to enhance discrimination ability of user and item representations by addressing the graph over-smoothing issue.

2.4 Contrastive Representation Learning
Contrastive learning has become an effective self-supervised framework, to capture the feature representation consistency under different views [27, 37]. It has achieved promising performance in various domains, such as visual data representation [5, 28], language data understanding [2, 31], graph representation learning [29, 51] and recommender systems [22, 38, 45, 46]. These contrastive learning approaches seek the exploration of data- or task-specific augmentations with auxiliary signals. To tackle the challenge of insufficient supervision labels in recommendation, we propose a new self-supervised recommendation framework to supplement the encoding of collaborative effects with explicitly local-global interdependency modeling, under a hypergraph learning schema.

Figure 2: The illustration of HCCF’s overall architecture. i) In the Graph-Local component, the explicit local collaborative similarities are encoded with the embedding aggregation function: \( z_i^{(u)} = \sigma(\bar{A}_{i} \cdot E^{(u)}) \) and \( z_j^{(v)} = \sigma(\bar{A}_{j} \cdot E^{(v)}) \). ii) In the Hypergraph-Global component, the global cross-user and cross-item dependencies are captured through the hypergraph message passing function: \( \sigma(H^u \cdot H^v \cdot E^{(u)}) \). iii) In the cross-view contrastive component, the self-supervision signals are distilled from both local and global perspectives with the representations \( z_{i,j} \) and global \( \Gamma_{i,j} \).

3 METHODOLOGY
In this section, we present our HCCF framework whose overall architecture is shown in Figure 2. First, we leverage the graph-based message passing module as the encoder to capture the local collaborative similarities among users and items. Second, we propose a new hypergraph neural network with global dependency structure learning to comprehensively capture global collaborative effects for graph neural CF paradigm. Finally, a new hypergraph contrastive learning architecture is introduced with complementary self-distilling views (local and global collaborative relations).

3.1 Local Collaborative Relation Encoding
Following the common collaborative filtering paradigm, we first represent each user \( u_i \) and item \( v_j \) with the embedding vectors \( e^{(u)}_i \in \mathbb{R}^d \) and \( e^{(v)}_j \in \mathbb{R}^d \), respectively (\( d \) denotes the embedding dimensionality). We further define \( E^{(u)} \in \mathbb{R}^{I \times d} \) and \( E^{(v)} \in \mathbb{R}^{J \times d} \) to represent the embeddings corresponding to users and items. Inspired by the effectiveness of simplified graph convolutional network in LightGCN [12], we design our local graph embedding propagation layer with the following form:

\[
\begin{align*}
    z_i^{(u)} &= \sigma(\bar{A}_{i} \cdot E^{(u)}) , \\
    z_j^{(v)} &= \sigma(\bar{A}_{j} \cdot E^{(v)})
\end{align*}
\]

where \( z_i^{(u)} , z_j^{(v)} \in \mathbb{R}^d \) represent the aggregated information from neighboring items/users to the central node \( u_i \) and \( v_j \). \( \sigma(\cdot) \) denotes the LeakyReLU activation function with 0.5 slope for negative inputs, which not only brings benefits to the gradient back-propagation, but also injects the non-linearity into the transformation. Here, \( \bar{A} \in \mathbb{R}^{I \times J} \) denotes the normalized adjacent matrix.
derived from the user-item interaction matrix \( A \) calculated as:

\[
A = D_{1}^{-1/2} \cdot A \cdot D_{2}^{-1/2}, \quad \mathcal{A}_{ij} = \frac{\mathcal{A}_{ij}}{\|N_i\| \cdot |N_j|}
\]  

where \( D_{1} \in \mathbb{R}^{N \times N} \) and \( D_{2} \in \mathbb{R}^{N \times N} \) are diagonal degree matrices. The neighboring items/users of user \( u_i \) and item \( \mathcal{J}_l \) are denoted by \( N_i \) and \( \mathcal{J}_l \), respectively.

By integrating multiple embedding propagation layers, we refine the user/item representations to aggregate local neighborhood information for contextual embedding generation. Suppose \( \mathbf{e}_{i,l}^{(u)} \) and \( \mathbf{e}_{j,l}^{(o)} \) represent the embedding of user \( u_i \) and item \( \mathcal{J}_l \) at the \( (l-1) \)-th layer. The message passing process from \((l-1)\)-th layer to the \( l \)-th layer is formally defined as:

\[
\mathbf{e}_{i,l}^{(u)} = \mathbf{z}_{i,l}^{(u)} + \mathbf{e}_{i,l-1}^{(u)} + \mathbf{e}_{j,l}^{(o)}
\]

where \( \mathbf{z}_{i,l}^{(u)} \) denotes the user embeddings and \( \mathbf{e}_{j,l}^{(o)} \) represents the embedding of item \( \mathcal{J}_l \) aggregated from the source and target node during the message aggregation phase.

\[
\mathbf{e}_{j,l}^{(o)} = \mathbf{z}_{j,l}^{(o)} + \mathbf{e}_{j,l-1}^{(o)}
\]

We apply the residual connections for self-information incorporation between the source and target node during the message aggregation across graph layers. This emphasizes the semantics of the centric node and alleviates the over-smoothing issue of GNN.

### 3.2 Hypergraph Global Dependency Learning

To inject global collaborative relations among users/items into the CF representation paradigm, we design a global dependency encoder via hypergraph structure learning.

#### 3.2.1 Hypergraph Message Passing Paradigm

Motivated by the strength of hypergraph for unifying nodes beyond pairwise relations [19], we endow our HCCF to capture complex high-order relations under a deep hypergraph message passing architecture. Hypergraph consists of a set of vertices and hyperedges, in which each hyperedge can connect any number of vertices [6]. In our hypergraph collaborative filtering scenario, we utilize hyperedges as intermediate hubs for global-aware information passing across users and items without the hop distance limit. The model structure of hypergraph message passing paradigm is illustrated in Figure 3.

To be specific, we define the hypergraph dependency matrix for users and items as \( \mathcal{H}^{(u)} \in \mathbb{R}^{N \times K_H} \) and \( \mathcal{H}^{(o)} \in \mathbb{R}^{K_H \times N} \). Here, \( K_H \) represents the number of hyperedges. We give a formal presentation of our hypergraph message passing as:

\[
\Gamma_{ij}^{(u)} = \sigma(\mathcal{H}^{(u)} \mathbf{A}^{(u)}) = \sigma(\mathcal{H}^{(u)} \cdot \mathcal{H}^{(u)} \cdot \mathbf{E}_{i,l-1}^{(o)})
\]

where \( \mathbf{A}^{(u)} \in \mathbb{R}^{K_H \times d} \) denotes the hyperedge-specific embeddings for users, and \( \sigma \) denotes the LeakyReLU mapping. \( \mathbf{A}^{(u)} \in \mathbb{R}^{K_H \times d} \) represents the hyper edge embeddings of users \( u_i \in \mathcal{U} \) in hypergraph representation space under the \( l \)-th propagation layer. The hyper edge embeddings \( \mathbf{E}_{i,l-1}^{(o)} \) of items \( \mathcal{J}_l \in \mathcal{V} \) can be generated in an analogous way.

Our hypergraph message extraction phase takes the user/item embeddings \( \mathbf{E}_{i,l-1}^{(u)}, \mathbf{E}_{j,l-1}^{(o)} \) (refined from the graph local embedding propagation), and learnable hypergraph dependency structural matrices \( \mathcal{H}^{(u)}, \mathcal{H}^{(o)} \) (will be elaborated in the following subsection) as the computation input knowledge, to jointly preserve the local and global collaborative effects.

#### 3.2.2 Parameterized Hypergraph Structure Learning

To adaptively learn hypergraph-based dependent structures across users and items, we propose to parameterize hypergraph dependency matrices \( \mathcal{H}^{(u)}, \mathcal{H}^{(o)} \) which are jointly optimized along with the GNN-based CF architecture. Without loss of generality, we use \( \mathcal{H} \) to denote user-side dependency matrix \( \mathcal{H}^{(u)} \) or item-side dependency matrix \( \mathcal{H}^{(o)} \) in the following sections for simplifying notations.

Note that by obtaining a trainable hypergraph structural matrix \( \mathcal{H} \), the node-wise global dependency can be derived with \( \mathcal{H} \mathcal{H}^T \).

However, learning dense hypergraph adjacent matrices \( \mathcal{H}^{(u)} \in \mathbb{R}^{K_H \times K_H}, \mathcal{H}^{(o)} \in \mathbb{R}^{K_H \times K_H} \) will enormously increase the size of model parameters with high computational cost (especially for the large number of hyperedges \( H \)). To tackle this challenge, we propose to parameterize the hypergraph structure matrices \( \mathcal{H}^{(u)}, \mathcal{H}^{(o)} \) into latent space in a low-rank manner to achieve model efficiency:

\[
\mathcal{H}^{(u)} = \mathbf{E}^{(u)} \cdot \mathbf{W}^{(u)} \quad \mathcal{H}^{(o)} = \mathbf{E}^{(o)} \cdot \mathbf{W}^{(o)}
\]

where \( \mathbf{W}^{(u)}, \mathbf{W}^{(o)} \in \mathbb{R}^{d \times K_H} \) represents the learnable embedding matrices for user- and item-side hyperedges. \( \mathbf{E}^{(u)}, \mathbf{E}^{(o)} \) represents the embeddings of users and items. By doing so, the hypergraph structure learning component only takes extra \( O(H \cdot d) \) time complexity, which is quite small as compared to the computational cost \( O((I + J) \times d) \) for the main embedding space. In addition, we design the parameterized dependency structure encoder with the matrix decomposition on \( \mathcal{H} \) in a low-rank manner, which further regularizes the latent structure learning for overfitting alleviation.

#### 3.2.3 Hierarchical Hypergraph Mapping

Although the aforementioned hypergraph structure learning framework endows our HCCF with the capability of capturing global user- and item-wise collaborative relationships, we further supercharge our hypergraph neural architecture with a high-level of hyperedge-wise feature interaction. Towards this end, we augment our HCCF with multiple hypergraph neural layers by stacking different layers of hyperedges with size \( H \). In particular, the set of foregoing hyperedges will serve as the first hypergraph layer, which will interact with deep hypergraph layers non-linearly. In form, the hyperedge embeddings of deep layers are derived with the encoding function \( \psi(\cdot) \) as follows:

\[
\mathbf{A} = \psi(\mathbf{A}), \quad \psi(\mathbf{X}) = \sigma(\mathbf{V} \mathbf{X}) + \mathbf{X}, \quad \Lambda = \mathcal{H}^T \mathbf{E}
\]

where \( \mathbf{A} \in \mathbb{R}^{H \times d} \) denotes the hyperedge embeddings aggregated from the user/item representations \( \mathbf{E} \in \mathbb{R}^{K_H \times d} \) as well as the learned node-hyperedge structures \( \mathcal{H} \in \mathbb{R}^{K_H \times K_H} \). Here, \( c \) denotes the number of hypergraph embedding layers. \( \mathbf{V} \in \mathbb{R}^{H \times d} \) is a trainable parametric matrix for embedding projection. We adopt LeakyReLU as the activation function \( \sigma(\cdot) \) to handle non-linearities. The residual connection operation is applied to the embedding generation across hypergraph layers. After the hierarchical hypergraph mapping, we refine the user/item representations:

\[
\mathbf{A}_{i,j} = \sigma(\mathbf{A} \cdot \Lambda) = \sigma(\mathbf{A} \cdot \psi(\mathbf{A}^T \cdot \mathbf{E}))
\]

### 3.3 Multi-Order Aggregation and Prediction

To integrate the local dependency encoding with the global collaborative relation modeling, we iteratively perform the graph local embedding propagation and hypergraph information aggregation:

\[
\mathbf{e}_{i,j}^{(u)} = \mathbf{z}_{i,j}^{(u)} + \mathbf{I}_{i,j}^{(u)} + \mathbf{e}_{i,j-1}^{(u)} \quad \mathbf{e}_{j,i}^{(o)} = \mathbf{z}_{j,i}^{(o)} + \mathbf{I}_{j,i}^{(o)} + \mathbf{e}_{j,i-1}^{(o)}
\]
where $z_{i,j}^{(u)}$ represents the $l$-th order embedding of user $u_i$ aggregated from his/her locally connected neighbors, $\Gamma_{i,j}^{(u)}$ denotes the fused $l$-th order user representation through hyperedges. We further apply the residual operations for the embedding aggregation. The multi-order user/item embeddings are generated with the element-wise embedding summation, and the inner product of them is utilized to estimate the interaction preference score between user $u_i$ and item $v_j$, formally is shown as follows:

$$
\Psi_i^{(u)} = \sum_{l=0}^{L_i} E_i^{(u)}(l), \quad \psi_j^{(v)} = \sum_{l=0}^{L_j} E_j^{(v)}, \quad \Pr_{i,j} = \Psi_i^{(u)\top} \psi_j^{(v)} \tag{8}
$$

Given these notations, we define our pairwise-wise marginal loss as:

$$
\mathcal{L}_s = \sum_{i=0}^{S} \max(0, 1 - \Pr_{i,\tilde{p}_i} + \Pr_{i,n_i}) \tag{9}
$$

For each user $u_i$, we respectively sample $S$ positive (indexed by $p_i$) and negative (indexed by $n_i$) instances from their observed and non-interacted items.

### 3.4 Hypergraph-enhanced Collaborative Learning

This section describes how we enable our HCCF with the cross-view collaborative supervision under a hypergraph neural architecture, to augment the user representation with supervisory signal.

#### 3.4.1 Hypergraph-guided Contrasting

We design our contrastive learning component by maximizing the agreement between the explicit user-item interactive relationships and the implicit hypergraph-based dependency. In particular, we generate two representation views as i) local collaborative relation encoding over the user-item interaction graph, and ii) global hypergraph structure learning among users/items. Such contrastive learning leverages the user and item self-discrimination, to offer auxiliary supervision signals from the local and global representation space.

#### 3.4.2 Cross-View Collaborative Supervision

We take different views of the same user/item as the positive pairs $(z_{i,j}^{(u)}, \Gamma_{i,j}^{(u)})$, and treat views of different users/items as negative pairs. By doing so, our model learns discriminative representations by contrasting the generated positive and negative instances. We formally define our contrastive loss for user representations with the InfoNCE [27] as:

$$
\mathcal{L}_s^{(u)} = \frac{1}{L} \sum_{l=0}^{L} \frac{1}{S} \log \frac{\exp(s(z_{i,j}^{(u)} \cdot \Gamma_{i,j}^{(u)})/\tau)}{\sum_{l=0}^{L} \exp(s(z_{i,j}^{(u)} \cdot \Gamma_{i,j}^{(u)})/\tau)} \tag{10}
$$

where $s(\cdot)$ denotes the cosine similarity function and $\tau$ denotes the tunable temperature hyperparameter to adjust the scale for softmax. We perform the contrastive learning between the local user embedding $(z_{i,j}^{(u)})$ and global hypergraph-guided representation $\Gamma_{i,j}^{(u)}$. This allows the local and global dependency views to collaboratively supervise each other, which enhances the user representation.

#### 3.4.3 Data Augmentation on Graph Structure

To further alleviate the overfitting during the cross-view contrastive learning process, we design edge dropout operator over both the user-item interaction graph and the learned hypergraph structure as:

$$
\bar{\mathcal{A}} := \mathcal{M}_G \circ \mathcal{A}; \quad \bar{\mathcal{H}} := \mathcal{M}_H \circ \mathcal{H} \tag{11}
$$

where $\mathcal{M}_G$ denotes the assignment operator and $\circ$ denotes the element-wise multiplication. $\mathcal{M}_G \in \mathbb{R}^{Q \times Q}$ and $\mathcal{M}_H \in \mathbb{R}^{Q \times Q}$ are binary mask matrices with dropout probability $\mu$. We integrate our hypergraph contrastive loss with our CF loss into a unified objective as:

$$
\mathcal{L} = \mathcal{L}_r + \lambda_1 \cdot (\mathcal{L}_s^{(u)} + \mathcal{L}_s^{(v)}) + \lambda_2 \cdot \|\Theta\|^2_F \tag{12}
$$

We minimize $\mathcal{L}$ using Adam optimizer. The weight-decay regularization term is applied over parameters $\Theta$.

### 3.5 In-Depth Analysis of HCCF

This section provides further analysis of our HCCF model with the theoretical discussion and time complexity analysis.

#### 3.5.1 Theoretical Analysis of HCCF

Our hypergraph contrastive learning enhances the discrimination ability of graph-based CF representation paradigm by generating adaptive gradients from hard negative samples. Specifically, the influences of negative samples over the learned embeddings under the self-supervised learning architecture can be quantified as:

$$
c(i') = \frac{\exp(\tilde{z}_{i,j}^{(u)\top} \Gamma_{i,j}^{(u)})/\tau)}{\sum_{j' \in \bar{\mathcal{R}}} \exp(\tilde{z}_{i,j'}^{(u)\top} \Gamma_{i,j'}^{(u)})/\tau) - \exp(\tilde{z}_{i,j}^{(u)\top} \Gamma_{i,j}^{(u)})/\tau)} \tag{13}
$$

where $c(i')$ denotes the gradients related to negative sample $i'$, $\tilde{z}_{i,j}^{(u)} = \Gamma_{i,j}^{(u)}/\|\Gamma_{i,j}^{(u)}\|_2$ and $\tilde{z}_{i,j'}^{(u)} = \Gamma_{i,j'}^{(u)}/\|\Gamma_{i,j'}^{(u)}\|_2$ are the normalized embeddings. By further analyzing the norm of $c(i')$, we can find it proportional to a unique function as:

$$
\|c(i')\|_2 \propto \sqrt{1 - x^2} \cdot \exp(\frac{x}{\tau}) \tag{14}
$$

where $x = \tilde{x}^{(u)\top} \Gamma_{i,j}^{(u)}$ is the cosine similarity between the embeddings from two contrastive views. As the similarity score increases, $\|c(i')\|_2$ increases dramatically, under proper $\tau$ settings. Inspired by...
the recent studies in [20, 38], our contrastive learning emphasizes the gradients from hard negative samples that are more similar to the positive ones, which improves the model training. In our hypergraph structure learning, we endow the CF paradigm with the power to capture the global user dependency without the limitation of observed user-item connections. This also allows the robust gradient updates of different user representations to influence with each other based on their latent global relatedness.

3.5.2 Model Complexity Analyses. The graph local collaborative relation encoding takes $O(L \times |\mathcal{A}| \times d)$ complexity, where $L$ denotes the number of graph neural layers, $|\mathcal{A}|$ is the number of edges in user-item interaction graph. Additionally, the hypergraph message passing schema takes $O(L \times (1 + J) \times H \times d)$ complexity with the node-hyperedge information propagation. In our contrastive learning paradigm, the cost is $O(L \times B \times (1 + J) \times d)$, owing to our designed low-rank-based hypergraph structure learning. Here, $B$ denotes the number of users/items included in a single batch. For the memory cost, HCCF only involves $O(H \times d)$ extra parameters in the hypergraph structure learning, as compared to existing GNN-based collaborative filtering models.

4 EVALUATION

Our experiments aim to answer the research questions as follows:

- **RQ1**: What is the performance of our HCCF as compared to various state-of-the-art recommender systems?
- **RQ2**: How does the hypergraph structure learning and cross-view contrastive learning contribute to the performance?
- **RQ3**: How does HCCF perform in alleviating data sparsity?
- **RQ4**: How do the key hyperparameters influence the performance of the proposed HCCF framework?
- **RQ5**: How does the hypergraph-enhanced global dependency modeling benefit the model interpretation?

4.1 Experimental Settings

4.1.1 Evaluation Datasets. We conduct experiments on three public datasets. **Yelp**: this dataset has been widely adopted for evaluating recommender systems with the task of business venue recommendation. **MovieLens**: it is a movie recommendation dataset. We follow the same processing rubric in [13] using the 10-core setting by keeping users and items with at least 10 interactions. **Amazon-book**: this dataset records user ratings on products with book category on Amazon with the 20-core setting. Table 1 presents the statistics of all datasets. Experimented datasets and codes have been released (refer to the link provided in the abstract).

4.1.2 Evaluation Protocols and Metrics. Following the same data partition rubrics in most recent graph CF models [35, 43], we generate our training, validation and test set with the ratio of 7:1:2. To mitigate the sampling bias, we evaluate the prediction accuracy using the all-ranking protocol [12] over all items. We adopt

| Dataset      | User # | Item # | Interaction # | Density |
|--------------|--------|--------|---------------|---------|
| Yelp         | 29601  | 24734  | 1517326       | 2.1e−3  |
| MovieLens    | 69878  | 10196  | 9988816       | 1.4e−2  |
| Amazon-book  | 78578  | 77801  | 3190224       | 5.2e−4  |

Recall@$N$ and Normalized Discounted Cumulative Gain (NDCG@$N$) as the metrics, which are widely used in recommendation [35, 40].

4.1.3 Baseline Methods. We compare HCCF with 15 baselines covering various recommendation paradigms.

- **Conventional Matrix Factorization Approach.**
  - **BiasMF** [21]. It is a widely adopted baseline which is developed over the matrix factorization with user and item bias.
- **MLP-enhanced Collaborative Filtering.**
  - **NCF** [13]. It is neural CF model which encodes the non-linear feature interactions with multiple hidden layers. In particular, we use two hidden layers with the same embedding dimensionality.
- **Autoencoder-based Collaborative Filtering Model.**
  - **AutoR** [30]. It utilizes Autoencoder as the embedding projection function with the reconstruction objective to generate latent representations for observed user-item interactions.
- **GNN-based Collaborative Filtering Frameworks.**
  - **GC-MC** [1]: The graph convolutional operations are applied to capture user-item dependency based on neighbor relationships.
  - **PinSage** [44]: In the message passing of PinSage, the neighbor relations are generated based on the random walk sampling strategy. It generates negative instances using the PageRank score.
  - **NGCF** [35]: This approach designs graph embedding propagation layers to generate user/item representations, by aggregating feature embeddings with high-order connection information.
  - **ST-GCN** [47]: It supplements the GCN-based with the reconstruction task of masked node embeddings to address the limitation of label leakage issue. ST-GCN integrates graph convolutional encoder-decoders with intermediate supervision.
- **LightGCN** [12]: It proposes to simply the burdensome NGCF framework by removing the non-linear projection and embedding transformation during the message passing. The sum-based pooling is used for user representation generation.
- **GCCF** [4]: It enhances the graph neural network-based CF from two perspectives: i) omitting the non-linear transformation; ii) incorporating the residual network structure.
- **Disentangled Graph Learning for Recommendation.**
  - **DGCF** [36]. It investigates the fine-grained user intention to enhance the representation ability of CF framework by disentangling multiple latent factors for user representation.
- **Recommendation with Hypergraph Neural Networks.**
  - **HyRec** [33]. It leverages the hypergraph structure to model relationships between user and his/her interacted items, by considering multi-order information in a dynamic environment.
  - **DHCF** [18]. The newly developed jump hypergraph convolution is introduced into the dual-channel CF to perform message passing with prior information. The divide-and-conquer scheme is used for dual-channel learning.
- **Self-Supervised Learning for Recommendation.**
  - **MHCN** [45]. It enhances the graph neural network-based recommendation with the self-supervision signals generated from the graph informax network, by maximizing the mutual information between node embedding and graph-level representation.
  - **SGL** [38]. This state-of-the-art self-supervised graph learning method directly changes the structures of user-item interaction graphs for data augmentation with i) probability-based node and edge dropout operations; ii) random walk-based sampling.
Table 2: Performance comparison on Yelp, MovieLens, Amazon datasets in terms of Recall and NDCG.

| Data      | Metric | BiasMF | NCF | AutoR | GC-MC | PinSage | NGCF | ST-GCN | LightGCN | GCFF | DOCF | HyRec | DHRec | MHCN | SLRec | SolR | JR-CF | p-val |
|-----------|--------|--------|-----|-------|-------|---------|------|--------|----------|------|------|-------|-------|------|-------|------|------|-------|
| Yelp      | Recall@20 | 0.0199 | 0.0232 | 0.0259 | 0.0266 | 0.0345 | 0.0294 | 0.0389 | 0.0482 | 0.0482 | 0.0460 | 0.0472 | 0.0464 | 0.0503 | 0.0476 | 0.0526 | 0.0567 | 2 x 10^{-3} |
|           | Recall@40 | 0.0371 | 0.0407 | 0.0504 | 0.0585 | 0.0599 | 0.0522 | 0.0504 | 0.0803 | 0.0760 | 0.074 | 0.0791 | 0.0751 | 0.0826 | 0.0821 | 0.0869 | 0.1007 | 3 x 10^{-3} |
|           | NDCG@20  | 0.0227 | 0.0289 | 0.0301 | 0.0373 | 0.0385 | 0.0330 | 0.0332 | 0.0527 | 0.0508 | 0.0511 | 0.0522 | 0.0495 | 0.0544 | 0.0541 | 0.0571 | 0.0658 | 4 x 10^{-2} |
| MLens     | Recall@20 | 0.0878 | 0.1097 | 0.1230 | 0.1411 | 0.1706 | 0.1611 | 0.1298 | 0.1789 | 0.1742 | 0.1763 | 0.1801 | 0.1363 | 0.1497 | 0.1758 | 0.1833 | 0.2048 | 3 x 10^{-3} |
|           | Recall@40 | 0.1157 | 0.1297 | 0.1667 | 0.1731 | 0.2108 | 0.1961 | 0.1639 | 0.2128 | 0.2109 | 0.2103 | 0.2178 | 0.1726 | 0.1814 | 0.2003 | 0.2295 | 0.2467 | 4 x 10^{-2} |
|           | NDCG@20  | 0.1381 | 0.1427 | 0.1875 | 0.1865 | 0.2362 | 0.2225 | 0.1782 | 0.2522 | 0.2331 | 0.2319 | 0.2340 | 0.1901 | 0.1962 | 0.2360 | 0.2426 | 0.2717 | 7 x 10^{-2} |
| Amazon    | Recall@20 | 0.0993 | 0.0142 | 0.0131 | 0.0103 | 0.0213 | 0.0222 | 0.0192 | 0.0319 | 0.0317 | 0.0321 | 0.0302 | 0.0280 | 0.0296 | 0.0285 | 0.0327 | 0.0344 | 2 x 10^{-3} |
|           | Recall@40 | 0.0918 | 0.0223 | 0.0204 | 0.0217 | 0.0366 | 0.0378 | 0.0312 | 0.0499 | 0.0483 | 0.0331 | 0.0434 | 0.0471 | 0.0489 | 0.0483 | 0.0531 | 0.0561 | 2 x 10^{-3} |
|           | NDCG@20  | 0.1053 | 0.0313 | 0.0123 | 0.0124 | 0.0210 | 0.0213 | 0.0184 | 0.0290 | 0.0285 | 0.0201 | 0.0226 | 0.0227 | 0.0284 | 0.0314 | 0.0312 | 0.0330 | 2 x 10^{-3} |

- SLRec [43]. In this method, the feature correlations are considered as the additional regularization for improving recommender systems with a multi-task self-supervised learning approach.

4.1.4 Hyperparameter Settings. We use Adam optimizer with the learning rate of $10^{-3}$ and 0.96 decay ratio for model inference. The hidden state dimensionality is configured as 32. We stack two propagation layers for graph local embedding propagation. In our hypergraph learning, the number of hyperedges and hierarchical hypergraph mapping layers are set as 128 and 3, respectively. The batch size and dropout ratio are selected from $\{64, 128, 256, 512\}$ and $\{0.25, 0.5, 0.75\}$, respectively. The regularization weight $\lambda_1$ and $\lambda_2$ are tuned from the range $[0.1, 0.3, 1, 3, 10]$ to control the strength of gradients in our contrastive learning. The effect of $\tau$ is further studied in the following subsection.

4.2 Performance Validation (RQ1)

In this section, we analyze the evaluation results and summarize the following observations and conclusions.

- Overall Performance Validation. As the experimental result shown in Table 2, our HCCF consistently outperforms all baselines across different datasets in terms of all evaluation metrics. This observation validates the superiority of our HCCF method, which can be attributed to: i) By uncovering latent global collaborative effects, HCCF can not only model the holistic dependencies among users, but also preserves individual user interaction patterns with better discrimination ability. ii) Benefiting from our hypergraph contrastive learning schema, HCCF fulfills the effective self-data augmentation for sparse interactions, with cross-view (from locally to globally) supervision signals.

- Superiority of Hypergraph Structure Learning. Additionally, hypergraph recommendation methods (i.e., DHRec and HyRec) outperform most of GNN-based CF models (e.g., PinSage, NGCF, ST-GCN), suggesting the effectiveness of modeling high-order collaborative effects under hypergraph architecture. The significant improvement of our HCCF over competitive hypergraph recommender systems, further indicates that our designed learnable hypergraph neural structure paradigm is good at i) adaptively fulfilling the modeling of global collaborative dependencies among users and items; ii) alleviating the over-smoothing effect among neighboring node embeddings in GNN-based CF models. Specifically, representations on user preference are refined by both local connected users/items and global dependent users.

- Effectiveness of Hypergraph Contrastive Learning. With the analysis of HCCF across different datasets, we notice that the performance gap with baselines on Amazon data is larger than other datasets. This observation validates the effectiveness of HCCF in handling the sparse user-item interactions. Furthermore, compared with state-of-the-art self-supervised learning recommendation models (i.e., MHCN, SGL, SLRec), HCCF consistently achieves better performance. Specifically, SGL uses the probability-based randomly masking operations to generate contrastive views, which may drop important supervision interaction labels. Furthermore, following the generative self-supervised frameworks, MHCN and SLRec attempt to integrate additional learning tasks with the main recommendation objective. However, the incorporated self-supervised learning objective may not be able to adapt well on the recommendation loss optimization, which significantly hurts the representation ability of recommender systems. This justifies the superiority of our hypergraph contrastive learning paradigm, via effectively integrating hypergraph structure learning with the cross-view contrastive self-supervised signals for collaborative filtering.

4.3 Ablation Study of HCCF (RQ2)

We explore the component effects of HCCF from i) global hypergraph structure learning; ii) cross-view contrastive self-augmentation.

- Effect of Hypergraph Structure Learning. We investigate the importance of hypergraph learning for contributing the performance improvement, by generating two variants by: (1) removing the hierarchical hypergraph mapping for hyperedge-wise feature interaction, termed as -HSM; (2) disabling the low-rank hypergraph dependency encoding, termed as -LowR.

Results. We report the evaluation results in Table 3. Without the exploration of hierarchically structured hypergraph mapping, -HSM downgrades the recommendation accuracy. This observation justifies the rationality of enabling the hierarchical non-linear feature interaction through deep hypergraph neural layers. Additionally, while -LowR preserves the multi-layer hypergraph structures, it directly learns a $\mathbb{R}^{KH}$ transformation matrix with larger parameter size, and thus may lead to the overfitting. With the parameterized hypergraph structure learning in a low-rank manner, we not only simplify the model size but also alleviate the overfitting via effective global message passing.

- Effect of Cross-View Contrastive Self-Supervision. We also investigate the effectiveness of another core of HCCF's cross-view hypergraph-based contrastive learning. Specifically, we build a
Table 3: Ablation study on key components of HCCF.

| Variant | Yelp Recall | Yelp NDCG@20 | MovieLens Recall | MovieLens NDCG@20 | Amazon Recall | Amazon NDCG@20 |
|---------|-------------|--------------|------------------|-------------------|---------------|----------------|
| -LowR  | 0.0987 0.0634 | 0.2984 0.2622 | 0.0530 0.0309 | 0.0582 0.0496 | 0.0607 0.0510 | 0.0607 0.0510 |
| -HHM   | 0.0992 0.0646 | 0.2914 0.2565 | 0.0505 0.0297 | 0.0587 0.0498 | 0.0510 0.0469 | 0.0510 0.0469 |
| -Hyper | 0.0982 0.0625 | 0.2780 0.2450 | 0.0419 0.0243 | 0.0587 0.0498 | 0.0469 0.0276 | 0.0469 0.0276 |
| -CCL   | 0.0937 0.0619 | 0.3021 0.2620 | 0.0649 0.0276 | 0.0536 0.0498 | 0.0510 0.0469 | 0.0510 0.0469 |
| HCCF   | 0.1007 0.0658 | 0.3081 0.2717 | 0.0561 0.0330 | 0.0587 0.0498 | 0.0607 0.0510 | 0.0607 0.0510 |

4.4 In Depth Analysis of HCCF’s Benefits (RQ3)

4.4.1 Robustness of HCCF in Alleviating Data Sparsity. To verify whether HCCF is robust to sparse issue which is ubiquitous in recommender systems, we partition users into different groups based on their interaction numbers (e.g., 20-25, 25-30). From the results shown in Figure 4, our HCCF shows potentials in addressing the data sacristy issue. We ascribe this superiority to the HCCF’s ability of cooperatively supervision between local collaborative relation encoding and global dependency learning. Furthermore, SGL is relatively unstable than HCCF across different sparsity degrees. It suggests that randomly dropping nodes or edges may discard important information of the original user-item interaction structures, making the training process unstable. The GCN-based method LightGCN may not learn quality representations for user nodes and item nodes, respectively. From the results, we can observe the more obvious over-smoothing phenomenon of the compared variants (-CCL) and (-Hyper) with smaller embedding distance scores. The above observations further justify the effectiveness of our hypergraph-enhanced contrastive learning in i) alleviating the over-smoothing issue in user representations refined with graph propagation; ii) empowering the model generalization ability of graph-based neural CF paradigm.

4.4.2 Effect of HCCF in Addressing Over-Smoothing. With our designed cross-view hypergraph-guided contrastive learning component, user/item embeddings can be regularized to be far away based on their self-discrimination between the local-level and global-level collaborative relations. By doing so, the graph-based over-smoothing effect can be alleviated in our framework. To validate the effectiveness of our method in alleviating over-smoothing effect, in addition to the superior performance produced by our HCCF, we also calculate the Mean Average Distance (MAD) [3] over all node embedding pairs learned by the trained HCCF and two variants: i) -CCL (without the hypergraph-enhanced cross-view contrastive learning); ii) -Hyper (without the hypergraph neural network). The quantitative MAD metric measures the smoothness of a graph in terms of its node embeddings. The measurement results are shown in Table 4, where User and Item refer to the average similarity score between user nodes and item nodes, respectively. From the results, we can observe the more obvious over-smoothing phenomenon of the compared variants (-CCL) and (-Hyper) with smaller embedding distance scores. The above observations further justify the effectiveness of our hypergraph-enhanced contrastive learning in i) alleviating the over-smoothing issue in user representations refined with graph propagation; ii) empowering the model generalization ability of graph-based neural CF paradigm.
### 4.6.2 Over-Smoothing Alleviation

We conduct case study to further investigate the ability of HCCF against the over-smoothing issue. We randomly pick a closely-connected sub-graph for users. The learned node embeddings and the co-interaction connections are shown in Figure 8. Here we also compare HCCF with the -Hyper variant. We can see that -Hyper assigns similar embeddings to all users in the sub-graph, as their embeddings are smoothed by each other. In contrast, HCCF is able to learn the subtle differences and divide the users into roughly two groups (colored with green and brown), even if two nodes are strongly bonded together (e.g., user 17 and user 43). By checking the detailed information about the sampled users, we found that the green users (16, 18, 43, 96) interact with much fewer items (< 50 interactions) compared to the brown users (≥ 100 interactions). Overall, HCCF is able to distinguish users with sparse and dense interactions.

### 5 CONCLUSION

This paper mainly focuses on enhancing the neural collaborative filtering with the hypergraph-guided self-supervised learning paradigm. We present HCCF which is featured by a hypergraph structure learning module and a cross-view hypergraph contrastive encoding schema. Our hypergraph contrastive CF framework learns better user representations by simultaneously characterizing both local and global collaborative relationships in a joint embedding space. Extensive experiments validate the superiority of HCCF towards competitive baselines. In future, we may explore the dynamic user dependency with a time-aware hypergraph embedding function, to inject temporal context into our CF architecture.
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